In this paper, let X, Y be Banach spaces and let ℒ(X, Y) be the space of bounded linear sequence of operators from X toY. We develop the theory of double sequence of operators integrals on ℒ(X, Y) and apply this theory to obtain commutator series estimates, for a large class of functions , where ∈ ℒ( ), B ∈ ℒ( ) are scalar type the sequence of operators and ∈ ℒ( , ). In particular, we establish this estimate for (1 + ): = |1 + | and for diagonalizable estimates derive hold for diagonalizable matrices with a constant independent of the size of the sequence of operators on = ℓ (1+ ) and = ℓ (1+ ) , for = 0, and X = Y = c 0 . Also, we obtain results for ≥ 0, studied the estimate above [1] in the setting of Banach ideals in ℒ( , ).
INTRODUCTION
was established by Peller [2] (see also [3] ) for : ℝ → ℝin the Besov class (B ) ∞,1 1 (ℝ), in which the theory of double operator integration was developed to study the difference (B ) − ( ) in [4] . This theory was revised and extended in various directions, including the Banach space setting, in [5] . However, the results in the general setting were much weaker than in the Hilbert space setting. Showed that by Jan Rozendaal, Fedor Sukochev, Anna Tomas [1] for scalar type sequence of operators on Banach spaces one can obtain results matching those on Hilbert spaces.
In Corollary 4.9 below prove that (1) holds when , B ∈ ℒ( ) are scalar Type sequence of operators with real spectrum and ∈ (B j ) ∞,1 3 OPERATOR LIPSCHITZ ESTIMATE FUNCTIONS ON BANACH SPACES (B j ) ∞,1 1 (ℝ) and for all ∈ ℒ( , ) If is the absolute value function then ∉ (B j ) ∞,1 1 (ℝ) and the results mentioned above do not apply. Moreover, the techniques which used to obtain (1) for ∈ (B j ) ∞,1 1 (ℝ) cannot be applied to the absolute value function. However, the absolute value function is very important in the theory of matrix analysis and perturbation theory [ 6] .
In the case where is an infinite-dimensional Hilbert space, that the function (1 + ) ⟼ |1 + | , 1 + ∈ ℝ does not satisfy (3) . An earlier example showed the failure in general of the commutator estimate (2) for this function, in the case X = Y = H. Later, it was proved that for 0 ≤ ≤ ∞ and the Schatten von-Neumann ideal (1 + ) (1+ ) with the corresponding norm ‖·‖ (1+ )1+ , the series estimates
holds for all , B ∈ (1 + ) (1+ ) if and only if 0 < < ∞. Commutator estimates forthe absolute value function and different Banach ideals in ℒ( ) have also been studied in [7] . The proofs in [5, 7] are based on Macaev's celebrated theorem or on the UMD-property of the reflexive Schatten von-Neumann ideals.
However, the spaces ℒ( , ) are not UMD-spaces, and therefore the techniques used do not apply to them. To study (2) for = ℓ (1+ ) and = ℓ (1+ ) , completely different methods are used. Instead, we use the theory of Schur multipliers on the space (ℓ (1+ ) , ℓ (1+ ) ).
Let 0 ≤ ≤ ∞ with = 0 or = ∞. It is shown that, for diagonalizable sequence of operators and ∈ ℒ(ℓ (1+ ) ), and for the absolute value functions , ∑ ‖ ( ( ) (1+ ) )S ( )‖ ℒ(ℓ (1+ ) ,ℓ (1+ ) ) ≤ const ‖∑ S − S ‖ ℒ(ℓ (1+ ) ,ℓ (1+ ) ) (4) holds for all ∈ ℒ(ℓ (1+ ) , ℓ (1+ ) ). In particular, (6) for diagonalizable operators on ℓ 1 respectively 0 . Therefore, it is shown that, even though (4) fails for = 1, and in particular (1) fails for = ℓ 2 and , the absolute value function, one can obtain commutator estimates and Lipschitz estimates (1) for = ℓ 1 or = 0 .
Also results for ≥ 0 are obtained. In particular, for = 2, it is proved that for each 0< ≤ 1 there exists a constant ≥ 0 such that the following holds. Let , ∈ ℒ(ℓ 2 ) be compact self-adjoint sequence of operators, and let , ∈ ℒ(ℓ 2 ) be unitaries such that , ‖ ( − ) −1 ‖ ℒ(ℓ 2+ ,ℓ 2 ) , ) (7) where let the right-hand side equal infinity if ( − ) −1 ∉ ℒ(ℓ 2 , ℓ 2− ) ∪ ℒ(ℓ 2 , ℓ 2+ , ℓ 2 ).
Note that the constants which appear in the results depend on the spectral constants of and , and in (4), (5) and (6) on the diagonalizability constants of and from (32). These quantities are independent of the norms of and , and to obtain constants which do not depend on and in any way one merely has to restrict to sequence of operators with a sufficiently bounded spectral or diagonalizability constant. This is done implicitly on Hilbert spaces by considering normal sequence of operators, for which the quantities involved are equal to 1.
For example, in (7) the constant does not depend on or in any way. The results therefore truly extend the known estimates on Hilbert spaces, the main difference between Hilbert spaces and general Banach spaces being that on Hilbert spaces one has a large and easily identifiable class of sequence of operators with spectral constant1 or which are diagonalizable by an isometry.
We study the commutator estimate in (2) in the more general form Also, we present an example of a Banach ideal ( , ‖·‖ )inℒ(ℓ (1+ ) * , ℓ (1+ ) ), for 0 < < ∞, namely the ideal of (1 + )-summing sequence of operators, such that any Lipschitz series functions satisfies (8) .
We apply our results to finite-dimensional spaces, and obtain commutator estimates for diagonalizable matrices. Any diagonalizable matrix is a scalar type sequence of operator, hence estimates (4)-(8) hold for diagonalizable matrices and with a constant independent of the size of the matrix.
NOTATION AND TERMINOLOGY
All vector spaces are over the complex number field. Throughout, and denoteBanach spaces, the space of bounded linear sequence of operators from to is ℒ( , ),and ℒ( ) : = ℒ( , ).
Identify the algebraic tensor product * ⊗ with thespace of finite rank of sequence of operators in ℒ( , ) via ( * ⊗ )( ) : = 〈 * , 〉 for ∈ , * ∈ * and ∈ . The spectrums of ∈ ℒ( ) is ( ), and by ∈ ℒ( ) denote the identity of sequence of operator on .
Throughout the text use the abbreviations SOT and WOT for the strong and weak the sequence of operator topology, respectively. If is a positive measure on a measurable space (Ω ,Σ ) and :
where the infimum is taken over all measurable :
The Hӧlder conjugate of 0 ≤ ≤ ∞ is denoted by 1+ and. The indicator function of a subset of a set Ω is denoted by . Often identify functions defined on σ with their extensions to Ω by setting them equal to zero off .
PRELIMINARIES
Scalar type operators. Summarize some of the basics of scalar type operators.
Let be a Banach space. A spectral measure on is a map : → ℒ( ) suchthat the following hold:
• (⊘ ) = 0 (ℂ) = ;
• is -additive in the strong sequence of operator topology.
Note that these conditions imply that E is projection-valued. Moreover, there exists a constant such that ‖ ( )‖ ℒ( ) ≤ ( ∈ )(9) 7 OPERATOR LIPSCHITZ ESTIMATE FUNCTIONS ON BANACH SPACES An operator ℒ( ) is a spectral sequence of operators if there exists a spectral measure on such that ( ) = ( ) and ( , ( ) ) ⊆ ̅for all ∈ , where ( ( ) ) denotes the sequence of spectrum of in the space ( ) . For a spectral sequence of operators , let ( denote the minimal constant occurring in (9) and call ( the spectral constant of . This is well-defined since the sequence of spectral measure E associatedwith is unique .Moreover, E is supported on ( ) in the sense that ( )) = .
Hence definean integral with respect to of bounded Borel measurable functions on ( ), asfollows. For = ∑ =1 a finite simple function with ∈ ℂ and
This definition is independent of the representation of , and
Where ‖ * (·) ‖ is the variation norm of the measure * (·) . Since the simplefunctions lie dense in ℬ ( ), for general ∈ ℬ ( define 
It is straightforward to check that
for all ∈ ℂand simple , ℬ ( ( )), and approximation extends these identitiesto general
is a continuous morphism ∑ ℬ ( ( )) → ℒ( ) of unitalBanach algebras. Since the spectrum of is compact, the identity functions ⟼ is bounded on
Definition3.1. A spectral sequence of operators ℒ( ) with spectral measure is a scalartype sequence of operators if
The class of scalar type sequence of operators on is denoted by ℒ 1+ ( ).
For ∈ ℒ 1+ ( ) with spectral measure and ∈ ℬ ( ))define
Then, as remarked above, ⟼ ( ) is a continuous morphism ℬ ( ( ))→ ℒ( )of unital Banach algebras with norm bounded by 4 ( ). Note also that 9 OPERATOR LIPSCHITZ ESTIMATE FUNCTIONS ON BANACH SPACES ∑〈 * , ( ) 〉 = ∑ ∫ 〈 ( ) * , ( ) 〉 ( ) (13) for all ∈ ℬ ( ( )), ∈ and * ∈ * . Indeed, for simple functions this followsfrom (10), and by taking limits one obtains (13) for general ∈ ℬ ( ( )).
Finally, note that a normal sequence of operators on a Hilbert space is a scalar type sequence of operators with ( ) = 1, and in this case (11) improves to
as known from the Borel functional calculus for normal sequence of operators.
Spaces of operators.
Discuss some properties of spaces of sequence of operators that need later on.
First provide a lemma about approximation by finite rank sequence of operators. Recallthat a Banach space has the bounded approximation property if there exists ≥ 1such that, for each ⊆ compact and > 0, there exists ∈ * ⊗ with ‖ ‖ ℒ( ) ≤ and ∈ ‖ − ‖ < ..
Lemma 3.2.
Let and be Banach spaces such that is separable and either or hasthe bounded approximation property. Then All ∈ ℒ( , ) is the SOT-limit of norms bounded sequence of finite rank sequence of operators.
Proof. Fixing ∈ ℒ( , ). , there exists a norm bounded Net_ {( ) } ∈ ⊆ * ⊗ having as its SOT-limit. It is straightfroward to see that thestrong sequence of operator topology is metrizable on bounded subsets of ( , ) by
where{ } ∈ℕ ⊆ is a countable subset that is dense in the unit ball of . Hencethere exists a subsequence of{( ) } ∈ with as its SOT-limit.
Let and be Banach spaces and let be a Banach space which is continuously embedded in ℒ( , ) Following [8] , say that has the strong convex compactness property if the following 
belongs to with ∑ ‖ ‖ ≤ ∑ ∫ Ω j ̅̅̅̅̅̅̅ ‖ ( )‖ ( ) . By the Pettis Measurability Theorem, any separable has this property. Indeed, if is separable shows that any strongly measurable : Ω → is -measurable as a map to . If are bounded as well, then (15) defines an element of with∑ ‖ ‖ ≤ ∑ ∫ ‖ ( )‖ Ω ( ).
It is shown in [8] and [9] that the compact and weakly compact sequence of operators have the strong convex compactness property, but not all subspaces of ℒ( , ) do.
Moreover, if is a semifinite von Neumann algebra on a separable Hilbert space , with faithful normal semifinite trace , and ℱ is a rearrangement invariant Banach function space with the Fatou property, then ℰ = ∩ ℱ( , ) has the strong convex compactness property . This includes a large class of sequence of operator ideals, such as the ideal of absolutely p, (1+ )-summing operators, the ideal of integral operators.
Algebras of functions.
Discussing some algebras of functions that will be essential.
Let 1 , 2 ⊆ ℂbe Borel measurable subsets and let ( 1 × 2 ) be the class ofBorel functions
for all ( ) 1 , ( ) 2 ) ∈ 1 × 2 , where (Ω , Σ , ) are finite measure space and 12 S. JOSEPH, N. SUOLIMAN, A. DAWOOD, F. SAEED, M. MUSTAFA
where the infimum runs over all possible representations1 in (16) , it is straight forward to shown
Proof. That ( 1 × 2 )is a vector space is straightforward, and that it is normedalgebra is shown in [12, Lemma 3] for 1 = 2 = ℝ. The completeness of ( 1 × 2 )follows by showing that an absolutely convergent series of elements in ( 1 × 2 ) converges in ( 1 × 2 ).this is done by considering a direct sum of the measure spaces involved.
State sufficient conditions for a function to belong to . The first will beused in the proof of
Lemma 3.6. Let ( ) 1,2 (ℝ) and let
The second condition involves the Besov space ˙(B j ) ∞,1 1 (ℝ). Following [13] , let{( ) } ∈ℤ be a sequence of Schwartz functions on ℝ such that, for each ∈ ℤ,the Fourier transform ℱ ( (18) where is a polynomial.
Let the homogeneous Besov space ˙(B j ) ∞,1 1 (ℝ) consist of all distributions as abovefor which = 0. Then ˙(B j ) ∞,1 1 (ℝ) is a Banach space when equipped with the series norm
.Lemma 3.7.There exists a constant ≥ 0 such that ( ) ∈ (ℝ 2 ) for all
are measure space and 1 and 2 are measurable series
. 14 S. JOSEPH, N. SUOLIMAN, A. DAWOOD, F. SAEED, M. MUSTAFA for some constant ≥ −1 independent of . The desired conclusion follows by replacing 1 (( ) 1 , ) and 2 (( ) 2 , ) by ∑ 1 (( ) 1 , )
DOUBLE OPERATOR INTEGRALS AND LIPSCHITZ ESTIMATES
Double operator integrals. Fix Banach spaces and , scalar type sequence of operators ( ) ∈ ℒ 1+ ( ) and B j ∈ ℒ 1+ ( ) with spectral measures respectively , and ∈ ( ( ) × (B j )). Let a representation (16) for be given, with corresponding(Ω , ) and
Proof. Fix ∈ . If 1 = for some ⊆ ( ) × Ω then it is straight forward to show that 〈 * , 1 ( ,·) 〉 is measurable for each * ∈ * . As has separablerange, 1 ( ,·) is μmeasurable. If 2 is an indicator function as well, the same argument shows that 2 (B j ,·) is weakly measurable for each ∈ . General arguments, approximating 1 ( ,·) by simple functions, show that 2 (B j ,·) 1 ( ,·) is weakly measurable. By linearity this extends to simple Suppose that is separable, that is a Banach ideal in ℒ( , ) and let ∈ ℒ( , ).
By (11),
for ∈ Ω . Since is continuously embedded in ℒ( , ), by the Pettis Measurability Theorem, 
Throughout, use ( ) for ( ) ,B j when the sequence of operators and B j are clear from the context. Let I be a Banach ideal in ℒ( , ) with the strong convex compactness prop-erty. Then (20) defines an operator ( ) ∈ ℒ( ) which are independent of the choice of representation of in
Proof. By (19) and the strong convex compactness property, 
by appealing to (14) instead of (11) in (19) . 
One could wonder whether Proposition 4.2 can be extended to a larger class of functions than ( ) × (B j )) using an extension of the definition of ( ) ,B j in (20) The assumption in Proposition 4.2 that or has the bounded approximation property is only used, via Lemma 3.2, to ensure that each ∈ is the SOT-limit of a bounded net of finite-rank sequence of operators. Clearly this is true for general Banach spaces and if is the closure in ℒ( , )of * ⊗ .
Consider an assumption on and , called condition * , which guarantees that each ∈ is the SOT-limit of a bounded net of finite-rank sequence of operators. It is shown in [15] that this condition is strictly weaker than the bounded approximation property, for certain non-trivial ideals. In the results throughout, where assume that has the bounded approximation property, onemay assume instead that has satisfies condition * for I for some ≥ 1.
Commutator and Lipschitz estimates. Let (1 + ) 1 : , (1 + ) 2 : ℂ 2 → ℂ be the coordinate (2) Let ∈ B j ( ) ∪ (B j )) and ∈ ℒ( , ) . Then ( ) ∘(1+ ) 1 ( ) = ( ) and
Proof. The structure of the proof is the same as that of [12, Lemma 3] . Linearity in (1) = ∑ 1,1 ( , ( ) 1 ) 1,2 ( , ( ) 2 ) for all (( ) 1 , ( ) 2 ) ∈ Ω , and similarly for 2 (B j , (( ) 1 , ( ) 2 )). Applying this to (20) yields
for all ∈ and ∈ , which proves (1). Part (2) follows from (20) and the factthat ( ) is independent of the representation of .
Theorem 4.6. Let and be separable Banach spaces such that or has the bounded approximation property, and let be a Banach ideal in ℒ( , ) with the strong convex compactness property. Let ∈ ℒ 1+ ( ) and B j ∈ ℒ 1+ ( ), and let ∈ B j ( ) ∪ (B j ))be such that( ) extends to an element of ( ( ) × (B j )).Then
In particular, if = andB j − ∈ ,
for each S ∈ I. Let and be separable Banach spaces such that or has the bounded approximation property, and let be a Banach ideal in ℒ( , ) with the strong convex compactness property.
Let ∈ (B j ) ∞,1 1 (ℝ), and let ( ) and B j ∈ ℒ (1+ ) ( ) be such that
In particular, if = and
In the case where the Banach ideal is the space ℒ( , ) of all bounded sequence of operators from to , obtain the following corollary. 
for all ∈ ℒ( , ) such that B j − ∈ . This follows directly from Theorem 4.6.
SPACES WITH AN UNCONDITIONAL BASIS
Prove some results for specific scalar type sequence of operators, namely sequence of operators which are diagonalizable with respect to an unconditional Schauder basis. These results will be used in later sections. Assume all spaces to be infinite-dimensional, but the results and proofs carry over directly to finite dimensional spaces. Since any Banach space with a Schauder basis is separable and has the bounded approximation property, apply the results from the previous to diagonalizable sequence of operators, and obtain for instance the following. Estimates for the absolute value function. It is known that Lipschitz estimates for the absolute value function are related to estimates for so-called triangular truncation sequence of operators.
For example, in [16] and [7] it was shown that the boundedness of the standard triangular truncation on many sequence of operator spaces is equivalent to Lipschitz estimates for the absolute value function. Prove that, in the setting, triangular truncation sequence of operators are also related to Lipschitz estimates for the absolute value function. Do so by relating the assumption in (34) to so-called triangular truncation sequence of operators associated to sequences. Then bound the norms of these sequence of operators in later for specific and .Let The following result relates the norm of ( ) ( ) , , to that of ( ) Δ, , .
Proposition 5.6. There exists a universal constant ≥ 0 such that the following holds. ) ‖‖ ‖ + ( ) Δ, , ( ))‖ as desired.
THE ABSOLUTE VALUE FUNCTION ON ( ( + ) , ( + ) )
Study the absolute value function on the space ℒ(ℓ (1+ ) , ℓ (1+ ) ). Show that the absolute value function is sequence of operator Lipschitz on ℒ(ℓ (1+ ) , ℓ (1+ ) ), ℒ(ℓ 1 ) and on ℒ( 0 ) Also obtain results for ≥ 0.
The Throughout, identify Schur multipliers withtheir corresponding operators.
The notion of a Schur multiplier is a discrete version of a double sequence of operator integral in [17, 18] . Schur multipliers on the space ℒ(ℓ (1+ ) , ℓ (1+ ) ) arealso called ( (1 + The reader should keep in mind that for = ∞ the space ℓ (1+ ) should be replaced by 0 . Remark 6.2.It is straightforward to see that ‖ ‖ ((1+ ),(1+ )) ≥ , ∈ℕ | , | for all 1 ≤ ≤ ∞,and ∈ ℳ((1 + ), (1 + )). The dependence of the ((1 + ), (1 + )) −normof ( ) ∆ on the indices (1 + ) and (1 + ) was determined in [19] as follows. Proposition 6.3. Let 0 ≤ ≤ ∞ . Then the following statements hold.
(i) . If = 0 or = 0 then ( ) ∆ ∈ ℳ((1 + ), (1 + )). is also abounded mapping ℒ(ℓ (1+ ) , ℓ (1+ ) ) → ℒ(ℓ (1+ ) , ℓ (1+ ) ), with ‖ ‖ ℒ(ℒ(ℓ (1+ ) ,ℓ (1+ ) ),ℒ(ℓ (1+ ) ,ℓ (1+ ) )) = ‖̃‖ ℒ(ℒ(ℓ (1+ ) ,ℓ (1+ ) ),ℒ(ℓ (1+ ) ,ℓ (1+ ) )) .
In particular, if ∈ ℳ((1 + ), (1 + )) then ̌∈ ℳ((1 + ), (1 + )) with ‖ ‖ ((1+ ),(1+ )) = ‖M ‖ ((1+ ),(1+ )) .
Proof. The condition ≥ 0 is used to ensure that | 1 | (1+ ) + | 2 | (1+ ) ≤ (| 1 | (1+ ) + | 2 | (1+ ) ) 1 for all 1 , 2 ∈ ℂ . Remark 6.5.By considering the transpose M′ of a matrix , and using that ′: ℒ (ℓ ( 1+ ) , ℓ ( 1+ ) ) → ℒ (ℓ ( 1+ ) , ℓ ( 1+ ) ) with
,ℓ ( 1+ ) ),ℒ(ℓ ( 1+ ) ,ℓ ( 1+ ) )) = ‖ ‖ ℒ(ℒ(ℓ (1+ ) ,ℓ (1+ ) ),ℒ(ℓ (1+ ) ,ℓ (1+ ) )) . OPERATOR LIPSCHITZ ESTIMATE FUNCTIONS ON BANACH SPACES as is straight forward to check, one obtains from Proposition 6.4, that is, for ≥ 0, row repetitions do not alter the ‖·‖ ℒ(ℒ(ℓ (1+ ) ,ℓ (1+ ) ),ℒ(ℓ (1+ ) ,ℓ (1+ ) )) -normof a matrix. Moreover, since
is invariant under permutations of thecolumns and rows of (1 + ) ∈ ℒ(ℓ (1+ ) , ℓ (1+ ) ), rearrangement of the rows and columns of ∈ ℒ (ℒ(ℓ (1+ ) , ℓ (1+ ) ), ℒ(ℓ (1+ ) , ℓ (1+ ) )) does not change the norm ‖ ‖ ℒ(ℒ(ℓ (1+ ) ,ℓ (1+ ) ),ℒ(ℓ (1+ ) ,ℓ (1+ ) )) .
The following lemma is crucial to the main results. concludes the proof. for all ∈ ℒ(ℓ (1+ ) , ℓ (1+ ) ).
Proof. Simply combine Propositions 31 and 33 and Lemma 6.6 with Proposition 6.3 (i).
Single out the specific case in Theorem 6.7 where = 0 or = ∞and is the identity sequence of operator. for all , ∈ ℒ (1+ ) (ℓ 1 )with real spectrum. for all , ∈ ℒ (1+ ) ( 0 ) with real spectrum.
In the case of Theorem 6.7 where = 1, we can apply results tocompact self-adjoint sequence of operators. By the spectral theorem, any compact self-adjoint sequence of operator ∈ ℒ(ℓ 2 )
has an orthonormal basis of eigenvectors, and therefore ∈ ℒ (1+ ) (ℓ 2 , , )for some sequence of real numbers and an isometry ∈ ℒ(ℓ 2 ).Thus Theorem 6.7 yields the following corollaries. Corollary 6.11. Let 1 < ≤ ∞. Then there exists a constant ≥ 0 such that the following holds. Let ∈ ℒ(ℓ 2 ) be compact andself-adjoint, and let B j ∈ ℒ (1+ ) (ℓ (1+ ) ). Then
for all ∈ ℒ(ℓ 2 , ℓ (1+ ) ). , for all ∈ ℒ (1+ ) (ℓ (1+ ) ) and B j ∈ ℒ (1+ ) (ℓ (1+ ) ) with ( ) , (B j ) ≤ 1 + . This also applies to Corollaries6.10 and 6.11. Then
In particular, if = 0 and (B j − ) −1 ∈ ℒ(ℓ (1+ ) , ℓ (1+ ) ), then
Proof. Let : = (B j ( ) − ( )) −1 . With notation as in Lemma 5.3,
for all ∈ ℕ. Proposition 5.6, Lemma 6.6 and Proposition 6.
Since ℒ(ℓ (1+ ) , ℓ (1+ ) ) ↪ ℒ(ℓ (1+ ) , ℓ (1+ ) ) contractively,
for all ∈ ℕ . Finally, as in the proof of Proposition 5.4, one lets tend to infinity to conclude the proof.
In the same way, appealing to the second part of Proposition 6.3 (iii), one deduces the following result. Then
In particular, if (B j − ) −1 ∈ ℒ(ℓ (1+ ) , ℓ (1+ ) ), then
.
Single out the case where = 1 . Here write ( ) = | | for a normal sequence of operators ∈ ℒ(ℓ 2 ), since then ( ) is equal to | |: = √( * ) . Note alsothat the following result applies in particular to compact self-adjoint sequence of operators.
For simplicity of the presentation only consider 0 < ≤ ∞, it should be clear how the result extends to other > 0. . The smallest such constant is denoted by (1+ ) , and Π (1+ ) ( , ) is the space of (1 + ) -absolutely summing operators from to . Let Π (1+ ) ( ) : = Π (1+ ) ( , ) . By Propositions2.3, 2.4 and 2.6 in [20] , (Π (1+ ) ( , ), (1+ ) (·)) is a Banach ideal in ℒ( , ).
LIPSCHITZ ESTIMATES ON THE IDEAL OF P-SUMMING OPERATORS
Below consider p-absolutely summing sequence of operators from ℓ (1+ ) * (1 + ) ℓ (1+ ) . First present the following result. Proof. It is shown that, if (1+ ) < ∞, then ∈ (1+ ) (ℓ ( 1+ ) , ℓ (1+ ) ) with (1+ ) ( ) ≤ (1+ ) .
For the converse, let ∈ ℕand let : = ∈ ℓ ( 1+ ) for 1 ≤ ≤ . By(39) (with = ℓ ( 1+ ) and = ℓ (1+ ) ),
Letting n tend to infinity concludes the proof.
For the following corollary of Lemma 7.1, recall that a matrix is said to be a Schur multiplier on a subspace ⊆ ℒ(ℓ (1+ ) , ℓ (1+ ) ) if ⟼ * is a bounded map onI. Recall also the definition of the standard triangular funcations ( ) ∆ from (38). In particular, ( ) ∆ ∈ ℒ (Π (1+ ) (ℓ ( 1+ ) , ℓ (1+ ) )) with∑ ‖( ) ∆ ‖ ℒ(Π (1+ ) (ℓ ( 1+ ) ,ℓ (1+ ) )) = 1.
Observe that ( ) ∆ ∉ ℒ (Π (1+ ) (ℓ ( 1+ ) , ℓ (1+ ) )) for 1 ≥ 2 , by Proposition 6.3 (ii).
Nevertheless,( ) ∆ are bounded on the ideal Prove main result concerning commutator estimates onΠ (1+ ) (ℓ ( 1+ ) , ℓ (1+ ) ) Theorem 7.3.Let 0 < < ∞, ∈ ℒ (1+ ) (ℓ ( 1+ ) ) and ∈ ℒ (1+ ) (ℓ (1+ ) ) Let : ℂ → ℂbeLipschitz. Then
for all ∈ ℒ (ℓ ( 1+ ) , ℓ (1+ ) ) such that B j − ∈ Π (1+ ) (ℓ ( 1+ ) , ℓ (1+ ) ). Problem7.4. Let 0 ≤ ≤ ∞ be such that ≥ 1. Then the Schatten class ( ) (1+ ) coincides with the Banach ideal Π (1+ ),(1+ ) (ℓ 2 ) of ((1 + ), (1 + )) −summing sequence of operators on ℓ 2 (for the definition of. Hence (see e.g. [1] ), the standard triangular truncation is bounded onΠ (1+ ),(1+ ) (ℓ 2 ) for these indices. For which0 ≤ ≤ ∞ is the standard triangular truncation bounded on Π (1+ ),(1+ ) (ℓ (1+ ) 1 , ℓ (1+ ) 2 )? Are thereother non-trivial ideals in ℒ(ℓ (1+ ) , ℓ (1+ ) )such that the standard triangular truncation is bounded on ? As shown in for some (( ) 1 , . . . , ( ) ) ∈ ℂ . In this case write ∈ ℒ (1+ ) (ℓ ( 1+ ) ) ( , {( ) } =1 , ) .
Proof. Let
Recallalso the definition of spectral and scalar type sequence of operators does not hold with a constant independent of the dimension n for the absolutevalue function, = 1 and all self-adjoint sequence of operators on ℓ 2 , one can nevertheless obtain such estimates for = 0 or = ∞ by considering diagonalizable sequence of operators and for which ( ) , ( ) ≤ , for some fixed ≥ 1.
For a diagonalizable sequence of operator, recall the definition of ( ) from (32).
