Combining items into parcels in confirmatory factor analysis (CFA) can improve model estimation and fit. Because adequate model fit is imperative for CFA tests of measurement invariance, parcels have frequently been used. However, the use of parcels as indicators in a CFA model can have detrimental effects on tests of measurement invariance of factor loadings. Using simulated data with a known lack of invariance, models using parcels as indicators erroneously indicated that measurement invariance existed more often than models using items as indicators. Moreover, item-by-item tests of measurement invariance were often more informative than were tests of the entire matrix of factor loadings.
Measurement equivalence/invariance (ME/I; Vandenberg, 2002) can be thought of as operations yielding measures of the same attribute under different conditions (Horn & McArdle, 1992) . These different conditions include stability of measurement over time (Golembiewski, Billingsley, & Yeager, 1975) , across different populations (e.g., cultures; Riordan & Vandenberg, 1994) rater groups (e.g., Facteau & Craig, 2001) , or over different mediums of measurement administration (e.g., web-based survey administration versus paper and pencil measures; Taris, Bok, & Meijer, 1998) . Recently there has been a substantial increase in research involving tests of ME/I due in part to an increased awareness of both the importance of comparing equivalent measures, as well as increased access and understanding of the methodology utilized to perform tests of ME/I (Meade & Lautenschlager, 2004b; Vandenberg, 2002) .
Though multiple methods of establishing ME/I exist, confirmatory factor analysis (CFA) has been the most commonly used method in organizational research (Vandenberg & Lance, 2000) . However, one area of ME/I research that has not received prior attention is the effect of combining items into sub-scales, or item parcels, when performing tests of ME/I.
Item parcels are commonly formed in order to reduce the number of indicators of lengthy scales and surveys when conducting CFA analyses (Bandalos & Finney, 2001) . Moreover, parcels have been shown to significantly improve fit of the CFA model in many circumstances (see Bandalos & Finney, 2001) . Importantly, adequate model fit is a pre-requisite to conducting CFA tests of ME/I. For this and other reasons, several studies utilizing CFA ME/I methods have used parcels as their lowest level indicator variables. In this study, we reviewed existing ME/I literature in order to determine the prevalence of item parcels in tests of ME/I. Further, we review the extant literature on parcels and hypothesize that parceling can mask a lack of ME/I across samples. In order to test this hypothesis, we simulated data with a known lack of ME/I, formed item parcels in several ways, and evaluated the efficacy of CFA tests of ME/I with both item-level and parcel-level data.
Properties of Item Parcels
Parceling is a process by which raw item responses are combined into sub-scales prior to analysis. This is commonly done by summing or averaging item responses into parcel scores which are then used as the lowest-order indicator variables in the CFA analyses (Bandalos & Finney, 2001) . Parcels have been advocated by many authors because of their advantageous properties. These include greater reliability than individual items (Cattell & Burdsal, 1975; Kishton & Widaman, 1994) , higher communality (i.e., a larger ratio of common-to-unique variance; e.g., Little, Cunningham, Shahar, & Widaman, 2002) , distributions that more closely approximate normality and an interval scale (Bagozzi & Heatherton, 1994) , a more optimal indicator to sample size ratio (Bagozzi & Edwards, 1998; Gottfried, Fleming, & Gottfried, 1994; Vandenberg & Scarpello, 1991) , less itemidiosyncratic influence (Chapman & Tunmer, 1995) , a greater likelihood of achieving a proper model solution (Marsh, Hau, Balla, & Grayson, 1998; Yuan, Bentler, & Kano, 1997) , and better model fit (see Bandalos & Finney, 2001 for a discussion of how parceling can mask poor model fit).
Both the advantageous and the disadvantageous properties of item parcels can best be understood via the sources of variance that are modeled via CFA analyses (see MacCallum & Tucker, 1991 for a review). For any sample covariance matrix, the sources of variation can be decomposed into its component parts:
Where Cyy is the sample covariance matrix, is the matrix of factor loadings, CCC is the covariance matrix of common factors, CUU is the matrix of unique factors, and CCU and CUC represent covariance matrices of common and unique factors, and is the matrix of unique loadings (servicing as weights for the matrices CCU, CUC, and CUU).
In a typical CFA model, common and unique factors are assumed to be uncorrelated in the population. Moreover, unique factors are assumed to be uncorrelated with one another. However, in any given sample, these values will not be exactly zero due to sampling error (Bandalos, 2002; Bandalos & Finney, 2001; MacCallum & Tucker, 1991) . Thus, in any sample, non-zero covariances between common and unique factors will lead to poorer model fit than exists in the population. However, when item communalities are high (i.e., the proportion of variation in the items is strongly due to common, rather than unique, factors) the elements of CCU, CUC, and CUU will have a smaller relative effect on CYY than when communalities are low.
This framework provides an explanation for the improvement in model fit and convergence in estimation associated with the use of parcels. As outlined by Bandalos and Finney (2001) , better fit is due to two properties of item parcels. First, the use of item parcels reduces the number of elements in the CCU, CUC, and CUU matrices. As the number of elements in these matrices is reduced via combining indicators into parcels, the sample covariance matrix will more closely resemble the model-implied covariance matrix in which it is assumed that CCU and CUC are zero and CUU is a diagonal matrix.
Secondly, item parcels, like scales, are more reliable and therefore have higher communalities than do individual items. Thus, when item parcels are used, the magnitude of the elements of will be lower than when items themselves are used as indicator variables.
Moreover, with higher communalities and lower uniqueness, the Cyy matrix will be influenced more by the common factors when parcels are used as indicator variables leading to better model fit. These factors explain why use of item parcels often result in better model convergence, require fewer respondents in order to achieve convergence, and typically have better model fit than do item-indicator models.
Additionally, this framework also explains why there are fewer benefits of parceling when item communalities are high (Marsh, et al., 1998) .
In their thorough review of seven prominent journals, Bandalos and Finney (2001) found that 62 (19.6%) of 317 studies using CFA used parcels as indicator variables. Though the benefits of grouping items into parcels are numerous, items should not be combined into parcels as a matter of course. Several authors have noted that when item parcels are formed from multi-dimensional items, the true nature of the measurement model can be masked by the parcels (Bandalos, 2002; Bandalos & Finney, 2001; Hall, Snell, & Foust, 1999; Little et al., 2002) . If two items are both influenced by an unmodeled secondary factor and they are grouped into separate parcels, the influence between the items is absorbed as shared variance by the primary factor, resulting in upwardly biased factor loading estimates for the two parcels (Hall et al., 1999) . If the items are grouped into the same parcel, the variance due to the secondary factor is instead treated as error for the parcel. In both cases, however, the true nature of the factor structure can be masked by the use of parcels as indicators. For this reason Bandalos and Finney (2001) recommend using item parcels only when parceled items can be shown to be strictly unidimensional and when structural relationships between latent variables are the focus of inquiry, not the measurement model itself.
An Overview of CFA Tests of ME/I
CFA tests of ME/I involve simultaneously fitting a measurement model to two or more data samples. Typically, several models are examined in order to detect a lack of ME/I across these samples. In the first model, both data sets (representing groups, time periods, etc.) are examined simultaneously, holding only the pattern of factor loadings invariant. In other words, the same items are forced to load onto the same factors, but parameter estimates themselves are allowed to vary between samples. This model serves two functions. First, it serves as a test of configural invariance (Horn & McArdle, 1992) ; that is, it is a measure of fit of the model estimated separately yet simultaneously for the two samples. Poor fit of this model indicates that either the same factor structure does not hold for the two samples, or that the model is mis-specified in one or both samples. Configural invariance is considered the most important aspect in establishing measurement invariance as poor fit for this jointly estimated model precludes further sample comparisons of either observed or latent scores (Jöreskog, 1971; Meredith, 1993) . For this reason, it is imperative not only that the same configural model hold in both samples, but that the model fit the data well in each sample. Adequate fit can be problematic for long surveys when items are used as indicators in the CFA model. However, the use of parcels can significantly improve model fit. For this and other reasons, several ME/I studies have used parcels as indicators.
The second function of the configural invariance model is that it serves as a baseline of model fit for comparison to other more restrictive models. This baseline model of equal factor patterns provides a chi-square value that reflects model fit for item parameters estimated separately for each group. Once adequate fit is established for this model, a test of factor loading invariance across situations is conducted by examining a model identical to the baseline model except that the matrix of factor loadings ( x) is constrained to be equal across groups (Horn & McArdle, 1992) . The difference in the baseline and more restricted model is expressed as a chi-square statistic with degrees of freedom equal to the number of constrained parameters. A significant chi-square test indicates that the items do not relate to the factors in the same way across groups and is often termed a test of metric invariance in ME/I literature (Horn & McArdle, 1992) .
Although not commonly performed (Vandenberg & Lance, 2000) , tests of equality of individual item factor loadings can also be conducted. Such analyses may be desirable for locating the specific items associated with a lack of ME/I so that partial ME/I may be established (see Byrne, Shavelson, & Muthen, 1989) . These tests proceed item-by-item, in which a model is specified in order to test each item individually. In each model, the factor loading for only the item being tested is constrained across groups; all other items' factor loadings are free to vary across groups. Each model is then compared to the baseline model in order to determine if the item in question is a significant source of a lack of ME/I. Subsequent to tests of factor loadings, several additional model parameters may be tested for ME/I across groups (see Vandenberg & Lance, 2000 , for a review). However, in this study we will focus on the effects of item parceling on items' factor loadings. We choose to limit our investigation to these parameters because, after configural invariance, there is firm consensus that tests of metric invariance are the most important for establishing that ME/I conditions exist (Vandenberg & Lance, 2000) . We also sought to keep the presentation of results simplistic and readily interpretable for this initial investigation into the effects of forming item parcels for tests of metric invariance.
Use of Item Parceling in ME/I Research
In ME/I research, the focus of investigation is the equivalence of measures across data samples. Usually these analyses involve, at a minimum, insuring that the same measurement model fits in all samples and that the relationships between items and factors are the same for all samples (Meredith, 1993) . However, when parcels are used as the lowest-order indicators in a CFA model, factor loadings associated with the parcels, not items, must be tested for ME/I. The estimated values of the factor loadings for the parcels will be determined by the factor loadings of the individual items comprising the parcels.
As stated previously, parcels can obscure the relationships among items and can be particularly problematic when the nature of the scale subjected to parceling is not strictly unidimensional (Hall et al., 1999; Bandalos & Finney, 2001 ). The information lost via parceling is potentially much more detrimental to tests of metric invariance. Tests of metric invariance constitute tests of estimated factor loadings for items in different samples. When unidimensional items are parceled, the mean of the completely standardized factor loading for the parcel will be roughly equivalent to the mean of the factor loadings for the items that comprise that parcel. Thus, when parcels are subjected to tests of metric invariance, so long as the mean of the factor loadings of items that comprise a parcel are equal across groups (within the range of measurement error), tests of metric invariance will not be significant. Conceivably, individual item factor loadings could vary greatly between groups, yet the estimated factor loadings of item parcels could be equal across these groups. Imagine a scenario in which four items are combined into a single parcel. Further envision that, in the population, one sample had high factor loadings for Items 1 and 2, and low factor loadings for Items 3 and 4, while items showed the reverse relationships for another sample. In this case, metric invariance tests of the model estimated using individual items would undoubtedly indicate that metric invariance does not exist between samples. However, metric invariance tests of item parcels would erroneously indicate that ME/I conditions hold for these samples.
Past Use of Parcels in ME/I Research
The case against use of item parcels for tests of ME/I is straightforward and undoubtedly some ME/I researchers are aware of the implicit limitations in the use of parcels for ME/I tests. However, many researchers may not be aware of these limitations. In order to determine the prevalence with which item parcels have been used in ME/I research, we conducted a literature search for all ME/I peerreviewed journal articles that have been published since 1990 that use CFA tests of ME/I. Specifically, we conducted a Psyc Info search on the terms "measurement invariance", "measurement equivalence", "factorial invariance", "beta change", and "gamma change" . We also examined studies cited in the 2001 review of past ME/I studies by Vandenberg and Lance, and we conducted a Social Science Citation Index search for articles that have cited that article since its publication. As we were interested in the prevalence of parcels in ME/I analyses in Organizational and Educational research, we did not examine articles from Clinical or Sports Psychology journals. Moreover, we did not examine articles focusing on ME/I methodology itself; rather we were interested in articles applying the methodology.
In our review, we found twelve articles that used some type of item parcels in CFA tests of ME/I. An average of 54.7 (SD=31.6) items were combined into an average of 12.4 (SD=8.8) parcels, with an average of 4.5 (SD=2.3) items per parcel. The most commonly cited reason for creating parcels was increased reliability of the indicators (37.5%), followed by more normally distributed or less idiosyncratic indicators (31.3%). Finally, 18.8% cited a reduced number of indicators while 12.5% cited more efficient parameter estimation as their primary rationale for creating parcels. The extent to which ME/I studies that use parcels as indicators are published in reputable journals indicate that researchers, reviewers, and editors may not be familiar with these limitations. Additionally, the publication of these studies represents an implicit condoning of the practice of forming parcels in ME/I tests.
The Current Study
Given the properties of item parcels described above, we sought to examine the performance of CFA tests of metric invariance tests with both item parcels and individual items used as indicators. In order to do so, we simulated item-level data for one group, then modified the properties of these data in several ways for some items (called differentially functioning, DF, items) in order to simulate item-level data for several other hypothetical groups. Additionally, parcels were formed for each group in which responses to four sets of four items were summed to create parcel scores (cf., Hall et. al, 1999) . Covariance matrices were then computed separately for both items and these parcel scores for each group. We were also interested in examining both tests of the entire matrix of indicator factor loadings ( x) and metric invariance tests of individual indicators. Recent research suggests that ME/I tests of equality of factor loadings are more precise at lower-levels of specificity (Meade & Lautenschlager, 2004a) . When few items in a scale are DF items, presumably only those items significantly contribute to the decrement in model fit obtained by constraining item parameters to be equal across samples. However, when the entire matrix of factor loadings is subject to these constraints, the degrees of freedom for the test is equal to the number of items (or one fewer if a referent indicator is used). In this case, a relatively large degrees of freedom is used to evaluate the decrement of fit due primarily to only a few DF items. Conversely, when item-by-item tests of equality of factor loadings are conducted, any decrement of fit due to the constraints placed on that item are evaluated by a test with only one degree of freedom. For this reason, we believe that metric invariance tests of the entire matrix of factor loadings (i.e., the x matrix) could result in fewer samples indicating a lack of ME/I than would item-by-item comparisons. Thus for each data set, we performed four sets of ME/I analyses: (1) comparisons of the entire x matrix for item-level indicator data, (2) item-by-item tests for each indicator with item-level data, (3) comparisons of the entire x matrix for parcel-level data, and (4) parcel-by-parcel tests for each indicator with parcel-level data.
In sum, given the properties of both item parcels and CFA tests of metric invariance, we hypothesized the following:
Hypothesis 1: When DF items are simulated and item-level indicators are used, metric invariance tests of the x matrix would detect these differences.
Hypothesis 2: When DF items are simulated and parcel-level indicators are used, tests of the entire x matrix will detect these differences only when DF items are constrained to a single item parcel.
Hypothesis 3: When DF items are simulated such that the mean of the DF item factor loadings does not change for items within a parcel -and parcels are used as indicators -tests of the entire x matrix will not detect these differences.
Hypothesis 4: When DF items are simulated and item-level indicators are used, item-by-item metric invariance tests will detect these differences.
Hypothesis 5: When DF items are simulated and parcel-level indicators are used, parcel-by-parcel tests of metric invariance will detect these differences only when DF items are constrained to a single item parcel.
Hypothesis 6: When DF items are simulated such that the mean of the DF item factor loadings does not change for items within a parcel and parcels are used as indicators, parcel-by-parcel tests of metric invariance will not detect these differences.
Hypothesis 7:
In general, tests at lower levels of specificity (i.e., item-by-item and parcel-by-parcel) will perform better than tests of the entire matrix of factor loadings.
Method
Data properties. An initial structural model was developed for a sixteen item scale representing "Group 1" used in subsequent tests of metric invariance. Several "Group 2" data sets were created by modifying Group 1 data to simulate differences in factor loadings for four items.
Two sample size conditions were simulated, a sample size of 200 and 500 per group. A sample size of 500 has been shown in previous studies to result in relatively high levels of power for data with moderate to high communalities for both factor parameter recovery (MacCallum, Widaman, Zhang, & Hong, 1999) and for ME/I analyses (Meade & Lautenschlager, 2004a) . A sample size of 200 was chosen because it more closely resembles sample sizes used in practice (Meade & Lautenschlager, 2004a) while still providing some power to detect differences in simulated data.
Group 1 data was simulated in such a way that a 16-item scale could be easily combined into 4 parcels of 4 items each. Item properties were simulated such that the communalities of all parcels were equal. That is, within each parcel, item factor loadings were .8, .7, .6, and .5 (cf., MacCallum et al., 1999) . While 16 items is considerably fewer than the mean number of items parceled in previous studies, we were interested in simulating only a single latent factor in order to isolate the effects of item parceling on tests of metric invariance. Though we simulated an overall smaller number of items, our number of items per parcel was very close to the overall mean of those in published studies (M=4.5). See Table 1 for data properties of all simulated groups.
Several Group 2 data sets were simulated. Group 2a data was simulated such that four DF items, all located within the same parcel, had factor loadings that were .2 lower than the corresponding Group 1 data. Group 2b data was simulated such that four items all had factor loadings .2 lower than their Group 1 counterparts; however, two of these items were located within Parcel 2 while two were within Parcel 3. Group 2c data was simulated such that four items all had factor loadings .2 lower than their Group 1 counterparts; however, these items were spread across the four parcels (i.e., only one item per parcel differed between Group 1 and Group 2c data). Group 2d data was simulated such that within Parcel 2, all items had factor loadings of .65. This value was chosen because it is the average of the factor loadings of the four items within the second parcel of the Group 1 data. Five-hundred sample replications, each containing sampling error, were simulated for each condition in the study.
Analyses. A CFA baseline model was estimated in which a unidimensional factor structure was specified for both Group 1 and Group 2 data. We were interested in examining tests of metric invariance for both the entire matrix of indicator factor loadings ( x) and individual indicators. Thus within each condition, we performed four sets of ME/I analyses: (1) entire x comparisons for itemlevel data, (2) item-by-item tests for each indicator with item-level data, (3) entire x comparisons for parcel-level data, and (4) parcel-by-parcel tests for each indicator with parcel-level data. When items are used as referent indicators, it is important to choose a referent item that is invariant across samples (Rensvold & Cheung, 2001 ). This would not have been possible for comparisons involving Group 2c when parcels were used as indicators. Instead, factor variances were standardized in order to achieve model identification. Results from models with standardized latent variances are equal to those with referent indicators when latent variances are known to be invariant across groups in all conditions.
Results
Hypothesis 1 stated that metric invariance tests of the x matrix would be successful in detecting a lack of ME/I for all conditions simulated when items were used as indicators. The percentage of samples detected as lacking metric invariance based on overall x matrices for all four comparisons groups are shown in Table 2 . With sample sizes of 200, power was largely inadequate to detect differences among factor loadings across all conditions. However, with sample sizes of 500, power was such that tests of equality of factor loading matrices were able to perfectly detect simulated differences for 4 of the 5 conditions when items were used as indicators. Less DF was simulated for Group 2d than the other four, thus the lower detection rate. In sum, Hypothesis 1 was strongly supported for sample sizes of 500 and weakly supported with sample sizes of 200.
Hypothesis 2 stated that when parcels were used as indictors, tests of equality of x matrices would show a significant lack of metric invariance only when DF items were confined to one parcel. Only one simulated condition, Group 2a, was detected with any degree of adequacy when parcels were used as indicators (see Table 2 ), and only when sample sizes were 500 per group. For this condition, all simulated differences were localized within one item parcel, thus the average factor loading of the four items for this parcel was considerably lower for Group 2a than for Group 1. However, with the other simulated conditions, the DF items were spread across multiple parcels. Thus, for each parcel, the average loading across the four items did not differ by a large magnitude. For these conditions, even sample sizes of 500 per group were inadequate to detect these simulated differences. Therefore, Hypothesis 2 was strongly supported.
Hypothesis 3 stated that even when all DF items were contained to a single parcel, if the average of the loadings of the four items does not change between groups, then tests of equality of x matrices will not be able to detect the lack of metric invariance when parcels are used as indicators.
Metric invariance tests between Group 1 and Group 2d provided a test of this hypothesis. As expected, tests of metric invariance were unable to identify this type of a lack of ME/I for even a single replication (see Table 2 ).
Tables 3-6 provide the percentages of itemby-item and parcel-by-parcel metric invariance tests that were significant for each item or parcel for each of the study conditions. Hypothesis 4 stated that item-by-item tests will generally be effective in identifying DF items while Hypothesis 5 states that parcel-by-parcel tests will only be effective at identifying DF when DF items are localized to a single parcel.
As can be seen in Table 3 , for samples of 500 per group, item-level analyses were able to identify items with factor loadings differing by a magnitude of .2 with more than 90% frequency. Also, as these items were all contained within a single parcel, the communality of that parcel was reduced to the extent that the parcel was also identified with adequate frequency as having simulated differences with samples of 500 per group in parcel-level tests. Nearly identical patterns of results emerged for samples of 200 per group; however, due to the reduced power of the smaller sample size, smaller percentages of items were detected as lacking metric invariance. Interestingly, parcel-level metric invariance tests suffered more from the reduction in power than did the item-level tests. Table 4 indicates the obfuscating effects that parcels can have on metric invariance tests. For sample sizes of 500, item-level tests again were able to identify which items lacked metric invariance for Group 2b. This is not surprising because these analyses were virtually identical to those of the Group 2a comparisons at the item-level. However, parceled analyses were unable to identify the correct parcel for which ME/I did not exist. Power (correct identification of a lack of ME/I) was lower than 10% for parcel-level analyses. Again, results were similar for the smaller sample size condition.
Comparisons of Groups 1 and 2c show results very similar to those of Groups 1 and 2b (see Table 5 ). In both cases, items are acurately detected as lacking ME/I by the item-level analyses, though much more often with larger sample sizes. In both Groups 2b and 2c, the reduction in factor loadings via DF items is spread across multiple parcels, thus parcel-level analyses were unable to adequately identify items and parcels for which ME/I was lacking. This effect is more pronounced in Group 2c than Group 2b, as the simulated differences are spread across more parcels in Group 2c. Table 6 provides results of the Group 1 and Group 2d comparisons. As can be seen in the table, with larger sample sizes, Items 5 and 8 were typically correctly identified as lacking ME/I by item-level analyses.
For these items, the magnitude of simulated differences in factor loadings was .15. However, the small differences simulated for Items 6 and 7 (differences of .05) were typically not detected even with the relatively high power of sample sizes of 500. For sample sizes of 200, the reduction in power was considerable. For these sample sizes, even differences of the magnitude of .15 for Items 5 and 8 were rarely detected. For item parcels, the average of factor loadings of items within the parcel was roughly identical for Group 1 and Group 2d. As a result, simulated differences were never detected.
In sum, Hypotheses 4 and 5 were largely supported. That is, in general, item-by-item analyses typically successfully identified DF items while parcel-by-parcel analyses typically were only effective if DF items were localized within a single parcel and when average loading of DF items differed between the groups. These results largely parallel those of the entire matrix of factor loadings as well. Additionally, there was strong support for Hypothesis 6, that when the average factor loadings of items within a parcel does not differ between groups, parcel-level tests of metric invariance cannot detect DF among items comprising the parcel. In order to evaluate Hypothesis 7, that in general tests at lower levels of specificity will be more effective than those at higher levels of specificity, comparisons of Table 2 with Tables 3-6 are necessary. For tests of the entire matrix of factor loadings for Groups 2a, 2b, and 2c, power was 100% for sample sizes of 500 and between 35-37% for sample sizes of 200. For these same conditions, item-by-item metric invariance tests appeared to have similarly high power for sample sizes of 500. In these conditions, at least one item was identified as lacking metric invariance with 100% frequency while power for all items was above 90%. For sample sizes of 200, power varied from 49-72% for item-by-item tests, considerably higher than their test of the x matrix counterparts (35-37%). For parcel-level tests for these conditions, power was quite low for all conditions except Group 1a. For that condition, tests of the x matrix were significant with 6% and 77% frequency for sample sizes of 200 and 500, respectively, while power was 32% and 96% for the same condition for parcel-by-parcel tests. Similarly, for comparisons of Groups 1 and 2d with sample sizes of 500, two items were detected as lacking ME/I with more than 75% frequency. However, overall tests of the factor loading matrices detected differences in only 63% of the replications. In their review of the literature, Vandenberg and Lance (2000) found that researchers rarely conducted itemlevel tests of equivalent factor loadings unless the overall test of x indicated that ME/I did not hold across groups. Our results indicate that while that decision may simplify analyses, it is more likely to overlook DF items than item-by-item analyses.
Discussion
There are three primary findings from this study. First and most importantly, when item parcels are used as indicators for tests of metric invariance, pervasive and considerable differences between groups can be masked. Secondly, item-level ME/I tests can reveal differences between data sets when tests of the entire factor loading matrix do not.
Finally, with sample sizes of 200 per group, power may not be adequate to detect all differences between groups that would lead to a lack of ME/I. These findings lead to several recommendations for researchers.
First, when conducting ME/I analyses, items, not parcels, should be used as indicator variables. Though the model may not fit particularly well with items as indicators (likely the initial impetus for forming parcels), nested model tests of equal factor loadings should still be conducted with items and not parcels. Though some authors have argued that poor initial model fit should preclude ME/I comparisons due to a lack of configural invariance (see Vandenberg & Lance, 2000 for a review), we believe that if researchers decide to attempt tests of equality of factor loadings, it is better to compare nested item-level models with poor fit than to potentially mask a lack of ME/I with better fitting parcels. If structural relations among constructs are of primary interest, then tests of equivalent factor loadings could be conducted with items as indicators while tests of equality of structural relations between latent variables could be assessed using parcels as indicators, presuming metric invariance holds.
Additionally, we encourage researchers to conduct item-level comparisons of factor loadings even when tests of the x matrix indicate that ME/I exists. We found that a lack of ME/I for a small number of items can be obscured by grouping these tests together with those of items for which ME/I exists. The larger degrees of freedom associated with the test of the entire matrix of factor loadings is most likely the cause of these findings. While more cumbersome, item-level tests correctly identified a lack of ME/I in considerably more samples than did tests of the x matrix. Moreover, these additional analyses were accompanied by only a trivial increase in false positive results.
We believe this recommendation to be particularly important for multi-factor surveys. For large surveys, it is possible that nearly every item assessing a factor may not show metric invariance.
However, if metric invariance holds for all other items in other factors, tests of the entire matrix of factor loadings could indicate that metric invariance exists.
One interesting finding was that, across all conditions, item-by-item tests always had higher power for items with higher factor loadings (cf., Meade & Lautenschlager, 2004b) . If ME/I tests are thought of as an empirical comparison of the estimated factor loadings for items, then these results are not surprising. MacCallum et al. (1999) have shown that in exploratory factor analysis, item parameter estimates have less bias when item communalities are high.
Items with higher communalities should be more accurately estimated than items with lower communalities. When these parameters are compared via the nested model comparisons, the lower standard errors associated with the higher factor loading values lead to the detection of a lack of metric invariance more often for those items. One note of caution suggested by these data is that if communalities are low and sample sizes are small or moderate, tests of ME/I may indicate that ME/I exists when it does not in the population. The low power under this scenario would likely lead to the false conclusion that ME/I exists, even when actual differences between groups are quite large. As with any simulation study, this study is considerably limited in the direct generalizations that can be made. We simulated a very specific and small number of possible scenarios. We did not intend to delineate all possible combinations of the amount or type of DF that can occur in ME/I tests, nor the possible combinations of numbers of factors, items, and parcels. Instead, we chose to focus on a very narrowly tailored situation in order to illustrate the type of effects than can occur both when item parcels and entire matrices of factor loadings are used in tests of metric invariance. While we believe that our conclusions readily generalize to scales of all sizes, numbers of factors, as well as other sample size conditions, further research is needed in order to define the boundary conditions where the effects of item communality, parceling, and sample size become formidable.
In sum, while there are many advantages associated with the use of item parcels, when possible items should be used as indicators in test of metric invariance. Moreover, item-by-item tests of metric invariance are preferable to tests of the entire matrix of factor loadings. Future research is needed to determine the boundary conditions under which DF is masked by parcels and the extent to which DF must occur at the item level before this DF is reflected in tests of matrices of factor loadings. 
