A class of methods for finding zeros of polynomials is derived which depends upon an arbitrary parameter p. The Jenkins-Traub algorithm is a special case, corresponding to the choice p = <*>. Global convergence is proved for large and small values of p and a duality between pairs of members is exhibited. Finally, we show that many members of the class (including the Jenkins-Traub method) converge with fi-order at least 2.618 . . . , which improves upon the result obtained by Jenkins and Traub [3].
1. Introduction. A well-known and effective method for computing the zeros of a polynomial has been presented by Jenkins and Traub [3] . Their algorithm consists of three stages, the first of which simply serves to accentuate the smaller zeros. The second stage implements a fixed-shift process which isolates one of the zeros, while the third stage may be viewed as a variable-shift process which converges very quickly to the zero. The third stage may also be viewed as a Newton-Raphson iteration performed on a sequence of rational functions. Another interpretation of the third stage arises from showing that it is equivalent to a generalized Rayleigh iteration applied to the companion matrix of the polynomial. Jenkins and Traub [3] have, in a detailed analysis of their method, shown it to be globally convergent and, furthermore, that the convergence to a zero is faster than second-order.
In this paper, we shall define and investigate a class of methods for the solution of polynomials which contains the Jenkins-Traub method as a special case. We shall analyze both the global and local convergence of members of the class and, in particular, obtain an improved result concerning the local convergence of the Jenkins-Traub method.
We consider a polynomial P{z), where 0-0 m=t "¡z', a0a"*0.
i=0 (Note the reversal of the order of the coefficients from that used by Jenkins and Traub.)
We denote the distinct zeros of P by (pj}f=.l and their respective multiplicities by {mi}¡=1,so that 0-2) i\z) = a" T] (z-p,.)m'-, Z »»« = «• /= i i= i
Finally, we denote the deflated polynomials obtained from P by
(1-3) />,(*) =iYz)/(z-P/), /=1(1)/.
2. The Class of Methods. The third stage of the Jenkins-Traub method consists of the following combined iteration:
The polynomials {H^x\z)} are all of degree n -1. We generalize (2.1) by including a polynomial q^x\z):
We retain the requirement that each polynomial H^x\z) should have degree n -1, so that the polynomial q^x\z) must have degree 1. Also, since H^x+1\z) is to be a polynomial, we have (2.4) qM(sx) = 1.
It follows that q^x\z) may be written in the form H^\h)-HM(sxXsx-p)-* Again, the Jenkins-Traub iteration (2.2) corresponds to p = °°. We remark, at this stage, that a more rigorous derivation of the iterations (2.3) and (2.8) will be described in Section 5, where the relationship of these schemes to generalized Rayleigh iteration is discussed. We also note that the iterative scheme (2.8) may be derived as the result of a Newton-Raphson process (see Theorem 4, Section 6).
We are now able to write down the complete generalized three-stage method.
Stage One ino shift).
(2-9) H^\z)=P\z), (2.10) H^\z) = I j^ H^(z) -~^-P(^ ■ (2.10) is applied for X = 0(1)M -1, where M is an appropriate integer (Jenkins and Traub [3] choose M = 5).
Stage Two (fixed shift).
where L will depend on the progress of the method.
Stage Three (variable shift).
(2.14) h + ^=S\ +-. (ii) In Stage One, we have given what might be described as the direct generalization of the corresponding Jenkins-Traub process, in that (2.10) is a no-shift process.
The effect, in their case, is to accentuate the smaller zeros of P. However, for general p, it is not clear that a no-shift process is necessarily best; and we might also consider an infinite-shift process:
where h^K is the coefficient of z" l in H^\ We shall return to this point in Secn-\ r tion 4, but we point out here, for future reference, that Stage One is not necessary as far as the convergence theory is concerned.
(iii) Jenkins and Traub [3] describe a process for choosing the fixed shift s. We do not prescribe such a method, since the choice of s will depend to an extent upon the value of p.
(iv) The iteration in Stage Three is normally terminated when the computed value of Pisx) is less than a "running" error bound (Peters and Wilkinson [7] ).
3. Global Convergence. We commence our discussion of the convergence of the class by giving sufficient conditions for the variable-shift iteration to converge. We have already indicated that all the polynomials {H^} may be written in the form (3.1) //<x)(z) = Z cMPt(z).
1=1
We define the quantities
Theorem 1. Assume that
Then sx -> px as\ -► °°.
Proof. The proofs of this theorem and the next are basically the same as those
given by Jenkins and Traub [3] for the case p = °° and are therefore omitted.
We now assume that the zeros of P are renumbered, if necessary, so that Then, for all L sufficiently large and fixed, sx -► p j. Remarks, (i) For the case studied by Jenkins and Traub [3] , we see that hypothesis (3.5) is trivially satisfied. In this case, (3.4) is to be interpreted as (3.6) |pj -s|<|p,.
-s|, 1 = 2(1)/;
and Theorem 2 then reduces to the global convergence result obtained by Jenkins and
Traub. Condition (3.6) requires that s be closest to just one of the zeros of P, a condition that is highly likely to be satisfied in practice. In the same way, it is highly likely in the general case that condition (3.4) will be satisfied.
(ii) Condition (3.5) is a sufficient condition for global convergence, but it is not necessary. Nevertheless, we can easily guarantee that (3. that sx ¥= p foi \ = L -1, L, . . . , so that the iterations (2.11), (2.13) and (2.14) are well defined. 4 . Dual Methods. So far, our development has, to a large degree, followed that of Jenkins and Traub [3] . In particular, we have generalized their proof of global convergence to apply to all cases for which p is sufficiently large. We now wish to obtain a corresponding result for small values of p; and, to do so, we adopt a different approach. Essentially, we shall establish an equivalence between a three-stage iteration with a given polynomial and a given value of p and another three-stage iteration with the inverse of the given polynomial and the reciprocal of p. In this way, we may demonstrate a duality between pairs of members of the class and, thus, infer global convergence for small values of p. We shall denote the inverse polynomial of a polynomial Q(z) by Qj(z), so that, if Q has exact degree p, then We shall denote a three-stage iteration applied to P(z) with initial polynomial H(°\z), zero or infinite initial shift e, fixed shift s and "p-value" p by iH^°\ e, s, p, P).
The dual iteration is then (/Y7(0), e~ ', s~', p~ ', P,). Then, corresponding to the inequality (3.8), we may easily show that the iteration will converge if (4.21) \p\<v\s\{2\s\ + v}-1.
We note that the bounds v and co are easily computed (Marden [5] the scope of this paper, but they may be found in Ford [2] , together with some of the proofs that have been omitted from this paper.
6. Local Convergence. So far, we have concerned ourselves with establishing the global convergence of members of the class. We now turn to consider the local convergence; and we begin by showing, as Jenkins and Traub [3] have done for their method, that the third-stage iteration (2.14) for a zero of P may be regarded as a Newton-Raphson iteration. The proof is again omitted.
Theorem 4. The iteration (2.14) is precisely the same as the Newton-Raphson iteration (6.1) sx+1=sx-w^(sxy{w^\Si)y, where (6.2) H/(*)(z) = P(z)/H^\z).
Since we can easily show that H^'iz) is tending to a multiple of Pj(z), W^\z) must tend to a multiple of the linear polynomial (z -Pj). This observation affords us some insight into why the method is so effective.
We shall now examine the rate of convergence of these methods. Jenkins and Traub [3] have shown that the convergence of their method is faster than second-order.
We shall show here that all those members of the class which we have proved to be globally convergent in fact converge with R-order at least f2 = 1 + f = 2.618 ..., where f = (1 + V5 )/2, the Golden Section. Let r = 2DJW -ßL) -DLi\ + 0J}.
It follows from hypotheses (iii) and (iv) of Theorem 1 that 0 < r < 1. We define, for any nonnegative integer N, lsz,+x + i "Pi! (6. ably large number of iterations to be performed in order to achieve anything approaching the rate of convergence indicated by Theorem 6. However, a simple calculation shows that 2-2 > 2.5 and %4 > 2.6, so that the convergence indicated by Theorem 6 sets in very quickly. In order to put this result into perspective, it is instructive to compare these methods with, say, the secant method which has order f. One iteration of the JenkinsTraub variable-shift iteration is equivalent to approximately five polynomial evaluations and, hence, we should compare this with five iterations of the secant method, each of which requires one polynomial evaluation. This "five-fold" secant method converges with order fs ^ 11.1, which may be compared with the result of Theorem 6. For a general member of the new class of methods, the difference is even greater, since a valid comparison is then with the "six-fold" secant method, which converges with order f6 =* 17.9. The redeeming advantages of the Jenkins-Traub-type methods are, first, the guarantee of global convergence (if p is chosen suitably) and, second, that Theorem 6 applies irrespective of the multiplicity of the zero Pj. This contrasts with the secant method, which converges only linearly to a multiple zero. A possible modification, therefore, to improve the efficiency of an algorithm based on a Jenkins-Traub-type method is to switch at some stage from the variable-shift iteration to the secant method, if there are good grounds for believing that the current zero being computed, p1; is a simple zero of P.
7. Summary and Conclusions. We have derived a class of methods which may be regarded as a generalization of the Jenkins-Traub process and which have similar properties. We have proved global convergence for many members of the class and have shown that a form of duality exists between pairs of members of the class. An examination of the local convergence properties has shown that many members of the class, including the Jenkins-Traub method, converge with Ä-order at least 2.618 . . . , a result which improves upon the rate of convergence obtained by Jenkins and Traub [3] .
As to the question of which member of the class to use, the evidence would seem to point to the use, in general, of the Jenkins-Traub method or its dual. The only situation which we can envisage at present in which another member of the class might be preferred is that in which an approximate zero of P is known a priori, and we wish to determine the remaining zeros of P accurately. By choosing p equal to the approximate zero, we effectively prevent convergence to that zero, in general, and thus facilitate the computation of the other zeros (compare Eq. (3.3) ). (Note, however, that the method may fail in this case if condition (3.5) is not satisfied.) However, there seems, at present, to be little justification for any substantial modification along these lines to programs based on the Jenkins-Traub method, with one exception, which we discuss below. We have seen that convergence is guaranteed for the Jenkins-Traub method (except when a very unfortunate choice of s is made) and the process for computing the sequence of polynomials {H^ } is computationally simpler than in the general case. The one modification that might be considered is that of applying the Jenkins-Traub method and its dual alternately, thus locating, in turn, a relatively small and then a relatively large zero. This would help towards alleviating the problem of deflation instability referred to by Jenkins and Traub [4] . Of course, this modification may also be considered as the Jenkins-Traub method applied to P, say, to produce a zero pt, and then the same method applied to the inverse polynomial ofPj(z) = P(z)/(z -Pj).
A possibility that remains to be considered is that of varying p during the process in order to improve the convergence. It is clear from an analysis of the class of methods that the optimal value popt of p for iteration L + X + 1 is given by the value of p which minimizes ÍIP/-PI l^ + x-Pil)
T(p) = max <--•-> .
2<.</(IPl-Pl lSL + A-P.lj
However, in general, we will have little or no information about the zeros {p¡}¡=2 and only an approximation to the zero px. It remains to be seen whether this or another criterion for choosing p at each iteration will be effective and, indeed, whether varying p in such a manner is worthwhile.
