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1. Introduction and the first main result
1.1. Let G be a complex reductive algebraic group, T a maximal torus of G, B a Borel subgroup
of G containing T , and U the unipotent radical of B. Let Φ be the root system of G with respect to T ,
Φ+ the set of positive roots with respect to B, ∆ the set of fundamental roots, and W the Weyl group
of Φ (see [Bu], [Hu1] and [Hu2] for basic facts about algebraic groups and root systems). Denote by
F = G/B the flag variety and by Xw ⊆ F the Schubert subvariety corresponding to an element w of
the Weyl group W . Let g, b, n be the Lie algebras of the groups G, B, U respectively, n∗ the dual space
of n. The group B acts on n by the adjoint action; the dual action of B on n∗ is called coadjoint. We
will denote the result of this action by b.λ, b ∈ B, λ ∈ n∗. According to the orbit method discovered
by A.A. Kirillov in 1962, orbits of the coadjoint action play a key role in representation theory of B
and U [Ki1], [Ki2].
Denote by ≤B the Bruhat–Chevalley order onW . This order plays a fundamental role in a multitude
of contexts. For instance, it describes the incidences among Schubert subvarieties of the flag variety F,
i.e., Xv ⊆ Xw if and only if v ≤B w. An interesting subposet of the Bruhat–Chevalley order is induced
by the involutions, i.e., the elements of order 2 of W . We denote this subposet by I(W ). Activity
around I(W ) was initiated by R. Richardson and T. Springer [RS], who proved that the inverse
Bruhat–Chevalley order on I(S2n+1) encodes the incidences among the closed orbits under the action
of the Borel subgroup of the special linear group on the symmetric variety SL2n+1(C)/SO2n+1(C).
(Here Sn denotes the symmetric group on n letters). The poset of involutions was also studied by
F. Incitti [In1], [In2] from a purely combinatorial point of view. In particular, he described the covering
relation of this poset.
To each involution w ∈ I(W ) one can assign the coadjoint B-orbit Ωw ⊆ n
∗ be the following rule.
The involution w can be canonically expressed as a product of pairwise commuting reflections [De], [Sp]:
w =
∏
β∈D
sβ, D ⊆ Φ
+.
(Since sβ’s commute, D is an orthogonal subset of Φ
+.) The root vectors eα, α ∈ Φ
+, form a basis
of n. Denote by {e∗α, α ∈ Φ
∗} the dual basis of n∗. By definition, Ωw is the orbit of the element
fw =
∑
β∈D
e∗β.
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It was shown in [Ig1] that the Bruhat–Chevalley order on I(Sn) encodes the incidences among the
closures of such orbits for G = GLn(C). Namely, Ωσ ⊆ Ωτ if and only if σ ≤B τ . These results are
in some sense “dual” to A. Melnikov’s results [Me1], [Me2]. In [Ig2], similar results were obtained for
G = Sp2n(C). Using results of A. Panov [Pa], the first author proved in [Ig1] and [Ig2] that for GLn(C)
and Sp2n(C), dimΩw equals l(w), the length of w. Further, in [Pa], Panov constructed polarizations at
the elements fw, w ∈ I(Sn). (Polarizations play an important role in the orbit method [Ki2].) In [Ig3],
[Ig4] similar results were obtained for other reductive groups. The goal of the paper is to generalize
these results to the case of orbits associated with rook placements in the root system An; see the next
Subsection for precise definitions.
The paper is organized as follows. In the next Subsection, we define rook placements in root systems.
We also define a certain partial order on the set of rook placements in An and describes connections of
this poset with the B-orbit closures for G = GLn(C). Our first main result is Theorem 1.5. In Section 2,
we formulate and prove our second main result, Theorem 2.4 (see Subsection 2.1). Precisely, we
construct polarizations at some linear forms on orbits associated with rook placements and compute
the dimension of the orbit associated with a rook placement in purely combinatorial terms. We also
give an upper bound for the dimension in terms of the Weyl group. Finally, in Section 3, we describe
the covering relation of the poset of rook placements. Our third main result, Theorem 3.3, is formulated
in Subsection 3.1 and proved in Subsections 3.2, 3.3.
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1.2. Here we give precise definitions and prove our first main result.
Definition 1.1. A rook placement is a subset D ⊆ Φ+ such that (α, β) ≤ 0 for all α, β ∈ D.
Example 1.2. Let G = GLn(C) be the general linear group, so Φ = An−1. As usual, we identify Φ+
with the set
{ǫj − ǫi, 1 ≤ j < i ≤ n} ⊂ R
n,
where {ǫi}
n
i=1 is the standard basis. For instance, if n = 8, then
D = {ǫ1 − ǫ3, ǫ2 − ǫ6, ǫ3 − ǫ7, ǫ4 − ǫ5, ǫ6 − ǫ8}
is a rook placement. Here we draw this subset on the lower-triangular chessboard using the following
rule: the (i, j)th box is occupied by a rook if and only if ǫj − ǫi ∈ D.
1
1
2 3 4 5 6 7 8
2
3 ⊗
4
5 ⊗
6 ⊗
7 ⊗
8 ⊗
Note that the definition of a rook placement guarantees that rooks don’t hit each other.
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To each rook placement D ⊆ Φ+ one can assign the B-orbit ΩD ⊆ n
∗ by putting
fD =
∑
β∈D
e∗β
and ΩD = B.fD. (Clearly, if D is an orthogonal subset, then ΩD = Ωw for w =
∏
β∈D sβ.) Further, if
ξ : D → C× is a map, then we put ΘD,ξ = U.fD,ξ, where
fD,ξ =
∑
β∈D
ξ(β)e∗β .
We say that the orbits ΩD and ΘD,ξ are associated with the rook placement D. In fact,
ΩD =
⋃
ξ : D→C×
ΘD,ξ
for G = GLn(C), see Lemma 1.3 below (cf. [Ko1, Theorem 2.5], [Me1, Corollary 3.3] and [Ig1, Lemma
2.1]). Note that almost all coadjoint U -orbits studied up to now are associated with certain rook
placements, see, e.g., [An1], [An2], [AN], [Ki3], [Ko1], [Ko2] and [Pa].
Form now on, let G be the general linear group GLn(C), so W ∼= Sn, the symmetric group on n
letters. Denote by B the group of all invertible upper-triangular matrices, then U is the unitriangular
group, i.e., the group of all upper-triangular matrices with 1’s on the diagonal, and n is the space of
all upper-triangular matrices with zeroes on the diagonal. We identify Φ+ = A+n−1 with the set
{(i, j) ∈ Z× Z | 1 ≤ j < i ≤ n}
by sending
ǫj − ǫi 7→ (i, j).
Now, if α = (i, j) ∈ Φ+ is a root, then the root vector eα is an elementary matrix, namely, eα = ej,i.
Using the trace form
〈λ, x〉 = trλx, λ ∈ nt, x ∈ n,
one can identify n∗ with the space nt of all lower-triangular matrices with zeroes on the diagonal. Under
this identification, e∗j,i = ei,j, so
(fD)i,j =
{
1, if (i, j) ∈ D,
0 otherwise.
Note also that the coadjoint action has the simple form
b.λ = (bλb−1)low, b ∈ B, λ ∈ n
∗,
where Xlow denotes the strictly lower-triangular part of a matrix X ∈ Matn(C).
Denote by T the group of invertible n×n diagonal matrices. Recall that B is a semi-direct product
of U and T , B = U ⋊ T . In particular, for any g ∈ B, there exist u ∈ U , t ∈ T such that g = ut.
Denote by 1n the n× n identity matrix. Finally, suppose
D = {(i1, j1), . . . (is, js)},
il > jl, j1 < . . . < js, is a rook placement. Then put
w = (i1, j1) . . . (is, js) ∈ Sn. (1)
In other words, w = sβ1 . . . sβs , where βl = (il, jl). We need the following simple Lemma (cf. [Ig1,
Lemma 2.1]).
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Lemma 1.3. Let D be a rook placement. Then ΩD =
⋃
ξ : D→C× ΘD,ξ.
Proof. Let ξ : D → C× be a map. Suppose D = {(i1, j1), . . . , (is, js)}. Let w be the permutation
defined by (1). One can express w as a product of disjoint cycles:
w = (a11, . . . , a
1
b1
) . . . (ak1 , . . . , a
k
bk
),
ai1 < . . . < a
i
bi
for all 1 ≤ i ≤ k. It is easy to see that
D =
k⋃
i=1
bi⋃
j=2
{(aij , a
i
j−1)}.
Then define t to be the diagonal matrix such that
tp,p =
{∏j
z=2 ξ(a
i
z , a
i
z−1)
−1, if p = aij for some 1 ≤ i ≤ k, 1 ≤ j ≤ bi,
1 otherwise.
For instance, if n = 8 and D = {(3, 1), (6, 2), (7, 3), (5, 4), (8, 6)}, as in Example 1.2, then
w = (1, 3, 7)(2, 6, 8)(4, 5),
and so
t = diag
{
1, 1,
1
ξ(3, 1)
, 1,
1
ξ(5, 4)
,
1
ξ(6, 2)
,
1
ξ(3, 1) · ξ(7, 3)
,
1
ξ(6, 2) · ξ(8, 6)
}
.
One can trivially check that t.fD,ξ = fD, hence ΘD,ξ ⊆ ΩD.
On the other hand, let g be an element of B. Then there exist u ∈ U , t ∈ T such that g = ut, so
g.fD = u.fD,χ, where χ(ir, jr) = gir ,ir/gjr ,jr , 1 ≤ r ≤ s. Thus, g.fD ∈ ΘD,χ. 
To discuss the incidences among the closures of orbits associated with rook placements, we need
some more notation. By Z we denote the Zariski closure of a subset Z ⊆ n∗. Given X, Y ∈ Matn(Z),
we write X ≤ Y if and only if Xi,j ≤ Yi,j for all i, j. To each rook placement D ⊆ Φ
+ we assign the
matrix RD by the following rule:
(RD)i,j =
{
rkπi,j(fD), if i > j,
0 otherwise,
where πi,j(X) denotes the lower-left triangular part of a matrix X ∈ Matn(C). In other words, (RD)i,j,
i > j, is just the number of rooks situated non-strictly to the South-West of the box (i, j). Finally, we
put D ≤ D′ if RD ≤ RD′ .
Example 1.4. Let n = 8 and D be as in the previous example. Then
RD =
1
1 0
2
0
3
0
4
0
5
0
6
0
7
0
8
0
2 1 0 0 0 0 0 0 0
3 1 2 0 0 0 0 0 0
4 0 1 2 0 0 0 0 0
5 0 1 2 3 0 0 0 0
6 0 1 2 2 2 0 0 0
7 0 0 1 1 1 2 0 0
8 0 0 0 0 0 1 1 0
Our first result is as follows (cf. [Ig1, Theorem 1.10], [Me2, Theorem 3.5]).
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Theorem 1.5. Let D, D′ be rook placements. If ΩD ⊆ ΩD′, then D ≤ D
′.
Proof. Using Lemma 1.3, one can repeat literally the proofs of [Ig1, Lemma 2.2] and [Ig1,
Proposition 2.3] to obtain the result. Namely, we claim that
rkπi,j(λ) = (RD)i,j
for all λ ∈ ΩD, 1 ≤ j < i ≤ n. Indeed, Lemma 1.3 shows that it’s enough to check that if u ∈ U ,
f ∈ n∗, then
rkπi,j(u.f) = rkπi,j(f)
for all 1 ≤ j < i ≤ n, because
rkπi,j(fD,ξ) = (RD)i,j
for all maps ξ : D → C×.
To do this, pick an element u ∈ U . It’s well-known that there exist αj,i ∈ C such that
u =
∏
(i,j)∈Φ+
xj,i(αj,i),
where xj,i(αj,i) = 1n+αj,iej,i (the product is taken in any fixed order). Hence we can assume u = xj,i(α)
for some (i, j) ∈ Φ+, α ∈ C. Then
(u.f)r,s =

fj,s + αfi,s, if r = j and 1 ≤ s < j,
fr,i − αfr,j, if s = i and i < r ≤ n,
fr,s otherwise.
Hence if r > j and s < i, then πr,s(u.f) = πr,s(f). If r ≤ j (and so s < r ≤ j < i), then the jth
row of πr,s(u.f) is obtained from the jth row of πr,s(f) by adding the ith row of πr,s(f) multiplied
by α. Similarly, if s ≥ i (and so r > s ≥ i > j), then the ith column of πr,s(u.f) is obtained from
the ith column of πr,s(f) by subtracting the jth column of πr,s(f) multiplied by α. In both cases,
rkπr,s(u.f) = rkπr,s(f), as required.
Now, suppose ΩD ⊆ ΩD′ , but D  D′. This means that there exists a root (i, j) ∈ Φ+ such that
(RD′)i,j < (RD)i,j . Denote
Z = {f ∈ n∗ | rkπr,s(f) ≤ (RD′)r,s for all (r, s) ∈ Φ}.
Clearly, Z is closed with respect to Zariski topology. We proved that ΩD′ ⊆ Z, hence ΩD′ ⊆ Z. But
fD /∈ Z, hence ΩD * Z, a contradiction. 
Remark 1.6. i) It follows that ΩD = ΩD′ if and only if D = D
′. Indeed, assume ΩD = ΩD′ . Then
ΩD ⊆ ΩD′ and vice versa, so RD ≤ RD′ and RD′ ≤ RD. Hence RD = RD′ . One can easily deduce from
this fact that D = D′.
ii) In [Sm], E.Yu. Smirnov studied B-orbits on the direct product of two Grassmanninans. They are
indexed by the set of rook placements on certain Young diagrams. As one can see from
[Sm, Theorem 3.10], the partial order on this set induced by the incidences among the closures of
such orbits is closely related to the partial order defined above. It would be interesting to investigate
any deeper relations between the situation considered by Smirnov and our situation.
iii) Note that if D and D′ are orthogonal subsets of Φ+, then D ≤ D′ implies ΩD ⊆ ΩD′ . But
in general this is not true. For instance, let n = 4, D = {(3, 2), (4, 3)}, D′ = {(2, 1), (3, 2)}. Clearly,
D ≤ D′. On the other hand, one can easily check that
λ4,2λ2,1 + λ4,3λ3,1 = 0
for all λ ∈ ΩD′ , so fD /∈ ΩD′ .
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There is a corollary of Theorem 1.5 in terms of the Bruhat–Chevalley order on the set of so-called
Kerov involutions [Ke]. To each rook placement D ⊆ Φ+ one can assign the involution σD ∈ S2n−2 by
the following rule: if
D = {(i1, j1), . . . , (is, js)},
then, by definition,
σD = (2i1 − 2, 2j1 − 1) . . . (2ir − 2, 2jr − 1).
Example 1.7. Let n = 8 and D = {(3, 1), (6, 2), (7, 3), (5, 4), (8, 6)}, as in Example 1.2. Then
σD = (4, 1) · (10, 3) · (12, 5) · (8, 7) · (14, 11)
=
(
1 2 3 4 5 6 7 8 9 10 11 12 13 14
4 2 10 1 12 6 8 7 9 3 14 5 13 11
)
∈ S14.
Corollary 1.8. Let D, D′ be rook placements. If ΩD ⊆ ΩD′ , then σD ≤B σD′.
Proof. Denote by D˜, D˜′ the orthogonal subsets of A+2n−3 corresponding to the involutions σD,
σD′ respectively. It follows from [Ig1, Theorem 1.10] that σD ≤B σD′ is equivalent to RD˜ ≤ RD˜′ . But
the last inequality is equivalent to RD ≤ RD′ , i.e., D ≤ D
′. 
2. Polarizations and dimensions of orbits
2.1. Our next goal is to compute the dimension of ΩD. To do this, we need some more definitions.
If λ ∈ n∗, then a subspace V ⊆ n is called λ-isotropic if λ([x, y]) = 0 for all x, y ∈ V . Recall that
a subalgebra p ⊆ n is called a polarization at λ if it is a maximal λ-isotropic subspace. Polarizations
play a key role in the construction of the irreducible representation of U corresponding to a given
coadjoint orbit [Ki2]. It is known that if Θ = U.λ is the coadjoint U -orbit of λ, then
dimΘ = 2 · codim np.
Let 1 ≤ k ≤ n. It is very convenient to put
Rk = {(k, s) ∈ Φ
+ | 1 ≤ s < k}, Ck = {(r, k) ∈ Φ
+ | j < k ≤ n}.
Definition 2.1. The sets Rk, Ck are called the kth row and the kth column of Φ
+ respectively.
We will write row(α) = k (resp. col(α) = k) if α ∈ Rk (resp. α ∈ Ck). Note that if D ⊆ Φ
+ is a rook
placement, then
|D ∩Rk| ≤ 1 and |D ∩ Ck| ≤ 1 for all 1 ≤ k ≤ n. (2)
Example 2.2. Let n = 6. On the picture below boxes from R5 ∪ C2 are grey.
1
1
2 3 4 5 6
2
3
4
5
6
6
Let D be a rook placement. Suppose D = {β1, . . . , βs} and denote
ir = row(βr), jr = col(βr), 1 ≤ r ≤ s.
Without loss of generality, j1 < . . . < js. Put also j0 = 0, Mj0 = ∅ and
Mjr =
{
(ir, q) ∈ Rir | q > jr and (q, jr) /∈
⋃r−1
l=0
Mjl
}
,
Pjr = {(p, jr) ∈ Cjr | p < ir and (ir, p) ∈ Mjr} for all 1 ≤ r ≤ s.
We put also M =
⋃s
r=1Mjr and P =
⋃s
r=1Pjr . Clearly, |Mjr | = |Pjr | for all r.
Example 2.3. Let n = 8 and D be as in Example 1.2. Then
M1 = {(3, 2)}, M2 = {(6, 4), (6, 5)}, M3 = {(7, 4), (7, 5), (7, 6)}, M4 =M6 = ∅,
P1 = {(2, 1)}, P2 = {(4, 2), (5, 2)}, P3 = {(4, 3), (5, 3), (6, 3)}, P4 = P6 = ∅.
On the picture below boxes from M are marked by −’s and boxes from P are marked by +’s.
1
1
2 3 4 5 6 7 8
2 +
3 ⊗ −
4 + +
5 + + ⊗
6 ⊗ + − −
7 ⊗ − − −
8 ⊗
Denote by p the subspace of n spanned by all ej,i, (i, j) ∈ Φ
+ \ M. Recall the definition of w
from (1): if D = {(i1, j1), . . . , (is, js)}, then
w = (i1, j1) . . . (is, js) ∈ Sn.
Let l(w) be the length of w in Sn. Our second result is as follows (cf. [Pa, Theorems 1.1, 1.2], [Ig3,
Theorem 1.1, 1.2], [Ig4, Theorem 0.2], [Ig1, Proposition 4.1], [Ig2, Theorem 3.1]).
Theorem 2.4. Let D be a rook placement and ξ : D → C× a map. Then
i) p ⊆ n is a polarization at fD,ξ,
ii) dimΘD,ξ = 2 · |M| ≤ l(w)− |D|,
iii) dimΩD = 2 · |M|+ |D| ≤ l(w).
The proof is given below, see Propositions 2.6, 2.7, 2.9 and Corollaries 2.8, 2.11.
Remark 2.5. Note that if i > j, then w(j) = i if and only if (i, j) ∈ D. It follows from [Pr] that
if D, D′ are rook placements, w, w′ are the corresponding permutations and w ≤B w
′, then D ≤ D′.
But the converse statement is not true in general. It is true if D and D′ are orthogonal subsets [Ig1,
Theorem 1.10]. On the other hand, let n = 4, D = {(2, 1), (3, 2), (4, 3)} and D′ = {(3, 1), (4, 2)}. One
can easily see that D ≤ D′, but wD and wD′ are incomparable in the Bruhat–Chevalley order.
2.2. Let D be a rook placement and ξ : D → C× a map. Recall the definition of p from Subsec-
tion 2.1. In this Subsection, we prove that p is a polarization at fD,ξ, cf. [Pa, Theorem 1.1] and [Ig3,
Theorem 1.1].
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Proposition 2.6. The subspace p is a subalgebra of n.
Proof. By definition, p is spanned by ej,i, where (i, j) ∈ Φ
+\M. Suppose that p is not a subalgebra.
Then there exist j < k < i such that (i, k) and (k, j) belong to Φ+ \M, but (i, j) belongs to M. We
call such a triple {i, k, j} non-admissible. We can assume without loss of generality that j is minimal
among all such triples.
Since (i, j) ∈ M, there exists s < j such that (i, s) ∈ D and (i, j) ∈ Ms. But (i, k) /∈ M,
so (k, s) ∈ M. Further, (i, j) ∈ Ms means that (j, s) ∈ Ps, hence (j, s) /∈ M. Thus, {k, j, s} is a
non-admissible triple. This contradicts the choice of j. The proof is complete. 
Proposition 2.7. The subspace p is a maximal fD,ξ-isotropic subspace of n.
Proof. Denote f = fD,ξ. If
x =
∑
(i,j)∈Φ+
xi,jej,i, y =
∑
(r,s)∈Φ+
yr,ses,r
and f([x, y]) 6= 0, then there exist j < k < i such that (i, j) ∈ D and, say, xi,k 6= 0, yk,j 6= 0. If x, y ∈ p,
then (i, k), (k, j) /∈ M. This contradicts the definition of M. We conclude that f([x, y]) = 0 for all
x, y ∈ p, hence p is an isotropic subspace of n.
Now, assume that
x =
∑
(i,j)∈Φ+
xi,jej,i
does not belong to p, but p+Cx is an isotropic subspace of n. Since x /∈ p, there exists a root (i, j) ∈ M
such that xi,j 6= 0. We can assume that j is minimal among all such roots. It follows from (i, j) ∈ M
that there exists (i, s) ∈ D such that (i, j) ∈ Ms. Note that (j, s) ∈ Ps, hence es,j ∈ p.
We claim that f([es,j, x]) 6= 0. Indeed,
[es,j, x] = xi,j[es,j, ej,i] +
∑
(a,b)∈Φ+, b≥j, a6=i
xa,b[es,j , eb,a]
= xi,jes,i +
∑
(a,j)∈Φ+, a6=i
xa,j [es,j, ej,a]
= xi,jes,i +
∑
(a,j)∈Φ+, a6=i
xa,jes,a.
If a 6= i, then (a, s) /∈ D, so f(es,a) = 0. Thus, f([es,j, x]) = ξ(i, j)xi,j 6= 0. This contradiction shows
that p is a maximal isotropic subspace of n, as required. 
Corollary 2.8. The dimension of the orbit ΘD,ξ does not depend on ξ and equals
dimΘD,ξ = 2 · |M|.
Proof. Since p is a maximal fD,ξ-isotropic subspace, dimΘD,ξ equals 2 · codim p. 
2.3. Recall the definition of w ∈ Sn from Subsection 2.1. In this Subsection, we show that
dimΘD,ξ ≤ l(w) − |D| and, consequently, dimΩD ≤ l(w), cf. [Pa, Theorem 1.2], [Ig3, Theorem 1.2],
[Ig4, Theorem 0.2], [Ig1, Proposition 4.1] and [Ig2, Theorem 3.1].
Proposition 2.9. Let D be a rook placement and ξ : D → C be a map. Then
dimΘD,ξ ≤ l(w) − |D|.
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Proof. Put Θ = ΘD,ξ. We will proceed by induction on n (the base is evident). If D∩C1 = ∅, then
the required inequality holds by the inductive hypothesis, so we may assume thatD∩C1 = {(i1, 1)} 6= ∅.
Suppose that (i1, 1), (i2, i1), . . . , (ik, ik−1) ∈ D and D ∩ Rik = ∅. Denote i0 = 1 and consider the set
Φ˜ = ±Φ˜+, where
Φ˜+ = Φ+ \
 k⋃
j=0
(Rij ∪ Cij)
 .
We can identify Φ˜ with the root system An−k−1 by the obvious rule. Put also D˜ = D ∩ Φ˜
+ and
w˜ =
∏
(i,j)∈D˜
(i, j).
Let l˜(w˜) be the length of w˜ in the Weyl group of Φ˜. Denote by U˜ the subgroup of U generated by
xj,i(αj,i), (i, j) ∈ Φ˜
+, αj,i ∈ C. Denote also by n˜ the subalgebra of n generated by ej,i, (i, j) ∈ Φ˜+.
Finally, denote by Θ˜ the U˜ -orbit of the linear form
f˜ =
∑
(i,j)∈D˜
ξ(i, j)ei,j ∈ n˜
∗.
By the inductive assumption, dim Θ˜ ≤ l˜(w˜)− |D˜|. Let p˜ be the polarization of n˜ at f˜ constructed
by the rule described in Subsection 2.1. Clearly,
p = p˜⊕
⊕
(i,j)∈(Φ+\Φ˜+)\M′
ej,i,
where
M′ =
k−1⋃
j=0
Mij =
k⋃
r=1
 ir−1⋃
j=ir−1+1
{(ir, j)}
 .
Using Corollary 2.8, we obtain
dimΘ = 2 · |M| = dim Θ˜ + 2 · |M′|
= dim Θ˜ + 2 ·
k∑
r=1
(ir − ir−1 − 1) = dim Θ˜ + 2ik − 2k − 2.
(3)
Our goal now is to compare l(w) with l˜(w˜). Recall that a pair {a, b} is called an inversion in w
if a > b and w−1(a) < w−1(b). It is well-known that the length of w equals the number of inversions
in w. Denote X = {i0 = 1, i1, . . . , ik}, then
l(w) = l˜(w˜) + #{{a, b} | {a, b} is an inversion in w and {a, b} ∩X 6= ∅}.
Note that w has the form
w =
(
1 . . . i1 . . . i2 . . . ik−2 . . . ik−1 . . . ik . . .
i1 . . . i2 . . . i3 . . . ik−1 . . . ik . . . 1 . . .
)
.
In particular, if w−1(a) < ik, then {a, 1} is an inversion in w, hence
l(w) ≥ l˜(w˜) + ik − 1.
Furthermore, put Yr = {ir−1 + 1, ir−1 + 2, . . . , ir − 1}, 1 ≤ r ≤ k. Pick a number y ∈ Yk. If
w−1(y) > ik−1, then {ik, y} is an inversion in w. On the other hand, if w
−1(y) < ik−2, then {y, ik−1}
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is an inversion in w. Finally, suppose ik−2 < w
−1(y) < ik−1. Then there exist y1 < y2 < . . . < ys such
that w(y1) = y2, w(y2) = y3, . . ., w(ys−1) = ys, w(ys) = y1 and y = yi for some i, see the beginning of
the proof of Lemma 1.3. In this case, {ik, y1} is an inversion in w, because ik > y > y1. Thus,
l(w) ≥ l˜(w˜) + ik − 1 + |Yk|.
Arguing by the similar way, we obtain
l(w) ≥ l˜(w˜) + ik − 1 +
k∑
r=1
|Yr| = l˜(w˜) + ik − 1 +
k∑
r=1
(ir − ir−1 − 1)
= l˜(w˜) + ik − 1 + (ik − 1)− k = l˜(w˜) + 2ik − k − 2.
Using (3) and the inductive assumption, we conclude that
dimΘ = dim Θ˜ + 2i − 2k − 2 ≤ l˜(w˜)− |D˜|+ 2k − 2k − 2
= (l˜(w˜) + 2ik − k − 2)− (|D˜|+ k) ≤ l(w)− |D|.
The proof is complete. 
Remark 2.10. Suppose D is an orthogonal subset of A+n−1 and ξ : D → C is a map. In this case,
dimΘD,ξ = l(w) − |D|, see [Pa, Theorem 1.2]. In general, this is not true. For example, let n = 6 and
D = {(3, 1), (5, 2), (4, 3), (6, 4)}:
1
1
2 3 4 5 6
2 +
3 ⊗ −
4 + ⊗
5 ⊗ −
6 ⊗
Then, by Corollary 2.8, dimΩD,ξ = 2 · |M| = 4. At the contrary, w =
(
1 2 3 4 5 6
3 5 4 6 2 1
)
, hence
l(w) = 10 and l(w)− |D| = 10 − 4 = 6 > 4.
Corollary 2.11. Let D be a rook placement. Then
dimΩD = 2 · |M|+ |D| ≤ l(w)
.
Proof. Denote by ξ0 the map fromD to C× such that ξ0(i, j) = 1 for all (i, j) ∈ D, and Θ0 = ΘD,ξ0 ,
so fD ∈ Θ0. Let Z be the stabilizer of fD in B (cf. the proof of [Ig1, Proposition 4.1]). Then
dimΩD = dimB − dimZ.
Recall B = U ⋊ T . Suppose g = ut ∈ Z, where u ∈ U , t ∈ T , then g.fD = u.(t.fD) = u.fD,ξ, where
ξ(i, j) = ti,i/tj,j (cf. the proof of Lemma 1.3).
Hence g.fD ∈ ΘD,ξ. But [An1, Theorem 1] shows that ΘD,ξ1 = ΘD,ξ2 if and only if ξ1 = ξ2, so
ξ = ξ0 and, consequently, g.fD = fD. This means that map
Z → ZU × ZT : ut 7→ (u, t)
is an isomorphism of algebraic varieties, where ZU (resp. ZT ) is the stabilizer of fD in U (resp. in T ).
Thus, dimZ = dimZU + dimZT .
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But t ∈ T belongs to ZT if and only if ti,i/tj,j = 1 for all (i, j) ∈ D, hence
dimZT = dimT − |D| = n− |D|.
On the other hand, dimΘ0 = 2 · |M| ≤ l(w)− |D| by Proposition 2.9 and Corollary 2.8, thus
dimZU = dimU − dimΘ0
= dimB − n− 2 · |M| ≥ dimB − n− l(w) + |D|.
We see that dimZ = dimB − 2 · |M| − |D| ≥ dimB − l(w), and so
dimΩD = 2 · |M|+ |D| ≤ l(w),
as required. The proof is complete. 
3. The covering relation of the set of rook placements
3.1. Our third result describes the covering relation of the set of rook placements with the partial
order ≤ defined above. Denote this set by R. To a given D ∈ R, we will describe the set
L(D) = {D′ ∈ R | D′ < D and there are no D′′ ∈ R such that D′ < D′′ < D}
in the spirit of [Ig1].
There exists a natural partial order on Φ+: α ≤ β if β−α is a sum of positive roots. In other words,
(a, b) ≤ (c, d) if a ≤ c and b ≥ d. Let D be a rook placement. Denote by M˜(D) the set of minimal
elements of D. Put
M(D) = {(i, j) ∈ M˜ (D) | D ∩Rk 6= ∅ and D ∩ Ck 6= ∅ for all j < k < i},
N−(D) = {D−(i,j), (i, j) ∈M(D)},
where D−
(i,j)
= D \ {(i, j)}.
Let (i, j) ∈ D. Denote
m = min{k | j < k < i and D ∩ Ck = ∅}.
Suppose m exists. Further, suppose there are no (p, q) ∈ D such that (i, j) > (p, q) and (i, j) 6> (p, q).
Then put
D→(i,j) = (D \ {(i, j)}) ∪ {(i,m)}.
Similarly, suppose
m = max{k | j < k < i and D ∩Rk = ∅}
exists and there are no (p, q) ∈ D such that (i, j) > (p, q) and (m, j) 6> (p, q). Then denote
D↑(i,j) = (D \ {(i, j)}) ∪ {(m, j)}.
Now, denote by B(i,j)(D) the set of (α, β) ∈ D such that (α, β) > (i, j) and there are no (p, q) ∈ D
satisfying (i, j) < (p, q) < (α, β). If (α, β) ∈ B(i,j)(D), then put
D
(α,β)
(i,j) = (D \ {(i, j), (α, β)}) ∪ {(i, β), (α, j)}.
We set
N0(D) =
⋃
(i,j)∈D
{
D→(i,j),D
↑
(i,j)
}
∪
⋃
(i,j)∈D
{
D
(α,β)
(i,j) , (α, β) ∈ B(i,j)(D)
}
.
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Example 3.1. Let n = 8 and D = {(3, 1), (6, 2), (7, 3), (5, 4), (8, 6)}, as in Example 1.2. Then
M˜ (D) =M(D) = {(3, 1), (5, 4), (8, 6)} and (6, 2) ∈ B(5,4)(D). On the picture below we draw D, D
(6,2)
(5,4) ,
D↑(6,2) and D
→
(7,3).
D =
1
1
2 3 4 5 6 7 8
2
3 ⊗
4
5 ⊗
6 ⊗
7 ⊗
8 ⊗
, D
(6,2)
(5,4) =
1
1
2 3 4 5 6 7 8
2
3 ⊗
4
5 ⊗
6 ⊗
7 ⊗
8 ⊗
,
D↑(6,2) =
1
1
2 3 4 5 6 7 8
2
3 ⊗
4 ⊗
5 ⊗
6
7 ⊗
8 ⊗
, D→(7,3) =
1
1
2 3 4 5 6 7 8
2
3 ⊗
4
5 ⊗
6 ⊗
7 ⊗
8 ⊗
.
Now, suppose (i, j) ∈ D and (α, β) ∈ Z × Z. Assume that i > β ≥ α > j, D ∩ Rα = D ∩ Cβ = ∅,
D ∩ Rk 6= ∅, D ∩ Ck 6= ∅ for all α < k < β and if (p, q) ∈ D, (i, j) > (p, q), (α, j) 6> (p, q), then
(i, β) > (p, q). Further, assume that if α 6= β, then D ∩ Rβ 6= ∅ and D ∩ Cα 6= ∅. Denote the set of
such pairs (α, β) by C(i,j)(D). If (α, β) ∈ C(i,j)(D), then we put
Dα,β(i,j) = (D \ {(i, j)}) ∪ {(i, β), (α, j)}.
We also set
N+(D) =
⋃
(i,j)∈D
{
Dα,β(i,j), (α, β) ∈ C(i,j)(D)
}
.
Example 3.2. Let n = 6 and D = {(4, 1), (6, 2), (5, 4)}. Then (3, 3) ∈ C(6,2)(D). On the picture
below we draw D and D3,3(6,2).
D =
1
1
2 3 4 5 6
2
3
4 ⊗
5 ⊗
6 ⊗
, D3,3(6,2) =
1
1
2 3 4 5 6
2
3 ⊗
4 ⊗
5 ⊗
6 ⊗
.
Finally, we denote
N(D) = N−(D) ∪N0(D) ∪N+(D)
(cf. [Ig1, Subsection 2.2] and [Me2, Subsections 3.7–3.14]).
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Theorem 3.3. Let D ∈ R be a rook placement. Then L(D) = N(D).
The proof is given below. In Subsection 3.2, we check that N(D) ⊆ L(D). In Subsection 3.3, we
prove that L(D) ⊆ N(D), so N(D) = L(D).
3.2. Let D ∈ R be a rook placement. Recall the definitions of N−(D), N0(D), N+(D), N(S)
and L(D) from Subsection 3.1. Note that
|T | = |D| ± 1 for all T ∈ N±(D),
|T | = |D| for all T ∈ N0(D).
(4)
Theorem 3.3 claims that L(D) = N(D). To prove this, we need some more notation. Namely, put
L−(D) = {T ∈ R | T < D, |T | < |D| and if T ≤ S < D then S = T},
L0(D) = {T ∈ R | T < D, |T | = |D| and if T ≤ S < D then S = T},
L+(D) = {T ∈ R | T < D, |T | > |D| and if T ≤ S < D then S = T},
L˜−(D) = {T ∈ R | T < D, |T | < |D| and if T ≤ S < D, |S| < |D|, then S = T},
L˜0(D) = {T ∈ R | T < D, |T | = |D| and if T ≤ S < D, |S| ≤ |D|, then S = T},
N˜−(D) = {D−(i,j), (i, j) ∈ M˜(D)}.
Clearly, N−(D) ⊆ N˜−(D), L−(D) ⊆ L˜−(D), L0(D) ⊆ L˜0(D) and L(D) = L−(D) ∪ L0(D) ∪ L+(D).
Our strategy is to prove that
N−(D) = L−(D), N0(D) = L0(D), N+(D) = L+(D).
In this Subsection, we will prove that
N˜−(D) ⊆ L˜−(D), N0(D) ⊆ L0(D), N+(D) ⊆ L+(D).
Definition 3.4. A subset Y ⊆ Φ+ is called an ideal if it follows from (a, b) ∈ Y , (c, d) ∈ Φ+,
(c, d) > (a, b) that (c, d) ∈ Y . One can easily see that if D,D′ ∈ R are rook placements and Y is an
ideal, then
Y ∩D = Y ∩D′ ⇐⇒ (RD)i,j = (RD′)i,j for all (i, j) ∈ Y. (5)
Now we are ready to prove that N˜−(D) ⊆ L˜−(D) (cf. [Me2, Lemma 3.8], [Ig1, Lemma 3.2]).
Lemma 3.5. Let D ∈ R. One has N˜−(D) ⊆ L˜−(D).
Proof. Suppose T = D−(i,j) ∈ N˜
−(D) for some root (i, j) ∈ M˜(D). By (4), |T | = |D| − 1 < |D|.
Put
Y = {(p, q) ∈ Φ+ | (p, q)  (i, j)},
then T = Y ∩T = Y ∩D. Assume that there exists S ∈ R such that T ≤ S < D and |S| < |D|. By (5),
Y ∩ T = Y ∩ S = Y ∩D,
so |S| ≤ |T | = |D| − 1. Thus, |S| = |T | and S = T . This means that T ∈ L˜−(D). 
Second, let us show that N0(D) ⊆ L0(D) (cf. [Me2, Lemmas 3.11–3.14], [Ig1, Lemma 3.3]).
Lemma 3.6. Let D ∈ R. One has N0(D) ⊆ L0(D).
Proof. Let T ∈ N0(D). By (4), |T | = |D|. First, assume T = D↑(i,j) for some (i, j) ∈ D. (The case
T = D→(i,j) is completely similar.) Suppose T \D = {(m, j)}. Put Y = Y0 ∪ Y1 and Y˜ = Φ
+ \ Y , where
Y0 = {(p, q) ∈ Φ
+ | (p, q)  (i, j)},
Y1 = {(p, q) ∈ Φ
+ | (p, q) ≤ (m, j)}.
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Then (RD)r,s = (RT )r,s for all (r, s) ∈ Y . Note that Y0 and Y˜ ∪ Y0 are ideals. For example, let n = 8,
i = 7, j = 2, m = 5. On the picture below boxes from Y0 are filled by 0’s, boxes from Y1 are filled
by 1’s, and boxes from Y˜ are grey.
1
1
2 3 4 5 6 7 8
2 0
3 0 1
4 0 1 1
5 0 1 1 1
6 0
7 0
8 0 0 0 0 0 0 0
Now, assume that there exists S ∈ R such that T ≤ S < D. By (5), it is enough to check that
(RS)r,s = (RT )r,s for all (r, s) ∈ Y˜ , because (RD)r,s = (RT )r,s = (RS)r,s for all (r, s) ∈ Y . Note that
(RT )r,s = (RD)r,s − 1
for all (r, s) ∈ Y˜ . Moreover, by definition of D↑i,j, D ∩ Y˜ = {(i, j)} and T ∩ Y˜ = ∅.
It follows from T ≤ S < D that there exists (k, j) ∈ S such that m ≤ k ≤ i. We claim that
S ∩ (Y˜ \ Ri) = ∅. Indeed, assume there exists (p, q) ∈ S ∩ (Y˜ \ Ri). Then m < p < i. By definition
of D↑i,j , D ∩ Y0 ∩Rp 6= ∅. Since D ∩ Y0 = T ∩ Y0 = S ∩ Y0, we obtain S ∩ Y0 ∩Rp 6= ∅. But (p, q) ∈ Y˜ ,
hence |S ∩Rp| ≥ 2. This contradicts (2). Thus, S ∩ (Y˜ \Ri) = ∅. In particular, either k = i or k = m.
If k = i, then
S ∩ (Y˜ ∪ Y0) = D ∩ (Y˜ ∪ Y0).
By (5), S = D, a contradiction. Hence k = m, so S = T , as required.
Second, assume that T = D
(α,β)
(i,j) for some (i, j) ∈ D, (α, β) ∈ B(i,j)(D). Suppose S ∈ R and
T ≤ S < D. Arguing as in step (ii) of the proof of [Ig1, Lemma 3.3], we deduce that S = T . The proof
is complete. 
Finally, we will check that N+(D) ⊆ L+(D) (cf. [Ig1, Lemma 3.4]).
Lemma 3.7. Let D ∈ R. One has N+(D) ⊆ L+(D).
Proof. Let T = Dα,β(i,j) ∈ N
+(D) for some (i, j) ∈ D, (α, β) ∈ C(i,j)(D). By (4), |T | = |D| + 1.
Here we put Y = Y0 ∪ Y1 and Y˜ = Φ
+ \ Y , where
Y0 = {(p, q) ∈ Φ
+ | (p, q)  (i, j)},
Y1 = {(p, q) ∈ Φ
+ | (p, q) ≤ (α, j) or (p, q) ≤ (i, β)}.
Then (RD)r,s = (RT )r,s for all (r, s) ∈ Y . Note that Y0 and Y˜ ∪ Y0 are ideals. For example, let n = 8,
i = 7, j = 2, α = 4, β = 5. On the picture below boxes from Y0 are filled by 0’s, boxes from Y1 are
filled by 1’s, and boxes from Y˜ are grey.
1
1
2 3 4 5 6 7 8
2 0
3 0 1
4 0 1 1
5 0
6 0 1
7 0 1 1
8 0 0 0 0 0 0 0
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Now suppose there exists S ∈ R such that T ≤ S < D. By (5), it is enough to show that
(RS)r,s = (RT )r,s for all (r, s) ∈ Y˜ . Note that
(RT )r,s = (RD)r,s − 1
for all (r, s) ∈ Y˜ . Moreover, by definition of Dα,β(i,j), D ∩ Y˜ = {(i, j)} and T ∩ Y˜ = ∅.
Since T ≤ S < D, there exists (k, j) ∈ S such that α ≤ k ≤ i. If k = i, then
S ∩ (Y˜ ∪ Y0) = D ∩ (Y˜ ∪ Y0).
By (5), S = D, a contradiction. Hence α ≤ k < i. Similarly, there exists (i, l) ∈ S such that j < l ≤ β.
We claim that either l ≤ α or l = β. Indeed, assume α < l < β. By definition of Dα,β(i,j), D∩Y0∩Cl 6= ∅.
Since D ∩ Y0 = T ∩ Y0 = S ∩ Y0, we obtain S ∩ Y0 ∩ Cl 6= ∅. But (i, l) ∈ Y˜ , hence |S ∩ Cl| ≥ 2. This
contradicts (2). Thus, either l ≤ α or l = β.
Assume l = α. If k > α, then (RS)k,α > (RD)k,α, which contradicts S < D, hence k = α. If α < β,
then, by definition of Dα,β(i,j),
S ∩ Y0 ∩ Cα = D ∩ Y0 ∩ Cα 6= ∅,
so |S ∩ Cα| ≥ 2, a contradiction. Hence α = β = k = l, so S = T , as required.
If l < α, then (RS)k,l > (RD)k,l, because k ≥ α. This contradicts S < D, so l = β. Similarly, k = α,
hence
S ∩ (Y˜ ∪ Y0) = T ∩ (Y˜ ∪ Y0).
By (5), S = T , as required. 
3.3. In this Subsection, we will show that
L˜−(D) ⊆ N˜−(D), L0(D) ⊆ N0(D), L+(D) ⊆ N+(D).
Combining this with the results of the previous Subsection, we see that
N˜−(D) = L˜−(D), N0(D) = L0(D), N+(D) = L+(D).
Using Lemma 3.5 and the fact that N˜−(D) = L˜−(D), one can mimic the proof of [Ig1, Lemma 3.8] to
show that N−(D) = L−(D), hence N(D) = L(D). This concludes the proof of Theorem 3.3.
The proofs are much more complicated than the proofs in the previous Subsection. Note that
D0 = {(n, 1), (n − 1, 2), . . . , (n − n0 + 1, n0)},
where n0 = [n/2], is the maximal element of R with respect to the partial order ≤ on R.
First, we will prove that L˜−(D) = N˜−(D) (cf. [Ig1, Lemma 3.5]).
Lemma 3.8. Let D ∈ R. One has L˜−(D) = N˜−(D).
Proof. By Lemma 3.5, it is enough to check that L˜−(D) ⊆ N˜−(D). We must show that
if T ≤ D and |T | < |D|,
then there exists S ∈ N˜−(D) such that T ≤ S < D.
(6)
We will proceed by induction on n (for n = 1, there is nothing to prove). The proof is rather long, so
we split it into five steps.
i) One can easily check that if D = D0, then (6) holds. Therefore, we may also use the second
(downward) induction on the partial order ≤ on R.
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ii) Let D < D0, D = {(i1, j1), . . . , (is, js)}, as above, T = {(p1, q1), . . . , (pt, qt)}, pl > ql, ql < ql+1,
T < D and t < s. Consider the following conditions.
a) There exists k ≤ n such that ik = jk + 1 or k = |D|.
b) There exists d ≤ k such that either qd+1 > jk or d = |T |.
c) il > il+1 for any 1 ≤ l ≤ k − 1.
d) pl > pl+1 for any 1 ≤ l ≤ d− 1.
e) il ≥ pl for any 1 ≤ l ≤ d.
f) jl = l for any 1 ≤ l ≤ k and ql = l for any 1 ≤ l ≤ d.
(7)
We claim that
if (6) holds for all D, T satisfying (7),
then (6) holds for all D, T ∈ R.
(8)
To prove this, we need some more notation. Given A ∈ R, we denote Ar = A ∩
(⋃
1≤l≤r Cl
)
.
Clearly, to prove (8), it is enough to show that if (6) holds for all D, T satisfying (7), and Dr, Tr do
not satisfy (7) for some r, then (6) holds for D, T . We will proceed by induction on r (the base r = 1
is clear). Evidently, we may assume that T ∈ L˜−(D).
iii) Suppose 1 ≤ r ≤ s and Dr, Tr satisfy (7). To perform the induction step, we must prove that
either Dr+1, Tr+1 satisfy (7), or (6) holds for D, T . This is trivially true if ik = k + 1 for Dr, so we
may assume that Cl ∩D 6= {(l + 1, l)} for all 1 ≤ l ≤ r.
First, consider the case Cr+1 ∩D = ∅. (And, consequently, Cl ∩D = ∅ for any k + 1 ≤ l ≤ r + 1.)
Given α = (i, j) ∈ Φ+ and 1 ≤ a ≤ n, denote
αa =
{
(i, j + 1), if j ≤ a,
α, if j > a.
(9)
Given A ∈ R, denote by [A]a (resp. by [A]
a) the subset of Φ+ defined by [A]a = {α
a, α ∈ A} (resp. by
[A]a = {α ∈ Φ+ | αa ∈ A}). Suppose pd > d+ 1 for Tr. Then [T ]k and [D]k are rook placements with
no rooks in the first column, [T ]k < [D]k and t = |[T ]k| < s = |[D]k|. (Note that if Ck ∩ T 6= ∅, then
Ck+1 ∩ T = ∅.) By the inductive assumption on n, there exists S1 ∈ N˜−([D]k) such that [T ]k ≤ S1.
One can easily see that S = [S1]
k ∈ N˜−(D) and T ≤ S, hence we are done.
On the other hand, suppose pd = d + 1. (And so Cl ∩ T = ∅ for any d + 1 ≤ l ≤ r.) Put
T ′ = T \ {(d, d + 1)}. Then [T ′]k, [D]k are rook placements, [T
′]k < [D]k and t − 1 = |[T
′]k| <
s = |[D]k|. By the inductive assumption on n, there exists S1 = ([D]k)
−
(i,j) ∈ N˜
−([D]k) such that
[T ′]k ≤ S1. If (i, j) 6= (id, d), then S = [S1]
k ∈ N˜−(D) and T ≤ S, hence we are done. Finally,
if (i, j) = (id, d), then D
′ > T ′, where D′ = D \ {(id, d)}. Thus, [T
′]d, [D
′]d are rook placements,
[T ′]d < [D
′]d and t − 1 = |[T
′]d| < s − 1 = |[D
′]d|. By the inductive assumption on n, there exists
S2 = ([D
′]d)
−
(a,b) ∈ N˜
−([D′]d) such that [T
′] ≤ S2. Note that b > d, thus S = [S2]
d ∪{(id, d)} ∈ N˜
−(D)
and T ≤ S, as required.
iv) Second, consider the case the case Cr+1 ∩D 6= ∅. If Cr ∩D = ∅ (and so Cl ∩ D = ∅ for any
k + 1 ≤ l ≤ r), then we can argue as on the previous step. Let Cr ∩D 6= ∅, i.e., k = r for Dr. Assume
ir+1 > ir. Then put
D˜ = (D \ {(ir, r), (ir+1, r + 1)}) ∪ {(ir+1, r), (ir, r + 1)}.
Evidently, D˜ > D > T and s = |D˜| > t = |T |. By the inductive assumption on ≤, there exists
S˜ = (D˜)−(i,j) ∈ N˜
−(D˜) such that T ≤ S˜. Note that j ≥ r + 1. If j > r + 1, then S = D−(i,j) ∈ N˜
−(D)
and T ≤ S, as required.
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If j = r + 1 and T ∩ Cr = ∅, then S = D
−
(ir ,r)
≥ T , as required. If j = r + 1 and T ∩ Cr 6= ∅,
then put D′ = D \ {(ir, r)}, T
′ = T \ {(pr, r)}. We see that D
′ > T ′, [D′]r and [T
′]r are rook
placements, [D′]r > [T
′]r, and t − 1 = |[T
′]r| < s − 1 = |[D
′]r|. By the inductive assumption on
n, there exists S1 = ([D
′]r)
−
(a,b) ∈ N˜
−([D′]r) such that [T
′]r ≤ S1. Since b > r, we conclude that
S = [S1]
r ∪ {(ir, r)} ∈ N˜
−(D) and T ≤ S, so we are done.
On the other hand, assume that ir+1 < ir. If T ∩ Cr+1 = ∅, then Dr+1, Tr+1 satisfy (7). If
T ∩ Cr+1 = {(p, r + 1)} 6= ∅, but T ∩ Cr = ∅, then T < T˜1 < D and |T˜1| = t < s = |D|, where
T˜1 = (T \ {(p, r + 1)}) ∪ {(p, r)}. Hence T /∈ L˜
−(D), a contradiction. Now, suppose T ∩ Cr 6= ∅ (so
d = r for Tr) and T ∩ Cr+1 6= ∅. If pr+1 > pr, then denote
T˜2 =
{
(T \ {(pr, r), (pr+1, r + 1)}) ∪ {(pr+1, r), (pr, r + 1)}, if pr > r + 1,
(T \ {(r + 1, r), (pr+1, r + 1)}) ∪ {(pr+1, r)}, if pr = r + 1.
One can check that T < T˜2 < D and |T˜2| ≤ t < |D| = s, so T /∈ L˜
−(D). Thus, (8) is proved.
v) From now on, we may assume that D, T satisfy (7). Note that (ik, k) ∈ M(D). If ik > k + 1
(and so k = s), then D ∩ Ck+1 = ∅, hence we can argue as on step (iii). Suppose ik = k + 1. If
T ∩ Ck 6= ∅, then d = k and pk = ik = k + 1. Applying the induction hypothesis on n to the rook
placements [D′]k, [T
′]k, where D
′ = D\{(k+1, k)}, T ′ = T \{(k+1, k)}, we conclude that there exists
S1 = ([D
′]k)
−
(i,j) ∈ N˜
−([D′]k) such that [T
′]k < S1. Since j > k, S = [S1]
k ∪ {(k + 1, k)} ∈ N˜−(D) and
T < S. Finally, if T ∩ Ck = ∅, then S = D
−
(k+1,k) > T . The proof is complete. 
Second, we will prove that L0(D) = N0(D) (cf. [Ig1, Lemma 3.6]).
Lemma 3.9. Let D ∈ R. One has L0(D) = N0(D).
Proof. By Lemma 3.6, it is enough to check that L0(D) ⊆ N0(D). Since L0(D) ⊆ L˜0(D), this is
equivalent to L˜0(D) ⊆ N0(D). In other words, we must show that
if T ≤ D and |T | = |D|,
then there exists S ∈ N ′(D) = N˜−(D) ∪N0(D) such that T ≤ S < D.
(10)
We will proceed by induction on n (for n = 1, there is nothing to prove). For convenience, we split the
proof into five steps.
i) One can easily check that if D = D0, then (6) holds. Therefore, we may also use the second
(downward) induction on the partial order ≤ on R.
ii) Let D < D0, D = {(i1, j1), . . . , (it, jt)}, T = {(p1, q1), . . . , (pt, qt)} and T < D. Consider the
following conditions.
a) There exists k ≤ |D| such that il > jl + 1 for any 1 ≤ l ≤ k − 1.
b) There exists d ≤ k such that il ≥ pl for any 1 ≤ l ≤ d.
c) If d < k, then either ik = jk + 1 or k = |D|.
d) If d < k, then either qd+1 > jk or d = |T |; if d = k, then pd = d+ 1.
e) pl > pl+1 for any 1 ≤ l ≤ d− 1.
f) jl = l for any 1 ≤ l ≤ k and ql = l for any 1 ≤ l ≤ d.
(11)
We claim that
if (10) holds for all D, T satisfying (11),
then (10) holds for all D, T ∈ R.
(12)
Clearly, to prove this, it is enough to show that if (10) holds for all D, T satisfying (11), and Dr, Tr
do not satisfy (11) for some r, then (10) holds for D, T . We will proceed by induction on r (the base
r = 1 is clear). Evidently, we may assume that T ∈ L˜0(D).
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iii) Suppose 1 ≤ r ≤ s and Dr, Tr satisfy (11). To perform the induction step, we must prove that
either Dr+1, Tr+1 satisfy (11), or (10) holds for D, T . This is trivially true if ik = jk + 1 for Dr or
pd = d+ 1 for Tr, so we may assume that (l + 1, l) /∈ Cl ∩ (D ∪ T ) for all 1 ≤ l ≤ r.
First, consider the case Cr+1 ∩D = ∅. (And, consequently, Cl ∩D = ∅ for any k + 1 ≤ l ≤ r + 1.)
Then [T ]k ≤ [D]k and t = |[T ]k| = |[D]k|. (Note that if Ck∩T 6= ∅, then Ck+1∩T = ∅.) If [T ]k = [D]k,
then T = D→(ik ,k) ∈ N
0(D). Suppose [T ]k < [D]k. By the inductive assumption on n, there exists
S1 ∈ N
′([D]k) such that [T ]k ≤ S1. Then S = [S1]
k ∈ N ′(D) and T ≤ S, hence we are done.
iv) Second, consider the case the case Cr+1∩D = {(i, r+1)} 6= ∅. If D∩Cr = ∅ (and so Cl∩D = ∅
for any k + 1 ≤ l ≤ r), then we can argue as on the previous step. Assume D ∩ Cr 6= ∅, i.e., k = r.
If Cr+1 ∩ T = ∅, then Dr+1, Tr+1 satisfy (11). Suppose Cr+1 ∩ T = {(p, r + 1)}. Further, assume
d = |Tr| = r. Since Tr+1 does not satisfy (11), pr < p. Put
T˜ = (T \ {(pr, r), (p, r + 1)}) ∪ {(p, r), (pr, r + 1)}.
Obviously, T˜ > T and |T˜ | = t = |D|. If T˜ < D, then T /∈ L˜0(D). If T˜ = D, then (ir, r) = (p, r) ∈ D,
(pr, r + 1) = (i, r + 1) ∈ D and S = T = D
(i,r+1)
(p,r) ∈ N
0(D), so we are done.
But if T˜  D, then ir < i. In this case, we put
D˜ = (D \ {(ir, r), (i, r + 1)}) ∪ {(i, r), (ir , r + 1)}.
Then D˜ > D and D˜ > T˜ , so, by the inductive hypothesis on ≤, there exists S1 ∈ N
′(D˜) such that
T˜ ≤ S1. On can check that this implies an existence of S ∈ N
′(D) such that T ≤ D. (In fact, S is
obtained from D by the “same” operation as S1 from D˜.)
Now, assume d < r. Here we put T˜ = (T \ {(p, r + 1)}) ∪ {(p, r)}. Evidently, T˜ > T and T˜ 6= D. If
T˜ < D, then T /∈ L˜0(D), so T˜  D. It follows that ir < i. Put
D˜ = (D \ {(ir, r), (i, r + 1)}) ∪ {(i, r), (ir , r + 1)},
then D˜ > D and D˜ > T˜ . By the inductive hypothesis on ≤, there exists S2 ∈ N
′(D˜) such that T˜ ≤ S2.
On can check that this implies an existence of S ∈ N ′(D) such that T ≤ D. (In fact, S is obtained
from D by the “same” operation as S2 from D˜.) Thus, (12) is proved.
v) From now on, we may assume that D, T satisfy (11). First, consider the case pd > d + 1. If
ik = jk + 1, then S = D
−
(ik,jk)
∈ N˜−(D) ⊆ N ′(D) and T ≤ S, hence we may assume that ik > jk + 1.
If qt > jt, then, arguing as in the second paragraph of step (iii), one can prove that either T ∈ N
0(D)
or T /∈ L˜0(D). On the other hand, if qt = jt = t, then [D]t, [T ]t are rook placements of the same
length t, and [D]t > [T ]t. The inductive assumption on n shows that there exists S1 ∈ N
′(D) such
that [T ]t ≤ S1. It is easy to see that S = [S1]
t ∈ N ′(D) and T ≤ S, as required.
Second, consider the case pd = d + 1. Put T
′ = T−(d+1,d). By the previous Lemma, there exists
S1 ∈ N˜
−(D) such that T ′ ≤ S1. If T ≤ S1, then we are done. If T  S1, then (id, d) ∈ M˜(D) and
S1 = D
′ = D−(id,d). Denote T
′′ = [T ′]d, D
′′ = [D′]d, then T
′′ ≤ D′′. If T ′′ = D′′, then (d + 1, d) /∈ D,
because T 6= D. Hence D ∩Rd+1 = ∅, S = D
↑
(id,d)
is well-defined and T ≤ S.
Now, suppose T ′′ < D′′. By the induction hypothesis on n, there exists S2 ∈ N
′(D′′) such
that T ′′ ≤ S2. If S2 ∩ Rid = ∅, then S = [S2]
d ∪ {(id, d)} ∈ N
′(D) and T ≤ S. At the contrary,
assume (id, j) ∈ S2 for some j. If j < d, then S2 = (D
′′)↑
(x,j)
for some x. Since x > id, we obtain
(x, j) ∈ B(id,d)(D), S = D
(id,d)
(x,j) ∈ N
0(D) and T ≤ S. Finally, if j > d, then S2 = (D
′′)↑(x,j) for some
(x, j) ∈ D. In this case, T˜ = D \{(x, j)} > T and |T˜ | = t−1 < t = |D|, so T /∈ L˜0(D), a contradiction.
The result follows. 
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Finally, we will prove that L+(D) = N+(D) (cf. [Ig1, Lemma 3.7]).
Lemma 3.10. Let D ∈ R. One has L+(D) = N+(D).
Proof. By Lemma 3.7, it is enough to check that L+(D) ⊆ N+(D). We must show that
if T ≤ D and |T | > |D|,
then there exists S ∈ N ′′(D) = N˜−(D) ∪N0(D) ∪N+(D) such that T ≤ S < D.
(13)
We will proceed by induction on n (for n = 1, there is nothing to prove). For convenience, we split the
proof into five steps.
i) One can easily check that if D = D0, then (13) holds. Therefore, we may also use the second
(downward) induction on the partial order ≤ on R.
ii) Let D < D0, D = {(i1, j1), . . . , (is, js)}, T = {(p1, q1), . . . , (pt, qs)}, s < t and T < D. We claim
that
if (13) holds for all D, T satisfying (11),
then (13) holds for all D, T ∈ R.
(14)
Clearly, to prove this, it is enough to show that if (13) holds for all D, T satisfying (11), and Dr, Tr
do not satisfy (11) for some r, then (13) holds for D, T . We will proceed by induction on r (the base
r = 1 is clear). Evidently, we may assume that T ∈ L+(D).
iii)–iv) The induction step can be performed similarly to steps (iii)–(iv) of the proof of the previous
Lemma, so we may assume without loss of generality that D, T satisfy (13).
v) If pd > d + 1, then, arguing as in the first paragraph of step (v) of the proof of the previous
Lemma, we obtain the result, hence we may assume pd = d+ 1. Put T
′ = T−(d+1,d). First, consider the
case |D| = s = t − 1 = |T ′|. By the previous Lemma, there exists S1 ∈ N
′(D) such that T ′ ≤ S1. If
T ≤ S1, then the result follows. Thus, we may assume that T  S1 (clearly, T 6= S1). If S1 ∈ N0(D),
then S1 = D
→
(id,d)
, so id > d. Denote S1 ∩ Rid = {(id,m)}, then one can find α such that d ≤ α ≤ m
and (α,m) ∈ C(id,d)(D). Hence S = D
(α,m)
(id,d)
∈ N0(D) and T ≤ S, as required.
Next, suppose S1 ∈ N˜
−(D). This means that (id, d) ∈ M˜(D) and S1 = D
′ = D−(id,d). Denote
D′′ = [D′]d, T
′′ = [T ′]d, then D
′′ > T ′′ and |D′′| = s− 1 < |T ′′| = t− 1. The inductive hypothesis on n
says that there exists S2 ∈ N
′′(D′′) such that T ′′ ≤ S2. If S2 ∈ N
′(D′′), then one can argue as in the
last paragraph of step (v) of the proof of the previous Lemma, so from now on we may assume that
S2 ∈ N
+(D′′).
If S2 = (D
′′)id,β(i,j) for some (i, j) ∈ D
′′, then automatically i > id. If j > d, then S = D
→
(i,j) ≥ T (in
fact, S = (D \ {(i, j)}) ∪ (i, β)). But if j ≤ d, then (i, j − 1) ∈ B(id,d)(D) and S = D
(i,j−1)
(id,d)
≥ T . If
S2 = (D
′′)α,β(i,j) for some (i, j) ∈ D
′′ such that j − 1 < d, (i, j − 1) > (id, d), but (id, d) ≮ (α, j − 1) and
(id, d) ≮ (i, β), then d+ 1 = pd < pj−1 ≤ α < id and β > d. Hence T˜ = (D \ {(id, d)}) ∪ {(α, d)} > T
and T /∈ L+(D), a contradiction. In all other cases, S = [S2]
d ∪ {(id, d)} ≥ T .
Second, consider the case |D| = s < t− 1 = |T ′|. Suppose there exists a root (α, β) ∈ T such that
α ≤ id and β ≥ d+ 1. Let β be the minimal among all such roots, then D > T˜ > T , where
T˜ = (T \ {(d+ 1, d), (α, β)}) ∪ {(α, d)}.
Thus, T /∈ L+(D). On the other hand, if such (α, β) does not exist, then define D′, T ′, D′′, T ′′ as
above. By the inductive hypothesis on n, one can find S2 ∈ N
′′(D′′) such that S2 ≥ T If S2 ∈ N
′(D′′),
then one can argue as in the last paragraph of step (v) of the proof of the previous Lemma. But if
S2 ∈ N
+(D′′), then, arguing as in the previous paragraph, we conclude the proof. 
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