Abstract. We present a proof due to Duistermaat that the gradient flow of the norm squared of the moment map defines a deformation retract of the appropriate piece of the manifold onto the zero level set of the moment map. Duistermaat's proof is an adaptation of Lojasiewicz's argument for analytic functions to functions which are locally analytic.
Introduction
Kirwan [K] used the properties of the gradient flow of the norm squared of a moment map to prove convexity of the image and connectedness of the fibers of a proper moment map for an action of a compact Lie group. Kirwan proves that the norm squared of a moment map is a "minimally degenerate" function that has some of the features of a Bott-Morse function. In particular there is a nice decomposition of the original manifolds into strata that are stable under the negative gradient flow of the function. What Kirwan doesn't prove is that the the omega-limit set of each flow line is a point, so that in the limit, as times goes to −∞, the gradient flow maps the strata to the corresponding critical sets. It has been a folklore theorem that such a map does indeed exist, that it is continuous and that it defines a deformation retraction of the strata onto the corresponding critical sets. In the case where the original manifold is an algebraic variety this folklore result is a theorem of Neeman [N] . See also Schwarz [S] for a nice survey.
For a long time there has been no published proof of the folklore theorem in the case of arbitrary Hamiltonian group actions of compact Lie groups with proper moment maps. It has finally appeared in Woodward's preprint [W, Appendix B] I have learned of such a proof about 15 years ago from an unpublished manuscript of J.J. Duistermaat. The goal of this brief note is to make Duistermaat's proof more widely available. I do not claim any originality. The proof closely follows ideas of Lojasiewicz [Lo2] on the properties of gradient flows of analytic functions (see [KMP] , p. 763 and p. 765 for a nice summary). The norm squared of a moment map is not necessarily an analytic function, but it is one locally. The latter is enough to prove that the Lojasiewicz gradient inequality (see Lemma 2.6 below) holds for the norm squared of the moment map and make the rest Lojasiewicz's argument work. Woodward proves the Lojasiewicz inequality directly using the local normal form theorem for moment maps. He gets more precise constants for the rate of convergence of the gradient flow, but his proof obscures the fact that it is really the local analyticity of the moment map that is key. In the third section of the paper I present an example of a smooth function on R 2 whose gradient flow has a circle as an omega-limit set.
We now set up our notation. Let (M, ω) be a connected symplectic manifold with a Hamiltonian action of a compact Lie group K and an associated equivariant moment map µ : M → k * . We assume throughout the paper that the moment map is proper. We fix an invariant inner product on k * and a Riemannian metric on M . Let
denote the norm squared of the moment map. It is a proper map. We denote the negative gradient flow of −∇f by φ t . Since f is proper, the flow exists of all t ≤ 0. As we mentioned earlier, Kirwan proved [K, Theorem 4.16, p. Theorem 1.1. Let M be a compact symplectic manifold acted on by a compact Lie group K in a Hamiltonian fashion. Let µ : M → k * be an associated equivariant moment map for this action. Fix an invariant inner product on k. The set of the critical points of the function f = ||µ|| 2 is a finite disjoint union of closed subsets {C β | β ∈ B}, on each of which f takes constant value. There is a smooth stratification {S β | β ∈ B} of M such that a point x ∈ M lies in the stratum S β if and only if the limit set of the path of the steepest descent φ t for f = ||µ|| 2 from x (with respect to a suitable K-invariant metric) is contained in C β .
Remark 1.2. Kirwan's uses the word "stratification" in the following sense [K, p. 29] : a finite collection {S β | β ∈ B} of subsets of a manifold M form a stratification of M if M is (settheoretically) a disjoint union of the subset {S β | β ∈ B} and there is a strict partial order > on the indexing set B such that
What Kirwan doesn't prove is that for every point x ∈ M the omega-limit set of the path of the steepest descent for f from x is a single point, so that
is a well-defined map from the stratum S β containing x to the critical set C β . We will see in the next section that
is a well-defined continuous map, and, even more generally, that
is a deformation retraction.
Remark 1.3. One of the non-trivial consequences of Theorem 1.1 is that the zero level set µ −1 (0) of the moment map is connected. Hence f −1 (0) = µ −1 (0) is one of the critical components C β .
The main result
Theorem 2.1 (Duistermaat). Let (M, ω) be a compact connected symplectic manifold with a Hamiltonian action of a compact Lie group K and an associated equivariant moment map µ : M → k * . Fix an inner product on k * and a Riemannian metric on M compatible with the symplectic form ω. Let {C β | β ∈ B} denote the set of connected components of the critical points of the norm squared of the moment map f = ||µ|| 2 .
Let {S β | β ∈ B} denote the corresponding stratification of M . Let φ t denote the flow of −∇f . Then for each β ∈ B φ ∞ :
is a well-defined continuous map. More generally,
Remark 2.2. The compactness assumption on M can be weakened to an assumption that the moment map µ : M → k * is proper without any changes in the proof.
Proof. Fix a connected component C β of critical values of f and the corresponding stratum S β . Let b = f (C β ). As was pointed out by Lojasiewicz [Lo2] the key to proving the existence of φ ∞ and its continuity properties is the following estimate.
Proposition
The proof of the proposition, in turn, uses two facts.
Lemma 2.4. Let µ : M → k * be an equivariant moment map for an action of a compact Lie group K. Then in a neighborhood of any point of M there are coordinates in which the moment map is real analytic.
Proof. This is an easy consequence of the local normal form theorem of Marle [M] and of GuilleminSternberg [GS] for moment maps and of the fact that compact Lie groups are real analytic. To state the local normal form theorem we need to set up some notation. Let x ∈ M be a point, G x be its isotropy group with Lie algebra g x , G α the isotropy group of α = µ(x) with Lie algebra g α . Fix a G x -equivariant splitting
and thereby the embeddings g * x ֒→ g * and (g α /g x ) * ֒→ g * . Theorem 2.5 (Marle, Guillemin & Sternberg) . There is a finite dimensional symplectic representation V of G x , the associated quadratic homogeneous moment map µ V : V → g * x , a neighborhood U of the orbit G · x ⊂ M , a neighborhood U 0 of the zero section of the vector bundle
Here Ad † denotes the co-adjoint action and [g, η, v] denotes the orbit of
Since G is a compact Lie group, it is analytic. It follows that there are coordinates on G × Gx ((g α /g x ) * × V ). making µ • φ into an analytic map.
Lemma 2.6 (Lojasiewicz gradient inequality ). If f : R n → R is a real analytic function then for every critical point x of f there is a neighborhood U x of x and constants c x > 0 and α x , 0 < α x < 1, such that
Here || · || denotes the standard Euclidean norm.
Proof. This is Proposition 1 on p. 92 of [Lo] . Alternatively see Proposition 6.8 in [BM] .
Remark 2.7. Since any Riemannian metric on a relatively compact subset of R n is equivalent to the Euclidean metric, the inequality (2.2) holds for an arbitrary Riemannian metric on R n with the same exponent α x and possibly different constant c x .
We now proceed with the proof of Proposition 2.3. By Lemmas 2.4 and 2.6, for each critical point x ∈ C β there is a neighborhood U x in M and constants c x > 0, 0 < α x < 1 such that (2.2) holds for all y ∈ U x . Since C β is compact, there are finitely many points x 1 , . . . , x n ∈ C β with
For any y ∈ S β we have φ t (y) ∈ S β for all t. Also by definition of S β
Then, since f is proper, there is D > 0 so that
Hence for any y ∈ S β there is τ (y) so that
Now fix y ∈ S β . Then for t > τ (y)
Hence for any t 1 > t 0 > τ (y)
This proves the proposition.
Next we argue that the limit of φ t (y) as t → +∞ is a single point. Denote by d the distance on M defined by the Riemannian metric. Then
As t → +∞ the last expression converges to 0. Therefore, by the Cauchy criterion, lim t→+∞ φ t (y) does exist, i.e., φ ∞ (y) := lim
is a well-defined map.
We argue that φ ∞ : S β → C β is continuous. Given x ∈ S β and ε > 0 we want to find δ such that
for any y ∈ S β . If we take the limit of both sides of (2.4) as t 1 → +∞ we get
for all y ∈ S β and all t sufficiently large, where
Choose t > 0 so that
with δ 1 to be determined later. Then
With t fixed as above, choose δ > 0 so that y ∈ S β and d(x, y) < δ ⇒ (2.6) d(φ t (x), φ t (y)) < δ 1 .
and (2.7)
This can be done because both z → φ t (z) and
and so
Putting (2.5), (2.6) and (2.8) together, we get
Finally it follows from the argument above that for any y 0 ∈ S β and any ε > 0 there are δ > 0 and D > 0 so that
is continuous. That is, S β deformation retracts onto C β . This concludes our proof of Theorem 2.1.
An example
We end the paper with an example of a gradient flow with non-trivial omega-limit sets. Naturally, in the function in question is not locally analytic. That such examples exist is a folklore. The particular example below is from a preprint of Absil, Mahony and Andrews [AMA] .
Example 3.1. We will work in polar coordinates and look for a C ∞ function in R 2 {0} with the following property: its gradient vector field has a trajectory whose omega-limit set is the circle {(r, θ) | r = 1}, where (r, θ) denote the standard polar coordinates. In particular we want a function with a gradient trajectory of the form (r(t), θ(t)) where θ(t) = 1 1 − r(t) 2 and r(t) increases to 1 as t → +∞. The guess that Absil et al. make is to look for a function of the form f (r, θ) = e We want k(r) to vanish at 0 and we want ∇f to be tangent to the curve {θ(1 − r 2 ) = 1}, i.e., tangent to the 1-level set of the function h(r, θ) = θ(1 − r 2 ). Recall that ∇f = ∂f ∂r ∂ ∂r + 1 r 2 ∂f ∂θ ∂ ∂θ .
We now consider the equation 0 = ∇f (h)| h=1
and solve for k. The answer is k(r) = 4r 4 4r 4 + (1 − r 2 ) 4 . .
