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Introduction
The monitoring of any process output demands an early detection of shifts in the process parameters. The shift may be in process variability, process mean level or both. The variability of any process is controlled first, followed by controlling of the mean level. In the 1920s, Walter A. Shewhart introduced the idea of control charts to monitor any process for variability or process mean level. The commonly used control charts for monitoring process variability are the R chart, the S chart and the S 2 chart and for process mean level are theX chart, the median chart, the trimmed mean chart and the mid-range chart.
For an improved monitoring of a quality characteristic of interest, the idea of exploiting correlation of the characteristic of interest with some other associated quality characteristic(s) had been used in the form of cause-selecting and regressionadjusted control charts, e.g. Mandel (1969) , Zhang (1984 Zhang ( , 1985 , Hawkins (1991 Hawkins ( , 1993 , Wade and Woodall (1993) and Shu, Tsung and Tsui (2005) . The causeselecting and regression-adjusted control charts are constructed for a quality characteristic of interest after adjusting for the effect of some associated characteristic(s) *riaz76qau@yahoo.com (i.e. the residuals are obtained and used for monitoring the quality characteristic of interest).
By identifying and observing some auxiliary variables along with the variable of interest, the information on the relationship between auxiliary variables and variable of interest can be used to improve the precision with which parameters are estimated. Riaz (2008) introduced the idea of using information on an auxiliary characteristic in control charts for improved process monitoring. He considered the information on an auxiliary characteristic X for the improved monitoring of variance of a quality characteristic of interest Y. He proposed a regression-type estimator for variance of Y to capitalize on the correlation between Y and X and recommended its use in control charts for improved monitoring of variance of Y. He claimed the superiority of his proposed V r chart to the well-known Shewhart control chart for variance (i.e. S 2 chart), conditioned on | yx | [where yx is the correlation (linear relationship) between Y and X ].
There are different classifications, in quality control literature, of control charts, e.g. according to the type of data, sample size, type of control, etc. Farnum (1994) classified two basic types of control: threshold control and deviation control. Threshold control is concerned with detecting the large shifts, whereas deviation control is concerned with detecting the small shifts in the process parameters. The Shewharttype control charts are regarded as threshold control charts, while non-Shewhart control charts, (e.g. CUSUM and EWMA charts) are regarded as deviation control charts. In this study, the information about a single auxiliary characteristic X is introduced for the improved monitoring of the process mean level of a quality characteristic of interest Y following Riaz (2008) . Assuming bivariate normality of (Y , X ), a Shewhart-type process mean control chart, namely M r chart (a threshold control chart), is proposed which is based on the regression estimator of process mean level. The focus of the proposed chart is on phase I quality control. The regression estimator for mean of Y , using a single auxiliary variable X , is defined for a bivariate random sample (y 1 , x 1 ), (y 2 , x 2 ), . . ., (y n , x n ) of size n as:
whereȳ is the sample mean of Y ,x is the sample mean of X , x is the population mean of X (assumed to be known) and b is defined as:
where r yx is the sample correlation coefficient between Y and X , s x is the sample standard deviation of X and s y is the sample standard deviation of Y. In the following sections: (i) design structure of the proposed M r chart is developed for improved monitoring of process mean level of Y , following the work of Pappanastos and Adams (1996) and Riaz (2006) ; (ii) power curves are constructed, as a performance measure, for the proposed M r chart, following Nelson (1985) and Riaz (2008) ; (iii) performance of the proposed M r chart is compared with those of some existing control charts (like Shewhart's well-knownX chart, cause-selecting and regression-adjusted charts) used for the same purpose, following Tuprah and Ncube (1987) , Acosta-Mejia, Pignatiello and Rao (1999) and Riaz (2008) ; and (iv) finally, an illustrative example to explain the working of the proposed M r chart is also given.
The proposed chart
Assuming bivariate normality of (Y , X ), a relationship between y (the unknown process mean of quality characteristic of interest Y which is to be monitored) and M r [the regression estimator of y defined in (1)] is required to develop the structure of the M r chart. Let (y 1 , x 1 ), (y 2 , x 2 ), . . ., (y n , x n ) be a bivariate random sample of size n from a bivariate normal distribution, and let C be the random variable that defines a relationship between y and M r as:
where y is the standard deviation of Y , which has already been controlled using some variability control chart. The relationship defined in (3) helps determining the parameters (i.e. centerline, lower and upper control limits) of the proposed M r chart. Now, if the distributional behavior of C is known then the sample statistic M r can easily be used for the testing of hypotheses about shifts in y . When (Y , X ) follow bivariate normal distribution, the distributional behavior of C depends only on yx (the correlation between Y and X ) and n. The distributional behavior of C, in terms of its mean, standard error and quantile points, is required for the development of the M r chart, and is explored in the following paragraphs when (Y , X ) follow a bivariate normal distribution.
First, for mean, applying expectations to (3) gives:
Here, E(M r ) can safely be replaced by its estimateM r (the mean of sample M r s) using an appropriate number of random samples, as discussed in Hillier (1969) and Yang and Hillier (1970) , from the process under study when the process is in the state of statistical control [just likeR replaces E(R) for the R-chart]. Thus, from (4), an estimate of y , after rearranging and simplifying the terms, is given as:
The regression estimator M r is generally a biased estimator of the population mean y , but the bias vanishes when the relationship between Y and X is linear (see Sukhatme and Sukhatme, 1984, p. 238) . So, for the case of bivariate normal (Y , X ), M r is unbiased for y and hence E(C) = 0. Thus, (5) results into the following:
Also, from (4), we have:
Replacing the estimate of y [given in (6)] in (7) gives:
Second, for standard error, let the standard deviation of C (i.e. C ) be
It is not easy to get the analytical results for k 2 because E(M 2 r ) is difficult to obtain analytically. So, the simulation results are obtained for k 2 in this paper (in practice, simulation methods are often used to evaluate the expectation of a statistic, see Ross, 1990) . The coefficient k 2 depends entirely on yx and n, in the case of bivariate normal distribution. Using 10,000 random samples generated from a standard bivariate normal distribution, without loss of generality, the results of k 2 have been obtained, for different combinations of yx and n, 1000 times each (for a detailed discussion regarding the number of simulations needed in control chart studies, see Schaffer and Kim, 2007) . Based on these results, the mean values of k 2 , along with their respective standard errors, are provided in Appendix Table A1 for n = 5, 6, . . ., 15, 20, 25, 30, 50 , 100 at some representative values of yx . The similar results can easily be obtained for any combination of yx and n.
In addition, taking variance of C and then simplifying finally gives the expression for C as:
where M r represents the standard deviation of distribution of sample statistic M r . Using (9) in (10) and rearranging yields the following result for M r :
Substituting estimate for y in (11), the estimate for M r is given as:
whereˆ y is controlled estimate of process standard deviation y which can be obtained from some variability control chart. An approximation for M r , when (Y , X ) follows a bivariate normal distribution, is given as (see Sukhatme and Sukhatme, 1984, p. 267) :
Consequently,
Asymptotically, and even for the smaller values of n, the approximation (14) works well, as can be seen from Appendix Table A1 , e.g. for n = 20 and yx = 0.70, we have k 2 = 0.7373 (from Table A1 ), whereas relationship (14) gives k 2 0.7348. The two results are very close to each other, which show the good approximation ability of result (14).
Lastly, for the quantile points of the distribution of C, let C a represents the ath quantile point of the distribution of C (i.e. the point where C completes a% area). The analytical results for C a are difficult to obtain; so, the simulation results are obtained for C a . For a bivariate normal distribution of (Y , X ), the quantile points of the distribution of C depends entirely on yx and n. Using the same 10,000 simulated random samples, the results of C a have been obtained (like quantile points of W = R/ that determine the values of control limits of R chart and power of the chart) for different combinations of yx and n, 1000 times each. Based on these results, the mean values of some commonly used quantile points, along with their respective standard errors, are provided for n = 5, 6, . . ., 15, 20, 25, 30, 50, 100 in Appendix Tables A2-A11 at some representative values of yx . The similar results can easily be obtained for any combination of yx and n. These quantile points help determining the control limits and the power of the proposed M r chart to detect shifts in process mean level for the quality characteristic of interest Y. The distributional behavior of C is not symmetrical, at least for small values of n, as obvious from Appendix Tables A2-A11. Asymptotically, C is normally distributed,
. Now, based on the results obtained in section 2, the parameters of the proposed M r chart are discussed in section 3.
Parameters of proposed chart
The central line (CL), lower control limit (LCL) and upper control limit (UCL) are the three parameters of any Shewhart-type control chart. There are two approaches to express these parameters, namely probability limits approach and 3-sigma limits approach. In case of asymmetric distributional behavior of the relevant estimator, the probability limits approach is preferred. If the distributional behavior of the relevant estimator is nearly symmetric, then 3-sigma limits approach is a good alternative. The parameters of the proposed M r chart using both the approaches are expressed in sections 3.1 and 3.2.
Probability limits approach
The valueM r corresponds to CL of the proposed M r chart, just likeR for R chart provided in Alwan (2000, p. 347) andS for S chart provided in Alwan (2000, p. 362) . Assuming the probability of making a type I error to be less than a specified value say , the control limits (which are actually the true probability limits) for the proposed M r chart are defined as:
where = l + u and P n represents the cumulative distribution function for a given value of n. Now using (3) and (6) in (15) and simplification finally gives the following:
Thus, the quantile points of the distribution of C, the average of sample M r s (i.e. M r ) andˆ y (a controlled estimate of process standard deviation y ) allow setting the true probability limits for the proposed M r chart.
3-Sigma limits approach
If normal approximation to the distribution of C is used, then the parameters of M r chart with the usual 3-sigma control limits are given as:
Using (12) in (17) gives the following result:
where the values of k 2 are provided in Appendix Table A1 . The validity of these 3-sigma limit-based parameters of the proposed M r chart depends on how close the normal approximation is to the true distribution of C. After deciding the control structure, for a given significance level, by either the probability limit approach or the 3-sigma limit approach, the sample statistic M r is plotted against time order of the samples. If all the sample M r s lie within control limits, there is reasonable evidence to conclude that there is no shift (particularly of larger amount) in the process mean level and the process is stable atM r . Otherwise, some assignable cause(s) is/are at work, causing a shift in the process mean level.
To address small and moderate shifts, using the developed structure of M r chart, the runs rules (as discussed by Nelson, 1984 , Wheeler, 1995 and Does and Schriever, 1992 ) may be supplemented to its basic structure. As a result, the risk of false alarms is increased.
Comparisons
In this section, some comparisons of the proposed M r chart are made with wellknown ShewhartX chart (as the characteristic of interest is denoted by Y in this study, the nameȲ chart will be used instead of theX chart later in this paper) and cause-selecting charts of Zhang (1984) and Wade and Woodall (1993) . As the focus of the proposal is on phase I quality control, power curves have been used as 
M r chart vs.Ȳ chart
Using the parameters for M r andȲ charts, as given in (16) and Alwan (2000, p. 394) , respectively, the performance of the M r chart has been compared with that of theȲ chart in terms of discriminatory power. As the distributional behavior of C is not symmetrical, at least for smaller values of n, we have preferred to use the probability limits approach for the two charts to set control limits for a given significance level ( ). Using the respective control structures of the two charts, the control limits of M r andȲ charts have been obtained for different combinations of yx and n, using different significance levels, and power curves for the two charts have been constructed. The power curves, for n = 15, are produced here for some values of yx in Figure 1 (using = 0.01).
In Figure 1 , the curve referred to asȲ represents the power curve of theȲ chart, while the curves referred to as M r 0.10 , M r 0.30 , M r 0.50 and M r 0.70 represent the power curves of the M r chart when | yx | is 0.10, 0.30, 0.50 and 0.70, respectively. The similar behavior is observed for the other values of n. It has been observed that the discriminatory power of the M r chart is higher than that of theȲ chart and the gain in terms of discriminatory power for the M r chart keeps increasing with an increase in | yx | , as can be seen in Figure 1 .
M r chart vs. cause-selecting and regression-adjusted charts
The cause-selecting and regression-adjusted control charts exploit the correlation between Y and X in the same fashion (i.e. both types of charts are constructed for a quality characteristic of interest Y after adjusting for the effect of some correlated characteristic X ); so, the comparisons of the proposed M r chart are made only with the cause-selecting charts. In this paper, the performance of the M r chart is compared with those of cause-selecting approaches proposed by Zhang (1984) and Wade and Woodall (1993) . Wade and Woodall (1993) proposed prediction limits by modifying Zhang (1984) limits. They computed the powers of detecting shifts in y for given x, using Zhang's limits and their proposed prediction limits. Particularly, they considered n = 50, = 0.006, 2 y = 2 x = 1 and computed the powers for detecting different shifts in y for given x, using Zhang's limits and their proposed prediction limits. They claimed slightly better performance of their proposed prediction limits than Zhang's limits, for detecting shifts in y for given x. For the same environment (i.e. n = 50, = 0.006, 2 y = 2 x = 1), the powers are computed using the control limits of the proposed M r chart of this paper. The same shifts in y for given x have been considered, as were considered by Wade and Woodall (1993) for Zhang's limits and their proposed prediction limits. The powers are then plotted against different shifts in y given x for Zhang (1984) limits, Wade and Woodall (1993) prediction limits and the limits based on the proposed M r chart of this paper. The resulting power curves are shown in Figure 2 using yx = 0.90 for comparison purposes. A similar pattern of power curves has been observed for yx = 0.50 as well.
In the following figure, the curves referred to as '1', '2' and '3' are of Zhang's limits, Wade and Woodall's prediction limits and the M r chart-based limits, respectively.
It has been observed that in terms of the discriminatory power, (i) the prediction limits of Wade and Woodall (1993) are slightly better than Zhang's (1984) (as claimed by Wade and Woodall, 1993) ; (ii) the proposed M r chart-based limits of this paper are slightly better than those of Wade and Woodall (1993) , as obvious from Figure 2 . This improved performance of the proposed M r chart-based limits may be due to the dual exploitation of the correlation between Y and X [once in estimating b of (1) and then in computing M r defined in (1)]. These results may easily be claimed for the M r chart relative to Hawkins (1993) regression-adjusted charts at least for the processes without cascade property (see Hawkins, 1993) due to the similar structure of these charts.
An illustrative example
To illustrate the application of the proposed M r chart, let us consider the data considered first by Constable et al. (1988) and then by Wade and Woodall (1993) on X = ROLLWT and Y = BAKEWT. They considered the paired information on (Y , X ) and used X to find the fitted valuesŶ and then residuals Y −Ŷ by fitting the least square regression line of Y on X when the process is assumed to be stable (in control). They used first 45 data points (which are from a stable state of the process) to find the fitted valuesŶ . After capitalizing on the relationship between Y and X this way, the residuals (i.e. Y −Ŷ ) were computed for the improved process monitoring for Y. We consider here the same data set by giving the role of auxiliary variable to X and the role of characteristic of interest to Y. The same first 45 stable data points on (Y , X ) are used and the mean values, standard deviations and correlation between Y and X are computed. These are mean(Y ) = 201.18, mean(X ) = 210.24, SD (Y ) =1.17, SD (X ) =1.23 and corr(Y , X ) = 0.54. As these results are obtained from stable points of the process, we assume here these estimates as the true parameter values just for illustration purposes (i.e. y = 201.18, x = 210.24, y = 1.17, x = 1.23 and yx = 0.54). Assuming bivariate normality of (Y , X ) and considering x = 210.24 to be the known mean value of auxiliary variable X , 10 bivariate random samples (ideally these should be 20-30 initial random samples as recommended by Shewhart, but for convenience we have considered only 10 here) each of size 10 are simulated from the bivariate normal distribution, i.e. N 2 ( y , x , y , x , yx ). The inspiration for this approach of simulation is taken from Singh and Mangat (1996, p. 221) . The simulated data contains 90% values from N 2 (201.18, 210.24, 1.17, 1.23, 0.54) and 10% values from N 2 (203.18, 210.24, 1.17, 1.23, 0.54) (i.e. the data is contaminated for y ). The resulting data set of 10 bivariate random samples (Y , X ), each of size 10, is given in Appendix Table A12 . Now, the objective is to see whether the M r chart is able to detect the contamination in the data The sample statistics M r and R y for the data set given in appendix or not? For this purpose, the sample statistics M r and R y (i.e. sample ranges for Y ) are computed for these 10 samples and are given in the preceding table. Based on the results of the above table, the control limits for the M r chart using its control structure given in (16) are given as (using = 0.02):
whereˆ y =R y /d 2 = 3.938/3.078 = 1.2794, C .01 = −2.1391. The M r chart using the control limits given in (19), for the simulated data set of Appendix Table A12 , is given in Figure 3 .
The sample statistic M r , on its control chart, falling outside lower and upper control limits refers to some assignable cause(s) in the process at that time point. The M r chart gives signal of some assignable cause(s) for sample at time point 9 in the simulated data set.
Conclusion
The proposal of this study is a Shewhart-type control chart for stage I quality control. The proposed M r chart uses the information on a single auxiliary variable and capitalizes on its correlation with a quality characteristic of interest for the improved monitoring of the mean level of the quality characteristic of interest. It has been observed that the performance of the M r chart, in terms of the discriminatory power, keeps improving with an increase in yx . In addition, comparisons with the conventional, cause-selecting and regression-adjusted control charts have proven a superior performance of the proposed M r chart, in terms of the discriminatory power, for detecting shifts (especially of moderate and larger amount because Shewhart control charts target such shifts) in the process mean level for Y (i.e. y ). Y 200.95 201.65 201.76 200.14 199.36 199.55 199.75 201.20 199.16 199.91 X 212.17 210.69 209.30 209.60 206.72 209.72 209.94 210.41 208.13 208.53 10 Y 199.92 200.85 201.38 201.92 201.29 201.11 199.78 203.12 203.60 201.04 X 208.93 210.28 210.57 210.31 209.22 210.51 209.29 210.02 212.12 210.14 
