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1. Competitive and cooperative concurrency
We assume that a system consists of components (programs, processes, tasks,
threads, objects, etc.) which can be executed concurrently and which can
communicate during this execution.
There are a lot of sophisticated facilities to support interaction. It can exist in
the forms of message passing, signals, rendezvous, variable sharing; it can
occur together with the control flow movement when information is
transferred between components as a set of parameters (remote procedure
calls); it can be synchronous or asynchronous, etc.
We will follow the generalized classification of concurrent systems that is
arrived at in [1]. Three categories of these are outlined here; they are
independent, competing and cooperating systems.
Generally speaking, competitive concurrency exists when two or more
components are designed separately and use the same system resources
(which are components as well). So, the former have to compete for the latter
and keep them at their disposal till there is no more need in them.
Some examples of competitive concurrency are the use of OS resources, data
servers, files, DBMSs, objects (buffers, stacks, mails) in concurrent object-
oriented programming. Normally, components compete for a resource
(server) which knows nothing about the components that can use it. It can
serve any clients if it is not busy.
Cooperative concurrency exists when several components cooperate, i.e. do
some job together and are aware of this. They can even communicate by
resource sharing, but the important thing is that they have been designed
together, cooperate to achieve their joint goal and use each other's help. They
synchronize their execution and can wait for the information computed by
another cooperating component. They are equal. In order to cooperate, they
have to share some knowledge (of a name) which would be representative of
their cooperation. This can be each other's names or the name of the
information that they exchange. Some examples are: parallel computation,
control systems, systolic algorithms, etc. Note that a client and its server
should be regarded as a cooperating pair but two clients of a server as a
competitive one.
It is clear that the choice between competitive and cooperative concurrency is
made by system designers. The same or a similar system can be thought of
differently and designed using either concurrency. Say, a producer and a
consumer can be designed as being in competitive relation if they know
nothing about each other and if the only goal of the producer is to put each
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produced item into a store, and that of the consumer is to take it out of this
store. In this case, both of them work with a lesser degree of synchronization.
Obviously, they can be designed within cooperative concurrency if, for
instance, the producer does not start producing the next item before it has
some 'feedback' from the consumer about consuming the previous one. This
assumes some information exchange between concurrent components, the
coordination of their behaviour and the existence of some global predicate
(which can serve as 'the joint goal' above) which could be satisfied better
within a cooperative system.
Note that although a communication facility can be more often used for a
particular kind of concurrency, yet, generally speaking, it would be wrong to
say that the latter is determined by the former. A particular facility can be used
for either concurrency implementation; it is just a means for expressing the
system designer's intentions.
2. Concurrency units. Atomic transactions
There are several reasons why special facilities for programming competitive
concurrency were developed. First of all, these are providing recovery and
facilitating system design and implementation. Nowadays these special
facilities very often exist in the form of atomic transactions [2] that offer
programmers a very powerful scheme which takes care of several properties.
The isolation (serializability) property plays a major role in providing
competitiveness: the designer of a component knows nothing about other
components competing for the same resources; this competition is hidden and
does not affect the component design in any way; it is guaranteed that even
when several transactions are executed simultaneously, they do not affect each
other, and the recovery of any of them is separated from the execution of the
others.
The atomic transaction scheme is well known and well researched. It relies on
three standard operations: start, abort and commit transaction, which
represent the boundaries of an atomic transaction. Within these boundaries, all
resources needed for a component are treated in a special way (e.g. they can
be at the exclusive disposal of the component). An atomic transaction
encompasses several operations over a resource and, in this sense, it is a
concept of a higher level than any individual operation (communication).
The atomic transaction scheme is widely spread in the systems used in practice;
this situation can be characterized as highly satisfactory. There have been a lot
of successful attempts to introduce atomic transaction facilities into languages,
programming and operating systems, etc. All DBMSs rely on the atomic
transaction scheme heavily; there are many distributed atomic transaction
systems in use, etc.
Thus, we know how competitive concurrency should be structured. The
situation that exists in cooperative concurrency is quite the contrary. There are
no constructions/tools in common use to describe a unit of cooperative
concurrency on the level of concurrent languages (to take any of them:
OCCAM, Ada, Modula-2, Concurrent C++, etc.) or within a concurrent system
(when this concurrency is represented by a set of calls for starting, completing,
synchronizing concurrency).
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As we mentioned above, a particular communication facility can be used for
either concurrency implementation. A design intended either for competitive
or cooperative implementation can be expressed appropriately with the help
of the facilities of a higher level: atomic transactions for competitive
concurrency and some units (which we will discuss in the following Section)
for cooperative concurrency.
3. Cooperative concurrency units
What are the units of cooperation? Do we need them? These units are
intended first of all for recovery (as well as atomic transactions) and for system
structuring (i.e. for simplifying the system design). The latter is more
important for a cooperative concurrent system because it is more difficult to
structure a system consisting of several components correctly without using
these units. This could be rather error-prone. This structuring should offer
designers a new level of coping with the system complexity.
With cooperative concurrency, one cannot rely on the recovery of just one
component because all components of a unit should be recovered. A
cooperative recovery should be provided. The reasons are as follows: these
components exchange information freely; they are designed together to
achieve their joint goal; they can be specified together; they can have a joint
acceptance test to ensure correct execution; their recovery can be designed
together as well.  So, all of them are to be involved in the recovery if one of
them has failed.
Unfortunately, there have been few attempts to introduce a unit of
cooperation. All of them were made by researchers working in software fault
tolerance (software diversity). They realize that there is no way of avoiding
this problem. A basic description of a computational model of these units was
discussed by B.Randell [3]. He introduced the concept of the conversation
which proved to be fundamental for all research in the field of software fault
tolerating for concurrent cooperative systems. Schemes relying on this concept
are intended to provide joint recovery of several cooperating processes on the
basis of software diversity.
Processes enter a conversation asynchronously; a recovery point is established
in each of them. They freely exchange information within the conversation but
cannot communicate with any outside process. When all processes
participating in the conversation have come to the end of the conversation, the
acceptance test is to be checked. If it has been satisfied, the processes leave the
conversation (thus, they can leave the conversation only at the same time).
Otherwise they restore their states from the recovery points. Should any
process fail during the conversation execution, all the other processes are
rolled back to their recovery points as well. Several alternates are to be
implemented for each process. A second alternate is attempted in each process
after the state restoration. The conversation may be nested; in this case a
subset of processes from the outmost conversation participate in it.
Since this publication [3], several schemes have been proposed:  colloquies [4],
FT-Actions [5], conversations with rapid/selective recovery [6], exchanges [7],
four schemes for a language with monitors [8], etc. All of them are intended
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for software fault tolerance. But if we ignore this, we can see that they
constitute new approaches to concurrent software structuring. All these
constructions describe different forms of cooperative concurrency units. They
offer a new level of concurrency coordination. The required properties of
these units are very similar (or, from some researchers' point of view, even
the same) to those of atomic transactions, and these units of cooperative
concurrency are very often called atomic actions (see [9, 5, 10]). Of these
properties we would like to mention atomicity which allows to facilitate
designing the entire system and providing fault tolerance.  Atomicity is
understood here in the common all-or-nothing sense.
All these schemes offer an opportunity to declare software diversity because
they are intended for tolerating software faults.  We will not consider this
aspect of structuring concurrency but will concentrate on the discussion of unit
properties themselves.  We believe that these units can be used for purposes
other than structuring software diversity. This is a highly efficient method of
cooperative system design, and these units are the framework in which these
systems should be thought of: participants-components should enter and leave
them (the latter should be done simultaneously to guarantee the unit
properties); they should communicate within a particular unit; the nested unit
should include only a subset of components from the outermost one; the
execution of each unit is atomic for the outside components; these have no
access to the intermediate states of participants; the participants are designed
to cooperate and to be recovered within these units, etc. Each of these units
encompasses several occurrences of communication between their
participants; it is a unit of cooperation in the system, i.e. a building block of the
cooperative system design.
As far as system recovery is concerned, these units are the only way of coping
with the complexity of this objective. One cannot write a program that will
tolerate any possible fault in different ways depending on the peculiarities of
each program point where it can arise. A certain unit of identical fault tolerance
behaviour (error detecting and recovering) should be introduced.  This is the
basis of all existing fault tolerance schemes:  exceptions, recovery blocks,
conversations, N-version programming, etc.
There is an evident lack of these units for any cooperative concurrent system
design. But it is only researchers in software fault tolerance for these systems
who are aware of this and have had to invent them. As a result, few
programmers use them; it is far from being a common practice. Programmers
do not design systems within this paradigm. They even do not know these
units exist.
An obvious reason is well known. It is neglecting software fault tolerance.
Most research in fault tolerance concentrates on tolerating hardware faults
(take any proceedings of FTCS or Distributed Computer System Symposiums
and compare the percentages of papers). It looks as if there were no design
faults. But the situation is just the opposite (see, for instance, [11, 12]).
The existing fault tolerance schemes (including those mentioned above) offer a
wide range of approaches to system structuring, and it is hoped that they meet
all existing needs, starting from the 'tightly coupled' cooperation (fork-joint) of
components (the concurrent recovery block scheme in [8]) to the 'loosely
ACM Op.Sys.R., 1995, July 5
coupled' concurrency with a non-fixed set of components participating in a
unit (the colloquy scheme in [4]). In between there is, for instance, a scheme
with a static declaration of the list of all components (processes) participating in
a unit (FT-Actions [5]). These schemes offer several ways in which these units
can be declared and nested, their participants can enter and leave them, etc.,
and describe the peculiarities of design methodologies (cooperative system
design), linguistic aspects and run-time execution. Note that these schemes
often offer some extensions to the original conversation concept or,
sometimes, restrict it for some reasons (above all, for practicality).
As an example, we shall briefly consider the FT-Action scheme [5].  An FT-
Action is a unit of cooperation and recovery. It is identified by a static
declaration of the participant list. All participants enter and leave the FT-Action
together. FT-Action F1 can be declared as follows:
F1 : FT-Action with (P1,P2,...,Pn)
where P1,P2,...,Pn are processes participating in F1. Each process Pi
should contain this statement:
Pi :: ...
     FT-Action F1
      <code>
      end
      ...
which describes its participation in FT-Action F1. The execution of an FT-
Action is atomic because the participants establish the recovery points when
they enter it and because they communicate only with each other (the
compiler and the run time system are to guarantee this). FT-Actions can be
nested. Thus, FT-Actions offer a way of structuring cooperative concurrency
based on (i) information and inter-process communication hiding and (ii) using
nested units to build multilevel hierarchical cooperative system.
There is very important research about the duality of units for cooperative and
competitive concurrency [9]. We believe this is quite a separate topic. This
paper rightly pointed out the duality of the units structuring competitive and
cooperative concurrency.  There are three important points we would like to
mention here.  First of all, this duality should not be regarded as identity; we
would say that it means difference above all.  Secondly, the choice of a
paradigm is not always based on the practicality reasons but on some 'human'
factors; so, as designers have got used to the transaction paradigm, they will
use it even though it is more efficient to use a form of cooperative
concurrency. This is often so due to the underdevelopment and
underestimation of cooperative concurrency design. Thirdly, both paradigms
will exist; one cannot substitute one for the other, and it would be important to
find the real reasons why using one of them is more beneficial for a given
system than the other.
4. Concurrent object oriented programming
The object oriented paradigm finds an increasing number of practical
applications. But the situation is not so cloudless in concurrent object oriented
programming [13]. Vastly different approaches have been proposed, starting
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from one introducing an orthogonal for the object concept of a task to those in
which all objects are active immanently. This variety generates a difficult
situation in cooperative concurrency structuring, which is manifested in the
absence of software fault tolerance schemes for concurrent object oriented
systems. Note that the atomic transaction paradigm has travelled into the
object oriented programming very successfully because there is no need in an
explicit concept of concurrent components and their grouping and structuring.
We believe that this is a very important direction of research both in software
fault tolerance and in concurrent object oriented programming. There is a
challenge here in introducing cooperation units (which can include diversely
implemented components) in terms of object-oriented programming. That is
why a cooperation of tasks or threads should be regarded as not quite
relevant to this paradigm. Some preliminary results can be found in software
fault tolerance research. One approach is to consider a set of methods from
different objects as a unit of cooperation and to control (and to declare) this
unit as a service 'conversational' object [14]. In this case, objects participate in a
unit of cooperation, and this unit is itself an object.
5. Conclusions
There is an urgent need to extend the practice of designing and programming
concurrent cooperative systems/languages. This extension has to rely on
using structural units describing parts of the joint execution of cooperative
components. This could allow to facilitate the design/implementation of
cooperative concurrent systems because this is a sound reason for concurrent
software structuring and because of the atomicity of units.
Besides, there will be a feedback for the system software fault tolerating which
would be easier and more natural for those systems whose design is based on
these units of cooperation. They could be the units of diverse implementation
as well. In this case, implementing systems with diversity could become a
wide-spread common practice rather than an exotic, expensive and exceptional
effort, acceptable only for space crafts and missile control.
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