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We apply the theory of martingale transforms to study the BeurlingAhlfors
transform, S, in dimensions n2. This operator reveals a rich structure through its
representation as a martingale, and we obtain new results concerning the operator
norm of S acting on the class of differential forms having L p coefficients. In par-
ticular, we show that its norm is independent of the dimension when restricted to
k-forms and we present new ‘‘Esse n-type’’ norm inequalities related to this mar-
tingale structure. Finally, we suggest a purely analytic method to further investigate
these norms which up to now has been lacking.  1997 Academic Press
Contents.
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0. INTRODUCTION AND MAIN RESULTS
The classical complex BeurlingAhlfors transform and its generalization
to an operator on differential forms in several dimensions play a fundamen-
tal role in the study of quasiconformal mappings, as is evident in the semi-
nal papers of Donaldson and Sullivan ‘‘Quasiconformal 4-manifolds’’ [9],
and Iwaniec and Martin, ‘‘Quasiregular mappings in even dimensions’’ [15].
An open problem of considerable importance is the identification of the L p
norms of these operators. These norms provide information on the regular-
ity of quasiregular mappings and yield conditions for removability of
closed sets under such maps. Identification of these norms would also have
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important implications for the existence of minimizers of conformally
invariant energy functionals and for regularity of solutions to the gener-
alized Beltrami system. We refer the reader to [1, 1418] for further dis-
cussion on these connections.
The BeurlingAhlfors transform, both in the complex plane and in
several dimensions, is a Caldero nZygmund singular integral of even
kernel for which analytic techniques (method of rotations, transference
methods, etc.) have so far failed to provide good estimates for their norms.
The purpose of this paper is to show how some recent and deep martingale
inequalities of Burkholder [7] can be used to obtain new information on
the norms of these operators, and furthermore that these inequalities
suggest ways to proceed analytically. The results in this paper are those
announced in [4, 19].
Before we state these results we recall basic definitions. Throughout the
paper we assume 1< p<. The complex BeurlingAhlfors transform (or
complex Hilbert transform) is defined as
B : L p(C)  L p(C)
(0.1)
(Bf )(z)=&
1
2?i ||C
f (‘) d‘ 7 d‘
(z&‘)2
.
B has Fourier multiplier &! 2|!| 2 and is thus an isometry in L2 by the
Plancherel theorem. For reference, we recall that the Riesz transforms Rj ,
j=1, ..., n on L p(Rn) are defined as the singular integrals
Rj f (x)=
1((n+1)2)
?(n+1)2 |Rn
xj& yj
|x& y|n+1
f ( y) dy,
x=(x1 , ..., xn). The Fourier multiplier of Rj is given by i!j |!|. (See [21,
Sect. III.1].) With the usual identification of R2 and C, one can thus verify
an alternative definition of B,
B=R21&R
2
2&2iR1R2 . (0.2)
The operator B has the basic property that
B b

z
=

z
(0.3)
and if we denote the Laplacian by 2, then
B=4
2
z2
2&1,
where 2&1 is defined as a Green’s potential.
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The permuting of the differential operators in (0.3) motivates the defini-
tion of the generalized BeurlingAhlfors transform S in higher dimensions.
Briefly, S is defined as follows; a more complete description, with a full
explanation of notation, is given in Section 1. For dimension n2, let
Lp(Rn, 4) be the space of differential forms having L p(Rn) coefficients.
Also, let d denote exterior differentiation and $ its adjoint. The Hodge
decomposition of | # Lp(Rn, 4) gives differential forms : and ; in the
Sobolev class of forms having one weak derivative such that |=d:+$;
and d;=$:=0. The n-dimensional BeurlingAhlfors transform of a dif-
ferential form |=d:+$; is then defined as
S|=d:&$;, (0.4)
and, as with B,
S=(d$&$d ) b 2&1.
From the singular integral representation in Section 1, it is seen that S is
weak type (1, 1) as well as an isometry in L2(Rn, 4). Using the
Marcinkiewicz interpolation theorem and a duality argument, this implies
the initial estimate
&S&Lp(Rn, 4)Cn( p*&1), (0.5)
where Cn is at best exponential in n (see [15]). Here, and in what follows,
p*=max\p, pp&1+. (0.6)
Our starting point is the conjecture of Iwaniec and Martin [15]: that
&S&L p(Rn, 4)=( p*&1) (0.7)
for any n2. It is known that &S&L p(Rn, 4)( p*&1) [15]. Moreover, a
proof of (0.7) for n=2 would provide a different proof of the
‘‘GehringReich conjecture,’’ recently proved by Astala [1].
In order to make better estimates on the norm (0.5), Iwaniec and Martin
developed a complex method of rotations in [16]. Briefly, given an opera-
tor T : L p(Rn)  L p(Rn) of certain type, one obtains a norm-increasing
extension of T to T : L p(Cn)  L p(Cn) by extending the Fourier multiplier
of T to a complex-valued function defined on Cn. Then, instead of the
Hilbert transform being integrated over all real directions, the complex
BeurlingAhlfors transform is integrated over all complex directions,
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yielding an integral over the complex projective space CPn&1. From this,
Iwaniec and Martin obtain
&S&L p(Rn, 4)(n+1) &B&Lp(C ) n3
&S&L p(Rn, 41)1+2 &R&p &R&q \n,
(0.8)
where R=(R1 , ..., Rn) is the vector-valued Riesz transform, &S&L p( Rn, 41) is
the norm of the restriction of S to 1-forms, and q is the Ho lder conjugate
of p. The second estimate is interesting because it is independent of n, and
thus a step toward (0.7). However, there are drawbacks to (0.8). First of
all, &B&L p(C ) is not known, and in the case of &S&L p(Rn, 41) , the asymptotics
in p are no longer correct.
Previous study of the interplay between singular integrals and martingale
transforms has been fruitful [2, 3]. In fact, by extending Burkholder’s mar-
tingale inequalities [6, 7], Ban~ uleos and Wang [5] were able to identify
the L p-norms of the Riesz transforms. Moreover, their estimates for vector-
valued Riesz transforms and second order Riesz transforms are independent
of dimension and have the correct asymptotics in p. They also obtain
&Bf &L p(C ){4( p*&1) & f &L p( C ) ,2 - 2 ( p*&1) & f &L p( C ) ,
if f is complex-valued
if f is real-valued,
(0.9)
and
&R&p2( p*&1).
From (0.8) one now sees
&S&L p(Rn, 4)4(n+1)( p*&1) n3
&S&Lp(R , 41)1+8( p*&1)2 \n.
(0.10)
However, the above estimates on &B&L p(C ) and &S&L p(Rn, 4) can be con-
siderably improved by a careful analysis of the structure of the operators
as martingale transforms. This ‘‘martingale structure’’ complements the rich
invariance structure of S found by Iwaniec and Martin in [15]. We begin
with the new estimates for S.
Theorem 1. The norm of the BeurlingAhlfors transform restricted to
k-forms is independent of dimension. In particular, for 1< p<, the
following estimate holds:
&S&L p(Rn, 4k)[4 max(2, min(k, n&k))&2]( p*&1).
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This result not only extends (0.10) to 2kn, but also provides correct
asymptotics in p. However, by allowing the estimates depending on n, one
can sometimes do better. First of all, for even dimensions n, we can
improve the results for n2-forms. This is of interest in [15]. Second, we
can combine estimates to get a sharper result for the norm of the full
operator.
Theorem 2. For 1< p< and n even, the restriction of S to n2-forms
satisfies
&S&L p(Rn, 4n2)(n+2)( p*&1).
Moreover, the norm of the full operator satisfies
(n+2)( p*&1), if 2n14 and even
&S&Lp( Rn, 4){(n+1)( p*&1), if 3n13 and odd(4n3&2)( p*&1), otherwise.
For the operator B we have
Theorem 3. For a, b # C such that |a| 2+|b| 2=2, set
Ta, b=aR21+bR
2
2+i(a&b) R1 R2 .
Then for f # L p(C), 1< p<,
&( |Bf | 2+|Ta, b f | 2+|2 f | 2)12&Lp( C )4( p*&1) & f &L p(C ) .
The following corollary exhibits the improvement that can be made
in (0.9).
Corollary 1. Let { be the conjugation operator {( f )= f . Then for
f # L p(C), 1< p<,
&( |Bf | 2+|{B{f | 2+|2f | 2)12&L p(C )4( p*&1) & f &Lp(C ) , (0.11)
and
&Bf &Lp(C )(16( p*&1)2&4)12 & f &L p(C ) .
Moreover, for 1< p2 at least one of the following holds:
(1) &Bf &L p(C )(8( p*&1)2&2)12 & f &L p(C )
(2) &Bf &L p(C )(8( p*&1)2&2)12 & f &L p(C ) .
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Remark. Let H be the Hilbert transform on the real line. Recall the
inequality of Esse n [11]:
&( |Hf | 2+| f | 2)12&L p( R )sec\ ?2p*+ & f &L p(R ) . (0.12)
Esse n also shows that sec (?2p*) is the best constant. Since H anticom-
mutes with the dilation operator ($&1 f )(x)= f (&x), (0.12) is trivially
equivalent to
&( |Hf | 2+|$&1H$&1 f | 2+|- 2 f | 2)12&L p(R )- 2 sec\ ?2p*+ & f &Lp( R ) .
In light of this and the fact that B is the analogue of H for the complex
plane, we believe it is natural to call the inequalities of Theorem 3 and
Corollary 1 ‘‘Esse n-type inequalities.’’
To obtain these Esse n-type inequalities for S, first note that conjugation
on L p(C) corresponds to the unitary transformation
U : L p(R2, 41)  L p(R2, 41) \|1|2+ [ \
Id
0
0
&Id+\
|1
|2+ (0.13)
under the identification f =f1+if2 [ |#( f1f2 ). With this, the estimate
(0.11) is equivalent, as we will see in Section 4, to
&( |S|| 2+|USU|| 2+|2|| 2)12&L p(R2, 41)4( p*&1) &|&L p( R2, 41) . (0.14)
Motivated by (0.14), we seek similar results in several dimensions.
Before we state our Esse n-type estimates for S in Theorem 4 and
Corollary 2, we need some notation. In Section 1 we will see that
Lp(Rn, 4), the set of k-forms having L p(Rn) coefficients, is a vector space
of dimension &#( nk). We can thus identify L p(Rn, 4) with (L p(Rn))& and
enumerate a basis with the set of k-indices
In, k=[I # 2[1, ..., n] : I has k distinct elements].
In the following theorem, I and J are k-indices and [P]I, J denotes the
(I, J) entry in a &_& matrix.
Theorem 4. Let P : L p(Rn, 4k)  L p(Rn, 4k) be given by
[P]I, J={i # I R
2
i ,
0,
if I=J
otherwise.
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Then there exist an integer m and a sequence of unitary transformations
[Ul]ml=1 such that
"\ :
m
l=1
|UlSUl|| 2+|- m(1+4k) || 2+|2 - mk P|| 2+
12
"L p( Rn, 4k)
2 - m(1+4k) ( p*&1) &|&Lp(Rn, 4k) , (0.15)
where 1< p<.
Corollary 2. For each | # L p(Rn, 4k), 1< p2, there exists a
sequence of \1s, say [=j]J # In, k , such that
"S \:J =J|J dx
J+"Lp(Rn, 4k)- 1+4k (4( p*&1)2&1)12 &|&Lp( Rn, 4k) ,
(0.16)
where |=J |J dxJ. Moreover, the number of possible sequences [=J] is
bounded above by
min[m # N : m=2l, ( nk)m].
The estimate (0.15) is the analogue of (0.11) in higher dimensions and
the existence of [=J]J # In, k in Corollary 2 corresponds to (1) and (2) of
Corollary 1.
The rest of the paper is structured as follows. In Section 1 we discuss the
Riesz transform representation of S for dimensions n>2. This representa-
tion, which is similar to (0.2) but much more complicated, is crucial for the
representation of S as a martingale transform. In Section 2 we give the
representation of Riesz transforms as projections of martingale transforms
and discuss how unitary transformations interact with martingale trans-
forms. Such estimates, which sharpen some of the results of [5], will be the
key to the proofs of Theorems 3 and 4 given in Section 4. In Section 3 we
prove Theorems 1 and 2 and prove that we cannot improve the constant
4 in Theorem 3 for n=2 (the classical BeurlingAhlfors case) by simply
picking a ‘‘better’’ matrix to represent the operator B (see Theorem 3.1).
This is an important point when trying to obtain good norm estimates by
the methods discussed in this paper. As mentioned earlier, these proba-
bilistic techniques spawn an analytic approach to the identification of the
L p operator norms. We present this discussion as a series of questions and
problems in Section 5. Affirmative answers to these questions would
provide results more general than a proof of the IwaniecMartin conjec-
ture. Finally, we learned from the referee that our method provides a link
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to an important open problem in the calculus of variations. We conclude
the paper with this connection.
1. THE BEURLINGAHLFORS TRANSFORM ON
DIFFERENTIAL FORMS IN RN
Our goals in this section include a representation of S as a sparse, block-
diagonal matrix of second-order Riesz transforms and the definition of
&S&L p(Rn, 4) . This description follows that of [16]. It should be mentioned
that readers wishing a more systematic exposition of the differential geo-
metry discussed here may find the text of Warner [23] useful.
Let [e1, ..., en] be the standard basis vectors of Rn. For some integer
0kn, let
In, k=[I # 2[1, ..., n] : I has k distinct elements], (1.1)
and note that card(I n, k)=( nk). For the remainder of this section, we will
assume the elements of I are increasing; i.e., if I=(i1 , ..., ik), then
i1<i2< } } } <ik . For (i1 , ..., ik)=I # In, k, we let eI denote the k-vector
ei1 7 } } } 7 eik. We now form the complex vector space of k-forms
4k=span[eI : I # In, k]. (1.2)
4k inherits the usual complex Hermitian product: for :=I :I eI and
;=I ;I eI, where :I , ;I # C, define
(:, ;)k=:
I
:I; I .
Now set 4=nk=0 4
k and note that in addition to being a vector space,
4 is also a graded algebra with respect to the exterior product 7 . That is
to say, for : # 4k and ; # 4m, we have : 7 ; # 4k+m. 4 has the natural
inner product obtained from its direct sum decomposition.
We will need the Hodge star operator, V : 4  4, defined as follows. Let
N=[1, 2, ..., n]. For a basis element eI # 4k, we set V eI=_(I ) eN"I , where
_(I )=_([i1 , ..., ik])#sign\1i1
2
i1
} } }
} } }
k
ik+,
and N"I is the set difference with the convention that the elements of N"I
are increasing. The operator V is then extended to all of 4k by linearity,
and finally to all of 4 via its direct sum decomposition. It can also be
shown that V is characterized by the identity
(:, ;) e1 7 } } } 7en=; 7 V : \; # 4.
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From the definition of V and elementary properties of permutations, one
can compute VV |4k=(&1)
k(n&k) Id.
Define
L p(Rn, 4k)={ :I # In, k :I (x) dx
I : :I (x) # L p(Rn)=, (1.3)
the class of complex-valued k-forms with L p coefficients. We have the
(semi-) norm
&:&L p(Rn, 4k)={|Rn \:I |:I (x)|
2+
p2
dx=
1p
. (1.4)
We may now define L p(Rn, 4)=nk=0 L
p(Rn, 4k) and
&|&L p( Rn, 4)= :
n
k=0
&|k&L p(Rn, 4k) , (1.5)
where |=|0+ } } } +|n is such that |k # 4k. While this is a natural choice
for the norm, it is not the only one. Indeed, since dim 4=2n, we have
Lp(Rn, 4)&(L p(Rn))2n (as a vector space) with the usual norm on (L p(Rn))2n
being
&f&p={|Rn \ :
2n
k=0
| fk(x)| 2+
p2
dx=
1p
.
So it should be emphasized that in this paper &S&Lp( Rn, 4) is the operator
norm corresponding to (1.5).
Let us momentarily restrict our attention to C 0 (R
n, 4k) & L2(Rn, 4k).
First recall that the exterior derivative d takes k-forms to (k+1)-forms. We
define $ as the adjoint of d with respect to the inner product
(:, ;)#|
Rn
(:(x), ;(x)) dx=|
Rn
; 7 V :.
Note that the statement (d:, ;)=&(:, $;) is merely integration by parts
and leads to the formula
$=(&1)k(n&k) V d V . (1.6)
It follows that $ takes k-forms to (k&1)-forms.
We will obtain the singular integral representation of S by computing its
Fourier multiplier. It is thus necessary to write the operators d and $ in
terms of Fourier multipliers. Let F denote the Fourier transform operator
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and note that it acts on the components of the differential form. The
identity (F[fxj])(!)=i!j (Ff )(!) leads to the following:
(F (d:))(!)=i! 7 (F:)(!). (1.7)
Now fix an ordered basis of 4k. For each vector !=!1e1+ } } } +!nen # Rn,
let [!] be the matrix of the linear mapping | [ ! 7 |. Referring to (1.7),
we see that
d=F&1[i!] F. (1.8)
By using the fact that $ is the adjoint of d and the fact that F is an
isometry on C 0 (R
n, 4k) & L2(Rn, 4k), one also has
$=F&1[i!] t F. (1.9)
Formulas (1.8) and (1.9) continue to hold for forms having only weakly
differentiable coefficients.
It is now straightforward to find the Fourier multiplier of Sk=S |Lp(Rn, 4k) .
Given | # L p(Rn, 4k), we solve Poisson’s equation,
2.=(d$+$d ) .=|, (1.10)
for . # L p2(R
n, 4k), the set of L p differential forms having two weak
derivatives. This solution can be written formally as
.=F&1 |!|&2 F|. (1.11)
From (1.10) we get the Hodge decomposition
|=d($.)+$(d.)=d:+$;.
Note : # L p1(R
n, 4k+1) and ; # L p1(R
n, 4k&1), with the convention that
4&1=4n+1=[0]. From (0.4) we have
Sk|=d:&$;
=d($.)&$(d.)
=(d$&$d ) .
=(d$&$d ) 2&1|. (1.12)
Because the Hodge decompositions of a 0-form |0 and an n-form |n are
|0=$;0 and |n=d:n , respectively, we see S0=&Id and Sn=Id. At this
point one can easily verify that
V Sk=&Sn&k V (1.13)
by using (1.6) and noting V commutes with 2, and hence 2&1.
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Keeping track of the Fourier multipliers in (1.8), (1.9), and (1.11), we
have
Sk=F&1\[!]
t [!]&[!][!]t
|!| 2 + F#F&1M(!) F.
Recall that the rows and columns of [!] are indexed by the set of k-indices
In, k (ordered now). One then computes the entries of M(!):
[M(!)]I, J={
:
j  I
!2j
|!| 2
& :
i # I
!2i
|!| 2
, if I=J
&2!i!j
|!| 2
, if I"J=[i] and J"I=[ j]
0, otherwise.
Since RiRj=F&1(&!i !j |!| 2) F, we see that the restriction of S to
L p(Rn, 4k) can be represented as the matrix of Riesz transforms
[Sk]I, J={
:
i # I
R2i & :
j  I
R2j , if I=J
(1.14)2RiRj , if I"J=[i] and J"I=[ j]
0, otherwise.
This matrix will be our starting point for representing S as a martingale
transform. We are now able to represent the full operator S as S=
S0  } } } Sn , corresponding to the matrix of operators which has [Sk],
k=0, ..., n along its diagonal. Note that this representation of S does not
change its norm. By the direct sum decomposition of L p(Rn, 4) we have
&S&L p(Rn, 4)= max
0kn
&Sk&Lp(Rn, 4k) .
Finally, (1.13) implies
&Sk&Lp(Rn, 4k)=&Sn&k&L p(Rn, 4n&k) . (1.15)
It follows that if we let
n^={
n
2
n&1
2
if n is even
if n is odd,
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it will suffice to estimate
max
0kn^
&Sk &L p( Rn, 4k) . (1.16)
Henceforth we shall not distinguish between S and S.
2. MARTINGALE TRANSFORMS, PROJECTIONS,
AND UNITARY TRANSFORMATIONS
Connections to Analysis. We will first describe the procedure by which
one transfers the action of certain singular integrals such as those described
in Section 1 to martingale transforms. This procedure can be summarized
by the diagram:
@wwww @ww
L p(Rn) wHar(Rn+1+ ) M
p M p L p(Rn)
f u=P f X=u(W ) @wA V X @wE(A V X | W0x)
In words, with Rn+1+ =[(x, y) : x # R
n, y>0], we let u(x, y) be the har-
monic extension of f to Rn+1+ . We compose this function with a ‘‘Brownian
motion’’ to obtain a martingale X. We transform X by an (n+1)_(n+1)
matrix A to obtain a new martingale A V X which is then projected by con-
ditional expectation to finally arrive at an L p function TA f. With the
appropriate choice of A we can obtain the Riesz transforms, Rj , and RjRk ,
and the BeurlingAhlfors operators, B and S, as a TA . From basic proper-
ties of the ‘‘Brownian motion,’’ conditional expectation, and martingale
inequalities we will obtain
&TA f &Lp( Rn)&A V X&p&A&( p*&1) &X&p
=&A&( p*&1) & f &L p(Rn) , (2.2)
where &A& is the spectral norm of the matrix A. We have thus transferred
the estimate of the operator norm to the martingale inequality appearing
in Theorem A below. This procedure of projecting a martingale to an L p
function by conditional expectation was first introduced by Gundy and
Varopoulos [12] and further refined in [2, 3].
We now describe the diagram in (2.1) in more detail, recalling some of
the basic properties of the motion, particularly the occupation time for-
mulas (2.5) and (2.7) which will be used below. The reader interested in full
details is referred to [12] and [2]. Let Bt be (n+1)-dimensional Brownian
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motion starting in the hyperplane [xn+1= y>0] with Lebesgue measure
as its initial distribution. That is, we define measures P y on paths with
P y(Bt # B)=|
Rn
P(x, y)(Bt # B) dx, (2.3)
for Borel sets B/Rn+1+ and where P(x, y) are the probability measures
associated with the Brownian motion Bt starting at the point (x, y). Of
course, the measures P y are no longer probability measures. If we let
{=inf[t>0 : Bt  Rn+1+ ] and use Fubini’s Theorem to integrate out the
Poisson kernel in (2.3), we find that
E y( f (B{))=|
Rn
f (x) dx (2.4)
for all non-negative functions f. Here, E y is the expectation corresponding
to P y. In the same way, integrating away the heat kernel in (2.3) gives
E y |
{
0
F (Bt) dt=2 |

0
|
Rn
F(!, ’)( y 7 ’) d! d’ (2.5)
for all non-negative F or all F for which F(!, ’) ’ # L1(d! d’).
We would now like to let y   so that the y7 ’ term is simply ’,
allowing the use of the LittlewoodPayley identities. But since the initial
distribution of Bt depends on y, we would have to make sense of this as a
limit of processes. In [12], Gundy and Varopoulos have used time-reversal
to construct a filtered probability space and a process [Wt : &<t0]
called the background radiation process. Heuristically, the paths of Wt are
Brownian paths which originate from [xn+1=] at time t=& and
exit Rn+1+ at t=0 with Lebesgue measure as distribution. Letting E be
expectation with respect to the measure associated to background radiation
and using the process Wt , (2.4) and (2.5) become
E( f (W0))=|
Rn
f (x) dx (2.6)
and
E|
0
&
F(Wt) dt=2 |

0
|
Rn
F(!, ’) ’ d! d’. (2.7)
Not only does the process Wt satisfy (2.6) and (2.7), but it also obeys all
the usual (that is, Brownian) rules of the Ito^ calculus. In particular, if
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f # C 0 (R
n) (an assumption made throughout the paper), the process
Xt=u(Wt), t0 is a martingale, and by the Ito^ formula,
Xt=|
t
&
Hs } dWs
where Hs={u(Ws) is a Cn+1-valued predictable process. By Hs } dWs we
simply mean H 1s } dWs+iH
2
s } dWs where } is just the dot product of two
vectors in Rn+1+ . Notice also that X0= f (W0) which gives the representa-
tion of the function f as a stochastic integral.
Let M(n+1, C) be the collection of all (n+1)_(n+1) matrices with
complex entries. If A # M(n+1, C), we define the martingale transform of
Xt by
(A V X )=|
0
&
AHs } dWs
and its projection on Lp(Rn) by the conditional expectation
TA f (x)=E(A V X | W0=(x, 0)). (2.8)
Given a singular integral operator T in Rn we shall say that T corresponds
to the matrix A and write this as TtA if Tf (x)=TA f (x), where TA is a
constructed above. The following lemma of Gundy and Varopoulos gives
a nice class, for our purposes, of singular integrals that can be represented
by the operators TA .
Lemma 2.1. Let Eij be the (n+1)_(n+1) matrix with 1 in the
(i+1, j+1) entry and zeros elsewhere. Then, for 1i, jn,
(1) Idt2E00
(2) Rj t2E0j
(3) Rj t &2Ej0
(4) Ri Rj t&2Eij .
However, the matrix representing a given operator is not unique, as can
easily be seen by (2) and (3) above. Let R0=Id and let
8 : M(n+1, C)  { :
n
i, j=0
cijRiRj where cij # C= (2.9)
be the mapping A [ TA , where TA tA. This is a surjective linear mapping,
and so a basis for the kernel can be computed. It is clear from (2.2) that
we want a representation by a matrix with smallest possible norm. For this
purpose, it is crucial to know the kernel of 8.
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Lemma 2.2.
ker 8=span[diag(&1, 1, ..., 1)] _ [E0j+Ej0]j=1, ..., n _ [Eij&Eji]1i< jn .
Proof. By examining their Fourier multipliers, one observes that
[R1 , ..., Rn , R21 , ..., R
2
n] _ [Ri Rj]1i< jn
are linearly independent operators. Hence
dim range 8=2n+
n(n&1)
2
=
n2+3n
2
,
implying that
dim ker 8=(n+1)2&
n2+3n
2
=
n2+n+2
2
.
So it suffices to find (n2+n+2)2 linearly independent matrices contained
in ker 8. Let ( } , } ) be the usual L2 Hermitian product and observe that
(TA f, f )=|
Rn
TA f (x) f (x) dx
=E[E(A V X | W0) f (X0)]
by (2.6) and the definition of TA . Since f (W0) is _(W0)-measurable,
(TA f, f )=E[(A V f (W0)) f (W0)]
=E{|
0
&
A {u(Ws) } dWs |
0
&
{u(Ws) } dWs=
=E{|
0
&
A {u(Ws) } {u(Ws) ds=,
where the second to third equality follows from the stochastic calculus
formula E[(H } Y )(K } Z)]=E[HK } (Y, Z)]. (See, [10, p. 56] or [20,
p. 68].)
Write uj for the Poisson integral of Rj f and let A # ker 8. By (2.7) we
have
0=(TA f, f )=||
R+
n+1
A {u(x, y) } {u(x, y) 2y dx dy
=||
R+
n+1
:
n
i=0
:
n
j=0
aij
u
xi
(x, y)
u
xj
(x, y) 2y dx dy
=||
R+
n+1
:
n
i=0
:
n
j=0
aij
ui
y
(x, y)
uj
y
(x, y) 2y dx dy,
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the last equality following from the CauchyRiemann equations [21,
p. 65]. Multiplying through by 2 and applying the LittlewoodPayley
identity [21, p. 85] gives
0= :
n
i=0
:
n
j=0
aij |
Rn
Ri f Rj f dx
=a00( f, f )+ :
n
j=1
a0j ( f, Rj f )+ :
n
i=1
ai0(Ri f, f )
+ :
n
j=1
ajj (Rj f, Rj f )+ :
i{j
aij (Ri f, Rj f ).
From their Fourier multipliers and the Plancherel theorem, one sees that
the Riesz transforms are skew-symmetric. We obtain
0=a00( f, f )+ :
n
j=1
(aj0&a0j)(Rj f, f )& :
n
j=1
ajj (R2j f, f )
& :
i< j
(aij+aji)(Ri Rj f, f ).
Using the fact that nj=1 R
2
j =&Id (Fourier multipliers again), we have
0=TA= :
n
j=1
(aj0&a0j) Rj& :
n
j=1
(a00+ajj) R2j & :
i< j
(aij+aji) RiRj .
Hence TA=0 only if
aj0 =a0j j=1, ..., n
&a00=ajj j=1, ..., n
&aji =aij 1i< jn.
The result follows by noting that the above reduces to the (n2+n+2)2
conditions in the statement of the theorem. K
Remark. Lemmas 2.1 and 2.2 show that
(1) Idtdiag(1, ..., 1)=In+1
(2) Rj tE0j&Ej0
(3) R2j tdiag(&1, 1, ..., 1, &1, 1, ..., 1) where ( j+1)th=&1
(4) Ri Rj tEij&Eji .
One can show that these matrices have minimal norm among all matrices
representing their respective operators. In Theorem 3.1 we use Lemma 2.2
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to show that our choice of the representation matrix for B has minimal
norm.
We now describe the inequalities for martingale transforms which will be
used for the estimates on singular integrals. First we recall the notion of
differential subordination introduced by D. Burkholder. If
Xt=|
t
&
Hs } dWs and Yt=|
t
&
Ks } dWs
are two complex-valued martingales on the background-radiation filtra-
tion, their quadratic variation process is
(X, Y ) t=|
t
&
(Hs | Ks) ds,
where ( } | } ) is the Hermitian inner product on Cn+1. We write (X) t for
(X, X) t .
We also must consider vector-valued martingales. To this end, let H be
a separable Hilbert space. If X=(X1, X2, . . .) is an H-valued martingale, we
define
(X) t=: (X j) t .
A martingale Y is said to be differentially subordinate to X if (X) t&(Y) t
is non-negative and non-decreasing in t. Throughout the paper we use the
notation
(X) #(X) ts=(X) t&(X) s (2.10)
for arbitrary &<s<t0. With this notation, (+X)&(A V X) 0
implies that A V X is differentially subordinate to +X. The following
theorem will be the key to our estimates.
Theorem A. If X and Y are continuous H-valued martingales such that
Y is differentially subordinate to X, then for 1< p<,
&Y&p( p*&1) &X&p .
The constant is the best possible.
Theorem A with this definition of differential subordination is proved in
[5] and [22]. However, the proof is essentially due to Burkholder since
it uses his methods as well as his special function (see [6, 7]). From
Theorem A, the connection back to singular integrals is straightforward: if
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TtA, then since (A V X) (&A& X) , we have (2.2). Indeed, the equality
is from (2.6), and the first inequality follows from Jensen’s inequality for
conditional expectation. See [2] or [3] for details.
We now apply Theorem A to martingale transforms of vector-valued mar-
tingales. If X=(X1, ..., Xr) is a Cr-valued martingale and A # M(r(n+1), C),
we think of A V X as a ‘‘block’’ martingale transform: letting Aij be the
(i, j) th (n+1)_(n+1) block, the i th component of the image martingale
is
:
r
j=1
Aij V X j.
Note that the best differential subordination constant for such martingale
transforms is the spectral norm &A& of the entire matrix:
(A V X) = :
r
i=1  :
r
j=1
Aij V X j
= :
r
i=1 | \ :
r
j=1
AijH js + } dWs
=| :
r
i=1 } :
r
j=1
AijH js }
2
ds
&A&2 | :
r
j=1
|H js |
2 ds
=(&A& X) , (2.11)
and equality may hold.
Refinements and Extensions. We now discuss the generalizations of
Theorem A that will play a crucial role in our study of the structure of the
BeurlingAhlfors transform. We begin with a simple observation. Let x be
a real unit vector. An easy computation shows that
\2 - 2 0 0
"\ 0 &2 2i+ x"#2 - 2. (2.12)0 2i 2
If we let A be the matrix in (2.12), we see from Lemmas 2.1 and 2.2 that
A represents the operator B\- 2 Id. Now, if X is an R3-valued martingale,
we have (A V X)#(2 - 2 X) , implying that
&A V X&p2 - 2 ( p*&1) &X&p
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by Theorem A. This gives
&Bf\- 2 f&Lp(C )2 - 2 ( p*&1) & f &L p( C ) (2.13)
for real-valued f. Not only is this better than (0.9), but (2.13) is proba-
bilistically the best one can do since (2.12) holds identically; for general A,
we have (A V X)(&A& X) with strict inequality holding for most values
of X. This sort of optimality in the differential subordination constant is the
goal of Lemma 2.3.
For A # M(n+1, C), let U DU * be the spectral decomposition of A*A
and set
rA=rank(&A&2 In+1&D).
Without loss of generality, assume D has the form
D=diag($1 , ..., $rA , &A&
2, ..., &A&2), (2.14)
where $j<&A&2. Define
MA=[C # M(n+1, C) : C=V2U *, with V and 2 as in (2.15) below]:
{
0 . . . 0
(2.15)
V=\v@ . . . vrA b b+ , where0 . . . 0
[v1 , ..., vrA]/Cn+1 are orthonormal, and
2=diag(- &A&2&$1 , ..., - &A&2&$rA , 0, ..., 0).
We will see that MA consists of the solutions to A*A+C*C=&A&2 In+1.
Lemma 2.3. Let X be a complex-valued martingale with respect to the
(n+1)-dimensional background radiation process and let A # M(n+1, C).
Then for any C # MA ,
&( |A V X| 2+|C V X| 2)12&p&A&( p*&1) &X&p ,
where 1< p<. Moreover, if C can be written as C=mj=1 C
j, where for
all z # Cn+1,
:
j{k
(C jz | Ckz) =0,
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then
"\ |A V X| 2+ :
m
j=1
|Cj V X| 2+
12
"p&A&( p*&1) &X&p .
The constant p*&1 is the best possible.
Proof. Assume that A*A=U DU * is the spectral decomposition with D
having the form (2.14). Then for C=V2U * # MA ,
A*A+C*C=A*A+(V2U *)* (V2U *)
=A*A+U 2V*V2U *
=U (D+2V*V2) U *
=U &A&2 In+1 U *
=&A&2 In+1 ,
since
2V*V2=diag(&A&2&$1 , ..., &A&2&$rA , 0, ..., 0).
We conclude that
(A V X)+(C V X) =| ( |AHs | 2+|CHs | 2) ds
=| (Hs | A*AHs)+(Hs | C*CHs) ds
=| (Hs | &A&2 Hs) ds
=(&A& X).
The first part of the theorem now follows from Theorem A.
Assume that we can decompose C as stated in the theorem. Then
(A V X)+ :
m
j=1
(C j V X)
=(A V X)+ :
m
j=1
(C j V X)+ :
j{k
| (C jHs | CkHs) ds
=(A V X)+(C V X)
=(&A& X) .
That the constant is the best possible follows from Theorem A. K
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As mentioned after (0.13), we need to study how certain unitary matrices
interact with martingale transforms. The key step is the following:
Lemma 2.4. For all r # N there exist m=m(r) # N and an m_r matrix
M consisting of \1s such that
M*M=mIr .
Proof. It suffices to show the result for r=2l since we may discard
some columns of M to reduce its size if necessary.
We proceed by induction. For l=1, clearly M2=( 11
1
&1) is a solution.
Now pick l2 and assume the assertion is true for l&1. Set
M2l=\M2l&1M2l&1
M2l&1
&M2l&1+.
We have
M*2l M2l =\M
*2l&1
M*2l&1
M*2l&1
&M*2l&1+\
M2l&1
M2l&1
M2l&1
&M2l&1+
=\2M
*2l&1 M2l&1
0
0
2M*2l&1 M2l&1+
=\2
l Id
0
0
2l Id+,
where the induction hypothesis is used to go from the second to the third
equality. K
We can now prove
Lemma 2.5. Suppose that A # M(r(n+1), C) with (n+1)_(n+1)
blocks Aij , and that X=(X1, ..., Xr) is a Cr-valued martingale with respect to
the (n+1)-dimensional background radiation process. Moreover, suppose
there exists a constant c0 such that
:
r
j=1
:
r
i=1
(Aij V X j)c (X).
Then there exist m=m(r) # N and a sequence of unitary matrices [Ul]ml=1
of the form
diag(\In+1 , ..., \In+1
r times
)
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such that
"\ :
m
l=1
|U lAUl V X| 2+
12
"p- mc ( p*&1) &X&p .
Proof. We first record the formula
(A V X) = :
r
i=1
:
r
j=1
(Aij V X j) + :
j{k X
k, \ :
r
i=1
A*ik Aij+ V X j, (2.16)
which can be obtained by a careful accounting of block matrix multiplica-
tion. Let m=m(r) of Lemma 2.4. For l=1, 2, ..., m, let Ul be the block
matrix
Ulij={#ljIn+1 ,0,
if i= j
otherwise,
(2.17)
where #lj is the (l, j) th entry of the m_r matrix given by Lemma 2.4. From
(2.16) we see that
:
m
l=1
(AUl V X) =m :
r
i=1
:
r
j=1
(Aij V X j)
+ :
j{k \ :
m
l=1
#lj#lk+Xk, \ :
r
i=1
A*ikAij+ V X j. (2.18)
Since the columns of the matrix in Lemma 2.4 are orthogonal, we observe
:
m
l=1
(AUl V X) mc (X) .
The result now follows from theorem A. K
3. OPERATOR NORM ESTIMATES
By the discussion following Theorem A and the argument in (2.11), in
order to prove Theorem 1, it suffices to first find a matrix which represents
Sk , the restriction of S to L p(Rn, 4k), and then find its spectral norm.
Fix 0<k<n and for I # In, k, define the (n+1)_(n+1) matrix DI=
diag(0, ’1 , ..., ’n), where
’j={&1,1,
if j  I
if j # I.
(3.1)
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Define the block matrix A by
&4Eji , if I"J=[i] and J"I=[ j]
AI, J={&2DI , if I=J0, otherwise.
By Lemma 2.1 and by comparing with (1.14), we have Sk tA. We proceed
to find the norm of A. To simplify matters, let M be the matrix obtained
from A by deleting rows and columns of zeros, and then multiplying by
&12,
2E ij , if I"J=[ j] and J"I=[i]
MIJ={DI , if I=J0, otherwise,
where E ij=n_n lower right sub-block of Eij . Clearly, &A&=2 &M&. Also
define
Om =\
1
1
}
1
1
1
}
1
} } }
} } }
} } }
1
1
}
1+ # M(m, C)
M :, ;m =:Om+;Im .
Recall that permutation matrices are those obtained by permuting the
rows or columns of the identity matrix, and hence have spectral norm
equal to 1.
Lemma 3.1. There exists a permutation matrix P such that
P*MP=diag(M 2, &3k+1 , ..., M
2, &3
k+1 , 1, ..., 1 ).
( nk+1) times
k( nk) times
Example. Let n=3 and k=1. For some permutation matrix P # M(9, C),
1 0 0 0 0 0 0 0 0
0 &1 0 2 0 0 0 0 0
0 0 &1 0 0 0 2 0 0
0 2 0 &1 0 0 0 0 0
M= 0 0 0 0 1 0 0 0 0
0 0 0 0 0 &1 0 2 0
0 0 2 0 0 0 &1 0 0
0 0 0 0 0 2 0 &1 0
0 0 0 0 0 0 0 0 1
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&1 2
2 &1
&1 2
2 &1
=P* &1 2 P.
2 &1
1
1
1
Proof. We begin by considering the matrix M as an adjacency matrix
for a graph 1. The proof consists of showing that 1 is composed of several
complete connected components and renumbering the vertices in a con-
venient manner.
First of all, we partition the n& vertices into two types  and  according
to whether M(i, i) is +1 or &1. Next, to each vertex vi we attach a label
(l, I ) # [1, 2, ..., n]_In, k,
where l=i mod n (write n for 0) and M(i, i) is in the block matrix MII .
Note that
(1) If vj is of type  , its label (l, I ) satisfies l # I
(2) If vj is of type , its label (l, I ) satisfies l  I.
We now show that no vertex of type  is adjacent to a vertex of type
. Assume that vj with label ( j mod n, J) is of type  , and vk is of type
 with label (k mod n, K). We must show that M( j, k)=0. Note M( j, k)=
MJK ( j mod n, k mod n). But MJK ( j mod n, k mod n)=0 unless
K"J=[ j mod n] and J"K=[k mod n].
However, j mod n # J, so the first requirement fails. Hence, we may consider
the two types separately when decomposing 1.
Case 1. Each vertex of type  is adjacent only to itself. Moreover,
there are k( nk) vertices of type  .
Assume vertex vi has label (i mod n, I ) such that i mod n # I. We
must show M(i, j)=0 for j=1, 2, ..., i&1, i+1, ..., n&. But M(i, j)=
MIJ (i mod n, j mod n)=0 since J"I{[i mod n] for any J. To see the
second part, simply note that there are ( nk) k-indices and that for each
k-index I, DI has exactly k 1s.
Case 2. There are ( nk+1) completely connected components of type ,
each having k+1 vertices.
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This time we consider vertices having the property that their label (l, I )
satisfies l  I. Such vj and vk are adjacent if and only if their corresponding
labels are of the form
( j mod n, [k mod n, i2 , ..., ik]) and (k mod n, [ j mod n, i2 , ..., ik]),
where [i2 , ..., ik] & [ j mod n, k mod n]=<. Certainly, given (l, I ) with
l  I, one obtains k labels of the form above by interchanging l with
elements of I. This shows (l, I ) generates a complete component. Since
fixing (l, I ) generates a unique component, there are ( nk+1) disjoint
components having vertices of type .
Finally, note that by renumbering the vertices so that the vertices in each
component are consecutive, we obtain a graph 1 $ with adjacency matrix
diag(M 2, &3k+1 , ..., M
2, &3
k+1 , 1, ..., 1 ).
( nk+1) times
k( nk) times
This renumbering, of course, merely results in an isomorphic graph and
corresponds to a permutation matrix in a straightforward manner. K
Lemma 3.2. For any :, ; # R,
&M :, ;m &=&:Om+;I&=max( |;|, |:m+;| ).
Proof. This is an exercise in Lagrange multipliers. Let
f (x)=&:Omx+;x&2
= :
m
j=1 \: :
m
i=1
xi+;xj+
2
g(x)=&x&2&1.
To maximize f constrained to g(x)=0, we solve
{f (x)=(2:2m+4:;)\:i xi+ \
1
1
b
1++;x=2*x=*{g(x).
One obtains the critical points
\\ 1- m , ...,
1
- m+ and x such that :i xi=0.
The function f takes the values (:m+;)2 and ;2, respectively, at these
points. K
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Proof of Theorem 1. Lemmas 3.1 and 3.2 imply
&A&=2 &M&=2 &M 2, &3k+1 &=2 max(3, 2k&1).
Applying (1.16) allows us to reduce to the estimate above when k>n2. K
One could use Theorem 1 to obtain bounds on the norm of the full
operator S. However, one can get better results by using a symmetric
matrix in place of A and comparing, since both will represent S. Set
&2(Eij+Eji), if J"I=[i] and I"J=[ j]
BIJ={&2DI , if I=J0, otherwise.
Again, by Lemmas 2.1, 2.2, and (1.14), B represents Sk as well. Now make
the matrix N from B as M was obtained from A.
Lemma 3.3. There exists a permutation matrix P such that
P*NP=diag(On&k+1 , ..., On&k+1, M 1, &2k+1 , ..., M
1, &2
k+1 ).
( nk&1) times (
n
k+1) times
Example. Let n=3 and k=1. For some permutation matrix Q # M(9, C),
1 0 0 0 1 0 0 0 1
0 &1 0 1 0 0 0 0 0
0 0 &1 0 0 0 1 0 0
0 1 0 &1 0 0 0 0 0
N= 1 0 0 0 1 0 0 0 1
0 0 0 0 0 &1 0 1 0
0 0 1 0 0 0 &1 0 0
0 0 0 0 0 1 0 &1 0
1 0 0 0 1 0 0 0 1
1 1 1
1 1 1
1 1 1
&1 1
=Q* 1 &1 Q.
&1 1
1 &1
&1 1
1 &1
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Proof. The proof is similar to that of Lemma 3.1. Indeed, one classifies
the vertices as  and  in exactly the same way, and the two disjoint
cases are:
Case 1. There are ( nk&1) completely connected components of type  .
Moreover, each component contains n&k+1 vertices.
Case 2. There are ( nk+1) completely connected components of type .
Moreover, each component contains k+1 vertices.
The interested reader should be able to fill out the steps. K
Proof of Theorem 2. Let k=n2. By Lemmas 3.3 and 3.2,
&B&=2 &N&=2 max(&M 1, 0n2+1&, &M
1, &2
n2+1&)
=2 max(n2+1, 2, n2&1)
=n+2,
since n2. This proves the first statement of Theorem 2.
In general, Lemma 3.3 gives us the estimate
&S&L p(Rn, 4k) &B&( p*&1)
=2 &N&( p*&1)
=2 max(&M 1, 0n&k+1&, &M
1, &2
k+1 &)( p*&1)
=2 max(n&k+1, k&1)( p*&1).
Let #n, k=2 max(n&k+1, k&1). On the other hand, Theorem 1 gives us
the estimate
&S&L p(Rn, 4k)2 max(3, 2k&1)( p*&1).
Let +k=2max(3, 2k&1). We conclude
&S&L p(Rn, 4) max
1kn&1
min(#n, k , +k)( p*&1).
By (1.15) it suffices to consider
&S&L p(Rn, 4) max
1kn^
min(#n, k , #n, n&k , +k , +n&k)( p*&1). (3.2)
Observe that for 1kn^:
(1) +k+n&k
(2) #n, k=2(n&k+1)
(3) #n, n&k={2(n&k&1),2(k+1)
if 1kn^&1
if k=n^
.
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So it suffices to consider
2 max[ max
1k n^&1
min((2k&1) 6 3, n&k&1), n^+1]
=2 max[min(3, n&2), max
2kn^&1
min(2k&1, n&k&1), n^+1]. (3.3)
The cases n14 are obtained by evaluating (3.3) directly.
Now assume n15. Note that
min(2k&1, n&k&1)={2k&1,n&k&1,
if 1k n3
if n3kn^&1
.
In both cases,
max
2kn^&1
min(2k&1, n&k&1) 2n3 &1.
Since n15, we have 2n3&1n^+13, and the result follows. K
We end this section with a theorem concerning the norm of the matrices
representing the complex BeurlingAhlfors transform. From Lemmas 2.1
and 2.2, if
0 0 0
B =\0 &2 2i+ , (3.4)0 2i 2
then BtB and
&Bf &L p(C ) &B &( p*&1) & f &Lp(C )
=4( p*&1) & f &L p(C ) .
Thus, the following question naturally arises:
Can we add a matrix from ker 8 which reduces the norm of B ?
In other words, is it possible to pick a better matrix from the point of view
of its norm to represent the singular integral B? We now show that this is
not possible. From Lemma 2.2 with n=2 we have
&1 0 0 0 0 0 0 1 0 0 0 1
ker 8=span {\ 0 1 0+ , \0 0 1+ , \1 0 0+ , \0 0 0++0 0 1 0 &1 0 0 0 0 1 0 0
=span[K1 , K2 , K3 , K4].
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Theorem 3.1.
inf
:1, :2, :3, :4 # C
&B +:1K1+:2K2+:3K3+:4K4&=&B &=4.
Proof. We first compute the analogous quantity for the lower block:
inf
:1, :2, # C
&M&# inf
:1, :2 # C"\
&2
2i
2i
2 ++:1 \
1
0
0
1++:2 \
0
&1
1
0+"
= inf
:1, :2 # C"\
&2+:1
2i&:2
2i+:2
2+:1 +".
The characteristic polynomial of M*M is
p(*)=*2&(#1+#3) *+(#1#3&|#2 | 2),
where
#1 =|&2+:1 |2+|2i&:2 | 2
#2=&8i&4 Re :2+4 Im :1+2i Im(:1:2)
#3=|2+:1 | 2+|2i+:2 |2.
It follows that the largest eigenvalue is given by
*max= 12(#1+#3+- (#1&#3)2+4 |#2 | 2)
=8+|:1 | 2+|:2 | 2
+- 16(Re :1&Im :2)2+16(Im :1&Re :2)2+(2 Im(:1:2)&8)2
16,
with equality holding for :1=:2=0. Hence, inf:1, :2 # C &M&=4.
Since M is the restriction of B +:1K1+:2K2+:3K3+:4K4 to a subspace,
it follows that the infinimum is bounded below by 4. A straightforward
computation verifies that the infimum is attained and equal to 4 as indicated in
the statement of the theorem. K
We remark that the matrix B is not unique, since
0 1 i
\1 &2 2i+i 2i 2
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also has norm 4 and represents B. In fact, the space of complex matrices
equipped with the spectral norm is not a Hilbert space, and so computing
the distance of an arbitrary element to an arbitrary subspace is in general
a nontrivial problem.
4. ESSE N-TYPE ESTIMATES
In this section we apply Lemmas 2.3 and 2.5 to the BeurlingAhlfors
transform.
Proof of Theorem 3. With B as in (3.4), we factor B *B =U DU *:
U =\
1 0 0
+0 1- 2 & i- 20 & i
- 2
1
- 2
D=diag(0, 0, 16). (4.1)
Then 2=diag(4, 4, 0). If a, b # C are such that |a| 2+|b| 2=2, then for
V=&\
&1 0 0
+ , (4.2)0 a- 2 00 & ib
- 2
0
we have V # MB and
&4 0 0
C#V2U *=&\ 0 2a 2ia+0 &2ib 2b
0 0 0
=diag(4, 0, 0)&\0 2a 2ia+0 &2ib 2b
#C 1+C 2.
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Note that
(1) 2 IdtC1
(2) Ta, b tC2
(3) \z # C2, (C1z | C2z) =0.
Lemma 2.3 implies the result. K
Remark. We restricted our attention to V # MB having the form (4.2) so
that terms involving first-order Riesz transforms do not appear.
Proof of Corollary 2. For the first statement, note that
T1, &1=R21&R
2
2+2iR1 R2
and that Bf =T1, &1 f.
If we now assume 1< p2, we may apply the reverse Minkowski
inequality to (0.11) and obtain
& |Bf | 2&Lp2(C )+& |{B{f | 2&Lp2(C )+4 & | f | 2&L p2( C )
16( p*&1)2 & f &2L p(C) . (4.3)
If we ignore the {B{f term, we immediately get the second statement for
1< p2. Duality implies the estimate holds for all 1< p<. Referring
again to (4.3), we see that either
& |Bf | 2&L p2( C )+2 & | f | 2&L p2( C )8( p*&1)2 & f &2L p(C)
or
& |{B{f | 2&L p2(C )+2 & | f | 2&L p2(C )8( p*&1)2 & f &2L p(C) ,
corresponding to cases (1) and (2). K
Note that for p=2,
&( |Bf | 2+|Bf | 2+|2f | 2)12&L2(C )=- 6 & f &L2(C ) ,
which shows that our inequality is not sharp.
To motivate Theorem 4 and Corollary 2, we examine the definitions of
B on L p(C) and S on L p(R2, 4). For n=2, the only interesting case is the
1-forms block:
S1=\R
2
1&R
2
2
2R1R2
2R1R2
R22&R
2
1+ .
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Let 9 : L p(C)  L p(R2, 41) be the map 9( f )= f1 dx1+ f2 dx2 , where
f =f1+if2 is the decomposition into real and imaginary parts. Note
Bf =((R21&R
2
2) f1+2R1 R2 f2)+i(&2R1R2+(R
2
1&R
2
2) f2)
and
S1 9( f )=\(R
2
1&R
2
2) f1+2R1R2 f2
2R1R2 f1+(R22&R
2
1) f2+.
If we set U=( Id0
0
&Id), we see that
9(Bf )=US19( f ).
In other words, S1 and B ‘‘differ’’ by a unitary transformation. Similarly,
one can see that
9({B{f )=S1U9( f ).
It is instructive to consider the following alternative proof to Corollary 1.
We want to find the norm of
S1 |
| [ \S1U|+ .2|
Let
0 0 0 0 0 0
A1=\0 &2 0+ and A2=\0 0 &2+0 0 2 0 &2 0
Then form the block matrix
A=\A1A2
A2
&A1+ .
Next, set
U=diag(1, 1, 1, &1, &1, &1),
E=diag(4, 0, 0, 4, 0, 0),
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and let X=(X1 , X2)t be a C2-valued martingale on the background
radiation filtration. Note that S1 tA, S1 UtAU and 2 IdtE. From
Theorem A we have
&( |A V X| 2+|AU V X| 2+|E V X| 2)12&p+( p*&1) &X&p ,
where + satisfies
(A V X) +(AU V X) +(E V X)(+X).
As an example we compute
(A V X) =\A1A2
A2
&A1+ V X
=(A1 V X1+A2 V X2) +(A2 V X1&A1 V X2)
=(A1 V X1)+(A2 V X2)+(A1 V X2) +(A2 V X1)
+(A1 V X1 , A2 V X2)+(A2 V X2 , A1 V X1)
&(A2 V X1 , A1 V X2)&(A1 V X2 , A2 V X1)
=(A1 V X1)+(A2 V X2)+(A1 V X2) +(A2 V X1)
+(X1 , (A1*A2&A2*A1) V X2)+(X2 , (A2*A1&A2*A2) V X1).
Similarly, we have
(AU V X)=(A1 V X1)+(A2 V X2) +(A1 V X2) +(A2 V X1)
+(X1 , (A2*A1&A1*A2) V X2)+(X2 , (A1*A2&A2*A1) V X1) .
We observe that the covariation terms cancel. That is,
(A V X) +(AU V X) +(E V X)
=2((A1 V X1) +(A2 V X2)+(A1 V X2) +(A2 V X1) )+(E V X)
=(4X).
Again, we conclude
&( |S1 || 2+|US1 U|| 2+|2|| 2)12&L p(R2, 41)4( p*&1) &|&L p(R2, 41) ,
which naturally leads us to the higher-dimensional results. Let us first set
some notation. Fix 0<k<n and set &=( nk). Let X be a C
&-valued mar-
tingale defined on the background radiation filtration. For each component
XI of X, set X I= H Is } dBs and H
I=(hI0 , ..., h
I
n). Let A be as in Section 3.
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Proof of Theorem 4. For each J # In, k, define the projection
PJH J=\
0
hJ11[1 # J]
b
hJn 1[n # J]+ .
From Lemma 2.5 and (2.18), there exist an integer m and a sequence of
unitary transformations [Ul]ml=1 such that
:
m
l=1
(AUl V X)=m :
I
:
J
(AIJ V XJ)
=4m :
J
(DJ V XJ) +16m :
J
:
i  J
j # J
(Eij V XJ)
=4m :
J
| |DJHJ| 2 ds+16mk :
J
:
i  J
| |hJi | 2 ds
=4m :
J
| |H J| 2 ds&4m :
J
| |hJ0 | 2 ds
+16mk :
J \| |H
J| 2 ds&| |PJHJ| 2 ds&| |hJ0 | 2 ds+
=4m(1+4k) (X) &4m(1+4k) :
J
| |hJ0 | 2 ds
&16mk :
J
| |PJH Js | 2 ds. (4.4)
If we let C1 and C2 be the martingale transforms given by
C1IJ={2 - m(1+4k) E00 ,0,
if I=J
otherwise,
C2IJ={4 - mk PJ ,0,
if I=J
otherwise,
then (4.4) shows that
:
m
l=1
(AUl V X)+(C1 V X)+(C2 V X) =4m(1+4k) (X).
257BEURLINGAHLFORS TRANSFORM
File: 580J 302235 . By:CV . Date:18:03:97 . Time:11:26 LOP8M. V8.0. Page 01:01
Codes: 2429 Signs: 1103 . Length: 45 pic 0 pts, 190 mm
This implies that
"\ :
m
l=1
|AUl V X| 2+|C1 V X| 2+|C2 V X| 2+
12
"p
2 - m(1+4k) ( p*&1) &X&p .
Since - m(1+4k) IdtC1 and 2 - mk PtC2,
"\ :
m
l=1
|SU l|| 2+|- m(1+4k) || 2+|2 - mk P|| 2+
12
"L p( Rn, 4k)
2 - m(1+4k) ( p*&1) &|&L p(Rn, 4k) . K (4.5)
Proof of Corollary 2. This is the same as Corollary 1. Ignoring the
2 - mk P term and applying the reverse Minkowski inequality, we get
:
m
l=1
&SUl|&2L p(Rn, 4k)+m &- 1+4k |&2L p(Rn, 4k)
4m(1+4k)( p*&1)2 &|&2L p(Rn, 4k) .
Thus there exists U=Ul0 such that
&SU|&L p( Rn, 4k)- 1+4k (4( p*&1)2&1)12 &|&L p(Rn, 4k) . K
5. PROBLEMS AND QUESTIONS
We now discuss some of the analytic questions which naturally arise
from the martingale study of the BeurlingAhlfors operator. Our attention
is restricted to the two dimensional case, but similar questions (particularly
Question 1) may be asked in several dimensions. We first recall the special
function of Burkholder [6] which is the ‘‘heart of the matter.’’ For (z, w) #
C_C we define
U(z, w)= p(1&1p*) p&1 (|w|&( p*&1) |z| )( |z|+|w| ) p&1. (5.1)
We also set
V(z, w)=|w| p&( p*&1) p |z| p.
Burkholder [6] proved that, among other things, the function U satisfies
V(z, w)U(z, w) for (z, w) # C_C. (5.2)
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Thus the conjecture of Iwaniec [13] would follow from an affirmative
answer to
Question 1. Let f # C 0 (C) and Bf be its BeurlingAhlfors transform. Is
it true that
|
C
U( f (z), Bf (z)) dA0? (5.3)
Here, dA is area measure on C.
With this notation, the result (0.9), proved in Ban~ uelos and Wang [5],
is equivalent to
|
C
V(4f (z), Bf (z)) dA=|
C
V(4f (z), E(B V f | W0=z)) dA
E(V(4f (W0), B V f ))
E(U(4f (W0), B V f ))
0. (5.4)
By B V f, we mean the martingale transform 0& B {uf (Ws) } dWs .
We believe the following problem would provide new insight into
Question 1.
Problem 1. Give an analytic proof of the inequality
|
C
V(4f (z), Bf (z)) dA0. (5.5)
It would, of course, be more interesting if the following, which is weaker
than (5.3) and stronger than (5.5), were true:
Question 2. Is it true that
E[U(4f (W0), E(B V f | W0))]=|
C
U(4f (z), Bf (z)) dA0? (5.6)
Since the BeurlingAhlfors operator can be written in terms of second-
order Riesz transforms, it is natural to inquire about the best constant for
these operators. The following was proved for any i, j=1, 2, ..., n, including
i= j, in Ban~ uelos and Wang [5]:
|
Rn
V( f (x), RiRj f (x)) dx0. (5.7)
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This shows that &Ri Rj f &p( p*&1) & f &p . However, this inequality is not
sharp, as can be easily seen from the case p=2 and i{j. The problem of
computing the norms of RiRj is open. Recall that the proof of (5.7) also
passes through the function U as in (5.4). We believe the resolution of the
following problem and question would yield further insight into the norm
of Ri Rj .
Problem 2. Give an analytic proof of (5.7).
Question 3. Is it true that
|
Rn
U( f (x), Ri Rj f (x)) dx0? (5.8)
Since B is characterized by (0.3), Questions 1 and 2, as well as
Problem 1, can be stated without any reference to the BeurlingAhlfors
operator. For example, Question 1 is equivalent to
Question 1$. Let f # C 0 (C). Is it true that
|
C
U \fz ,
f
z+ dA0?
Iwaniec proposes his conjecture [13] that &B&L p( C )= p*&1 after
showing that for p>2 and 0<%<1, the functions
% (z)={z |z|
&2%p,
z &1,
for |z|<1
for |z|1
satisfy
&B(%z )&L p( C )
&%z &L p( C )
=
&%z&Lp(C )
&%z &Lp(C )
=\ ( p&1)( p&%)
p
( p&1) % p+(1&%) p p+
1p
.
Since this holds as % A 1, we see &B&L p( C )p&1 for p>2. It is interesting
to check this ‘‘extremal’’ family in Burkholder’s function U. We drop the
subscript % and compute
}z }={
(1&%p) |z|&2%p
0
|z|1
|z|>1
and
}z }={
%p |z|&2%p
|z|&2
|z|1
|z|>1.
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Then
|
C
U \z ,

z+ dA=||z|1 U \

z
,

z+ dA+||z|>1 U \

z
,

z+ dA
#I+II.
Let :p= p(1&1p*)p&1. Now, we have
I=2?:p |
1
0
[(1&%p)&( p&1)(%p)] r&2%p(r&2%p) p&1 r dr
=2?:p(1&%) |
1
0
r1&2% dr
=?:p
and
II=2?:p |

1
[&( p&1) r&2](r&2) p&1 r dr
=&2?:p( p&1) |

1
r1&2p dr
=&?:p .
Hence, for all 0<%<1, we have
|
C
U \%z ,
%
z + dA#0.
So putting the Iwaniec ‘‘extremal’’ into the Burkholder function has the
surprising result that the parameters % and p do not appear, and that
moreover, it integrates to zero exactly.
Remark. As shown by Burkholder in [6], the function U satisfies the
property that for all z, w, h, k # C with |k||h| , the mapping
t [ U(z+th, w+hk) (5.9)
is concave on R. This is a key property in the proof of his inequalities.
However, as Burkholder pointed out to us, this U is not the least majorant
of V with this property. The smallest such function is given by (see [6,
p. 81])
U (z, w)={V(z, w),U(z, w),
if |w|( p*&1) |z|
if |w|>( p*&1) |z|
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for 2 p< and with U and V interchanged for 1< p2. The interested
reader can easily check that with this function we have
|
C
U \%z ,
%
z + dA=?[ p(1&1p) p&1&( p&1) p&1]<0.
Thus even if some of the above questions are false for U, they may still
hold for the minimal U .
Finally, we mention a connection to an open problem in the calculus of
variations, as was pointed out to us by the referee. First, recall that by
M(n, R) we mean the set of all n_n matrices with real coefficients.
Definition 5.1 [8, p. 99]. A function g : M(n, R)  R is rank-one convex
if
g(*T1+(1&*) T2)*g(T1)+(1&*) g(T2)
for every * # [0, 1], T1 , T2 # M(n, R) with rank[T1&T2]1.
For vectors a, b # Rn, let ab be the n_n matrix ab*. It is proved in [8,
p. 100] that rank-one convexity is equivalent to the mapping
t [ g(T+tab) (5.10)
being convex in t for every T # M(n, R) and for every a, b # Rn.
Definition 5.2 [8, p. 99]. A function g : M(n, R)  R is quasiconvex if
g(T )
1
|0| |0 g(T+D,(x)) dx (5.11)
for every bounded domain 0/Rn, for every T # M(n, R), and for all
, # W 1, 0 (0 ; R
n). Here, D, is the total derivative of ,=(,1 , ..., ,n):
D1,1 } } } Dn,1
D,=\ b . . . b + .D1,n } } } Dn,n
It is known that quasiconvexity implies rank-one convexity, but the con-
verse is a well-known open problem. (See [8, pp. 10, 150] for more on
this.)
Question 4 [8].
Let n=2. Does rank-one convexity imply quasiconvexity?
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The functions U and U give rise to rank-one convex functions for n=2
via (5.9) and (5.10). We now explain this for U, leaving the case for U to
the reader. Define
U*(T )=&:p[[(a11+a22)2+(a21&a12)2]12&( p&1)[(a11&a22)2
+(a21+a12)2]12][[(a11+a22)2+(a21&a12)2]12
+[(a11&a22)2+(a21+a12)2]12] p&1,
where T=(aij) i, j=1, 2 , and
T(z, w)=
1
2 \
Re z+Re w
Im z+Im w
Im z&Im w
Re w&Re z+.
It follows that
U*(T(z, w))=&U(z, w).
To see that U* is rank-one convex, let h$, k$ # R2. Then
U*(T(z, w)+th$k$)=&U(z+th, w+tk),
where
{
Re h=h$1k$1&h$2k$2
Im h=h$1k$2+h$2 k$1
Re k=h$1k$1+h$2k$2
Im k=h$2k$1&h$1k$2 .
Since we have |h|=|k|, the rank-one convexity of U* follows from the
concavity of (5.9). If U* were also quasiconvex, then by taking T=0, we
would have from (5.11) that
0=U*(0)|
supp ,
U *(D,) dx.
Taking ,#(Re f, Im f ), we have U*(D,)=&U(fz , fz), and so the
preceding statement would imply that
|
C
U \fz ,
f
z+ dA0.
Thus an affirmative answer to Question 4 would positively answer
Question 1$. Even if the answer to Question 4 were negative in general, it
could still be possible that U* or U * is quasiconvex. In any case, the
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resolution of the question below would be very interesting. In the positive,
it would imply the conjecture of Iwaniec, and in the negative it would settle
Question 4.
Question 5.
Is U* (or U *) quasiconvex?
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