Abstract. Let A p ω denote the Bergman space in the unit disc induced by a radial weight ω with the doubling property
Introduction
The purpose of this paper is to characterize, in terms of geometric conditions, the positive Borel measures µ on the unit disc D such that
where n ∈ N ∪ {0} and A p ω is the Bergman space induced by ω in the class D which consists of the radial weights ω such that ω(r) = 1 r ω(s) ds satisfies ω(r)/ ω( 1+r 2 ) is bounded. The inequality (1.1) for the standard weighted Bergman spaces has been studied by many authors since seventies [9, 11] . The problem has also been solved for the Bekollé-Bonami and, if n = 0, the rapidly decreasing weights [6, 12] .
A weight ω ∈ D cannot decrease exponentially but may grow such that the integral over the pseudohyperbolic disc ∆(a, r) with respect to ωdA exceeds that of the Carleson square S(a) in decay as a approaches the boundary. In this case ω(z)
(1−|z|) η does not belong to the Bekollé-Bonami class B p (η). In the half plane the measures satisfying (1.1) have been characterized in [8] , when q = p ≥ 1, n = 0 and ω satisfies a doubling property. In the unit disc, the case q ≥ p and n = 0 has been considered in [14, Chapter 2] for a subclass of D. The approach taken here, to be explained together with the statements, is different from those employed in the above-mentioned references and works for all 0 < p, q < ∞ and n ∈ N ∪ {0}.
For a positive Borel measure µ on D and α > 0, we define the weighted maximal function M ω,α (µ)(z) = sup z∈S(a) µ(S(a)) (ω (S(a))) α , z ∈ D.
non-tangential approach regions Γ(ζ) = z ∈ D : |θ − arg z| < 1 2 1 − |z| r , ζ = re iθ ∈ D \ {0}, and the related tents T (z) = {ζ ∈ D : z ∈ Γ(ζ)} will be frequently used in our study. Our first result characterizes the q-Carleson measures for A belongs to L ∞ for any fixed r ∈ (0, 1).
In the case q ≥ p we use a method from the theory of Hardy spaces to control the distribution function µ({z : N (f )(z) > λ}) of N (f )(z) = sup ζ∈Γ(z) |f (ζ)| by {z:N (f )(z)>λ} M ω,q/p (µ)(ζ) p q ω(ζ) dA(ζ), 0 < λ < ∞.
The existing literature [6, 11, 12] suggests that for p > q the most natural test functions are obtained by an atomic decomposition [15] . However, this approach does not seem to be adequate for the class D. As in the case q ≥ p, methods from harmonic analysis turn out to be the appropriate ones. To some extent this is natural because a weighted Bergman space A p ω induced by ω ∈ D may lie essentially much closer to the Hardy space H p than any standard Bergman space A p α [14] . Luecking [10] employed the theory of tent spaces, introduced by Coifman, Meyer and Stein [5] and further considered by Cohn and Verbitsky [4] , to study the inequality (1.1) for Hardy spaces. In this setting one optimizes the use of the maximal and square area functions [3, 7] . We will build an analogue of this theory for Bergman spaces and show that one can actually treat (1.1) for the Hardy and Bergman spaces simultaneously.
For 0 < q < ∞ and a positive Borel measure ν on D, finite on compact sets, denote A,ν (f )(ζ) = Γ(ζ) |f (z)| q dν(z) and A ∞,ν (f )(ζ) = ν-ess sup z∈Γ(ζ) |f (z)|. For 0 < p < ∞, 0 < q ≤ ∞ and ω ∈ D, the tent space T p q (ν, ω) consists of the ν-equivalence classes of
A quasi-norm in the tent space
In the proof, a stopping time involving A q,ν (f ) and C q,ν (f ) is a fundamental step. The outcome of this reasoning is used to give an alternate proof of Theorem 1(b). It also plays a role in the proof of the factorization
which in turn is applied to obtain an atomic decomposition of functions in T p q (ν, ω) when p ≤ q. We will also show that (T
∞ (ν, ω) when q < 1 < p and ν is a discrete measure induced by a separated sequence. By pulling all these results together, we will achieve the statement of Theorem 1.
The Littlewood-Paley formula implies that for the classical Bergman spaces the question of when the differentiation operator Theorem 2. Let 0 < p, q < ∞, ω ∈ D, n ∈ N and µ be a positive Borel measure on D.
is bounded if and only if, for any fixed r ∈ (0, 1), the function
belongs to L ∞ for any fixed r ∈ (0, 1).
Preliminary results
For 0 < p < ∞ and a weight ω, the weighted Bergman space A p ω consists of analytic functions f in the unit disc D for which
where dA(z) = dx dy π is the normalized Lebesgue area measure on D. We write A p α for the classical weighted Bergman space induced by the standard weight ω(z)
The Carleson square S(I) based on an interval I ⊂ T is the set S(I) = {re it ∈ D : e it ∈ I, 1 − |I| ≤ r < 1}, where |E| denotes the Lebesgue measure of E ⊂ T. We associate to each a ∈ D \ {0} the interval I a = {e iθ : | arg(ae −iθ )| ≤ 1−|a| 2 }, and denote S(a) = S(I a ).
Recall that D denotes the class of radial weights such that ω(r) = 1 r ω(s) ds is doubling, that is, there exists C = C(ω) ≥ 1 such that ω(r) ≤ C ω( 1+r 2 ) for all 0 ≤ r < 1. The following lemma contains basic properties of these weights and will be frequently used in the sequel. The proof is elementary and therefore omitted.
Lemma 3. Let ω be a radial weight. Then the following conditions are equivalent:
(ii) There exist C = C(ω) > 0 and β 0 = β 0 (ω) > 0 such that
for all λ > λ 0 , and
where
The classes I and R of positive weights considered in [14] are contained in D, and therefore Lemma 3 contains most of the assertions in Lemmas 1.1, 1.2, 1.6 and 2.3 from [14] as special cases.
The following result plays a fundamental role in this study. It can be proved also by employing the method used by Sawyer [16] . 
and the operator norm has the claimed upper bound. To see the converse, assume that the operator is bounded. Let S be a Carleson square and
and by denoting ϕ 1/α = |f | p , we obtain
and the assertion follows by choosing f ≡ 1.
Tent spaces
We defined the tent space T p q (ν, ω) by using the lenses Γ(ζ) that induce the tents T (z) in a natural manner. One could certainly use different kind of non-tangential approach regions and they would induce the same spaces. In particular, the aperture does not play role in the definition. We will come back to this matter more rigorously later. To make things more precise, we define for each 0 < α < π, the lens
and the tent
, we write Γ(ζ) and T (z) as before. Moreover, we set ω(T α (0)) = lim r→0 + ω(T α (r)) to make ω(T α (z)) well defined and continuous in the whole D.
3.1. Duality -Part 1. In this section we prove the most natural duality results for the tent spaces. The result and its proof are useful for our purposes. 
Proof. Fubini's theorem and Hölder's inequality imply that each g ∈ T Let now p = 1 and
, where C 1 > 0 is a large constant to be determined later. Assume for a moment that there exists a constant C 2 > 0 such that
for all ν-measurable non-negative functions k. Then, by choosing k(z) = |f (z)||g(z)| and applying Hölder's inequality, we obtain
3) It remains to prove (3.2). Fubini's theorem yields
for all z ∈ D. We will prove this only for z close enough to the boundary T, the proof for other values of z follows from this reasoning with appropriate modifications. To see (3.4) , denote
. This together with Fubini's theorem and Lemma 3 gives
where the last inequality is valid because
By the definition of h(ζ) and (3.5), and by choosing C 1 sufficiently large so that C
Therefore,
and the inequality (3.4) follows.
Conversely, let L be a continuous linear functional on
is well defined and finite. By the Hahn-Banach theorem each bounded linear functional
with the same norm. We will denote this extension with the same symbol
In particular,
Then Fubini's theorem shows that
Therefore it suffices to show that
is bounded when 1 < p ′ , q ′ ≤ ∞ and p ′ and q ′ are not equal to infinity at the same time, that is, p + q = 2.
First suppose that q ′ = ∞ and 1
, and thus
Now suppose that 1 < p ′ = q ′ < ∞. Fubini's theorem and Hölder's inequality give
By combining this with the previous case, we deduce that
It still remains to deal with the case p = 1 and 1 < q < ∞. In this case we again have
To see this, we use Hölder's inequality, Fubini's theorem and Lemma 3 to deduce
and it follows that P 0 :
3.2. Factorization. In the proof of Theorem 5 we used a stopping time to obtain the crucial estimate (3.3) which yields |f |, |g| T 2
If f is analytic in D, then the estimates (3.8) and (3.9) together with [14, Lemma 4.4] prove the implication (iii)⇒(i) in Theorem 1(a) and the sufficiency in Theorem 1(b).
Carleson measures are discussed in Section 4, where alternate proofs of these facts are presented. The estimate (3.8) will be used to factorize T p q (ν, ω)-functions. To prove the result, we will need the following lemma which is of the same spirit as the Amar-Bonami [1, Lemme 1] . Lemma 6 can be proved by arguments similar to those used in (3.7). The measure (Sµ) ψ µ appearing in the statement is a p-Carleson measure for A p ω by the observation above.
If ψ(z) = (ω(T (z))) −1 we will simply write Sµ and B µ instead of (Sµ) ψ and B µ,ψ .
Theorem 7. Let 0 < p, q < ∞, ω ∈ D and let ν be a positive Borel measure on D, finite on compact sets.
Proof. Let first f = gh, where g ∈ T p ∞ (ν, ω) and h ∈ T ∞ q (ν, ω), and write dµ(z) = |h(z)| q ω(T (z)) dν(z) for short. If 0 < p < q < ∞, then Hölder's inequality, Fubini's theorem and (3.8) yield
The reasoning in the case q = p is similar but easier; just use Fubini's theorem and (3.8).
ω . Then Fubini's theorem, Hölder's inequality, (3.8) and Theorem 4 yield
. To see the converse, let f ∈ T p q (ν, ω), and write f = gh, where
Then two applications of Theorem 4 yield
.
To complete the proof, we need to show that h = f /g ∈ T ∞ q (ν, ω) with a norm bound independent of f and g, because once this is proved, the first part of the theorem ensures
, and assume for a moment that
This together with Lemma 6 yields
which implies the desired conclusion. It remains to prove (3.10), which is equivalent to
is a probability measure. The estimate (3.11) without the maximal function M ω follows by Hölder's inequality, and since a direct calculation gives
we obtain (3.10). 
, and consider the unit circle as the set {e it : arg ξ ≤ t < arg ξ + 2π}. Divide it into two half circles and divide these in turn into two arcs of equal size. Now divide those two that terminate in ξ again into two arcs of equal size, and continue in this fashion until the length of the two arcs of equal size terminating in ξ is less than dist(ξ, D \ O k (f )). Then the length of the shortest arcs in the obtained covering of T is at least dist(ξ, D \ O k (f ))/2. In this case we also denote the covering by O k (f ) = ∪ j I k j . Now, for each k and j, let J k j ⊂ T be the arc, concentric with I k j , such that |J k j | = c|I k j |. Let U (I k j ) be the triangular set in D bounded by I k j and the line segments joining the end points of I k j to the origin. Choose now c ≥ 2 sufficiently large such that 
by the definition of the sets
, and the desired upper bound for the ℓ p -norm of {λ k j } follows. The reasoning above readily gives also the same lower bound.
A function a is a T p q (ν, ω)-atom, if it is supported in some tent T = T (I) and
By Hölder's inequality and Fubini's theorem, a T p q (ν,ω)
1.
Theorem 9. Let 0 < p ≤ q < ∞, ω ∈ D and let ν be a positive Borel measure on D, finite on compact sets. Then each f ∈ T p q (ν, ω) can be represented in the form f = j λ j a j , where
Proof. Let f ∈ T p q (ν, ω). By Theorems 7 and 8, we can write f = gh, where
and h ∈ T ∞ q (ν, ω) with h T ∞ q (ν,ω)
1. It follows that f = j λ j b j , where
is supported in the same tent T as a j , and 
The proofs of Theorems 5 and 9 are independent of the aperture α ∈ (0, π) of the lens chosen in the definition of T p q (ν, ω)-spaces. This fact will be needed in the proof of the next lemma.
Lemma 11. Let 0 < p < ∞ and ω ∈ D, and let ν be a positive Borel measure on D, finite on compact sets. Then there exists λ 0 = λ 0 (p, ω) ≥ 1 such that
for each λ > λ 0 .
Proof. Without loss of generality we may assume that ν({0}) = 0. By integrating only over Γ(ζ) one sees that the right hand side is dominated by a sufficiently large constant, depending on λ and p, times the left hand side. The opposite inequality will be proved in several steps. The case p = 1 follows by Fubini's theorem and Lemma 3. 
, and the assertion for 1 < p < ∞ follows by the duality. Let now 0 < p < 1. Let ρ ∈ (0, 1) to be fixed later and define ρ(z) = ρ|z|(1 − |z|) for all z ∈ D. Since h λ (z 1 , ζ) ≍ h λ (z 2 , ζ) for all ζ ∈ D whenever z 1 , z 2 belong to a hyperbolically bounded region, Fubini's theorem yields
Here χ D(z,ρ(z)) (u) denotes the function that is equal to 1 if u ∈ D(z, ρ(z)) and is 0 otherwise. Let now α ∈ 0, 1 2 be fixed and choose ρ small enough such that
Assume without loss of generality that 1 0 ω(r) dr = 1. Let C and β be those from Lemma 3(ii), and define r n by ω(r n ) = (2C) −n for n ∈ N ∪ {0}. Then
, and therefore for N = min{k ∈ N : k > β + 1} we have
≤ r n+N for n ∈ N ∪ {0}, and hence, by Lemma 3,
(3.15)
Therefore it suffices to show that 16) because by combining this with (3.13), (3.14) and (3.15), we deduce
where the norm in T 1 q (h, ω) is taken with respect to lenses Γ α (·). We will show that (3.18) is actually valid for all measurable functions g.
As observed before, in Theorem 9 the aperture α does not play any role, and hence it suffices to show that the left hand side of (3.18) is bounded for a T 1 q (h, ω)-atom b supported in a tent T = T (I). Let S = S(I) ⊃ T (I). We split the outer integral into two parts; 2S and D \ 2S. By Hölder's inequality, Fubini's theorem, Lemma 3, and the definition of T 1 q (h, ω)-atoms, we deduce
For the integral over D \ 2S, take β = log 2 C, where C = C(ω) is the constant from the definition of D. By Lemma 3 we may choose λ > (β + 1)q large enough such that
is a essentially decreasing on [0, 1). This together with standard estimates and the definition of
and thus (3.18) is proved.
The proof of Lemma 11 shows that we may replace Γ(ζ) by Γ α (ζ) for any α ∈ (0, π) in (3.12). It follows that the space T p q (ν, ω) is independent of the aperture of the lens appearing in the definition, and the quasi-norms obtained for different lenses are equivalent.
If ν = k δ z k , where {z k } is a separated sequence, then we write
Proposition 12. Let 0 < q < 1 < p < ∞, ω ∈ D and {z k } be a separated sequence such that
Proof. Let 0 < q < 1 < p < ∞ so that p ′ > 1, and let g ∈ T
. Let now L be a linear continuous functional on T p q ({z k }, ω), and consider the sequence
, where e k is the function with e k (z j ) = δ jk . Let g be such that g(
We need to show that g ∈ T
Let Y denote the set of standard dyadic intervals of T, and consider the family {R(I) : I ∈ Y} of dyadic Carleson top halves. Since {z k } is separated by the assumption, there exists M ∈ N such that each dyadic top half R contains at most M points {z k }. We may assume M = 1, for otherwise we just have to multiply our estimates by M . Lemma 11 with ν = k δ k shows that
for λ = λ(ω) > 1 sufficiently large. Since h(z) =
1−|z|
|1−zζ| is essentially constant in each top half, we may assume that the points z k are the centers of R k j = R(I k j ), where j = 0, 1, . . . , 2 k − 1 and k ∈ N ∪ {0}. We re-index them such a way that z j,k is the center of R k j , and similarly, we write
Without loss of generality we may assume that arg f (z j,k ) = arg g(z j,k ) for all k and j. Then Fubini's theorem gives
It is clear that for any fixed ζ ∈ D, the sequences {ϕ k (ζ)} and {ψ k (ζ)} contain only finitely many elements that are different from 0. Clearly, for any fixed k, T (z j,k ) ∩ T (z m,k ) = ∅ for j = m, and hence
Hence the boundedness of L is equivalent to
for all {ϕ k } for which the last integral in (3.21) is finite, and similarly, (3.20) becomes
To finish the proof we will need the following lemma, see [10, Lemma 1] .
Lemma 13. Let 0 < q < ∞ and ϕ k be a sequence of non-negative functions such that for each fixed ζ ∈ D, the sequence {ϕ k (ζ)} contains only finitely many members that are different from 0. For each ζ ∈ D, define
and
Now we may finish the proof of Proposition 12. Choose ϕ k = ψ
, and note that (3.22) implies
for all 0 < ρ < 1. Then, for any ζ ∈ D, (3.23) and (3.24) yield
By combining (3.26), (3.25) and (3.27), we deduce
and, by letting
which is equivalent to (3.20) . Proposition 12 is now proved.
Operators acting from T (iii) The function
We will need the following preliminary result which shows that
Lemma 16. Let ω ∈ D and ν be a positive Borel measure on D.
(
sp ω for 0 < s < ∞, we may assume that 1 < p, q < ∞. Then Theorem 5 and (3.3) yield
, and the assertion is proved.
. This together with Theorem 4 yields
, and the assertion follows.
Proof of Theorem 15. The equivalence (ii)⇔(iii) follows by choosing dν(z) = dµ(z) ω(T (z)) in Lemma 11. We will show next that (iii)⇒(i)⇒(iv) and (iv)⇒(ii). 
(i)⇒(iv). Let {z k } be a separated sequence such that z k = 0 for all k. By Lemma 14, there exists λ = λ(ω) > 1 such that
By replacing b k by r k (t)b k , where r k denotes the kth Rademacher function, in (4.1), and applying Khinchine's inequality, we deduce
We will now construct {b k } and {z k } appropriately. For each k ∈ Z, let E k denote the collection of maximal dyadic tents induced by Υ with respect to inclusion such that µ(T ) > 2 k ω(T ), and let
. Let {b T } be any sequence indexed by T ∈ E. Assume for a moment that µ has a compact support. Then {b T } is a finite sequence.
Let us now index the the tents in E according to which E k they belong to. Write Further, write r = p q and choose b q k,j = 2 k(r ′ −1) for each j. Then, by using the inequality 2 k < M d ω (µ)(z) ≤ 2 k+1 for z ∈ E k \ E k+1 , the left-hand side of (4.4) can be estimated as
while the right-hand side of (4.4), with the notation η = 2
Combining these two estimates we find a constant C > 0, independent of µ, such that
for µ with compact support. The result for arbitrary µ follows from this by a standard argument based on the monotone convergence theorem.
Finally, let us observe that an argument similar to that of Lemma 11 (the case 0 < p < 1) yields (iv)⇒(ii). To see this, let g(u) = Since the same reasoning works when µ(S(a)) is replaced by µ(∆(a, r)) for any fixed r ∈ (0, 1), the lemma is proved.
We remind the reader that (3.8) together with [14, Lemma 4.4] shows that µ is a p-Carleson measure for A , and the assertion is proved.
By combining the results above we will characterize q-Carleson measures for A 
