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The objective of this doctoral thesis is to build a conceptual framework for social systems 
using discrete event system specification (DEVS) formalism to model and simulate 
specific properties, interactions, and processes of social systems. 
The introduction contains a brief history of the field of modelling and simulation, 
introduces the concept of science, justifies the constructivist approach to systems, and 
presents the research questions, the objectives, and the expected contributions.  
The second chapter establishes general concepts about social systems, describes their 
composition, their structure, and their environment, and explains their behaviour. This 
is followed by a discussion of the concepts of emergence, self-organization, and social 
computations. 
The third chapter presents basic concepts about modelling and simulation, justifies the 
use of models, and compares simple and complex modelling approaches. Then, it 
demonstrates simulation as a new frontier in science and establishes modelling and 
simulation (M&S) as a unified and independent field. This is followed by a description of 
different system specification formalisms and their relationship with time handling. 
Finally, it depicts DEVS and its extensions. 
The fourth chapter introduces how OMG Systems Modelling Language (OMG SysMLTM) 
is used to model social systems. It describes a new approach to the taxonomy of SysML, 
shows SysML diagrams related to purposes, explains SysML diagrams associated with 
the structure, and presents how to use SysML diagrams for depicting the behaviour of a 
social system.  
The fifth chapter describes the framework proposal. It explains the role of social theories 
in computational templates, presents the sextuple of computational models, proposes 
a framework for the modelling and simulation of social systems using DEVS, and shows 
an example of the proposed framework based on basic Agent_Zero’s model. 
Keywords 
Conceptual Framework, Modelling and Simulation, Social Systems, Computational 
templates, SysML, DEVS.  
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In the long run, we are all dead… and wrong. Academic success is achieved when the 
death comes before the truth (Sahlins, 2002). 
Every doctoral thesis starts with an inquiry about the universe. Some questions seem 
more difficult than others, but each one is a deep search inside the possibilities of the 
knowable. The query of this doctoral thesis is how to build a conceptual framework for 
social systems using discrete event system specification (DEVS) formalism to model and 
simulate specific properties, interactions, and processes of social systems. A conceptual 
framework is defined in this thesis as a set of concepts which serves as an analytical tool 
that organize ideas about something. 
This chapter is organized as follows: The first section presents a brief history of the field 
of modelling and simulation followed by a second section that introduces the concept 
of science. The third section justifies the constructivist approach to systems. Later, in 
the fourth section, the methodologies for building scientific knowledge are briefly 
discussed. Next, former approaches used in related topics are discussed in the fifth 
section. Afterward, the sixth section establishes the research questions, the objectives, 
and the expected contributions. Finally, the seventh section describes the thesis outline 
and the methodological approach. 
1.1 A chunk of history 
“Social science means inventing a certain brand of human we can understand” (Taleb, 
2016, p. 132). 
The prevalence of model building in theoretical physics began towards the end of the 
19th century, and then spread to other scientific disciplines. Economics commenced 
using models towards the nineteen-thirties, followed by other social sciences (S. 
Hartmann, 1996). Since the 1950’s the advances in computation generated an increase 
in simulation models (Jovanovski, Minovski, Voessner, & Lichtenegger, 2012); thus, 
simulation in the social sciences soon became a fast-growing field (Axelrod, 2003), and 
traditional social science methods (e.g. theoretical models, empirical experimentation, 
and statistical analysis) are now complemented and/or substituted by modelling and 
simulation (M&S) methods (Wu & Sun, 2005). As a result, science methodologies are 
moving from a “model-building era” to a “simulation era” (S. Hartmann, 1996).  
Although everyday life is full of uncertainty, i.e. information deficiency, traditional 
science assumed a world of certainties, i.e. complete information. Thus, deterministic 
models were a common practice. But, once their limitations to explain complex systems 
were acknowledged, they became less popular and implementation of nondeterministic 
models started (Klir, 2005). 
Simulation-based research first appeared in leading social science journals in the 1990s, 
but is not accepted at the same level in all social sciences. The proportion of simulation 
articles in social science journals (1994 – 2003) differs among fields: sociology (less than 
3%), management (less than 5%), political science (less than 8%), economics (less than 
10%), and psychology (around 35%) (Harrison, Lin, Carroll, & Carley, 2007). Even though 
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M&S is a potent tool for researching complex systems, it is not evenly employed across 
all social science disciplines. 
Modelling and simulation (M&S) of social systems first evolved from modelling of the 
simple to modelling of the complex, and then to a combination of both modelling and 
simulation of the complex (Varenne, 2009), with a diverse range of applications. Some 
of them are the following: social pressure (Ball, 2004); criminal justice policy (Auerhahn, 
2008); social interactions in marketing (W. R. Hartmann et al., 2008); and language 
dynamics (Castellano, Fortunato, & Loreto, 2009). 
Social reality, as a whole, has no disciplinary boundaries (Squazzoni, 2012); but, each 
social science develops partial models covering special features of social systems. No 
single discipline combines all the aspects into a complete integrated model of the society 
(Meissner & Wold, 1974). Consequently, each social discipline generates its own 
methods of analysis and theories, which are only valid for the specific part of the social 
world covered by it (Boulding, 1956).  
However, to fully understand human experiences, multiple theories are needed. Thus, 
if it were possible to build models simultaneously consistent with various theories, the 
strength and confidence in them could increase (Carley, 2009). Simulations are 
interdisciplinary tools (S. Hartmann, 1996), able to combine the various theories and 
methods of analysis used in different disciplines to enhance understanding about the 
target. 
1.2 What is science?  
“Physics, like all of science, is a human activity” (S. Hartmann, 1995, p. 2).  
Science reflects our ideas, perceptions and intuitions about how the world works. Our 
brains receive information from the environment, i.e. data, observations, 
measurements; process these inputs and transforms them into laws, formulas, and 
concepts. In this way, the simple collection of empirical information is transformed into 
summary statements reflecting our understanding of world laws (Bejan & Merkx, 2007). 
Scientific studies make slices of reality by using models and, then, they try to deduct the 
properties of these slices of reality (Ljung & Glad, 1994), in search of empirical 
regularities (Vogel, 2009). Science attempts to uncover patterns from observations, and 
as a consequence, hypotheses, paradigms, and laws of nature are born (Ljung & Glad, 
1994). Every science has a corpus and a methodology. The corpus is the set of axioms, 
concepts and relationships among them. The methodology is the set of processes 
accepted as valid by science (Warfield, 2003). 
There are three methods used to initiate an inquiry: Tao’s method, Descartes’ method, 
and Peirce’s method. The Tao’s method starts with a concept of the entire universe, and 
then non-relevant components are eliminated gradually until the only remaining is the 
material to be described. The Descartes’ method starts by clearing the mind of 
everything, and then relevant components are incorporated gradually until the situation 
has been described. The Peirce’s method starts with the prevailing state of mind, i.e. a 
person cannot choose how to initiate the inquiry, and then adds or supresses what is 
required in order to describe the situation (Warfield, 2003). 
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It is a scientific common practice that the way used for solving problems in one area, be 
applied for solving problems in another area (principle of analogy). For instance, fluid 
dynamics, heat transfer and mass transfer used to be studied as different matters, but 
it was found that they have similarities of equations (flux expressions), and conservation 
principles. For this reason, the combination of transport of momentum (fluid dynamics), 
transport of energy (heat transfer), and transport of mass (mass transfer) gave rise to a 
new area: transport phenomena (Bird, Stewart, & Lightfoot, 2004).  
The principle of analogy opens gates to address different questions about the same set 
of social phenomena using a whole range of physical and engineering models (Levis, 
2009). Analogies can be material or formal: material analogies consist of two objects 
which share the same or similar properties, or two systems which have a similar 
relationship between their respective parts; while formal analogies arise when two 
systems can be represented by the same formal calculus, even though the systems may 
or may not share concrete features (Glucina & Mayumi, 2010). 
Analogies make physical sciences and engineering techniques quite useful for social 
sciences, e.g. the thermodynamics point of view is used in ecological economics (Glucina 
& Mayumi, 2010); statistical physics is employed in social dynamics studies (Castellano 
et al., 2009); and physics and artificial intelligence give support to many social 
simulations (Gilbert & Troitzsch, 2005).  
However, models of human social behaviour are more complex than physical or 
engineered systems (Carley, 2009), because human beings are not physical particles 
(Gilbert & Troitzsch, 2005). Some substantial differences exist because humans have 
some of the following abilities: they can recall past experiences (Castellano et al., 2009), 
change their behaviour to adapt to their environment (North, 2014), play roles, and 
make decisions using bounded rationality, taking into account multidimensional payoffs 
(Troitzsch, 2009). In addition to the aforementioned abilities, people respond, i.e. the 
triggering event induces, but does not govern the answer (Ackoff, 1971); do not react, 
i.e. the triggering event fully determines the answer (Ackoff, 1971); to the changes 
around them because they do not follow deterministic laws (Squazzoni, 2012), and thus, 
as a consequence, the same stimulus can have different responses (Zeigler, Praehofer, 
& Kim, 2000). Furthermore, people’s behaviour is irreversible, although their states can 
be cyclical. 
In spite of the above, when large numbers of people physically interact (e.g. a mob) or 
share beliefs (e.g. stock market crash of 1929), individual motivations vanish and 
individual behaviour could be represented by typical behaviour. Thus, individual unique 
properties in social contexts could become irrelevant for understanding the social 
system (Merkx, 2007); and, although people do not behave stochastically (Troitzsch, 
2009), their behaviour can be simulated using randomness as a proxy. 
Furthermore, social diffusion models are based on epidemiological models, which 
consider individuals as passive receptors of environmental conditions. The aim is not for 
the model to accurately represent the target, but to answer –or help answer- the 
stakeholder’s questions.  
Models of physical systems assume that their laws, i.e. fundamental rules of nature, do 
not change across space or time. The assumption of invariance of natural laws is the 
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cornerstone where natural science relies on; and, as a matter of fact, experimentation 
tries to test, physical theories under different time and space conditions (Hall, 1999).  
Every scientific law is a generalization of some sort. A law, as a universal statement, is 
attached neither to a specific object, nor to particular times and places (Gale, 1974). 
Technical systems models use well-known laws of nature; however, nontechnical 
systems, such as social systems and economic systems lack these laws. Thus, in these 
cases commonly accepted interactions or reasonable hypotheses must be used 
instead(Ljung & Glad, 1994). 
Social sciences are basically empirical sciences (Squazzoni, 2012). Their theories aim to 
explain, or at least describe, empirical data, but also to predict and guide social 
construction (Coleman, 1992). The study of social sciences requires formalization and 
modelling, but these do not imply excessive abstraction or lack of contact with social 
reality (Squazzoni, 2012). Social sciences face some specific problems such as 
uncertainty, imprecision and vagueness (Leinfellner & Köhler, 1974)  
1.3 A constructivist approach to systems 
“All systems are artificial abstractions” (Ayyub & Klir, 2006, p. 6). 
The concept of system has become popular nowadays, but multiple definitions coexist 
and there is no consensus on how to define it (Hieronymi, 2013). Most system’s 
definitions reflect the following two approaches to the knowledge of a system: realism 
and constructivism. Realism states that a system represents some aspect of the real 
world. On the other hand, constructivism asserts that systems are synthetic constructs 
made by the stakeholders (Ayyub & Klir, 2006). 
The representation of realism is obtained by correctly applying the principles and 
methods of science. This way the system is a homomorphic image of the real object. 
However, it acknowledges that it is only an estimate, i.e. a simplified representation, 
due to limited resolution of our sensors and measuring instruments. In order to improve 
the representation, sensors and measuring instruments should be improved. Realism is 
a theory of being (Ayyub & Klir, 2006). 
This thesis uses the following definition of constructivism: it is “the idea that scientific 
knowledge (patterns in data, scientific laws, models and concepts) is constructed to 
enable and guide epistemic uses, which also entails that scientific practices develop 
epistemic strategies for the production of knowledge that meets this purpose” (Boon, 
Leitgeb, Niiniluoto, Seppälä, & Sober, 2017, p. 1). Constructivism states that systems do 
not exist in nature; rather, the stakeholders create them in order to try to understand 
reality. Therefore, it is an illusion to compare the system with the reality, because there 
is no way of checking the correspondence. Constructivism is a theory of knowing (Ayyub 
& Klir, 2006). This thesis follows the constructivist approach. 
Hence, this thesis considers a system as “any portion of the material universe which we 
choose to separate in thought from the rest of the universe, for the purpose of 
considering and discussing the various changes which may occur within it under various 
conditions” J. Willard Gibbs quoted in (Warfield, 2003, p. 515). Thus, systems do not 
exist on their own, they are an epistemological concept to understand and to analyse a 
section of the world.  
5 
Every system based approach reflects a way to perceive reality. The modeller defines 
the components and establishes the relationships among them through axioms and 
postulates (Ackoff, 1971). A system is complex when the properties of the whole differ 
from the set of the properties of its parts (Simon, 1991). Most of the complex systems 
due to their non-trivial dynamics cannot be solved or understood by intuition; they must 
be approached using computational power (Forrester, 1987). 
Each system is a set of components (each component has attributes/variables and 
behaviours/operations) and a set of relations (associations/interactions) among the 
components (Cioffi-Revilla, 2009). Every system behaves, from the stakeholder´s 
perspective, at least in one aspect, as a unit; it has specific properties on its own, 
exceeding the properties of its components; and it lacks some of the properties of its 
components (Bunge, 2000). By its composition, systems could be concrete or abstract. 
In an abstract system, all its elements are concepts, while in a concrete system at least 
two of its elements are real objects (Ackoff, 1971). 
A purposeful system can have goals, objectives and ideals. Each one of them reflects a 
relationship between a preferred outcome and a time horizon. While goals are short-
term objectives, ideals are never reached but can be approached. A purposeful system 
can change its goals, objectives and ideals over time. Both, goal achievement and goal 
failure, drive modifications of objectives and ideals. A purposeful system compares 
current conditions, i.e. actual state, with preferred outcome, i.e. desired state, in order 
to select means to close the gap (Ackoff, 1971). 
Any system has a composition, an environment, and a structure. Composition refers to 
the set of elements with their individual attributes, making part of the system. 
Environment accounts for the elements which do not make part of the system but are 
connected to it. Structure indicates the relationships among elements, and between 
elements and the system’s environment (Bunge, 1979). It should be highlighted that 
every element in a system must have a relationship with at least one other element in 
that system. A system has neither isolated elements nor isolated subset of elements 
(Ackoff, 1971). 
Classical science studies the properties of the components, while systems science 
studies the properties of the relationships (Ayyub & Klir, 2006). General systems theory 
studies the relationships among objects (concrete or abstract) independent of any 
specific situation (Boulding, 1956). It supposes that particularities of a given system can 
be ignored, i.e. details do not matter in order to understand the general features of a 
system (Ball, 2004).  
It is known that often features of big size phenomena do not depend on the tiny aspects 
of the process, and consequently higher-level features are enough for the understanding 
of global behaviour (Castellano et al., 2009). For instance, it is possible to study the 
interactions between two nations without knowing the details of interactions among all 
the citizens of these nations (Simon, 1991). 
A cross-disciplinary approach is needed to fully understand system properties and 
behaviour (Ayyub & Klir, 2006). Some general phenomena which are common to many 
different disciplines are dynamics of population, growth theory, interaction of 
individuals with their environment, information and communication theory (Boulding, 
1956). 
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A hierarchy is a system of interrelated subsystems where each subsystem is a system of 
interrelated subsystems. The lowest level, i.e. elementary subsystem, is arbitrarily fixed 
by the modeller in accordance with her/his modelling purposes (Simon, 1991). Although 
etymologically, hierarchy refers to a system made of interconnected subsystems in 
which each of the subsystems is subordinated by an authority relationship to the system 
it belongs to; in this thesis the term is used in a broad sense where no subordination 
among subsystems is required, but the system is understood as successive sets of 
subsystems, i.e. parts within parts structure.  
Participation replaces subordination when referring to hierarchical social systems 
(Simon, 1991) when  the system has a nested structure without having hierarchical 
functions (Mitchell, 2011). Thus, hierarchy in systems can be understood as a set of 
matryoshka dolls, Chinese boxes, layers of an onion, or nested systems (Bunge, 1979). 
While biological and physical hierarchies are described in spatial terms, social 
hierarchies are described in interaction terms. A way to conciliate these approaches is 
to consider hierarchy as defined in terms of intensity of interaction (Simon, 1991). 
Each level in a hierarchical structure has different elements (often superior level 
elements are aggregates of lower level elements), although interactions among 
elements at the same level present many similarities across levels (Ayyub & Klir, 2006). 
Thus, many hierarchical systems can be approximated as nearly decomposable systems 
where interactions of parts within subsystems are stronger than interactions of parts 
among subsystems (Mitchell, 2011). These interactions among subsystems are weak, 
but not negligible, and their structures present redundant features which can be taken 
into account in order to simplify their description (Simon, 1991).  
The span of a system at one specific level refers to the number of subsystems into which 
it is partitioned from the original system (Simon, 1991). Although a hierarchy has a 
theoretically unlimited amount of levels following this epistemological approach, in 
practice, few of them are considered (Ayyub & Klir, 2006). Interactions among the parts 
of subsystems are different from the interactions among subsystems; they can also 
convey different orders of magnitude (Simon, 1991). 
Furthermore, empty world hypothesis, i.e. decomposable properties, has been verified 
in many of the complex systems. As a consequence, components are only weakly 
connected with most other components, and it is possible to describe system reality, 
with little information lost, from a small fraction of interactions. Additionally, as basic 
elements only interact through aggregated elements, interaction details can be ignored. 
In this way, the short-term state of components in the system is nearly independent of 
the components in the other system; and the long-term state of every component 
depends on the combined behaviour of other components (Simon, 1991). 
Complex systems are systems of many interacting elements, which exhibit non-trivial 
behaviours (Marsili, Mastromatteo, & Roudi, 2013). They have some common 
properties which are not related to their specific contents (Simon, 1991), such as 
adaptation, information processing, and complex collective behaviour (Mitchell, 2011). 
New developed methods allow the description and analysis of complex systems in ways 
that were not feasible before (Helbing, 2010). 
In complex systems, the whole is different from the set of its parts. They mix individual 
simplicity in order to produce collective sophistication (Bunge, 1979). Complexity 
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science assumes that simple rules, e.g. generative rules, give birth to a complex world 
(Vogel, 2009). They behave as chaotic systems, have sensitive dependence on initial 
conditions, and even small variations on initial conditions can derive a huge difference 
in states and in trajectories. Even when they are deterministic systems, apparent 
randomness can arise for many reasons. In addition to initial variations in the conditions, 
random accidents, e.g. historical contingencies, can change the trajectories (Mitchell, 
2011).  
Modelling and Simulation (M&S) of complex systems present many challenges. They are 
difficult to understand and to model in detail, usually only a few variables are accessible, 
i.e. measured, and might not be relevant to explain the behaviour of the system. 
Therefore, their representation is approximate and incomplete based on a few variables 
and their interactions. Weaker effect variables are dropped out of the system, but also 
unknown unknowns that the modeller is not aware of, can affect the behaviour of the 
system. For instance, when a person chooses a city for living, both objective, e.g. living 
standard index, and subjective, e.g. preferences and life style, factors are taken into 
account; but also, unobserved factors, hidden or latent, can affect the choice (Marsili et 
al., 2013). 
A common point of view in Adaptive Systems, Chaos Theory and Systems Dynamics is to 
consider complexity as an aspect of the systems which they explore; however, the 
Structure-Based School holds that complexity finds its locus in the human mind 
(Warfield, 1999). 
If complexity is a state of mind, then the locus of complexity is internal to the observer. 
Complexity is the name given to the frustration of being unable to understand a 
problematic situation. Complexity refers to the unsuccessful efforts to comprehend a 
system by an observer; therefore, it is just the expression of human mind limitations. 
Thus, complexity is neither an objective fact nor a property of the system. Complexity 
lies in the minds of stakeholders who view the system, and maybe are embedded in it; 
and if complexity is subjective, different observers will classify the same situation at 
different grades of complexity (Warfield, 1999). 
1.4 Methodologies for building scientific knowledge 
“Little attention being given to methodological issues for developing simulation 
models” (Aumann, 2007, p. 385). 
Social system analysis aims to increase our understanding of the social system. For this 
reason, the analysis starts asking questions (e.g. why? how? when?) about a challenge 
(Aumann, 2007); and then selects theories, models, and techniques (Conte, Edmonds, 
Moss, & Sawyer, 2001).  
Deduction, i.e. theoretical analysis, and induction, i.e. empirical analysis, are the 
traditional methodologies for building scientific knowledge. In the former, the scientist 
sets the assumptions and, then, deducts the consequences; while in the later, the 
scientist gathers data and, after that, analyse them in order to uncover relationships. 
Each methodology bears its pros and its cons (Harrison et al., 2007). 
Simulation can resemble both deduction and induction. As in deduction, simulation 
derives conclusions from assumptions by overcoming the intractability constraint. As in 
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induction, the analysis of simulation outcomes uncovers relationships in the data 
generated (Harrison et al., 2007). Solving analytically intractable questions is made 
possible with computer simulations (Varenne, 2009), because computers follow the 
sequence of process behaviours far beyond human capabilities, getting results which 
are out of reach for the human brain. In this case, simulation lacks the transparency of 
deduction (Harrison et al., 2007).  
In brief; induction, a data-driven approach, tries to find patterns in data in order to 
uncover governing laws of the world. In contrast, deduction, a theory-driven approach, 
first sets assumptions and then tries to find their consequences. Simulation can 
integrate induction and deduction. It starts setting explicit assumptions, but instead of 
proving theorems, simulation generates data; and then these data can be analysed 
inductively. As a result, simulation is a tool for discovering unexpected consequences of 
plain assumptions (Axelrod, 2003). But, data (i.e. results) do not prove a theory. If data 
do not match the hypotheses, then the hypotheses should be abandoned or reformed; 
and if data match the hypotheses, it does not prove that the hypotheses are correct 
either (Warfield, 2003). 
Every model attempts to represent its target in a simplified way. This simplicity relates 
to reproduction of an observable behaviour, experimentation methods, answering 
questions about causal factors, providing understanding, or testing of a formal theory. 
However, the important thing is not that the model accurately represents the target, 
but how useful the model is for providing answers regarding the target. Formal 
expressed, an object O* is a model of an object O for an observer P, iff P can use O* to 
find answers to her/his questions regarding O. Therefore, a model has ontological 
independence to its target and its usefulness is relative to the observer (Varenne, 2009). 
“A simulation imitates one process by another process” (S. Hartmann, 1996, p. 5). 
However, this is not always the case because in occasions a simulation is more a set of 
computational tricks aimed to solve a problem than a mimic of the target (Varenne, 
2009). For instance, in input-output (I/O) models, simulation seeks to fit the output 
measures and not the number seeking processes. A coin tossing model tries to model 
the results (i.e. head or tails), not the coin trajectories previous to each result. 
Many different computer simulations can replicate the same set of results. That means 
that there is a system of candidate models which could, with approximately the same 
accuracy, be selected as a model of the target. Computer simulation allows the 
coexistence of a multiplicity of formalisms (Varenne, 2009). 
1.5 Some former approaches 
“It is certainly not the case that any particular style of modelling is better than others 
in general” (Edmonds & Möhring, 2005, p. 173) 
Modelling and simulation (M&S) is a disintegrated field. Every discipline has its own style 
for M&S, and therefore M&S lacks a transdisciplinary language. Thus, it is difficult to 
communicate to stakeholders both the structure and the behaviour of the models; to 
work collaboratively, to reuse others’ ideas (Zeigler et al., 2000); and to share best 
practices in methods, approaches and techniques among the scientific community 
(Squazzoni, 2012). 
9 
In the same direction, there is a need for methods that would allow integration and 
cooperation among different simulation techniques (Borshchev & Filippov, 2004); 
especially for M&S of complex problems composed of many simple problems, each one 
of them represented by a different paradigm (Heath, Brailsford, Buss, & Macal, 2011). 
Most simulations of social systems are context dependent. They often originate in 
tradition and specific techniques used in the reference field (Ljung, 1998). Computer 
simulations are frequently run without explicitly declaring the theoretical or 
mathematical models which support them, and little attention is given to 
methodological issues. Consequently, theoretical background is not formally stated and 
assumptions are hidden or loosely defined (Aumann, 2007). 
As a result, many simulations of social systems are unique models, making it difficult to 
employ or adapt them in new scenarios, datasets, or questions (Carley, 2009); and even 
if the simulation looks great, its results could be irrelevant (Aumann, 2007). However, 
replication is the cornerstone of social verification and social validation (Squazzoni, 
2012). Hence, a new approach is needed based on explicit computational models, where 
theoretical background and assumptions are stated in detail (Epstein, 2008). 
The requirement for integration of theories and techniques indicates that the 
development of holistic approaches is pertinent. There are some previous attempts in 
this direction, such as formal framework for organizational modelling and analysis 
(Popova & Sharpanskykh, 2007); computer simulation laboratory for social theories 
(Whitmeyer et al., 2008); SimPol (Cioffi-Revilla, 2009); and SocLab (Sibertin-Blanc et al., 
2013). 
The formal framework for organizational modelling and analysis, based on Generalized 
Enterprise Reference Architecture and Methodology (GERAM), covers both dynamic and 
static aspects of organizations. This framework allows different levels of abstraction, 
enables simulation of organizational behaviour, and supports and controls the execution 
of organizational scenarios and the evaluation of organizational performance. One of its 
main characteristics is that is allows the reuse of framework in different ways. It 
supports agent based simulation (Popova & Sharpanskykh, 2007). 
Computer simulation laboratory for social theories is a tool which allows the user to 
compare and combine social theories using agent based models. It attempts to explain 
and to forecast social changes. The background of the model is terrorist insurgency in a 
developing country, with the following three kinds of agents: citizens, government 
fighters and insurgent fighters. The compared leadership theories are: Legitimacy 
theory, Coercion theory and Representative theory (Whitmeyer et al., 2008). 
SimPol is a computational model of a polity (political system). It represents the political 
processes and structures of a generic society. SimPol was built through progressive 
versions from simple (i.e. toy model) to complex (i.e. more realistic). Its development 
used object based modelling (OOM), Unified Modelling Language (UML) and the 
methodology of Lakatos’ research programs (Cioffi-Revilla, 2009). 
SocLab is a formal theoretical framework for analysis, modelling and simulation of social 
systems of organized action. It takes into account individuals, resources, and rules to 
handle resources and purposes –personal and organizational-. SocLab uses UML and 
algebraic structures to model the organization. It contains a meta-model with the main 
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concepts and properties of social organizations, which can be instantiated for real world 
situations. SocLab does not consider relationships between the organization and its 
environment, but it could be easily enhanced including relationships which are not 
controlled by an organization’s actor (Sibertin-Blanc et al., 2013). 
However, none of them covers the entire social sciences field or allows a full integration 
of different approaches. The formal framework for organizational modelling and 
analysis, and SocLab only apply for formal organizations. Computer simulation 
laboratory for social theories covers neither economics nor political aspects. SimPol is 
restricted to political systems. Therefore, this doctoral thesis aims to study the feasibility 
of developing a conceptual framework to model and simulate social systems.  
There are also advances in protocols such as the Overview, Design concepts, Details 
(ODD) protocol (Grimm et al., 2006). ODD aims to be a generic structure to document 
agent based models, and it is independent of software platforms. Its main purpose is to 
facilitate writing and reading of model descriptions, to make M&S easier to replicate. 
The protocol can be used for agent-based models, but also for other bottom-up M&S in 
general, for example grid-based models (Grimm et al., 2010). Although ODD intends to 
be a general protocol, it only applies when a bottom-up, e.g. agent based model, M&S 
paradigm is used. 
1.6 Research questions, objectives and expected contributions 
“It will be a sad day for man when nobody is allowed to ask questions that do not have 
any answers” (Boulding, 1956, p. 205). 
This section presents and justifies two research questions that will be addressed in this 
thesis, the objectives and the expected contributions.  
There is strong evidence that different complex systems can have analogous features, 
both in their structure and in their behaviour, so it is possible to grasp the existence of 
universal laws that govern their properties (Kwapień & Drożdż, 2012). For instance, after 
applying ODD to many models it was found that models perceived as different at the 
beginning were quite similar (Grimm et al., 2010). It means that details do not matter 
(Ball, 2004), and it could be possible to create a general framework to M&S.  
Therefore, the first research question is the following: “Is it possible to integrate the 
different modelling approaches of social systems?” As it was shown previously, different 
purposes require different models. Therefore, in order to be able to compare or 
integrate these models, a framework for social systems models is needed.  
The second research question is the following: “Is it possible to build a general 
framework for Social Systems Modelling?” There are several strategies which could be 
useful to answer the second research question, such as general phenomena (Boulding, 
1956), and hierarchy of complexity (Boulding, 1956; Simon, 1991).  
General phenomenon is a strategy to scan the empirical universe, in order to detect 
phenomena which are found in many different disciplines and attempt to bring together 
many general theoretical models relevant to these phenomena. Some examples of these 
phenomena are: population changes over time, birth and death of individuals, 
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interaction between individuals and their environments, growth process, theory of 
information and communication (Boulding, 1956). 
Hierarchy of complexity arises from the principle that complex systems have a nearly 
decomposable hierarchical structure. So, they are analysable into successive sets of 
subsystems (Simon, 1991). This strategy proposes the arrangement of theoretical 
systems and constructs using a hierarchical approach, leading towards a system of 
systems, i.e. nested systems (Boulding, 1956).  
The general objective of this thesis is to propose a conceptual framework for Social 
Systems Modelling and Simulation, to model and simulate properties, interactions, and 
processes of social systems using discrete event system specification (DEVS). 
The specific objectives of this thesis are: 
• Detect isomorphism among structures and behaviours of social systems.  
• Identify essential characteristics of current social systems models.  
• Analyse basic features of the major simulation paradigms.  
• Uncover implicit theories and assumptions made in some social simulation models.  
• Compare scope and limitations of the strategies considered for framework building. 
The framework will be a set of outlines that describe principles, rules, and practices of 
M&S. The framework will emphasise the general aspects of M&S, not its specificities. It 
will provide a universal language to all the stakeholders, and it will help to increase their 
mutual understanding. The framework will promote a detailed construction of M&S, 
clarifying the assumptions, postulates, and theorems extracted from social theories; in 
order to make visible both the theoretical background and the gaps in theories. The goal 
is to build a useful framework, not “the right” framework. 
Scholarly journals include the conceptual model in its verbal or its mathematical form, 
but do not very often include the algorithms used to implement the conceptual model, 
which are the ones producing the outcomes, and which do not necessarily have a perfect 
match with the conceptual model (Galán et al., 2009). In addition to this, mathematical 
results are easier to understand (the tractability property) than simulation code and 
processes (the intractability property). Hence, implicit assumptions and mistakes are 
hard to discover in a computer program (Polhill, Parker, Brown, & Grimm, 2008).  
M&S methods are harder to analyse, understand and communicate than analytical 
models. Analytical models use the universal language of mathematics, while there is no 
common language for M&S (Grimm et al., 2006). Thus, it is expected that the framework 
helps the modellers to communicate, and the other stakeholders to understand, both 
the process and the outcomes of M&S. 
Reproducing results is an essential condition for making simulation models a rigorous 
tool for science (Grimm et al., 2006). Replication, i.e. the process of re-running an 
experiment or a simulation by peers in order to inspect it (Squazzoni, 2012), can be 
attained as any of the following measures: 1) a numerical identity, i.e. outcome is 
accurately mimicked; 2) a distributional equivalence, i.e. original outcome distribution 
and replication outcome distribution, even though they are not identical, have no 
statistically significant differences; and 3) a relational equivalence, if original and 
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replication outcomes match their inner relationships, i.e. they have the same 
distribution shape but differ on parameter values. Although relational equivalence is 
weaker than the other two, it could be sufficient, at least at the current moment, for the 
M&S of social sciences (Axelrod, 2003). 
Cumulative science requires M&S replications, but this activity is rarely performed. 
However, replication, in addition to testing original findings, helps to discover the 
limitations of M&S and to extend original findings (Squazzoni, 2012). The advantage of 
the framework proposed here, is that the stakeholders can compare the implications of 
different social theories, and replicate the M&S. 
The framework will be oriented to model building and simulation. It will allow a 
technique-free model to be built. Therefore, models built on the framework will not be 
associated to a specific technique (i.e. agent based models, systems dynamics, neural 
networks, cellular automata, and so on). Thus, once the model has been built, the user 
can design and run simulations based on the framework. The framework is meant to be 
as generic as possible, but can be extended to apply in specific contexts. The framework 
will have a modular nature, and, as a consequence, it will allow the modification of any 
basic model. Additionally, the framework will cover a wide range of means to model and 
analyse structures and behaviours of different types of social systems. 
1.7 Thesis outline and methodological approach 
“General principle: the solutions (on balance) need to be simpler than the problems” 
(Taleb, 2016, p. 99). 
The thesis is structured as follows. The first chapter presents the introduction. Later, the 
second chapter introduces social systems as a subject of study. Afterward, the third 
chapter explores the main features of modelling and simulation. Subsequently, the 
fourth chapter illustrates how the OMG Systems Modelling Language (OMG SysMLTM), 
a graphical modelling language, can be utilised to model social systems. After that, the 
fifth chapter proposes a framework for modelling and simulation of social systems. Next, 
the conclusions and suggestions for future works are found in the sixth chapter. Finally, 
the last chapter contains the bibliographic references used, followed by annexes with a 
brief overview of SysML, and the code used in the simulations. 
Clear terminology is key for effective communication. In order to facilitate their 
comprehension, this thesis attempts to plainly describe using simple and formal 
language, all the concepts and methods used. However, since they are comprised of an 
expert and copious body of literature, only the main ideas are included, and sources for 
enhancing them are pointed out. 
Three terms deserve special clarification: nonlinear, simulation, and social system. Most 
of the literature use the term “nonlinear” to characterize complexity and complex 
systems, but referring to a system as nonlinear is similar to talking about a “non-
elephant zoology” –a quote attributed to mathematician/physicist Stan Ulam-(Ljung, 
2010a, p. 1). Hence, this thesis uses the term “non-trivial” instead of “nonlinear” in order 
to characterize complexity and complex systems. This is also coherent with the 
subjective approach to complexity used in this thesis. Although a simulation is a 
replication of a process, and it can be physical or on a computer (Grüne-Yanoff & 
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Weirich, 2010), whenever the term “simulation” is used in this thesis, it will mean a 
“simulation executed using a digital computer”. And a final caveat, even though all 
animals can form social systems (Bunge, 1979), when the term "social system" is used 
in this thesis it only refers to human social systems. 
This thesis was built based on a literature review conducted by the student, and 
meetings between the author and his advisor. The literature review comprised a 
detailed critical “state of the art” review, using academic sources of high quality, in the 
following areas: general system theory, social systems, modelling methodologies, and 
simulation techniques. 
The sketches of OMG Systems Modelling Language (OMG SysMLTM) diagrams were built 
using draw.io (www.draw.io), a free diagram editor software, which works both online 
and as desktop application. The code was written in Python 3 (www.python.org) using 
the following libraries: matplotlib (http://matplotlib.org/#) (Hunter, 2007), NumPy 
(www.numpy.org), pandas (http://pandas.pydata.org/), and random 
(https://docs.python.org/3/library/random.html#module-random). Cites and 
references were handled with Zotero reference management software 
(www.zotero.org), following the American Psychological Association (APA) 6 ed. citation 
style. 
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2. Social systems, a dynamic world 
“Insights into behaviour of social systems have not advanced in step with 
understanding the natural world” (Forrester, 1987, p. 1). 
In everyday life, human beings interact with other human beings, usually with a few of 
them, giving origin to a social system (Castellano et al., 2009). These social network 
bonds and interactions soon become a complex system (Troitzsch, 2009) that has a high 
number of non-trivial interacting elements, is open, interchanges information, and can 
modify its internal structure and patterns of activity. As result, social systems are flexible 
and easily adapt to variable external conditions (Kwapień & Drożdż, 2012).  
Human beings need social interactions. Every person, hermits excluded, plays a role in 
at least one social system. Human beings are able to create and modify norms of social 
behaviour, and they are able to form, modify and break down social groups (Bunge, 
1979).  
Social systems are dynamic entities, which over time, change their rules (Ball, 2004), 
their structure and their behaviour (Gilbert & Troitzsch, 2005); often in an adaptive 
manner. Thus, social systems are flow systems (Bejan & Merkx, 2007) that respond to 
environmental fluctuations (Gilbert & Troitzsch, 2005), and register discontinuities due 
to technological and political changes (Carley, 2009). Since the modeller, i.e. a person 
who tries to understand the system, can also participate in the system, it is more difficult 
to comprehend the system (Bejan & Merkx, 2007). 
This chapter is organized as follows: The first section establishes general concepts about 
social systems. After that, a second section describes their composition; next, the third 
section shows their structure; subsequently, the fourth section presents their 
environment; and then, the fifth section explains their behaviour. Afterward, the sixth 
section introduces the concepts of emergence and self-organization. Finally, the seventh 
section portrays the idea of social computations. 
2.1 Social systems 
“It is often difficult to draw clearly-defined boundaries around any part of a large 
system and study the resulting subsystem in isolation” (Viana, Brailsford, Harindra, & 
Harper, 2014, p. 1) 
A social entity can be a discrete individual, a formally established organization, or a 
collective social unit (Wasserman & Faust, 1994). Every social entity can be characterized 
by its properties, i.e. quantities and qualities that offer a complete description of the 
social entity (Helbing, 2010). If all the entities of the social system are of the same 
conceptual type, e.g. people, they form a one-mode network (Wasserman & Faust, 
1994).  
Social entities, i.e. people or groups of them, and the linkages among them, compose a 
social system (Wasserman & Faust, 1994). Social systems are assemblies of social 
entities whose behaviours are influenced by other social entities and by social forces 
(Meissner & Wold, 1974). Social systems are hold together by social bonds. Some 
examples of social systems are groups of friends, religious congregations, and political 
parties (Bunge, 2000). Both the social system and its components are dynamic.  
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Any social model represents the modeller’s point of view. The same components can 
have multiple comparable or rival interpretations due to changes in the relationships 
(Diallo, Padilla, Gore, Herencia-Zapana, & Tolk, 2014).  
The social systems landscape has changed from a “natural social environment”, i.e. 
natural persons and primordial bodies, to a “built social environment”, i.e. natural 
persons, primordial bodies and constructed organizations; and as a consequence, these 
three social entities should be considered by social theories. Natural persons are human 
beings; primordial bodies are diffuse and are multifunctional groups such as families, 
cities, and informal networks; while constructed organizations are legally-recognized 
actors, such as business firms, trade unions, and nation states (Coleman, 1992). 
Both primordial bodies and constructed organizations have key functions in social 
systems (Coleman, 1992). Interactions among basic components of social systems give 
origin to the following six kinds of links: natural person to natural person, natural person 
to primordial body, natural person to constructed organization; primordial body to 
primordial body, primordial body to constructed organization, and constructed 
organization to constructed organization. However, in the end, both intra and inter 
systemic relationships depend on person to person relationships (Bunge, 1979). 
All social activities involve persons interacting, directly or indirectly, with persons. 
Persons remain the same in different arenas, e.g. politics, economics, and so on. They 
do not change their inner beings when they move across activities, but they can play 
different roles. The actors are the same, but they interact in different institutions and 
contexts (Bunge, 2000; Coleman, 1992). Since every human being is multidimensional, 
society itself is also multidimensional, since it is composed of a set of individuals 
(Epstein, 1999).  
Social experiences are events which happen in a social system, e.g. a lecture in a 
university, a birthday party in a family, a religious ceremony in a church; or between 
social systems, e.g. international trade, war between nations, and so on; and, social 
sciences should reflect that social experiences are intertwined (Bunge, 2000). Social 
phenomena come about through recurrent interactions among social entities over time, 
they are not generated by insular decisions made by social entities.  
By way of illustration, the following paragraphs demonstrate a small social system 
structure with three levels: molecular, microscopic and macroscopic (Bird et al., 2004). 
Although, it could be possible to include many more levels, for simplicity, the example 
only consists of three levels applied to social systems.  
At the first level (i.e. molecular level), human beings are found. Individuals have memory 
(i.e. ability to recall past experiences), communicate (i.e. exchange information) with 
others and influence them. But, at the same time they are impacted by their peers 
(individually or in groups), even though not always explicitly (Castellano et al., 2009). 
Their interaction gives origin to social systems. 
Due to her/his participation in a social group (e.g. family, peer group, school team, firm, 
department, congregation), an individual plays a role, at least one, within it. These roles 
can be different in each group, even in the same group, and could change at different 
times. The same holds true for relations and interactions (Troitzsch, 2009). 
16 
At the second level, i.e. microscopic level, there are small groups. Some individuals 
participate simultaneously, i.e. play roles, in different groups, setting bonds (not always 
visible) among these groups (Troitzsch, 2009). But, since human beings behave as a serial 
information processing system (more than a parallel one), usually, a person cannot be 
involved in many social interactions simultaneously. Each role enforces duties that are 
time consuming. Thus, the higher frequency dynamics are associated with nearby 
subsystems, while lower frequency dynamics are associated with larger subsystems 
(Simon, 1991). 
At the third level, i.e. macroscopic level, bigger groups appear. Here two main types of 
collective forms can be found: groups with common purpose (they have structure, 
organization and culture), such as a firm or a political party; and non-organized 
aggregates (they are unplanned, unorganized, and have no lasting patterns of social 
interactions), such as a mob or a crowd (Pabjan, 2004).  
Knowledge of a social system requires studying its composition, its structure, its 
interactions with the environment, and its behaviour. 
2.2 Composition 
“Entities are clusters of properties” (Humphreys, 2004, p. 25). 
Composition refers to the set of components (ontological entities such as actors and 
things; and epistemological entities such as roles, primordial bodies, and constructed 
organizations) of a social system. The main components are actors, roles, resources or 
events. Actors, also called agents, are basic elements who take action (Coleman, 1990), 
they control events and receive the consequences of events (Coleman, 1974). Both, 
actors and events have attribute variables (Wasserman & Faust, 1994). The state of any 
social entity, at a specific time, is the set of its relevant properties at that time (Ackoff, 
1971). 
The basic elements, i.e. atomic elements, of a social system are natural persons and 
roles. Natural persons refer to human beings, while roles are “non-natural persons” who 
have sets of properties and responsibilities. Natural persons and machines perform 
roles. A social system can be understood as an array of roles coupled together by 
channels of communication. Of course, the interactions between persons and roles must 
be included; persons give shape to roles, but also roles affect persons (Boulding, 1956). 
Human beings do not live as unrelated people. They participate simultaneously in 
different social systems and social networks. Thus, everyone plays multiple roles 
“simultaneously” (Bunge, 2000). A social system has many levels (at least two in the 
simplest case). Individuals inhabit the lower level, while epistemological entities occupy 
the higher social level (Squazzoni, 2012).  
Social circles, i.e. the set of individuals with whom a person has social relationships, are 
unobservable social entities, which have no formal membership lists, rules, or leadership 
(Wasserman & Faust, 1994). A social group is a subset of social entities who holds a 
subset of relationships. Natural social groups have no autonomous reality; they are 
epistemological constructs. If the subset of relationships, or the subset of social entities, 
is changed, other social groups “are born” (Bunge, 1974). 
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Every person has multiple group affiliations, e.g. family, friends, and occupational 
groups. These groups make bridges among them due to the multiple affiliation features 
and provide conditions for the development of interpersonal connections and the flow 
of information between groups. As a secondary effect, overlap in multiple group 
memberships could result in a coordination of those group’s actions (Bunge, 1974; 
Wasserman & Faust, 1994). 
Human beings participate simultaneously in different social systems. These social 
systems could have various styles and diverse bonding relationships. People 
impersonate various roles in separate social systems; and, sometimes, even inside the 
same social system, people perform several roles at different moments (Troitzsch, 
2009). 
A corporate interlock is a special case when various roles are played simultaneously, i.e. 
context permeability. Corporate interlocks result when a person participates 
simultaneously in the board of directors of different organizations. Corporate interlocks 
enable communication and cooperation between organizations (Jasny, 2007). 
While primordial bodies (e.g. family and community) are diffuse and multifunctional 
social entities where persons participate, constructed organizations (e.g. business firms, 
trade unions, and nation states) are purposive social entities composed of roles. 
Constructed organizations, as social systems, are a set of relationships among roles 
under the control of individuals. Thus, the performance of a role is the resultant mix of 
the constraints and possibilities of the position, with the individual incentives and 
features (Coleman, 1992). 
Constructed organizations are social systems within themselves, but they are basic social 
entities when they interact with other entities. A constructed organization can have 
multiple roles at its interior, e.g. members, employees, and shareholders. Positions 
compose the structure of constructed organizations, not persons. Persons are only 
temporary occupants of these positions (Coleman, 1992), different persons can enact 
the same role over time (Bunge, 2000), and their personalities give shape to the 
performance of their roles (Bunge, 1979). 
Individuals, entities, and macro-social properties interact in a social system. Social 
properties are real. Their ontological status is independent of their origins (i.e. 
interactions among social entities), and can participate in relationships (Sawyer, 2004a); 
therefore, they can be autonomous real causes for other social phenomena (Sawyer, 
2004b). Social situation (i.e. social structures and institutions) both constrains and 
allows individual actions (Squazzoni, 2012). Social change is the change of any of the 
social properties of a social system (Bunge, 1979). 
Social properties can have different origins, i.e. multiple realizability. It means that 
different social mechanisms can produce similar social system properties. These social 
mechanisms may not be related among them, i.e. wild disjunction (Sawyer, 2004b). For 
example, you can take different routes and use different transport methods to go from 
point A to point B. The initial and the final state are the same, but the trajectories differ. 
Also, from meeting to the wedding day, a couple can follow different paths, but the 
initial and the final state are the same. 
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Every person interacts with a limited number of people in all of the social networks 
where she/he belongs. The number of contacts tends to be negligible compared to the 
total number of members belonging to his/her networks. Nevertheless, global 
behaviour regularities are found among different social systems (Castellano et al., 2009). 
The size of a group influences the interactions it has with its social environment. The 
bigger the size of a family, the weaker are its interactions –per family member- with the 
rest of society. The bigger the family the more energy and time are spent –per family 
member- in inner interactions than with the rest of society (Bunge, 1979).  
The size of a social system also conditions its processes and functions. There are lower 
and upper population thresholds. Division of labour is not feasible if the social system is 
too small, and participation in management is not feasible if the social system is too big 
(Bunge, 1974). For instance, specialization and division of labour increase with the size 
of the market (Hidalgo & Hausmann, 2009).  
Small social systems are characterised by organized complexity, i.e. the system has only 
a small number of variables that are related in an organic whole; while medium and big 
scale social systems behave as disorganized complexity, i.e. as a whole, the system has 
a particular order even though some of its variables have erratic or unknown behaviour 
(Weaver, 1991). Scale invariance is a property of social systems which reflects the fact 
that the structure of, and the processes taking place inside, the social systems are the 
same over a broad range of spatial and temporal scales. This property ceases to be valid 
in the case of extremely large and very small scales (Kwapień & Drożdż, 2012). 
System size could play a significant role in some social models, e.g. Galam’s model of 
biased opinion and Axelrod’s model of culture formation, because some changes of 
behaviour only occur in small, or finite, social systems(Toral & Tessone, 2006). 
Sometimes size effects are ignored when trying to apply thermodynamic concepts to 
the modelling and simulation of social systems. However, the thermodynamic limit of 
order-disorder phase transition requires the existence of a countless number of 
particles, and since social systems can have a huge number of social entities – but never 
countless –,this analogy could be inappropriate (Castellano et al., 2009).  
2.3 Environment  
“Agents will need to base their actions on what they know about their environment 
(including other agents)” (Gilbert & Troitzsch, 2005, p. 174). 
The environment is composed of a set of external entities (natural and artificial) that can 
produce a change in the state of the social system, or can be changed by the social 
system. The environment of a social system is the portion of the world that exerts a 
significant influence on the social system (i.e. input), or receives a significant influence 
from it (i.e. output). An environment can be conceived as an input source and as an 
output repository. External elements which have no effect on the state of the social 
system, even though they affect irrelevant properties of the social system, do not belong 
in its environment. The environment conditions/influences the behaviour of a social 
system (Ackoff, 1971; Bunge, 1979). 
The boundary of the system differentiates the system from its environment. A closed 
social system is one completely self-contained, having no interactions with social 
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entities not contained within it. Thus, it has no environment. An open social system is 
one that has environment. Openness and closeness are relative terms, since all systems 
can be considered as a subset of a bigger system(Ackoff, 1971). Sociologists generally 
accept that social systems are open (Sawyer, 2004b). Although it could be tempting to 
consider the whole world as a closed system (isolated), it should be noted that as people 
are born and die, time evolution converts the world into an open system (i.e. one which 
interchanges components with its surroundings). 
Input-free systems, also called autonomous systems, do not respond to input stimulus 
(Zeigler et al., 2000). This kind of systems does not exist in social systems because every 
social system acts on, and is acted upon, by other social systems, either directly, e.g. 
political systems affect market systems, extended family influences couple’s 
relationships, or indirectly, e.g. context permeability.  
2.4 Structure 
“Changes taking place in one part of the system may manifest impacts in others” 
(Auerhahn, 2008, p. 293). 
A social tie is a connection between a pair of social entities. A tie could be a transfer of 
material or non-material resources, behavioural interaction, biological relationship, and 
so on (Wasserman & Faust, 1994). Structure, organization, or inner constitution of a 
system is the set of relations among the set of components of a social system. In the 
same way that a chemical system exists only when and while a chemical reaction 
endures among its components (Bunge, 1979), a social system only exists when, and 
while, social relations among its social entities occur. As Figure 1 shows, two systems 
can have the same composition, their elements are the same; but a difference in 
structure, makes their relationships different. 
 
Figure 1. Same composition, diverse structure 
Source: Adapted from (Bunge, 1979). 
Structure includes both the state and the state transition mechanisms (Zeigler et al., 
2000). In order to characterize a social system, its constitution, i.e. initial distribution of 
control of resources among the actors, should be described (Coleman, 1992). Although 
full knowledge of  the structure of a social system should permit deduction of its 
behaviour (Zeigler et al., 2000), even if their constitutions, their interactions and the 
20 
exact laws of people’s behaviour were known, it is impossible to accurately calculate 
their behaviour (Helbing, 2010). Additionally, it is not possible to know, with certainty, 
the initial conditions of a social system from its current state (Kwapień & Drożdż, 2012). 
Inferring structure from behaviour is not always possible because different structures 
can give birth to the same behaviour (Zeigler et al., 2000).  
Individual actions affect macro social circumstances, which partially constrain individual 
action. Thus, macro and micro levels interact to influence, but not determine, each 
other´s state and behaviour (Bunge, 2000). Figure 2, known as Coleman’s boat, shows 
internal analysis of system behaviour including its downward, upward, and same level 
causation and effects. Macro causes can generate micro and macro effects, but also 
micro causes can generate micro and macro effects (Coleman, 1990, 1992). 
 
Figure 2. Coleman’s boat 
Source: (Coleman, 1990, 1992) 
Social bonds can be classified as voluntary or involuntary. In a voluntary relationship 
(e.g. taking a job) the person can decide for themselves whether or not to enter it, while 
in an involuntary relationship (e.g. filial) the person has no choice. Social relationships 
can also be categorised as bonding or nonbonding. In a bonding social relationship (e.g. 
exchange relationships), at least one of the participants will behave differently due to 
the existence of the relationship, while in a nonbonding social relationship (e.g. 
belonging to the same occupational group), the participant’s behaviour is not affected 
by the existence of the relationship. Behaviour is affected by the way that the 
relationship is perceived (Bunge, 1979), hence, a religious bonding can be considered as 
a bonding relationship for practitioners, but as a nonbonding relationship for believers 
who are non-practitioners.  
Social relationships can be classified as simple or complex. Simple ones are self-
sustaining where the incentives to maintain the relationship are intrinsic, e.g. filial 
relationship between a mother and her son, while complex relationships depend on a 
third party for their continuation, e.g. relationship between an airline pilot and an airline 
passenger, which requires the existence of an airline as a third party (Coleman, 1992). 
Society is a set of interacting persons who participate simultaneously in different 
networks. The bonds among these networks (e.g. social groups) are not explicitly stated, 
most of the time they are undetectable, but they are real and give shape to the society 
(Troitzsch, 2009). Social networks build bridges among social entities that are not 
directly connected, allowing and enhancing flows between them, but they can also 
behave as competing entities for the available resources in a social space. Black markets 
that undermine legal markets are an example of the later (Merkx, 2007). Both individual 
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diversity and network topology influence social system dynamics (Rahmandad & 
Sterman, 2008). 
A social network metaphor is used to characterise intricate sets of interactions between 
participants in social systems, both at micro and at macro levels.  On the other hand, the 
topology of networks describes the who, the frequency and the intensity of social 
dynamics (Castellano et al., 2009), not only in social networks (i.e. people to people) but 
in meta-networks that connect people and organizations, tasks and events, attitudes 
and goals (Carley, 2009).  
Social network analysis was born in the mid-1930s, but developed slowly until 1990. 
From 1990, the interest in social network grew exponentially due to awareness that the 
social contexts of actions matter. For instance, because populations are not 
homogenous, epidemics do not progress uniformly through them (Carrington, Scott, & 
Wasserman, 2005). Social networks can represent both the structure and the function 
of a social system. When showing how social entities interact, they represent the 
structure of the social system; when showing states (nodes) and their transitions (links), 
they represent the function of the social system. Thus, network theory allows the study 
of the structure and the function of a system (Edmonds & Gershenson, 2015). 
Deciding the system boundary is equivalent to deciding the network boundary. The 
three main boundary specification strategies are positional, event-based, and relational. 
The positional approach uses formal membership criteria or characteristics of objects, 
e.g. students registered at a university. The event-based approach uses participation in 
some class of activities, e.g. attendants at a concert. The relational approach uses social 
connectedness, e.g. circle of contacts in a social network (Marsden, 2005). 
Social networks constrain and enable behaviour. When information, ideas, diseases, 
money and etc. flow through social networks (Carley, 2009), heterogeneity prevails. 
Homogeneity in society requires interaction between people, and repeated interactions 
derive higher degrees of homogeneity. Thus, a transition from disorder to order, at least 
partially, is obtained (Castellano et al., 2009). However, as social networks are scale-free 
networks (Kwapień & Drożdż, 2012), not all individuals exert the same influence on the 
network; and it is often found that a small number of persons have a stronger influence 
than the rest of the persons who participate in the same network (Mazher, 2000). 
Also, the social background of actions matter (Carrington et al., 2005). Through social 
networks, actions can be propagated over long distances, allowing for local fluctuations 
to transform themselves into a collective behaviour (Kwapień & Drożdż, 2012). 
Composition variables measure the attributes of social entities (e.g. age, geographical 
location, number or employees), while structural variables measure specific types of 
links between pairs of social entities (e.g. friendship between people, business 
transactions) (Wasserman & Faust, 1994). 
The reflection problem results when actions of the social entity affect the behaviour of 
the group, and at the same time, the actions of the group affect the behaviour of the 
social entity. It can produce social spill overs, i.e. an action on to an agent affects the 
behaviour of others in the agent’s group via a social interaction; and social multipliers, 
i.e. due to feedback, the effect of the initial intervention is multiplied (W. R. Hartmann 
et al., 2008). Thus, networks can be considered as the “field” where social dynamics take 
place (Castellano et al., 2009).  
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Bonds in a social system can be permanent or temporary, static or dynamic. As a result, 
social systems assemble, change, and break down (Bunge, 1979). Coevolution of 
networks results when properties of nodes and connections among them change over 
time. Coevolving systems should take into account the dynamics inside the nodes, i.e. 
changes in properties and in the dynamics of the connections, i.e. changes in link 
(Castellano et al., 2009).  
Adaptive networks surge when their node states and topology coevolve. Adaptive 
networks include both the state transition of nodes, i.e. dynamics on the networks, and 
the topological transformation of the network, i.e. the dynamics of networks. For 
instance, during an epidemic, persons can change their states, i.e. from healthy to 
infected, and vice versa, and they can change their relationships, e.g. avoiding sick 
people. Coevolution can be derived from qualitative changes in the dynamics of the 
network. Adaptive networks have also been found in opinion studies, organizational 
networks, trust formation, and culture sharing. Computational models of adaptive 
networks are a mix of agent-based models and dynamical networks (Sayama et al., 
2013). 
Additionally, sometimes, not all the edges of the network are continuously active, which 
means that even though the edge still belongs to the network, it is not performing an 
active task in the network, and it becomes a temporarily inactive link. The temporal 
activation of edges affects the dynamics of systems which interact through the network, 
e.g. rumour diffusion, co-authors network, disease contagion, innovation diffusion. This 
can also affect network properties such as the transitivity of edges, centrality, and so on 
(Holme & Saramäki, 2012).  
2.5 Behaviour of a social system 
“Most human action is driven by routine reaction to the particularities of a situation 
rather than by elaborately calculated plans” (Gilbert & Troitzsch, 2005, p. 176). 
The external behaviour of a system is its visible manifestation. It is the relationship 
between its input and output time histories (Zeigler et al., 2000). Although there are 
plenty of interactions in a social system, the only important ones in M&S are the ones 
related to a state change or a behavioural change. Social entities exert influence on the 
social system, and the social system acts upon the social entities, i.e. feedback effect. As 
a result, the behaviour of a social system is different from the set of the behaviours of 
its social entities (Helbing, 2010). Thus, social behaviour has multiple causes, but none 
of which are necessary or sufficient in isolation (Carley, 2009).  
In the same way that it can be declared that “the only constant thing about John Smith 
is his name” (Bunge, 1979, p. 129), because persons are changing, both physically and 
emotionally, at every moment of their lives; social systems are not static because they 
permanently modify their composition and their structure. A rewriting event occurs 
when a link between two social entities is modified (e.g. starting or deleting). It can imply 
changes in the state of the social entity and/or in the dynamics of the social system. 
History could be defined as a chronologically organised set of social system states. While 
reactions are deterministically caused, responses are decision results. In this way, the 
social entity is a co-producer of the response. A response is a combination of a change 
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(internal or external), and a decision (Ackoff, 1971). As social entities are forward-
looking, their future actions and states are relevant when making a decision (W. R. 
Hartmann et al., 2008).  
Social phenomena can be understood as spontaneous unrepeatable trials, which lack 
control variables and have no possibility to adjust essential factors autonomously (Ball, 
2004). Frequently, the focus of analyses in the social systems relies on the outcome of 
the decision, and not on the decision process (Helbing, 2010). 
Human beings require time and resources to make decisions. Thus, in order to reduce 
their costs, they try to remain in the same state, i.e. inertia, as much as possible. 
However, when a preference threshold is attained, a very small stimulus can change 
their behaviour, i.e. threshold behaviour (Squazzoni, 2012). A decision situation implies 
the existence of at least two alternative paths and the expected capability to choose 
between them (Helbing, 2010). Even though their exact outcome cannot be predictable, 
the space of potential outcomes can be anticipated. 
Pure rationality is just one among multiple principles of action that can be considered 
for understanding human behaviour (Coleman, 1992). Micro rationality is neither a 
necessary nor a sufficient condition for macro equilibrium fulfilment. Social entities have 
bounded information and bounded computing power, thus they operate with bounded 
rationality, and many decisions are taken based on local information (Epstein, 1999). 
Discrete choice models of social interactions result when a social entity must reach a 
specific threshold in order to take, or not, an action. If the threshold is associated with 
the number of social entities which have surpassed the threshold, it is called a “tipping 
point” (W. R. Hartmann et al., 2008). For instance, it has been observed that bystanders 
of an emergency tend to paralyse, i.e. inaction, if the number of observers is equal or 
superior to three, i.e. the witness effect (Conte et al., 2001).  
Some social systems seem to be in a steady state, but after crossing a threshold value, 
the social system exhibits discontinuous evolution. Their time line trajectory is a mix of 
short periods of turbulence and long periods of relative stability. A power law can 
represent the turbulence periods. Some examples of this kind of behaviour in social 
systems are financial market panics, wars, and epidemics (Kwapień & Drożdż, 2012).  
A phase transition is a matter of all or nothing. Every time a phase transition occurs the 
dynamic behaviour of all the elements in the system change at once. A phase transition 
is a collective event (Ball, 2004). Phase transitions originate both from internal and from 
external causes (Zeigler et al., 2000). For instance, decisions could drive discontinuous 
changes of behaviour, and as a consequence a decision could generate a phase 
transition (Helbing, 2010).  
2.6 Emergence and self-organization 
“A norm is a property of a social system, not of an actor within” (Coleman, 1990, p. 
241). 
The variety of behaviour in social systems can either increase or decrease. They can 
show greater or lesser variety and higher or lower level of behaviour, than any of their 
social entities by themselves (Ackoff, 1971). Thus, each time that a social system arises, 
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some of the properties of the social entities are lost and some properties of the social 
system are born. Therefore, every social system has supra individual properties, i.e. 
emergent properties. Emergent does not imply being unpredictable or unexplainable 
(Bunge, 1979). 
There is no consensus about the concept of emergence. This construct has plenty of 
definitions, such as the following: macro unintentional effects of local interactions 
(Squazzoni, 2008); a natural manifestation of macroscopic order (Kwapień & Drożdż, 
2012); a global behaviour that results from the interactions of local components, and 
cannot be traced back to the local components (De Wolf & Holvoet, 2004); global 
outcomes of locally interacting social entities (Axelrod, 2003); a fact or an event that 
necessitates novel concepts to explain it, whereby they are not entailed to explain the 
behaviour of the triggering constituents (Gilbert & Troitzsch, 2005); appearance of new 
states, functions, patterns, or properties in a social system (Vogel, 2009), features which 
are present neither in the precursors nor in the parts (Bunge, 2000). 
One approach considers that every social system has a specific set of emergent 
properties. They surge from the interrelation among the social entities. In this way, 
emergent properties are reference points, which provide identity to a social system. 
Another approach considers emergent properties not as a property of the system, but a 
function of the epistemological relation between an observer and an observed system. 
Thus, emergency is a feature of the observer, not of the system. For instance, a clock is 
a set of synchronised mechanisms which has the ontological property of running 
smoothly together, but showing the time is an epistemological emergent property that 
only makes sense from the observer´s point of view. The property of giving the time 
vanishes, if you do not know how to read a clock. In the same direction, its function of 
being a coordination device, is an epistemological function derived from the users’ 
agreement. It does not matter if the clock points out the accurate time, but that 
everybody accepts its time as a reference (Georgiou, 2003).  
Emergent properties stem from relationships among social entities. They are not 
detectable in a single social entity; they only appear when the social entities and their 
relationships are considered (De Wolf & Holvoet, 2004). Some examples of emergent 
properties in a social system are social responsibility, rights, and reputation (Conte et 
al., 2001). Emergence can be detected both in concepts (e.g. trust, reciprocity, and 
fashion) and in collective actions (e.g. riots, rumours, panics, rebellions, revolutions, and 
lynching) (Pabjan, 2004).  
An emergent property is a property of the system, never of its elements (Georgiou, 
2003). Emergent properties tend to be robust and flexible. As they arise from 
relationships, some social entities can often be substituted by other social entities while 
the emergent property remains (e.g. cars in a traffic jam, a member of a cooperative, 
employees’ rotation in a firm) (De Wolf & Holvoet, 2004). Nevertheless, in some cases 
the social entity plays a crucial role in the social system and its suppression or change is 
derived from a collapse of the emergent property. For instance, the death of a political 
leader can signify the end of its political party.  
While hierarchy implies the existence of a dominance relationship, precedence is a 
temporal concept. In the material world, systems at a higher level are formed by the 
assembling of subsystems and/or components at a previous level; and these subsystems 
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and/or components precede in time to the systems at the higher level (Bunge, 1979). 
However, in a social system, a higher level could precede its current components (e.g. a 
firm can be older than its employees); the component could change (e.g. death, 
abandon) but the social system remains. 
Decentralised and localised interaction among social entities produces first-order 
emergent properties at an upper level. These properties belong to the social system as 
a whole, and not to its elements (Squazzoni, 2008). An emergent feature is vertical if it 
appears at a different level than its causes. Bottom-up emergence refers to higher level 
characteristics that originated at lower level entities, while top-down emergence refers 
to lower level characteristics that originated at upper level entities, e.g. power of 
negotiation. On the other hand, an emergent feature is horizontal if it appears at the 
same level as its causes, e.g. self-fulfilling prophecy. Circular emergence occurs when 
the process starts at one level, moves to another level, and then returns to the original 
level (Conte et al., 2001).  
Human beings can detect, evaluate and respond to features of their social environment 
(social reflexivity). Social entities modify their environment, and then other social 
entities respond to these changes; in this way, their mutual influence is arbitrated by 
environmental variation, i.e. stigmergy (Squazzoni, 2012). Second-order emergence 
refers to the reflections about mental images of social institutions (Conte et al., 2001), 
it results when lower social entities are aware of an upper level property, and as a 
consequence, they make decisions taking into account the upper level property 
(Squazzoni, 2008). Only humans can recognise and react to emergent social institutions, 
even though emergent features appear in all kinds of complex systems, (Gilbert & 
Troitzsch, 2005). Second-order emergence requires both the existence of at least one 
upper level property, and the existence of cognitive social entities, which are conscious 
of the influence exerted by the upper level property (Squazzoni, 2008).  
Weak emergence, i.e. epistemological emergence and supervenience, refers to macro 
behaviours derived from micro behaviours (Squazzoni, 2012). Weakly emergent 
phenomena are those which are not easy to explain and which essentially need 
simulation to arise. Thus, all kinds of weak emergences are based on the property of 
“underivability without simulation” (Varenne, 2009, p. 17). Strong emergence, i.e. 
ontological emergence or downward causation, refers to micro behaviours derived from 
macro behaviours. Sometimes the casual link from micro to macro behaviour, and vice 
versa, is hidden to the observer (Squazzoni, 2012). 
Social systems can have identity. They have collective memory and can recognize their 
present and past states and conditions. Moreover, social systems can be robust (i.e. they 
can maintain critical processes and structures, in spite of external or internal changes), 
but they can also learn and adapt.  
Learning processes require the ability to improve with experience. Learning takes place 
when a system increases its efficiency under invariable settings. Moreover, learning 
requires both memory skills and the capacity of changing its own behaviour. Memory 
skills allow the integration of past experiences in the choice of the behaviour oriented 
to produce a desired outcome (Ackoff, 1971). Social systems can learn (i.e. they can 
recall past experiences in order to better adjust to their environments). 
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Adaptiveness occurs when a social system responds to a change (either internal or 
external) by modifying itself or the environment, in order to regain, maintain or increase 
its efficiency (Ackoff, 1971). Adaption can be a response to an actual or an expected 
change. Human beings decide based on their perceptions of the situation, which do not 
necessarily coincide with the real situation. Self-fulfilling prophecy is an adaptation to 
an “erroneous” expectation that becomes true due to the adaption actions (Squazzoni, 
2012). Social systems can adapt, i.e. they can make inner changes in order to fix 
themselves in new environments. Self-organization is a kind of adaptation where a social 
system transforms inputs, and changes itself in the process. 
Self-organization results when a social system, by itself, modifies its structure (e.g. 
spatial, temporal, or functional) as a response to internal or external variances. Self-
organization is a dynamical and adaptive process which implies autonomy. The social 
system decides the response to the internal and external changes that affect it. In order 
to evaluate self-organization processes, system boundaries must be clearly defined (De 
Wolf & Holvoet, 2004). Some examples of self-organization are language and culture 
formation, Mexican wave (La Ola), applause (Castellano et al., 2009), and segregation 
(Davis, Eisenhardt, & Bingham, 2007). 
Both the social system and its environment are continuously evolving, thus any self-
organization is temporary, and it will rearrange as required by new circumstances. Self-
organization induces cooperation and specialization of social entities. Internal structure 
flexibility conditions the reorganization capability of the social system (Kwapień & 
Drożdż, 2012). Although communication could facilitate self-organization, it is not a 
necessary condition for it. If individuals are able to respond to the movements of their 
neighbours, self-organization will result even without communication (Ball, 2004). 
Individual behaviour, when isolated, does not necessarily match her/his behaviour when 
she/he is in a group. There is no way to deduct group behaviour from isolated individuals 
or to infer individual behaviour from group behaviour (Ball, 2004). Sometimes people 
make decisions just by imitating the behaviour of others. This is known as herding 
behaviour or band waggon effect. This kind of behaviour is useful when the cost of 
collecting information exceeds its benefits, or when there is no time to gather and to 
process all the information needed for rational decision making. Imitation can be 
considered as a way of learning by observation. This approach also can be considered as 
collective problem solving (Helbing, 2010). 
From the outside, mutually oriented action, i.e. the same action from imitation 
decisions, drivers who accelerate because other drivers are accelerating; and the similar 
actions of many persons, i.e. same action from independent decisions, as drivers who 
stop their cars at a red light; seem the same, but they are really two different 
phenomena. (Squazzoni, 2012). Collective behaviour, i.e. people acting in the same or 
similar way at the same time, can arise when social entities independently choose the 
same response to a stimulus.  
Although researchers usually consider collective behaviour as irrational, e.g. riots and 
panics, collective behaviour could also arise from the rational behaviour of social entities 
(Coleman, 1990). For instance, forming streams of pedestrians walking in a corridor, 
illustrate an intelligent collective response, i.e. wisdom of crowds, to a problem, in this 
case to speed the movement while reducing collisions and traffic jams (Ball, 2004).  
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Collective motion, also called crowd behaviour, could arise when individuals respond to 
the movements of their near neighbours. They do not need to know the global status of 
all individuals. This way, a global property results from local interactions (Ball, 2004; 
Castellano et al., 2009). Similar contexts, with diverse starting actions, can drive 
different collective behaviours (Coleman, 1990).  
Collective behaviour could imply certain types of dependence among the actions of 
social entities. The mutual contingency of action, i.e. the actions of the social entity 
produce direct and indirect effects on it, could lead to entropic states. For example, 
people’s behaviour moves from order to chaos during emergencies, e.g. fire, and  
orderly behaviour does not return while the panic-generating situations remain 
(Coleman, 1990).  
2.7 Social computations 
“The market does not create: it only demands and selects—that is, rewards or 
punishes” (Bunge, 2000, p. 152). 
Social outcomes are derived from the interactions among individual features of the 
population, and the social influence exerted by the social structure (Squazzoni, 2012). 
The behaviour of social systems is sensitive to diverse influences, and their responses 
are not standard even when the context is the same. Hazard, i.e. stochasticity, could also 
play a key role in the behaviour of social systems(Helbing, 2010). Social systems process 
and compute data; therefore, they are computational devices. Social systems operate 
on rule-based systems, which are sometimes implicit. Social systems can perceive signals 
from their environment, i.e. inputs, and, later, convert them into information.  
An actor relates to a thing by a control or an interest relationship. When an actor has 
under her/his control all the things of her/his interest, she/he does not interact with 
others in order to satisfy her/his interests. When an actor has no full control of the things 
of her/his interest, she/he must interact with others in order to satisfy her/his interests. 
Therefore, the existence of a social system requires that the set of things under control 
cannot fully satisfy the set of interests of the actor. As a result, the interactions seek to 
reduce the discrepancy between control and interest (Coleman, 1990). It is assumed 
that every person seeks the maximum allowable satisfaction of her/his interests given 
her/his current resources (Coleman, 1974). 
 
Figure 3. System and actors levels 
Source: (Coleman, 1990, 1992) 
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Power and value are system concepts. They do not exist at basic level entities, but they 
do depend on basic social relationships among entities relationships. Power of a social 
entity represents social entity control over valuable resources or events. Value of a 
resource or an event denotes the interest on the resource or the event by power holding 
social entities (Coleman, 1992). Figure 3 shows the relationships among distribution of 
resources, control of resources, action, power and value. The first and the latter 
operates at the level of the system, while the second and the third at the level of the 
actors. 
Social computations are emergent properties (Coleman, 1990). Social systems are 
computational tools, where every social entity works as a processing node. Thus, social 
norms, cultural features, and market equilibrium are social computations; they always 
result from the interactions of the actors in a social system. No individual can set any of 
them by himself, they result when a set of distributed and decentralized social entities, 
synchronous or asynchronous, converge to an “equilibrium” value. The feasibility and 
the performance of a social computation depend on the endogenous topology of the 
social entities network (Epstein, 1999). 
Norms simplify world decisions because they allow individuals to make “automatic 
decisions” without deliberated thinking (Ball, 2004). Social norms establish which 
actions are and are not, considered as correct in a social system. Proscriptive norms 
discourage some actions, e.g. murdering somebody; while prescriptive norms 
encourage some actions, e.g. pay taxes. Conventional norms, i.e. coordination norms, 
aim to facilitate social interaction, e.g. establishing the driving side in a country. Social 
norms are properties of the social system, not of its social entities (Coleman, 1990). 
However, it is not the social system, but some of its members who are in charge of 
enforcing these norms (Bunge, 1979). 
All social systems require a minimum cooperation among social entities. Cooperation 
implies that the social behaviour of one social entity generates value for another social 
entity. Sharing refers to material cooperation, while participation refers to activity 
cooperation (Bunge, 1979). Some cooperation mechanisms are social conventions, 
social sanctions, reputation, and direct reciprocity (Squazzoni, 2012). 
Interactions between social entities tend to make them more similar, e.g. shared 
opinions, cultures, and so on, due to social influence, while isolation promotes 
heterogeneity (Castellano et al., 2009). When social entities consider the effect of their 
present actions on the future behaviour of others, i.e. shadow of the future, they can 
accept less rewarding outcomes in the short run, based on the hope of bigger outcomes 
in the long run. This way cooperation could be seen as a long-term investment 
(Squazzoni, 2012). 
Social networks have different bonds. Their links can be based on reproduction, i.e. 
kinship networks, work or trade, i.e. economic networks (Bunge, 1979). Human beings, 
unlike other animals, participate in many social systems with no genetically related 
individuals. Kinships are not as important as they are for other animals. Most of the 
cooperation among human beings involves interactions among people with no kinship. 
Social norms and institutions facilitate complex forms of cooperation among unrelated 
individuals. They try to discourage free riding and promote trust. When social entities 
interact, the power of social structure allows effective cooperation(Squazzoni, 2012). 
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Cooperation and competition coexist in social systems. Competition arises when there 
is a common interest in a scarce resource, e.g. space, time, attention. Very often, inter 
systemic competition derives intra systemic cooperation (Bunge, 1979). Social structure 
sets the environment for cooperation, especially when partner selection is available. If 
social entities can modify their social network topology, they use this as a punishment 
for defectors and move to a new relationship (Squazzoni, 2012). 
Sanctions (formal or informal) guarantee social order. Every sanction has an associated 
cost that someone has to pay. Sometimes the collective assumes the cost, and in others, 
the individual does. However, in the end, directly or indirectly, the burden falls on the 
individual (Squazzoni, 2012). This situation is known as the sanctioning problem, the 
second order free rider problem, and/or the second order public good problem 
(Coleman, 1990). 
A risk is born when there are time asymmetries in a social exchange, i.e. one social entity 
delivers its part before the other social entity fulfils its part. Trust is required in this kind 
of situation (Coleman, 1990). Reputation helps to build trust between actors. Reputation 
provides information about social entities without direct interacting with them. 
Reputation reduces the gap between what we know and what we should know about 
the behaviours of others. In this way external information compensates lack of personal 
experience in the decision process (Squazzoni, 2012). Creation and destruction of social 
relationships depend on placement and reward of trust (Coleman, 1990). 
Practices, beliefs, opinions, and ideas, such as rumours, fashion trends, and corruption, 
propagate in social systems. Social entities respond to the propagation in different ways. 
Their current state can accelerate or release the diffusion; size of the social group, trust, 
and power relationships condition the real mutual impact among group members; 
physical and social distances condition the spreading. The velocity of information 
exchange and individuals past experience, i.e. memory, are also important features. 
Epidemiological models are frequently used as reference models of propagation in social 
systems (Castellano et al., 2009).  
There are many definitions of culture. One common element among them is that culture 
goes from one individual to another by social influence. Thus, culture can be understood 
as “the set of individual attributes that are subject to social influence” (Axelrod, 1997, 
p. 204). Culture, in a broad sense, includes beliefs and attitudes, but also language, social 
norms and technical standards (Squazzoni, 2012). A cultural drift results when one 
person changes one of her/his attributes freely without receiving influences from 
her/his neighbours (Castellano et al., 2009). 
2.8 Chapter summary 
“We not only belong to numerous networks at once, but all of them are changing” 
(Epstein, 2013, p. 15). 
Social systems are formed by ontological (e.g. actors and things), and epistemological 
(e.g. roles, primordial bodies, and constructed organizations) entities, and by the 
relationships among them. Both, social systems and its components, change over time; 
so social systems are dynamic entities. 
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Human beings usually participate in many social systems at the same time. They play 
different roles in these social systems, and their personalities can be affected by the 
roles they play and by the groups they belong to. Thus, context permeability, e.g. 
corporate interlocks, is an important and often ignored factor in the analysis of social 
systems. 
Two social systems can have the same composition, but different structures. Structure 
depends on the occurrence of the relationship; this way a stop in the occurrence implies 
the end, at least temporarily, of the relationship. Similar structures can give origin to 
different behaviours, and the same behaviour can result from different structures. 
The environment of a social systems is an input source and an output repository. Things 
and concepts can flow because all social systems are open allowing people to freely 
interact and participate among them. However, for M&S purposes a social system can 
be conceived as a closed system, i.e. ignoring the environmental effects and the context 
permeability. 
Human beings respond, not react, to the events on their lives; thus, the behaviour of a 
social system is derived from the set of responses of its members. Even though the exact 
behaviour of a social system cannot be predicted, the potential outcomes can be 
foreseen. 
Emergent properties derive from the interactions among social entities, and they are 
properties of the system, never of its components. Social systems can modify their 
structure in order to respond to either internal or external changes. 
Social systems are computational tools, every actor processes information, under 
different rationality criteria, and while interacting with other actors produce a dynamic 
social equilibrium, e.g. norms, values, prices. Topology of the network and personal 
features of its members influence social computations of a social system. 
After describing in this chapter general elements of the subject under study, i.e. social 
systems, the next chapters introduce the methodological tools required for building the 
framework. 
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3. The end justifies the models… and the simulations 
“Models are vehicles for applying theory to real world situations” (Grimm et al., 2010, 
p. 2). 
While the former chapter introduced general elements of social systems, this chapter 
presents basic concepts about modelling and simulation. The first section justifies the 
use of models. Subsequently, the second section compares simple and complex 
modelling approaches. Then, the third section shows simulation as a new frontier in 
science. Next, the fourth section establishes modelling and simulation (M&S) as a unified 
and independent field, followed by a description of different system specification 
formalisms and their relationship with time handling in the fifth section. Finally, the sixth 
section depicts discrete event system specification (DEVS) and its extensions. 
No definition of the concept “model” covers all its meanings in science, logic and 
philosophy (S. Hartmann, 1995). Models allow us to see common features among 
disparate objects or events (Hall, 1999). The core of modelling rests in setting relations 
between pairs of systems descriptions (Zeigler et al., 2000). Models of physical systems 
represent phenomenal systems under ideal conditions; they indicate how the real 
systems will behave if ideal conditions are met (Suppe, 1974).  
Simulation models are formalizations of theories applied to specific settings (Hanneman, 
1995). Simulation models act as experimental systems; scenarios, sensitivity or 
uncertainty analysis, and so on, are all just simulation experiments that are carefully 
designed to test a certain hypothesis (Grimm et al., 2006). Simulation models tend to be 
larger scale than mathematical models. They consider processes and intermediate 
solutions, but also equilibrium solutions, if they exist. They use both real and simulated 
data (Carley, 2009).  
A computer simulation is a “thought experiment” made possible thanks to the resolving 
power of a device. In the same way that microscopes and telescopes extend our visual 
senses, computational devices extend our cognitive abilities. Computers outperform 
humans in the speed and accuracy of calculations and problem solving, and to process 
bigger amounts of data. Supremacy of instruments over human capacities is already 
accepted in fields such as sports (e.g. cameras for photo finish), aviation (e.g. automatic 
pilots for flying planes), and medicine (e.g. scanners for inner diagnoses) (Humphreys, 
2004). 
3.1 Why modelling? 
“All decisions are based on models... and all models are wrong” (Sterman, 2002, p. 
525). 
A model is a path towards the understanding of a target (Gilbert & Troitzsch, 2005). 
Every model is an abstraction (Galán et al., 2009), that presents complexity in a simple 
way (Pabjan, 2004), less complex, less detailed, and small scale. A model is an external 
and specific description of a subset of the target; therefore, every model holds a 
subjective view of that target (Pidd, 1999), and conveys a group of assumptions about 
some target (S. Hartmann, 1996). Models are neither theories nor the target. Many true 
statements about the model are not true regarding the theory or the target (Grüne-
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Yanoff & Weirich, 2010), because a model represents the target using theory, but the 
model is a different entity (Zeigler et al., 2000). 
Every model is a simplification, i.e. an idealized description of its target (S. Hartmann, 
1996); therefor the model cannot fully explain the target, but it can partially explain the 
target (Grüne-Yanoff & Weirich, 2010). Every model is an abstraction of its target; 
therefore, it has a lower resolution (i.e. left behind some features of the target) than the 
target. Thus, a model can be understood as a subset of its target (Cioffi-Revilla, 2009). It 
is clear that a model is always simpler than its target, but it is necessary that relevant 
aspects of the target are present in the model. Now, relevant is an ambiguous term and 
what is relevant for one stakeholder may be not relevant to another one. In addition to 
this, the context and the purpose make a model more or less useful. In this way, the real 
value of a model depends on its social embedding (i.e. stakeholders, context, and 
purposes) and not on its representation (M&S) (Edmonds & Gershenson, 2015). 
A set of potential models can address diverse matters about the same phenomena, thus, 
the same target can be represented by different models (Levis, 2009); therefore, in 
addition to building the models, it could be used to select one model or mix some of 
them in order to fulfil the modelling purpose (Robinson, 2008). Altogether, purpose of 
the model, instead of verisimilitude, should be the driven force through the modelling 
process and the main criteria to decide if a particular model is suitable or not (Ljung, 
1998). 
A system description could be achieved as a state or as a process description. A state 
description (e.g. chemical structural formulae, schemes, and sketches) highlights the 
main features of the target in order to differentiate it from other elements, while a 
process description (e.g. equations for chemical reactions, recipes, differential 
equations) indicates the way to generate the target (Simon, 1991). For instance, a 
church can be thought of as the set of individuals baptized in its faith (state description), 
or as the set of individuals which practices the faith (process description). 
A formal model contains a detailed description of its elements, their relationships, and 
their changing mechanisms (Harrison et al., 2007). Theories and/or hypotheses are the 
bases for the structure and relationships of the model (Wu & Sun, 2005). Models are not 
right or wrong, but they are useful or not useful to handle the research question (Gilbert 
& Troitzsch, 2005).  
There are different kinds of models. According to the way that they are built, models 
can be verbal, i.e. made out of words; mental, i.e. mix of experience, intuition and 
learning; physical, i.e. attempts to imitate the system; mathematical, i.e. express 
concepts by means of mathematical relationships (Ljung & Glad, 1994); or 
computational, i.e. execute process using software support (Carley, 2009). Analytical 
models (i.e. mathematical models) offer clear, complete and plausible descriptions, 
while computer simulations suffer from epistemic opacity (Grimm et al., 2006). 
With regards to time, models can be classified as static or dynamic. Static models 
assume that social systems are in a stationary state. This is an unrealistic presumption, 
but it is very useful for analytical purposes. On the other hand, dynamic models assume 
the evolution of a system over time (S. Hartmann, 1996). As per the questions they try 
to answer, models can be denominated as positive or as normative. Positive models try 
33 
to describe and explain reality, while normative models try to establish what is good or 
what should be done (Louie & Carley, 2008). 
Taking into account knowledge requirements about data and processes, models can be 
considered as white box, smoke-grey or black box. White box models are when 
relationships among relevant variables are all known (Ljung, 2010a). Smoke-grey models 
(i.e. semi-physical modelling) are when they contain some parameters that have 
unknown or uncertain numerical values (Ljung, 2010b). Black box models are when the 
structure, the behaviour, or both, are unknown or partially unknown; but their inputs 
and outputs are observable (Klir, 2005). The level of resolution of the model depends on 
the stakeholder. The same model could appear as a black-box model for the user, while 
it is a high-resolution model for the modeller, e.g. flight simulator games are black box 
models for the user, but white box models for the developers. 
Descriptive models represent and replicate the main attributes of their target. Predictive 
or forecasting models try to anticipate the future or future scenarios, while policy or 
planning models, in addition to predicting outcomes, assign some kind of social value to 
them (Sage & Thissen, 1980). A generative model considers a social system as a 
computational device. If the social system is big, it becomes a distributed computational 
device, and all the social dynamics are computations on it. Agent based models can be 
generative models (Epstein, 1999). 
Military simulation modellers build large scale models, have strong interest in model 
reuse and frequently utilise distributed simulation; while business simulation modellers 
build small scale models, many of them being once-off models (Robinson, 2008). 
Toy models, e.g. iterated prisoner’s dilemma (IPD) (De Marchi, 2005) and Conway’s 
Game of Life (Axelrod, 2003), are models which have no real-world targets (S. Hartmann, 
1995). However, they can be useful to explore constructs such as social cooperation and 
complex behaviour arising from simple rules of behaviour. 
Artificial societies could be thought of as big toy models that explore structures and 
dynamics of hypothetical social settings(Gilbert & Troitzsch, 2005). They are quite useful 
to analyse both real and hypothetical social systems when there is not enough data 
available, and there exists limitations for performing experiments or empirical research 
in order to gather them. Artificial societies help to study potential links among social 
disciplines; thus, a bridge among different kinds of experts is set (Squazzoni, 2012).  
Models can be made for a wide variety of purposes. Maybe the most popular is 
prediction (Thompson & Derr, 2009), but they also can serve as guides for future 
experimentation; aid knowledge synthesis (Aumann, 2007); explore alternative futures 
(Forrester, 1987); defy preconceptions about the world (Ball, 2004); drive data collection 
(without models it is not clear which data to collect), challenges the robustness of 
prevailing theory through perturbations (Epstein, 2008); and explore implications of a 
new theory (Pabjan, 2004). 
As models aim to be real world representations, they are frequently evaluated 
comparing their results with the real data from the target system (Louie & Carley, 2008), 
and they are strongly criticized when they do not get a good fit. However, since it is 
possible to get accurate predictions from inaccurate models, predictive power is a poor 
criterion to evaluate theoretical adequacy (Aumann, 2007). Furthermore, it has been 
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proven using complexity theory that group or institutional behaviour is not predictable, 
although complete information about individual actions is available (Gilbert & Troitzsch, 
2005). 
A model never is the exact depiction of a target; thus, it is not required that the model 
be true or correct, but that the answers provided are useful. For instance, Ptolemy’s 
model of the solar system searches to predict solar eclipses and planetary movements. 
To do so, it employs the Earth as the centre of the universe with all the celestial bodies 
moving around it. Even though the model is intrinsically wrong, its outputs are 
extraordinarily precise (Ljung & Glad, 1994). Similarly, a partially erroneous theory such 
as the corpuscular theory of light, allowed the invention of the reflecting telescope by 
Newton (Humphreys, 2004). 
Additionally, prediction is not a main concern for social scientists, rather, understanding 
and explanation are their primary goals (Gilbert & Troitzsch, 2005). Explanation aims to 
understand, not to predict, the potential outcomes and behaviours of a social system 
(Epstein, 2008). Scientists use models as tools for theory construction (S. Hartmann, 
1995); thus, modelling is very valuable on its own right (Gilbert & Troitzsch, 2005), 
because many things are learnt through model building and manipulation (Sawyer, 
2004a). 
Every data set contains useful information, i.e. signals, and irrelevant information, i.e. 
noises (Ljung, 2010a). Model choices are conditioned by data availability (Rahmandad & 
Sterman, 2008), and some scientists consider that a model must be built from 
experimental data (Ljung, 1998; Ljung & Glad, 1994). Even though data is very often 
supposed to be unlimited, only a limited fraction of them is gathered, and quite 
frequently there are is not enough data to calibrate and validate high-resolution models 
(Zeigler et al., 2000). 
Models can guide data collection. In absence of models, there are no clues about data 
gathering. Theory induces data collection (Epstein, 2008), and helps to select, organize, 
understand and integrate data and observations (Sun, 2009), because data do not 
indicate the cause and effect relationship among variables (Forrester, 1987). Theory 
supports the building of models. It hints on which key features to model and identifies 
the assumptions made (Gilbert & Troitzsch, 2005) On the other hand, models can be 
used to assess the robustness of theories. Models allow different assumptions about 
social entities or their relationships to be tested, and to observe the outcomes (Epstein, 
1999). 
Essential data about social systems are usually missing (Ball, 2004), because collecting 
data about a social system is often difficult for reasons of safety, access, and credibility 
(Louie & Carley, 2008). Many social systems features are difficult to observe, or to assess 
directly, because some concepts are unobservable, and others are difficult to measure 
(Harrison et al., 2007). For instance, when latent concepts (e.g. quality) cannot be 
directly measured, then a proxy (e.g. measurable attribute) is used for getting an 
approximate appraisal of them (Cioffi-Revilla, 2014). As a result, very often the right data 
to resolve queries about social systems are not available (Louie & Carley, 2008). Stylized 
facts (i.e. broad tendencies of empirical facts) allow for the study of a phenomenon in 
the absence of specific data (Squazzoni, 2012). On the other hand, absent data reflect 
the underlying suppositions of the policies that created these data (Forrester, 1987). 
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Nondeterministic systems comprise circumstances that offer multiple alternatives. 
Uncertainty is an intrinsic attribute of nondeterministic systems, and it can be aleatory 
or epistemic. Aleatory uncertainty reflects the natural haphazardness of some real-
world phenomena, and it is usually represented by random variables. Epistemic 
uncertainty is subjective, and it can be understood as a knowledge incompleteness 
(Ayyub & Klir, 2006). This lack of knowledge could have its origin in an information 
deficiency, e.g. imprecise, incomplete, unreliable, and so on. Uncertainty covers the 
past, e.g. lack of complete and accurate data of the past; the present, e.g. absence of 
important current information; and the future, e.g. impossibility to determine the 
outcome of current actions (Klir, 2005). Many models of social systems are built lacking 
information regarding the system, its variables, and the internal and the external 
interactions (Ayyub & Klir, 2006). 
3.2 Simple versus complex modelling 
“Everything must be made as simple as possible, but not one bit simpler” Albert 
Einstein quoted in (Epstein, 2013, p. 5). 
Reality is complex, but models are always simpler than reality (Pidd, 1999). A complex 
system can be described in a simple way. Redundancy in the structure of the target 
makes it possible to build models and simulations simpler than the target. Redundancy 
arises because social systems usually have different types of subsystems, and they are 
nearly decomposable (Simon, 1991). Model building implies a conflict between 
simplicity and elaboration (Harrison et al., 2007). 
Simple models are characterised by a few equations stating a small number of general 
rules; while complex models are those with exhaustive descriptions of their elementary 
processes and interactions (Aumann, 2007). It is not an easy task to know how simple a 
model is, since there is no metric for simplicity (Pidd, 1999).  
Simple models require less data for parameter estimation, are easier to communicate 
and to understand for the stakeholders (Aumann, 2007), can be easily replicated 
(Axelrod, 2003), show essential features and dynamics (Cioffi-Revilla, 2009), and 
summarise qualitative behaviours of key significance (Epstein, 2008). Additionally, both 
researchers and the audience meant for the model, have limited cognitive ability 
(Axelrod, 2003); thus, simple models facilitate interactions among the stakeholders 
because they are easier to understand (Forrester, 1987).  
Furthermore, it is true that a simple model is easier to handle and to understand; but, 
although implicitly implied, it is not necessarily better than a complex one. A more 
detailed model is not automatically less accurate than a less detailed one, because 
“simplicity is not truth-indicative” (Edmonds & Moss, 2004, p. 2). The simplest model 
which effectively answers the research question should be selected (Levis, 2009). 
Therefore, the level of complexity of the model should be determined by its use (Ljung 
& Glad, 1994).  
Simplification strategies require deep knowledge of both the target which is being 
modelled, and the tools of modelling (Pidd, 1999). At the same time, simplification has 
some problems. It has been proven that every simplification causes a loss of 
information, and increases uncertainty. A good simplification method reduces 
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complexity with minimum information loss (Klir, 2005). Small models interact best with 
mental models and enhance insight. However, simple models on their own do not 
resolve many essential queries (Forrester, 1987).  
Model size is a very important feature. There is neither empirical evidence nor 
theoretical support for the idea that a model with a small number of social entities will 
behave in a similar way as a model with a big number of social entities (Sansores & 
Pavón, 2005). If properties or behaviours of the model change when the size of the 
model changes a scalability problem results.  
Model building requires a balance between simplicity and elaboration (Harrison et al., 
2007). General theoretical models tend to be simple, while model of empirical targets 
tend to be complex (Squazzoni, 2012). A model should be as simple as possible, but as 
complex as necessary (Lindenberg, 1992). There are two main approaches to model 
building. The first one goes from simple to complex, while the second one goes from 
complex to simple. That is the adding strategy versus the subtracting strategy. 
Simple and complex models play different roles and serve distinct purposes. Simple 
models are useful for basic theoretical understanding, whereas complex models are 
more suitable for empirical explanation (Cioffi-Revilla, 2009). Thus, model complexity 
should be stated looking for the simplest model that fits best the purpose of the model 
(Levis, 2009). 
Lakatos’ research program advocates a systematic sequence of models aiming for 
theoretical progress (Cioffi-Revilla, 2009). The building block approach to generate 
models starts simple, and then, increases complexity along the way; while former 
versions can be easily understood, later ones become harder to understand (Harrison et 
al., 2007).  
There are many candidate models for a given target (Zeigler et al., 2000). The method 
of decreasing abstraction, also called method of successive approximation to the truth, 
starts with a simple and general model, and then incorporates detailed elements 
regarding a specific target (Lindenberg, 1992). Modular structure models allow some 
components to be replaced without redeveloping the whole model (Pidd, 1999). 
KISS (Keep it simple stupid) approach starts with a simple model and becomes more 
complex based on necessity; while KIDS (Keep it descriptive stupid) approach starts with 
a detailed description of the target and becomes simpler only when there is enough 
evidence that something should be removed. The KIDS approach uses all kinds of inputs, 
not only data, and it even incorporates expert opinions and anecdotes. The KISS 
approach gained a prominent position in the past due to limitations in computational 
power, but technology evolution overcame these limitations and opened the gates to 
the KIDS approach (Edmonds & Moss, 2004). 
History-friendly models illustrate the KIDS approach. They are evolutionary economic 
models which incorporated the mental models about technological change, industry 
evolution, or institutional transformation, of practitioners and scholars. They construct 
models close to both empirical details and theory (Malerba, Nelson, Orsenigo, & Winter, 
1999). 
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3.3 Simulation, a new frontier 
“Merely generating a macrostructure does not necessarily explain its formation 
particularly well” (Epstein, 1999, p. 43).  
Simulation is a particular type of modelling (Gilbert & Troitzsch, 2005), that aims to 
generate an input/output behaviour based on rules, constraints, equations, and 
instructions. Simulation shows system behaviour over time (Zeigler et al., 2000). 
Simulation can be conceived as a technique that allows one process to be mimicked by 
another process (S. Hartmann, 1996); or as a process of employing a specific rule, or 
function, to a set of inputs to obtain the set of outcomes (Galán et al., 2009).  
A computer simulation is running a code, it is a specific execution which represents a set 
of potential patterns (Grüne-Yanoff & Weirich, 2010). Even though all computer 
simulations can be represented by algorithms, computer simulation only exists while the 
computer code is running. Thus, computer simulation only has temporal existence 
(Humphreys, 2009), as a chemical system that only subsists when and while a chemical 
reaction undergoes among its components (Bunge, 1979). 
Simulation is the implementation of the conceptual model using the finite state machine 
(i.e. sets of inputs, outputs, and states) (Diallo et al., 2014). Most computer simulations 
have epistemic opacity, i.e. intractable calculations, and frequently their outcomes are 
unpredictable. Their legitimacy depends on the comprehension of the decision rules and 
the mathematical equations employed (Grüne-Yanoff & Weirich, 2010). 
Simulation models have many uses, and some of them are the following: to explore 
assumptions (Garson, 2009), to do thought experiments (Axelrod, 2003), to support 
decision making because they allow the potential outcomes of actions to be investigated 
before proceeding (Pidd, 1999), to hypothetically explore zones in a parameter set that 
are unattainable using typical experiments (S. Hartmann, 1996), and to improve 
comprehension of some characteristics of the social systems (Gilbert & Troitzsch, 2005). 
Social simulations have properties that are shared with all social science models, which 
in turn share features with all science models; but social simulations also have other 
features of their own (Cioffi-Revilla, 2014). Simulations work both with analytical 
tractable and analytical intractable processes. Thus, it overcomes the limits imposed by 
mathematics, and opens gates for the use of generative models in sociology (Squazzoni, 
2012).  
Computer simulations serve a function in the social sciences similar to the function that 
mathematics serves in the physical sciences (Gilbert & Troitzsch, 2005). Simulations help 
to explore the complete dynamics of a social system (S. Hartmann, 1996); to understand 
and to revise theories (Hanneman, 1995); to discover the outcomes of theories (Grüne-
Yanoff & Weirich, 2010); and to analyse different parameter levels and the effects of 
changes in the mechanism (Axelrod, 2003). 
Although social scientists frequently use explanation in order to make predictions and 
they often accept a theory as successful if it adequately predicts an outcome; prediction 
capability is not a good measure of the quality of a theory (Ljung & Glad, 1994). As a 
matter of fact, even full knowledge at the micro level is not enough to predict macro 
level behaviour; this is in part, due to intrinsic features of social systems (Gilbert & 
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Troitzsch, 2005), but also due to the unpredictable outcomes that self-fulfilling and self-
defeating prophecies have (Leinfellner & Köhler, 1974).  
Simulations help to solve some of the problems associated with experimentation 
constraints in social sciences. Hence, when considering cost, simulations are cheaper 
than running an experiment or collecting data; and when considering opportunity, 
simulation requires less time than a real-world phenomenon, and issues are more 
manageable (Louie & Carley, 2008). Computer simulations allow situations to be studied 
where experiments are infeasible due to pragmatic (e.g. study of ancient civilizations), 
or ethical (e.g. depriving education to a person in order to study its effects on her/his 
social behaviour) reasons (S. Hartmann, 1996).  
Computability requires that the function can be represented by a computer executable 
algorithm (Tolk, Diallo, Padilla, & Gore, 2013). Simulations are heuristic based tools that 
help to develop and to improve models and theories. Nevertheless, every simulation 
introduces computational constraints in order to make the model solvable by the 
computer. A realist interpretation of simulations is doubtful because the key constraint 
is solvability, not truth (Humphreys, 1995). 
Simulations also have limitations. Simulations lack a unifying theory of social behaviour 
and lack big data sets (i.e. big enough, cross-cultural, longitudinal type, and sufficient 
detail) to support validation. One-off models attempt to be retuned for new scenarios, 
datasets, or queries (Carley, 2009). In addition to these limitations, theory is not always 
explicitly stated in simulations, i.e. it can be embedded into the algorithms (Edmonds & 
Moss, 2004); and simulation outcomes can be sensitive to model details (Axelrod, 2003). 
3.4 Modelling and Simulation  
“Modelling without simulation is systems engineering and simulation without 
modelling is software engineering” (Diallo et al., 2014, p. 1). 
Modelling and Simulation (M&S) is an infant discipline (Tolk et al., 2013). M&S is a set of 
roles and rules based on theory, which makes explicit its principles, its concepts and its 
hypotheses (Diallo et al., 2014). M&S is a cross-disciplinary tool which facilitates, based 
on metaphors and analogies, the diffusion of methods and theories among different 
disciplines (Knuuttila & Loettgers, 2012).  
M&S is methods-driven, i.e. it is conditioned by the available tools and resources; and 
outcome-oriented, i.e. models are built aiming to reach some specific goals such as 
mimicking a behaviour or replicating some data, activity (Knuuttila & Loettgers, 2016b). 
M&S can help to explore the range of outcomes produced by a change in the initial 
conditions, and to analyse alternative theories when causal statements of the model are 
modified (Diallo et al., 2014).  
M&S models can be used as tools to complement or substitute analytic models 
(Squazzoni, 2012). Neither modelling nor simulation are ends by themselves, they are 
means for achieving something (Giaglis, Paul, & Hlupic, 1999). M&S is useful when there 
is no consensus about the specification of the problem, as is the case in social sciences 
(Diallo et al., 2014), where every social researcher chooses her/his own glasses, and has 
her/his own research questions. 
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The basic entities in M&S are the following: the source system, the behaviour data base, 
the experimental frame, the model, and the simulator. The source system is the 
situation -real or virtual – under analysis, it is also called the target or the reference 
model. The behaviour database is the set of collected data. The experimental frame 
describes the settings under which the target is analysed. The models are the guidelines 
for producing the data. The simulator is a computational machine for creating the 
behaviour of the model (Zeigler et al., 2000).  
An experimental frame is a language for data description (Ayyub & Klir, 2006), composed 
of the following three models: 1) a generator, or input model, which is a model for 
generating inputs to the model under analysis; 2) an acceptor, or output model, which 
is a model for gathering output data from the simulation, and monitoring that the 
required experimental settings are met; and 3) a transducer which is a model for ruling 
the simulation execution. The same target can be expressed by diverse experimental 
frames, and, also, the same experimental frame can be employed in distinct targets 
(Zeigler et al., 2000). There is a correspondence between purposes and experimental 
frames, even though different purposes could require different experimental frames of 
the same target. 
M&S is based on two major aspects of the Mathematical Systems Theory: the levels of 
system specification, i.e. levels of systems description, and the systems specification 
formalisms, i.e. rigorous methods for systems description. Based on the knowledge that 
we have about the system in each level, the levels of system specification describe the 
systems behaviour and the rules that produce their behaviour. There are the following 
five levels of system specification: 1) input/output observation frame, 2) input/output 
behaviour, 3) input/output function, 4) state transition, and 5) coupled components. 
Systems specification formalisms, in the same way as formal types of modelling 
approaches, are a succinct way to describe systems using formal mathematical or logical 
terms (Zeigler et al., 2000).  
System morphism, i.e. preservation relation, is a horizontal relationship between 
systems at the same level of specification, where characteristics of one system are 
mirrored by the other (Zeigler et al., 2000). Thus, two systems are morphic at a certain 
specification level, when there is a mapping among the essential elements of each 
system at the same specification level within some experimental frame. The mapping 
reflects a correspondence relationship, not an identity one (Aumann, 2007). Morphism 
implies that one system can accomplish the fundamental tasks of another (Zeigler et al., 
2000).  
The input/output observation frame corresponds to the lowest level of knowledge 
about the system. It is acknowledged at this level how to generate the inputs, what 
outputs should be measured, and how to monitor them over a time frame base (i.e. an 
ordered sequence of elements that is transitive, irreflexive, and antisymmetric). 
Equation (1) presents in a formal way an I/O observation frame (IO). This equation is an 
abstraction of a system as a black box. There is a morphism between two systems at this 
level when their inputs, outputs and time bases are equivalents. (Zeigler et al., 2000). 
IO= (X, Y, T)  (1) 
where:  
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X is the set of input values 
Y is the set of output values 
T is a time base.  
Time is understood as an ordered independent flow, and it serves for indexing 
sequential events. Thanks to the ordering relationship, the concepts of past, present and 
future are born as a disjoint set. Therefore, a time base allows us to describe the 
behaviour of the system (Zeigler et al., 2000).  
Equation (1) can be used to model social systems. For example, IO could be the model 
of a family´s cash flow; X could be the set of events that are external to the family, but 
have some significant influence on it, e.g. the family’s monetary income; Y could be the 
set of outcomes as a result of the family’s actions within its environment, e.g. family’s 
monetary expenditures; and T would be the time base e.g. sequence of weeks. Another 
example, IO would be a model of the commercial flow in a city; X would be the set of 
goods imported by the city; Y would be the set of goods exported by the city; T would 
be the time, e.g. sequence of months. 
The state transition system specification embodies the highest level of knowledge about 
an atomic (i.e. basic or elementary) system. This level requires knowledge about initial 
states, I/O time-indexed pairs, and the functional relationship among inputs and 
outputs. Future states depend on the current state and the inputs. The combination of 
the current state and the input, by means of the functional relationship, generates the 
output. Homomorphism at this level implies that there is a predefined correspondence 
between the states S and S’, not that they are identical. A homomorphism occurs when 
for every transition of S’, S makes the same transition (Zeigler et al., 2000). 
State transitions can be represented by Moore or Mealy finite state machines. Moore 
machines model the activities as occurring while the machine is in the state and whose 
outcomes depend on their current states; while Mealy machines model the activities as 
occurring during the transition between states and whose outcomes depend on both 
their current states and their inputs. Both approaches produce equivalent results; its 
selection is a matter of modeller preference (Oliver, 1997). 
The coupled components system specification expresses systems that are composed of 
interacting components, or atomic systems, specified at the previous levels. This level 
involves knowledge about the components and how they are teamed together. There is 
a morphism between two systems at this level when the connections among 
corresponding components are equal, and when their components can be placed into 
correspondence so that corresponding components are morphic (Zeigler et al., 2000). In 
this way a hierarchical structure of models is built.  
3.5 Systems specification formalisms, a matter of time handling 
“The challenge is far greater than simply using continuous and discrete variables in the 
same model” (Viana et al., 2014, p. 2) 
Time plays two different roles in M&S. One is the representation of the dynamic 
behaviour of the system, the other is the real time used in computing the M&S 
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(Humphreys, 2009). Dynamic systems change over time, and time handling is crucial to 
M&S of them. (Zeigler et al., 2000).  
A time indexed succession is called a trajectory. Thus, input trajectories are the time 
indexed succession of inputs to the system, output trajectories are the time indexed 
succession of outputs to the system, and the state trajectory is the time indexed 
succession of global states of the system (Zeigler et al., 2000).  
System specification formalisms permit a local description of the dynamic behaviour of 
the social system. From these formalisms, it is possible to obtain the global dynamic 
behaviour of the social system, which is called the dynamic interpretation of the system 
formalism. System specification formalisms cover the different kinds of modelling 
approaches such as continuous, discrete, and events (Zeigler et al., 2000).  
The three main paradigms that handle time and thus represent the dynamic behaviour 
of systems are the following: Differential Equations System Specification (DESS), 
Discrete Time System Specification (DTSS), and Discrete Events System Specification 
(DEVS). DESS (continuous) and DTSS (discrete) are both time step paradigms, while DEVS 
is an event step paradigm. DESS and DTSS have been around for at least three centuries 
and have been empowered by computer capabilities, whereas DEVS, based on 
algorithms run on computers, has been used for a few decades (Zeigler et al., 2000). 
Differential Equations (used in DESS) describe the behaviour of time continuous signals 
(Ljung & Glad, 1994). However, continuous time handling is just an illusion in M&S. First, 
time is measured in a discrete way (S. Hartmann, 1996); and second, digital computers 
solve systems of differential equations using numerical integration methods. Some of 
these methods include the Runge-Kutta method and the Euler method that approximate 
continuous trajectories using the mean of a finite number of values in a finite time 
interval. Thus, in reality, they do not use continuous time, but use discrete time; and 
differential equations are approximated to difference equations (Heath et al., 2011). It 
implies that continuous time is not used during measurement nor during computing (S. 
Hartmann, 1996). Continuous time models are often represented by discrete time 
models which have very small time steps (Zeigler et al., 2000). 
Difference equations (used in DTSS) describe the behaviour of time discrete signals 
(Ljung & Glad, 1994). DTSS works on advancing time in discrete fixed steps, e.g. minutes, 
week, years, and so on (Zeigler et al., 2000). DTSS specifies a time increment, ∆t, and 
every following step results from adding the time increment to the current time (Heath 
et al., 2011). The next state derives from applying the state transition function to the 
current state and the current inputs, i.e. environmental influences; and the current 
outcome comes from applying the output function to the current state and the current 
inputs (Zeigler et al., 2000):  
However, the DTTS approach bears both limitations and risks. Among limitations is that 
the time step sets the pace at which anything can happen in the social system (e.g. if 
learning speed is improved by training, when learning velocity goes under the time step, 
its effects are unobservable in the M&S); there is also a risk of artefact introduction  (e.g. 
just changing the ∆t time step can generate a significantly different data outcome), and, 
as a result, spurious outcomes could be obtained. (Heath et al., 2011). 
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Events as time control tools are not a common approach in M&S of social systems. 
Traditional methodologies consider continuous-time models (e.g. dynamic systems), or 
discrete time steps (e.g. micro analytical simulation, and agents). Discrete event 
modelling represents human behaviour by switching among a number of relatively 
simple behaviours or states (Murray-Smith, 1998). In this family of models, time 
proceeds from event to event, not by clocks or calendars.  
Discrete Events System Specification (DEVS) works by advancing time on discrete events. 
An event corresponds to a significant change in a variable (input or output), or in a state. 
The required magnitude of a change to be considered significant, depends on the 
modeller´s perspective and goals. A modeller sets up a yardstick as the threshold of 
significance (Zeigler et al., 2000). DEVS does not specify a time increment. It maintains a 
list of future events sorted by their scheduled event times, selects the nearest event to 
occur, and, then updates the clock to this time (Heath et al., 2011). Once an event is 
executed and the states transitions are performed, the list of events is updated by 
adding and scheduling the new events, and cancelling and removing the old events. 
(Zeigler et al., 2000). 
DEVS is a theoretical formalism which allows complicated M&S to be analysed. DEVS 
describes simulations as hierarchical Moore machines with scheduling information 
added to the state transitions. DEVS is inherently adjusted to the capacities and 
restrictions of digital computers. In discrete time systems, at each time step, every 
component suffers a change of its state (i.e. state transition), whether or not its state 
truly changed, while in real life, by contrast, just a tiny fraction of components actually 
changes at every time step. In discrete event systems only the components affected by 
the event update their states at each event step. It implies that DEVS is computationally 
more efficient that DTSS because it executes only the required processes at each step, 
and when no events are scheduled, no components demand to be examined (Zeigler et 
al., 2000). 
However, DEVS is not free of problems. Its main difficulty arises when it must execute 
simultaneous events. The outcomes will be different for diverse ordering of activation 
(Zeigler et al., 2000); and many activation sequences should be explored in order to 
detect the artifacts introduced by each activation sequence. 
Real life situations combine continuous, discrete, and event-time bases simultaneously. 
For example, in an automated transport control system, traffic monitoring cameras work 
on a continuous-time basis; while street lights operate on a discrete-time basis, i.e. 
changes occur at a fixed period of time; and drivers behave on a mixed discrete and 
event-time basis, i.e. each driver responds to both street light changes, and to the 
performance of other drivers (Zeigler et al., 2000). 
The specifications of different models should be considered as compartments of a set of 
modelling assumptions, not as opposing modelling archetypes (Rahmandad & Sterman, 
2008). Continuous and discrete simulation methodologies complement each other. 
Hybrid simulation is the integration of the aforementioned methodologies in order to fit 
the demands set by diverse visions of the world (Barros Brito, Trevisan, & Botter, 2011). 
The specifications of different models can mimic historical, or referential data, even 
though their inner behaviours are dissimilar (Rahmandad & Sterman, 2008).  
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People simultaneously aim for short-term and long-term goals. Thus, current duties are 
cohabited with distant future dreams (Forrester, 1987). Real human behaviour occurs in 
leaps, where non-active moments alternate with active moments. Consequently, there 
are no updates every ∆t time units in both DESS and DTSS (Heath et al., 2011). 
Furthermore, nested systems could require different time scales at different levels 
(Troitzsch, 2009); for instance, changes in macroscopic variables, e.g. unemployment, 
are slower than changes on microscopic variables, e.g. consumption of a good; 
therefore, in order to capture this feature time base of the model must allow each 
variable to walk at its own pace (Helbing, 2010).  
DEVS facilitates an accurate description of how social entities behave. A time-step 
approach sets, a priori, a fixed amount for ∆t, and then updates the states of all social 
entities. On the other hand, the event-step approach does not force social entities to re-
evaluate their states at every time step, but to only update their states when the prior 
activity has been finished or interrupted. Therefore, every social entity can walk at its 
own pace, e.g. a pilot and a bus driver can update their status accordingly to their job 
requirements, instead of being forced to do it every 30 minutes (Heath et al., 2011). 
Time step methods can introduce artifacts into the model outcomes. The size of the time 
step can overcome the influence of other intrinsic features of the model, and mask the 
main properties of the model, as it has been shown in combat simulations. This situation 
could get worse if the tools used in M&S do not allow the adjustment of the time step 
window size (Al Rowaei, Buss, & Lieberman, 2011). As a result, time step paradigms are 
not suitable for M&S of social systems not for their states nor because their variables 
change on a periodical basis; thus, DEVS is a better approximation (Heath et al., 2011). 
A systems specification formalism can be incorporated into another systems 
specification formalism if any system in the former can be simulated by some system in 
the latter. Transformation of DESS and DTSS models into DEVS models is based on the 
identification of when a significant variation in an event arises (Zeigler et al., 2000). Proof 
of equivalences between discrete and continuous time models can be found in the 
literature (Ljung & Glad, 1994), as well as full discussions and proofs of why and how 
DESS and DTSS can be modelled and simulated by DEVS (Zeigler et al., 2000). 
3.6 Discrete event system specification (DEVS) and its extensions 
“The choice of the model is frequently guided by heuristic considerations” 
(Humphreys, 2004, p. 58). 
Classic DEVS is the core abstraction of the systems specification formalism for atomic 
models. A discrete event system specification (DEVS), in its classic form for an atomic 
model, is a structure described by the Equation (2) (North, 2014; Zeigler et al., 2000): 
M = 〈X, Y, S, δint, δext, λ, ta〉  (2) 
where: 
M is the classic DEVS model 
X is the set of external events that can be input to the DEVS 
Y is the set of output values from the DEVS 
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S is a sequence of sets of states 
δint is the internal transition function that stipulates how timeouts transform the states 
δext is the external transition function that indicates how inputs modify the states 
λ is the output function that gives the outcomes of each state 
ta is the time advance function. It is a set of positive reals within 0 and ∞ 
For instance, if a nuclear family formed by two parents and two children is considered 
an atomic model; M would be the model of the nuclear family; X would be the set of 
events that are external to the nuclear family, but have some significant influence on it, 
e.g. nuclear family’s income; Y would be the outcomes of the nuclear family’s actions 
which affect its environment, e.g. nuclear family’s expenditures; S would be the 
potential states that the nuclear family could have, e.g. rich, poor or highly educated, 
low educated; δint would be the effects of internal interactions over the nuclear family’s 
properties; δext  would be the effects of external inputs over the nuclear family’s states, 
e.g. effects of income on nuclear family’s welfare; λ would be the output function that 
generates the outcomes of each state, e.g. nuclear family’s expenditures as a 
consequence of nuclear family’s welfare; and ta would be the time advance function, 
e.g. ordered set of the periods of time when events occur. 
Equation (2) implies that the system will continue in the same state while ta remains 
unchanged. If ta is equal to zero, the system is in a transitory state, i.e. its rest in the 
state S is so short that no external events can interfere; and when ta is equal to ∞, the 
system is in a passive state, i.e. it rests in the state S forever unless the system receives 
an external shock (Zeigler et al., 2000). 
Classic DEVS can be extended to permit several models to run synchronously, i.e. various 
models of families executing at the same time; and to allow, by means of ports, the 
sharing of inputs and outputs among models. Equation (3) describes this new structure 
called Parallel DEVS (North, 2014; Zeigler et al., 2000): 
M= 〈XM, YM, S, δint, δext, δcon, λ, ta〉  (3) 
where: 
M is the parallel DEVS model 
XM is the set of input ports and values to the parallel DEVS 
YM is the set of output ports and values from the parallel DEVS 
S is a sequence of sets of states 
δint is the internal transition function that stipulates how timeouts transform the states 
δext is the external transition function that indicates how inputs modify the states 
δcon is the confluent transition function that arbitrates collisions among states 
λ is the output function that gives the outcomes of each state 
ta is the time advance function  
Parallel DEVS differs from classic DEVS in three elements. X and Y become, respectively, 
XM and YM due to the inclusion of ports to communicate the models running in parallel, 
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and δcon is introduced to handle the potential conflicts among external, i.e. the parallel 
models, and internal, i.e. the main model events. The other elements of the structure 
remain unchanged (Zeigler et al., 2000). 
For instance, continuing with the example of families; M would be the model of several 
nuclear families; XM would be the set of events that are external to the nuclear families, 
but have some significant influence on them, e.g. nuclear families’ incomes; YM would 
be the outcomes of nuclear families’ actions which affect its environment, e.g. nuclear 
families’ expenditures; δcon would handle potential conflicts among the atomic models 
and the main model. The other elements of the example remain the same. 
Many real social systems must be modelled using a composite model, i.e. a collection of 
complementary models, where each particular model accounts for any specificity of the 
social system, and their combination provides the full picture of the target. A composite 
model can contain at its interior, sub-models based on continuous, discrete or event 
M&S (Zeigler et al., 2000); therefore, the selected systems specification formalism must 
be closed under coupling, i.e. the resultant system of subsystems specified in the 
formalism is itself a system specified in the formalism (Barros, 1997).  
Complex systems can be understood as sets of systems of systems, i.e. networks, where 
the same elementary engineering principles can be applied to the basic systems and to 
the sets of systems (Oliver, 1997); e.g. a city could be understood as the interactions 
among the sets of families living there with the sets of firms operating them. Thus, 
complex systems can be modelled as a set of interacting components, which requires 
the use of formalisms that support modular and hierarchical iterative modelling (Barros, 
1997).  
When our thought process goes from the whole to its parts, the process is considered 
to be decomposing or partitioning; and when it goes from the parts to the whole, the 
process is considered to be synthesising or composing (Oliver, 1997). Coupled 
components system specification sets the frame for the hierarchical construction (i.e. 
sequential composing of larger and larger systems from previously constructed 
components -atomic or coupled-) of models, a common technique used in modelling. 
This process of hierarchical constructions combines composition and decomposition in 
an iterative fashion (Zeigler et al., 2000). However, model composition and model 
decomposition are not free of risks, and caution is needed due to the dangers of 
incorporating ad-hoc hypothesises during the process (Aumann, 2007).  
Interoperability allows systems and components to exchange and use information. Thus, 
the same M&S, i.e. an interoperable M&S, could answer a wide range of modelling 
questions (Diallo et al., 2014). Distributed computing allows bigger size models to be run 
and to access geographical disperse resources, e.g. data, model repositories, and 
computational capacities (Sansores & Pavón, 2005); and this requires the use of modular 
paradigms to make the models interoperable. For instance, the High-Level Architecture 
(HLA) standard, stated by the U.S. Department of Defence, requires interoperability in 
order to facilitate distributed simulation with the reuse of repositories (Zeigler et al., 
2000). 
Classic DEVS can be extended, as shown in Equation (4), in order to handle composite 
models. This representation is called Discrete Event Specified Network (DEVN) 
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formalism, or DEVS coupled model specification, and it supports interoperability 
because of its modular design (Zeigler et al., 2000):  
N = 〈X, Y, D, {Md}, {Id}, {Zi,d}, Select〉  (4) 
where: 
N is the network model expressed as a DEVS coupled model 
X is a set of input events to the network, i.e. external inputs 
Y is the set of output events from the network, i.e. external outputs 
D is a set of component references. Each one of them is a system with its own inputs 
and outputs 
Md is a Classic DEVS model for each d ∈D 
Id is the set of influencers for each d ∈D, i.e. components that influence other 
components 
Zi,d is the interface map. A function that specifies how the input values of a component 
d are related with their influencers i, where i ∈Id 
Select is a tie-breaking function required in the case where two, or more components, 
have equal next-event times  
For instance, if we consider an extended family as a composite model resulting from the 
interactions of several nuclear families; N would be the model of the extended family; 
X would be the set of events that are external to the extended family, but have some 
significant influence on it, e.g. extended family’s income; Y would be the outcomes of 
the extended family’s actions which affect its environment, e.g. extended family’s 
expenditures; D would be the set of atomic elements, which conforms the extended 
family, i.e. all the nuclear families which conform the extended family; Md would be each 
one of the models of every component of the extended family, i.e. a model for each 
nuclear family; Id  would be the set of influencers among the nuclear families; Zi,d  would 
be the function that relates to the input of each nuclear family with their impacts on the 
other families; and Select would be the tie-breaking function required in the case where 
two, or more components, have equal next-event times. 
Also a city could be considered as an example of a composite model resulting from the 
interactions among families and firms; N would be the model of the city; X would be the 
set of input events coming from the outside of the city; Y would be the output events to 
other systems outside of the city; D would be the set of atomic elements, which 
conforms the city, i.e. all the families and all the firms; Md would be each one of the 
models of every component of the city, i.e. a model for each family and for each firm; Id  
would be the set of influencers among the families and the firms; Zi,d would be the 
function that relates the input of each family and each firm with their impacts over the 
other families and firms; and Select would be the tie-breaking function required in the 
case where two, or more components, have equal next-event times. 
Coupled Classic DEVS can be extended, as shows Equation (5), in order to handle parallel 
composite models, e.g. several models of families executing at the same time (Zeigler et 
al., 2000):  
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N = 〈X, Y, D, {Md}, {Id}, {Zi,d}〉  (5) 
Equation (5) only differs from equation (4) in  that it lacks the Select function, all the 
other elements remain the same. This change occurs because each one of the Md is now 
a Parallel Classic DEVS that carries in its interior a confluent transition function (δcon), 
which is in charge of settling conflicts among the timing of the events (Zeigler et al., 
2000). 
For instance, in the extended family example described before, Md would be a Parallel 
Classic DEVS of nuclear families including the transition function (δcon). The Select 
function disappears and the other elements remain the same. 
Networks can be described in a static way for Coupled DEVS. However, in the real world 
networks are not static, but dynamic, because their structure can shift by changes in the 
relationship among components, e.g. two former “friendly families” become “hostile 
families”; and by inclusion or elimination of components, e.g. firms created or closed 
(Barros, 1997). 
Dynamic structure systems can represent networks that experience structural changes 
(Barros, 1997) due to coevolution (Castellano et al., 2009), e.g. changes either in the 
features of the firms or in the characteristics of the relationships within firms or among 
firms and families; due to adaptive networks (Sayama et al., 2013), e.g. creation and 
deletion of links among families and firms; or due to the temporal 
activation/deactivation either of the nodes or of the links (Holme & Saramäki, 2012), 
e.g. a restaurant not working under a 24/7 scheme will be open to the public at some 
times, but will be unavailable for buyers in other moments. 
Dynamic Structure DEVS (DSDEVS) allows network structure to be changed during the 
execution of the simulation, adding realism to the M&S process. DSDEVS are Coupled 
DEVS added with a network executive (χ), which controls the evolution of the network. 
Equation (6) introduces the basic description of DSDEVS (Barros, 1997; Zeigler et al., 
2000): 
DN= 〈χ, Mχ〉     (6) 
where: 
DN is the model of the dynamic network 
χ is the DSDEVS’ network executive, i.e. the network coupling information 
Mχ is the model of χ as shown in Equation (7) 
Mχ= 〈Xχ, Yχ, Sχ, δintχ, δextχ, δconχ, λχ, taχ 〉 (7) 
Mχ is the DEVS model corresponding to the DSDEVS’ network executive 
Xχ is the set of input ports and values in the DSDEVS 
Yχ is the set of output ports and values in the DSDEVS 
Sχ is a sequence of set of states of the DSDEVS 
δintχ is the internal transition function that stipulates how timeouts transform the states 
of DSDEVS 
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δextχ is the external transition function that indicates how inputs modify the states of 
DSDEVS 
δconχ, is the confluent transition function that arbitrates collisions among the timing of 
events of DSDEVS 
λχ is the output function that gives the outcomes of each state of DSDEVS 
taχ is the time advance function of DSDEVS  
For instance, if an extended family changes its composition over time due to births, 
deaths, weddings, and break-ups; it will behave as a dynamic network. DN would be the 
model of the evolution of the extended family; χ would be the network coupling 
information, i.e. the information about the evolution of the composition of the extended 
family; Mχ would be the model of the extended family at each stage of the coupling 
information; Xχ would be the set of inputs that are external to the extended family at 
each stage of the coupling information, but have some significant influence on it, e.g. 
extended family’s income; Yχ would be the set of the outcomes of family’s actions which 
affect its environment at each stage of the coupling information, e.g. extended family’s 
expenditures; Sχ would be the potential states that the extended family could have at 
each stage of the coupling information, e.g. rich, poor or highly educated, those with a 
low level of education; δintχ would be the effects of internal interactions over the 
properties of the extended family at each stage of the coupling information; δextχ would 
be the effects of external inputs over the states of the extended family at each stage of 
the coupling information, e.g. effects of income on family’s welfare; δconχ, would handle 
potential conflicts among the atomic models and the main model at each stage of the 
coupling information; λχ would be the output function that generates the outcomes of 
each state at each stage of the coupling information, e.g. extended family’s expenditures 
as a consequence of extended family’s welfare; and taχ would be the time advance 
function at each stage of the coupling information, e.g. ordered set of the periods of 
time when events occur. 
The network executive of the DSDEVS contains the state of the network. The network is 
transformed, together with its model, every time that the DSDEVS’ network executive is 
changed, i.e. any modification in the coupling information. The history of the network 
can be traced back through the trajectories of χ, and Mχ  (Barros, 1997; Zeigler et al., 
2000). 
The network executive of the DSDEVS could be represented by a socio matrix or by an 
incidence matrix. A socio matrix (adjacency matrix or who to whom matrix) is a square 
matrix of size g x g, g being the number of social entities involved, where the value of 
each entry indicates if two nodes are adjacent or not. An incidence matrix records which 
lines are incident with which nodes. Its dimension is g x L, g being the number of social 
entities involved and L the number of lines (connections). Both socio matrix and 
incidence matrix are binary matrices; their values are either one or zero depending on 
whether the connections exist or not (Marsden, 2005; Wasserman & Faust, 1994).. 
Discrete event and differential equation specified system formalism (DEV&DESS) 
incorporates both the DESS and the DEVS, and sustains the development of coupled 
systems whose components are expressed in any of the basic formalisms (Zeigler et al., 
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2000). The DEV&DESS formalism is an appropriate mean to implement composite 
models with different time advance criteria in their interior. 
In addition to the previously explained basic formalisms, DEVS formalism can be 
extended to model a wide spectrum of models. A complete and detailed description of 
these extensions can be found in (Zeigler et al., 2000): hierarchical models (page 93), 
Petri nets and state charts (page 204), models with symbolic time (page 237), fuzzy 
models (page 241), and so on. 
3.7 Chapter summary 
“The eagle conforms to the equations of aerodynamics but is obviously not solving 
them” (Epstein, 2013, p. 53) 
The terms “model” and “simulation” have a wide use in many fields, but so far, there is 
no consensus about their definitions. Targets, theories, models and simulations are 
different, but closely related, entities. The true usefulness of models and simulations 
depends on their fitness to satisfy the stakeholders’ purposes. 
The accuracy of a model does not depend on its simplicity. Both simple and complex 
models have pros and cons. The key to establish the right level of complexity required, 
is the usefulness of the provided answers. 
Simulations have temporal existence, they exist only while the code is running. Codes 
are just models of the simulations, and the results are outcomes of simulations. 
Simulations work both with analytically tractable and analytically intractable processes, 
and many of them have epistemic opacity. Thus, simulations allow calculations that 
surpass the capacities of persons; and therefore, they extend the mental abilities of 
human beings. 
Modelling and simulation (M&S) is a cross-disciplinary discipline, that it is given its first 
steps. M&S relies on the levels of system specification and the systems specification 
formalisms developed by mathematical systems theory. 
The dynamic behaviour of a system can be represented by Differential Equations System 
Specification (DESS), Discrete Time System Specification (DTSS), and Discrete Events 
System Specification (DEVS). These representations use different step advance 
paradigms (continuous time, discrete time, and event).  
DEVS, although not so popular in social systems M&S, is naturally adjusted to the 
capabilities and constraints of digital computers. DEVS helps M&S nested systems 
operating at different time scales at different levels.  
DEVS allows coupled models to be constructed by combining atomic models. It also 
supports the hierarchical construction of models, thus it is suitable for M&S of complex 
systems that have a nearly decomposable hierarchical structure. 
Chapters 2 and 3 presented the subject of study and the methodology. The following 
chapter, shows how OMG Systems Modelling Language (OMG SysMLTM), a graphical 
modelling language, can be employed for the modelling of social systems. 
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4. SysML as a language for modelling social systems 
“To solve a problem, the specific form of the representation matters” (Humphreys, 
2004, p. 99). 
While the previous chapters presented general concepts about social systems and M&S, 
this chapter introduces the application of the OMG Systems Modelling Language (OMG 
SysMLTM) as a tool for the modelling of social systems. The first section describes a new 
approach to the taxonomy of SysML. Next, the second section shows SysML’s diagrams 
related to purposes. Then, the third section explains SysML’s diagrams associated with 
the structure. Finally, the fourth section presents how to use SysML’s diagrams for 
depicting the behaviour of a social system.  
OMG Systems Modelling Language (OMG SysMLTM) v 1.4 is a general-purpose graphical 
modelling language developed by the Systems Engineering Domains Special Interest 
Group (SE DSIG); a joint project of the International Council on Systems Engineering 
(INCOSE) and the Object Management Group (OMG), where significant stakeholders 
also participated, e.g. vendors, universities, and so on (The Object Management Group, 
2015a). This thesis will refer to this language as SysML. Even though SysML’s focus is 
engineering analysis, this thesis shows how SysML’s principles and rules can be applied 
to the analysis of social systems.  
SysML is a customised extension of the Unified Modelling Language (UML 2), which 
includes nine diagrams -four less than UML 2-; it introduces two diagrams: parametric 
and requirement diagrams; and also, adds four new constructs: flow ports, flow 
specifications, item flows, and allocations. SysML specification combines precise natural 
language with UML modelling techniques in order to balance the clarity and accuracy of 
systems descriptions (The Object Management Group, 2015a). 
SysML, as a general-purpose graphical modelling language, is neither a tool, nor a 
methodology. It supports the analysis, specification, design and verification of complex 
systems (Finance, 2010; Hause & others, 2006). SysML emphasises the requirements, 
constraints, allocations, behaviour and structure of systems. It presents plain and 
effective constructs for modelling a broad scope of systems (The Object Management 
Group, 2015a); its main columns are behaviour, structure, system requirements and 
parametric relationships (Hause & others, 2006). 
The annex overview of SysML contains a succinct explanation of the main elements and 
concepts of SysML. This brief introduction includes grammar, and elements of structure 
and style, i.e. set of guidelines for good usage of grammatical and compositional 
methods (Ambler, 2005). Its scope is to familiarise the reader with the graphical 
modelling language employed for the framework construction.  
It is assumed in the annex that the reader is not familiar with SysML nor with UML. As a 
consequence, concepts and ideas regarding SysML are explained in a way that does not 
follow the approach to standard SysML texts. The reader with no previous knowledge of 
SysML could benefit from reading it, while the reader with former knowledge of SysML 
could skip it. 
In order to make the diagrams easier to understand, this thesis follows Ambler’s 
recommendations of style (Ambler, 2005) labelling each block with its stereotype, even 
though the SysML’s standard considers this feature as optional; denoting elements by 
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initial embedded capitals, e.g. WordaWordb, ModelElement, BlockName; and indicating 
that some information is missing by ellipsis ( . . . ).  
4.1 SysML taxonomy 
“The intuition and objectives of the modeller determine what is included in the model” 
(Harrison et al., 2007, p. 1241). 
Every social system has a behaviour and a structure (see Chapter 2), and M&S always 
has a purpose (see Chapter 3); keeping in mind these ideas, Figure 4 shows a Venn 
diagram with a taxonomical approach to explain SysML based on these three elements, 
i.e. behaviour, structure, and purpose. The taxonomical approach developed in this 
thesis differs from the approach used in the standard texts about SysML, such as (The 
Object Management Group, 2015a), (Finance, 2010), and (Hause & others, 2006); 
because they omit the purpose component, and cluster the diagrams under different 
criteria.  
 
Figure 4. A new taxonomical approach for SysML 
Source: the author based on (The Object Management Group, 2015a) 
Figure 4 contains three circles marked purposes, behaviour, and structure. Each circle 
contains diagrams that are exclusive to it, while the intersections of the circles include 
diagrams that are common to them. The sections called “Purposes”, “Behaviour”, and 
“Structure”, later on in this chapter, contain descriptions and examples, i.e. illustrative 
demonstrations, applied to social systems of the nine diagrams.  
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The diagrams of SysML represent the elements of the model, each one of them is a view 
of the model, and the full set of diagrams constitutes the model (Delligatti, 2013). The 
diagrams of SysML are enclosed in rectangular frames, as shown below in Figure 5. Every 
frame has a header (a rectangle with cut-off corner in the bottom right-hand corner of 
the rectangle), and a contents area; additionally, the frame could include a diagram 
description (Hause & others, 2006).  
 
Figure 5. SysML frame 
Source: (The Object Management Group, 2015a). 
The header indicates the diagram context, and could contain four elements: the kind of 
diagram, the type of model element, the name of the model element, and the diagram 
name. The first three are required; the fourth is intended to remove ambiguity and is 
optional. The syntax is as follows: <diagramKind> [modelElementType] 
<modelElementName> [diagramName]; and entries are separated by a space (The 
Object Management Group, 2015a). 
The type of diagram (must be bolded) corresponds to the nine basic diagrams of the 
SysML. They can be denoted by either their full names or by the following abbreviations: 
requirement diagram (req), use case diagram (uc), package diagram (pkg), state 
machine diagram (stm), activity diagram (act), sequence diagram (sd), parametric 
diagram (par), block definition diagram (bdd), and internal block diagram (ibd) (The 
Object Management Group, 2015a). This thesis uses the abbreviation format with the 
aim of making the interpretation of the diagrams easier. 
The type of model element refers to the activity, block, package, and so on. They are 
general purpose structures used in several types of the SysML diagrams. Model element 
name refers to the label assigned by the modeller to the element. The diagram name 
could indicate both the view name, and the name given by the modeller to the diagram 
(The Object Management Group, 2015a). 
The header can also include a diagram usage in the first line with the following syntax: 
<<diagramUsage>>. Including a stereotype in the header enables a tool application to 
check that the diagram restrictions identified by the stereotype are fulfilled (The Object 
Management Group, 2015a). 
The contents region contains graphical symbols and comments. It also could include 
optional alternative notations, which can be used in SysML, but are not considered part 
of the diagram taxonomy such as tabular, matrix, graphs, and tree representations; 
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diagram overlays could also be found there, e.g. geographic map, (The Object 
Management Group, 2015a). 
The diagram description block, a comment attached to the diagram frame, gives more 
information about the diagram, such as version, descriptions, references, and so on (The 
Object Management Group, 2015a). 
Some tips for making the diagrams easier to understand and to work with are (Ambler, 
2005):  
• Contents should be prioritised over appearance. First, the diagram should be 
clear and functional before altering its appearance for aesthetic reasons 
• Apply the ‘less is more’ principle by avoiding too many details, and by keeping 
the number of objects in a diagram below nine, ideally seven.  
• Use various small diagrams instead of one big diagram that contains all of the 
details, include only critical information in each diagram. 
• Design their layout top to bottom, and left to right. This means that the initial 
point, in case it exists, should be toward the top left corner. 
The callout notation offers mechanisms for including relationships, allocations, 
requirements, comments, and, in general, any kind of supplementary information about 
the element, the model, or the frame (The Object Management Group, 2015a). 
However, this thesis avoids, as much as possible, the callout notation because it can 
increase the clutter of the diagram; and prefers instead the compartment notation.  
4.2 Purposes  
“There can also be difficulties in deciding how to manage several goals which may be 
of differing importance and relevance and which may possibly conflict” (Gilbert & 
Troitzsch, 2005, p. 175). 
SysML provides the following three diagrams oriented to the description of the purposes 
of the model: requirement diagram, use case diagram, and package diagram. A 
requirement diagram identifies the stakeholders’ requests regarding the model. A use 
case diagram illustrates the usage of a system by its actors to achieve a goal, i.e. a use 
case diagram states the system functional scope. A package diagram serves to organize 
the model’s diagrams from different points of view (Finance, 2010; Hause & others, 
2006; Huang, 2011).  
Requirements can be understood as contracts between stakeholders and modellers (The 
Object Management Group, 2015a). They formalise the needs of the stakeholder, thus 
the model will deliver what is expected from it (Finance, 2010; Hause & others, 2006). 
Requirements are frequently reused across models due to regulatory, e.g. 
environmental rules; statutory, e.g. importing laws; or contractual reasons, e.g. 
payment terms; and as a consequence, the same requirement could be employed in 
multiple contexts (The Object Management Group, 2015a). 
A requirement is defined as a stereotype subject to a set of constraints. Each 
requirement must include an Id, i.e. identifier, and an explicative text (The Object 
Management Group, 2015a). Figure 6, on the next page, shows on the left side a generic 
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requirement description, and on the right side, a requirement in relation to the 






Id = “62j32” 
text = “The system shall do” 
 
Id = “RS345” 
text = “The system shall report 
surgeries on a daily basis” 
Figure 6. Requirements 
Source: (The Object Management Group, 2015a) 
The texts of the requirements identify the direction and the intensity of the 
requirements. Some of the expressions used in order to indicate something that the 
model is expected to do are “shall”, “should”, “may”, “can”; while the following 
expressions “shall not”, “should not”, “need not”, “cannot” indicate something that the 
model is not expected to do (The Object Management Group, 2015b).  
Requirements include their descriptions and the relations between them and other 
elements of the model that verify or satisfy them (The Object Management Group, 
2015a). The SysML requirement diagram represents the stakeholders’ requirement in a 
graphical format (Hause & others, 2006), but requirements can also be expressed in text, 
tabular, graphical or tree structure format (The Object Management Group, 2015a). 
SysML has defined various stereotypes of requirements, such as derive, satisfy, verify, 
and refine (The Object Management Group, 2015a); and the modeller can also define its 
own requirement categories (The Object Management Group, 2015b). 
A derive requirement sets relationships between the element using the requirement 
and the element providing the requirement (The Object Management Group, 2015a). 
For example, Figure 7 shows that the element BedAssignment is a requirement derived 
of PatientRegister, i.e. the patient must register in the hospital before she/he can get a 
bed.  
 
Figure 7. Derive requirement 
Source: the author 
A satisfy requirement indicates if an element fulfils a set of specific conditions 
established by a requirement (The Object Management Group, 2015a). For instance, 
Figure 8 shows that the element Patient meets the HealthInsurance requirement, i.e. 
the patient has health insurance. 
 
Figure 8. Satisfy requirement 
Source: the author 
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A verify requirement connects a “verifier element” with the requirements that are 
satisfied by it. A “verifier element” could be any procedure to inspect, analyse, or test 
the requirement (The Object Management Group, 2015a). For example, Figure 9 shows 
that the requirement HealthInsurance is validated against InsuranceCarnet, i.e. the 
insurance carnet is evidence that the patient has health insurance. 
 
Figure 9. Verify requirement 
Source: the author 
A refine requirement modifies other requirements. The refine requirement relationship 
indicates how the original requirement is enhanced in a specific context (The Object 
Management Group, 2015a). For instance, Figure 10 shows that the element 
PrivateRoom enriches the requirement Room, i.e. standard rooms are shared, but it is 
possible to get private rooms. 
 
Figure 10. Refine requirement 
Source: the author 
 
Figure 11. Requirement diagram of the conditions of room assignment 
Source: the author 
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Figure 11 shows the requirement diagram of the conditions to get a room in a hospital. 
To do so, two stipulations must be fulfilled, one is related to medical conditions, and the 
other to payment capacity. The first one implies that the patient needs a room, which is 
a derive requirement of a medical evaluation and it is verified by a medical order; the 
second one checks that the patient has health insurance, and it is verified by an 
insurance carnet.  
Use case diagrams show the functionalities and/or capabilities of the system from the 
perspective of its users, i.e. “persons” that relate with the system in order to achieve a 
specific goal (The Object Management Group, 2015a). Use case diagrams communicate 
a series of activities that deliver a value to an actor. Thus, use case diagrams should have 
a stakeholder´s approach, and not a developers technical perspective (Ambler, 2005). 
The three main elements of a use case diagram are actors, use cases, and the connecting 
paths among actors and use cases (The Object Management Group, 2015a). 
Actors characterise roles that are external to the system, and they could interact directly 
or indirectly with the system (The Object Management Group, 2015a). The same actor 
could be associated with multiple use cases. Actors can be roles, human users, 
organizations, external hardware, other systems, time, and so on. Stereotypes help to 
identify the actors, e.g. <<system>> indicates that the role is not performed by a person, 
but by a system. Other icons can be introduced for denoting non-human actors, e.g. an 
actor named “Time” can be included in order to start scheduled events, e.g. taxes paid 
bimonthly (Ambler, 2005). 
Actors are represented by stick figures (with their name nearby) in use case diagrams, 
and as regular blocks in block definition diagrams, with the «actor» keyword in the top 
compartment. They can have any sort of properties (The Object Management Group, 
2015a). Figure 12 shows an actor as a stick figure (left) and as a regular block (right). 
 
Figure 12. Actors’ representation 
Source: (The Object Management Group, 2015a) 
A use case is a description of behaviour (The Object Management Group, 2015b), which 
is represented as a horizontal ellipse with a name inside or nearby. It is also possible to 
include a stereotype above the name of the use case. The use of strong verbs for the 
beginning of the name, e.g. grade the exams, is suggested because weak verbs, e.g., 
handle the exams, could generate ambiguity. An optional rectangle can be drawn 
around the use cases in order to depict the system scope, i.e. system boundary (Ambler, 
2005). 
Use cases can be associated with other use cases by means of stereotypes. The two most 
used stereotypes are <<include>> and <<extend>>. The <<include>> relationship means 
that the behavioural features of the included use case are inserted into the behavioural 
features of the including use case, i.e. every time that the behaviour of the including use 
case is executed, the behaviours of the included use case are also executed. In other 
words, the included use cases are part of the conventional procedure of running an 
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occurrence of the including use case (The Object Management Group, 2015a). For 
instance, “Have a health insurance” must be included in any “Request a room” use case.  
The <<extend>> relationship indicates a non-compulsory functionality, which expands 
the base use case at outlined extension situations under stipulated terms; i.e. in certain 
occasions when the behaviour of the extending use case is executed, the behaviours of 
the extended use case could also be executed. In other words, The extended use cases 
complement the conventional procedure of running an occurrence of the extending use 
case (The Object Management Group, 2015a). For example, “Assign a private room” 
extends the “Assign a room” use case. 
Figure 13 shows a use case diagram for a room assignment. The patient has associated 
the use case “Request a room”; which includes having health insurance (compulsory) 
and is extended by the request of a private room (optional). The administrator has 
associated the use case “Assign a room”, which includes making an invoice (compulsory) 
and is extended by assigning a private room (optional).  
 
Figure 13. Use case diagram for room assignment 
Source: the author 
Package diagrams aim to organise the models by partitioning their elements and setting 
dependencies among them (The Object Management Group, 2015a). A package diagram 
shows at least two packages, and it is a tool to organise a model from a stakeholder’s 
point of view (Ambler, 2005). Therefore, different point of views will require different 
package diagrams. Package diagrams can give a whole scope of the model. 
Figure 14 (on the following page) shows a package diagram of the components of a 
hospital. The hospital has two main modules: rooms and staff. The module room is 
composed of beds, bathrooms, and room accessories. The module staff is formed by 




Figure 14. Package diagram of the components of a hospital 
Source: the author 
4.3 Structure  
“A very useful idea is to build up structures from simple building blocks” (Ljung, 2010a, 
p. 5). 
The logical decomposition of the functions of the system is made using block diagrams, 
and the interactions of the blocks show their mutual influences. The same system can 
be represented by several diagrams, which differ in scope and in level of details (Ljung 
& Glad, 1994). 
Four diagrams represent the structure of the system: block definition diagram, internal 
block diagram, parametric diagram, and package diagram. The block definition diagram 
characterises the entities and their relationships. An internal block diagram provides an 
inner view of a system block, i.e. parts, ports, properties, and connectors. A parametric 
diagram defines constraint blocks, e.g. mathematical equations and its parameters 
(Finance, 2010; Hause & others, 2006). The package diagram was explained in the 
previous section. 
The block definition diagram in SysML defines the features of blocks and the 
relationships between the blocks such as associations, generalizations, and 
dependencies. It captures the definition of blocks in terms of properties and operations, 
as well as relationships such as a system hierarchy or a system classification tree (The 
Object Management Group, 2015a). A block definition diagram is similar to the cover 
page of a build-yourself blueprint, it indicates the type of components, the quantity of 
each one, and a vague description of their relationships (Finance, 2010). 
Figure 15 (on the next page) shows the block definition diagram for a bed assignment 
process. It contains three blocks (Doctor, Administrator, and Beds). The doctor needs 
beds for her/his patients, while the Administrator assigns the beds. There are many 
doctors, one administrator, and a kind of uncertainty about the quantity of assigned 
beds. The quantity of assigned beds can oscillate from zero (i.e. no assignments), to any 
positive real number.  
A composite structure of blocks conforms an internal block diagram. The Internal Block 
Diagram in SysML captures the inner structure of a block in terms of properties and 
connectors between properties (The Object Management Group, 2015a). An internal 
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block diagram depicts the internal view of the blocks contained in the block definition 
diagram, and details all the components of each block, as well as the details of their 
relationships (Finance, 2010). 
 
Figure 15. Block definition diagram for a bed assignment process 
Source: the author 
Figure 16 shows the internal block diagram of RoomAssignment. It is formed by two 
blocks (Rooms, Assignment) which are connected by an Order: MedicalRequest 
relationship. 
 
Figure 16. Internal block diagram of room assignment 
Source: the author 
Parameters are constants, they can be classified as system parameters and design 
parameters. System parameters are given, i.e. the modeller cannot decide on them; 
while design parameters can be chosen by the modeller in order to explore the effects 
of a range of values in the system. Somehow, one of the objectives of any simulation is 
to uncover the permissible range of values of the design parameters (Ljung & Glad, 
1994). 
Constraint blocks depict the restrictions, e.g. logical expressions, mathematical 
equations, rules, statistical values, utility functions; which limit the properties of the 
system, and their parameters. (The Object Management Group, 2015a). For example, 
the statement “all production must be done within working hours” specifies a 
restriction, initial working time and final working time are the parameters, whereas 
“working hours are between 9:00 and 17:00 hours” are the actual values of the 
parameters. 
Constraint blocks contain the description of the constraint, e.g. only persons over the 
age limit could have a driving license; and the parameters of the  constraint, e.g. 
EntityType, AgeLimit; then the value of the parameter could be set, e.g. EntityType = 
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person, AgeLimit = 16 (The Object Management Group, 2015a). These kinds of 
restrictions can evolve over time, both in their values (e.g. a change in the minimum age 
for driving), and their nature (e.g. an autonomous car, a machine, could get a driving 
license in the future. 
Constraints blocks are generic and only the value of their parameters change, thus they 
are reusable both in different parts of the same model and between models. Constraint 
blocks must be defined either in a block definition diagram, using regular boxes, or in a 
package diagram, using boxes with rounded corners. Constraint blocks must have the 
expression «constraint» in the top compartment, i.e. block definition compartment, and 
they must support a particular kind of compartment called «parameters», which can 
contain the declaration of the parameter. Constraints can also be declared as a property 
in the standard compartment of a block, in this case the constraint compartment, 
identified by the expression <<constraint>>, describes the restrictions of the block (The 
Object Management Group, 2015a). 
Figure 17 shows a constraint block for a room assignment. The patient must have health 
insurance (health insurance = 1), and a medical request (medical request = 1). In addition 
to these, the medical evaluation of the patient must be greater than or equal to 4. Health 
insurance and medical request are binary parameters (0,1), while medical evaluation is 




health insurance = 1 
medicalRequestConstraints 
medical request = 1 
medicalEvaluationConstraints 
medical evaluation >= 4 
parameters 
health insurance: Binary (0,1) 
medical request: Binary (0,1) 
medical evaluation: Integer (0,5)l 
Figure 17. Constraint block for room assignment 
Source: the author 
The parametric diagram describes the constraints among the properties associated with 
blocks. Parametric diagrams support sensitivity analysis, i.e. what range of values the 
parameters could have without affecting the obtained outcomes; and analysis of 
scenarios, i.e. how the obtained outcomes change when there are modifications in the 
parameters. Variations in the parameter values can serve as a trade-off for analysis. In 
this way different settings can be compared (The Object Management Group, 2015a). 
Figure 18 (on the following page) shows a parametric diagram of the conditions for room 
assignment. Room assignment, medical request, and health insurance are binary 
parameters (0,1); while medical evaluation is a non-negative integer in the range 0 to 5. 
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Figure 18. Parametric diagram of the conditions for room assignment 
Source: the author 
4.4 Behaviour 
“A mechanism is a theoretical construction described in abstract terms” (Yang & 
Gilbert, 2008, p. 7). 
Behaviour is the fundamental construct for modelling the dynamics of a system. 
Dynamic behaviour is the set of potential executions, and it derives from significant 
events at specific points in time. Behaviour may be accomplished through direct 
invocation; or as a result of the interactions among objects, which themselves have their 
identifiable individual behaviours (The Object Management Group, 2015b). 
The behaviour of systems depends on interactions among components, their internal 
dynamics, and the intentions of the stakeholders. The following six diagrams can 
represent system behaviour: state machine diagram, activity diagram, sequence 
diagram, parametric diagram, use case diagram and package diagram (Finance, 2010; 
Hause & others, 2006). The last three diagrams were explained in the previous sections. 
A state machine diagram describes the state transitions and actions that a system or its 
parts perform in response to events, i.e. it expresses the internal behaviour. An activity 
diagram characterises the inputs required by an activity and the element produced as 
an output. The unit of flow is called a “token”. The sequence diagram indicates, in a 
chronological order, the change in social entity states caused by the interaction between 
collaborating parts of a system. Together, activity diagrams and sequence diagrams 
account for the interactions among elements (Finance, 2010; Hause & others, 2006; 
Huang, 2011).  
An event is a significant happening, i.e. when something occurs at a particular moment, 
it brings consequences to the system. The same event can occur many times, and at 
different moments (The Object Management Group, 2015b). Each time that an event 
occurs, the entities could generate an answer, i.e. a finite state transition, based on their 
current states (Ambler, 2005). 
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There are three kinds of events: signal event, change event, and time event. A signal 
event is an information flow where the sender transmits data, i.e. makes a request, to 
the receiver, and as a consequence, a behaviour is prompted in the receiver. Sender and 
receiver can be the same entity, i.e. a signal event can be local (Hause & others, 2006). 
A change event results when a variation in the value of any attribute generates a change 
in a Boolean control expression. A time event happens either at a stipulated moment of 
time set by a clock, local or global, in the system, e.g. 13:00 hours; or after a time 
interval, e.g. 30 minutes after the beginning of the event (The Object Management 
Group, 2015b).  
A state is a phase in the behaviour of a block (Ambler, 2005). The value of its properties 
specifies the state of a block, and the set of all the states belonging to that block indicate 
the state of the system. Nested states, either sequentially or concurrently, conform a 
composite state (The Object Management Group, 2015a). For example, single, married, 
divorced, and widow are potential states of a natural person. A person passes from 
single to married through a wedding process, from married to divorced by a relationship 
rupture, and from married to widow when her/his partner is deceased. It is not possible 
to pass directly from single to widow or to divorced. Each sate implies changes in some 
properties such as, place of living, economical responsibilities, family duties, and so on. 
Figure 19 shows a state machine diagram indicating the health status of a person during 
her/his life. The trigger event is the birth of a person, who will remain in one of the two 
states (healthy, sick) until the stopping event occurs (i.e. death). Medical evaluation 
conditions the transitions between states. 
 
Figure 19. State machine diagram indicating health status of a person 
Source: the author 
State machines show the response of the entities to the events (Ambler, 2005), and 
denote the life cycle of a block (Hause & others, 2006) in terms of its transitions and its 
states (The Object Management Group, 2015a).  
State machines are defined in block definition diagrams as regular blocks, with the 
«stateMachine» keyword in the top compartment, and when used in state machine 
diagrams they are denoted by boxes with rounded corners. They can have any sort of 
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properties. A state machine diagram contains the activities and their states, together 
with the events and the guard conditions (The Object Management Group, 2015a).  
An activity, a kind of behaviour, is a regulated succession of actions which converts 
inputs into outputs (The Object Management Group, 2015a). It can represent a step, or 
an entire process, in the model (Ambler, 2005). Activities are triggered by events, either 
external or internal. Thus, events are the key instrument for interaction among 
behaviours (The Object Management Group, 2015b). 
Activities are defined in block definition diagrams as regular blocks, with the «activity» 
keyword in the top compartment; and when used in activity diagrams they are denoted 
by boxes with rounded corners. They can have any sort of properties (The Object 
Management Group, 2015a). 
Figure 20 shows the activity diagram of a room assignment process. Once the process 
starts, the patient requests a room based on a medical order. Then, the administrator 
receives this information and makes an invoice. After that, the patient gets  
authorization from the insurance company; and finally the patient receives a room. 
 
Figure 20. Activity diagram of a room assignment 
Source: the author 
A control operator enables, i.e. start, and disables, i.e. finish, other actions. A control 
operator receives and sends control values, i.e. input-output data. In this way, data 
operate as a control. The control of flow may be notated with a dashed line and stick 
arrowhead (The Object Management Group, 2015a).  
Sequence diagrams portray the flow of control between actors and systems (blocks), or 
among components of a system (The Object Management Group, 2015b). A sequence 
diagram describes possibilities, i.e. what can or should happen, but it is not a plan about 
what will happen (Cioffi-Revilla, 2009). Sequence diagrams serve to represent usage 
scenarios, i.e. a sketch of a path in which a system could be used (Ambler, 2005). 
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A sequence diagram contains a time reference (found along the vertical axis), the 
interacting entities (represented by lifelines), and the exchange of messages among 
them. Swim lanes show the responsibilities for executing the activities (The Object 
Management Group, 2015a). 
Figure 21 shows a sequence diagram of an exchange. First, the patient asks for a room. 
Then, the administrator verifies if there are rooms available to calculate the amount to 
be paid. After that, the administrator prepares the invoice and sends it to the patient. 
Next, the patient presents the authorization from the insurance company, and finally 
the administrator assigns a room to the patient. 
 
Figure 21. Sequence diagram of a room assignment 
Source: the author 
4.5 Chapter summary 
“The state in which the model starts, are always important. Often, the dynamics are 
very different depending on the precise initial conditions used” (Gilbert & Troitzsch, 
2005, p. 16). 
SysML, although a general purpose graphical modelling language, has its main focus on 
engineering analysis. This chapters demonstrates that SysML can also be applied to the 
modelling of social systems. 
As a first contribution of this thesis, Chapter 4 introduces a new taxonomical approach 
for SysML based on the concepts of purposes, structure and behaviour. It shows that 
some diagrams are exclusive to one concept, but others are common to various 
concepts.  
The purposes of the model, i.e. stakeholders’ requests regarding the model and the 
functional scope of the system, can be described by the following three diagrams: 
requirement diagram, use case diagram, and package diagram.  
The structure of a system, i.e. the logical decomposition of the functions of a system by 
means of its elements and the relationships among them, can be depicted in SysML by 
the following four diagrams: block definition diagram, internal block diagram, 
parametric diagram, and package diagram.  
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The behaviour, i.e. dynamics, states, and processes; of a system, can be shown by the 
following six diagrams: state machine diagram, activity diagram, sequence diagram, 
parametric diagram, use case diagram and package diagram. 
In the same way that not all the words and all the grammar structures of a natural 
language are used in every conversation, not all the SysML diagrams are needed in every 
model. As mentioned many times in this thesis, goals drive usage, and the inclusion of a 
SysML diagram must rest on the purposes of the model. 
Chapters 2, 3 and 4 contain basic elements for framework building. The next chapter 
presents and explains the framework proposal.  
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5. Framework proposal 
“Can we rely on a model to understand social phenomena?” (Mazher, 2000, p. 1). 
While the previous chapters contain basic elements for building the framework, this 
chapter describes the framework proposal. The first section explains the role of social 
theories in computational templates followed by the second section that presents the 
sextuple of computational models. Later, the third section proposes a framework for the 
modelling and simulation of social systems. Finally, the fourth section shows an example 
of the proposed framework based on Agent_Zero model (Epstein, 2013). 
Social complex systems have many social entities which interact in a nontrivial mode. In 
spite of many superficial differences among social systems, they have many similar 
features both in their behaviour and in their structure. Thus, it could be feasible to 
describe them by some common laws or properties (Kwapień & Drożdż, 2012). 
A model can be an accurate and explicit descriptor of a target. Different modellers could 
have different descriptions of the target, and those distinct perspectives can all be 
modelled. M&S allows to formalize observation without incorporating a priori 
generalizations (Sun, 2009). Models can help to build and explore theories; they are 
tools for scientific practice, in the same way that measuring instruments are used in 
experimental methods. Models help learn about the target, not only by their outcomes, 
but also by their construction process, i.e. development and handling (Sawyer, 2004a).  
Scientific instruments enhance human perceptual skills; in a similar fashion, 
computational devices enhance human mental processing capabilities, both logical and 
mathematical. Thus, computational science creates a truly different scientific approach. 
It intermediates inductive-empirical methods, e.g. observations and experiments, and 
deductive-rational methods, e.g. abstract theoretical processes (Humphreys, 1997). 
Philosophers of science have habitually centred on general rules, and as a consequence 
they have largely ignored heuristics. However, it has been recently acknowledged that 
heuristics used in both computer simulations and in model building, can lay the 
foundations for a “new” scientific method (Humphreys, 1995). 
5.1 From social theories to computational templates 
“Theoretical considerations underlie all models, but in large models the theoretical 
foundations may be lost” (Grimm et al., 2010, p. 14). 
A theory is a set of hypotheses with their deductive consequences (Bunge, 1974); it 
provides causality reasons to detected correlations in a sound and coherent way (Tolk 
et al., 2013). Any theory is an abstraction from the real world, i.e. a simplified analytical 
framework, where some variables have been excluded by choice of the theorist (Chiang, 
2005). Thus, a theory could be understood as a collection of statements that encloses 
key knowledge about a topic under study (Humphreys, 2004). 
Every theory adequately describes several components of the world and fails to explain 
others; thus, a new theory tries to increase accuracy and/or widen the scope of a former 
theory. Under this approach, each theory can be seen as a preliminary approach to the 
truth (S. Hartmann, 1995). 
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Theory of human social behaviour lacks a single unifying paradigm. There are plenty of 
theories in different fields, e.g. economics, anthropology, social psychology, political 
philosophy, sociology, cognitive science, and so on; many of them lack proper validation 
and thought for specific contexts, and their conclusions are not convergent (Carley, 
2009). Thus, for instance, sociology focuses on social groups based on the assumption 
that methodological individualism cannot explain many complex social phenomena; 
while social psychology and cognitive science focus on individuals (Conte et al., 2001).  
However, general systems theory has shown (Von Bertalanffy & Sutherland, 1974), that 
there are some common elements among these theories and that it is possible to build 
bridges among specific theories from various specialized disciplines (Boulding, 1956). 
Thus, the theories of social science should include both the common elements among 
them, and the specific elements unique to each one of them (Coleman, 1992). 
Constructs and propositions, i.e. interrelationships among constructs, are the core 
elements of a theory (Davis et al., 2007). All theories are dynamic, since both theory and 
its components change over time.  
All models are based on theories, but very frequently their theoretical principles are 
neither explicit nor visible to the stakeholders (Grimm et al., 2010). In the same 
direction, all computational models of a social system implement, although not always 
in an explicit way, a social theory.  
Modelling is an abstraction process based on a perception of reality, which through 
simplification, aims to represent a target; while simulation is the implementation, i.e. 
execution, of the model. Simulation transforms input parameters, i.e. data and 
observations, into output responses; thus simulation can be understood as a formal 
language according to Model Theory (Tolk et al., 2013). 
Social theories try to explain why, and/or how, social phenomena occur, either as a 
singular or a regular episode, by means of archetypes. Social theories tend to be 
discursive, i.e. verbal models, and to build a M&S from them is not an easy task (Sawyer, 
2004a). Social sciences do not require the level of formal description that is needed for 
a computer implementation. Their terms and relationships are diffuse and lack sufficient 
precision to be directly implemented in a computer program (Conte et al., 2001). During 
the development process of M&S, logical holes in social theories are uncovered which 
must be handled in order to run the simulation. As a consequence, simulations must 
propose new logical relationships and must add gap-filling assumptions that were not 
included in the original social theories (Sawyer, 2004a). 
A model is a theoretical construct in, and by itself. Even though the M&S process could 
start from a theory, e.g. verbal, conceptual, or a set of theories; soon the model and the 
theory become different, although related, entities. The divergences arise from the 
algorithms used to make the simulation run, and from the functional relationships 
introduced into the model with the purpose of filling the gaps in the theory. As model 
and theory are related, but are not the same, falsifying a model does not falsify the 
associated theory (Sun, 2009). 
The two main approaches to scientific inquiry are inductive-empirical and deductive-
rational. The inductive-empirical approach uses observation and data collection as its 
tools for obtaining knowledge about the target; then data analyses uncovers 
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correlations, and from them, hypotheses are built. Once hypotheses have been 
validated, they become laws of nature. The deductive-rational approach starts by 
implementing a mathematical model or using theoretical postulates, and then infers, by 
means of cognitive processes, the laws of nature. Both approaches have generated, and 
currently generate, useful knowledge, even though their laws have required adjustment 
over time. Thus, the denominated “laws of nature” are not definitive truths, but just 
approximations of truth (Tolk et al., 2013). 
Social sciences study human beings as components of social systems. It implies that their 
focus is on the interaction among individuals, and not on the individuals themselves. 
Every kind of relationship is studied by a different discipline, for example, trade relations 
by economics, and power relations by political science (Bunge, 2000). Science is able to 
tell part of a story, but never the whole story. Thus, the outcomes of social systems are 
due to numerous reasons and none of them are necessary or sufficient in isolation 
(Carley, 2009),. Figure 22 shows in the superior plane, the real world with four social 
entities, e.g. A, B, C, and D; and their interactions, symbolised by different kinds of lines. 
The remaining planes depict individual layers contained within the real world, each with 
the same four social entities, but characterized by the type of link studied in each specific 
discipline. 
 
Figure 22. Real world and its layers 
Source: the author 
There are two main perspectives used for the study of social systems. One is known as 
the top-down approach where institutions shape individual behaviour. The other is the 
bottom up approach where individual behaviour gives rise to institutions (Conte et al., 
2001).  
Many structural social scientists, i.e. top-down approach, think that social reality has its 
own concrete ontologies such as norms and cultures. Each one of these ontologies has 
its own structure, form, and function; and individual actions should be analysed as 
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produced by other macro social properties and not as the result of aggregated individual 
actions (Squazzoni, 2008). They consider that social systems cannot be explained in 
terms of individual actions and interactions, although they do not negate the existence 
of these processes at the lower levels. The most widely used simulation technique under 
this approach is system dynamics (Sawyer, 2004a). 
On the other hand, the bottom-up approach has its roots in rational choice and 
sociological subjectivism (Squazzoni, 2008). It considers spontaneous individual 
behaviour with little or no attention to culture or social structures (Pabjan, 2004). The 
bottom-up approach assumes that macro social entities do not exist, and only 
recognizes the existence of the individuals (Conte et al., 2001). Even though this 
approach focus on unorganized social entities, in the real world, most social entities are 
organized in structured social forms (Pabjan, 2004). The most common simulation 
techniques employed under this approach are agent based models, discrete event 
simulation and cellular automata (Sawyer, 2004a). 
Scientific theories help to separate the plausible alternative explanations from the 
implausible ones. Scientific laws are theoretical templates, which express abstracted 
constraints about the relationships among constructs belonging to the same theory 
(Humphreys, 2004). Social sciences analyse social groups, their structures, their 
behaviours, and their changes (Bunge, 1974); space and time dimensions enclose social 
science theorems (Meissner & Wold, 1974).  
Information that is frequently not available or attainable is needed to explain social 
events and social trends (Sawyer, 2004a), and any observed data could be explained by 
means of alternative explanations (Humphreys, 2004). Therefore, it is not possible to 
know in advance (i.e. before M&S), if a specific social property can be described 
accurately using only social entities and their interactions; nor to explain it by some 
methods applied to the social entities themselves (Sawyer, 2004a).  
Thus, the ideas of top-down and bottom-up causality should be overcome and replaced 
by the idea of interactions between levels. Computer simulations can include both the 
interactions of social entities and macro-social phenomena. There are no technical 
barriers to integrate these approaches; the true barriers are the prevailing paradigms in 
social sciences (Sawyer, 2004a). Real world problems, particularly policy decisions made 
on the basis of models, would benefit from methodological triangulation, in order to 
obtain robust results and enhance understanding of the phenomena (Carley, 2009).  
Available mathematical methods constrain the design and the utilisation of scientific 
models; very often the models are built in order to make then tractable, not truthful 
(Humphreys, 2004). Tractable mathematics, especially differential and integral calculus, 
enhanced scientific progress in the last four centuries; while more recently, in the last 
50 years, computational methods have boosted the scientific evolution (Humphreys, 
1997).  
Changes in scientific knowledge have powered the evolution of scientific methodology 
and vice versa (S. Hartmann, 1996). The focus in science is moving from science as a 
body of knowledge to science as a practice (Sawyer, 2004a). Computational empiricism 
is born from the utilisation of potent computational tools together with cutting-edge 
equipment in many sciences (Humphreys, 1997). The availability of computational 
resources has increased since the mid twentieth century; and as a result, modern 
70 
computational methods are modifying the traditional scientific methodology 
(Humphreys, 1995).  
Science has traditionally tried to comprehend the universe from a human viewpoint, i.e. 
anthropocentric epistemology. Thus, theories and models have been limited by human 
thinking capabilities. However, thanks to the advances in computer sciences, there are 
now non-human epistemic authorities, i.e. computational tools, which are faster, and 
more accurate that the human mind; and, as a result, an anthropocentric epistemology 
on its own is no longer suitable. The details of the process between the model and its 
output in M&S are obscure to human beings. The computations used in running a 
simulation are highly complex, and no person can understand or reproduce the whole 
process. The challenge is for humankind to understand and evaluate computationally 
based scientific methods that surpass their own capacities (Humphreys, 2009). This 
thesis proposes a framework for understanding social systems based on computational 
methods and resources. 
5.2 The sextuple of a computational model 
“What are the correct units of analysis to use when we are thinking about how 
scientific knowledge is applied to the world?” (Humphreys, 2002, p. 1). 
Many different units of analysis, e.g. theories, laws, theorems, and so on; can be used 
to build scientific knowledge. Theories are subject-specific systems which focus on a 
particular approach to knowledge, usually following the traditional ontology of science. 
The selected unit of analysis conditions the way science is organized. Even though, 
models are frequently associated with specific applications, the same model can be 
successfully employed in different contexts and matters (Humphreys, 2002).  
In the same way that a tool can be used in multiple forms not anticipated by its designer, 
a model can be utilised for various purposes, many of them far from the scope of its 
initial application. However, a model, as well as a tool, could require some amendment 
before its usage in a different context (Houkes & Zwart, 2012). Model transfer can occur 
both within and between disciplines (Knuuttila & Loettgers, 2016a); and a model base, 
i.e. a repository of models that can be reused, could boost the productivity of the M&S 
(Zeigler et al., 2000). 
The representational approach, i.e. mapping a model to its real-world target, ignores 
the fact that many modellers transfer the “same model”, i.e. equations, algorithms, 
functions and so on, to heterogeneous phenomena (Knuuttila & Loettgers, 2012). For 
instance, Schelling’s segregation model is quite similar to the Ising model, originally 
developed for ferromagnetism phenomena, even though Schelling and Ising developed 
theirs models in an independent way (Knuuttila & Loettgers, 2016a). 
A computational model is a self-sufficient piece of analysis. It is composed by the 
following six elements: initial justification, computational template, construction 
assumptions, correction set, interpretation, and output representation. While the 
computational template stays invariable, the other five elements adjust to the system 
which is being modelled, and to the approach being used (Humphreys, 2002).  
A computational template is unrelated to the target system, whereas a computational 
model has an interpretation that associates a formalism to a specific target system. 
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Thus, computational templates become communalities among social disciplines, while 
the remaining elements summarise the characteristics of each discipline, and each 
context (Houkes & Zwart, 2012).  
Figure 23 represents the relationships among four computational models (A, B, C, and 
D), social disciplines, and the elements of a computational model. Models A and B 
correspond to inter disciplinary transfer of a computational template, i.e. the same 
target (m) modelled from two different disciplines (n and p), using the same 
computational template. Models C and D depict intra disciplinary transfer of a 
computational template, i.e. different targets (w and z) modelled from the same 
discipline (q), using the same computational template. The four computational models 
(A, B, C, and D) use the same computational template, but the remaining five elements 
of the computational model are customised following the particularities of the target 
and the approach of the discipline. 

















Initial justification  ijm,n  ijm,p  ijw,q  ijz,q 
Construction assumptions  cam,n  cam,p  caw,q  caz,q 
Correction set  csm,n  csm,p  csw,q  csz,q 
Interpretation  im,n  im,p  iw,q  iz,q 
Output representation  orm,n  orm,p  orw,q  orz,q 
Computational template  ct 
Figure 23. Computational models and social disciplines 
Source: the author based on (Humphreys, 2002) 
For instance, let m be an urban family, w be a rural family, z be a city, n be sociology, p 
be ethnology, q be economics, and ct be a computational template of the Lotka-Volterra 
type as suggested by (Knuuttila & Loettgers, 2016a). In this case, A would be a 
sociological computational model of an urban family, B would be an ethnological 
computational model of an urban family, C would be an economical computational 
model of a rural family, and D would be an economical computational model of a city. A 
and B share the target (an urban family), but are based on different disciplines (sociology 
and ethnology respectively); C and D have different targets (a rural family and a city 
respectively), but share the discipline (economics). The four computational models (A,B, 
C and D) use the same computational template (Lotka-Volterra model), but their 
remaining components (initial justification, construction assumptions, correction set, 
interpretation, and .output representation) are not the same either because their 
disciplines are different (A vs. B) or because their targets are different (C vs. D) 
The construction process offers justifications for the M&S, even before its outcomes are 
confirmed against data. Modellers include their paradigms, and quite often some of the 
stakeholders’ paradigms, into the M&S assumptions. Nevertheless, some of these 
assumptions are then mitigated by the correction set (Humphreys, 2002).  
The initial justification contains the purposes for developing the model, and explains or 
substantiates the situation, which is intended to be handled. The initial justification can 
rely on theoretical foundations, experiences, and intuitions of the modellers and/or the 
stakeholders (Humphreys, 2002).  
Initial justification includes both the questions that the model should answer, and the 
justification of why it is important to answer them (Aumann, 2007). Any kind of 
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information serves in the process of building a model (Forrester, 1987). The modellers, 
and in some cases the stakeholders, clearly differentiate, in advance, the “real” and the 
“fictional” elements of her/his M&S (Humphreys, 2002).  
Construction assumptions are beliefs incorporated in a model in order to overcome 
uncertainties (Robinson, 2010), and M&S is built combining several assumptions (Galán 
et al., 2009). The process of construction includes ontology, idealizations, abstractions, 
constraints, and approximations (Humphreys, 2004). 
The ontology comprises the definition of objects used in the template with their 
respective properties. Idealizations are the changes in properties of some of the 
elements for other properties related to them, but which have “optimal” characteristics 
not present in the original elements; idealizations correspond to theoretical statements, 
but they never happen in the real world, e.g. perfect rationality. Abstractions are simpler 
ways of representing a target while keeping its main elements. Constraints refer to laws 
and feasible values, e.g. a person’s age should not be a negative number. 
Approximations imply sacrificing accuracy in order to gain functionality, e.g. measuring 
time in years with only two decimal ciphers (Humphreys, 2004). 
Models have explicit and implicit assumptions. Explicit assumptions are formally stated, 
while implicit assumptions mask the undeclared, and may be unaware of beliefs about 
the target (Sterman, 2002). Explicit models have assumptions represented in detail, and 
allow others to replicate the findings (Epstein, 2008). 
Assumptions can originate for technical reasons, e.g. characteristics of computational 
devices where the M&S will be executed, and from traditions upheld in a particular field, 
e.g. perfect rationality in economics (Galán et al., 2009). No matter how big, complex, 
and detailed the M&S is; it will need to make many assumptions about the target and it 
will omit some features (Robinson, 2010).  
Modelling assumptions embed the knowledge about specific features of the social 
system to be modelled. They include additional constraints, and/or additional 
mathematical relationships, in order to make the M&S solvable or executable (Hangos 
& Cameron, 2001). If realistic assumptions are stated, it is possible that the theory 
becomes mathematically intractable; in order to avoid this situation, social researchers 
select assumptions by convenience, searching for mathematical tractability, e.g. perfect 
rationality, unlimited budgets; sacrificing realistic representations (Harrison et al., 
2007). For instance, very often in social sciences the form that preferences take, e.g. 
unidimensional, single-peaked, are assumed for mathematical convenience. However, 
sometimes the mathematical convenience is just hiding the fact that without these 
simplifications many M&S generate awkward outcomes (De Marchi, 2005). 
An accurate comprehension of the findings of M&S requires knowing the assumptions 
made and assessing their effects on the outcomes (Galán et al., 2009), but in spite of 
their impact, most modelling assumptions are not explicitly declared (Hangos & 
Cameron, 2001). The conclusions of M&S could be more responsive to assumptions 
about the level of aggregation and the limits of the model, than to variations in 
parameters; although these issues are not usually tested (Sterman, 2002). 
Simplification is taking away details and reducing the scope in order to make the model 
simpler (Robinson, 2010). The goal of simplification is to minimize assumptions without 
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sacrificing model usefulness (Gilbert & Troitzsch, 2005). Some strategies to simplify a 
model are the following: suppress, i.e. remove some entities from the system; join, i.e. 
pool some entities of the system; split. i.e. divide overall systems into appropriate 
subsystems (Klir, 2005); and randomize, i.e. use random variables (Robinson, 2008).  
Any M&S of social systems inevitably excludes a huge number of details (Castellano et 
al., 2009). Model scopes, i.e. how much of the target is embodied, are hard to shape. On 
one hand, a small model could omit very important drivers of system performance, but 
in the other hand a big model could be difficult to handle and to calibrate. The solution 
could be to build a model which fits its purpose (Heath et al., 2011).  
M&S uses abstraction. Abstraction is a valid simplification within an experimental frame, 
and it achieves this by extracting the main social entities and their relationships from a 
complex social target. Models based on abstractions are easier to reuse than detailed 
models. Any abstraction is based on assumptions, but these assumptions are not always 
stated in an explicit way (Zeigler et al., 2000). However, they must be explicitly declared 
in an accurate mode in order to facilitate the understanding of the stakeholders and the 
replication by other modellers (Edmonds & Moss, 2004). 
Any abstraction method searches for a simpler M&S while preserving the key features 
of the target. Some widespread abstractions are the following: aggregation, i.e. merging 
a set of social entities into a single social entity; omission, i.e. excluding some social 
entities, variables, or interactions; linearization, i.e. characterising behaviour as linear; 
deterministic replacement, i.e. substituting deterministic descriptions by stochastic 
ones; stochastic replacement, i.e. substituting stochastic descriptions by deterministic 
ones; and formalism transformation, i.e. changing a formalism by another more efficient 
(Zeigler et al., 2000).  
The correction set is target-dependent, so it tries to adjust the computational template 
to the specific situation, i.e. approximate the computational template to the context of 
the social system which is being modelled. The correction set is composed by relaxation 
of idealizations, e.g. changing perfect rationality by bounded rationality; relaxation of 
abstractions, e.g. adding government and international trade in an equilibrium model; 
relaxation of constraints, e.g. allowing social entities to be in contact with no close 
neighbours; refinement of approximations, e.g. reducing the time step from monthly to 
daily (Humphreys, 2002); and changes in the ontology of the system, e.g. using an 
epidemiologic model in order to M&S the diffusion of an innovation. The latter can even 
give birth to a new construction process (Humphreys, 2004). 
The correction set is based on subject specific knowledge. The same computational 
template will have different correction sets associated with it depending on the context 
where it is being utilised (Humphreys, 2002). 
Data only gain meaning when associated with models or theories (Hall, 1999). The 
interpretation grounds the computational template to the phenomenon under study. A 
computational template helps to describe “how” a social system behaves, but not to 
decipher “why” the social system behaves in that way (Knuuttila & Loettgers, 2016a), 
and the “why” must be supplied by the theory. 
Every model comes with an interpretation. The basic formalism and the interpretation 
are inseparable; their combination gives meaning to the M&S. Even though the same 
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computational template can be used to model different systems, each application 
requires its own interpretation (Humphreys, 2002). 
Each M&S is just one of several potential specific approaches to study a target. The 
outcomes of M&S can prove that a specific approach is sufficient to produce a given 
global behaviour (Galán et al., 2009), but they neither prove that the specific approach 
is necessary nor that the specific approach is the only one able to generate the given 
global behaviour. 
Various conceptual models can be developed from a target, each one of them reflecting 
a singular perception of the target. Thus, these models can be simulated following a 
multi-simulation approach, i.e. parallel running of the models; and then their outcomes 
are compared. For instance, a variety of weather models are used trying to predict 
hurricane paths, and then their key outputs are contrasted. In this way, contradicting 
theories are not forced to cohabit the same model (Tolk et al., 2013). 
The output representation is the way outcomes of the M&S are communicated to 
stakeholders. It could include graphics, figures, and statistics (Humphreys, 2002). When 
M&S refers to real world phenomena and there is real collected data available, it can be 
validated comparing simulation outputs to real data (Yang & Gilbert, 2008). 
Surprising behaviour of a model can imply some M&S deficiencies, but it can also reveal 
new insights about the target (Forrester, 1987). Whenever the results predicted by the 
model differ from the real ones, it is assumed that one of the following things occurred: 
the model does not represent reality in an accurate way; a mistake was made when 
collecting the data or the computing results; some key variables were missing; or 
exogenous corrupting factors were present (Hall, 1999). 
Results can be displayed in static representations such as tables, e.g. list of numbers, 
and graphics, e.g. two intersecting curves in a Cartesian plane; or in dynamical 
representations such as movies, e.g. demographic evolution (Humphreys, 2004). 
Human beings cannot directly understand such a huge amount of data, thus in order to 
make them accessible to humans, usually, results must be transformed to succinct 
indexes, e.g. mean, standard deviation, or to graphics, e.g. charts, clutter points. 
Therefore, a careful selection of the output representation mode is crucial in M&S 
(Humphreys, 2004). Figure 24 and Figure 25 (on the next page) illustrate this concept. 
Both figures contain the same information: 51 data about two variables, but the 
numerical output (i.e. Figure 24) is not understandable at first sight for the lay person, 
while the graphical output (i.e. Figure 25) is understandable for a common person.  
The output representation must be oriented to the needs of the stakeholders. Modern 
resources can help to increase the clarity of the results. As an example, Agent_Zero 
(Epstein, 2013) they complement book contents with online material 
(http://press.princeton.edu/titles/10169.html), and with interactive animations 
(https://vimeopro.com/princetonuniversitypress/epstein-animations). 
Computer simulations and mathematical analysis are complementary methods to 
analyse formal models, and they allow the target to be understood in different ways 
(Galán et al., 2009). Since the late twentieth century, computational templates, i.e. 
cross-disciplinary computational methods, have been used as basic elements for 
organizing science (Humphreys, 2002). 
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Computational templates are sets of equations, modelling techniques (Houkes & Zwart, 
2012), or solvable computational methods; which can be applied in many scientific 
disciplines. They both represent the target and facilitate calculations. Some examples of 
computational templates are the Poisson process, Lotka-Volterra equations, Laplace’s 
equation (Humphreys, 2002), and the Ising model (Knuuttila & Loettgers, 2012).  
 
Figure 24. Numerical output 
Source: the author 
 
Figure 25. Graphical output 
Source: the author 
Every simulation has a theoretic component, i.e. key elements associated with the 
theory, which is declared in the initial justification or in the construction assumptions; 
and an operative component, i.e. mechanisms to produce the key elements, which gives 
birth to the computational template. Operative components can generate side effects, 
i.e. artifacts (Edmonds & Moss, 2004).  
However, a computational template is a theory free object. A theoretical template 
becomes a computational template when it is detached from its seminal theory, and it 
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is applied in other contexts and domains of knowledge. The key features for converting 
a theoretical template into a computational template are its tractability, its generality, 
and its versatility (Knuuttila & Loettgers, 2012).  
A computational template is a malleable object, which is transformed and adapted to 
match the specific context of the application. A computational template is a structure 
which, once it is attached to a conceptual idea, is able to produce several classes of 
interpretations with regard to the experiential, or experimental patterns in essentially 
dissimilar systems (Knuuttila & Loettgers, 2016a). For instance, (Epstein, 2013) 
successfully utilises the same computational template in order to mimic some 
phenomena in economics, public health, network dynamics, and so on.  
5.3 Proposal of framework for the modelling and simulation of social 
systems  
“The more complex a problem, the less likely it can be formulated in precise terms” 
(Gottinger, 1974, p. 301). 
Precision and formality are not requirements of M&S, but features of it (Edmonds & 
Gershenson, 2015), they facilitate the reading and the comprehension of the M&S by 
the stakeholders. Therefore, this thesis propose a new framework which generates a 
complete and rigorous description of the M&S applied to social systems. The framework 
allows both the communalities, i.e. computational template, and the specificities, i.e. 
initial justification, interpretation, construction assumptions, correction set, and output 
representation, to be clearly identified; of any M&S of a social system, independent of 
the system specification used.  
 
Figure 26. Framework for M&S of social systems  
Source: the author  
The proposed framework combines the computational modelling approach with the 
SysML and DEVS paradigms, to build a M&S of social systems. Figure 26 represents the 
framework for M&S of social systems. The framework consists of four big stages, each 
one composed of for small steps. The big stages are the following: 1) build the 
computational model using verbal models, i.e. natural prose; and mathematical models, 
i.e. equations and logical propositions; then, 2) translate the computational model to 
SysML, i.e. to make a graphical model of the computational model; 3) after that, use the 
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DEVS formalism to express the computational template, the construction assumptions, 
and the correction set; and finally, 4) run the M&S to obtain the outcomes for the output 
representation. These stages can be developed and presented, in succession or in 
parallel, at the modeller’s choice. 
These elements were previously described in an isolated way (computational models in 
the preceding section of this chapter, SysML in Chapter 4, and DEVS formalism in the 
last section of Chapter 3). The following paragraphs describe the interrelationships 
among them. There are no former antecedents of this combination in the literature, and 
it constitutes one of the contributions of this thesis. 
Table 1 shows the correspondence between the computational model and SysML 
diagrams; and it also points out the main elements of SysML to be included in each one 
of these diagrams.  
The initial justification and interpretation comprise the purposes of the M&S, then they 
can be graphically represented using the SysML requirement diagrams and use case 
diagrams. The construction assumptions and correction set can be included in the SysML 
parametric diagrams. The computational template includes the structure and the 
behaviour of the M&S. Its graphical representation can be made in SysML by block 
definition diagrams, internal block diagrams, state machine diagrams, sequence 
diagrams, and activity diagrams. Finally, the output representation can be indicated by 
SysML package diagrams.  
Table 1. Correspondence between the computational model and SysML  
Computational model SysML diagrams SysML elements 
Initial justification Requirement diagram and 
use case diagram 
Actors, use cases, and 
Comments: <<rationale>> 
Interpretation Requirement diagram and 




Parametric diagram Comments: <<rationale>> 
Correction set Parametric diagram Constraints and value types 
Computational 
template 
Block definition diagram, 
internal block diagram, state 
machine diagram, sequence 
diagram, and activity 
diagram 
Blocks, states, activities, 
flow ports and item flows 
Output representation Package diagrams Views and comments: 
<<viewpoint>> 
Source: the author 
DEVS formalism ignores the context of M&S, therefore, it does not include the initial 
justification or the interpretation. The computational template, the construction 
assumptions, and the correction set are the components of the computational model 
used for the deployment of the DEVS formalism. The output representation is obtained, 
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once the model is executed, i.e. a running of a simulation, from the sets of inputs, 
outputs, and states. 
Table 1 depicts that six diagrams of SysML (parametric diagrams, block definition 
diagrams, internal block diagrams, state machine diagrams, sequence diagrams, and 
activity diagrams) represent the computational template, the construction assumptions 
and the correction set. Next, the relationships among these six diagrams and DEVS will 
be presented, starting from the simpler case, i.e. Classic DEVS, and ending with the more 
elaborate case, i.e. Dynamic Structure DEVS. 
Chapter 3 presents a formal definition of Classic DEVS by means of Equation (2). 
M = 〈X, Y, S, δint, δext, λ, ta〉  (2) 
SysML sequence diagrams and activity diagrams contain X, set of external events that 
can be input to the DEVS; and Y, set of output values from the DEVS. X and Y correspond 
to flow ports and item flows. 
SysML block definition diagrams and internal block diagrams depict the objects, while 
state machine diagrams, sequence diagrams, and activity diagrams illustrate S, 
sequence of the set of states.  
SysML state machine diagrams, sequence diagrams, and activity diagrams represent δint, 
the internal transition function that stipulates how timeouts transform the states, and 
δext, the external transition function that indicates how inputs modify the states. 
SysML state machine diagrams show λ, the output function that gives the outcomes of 
each state; and SysML sequence diagrams contain ta, the time advance function. 
The output representation, symbolised by package diagrams in SysML, shows the sets 
of inputs (X), outputs (Y), and states (S). 
A Parallel Classic DEVS, synchronously running several models, has quite a similar 
structure to Classic DEVS, they only differ in three elements. Parallel Classic DEVS 
modifies the inputs and the outputs, X and Y become, respectively, XM and YM due to 
the inclusion of ports to communicate the models running in parallel; and introduces 
the confluent transition function that arbitrates collisions among states, δcon handles the 
potential conflicts among external, i.e. the parallel models; and internal, i.e. the main 
model, events. The other elements of the structure remain unchanged (Zeigler et al., 
2000). Chapter 3 introduces a formal definition of Parallel Classic DEVS by means of 
Equation (3). 
M= 〈XM, YM, S, δint, δext, δcon, λ, ta〉  (3) 
SysML sequence diagrams and activity diagrams contain XM, set of input ports and values 
to the parallel DEVS, and YM, set of output ports and values from the parallel DEVS; XM 
and YM correspond to flow ports and item flows. 
SysML state machine diagrams, sequence diagrams, and activity diagrams represent, in 
addition to δint and δext; to δcon, the confluent transition function that arbitrates 
collisions among states. The other equivalences remain the same as shown for Classic 
DEVS. 
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Classic DEVS can be expanded in order to handle composite models. This representation 
is called Parallel Composited Classic DEVS (Zeigler et al., 2000). Chapter 3 presents a 
formal definition of a Parallel Composite Classic DEVS as stated in Equation (5). 
N = 〈X, Y, D, {Md}, {Id}, {Zi,d}〉  (5) 
SysML sequence diagrams and activity diagrams contain X, set of input events to the 
network, i.e. external inputs; and Y, set of output events from the network, i.e. external 
outputs; X and Y correspond to flow ports and item flows. 
SysML package diagrams, depict the objects, D, set of component references. Each one 
of them is a system with its own inputs and outputs, and states. These package diagrams 
contains block definition diagrams and internal block diagrams. Md is a Classic DEVS 
model for each d ∈ D, and each one of them is represented following the equivalence 
between Classic DEVS and SysML as stated previously in Equation (3). 
SysML state machine diagrams, sequence diagrams, and activity diagrams represent Id, 
set of influencers for each d ∈ D; and Zi,d, the interface map. The output representation, 
symbolised by package diagrams in SysML, shows sets of input events to the network 
(X), output events from the network (Y), and component references (D).  
Finally, a Dynamic Structure DEVS, i.e. a Dynamic Network, as stated in Equations (6) 
and (7) of Chapter 3: 
DN= 〈χ, Mχ〉     (6) 
Mχ= 〈Xχ, Yχ, Sχ, δintχ, δextχ, δconχ, λχ, taχ 〉 (7) 
SysML package diagrams show χ, the network executive of DSDEVS, i.e. the network 
coupling information. These package diagrams indicate which objects are connected to 
the network at each moment. In addition to block definition diagrams and internal block 
diagrams, they contain state machine diagrams indicating if the objects are active or 
inactive in the network. 
SysML sequence diagrams and activity diagrams contain Xχ, set of input ports and values 
in the DSDEVS, and Yχ, set of output ports and values in the DSDEVS; Xχ and Yχ 
correspond to flow ports and item flows. 
SysML block definition diagrams and internal block diagrams depict the objects, while 
state machine diagrams, sequence diagrams, and activity diagrams illustrate Sχ, 
sequence of set of states of the DSDEVS.  
SysML state machine diagrams, sequence diagrams, and activity diagrams represent 
δintχ, the internal transition function that stipulates how timeouts transform the states 
of DSDEVS, and δextχ, the external transition function that indicates how inputs modify 
the states of DSDEVS; and δconχ, the confluent transition function that arbitrates 
collisions among the timing of events of DSDEVS. 
SysML state machine diagrams show λχ, the output function that gives the outcomes of 
each state of DSDEVS; and SysML sequence diagrams contain taχ, the time advance 
function of DSDEVS. 
The output representation, symbolised by package diagrams in SysML, shows sets of 
input ports and values in the DSDEVS (Xχ), output ports and values in the DSDEVS (Yχ), 
and states of the DSDEVS (Sχ). 
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The above described framework relies on the computational model approach, SysML 
and DEVS paradigms; and all of them are general purposes elements, therefore, the 
framework has the potential to be applied in any kind of M&S situation. So, it will be 
denominated Universal Framework for Modelling and Simulation (UFFMAS). 
5.4 A demonstrative example of UFFMAS 
“We humans often do things in groups that we would not do alone” (Epstein, 2013, p. 
2). 
The main aspects of UFFMAS are shown using as a reference the Agent_Zero’s model 
(Epstein, 2013). This demonstrative example contains the following four big stages of 
UFFMAS: computational model, SysML, DEVS, and running a simulation; and only 
replicates the basic Agent_Zero’s model, it does not include any of its extensions. 
The first stage consists of deploying the computational model. The initial justification 
arises from the following simple, but astonishing fact: very often individuals behave in 
groups in a different form than when they are alone. In other words, sometimes people 
do things in public that they would never do when solitary (Epstein, 2013). 
These behaviours are usually explained based on imitation hypotheses (Ball, 2004; 
Castellano et al., 2009; Coleman, 1990; Helbing, 2010; Squazzoni, 2012), but they neither 
explain why the first person acts, nor  prove that other persons acting later on are really 
imitating the first actor. Thus, Epstein’s model was built to answer the following 
questions: Why does the first person act?; and, are the acting persons that follow 
imitators or are they acting “on their own” (Epstein, 2013). 
Epstein proposes a basic model which considers that the conducts of a person when 
he/she participates in a group depends on emotions, reason, and social influence. This 
model can generate key qualitative social dynamics, and it is versatile enough to be 
applied in a broad range of fields. It has been used to replicate the Latané-Darley 
experiment (Epstein, 2013, pp. 114–117), simulate the 2011 Arab spring (Epstein, 2013, 
pp. 138–143), and model economic cycles and prices (Epstein, 2013, pp. 168–176), 
among many other examples. 
The interpretation of the Agent_Zero’s model suggests that personal behaviour in a 
group of people could be based on the disposition to act of the others, and not on the 
observable behaviours of individual members of the group (Epstein, 2013). In other 
words, what is disseminated are moods, not behaviours.  
Figure 27 (on the next page) shows the SysML diagram of requirements associated with 
the initial justification and the interpretation of the model. The main requirement 
consists of M&S of the behaviour of Agent_Zero. This requirement must satisfy the social 
influence requirement and the disposition when alone requirement. The later 
requirement must satisfy the requirement corresponding to emotions and to reason. 
81 
 
Figure 27. Requirement diagram of Agent_Zero’s behaviour 
Source: the author based on (Epstein, 2013) 
The construction assumptions of the Agent_Zero’s model rely on three axioms. Firstly, 
behaviour is binary because a person either acts or does not act, i.e. there are no levels 
of acting. Second, people’s behaviour is not solely rational, their actions are the result 
of the interactions among emotions, reason, and social influence. Third, people do no 
imitate the behaviour of others. Each individual decides when and how to act based on 
her/his personal characteristics (Epstein, 2013). 
The individual disposition to act (Di) is the result of emotional, cognitive, and network 
components, while the individual action threshold (τi) is a fixed non-negative value 
(Epstein, 2013). 
The affective component (Vit), and the deliberative component (Pit) are non-negative 
real numbers between zero and one, both extremes included. As people’s feelings and 
thoughts change over time, t subscript indicates these trajectories, either on a time or 
trial basis (Epstein, 2013). 
Different psychological models can be used for the emotional function (Vit), such as 
neural network models, temporal difference models, and the Rescorla-Wagner model. 
Agent_Zero uses a generalization of the Rescorla-Wagner model, which is based on the 
conditioned stimulus theory, i.e. a repeated conditioned stimulus through a learning 
process generates a conditioned response (Epstein, 2013).  
Figure 28 (on the following page) depicts a SysML parametric diagram of the constraints 
of Agent_Zero, as was stated earlier in the previous paragraphs. Behaviour must be a 
binary number, the individual threshold of action is a non-negative real number, and the 
affective and deliberative components are non-negative real numbers between zero and 
one, both extremes included.  
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Figure28. Parametric diagram of Agent_Zero  
Source: the author based on (Epstein, 2013) 
The basic Agent_Zero’s model is a toy model, i.e. there is no real target associated with 
it, and it has no predictive power about a specific person. Its building ideas come from 
the neuro sciences, but it lacks validation or adjustment against real data. Accuracy is 
not one of the aims of Agent_Zero, rather its relevance comes from its potential to 
replicate social dynamics in a qualitative way (Epstein, 2013). Therefore, this 
demonstrative example has no correction set. If there were data available, they could 
be used both to calibrate and to validate the model. 
The computational template of Agent_Zero, based on its construction assumptions, has 
two elements. The first one is a decision rule, and the second one is an additive function 
of the affective, deliberative, and contagion components (Epstein, 2013). 
As stated in the construction assumptions, behaviour is binary. An action (A) either is 
performed or is not performed, never both at the same moment. This idea is formally 
communicated in the following Statement (1) (Epstein, 2013): 
A ∊ {0, 1}   (1) 
where 0 means no action, while 1 implies action. 
A person acts when her/his individual disposition (Di) to act surpasses her/his individual 
action threshold (τi). Equation (8) shows the decision rule for acting (Epstein, 2013): 
A = {
0   𝑖𝑓  𝐷𝑖 <  𝜏𝑖
1   𝑖𝑓  𝐷𝑖  ≥ 𝜏𝑖
     (8) 
Figure 29 (on the next page) shows the SysML state machine diagram of Agent_Zero. It 
only has two states: active and inactive. If the disposition is equal or greater than the 
threshold of action, Agent_Zero passes from inactive to active, and remains in this state 
while this condition is fulfilled. If the disposition falls below the threshold of action, 
Agent_Zero returns to the inactive state. The state machine starts at the initial time of 
simulation, i.e. t=0 for this demonstrative example, and ends when the goal of external 
stimulus (trials) is reached, i.e. trial =50 for this demonstrative example.  
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Figure 29. The states of Agent_Zero  
Source: the author based on (Epstein, 2013)  
When a person is isolated, i.e. there are no other persons nearby, her/his behaviour 
depends only of her/his emotions and his/her reasons. Equation (9) shows the individual 
disposition when alone (Disolo(t)) (Epstein, 2013): 
Disolo(t) =Vit + Pit  (9) 
Equation (10) formally presents the Rescorla-Wagner model used in Agent_Zero 
(Epstein, 2013): 
Vt+1 = Vt + αβ(λ-Vt)    (10) 
where: 
Vt, is the value of learning at “time” t  
α is the value of the conditioned stimulus 
β is the value of the  unconditioned stimulus 
λ is the maximum possible value of Vt, i.e. maximum level of learning 
α, β, and λ are non-negative constants. α and β are also known as learning rates (Epstein, 
2013). This equation implies that Agent_Zero has emotional memory, her/his heart 
never forgets. 
It is worth noting that the Rescorla-Wagner model is a monotonically growing (i.e. never 
decreasing) function, and that, in this case, t means “trials” which validates the use of 
discrete event systems specification (DEVS).  
The evidentiary function (Pit) estimates a probability value based on “evidence”, and 
Agent_Zero actually uses a random value, under the assumption of bounded rationality 
(Epstein, 2013). Thus, Agent_Zero has no rational memory. Her/his mind ignores all its 
previous states, and it behaves as a Markovian process. 
The individual disposition of Agent_Zero, if she/he is alone, corresponds to a Classic 
DEVS as stated in Equation (2), rewritten here: 
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M = 〈X, Y, S, δint, δext, λ, ta〉  (2) 
X is the set of conditioned stimulus (α), Y is the set of values calculated using Equation 
(9), and the sequence of states (S) matches the dichotomy active/inactive. There is no 
internal transition function (δint,), because the update of values depends only on the 
external stimulus. The external transition function (δext) is formed by the Equations (8), 
(9), and (10). The output function (λ), that gives the outcomes of each state, is calculated 
using Equation (9). The time advance function (ta) is the period of time when the 
stimulus occurs, and due to the lack of a correction set for this example, the time of each 
stimulus is generated using a uniform random generator function. 
Thus, Equation (2), deleting the internal transition function, simplifies to Equation (11): 
M = 〈X, Y, S, δext, λ, ta〉  (11) 
Once a person is in the company of a group of people, her/his individual disposition is 
influenced by the individual dispositions of each person in the group when alone. 
Equation (12) formally expresses this situation (Epstein, 2013): 
Ditot(t) = Disolo(t) + Σi≠j  ωji Djsolo(t)  (12) 
where:  
Ditot(t) is the individual disposition when in groups 
ωji  is the weighted solo dispositions of all other persons  
The existence of ωji is assumed as a non-conscious value, and it allows different persons 
to have different influences. Equation (12) is a skeletal equation, which applies for 
different functions of Vit and Pit (Epstein, 2013), i.e. is a computational template in the 
sense proposed by (Houkes & Zwart, 2012; Humphreys, 2002).  
            
Figure 30. Agent_Zero social influences and block definition 
Source: the author based on (Epstein, 2013) 
Figure 30 shows the SysML block definition diagram of the social influences (left) and 
the block definition of Agent_Zero (right). Social influences are the many relationships 
between the Agent_Zero and other agents (and can take any number between 0 and 1). 
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The block definition of Agent_Zero includes the total disposition, the solo disposition, 
the emotions, the reason, and the social influence. 
The individual disposition when in groups (Ditot(t)) corresponds to a Parallel Classic DEVS 
as stated in Equation (3), where many Agent_Zero type actors are synchronously 
running the same Rescorla-Wagner model.   
M= 〈XM, YM, S, δint, δext, δcon, λ, ta〉  (3) 
XM is the set of conditioned stimulus (α) and the outputs of the other Agent_Zero type 
actors, YM is a set of individual dispositions of each Agent_Zero type actor. 
The sequence of states (S), the external transition function (δext), the output function 
(λ), and the time advance function (ta) remain as described in Equation (13). Again, there 
is no internal transition function (δint,); and the confluent transition function that 
arbitrates collisions among states (δcon) is not required because there is no potential 
time conflict among the parallel models, due to the absence of circular references. So, 
Equation (3), deleting the internal transition and the confluent transition functions, 
simplifies to Equation (13): 
M= 〈XM, YM, S, δext, λ, ta〉  (13) 
Annex 2 contains the commented codes, using Python 3, for running the simulations of 
the demonstrative example based on Equation (13). These codes develop the ideas 
stated in the following pseudo code:  
start 
set initial conditions before running the simulation 
set of matrix of influences 
repeat each time that a conditioned stimulus occurs, until 50: 
find the time of the next conditioned stimulus 
read the conditioned stimulus 
compute own emotions  
compute own reason 
calculate individual disposition when alone 
for each other agent in network 
compute the weighted individual disposition when alone 
calculate the total disposition 
subtract the own threshold to the total disposition 
If the result is positive, act; otherwise don’t 
generate the output representation 
end 
The threshold for action in the simulation, due to the lack of a correction set (i.e. no real 
data available), was arbitrarily set at 0.8 units. 
The matrix of influence with dimensions a and x, where a equals the number of agents, 
and x indicates the relationships of Agent_Zero with other actors. Zeros in the main 
diagonal indicate that there is no self-reflecting influences and ones in the other sites 
show the existence of an influence from the agent j (columns) over the agent i (rows). 
For this example, since everyone influences each other; all non-main diagonal positions 
are filled with ones.  
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Figure 31. Agent_Zero alone vs. time 
Source: the author 
Figure 31 depicts the trajectory of the individual disposition of Agent_Zero when alone 
against units of time. The x axis goes from 0 to 2793 units of time, but there occurs only 
50 conditioned stimulus in this period of time. Therefore, if a traditional discrete 
simulation is employed, the computer would have to recalculate 2743 instances of the 
values even if nothing happened in the system. Figure 32 displays the same information 
against trial (i.e. each occurrence of a conditioned stimulus). Now, the x axis goes from 
0 to 50, one point for each trial, with less computational effort. 
 
Figure 32. Agent_Zero alone vs. trials 
Source: the author 
Figures 33, 34 and 35 (on the next page) show the individual disposition when alone 
(Dsolo), the total disposition (Dtotal), the state of Agent_Zero (action), and the threshold 
for action. In Figure 33, there is another Agent_Zero type actor, in Figure 34 there are 
another four Agent_Zero type actors, and in Figure 35, there another 19. 
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Figure 33. Agent_Zero 0 with another person 
Source: the author 
Figures 33, 34 and 35 exemplify that the tipping point (i.e. the point where Agent_Zero 
passes from inaction to action because total disposition is equal or greater than the 
threshold), if alone is always the same (trial 38 for the random seed used), but the 
tipping point of her/his total disposition decreases when the size of the group increases 
(17 trials if there is just one additional person, 13 trials in a group of five persons, and 
12 trials in a group of twenty persons; for the random seed used). 
This example illustrates the four stages of UFFMAS using a Parallel Classic DEVS as stated 
in Equation (3). It shows the role of “the others” in the behaviour of Agent_Zero, and it 
illustrates that social influence, even without imitation, can affect the behaviour of 
Agent_Zero as proposed by (Epstein, 2013).  
 
Figure 34. Agent_Zero 0 in a group of five 
Source: the author 
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Figure 35. Agent_Zero 0 in a group of twenty 
Source: the author 
Two quite interesting phenomena in social science which can be used to illustrate the 
versatility of this computational template are context permeability and dynamic 
networks.  
Context permeability occurs when a person participates simultaneously in multiple 
groups, e.g. occupational and political groups. Therefore, the individual receives 
influences from different social environments. This feature can be simulated using a 
code similar to the one used in the first example, by just modifying the matrix of 
influence in order to create the groups for Agent_Zero. The following pseudo code 
presents in bold letters the changes made in the algorithm, and the full code appears in 
Annex 2 of this thesis.  
start 
set initial conditions before running the simulation 
set the initial matrix of influences indicating the existing groups  
repeat each time that a conditioned stimulus occurs, until 50: 
find the time of the next conditioned stimulus 
read the conditioned stimulus 
compute own emotions  
compute own reason 
calculate individual disposition when alone 
for each other agent in network 
compute the weighted individual disposition when alone 
calculate the total disposition 
subtract the own threshold to the total disposition 
If the result is positive, act; otherwise don’t 




Figure 36 shows on the left side the influence matrix without context permeability. All 
non-main diagonal positions are filled with ones since all the agents participate in the 
same group, and every one influences each other.  
Figure 36 depicts, on the right side, the influence matrix with context permeability. 
There are two groups: A (six persons) and B (five persons). Agents 0, 1, 2, 3, 4, and 5 
participate in group A; and agents 0, 6, 7, 8, and 9 participate in the group B. All of them 
are of the Agent_Zero type (i.e. are identical agents), they receive the same conditioned 
stimulus, at the same moment, and only differentiate in their group participation. Every 
agent participate in just one group, except Agent_Zero 0, who participates in both 
groups. 
    
Without context permeability   With context permeability 
Figure 36. Influence matrices without and with context permeability 
Source: the author 
Figure 37 shows the total disposition of Agent_Zero 0 (who participates in groups A and 
B), Agent_Zero 5 (only participates in group A), and Agent_Zero 9 (only participates in 
group B). As expected, the trajectory of the total disposition of Agent_Zero 0 is superior 
to the other two because of her/his simultaneous participation in both groups; and the 
trajectory of the total disposition of Agent_Zero 5 is higher than the trajectory of the 
total disposition of Agent_Zero 9, because the former participates in a bigger group. 
 
Figure 37. Trajectories in a context permeability situation 
Source: the author 
The previous example shows that the use of the matrix of influences in a Parallel Classic 
DEVS, as stated in Equation (3), is a powerful resource for M&S situations of context 
permeability. 
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To close this example, dynamic networks occur when the topology of the network is 
variable due to temporal activation/inactivation of some edges. This kind of network 
corresponds to Dynamic Structure DEVS, as stated in Equation (6): 
DN= 〈χ, Mχ〉     (6) 
The DSDEVS network executive (χ) could be represented by evolutionary influence 
binary matrices, where their values are either one or zero depending on whether the 
influences exist or not. The network is transformed, together with its model, every time 
that the DSDEVS network executive is changed, i.e. any modification in the coupling 
information. Thus, the DSDEVS network executive contains the state of the network. 
Figure 38 shows four influence matrices that represent different moments in the 
network. Ten agents participate in the network in matrix A; then seven agents conform 
the network in matrix B; later, just four agents participate in matrix C; and, finally the 
network returns to its original size of ten agents in matrix D. In all cases, Agent_Zero 0 
is participating. 
    
A       B 
    
C       D 
Figure 38. Matrices of influence in a dynamic network 
Source: the author 
This case also can be simulated using a code similar to the one used in the first 
demonstrative example, and again, just making some adjustments to the matrix of 
influence in order to show the evolution of the network. The following pseudo code 
displays in bold letters, the variations implemented in the algorithm, and the full code 
appears in Annex 2.  
start 
set initial conditions before running the simulation 
set the initial matrix of influences  
repeat each time that a conditioned stimulus occurs, until 50: 
find the time of the next conditioned stimulus 
if needed adjust the matrix of influences 
read the conditioned stimulus 
compute own emotions  
compute own reason 
calculate individual disposition when alone 
91 
for each other agent in network 
compute the weighted individual disposition when alone 
calculate the total disposition 
subtract the own threshold to the total disposition 
If the result is positive, act; otherwise don’t 
generate the output representation 
end 
 
Figure 39 shows the participation of Agent_Zero in a dynamic network with time (left 
side) and trials (right side) references. The network starts with ten agents which 
participate in the network until the third trial (time = 208), when the network reduces 
its size to four agents until the thirteenth trial (time = 758). At the thirteenth trial, the 
network regains its original size of ten agents until the seventeenth trial (time = 978). 
From the 17th to 25th trial (time = 1418) Agent_Zero 0 has just one companion in the 
network. After that, in the trial 26 (time = 1473), the network returns to its original size 
of ten agents until the trial 32 (time = 1803). Later on, from trial 32 (time = 1803) to trial 
36 (time = 2023) there are four agents in the network. Finally, from trial 36 (time = 2023) 
to the trial 50 (time = 2793) there are ten agents in the network.  
   
Figure 39. Network’s size vs. trials 
Source: the author 
Figure 40 shows, with time (left side) and trials (right side) references, the total 
disposition of Agent_Zero’s (Dtotal) responses to the evolving size of the network during 
the 50 trials, i.e. during 2793 units of time. Even though the solo disposition of 
Agent_Zero is still monotonically growing; the total disposition is not monotonically 
growing due to the evolution of the network. 
   
Figure 40. Trajectory in a dynamic network 
Source: the author  
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The previous example shows that the use of the matrix of influences in a Dynamic 
Structure DEVS, as stated in Equation (6), is an effective means for M&S situations where 
dynamic networks take place. 
5.5 Chapter summary 
“An idea starts to be interesting when you get scared of taking it to its logical 
conclusion” (Taleb, 2016, p. 3). 
The focus of social systems is on the interaction among human beings. In spite of the 
differences among these interactions, they can be modelled using their common 
properties. The M&S process contributes to enhance the knowledge about the target; 
however, the target and the model are independent beings, i.e. they are related, but are 
not the same thing. 
Available heuristics and instruments condition the selection of the models. 
Computational devices and software extend the mental capacities of the human mind, 
regarding accuracy, velocity, and solvability. Therefore, new scientific methodology 
derives from technological innovation. 
A computational model has the following six elements: initial justification, 
computational template, construction assumptions, correction set, interpretation, and 
output representation. The computational templates can serve as bridges among 
different theories; while the remaining five elements allow the model to be fixed to the 
context where it is being applied. 
This thesis proposes a framework for the modelling and simulation of social systems. To 
do so, it combines the computational modelling approach whith SysML and DEVS 
paradigms. Ultimately, this framework approach allows for a more rigorous M&S of 
social systems. 
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6. Conclusions and future work 
“Formalising models is a pre-requisite to illuminate social mechanisms” (Squazzoni, 
2008, p. 17). 
Modelling and Simulation (M&S) is an interdisciplinary field, which allows the mix of 
multiple theories and approaches to enrich comprehension about the target. This thesis 
proposes a conceptual framework for social systems M&S which allows to model and 
simulate properties, interactions, and processes of social systems using discrete event 
system specification (DEVS).  
Science methodologies are always evolving. The advance in computational devices, by 
extending our cognitive abilities, has allowed the development of scientific methods 
based on simulation. However, in spite of its potential, the use of M&S among social 
sciences is still uncommon. It would be advisable to promote its diffusion in the social 
sciences. 
Each social science covers special features of social systems and thus only shows a partial 
picture of the social reality as a whole. Due to its cross-disciplinary approach, M&S could 
facilitate the integration of different social sciences in order to build the whole picture. 
The principle of analogy (i.e. apply successful methods from one area to another area) 
allows communalities to be identified between areas due to their behaviours, instead of 
their ontologies. Thus, formal analogies (i.e. representing different targets using the 
same mathematical structures) help to show the common features beyond the specific 
social theories. It would be advisable to build a repository of the structures of social 
models (i.e. computational templates) in order to facilitate their transferring within and 
between disciplines. 
Although traditionally, human beings have been the supreme epistemological authority 
in science, the introduction of computational devices has eroded this epistemological 
authority. It is important to develop new social science methodologies which take into 
account this change of epistemological authority. 
Social systems, their components, and their interrelationships are dynamic, because 
they change over time. Social experiences result from repeated exchanges among social 
entities over time, and they are not caused by the isolated choices of social entities. 
Every social system is a mix of ontological and epistemological entities. Human beings 
involve themselves in different social systems and social networks simultaneously. 
Therefore, everyone plays multiple roles in parallel. Persons give shape to roles, but also 
roles give shape to persons. More M&S of context permeability is required, especially in 
cases of dynamic networks. 
Complex social systems consist of many social entities which interact in a non-trivial 
manner. Social systems have many similar features both in their behaviour and in their 
structure, in spite of many superficial differences among them. Multiple realizability (i.e. 
different social mechanisms can generate similar social properties) and wild disjunction 
(i.e. lack of connection among social mechanisms) implies that social systems can travel 
diverse trajectories among similar states. 
Social systems have properties of their own which are not present in their constituencies 
(i.e. emergent properties). These properties are robust and flexible; they could remain 
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even though some members of the social system are replaced by others. Human beings 
are able to detect and to respond to emergent phenomena.  
Social systems are computational devices that recognize signals from their environment, 
and convert them into information. Every social entity behaves as a decentralized 
processing node in order to produce a social computation, e.g. norms and market prices. 
The concept of “social computations” requires further development, both as a 
theoretical construct and as a computational template. This metaphor could help to 
understand the behaviour of dynamic networks. 
Models are independents of their targets, although they hold close relationships with 
them. Models should be evaluated by their usefulness. Computer simulations have 
temporal existence, since they only last while the computer code is executing. It is 
possible to handle tractable and intractable analytical processes by means of computer 
simulations. 
Modelling and Simulation (M&S) allows the integration of different disciplines using 
formal descriptions of metaphors and analogies. Levels of system specification indicate 
the quantity of knowledge about a system, while systems specification formalisms are 
mechanisms to rigorously describe a system. 
Time is a systematic autonomous flow which behaves as a key for ordering events in a 
sequential way. Time as an epistemological construct can be represented as continuous, 
discrete, or based on events. Discrete event specification can incorporate the other 
forms of time specification, i.e. it can simulate continuous and discrete time systems, 
and it is more suitable to handle real life situations which combine continuous, discrete 
and event basis at the same time. Comparative research on the effects of time basis in 
M&S outcomes will help to elucidate the biases introduced in M&S due to the selected 
time basis. 
Discrete event system specification (DEVS) can represent very simple models, e.g. an 
atomic black box model, and very complex models, e.g. dynamic networks model. It is a 
powerful and wide spectre specification.  
SysML is a potent graphic language for the modelling of social systems. This thesis 
introduces a new taxonomy for SysML based on behaviour, structure, and purpose; 
while traditional SysML taxonomy only uses behaviour and structure. This thesis 
illustrates the use of SysML for the modelling of social systems. The focus of SysML is on 
engineering modelling, thus it could be advisable to customise it to social systems. In 
particular, it would be helpful to define special stereotypes and allocations.  
A computational model is a self-sufficient piece of analysis, which can serve as a way to 
understand the social sciences. A computational model is constituted by the following 
six elements: initial justification, computational template, construction assumptions, 
correction set, interpretation, and output representation. The computational template 
is constant, but the remaining five components adapt to the system which is being 
modelled, and to the approach being used.  
As stated previously, the general objective of this thesis is to propose a conceptual 
framework to model and simulate properties, interactions, and processes of social 
systems using discrete event system specification (DEVS) formalism. This objective is 
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accomplished by means of the Universal Framework for Modelling and Simulation 
(UFFMAS). 
UFFMAS combines the computational modelling approach with SysML and DEVS 
paradigms. It consists of four big stages, each composed of small steps. The big stages 
are to build the computational model using verbal models, i.e. natural prose; and 
mathematical models, i.e. equations and logical propositions. Then, translate the 
computational model to SysML, i.e. to make a graphical model of the computational 
model. After that, use the DEVS formalism to express the computational template, the 
construction assumptions, and the correction set. Finally, to run the M&S to obtain the 
outcomes for the output representation. These stages can be developed and presented, 
in succession or in parallel at the modeller’s choice. 
UFFMAS is a technique-free framework. It is not associated to a specific technique (i.e. 
agent based models, systems dynamics, neural networks, cellular automata and so on). 
However, the user of UFFMAS can design and run simulations based on specific 
techniques.  
UFFMAS allows the M&S of social systems to be built using discrete event system 
specification (DEVS), but also can be employed for M&S of any other system because it 
is developed from general purpose elements (computational models, SysML, and DEVS). 
Future works can apply UFFMAS to other fields. 
This thesis successfully applies UFFMAS to the basic Agent_Zero’s model. In addition to 
this, it illustrates the versatility of UFFMAS, extending the example to a case of context 
permeability, and to a case of a temporal network with a dynamic structure. Future 
projects should replicate social simulation models using UFFMAS in order to assess its 
real potential and limitations. 
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Annex 1. Overview of SysML 
“The rules you explain are less convincing than the ones you don’t explain – or have to 
explain” (Taleb, 2016, p. 142). 
This annex gives a brief introduction to SysML for readers with no previous knowledge 
of this modelling language. The interested reader can find a very good introduction to 
SysML in (Delligatti, 2013); and additional technical information about SysML in (The 
Object Management Group, 2015a), and about UML in (The Object Management Group, 
2015b). 
SysML diagrams are a combination of nodes, e.g. blocks, activities, and so on; and paths, 
e.g. connectors and flows. SysML includes various universal constructs such as blocks, 
comments, and constraints, which may be used in several SysML diagram types. Blocks, 
the basic unit of SysML, explain the structure and the behaviour of an element; 
comments provide an informal way to describe the model; and constraints describe the 
restrictions related to any of the elements of the model (The Object Management 
Group, 2015a). 
A block in SysML can describe any kind of element, and it contains the main features to 
depict any relevant component. Blocks, as modular elements, are designed and 
assembled following the purposes of the model. They allow the logical and/or physical 
decomposition of the model, and also the model’s composition, i.e. the interconnection 
of its elements (The Object Management Group, 2015a). 
A block is denoted by a rectangular box divided in as many compartments as required, 
in order to explain its characteristics, e.g. properties, operations, constraints, 
allocations, and requirements. Some compartments are standard, and others are 
modeller defined compartments. Naming every compartment is optional, but it is 
strongly suggested in order to improve the readiness of the diagrams (The Object 
Management Group, 2015a). There are no restrictions about the order of appearance of 
compartments, although it is a good practice to use the first compartment for the name 
of the block, the second for the attributes, and the third for the operations (Ambler, 
2005); additionally, standard compartments should precede user defined 
compartments.  
As an example, Figure 41 (on the next page) shows on the left side a generic basic block 
with four compartments. The stereotype <<block>> and the BlockName appear in the 
top compartment, the following three compartments describe attributes, operations, 
and constraints; while the right side shows a block with the definition of a human being, 
it also includes two attributes (sex and age), two operations (act and exchange), and one 








( … ) 
 
Attributes 
sex = female 
age = 30 years 
operations 
( … ) 
 
operations 
act = exercise rights 
exchange = giving away rights 
constraints 
( … ) 
 
Constraints 
VotingAge = minimum 18 years old 
Figure 41. Generic and specific blocks 
Source: the author 
A stereotype, a common category of an element in SysML, could have its own properties 
(also called tags). Stereotypes serve to describe behaviour, structure, or relationships. 
They can be standard, i.e. defined by SysML specifications, or defined by the modeller. 
Stereotypes are indicated by their names written inside guillemets, e.g. 
«namestereotype» (The Object Management Group, 2015a). 
Stereotypes cannot be employed on their own, they must be instantiated in the 
elements where they are used. Thus, there is an interdependent relationship between 
a stereotype and the element associated with it. First, the stereotype increases the 
components of an element by adding the components of the stereotype; second, the 
element gives life to the stereotype by using the stereotype’s properties (The Object 
Management Group, 2015a). For instance, Figure 42 shows the stereotype <<Worker>> 
with properties such as name of the company, position, and salary applied to Person, a 
block previously defined in the model. Person, in addition to its properties, has the three 
properties defined in the stereotype <<Worker>>.  
 
Figure 42. Worker stereotype applied on a Person block 
Source: the author 
A property, i.e. an attribute, indicates a usage, or a role, in the setting of its block. The 
type of the property provides its definition. Blocks, also called ValueTypes, have the 
following four general categories of properties: parts, references, constraints, and 
values (The Object Management Group, 2015a). Parts, references, and values are 
described later on; constraints are described in the section “Behaviour” of the fourth 
chapter. 
106 
Properties can appear in a block definition compartment with the labels “parts”, 
“references”, “values”, and “constraints”. On a block definition diagram, a part property 
is represented by a black (filled) diamond symbol of an association, while a reference 
property is represented by a white (empty) symbol of association. The mutual 
interrelations among the components of a block are indicated by connectors. A 
connector can have both structural and behavioural functions (The Object Management 
Group, 2015a). 
Part properties are properties that “belong” to the main block, and the meaning of their 
existences depend on the relationship with the main block (Finance, 2010; The Object 
Management Group, 2015a); e.g. if the main block is a university, some part properties 
could be the role “student” and the role “full-time professor”.  
Reference properties are properties that are related to the main block but are not part 
of it, and this represents that the meaning of their existences do not depend on the 
relationship with the main block (Finance, 2010; The Object Management Group, 
2015a); e.g. if the main block is a university, some reference properties could be its 
students’ parents and its alumni.  
Figure 43 shows a block “Factory” which has two part properties: “WhiteCollars” and 
“BlueCollars”, and a reference property: “Owners”. In this case, both part properties are 
roles within the organization, while the reference property corresponds to persons who 
have shares in the ownership of the company. The numbers at each end of the 
connectors indicate the quantity of elements involved in the relationship; thus, 1 at the 
factory end means that there is one factory, while 0… *  at the property end means that 
there can be none, one, two or many elements on this side. 
 
Figure 43. Block’s properties 
Source: the author 
The typology of values to be used in the model is declared as stereotypes in value type 
blocks (Hause & others, 2006). Value type blocks could contain units of measure, 
dimensions, quantity kinds, probability distributions, and so on; but they also could 
contain Boolean data, fuzzy parameters, and strings. Value properties are used as model 
of value types (The Object Management Group, 2015a). 
A quantity kind expresses the construct to be measured, e.g. length; while the unit 
indicates the actual standard used to measure the construct, e.g. meters or feet. Units 
should correspond to standard systems, e.g. International System of Units (SI), or to 
accurate and reproducible ways to measure the quantity kind, e.g. country currency. 
Figure 44 (on the next page) depicts the definition of the unit for several quantity kinds 
as follows: time is measured by second, mass by kilogram, length by meter, and force by 
newton (The Object Management Group, 2015a). 
107 
 
Figure 44. Units for several quantity kinds 
Source: (The Object Management Group, 2015a) 
Systems interact with their surroundings through input and output ports. Modular 
systems can use ports to build hierarchical structures (Zeigler et al., 2000). Ports, as 
points of interchange, stipulate permissible sorts of exchanges between blocks. They are 
classified as proxy ports, when join internal parts of a block; and as full ports, when link 
external parts to a block (The Object Management Group, 2015a). 
Ports are a focussed category of properties, and they can be indicated in the same 
manner as other properties. The notation of a port is a square on the boundary of the 
owning block, or its use. Ports that are unidirectional are either all in or all out. They 
have an arrow inside them indicating the direction of the port with respect to the owning 
Block, i.e. < or >. Ports that are bidirectional (both in and out) have two open arrow 
heads facing away from each other. i.e. < > (The Object Management Group, 2015a). 
Figure 45 illustrates a block that has three ports. Ports p1 and p2 are unidirectional, 
where p1 corresponds to an input port, while p2 represents an output port; p3, a 
bidirectional port, allows input and output flows. If the OwningBlock in Figure 45 were 
an organization; p1 could be the input of raw materials, p2 could be the output of goods 
or services, and p3 could be the input-output flow of money. 
 
Figure 45. Blocks and ports 
Source: (The Object Management Group, 2015a) 
Ports, together with flow specifications, indicate the inputs and the outputs of a block, 
such as information, energy, or social transactions (Finance, 2010), i.e. “what can flow” 
between the block and its surroundings; on the other hand, item flows detail “what does 
flow” in a specific situation (The Object Management Group, 2015a). 
A FlowProperty corresponds to each one of the elements, which can enter into, or exit 
from, a block. FlowProperty are declared in a compartment labelled 
<<flowproperties>>. The words “in”, “out”, and “inout” indicates the direction of the 
flow (The Object Management Group, 2015a). 
SysML supports any kind of distributed flow through a system. Continuous flow is 
represented by a rate of flow with time increments approaching zero, while discrete 
time is represented by a rate of flow with time increments different from zero (The 
Object Management Group, 2015a).  
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Item flows identify the things that stream among blocks and/or parts and through 
associations or connectors (Finance, 2010). This way, blocks can be connected in several 
ways depending on their circumstances. Item flows are denoted by a black arrowhead 
on the connector or association. The arrowhead points to the target element, i.e. the 
one which is receiving the flow (The Object Management Group, 2015a).  
As a way of illustration, Figure 46 shows a generic buyer/supplier relationship where 
goods go from supplier to buyer, and money goes from buyer to supplier. One instance 
of this relationship could be goods = furniture and money = Euros, while another 
instance could be goods = rice and money = US Dollars. In this way, the same structure 
can represent multiple occurrences of this kind of relationship.  
 
Figure 46. Generic buyer/supplier relationship 
Source: the author 
Lines characterise transitions between states, dependencies, and associations. Decision 
points, also called guards, corresponds with decision rules that must be evaluated in 
order to define the sequence of the flow. Guards are represented by a diamond. In order 
to avoid a messy appearance with the lines, it is important to attach the lines to the 
middle of the elements, avoid curved and diagonal lines, and to depict crossing lines as 
a jump, i.e. a small semi-circular jog, as indicated in Figure 47 (Ambler, 2005). 
 
Figure 47. Basic elements for denoting routing flows 
Source: (The Object Management Group, 2015a) 
Figure 47 shows the basic elements for denoting routing flows. An initial node indicates 
the start of a flow or of an activity; an activity final shows the end of an activity; a flow 
final depicts the end of a flow; a fork node divides the incoming flow in several paths; a 
join node takes different paths and unifies them in one path; a decision node receives a 
flow, evaluates it based on a decision rule, and then selects an outgoing flow; and a 
merge node receives various flows, evaluates them based on a decision rule, and then 
selects an outgoing flow (The Object Management Group, 2015a). 
A regular approach in systems engineering is to separate form from function. Thus, 
models of behaviour and models of structure are independently developed. This 
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requires the introduction of a concept (<<allocate>>) to integrate these two types of 
models (The Object Management Group, 2015a). 
Allocation construct allows the assignation of a model element to another element. It 
lets the connection of elements of different kinds. For instance, the allocation construct 
could be used to assign a behavioural element, e.g. to buy raw materials, to a structural 
element, e.g. stock manager (Hause & others, 2006). Allocations establish an organised 
cross-association among the different blocks of the model, and offer a mechanism to 
assess that all the components of the model are appropriately integrated (The Object 
Management Group, 2015a). 
Allocate is a directional, i.e. from one element to other, stereotype between any two 
NamedElements. The <<allocate>> keyword is attached to indicate the dependency 
relationship. Allocation can be denoted both by compartment format and by callout 
format, but also through swim lanes (The Object Management Group, 2015a). The 
allocation by means of swim lanes in the activity diagram indicates a relationship 
between an actor and an activity in which the actor is accountable for executing the 
activity (Hause & others, 2006). Figure 48 shows generic types of allocation using the 
callout format (left) and the compartment format (right). 
 
Figure 48. Generic types of allocation 
Source: (The Object Management Group, 2015a) 
Comments, a modelling construct for supplementing knowledge, are written in natural 
language, i.e. prose description, aiming to make the diagram understandable for 
stakeholders, who do not participate in the modelling process. Comments are 
represented as rectangles with the top right corners folded over (Ambler, 2005). Figure 
49 shows typical kinds of comments. 
 
Figure 49. Typical kinds of comments 
Source: the author 
Comments document characteristics of the element, the model, or the frame. There are 
several stereotypes of comments, such as problem, rationale, and viewpoint. A problem 
refers to features, which produce undesired outcomes, or impede the fulfilment of 
requirements. A rationale contains the justification for decisions made during the 
modelling process, i.e. why a particular value of a parameter was chosen. A viewpoint is 
a description of the model, e.g. guidelines and standards, in order to facilitate its 
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comprehension by a specific group of stakeholders. (The Object Management Group, 
2015a).  
Time is understood as a set of coordinates that indicate the sequence of happening of 
events, i.e. an ordering relationship. Then, each event has associated time coordinate 
values, which signal its entering moment and its exiting moment; and the event’s 
duration is calculated from their differences. Also, time coordinate values serve to 
compute the time elapsed between two events, and to order events, i.e. before, 
concurrently, after (The Object Management Group, 2015b). SysML supports the setting 
of time references, continuous or discrete, as properties, both as local and global clocks. 
Other time instances can be derived from a global time property (The Object 
Management Group, 2015a). 
Time can be modelled as a property that other properties may be dependent on. A time 
reference can be established by a local or global clock that produces a continuous or 
discrete time value property. Other values of time can be derived from this clock, by 
introducing delays and/or a distortion into the value of time. Discrete values of time as 
well as calendar time can be derived from this global time property. (The Object 
Management Group, 2015a). 
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Annex 2. Codes written using Python 3 for the demonstrative 
example 
“A simple model does not have to be a small model” (Pidd, 1999, p. 122). 
This section contains the codes written in Python 3 that were used in the simulations. 
Each line includes comments in order to facilitate its comprehension by the reader. The 
first code corresponds to the first part of the demonstrative example.  
# import the required libraries 
import numpy as np, matplotlib.pyplot as plt, pandas as pd, random  
 
# set agents' amount, trials' amount and data 
a =  2       # amount of agents 
b = 50       # amount of trials 
 
# data fields for simulation 
# 0 = time, 1= trial, 2 = stimulus, 3 = emotions, 4 = reason, 5 = Dsolo, 6 =Dothers, 7 = 
Dtotal, 8 = umbral, 9 = action 
c = 10 
 
random.seed(a=1)        # control of the random numbers generated 
 
# set three dimension matrices for resul and influences, filled with zeros    
resul= np.zeros ((a,b+1,c) )      # each line keeps the information of one trial 
influences= np.zeros ((b+1,a,a))  # each line keeps the mutual influences among agents 
in each trial    
 
# set one dimension lists for time, trial and stimulus 
time = np.zeros((b+1))      # time of trial 
trial = np.zeros((b+1))     # number of trial 
stimulus = np.zeros((b+1))  # magnitud of stimulus (alpha) 
 
# set two dimension matrices for totalDothers, beta, lamda, umbral, and simon; filled 
with zeros 
totalDothers = np.zeros ((a,b+1))     # matrix of 'signals' among agents  
beta=  np.zeros ((a,b+1))             # level of the unconditioned stimulus in each trial of each 
agent    
lamda=  np.zeros ((a,b+1))            # maximum level of stimulus in each trial of each agent  
umbral = np.zeros((a,b+1))            # threshold for decision in each trial of each agent 
simon = np.zeros((a,b+1))             # simon (reason) in each trial of each agent 
 
# set initial conditions before running the simulation 
for i in range (0,a): 
    resul [i][0][3]= 0                                     # initial value of emotions 
    resul [i][0][4]= 0                                     # initial value of reason 
    resul [i][0][5] = resul [i][0][3] + resul [i][0][4]    # initial value of Dsolo 
    resul [i][0][6]= 0                                     # initial value of Dothers 
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    resul [i][0][7]= resul [i][0][5] + resul [i][0][6]     # initial value of Dtotal 
    resul [i][0][8]= 0.8                                   # initial value of threshold for decision of each 
agent 
    if resul [i][0][7] >=  resul [i][0][8]:                # ¿action? 
            resul [i][0][9]= 1                             # initial value of action 
 
# set influences of agent i over agent j in the k trial  
for k in range (0,b+1): 
    for  i in range(0,a): 
        for j in range(0,a): 
            if i !=j: 
                influences[k][i][j]=1/a                    # it is assumed an equal weight of each agent 
 
# set betas, lamdas, umbrals, and simon 
for i in range(0,a): 
    for j in range(0,b+1): 
        beta[i][j]=0.85                                    # level of the unconditioned stimulus in each trial 
of each agent   
        lamda[i][j]=0.95                                   # maximum level of stimulus in each trial of each 
agent 
        umbral[i][j]= 0.8                                  # threshold for decision in each trial of each agent 
        random.seed(a=1)        # control of the random numbers generated 
        simon[i][j]= -random.uniform(0,1)/10               # random number for reason in each 
trial of each agent 
             
# obtain stimulus time, order, and magnitude  
for i in range(1,b+1): 
    time [i]= random.randint(1,100) + time[i-1]            # random number for the moment 
when the trial occurs 
    trial[i] = i                                           # number of the trial 
    random.seed(a=10)        # control of the random numbers generated 
    stimulus [i] = random.uniform(0,1)/10                  # random number for the magnitude 
of the stimulus (alpha) 
 
# build data in each trial for each agent 
for i in range (0,a): 
    for j in range (1,b+1): 
        resul [i][j][0]=time[j]                               # time 
        resul [i][j][1]=trial[j]                              # trial number 
        resul [i][j][2] =stimulus[j]                          # stimulus value (alpha) 
        # generating emotion value following Rescorla-Wargner function in each trial of 
each agent 
        resul [i][j][3]= resul [i][j-1][3] + (resul [i][j][2]* beta[i][j]*(lamda[i][j]-resul [i][j-1][3])) 
        resul [i][j][4]= simon[i][j]*stimulus[j]              # calculate reason in each trial of each 
agent 
        resul [i][j][5]= resul [i][j][3] + resul [i][j][4]    # calculate Dsolo in each trial of each 
agent  
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# Calculate total Dothers        
for j in range (1,b+1): 
    for i in range (0,a): 
        for k in range (0,a): 
            totalDothers[i][j] = totalDothers[i][j] + (influences[j][i][k]*resul [k][j][5])  # 
totalDothers 
 
# Calculate the remaining data         
for i in range (0,a): 
    for j in range (1,b+1):         
        resul [i][j][6]= totalDothers[i][j]                   # Dothers in each trial of each agent         
        resul [i][j][7]= resul [i][j][5] + resul [i][j][6]    # Dtotal in each trial of each agent 
        resul [i][j][8]= umbral[i][j]                         # threshod value in each trial of each agent 
        if resul [i][j][7] >=  resul [i][j][8]:               # ¿action?  
            resul [i][j][9]= 1                                # value of action in each trial of each agent 
 
tpalone = 0 
if resul [0][b][5]>=resul [0][b][8]:     
    while resul [0][tpalone][5] < umbral[i][tpalone]: 
        tpalone = tpalone +1 
 
tpgroup = 0 
if a>1: 
    while resul [0][tpgroup][7] < umbral[0][tpgroup]: 
        tpgroup = tpgroup +1 
 
# data for the graph 
data5 = pd.Series(resul[i,:,5], index=resul[i,:,1])     # intention when alone 
data7 = pd.Series(resul[i,:,7], index=resul[i,:,1])     # intention within a group 
data8 = pd.Series(resul[i,:,8], index=resul[i,:,1])     # threshold for action 
data9 = pd.Series(resul[i,:,9], index=resul[i,:,1])     # action 
     
# configure axis for the graph 
plt.title('Agent_zero plus ' + str(a-1) + ' persons')       # set the title of the graph 
plt.xlabel('trials')                                     # set the title of X axis 
axisX = resul[0,:,1].max()                               # set the boundaries of X axis 
plt.ylabel('Intensity')                                  # set the title of Y axis 
axisY = resul[0,:,7].max() + 0.25 
plt.axis([0, axisX, 0, axisY]) 
plt.text(5, resul[i,5,5]-0.03, r'Dsolo')                 # label the line of intention alone 
plt.text(40, resul[i,40,7]+0.05, r'Dtotal')              # label the line of intention in group 
plt.text(8, 0.81, r'threshold')                          # label the line of threshold 
if tpgroup>0: 
    plt.text(tpgroup, 1.01, r'action') 
else: 
    if tpalone>0: 
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        plt.text(tpalone, 1.01, r'action') 
     
if a>1: 
    plt.annotate('tipping point in group', xy=(tpgroup,0.8), xytext=(tpgroup+2,0.2), 
                 arrowprops=dict(facecolor='black', shrink=0.05)) 
if tpalone !=0: 
    plt.annotate('tipping point if alone', xy=(tpalone,0.8), xytext=(tpalone-15,0.4), 
                 arrowprops=dict(facecolor='blue', shrink=0.05)) 
plt.plot (data5,'r', data7,'b', data8,'g', data9,'k-' ) 
plt.show() 
 
The following code modifies the former one in order to include a situation of context 
permeability. 
# import the required libraries 
import numpy as np, matplotlib.pyplot as plt, pandas as pd, random  
 
# set agents' amount, trials' amount and data 
a = 10       # amount of agents 
b = 50      # amount of trials 
 
# data fields for simulation 
# 0 = time, 1= trial, 2 = stimulus, 3 = emotions, 4 = reason, 5 = Dsolo, 6 =Dothers, 7 = 
Dtotal, 8 = umbral, 9 = action 
c = 10 
 
random.seed(a=1)        # control of the random numbers generated 
 
# set three dimension matrices for resul and influences, filled with zeros    
resul= np.zeros ((a,b+1,c) )    # each line keeps the information of one trial 
influences= np.zeros ((b+1,a,a))  # each line keeps the mutual influences among agents 
in each trial    
 
# set one dimension lists for time, trial and stimulus 
time = np.zeros((b+1))     # time of trial 
trial = np.zeros((b+1))    # number of trial 
stimulus = np.zeros((b+1))  # magnitud of stimulus (alpha) 
 
# set two dimension matrices for totalDothers, beta, lamda, umbral, and simon; filled 
with zeros 
totalDothers = np.zeros ((a,b+1))     # matrix of 'signals' among agents  
beta=  np.zeros ((a,b+1))             # level of the unconditioned stimulus in each trial of each 
agent    
lamda=  np.zeros ((a,b+1))            # maximum level of stimulus in each trial of each agent  
umbral = np.zeros((a,b+1))            # threshold for decision in each trial of each agent 
simon = np.zeros((a,b+1))             # simon (reason) in each trial of each agent 
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# set initial conditions before running the simulation 
for i in range (0,a): 
    resul [i][0][3]= 0                                     # initial value of emotions 
    resul [i][0][4]= 0                                     # initial value of reason 
    resul [i][0][5] = resul [i][0][3] + resul [i][0][4]    # initial value of Dsolo 
    resul [i][0][6]= 0                                     # initial value of Dothers 
    resul [i][0][7]= resul [i][0][5] + resul [i][0][6]     # initial value of Dtotal 
    resul [i][0][8]= 0.8                                   # initial value of threshold for decision of each 
agent 
    if resul [i][0][7] >=  resul [i][0][8]:                # ¿action? 
            resul [i][0][9]= 1                             # initial value of action 
 
# set influences of agent i over agent j in the k trial  
for k in range (0,b+1): 
    for  i in range(0,a): 
        for j in range(0,a): 
            if i !=j: 
                influences[k][i][j]=1/a                    # it is assumed an equal weight of each agent 
 
# set influences of agent i over agent j in the k trial 
part = 4 
for k in range (0,b+1): 
    for  i in range(1,a-part): 
        for j in range(a-part,a): 
            influences [k][i][j]=0                   # Delete effect of agents belonging to another 
network 
    for  i in range(a-part,a): 
        for j in range(1,a-part): 
            influences [k][i][j]=0                   # Delete effect of agents belonging to another 
network 
 
# set betas, lamdas, umbrals, and simon 
for i in range(0,a): 
    for j in range(0,b+1): 
        beta[i][j]=0.85                                    # level of the unconditioned stimulus in each trial 
of each agent   
        lamda[i][j]=0.95                                   # maximum level of stimulus in each trial of each 
agent 
        umbral[i][j]= 0.8                                  # threshold for decision in each trial of each agent 
        random.seed(a=1)                                   # control of the random numbers generated 
        simon[i][j]= -random.uniform(0,1)/10               # random number for reason in each 
trial of each agent 
             
# obtain stimulus time, order, and magnitude  
for i in range(1,b+1): 
    time [i]= random.randint(1,100) + time[i-1]            # random number for the moment 
when the trial occurs 
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    trial[i] = i                                           # number of the trial 
    random.seed(a=10)                                      # control of the random numbers generated 
    stimulus [i] = random.uniform(0,1)/10                  # random number for the magnitude 
of the stimulus (alpha) 
 
# build data in each trial for each agent 
for i in range (0,a): 
    for j in range (1,b+1): 
        resul [i][j][0]=time[j]                               # time 
        resul [i][j][1]=trial[j]                              # trial number 
        resul [i][j][2] =stimulus[j]                          # stimulus value (alpha) 
        # generating emotion value following Rescorla-Wargner function in each trial of 
each agent 
        resul [i][j][3]= resul [i][j-1][3] + (resul [i][j][2]* beta[i][j]*(lamda[i][j]-resul [i][j-1][3])) 
        resul [i][j][4]= simon[i][j]*stimulus[j]              # calculate reason in each trial of each 
agent 
        resul [i][j][5]= resul [i][j][3] + resul [i][j][4]    # calculate Dsolo in each trial of each 
agent  
         
# Calculate total Dothers        
for j in range (1,b+1): 
    for i in range (0,a): 
        for k in range (0,a): 
            totalDothers[i][j] = totalDothers[i][j] + (influences[j][i][k]*resul [k][j][5])  # 
totalDothers 
 
# Calculate the remaining data         
for i in range (0,a): 
    for j in range (1,b+1):         
        resul [i][j][6]= totalDothers[i][j]                   # Dothers in each trial of each agent         
        resul [i][j][7]= resul [i][j][5] + resul [i][j][6]    # Dtotal in each trial of each agent 
        resul [i][j][8]= umbral[i][j]                         # threshod value in each trial of each agent 
        if resul [i][j][7] >=  resul [i][j][8]:               # ¿action?  
            resul [i][j][9]= 1                                # value of action in each trial of each agent 
 
tpalone = 0 
if resul [0][b][5]>=resul [0][b][8]:     
    while resul [0][tpalone][5] < umbral[i][tpalone]: 
        tpalone = tpalone +1 
 
tpgroup = 0 
if a>1: 
    while resul [0][tpgroup][7] < umbral[0][tpgroup]: 
        tpgroup = tpgroup +1 
 
# data for the graph 
# data5 = pd.Series(resul[i,:,5], index=resul[i,:,1])     # intention when alone 
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data7_0 = pd.Series(resul[0,:,7], index=resul[i,:,1])     # intention within a group of 
Agent_Zero 0 
data7_5 = pd.Series(resul[5,:,7], index=resul[i,:,1])     # intention within a group of 
Agent_Zero 5 
data7_9 = pd.Series(resul[9,:,7], index=resul[i,:,1])     # intention within a group of 
Agent_Zero 9 
data8 = pd.Series(resul[i,:,8], index=resul[i,:,1])       # threshold for action 
# data9 = pd.Series(resul[i,:,9], index=resul[i,:,1])     # action 
     
# configure axis for the graph 
plt.title('Agent_zero and the context permeability')       # set the title of the graph 
plt.xlabel('trials')                                     # set the title of X axis 
axisX = resul[0,:,1].max()                               # set the boundaries of X axis 
plt.ylabel('Intensity')                                  # set the title of Y axis 
axisY = resul[0,:,7].max() + 0.25 
plt.axis([0, axisX, 0, axisY]) 
# plt.text(5, resul[i,5,5]-0.03, r'Dsolo')                # label the line of intention alone 
plt.text(30, resul[0,45,7]+0.05, r'Dtotal Agent_Zero_0')  # label the line of intention in 
group 
plt.text(33, resul[5,45,7]+0.05, r'Dtotal Agent_Zero_5')  # label the line of intention in 
group 
plt.text(13, resul[9,10,7]+0.05, r'Dtotal Agent_Zero_9')  # label the line of intention in 
group 
plt.text(40, 0.81, r'threshold')                          # label the line of threshold 
 
plt.plot (data7_0,'r', data7_5,'b',data7_9,'k', data8,'g',  ) 
plt.show() 
 
The last code modifies the first code in order to include a dynamic network. 
# import the required libraries 
import numpy as np, matplotlib.pyplot as plt, pandas as pd, random  
 
# set agents' amount, trials' amount and data 
a =  10       # amount of agents 
b = 50       # amount of trials 
 
# data fields for simulation 
# 0 = time, 1= trial, 2 = stimulus, 3 = emotions, 4 = reason, 5 = Dsolo, 6 =Dothers, 7 = 
Dtotal, 8 = umbral, 9 = action 
c = 10 
 
print ('Total amount of agents are: '+str(a)+', and total amount of trials are: '+ str(b), '\n') 
 
random.seed(a=1)        # control of the random numbers generated 
 
# set three dimension matrices for resul and influences, filled with zeros    
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resul= np.zeros ((a,b+1,c) )      # each line keeps the information of one trial 
influences= np.zeros ((b+1,a,a))  # each line keeps the mutual influences among agents 
in each trial    
 
# set one dimension lists for time, trial and stimulus 
time = np.zeros((b+1))      # time of trial 
trial = np.zeros((b+1))     # number of trial 
stimulus = np.zeros((b+1))  # magnitud of stimulus (alpha) 
 
# set two dimension matrices for totalDothers, beta, lamda, umbral, and simon; filled 
with zeros 
totalDothers = np.zeros ((a,b+1))     # matrix of 'signals' among agents  
beta=  np.zeros ((a,b+1))             # level of the unconditioned stimulus in each trial of each 
agent    
lamda=  np.zeros ((a,b+1))            # maximum level of stimulus in each trial of each agent  
umbral = np.zeros((a,b+1))            # threshold for decision in each trial of each agent 
simon = np.zeros((a,b+1))             # simon (reason) in each trial of each agent 
 
# set initial conditions before running the simulation 
for i in range (0,a): 
    resul [i][0][3]= 0                                     # initial value of emotions 
    resul [i][0][4]= 0                                     # initial value of reason 
    resul [i][0][5] = resul [i][0][3] + resul [i][0][4]    # initial value of Dsolo 
    resul [i][0][6]= 0                                     # initial value of Dothers 
    resul [i][0][7]= resul [i][0][5] + resul [i][0][6]     # initial value of Dtotal 
    resul [i][0][8]= 0.8                                   # initial value of threshold for decision of each 
agent 
    if resul [i][0][7] >=  resul [i][0][8]:                # ¿action? 
            resul [i][0][9]= 1                             # initial value of action 
 
# set influences of agent i over agent j in the k trial  
for k in range (0,b+1): 
    for  i in range(0,a): 
        for j in range(0,a): 
            if i !=j: 
                influences[k][i][j]=1/a                    # it is assumed an equal weight of each agent 
 
# set influences of agent i over agent j in the k trial 
part = 3                                         # Agent_Zero_Alone with four others 
for k in range (3,12): 
    for  j in range(1,a-part): 
        influences [k][0][j]=0                   # Delete temporal effect of agents over Agent_Zero 
    for  i in range(1,a-part): 
        for j in range(0,a): 
            influences [k][i][j]=0               # Delete effect of agents belonging to another network 
    for  i in range(a-part,a): 
        for j in range(1,a-part): 
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            influences [k][i][j]=0               # Delete effect of agents belonging to another network 
part = 8                                        # Agent_Zero with one companion 
for k in range (17,25): 
    for  j in range(a-part,a): 
        influences [k][0][j]=0                   # Delete temporal effect of agents over Agent_Zero 
    for  i in range(a-part,a): 
        for j in range(0,a): 
            influences [k][i][j]=0               # Delete effect of agents belonging to another network 
    for  i in range(1,a-part): 
        for j in range(a-part,a): 
            influences [k][i][j]=0              # Delete effect of agents belonging to another network 
 
part = 6                                        # Agent_Zero_Alone with another four 
for k in range (32,35): 
    for  j in range(a-part,a): 
        influences [k][0][j]=0                   # Delete temporal effect of agents over Agent_Zero 
    for  i in range(a-part,a): 
        for j in range(0,a): 
            influences [k][i][j]=0               # Delete effect of agents belonging to another network 
    for  i in range(1,a-part): 
        for j in range(a-part,a): 
            influences [k][i][j]=0              # Delete effect of agents belonging to another network 
 
# set betas, lamdas, umbrals, and simon 
for i in range(0,a): 
    for j in range(0,b+1): 
        beta[i][j]=0.85                         # level of the unconditioned stimulus in each trial of 
each agent   
        lamda[i][j]=0.95                        # maximum level of stimulus in each trial of each agent 
        umbral[i][j]= 0.8                       # threshold for decision in each trial of each agent 
        random.seed(a=1)                        # control of the random numbers generated 
        simon[i][j]= -random.uniform(0,1)/10    # random number for reason in each trial of 
each agent 
             
# obtain stimulus time, order, and magnitude  
for i in range(1,b+1): 
    time [i]= random.randint(1,100) + time[i-1]   # random number for the moment when 
the trial occurs 
    trial[i] = i                                  # number of the trial 
    random.seed(a=10)                             # control of the random numbers generated 
    stimulus [i] = random.uniform(0,1)/10         # random number for the magnitude of the 
stimulus (alpha) 
 
# build data in each trial for each agent 
for i in range (0,a): 
    for j in range (1,b+1): 
        resul [i][j][0]=time[j]                               # time 
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        resul [i][j][1]=trial[j]                              # trial number 
        resul [i][j][2] =stimulus[j]                          # stimulus value (alpha) 
        # generating emotion value following Rescorla-Wargner function in each trial of 
each agent 
        resul [i][j][3]= resul [i][j-1][3] + (resul [i][j][2]* beta[i][j]*(lamda[i][j]-resul [i][j-1][3])) 
        resul [i][j][4]= simon[i][j]*stimulus[j]              # calculate reason in each trial of each 
agent 
        resul [i][j][5]= resul [i][j][3] + resul [i][j][4]    # calculate Dsolo in each trial of each 
agent  
         
# Calculate total Dothers        
for j in range (1,b+1): 
    for i in range (0,a): 
        for k in range (0,a): 
            totalDothers[i][j] = totalDothers[i][j] + (influences[j][i][k]*resul [k][j][5])  # 
totalDothers 
 
# Calculate the remaining data         
for i in range (0,a): 
    for j in range (1,b+1):         
        resul [i][j][6]= totalDothers[i][j]                   # Dothers in each trial of each agent         
        resul [i][j][7]= resul [i][j][5] + resul [i][j][6]    # Dtotal in each trial of each agent 
        resul [i][j][8]= umbral[i][j]                         # threshod value in each trial of each agent 
        if resul [i][j][7] >=  resul [i][j][8]:               # ¿action?  
            resul [i][j][9]= 1                                # value of action in each trial of each agent 
 
tpalone = 0 
if resul [0][b][5]>=resul [0][b][8]:     
    while resul [0][tpalone][5] < umbral[i][tpalone]: 
        tpalone = tpalone +1 
print (tpalone,umbral[i][tpalone]) 
 
tpgroup = 0 
if a>1: 
    while resul [0][tpgroup][7] < umbral[0][tpgroup]: 
        tpgroup = tpgroup +1 
print (tpgroup,umbral[i][tpgroup])     
 
print ('Data of agent 0') 
# data for the graph 
# data5 = pd.Series(resul[0,:,5], index=resul[0,:,1])     # intention when alone 
data7 = pd.Series(resul[0,:,7], index=resul[0,:,1])       # intention within a group 
data8 = pd.Series(resul[0,:,8], index=resul[0,:,1])       # threshold for action 
data7a = pd.Series(resul[0,:,7], index=resul[0,:,0])      # intention within a group 
data8a = pd.Series(resul[0,:,8], index=resul[0,:,0])      # threshold for action 
# data9 = pd.Series(resul[0,:,9], index=resul[0,:,1])     # action 
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# configure axis for the graph with time reference 
plt.title('Agent_zero in a dynamic network vs. time')       # set the title of the graph 
plt.xlabel('time')                                     # set the title of X axis 
axisX = resul[0,:,0].max()                               # set the boundaries of X axis 
plt.ylabel('Intensity')                                  # set the title of Y axis 
axisY = resul[0,:,7].max() + 0.25 
plt.axis([0, axisX, 0, axisY]) 
plt.text(2200, resul[i,40,7]+0.05, r'Dtotal')              # label the line of intention in group 
plt.text(2000, 0.81, r'threshold')                          # label the line of threshold 
 




# configure axis for the graph with trial reference 
plt.title('Agent_zero in a dynamic network vs. trials')       # set the title of the graph 
plt.xlabel('trials')                                     # set the title of X axis 
axisX = resul[0,:,1].max()                               # set the boundaries of X axis 
plt.ylabel('Intensity')                                  # set the title of Y axis 
axisY = resul[0,:,7].max() + 0.25 
plt.axis([0, axisX, 0, axisY]) 
plt.text(40, resul[i,40,7]+0.05, r'Dtotal')              # label the line of intention in group 
plt.text(35, 0.81, r'threshold')                          # label the line of threshold 
 




# network evolution 
data10 = np.zeros ((b+1,a))  # each line keeps the amount of agents in the network 
 
for k in range (0,b+1): 
    data10 [k,0] = 1 
    for j in range (1,a): 
        if influences[k,0,j] != 0: 
            data10 [k,0] = data10[k,0] + 1     # number of actors in each trial 
 
print(data10[:,0])     
     
data11 = pd.Series(data10[:,0], index=resul[0,:,1])     # intention within a group 
data11a = pd.Series(data10[:,0], index=resul[0,:,0]) 
 
# configure axis for the graph 
plt.title('Evolution of a dynamic network vs. time')       # set the title of the graph 
plt.xlabel('time')                                     # set the title of X axis 
axisX = resul[0,:,0].max()                               # set the boundaries of X axis 
plt.ylabel('Network\'s size')                                  # set the title of Y axis 
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axisY = 11 





# configure axis for the graph 
plt.title('Evolution of a dynamic network vs. trials')       # set the title of the graph 
plt.xlabel('trials')                                     # set the title of X axis 
axisX = resul[0,:,1].max()                               # set the boundaries of X axis 
plt.ylabel('Network\'s size')                                  # set the title of Y axis 
axisY = 11 
plt.axis([0, axisX, 0, axisY]) 
plt.plot (data11,'b') 
plt.savefig(str('Network_Size_Evolution_trial_'+str(a)+'.jpg')) 
plt.show() 
