The weapon target assignment (WTA) problem is the crucial decision support in Command & Control (C2). In the classic WTA model, the point-to-point saturation salvo has a low efficiency-cost ratio when the swarming targets, which have the advantage of low casualty, low cost and recyclable, become the major operational units. The constraint is less studied for the operational intention of the decision-maker. In this paper, a constrained multi-objective weapon target assignment (CMWTA) model is formulated for area targets. The optimization objectives are minimizing collateral damage and resource consumption. The multi-constraint is derived from the actual operational requirements of security evasion, damage threshold, and preference assignment. To solve CMWTA efficiently, a novel multi-objective optimization evolutionary algorithm (MOEA) is proposed to obtain the non-dominated solutions as the alternative plans for the decision-maker. A self-adaptive sorting algorithm is proposed to guarantee the completeness of the Paretooptimal set, and a cooperative evolutionary mechanism is adopted to strengthen the convergence. For handling multi-constraint, a repair mechanism is proposed to improve the quality of infeasible solutions, and the measurement of constraint violation is designed to evaluate the infeasible solutions. A variant of the convergence metric is introduced to evaluate the algorithms solving multi-objective weapon target assignment (MWTA) problem. The experimental results show the effectiveness and superiority of the proposed approaches.
I. INTRODUCTION
The weapon target assignment (WTA), which is also known as Weapon Allocation or Weapon Assignment (WA), refers to the reactive assignment of defensive weapons to counter identified threats. With the development of intelligent overthe-horizon weapons, the WTA process is the critical decision support in Command & Control (C2). The optimality and real-time of WTA are consistent with the related own force mission objectives and compliant with the rules of engagement, weapon system characteristics and environment constraints [1] .
The WTA problem can be divided into two categories by decision process: the static WTA (SWTA) and the dynamic The associate editor coordinating the review of this manuscript and approving it for publication was Dusmanta Kumar Mohanta .
WTA (DWTA). The difference between SWTA and DWTA is whether the time is considered as a dimension. In SWTA, weapons are launched in a salvo to maximize operational effectiveness. The DWTA assigns the sequence of weapons for the equilibrium plan during multi-stage. Manne introduced the WTA problem originally in 1959 [2] . In the following decades, the SWTA problem is investigated much more than the DWTA problem. This paper focuses on the SWTA problem, and the review of the DWTA problem can refer to [3] , [4] .
In view of the popular objectives, the classic SWTA model is to maximize the expected damage effect of weapons or minimize the expected survival probability of targets, which is known as the target-based SWTA model [5] . The asset-based SWTA model is to maximize the expected value of surviving own-force assets by assigning the weapons VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to the offensive targets [6] - [8] . Bogdanowicz [9] established the sensor-based SWTA model considering the benefit of assigning sensors to targets and weapons to targets. The subsequent research refined the utility function of sensors on weapons/targets [10] , [11] . Besides, other operational effects are incorporated to formulate the multi-objective WTA. For example, Zeng et al. [12] presented a problem of cooperative salvo attack of multiple cruise missiles against targets in a group, which focus on the synchronization of the arrival time of missiles, minimization of time-consuming and maximization of expected damage. Li et al. [13] presented an MWTA problem considering the expected damage effect and ammunition consumption. Li et al. [14] designed the objectives maximizing the total effectiveness of attack and minimize the cost of missiles. In [15] , Li, You, et al. added the residual weapons into previous work [14] to establish an MWTA formulation with three objectives. Volle and Rogers [16] presented the MWTA problem optimizing the operational effectiveness and the relative timing of agents' arrival. The fundamental constraints of the SWTA model are mathematical constraints, namely integer constraint and quantity constraint. With the development of combat complexity, the more model constraints are constructed in WTA. For example, Lee [17] presented a constrained WTA (CWTA) model in which the number of interceptors assigned to each target has an upper bound. Li et al. [18] established a model of assigning interceptors to multiple waves of incoming ballistic missiles with shoot time constraints. Guo et al. [19] presented a multi-to-multi interception problem based on cooperative guidance in which the damage probability function is constructed by the miss-distance under heading error, the timeto-go, and the line-of-sight rate.
Although the objectives and constraints are various, the point-to-point SWTA model is essentially a combinatorial optimization problem. The exact algorithms, such as implicit enumeration algorithm [20] , the branch-and-bound algorithm [17] and dynamic programming [21] , [22] , are investigated in early research and suffering from exponential complexity because the SWTA problem has been proven to be NP-Complete [23] . Johansson and Falkman [24] presented an exhaustive search to solve the SWTA problem with seven weapons and six targets. Kline et al. [25] developed a branch and bound algorithm to find optimal solutions for up to ten weapons and ten targets. To improve the realtime of larger-scale problems, two techniques are presented: 1. Reformulate the SWTA model for reducing computational complexity; 2. Apply the swarm intelligent algorithm to obtain the approximate optimal solution. For example, Kwon et al. [26] formulated the SWTA as a nonlinear integer programming model which is solved by a branch and bound algorithm. Ahuja et al. [20] transformed SWTA into a linear integer programming model by logarithmic transformation. The swarm intelligent algorithms are extensively adopted to solve SWTA problem, such as genetic algorithm (GA) [27] , [28] , ant/bee colony algorithm [29] - [32] , particle swarm optimization (PSO) [18] , [33] and other swarming intelligence algorithms [34] . For balancing the optimality and real-time, some hybrid algorithms, which take advantage of exact and heuristic algorithms, are proposed [35] , [36] . Because of the insensitivity of model scale and constraints, the evolutionary algorithm performs excellently on solving the WTA problem. Especially for MWTA, the multi-objective evolutionary algorithm (MOEA) has become the major solver due to the success in solving multi-objective optimization problems (MOPs). Zhou et al. [37] presented a PSO algorithm based on a two-stage evolutionary strategy to solve MWTA. Li et al. [7] proposed a novel MOEA based on decomposition (MOEA/D), which reformulates the mating restriction and selection operation, to solve the asset-based MWTA. In [15] , an improved non-dominated sorting genetic algorithm (NSGA), which incorporates an online operator selection mechanism, is presented for MWTA.
In the research discussed thus far, the attack mode of SWTA is the point-to-point saturation salvo in which one weapon can only attack one target, and the number of weapons is more than the number of targets. As TSP and VPR, the SWTA model of this attack mode is also a combinatorial optimization problem (COP) and has been studied by the corresponding algorithms. Nevertheless, these SWTA models have two limitations: (1) The efficiency-cost ratio of this attack mode is unsatisfied when facing swarming agents which have the advantage of small size, low cost, and zero casualties. (2) As the decision support of C2, the constraints of the major models reflect the less intention of the decisionmaker. For these requirements, an alternative strategy is employing weapons with lethal radius to attack the targets, which are viewed as area targets in Threat Evaluation (TE), by collateral damage. Bogdanowicz and Patel [38] designed a quick collateral damage estimate (QCDE) algorithm to support WTA capabilities with collateral damage consideration. Ma [39] established the principle of Constrained Target Clustering (CTC), but the number of clusters is set artificially and there is no overlap. Inspired by the above analysis, we formulate a constrained multi-objective weapon target assignment model.
The constraint handling method of the WTA problem is less studied since the mathematical constraint can be eliminated by encoding, and certain model constraints can be tackled by special representation schemes. However, only these two methods cannot satisfy CMWTA with different types of constraints. Deb et al. [40] and Peng [41] suggested a set of tunable test problems for constrained multi-objective optimization problems (CMOPs), and show the increasing difficulties in searching the Pareto-optimal sets. Coello [42] , [43] gave a review of the constraint handling for COPs. The main constraint handling techniques of MOEAs can be divided into 1) penalty function; 2) repair algorithm; 3) dominance rule; 4) selection strategy. The penalty function is the most popular approach because of the simplicity and less restriction for constraint type. However, tuning penalty parameters is a difficult optimization problem itself. Hence the self-adaptive mechanism is proposed to improve the dynamic performance of penalty item [44] . The repair algorithm improves the percentage of feasible solutions by enforcing the infeasible solutions within or near the feasible space [45] . The drawback is that the repair algorithm needs to be designed according to the application, and a rigid algorithm maybe threat the diversity of the population. For CMOPs, the modified dominance rule is proposed in the non-dominated sorting process of MOEAs. In the representation methods, Deb [46] proposed the constrained-dominated principle (CDP) in which the constraint violation takes priority over the fitness to tournament selection. Ray et al. [47] performed three non-dominated rankings of population, which is constructed by the values of constraint violation and objective fitness, on the evolutionary process. Cai and Wang [48] presented a dominated and replaced algorithm between the parent population and the offspring population, which is robust for types of constraints. A similar principle is also adopted in [49] - [52] . However, CDP is unsatisfied with solving the MOPs with the narrow feasible region in which the infeasible solutions play a crucial role in finding the global optimum. Hence technique 4) is increasingly applied in the tournament selection of MOEAs to shape search space by describing a relaxation on the constraint. The advantage is that this mechanism performs well on solving the COPs with narrow feasible regions. Takahama et al. [53] proposed the -constrained (EC) method to preserve diversity by an level. Runarsson and Yao [54] introduced a stochastic ranking (SR) approach to balance objective and penalty functions stochastically, which does not require a priori knowledge about the problem. The primary constraint handling methods are generic for solving constrained numerical optimization problems and not always efficient for MOPs with an application background. The proposed CMWTA problem is a CMOP deriving from the real-world, and the non-dominated solutions have a specific distribution. Hence it is necessary to investigate the constraint handling approach in solving the CMWTA according to the problem characteristics.
Based on the above research, we formulate a CMWTA problem and proposes an MOEA to obtain non-dominated solutions as alternative plans for the decision-maker. The contributions of this paper are described as follows:
• A constrained multi-objective WTA model, which is based on collateral damage, is established for area targets. The objectives are minimizing the expected survival probability of targets and weapon consumption. The constraints are derived from the operational requirements of security evasion, survival threshold of targets and preference assignment.
• For the challenges of solving CMWTA, a novel multiobjective evolutionary algorithm is proposed to obtain the Pareto-optimal set excellently.
• A variant of convergence metric is introduced to evaluate the performance of algorithms on solving MWTA which takes the operational effect and resource consumption as optimization objectives. Comparing several stateof-the-art MOEAs and constraint handling methods, the extensive experiments demonstrate that the proposed approaches are effective and promising.
The rest of this paper is organized as follows. Section II gives our motivations and formulates the CMWTA problem. Section III present the proposed MOEA for CMWTA. Section IV compare the proposed MOEA with several state-of-the-art MOEAs and constraint handling methods by experimental studies. The conclusion is finally summarized in Section V.
II. PROBLEM FORMULATION
With the development of military techniques, swarm agents, such as unmanned vehicles and intelligent robots, tend to be the central combat units having the advantage of low cost and recycling. The approved strategy is employing weapons with lethal radii, such as directed energy, electronic jamming, fragmentation warhead and continuous rod warhead. These weapons can damage the target within the lethal radius effectively and are useless to outside targets because of the sharp attenuation. Therefore this section formulates a constrained multi-objective weapon target assignment model to maximize the efficiency-cost ratio by optimizing the number and aiming point of weapons.
The notation employed in the context is listed in Table 1 .
A. BASIC DEFINITIONS OF MOP
The multi-objective optimization problem, which has several objectives to be optimized simultaneously, can be stated VOLUME 7, 2019 as follows:
where x is the decision vector, is the decision space, F :
→ R m consists of m objective functions. In a minimization MOP, it is said that a decision vector x A ∈ dominates another vector x B ∈ , which is written as
is defined as a Pareto-optimal solution or non-dominated solution if there is no solution x ∈ satisfying x ≺ x * , and F (x * ) is called Pareto-optimal vector. The set of all Pareto-optimal solutions is called the Pareto-optimal set (PS), and the set of all Pareto-optimal vectors is called Pareto-optimal front (PF). The algorithm of MOP is to obtain a set of Pareto-optimal solutions approximating the true Pareto-optimal front.
B. OBJECTIVES OF CMWTA
As a minimization MOP, the survival probability of targets and weapon consumption, which conflict with each other, are employed to be objectives of CMWTA.
where f 1 is the objective that denotes the expected kill probability of the targets; f 2 is the objective that denotes the weapon consumption; m is the number of weapons and n is the number of targets; v j is the survival value of target j which is evaluated by threat evaluation; {p 1 , p 2 , · · · , p n } is the position set of detected hostile targets; A = {a 1 , a 2 , · · · , a m } is the position set of aiming points of weapons; X = (x 1 , x 2 , · · · , x m ) is the decision vector; D(·) is the function of damage effect by the distance between blast points and targets. Based on research involving collateral damage estimate [38] , [39] , [55] - [58] , we assume no firing error and approximate the conditional damage law of target coordinate as
where δ is a parameter of damage law in target condition, which is related to environmental resistance. For example, in low altitude dense atmosphere, G 0 (r) has a sharp attenuation owing to the rapid decrease of the explosive fragment speed. r is the projection of miss distance on dispersion plane. Constraint (4) is the binary constraint and can be eliminated by the encoding method. Considering the actual operational requirement, we present the constraint set as follows.
C. CONSTRAINTS OF CMWTA
In CMWTA, the following constraints, which deriving from actual operational requirements, are considered:
1) SECURITY EVASION
The no-damage objects, such as friendly units and civilians, should be outside of the lethal radius of weapons. The safe distance should be apart from aiming points to friendly or neutral targets. The constraint of security evasion is denoted as
where S = {s 1 , s 2 · · · , s l } is the set of no-damage targets; R i is the lethal radius of weapon i.
2) SURVIVAL THRESHOLD
In the intention of the decision-maker, the key nodes of hostile architecture are expected to be a lower survival probability.
The constraint of survival threshold is constructed as
where ρ = (ρ 1 , ρ 2 , · · · , ρ n ) is the predetermined threshold vector, namely ρ j is the expected maximum survival probability of target j. The components are set to 1 for the targets which have no requirement of damage threshold.
3) PREFERENCE ASSIGNMENT
There is the requirement of weapon-target pair in the following situations: a) situation assessment based on domain knowledge; b) type matching of weapon to target; c) the preference of decision-maker. The preference matrix E = e ij m×n is introduced, and the element e ij is represented by e ij = 1, prior weapon i to target j 0, otherwise
The constraint of preference assignment is denoted as
The CMWTA model is written as
The CMWTA model has the following difference with the point-to-point WTA model: (1) In the CMWTA model, the decision variable X is a binary vector and A is a continuous matrix.f 1 and f 2 not only are piecewise continuous and integer variables respectively but also have the gradients in different orders of magnitudes. In the point-to-point WTA, the input is only a decision vector X . Besides the identical objective of weapon consumption, the objective of the fitness is a discrete variable. (2) The true Pareto-optimal set of CMWTA is almost impossible to get, while the optimal solution of classic WTA is only restricted to the enumeration scale.
III. MOEA-CMWTA
The multi-objective evolutionary algorithms, which are based on the natural evolution mechanism, have shown an increasing application in MOPs owing to the less restriction for problem scale and constraints. For the characteristics analyzed so far, the framework of MOEA is proposed to solve CMWTA. The distribution of solutions, which are generated in the evolutionary iterations of MOEA, is shown in Figure 1 . In Figure 1 , the X-axis shows the excepted survival probability of targets; the Y-axis shows the weapon consumption. One solution represents one decision plan which can be identified by weapon consumption. Therefore the solutions can be divided into several layers by weapon consumption. The Pareto-optimal set of MWTA is consist of the leftmost solution of each layer and has the following characteristics:
• The size of the Pareto-optimal set is no more than the number of weapons.
• The non-dominated solutions of neighboring layers show the high similarity empirically.
• As shown in Figure 1 , let f * 1 (i), i denotes the fitness of non-dominated solutions where i = k, k + 1, . . . , k + n. The difference f * 1 (i)−f * 1 (i+1) decreases with i increases. There are two major challenges in solving CMWTA: (1) The completeness of Pareto-optimal set is unable to be guaranteed by a rigorous selection method, which is verified in the experimental section. (2) Owing to multi-constraint, the high percentage of infeasible solutions reduces search efficiency. For the above obstacles, a novel multi-objective evolutionary algorithm for CMWTA (MOEA-CMWTA) is proposed with the following contributions:
• For the completeness of the Pareto-optimal set, a selfadaptive sorting algorithm, which has low computational complexity and does not require any parameter, is proposed to preserving the diversity of the population.
• A cooperative evolutionary strategy, which utilizes the similarity of the neighboring non-dominated solutions and contributes to the good information transferring in neighboring subpopulations, is presented to strengthen the convergence performance.
• For handling multi-constraint, a detection and repair mechanism is introduced to improve the infeasible solutions. A measurement of constraint violation is designed to evaluate the infeasible solutions. The main loop of MOEA-CMWTA is outlined in Algorithm 1.
Algorithm 1 Main Loop of MOEA-CMWTA
1: Initialization: Generate an initial population P 0 which consists of m subpopulations. 2: Termination: If t ≤ T or another stopping criterion is satified then obtain the non-dominated solutions of P t as output. Stop. 3: Environmental selection: Perform the self-adaptive sorting algorithm on P t to create the effective populationP t . 4: Variation: Implement the cooperative evolutionary procedure onP t to create a new population Q t . 5: Fitness assignment: Calculate the fitness and constraint violation of individuals in Q t . Set P t+1 =P t ∪ Q t and t = t + 1. Go to Step 2.
A. SOLUTION BUILDING 1) SOLUTION ENCODING
To indicate the weapon usage and aiming points, we encode the solution of CMWTA by the real-value set A = {a 1 , a 2 , · · · , a m } where the component a i shows the aiming point of weapon i in the scenario. a i = ∅ when the weapon i is not used and a i represents the aiming point of weapon i otherwise. In initialization, solution A is generated by the corresponding decision vector X = (x 1 , x 2 , . . . , x m ) where x i = 1 represents the weapon i is employed and x i = 0 conversely. Hence the solutions can be divided into m subpopulations by |X | which is corresponding to the layers in Fig. 1 . The algorithm of population initialization is shown in Algorithm 2. In line 5 of Algorithm 2, the random integer u is the number of the employed weapons. In line 6, L is the index list of employed weapons. Line 11 gives the detection and repair algorithm which is described as follows.
Algorithm 2 Population Initialization
Input: pop: the size of the population; m: the number of weapons; n: the number of targets; B: the battlefield domain.
Generate a vector L = (l 1 , l 2 , . . . l u ) containing u unique integers selected randomly from [0, m]; 7: for i = 1 to u do 8: x l i = 1 9: 10: end for 11: Detect and repair (X , A); 12: Add solution (X , A) to subpopulation SP |X | ; 13: end for 2) EVOLUTIONARY OPERATOR To avoid the accuracy decline and the Hamming Cliff problem [59] , [60] , the Simulated Binary Crossover named SBX, and Polynomial Mutation is adopted on the real-valued solutions without coding and decoding. Apply the evolutionary operators on the equal genes of solutions by the strategy: 1 Execute the SBX operation when two parent genes are the nonempty set. 2 Exchange two parent genes when only one parent gene is the nonempty set. 3 Randomly select a nonempty gene in the parent as the mutation gene. The advantage of this strategy is that the solutions are still in the neighboring subpopulations after the evolutionary operators.
B. CONSTRAINT HANDLING 1) REPAIR OPERATOR
For the diversity of the population, the repair operator has a level of relaxation on constraints. The repair operator consists of three detection and repair procedures of consistency, survival threshold, and preference assignment.
(1) Consistency. Calculating (f 1 , f 2 ) by raw (X , A) may lead to the inconsistency of f 1 and f 2 which causes the redundancy of mapping from search space to the objective function. Hence the decision matrix is proposed to update (X , A). The detection and repair algorithm of consistency is presented in Algorithm 3.
In Algorithm 3, lines 1-10 show the initialization of decision matrix D. Lines 11-16 show the redundant weapon is pruned by the decision matrix.
(2) Survival threshold. To prevent local optimum, elastic detection is adopted on the constraint of damage threshold, for j = 1 to n do 5: if p j − a i < R i then 6 :
end if 8: end for 9: end if 10: end for 11: for i = 1 to m do 12: if x i + if U = ∅ then 5: Randomly select an index k from U and delete k from U ; 6: Randomly generate a k by p j − a k < R k ; 7:
end if 10: end if 11: end for namely have the target, which has the requirement of damage threshold, within the lethal radius of any weapon. The detection and repair algorithm of the survival threshold is presented in Algorithm 4.
Line 1 of Algorithm 4 obtains the employed weapons which are out of preference assignment and available to be reassigned. Line 3 obtains the target which has the requirement of damage threshold but is not within the lethal radius of any weapon. Line 4-9 shows an available weapon is selected randomly to the target which is unsatisfied with the survival threshold. As shown in line 8, the algorithm stops when all unsatisfied targets are repaired, or no available weapon can be reassigned.
(3) Preference Assignment. For the diversity of the population, the following strategy is adopted in the case of preference assignment of weapon-target pair i − j. 1 If weapon i is not available, no operator is performed to the solution. 2 If weapon i is available and target j is not within the lethal radius of weapon i, randomly generate the aiming point of weapon i within a certain range centered on target j. The detection and repair algorithm of preference assignment is presented in Algorithm 5. Line 3-5 show the weapon i, which is available but not for the prior target j, is reassigned to threaten target j.
Algorithm 5 Detection and Repair Algorithm of Preference Assignment
Input: (X , A): the raw solution; D: the decision matrix; E: the preference matrix; m: the number of weapons; n: the number of targets. Output: A: the repaired solution.
1: for j = 1 to n do 2: for i = 1 to m do 3: if e ij = 1 and x i + d ij = 1 then 4: Randomly generate a i by p j − a i < R i ; Considering the mutual interaction, the sequence of three algorithms is preference assignment, damage threshold, and consistency. The procedure of repair operator is described as follows.
Step 1 Generate the raw solution (X , A) then calculate the decision matrix D;
Step 2 Implement the preference assignment algorithm on (X , A) then update the decision matrix D;
Step 3 Implement the damage threshold algorithm on (X , A) then update the decision matrix D;
Step 4 Implement the consistency algorithm on (X , A).
2) MEASUREMENT OF CONSTRAINT VIOLATION
Because the relaxation of the repair operator, the most repaired solutions also violate the constraints. Preparing for the selection algorithm, a measurement of constraint violation is designed to evaluate the infeasible solutions.
The constraint violation of a solution is defined as
where C is the set of constraints; s i is the constant coefficient of the ith constraint; g i (X , A) represents the constraint violation of solution (X , A) on the ith constraint and is designed by the following principles.
• g i (X , C) reflects the deviation of the infeasible solution X to the feasible region on C i .
• g i (X , C) is proportional to the distance from the infeasible solution X to the nearest feasible solution on C i and is normalized. In this paper, C = {C 1 , C 2 , C 3 } represents the constraint of security evasion, survival threshold, and preference assignment respectively; s i is set to 1 since g i (X , C) is normalized. The constraint violation of security evasion is designed as
g 1 = 0 when the friendly/neutral targets are not within the lethal radius of any weapon. Conversely, g 1 is inverse proportional to the distance from friendly/neutral targets to the aiming points of weapons violating C 1 .
The constraint violation of the survival threshold is designed as
g 2 = 0 when survival probability vector P and survival threshold vector satisfy P i ≤ ρ i , i = 1, 2, · · · , n; otherwise g 2 is proportional to the deviation |P − ρ|.
The constraint violation of preference assignment is designed
where E 1 is the l1-norm of the preference matrix E, which denotes the number of preferred weapon-target pairs. g 3 = 0 when the preference pair i − j is satisfied; otherwise g 3 is proportional to the distance from target j to the aiming point of weapon i.
C. ENVIRONMENT SELECTION
One challenge of solving CMWTA is obtaining the nondominated solutions of fewer weapons. The reason is that fewer weapons are difficult to satisfy the constraints, and more weapons are easy to violate constraints. The situation of more weapons is better than fewer weapons in the evolutionary process because adding one weapon to the feasible plan of the middle subpopulation is more likely to approach a feasible plan than removing one weapon from the feasible plan of the middle subpopulation. Hence the diversity of the subpopulation of small f 2 is more important than the other subpopulations. Hence this paper presents a self-adaptive selection algorithm that gives more relaxation on the subpopulations of smaller f 2 .
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First, we defines the solution of CMWTA, which has a low constraint violation and acceptable fitness, as an effective solution. The self-adaptive selection algorithm selects the effective solutions to an elitist environment called effective population. According to the characteristic of the WTA problem, the survival probability of target declines obviously when one more weapon is used, especially the one more weapon violates more constraints. If a solution uses more weapons and violates more constraints, but leads to less damage effect, we consider this solution contributes less effective information. Inspired by this principle, the procedure of the self-adaptive sorting algorithm is as follows: Pick the first front consisting of the non-dominated solution of each subpopulation. In this front, if a solution is dominated by any solution with smaller f 2 on (f 1 , φ), then this solution is removed from the current front and is left to the next front. When this detection of each solution of the current front completes, copy the existing solutions to the effective population. Pick the next front and repeat the above steps until the effective population is filled. Besides the low computational complexity and no parameter tuning, this sorting method has a self-adaptive mechanism making the solutions with smaller f 2 be more likely to be selected to the effective population. The self-adaptive selection algorithm is detailed in Algorithm 6. 
4:
for i = m to 2 do 5: if sp i * = ∅ then 6: continue; 7: end if 8: for j = i − 1 to 1 do 9: if sp j * = ∅ and sp j * .f 1 < sp i * .f 1 and sp j * .φ < sp i * .φ then 10: Delete sp i * from S; 11: break; 12: end if 13: end for 14: Copy S to EP and delete S from P; 15: k = k + |S|; 16: end for 17: end if As shown in line 3 of Algorithm 6, S is the front prepared for the effective population in which s(p i ) * is the nondominated solution on (f 1 , φ) of SP i rather than the entire population. Line 4-9 gives the filter procedure of effective solutions. The solutions of S is checked from SP m to SP 1 , and one solution is only compared with the solutions with smaller f 2 . For example, solution sp i and sp j of the front S come from the subpopulation SP i and SP j (i < j) respectively. If solution i dominates solution j on (f 1 , φ), namely sp i .f 1 < sp j .f 1 and sp i .φ < sp j .φ, we believe the solution j provides the less effective information than solution i in the evolutionary process and give priority to copying solution i to EP. In line 10-14, the ineffective solutions of current S are deleted and left to the front S of the next iteration.
The relaxation of constraint generally impacts the convergence speed. A cooperative evolutionary mechanism, which utilizes the similarity of neighboring non-dominated solutions and contributes to the quality information transferring in neighboring subpopulations, is adopted to strengthen the convergence speed. For the ith subpopulation, we define the nearest T subpopulations as the neighborhood B (i, T ) which can be calculated by Equation 16 .
The evolutionary operators are implemented on the neighboring solutions, and the procedure is outlined in Algorithm 7. if |SEP i | > 0 then 3: Randomly select the individual x 1 and x 2 from SEP i and B (i, T ) respectively; 4: Generate solutions y 1 and y 2 from x 1 and x 2 by evolutionary operators; 5: Detect and repair y 1 and y 2 .
6:
Copy y 1 and y 2 to corresponding subpopulations of Q. 
E. PERFORMANCE METRICS
In MOPs, the major performance metrics are to measure the convergence and spacing. The former evaluates the proximity of obtained Pareto-optimal set to the true Pareto-optimal set, and the latter evaluates the uniformity of the non-dominated solutions. In CMWTA, since the non-dominated solutions follow the specific non-uniform distribution, the spacing metric is not employed to reflect the quality of the Pareto-optimal set. Generally, the calculation of convergence metric needs the true Pareto-optimal set which is hardly obtained in the CMWTA problem. Thus a variant of convergence metric is proposed to compare the algorithms solving MWTA. Let P = p 1 , p 2 , · · · , p |P| be the approximate Pareto-optimal set coming from the historical non-dominated solutions of the comparison algorithms; A = a 1 , a 2 , · · · , a |A| is the Pareto-optimal set found by a comparison algorithm. The convergence metric C (A) is the normalized proximity of A to P.
Besides the quantitative evaluation of the convergence metric, the coverage metric [20] is employed for the qualitative evaluation.
where means weakly dominate; A, B are two approximate Pareto-optimal sets and the function I C maps the ordered pair (A, B) to the interval [0, 1]. It shows that A is better than B when I C (A, B) > I C (B, A) .
IV. EXPERIMENT STUDIES
In this section, we compare MOEA-CMWTA with several state-of-the-art MOEAs, an MOEA/D for WTA, and approved constraint handling methods. All experiments were carried out in MATLAB R2016b environment on a PC with i7-2.5GHz CPU and 8GB memory.
A. COMPARISON ALGORITHMS AND CONSTRAINT HANDLINGS
To verify the performance of MOEA-CMWTA, we compare our algorithms with several MOEA frameworks and approved constraint handling approaches. The comparison frameworks are:
1) NSGA-II [61] . Alleviating the difficulties of NSGA, NSGA-II has better convergence and lower computational complexity by using a fast non-dominated sorting approach and an elitist selection operator. The reason why being a comparison algorithm is that NSGA-II performs rather good diversity in bio-objective instances. 2) SPEA2 [62] . As an improved version of SPEA, SPEA2 incorporates a revised fitness assignment strategy, a nearest neighbor density estimation technique and an enhanced archive truncation method. SPEA2 has a great advantage in distribution. 3) MOEA/D [63] . MOEA/D has achieved great success in the field of evolutionary MOPs based on decomposing a MOP into some scalar optimization subproblems and optimizes them simultaneously. MOEA/D performs well on multi-objective 0-1 knapsack problems, continuous multi-objective optimization problems and disparatelyscaled objectives by using objective normalization. 4) MOEA/D-WTA [7] . For solving the classic MWTA, MOEA/D-WTA integrate a population initialization based on prior knowledge, a problem-specific selection, and a mating restriction. The experimental results show that MOEA/D-WTA outperforms several MOEA/D frameworks in terms of solving the point-to-point MWTA problem.
The comparison constraint handling approaches are: 1) Self-adaptive penalty (SP) function [44] . This method modified the objective function by an adaptive penalty function and a distance measure. Besides the superior performance, the advantage is simple to implement and does not need any parameter tuning. 2) Constrained-dominated principle (CDP) [46] . As the representative method of the modified dominance rule, the CDP compares the objectives and constraints separately. The infeasible solutions are guided toward the feasible region. This method performs well on real-code GAs and does not require any parameter setting. 3) -constraint handling (EC) method [53] . EC designs a dynamic relaxation on the constraints, which is in favor of maintaining diversity. 4) Stochastic ranking (SR) method [54] . SR adopts a probability parameter pf to decide if the comparison is to be based on objectives or constraints, which contributes to solving the COPs with the narrow feasible region.
In the practical composition of the frameworks and constraint handling approaches, the repair operator is also implemented on each algorithm. The parameters are set as follows:
1) Global settings: the population size pop = 1200; the max generation maxgen = 100; the crossover probability p c = 0.8; the mutation probability p m = 0.2; the crossover distribution index η c = 5; the mutation distribution index η m = 5; 2) Parameter setting in MOEA-CMWTA: the size of effective population ep = 0.5pop; the number of neighboring subpopulations T = 2; The detailed setting of the comparison algorithms are listed in Table 2 .
B. OPERATIONAL SCENARIO
First, the scenario 1 of limited weapons, namely m < n, is defined and omitting the units for simplicity. As shown in Fig 2, the scenario scale is 20 × 20. There are six available weapons and 20 hostile targets displayed by red diamonds and marked by Arabic numerals. The inequalities after target 6 and 13 indicate the requirement of survival threshold. The Roman numeral III, after target 14, indicates the preference assignment of weapon 3. There are also two friendly/neural targets displayed by blue dots. Let the lethal radius of available weapons be [2.5:0.5 :5] . Then the scenario 2, which involves 30 weapons and 30 hostile targets, is designed to investigate the performance facing the saturated weapon resource and a more complex environment. The lethal radius of available weapons is [2.1:0.1:5]. The specific parameters of the two scenarios are shown in Table 3 .
C. EXPERIMENTS ON MOEAS
In this section, we perform 13 compositions of the MOEA frameworks and constraint handlings on scenario 1. Then five algorithms, which preserve the convergence metric less than 0.1 and have better distribution, are compared on scenario 2.
1) PERFORMANCE ON SCENARIO 1
We run each algorithm on scenario 1 over 30 independent runs. The statistics of the Pareto-optimal sets are shown in Table 4 . In Table 4 , column 1 lists the comparison algorithms. Columns 2 to 6 show the size of the obtained Pareto-optimal sets. Column 7 gives the percentage of infeasible solutions in non-dominated solutions, and column 8 gives the mean value of constraint violation. Column 9 gives the mean value of the convergence metric of the Pareto-optimal set. Column 10 to 14 show the mean value of fitness of the optimal solution in each subpopulation, namely the operational effect of the optimal plan under different weapon consumption. According to the prior information and simulation results, the size of the true Pareto-optimal set is 5, and the f 2 of the optimal non-dominated solutions is 2 to 6. As shown in Table 4 , Only MOEA-CMWTA can guarantee the completeness in each run. NSGA-II-SP, SPEA2-CDP, SPEA2-SP, and MOEA/D-WTA-SP obtain the size of 4 in two, three, one, and one run respectively. The other algorithms perform worse on the distribution of PS size. In column 7 and 8, the drawbacks are concentrate on the algorithms with the EC method, and NSGA-II-SP also obtains one infeasible solution. MOEA-CMWTA and SPEA2-SP outperform on the convergence metric, which can guarantee the value of less than 0.05. MOEA/D-WTA-SP, NSGA-II-SP, and SPEA-CDP follow by 0.0570, 0.0636, and 0.0652 respectively. In mean values of fitness, SPEA2-SP performs better on the weapon consumption of 2, 5 and 6. NSGA-II-SP and SPEA2-CDP obtain optimal fitness as the weapon consumption is 3 and 4 respectively.
Based on the results of Table 4 , the convergence metric is mainly related to the completeness of the Pareto-optimal set. The elaborate self-adaptive penalty function performs rather well in the frameworks of NSGA-II, SPEA2, and MOEA/ D-WTA-SP, although it also can not guarantee the completeness of the Pareto-optimal set. MOEA-CMWTA is the only algorithm that can guarantee completeness in each run. Hence MOEA-CMWTA achieves 0.0379 on convergence metric, although it has no optimal values of fitness.
In terms of the complete Pareto-optimal set, the rigid search space may lead to the local optimum and incomplete Pareto-optimal set of CMWTA, such as NSGA-II-CDP, SPEA2-CDP, MOEA/D-CDP, MOEA/D-SR, and MOEA/ D-WTA-SP. The frameworks of NSGA-II and SPEA2 utilize the non-dominated sorting algorithm with a strict the non-dominated solutions with 0 constraint violation. Consequently, the composition of NSGA-II/SPEA2/MOEA/ D-WTA and CDP has a forced ability to cleaning the infeasible solutions out and against the diversity of the population. MOEA/D transforms a piecewise continuous objective and an integer objective into a scalar optimization, and the search capability is further restricted by CDP. As shown in Table 4 , NSGA-II-CDP and SPEA2-CDP concentrate on the size 5 and 4, and MOEA/D-CDP concentrates on the size 5 to 3. SR adopts a stochastic selection mechanism to decide the selection is based on objectives or constraints. In the latter case, SR equates to CDP. Therefore, MOEAD/D-SR performs better than MOEA/D-CDP on solving CMWTA. SR can ensure the feasibility of obtained sets but is not ideal for the completeness. The reason is that SR has no information to guide the search space such as SP.
The permissive search space causes the infeasibility and incomplete Pareto-optimal set of CMWTA, such as NSGA-II-EC, SPEA2-EC, MOEA/D-EC, and MOEA/ D-WTA-EC. EC performs worst on not only convergence but also spacing. Four frameworks with EC can not solve the complete sets in more than half runs, and can not guarantee the feasible of non-dominated solutions. MOEA/D-WTA-EC even obtains one non-dominated solution in 21 runs and The convergence metric and coverage of the obtained sets are presented in Figure 3 . Let M denotes the Paretooptimal sets obtained by MOEA-CMWTA, N denotes the sets obtained by NSGA-II, S denotes the sets obtained by SPEA2, D denotes the sets obtained by MOEA/D, and W denotes the sets obtained by MOEA/D-WTA. Figure 3(a) gives the dynamic performance of the mean values of the convergence metric in evolutionary generations. Figure 3(b) gives the box plots to illustrate the distribution of the convergence metric of the Pareto-optimal sets. The notches represent a robust estimate of the uncertainty about the medians for box-to-box comparison, and symbol + denotes outliers. To verify the proposed MOEA, Figure 3 (c) exhibits the box plots of the coverage of the two sets obtained by MOEA-CMWTA and a comparison algorithm. In each plot, the left box represents the distribution of I C (M ,  * ) , and the right box represents the distribution of I C ( * , M ).
As shown in Figure 3 (a) and 3(b), the comparison algorithms are located in several tiers. In the first tier, there are MOEA-CMWTA, NSGA-II-CDP/SP, SPEA2-CDP/SP, and MOEA/D-WTA-SP which can obtain the complete feasible non-dominated solutions in the most runs. In Figure 3 (c), only SPEA2-SP is slightly better than MOEA-CMWTA. However, this gap may result from the repair operator used in all algorithms. The influence of the repair operator is investigated in the following experiment.
In view of the decision plan of C2, Figure 4 shows the results identified by different weapon consumption. The first row of the figures gives the number of feasible plans obtained in 30 runs. To evaluate the dynamic performance of algorithms, the latter two rows present the mean values of the fitness and constraint of the optimal plans in the evolutionary generations respectively.
As shown in Figure 4 (a)-4(e), the challenge is to obtain the optimal plan with two or six weapons. Only MOEA-CMWTA can solve the optimal plans under all weapon consumption in 30 runs. SPEA2-SP and MOEA/D-WTA-SP solve the optimal plan of two weapons and six weapons in 29 runs respectively. Considering Figure 4 (f)-4(o), the most plots of the comparison algorithms have the shocks since the algorithms can not maintain the non-dominated solution in every generation of each run. By contrast, MOEA-CMWTA is robust and has a stable decrease trend. The fitness of MOEA-CMWTA increases slightly in the early generations, and the constraint violation is suppressed to 0. In this process, the individuals are converted from infeasible solutions to feasible solutions. However, NSGA-II-SP, SPEA2-SP, and MOEA/D-WTA-SP perform opposite. The fitness drops down to a low level rapidly and the constraint violation has a sharp increase, then fitness is increasing with the decrease of constraint violation. The reason is that MOEA-CMWTA and SPEA2-CDP give priority to decreasing the constraint violation. Hence the fitness of MOEA-CMWTA and SPEA2-CDP has a temporary increase in early generations. The algorithms with SP optimize the modified objectives, which optimize the objective and constraints simultaneously. Hence MOEA-CMWTA outperforms on convergence speed, which is a crucial advantage of real-time decision support in C2. As shown in Figure 4 (k)-4(o), the constraint violation of MOEA-CMWTA can converge to 0 within 5 generations, and the others of the first tier eliminate the constraint violation at about 18th generation.
So far the proposed MOEA, NSGA-II-SP, SPEA2-CDP, SPEA2-SP, and MOEA/D-WTA-SP are qualified solver for CMWTA. The sketch maps of the optimal plans, which are obtained by three algorithms over 30 runs, are displayed in Figure 5 . In Figure 5 , the roman number I to VI represent the aiming points of available weapon resources of which the lethal radii are displayed by specified colors. The targets with damage requirements are indicated by arrow wherein the first number represents the expected survival, and the number in parentheses represents the survival threshold. The weapontarget pair i − j with preference assignment, that is a ij = 1, is linked by the dotted line.
As shown in Figure 5 , the solved plans can satisfy the operational requirements. The survival thresholds of target 6 and 13 are 0.2 and 0.1. However, the no-damage targets 1 and 2 are close to the hostile targets 6 and 13 respectively, and the target 14 with the preference assignment of weapon III is close to no-damage target 1. Constrained by this situation, when the weapon consumption is less than 6, the optimal plans obtained by three algorithms have high similarity. In the case of two weapons, the weapon V and VI cannot deal with the above constraints and only the weapon III meets both the preference assignment for target 14, the survival threshold of target 6 and the security evasion of target 1. Only the weapon IV or V can satisfy the maximum fitness based on the survival threshold of target 13 and the security evasion of target 2. The distinct difference emerges as the weapon consumption is six, and the optimal plan obtained by SPEA2-SP is more rational according to the fitness and the distribution of the aiming points.
In addition, MOEA-CMWTA has low computational complexity. As described in Section 3, the repair algorithm, which is adopted in all comparison algorithms, has the worst Based on the above analysis, we conclude SPEA2-SP outperforms on the values of convergence in the comparison algorithms. MOEA-CMWTA approaches to SPEA2-SP on convergence and has advantages in spacing, robust, real-time and computational complexity.
2) PERFORMANCE ON SCENARIO 2
As shown in the above experiments, MOEA-CMWTA, NSGA-II-SP, SPEA2-CD, SPEA2-SP, and MOEA/ D-WTA-SP have the convergence metric less than 0.1 and approximate complete Pareto set. These algorithms are run on scenario 2 over 30 independent runs.
The statistics of the obtained Pareto-optimal sets are shown in Table 5 . Owing to the max weapon consumption is 30, we do not give the mean values of the fitness under each weapon consumption like Table 4 . Instead, the mean values of the fitness are plotted in Figure 7 . As shown in Table 5 , MOEA/D-WTA-SP outperforms on completeness of the Pareto-optimal set but contains 8.03% infeasible nondominated solutions and the mean value is 1.5387. MOEA-CMWTA gives better completeness of the Pareto-optimal set than three other algorithms and preserves the feasibility of the non-dominated solutions. Figure 6 shows the convergence metric and coverage of the Pareto-optimal sets obtained by five algorithms. Considering Table 5 and Figure 6(a) , only MOEA-CMWTA and MOEA/D-WTA-SP get the convergence metric less than 0.5. MOEA-CMWTA has a better convergence metric, TABLE 6. Statistics of the Pareto-optimal sets obtained by the repair and non-repair versions of MOEA-CMWTA, NSGA-II-SP, SPEA2-CDP, and SPEA2-SP in 30 independent runs. and MOEA/D-WTA-SP has a smaller overshoot. As shown in Figure 6 (b), the convergence metric of MOEA-CMWTA and MOEA/D-WTA-SP also have better distribution than the others. Figure 6 (c) illustrates that MOEA-CMWTA outperforms than four other algorithms on coverage.
In Figure 7 , the upper figure shows the mean values of the Pareto-optimal fronts obtained by MOEA-CMWTA, NSGA-II-SP, SPEA2-CD, SPEA2-SP, and MOEA/ D-WTA-SP. The lower figure gives the number of the nondominated solutions obtained by five algorithms and sorted by weapon consumption.
The mean values of the Pareto-optimal fronts are close in the upper figure. It is noteworthy that the more weapon consumption, the less benefit obtained. Integrating the lower figure, MOEA-CMWTA outperforms when weapon consumption is less than 25, and MOEA/D-WTA-SP is outstanding when weapon consumption is more than 24. However, as shown in the upper figure, fitness has little benefit when weapon consumption is more than 15. Besides, MOEA/ D-WTA-SP gets no infeasible non-dominated solutions in scenario 1 possessing six weapons but obtains 8.03% infeasible solutions in scenario 2 possessing 30 weapons. Hence we deduce that the infeasible non-dominated solutions of MOEA/D-WTA-SP are concentrated in the solutions of middle or high weapon consumption. All the above, we conclude: (1) The rational number of max weapon resource is about 16 for scenario 2. (2) CMWTA-MOEA has more superiority in solving CMWTA. Figure 8 shows the sketch maps of the optimal plans, which are obtained by five algorithms over 30 runs. As illustrated in Figure 8 , the valuable targets can be covered by the optimal assignment when weapon consumption achieves 10.
D. EXPERIMENTS ON REPAIR OPERATOR
To verify the performance of the repair operator, we compare the repair and non-repair two versions of four MOEAs, namely MOEA-CMWTA, NSGA-II-SP, SPEA2-CDP, SPEA2-SP and MOEA/D-WTA-SP which are verified in the previous experiment. We perform 30 independent runs on each algorithm, and the statistics of obtained Paretooptimal sets are shown in Table 6 .
As shown in Table 6 , only two versions of MOEA-CMWTA and non-repair MOEA/D-WTA-SP can guarantee the completeness and feasibility of the Pareto-optimal sets. However, the percentage of the infeasible solutions is 2% and the mean values is 0.0568. The repair operator has a slight improvement on the completeness and feasibility of NSGA-II-SP. The repair operator has a great improvement on the completeness of SPEA2-CDP but has no influence on the completeness of SPEA2-SP. Comparing the convergence metric, the repair version of each algorithm performs better than the non-repair version. In terms of the fitness, MOEA-CMWTA almost obtains the suboptimal fitness of each subpopulation. SPEA2-CDP obtains the optimal mean values of SP 4 to SP 6 but it has an indifferent convergence metric owing to the incompleteness. SPEA2-SP performs better in solving the non-dominated solutions of SP 3 and SP 6 . MOEA/D-WTA-SP has the optimal fitness of SP 2 but is related to the infeasible solutions. Besides, the most absent solutions are in SP 2 .
The convergence metric and coverage of the obtained sets are shown in Figure 9 . Figure 9 (a) shows the distribution of the convergence metric obtained in 30 independent runs. Figure 9 (b) shows the mean values of the convergence metric over 30 independent runs in 1 to 100 generations. Figure 9 (c) exhibits the box plots of the coverage metric obtained by two versions of each algorithm. The left plot shows the distribution of the repair version dominating the non-repair version. The right plot shows the distribution of the non-repair version dominating the repair version. For each algorithm in Figure 9 , the repair version has a significant improvement compared to the non-repair version.
In Figure 10 , the figures of the first row plot the mean values of fitness of optimal plans during the iteration process, which are identified by weapon consumption. Similarly, the figures of second-row give the mean values of constraint violation. As shown in Figure 10 , the repair version performs better than the non-repair version on not only fitness but also convergence speed. Owing to the narrower feasible region of SP 2 , this difference is distinct in Figure 10(a) . In view of the feasible decision of C2, MOEA-CMWTA and SPEA2-CDP have an advantage in real-time.
E. SENSITIVITY ANALYSIS
The parameters of MOEA-CMWTA can be divided into two categories. One is the parameters of the evolutionary framework, such as p c , p m , η c and η m . Another is the unique parameters embedded in MOEA-CMWTA, such as the size of the effective population ep and the number of neighboring subpopulation T . In this paper, the former parameters adopt the proposed settings in extensive research. The sensitivity of the unique parameters is analyzed by the following experiments. 
1) SIZE OF THE EFFECTIVE POPULATION
In the above experiments, the size of the effective population is set to pop/2 empirically. In order to investigate the influence of ep, we set ep = K · pop where K = [0.1 : 0.1 : 1] is to control the ratio of ep to pop. For each ep, we perform 30 independent runs on MOEA-CMWTA solving scenario 1, and the results are shown in Table 7 , Figure 11 and 12.
As shown in Table 7 , the different ep do not destroy the completeness and feasibility of the Pareto-optimal sets. According to the convergence metric, the cases of more than 50% perform better than the others. In the column of fitness, the optimal mean values are concentrated in the cases of more than 50%. The case of 60% outperforms on the mean values of the convergence metric and the fitness of SP 4 and SP 5 .
As shown in Figure 11 (a), the cases of less than 60% show the faster convergence speed and the worse convergence metric. According to the drawing of partial enlargement, the case of 60% has a better convergence metric and the medium convergence speed. The cases of 70%, 80%, and 100% show a similar performance. In Figure 11(b) , the cases of no more than 50% have a wide distribution. The convergence metric can be stabilized less than 0.2 when ep is more than 0.5pop. It is worth noting that the case of K = 0.6 is also outstanding in not only value but also distribution. To verify the superiority of the case of 60%, Figure 11 (c) gives the box plots of the coverage of the two sets obtained by the case of 60% and the others in 30 independent runs. The case of 60% outperforms the others except the case of 80%. Considering the convergence metric and fitness, the case of 60% performs better than the case of 80%.
In Figure 12 , the algorithms of different ep have close fitness in subpopulations except for SP 3 , and the constraint violation can converge to 0 within 10 generations. According to the drawing of partial enlargement, the algorithms of smaller ep have the faster convergence speed but no advantage of the fitness.
Based on the above results, we conclude that MOEA-CMWTA is easy to trap in local optimum when ep is less than 0.5pop, and the performance of MOEA-CMWTA has a stable improvement when ep is no less than 0.6pop. However, a larger ep has an impact on convergence speed. Hence we suggest ep be set to 0.6pop.
2) THE NUMBER OF NEIGHBORING SUBPOPULATIONS
In MOEA-CMWTA of the previous experiments, the number of neighboring subpopulations is set to 2 tentatively. We set T = 1, 2, . . . , 5 to investigate the sensitivity of T on MOEA-CMWTA. The neighboring subpopulations are calculated by Eq. 16. For each T , we perform 30 independent runs on MOEA-CMWTA solving scenario 1, and the results are shown in Table 8 , Figure 13 and 14.
As shown in Table 8 , the different T have no influence on completeness and constraint violation of the Pareto-optimal sets. The cases of 1 and 2 perform better than the others on convergence metric. The optimal mean values of fitness are also concentrated in the cases of 1 and 2. The case of 1 performs better in SP 4 and SP 5 , and the case of 2 has an advantage in SP 2 and SP 6 .
As shown in Fig. 13(a) , the case of 2 outperforms on the convergence metric and has a medium convergence speed. As shown in Fig. 13(b) , the case of 2 outperforms and the case of 5 performs worst. The other cases are relatively close to the median. To verify the outstanding of the case of 2, Fig. 13(c) shows the box plots of the coverage of two sets obtained by the case of 2 and the others in 30 independent runs. The nondominated solutions obtained by the case of 2 has a high ratio of dominating the non-dominated solutions obtained by the other cases. As shown in the box plots of the case 2 and case 4, the case of 2 has more advantage than the other box plots, which demonstrates the validity of the neighbor evolutionary strategy on solving CMWTA.
In Fig. 14(a) -14(j), the number of neighboring subpopulations has a slighter influence than ep on the dynamic performance. In Fig. 14(f)-14(j) , the constraint violation of each subpopulation can converge to 0 in the first ten generations, and the convergence speeds are close.
Based on the above results, we conclude that the small size of neighboring subpopulations improves MOEA-CMWTA slightly, and the number of neighboring subpopulations is set to 2 reasonably. The possible reason is that the case of 1 and 2 take advantage of the local information. The case of 1 performs worse than the case of 2 on diversity because the case of 1 only operates with the pre-subpopulation. When the number of neighboring subpopulations increases, the evolutionary process is reducing to be operated in the entire population and can not utilize the similar information of neighboring nondominated solutions.
V. CONCLUSIONS AND FUTURE WORK
The WTA problem is less studied based on a specific operational environment. For the low efficiency-cost ratio of the point-to-point WTA model facing swarming targets, this paper formulates a constrained multi-objective weapon target assignment problem. The CMWTA model can be viewed as an attack pattern based on overlapping target clusters if the threat assessment can cluster the targets by physical position. The objective of the CMWTA model is minimizing the expected survival probability of targets and weapon consumption by considering unit type, lethal radius, damage effect and so forth. The constraints are derived from the actual operational requirements of security evasion, survival threshold, and preference assignment. The non-dominated solutions of CMWTA are solved to be the candidates for the decision-maker.
Owing to the characteristics of the CMWTA model, the major MOEAs solving CMWTA have two challenges: (1) Handling the multi-constraint. (2) Obtaining the complete Pareto-optimal set. Therefore we present a novel multiobjective evolutionary algorithm. An elitist selection algorithm and a neighbor evolutionary strategy are proposed to guarantee the completeness and convergence of the Paretooptimal set. A repair mechanism is proposed to improve the quality of infeasible solutions. A measurement of constraint violation is designed to evaluate the infeasible solutions.
In the experimental section, we compared our approaches with several state-of-the-art MOEAs and approved constraint handling methods. A variant of the convergence metric is introduced to evaluate the algorithm solving MWTA. From the experimental results, we conclude that MOEA-CMWTA outperforms on convergence and spacing by preserving the diversity of the population. The repair operator further strengthens the searchability of the algorithms. In the sensitivity analysis of parameters of MOEA-CMWTA, the size of the effective population, which is suggested 60% of pop, has a moderate improvement on the Pareto-optimal set. The number of neighboring subpopulations has a slight advantage and is suggested to 2.
We noticed that MOEA/D solves the classic WTA problem efficiently and has low computational complexity. MOEA/D also has the advantage of using information among neighboring subproblems. Hence we think that MOEA/D has the potentiality of solving CMWTA. How to design an appropriate decomposition strategy, which is based on constraints handling, is the future challenge for us.
