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RAPPRESENTAZIONI MATRICIALI DI IDENTITA'
Summary. - A matl'ix teahnique is given whiah enabZes to study .1na '~ùs$i."~
identities in ool'ieties of assoaiative and non associative aZgebl'as. We appZy
this teahnique in the aZassifiaation o[ the aZass o[ 2-ool'ieties aontaining a
non aommutative aZgebra with identity.
NOTA. L'argomento qui trattato è stato esposto in una conferenza
tenuta a Lecce nell'Ottobre 1982.
In questa conferenza verrà illustrata una tecnica
che può essere utilizzata sia per algebre non associative
sia per algebre associative e se ne vedranno alcune appli-
cazioni concrete nel caso non associativo.
Sia V una varietà di algebre (non necessariamente
associative) su un campo F definita da una o più identità
multilineari gi di grado n. Il primo problema che ci ponia-
mo è il seguente: data un'altra identità f, quand'è che f
è conseguenza delle g., cioè quand'è che f vale in V? Risol-
~ ,
veremo questo problema con la tecnica che passiamo ad espor-
re. Si costruisca l'anello-gruppo ~ sul gruppo simmetrico S
n
su F (I)=grado delle identità). Risulta <I> = I 2 l'" nl .
"ES l'"EF
Si consideri poi un ~-modulo libero sinistro di"rango uguale
al numero di diverse funzioni (o forme di associazione) che
si vogliono o devono considerare. Facciamo un semplicissimo
esempio. Sia g la identità multilineare di grado tre corri-
spondente alla flessibilità: un'algebra R si dice flessibile
se
(x,y,z)+(z,y,x)=O \!X,y,ZER
con (x,y,z)=xy.z-x.yz. La varietà delle algebre flessibili
è molto generale: contiene le algebre commutative, anticom-
mutative, le algebre di Lie, di Jordan, ecc. I modi o forme
di associazione sono due
RR.R R.RR
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oppure potremo scegliere come "forma" la (R,R,R). I risultati
finali che otterremo saranno espressi nella "forma" che avre-
mo scelto di volta in volta. Se come forma di associazione
scegliamo RR.R e R.RR, g (flessibilità) corrisponderà al se-
guente elemento del ~-modulo sinistro (di rango 2)
( I+(13) , -1-(13) )
La prima coordinata corrispond~ al modo RR.R di associare,
la seconda corrisponde al modo R.RR. Se invece come forma
di associazione si sceglie la (R,R,R), allora il ~-modulo
ha rango l, onde alla g corrisponde l'elemento 1+(13) E~.
Tutte le possibili conseguenze di una data identità g forma-
no un sottomodulo sinistro (se le permutazioni si pensano
operanti sulla destra). Più in generale, per vedere se una
data identità f è conseguenza di s identità g. li=1,2, ••• ,5)
~
si dev~ controllare se f appartiene al sottomodulo sinistro
generato da queste identità. Qual'è il vantaggio dell'intro-
duzione di ~? E' noto che se G è un gruppo finito di ordine
o(G), detto F un campo di caratteristica p, l'algebra gruppo
A(G) di G su F è semisemplice se e solo se p=O oppure p non
divide o(G). Nel nostro caso,se W2,3 e se F è sufficientemente
grande, ~ è una somma diretta di anelli completi di matrici
su F. Nel caso di identità di grado 3 (come ad esempio la
flessibilità) si ha <I>~FEB Fffi F2x2 . Nel caso di identità
di grado 4 è <I>~F ffi F $l F2x2 $l F3x3ffi F3x3 . La flessibilità
ha la seguente rappresentazione
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RR.R EB R.RR
(2) (-2)
(O) (O)
(0 -l) ( O l
-)O 2 O
oppure
(R,R,R)
(2 )
(O)
(O -l)
O 2
Si può esprimere la flessibilità mediante un qualunque gene-
ratori:! del q'-modulo (o dell' ideale) sinistro, quindi
RR.R
(l)
(O)
R.RR
(-1)
(O)
Quindi f è conseguenza di g ( o di 9 l ,92 , .•• ,g5) se e solo
se in ogni rappresentazione irriducibile di S le righe del-
n
la matrice di f appartengono allo spazio delle righe della
matrice di gl,g2, ••. ,9
5
' In pratica, per vedere se una iden-
tità f è conseguenza di un certo numero di identità g1,9 2 ,
••• ,gs si costruisce la matrice di 9 1 ,9 2 , ••• ,95 in ogni
- 4 -
pezzo e se ne calcola il rango; poi si costruisce la matri-
ce di gl,g2, ••• ,gs,f e se ne calcola il rango. Se in ogni
pezzo i ranghi coincidon~, f è conseguenza delle gi.
Per esempio, la flessibilit~ non implica la alter-
nativit~ a destra. Un'algebra R si dice alternativa a destra
se (x,y,z)+(x,z,y)=O\(X,y,zER.
Tale legge corrisponde all'elemento 1+(23) di ~ rispetto alla
"forma" (R,R,R). La sua rappresentazione è la seguente:
(R,R,R)
(l)
(O)
Confrontando con la rappresentazione della flessibilità si
vede che nella rappresentazione~3 flessibilità + alternati-
vità a destra viene ad avere rango 2, mentre flessibilità da
sola ha rango l.
Una tale tecnica serve soprattutto nelle questioni
di classificazioni· di identità. Un primo esempio è la clas-
sificazione delle algebre ad associatori dipendenti. Un'al-
gebra si dice ad associatori dipendenti se soddisfa una o
più identità della forma
Q;(x,y,z)+ p(z,x,y)+ y (y,z,x)+ ò(x,z,y)+ e (y,x,z)+ ~ (z,y,x) = O
cc, , p , y , ò , e , ~ E F, x, y, z E R.
Ci poniamo il problema di classificare tali identità, nel sen-
so di trovare tutte le algebre ad associatori dipendenti di-
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stinte. Due insiemi di identità ad associatori dipendenti
sono equivalenti se ciascuno dei due implica l'altro. Ciò
significa che generano lo stesso ideale sinistro nell'anello
gruppo (qui ovviamente abbiamo una sola forma la (R,R,R),
quindi anziché sottomodulo sinistro si parlerà di ideale si-
nistro). Quindi ci sarà corrispondenza biunivoca tra algebre
ad associatori dipendenti e ideali sinistri. Tante saranno
le algebre ad associatori dipendenti distinte quanti ideali
sinistri distinti ci sono nell'anello-gruppo ~ . In questo
caso p ~ F ffi F ID F 2x2 . Anche ogni ideale sinistro di ~ si
decompone come somma L ""'Llffi L2ffi L3 , Ll ideale sinistro dello
addendo che lo contiene. La classificazione si riduce a tro-
vare tutte le possibili scelte per gli L .. Li può essere ol _
o F, L2 può essere o a o F, L3 può essere o O o F 2x2 oppure
un idèale sinistro proprio di F 2x2 ' generato quindi da una ma-
trice non nulla della forma (~ ~).
Dato che ogni ideale sinistro di ~ è somma diretta di ideali
sinistri minimali, ne segue che ogni algebra ad associatori
dipendenti si ottiene assumendo una o più identità ad asso-
ciatori dipendenti minimali (corrispondente cioè ad un ideale
sinistro minimale).Tali ideali sono
L = F EB aEBo corrisponde all'identità (x,y,z)+(y,z,x)+
+(z,x,y)+(x,z,y)+(z,y,x)+(y,x,z)=a (as-
sociatività nelle terze potenze)
L'=O ffi p ffi O
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corrisponde all'identità (x,y,z)+(y,z,x)+(z,x,y)-
-(x,z,y)-(z,y,x)-(y,x,z)=O (Lie ammissibilità)
L"= Offioffi (~ ~) corrisponde all'identità À {(x,y,z)+(y,x,z)-
- (y , z , x) - ( z , y , x) l +,u {(x, z , y) - (z , x, y) + (y , z , x) - .
,
-(y,x,z) I = O
Si noti che la Lie ammissibilità è equivalente alla
[x,[y,z]]+[y,[z,x]] + [z,[x,yJJ= o. Se R fosse associativa
quest'ultima identità sarebbe automaticamente soddisfatta. Nel
caso non associativo ciò nonè sempre vero. Le algebre che
soddisfano la suddetta identità si dicono Lie ammissibili,
perché prendendo come nuovo prodotto [,J, (R, [, J ) è un'al-
gebra di Lie come avviene nel caso associativo.
Un altro esempio che mostra l'utilità di questa tecni-
ca è la classificazione delle cosiddette 2-varietà. Sia Vp una
varietà' di algebre a potenze associative sopra un campo P
che soddisfano la condizione che esiste un intero s ~2 tale che
A E Vp e I ideale di A implica I
S ideale di A. Tali varietà
di algebre prendono il nome di s-varietà. In particolare, per
s=2 si hanno le 2-varietà. Esempi di 2-varietà sono offerti
dalle algebre associative, alternative, di Lie, ecc.Anderson
ha mostrato che una varietà VF è una 2-varietà se e solo se
tutte le algebre di VF soddisfano le seguenti due identità
(X I X2 )X3 = a l (x3x l )x2+ a 2 (x l x 3 )x2+ a 3x 2 (x3x l )+ a4X2(Xlx3)+
aS (x3x 2 )x l + a 6 (x 2x 3 )xl + a 7x I (x 3x 2 )+ a 8x l (x2x 3 )
X3 (xl x 2 ) = PI (x3x l )x2+ P2 (xl x 3 )x2+ #3 x 2(x3x I )+ #4 x2(x l x 3 )+
#S(x 3x 2 )x l + #6(x2x 3 )x I + ~7xI (x 3x 2 )+ ~8xI (x2x 3 )
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a,pEF.
In un lavoro di prossima pubblicazione Hentzel e la sotto-
scritta abbiamo fatto una classificazione completa delle 2-varietà
(anzi,per 2-varietà non pretendiamo la associatività nelle potenze)
utilizzando questa tecnica. Anderson e Kleinfeld in [J]hanno fatto una
classificazione delle 2-varietà parziale, nel senso che hanno preso
in considerazione da un lato la classe di 2-varietà che conten-
gono un'algebra non commutativa con unità (da questa classe re-
stano ovviamente escluse le algebre di Lie) e dall'altro la clas-
se di 2-varietà contenenti un'algebra non nulla di dimensione
finita nil e semisemplice. Riguardo alla prima classe essi hanno
provato che le algebre di questa classe o sono ad associatori di-
pendenti (classificazione già nota) o soddisfano una delle seguen-
ti identità:
a s [[y ,z J ,x] = (A,Z,y)-(x,y,z)
al [[z,x] ,y] = (x,y,z)
al [(z,x] ,y] = (x,y,z)+(y,z,x) +(x,z,y)
((z,x),y] l= 2 6 +1 (x,z,y)-(z,x,y)-(z,y,x)+(x,y,z)] +(y,z,x)-(y,x,z)
6 #1,-1,-1/2
(( J ] -6 ( l l r ]al Z,x ,y = --2-- (z,y,x)-(x,y,z) + 1-6 l(X,z,y)-(z,x,y)6 -l
assieme alla (x,y,z)+(y,z,x)+(z,x,y)=O, 6#1,-1,-1/2
Recentemente, ho studiato tale classe con la tecn"ca
matriciale. Le identità definenti una 2-varietà si rappresentano,
mediante la tecnica ora vista, al modo seguente:
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RR.R R.RR
-2w +w -3 wS+w 6!if l 2l
-2z +z zS+z6- 3l 2
f/l 2 -w -2w -3 w6-wS-2w 7+2wa2 4
-z -2z z6-Z5-2Z7+2Za-32 4
'~3 (Wl w2 ) ( w5 w )6
w3 w4 w7 wa
(l
z2 ) z z6 )( 5
z3 z4 z7 z8
dove le w. e le z. sono funzìonì lìnearì delle a e delle # rì-
~ ~
spettìvamente.
Se ora sì ìmpone alla 2-varìetà dì contenere un'algebra
non commutatìva con unìtà, la rappresentazione sì semplìfìca
nella seguente (devono valere certe relazìonì tra le w.e le z.):
~ ~
&il'l
RR.R
-2w +w -3l 2
-2z1 +z2
R.RR
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-w -Zw -3Z 4
-z -ZzZ 4
qf3 (Wl WZ ) ( -w 3+3wl-wZ )l
w4 -w -Zw +w -w +ww3 3 l Z 3 4
( zl Zz ) ( -zl 3+3z l -z Z )
Zo z4 -z - Zz l+zZ- z 3+z 4:> 3
A questo punto la classificazione viene fatta a seconda del
rango della~3' Rango O non può sussistere, come è facile os-
servare.-Inoltre rango ~ Z implica automaticamente che tutte
le algebre della varietà sono ad associatori dipendenti (in-
tendendo con questa denominazione un'algebra che abbia in~3
(a,b,-a,-b). Resta quindi il caso del rango l. Dalla rappre-
sentazione matriciale si deduce la identità corrispondente e
si vede che i cinque tipi della classificazione di Anderson
e Kleinfeld si riducono ad un solo tipo.
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