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Sommaire
Le suivi des groupes d’utilisateurs ou communautés dans les réseaux sociaux dy-
namiques a suscité l’intérêt de plusieurs chercheurs. Plusieurs méthodes ont été pro-
posées pour mener à bien ce processus. Dans les méthodes existantes, pour suivre une
communauté dans le temps, une approche de comparaison séquentielle des commu-
nautés en termes de nœuds est effectuée. Ces comparaisons des communautés sont
faites par le biais des mesures de similarités basées soit sur le Coefficient de Jaccard,
soit sur un Coefficient de Jaccard modifié. Cependant, suivre une communauté donnée
à partir de ces mesures de similarités pourrait au terme de sa durée de vie conduire à
une communauté qui n’a aucun nœud en commun avec la communauté initialement
observée. De plus, l’usage de ces mesures de similarité pourrait également limiter
la détection des changements ou transitions possibles que subirait une communauté
dans le temps. Par ailleurs, parmi les méthodes existantes, très peu d’auteurs se sont
intéressés à l’étude de l’évolution de la structure des communautés dans le temps.
L’objet de ce mémoire est principalement basé sur la question de suivi des com-
munautés et de détection des changements ou des transitions que pourrait subir une
communauté dans le temps. Par ailleurs nous présentons une ébauche des perspec-
tives futures au travail élaboré dans ce mémoire à savoir l’analyse de l’évolution de la
structure des communautés dans le temps. La contribution majeure présentée dans le
chapitre deux de ce mémoire est liée à une nouvelle approche permettant de modéliser
et suivre les communautés. Dans notre modèle, nous construisons premièrement une
matrice qui dénombre le nombre de nœuds partagés par deux communautés. Chaque
ligne de cette matrice est par la suite utilisée pour représenter les nœuds partagés par
une communauté et toutes les autres communautés détectées dans le temps. Cette
représentation nous permet d’avoir une traçabilité de la communauté à comparer.
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Par la suite, nous proposons une nouvelle mesure de similarité appelée « transition
mutuelle » pour effectuer le suivi et la détection des changements dans les réseaux
dynamiques.
Dans le dernier chapitre, nous présentons une ébauche de nos futurs travaux. Dans
ce chapitre, nous tentons de prédire la structure que pourrait prendre une commu-
nauté à un instant inconnu. Pour mener à bien cette opération, nous utilisons un
modèle supervisé deux-tiers. Dans le premier tiers, encore vu comme étape d’appren-
tissage, on extrait des caractéristiques ou variables explicatives liées aux différentes
communautés. Comme caractéristiques nous observons entre deux instants le nombre
de nœuds qui joint, quitte et reste dans une communauté. Ces caractéristiques ex-
traites sur deux instants distincts sont projetées dans un nouvel espace orthonormé.
Cette projection dans un nouvel espace permet de se rassurer que les nouvelles va-
riables sont indépendantes. Une transition étant définie entre deux instants, nous
utilisons la variation des nouvelles variables explicatives pour définir chacun des phé-
nomènes comme des classes. Dans le deuxième tiers, nous utilisons le modèle de
machine à support de vecteurs (SVM) pour analyser l’évolution de la structure d’une
communauté dans le temps. Une série de tests sur des données réelles a été effectuée
pour évaluer les approches proposées dans ce mémoire.
Mots-clés: Suivi des communautés ; Événement critique ; Seuil de similarité.
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Chapitre 1
Introduction
1.1 Mise en contexte et problématique
1.1.1 Mise en contexte
Un réseau social est un ensemble d’entités sociales tels que des individus, proches
les uns des autres par le biais d’une relation ou d’un centre d’intérêt commun. De
manière générale, un réseau social est représenté comme un graphe où les nœuds cor-
respondent aux différents individus et les liens représentent les relations partagées
entre eux. Pour mieux comprendre le comportement des individus ou groupes d’indi-
vidus dans un réseau social, l’Analyse des Réseaux Sociaux (ARS) vise à définir des
mesures capables de capter les interactions existantes entre les individus du réseau
[1], [9]. Dans les approches traditionnelles, les réseaux sociaux sont modélisés comme
des graphes statiques [2], [3], [4], où le comportement des différents individus reste
figé à un instant donné. Cependant, dans la vie réelle, la plupart des réseaux sociaux
changent avec le temps dû à l’arrivée ou au départ des individus, et à la disparition ou
l’apparition de nouvelles relations entre eux : on parle de réseaux sociaux dynamiques.
Une modélisation figée comme celle faite dans les méthodes traditionnelles ne relate
pas l’aspect temporel, ni l’aspect évolutif du réseau. Par contre, dans les méthodes
récentes [5], [6], [7], les réseaux sociaux sont modélisés comme une série de graphes
statiques, où chaque graphe statique correspond à une instance du réseau social à
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une date précise. Dans la Figure 1.1 nous avons par exemple deux représentations du
réseau social G à quinze nœuds n1, n2, ...et n15 : sa représentation statique (Figure
1.1(a)) et sa représentation dynamique (Figure 1.1(b), (c) et (d)).
Figure 1.1 – Représentation d’un réseau social sous forme de graphes.
Dans la Figure 1.1(a), nous avons une représentation globale du réseau social G
et dans les Figures 1.1(b), 1.1(c) et 1.1(d) nous avons un graphe dynamique sur trois
instants t1, t2 et t3. En d’autres termes, les graphes Gt1 , Gt2 et Gt3 illustrés dans les
Figures 1.1(b), 1.1(c) et 1.1(d) sont des instances du graphe G de la Figure 1.1(a)
aux instants t1, t2 et t3 respectivement. On peut constater que dans la représentation
dynamique de G, tous les nœuds ou liens ne sont pas toujours présents. Par exemple
de t1 à t2 on peut noter le départ des nœuds n1 et n10, l’arrivée des nœuds n11 et n12,
la disparition des relations (n1, n10), (n1, n5) et l’apparition des relations (n2, n11),
(n2, n12).
La présence ou l’absence de nœuds et de liens dans les différents instants relatent
l’activité des différents nœuds dans le temps. Modéliser un réseau social sous forme
de séries de graphes statiques est important dans la mesure où l’on pourrait détecter
des changements de structures dans le réseau [6], [7], [8] et révéler d’importantes
informations sur le réseau. Comme exemples concrets, on pourrait citer entre autres
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la formation et l’évolution des groupes d’amis dans un réseau social, l’analyse du
comportement d’un groupe d’individus dans le temps [5], [9], [10], l’usage des graphes
dynamiques pour modéliser la propagation des maladies infectieuses dans une région
données [27], [28], [29].
Pour détecter les changements dans les réseaux sociaux dynamiques, deux grandes
approches ont été proposées. Certains auteurs utilisent une approche globale [5], [9],
[10], où le graphe au complet est suivi dans le temps afin d’observer comment les
nœuds et les liens se comportent dans le temps. D’autres auteurs [6], [7], [8], [11] uti-
lisent une approche locale où des sous-graphes sont extraits puis suivis dans le temps.
Les sous-graphes sont extraits de telle sorte que leurs nœuds soient fortement connec-
tés entre eux (grand nombre de liens entre les nœuds du sous-graphe) et faiblement
connectés aux autres nœuds (petit nombre de liens vers les autres nœuds du graphe)
du graphe. Cette notion de sous-graphe est connue sous le nom de communauté. Dans
la Figure 1.2, nous avons un exemple de graphe avec trois communautés C1, C2 et
C3.
Figure 1.2 – Exemple de communautés dans un graphe.
En occurrence nous avons trois, six et douze liens dans les communautés C1,
C2 et C3 respectivement. Les liens marqués en trait fort sont encore appelés liens
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intra-communautaire et ceux marqués en trait interrompu sont appelés liens inter-
communautaire. Dans le cadre de ce mémoire, nous focalisons nos efforts essentielle-
ment sur le suivi et la détection des changements liés aux communautés extraites d’un
réseau social. Par la suite nous étudions l’évolution de la structure des communautés
afin de tenter de prédire les éventuels changements qu’elles pourraient subir dans le
temps.
Le suivi des communautés dans le temps est un besoin fondamental dans le fo-
rage et l’analyse des phénomènes sociologiques. Par exemple, l’évolution des groupes
étroitement unis dans une vaste organisation peut donner un aperçu important pour
la prise de décision sur la globalité de l’organisation ; de même, la dynamique de cer-
taines sous-populations exposées à une maladie pourrait être cruciale pour faire le
suivi des premiers stades d’une épidémie.
1.1.2 Problématique
Le suivi d’une communauté dans un réseau social dynamique pourrait être défini
comme étant l’historique des instances de cette communauté pendant la durée de vie
du réseau social. Afin de ressortir cet historique, de manière générale, un processus de
comparaisons séquentielles (sur les instants consécutifs) des communautés en termes
de nœuds est effectué. Bien que des modèles aient été proposés pour faire le suivi des
communautés dans les réseaux sociaux dynamiques, la question du suivi de commu-
nautés reste toujours un réel défi sur plusieurs aspects pour les algorithmes existants.
En occurrence dans les méthodes existantes [7], [8], [11], [12], pour comparer deux
communautés, des mesures de similarités basées sur la proportion des nœuds partagés
par celles-ci sont employées. Dans ces approches, deux communautés sont considérées
comme similaires si la valeur retournée par la mesure de similarité utilisée est supé-
rieure à un seuil prédéfini par l’utilisateur. Cependant, effectuer un choix d’un seuil
de cette façon reste difficile à justifier. De plus, avec une telle approche il est difficile
d’être objectif.
Par ailleurs, faire une comparaison des communautés sur la base de la proportion
des nœuds partagés à des instants consécutifs pourrait conduire à une perte d’in-
formation (les nœuds initialement observés ne sont plus observés) dans le temps. La
6 Chapitre 1. Introduction
Figure 1.3 montre un exemple de suivi de la communauté C1t1 de l’instant t1 à l’instant
t4.
Figure 1.3 – Suivi de communautés.
Supposons, pour cet exemple, que deux communautés soient similaires si elles
partagent plus de 20% de nœuds en commun. À l’instant t2, on peut constater que
les communautés C1t2 et C2t2 partagent avec la communauté C1t1 20% et 40% de nœuds
respectivement, d’où C2t2 est plus similaire à C1t1 que C1t2 . Prenons C2t2 comme étant le
suivi de C1t1 à l’instant t2. En comparant cette dernière aux communautés C1t3 et C2t3 à
l’instant t3, on observe que C2t2 partage 30% de nœuds avec C2t3 et 0% avec C1t3 . Ainsi,
C2t3 devient le successeur de C2t2 à l’instant t3. De la même façon, à l’instant t4 on
retrouve les communautés C2t4 et C3t4 comme étant des successeurs de la communauté
C2t3 . En procédant de la sorte, on déduit la séquence C1t1 → C2t2 → C2t3 → (C2t4 , C3t4)
comme étant l’évolution de la communauté C1t1 de t1 à t4. Cependant, on constate
que seul le nœud n3 de la communauté C1t1 est conservé dans la communauté C2t3 et
qu’aucun des nœuds de la communauté C1t1 n’est présent dans les communautés C2t4
et C3t4 . Pourtant si l’on suppose la séquence C1t1 → C1t2 → C1t3 → C1t4 comme étant
le suivi de la communauté C1t1 , on remarque qu’à chaque instant de t2 à t4 au moins
deux nœuds de la communauté C1t1 restent conservés.
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1.2 Objectifs de recherche
Les objectifs visés dans ce mémoire sont non seulement de résoudre les problèmes
ci-dessus mentionnés mais aussi de prédire les changements que pourrait subir une
communauté dans le temps. Pour ce faire, le travail s’est déroulé en trois principales
étapes comportant chacune des objectifs précis. La première partie du travail avait
pour but de faire une investigation sur les principales approches existantes dans la
littérature. L’orientation de notre travail sur la détection des changements de ma-
nière locale dans les réseaux sociaux dynamiques nous a permis d’avoir une étude
bibliographique mieux orientée et de cerner les principaux problèmes rencontrés dans
l’ensemble des techniques utilisées.
Dans la deuxième partie, l’objectif était d’élaborer une méthode permettant de
pallier aux défauts rencontrés dans les méthodes existantes. Afin de répondre à notre
besoin, nous avons adopté une nouvelle approche basée sur des modèles statistiques
pour représenter les communautés à l’aide des vecteurs dénombrant le nombre de
nœuds partagés par une communauté et toutes les autres communautés dans le temps.
À partir de cette représentation, nous avons également défini une nouvelle mesure de
similarité non pas basée sur la comparaison des communautés mais sur les vecteurs re-
présentatifs de chacune des communautés respectivement. Nous supposons que deux
communautés sont similaires si leurs vecteurs respectifs sont proches ou fortement
corrélés. Nous définissons de manière automatique un seuil de similarité nous per-
mettant d’évaluer la corrélation entre deux vecteurs. Par ailleurs, l’objectif de cette
partie a été aussi de détecter et formaliser les différents types de changements ou de
transitions possibles subis par une communauté. En résumé, dans la deuxième partie
nous avons introduit une nouvelle approche théorique pour modéliser et suivre les
communautés dans le temps.
Enfin dans la troisième partie, nous tentons de prédire sur les phénomènes de
changements que subirait une communauté à partir des phénomènes de changements
de bases (apparition, disparition des nœuds). Dans l’approche présentée, nous suppo-
sons que tous les changements possible d’une communauté sont dus aux mouvements
des nœuds dans le réseau social. Nous partons de ce principe pour observer les mouve-
ments des nœuds d’un instant à un autre afin de prédire les transactions que pourrait
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subir une communauté dans le temps. Tout comme dans l’approche précédente, nous
avons utilisé une approche deux tiers basées sur des modèles statistiques. Dans le
premier tiers, l’objectif visé est un apprentissage des phénomènes de changements à
partir des variables explicatives que nous résumons par l’activité ou le mouvement
des nœuds entre deux instants. Les différents phénomènes de changements appris sont
par la suite définis comme des classes. Dans le deuxième tiers, on adapte une ma-
chine à vecteurs de support (SVM) sur l’ensemble des transitions observées sur une
communauté donnée. Le SVM utilisé permet d’inférer sur les variables explicatives,
qui sont par la suite associées à la classe la plus proche.
L’ensemble des approches théoriques présentées dans les deuxième et troisième
parties de ce travail de recherche ont été évaluées sur des données réelles extraites des
réseaux de DBLP 1, AS 2 et YELP 3.
1.3 Contributions de ce mémoire
Afin de rentrer dans la problématique de recherche définie dans ce mémoire, et
de proposer des solutions permettant de palier aux limites des approches existantes,
nous proposons dans ce mémoire de nouvelles méthodes pour suivre et détecter les
changements d’une communauté dans le temps. Nos contributions se résument comme
suit :
1. Nous proposons une nouvelle façon de modéliser les interactions d’une commu-
nauté avec toutes les autres communautés en un seul vecteur. Cette représenta-
tion vectorielle nous permet d’introduire une nouvelle mesure de similarité pour
comparer les communautés sur toute la période d’observation du réseau ;
2. L’approche proposée est capable de déterminer de manière systématique le seuil
de similarité optimal pour suivre les communautés dans le temps, contrairement
aux approches existantes qui sollicitent l’intervention de l’utilisateur pour fixer
manuellement un seuil de similarité ;
1. http://arnetminer.org/citation
2. http://snap.stanford.edu/data/as.html
3. https://www.yelp.ca/academic_dataset
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3. Contrairement aux approches existantes qui définissent plusieurs caractéris-
tiques topologiques pour étudier l’évolution de la structure des communautés
observées, nous développons une approche supervisée deux-tiers pour étudier
l’évolution de la structure de communautés en se basant uniquement sur le
mouvement des nœuds des communautés entre deux instants distincts ;
4. La validation de nos approches théoriques s’est déroulée sur des données réelles
extraites de différents réseaux sociaux tels que DBLP, Autonomous System (AS)
et YELP. Les résultats obtenus montrent que les approches présentées dans ce
mémoire donnent de bons résultats comparés aux autres approches.
1.4 Structure et organisation du mémoire
Ce mémoire est divisé en trois principaux chapitres, chacun correspondant à l’une
des phases de réalisation des objectifs visés par ce travail de recherche. Dans le premier
chapitre, nous ciblons les principales approches qui abordent les mêmes questions de
suivi, de détection et d’analyse de l’évolution des changements des communautés
dans le temps. Dans ce chapitre, nous avons deux grandes sections, l’une présentant
les techniques de suivi et de détection des changements des communautés dans les
réseaux sociaux dynamiques, l’autre section présentant une approche statistique pour
étudier l’évolution de la structure des communautés dans le temps. Au terme de la
présentation des différentes approches existantes, il est possible de voir clairement
leurs limites et de positionner nos travaux par rapport à celles-ci.
Dans le deuxième chapitre, nous présentons en profondeur notre approche de suivi
et détection des changements des communautés dans les réseaux sociaux dynamiques.
Dans un premier temps, nous présentons l’approche théorique abordée pour modéliser
les communautés sous forme de vecteurs. Par la suite nous introduisons une mesure
de similarité permettant de comparer les vecteurs représentatifs des communautés sur
toute la période d’observation qui nous permettra de suivre les communautés dans le
temps. Nous formalisons également à partir de cette mesure de similarité les différents
changements qu’une communauté pourrait subir. À la fin du chapitre, nous validons
notre modèle en la comparant avec quelques approches existantes sur des données
réelles.
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Dans le dernier chapitre, nous étudions l’évolution de la structure des commu-
nautés dans les réseaux sociaux dynamiques. Ayant défini les phénomènes des chan-
gements dans le chapitre précédent, dans un premier temps nous définissons des va-
riables de bases relatives aux mouvement des nœuds pour décrire les phénomènes de
changements que subissent les communautés. Par la suite, nous procédons à la phase
d’apprentissage des changements à partir de ces variables. Pour chaque événement ob-
servé entre deux instants, nous calculons, sur la base de ses variables, les phénomènes
de transitions possibles qui définissent des classes. Enfin dans le processus théorique,
nous utilisons un SVM pour prédire les changements des communautés. Au terme du
chapitre, nous validons notre modèle théorique en le testant sur des réseaux sociaux
réels.
Tout au long de ce mémoire nous adoptons en général les notations suivantes :
1. gti = (Vti , Eti) pour désigner un graphe représentant un réseau social à l’instant
ti, où Vti et Eti sont les ensembles des nœuds et liens respectivement ;
2. G = {Vti , Eti | 1 ≤ i ≤ m} = (gti)1 ≤ i ≤ m pour désigner un réseau social
dynamique sur la période allant de t1 à tm ;
3.
{
C1ti , C
2
ti
, ..., Cqiti
}
pour désigner une partition de gti représentant les commu-
nautés détectées à l’instant ti ;
4. Cjti pour désigner un sous-graphe de G possédant V
j
ti et E
j
ti comme ensemble de
nœuds et liens respectivement.
Il est à noter que les travaux présentés dans le chapitre deux, ont donné lieu a
une publication acceptée à la Conférence Internationale Data Science and Advanced
Analytics (DSAA) 2015 [30].
Chapitre 2
État de l’art
Les travaux effectués en analyse des réseaux sociaux dynamiques pourraient être
résumés sur deux grands axes dont l’un porte sur une approche globale tandis que
l’autre porte sur une approche locale. Dans l’approche globale, des modèles sont pro-
posés pour mieux comprendre la tendance évolutive du réseau social. Les observations
globales permettent de faire ressortir des propriétés du réseau social qui pourraient
servir à analyser la structure de l’évolution des communautés grâce aux phénomènes
de changement de bases tels que l’arrivée et le départ d’un nœud dans le réseau, tout
comme l’apparition et/ou la disparition d’un lien dans le réseau. Dans l’approche
locale, les observations sont faites sur les communautés détectées dans le réseau. Les
modèles qui sont proposés dans cette approche sont pour la plupart soit pour suivre
les communautés dans le temps et détecter les changements que subissent ces com-
munautés, soit pour déduire ces changements. Vue que nous adoptons une approche
locale, nous allons par la suite seulement nous intéresser aux travaux effectués dans
ce sens.
Le reste du chapitre est reparti en deux grandes sections. Dans la première sec-
tion, nous présentons essentiellement quelques travaux effectués sur la détection des
changements que pourrait subir une communauté dans le temps et aussi le suivi d’une
communauté dans le temps. Dans la deuxième section, nous présentons les méthodes
adoptées par quelques auteurs pour inférer sur les futures transitions que pourrait
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subir une communauté dans le temps.
2.1 Suivi et détection des changements d’une com-
munauté
2.1.1 Introduction
Plusieurs travaux intéressants ont été proposés sur l’analyse de l’évolution des
communautés dans les réseaux dynamiques. Dans la plupart de ces travaux, l’objectif
visé est de suivre et/ou de détecter les éventuels changements d’une communauté dans
le temps. En général, dans les méthodes existantes, le réseau social dynamique est tout
d’abord modélisé sous forme de série de graphes statiques, puis pour chaque graphe
statique des communautés sont extraites à l’aide d’un algorithme de détection. Par
la suite pour suivre une communauté ou détecter les changements, des comparaisons
entre communautés sont faites.
Pour être plus explicite dans le processus utilisé pour détecter les changements
et suivre une communauté dans le temps, nous présentons dans les sous-sections
suivantes quelques méthodes existantes.
2.1.2 Approche de Asur et al. [7]
Asur et al. dans leurs travaux présentés dans [7], proposent un modèle pour ca-
ractériser les phénomènes de changements d’un et d’une communauté dans le temps.
Dans leur approche, ils détectent dans un premier temps les communautés dans les
différents graphes statiques à l’aide du Markov Clustering Algorithm [14]. Puis, ils
définissent cinq événements critiques qu’une communauté pourrait subir entre deux
instants consécutifs à savoir : continuité, fusion, division, formation et dissolution.
Afin de détecter ces changements, Asur et al. comparent les communautés entre deux
instants consécutifs, en regardant la proportion de nœuds partagés. Ces événements
critiques selon leur approche sont définis comme suit :
1. Continuité : une communauté continue lorsque, entre deux instants consécu-
tifs, cette communauté reste identique à elle même en terme de nœuds. En
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d’autres mots, d’un instant ti à un instant ti+1 la communauté observée garde
exactement les même individus. De manière formelle, une communauté Cjti+1 est
une continuité de la communauté Cjti si et seulement si
V jti = V
j
ti+1
2. Fusion : entre deux instants consécutifs, deux communautés s’associent pour
former une seule communauté. Les deux communautés observées à l’instant ti
doivent partager chacune avec la communauté observée à l’instant ti+1 au moins
k% de nœuds. k étant une valeur fixée par l’utilisateur : on parle de k-fusion.
Formellement, deux communautés C lti et C
q
ti fusionnent à l’instant ti+1 en C
j
ti+1
si et seulement si
|
(
V lti
⋃
V qti
) ⋂
V jti+1|
max
(
|V lti
⋃
V qti |, |V jti+1|
) > k%
sous les contraintes |V qti
⋂
V jti+1| >
|V qti |
2 et |V lti
⋂
V jti+1| >
|V lti |
2
3. Division : entre deux instants consécutifs, une communauté se divise en deux
autres communautés. La communauté observée à l’instant ti doit partager avec
chacune des communautés observées à l’instant ti+1 au moins k% de nœuds
en commun, k étant une valeur fixée par l’utilisateur : on parle de k-division.
Formellement, une communauté Cjti se divise à l’instant ti+1 en C lti+1 et C
q
ti+1 si
et seulement si
|
(
V lti+1
⋃
V qti+1
) ⋂
V jti |
max
(
|V lti+1
⋃
V qti+1|, |V jti |
) > k%
sous les contraintes |V qti+1
⋂
V jti | >
|V qti+1 |
2 et |V lti+1
⋂
V jti | >
|V lti+1 |
2
4. Formation : entre deux instants consécutifs, une communauté se forme. La
communauté observée à l’instant ti+1 partage au plus un nœud en commun avec
une autre communauté à l’instant ti. Formellement, une communauté Cjti+1 est
nouvellement formée si et seulement si
∀Cjti ∈ gti |V jti
⋂
V jti+1| ≤ 1
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5. Dissolution : entre deux instants consécutifs, une communauté n’est plus ob-
servée. La communauté observée à l’instant ti ne partage aucun nœuds avec les
communautés à l’instant ti+1. Formellement, une communauté Cjti est dissoute
si et seulement si
∀Cjti+1 ∈ gti+1 |V jti
⋂
V jti+1| < 1
À part les phénomènes critiques observés au niveau des communautés, Asur et al.
dans [7] relèvent également les événements critiques observés au niveau des nœuds
entre deux instants consécutifs. Ils notent entre autres qu’un nœud pourrait dispa-
raître, apparaître, joindre ou quitter une communauté. Ils définissent ces événements
comme suit :
1. Disparaître : un nœud observé dans une communauté Cjti à l’instant ti, n’est
plus observé dans aucune communauté à l’instant ti+1. Formellement, un nœud
u disparaît de la communauté Cjti si et seulement si
u ∈ V jti , ∀C lti+1 ∈ gti+1 , u /∈ V lti+1
2. Apparaître : un nœud n’appartenant à aucune communauté à l’instant ti est
observé dans la communauté la Cjti+1 à l’instant ti+1. Formellement, un nœud u
apparaît dans la communauté Cjti+1 si et seulement si
u ∈ V jti+1 , ∀C lti ∈ gti , u /∈ V lti
3. Joindre : un nœud joint une communauté à l’instant ti+1, si ce nœud ne faisait
pas partie de cette communauté à l’instant ti. Formellement, un nœud u joint
la communauté Cjti+1 , si et seulement si
u ∈ V jti+1 , ∃C lti ∈ gti , u /∈ V lti , |V jti+1
⋂
V lti| >
|V lti|
2
4. Quitter : un nœud quitte une communauté à l’instant ti+1, si ce nœud faisait
partie de cette communauté à l’instant ti. Formellement, un nœud u quitte la
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communauté C lti , si et seulement si
u ∈ V lti , ∃Cjti+1 ∈ gti+1 , u /∈ V jti+1 , |V lti
⋂
V jti+1| >
|Cjti+1|
2
Il est à noter que tous les phénomènes de changements que ce soit au niveau des
nœuds ou au niveau des communautés sont détectés entre deux instants successifs.
Cependant, certains nœuds pourraient être présents à des instants non-consécutifs, ce
qui signifie qu’une communauté pourrait ne pas être dissoute juste après un instant
d’observation. De plus, Asur et al. ne proposent pas une approche pour suivre les
communautés dans le temps. Par ailleurs entre deux instants consécutifs une com-
munauté pourrait connaître bien d’autres phénomènes de changements. Greene et al.
[11] proposent une approche pour pallier à ces manquements. Dans la sous-section
suivante nous détaillons leur approche.
2.1.3 Approche de Greene et al. [11]
Tout comme Asur et al., Greene et al. [11], extraient de manière indépendante les
communautés sur chacun des graphes statiques à l’aide de l’algorithme d’optimisation
de Blondel et al. [22]. Entre deux instants consécutifs, Greene et al. définissent les
phénomènes de changements possibles comme suit :
1. Contraction : une communauté observée à l’instant ti se contracte si à l’instant
ti+1 son nombre de nœuds se voit considérablement réduit.
2. Expansion : une communauté observée à l’instant ti s’élargit si à l’instant ti+1,
son nombre de nœuds se voit considérablement augmenté.
3. Division : une communauté observée à l’instant ti se divise s’il existe deux
autres communautés similaires à cette dernière à l’instant ti+1
4. Fusion : deux communautés observées à l’instant ti fusionnent à l’instant ti+1,
s’il existe une communauté similaire à celles-ci à l’instant ti+1
À la différence de Asur et al. [7], Greene et al. [11] définissent les phénomènes de
formation et de dissolution sur deux instants non-consécutifs. D’après leur approche,
ils définissent ces phénomènes comme suit :
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1. Formation : une communauté est formée à l’instant ti+1 s’il n’existe aucune
communauté similaire à cette dernière à tous les instants précédents.
2. Dissolution : une communauté est considérée comme dissolue à l’instant ti
si pendant une période d’observation de durée d > 2 après l’instant ti, on
n’observe aucune communauté similaire à celle-ci.
Il est à noter que leurs comparaisons entre les communautés sont faites par le
biais du coefficient de Jaccard. Pour deux communautés Ckti et C
j
ti+1 observées res-
pectivement aux instants ti et ti+1, Greene et al. établissent leur similarité comme
suit,
sim(Ckti , C
j
ti+1) =
|Ckti
⋂
Cjti+1|
|Ckti
⋃
Cjti+1|
Ils utilisent également cette mesure de similarité pour suivre séquentiellement une
communauté dans le temps.
Afin de suivre une communauté dans le temps, les auteurs proposent un algo-
rithme qui permet de comparer les communautés en terme de nœuds sur des instants
consécutifs. Pour un seuil de similarité θ ∈ [0, 1] choisi par l’utilisateur, deux com-
munautés sont mises en correspondance si leur similarité est supérieure à ce seuil.
L’algorithme suit le canevas proposé ci-dessous :
1. À l’instant t1 pour chaque communauté Cit1 détectée dans le graphe gt1 , créer une
file {Cit1} (ordonnée suivant le temps) définissant l’évolution de la communauté
Cit1 et initialiser l’ensemble F = {Cit1} contenant les dernières communautés
de chacune des files.
2. À chaque instant ti > t1, comparer les communautés du graphe gti aux com-
munautés dans F ;
(a) Si la similarité d’une communauté Cjti de gti avec une communauté Fj dans
F est supérieure au seuil θ alors, Cjti est ajoutée en fin de la file contenant
Fj ;
(b) Si la similarité d’une communauté Cjti de gti avec une communauté Fj
dans F est inférieure au seuil θ alors, alors créer une nouvelle file {Cjti}
définissant l’évolution de la communauté Cjti .
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Figure 2.1 – Exemple de communautés détectées dans un graphe dynamique.
3. Si n > 1 communautés de gti ont une similarité supérieure au seuil θ avec une
communauté Fj, alors dupliquer la file contenant Fj en n files et pour chaque
file, ajouter en fin de file la communauté similaire ;
4. Réinitialiser F par les valeurs en fin de chaque file ;
5. Répéter le processus dès l’étape 2 jusqu’à la dernière instance de G.
Pour illustrer le fonctionnement de l’algorithme, nous l’avons appliqué sur le
graphe dynamique de la période allant de t1 à t4 dont les communautés sont pré-
sentées dans la Figure 2.1. Pour un seuil de similarité θ = 0.25, on a :
(1) Instant t1 : création des files {C1t1} et {C2t1} et initialisation de F = {C1t1 , C2t1} ;
(2) Instant t2 : calcul des similarités des communautés {C1t2} et {C2t2} avec les com-
munautés dans F :
— sim(C1t2 , C1t1) =
2
10 = 0.2 < θ, sim(C
1
t2 , C
2
t1) =
0
8 = 0 < θ
— sim(C2t2 , C1t1) =
4
11 = 0.36 > θ, sim(C
2
t2 , C
2
t1) =
3
8 = 0.375 > θ
(3) Ajout de la communauté C2t2 en fin des files {C1t1} et {C2t1} : {C1t1 , C2t2}, {C2t1 , C2t2}
Puisque C1t2 n’est similaire à aucune communauté dans F , on crée la file {C1t2}
(4) Réinitialisation de F : F = {C1t2 , C2t2}
(5) Retour à l’étape (2)
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(2) Instant t3 : Calcul des similarités des communautés C1t3 , C2t3 et C3t3 avec les com-
munautés dans F :
— sim(C1t3 , C1t2) =
4
6 = 0.66 > θ, sim(C
1
t3 , C
2
t2) =
0
11 = 0 < θ
— sim(C2t3 , C1t2) =
0
10 = 0 < θ, sim(C
2
t3 , C
2
t2) =
3
10 = 0.3 > θ
— sim(C3t3 , C1t2) =
0
8 = 0 < θ, sim(C
3
t3 , C
2
t2) =
0
11 = 0 < θ
(3) Ajout de la communauté C1t3 en fin de file {C1t2} : {C1t2 , C1t3}
Ajout de la communauté C2t3 en fin de files {C1t1 , C2t2} et {C2t1 , C2t2} : {C1t1 , C2t2 , C2t3},
{C2t1 , C2t2 , C2t3}
Puisque la communauté C3t3 n’est similaire à aucune communauté dans F , on crée la
file {C3t3}
(4) Réinitialisation de F : F = {C1t3 , C2t3 , C3t3}
(5) Retour à l’étape (2)
(2) Instant t4 : Calcul des similarités des communautés C1t4 , C2t4 , C3t4 et C4t4 avec les
communautés dans F :
— sim(C1t4 , C1t3) =
4
6 = 0.66 > θ, sim(C
1
t4 , C
2
t3) =
0
10 = 0 < θ,
sim(C1t4 , C3t3) =
0
8 = 0 < θ
— sim(C2t4 , C1t3) =
0
8 = 0 < θ, sim(C
2
t4 , C
2
t3) =
2
6 = 0.33 > θ,
sim(C2t4 , C3t3) =
0
6 = 0 < θ
— sim(C3t4 , C1t3) =
0
8 = 0 < θ, sim(C
3
t4 , C
2
t3) =
2
6 = 0.33 > θ,
sim(C3t4 , C3t3) =
0
6 = 0 < θ
— sim(C4t4 , C1t3) =
0
10 = 0 < θ, sim(C
4
t4 , C
2
t3) =
0
10 = 0 < θ,
sim(C4t4 , C3t3) =
2
6 = 0.33 > θ
(3) Ajout de la communauté C1t4 en fin de file {C1t2 , C1t3} : {C1t2 , C1t3 , C1t4}
On a deux communautés (C2t4 , C3t4) similaires à la communauté C2t3 , on duplique en
deux les files dont le dernier éléments est C2t3 ({C1t1 , C2t2 , C2t3}, {C2t1 , C2t2 , C2t3}) et on
ajoute en fin de files les valeurs respectives C2t4 et C3t4 , on obtient :
- {C1t1 , C2t2 , C2t3} → {C1t1 , C2t2 , C2t3 , C2t4} et {C1t1 , C2t2 , C2t3 , C3t4}
- {C2t1 , C2t2 , C2t3} → {C2t1 , C2t2 , C2t3 , C2t4} et {C2t1 , C2t2 , C2t3 , C3t4}
Ajout de la communauté C4t4 en fin de file {C3t3} : {C3t3 , C4t4}
(4) Réinitialisation de F : : F = {C1t4 , C2t4 , C3t4 , C4t4}
(5) Dernière instance du graphe G, fin de l’algorithme.
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Les files {C1t2 , C1t3 , C1t4}, {C1t1 , C2t2 , C2t3 , C2t4}, {C1t1 , C2t2 , C2t3 , C3t4},
{C2t1 , C2t2 , C2t3 , C2t4}, {C2t1 , C2t2 , C2t3 , C3t4} et {C3t3 , C4t4} sont retournées en fin
d’algorithme comme évolutions des communautés C1t1 , C1t2 et C3t3 .
Dans les approches présentées dans [7] et [11], on note qu’il y a division si pour
une communauté observée à un instant ti, il existe deux communautés à l’instant
ti+1 similaires à celle-ci. Tout comme deux communautés observées à un instant ti
fusionnent, s’il existe une communauté similaire à celles-ci à l’instant ti+1. Cependant,
une communauté pourrait se diviser en plus de deux communautés tout comme plus
de deux communautés pourraient fusionner en une seule. Brodka et al. [12] dans leur
approche prennent en considération cette différence. La sous-section suivante décrit
leur approche.
2.1.4 Approche de Brodka et al. [12]
Dans le processus de détection des changements que pourrait subir une commu-
nauté dans le temps, Brodka et al. détectent manière indépendante, les communautés
qui se chevauchent entre elles à chaque instance du graphe dynamique à l’aide de la
méthode des cliques [23]. En comparant les communautés détectées sur des instants
consécutifs, Brodka et al. décrivent sept phénomènes (continuité, formation, dissolu-
tion, rétrécissement, élargissement, fusion, division) de changements possibles. À la
différence des approches présentées dans [7] et [11], Brodka et al. supposent qu’une
communauté observée à un instant ti pourrait se diviser en plusieurs (au moins deux)
petites communautés à l’instant ti+1. De la même façon, ils supposent que plusieurs
(au moins deux) communautés observées à l’instant ti pourraient fusionner en une
communauté plus large à l’instant ti+1. Pour détecter ces phénomènes de changements,
Brodka et al. regardent, entre les instants consécutifs, l’inclusion des communautés
entre elles afin d’établir une éventuelle ressemblance. Le principe d’inclusion d’une
communauté Cti par rapport à une autre communauté Cti+1 est donnée par :
I(Cti , Cti+1) =
Vti
⋂
Vti+1
Vti
×
∑
n ∈ Vti
⋂
Vti+1
NICti (n)∑
n ∈ Vti NCti (n)
avec NICti (n) représentant la valeur reflétant l’importance du nœud n dans la com-
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munauté Cti . Cette valeur pourrait être n’importe quelle mesure (centralité, position
sociale, etc...) au choix de l’utilisateur. La mesure d’inclusion I n’étant pas symétrique
(c’est-à-dire I(x, y) 6= I(y, x)), Brodka et al. dans [12] définissent deux seuils de
similarité α et β pour évaluer la ressemblance entre deux communautés observées.
Suivant leur approche, ils formalisent ces phénomènes de changements comme suit :
1. continuité : Une communauté Cti observée à l’instant ti continue à l’instant
ti+1 s’il existe une communauté Cti+1 tels que :
I(Cti , Cti+1) ≥ α et I(Cti+1 , Cti) ≥ β et |Vti| = |Vti+1|
2. rétrécissement : Une communauté Cti observée à l’instant ti rétrécit à l’instant
ti+1 s’il existe une communauté Cti+1 tels que :
I(Cti , Cti+1) ≥ α et I(Cti+1 , Cti) ≥ β et |Vti| > |Vti+1|
ou
I(Cti , Cti+1) < α et I(Cti+1 , Cti) ≥ β et |Vti| ≥ |Vti+1|
3. élargissement : Une communauté Cti observée à l’instant ti s’élargit à l’instant
ti+1 s’il existe une communauté Cti+1 tels que :
I(Cti , Cti+1) ≥ α et I(Cti+1 , Cti) ≥ β et |Vti| < |Vti+1|
ou
I(Cti , Cti+1) ≥ α et I(Cti+1 , Cti) < β et |Vti| ≤ |Vti+1|
4. division : Une communauté Cti observée à l’instant ti se divise à l’instant ti+1
s’il existe plusieurs communautés S = {C1ti+1 , ..., Cmti+1} à l’instant ti+1 tels que
∀Cjti+1 ∈ S, Cjti+1 est un rétrécissement de Cti
5. fusion : Plusieurs communautés S = {C1ti , ..., Cmti } observée à l’instant ti fu-
sionnent en une communauté, s’il existe une communauté Cti+1 à l’instant ti+1
tels que Cti+1 est un élargissement de toutes communautés Citi ∈ S
6. dissolution : Une communauté Cti observée à l’instant ti se dissout à l’instant
ti+1 si pour toutes communautés Cjti+1 détectées à l’instant ti+1 aucune d’entre
elles n’est similaire à Cti
7. formation : Une communauté Cti observée à l’instant ti est nouvellement for-
mée si pour toutes communautés Cjti−1 détectées à l’instant ti−1 aucune d’entre
elles n’est similaire à Cti .
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De toutes les approches présentées, on note que tous les phénomènes de chan-
gements se produisent entre deux instants consécutifs, excepté les phénomènes de
dissolution et de formation présentés par Greene et al. dans [7]. Cependant, ces phé-
nomènes de changements ne pourraient pas se produire toujours sur des intervalles de
temps consécutifs. De plus dans les méthodes précédemment présentées, deux com-
munautés se ressemblent si le nombre de nœuds partagés par les deux communautés
dépassent un seuil manuellement défini par l’utilisateur. Takaffoli et al. [6], dans leur
approche, détecte les phénomènes de changements pas seulement dans des intervalles
de temps consécutifs mais aussi dans des intervalles non-consécutifs. De plus, ils uti-
lisent une analyse sémantique du graphe pour évaluer le seuil de ressemble entre deux
communautés. Dans la sous-section ci-dessous, nous présentons leur approche.
2.1.5 Approche de Takaffoli et al. [6]
Dans leur approche, Takaffoli et al. [6] détectent les communautés à chaque ins-
tance du graphe dynamique à l’aide de l’algorithme développé dans [24]. Afin de suivre
les communautés dans le temps et détecter les différents changements, Takaffoli et
al. comparent les communautés afin détecter les communautés similaires. Pour deux
communautés Cti et Ctj détectées aux instants ti et tj (i 6= j), Takaffoli et al. dans
[6] proposent la mesure de similarité suivante :
Sim(Cti , Ctj) =

|Vti
⋂
Vtj |
max(|Vti |, |Vtj |)
si
|Vti
⋂
Vtj |
max(|Vti |, |Vtj |)
≥ k
0 sinon
où k représente le seuil de similarité entre deux communautés. À la différence des
approches présentées précédemment, Takaffoli et al. se basent sur une analyse séman-
tique du réseau social afin de déterminer un seuil de similarité entre les communautés.
Les auteurs observent la variation des mots clés dans l’ensemble des communautés
en fonction de la variation du seuil de similarité. Par exemple, dans un réseau social
mettant en exergue des utilisateurs échangeant des courriels, les auteurs extraient les
courriels échangés dans chaque communauté et observent les mots clés les plus récur-
rents. En faisant varier le seuil de similarité entre 0.1 et 1, ils observent la variation
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(a) Enron (b) DBLP
Figure 2.2 – Exemple de variations des mots clés par rapport au seuil de similarité.
Schéma extrait de [6].
des mots clés échangés dans les communautés. Le degré de similarité correspondant
à la plus grande fréquence de mots clés est retenu comme seuil de similarité. Dans
la Figure 2.2 nous présentons un exemple de variations de mots clés par rapport au
seuil de similarité.
Dans la Figure 2.2(a) le seuil de similarité k choisi pour comparer les communautés
vaut 0, 5 qui correspond à la valeur pour laquelle on a le plus de mots clés. De la même
façon, on observe dans la Figure 2.2(b) un haut pic de mots clés pour le seuil k = 0.4.
Afin de détecter les différents changements que pourraient subir une communauté,
Takaffoli et al. supposent que les nœuds d’une communauté pourraient ne pas toujours
être actif à chaque instant. Pour cela, les auteurs comparent les communautés non
seulement sur des instants consécutifs mais aussi sur des instants non-consécutifs.
Cela permet de détecter plusieurs changements possibles sur une communauté à des
instants différents. Dans leurs approches, Takaffoli et al. définissent six phénomènes
de changements (formation, dissolution, fusion, division et survit) qu’on pourrait
observer sur une communauté. Comme dans les travaux présentés dans [7], Takaffoli
et al. observent également les éventuels changements au niveau des nœuds. Pour
cela, ils définissent quatre phénomènes (apparaître, disparaître, joindre et quitter)
possibles.
Takaffoli et al. formalisent les phénomènes de changements sur une communauté
comme suit :
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1. Formation : une communauté Cti se forme à l’instant ti, s’il n’existe aucune
communauté similaire à celle-ci à tous les instants précédents :
∀Ctj , j < i, Sim(Cti , Ctj) = 0
2. Dissolution : une communauté Cti se dissout à l’instant ti, s’il n’existe aucune
communauté similaire à celle-ci à tous les instants suivants :
∀Ctj , j > i, Sim(Cti , Ctj) = 0
3. Fusion : plusieurs communautés S = {C1ti , ..., Cmti } fusionnent à une date tj,
j > i s’il existe une communauté Ctj tels que :
∀Crti ∈ S, :
|V rti
⋂
Vtj |
|V rti |
≥ k
|(V 1ti
⋃
V 2ti
...
⋃
Vmti )
⋂
Vtj |
|Vtj |
≥ k
4. Division : une communauté Cti se divise à une date tj, j > i s’il existe
plusieurs communautés S = {C1tj , ..., Cmtj } tels que :
∀Crtj ∈ S :
|V rtj
⋂
Vti |
|V rtj |
≥ k
|
(
V 1tj
⋃
V 2tj
...
⋃
Vmtj
) ⋂
Vti |
|Vti |
≥ k
5. Survit : une communauté Cti survit à une date tj, j > i s’il existe une
communauté Ctj tels que :
Sim(Cti , Ctj) =
|Vti
⋂
Vtj |
max(|Vti|, |Vtj |)
Il est à noter que lorsqu’une communauté survit, celle-ci peut rester identique à
elle même, ou alors changer de taille. Supposons que Cti une communauté détectée à
l’instant ti et qui survit à l’instant tj, j > i sous la communauté Ctj , Takaffoli et al.
[6] formalisent ces phénomènes de transitions comme suit :
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1. Transition de taille : il y a transition de taille lorsque
|Vti| < |Vtj |, on parle d’élargissement de la communauté Cti .
|Vti| > |Vtj |, on parle de rétrécissement de la communauté Cti .
2. Transition de compacité : il y a transition de compacité lorsque
|Eti |
|Vti |(|Vti | − 1)
<
|Etj |
|Vtj |(|Vtj | − 1)
, on dit que la communauté Cti devient compact.
|Eti |
|Vti |(|Vti | − 1)
>
|Etj |
|Vtj |(|Vtj | − 1)
, on dit que la communauté Cti devient diffuse.
3. Transition de leader : il y a transition de leader lorsque le nœud ayant le plus
grand degré de centralité dans Cti n’est plus le même dans la communauté Ctj :
u ∈ Cti
argmax
Centrality(u) 6= v ∈ Ctj
argmax
Centrality(v)
avec Centrality(v) =
degCti
(v)
|Vti | − 1
où degCti (v) est le nombre de lien incident au
nœud v dans la communauté Cti .
4. Transition de persistance : il y a transition de persistance lorsque,
|Vti| = |Vtj | et |Eti| = |Etj |
Pour détecter les changements que pourrait subir un nœud dans une communauté,
Takaffoli et al. regardent l’évolution du graphe en entier et de la communauté ob-
servée. Dans leur approche, Takaffoli et al. utilisent le concept de méta-communauté
pour définir l’évolution d’une communauté dans le temps. Ils définissent une méta-
communauté comme étant une séquence M = {Ct1 , ..., Ctn} de communautés
ordonnées suivant les instants t1 < ... < tn tels que pour toute communauté
Cti ∈ M , ∃ Ctj tj < ti, Sim(Cti , Ctj) > 0. Dans la suite on notera M(Cti) pour
désigner la méta-communauté de Cti .
Connaissant l’évolution d’une communauté et du graphe dans le temps, ils forma-
lisent les phénomènes de changement au niveau des nœuds comme suit :
1. Apparaître : un nœud u apparaît à l’instant ti, lorsqu’il n’existe aucune com-
munauté à tous les instants précédents où u existe,
u ∈ Vti , ∀Ctj ∈ G, tj < ti, u /∈ Vtj
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2. Disparaître : un nœud v disparaît à l’instant tj, lorsqu’il n’existe aucune com-
munauté à tous les instants suivants où u existe,
u ∈ Vti , ∀Ctj ∈ G, tj > ti, u /∈ Vtj
3. Joindre : un nœud u joint une communauté Cti à l’instant ti, s’il n’appartient
à aucune communauté appartenant à la même méta-communauté que Cti aux
instants tj < ti,
u ∈ Cti ∀Ctj ∈ M(Cti), tj < ti, u /∈ Ctj
4. Quitter : un nœud u quitte une communauté Cti à l’instant ti, s’il n’appartient
à aucune communauté appartenant à la même méta-communauté que Cti aux
instants tj > ti,
u ∈ Cti ∀Ctj ∈ M(Cti), tj > ti, u /∈ Ctj
2.1.6 Conclusion
Des méthodes présentées ci-haut, certaines d’entre elles sont capables de détecter
des phénomènes de changements uniquement sur des instances consécutives [7], [11],
[12] et d’autre pas seulement sur des instants consécutifs [6]. Cependant, de toutes
ces approches aucune n’est capable d’inférer sur la prochaine transition qu’adoptera
la communauté observée à partir des observations faites sur cette dernière. Pour
rester dans le cadre de l’étude de l’évolution de la structure des communautés dans
le temps, très peu d’auteurs se sont intéressés à cette question. Au meilleur de notre
connaissance, uniquement les auteurs Gliwa et al. [13], Brodka et al. [21] et Takaffoli
et al. [20] se sont intéressés à cette question. Par la suite, nous présentons de manière
détaillée leurs approches.
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Figure 2.3 – Sélection des variables explicatives suivant le modèle de Brodka et al.
dans [21]
2.2 Analyse de l’évolution de la structure des com-
munautés
Afin d’inférer la prochaine transition d’une communauté à un instant futur, les
auteurs dans [13], [20] et [21] extraient plusieurs caractéristiques sur les communautés
observées. À partir de ces caractéristiques ils appliquent des techniques d’apprentis-
sage par machines pour déduire la prochaine transition que prendra la communauté
suivant un modèle de classification. Nous présentons dans ce qui suit, les approches
abordées par les auteurs dans [13], [20] et [21].
2.2.1 Approche de Brodka et al. [21]
Dans leur approche, pour inférer la prochaine transition entre t et t+1 que prendra
une communauté, ils observent les quatre instants précédents t − 3, t − 2, t − 1 et
t. Sur ces quatre instants, les auteurs extraient sept variables liées à la taille de la
communauté à chaque instant et au phénomène de transition à chaque intervalle de
temps. Dans la Figure 2.3 nous avons un exemple illustrant les variables extraites à
partir de quatre instants précédant la future transition à déduire. Dans cette exemple,
nous avons les variables v1, v2, v3, v4, v5, v6 et v7 qui prennent les valeurs respectives
6 ; élargissement ; 9 ; division ; 5 ; continuité et 5.
Les variables ainsi définies sont utilisées pour induire sur la future transition que
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prendra la communauté. Dans ce cas précis la future transition ici est déterminée
par un modèle de classification. En d’autres termes, à partir des variables observées,
on détermine à quelle classe appartient la prochaine transition de la communauté
observée. Les classes dans l’approche de Brodka et al. [21] correspondent aux phé-
nomènes de changements fusion, division, élargissement, rétrécissement, continuité et
dissolution tels que définis dans [12]. Pour valider leur approche, Brodka et al. testent
leurs variables sur plusieurs types de classificateurs. À partir des variables utilisées,
ils obtiennent des résultats avec une précision d’au moins 50%.
Il est à noter que dans l’approche présentée dans [21], on a besoin de quatre ins-
tants précédents pour déduire la prochaine transition ou le prochain changement que
pourrait prendre la communauté observée. Cependant, il peut s’avérer que la commu-
nauté observée ne survit pas sur une durée de quatre instants. De plus, vu le mouve-
ment des nœuds dans les communautés, les variables de tailles tels que présentées dans
[21] pourraient être insuffisantes pour déduire sur la future transition que prendrait
une communauté. Gliwa et al. [13] dans leur approche proposent également un modèle
très proche des travaux présentées dans [21]. Cependant, ils considèrent uniquement
trois instants précédents et des caractéristiques topologiques de la communauté pour
inférer sur la prochaine transition que pourrait prendre une communauté observée.
Dans le paragraphe suivant nous présentons l’approche de Gliwa et al.
2.2.2 Approche de Gliwa et al. [13]
Gliwa et al. extraient sur la base des trois instants précédents d’une communauté
évolutive quatre caractéristiques : leadership, densité, cohésion et taille de la com-
munauté. Pour une communauté Cti observée à l’instant ti, ces caractéristiques sont
formalisées comme suit :
1. Leadership : mesure le degré de centralité de la communauté [25],
L =
∑
v ∈ Cti
dmax − d(v)
(n − 2)(n − 1)
avec dmax le plus grand degré dans la communauté Cti , d(v) le degré du nœud
v, n le nombre de nœuds dans la communauté Cti .
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2. Densité : mesure le nombre moyen de connexions dans la communauté [26],
D =
∑
i
∑
j a(u, v)
n(n − 1)
où a(u, v) = 1 s’il existe un lien entre les nœuds u et v et 0 sinon.
3. Cohésion : mesure l’état des connexions à l’intérieur d’une communauté par
rapport aux connexions externes à la communauté [26],
C =
∑
u ∈ Cti
∑
v ∈ Cti
a(u, v)
n(n − 1)∑
u ∈ Cti
∑
v /∈ Cti
a(u, v)
N(N − n)
avec N le nombre de nœuds dans le graphe.
4. Taille : il s’agit du nombre de nœuds présents dans la communauté,
T = |Vti|
Dans la Figure 2.4 nous avons un exemple illustrant les variables extraites à partir
de trois instants précédant la future transition. Comme Brodka et al. dans [21], Gliwa
et al. [13] valident leur approche avec plusieurs classificateurs. Ils démontrent qu’à
partir des variables topologiques extraites ils obtiennent de meilleurs résultats que
ceux obtenus par Brodka et al. [21].
On peut constater que dans les méthodes présentées dans [13] et [21], on peut
inférer sur la prochaine transition d’une communauté évolutive, si et seulement si,
celle-ci est observée de manière consécutive sur quatre (cas de Brodka et al. [21])
ou trois instances consécutives (cas de Gliwa et al. [13]). En d’autres termes dans
les approches présentées dans [13] et [21] pour une communauté évolutive observée à
l’instant tn, on peut déduire la prochaine transition de celle-ci entre les instants tn et
tn+1 si et seulement si l’on connaît l’état de la communauté aux trois [13] ou quatre [21]
instants précédents. Cependant, Takaffoli et al. [6] ont démontré qu’une communauté
évolutive pourrait ne pas toujours être observée consécutivement sur les différents
instants. Dans leurs travaux [20], Takaffoli et al. proposent plusieurs autres paramètres
extraits des communautés pour pouvoir déduire la transition d’une communauté à une
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Figure 2.4 – Sélection des variables explicatives suivant le modèle de Gliwa et al. dans
[13].
date donnée. Dans le prochain paragraphe nous abordons la méthode présentée par
Takaffoli et al. dans [20].
2.2.3 Approche de Takaffoli et al. [20]
Tout comme Brodka et al. dans [21] et Gliwa et al. dans [13], Takaffoli et al. dans
[20] valident leur modèle à partir de plusieurs classificateurs. À la différence des autres
travaux que nous avons présenté, Takaffoli et al. supposent plusieurs autres caracté-
ristiques qui leur permettent d’inférer sur la prochaine transition d’une communauté
évolutive non pas seulement sur des instants consécutifs mais aussi sur des instants
non-consécutifs.
Dans leur approche, Takaffoli et al. dans [20] proposent une approche en cascade
à deux étapes, dont la première consiste à déterminer si la communauté survit ou
pas. Dans la deuxième étape, il est question pour une communauté qui survit de
déduire si celle-ci change de forme ou reste intégrale à elle même. Dans cette étape,
Takaffoli et al. [20] proposent quatre classificateurs binaires pour déterminer l’état
d’une communauté qui survit. Les fonctions respectives de ces classificateurs sont les
suivantes :
1. Taille : il s’agit d’un classificateur binaire qui évalue si la communauté Cti
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Figure 2.5 – Modèle d’inférence suivant l’approche de Takaffoli et al. dans [20].
observée va rétrécir ou s’élargir ;
2. Cohésion : classificateur permettant d’évaluer la compacité d’une communauté
Cti . Elle déduit si une communauté gagne ou pas des liens inter-communautés
ou des lien intra-communautés. Takaffoli et al. [20] la formalise comme suit :
Cohésion(Cti) =
2|Eti|(|Nti| − |Vti|)
|OEti|(|Vti| − 1)
avec |Nti| le nombre de nœuds du graphe à l’instant ti ; OEti le nombre de
nœuds sortant de la communauté Cti .
3. Fusion : classificateur binaire évaluant si un ensemble de communautés fusion-
neront ou pas ;
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4. Division : classificateur binaire évaluant si une communauté se divisera ou pas.
La Figure 2.5 présente les étapes suivies par le modèle d’inférence de Takaffoli et
al. dans [20]. Dans cette figure, on peut constater que toute inférence est effectuée
suite à la sélection des caractéristiques sur la communauté observée. Comparative-
ment aux approches précédentes , Takaffoli et al. extraient plusieurs variables pour
déduire les différents phénomènes de changement. Les caractéristiques extraites sur
les communautés observées sont liées à l’influence des nœuds dans une communauté,
à la structure topologique de la communauté, aux changements temporaires et enfin
aux attributs contextuels.
2.3 Résumé
Au terme de notre survol sur l’ensemble des méthodes existantes, notamment sur
la détection des changements des communautés et le suivi des communautés dans le
temps, nous pouvons constater que certaines approches sont bien plus capables de dé-
tecter plusieurs phénomènes de changements que d’autres. De plus, nous constatons
également que le suivi des communautés et la détection des changements dépendent
d’une mesure de similarité définissant le degré de ressemblance entre deux commu-
nautés suivant un seuil. Pour certains auteurs [7], [11] et [12], ce seuil est défini ma-
nuellement par l’utilisateur. Pour d’autres auteurs [6], ils utilisent des informations
contextuelles pour mieux situer le seuil de ressemblance entre deux communautés.
Pour ce qui est de l’étude de l’évolution de la structure des communautés, très peu
d’auteurs ont contribué à cette analyse. Pour ceux qui ont contribué ils définissent des
variables explicatives qui serviront à prédire à quelle classe appartient une observation
donnée. Dans les Tableaux 2.1 et 2.2 nous présentons les différences majeures entre
les approches.
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Méthodes Choix du seuil de
similarité
Détections des
changements
Mesure de similarité
Asur et
al.[7]
Par l’utilisateur Entre deux instants
consécutifs
Figées sur deux
instants
Greene et
al.[11]
Par l’utilisateur Entre deux instants
consécutifs
Figées sur deux
instants
Brodka et
al.[12]
Par l’utilisateur Entre deux instants
consécutifs
Figées sur deux
instants
Takaffoli
et al.[6]
Automatique Entre deux instants
quelconques
Figées sur deux
instants
Tableau 2.1 – Particularités des différentes approches dans la détection des change-
ments.
Méthodes Type d’inférence Variables explicatives
Brodka et al. [21] Déduction des événementscritiques sur des intervalles de
temps consécutifs
Phénomènes de changements
entre les quatre instants
précédents
Tailles respectives des
communautés sur les quatre
instants précédents
Gliwa et al. [13] Déduction des événementscritiques sur des intervalles de
temps consécutifs
Phénomènes de changements
entre les trois instants précédents
Sélection des caractéristques
topologiques des communautés à
ces différents instants
Takaffoli et al. [20]
Déduction des événements
critiques sur des intervalles de
temps consécutifs et non
consécutifs
Caractéristiques liées aux
membres influents de la
communauté observée
Caractéristiques topologiques de
la communauté observée
Caractéristiques temporaires
liées à la communauté observée à
l’instant courant et l’instant
précédent
Tableau 2.2 – Particularités des différentes approches dans la déduction des change-
ments.
Chapitre 3
Suivi des communautés et
détection des changements
3.1 Introduction
Suite à la présentation des travaux existants, nous avons constaté que, de manière
générale, pour suivre une communauté dans le temps, un procédé de comparaison
séquentielle est établi afin de ressortir les communautés qui partagent en commun une
proportion de nœuds. L’évaluation de cette proportion, pour la majorité des travaux
existants, est basée sur le Coefficient de Jaccard, ou une forme variée de ce coefficient.
Cependant, l’usage de ces mesures de similarités ne prennent en compte que les deux
instances représentatives des communautés à comparer. Dans les méthodes existantes,
deux communautés sont similaires si la proportion de nœuds partagés par celles-ci est
supérieure à une valeur seuil prédéfinie par l’intervention de l’utilisateur. Cependant,
faire un choix de manière manuel n’est pas toujours objectif pour définir la similarité
entre deux communautés. Suivre une communauté en se basant uniquement sur ces
mesures ne donnerait pas toujours une trace évolutive optimale de la communauté en
question. L’objectif de ce chapitre est de proposer une nouvelle approche permettant
de pallier aux problèmes dont souffre les approches existantes dans les processus de
suivi et de détection des changements d’une communauté dans le temps.
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Figure 3.1 – Construction de la matrice d’appartenance.
3.2 Formalisation du problème
Étant donné un graphe dynamique G, pour chacune de ses instances gti , nous
définissons une partition
{
C1ti , C
2
ti
, ..., Cqiti
}
représentant les communautés détectées
à l’instant ti en utilisant un algorithme de détection des communautés existant 1.
On note par Nn le nombre total de nœuds dans G et Nc le nombre total de com-
munautés détectées dans G. Afin de représenter l’appartenance des nœuds à leur(s)
communauté(s) respective(s), on construit une matrice d’appartenance A = (ak,l),
1 ≤ k ≤ Nn et 1 ≤ l ≤ Nc, dans laquelle les colonnes sont les communautés
détectées et les lignes sont les nœuds du graphe G. Les valeurs ak,l de la matrice d’ap-
partenance A sont déterminées par un codage binaire 1 et 0 pour signifier « présent
dans » et « absent dans » respectivement. Pour illustrer, dans la Figure 3.1(a), nous
avons par exemple les nœuds n1 et n2 appartenant aux communautés C1t1 , C1t2 , C1t3 et
C1t4 et n’appartenant pas aux communautés C2t2 , C2t3 , C2t4 et C3t4 . Cette appartenance
est codée de manière binaire dans la Figure 3.1(b) où nous avons la valeur 1 dans les
cases correspondantes aux lignes n1 et n2 et aux colonnes C1t1 , C1t2 , C1t3 et C1t4 . De
même nous avons la valeur 0 dans les cases correspondantes aux lignes n1 et n2 et
aux colonnes C2t2 , C2t3 , C2t4 et C3t4 .
1. Il est à noter que l’objectif du travail présenté dans ce mémoire n’est pas celui de détecter les
communautés dans le temps, mais celui de suivre les communautés dans le temps. D’où l’usage d’un
algorithme de détection des communautés existant pourrait être utilisé.
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Figure 3.2 – Construction de la matrice de Burt.
En regardant les lignes de la matrice A, on constate que ces dernières font ressortir
les différentes appartenances des nœuds dans le temps, ce qui reflètent également les
mouvements de nœuds entre les communautés dans le temps. Par ailleurs, en sommant
chaque colonne de la matrice A, on obtient le nombre de nœuds présent dans une
communauté. Notamment dans la Figure 3.1(b) en sommant les colonnes C1t1 et C1t2
on obtient respectivement 8 et 4 qui sont les nombres de nœuds observés dans ces
communautés dans la Figure 3.1(a). Bien que la matrice d’appartenance A reflète
l’appartenance d’un nœud à une communauté et le nombre de nœuds par communauté
dans le temps, celle-ci ne met pas en exergue les inter-relations entre les communautés
qui sont indispensables pour le suivi des communautés et éventuellement la détection
36Chapitre 3. Suivi de l’évolution des communautés et détection des changements
des changements que celles-ci (les communautés) pourraient subir dans le temps. Afin
de faire ressortir les inter-relations entre les communautés, on définit une matrice de
corrélation connue sous le nom de table Burt [18]
B = A × AT = (bα,β)1 ≤ α, β ≤ Nc
avec AT la matrice transposée de A. Dans la matrice de corrélation B, nous avons
en diagonale le nombre de nœuds par communauté et le nombre de nœuds partagés
par deux communautés dans les non-diagonales. Figure 3.2 illustre le principe de
construction de la matrice de Burt. On peut constater que, dans la Figure 3.2(a), on
dénombre huit nœuds, n1, n2, n3, n4, n5, n6, n7 et n8, dans la communauté C1t2
et quatre nœuds, n1, n2, n11 et n12, dans la communauté C1t2 qui sont les valeurs
retrouvées dans les positions diagonales respectives [1, 1] et [2, 2] de la Figure 3.2(c).
De la même façon, nous avons deux nœuds, n1 et n2, à la fois dans les communautés
C1t1 et C1t2 et quatre nœuds, n3, n4, n5 et n6, à la fois dans les communautés C1t1 et
C2t2 qui sont les valeurs respectivement retrouvées dans les positions non-diagonales
[1, 2] et [1, 3] ou [2, 1] et [3, 1] dans la matrice de Burt de la Figure 3.2(c).
Pour rester dans un même ordre de grandeur, nous décidons de normaliser les
lignes de la matrice de Burt B selon la formule suivante :
pα, β =
bα, β∑Nc
β=1 bα, β
On obtient donc la nouvelle matrice
B∗ = (pα, β)1 ≤ α, β ≤ Nc
Cette matrice B∗ est aussi connue sous le nom de matrice de Profil [18]. Notons que
chaque composante pα, β représente la probabilité conditionnelle P (Cβ | Cα) d’avoir
la communauté Cβ sachant Cα [18], ou encore la probabilité que la communauté Cα
change en communauté Cβ connaissant la communauté Cα. Ainsi, chaque vecteur
ligne vj = (pj, 1, pj, 2, ..., pj, Nc) de la matrice de Profil B∗ reflète les probabilités de
transition d’une communauté Cj dans le temps. En reprenant l’exemple de la Figure
3.2, nous illustrons dans la Figure 3.3 les étapes à suivre pour construire la matrice
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Figure 3.3 – Construction de la matrice de Profil.
de Profil partant des communautés détectées. En sommant les lignes de la matrice
de Burt dans la Figure 3.3(c), on obtient un vecteur colonne D. À partir du produit
matriciel de la matrice B par l’inverse de la matrice diagonaleD, on obtient la matrice
de Profil B∗ représentée dans la Figure 3.3(d).
Par la suite, nous utiliserons cette modélisation pour suivre les communautés
dans le temps et détecter les changements que celles-ci pourraient subir. De manière
résumée, le travail préliminaire à effectuer avant de suivre et détecter les changements
d’une communauté dans le temps passe par les étapes suivantes :
1. Détection des communautés à chaque instance du graphe dynamique à l’aide
d’un algorithme de détection des communautés existant ;
2. Construction de la matrice d’appartenance des nœuds à leur(s) communauté(s) ;
3. Construction de la matrice de Burt donnant la corrélation entre les différentes
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Figure 3.4 – Étapes suivis par l’approche proposée.
communautés détectées dans le temps
4. Normalisation des lignes de lamatrice de Burt, afin d’obtenir lamatrice de Profil
dont chaque ligne représente les probabilités de transition d’une communauté
dans le temps.
La Figure 3.4 nous donne un résumé des étapes suivies par le modèle.
Ayant défini le modèle de base sur lequel repose notre approche, dans les sec-
tions suivantes, nous présentons de manière détaillée ce qui se passe dans les boites
représentées dans les Figures 3.4(e), (f) et (g).
3.3 Suivi des communautés dans le temps
Afin de suivre les communautés et extraire les événements critiques, nous avons
besoin de comparer les communautés à différents intervalles de temps et d’aligner
celles qui sont similaires. La plupart des mesures de comparaisons [6], [11], [13], ba-
sées sur la similarité de Jaccard ont de la difficulté à capter l’aspect temporelle des
communautés et pourrait dérouter lors du suivi d’une communauté. Nous pensons
que l’on pourrait avoir une meilleure évolution des communautés lors du processus de
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suivi des communautés si l’on compare chacun des vecteurs de probabilités de tran-
sition correspondants respectivement aux différentes communautés. Pour comparer
deux communautés, nous proposons le concept de transition mutuelle qui, au lieu de
prendre directement les communautés en question, se base sur les vecteurs lignes de
la matrice de profil représentant les probabilités de transition des communautés dans
le temps. Dans ce qui suit, nous définissons le concept de transition mutuelle.
3.3.1 Transition mutuelle
Soient Cti et Ctj deux communautés détectées aux instants ti et tj respectivement
avec i 6= j, vi et vj leur vecteur de probabilités de transition respectifs. On appelle
transition mutuelle de deux communautés Cti et Ctj , la valeur réelle donnée par la
fonction I(Cti , Ctj) définie par :
I(Cti , Ctj) = 2
Nc∑
α=1
pi, α × pj, α
pi, α + pj, α
(3.1)
Les valeurs retournées par la fonction I() sont toujours comprises entre 0 et 1.
Lorsque cette dernière tend vers 1, alors les communautés comparées ont des vecteurs
de probabilités de transition proches. En d’autres termes les deux communautés se
comportent de manière similaire dans le temps. Lorsque la valeur de I tend vers 0,
alors les communautés comparées ont des vecteurs de probabilités de transition diver-
gentes. En d’autres termes, les deux communautés comparées ont un comportement
dissimilaire dans le temps. Pour des raisons de clarification, comparons C1t1 avec C1t2
et C2t2 de la Figure 3.3(a) en utilisant la relation (3.1). Dans la Figure 3.3(d) on peut
voir leurs vecteurs de probabilités de transition
v1 = (0.35, 0.09, 0.17, 0.17, 0.05, 0.17, 0, 0) représentant la communauté C1t1 ,
v2 = (0.13, 0.29, 0, 0.29, 0, 0.29, 0, 0) représentant la communauté C1t2 et
v3 = (0.29, 0, 0.43, 0, 0.21, 0, 0.07, 0) représentant la communauté C2t2 . En appli-
quant la fonction de comparaison I, on obtient I(C1t1 , C1t2) = 0.76 et I(C1t1 , C2t2) =
0.63 qui montre que le vecteur de probabilités de transition de la communauté C1t2 est
plus proche du vecteur de probabilités de transition de la communauté C1t1 que celui
de la communauté C2t2 . À partir de ce résultat, nous pouvons dire que la communauté
C1t2 est plus similaire à la communauté C1t1 que la communauté C2t2 .
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Afin de faire correspondre deux communautés comparées, nous devons choisir une
valeur seuil justifiant le mieux la similarité entre deux communautés. Nous présentons
dans la sous-section suivante notre principe de sélection de seuil de similarité.
3.3.2 Seuil de similarité
Pour déterminer le seuil qui justifie le mieux la similarité entre deux communautés,
nous comparons toutes les communautés en utilisant la relation (3.1). Toutes les tran-
sitions mutuelles nulles sont exclues du processus. Soit τ = {I1, I2, ..., In}, l’ensemble
de toutes les transitions mutuelles non-nulles et ordonnées de manière croissante.
Nous supposons que les valeurs dans τ sont continues et monotones dans l’intervalle
]0, 1]. On appelle seuil de similarité la valeur λ qui sépare les grandes valeurs des pe-
tites valeurs dans τ . En d’autres termes, le seuil de similarité est la valeur qui sépare
l’ensemble τ en deux sous ensembles.
Pour séparer notre ensemble τ , nous pouvions supposer que l’ensemble de ses
valeurs suivent une mixture de Gammas ou Bêtas qui semble être les plus appropriées
dû à leur forme flexible. Cependant, utiliser cette approche implique un usage de la
méthode de Newton-Raphson et de l’algorithme de Maximisation d’Espérance pour
retrouver les paramètres adéquats à l’ensemble τ . Ainsi, une telle application rendrait
notre approche plus coûteuse en temps de calcul. Bien sûr, une étude plus théorique
et empirique est nécessaire pour mieux comprendre les distributions et comment elles
pourraient être utilisées pour correspondre aux valeurs dans τ . Pour des raisons de
simplicité, nous adoptons une approche basée sur une mixture de deux Gaussiennes.
Pour ce faire, nous appliquons l’algorithme k-means (k = 2) sur l’ensemble τ pour
séparer dans au départ les valeurs de τ en deux sous ensembles Gr1 et Gr2, où les
valeurs retrouvées dans Gr1 sont plus petites que celles retrouvées dans Gr2. Nous
supposons que les valeurs dans Gr1 suivent une loi normale N(σ1, µ1) de densité de
probabilité :
f1(x) =
1√
2pi σ1
× exp
(
−
(
x − µ1
σ1
)2)
De la même façon, nous supposons que les valeurs dans Gr2 suivent également
une loi normale N(σ2, µ2) de densité de probabilité :
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f2(x) =
1√
2pi σ2
× exp
(
−
(
x − µ2
σ2
)2)
avec µ1, µ2 les valeurs moyennes, σ1 et σ2 les écart-types dans gr1 et gr2 respective-
ment. La valeur réelle dans ]0, 1] qui sépare le mieux l’ensemble τ , est la valeur λ, qui
satisfait le critère f1(λ) = f2(λ). En utilisant λ, nous définissons la similarité binaire
entre deux communautés par
sim(Cti , Ctj) =
1 si I(Cti , Ctj) > λ0 sinon (3.2)
Dans ce qui suit, nous utilisons la relation (3.2) pour suivre une communauté dans
le temps.
3.3.3 Évolution d’une communauté
On appelle évolution d’une communauté Cti la séquence ordonnées de communau-
tés SCti = Cti → Cti + η → ... → Ctk , ti < tk ≤ tm tels que toutes les commu-
nautés consécutives Ctj et Ctj + η dans SCti soient similaires (sim(Ctj , Ctj + η) = 1).
De plus, toutes les communautés Ctj dans SCti doivent toujours partager des nœuds
en commun avec la communauté Cti de tel sorte que le Coefficient de Jaccard soit
plus grand que le seuil λ. Spécifiquement :
J(Cti , Ctj) =
|Vti
⋂
Vtj |
|Vti
⋃
Vtj |
> λ (3.3)
Nous décidons d’utiliser le même seuil λ de similarité de la relation (3.2) sur
la relation (3.3), car la mesure de Jaccard J(Cti , Ctj) pourrait encore se mettre
sous la forme pi,jpi,i
pi,i + pi,j , c’est-à-dire comme une composante de la transition mutuelle
I(Cti , Ctj) donnée par l’équation (3.1). Dans ce qui suit, nous démontrons la relation
existante entre la mesure de Jaccard et celle de la transition mutuelle.
Lemme Soient Cti et Ctj deux communautés découvertes aux instants ti et tj,
i 6= j, alors J(Cti , Ctj) peut s’écrire comme une composante de I(Cti , Ctj).
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Démonstration
Début ———————
À partir de la matrice de Burt B, nous avons |Vti
⋂
Vtj | = bi,j, |Vti
⋃
Vtj | =
bi,i + bj,j − bi,j. De même dans la matrice de Profil B∗ chaque composante pi,j
s’écrit comme pi,j = bi,jsi où si =
∑Nc
k=1 bi,k. En remplaçant |Vti
⋂
Vtj | et |Vti
⋃
Vtj |
par leurs valeurs respectives dans la mesure de Jaccard, on obtient :
J(Cti , Ctj) =
bi,j
bi,i + bj,j − bi,j =
sipi,j
sipi,i + sjpj,j − sipi,j
⇐⇒ J(Cti , Ctj) =
pi,j
pi,i + sjsi pj,j − pi,j
Ainsi, à partir de la matrice de Profil B∗, on obtient la nouvelle expression de Jaccard
comme suit :
Jφi,j(Cti , Ctj) =
pi,j
pi,i + φi,jpj,j − pi,j (3.4)
où sj
si
= φi,j ∈ ]0,+∞[. Afin d’exprimer la mesure de Jaccard comme une com-
posante de la transition mutuelle, nous avons besoin d’estimer le paramètre φi,j tels
que,
pi,j
pi,i + φi,jpj,j − pi,j =
pi,jpi,i
pi,i + pi,j
En résolvant cette dernière équation, nous obtenons
φi,j =
pi,i + pi,j + pi,jpi,i − p2i,i
pj,jpi,i
Enfin, en remplaçant φi,j par sa valeur dans l’équation(3.4), on a la nouvelle
relation de Jaccard
J(Cti , Ctj) =
pi,jpi,i
pi,i + pi,j
(3.5)
Fin ———————
Dans l’Algorithme 1, nous présentons le processus de suivi d’une communauté. Étant
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Algorithm 1 Suivi de la structure d’une communauté dans le temps.
1: Entrée : Une communauté Cti , seuil de similarité λ
2: Sortie : Un ensemble SCti définissant l’évolution de la communauté Cti
3: Initialisation SCti ← {Cti} {initialisation de l’ensemble SCti avec la communauté
Cti}
4: tj = ti+1
5: while tj ≤ tm do
6: for Ctx ∈ SCti , avec tx le dernier instant dans SCti do
7: for Ctj ∈ gtj do
8: if sim(Ctx , Ctj) = 1 et J(Cti , Ctj) > λ then
9: SCti ← SCti
⋃ {Ctj} {Sauvegarder dans SCti la communauté Ctj
similaire aux communautés Ctx tels que Ctj ait toujours des nœuds en
commun avec Cti}
10: end if
11: end for
12: end for
13: tj = tj+1
14: end while
donnée une communauté Cti , pour suivre son évolution dans le temps sous forme
d’une séquence SCti , une méthode pas-à-pas est adoptée. Au fur et à mesure que le
temps évolue, nous sauvegardons dans SCti les communautés observées à l’instant
courant tels que celles-ci remplissent les conditions définies dans les équations (3.2)
et (3.3). La condition imposée par la mesure de Jaccard dans ce processus permet de
détecter les nœuds qui persistent dans la communauté Cti durant toute sa durée de
vie.
Pour des raisons de clarification, prenons l’exemple des communautés détectées
dans la Figure 3.5(a). En appliquant l’algorithme 1 pour suivre la communauté C1t1 ,
nous obtenons la séquence de communautés donnée dans la Figure 3.5(b) comme évo-
lution de la communauté C1t1 . Nous pouvons constater que dans la séquence reflétant
l’évolution de la communauté C1t1 , nous n’avons aucune instance de cette dernière
à l’instant t2, et aux dates où nous avons une instance de cette communauté (C1t1),
celle-ci partage toujours des nœuds en commun avec la communauté C1t1 .
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Figure 3.5 – Séquence SC1t1 = C
1
t1 → C1t3 → C1t5 , décrivant l’évolution de la
communauté C1t1 .
3.4 Détection des changements dans le temps
Au regard des exemples d’évolution de communautés données dans les Figures
3.4(a) et 3.5(a), nous constatons que les communautés suivis pourraient changer de
forme dans le temps. Notamment d’un instant ti à un autre instant tj, avec ti > tj une
communauté pourrait se former, c’est-à-dire mise en commun des nœuds qui n’étaient
pas présents au préalable. Dans la Figure 3.6(a) nous avons un exemple illustrant la
formation de la communauté Ctj . À l’instant ti, on a aucun regroupement des nœuds
et à l’instant tj on constate un regroupement des nœuds n2, n3, n4, n6, n7 et n9 dans
la communauté Ctj .
Tout comme le cas de la formation, une communauté pourrait se dissoudre dans
le temps, c’est-à-dire la dislocation d’un groupe de nœuds préalablement formé. Dans
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Figure 3.6 – Différents phénomènes de changement entre deux instants distincts.
la Figure 3.6(b) nous avons un cas de communauté qui se dissout. On peut remarquer
qu’entre les instants ti et tj, le groupe Cti est vu dissoudre suite au départ de tous
ses nœuds.
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À l’opposé de l’événement précédent, une communauté pourrait persister dans le
temps en restant identique à elle même : on dit que la communauté est stable. Dans
la Figure 3.6(g) nous avons un exemple illustratif.
Comme autres cas de Figures de communautés qui persistent dans le temps, nous
pouvons avoir des communautés qui perdent des nœuds dans le temps : on dit que
la communauté se rétrécit. De l’instant ti à tj, dans la Figure 3.6(d), on note que la
communauté Cti devient Ctj par perte des nœuds n5, n6, n7 et n9.
De même une communauté peut également gagner des nœuds entre deux instants :
on dit que la communauté s’élargit. De l’instant ti à tj, dans la Figure 3.6(c), on note
que la communauté Cti devient Ctj par apparition des nœuds n5, n6, n7 et n9.
Dans les Figures 3.6(e) et 3.6(f) nous avons deux autres exemples antagonistes
où une communauté se divise en trois autres communautés et trois communautés qui
fusionnent en une seule de l’instant ti à tj.
Dans ce qui suit, nous formalisons ces événements critiques.
Formation : une communauté Cti se forme à l’instant ti si pour toute communauté
Ctγ ∈ G, tγ < ti, la proportion de noeuds partagés entre Ctγ et Cti ne dépasse pas
le seuil de similarité λ :
formation(Cti) = 1 if ∀ Ctγ ∈ G, J(Cti , Ctγ ) ≤ λ
Dissolution : une communauté Cti se dissout à l’instant ti si pour toutes commu-
nautés Ctθ ∈ G, tθ > ti, la transition mutuelle avec Cti est nulle :
dissolution(Cti) = 1 if ∀ Ctθ ∈ G, I(Cti , Ctθ) = 0
Stabilité : une communauté Cti est stable à un instant donné, s’il existe une com-
munauté Ctθ ∈ G, tθ > ti identique à Cti :
stabilité(Cti) = 1 if ∃ Ctθ ∈ G / Vtθ = Vti
Rétrécissement : une communauté Cti se rétrécit, s’il existe une communauté
Ctθ ∈ G, tθ > ti, plus petite (terme de nœuds), similaire et qui partage des nœuds
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avec Ci :
retrécissement(Cti) = 1 if ∃ Ctθ ∈ G/
sim(Cti , Ctθ) = 1,
|Vti
⋂
Vtθ |
|Vti
⋃
Vtθ |
> λ, |Vti| > |Vtθ |
Élargissement : une communauté Cti s’élargit, s’il existe une communauté Ctθ ∈
G, tθ > ti, plus grande (terme de nœuds), similaire et qui partage des nœuds avec
Ci :
élargissement(Cqiti ) = 1 if ∃ Ctθ ∈ G/
sim(Cti , Ctθ) = 1,
|Vti
⋂
Vtθ |
|Vti
⋃
Vtθ |
> λ, |Vti| < |Vtθ |
Division : une communauté Cti se divise, s’il existe un ensemble de communautés
ζtθ =
{
Cq1tθ , ..., C
qθ
tθ
}
, tθ > ti où chaque communauté de ζtθ est similaire et partage
des nœuds avec Cti :
division(Cti) = 1 if ∃ ζtθ =
{
Cq1tθ , ..., C
qθ
tθ
}
/
∀Ckθtθ ∈ ζtθ , sim(Cti , Ckθtθ ) = 1,
|Vti
⋂
V
qθ
tθ
|
|Vti
⋃
V
qθ
tθ
| > λ
Fusion : une communauté est issue d’une fusion, s’il existe un ensemble de com-
munautés ζtγ =
{
Cq1tγ , ..., C
qγ
tγ
}
, tγ < ti où chaque communauté de ζtγ est similaire
et partage des nœuds avec Cti :
fusion(Cti) = 1 if ∃ ζtγ =
{
Cq1tγ , ..., C
qγ
tγ
}
/
∀Ckγtγ ∈ ζtγ , sim(Cti , Ckθtγ ) = 1,
|Vti
⋂
V
qγ
tγ
|
|Vti
⋃
V
qγ
tγ
| > λ
Il est à noter que deux communautés observées à des instants distincts peuvent
être similaires suivant la relation 3.2 sans toutes fois partager des nœuds en commun.
Lorsque nous avons une telle situation, on dit que la communauté survit. Et d’un
instant à un autre une communauté pourrait ne pas être observée ou alors avoir
aucune autre communauté similaire à elle. On dit dans ce cas que la communauté est
absente à cet instant.
De tous les changements ci-dessus formalisés, nous supposons qu’ils sont dus aux
mouvements de nœuds. Dans l’évolution d’une communauté, on définit cinq événe-
ments critiques de bases qui pourraient se produire sur un nœud tels que suit :
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Quitte : un nœud u quitte une communauté Cti à l’instant tj > ti s’il existe une
communauté Ctj ∈ SCti tels que u ∈ Ctj et pour tout Ctθ ∈ SCti , tθ > tj
u /∈ Ctθ :
quitte(u, Cti , tj) = 1 if ∃ Ctj / u ∈ Ctj ,
∀Ctθ ∈ SCti , tθ > tj / u /∈ Ctθ
Rejoint : un nœud u rejoint la communauté Cti à l’instant tj > ti s’il existe une
communauté Ctj ∈ SCti tels que u ∈ Ctj et pour tout Ctγ ∈ SCti , tγ < tj
u /∈ Ctγ :
rejoint(u,Cti , tj) = 1 if ∃ Ctj / u ∈ Ctj ,
∀Ctγ ∈ SCk1ti , tγ < tj / u /∈ Ctγ
Reste : un nœud u reste dans la communauté Cti à l’instant tj > ti s’ils existent
une communauté Ctj ∈ SCti tels que u ∈ Ctj et une communauté Ctγ ∈ SCti ,
tγ < tj u ∈ Ctγ :
reste(u,Cti , tj) = 1 if ∃ Ctj / u ∈ Ctj ,
∃Ctγ ∈ SCti , tγ < tj / u ∈ Ctγ
Apparaît : un nœud u apparaît dans la communauté Ck1ti à l’instant tj > ti s’il
existe une communauté Ctj ∈ SCti tels que u ∈ Ctj , et pour tout Ctγ ∈ G,
tγ < tj u /∈ Ctγ :
apparaît(u,Cti , tj) = 1 if ∃ Ctj / u ∈ Ctj ,
∀Ctγ ∈ G, tγ < tj / u /∈ Ctγ
Disparaît : un nœud u disparaît de la communauté Cti à l’instant tj > ti s’il
existe une communauté Ctj ∈ SCti tels que u ∈ Ctj et pour tout Ctθ ∈ G, tθ > tj
tels que u /∈ Ctθ :
disparaît(u, Cti , tj) = 1 if ∃ Ctj / u ∈ Ctj ,
∀Ctθ ∈ G, tθ > tj / u /∈ Ctθ
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Dans la section suivante nous validons notre approche à partir de quelques essais
expérimentaux sur des jeux de données réelles.
3.5 Étude de cas
Dans cette section, nous évaluons notre approche sur trois jeux de données réels
à savoir le jeu de données de DBLP 2 [15], les données de Autonomous System (AS) 3
[16] et finalement le jeu de données YELP 4.
Dans le jeu de données DBLP, nous avons des co-publications des auteurs ainsi
que les citations. Pour chaque article publié, on a le titre de l’article, les auteurs, l’an-
née de publication, l’identifiant du papier et les identifiants des papiers qui se référent
à l’article. À partir des informations sur l’année de publication, les co-auteurs et les
citations, nous construisons des graphes non-dirigés. À chaque nœud du graphe, on
associe un auteur et à chaque arc on associe les publications faites par les auteurs et les
citations. Nous avons limité nos observations aux domaines liés à l’intelligence artifi-
cielle et au forage de données pour la période allant de 2001 à 2013. Nous considérons
qu’une instance du graphe est représentée par une année.
Dans le jeu de données AS, nous avons le réseau des communications journalières
entre différentes passerelles. Nous construisons un graphe non-dirigé à partir des com-
munications journalières de la période allant du 19 Décembre 1999 au 02 Janvier 2000.
Chaque identifiant de passerelle est représenté par un nœud et chaque communication
entre deux passerelles est représentée par un arc.
Dans le jeu de données YELP, nous avons trois objets principaux « Business », «
Review » et « User » contenant des informations liées aux affaires dont les utilisateurs
ont fait des commentaires et des votes. Nous nous sommes focalisés sur l’objet « User
» où chaque utilisateur pourrait avoir des amis ou pas. Nous construisons des graphes
non-dirigés dont l’instance est sur une durée d’un mois. Nos observations sont faites
pour la période allant d’octobre 2013 à juillet 2014. Chaque nœud représente un
utilisateur et chaque arc représente une relation d’amitié.
2. http://arnetminer.org/citation
3. http://snap.stanford.edu/data/as.html
4. https://www.yelp.ca/academic_dataset
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Réseau Nombre de nœuds Nombre moyen de communautés Nombre d’instances
DBLP 16571 245 13
AS 6357 85 15
YELP 14663 154 10
Tableau 3.1 – Description des jeux de données.
Dans le Tableau 3.1 nous avons une description de nos données. Dans la première
colonne, on a le nombre total de nœuds par réseau social de la première instance à
la dernière instance. La deuxième colonne donne le nombre moyen de communautés
par instance du graphe. Enfin dans la dernière colonne, on a le nombre d’instances
par réseau social étudié.
Afin de détecter les communautés dans les réseaux sociaux, plusieurs méthodes
ont été développées. Dans notre travail, nous utilisons l’algorithme Infomap [19] pour
détecter les communautés dans les différents réseaux sociaux. Nous avons choisis cet
algorithme car Lancichinetti et al. dans [17] démontrent qu’il est non-paramétrique
et efficace pour détecter des communautés dans les graphes non-dirigés. Pour évaluer
notre approche, nous étudions la sélection du seuil de similarité et la comparaison
de notre approche avec celles des autres auteurs. Dans le processus de comparaison,
nous observons les événements critiques et quelques exemples d’évolution de commu-
nautés détectées par notre approche et les autres approches. Afin d’évaluer la qualité
d’évolution des communautés obtenus par les différentes approches, nous comparons
uniquement les communautés ayant les mêmes durées de vie. Pour comparer de ma-
nière objective l’évolution des communautés, nous adoptons des critères généraux
basés sur la ressemblance des communautés. Pour comparer la ressemblance entre
deux communautés Ci et Cj nous utilisons la Corrélation de Pearson définie par,
ρCi, Cj =
(vi − v¯i) . (vj − v¯j)
||(vi − v¯i)|| . ||(vj − v¯j)|| (3.6)
où vi et vj sont les vecteurs de probabilités de transition des communautés Ci et Cj
respectivement et v¯i et v¯j leurs valeurs moyennes respectives. À partir de l’équation
3.6, nous calculons la ressemblance globale d’une communauté évolutive SCti =
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Cti → Cti + η → ... → Ctj par le Coefficient de Pearson Moyen 5 donné comme
suit :
Avgρ(SCti ) =
1
|SCti |2
∑
Ci∈SCti
∑
Cj∈SCti
ρCi, Cj (3.7)
Par ailleurs, nous regardons aussi la proportion des nœuds persistant dans l’évo-
lution d’une communauté SCti comme suit :
Np(SCti ) =
1
|⋃V ∈SVti | |Vti
⋂
(SVti − Vti)| (3.8)
avec SVti =
{
Vti Vti + η ... Vtj
}
l’ensemble des nœuds correspondants à la séquence
de communauté SCti .
3.5.1 Sélection du seuil de similarité
Pour sélectionner un seuil de similarité, nous supposons que les différentes tran-
sitions mutuelles suivent une loi de probabilité correspondant à un mélange de deux
Gaussiennes tels que présenté dans la Figure 3.7. Dans cette figure nous constatons
une net séparation entre un grand nombre de paires de communautés ayant des tran-
sitions mutuelles de faibles valeurs, et un faible nombre de paires de communautés
ayant des transitions mutuelles de grandes valeurs.
Pour les Gaussiennes appliquées sur les différentes distributions, nous sélection-
nons comme seuil de similarité, la transition mutuelle où les deux Gaussiennes se
rencontrent. Nous pouvons constater que les valeurs sélectionnées dans les trois cas
de la Figure 3.7 varient entre ]0.1, 0.3[, ce qui indique que les communautés dans ces
différents réseaux sociaux changent relativement vite dans le temps. Ce changement
est justifié par la proportion des nœuds partagés entre les communautés dans les
différents réseaux sociaux. Par exemple, dans le Tableau 3.1 nous avons approxima-
tivement 3185, 1275 et 1540 communautés détectées respectivement dans les réseaux
DBLP, AS et YELP. En divisant ces valeurs par les nombres de nœuds totaux res-
pectifs à chaque réseau, nous obtenons les valeurs de 0.19, 0.20 et 0.10 correspondant
5. Il est à noter que cette valeur est toujours comprise entre [0, 1]
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(a) DBLP. (b) AS.
(c) YELP.
Figure 3.7 – Seuil de similarité choisi comme point de rencontre entre deux Gaus-
siennes. Les valeurs sélectionnées dans les Figures (a) à (c) varient entre ]0.1, 0.3[.
au nombre moyen de nœuds partagés entre toutes les communautés. En effet, on fait
également le constat que cette proportion de nœuds partagés entre les différentes
communautés dans chacun des réseaux est proche du seuil de similarité sélectionné
dans chaque réseau. Ainsi, nous pouvons définir le seuil de similarité selon le nombre
moyen de nœuds partagés entre les communautés détectées durant toute la période
d’observation.
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3.5.2 Analyse comparative
Dans cette section, nous comparons l’évolution des communautés déterminée par
notre approche et celles dans [6] et [11]. Par ailleurs, nous comparons également les
événements critiques détectés par les méthodes présentées dans [6], [7] et [11] et la
nôtre.
Évolution des communautés. Pour comparer l’évolution des communautés ob-
tenues par l’approche proposée et celles présentées dans [6] et [11], dans un premier
temps on regarde la performance de ressemblance globale en utilisant les critères
définis dans les équations (3.7) et (3.8), puis nous présentons une comparaison en re-
gardant deux cas spécifiques. Dans le cas de ressemblances globales, nous comparons
uniquement les communautés ayant les mêmes durées de vie dans les trois approches.
Les Figures 3.8 et 3.9 présentent l’histogramme des critères de ressemblances globales.
Les Figures 3.8(a), 3.8(b) et 3.8(c) présentant les histogrammes des Coefficients de
Corrélation Moyen de Pearson, nous pouvons constater que les Coefficients Moyens
de Pearson des approches [6], [11] et celle proposée sont toujours au dessus du seuil
de similarité sélectionné. De plus, les écart-types dans toutes les approches montrent
une faible variation dans les données. Ces informations nous montrent que les trois
approches peuvent trouver des séquences de communautés similaires dans le temps.
Cependant, nous notons une variation dans les différents histogrammes. Par exemple,
dans les Figures 3.8(a) et 3.8(c) des jeux de données de DBLP et YELP, les his-
togrammes montrent que la méthode proposée donne de meilleurs résultats que les
approches [11] et [6]. Cette performance n’est pas toujours vraie pour le jeu de donnée
de AS. Notamment dans la Figure 3.8(b), on peut constater que pour des commu-
nautés ayant une certaine durée de vie (13 et 14 jours), l’approche de Takaffoli et al.
[6] donne de meilleurs résultats que les autres approches.
Dans les Figures 3.9(a), 3.9(b) et 3.9(c) où nous avons les histogrammes du nombre
moyen de la proportion de nœuds persistant dans une communauté, on peut remar-
quer comment ces proportions moyennes sont toujours bien au-dessus des seuils de
similarité sélectionnés dans les différents jeux de données. Cependant, les écart-types
observés dans certains cas ont de faibles valeurs et de grandes valeurs dans d’autres
cas. Dans la Figure 3.9(a) notamment, pour des durées de vie de deux et trois ans,
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(a) DBLP. (b) AS.
(c) YELP.
Figure 3.8 – Histogrammes des coefficients de corrélation moyens de Pearson dans les
jeux de données DBLP, AS et YELP.
nous notons de très grands écart-types dans toutes les approches ce qui montrent que
la proportion des nœuds persistant varie énormément. Dans la Figure 3.9(b) pour les
durées de vie de quatre et douze jours, on note une faible variation de la proportion
des nœuds persistant, ceci étant dû aux faibles valeurs des écart-types.
Tout comme le cas des histogrammes de coefficients de corrélation moyen de Pear-
son, nous avons les mêmes observations par rapport aux performances des différentes
approches dans les jeux de données de DBLP et YELP (3.9(a), 3.9(c)) où nous avons
une proportion moyenne de nœuds persistant toujours plus grande dans l’approche
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(a) DBLP. (b) AS.
(c) YELP.
Figure 3.9 – Histogrammes des Proportions de Nœuds Persistant dans les jeux de
données de DBLP, AS et YELP.
proposée que dans les autres. Pour les durées de vie de neuf, onze, douze et treize
jours (Figure 3.9(b)), nous avons plutôt de meilleurs résultats retournés par la mé-
thode utilisée dans [6].
Pour illustrer de manière plus concrète la comparaison faite sur les ressemblances
entre les communautés appartenant à une même séquence, choisissons deux exemples
de communautés dans le jeu de données de DBLP. Pour cela nous avons pris les
communautés C712001 et C1102002 où les valeurs 71 et 110 représente respectivement la
71ième et la 110ième communautés détectés au cours des années 2001 et 2002. Dans les
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Figure 3.10 – Évolution de la communauté C712001 extraite du jeu de données de DBLP,
dans les approches [6], [11] et celle proposée.
Figures 3.10 et 3.11, nous avons l’évolution de ces communautés suivant l’approche
proposée et celles dans [6] et [11].
Comme nous pouvons le constater, dans la Figure 3.10, de part l’approche de
Derek et al. [11], la communauté C712001 se dissout après l’année 2001, ce qui n’est pas
vérifié par les approches de Takaffoli et al. [6] et celle proposée. De part l’approche
développée par Takaffoli et al. [6], nous remarquons que la communauté survit au
cours des années 2008 et 2009 due à la présence des auteurs “Franciska de Jong"
et “Joerd Hiemstra" dans les communautés C2542008 et C2992009 qui étaient initialement
présent dans la communauté C712001. Selon l’algorithme de suivi de communauté dé-
veloppé par Takaffoli et al., la communauté C712001 survit jusqu’à l’an 2010 par la
communauté C2122010 parce que l’on peut remarquer la présence des auteurs “Claudia
Huff" et “Leif Azzopardi" simultanément dans les communautés C2992009 et C2122010. Ce-
pendant, on constate qu’à la dernière année 2010, il n’y a plus aucun auteur de la
communauté C712001 représenté dans la communauté C2122010.
Dans la Figure 3.11 pour les trois approches, la communauté C1102002 survit de la
même façon au cours de l’année 2003 par la communauté C152003 où les auteurs “Brian
Curless", “David Salesin", “Yung-yu Chuang" et “Richard Szeleski" sont effectivement
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Figure 3.11 – Évolution de la communauté C1102002 extraite du jeu de données de DBLP,
dans les approches [6], [11] et celle proposée.
présents dans les communautés C1102002 et C152003. En 2004, on constate que la commu-
nauté C1102002 ne survit pas de la même façon dans les trois approches. Dans l’approche
proposée, nous avons deux auteurs “Brian Curless" et “David Salesin" de la com-
munauté C1102002 qui sont encore présents dans la communauté C332004 pourtant un seul
auteur “Richard Szeleski" de la communauté C1102002 est présent dans la communauté
C122004. L’évolution de communauté C1102002 tel que présentée par l’approche de Derek et
al., montre qu’au fur et à mesure que le temps évolue, le nombre de nœuds initiale-
ment présent réduit pourtant dans les approches de Takaffoli et al. et celle proposée,
ce nombre fluctue. Cependant, on note toujours que le nombre d’auteurs présents
dans les communautés C1102002 et C62005 est plus grand que le nombre d’auteurs dans les
communautés C1102002 et C2122010.
Événements critiques Les principaux événements critiques que nous comparons
aux autres approches dans cette section sont ceux observés sur les communautés. Dans
le Tableau 3.2, nous avons présentons un résumé des événements critiques détectés
par l’approche proposée et ceux des approches dans [6], [7] et [11]. Nous pouvons noter
que tous les événements critiques formalisés précédemment ne peuvent être détectés
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Événements Notre approche Takaffoli et al.[6] Asur et al.[7] Dereck et al.[11]
Formation
Dissolution
Division
Fusion
Stabilité
Rétrécissement
Élargissement
Tableau 3.2 – Changements détectés.
par toutes les approches. Notamment on souligne les événements de rétrécissement et
élargissement qui ne peuvent être détectés par les approches présentées dans [6] et [7],
et l’événement de stabilité qui ne peut être détecté par les approches présentées dans
[6] et [11]. Nous élargissons notre spectre de comparaison par l’analyse du nombre
d’occurrences d’événements critiques détectés par chacune des approches tels que
présentés par les histogrammes de la Figure 3.12. Les observations énumérées ci-
dessous nous donne une explication détaillée de ces histogrammes.
1. Dans tous les jeux de données présentés dans les Figures 3.12(a), 3.12(b) et
3.12(c), le nombre d’occurrences de l’événement critique formation est presque
identique à ceux détectés par les méthodes dans [7] et [11]. Par contre l’ap-
proche dans [6] détecte plus de communautés nouvellement formées. Pour ce
qui de l’événement critique dissolution, les approches dans [7], [11] et la mé-
thode proposée trouvent plus d’occurrences de cet événement.
2. On observe dans les différents histogrammes, que notre approche et celle dans [6]
peuvent détecter plus d’occurrences des événements critiques division et fusion
comparé aux approches [7] et [11]. Ce résultat est dû au fait que les autres
approches supposent que ces événements ne se produisent que sur les instants
consécutifs.
3. Dans le cas de l’événement rétrécissement, notre approche ne détecte pas plus
d’occurrences que l’approche définie dans [11]. La double contrainte imposée
dans la définition de cet événement serait la cause de cette différence. Cepen-
dant, cette contrainte serait aussi la raison pour laquelle dans le cas de l’événe-
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(a) DBLP. (b) AS.
(c) YELP.
Figure 3.12 – Nombre d’occurrences d’événements critiques dans les approches [6],
[7], [11] et celle proposée.
ment critique opposé élargissement, notre méthode détecte plus d’occurrences
de cet événement que celle présentée dans [11].
4. Dans le cas de l’événement critique stabilité, qui est détectée par les approches
dans [7] et celle proposée, on constate que l’approche proposée est capable de
détecter plus d’instance pendant lesquelles une communauté est stable. Cette
observation est simplement due au fait que Asur et al. dans leur approche [7]
suppose que cet événement ne se produit que sur des intervalles de temps consé-
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cutifs.
3.6 Conclusion
Nous avons présenté tout au long de ce chapitre comment on pourrait suivre une
communauté et détecter les différentes transitions qu’elle subirait dans le temps. Par-
ticulièrement, nous avons présenté un nouveau modèle capable de suivre la structure
d’une communauté dans les réseaux sociaux dynamiques et de détecter les change-
ments que pourraient subir ces communautés. Nous avons démontré que suivre une
communauté dans le temps est fortement dépendent de la mesure de similarité uti-
lisée et du choix de seuil de similarité. Dans notre évaluation, nous avons montré
que l’approche que nous avons proposé peut détecter les changements que pourrait
subir une communauté et également suivre une communauté dans le temps. Pour être
plus objectif, nous avons introduit les mesures de Coefficient de Corrélation Moyen
de Pearson et la Proportion de Nœuds Persistant pour évaluer la qualité de l’évolu-
tion des communautés. Nous avons montré l’avantage de l’approche proposée en la
comparant aux autres approches [6], [7] et [11] sur des données réelles de DBLP, AS
et YELP.
Dans les comparaisons faites, nous avons vu que toutes les approches sont bel et
bien capables de suivre les communautés dans le temps sous forme de séquences de
communautés ayant une bonne ressemblance globale (au dessus du seuil de simila-
rité). Cependant, dans les différentes approches, nous démontrons que notre approche
pourrait suivre une communauté dans le temps sous forme d’une séquence ayant une
ressemblance globale plus grande que celle présentée dans les autres approches.
Chapitre 4
Étude de l’évolution de la
structure de communautés
4.1 Introduction
Dans le chapitre précédent, nous avons présenté les différents types de changement
que pourrait subir une communauté dans le temps. Dans les études existantes sur
l’évolution de la structure des communautés dans les réseaux sociaux dynamiques,
la plupart sont basées sur l’inférence d’arrivées et de départs des liens et des nœuds.
Très peu d’auteurs se sont orientés sur l’étude de l’évolution de la structure des
communautés dans le temps. Pour les travaux faits dans ce domaine, tels que présenté
dans l’état de l’art, les auteurs définissent plusieurs variables explicatives extraites
des communautés détectées. Les variables sont par la suite utilisées pour entraîner un
classificateur. Ainsi, à partir d’une nouvelle observation en entrée du classificateur,
ce dernier sera en mesure d’inférer sur la prochaine transition la plus probable que
subirait une communauté à une date future.
Dans ce chapitre, nous proposons une approche qui se base sur la tendance des
changements généraux des communautés du graphe pour inférer l’ensemble des chan-
gements ou transitions que subirait une communauté dans le temps. Pour mener à
bien cette analyse, nous supposons uniquement les changements de base observés au
niveau des nœuds sur deux instants, notamment le nombre de nœuds qui joigne, quitte
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et reste dans la communauté sur cet intervalle de temps. Notre approche se base sur
les techniques d’apprentissages supervisées pour générer l’ensemble des transitions
que pourrait subir une communauté, et ce en connaissance de la première transi-
tion uniquement. Dans la suite de ce chapitre, nous présentons de manière détaillée
l’approche proposée.
4.2 Approche proposée
Étant donné une communauté Cti nouvellement formée à l’instant ti, observons
les différentes transitions ou changements que subit cette communauté dans le temps.
Pour chacune des transitions observées entre deux instants ti et tj, nous observons le
nombre de nœuds joignant nj, le nombre de nœuds quittant nl, le nombre de nœuds
restant ns, la variation du nombre de composantes δc et la variation du temps δt.
Nous supposons ces observations comme étant les causes de différents phénomènes de
changements. Ainsi nous définissons entre deux instants ti et tj un vecteur vti tj =
(nj, nl, ns, δc, δt) représentant le phénomène de changement d’une communauté.
Pour des raisons d’illustrations, considérons deux cas d’exemples extraits de la Figure
4.1 où nous avons les différents phénomènes de changements de la communauté Ct1
de l’instant t1 à l’instant t7.
Example 1 : Entre les instants t1 et t2 la communauté observée s’élargit avec pour
vecteur correspondant vt1 t2 = (3, 1, 5, 0, 1). De l’instant t1 à l’instant t2 nous pouvons
constater que la communauté Ct2 , similaire à la communauté Ct1 , contient les nœuds
n6, n12 et n14 qui initialement n’étaient pas présent dans la communauté Ct1 , c’est la
raison pour laquelle nous avons nj = 3. De la même façon, nous constatons que le
nœud n8 n’est pas présent à l’instant t2 dans la communauté Ct2 , ce qui signifie qu’un
nœud a quitté la communauté à l’instant t2, d’où nl = 1. Pendant la même période
d’observation, on note également que les nœuds n2, n4, n5, n7 et n9 sont présents
dans les communautés Ct1 et Ct2 , ce qui signifie que cinq nœuds sont restés présents
entre les instants t1 et t2, d’où ns = 5. Concernant la variation de composantes, à
l’instant t1 nous avons une seule communauté représentée (une seule composante) et
à l’instant t2 nous aussi une communauté, d’où δc = 1 − 1 = 0. Enfin, à ce premier
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Figure 4.1 – Suivi des changements de la communauté Ct1 .
intervalle d’observation, nous avons une seule variation de temps, ce qui implique que
δt = 1.
Example 2 : Entre les instants t1 et t5 nous observons un phénomène de division
correspondant au vecteur vt1 t5 = (3, 0, 6, 1, 4). Dans cet intervalle de temps, nous
notons que la communauté Ct1 est similaire à deux communautés C1t5 et C2t5 . Parmi
les nœuds observés à l’instant t5, nous avons les nœuds n10, n11 et n13 absents de
la communauté Ct1 à l’instant t1, d’où nj = 3. On note également que tous les
nœuds initialement présents dans la communauté Ct1 à l’instant t1 sont tous présents
à l’instant t5, ce qui montre qu’aucun nœud n’a quitté la communauté : nl = 0 et
ns = 6. Concernant la variation des composantes, nous avons deux communautés
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(deux composantes) à l’instant t5 et un nœud à l’instant t1, ce qui donne δc =
2 − 1 = 1. Et entre t1 et t5, nous avons exactement 4 variations de temps : δt = 4.
À partir de la représentation illustrée dans la Figure 4.1, pour une communauté
nouvellement formée, nous pouvons suivre les différents changements qu’elle pour-
rait subir dans le temps comme une séquence de vecteurs correspondant aux dif-
férents phénomènes de changements observés. Par exemple dans la Figure 4.1 la
communauté Ct1 de l’instant t1 à l’instant t7 les différents phénomènes de change-
ments qu’elle a subit est donnée par la séquence élargissement → stabilité →
absence → division → absence → survit correspondant à la séquence de
vecteurs vt1 t2 → vt2 t3 → vt3 t4 → vt4 t5 → vt5 t6 → vt6 t7 . Sachant qu’une
communauté subit des changements dû aux mouvements des nœuds dans le temps,
nous utilisons cette dernière représentation pour inférer sur l’ensemble des transitions
que pourrait prendre une communauté dans le temps. Par la suite nous présentons
de manière détaillée notre approche.
4.2.1 Approche statistique
Pour analyser l’évolution de la structure des communautés dans le temps nous
adoptons une approche deux-tiers. Dans le premier tiers, nous effectuons un appren-
tissage des phénomènes de changements. Toutes les connaissances apprises des diffé-
rents phénomènes de changements sont représentés par des classes. Il est à noter que
cette étape d’apprentissage est acquise à partir des vecteurs de variations vti tj entre
deux instants ti et tj, les instants n’étant pas toujours consécutifs.
De part les différentes observations que nous pouvons avoir d’un instant à un
autre, nous définissons six classes (élargissement, division, rétrécissement, absence,
survit et stabilité) qui sont les phénomènes que nous voulons inférer. Afin de prévenir
ou de réduire la superposition des observations des différentes classes, dans un premier
temps, nous projetons nos observations dans un espace orthonormal grâce à une
Analyse en Correspondance Principale (ACP), puis nous appliquons un SVM sur les
observations dans le nouvel espace orthonormal.
Dans le deuxième tiers, on voudrait déduire la suite des changements que pourrait
subir la communauté dans le temps. En d’autres termes on voudrait à partir du pre-
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mier vecteur observé vt1 t2 , générer la suite des vecteurs vti tj , i, j > 2 caractérisant
les phénomènes de changements aux futurs instants. Une façon de le faire serait de
résoudre l’équation définie comme suit :
vt1 t2 × Di,j = vti tj (4.1)
avec t2 < ti < tj,Di,j la matrice diagonale dont les valeurs sont des coefficients réels
transformant le vecteur vt1 t2 en vecteur vti tj . Pour une séquence donnée il est trivial
de trouver pour chaque paire d’intervalles ([t1, t2] et [ti, tj]) de temps les coefficients
des matrices Di,j. Cependant, on ne pourrait pas exploiter les mêmes coefficients
pour générer exactement la suite de vecteurs des autres communautés observées. Pour
contourner ce problème, nous tentons de sélectionner les coefficients des matrices Di,j,
sur un échantillons de données aléatoires qui permettront d’approximer au mieux les
vecteurs vti tj , connaissant les vecteurs vt1 t2 .
Sélection des coefficients de la matrice Di,j
L’on suppose que la majorité des communautés nouvellement formées dans le
graphe ont des comportements assez similaires dans le temps. Pour cela, nous sé-
lectionnons de manière aléatoire un échantillon de 90% des données pour observer
comment les coefficients de la matrice Di,j évoluent dans le temps. À chaque inter-
valle de temps, pour chaque coefficient, nous sélectionnons la région contenant le plus
de coefficients. Dans la Figure 4.2 nous avons un exemple de sélection des coefficients
suivant la première variable (nj). À chaque instant t0 à t5, on peut constater que les
coefficients sont très peu dispersés dans l’ensemble, la majorité des coefficients restent
assez concentrée dans une seule zone. Dans la zone où est concentrée la majorité des
coefficients, on prend la moyenne comme coefficient de tendance générale.
Une fois les coefficients des matrices Di,j obtenus, on utilise la relation (4.1) pour
estimer la séquence de vecteurs dans les 10% de données réservées au test. Les vecteurs
estimés sont par la suite projetés dans le nouvel espace vectoriel tels que présenté ci-
dessus. Les nouvelles observations sont par la suite classifiées par le biais d’un SVM.
Dans la suite, nous présentons les résultats obtenus des jeux de données DBLP et
YELP tels que présenté au chapitre 2.
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(a) Coefficient à l’instant t0 (b) Coefficient à l’instant t1 (c) Coefficient à l’instant t2
(d) Coefficient à l’instant t3 (e) Coefficient à l’instant t4 (f) Coefficient à l’instant t5
Figure 4.2 – Exemple de sélection des coefficients généraux suivant la première variable
dans le jeu de données DBLP.
4.3 Étude de cas
À partir des changements de bases que nous définissons pour caractériser les chan-
gements d’une communauté sur deux instants quelconques, nous adoptons un modèle
de validation croisée dans lequel on sélectionne aléatoirement 90% des données (sé-
quences de changements d’une communauté) avec leur vecteurs respectifs comme
ensemble d’entraînement, puis nous testons notre approche sur les 10% des données
restantes. Ce processus est répété dix fois de suite, puis nous prenons comme résultat
définitif la moyenne des résultats obtenus. Il est à noter que nous évaluons essentiel-
lement la capacité de notre modèle à générer les différents changements que subirait
une communauté dans le temps.
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4.3.1 Analyse des coefficients de transition sélectionnés
Dans la Figure 4.2 nous présentons un exemple de sélection de coefficients de
transitions suivant une variable. Nous avons jugé que le coefficient de transition le
plus judicieux est le coefficient moyen représentant la tendance générale de l’ensemble
des coefficients observés à un instant donné. Dans cette sous-section nous présentons
les coefficients de transitions généraux retenus pour les cas des jeux de données de
DBLP et YELP.
(A) Cas de DBLP
Suite à l’analyse des coefficients de transitions, nous avons retenus comme valeurs
de transitions les moyennes de coefficients de transitions. Dans la Figure 4.3 nous
avons à chaque instant et pour chaque variable v1, v2, v3, v4 et v5 1 la moyenne de
coefficient de transition retenue par le modèle.
On peut observer que plus le temps évolue, plus la moyenne des coefficients pour
toutes des variables reste toujours comprise dans l’intervalle [0, 1[ ce qui justifie que
la plupart des coefficients est dans cette zone. Cependant, on peut constater que
plus le temps évolue, plus l’écart-type devient grand, ce qui montre d’avantage une
dispersion des coefficients avec le temps. Ce phénomène est dû au fait que l’on utilise
uniquement la première transition pour déduire le reste des transitions ; or entre les
différents intervalles de temps, la communauté subit beaucoup de changements, d’où
l’augmentation de l’écart-type et la dispersion des coefficients dans le temps.
(B) Cas de YELP
Comme dans le paragraphe précédent nous procédons à la même analyse sur les
coefficients de transition sélectionnés dans le jeu de données YELP. Dans la Figure
4.4 nous avons l’ensemble des coefficients de transition retenues pour chaque variable
et à chaque instant dans le jeu de données YELP.
Comparativement aux coefficients de transitions observés dans le jeu de données de
DBLP, on peut constater que les coefficients de transitions dans YELP sont compris
1. il est à noter que ces variables correspondent aux valeurs respectives nj , nl, ns, δc et δt
précédemment définies.
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(a) Coefficient de transition 1. (b) Coefficient de transition 2. (c) Coefficient de transition 3.
(d) Coefficient de transition 4. (e) Coefficient de transition 5.
Figure 4.3 – Coefficients de transitions généraux des variables 1 à 5 à chaque instant
dans le jeu de données DBLP.
dans l’intervalle [0, 2[. De plus, on peut constater que nous avons une très grande va-
riation d’écart-type sur chaque instant d’observation comparativement ceux observés
dans la Figure 4.3. Ces observations nous montre que dans le jeu de données YELP,
nous avons une grande variation des coefficients entre les différents instants d’ob-
servations. Ce phénomène est dû au fait que les communautés varient énormément
avec le temps comparativement aux communautés observées dans le jeu de données
de DBLP. D’ailleurs nous avons pu justifier ce phénomène lors de notre analyse sur
la détection des changements. Dans le chapitre précédent nous avons montré que la
proportion des nœuds qui persiste dans les communautés évolutives dans DBLP est
plus grande que celle observée dans les communautés évolutives dans YELP.
Nous présentons dans la sous-section suivante à partir des coefficients de transition
sélectionnés la capacité de notre modèle à générer l’ensemble des transitions que
subirait une communauté dans le temps.
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(a) Coefficient de transition 1. (b) Coefficient de transition 2. (c) Coefficient de transition 3.
(d) Coefficient de transition 4. (e) Coefficient de transition 5.
Figure 4.4 – Coefficients de transitions généraux des variables 1 à 5 à chaque instant
dans le jeu de données YELP.
4.3.2 Qualité du modèle de prédiction
Afin d’évaluer la capacité de notre modèle à générer l’ensemble des transitions
d’une communauté, nous regardons les métriques de précision (“accuracy”), l’erreur
moyenne (“Root Mean Square”) et l’état complet (“completeness”) du modèle. Dans
la Table 4.1, nous avons les résultats indicatifs à ces différentes métriques.
À partir des résultats observés, nous pouvons noter que l’approche proposée ne
donne pas toujours des résultats de grandes qualités dépendamment du jeu de don-
nées. Notamment, nous constatons que nous avons de meilleurs résultats sur le jeu
de données de DBLP comparativement au jeu de données de YELP. Les résultats
observés dans ces tableaux sont justifiables de part les écart-types observés dans les
différents jeux de données. Dans le jeu de données DBLP, les coefficients de transi-
tions (Figure 4.3) sont moins dispersés, ce qui permet de faire un meilleur choix de
coefficient de transition global en fonction de chaque variable. Avec des coefficients
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Jeu de données Précision Complétude Racine de l’erreur moyenne
YELP 0.596 0.877 0.664
DBLP 0.86 1.0 0.192
Tableau 4.1 – Prediction performance.
aussi rapprochés il devient un peu plus évident de déterminer les valeurs des variables
explicatives et de mieux les classer. Ce qui n’est pas le cas dans le jeu de données de
YELP.
La dispersion des coefficients de transitions (Figure 4.4) dans le jeu de données
rend la détermination des variables explicatives assez éloignées de la réalité, d’où la
mauvaise qualité de la classification comme nous présente les résultats observées dans
la Table 4.1 pour le jeu de données de YELP.
4.4 Conclusion
Dans ce chapitre, nous avons présenté un modèle supervisé qui permet de générer
les différents changements d’une communauté observée dans le temps, et ce à partir
de la tendance générale des changements des autres communautés dans le temps. On
peut constater de part nos résultats que le modèle procure de bons résultats lorsque
l’ensemble du graphe ou l’ensemble communautés observées dans le graphe ont des
comportements assez similaires. Notamment, dans le jeu de données de DBLP, on a
pu constater que le modèle est capable de bien inférer sur les changements car les
coefficients de transitions permettant de générer les variables explicatives restent à
des intervalles de temps très peu dispersés. Contrairement aux résultats présentés par
le jeu de données de YELP, où ces coefficients sont pour la plupart très dispersés.
Pour résumer, nous pouvons dire que le modèle proposé reste plus efficace pour des
graphes qui varient très peu dans le temps comparativement aux graphes qui subissent
beaucoup de changements dans le temps. Afin d’améliorer l’approche proposée et la
rendre davantage efficace dans les graphes variant peu dans le temps et également
efficace dans les graphes très variant, nous projetons de prendre en considération non
seulement le premier intervalle d’observation, mais aussi l’ensemble des transitions
précédant le moment à inférer.
Conclusion
Dans notre étude portant sur le suivi des communautés dans les réseaux sociaux
dynamiques, nous avons principalement abordé la question de détection et suivi des
communautés dans les réseaux dynamiques. Par la suite nous avons présenté un mo-
dèle permettant d’analyser l’évolution de la structure des communautés dans le temps.
Pour aborder la problématique principale de ce mémoire nous nous sommes appuyés
essentiellement sur des approches statistiques qui nous ont permis d’avoir des assez
bon résultats en ce qui concerne la détection des changements et le suivi des commu-
nautés dans le temps. Nous avons justifié la qualité de notre modèle à bien détecter
les changements et suivre les communautés en la comparant à quelques approches
existantes.
En ce qui concerne le cas de l’évolution de la structure des communautés dans le
temps, le travail qui a été présenté ne reste qu’une tentative de première ébauche.
Néanmoins, de l’approche abordée on a pu constater que le modèle illustré reste très
sensible à la variation du réseau social étudié. De même, on peut noter que plus le
réseau social varie dans le temps moins le modèle proposé est capable d’inférer sur
l’ensemble des transitions que subirait une communauté observée dans le temps. De
même moins le réseau social présente des variations dans le temps, plus le modèle pro-
posé est capable d’inférer sur l’ensemble des transitions que subirait une communauté
dans le temps.
Bien que nous avons pu répondre aux questions initialement soulevées, le modèle
proposé pour la détection et le suivi des communautés présentent toujours des lacunes
en ce qui concerne le temps d’exécution. Plus nous avons des instances d’observations,
plus il devient coûteux en espace mémoire et en temps de calcul de construire la ma-
trice de corrélation (matrice de Burt) nécessaire à la comparaison des communautés.
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Dans le cas spécifique de l’étude de l’évolution de la structure des communautés dans
le temps, le fait de choisir uniquement le premier instant d’observation pour déduire
sur l’ensemble des transitions rend le modèle très sensible à la qualité du réseau so-
cial analysé. Plus le réseau social observé présente des phénomènes de changements
dans le temps, plus le modèle proposé a des difficultés à induire sur l’ensemble des
transitions. Moins le réseau social présente des phénomènes de changements dans le
temps, plus le modèle proposé infère mieux sur l’ensemble des transitions.
Dans les perspectives de nos travaux, nous envisageons apporter des propositions
qui permettrons de rendre notre modèle moins coûteux en temps de calcul et même
applicable en temps réel. Par ailleurs, l’ébauche d’analyse de l’évolution de la structure
des communautés nous permettra de mieux nous orienter pour effectuer la prédiction
des changements des communautés dans le temps.
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