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ABSTRACT 
In this dissertation, we consider estimation procedures for the 
linear model when the observations are replicated but the error variances 
are unequal. 
The aim of this research was to consider several standard methods 
for parameter estimation, namely Ordinary Least Squares, Weighted Least 
Squares, and Maximum Likelihood and to compare these with newly developed 
procedures. These new techniques included the use of a prior likelihood 
function to induce "shrinkage" towards a common value among the estimators 
for the error variances and procedures based on preliminary tests of the 
hypothesis of variance equality. Both an overall test of equality and a 
multiple comparison method were considered. In addition, variance 
estimates based on MINQUE (Minimum Norm Quadratic Unbiased Estimator) were 
investigated. The MINQU estimators tend to "stretch out" the variances 
and were found to be unsatisfactory. 
The performance of the above-mentioned approaches was investigated 
both through asymptotic theoretical results and small samples simulation 
studies. The results from these two approaches were found to be in 
broad agreement. 
Overall, the multiple comparison and prior likelihood procedures 
appear to perform best, but the prior likelihood depends upon the avail-
ability of satisfactory prior information. So the multiple comparison 
procedure appears to be the most effective technique in general. 
A further study was also conducted to examine the effects of "errors-
in-variables." In general it is found that maximum likelihood is 
superior to ordinary least squares and weighted least squares only if a 
large number of replicates is used. 
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CHAPTER 1 
INTRODUCTION AND REVIEW OF EXISTING TECHNIQUES 
1.1 Introduction 
In the usual analysis of variance m~del, a typical observation is 
considered to be the result of some fixed effects and an error term 
combined in a linear fashion. In such models, interest mainly lies in 
estimating linear functions of the effects. There are, however, 
situations whe~e in addition to estimating the linear functions of 
effects, the main interest is also concerned with the estimation of the 
variances of the effects. Effects of this nature are called random effects 
and variances associated with them are called variance components. A 
linear model in its generality may, of course, include some fixed and 
some random effects. Such a model is referred to as a variance 
components model. A linear regression model with a diagonal covariance 
matrix is a special case of the variance components model. In such a 
model, estimation of the unequal variances is our main goal as a way 
to generate improved estimators for the parameters describing the 
effects. 
There is a vast literature on the topic of estimation of variance 
components. The usual mixed linear model discussed in the literature 
on variance components is 
(1.1.1) 
where Y is an n-vector of observations, X is an (n~p) known matrix~ ~ 
2 
\ is a fixed unknown p-vector of parameters, ui is a given (nXni ) matrix 
and ~i is an ni-vector such that 
(1.1.2) 
2 The Unknown parametersoi , i-1,2, ••• ,k are called variance components. 
A systematic study of the estimation of variance components was 
undertaken by Henderson (1953) who proposed three methods of estimation. 
But some of the early users of such models are due to Cochran (1939), 
Yates and Zacopancy (1935), Fairfield Smith (1936), Yates (1940), Panse 
(1946), Rao (1947, 1953, 1956), Henderson (1950) and Brown1ee (1953) 
in different fields of applications. 
The general approach in all. these papers was to obtain k' 
quadratic functions of !., say Y'Ai !., i-1,2, ••• ,1<:'--: which are invariant 
for translation of Y by Xa where a is arbitrary, and solve the 
equatiqns.' 
(1.1.3) 
The method of choosing the quadratic forms was intuitive in nature 
(see Henderson, 1953) and did not depend on any stated criteria of 
estimation. The entries in the ANOVA table giving the sumS of squares 
due to different effects were considered as good choices of the 
quadratic forms in general. The ANOVA technique provides good esti-
mators in what are called balanced designs (see Anderson, 1975; 
Anderson and Crump, 1967) but, as shown by See1y (1975), such estimators 
may be inefficient in more general linear models •. For a general 
discussion of Henderson,' s methods and their advantages (computational 
3 
simplicity) and limitations (lack of uniqueness, inapplicability and 
inefficiency in special cases), see the papers by Searle (1968, 1971), 
See1y (1975), 01sen et al. (1976), and Harvi11e (1977). 
Hart1ey and Rao (1967) initiated a different approach in the 
maximum likelihood (ML) method. They· considered the likelihood of the 
2 
unknown parameters~, cri' i-1,2, ••• ,k~~ based on observed Y and obtained 
the likelihood equations by computing the derivatives of the likelihood 
w.r. to the parameters. Patterson and Thompson (1975) considered 
another approach the marginal likelihood or the maximal invariant of 
J. . Y, i.e., only on e'Y where e - X (matrix orthogona1to X) and obtained 
what are called marginal maximum likelihood (MML) equations. Harvi11e 
(1977) has reviewed the ML and MML meth~ds and the computational algorithms 
associated with them. 
Maximum likelihood estimators, though consistent,may be heavily 
biased in small samples so that some caution is needed when they are 
used as estimates of individual parameters. The problem is not acute if 
the exact distribution of the ML estimator is known, since in that case, 
appropriate bias adjustments can be made in the individual estimators 
before using them. The general large sample properties associated with 
ML estimators are misleading in the absence of studies on the orders of 
sample sizes for which these properties hold in particular cases. The 
bias in the MML estimators may be slight even in small samples. As 
observed earlier, the MML estimator is, by construction, a function of 
e'y the maximal invariant of Y. It turns out that even the full ML 
estimator is a function of e'y although the likelihood is based on Y. 
There are important practical cases where reduction of Y to e'y result 
in the non-identifiability of individual parameters, in which case, 
neither the ML nor the MML ls applicable. 
4 
C. R. Rao (1970, 1971a, 1971b, 1972, 1973) proposed a new principle 
of estimating heteroscedastic variances and covariances components 
called MINQUE (minimum norm quadratic unbiased estimation, estimator 
or estimate, depending on context) the scope of which has been extended 
to cover a variety of situations by Focke and Dewess (1972), Kleffe 
(1975, 1976, 1977a, 1977b, 1978, 1979), J. N. K. Rao (1973), Fuller and 
J. N. K. Rao (1978), P. S. R. S. Rao and Chaubey (1978), P. S. R. S. 
Rao (1977), Puke1sheim (1977, 1978a), Sinha and Wieand (1977), and 
RaO (1979). 
1.2 The MINQUE Principle 
Consider the variance component model 
Y - X@.. + u ~ + ••• +u. ~ 
- 1-1 K-k (1.2.l) 
where Y is an n-vector of observations, X is an (nxp) known matrix, a 
is a p-vector of parameters, ui is a given (nxni ) matrix and ~i is an 
ni-vector such that 
We can express the above model in a compact form 
Y - X~ + Ui. 
where u" (ull.·.I~) and f' - (~l'I···I~k')· 
From (1.2.2) we have 
E(Y) - X~ 
(1.2.3) 
(1.2.4) 
5 
c. R. Rao (1971a) proposed to estimate a linear function 
2 2 2 a P1or+ ••• +Pkok of the variance components 0l, ••• ,ok by a quadratic 
function y' AY of random variab1es· .. Y. He developed the following criteria 
for determining the matrix A. 
1.2.1 Invariance Under Translation of the SParameters. Instead 
of B, consider y • B-BO as the unknown parameter, where BO is fixed. 
Model (1.2.3) becomes 
Y - XB - Xy+Ut; 
- -0 _ 
in which case the estimator of t Pi~ is 
i 
(1.2.5) 
(1.2.6) 
But (1.2.6) should have the same numerical value as Y'AY whatever BO 
may be. Thus, we require that 
- Y'AY + 28 'X'AY + B 'X'AX8 • ~ -. ~ -0 (1. 2.7) 
The above equation is satisfied if 
AX - o. (1.2.8) 
1.2.2 Unbiasedness. With restriction (1.2.8) 
y'AY - ~'X'AX~+ 2~'X'AUt; + t;'U'AUt; 
- - -
which reduces to 
Y'AY - ~'U'AU~ • (1.2.9) 
2 2 For Y'AY to be unbiased for rpiOi for all ai' we require 
i 
since 
E(Y'Ay) = E(~'U'AU~) = r Pioi 
i 
k 
E(~'U'AU ~) - r E(~i'ui'Aui~i) 
i-I 
6 
(1.2.10) 
k 2 
- r 0i tr AVi (1.2.11) i-1 
. 
Here tr stands for trace and vi - ui'ui • Equation (1.2.10) becomes 
which implies that 
i-1,2, ••• ,k. 
1.2.3 Minimum Norm. If the hypothetical variables 
2 
a natural unbiased estimator of L PiOi would be i 
(1.2.13) 
~ were known, 
(1.2.14) 
7 
But the proposed estimator is ~'U'AU~. Hence we would like to 
choose A such that the difference ~'(U'AU-~)~ is minimized. Since ~ is 
unknown, Rao suggests that A is chosen to minimize 
Ilu' Au-~II , 
where 11-11 denotes the norm of a matrix. In particular, with the 
Euc1idean norm, the matrix A of the quadratic form Y'AY should be 
determined by minimizing 
(1. 2.15) 
subject to (1.2.8) and (1.2.13). Under the condition ·in (1.2.13) 
Pi 
tr U'AU~ - t~AU~U' - tr AL -- u u ' i ni i i 
and hence 
tr(U'AU-~)2 -tr U'AUU'AU - 2 tr U'AU~ + tr ~2 
- tr U'AUU'AU _ tr ~2 
2 
- tr AVAV - tr ~ 
(1.2.16) 
(1.2.17) 
8 
2 Thus minimizing tr(U'AU-6) , Subject 
2 to (1.2.8) and (1.2.13) is equivalent to minimizing tr AVAV - tr 6 or 
equivalently minimizing tr AVAV, since ~ is given, subject to (1.2.8) 
and (1.2.13). Thus, the principle of estimation may be described as 
follows. 
The quadratic form Y'AY is said to be the MINQUE (Minimum Norm 
2 Quadratic Unbiased Estimator) of L Piai where the matrix A is determined 
i 
such that tr AVAV is minimized subject to the conditions (1.2.8) and 
(1. 2.13). 
c. R. Rao (1971a, 1972) also proposed the MINQUE principle without 
invariance which may be stated as follows. The quadratic form Y'AY is 
2 
said to be the MINQUE without invariance of L Piai if the matrix A is 
1 
determined such that tr A(V + 1 XX')A(V + 1 XX') is minimized subject 2 2 
to the conditions 
X'AX - 0 and tr AVi - Pi' i-1,2, ••• ,k. (1.2.18) 
1.2.4 Examples of MINQUE. C. R. Rao (1970) derives the MINQUE 
explicitly for some cases. 
(i) When E(Y) - X~ and D(Y) - 0'21, the MINQUE is the same as the usual 
Gauss-Markov estimator. 
(1i) 
coincides with the estimator of Anscombe and Tukey (1963). 
(iii) 2 When E(Yi) - ~ and V(Ei ) - ai' (i-1, ••• ,n), he obtains the 
MINQUE as 
2 
s 
--n-2 (1.2.19) 
2 
where Y - (Lyifn) and (n-l)s 
9 
Note: An intuitively appealing but biased set of estimators for this' 
-2 n - 2 problem would be a i - (n-l) (Yi-Y) ; (1.2.20) 
By contrast with MINQUE which "stretches out" the estimators, 
(1.2.20) provides an element of "shrinkage" towards the overall mean 
-2 1 2 
a - n Lai . 
(iv) For the one-way random effects model with E(yij ) -1Jand V(Yij ) -
a~ + a2 , (i-I, 2, ;, ~. ,k;j-l, 2, ••• ,m), we have verified that the MINQUE 
for a2 and a2 are the same as the usual ANOVA estimators. 
Cl 
(v) Now consider the multivariate model 
i-I,2, ••• ,p (1. 2. 21) 
where Yi is an n vector, Xi is a known (nxmi ) matrix, ai is an mi 
vector and Ei is an n-vector with mean zero and E(EiEj ') - oijI. For 
the restricted form the model is written as 
Y - xa + i (1. 2.22) 
where y' - (Yl 'IY2 '1 ••• IYp '), E' - (E1'IE2'1 ••• IEp~)' X and a are 
diagonal matrices with elements Xi and ai respectively. Writing D(~ 
in the form of (L:2.4), we obtain the MINQUE of 0ij as aij - ei ej ftr QiQj 
where Q - I - X (X 'X )~ X ' i iii i~ Ze11ner and Huang (1962) 
obtained this estimator for p-2 through a different approach. For the 
"unrestricted form," the model is written as 
10 
Y = (I~)e + E (1.2.23) 
where ® denotes the Kronecker product of two matrices; and Y and E are 
as above, but X - (X1Ix21 ••• Ix ) and e' - (el' Isi'I ••• le '). The MINQUE p . p 
can now be shown to be 0ij - ei'ej/tr Q where Q - I - X(X'X)-X' and 
e i = QY. This estimator is the same as the one obtained by Zellner 
(1962). 
1.2.5 PropertiesofMINQUE. (i) Additivity: If SI and S2 are the 
MINQUE of Pl'a and P2'a respectively, then (Sl+S2) is the MINQUE of 
(Pl+P2) 'a. 
(ii) Invariance: Consider a non-singular transformation Z - BY. 
Clearly, E(Z) = ~e - X*e and 
Now, the estimator of p'a is Z'CZ, where A - B'CB. C is obtained by 
minimizing tr CLCL subject to the conditions CX* - 0 and tr CLi - Pi' 
k 
where L = L Li • Here B is an orthogonal matrix. Rao (197la) further i=l 
suggested that by transforming to Z - G'Y, where G is an nx{n-r) such 
that G'X - 0, the computation can be further simplified. 
(iii) Minimum Variance: When the elements of ~i have a common variance 
a~ and a common fourth moment ~4i' the variance can be written as 
k 4 
V(Y'AY) - L ai Yi tr AviAvi + 2 tr AD(Y)AD(Y) i-I (1.2.25) 
11 
If ~i are normally distributed, the first term on the right-hand 
side of (1.2.25) vanishes and, as Rao (1971b) points out, MINQUE coincides 
with the MIVQUE (Minimum Variance Quadratic Unbiased Estimator). 
1.2.6 Modifications and Extensions. C. R. Rao (1970) first 
proposed the MINQUE principle for estimatirtg heteroscedastic variances in 
a linear model. He also proposed usirtg the estimated variances obtained 
throughMINQUE to carry out the Weighted Least Squares (WLS) procedure. 
In a Monte Carlo study, J. N. K. Rao and Subrahmaniam (1971) used 
MINQUE for two regression models and compares the WLS estimators of 
regression parameters using these MINQUE's with some other estimators 
of unequal variances.However, they ignored those samples which 
produced at least one negative estimate of variance in their Monte Carlo 
experiment for one of the models. On the same lines as Rao and 
Subrahmaniam (1971), Chaubey and Rao (1976) considered the models 
(1.2.26) 
(1.2.27) 
·22 
where Eij ~ N(O,ai ). They choose the patterns for ai from Cochran and 
Carro1 (1953). Efficiencies of the MINQUE, Average of the Squared 
2 Residua1s (ASR) and the sample variance Si were compared. When the 
2 MINQUE took the negative values, it was replaced by Si or by a small 
positive quantity. They examined the effects of the above estimators 
on the WLS of a and 6. J. N. K. Rao (1973) also evaluated the efficiencies 
of the above approaches for the variance estimators. Comparison 
between AUE (Almost-Unbiased Estimators) and the above estimators are 
made by Horn and Horn (1975) and Rao and Chaubey (1978). 
12 
For the model in (1.2.3)-(1~2.4), when the conditions AX • 0 and 
tr AVi • Pi are not consistent, Focke and Dewess (1972) replaced the 
first condition with X'AX - O. The resulting principle for estimating 
p'o given by Rao (197la) as mintmizing tr(V+XX')AV subject to X'AX • 0 
and tr AVi - Pi. He derives the solution for A and an alternative form 
is given by Pringle (1974) as A - LAiRi and 
(1.2.28) 
where Ri • Cv + ~ XX,)-l(Vi-PViP')(V + ~ XX,)-l and P is the projection 
operator X(X'V-lX)-X'V-l • With A in (1.2.28), Y'AY is unbiased for P'o 
but does not have the translation invariance unless X'AX • 0 implies 
AX = O. 
1.2.7 Some Merits and Drawbacks of MINQUE. The principle of MINQUE 
seems to be as fundamental in nature as the LS and ML methods of esti-
mation. 
The MINQUE is based on the LS residuals and possesses several 
appealing optimum properties. 
(a) One or more restrictions such as invariance, unbiasedness and non-
negative definiteness can be placed on Y'AY depending on the desired 
properties of the estimators. 
(b) For a suitable choice of the norm, MI~QU estimators provide 
minimum variance estimators when Y is normally distributed. 
Horn, Horn, and Duncan (1975) mentioned the following deficiencies 
of the MINQUE. 
(a) 2 The MINQUE estimates 0i although unbiased may be negative. 
(b) The MINQUE estimators require the inversion of an nxn matrix, i.e., 
the computations needed for obtaining MINQUE are somewhat difficult. 
13 
(c) The MINQU estimators do not exist for some models of interest. 
Recently, some numerical techniques for computing MINQUE's have 
been tried by Ahrens (1978), Swallow and Sear1 (1978), Ahrens, et al. 
(1979), Infante (1978), and K1effe (1980). 
1.3 Maximum Likelihood Estimation (MLE) 
1.3.1 The General Model. Consider the general model 
Y - Xe + i, 
k 
E(EE'). I 8 v - V 
- i-I i i 
(1.3.1) 
and the ML estimation of 8 under the assumption 
! ~ N(Xe,V), ~ERm, eEF(open set) (1.3.2) 
we assume that V is p.d. for V8EF. 
Harvi11e (1977) has presented a review of the ML estimation of e 
describing the contributions made b~ Hart1ey and Rao (1967), Anderson 
(1973), Patterson and Thompson (1975), Henderson (1977), and Miller 
(1977, 1979) and others. A brief description of these methods follows, 
based on Harvi11e's (1977) review. 
The log likelihood of the unknown parameters (S,9) is proportional 
to 
(1.3.3) 
,.. ,.. 
The proper ML estimators for (e,e) are a vector of values (~,~) such 
that 
,.. "-
.q~, e , Y). sup R. (~, e , Y) (1.3.4) 
8,eEF 
14 
It is reported that such an estimator does not exist in an important 
case considered by Focke and Dewess (1972). Neyman and Scott (1948) 
pointed out that ML estimators of variance components are heavily biased 
and in some cases they are not even consistent. In such cases, the use 
of l1L estimators for drawing inferences on individual parameters may 
lead to gross errors, unless the exact distribution of the Ht estimators 
is known. The drawbacks and the computational difficulties involved in 
obtaining the ML estimators palce some limitations on the use of the 
ML method in practical problems. 
1.3.2 Maximum Likelihood Equations. We assume that V > O(i.e., p.d.} 
for 9EF. Taking the derivatives of (1.3.3) w.r.t. 8 and ai and equating 
them to zero, we obtain the ML equations. 
(1. 3. 5) 
-1 -1 -1 tr V vi - (Y-XS) 'V v iV (Y-X~.), i-l,2,; •• ,k (1.3.6) 
Substituting for! in (1.3.6) from (1.3.5), the equations become 
(1.3.7) 
[T(9}]9 - t I (y,9) (1. 3. 8) 
-1 -1 th 
where T(a) • (tr V viV vj ) is a matrix and the i element tI(Y,a) is 
(1.3.9) 
We have the following comments about the equations (1.3.7) and 
(1.3.8). 
(i) The original ML equation (1.3.6) is unbiased while (1.3.8) which 
provides a direct estimate of a is not so in the sense 
15 
E[tI(Y,B)] ; [T(B)]B. (1.3.10) 
An alternative to equation (1.3.8) is the one obtained by equating 
tI(Y,B) to its expectation 
(1. 3.11) 
which is the marginal ML equation. suggested by Patterson and Thompson 
(1975) • 
(ii) There may be n~ solution to (1.3.8) in the admissible set F to 
which B belongs. This may happen when the supremum of the likelihood 
is attained at a boundary point of F. 
(iii) The ML equation (1.3.8) is the same as that suggested by C. R. Rao 
(1979) for iterated MINQUE with the invariance property. 
(iv) Maximum likelihood estimator of e is invariant for translation 
of Y by xa for a (where a is an apriori value of e). 
(v) Computational algorithms: The equation (1.3.8) for the estimation 
. . 
of e is, in general, ve~y complicated and no closed form solution is 
possible. One has to 1.~"'!.Opt iterative procedures. Harville (1977) 
reviewed some of the existing methods: 
(a) " th If B .. is the n approximation to the solution of (1.3.8), 
l( 
then (k+l)th approximation is 
(1.3.12) 
Equation (1.3.12) is suggested by Rao (1979) for iterative MINQUE with 
invariance, provided by e is identifiable. Otherwise, the T matrix in 
(1.3.8) is not invertable. Iterative procedures of the type (1.3.12) 
are mentioned by Anderson (1973), LaMotte (1973) and Harvi1le (1977) in 
different contexts. However, i~ is not known procedure (1.3.12) 
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converges or whether it provides a solution at which the supremum of 
the likelihood is attained. 
(b) Hemmerle and Hart1ey (1973) and Godnight and Hennerle (1978) 
suggested the method of W transformation for solving the ~fL equations. 
Miller (1979) has proposed a different approach. Harville (1977) also 
mentioned the variable-metric algorithms of Davidson-F1etcher-Powe11 
described by Powel1 (1970). Further investigation is necessary for 
finding a satisfactory method of solving equation (1.3.8) and ensuring 
that the solution maximizes to likelihood. 
1.3.2 Marginal Maximum Likelihood Equations. We already observed 
that the ML equation derived from (1.3.8) is not ~nbiased, since 
E[tr (Y,8)] ; [T(8)]8. (1.3.13) 
However, we may replace equation (1.3.8) by 
(1.3.14) 
Equation (1.3.14) is obtained by Patterson and Thompson (1975) by 
maximizing the likelihood of .8 based on L'Y, where L' is any choice of 
L X , which is maximal invariant of Y. Now 
~(9,L',Y) • - loglL'VLI - Y'L(L'VL)-~'Y (1.3.15) 
Differentiating (1.3.15) w.r.t. 9i , we obtain the MML equation 
(1.3.16) 
i=l, ••• ,k. 
Using the identity (C. R. Rao, 1973, p. 77) 
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(1.3.17) 
Equation (1.3.16) becomes 
which is independent of the choice of t - ~ used in the construction 
of the maximal invariant of .Y. It is easy to see that Equation (1.3.J.Z) 
can be written as 
(1.3.19) 
which is Equation (1.3.14). 
(i) Both the ML and MML estimates depend on the maximal invariant 
t'Y of Y. Neither method is applicable when 9 is not identifiable on 
the basis of t'Y. 
(ii) The bias in MMLE may not be as heavy as in MLE and the MMLE may be 
more useful as a point estimator~ 
(iii) The solution of (1.3.18) may not lie in the admissible set of 9. 
(iv) A ~ ~ If 8k is the k approximation, then the (k+1) approximation· 
can be obtained as 
(1. 3.20) 
It is not known whether the process converges or yields a solution 
which maximizes the marginal likelihood. 
It would seem that the computational effort required for each of 
MINQUE, MLE, and MMLE is much the same. 
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1.4 Least Square Method (LS Method) 
The principle of LS, while conceptually quite distinct" from the 
ML method and possessed of its own optimum properties, coincides with 
the ML method when the observations are normally distributed. It also 
provides unbiased estimators, linear in the observations, which have 
minimum variance. The assumption of normality is not required to 
establish this optimal property of LS estimators. 
1.4.1 Least Square Estimation in the Linear Model. Consider the 
linear model 
Y - XB + ,i. (1.4.1) 
where Y is an (nxl) vector of observations, X is an (nxk) matrix of 
known coefficient (n>k), e is a (kxl) vector of parameters and E is an 
... 
(nx~) vector of random variables with E(,i) - 0 
and dispersion matrix 2 V(,i) - E(.!i') - (J 1 
(1.4.2) 
(1.4.3) 
The elements of i are uncorre1ated and I is an (nxn) identity matrix. 
The LS method requires the minimization of the residual sum of squares. 
5 - (Y-XB)'(Y-XB). 
- """ -..." 
(1.4.4) 
We obtain the L5 estimation ofB by differentiating (1.4.4) and equating 
the derivative to zero, whence 
e - (X'X)-lX'Y (1.4.5) 
" Note that B is exactly the same as MLE of e. 
We assume that (X'X), the matrix of sum of squares and products of the 
.elements of the column-vector composing X, is non-singular and ~an 
therefore be inverted. 
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1.4.2 Properties of LS Uethod. (i) Unbiasedness: Rewriting (1.4.5), 
we obtain 
Hence, using (1.4.2) 
"-
E(S) - S (1.4.6) 
- -
get 
V(s) - cr2(X'X)-1. (1.4.7) 
-
"-(ii) S is the LSE of S which minimized the residual sum of squares i'i, 
irrespective of any distribution properties of the error, but for testing 
hypothesis concerning the parameters, distributional assumptions are 
necessary. 
" (iii) The elements of ~ are linear functions of the observation Y, and 
provide unbiased estimates of the S which have minimum variances, 
-
irrespective of distribution properties of the error. 
(iv) Unbiased estimation of the variance: 
Consider the set of residuals in L5 estimation 
Y-XS - (XS+E) - X{(X'X)-lX'(Xe+E)} • 
-..... ..... - ..... -
(1.4.8) 
After simplification, (1.4.8) becomes 
Y-XB • {I -X(X'X)-lX'}E 
- - n. -
(1.4.9) 
The right-hand side of matrix in braces of (1.4.9) is symmetric and 
independent. So the sum of squares of residua1s is 
(Y-X8)'(Y-XS) - E'lI -X(X'X)-lX']E 
- ... -- - n -
,,2 
- tr[E(M~')] - cr tr(M) 
"2 
- (n-k)cr • 
",,2 
Thus an unbiased estimator of cr is, from (1.4.11), 
S2 • (Y-XS)'(Y-XS)/(n-k). 
- - --
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(1.4.10) 
(1.4.11) 
(v) -' . 2 "" If error vectors are independent and E ~ N(O,cr I), then B is the 
MLE of B. 
-
1.5 Weighted Least Square (WLS) Method 
The least square estimators might not be "best" when the components 
of the error vector! do not all "have the same chance of being small." 
The algebra of the Gauss-Markov theo~em suggests the appropriate modi-
fication to the method of LS when the errors have different variances 
or when they are correlated. 
1.5.1 WLS Estimation in the Linear Model. Consider the model 
Y • X~ + i (1.5.1) 
where E(!) • 0 and VC!) - cr~, where V(~I) is a known positive definite 
matrix. 
Let 2 p'p _ pp - p - V (1.5.2) 
where P is a non-singular matrix and set 
1 1 -1 z = P~ Y, A = P- X, ~ - Pi. 
Premultip1ying (1.5.1) by p-l, we obtain a new model as 
applying (1.5.3) in (1.5.4), we get the model as 
Z-AS+~ 
2 
and E(~) - 0, Var(~) - a I. 
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(1.5.3) 
(1.5.4) 
(1.5.5) 
Using the G~uss-Markov theorem on (1.5.5), the estimator for B is 
or (1.5.6) 
" Similarly, the covariance matrix of B is 
In practice, the WLS method is mostly applied when the observations 
are independent but have different variances. It may be difficult to 
obtain specific information on the form of V initially. For this 
reason, it is sometimes necessary to begin with the assumption V - a21 
and then attempt to discover something about the form of V by examining 
the residuals from the regression analysis. 
If a WLS analysis was called for but a LS analysis was performed, 
the estimates would still be unbiased but would not have minimum variance. 
The WLS method was first developed by Aitken (1935): Goldman and 
Zelen (1964) were the first to consider the case when V is singular. 
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1.6 Purpose of the Thesis 
It is the purpose of this thesis to develop the theoretical 
properties and to compare the performance of the different estimators -
(e.g., OLS, WLS, ML, MINQUE, Modified MINQUE, Posterior Likelihood (PL), 
etc.) for the linear model when variances are unknown and different. 
We also wish to check the relative performance of large smaple properties 
and small sample results for both normal and non-normal distributions. 
We have already presented a brief review of the Ordinary Least 
Squares (OLS) estimators and its modified form Weighted Least Squares 
(WLS) estimators with their properties in Sectionsl.4 and 1.5 
respectively. Another approach is estimation by maximum likelihood 
assuming that the observations are normally distributed, which'is given 
in Section 1.3. Another approach to the above problem is estimation by 
quadratic functions of observations, based on sums ~f squares appearing 
in the analysis of variance table (e.g., Renderson~ 1953; Searle, 1968, 
1971). As remarked by Rao (1972), "In this method the theoretical 
basis is not clear, the procedures suggested are ad hoc and much seems 
to depend on intuition." This led C. R. Rao (1970) to introduce the 
principle of MINQUE. In his paper, he suggested using the estimated 
variances obtained through MINQUE principle to carry out the WLS 
procedure for obtaining the estimates of regression in parameters. 
There are some drawbacks in this method. The major drawback of 
MINQUE is that it may give negative values for estimates of non-
negative variances, as noted by many authors (see Section 1.2). J. N. 
K. Rao (1973) gave some modifications of MINQUE based on intuitive 
grounds. A complete and detailed review of MINQUE technique with its 
modifications was presented in Section 1.2. 
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Due to the major drawbacks of the MINQUE technique, we also develop 
another procedure on the basis of prior 1ike1ihoods called Posterior 
Likelihood (PL) estimation, which is discussed and compared with other 
techniques, in Chapter 4. 
1.7 Outline of the Thesis 
Chapter 1 provides the review of the literature on the existing 
techniques for estimation of variances in the linear model. 
In Chapter 2, we develop and present several theorems on the large 
sample variances of estimates for the regression parameters for both 
WLS and MINQU-based estimators for normal and non-normal distributions. 
The main purpose of developing -these theorems is to provide a theoretical 
basis for comparing the large sample properties of WLS and MINQU-based 
estimators with small samples simulated results. 
Chapter 3 provides a comparison of the theoretical results based 
on Chapter 2 with simulated small samples results. These simulated and 
theoretical results are based on WLS and MINQU-based estimators for normal 
and non-normal distributions. A Monte Carlo comparison of the modified 
MINQU-based, OLS and WLS estimators is also given. 
In Chapter 4, we present the theoretical developments of the 
Posterior Likelihood (PL) methodology and their theoretical properties. 
" Some theoretical results about the ~ and the variances are obtained 
using Gamma prior likelihoods for the regression model. A comparative 
empirical study on the basis of OLS, WLS, ML, and PL is also presented. 
In Chapter 5, we present adaptive procedures for estimation. A 
review of existing techniques for testing equality of variance~ is 
presented. Adaptive estimation procedures for the estimation of regression 
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parameters after using preliminary tests of variance equality are 
discussed and empirical results on the adaptive estimators are also 
provided. 
Chapter 6 provides a review of the literature on multiple 
comparisons and adaptive estimators using multiple comparisons procedures. 
Empirical comparison of these adaptive estimators with other estimators 
are also presented. 
In Chapter 7~ we examine the effects of "errors in variables" upon 
the different estimators. Empirical comparisons are again provided. 
Finally, in Chapter 8, we present an overview of the results and 
summarize the main findings of the study. 
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CHAPTER 2 
LARGE SAMPLE PROPERTIES OF WLS AND MINQU-BASED ESTIMATORS 
2.1 Introduction 
The main purpose of this chapter is to determine the large sample 
properties of WLS and MINQU-based estimators for the linear model. The 
theoretical results of this chapter will be used in the next chapter for 
comparison with the simulated small samples results. 
In Section 2.2, we state a general Theorem 2.2.1 for the WLS and 
MINQUE cases with normally distributed error terms, with zero means and 
variances Oii for the ni observations corresponding to Xi' i-l, ••• ,k. 
We also develop several lemmas prior to prove the main theorem. 
In Section 2.3, we present the complete proofs of Theorem 2.2.1 
for the WLS and MINQUE cases. 
In Section 2.4, we present and prove Theorem 2.4.1 for WLS and 
MINQU-based estimators for non-normal distributions. Two new lemmas 
are also derived to prove the results of Theorem 2.4.1. 
To check the applicability of the above theorems for WLS and MINQU-
based estimators for normal and non-normal cases, we consider some special 
cases of the above theorems in Section 2.5. In particular, we consider 
the special cases when all the variances are equal and all the 
n 
ni = k· Results are given for each of WLS and MINQUE for both normal 
and non-normal distributions. 
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2.2 Asymptotic Results 
In the next two sections, we shall state and prove theorems which 
give the expected value and variance of WLS and MINQU-based estimators 
for ~ in the linear model. 
Theorem 2.2.1 
Consider the linear model 
Y = XJi + .i, (2.2.1) 
k 
where Y is a vector of n = L ni observations, X is a known matrix of i:ll1 
order n x p, ~ is a vector of p unknown parameters and E is a vector of 
n. Further, assume that 
(2.2.2) 
(i) The WLS Case 
The WLS estimator is 
(2.2.3) 
where 
" 0'11I n1 0 
" V - (2.2.4) 
0 'a I kk~ 
" -1 
ni 
- 2 and O'ii' = (ni -1) I (Y ij -y i) ; i=1,2, ••• ,k; j=1,2, ••• ,ni • j=l 
A -2 
Then E(~) =~; and to terms of O(n ), 
where 
A 
o 
(pxp) 
= x 
(pXk) 
o 
and x has rows x., (i=1, ••• ,k). 
-1 
(11) The MINQUE Case 
o 
(kxk) 
The MINQU-based .. estimator for 8 is 
A 
where V = 
o 
n 
and the MINQUE of (J = -..".;.:....~ 11 ni (n-2) 
2 -1 - 2 
where 5 = (n-1) LL(yij-y). 
'0 I kk~ 
l - 2 52 (Y1j -Y) - n-2 i 
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(2.2.5) 
x' (2.2.6) 
(kxp) 
(2.2.7) 
(2.2.8) 
A A 2 
Then E(~) =~, and to terms of O(n-.), 
where t •. 
. 1J 
2 2 -1 -3 0ii 0jj ]x'Ao + O(n .). 
,. ,. ) 1 -1 
- cov(a •. ,a •. and g .• - x. Ao x .• 11 JJ 1J -1 -J 
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(2.2.9) 
In order to prove the results of the above Theorem 2.2.1, we first 
establish several lemmas. 
Lemma 2.2.1 
If the distribution of i is symmetric about zero, and gel) is an 
even function of i with finite expectation then E{ig(~} - Q, provided 
the expectation exists. 
Proof: 
1 Since P(~> 0) - 2 
Let !l. == - i . 
. : E[ig(f)] = Q 
Lemma 2.2.2 
(2.2.10) 
V-I = V-I _ V-1(V_V)V-1 + V-l(V-V)V-1(V-V)V-1 0(V~~)3}. 
A 
where V is any diagonal matrix. 
Proof of Lemma 2.2.2 
Directly:-
~-1_V-1 __ V-1(V_V)V-1 
Also 
so 
-1 A -1 -1 A -1 A A_I 
and using * this = -v (V-V)V + v (v-v) v (V-V)V-. 
The result follows directly by using ** then * recursively. 
Lemma 2.2.3 
When V is estimatee by WLS, 
E(VUV) - VUV + 2 
a .. u .. 
, [ 2 ] d • 11 11 1ag 
n. 
1 
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where U is a known n n matrix with sub-matrices u .• of order n. x n.; and 
1J 1 J 
A 
V is given in (2.2.4). 
Proof: 
vuv
A 
A h (..) th 1 • ,. d A • (A ) 
as 1,J e ement 1S - cr •• cr .• u •. an V - d1ag cr .• ; 11 JJ 1J 11 
,. 
E(cr .. ) - cr •• , 
11 11 
i=j; cr •• = 0, i;j. 
1J 
@ + a .. a.], i"j, 
t 11 JJ 
E ~ .. Ui] -11 jj 
Ear(~ .• ) + o~, i"j, 
11 1 
and the result follows since 
... 2 
var(o .. ) a 20 .. /n .• 
11 11 1 
Lennna 2.2.4 
When V is estimated by MINQUE, 
no .. 
where Bl - liiij Cij], B2 - diag ~iiwiiJ, wii; - n. <n~~) 2 [<n-4)oii+2aJ 
1 
k 
and a .. r n.o .. /n. 
• 1 1 11 1= 
30 
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U is a known matrix of n x n with sub-matrices uij of order ni x nj and 
,/ 
o 
" V = 
o 
"-The MINQUE of aii is given"in (2.2.8). 
Proof: 
E(VUV" ") 1 (,,2 has the diagonal e ements E uiiaii) and off-diagonal elements 
E(Gii) == aii since HINQUE's are unbiased. 
10utine calculations show that 
-{I 2} + 2na a .- - --it ni n-1 
(2.2.15) 
and 
C C ( " " ) = 2(n-2)-2 t ij = ij == ov aii,ajj 
(2.2.16) 
so that 
it follows that 
Lemma 2.2.5 
Consider terms of the form 
u - HT(~'-V) 
Tll T12 .... Tlk 
· where T = T2l T22 · (nxn) · 
Tkl ........ Tkk 
k 
is a matrix of known terms, Tij is (ni x nj ) and n - L ni i-I 
O'llI
nl 
0 
" " " H = V-V, V = . V has O'ii , 
0 O'kkI ~ 
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(2.2.17) 
in place of O'ii 
and = where ~ = 
Also V is the WLS estimator of V. 
Then E(U) = 2VDT~V 
where Tll~l 
T~ is a block diagonal matrix, T~ = 
( 1 f\ M = I - .--- 11" 
rr n --
.1" 
Proof: 
and D = 
o 
o 
"1 
-I 
~ ~ 
o 
th U has (r,q) block u 
rq = L (8 -a )T (E E'-a I ) rr rr rs -s-q sq sq 
s 
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n 
r _ 2 
Now (n -1)0 = r (Yr -Yr ) r rr i=l i 
n 
r 
34 
= r since Y = x'S + E r i r r i i=l 
~ , 
n 
r r E2 - n (E )2 TEE' 
rs-s-q i=l r i r r 
thus E (U )... E --L.:=-=~-=-:(-n-_-=l~)--J..----
rsq r 
L.. 
If r of s of q 
- cr T cr I • 
rr rs sq sq 
or r - s, r of q ====> E(U ) = 0 directly. rsq 
or r of s, r = q 
if a of b, 
if a = b, 
ErE E' lE E2 -n (E ) 21l L-r-r r i r r = ---n r 
ErE E' lE E2 -n (E') 21~ = cr2 [en -1)+;/ L-r-r r i r r -' rr r _ 
(n +2)(n -1) 2 
r r 
=------cr 
n 
r 
rr 
(2.2.18) 
th . ] 
of (a,b) e1ement~1 
Substituting these values (2.2.18) will be as 
2(,2 
E() rr T ~I urrr = n -1 rr -n 
r r 
E (u ) ... 0, when r ..; q. 
rq 
E(U ) .. 
rq 
.. 
2(i T 
rr rr 
n -1 
r 
20'2 T 
rr rr M 
n -1 rr· 
r 
_ L 11-j 
n --
r 
:. E(U) .. 2VDT6.V. 
Lemma 2.2.6 
Consider terms of the.form 
U .. HT(i!'-V) 
where T = 
Tkk 
when r ... q 
k 
is a matrix of known terms, Tij is (ni x nj ) and ri." l ni i-I 
o 
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(2.2.19) 
H = V-V, where V = A " and V has O'ii in place of O'ii. 
o 
"-
The MINQUE 0 f a ii (M) is given in (2. 2. 8) and 
E = 
nx1 [~ ) 
Then E(U) = 2CVDT~V 
where ii = 
where C = diag [{nr(~-2) (n -1) } 
- (n-1) (n-2) 
T~ is the block diag matrix, T~ -
o 
M ,. (I - 1- 1 1 ? 
rr n --
r 
and D = 
o 
Proof: 
o 
·1 
-I 
, 
~ ~ 
U has (r,q)th block u ,. I (a (M)-a (M»T (EE '-a I ) 
rq s rr rr rs -s-q sq sq 
n~ I(n -1)0 v r rr 
where 0 (M) rr .:;r_-.--.,.---,....... 
rr ,. n (n-2) - (n-1)(n-2) 
r 
From Lemma 2.2.5 
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----E!.T M n_ 2ci [ 
E(urrr(M» - n -1 rr rr n (n-2) 
n -1 l 
(n-I) (n-2) _ 
r r 
E(U) = 2VCDT~V • 
Lennna 2.2.7 
If X is a n x p matrix [ ~ ni = n] i-1 
g1 I 0 n1 
-1 
Then diag(XA X') -0 
0 . gkI ~ 
and A = X'V-1X • 
o 
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(2.2.20) 
1 . , . th 
where gi ... ~'A~ xi' where the ni_1+1,ni_1-2, ••• ,ni rows of X are xi'· 
Proof: 
x ' 
-1 
x ' 
-1 
Since X .. 
x ' 
-2 
(nxp) 
We can write matrix X as 
1.1 
(n1x1) 
1:.z 
(n2x1) 
X = 
0 
where 
x ' 
-1 
x' == 
(kXp) 
. 
~'. 
Hence 
= 
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x ' 
-1 
. 
0 
_ L x' 
(nxk) (kXp) 
4: 
(~X1) 
, .~~' (Z.2.21) 
1 
and 1 -
, -1 
xl A xII 
- 0 - n 
o 
1 
1 
x 'A-1x I 
-2 0 -2 n 2 
o 
o 
o 
, by definition. 
(2.2.22) 
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Lemma 2.2.8 
If M is the diagonal matrix 
1.1 0 
M1 0 n1
x1 
1.2 
M= and L =0 n2x1 
0 ~ 
o 
where M = (I - 1- 1 1 '), then ML = O. 
rr nr nr-r-r 
Proof: 
In matrix ML, all the terms on the block diagonal are alike, so it 
will be sufficient to show that 
ML= 
Hence ML = O. 
Lemma 2.2.9 
where 
o 
hll 
(kxk) 
M 1 = 0 
rr-r 
where M 1 = (1 
rr-r n 
r 
1 
- -- 1 1')1 - 1 - 1 = O. 
n -r-r -r -r -r 
r 
(2.2.23) 
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Proof: 
From (2.2.21), X = Lx' 
-L_ -1 -1. -1 hence X'V IffV X = xLV IffV Lx' (2.2.24) 
But 
so that (2.2.24) reduces, as required, to 
(2.2.25) 
2.3 Proof of Theorem 2.2.1 
(i) The WLS Case 
The linear model is Y ~ XB + i. 
The WLS estimator is 
o 
A 
where V = and 
It follows that 
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.... Since V is an even function of il,.·.,in , it follows that 
(X'V-lX)-lX'V-l is an even function of il' ••• '~. Thus, applying 
Lemma 2.2.1, 
Now 
(2.3.1) 
Let EE' = V + (EE'-V). 
- -
(2.3.2) 
Since E(ii') = V = E(V), 
(2.3.4) 
"'-1 Applying Lemma 2.2.2 and substituting the values of V into the 
.... -1 
term (X'V X), 
(X'V-LX) = x'{V-l_V-l(V-V)V-l+v-l(V-V)V-1(V-V)V-l}X + ••• 
= x,v-lx-X'V-l(V-V)V-lx+x'V-l(V-V)V-l(V_V)V-lX +_ •• 
and 
then 
Let V - V = H, 
x'V-lx = AO' 
X'V-l(V-V)V-lX ~ x,v-~v-lx - AI' 
X'V-l(V-V)V-l(V-V)V-lX - x,v-~v-lHV-lx - A 
. . 2' 
~ (X'V-lX)-l = ~l + ~lArA~l - A~lA2A~1 + ~lAl~lAlA~l 
+ terms of O(H3). 
(2.3.5) 
(2.3.6) 
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Substituting the values of (2.3.6) up to 0(H3) in (2.3.4) 
where 
Thus 
(2.3.8) 
which we write as 
.... 
Var(~) - Term I + Term II. (2.3.9) 
We will now examine these two terms separately. 
Term II = E[FX'V-1(I_HV-1+(HV-1)2)2XF ] 
= E[FX'V-1{I-2HV-1+3(~V-1)2+O(H3)}XF] 
_ E[F{X'V-1X-2X'V-~v-lX+3X'V-l(HV-l)2X}F] 
= E[F(~1_2A1+3A2)FJ 
-1 -1 -1 -1 -1 -1 -1 2 1 
= E.[{Aa +Aa AlAe -Aa A2AO +Ae . (AlAe ) }(Ae-2Al+3A2){A~ 
-1 -1 -1 -1 -1 -1 2 3 
+ ~ AlAO -AO A2AO +Ae (AlAO ) +0 (H )}] 
(2.3.10) 
Let ~' - V = Q, then 
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Then, Term I = E[FX'V-1(l-HV-l )Q(l-HV-l )'V-l XF] 
= E[~lX'V-lQV-lXA~1_~lX'V-~V-lQV-l~1_A~lX'V-lQV-~V-1XA~1 
+ A-lJLA-lX'V-lQV-lXA-l+A-lX'V-lQV-lXA-lA A-l+o( -3)] 
o -~ 0 . 0 0 0 IOn • 
Then we must evaluate the following terms: 
E(QT1~)' E(~T1Q) in Term I. 
E(A2) - E(X'V-~V-~V-1X) 
_ X'V-1E(HV-~)V-1X. 
But E(HV-~) = E(Y-V)V-1(y-V) - E(Vv-1y) - V • 
-1 
Applying Lemma 2.2.: with U = v[ai~In 1 
.. E(HV-~) - vv- V + 2 diag n
i 
i1 - V 
By (2.2.21) this becomes 
(2.3.11) 
(2.3.12) 
(2.3.13) 
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By Lemma 2.2.9, this reduces to 
(2.3.14) 
Applying Lemma 2.2.3 with rr as x'Aax = G(say), 
we obtain 
(2.3.15) 
where gi = ~'A~l~ as for Lemma 2.2.7. 
Substituting (2.3.13) and (2.3.15) into (2.3.10) we get 
Now we shall evaluate some terms for Term I (2.3.11) 
E(~lX'V-1QV-1~1) _ ~lX'E(V-1QV-1)XAQ1 
= A~lX'V-1E(EE'_V)V-1XA-1 
-1) - 0 
= ~lX'V-1(V_V)V-1XA;1 _ 0 
using Lemma 2.2.5 
-1 -1 -L -1 -1 Similarly E(AO X'V QV IffV XAO) = 
(2.3.16) 
(2.3.17) 
(2.3.18) 
(2.3.19) 
45 
Let _ -lXA-lX'V-l T - V 0 
Applying Lemma 2.2.5 
(2.3.20) 
Similarly 
(2.3.21) 
Substituting the values of (2.3.17)-(2.3.20) in Equation (2.3.11) we 
obtain 
• 
-1, "-L -- -1 -1, -1 -3 Term I = 0-4AO X DV JMXAO +4AO X DT~XAO +O(~ ) 
where 
and 
Lr 0 n1 n1 
D = 
O '1 -I 
nk ~ 
-1 -1 -1 TlI = block diag(V XAa X'MV ). 
M-
Using Lemma 2.2.7, Equation (2.3.23) beco~es 
M1 
0 
(2.3.22) 
o 
.~ 
(2.3.23) 
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glM 0 n1 
T = V-I 
-1 V (2.3.24) 
!J. 
0 gkM nk 
glM n1 0 
2 
n10"11 
(2.3.25) 
• DT -
•• !J,-
gkM ~ 
0 2 ~O"kk 
Using Lemma 2.2.8 
-x x' - 0 (2.3.26) 
o 
Using the results of (2.3.25), (2.3.26), and (2.3.17) in (2.3.22) 
, -3 
Term I ? 0 + O(n ). (2.3.27) 
Substituting the results of (2.3.16) and (2.3.27) in (2.3.9), we get 
(ii) The MINQUE Case 
Taking the linear model (2.2.1) y = xS + i 
The MINQU-based estimator for ~ is ~ = (X'V-1X)-lX'V-1y 
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o 
" where V = 
" Using the UnTQUE of O"U·given in (2.2.8), it follows that, as before, 
E(~) = ~. 
Now we wish to evaluate 
The results up to (2.3.11) are the same, so we ~ill evaluate Terms 
I and II. Starting with Term II 
E(A) .. E[X'V-~V-~-lXJ- X,v-lE[HV-~JV-~ 
2 . 
.. -1 
Applying Lemma 2.2.4 with U - V , we get 
E(HV-~) ~ diag[(Ci~+2Wii) I I 
[ii ni 
- 2T~ say 
where tii is given in (2.2.15). 
(2.2.28) 
-1 -1 -1 -1 -1 -1 Likewise E(~AO AI) = E(X'V RV XAa-X'V IHV XJ. 
By Lemma 2.2.9, this becomes 
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Applying Lemma 2.2.4, it follows that 
(2.2.29) 
-1 
where gij .. :s}AO ~i and t ij is given by (2.2.16). 
Substituting (2.3.28) and (2.3.29) into Term II (2.3.10) 
(2.3.30) 
The results for Term I are as follows: 
(2.3.31) 
Using Lemma 2.2.6, the remaining terms of Term I «2.3.18)-2.3.21» 
will be as follows: 
1 -L_ -1 -1 -1 -1 -~A-1 E(A~ X'V ~V QV XAo) = 2AO X'CDV ~~ 
E(~lX'V-1QV-1HV-1~1) .. 2A~lX'CDV-~1 
E(~lA1~lX'V-1QV-1XA~1) - 2A~lX'CDT~XA~1 
and E(A~~'V-1QV-~~lA1A~1) = 2A~~'CDT~XA~1 
-1 -1 -1 
where T~ = block diag(V XAO X'MV ). 
(2.3.32) 
(2.3.33) 
(2.3.34) 
(2.3.35) 
(2.3.36) 
Substituting the values of (2.3.31)-(2.3.35) in (2.3.11), 
(2.3.37) 
o o 
where D = and M = 
o o 
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o 
DT = t:. 
o 
o 
n 
CDTt:. = (n-2) 
o 
o 
1 (2.3.38) 
- (n-1)(n-2) 
o 
Using Lemma 2.2.8 (ML = 0), the term 
x'cDv-IMx - xL'CDV-~' - o. (2.3.39) 
Thus, using the results of (2.3.38) and (2.3.39) in (2.3.37) 
. -3 Term I = 0 + O(n ). 
A 
So var(~} = Term I + Term II,yie1ds 
A _ -1 -1· ( / 3 ., -1 -1 2 2 -1 -Var(R-) - AO +2AO x diag n.tii aii}x AO - 2AO x(n n t g la a )x'A +O( 3) !:M ~ i j ij ij ii j j 0 n • 
2.4 Non-Normal Case 
Theorem 2.4.1 
Consider the linear model 
y=xS+i 
k 
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where Y is a vector of n = L ni observations, X is a known matrix of i=1 
order·n x p, ~ is a vector of p unknown parameters and i is a vector of 
n. Also Eij ~ ID(Q,crii,yi ) where Yi is the measure of kurtosis. It is 
assumed that the distribution of the Eij is symmetric. 
(i) The WLS Case 
As before, the estimator is ~ = (X'V-lX)'X'v-ly 
crllI
nl 
0 
" 
ni 
- 2 " and L where v- crii .. (Yij-Yi ) /(ni-l). 
" j=l 
0 crkkInk 
"-
Then E (~) =~, and 
(2.4.1) 
(ii) MINQUE Case 
As before, the estimator is ~ = (X'V-l X)-lX'v-ly 
o 
"-
where V = . , 
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and the ~INQUE of crii is given in (2.2.8). Then E(~) = ~ and 
(2.4.2) 
where, again by routine calculation, 
(2.4.3) 
and 
(2.4.4) .. 
In order to prove Theorem 2.4.1, we first prove the following two 
lemmas: 
Lemma 2.4.1 
,., 
When V is estimated by WLS 
(J u (2+y) 
(21 E(VuV) ~ VUV + diag ii i!i i 
where U is any known matrix and 
o 
.... 
v = 
l o 
Proof: 
.... .... th ~~ .... .... 
VUV has (ij) element = ~; O'ik.l\.rO'rj 
.... .... 
where V = diag(O'ii) 
Now, 
and 
(ni-l~ (ni -3) 
3 
ni 
2 (ni -3)O'ii 2 
+0' (n -l)n ii ' i i 
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(2.4.5) 
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A " Further, E(criicrjj ) = criicrjj and all other terms in (2.4.5) are equal to 
zero. Thus E(VuV) has the (ij)th element = I I E(criiUijcrjj) 
k=i r=j 
2 
= cr u ii ii 
" " • E(VUV) 
Lemma 2.4.2 
" When V is estimated by MINQU, 
U is a known matrix and 
o 
" V= 
o 
A 
crii being the MINQU estimator is given in (2.2.8). 
Proof: 
The proof is on the same lines as for Lemma 2.4.1. 
. , 
if i;'j 
where i=j. 
(2.4.6) 
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A A A2 
E(VUV) has diagonal elements E(UiiOii) and off-diagonal elements 
It follows that 
. and 
Using the values of (2.4.3) and (2.4.4), we obtain 
(2.4.7) 
(i) Proof of Theorem 2.4.1 (WLS Case) 
Given the symmetry of the ii distribution it follows by the same 
arguments that 
A A 
E(~) - ~. 
For the variance, the results up to Equation (2.3.11) are the same. We 
now evaluate Terms I and II. Starting with Term II, 
-1 
using Lemma 2.4.1, with U = V , 
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(2+Yi ] 
... x diag r <1ii x'. (2.4.8) 
-1 Again using Lemma 2.4.1, with U ... V and Lemma 2.2.9, we obtain the 
-1 
expression for E(~Aa ~) as follows 
(2.4.9) 
In this case, all the terms of Term I vanish. Substituting the 
values of Terms I and 11 in (2.3.9); we obtain 
, -1 -3 
x AO + O(n ). 
(ii) Proof of Theorem 2.4.1 (MINQU Case) 
Given the symmetry of the ii distribution it follows by the same 
arguments that 
" E(~) ... ~ • 
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For the variance, the results up to (2.3.11) are the same and the 
terms of'Term I vanish by arguments similar to those in (2.3.31)-
(2.3.39). So 
var(~) = Term 11. 
Now we evaluate Term 11. 
. -1 
Using Lemma 2.4.2 with U·· V 
E(HV-~) _ diag [2t11 I I 
[O'ii ni 
where the value of tii is given in (2.4.3). 
Likewise, applying Lemma 2.2.9 and Lemma 2.4.2, 
where t ij is given in (2.4.4). 
(2.4.10) 
(2.4.11) 
(2.4.12) 
Substituting the values of (2.4.11) and (2.4.12) into (2.4.10) we obtain 
, , 
Var(~) = Aa +2Aa x diag(nitii/O'ii)x AO -2Aa x 2- 2- - x'~ +O(n-3). A -1 -1 3 ,-1 -1 fninjtijgi1 1 
. O'iiO'jj 
(2.4.13) 
2.5 Special Cases of the Theorems 
• 
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In order to examine the effect of the second order terms, we consider 
the following special case. 
p = 1, x = (1,1, ••• ,1), 
and 
It follows that 
o 
-1 -1 Aa = x'v X = xL'V Lx' - x 
Hence -1 2 gi = x'Aa x = a In. 
Now we evaluate the variances for each case. 
Example 2.5.1 
Using WLS and assuming normality 
V(~) ... Aa +2Aa x diag -2- aii-nigi x Aa +O~n ) A -1 -1 {1 ( )} ,-1 -3 aii 
2 a
4
k {1 1 } -3 
= ~ + 2 -2 2" - -2 + O(n ) 
n n a ka 
_ o~ + 2:{ {k~l} + 0(0-3) 
_ ~2 {l + 2(~-1)} + O(n -3). 
for i=1,2, ••• ,k. 
x' _ ~ I~ I 2 
l. ni vii - n a • i-1 
(2.5.1) 
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Example 2.5.2 
Using MINQUE and assuming normality 
wh~re tii and t ij are given in (2.2.15) and (2.2.16). 
This becomes 
Var(~ _) = (i + 2k(14 [n {2k(14 _ 20'4 } / i/ 
"'M n n 2 Lk n-2 (n-l) (n-2) (1 -' 
[
k.k _ k
2 J + O(n -3) 
n-2 (n-l) (n-2) _ 
= (12 + 4k(12 4(12 40'2 + 4(12 + O(n-3) 
n n(n-2) - n(n-l) (n-2) - n(n-2) n(n-l) (n-2) 
_ (12 [1 + 4(k-l) l + O(n -3). 
n (n-2) (2.5.2) 
Example 2.5.3 
Using WLS without assuming normality and taking all Yi = y, 
(12 2 3 
- -n + (2+y) 0'2 (k-1) + O(n- ) 
n 
(2.5.3) 
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Example 2.5.4 
Using MINQUE without assuming normality and taking. all Yi = y, 
where tii and t ij are given in (2.4.3) and (2.4.4) respectively. It·· 
follows that 
(2.5.4) 
It .is apparent that the MINQU-based estimators have higher variances, 
result which is further explored in Chapter 3. 
CHAPTER 3 
AN EMPIRICAL STUDY OF WLS AND MINQU-BASED 
ESTIMATORS FOR SMALL SAMPLES 
3.1 Introduction 
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In this chapter, we will present a comparison of the theoretical 
results of Chapter 2 with simulated small sample results. These simu-
lated and theoretical results are based on WLS and MINQU~based estimators. 
We present results based on both normal and non-normal distributions 
(e.g., logistic and rectangular). Simulated results for WLS ~nd MINQU-
based estimators for the Cauchy are also presented. A Monte Carlo 
comparison of the modified MINQU-based estimators due to J. N. K. Rao 
(1973), OLS and WLS estimators is also given. 
3.2 Sampling Experiments and Computations 
For this investigation, the model of Jacquez, et al. (1968) is 
considered in which a and a are assumed to be equal to one. The model 
is 
i-l,2, ••• ,Rj j = 1,2, ••• ,ni 
2 where the Eij are normally distributed with zero mean and variance cri.' 
The values of K are chosen to be 4, 6, 8, and 10 and the corresponding 
chosen values for Xi are (1,4,7,10), (1,2,4,7,9,10), (1,2,4,5,6,7,9,10) 
and (1,2,3,4,5,6,7,8,9,10) respectively. The ni's are chosen to be 
equal to m and the values of m considered are 2,3,4,5,10. For each 
(m,K) pair, three cr-patterns are chosen: 
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We generated 200 samples for each set of (m,K) and a-pattern for 
normal, logistic and rectangular and Cauchy distributed error terms. 
On the basis of these generated data, we compared the means and variances 
for B based upon OLS, WLS, MINQU-based and modified MINQU-based esti-
mators. 
Computations were carried out on the Burroughs 6700 at Warwick 
University and the IBM 3033 at The Pennsylvania State University, USA 
3.3 Empirical Results 
The results are now presented in tabular form. In each table 
we give the variance of a based upon the 200 simulated samples and the 
approximate large sample variance. The ratio of the two is also given. 
Separate entries are given for m - 2,3,4,S and 10 for both the WLS and 
MINQU-based estimators. The table numbers are as follows: 
Distribution 
Values of ai Normal Logistic Rectangular 
1 3.1 3.4 3.7 
(xi +8)/9 3.2 3.S 3.8 
(0.SXi +1)/3 3.3 3.6 3.9 
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The ratios of the simulated to asymptotic results are then 
summarized for both types of estimator in Tables 3.10-3.12. Biases of . 
" S for OL5, tvL5, MINOU-based and J. N. K. Rao's Modified MINQU-based 
estimators for normal and non-normal (logistic and rectangular) distri-
butions are presented in ~ables 3.13-3.15. In Tables3.l6-3.l8, we 
present a simulation-based comparison of the variances of the OLS, 
WL5, MINQU -based and r10dif ied MINQU-b ased es tima tors. The resul ts 
are evaluated in Section 3.4. 
3.4 Results and Discussion 
3.4.1 Choice of Estimators. The first and most striking conclusion 
to be drawn from the study is that the MINQU-based estimators are not 
suitable for this type of study. In all cases the variances of such 
estimators are much higher than those based on OLS and WLS. Indeed, the 
small sample results are even more striking than the asymptotic values. 
If anything ,·the MINQUE method is even worse than these tables suggest, 
since there were occasions when one or more of the variance estimators 
were negative so that the regression parameters could not be estimated. 
Although the modified MINQUE is better than MINQUE, S still has an 
unacceptably large bias in both normal and non-normal cases and for all 
different patterns of cri' particularly for small values of m. All the 
" bias values for Sunder WLS appear acceptable. The biases for a in 
both normal and non-normal· cases with different cri follow the same 
pattern. 
The reason for the poor performance qf the MINQU estimators would 
seem to be that the method "stretches" the variance estimates, or 
increases the differences between them. It would appear that a method 
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of "shrinkage", as in Stein's method for several means, might perform 
better. We explore this possibility in Chapter 4 by a prior likelihood 
method. 
3.4.2 Performance of Large Sample Approximation. As m increases 
the large samples results and the computer results generally draw 
closer together. However, the computer estimates of the variances are 
sometimes lower than we would expect, even if the cri were known. The 
reason for this discrepancy is not clear, but may reflect some slight 
deficiency in the random number generator. In general, the asymptotic 
results appear to be satisfactory for m=lO. For smaller m they are less 
accurate but still provide a better estimate of the variance than the 
usual WLS expression assuming cr's known. 
The approximation assumes that K is fixed whereas m becomes large. 
Therefore, it is not surprising that large discrepancies arise from 
m=2 and K=8 or 10. Rather the surprise is that the WLS variances are 
typically quite close for m > 3. 
3.4.3 Effects of Non-normality. Variance ratios of e of asymptotic 
results show that in all cases WLS has better performance than MINQU-
based and Modified MINQU-based estimators in normal and non-normal 
cases under all different patterns of errors. These asymptotic results 
also show that in non-normal cases, large y gives larger variances of 
B. 
Although the theoretical variance for e does not exist for the 
Cauchy, the computer simulations produce a very heavy tailed distri-
bution with finite variance. Thus the results in Table 3.19 confirm 
the supremacy of WLS over MINQUE for heavy tails, often by an 
extensive amount. 
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A 
Table 3.1 Comparative variances of S for WLS and MINQU-basedestimators 
when the errors are normally distributed with cri = 1, all i 
(all variances X100). 
WLS MINgUE 
Computer Theoretical Computer Theoretical 
m Results Results .: . Ratio (%) Results Results Ratio (%) 
K=4 K=4 
, . 
2 1.586 2.222 71.38 
3 1.059 1.234 85.82 3.259 3.704 87.99 
4 0.585 0.833 70.23 2.189 1.666 131.39 
5 0.527 0.622 84.73 1.355 1.037 130.67 
10 0.288 0.267 107.86 0.4.Q7 0.334 121.86 
co 2.222/m 2.222/m 
K=6 K=6 
2 2.119 1.439 147.26 
3 0.738 0.799 92.37 1. 768 2.398 73.73 
4 0.487 0.540 90.19 1.242 1.829 67.91 
5 0.412 0.403 102.42 0.689 0.671 102.68 
10 0.181 0.173 104.62 0.243 0.216 1.12.50 
co 1.439/m 1.439/m 
K=8 K=8 
2 2.595 1.429 181.60 
3 0.916 0.794 115.37 93.912 2.381 3944.23 
4 0.682 0.536 127.24 ·9.554 1.071 892.06 
5 0.420 0.400 105.00 0.572 0.667 .85.76 
10 0.175 0.172 101. 74 0.261 0.215 121.40 
co 1. 429/m 1.429/m 
K=10 K=10 
2 2.105 1.212 173.68 , .' 
3 0.840 0.673 124.81 3.020' 2.020 .149.50 
4 0.507 0.455 111.43 1.398 0.909 153.79 
5 0.325 0.339 95.87 0.616 0.566 108.83 
10 0.147 0.145 101.38 0.180 0.182 :.913.90 
co 1. 212/m 1.212/m 
Note: With m=2, MINQUE does not exist. 
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'" Table 3.2 Comparative variances of S for WLS and MINQU-based estimators 
when the errors are normally distributed with cri = (Xi +8)/9, 
a11.i (all variances X100). 
WLS MINQUE 
Computer Theoretical Computer Theoretical 
m Results Results Ratio (%) Results Results Ratio (%) 
K=4 K=4 
2 3.707 4.726 78.44 
3 2.229 2.626 84.88 6.876 7.877 87.29 
4 1.253 1.772 70.71 4.341 3.545 122.45 
5 1.066 1.323 80.57 2.684 2.205 121.72 
10 0.579 0.567 102.12 1.817 0.709 115.23 
00 4.726/m 4.726/m 
K=6 K=6 
2 4.452 3.187 139.69 
3 1.590 1. 771 89.78 3.481 5.312 65.53 
4 1.127 1.195 94.31 2.587 2.390 108.24 
5 0.887 0.892 99.44 1.461 1.487 98.25 
10 0.411 0.382 107.59 0.602 0.478 125.94 
00 3.187/m 3.187/m 
K=8 K=8 
2 5.466 2.993 182.63 
3 1.909 1.663 114.79 .51. 984 4.988 1042.18 
4 1.465 1.122 130.57 2.648 2.245 117.95 
5 1.071 0.838 127.80 1. 763 1.397 126.20 
10 0 •. 373 0.359 103.90 0.550 0.449 122.49 
00 2.993/m 2.993/m 
K=10 K=10 
2 4.660 2.558 182.17 
3 1. 750 1.421 123.15 5.500 4.263 129.02 
4 1.180 0.959 123.04 2.611 1.919 136.06 
5 0.889 0.716 124,16 1.500 1.194 125.63 
10 0.309 0.307 100.65 0.490 0.384 127.60 
00 2.558/m 2.558/m 
Note: With m=2, MINQUE does not exist. 
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Table 3.3 Comparative variances of S for WLS and MINQU-based estimators 
when the errors are normally distributed with cri = (0.5xi +1)/3 
(all variances X100). 
WLS MINgUE 
Computer Theoretical Computer Theoretical 
m Results Results Ratio (%) Results Results Ratio (%) 
• 
K=4 K=4 
2 2.650 2.903 91.28 
3 1.330 1.613 82.46 5.300 4.838 109.55 
4 0.830 1.089 76.22 3.470 2.177 159.39 
5 0.710 0.813 87.33 2.210 1.355 163.10 
10 0.382 0.348 109.77 0.850 0.435 195.40 
co 2.903/m 2.903/m 
K=6 K=6 
2 2.730 2.108 129.38 
3 1.120 1.171 95.73 2.830 3.513 80.56 
4 0.810 0.791 102.53 2.180 1.581 137.89 
. 5 0.632 0.590 107.12 1.190 0.984 120.93 
10 0.269 0.253 106.32 0.560 0.316 177 .22 
co 2.108/m 2.108/m 
K=8 K=8 
2 3.130 1. 703 184.12 
3 1.160 0.946 122.11 '14.210 2.838 ,500 • .70 
4 0.870 0.639 135.94 1.020 1.277 79.87 ' 
5 0.547 0.477 114.68 0.630 0.795 79.24 
10 0.209 0.204 102.45 0.31'0 0.255 121.57 
co 1.703/m 1. 703/m 
K=10 K=10 
2 3.010 1.476 203.38 
3 1.110 0.820 135.37 3.300 2.460 134.15 
4 0.720 0.554 129.97 : 1.930 1.107 ' .. 174.35 
5 0.526 0.413 127.36 0.820 0.689 119..0t 
10 0.186 0.177 105.08 0.301 0.221 136.20 
co 1.476/m 1.476/m 
Note: With m=2, MINQUE does not exist. 
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Table 3.4 Comparative variances of S for WLS and MINQU-based estimators 
when errors are logistically distributed with 0i = 1, all i . 
(all variances X100). 
WLS MINgUE 
Computer Theoretical Computer Theoretical 
m Results Results Ratio (%) Results Results Ratio (%) 
K=4 K=4 
2 8.367 9.505 88.02 
3 4.950 5.037 98.2.7 10.959 15.107 72.54 
4 3.284 3.290 99 •. 82 5.262 6~580 79.97 
5 2.265 2.398 94.45 2.718 3.997 68.01 
10 1.201 0.964 124.5.9 1.449 1.207· 120.05 
00 7.310/m 7.310/m 
K=6 K=6 
2 5.360 6.155 87.08 
3 3.001 3.260 92.05 7.550 9.784 77.16 
4 ·1.970 2.132 92.40 ~.140 4.260 73.7I 
5 1.500 1.553 96.59 1.650 2.589 63.73 
10 0.661 0.625 105.76 0.983 0.780 126.03 
00 4.734/m 4.734/m 
K=8 K=8 
2 6.175 6.113 101.01 
3 2.789 3.237 86.16 203.085 9.715 2090.43 
4 1.905 2.115 90.07 3.070 4.231 72.56 
5 1.427 1.543 92.48 1.856 2.569 72.24 . 
10 0.675 0.622 108.52 0.697 0.776 89.02 
00 4.701/m 4.701/m 
K=10 K=10 
2 4.951 5.185 95.49 
3 2.553 2.747 92.94 10.608 8.241 128.72 
4 1.735 1. 793 96 ~ 76 . 3.541 3.589 98.66 
5 1.350 1.309 103.13 1.746 2.181 80.05 
10 0.539 0.526 102.47 0.607 0.658 92.25 
00 3.987/m 3.987/m 
Note: With ms 2, MINQUE does not exist. 
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Table 3.5 Comparative variances of S for WLS and MINQU-based estimators 
when errors are logistically distributed with cri = (Xi +8)/9, 
all i (all variances X100). 
WLS MINQUE 
Computer Theoretical Computer Theoretical 
m Results Results Ratio (%) Results Results Ratio (%) 
K=4 K=4 
2 19.381 20.213 95.88 
3 9.209 10.711 85.98 22.166 32.132 68.98 
4 6.717 6.997 96~OO 17.209 13.992 122.99 
5 4.498 4.711 95.48 5.500 8.501 64.70 
10 2.201 2.066 105.53 3.881 2.566 151.25 
00 15.548/m 15.548/m 
K=6 K=6 
2 14.226 13.630 104.37 
3 6.179 7.221 85.57 16.808 21.667 77..57 
4 4.690 4.718 99.41 7.209 9.435 76.41 
5 3.520 3.438 102.39 4.866 5.731: 84.91 
10 1.413 1. 385 102.02 0.917 1.730 53.01 
00 10.485/m 10.485/m 
K=8 K=8 
2 11.877 12.801 92.78 
3 6.801 6.784 100.25 318.765 20.351 1566.34 
4 3.770 4.431 85.10 .16.780 8.860 ·189.39 
5 3.165 3.231 97~ 96 4.916 5.382 91. 34 
10 1.352 1.299 101; .C8 1.389 1.625 85.48 
00 9.847/m 9.847/m 
K=10 K=10 
2 9.988 10.939 91.31 
3 5.517 5.797 95.17 19.278 17:394 110.83 
4 3.743 3.787 98.84 4.066 7.573 53.69 
5 2.806 2.760 101.67 3.717 4.599 80.82 
10 1.128 1.112 101.44 1.830 1.388 131.84 
00 8.416/m 8.416/m 
Note: With m=2, MINQUE does not exist. 
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Table 3.6 Comparative variances of B for WLS and MINQU-based estimators 
when er~ors are .logistically distributed withai = (0.SX
i
+1)/3, 
all i (all variances XlOO). 
WLS MINgUE 
Computer Theoretical Computer Theoretical 
m Results Results Ratio (%) Results Results Ratio (%) 
K-4 K-4 
2 10.303 12.416 82.98 
3 5.412 6.580 82.25 7.811 19.739 39.57 
4 3.897 4.297 90.69 5.033 8.597 58.54 5 2.727 3.132 87.07 2.322 5.221 32.78 
10 1.281 1.260 101.67 2.209 1.576 140.16 
00 9.55l/m 9.55l/m 
K=6 K=6 
2 7.811 9.014 86.65 
3 4.799 4.777 100.46 4.325 14.334 72.03 4 2.908 3.122 . 93.14 2.970 6.248 79.54 5 2.275 2.273 100.09 2.707 3.790 71.42 10 0.943 0.915 103.06 0.698 1.145 60.96 
00 6.935/m 6.935/m 
K=8 K=8 
2 7.138 7.284 98.00 
3 3.363 3.859 87.15 241.060 11.580 2081.69 4 2.240 2.-520 88.89 2.890 5~043 57.31 5 1. 999 1.839 108.70 1.455 3.063 47.50 10 0.761 0.740 102.84 1.690 0.925 182.70 
00 5.603/m 5.603/m 
K=lO K=lO 
2 5.887 6.311 93.28 
3 3.120 3.346 93.25 27.781 10.034 276.87 4 2.010 2.184 92.03 3.212 4.369 73.52 5 1.637 1.592 102.33 2.009 2.655 75.67 10 0.656 0.642 102.18 1.311 0.803 163.26 
00 4.855/m 4.855/m 
Note: With m=2, MINQUE does not exist •. 
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Table 3.7 Comparative variances of S for WLS and MINQU-based estimators 
when errors are rectangu1ar1y distributed with cri=l (all 
variances X100). 
WLS MINQUE 
Computer Theoretical Computer Theoretical 
m Results Results Ratio (%) Results Results Ratio (%) 
K=4 K=4 
2 0.149 0.130 1Hi·.62 . 
3 0.089 0.078 114.10 0.309 0.235 131. 49 
4 0.058 0.056 103.57.. 0.088 0.111 79.30 
5 0.045 0.043 104.65 0.059 0.072 81.94 
10 0.020 0.020 100.00 0.021 0.025 84.00 
00 0.185/m 0.185/m 
K==6 K-6 
2 0.100 0.084 119.05 
3 0.058 0.051 113.73 0.247 0.152 162.50 
4 0.042 0.036 116.67 0.053 0.072 73.61 5 0.027 0.028 96~42 0.037 0.046 
.80.43 
10 0.014 0.013 107.69 . 0.015 0.016 93.75 
:.00 0.120/m 0.120/m 
K=8 K-8 
2 0.099 0.083 119.28. 
3 0.062 0.050 124.00 10.510 0.151 6960.26 
4 0.043 0.036 119.44 0.076 0.071 107.04 5 0.030 0.028 10.7.14 0.037 0.046 80 •. 43 10 0.013 0.013 100.GO 0.014 0.016 8.7.50 
00 0.119/m 0.119/m 
K==10 K=10 
2 ·0.098 0.071 138.03 
3 0.058 0.043 134.83 0.075 0.128 58.59 4 0.035 0.030 116.67 0.073 0.061 119.67 5· 0.025 0.023 113'.04 0.033 0.039 84.62 10 0.012 0.011 109.09 0.015. 0.014 107.14 
00 O.IOI/m O.IOI/m 
Note: With m=2, MINQUE does not exist. 
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Table 3.8 Comparative variances of B for WLS and MINQU-based estimators 
when errors are rectangu1ar1y distributed with ai ... (xi +8)/9, 
all i (all variances X100). 
WLS MINgUE 
Computer Theoretical Computer Theoretical 
m Results Results Ratio (%) Results Results Ratio (%) 
K=4 K=4 
2 0.361 0.276 130.80 
3 0.179 0.166 107.83 0.251 0.499 50.30 
4 0.104 0.118 88.14 0.1.73 0.236 73.31 
5 0.107 0.091 117.58 0.131 0.152 86.18 
10 0.043 0.043 100.00 0.048 0.053 90.56 
00 0.394/m 0.394/m 
K=6 K=6 
2 0.255 0.186 137.10 
3 0.138 0.112 123.21 0.208 0.336 61.90 
4 0.096 0.080 120.00 0.102 0.159 64.15 
5 0.063 0.062 101.61 0.080 0.103 17 .67 
10 0.029 0.029 100.00 0.033 0.036 91.66 
00 0.266/m 0.266/m 
K=8 K-8 
2 0.201 0.175 114.86 
3 0.126 0.105 120.00 12.386 0.316 3919.62 
4 0.087 0.075 116.00 0.116 0.150 77.33 
5 0.060 0.058 103.45 0.086 0.096 89.58 
10 0.026 0.027 96.30 0.029 0.034 85.29 
00 0.249/m 0.249/m 
K-10 K=10 
2 0.148 0.149 99.33 
3 0.097 0.090 107 • .78 0.196 0.270 72.59 
4 0.068 0.064 106.25 0.093 0.128 12.66 
5 0.051 0.049 104.08 0.070 0.082 85.36 
10 0.024 0.023 104.35 0.027 0.029 93.10 
00 0.213/m 0.213/m 
Note: With m-2, MINQUE does not exist. 
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Table 3.9 Comparative variances of B for WLS and MINQU-based estimators 
when errors are rectangu1ar1y distributed with cri = (0.5Xi +1)/3, 
all i (all variances X100). 
WLS MINgUE 
Computer Theoretical Computer Theoretical 
m Results Results Ratio -(%) Results Results Ratio (%) 
K=4 K=4 
2 0.223 0.169 131.95 
3 0.117 0.102 114.71 0.501 0.306 163.73 
4 0.065 0.073 89.04 0.092 0.145 63.45 
5 0.061 0.056 108.93 0.074 0.094 78.72 
10 0.025 0.026 96.15 0-.027 0.033 81.82 
00 0.242/m 0.242/m 
K=6 K=6 
2 C.147 0.123 119.51 
3 0.080 0.074 108.11 0.347 0.223 155.61 
4 0.059 0.053 111.32 0.081 0.105 77 .14 
5 0.042 0.041 102.44 0.053 0.068 77 .94 
10 0.019 0.019 100.00 0.020 0.024 83.33 
00 0.176/m 0.176/m 
K=8 K-8 
2 0.110 0.099 111.11 
3 0.064 0.060 106.67 8.331 ·0.180 4628.33 
4 0.051 0.043 118.60 0.099 0.085 116.47 
5 0.0"34 0.033 103.03 0.041 0.055 74.55 
10 0.014 0.015 93.33 0.014 0.019 73.68 
00 0.142/m 0.142/m 
K=10 K=10 
2 0.091 0.086 105.B1 
3 0.065 0.052 125.00 0.131 0.156- 83.97 
4 0.041 - 0.037 110.81 0.054 0.074 72.97 
5 0.030 0.029 103.45 0.052 0.048 108.33 
10 0.014 0.013 107.69 0.015 0.017 88.24 
00 0.123/m 0.123/m 
Note: With m=2, MINQUE does not exist. 
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Table 3.10 Comparison of ratios of simulated to asymptotic variances for 
WLS and MINQU-based estimators of a for normal, logistic and 
rectangular errors for ai = 1, all i (results are in percent). 
WLS MINQUE 
m Normal Logistic Rectangular Normal Logistic Rectangular 
K=4 K-4 
2 7.1.38 88.02 114.62 
3 85.82 98.27 114.10 87.99 72.54 131.49 
4 70.23 99.82 103.57 131.39 79.97 79.30 
5 84.73 94.45 104.65 130.67 68.01 81.94 
10 107.86 124.59 100.00 121. 86 120.05 84.00 
K=6 K=6 
2 147.26 87.08 119.05 
3 92.37 92.05 113.73 73.73 77 .16 162.50 
4 90.19 92.40 116.67 67.91 73.71 73.61 
5 102.42 96.59 96.42 102.68 63.73 80.43 
10 104.62 105.76 107.69 112.50 126.03 93.75 
K=8 K=8 
2 181.60 101.01 119.28 
3 115.37 86.16 124.00 3944.23 2090.43 6960.26 
4 127.24 90.07 119.44 892.06 72.56 107.04 
5 105.00 92.48 107.14 85.76 72.24 80.43 
10 101. 74 108.52 100.00 121.40 89.82 87.50 
K=10 K""10 
2 173.68 95.49 138.03 
3 124.81 92.94 134.88 149.50 128.72 58.59 
4 111.43 96.76 116.67 153~:79 .90.66 119.67 
5 95.87 103.13 113.04 108.83 80.05 84.62 
10 101.38 102.47 109.09 98.90 92.25 107.14 
Note: With m=2, MINQUE does not exist. 
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Table .1 •. 11 Comparison of ratios of simulated to asymptotic variances for 
WLS and MINQU-based estimators of B for normal, logistic, and 
rectangular errors for cri = (xi +8)/9,a11 i (results are in 
percent). 
WLS MINgUE 
m Normal Logistic Rectangular Normal Logistic Rectangular 
K=4 K=4 
2 78.44 95.88 130.80 
3 84.88 85.98 107.83 87.29 68.98 50.30 
4 70.71 96.00 88.14 122.45 122.99 73.31 
5 80.57 95.48 117.58 121. 72 64.70 86.18 
10 102.12 106.53 100.00 115.23 151.25 90.56 
K=6 K-6 
2 139.69 104.37 137.10 
3 89.78 85.57 123.21 65.53 77 .57 61.90 
4 94.31 99.41 120.00 108.24 76.41 64.15 
5 99.44 102.39 101. 61 98.25 '84.91 77.67 
10 107.59 102.02 100.00 125.94 53.01 91.66 
K=8 K""8 
2 182.63 92.78 114.86 
3 114.79 100.25 120.00 1042.18 1566.34 3919.62 
4 130.57 85.10 116.00 117.95 189.39 77 .33 
5 127.80 97.96 103.45 i:i6~2() 91.34 89.58 
10 103.90 104.08 96.30 122.49 85.48 85.29 
K=10 K-10 
2 182.17 91.31 99.33 
3 123.15 95'-17 107.78 129.02 110.83 72.59 
4 123.04 98.84 106.25 136.06 53.69 72.66 
5 124.16 101.67 104.08 125.63 80.82 85.36 
10 100.65 101.44 104.35 127.60 131.84 93.10 
Note: With m=2, MINQUE does not exist. 
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Table 3:.12 Comparison of ratios of simulated to asymptotic variances for 
WLS and MINQU-based estimators of B for normal, logistic, and 
rectangular errors for 0i = (0.5~i+1)/3, all i (results are 
in percent). 
WLS MINgUE 
m Normal Logistic Rectangular Normal Logistic Rectangular 
, 
K=4 K=4 
2 91.28 82.98 131. 95 
3 82.4~ -82.25 114.71 109.55 39.57 163.73 
4 76.22 90.69 89.04 159.39 58.54 63.45 
5 87.33 87.07 108.93 163.10 82.78 . 78.72 
10 109.77 101.67 96.15 195.40 140.16 81.82 
K=6 K=6 
2 129.38 86.65 119.51 
3 95.73 100.46 108.11 80.56 72.03 155.61 
4 102.53 93.14 111.32 137.89 79.54 77.14 
5 107.12 100.09 102.44 120.93 71.42 77.94 
10 106.32 103.06 100.00 177.22 60.96 83.33 
K=8 K=8 
. 
2 184.12 98.00 111,.11 
3 122.11 87.15 106.67 -500.70 2081.69 4628.33 
4 135.94 88.89 ' 118.60 79.87 57.31 116.47 
5 114.68 108.70 103.03 79.24 47.50 74.55 
10 102.45 102.84 93.33 121.57 182.70 73.68 
K=10 K=10 
2 203.38 93.28 105.81 
3 135.37 93.25 . 125.00 134.15 276.87 83.97 
4 129.97 92.03 110.81 174.35 73.52 72.97 
5 127.36 102.83 103.45 119.01 75.67 108.33 
10 105.08 102.18 107.69 136.20 163.26 88.24 
Note: With m=2, MINQUE does not exist. 
Table .3 .. 13 Empirical biases of a for OLS, WLS, MINQU-based and Modified MINQU-based estimators when errors are normally 
distributed (biases are in percent). 
0=1 i 0i = (xi +8)/9 0i = (0.5xi +1)/3 
m K-+ 4 6 8 10 4 6 8 10 4 6 8 10 
OLS 0.901 . 0.390 0.104 -0.105 1.495 -0.334 0.116 0.200 7.700 8.870 11.010 11.800 
2 WLS -0.215 -0.791 -2.148 -0.594 -0.998 -1.206 -2 .. 627 -0.800 -1.100 -0.850 -1.670 -0.600 MINQ -11.677 -16.837 0.037 -30.900 -19.993 -28.846 -47.418 -18.760 -17.230 -23.640 150.450 -3.450 
MMIN -10.188 -10.888 -9.220 -18.240 -8.680 -19.010 -23.190 -7.866 -12.240 -9.380 31.210 -2.789 
OLS -0.281 -0.078 1.099 0.423 -0.566 -0.309 1.215 0.288 2.140 6.730 9.800 10.180 
3 WLS -0.348 -0.496 1.151 -0.092 0.160 -0.314 1.877 -0.491 0 .• 510 0.080 1.550 -0.500 MINQ -7.015 -6.955 -10.414 -18.528 -11.808 -12.428 -0.754 -19.590 -9.650 -10.270 -17.950 -19.470 
MMIN -10.620 -5.879 -3.679 -6.700 -12.348 -10.610 -1. 789 -12.390 . 0.730 -8.730 31.000 -17.724 
OLS -0.525 0.353 0.495 0.367 -1.263 0.326 0.870 0.396 -1.370 4.820 8.390 9.920 
4 WLS -0.924 0.619 0.813 0.394 -1.060 0.602 0.869 0.300 0 0.270 0.400 0.640 MINQ 
-5.639 -4.683 -10.226 -7.559 -9.504 -8.566 -14.308 -11.630 -8.170 -7.500 -14.370 -12.610 
MMIN -4.829 0.003 -8.679 8.211 -5.448 -6.230 -7.710 -2.433 -5.730 34.000 9.320 -4.340 
OLS 1.374 -0.028 0.007 0.017 1.910 0.149 0.131 -0.100 1.490 2.370 6.570 8.130 
5 WLS 1.407 -0.002 -0.017 0.326 1.672 0.014 0.095 0.301 1.000 0.070 0.200 8.130 MINQ -2.153 -3.953 -7.156 -7.406 -4.191 -6.634 -8.599 -10.310 -3.580 -5.410 -7.800 -9.570 
MMIN -1. 239 0.895 -2.239 -6.390 -6.509 -2.000 -7.088 -11. 771 -2.190 -6.120 -8.870 -3.450 
OLS 0.221 -0.153 0.002 0.185 0.469 -0.267 -0.043 0.066 0.500 -0.250 0 0.010 
10 WLS 0.160 -0.282 0.041 0.306 0.462 -0.258 0.100 0.371 0.500 -0.090 0.050 0.170 MINQ -0.600 -1.657 -3.700 -2.579 -1.120 -3.060 -4.580 -4.090 -0.700 -0.250 -4.290 -3.520 
MMIN -:.2.800 2.351 32.110 -3.640 -2.680 -2.980 -3.000 -3.780 -1.870 -1.210 -1.790 9.890 
...... 
0\ 
Table 3.14 Empirical biases of 6 for OLS, WLS, MINQU-based and Modified MINQU-based estimators when errors are logis-
tically distributed (biases are in percent). 
a = 1 i ai = (xi+8)/9 ai = (0.5Xi +1)/3 
m K-+ 4 6 8 10 4 6 8 10 4 6 8 10 
OLS 1.384 -0.390 0.156 2.278 1.407 -2.677 0.911 3.121 -1.777 -0.241 1.271 3.012 
2 WLS 3.994 -0.387 -1.281 1.206 -2.801 1.022 -1.099 1.606 -2.678 1.881 0.822 1.009 MINQ -18.694 -28.418 -9.657 -29.683 -19.620 -31.622 -40.117 -18.187 -10.653 -90.620 -67.206 -8.613 
MMIN -7.976 -27.332 -10.871 -17.789 -8.607 -25.186 -9.633 -29.123 -6.912 -32.001 -29.127 -3.393 
OLS 2.035 -0.257 -0.925 -0.840 2.557 3.110 -1.000 1.001 1.993 0.506 -1.613 1.231 
3 WLS 2.137 -0.687 0.082 -1. 775 2.609 -1.821 0.082 -1.666 2.107 -1.072 -1.029 -0.987 MINQ -11.806 -14.887 -9.893 -21.386 -7.691 -6.711 -7.222 -18.621 -9.662 -32.621 -7.875 -17.680 
MMIN -10.756 -9.212 -6.796 -27.100 -3.210 -6.222 -5.137 - -13.370 -8.772 -20.210 -6.000 -11. 777 
OLS -1.593 1.137 -0.517 -0.741 -0.389 0.633 0.687 -0.667 -1.286 0.007 -0.999 1.000 
4 WLS -1.836 0.633 -0.999 -0.637 -0.699 -0.002 -1.000 -0.554 -1.711 0.086 -1.001 1.006 MINQ -10.245 -7.906 -13.723 -15.571 -5.245 -3.591 -10.109 -9.960 -14.071 -21.003 -9.136 -6.960 
MMIN -3.713 -2.810 -9.888 -10.132 -2.121 -3.612 -7.812 -6.712 -10.090 -12.811 -4.286 -3.999 
OLS 1-0.441 -0.814 0.510 -0.094 0.226 -1.007 -0.350 0.229 2.321 1.393 1.003 -1.967 
5 WLS -0.335 -0.002 0.581 -0.471 0.009 0.012 -0.981 0.828 1.667 0.621 1.321 0.890 MINQ -7.109 -8.471 -8.816 -9.913 -2.661 -6.603 -9.621 -4.297 -9.686 -10.007 -3.210 -6.006 
MMIN -6.622 -4.797 -5.697 -8.812 -2.991 3.133 -7.661 -3.212 -8.786 -9.116 -2.001 -5.177 
OLS -0.396 0.714 -0.101 0.701 -0.923' 0.937. -1.283 -0.807 -1.015 0.920 -1.021 -1.065 
10 WLS -0.610 0.489 -0.255 0.452 -1.211 1.110 -1. 780 -0.411 -0.994 0.069· -0.621 -0.009 MINQ -3.882 -3.591 -5.068 -4.627 -6.895 -3.210 -3.521 -2.603 -6.036 -4.081 -6.070 -3.292" 
MIHN 3.110 1.031 -4.889 -3.609 -7.121 2.880 -2.912 -3.101 -4.137 2.099 -4.112 -2.690 
..... 
..... 
Table 3.15 Empirical biases of a for OLS, WLS, and MINQU-based estimators when errors are rectangu1ar1y distributed 
(biases are in percent). 
0=1 i 0i = (xi +8) /9 0i = (0.5xi +1)/3 
m K-+ 4 6 8 10 4 6 8 10 4 6 8 10 
OLS 1.879 -1.097 0.017 0.023 . 3.375 -1.084 -1. 760 -1.211 1.785 -1.900 0.977 0.239 
2 WLS -2.680 -1. 266 6.694 3.110 0.012 -2.701 9.969 -0.560 -2.529 -1.979 7.053 1.200 
MINQ -25.668 -19.479 -43.493 -17 .166 4.801 -290.865 -52.108 -71.411 -13.667 -26.117 -47.760 -37.810 
OLS 2.364 0.660 2.377 1.552 3.322 -0.241 3.181 -4.528 1.999 0.595 2.228 -2.227 
3 WLS 4.462 1.679 4.105 3.102 5.993 1.883 4.182 -0.773 3.877 1.976 3.501 -0.811 
MINQ -24.100 -39.356 -52.245 -41.661 -19.832 -34.561 -71.412 -45.693 -12.901 -28.250 -76.712 -37.127 
OLS 1.285 -0.454 0.264 0.099 1.417 0.407 0.382 4.321 1.877 -0.798 0.987 1.176 
4 WLS 1.079 -0.615 -0.077 1.172 0.370 -1.089 1.127 4.515 1.899 -0.990 -0.007 1.188 
MINQ -17.303 -23.490 -23.362 -19.910 -15.196 -25.096 -27.478 -25.076 -9.789 -17.251 -14.745 -19.199 
OLS -0.567 0.311 2.239 0.001 -1.644 0.006 3.806 2.445 0.009 1.003 1.986 1.999 
5 WLS -0.168 -0.193 1.922 0.807 2.715 -0.825 2.257 2.590 -1.007 -0.007 2.200 2.003 
MINQ -13.487 -14.444 -16.295 -17.710 -11.071 -16.002 -16.274 -21.303 -8.870 -9.687 -15.111 -16.109 
OLS -0.543 0.916 -0.015 -0.009 -1.015 1.439 0.324 . 1.269 . -1.006 0.882 -0.039 -0.002 
10 WLS -0.100 0.302 -0.263 -0.100 -0.994 . 0.320 0.043 1.900 -0.999 0.600 -0.172 -0.091 
MINQ -5.535 -7.528 -8.114 -6.660 -6.036 -8.316 -8.582 -10.831 -4.076 -8.107 -7.210 -8.032 
o..J 
00 
Table 3.16 Estimated variances for the OLS, WLS, MINQU-based and Modified MINQU-based estimators under the normal dis-
tribution (all variances X100). 
a = 1 i ai = (xi +8)/9 ai = (0.5xi +1)/3 
m K-+ 4 6 8 10 4 6 8 i 10 4 6 8 10 
2 OLS 1.221 0.743 0.626 0.602 2.917 1.491 1.806 1.410 2.46 1.120 1.050 0.987 WLS 1.586 2.119 .2.595 2.105 3.707 4.452 5.466 4.660 2.650 2.730 3.130 3.010 
OLS 0.778 0.492 0.484 0.404 1.971 1.427 1.682 1.307 1.440 0.940 0.976 0.860 
3 WLS 1.059 0.738 0.916 0.840 2.229 1.590 1.909 1. 750 1.330 1.120 1.160 1.010 MINQ 3.259 1. 768 93.912 9.020 6.876 3.481 251. 984 5.500 5.300 2.83.0 314.210 3.300 
MMIN 2,,909 1.780 17.711 7.916 3.321 3.511 139.211 7.711 4.770 1.906 57.120 1.229 
OLS 0.558 0.375 0.386 0.312 1.137 0.879 1.443 0.880 1.000 0.850 0.866 0.680 
4 WLS 0.585 0.487 0.682 0.507 1.253 1.227 1.465 1.180 0.830 0.810 0.870 0.720 MINQ 2.189 1.242 39.554 3.398 4.341 2.587 2.648 2.611 3.470 2.180 1.020· 1.930 
MMIN 2.311 1.250 3.578 3.786 3.110 2.232 2.780 3.119 2.866 2.005 1.112 2.500 
OLS 0.451 0.289 0.294 0.269 1.030 0.945 0.940 0.896 0.880 0.670 0.580 0.563 
5 WLS 0.527 0.412 0.420 0.325 1.066 0.887 1.071 0.889 0.710 0.632 0.547 0.526 MINQ 1.355 0.689 0.572 0.616 2.684 1.461 1. 763 1.500 2.210 1.190 0.630 0.820 
MMIN 1.400 0.615 0.779 0.399 3.466 1.077 1.990 1.411 2.278 1.311 2.120 1.660 
OLS 0.249 0.166 0.155 0.132 0.590 0.486 0.442 0.334 0.393 0.340 0.290 0.260 
10 WLS 0.288 0,18l 0.175 0.147 0.579 0.411 0.373 0.309 0.382 0.270 0.209 0.186 MINQ 0.407 . 0.243 0.261 0.180 0.817 0.602 0.550 0.490 0.850 0.560 0.310 0.301 
MM IN 0.377 0.303 0.207 0.226 1.001 0.669 0.639 0.490 1.001 . 0.422 0.219 0.267 
Note: MINQUE with m=2 does not exist. 
...., 
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Table 3.17 Estimated variances for the" OLS, WLS, MINQU-based and Modified MINQU-based estimatros under the logistic 
distribution (all variances X100). 
0=1 i 0i = (xi +8)/9 0i = (0.5xi +1)/3 
m K-+ 4 6 8 10 4 6 8 10 4 6 8 10 
2 OLS 8.411 2.600 2.330 2.009 6.110 5.953 4.709 3.808 7.276 4.272 3.787 2.989 WLS 0.367 5.360 6.175 4.951 9.381 14.226 11.877 9.988 10.303 7.811 7.138 5.887 
OLS 3.300 2.791 2.011 1.333 4.291 5.301 4.746 3.879 5.357 4.798 3.353 2.710 
3 WLS 4".950 3.001 2.789 2.553 9.209 6.179 6.801 5.517 5.412 4.799 3.363 3.120 MINQ 10.959 7.550 203.085 10.608 22.209 16.808 318.765 19.278 7.811 10.325 241.060 27.781 
MMIN 6.220 3.991 119.266 7.778 11.900 9.798 221.865 8.767 11. 761 8.767 112.707 19.211 
OLS 2.521 1.210 1.310 1.001 3.766 4.138 3.901 3.229 3.091 2.903 2.499 2.133 
4 WLS 3.284 1.970 1.905 1.735 6.717 4.690 3.770 3.743 3.897 2.908 2.240 2.010 MINQ 5.262 3.140 3.070 3.541 17.209 7.209 16.780 4.066 5.033 2.970 2.890 3.212 
MMIN 5.101 2.077 4.020 2.321 10.100 4.989 11.210 3.880 4.806 2.667 2.910 2.888 
OLS 1.803 0.933 0.917 1.008 2.888 2.760 2.872 2.888 2.920 2.343 1.301 1.666 
5 WLS 2.265 1.500 1.427 1.350 4.498 3.520 3.165 2.806 2.727 2.275 1.999 1.631 MINQ 2.718 1.650 1.856 1.746 5.500 3.866 4.916 3.717 4.322 2.707 1.455 2.009 
MMIN 2.690 1.660 1.729 1. 745 4.494 3.609 4.901 3.090 4.120 2.880 " 1.510 2.100 
OLS 0.717 0.605 0.669 0.403 2.377 1.380 1.366 1.127 0.982 '0.980 0.806 0.673 
10 WLS 1.201 0.661 0.675 0.539 2.201 1.413 1.352 1.128 1.281 0.943 0.761 0.656 MINQ 1.449 0.983 0.697 0.607 3.881 0.917 1.389 1.830 2.209 0.698 1.690 1.311 
MMIN 1.510 1.001 0.580 0.501 2.110 1.101 1.370 1.711 2.031 0.711 0.979 0.960 
Note: MINQUE with m=2 does not exist. 
00 
0 
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Table 3.18 Estimated variances for the OLS, WLS and MINQU-based estimators under the rectangular distribution (all 
variances X100). 
0=1 i 0i = {xi +8)/9 0i = {0.5xi +1)/3 
m K-+ 4 6 8 10 4 6 8 10 4 6 8 10 
2 OLS 0.095 0.065 0.059 0.053 0.214 0.159 0.152 0.140 0.089 0.081 0.070 0.069 WLS 0.149 0.100 0.099 0.098 0.361 0.255 0.201 0.148 0.147 0.110 2.775 0.091 
OLS 0.056 0.032 0.040 0.038 0.138 0.077 0.101 0.072 0.077 0.066. 0.063 0.056 
3 WLS 0.089 0.058 0.062 0.058 0.179 0.138 0.126 0.097 0.117 0.080 0.064 0.065 
MINQ 0.309 0.247 10.510 0.075 0.25.1 0.208 12.386 0.196 0.501 0.347 8.331 0.131 
OLS 0.044 0.028 0.029 0.033 0.107 0.066 0.072 0.052 0~066 0.052 0.028 0.048 
4 WLS 0.058 0.042 0.043 0.035 0.104 0.096 0.087 0.068 0.065 0.059 0.051 0,041 
MINQ 0.088 0.053 0.076 0.073 0.173 0.102 0.116 Q.093 0.092 0.081 0.099 0.054 
OLS 0.035 0.018 0.027 0.025 0.088 0.046 0.065 0.050 0.047 0.029 0.027 0.029 
5 WLS 0.045 0.027 0.030 0.026 0.107 0,063 0.060 0.051 0.061 0.042 0.034 0.030 
MINQ 0.059 0.037 0.037 0.033 0.131 0.080 0.086 0.070 0.074 0.053 0.041 0.052 
OLS 0.018 0.010 0.010 0.011 0.047 0.029 0.026 0.033 0.023 0.019 0.016 0.016 
10 WLS 0.020 0.014 0.013 0.012 0.043 0.029 0.026 0.024 0.025 0.017 0.014 0.014 
MINQ 0.021 0.015 0.014 0.015 0.048 0.033 0.029 0.027 0.027 0.020 0.014 0.015 
Note: MINQUE with m=2 does not exist. 
00 
...... 
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Table 3.19 Comparison of the simulated results of WLS and MINQU-based 
estimators for variances of S when errors are Cauchy distri-
buted (all variances X100). 
cr --=-1 i 
cri = (xi +8)/9 cri = (0.5xi +l)/9 
m WLS MINQUE WLS MINQUE WLS MINQUE 
K=4 K=4 K=4 
2 8.580 14.256 9.751 
3 9.618 39.957 13.821 26.293 10.655 17.595 
4 9.329 87.447 10.662 18.759 8.295 9.675 
5 9.012 25.532 10.526 27.900 7.258 9.009 
10 7.300 18.301 8.132 19.756 7.073 8.005 
K=6 K=6 K=6 
2 13.401 19.660 11.525 
3 2.863 18.291 6.910 9.757 4.282 11. 753 
4 1.963 8.776 4.206 6.898 3.121 9.295 
5 3.072 6.770 4.896 5.991 2.899 7.085 
10 2.791 6.246 3.217 4.875 2.695 4.818 
K=8 K""8 K=8 
2 9.207 "15.696 10.851 
3 2.825 29.884 4.880 39.251 3.986 27.533 
4 2.442 7.728 4.775 8.751 3.765 7.135 
5 2.366 5.669 3.989 7.803 3.096 6.651 
10 1.940 4.097 1.827 4.212 1.905 3.233 
K=10 K=10 K-10 
2 6.664. 8.566 7.755 
3 2.059 6.244 3.765 7.756 3.600 6.597 
4 1.525 4.064 3.002 7.212 2.898 4,788 
5 1. 793 3.368 2.465 5.751 2.907 4.252 
10 1.414 2.454 2.009 3.009 1.882 2.288 
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CHAPTER 4 
USE OF POSTERIOR LIKELIHOOD IN ESTIMATION 
4.1 Introduction 
In the previous chapter, a comparative empirical study of OLS, 
WLS, MINQU-based, and Modified MINQU-based estimators was presented. 
It was shown that MINQU-based or Modified MINQU-based estimators were 
not suitable for this type of study. The biases and variances of such 
estimators are much higher than those based on OLS and WLS. Also, 
estimators based on MINQUE may give rise to one or more negative variance 
estimates. One reason for the poor performance of the MINQU-based 
estimators would seem to be that the method "stretches" the variance 
estimators; that is, the differences between the estimates are increased 
relative to the usual sample variances. 
In this chapter we will present a posterior likelihood (PL) method 
of estimation which "shrinks" the variance estimates rather than stret-
ching them. The general method is described in Section 4.1.1. In 
Section 4.2, we derive the forms of the estimators under this approach 
A A A A 2 
and some theoretical results for ~i and ~i (8i =Oi ) are obtained, using 
Gamma prior 1ike1ihoods. In Section 4.3, the empirical comparative 
A 
results of variances and biases of B for OLS, WLS, ML, and PL estimators 
will be present~d. The conclusions are presented in Section 4.4. 
4.1.1 Prior Likelihood Estimation. Consider the standard problem 
of estimating the unknown parameters i given sample data, Y. In this 
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section we investigate the estimation of ~ under the assumption that 
prior likelihoods may be specified for the~. That is, instead of 
maximizing the likelihood for the sample 
R.s(~IY) (4.1.1) 
we specify the prior likelihood 
R. i (ela) (4.1.2) pr or --
where a denotes a summary of initial information. We then maximize the 
posterior likelihood 
R. (ela,Y) = R. (ela)R. (ely). posterior - - - prior - - S - - . (4.1.3) 
At first sight this approach would seem to·-be equivalent to exam-
ination of the posterior mode in the Bayesian approach. However, there 
"are several important differences. 
First of all, the frequentist distinction between parameters and 
random variables is preserved; the final statement remains one concerning 
estimates of the parameters in light of the available data. This, in 
turn, implies that all the asymptotic properties of maximum likelihood 
estimators will continue to hold, provided that the prior likelihood is 
strictly positive over some open set of values which include the true 
parameter values. 
Secondly, if there is no prior information available, then it is 
both sensible and feasible to set 
R. i· = 1, for all e En, pr or (4.1. 4) 
where n denotes the whole parameter space, Unlike the Bayesian approach, 
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this specification of prior ignorance poses no difficulties since no 
integration over the parameter space is required. 
Finally, we note that a transformation of the parameters will leave 
unchanged the posterior likelihood estimators, since there is no 
Jacobian involved. 
Since the method of prior likelihood proceeds by specifying only 
an ordering of the likelihood function on the parameter space, further 
restrictions could be imposed to make this behave in a UBayesian 
fashion". Thus, if we suppose that only a finite number of ! values is 
of interest, (el' .•• '~k) say then we could construct functions which 
satisfy the axioms of probability, namely 
and 
* I .!l,prior (J!j I.!) 
p i (~a)" k pr or ~ - . 
* I p e a,Y)" pos terior @j --
I .!l,prior (~ I a) 
i-I 
(4.1.5) 
(4.1.6) 
Further, it is readily shown that one may update from prior to posterior 
by use of Bayes' Theorem. These "probability functions" could be used, 
for example, in applications of decision theory and would produce 
equivalent results to the usual Bayesian approach. 
In the next section we use the prior ljkelihood approach to develop 
estimators for the regression model. 
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4.2 Posterior Likelihood Estimators for the Regression MOdel 
Consider the regression model 
y ... xS + i 
where"i' = (i1" ••• '~') and ~ IV IN(O,SiI ), i"'l~ ••• ,k. The standard 
assumptions are made concerning X and~. In this section we investigate 
the estimation of ~ and ~ = CS1 ,···,Sk)' assuming that prior information 
on ~ may be expressed in the form of an incomplete gamma function; that 
is, for each Si 
No prior information is assumed for ~, so that 
The accuracy of these estimates will depend upon the accuracy of the 
" " prior 1ike1ihoods. Asymptotically, the resulting estimators 8p and Sp 
are the same as the WLS estimators when the parameters of the prior 
likelihoods (i.e., ~i and Ai) are fixed. 
4.2.1 Linear Regression Model with Different Prior Gamma Parameters. 
Consider the regression model 
(4.2.1) 
Let Y
i 
IV IN(Xi8,SiI) i=1,2, ••• ,k where 4 is a vector of ni observation, 
X is a known matrix 
i 
2 and e = a denotes the 
i i 
of order ni x p, ~ is a vector of p unknown parameters 
ith variance. 
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(4.2.2) 
-1 , Taking 8i ~ Gamma (ai,Ai ) as a prior function for the above model 
(4.2.1) 
9- i (~lai'Ai) = Const IT ei i/2e .i/..i k r -A -a 26 ~ pr or i=l • (4.2.3) 
The likelihood function for the sample is 
We obtain the posterior likelihood function by multiplying (4.2.3) and 
(4.2.4) 
(4.2.5) 
Taking log of (4.2.5) and differentiating w. r. to ~ and ~, the posterior 
likelihood estimators are 
(4.2.6) 
and (4.2.7) 
4.2.2 Properties of PL Estimators. First of all, we note that as 
-------------- -- -----
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(4.2.8) 
" and ~·is given by (4.2.7), so that the estimators approach the regular 
ML solutions as we should expect. Thus, their large sample properties 
are equivalent to those of ML estimators. 
Using (4.2.1) 
(4.2.9) 
Provided that the distribution of . the Ei is symmetric about zero 
it follows, by arguments similar to those of Section 2.2 (Lemma 2.2.1) 
that 
E(~) = ~ (4.2.10) 
" That is~ ~ is unbiased. 
The large sample variance for f wi11.be the same as for regular 
weighted least squares and for maximum likelihood, namely, 
Var(~) =- (4.2.11) 
In the empirical work of Section 4.3, these estimators were 
simplified somewhat in that "posterior weighted least squares" was 
used. That is, for each i, if 
(4.2.12) 
the posterior estimator for 8i was taken as 
,.. 
8 = i 
,.. 
and"§' was then optained from (4.2.7). 
i=1,2, ••• ,k 
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(4.2.13) 
In referring to the prior likelihood assumptions in the next section, 
the abbreviation (.1,1°) refers to an assumption of. separate gamma densities 
for each 8i with a=l and A=l. 
4.3 Empirical Results and Procedures 
In order to study the properties of the posterior likelihood 
estimators emprically, the following procedure was adopted. The simple 
regression model of Jacquez, et al. (1968) was considered (as in 
Section 3.2), in which a and a,are assumed to be equal to one. The 
values of k are chosen to be 4, 6, 8, and 10 and the corresponding 
chosen values for xi are (1,4,7,10), (1,2,4,7,9,10), (1,2,4,5,6,7,9,10), 
and (1,2,3,4,5,6,7,8,9,10) respectively. The ni are chosen to be equal 
to m and the values of m considered are 2, 3, 4, 5, 10. For each (m,k) 
pair, three sigma patterns are chosen: (1) cri - 1, (2) cri - (~i+8)/9, 
and (3) cri - (0.5xi +l)/3. 
Two hundred simulated samples were drawn for each set of (m,k) and 
each cr-pattern. The results are summarized in tabular form. In the 
first three tables, the empirical variances of a for OLS, WLS, ML, and 
PL with different prior likelihoods {(1,1), (1,2), (2,2)} are presented 
for comparison; in these tables it was assumed that the 'Eij followed 
independent normal distrihutions. On the same lines Tables 4.4-4.9 are 
presented for non-normal (logistic and Cauchy distributions) cases. 
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The bias of S for OLS, WLS, ML, and PL with different prior likelihoods 
for normal and non-normal distributions are presented in Tables 4~lO-4.l2. 
4.4 Results and Discussion 
From the investigation described in Section 4.3 on the biases and 
.... 
variances of S the following conclusions can be drawn: 
1) 
2 In the normal case, when the error variances cri are equal, the 
OLS estimators provide more efficient results than WLS and ML for small 
m, as we would expect. As m increases (e.g., m=lO), the results for the 
OLS and PL estimators become very close (see Table 4.1). 
2) In the normal cases, when error variances are not equal, our 
simulated results (~ables 4.2 and 4 .. 3) show that OLS are good for small 
·samples and for small m (e.g., m=3) but as m increases and sample size ,~, 
increases, OLS estimators gradually get worse. The WLS and PL estimators 
are close up to m=5, but for m=lO, PL shows its superiority over both 
WLS and ML. 
3) In the non-normal cases, with equal error variances (see 
Tables 4.4 and 4.7), OLSagain gives the best results. As m increases, the 
difference between OLS and PL gradually decreases and with m=lO and 
k=8 or 10 PL and OLS are very close. 
4) With unequal error variances and non-normal errors, the 
. 
performance of WLS and ML estimators are poor for small m. As m 
increases,· the WLS and PL estimators start to provide the more efficient 
results. When m=lO and k=8 or 10, the PL estimators again show its 
superiority over WLS estimators. 
5) In the Cauchy case, the prior "information" stabilizes the 
variance estimators and the PL method behaves considerably better than 
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WLS or ML for small m values, even when the information is incorrect. 
6) Turning to the results on bias in Tables 4.10-4.12, all of these 
appear acceptably small although the ML method seems to generate somewhat 
larger biases for small m. 
The most striking thing about the results for the pt estimators is 
that, even with different prior likelihoods, the method gives fairly 
similar and generally quite efficient results. These estimators show 
that the "shrinkage" of the variance differences appears to be beneficial, 
at least for samples with m ~ 10 replicates. 
The minimum variance estimator for each combination of m, k, and cr 
is shown in Table 4.13; where two or more estimators are very close, 
both are listed. 
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Table 4.1 Estimated variances of S for the OLS, WLS, ML, .and PL (with 
different prior assumptions) estimators when the errors are 
normally distributed with cri = 1, all i (all variances X100). 
m K=+ 4 6 8 ·10 
0 1.221 0.743 0 .. 626 0.602 
W 1.586 2.119 2.595 2.105 
M 1. 725 2.176 2.621 1.790 2 PI 1.226 0.857 1.020 0.745 
P2 1.457 0.944 0.859 0.782 
P3 1.050 0.936 0.717 0.581 
0 0.778 0.492 0.484 0.404 
W 1.059 0.738 0.916 0.840 
M 1.148 0.821 0.924 0.992 3 P1 0.927 0.639 0.589 0.457 
P2 0.756 0.619 0.507 0.488 
P3 0.935 0.429 0.507 0.463 
0 0.558 0.375 0.386 0.312 
W 0.585 0.487 0.682 0.507 
M 0.642 0.592 0.780 0.561 4 P1 0.606 0.393 0.434 0.312 
P2 0.590 0.409 0.445 0.379 
P3 0.620 0.399 0.417 0.343 
0 0.451 0.289 0.294 0.269 
W 0.527 0.412 0.420 0.325 
M 0.546 0.399 0.345 0.398 5 PI 0.459 0.318 0.397 0.290 
P2 0.457 0.316 0.303 0.347 
P3 0.444 0.323 0.347 0.298 
0 0.249 . 0.166 0.155 0.132 
W 0.288 0 .. 181 0.175 0.147 
10 M 0.262 0.187 0.165 0.147 P1 0.223 0.179 0.165 0.137 
P2 0.236 0.162 0.161 - 0.145 
P3 0.202 0.170 0.145 0.102 
o = OLS 
W = WLS 
M = ML-
PI = PL(l,l) 
P2 = PL(1,2) 
P3 = PL(2,2) 
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Table 4.2 Estimated variances of S for the OLS, WLS, ML, and PL (with 
different prior assumptions) estimators when the errors are 
normally distributed with cri = {xi +8)/9, all i (all variances 
X100). 
m K=* 4 6 8 10 
O. 2.917 1.491 1.a06 1.410 
W 3. 707 . . 4.452 5.466 4.660 
M 4.500 4.557 5.292 4.924 2 . P1 3.604 2.442 2.434 2.058 
P2 2.960 2.744 1.853 1.823 
P3 3.543 1. 873 2.083 1.621 
0 1.971 1.427 1.682 1.307 
W 2.229 1.590 1.909 1.750 
M 2.891 1.963 1. 762 2.110 3 P1 2.162 1.492 1.514 1.079 P2 2.157 1.125 1.585 1.258 P3 1.659 1.470 1.343 1.418 
0 1.137 0.879 1.443 0.880 
W 1.253 1.127 1.465 1.180 
M 1.364 1.355 1.492 1.534 4 Pl 1.578 1.042 1.018 0.835 
P2 1.558 1.077 1.095 0.953 P3 1.414 1.035 0.960 0.960 
0 1.030 0.945 0.940 0.896 
W 1.066 0.887 . 1.071 0.889 
M 1.214 0.837 1.060 0.812 5 Pl 1.161 0.784 0.844 0.742 P2 1.202 0.752 0.766 0.645 
P3 0.983 0.987 0.731 0.640 
0 0.590 0 •. 486 0.442 0.334 
W 0.579 0.411 0.373 0.309 
M 0.484 0.439 0.359 0.288 10 P1 0.495 
0.368 0.315 0.223 
P2 0.510 0.335 0.288 0.281 P3 0.533 0.367 
0.228 0.258 
o = OLS 
W = WLS 
M = ML 
P1 = PL{l,l) P2 = PL{1,2) P3 = PL{2,2) 
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Table ~.3 Estimated variances of S for the OLS, WLS, ML, and PL (with 
different prior assumptions) estimators when the errors are 
normally distributed with cri = (0.5~i+1)/3, a11.i (all 
variances X100). 
= 
m K=+ 4 6 8 10 
0 2.460 1.120 1.050 0.987 
w 2.650 2.730 3.130 3.010 
M 2.911 2.810 3.201 3.206 2 
PI 2.509 1.212 1.071 1.448 
P2 
2.313 1.367 0.986 1.511 
P3 
2.077 1.104 1.088 1.389 
0 1.440 0.940 0.976 0.860 
w 1.330 1.120 1.160 1.110 
M 1.558 1.390 1.202 1.190 3 
PI 1.274 1.064 0.989 0.872 
P2 
1.166 0.998 0.976 0.860 
P3 1..192 
0.967 0.968 0.870 
0 1.000 0.850 0.866 0.680 
w 0.830 0.810 0.870 0.720 
r1 0.912 0.906 0.923 0.898 4 P1 0.896 
0.783 0.661 0.644 
P2 
0.845 0.792 0.695 0.696 
P3 
0.836 0.770 0.639 0.604 
0 0.880 0.670 0.580 0.563 
w 0.710 0.632 0.547 0.526 
M 0.786 0.660 0.537 0.475 5 
PI 0.760 0.691 0.510 0.396 
P2 0.778 
0.688 0.471 0.410 
P3 
0.742 0.693 0.480 0.382 
0 0.393 0.340 0.290 0.260 
w 0.382 0.270 0.209 0.;1..86 
M 0.383 0.276 0.212 0.160 10 
PI 0.357 0.190 0.182 0.156 
P2 0.360 
0.181 0.178 0.150 
P3 0.341 
0.187 0.169 0.128 
o = OLS 
W = WLS 
M = ML 
PI = PL(l,l) 
P2 = PL(1,2) P3 = PL(2,2) 
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Table 4.4 Estimated variances of S for the OLS, WLS, ML, and PL (with 
different prior assumptions) estimators when the errors are 
logistically distributed with cri = 1, all i (all variances 
X100) • 
m K=+ 4 6 8 10 
0 3.411 2.600 2.330 2.009 
W 8.367 -5.360 6.175 4.951 
M 6.310 6.122 8.511 5.709 2 P1 
5.350 3.316 3.906 3.510 
P2 
5.101 4.008 3.521 2.180 
P3 
4.189 2.806 2~800 2.623 
0 3.300 2.791 2.011 1.333 
W 4.950 3.001 2.789 2.553 
M 3.301 2.713 2.591 2.910 3 P1 
2.910 1.800 2.091 1. 768 
P2 
3.501 2.082 2.007 1.680 
P3 
2.611 1.610 1.890 1.491 
0 2.521 1.210 1.310 1.001 
W 3.284 1;970 1.905 1.735 
M 2.911 1. 722 1.637 1.503 4 Pi 2.500 1.286 1.365 1.181 
P2 
2.189 1.462 1.301 1.166 
P3 
1.932 1.263 1.468 1.260 
0 1.803 0.933 0.917 1.008 
W 2.265 1.500 1~427 1.350 
M 1.880 1.417 1.228 1.009 . 5 P1 
1.501 1.119 1.067 0.890 
P2 
1.807 1.101 0.810 0.901 
P3 
1.711 1.007 1.066 0.889 
0 0.717 0.605 0.669 0.403 
W 1.201 0.661 0.675 0.539 
M 0.917 0.637 0.509 0.488 10 P1 0.767 
0.359 0.363 0.481 
P2 0.771 
0.355 0.360 0.479 
P3 0.689 
0.361 0.361 0.482 
..... 
o = OLS 
W = WLS 
M = ML 
P1 = PL{l,l) P2 = PL(1,2) P3 = PL{2,2) 
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Table 4.5 Estimated variances of B for the OLS, WLS, ML, and PL (with 
different prior assumptions) estimators when the errors are 
logistically distributed with ·cri = (xi +8)/9, all i (all 
variances X100). 
m K=+ 4 6 8 10 
0 6.110 5.953 4.709 3.808 
W 19.381 14.226 11.877 9.988 .. 
M 13.691 13.890 14.317 11.065"· 2 P1 9.082 
8.066 6.781 6.665 
P2 9.321 7.855 6.095 5.888 P3 9.003 
6.797 5.139 6.014 
0 4.291 5.301 4.746 . 3.879 
W 9.209 6.179 6.801 5.517 
M 8.311 7.808 6.913 6.713 3 P1 6.360 
4.991 4.801 2.989 
P2 6.711 
4.336 4.550 3.121 
P3 
5.820 4.299 4.073 3.006 
0 3.766 4.138 3.901 3.229 
W 6.717 4.690 3.770 3.743 
M 5.121 4.320 4.121 3.896 4 P1 4.800 
3.221 3.011 2.447 
P2 4.343 
3.200 2.988 2.310 
P3 4.009 
3.168 3.107 2.401 
0 2.888 2.660. 2.872 2.888 
W 4.498 3.520 3.165 2.806 
M 4.717 3.990 3.107 2.411 5 P1 3.171 
2.861 2.700 2.011 
P2 3.404 
2.636 2.580 1.896 
P3 3.196 
2.135 2.016 1.866 
0 2.377 1.380 1.366 1.127 
W 2.201 1.413 1.352 1.128 
M 2.886 2.189 1.600 1.231 10 P1 
1. 766 1.110 0.912 0.907 
P2 
1.700 1.041 0.943 0.918 
P3 
1. 722 1.018 0.939 0.925 
o .. OLS 
W .. WLS 
M = ML 
P.- PL(l,l) P~ - PL(1,2) 
P3 - PL(2,2) 
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" Table 4.6 Estimated variances of S for the OLS, WLS, ML, and PL (with 
different prior assumptions) estimators when the errors are 
logistically distributed with cri = (0.5xi +l)/3, all i (all 
variances XlOO). 
m K=+ 4 6 8 10 
0 7.276 4.272 3.787 2.989 
W 10.303 7.811 7.138 5.887 
M 10.298 9.660 9.698 8.789 2 
PI 7.889 5.197 4.391 4.200 
P2 7.308 
5.382 4.004 3.877 
P3 5.910 
·4.990 4.009 3.816 
0 5.357 4.798 3.353 2.710 
W 5.412 4.799 3.363 3.120 
M 5.960 5.800 5.163 4.969 3 
PI 4.313 3.676 3.217 3.001 
P2 4.213 
3.389 3.100 3.077 
P3 
4.399 3.296 2.968 2.960 
0 3.0,91 2.903 2.499 2.133 
W 3.897 2.908 2.240 2.010 
M 3.137 3.210 2.986 2.870 4 
PI 3.066 2.510 2.100 2.009 
P2 2.765 
2.189 1.891 1.910 
P3 2.688 
2.006 1.888 1. 766 
0 2.920 2.343 1.301 1.666 
W i.727 2.275 1.399 1.637 
M 2.391 2.088 1.965 1.882 5 
PI 1.660 1.591 1.210 1.101 
P2 1.697 1.500 1.207 1.007 
P3 1.609 
1.413 1.003 0.998 
0 0.982 0.980 0.806 0.673 
W 1.281 0.943 0.761 0.656 
M 2.180 1.566 1.402 1.069 10 
PI 0.977 0.711 0.498 0.480 
P2 0.913 
0.720 0.517 0.466 
P3 0.944 
0.638 0.510 0.479 
o = OLS 
W = WLS 
M = ML 
PI = PL(l,l) 
P2 = PL(1,2) P3 = PL(2,2) 
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Table 2+.7 Estimated variances of a for the OLS, WLS, HL,. and PL (with 
different prior assumptions) estimators when the errors are 
Cauchy distributed with O'i = 1, all i (a11:variances X100). 
m K=+ 4 6 8 10 
0 7.861 4.213 3.003 2.336 
W 8.580 13.401 9.207 6.664 
M 13.132 14.053 8.942 6.961 2 
PI 21.685 4.601 3.237 2.219 
P2 6.682 
3.449 3.145 2.649 
P3 
11. 947 4.612 3.456 2.741 
0 4.976 3.177 2.700 2.004 
W 9'.:618 2.863 2.825 2.059 
M 12.021 4.332 4.364 3.449 3 
PI 9.433 4.267 2.980 1.988 
P2 
8.476 3.753 2.822 1.905 
P3 8.613 
4.186 2.892 1.905 
0 4.009 2.001 2.239 1.432 
W 9.329 1.963 2.442 1.525 
M 7.680 2.819 1.931 1.885 4 
PI 12.259 2.749 2.227 1.560 
P2 6.461 3.584. 3.559 1.986 P3 7.827 2.531 2.147 2.071 
0 3.396 . 2.960 2.163 1.606 
W 9.012 3.072 2.366 1.793 
M 12.876 4.072 .2.744 1.570 5 
PI 7.479 3.923 2.683 1.692 
P2 7.601 
2.273 2.439 1.413 
P3 9.317 
2.778 2.310 1.896 
.0 3.189 2.661 1.951 1.438 
W 7.300 2.791 1.940 1.413 
M 6.724 3.032 1.923 1.340 10 
PI 5.830 3.350 1. 794 1.306 
P2 8.050 2.784 
2.768 1~438 
P3 7.626 
2.459 2.280 1.350 
o = OLS 
W = WLS 
m = MO 
PI - PL(l,l) 
P2 = PL(1,2) P3 = PL(2,2) 
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Table ,4.8 Estimated variances of S for the OLS, WLS, ML, and PL (with 
different prior assumptions) estimators when the errors are 
Cauchy distributed with Oi'= (xi +8)/9, all i (all 
variances X100) 
m K=+ 4 6 8 10 
0 8.129 6.700 6.623 6.036 
W 11.977 14.866 12.163 9.375 
,M 14.606 14.990 13.259 11. 781 2 P1 12.992 
8.667 5.678 4.961 
P2 9.398 
6.282 6.037 4.877 
P3 12.321 
8.303 5.916 4.790 
0 9.070 4.088 3.881 3.520 
W 11.875 4.017 3.918 3.629 
M 13.710 6.221 5.477 4.711 3 P1 11.891 ' 
5.733 4.301 3.212 
P2 9.327 4.909 
4.017 3.323 
P3 9.550 
5.207 4.003 3.470 
0 8.365 5.513 4.321 3.100 
W 10.712 3.399 3.360 2.418 
M 11.677 4.407 4.391 3.303 4 P1 11.202 4.031 3.217 2.561 P2 9.126 3.763 3.189 2.322 P3 9.003 3.625 3.090 2.146 
0 6.789 3.310 2.913 2.616 
W 9.875' 3.300 2.886 2.511 . 
M 10.786 4.411 3.900 2.602 5 P1 9.801 3.280 3.010 2.330 P2 9.712 3.033 2.971 1.900 P3 8.791 
3.168 2.811 2.176 
0 5.896 3.181 2.612 2.166 
W 8.442 2.901 2.077 1.896 
M 8.917 3.610 2.301 1.903 10 P1 
7.880 3.100 2.019 1. 719 
P2 
8.721 2.911 1.891 1. 778 
P3 
8.693 2.883 1. 709 1.457 
o = OLS 
W = WLS 
M = ML 
P1 = PL(l,l) P2 = PL(1,2) P3 = PL(2,2) 
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Table ~.9 Estimated variances of S for the OLS, WLS, ML, and PL (with 
different prior assumptions) estimators when the errors are 
Cauchy distributed with O'i = {0.Sxi +1)/3, all i (all. 
variances X100). 
m K=+ 4 6 8 10 
0 7.088 6.127 6.795 5.322 
W 10.017 11.122 9.333 8.176 
M 12.602 12.787 9.712 9.011 2· 
PI 14.341 9.333 8.606 7.511 
P2 15.132 
7.255 8.510 5.037 
P3 
14.767 9.009 8.008 6.100 
0 6.360 2.918 2.813 2.771 
W 10.910 3.717 3.439 3.292 
M 12.311 5.076 5.180 4.892 3 
PI 11.765 5.008 4.777 3.321 
P2 11.033 5.132 4.630 3.278 P3 11.100 
5.160 4.339 3.371 
0 7.881 4.117 3.817 2.176 
W 9.776 3.515 3.700 2.396 
M· 9.890 4.133 2.311 3.101 4 
PI 9.965 4.136 3.233· 2.127 
P2 8.765 3.986 . 3.681 2.039 P3 9.110 4.100 3.116 2.291 
0 6.298 4.001 3.211 2.101 
W . 9.438 3.796 3.011 2.289 
5 M 9.969 4.110 3.721 3.006 
PI 9.822 3.717 2.988 1.917 
P2 9.932 3.505 2.990 1.827 P3 8.876 3.127 2.716 1.886 
0 4.218 3.022 2.008 1.961 
W 7.922 2.815 2.133 1.677 
10 M 8.011 3.147 
2.900 1.812 
PI 8.036 2.912 2.200 1.555 
P2 7.911 3.007 2.103 1.605 P3 8.123 2.765 2.117 1.588 
o = OLS 
W = WLS 
M = ML 
. PI = PL(1,l) 
P2 .. PL{1,2) P3 = PL{2,2) 
" Table 4.10 Empirical biases of a for OLS, WLS, ML, and PL (with different prior assumptions) estimators when 
errors are normally distributed (biases are in percent). 
0' = 1 i O'i = (xi +8)/9 O'~= (0.5xi +1)/3 
m K=+ 4 6 8 10 4 6 8 10 4 6 8 10 
0 0.901 -390 0.104 -0.105 1.495 -0.334 0.116 0.200 7.700 8.870 11.010 11.800 
W -0.215 .-0.791 -~.148 -0.594 -0.998 -1.206 -2.627 -0.800 -1.100 ,-0.850 -1.670 .-0.600 
2 M -1.128 -1.172 -2.612 -0.126 -1.482 -1.523 -3.426 -0.744 -1.690 '"':'1.163 -2.891 -0.505 
PI 0.207 -0.985 -0.757 0.154 -0.676 0.805 -0.976 0.968 0.913 -0.896 -0.364 0.711 
P2 -0.665 0.552 -1. 364 0.519 0.393 0.540 0.725 0.575 -0.808 0.473 -0.986 -0.476 P3 0.211 0.183 1.044 0.728 0.102 0.125 -0.061 0.042 0.317 0.318 0.007 -0.396 
0 -0.281 -0.078 1.099 0.423 -0.566 -0.309 1.215 0.288 2.140 0.730 9.800 10.180 
W -0.348 -0.496 1.151 -0.092 0.160 -0.314 1.871 -0.491 0.510 0.080 1.550 -0.500 
3 M 0.339 0.129 1.889 -0.244 1.070 1.208 1.935 0.837 -1.020 0.982 1.773 -0.701 
.P1 -0.121 -0.155 -0~582 0.265 0.089 0.273 -0.105 0.095 0.317 -0.261 -0.239 0.619 
P2 0.427 0.027 0.160 -0.234 0.189 -0.715 -2.231 -1.205 -0.232 -0.099 -0.917 -0.380 P3 -0.160 -0'.304 -0.789 -0.073 0.685 -0.282 -0.587 1.524 0.409 0.602 0.867 -0.271 
0 -0.525 0.353 0.495 0.367 -1. 263 0".326 0.870 0.396 " -1.370 4.820 8.390 9.920 
W -0.924 0.619 0.813 0.394 -1.060 0.602 0.869 0.300 0 0.270 0.400 0.364 
4 M -0.973 0.620 0.980 0.239 -1.390 0.717 -0.191 -1. 316 -0.091 0.389 0.376 -1.008 
PI -0.361 -0.616 -0.234 0.688 0.453 0.377 -0.664 -0.206 -0.201 0.235 -0.220 -0.966 
P2 0.250 -0.458 -0.344 -0.371 -0.343 0.415 0.222 -0.813 -0.376 -0.187 -0.160 -0.182 P3 0.318 -0.342 -0.642 -0.038 -0.233 0.412 -0.099 0.652 0.108 0.239 -0.159 -0.298 
0 1.374 -0.028 0.007 0.017 1.910 0.149 0.131 -0.100 1.490 2.370 1.570 8.130 
W 1.407 -0.002 -0.017 0.326 1.672 0.014 0.095 0.301 1.000 0.070 0.200 0.080 
5 M 1.283 -0.061 -0.128 0.271 -0.541 0.015 -0.863 0.855 0.800 -0.913 0.898 0.412 
PI -0.018 -0.147 -0.161 0.450 0.959 -0.567 0.587 0.125 0.432 -0.682 -0.769 -0.388 
P2 -0.485 -0.054 . -0.151 -0.539 0.040 -0.538 0.471 0.568 0.511 -0.080 -0.911 -0.161 ~ 0 P3 -0.385 0.213 0.026 0.782 1.416 -1.005 -0.633 -0.803 -0.401 0.789 0.622 0.303 ~ 
Table 4.'10 (continued) 
° = 1 i 
m K=+ 4 6 8 10 
0 0.221 -0.153 0.002 0.185 
W 0.160 -0.282 0.041 0.306 
10 M 0.170 -0.266 - 0.033 0.325 
PI 0.314 -0.042 -0.093 0.070 
P2 -0.358 -0.008 -0.032 -0.028 P . 0.024 0.128 0.042 -0.065 3 
0i = (x i +8)/9 
4 6 8 10 _. 
0.469 -0.267 -0.043 0.066 
0.462 -0.258 0.100 0.371 
0.065 0.072 -0.382 -0.487 
-0.096 -0.021 -0.141 0.059 
-0.296 0.084 0.095 0.079 
0.164 -0.009 0.002 -0.003 
4 
0.500 
0.500 
0.579 
0.202 
-0.189 
0.102 
0i = (0.5xi +1)/3 
6 8 10 
-0.250 0 0.010 
-0.390 0.050 0.170 
-0.275 -0.185 -0.235 
0.107 0.099 0.006 
-0.102 -0.173 -0.076 
0.128 0.051 -0.102 
...... 
o 
N 
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Table 4.11 Empirical biases of B for OLS, WLS, ML, and PL (with different prior assumptions) estimators. when 
errors are logistically distributed (biases are in percent). 
0=1 i 0i = (xi +8)/9 - 0i = (O.5x i+l)/3 
m K=+ 4 6 8 10 4 6 8 10 4 6 8 10 
0 1.384 -0.390 0.156 2.278 1.407 -2.677 0.911 3.121 -1. 777 -0.241 1.271 3.012 
W 3.994 -0.387 -1.281 1.206 -2.801 1.022 -1.099 1.606 -2.678 1.881 0.822 1.009 
2 M 3.900 -0.100 -2.001 1.269 0.710 30.011 -3.559 0.692 1.070 9.311 -4.788 -0.898 
PI 1.198 -1.000 -0.986 -0.496 0.830 0.311 -0.824 0.211 -0.910 -0.239 -1.099 -0.999 
P2 -1.176 0.501 0 -0.888 0.760 -0.084 0.321 -0.010 0.211 -0.103 0.600 0 P3 0.101 0 0.666 -0.285 0.351 0.312 0.729 0.266 -0.239 0.176 -0.289 0.017 
0 2.035 -0.257 -0.925 -0.840 2.557 3.110 -1.000 1.001 1.993 0.506 -1.613 1.231 
W 2.137 -0.687 0.082 -1. 775 2.609 -1.821 0.082 1.666 2.107 -1.072 -1.029 -0.987 
3 M -0.489 0.333 1.100 8.200 -3.469 10.121 -3.688 -3.489 -2.133 -1.869 -3.900 -1.000 
PI 0.500 0.206 0 -0.232 -0.829 0.711 0.071 0.007 0.717 0.950 0.102 0.120 
P2 0.001 -0.485 0.286 -0.321 0.112 0.030 -0.288 0 0.681 -0.129 -0.191 -0.331 P3 -1.000 0.181 0 -0.081 0.096 -0.829 0.100 -0!188 L710 -0.087 0 -0.024 
0 -1.593 1.137 -0.517 -0.741 -0.389 0.633 -0.687 -0.667 -1. 286 0.007 -0.999 1.000 
W -1. 836 0.633 -0.999 -0.637 -0.699 -0.002 -1.000 -0.554 -1. 711 0.086 -1.001 1.006 
4 M 1.102 0.303 -0.388 0.424 7.670 9.131 10.971 1.797 8.181 7.312 0.876 0.690 
PI 0.496 0.189 -1.866 -1.000 1.120 -0.069 0.101 0.891 0.965 -1.829 0.219 0.200 
P2 -0.003 -0.689 0.300 0.722 -0.239 0.921 0.107 -0.100 -1.868 0.081 0.201 -0.120 P3 -0.139 0.865 0.391 -0.086 -0.879 -0.239 -0.099 0.121 0.015 -0.909 -1.009 0.606 
0 -0.441 -0.014 0.150 -0.094 0.226 -1.007 -0.350 0.229 2.321 1.393 1.003 -1.967 
W -0.335 -0.002 0.581 -0.471 0.009 0.012 -0.981 0.828 1.667 0.621 1.321 0.890 
5 M -0.901 0.500 0.801 0.620 2.512 -2.824 2.711 1.251 2.712 -3.219 0.001 1.091 
PI 0 0.191 0 0.210 1.121 -0.289 0.017 0.106 0.998 0.817 -0.179 0.098 
P2 -0.081 0.606 -0.696 -0.323 -:0.879 -0.621 -0.339 -0.158 -0.999 0.321 -0.089 -0.201 
..... 
0 
P3 0.863 -0.301 0.200 0.317 -0.088 0.891 0.019 0.100 -0.179 0.621 0.381 0.206 
w 
Table 4:11 (continued) 
° = 1 i 
m K=+ 4 6 8 10 4 
0 -0.396 0.714 -0.101 0.701 -0.923 
W -0.610 0.489 -0.255 0.452 -1.211 
10 M 0.289 0 0.601 0.612 0.511 
P1 -0.188 0 0.037 -0.109 -0.219 
P2 0 0.090 0 -0.007 0.391 P3 0 0.088 0.007 0.081 -0.689 
1 
0i = (Xi+8)/9 
6 8 10 4 
0.937 -1.283 -0.807 -1.015 
1.110 -1. 780 -0.411 -0.994 
-3.679 -2.388 -0.579 1.137 
0.117 0.079 0.110 -1.093 
-0.183 0.092 -0.188 0.432 
0 -1.000 0.031 0.621 
0i = (0.5xi +1)/3 
6 8 10 
0.920 -1.021 -1.065 
0.069 -0.621 -0.009 
-0.632 -0.020 -1.788 
0.200 0.200 0.202 
-0.088 0.101 -0.979 
0.011 -0.010 0.009 
I-" 
o 
~ 
Table 4.12 Empiricai biases of for OLS, WLS, ML, and PL (with different prior assumptions) estimators when 
errors are Cauchy distributed (biases are in percent). 
0=1 i 0i = (xi+8)/9 0i = (O.5xi +1)/3 
m K=+ 4 6 8 10 4 6 8 10 4 6 8 10 
0 -1.356 -3.750 -3.961 -3.751 -2.785 -2.780 -1.542 -1. 767 2.035 -1.995 -0.777 -1.227 
W -2.632 2.595 -0.900 1.511 -2.842 2.595 -1.514 0.407 1.994 -2.161 -3.117 -1.668 
2 M -4.117 1.890 0.542 0.637 2.761 1.269 1.917 1.034 -1. 775 -1.001 2.001 -3.811 
PI 2.075 -2.410 -0.441 -1.130 -1. 297 1.077 0.001 -0.110 0.200 0.876 0.688 0.172 
P2 -1.028 -0.847 -0.846 0.681 0.660 -0.998 -0.076 0.034 -0.232 0.219 -0.422 0.982 P3 -0.299 -1.667 0.700 -0.471 0.982 0.607 -0.660 0.681 -0.321 0.201 -0.003 -0.617 
0 1. 732 -1.319 -6.163 -2.463 3.336 -1. 736 -1.660 -1.320 0.961 -0.121 1.811 -1. 489 
W -5.449 -2.205 0.916 0.203 -1.364 -0.757 -0.164 -0.602 -1.007 1.812 -1.291 0.921 
3 M -1.182 1.622 0.189 -0.313 -4.621 1.000 0.096 1.622 0.996 -1. 912 2.112 -0.239 
PI -0.889 -0.486 -0.124 -0.596 0.960 0.298 0.032 -0.486 0.321 0.219 -0.210 -0.007 
P2 0.240 0.284 0.762 -0.124 -0.167 0.063 -0.017 -0.202 0.729 -0.706 -0.323 0.012 P3 1.107 -1. 714 0.127 -0.590 0.621 -1.009 0.003 -0.319 -1.000 0.608 0.317 -0.824 
0 0.380 -1.231 -2.231 -2.371 -1.660 0.829 -6.803 -0.712 -2.001 4.212 -2.616 -1.809 
w 0.189 -0.311 -1.384 1.342 -0.866 0.091 0.548 -0.781 1.786 -1.003 2.131 -0.424 
4 M -1.401 -1.551 0.149 0.767 -1.336 0.767 -0.261 0.918 0.071 -1.321 1.880 -1.000 
PI -3.327 -0.396 -0.794 0.768 -1.001 0.009 -0.093 0.118 -0.288 0.001 -0.701 0 
P2 1.514 1.504 -0.870 1.432 -1.117 0.022 -0.099 -0.077 0.100 -0.179 -0.452 0.722 P3 -1. 288 -2.151 0.330 0.904 1.007 0.001 0.692 -0.123 -0.687 -0.089 -0.612 -0.086 
0 -1.966 3.825 ·-0.256 -3.292 1.528 -0.703 -1. 765 -0.765 -2.789 2.381 2.912 -1.094 
W 2.270 2.345 -0.859 -1.879 0.909 0.783 -0.848 0.160 0.009 -1.021 -1.811 -0.471 
5 M 3.900 -0.205 0.231 1.606 1.900 -1. 712 -1.006 1.200 0.012 -0.621 1.681 0.581 
PI -1.401 1.651 1.455 0.355 0.696 0.660 -0.913 -0.965 0.030 -1.000 -0.081 0.801 
P2 0.700 1.390 -1.406 0.818 0.606 0.235 0.810 -0.623 -0.829 0 0.863 -0.696 ...... 1.352 0.531 -1.168 -0.667 1.002 -0.198 -0.679 0.575 0.633 0 P3 -0.911 -0.396 0.200 VI 
Table ~4 .12 (continued) 
° = 1 i 
m K=+ 4 6 8 10 4 
0 -0.662 3.171 -0.775 -1. 879 -0.896 
W 0.489 0.509 0.791 1.392 0.446 
10 M -0.481 -0.667 0.855 0.283 0.360 
PI 0.065 0.327 0.758 0.006 0.680 
P2 0.176 -0.296 0.503 -0.173 -0.210 P3 -0.044 -0.115 -0.931 -0.066 -0.029 
0i = (xi +8)/9 
6 8 10 
-2.696 -1.035 -0.698 
0.346 0.619 -0.034 
0.478 -0.023 -1. 717 
-0.522 -1.001 0.652 
-0.611 0.003 -0.332 
-0.017 0 .• 028 0.210 
0i = (0.5:x: i +1)73 
4 6 8 
-2.141 -0.102 -0.660 
3.121 1.200 1. 771 
-0.002 -'0.107 -0.007 
0.239 0.811 -0.601 
-0.017 0.113 0 
0.689 -1.001 -0.107 
10 
0.101 
-0.205 
0.088 
-0.634 
-0.006 
0.104 
..... 
o 
0' 
107 
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Table 4:~ 13 Overview of minimum variance of a for the OLS, WLS, ML. and PL techniques with m, k, and cr combinations. 
: : 
cr = i 
1 cri ,;. (xi +8)/9 cri ... (0.5xi +1)/3 
m K=+ 4 6 8 10 4 6 8 10 4 6 8 10 
2 0 0 0 0 0 0 0 0 0 0 0 0 
.-I 3 0 0 0 0 0 0 PO P PW 0 OP OP Cl! 0 0 0 0 0 P P W ~ 4 0 WP P OP 
0 5 0 0 0 0 OW PW WP WP W W WP P :z; OP OP OP MP P P P P P 10 OP P P 
2 0 0 0 0 0 0 0 0 0 0 0 0 () 0 P 0 0 0 OP P WOP o,.j 3 0 OWP OWP 0 
""" ell 4 OP 0 0 0 0 P P OP WP WP PW PW o,.j 
bO 5 W Ow 0 p 0 OWP WP WMP WP WP pw P 0 
...:I 10 OP P P OP P WP P P P P PW P 
2 0 0 0 0 0 0 OP OP 0 0 0 0 
:>. 3 0 W 0 OP 0 W ow OP 0 0 0 0 
..c: 
() 4 0 ow 0 0 0 w WP WP 0 W MP OP ~ 5 0 OP 0 OM 0 WP W P 0 WP P P tJ 
10 0 OP M P OP WP P P OP W OP P 
o ... OLS W = WLS M" ML P ... PL 
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CHAPTER 5 
ADAPTIVE PROCEDURES IN THE ESTIMATION OF REGRESSION PARAMETERS 
5.1 Introduction 
In this chapter, we first describe the use of adaptive procedures 
for estimation. Then, in Section 5.2, we consider the existing tech-
"niques for testing variances and summarize comparative empirical studies 
of their power and robustness. Adaptive estimation procedures for the 
estimation of regression parameters after a preliminary test of variance 
equality are"discussed in Section 5.3. In the last section empirical 
studies of the adaptive procedures are presented and discussed. 
5.1.1 Preliminary Tests. When w~ are concerned with "estimating 
the unknown parameters of behavioral and technical relations, there is 
uncertainty as to the appropriate model to be used. As a consequence, 
the researcher may begin with an initial set of specifications and then 
modify the models by testing the statistical significance of some or all 
of a class of hypotheses. This process makes the model, and thus the 
estimation procedure, dependent on the outcome of these tests of 
hypotheses which have been termed preliminary tests of significance. 
Thus most texts on statistical methods, including Snedecor and Cochran 
(1967), provide tests for nonconformity to model specification, e.g., 
tests for: non-normality of errors, outliers, homogeneity of variances, 
non-additivity, equality of means or correlation or regressions con-
sidered for pooling, etc., to be used as preliminary tests. If all the 
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observations from an investigation are used both in making the preliminary 
tests and in providing the subsequent inferences of primary impo·rtance, 
the overall inference procedure is called conditionally specified 
inference. 
The objective of conditionally specified inference procedures is to 
develop an objective stepwise inference methodology, with built-in 
preliminary tests of the critical uncertain elements, to minimize the 
consequences of such failures. 
It is important to note that over 60 years ago R. A. Fisher (1920) 
suggested a conditionally specified inference procedure. He discussed 
what to do in a case where it is known that the example is from a popu-
1ation described by either a normal or a double exponential distribution. 
He suggested calculating the sample measure of kurtosis and recommended: 
If this is near 3, the MSE (mean square error) will be required (from 
which a = J1SE ); if on the other hand, it approaches 6, its value for 
"-
the double exponential curve, it may be that ~1 (based on the absolute 
deviation) is a more suitable measure of dispersion. 
No theoretical studies of preliminary test procedures and their 
properties were available prior to 1944 (see Bancroft and Han, 1977). 
Since then, this class of statistical procedures has been studied, 
starting with Bancroft (1944) in the early 1940's, by ~itagawa (1963), 
Huntsberger (1955), Larson and Bancroft (1963), and Bancroft (1964), 
among others. The general approach has been to determine, usually for 
special cases, the properties of the resulting statistics in terms of 
their means .and mean square errors. Scheffe (1959) also reviews 
research done to investigate the consequences of various types of 
failure in the model specification assumptions. 
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Bancroft and Ran (1977) discussed estimation after preliminary 
testing for the random and fixed ANOVA models, using the never-pool test, 
the always-pool test and the sometimes-pool test. 
Bancroft and Ran (1977) also considered a different use of 
conditionally specified procedures in the fixed-effects ANOVA for 
multiple comparisons following a significant F-test. Usually when the 
treatments are declared to be different the investigator wishes to find 
the differences in specific treatment means. When mUltiple comparison 
procedures are used after the F-test of the treatment effect is signifi-
cant, the F-test is essentially a preliminary test. The effect of the 
preliminary test should not be neglected. The effects of the preliminary 
test on error rates are studied by Berhardson (1975) and Smith (1974). 
Berhardson also reports the results of a Monte Carlo study. Ord and 
Leonard (1976) used an F-test for the equality of group means for fixed 
effects in the one-way ANOVA model as a preliminary test of significance 
and they provide a new procedu~e based upon the overall minimization of 
the mean square error. 
5.2 Tests of Variance Equality 
There are several test statistics available for testing the equality 
of population variances, such as those due to Bartlett, Cochran, and 
Rart1ey. However, as Box (1953) pointed out, these tests are sensitive 
to departures from normality in the underlying population being sampled 
and this sensitivity is due to the nonuse of within-group information. 
He suggested splitting the observations into subgroups and carrying out 
i of 
variance on the logarithms of the subgroup sample 
an analys s 
variances. 
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Levene (1960) took a different approach by performing an analysis 
of variance on the transformed residua1s from the mean. He suggested that 
tests based on either absolute residua1s or squared residua1s were sat is-
factory for PQwer and robustness. Miller (1968) pointed out that Levene's 
test based on absolute residua1s was not distribution-free when the 
underlying distributions were asymmetrical. He suggested that applying 
the jackknife technique to the sample variances before the analysis of 
variance would provide a robust test. 
Layard (1973) modified the asymptotic chi-square test by using an 
estimator of population kurtosis different from that of Scheffe (1959). 
The results of his simulated sampling experiments indicate that the 
modified procedure performed as well as the jackknife test and compared 
favorab1y with Box's test. 
He also suggested that a similar modifica~ion of Bart1ett's test 
would improve the robustness of that test, although he did not include 
the test in his comparative study. 
In Section 5.2.1 we consider two sample tests and then, in Section 
5.2.2 we review k(~2) sample tests. Finally, in Section 5.2.3 we draw 
together the resu1t~ of several empirical studies of the power and 
robustness of these different procedures. 
5.2.1 Two-Sample Case - F-test. The most popular procedure for 
testing the equality of two variances is the variance ratio. First, we 
consider the situation where the observations are from normal popu1ations. 
The location parameters may be unknown. The test statistic is 
F = S 2/s 2 (5 2 1) 1 2 • • 
where S 2 1 
S 2 
2 
XiI are the observations from the first sample, 
Xi2 are the observations fromfue second sample, and 
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(5.2.2) 
nl and n2 are the sample sizes. Also, Xl = rXil/nl and X2 - rXi2/n2 are 
the sample means. The procedure is called the two-sample F-test. 
The usual hypothesis of interest states that the two variances" are 
equal. Thus the hypothesis may be written as 
(1) HO: 2 2 (ii) HO: 2 ~ (12 2 (11 = (12 (11 
2 
,. (12 2 HI: (12< (1 2 ~: (11 1 2 
or (iii) 
The test statistic (5.2.1) is the appropriate statistic to use in testing 
all three hypotheses. 
Both large and small values of F contradict HO in Case (i). 
nl -l,n2-l 
Hence the critical region usually selected is 
(5.2.3) 
In Case (ii), HO is rejected when S12 is smaller to S22. Thus the 
critical region is 
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(5.2.4) 
Finally, the critical region for situation (iii) is 
(5.2.5) 
The F-test is extremely non-robust. Its actual significance level 
under the null hypothesis is much smaller than indicated for short-tailed 
distributions (uniform), and it gives too many significant results for 
long-tailed distributions such as the double exponential (see Miller, 
1968). 
5.2.2 The k-Sample Case. In this case, we consider the null 
2 2 hypothesis HO: crI = ••• =crk against the general alternative that the 
variances are not all equal. There are several test procedures currently 
available for testing this null hypothesis, which we now describe. 
Bartlett's Test 
This procedure is an adaptation of a k-sample test constructed by 
Neyman. The test statistic is 
where 
2 k 
B - (n-k) log S - L (ni-I) log S 2 
i=l i 
·k 
2· 2 S • I (ni-l)Si /(n-k) 
S 2 = 
i 
i=l 
th is the sample ~of the i sample. 
(5.2.6) 
(5.2.7) 
(5.2.8) 
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The test was developed by Neyman using the likelihood ratio procedure. 
Consider the observations Xij , i=1, ••• ,k;j=1,2, ••• ,ni where Xij 
~ N(~i,Oi2). 
The density function of Xij is 
Then the likelihood function is 
k 
where L ni =·n. i=l 
(5.2.9) 
(5.2.10) 
Let L(n) be the maximum of Lover n, the entire parameter space of 
both the null and the alternative hypotheses. The maximum likelihood 
estimators are found to be 
.... .... 2 
Substituting ~i and 0i into L we obtain 
L(n) (5.2.11) 
To compute L(w), the maximum of LoVer w, the parameter space under the 
null hypothesis, the maximum likelihood estimators used are 
(5.2.12) 
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Then, 
(5.2.13) 
Substituting these into the likelihood ratio A = L(w)/L(n) we obtain 
2 
Using Wilk's result that -2 log A has a X(r-s) distribution saymptotically, 
where rand s are the numbers of parameters in n and w, we see that 
k '" 2 O'i 
-2 log A - - I ni log ~2 i=l (j (5.2.14) 
2 
is approximately distributed as X(k-l), under the null hypothesis, 
2 2 a = .. --=0 • 1 k 
Bartlett (1937) modified Neyman's result by using unbiased estimators 
for the variances and proposed the statistic 
k S 2 
B = - I (n -1) log -i- . 
i=l i S (5.2.15) 
It has been found that a closer approximation to the distribution 
can be obtained by using the statistic B/C, where 
C = 1 + 3(k-l) 1 1 (5.2.16) 
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In practice, usually B is computed first, then compared to the critical 
Z 
point Xa,(k-l). For ni ~ Z and k ~ Z, 1 ~ C ~ 5/3. If it is possible 
tha~ computing C could make a difference in the decision as to accept or 
reject HO' then C is computed. Otherwise, it serves no purpose to 
compute C. 
Modified Bartlett's Test 
Bartlett's test is not accurate when the observations are not 
normally distributed. If we denote Yz as a measure of kurtosis, i.e., 
-4 4 YZ = 0 E[(X-~) ] - 3, (5.Z.17) 
then Box (1953) points out that under HO' B ~ [l+(YZ/Z)]X~_l where ~ 
denotes convergence in distribution. If YZ > 0, then assuming that B 
Z is approximately X distributed gives too many significant results, 
while if YZ < 0, too few significant results are obtained. The modified 
statistic B/[l+YZ/Z], can provide a robust test. Several variants of 
this test have been proposed, cf. Sche:He (1959). 
Hartley's Test 
This procedure was developed by Hartley (1950) to provide a quick 
check of the homogeneity of k variances prior to conducting an analysis 
L 
of variance. As in Bartlett's test, normality of the distributions is 
required. A further requirement is equality of sample sizes. The test 
is thus somewhat restricted, however, it is easily applied. The 
statistic is 
F 
max (5.Z.l8) 
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where 222 S = max{sl "",Sk } max 
222 S = min{Sl "",Sk } • min 
The percentage points are calculated approximately using 
F (~) = exp{wk(~) IVar U } 
max (5.2.19) 
where U = log S2 
Wk(~) = 100~% points of the "range" W in the independent 
samples of size k 
Var U ; 2/n-1. (5.2.20) 
For small values of k and n, particularly for n ~ 4 and k=2 Hartley 
suggests that the values for Fmax(~) should be adjusted using 
F (~); F (~)(l+q qk) ( 
max max n 5.2.21) 
where qn and qk are fitted to the exact values of k and n. However, 
when k=2, the two-sample F-test can be used so the value of the above 
approximation is questionable. 
Significance points for this test are also given in David (1952) 
and Pearson and Hartley (1970, p. 202). 
Cochran's Test 
This test is somewhat similar to Hartley's test in its application. 
Again, for Cochran's test, the accuracy depends on the observations 
being normally distributed and the samples must be of the same size. 
The statistic is 
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k 
C = S2 / I S 2 
max i=l i (5.2.22) 
222 
where Smax = max{Sl , ••• ,Sk }. 
This test is particularly snesitive to the case where all the 
variances cr. 2 are expected to be equal, except for one variance whi~h k 
could be large. Percentage points for the distribution of C are given 
in Dixon and Massey (1969, p. 536) or Pearson and Hartley (1970, p. 203); 
critical values not available can be obtained by quadrature from the 
approximation to the distribution function given by Cochran (1941, pp. 
47-52). 
Box's Test 
This test was developed to counter the lack of robustness of other 
procedures with regard to the normality assumption~ This procedure is 
usually called Box's test, as all sources indicate Box is responsible 
for the full development of the procedure, which involves performing 
an analysis of variance on the logarithms of the sample variances, 
although Box (1953) states was originally suggested by Bartlett and 
Kendall (1946). 
The test was developed using the likelihood ratio procedure. 
th Consider there are ni observations in the i sample, and they are divided 
into ti subgroups. Each subgroup contains mij observations and 
2 2 
rmij = ni • Let Yij = log Sij' where Sij represents the unbiased 
2 
estimator of cri and is computed from mij observations. 
If the null hypothesis is true, then 
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(5.2.23) 
is approximately distributed as F with (k-l) and (Lti-k) d.f. 
Cadwell's Test 
For equal sample sizes, Cadwell (1953) proposed the test statistic 
max(rl ,r2,···,rk) 
CW = min(rl ,r2, ••• ,rk) (5.2.24) 
th 
where r i is the range of the sample from the i population. Percentage 
points are given by Leslie and Brown (1965). 
Modified Chi-Square Test 
Layard (1973) suggested a chi-square test statistic 
S 2 _ L(ni-l) log 
i L(ni-l) 
(5.2.25) 
In estimating the amount of kurtosis (Y2) of a distribution, Layard 
(1973) found that the resultant bias from using the weighted average 
of sample kurtoses can be reduced by using 
- 3 (5.2.26) 
for non-normal populations. Under the null hypothesis, S' is asymp-
totically chi-square distributed with (k-l) degrees of freedom. 
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Jackknife Test 
Miller (1968) proposed a procedure based on the jackknife technique 
to test HO in the two-sample case. 
Layard (1973) proposed a generalization of Miller's (1968) test 
for the k-samp1e case. 
Let 
(5.2.27) 
(5.2.28) 
and (5.2.29) 
The jackknife test statistic 
J = (5.2.30) 
is distributed approximately as F with degrees of freedom (k-1) and 
(Lni~k) under the null hypothesis. 
Modified Levene Test 
Levene (1960) proposed a statistic for equal sample sizes which was 
subsequently generalized to unequal sample sizes. The statistic was 
obtained from a one-way ANOVA between groups, where each observation 
has been replaced by its absolute deviation from its group mean. 
The modification is based on resuits in Miller (1968). That is, 
th let W = Ix -Mil, where Mi is the i sample median instead of the ij ij . 
sample mean as originally proposed by Levene (1960). 
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The analysis of variance test performed on the Wij is distributed 
approximately as F with degrees of freedom (k-l) and (~ni-k) when all 
the population variances are equal. 
5.2.3 Empirical Studies. Several comparative studies have been 
performed on the power and robustness of the different tests described 
in Section 5.2.2. The various studies and the tests compared are 
summarized in Table 5.1. 
The findings of these studies are now summarized. 
Miller (1968) showed that the F-test is extremely non-robust. 
Further, he found that jackknife test is reasonably robust and similar in 
power,' and is more powerful than Box's test. However, Miller's study 
also found that the observed significance levels under the null hypothesis 
for the jackknife test are more sensitive to distributional form for 
large sample sizes. Finally, it was found that ·Levene's test is quite 
robust, but it lags far behind the jackknife test in power. 
Gartside (1972) found that Bartlett's statistic was very powerful 
in all the experiments which he considered in his study. He suggested 
that if a short-cut test is needed then either Hartley's or Caldwell's 
statistic would be appropriate, as would the modified Bartlett's test. 
His empirical studies also showed that the modified Bartlett's test 
provide good power in all cases considered. 
2 Layard (1973) showed that modified X and jack~ife tests appear 
to be the best choices if·a reasonably robust procedure is wanted. 
These tests are more powerful than Box's grouping test and perform 
similarly to Bartlett's test in the normal case. 
Brown and Forsythe (1974) showed that the equality of variances 
in long-tailed distributions can best be tested by an alternative 
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formulation of Levene's test statistic. These statistics use more robust 
estimators' of central location in place of the mean. They are compared 
with unmodified Levene's statistic, a jackknife procedure and a X2 test 
suggested by Layard which are all found to be less robust under non-
normality. 
Keselman, Games, and Clinch (1979) compared six procedures which 
convert test of variance homogeneity into tests for mean equality for 
independent groups. They considered the samples of unequal sizes 
obtained from non-normal population. They found that Miller's jackknife 
procedure did not perform well when the sample sizes were unequal. They 
also recommended that for normal populations, Bartlett's test will be 
safe and more powerful. 
5.2.4 Conclusion. From the above empirical studies, our findings 
are as follows: 
(i) 
(ii) 
The F-test is extremely non-robust. 
2 The modified X and jackknife tests are better and more powerful 
than Box's test but perform just like Bartlett's test in normal cases. 
(iii) Jackknife P!ocedures are not suitable for unequal sample sizes. 
(iv) Modified Bartlett's test is robust and has good power properties. 
Also, it is easy to use. 
On the basis of these c~nclusions, it was decided to use the 
modified Bartlett's test as a preliminary test of variance equality. 
5.3 Adaptive Procedures for Estimation '" 
In this section, we will be concerned with procedures involving 
the use of preliminary tests to decide whether to use a common variances 
(OLS) or different variances (WLS). For this purpose we consider both 
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the modified Bartlett's test (MBT) and the determinants of variance 
~ A (8WLS ) and variance (80LS) as preliminary test criteria. 
In the first case our criteria will be as follows: 
"-
8 = 
-A 
~ 
~OLS 
"-~WLS 
if MBT < C; 
if MBT ~ C; 
(5.3.1) 
here ~A represents 8 for the adaptive estimator after using apre1iminary 
2 test. Also, C is an appropriate percentage points of the X distribution 
with (k-l) degrees of freedom. We also consider use of the generalized 
variances as follows: 
"-8 = (5.3.2) 
-A 
Now we will present the proof of unbiasedness of the adaptive 
estimator when distribution of E is s~etric about O. 
Theorem 5.3.1 
A 
Let the adaptive estimator, ~A' based upon test statistic T, be 
if T < t use OLS 
o 
(5.3.3) 
if T > t use WLS 
- 0 
(5.3.4) 
"-
Then, when i is symmetric about Q, E(~A) = 8. 
Also let T be an even function of ,. 
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Proof: Consider 
(5.3.5) 
Substituting for Y we obtain 
(5.3.6) 
Since £ is an odd function of £ (trivially) and T is an even function of 
i, it follows that, when the distribution of £ is symmetric about the 
origin 
(5.3.7) 
Thus, (5.3.7) implies. that (5.3.6) will be 
(5.3.8) 
Similarly, 
(5.3.9) 
(5.3.10) 
where G(E) is the function inside the expectation operator in (5.3.9) • 
. - . 
Arranging in the same way as before, it follows that G(£) is an odd 
function of i and T is an even function of i, so that 
Hence, using the symmetry of the distribution of E about zero, 
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E{G(E)IT>t } = O. 
- - 0 -
(5.3.11) 
Thus, using (5.3.11), (5.3.10) becomes 
(5.3.12) 
Finally, substituting (5.3.8) and (5.3.12) "into (5.3.5), we have 
(5.3.13) 
In Section 5.3.1, we present empirical results on the performance of 
the MBT and determinant criteria as preliminary tests. Conclusions 
about empirical studies are presented in the last section. 
5.3.1 Empirical Results. The empirical findings for the estimators 
described in Section 5.3 are presented here as follows: 
In Table 5.2, the empirical results after using MET as a preliminary 
test criteria are presented and the empirical results after using the 
generalized variances as a preliminary test criteria are presented in 
Table 5.3. 
5.3.2 Conclusions. In Table 5.2, after using the modified 
Bart1ett's test as a preliminary test, our findings about adaptive 
estimators are as follows: 
(i) The adaptive estimators have variances which are comparable with 
the better of OLS and WLS. That is, the adaptive estimators perform 
almost as well as if the correct model was known. 
(ii) The "best" significance level varies with the variance structure; 
a=0.10 seems better for cr=l and cr=(Xi +8)/9 whereas a=O.Ol is generally 
better for the remaining case. Indeed, an inappropriate choice of a 
may largely nullify the benefits of the preliminary test. 
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In Table 5.3, the adaptive estimators based upon the generalized 
variance criterion perform similarly to those based upon the modified 
Bartlett's test, although for the "best" choice of a; the variances are 
slightly smaller. Nevertheless, since the generalized variance criterion 
avoids the need for choosing a, it is felt that it provides better 
estimators overall. 
A final problem with any adaptive procedure is the· estimation of the 
variance of the estimator. A natural rule to use in practics is "use 
the variance expression for the selected estimator," although we may 
suspect that this is downwards· biased. From Table 5.3, we find an 
average downward bias is the variance of about 6% when malO and about 12% 
when m=5. For these particular models, this does not seem to be a maJor 
concern, but clearly further work is required to establish better 
estimators for the variance. 
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Table 5.1 Comparative studies of the tests of equality of variances by 
different authors. 
Author(s) B MB MX2 JK BOX F "LEVENE C H CW BF- BF X m 
Layard 
(1973) * * * * 
Gartside 
(1972) * * * * * 
Miller 
(1968) * * * 
Geng, Wang, 
and Miller 
(1979) * * * * * * 
Brown and 
Forsythe 
(1974) * * * * * * 
Kese1man, 
Games, and 
Clinch 
(1979) * * * 
B = Bart1ett BF- - Brown and Forsythe (trimmed mean) 
MB = Modified Bartlett X BF .. Brown and Forsythe (absolute 2 2 m MX - Modified X deivation from median) 
JK = Jackknife H = Hartley 
C - Cochran CW = Cadwell 
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'" Table 5.2 Empirical results of the adaptive estimator of ~ after using 
MBT (Modified Bart1ett Test) as a ~re1iminary test. 
a. .. 0.20 0.10. 0.05 0.01 WLS OLS 
(cr =1' m=10' i' , k=4) 
'" 0.98838 E{(3) 0.98969 0.98935 0.98800 0.99440 0.98795 
'" Var{(3) 0.00243 0.00239. 0.00250 0.00248 0.00288 0.00249 
OLS=157 OLS=178 0=192 0=198 
WLS=43 WLS=22 W=8 W=2 
(cr =1' m=10' i' , k=6) 
'" 0.98927 0.98907 0.98888 0.99075 0.98692 0.99085 E{ (3) 
'" 0.00167 0.00165 0.00165 0.00166 0.00181 0.00166 Var{(3) 
0=164 0=186 0=192 0=199 
W=36 W=14 W=8 W=l 
(cri =l; m=10; k==8) 
'" 1.00466 1.00361 1.00514 1.00420 E{(3) 1.00296 1.00420 
'" Var(S) 0.00156 0.00153 0.00154 0.00155 0.00175 0.00155 
0=157 0=182 0=195 0=200 
W=43 W=18 W=5 W=O 
(cri =l; m=10; k=10) 
'" 0.99479 0.99432 0.99691 0.99693 0.99650 0.99707 E{(3) 
'" 0.00136 0.00133 0.00131 0.00131 0.00147 0.00132 Var{S) 
0=161 0=182 0=194 0=198 
W=39 W=18 W=6 W=2 
1 (cri ={ 2' Xi +1)/3; m=10; k=4) 
'" 0.99815 0.99753 0.99896 0.99901 0.99890 0.98256 E «(3) 
'" 0.00382 0.00379 0.00379 0.00375 0.00382 0.00393 Var{(3) 
0=3 0=11 0=35 0=86 
W=197 W=189 W=165 W=114 
129 
Table 5.2 (Continued) 
0.20 0.10 0.05 0.01 WLS OLS 
(0 = 1 ( 2" Xi +1)/3; m=10, k=6) i 
'" 0.99781 E (13) 1.00235 0.98147 0.98456 1. 00237 0.97978 
'" Var(l3) 0.00269 0.00275 0.00271 0.00263 0.00270 0.00340 
0=3 0=11 0=22 0=76 
W=197 W=189 W=178 W=124 
(0 -
1 . 
k=8) ( - X +1)/3' m=10' i 2 i ' , 
'" E (13) 0.99688 0.99312 0.99712 0.99910 0.99703 1.00743 
'" Var(l3) 0.00210 0.00209 0.00207 0.00213 0.00210 0.00290 
0=3 0=9 0=20 0=78 
W=197 W=191 W=180 W=122 
(0 = X m==10; k=10) i ( "2 +1)/3; 
'" 0.98698 E( 13) 0.98782 0.99391 0.99901 0.99885 0.98888 
'" Var (13) 0.00186 0.00188 0.00186 0.00181 0.00186 0.00260 
0=15 0,.,12 0=29 0=-82 
W==185 W=188 W=l71 W=118 
(0 = i (Xi +8)/9; m=10; k=4) 
'" E(I3) 0.99998 0.99379 0.98730 0.99828 0.99702 0.99787 
'" Var(l3) 0.00580 0.00578 0.00577 0.00589 0.00579 0.00590 
0=66 0=112 0=138 0=182 
W=134 W,..88 W=62 W=18 
(0 == i (Xi +8)/9; m=10; k=6) 
'" E (13) 1.00041 0.98365 0.99362 0.99078 1.00238 0.97909 
'" 0.00401 0.00397 0.00423 0.00399 0.00411 0.00486 Var(l3) 
0=62 0=111 0=140 0=183 
W=138 W=89 W=60 W=17 
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Table 5.2 (Continued) 
0.20 0.10 0.05 0.01 WLS OLS 
(0 = i (Xi +8)/9; m=10; k=8) 
" 1.00035 0.99817 1.00585 1.01036 0.99520 E(S) 1.00775 
" 0.00370 0.00377 0.00401 0.00437 0.00373 Var(S) 0.00442 
0=67 0=104 0=135 0=192 
W=133 W=96 W=65 W=8 
(0 = i (Xi +8)/9; m-10; k=10) 
" E(S) 0.99299 0.98969 0.99898 0.98966 0.99681 0.98653 
" Var(S) 0.00307 0.00303 0.00316 0.00330 0.00309 0.00334 
0=77 0=110 0=149 0=183 
W=123 W=90 W=51 W=17 
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A 
Table 5.3 Empirical results of the adaptive estimators of ~ after using 
k~ 4 
generalized variance as a preliminary test. 
[m=10; cr =1] i 
6 8 10 4 6 8 10 
E(S) 0.99678 1.00099 0.99661 0.99853 0.99890 1.00237 0.99701 0.99885 
V(S) 0.00258 0.00172 0.00171 0.00137 0.00424 0.00269 0;00209 0.00187 
V(SS) 0.00227 0.00154·0.00164 0.00125 0.00381 0.00265 0.00213 0.00186 
Ratio 1.13656 1.11688 1.04268 1.09600 1.11286 1.01509 0.98122 1.00538 
k~ 
OLS=94 OLS=92 OLS=99 OLS=95 OLS=l OLS=O OLS=O OLS=O 
WLS=106 WLS=108 WLS=101 WLS=105 WLS=199 WLS=200 WLS=200 WLS=200· 
[m=10; cri -(xi +8)/9] 
468 10 4 
[m=5; cr =1] i 
6 8 10 
A E(S) 0.99718 1.00216 0.99520 0.99681 1.00308 0.99779 0.99810 1.00030 
V(S) 0.00579 0.00422 0.00373 0.00309 0.00469 0.00346 0.00390 0.00305 
V(SS) 0.00550 0.00401 0.00364 0.00305 0.00425 0.00355 0.00340 0.00276 
Ratio 1.05273 1.05237 1.02473 1.01311 1.10353 0.97465 1.14706 1.10507 
A 
V(S) 
OLS~2 OLS=O OLS=O OLS=O OLS=85 OLS=92 OLS-103 OLS-92 
WLS=198 WLS=200 WLS=200 WLS=200 WLS=115 WLS=108 WLS=97 WLS=108 
4 6 8 10 4 6 8 10 
1.00485 0.99660 1.00065 0.99710 1.00509 0.99534 0.99686 0.99963 
0.00712 0.00633 0.00547 0.00527 0.01066 0.00887 0.01071 0.00890 
AA V(SS) ·0.00601 0.00588 0.00490 0.00484 0.00915 0.00890 0.00839 0.00717 
Ratio 1.18469 1.07653 1.11633 1.08884 1.16503 0.99663 1.27652 1.24128 
OLS=3 OLS=2 OLS=O OLS=O OLS=5 OLS=5 OLS=2 OLS-4 
WLS=197 WLS=198 WLS=200 WLS=200 WLS=195 WLS=195 WLS=198 WLS-196 
A V(S) = variance estimated from 200 samples 
AA V(SS) = variance on the basis of individual sample (using the OLS or WLS 
variance approximation) 
Ratio - V(S)/V(~S) 
CHAPTER 6 
USE OF ADAPTIVE PROCEDURES IN THE ESTIMATION OF REGRESSION 
PARAMETERS BY GROUPING COMMON VARIANCES 
6.1 Introduction 
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We have already presented the concept and purpose behind using 
adaptive procedures in Chapter 5. On the same lines we develop other 
adaptive procedures in this chapter. Suppose we have k mean square 
estimates S 2 (i-l,2, ••• ,k), each based on m degrees of freedom, of the i 
variances 0 2 of k normal populations. The overall equality of variances i 
may be tested by one of the test statistics provided in Section 5.2. 
But statistical significance on these overall tests leave open the 
. 
question as to which variances differ. So we now seek to identify those 
variances which may be pooled to further improve the estimators for the 
regression model. 
We will use a variant of Fisher's Least Significant Difference 
test (FSD) as a preliminary test for grouping common variances, that 
is, we perform an F test for each pair of variances and compare the 
ratios to a modified set of percentage points. 
A brief review of multiple comparisons is given in Section 6.2 and 
the FSD procedure is outlined in Section 6.3. The empirical results are 
then presented and summarized in Section 6.4. 
6.2 Multiple Comparison Methods 
Numerous procedures are available for performance of pairwise 
multiple comparisons among the observed treatment means fro~ designed 
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experiments (see O'Neill and Wetherill, 1971; Miller, 1966, 1977; Carmer 
and Swanson, 1973; and Stoline, 1981). The methods discussed in the 
above-mentioned papers are Least Significant Difference method (LSD), 
the Fisher' Significant Diff'erence method (FSD) , Tukey' s T-meth;od, 
Scheffe's S method, Newman-Keuls method, Student-Newman-Keuls method, 
Duncan's multiple range method, the Tukey (1953) method, the Bonferroni 
method (c.f. Miller, 1966, p. 8), Dunn-Sldak method and Tukey-Kramer 
(TK) method. 
An experimenter is often interested in making inferences about 
variances instead of, or in addition to, inferences about means. There 
are many procedures which exist for testing the hypothesis of homogeneity 
of variances (see Section 5.2) of k populations, but these procedures 
do not determine which variances differ from one another. David (1956) 
proposed a multiple range test for variances on the basis of Duncan's 
(1955) philosophy. Levy (1975) proposed three different range tests 
for variances based on the approach of Newman (1939) and Keuls (1952). 
These three tests are based on F-max statistic, Cochran's statistic and 
a normalizing log transformation of the sample ,variance. Hartley (1955) 
gave a sequential F test for multiple comparisons of mean squares. 
i h 2/ 2 ' This procedure,consists in compar ng t e ratios Si S, take~in 
descending order of magnitude, with appropriate percentage points, 
until a non-significant ratio is achieved. 
6.2.1 Properties of Different Procedures. The commonly used 
multiple comparison tests suggested by different authors, Fisher's test 
(FSD) based on Bonferroni's inequality and Scheffe's test for all con-, 
trasts are very conservative. The user of Scheffe's test pays a penalty 
134 
of added conservatism for its versality; this test should never be used 
if one is interested only in comparing pairs of means. Tukey's studentized 
range test is somewhat conservative. Progressively less conservative 
tests are Tukey's X procedure, the Newman-Keuls test, and Duncan's 
multiple range test. Least conservative of all is the LSD test. Non-
conservative tests provide poor control over the error rate per experi-
ment (or experimentwise). Conservative tests, on the other hand, may 
limit the error rate per comparison to unnecessary low values, and tend 
to have low power unless the sample size is large. The relation between 
error rates and sample sizes for range tests in multiple comparisons was 
\ 
studied by Harter (1957). 
Seegar (1968) recommends the FSD method very strongly, partly 
because it is much more flexible in use. O'Neill and Weitherill (1971) 
recommend FSD, LSD, T and S-methods for a small or moderate number of 
contrasts. Conover and lman (1981) suggest Scheffe's, Tukey's, and FSD 
methods for their simplicity and flexibility. Carmer and Swanson (1973) 
also like the FSDtest, which has good control of type I errors, more 
power than the Newman-Keuls, Studentized range or S-methods, and easy 
to use. 
On the basis of the above discussion and conclusion, it was decided 
to use the FSD test as a preliminary test for multiple comparisons of 
variance equality. 
6.3 A Multiple Comparisons Test for the Error Variances 
Based upon the survey in Section 6.2, we use the variance form of 
Fisher's LSD test in order to decide whether to group variances. Thus, 
2 2 given k sample variances SI , ••• ,Sk ' we form the test statistics 
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i=l, 2, ••• ,k; j=l, 2, ••• ,k 
(6.3.1) 
(Fii=l, trivially, for all i). 
Given an appopriate percentage point Cij , if 
(6.3.2) 
we do not reject 
(6.3.3) 
If Fij > Cij , HO is rejected. This is coded as 
0ij = 1, if HO is not rejected 
0ij = 0, if HO is rejected. (6.3.4) 
Given these test results we use the estimator 
with the convention that 0ii=l for all i. That is, if the F test does 
not reject HO in (6.3.3), then Sj 2 is used in cr~. 2 When each Si 
(m-I) degrees of freedom, all the Cij values will be equal. The 
has 
appropriate values of C for different values of m and k and different 
* overall significance levels a are su~arized in Table 6.1. 
The C values were calculated using the Bonferroni inequality with 
a * = a/[~], where a is actual level of significance and [~] is the 
number of combinations of k populations taken two at a time. The method 
of interpolation used in the construction of the table was as follows: 
Let aI' a2 be values for which percentage points are tabulated 
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* * (F and F say) and let a (a1<a <a2) be the value of interest. Then a1 a 2 
* the interpolated value for F at level a is 
where 
F * = 
a 
(6.3.6) 
(6.3.7) 
Various powers of a were tried in (6.3.7) and evaluated by using 
the existing tables of percentage points, the value -0.5 was found to 
perform best. Although more accurate interpolation formulae could be 
constructed, the results in Table 6.1 are sufficiently close for present 
use. 
6.4 Conclusion 
The results of the simulation study for multiple comparisons are 
presented in Table 6.2. For the preliminary tests are utilized a signi-
ficance level of a=O.lO; some results were also obtained for a=0.25, but 
appeared to differ only slightly. The number of replicates were m-5 
and m=lO for each of the three patterns of variances considered. 
The conclusions of the study are as follows: 
(i) As expected, the estimators show no systematic bias. 
(ii) Although there is considerable variation, it appears that the 
preliminary testing procedures may yield sizeable reduction in the 
variances. 
(iii) On the basis of the summary in Table 6.3, the FSD testing procedure 
produces estimates with the smallest variances. Thus the FSD procedure 
supercedes all the other procedures (OLS, WLS, Modified Bartlett and 
Generalized Variance) and can be recommended as a superior procedure. 

A 
Table 6.2 A comparative study of the mean and variances of ~ before and after using the FSD test as a 
k=+ 
A 
E(~A) 
E(S) 
Var(SA) 
Var(S) 
'" E(~A) 
'" E(~) 
,.. 
Var(~A) 
Var(S) 
preliminary test. 
4 6 8 10 4 6 8 10 4 6 8 10 
(m=10; a=0.10; 0i=l) (m=10; a=0.10; 0i=(0.5xi +1)/3) (m=10; a=0.10; 0i=(xi +8)/9) 
1.00200 0.99977 1.00090 0.99659 0.99932 1.00186 1.00267 0.99830 1.00118 1.00089 1.00258 0.99647 
0.99440 0.98692 1.00296 0.99650 0~99890 1.00237 0.99703 0.99885 0.99702 1.00238 0.99520 0.99681 
0.00258 0.00144 0.00150 0.00123 0.00341 0.00225 0.00183 0.00134 0.00552 0.00326 0.00319 0.00233 
0.00288 0.00181 0.00175 0.00147 0.00382 0.00270 0.00210 0.00186 0.00579 0.00411 0.00373 0.00309 
(m=5; a=0.10; 0i~l) (m=5; a=0.10; 0i=(0.5xi +1)/3) (m=5; a=0.10; 0i=(xi +8)/9) 
1.00123 0.99576 1.00096 0.99746 1.00134 0.99447 0.9,9641 0.99451 1.00185 0.99298 0.99858 0.99423 
1.01407 0.99998 0.99983 1.00326 1.01000 1.00070 1.00200 1.00831 1.00472 1.00014 1.00095 1.00301 
0.00439 0.00372 0.00413 0.00262 0.00640 0.00560 0.00541 0.00411 0.00947 0.00758 0.00894 0.00699 
0.00527 0.00412 0.00420 0.00325 0.00710 0.00632 0.00547 0.00526 0.01066 0.00887 0.01071 0.00889 
,.. A 
a = level of significance for percentage points; ~A = mean of 200 simulated values of ~ after using pre1im-
A ,..", 
inary test; Var(~A) = average variance of 200 simulated values of ~ after using preliminary test;E(~) and 
,.. A 
Var(~) are the actual mean and variance of ~ on the basis of WLS. 
..... 
w 
00 
A 
Table 6.3 A comparative study of the different estimators for e on the basis of Tables 5.2, 5.3, and 6.2 
(the procedure with the smallest variance is recorded in each case). 
m = 10 
k ° =1 i 0i= (O.5xi +l)/3 
4 M 
6 F 
8 F 
10 F 
Tests considered: 
o = OLS 
W = WLS 
F 
F 
F 
F 
M = Modified Bartlett (a=O.lO) 
F = FSD (a=O.lO) 
G = Generalized Variance 
m = 5 
0i = (xi +8)/9 ° =1 i . 0i = (O.5xi +1) 13 
F F F 
F 0 F 
F 0 F 
F F F 
0i = (xi +8)/9 
F 
F 
F 
F 
,.... 
W 
\0 
140 
CHAPTER 7 
ESTIMATION FOR THE ERRORS-IN-VARIABLES MODEL 
7.1 Introduction 
Variables in a regression model may be masked by measurement errors 
which arise from different factors or hidden sources. Nevertheless, it 
may be possible to make inferences about the parameters relating to the 
regression of true variables. This problem has been examined exten-
sively by many authors, e.g., Kenda11 and Stuart (1979), Cochnan (1968), 
Mandansky (1959), Moran (1971), Sprent (1966, 1969), and Vi11egas (1961, 
1964). These authors draw attention to the variety of, ad h~c methods 
of estimation available, including "grouping" methods and the use of 
instrumental variables, cumu1ants, and components of variance. 
The first detailed application of general methods of estimation in 
the two variable linear errors-in-variab1es problem is that of Lind1ey 
(1947). He resolved many of the earlier uncertainties and anomalies in 
demonstrating the breakdown of the maximum likelihood method, reflecting 
in the unidentifiabi1ity of the parameters and the inconsistency of the 
estimators for the linear structural, and linear functional, models 
respectively. But this was specifically for the unrep1icated case. 
Not too much is written on the replicated case. 
We develop the results with the help of maximum likelihood in the 
next section for the replicated case. As Barnett (1970) points out, 
"In principle there is no reason why the maximum likelihood method should 
not be used in the replicated case, apart from the computational problems 
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of unravelling the sometimes awakward ML equations, but the author is 
not aware of any published results on this." 
7.2 Maximum Likelihood Estimators (Equal Variances Case) 
Conside~ the linear case of two variables 
(7.1) 
Y - ~ + E ij - "i ij (7.2) 
(7.3) 
(7.4) 
where, 
(7.5) 
Xi and Yij are observed values; ni and ~i are true values and 0i and 
Eij are errors in observations which are mutually and seria11y.indepen-
dent. 
The likelihood function for the sample observations is 
so the log likelihood is 
t = const. - ~ km 10g(02~) - ~ k 10g(020) 
2 
_ 1. I (xi-ni ) 
2 i=l 0 2 o 
(7.6) 
k m 
r r (Y -S -S n )2 
_ 1. i=l j=l ij 0 1 i 
2 
(7.7) 
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We take the derivative of Eq. 7.7 w.r. to ao' aI' ni' cr20, and 02€ and 
equate to zero. This yields the following equations: 
and 
A _ A _ _ A_ 
a = Y - a n = Y - a x 011
- _ A _ 
L(Yi. -Y) (ni-n) 
" - 2 L(ni-n) 
2 1 ,,2 1 -" - 2 e . = - L(X -n) = - L[(X -X)-(n -n)] o k i i k i i 
1 a1 [ 
'" 21 
82 <5 + &2 E 
Substituting (7.8) in Eq. 7.12, we get 
Substituting Eq. 7.13 in Eq. 7.11, and using 7.10 
which yields 
(7.8) 
(7.9) 
(7.10) 
(7.11) 
(7.12) 
(7.13) 
(7.14) 
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where (7.15) 
and (7.16) 
,.. -From Eq. 7.12, substituting the value of (ni-n) in Eq. 7.10 
. ,.. 2 2 ,.. 2 
2, [1 /31 1 - /31 ,.. 2 ,.. ke (5 T. + 2 - -4- [/31 Sxx + Syy - 2/31 Sri] e 6 e ~ e E 
or 
S 2A 2 1 ,.. 2 ,.. e = [/3 S + S-- - 26 S -] 
E k(l+S 2A)2 1 XX YY 1 XY 
1 
(7.17) 
(7.18) 
From Eq. 7.12, substituting the value of (ni-n) in Eq. 7.9 
Substituting Eq. 7.18 and Eq. 7.16, we obtain 
(7.19) 
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Substituting Eq. 7.14 in Eq. 7.17 
(7.20) 
Substituting Eq. 7.19 in Eq. 7.20, we get 
Eq. 7.20 may be written as 
(7.21) 
Once the solution to 7.21 is obtained, we compute A from 7.19 and 
2 2 hence e E from 7.17, e 0 from 7.16. 
7.3 Maximum Likelihood Estimators (Different Variances Case) 
Equations 7.1-7.4 are the same,. save that we now assume 
Taking this log likelihood function 
1 2 1 2 
R, = const -Zm log(O'Ei)-Zk log (0'0) 
(7.23) 
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Taking the derivative of Eq.7. 23 w. r. t. BD, Bl ' ni' 0:, and 0:1 and 
equate to zero. This yields the following equations 
(7.24) 
(7.25) 
21 "'21 - ",-2 e = - r(x -n) = - r[(x -X)-(n -n)] o k i i i k i i (7.26) 
(7.27) 
and 
[ 
'" 21 -I Bl '" -
-+ - (n -n) 
e2 e2 i 
o Ei 
(7.28) 
After substituting Eq. 7.24 into Eq. 7.28, we get 
(7.29) 
Substituting Eq. 7.28 into Eq. -7.25, we get 
(7.30) 
Substituting Eq. 7.28 into Eq. 7.26, we obtain 
(7.31) 
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Substituting Eqs. 7.29, 7.28, and 7.24 into Eq. 7.27 
A - - - 2 T [S (X -X)-(Y -Y)] 
e2 = 2!. + ----:l::...-.=.i-=--=---:i~._-
Ei m ~ S 2e2].2 1 + 1 0 
2 eEi 
(7.32) 
(7.33) 
Further simplification of these results does not appear to be 
possible and we must find the ML estimators by iterative solution from 
Eqs.7.30-7.32, starting with the results for the equal variances case 
and substituting into Eq. 7.32, then 7.30 and 7.31 in that order. The 
iterations continue until the solution converges. 
7.4 Large Sample Properties of ML (Common Variance Case) 
Eqs. 
7.7 w.r. 
7.1-7.7 are the same. Taking the second 
2 2 
to SO' SI' 0'0 ' and O'E are as follows 
~2n/~(0'~ )2 /2~4 ~( A )2/0 6 
a N a u ~ k Uo - ~ xi-ni U o i 
derivatives of Eq. 
(7.34) 
(7.35) 
(7.36) 
(7.37) 
and after simplification and taking expectations, these second derivatives 
will be equal to zero 
Taking the expectations of the Eqs. 7.34-7.37 
2 I 2] 1",2 
-E[d i dSO = mk 0E 
2 1 - 2 
where, we define ° as 1im k L(Xi-X) 
x k-+oo i 
var(ML) = 
_E[d2ild(O~)2] = k/2e~ 
_E[d2ild(e~)2] = mk/2e: 
After substituting Eqs. 7.39-7.43 into Eq. 
2 
mk/eE 0 0 
222 
0 mk(ox-oo)/o E 0 
Var (ML) = 4 
0 0 mk/20 E 
0 0 0 
7.44 
-1 
0 
0 
0 
k/20: 
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(7.3R) 
(7.39) 
(7.40) 
(7.41) 
(7.42) 
(7.43) 
(7.44) 
(7.45) 
Hence 
A 
Var(SO) 
,.. 
Var(Sl) 
2 Var(eE) 
2 Var(8 ) 
The estimates are consistent as k+oo. 
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(7.46) 
7.5 Large Sample Properties of ML (Unequal Variances Case) 
Eqs. 7.1-7.4 and Eqs. 7.22-7.23 are the same. Taking the second 
2 2 derivatives of 7.23 w.r. to SO' 131, 00, and 0Ei. 
(7.47) 
2 2 ~ A - 2 2 a R.ldS1 = -m f [(ni-n) leEi ] (7.48) 
(7.49) 
(7.50) 
(7.51) 
and after simplification or taking expectations, these derivatives are 
zero 
Taking the expectation of Eqs. 7.47-7.51 
2 2 2 ~2 
-E(C} t/c} «(Ja) ) = k/~a 
2 2 2 A4 
-E(C} t/C} «(JEi) ) = m/2u Ei 
o 
o 
Hence from Eq. 7.58 
,.. 2 
Var(SO) • (D-B)/(AD-B ) 
,.. ··2 
Var(S ) = (A-B)/(AD-B ) 1 -
2 4 
var(8Ei) = 28Ei / m 
Var(8~) = 28~/k 
o 
o 
o 
o 
4 
m/28Ei 
o 
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(7.53) 
(7.54) 
(7.55) 
(7.56) 
(7.57) 
-1 
o 
o 
k/28~ 
(7.58) 
(7.59) 
Note: 82 is consistent if m+oo and e; is consistent if k~. Ei U 
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7.6 Method of Least Squares 
We now consider how the approach from LS regression analysis breaks 
down when applied to the estimation of So and SI in Eq. 7.4, even if the 
errors ° and E j are assumed to be mutually and serially independent i' i 
with con~tant variances, and also to be independent of the true values 
n
i 
and ~i' The application of least squares to Eq. 7.4 to get estimates 
of So and SI is not valid, since the factor (Eij-Sloi ] in Eq. 7.4 is not 
independent of Xi' The covariance of Xi and [Eij-Sloi ] is 
Since the covariance does not vanish, a dependence between error term 
and explanatory variables in Eq. 7.4. 
Due.to this dependence the application of LS to Eq. 7.4 would yield 
biased estimates of the So and SI. Furthermore, the bias will not 
dieappear as the sample size becomes infinitely large; so the LS estimates 
are inconsistent. The bias in the replicated case is the same as in 
the unreplicated case, as we now show. 
7.4.1 Inconsistency of L. S. Estimators. The least square estimators 
of SI on the basis of J observations in k samples is 
* iI(Xi-X)(Yij-Y) = f(Xi-X)(Yi.-Y) 
SI = L(Xi-X) 2 L (Xi-X) 2 
i i 
Taking limits in probability as follows: 
p lim [ 1 r(x -X)(Y -Y)] k i i. 
k~ 
(7.61) 
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[ IQ ( - 2 - -= p lim 0 + k ~lL ni-n) +LE (n -n)] i. i 
(7.62). 
(7.63) 
Substituting Eq. 7.36-7.37 into Eq. 7.35, we obtain 
or (7.64) 
* -Thus P lim (3 1 ~ (31' but is in fact an underestimate of (31· 
k-+oo 
The asymptotic mean square errors for the ML and OLS estimators 
are as follows 
(7.65) 
and MSE(OLS) (7.66) 
Approximately, MSE(ML) may be greater than MSE(OLS) if 
or (7.67) 
,., 
i.e., if 1(31 1 is small 
or if 
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i.e., errors-in-variables are relatively small or if mk is small. 
Because of this we undertook an empirical study to compare the 
performance of the ML, OLS, and WLS estimators for both common and 
different, variances. We will present the empirical study in the next 
section. 
7.7 Empirical Results 
The study presented in Tables 7.1 and 7.2 shows that: (i) The 
A 
ML estimator of S has very little bias comparison to WLS and OLS but 
high MSE'because of high variability in the errors in the X variables 
2 
when small samples are used. (ii) When 00 ~s small, then the OLS 
estimates have a small bias as expected. However, when o~ is large, 
the MSE for OLS is still smaller than that for ML unless the number of 
replications is increased. 2 (iii) When 0 0 is large and large size samples 
with a large number of replicates are used, ML gives better estimates. 
"-Table 7.1 A comparative study of ML, WLS and OLS for 8 in the "errors-in-variab1es" case when error 
variances are different. 
[oEi=l; °0=1] [oEi=(0.Sxi+1)/3; 00=1] [oEi=(Xi+8)/9; 00=1] 
- -
" 
"- "-
" 
"-
" 
"- "-
" (8) Var(8) MSE(8) (8) Var(8) MSE(8) (8) Var(8) MSE(8) 
(k=4; m=10) 
ML 1.00602 0.18831 0.18835 1.05137 0.22038 0.22302 1.08487 0.25744 0.26464 
WLS 0.97730 0.02333 0.02385 0.97772 0.03132 0.03808 0.97599 0.02789 0.02847 
OLS 0.90780 0.02157 0.03005 0.93773 0.02295 0.02683 0.91801 0.02353 0.02361 
[k=10; m=10] 
ML 0.95708 0.01181 0.01365 1.01262 0.01840 0.01856 1.05892 0.02898 0.03245 
WLS 0.92724 0.00886 0.01415 0.91815 0.01326 0.01664 0.92558 0.01053 0.01607 
OLS 0.92541 0.00883 0.01439 0.92488 0.00986 0.01550 0.92484 0.01044 0.01609 
[oEi=l; °0=21 [oEi={0.5xi +1)/3; 00=2] [oEi={Xi+8)/9; 00=2] 
(k=4; m=10) 
ML 0.96101 0.13651 0.13803 1.00333 0.13021 0.13022 1.07127 0.17011 0.17519 
WLS 0.93121 0.09330 . 0.09806 0.93110 0.08992 0.09441 0.98121 0.10022 0.10054 
OLS 0.93878 0.08518 0.08902 0.93839 0.08552 0.08924 0.96710 0.09307 0.09409 
[k=10; m=101 
ML 0.98170 0.01911 0.01947 0.99354 0.02515 0.02519 1.00231 0.03121 0.03122 
WLS 0.89780 0.01860 0.02921 0.90077 0.02098 0.03058 0.88218 0.02975 0.04344 
OLS 0.76253 0.01872 0.02538 0.76240 0.02001 0.07665 0.74381 0.03133 0.03788 
...... 
IJ1 
W 
" Table 7.2 A comparative study of ML, WLS, and OLS for a in the "errors-in-variab1es" case-when error 
variances are equal. 
(0 =1· ° =1) [oE=(0.5xi+1)/3; 00=1] [oE=(Xi+8)/9; 0&=1] E ' 0 
" " (a) " " " A- " " Var(a) MSE(a) (a) Var(a) MSE(a) (a) Var(a) MSE(a) 
[k=4; m=10] 
ML 1.00602 0.18830 0.18835 1.05137 0.22038 0.22302 1.08486 0.25747 0.26467 
WLS 0.96883 0.02289 0.02386 0.96991 0.02898 0.02988 0.96616 0.02668 0.02784 
OLS 0.93881 0~.02293 0.02666 - 0.94007 0.02403 0.02763 0.92181 0.02402 0.03010 
-,. 
[k=10; m=10] 
ML 0.95708 0.01181 0.01365 1.01259 0.01837 0.01859 1.05883 0.02897 0.03244 
WLS 0.92618 0.00893 0.01438 0.90955 0.01442 0.02252 0.92713 -0.01069 0.01602 
OLS 0.92333 0.00880 0.01468 0.91810 0.00992 0.01664 0.92681 0.01055 0.01588 
(OE=l; 00=2) (oE=(0.5xi +1)/3; °0=2) - (oE=(Xi+8)/9; 00=2) 
[k=4; m=10] 
ML 0.96101 0.13644 0.13803 1.00337 0.13022 0.13022 1.07129 0.17060 0.18019 
WLS 0.93271 0.09401 0.09852 0.93110 0.08991 0.09481 0.98108 0.10020 0.10056 
OLS 0.94122 0.08478 0.08824 0.93842 0.08553 0.08913 0.96561 0.09386 0.09503 
[k=10; m=10] 
ML 0.98180 0.01909 - 0.01941 0.99354 0.02515 0.02519 1.00230 0.03117 0.03118 
WLS 0.88991 0.01877 0.03087 0.90033 0.02002 _ 0.02996 0.88322 0.02890 0.04259 
OLS 0.75986 0.01993 0.07753 0.76366 0.02107 0.07724 . 0.74296 0.03186 0.09791 
..... 
VI 
~ 
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CHAPTER 8 
CONCLUSIONS 
-For inferences based on the linear model, estimation in the presence 
of unequal variancei)tE prime importance. Throughout the years a number 
of researchers investigated these estimation problems, employing the 
Methods of Least Squares, Weighted Least Squares, Maximum Likelihood, 
or some ad hoc approaches. Another approach is estimation by quadratic 
functions of the observations, based on sums of squares appearing in the 
analysis of variance table (e.g., Henderson, 1953; Searle, 1968, 1971). 
But C. R. Rao (1972) pointed out that "In this method the theoretical 
basis is not clear, the procedures suggested are ad hoc and much seems 
to depend on intuition." In a series of four papers, C. R. Rao (J. 
Amer. Statist. Assoc., 65, (1970), pp. 161-172; J. Multi. ~., 3, 
---
(1971), pp. 257-275; J. Multi. ~., 4, (1971), pp. 445-456; J. ~. 
Statist. Assoc., 67, (1972), pp. 112-115) proposed a new principle 
called Minimum Norm Quadratic Unbiased Estimation (MINQUE), developed 
some of its optimality properties and suggested further investigation. 
This new principle was refreshing and received the interest of researchers 
in the area; as a result, a number of articles appeared on this topic. 
However, as pointed out by many authors, there are some drawbacks to 
this method. The most important weakness of MINQUE is that it may give 
negative values for estimates of non-negative variances, although 
J. N. K. Rao (1973) gave some modifications of MINQUE based on intuitive 
grounds which helped to resolve this difficulty. A second problem is 
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that the MINQUE and Modified MINQU-based estimators do not exist for 
some models of interest. 
The purpose of this dissertation has been to develop the theoretical 
properties and to compare the performance of the different estimators, 
e.g., OLS, WLS, ML, MINQUE, Modiffed MINQUE, for the linear model when 
the variances are unknown and different. We considered the performance 
of these above mentioned approaches by means of both asymptotic theoretical 
results and small samples simulated results. We also developed a new 
method on the basis of prior 1ike1ihoods called Posterior Likelihood 
(PL) estimation. We compared the properties of PL approach with that 
of existing approaches. We also presented a comparative study which 
shows the superiority of the PL technique when suitable prior information 
is available. 
A further approach which has been developed is a preliminary testing 
framework for choosing the best method and making valid inferences. 
An empirical study of the use o( preliminary tests is also provided. 
To obtain better estimates, a multiple comparison technique was used 
for preliminary testing and a further comparative study is provided. We 
also examined the effects of errors in variables upon the different 
estimators. An empirical comparison is provided for this case also. 
In Chapter 1 a review of the existing techniques for estimating 
the variance components in the linear model is given together with a 
detailed discussion of the purpose of this research. 
Several theorems on the large sample variances of estimates for 
regression parameters for both WLS and MINQU-based estimators for 
normal and non-normal cases are developed in Chapter 2. The main aim 
behind these theorems is to provide a theoretical basis for comparing 
157 
the large sample properties of WLS and MINQU-based estimators. Also, the 
results of these theorems are used for comparison with simulated small 
sample results in later chapters. 
In Chapter 3, a comparison of the asymptotic theoretical results 
with simulated small sample results is presented. For this comparative 
study, we considered the model of Jacquez, et al. (Biometrics, 24, 
(1968), pp. 607-627) and investigated the behavior of WLS and MINQU-based 
estimators of unequal variances through Monte Carlo study. This study 
showed that MINQU-based or Modified MINQU-based estimators are not 
suitable for this problem and that the WLS method provides better 
estimators. The MINQU- and Modified MINQU-based estimators have the 
tendency to "stretch out" the estimators and they provide estimates 
with high variance. Both the theoretical and empirical results show 
that WLS provides better estimates not only in the normal case but also 
in non-normal cases for all the different patterns of errors considered. 
Computer based results for the Cauchy distribution confi~ the supermacy 
of WLS over MINQUE for heavy tailed distribution. OLS estimators are 
best for very small samples. However, when the number of replicates is 
small, OLS is to be preferred over the other potentially and more 
efficient models. 
In Chapter 4, we developed a new methodology based on prior likeli-
hoods called Posterior Likelihood (Pt) along with its theoretical 
A 
properties. Some theoretical results about the Si and its variances 
are obtained using Gamma prior likelihoods for the regression model. 
The most striking property of Pt is that this method of estimation 
"shrinks" the variance estimates towards a common value rather than 
"stretching" them. A comparative empirical study on the basi~ of OLS, 
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WLS, ML, and PL is presented. The most striking thing about the results 
for the PL estimators is that, even with different prior likelihoods, 
the method gives fairly similar and generally quite efficient results. 
When the parameters of the prior likelihoods are fixed, the asymptotic 
behavior of the PL estimators is just like WLS. 
I~'Chapter 5, we presented preliminary testing procedures for 
variance inequality which are then used to select the estimation method 
used for the regression parameters. A review of the existing techniques 
for testing equality of variances is also presented. In the search for 
more efficient estimators we estimate the parameters assuming either 
a common variance or (all) different variances. To make the choice, we 
used the Modified Bartlett test and Generalized variance as preliminary 
tests. On the basis of these adaptive procedures, we obtained estimators 
which are somewhat more efficient when compared with OL~ and WLS 
estimators. In this overall selective procedure of estimators, there 
was an open question as to which variances differed. So, in Chapter 6, 
we tried to identify those variances which may be pooled to further 
improve the estimators for the regression model, based upon Multiple 
Comparison methods. We used Fisher's Least Significant test (FSD) as a 
preliminary test to determine the best estimates of variances. An 
empirical comparative study is also presented. This study shows that 
the FSD test as a preliminary test may yield sizeable reductions in the 
variances and we found that the FSD procedure supercedes the other 
procedures, e.g., OLS, WLS, generalized variance and Modified Bartlett 
test. Thus the FSD procedure is recommended as a superior method. 
In Chapter 7, we considered the effect of "errors-in-variables" and 
examined different approaches (theoretically and empirically) to cope 
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with this type of problem. An empirical study of the LS, WLS, and ML 
methods suggests that (i) maximum likelihood estimator has very little. 
bias but high MSE because of high variability in the errors on the X 
2 
variables. when small samples are used; (ii) when ao is small, then the 
2 OLS estimates give small bias, but when ao is large, then MSE for OLS 
are still smaller than that for ML unless the number of replications is 
increased. 
Limitation of the Study and Direction for Further Research 
1. The asymptotic studies need further development to consider extra 
terms, particularly to allow for changes in the number of samples as well 
as the number of replications. 
2. As with any numerical studies the range of problems considered is 
limited, but we feel that the use of the well-established example of 
Jacquez, et al. (1968) means that the results are likely to be reasonably 
representative. 
3. Preliminary testing procedures for testing the equality of variances 
need more work to provide for better estimates for the variances of the 
A 
8. Further work is needed on multiple comparison procedures to establish 
the best form of test to use and a suitable level of a. Again, better 
variance estimators must be developed. 
4. In the problem of "errors-in-variables" we need further research to 
establish good estimators for small samples. Possibly further progress 
could be made by linking the ML and multiple comparison methods. 
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