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Abstract. On any oriented surface, the affine sphere construction gives a one-to-
one correspondence between convexRP2-structures and holomorphic cubic differ-
entials. Generalizing results of Benoist-Hulin, Loftin and Dumas-Wolf, we show
that poles of order less than 3 of cubic differentials correspond to finite volume
ends of convex RP2-structures, while poles of order at least 3 correspond to geo-
desic or piecewise geodesic boundary components. More specifically, in the latter
situation, we prove asymptotic results for the convex RP2-structure around the
pole in terms of the cubic differential.
1. Statement of results
1.1. RP2-structures and Wang’s equation. An RP2-structure on a surface S is a
maximal atlas with charts taking values in RP2 and transition maps in the group
SL(3,R) of projective transformations. Such a structure is determined by a devel-
oping map, a local homeomorphism from the universal cover S˜ to RP2 constructed
by assembling the charts. An RP2-structureX is said to be convex if its developing
map sends S˜ bijectively to a bounded convex set Ω in an affine chart R2 ⊂ RP2.
If S is oriented without boundary, one can construct an RP2-structure from a
pair (g,φ) on S consisting of a Riemannian metric g and a holomorphic cubic dif-
ferential φ satisfying Wang’s equation
(1.1) κg = −1 + ‖φ‖2g.
Indeed, such a pair determines, up to SL(3,R)-action, an equivariant immersion ι
of S˜ into R3 locally as hyperbolic affine sphere centered at 0, for which g and φ are
the Blaschke metric and (normalized) Pick differential, respectively. The projectivized
immersion P ◦ ι : S˜ → RP2 is the developing map of an RP2-structure, which is
convex if g is complete. Conversely, the unique existence theorem for complete
affine spheres [CY77] implies that every convexRP2-structure is obtained this way.
Following the works of Labourie [Lab07] and Loftin [Lof01] on closed surfaces,
a recent theme of research [Lof04, Lof15, BH13, BH14, DW15] consists in first show-
ing that for certain classes of pairs (J ,φ) on an open surface S (where J is a con-
formal structure and φ a holomorphic cubic differential with respect to J ), there
exists a unique complete metric g conformal to J satisfying Eq.(1.1), then deduce
from the affine sphere construction a one-to-one correspondence between those
pairs and certain classes of convex RP2-structures. Combining existing results, we
get a fully general unique existence theorem for g:
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2 XIN NIE
Theorem 1.1 ([Wan92, WA94, Li17]). Let Σ be a Riemann surface and φ be a nontrivial
holomorphic k-differential on Σ with k ≥ 1. Then there exists a unique complete conformal
metric g on Σ satisfying κg = −1 + ‖φ‖2g . Moreover, either κg < 0 on Σ or κg ≡ 0.
The proof is an adaptation of the unique existence results [Wan92, WA94] in the
case k = 2 under the assumption κg ≤ 0, combined with the method of Qiongling
Li [Li17] which removes the assumption. We also extend the result in [Li17] on
(non-)existence of incomplete solutions for Σ = C to arbitrary Riemann surfaces:
Theorem 1.2. Let Σ be a Riemann surface and φ be a holomorphic k-differential on Σ
with finitely many zeros. Then Σ does not admit incomplete conformal metric g satisfying
κg = −1 + ‖φ‖2g if and only if Σ is a punctured Riemann surface of finite type and φ has
a pole of order at least k at every puncture.
1.2. Geometry of convexRP2-surfaces at poles. Theorem1.1 and the affine sphere
construction imply, for any oriented surface S, a one-to-one correspondence be-
tween convex RP2-structures and pairs (J ,φ) (excluding those such that (S,J) is
parabolic and φ = 0, see Section 3.3). This raises natural questions on how certain
properties of convex RP2-structures can be determined from the cubic differential
side and vice versa.
Themain purpose of this paper is to show that the property of an end of S being
a pole for (J ,φ) (i.e. the end is conformally a puncture for J at which φ has a pole,
see Section 4.3) can be read off from the corresponding convex RP2-structure:
Theorem 1.3. LetΣ be a Riemann surface endowedwith a holomorphic cubic differentialφ
andX be the convexRP2-structure onΣ given by the complete solution toWang’s equation
and the affine sphere construction. For every end p of Σ, the following equivalences hold:
(1) p is a pole of order at most 2 if and only if it is a finite volume end for X ;
(2) p is a pole of order d ≥ 4 if and only if X extends to a convex RP2-structure X ′
with piecewise geodesic boundary on a surface Σ′ obtained by attaching to Σ a
boundary circle around p, such that the set of vertices Λ ⊂ ∂Σ′ has d− 3 points;
(3) p is a third order pole if and only if X extends to a convex RP2-structure X ′ with
geodesic boundary on a surface Σ′ obtained by attaching to Σ a boundary circle
around p.
Moreover, in the last case, the boundary holonomy ofX ′ has eigenvalues exp
[√
2 Re(2pii rj)
]
,
j = 1, 2, 3, where r1, r2 and r3 are the cubic roots of the residue R of φ at p, and we have
Re(R) > 0 if and only if X ′ has principal geodesic boundary.
Here, the notion of finite volume end in Part (1) is definedwith respect the Hilbert
metric, see Section 4.4. In Parts (2) and (3), a convex RP2-structureX ′ on a surface
S with boundary is said to have piecewise geodesic boundary with vertices Λ ⊂ ∂S if
the charts of X ′ identify a neighborhood of every point in ∂S \ Λ (resp. Λ) with
a neighborhood of a boundary point of a half-plane (resp. neighborhood of the
vertex of an angle). If Λ is empty then X ′ is said to have geodesic boundary. When
∂S is homeomorphic to a circle andX ′ has geodesic boundary, ∂S is developed into
an open line segment I ⊂ RP2 with endpoints fixed by the boundary holonomyH
ofX ′, andX ′ is said to have principal geodesic boundary ifH is hyperbolic (i.e. has
distinct positive eigenvalues) and I joins the attracting and repelling fixed points
of H (see [Gol90]). By the expression of eigenvalues in the theorem above, H is
hyperbolic if and only if Re(R) 6= 0, so if Re(R) < 0 then I joins the unstable fixed
point of H with the attracting or repelling fixed point.
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Parts (1) and (3) of Theorem 1.3 generalize results of Benoist-Hulin [BH13] and
Loftin [Lof04, Lof15], respectively; whereas Part (2) generalizes works of Dumas-
Wolf [DW15] in theΣ = C case. The novelty of this paper is an analytic proof of Part
(1) which applies to k-differentials (see Theorem 4.6) and an improvement of tech-
niques in [DW15] which gives more asymptotic informations on RP2-developing
maps around poles of order at least 3, as explained below.
Remark 1.4. Theorem 1.3 does not capture all the local information of the cubic
differential φ. Indeed, a complete set of invariants of φ at a pole consists of the
order d ∈ Z togetherwith the translation τ of the flat holonomy,which is covered by
the residuewhen d = 3 and also occurswhen d is a highermultiple of 3 (see Section
5.1). The theoremdoes not distinguish different values of d from theRP2-sidewhen
d ≤ 2, and does not show what τ corresponds to in terms of RP2-structures when
d = 6, 9, · · · . These missing informations are worth further investigation.
1.3. Construction ofΣ′. For the “only if” statements in Parts (2) and (3) of Theorem
1.3, we first construct the surface Σ′ only using the geometry of φ. To motivate the
construction, consider the example (Σ,φ) = (C, dz3), where the cubic differential
has a pole of order 6 at infinity. The Euclidean metric |dz|2 is the complete solution
to Wang’s equation and gives rise to the Ţiţecica affine sphere
ι0 : C→ R3, ι0(z) = (e
√
2Re(z), e
√
2Re(ω2z), e
√
2Re(ωz)), where ω = e2pii/3.
The projectivization δ0 = P ◦ ι0 sends C to a triangle ∆ in RP2. Thus, the com-
pactification C′ = C ∪ ∂∞C of C claimed in Theorem 1.3 (2) can be identified with
the closed triangle ∆. As shown in Figure 1.1, δ0 sends every negative geodesic—
Figure 1.1. Images of negative geodesics by δ0.
oriented curve such that the cubic differential evaluated on every tangent vector
gives a negative value—to a line in ∆ going from a vertex to an interior point of
an edge. Therefore, each non-vertex point on the boundary ∂∞C = ∂∆ is the limit
of a unique inextensible negative geodesic, while it can be shown that every non-
negative geodesic tends to a vertex.
For general (Σ,φ) and puncture p where φ has a pole of order d ≥ 4, we con-
struct Σ′ by attaching to p a boundary circle ∂Σ′ with a subset Λ of d − 3 marked
points in a specific way, incorporating similar properties relative to (non)negative
geodesics as in the above example. In particular, the points in Λ are limits of non-
negative geodesics rays on Σ tending to p; while each connected component of
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∂Σ′ \ Λ is formed by limits of negative rays parallel to each other, hence carries a
natural metric given by distances between these rays (under the flat metric |φ| 23 ).
We call Σ′ the negative ray bordification of (Σ,φ) at p. If p is a third order pole, a
neighborhood of p is a half-cylinder (i.e. quotient of a half-plane in (C, dz3) by
a translation) and there can be either one or two parallelism families of negative
geodesics rays tending to p, corresponding to the cases Re(R) ≥ 0 and Re(R) < 0,
respectively. To each family we associate a negative ray bordification Σ′, so that
every ray in the family converges in Σ′ to a point of ∂Σ′. The distances between
geodesics in the family give rise to a metric on ∂Σ′ as well. The following theorem
implies the “only if” statements in Parts (2) and (3) as well as the last statement of
Theorem 1.3:
Theorem 1.5. Let Σ be a Riemann surface equipped with a holomorphic cubic differential
φ and p be a pole of order d. LetX be the convex RP2-structure on Σ given by the complete
solution to Wang’s equation and the affine sphere construction.
(1) If d ≥ 4, thenX extends to anRP2-structureX ′ with piecewise geodesic boundary
on the negative ray bordification Σ′ of Σ at p. The set Λ ⊂ ∂Σ′ given by non-
negative geodesics is the set of vertices of X ′, while the natural metric on each
component of ∂Σ′ \ Λ is 1√6 -times the Hilbert metric induced by X ′.
(2) If d = 3, then X extends to an RP2-structure X ′ with geodesic boundary on at
least one negative ray bordification Σ′ of Σ at p. The natural metric on ∂Σ′ is 1√6 -
times the Hilbert metric induced by X ′. Moreover, the holonomy of X ′ along ∂Σ′
has the eigenvalues given in Theorem 1.3 and we have Re(R) > 0 if and only ifX ′
has principal geodesic boundary.
Here, the Hilbert metric on a geodesic boundary piece of a convex RP2-surface
is given by the metric dI(x, y) = log |[a, x, y, b]| on the developing image I ⊂ RP2 of
that piece, where a and b are the endpoints of the open line segment I and [a, x, y, b]
is the cross-ratio.
Due to technical limitations explained below, if d = 3 and Re(R) < 0, so that
there are two parallelism families of negative geodesics tending to p, we are only
able to show thatX extends to the Σ′ associated to a family with angle bigger than
arcsin(
√
3
4 ) ≈ 0.14pi from the boundary geodesic loop of a half-cylinder neighbor-
hood of p. This angle condition is satisfied by at least one of the two families.
1.4. Asymptotics of osculation map. The proof of Theorem 1.5 is bases on the
following construction. Let U ⊂ Σ be an open set conformally identified with a
domain in C such that φ|U = dz3 and let ι0 : U → R3 be the Ţiţeica affine sphere
discussed earlier. Then any affine spherical immersion ι : U → R3 with normalized
Pick differential dz3 tangent to ι0 at a point z0 ∈ U can be written as
ι(z) = P (z)ι0(z) for all z ∈ U,
where the osculation map P : U → SL(3,R), measuring the deviation of ι from
ι0, is the solution to a specific Pfaffian system whose coefficients are given by the
Blaschke metric of ι, with initial condition P (z0) = I .
A chart of the convex RP2-structure X on U is the projectivization δ = P ◦ ι of
an affine spherical immersion ι, hence can be written as δ(z) = P (z)δ0(z). As δ0 is
already well understood, key to the proof of Theorem 1.5 is an asymptotic estimate
on P (z) as |z| → +∞, for certain open set U around the puncture p. Such estimates
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are first obtained by Dumas and Wolf [DW15], revealing a behavior similar to the
Stokes phenomenon of meromorphic linear ODEs: if p is a pole of order greater
than 3, then P (z) has a limit in SL(3,R) when z goes to infinity in a sector V =
{z ∈ C | θ1 ≤ arg(z) ≤ θ2} ⊂ U as long as V does not contain any “unstable ray”,
i.e. ray of the form vR≥0 with v3 = ±i; whereas if V contains such a ray then the
limits within the subsectors on the two sides of the ray are related by an element
in a specific 1-dimensional unipotent subgroup N ⊂ SL(3,R).
In the case with a unstable ray, we improve this result by showing in Proposition
6.1 that P (z) factorizes into a product P̂ (z)R(z), where P̂ (z) converges in SL(3,R)
as |z| → +∞whileR(z) takes values inN and has polynomial growthwith respect
to |z|, so that R(z)δ0(z) has the same asymptotic behavior as δ0(z). This allows us
to keep track of δ(z) as z goes to infinity along unstable rays and prove Part (1) of
Theorem 1.5.
This result on P (z) is proved by applying standard ODE techniques to the Pfaf-
fian system that P satisfies. Assuming g = eu(z)|dz|2 on U , a key ingredient in the
proof is the exponential decay property of u provided by [DW15, Theorem 5.7]:
0 ≤ u(z) ≤ C|z|− 12 e−
√
6|z|,
where the coefficient −√6 in the exponent is crucial. However, while the factor
|z|− 12 plays an important role in [DW15], it is nonessential in our analyses.
The analysis of osculation map is trickier at third order poles: identifying a
neighborhood of such a pole with the quotient of a half-plane by translation, we
only have a weaker estimate 0 ≤ u(z) ≤ Ce−
√
6 sin(θ)|z| when z →∞ along a nega-
tive geodesic ray in the half-plane, where θ is the angle from the ray to the boundary
of the half-plane. If sin(θ) >
√
3
4 , we show a similar factorization P (z) = P̂ (z)R(z)
for z in a small sector center at the ray (see Proposition 6.8), where R(z) belongs
to certain unipotent subgroup of SL(3,R) and has controlled exponential growth.
This enables us to prove Part (2) of Theorem 1.5. The following intermediate result
(see Proposition 6.3) might be interesting in its own right:
Proposition 1.6. Suppose θ1 ∈ (arcsin(
√
3
4 ),
pi
2 ] and v ∈ C, v3 = −1. Let g be a solution
to Wang’s equation on the sector
V = {teθiv | t > 0, |θ| < θ1}
and ι : V → R3 be an affine spherical immersion with Blaschke metric g and normalized
Pick differential dz3. Let δ := P◦ι be the projectivized immersion. Then for any ray in V of
the form γ(t) = z0 + vt, the limit L(γ) := limt→+∞ δ(γ(t)) exists and runs over an open
line segment I ⊂ RP2 as γ runs over all such rays. Moreover, the distance between two
rays γ1 and γ2 equals 1√6dI(L(γ1), L(γ2)), where dI is the metric on I given by cross-ratio.
It is of courseworth seeking toweaken or remove the assumption θ1 > arcsin(
√
3
4 ),
which we leave to future work.
1.5. Moduli spaces and framings. We conclude this introductory part by pointing
out some consequences of our main theorem concerning moduli spaces of convex
RP2-structures and Fock-Goncharovmoduli spaces, whichwill not be pursued fur-
ther in this paper.
Given an oriented surface S, the above mentioned bijection between the space
P(S) of convex RP2-structures and the space C (S) of pairs (J ,φ) (see Section 3.3
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for details) induces a bijection between the moduli spaces C(S) = C (S)/Diffeo0(S)
and P(S) = P(S)/Diffeo0(S), where Diffeo0(S) is the identity component of the
diffeomorphism group of S.
When S is closed with genus at least 2, P(S) is the SL(3,R)-Hitchin component
of pi1(S) (see Laburie [Lab07]), while C(S) is a holomorphic vector bundle of rank
5(g − 1) over the Teichmüller space T (S). The bijection C(S) ∼= P(S) in this case,
due to Labourie [Lab07] andLoftin [Lof01] independently, is the origin of thewhole
subject treated here, while its generalization to Hitchin components for other Lie
groups is an outstanding problem in Higgs bundle theory [Lab17].
On the other hand, when S = Sg,b is a surface of genus g with b > 0 punctures,
although Cg,b := C(S) and Pg,b := P(S) are infinite-dimensional spaces, Theorem
1.3 implies identifications between various finite dimensional subspaces in them.
Namely, given a b-tuple of integers d = (d1, · · · , db), we consider the subspace
C6dg,n ⊂ Cg,n given by all (J ,φ) with a pole of order at most di at the ith puncture
for every i. When |d| := ∑ di > −4(g − 1), by the Riemann-Roch formula, C6dg,n
is a complex vector bundle of rank 5(g − 1) + |d| over the Teichmüller space Tg,b.
Further assume di ≥ 4 if b ≥ 2 and d = d1 ≥ 6 if b = 1, and let Cdg,b ⊂ C6dg,b
be the open subset formed by all (J ,φ) with a pole of order exactly di at the ith
puncture. Theorem 1.3 suggests considering accordingly the subspace Pdg,b ⊂ Pg,n
given by all convex RP2-structures X such that X extends to a compact surface
with boundary which contains Sg,b as its interior and the extended convex RP2-
structure has piecewise geodesic boundary with di−3 vertices on the ith boundary
component. The theorem implies:
Corollary 1.7. Under the above assumption on d, the affine sphere construction induces a
bijection between Cdg,b and Pdg,b.
When g = 0 and b = 1, this is the identification [DW15] between the moduli
space of polynomial cubic differentials on C of degree d − 6 and that of convex
polygons in RP2 with d − 3 sides. Note however that while the bijection is shown
to be a homeomorphism in [DW15], we do not address the continuity issue here.
Finally, our main result suggests a notion of framings for holomorphic cubic
differentials which corresponds to framings of convex RP2-structures in the sense
of Fock-Goncharov [FG06, FG07], defined as follows: Given a compact surface S
with boundary and a convex RP2-structure X with piecewise geodesic boundary
on Swith verticesΛ ⊂ ∂S, a framing ofX is by definition a choice of a point in each
connected component of ∂S\Λ (see [FG07, Definition 2.6] and the remark following
it). Framings of a convex RP2-structureX in Pdg,b is then defined as framings of the
extension ofX to compact surfacewith boundary. Themoduli space P̂dg,b of framed
convex RP2-structures is studied in [FG06, FG07].
On the other hand, supposeX corresponds to some (J ,φ) in Cdg,b under the bijec-
tion from Corollary 1.7, then Theorem 1.5 says that the compact surface S to which
X extends and the set Λ ⊂ ∂S of vertices are obtained from (S,J ,φ) by performing
the negative ray bordification at every puncture. Therefore, by the construction of
negative ray bordifications (see Section 5.3 for details), a framing of X is equiva-
lent to a choice of di − 3 negative rays not parallel to each other tending to the ith
puncture of S for every i, where two negative rays are considered as the same if
one is contained in the other. Defining such a choice as a framing of (J ,φ) and
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letting Ĉdg,b denote the moduli space of all (J ,φ) in Cdg,b endowed with a framing,
we deduce from Theorem 1.5:
Corollary 1.8. There is a natural bijection between Ĉdg,b and P̂dg,b covering the bijection in
Corollary 1.7.
When g = 0 and b = 1, this amounts to an identification between the mod-
uli space of framed polynomial cubic differentials on C of degree d − 6 and the
moduli space of convex configurations of d − 3 flags in RP2. A natural problem
worth further exploration is to interpret the Fock-Goncharov coordinates on P̂dg,b
given by cross-ratios and triple-ratios of flags [FG06, FG07], as well as the canonical
Poisson structure defined under these coordinates, in terms of holomorphic cubic
differentials.
Organization of the paper. We first prove Theorems 1.1 and 1.2 in Chapter 2, then
review backgrounds on affine spheres in Chapter 3 and prove in Chapter 4 a gen-
eralized version of Theorem 1.3 Part (1). The detailed construction of negative ray
bordifications is carried out in Chapter 5, while in Chapter 6 we prove the asymp-
totic results on osculation maps and deduce Proposition 1.6 and Theorem 1.5. The
latter implies the “only if” direction in Theorem 1.3 Parts (2) and (3) as well as the
last statement in Theorem 1.3. Finally, the proof of Theorem 1.3 is completed by
Chapter 7, where the “if” direction in Parts (2) and (3) are proved.
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2. The vortex equation
Let k ≥ 1 be an integer, Σ be a Riemann surface and φ be a holomorphic k-
differential, i.e. a holomorphic section ofK⊗k, whereK is the canonical bundle of
Σ. We consider in this chapter conformal Riemannian metrics g on Σ satisfying
(2.1) κg = −1 + ‖φ‖2g,
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where κg is the curvature of g and ‖φ‖g is the pointwise norm of φ with respect
to the hermitian metric on K⊗k induced by g. While Eq.(2.1) is known as Wang’s
equation when k = 3, for general k we call it the vortex equation on (Σ,φ) as in
[DW15] and refer to g as a solution to the equation, which is alway smooth by elliptic
regularity (see Remark 2.1).
2.1. Analytic tools. We collect in this section some basic facts about Eq.(2.1) and
classical PDE results needed in the sequel.
Scalar form of the equation. Given a background conformalmetric g0 on Σ, assuming
g = eug0, we have
κg = e−u
(
κg0 −
1
2∆g0u
)
, ‖φ‖2g = e−ku‖φ‖2g0 ,
where ∆g0 is the Laplacian of g0. Therefore, g solves the vortex equation for (Σ,φ)
if and only if the function u satisfies
(2.2) 12∆g0u = e
u − e(1−k)u‖φ‖2g0 + κg0 .
In particular, if z is a conformal local coordinate on Σ, taking g0 to be the locally
defined flat metric |dz|2, we conclude that g = eu|dz|2 is a solution to the vortex
equation for φ = φ(z)dzk if and only if u locally satisfies
(2.3) ∆u = 2(eu − e(1−k)u|φ|2),
where ∆ = 4∂2zz¯ = ∂2x + ∂2y is the Euclidean Laplacian.
Remark 2.1. In this paper, we do not specify regularity conditions on solutions to
the vortex equation, because it follows from basic elliptic regularity theory (see e.g.
[Eva98, §6.3]) that any H1loc-weak solution to Eq.(2.3) is actually smooth.
Method of sub- and super- solutions. A sub- (resp. super-) solution to the vortex equa-
tion on (Σ,φ) is a continuous conformal metric g on Σ in the Sobolev class H1loc
such that for any conformal local coordinate z on Σ, if we write g = eu|dz|2 and
φ = φ(z)dzk, then u is a sub- (resp. super-) solution to Eq.(2.3), i.e.
∆u ≥ 2(eu − e(1−k)u|φ|2)
(
resp. ∆u ≤ 2(eu − e(1−k)u|φ|2)
)
in the weak sense (see [Eva98, §9.3] or [GT01, §8.5] for the definition). Thus, g can
be viewed as satisfying the inequality
κg ≤ −1 + ‖φ‖2g
(
resp. κg ≥ −1 + ‖φ‖2g
)
in the weak sense. The well known method of solving PDEs using sub- and super-
solutions (see [Wan92, Theorem 9]) implies:
Theorem 2.2. Given a subsolution g− and a supersolution g+ to the vortex equation on
(Σ,φ) such that g− ≤ g+, there exists a solution g satisfying g− ≤ g ≤ g+.
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Comparison principle. The conformal ratio between sub- and super- solutions to the
vortex equation satisfies a strong maximum principle:
Proposition 2.3. For any subsolution g− and supersolution g+ to the vortex equation on
(Σ,φ), the conformal ratio g−/g+ does not admit local maxima greater than 1. If g−/g+
achieves local maximum 1 at a point p ∈ Σ, then g+ = g− in the vicinity of p.
This can be deduced from the following strong maximum principle for weak
subsolutions to linear equations, which is a special case of [GT01, Theorem 8.19]:
Lemma 2.4. Let Ω ⊂ C be a bounded domain and w ∈ C0(Ω) ∩ H1(Ω) be such that
∆w ≥ cw in the weak sense for a constant c ≥ 0 and w(p) = supΩ w for a point p ∈ Ω. If
c > 0, we further assume supΩ w ≥ 0. Then w is a constant.
Note that if c = 0 then the lemma is a basic property of subharmonic functions,
whereas if u ∈ C2(Ω) then it is the classical strong maximum principle of E. Hopf
(see [GT01, Theorem 3.5]).
Proof of Proposition 2.3. Suppose w := log(g−/g+) achieves local maximum at p ∈
Σ. Let U be a relatively compact neighborhood of p, conformally identified with a
bounded domain in C, such that w(p) = supU w. If w(p) > 0, we further assume
w > 0 on U .
Write g± = eu± |dz|2 and φ = φ(z)dzk, so that u± ∈ C0(U) ∩H1(U) satisfy
(2.4) ∆u− ≥ 2(eu− − e(1−k)u− |φ|2), ∆u+ ≤ 2(eu+ − e(1−k)u+ |φ|2)
in the weak sense.
If w(p) > 0, since w = u− − u+ > 0 on U by assumption, we have
eu− − e(1−k)u− |φ|2 > eu+ − e(1−k)u+ |φ|2.
Combiningwith (2.4), we get ∆w = ∆(u−−u+) > 0 onU in the weak sense, sow is
constant on U by Lemma 2.4. But this implies ∆w = 0, a contradiction. Therefore,
w(p) > 0 can not happen, i.e. g−/g+ does not admit local maxima greater than 1.
On the other hand, if w(p) = 0, we have w = u− − u+ ≤ 0 on U , hence
0 ≤ (eu+ − e(1−k)u+ |φ|2)− (eu− − e(1−k)u− |φ|2) ≤ c(u+ − u−)
for a constant c > 0 only depending on supU |u±| and supU |φ|2. Combining with
(2.4) gives ∆w ≥ 2cw on U in the weak sense. Thus we can still apply Lemma 2.4
and conclude that w = 0 on U , or equivalently g+ = g− on U , as required. 
Proposition 2.3 implies a comparison principle for sub- and super- solutions:
Corollary 2.5. Let g+ and g− be a supersolution and a subsolution to the vortex equation
on (Σ,φ), respectively, and let C ⊂ Σ be a connected compact set such that g+ ≥ g− on
∂C. Then g+ ≥ g− on the whole C. If the equality holds at an interior point of C, then it
holds on the whole C.
Proof. If g+ < g− at some interior point of C, then the restriction of g−/g+ to C
attends its absolute maximum, which is greater than 1, in the interior of C. But
this is impossible by Proposition 2.3. Thus we have g+ ≥ g− on C. If g+ = g− at an
interior point p of C, then g−/g+ attends local maximum 1 at p, so Proposition 2.3
again implies that g+ = g− in a neighborhood of p. We conclude that g+ = g− on
C by connectedness. 
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A Theorem of Cheng and Yau. The following boundedness criterion for functions
on a complete Riemannian manifold is a particular case of Theorem 8 in [CY75],
obtained by taking g(t) = tα, α > 1 in that theorem.
Theorem 2.6 (Cheng-Yau). Let u be a C2-function on a complete Riemannian manifold
M with Ricci curvature bounded from below such that ∆u ≥ f(u), where f is a lower
semi-continuous function on R satisfying
lim inf
t→+∞ t
−αf(t) > 0
for some α > 1. Then u is bounded from above onM and we have f(supu) ≤ 0.
2.2. Solutions with non-positive curvature. The singular flat metric |φ| 2k under-
lying φ is a solution to the vortex equation away from the zeros of φ. Clearly, for
any solution g to the vortex equation on (Σ,φ), we have the following equivalences:
κg ≤ 0 ⇐⇒ ‖φ‖2g ≤ 1 ⇐⇒ |φ|
2
k ≤ g.
Replacing “≤” by “<”, the three strict inequalities are also equivalent. The follow-
ing lemma says that “≤” implies either “<” or “=” everywhere:
Lemma 2.7. Let g be a solution to the vortex equation on (Σ,φ) with κg ≤ 0. If κg = 0
holds at a point, then φ does not have zeros and the equality holds everywhere.
Proof. If the equality is achieved at a point, then the conformal ratio |φ| 2k /g = ‖φ‖ 2kg
attends the absolute maximum 1. Applying Proposition 2.3 to g+ = g and g− =
|φ| 2k on the complement of the set of zeros ofφ, we conclude that the equality holds
everywhere except at the zeros. But in this case φ can not have zeros. 
While previous works in the literature on the vortex equation mainly focus on
complete solutions with non-positive curvature, the following result in [Li17] im-
plies that the curvature assumption is dispensable as it follows from completeness.
For applications later on, we formulate the result for supersolutions:
Lemma 2.8. If g is a complete C2-supersolution to the vortex equation, then κg ≤ 0.
Proof. Put τ := log(1 + ‖φ‖2g). Computing in a conformal local coordinate z with
φ = φ(z)dzk and g = eu|dz|2, we get
∂2zz¯τ = ∂2zz¯ log
(
1 + |φ|
2
eku
)
= − k|φ|
2
|φ|2 + eku ∂
2
zz¯u+
eku
(|φ|2 + eku)2
∣∣∂zφ− kφ ∂zu∣∣2
≥ − k|φ|
2
|φ|2 + eku ∂
2
zz¯u ≥
k|φ|2
|φ|2 + eku ·
eu
2
(
1− |φ|
2
eku
)
= e
u
2 ·
k(eτ − 1)
eτ
(2− eτ ) = e
u
2 · k(e
τ − 3 + 2e−τ ).
So the Laplacian of τ with respect to g is ∆gτ = 4eu ∂2zz¯τ ≥ 2k(eτ − 3 + 2e−τ ).
Applying Theorem 2.6 with f(τ) = 2k(eτ − 3 + 2e−τ ), we get f(sup τ) ≤ 0, or
equivalently, 1 ≤ esup τ ≤ 2, hence ‖φ‖2g ≤ 1. 
2.3. Unique existence of complete solutions. In this section, we prove unique ex-
istence of complete solutions to the vortex equation. The uniqueness part is implied
by the following lemma, which will be used again in Section 2.5:
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Lemma 2.9. Let g+ and g− be a supersolution and a subsolution of class C2 to the vortex
equation on (Σ,φ), respectively. If g+ is complete, then g+ ≥ g−.
Proof. Suppose g− = ewg+. By the scalar form (2.2) of the vortex equation, g− being
a subsolution means
1
2∆g+w ≥ e
w − e(1−k)w‖φ‖2g+ + κg+ .
Since g+ is a supersolution, we have κg+ ≥ −1 + ‖φ‖2g+ . Therefore,
1
2∆g+w ≥ e
w − 1 +
(
1− e(1−k)w
)
‖φ‖2g+ .
By Lemma 2.8 we have κg+ ≤ 0, which implies ‖φ‖2g+ ≤ 1. Thus
1
2∆g+w ≥ f(w) :=
{
ew − 1, if w ≥ 0,
ew − e(1−k)w if w ≤ 0.
By Theorem 2.6, w is bounded from above and f(supw) ≤ 0, hence w ≤ 0, or
equivalently, g− ≤ g+. 
Remark 2.10. When φ = 0, Lemma 2.9 is a consequence of Yau’s generalization
[Yau73] of theAhlfors-Schwarz lemma, stating that a conformalmap froma surface
endowed with a complete Riemannian metric of curvature ≥ −1 to a surface with
a Riemannian metric of curvature ≤ −1 is metric dominating.
Theorem 2.11. Given a Riemann surface Σ and a nontrivial holomorphic k-differential
φ on Σ, there exists a unique complete solution g to the couple vortex equation on (Σ,φ).
This g has negative curvature unless (Σ,φ) is a quotient of (C, dzk), in which case g is the
flat metric |dz|2.
Note that for the trivial k-differential φ = 0, solutions to the vortex equation are
exactly conformal hyperbolic metrics, so there is a unique complete solution if and
only if Σ is a hyperbolic Riemann surface.
Proof. The uniqueness follows immediately from Lemma 2.9.
Given a complete solution g, by Lemma 2.7 and Lemma 2.8, either κg < 0 on Σ
or κg ≡ 0. In the latter case, φ does not have zeros and g = |φ| 2k is a complete flat
metric, so the universal cover of (Σ, g) is isometric to (C, |dz|2). It follows that the
universal cover of (Σ,φ) is isomorphic to (C, dzk), whence the second statement of
the theorem.
It remains to be proved that complete solutions exist. Since the Riemann sphere
CP1 does not admit nontrivial holomorphic k-differentials, we may suppose Σ =
U/Γ, where U is either C or the unit disk D and Γ is a discrete group of conformal
automorphisms. If we have a complete solution g˜ to the vortex equation on (U, φ˜)
(where φ˜denotes the lift ofφ), then the uniqueness statement proved above implies
that g˜ is invariant by Γ, hence descends to a complete solution on (Σ,φ). Therefore,
it is sufficient to treat the cases Σ = D and Σ = C respectively.
Case 1: Σ = D. Following [Wan92], we first consider a holomorphic cubic dif-
ferential φ on D whose pointwise norm with respect to the Poincaré metric gD
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is bounded. This condition implies that if we take M > 1 large enough and set
g+ := MgD, we have
κg+ = −
1
M2
≥ −1 + ‖φ‖
2
gD
Mk
= −1 + ‖φ‖2g+ ,
i.e. g+ is a supersolution. Since g− = gD is a subsolution majorized by g+, Theorem
2.2 yields a solutions g satisfying
(2.5) gD = g− ≤ g ≤ g+ = MgD,
which is complete because gD is. This establishes the desired existence statement
in the case of bounded norm.
For a general holomorphic k-differential φ = φ(z)dzk, let Dr ⊂ D be the disk of
radius r < 1 centered at 0 and gDr be the complete conformal hyperbolic metric
on Dr. The pointwise norm of φ|Dr with respect to gDr is bounded, so the above
existence result in the bounded case yields a complete solution gr to the vortex
equation on (Dr,φ|Dr ). Applying this to an increasing sequence of diskswith radii
0 < r1 < r2 < · · · , the sequence (grn) of metrics obtained has following properties
on each Drm whenever n > m:
• Bounded from below by gD. This is because gr ≥ gDr by (2.5), while
gDr =
4|dz|2
r2(1− r−2|z|2)2 >
4|dz|2
(1− |z|2)2 = gD.
• Pointwise decreasing. To prove this, in view of the the comparison prin-
ciple (Corollary 2.5), it is sufficient to show that if r < r′, then gr ≥ gr′
on ∂Dr−ε for ε > 0 small enough. But this is true because gr ≥ gDr and
gr′ ≤M gDr′ by (2.5), while it follows from the above expression of gDr that
lim
ε→0+
gDr
gDr′
∣∣∣
∂Dr−ε
= +∞.
As a result, there is a (a priori not necessarily continuous) Riemannian metric
g = eu|dz|2 ≥ gD on D such that (grn)n>m pointwise converges to g on Drm for
everym. Write grn = eun |dz|2, so that un pointwise converges to u and satisfies
1
2∆un = e
un − e(1−k)un |φ|2
on Drn (see Eq.(2.3)). We claim that (un)n>m has a uniform C2,α-bound on Drm
for some 0 < α < 1.
To prove that claim, we fix p > 2 and use theLp-estimate for second order elliptic
equations (Theorem 9.11 in [GT01]) to get a uniform W 2,p-bound for (un)n>m on
Dr for rm < r < rm+1. The Sobolev embedding (Corollary 7.11 in [GT01]) then
yields a uniform C1-bound on Dr. Finally the Schauder estimate (Theorem 6.2 in
[GT01]) provides the required uniform C2,α-bound on Drm .
It follows from the claim that any subsequence of (un)n>m has a further sub-
sequence converging to u in C2(Drm). Therefore, (un)n>m itself converges to u
in C2(Drm), and thus u satisfies Eq.(2.3) on Drm . Since m is arbitrary, u satisfies
Eq.(2.3) on the whole D, or equivalently, g = eu|dz|2 is a solution to the vortex
equation on (D,φ). Since g ≥ gD by construction, g is complete. This finishes the
construction of complete solution to the vortex equation when Σ is hyperbolic.
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Case 2: Σ = C. We construct sub- and super- solutions following [WA94]. A
more general version of the construction, also used in the next section, can be stated
as follows:
Lemma 2.12. Let Σ be a Riemann surface and φ be a holomorphic k-differential on Σ. Let
U,F ⊂ Σ be open subsets such that U ∪ F = Σ. Assume that the boundary ∂F of F in
Σ is compact and the closure F does not contain zeros of φ. Let gU be a complete solution
to the vortex equation on (U,φ|U ). Then there exists a solution g to the vortex equation on
(Σ,φ) such that
max(C−1gU , |φ| 2k ) ≤ g ≤ gU on Σ \ F,
|φ| 2k ≤ g ≤ C|φ| 2k on Σ \ U
for some constant C > 1.
Proof of Lemma 2.12. Wewill construct sub- and super- solutions to the vortex equa-
tion on (Σ,φ) making use of the following basic facts:
• If g′ is a non-positively curved solution and C is a positive constant, then
Cg′ is a super- (resp. sub-) solution if C ≥ 1 (resp. C ≤ 1);
• The pointwise minimum (resp. maximum) of two super- (resp. sub-) solu-
tions is a super- (resp. sub-) solution.
These follow from the definition of sub- and super- solutions, taking account of the
fact that if f1, f2 ∈ C0(Ω)∩H1loc(Ω) (whereΩ ⊂ C is an open set), then the pointwise
maximummax(f1, f2) = 12 (f1 + f2 + |f1 − f2|) also belongs toC0(Ω)∩H1loc(Ω) (see
[GT01] Lemma 7.6), similarly for the pointwise minimum.
Since ∂F is compact anddisjoint from the zeros ofφ, the ratio gU/|φ| 2k is bounded
from above by a constant C > 1 on a neighborhood V of ∂F . It follows that
max(C−1gU , |φ| 2k ) = |φ| 2k on V . Therefore, by the above basic facts,
g− :=
{
max(C−1gU , |φ| 2k ) on Σ \ F
|φ| 2k on F
is continuous and is a subsolution on each of the open sets F , V and Σ \ F , hence
a subsolution on Σ.
On the other hand, since gU is a complete metric on U , the ratio gU/|φ| 2k goes
to +∞ as one approaches a point in ∂U . As a result, min(gU , C|φ| 2k ) = C|φ| 2k in a
neighborhoodW of ∂U , while min(gU , C|φ| 2k ) = gU on the neighborhood V of ∂F
by the earlier construction. Therefore
g+ :=

gU on Σ \ F
min(gU , C|φ| 2k ) on F ∩ U
C|φ| 2k on Σ \ U
is continuous and is a supersolution on each of the open sets Σ \ F , V , F ∩ U , W
and Σ \ U , hence a supersolution on Σ. Moreover, since gU ≥ |φ| 2k by Lemma 2.8,
one readily checks that g+ ≥ g−. Therefore, Theorem 2.2 applies and yields the
required solution.

When Σ = C, we let F ⊂ C be an open disk whose closure does not contain
zeros of φ and let U ⊂ C be the complement of a closed disk contained in F . Since
U is a hyperbolic Riemann surface, the above existence result in the hyperbolic case
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yields the solution gU needed in the hypothesis of Lemma 2.12. The lemma then
provides a solution g to the vortex equation on (C,φ), which is complete because
it is minorized by a constant multiple of gU outside F while gU is complete. This
establishes the existence of complete solution in the case Σ = C and finishes the
proof of the theorem. 
2.4. (Non-)existence of incomplete solutions. The following theorem is a more
detailed statement of Theorem 1.2. It shows that for certain (Σ,φ), the complete-
ness assumption in Theorem2.11 can bedropped, resulting in unconditional unique-
ness. The case Σ = C is proved by Q. Li [Li17].
Theorem 2.13. Let Σ be a Riemann surface and φ be a holomorphic k-differential on Σ
with finitely many zeros. Then the following statements are equivalent:
(a) The vortex equation on (Σ,φ) does not admit incomplete solutions.
(b) The singular flat metic |φ| 2k is complete.
(c) Σ = Σ \ P for a closed Riemann surface Σ and a finite subset P ⊂ Σ, such that every
p ∈ P is a pole of φ of order at least k.
Proof. (a)⇒(b): Assuming |φ| 2k is incomplete, we shall show that the vortex equa-
tion on (Σ,φ) has an incomplete solution. Take a relatively compact neighborhood
V of the set of zeros ofφ andputF := Σ\V . LetU be a relatively compact neighbor-
hood of V . Then U and F satisfy the assumptions in Lemma 2.12, while Theorem
2.11 provides the complete solution gU needed in the lemma. The solution g given
by the lemma is incomplete, as required, because g is majorized by C|φ| 2k outside
the compact set U while |φ| 2k is incomplete.
(b)⇒(a): Assume |φ| 2k is complete and let g0 be a smooth conformal metric on
Σ such that g0 = |φ| 2k outside a relatively compact neighborhood V of the set of
zeros of φ. Then g0 is complete and has curvature bounded from below. Let g =
eug0 be any solution to the vortex equation on (Σ,φ). Then u satisfies Eq.(2.2), or
equalently,
1
2∆g0(−u) = e
(k−1)(−u)‖φ‖2g0 − e−(−u) − κg0 .
Outside U , the right hand side is e(k−1)(−u) − e−(−u). Therefore, if we let t0 and f0
be the maximum of−u and the minimum of 12∆g0(−u) on U , respectively, and put
f(t) :=
f0 if t ≤ t0e(k−1)t − e−t if t > t0
then we have 12∆g0(−u) ≥ f(−u). By Theorem 2.6, −u is bounded from above by
a positive constantM . Thus g ≥ e−Mg0 is complete as g0 is.
(b)⇒(c): The complete conformal metric g0 constructed above has finite total
curvature, so Σ is a punctured Riemann surface of finite type by [HT92, Theorem
1.1]. By Lemma B.1, each puncture is pole of order at least k.
(c)⇒(b): Conformally identifying a closed neighborhood of each p ∈ P with the
punctured disk {z ∈ C | |z| ≤ 1} such that p corresponds to z = 0, it is elementary
to check that Condition (c) implies |φ| 2k is complete on the punctured disk, hence
also complete on the whole Σ. 
POLES OF CUBIC DIFFERENTIALS AND ENDS OF CONVEX RP2-SURFACES 15
2.5. Upper bound at the center of a disk. In this section, we give upper bounds
for non-positively curved solutions to the vortex equation at a point q ∈ Σ in terms
of the distance r from q to the zeros of φ. We can identify the disk of radius r (with
respect to the metric |φ| 23 ) centered at q with
Dr := {z ∈ C | |z| < r}
so that φ = dz3 on Dr. The vortex equation for g = eu|dz|2 on Dr amounts to
(2.6) ∆u = 2(eu − e(1−k)u).
Note that the curvature κg = − 12eu∆u of g is non-positive if and only if u ≥ 0.
Proposition 2.14. Given k ≥ 1, there is a constant C > 0 such that for any non-negative
C2-function u satisfying Eq.(2.6) on the disk Dr with radius r ≥ 1, we have
u(0) ≤ C
r2
.
Proof. Given t ≥ 0, we let ξk(t) denote the unique ξ ≥ 1 such that ξk − ξk−1 = t. In
otherwords, t 7→ ξk(t) is the inverse of the strictly increasing function ξ 7→ ξk−ξk−1
defined on ξ ∈ [1,+∞). The definition implies ξk(t) ≥ t 1k and
(2.7) ξk(t)− t 1k = ξk(t)
[
1−
(
1− 1
ξk(t)
) 1
k
]
= 1
k
+O
(
ξk(t)−1
)
as t→ +∞.
On the other hand, the complete conformal hyperbolic metric on Dr is
gDr :=
4r2|dz|2
(r2 − |z|2)2 .
Denoting M := ξk((r/2)2k), we claim that g′ = MgDr is a supersolution to the
vortex equation on (Dr, dzk). Indeed, since the pointwise norm ‖dzk‖2gDr attends
its maximum (r/2)2k at z = 0, we have supDr ‖dzk‖2g′ = (r/2)2k/Mk, so
κg′ = − 1
M
= −1 + (r/2)
2k
Mk
= −1 + sup
Dr
‖dzk‖2g′ ≥ −1 + ‖dzk‖2g′ ,
whence the claim.
Eq.(2.6) is the vortex equation for g = eu(z)|dz|2 on (Dr, dzk), so the above claim
and Lemma 2.9 implies g ≤ g′. At z = 0, this gives
u(0) ≤ log ξk((r/2)
2k)
(r/2)2 ∼
4
kr2
as r → +∞
(“f1(x) ∼ f2(x) as x→ x0” means limx→x0 f1(x)f2(x) → 1), hence the required inequal-
ity, where the last asymptotic equivalence is obtained through
log ξk(t)
t
1
k
= 1
k
log
(
1 + ξk(t)
k−1
t
)
∼ ξk(t)
k−1
kt
∼ 1
k
t−
1
k as t→ +∞,
using the relation ξk(t)k − ξk(t)k−1 = t and the asymptotic equivalence ξk(t) ∼ t 1k
implied by Eq.(2.7). 
The upper bound in Proposition 2.14 can be refined into one with exponential
decay, as shown in the following theorem, which is a weaker version of [DW15,
Theorem 5.7]. Compare Remark 5.4.
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Theorem 2.15. Given k ≥ 1, there are constantsC, r0 > 0 such that for any non-negative
C2-function u satisfies Eq.(2.6) on the disk Dr with radius r ≥ r0, we have
u(0) ≤ Cr 12 e−
√
2k r.
Proof. We first give a unified proof for k ≥ 3 and then point out the modifications
needed for the simpler cases k = 1, 2. The idea is to construct supersolutions based
on the following observation in [DW15, Lemma 5.9]: if a C2-function h satisfies
(2.8) ∆h = 2kh
and has the bounds 0 ≤ h ≤ 2k−2 , then v := h − k−22 h2 ≥ 0 is a supersolution to
Eq.(2.6). This results from the following facts, which are elementary to check:
• For all u ≥ 0 we have eu − e(1−k)u ≥ ku − k(k−2)2 u2. In particular, every
non-negative supersolution to the equation
(2.9) ∆u = 2ku− k(k − 2)u2
is a supersolution to Eq.(2.6).
• If Eq.(2.8) holds, then v = h− k−22 h2 satisfies
∆v − 2kv + k(k − 2)v2 = −k(k − 2)2h3 + 14k(k − 2)
3h4 − (k − 2)|∇h|2.
If furthermore 0 ≤ h ≤ 4k−2 , then the right hand side above is non-positive,
hence v is a supersolution to Eq.(2.9).
Rotationally symmetric solutions to Eq.(2.8) are given by the modified Bessel
function of the second kind I0(x) := 1pi
∫ pi
0 e
x cos θdθ, which is the even function on
R satisfying
(2.10) I ′′0 (x) +
1
x
I ′0(x) = I0(x), I0(0) = 1.
Note that I0 is increasing on [0,+∞). For every R > 0, we set
hR(z) :=
I0(
√
2k|z|)
(k − 2)I0(
√
2kR)
, vR := hR − k − 22 h
2
R.
ByEq.(2.10) and the expression of laplacian in polar coordinates, hR satisfies Eq.(2.8)
and we have 0 ≤ hR ≤ 1k−2 on the disk DR. By the above observation, vR is a su-
persolution to Eq.(2.6) on DR, with boundary value vR|∂DR ≡ 12(k−2) .
By Proposition 2.14 and the translation invariance of Eq.(2.6), we can let r1 > 0
be sufficiently large such that u(z0) ≤ 12(k−2) for anyC2-function u satisfies Eq.(2.6)
on the disk Dr1(z0) = {z ∈ C | |z − z0| < r1}. As a result, if u satisfies Eq.(2.6)
on Dr with r > r1 then u ≤ 12(k−2) holds on Dr−r1 ⊂ Dr. Thus, we can apply
the Comparison Principle (Corollary 2.5) to the solution eu|dz|2 and the above su-
persolution evR |dz|2 (with R = r − r1) of the vortex equation on (Dr−r1 , dzk) and
get
(2.11) u(0) ≤ vR(0) = 1(k − 2)I0
(√
2k(r − r1)
) (1− 1
2I0
(√
2k(r − r1)
)) .
It is well known (by the stationary phase method) that I0(x) = 1√2pixe
x(1+O(x−1))
as x→ +∞. So for any x1 > 0 there is a constantC1 > 0 such that I0(x) ≥ C1ex/
√
x
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whenever x ≥ x1. As a result, there are constants C2, C3 such that
1
I0(
√
2k(r − r1))
≤ C2(r − r1) 12 e−
√
2k(r−r1) ≤ C3r 12 e−
√
2k r
when r − r1 ≥ 1. Combining with (2.11) and noting that I0 ≥ 1, we obtain the
required inequality in the case k ≥ 3.
The cases k = 1, 2 are simpler because we have eu − e(1−k)u ≥ ku for u ≥ 0,
hence any solution h to Eq.(2.8) is already a supersolution to Eq.(2.6). Thus, we can
proceed as above with vR(z) := I0(
√
2kR)−1I0(
√
2k|z|). 
3. Affine spheres, cubic differentials and RP2-structures
In this chapter, we give a concise exposition of backgrounds on affine spheres
and RP2-structures. See [NS94, Lof10] for thorough surveys on these materials.
Throughout this paper, by a surface we mean a connected smooth 2-manifold
without boundary, unless otherwise specified.
3.1. Affine spheres. We view R3 as a vector space endowed with a volume form,
say, the determinant det :
∧3R3 → R, and study properties of surfaces in R3
invariant under the group SL(3,R) of linear transformations preserving det.
An embedded surfaceM ⊂ R3\{0} is said to be centro-affine if for each p ∈M the
position vector −→0p is transversal to the tangent plane TpM . Such a surface carries
the following intrinsic data, which are invariant under SL(3,R):
• a volume form ω, called the induced volume form;
• a symmetric 2-tensor g, called the centro-affine second fundamental form;
• a torsion-free affine connection∇, called the induced affine connection.
They are determined by the following equalities, at every p ∈M :
ω(X,Y ) = det(X,Y,−→0p), DXY = ∇XY + g(X,Y )−→0p,
where X and Y are any vector fields tangent toM . We always equipM with the
orientation given by the induced volume form ω.
A centro-affine surfaceM ⊂ R3\{0} is locally convexwith 0 lying on the concave
side if and only if the centro-affine second fundamental form g ofM is a Riemann
metric. If furthermore the volume form dvolg of g coincides with the induced vol-
ume form ω, thenM is an affine sphere of affine curvature −1 centered at 0, which we
simply call an affine sphere throughout this paper. The affine second fundamen-
tal form g is also known as the Blaschke metric of the affine sphere. The condition
dvolg = ω actually signifies that the position vector of each point onM coincides
with the affine normal, a transversal vector field canonically assigned to every locally
convex surface in R3 in a SL(3,R)nR3-equivariant way.
A centro-affine immersion of an oriented surface S into R3 (i.e. an orienta-
tion preserving immersion with locally centro-affine image) yields intrinsic data
(∇, g, ω) on S. In the same way as how immersions of a surface into the Euclidean
3-space E3 are locally determined up to isometries of E3 by a pair of 2-tensors (the
first and second fundamental form) satisfying a compatibility condition (Gauss and
Codazzi equations), centro-affine immersions are locally determined up to SL(3,R)
by these intrinsic data, with a compatibility condition.
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For affine spherical immersions, the intrinsic data with compatibility condition
are equivalent to the data (g,φ) of Blaschke metric g plus a holomorphic cubic dif-
ferential φ (under the complex structure given by g and the orientation) satisfying
the vortex equation κg = −1 + ‖φ‖2g , also known asWang’s equation in this setting.
Indeed, while ω = dvolg by definition,∇ is given by g and φ through the relation
(3.1) g(∇XY − ∇̂XY,Z) = 1√2 Reφ(X,Y, Z),
where ∇̂ denotes the Levi-Civita connection of g. We call φ the normalized Pick
differential of the affine sphere.
Remark 3.1. More commonly considered in the literature is the Pick differential ψ =
1√
2φ, for which the relation (3.1) does not have the
1√
2 fact, but Wang’s equation
becomes κg = −1 + 2‖ψ‖2g . The advantage of the equation we use is that the flat
metric g = |φ| 23 = |φ(z)| 23 |dz|2 provides a solution away from the zeros of φ.
Given an oriented surface S, let R := S×R denote the trivial line bundle over S
endowed with a global section, denoted by 1. For a pair (g,φ) on S as above, affine
spherical immersions with Blaschke metric g and normalized Pick differential φ
can be reconstructed by integrating a flat connection D = Dg,φ on the vector bundle
E := TS⊕R defined as follows: given a conformal local coordinate z onS, wewrite
g = eu|dz|2, φ = φ(z)dz3 and defined D by specifying its matrix expression under
the local frame (∂z, ∂z¯, 1) of the complexified vector bundle E ⊗ C = TCS ⊕ C
(viewing D as a connection on EC by C-linear extension) as
(3.2) D = d +

∂u 1√2e
−uφ¯ dz¯ dz
1√
2e
−uφ dz ∂¯u dz¯
1
2e
udz¯ 12eudz 0
 .
It can be checked that D is coordinate-independent, flat and preserves the volume
form dvolg ∧ 1∗ on E (where 1∗ is the section of E∗ dual to 1). We call D the affine
sphere connection associated to (g,φ). The reconstruction of affine spheres from
(g,φ) (see e.g. [DW15, §4.2], [Lof15, §3.4]) can be formulated as follows:
Proposition 3.2. Let U ⊂ R2 be a simply connected domain. Then the assignment of
the Blaschke metric g and normalized Pick differential φ to each affine spherical immersion
ι : U → R3 gives a one-to-one correspondence between SL(3,R)-equivalence classes of
such immersions and pairs (g,φ) on U satisfying Wang’s equation. Given such a pair
(g,φ), let T (z2, z1) : Tz1U ⊕ R → Tz2U ⊕ R denote the parallel transport of the affine
sphere connection associated to (g,φ) along any path from z1 to z2 (see Appendix A), then
a corresponding ι is given by
(3.3) ι : U → Tz0U ⊕ R ∼= R3, ι(x) = T (z0, z)1z,
where z0 is any point in U and the identification Tz0U ⊕ R ∼= R3 is such that dvolg ∧ 1∗
corresponds to the volume form det on R3.
If the surfaceS is not simply connected, applying Proposition 3.2 to the universal
cover S˜ gives a one-to-one correspondence between pairs (g,φ) on S satisfying
Wang’s equation and equivariant affine spherical immersions ι : S˜ → R3. Here ι is
said to be equivariant if ι(γ.x) = ρ(γ)ι(x) for all γ ∈ pi1(S) and some representation
ρ : pi1(S)→ SL(3,R).
POLES OF CUBIC DIFFERENTIALS AND ENDS OF CONVEX RP2-SURFACES 19
3.2. RP2-structures and convexity. An RP2-structure X on a surface S is by defi-
nition a maximal atlas with charts taking values in RP2 and transitions maps be-
ing elements in the group SL(3,R) = PGL(3,R) of projective transformations.
By assembling charts of X , one obtains a local homeomorphism δ : S˜ → RP2,
called a developing map ofX , which is equivariant with respect to some homomor-
phism pi1(S) → SL(3,R). Thus, an RP2-structure can be defined alternatively as a
SL(3,R)-equivalence class of such equivariant local homeomorphisms.
In particular, given a pair (g,φ) on S satisfying Wang’s equation, composing a
corresponding equivariant affine spherical immersion ι : S˜ → R3 with the projec-
tivization P : R3 \ {0} → RP2, we get an RP2-structure, denoted by X(g,φ).
A subset of RP2 is properly convex if it is convex and bounded in some affine
chart. An RP2-structure on a surface S is said to be convex if its developing map is
a bijection from S˜ to a properly convex set.
A. M. Li [Li90, Li92] proved that under the settings of Proposition 3.2, ι is a
proper embedding if and only if g is complete, in which case ι(U) is inscribed in a
convex cone C ⊂ R3 (like a hyperboloid inscribed in a quadratic cone) and P gives
a diffeomorphism from ι(U) to the properly convex domain Ω = P(C \ {0}). As a
consequence, the RP2-structure X(g,φ) is convex if g is complete.
But Theorem 2.11 yields a pair (g,φ) with complete g onceφ is given. Therefore,
letting C (S) denote the space of pairs (J ,φ), where J is a C∞-complex structure
on S compatible with the orientation andφ a holomorphic cubic differential on the
Riemann surface (S,J) such that either (S,J) is hyperbolic or φ is nontrivial, we
get a map from C (S) to the spaceP(S) of C∞-convex RP2-structures on S:
(3.4) C (S)→P(S), (J ,φ) 7→ X(g
J,φ
,φ),
where g
J,φ
denotes the complete solution toWang’s equation on (S,J ,φ) given by
Theorem 2.11. We proceed to explain that this map is bijective.
3.3. Unique existence of complete affine spheres. Given a bounded convex do-
main Ω ⊂ R2 ⊂ RP2 and a negative valued convex function u on Ω, the surface
M :=
{
− 1
u(x, y) (x, y, 1)
∣∣∣ (x, y) ∈ Ω} ⊂ R3
is convex, centro-affine andprojects toΩ in an orientationpreservingmanner (where
Ω inherits the orientation of R2 while M carries a natural orientation as a centro-
affine surface). It turns out thatM is an affine sphere if and only if u satisfies the
Mong-Ampère equation
(3.5) det(Hess(u)) = u−4.
Moreover, u has vanishing boundary values if and only ifM is properly embedded.
The follows theorem shows that such u uniquely exists, hence implies that there is
a unique affine sphere projecting to Ω:
Theorem 3.3 (Cheng-Yau [CY77]). For any bounded convex domain Ω ⊂ R2 there exists
a unique convex function u ∈ C0(Ω)∩C∞(Ω) satisfying Eq.(3.5) in Ω with u|∂Ω = 0. As
a consequence, for every properly convex domain Ω ⊂ RP2 endowed with an orientation,
there exists a unique complete affine sphereMΩ ⊂ R3 projectivizing to Ω in an orientation
preserving manner.
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As a result, every oriented properly convex domain Ω ⊂ RP2 carries a com-
plete metric gΩ and a holomorphic cubic differential φΩ satisfying Wang’s equa-
tion, given by pushing forward the Blaschke metric and normalized Pick differ-
ential on MΩ through the projection P : MΩ
∼→ Ω. The uniqueness part of the
above theorem implies that gΩ and φΩ are SL(3,R)-equivariant in the sense that
a∗gΩ = ga(Ω) for all a ∈ SL(3,R), and similarly for φΩ.
Let S be an oriented surface. Given a convex RP2-structure X with developing
map δ : S˜ ∼→ Ω ⊂ RP2, the pullbacks δ∗gΩ and δ∗φΩ, which are just the Blaschke
metric and normalized Pick differential of the unique affine spherical immersion ι
satisfying δ = P◦ ι, are invariant under deck transformations, hence can be viewed
as defined on S. We simply call them the Blaschke metric and normalized Pick
differential of the convexRP2-structureX . By construction, themapP(S)→ C (S)
assigning to eachX = [δ] ∈P(S) the pair (δ∗JΩ, δ∗φΩ) ∈ C (S) (whereJΩ denotes
the complex structure underlying gΩ) is inverse to the above map (3.4). Therefore,
we obtain:
Corollary 3.4. The map (3.4) is bijective.
3.4. Ţiţeica affine sphere. As an example of Proposition 3.2, we give in this section
an explicit affine spherical immersion ι0 : C → R3 with Blaschke metric |dz|2 and
normalized Pick differential dz3. Since |dz|2 is complete, by the results mentioned
in Section 3.2, ι0 is actually a proper embedding and the projectivized embedding
δ0 := P ◦ ι0 is a diffeomorphism from C to a properly convex domain in RP2. We
will see that this domain is a triangle, as shown by Figure 1.1.
The affine sphere connection D0 associated to (|dz|2, dz3), defined on the vector
bundle E := TC ⊕ R and extended to E ⊗ C = TCC ⊕ C, is expressed under the
local frame (∂z, ∂z¯, 1) of E ⊗ C as
D0 = d +
 0
1√
2 dz¯ dz
1√
2 dz 0 dz¯
1
2 dz¯
1
2 dz 0
 .
It turns out that D0 is diagonalized under the new frame (e1, e2, e3) defined by
e1 :=
√
2∂x + 1 , e2 :=
√
2
(
−12∂x +
√
3
2 ∂y
)
+ 1 , e3 :=
√
2
(
−12∂x −
√
3
2 ∂y
)
+ 1.
Indeed, this frame is related to the original one by (e1, e2, e3) = (∂z, ∂z¯, 1)B, where
the change-of-basis matrix B and its inverse are the constant matrices
B =
√2 √2
1
1 ω ω21 ω2 ω
1 1 1
 , B−1 = 13
 1 1 1ω2 ω 1
ω ω2 1
 1√2 1√
2
1

with ω := e2pii/3. A computation gives the expression of D0 under (e1, e2, e2) as
D0 = d +B−1
 0
1√
2 dz¯ dz
1√
2 dz 0 dz¯
1
2 dz¯
1
2 dz 0
B = √2 Re
dz ω2dz
ωdz
 .
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In view of Appendix A, one checks that the parallel transport T 0(0, z) of D0
along any path from z to 0 is expressed under the frame (e1, e2, e3) as the matrix
T 0(0, z) =
e
√
2Re(z)
e
√
2Re(ω2z)
e
√
2Re(ωz)
 .
Let ι0 : C → E0 = T0C ⊕ R ∼= R3 be the affine spherical embedding given
by Proposition 3.2 with z0 = 0. Since 1 = e1 + e2 + e3, we have the coordinate
expression
ι0(z) = T 0(0, z)
11
1
 =

e
√
2Re(z)
e
√
2Re(ω2z)
e
√
2Re(ωz)
 .
The image ι0(C) = {(x1, x2, x3) ∈ R3 | x1x2x3 = 1} is known as the Ţiţeica affine
sphere, while the image of the projectivization δ0 = P ◦ ι0 : C→ RP2 is the triangle
∆ := {[x1 : x2 : x3] ∈ RP2 | xi > 0}.
Remark 3.5. The identificationE0⊕R ∼= R3 used in the above coordinate expression
of ι0 is induced by the frame (e1, e2, e3), which is not unimodularwith respect to the
volume form dvolg ∧ 1∗ = dx∧ dy ∧ 1∗ on E given by the Blaschke metric g = |dz|2
(see Section 3.1). Thus, ι0 gives an affine sphere (of affine curvature −1) not with
respect to the usual volume form on R3 given by the determinant, but with respect
to a scaled one. Nevertheless, this issue is insignificant for our purpose because we
are mainly concerned with the projectivized embedding δ0.
4. Finite volume ends and low-order poles
In this chapter, we show that the poles of a holomorphic k-differential of order
less than k are exactly the finite volume ends for the complete solution to the vor-
tex equation (Theorem 4.6). When k = 3, such ends have a projective-geometric
description (Theorem 4.5) and the above result implies Part (1) of Theorem 1.3.
4.1. Hausdorff continuity. Recall from Section 3.3 that the properly embedded
affine sphereMΩ projecting to a bounded convex domain Ω ⊂ R2 ⊂ RP2 is given
by the convex function uΩ ∈ C0(Ω) ∩ C∞(Ω) satisfying det(Hess(uΩ)) = u−4Ω with
vanishing boundary values. The following theorem of Benoist and Hulin [BH13,
Corollary 3.3] (see also [DW15, Theorem 4.4]) shows that uΩ and its derivatives
depend continuously on Ω:
Theorem 4.1 ([BH13]). Let Ω ⊂ R2 be a bounded convex domain, K ⊂ Ω be a compact
subset and let ε > 0. Then for any integer k ≥ 0 and any convex domain Ω′ ⊂ R2
sufficiently close to Ω in terms of Hausdorff distance, we haveK ⊂ Ω′ and
‖uΩ − uΩ′‖K,k < ε.
Here ‖ · ‖K,k denote the Ck-norm onK.
The Riemannianmetric gΩ and holomorphic cubic differentialφΩ onΩ, given by
the Blaschke metric and normalized Pick differential onMΩ (see Section 3.3), have
coordinate expressions with coefficients given by partial derivatives of uΩ of order
up to 3. So the curvature κgΩ = −1 + ‖φΩ‖2gΩ : Ω → R has the same continuity
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property with respect to Ω as uΩ. We denote κgΩ simply by κΩ for clearness. Note
that κΩ ≤ 0 by Theorem 2.11.
Unlike uΩ, whose definition relies on the affine chart, κΩ only depends on the
properly convex domain Ω and is SL(3,R)-equivariant in the sense that a∗κΩ =
κa(Ω) for all a ∈ SL(3,R). Therefore, letting C denote the space of all properly con-
vex domains equipped with the Hausdorff topology and C∗ denote the topological
subspace of C × RP2 consisting of those (Ω, x) ∈ C × RP2 such that x ∈ Ω, we can
state the continuity properly of κΩ as:
Corollary 4.2. The map C∗ → R≤0 given by (Ω, x) 7→ κΩ(x) = −1 + ‖φΩ‖2gΩ(x) is
continuous.
4.2. Hilbert metric. Besides the Riemannian metric gΩ, any properly convex set
Ω ⊂ RP2 also carries a natural Finsler metric gHΩ, the Hilbert metric. Given an affine
chart R2 containing Ω and a Euclidean norm | · | on R2, gHΩ is defined by
gHΩ(v) :=
(
1
|x− a| +
1
|x− b|
)
|v| for all x ∈ Ω, v ∈ TxΩ ∼= R2,
where a, b ∈ ∂Ω are the intersections of ∂Ω with the line passing through x along
the direction v. The distance from any other y ∈ Ω on the line to x is given by
dHΩ(x, y) = | log[a, x, y, b]|,
where [a, x, y, b] is the cross-ratio, expressed as (a−y)(b−x)(a−x)(b−y) if we identify the line
with R. It follows from projective invariance of the cross-ratio that gHΩ is independ
on the choice ofR2 and |·| and is SL(3,R)-equivariant in the sense that a∗gHΩ = gHa(Ω)
for all a ∈ SL(3,R).
Associated to gΩ is a natural Buseman volume form νHΩ on Ω, whose density with
respect to the Lebesgue measure underlying | · | is Area(Bx(1))−1, where Bx(1)
denotes the unit disk {v | gHΩ(v) ≤ 1} ⊂ TxΩ ∼= R2 and Area(Bx(1)) is its area with
respect to the Lebesgue measure.
Clearly, gHΩ and νHΩ at a point x ∈ Ωdepends continuously onΩ, hence the density
νHΩ/νΩ of νHΩ with respect to the volume form νΩ of the Blaschke metric gΩ has the
same continuity property as κΩ. Applying the Benzécri Compactness Theorem (see
[BH13, Theorem 2.7]), which states that the quotient of the above topological space
C∗ by the SL(3,R)-action is compact, we get:
Corollary 4.3. ThemapC∗ → R+ given by (Ω, x) 7→ ν
H
Ω
νΩ
(x) is continuous and is bounded
from above and below by positive constants.
4.3. Ends of a surface. In this section, we introduce definitions and terminologies
about ends and punctures of surfaces. See [Ric63] for details on ends and classi-
fication of surfaces of infinite type. We are mainly concerned with the simplest
case of the definition, namely, isolated planar ends. Nevertheless, the ends in the
hypotheses of Theorems 4.5 and 4.6 below are a priori of general type.
Given a surface S, an end of S is defined intrinsically as an equivalence class of
nested sequences of open subsets U1 ⊃ U2 ⊃ · · · such that
• the boundary ∂Ui of Ui in S is compact for every i;
• any compact subset of S is disjoint from Ui when i is sufficiently large;
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while two sequences (Ui) and (Vi) are equivalent if each Ui contains some Vj and
vice versa. A neighborhood of an end p = [(Ui)] is by definition a subset of S con-
taining some Ui. A sequence of points or an oriented path on S is said to tend to p
it is eventually contained in any neighborhood of p, or equivalently, in any Ui.
The space Ends(S) of all ends of S carries a natural totally disconnected, separa-
ble and compact topology (see [Ric63]). An end p ∈ Ends(S) is said to be planar if
it has a neighborhood homeomorphic to a domain in R2. An end p is planar and
isolated in Ends(S) if and only if a neighborhood is homeomorphic to an annulus.
This is equivalent to the existence of a surface S′ with boundary such that
• the boundary ∂S′ is homeomorphic to a circle;
• the interior S′ \ ∂S is homeomorphic to S;
• every sequence of points on S tending to p has a subsequence converging
in S′ to a point on ∂S′.
In intuitive terms, S′ is obtained from S by attaching a boundary circle to p. We
call such an S′ a bordification of S at p. By the Hausdorff property of Ends(S), the
last condition can be replace by “there exists a sequence on S tending to p which
converges in S′ to a point on ∂S′”.
If Σ is a Riemann surface, an end p ∈ Ends(Σ) is said to be a puncture if it has a
neighborhood conformally equivalent to the punctured disk {z ∈ C | 0 < |z| ≤ 1}.
We viewed z as a conformal local coordinate of Σ “centered at p”.
A holomorphic k-differential φ on Σ is said to have non-essential singularity of
degree d ∈ Z at a puncture p if in the local expression φ = φ(z)dzk under a con-
formal local coordinate z centered at p, the holomorphic function φ(z) has a non-
essential singularity of degree d at z = 0, namely, φ(z) = zdf(z) for f holomorphic
around 0 with f(0) 6= 0. A pole of order d ∈ Z is by definition a non-essential
singularity of order −d.
Remark 4.4. We allow poles to have nonpositive order, although this case is more
commonly referred to as removable singularities. In particular, they are included
when we talk about “poles of order less than k” in Theorem 1.3 (1) and Section 4.5.
4.4. Finite volume ends of convexRP2-surfaces. AsurfaceS endowedwith a con-
vex RP2-structure is referred to as a convex RP2-surface. Such an S is identified via
a developing map with the quotient of a properly convex domain Ω ⊂ RP2 by a
subgroup Γ ⊂ SL(3,R) acting properly discontinuous on Ω. The Hilbert metric gHΩ,
Buseman volume form νHΩ and Blaschke metric gΩ on Ω are all invariant under Γ,
hence descent to objects on S bearing the same names (compare Section 3.3).
By Corollary 4.3, the proportion between the Buseman volume form and the
volume form of the Blaschke metric on every convex RP2-surface S is bounded
from above and below by universal positive constants. A finite volume end of S is
by definition an end which has a neighborhood with finite volume under either of
these volume forms.
The following geometric characterization of finite volume ends is a straightfor-
ward consequence of works of Marquis [Mar12].
Theorem 4.5 ([Mar12]). Let Ω ⊂ RP2 be a properly convex domain and Γ be a subgroup
of SL(3,R) acting properly discontinuously onΩ. Then an end p of the convexRP2-surface
S = Ω/Γ is a finite volume end if and only if there is a parabolic projective transformation
a ∈ Γ with fixed point x ∈ ∂Ω and a closed ellipse E ⊂ RP2 preserved by a, such that
E \ {x} is contained in Ω and its quotient by a is embedded in S as a neighborhood of p.
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In otherwords, an end is a finite volume one if and only if it is projectively equiv-
alent to a cusp of a hyperbolic surface. In particular, such an end is topologically
trivial, i.e. an isolated planar end.
Outline of proof. The “if” part is simple: The interior E◦ of E equipped with its
Hilbert metric gHE◦ is isometric to the hyperbolic plane, with a corresponding to a
parabolic isometry. So any a-invariant ellipse strictly contained in E gives a neigh-
borhood of p with finite volume under gHE◦ , which has finite volume under the
Hilbert metric of S as well because gHE◦ dominates gHΩ by virtue of the fact that
E◦ ⊂ Ω.
To prove the “only if” part, we first show that p is an isolated planar end. Sup-
pose by contradiction that it is not the case, so that every neighborhood of p is a
surface of infinite type. Let U be a neighborhoodwith finite volume. We can pick a
non-elementary simple loop γ on S (where a simple loop γ is said to be elementary
if S \γ has a connected component homeomorphic to a punctured disk) such that a
connected component V of S \γ is a neighborhood of p contained in U . By [Mar12,
Proposition 5.12], the holonomy along γ is a hyperbolic projective transformation
with principal segment contained in Ω. Thus, by [Mar12, Proposition 5.9], we can
deform γ by free homotopy to a geodesic loop γ′, so that V gets deformed into a
neighborhood V ′ of p bounded by γ′, which still has finite volume. Since V ′ is itself
a convex RP2-surface of infinite type, the proof of [Mar12, Théorème 5.18] shows
that V ′ contains either infinitely many disjoint embedded ideal geodesic triangles
or infinitely many disjoint pairs of pants with non-elementary geodesic boundary
loops. But it is shown in [Mar12, Propositions 1.13 and 5.17] that each such triangle
or pair of pants has Buseman volume bounded from below by a universal constant.
Therefore, V ′ has infinite volume, a contradiction.
Now that p is an isolated planar end, we can pick a neighborhood U of p home-
omorphic to a punctured disk with boundary ∂U a simple loop. The holonomy
a ∈ SL(3,R) of S along ∂U is either hyperbolic, quasi-hyperbolic or parabolic and
a case-by-case check (see [Mar12, Propositions 5.21, 5.27]) shows that U can have
finite volume only when a is parabolic and p corresponds to the fixed point of a. It
follows (see [Mar12, Proposition 4.16]) that p admits the desired description. 
4.5. Finite volume ends and low-order poles. In view of the definition of finite
volume ends from the previous section, Part (1) of Theorem 1.3 is a consequence
of the following more general statement:
Theorem 4.6. Let Σ be a Riemann surface,φ be a nontrivial holomorphic k-differential on
Σ and p be an end of Σ. Then p has a neighborhood which has finite volume with respect to
the complete solution to the vortex equation on (Σ,φ) if and only if p is puncture at which
φ has a pole of order less than k.
Note that if Σ is a complete hyperbolic surface, so that the hyperbolic metric is
the complete solution to the vortex equation for the trivial k-differentialφ = 0, then
the statement of the theorem for φ = 0 is the well known fact that finite volume
ends of Σ are cusps. This follows from the classical fact that the convex core of a
complete hyperbolic surface has finite volume if and only if the surface is of finite
type, or alternatively from Theorem 4.5.
A key ingredient in the proof of Theorem 4.6 is a control on solutions to the
vortex equation around a low-order pole of the holomorphic k-differential:
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Lemma 4.7. Let φ be a holomorphic k-differential on D∗ := {z ∈ C | 0 < |z| < 1} with
a pole of order less than k at 0. Let g be a solution to the vortex equation on (D∗,φ) which
is complete at 0 (i.e. paths tending to 0 have infinite length under g) and g1 be the complete
conformal hyperbolic metric on D∗. Then we have
lim
z→0
κg(z) = −1, lim sup
z→0
g
g1
(z) ≤ 1.
Proof. Let g′ be a conformal metric on D∗ such that g′ = g on {0 < |z| < 1/3} and
g′ = g1 on {2/3 < |z| < 1}. Noting that κg ≥ −1, we can pick a sufficiently large
constantM such that the curvature ofMg′ is bounded from below by −1. Since g′
is complete, Yau’s Ahlfors-Schwarz lemma [Yau73] (see Remark 2.10) implies that
Mg′ ≥ g1. Therefore, on {0 < |z| < 1/3}we have
−1 ≤ κg = −1 + ‖φ‖2g ≤ −1 +Mk‖φ‖2g1 .
But it follows from the expressions
g1 =
|dz|2
|z|2 (log |z|)2 , φ =
f(z)
zk−1
dzk
(where f is holomorphic on {|z| < 1}) that ‖φ‖2g1 = |f(z)|2|z|2(log |z|)2k tends to 0
as z → 0, whence limz→0 κg(z) = −1.
The second assertion is deduced from the first one as follows. Given r > 0, we
consider the complete conformal hyperbolic metric
gr =
|dz|2
|z|2 (log |z| − log r)2
on the punctured disk {0 < |z| < r}. Since limz→0 κg(z) = −1, for any λ > 1 there
is 0 < r < 1 such that −1 ≤ κg(z) ≤ −λ−1 for 0 < |z| < r, so that we can apply the
Ahlfors-Schwarz lemma on {0 < |z| < r} to the metrics gr and λ−1g, and conclude
that gr ≥ λ−1g. As a result,
g
g1
(z) = g
gr
(z)gr
g1
(z) ≤ λ
(
log |z|
log |z| − log r
)2
whenever 0 < |z| < r. This implies the required lim sup because λ > 1 is arbitrary
and the fraction in the parentheses tends to 1 as z goes to 0. 
Proof of Theorem 4.6. Suppose phas a neighborhoodwith finite volumeunder g. We
first show that p is a puncture. To this end, we may suppose that Σ is a hyperbolic
Riemann surface (otherwise Σ is parabolic and p is clear a puncture) and let g0 be
the complete conformal hyperbolic metric on Σ. We have g ≥ g0 by Yau’s Ahlfors-
Schwarz lemma or, alternatively, by Lemma 2.9. So p is a finite-volume end with
respect to g0, hence a puncture (see the paragraph following Theorem 4.6).
By Theorem 2.11, the curvature κg = −1+‖φ‖2g is non-positive, so the conformal
ratio |φ| 2k /g = ‖φ‖ 2kg between singular flat metric |φ| 2k and g is at most 1. Thus, p
also has a neighborhood with finite volume under the volume form of |φ| 2k . By
Lemma B.2 in the appendix, φ has a pole or order at most k − 1 at p. This proves
the “only if” part.
The “if” part follows from Lemma 4.7: Identifying a neighborhood of pwith the
punctured disk D∗, the lemma implies that g ≤ Cg1 on {0 < |z| < ε} for some
constants C > 1 and 0 < ε < 1. But {0 < |z| < ε} has finite volume with respect to
g1, hence with respect to g as well. 
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The k = 3 case of Theorem 4.6 is a slightly more general version of results in
[BH13]. The “only if” statement for k = 3 is actually contained in [BH13] with an
approach different from the proof above, based on the projective geometry of finite
volume ends and the Hausdorff continuity property discussed in Section 4.1.
5. Bordification of cubic differentials around poles
The goal of this chapter is to give a geometric description of holomorphic k-
differentials around poles and define the bordification Σ′ used in Theorem 1.5.
5.1. Geometry of holomorphic k-differentials around poles. Given a holomor-
phic k-differential φ(z)dzk on a punctured neighborhood of z = 0 with a non-
essential singularity of degree d ∈ Z at 0 (see Section 4.3), there exists a conformal
local coordinate w = w(z) centered at 0 which brings φ into the normal form
(5.1) φ(z)dzk =

wddwk if d /∈ {−k,−2k, · · · },
R
wk
dwk (R ∈ C∗) if d = −k,( 1
wl
+A
)k dwk
wk
(A ∈ C) if d = −(l + 1)k with l ∈ Z+.
Moreover, R and Ak are independent of the choice of w. In particular, R is called
the residue of the holomorphic k-differential at the pole of order k. A proof for
the k = 2 case is given in [Str84, §6]. We adapted that proof to establish a similar
result for flat metrics in Lemma B.5 of Appendix B, from which the above normal
form follows. Indeed, the lemma provides a local coordinate w such that the flat
metric |φ(z)| 2k |dz|2 underlying φ(z)dzk coincides with the flat metric underlying
one of the above normal forms, hence φ(z)dzk expressed inw has the above normal
form up to a unimodular constant factor, and one brings it to the normal form after
multiplying w by a constant.
More important for our purpose is a geometric interpretation of the above nor-
mal form, as explained next. We consider a surface endowed with a holomorphic
k-differential as a 1k -translation surface with singularities. Namely, away from the
zeros of the k-differential, the surface admits local charts taking values in C and
transition maps being elements in the group
Aut(C, dzk) =
{
z 7→ e2mpii/kz + b | m ∈ Z, b ∈ C}
of automorphisms ofC preserving the k-differential dzk. Such surfaces can be con-
structed by gluing one or several polygonal regions in C along their sides through
elements in Aut(C, dzk) and are particularly known as translation surfaces and half-
translation surfaces when k = 1 and 2, respectively (see e.g. [Zor06]).
In particular, we refer to 1k -translation surfaces homeomorphic to S
1×[0, 1) as 1k -
translation ends. A 1k -translation end F is said to be regular if its underlying flat end
is regular in the sense of Appendix B, which means F is conformally a punctured
disk endowed with a nowhere vanishing holomorphic k-differential with a non-
essential singularity at the puncture. The degree of the non-essential singularity
is referred to as the degree of F . Two 1k -translation ends are called equivalent if
they are isomorphic as 1k -translation surfaces after removing a compact subset from
each of them.
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Given a 1k -translation end F , the total boundary curvature θ ∈ R and holonomy
translation t ≥ 0 of the underlying flat end discussed in Appendix B.2 are invari-
ants of F under the equivalence relation. By the expressions of flat metrics with
prescribed θ and t given in the table fromAppendix B.2, if F is regular with degree
d, then its total boundary curvature is θ = 2pi(d+ k)/k.
On the other hand, a complete set of conjugacy invariants for an element σ in
Aut(C, dzk) is the rotation part rot(σ) ∈ Zk := {e2mpii/k | m ∈ Z} together with
the translation trank(σ), where the latter takes values in the quotient C/Zk such
that trank(z 7→ z + h) is the image of h in the quotient while trank(σ) = 0 if rot(σ)
is nontrivial. While the rotation part of the holonomy of F is just eθi as for flat
ends (see Appendix B.2), the holonomy translation τ(F ) ∈ C/Zk, defined similarly
as for flat ends, is another invariant of F under equivalence. The norm |τ(F )| is the
holonomy translation of the underlying flat end and can be nonzero only when θ
is an integer multiple of 2pi, or equivalently, when the degree d is divisible by k.
A geometric formulation of the above normal form (5.1) is:
Proposition 5.1. The holonomy translation τ ∈ C/Zk of a regular 1k -translation end of
degree d fulfills the following restrictions:
• τ = 0 unless d ∈ {−k,−2k, · · · };
• τ 6= 0 if d = −k.
Given any d ∈ Z and τ ∈ C/Zk under these restrictions, up to equivalent, there exists a
unique regular 1k -translation end of degree d with holonomy translation τ .
Proof. As in the table following Theorem B.4 in the appendix, one checks that if
a regular 1k -translation end F of degree d is given by a holomorphic k-differential
with normal form (5.1), then the invariants R (when d = −k) and Ak (when d =
−(l + 1)k, l ∈ Z+) in the normal form both equal
( τ(F )
2pii
)k, while τ(F ) = 0 if
d ∈ {−k,−2k, · · · }. Therefore, the desired statements follow from the fact that
every regular 1k -translation end can be brought to one given by a holomorphic k-
differential in normal form. 
In summary, the degree d ∈ Z and the holonomy translation τ ∈ C/Zk form a
complete set of invariants for regular 1k -translation ends under equivalence. While
the normal form (5.1) provides realizations of prescribed invariants in an analytic
manner as shown by the above proof, the models constructed in Appendix B.2,
namely, cones, funnels, half-cylinders and grafted funnels, can be endowed with
1
k -translation structures and yield geometric realizations. More precisely,
• around apole of order k, a 1k -translation surface is locally a half-cylinderhH/hZ,
i.e. the quotient of hH = {hz | Im(z) ≥ 0} by the translation z 7→ z + h, endowed
with the k-differential dzk;
• around apole of ordern+kwithn ∈ Z+, a 1k -translation surface is locally either
a funnel of angle 2pin/k, or a grafted funnel of angle 2pil when n = kl, l ∈ Z+, as
shown by Figures B.1 and B.2 in the appendix.
Another model in the latter case is explained in the next section for later use.
5.2. Model built of half-planes. For applications in the next section and Chapter
6, we now assume k = 3 and show that around a pole of order greater than 3, a 13 -
translation surface is locally formed by one or several copies of the right half-plane
H := {z ∈ C | Re(z) ≥ 0} patched together through 2pi3 -rotations:
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Proposition 5.2. Let φ(z)dz3 be a holomorphic cubic differential defined on a punctured
neighborhood of z = 0 with a pole of order d = n+ 3 ≥ 4 at 0. Then there is a punctured
closed neighborhood U of 0 such that (U, φ(z)dz3) is isomorphic to a 13 -translation surface
obtained by assembling n copies ofH, denoted by H1, · · · , Hn, as in Figure 5.1.
Figure 5.1. Assembling n copies of H: each Hi+1 is glued to Hi
(the indices are counted mod n) by identifying the shaded region
at the bottom ofHi+1 with the one at the top ofHi through a map
of the form z 7→ e2pii/3z + z0. The distance ai between the two
shaded regions in each Hi is positive.
This generalizes the result in [DW15, Appendix A]. Here the overbars in the
notations indicate that we are considering closed neighborhoods and half-planes,
although this is not essential for our goal.
Proof. We call the 13 -translation surface constructed in Figure 5.1 themodel endwith
parameters a1, · · · , an and denote it by M(a1, · · · , an). Let L(a) ⊂ C denote the
region in the first picture of Figure 5.2, which is bounded by a vertical line segment
of length a and rays with slopes ±√3, so that M(a1, · · · , an) can be constructed
alternatively by gluing together L(a1), · · · , L(an) in a cyclic manner along their
boundary rays, as the picture shows.
Model ends are regular 13 -translation ends because their underlying flat surfaces
are complete, hence regular (see Lemma B.1). A model end with n parameters has
total boundary curvature −2npi/3, hence degree −(n + 3). Thus, the proposition
to be proved just states that every regular 13 -translation end of degree −(n + 3)
is equivalent to a model end with n parameters. By Proposition 5.1, if n is not
divisible by 3 then this is immediate, while in the case n = 3l with l ∈ Z+ we only
need to show that for any τ ∈ C/Z3 there exists a model end with n parameters
which has holonomy translation τ . This can be constructed from the model end
M(a, · · · , a) with n identical parameters through the following grafting operation:
Choose h ∈ C with Im(h) < 0 projecting to τ ∈ C/Z3. Take one of the n copies of
L(a) inM(a, · · · , a), choose a horizontal ray in it issuing from the vertical boundary
segment, then replace the ray with the skew half-band B ⊂ C bounded by the
segment from 0 to h and the rays R≥0 and h + R≥0. See the second picture in
Figure 5.2. SinceM(a, · · · , a) has zero holonomy translation, the resulting surface
is a regular 1k -translation end with holonomy translation τ . It becomes the desired
model end after removing a trapezoid from it, as indicated in the last picture. 
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Figure 5.2. Construction of model ends from L(a) and grafting.
Non-positively curved solutions to the vortex equation on (Σ,φ) can be esti-
mated on these half-planes:
Corollary 5.3. Under the settings of Proposition 5.2, let g be a solution to the vortex
equation on (Σ,φ) with non-positive curvature. Then there are constants C, r0 > 0 such
that for any given i ∈ {1, · · · , n}, if we write g = eu|dz|2 on Hi ∼= H, then
0 ≤ u(z) ≤ C|z| 12 e−
√
6|z| for all z ∈ Hi, |z| ≥ r0.
Proof. Around Hi, (Σ,φ) locally looks like Figure 5.3, from which it is clear that
there is a constant c > 0 only depending on the points ai, bi ∈ ∂Hi ∼= iR where
∂Hi−1 and ∂Hi+1 intersect ∂Hi, such that for every z ∈ Hi, the disk of radius |z|−c
centered at z (with respect to the flat metric |φ| 23 ) is contained in the union of all
the half-planes. This disk can be identified with ({ζ ∈ C | |ζ| < |z| − c}, dζ3) with
Figure 5.3. The maximal disk centered at z ∈ Hi ∼= H contained in
⋃n
j=1Hj .
z corresponding to ζ = 0. Writing g = ew(ζ)|dζ|2 on the disk, Theorem 2.15 gives
0 ≤ u(z) = w(0) ≤ C ′(|z| − c) 12 e−
√
6(|z|−c)
whenever |z| − c ≥ r′0, for some constants C ′, r′0 > 0. The required inequality
follows. 
Remark 5.4. A stronger estimate is given in [DW15, Theorem 5.7] with the upper
bound C|z|− 12 e−
√
6|z|. However, the exponent of the |z|-factor is nonessential for
our method in Sections 6.
5.3. Bordification at poles of order greater than 3. In this section, we fix a Rie-
mann surface Σ, a puncture p of Σ and a holomorphic cubic differential φ on Σ
with a pole of order d = n + 3 ≥ 4 at p. Our goal is to construct the bordification
Σ′ of Σ in Part (1) of Theorem 1.5. We first introduce the following definitions:
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• By a geodesic ray on (Σ,φ), we mean a unit-speed geodesic ray γ : [0,+∞)→ Σ
with respect to the flat metric |φ| 23 avoiding the zeros of φ. Let Gp denote the set of
all geodesic rays tending to the puncture p.
• A geodesic ray γ is characterized by the property that φ(γ˙) (the cubic differ-
ential φ evaluated at each velocity vector γ˙) is a unimodular complex constant. If
φ(γ˙) ≡ −1, we call γ a negative ray.
•A sector (resp. half-band) in (Σ,φ) is an open set whose closure is isometric to a
convex region in the Euclidean plane bounded by two rays issuing from the same
point (resp. two parallel rays and the line segment joining their endpoints).
• Geodesic rays α and β are said to be coterminal if they coincide up to a shift of
parameter, i.e. if α(t) = β(t+ t0) for some t0 ∈ R and all t ≥ max{−t0, 0}. If α and
β are either coterminal to each other, or coterminal to the two boundary rays of a
half-band, respectively, then they are said to be parallel.
With these definitions, we construct Σ′ by specifying its boundary and topology
as follows. First let “∼” denote the equivalence relation defined on Gp as follows:
- if α is negative, α ∼ β means α is coterminal to β;
- if α is not negative, α ∼ β means α and β are parallel, respectively, to the
two boundary rays of a sector not containing any negative ray.
Let Σ′ be the disjoint union Σ unionsq (Gp/ ∼) endowed with the topology generated by
open subsets of Σ together with all subsets of Σ′ of the form V ∪ ∂∞V , where
- V is a half-band or a sector such that both boundary rays of V are negative
rays tending to p;
- ∂∞V is the subset of Gp/ ∼ given by all geodesic rays contained in V .
Proposition 5.5. Σ′ is a bordification of Σ at p in the sense of Section 4.3. It has the
following properties:
(1) Every γ ∈ Gp, viewed as a path on Σ, converges in Σ′ to the point [γ] ∈ Gp/ ∼=
∂Σ′ represented by γ itself.
(2) The set Λ := {[γ] | γ ∈ Gp is not negative} has n points.
(3) Given negative rays α, β ∈ Gp, their limits [α], [β] ∈ ∂Σ′ \ Λ are in the same
connected component of ∂Σ′ \ Λ if and only if α and β are parallel.
The proof is given in the next section. We call Σ′ the negative ray bordification
of Σ at p because its boundary points, with the n exceptions from Λ, correspond
to negative rays tending to p. By the last property in the proposition above, every
connected component of ∂Σ′ \ Λ carries a natural metric isometric to the real line,
given by specifying the distance between [α] and [β] to be the width of a half-band
whose boundary rays are coterminal to α and β. Note that this might not be the
plain distance between the rays α and β, as they can start from the same point but
still be parallel with positive distance.
The negative ray bordification C′ of (C, dz3) at∞ (which is actually a compact-
ification) is essentially so defined that the projectivized Ţiţeica affine sphere em-
bedding δ0 : C
∼→ ∆ ⊂ RP2 (see Section 3.4) extends to a homeomorphism from C′
to the closed triangle ∆, as explained below.
Example 5.6. The cubic differential dz3 on C has a pole of order 6 at ∞. The set
G = G∞ of geodesic rays tending to∞ consists of all geodesic rays
γz,v : [0,+∞)→ C, γz,v(t) := z + vt,
where v ∈ S1 := {v ∈ C | |v| = 1}. By definition,
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• γz,v is negative if v3 = −1, namely, if v = e±pii/3 or −1;
• γz,v is non-negative if v3 6= −1. Two non-negative rays γz,v and γz′,v′ are
∼-equivalent if and only if v and v′ are in the same connected component
of S1 \ {v ∈ C | v3 = −1}.
In Figure 5.4, a schematic picture of the quotient set ∂∞C := G / ∼ is shown on
the left. Here, given v ∈ S1 with v3 6= −1, we let ∂(v)∞ C denote the point in ∂∞C
represented by any γz,v , so that
Λ := {[γ] ∈ ∂∞C | γ ∈ G is non-negative} = {∂(1)∞ C, ∂(ω)∞ C, ∂(ω
2)
∞ C},
where ω = e2pii/3. On the other hand, if v3 = −1, we denote
∂(v)∞ C := {[γz,v] ∈ ∂∞C | z ∈ C},
which can be identified with the real line, with points in one-to-one correspon-
dence with coterminal classes of negative rays in the direction v. Indeed, we have
a parametrization
(5.2) R→ ∂(v)∞ C, s 7→ [γisv,v(t)].
Using the coordinate expression of the projectivized Ţiţeica affine sphere em-
bedding (see Section 3.4)
δ0 : C
∼−→ ∆ = {[x1 : x2 : x3] | xi > 0} ⊂ RP2
δ0(z) = [e
√
2Re(z) : e
√
2Re(ω2z) : e
√
2Re(ωz)],
one checks that for any z ∈ C and v ∈ S1 with v3 6= −1,
lim
t→+∞ δ0(γz,v(t)) =

[1 : 0 : 0] if arg(v) ∈ (−pi3 , pi3 )
[0 : 1 : 0] if arg(v) ∈ (pi3 , pi)
[0 : 0 : 1] if arg(v) ∈ (pi, 5pi3 )
Namely, when [γ] ∈ Λ, the limit of δ0(γ(t)) is a vertex of the triangle ∆. On the
other hand, δ0 maps every line in the direction −1 (resp. e−pii/3, epii/3 ) to a line
in ∆ issuing from [1 : 0 : 0] (resp. [0 : 1 : 0], [0 : 0 : 1]), see Figure 1.1. More
specifically, we have
(5.3) lim
t→+∞ δ0(γisv,v(t)) =

[1 : e
√
6s : 0] if v = epii/3
[0 : 1 : e
√
6s] if v = −1
[e
√
6s : 0 : 1] if v = e5pii/3
Namely, when [γ] runs over each of the three lines ∂(v)∞ C with v3 = −1, the limit
runs over a corresponding edge of ∆. As a result, we get a natural bijective exten-
sion of δ0 from C to C′ = C unionsq ∂∞C, defined by
δ0 : C′ → ∆, δ0|C := δ0, δ0([γ]) := lim
t→+∞ δ0(γ(t)) for all γ ∈ G .
See Figure 5.4. Proposition 5.5 in this case is implied by the following continuity
property of the extension:
Lemma 5.7. The map δ0 is a homeomorphism.
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Proof. The topology defined onC′ is clearlyHausdorff. Since a continuous bijection
from a compact space to a Hausdorff space is a homeomorphism, we only need
to show that the inverse map δ−10 is continuous, or equivalently, δ0 maps every
V ∪ ∂∞V ⊂ C′ described in the paragraph preceding Proposition 5.5 to an open
subset of ∆. Since modifying V within a bounded set of C does not effect the latter
statement, we may suppose that V ⊂ C is either an angular region or a half-band
bounded by negative geodesics, typical examples of which are shown as V1 and
V2 in Figure 5.4. By virtue of the fact that δ0 maps every negative geodesic to a
Figure 5.4. The compactification C′ and the proof of Lemma 5.7.
line in ∆ with the limit behavior computed above, δ0(V ∪ ∂∞V ) is formed by the
region δ0(V ) ⊂ ∆ bounded by lines together with the open boundary part of the
region, as shown by the second picture in Figure 5.4. So δ0(V ∪ ∂∞V ) is open, as
required. 
The extension δ0 has the property that it preserves boundary metrics. Indeed,
each ∂(v)∞ Cwith v3 = −1 is a connected component of ∂∞C\Λ and the parametriza-
tion (5.2) is isometric with respect to the metric defined in the paragraph following
Proposition 5.5. On the other hand, every open line segment I ⊂ RP2 with end-
points a 6= b carries a metric given by the logarithm of cross-ratio (see Section 4.2).
If we consider the rescaled metric
d˜I(x, y) := 1√6 | log[a, x, y, b]| for all x, y ∈ I,
then, using the limit expressions (5.3), one checks that δ0 restricts to an isometry
from ∂(v)∞ C to an open edge I of ∆ equipped with the metric dI .
5.4. Bordified half-plane and proof of Proposition 5.5. Let H′ denote the open
subset of C′ formed by the right half-plane H = {z ∈ C | Re(z) > 0} and the
boundary part
∂∞H := ∂(e
pii/3)
∞ C ∪ {∂(1)∞ C} ∪ ∂(e
−pii/3)
∞ C ⊂ ∂∞C.
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The homeomorphism δ0 : C′ → ∆ mapsH′ to an open subset of the closed triangle
∆, sending ∂(e
pii/3)
∞ C and ∂(e
−pii/3)
∞ C isometrically to the open edges
I+ := {[1 : a : 0] | a > 0}, I− := {[a : 0 : 1] | a > 0}
of the triangle, respectively, and sending the point ∂(1)∞ C to the vertex [1 : 0 : 0]. In
other to prove proposition 5.5, we shall show that the localmodel of (Σ,φ) around p
formed by n copies ofH (see Proposition 5.2) extends to a local model of Σ′ around
the boundary formed by n copies of the bordified half-planeH′. In particular, this
provides Σ′ with manifold charts.
Proof of Proposition 5.5. By Proposition 5.2, a closed neighborhood of p is formed
by the half-planes H1, · · · , Hn. We view every geodesic ray in Hj , which has the
form γz,v : [0,+∞) → H ∼= Hj with z ∈ H, arg(v) ∈ [−pi, pi] (see Example 5.6 for
the notation), as an element of Gp. Conversely, one sees from the gluing pattern
of the half-planes that every γ ∈ Gp is coterminal to a ray γz,v in some Hj with
arg(v) ∈ (−pi3 , pi3 ].
To each Hj is associated a subset ∂∞Hj of Gp/ ∼ similar to the set ∂∞H ⊂ ∂∞C
defined above. Namely, let ∂±∞Hj (resp. ∂
(1)
∞ Hj) denote the subset (resp. the point)
in Gp/ ∼ given by the rays γz,v in Hj with v = e±pii/3 (resp. v = 1). We then put
∂∞Hj := ∂+∞Hj ∪ ∂(1)∞ Hj ∪ ∂−∞Hj , H ′j := Hj ∪ ∂∞Hj .
By definition of the topology on Σ′, H ′j is open in Σ′ because it is the union of all
subsets of the form V ∪∂∞V , where V ⊂ Hj is a translation of the open sector inHj
bounded by γ0,epii/3 and γ0,e−pii/3 . The definition of the topology also implies that
the obvious identification betweenH ′j and the bordified half-planeH′ = H∪∂∞H
is a homeomorphism.
Thus, H ′1, · · · , H ′n form an open covering of a neighborhood of Gp/ ∼. Since
H ′j is homeomorphic through δ0 to the open subset δ0(H′) of ∆, which is in turn
homeomorphic to a closed half-plane, Σ′ is a topological manifold with boundary.
To show that the boundary ∂Σ′ = Gp/ ∼=
⋃n
j=1 ∂∞Hj is homeomorphic to a
circle, note that on one hand, eachH ′j ∼= H′ is assembled withH ′j+1 ∼= H′ through
the self-homeomorphismofC′ induced by an automorphismof (C, dz3) of the form
z 7→ e2pii/3z+ z0, which sends the boundary part ∂−∞Hj+1 ∼= ∂(e
−pii/3)
∞ C to ∂+∞Hj ∼=
∂
(epii/3)
∞ C; on the other hand, ∂∞Hj is topologically identified through δ0 with the
“V shape” on the boundary of ∆ formed by the open edges I± and the vertex
[1 : 0 : 0], wtih ∂±∞Hj corresponding to I±. Therefore, ∂Σ′ is topologically the 1-
manifold obtained by assembling n copies of the V shape in such a way that the
I+-part in each copy is glued with the I−-part in the next copy by a rotation. Thus,
∂Σ′ is a circle.
Property (1) in the statement of the proposition is clear from definition. There-
fore,Σ′ is a bordification ofΣ at p in the sense of Section 4.3. A geodesic ray γ ∈ Gp is
non-negative if and only if γ is coterminal to some γz,v inHj with arg(v) ∈ (−pi3 , pi3 ),
which implies [γ] = ∂(1)∞ Hj . So the set Λ ⊂ ∂Σ′ given by non-negative rays meets
each H ′j exactly at the point ∂
(1)
∞ Hj , whence Property (2). Finally, α, β ∈ Gp are
parallel negative rays if and only if they are coterminal to rays in the sameHj with
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direction v = epii/3, which means [α] and [β] both belong to the connected com-
ponent ∂+∞Hj of ∂Σ′ \ Λ. This proves Property (3) and completes the proof of the
proposition. 
5.5. Third order poles. Assuming that φ has a pole of order 3 at a puncture p of
Σ, we construct in this section negative ray bordifications Σ′ of Σ at p similar to
the case of higher order poles, which is used in Part (2) of Theorem 1.5. Instead
of defining Σ′ abstractly as in Proposition 5.5, it is more convenient in this case to
give a local model of Σ′ directly in the spirit of Section 5.4.
At the endof Section 5.1, we identified a neighborhoodof pwith the half-cylinder
hH/hZ equipped with the cubic differential dz3. One checks that the conformal bi-
jection z 7→ w = exp ( 2piih z) from hH/hZ to the punctured disk {0 < |w| ≤ 1} sends
dz3 to
(
h
2pii
)3 dw3
w3 . Therefore, the residue of φ at p is R =
(
h
2pii
)3. There are three
cases:
(a) Re(R) > 0. In this case arg(h) ∈ (−pi3 , 0) ∪ (pi3 , 2pi3 ) ∪ (pi, 4pi3 ), so hH contains a
single cubic root of −1, which lies in the open half-plane hH.
(b) Re(R) = 0. In this case arg(h) is a multiple of pi3 , so there is a cubic root of −1
in hH and another on the boundary hR.
(c) Re(R) < 0. In this case arg(h) ∈ (− 2pi3 ,−pi3 ) ∪ (0, pi3 ) ∪ ( 2pi3 , pi), so hH contains
two cubic roots of −1.
In any case, given a cubic root v of −1 contained in hH, the union of hH with the
open interval ∂(v)∞ C in ∂∞C is an open subset of C′, while the translation z 7→ z+h
of hH extends to a self-homeomorphism of the union. In terms of the isometric
parametrization ∂(v)∞ C ∼= R (see (5.2) and the end of Section 5.3), the extension is a
translation on ∂(v)∞ Cwith translation length | Im(hv¯)| = h sin(θ), where θ ∈ (0, pi2 ] is
the angle from the ray vR≥0 to the line hR. By an abuse of notation, we let ∂(v)∞ C/hZ
denote the quotient of ∂(v)∞ C by the translation and let (hH∪ ∂(v)∞ C)/hZ denote the
quotient of the union, which is a topologically a half-open cylinder with boundary
circle ∂(v)∞ C/hZ.
In summary, for each v ∈ hH with v3 = −1, we obtained a bordification of the
half-cylinder hH/hZ by attaching to it the circle ∂(v)∞ C/hZ. This allows us to define
a bordification Σ′ of Σ at p by putting
Σ′ := Σ unionsq (∂(v)∞ C/hZ)
as a set and endowing it with a topology such that both Σ and (hH ∪ ∂(v)∞ C)/hZ =
(hH/hZ) ∪ (∂(v)∞ C/hZ) ⊂ Σ′ are open subspaces. We still call Σ′ the negative ray
bordification of Σ at p associated to v. The boundary ∂Σ′ = ∂(v)∞ C/hZ inherits a
metric from ∂(v)∞ Cwith perimeter | Im(hv¯)|.
6. RP2-structure around higher order poles
In this chapter, we prove Theorem 1.5 on extensibility of convex RP2-structures
to the negative ray bordifications defined in Chapter 5.
6.1. Reduction to local statements. Let Σ be a Riemann surface endowed with a
holomorphic cubic differentialφwith a pole of order d ≥ 3 at a puncture p ofΣ. Let
g be the complete solution to the vortex equation on Σ given by Theorem 2.11 and
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ι : Σ˜ → R3 be an equivariant affine spherical embedding with Blaschke metric g
and normalized Pick differentialφ (see Sections 3.1 and 3.2). To prove Theorem 1.5,
we need to extend the convex RP2-structureX = X(g,φ), given by the developing
map δ := P ◦ ι (where P : R3 \ {0} → RP2 is the projectivization), to the negative
ray bordification Σ′ constructed in Sections 5.3 and 5.5.
When d = n + 3 ≥ 4, by Proposition 5.2, p has a neighborhood formed by n
copies H1, · · · , Hn of the right half-planeH, and it is shown in Section 5.4 that we
can attach to eachHi an open interval ∂∞Hi on the boundary ∂Σ′ to form an open
covering H ′1, · · · , H ′n of a neighborhood of ∂Σ′, with the following properties:
• Each ∂∞Hi is separated by the point ∂(1)∞ Hi = Λ ∩ ∂∞Hi into sub-intervals
∂+∞Hi and ∂−∞Hi, such that each ∂+∞Hi = ∂−∞Hi+1 is a connected component of
∂Σ′ \ Λ and carries the metric given by parallel distance of negative rays.
• The identificationHi ∼= H extends toH ′i = Hi∪∂∞Hi ∼= H′ = H∪∂∞H ⊂ C′,
identifying ∂±∞Hi isometrically with ∂
(e±pii/3)
∞ C ⊂ ∂∞C.
•Writing g = eu|dz|2 on Hi ∼= H, we have 0 ≤ u(z) ≤ C|z| 12 e−
√
6|z| when |z| is
large enough (see Corollary 5.3).
As at the end of Section 5.3, we endow every open line segment in RP2 with
the metric given by 1√6 -times the logarithm of cross-ratio. In view of the above
properties, we obtain Part (1) of Theorem 1.5 by applying the following local result,
proved in Section 6.4 below, to every Hi:
Proposition 6.1. Let g = eu|dz|2 be a solution toWang’s equation on (H, dz3) satisfying
0 ≤ u(z) ≤ C|z|αe−
√
6|z| for all z ∈ H, |z| ≥ r
for some constants C,α, r > 0 and ι : H → R3 be an affine spherical immersion with
Blaschke metric g and normalized Pick differential dz3 such that δ := P ◦ ι : H → RP2
is injective. Then δ extends to a continuous injection H′ → RP2 sending ∂(epii/3)∞ C and
∂
(e−pii/3)
∞ C isometrically to open line segments in RP2 not collinear to each other.
Remark 6.2. While in our application the injectivity assumption on δ in Proposition
6.1 aswell as Proposition 6.4 below is satisfied because ι is a part of a complete affine
sphere, we can work in the more general setting of non-complete affine spheres, so
that δ is only a local diffeomorphism. The proof of Proposition 6.1 then still yields
a continuous extension δ : H′ → RP2 (compare Proposition 6.3), but showing local
injectivity of δ around the boundary ∂∞H requires some extra properties of δ, such
as being injective onH+a for a > 0 big enough. Although we do believe that such
a property can be proved in general, we stick with the original setting to avoid
overcomplication.
On the other hand, when d = 3, a neighborhood of p is identified with the half-
cylinder hH/hZ, where h ∈ C∗ is related to the residue R of φ at p by R = ( h2pii)3
(see Sections 5.1 and 5.5). Around p, the convex RP2-structure X is given by an
affine spherical immersion ι : hH→ RP2 satisfying ι(z+h) = H(ι(z)) for someH ∈
SL(3,R), which is the holonomy of X around p. However, writing the Blaschke
metric locally as g = eu|dz|2, where u is a function on the half-plane hH satisfying
u(z+h) = u(z), we nowonly have theweaker upper boundu(z) ≤ C|l(z)| 12 e−
√
6 l(z)
provided by Theorem 2.15, where l(z) is the distance from z to the boundary hR of
hH. When z goes to infinity along a ray t 7→ tv, the smaller the angle from the ray
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to hR, the weaker the decay exponent of u(tv) with respect to t. We are only able
to prove a similar extensibility result as Proposition 6.1 when this angle is bigger
than arcsin(
√
3
4 ) ≈ 0.14pi:
Proposition 6.3. Suppose θ1 ∈ (arcsin(
√
3
4 ),
pi
2 ] and v ∈ C, v3 = −1. Let g be a solution
to Wang’s equation on the sector
V1 := {teθiv | t > 0, |θ| < θ1}
with cubic differential dz3 and ι : V1 → R3 be an affine spherical immersion with Blaschke
metric g and normalized Pick differential dz3. Then δ := P◦ ι extends to a continuous map
δ : V1 ∪ ∂(v)∞ C→ RP2 sending ∂(v)∞ C isometrically to an open line segment I ⊂ RP2.
Here V1 ∪ ∂(v)∞ C is topologized as a subset of C′. Returning to the half-cylinder
hH/hZ, note that since the three rays in C generated by cubic roots of −1 have
angle 2pi3 between each other, we can choose at least one v ∈ hH with v3 = −1
such that the ray vR≥0 form an angle at least pi6 from hR, which is bigger than
arcsin(
√
3
4 ). Therefore, hH contains a sector V1 as above, so that Proposition 6.3
yields an extension δ : hH ∪ ∂(v)∞ C → RP2 of δ = P ◦ ι whose restriction to V1 ∪
∂
(v)
∞ C is continuous. But then δ itself is continuous because it is clear from the
discussions in Section 5.3 that hH\V1 does not have adherent points in ∂(v)∞ C. This
essentially establishes the extensibility statement in Theorem 1.5 Part (2), while for
the principality statement we further show:
Proposition 6.4. Let h ∈ C∗ and v ∈ hH be a cubic root of−1 with distance greater than√
3
4 away from hR. Suppose
• g = eu(z)|dz|2 is a solution to Wang’s equation on (hH, dz3) such that u ≥ 0 and
u(z + h) = u(z) for all z.
• ι : hH→ R3 is an affine spherical immersion with Blaschke metric g and normal-
ized Pick differential dz3 such that δ := P ◦ ι : hH→ RP2 is injective.
• δ : hH ∪ ∂(v)∞ C→ RP2 is the extension of δ provided by Proposition 6.3.
• x+ and x− are the endpoints of the segment I := δ(∂(v)∞ C) such that x+ (resp.
x−) is the limit of δ(ζ) as ζ ∈ ∂(v)∞ C tends to ∂(e
pii/3v)
∞ C (resp. ∂(e
−pii/3v)
∞ C).
Then δ is injective and there is a unique H ∈ SL(3,R) such that ι(z + h) = H(ι(z)) for
all z ∈ hH, which preserves I and has eigenvalues exp (√2 Re(e∓pii3 v−1h)) at x±.
We now finish the proof of Theorem 1.5 and postpone the above propositions to
subsequent sections.
Proof of Theorem 1.5 Part (2) assuming Propositions 6.3 and 6.4. As already explained,
identifying a neighborhood of the pole with hH/hZ, we can pick v ∈ hH satisfying
the assumption of Proposition 6.4. The negative ray bordification of Σ associated
to this v is Σ′ = Σ∪ (∂(v)∞ C/hZ), in which (hH∪∂(v)∞ C)/hZ is a neighborhood of the
boundary (see Section 5.5). Thus, the extension δ : hH∪∂(v)∞ C→ RP2 of δ provided
by Proposition 6.3 gives an extension ofX to a convexRP2-structure with geodesic
boundary on Σ′, with boundary holonomy given by H .
Since epii3 v−1 and e−pii3 v−1 are different cubic roots of unity, Proposition 6.4 im-
plies that the three eigenvalues ofH are e
√
2Re(h), e
√
2Re(ωh) and e
√
2Re(ω2h) (where
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ω = e2pii/3), which are exactly the values claimed in Theorem 1.3 because of the
relation R =
(
h
2pii
)3. These eigenvalues are distinct if and only if h3 6= ±1, or
equivalently, Re(R) 6= 0.
It is elementary to check, for v = epii3 ,−1 and e−pii3 respectively, that ifRe(R) > 0,
or equivalently, if arg(h) ∈ (−pi3 , 0) ∪ (pi3 , 2pi3 ) ∪ (pi, 4pi3 ), then exp
(√
2 Re(epii3 v−1h)
)
and exp
(√
2 Re(e−pii3 v−1h)
)
are the biggest and smallest eigenvalues ofH ; whereas
if Re(R) < 0 then one of the two is the intermediate eigenvalue. This shows thatX ′
has principal geodesic boundary if and only ifRe(R) > 0, completing the proof. 
Note that if g = |dz|2, so that the affine spherical immersion in question and its
projectivization are the maps ι0 and δ0 studied in Sections 3.4 and 5.3, the above
propositions can be easily verified. In fact, a key tool used to prove these propo-
sitions is the osculation map introduced in [DW15], which measures the deviation
between ι0 and an affine spherical immersion ι tangent to ι0 at a given point z0 with
the same normalized Pick differential dz3 but arbitrary Blaschke metric g.
Specifically, given a simply connected domain U ⊂ C and a solution g toWang’s
equation on (U, dz3), let
T 0(z2, z1),T (z2, z1) : Tz1U ⊕ R→ Tz2U ⊕ R
denote the parallel transports of the affine sphere connections D0 and D on TU ⊕R
associated to (|dz|2, dz3) and (g, dz3), respectively, along a path from z1 to z2 (see
Section 3.1). By Proposition 3.2, given a base point z0 ∈ U , we can write
ι0(z) = T 0(z0, z)1z, ι(z) = T (z0, z)1z.
We define the osculation map associated to g at z0 as
(6.1) P : U → SL(Tz0U ⊕ R), P (z) := T (z0, z)T 0(z, z0),
so that ι(z) = P (z)ι0(z) for all z ∈ U . Since δ0 = P ◦ ι0 is already well understood,
in other to prove the required statements on δ(z) = P(ι(z)) = P (z)δ0(z), we shall
analyze the asymptotic behavior of P (z) as z goes to infinity. This will be done in
Sections 6.3 and 6.5 below, after we collect some preliminary facts in Section 6.2.
6.2. Preliminaries. By the definition (3.2) of affine sphere connections, in the above
setting, the connections D0 and D, extended to the complexified vector bundle
(TU ⊕ R)⊗ C = TCU ⊕ C, are expressed under the frame (∂z, ∂z¯, 1) as
D0 = d +

0 1√2 dz¯ dz
1√
2 dz 0 dz¯
1
2 dz¯
1
2 dz 0
 , D = d +

∂u 1√2e
−udz¯ dz
1√
2e
−udz ∂¯u dz¯
1
2e
udz¯ 12eudz 0

In the sequel, we work with the global frame (e1, e2, e3) of TU ⊕ R introduced
in Section 3.4, under which we can write
D0 = d +
√
2 Re
dz ω2dz
ωdz
 , D = D0 + Ξ,
where Ξ := D − D0 ∈ Ω1(U,End(TU ⊕ R)) is expressed as a matrix valued 1-
form. By the above expressions of D and D0 under the old frame (∂z, ∂z¯, 1) and the
fact that (e1, e2, e3) is related to (∂z, ∂z¯, 1) by a constant change-of-basis matrix (see
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Section 3.4), the coefficients of every entry of Ξ are R-linear combinations of the
four functions eu − 1, e−u − 1, ∂xu and ∂yu.
Parallel transports of D and D0 are expressed as matrices in SL(3,R) under the
frame (e1, e2, e3). In particular, the osculation map (6.1) is considered as SL(3,R)-
valued through the identification SL(Tz0U ⊕ R) ∼= SL(3,R) given by the frame.
Recall from Section 3.4 that the parallel transport of D0 along a path from z ∈ U
to 0 (assuming 0 ∈ U ) is
T 0(0, z) =
e
√
2Re(z)
e
√
2Re(ω2z)
e
√
2Re(ωz)
 , where ω = e 2pii3 .
We need informations on eigenvalues of the inner automorphism AdT 0(0,z) of sl3R.
Given i, j ∈ {1, 2, 3}, let µij be the function on the circle S1 = {v ∈ C | |v| = 1}
defined by
µij(v) :=
√
2 Re
[
(ω1−i − ω1−j)v] ,
so that the eigenvalue of AdT 0(0,z) on the elementary matrix Eij ∈ sl3R (i 6= j) is
λij(z) = eµij(z/|z|)|z|.
Also denote µ(v) := maxi,j µij(v) = maxi 6=j µij(v). The function µij(v) can be
visualized as follows: Consider an equilateral triangle centered at 0 on the complex
plane C, with vertices labelled clockwise by 1, 2 and 3 such that the vertex 1 is at the
point v. Then µij(v) is
√
2-times the difference between the real parts of the vertices
i and j. One readily checks the following properties:
(1) µij(ωz) = µi+1,j+1(z) (where i, j ∈ {1, 2, 3} are counted mod 3). As a
consequence, µ(ωz) = µ(z).
(2) The maximum of µ(v) is
√
6 and is achieved when v3 = ±i.
(3) The minimum of µ(v) is 3
√
2
2 and is achieved when v
3 = ±1.
(4) If v ∈ S1, v3 6= ±1, then there is a unique (i, j) such that µij(v) = µ(v),
which is (1, 3) (resp. (1, 2)) if v = epii/6 (resp. v = e−pii/6) in particular.
(5) If v3 = ±1 then there are two (i, j)’s such thatµij(v) = µ(v), which are (1, 2)
and (1, 3) (resp. (1, 3) and (2, 3)) if v = 1 (resp. v = epii/3) in particular.
Let nv ⊂ sl3R denote the eigenspace of AdT 0(0,v) with largest eigenvalue, which
is generated by those Eij (i 6= j) with µij(v) = µ(v). By Property (1) above, nωv is
obtained from nv by a permutation of basis. It follows from Properties (4) and (5)
that nv has dimension 1 or 2 and the matrix product xy vanishes for all x, y ∈ nv .
In particular, nv is an abelian Lie subalgebra and generates the subgroup
Nv := exp(nv) = {exp(x) = I + x | x ∈ nv} ⊂ SL(3,R),
where I denotes the identity matrix.
6.3. Asymptotics of osculationmap. With the above notations, the asymptotic re-
sult on osculation maps needed for Proposition 6.1 is:
Proposition 6.5. Let V be a closed sector in C based at 0 and U be the ε-neighborhood of
V for some ε > 0. Let g = eu|dz|2 be a solution to Wang’s equation on (U, dz3) such that
0 ≤ u(z) ≤ C|z|αe−
√
6|z| for all z ∈ U, |z| ≥ r
for some constants α,C, r > 0. Let P : U → SL(T0U ⊕ R) ∼= SL(3,R) be the osculation
map associated to g at 0.
POLES OF CUBIC DIFFERENTIALS AND ENDS OF CONVEX RP2-SURFACES 39
(1) If V does not contain any cubic root of ±i, then P (z) admits a limit in SL(3,R)
as z goes to infinity in V .
(2) If there is a unique v ∈ V such that v3 = ±i, then there are continuous maps
P̂ : V → SL(3,R) and R : V → Nv such that
• P (z) = P̂ (z)R(z) for all z ∈ V ;
• P̂ (z) admits a limit in SL(3,R) as z goes to infinity in V ;
• ‖R(z) − I‖ ≤ C ′|z|α+1 for some constant C ′ > 0 and all z ∈ V , |z| ≥ r,
where ‖ · ‖ is a matrix norm.
We give below the proof of Part (2) and then only outline that of Part (1), as the
latter follows the same scheme and is simpler.
To be specific, wefix the norm ‖·‖ on 3×3matrices definedby ‖M‖ := maxi,j |Mij |.
Note that ‖AB‖ ≤ 3‖A‖ · ‖B‖. Given a scalar valued 1-form ξ on U , let |ξ| denote
the pointwise norm of ξ with respect to the metric |dz|2, while for a matrix valued
1-form Ξ we consider the pointwise norm ‖Ξ‖ := maxij |Ξij |.
Proof of Part (2). As seen in Section 6.2, the affine sphere connections D0 and D as-
sociated to (|dz|2, dz3) and (g, dz3) are expressed under the frame (e1, e2, e3) as
D0 = d +
√
2 Re
dz ω2dz
ω dz
 , D = D0 + Ξ,
where Ξ is a matrix valued 1-form whose coefficients are linear combinations of
eu − 1, e−u − 1, ∂xu and ∂yu. Since |eu − 1|, |e−u − 1| and |∆u| = 2|eu − e−2u| are
all majorized by a constant multiple of u when u is bounded, using the Schauder
estimates (see e.g. [Jos13, Corollary 1.2.7]) to control |∂xu| and |∂yu|, we obtain
(6.2) ‖Ξ‖(z) ≤ C1|z|αe−
√
6|z| for all z ∈ V , |z| ≥ r
for a constant C1 > 0. We proceed in the following steps.
Step 1. Define P̂ (z) and R(z). Suppose v ∈ V , v3 = ±i. By Properties (2) and
(4) in Section 6.2, the largest eigenvalue of AdT 0(0,v) on sl3R is
√
6, which has 1-
dimensional eigenspace nv generated by an elementary matrix Ei0j0 , i0 6= j0. Let
Ξnv := Ξi0j0Ei0j0 be the nv-component of Ξ (where Ξij denotes the (i, j)-entry of
Ξ) and consider the connection
D1 := D0 + Ξnv .
As D1 is not flat, its parallel transport T 1 depends on paths instead of just two
points. For every z ∈ V , consider the path Γz in V from 0 to z which first goes
straight from 0 to |z|v then goes from |z|v to z along the circle of radius |z| centered
at 0. We define the desired maps P̂ and R as
P̂ (z) := T (0, z)T 1(Γz), R(z) := T 1(Γ−1z )T 0(z, 0).
The definition immediately implies P (z) := T (0, z)T 0(z, 0) = P̂ (z)R(z).
Step 2. Estimate ofR(z). In order to controlR(z), we first consider a generalC1-
path γ : [0, T ] → U with γ(0) = 0 instead of Γz . Put U(t) := T 1(γ−1[0,t])T 0(γ(t), 0)
for t ∈ [0, T ], where γ−1[0,t] is the reverse path of γ|[0,t]. Computing the derivative of
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U(t) in view of Appendix A, we get
U ′(t) = ddt
(
T 1(γ−1[0,t])T 0(γ(t), 0)
)
= T 1(γ−1[0,t])A1(γ˙(t))T 0(γ(t), 0)− T 1(γ−1[0,t])A0(γ˙(t))T 0(γ(t), 0)
= T 1(γ−1[0,t])T 0(γ(t), 0) AdT 0(0,γ(t))(D1 − D0)(γ˙(t)) = U(t)λi0j0(γ(t))Ξnv (γ˙(t)),
whereA0 andA1 are thematrix valued 1-forms such that D0 = d+A0, D1 = d+A1,
and λij(z) = eµij(z/|z|)|z| is the eigenvalue of AdT 0(0,z) on Eij (see Section 6.2).
Write X(t) := λi0j0(γ(t))Ξnv (γ˙(t)) ∈ nv , so that U(t) is the solution to the ODE
U ′(t) = U(t)X(t) with initial condition U(0) = I . By virtue of the fact that the
matrix product xy vanishes for any x, y ∈ nv , the solution is given by
U(t) = exp
(∫ t
0
X(τ)dτ
)
= I +
∫ t
0
X(τ)dτ = I +
∫
γ|[0,t]
λi0j0Ξnv .
In particular, we have U(T ) =
∫
γ
λi0j0Ξnv . This generalizes to piecewise C1-paths
through approximation by C1-paths. Applying to the path Γz , we get
R(z) = I +
∫
Γz
λi0j0Ξnv ∈ Nv.
Inequality (6.2) and the fact that λij(z) = eµij(z/|z|)|z| ≤ e
√
6|z| (see Section 6.2)
imply ‖λi0j0Ξnv‖(z) ≤ C1|z|α for all z ∈ V , |z| ≥ r. By integration, we get
(6.3) ‖R(z)− I‖ ≤ C ′|z|α+1 for all z ∈ V , |z| ≥ r
for a constant C ′ > 0 depending on C1, α, V and the maximum of ‖λi0j0Ξnv‖ on
{z ∈ V | |z| ≤ r}. Thus, R(z) has the desired properties.
Step 3. Convergence of P̂ (tv). Noting that Γtv is the line segment from 0 to tv,
we compute the derivative of P̂ (tv) = T (0, tv)T 1(Γtv) in t similarly as in the above
computation of U ′(t) and get
d
dt P̂ (tv) = P̂ (tv) AdT 1(Γ−1tv )(D− D1)
(
∂t(tv)
)
= P̂ (tv) AdT 1(Γ−1tv )(Ξ− Ξnv )tv(v).
In order to analyze this ODE, we define a sl3R-valued 1-form Θ on U by specifying
Θz ∈ Hom(TzU, sl3R) as
Θz := AdT 1(Γ−1z )(Ξ− Ξnv )z = AdR(z) AdT 0(0,z)(Ξ− Ξnv )z.
Then P̂ (tv) is the solution to the initial value problem
(6.4) ddt P̂ (tv) = P̂ (tv)Θtv(v), P̂ (0) = I.
We shall show that ‖Θ‖(z) decays exponentially with respect to |z|. To this end,
we first estimate AdT 0(0,z)(Ξ − Ξnv )z . Recall from Section 6.2 that the eigenvalue
of AdT 0(0,z) on Eij is λij(z) = eµij(z/|z|)|z|. By assumption, for z ∈ V we have
(z/|z|)3 = ±i if and only if z/|z| = v, so Properties (2) and (4) of µij in Section 6.2
imply that µij(z/|z|) ≤
√
6 for all z ∈ V and the equality is achieved if and only if
z/|z| = v, (i, j) = (i0, j0). Therefore, there is a constant c > 0 such that
max
z∈V ,(i,j)6=(i0,j0)
µij(z/|z|) =
√
6− c.
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whence λij(z) ≤ e(
√
6−c)|z| for all z ∈ V and (i, j) 6= (i0, j0). Combining with (6.2)
and noting that Ξ−Ξnv is obtained from Ξ by removing the (i0, j0)-entry, we obtain
(6.5) ‖AdT 0(0,z)
(
Ξ− Ξnv
)
z
‖ ≤ C1|z|αe−c|z| for all z ∈ V , |z| ≥ r.
On the other hand, givenM = (Mij) ∈ sl3RwithMi0j0 = 0 andR = I+rEi0j0 ∈
Nv (r ∈ R), writing down AdRM explicitly, one sees that each of its entries is a sum
of at most three terms of the form rkMij with k = 0, 1 or 2. Therefore,
‖AdRM‖ ≤ 3
(
max
k=0,1,2
|r|k)‖M‖ = 3 max{1, ‖R− I‖2}‖M‖.
Using this inequality, we derive from (6.3) and (6.5) that
(6.6) ‖Θ‖(z) ≤ 3C1 max{1, C ′2|z|2α+2}|z|αe−c|z| for all z ∈ V , |z| ≥ r.
In particular,
∫ +∞
0 ‖Θtv(v)‖dt < +∞. This allows us to apply a classical ODE result
[DW15, Lemma B.1(ii)] to Eq.(6.4) and conclude that P̂ (tv) has a limit P̂ (∞) ∈
SL(3,R) as t→ +∞.
Step 4. Compare P̂ (z) with P̂ (tv). Every z ∈ V can be written as z = teθiv,
where t ≥ 0 and θ belongs to an interval [θ1, θ2] with θ1 < 0 < θ2. We finally need
to show that P̂ (teθiv) converges to P̂ (∞) uniformly in θ ∈ [θ1, θ2] as t → +∞. To
this end, consider the function Q : [θ1, θ2]× [0,+∞)→ SL(3,R) defined by
Q(θ, t) := P̂ (tv)−1P̂ (teθiv) = T 1(Γ−1tv )T (tv, 0)T (0, teθiv)T 1(Γteθiv)
= T 1(Γ−1tv )T (tv, teθiv)T 1(Γteθiv).
Using the identities (see Appendix A)
∂
∂θ
T (tv, teθiv) = T (tv, teθiv)A
(
∂θ(teθiv)
)
,
∂
∂θ
T 1(Γteθiv) = −A1
(
∂θ(teθiv)
)
T 1(Γteθiv),
we compute ∂∂θQ(θ, t) similarly as above and get
∂
∂θ
Q(θ, t) = Q(θ, t) AdT 1(Γ−1
teθiv
)
(
D− D1
) (
∂θ(teθiv)
)
= Q(θ, t)Θ(∂θ(teθiv)).
View this equation as anODEwith parameter t satisfied by everyQ(·, t), which has
initial valueQ(0, t) = I . Inequality (6.6) implies that ‖Θ(∂θ(teθiv))‖ → 0 uniformly
in θ as t → +∞, so we can apply another ODE result [DW15, Lemma B.1(i)] and
conclude that ‖Q(θ, t)− I‖ converges to 0 uniformly in θ, hence so does
‖P̂ (teθiv)− P̂ (tv)‖ = ‖P̂ (tv)(Q(θ, t)− I)‖ ≤ 3‖P̂ (tv)‖ · ‖Q(θ, t)− I‖.
It follows that P̂ (teθiv) converges to P̂ (∞) uniformly in θ, completing the proof of
Proposition 6.5 (2). 
Part (1) is proved by the same argument with simplifications. Namely, since
there is no v ∈ V with v3 = ±1, the spectral radius eµ(z/|z|)|z| of AdT 0(0,z) on the
whole sl3R is less than e(
√
6−c)|z| for a constant c > 0, so we have a more straight-
forward exponential decay property∥∥AdT 0(0,z) Ξ∥∥ ≤ C1|z|αe−c|z| for all z ∈ V , |z| ≥ r.
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This allows us to proceedwith P (z) exactly as howwe treat P̂ (z) in the above proof
and conclude that P (teθiv) converges to some P (∞) ∈ SL(3,R) uniformly in θ.
Combining the two parts of Proposition 6.5 yields:
Corollary 6.6. Under the hypotheses of Proposition 6.5, for each connected componentW
of V \{tv | t ≥ 0, v3 = ±i}, there exists PW (∞) ∈ SL(3,R) such that P (z) converges to
PW (∞) when z goes to infinity in any closed sector contained inW ∪ {0}. IfW1 andW2
are adjacent connected components separated by a ray vR≥0, then PW1(∞) and PW2(∞)
belong to the same left Nv-coset in SL(3,R).
Proof. The first statement follows from Proposition 6.5 (1) applied to closed sectors
contained inW ∪{0}. As for the second one, let S ⊂W1 ∪ (vR≥0)∪W2 be a closed
sector containing v in its interior, so that applying Proposition 6.5 (2) to S gives
P (z) = P̂ (z)R(z) on S with P̂ (z) converging to some P̂ (∞) ∈ SL(3,R) as z goes
to infinity in S. Let Π : SL(3,R) → SL(3,R)/Nv denote the projection, assigning
to each element of SL(3,R) its left Nv-coset. Then Π(P (z)) = Π(P̂ (z)) because
R(z) ∈ Nv . Given vi ∈Wi, i = 1, 2, we have limt→+∞ P (tvi) = PWi(∞), hence
P̂ (∞) = lim
t→+∞Π(P̂ (tvi)) = limt→+∞Π(P (tvi)) = Π(PWi(∞))
for i = 1, 2. It follows that Π(PW1(∞)) = Π(PW2(∞)), as required. 
6.4. Proof of Proposition 6.1. By a shift of coordinate, we can consider g = eu|dz|2
and ι as defined on H−1 = {z ∈ C | Re(z) > −1} instead of H. The hypothetic
inequality is still valid for u : H−1 → R after modifying the constants C and r. As
at the end of Section 6.1, let T 0 and T be the parallel transports of the affine sphere
connections on TH−1⊕R associated to (|dz|2, dz3) and (g, dz3), respectively, so that
we can write
ι0, ι : H−1 → T0H−1 ∼= R3, ι0(z) = T 0(0, z)1z, ι(z) = T (0, z)1z = P (z)ι0(z)
and hence δ(z) = P (z)ι0(z), where P (z) := T (0, z)T 0(z, 0) is the osculation map.
The idea of the proof is to define the values of δ on ∂∞H using δ0 and the limits
of P (z) or P̂ (z) from Proposition 6.5, so that δ has the built-in property
(?) for any sequence (zn) ⊂ H−1, lim
n→∞ zn = z∞ ∈ ∂∞H =⇒ limn→∞ δ(zn) = δ(z∞),
as well as the metric preserving property. Since H−1 ∪ ∂∞H is homeomorphic to
the closed upper half-plane H with ∂∞H corresponding to the boundary ∂H = R,
continuity and injectivity of δ will follow by a simple topological fact:
Lemma 6.7. Let f : H → RP2 be a map such that the restrictions f |H and f |R are both
continuous and injective. Suppose that for every sequence (zn)n=1,2,··· inH converging to
some x ∈ R, we have limn→∞ f(zn) = f(x). Then f is continuous and injective on H.
Proof. By the last hypothesis and the continuity of f |R, for any sequence (zn) in H
converging to x ∈ R we still have limn→∞ f(zn) = f(x). Thus, f is continuous
at every point of R, hence on the whole H. Given z ∈ H and x ∈ R, we pick a
neighborhood U of z in H and a sequence (zn) of points in H \ U such that f |U
is injective and limn→∞ zn = x. By injectivity of f |H, each f(zn) lies outside the
set f(U), which is an open subset of RP2 by Brouwer Invariance of Domain. As a
result, limn→∞ f(zn) = f(x) lies outside f(U), hence is different from f(z). This
shows f is injective. 
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Proof of Proposition 6.1. By Property (4) in Section 6.2, the subgroups Nv with v =
e±pii/6 are
N+ := Nepii/6 = {I + rE13 | r ∈ R}, N− := Ne−pii/6 = {I + rE12 | r ∈ R}.
ApplyingCorollary 6.6 to the closed right half-planeH ⊂ H−1, we getP+, P−, P0 ∈
SL(3,R) with P± in the same left N±-coset as P0, such that
lim
t→+∞P (te
θi) =

P− if − pi2 < θ < −pi6 ,
P0 if − pi6 < θ < pi6 ,
P+ if pi6 < θ < −pi2 .
Since the actions of both N+ and N− on RP2 fix [1 : 0 : 0], we have P+[1 : 0 : 0] =
P0[1 : 0 : 0] = P−[1 : 0 : 0]. We define the required extension δ : H−1∪∂∞H→ RP2
of δ by setting its values on ∂∞H = ∂(e
pii/3)
∞ C ∪ ∂(1)∞ C ∪ ∂(e
−pii/3)
∞ C as
δ(ζ) :=

P+δ0(ζ) if ζ ∈ ∂(e
pii/3)
∞ C,
P+[1 : 0 : 0] = P−[1 : 0 : 0] if ζ = ∂(1)∞ C,
P−δ0(ζ) if ζ ∈ ∂(e
−pii/3)
∞ C,
where δ0 is the extension of δ0 = P ◦ ι0 from Section 5.3. As seen in Section 5.3,
δ0 sends ∂(1)∞ C to [1 : 0 : 0] and sends ∂(e
pii/3)
∞ C and ∂(e
−pii/3)
∞ C isometrically to the
open line segments
I+ := {[1 : a : 0] | a > 0}, I− := {[a : 0 : 1] | a > 0}.
Since P± is in the same left N±-coset as P0, we can write P− = P+n+n− for
n± ∈ N±. Therefore, the map δ|∂∞H defined above is a composition
δ|∂∞H = P+ ◦ n′ ◦ δ0|∂∞H,
where n′ is the continuous map I+ ∪ [1 : 0 : 0] ∪ I− → RP2 restricting to the
identity on I+ ∪ [1 : 0 : 0] and to the projective transformation n+n− on I−. The
segments n+n−(I−) and I+ share the endpoint [1 : 0 : 0] and are not collinear.
As projective transformations preserve the cross-ratio, we conclude that δ|∂∞H is
continuous and sends ∂(e
pii/3)
∞ C and ∂(e
−pii/3)
∞ C isometrically to open line segments
not collinear with each other.
We now only need to verify Property (?). First assume z∞ ∈ ∂(e
pii/3)
∞ C, so that
z∞ = [γ] for a negative ray γ : [0,+∞) → H−1 of the form γ(t) = γ(0) + epii/3t
(see Section 5.3). The convergence zn → [γ] means that |zn| → +∞ as n → ∞
while the distance from zn to γ([0,+∞)) tends to 0. As a consequence, for any
ε > 0, zn is contained in the sector {z ∈ C | | arg(z) − pi3 | ≤ ε} for n big enough.
By Proposition 6.5 (1) applied to this sector, P (zn) converges to the above defined
P+. On the other hand, we have δ0(zn)→ δ0(z∞) by continuity of δ0 (Lemma 5.7),
hence δ(zn) = P (zn)δ0(zn)→ P+δ0(z∞) = δ(z∞), as required.
If z∞ ∈ ∂(e
−pii/3)
∞ C, Property (?) is proved in the same way. Finally, if z∞ is the
point ∂(1)∞ C, we consider the sectors
V+ := {0 < arg(z) < pi3 }, V− := {−pi3 < arg(z) < 0}, V := {−pi3 < arg(z) < pi3 }
Neighborhoods of ∂(1)∞ C in C′ are generated by all subsets of the form (x + V ) ∪
∂∞(x+V ), x > 0, where ∂∞(x+V ) ⊂ ∂∞C. In order to show that the image of the
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sequence (zn) by δ converges to δ(z∞) = P+[1 : 0 : 0] = P−[1 : 0 : 0], it is sufficient
to show it for the subsequences (zn) ∩ {z | Im(z) ≥ 0} and (zn) ∩ {z | Im(z) ≤ 0}
separately. Thus, we can assume either Im(zn) ≥ 0 for all n or Im(zn) ≤ 0 for all n.
In the case Im(zn) ≥ 0, the convergence zn → z∞ means that for any x ≥ 0, zn
is contained in x + V + for n big enough. By part (2) of Proposition 6.5, there are
continuous maps P̂+ : V + → SL(3,R) and R+ : V + → N+ such that
(i) P (z) = P̂+(z)R+(z) for all z ∈ V+;
(ii) P̂+(z) converges to some P̂+(∞) ∈ SL(3,R) as z →∞ in V+;
(iii) ‖R+(z)− I‖ ≤ C ′|z|α+1 for some C ′ > 0 and all z ∈ V+, |z| ≥ r.
Letting z go to infinity along a ray eθiR≥0 with θ ∈ (0, pi6 ) (or θ ∈ (pi6 , pi3 )) in (i), we
see that the limit P̂+(∞) in (ii) is in the same left N+-coset as P0 (or P+). Since N+
fixes [1 : 0 : 0], we have
P̂+[1 : 0 : 0] = P0[1 : 0 : 0] = P+[1 : 0 : 0] = δ(z∞).
We claim that for any neighborhood B of [1 : 0 : 0] in RP2, there exists a big
enough x0 > 0 such that x0 + V + is sent into B by the map z 7→ R+(z)δ0(z) from
V + to RP2. The proof is based on the coordinate expression
R+(z)δ0(z) =
1 r(z)1
1

 e
√
2Re(z)
e
√
2Re(ω2z)
e
√
2Re(ωz)
 =
e
√
2Re[(1−ω)z] + r(z)
e
√
2Re[(ω2−ω)z]
1
 ,
where |r(z)| = ‖R+(z)− I‖ ≤ C ′|z|α+1 for |z| ≥ r by (iii). For any z ∈ V + we have
√
2 Re[(1− ω)z] =
√
6 Re(e−pii/6z) ≥
√
6 ·
√
3
2 |z|.
Hence e
√
2Re[(1−ω)z] glows exponentially with respect to |z|. As a result, when |z|
is big enough, we have |r(z)| ≤ 12e
√
2Re[(1−ω)z], so that
e
√
2Re[(1−ω)z] + r(z) ≥ 12e
√
2Re[(1−ω)z].
Since e
√
2Re[(ω2−ω)z] = e
√
6 Im(z) ≥ 1, the claim follows from the above inequality
and the following one, which holds for all z ∈ x0 + V +:
e
√
2Re[(1−ω)z]/e
√
2Re[(ω2−ω)z] = e
√
2Re[(1−ω2)z] = e
√
6Re(epii/6z) ≥ e
√
6·
√
3
2 x0 .
The claim implies that the image of the sequence (zn) by themap z 7→ R+(z)δ0(z)
converges to [1 : 0 : 0]. As a result, δ(zn) = P (zn)δ0(zn) = P̂+(zn)R+(zn)δ0(zn)
converges to P̂+(∞)[1 : 0 : 0] = δ(z∞), proving Property (?) in the case z∞ = ∂(1)∞ C
and Im(zn) ≥ 0. The Im(zn) ≤ 0 case is proved in the same way. This establishes
Property (?) and completes the proof of Proposition 6.1.

6.5. Asymptotics of osculation map with weaker exponential decay. In order to
prove Proposition 6.3, we need the following variation of Proposition 6.5 under
weaker exponential decay assumption on u:
Proposition 6.8. Suppose 0 < θ0 < pi6 and v3 = ±1. Put
V := {teθiv ∈ C | t ≥ 0, |θ| ≤ θ0}
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and let U be the ε-neighborhood of V in C for some ε > 0. Let g = eu|dz|2 be a solution to
Wang’s equation on (U, dz3) such that
0 ≤ u ≤ C|z|αe−
√
6 c|z| for all z ∈ U, |z| ≥ r
for positive constants α, C, r and c such that
1
2
[
sin(θ0) + sin
(
pi
3 + θ0
)]
< c < sin
(
pi
3 + θ0
)
.
Let P : U → SL(T0U ⊕ R) ∼= SL(3,R) be the osculation map associated to g at 0. Then
there are continuous maps P̂ : V → SL(3,R) and R : V → Nv such that
• P (z) = P̂ (z)R(z) for all z ∈ V ;
• P̂ (z) admits a limit in SL(3,R) as z goes to infinity in V ;
• ‖R(z) − I‖ ≤ C ′|z|α+1e
√
6(sin(pi3 +θ0)−c)|z| for some constant C ′ > 0 and all
z ∈ V , |z| ≥ r.
Proof. Since the rotations by cubic roots of unity U 7→ ωkU , z 7→ ωkz (k = 1, 2)
preserve the cubic differential dz3, while any v with v3 = ±1 can be brought to 1 or
epii/3 by such rotations, we may suppose v = 1 or epii/3 without loss of generality.
We proceedwith v = epii/3, while the proof for v = 1 only has notational difference.
The proof is closely modeled on that of Proposition 6.5, so we mainly address
the necessary modifications. As in that proof, we write
D0 = d +
√
2 Re
dz ω2dz
ω dz
 , D = D0 + Ξ
and obtain through the Schauder estimate
(6.7) ‖Ξ‖(z) ≤ C1|z|αe−
√
6 c|z| for all z ∈ V , |z| ≥ r.
Step 1. Define P̂ (z) and R(z). Since v = epii/3, by Property (5) in Section 6.2, nv is
spanned by E13 and E23. Let Ξnv := Ξ13E13 + Ξ23E23 be the nv-component of Ξ
and define the connection
D1 := D0 + Ξnv .
Also let T 1 denote the parallel transport of D1 and define
P̂ (z) := T (0, z)T 1(Γz), R(z) := T 1(Γ−1z )T 0(z, 0),
so that P (z) = P̂ (z)R(z) for all z ∈ V .
Step 2. Estimate of R(z). We obtain the integral expression
R(z) = I + r1(z)E13 + r2(z)E23 ∈ Nv, where ri(z) =
∫
Γz
λi3Ξi3, i = 1, 2.
in the same way as in the proof of Proposition 6.5. Here λij(z) = eµij(z/|z|)|z| is the
eigenvalue of AdT 0(0,z) on Eij (see Section 6.2). We have
µ13(eθiv) =
√
2 Re[(1− ω)eθiv] =
√
6 cos
(
θ + pi6
)
=
√
6 sin
(
pi
3 − θ
)
,
µ23(eθiv) =
√
2 Re[(ω2 − ω)eθiv] =
√
6 cos
(
θ − pi6
)
=
√
6 sin
(
pi
3 + θ
)
.
For any z = teθiv ∈ V , since θ is in the interval [−θ0, θ0] with 0 < θ0 < pi6 , we get
(6.8) e
√
6 sin(pi3−θ0)|z| ≤ λ13(z), λ23(z) ≤ e
√
6 sin(pi3 +θ0)|z|.
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Combing this with Inequality (6.7) gives
(6.9) |λ13Ξ13|(z), |λ23Ξ23|(z) ≤ C1|z|αe
√
6(sin(pi3 +θ0)−c)|z| for all z ∈ V , |z| ≥ r
By integration, we get the required bound for ‖R(z)− I‖ = max{|r1(z)|, |r2(z)|}:
(6.10) ‖R(z)− I‖ ≤ C ′|z|α+1e
√
6(sin(pi3 +θ0)−c)|z| for all z ∈ V , |z| ≥ r,
where the constant C ′ > 0 depends on C1, α, V and the maximum of |λ13Ξ13| and
|λ23Ξ23| on {z ∈ V | |z| ≤ r}.
Step 3. Convergence of P̂ (tv). As in the proof of Proposition 6.5, we define a
sl3R-valued 1-form Θ on U by setting
Θz := AdT 1(Γ−1z )(Ξ− Ξnv )z = AdR(z) AdT 0(0,z)(Ξ− Ξnv )z.
Then P̂ (tv) solves the initial value problem of ODE
(6.11) ddt P̂ (tv) = P̂ (tv)Θtv(v), P̂ (0) = I.
We shall still show that ‖Θ‖ decays exponentially, although the proof is more
delicate in the current settings. We first estimate each entry of
AdT 0(0,z)(Ξ− Ξnv )z =
 Ξ11 λ12Ξ12 0λ21Ξ21 Ξ22 0
λ31Ξ31 λ32Ξ32 Ξ33

z
.
The norms of diagonal entries are controlled by Inequality (6.7). It follows from
(6.8) that λ31(z) = λ13(z)−1 and λ32(z) = λ23(z)−1 are bounded from above by
e−
√
6 sin(pi3−θ0)|z|, while the equality
µ12(eθiv) = −µ21(eθiv) =
√
2 Re[(1− ω2)eθiv] = −
√
6 sin(θ)
implies that λ12(z) and λ21 are bounded from above by e
√
6 sin(θ0) for all z ∈ V .
Combining these bounds with (6.7), we obtain, for all z ∈ V with |z| ≥ r,
|λ31Ξ31|(z), |λ32Ξ32|(z) ≤ C1|z|αe
√
6(− sin(pi3−θ0)−c)|z|,
|λ12Ξ12|(z), |λ21Ξ21|(z) ≤ C1|z|αe
√
6(sin(θ0)−c)|z|.
As a result, ‖AdT 0(0,z)(Ξ−Ξnv )z‖ has the same upper bound as the last one above.
For any R = I + r1E13 + r2E23 ∈ Nv andM = (Mij) ∈ sl3R, we see from the
explicit expression
AdRM =
1 r11 r2
1
M11 M12 0M21 M22 0
M31 M32 M33
1 −r11 −r2
1

=
M11 + r1M31 M12 + r1M32 r1M33 − r1M11 − r21M31 − r2M12 − r1r2M32M21 + r2M31 M22 + r2M32 r2M33 − r1M21 − r1r2M31 − r2M22 − r22M32
M31 M32 M33 − r1M31 − r2M32
 ,
that each entry of AdRM is a sum of at most 5 terms of the formMij , rkMij ,M33,
rkM33 or rl11 r
l2
2 M3j , where i, j, k ∈ {1, 2} and l1 + l2 ≤ 2. This implies
‖AdRM‖ ≤ 5 max
a=0,1, b=0,1,2
j=1,2
{‖R− I‖a‖M‖, ‖R− I‖b|M3j |}.
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Fix a constant r′ ≥ r such that the upper bound of ‖R(z) − I‖ in (6.10) is greater
than 1 when |z| ≥ r′. Using the above inequality, we derive from (6.10) and the
above estimates for each entry of AdT 0(0,z)(Ξ− Ξnv )z that
‖Θ‖(z) ≤ 5 ·max
{
C ′|z|α+1e
√
6(sin(pi3 +θ0)−c)|z|C1|z|αe
√
6(sin(θ0)−c)|z| ,(
C ′|z|α+1e
√
6(sin(pi3 +θ0)−c)|z|)2C1|z|αe√6(− sin(pi3−θ0)−c)|z|}
= 5C ′C1|z|2α+1 max
{
e
√
6(sin(pi3 +θ0)+sin(θ0)−2c)|z| ,
C ′|z|α+1e
√
6(2 sin(pi3 +θ0)−sin(pi3−θ0)−3c)|z|
}
for all z ∈ V , |z| ≥ r′. Since 2c > sin (pi3 +θ0)+sin(θ0) = 2 sin (pi3 +θ0)−sin (pi3 −θ0)
by hypothesis, enlarging r′ if necessary, we can suppose
e
√
6(sin(pi3 +θ0)+sin(θ0)−2c)|z| ≥ C ′|z|α+1e
√
6(sin(pi3 +θ0)−3c)|z|
whenever |z| ≥ r′, so that the above inequality on ‖Θ‖(z) amounts to
(6.12) ‖Θ‖(z) ≤ C2|z|2α+1e
√
6(sin(pi3 +θ0)+sin(θ0)−2c)|z| for all z ∈ V , |z| ≥ r′,
where C2 = 5C ′C1.
Inequality (6.12) implies
∫ +∞
0 ‖Θtv(v)‖dt < +∞, sowe can apply [DW15, Lemma
B.1(ii)] to Eq.(6.11) and conclude that P̂ (tv) converges to some P̂ (∞) as t→ +∞.
Step 4. Compare P̂ (z) and P̂ (tv). Consider the SL(3,R)-valued function Q
on [−θ0, θ0] × [0,+∞) given by Q(θ, t) := P̂ (tv)−1P̂ (teθiv). The computation of
∂
∂θQ(θ, t) in the proof of Proposition 6.5 is still valid and gives
∂
∂θ
Q(θ, t) = Q(θ, t)Θ(∂θ(teθiv)), Q(0, t) = I.
By Inequality (6.12), ‖Θ(∂θ(teθiv))‖ → 0 uniformly in θ ∈ [−θ0, θ0] as t → +∞.
Therefore, ‖Q(θ, t) − I‖ → 0 uniformly in θ by [DW15, Lemma B.1(i)], and this
implies P̂ (teθiv)→ P̂ (∞) uniformly in θ, completing the proof. 
6.6. Proof of Propositions 6.3 and 6.4.
Proof of Propositions 6.3. As in Section 6.4, by a shift of coordinate, we view g =
eu|dz|2 as defined on the sector V2 := V1 − v, which contains 0, and consider
ι0, ι : V2 → T0V2 ∼= R3, ι0(z) = T 0(0, z)1z, ι(z) = T (0, z)1z = P (z)ι0(z),
where P (z) := T (0, z)T 0(z, 0) is the osculation map.
Since sin(θ1) >
√
3
4 =
1
2 sin(
pi
3 ) by assumption, we can choose θ0 ∈ (0, pi6 ) small
enough such that
c := sin(θ1 − θ0) > 12 [sin(θ0) + sin
(
pi
3 + θ0
)
].
We will apply Proposition 6.8 to u on the sector
V := {teθiv ∈ C | t ≥ 0, |θ| ≤ θ0},
which is contained in V 1 with the property that the distance from any z ∈ V to ∂V1
is at least |z| sin(θ1− θ0) = c|z|, so that we can apply Theorem 2.15 to u on the disk
D(z, c|z|) ⊂ V2 and obtain
(6.13) 0 ≤ u(z) ≤ C|z| 12 e−
√
6c|z| for all z ∈ V , |z| ≥ r.
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The same argument applies to the translated sector V − v, which contains an ε-
neighborhood of V , and yields 0 ≤ u(z) ≤ C|z + v| 12 e−
√
6c|z+v| for all z ∈ V − v
with |z+v| ≥ r. But this implies that (6.13) still holds on V −v after modifying the
constants C and r, hence the hypothesis on u in Proposition 6.8 is satisfied.
Proposition 6.8 gives a factorization P (z) = P̂ (z)R(z) for all z ∈ V such that
P̂ (z)→ P̂ (∞) ∈ SL(3,R) as |z| → +∞while R(z) ∈ Nv satisfies
(6.14) ‖R(z)− I‖ ≤ C1|z| 32 e
√
6(sin(pi3 +θ0)−c)|z| ≤ C2e 3
√
2
4 |z| for all z ∈ V , |z| ≥ r1
for constants C1, C2, r1 > 0, where the last inequality follows from
sin(pi3 + θ0)− c < sin(pi3 + θ0)− 12 [sin(θ0) + sin
(
pi
3 + θ0
)
] = 12 sin
(
pi
3 − θ0
)
<
√
3
4 .
We can now define the required extension δ of δ = P ◦ ι by setting
δ|
∂
(v)
∞ C
= P̂ (∞) ◦ δ0|∂(v)∞ C,
where δ0 is the extension of δ0 = P ◦ ι0 from Section 5.3. As seen in Section 5.3, δ0
maps ∂(v)∞ C isometrically to an open edge Iv of the triangle ∆, hence δ maps ∂(v)∞ C
isometrically to the open line segment P̂ (∞)Iv .
We proceed to show that for any sequence (zn) inV2 tending to some z∞ ∈ ∂(v)∞ C,
the image δ(zn) converges in RP2 to δ(z∞) = P̂ (∞)δ0(z∞), which implies δ is
continuous. Suppose z∞ = [γ] for a negative ray γ : [0,+∞) → V2 of the form
γ(t) = γ(0) + tv, so that the convergence zn → [γ] means |zn| → +∞ as n → ∞
while the distance from zn to the ray γ([0,+∞)) = γ(0) + epii3 R≥0 tends to 0
(see Section 5.3). This implies zn ∈ V for n big enough, so we may suppose
zn ∈ V for all n. Since P̂ (zn) → P̂ (∞), in order to prove the required con-
vergence δ(zn) = P̂ (zn)R(zn)δ0(zn) → P̂ (∞)δ0(z∞), it is sufficient to show that
R(zn)δ0(zn)→ δ0(z∞).
To this end, we only treat the case v = epii3 , as the proof for v = −1 or e−pii3 only
has notational difference. We haveNepii/3 = {I+r1E13 +r2E23}r1,r2∈R by Property
(5) in Section 6.2, hence the coordinate expression
R(z)δ0(z) =
1 r1(z)1 r2(z)
1

 e
√
2Re(z)
e
√
2Re(ω2z)
e
√
2Re(ωz)
 =
 1 + r1(z)e
√
2Re((ω−1)z)
e
√
2Re((ω2−1)z) + r2(z)e
√
2Re((ω−1)z)
e
√
2Re((ω−1)z)
 .
Since |zn| → +∞ and the distance from zn to the ray γ(0) + epii3 R≥0 tends to 0,
we have the approximation Re((1 − ω)zn) ≈ −
√
3 ·
√
3
2 |zn| with error tending to
0. Combining with the upper bound (6.14) of ‖R(z) − I‖ = max{|r1(z)|, |r2(z)|},
we get
∣∣ri(zn)e√2Re((ω−1)zn)∣∣ → 0, i = 1, 2. As a result, R(zn)δ0(zn) has the same
limit in RP2 as δ0(zn), namely, δ0(z∞). This establishes the desired convergence
and completes the proof of Proposition 6.3. 
Proof of Proposition 6.4. Again, we shift the coordinate and view g and ι as defined
on hH−1 = {hz | Im(z) > −1}. Denote the vector bundle T(hH−1) ⊕ R simply by
E and let Ez := Tz(hH−1)⊕ R be its fiber over z ∈ hH−1.
Let τ∗ denote themap induced by the translation τ(z) = z+h on the vector bun-
dle E and τ∗z : Ez → Ez+h be its restriction to the fiber Ez . Since the metric g and
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cubic differential dz3 are preserved by τ , the affine sphere connection D associated
to (g, dz3) is preserved by τ∗. As a result, the parallel transport T of D satisfies
(6.15) τ∗z1 ◦ T (z1, z2) = T (z1 + h, z2 + h) ◦ τ∗z2
for all z1, z2 ∈ hH−1. The parallel transport T 0 of the affine sphere connection D0
associated to (|dz|2, dz3) has the same property.
We define the linear transformation H of E0 as
H := τ∗−h ◦ T (−h, 0) = T (0, h) ◦ τ∗0 ,
which belongs to SL(E0) ∼= SL(3,R) because both D and τ∗ preserve the volume
form dvolg∧1∗ onE (see Section 3.1). We obtain the required equivariance property
using (6.15) and the fact that τ preserves the section 1 of R ⊂ E:
H(ι(z)) = H ◦ T (0, z)1z = τ∗−h ◦ T (−h, z)1z
= T (0, z + h)τ∗z 1z = T (0, z + h)1z+h = ι(z + h).
Moreover,H is the unique element of SL(E0) satisfying ι(z+h) = H(ι(z)) because
ι(z) linearly spans E0 as z runs over hH−1.
To prove the statement on eigenvalues ofH , we compareH with the linear trans-
formationH0 ∈ SL(E0) defined in the same way asH but using the parallel trans-
port T 0 of D0 instead. Since τ∗ preserves the frame (e1, e2, e3) of E, H0 has the
same matrix expression as T 0(0, h) under the frame, namely (see Section 3.4),
H0 =
e
√
2Re(h)
e
√
2Re(ω2h)
e
√
2Re(ωh)
 , where ω = e2pii/3.
On the other hand, by definitions and (6.15), we have, for all z ∈ hH−1,
P (z + h)H0P (z)−1 = T (0, z + h)T 0(z + h, 0)T 0(0, h)τ∗0 T 0(0, z)T (z, 0)(6.16)
= T (0, z + h)T 0(z + h, h)T 0(h, z + h)τ∗zT (z, 0)
= T (0, z + h)T (z + h, h)τ∗0 = T (0, h)τ∗0 = H.
We can take the limit of (6.16) as z →∞ to get a relation betweenH0 andH in the
following way. Let V1 ⊂ hH be a sector verifying the hypothesis of Proposition 6.3
and V ⊂ V 1 be as in the above proof of Propositions 6.3, on which Proposition 6.8
can be applied and yields a factorization P (z) := T (0, z)T 0(z, 0) = P̂ (z)R(z) for
z ∈ V withR(z) ∈ Nv and limz∈V ,|z|→∞ P̂ (z) = P̂ (∞). Thus, if z and z+h are both
contained in V , (6.16) can be written as P̂ (z+h)R(z+h)H0R(z)−1P̂ (z)−1 = H , or
H0(H−10 R(z + h)H0)R(z)−1 = P̂ (z + h)−1HP̂ (z).
Since Nv is invariant under conjugation by diagonal matrices,H−10 R(z + h)H0 be-
longs toNv , hence so does (H−10 R(z+h)H0)R(z)−1. Letting z and z+h go to infinity
in V in the above equality, we get H0R0 = P̂ (∞)−1HP̂ (∞) for some R0 ∈ Nv , or
(6.17) H = P̂ (∞)H0R0P̂ (∞)−1.
The desired statement on eigenvalues of H can be deduced from (6.17). In fact,
the extension δ is so constructed that δ|
∂
(v)
∞ C
= P̂ (∞) ◦ δ0|∂(v)∞ C(see the above proof
of Proposition 6.3). As seen in Section 5.3, δ0 maps ∂(v)∞ C to an open edge Iv of
the triangle ∆, sending the endpoints ∂(e
pii/3v)
∞ C and ∂(e
−pii/3v)
∞ C of ∂(v)∞ C to the
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endpoints x+0 and x
−
0 of Iv which are ordered counterclockwise in Figure 5.4. A
case-by-case check for v = epii/3, −1 and epii/3 shows that H0R0 has eigenvalues
exp
(√
2 Re(e∓pii3 v−1h)
)
at x±0 for any R0 ∈ Nv (for example, if v = epii/3 then x−0 =
[1 : 0 : 0], x+0 = [0 : 1 : 0] and
H0R0 =
e
√
2Re(h) ∗
e
√
2Re(ω2h) ∗
e
√
2Re(ωh)

has eigenvalues e
√
2Re(h) = e
√
2Re(e
pii
3 v−1h) and e
√
2Re(ω2h) = e
√
2Re(e−
pii
3 v−1h) at x−0
and x+0 , respectively). By (6.17), H also has eigenvalues exp
(√
2 Re(e∓pii3 v−1h)
)
at
the endpoint x± = P̂ (∞)x±0 of I := δ(∂(v)∞ C) = P̂ (∞)Iv . We conclude the proof
of Proposition 6.4 by noting that x± is the limit of δ(ζ) = P̂ (∞)δ0(ζ) as ζ ∈ ∂(v)∞ C
tends to ∂(e
±pii3 v)
∞ C. 
7. Cubic differential around (piecewise) geodesic boundary
In this chapter, we finish the proof of Theorem 1.3 by establishing the “if” direc-
tion in Parts (2) and (3).
7.1. Blaschke curvature near boundary lines. Recall fromSections 3.3 and 4.1 that
every properly convex domainΩ inRP2 carries a Riemannianmetric gΩ and a cubic
differentialφΩ given by the Blaschkemetric and normalized Pick differential of the
affine sphereMΩ ⊂ R3 which projects to Ω. Following an idea in [BH13], we use
the Hausdorff continuity property in Section 4.1 to get controls on the curvature
κΩ of gΩ near line segments contained in the boundary ∂Ω and points where ∂Ω is
not C1 (i.e. point at which ∂Ω admits two non-collinear tangent lines):
Lemma 7.1. Let Ω ⊂ RP2 be a properly convex domain. Fix 0 < ε < 1.
(1) Suppose ∂Ω contains a line segment I . Then every point p in the interior of I has
a neighborhood B in RP2 such that κΩ > −ε in B ∩ Ω.
(2) Suppose ∂Ω is not C1 at a point p ∈ ∂Ω and fix an open triangle T ⊂ Ω with a
vertex at p. Then p has a neighborhood B in RP2 such that κΩ > −ε in B ∩ T .
Note that in the second part, for each of the two tangent rays to ∂Ω at p, the
boundary ∂Ω can either contain an initial segment of the ray or meet the ray only
at p. Figure 7.2 below illustrates an example where both situations occur. However,
if both rays are in the former situation, then the lemma just says that κΩ > −ε holds
in B ∩Ω for a neighborhood B of p, and this is the case needed in the next section.
Proof. (1) We may suppose I is a maximal segment on ∂Ω, i.e. the intersection of
∂Ω with a line in RP2. Let ∆ ⊂ Ω be the open triangle spanned by I and a point
x0 in Ω, see the first picture in Figure 7.1. Choose a point x1 ∈ ∆. Since the affine
sphere projecting to ∆ has flat Blaschke metric (see Section 3.4), the curvature κ∆
of the metric g∆ on ∆ vanishes. By Corollary 4.2, there exists a metric ball B ⊂ C
(under the Hausdorff distance given by a metric on RP2) centered at ∆ such that
every Ω′ ∈ B contains x1 and satisfies κΩ′(x1) > −ε.
For any x ∈ ∆, let fx ∈ SL(3,R) denote the projective transformationwhich pre-
serves ∆ and brings x to x1. Since κΩ(x) = κfx(Ω)(x1) (see Section 4.1), a sufficient
condition for κΩ(x) > −ε is fx(Ω) ∈ B. Therefore, we only need to find, for every
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point p in the interior of I , a neighborhood B of p in RP2 such that fx(Ω) ∈ B for
all x ∈ B ∩∆.
To this end, we work with the affine chart R2 ⊂ RP2 in which ∆ is the first
quadrant and x0 = (0, 0), x1 = (1, 1), so that the restriction of fx to the chart is given
by fx(y) =
(
y1
x1 ,
y2
x2
)
, where y1 and y2 denote the coordinates of y ∈ R2. Suppose p is
the point at infinity of lines inR2 with a fixed slope k > 0. Choose k0 > 0 satisfying
k0 < k < k
−1
0 and consider the sector ∆′ = {x ∈ R2 | k0 < x2/x1 < k−10 }. Then ∆′
is a triangle contained in ∆ with an edge I ′ ⊂ I containing p, see Figure 7.1.
Figure 7.1. Proof of Lemma 7.1 (1)
Given λ ∈ (0, 1) and a point a in the third quadrant −∆, we let La,λ denote the
region containing ∆ and bounded by the rays issuing from a with slopes −λ and
−λ−1. Such a region is a triangle in RP2, hence an element of C, with the following
key property: there are constants r0 > 0 and λ0 > 0 such that La,λ ∈ B whenever
‖a‖ := ((a1)2 + (a2)2) 12 < r0 and λ < λ0.
Since I is a maximal segment, for any λ > 0 we can take a sufficiently far away
from 0 such that Ω ⊂ La,λ. In particular, we fix a0 ∈ −∆ such that Ω ⊂ La0,k0λ0 .
Using the formula fx(La,λ) = Lfx(a), λx1/x2 , which follows from the expression of
fx, we check that
(7.1) fx(La0,k0λ0) ∈ B for all x ∈ ∆′ such that x1, x2 > ‖a0‖/r0.
Indeed, since k0 ≤ x2x1 ≤ k−10 for x ∈ ∆′, the λ-parameter of fx(La0,k0λ0) is less than
λ0, while x1, x2 ≥ ‖a0‖/r0 implies that the base point fx(a0) of fx(La0,k0λ0) has
norm less than a0. Thus, Property (7.1) is implied by the definition of r0 and λ0.
Since B is a Hausdorff metric ball centered at ∆ while we have the inclusion
relations ∆ = fx(∆) ⊂ fx(Ω) ⊂ fx(La0,k0λ0), if fx(La0,k0λ0) is contained in B, then
so does fx(Ω). Therefore, Property (7.1) implies that fx(Ω) ∈ B for all x ∈ U :=
{(x1, x2) ∈ ∆′ | x1, x2 > ‖a0‖/r0}. So B := U ∪ I ′ is a neighborhood of p in ∆
fulfilling the requirement.
(2) Take an open triangle ∆ containing Ω with two edges tangent to ∂Ω at p as in
Figure 7.2. Fix x1 ∈ ∆. Defining B and fx in the same way as in the proof of Part
(1), we only need to show fx(Ω) ∈ B for all x ∈ T close enough to p.
To this end, take small enough sub-triangles ∆1,∆2 ⊂ ∆ as in the picture, such
that for any convex domain Ω′ in ∆ with boundary containing p, we have Ω′ ∈ B
whenever Ω′meets both ∆1 and ∆2. It is then sufficient to show that fx(T ) ⊂ fx(Ω)
meets ∆1 and ∆2, or equivalently, T meets f−1x (∆1) and f−1x (∆2), when x ∈ T is
closed enough to p. But the latter statement is elementary to check by working on
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Figure 7.2. Proof of Lemma 7.1 (2)
the affine chart in which ∆ is the first quadrant and x1 = (1, 1), as in the second
picture in Figure 7.2. 
7.2. (Piecewise) geodesic boundaries and poles. Given a convex RP2-surface S,
if we identify S as the quotient of a properly convex domain Ω ⊂ RP2 through a
developing map, then the Blaschke metric and normalized Pick differential of S
defined in Section 3.3 are just the quotients of gΩ and φΩ, respectively. The infor-
mation on the curvature of gΩ obtained above allows us to show:
Theorem7.2. LetS′ be an oriented convexRP2-surface with geodesic or piecewise geodesic
boundary such that the boundary ∂S′ is homeomorphic to a circle. Let S be the interior of
S′, viewed as an open convex RP2-surface, and let g and φ be the Blaschke metric and
normalized Pick differential on S, respectively. Then the end of S at ∂S′ is conformally a
puncture (for the conformal structure underling g) at which φ has a pole of order at least 3.
Proof. Identify S′ as the quotient of a properly convex set Ω′ ⊂ RP2 by projective
transformations, so that S is the quotient of the interior Ω of Ω′. Then g and φ are
given by the metric gΩ and cubic differential φΩ on Ω.
The boundary ∂S′ being geodesic or piecewise geodesic means that every point
of ∂S′ is the image, by the quotient map Ω′ → S′, of either an interior point of a
line segment in ∂Ω or the junction point of two line segments in ∂Ω. By Lemma 7.1,
every such point has a neighborhoodB inRP2 such that κΩ = −1+‖φΩ‖2gΩ ≥ −1/2
on B ∩ Ω. As a consequence, ∂S′ has a neighborhood U ′ in S′ such that
(7.2) κg = −1 + ‖φ‖2g ≥ −1/2 in U := U ′ \ ∂S′.
After shrinking U ′ if necessary, we can identify the closure U of U in (S,J) con-
formally with the annulus {z ∈ C | r < |z| ≤ 1} for some r ∈ [0, 1) and write
φ = φ(z)dz3 in U , where φ is holomorphic and nowhere vanishing. By (7.2), the
conformal ratio between the flat metric |φ| 23 = |φ(z)| 23 |dz|2 and the metric g is
bounded from below by 2− 13 in U , so the completeness of g implies that the restric-
tion of |φ| 23 to U is complete. Using Lemma B.1, we conclude that r = 0 and φ has
a pole of order at least 3 at z = 0, as required. 
By construction of the one-to-one correspondence between convexRP2-structures
and cubic differentials explained in Sections 3.2 and 3.3, Theorem 7.2 implies that
under the hypotheses of Theorem 1.3, ifX admits an extensionX ′ as stated in Part
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(2) or (3), then p is a pole of order at least 3. Combiningwith the “only if” statements
of (2) and (3) already proved in Section 6, we get the required “if” statements.
Appendix A. Connections and parallel transports
In this appendix, we fix some notations on connections and parallel transports
used in Chapters 3 and 6. See e.g. [Tau11] for a survey of the background material.
Let (E,µ,D) be a SL(n,R)-vector bundle over a manifold M , namely, E is a
real vector bundle of rank n, D is a connection on E and µ is a volume form on
E preserved by D. The parallel transport T of D assigns to every oriented C1-path
γ : [a, b]→M a linear isomorphism between fibers
T (γ) : Eγ(a) → Eγ(b)
respecting the volume form µ, in such a way that
T (γ−1) = T (γ)−1, T (β)T (γ) = T (βγ),
where γ−1 is the reverse path of γ and β is any path starting from the point where
γ terminates. Note that the order of β and γ in our notation βγ for concatenation
is chosen in accordance with the notation for composition of transformations.
In terms of the matrix expression of the connection
D = d +A
under a unimodular frame of (E,µ) on an open set containing γ, the parallel trans-
port T (γ) is obtained by solving an ODE as follows: For every t ∈ [a, b], let γ[a,t] de-
note the restriction of γ to the interval [a, t] and view the parallel transport T (γ[a,t])
from Eγ(a) to Eγ(t) as a matrix in SL(n,R) by means of the frame. Then we have
d
dtT (γ[a,t]) +A(γ˙(t))T (γ[a,t]) = 0.
This equation together with the obvious initial condition T (γ[a,a]) = I determines
T (γ) = T (γ[a,b]).
In particular, ifM is contractible and D is flat, we let T (y, x) denote the parallel
transport of D along any path from the point x to y, which does not depend on the
choice of the path. If we write D = d + A and view T (y, x) as a matrix in SL(n,R)
under a unimodular frame as above, then the map
M ×M → SL(3,R), (y, x) 7→ T (y, x)
is characterized by the following properties:
• T (x, x) = I , T (x, y) = T (y, x)−1;
• Let ∂(2)X T (y, x) (resp. ∂(1)Y T (y, x)) denote the derivative of T (y, x) with re-
spect to the variable x (resp. y) along the tangent vector X ∈ TXM (resp.
Y ∈ TyM ). Then
∂
(2)
X T (y, x) = T (y, x)A(X), ∂
(1)
Y T (y, x) = −A(Y )T (y, x).
Appendix B. Ends of flat surfaces
A flat surface is a surface endowedwith a flat Riemannianmetric, or equivalently,
an atlas with local charts taking values in the Euclidean plane and transition maps
being Euclidean isometries. In this appendix, we collect results used in Sections
2.4, 4.5, 5.1 and 7.2 concerning oriented flat surfaces homeomorphic to the half-
open annulus S1× [0, 1). We call such a surface a flat end and study their properties
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“at infinity”, i.e. properties invariant under the following equivalence relation: flat
ends F1 and F2 are called equivalent if they have compact subsets C1 and C2 such
that there is an orientation preserving isometry from F1 \ C1 to F2 \ C2.
B.1. Regular flat ends. Since the curvature of the metric g = e2u(z)|dz|2 is κg =
−e−2u∆u, every flat end is equivalent to an annulus
Ωr := {z ∈ C | r < |z| ≤ 1}
with r ∈ [0, 1) endowed with the metric e2u(z)|dz|2 for some harmonic function u
on Ωr. It is a classical fact (see [ABR01, Theorem 9.15]) that for such a u there exists
a holomorphic function h on Ωr and a constant β ∈ R such that
u(z) = Reh(z) + β log |z|,
so we can write e2u(z)|dz|2 = |zeh(z)/β |2β |dz|2. Thus, every flat end F is equivalent
to one of the form (Ωr, |f(z)|2α|dz|2) with r ∈ [0, 1), α ∈ (0,+∞) for a nowhere
vanishing holomorphic function f on Ωr. We call F regular if r = 0 and f(z) has
a non-essential singularity at z = 0. This is clearly a property independent of the
choice of the conformal coordinate and invariant under equivalence.
Works of A. Huber [Hub57, Hub67] in much more general settings imply that if
a flat end is complete then it is regular:
Lemma B.1. Let f be a nowhere vanishing holomorphic function on Ωr and α > 0 be a
constant. Then the metric |f(z)|2α|dz|2 on Ωr is complete if and only if r = 0 and f(z)
has a pole of order at least 1/α at z = 0.
While the “if” part is elementary, the “only if” part follows from the following
formulation of Huber’s results (see [HT92, §1]), which is a far-reaching generaliza-
tion of the above classical fact for harmonic functions: Let u be aC2-function onΩr.
If the metric e2u(z)|dz|2 is complete and ∫Ωr |∆u| < +∞ (which means the metric
has finite total curvature), then we have r = 0 and
u(z) = Reh(z) + β log |z| − 12pi
∫
Ω0
log |z − ζ|∆u(ζ)dµ(ζ)
for a constant β ≤ −1 and a holomorphic function h on the whole disk {|z| ≤ 1},
where µ denotes the Lebesguemeasure. The case∆u = 0 implies the lemma above.
The next lemma shows that if a flat end is conformally a punctured disk, then
finiteness of volume implies regularity. For applications in Section 4.5, we allow f
to have zeros in the assumption:
Lemma B.2. Let f be a holomorphic function on Ω0 and α > 0 be a constant. Then the
function |f(z)|2α is L1 if and only if f(z) has a removable singularity or a pole of order
less than 1/α at z = 0.
Proof. The statement is elementary to check if f(z) have non-essential singularity
at z = 0, so we only need to show that if |f(z)|2α is L1 then the singularity of f at
z = 0 is not essential. To this end, we work with the coordinate w = 1/z, so that
the L1 condition amounts to
(B.1)
∫
0<|z|≤1
|f(z)|2αdµ(z) =
∫
|w|≥1
1
|w|4 |f(
1
w )|2αdµ(w) < +∞.
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We claim that for any non-negative subharmonic function F (w) on {|w| ≥ 1}, if∫
|w|≥1
1
|w|F (w)dµ(w) < +∞,
then F is bounded. To prove the claim, we consider the harmonic function HR
on the disk {|w| < R} whose boundary values coincide with the values of F on
{|w| = R}, for every R ≥ 1. The Poisson formula gives
HR(w) =
1
2piR
∫
|ζ|=R
R2 − |w|2
|w − ζ|2 F (ζ)|dζ| ≥ 0.
As a consequence, for any 1 ≤ r < R we have
max
|w|=r
HR(w) ≤ R+ r2piR(R− r)
∫
|ζ|=R
F (ζ)|dζ|.
Integrating this inequality with respect to R ∈ [2r,+∞) yields∫ +∞
2r
max
|w|=r
HR(w)dR ≤ 32pi
∫ ∞
2r
dR
R
∫
|ζ|=R
F (ζ)|dζ| = 32pi
∫
|w|≥2r
F (w)
|w| dµ(w).
By assumption, the last integral converges, hence so does the first one. This implies
(B.2) lim inf
R→+∞
max
|w|=r
HR(w) = 0.
On the other hand,HR plus the constant max|w|=1 F (w) majorizes F on the bound-
ary of the annulus {1 ≤ |w| ≤ R}, hence also on the whole annulus. It follows that
max
|w|=r
F (w) ≤ max
|w|=r
HR(w) + max|w|=1F (w).
With a fixed r ≥ 1, this holds for all R > r. Therefore, taking Inequality (B.2) into
account, we get max|w|=r F (w) ≤ max|w|=1 F (w), hence the claim.
The claim and Condition (B.1) imply that the subharmonic function F (w) =
|w|−3|f( 1w )|2α = |z|3|f(z)|2α is bounded as z runs over Ω0. It then follows from the
Big Picard Theorem that z = 0 is not an essential singularity of f , as required. 
B.2. Invariants and classification. Let E2 = (C, |dz|2) be the Euclidean plane and
Isom(E2) = {z 7→ az + b | |a| = 1, b ∈ C} be its orientation preserving isometry
group. A flat end F has a developing pair consists of a developing map δ : F˜ → E2
and a holonomy representation ρ : pi1(F )→ Isom(E2), well defined up to Isom(E2)-
conjugacy (see [Gol10]). In particular, let [∂F ] denote the generator of the funda-
mental group pi1(F ) ∼= Z carried by the boundary ∂F with the induced orientation,
then the conjugacy class of ρ([∂F ]) ∈ Isom(E2) is an invariant of F under the equiv-
alence relation.
Since every isometry σ ∈ Isom(E2) is determined up to conjugacy by its rotation
part rot(σ) ∈ SO(2) and translation length tran(σ) := min{|σ(z) − z| | z ∈ C}, the
invariant above boils down to rot (ρ([∂Ω])) and tran (ρ([∂Ω])). While we refer to the
latter as the holonomy translation of F and denote it by t(F ), the former is actually
cover by a finer invariant, the total boundary curvature θ(F ) ∈ R, defined as follows:
If the boundary ∂F is of class C2, so that the geodesic curvature κg : ∂F → Rwith
respect to the inward pointing normal is well defined and continuous, we put
θ(F ) :=
∫
∂F
κg.
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Given a smaller flat end F0 ⊂ F withC2-boundary such that F \F ◦0 is compact and
homeomorphic to an annulus (here F ◦0 := F0 \ ∂F0 denotes the interior), applying
the Gauss-Bonnet formula to the annulus, we get θ(F0) = θ(F ). It follows that
θ(F ) is invariant under equivalence and can be defined for flat ends with arbitrary
boundary by taking a smaller flat end with C2-boundary.
Remark B.3. One can generalize θ(F ) to non-flat ends by defining it as the limit of
total boundary curvature for an exhausting sequence of sub-ends. The limit exists
at least for ends of the form ({0 < |z| ≤ 1}, e2u|z|2β |dz|2) considered in [HT92]
(where u satisfies some regularity conditions) and equals 2pi(β + 1). A proof is
implicitly contained in [HT92, Proof of Thm 2.8]).
To have amore concrete grasp of θ(F ), we fix an arc-length preserving identifica-
tion ∂F ∼= R/LZ (where L > 0 is the length of ∂F ), which lifts to an identification
∂F˜ ∼= R, and view the above considered developing map δ restricted to ∂F˜ as a
parametrized curve δ : R ∼= ∂F˜ → E2. Then θ(F ) is the signed angle swept out
by the tangent vector δ′(t) ∈ Tδ(t)E2 ∼= C as t runs over the fundamental inter-
val [0, L], where the sign convention makes θ(F ) positive (resp. negative) if F has
locally strictly convex (resp. concave) boundary.
The equivariance property of the developing map with respect to the holonomy
implies δ(t+ L) = ρ([∂F ])(δ(t)), so the rotation part rot (ρ([∂F ])) of the holonomy
maps δ′(0) to δ′(L). As a result, the invariant rot (ρ([∂F ])) of F is covered by θ(F )
through the relation rot (ρ([∂F ])) = eθ(F )i. In particular, rot (ρ([∂F ])) is trivial if
and only if θ(F ) is an integermultiple of 2pi, and only in this case can the holonomy
translation t(F ) = tran (ρ([∂Ω])) be nonzero.
In summary, we obtained two invariants of flat ends under equivalence: the total
boundary curvature θ ∈ R and the holonomy translation t ≥ 0, the latter being
possibly nonzero only when θ ∈ 2piZ. Regular flat ends can be classified based on
these invariants:
Theorem B.4. If a flat end is regular, then its total boundary curvature θ and holonomy
translation t fulfill the following restrictions:
• t = 0 unless θ is a non-positive integer multiple of 2pi;
• t 6= 0 if θ = 0.
Given θ ∈ R and t ≥ 0 under these restrictions, up to equivalent, there exists a unique
regular flat end with total boundary curvature θ and holonomy translation t.
All the (θ, t)’s satisfying the restrictions are in the first column of the following
table, while the second column consists of the concrete flat ends constructed in
Figures B.1 and B.2, which clearly have the prescribed invariants.
invariants geometric model analytic model
θ > 0, t = 0 cone of angle θ
θ < 0, t = 0 funnel of angle −θ
|z|2( θ2pi−1)|dz|2
θ = 0, t > 0 half-cylinder with perimeter t
(
t
2pi
)2 |dz|2
|z|2
θ = −2pil (l ∈ Z+), t > 0 t-grafted funnel of angle 2pil
∣∣ 1
zl
+ t2pi
∣∣2 |dz|2|z|2
On the other hand, each metric in the third column of the table also defines a
regular flat end around z = 0with the prescribed invariants (compare Remark B.3).
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Figure B.1. Cone of angle θ, half-cylinder with perimeter t and
funnel of angle θ, constructed by gluing together a pair of bound-
ary lines of the flat surfaces indicated at the top, which are regions
in E2 when θ < 2pi. A cone or funnel is determined by its perime-
ter in addition to θ, but the equivalence class only depends on θ.
Figure B.2. t-grafting of a funnel of angle 2pil when l = 2: On the
left is a funnel of angle 4pi cut open along a ray. One adds to it a
half-band ofwidth t by gluing along boundary rays, so as to obtain
a flat end with holonomy translation t.
Indeed, {0 < |z| ≤ 1} endowed with the first twometrics is exactly isometric to the
respective geometric models in the second column, with isometry given by a map
of the form z 7→ w(z) = 2pi|θ|z
θ
2pi and z 7→ w(z) = t2pii log z for the first and second
metric, respectively. As for the last metric, we fix 0 < ε < (2pi/t)1/l and check that
the universal cover of the flat end F =
(
{0 < |z| ≤ ε}, ∣∣ 1
zl
+ t2pi
∣∣2 |dz|2|z|2 ) is
F˜ :=
(
{ζ ∈ C | Re(ζ) ≥ 0} ,
∣∣∣∣ 1εl elζ + t2pi
∣∣∣∣2 |dζ|2
)
→ F, ζ 7→ z(ζ) = εe−ζ
with deck translation ζ 7→ ζ + 2pii, while the map
δ : F˜ → E2 = (C, |dw|2), ζ 7→ w(ζ) = 1
lεl
elζ + t2pi ζ
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is an isometric immersion, hence a developing map of F . It maps the fundamental
interval on ∂F˜ from 0 to 2pii to a cycloid in E2 traced out by a point wrapping
around a circle l times and simultaneously shifting upwards by length t. It follows
that θ(F ) = 2pil and t(F ) = t.
We prove TheoremB.4 by showing that these analyticmodels capture all regular
flat ends, as the following lemma states:
Lemma B.5. Let f(z) be a holomorphic function defined on a neighborhood of z = 0 and
let α > 0, d ∈ Z. Then there exists a conformal local coordinate w = w(z) centered at
0 which brings the flat metric |zdf(z)|2α|dz|2 on a punctured neighborhood of 0 into the
following normal form:
|zdf(z)|2α|dz|2 =

|w|2αd|dw|2 if αd /∈ {−1,−2, · · · },
R|w|−2|dw|2 (R > 0) if αd = −1,
|w|−2|w−l +A|2|dw|2 (A ≥ 0) if αd = −(l + 1) with l ∈ Z+.
The proof is adapted from [Str84, §6], where a similar normal form for mero-
morphic quadratic differentials (see Section 5.1) is established.
Proof. Choose a sufficiently small diskD = {|z| < ε}wherewepick a single-valued
branch of log f(z) so as to define f(z)α. We then get a convergent power series
f(z)α = a0 + a1z + a2z2 + · · · , a0 6= 0.
Case 1. If αd /∈ {−1,−2, · · · }, we define a holomorphic function g(z) onD with
g(0) 6= 0 by the convergent power series
g(z) := a0
αd+ 1 +
a1z
αd+ 2 +
a2z
2
αd+ 3 + · · · .
Choose a sufficiently small sub-disk D′ = {|z| < ε′} ⊂ D where we pick a single-
valued branch of log g(z) and set w(z) := zg(z) 1αd+1 . Then w is a conformal local
coordinate centered at 0. Viewing zαd and w(z)αd as functions on the universal
cover of D′ \ {0}, we can write
w(z)αd+1 = zαd+1g(z) = a0z
αd+1
αd+ 1 +
a1z
αd+2
αd+ 2 +
a2z
αd+3
αd+ 3 + · · · .
Note that the derivative of the last series is zαdf(z). It follows that
(
w(z)αd+1
)′ =
(αd+ 1)w(z)αdw′(z) = zαdf(z)α, whence
|αd+ 1||w|αd|dw| = |αd+ 1||w(z)|αd|w′(z)||dz| = |z|αd|f(z)|α|dz|.
Therefore, we obtain the required coordinate after scaling w by a constant.
Case 2. If αd = −1, we set
w(z) := z exp
(
a1
a0
z + a22a0
z2 + a33a0
z3 + · · ·
)
,
so that w is a conformal local coordinate around 0 satisfying a0w(z)−1w′(z) =(
a0 logw(z)
)′ = z−1f(z)α. We have |z|−1|f(z)|α|dz| = |a0||w|−1|dw|, as required.
Case 3. If αd = −(l + 1) with l ∈ Z+, then
f(z)α
zl+1
= a0
zl+1
+ · · ·+ al
z
+ al+1 + al+2z + · · ·
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is a holomorphic function on D \ {0}with primitive
al log z +
1
zl
(b0 + b1z + b2z2 + · · · ) =: al log z + 1
zl
η(z)
defined on the universal cover of D \ {0}, where bl = 0 and bn = an/(n − l) for
n 6= l. By the Implicit Function Theorem, there is a holomorphic function h(z) on
a neighborhood of z = 0 such that
alz
lh(z) + e−lh(z) = η(z),
so that w(z) := zeh(z) satisfies al logw+ 1wl = al log z +
1
zl
η(z). Taking derivatives,
we obtain (
al
w(z) −
l
w(z)l+1
)
w′(z) =
(
al log z +
1
zl
η(z)
)′
= f(z)
α
zl+1
,
and hence∣∣∣∣ lwl − al
∣∣∣∣ |dw||w| =
∣∣∣∣ alw(z) − lw(z)l+1
∣∣∣∣ |w′(z)||dz| = |f(z)|α|z|l+1 |dz| = |zdf(z)|α|dz|.
Therefore, we obtain the required coordinate after multiplying w by (−l)−1/l. 
Proof of Theorem B.4. For different values of (θ, t) satisfying the restrictions, the cor-
respondingmetrics in the third column of the above table give regular flat ends not
equivalent to each other. By Lemma B.5, every regular flat end is equivalent to a
unique one among them, hence the theorem. 
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