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ABSTRACT
Electrical generation units (EGUs) are important sources of nitrogen oxides (NOx) that contribute
to ozone air pollution. A dynamic management system can anticipate high ozone and dispatch
EGU generation on a daily basis to attempt to avoid violations, temporarily scaling back or
shutting down EGUs that most influence the high ozone while compensating for that generation
elsewhere. Here we investigate the contributions of NOx from individual EGUs to high daily ozone,
with the goal of informing the design of a dynamic management system. In particular, we
illustrate the use of three sensitivity techniques in air quality models—brute force, decoupled
direct method (DDM), and higher-order DDM—to quantify the sensitivity of high ozone to NOx
emissions from 80 individual EGUs. We model two episodes with high ozone in the region around
Pittsburgh, PA, on August 4 and 13, 2005, showing that the contribution of 80 EGUs to 8-hr daily
maximum ozone ranges from 1 to >5 ppb at particular locations. At these locations and on the
two high ozone days, shutting down power plants roughly 1.5 days before the 8-hr ozone
violation causes greater ozone reductions than 1 full day before; however, the benefits of shutting
down roughly 2 days before the high ozone are modest compared with 1.5 days. Using DDM, we
find that six EGUs are responsible for >65% of the total EGU ozone contribution at locations of
interest; in some locations, a single EGU is responsible for most of the contribution. Considering
ozone sensitivities for all 80 EGUs, DDM performs well compared with a brute-force simulation
with a small normalized mean bias (–0.20), while this bias is reduced when using the higher-order
DDM (–0.10).
Implications: Dynamic management of electrical generation has the potential to meet daily
ozone air quality standards at low cost. We show that dynamic management can be effective at
reducing ozone, as EGU contributions are important and as the number of EGUs that contribute to
high ozone in a given location is small (<6). For two high ozone days and seven geographic
regions, EGUs would best be shut down or their production scaled back roughly 1.5 days before
the forecasted exceedance. Including online sensitivity techniques in an air quality forecasting
model can provide timely and useful information on which EGUs would be most beneficial to shut
down or scale back temporarily.
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Introduction
Electrical power generation in the United States has
been growing every year since 1950 and is projected
to grow by another 24% between 2013 and 2040
(Energy Information Administration [EIA], 2013).
Nearly 70% of all net U.S. electricity generation dur-
ing 2011 was from fossil-fuel sources, with 42% of
that electricity produced from coal combustion (EIA,
2012). In many areas of the United States, coal-fired
power plants will continue to comprise the majority
of generating sources (EIA, 2013), even as environ-
mental regulations become more stringent and coal
faces increasing competition from other fuels. During
coal combustion, many atmospheric pollutants are
formed including oxides of nitrogen (NOx = NO +
NO2). Electrical generation units (EGUs) accounted
for 13% of all US anthropogenic NOx emissions in
2011, 86% of which resulted from electricity genera-
tion from coal (EPA, 2014). Emissions of NOx from
EGUs are a major contributor to the formation of
tropospheric ozone (O3) in many regions (Gego
et al., 2008), which is a concern for air quality in
the United States and elsewhere for its effects on
health and the environment.
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The United States now routinely forecasts daily air
quality using state-of-the-art air quality models, pro-
jecting episodes of high ozone and other pollutants 48
hr in advance (Eder et al., 2010; National Oceanic and
Atmospheric Administration [NOAA], 2013). As air
quality forecasting continues to mature, the informa-
tion it provides can increasingly be used to support
daily actions to reduce emissions, and this dynamic
approach to air quality management can help reduce
exceedances of air quality standards in a way that
would reduce the need for more permanent emission
reductions from sources (National Research Council
[NRC], 2004). In particular, the electric power sector
can potentially contribute to a daily dynamic manage-
ment system to avoid daily exceedances of the 8-hr
ozone standard. Electric utilities and transmission sys-
tem operators already make electricity generation sche-
duling decisions on a day-ahead basis, redispatching
power plants as demand changes and as generators,
transmission lines, and other equipment in the electric
grid are taken off line (e.g., for maintenance). EGUs
that most strongly influence a projected ozone excee-
dance could potentially reduce their output or be shut
down, with that generation compensated for by
increases in generation elsewhere where there is no
high ozone forecast. Flexible pollution control units
(on plants so equipped) could also be activated in
response to anticipated ozone exceedances, with a cor-
responding increase in production cost. While ozone
mitigation strategies are employed periodically by own-
ers of EGUs, such as by turning on control units, air
pollution concerns do not influence daily electrical dis-
patching decisions on a widespread or routine basis
(National Association of Clean Air Agencies
[NACAA], 2015).
Although the potential for a dynamic air quality
management system that focuses on daily ozone excee-
dances by influencing daily electrical generation com-
mitment and dispatch decisions may be limited by our
current ability to accurately predict high ozone epi-
sodes, such dynamic management can be informed
through the use of sensitivity techniques that quantify
the sensitivities of high ozone to emissions from indi-
vidual power plants. Actions to shift generation can
then target the power plants that most influence the
high ozone concentrations in particular locations.
Current air quality models contain online sensitivity
techniques that allow estimation of the sensitivity of
output parameters (concentrations) to input para-
meters (emissions), in addition to modeling pollutant
concentrations. One such method, the direct decoupled
method (DDM), uses the underlying atmospheric diffu-
sion equations within an air quality model to produce
sensitivity coefficients, which can then be used to esti-
mate the sensitivity to changes in emissions, back-
ground concentrations, and chemical reaction rates
(Dunker, 1984). DDM significantly reduces run time
versus other methods that obtain similar results
(Dunker, 1984; Yang et al., 1997).
DDM has been used previously to estimate the
relative impacts of domain-wide reductions in anthro-
pogenic NOx and VOCs on ozone concentrations
(Simon et al., 2013). Dunker et al. (2002) implemen-
ted DDM in the Comprehensive Air Quality Model
with Extensions (CAMx) to show that first-order sen-
sitivity coefficients accurately describe model response
to domain-wide area-source NOx perturbations up to
40% when compared to brute-force calculations, and
this finding was supported by Zhang et al. (2005) and
Cohan et al. (2005). DDM was enhanced to include
higher order terms to account for nonlinearities in
ozone production, referred to as the higher order
direct decoupled method (HDDM), which was
shown to also agree well with brute force for up to
a 50% perturbation in domain-wide anthropogenic
emissions (Hakami et al., 2003; Hakami et al., 2004;
Simon et al., 2013). DDM and the brute-force method
compare well for smaller NOx perturbations for
hypothetical single source impacts on downwind
ozone (Kelly et al., 2015).
Several approaches have been used to isolate the
impacts of single sources on downwind ozone in
photochemical grid models, including DDM (Baker
and Kelly, 2014; Bergin et al., 2008; Cohan et al.,
2005; Cohan et al., 2006; Kelly et al., 2015), brute-
force sensitivity (Baker and Kelly, 2014; Bergin et al.,
2008; Cohan et al., 2005; Kelly et al., 2015; Zhou et al.,
2012), and source apportionment (Baker and Kelly,
2014). Modeled sensitivities of ozone to emissions
from specific facilities are generally similar using
DDM and brute-force techniques, at 4 to 12 km resolu-
tion (Cohan et al., 2006). While DDM has been imple-
mented to address the effect of the power generation
sector as a whole and the effect of a single point source
on ozone, DDM has not been used to track the down-
wind impacts of a large number of individual point
sources simultaneously. In such a case, every grid cell
may show ozone sensitivity to several point sources that
may be local or far away. Due to nonlinear ozone
formation, total ozone concentrations may not equal
the sum of zero-out contributions from all sources
(Cohan et al., 2005).
In this paper, we aim to explore several choices in
implementing a dynamic management system. We
configure DDM to estimate the sensitivity of peak
ozone concentrations to emissions of NOx from 80
EGUs simultaneously. In particular, we investigate
these topics:
(1) The contributions of power plants to high
ozone episodes, to bound the maximum effec-
tiveness of dynamic management.
(2) The time scales over which power plant emis-
sions contribute to an ozone exceedance (i.e.,
we compare the response of ozone to emissions
from the day before versus 2 days before the
exceedance), which would be useful informa-
tion for electric grid operators who face opera-
tional constraints in the ramp-up and ramp-
down of EGUs.
(3) The contributions of individual power plants to
high ozone, using DDM and HDDM, to esti-
mate the extent to which high ozone is respon-
sive to emissions from a few EGUs versus
many EGUs and over what spatial scales.
(4) The accuracy of DDM and HDDM sensitivities
compared to a brute force approach.
We explore these questions by analyzing a region of the
northeastern United States focused on Pittsburgh, PA,
and nearby cities, for two days in which Pittsburgh is
modeled to have exceeded the 8-hr ozone standard,
August 4 (81.6 ppb) and August 13 (81.0 ppb), 2005.
Our main purpose is to inform choices in the develop-
ment of a dynamic management system, in which
online sensitivity techniques are used as part of air
quality forecast modeling. In addition, this work may
be useful in demonstrating the use of DDM for tracking
the sensitivity of ozone to multiple point sources simul-
taneously, as well as in understanding the effects of
smokestack emissions on ozone more broadly. The
full design and administration of a dynamic system
will be addressed in a separate paper. Because of the
patchwork nature of how the electric grid is operated in
the United States, with system administrative bound-
aries that do not always correspond to jurisdictions
(such as state lines), our analysis may be useful for
identifying opportunities for cooperative action by




CAMx version 5.30 (Environ, 2011) with the Carbon
Bond 2005 chemical mechanism (CB05; Yarwood et al.,
2005) was used to evaluate the effect of emissions
perturbations on regional ozone on August 4 and 13,
2005. These dates had simulated high ozone episodes
across Pittsburgh, PA, and surrounding areas. The east-
ern United States modeling domain used in CAMx
simulations has a horizontal grid resolution of 12 km
× 12 km, extending from Texas to Maine (Figure 1),
and has 14 vertical layers from the surface to 100
millibar, though only ground-layer concentrations are
presented here. All analysis of EGU emissions and
ozone concentrations was performed in a subdomain
of 151 × 151 grid cells and centered on Pittsburgh, PA.
In this paper, all times are reported in Eastern Standard
Time (EST). The model was run in Coordinated
Universal Time (UTC), which is +5 hr from EST. As
a result, the two analysis days, August 4 and 13, end 5
hr prematurely (at 7:00 p.m. EST), but we verified in
the full summer simulation that this time period cap-
tures the full 8-hr maximum ozone window for each
analysis region described in the Results section.
Within CAMx, DDM calculates seminormalized first-
order sensitivity coefficients (S(1) = δC/δE) of modeled
species concentrations, C, to perturbations in a set of
input parameters such as normalized emissions, E
(Dunker, 1984). Here, we consider the effect of point
source NOx emission perturbations on predicted ozone.
An estimated system response can be calculated with
DDM sensitivity coefficients as a Taylor-series expansion:
CE¼ΔE ¼ CE¼E0 þ λSð1Þ (1)
where CE=E0 is the base case modeled concentration,
S(1) is the first-order sensitivity coefficient, and λ is the
fractional emission perturbation (ΔE/E0). Zero-out
contributions (ZOC) estimated by DDM (Cohan
et al., 2005) can be expressed as
Figure 1. The 12-km modeling domain and the smaller analysis
region (shaded). Only concentrations and sensitivities within
the analysis domain are considered.
CE¼0 ¼ CE¼E0 þ λSð1Þ (2)
ZOCDDM ¼ CE¼E0  CE¼0 ¼ Sð1Þ (3)
where λ = –1 for a 100% EGU NOx emissions reduc-
tion. Total sensitivity to all tracked facilities can be
calculated as a sum of these ZOCDDM for each per-
turbed facility. Additionally, Cohan et al. (2006) found
that DDM within a 12-km grid resolution could largely
reproduce ozone response features.
HDDM (Koo et al., 2008) generates a second-order
sensitivity coefficient, which partially accounts for non-
linear model processes relating to ozone production
(Cohan et al., 2005). Within CAMx, the second-order
sensitivity coefficient (S(2) = δ2C/δE2), representing the
second partial derivative of ozone with respect to NOx
emissions, is calculated alongside the first-order sensi-
tivity. Considering this second-order term in the Taylor
series, a second-order ZOC is
CE¼0 ¼ CE¼E0 þ λSð1Þ þ 0:5λ2Sð2Þ (4)
ZOCHDDM ¼ CE¼E0  CE¼0 ¼ Sð1Þ  0:5Sð2Þ (5)
where λ = –1 for a 100% EGU NOx emissions
reduction.
Model inputs and episodes
The EPA developed model inputs for a base-case 2005
simulation for its analysis of the final Transport Rule
(TR) (EPA, 2009). This includes refined meteorological
and emissions fields for 2005 across the eastern United
States. The Pennsylvania State University/National
Center for Atmospheric Research Mesoscale Model
(MM5) produced gridded meteorological data with
the same projection and resolution as the CAMx con-
figuration. Boundary conditions were derived from a
larger CAMx simulation encompassing the lower 48
states with 36 × 36 km horizontal resolution. The
meteorological inputs are further detailed by the EPA
(2011b), as are the emission inventories used (EPA,
2011c). The EPA (2011b) thoroughly evaluated model
performance, which exceeded all regulatory metrics for
adequate use as a regulatory application. It should be
noted, however, that the EPA (2007) recommends that
air quality models be used in a relative sense, and
performance metrics may not adequately evaluate a
model’s suitability for use in an absolute sense, such
as correctly identifying concentrations above the
threshold.
We conducted a full summer 2005 simulation using
inputs provided by the EPA. From this simulation, we
selected two days that had high ozone in Pittsburgh,
PA, to be the focus of this study—August 4, 2005, and
August 13, 2005. August 4 had high ozone concentra-
tions across the northeastern United States, as 21% of
all grid cells in the analysis domain exceeded the 75 ppb
National Ambient Air Quality Standard for 8-hr ozone
(Figure 2). High ozone concentrations on August 13
were not as widespread as on August 4, with only 7.2%
of grid cells with a daily maximum 8-hr ozone average
above 75 ppb. On August 13, two clusters of grid cells
in western Pennsylvania exceeded 75 ppb, and much of
the analysis on this day focused on these two regions,
New Castle and Pittsburgh. Measurements confirm that
the Pittsburgh region had high ozone on these two
analysis days, with measured daily maximum 8-hr
ozone concentrations of 81.6 ppb on August 4 and
81.0 on August 13 (Table 1).
Power grid operators aim to satisfy electricity
demand at the lowest possible cost, a process known
as “economic dispatch” or “merit order dispatch.” In
many portions of the United States, including the sub-
domain considered here, the process of matching sup-
ply and demand involves multiple decision points,
because electricity cannot be stored sufficiently at rea-
sonable cost. The power grid operator schedules (or
“commits”) EGUs to be available to produce electricity
Figure 2. Daily maximum 8-hr ozone concentrations exceeding 75 ppb on August 4 (a) and August 13 (b). Grid cells without color
did not exceed 75 ppb. The color of the shaded grid cells shows by how much the 75 ppb threshold was exceeded.
more than 24 hr ahead of real-time production.
Between the scheduling decision and the real-time dis-
patch decision, adjustments to EGU commitments may
be made (adjusting with demand and unplanned mal-
functions), and final dispatch instructions are issued to
individual EGUs between 5 and 30 min ahead of real-
time demand. Both the scheduling decisions and the
final real-time dispatch decisions rely on optimization
routines that minimize electricity production costs
while keeping supply and demand in balance.
We use a comprehensive database of power substa-
tion locations and fuel types developed by Energy
Visuals, Inc., which is derived from the Multiregional
Modeling Working Group (MMWG) that is part of the
North American Electric Reliability Corporation
(NERC). In total, 338 substations listed coal as their
fuel type and were selected for analysis. Substation
locations do not necessarily match those of individual
EGUs, but these locations are generally within close
proximity. We matched substation locations with cor-
responding point sources related to EGUs in the CAMx
input file by identifying all model point sources within
750 m of the 338 substations. This resulted in the
identification of 302 point sources within the modeled
domain that we refer to as EGU point sources.
To illustrate dynamic management for this paper, we
first chose a set of EGUs for which we model sensitiv-
ities, requiring us to balance the number of EGUs with
computational costs. We set a NOx emissions rate
threshold of 1000 mol/hr on the analysis day (August
4 or 13) to separate likely EGU point sources from
other non-EGU NOx point sources. (There could be
multiple point sources with the same coordinates, so we
required that at least one individual point source at a
given location meet the 1000-mol/hr threshold to be
considered.) After the threshold was applied, we
selected the 80 EGUs closest to Pittsburgh, PA, which
we determined to be adequate to capture most of the
sensitivities as other EGUs were too distant to have
significant influences. Once the 80 locations were deter-
mined, all individual point sources at each location
were aggregated and considered as a single EGU facil-
ity. These 80 facilities are all within 700 km of
Pittsburgh, PA (Figure 3),and have modeled average
hourly NOx emissions rates on August 4, 2005, ranging
from 34.9 kg/hr to 2412.1 kg/hr. Since EGUs are not
generally large sources of CO or VOCs, and ozone
responses to EGU emissions are dominated by NOx
changes (Nunnermacker et al., 2000), we choose to
focus only on NOx emissions from these 80 facilities.
We quantified the impact of these 80 EGUs on predicted
high ozone using DDM and HDDM.We also conducted a
brute-force (BF) simulation where emissions from all 80
facilities were removed, or zeroed out (ZOCBF = CE=E0 –
CE=0), which represents the total impact of the NOx emis-
sion perturbation including all nonlinearities. Although
useful in assessing maximum sensitivity, it is not practical
to use multiple BF simulations to forecast sensitivities for
Table 1. Measured and simulated maximum daily 8-hr ozone concentrations (ppb), showing the average of all monitored values
within the county of interest (reported by the EPA AQS database, https://aqs.epa.gov/api), and the average of simulated
concentrations over an area of 3 × 3 grid cells centered on each urban region.
August 4, 2005 August 13, 2005
Measured Simulated NME (%) Measured Simulated NME (%)
Pittsburgh, PA 81.6 80.8 1.0 81.0 70.9 12.5
Columbus, OH 67.8 78.9 16.4 65.3 68.0 4.1
New Castle, PA 67.5 78.2 15.9 63.9 75.5 18.2
Altoona, PA 80.3 72.8 9.3 75.3 67.8 10.0
Friendsville, MD 82.9 91.5 10.4 73.8 60.1 18.6
Note: For Pittsburgh, PA, (Allegheny County) and Columbus, OH, (Franklin County), four monitoring stations provided data and were averaged; Altoona, PA
(Blair County), New Castle, PA (Lawrence County), and Friendsville, MD (Garrett County), show measurements for one monitoring station each; Butler, PA,
(Butler County), and Clarksburg, WV (Harrison), were not included here because no measurements were reported in these counties on August 4 and August
13, 2005.
Figure 3. Location and average hourly NOx emissions for the 80
tracked power plant facilities on August 4. These points show
the 80 facilities closest to Pittsburgh, PA, with average hourly
emissions rate of at least 1000 mol/hr.
individual EGUs, because of the computing resources
required. ZOCDDM and ZOCHDDM were compared to
ZOCBF for removing all 80 EGUs, to evaluate their effec-
tiveness in predicting ozone sensitivity to EGU NOx
emissions.
Results
The results are organized according to the four topics
described in the Introduction. We use BF simulations to
bound the maximum effectiveness of dynamic manage-
ment, including time scales over which power plant emis-
sions might contribute to an ozone exceedance. We then
present the DDM results to quantify the contributions of
individual power plants and evaluate the accuracy of DDM.
Influence of EGUs on ozone
We first estimate the total influence of EGU NOx on
ozone exceedances through a BF simulation. Using
model restarts from the full unperturbed 2005 summer
simulation, we zeroed all NOx emissions from the 80
modeled EGU facilities from 12:00 p.m. EST on August
2 through 7:00 p.m. EST on August 4, which is when
the experimental portion of the simulation ended. This
scenario is referred to as the “36-hr case” in Figure 4
because NOx emissions were reduced to zero 36 hours
prior to 12:00 a.m. EST August 4. The 36-hr case led to
a total emissions reduction of 1,841.5 tonnes of NOx
over 55 hours.
Figure 5c shows the maximum changes to 1-hr ozone
that resulted from this NOx reduction. The maximum
ZOCBF, 19.4 ppb, occurred over a rural area of southern
Virginia. The effects of the 36-hr case reduction in EGU
NOx extend into several widespread plumes that show
maximum 1-hr ozone impacts more than 2 ppb, with the
Figure 4. The time during which NOx emissions were zeroed
out for each scenario. Each bar spans the hours during which
power plant emissions were reduced. The scenarios are identi-
fied by the number of hours before 12:00 a.m. August 4. For
example, the 24-hr scenario is so named because emissions
were reduced at 12:00 a.m. August 3, or 24 hr before 12:00 a.m.
August 4. Total NOx reductions for each scenario are given in
each bar. Note that the simulation ended at 7:00 p.m. August 4.
Figure 5. Maximum 1-hr ozone ZOCBF for each scenario on August 4: (a) 12 hr, (b) 24 hr, and (c) 36 hr. Maximum 1-hr ozone ZOCBF
differences between the 12- and 24-hr cases (d) and the 24- and 36-hr cases (e). For subplots (d) and (e), the shorter scenario is
subtracted from the longer scenario (e.g., 24-hr minus 12-hr). Positive values indicate the amount by which daily maximum 1-hr
ozone is reduced when the NOx emissions are removed, relative to the base case. Values are not necessarily time paired; that is, they
could have occurred during different hours on August 4.
largest changes in the plume centers. Overall, 14.8% of all
grid cells had a ZOCBF of at least 2 ppb, and 2.4% of all
cells had ZOCBF greater than 5 ppb or less than -1 ppb.
The fact that Figure 5c shows plumes of individual EGUs
or clusters of EGUs suggests that ozone in a particular
location may be strongly influenced by a small number
of EGUs.
Seven analysis regions were chosen near Pittsburgh,
PA, based on their simulated maximum 8-hr ozone
concentration on August 4, as well as on their proximity
to plumes of ozone sensitivity (Figure 6). Each analysis
region consists of a 3 × 3 square of 12 km grid cells (36
km × 36 km), reported as an average to avoid large local
sensitivities (positive and negative) in a single grid cell,
following the EPA’s model guidance (EPA, 2007).
Base case daily maximum 8-hr ozone concentrations
(Table 2) ranged from 72.8 ppb in Altoona, PA, to 91.5
ppb in Friendsville, MD. With the exception of
Altoona, PA, all locations exceeded the 75 ppb stan-
dard. Measured and simulated concentrations are in
good agreement at all sites (NME < 20%), and particu-
larly Pittsburgh, where peak 8-hr ozone concentrations
differ by less than one ppb (Table 1). However, the
model incorrectly predicted whether 8-hr ozone
exceeded 75 ppb at several sites, highlighting an impor-
tant limitation of current forecast models for dynamic
management. The sensitivity of maximum 8-hr ozone
to EGU NOx was determined by averaging the 1-hr
ZOCBF values during the 8-hr window of maximum
ozone for each region. The 8-hr sensitivities ranged
from 1.13 ppb in Pittsburgh, PA, to 5.40 ppb in
Clarksburg, WV. Table 2 also shows daily maximum
1-hr ozone concentrations and the ZOCBF during the
hour of maximum 1-hr ozone, though not necessarily
the maximum sensitivity. While zeroing out NOx from
80 EGUs was not sufficient to bring any analysis region
below the standard, these sensitivities are large enough
to suggest that generally there is potential for dynamic
management of EGU emissions to be used beneficially
to avoid high ozone episodes.
Time of emission reduction
To inform decisions on how long to shut down EGUs
in a dynamic management system, we also simulated
the 24-hr and 12-hr cases (Figure 4), zeroing-out emis-
sions from all 80 facilities in BF simulations (Figure 5).
Again, we used restart files from the full 2005 summer
simulation so the unperturbed spin-up period is iden-
tical to the base case. The shortest case of 12 hr prior to
12:00 a.m. EST on August 4 shows fairly compact
plumes of high ozone sensitivity to EGU NOx extend-
ing from clear points of origin, which align with clus-
ters of facilities shown in Figure 3. As older emissions
are incorporated into the sensitivity, these plumes
become less defined, and the effect spreads over a larger
region and with a greater effect on ozone across the
domain.
Figures 5d and 5e show the added benefit (i.e., ozone
reductions) obtained by reducing EGU NOx emissions
earlier. Moving from the 12-hr to the 24-hr case
increased (time-paired) ZOCBF by up to 8.09 ppb.
Extending emissions reductions by an additional 12
hours eliminates the morning (12:00 a.m.–12:00 p.m.
EST) NOx emissions of August 3. These emissions
would have reacted throughout the day to form addi-
tional ozone, which may contribute to ozone concen-
trations on August 4. The differences between the 36-hr
and 24-hr cases (Figure 5e) are much smaller than in
Figure 5d, as the 36-hr case sensitivities were only up to
1.34 ppb greater (time-paired) than the 24-hr case. This
smaller value suggests that the older NOx emissions
from 1 day earlier may be removed before having a
large influence on ozone. Including the additional 12 hr
in the 36-hr case incorporates an additional evening
Figure 6. The locations of the seven urban regions. Each region
consists of nine 12-km grid cells that are spatially averaged to a
single 36-km grid cell.
Table 2. Maximum 8-hr ozone concentrations for each urban
region and the ZOCBF during each region’s maximum 8-hr
ozone window on August 4, and peak 1-hr ozone concentra-










Pittsburgh, PA 80.8 1.13 85.9 1.09
Butler, PA 81.5 3.01 85.5 2.04
Columbus, OH 78.9 1.43 88.7 2.36
Clarksburg, WV 87.8 5.40 94.7 7.30
New Castle, PA 78.2 1.65 82.7 1.96
Altoona, PA 72.8 2.23 78.9 2.56
Friendsville, MD 91.5 2.08 94.5 2.72
Note: ZOCBF are from the 36-hr case. All values are in ppb.
and nighttime hours during which NOx could convert
to less reactive NOz species like HNO3 or N2O5, with-
out forming ozone, due to the lack of sunlight. On
other days or in other locations, the influence of differ-
ent timing of emission reductions may differ, depend-
ing on meteorological conditions and the distance
between the source and receptor.
The differences between the three emission timing
scenarios within the seven urban regions follow this
domain-wide trend (Table 3). Nearly all regions see a
larger relative increase in ozone sensitivity from the 12-
to 24-hr case than from the 24- to 36-hr case. The
exception was Altoona, PA, where ozone reduction
due to EGU NOx emissions increased 20.5% between
the 24- and 36-hr cases, but only 10.8% between the 12-
and 24-hr cases. Altoona is further east than the other
locations and is at a greater distance from major EGUs.
The longer time to transport both precursor NOx emis-
sions from these facilities and produce ozone may
account for this difference.
The average maximum 8-hr ozone reduction across
these seven regions (Table 3) for a 12-hr EGU NOx
reduction was 1.31 ppb, while a 24-hr and 36-hr reduc-
tion resulted in an average maximum 8-hr ozone
reduction of 2.12 ppb and 2.42 ppb. These results
indicate diminishing returns as EGU NOx emissions
are shut down for longer, under the conditions of our
modeling episode. Shutting down a facility 36 hr before
an anticipated high ozone event may incur greater
economic costs while minimally reducing ozone con-
centrations as compared to a 24-hr case. Substantial
ozone benefits were seen in the 24-hr case over the
12-hr case, however, and subsequent analysis for
August 13 focuses on the 24-hr case.
Of the 80 EGUs identified and zeroed out for the
August 13 simulation, all but one are also included in the
analysis for August 4 (because day-specific CAMx point
source files differ not only in emissions rates, but also in
the number and location of individual point sources).
The zeroing out of 80 EGUs began at 12:00 a.m. on
August 12 and ended at 7:00 p.m. EST on August 13,
removing a total of 1,350.6 tonnes of NOx. Figure 7
shows the maximum 1-hr ZOCBF on August 13. As in
Figure 5, the greatest sensitivities occur in plumes down-
wind of the 80 EGUs. The maximum 1-hr ZOCBF was
20.0 ppb and occurred in eastern Tennessee. The mag-
nitudes of the 8-hr ZOCBF (Table 3) on August 13 were
comparable to those on August 4.
Sensitivity to individual EGUs
The influences of the 80 EGU facilities were tracked
individually and simultaneously using DDM within
CAMx. Emissions from these facilities were tagged in
the DDM input to simulate NOx reductions in the same
three temporal scenarios (12-hr, 24-hr, and 36-hr) on
August 4, and the 24-hr scenario on August 13. The
model restarts used to initialize the DDM simulations
are the same files used to initialize the BF simulations,
and EGU facility emissions were tagged during the
same temporal windows (Figure 4). The ZOCDDM
results summed over all 80 EGUs are compared with
the ZOCBF results to test for error, particularly to
evaluate whether the local sensitivities calculated by
DDM are applicable to 100% removal from 80 EGUs.
Since EGU emissions account for ~16% of total anthro-
pogenic NOx in 2005 (EPA, 2011c), even large reduc-
tions in EGU emissions over a given area may have
only a small effect on nonlinear ozone chemical
regimes.
By pairing sensitivities in time and space over the
analysis domain, we find that ZOCDDM summed over
80 EGUs compare favorably (normalized mean bias
Table 3. ZOCBF during each region’s maximum 8-hr ozone
window for each scenario on August 4 and the 24-hr case on
August 13, with the percent increase in ZOCBF (August 4 only)
when moving from the 12- to the 24-hr case and moving from
the 24- to 36-hr case.














Pittsburgh, PA 0.39 0.78 1.13 2.33 100.00 44.87
Butler, PA 2.17 2.78 3.01 28.11 8.27
Columbus, OH 0.62 1.21 1.43 95.16 18.18
Clarksburg, WV 3.31 4.97 5.40 50.15 8.65
New Castle, PA 0.76 1.46 1.65 0.68 92.11 13.01
Altoona, PA 1.67 1.85 2.23 10.78 20.54
Friendsville, MD 0.27 1.82 2.08 574.07 14.29
Figure 7. Maximum 1-hr ozone ZOCBF for the 24-hr case on
August 13. Values are not necessarily time paired; that is, they
could have occurred during different hours on August 13.
and error ~20%) with ZOCBF on both days (Figures 8
and 9). Each emissions reduction scenario in Figure 8
performs similarly with slopes between 0.79 and 0.85,
indicating that DDM underestimates sensitivities com-
pared to BF. On August 4, more than 96% of all grid
cells had ZOCDDM within 0.5 ppb of ZOCBF for each
NOx emissions scenario, and 83% were within 0.1 ppb
(although, given that the absolute ZOC for BF and
DDM are on the order of 5 ppb or less, the percent
differences between the two methods could be large).
Figure 8. ZOCDDM versus ZOCBF for all grid cells in each scenario on August 4, (a) 12 hr, (b) 24 hr, and (c) 36-hr, and on August 13, (d)
24 hr only. All values are time and space paired. The colors show the density of points as a fraction of all points (n = 433,219; 151
rows, 151 columns, 19 hours). The solid line represents complete agreement between DDM and BF sensitivities; the dotted line gives
the line of best fit.
Figure 9. ZOCBF (dotted line), ZOCDDM, and ZOCHDDM during each region’s maximum 8-hr ozone window on (a)–(g) August 4 and (h), (i)
August 13 (Pittsburgh and New Castle only) for the 24-hr scenarios. For DDM and HDDM simulations, the top six contributing sources
are shown explicitly while the remaining sources are combined into “Others.” The first facility number in the legend corresponds to
DDM (left) case, and the second facility number corresponds to HDDM (right). These numbers are often but not always identical. There
is no “other” category for Friendsville, MD, because the total contribution of the other facilities is negative (see Table 5).
Discrepancies are likely due to nonlinearity introduced
by modeled processes such as diffusion, ozone titration,
and NOx regime shifts.
Including second-order sensitivities, ZOCHDDM was
calculated for the 12-hr and 24-hr cases on August 4,
and for the 24-hr case on August 13. Including sec-
ond-order sensitivities showed an improvement with
respect to ZOCBF compared to just the first-order
sensitivities (Figure 9). For example, slopes of
ZOCHDDM versus ZOCBF improved from 0.80 to 0.90
for the 12-hr case and from 0.79 to 0.89 for the 24-hr
case. HDDM also provided a notable reduction in
both normalized mean error (NME) and normalized
mean bias (NMB) (Table 4), where NME and NMB
were calculated as
NMB ¼  ZOC Hð ÞDDM  ZOCBF
 
=ZOCBF (6)
NME ¼  ZOC Hð ÞDDM  ZOCBF
 =ZOCBF (7)
For both the 12-hr and 24-hr cases, HDDM reduces
NMB by about half and NME by about one-third,
compared to DDM. Second-order sensitivities affected
overall ZOCHDDM nearest the emissions source
(Figure 10). A comparison of the 12-hr case and 24-
hr case on August 4 shows the nonlinear effect that
older emissions have on ozone concentrations. In both
cases, the effect of second-order sensitivities resulted in
maximum ozone sensitivity increases of less than 0.1
ppb over 99% of all grid cells.
The DDM and HDDM simulations were also used to
quantify the sensitivity of ozone to emissions from indi-
vidual EGUs (Figure 9). Within each of the seven analysis
regions, the number of EGUs with an individual
ZOCDDM of at least ±1 ppt for the 24-hr case on
August 4 ranged from 15 at Friendsville, MD, to 27 at
Altoona, PA, during the maximum 8-hr ozone window.
On August 13, both New Castle and Pittsburgh had 26
EGUs with individual ZOCDDM of at least ±1 ppt. The
majority of this ozone sensitivity was contributed by
significantly fewer sources. Table 5 shows the combined
contribution of the six facilities with the greatest indivi-
dual ZOCDDM and compares this to the total ZOCDDM of
all 80 facilities. For the 24-hr case, the top six facilities
contributed at least 66% of the total ZOCDDM for each
region. As the duration of NOx emissions reductions
Table 4. Performance statistics comparing ZOCDDM and ZOCHDDM
to ZOCBF on August 4 and August 13.
ZOC NMB NME r2
Aug. 4 12-hr DDM –0.249 0.304 0.931
HDDM –0.117 0.202 0.971
24-hr DDM –0.195 0.219 0.951
HDDM –0.102 0.142 0.979
Aug. 13 24-hr DDM –0.195 0.237 0.947
HDDM –0.100 0.157 0.974
Figure 10. Maximum 1-hr differences between ZOCHDDM and ZOCDDM for the (a) 12-hr and (b) 24-hr scenarios on August 4 and (c)
the 24-hr scenario on August 13. ZOCHDDM and ZOCDDM are time paired, which means these plots show the maximum 1-hr
contributions from just the second-order effects.
increases, EGUs farther away from each region have
larger impacts on ozone; that is, the top six facilities
make up a smaller percentage of the total ZOCDDM.
In the case of Butler on August 4 (Figure 9b) and
Pittsburgh on August 13 (Figure 9h) the majority of the
ozone sensitivity came from a single EGU (Facility 6, near
the intersection of Ohio, Pennsylvania, andWest Virginia;
Figure 11), and it was a top six facility in each region on
both days except for Columbus, OH, which is upwind of
Facility 6. In this case, eliminating NOx emissions at
Facility 6 alonewas simulated to reduce regionalmaximum
8-hr ozone concentrations by an amount ranging from
0.04 ppb at New Castle (August 13) to 1.40 ppb at Butler
(August 4).
Conclusions
We investigated the sensitivity of two single-day high
ozone episodes to emissions of NOx from individual
EGUs, with the purpose of informing the design of a
dynamic management system that aims to avoid daily
violations of the ozone standard by adjusting electricity
generation among EGUs.
First, ozone was shown to be affected by EGU NOx
emissions. Using a brute force simulation in which emis-
sions of 80 EGUs were removed simultaneously, the daily
maximum 1-hr ozone impact was between –1 and 5 ppb in
the majority of grid cells, with large areas of ozone reduc-
tion greater than 2 ppb downwind of individual EGUs or
clusters of EGUs. This contribution is large enough that
efforts to reduce EGU emissions through a dynamic man-
agement scheme could be effective at avoiding some high
ozone episodes that contribute to a violation of the standard
in cases where the standard is exceeded by a few ppb.While
we modeled 2005 conditions, however, NOx emissions
from U.S. EGUs in 2014 have decreased by 53% relative
to the 2005 inventory used here (EPA, 2015). With lower
emissions from EGUs, we would expect that the sensitiv-
ities of peak ozone to EGU emissions would generally be
smaller, suggesting a smaller potential benefit from
dynamic management. On the other hand, the EPA has
recently adopted a tighter standard for 8-hr ozone.
Consequently, air quality managers may find it more diffi-
cult to meet the standard with current tools, and dynamic
management may provide a cost-effective and attractive
alternative.
Figure 11. The locations and average hourly NOx emissions of the urban regions’ top six facilities on (a) August 4 and (b) August 13
identified in Figure 9.
Table 5. ZOCDDM during each region’s maximum 8-hr ozone for each scenario on August 4, and the 24-hr scenario for August 13
(Pittsburgh and New Castle only), showing the contributions from the top six facilities (ppb), contributions from all 80 facilities (ppb),
the percent of the total comprised by just the top six facilities.
12-hr case 24-hr case 36-hr case
Region Top six facilities All facilities Top 6(%) Top six facilities All facilities Top 6(%) Top six facilities All facilities Top 6(%)
Pittsburgh, PA 0.51 0.45 113.3 0.70 0.78 89.7 0.81 1.07 75.7
Butler, PA 1.65 1.71 96.5 1.92 2.22 86.5 2.04 2.44 83.6
Columbus, OH 0.39 0.51 76.5 0.74 1.01 73.3 0.88 1.21 72.7
Clarksburg, WV 2.49 2.63 94.7 3.53 3.94 89.6 3.60 4.28 84.1
New Castle, PA 0.49 0.54 90.7 0.87 1.13 77.0 0.95 1.31 72.5
Altoona, PA 1.32 1.43 92.3 1.36 1.58 86.1 1.39 1.88 73.9
Friendsville, MD 0.46 -0.17 – 1.57 1.05 149.5 1.63 1.26 129.4
August 13
Pittsburgh, PA — — — 1.34 1.40 96.2 — — —
New Castle, PA — — — 0.42 0.63 66.4 — — —
Note: Some facility contributions are negative (a reduction of NOx at some facilities actually increases ozone); consequently, it is possible for the contribution
of the top six facilities to be more than the sum of all the facility contributions.
Second, reducing EGU emissions roughly 1.5 days in
advance of the high ozone episode (the 24-hr case) was
significantly more effective (2.12 ppb reduction in 8-hr
ozone averaged over 7 analysis regions) than reducing
roughly 1 day in advance (the 12-hr case, 1.31 ppb).
Our analysis of two high ozone days showed that redu-
cing 2 full days in advance (the 36-hr case) brings a
smaller additional ozone reduction (2.42 ppb) in the
analysis regions, as the additional reductions in NOx
during nighttime hours contribute less to the ozone
sensitivity. These ozone reduction benefits should be
evaluated with respect to the costs of reducing electri-
city generation at particular facilities over different time
windows.
Third, DDM and HDDM were shown to perform
well with respect to the BF simulations for the simul-
taneous zero-out of 80 EGUs. DDM tends to under-
estimate ozone sensitivities by about 20%. HDDM
reduces this normalized mean bias to about 10%, but
does so with a significant increase in computational
burden (~90% increase in total run time and double
the required storage capacity). These findings suggest
that DDM could be incorporated within air quality
forecasting models to forecast sensitivities to emis-
sions from individual EGUs, while high ozone epi-
sodes are also being forecast. Future work should
further evaluate the use of online sensitivity techni-
ques, including DDM, and the computational
demands for including sensitivities in real-time air
quality forecasts.
Fourth, in the seven analysis regions, a small number
of EGUs dominate the total ozone sensitivity from all
EGUs. At some locations, just one EGU causes most of
the sensitivity, while over all locations considered, six
EGUs comprised more than two-thirds of the overall
sensitivity. Consequently, to avoid an episode of high
ozone in a particular location, it may be necessary to
temporarily shut down or reduce production at a small
number of EGUs. Notably, while our seven test cities
are all within the same administrative footprint of the
power grid (run by the PJM Interconnection, LLC), the
locations of the high-sensitivity EGUs span two or
three administrative boundaries. This suggests that
while dynamic ozone management may be able to
improve air quality locally, doing so may requires
regional coordination that spans beyond current deci-
sion-making boundaries for the power grid.
Future work should consider testing these conclusions
over a wider range of meteorological conditions and
locations, which may allow our specific findings to be
generalized. In particular, future work should test the
effectiveness of using first-order DDM sensitivities
further, to evaluate its use for forecasting EGU effects
on ozone. Other similar sensitivity techniques, including
adjoint models, should also be evaluated with respect to
DDM, for possible inclusion in air quality forecasting.
Future work should also evaluate these conclusions for
new model versions and applications (e.g., improved
vertical resolution) and for new emission inventories.
The dynamic management proposed here may be lim-
ited by current forecasting inaccuracies, especially when
using model predictions in an absolute—rather than
relative—sense. Future improvements in air quality fore-
casting, including the development of more robust tech-
niques for dealing with inherent model uncertainty (e.g.
bias correction described by Djalalova et al. [2015]),
could improve dynamic management systems.
Together these findings suggest that dynamic manage-
ment of EGUs to avoid ozone episodes may be a viable
strategy, as EGUs have a notable impact during high
ozone episodes, the number of EGUs that would need
to be controlled is rather small, and the duration during
which EGU production would be altered is within the
scope of current air quality forecast models. A dynamic
management system could use the DDM sensitivities of
ozone to emissions from EGUs as input to an electrical
grid dispatch model, to allow those models to adjust
electricity generation in a way that is most cost-effective,
while meeting air quality goals. Scaling back production
at individual EGUs will require additional generation
where ozone is not expected to be high. The costs and
effects of these changes in generation on air quality
should be fully evaluated to determine the viability or
benefits of dynamic management with respect to alter-
natives for managing ozone. In addition, high ozone
episodes often occur at multiple locations simultaneously
and are often associated with hot weather and high
electricity demand. The design of a system to provide
the best benefits from reductions in peak ozone, over
many locations simultaneously and at low cost, should
continue to be investigated.
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