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Coulometric measurements on salt-water-immersed nanoporous carbon electrodes reveal, at a
fixed voltage, a charge decrease with increasing temperature. During far-out-of-equilibrium charging
of these electrodes, calorimetry indicates the production of both irreversible Joule heat and reversible
heat, the latter being associated with entropy changes during electric double layer (EDL) formation
in the nanopores. These measurements grant experimental access —for the first time— to the
entropic contribution of the grand potential; for our electrodes, this amounts to roughly 25% of
the total grand potential energy cost of EDL formation at large applied potentials, in contrast with
point-charge model calculations that predict 100%. The coulometric and calorimetric experiments
show a consistent picture of the role of heat and temperature in EDL formation and provide hitherto
unused information to test against EDL models.
Where surfaces of charged electrodes meet fluids that
contain mobile ions, so-called electric double layers
(EDLs) form that screen the electric surface charge by
a diffuse cloud of counterionic charge. This EDL has
been intensively studied for over a century and is of
paramount importance to many processes in physical
chemistry and soft matter physics. With the ongoing
development of nanomaterials, nowadays electrodes can
be made from porous carbon with internal surface areas
exceeding 1000 m2 g−1. These porous electrodes can be
immersed in a variety of electrolyte solutions or ionic liq-
uids. A so-called electric double layer capacitor (EDLC)
is then formed, whose high capacitance makes it a prime
candidate for capacitive energy storage, energy conver-
sion [1, 2], and water desalination [3–5]. In these porous
electrodes, solvated ions have a size similar to that of
their confining geometry; hence, a realistic theory must
at least address both the electrostatics and the packing
of the ions. Simulations and in situ analytical techniques
[6] have revealed a wealth of phenomena in EDLCs [7], in-
cluding overscreening [8], ion desolvation [9, 10], in-plane
structural transitions [11], layered packings of counteri-
onic charge at high surface potentials [12], and, relat-
edly, oscillations in the EDL capacitance with decreas-
ing pore width [13–15]. Unfortunately, the gap between
(computationally demanding) first-principles models and
experimental measurements on the charging behavior of
porous electrodes is far from closed, with many questions
remaining regarding the precise screening mechanisms at
play [16]. While our understanding of the EDL is based
mainly on isothermal numerical and experimental meth-
ods, recent work has revealed an interplay between tem-
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perature, heat, and entropy in the EDL. In particular,
both model calculations [17] and experiments [2] indi-
cate that the surface potential of an electrode with a
fixed high surface charge should rise by about 1 mV K−1
with increasing temperature. Conversely, EDL forma-
tion under adiabatic settings induces a thermal response
that has been largely overlooked [18]. During charging,
ions and solvent molecules order into the EDL; hence,
the configurational contribution to the total phase-space
volume decreases. During isentropic charging, this de-
crease must be balanced by an equal and opposite in-
crease in the momentum contribution: the electrolyte
solution heats up. As the source of reversible tempera-
ture variations is nonzero only within the EDL, tempera-
ture variations scale inversely with the average electrode
pore size. The development of high-surface-to-volume-
ratio electrodes (for, e.g., supercapacitors) was therefore
required before the small temperature variations were de-
tected experimentally [19].
The temperature-dependent phenomena mentioned
above are (in principle) measurable and therefore open
new possibilities for experiments against which EDL the-
ories can be tested. In this Letter on the temperature-
dependent EDL we present data of two experiments in-
volving water-immersed porous carbon electrodes, which
is an important system for water desalination and blue-
energy devices [1]. Conceptually, the two experiments
are each other’s “opposites”: while the first experi-
ment involves a temperature-induced charge variation,
the second experiment studies a charge-induced temper-
ature variation. More specifically, with a potentiostatic
coulometry experiment we determine the temperature de-
pendence of the equilibrium charge of our blocking elec-
trodes at fixed potential. Two thermodynamic identities
then allow us to predict not only the heat required to
flow out of the cell upon isothermal charging, but also the
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Figure 1. (a) The experimental setup to measure temperature
and charge during (dis)charging of porous carbon electrodes
(0.18 g each) in NaCl solution. (b) The dependence of the
total charge Q on Ψ is shown at ρs = 1, 10, 100, 1000 mM.
Error bars are based on two or more duplicate measurements.
thermal response to adiabatic charging. In the second,
calorimetric experiment, we probe the thermal response
of the capacitor to far-from-equilibrium charging. We
then distinguish irreversible Joule heat from reversible
heat, which we identify with the entropic contribution
to the grand potential. While previous work built the-
oretical models for the latter quantity [20, 21], to our
knowledge, this Letter presents its first experimental de-
termination.
Experiments were performed using a homebuilt elec-
trochemical cell submerged in a thermostatic water bath
maintained at 25 ◦C (Julabo F25). The cell, depicted
in Fig. 1(a), had in- and outlets for a degassed aqueous
NaCl solution at salt concentration ρs and a Pt100 tem-
perature probe (0.5 mm diameter, miniature RTD sen-
sor from TC Direct) that measured the temperature T1
within the cell. The tip of the probe was centered halfway
between two concentric and parallel electrodes, separated
from each other by 2.2 mm. The electrodes were disks
of 25 mm in diameter cut from sheets of porous carbon:
0.5 mm thick, with a density of 0.58 g mL−1, a porosity
of 65%, weighing 0.18 g each, and a Brunauer-Emmett-
Teller-area of 1330 m2 g−1 from nitrogen adsorption [4].
These disks were glued with conductive silver epoxy onto
graphite current collector disks. In turn, the electrodes
and current collectors were mounted in a glass casing,
with holes allowing copper wires to make electric con-
tact with both collectors using silver epoxy glue. There,
nonconducting glue applied onto the copper and silver
epoxy prevented direct contact with the thermostatic
water bath. Cell voltages were applied and electrical
currents were measured using a potentiostat-galvanostat
PGSTAT100 from Metrohm Autolab. The temperature
difference ∆T = T1 − T2 was measured compared to a
second Pt100 temperature probe (T2) immersed directly
in the thermostatic bath. Without an applied potential,
∆T was constant within 0.007 ◦C for several days.
In both experiments, at time t = t0 the cell voltage
Ψcell was changed stepwise from 0 V to different max-
imum values Ψ not exceeding 1 V. The total charge
QT1(Ψ) =
∫ t1
t0
Idt on the electrodes’ surface at tempera-
ture T1, shown for several salt concentrations in Fig. 1(b),
was found by integrating the current I until t1, 4 hours
later.
In the coulometric experiment [see Fig. 2(a)], after the
voltage rise from 0 V to Ψ at t0 and approximately 4
hours of subsequent equilibration (all at 25.3 ± 0.1 ◦C),
the temperature was alternated at fixed voltage Ψ be-
tween two temperatures differing by ∆Tstep, with ample
time for equilibration in between. Here, the tempera-
ture changes —with a temporal spacing of 2 hours— are
accomplished at a thermal sweeping rate of 10 ◦C per
hour. By time integrating peaks in the current I, we
determined the excess charge ∆Q that flowed because
of the temperature-induced change in the capacitance.
For instance, at Ψ = 1 V and ∆Tstep = 2.5
◦C, the
charge decreased from Q25.3 ◦C = 8.11 C by an amount
of ∆Q = Q27.8 ◦C − Q25.3 ◦C = −9.40 mC, i.e., a rela-
tive decrease of about 0.05% K−1. The charge decrease
scaled to the temperature step is shown in Fig. 2(b) for
several ∆Tstep and Ψ. We see that ∆Q scales linearly
with both ∆Tstep and Ψ. We write (∂∆Q/∂T )Ψ = αΨ,
and determine α = −4.02 ± 0.07 mC V−1 K−1 from a
linear fit to the data in Fig. 2(b). With α at hand, we
can predict the heat Q required to flow into the device
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Figure 2. (a) In the coulometric experiment, the current
(blue) initially exhibits a monotonic decay, onto which posi-
tive and negative peaks are superimposed when the electrolyte
temperature (black) is decreased and increased. Plotted are
data for ∆Tstep = 2.5
◦C, ρs = 1 M, and Ψ = 0.25 V. (b) The
temperature-scaled equilibrium charge difference ∆Q/∆Tstep
is shown at different potential and temperature steps.
3upon isothermal charging, and also the adiabatic tem-
perature rise ∆Tadiab upon charging the cell, had it been
thermally insulated. The required thermodynamic identi-
ties for Q and ∆Tadiab were previously derived in Refs. [2]
and [17], respectively, and take simplified forms for the
capacitor of interest (see Appendices A 2 and A 3, re-
spectively). In particular, the isothermal heat amounts
to Q = αTΨ2/2; hence, Q = −0.60± 0.01 J at Ψ = 1
V; i.e., a positive amount of heat flows out of the capaci-
tor during isothermal charging, while an equal amount of
heat should flow into the capacitor during the mirror dis-
charging process. In the presence of insulating walls, heat
cannot exit the cell and the capacitor would exhibit a
temperature rise of ∆Tadiab = αTΨ
2/(2Cp) upon charg-
ing —with Cp = 10.9±0.1 J K−1 being the heat capacity
of the cell determined in Appendix B 1— and an equal-
sized cooling effect for the mirror discharging process. At
Ψ = 1 V, this amounts to ∆Tadiab = 0.055± 0.002 K.
In the second, calorimetric, experiment, after the ini-
tial voltage rise and subsequent equilibration, at t = t1
we switch the voltage [see Fig. 3(a)] back to 0 and,
while measuring ∆T , wait another 4 hours until t = t2
when the current I [Fig. 3(b)] has essentially dropped
to 0 (the relaxation time scales are discussed in Ap-
pendix C). Since this (dis)charging process is far from
equilibrium, the ∆T peaks in Fig. 3(c) are caused both
by reversible rearrangements within the EDL and by ir-
reversible strictly positive Joule heating. Clearly, the
exothermic Joule heat dominates in both directions of
charge transfer. Nevertheless, heat is more exothermic
upon charging (t0 → t1) than upon discharging (t1 → t2);
the difference is ascribed to the reversible part of the
heat exchange, which is exothermic upon charging and
endothermic upon discharging.
At any moment in this charging and discharging cy-
cle, the measured temperature difference ∆T could, in
principle, be found from the heat equation [22, 23],
%cp∂tT = κ∇2T + I ·E (1)
describing the time evolution of the temperature T (x, t)
at any point x in the thermostatic bath Vbath, the solid
Vs (carbon electrodes, glass casing, circuitry, etc.), and
the electrolyte solution Vel regions of the cell. Here, the
ionic current I and electric field E are spatially varying
and (possibly) nonzero only within Vel. Moreover, all
material properties appearing in Eq. (1) are locally de-
fined; the specific heat capacity cp, mass density %, and
heat conductivity κ take different values in the different
parts of the system (Vbath,Vs,Vel). Solving Eq (1) for
the complete three-dimensional geometry of the cell (in-
cluding the porous network) and bath is out of the scope
of our study and a simplified analysis of the experiments
is performed.
In our analysis, the temperature is assumed to be ho-
mogeneous within the complete cell, with a steep drop
of ∆T between the cell and the thermostatic bath. The
temperature difference ∆T between the cell and the ther-
mostatic bath changes when heat is added at another rate
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Figure 3. In the calorimetric experiment, the cell voltage
Ψcell (a) was switched to Ψ at t0 and 0 V was applied at t1.
The current I (b) and temperature difference ∆T (c) were
measured simultaneously. Plotted are data for Ψ = 1 V and
ρs = 1 M.
than heat is lost to the environment. If the heat flow to
the environment is assumed to be linear with ∆T , as in
Newton’s law of cooling, the temperature difference ∆T
is governed by
Cp
d∆T
dt
= −K∆T + Π˙tot, (2)
where we assume d∆T/dt = dT1/dt, thanks to a practi-
cally constant T2, and with Π˙tot =
∫
Vel dx I ·E being the
total heating rate in J s−1, and K being the heat transfer
coefficient in J s−1 K−1 of the cell-bath interface.
Equation (1) stems from an internal energy balance;
the source term I ·E captures the exchange between elec-
tric field energy and the solution’s thermal energy as the
electric field performs work on the electrolyte solution.
This source term can be split up in reversible (∼ I) and
irreversible contributions (∼ I2), respectively, with only
the reversible term persisting in the limit of slow charg-
ing [18, 24]. Likewise, for the total heat production rate
appearing in Eq. (2) we similarly write∫ t2
t0
Π˙totdt ≡ Πtot ≡ Πchrev + Πchirr + Πdisrev + Πdisirr , (3)
with reversible (rev) and irreversible (irr) heat contribu-
tions, during charging (ch, t0 ≤ t < t1) and discharging
(dis, t1 ≤ t ≤ t2). The right-hand side of Eq. (3) sim-
plifies since the reversible heat during charging opposes
that during discharging by definition (Πchrev = −Πchrev).
To appreciate the significance of the term Πchrev (and like-
wise, Πdisrev), we note that reversible work performed by
the electric field on the electrolyte solution equals the
4entropic contribution Ωent to the grand potential Ω, as
was pointed out by Overbeek [20]: “during the charg-
ing process ... the solution part of the double layer ar-
ranges itself automatically, i.e., with zero contribution
to the free energy, and thus the change in entropy and
the electrical work done [on the solution,
∫
Vel dx
∫ ψ
0
ψdq,
with ψ(x) and q(x) being the local electrostatic potential
and charge density, respectively] just compensate one an-
other.” Hence, Πchrev is to be identified with the entropic
contribution Ωent to the grand potential Ω of the cell
during EDL buildup, which, as far as we know, has not
previously been measured experimentally. Interestingly,
the equality Πchrev = Ω
GC
ent can be derived explicitly (see
Appendix A 4) within the classical Gouy-Chapman (GC)
EDL model, for which an analytical expression for Ωent
is known.
To find Πchrev, we first need to determine the empiri-
cal parameter K, which is done in Appendix B via two
calibration methods, both employing known quantities
of Joule heat. One of these methods used the geom-
etry with carbon electrodes (c.e.) as described so far,
and determined Kc.e. = 0.239± 0.003 J s−1 K−1 directly
from the data presented in Fig. 3. In this setup, most
of the Joule heat could not have been produced in the
electrolyte solution, as the total resistance went up from
13 to merely 70 Ω upon going from 1 M to 1 mM NaCl,
despite a factor of 1000 in electrolyte conductivity. In-
stead, the Joule heat was probably produced at the elec-
trical contacts between the porous carbon electrodes and
the external circuit [4]. In the other calibration method,
we replaced the electrodes with heating elements (h.e.)
where heat is generated in a wire of known resistance.
This gave Kh.e. = 0.179±0.001 J s−1 K−1. Even though
the latter cell setup has a (slightly) different heat conduc-
tance and conductivity, we deem this calibration method
with heating elements superior because (1) Joule heat is
determined more accurately and (2) the heat with which
is calibrated is generated at the same location as the re-
versible heat, the quantity we set out to find.
With K at hand, we consider the total heat production
during charging,
Πchtot ≡ Πchirr + Πchrev = K
∫ t1
t0
∆T (t)dt, (4)
and discharging,
Πdistot ≡ Πdisirr + Πdisrev = K
∫ t2
t1
∆T (t)dt, (5)
separately. Using K = Kh.e., we plot Πchtot and Π
dis
tot as a
function of Ψ for different salt concentrations in Fig. 4(a).
We observe that the salt concentration has only a minor
effect; results at ρs = 1 mM did not differ very much
from those at ρs = 1 M. The reversible heat production
is now determined via
Πchrev =
Πchtot −Πdistot
2
, (6)
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Figure 4. (a) The total heat production during charging Πchtot
(circles) and discharging Πdistot (triangles) [see Eqs. (4) and (5)]
versus the cell voltage Ψ at ρs = 1, 10, 100, 1000 mM. (b) The
reversible heat Πchrev [Eq. (6)] versus potential was measured
at ρs = 1 M. Black lines in (a) and (b) indicate quadratic
fits through the data as guides to the eye. Identifying Πchrev =
Ωent, the inset shows the ratio Ωent/Ω versus potential.
where we used that Πchrev = −Πdisrev (by definition) and
that Πdisirr = Π
ch
irr (see Appendix B 2). The potential de-
pendence of Πchrev is shown in Fig. 4(b). Since Π
ch
rev is
an equilibrium property of the EDL, it should be inde-
pendent of the thermal boundary condition (insulated or
not), so we could find the temperature rise upon adia-
batic charging from Eq. (2) by setting K = 0, leading at
Ψ = 1 V to ∆Tadiab = Π
ch
rev/Cp = 0.082 ± 0.016 K. It is
reassuring to see that the coulometric and calorimetric
experiments provide comparable predictions for ∆Tadiab
via two completely independent routes.
Identifying Πchrev = Ωent, we have experimental access
to the ratio Ωent/Ω, where, for isothermal charging pro-
cesses, the grand potential Ω =
∫
ΨdQ equals (minus) the
electric work required to charge the cell, which we find by
integrating an interpolation through the capacitance data
of Fig. 1(b). This ratio —shown in the inset of Fig. 4(b)—
is approximately 25% at high potentials, while its behav-
ior at low potential remains uncertain. This finding can
be compared (qualitatively) to the predictions of differ-
ent EDL models. In particular, Gouy-Chapman theory
predicts Ωent/Ω = 1/2 at low potentials, while for high
5potentials this ratio approaches unity [20]. This finding
for pointlike ions is in stark contrast to later theoretical
work that included finite ionic size [21]. There, it was
reported that the electrostatic energy Ωel gains in rela-
tive importance at higher potentials, at the expense of
a decrease in the importance of Ωent. Hence, the EDL
models that include ionic volume are in qualitative agree-
ment with our experimental findings.
In this Letter on temperature effects in electric double
layer capacitors we presented two different temperature-
dependent experiments involving water-immersed porous
carbon electrodes. Both experiments point toward
exothermic heating (heat flowing out of the cell) during
quasistatic EDL formation and the opposite effect dur-
ing quasistatic discharging. We moreover presented the
first experimental measurement of the entropic contribu-
tion to the grand potential energy cost of electric dou-
ble layer formation. At high electrostatic potentials, this
term constitutes approximately 25% of the total grand
potential energy. The accuracy of this prediction could
be improved in future work by building an even more sen-
sitive calorimetric cell. While this first study considered
only NaCl in water, future work could also look at the ef-
fect of ionic valency and size. The proposed calorimetric
method is useful for distinguishing or ruling out theories,
which is important for understanding the electric double
layer in porous carbon. This is of fundamental as well as
practical importance, as the potential of these materials
for future energy harvesting and storage can hardly be
overstated.
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Appendix A: Theory for heat flow, thermal
response, and heat production during EDL buildup
The classical understanding of the EDL is in terms
of an ideally polarizable, flat electrode whose charge is
screened via a compact, salt-concentration independent
Stern or Helmholtz layer within a˚ngstro¨ms of the sur-
face, together with a Gouy-Chapman layer that extends
into the solution on the scale of the salt-concentration de-
pendent Debye length. Although the charging behavior
of the water-immersed porous carbon electrodes of the
main text is poorly described by Gouy-Chapman theory,
it does aid the interpretation of the experiments of the
main text. In particular, we will derive explicit expres-
sions for the isothermal heat flow Q (Appendix A 2) and
the reversible heat production Πrev (Appendix A 4). A
Gouy-Chapman approximation for the adiabatic temper-
ature rise ∆Tadiab (Appendix A 3) was previously derived
in the supplemental material of Ref. [18]. To set the
stage, we first review the known Gouy-Chapman expres-
sions for the grand potential energy cost of EDL forma-
tion.
1. Gouy-Chapman grand potential
We consider a single electrode of area A and an ad-
jacent 1:1 electrolyte solution with a dielectric constant
ε, at temperature T and at a bulk salt concentration ρs.
At a finite electrode potential Ψ, the surface obtains a
surface charge density σ = Q/(Ae), with e the elemen-
tary charge, such that σ has the dimension of inverse
area. To screen the surface charge, an inhomogeneous
charge density profile develops in the electrolyte phase,
characterized by the cationic and anionic density profiles
ρ+(z) and ρ−(z), respectively. Here, the z-coordinate is
defined as the direction out of the electrode into the so-
lution, which runs from z = 0 at the electrode to z =∞
far into the bulk, where the local electrostatic potential
ψ(z) is zero and the ion densities take their bulk values
ρ+(∞) = ρ−(∞) = ρs. The ionic density profiles can be
obtained via classical density functional theory from an
auxiliary functional ΩV consisting of an ideal-gas term
and a mean-field Coulomb interaction term,
ΩV [ρ+, ρ−]
AkBT
=
∫ ∞
0
{∑
α=±
ρα(z)
[
ln
(
ρα(z)Λ
3
α
)− 1− βµα]
+
1
2
q(z)φ(z)
}
dz, (A1)
with kB Boltzmann’s constant, Λα the thermal wave-
length, µα the ionic chemical potential, φ(z) =
eψ(z)/kBT the local dimensionless electrostatic poten-
tial, and q(z) = σδ(z) + ρ+(z) − ρ−(z) the local unit
charge density. The ion density profiles follow from the
Euler-Lagrange equation δΩ/δρ± = 0 and amount to
ρ±(z) = ρs exp [∓φ(z)] after setting the chemical poten-
tial to µ± = kBT ln ρsΛ3±. Inserting ρ±(z) into the Pois-
son equation, φ′′(z) = −4piλBq(z), results in the Poisson-
Boltzmann equation. The main result of Gouy-Chapman
theory is the analytic solution to that equation:
φ = 4 tanh−1
(
exp
[−λ−1D z] tanh Φ4
)
, (A2)
with Φ = eΨ/kBT the dimensionless surface potential.
Moreover, λD = (8piλBρs)
−1/2 is the Debye length, in
terms of the Bjerrum length λB = e
2/(4piε0εkBT ), and
the vacuum permittivity ε0. From Eq. (A2), various
other quantities can be derived, for instance the relation
between the surface charge and potential
σ = σ¯ sinh
Φ
2
, (A3)
6with σ¯ = 4ρsλD the crossover surface charge density.
According to density functional theory, we find the
grand potential Ω(T, Vel, µ+, µ−, Q) = ΩV [ρ+, ρ−] (with
Vel the electrolyte volume) by evaluating the auxiliary
functional at the equilibrium ion concentration profiles.
Within Gouy-Chapman theory this yields
ΩGC = 2AρskBT
∫ ∞
0
dz {φ(z) sinhφ(z)− coshφ(z) + 1}︸ ︷︷ ︸
≡ ΩGCent
+
AkBT
2
∫ ∞
0
dz [q(z)φ(z)]︸ ︷︷ ︸
≡ ΩGCel
, (A4)
where we subtracted the bulk grand potential −pVel of
the electrolyte with osmotic pressure p = 2ρskBT . The
term ΩGCent , the integrand of which goes to zero in the
bulk, is associated with the excess entropy of the double
layer. Both integrals in Eq. (A4) were solved in Ref. [20]
by employing the Gouy-Chapman solution Eq. (A2). The
resulting expression for the entropic contribution reads
ΩGCent = Aσ¯kBT
[
Φ sinh
Φ
2
− 3 cosh Φ
2
+ 3
]
, (A5)
and, likewise
ΩGCel = Aσ¯kBT
[
cosh
Φ
2
− 1
]
, (A6)
was found for the electrostatic contribution.
2. Isothermal heat flow
The amount of heat that is required to flow into a
capacitor during isothermal (dT = 0) charging at tem-
perature T from an uncharged state to a charged state
with charge Q and potential Ψ was derived in Ref. [2]:
Q = −T
∫ Q
0
(
∂Ψ(Q′, T )
∂T
)
Q′
dQ′. (A7)
The coulometric experiment determines temperature de-
pendence of the equilibrium charge, (∂Q/∂T )Ψ, which is
related to the temperature dependence of the equilibrium
potential via a cyclic reciprocity relation(
∂Ψ
∂T
)
Q
= −
(
∂Ψ
∂Q
)
T
(
∂Q
∂T
)
Ψ
. (A8)
Hence, we can equivalently express the isothermal heat
flow as
Q = T
∫ Ψ
0
(
∂Q(Ψ′, T )
∂T
)
Ψ′
dΨ′. (A9)
In the coulometric experiment of the main text we found
(∂Q/∂T )Ψ = αΨ, with α = −4.0±0.1 mC V−1 K−1. In-
serting this into the above equation we find Q = αTΨ2/2:
the result stated in the main text.
Within Gouy-Chapman the heat flow reads [after in-
serting Eq. (A3)]
QGC = −2AkBT
∫ σ
0
∂
∂T
[
T sinh−1
σ′
σ¯
]
dσ′
= −2AkBT
[
σ sinh−1
σ
σ¯
−
√
σ¯2 + σ2 + σ¯
]
, (A10)
where we ignored the temperature dependence of σ¯. In
terms of the dimensionless surface potential Φ, and com-
paring to Eqs. (A5) and (A6), we find
QGC =−Aσ¯kBT
[
2− 2 cosh Φ
2
+ Φ sinh
Φ
2
]
=− ΩGCent . (A11)
Thermodynamically, this equivalence is understood as
follows. The differential dΩ = −SdT +ΨdQ of the grand
potential (at fixed µ± and Vel) of the electric double layer
capacitor implies that the isothermal grand potential
change during charging is equal to (minus) the performed
work, Ω = −W = ∫ ΨdQ. Meanwhile, the isothermal
heat Eq. (A7) is equal and opposite, Q = − ∫ ΨdQ, if
the charging behavior is such that (∂Ψ/∂T )Q = Ψ/T ,
which is precisely what we assumed in this section by ne-
glecting ∂σ¯/∂T in Eq. (A10). This implies moreover that
the internal energy change is zero for the Gouy-Chapman
model. In general, more advanced EDL models will have
a nonzero internal energy change upon charging, in which
case the heat flow is not equal to the grand potential
change.
3. Adiabatic temperature rise
Slowly charging a thermally insulated electric double
layer capacitor leads to a temperature rise ∆Tadiab, which
is the capacitive analogue of the temperature increase
upon compressing a gas in a thermally insulated con-
tainer [17]. Here, ∆Tadiab is found by integrating the
relation
dT =
T
Cp
(
∂Q(Ψ, T )
∂T
)
Ψ
dΨ, (A12)
7that follows from the total differential of S(T,Ψ), to-
gether with the dS = 0 condition on isentropic pro-
cesses. Using once more (∂Q/∂T )Ψ = αΨ (with α =−4.0±0.1 mC V−1 K−1) as obtained with the coulomet-
ric experiment of the main text, we find a small adiabatic
temperature rise,
∆Tadiab =
αTΨ2
2Cp
, (A13)
upon increasing the potential from 0 to Ψ, with T the
initial temperature at the uncharged state.
4. Reversible heat production
Overbeek pointed out that the work performed by the
electric field on ions in a solution during quasistatic EDL
buildup equals the entropic contribution to the grand
potential Ωent [20]. Meanwhile, the source term I · E
appearing in the heat equation (1) is associated precisely
with the power delivered locally by the electric field for
out of equilibrium settings. This suggests the following
relation
Πchrev ≡ limT→∞
∫ T
0
dt
∫
Vel
dx I ·E = Ωent, (A14)
where T is the duration of the slow charging process. To
test Eq. (A14), we consider a very slow charging pro-
cess of an electrode from an uncharged state, to some
final state at charge Q. We study the electrode as de-
scribed in the introduction of this section, and assume
that the instantaneous density profiles are given as in
Gouy-Chapman theory [Eq. (A2)] and moreover that the
temperature T (z, t) is homogeneous throughout the elec-
trolyte volume at each time t. Under these conditions,
the integrand of Eq. (A14) simplifies to IE, with E =
−∂zψ the local electric field, and I = eJch = e(J+ − J−)
the ionic current density (in A m−2). The time integral
in Eq. (A14) can be transformed into an integral over the
unit surface charge density σ
Πch,GCrev = −AkBT
∫ σ
0
[∫ ∞
0
Jch
Jtot
∂φ
∂z
dz
]
dσ′, (A15)
where we implemented
∂σ
∂t
= Jtot, (A16)
with Jtot = Jch + JM the total current density, which
is equal to the electronic current entering the electrode.
Here, Jtot, invariant with position in a Cartesian one-
dimensional geometry, includes the Maxwell or displace-
ment current JM = −ε0ε∂t∂zψ, which is proportional to
the variation of the electric field in time [25]. As the
Maxwell current vanishes in the charge neutral bulk, Jtot
is equal to the ionic current Jch far from the electrode.
For capacitive charging of the electrode, the ionic current
Jch is zero at the electrode surface and increases with z
to reach Jtot outside the EDL. Thus, in general Jch is a
fraction of Jtot, i.e., 0 < Jch/Jtot < 1. The ionic cur-
rent density Jch relates to the local ionic charge density
q according to the continuity equation
∂Jch
∂z
= −∂q
∂t
. (A17)
Within Gouy-Chapman theory q = −2ρs sinhφ and thus
Eqs. (A16) and (A17) yield
∂
∂z
(
Jch
Jtot
)
= 2ρs coshφ
∂φ
∂Φ
∂Φ
∂σ
. (A18)
We perform one partial integration in the bracketed in-
tegral in Eq. (A15) and insert Eq. (A18), such that
Πch,GCrev
AkBT
= −
∫ σ
0
[∫ ∞
0
∂
∂z
(
Jch
Jtot
)
φ dz
]
dσ′
= −2ρs
∫ σ
0
[∫ ∞
0
φ coshφ
∂φ
∂Φ
∂Φ
∂σ
dz
]
dσ′
= −2ρs
∫ Φ
0
[∫ ∞
0
φ coshφ
∂φ
∂Φ
dz
]
dΦ′
= −2ρs
∫ Φ
0
[∫ 0
Φ′
φ coshφ
∂φ
∂Φ
∂z
∂φ
dφ
]
dΦ′, (A19)
where in the second to last step we took (∂Φ/∂σ) out of
the spatial integral since it does not depend on z. The
integrand of Eq. (A19) can be simplified considerably, in
particular by converting the relation φ(Φ, z) [Eq. (A2)]
into Φ(φ, z). This gives the following term that can be
taken out of φ−integral in Eq. (A19),
∂φ
∂Φ
∂z
∂φ
=
(
∂Φ
∂z
)−1
=
λD
4
[
1− exp [2z/λD] tanh2 φ4
]
exp [z/λD] tanh
φ
4
=
λD
4
[
1− tanh2 Φ4
]
tanh Φ4
=
λD
2 sinh Φ2
, (A20)
where, going to second line, we eliminated z via Eq. (A2).
We can now evaluate Eq. (A19),
Πch,GCrev
AkBT
= −ρsλD
∫ Φ
0
1
sinh Φ
′
2
[∫ 0
Φ′
φ coshφ dφ
]
dΦ′
= −ρsλD
∫ Φ
0
cosh Φ′ − Φ′ sinh Φ′ − 1
sinh Φ
′
2
dΦ′
= −2ρsλD
∫ Φ
0
[
sinh
Φ′
2
− Φ′ cosh Φ
′
2
]
dΦ′
= σ¯
[
3− 3 cosh Φ
2
+ Φ sinh
Φ
2
]
. (A21)
Comparing with Eq. (A5), we see indeed that
Πch,GCrev = Ω
GC
ent : precisely the hypothesis we set out to
test.
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Figure 5. In the calibration with the heating elements, the
current I (a) was cyclically switched on and off to different
values, each lasting 400 s. The voltage ΨR (b) over the re-
sistive wire, and temperature difference ∆T (c) between the
cell and the thermostatic bath were measured simultaneously.
Shown are data for the air-filled cell configuration.
Appendix B: The heat transfer coefficient K
The heat transfer coefficient K appearing in Eq. (2)
was determined by two calibration methods.
1. Calibration with heating elements
Experiments were carried out with the same cell as de-
scribed in the main text, but with the electrodes and cur-
rent collectors replaced by heating elements (positioned
at the same respective locations as the electrodes) con-
sisting of resistive wire glued as a flat spiral onto a glass
disk (total resistance: 413 Ω). Measurements were con-
ducted with the cell filled with water and with the cell
filled with air. Depending on the current I [see Fig. 5(a)]
of up to 10 mA, different voltages ΨR [Fig. 5(b)] over the
resistive wire were measured, and different plateau val-
ues ∆Tmax of the temperature difference ∆T [Fig. 5(c)]
between the cell and the thermostatic bath were reached.
The occurrence of ∆T -plateaus indicates that a steady
state is reached where Joule heating is balanced by heat
flowing out the cell. From Eq. (2) it then follows that
the heat transfer coefficient K can be determined as the
slope of a ∆Tmax-versus-IΨR plot. In Fig. 6(a) we see
that ∆Tmax is proportional to the heating power IΨR.
We find K = 0.174± 0.001 J s−1 K−1 and K = 0.184±
0.001 J s−1 K−1 for the air-filled and water-filled cell,
respectively.
Taking a time integral over Eq. (2), its left hand side
vanishes for any time interval ta < t < tb which starts (ta)
and ends (tb) at ∆T = 0
◦C. The heat transfer coefficient
can then alternatively be determined from the slope of a
∆Tmax [K]
∫
∆Tdt [K s]
∫ IΨ
R
d
t
[J
]
I
Ψ
R
[m
J
s−
1
] water
air
(a) (b)
Figure 6. The heat transfer coefficient K is determined both
from the plateau value ∆Tmax (a), as well as from the time-
integrated temperature peaks
∫
∆Tdt (b), both for a water-
filled cell (blue circles) and an air-filled cell (green triangles).
Dotted lines indicate linear fits through these data.
water
air
ln
[∆
T
(t
)/
∆
T
0
]
t [s]
Figure 7. The heat capacity Cp of the cell is determined from
the exponential decay of ∆T after switching off the current
I. Dotted lines indicate linear fits through these data.
plot of
∫ tb
ta
IΨR dt versus
∫ tb
ta
∆T dt [Fig. 6(b)]. We found
K = 0.173 ± 0.001 J s−1 K−1 for the air-filled cell and
K = 0.179 ± 0.001 J s−1 K−1 for the water-filled cell.
Clearly, these values agree well with those determined
from Fig. 6(a); we think that the second method is more
reliable because it does not require a determination of
the time at which ∆Tmax is reached.
Once the applied current was switched off, ∆T de-
creased exponentially with time [see Figs. 5(c) and 7];
from Eq. (2) follows ∆T (t) = ∆T0 exp(−t/τ), where ∆T0
is the starting value of ∆T , t is the time that passed since
the current was switched off, and τ = Cp/K is the ther-
mal time constant, with Cp the heat capacity of the cell.
From the measured time scales τ = 34.0 ± 0.2 s for the
air-filled cell and τ = 61.1±0.3 s for the water-filled cell,
we calculate heat capacities of Cp = Kτ = 6.1±0.1 J K−1
and 10.9±0.1 J K−1, respectively. The difference between
the two Cp values agrees within 5% with a cell volume
of approximately 1.1 mL and the specific heat capacity
of water, 4.2 J K−1 g−1. This consistency supports the
validity of the heat quantities obtained.
In the main text we determined the adiabatic tem-
perature rise ∆Tadiab associated with charging of ther-
9mally insulated porous carbon electrodes via two inde-
pendent routes. We note that both routes used Cp =
10.9 ± 0.1 J K−1 as determined above, that is, with the
heating elements. This means that the true heat capacity
of the cell might differ slightly since it contains carbon
electrodes instead of resistive wires.
2. Calibration with porous carbon
The heat transfer coefficient K can also be deter-
mined using the Joule heat that is generated during
EDL formation in experiments with porous carbon elec-
trodes. Employing the same arguments as presented in
Appendix B 1, a time integral over Eq. (2) will leave its
left hand side zero for any time interval that starts and
ends at ∆T = 0 ◦C. In particular, for a full cycle of
charging and discharging as shown in Fig. 3 we have
K
∫ t2
t0
∆Tdt = Πchirr + Π
dis
irr ≡ Πirr, (B1)
where we used Eq. (3) and the fact that the reversible
heat Πdisrev that is produced upon discharging will exactly
cancel the reversible heat Πchrev produced upon charging
(Πchrev = −Πdisrev). Thus, the only heat production appear-
ing in Eq. (B1) is Joule heat dissipated from the resistive
parts of the system, which is exothermic regardless of the
opposite signs of voltages and currents during charging
and discharging. To calculate this Joule heat, we time-
integrate the dissipated power Π˙irr = I(t)ΨR(t) over the
two time intervals. Here, ΨR(t) = Ψ − ΨEDL(t) is the
voltage drop across the resistive elements that dissipate
heat, which we can access experimentally if we assume a
voltage drop ΨEDL(t) = Q(t)/C over the electric double
layer (EDL), with Q(t) the charge in the EDL and the ca-
pacitance C = limt→∞Q(t)/Ψ is assumed constant. In-
terestingly, we find that equal amounts of Joule heat are
produced during charging (Πchirr) and discharging (Π
dis
irr ),
despite the difference in I(t) and ΨR(t) during these pro-
cesses. The heat transfer coefficient K can now be deter-
mined from Fig. 8, where we plot Πirr =
∫ t2
t0
I(t)ΨR(t)dt
versus
∫ t2
t0
∆Tdt, obtained for different salt concentra-
tions ρs and different voltage steps Ψ. A straight line is
observed, whose slope corresponds to K = 0.239±0.003 J
K−1 s−1. Considering only the data at ρs = 1 M, the lin-
ear fit has a slope K = 0.232±0.005 J K−1 s−1, hence, K
depends very weakly on the salt concentration and can
be regarded constant.
3. Discussion
In the presence of carbon electrodes (c.e.), the heat
transfer coefficient Kc.e. = 0.239 J K−1 s−1 is a bit higher
than in the case of the 413 Ω heating elements (h.e.),
where we found Kh.e. = 0.179 J s−1 K−1. Both experi-
ments have their pros and cons, which we now discuss.
Π
ir
r
=
∫ t 2 t 0
I
Ψ
R
d
t
[J
]
∫ t2
t0
∆Tdt [K s]
ρs [mM]
Figure 8. In the calibration with porous carbon electrodes,
the heat transfer coefficient Kc.e. = 0.239 ± 0.003 J K−1 s−1
is determined from the slope of the parametric plot of time-
integrated ∆T peaks against the Joule heat Πirr for several
salt concentrations, indicated with different colors (see leg-
end). Different symbols belong to different duplicate mea-
surements at various cell potentials up to 1 V.
Materials: the calibration with the porous carbon
has the benefit that it does not alter the cell setup. The
different materials in the experiment with the resistive
wires might affect its K-value.
Joule heat determination: Both calibration meth-
ods use the Joule heat produced over a time interval that
starts and ends at ∆T = 0 ◦C. While the resistive wire
has a precisely-known resistance, allowing for accurate
Joule heat determination, the Joule heat in the porous
carbon experiments is prone to larger uncertainty, since
we assumed a constant capacitance in its determination.
Relaxing this assumption is not straightforward without
additional assumptions.
Geometry: In both calibration methods, reversible
heat can be found only after deducing K from
∆T -signals, which is done via Eq. (2) with an (approxi-
mately) known amount of Joule heat. We note that this
equation relies on the assumption that the temperature is
uniform throughout the electrochemical cell (Vs and Vel),
for which the Biot number Bi, comparing heat conduc-
tion within the cell to the heat loss to the environment,
is commonly used as a benchmark. Unfortunately, even
when the requirement of small Bi is satisfied (for our
cell we estimate Bi ≈ 0.2, a bit higher than Bi ≈ 0.1
which is deemed sufficiently low [26]), the assumption of
a uniform temperature cannot be correct for far-out-of-
equilibrium charging, since heat is generated quickly at
specific locations within the cell.
These considerations have the following repercussions
on our experiments. In both calibration methods, the
temperature probe was placed halfway between the two
electrodes and heating elements, respectively. Mean-
while, the Joule heat is generated at different locations
in the two calibration methods. In the heating elements
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experiment, Joule heat is generated in a resistive wire
positioned at the exact same location as the electrodes
in the porous carbon experiment; hence, the location of
reversible heat production. Meanwhile, the weak salt-
concentration dependence of the total resistance of the
electrochemical cell (that was mentioned in the main
text) indicates that in the porous carbon experiment,
Joule heat is probably produced at the electrical contacts
[see Fig. 1(a)], which is further away from the tempera-
ture probe than in the heating elements experiment. In
line with our experimental findings, we note that a unit
amount of Joule heat, generated at increasingly large
separations from the temperature probe, leads to ever
smaller ∆T -signals, resulting thereby into ever higher K-
values. Clearly, employing the Kc.e.— calibrated with
Joule heat generated at the electrical contacts— in a cal-
culation determining the reversible heat generated at a
location closer to temperature probe, will overestimate
its value. For the main text, we therefore chose to prior-
itize Kh.e..
The above calibration uncertainty would not have been
present if the cell had had a uniform internal tempera-
ture at each instance. To accomplish that, instead of a
sudden step, one should slowly apply the external po-
tential, such that the cell can equilibrate internally while
being heated. Such experiments with the current cell
were unsuccessful because heat flowed out of the cell too
quickly; the measured temperature differences were too
small compared to the equilibrium temperature fluctua-
tions to separate signal from noise. Hence, resolving the
calibration uncertainty poses an experimental challenge,
which will require the development of a better insulated
and an even more sensitive calorimetric setup.
All above-mentioned reservations aside, the obtained
heat transfer coefficients Kc.e. and Kh.e. still only differ
by approximately 30%.
Appendix C: Time scales of current and
temperature-difference decay
Figure 3(b) and (c) exhibit a decaying current and tem-
perature difference that we now discuss in more detail.
In general, electric double layer capacitors (EDLCs)
are known to display a richer charging dynamics than
conventional RC-circuits because both the capacitance
and electrical resistance of an EDLC depend on its charg-
ing state. For instance, model calculations on a paral-
lel plate EDLC (plate separation L) showed that surface
charge is screened on a time scale λDL/D (with D the
diffusion constant), but corrections also introduce other
time scales: λSL/D, λSλD/D, λ
2
D/D (with λS the thick-
ness of a Stern layer) [27]. At later times (L2/D) salt
diffusion takes over.
The electrodes of this Letter, made from porous car-
bon, have a hierarchical structure in which more length
scales must come into play. One can therefore expect to
find an even richer charging dynamics. As such, it comes
I
[A
]
t [s] t [s]
(a) (b)
Figure 9. The current relaxation data of the left panel of
Fig. 3(b) replotted on linear (a) and log-linear scale (b) with
blue circles (only one tenth of the data is shown). Fits I#1(t)
(red line) and I#2(t) (blue line) as introduced in the text are
shown as well.
∆
T
[K
]
t [s] t [s]
(a) (b)
Figure 10. The thermal response data of the left panel of
Fig. 3(c) replotted on linear (a) and log-linear scale (b) with
black circles. Fits to these data are obtained with Eq. (C1) for
different assumptions about Π˙tot: Joule heat only (red line),
reversible heat only (blue line), and both Joule and reversible
heat (black line).
as no surprise that data of the left panel of Fig. 3(b)
— redrawn in Fig. 9 with blue circles on linear (a) and
log-linear (b) scale— confirm the picture sketched above
of the absence of a single time scale to the decay of the
current; clearly, the data is poorly fitted by a single de-
caying exponential (red line) I#1(t) = I1 exp[−t/τ1] with
I1 = 0.080 A and τ1 = 73 s. Adding a second exponential
I#2(t) = I1 exp[−t/τ1]+I2 exp[−t/τ2] with I0 = 0.071 A,
I1 = 0.028 A, τ0 = 31 s, and τ0 = 171 s) fits the data
better (blue line) at short times but still fails at long
times.
In Fig. 10 we reproduce (with black circles) the data of
the left panel of Fig. 3(c) on linear (a) and log-linear (b)
scale. To model these data, we note that Eq. (2) allows
for the following general solution
∆T (t) = exp[−t/τ ]
[∫ t
0
exp[t′/τ ]
Π˙tot(t
′)
Cp
dt′
]
, (C1)
with Π˙tot(t) the heating rate and τ = Cp/K = 61.1±0.3 s
the thermal time constant as determined in the previous
section. Clearly, the time scales of thermal response to
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charging are dictated both by τ and by the time scales
with which Π˙tot decays. In the main text we argued
that Π˙tot contains Joule heat contributions (∼ I2) and
reversible contributions (∼ I): we consider the follow-
ing general form Π˙tot(t) =
[
ζirrI(t)
2 + ζrevI(t)
]
where
ζirr and ζrev are parameters of dimension Ω and V , re-
spectively. From the above discussion we know that the
current decay is characterized by multiple time scales.
However, to proceed, we approximate I(t) with the fit
found above: I(t) = Θ(t)I#2(t), with Θ(t) a Heaviside
step function. Equation (C1) can now be solved analyti-
cally: a lengthy expression with two free parameters ζirr
and ζrev.
To start, we consider the case of only Joule heat by
setting ζrev = 0 V. The best fit (red line) is then found
for ζirr = 1.1 Ω. Conversely, considering the case of only
reversible heat (setting ζirr = 0 Ω) leads to a best fit
(blue) at ζrev = 0.051 V. The short-time ∆T response is
decently described by the case of only Joule heat, while
the case of only reversible heat performs poorly in that
region. Figure 10(b) shows that both choices do not re-
produce the long-time relaxation accurately: they relax
either too rapidly (only Joule heat) or too slowly (only
reversible heat).
As can be expected on the basis of Ref. [18] and this
Letter, the physical situation is that of reversible and ir-
reversible heat simultaneous at play. Indeed, the best fit
through the data in Fig. 10 is achieved for ζirr = 0.76 Ω
and ζrev = 0.016 V; hence, a mixture of reversible and
reversible contributions. We conclude that, in order to re-
produce the long-time relaxation correctly, it seems nec-
essary to account for both reversible and irreversible heat.
So far, we only considered ζrev/irr to be time-
independent. However, for the slit geometry of Ref. [18],
ζrev takes the form ζrev = kBT (∂zq)/[e(ρ+ +ρ−)]; hence,
there is no reason to believe ζrev is truly time indepen-
dent. Relaxing this assumption could lead to an even
better reproduction of the measured temperature data.
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