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В работе рассматривается математическая модель неоднородной задачи дробно-линейного



































ij = αp, p = 1, l; (3)
∑
k∈K0(i, j)
xkij 6 d0ij , xkij > 0, k ∈ K0(i, j), (i, j) ∈ U0; (4)
0 6 xkij 6 dkij , k ∈ K1(i, j), (i, j) ∈ U ; (5)
xkij > 0, k ∈ K(i, j) \K1(i, j), (i, j) ∈ U \ U0, (6)
где I — множество узлов и U — множество мультидуг мультисети G = {I, U}, U ⊆ I × I,
|I| < ∞, |U | < ∞. Мультисеть G = (I, U) представлена в виде множества Gk, k ∈ K,
связных сетей Gk = (Ik, Uk). Каждая связная сеть Gk соответствует некоторому типу k
потока в мультисети G = (I, U), k ∈ K, |K| < ∞. K(i) — множество типов потоков,
проходящих через узел i : K(i) = {k ∈ K : i ∈ Ik}. Для каждой мультидуги (i, j) ∈
∈ U определим множество K(i, j) типов потоков, проходящих через (i, j) : K(i, j) = {k ∈
∈ K : (i, j)k ∈ Uk}. Для каждой мультидуги (i, j) определим подмножество K1(i, j) = {k ∈
∈ K : (i, j)k ∈ Uk1 }, Uk1 ⊆ Uk. Введем множество U0 мультидуг (i, j) ∈ U0, |K0(i, j)| > 1, где
K0(i, j) = K(i, j)\K1(i, j), (i, j) ∈ U0. Каждая сеть Gk имеет следующие характеристики:




ij — параметры дробно-
линейной целевой функции (1) для дугового потока k -го типа дуги (i, j)k; dkij — пропускная
способность дуги (i, j) для k -го типа потока, k ∈ K1(i, j); d0ij — суммарная пропускная
способность мультидуги (i, j) ∈ U0; aki интенсивность узла i для k -го типа потока; αp,
p = 1, l, λkpij — параметры дополнительных ограничений (3), отражающих взаимосвязи
дуговых потоков мультисети G = (I, U). I+i (U
k) = {j ∈ Ik : (i, j)k ∈ Uk}, I−i (Uk) = {j ∈
∈ Ik : (j, i)k ∈ Uk}. Полагаем, что знаменатель q(x) = ∑(i,j)∈U∑k∈K(i,j) qkijxkij + γ дробно-
линейной целевой функции f(x) не меняет знак на множестве X допустимых решений
(мультипотоков) задачи (1)–(6), x ∈ X, x = (xkij , (i, j) ∈ U, k ∈ K(i, j)).
Неоднородные задачи потокового программирования вида (1)–(6) относятся к классу
нелинейных (дробно-линейных) задач математического программирования с дробно-линейной
целевой функцией (1) и линейными ограничениями (2)–(6), а также характериризуются
наличием взаимосвязи дуговых потоков (3), (4). Математические модели (1)–(6) дробно-
линейного программирования (ДЛП) рассматриваются в исходном виде, без сведения их к
соответствующим моделям линейного программирования (ЛП) [1]. В конструктивной теории
решения экстремальных сетевых задач [2–4] перспективен подход, в котором максимально
применяются общие принципы оптимизации для сетевой (разреженной) структуры ограниче-
ний. На основе результатов, полученных для решения неоднородных сетевых задач линейной
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оптимизации [1], разработана теория декомпозиции [5, 6] для разделения ограничений (2)–
(6) задачи (1)–(6) на независимые части, одна из которых представляет собой разреженную
часть ограничений (2), вторая — ограничения общего вида. Затем, на основе полученных
теоретических результатов, применяются эффективные алгоритмы и технологии [7, 8] по-
строения численных решений для исследуемой математической модели (1)–(6) в целом. На
основе применения конструктивной теории декомпозиции [8] для разреженных недоопреде-
ленных систем линейных алгебраических уравнений и результатов, полученных для решения
неоднородных сетевых задач линейной оптимизации [1], разработаны прямые точные опор-
ные методы решения неоднородных сетевых задач дробно-линейной оптимизации вида (1)–
(6) с применением современных достижений в технологии построения численных решений
нелинейных задач математического программирования.
Доказан критерий оптимальности опорного мультипотока. Получена формула прираще-
ния дробно-линейной целевой функции (1). В случаях нарушения условий оптимальности на
дугах и мультидугах, разработаны эффективные алгоритмы решения разреженных линей-
ных систем для нахождения подходящих направлений [9] изменения допустимого мультипо-
тока. Используются концепции теории графов и теории потоков для операций декомпозиции
мультисети и построения общих решений разреженных недоопределенных систем линейных
алгебраических уравненийс с прямоугольными матрицами [10].
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Пусть объект управления описывается линейной автономной регулярной алгебро-диффе-
ренциальной системой с соизмеримыми запаздываниями в управлении
d
dt
(A0x(t)) = Ax(t) +
m∑
i=0
Biu(t− ih), t > 0, (1)
