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Abstract. Euler–Maclaurin and Poisson analogues of the summations ∑a<n≤b χ(n) f (n),
∑a<n≤b d(n) f (n), ∑a<n≤b d(n)χ(n) f (n) have been obtained in a unified manner,
where (χ(n)) is a periodic complex sequence; d(n) is the divisor function and f (x) is
a sufficiently smooth function on [a,b]. We also state a generalised Abel’s summation
formula, generalised Euler’s summation formula and Euler’s summation formula in
several variables.
Keywords. Abel’s summation formula; Euler summation formula; Euler–Maclaurin
summation formula; Poisson’s summation formula; Fourier series.
1. Introduction
Voronoi [4] conjectured that if (c(n)) is a given arithmetical function and if f is a contin-
uous function on an interval [a,b] with only finite number of maxima and minima there,
then there exist analytic functions α(x) and δ (x), depending only upon c(n) (and not upon
f (x)) such that
∑
a≤n≤b
′ c(n) f (n) =
∫ b
a
f (x)δ (x)dx+
∞
∑
n=1
c(n)
∫ b
a
f (x)α(nx)dx.
The prime on the summation sign ∑ ′a≤n≤b c(n) f (n) means that if n = a or n = b, only
(1/2)c(a) f (a) or (1/2)c(b) f (b) respectively is counted. In the special case c(n) = d(n),
where d(n) = the number of divisors of n, Voronoi obtained the formula
∑
a≤n≤b
′ d(n) f (n) =
∫ b
a
(log x+ 2γ) f (x)dx+
∞
∑
n=1
d(n)
∫ b
a
f (x)α(nx)dx,
with α(x) = 4K0(4pi
√
x)− 2piY0(4pi
√
x), where K0 and Y0 are the well-known Bessel
functions and γ is the Euler’s constant. Obviously, Voronoi’s summation formula is a
generalisation of Poisson’s summation formula. Berndt [1] and Berndt and Schoen-
feld [2] have given the Euler–Maclaurin and the Poisson analogues of the summation
∑a<n≤b χ(n) f (n), where (χ(n)) is a periodic sequence of complex numbers.
The object of this paper is as follows:
(1) To give the analogues of the Euler–Maclaurin’s summation formula of ∑a<n≤bχ(n)f (n),
∑a<n≤b d(n) f (n) and ∑a<n≤b d(n)χ(n) f (n), where f (x) is a sufficiently smooth
function on the interval [a,b];d(n) is the divisor function and (χ(n)) is a periodic
sequence of complex numbers of period k (see Theorem 1).
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(2) To give the analogues of the Poisson’s summation formula for ∑a<n≤b χ(n) f (n),
∑a<n≤b d(n) f (n) and ∑a<n≤b d(n)χ(n) f (n) (see Theorem 2). These will be accom-
plished virtually effortlessly without the use of complex contour integration. Inciden-
tally in particular, choosing χ(n) to be the constant sequence (1)n so that k = 1, we
can obtain Euler–Maclaurin and Poisson summation formulae for ∑a<n≤b f (n) from
the corresponding results for ∑a<n≤b χ(n) f (n).
Next, we introduce our notation and state our theorems.
Notation. In what follows, the summation ∑∞n=−∞ or ∑n will always mean the summa-
tion in the sense limN→∞ ∑|n|≤N ; and ∑ ′∞n=−∞ or ∑ ′n shall denote exclusion of the term
corresponding to n = 0. For x real, [x] denotes the integral part of x. We shall write
ψ(x) = x− [x]− (1/2). Thus for non-integer x, we have ψ(x) = −∑ ′n(e2pi inx/2pi in). We
shall call a Riemann-integrable function f on an interval [a,b] of the real line, a good
function on [a,b], if it admits the interchange of ∑ and ∫ in the Riemann–Stieltjes integral∫ b
a ψ(αx+β )d f (x), i.e.,
−
∫ b
a
∞
∑
n=−∞
′ e2pi in(αx+β )
2pi in
d f (x) =−
∞
∑
n=−∞
′
∫ b
a
e2pi in(αx+β )
2pi in
d f (x),
where α,β are some real constants with 0 < α ≤ 1. (If f is differentiable with its deriva-
tive finite and integrable, whether in the Riemann sense or in the Lebesgue sense, on [a,b],
then f is good on [a,b]. Also, if f is a function of bounded variation, then f is good.)
For an integer r ≥ 0, we shall write
ψr(x) =−∑
n
′ e2pi inx
(2pi in)r+1
=
Br+1(x)
(r+ 1)!
,
where Br(x) is the Bernoulli polynomial of degree r and (r+1)! denotes (r+1) factorial.
Note that ψ0(x) = ψ(x) and (d/dx)ψr(x) = ψr−1(x) for r ≥ 1.
Next, we state our theorems.
Theorem 1. Let the function f have continuous derivatives up to (R+1)th order on [a,b].
(I) Let (χ(n)) be a complex sequence with period k and let d(n) be the divisor function.
Then, we have
∑
a<n≤b
χ(n) f (n) = 1k
k
∑
l=1
χ(l)
∫ b
a
f (u)du
−
R
∑
r=0
(−k)r
{
f (r)(b)∑
n
′ τ(χ ,−n) e
2pi inb/k
(2pi in)r+1
− f (r)(a)∑
n
′ τ(χ ,−n) e
2pi ina/k
(2pi in)r+1
}
+(−k)R ∑
n
′ τ(χ ,−n)
(2pi in)R+1
∫ b
a
f (R+1)(u)e2pi inu/kdu,
where τ(χ ,n) = ∑kl=1 χ(l)e2pi inl/k.
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(II) We have
∑
a<n≤b
d(n) f (n)
=
∫ b
a
f (u)d(u)
(
∑
m≤b
1
m
)
+
R
∑
r=0
(−1)(r+1)
{
f (r)(b)∑
n
′ 1
(2pi in)r+1
(
∑
m≤b
mre2pi inb/m
)
− f (r)(a)∑
n
′ 1
(2pi in)r+1
(
∑
m≤b
mre2pi ina/m
)}
+(−1)R ∑
n
′ 1
(2pi in)R+1
∫ b
a
f (R+1)(u)
(
∑
m≤b
mRe2pi inu/m
)
du.
(III) We have
∑
a<n≤b
χ(n)d(n) f (n) = 1k
k
∑
r1=1
k
∑
r2=1
χ(r1r2)

 ∑
m≤b
m≡r1(mod k)
1
m
∫ b
a
f (u)du


+
R
∑
r=0
(−1)r+1kr
k
∑
r1=1
k
∑
r2=1
χ(r1r2)
×

 f (r)(b)∑n ′
e−2pi inr2/k
(2pi in)r+1
· ∑
m≤b
m≡r1(mod k)
e2pi inb/mk
− f (r)(a)∑
n
′ e−2pi inr2/k
(2pi in)r+1
· ∑
m≤b
m≡r1(mod k)
e2pi ina/mk


+(−k)R
k
∑
r1=1
k
∑
r2=1
χ(r1r2)∑
n
′e−2pi inr2/k
∫ b
a
f (R+1)(u)

 ∑
m≤b
m≡r1(mod k)
e2pi inu/mk

du.
Theorem 2. Let a function f be good on the interval [a,b]. Let (χ(n)) be a complex
sequence of period k and let d(n) be the divisor function. Then, we have
(I) ∑
a<n≤b
χ(n) f (n) = 1k
∞
∑
n=−∞
τ(χ ,n) ·
∫ b
a
f (u)e−2pi inu/kdu,
where τ(χ ,n) = ∑kl=1 χ(l)e2pi inl/k.
(II) We have
∑
a<n≤b
d(n) f (n) =
∞
∑
n=−∞
∫ b
a
f (u)
(
∑
m≤b
1
m
e2pi inu/m
)
du.
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(III)
∑
a<n≤b
χ(n)d(n) f (n)
=
k
∑
r1=1
k
∑
r2=1
χ(r1r2)
∞
∑
n=−∞
′ e−2pi inr2/k
×
∫ b
a
du f (u)

 ∑
m≤b
m≡r1(mod k)
1
m
e2pi inu/mk


+
1
k
k
∑
r1=1
k
∑
r2=1
χ(r1r2)
(∫ b
a
f (u)du
) ∑
m≤b
m≡r1(mod k)
1
m

 .
Berndt [1] and Berndt and Schoenfeld [2] have given the Euler–Maclaurin and the
Poisson analogues for the summation ∑a<n≤b χ(n) f (n) by different methods. Their
results are similar to our results for ∑a<n≤b χ(n) f (n). Jutila [3] obtained transformation
formulae in analytic number theory, where he deals with the summations ∑n d(n) f (n)
and ∑n a(n) f (n);a(n) being the nth Fourier coefficient of a cusp form. We can also
obtain the Euler–Maclaurin and the Poisson analogues of ∑n a(n) f (n), using our
approach. More generally, we can deal with the summation ∑n r(n) f (n), where r(n) is
the Fourier coefficient of a periodic integrable function g(x) of period 1. Thus writing
r(x) =
∫ 1
0 g(u)e
−2pi ixudu, we have r(n) =
∫ 1
0 g(u)e
−2pi inudu.
Note that
d
dxr(x) = (−2pi ix)
∫ 1
0
g(u)e−2pi ixudu,
d2
dx2 r(x) = (−2pi ix)
2
∫ 1
0
g(u)e−2pi ixudu,
and so on.
Thus r(x) is a smooth function. In particular, we may choose g(u) = hy(u) = h(u+ iy)
for a fixed y > 0, where h(z) = h(x+ iy) is a cusp form under consideration as in the
case of Jutila [3]. If f is a smooth function on [a,b], then φ(x) = f (x) · r(x) is a smooth
function on [a,b] and we can apply Euler–Maclaurin or Poisson summation formula to
the summation ∑a<n≤b φ(n).
We actually show that all the above results can be obtained using the two facts, namely,
(1) generalised Euler’s summation formula (see Corollary 1 of Lemma 1),
(2) ψ(x) = x− [x]− 12 =−∑ ′∞n=−∞e(2pi inx/2pi in), the series being convergent boundedly.
Next we prove the theorems. For this, we state our main results as lemmas and derive
the proofs of our theorems from these lemmas.
Lemma 1. (Generalised Abel’s summation formula). Let (λ (n))n=∞n=−∞ be a strictly
increasing sequence of real numbers such that λ (n)→ ∞ as n → ∞; and λ (n)→−∞ as
n →−∞. Let f be a function on an interval [a,b] such that f is continuous from left at
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every point of the sequence (λ (n)) with a < λ (n)≤ b. Let (c(n)) be a complex sequence
and let S(t) = ∑λ0<λ (n)≤t c(n), where λ0 is a fixed constant. Then
∑
a<λ (n)≤b
c(n) f (λ (n)) =
∫ b
a
f (t)dS(t)
= f (b)S(b)− f (a)S(a)−
∫ b
a
S(t)d f (t).
A corresponding result may be given, if f is continuous from right at every point λ (n)
with a < λ (n)≤ b.
COROLLARY 1. (Generalised Euler’s summation formula)
Let f be Riemann-integrable on the interval [a,b] such that f is continuous from left at
every integer n with a < n≤ b. Then
∑
a<n≤b
f (n) =
∫ b
a
f (u)du+
∫ b
a
(
u− [u]− 1
2
)
d f (u)
+ f (a)
(
a− [a]− 1
2
)
− f (b)
(
b− [b]− 1
2
)
.
Note. If f is such that its derivative f ′ exists and is finite on [a,b] and is integrable on
[a,b] (either in Riemann or Lebesgue sense), then we can replace ∫ ba (u− [u]− 12)d f (u)
by
∫ b
a
(
u− [u]− 12
) f ′(u)du.
COROLLARY 2. (Euler’s summation formula for two variables)
Let f (x,y) be a function of two variables such that its partial derivatives up to second
order are continuous in the rectangle (a ≤ x≤ b,c≤ y≤ d), where a,b,c,d are integers.
Then with obvious notations,
∑
c<n≤d
∑
a<m≤b
f (m,n) =
∫ b
a
∫ d
c
f (x,y)dxdy
+
∫ b
a
∫ d
c
fx(x,y)(x− [x])dxdy
+
∫ b
a
∫ d
c
fy(x,y)(y− [y])dxdy
+
∫ b
a
∫ d
c
fxy(x,y)(x− [x])(y− [y])dxdy.
Proof. Using Euler’s summation formula (for fixed n), we have
∑
a<m≤b
f (m,n) =
∫ b
a
f (x,n)dx+
∫ b
a
fx(x,n)(x− [x])dx.
Hence,
∑
c<n≤d
(
∑
a<m≤b
f (m,n)
)
=
∫ b
a
dx
(
∑
c<n≤d
f (x,n)
)
+
∫ b
a
dx(x− [x])
(
∑
c<n≤d
fx(x,n)
)
.
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Using Euler’s summation formula once more, for the summations ∑c<n≤d f (x,n) and
∑c<n≤d fx(x,n), we get the result as stated.
COROLLARY 3.
We have for integers r,k with 0 ≤ r < k, if f is continuous from left at the integer n ≡
r(mod k) with a < n≤ b, then
(I)
∑
a<n≤b
n≡r(mod k)
f (n) = 1k
∫ b
a
f (u)du+
∫ b
a
ψ
(
u− r
k
)
d f (u)
+ f (a) ·ψ
(
a− r
k
)
− f (b) ·ψ
(
b− r
k
)
,
provided f is Riemann-integrable on [a,b].
(II) Putting r = 0 we get for m≥ 1, if f is continuous on [a,b]
∑
a/m<n≤b/m
f (mn) = 1
m
∫ b
a
f (u)du+
∫ b
a
ψ
( u
m
)
d f (u)+ f (a)ψ
( a
m
)
− f (b)ψ
(
b
m
)
.
(III) We have for integer m≥ 1 and integer k ≥ 1,
∑
a/m<n≤b/m
n≡r(mod k)
f (mn) = 1km
∫ b
a
f (u)du+
∫ b
a
ψ
(
(u/m)− r
k
)
d f (u)
+ f (a)ψ
(
(a/m)− r
k
)
− f (b)ψ
(
(b/m)− r
k
)
,
provided f is continuous on [a,b].
Proofs of Theorems 1 and 2. Firstly, we shall find the Poisson and the Euler–Maclaurin
analogues of ∑a<n≤b χ(n) f (n). We have
∑
a<n≤b
χ(n) f (n) =
k
∑
l=1
χ(l)
(
∑
n≡l(mod k)
f (n)
)
=
k
∑
l=1
χ(l)
{
1
k
∫ b
a
f (u)du+
∫ b
a
ψ
(
u− l
k
)
d f (u)
+ f (a)ψ
(
a− l
k
)
− f (b)ψ
(
b− l
k
)}
.
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First, we shall obtain Poisson analogue. Integrating by parts, we have
∫ b
a
ψ
(
u− l
k
)
d f (u) =−
∫ b
a
(
∞
∑
n=−∞
′ e2pi in((u−l)/k)
2pi in
)
d f (u)
=−
∞
∑
n=−∞
′ 1
2pi in
∫ b
a
e2pi in((u−l)/k)d f (u)
=−∑
n
′ 1
2pi in
{
[e2pi in((u−l)/k) f (u)]u=bu=a
−2pi ink
∫ b
a
f (u)e2pi in((u−l)/k)du
}
=−∑
n
′ 1
2pi in
(
e2pi in((b−l)/k) f (b)− e2pi in((a−l)/k) f (a)
)
+
1
k ∑n
′
∫ b
a
f (u)e2pi in((u−l)/k)du.
Thus Theorem 2(I) follows.
Next, we prove the Euler–Maclaurin analogue of ∑a<n≤b χ(n) f (n). Integrating by
parts, we have
∫ b
a
ψ
(
u− l
k
)
d f (u) =
∫ b
a
ψ
(
u− l
k
)
f ′(u)du
= k
∫ b
a
(d/du)ψ1
(
u− l
k
)
f ′(u)du
= k
[
ψ1
(
u− l
k
)
f ′(u)
]b
u=a
− k
∫ b
a
ψ1
(
u− l
k
)
f ′′(u)du
= k
(
ψ1
(
b− l
k
)
f ′(b)−ψ1
(
u− l
k
)
f ′(a)
)
− k
∫ b
a
ψ1
(
u− l
k
)
f ′′(u)du
= k
(
ψ1
(
b− l
k
)
f ′(b)−ψ1
(
a− l
k
)
f ′(a)
)
− k2
∫ b
a
d
duψ2
(
u− l
k
)
f ′′(u)du,
and so on. Thus, we get
∑
a<n≤b
χ(n) f (n) =
k
∑
l=1
χ(l)
{
1
k
∫ b
a
f (u)du
+
R
∑
r=0
(−1)r+1kr
(
ψr
(
b−l
k
)
f (r)(b)−ψr
(
a−l
k
)
f (r)(a)
)
−kR
∫ b
a
ψR
(
u− l
k
)
f (R+1)(u)du
}
.
This gives Theorem 1(I). Next, we deal with ∑a<n≤b d(n) f (n).
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Now ∑a<r≤b d(r) f (r) = ∑a<mn≤b f (mn).
Noting that the summation a < mn ≤ b means summation over lattice points between
rectangular hyperbolae xy = b and xy = a, the upper hyperbola included and the lower
hyperbola excluded, we get
∑
a<r≤b
d(r) f (r) = ∑
m≤b
(
∑
a/m<n≤b/m
f (mn)
)
= ∑
m≤b
1
m
(∫ b
a
f (u)du
)
+ ∑
m≤b
(∫ b
a
ψ
( u
m
)
d f (u)
+ f (a)ψ
( a
m
)
− f (b)ψ
(
b
m
))
.
Substituting the series for ψ(u/m), we can obtain both the Poisson and the Euler–
Maclaurin analogues for ∑a<n≤b d(n) f (n). Next we deal with ∑a<n≤b d(n)χ(n) f (n).
Now
∑
a<n≤b
d(n)χ(n) f (n) = ∑
a<mn≤b
χ(mn) f (mn)
= ∑
m≤b
k
∑
r2=1
χ(mr2)

 ∑
a<mn≤b
n≡r2(mod k)
f (mn)


= ∑
m≤b
k
∑
r2=1
χ(mr2)

 ∑
a/m<n≤b/m
n≡r2(mod k)
f (mn)


= ∑
m≤b
k
∑
r2=1
χ(mr2)
{
1
km
∫ b
a
f (u)du
+
∫ b
a
ψ
(
(u/m)− r2
k
)
d f (u)
+ f (a)ψ
(
(a/m)− r2
k
)
− f (b)ψ
(
(b/m)− r2
k
)}
.
Substituting the series for ψ , then interchanging ∑ and ∫ and then integrating by parts in
one way or the other as the case may be, we can get the Euler–Maclaurin or the Poisson
analogue of ∑a<n≤b d(n)χ(n) f (n).
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