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Abstract
In this paper we consider the homogenization of the evolution problem associated with a jump process that involves
three different smooth kernels that govern the jumps to/from different parts of the domain. We assume that the spacial
domain is divided into a sequence of two subdomains An ∪ Bn and we have three different smooth kernels, one that
controls the jumps from An to An, a second one that controls the jumps from Bn to Bn and the third one that governs
the interactions between An and Bn.
Assuming that χAn(x) → X(x) weakly in L
∞ (and then χBn(x) → 1 −X(x) weakly in L
∞) as n → ∞ and that the
initial condition is given by a density u0 in L
2 we show that there is an homogenized limit system in which the three
kernels and the limit function X appear. When the initial condition is a delta at one point, δx¯ (this corresponds to the
process that starts at x¯) we show that there is convergence along subsequences such that x¯ ∈ Anj or x¯ ∈ Bnj for every nj
large enough.
We also provide a probabilistic interpretation of this evolution equation in terms of a stochastic process that describes
the movement of a particle that jumps in Ω according to the three different kernels and show that the underlying process
converges in distribution to a limit process associated with the limit equation.
We focus our analysis in Neumann type boundary conditions and briefly describe at the end how to deal with Dirichlet
boundary conditions.
Keywords: heterogeneous media, homogenization, nonlocal equations, Neumann problem, Dirichlet problem.
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1 Introduction.
Our main goal in this paper is to study the homogenization that occurs when one deals with nonlocal evolution problems with
different non-singular kernels that act in different domains. This paper is a natural continuation of [9] where the stationary
case was studied.
Consider a partition of the ambient space Ω (a bounded domain in RN ) into two subdomains A, B, and consider a
nonlocal problem in which we have three different smooth kernels. One (that we call J) that measures the probability of
jumping from A to A (J(x, y) is the probability that a particle that is at x ∈ A moves to y ∈ A), another one (G) that is
involved in jumps from B to B and a third one (R) that gives the interactions between A and B. Remark that the involved
kernels can be of convolution type, that is, we could have for instance, J(x, y) = J(x − y) (this special form of the kernels
is often used in applications). However, we only use in our arguments that the kernels V = J , G and R are non-singular
functions which satisfy the following hypotheses that will be assumed from now on
(H)
V ∈ C(RN × RN ,R) is non-negative with V (x, x) > 0, symmetric, V (x, y) = V (y, x) for every x, y ∈ RN , and∫
RN
V (x, y) dy = 1.
1
We take a sequence of partitions An, Bn of the fixed ambient space Ω such that Ω = An ∪Bn, An ∩Bn = ∅, Bn is open,
has a Lipchitz boundary (consequently |∂Bn ∩ Ω| = |∂An ∩Ω| = 0) and
• χAn(x)⇀ X(x), weakly in L∞(Ω),
• χBn(x)⇀ 1−X(x) weakly in L∞(Ω),
with 0 < X(x) < 1.
(1.1)
Associated to this sequence of partitions we consider the diffusion process that we describe next. We want to analyze
the evolution of a particle that moves in Ω. To do that we introduce three families
{
E1k
}
k∈N,
{
E2k
}
k∈N and
{
E3k
}
k∈N of
independent random variables with exponential distribution of parameter 13 . Define
Υk := min
i∈{1,2,3}
{
Eik
}
, ∀k ∈ N.
The set {Υk}k∈N is a family of independent random variables distributed as an exponential of parameter 1. Fixing τ0 = 0,
we define recursively the random times
τk = τk−1 +Υk, ∀k ∈ N.
We denote by Yn(t) the position of the particle at time t. The evolution of the particle is described as follows: At the times
{τk} the particle chooses a site y ∈ Ω according to the kernels J , R or G. The jumps from a site in An to another site in An
are ruled by J , the jumps between An and Bn (or vice versa) are ruled by R, the jumps from a site in Bn to a site in Bn
are ruled by G. More precisely, if Υk = E
1
k the particle chooses a site y ∈ Ω according to J(Yn(τk−1), y) and it jumps on it
only if Yn(τk−1) ∈ An and y ∈ An otherwise the particle remains in its current position. If Υk = E2k the particle chooses a
site y ∈ Ω according to the kernel R(Yn(τk−1), y) and it jumps on it only if Yn(τk−1) ∈ An and y ∈ Bn (or if Yn(τk−1) ∈ Bn
and y ∈ An). Finally, if Υk = E3k the particle chooses a site y ∈ Ω according to G(Yn(τk−1), y) and it jumps on it only if
Yn(τk−1) ∈ Bn and y ∈ Bn.
The process Yn(t) is a Markov process whose generator Ln is defined on functions f : Ω → R with f |An ∈ C(An) and
f |Bn ∈ C(Bn) as
Lnf(x) =χAn(x)
∫
Ω
χAn(y)J(x, y)(f(y)− f(x))dy + χBn(x)
∫
Ω
χBn(y)G(x, y)(f(y)− f(x))dy
+ χAn(x)
∫
Ω
χBn(y)R(x, y)(f(y)− f(x))dy + χBn(x)
∫
Ω
χAn(y)R(x, y)(f(y)− f(x))dy.
With an initial distribution of the position of the particle at time t = 0, u0, the associated evolution problem (whose
solution is the density of the process Yn, see Corollary 2.5) reads as
∂un
∂t
(t, x) = Lnun(t, x), t > 0, x ∈ Ω,
un(0, x) = u0(x), x ∈ Ω.
(1.2)
Notice that we have an evolution equation of Neumann type since the particle remains inside Ω for every positive time
(there are no particles entering or leaving the domain). For this evolution the total mass is preserved in time, that is,∫
Ω
un(t, x) dx =
∫
Ω
u0(x) dx ∀t > 0,
as is expected for a Neumann problem. We will focus in this case, but at the end of this paper we will briefly comment on
Dirichlet type problems (in this case the particle is allowed to jump outside Ω and is killed when doing so).
Our goal is to take the limit, as n→ +∞, both in the processes Yn(t) and in the associated densities un(t, x). To this end
we need to look at the process Yn(t) as a couple (Yn(t), In(t)). In our notation In(t) contains explicitly the information over
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the set (An or Bn) in which Yn(t) is located. More precisely, In(t) = 1 (or 2) if the particle is in An (or in Bn respectively)
at time t.
First, we assume that the initial position Yn(0) is described in terms of a given distribution u0 ∈ L2(Ω). We suppose that
P (Yn(0) ∈ E) =
∫
E
u0(z) dz,
for every measurable set E ⊆ Ω.
Theorem 1.1. Let the initial condition be given by a distribution u0 ∈ L2(Ω). Assume (1.1) and fix T > 0. We have that,
as n→∞,
un(t, x)⇀ u(t, x), weakly in L
2((0, T )× Ω),
χAn(x)un(t, x)⇀ a(t, x), weakly in L
2((0, T )× Ω),
χBn(x)un(t, x)⇀ b(t, x), weakly in L
2((0, T )× Ω).
(1.3)
These limits verify
u(t, x) = a(t, x) + b(t, x)
and are characterized by the fact that (a, b) is the unique solution to the following system,
∂a
∂t
(t, x) =
∫
Ω
J(x, y)(X(x)a(t, y)−X(y)a(t, x)) dy
+
∫
Ω
R(x, y)(X(x)b(t, y)− (1−X(y))a(t, x)) dy t > 0, x ∈ Ω,
∂b
∂t
(t, x) =
∫
Ω
G(x, y)[(1−X(x))b(t, y)− (1−X(y))b(t, y)]dy
+
∫
Ω
R(x, y)[(1−X(x))a(t, y)−X(y)b(t, x)]dy dy t > 0, x ∈ Ω,
a(0, x) = X(x)u0(x), b(0, x) = (1−X(x))u0(x) x ∈ Ω.
(1.4)
Remark that in the limit we obtain a system rather than a single equation. However, as we show here, there is uniqueness
for solutions to the limit system and hence this characterizes the limit u(t, x) = a(t, x) + b(t, x).
Before stating the next theorem that describes the limit distribution of our stocastic process, we introduce some notation.
Given a metric space X , for T > 0, we denote by D([0, T ],X ) the space of all trajectories cadlag defined in [0, T ] and taking
values in X . We consider D([0, T ],X ) endowed with the Skorohod topology (see Chapter 3 of [5] for more details). Our
process (Yn(t), In(t))t∈[0,T ] is in D
(
[0, T ],Ω
)×D([0, T ], {1, 2}) which we consider endowed with the product topology.
Theorem 1.2. The sequence of processes converges in distribution
(Yn(t), In(t))
D−−−−−→
n→+∞
(Y (t), I(t)) (1.5)
in D
(
[0, T ],Ω
) × D([0, T ], {1, 2}), where the distribution of the limit (Y (t), I(t)) is characterized by having as probability
densities a(t, x) and b(t, x) defined in (1.3), that is,
P
(
Y (t) ∈ E, I(t) = 1
)
=
∫
E
a(t, z) dz and P
(
Y (t) ∈ E, I(t) = 2
)
=
∫
E
b(t, z) dz,
for every measurable set E ⊆ Ω.
In the following theorem we finally study the asymptotic behaviour of un, as t→∞, proving exponential convergence to
the unique stationary distribution.
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Theorem 1.3. Let the initial condition be given by a distribution u0 ∈ L2(Ω). There exist two constants A > 0 (depending
only on the domain and the kernels) and C > 0 (that depends on the initial condition), such that∥∥∥∥un(t, ·)− 1|Ω|
∥∥∥∥2
L2(Ω)
≤ Ce−At.
Now, we fix a point x¯ ∈ Ω and analyze the case in which the initial position is given by Yn(0) = x¯, that is, we assume
that
P (Yn(0) ∈ E) = δx¯(E) =
{
1 x¯ ∈ E,
0 x¯ 6∈ E,
for every measurable set E ⊆ Ω.
In this case there is no convergence of the whole sequence an, bn, but only convergence along subsequences. This can be
expected from the fact that the initial condition for an (the initial condition fir bn is similar) satisfies∫
Ω
ϕ(x)an(0, x)dx =
∫
Ω
ϕ(x)χAn(x)δx¯(dx) =
{
ϕ(x¯) x¯ ∈ An,
0 x¯ 6∈ An,
that only converges along subsequences with x¯ ∈ Anj or x¯ 6∈ Anj for every nj.
Call (νnt )t the law of (Yn(t))t. By Dynkin’s formula we know that for every G continuous
d
dt
∫
Ω
G(x)νnt (dx) =
∫
Ω
LnG(x)ν
n
t (dx),∫
Ω
G(x)νn0 (dx) = G(x¯),
where Ln is the generator of our process as described before. Since the involved kernels are smooth, this evolution problem
does not have a regularizing effect and therefore we expect that the measure δx¯, that is the initial condition, remains for
positive times. Hence, we write νnt as an absolutely continuous part plus a time-dependent multiple of δx¯, that is,
νnt (dx) := zn(t, x)dx + σn(t)δx¯(dx). (1.6)
Now, we assume that
χAn(x¯)
∫
Ω
χAn(y)J(x¯, y)dy + χBn(x¯)
∫
Ω
χBn(y)G(x¯, y)dy + χAn(x¯)
∫
Ω
χBn(y)R(x¯, y)dy + χBn(x¯)
∫
Ω
χAn(y)R(x¯, y)dy = 1.
This condition says that the particle jumps with full probability (that is, the probability of staying at the same location
when the exponential clock rings is zero). Under this condition, from the expression of Ln we obtain that the time-dependent
multiple of δx¯ is exponentially decreasing in time (independent on n) (see Section 3)
σn(t) = e
−t, ∀n ∈ N.
This fact can be interpreted as follows: when the particle jumps for the first time the probability density passes from being
a delta at times s < τ1 to an absolutely continuous measure (recall that the kernels are smooth) for times greater s > τ1 and
this first jump τ1 is distributed as an exponential of parameter 1.
On the other hand, we have an equation for zn,
∂zn
∂t
(t, x) =χAn(x)
∫
Ω
χAn(y)J(x, y)(zn(t, y)− zn(t, x))dy + e−tχAn(x¯)χAn(x)J(x¯, x) (1.7)
+ χBn(x)
∫
Ω
χBn(y)G(x, y)(zn(t, y)− zn(t, x))dy + e−tχBn(x¯)χBn(x)G(x¯, x)
+ χAn(x)
∫
Ω
χBn(y)R(x, y)(zn(t, y)− zn(t, x))dy + e−tχAn(x¯)χBn(x)R(x¯, x)
+ χBn(x)
∫
Ω
χAn(y)R(x, y)(zn(t, y)− zn(t, x))dy + e−tχBn(x¯)χAn(x)R(x¯, x),
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with initial condition zn(0, x) = 0.
Notice that zn(t, x) is a function in L
2(Ω) for every t > 0. Therefore, the solution to our evolution problem with initial
condition δx¯ is given by an absolutely continuos (with respect to the Lebesgue measure) part, zn, and a singular part, e
−tδx¯
(in this singular part the delta measure remains but decays exponentially fast in time).
Now, we want to look at the limit as n→∞. Since the singular part of the solution, e−tδx¯, is independent of n we have
to look for the behaviour of zn as n→∞ (here as we already mentioned we can only show convergence along subsequences).
Theorem 1.4. Given (zn)n∈N there is a subsequence znk that is weakly convergent in L
2((0, T )×Ω). Moreover, it holds that
χAnk (x)znk(t, x)⇀ ak(t, x),
χBnk (x)znk(t, x)⇀ bk(t, x),
weakly in L2((0, T )× Ω), where (ak(t, x), bk(t, x)) is a solution to
∂a
∂t
(t, x) =
∫
Ω
J(x, y)(X(x)a(t, y)−X(y)a(t, x)) dy
+
∫
Ω
R(x, y)(X(x)b(t, y)− (1−X(y))a(t, x)) dy + e−tJ(x¯, x)X(x) t > 0, x ∈ Ω,
∂b
∂t
(t, x) =
∫
Ω
G(x, y)((1−X(x))b(t, y)− (1−X(y))b(t, x))dy
+
∫
Ω
R(x, y)((1−X(x))a(t, y)−X(y)b(t, x))dy dy + e−tR(x¯, x)(1−X(x)) t > 0, x ∈ Ω,
a(0, x) = 0, b(0, x) = 0 x ∈ Ω,
(1.8)
or to 
∂a
∂t
(t, x) =
∫
Ω
J(x, y)(X(x)a(t, y)−X(y)a(t, x)) dy
+
∫
Ω
R(x, y)(X(x)b(t, y)− (1−X(y))a(t, x)) dy + e−tR(x¯, x)X(x) t > 0, x ∈ Ω,
∂b
∂t
(t, x) =
∫
Ω
G(x, y)((1−X(x))b(t, y)− (1−X(y))b(t, x))dy
+
∫
Ω
R(x, y)((1−X(x))a(t, y)−X(y)b(t, x))dy dy + e−tG(x¯, x)(1−X(x)) t > 0, x ∈ Ω,
a(0, x) = 0, b(0, x) = 0 x ∈ Ω.
(1.9)
The first system, (1.8), occurs when the convergent subsequence is such that x¯ ∈ Ank for every nk; while the second one,
(1.9), appears when x¯ ∈ Bnk for every nk.
Notice that the two possible limit systems are similar but different since in (1.8) we have exponential terms like
e−tJ(x¯, x)X(x) and e−tR(x¯, x)(1−X(x)) while in (1.9) the terms e−tR(x¯, x)X(x) and e−tG(x¯, x)(1−X(x)) appear. Also
remark that both systems (1.8) and (1.9) are similar to (1.4) except by the fact that the exponential terms do not appear in
(1.4) (c.f. Theorem 1.1). In addition, we have that also the limit u(t, x) = a(t, x) + b(t, x) is different in the two previously
mentioned cases (notice that in the first system the term e−tG(x¯, x)(1−X(x)) that involves the kernel G does not appear;
while in the second one the term e−tJ(x¯, x)X(x) is missing).
We finally analyze the asymptotic behaviour of zn, as t → ∞, proving exponential convergence to the unique stationary
distribution.
Theorem 1.5. There exist A > 0 and C > 0, such that∥∥∥∥zn(t, ·)− 1|Ω|
∥∥∥∥2
L2(Ω)
≤ Ce−At,
for t large enough.
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As a consequence of this theorem we obtain the asymptotic behaviour for (νnt )t the law of our process (Yn(t))t starting
at δx¯. For every continuous function g, there exist Â > 0 and Ĉ > 0 (independent of g and x¯) such that∣∣∣∣∫
Ω
g(x)νnt (dx)−
1
|Ω|
∫
Ω
g(x) dx
∣∣∣∣ = ∣∣∣∣∫
Ω
g(x)zn(t, x) dx + e
−tg(x¯)− 1|Ω|
∫
Ω
g(x) dx
∣∣∣∣ ≤ ‖g‖L∞(Ω)Ĉe−Ât.
That is, we have that (νnt ) converges exponentially in the sense of measures to the unique stationary distribution as t→ +∞.
Now, let us end the introduction with a brief description of previous results and comments on the ideas and difficulties
involved in our proofs.
Nonlocal equations with smooth kernels like the ones considered here has been widely studied and used in the literature
as models in different applied scenarios, see for example, [1, 3, 11, 12, 17, 18, 19, 22, 23]. Here we have a model in which the
jumping probabilities depend on three different kernels J , G and R that act in different parts of the domain (thus, our model
problem can be seen as a coupling between two nonlocal equations that occur in the sets A and B). For other couplings
(even considering local equations and nonlocal ones) we refer to [10, 17, 18, 19, 20, 24, 23, 26].
Homogenization for PDEs is by now a classical subject that originated in the study of the behaviour of the solutions to
elliptic and parabolic local equations with highly oscillatory coefficients (periodic homogenization). We refer to [4, 13, 33]
as general references for the subject. For other kinds of homogenization for pure nonlocal problems with one kernel we refer
to [29, 30, 31]. For homogenization results for nonlocal equations with a singular kernel (like the one that appears in the
fractional Laplacian) we refer to [8, 32, 34] and references therein. We emphasize that the previously mentioned references
deal with homogenization in the coefficients involved in the equation. For random homogenization of an obstacle problem
we refer to [7]. For mixing local and nonlocal processes we refer to [10]. Here we deal with an homogenization problem that
is different in nature with the ones treated in the previously mentioned references as we homogenize mixing three different
jump operators with smooth kernels.
Finally, let us describe the main ingredients that appear in the proofs. First, we show weak convergence along subsequences
of un, χAnun and χBnun (these convergences comes from a uniform bound in L
2). Next, we find the system that these limits
verify. This part of the proof is delicate since we have to pass to the limit in the week form of the equation that involves
terms like χBn(x)χAn(y)un(t, y)J(x − y) and we only have weak convergence of χBn and χAnun. Here we need to rely on
the continuity of J and use the fact that the product χBn(x)χAn(y)un(t, y)J(x− y) involves two different variables, x and y.
Finally, we show uniqueness of the limit by proving uniqueness of solutions to the limit system.
To show the convergence of the process we first prove that Yn(t) has a probability density un(t, x) which is the unique
solution to system (1.2). Next, we prove that the laws of the processes (Yn(t), In(t))t∈[0,T ] form a tight sequence and finally
we characterize the limit as the limit process.
When the initial condition is u0 = δx¯ we use analogous arguments, but in this case we need extra care since, due to the lack
of regularizing effect, we have a term of the form e−tδx¯ in the solution (see formula (1.6)). This creates the extra exponential
terms in the equation satisfied by zn, (1.7). We remark again that here there is only convergence along subsequences for
which the point at which the process starts, x¯, satisfies that x¯ ∈ Ank or x¯ ∈ Ank for every nk. Notice that these two possible
limits along subsequences are different (the limits are solutions to two different systems), so in general, the full limit does
not exists.
The paper is organized as follows: in Section 2 we analyze the case in which u0 ∈ L2(Ω) by proving convergence of the
densities and convergence of the processes as n→∞, and also analyzing the asymptotic behaviour of the densities as t→∞;
in Section 3 we discuss the convergence via subsequences when u0 = δx¯ and the asymptotic behaviour of zn. Finally in
Section 4 we include a brief description of the same problem with Dirichlet boundary conditions.
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2 Initial conditions u0 ∈ L2(Ω).
2.1 Convergence of the densities.
This subsection is dedicated to the proof of Theorem 1.1. We start by showing the following lemma which guarantees that
the sequence un is uniformly bounded in the L
2 norm.
Lemma 2.1. Let un be the solution of (1.2). Then there exists a constant C such that
‖un‖L∞(0,T :L2(Ω)) ≤ C.
Proof. To prove the uniform bound we just multiply by un both sides of (1.2) and integrate in Ω and in [0, T ] to obtain
1
2
∫
Ω
(un)
2(T, x)dx − 1
2
∫
Ω
(u0)
2(x)dx =
∫ T
0
∫
Ω
Lnun(t, x)un(t, x)dxdt
=
∫ T
0
∫
Ω
χAn(x)
∫
Ω
χAn(y)J(x, y)(un(t, y)− un(t, x))dyun(t, x)dxdt
+
∫ T
0
∫
Ω
χAn(x)
∫
Ω
χBn(y)R(x, y)(un(t, y)− un(t, x))dyun(t, x)dxdt
+
∫ T
0
∫
Ω
χBn(x)
∫
Ω
χBn(y)G(x, y)(un(t, y)− un(t, x))dyun(t, x)dxdt
+
∫ T
0
∫
Ω
χBn(x)
∫
Ω
χAn(y)R(x, y)(un(t, y)− un(t, x))dyun(t, x)dxdt
≤ −
∫ T
0
∫
Ω×Ω
(1− χBn(x)χBn(y))(J(x, y) +G(x, y) + 2R(x, y))(un(t, y)− un(t, x))2dxdydt ≤ 0,
and hence the L2−norm of the solution is decreasing in time and the result follows.
Now, consider
an(t, x) := χAn(x)un(t, x) and bn(t, x) := χBn(x)un(t, x).
We are ready to proceed with the proof of Theorem 1.1.
Proof of Theorem 1.1. By Lemma (2.1) we can extract a weakly convergent subsequence of an(t, x) and bn(t, x) that for
simplicity of notation we index again with n. We call a and b their respective weak limits.
Take a smooth function φ such that φ(T, ·) ≡ 0 and consider equation (1.2). Multiply both sides by χBn(x)φ(t, x) and
then integrate respect to the variables x and t. Since by construction φ(T, ·) ≡ 0, integrating by parts we obtain
−
∫ T
0
∫
Ω
∂φ
∂t
(t, x)bn(t, x) dxdt−
∫
Ω
χBn(x)u0(x)φ(0, x) dx
=
∫ T
0
∫
Ω
∫
Ω
χBn(x)χBn(y)G(x, y)(un(t, y)− un(t, x))φ(t, x)dydxdt
+
∫ T
0
∫
Ω
∫
Ω
χBn(x)χAn(y)R(x, y)(un(t, y)− un(t, x))φ(t, x)dydxdt
=
∫ T
0
∫
Ω
∫
Ω
G(x, y)χBn(x)bn(t, y)φ(t, x) dydxdt−
∫ T
0
∫
Ω
∫
Ω
G(x, y)χBn(y)bn(t, x)φ(t, x) dydxdt
+
∫ T
0
∫
Ω
∫
Ω
R(x, y)χBn(x)an(t, y)φ(t, x) dydxdt−
∫ T
0
∫
Ω
∫
Ω
R(x, y)χAn(y)bn(t, x)φ(t, x) dydxdt.
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Since
χAn(·) −−−−−→
n→+∞
X(·) and χBn(·) −−−−−→
n→+∞
1−X(·)
weakly in L2(Ω× (0, T )), we obtain the following limits∫ T
0
∫
Ω
∂φ
∂t
(t, x)bn(t, x) dxdt −−−−−→
n→+∞
∫ T
0
∫
Ω
∂φ
∂t
(t, x)b(t, x) dxdt, (2.1)
∫
Ω
χBn(x)u0(x)φ(0, x) dx −−−−−→
n→+∞
∫
Ω
(1−X(x))u0(x)φ(0, x) dx.
Now, as we assumed that G(x, y) is continuous, we have that
hn(y) =
∫
Ω
G(x, y)χBn(x)φ(t, x) dx −−−−−→
n→+∞
∫
Ω
G(x, y)(1−X(x))φ(t, x) dx (2.2)
uniformly in y. Therefore, we get∫ T
0
∫
Ω
∫
Ω
G(x, y)χBn(x)bn(t, y)φ(t, x) dydxdt −−−−−→
n→+∞
∫ T
0
∫
Ω
∫
Ω
G(x, y)(1−X(x))b(t, y)φ(t, x) dydxdt, (2.3)
and, arguing similarly,∫ T
0
∫
Ω
∫
Ω
G(x, y)χBn(y)bn(t, x)φ(t, x) dydxdt −−−−−→
n→+∞
∫ T
0
∫
Ω
∫
Ω
G(x, y)(1−X(y))b(t, x)φ(t, x) dydxdt,∫ T
0
∫
Ω
∫
Ω
R(x, y)χBn(x)an(t, y)φ(t, x) dydxdt −−−−−→
n→+∞
∫ T
0
∫
Ω
∫
Ω
R(x, y)(1−X(x))a(t, y)φ(t, x) dydxdt,∫ T
0
∫
Ω
∫
Ω
R(x, y)χBn(y)bn(t, x)φ(t, x) dydxdt,−−−−−→
n→+∞
∫ T
0
∫
Ω
∫
Ω
R(x, y)X(y)b(t, x)φ(t, x) dydxdt.
(2.4)
Collecting all these limits we conclude that
−
∫ T
0
∫
Ω
∂φ
∂t
(t, x)b(t, x)dxdt −
∫
Ω
(1−X(x))u0(x)φ(0, x) dx
=
∫ T
0
∫
Ω
∫
Ω
G(x, y)(1−X(x))b(t, y)φ(t, x) dydxdt −
∫ T
0
∫
Ω
∫
Ω
G(x, y)(1−X(y))b(t, x)φ(t, x) dydxdt
+
∫ T
0
∫
Ω
∫
Ω
R(x, y)(1−X(x))a(t, y)φ(t, x) dydxdt−
∫ T
0
∫
Ω
∫
Ω
R(x, y)X(y)b(t, x)φ(t, x) dydxdt.
Since this holds for every φ, we conclude that b(t, x) is a solution to
∂b
∂t
(t, x) =
∫
Ω
G(x, y)[(1−X(x))b(t, y)− (1−X(y))b(t, x)]dy +
∫
Ω
R(x, y)[(1−X(x))a(t, y)−X(y)b(t, x)]dy
b(x, 0) = (1−X(x))u0(x).
In a similar way we get the equation for a(x, t) and this concludes the proof of Theorem 1.1.
Next, let us prove a corrector result. We proceed as in [9, 31] setting the corrector as
ωn(t, x) =
χAn(x)a(t, x)
X(x)
+
χBn(x)b(t, x)
1−X(x) (t, x) ∈ [0, T ]× Ω.
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Corollary 2.2. Under the conditions of Theorem 1.1, we have for each t ∈ [0, T ] that
‖un(t, ·)− ωn(t, ·)‖L2(Ω) → 0 as n→ +∞.
Proof. First, we observe that we can use the variation of constants formula to write the solutions of (1.2) as
un(t, x) = e
−mn(x)tu0(x) +
∫ t
0
e−mn(x)(t−s)
∫
Ω
Hn(x, y)un(s, y)dyds
where
mn(x) = χAn(x)
∫
Ω
(χAn(y)J(x, y) + χBn(y)R(x, y))dy + χBn(x)
∫
Ω
(χBn(y)G(x, y) + χAn(y)R(x, y))dy
and Hn(x, y) = χAn(x)(χAn(y)J(x, y) + χBn(y)R(x, y)) + χBn(x)(χBn(y)G(x, y) + χAn(y)R(x, y)).
Also, we have that
‖un(t, ·)− ωn(t, ·)‖2L2(Ω) = ‖un(t, ·)‖2L2(Ω) − 2
∫
Ω
un(t, x)ωn(t, x) dx + ‖ωn(t, ·)‖2L2(Ω). (2.6)
We will obtain the result passing to the limit in each term of (2.6). Now, in order to do that, we need to study the sequence
of functions {e−mn(·)t}n∈N ⊂ L∞(Ω) and {
∫
Ω
Hn(·, y)un(t, y) dy}n∈N ⊂ L∞(Ω) as n→ +∞.
First, let us consider {e−mn(x)t}n∈N. For all ϕ ∈ L1(Ω) one has∫
Ω
ϕ(x)e−mn(x)tdx =
∫
Ω
ϕ(x)e
−t
(
χAn (x)
∫
Ω
{χAn (y)J(x,y)+χBn(y)R(x,y)}dy
)
e
−t
(
χBn (x)
∫
Ω
{χBn (y)G(x,y)+χAn(y)R(x,y)}dy
)
dx
=
∫
Ω
χAn(x)ϕ(x) e
−t
( ∫
Ω
{χAn (y)J(x,y)+χBn(y)R(x,y)}dy
)
dx
+
∫
Ω
χBn(x)ϕ(x) e
−t
( ∫
Ω
{χBn (y)G(x,y)+χAn(y)R(x,y)}dy
)
dx
=
∫
Ω
χAn(x)ϕ(x) e
−tm1n(x)dx+
∫
Ω
χBn(x)ϕ(x) e
−tm2n(x)dx
where
m1n(x) =
∫
Ω
{χAn(y)J(x, y) + χBn(y)R(x, y)}dy and m2n(x) =
∫
Ω
{χBn(y)G(x, y) + χAn(y)R(x, y)}dy.
Notice that, for each x ∈ Ω, we have
m1n(x)→ m1(x) :=
∫
Ω
{X(y)J(x, y) + (1−X(y))R(x, y)}dy
and
m2n(x)→ m2(x) :=
∫
Ω
{(1−X(y))G(x, y) +X(y)R(x, y)}dy
(2.7)
as n→∞. Hence, from [31, Proposition 2.1] we obtain that
e−tm
1
n(x) → e−tm1(x) and e−tm2n(x)) → e−tm2(x) (2.8)
strongly in L∞(Ω) for each t ∈ [0, T ].
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In particular, for all ϕ ∈ L1(Ω), one has
∫
Ω
ϕ(x)e−mn(x)tdx →
∫
Ω
X(x)ϕ(x) e
−t
( ∫
Ω
{X(y)J(x,y)+(1−X(y))R(x,y)}dy
)
dx
+
∫
Ω
(1−X(x))ϕ(x) e−t
( ∫
Ω
{(1−X(y))G(x,y)+X(y)R(x,y)}dy
)
dx.
On the other hand, we can write∫
Ω
Hn(x, y)un(t, y) dy = χAn(x)Φ
1
n(t, x) + χBn(x)Φ
2
n(t, x)
where
Φ1n(t, x) =
∫
Ω
{χAn(y)J(x, y) + χBn(y)R(x, y)}un(t, y) dy
and
Φ2n(t, x) =
∫
Ω
{χBn(y)G(x, y) + χAn(y)R(x, y)}un(t, y) dy.
We can argue as in (2.8) to obtain
Φ1n(t, x)→ Φ1(t, x) :=
∫
Ω
{a(t, y)J(x, y) + b(t, y)R(x, y)}dy
and
Φ2n(t, x)→ Φ2(t, x) :=
∫
Ω
{b(t, y)G(x, y) + a(t, y)R(x, y)}dy
(2.9)
strongly in L∞(Ω) for each t ∈ [0, T ].
Now, let us pass to the limit in ‖un(t, ·)‖L2(Ω). Due to (2.5), we get from (2.7) and (2.9) that∫
Ω
u2n(t, x) dx =
∫
Ω
un(t, x)
(
e−mn(x)t u0(x) +
∫ t
0
e−mn(x)(t−s)
∫
Ω
Hn(x, y)un(s, y) dyds
)
dx
=
∫
Ω
χAn(x)un(t, x) e
−tm1n(x)u0(x) dx +
∫
Ω
χBn(x)un(t, x) e
−tm2n(x)u0(x) dx
+
∫ t
0
∫
Ω
χAn(x)un(t, x) e
−tm1n(x)Φ1n(s, x) dxds +
∫ t
0
∫
Ω
χBn(x)un(t, x) e
−tm2n(x)Φ2n(s, x) dxds.
Consequently, it follows from Theorem 1.1, (2.8) and (2.9) that
‖un(t, ·)‖2L2(Ω) →
∫
Ω
a(t, x) e−tm
1(x)u0(x) dx +
∫
Ω
b(t, x) e−tm
2(x)u0(x) dx
+
∫ t
0
∫
Ω
a(t, x) e−tm
1(x)Φ1(s, x) dxds +
∫ t
0
∫
Ω
b(t, x) e−tm
2
n(x)Φ2(s, x) dxds
=
∫
Ω
a(t, x)
X(x)
[
(Xu0)(x)e
−m1(x)t +
∫ t
0
e−m
1(x)(t−s){X(x)J(x, y) + (1−X(x))R(x, y)}dyds
]
dx
+
∫
Ω
b(t, x)
1−X(x)
[
((1−X)u0)(x)e−m2(x)t +
∫ t
0
e−m
2(x)(t−s){(1 −X)(x)G(x, y) +X(x)R(x, y)}dyds
]
dx
=
∫
Ω
{
a2(t, x)
X(x)
+
b2(t, x)
1−X(x)
}
dx,
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since we have that
a(t, x) = (Xu0)(x)e
−m1(x)t +
∫ t
0
e−m
1(x)(t−s){X(x)J(x, y) + (1−X(x))R(x, y)}dyds
and
b(t, x) = ((1 −X)u0)(x)e−m
2(x)t +
∫ t
0
e−m
2(x)(t−s){(1−X)(x)G(x, y) +X(x)R(x, y)}dyds.
Finally, let us pass to the limit in the other terms of (2.6). One can see that∫
Ω
un(t, x)ωn(t, x) dx =
∫
Ω
{
χAn(x)un(t, x)
a(t, x)
X(x)
+ χBn(x)un(t, x)
b(t, x)
1 −X(x)
}
dx→
∫
Ω
{
a2(t, x)
X(x)
+
b2(t, x)
1−X(x)
}
dx
and∫
Ω
ω2n(t, x) dx =
∫
Ω
{
χAn(x)
a2(t, x)
X2(x)
+ χBn(x)
b2(t, x)
(1 −X(x))2
}
dx→
∫
Ω
{
a2(t, x)
X(x)
+
b2(t, x)
1−X(x)
}
dx, as n→ +∞.
Hence, we can conclude that
lim
n→+∞‖un(t, ·)− ωn(t, ·)‖
2
L2(Ω) = 0
proving the result.
2.2 Convergence of the stochastic process.
In this subsection we prove Theorem 1.2. Our first goal is to show that Yn(t) has a probability density un(t, x) which is the
unique solution to system (1.2). To this end we will prove uniqueness of weak solutions to (1.2).
Lemma 2.3. Let u0 ∈ L2(Ω). There exists a unique solution un(x, t) ∈ L2(Ω× [0, T ]) of system
∂un
∂t
(t, x) = Lnun(t, x), t > 0, x ∈ Ω,
un(0, x) = u0(x), x ∈ Ω.
(2.10)
Proof. Fix t0 ∈ [0, T ] and consider the space L2(Ω× [0, t0]) endowed with the norm ‖·‖2,∞ defined as
‖f‖2,∞ = sup
t∈[0,t0]
∫
Ω
[f(t, x)]2dx
and L∞(Ω× [0, t0]) with the norm
‖f‖∞,∞ := sup
{
|f(s, x)|, x ∈ Ω, s ∈ [0, t]
}
.
We let Φ the map defined on u ∈ L2(Ω× [0, t0]) as
Φ(u(t, x)) =u0(x) +
∫ t
0
χAn(x)
[∫
Ω
χAn(y)J(x, y)(u(s, y)− u(s, x))dy +
∫
Ω
χBn(y)R(x, y)(u(s, y)− u(s, x))dy
]
ds
+
∫ t
0
χBn(x)
[∫
Ω
χBn(y)G(x, y)(u(s, y)− u(s, x))dy +
∫
Ω
χAn(y)R(x, y)(u(s, y)− u(s, x))dy
]
ds.
For every u, v ∈ L2(Ω× [0, t0]) it holds that
|Φ(u(t, x))− Φ(v(t, x))| ≤
(
‖J‖∞ + 2‖R‖∞ + ‖G‖∞
)∫ t
0
∫
Ω
(|u(s, y)− v(s, y)|+ |u(s, x)− v(s, x)|)dyds. (2.11)
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Calling
√
C = ‖J‖∞ + 2‖R‖∞ + ‖G‖∞ we get that∫
Ω
|Φ(u(t, x)) − Φ(v(t, x))|2dx ≤ C
∫
Ω
(∫ t
0
∫
Ω
(|u(s, y)− v(s, y)|+ |u(s, x)− v(s, x)|)dyds
)2
dx
≤ 2C
∫
Ω
(∫ t
0
∫
Ω
|u(s, y)− v(s, y)|dyds
)2
dx+ 2C
∫
Ω
(∫ t
0
∫
Ω
|u(s, x)− v(s, x)|dyds
)2
dx.
By Cauchy-Schwartz’s inequality we obtain(∫ t
0
∫
Ω
|u(s, y)− v(s, y)|dyds
)2
≤ t
∫ t
0
(∫
Ω
|u(s, y)− v(s, y)|dy
)2
ds
≤ t|Ω|
∫ t
0
∫
Ω
|u(s, y)− v(s, y)|2dyds
≤ t2|Ω|‖u− v‖2,∞,
and, analogously, (∫ t
0
∫
Ω
|u(s, x)− v(s, x)|dyds
)2
≤ t|Ω|2
∫ t
0
|u(s, x)− v(s, x)|2ds.
Consequently, by (2.11), we get∫
Ω
|Φ(u(t, x))− Φ(v(t, x))|2dx ≤ 2Ct2|Ω|2‖u− v‖2,∞ + 2Ct|Ω|2
∫
Ω
∫ t
0
|u(s, x)− v(s, x)|2dsdx
≤ 4Ct2|Ω|2‖u− v‖2,∞.
Therefore by choosing t0 <
1
2|Ω|
√
C
we get that the map Φ is a contraction in L2([0, t0]× Ω). By the Banach fixed-point
Theorem we can deduce that there exists a unique solution of system (2.10) in L2([0, t0]× Ω). We can iterate the previous
argument in order to show existence and uniqueness globally in L2([0, T ]× Ω).
Lemma 2.4. There exists a unique measure νt solution to
∂
∂t
∫
Ω
f(x)νt(dx) =
∫
Ω
Lnf(x)νt(dx), t ∈ [0, T ], x ∈ Ω,∫
Ω
f(x)ν0(dx) =
∫
Ω
f(x)u0(x)dx, x ∈ Ω,
(2.12)
for every f ∈ C(An) ∩ C(Bn).
Such solution is given by
νnt (dx) = un(t, x)dx,
where un(t, x) is the unique solution to (1.2).
Proof. The existence of a solution to (2.12) follows just by taking
νnt (dx) = un(t, x)dx
where un(t, x) is a solution of system (1.2) whose existence is guaranteed by Lemma 2.3 (here we are using that Ln is
self-adjoint due to the symmetry of the kernels). Next, we prove the uniqueness. Suppose that there exist two trajectories of
measures νnt (dx) and ν˜
n
t (dx) such that (2.12) holds. Call
ωnt (dx) = ν
n
t (dx) − ν˜nt (dx).
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The evolution of ωnt (dx) satisfies equation (2.12) with initial condition∫
Ω
f(x)ωn0 (dx) = 0.
Therefore, for all t ∈ [0, T ], it holds that∫
Ω
f(x)ωnt (dx)
=
∫ t
0
{∫
Ω
[
χAn(x)
∫
Ω
χAn(y)J(x, y)(f(y)− f(x))dy + χBn(x)
∫
Ω
χBn(y)G(x, y)(f(y)− f(x))dy
]
ωns (dx)
}
ds
+
∫ t
0
{∫
Ω
[
χAn(x)
∫
Ω
χBn(y)R(x, y)(f(y)− f(x))dy + χBn(x)
∫
Ω
χAn(y)R(x, y)(f(y)− f(x))dy
]
ωns (dx)
}
ds.
In what follows, for all measures µ on Ω, we denote by
‖µ‖TV := sup
g∈C(Ω):‖g‖
∞
≤1
∫
Ω
g(x)µ(dx),
the dual norm of µ (total variation). It holds that
‖ωnt (dx)‖TV ≤ (‖J‖∞ + 2‖R‖∞ + ‖G‖∞)(|Ω|+ 1)
∫ t
0
‖ωns (dx)‖TVds.
By Gronwell’s inequality we can conclude that ωnt (dx) coincides with the null measure and therefore ν
n
t (dx) = ν˜
n
t (dx). The
uniqueness of the solution to system (2.12) follows.
By this uniqueness result and Lemma A.1.5.1 of [25], we get that the process Yn(t) has a density. This is the content of
the following corollary.
Corollary 2.5. The process Yn(t) has a density that is characterized as the unique solution un(t, x) to
∂un
∂t
(t, x) = Lnun(t, x), t > 0, x ∈ Ω,
un(0, x) = u0(x), x ∈ Ω.
Consider now the coupled process (Yn(t), In(t)) ∈ D
(
[0, T ],Ω
)×D([0, T ], {1, 2}), where
In(t) =
{
1 if Yn(t) ∈ An,
2 if Yn(t) ∈ Bn.
The pair (Yn(t), In(t)) is a Markov process whose generator Ln is defined on functions f ∈ Tn, with
Tn :=
{
f : Ω× {1, 2} → R : f(·, 1) ∈ C(An) and f(·, 2) ∈ C(Bn)
}
,
as
Lnf(x, i) =

χAn(x)
∫
Ω
χAn(y)J(x, y)(f(y, 1)− f(x, 1))dy + χAn(x)
∫
Ω
χBn(y)R(x, y)(f(y, 2)− f(x, 1))dy if i = 1,
χBn(x)
∫
Ω
χBn(y)G(x, y)(f(y, 2)− f(x, 2))dy + χBn(x)
∫
Ω
χAn(y)R(x, y)(f(y, 1)− f(x, 2))dy if i = 2.
(2.13)
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By Lemma A.1.5.1 of [25] we know that, for every bounded function f ∈ Ω× {1, 2} → R,
Mfn (t) = f(Yn(t), In(t))− f(Yn(0), In(0))−
∫ t
0
Lnf(Yn(s), In(s))ds (2.14)
and
Nfn (t) =
(
Mfn (t)
)2 − ∫ t
0
(
Ln(f(Yn(s), In(s)))2 − 2f(Yn(s), In(s))Lnf(Yn(s)In(s))
)
ds (2.15)
are martingales with respect to the natural filtration generated by the process.
Let Pn ∈ M1
(
D
(
[0, T ],Ω
)×D([0, T ], {1, 2})) be the law of the process (Yn(t), In(t))t∈[0,T ]; in our notation M1(X)
denotes the space of probability measures on a metric space X . The next lemma guarantees the tightness of the sequence
(Pn)n∈N.
Lemma 2.6. The sequence of probability measures (Pn)n∈N is tight.
Proof. Let P 1n and P
2
n be the two marginals of Pn. Since D
(
[0, T ],Ω
)×D([0, T ], {1, 2}) is endowed with the product topology,
in order to conclude, it is enough to show that the marginals P 1n and P
2
n are tight.
We start by proving that the sequence P 1n is tight. By Theorem 1.3 and Proposition 1.6 of Chapter 4 in [25], it is sufficient
to show that the following conditions hold:
1. for every t ∈ [0, T ] and ǫ > 0 there exists a compact set K(t, ǫ) ⊆ Ω such that
sup
n
P 1n
(
Y (·) : Y (t) 6∈ K(t, ǫ)
)
≤ ǫ,
2. for every ǫ > 0, we have that
lim
ζ→0
lim sup
n→+∞
sup
τ∈ΛT ,θ≤ζ
P 1n
(
Y (·) : |Y (τ + θ)− Y (τ)| > ǫ
)
= 0,
where ΛT is the family of all stopping times bounded by T .
The first condition is satisfied since Ω is a compact space. To prove the second condition, fix τ ∈ ΛT , ǫ > 0 and observe
that, considering the function g(x, i) = x in (2.14), we get that
Mgn(t) = Yn(t)− Yn(0)−
∫ t
0
Lng(Yn(s), In(s))ds.
Therefore,
|Yn(τ + θ)− Yn(τ)| ≤
∣∣∣∣∣
∫ τ+θ
τ
Lng(Yn(s), In(s))ds
∣∣∣∣∣+ ∣∣∣Mgn(τ + θ)−Mgn(τ)∣∣∣. (2.16)
Since
Lng(x, i) =χAn(x)χ1(i)
[∫
Ω
χAn(y)J(x, y)(y − x)dy +
∫
Ω
χBn(y)R(x, y)(y − x)dy
]
+ χBn(x)χ2(i)
[∫
Ω
χBn(y)G(x, y)(y − x)dy +
∫
Ω
χAn(y)R(x, y)(y − x)dy
]
,
we have that ∣∣∣∣∣
∫ τ+θ
τ
Lng(Yn(s), In(s))ds
∣∣∣∣∣ ≤ C1θ, (2.17)
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where C1 := C1(‖J‖∞, ‖G‖∞, ‖R‖∞, |Ω|) is a constant depending on ‖J‖∞, ‖G‖∞, ‖R‖∞ and |Ω|. Moreover, by (2.15) we
get that
E
(
(Mgn(τ + θ))
2 − (Mgn(τ))2
)
= E
(∫ τ+θ
τ
(
Ln(g(Yn(s), In(s)))2 − 2g(Yn(s), In(s))Lng(Yn(s)In(s))
)
ds
)
.
Since
Ln(g(x, i))2 − 2g(x, i)Lng(x, i)
= χAn(x)χ1(i)
[∫
Ω
χAn(y)J(x, y)
(
y2 − x2)dy + ∫
Ω
χBn(y)R(x, y)
(
y2 − x2)dy]
+ χBn(x)χ2(i)
[∫
Ω
χBn(y)G(x, y)
(
y2 − x2)dy + ∫
Ω
χAn(y)R(x, y)
(
y2 − x2)dy]
− 2xχAn(x)χ1(i)
[∫
Ω
χAn(y)J(x, y)(y − x)dy +
∫
Ω
χBn(y)R(x, y)(y − x)dy
]
− 2xχBn(x)χ2(i)
[∫
Ω
χBn(y)G(x, y)(y − x)dy +
∫
Ω
χAn(y)R(x, y)(y − x)dy
]
.
we obtain that
E
(
(Mgn(τ + θ))
2 − (Mgn(τ))2
)
≤ C1θ,
Therefore, by Markov’s inequality
P(|Mgn(τ + θ)−Mgn(τ)| > ǫ) ≤
E
(
(Mgn(τ + θ))
2 − (Mgn(τ))2
)
ǫ2
≤ Cθ
ǫ2
, (2.18)
for all ǫ > 0. The bounds (2.16), (2.17) and (2.18) allow to conclude the second condition that guarantees the tightness of
the sequence P 1n .
We proceed now in a similar way to prove the tightness of the sequence P 2n . As before it is enough to show that
1. for every t ∈ [0, T ] and every ǫ > 0 there exists a compact set K(t, ǫ) ⊆ {1, 2} such that
sup
n
P 2n
(
I(·) : I(t) 6∈ K(t, ǫ)
)
≤ ǫ,
2. for every ǫ > 0 it holds that
lim
ζ→0
lim sup
n→+∞
sup
τ∈LT ,θ≤ζ
P 2n
(
I(·) : |I(τ + θ)− I(τ)| > ǫ
)
= 0.
The first condition is trivially satisfied taking K(t, ǫ) = {1, 2}. Hence, we need to prove the second condition. Considering
the function h(x, i) = i in (2.14), we get that
Mhn (t) = In(t)− In(0)−
∫ t
0
Lnh(Yn(s), In(s))ds.
Therefore
|In(τ + θ)− In(τ)| ≤
∣∣∣∣∣
∫ τ+θ
τ
Lnh(Yn(s), In(s))ds
∣∣∣∣∣+ ∣∣∣Mhn (τ + θ)−Mhn (τ)∣∣∣.
Since
Lnh(x, i) = χAn(x)χ1(i)
∫
Ω
χBn(y)R(x, y)dy − χBn(x)χ2(i)
∫
Ω
χAn(y)R(x, y)dy,
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we have that ∣∣∣∣∣
∫ τ+θ
τ
Lnh(Yn(s), In(s))ds
∣∣∣∣∣ ≤ C2θ, (2.19)
where C2 = C2(‖R‖∞, |Ω|) is a constant depending on ‖R‖∞ and |Ω|. Moreover, by (2.15), we get that
E
((
Mhn (τ + θ)
)2 − (Mhn (τ))2) = E
(∫ τ+θ
τ
(
Ln(h(Yn(s), In(s)))2 − 2h(Yn(s), In(s))Lnh(Yn(s)In(s))
)
ds
)
≤ C2θ.
The last inequality follows from the fact that
Ln(h(x, i))2 − 2h(x, i)Lnf2(x, i) = (3− 2i)χAn(x)χ1(i)
∫
Ω
χBn(y)R(x, y)dy + (−3 + 2i)χBn(x)χ2(i)
∫
Ω
χAn(y)R(x, y)dy.
Finally, by Markov’s inequality we get that
P
(∣∣Mhn (τ + θ)−Mhn (τ)∣∣ > ǫ) ≤ E
((
Mhn (τ + θ)
)2 − (Mhn (τ))2)
ǫ2
≤ C2θ
ǫ2
, (2.20)
for all ǫ > 0. Bounds (2.16), (2.19) and (2.20) allow to conclude the second condition that guarantees the tightness of the
sequence P 2n .
Lemma 2.6 guarantees that the sequence of processes (Yn(t), In(t))t∈[0,T ] converges in distribution along subsequences.
In the following theorem we prove that all subsequences converge to the same limit and we characterize the generator of the
limit process.
Theorem 2.7. The sequence (Yn(t), In(t)) converges
(Yn(t), In(t))
D−−−−−→
n→+∞
(Y (t), I(t))
in D
(
[0, T ],Ω
) × D([0, T ], {1, 2}). The limit (Y (t), I(t)) is a Markov process whose generator L˜ is defined on functions
f ∈ C(Ω× {1, 2}) as
L˜f(x, i) =χ1(i)
{∫
Ω
X(y)J(x, y)(f(y, 1)− f(x, 1))dy +
∫
Ω
(1−X(y))R(x, y)(f(y, 2)− f(x, 1))dy
}
+ χ2(i)
{∫
Ω
(1−X(y))G(x, y)(f(y, 2)− f(x, 2))dy +
∫
Ω
X(y)R(x, y)(f(y, 1)− f(x, 2))dy
}
.
Proof. Lemma 2.6 implies that any subsequence of Pn has a convergent sub-subsequence; it remains then to characterize all
the limit points of the sequence Pn. Let P˜ be a limit point and Pnk be a subsequence converging to P˜ . To prove the theorem
it is enough to show that P˜ concentrates its mass on a process (Y (·), I(·)) such that,
f(Y (t), I(t))− f(Y (0), I(0))−
∫ t
0
L˜f(Y (s), I(s))ds
is a martingale, for every f ∈ C(Ω× {1, 2},R) and for every t ∈ [0, T ]. This implies convergence of the entire sequence Pn
and caracterizes the limit P˜ as the law of the Markov process with generator L˜, we refer the reader to Chapter 4 in [21] for
a deeper discussion of the issue. Therefore, to conclude the proof we need to show that,
E
P˜
[
g((Y (s), I(s)), 0 ≤ s ≤ t0)
(
f(Y (t), I(t))− f(Y (t0), I(t0))−
∫ t
t0
L˜f(Y (s), I(s))ds
)]
= 0, (2.21)
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for every bounded continuous function g : D([0, T ],Ω) × D([0, T ], {1, 2}) → R, for every f ∈ C(Ω× {1, 2}) and for every
0 ≤ t0 < t ≤ T .
By the tightness proved in Lemma 2.6 we know that
E
P˜
[
g((Y (s), I(s)), 0 ≤ s ≤ t0)
(
f(Y (t), I(t))− f(Y (t0), I(t0))−
∫ t
t0
L˜f(Y (s), I(s))ds
)]
= lim
nk→+∞
E
Pnk
(
g((Y (s), I(s)), 0 ≤ s ≤ t0)
(
f(Y (t), I(t))− f(Y (t0), I(t0))−
∫ t
t0
L˜f(Y (s), I(s))ds
))
.
By the triangular inequality, we have∣∣∣∣EPnk(g((Y (s), I(s)), 0 ≤ s ≤ t0)(f(Y (t), I(t))− f(Y (t0), I(t0))− ∫ t
t0
L˜f(Y (s), I(s))ds
))∣∣∣∣ (2.22)
≤
∣∣∣∣EPnk(g((Y (s), I(s)), 0 ≤ s ≤ t0)(f(Y (t), I(t))− f(Y (t0), I(t0))− ∫ t
t0
Lnkf(Y (s), I(s))ds
))∣∣∣∣
+
∣∣∣∣EPnk(g((Y (s), I(s)), 0 ≤ s ≤ t0) ∫ t
t0
(
Lnkf(Y (s), I(s))− L˜f(Y (s), I(s))
)
ds
)∣∣∣∣.
Let us analyze the first term in the right hand side of (2.22). By (2.14), we have that
f(Y (t), I(t))− f(Y (t0), I(t0))−
∫ t
t0
Lnkf(Y (s), I(s))ds
is a martingale. Therefore,
E
Pnk
(
g((Y (s), I(s)), 0 ≤ s ≤ t0)
(
f(Y (t), I(t))− f(Y (t0), I(t0))−
∫ t
t0
Lnkf(Y (s), I(s))ds
))
= 0.
Hence, to conclude (2.21) we just need to show that
lim
nk→∞
∣∣∣∣EPnk(g((Y (s), I(s)), 0 ≤ s ≤ t0)∫ t
t0
(
Lnkf(Y (s), I(s))− L˜f(Y (s), I(s))
)
ds
)∣∣∣∣ = 0.
Since ∣∣∣∣EPnk(g((Y (s), I(s)), 0 ≤ s ≤ t0)∫ t
t0
(
Lnkf(Y (s), I(s))− L˜f(Y (s), I(s))
)
ds
)∣∣∣∣
≤ ‖g‖∞EPnk
(∫ t
t0
∣∣∣Lnkf(Y (s), I(s))− L˜f(Y (s), I(s))∣∣∣ds)
it is enough to prove that
lim
nk→∞
E
Pnk
(∫ t
t0
∣∣∣Lnkf(Y (s), I(s))− L˜f(Y (s), I(s))∣∣∣ds) = 0. (2.23)
Denoting by D := D([0, T ],Ω)×D([0, T ], {1, 2}) and using Fubini’s theorem we get
E
Pnk
(∫ t
t0
∣∣∣Lnkf(Y (s), I(s))− L˜f(Y (s), I(s))∣∣∣ds) = ∫ t
t0
∫
D
∣∣∣Lnkf(Y (s), I(s))− L˜f(Y (s), I(s))∣∣∣dPnk(Y, I)ds.
17
Observe that In(s) = 1+ χBn(Yn(s)) and χAn(Yn(s)) = χ1(In(s)). Then, recalling that un(x, s) is the probability density of
the process Yn(s), we get ∫ t
t0
∫
D
∣∣∣Lnkf(Y (s), I(s))− L˜f(Y (s), I(s))∣∣∣dPnk(Y, I)ds
=
∫ t
t0
∫
Ω
∣∣∣Lnkf(x, 1 + χBnk (x))− L˜f(x, 1 + χBnk (x))∣∣∣unk(x, s)dxds
≤
∫ t
t0
∫
Ω
∣∣Υ1nk(x) + Υ2nk(x) + Υ3nk(x) + Υ4nk(x)∣∣unk(x, s)dxds,
where
Υ1nk(x) = χAnk (x)
∫
Ω
χAn(y)J(x, y)(f(y, 1)− f(x, 1))dy − χAnk (x)
∫
Ω
X(y)J(x, y)(f(y, 1)− f(x, 1))dy,
Υ2nk(x) = χAnk (x)
∫
Ω
χBnk (y)R(x, y)(f(y, 2)− f(x, 1))dy − χAnk (x)
∫
Ω
(1−X(y))R(x, y)(f(y, 2)− f(x, 1))dy,
Υ3nk(x) = χBnk (x)
∫
Ω
χBnk (y)G(x, y)(f(y, 2)− f(x, 2))dy − χBnk (x)
∫
Ω
(1−X(y))G(x, y)(f(y, 2)− f(x, 2))dy,
Υ4nk(x) = χBnk (x)
∫
Ω
χAnk (y)R(x, y)(f(y, 1)− f(x, 2))dy − χBnk (x)
∫
Ω
X(y)R(x, y)(f(y, 1)− f(x, 2))dy.
Therefore, (2.23) is proved once we show that
lim
nk→∞
∫ t
t0
∫
Ω
∣∣Υink(x)∣∣unk(s, x)ds = 0, ∀i ∈ {1, 2, 3, 4}. (2.24)
Since un(s, x)χAn(x) = an(s, x), we get∫ t
t0
∫
Ω
∣∣Υ1nk(x)∣∣unk(s, x)dxds (2.25)
=
∫ t
t0
∫
Ω
∣∣∣∣∫
Ω
χAn(y)J(x, y)(f(y, 1)− f(x, 1))dy − (x)
∫
Ω
X(y)J(x, y)(f(y, 1)− f(x, 1))dy
∣∣∣∣ank(s, x)dxds
≤
∫ t
t0
∫
Ω
∣∣∣∣∫
Ω
(
χAnk (y)−X(y)
)
J(x, y)f(y, 1)dy
∣∣∣∣ank(s, x)dxds+ ∫ t
t0
∫
Ω
∣∣∣∣∫
Ω
(
χAnk (y)−X(y)
)
J(x, y)dy
∣∣∣∣|f(x, 1)|ank(s, x)dxds.
By the continuity of J and the fact that χAn(x)⇀ X(x) (see (1.1)) we get
sup
x∈Ω
∣∣∣∣∫
Ω
{
χAn(y)−X(y)
}
f(y, 1)J(x, y)dy
∣∣∣∣ −−−−−→n→+∞ 0, (2.26)
and
sup
x∈Ω
∣∣∣∣∫
Ω
{
χAn(y)−X(y)
}
J(x, y)dy
∣∣∣∣ −−−−−→n→+∞ 0. (2.27)
Recall that ank(s, x)⇀ a(s, x) (see Theorem 1.1). By (2.26) and (2.27), we obtain that the right hand side of (2.25) converges
to 0 as n→ +∞. Arguing as before we can conclude that∫ t
t0
∫
Ω
∣∣Υink(x)∣∣unk(s, x)dxds −−−−→nk→∞ 0, ∀i ∈ {2, 3, 4}.
This concludes the proof of (2.24).
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We can prove now the last statement of Theorem 1.1, i.e., that the distribution of the limit process (Y (t), I(t)) is
characterized by the densities a(t, x) and b(t, x).
First of all, observe that, for every measurable E ⊆ Ω,
P((Yn(0), In(0)) ∈ E × {1}) = P(Yn(0) ∈ E ∩ An)
=
∫
E∩An
u0(x)dx
=
∫
E
u0(x)χAn(x)dx −−−−→
n→∞
∫
E
u0(x)X(x)dx.
Therefore, by the tightness result proved in Lemma 2.6, we can write
P((Y (0), I(0)) ∈ E × {1}) =
∫
E
u0(x)X(x)dx. (2.28)
Analogously, we get that
P((Y (0), I(0)) ∈ E × {2}) =
∫
E
u0(x)(1−X(x))dx. (2.29)
Let µ(dx, i) = (µt(dx, i))t∈[0,T ] be the law of the limit process (Y (t), I(t))t∈[0,T ]. We can decompose
µt(dx, i) = χ1(i)µt(dx, 1) + χ2(i)µt(dx, 2)
where, by (2.28) and (2.29), (µt(dx, 1))t∈[0,T ] and (µt(dx, 2))t∈[0,T ] are such that
µ0(dx, 1) = u0(x)X(x)dx and µ0(dx, 2) = u0(x)(1−X(x))dx. (2.30)
Since L˜ is the generator of the process (Y (t), I(t)) (see Theorem 2.7), by Lemma A.5.1 of [25] we can conclude that
∂
∂t
2∑
i=1
∫
Ω
f(x, i)µt(dx, i) =
2∑
i=1
∫
Ω
L˜f(x, i)µt(dx, i),
for all bounded f : Ω× {1, 2} → R. Therefore, fixing g ∈ C(Ω) and choosing f(x, i) = g(x)χ1(i), we get
∂
∂t
∫
Ω
g(x)µt(dx, 1) =
∫
Ω
∫
Ω
X(y)J(x, y)(g(y)− g(x))dy µt(dx, 1) (2.31)
−
∫
Ω
∫
Ω
(1−X(y))R(x, y)g(x)dy µt(dx, 1)
+
∫
Ω
∫
Ω
X(y)R(x, y)g(y)dy µt(dx, 2).
Choosing f(x, i) = g(x)χ2(i) we get
∂
∂t
∫
Ω
g(x)µt(dx, 2) =
∫
Ω
∫
Ω
(1−X(y))R(x, y)g(y)dy µt(dx, 1) (2.32)
+
∫
Ω
∫
Ω
(1−X(y))G(x, y)(g(y)− g(x))dy µt(dx, 2)
−
∫
Ω
∫
Ω
X(y)R(x, y)g(x)dy µt(dx, 2).
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We analyse now the right hand side of (2.31). Since J is symmetric, by a change of variables, we can write∫
Ω
∫
Ω
X(y)J(x, y)(g(y)− g(x))dy µt(dx, 1) =
∫
Ω
∫
Ω
X(x)J(x, y)g(x)dx µt(dy, 1) (2.33)
−
∫
Ω
∫
Ω
X(y)J(x, y)g(x)dy µt(dx, 1).
Moreover, it holds that ∫
Ω
∫
Ω
X(y)R(x, y)g(y)dy µt(dx, 2) =
∫
Ω
∫
Ω
X(x)R(x, y)g(x)dx µt(dy, 2). (2.34)
Replacing (2.33) and (2.34) in the right hand side of (2.31) we obtain
∂
∂t
∫
Ω
g(x)µt(dx, 1) =
∫
Ω
∫
Ω
g(x)J(x, y)X(x)dx µt(dy, 1)−
∫
Ω
∫
Ω
g(x)J(x, y)X(y)dy µt(dx, 1) (2.35)
−
∫
Ω
∫
Ω
g(x)R(x, y)(1−X(y))dy µt(dx, 1) +
∫
Ω
∫
Ω
g(x)R(x, y)X(x)dx µt(dy, 2).
As before, via a change of variable in the right hand side of (2.32), we can write
∂
∂t
∫
Ω
g(x)µt(dx, 2) =
∫
Ω
∫
Ω
g(x)(1−X(x))R(x, y)dx µt(dy, 1) +
∫
Ω
∫
Ω
g(x)(1−X(x))G(x, y)dx µt(dy, 2) (2.36)
−
∫
Ω
∫
Ω
g(x)(1−X(y))G(x, y)dy µt(dx, 2)−
∫
Ω
∫
Ω
g(x)X(y)R(x, y)dy µt(dx, 2).
Moreover, by (2.30) we get that∫
Ω
g(x)µ0(dx, 1) =
∫
Ω
g(x)u0(x)X(x)dx and
∫
Ω
g(x)µ0(dx, 2) =
∫
Ω
g(x)u0(x)(1−X(x))dx. (2.37)
By Lemma 2.8 below we know that there exists a unique pair of trajectories of measures (µt(dx, 1), µt(dx, 2))t∈[0,T ] which,
for every g ∈ C(Ω), satisfies (2.35), (2.36) and (2.29). Such pair is given by
µt(dx, 1) = a(t, x)dx and µt(dx, 2) = b(t, x)dx,
where the couple (a(t, x), b(t, x)) is the unique solution to system (1.4). This concludes the proof of Theorem 1.1.
Lemma 2.8. There exists a unique pair (µt(dx, 1), µt(dx, 2)) such that, for every g ∈ C
(
Ω
)
, (2.35), (2.36) and (2.37) are
satisfied. Such solution is given by
(µt(dx, 1), µt(dx, 2)) = (a(t, x)dx, b(t, x)dx),
where the pair (a(t, x), b(t, x)) is the unique solution to system (1.4).
Proof. The fact that the pair (a(t, x)dx, b(t, x)dx) is a solution to the system (2.35)–(2.36)–(2.37) is a consequence of the fact
that, by Theorem 1.1, (a(t, x), b(t, x)) is a solution to the system (1.4).
We prove now the uniqueness. Suppose that there exist two pairs (νt(dx, 1), νt(dx, 2)) and (ν˜t(dx, 1), ν˜t(dx, 2)) for which
system (2.35) –(2.36)–(2.37) is satisfied. Let
ωt(dx, 1) := νt(dx, 1)− ν˜t(dx, 1) and ωt(dx, 2) := νt(dx, 2)− ν˜t(dx, 2).
Therefore, we know that, for all g ∈ C(Ω),∫
Ω
g(x)ωt(dx, 1) =
∫ t
0
∫
Ω
∫
Ω
g(x)J(x, y)X(x)dx ωs(dy, 1)ds −
∫ t
0
∫
Ω
∫
Ω
g(x)J(x, y)X(y)dy ωs(dx, 1)ds (2.38)
−
∫ t
0
∫
Ω
∫
Ω
g(x)R(x, y)(1−X(y))dy ωs(dx, 1)ds+
∫ t
0
∫
Ω
∫
Ω
g(x)R(x, y)X(x)dx ωs(dy, 2)ds
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and∫
Ω
g(x)ωt(dx, 2) =
∫ t
0
∫
Ω
∫
Ω
g(x)(1−X(x))R(x, y)dxωs(dy, 1)ds+
∫ t
0
∫
Ω
∫
Ω
g(x)(1−X(x))G(x, y)dxωs(dy, 2)ds
−
∫ t
0
∫
Ω
∫
Ω
g(x)(1−X(y))G(x, y)dy ωs(dx, 2)ds −
∫ t
0
∫
Ω
∫
Ω
g(x)X(y)R(x, y)dy ωs(dx, 2)ds,
(2.39)
with initial conditions ∫
Ω
g(x)ω0(dx, 1) =
∫
Ω
g(x)ω0(dx, 2) = 0. (2.40)
Recalling that we denote by ‖·‖TV the dual norm (total variation), from (2.38) and (2.40) we get
‖ωt(dx, 1)‖TV = sup
g∈C(Ω):‖g‖
∞
≤1
{∫ t
0
∫
Ω
∫
Ω
g(x)J(x, y)X(x)dx ωs(dy, 1)ds−
∫ t
0
∫
Ω
∫
Ω
g(x)J(x, y)X(y)dy ωs(dx, 1)ds
−
∫ t
0
∫
Ω
∫
Ω
g(x)R(x, y)(1−X(y))dy ωs(dx, 1)ds+
∫ t
0
∫
Ω
∫
Ω
g(x)R(x, y)X(x)dx ωs(dy, 2)ds
}
≤ C1
∫ t
0
(‖ωs(dx, 1)‖TV + ‖ωs(dx, 2)‖TV)ds,
where C1 = C1(‖J‖∞, ‖R‖∞, |Ω|) is a constant depending on ‖J‖∞, ‖R‖∞ and |Ω|. Analogously, by (2.39) and (2.40), we
obtain
‖ωt(dx, 2)‖TV ≤ C2
∫ t
0
(‖ωs(dx, 1)‖TV + ‖ωs(dx, 2)‖TV)ds,
where C2 = C2(‖G‖∞, ‖R‖∞, |Ω|) is a constant depending on ‖G‖∞, ‖R‖∞ and |Ω|. Therefore by Gronwall’s inequality we
conclude that
‖ωt(dx, 1)‖TV + ‖ωt(dx, 2)‖TV = 0.
Therefore, ωt(dx, 1) and ωt(dx, 2) coincide with the null measure on Ω and consequently νt(dx, i) = ν˜t(dx, i), for i ∈ {1, 2}.
This concludes the proof.
Remark 2.9. It holds that
(Yn(t))t∈[0,T ]
D−−−−→
n→∞
(Y (t))t∈[0,T ],
where Y (t) has probability density
u(t, x) = a(t, x) + b(t, x).
Indeed, the convergence in distribution to the process (Y (t))t∈[0,T ] is a consequence of (1.5). Moreover, since Y (t) is the
marginal in the first variable of (Y (t), I(t)), we can write
P(Y (t) ∈ E) =
2∑
i=1
P(Y (t) ∈ E, I(t) = i) =
2∑
i=1
∫
E
µt(dx, i) =
∫
E
(a(t, x) + b(t, x))dx =
∫
E
u(t, x)dx,
for every measurable set E ⊆ Ω.
2.3 Asymptotic behavior of u
n
(t, x).
This subsection contains the proof of the fact that un(t, x) converges exponentially fast to
1
|Ω| .
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Proof of Theorem 1.3. Let un be the solution to (1.2) and define
wn(t, x) := un(t, x) − 1|Ω| .
Observe that wn is a solution to 
∂wn
∂t
(t, x) = Lnwn(t, x), t > 0, x ∈ Ω,
wn(0, x) = u0(x)− 1|Ω| , x ∈ Ω.
(2.41)
Therefore we have that ∫
Ω
wn(0, x) dx = 0.
Since our equation preserves the total mass, we have∫
Ω
wn(t, x) dx = 0, ∀t ≥ 0.
Now, multiply by wn both sides in (2.41) and integrate in Ω to obtain
∂
∂t
1
2
∫
Ω
|wn(t, x)|2 dx =
∫
Ω
Lnwn(t, x)wn(t, x) dx (2.42)
= −2En(wn),
with
En(w) =
1
4
∫
An
∫
An
J(x, y)(w(y) − w(x))2dy dx + 1
4
∫
Bn
∫
Bn
G(x, y)(w(y) − w(x))2dy dx
+
1
2
∫
An
∫
Bn
R(x, y)(w(y) − w(x))2dy dx.
(2.43)
By Lemma 4.1 in [9] we know that there exists a positive constant c (independent of n) such that
En(wn) ≥ c
∫
Ω
w2n(t, x) dx.
Therefore by (2.42) we obtain
∂
∂t
∫
Ω
|wn(t, x)|2 dx ≤ −2c
∫
Ω
w2n(t, x) dx.
Then, by Gronwall’s inequality, we conclude that there is a constant c independent of n such that∥∥w2n(t, ·)∥∥2L2(Ω) ≤ ‖w0‖2L2(Ω)e−2ct
and this concludes the proof of Theorem 1.3.
Using Theorem 1.3 we can prove the following proposition.
Proposition 2.10. For every f ∈ C(Ω) it holds that
E
( ∫ ∞
0
f(Yn(t)) dt
)
−−−−→
n→∞
E
( ∫ ∞
0
f(Y (t)) dt
)
.
Proof. Since un(t, x) and u(t, x) are the probability densities of Yn(t) and Y (t) respectively it is enough to show that∣∣∣∣∫ ∞
0
∫
Ω
f(y)un(, y)dydt−
∫ ∞
0
∫
Ω
f(y)u(t, y)dydt
∣∣∣∣ −−−−→n→∞ 0. (2.44)
22
For every fixed T > 0 it holds that∣∣∣∣∫ ∞
0
∫
Ω
f(y)un(t, y)dydt−
∫ ∞
0
∫
Ω
f(y)u(t, y)dydt
∣∣∣∣
≤
∣∣∣∣∣
∫ T
0
∫
Ω
f(y)un(t, y)dydt−
∫ T
0
∫
Ω
f(y)u(t, y)dydt
∣∣∣∣∣+
∣∣∣∣∫ ∞
T
∫
Ω
f(y)un(t, y)dydt−
∫ ∞
T
∫
Ω
f(y)u(t, y)dydt
∣∣∣∣.
By Theorem 1.1 we know that un(t, x)⇀ u(t, x) in L
2((0, T )× Ω) and therefore∣∣∣∣∣
∫ T
0
∫
Ω
f(y)un(t, y)dydt−
∫ T
0
∫
Ω
f(y)u(t, y)dydt
∣∣∣∣∣ −−−−→n→∞ 0.
Thus to conclude (2.44) it is enough to show that
lim
T→∞
lim
n→∞
∣∣∣∣∫ ∞
T
∫
Ω
f(y)un(t, y)dydt−
∫ ∞
T
∫
Ω
f(y)u(t, y)dydt
∣∣∣∣ = 0. (2.45)
To this end, we observe that∣∣∣∣∫ ∞
T
∫
Ω
f(y)un(t, y)dydt−
∫ ∞
T
∫
Ω
f(y)u(t, y)dydt
∣∣∣∣
≤
∫ ∞
T
∣∣∣∣∫
Ω
f(y)(un(t, y)dy − u(y, t))dy
∣∣∣∣dt
≤
∫ ∞
T
∣∣∣∣∫
Ω
f(y)
(
un(t, y)− 1|Ω|
)
dy
∣∣∣∣+ ∫ ∞
t
∣∣∣∣∫
Ω
f(y)
(
1
|Ω| − u(t, y)
)
dy
∣∣∣∣
≤ ‖f‖2L2(Ω)
(∫ ∞
T
∥∥∥∥un(t, ·)− 1|Ω|
∥∥∥∥2
L2(Ω)
dt+
∫ ∞
T
∥∥∥∥u(t, ·)− 1|Ω|
∥∥∥∥2
L2(Ω)
dt
)
.
(2.46)
Let C and A be the constants that appear in Theorem 1.3, we have that∥∥∥∥un(t, ·)− 1|Ω|
∥∥∥∥2
L2(Ω)
≤ Ce−At, (2.47)
and therefore ∫ ∞
T
∥∥∥∥un(t, ·)− 1|Ω|
∥∥∥∥2
L2(Ω)
dt ≤
∫ ∞
T
Ce−Atdt −−−−→
T→∞
0. (2.48)
Now, using that
un(t, ·)− 1|Ω| ⇀ u(t, ·)−
1
|Ω| weakly in L
2(Ω)
as n→∞, taking the limit as n→∞ in (2.47) we get∥∥∥∥u(t, ·)− 1|Ω|
∥∥∥∥2
L2(Ω)
≤ lim inf
n→∞
∥∥∥∥un(t, ·)− 1|Ω|
∥∥∥∥2
L2(Ω)
≤ Ce−At (2.49)
and therefore ∫ ∞
T
∥∥∥∥u(t, ·)− 1|Ω|
∥∥∥∥2
L2(Ω)
dt −−−−→
T→∞
0.
From (2.46), (2.48) and (2.49) we conclude (2.45).
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3 Initial conditions u0 = δx¯.
In this section, we analyze now the case in which Yn(0) = x¯ ∈ Ω.
Let Pn be the law of the process (Yn(t), In(t))t≥0 and call (νn(t))t the law of (Yn(t))t that is the first marginal of Pn.
By Dynkin’s formula we know that, for every g ∈ C(An) ∩ C(Bn), it holds that
d
dt
∫
Ω
g(x)νnt (dx) =
∫
Ω
Lng(x)ν
n
t (dx)∫
Ω
g(x)νn0 (dx) = g(x¯),
where Ln is the generator defined in (2.13). Since the evolution problem does not have a regularizing effect we expect that
the initial measure δx¯ remains as time evolves, hence we write
νnt (dx) := zn(t, x)dx + σn(t)δx¯(dx).
By the expression of Ln we obtain
d
dt
∫
Ω
g(x)zn(t, x)dx +
d
dt
σn(t)g(x¯)
=
∫
Ω
χAn(x)
∫
Ω
χAn(y)J(x, y)(g(y)− g(x))zn(t, x)dx + σn(t)χAn(x¯)
∫
Ω
χAn(y)J(x¯, y)(g(y)− g(x¯))dy
+
∫
Ω
χBn(x)
∫
Ω
χBn(y)G(x, y)(g(y)− g(x))zn(t, x)dx + σn(t)χBn(x¯)
∫
Ω
χBn(y)G(x¯, y)(g(y)− g(x¯))dy
+
∫
Ω
χAn(x)
∫
Ω
χBn(y)R(x, y)(g(y)− g(x))zn(t, x)dx + σn(t)χAn(x¯)
∫
Ω
χBn(y)R(x¯, y)(g(y)− g(x¯))dy
+
∫
Ω
χBn(x)
∫
Ω
χAn(y)R(x, y)(g(y)− g(x))zn(t, x)dx + σn(t)χBn(x¯)
∫
Ω
χAn(y)R(x¯, y)(g(y)− g(x¯))dy.
Therefore, we get that
d
dt
σn(t) =− σn(t)
(
χAn(x¯)
∫
Ω
χAn(y)J(x¯, y)dy + χBn(x¯)
∫
Ω
χBn(y)G(x¯, y)dy
+ χAn(x¯)
∫
Ω
χBn(y)R(x¯, y)dy + χBn(x¯)
∫
Ω
χAn(y)R(x¯, y)dy
)
,
with initial datum σn(0) = 1. Now, recall that we assumed that
χAn(x¯)
∫
Ω
χAn(y)J(x¯, y)dy + χBn(x¯)
∫
Ω
χBn(y)G(x¯, y)dy + χAn(x¯)
∫
Ω
χBn(y)R(x¯, y)dy + χBn(x¯)
∫
Ω
χAn(y)R(x¯, y)dy = 1,
for every x¯ ∈ Ω.
This condition has a clear probabilistic interpretation. It says that the particle has to jump with full probability (that is,
the probability of staying at the same location when the exponential clock rings is zero). In fact, assume, for example, that
x¯ ∈ An, then ∫
Ω
χAn(y)J(x¯, y)dy
is the probability to jump to a new position in An and∫
Ω
χBn(y)R(x¯, y)dy
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gives the probability to jump to Bn. Then,∫
Ω
χAn(y)J(x¯, y)dy +
∫
Ω
χBn(y)R(x¯, y)dy
is the probability to jump to a new position in Ω (and we have that it is equal to 1 since the particle is obliged to jump). A
similar analysis can be done when x¯ ∈ Bn.
Therefore, we conclude that
σn(t) = e
−t, ∀n ∈ N.
On the other hand, we get
d
dt
∫
Ω
g(x)zn(t, x)dx =
∫
Ω
χAn(x)
∫
Ω
χAn(y)J(x, y)(g(y)− g(x))zn(t, x)dx + σn(t)χAn(x¯)
∫
Ω
χAn(y)J(x¯, y)g(y)dy
+
∫
Ω
χBn(x)
∫
Ω
χBn(y)G(x, y)(g(y)− g(x))zn(t, x)dx + σn(t)χBn(x¯)
∫
Ω
χBn(y)G(x¯, y)g(y)dy
+
∫
Ω
χAn(x)
∫
Ω
χBn(y)R(x, y)(g(y)− g(x))zn(t, x)dx + σn(t)χAn(x¯)
∫
Ω
χBn(y)R(x¯, y)g(y)dy
+
∫
Ω
χBn(x)
∫
Ω
χAn(y)R(x, y)(g(y)− g(x))zn(t, x)dx + σn(t)χBn(x¯)
∫
Ω
χAn(y)R(x¯, y)g(y)dy,
which implies the following equation for zn,
d
dt
zn(t, x) =χAn(x)
∫
Ω
χAn(y)J(x, y)(zn(t, y)− zn(t, x))dy + σn(t)χAn(x¯)χAn(x)J(x¯, x) (3.1)
+ χBn(x)
∫
Ω
χBn(y)G(x, y)(zn(t, y)− zn(t, x))dy + σn(t)χBn(x¯)χBn(x)G(x¯, x)
+ χAn(x)
∫
Ω
χBn(y)R(x, y)(zn(t, y)− zn(t, x))dy + σn(t)χAn(x¯)χBn(x)R(x¯, x)
+ χBn(x)
∫
Ω
χAn(y)R(x, y)(zn(t, y)− zn(t, x))dy + σn(t)χBn(x¯)χAn(x)R(x¯, x),
with initial condition zn(0, x) = 0.
3.1 Convergence along subsequences.
We devote this subsection to the proof of Theorem 4.1.
Proof of Theorem 4.1. The sequence zn converges weakly in L
2([0, T ]× Ω) along subsequences as it is bounded the L2-norm.
The same holds for χAn(x)zn(t, x) and χBn(x)zn(t, x). This fact can be easily obtained working as in Lemma 2.1.
Take χAnk (x)znk(t, x) and χBnk (x)znk(t, x) two convergent subsequences. We have to distinguish between two cases:
Case 1. There exists a sub-subsequence znkj such that
χAnkj
(x¯) = 1, ∀nkj .
We call ak(t, x) and bk(t, x) the weak limits of χAnkj
(x)znkj (t, x) and χBnkj
(x)znkj (t, x) respectively. Observe that ak(t, x)
and bk(t, x) coincide with the weak limits of χAnk (x)znk(t, x) and χBnk (x)znk(t, x), respectively, as we know that the two
sequences converge along subsequences.
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Take now a smooth function φ such that φ(T, ·) ≡ 0 and consider equation (3.1). Multiply both sides by χBn(x)φ(t, x)
and then integrate respect to the variables x and t. Since by construction φ(T, ·) ≡ 0, integrating by parts we obtain
−
∫ T
0
∫
Ω
∂φ
∂t
(t, x)bnkj (t, x) dxdt
=
∫ T
0
∫
Ω
∫
Ω
χBnkj
(x)χBnkj
(y)G(x, y)
(
znkj (t, y)− znkj (t, x)
)
φ(t, x)dydxdt
+
∫ T
0
∫
Ω
∫
Ω
χBnkj
(x)χAnkj
(y)R(x, y)
(
znkj (t, y)− znkj (t, x)
)
φ(t, x)dydxdt
+
∫ T
0
∫
Ω
e−tR(x¯, x)χBnkj (x)φ(t, x)dxdt.
We can analyze the terms in the left hand side and the first two terms in the right hand side of the previous equality exactly
as we did in the proof of Theorem 1.1 (see (2.1), (2.2), (2.3) and (2.4)). Moreover, we have that∫ T
0
∫
Ω
e−tG(x¯, x)χBnkj (x)φ(t, x)dxdt −−−−→n→∞
∫ T
0
∫
Ω
e−tG(x¯, x)(1−X(x))φ(t, x)dxdt.
Therefore, we get
∂bj
∂t
(t, x) =
∫
Ω
G(x, y)((1−X(x))bj(t, y)− (1−X(y))bj(t, x))dy
+
∫
Ω
R(x, y)((1−X(x))aj(t, y)−X(y)bj(t, x)) dy + e−tR(x¯, x)(1−X(x)),
and, in a similar way, we obtain
∂aj
∂t
(t, x) =
∫
Ω
J(x, y)(X(x)aj(t, y)−X(y)aj(t, x)) dy +
∫
Ω
R(x, y)(X(x)bj(t, y)− (1−X(y))aj(t, x)) dy + e−tJ(x¯, x)X(x).
Hence, the limit is a solution to (1.8).
Case 2. There exists a sub-subsequence nkj such that
χBnkj
(x¯) = 1, ∀nkj .
For this case, arguing as we did before, it is possible to prove that the limits ak(t, x) and bk(t, x) satisfy system (1.9).
For what concerns the stochastic process (Yn(t), In(t)) we can prove an analogous result to Theorem 2.7 even in the
case in which the process starts with δx¯, but now we are able to characterize the measure of the limit process (Y (t), I(t))
only when x¯ ∈ An or x¯ ∈ Bn for every n (since in this case we have convergence of the densities un). The details of this
characterization can be done as in Section 2 and are left to the reader. Remark that the convergence of the measure holds
only along subsequences.
3.2 Asymptotic behavior of z
n
(t, x).
In this subsection we look for the asymptotic behaviour as t→ +∞ of zn(t, x).
Proof of Theorem 1.5. Let
wn(t, x) := zn(t, x)− 1|Ω| (1− e
−t)
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and note that ∫
Ω
wn(t, x) = 0.
To conclude the proof it is enough to show that there exists C > 0 and A > 0 such that, for t large enough,
‖wn(t, ·)‖2L2(Ω) ≤ Ce−At. (3.2)
Recall the definition of En(w) given in (2.43). Following the same strategy we used to prove Theorem 1.3 we get that
1
2
d
dt
∫
Ω
w2n(t, x)dx = −2En(wn) + e−t
∫
Ω
c(x, x¯, n)wn(t, x)dx,
with
c(x, x¯, n) := χAn(x¯)χAn(x)J(x¯, x) + χBn(x¯)χBn(x)G(x¯, x) + χAn(x¯)χBn(x)R(x¯, x) + χBn(x¯)χAn(x)R(x¯, x).
By Lemma 4.1 in [9] it holds that there exists a constant c1 (independent of n) such that En(wn) ≥ 2c1‖wn(t, ·)‖2L2(Ω)
and therefore, by Cauchy-Schwartz’s inequality, we get
d
dt
‖wn(t, ·)‖2L2(Ω) ≤ −4c1‖wn(t, ·)‖2L2(Ω) + 2e−t
∫
Ω
c(x, x¯, n)|wn(t, x)|dx
≤ −4c1‖wn(t, ·)‖2L2(Ω) + 2e−t
(
c2‖wn(t, ·)‖2L2(Ω)
)
,
where c2 = (‖J‖∞ + 2‖R‖∞ + ‖G‖∞)|Ω|. Fix t¯ >> 1 such that −4c1 + 2c2e−t¯ ≤ −2c1, then for every t ≥ t¯ we get
d
dt
‖wn(t, ·)‖2L2(Ω) ≤ −4c1‖wn(t, ·)‖2L2(Ω) + 2c2e−t. (3.3)
By (3.3) we conclude that,
‖wn(t, ·)‖2L2(Ω) ≤ e−4c1t‖wn(t¯, ·)‖2L2(Ω) +
2c2
4c1 − 1e
−t
and therefore we can conclude (3.2).
4 The Dirichlet case.
In this final section we analyze the Dirichlet problem in which we take a sequence of partitions An, Bn of the entire space
R
N such that RN = An ∪Bn, An ∩Bn = ∅ and
• χAn(x)⇀ X(x), weakly in L∞(RN ),
•χBn(x)⇀ 1−X(x) weakly in L∞(RN ),
with 0 < X(x) < 1.
(4.1)
As for the Neumann case, at the times {τk} a particle that is at x ∈ Ω chooses a new site y, but now y ∈ RN , according
to the kernels J , R or G. The jumps from a site in An to another site in An are ruled by J , the jumps between An and
Bn (or vice versa) are ruled by R and the jumps from a site in Bn to a site in Bn are ruled by G. Hence, the movement of
the particle obeys the same rules as before, but now the particle is allowed to jump outside Ω, and, as soon as this happens,
the particle is killed and disappears from the system. In this new model we denote by Zn(t) the position of the particle
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that is alive in Ω and we suppose (as we did before, but this time in the whole RN ) that we have probability kernels in our
equations, that is, ∫
RN
J(x, y)dy = 1,
∫
RN
R(x, y)dy = 1,
∫
RN
G(x, y)dy = 1, ∀x ∈ Ω.
The process (Zn(t))t≥0 is a Markov process whose generator Ln is defined on functions f ∈ C(An) ∩ C(Bn) such that
suppf ⊆ Ω as
Lnf(x) = χ{An∩Ω}(x)
∫
RN
χAn(y)J(x, y)(f(y)− f(x))dy + χ{Bn∩Ω}(x)
∫
RN
χBn(y)G(x, y)(f(y)− f(x))dy
+ χ{An∩Ω}(x)
∫
RN
χBn(y)R(x, y)(f(y)− f(x))dy + χ{Bn∩Ω}(x)
∫
RN
χAn(y)R(x, y)(f(y)− f(x))dy.
Again the initial position Zn(0) is described in terms of a given distribution u0 in Ω. We suppose that
P (Zn(0) ∈ E) =
∫
E
u0(z) dz,
for every measurable set E ⊆ Ω.
The associated evolution problem reads as
∂un
∂t
(t, x) = Lnun(t, x), t > 0, x ∈ Ω,
un(t, x) = 0, t ≥ 0, x ∈ Ωc,
un(0, x) = u0(x), x ∈ Ω.
(4.2)
As before we are interested in taking the limit, as n → +∞, both in the processes Zn(t) and in the associated densities
un(t, x). To this end we need to look at the process Zn(t) as a couple (Zn(t), In(t)). In our notation In(t) contains explicitly
the information over the set (An or Bn) in which Zn(t) is located. More precisely, In(t) = 1 (or 2) if the particle is in An (or
in Bn respectively) at time t.
The following theorem holds.
Theorem 4.1. Assume (4.1) and fix T > 0. We have that, as n→∞,
un(t, x)⇀ u(t, x), weakly in L
2((0, T )× RN ),
χAn(x)un(t, x)⇀ a(t, x), weakly in L
2((0, T )× RN ),
χBn(x)un(t, x)⇀ b(t, x), weakly in L
2((0, T )× RN ).
These limits verify
u(t, x) = a(t, x) + b(t, x)
and are characterized by the fact that (a, b) is the unique solution to the following system,
∂a
∂t
(t, x) =
∫
RN
J(x, y)(X(x)a(t, x)−X(y)a(t, x)) dy
+
∫
RN
R(x, y)(X(x)b(t, y)− (1−X(y))a(t, x)) dy t > 0, x ∈ Ω,
∂b
∂t
(t, x) =
∫
RN
G(x, y)[(1−X(x))b(t, y)− (1−X(y))b(t, x)]dy
+
∫
RN
R(x, y)[(1−X(x))a(t, y)−X(y)b(t, x)]dy dy t > 0, x ∈ Ω,
a(t, x) = b(t, x) = 0, t ≥ 0, x ∈ Ωc,
a(0, x) = X(x)u0(x), b(0, x) = (1−X(x))u0(x) x ∈ Ω.
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Moreover, it holds that the sequence of processes converges in distribution
(Zn(t), In(t))
D−−−−−→
n→+∞
(Z(t), I(t))
in D
(
[0, T ],RN
) × D([0, T ], {1, 2}), where the distribution of the limit (Z(t), I(t)) is characterized by having as probability
densities a(t, x) and b(t, x), that is,
P
(
Z(t) ∈ E, I(t) = 1
)
=
∫
E
a(t, z) dz and P
(
Z(t) ∈ E, I(t) = 2
)
=
∫
E
b(t, z) dz,
for every measurable set E ⊆ RN .
The proof of the previous theorem follows exactly the same strategy that we used to prove Theorem 1.1 as it still holds
that
sup
y∈RN
∣∣∣∣∫
Ω
V (x, y)χAn(x)φ(t, x)dx −
∫
Ω
V (x, y)X(x)φ(t, x)dx
∣∣∣∣ −−−−→n→∞ 0,
and
sup
x∈Ω
∣∣∣∣∫
RN
{χAn(y)−X(y)}V (x, y)dy
∣∣∣∣ −−−−→n→∞ 0,
for every V ∈ {J,G,R} and φ : RN × [0, T ]→ R smooth.
The fact that the limits verify the Dirichlet condition
a(t, x) = b(t, x) = 0
for all x ∈ Ωc and t ≥ 0 is a consequence of the second condition in (4.2).
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