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Abstract
Let G be a compact and 1–connected Lie group with a maximal
torus T . Based on Schubert calculus on the flag manifold G/T [15] we
construct the integral cohomology ring H∗(G) uniformly for all G.
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1 Introduction
In this paper, the Lie groups G under consideration are compact and 1–
connected; the coefficient ring R for the cohomologies is either the ring Z of
integers, the field R of reals, or one of the finite fields Fp. For simplicity the
symbol F is also used to denote the field coefficients R or Fp. Write H
∗(X)
instead of H∗(X;Z) for the integral cohomology of a topological space X.
The problem of computing the cohomology of Lie groups began with E.
Cartan in 1929. It is a focus of algebraic topology for the fundamental role
of Lie groups playing in geometry and topology [12, Chapter VI],[26, 29].
Concerning the achievements by many mathematicians in about one century
(e.g. [11, 28, 18, 33, 23, 8, 4, 5, 6, 1, 3, 27]) the following problem remains.
Problem 1.1. Find a unified construction of the ring H∗(G;R) that is free
of the types of the Lie group G.
In particular, determine the integral cohomology ring H∗(G) of the five
exceptional Lie groups G = G2, F4, E6, E7, E8.
∗The first author is supported by 973 Program 2011CB302400 and NSFC 11131008.
†The second author is supported by NSFC 10931005.
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In this paper we solve the problem by an explicit construction of the coho-
mologyH∗(G;R) in the context of Schubert calculus [15] for the 1–connected
Lie groups G. In the sequel work [13] this construction will be extended to
all compact Lie groups.
For a 1–connected Lie group G with a maximal torus T let {ω1, · · · , ωn}
⊂ H2(G/T ) be a set of fundamental dominant weights, where n = dimT
[9]. Our construction factors through the Leray–Serre spectral sequence
{E∗,∗r (G;R), dr} of the fibration
(1.1) T →֒ G
pi
→ G/T
for which one has ([24]):
(1.2) E∗,∗2 (G;R) = H
∗(G/T ) ⊗ Λ∗R(t1, · · · , tn),
(1.3) the differential d2 : E
p,q
2 (G;R)→ E
p+2,q−1
2 (G;R) is given by
d2(x⊗ tk) = xωk ⊗ 1, x ∈ H
p(G/T ), 1 ≤ k ≤ n.
where ti ∈ H
1(T ) is the class that is mapped to ωi under the transgression
τ : H1(T ) → H2(G/T ) [9], and where H∗(T ;R) = Λ∗R(t1, · · · , tn) is the
exterior ring generated by the ti’s over R. To have the spectral sequence
calculably we need a concise characterization of the factor ring H∗(G/T ) in
(1.2). The following result from Schubert calculus serves this purpose.
Theorem 1.2 ([15, Theorem 1.2]). There exists a set {y1, · · · , ym} of
Schubert classes on G/T with deg yi > 2, so that the set {ω1, · · · , ωn, y1, · · · ,
ym} is a minimal system of generators of the ring H
∗(G/T ).
Moreover, with respect to these generators one has the presentation
(1.4) H∗(G/T ) = Z[ω1, · · · , ωn, y1, · · · , ym]/ 〈hi, fj , gj〉1≤i≤k;1≤j≤m,
such that
i) for each 1 ≤ i ≤ k, hi ∈ 〈ω1, · · · , ωn〉;
ii) for each 1 ≤ j ≤ m, the pair (fj, gj) of polynomials is related
to the Schubert class yj in the fashion
fj = pjyj + αj, gj = y
kj
j + βj ,
with pj ∈ {2, 3, 5} and αj , βj ∈ 〈ω1, · · · , ωn〉.
Two remarks on Theorem 1.2 are in order. Firstly, with the mini-
mum constraint on the integers k and m the sets {deg hi | 1 ≤ i ≤ k},
{deg yj, pj , kj | 1 ≤ j ≤ m} of integers appearing in Theorem 1.2 can be
shown to be invariants of the group G, and will be called the basic data of
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G. For all the 1–connected simple Lie groupsG = SU(n+1), Sp(n), Spin(n+
2), G2, F4, E6, E7 and E8 their basic data are tabulated in Section 5.
Next, for a simple Lie group G 6= E8 the polynomials hi, fj , gj in (1.4)
can be shown to be algebraically independent. In contrast, in term of the
basic data for the group E8 given in Table 5.2 there appears the following
phenomena which will cause a few additional concern for the group E8 in
our unified approach to the ring H∗(G;R).
Lemma 1.3 ([15, Theorem 1.3]). For G = E8 there exists a polynomial
φ of the form φ = 2y54 − y
3
6 + y
2
7 + β with β ∈ 〈ω1, · · · , ω8〉 so that
(1.5)

g4 = −12φ+ 5y
4
4f4 − 4y
2
6f6 + 6y7f7;
g6 = −10φ+ 4y
4
4f4 − 3y
2
6f6 + 5y7f7;
g7 = 15φ− 6y
4
4f4 + 5y
2
6f6 − 7y7f7.
Inputting the presentation (1.4) of the ring H∗(G/T ) into the formula
(1.2) of E∗,∗2 (G;R) and utilizing the polynomials hi, αj , βj , one can construct
a set of explicit generators for the ring H∗(G;R). To explain how this
construction proceeds we take the case R = Z as an illustrative example.
The construction requires two ingredients. Firstly, each polynomial P ∈
〈ω1, · · · , ωn〉 admits a decomposition of the form P = p1ω1 + · · · + pnωn
which gives rise to a map
(1.6) ϕ : 〈ω1, · · · , ωn〉 → E
∗,1
2 (G) = H
∗(G/T )⊗ Λ1
Z
(t1, · · · , tn)
by ϕ(P ) = p1⊗t1+· · ·+pn⊗tn (see Lemma 2.2). Secondly, since E
p,q
2 (G) = 0
for odd p one has the canonical homomorphism
(1.7) κ : E2k,13 (G)→ H
2k+1(G) (see (2.21))
that interprets directly elements of E2k,13 (G) as cohomology classes of G.
In view of the fibration (1.1) we get from the Schubert classes yi on G/T
the integral cohomology classes of the group G
xs := π
∗(yi) ∈ H
∗(G), s = deg yi, 1 ≤ i ≤ m.
Granted with the maps ϕ and κ in (1.6) and (1.7) the polynomials hi,
αj , βj in (1.4) gives rise to the following integral cohomology classes
̺s := κ[ϕ(hi)] ∈ H
∗(G), s = deg hi − 1, 1 ≤ i ≤ k;
̺t := κ[ϕ(pjβj − y
kj
j αj)] ∈ H
∗(G), t = deg βj − 1,
where [γ] ∈ E∗,∗3 (G) denotes the cohomology class of a d2–cocycle γ ∈
E∗,∗2 (G), and where 1 ≤ j ≤ m with j 6= 4, 7 if G = E8.
Finally, for a prime p ∈ {2, 3, 5} and a multi-index J ⊂ {1, · · · ,m} with
pt = p, t ∈ J , we set I = {deg αt | t ∈ J} and let
3
CI := βp(
∏
s∈I
ξs−1) ∈ H
∗(G),
where ξs−1 = κ
′[ϕ′(αt)] ∈ H
∗(G;Fp) with s = degαt, κ
′ and ϕ′ are the
Fp–analogue of the maps κ and ϕ in (1.6) and (1.7), respectively, and where
βp : H
r(G;Fp)→ H
r+1(G) is the Bockstein homomorphism.
Using these three types xs, ̺t and CI of cohomology classes just de-
scribed a unified presentation of the additive cohomology H∗(G) is given by
Theorem 3.6. It implies that
i) the elements ̺t have infinite order whose square free products form a
basis for the free part of the cohomology H∗(G);
ii) the p–primary component σp(G) of the ring H
∗(G) is generated by
the classes xs = π
∗(yi) and CI with s = deg yi and pi = p for i ∈ I.
To determine the multiplicative relations among these explicitly con-
structed generators we shall make crucial use of the spectral sequence, and
a coherent calculation in cohomologies with different coefficients. In partic-
ular, the following theorem, that presents the cohomology rings of the five
exceptional Lie groups by these generators, will be established in Section 4,
where the notation used can be found at the beginning of Section 2.
Theorem 1.4. For the five exceptional Lie groups we have
(1.8) H∗(G2) = ∆(̺3)⊗ Λ(̺11)⊕ σ2(G2) with
σ2(G2) = F2[x6]
+/
〈
x26
〉
⊗∆F2(̺3),
where the generators are subject to the following relations
̺23 = x6, x6̺11 = 0.
(1.9) H∗(F4) = ∆(̺3)⊗ Λ(̺11, ̺15, ̺23)⊕ σ2(F4)⊕ σ3(F4) with
σ2(F4) = F2[x6]
+/
〈
x26
〉
⊗∆F2(̺3)⊗ ΛF2(̺15, ̺23),
σ3(F4) = F3[x8]
+/
〈
x38
〉
⊗ ΛF3(̺3, ̺11, ̺15),
where the generators are subject to the following relations
̺23 = x6, x6̺11 = 0, x8̺23 = 0.
(1.10) H∗(E6) = ∆(̺3)⊗ Λ(̺9, ̺11, ̺15, ̺17, ̺23)⊕ σ2(E6)⊕ σ3(E6) with
σ2(E6) = F2[x6]
+/
〈
x26
〉
⊗∆F2(̺3)⊗ ΛF2(̺9, ̺15, ̺17, ̺23),
σ3(E6) = F3[x8]
+/
〈
x38
〉
⊗ ΛF3(̺3, ̺9, ̺11, ̺15, ̺17),
where the generators are subject to the following relations
̺23 = x6, x6̺11 = 0, x8̺23 = 0.
(1.11) H∗(E7) = ∆(̺3)⊗ Λ(̺11, ̺15, ̺19, ̺23, ̺27, ̺35) ⊕
p=2,3
σp(E7) with
σ2(E7) =
F2[x6,x10,x18,CI ]
+
〈x26,x210,x218,DI ,RJ ,SK,L,Hr,I〉
⊗∆F2(̺3)⊗ ΛF2(̺15, ̺23, ̺27)
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for I, J,K,L ⊆ {6, 10, 18}, |I| , |J | , |K| ≥ 2, r ∈ {11, 19, 35};
σ3(E7) =
F3[x8]+
〈x38〉
⊗ ΛF3(̺3, ̺11, ̺15, ̺19, ̺27, ̺35),
where the generators are subject to the following relations
̺23 = x6, x8̺23 = 0.
(1.12) H∗(E8) = ∆(̺3, ̺15, ̺23)⊗ Λ(̺27, ̺35, ̺39, ̺47, ̺59) ⊕
p=2,3,5
σp(E8) with
σ2(E8) =
F2[x6,x10,x18,x30,CI ]
+
〈x86,x410,x218,x230,DI ,RJ ,SK,L,Hr,I〉
⊗∆F2(̺3, ̺15, ̺23)⊗ΛF2(̺27)
for I,J,K ⊆ {6, 10, 18, 30}, |I| , |J | , |K| ≥ 2, r ∈ {35, 39, 47, 59};
σ3(E8) =
F3[x8,x20,C{8,20}]
+
〈x38,x320,x28x220C{8,20},(C{8,20})2〉
⊗ΛF3(̺3, ̺15, ̺27, ̺35, ̺39, ̺47),
σ5(E8) =
F5[x12]+
〈x512〉
⊗ ΛF5(̺3, ̺15, ̺23, ̺27, ̺35, ̺39, ̺47),
where the generators are subject to the following relations
̺23 = x6, ̺
2
15 = x30, ̺
2
23 = x
6
6x10, x2s̺3s−1 = 0 for s = 4, 5,
x8̺59 = x
2
20C{8,20}, x20̺23 = x
2
8C{8,20}, x12̺59 = 0.
In addition, the relations of the types DJ ,RK ,SI,J and Hr,I , that occur only
in the formulae of the ideals σ2(E7) and σ2(E8), are given by the formulae
(4.4), (4.7) and (4.9), respectively.
One may compare the presentations in (1.8) and (1.9) with the compu-
tation of the rings H∗(G2) and H
∗(F4) by Borel [5, 6].
The remaining sections are so arranged. Section 2 develops preliminary
results on Koszul complexes, which are applied in Section 3 to describe the
cohomology H∗(G;R) as an additive group. The calculation is extended in
Sections 4 as to determine the ring structure onH∗(G;R) for the exceptional
Lie groups G.
Historically, Schubert calculus is the intersection theory of the 19th cen-
tury, together with its applications to enumerative geometry [31]. Clarifying
this calculus was the content of Hilbert’s problem 15 [17, 21, 32]. van der
Waerden and A. Weil, who secured the foundation of modern intersection
theory, attributed this calculus to the determination of the cohomology rings
of the flag manifolds [34], [35, p.331].
The idea to study the cohomology of Lie groups by applying Schubert
calculus on the flag manifolds G/T began with Kacˇ [19, 20] and Marlin
[24]. They conjectured respectively that the integral Leray–Serre spectral
sequence of the fibration (1.1) satisfies the following relations
E∗,∗3 (G) = E
∗,∗
∞ (G), E
∗,∗
3 (G) = H
∗(G).
These conjectures will be confirmed in Section 3, see Remark 3.7.
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2 Preliminaries in Koszul complexes
We fix certain notation concerning graded modules or rings. For a graded
ring A and a finite set S = {u1, · · · , ut} of graded elements we write
A{S} = A{ui}1≤i≤t for the free A–module with basis {u1, · · · , ut};
A[S] = A[ui]1≤i≤t for the polynomials ring in the ui’s over A;
ΛR(S) = ΛR(ui)1≤i≤t for the exterior ring in the ui’s over R;
A⊗∆(S) = A⊗∆(ui)1≤i≤t for the free A–module in the simple
system {u1, · · · , ut} of generators [7].
If A = Z (resp. Fp) we use ∆(S) (resp. ∆Fp(S)) instead of A⊗∆(S).
For a finite subset {a1, · · · , am} of a ring A let 〈a1, · · · , am〉 be the ideal
generated by a1, · · · , am, and write A/ 〈a1, · · · , am〉 for the quotient ring.
If V = V 0 ⊕ V 1 ⊕ · · · is a graded vector space (resp. ring), define its
subspace (resp. subring) V + by V 1⊕V 2⊕· · · . For instance if Z[x1, · · · , xn]
is the ring of integral polynomials with deg xi > 0, then Z[x1, · · · , xn]
+ is
the subring of the polynomials without constant terms.
All elements a, b, · · · in a graded module or ring will assumed to be
homogeneous, whose degrees are denoted by |a| , |b| , · · · .
Given a ring A and an ordered subset {x1, · · · , xn} the Koszul complex
of A with respect to {x1, · · · , xn} is the complex {C(A); δ} defined by
i) C(A) = A⊗∆(θ1, · · · , θn);
ii) δ(1 ⊗ θi) = xi ⊗ 1; δ(a⊗ 1) = 0, a ∈ A.
Let ∆k be the subgroup of ∆(θ1, · · · , θm) spanned by the square free mono-
mials in θ1, · · · , θm with length k. Then the k
th cohomology group of the
complex {C(A); δ} is
Hk({C(A); δ}) = ker[δ:A⊗∆
k→A⊗∆k−1]
Im[δ:A⊗∆k+1→A⊗∆k]
.
In particular, the E2–page of the spectral sequence of the fibration (1.1)
is the Koszul complex of the ring H∗(G/T ;R) with respect to the set
{ω1, · · · , ωn} of weights whose cohomology is the third page E
∗,∗
3 (G;R).
In this section we develop some general results on the cohomology of cer-
tain Koszul complexes that are useful for us to formulate E∗,∗3 (G;R) (resp.
H∗(G;R)) in term of the presentation (1.4) on the ring H∗(G/T ).
2.1 The cohomology of a Koszul complex
Given a graded ring A with the following presentation
(2.1) A = Fp[y1, · · · , yr]/
〈
yk11 , · · · , y
kr
r
〉
, |yt| ≡ 0mod 2, 1 ≤ t ≤ r,
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let {C(A), δ} be the Koszul complex of A with respect to the ordered subset
(−y1, · · · ,−yr). In view of the formula C(A) = A⊗∆(θ1, · · · , θr) we intro-
duce for each multi–index I ⊆ {1, · · · , r} the following elements of C(A)
θI =
∏
t∈I
θt; fI =
∑
t∈I
−ytθIt(= δ(θI)); gI = (
∏
t∈I
ykt−1t )θI ,
where It denotes the complement of t in I. We shall also set
(2.2) cI = δθI , DI =
∑
t∈I
−ytcIt , RI = (
∏
t∈I
ykt−1t )cI .
Theorem 2.1. For the Koszul complex {C(A), δ} we have
i) H∗({C(A), δ}) = ∆Fp(y
k1−1
1 θ1, · · · , y
kr−1
r θr);
ii) Im δ = A{1,cI}
+
〈DJ ,RK〉
, I, J,K ⊆ {1, · · · , r} with |I| , |J | , |K| ≥ 2,
where 〈DJ , RK〉 ⊂ A{1, cI}
+ denotes the sub A–module spanned by the
elements DJ and RK .
Proof. Since C(A) = ⊗
1≤t≤r
Ct with Ct = (Fp[yt]/
〈
yktt
〉
) ⊗ ΛFp(θt) a closed
subspace of δ, one has by the Ku¨nneth formula that
H∗({C(A), δ}) = ⊗
1≤t≤r
H∗(Ct, δ)
Formula i) is shown by the obvious fact that the cohomology H∗(Ct, δ) has
a basis represented by the subset
{
1, ykt−1t θt
}
⊂ Ct, 1 ≤ t ≤ r.
In view of the short exact sequence 0 → ker δ → C(A)
δ
→ Im δ → 0 the
differential δ induces an isomorphism of A–modules
a) δ : C(A)/ ker δ
∼=
→ Im δ.
In the quotient space C(A)/ ker δ the numerator C(A) has the A basis {1, θI |
I ⊆ {1, · · · , r}}, while the denominator admits the decomposition
ker δ = H∗({C(A), δ})⊕ Im δ
in which the first summand H∗({C(A), δ}) has the Fp–basis {1, gK | K ⊆
{1, · · · , r}} by i), and the second summand Im δ is spanned over A by the
subset {fJ = δ(θJ ) | J ⊆ {1, · · · , r}}. That is
b) C(A)/ ker δ = A{1,θI}
+
〈fJ ,gK〉
, I, J,K ⊆ {1, · · · , r}.
The presentation ii) is shown by a) and b), the obvious relations
δ(θI) = cI , δ(fJ) = DJ , δ(gK) = RK ,
together with the facts that if I = {t} is a singleton, then cI = −yt, DI = 0,
RI = −y
kt
t = 0.
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2.2 The Koszul complex of a regularly truncated polynomial
ring
Let B be a graded ring with the following presentation
(2.3) B = R[ω1,··· ,ωn,y1,··· ,yt]〈r1,··· ,rm〉 , 2 = |ωi| < |y1| < · · · < |yt|,
and let {C(B), δ} be the Koszul complex of B with respect to the ordered
subset {ω1, · · · , ωn} with
i) C(B) = B ⊗ Λ(t1, · · · , tn), |ti| = 1;
ii) δ(1 ⊗ ti) = ωi ⊗ 1, δ(a⊗ 1) = 0, 1 ≤ i ≤ n, a ∈ B.
For a polynomial P ∈ 〈ω1, · · · , ωn〉 ⊂ R[ω1, · · · , ωn, y1, · · · , yt] we can write
(2.4) P = p1 · ω1 + · · · + pn · ωn with pi ∈ R[ωi, yj].
and set P˜ := p1 ⊗ t1 + · · ·+ pn ⊗ tn ∈ B ⊗ Λ
1. It is crucial to notice that if
P ∈ 〈ω1, · · · , ωn〉 ∩ 〈r1, · · · , rm〉 then P˜ ∈ ker δ. For a δ–cocycle γ ∈ C(B)
let [γ] ∈ H∗({C(B), δ}) be its cohomology class.
Lemma 2.2. The map ϕ : 〈ω1, · · · , ωn〉∩ 〈r1, · · · , rm〉 → H
1({C(B), δ}) by
ϕ(P ) = [P˜ ] is well defined.
Proof. We are bound to show that the class [P˜ ] ∈ H1({C(B), δ}) with
P ∈ 〈ω1, · · · , ωn〉 ∩ 〈r1, · · · , rm〉 is independent of a choice of the expansion
(2.4). Assume in addition to (2.4) one has a second decomposition
P = h1 · ω1 + · · ·+ hn · ωn.
Then the equation
(p1 − h1) · ω1 + · · ·+ (pn − hn) · ωn = 0
holds in the ring R[ωi, yj]. We can assume below that p1 − h1 6= 0.
Since the set {ω1, · · · , ωn} is algebraically independent in the free poly-
nomial ringR[ωi, yj ] the above equation implies that all the differences pi−hi
with i 6= 1 are divisible by ω1. That is pi−hi = qi ·ω1 for some qi ∈ Z[ωi, yj],
2 ≤ i ≤ n. The lemma is shown by the calculation
δ((q2⊗t1t2+· · ·+qn)⊗t1tn) = (p1−h1)⊗t1+· · ·+(pn−hn)⊗tn.
Definition 2.3. Let B be a ring over a field R = F with the presentation
(2.3). We call B a regularly truncated polynomial ring if the following two
additional conditions are satisfied
i) n+ t = m;
ii) the set {r1, · · · , rn+t} of relations admits a partition {α1, · · · , αn} ∐
{γ1, · · · , γt} such that
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a) αi ∈ 〈ω1, · · · , ωn〉, 1 ≤ i ≤ n;
b) γj = y
kj
j + βj with βj ∈ 〈ω1, · · · , ωn〉, 1 ≤ j ≤ t.
Let {C(B), δ} be the Koszul complex associated to the regularly trun-
cated polynomial ring B. By the properties a) and b) one has that
H0({C(B), δ}) = B/ 〈ω1, · · · , ωn〉 =
F[y1,··· ,yt]〈
y
k1
1 ,··· ,y
kt
t
〉 .
In addition, the construction ϕ in Lemma 2.2 yields the cohomology classes
ξαi := ϕ [α˜i] ∈ H
1({C(B), δ}), 1 ≤ i ≤ n.
Since ξ2 = 0 for any ξ ∈ H1({C(B), δ}) (with respect to the product on
H∗({C(B), δ}) inherited from that on C(B)) the inclusions Hr({C(B), δ})
⊂ H∗({C(B), δ}) with r = 0, 1 extend naturally to a ring map
(2.5) f : F[y1,··· ,yt]〈
y
k1
1 ,··· ,y
kt
t
〉 ⊗ Λ(ξαi)1≤i≤n → H∗({C(B), δ}).
Theorem 2.4. If B is a regularly truncated polynomial ring with dimFB <
∞, then the map f is surjective.
Proof of Theorem 2.4. Set B1 = F[ω1, · · · , ωn, y1, · · · , yt]/ 〈γ1, · · · , γt〉
and let r : B1 → B be the obvious quotient map. Consider the short exact
sequence of Koszul complexes
(2.6) 0→ {C(ker r), δ2}
j∗
→ {C(B1), δ1}
r∗
→ {C(B), δ} → 0.
associated to the short exact sequence 0 → ker r
j
→ B1
r
→ B → 0 of rings.
Since B1 is a free F[ωi] module with the basis {y
r1
1 · · · y
rt
t | 0 ≤ ri < ki} by
b), we have in addition to Hk({C(B1), δ1}) = 0 (k ≥ 1) that the map r
∗ in
(2.6) induces an isomorphism
H0({C(B1), δ1}) ∼= H
0({C(B), δ}) (= F[y1, · · · , yt]/
〈
yk11 , · · · , y
kt
t
〉
).
In particular, the connecting homomorphism ∂ in the cohomology exact
sequence associated to (2.6) yields the following isomorphism of F–spaces,
which is the key formula for us to establish the theorem:
(2.7) ∂ : Hk({C(B), δ}) ∼= Hk−1({C(ker r), δ2}), k ≥ 1.
Since the number n+ t of the generators ωi, yj equals to the number m
of the relations by i) of Definition 2.3, the property dimFp B < ∞ implies
that the ordered sequence {γ1, · · · , γt, α1, · · · , αn} is a regular sequence of
the ring F[ωi, yj ] [16, p.423]. As a result {α1, · · · , αn} is a regular sequence
of B1. By [16, Corollary 17.5] the ideal ker r, as a module over B1, admits
the following presentation
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(2.8) ker r = B1·{x1,··· ,xn}B1·{αi·xj−αj ·xi,1≤i<j≤n} ,
where {x1, · · · , xn} is the set of indeterminacies that is characterized by the
relations j(b · xi) = bαi, b ∈ B1, 1 ≤ i ≤ n.
Let Λkα ⊂ Λ(ξαi)1≤i≤n (resp. Λ
k ⊂ Λ(ti)1≤i≤n) be the subspace spanned
by the square free monomials in the ξαi ’s (resp. in the ti’s) with length k,
and let fk be the restriction of f to the subspace
F[y1,··· ,yt]〈
y
k1
1 ,··· ,y
kt
t
〉⊗Λkα. It suffices
to show, by an induction on k ≥ 1, that fk is onto H
k({C(B), δ}). If k = 1
the result comes from (2.7), together with the obvious relations
∂(ξαi) = xi; H
0({C(ker r), δ2}) =
F[y1,··· ,yt]〈
y
k1
1 ,··· ,y
kt
t
〉 · {x1, · · · , xn}.
For the remaining cases k ≥ 2 we examine the short exact ladder
0→ ker r ⊗ Λk
j∗
→ B1 ⊗ Λ
k r
∗
→ B ⊗ Λk → 0
δ2 ↓ δ1 ↓ δ ↓
0→ ker r ⊗ Λk−1
j∗
→ B1 ⊗ Λ
k−1 r
∗
→ B ⊗ Λk−1 → 0
induced by δ. For a z ∈ B1 ⊗ Λ
k with r∗(z) ∈ ker δ one infers from
δ1(z) = c1α1 + · · ·+ cnαn, ci ∈ B1 ⊗ Λ
k−1
that j∗−1(δ1(z)) = c1 · x1 + · · ·+ cn · xn ∈ ker r ⊗ Λ
k−1. Consequently
(2.9) δ2(j
∗−1(δ1(z))) = δ1(c1) · x1 + · · ·+ δ1(cn) · xn.
On the other hand since the element j∗−1(δ1(z)) is δ2 closed, by (2.8)
there exist unique gi,j ∈ B1 ⊗ Λ
k−1 so that
(2.10) δ2(j
∗−1(δ1(z))) =
∑
1≤i<j≤n
gi,j(αi · xj − αj · xi).
Comparing this with (2.9) yields the equations
(2.11) δ1(ci) = g1,iα1 + · · ·+ gi−1,iαi−1 − gi,i+1αi+1 − · · · − gi,nαn
indicating that r∗(ci) ∈ ker δ. In addition, with δ
2
2 = 0 the formula (2.10)
tells also that δ1(gi,j) = 0. By the inductive hypothesis we can assume that
(2.12) [r∗(gi,j)] ∈ Im fk−2, [r
∗(ci)] ∈ Im fk−1.
Finally, consider the class
z′ =
∑
1≤i≤n
ci ∧ ξαi −
∑
1≤i<j≤n
gi,j ∧ (ξαi ∧ ξαj ) ∈ B1 ⊗ Λ
k.
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From δ1(z
′) = δ1(z) by (2.11) one gets that ∂[r
∗(z)] = ∂[r∗(z′)]. The proof
is completed by the following calculation due to (2.7) and (2.12)
[r∗(z)] = [r∗(z′)]
=
∑
1≤i≤n
[r∗(ci)] ∧ f1(ξαi)−
∑
1≤i<j≤n
[r∗(gi,j)] ∧ f2(ξαi ∧ ξαj ).
Theorem 2.4 is useful to formulate the term E∗,∗3 (G;F) out of the pre-
sentation (1.4) on the ring H∗(G/T ;F) because of the following result.
Lemma 2.5. For a simple Lie group G with a maximal torus T , the coho-
mology H∗(G/T ;F) is a regularly truncated polynomial ring.
Proof. Assume below that the rank of the simple Lie group G is n. Since
the integral cohomology H∗(G/T ) is torsion free [10], a presentation of the
cohomology H∗(G/T ;F) can be deduced from (1.4), together with the iso-
morphism H∗(G/T ;F) = H∗(G/T ) ⊗ F.
If F = R we have yj = −
1
pj
αj by the relation of the type fj in Theorem
1.2. It implies that
(2.13) H∗(G/T ;R) = R[ω1, · · · , ωn]/
〈
h
(0)
i , g
(0)
j ; 1 ≤ i ≤ k, 1 ≤ j ≤ m
〉
,
where h
(0)
i , g
(0)
j ∈ R[ω1, · · · , ωn] are the polynomials obtained from hi, gj in
Theorem 1.2 by substituting − 1pjαj for yj, 1 ≤ j ≤ m. For G 6= E8 the
result is shown by n = k+m and (2.13). When G = E8 the formula (2.13),
together with the following relations by (1.5)
g
(0)
4 =
6
5g
(0)
6 , g
(0)
7 = −
3
2g
(0)
6 ,
implies that
(2.14) H∗(E8/T ;R) = R[ω1, · · · , ω8]/
〈
h
(0)
i , g
(0)
j ; 1 ≤ i ≤ k, j ∈ {1, 2, 3, 5, 6}
〉
.
The proof for G = E8 is completed by k = 3.
For the cases F = Fp we set G(p) = {j | 1 ≤ j ≤ m, pj = p} and let
G(p) be the complement of G(p) in {1, · · · ,m}. After reduction mod p the
relations of the type fj in Theorem 1.2 turns to be
a) αj ≡ 0 mod p if j ∈ G(p);
b) yj − qjαj ≡ 0 mod p if j ∈ G(p),
where qj > 0 is the smallest integer satisfying qjpj ≡ −1mod p. Formula a)
implies that the relations fj with j ∈ G(p) can be replaced by αj ≡ 0. In
view of b) we can eliminate all the Schubert classes ys with s ∈ G(p) from
the set of generators to obtain the presentation
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(2.15) H∗(G/T ;Fp) =
Fp[ω1,··· ,ωn,yj ]〈
h
(p)
i ,α
(p)
j ,g
(p)
j ,g
(p)
s
〉
1≤i≤k,j∈G(p),s∈G(p)
with
i) g
(p)
j = y
kj
j + β
(p)
j with β
(p)
j ∈ 〈ω1, · · · , ωn〉, j ∈ G(p);
ii) {h
(p)
i , α
(p)
j , g
(p)
s } ⊂ 〈ω1, · · · , ωn〉,
where h
(p)
i , α
(p)
j , g
(p)
s and β
(p)
j are the polynomials obtained from hi, αj , gs
and βj, respectively, by substituting qsαs for ys, s ∈ G(p). For G 6= E8 the
lemma is verified by (2.15), as well as the equality n = k + |G(p)| +
∣∣G(p)∣∣.
For G = E8 reduction mod p of the system (1.5) yields the relations
g
(p)
4 ≡ 0; g
(p)
6 ≡ y7α
(p)
7 mod 2;
g
(p)
4 ≡ g
(p)
7 ≡ −y
2
6α
(p)
6 mod 3;
g
(p)
6 ≡ g
(p)
7 ≡ −y
4
4α
(p)
4 mod 5;
g
(p)
4 ≡ sg
(p)
6 ; g
(p)
7 ≡ tg
(p)
6 mod p 6= 2, 3, 5 (for some s, t ∈ Fp)
among the system in ii). Therefore (2.15) implies that
(2.16) H∗(E8/T ;Fp) =
Fp[ω1,··· ,ω8,yj ]〈
e
(p)
i ,α
(p)
j ,g
(p)
s ,g
(p)
j
〉
1≤i≤3,j∈E8(p),s∈E˜8(p)
,
where E˜8(p) ⊂ E8(p) is the subset defined by the table below
p 2 3 5 p 6= 2, 3, 5
E˜8(p) E8(2)\{4, 6} E8(3)\{4, 7} E8(5)\{6, 7} E8(p)\{4, 7}
.
The proof for the group E8 is completed by 3 + |E8(p)|+
∣∣∣E˜8(p)∣∣∣ = n.
In term of the ring H∗(G/T ;F) presented through (2.13) to (2.16) we
call the set of the polynomials occurring in the relations that belong also to
the ideal 〈ω1, · · · , ωn〉 the set of primary polynomials of G over F.
Corollary 2.6. Let G be a 1–connected simple Lie group with rank n.
i) The set of primary polynomials of G over R is
S0(G) =
{
{h
(0)
i , g
(0)
j | 1 ≤ i ≤ k, 1 ≤ j ≤ m} if G 6= E8;
{h
(0)
i , g
(0)
j | 1 ≤ i ≤ 3, j ∈ {1, 2, 3, 5, 6}} if G = E8;
ii) The set of primary polynomials of G over Fp is
Sp(G) =
{
{h
(p)
i , α
(p)
t , g
(p)
s | 1 ≤ i ≤ k, t ∈ G(p), s ∈ G(p)} if G 6= E8;
{h
(p)
i , α
(p)
t , g
(p)
s | 1 ≤ i ≤ 3, t ∈ E8(p), s ∈ E˜8(p)} if G = E8.
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In particular, in addition to |S0(G)| = |Sp(G)| = n one has
(2.17) dimG =
∑
α∈S0(G)
(|α| − 1) =
∑
α∈Sp(G)
(|α| − 1) +
∑
j∈G(p)
(kj − 1) |yj| .
Proof. The presentations of the sets S0(G) and Sp(G), together with the
equalities |S0(G)| = |Sp(G)| = n, are transparent by the proof of Theorem
2.5. Concerning the equality (2.17) we remark that the dimension of all the
1–connected simple Lie groups are well known to be
G SU(n) Spin(n) Sp(n) G2 F4 E6 E7 E8
dimG n2 − 1 n(n−1)2 n(2n + 1) 14 52 78 133 248.
On the other hand, one reads the degrees |α| for α ∈ S0(G), Sp(G), as well
as the data (kj , |yj|) with t ∈ G(p) of each simple Lie group G from the
basic data given in Tables 5.1 and 5.2. When F = R the equality (2.17) is
obvious. For F = Fp it can be verified in accordance to p ∈ {2, 3, 5} and
p /∈ {2, 3, 5}.
2.3 The Bockstein cohomology of a space X
Recall that any finitely generated abelian group A admits a decomposition
(2.18) A = F(A)⊕
p
σp(A) with σp(A) := {x ∈ A | p
rx = 0, r ≥ 1},
where the sum is over all primes p > 1, and where the components σp(A)
and F(A) are called, respectively, the p–primary component and a free part
of the group A. If A is the integral cohomology H∗(X) of a space X we use
F(X) in place of F(H∗(X)), and write σp(X) instead of σp(H
∗(X)).
Given a topological space X and a prime p the Bockstein operator δp on
the cohomology H∗(X;Fp) is the differential with degree 1
δp := rp ◦ βp : H
r(X;Fp)
βp
→ Hr+1(X)
rp
→ Hr+1(X;Fp),
where rp is the module p reduction and βp is the Bockstein homomorphism.
The pair {H∗(X;Fp); δp} is a cochain complex whose cohomology, denoted
by H
∗
(X;Fp), is called the mod p Bockstein cohomology of the space X.
Theorem 2.7. For a topological space X and a prime p one has
(2.19) dimRF(X) ⊗ R ≤ dimFp H
∗
(X;Fp),
while the equality implies that
i) σp(X) = Imβp; ii) σp(X)
∼=
→ Im δp via rp.
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Proof. Let r1p be the restriction of rp on Imβp, and consider the short exact
ladder induced by the decomposition δp = rp ◦ βp
0→ Im rp → H
∗(X;Fp)
βp
→ Imβp → 0
i ↓ ‖ r1p ↓
0→ ker δp → H
∗(X;Fp)
δp
→ Im δp → 0
.
Since the vertical map i on the left is injective while the vertical map r1p on
the right is surjective, one has by [36, Exercise 5, p.726] that
ker r1p
∼= co ker i.
In addition, with respect to the obvious decompositions
Im rp ∼= F(X)/p · F(X) ⊕ σp(X)/p · σp(X),
ker δp = H
∗
(X;Fp)⊕ Im δp
the monomorphism i satisfies the the following relations
a) i(F(X)/p · F(X)) ⊆ H
∗
(X;Fp);
b) Im δp ⊆ i(σp(X)/p · σp(X)) (since Imβp ⊆ σp(X))
With dimFp
F(X)
p·F(X) = dimRF(X) ⊗ R formula (2.19) is shown by a).
If the equality in (2.19) (i.e. in a)) holds then i is surjective by a) and
b). Hence r1p is an isomorphism. We get properties i) and ii) from Imβp ⊆
σp(X), as well as the fact that ker r
1
p = 0 implies that Imβp = σp(X).
2.4 Canonical maps E∗,03 (G;R), E
∗,1
3 (G;R)→ H
∗(G;R)
The spectral sequence {E∗,∗r (G;R), dr} has certain crucial properties that
allow us to solve the extension problem from E∗,∗3 (G;R) to H
∗(G;R). To
be precise let F p be the filtration on H∗(G;R) defined by (1.1). That is
0 = F r+1(Hr(G;R)) ⊆ F r(Hr(G;R)) ⊆ · · · ⊆ F 0(Hr(G;R)) = Hr(G;R)
with Ep,q∞ (G;R) = F p(Hp+q(G;R))/F p+1(Hp+q(G;R)).
The routine relation dr(E
∗,0
r (G;R)) = 0 for r ≥ 2 yields the sequence of
quotient maps
Hr(G/T ;R) = Er,02 → E
r,0
3 → · · · → E
r,0
∞ = F r(Hr(G;R)) ⊂ Hr(G;R)
whose composition agrees with the induces map π∗ : H∗(G/T ;R)→ H∗(G;R)
[25, P.147]. For this reason we can reserve π∗ for the composition
(2.20) π∗ : E∗,03 (G;R)→ · · · → E
∗,0
∞ (G;R) = F r(Hr(G;R)) ⊂ H∗(G;R).
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The property Hodd(G/T ;R) = 0 by Theorem 1.2 indicates the relations
a) Eodd,qr = 0 for r, q ≥ 0;
b) E4k,23 = E
4k,2
4 = · · · = E
4k,2
∞ .
From F 2k+1(H2k+1(G;R)) = F 2k+2(H2k+1(G;R)) = 0 by a) one finds that
E2k,1∞ (G;R) = F 2k(H2k+1(G;R)) ⊂ H2k+1(G;R).
Combining this with dr(E
∗,1
r ) = 0 for r ≥ 3 yields the composition
(2.21) κ : E∗,13 (G;R)→ · · · → E
∗,1
∞ (G;R) ⊂ H2t+1(G;R)
that interprets elements of E∗,13 as cohomology classes of the group G.
Assume that dimG/T = g and that the rank ofG is n. SinceEs,t2 (G;R) =
0 for s > g or t > n by (1.2), any differential dr that acts or lands on the
group Eg,nr (G;R) must be trivial. As a result one gets
(2.22) Eg,nr (G;R) = HdimG(G;R) = R for all r ≥ 2.
Finally, with the multiplicative structure inherited from that on E∗,∗2 (G;R)
the third page E∗,∗3 (G;R) is a bi-graded ring [36, P.668]. Granted with the
maps π∗ and κ in (2.20) and (2.21) we show that
Lemma 2.8. For any ξ ∈ Imκ one has ξ2 ∈ Imπ∗.
Proof. For an element x ∈ E2k,13 the obvious relation x
2 = 0 in
E4k,23 = E
4k,2
∞ = F4kH4k+2/F4k+1H4k+2 (by b)).
implies that κ(x)2 ∈ F4k+1H4k+2. From
F4k+1H4k+2/F4k+2H4k+2 = E4k+1,1∞ = 0 (by a))
one gets further that κ(x)2 ∈ F4k+2H4k+2. The proof is completed by
F4k+2H4k+2 = E4k+2,0∞ = Imπ∗.
We conclude this section with a standard result of algebra. Let A =
⊕i≥0A
i be a graded ring over R, and let u = ta11 · · · t
ak
k ∈ A be a decomposed
element with ai ≥ 1. The element u is called monotonous in A if the
following two conditions are met
i) the group Ar = R is spanned by u, where r = |u|;
ii) tb11 · · · t
bk
k = 0 if
∣∣∣tb11 · · · tbkk ∣∣∣ = r but (b1, · · · , bk) 6= (a1, · · · , ak).
Lemma 2.9. If u = ta11 · · · t
ak
k ∈ A is a monotonous element, then the set
{tr11 · · · t
rk
k | 0 ≤ ri ≤ ai} of monomials is linearly independent in A, and
spans a direct summand of the ring A.
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3 The additive structure on H∗(G;R)
Assume that G is a 1–connected simple Lie group with rank n. As in (2.21)
we set g := dimG/T . In Theorems 3.4 and 3.6 we formulate the additive
cohomology H∗(G;R) in term of the presentation (1.4) of the ringH∗(G/T ).
3.1 The ring E∗,03 (G;R)
By (1.2) and (1.3) the group E∗,03 (G;R) is the cokernel of the differential
d2 : H
∗(G/T ;R) ⊗ Λ1(t1, · · · , tn)→ H
∗(G/T ;R).
With Im d2 = 〈ω1, · · · , ωn〉 we get from Theorem 1.2, together with the
presentations of the rings H∗(G/T ;F) in (2.13) and (2.15), that
Lemma 3.1. Let {y1, · · · , ym} be the special Schubert classes on G/T given
by Theorem 1.2. Then
(3.1) E∗,03 (G;R) =

Z[y1, · · · , ym]/
〈
pjyj, y
kj
j
〉
1≤j≤m
if R = Z;
Fp[yj]j∈G(p)/
〈
y
kj
j
〉
if R = Fp;
R if R = R.
Example 3.2. Let G be an exceptional Lie group. Inputting the values of
the integers pi, ki given by Table 5.2 into (3.1) yields the following formulae
of the ring E∗,03 (G), where to emphasize the degrees of the generators the
notion x|yi| is used in place of yi.
E∗,03 (G2) = Z[x6]/
〈
2x6, x
2
6
〉
;
E∗,03 (F4) = Z[x6, x8]/
〈
2x6, x
2
6, 3x8, x
3
8
〉
;
E∗,03 (E6) = Z[x6, x8]/
〈
2x6, x
2
6, 3x8, x
3
8
〉
;
E∗,03 (E7) = Z[x6, x8, x10, x18]/
〈
2x6, 3x8, 2x10, 2x18, x
2
6, x
3
8, x
2
10, x
2
18
〉
;
E∗,03 (E8) =
Z[x6,x8,x10,x12,x18,x20,x30]
〈2x6,3x8,2x10,5x12,2x18,3x20,2x30,x86,x38,x410,x512,x218,x320,x230〉
.
3.2 The additive cohomology H∗(G;F) with F = R or Fp
Let Sp(G) (S0(G)) be the set of primary polynomials of G over Fp (over R),
see Corollary 2.6. In term of the map ϕ in Lemma 2.2 we set
(3.1) ξ|α|−1 := ϕ(α) ∈ E
|α|−2,1
3 (G;F), α ∈ Sp(G) (resp. α ∈ S0(G)).
This notion is justified by the fact that |α| 6= |β| for any pair α, β ∈ Sp(G)
with α 6= β, see in Tables 5.1 and 5.2. By Lemma 2.5 and Theorem 2.4 the
inclusions ξ|α|−1 ∈ E
∗,∗
3 (G;F), yt ∈ E
∗,∗
3 (G;Fp) with t ∈ G(p), extend to a
surjective ring map
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(3.2) fp : Fp[yt]t∈G(p)/
〈
yktt
〉
⊗ ΛFp(ξ|α|−1)α∈Sp(G) → E
∗,∗
3 (G;Fp)
(resp. f0 : ΛR(ξ|α|−1)α∈S0(G) → E
∗,∗
3 (G;R)).
Lemma 3.3. The map fp (resp. f0) in (3.2) is a ring isomorphism.
Proof. It suffices to show that the map fp (f0) is also injective. Consider
firstly the map f0. In the top degree the ring ΛR(ξ|α|−1)α∈S0(G) is generated
by the single element u =
∏
α∈S0(G)
ξ|α|−1. Since |u| = dimG(= g + n) by
(2.17) the class f0(u) ∈ E
g,n
3 (G;R) = R must be a basis element by the
surjectivity of f0. With |S0(G)| = n by Corollary 2.6 the result is shown by
2n = dimΛR(ξ|α|−1)α∈S0(G) ≥ dimE
∗,∗
3 (G;R) ≥ 2
n,
where the first inequality comes from the surjectivity of f0, the second
is obtained by Lemma 2.9, since the class f0(u) =
∏
α∈S0(G)
f0(ξ|α|−1) ∈
E∗,∗3 (G;R) is monotonous by (2.22) and Lemma 2.8.
The same argument applies equally well to the map fp. In the top degree
the ring Fp[yt]t∈G(p)/
〈
yktt
〉
⊗ ΛFp(ξ|α|−1)α∈Sp(G) has the basis element
(3.3) up =
∏
t∈G(p)
ykt−1t
∏
α∈Sp(G)
ξ|α|−1.
Since degup = dimG(= g+n) by (2.17) the class fp(up) ∈ E
g,n
3 (G;Fp) = Fp
must be a basis element. The proof is done by the relations
dimFp[yt]t∈G(p)/
〈
yktt
〉
⊗ ΛFp(ξ|α|−1)α∈Sp(G) = 2
n
∏
t∈G(p)
kt
≥ dimE∗,∗3 (G;Fp) ≥ 2
n
∏
t∈G(p)
kt,
where the first inequality comes from the surjectivity of fp, while the sec-
ond is obtained by Lemma 2.9, since the element fp(up) ∈ E
∗,∗
3 (G;Fp) is
monotonous by (2.22) and Lemma 2.8.
Since the third page E∗,∗3 (G;F) is generated multiplicatively byE
∗,0
3 (G;F)
and E∗,13 (G;F) by Lemma 3.3 we have E
∗,∗
∞ (G;F) = E
∗,∗
3 (G;F). In particu-
lar, the maps π∗ and κ in (2.20) and (2.21) are monomorphisms of F-spaces.
Combining this with the isomorphism E∗,∗∞ (G;F) = H∗(G;F) of F–spaces we
get from Lemma 3.3 the following additive presentation of the cohomology
H∗(G;F), where for simplicity the notion ξ|α|−1 and x|yt| are reserved for
the cohomology classes κ(ξ|α|−1) ∈ H
∗(G;Fp) and π
∗(yt) ∈ H
∗(G;Fp) (see
(2.20) and (2.21)), respectively, and where we need to replace exterior ring
ΛFp(ξ|α|−1) by the Fp–module ∆Fp(ξ|α|−1) since the property ξ
2
|α|−1 = 0 on
E∗,∗∞ (G;Fp) may not survive to H
∗(G;Fp), see Lemma 2.8.
Theorem 3.4. Let G be an 1–connected simple Lie group with the set
Sp(G) (resp. S0(G)) of primary polynomials. Then
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(3.4) H∗(G;F) =
{
Fp[x|yt|]t∈G(p)/
〈
xkt|yt|
〉
⊗∆Fp(ξ|α|−1)α∈Sp(G) if F = Fp;
∆R(ξ|α|−1)α∈S0(G) if F = R.
3.3 The torsion ideal σp(G) ⊂ H
∗(G)
To analyze the Bockstein operator on H∗(G;Fp)
δp := rp ◦ βp : H
r(G;Fp)
βp
→ Hr+1(G)
rp
→ Hr+1(G;Fp).
with respect to the presentation (3.4) introduce the partition on Sp(G) by
Sp(G) = S
1
p(G) ∐ S
2
p(G) with S
1
p(G) = {α
(p)
t | t ∈ G(p)},
see Corollary 2.6. For each subset I ⊂ S1p(G) define the following elements
of H∗(G;Fp)
(3.5) ξI =
∏
α∈I
ξ|α|−1; cI = δpξI , DI =
∑
t∈I
−x|yt|cIt , RI = (
kt−1∏
t∈I
xkt−1|yt| )cI .
Theorem 3.5. Let σp(G) be the p–primary component of the group H
∗(G).
i) The map rp restricts to an isomorphism σp(G) ∼= Im δp;
ii) The subgroup Im δp ⊂ H
∗(G;Fp) has the presentation
Im δp =
Fp[x|yt|]t∈G(p)/
〈
x
kt
|yt|
〉
{1,cI}
+
〈DJ ,RK〉
⊗∆(ξ|α|−1)α∈S2p(G),
where I, J,K ⊆ S1p(G) with |I| , |J | , |K| ≥ 2.
Proof. As the ringH∗(G/T ) is torsion free one has the short exact sequence
of Koszul complexes
0→ E∗,∗2 (G)
·p
→ E∗,∗2 (G)
rp
→ E∗,∗2 (G;Fp)→ 0.
The corresponding connecting homomorphism β̂p : E
∗,1
3 (G;Fp) → E
∗,0
3 (G)
can be shown to satisfy the following formulae
a) β̂p(ξ|α|−1) = −x|α| if α ∈ S
1
p(G); 0 if α ∈ S
2
p(G).
Indeed, for each t ∈ G(p) the diagram chasing by the relation ft on H
∗(G/T )
α˜t → α˜
(p)
t
d2 ↓ d2 ↓
−yt
p
−→ αt α
(p)
t = 0
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in above exact sequence shows formula a) for α ∈ S1p(G), while the formula
for α ∈ S2p(G) comes from the relations
rp(hi) = h
(p)
i , 1 ≤ i ≤ k; rp(gs) = g
(p)
s , s ∈ G(p)
by the proof of Theorem 2.5. Moreover, with respect to the monomorphisms
κ and π∗ the map β̂p clearly fits the commutative diagram
E∗,13 (G;Fp)
β̂p
→ E∗,03 (G)
κ ↓ π∗ ↓
H∗(G;Fp)
βp
→ H∗(G)
that allows us to translate a) into the formulae for βp
b) βp(ξ|α|−1) = −x|α| if α ∈ S
1
p(G); 0 if α ∈ S
2
p(G).
It implies that if we set C∗ =
Fp[x|yt|]t∈G(p)〈
x
kt
|yt|
〉 ⊗∆(ξ|α|−1)α∈S1p(G) and write
H∗(G;Fp) = C
∗ ⊗∆(ξ|α|−1)α∈S2p(G) (by Theorem 3.4)
then both factors C∗ and ∆(ξ|α|−1)α∈S2p(G) are closed subspaces of δp. In
addition, formula b) indicates that
c) {C∗, δp} is the Koszul complex concerned by Theorem 2.1;
d) δp acts trivially on the second factor ∆(ξ|α|−1)α∈S2p(G).
Theorem 2.1, together with Ku¨nneth formula, gives rise to the formula in
ii), as well as the decomposition on H
∗
(G;Fp)
H
∗
(G;Fp) = ∆(x
kt−1
|α| ξ|α|−1)α∈S1p(G) ⊗∆(ξ|α|−1)α∈S2p(G).
With dimFp H
∗
(G;Fp) = 2
n(= dimRH
∗(G;R)) by |Sp(G)| = n the map rp
is an isomorphism by Theorem 2.7. This completes the proof.
3.4 The additive cohomology H∗(G)
By (2.18) the integral cohomology H∗(G) admits the decomposition
H∗(G) = F(G) ⊕
p
σp(G).
in which the primary components σp(G) have been determined by Theorem
3.5. To clarify the free part F(G) we introduce in term of Theorem 1.2 the
set S(G) of primary polynomials of G over the ring Z by
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(3.6) S(G) :=
{
hi, pjgj − y
kj−1
j fj | 1 ≤ i ≤ k
}
,
where 1 ≤ j ≤ m with j 6= 4, 7 if G = E8. Since
S(G) ⊂ 〈ω1, · · · , ωn〉 ∩ 〈hi, fj, gj〉1≤i≤k;1≤j≤m with |S(G)| = n
the map ϕ in Lemma 2.2 yields the set of n elements in E∗,13 (G){
ρ|α|−1 := ϕ(α) ∈ E
∗,1
3 (G) | α ∈ S(G)
}
.
Again, the notion ρ|α|−1 is valid as the polynomials of the set S(G) have
distinct degrees. For simplicity we reserve the notion ρ|α|−1 also for the
cohomology class κ(ρ|α|−1) ∈ H
∗(G). The following result assures us that
the square free monomials in ρ|α|−1 form a basis of F(G).
Theorem 3.6. If G is a 1–connected simple Lie group, then
(3.7) H∗(G) = ∆Z(ρ|α|−1)α∈S(G) ⊕
p∈{2,3,5}
σp(G),
where formulae for the ideals σp(G) has been given by Theorem 3.5.
Proof. It suffices to show that the inclusions ρ|α|−1 ∈ H
∗(G) induces an
isomorphism F(G) ∼= ∆Z(ρ|α|−1)α∈S(G).
By the proof of Theorem 2.5 the mod p reduction
rp : Z[ωi, yj ]1≤i≤n,1≤j≤m → Fp[ωi, yj ]1≤i≤n,t∈G(p)
satisfies the relations
rp(α) =
{
α(p) if α = hi or gs with 1 ≤ i ≤ k, s ∈ G(p);
α
(p)
j (resp. 0) if α = fj with j ∈ G(p) (resp. j ∈ G(p)).
It indicates that the reduction rp : E
∗,1
3 (G)→ E
∗,1
3 (G;Fp) satisfies that
(3.8) rp(ρ|α|−1) =

ξ∣∣∣h(p)i
∣∣∣−1 if α = hi;
−y
kj−1
j ξ
∣∣∣α(p)j
∣∣∣−1 (resp. pjξ∣∣∣g(p)j
∣∣∣−1) if α = pjgj − y
kj−1
j fj,
where j ∈ G(p) (resp. j ∈ G(p)), and where the classes ξ|α|−1 ∈ E
∗,1
3 (G;Fp)
with α ∈ Sp(G) are defined in (3.1). By the commutivity of the diagram
induced by the monomorphism κ
E∗,13 (G)
rp
→ E∗,13 (G;Fp)
κ ↓ κ ↓
H∗(G)
rp
→ H∗(G;Fp)
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formula (3.8) holds for the action of rp on H
∗(G) as well.
Consider the monomial
u =
∏
α∈S(G)
ρ|α|−1 ∈ E
g,n
3 (G)(= H
dimG(G) = Z by (2.22))
By (3.8) applying rp to u yields the equality on H
dimG(G;Fp)
rp(u) ≡ (a
∏
s∈G(p)
ps)
∏
t∈G(p)
ykt−1t
∏
α∈Sp(G)
ξ|α|−1 ≡ (a
∏
s∈G(p)
ps)up,
where up ∈ E
g,n
3 (G;Fp)(= H
dimG(G;Fp) = Fp by (2.22)) is the class given
in (3.3), and where
a =

(−1)|G(p)|, if either G 6= E8 or G = E8, p 6= 2, 5;
−1, if G = E8, p = 2;
2, if G = E8, p = 5.
Since the element up generates the group H
dimG(G;Fp) = Fp by the proof
of Lemma 3.3, and since the coefficient (a
∏
s ps) is always co–prime to p,
the element rp(u) generates H
dimG(G;Fp) for every prime p. It follows that
u is a basis element of the group Eg,n3 (G) = H
dimG(G) = Z. Since the
class u =
∏
α∈S(G)
ρ|α|−1 is also monotonous in the ring H
∗(G) by Lemma 2.8,
Lemma 2.9 concludes that the set of monomials
{
∏
ρεα|α|−1 ∈ H
∗(G) | α ∈ S(G), εα ∈ {0, 1}}
is linearly independent, and spans a direct summand of rank 2n in a free part
F(G) of H∗(G). The proof is completed by the relation dimH∗(G;R) = 2n
by Theorem 3.4.
Remark 3.7. The proof of Theorem 3.6 indicates also the relation
E∗,∗3 (G) = ΛZ(ρ|α|−1)α∈S(G) ⊕
p∈{2,3,5}
Im β̂p.
which implies that the same formula holds for E∗,∗∞ (G). Comparing this with
(3.7) one obtains the additive isomorphisms
E∗,∗3 (G) = E
∗,∗
∞ (G), E
∗,∗
∞ (G) = H∗(G).
conjectured by Kacˇ [19, 20] and Marlin [24], respectively.
Results in Lemma 3.3 may be compared with [20, Theorem 2, Theorem
3] by Kacˇ. In our context the generators of the ring E∗,∗3 (G;Fp) are fash-
ioned explicitly from the presentation (1.4) of the cohomology H∗(G/T ).
As a result their degrees can be read directly from the basic data of the
corresponding Lie group G.
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4 The ring H∗(G,R) of exceptional Lie groups
Assume in this section that G is a 1–connected exceptional Lie group. Based
on Theorems 3.4 and 3.6 we recover the classical computation on the rings
H∗(G;F) with F = R or Fp in Section 4.1, and give a proof to Theorem 1.4
in Section 4.3.
Historically, the ring H∗(G;F) with F = R or Fp was calculated case by
case, presented by generators with different origins. As a result one could
hardly analyzing the structure of the integral cohomology H∗(G) from in-
formation on H∗(G;F). In comparison, with our generators in various coef-
ficients stemming solely from the system {ei, fj, gj} in the Schubert classes
on G/T , the relationships between the cohomologies H∗(G) and H∗(G;Fp)
are transparent from the beginning. For this reason we can proceed from
Theorem 3.6 to decide the ring structure on H∗(G).
In order to make the degrees of the generators transparent, the notion
x|yi| is used instead of π
∗yi, where y1, · · · , ym are Schubert classes on G/T
given in Theorem 1.2 (see Example 3.2). In addition, for a pair (G;R) let
D(G;R) be the degree set of the primary polynomials of G over R, arranged
in the increasing order. We shall also set, for a prime p ∈ {2, 3, 5}, that
(4.1) d1(G, p) := {
∣∣∣α(p)t ∣∣∣ | t ∈ G(p)}, d1(G, p) := {∣∣∣β(p)t ∣∣∣ | t ∈ G(p)}.
In view of the inclusion (see Corollary 2.6 (resp. (3.6))
d1(G, p) ⊂ D(G;Fp) (resp. d
1
(G, p) ⊂ D(G;Z)).
we let d2(G, p) (resp. d
2
(G, p)) be the complement of d1(G, p) in D(G;Fp)
(resp. d
1
(G, p) in D(G;Z)).
Example 4.1. By the contents of Table 5.2 one finds that
1) for a pair (G, p) with G(p) 6= ∅ the degree set D(G,Fp) is given by
the table below, where elements of the subset d1(G, p) are underlined:
Table 4.1. The degree set D(G,Fp) of primary polynomials for G(p) 6= ∅
(G, p) d(G, p) ⊂ D(G,Fp)
(G2, 2) {4, 6}
(F4, 2) {4, 6, 16, 24}
(E6, 2) {4, 6, 10, 16, 18, 24}
(E7, 2) {4, 6, 10, 16, 18, 24, 28}
(E8, 2) {4, 6, 10, 16, 18, 24, 28, 30}
(F4, 3) {4, 8, 12, 16}
(E6, 3) {4, 8, 10, 12, 16, 18}
(E7, 3) {4, 8, 12, 16, 20, 28, 36}
(E8, 3) {4, 8, 16, 20, 28, 36, 40, 48}
(E8, 5) {4, 12, 16, 24, 28, 36, 40, 48}
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2) in the remaining cases R = R, Z or Fp with G(p) = ∅ one has
D(G,R) = D(G,Z), where the set D(G,Z) is presented in the table below,
and elements of the subset d
1
(G, p) are indicated by the subscript (p):
Table 4.2. The degree set D(G,Z) of primary polynomials
Type of G d(G, p) ⊂ D(G,Z)
G2 {4, 12(2)}
F4 {4, 12(2) , 16, 24(3)}
E6 {4, 10, 12(2) , 16, 18, 24(3)}
E7 {4, 12(2) , 16, 20(2) , 24(3), 28, 36(2)}
E8 {4, 16, 24(3) , 28, 36(2) , 40(2), 48(2), 60(2,3,5)}
.
4.1 The ring H∗(G;F)
If F = R or Fp with G(p) = ∅ one has by Theorem 3.4 that
H∗(G;F) = ∆F(ξs−1)s∈D(G,F),
where p 6= 2 by Table 4.1. Since u2 = 0 for u ∈ Hodd(G;F) with F 6= F2
the module ∆F(ξs−1)s∈D(G,F) can be replaced by the ring ΛF(ξs−1)s∈D(G,F).
Therefore, the contents of Table 4.2 yields the following result that implies
in particular the classical computation of Yen [33], Borel and Chevalley [8]
Corollary 4.2. For F = R or Fp with G(p) = ∅ we have
H∗(G2;F) = ΛF(ξ3, ξ11);
H∗(F4;F) = ΛF(ξ3, ξ11, ξ15, ξ23);
H∗(E6;F) = ΛF(ξ3, ξ9, ξ11, ξ15, ξ17, ξ23);
H∗(E7;F) = ΛF(ξ3, ξ11, ξ15, ξ19, ξ23, ξ27, ξ35);
H∗(E8;F) = ΛF(ξ3, ξ15, ξ23, ξ27, ξ35, ξ39, ξ47, ξ59).
For an odd prime p the elements of Hodd(G;Fp) are also square free.
Therefore, combining Theorem 3.4 with the contents in Tables 4.1 yields
the next results that imply the calculations [3, 5, 6] by Araki and Borel.
Corollary 4.3. For all the pairs (G, p) with p ∈ {3, 5} and G(p) 6= ∅ we
have
H∗(F4;F3) = F3[x8]/
〈
x38
〉
⊗ ΛF3(ξ3, ξ7, ξ11, ξ15);
H∗(E6;F3) = F3[x8]/
〈
x38
〉
⊗ ΛF3(ξ3, ξ7, ξ9, ξ11, ξ15, ξ17);
H∗(E7;F3) = F3[x8]/
〈
x38
〉
⊗ ΛF3(ξ3, ξ7, ξ11, ξ15, ξ19, ξ27, ξ35);
H∗(E8;F3) = F3[x8, x20]/
〈
x38, x
3
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〉
⊗ΛF3(ξ3, ξ7, ξ15, ξ19, ξ27, ξ35, ξ39, ξ47);
H∗(E8;F5) = F5[x12]/
〈
x512
〉
⊗Λ(ξ3, ξ11, ξ15, ξ23, ξ27, ξ35, ξ39, ξ47).
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For p = 2 we have by Theorem 3.4 that
H∗(G;F2) = F2[x|yt|]t∈G(2)/
〈
xkt|yt|
〉
⊗∆F2(ξs−1)s∈D(G,F2).
In view of this presentation the determination of the ringH∗(G;F2) amounts
to express all the squares ξ2s−1 with s ∈ D(G,F2) as elements of the first
factor F2[x|yt|]t∈G(2)/
〈
xkt|yt|
〉
, see Lemma 2.8. For this purpose one can make
use of the Steenrod squares Sqr, r ≥ 1, by which ξ2s−1 = Sq
s−1ξs−1 [30].
With respect to the presentation (3.4) of the cohomology H∗(G;Fp) the
structure of H∗(G;Fp) as a module over the Steenrod algebra has been
determined in [14]. In particular, we get from [14, Corollary 4.4] that
Corollary 4.4. For F = F2 we have
i) H∗(G2;F2) = F2[x6]/
〈
x26
〉
⊗∆F2(ξ3)⊗ ΛF2(ξ5);
ii) H∗(F4;F2) = F2[x6]/
〈
x26
〉
⊗∆F2(ξ3)⊗ ΛF2(ξ5, ξ15, ξ23);
iii) H∗(E6;F2) = F2[x6]/
〈
x26
〉
⊗∆F2(ξ3)⊗ΛF2(ξ5, ξ9, ξ15, ξ17, ξ23);
iv)H∗(E7;F2) =
F2[x6,x10,x18]
〈x26,x210,x218〉
⊗∆F2(ξ3, ξ5, ξ9)⊗ΛF2(ξ15, ξ17, ξ23, ξ27);
v)H∗(E8;F2) =
F2[x6,x10,x18,x30]
〈x86,x410,x218,x230〉
⊗∆F2(ξ3, ξ5, ξ9, ξ15, ξ23)⊗ΛF2(ξ17, ξ27, ξ29),
where
(4.2)
ξ23 = x6 in G2, F4, E6, E7, E8;
ξ25 = x10, ξ
2
9 = x18 in E7, E8;
ξ215 = x30; ξ
2
23 = x
6
6x10 in E8.
Historically, the ring H∗(G;F2) for the exceptional Lie groups G were
obtained by Borel, Araki, Shikata and Kono [2, 1, 5, 6, 22] using ”trans-
gressive generators”. Our generators ξs−1 constructed in (3.1) may not be
transgressive in the sense of [22], compare Corollaries 4.2 and 4.4 in [14].
4.2 The ideal σp(G) ⊂ H
∗(G)
By Theorem 3.5 the ideal σp(G) is non–trivial if and only if G(p) 6= ∅. In
addition, for a pair (G, p) with G(p) 6= ∅ one has d2(G, p) = d
2
(G, p) by
Example 4.1, while the formula (3.8) implies that
(4.3) rp(ρs−1) = ±ξs−1, s ∈ d
2(G, p).
On the other hand, if one defines for each subset I ⊂ d1(G, p) the next
elements of the integral cohomology H∗(G) (in analogue to (3.5))
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(4.4) CI = βp(ξI), DI =
∑
t∈I
−x|yt|CIt, RI = (
kt−1∏
t∈I
xkt−1|yt| )CIt ,
one has then the obvious relations
(4.5) rp(CI) = cI ; rp(DI) = DI ; rp(RI) = RI
that allows us to translate the formula on Im δp in ii) of Theorem 3.5 into
the following additive presentation of the ideal σp(G)
(4.6) σp(G) =
Fp[x|yt|]t∈G(p)/
〈
x
kt
|yt|
〉
{1,CI}
+
〈DJ ,RK〉
⊗∆(ρs−1)s∈d2(G,p),
where I, J,K ⊆ d1(G, p) with |I| , |J | , |K| ≥ 2. In view of (4.6) the deter-
mination of the ring structure on σp(G) is reduced to
a) express the squares ρ2s−1 with s ∈ d
2
(G, p) as elements in the
ring Fp[x|yt|]t∈G(p)/
〈
xkt|yt|
〉
, see Lemma 2.8;
b) express the products CI ·CJ with I, J ⊆ d
1(G, p) as a
Fp[x|yt|]t∈G(p)〈
x
kt
|yt|
〉 –
linear combinations of the CK ’s.
By identifying σp(G) with the subring Im δp ⊂ H
∗(G;Fp) via rp, the tasks
in a) and b) can be implemented by computation in the ring H∗(G;Fp),
whose structure has already been settled by Corollaries 4.3 and 4.4. In the
following two results we note that G(p) 6= ∅ implies that p ∈ {2, 3, 5} by
Theorem 1.2.
Lemma 4.5. All the nontrivial torsion ideal σp(G) with p = 3, 5 are
i) σ3(F4) ∼= F3[x8]
+/
〈
x38
〉
⊗ ΛF3(̺3, ̺11, ̺15);
ii) σ3(E6) ∼= F3[x8]
+/
〈
x38
〉
⊗ ΛF3(̺3, ̺9, ̺11, ̺15, ̺17);
iii) σ3(E7) ∼= F3[x8]
+/
〈
x38
〉
⊗ ΛF3(̺3, ̺11, ̺15, ̺19, ̺27, ̺35);
iv) σ3(E8) ∼=
F3[x8,x20,C{8,20}]
+
〈x38,x320,x28x220C{8,20} ,(C{8,20})2〉
⊗ΛF3(̺3, ̺15, ̺27, ̺35, ̺39, ̺47);
v) σ5(E8) ∼= F5[x12]
+/
〈
x512
〉
⊗ ΛF5(̺3, ̺15, ̺23, ̺27, ̺35, ̺39, ̺47).
Proof. With p = 3, 5 we have u2 = 0 for u ∈ Hodd(G;Fp). It implies
that the factor ∆(ρs−1)s∈d2(G,p) in (4.6) can be replaced by the exterior ring
Λ(ρs−1)s∈d2(G,p). One gets the presentations i), ii), iii) and v) from (4.6), as
well as the relations d1(G, 3) = {8} for G = F4, E6, E7; d
1(E8, 5) = {12} by
the contents of Table 4.1. Note that the classes of the type CI are absent
since in these cases the set d1(G, p) is always a singleton.
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Similarly, one gets iv) from d1(E8, 3) = {8, 20}, by noticing that the
element C{8,20} is the only class of the type CI with |I| ≥ 2, whose square is
trivial for the degree reason.
Finally, the proof is completed by the relation d1(G2, 3) = d
1(G, 5) = ∅,
where G 6= E8.
Lemma 4.6. The rings σ2(G) for the exceptional Lie groups G are
i) σ2(G2) = F2[x6]
+/
〈
x26
〉
⊗∆F2(̺3);
ii) σ2(F4) = F2[x6]
+/
〈
x26
〉
⊗∆F2(̺3)⊗ ΛF2(̺15, ̺23);
iii) σ2(E6) = F2[x6]
+/
〈
x26
〉
⊗∆F2(̺3)⊗ ΛF2(̺9, ̺15, ̺17, ̺23);
iv) σ2(E7) =
F2[x6,x10,x18,CI ]
+
〈x26,x210,x218,DJ ,RK ,SI,J〉
⊗∆F2(̺3)⊗ΛF2(̺15, ̺23, ̺27)
with I, J,K ⊆ d1(E7, 2) = {6, 10, 18}, |I| , |J | , |K| ≥ 2;
v) σ2(E8) =
F2[x6,x10,x18,x30,CI ]
+
〈x86,x410,x218,x230,DJ ,RK ,SI,J〉
⊗∆F2(̺3, ̺15, ̺23)⊗ΛF2(̺27)
with I, J,K ⊆ d1(E8, 2) = {6, 10, 18, 30}, |I| , |J | , |K| ≥ 2,
where
̺23 = x6 for all G, ̺
2
15 = x30, ̺
2
23 = x
6
6x10 for G = E8,
and where the relations of the type SI,J in iv) and v) is
(4.7) SI,J = CICJ +
∑
t∈I
xt
∏
s∈It∩J
ξ2s−1C〈It,J〉
with 〈I, J〉 = {t ∈ I ∪ J | t /∈ I ∩ J},
∏
s∈It∩J
ξ2s−1 = 1 if It ∩ J = ∅, and
with the squares ξ2s−1 being evaluated by formulae (4.2).
Proof. We can focus on the relatively nontrivial case G = E8 for which the
formula (4.6) turns to be
a) σ2(E8) =
F2[x6,x10,x18,x30]{1,CI}
+
〈x86,x410,x218,x230,DJ ,RK〉
⊗∆F2(̺3, ̺15, ̺23, ̺27),
where I, J,K ⊆ d1(E8, 2) = {6, 10, 18, 30}, |I| , |J | , |K| ≥ 2. Since the
reduction r2 restricts to an isomorphism
σ2(E8) ∼= Im δ2 ⊂ H
∗(E8;F2) (by i) of Theorem 3.5)
one has by (4.3) and (4.2) that
∆F2(̺3, ̺15, ̺23, ̺27) = ∆F2(̺3, ̺15, ̺23)⊗ ΛF2(̺27),
and that ̺23 = x6, ̺
2
15 = x30, ̺
2
23 = x
6
6x10.
It remains to decide the multiplicative rule (4.7) among the classes CI ’s.
For I, J ⊆ d1(E8, 2) with |I| , |J | ≥ 2 we have in the ring H
∗(E8;F2) that
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b) δ2(ξI) =
∑
t∈I
xtξIt (by relation a) in the proof of Theorem 3.5);
c) ξIξJ =
∏
s∈I∩J
ξ2s−1ξ〈I,J〉 with
∏
s∈I∩J
ξ2s−1 = 1 if I ∩ J = ∅.
Granted with i) of Theorem 3.5 the relation (4.7) is shown by
cI = δ2(ξI) (see (3.5)), r2(CI) = cI (see (4.5)),
as well as the calculation in the ring H∗(E8;F2) (see v) of Corollary 4.4):
cIcJ = δ2(ξI)δ2(ξJ) = δ2(δ2(ξI)ξJ) (since δ
2
2 = 0)
= δ2(
∑
t∈I
xtξItξJ) (by b))
= δ2(
∑
t∈I
xt
∏
s∈It∩J
ξ2s−1ξ〈It,J〉) (by c))
=
∑
t∈I
xt
∏
s∈It∩J
ξ2s−1c〈It,J〉 (by δ2(xt) = δ2(ξ
2
s−1) = 0)
This establishes the presentation v) of the ring σ2(E8).
Example 4.7. Taking G = E8 as an example and noticing that d
1(E8, 2) =
{6, 10, 18, 30}, we have by (4.7) that
a) C{6,10}C{6,10} = x6ξ
2
9C{6} + x10ξ
2
5C{10} = x
2
6x18 + x
3
10
since (ξ29 , ξ
2
5) = (x18, x10), (c{6}, c{10}) = (x6, x10) in H
∗(E8;F2);
b) C(6,10)C(6,18) = x10ξ
2
5C{18}+x6C{6,10,18} = x
2
10x18+x6C{6,10,18}
since ξ25 = x10 and c{18} = x18 in H
∗(E8;F2). These computation indicate
that the multiplicative rule (4.7) on σ2(E8) is highly non–trivial, though can
be easily implemented.
4.3 The ring H∗(G) (the proof of Theorem 1.4)
By formula (3.7) the integral cohomology H∗(G) has the following presen-
tation in which the subrings σp(G) have been determined in Section 4.2
(4.8) H∗(G) = ∆Z(̺s−1)s∈D(G,Z) ⊕
p∈{2,3,5}
σp(G),
Moreover, since σp(G) is an ideal the product on H
∗(G) defines an action
∆Z(̺s−1)s∈D(G,Z) ⊗ σp(G)→ σp(G)
of the free part on σp(G). Therefore, to clarify the ring structure on H
∗(G)
it remains to decide the formulae that express
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1) the squares ̺2s−1 with s ∈ D(G;Z) as elements of the subring
π∗E∗,03 (G,Z) ⊂ H
∗(G) (see Lemma 2.8, Example 3.2);
2) all the products ̺s−1 · CI with s ∈ d
1
(G; p) and I ⊆ d1(G; p)
as elements of the ideal σp(G).
The relations on H∗(G) that implement these two requests are denoted by
Fs and Hs,I , respectively, and are made explicit in the following result.
In term of (4.2) one has the one to one correspondence
ε : d
1
(G; p)→ d1(G; p) by ε(
∣∣∣β(p)t ∣∣∣) = ∣∣∣α(p)t ∣∣∣, t ∈ G(p).
Alternatively, the map ε is characterized uniquely by the relation∣∣∣β(p)t ∣∣∣ = ktε(∣∣∣β(p)t ∣∣∣), t ∈ G(p),
see Theorem 1.2.
Lemma 4.8. The relations of the type Fs with s ∈ D(G;Z) are given by
̺2s−1 = 0 with the following three exceptions:
̺23 = x6 for all G;
̺215 = x30, ̺
2
23 = x
6
6x10 for G = E8.
The relations of the type Hs,I with s ∈ d
1
(G; p), I ⊆ d1(G; p) are given
by the following three possibilities
(4.9) ̺s−1·CI =

x
s
ε(s)
−1
ε(s) · CI∪{ε(s)}, if ε(s) /∈ I;
0, if either ε(s) ∈ I, p is odd or I = {ε(s)}, p = 2;
x
s
ε(s)
−1
ε(s) · ξ
2
ε(s)−1 · CIε(s) , if p = 2, ε(s) ∈ I and |I| ≥ 2,
where in the third instance the squares ξ2ε(s)−1 have been evaluated by (4.2).
Proof. According to (3.9) we have
r2(̺
2
s−1) ≡

ξ2s−1, if s /∈ d
1
(G, q) for all q ∈ {2, 3, 5};
q2 · ξ2s−1, if s ∈ d
1
(G, q) for some q 6= 2;
x
2( s
ε(s)
−1)
ε(s) · ξ
2
ε(s)−1 = 0 if s ∈ d
1
(G, 2) (since x
s
ε(s)
ε(s) ≡ 0)
.
The relations of the type Fs are verified by
a) ̺2s−1 ∈ σ2(G);
b) r2 restricts to an isomorphism σ2(G)→ Im δ2 ⊂ H
∗(G;F2);
c) the results on ξ2s−1 given in (4.2).
Similarly, resorting to the isomorphism rp : σp(G) ∼= Im δp by i) of Theo-
rem 3.5 the relation (4.9) of the type Hs,I with s ∈ d
1
(G; p) and I ⊆ d1(G; p)
are obtained by the calculation
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rp(̺s−1CI) ≡ −x
s
ε(s)
−1
ε(s) · ξε(s)−1cI (by (3.9) and rp(CI) = cI)
≡ −x
s
ε(s)
−1
ε(s) · ξε(s)−1δp(ξI) (by cI = δp(ξI))
≡ −x
s
ε(s)
−1
ε(s) δp(ξ{ε(s)}ξI) (since x
s
ε(s)
−1
ε(s) δp(ξ{ε(s)}) ≡ x
s
ε(s)
ε(s) ≡ 0)
≡

−x
s
ε(s)
−1
ε(s) cI∪{ε(s)}, if ε(s) /∈ I;
0, if I = {ε(s)};
−x
s
ε(s)
−1
ε(s) (ξε(s)−1)
2cIε(s) , if ε(s) ∈ I, |I| ≥ 2.
Note that in the third instance we must have (ξε(s)−1)
2 = 0 when p 6= 2
since ξε(s)−1 is of odd degree with order 6= 2, and that the squares (ξε(s)−1)
2
when p = 2 have been evaluated by (4.2).
We are ready to show Theorem 1.4 stated in Section 1.
Proof of Theorem 1.4. With respect to the presentation (4.8) the struc-
ture of H∗(G) as a ring has been decided by Lemmas 4.5, 4.6 and 4.8.
Concerning the presentations (1.8)–(1.12) in Theorem 1.4 we need only to
remark that
i) an element ̺s−1 with free square contributes to a generator in the
exterior factor of the free part;
ii) if the set d1(G; p) is a singleton, the relation of the type Hs,I with
s ∈ d
1
(G; p), I ⊆ d1(G; p) is unique, and can be presented as xε(s)̺s−1 = 0.
5 The basic data of simple Lie groups
In the course of establishing Theorem 1.2 in [15] a set {y1, · · · , ym} of special
Schubert classes, as well as the corresponding system {hi, fj , gj}1≤i≤k,1≤j≤m
of polynomials, have been made explicit for every simple Lie group, see [15,
Section 6]. As a result we obtains the basic data [15, Tables 6.1, 6.2] of the
simple Lie groups that are recorded below, by which one obtains the degree
sets D(G;R) of the primary polynomials of G over R in Example 4.1.
Table 5.1. Basic data for the classical groups
G SU(n+ 1) Sp(n) Spin(2n) Spin(2n+ 1)
{k,m} {n, 0} {n, 0} {[n+3
2
], [n−2
2
]} {[n+2
2
], [n−1
2
]}
{deg hi} {2i+ 2} {4i} {4t, 2n, 2
[log2(n−1)]+2}
1≤t≤[n−1
2
]
{4t, 2[log2 n]+2}1≤t≤[n
2
]
{deg yj} {4j + 2} {4j + 2}
{pj} {2, · · · , 2} {2, · · · , 2}
{kj} {2
[log2
n−1
2j+1
]+1} {2[log2
n
2j+1
]+1}
Table 5.2. Basic data for the exceptional Lie groups.
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G G2 F4 E6 E7 E8
{k,m} {1, 1} {2, 2} {4, 2} {3, 4} {3, 7}
{deg hi} {4} {4, 16} {4, 10, 16, 18} {4, 16, 28} {4, 16, 28}
{deg yj} {6} {6, 8} {6, 8} {6, 8, 10, 18} {6, 8, 10, 12, 18, 20, 30}
{pj} {2} {2, 3} {2, 3} {2, 3, 2, 2} {2, 3, 2, 5, 2, 3, 2}
{kj} {2} {2, 3} {2, 3} {2, 3, 2, 2} {8, 3, 4, 5, 2, 3, 2}
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