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abstract:
Let XN = (X
(N)
1 , . . . , X
(N)
p ) be a family of N×N independent, normalized random matrices
from the Gaussian Unitary Ensemble. We state sufficient conditions on matrices YN =
(Y
(N)
1 , . . . , Y
(N)
q ), possibly random but independent of XN , for which the operator norm
of P (XN ,YN ,Y∗N ) converges almost surely for all polynomials P . Limits are described by
operator norms of objects from free probability theory. Taking advantage of the choice of the
matricesYN and of the polynomials P , we get for a large class of matrices the ”no eigenvalues
outside a neighborhood of the limiting spectrum“ phenomena. We give examples of diagonal
matrices YN for which the convergence holds. Convergence of the operator norm is shown
to hold for block matrices, even with rectangular Gaussian blocks, a situation including
non-white Wishart matrices and some matrices encountered in MIMO systems.
1 Introduction and statement of result
For a Hermitian N ×N matrix HN , let LHN denote its empirical eigenvalue distribution, namely
LHN =
1
N
N∑
i=1
δλi ,
where δλ is the Dirac mass in λ and λ1, . . . , λN are the eigenvalues of HN . The empirical eigenvalue
distribution of large dimensional random matrices has been studied with much interest for a long time.
One pioneering result is Wigner’s theorem [41], from 1958. Let WN be an N ×N Wigner matrix. Then
the theorem states that, under appropriate assumptions, the n-th moment of LWN converges in expecta-
tion to the n-th moment of the semicircular law as N goes to infinity for any integer n. This result has
been generalized in many directions, notably by Arnold [2] for the almost sure convergence of the mo-
ments. The convergence of the empirical eigenvalue distribution for covariance matrices was first shown
by Marc˘enko and Pastur [27] in 1967, and has been generalized in the late 1970’s and the early 1980’s by
many people, including Grenander and Silverstein [16], Wachter [40], Jonsson [22], Yin and Krishnaiah
[44], Bai, Yin and Krishnaiah [7] and Yin [42].
In 1991, Voiculescu [37] discovered a connection between large random matrices and free probability
theory. He showed the so-called asymptotic freeness theorem, which has been generalized for instance in
[21, 35, 39], which implies the almost sure weak convergence of the empirical eigenvalue distribution for
Hermitian matrices HN of the form
HN = P (XN ,YN ,Y
∗
N ),
where
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• P is a fixed polynomial in 2p+ q non commutative indeterminates,
• XN = (X(N)1 , . . . , X(N)p ) is a family of independent N × N matrices of the normalized Gaussian
Unitary Ensemble (GUE),
• YN = (Y (N)1 , . . . , Y (N)q ) are N×N matrices with appropriate assumptions (see Theorem 1.3 below).
The limiting empirical eigenvalue distribution of HN can be computed by using the notion of free-
ness. Recall that an N × N random matrix X(N) is said to be a normalized GUE matrix if it is
Hermitian with entries (X(N)n,m)16n,m6N , such that the set of random variables (X
(N)
n,n )16n6N , and (
√
2Re
(X
(N)
n,m),
√
2Im (X
(N)
n,m) )16n<m6N forms a centered Gaussian vector with covariance matrix 1N 1N2 . More-
over, the result of Voiculescu holds even for independent Wigner or Wishart matrices instead of GUE
matrices, as it has been proved by Dykema [13] and Capitaine and Casalis [9] respectively.
Currently, it is known for some random matrices, as for example Wigner and Wishart matrices, that,
almost surely, the eigenvalues of the matrix belong to a small neighborhood of the limiting eigenvalue
distribution for N large enough. More formally, if HN is a Hermitian matrix whose empirical eigenvalue
distribution converges weakly to a probability measure µ it is observed in many situations [6, 43, 4, 5, 29]
that : for all ε > 0, almost surely there exists N0 > 1 such that for all N > N0 one has
Sp
(
HN
) ⊂ Supp ( µ )+ (−ε, ε), (1.1)
where ” Sp “ means the spectrum and ” Supp “ means the support.
The convergence of the extremal eigenvalues to the edges of the spectrum of a single Wigner or Wishart
matrix has been shown in the early 1980’s by Geman [15], Juhász [24], Füredi and Komlós [14], Jonsson
[23] and Silverstein [34, 33]. In 1988, in the case of a real Wigner matrix, Bai and Yin stated in [6]
necessary and sufficient conditions for the convergence in terms of the first four moments of the entries of
these matrices. In the case of a Wishart matrix, the similar result is due to Yin, Bai, and Krishnaiah [43]
and Bai, Silverstein, and Yin [4]. The case of a complex matrix has been investigated later by Bai [3]. The
phenomenon ”no eigenvalues outside (a small neighborhood of) the support of the limiting distribution“
has been shown in 1998 by Bai and Silverstein [5] for large sample covariance matrices and in 2008 by
Paul and Silverstein [29] for large separable covariance matrices.
In 2005, Haagerup and Thorbjørnsen [19] have shown (1.1) using operator algebra techniques for ma-
trices HN = P (X
(N)
1 , . . . , X
(N)
p ), where P is a polynomial in p non commutative indeterminates and
X
(N)
1 , . . . , X
(N)
p are independent, normalized N ×N GUE matrices. This constitutes a real breakthrough
in the context of free probability. Their method has been used by Schultz [31] to obtain the same result
for Gaussian random matrices with real or symplectic entries, and by Capitaine and Donati-Martin [10]
for Wigner matrices with symmetric distribution of the entries satisfying a Poincaré inequality and for
Wishart matrices.
A consequence of the main result of the present article is that the phenomenon (1.1) holds in the setting
considered by Voiculescu, i.e. for certain Hermitian matrices HN of the form HN = P (XN ,YN ,Y∗N ).
Theorem 1.1 (The spectrum of large Hermitian random matrices). Let XN = (X
(N)
1 , . . . , X
(N)
p ) be
a family of independent, normalized GUE matrices and YN = (Y
(N)
1 , . . . , Y
(N)
q ) be a family of N × N
matrices, possibly random but independent of XN . Assume that for every Hermitian matrix HN of the
form
HN = P (YN ,Y
∗
N ),
where P is a polynomial in 2q non commutative indeterminates, we have with probability one that:
1. Convergence of the empirical eigenvalue distribution: there exists a compactly supported
measure µ on the real line such that the empirical eigenvalue distribution of HN converges weakly
to µ as N goes to infinity.
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2. Convergence of the spectrum: for any ε > 0, almost surely there exists N0 such that for all
N > N0,
Sp
(
HN
) ⊂ Supp ( µ )+ (−ε, ε). (1.2)
Then almost surely the convergences of the empirical eigenvalue distribution and of the spectrum also hold
for all Hermitian matrices HN = P (XN ,YN ,Y∗N ), where P is a polynomial in p+ 2q non commutative
indeterminates.
Theorem 1.1 is a straightforward consequence of Theorem 1.6 below, where the language of free probability
is used. Moreover, Theorem 1.6 specifies Theorem 1.1 by giving a description of the limit of the empirical
eigenvalue distribution. For readers convenience, we recall some definitions (see [28] and [1] for details).
Definition 1.2. 1. A ∗-probability space (A, .∗, τ) consists of a unital C-algebra A endowed with an
antilinear involution .∗ such that (ab)∗ = b∗a∗ for all a, b in A, and a state τ . A state τ is a linear
functional τ : A 7→ C satisfying
τ [1] = 1, τ [a∗a] > 0 ∀a ∈ A. (1.3)
The elements of A are called non commutative random variables. We will always assume that τ is
a trace, i.e. that it satisfies τ [ab] = τ [ba] for every a, b ∈ A. The trace τ is said to be faithful when
it satisfies τ [a∗a] = 0 only if a = 0.
2. The non commutative law of a family a = (a1, . . . , ap) of non commutative random variables is
defined as the linear functional P 7→ τ[P (a,a∗) ], defined on the set of polynomials in 2p non
commutative indeterminates. The convergence in law is the pointwise convergence relative to this
functional.
3. The families of non commutative random variables a1, . . . ,an are said to be free if for all K in N,
for all non commutative polynomials P1, . . . , PK
τ
[
P1(ai1 ,a
∗
i1) . . . PK(aiK ,a
∗
iK )
]
= 0 (1.4)
as soon as i1 6= i2 6= . . . 6= iK and τ
[
Pk(aik ,a
∗
ik
)
]
= 0 for k = 1, . . . ,K.
4. A family of non commutative random variables x = (x1, . . . , xp) is called a free semicircular system
when the non commutative random variables are free, selfadjoint (xi = x∗i , i = 1, . . . , p), and for
all k in N and i = 1, . . . , p, one has
τ [xki ] =
∫
tkdσ(t), (1.5)
with dσ(t) = 12pi
√
4− t2 1|t|62 dt the semicircle distribution.
Recall first the statement of Voiculescu’s asymptotic freeness theorem.
Theorem 1.3 ( [21, 35, 38, 39] The asymptotic freeness ofX(N)1 , . . . , X
(N)
p ,YN ). LetXN = (X
(N)
1 , . . . , X
(N)
p )
be a family of independent, normalized GUE matrices and YN = (Y
(N)
1 , . . . , Y
(N)
q ) be a family of N ×N
matrices, possibly random but independent of XN . Let x = (x1, . . . , xp) be a free semicircular system in a
∗-probability space (A, .∗, τ) and y = (y1, . . . , yq) in Aq be a family of non commutative random variables
free from x. Assume the following.
1. Convergence of YN : Almost surely, the non commutative law of YN in (MN (C), .∗, τN ) converges
to the non commutative law of y, which means that for all polynomial P in 2q non commutative
indeterminates, one has
τN
[
P (YN ,Y
∗
N )
] −→
N→∞
τ
[
P (y,y∗)
]
, (1.6)
where τN denotes the normalized trace of N ×N matrices.
2. Boundedness of the spectrum: Almost surely, for j = 1, . . . , q one has
lim sup
N→∞
‖Y (N)j ‖ <∞, (1.7)
where ‖ · ‖ denotes the operator norm.
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Then the non commutative law of (XN ,YN ) in (MN (C), .∗, τN ) converges to the non commutative law
of (x,y), i.e. for all polynomial P in p+ 2q non commutative indeterminates, one has
τN
[
P (XN ,YN ,Y
∗
N )
] −→
N→∞
τ
[
P (x,y,y∗)
]
. (1.8)
In [19] Haagerup and Thorbjørnsen strengthened the connection between random matrices and free
probability. Limits of random matrices have now to be seen in more elaborated structure, called C∗-
probability space, which is endowed with a norm.
Definition 1.4. A C∗-probability space (A, .∗, τ, ‖ · ‖) consists of a ∗-probability space (A, .∗, τ) and a
norm ‖ · ‖ such that (A, .∗, ‖ · ‖) is a C∗-algebra.
By the Gelfand-Naimark-Segal construction, one can always realize A as a norm-closed C∗-subalgebra
of the algebra of bounded operators on a Hilbert space. Hence we can use functional calculus on A.
Moreover, if τ is a faithful trace, then the norm ‖ · ‖ is uniquely determined by the following formula (see
[28, Proposition 3.17]):
‖a‖ = lim
k→∞
(
τ
[
(a∗a)k
] ) 12k
,∀a ∈ A. (1.9)
The main result of [19] is the following.
Theorem 1.5 ( [19] The strong asymptotic freeness of independent GUE matrices). Let X(N)1 , . . . , X
(N)
p
be independent, normalized N × N GUE matrices and let x1, . . . , xp be a free semicircular system in a
C∗-probability space (A, .∗, τ, ‖ · ‖) with a faithful trace. Then almost surely, one has: for all polynomials
P in p non commutative indeterminates, one has∥∥P (X(N)1 , . . . , X(N)p )∥∥ −→
N→∞
‖P (x1, . . . , xp)‖. (1.10)
This article is mainly devoted to the following theorem which is a generalization of Theorem 1.5 in the
setting of Theorem 1.3.
Theorem 1.6 (The strong asymptotic freeness of X(N)1 , . . . , X
(N)
p ,YN ). Let XN = (X
(N)
1 , . . . , X
(N)
p ) be
a family of independent, normalized GUE matrices and YN = (Y
(N)
1 , . . . , Y
(N)
q ) be a family of N × N
matrices, possibly random but independent of XN . Let x = (x1, . . . , xp) and y = (y1, . . . , yq) be a family
of non commutative random variables in a C∗-probability space (A, .∗, τ, ‖ · ‖) with a faithful trace, such
that x is a free semicircular system free from y. Assume the following.
Strong convergence of YN : Almost surely, for all polynomials P in 2q non commutative indetermi-
nates, one has
τN
[
P (YN ,Y
∗
N )
] −→
N→∞
τ [P (y,y∗)], (1.11)∥∥P (YN ,Y∗N )∥∥ −→
N→∞
‖P (y,y∗)‖. (1.12)
Then, almost surely, for all polynomials P in p+ 2q non commutative indeterminates, one has
τN
[
P (XN ,YN ,Y
∗
N )
] −→
N→∞
τ [P (x,y,y∗)], (1.13)∥∥P (XN ,YN ,Y∗N )∥∥ −→
N→∞
‖P (x,y,y∗)‖. (1.14)
The convergence of the normalized traces stated in (1.13) is the content of Voiculescu’s asymptotic free-
ness theorem and is recalled in order to give a coherent and complete statement. Theorem 1.1 is easily
deduced from Theorem 1.6 by applying Hamburger’s theorem [20] for the convergence of the measure
and functional calculus for the convergence of the spectrum.
Organization of the paper: In Section 2 we give applications of Theorem 1.6 which are proved in
Section 9. Sections 3 to 8 are dedicated to the proof of Theorem 1.6.
Acknowledgments: The author would like to thank Alice Guionnet for dedicating much time for many
discussions to the subjects of this paper and, along with Manjunath Krishnapur and Ofer Zeitouni, for
the communication of Lemma 8.2. He is very much obliged to Dimitri Shlyakhtenko for his contribution
to this paper. He would like to thank Benoit Collins for pointing out an error in a previous version of
Corollary 2.1 and giving the idea to fix it. He also likes to thank Mikael de la Salle for useful discussions.
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2 Applications
2.1 Diagonal matrices
The first and the simpler matrix model that may be investigated to play the role of matrices YN in
Theorem 1.6 consists of deterministic diagonal matrices with real entries and prescribed asymptotic
spectral measure.
Corollary 2.1 (diagonal matrices). Let XN = (X
(N)
1 , . . . , X
(N)
p ) be a family of independent, normalized
GUE matrices and let DN = (D
(N)
1 , . . . , D
(N)
q ) be N ×N deterministic real diagonal matrices, such that
for any j = 1, . . . , q,
1. the empirical spectral distribution of D(N)j converges weakly to a compactly supported probability
measure µj,
2. the diagonal entries of D(N)j are non decreasing:
D
(N)
j = diag
(
λ
(N)
1 (j), . . . , λ
(N)
N (j)
)
, with λ(N)1 (j) 6 . . . 6 λ
(N)
N (j),
3. for all ε > 0, there exists N0 such that for all N > N0, for all j = 1 . . . q,
Sp
(
D
(N)
j
) ⊂ Supp( µj )+ (−ε, ε).
Let v = (v1, . . . , vq) in [0, 1]q. We set DvN =
(
D
(N)
1 (v1), . . . , D
(N)
q (vq)
)
, where for any j = 1, . . . , q, one
has
D
(N)
j (vj) = diag
(
λ
(N)
1+bvjNc(j), . . . , λ
(N)
N+bvjNc(j)
)
, with indices modulo N.
Let x = (x1, . . . , xp) and dv =
(
d1(v), . . . , dq(v)
)
be non commutative random variables in a C∗-probability
space (A, .∗, τ, ‖ · ‖) with a faithful trace, such that
1. x is a free semicircular system, free from dv,
2. The variables d1(v), . . . , dq(v) commute, are selfadjoint and for all polynomials P in q indetermi-
nates, one has
τ [P (dv) ] =
∫ 1
0
P
(
F−11 (u+ v1), . . . , F
−1
q (u+ vq)
)
du. (2.1)
For any j = 1 . . . q, the application F−1j is the generalized inverse of the cumulative distribution
function Fj : t 7→ µj
(
]−∞, t]) of µj defined by: F−1j is 1-periodic and for all u in ]0, 1], F−1j (u) =
inf
{
t ∈ R ∣∣ Fj(t) > u}.
Then, with probability one, for all polynomials P in p+ q non commutative indeterminates, one has
τN
[
P (XN ,D
v
N )
] −→
N→∞
τ [P (x,dv)] (2.2)∥∥P (XN ,DvN )∥∥ −→
N→∞
‖P (x,dv)‖, (2.3)
for any v in [0, 1]q except in a countable set.
Remark that the non commutative random variables d1, . . . , dq can be realized as classical random vari-
ables, dj being µj-distributed for j = 1, . . . , q. The dependence between the random variables is trivial
since Formula (2.1) exhibits a deterministic coupling.
The convergence of the normalized trace (2.2) actually holds for any v. In general, the convergence (2.3)
of the norm can fail: the family of matrices D = (D(N)1 , D
(N)
2 ) where
D
(N)
1 = diag (0bN/2c,1N−bN/2c), D
(N)
1 = diag (0bN/2c+1,1N−bN/2c−1)
gives a counterexample (consider their difference). Furthermore, let mention that it is clear that we
always can take one of the vi to be zero.
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2.2 Non-white Wishart matrices
Theorem 1.6 may be used to deduce the same result for some Wishart matrices as for the GUE matrices.
Let r, s1, . . . , sp > 1 be integers. Let ZN = (Z(N)1 , . . . , Z
(N)
p ) be a family of independent positive definite
Hermitian random matrices such that for j = 1, . . . , p the matrix Z(N)j is of size sjN × sjN . Let
WN = WN (Z) = (W
(N)
1 , . . . ,W
(N)
p ) be the family of rN×rN matrices defined by: for each j = 1, . . . , p,
W
(N)
j = M
(N)
j Z
(N)
j M
(N)∗
j , where M
(N)
j is a rN × sjN matrix whose entries are random variables,
M
(N)
j = (Mn,m) 16n6rN
16m6sjN
,
and the random variables (
√
2Re (Mn,m),
√
2Im (Mn,m) )16n6rN,16m6sjN form a centered Gaussian
vector with covariance matrix 1rN 12rsjN2 . We assume that M
(N)
1 , . . . ,M
(N)
p ,ZN are independent. The
matrices W (N)1 , . . . ,W
(N)
p are called non-white Wishart matrices, the white case occurring when the
matrices Z(N)j are the identity matrices.
Corollary 2.2 (Wishart matrices). Let YN = (Y
(N)
1 , . . . , Y
(N)
q ) be a family of rN × rN random matri-
ces, independent of ZN and WN . Assume that the families of matrices (Z
(N)
1 ), . . . , (Z
(N)
q ),YN satisfy
separately the assumptions of Theorem 1.6. Then, almost surely, for all polynomials P in p + 2q non
commutative indeterminates, one has∥∥P (WN ,YN ,Y∗N )∥∥ −→
N→∞
‖P (w,y,y∗)‖, (2.4)
where ‖ · ‖ is given by Formula (1.9) with τ a faithful trace for which the non commutative random
variables w = (w1, . . . , wp) and y = (y1, . . . , yq) are free.
In [29], motivated by applications in statistics and wireless communications, the authors study the global
limiting behavior of the spectrum of the following matrix, referred as separable covariance matrix:
Cn =
1
n
A1/2n XnBnX
∗
nA
1/2
n ,
where Xn is a n×m random matrix, A1/2n is a nonnegative definite square root of the nonnegative definite
n× n Hermitian matrix An and Bn is a m×m diagonal matrix with nonnegative diagonal entries. It is
shown in [29] that, for n large enough, almost surely the eigenvalues of Cn belong in a small neighborhood
of the limiting distribution under the following assumptions:
1. m = m(n) with cn := n/m −→
n→∞ c > 0.
2. The entries of Xn are independent, identically distributed, standardized complex and with a finite
fourth moment.
3. The empirical eigenvalue distribution LAn (respectively LBn) of An (respectively Bn) converges
weakly to a compactly supported probability measure νa (respectively νb) and the operator norms
of An and Bn are uniformly bounded.
4. By assumptions 1,2 and 3, it is known that almost surely LCn converges weakly to a probability
measure µ(c)νa,νb . This define a map Φ : (x, ν1, ν2) 7→ µ(x)ν1,ν2 (the input x is a positive real number,
the inputs ν1 and ν2 are probability measures on R+). Assume that for every ε > 0, there exists
n0 > 1 such that, for all n > n0, one has
Supp
(
µ
(cn)
LAn ,LBN
) ⊂ Supp ( µ(c)νa,νb ) + (−ε, ε).
Now consider the following situation, where Corollary 2.2 may be applied
1’ n = n(N) = rN , m = m(N) = sN for fixed positive integers r and s,
2’ the entries of Xn are independent, identically distributed, standardized complex Gaussian,
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3’ the empirical eigenvalue distribution of An (respectively Bn) converges weakly to a compactly
supported probability measure,
4’ for N large enough, the eigenvalues of An (respectively Bn) belong in a small neighborhood of its
limiting distribution.
Then we obtain by Corollary 2.2 that for N large enough, almost surely the eigenvalues of Cn belong in
a small neighborhood of the limiting distribution. The advantage of our version is the replacement of
assumption 4 by assumption 4’. Replacing assumptions 1’ and 2’ by assumptions 1 and 2 could be an
interesting question.
2.3 Block matrices
It will be shown as a consequence of Theorem 1.6 that the convergence of norms (1.14) also holds for
block matrices.
Corollary 2.3 (Block matrices). Let XN ,YN ,x,y and τ be as in Theorem 1.6. Almost surely, for
all positive integer ` and for all non commutative polynomials (Pu,v)16u,v6`, the operator norm of the
`N × `N block matrix  P1,1(XN ,YN ,Y
∗
N ) . . . P1,`(XN ,YN ,Y
∗
N )
...
...
P`,1(XN ,YN ,Y
∗
N ) . . . P`,`(XN ,YN ,Y
∗
N )
 (2.5)
converges to the norm ‖ · ‖τ`⊗τ of P1,1(x,y,y
∗) . . . P1,`(x,y,y∗)
...
...
P`,1(x,y,y
∗) . . . P`,`(x,y,y∗)
 , (2.6)
where ‖ · ‖τ`⊗τ is given by the faithful trace τ` ⊗ τ defined by
(τ` ⊗ τ)

 P1,1(x,y,y
∗) . . . P1,`(x,y,y∗)
...
...
P`,1(x,y,y
∗) . . . P`,`(x,y,y∗)

 = τ[ 1
`
∑`
i=1
Pi,i(x,y,y
∗)
]
.
2.4 Channel matrices
We give a potential application of Theorem 1.6 in the context of communication, where rectangular block
random matrices are sometimes investigated for the study of wireless Multiple-input Multiple-Output
(MIMO) systems [25, 36]. In the case of Intersymbol-Interference, the channel matrix H reflects the
channel effect during a transmission and is of the form
H =

A1 A2 . . . AL 0 . . . . . . 0
0 A1 A2 . . . AL 0
...
... 0 A1 A2 . . . AL 0
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 . . . . . . 0 A1 A2 . . . AL

, (2.7)
(Al)16`6L are nR × nT matrices that are very often modeled by random matrices e.g. A1, . . . , AL are
independent and for ` = 1, . . . , L the entries of the matrix A` are independent identically distributed with
finite variance. The number of matrices L is the length of the impulse response of the channel, nT is the
number of transmitter antennas and nR is the number of receiver antennas.
In order to calculate the capacity of such a channel, one must know the singular value distribution of
H, which is predicted by free probability theory. Theorem 1.6 may be used to obtain the convergence of
the singular spectrum for a large class of such matrices. For instance we investigate in Section 9.3 the
following case:
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Corollary 2.4 (Rectangular band matrices). Let r and t be integers. Consider a matrix H of the form
(2.7) such that for any ` = 1, . . . , L one has A` = C`M`D` where
1. M = (M1, . . . ,ML) is a family of independent rN × tN random matrices such that for ` = 1, . . . , L
the entries of M` are independent, Gaussian and centered with variance σ2`/N ,
2. the family of rN × rN matrices C = (C1, . . . , CL) and the family of tN × tN matrices D =
(D1, . . . , DL) satisfy separately the assumptions of Theorem 1.6,
3. the families of matrices M, C and D are independent.
Then, almost surely, the empirical eigenvalue distribution of HH∗ converges weakly to a measure µ.
Moreover, for any ε > 0, almost surely there exists N0 such that the singular values of H belong to
Supp(µ) + (−ε, ε).
3 The strategy of proof
Let XN = (X
(N)
1 , . . . , X
(N)
p ) and YN = (Y
(N)
1 , . . . , Y
(N)
q ) be as in Theorem 1.6. We start with some
remarks in order to simplify the proof.
1. We can suppose that the matrices of YN are Hermitian. Indeed for any j = 1, . . . , q, one has
Y
(N)
j = Re Y
(N)
j + i Im Y
(N)
j , where
Re Y
(N)
j :=
1
2
(
Y
(N)
j + Y
(N)∗
j ), Im Y
(N)
j :=
1
2i
(
Y
(N)
j − Y (N)∗j )
are Hermitian matrices. A polynomial in (YN ,Y∗N ) is obviously a polynomial in the family
(Re Y
(N)
1 , . . . ,Re Y
(N)
q , Im Y
(N)
1 , . . . , Im Y
(N)
q ) and so the latter satisfies the assumptions of Theo-
rem 1.6 as soon as YN does.
2. It is sufficient to prove the theorem for deterministic matrices YN . Indeed, the matrices XN and
YN are independent. Then we can choose the underlying probability space to be of the form
Ω = Ω1 × Ω2, with XN (respectively YN ) a measurable function on Ω1 (respectively Ω2). The
event ”for all polynomials P the convergences (1.13) and (1.14) hold“ is a measurable set Ω˜ ⊂ Ω.
Assume that the theorem holds for deterministic matrices. Then for almost all ω2 ∈ Ω2, there exists
a set Ω˜1(ω2) for which for all ω1 ∈ Ω˜1, (1.13) and (1.14) hold for (XN (ω1),YN (ω2)). The set of
such couples (ω1, ω2) is of outer measure one and is contained in Ω˜, hence by Fubini’s theorem Ω˜ is
of measure one.
3. It is sufficient to prove that for any polynomial the convergence of the norm in (1.14) holds almost
surely (instead of almost surely the convergence holds for all polynomials). Indeed we can switch
the words ”for all polynomials with rational coefficients“ and ”almost surely“ and both the left and
the right hand side in (1.14) are continuous in P .
In the following, when we say that YN = (Y
(N)
1 , . . . , Y
(N)
q ) is as in Section 3, we mean that YN is a
family of deterministic Hermitian matrices satisfying (1.11) and (1.12).
Remark that by (1.12), almost surely the supremum over N of ‖Y (N)j ‖ is finite for all j = 1, . . . , q.
Hence by Theorem 1.3, with probability one the non commutative law of (XN ,YN ) in (MN (C), .∗, τN )
converges to the law of non commutative random variables (x,y) in a ∗-probability space (A, .∗, τ, ):
almost surely, for all polynomials P in p+ q non commutative indeterminates, one has
τN
[
P (XN ,YN )
] −→
N→∞
τ [P (x,y)], (3.1)
where the trace τ is completely defined by:
• x = (x1, . . . , xp) is a free semicircular system,
• y = (y1, . . . , yq) is the limit in law of YN ,
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• x,y are free.
Since τ is faithful on the ∗-algebra spanned by x and y, we can always assume that τ is a faithful trace
on A. Moreover, the matrices YN are uniformly bounded in operator norm. If we define ‖ · ‖ in A by
Formula (1.9), then ‖yj‖ is finite for every j = 1, . . . , q. Hence, we can assume that A is a C∗-probability
space endowed with the norm ‖ · ‖.
Haagerup and Thorbjørnsen describe in [19] a method to show that for all non commutative polyno-
mials P , almost surely one has ∥∥P (XN )∥∥ −→
N→∞
‖P (x)‖. (3.2)
We present in this section this method with some modification to fit our situation. First, it is easy to see
the following.
Proposition 3.1. For all non commutative polynomials P , almost surely one has
lim inf
N→∞
∥∥P (XN ,YN ,Y∗N )∥∥ > ‖P (x,y,y∗)‖. (3.3)
Proof. In a C∗-algebra (A, .∗, ‖ · ‖), one has ∀a ∈ A, ‖a‖2 = ‖a∗a‖. Hence, without loss of generality, we
can suppose that HN := P (XN ,YN ,Y∗N ) is non negative Hermitian and h := P (x,y,y
∗) is selfadjoint.
Let LN denote the empirical spectral distribution of HN :
LN = 1
N
N∑
i=1
δλi ,
where λ1, . . . , λN denote the eigenvalues of HN and δλ the Dirac measure in λ ∈ R. By (3.1) and
Hamburger’s theorem [20], almost surely LN converges weakly to the compactly supported probability
measure µ on R given by: for all polynomial P ,∫
Pdµ = τ [P (h)].
Since τ is faithful, the extrema of the support of µ is ‖h‖ ([28, proposition 3.15]). In particular, if
f : R → R is a non negative continuous function whose support is the closure of a neighborhood of ‖h‖
(f not indentically zero), then almost surely there exists a N0 > 0 such that for all N > N0 one has
LN (f) > 0. Hence for N > N0 some eigenvalues of HN belong to the considered neighborhood of ‖h‖
and so ‖HN‖ > ‖h‖.
It remains to show that the limsup is smaller than the right hand side in (3.3). The method is carried
out in many steps.
Step 1. A linearization trick: With inequality (3.3) established, the question of almost sure convergence
of the norm of any polynomial in the considered random matrices can be reduced to the question of the
convergence of the spectrum of any matrix-valued selfadjoint degree one polynomials in these matrices.
More precisely, in order to get (3.2), it is sufficient to show that for all ε > 0, k positive integer, L
selfadjoint degree one polynomial with coefficients in Mk(C), almost surely there exists N0 such that for
all N > N0,
Sp
(
L(XN ,YN ,Y
∗
N )
) ⊂ Sp( L(x,y,y∗) )+ (−ε, ε). (3.4)
We refer the readers to [19, Parts 2 and 7] for the proof of this step, which is based on C∗-algebra and
operator space techniques. We only recall here the main ingredients. By an argument of ultraproduct it
is sufficient to show the following: Let (x˜, y˜) be elements of a C∗-algebra. Assume that for all selfadjoint
degree one polynomials L with coefficients in Mk(C), one has
Sp
(
L(x˜, y˜, y˜∗)
) ⊂ Sp( L(x,y,y∗) ). (3.5)
Then for all polynomials P one has ‖P (x,y,y∗)‖ > ‖P (x˜, y˜, y˜∗)‖. The linearization trick used to prove
that fact arises from matrix manipulations and Arveson’s theorem: with a dilation argument, one deduces
from (3.5) that there exists φ a unital ∗-homomorphism between the C∗-algebra spanned by (x,y) and
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the one spanned by (x˜, y˜) such that one has φ(xi) = x˜i for i = 1, . . . , p, and φ(yi) = y˜i for i = 1, . . . , q.
A ∗-homomorphism being always contractive, one gets the result.
We fix a selfadjoint degree one polynomial L with coefficients in Mk(C). To prove (3.4) we apply the
method of Stieltjes transforms. We use an idea from Bai and Silverstein in [5]: we do not compare the
Stieltjes transform of L(XN ,YN ) with the one of L(x,y), but with an intermediate quantity, where in
some sense we have taken partially the limit N goes to infinity, only for the GUE matrices. To make
it precise, we realize the non commutative random variables
(
x,y, (YN )N>1
)
in a same C∗-probability
space (A, .∗, τ, ‖ · ‖) with faithful trace, where
• the families x, y, Y1, Y2, . . . ,YN , . . . are free,
• for any polynomials P in q non commutative indeterminates τ [P (YN )] := τN [P (YN )].
The intermediate object L(x,YN ) is therefore well defined as an element of A. We use a theorem about
norm convergence, due to D. Shlyakhtenko and stated in Appendix A, to relate the spectrum of L(x,YN )
with the spectrum of L(x,y).
Step 2. An intermediate inclusion of spectrum: for all ε > 0 there exists N0 such that for all
N > N0, one has
Sp
(
L(x,YN )
) ⊂ Sp( L(x,y) )+ (−ε, ε). (3.6)
We define the Stieltjes transforms gLN and g`N of LN = L(XN ,YN ) and respectively `N = L(x,YN ) by
the formulas
gLN (λ) = E
[
(τk ⊗ τN )
[(
λ1k ⊗ 1N − L(XN ,YN )
)−1 ]]
, (3.7)
g`N (λ) = (τk ⊗ τ)
[(
λ1k ⊗ 1− L(x,YN )
)−1 ]
, (3.8)
for all complex numbers λ such that Im λ > 0.
Step 3. From Stieltjes transform to spectra: In order to show (3.5) with (3.6) granted, it is
sufficient to show the following: for every ε > 0, there exist N0, γ, c, α > 0 such that for all N > N0, for
all λ in C such that ε 6 (Im λ)−1 6 Nγ , one has
|gLN (λ)− g`N (λ)| 6
c
N2
(Im λ)−α. (3.9)
The proof of Estimate (3.9) represents the main work of this paper. For this task we consider a gener-
alization of the Stieltjes transform. We define the Mk(C)-valued Stieltjes transforms GLN and G`N of
LN = L(XN ,YN ) and respectively `N = L(x,YN ) by the formulas
GLN (Λ) = E
[
(idk ⊗ τN )
[(
Λ⊗ 1N − L(XN ,YN )
)−1 ]]
, (3.10)
G`N (Λ) = (idk ⊗ τ)
[(
Λ⊗ 1− L(x,YN )
)−1 ]
, (3.11)
for all k× k matrices Λ such that the Hermitian matrix Im Λ := (Λ−Λ∗)/(2i) is positive definite. Since
gLN (λ) = τk[GLN (λ1k)] and g`N (λ) = τk[G`N (λ1k)], a uniform control of ‖GLN (Λ) − G`N (Λ)‖ will be
sufficient to show (3.9). Here ‖ · ‖ denotes the operator norm.
Due to the block structure of the matrices under consideration, these quantities are more relevant than
the classical Stieltjes transforms. The polynomial L is selfadjoint and of degree one, so we can write
LN = a0 ⊗ 1N + SN + TN , `N = a0 ⊗ 1+ s+ TN , where
SN =
p∑
j=1
aj ⊗X(N)j , s =
p∑
j=1
aj ⊗ xj , TN =
q∑
j=1
bj ⊗ Y (N)j ,
and a0, . . . , ap, b1, . . . , bq are Hermitian matrices in Mk(C). We also need to introduce the Mk(C)-valued
Stieltjes transforms GTN of TN :
GTN (Λ) = (idk ⊗ τN )
[(
Λ⊗ 1− TN
)−1 ]
, (3.12)
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for all Λ in Mk(C) such that Im Λ is positive definite.
The families x andYN being free in A and x being a free semicircular system, the theory of matrix-valued
non commutative random variables gives us the following equation relating G`N and GTN . It encodes the
fundamental property of R-transforms, namely the linearity under free convolution.
Step 4. The subordination property for Mk(C)-valued non commutative random variables:
For all Λ in Mk(C) such that Im Λ is positive definite, one has
G`N (Λ) = GTN
(
Λ− a0 −Rs
(
G`N (Λ)
) )
, (3.13)
where
Rs : M 7→
p∑
j=1
ajMaj .
We show that the fixed point equation implicitly given by (3.13) is, in a certain sense, stable under
perturbations. On the other hand, by the asymptotic freeness of XN and YN , it is expected that
Equation (3.13) is asymptotically satisfied when G`N is replace by GLN . Since, in order to apply Step 3,
we want an uniform control, we make this connection precise by showing the following:
Step 5. The asymptotic subordination property for random matrices: For all Λ in Mk(C) such
that Im Λ is positive definite, one has
GLN (Λ) = GTN
(
Λ− a0 −Rs
(
GLN (Λ)
) )
+ ΘN (Λ), (3.14)
where ΘN (Λ) satisfies
‖ΘN (Λ)‖ 6 c
N2
∥∥(Im Λ)−1∥∥5
for a constant c and with ‖ · ‖ denoting the operator norm.
Organization of the proof
We tackle the different points of the proof described above in the following order:
• Proof of Step 4. The precise statement of the subordination property for Mk(C)-valued non
commutative random variables is contained in Proposition 4.2 and Proposition 4.3. We highlight
in this section the relevance of matrix-valued Stieltjes transforms in a quite general framework.
• Proof of Step 5. The asymptotic subordination property for random matrices is stated in Theorem
5.1 in a more general situation. The matrices YN can be random, independent of XN , satisfying
a Poincaré inequality, without assumption on their asymptotic properties. This result is based on
the Schwinger-Dyson equation and on the Poincaré inequality satisfied by the law of XN .
• Proof of Estimate (3.9). The estimate will follow easily from the two previous items.
• Proof of Step 2. This part is based on C∗-algebra techniques. Step 2 is a consequence of a
result due to D. Shlyakhtenko which is stated Theorem A.1 of Appendix A. In a previous version of
this article, when we did not know this result, we used the subordination property with L(x,YN )
replaced by L(x,y) and TN replaced by its limit in law t =
∑q
j=1 bj ⊗ yj . Hence we obtained
Theorem 1.6 with additional assumptions on YN , notably a uniform rate of convergence of GTN to
the Mk(C)-valued Stieltjes transform of t.
• Proof of Step 3. The method is quite standard once Steps 2 and 4 are established. We use a
version due to [18] which is based on the use of local concentration inequalities.
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4 Proof of Step 4: the subordination property for matrix-valued
non commutative random variables
In random matrix theory, a classical method lies in the study of empirical eigenvalue distribution by the
analysis of its Stieltjes transform. In many situation, it is shown that this functional satisfies a fixed
point equation and a lot of properties of the considered random matrices are deduced from this fact. The
purpose of this section is to emphasize that this method can be generalized in the case where the matrices
have a macroscopic block structure.
Let (A, .∗, τ, ‖ · ‖) be a C∗-probability space with a faithful trace and k > 1 an integer. The algebra
Mk(C)⊗A, formed by the k × k matrices with coefficients in A, inherits the structure of C∗-probability
space with trace (τk ⊗ τ) and norm ‖ · ‖τk⊗τ defined by (1.9) with τk ⊗ τ instead of τ . We also shall
consider the linear functional (idk ⊗ τ), called the partial trace.
For any matrix Λ in Mk(C) we denote Im Λ the Hermitian matrix 12i (Λ − Λ∗). We write Im Λ > 0
whenever the matrix Im Λ is positive definite and we denote
Mk(C)+ =
{
Λ ∈ Mk(C)
∣∣ Im Λ > 0}.
This lemma will be used throughout this paper. See [19, Lemma 3.1] for a proof.
Lemma 4.1. Let z in Mk(C)⊗A be selfadjoint. Then for any Λ ∈ Mk(C)+, the element (Λ⊗ 1− z) is
invertible and ∥∥(Λ⊗ 1− z)−1∥∥
τk⊗τ 6 ‖(Im Λ)
−1‖. (4.1)
On the right hand side, ‖ · ‖ denotes the operator norm in Mk(C).
For a selfadjoint non commutative random variable z in Mk(C)⊗A, its Mk(C)-valued Stieltjes transform
is defined by
Gz : Mk(C)+ → Mk(C)
Λ 7→ (idk ⊗ τ)
[(
Λ⊗ 1− z)−1
]
.
The functional Gz is well defined by Lemma 4.1 and satifies
∀Λ ∈ Mk(C)+, ‖Gz(Λ)‖ 6 ‖(Im Λ)−1‖.
It maps Mk(C)+ to Mk(C)− =
{
Λ ∈ Mk(C)
∣∣ − Λ ∈ Mk(C)+} and is analytic (in k2 complex variables
on the open set Mk(C)+ ⊂ Ck2). Moreover, it can be shown (see [38]) that Gz is univalent on a set of
the form Uδ =
{
Λ ∈ Mk(C)+
∣∣ ‖Λ−1‖ < δ } for some δ > 0, and its inverse G(−1)z in Uδ is analytic on a
set of the form Vγ =
{
Λ ∈ Mk(C)−
∣∣ ‖Λ‖ < γ} for some γ > 0.
The amalgamated R-transform over Mk(C) of z ∈ Mk(C) ⊗ A is the function Rz : Gz(Uδ) → Mk(C)
given by
Rz(Λ) = G(−1)z (Λ)− Λ−1, ∀Λ ∈ Gz(Uδ).
The following proposition states the fundamental property of the amalgamated R-transform, namely the
subordination property, which is the keystone of our proof of Theorem 1.6.
Proposition 4.2. Let x = (x1, . . . , xp) and y = (y1, . . . , yq) be selfadjoint elements of A and let a =
(a1, . . . , ap) and b = (b1, . . . , bq) be k × k Hermitian matrices. Define the elements of Mk(C)⊗A
s =
p∑
j=1
aj ⊗ xj , t =
q∑
j=1
bj ⊗ yj .
Suppose that the families x and y are free. Then one has
1. Linearity property: There is a γ such that, in the domain Vγ , one has
Rs+t = Rs +Rt. (4.2)
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2. Subordination property: There is δ such that, for every Λ in Uδ, one has
Gs+t(Λ) = Gt
(
Λ−Rs
(
Gs+t(Λ)
) )
. (4.3)
3. Semicircular case: If (x1, . . . , xp) is a free semicircular system, then we get
Rs : Λ 7→
p∑
j=1
ajΛaj . (4.4)
Proof. The linearity property has been shown by Voiculescu in [38] and the R-transform of s has been
computed by Lehner in [26]. We deduce easily the subordination property since by Equation (4.2): there
exists γ > 0 such that for all Λ ∈ Vγ ,
G
(−1)
t (Λ) = G
(−1)
s+t (Λ)−Rs(Λ).
Then there exists a δ > 0 such that, with Gs+t(Λ) instead of Λ in the previous equality,
G
(−1)
t
(
Gs+t(Λ)
)
= Λ−Rs
(
Gs+t(Λ)
)
.
We compose by G(−1)t to obtain the result.
The subordination property plays a key role in our problem: it describes Gs+t as a fixed point of a simple
function involving s and t separately. Such a fixed point is unique and stable under some perturbation,
as it is stated in Proposition 4.3 below. Remark first that, for Rs given by (4.4), for any Λ in Mk(C)+
and M in Mk(C)−,
Im
(
Λ−Rs(M)
)
= Im Λ−
p∑
j=1
aj Im M aj > 0 (4.5)
and ∥∥∥(Im (Λ−Rs(M) ) )−1∥∥∥ 6 ‖ (Im Λ)−1‖. (4.6)
In particular, by analytic continuation, the subordination property holds actually for any Λ ∈ Mk(C)+
when x is a free semicircular system.
Proposition 4.3. Let s and t be as in Proposition 4.2, with x a free semicircular system.
1. Uniqueness of the fixed point: For all Λ ∈ Mk(C)+ such that
∥∥(Im Λ)−1∥∥ <
√√√√ p∑
j=1
‖aj‖2,
the following equation in GΛ ∈ Mk(C)−,
GΛ = Gt
(
Λ−Rs( GΛ )
)
, (4.7)
admits a unique solution GΛ in Mk(C)− given by GΛ = Gs+t(Λ).
2. Stability under analytic perturbations: Let G : Ω → Mk(C)− be an analytic function on a
simply connected open subset Ω ⊂ Mk(C)+ containing matrices Λ such that ‖(Im Λ)−1‖ is arbitrary
small. Suppose that G satisfies: for all Λ ∈ Ω,
G(Λ) = Gt
(
Λ−Rs
(
G(Λ)
) )
+ Θ(Λ), (4.8)
where the function Θ : Ω → Mk(C) is analytic and satisfies: there exists ε > 0 such that for all Λ
in Ω,
κ(Λ) := ‖Θ(Λ)‖ ‖(Im Λ)−1‖
p∑
j=1
‖aj‖2 < 1− ε.
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Then one has: ∀Λ ∈ Ω
‖G(Λ)−Gs+t(Λ)‖ 6
(
1 + c ‖(Im Λ)−1‖2 ) ‖Θ(Λ)‖, (4.9)
where c = 1ε
∑p
j=1 ‖aj‖2.
Proof. 1. Uniqueness of the fixed point:
Fix Λ ∈ Mk(C)+ such that ∥∥(Im Λ)−1∥∥ <
√√√√ p∑
j=1
‖aj‖2. (4.10)
Denote for any M in Mk(C)− the matrix ψ(M) = Λ −Rs(M), which is in Mk(C)+ by (4.5). We show
that the function
ΦΛ : M → Gt
(
ψ(M)
)
is a contraction on Mk(C)−. Remark that ΦΛ maps Mk(C)− into Mk(C)−. Moreover for all M, M˜ in
Mk(C)−,
‖ΦΛ(M)− ΦΛ(M˜)‖
=
∥∥∥∥(idk ⊗ τ)[(ψ(M)⊗ 1− t)−1 − (ψ(M˜)⊗ 1− t)−1]∥∥∥∥
=
∥∥∥∥(idk ⊗ τ)[(ψ(M)⊗ 1− t)−1( p∑
j=1
aj(M − M˜)aj
)
⊗ 1N
(
ψ(M˜)⊗ 1− t
)−1]∥∥∥∥
6
∥∥∥∥(Im (ψ(M)⊗ 1− t))−1∥∥∥∥ ∥∥∥∥(Im (ψ(M˜)⊗ 1− t))−1∥∥∥∥ p∑
j=1
‖aj‖2
∥∥M − M˜∥∥∥
6
∥∥(Im Λ)−1∥∥2 p∑
j=1
‖aj‖2 ‖M − M˜‖.
Hence the function ΦΛ is a contraction and by Picard’s theorem the fixed point equation M = ΦΛ(M)
admits a unique solution MΛ on the closed set of k × k matrices whose imaginary part is non positive
semi-definite, which is necessarily Gs+t by the subordination property.
2. Stability under analytic perturbations:
We set G˜ : Ω→ Mk(C)− given by: for all Λ ∈ Ω,
G˜(Λ) = G(Λ)−Θ(Λ) = Gt
(
Λ−Rs
(
G(Λ)
) )
.
We set Λ˜ : Ω→ Mk(C) given by: for all Λ ∈ Ω
Λ˜(Λ) = Λ−Rs(Θ(Λ)) = Λ−Rs
(
G(Λ)
)
+Rs
(
G˜(Λ)
)
.
In the following, we use Λ˜ as a shortcut for Λ˜(Λ). One has Λ˜−Rs
(
G˜(Λ)
)
= Λ−Rs
(
G(Λ)
)
which is in
Mk(C)+ by (4.5). Hence we have: for all Λ ∈ Ω,
G˜(Λ) = Gt
(
Λ˜−Rs
(
G˜(Λ)
) )
. (4.11)
We want to estimate ‖(Im Λ˜)−1‖ in terms of ‖(Im Λ)−1‖. For all Λ in Ω, we use the definition of Λ˜ and
we write:
Im Λ˜ = Im Λ
(
1k − (Im Λ)−1Rs
(
Θ(Λ)
) )
.
Remark that ‖(Im Λ)−1Rs
(
Θ(Λ)
)‖ 6 κ(Λ) = ‖Θ(Λ)‖ ‖(Im Λ)−1‖ ∑pj=1 ‖aj‖2 < 1 − ε by assumption.
Then Im Λ˜ is invertible and one has
(Im Λ˜)−1 =
∑
`>0
(
(Im Λ)−1Rs
(
Θ(Λ)
) )`
(Im Λ)−1.
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We then obtain the following estimate
‖(Im Λ˜)−1‖ 6
∥∥∥∑
`>0
(
(Im Λ)−1Rs
(
Θ(Λ)
) )`
(Im Λ)−1
∥∥∥
6 1
1− κ(Λ)‖(Im Λ)
−1‖ < 1
ε
‖(Im Λ)−1‖.
By uniqueness of the fixed point and by (4.11), for all Λ ∈ Ω such that ‖(Im Λ)−1‖ < ε
√∑p
j=1 ‖aj‖2,
one has G˜(Λ) = Gs+t(Λ˜) (such matrices Λ exist by assumption on Ω). But the functions are analytic (in
k2 complex variables) so that the equality extends to Ω. Then for all Λ ∈ Ω,
‖G(Λ)−Gs+t(Λ)‖ 6 ‖G(Λ)− G˜(Λ)‖+ ‖Gs+t(Λ˜)−Gs+t(Λ)‖.
For the first term we have by definition of G˜ that ‖G(Λ)− G˜(Λ)‖ 6 ‖Θ(Λ)‖. On the other hand, one has
‖Gs+t(Λ)−Gs+t(Λ˜)‖
=
∥∥∥(idk ⊗ τ)[(Λ⊗ 1− s− t)−1 − (Λ˜⊗ 1− s− t)−1 ]∥∥∥
=
∥∥∥(idk ⊗ τ)[(Λ⊗ 1− s− t)−1(Λ˜⊗ 1− Λ⊗ 1)(Λ˜⊗ 1− s− t)−1 ]∥∥∥
6 ‖(Λ⊗ 1− s− t)−1‖ ‖Λ˜− Λ‖ ‖(Λ˜⊗ 1− s− t)−1‖
6 1
ε
∥∥Rs(G˜(Λ) )−Rs(G(Λ) ) ∥∥ ‖(Im Λ)−1‖2
6 1
ε
p∑
j=1
‖aj‖2 ‖(Im Λ)−1‖2 ‖Θ(Λ)‖.
We then obtain as expected
‖G(Λ)−Gs+t(Λ)‖ 6
(
1 +
1
ε
p∑
j=1
‖aj‖2 ‖(Im Λ)−1‖2
)
‖Θ(Λ)‖.
5 Proof of Step 5: the asymptotic subordination property for
random matrices
The purpose of this section is to prove Theorem 5.1 below, where it is stated that, for N fixed, the
matrix-valued Stieltjes transforms of certain random matrices satisfy an asymptotic subordination prop-
erty i.e. an equation as in (4.8). This result is independent with the previous part and does not involve
the language of free probability.
Let XN = (X
(N)
1 , . . . , X
(N)
p ) be a family of independent, normalized N × N matrices of the GUE and
YN = (Y
(N)
1 , . . . , Y
(N)
q ) be a family of N ×N random Hermitian matrices, independent of XN . We fix
an integer k > 1 and Hermitian matrices a0, . . . , ap, b1, . . . , bq ∈ Mk(C). We set SN and TN the kN × kN
block matrices
SN =
p∑
j=1
aj ⊗X(N)j , TN =
q∑
j=1
bj ⊗ Y (N)j .
Define the Mk(C)-valued Stieltjes transforms of SN + TN and TN : for all Λ ∈ Mk(C)+ =
{
Λ ∈
Mk(C)
∣∣ Im Λ > 0},
GSN+TN (Λ) = E
[
(idk ⊗ τN )
[(
Λ⊗ 1N − SN − TN
)−1] ]
,
GTN (Λ) = E
[
(idk ⊗ τN )
[(
Λ⊗ 1N − TN
)−1] ]
.
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We denote by Rs the functional
Rs : Mk(C)→ Mk(C)
M 7→
p∑
j=1
aj M aj .
Theorem 5.1 (Asymptotic subordination property). Assume that there exists σ > 1 such that the joint
law of the entries of the matrices YN satisfies a Poincaré inequality with constant σ/N , i.e. for any
f : R2qN2 → C function of the entries of q matrices, of class C1 and such that E
[
|f(YN )|2
]
<∞, one
has
Var
(
f(YN )
)
6 σ
N
E
[
‖∇f(YN )‖2
]
, (5.1)
where ∇f denotes the gradient of f , Var denotes the variance, Var( x ) = E[ ∣∣ x− E[ x ] ∣∣2].
Then for any Λ ∈ Mk(C)+, the Stieltjes transforms GSN+TN and GTN satisfy
GSN+TN (Λ) = GTN
(
Λ−Rs
(
GSN+TN (Λ)
) )
+ ΘN (Λ), (5.2)
where Θ is analytic Mk(C)+ → Mk(C) and satisfies
‖ΘN (Λ)‖ 6 c
N2
∥∥(Im Λ)−1∥∥5 ,
with c = 2k9/2σ
∑p
j=1 ‖aj‖2
(∑p
j=1 ‖aj‖+
∑q
j=1 ‖bj‖
)2
, ‖ · ‖ denoting the operator norm in Mk(C).
The proof of Theorem 5.1 is carried out in two steps.
• In Section 5.1 we state a mean Schwinger-Dyson equation for random Stieltjes transforms (Propo-
sition 5.2).
• In Section 5.2 we deduce from Proposition 5.2 a Schwinger-Dyson equation for mean Stieltjes
transforms (Proposition 5.3).
Theorem 5.1 is a direct consequence of Proposition 5.3 as it is shown in Section 5.3.
5.1 Mean Schwinger-Dyson equation for random Stieltjes transforms
For Λ,Γ in Mk(C)+, define the elements of Mk(C)⊗MN (C)
hSN+TN (Λ) = (Λ⊗ 1N − SN − TN )−1,
hTN (Γ) = (Γ⊗ 1N − TN )−1,
and HSN+TN (Λ) = (idk ⊗ τN )
[
hSN+TN (Λ)
]
, HTN (Λ) = (idk ⊗ τN )
[
hTN (Λ)
]
.
Proposition 5.2 (Mean Schwinger-Dyson equation for random Stieltjes transforms). For all Λ,Γ ∈
Mk(C)+ we have
E
[
HSN+TN (Λ)−HTN (Γ)−(idk⊗τN )
[
hTN (Γ)
(
Rs
(
HSN+TN (Λ)
)−Λ+Γ)⊗1N hSN+TN (Λ)]] = 0. (5.3)
The result is a consequence of integration by parts for Gaussian densities and of the formula for the
differentiation of the inverse of a matrix. If (g1, . . . , gN ) are independent identically distributed centered
real Gaussian variables with variance σ2 and F : RN → C a differentiable map such that F and its partial
derivatives are polynomially bounded, one has for i = 1, . . . , N
E
[
gi F (g1, . . . , gN )
]
= σ2E
[
∂F
∂xi
(g1, . . . , gN )
]
.
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This induces an analogue formula for independent matrices of the GUE, called the Schwinger-Dyson
equation, where the Hermitian symmetry of the matrices plays a key role. For instance, if P is a
monomial in p non commutative indeterminates, one has for i = 1, . . . , p,
E
[
τN
[
X
(N)
i P (XN )
] ]
=
∑
P=LxiR
E
[
τN
[
L(XN )
]
τN
[
R(XN )
]]
,
the sum over all decompositions P = LxiR for L and R monomials being viewed as the partial derivative.
This formula has an analogue for analytical maps instead of polynomials. The case of the function
XN 7→ (Λ⊗ 1N − SN )−1 is investigated in details in [19, Formula (3.9)], our proof is obtained by minor
modifications.
Proof. Denote by (m,n)m,n=1,...,N the canonical basis of MN (C). By [19, Formula (3.9)] with minor
modification, we get the following: for all Λ,Γ in Mk(C)+ and j = 1, . . . , p,
E
[
(1k ⊗X(N)j )(Λ⊗ 1N − SN − TN )−1
∣∣∣ TN]
= E
[ 1
N
N∑
m,n=1
(1k ⊗ m,n)(Λ⊗ 1N − SN − TN )−1(aj ⊗ n,m)(Λ⊗ 1N − SN − TN )−1
∣∣∣ TN].
In these equations, E[·|TN ] stands for the conditional expectation with respect to TN . Furthermore, for
any M in Mk(C)⊗MN (C), one has
1
N
N∑
m,n=1
(1k ⊗ m,n) M (1k ⊗ n,m) = (idk ⊗ τN )[ M ]⊗ 1N .
Indeed the formula is clear if M is of the form M = M˜ ⊗ u,v and extends by linearity. In particular,
with M = (Λ⊗ 1N − SN − TN )−1(aj ⊗ 1N ), we obtain that: for all Λ,Γ in Mk(C)+ and j = 1, . . . , p,
E
[
(aj ⊗X(N)j )(Λ⊗ 1N − SN − TN )−1
∣∣∣ TN]
= E
[
(aj ⊗ 1N )
(
(idk ⊗ τN )
[
(Λ⊗ 1N − SN − TN )−1
]
aj ⊗ 1N
)
(Λ⊗ 1N − SN − TN )−1
∣∣∣∣ TN]
= E
[(
ajHSN+TNaj ⊗ 1N
)
hSN+TN
∣∣∣ TN].
Recall that SN =
∑p
j=1 aj ⊗X(N)j and Rs : M 7→
∑p
j=1 ajMaj , so that for all Λ,Γ in Mk(C)+, one has
E
[
(Γ⊗ 1N − TN )−1 SN (Λ⊗ 1N − SN − TN )−1
]
= E
[
(Γ⊗ 1N − TN )−1
p∑
j=1
E
[
(aj ⊗X(N)j ) (Λ⊗ 1N − SN − TN )−1
∣∣∣ TN] ]
= E
[
hTN (Γ) E
[( p∑
j=1
ajHSN+TN (Λ)aj ⊗ 1N
)
hSN+TN (Λ)
∣∣∣ TN]
= E
[
hTN (Γ)
(
Rs
(
HSN+TN (Λ)
)⊗ 1N) hSN+TN (Λ)]. (5.4)
We take the partial trace in Equation (5.4) to obtain:
E
[
(idk ⊗ τN )
[
hTN (Γ) SN hSN+TN (Λ)
]]
= E
[
(idk ⊗ τN )
[
hTN (Γ)
(
Rs
(
HSN+TN (Λ)
)⊗ 1N) hSN+TN (Λ)]]. (5.5)
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We now rewrite SN as follow:
SN = (Λ− Γ)⊗ 1N + (Γ⊗ 1N − TN )− (Λ⊗ 1N − SN − TN ).
Re-injecting this expression in the left hand side of Equation (5.5), one gets Equation (5.3):
E
[
(idk ⊗ τN )
[
hTN (Γ)
(
Rs
(
HSN+TN (Λ)
)⊗ 1N) hSN+TN (Λ)]]
= E
[
(idk ⊗ τN )
[
hTN (Γ) (Λ− Γ)⊗ 1N hSN+TN (Λ) + hSN+TN (Λ)− hTN (Γ)
]]
= E
[
(idk ⊗ τN )
[
hTN (Γ)
(
(Λ− Γ)⊗ 1N
)
hSN+TN (Λ)
]
+HSN+TN (Λ) − HTN (Γ)
]
.
5.2 Schwinger-Dyson equation for mean Stieltjes transforms
We use the concentration properties of the law of (XN ,YN ) to get from Equation (5.3) a relation between
GSN+TN and GTN . We define the centered version of HSN+TN by: for all Λ in Mk(C)+,
KSN+TN (Λ) = HSN+TN (Λ)−GSN+TN (Λ), in Mk(C). (5.6)
We introduce the random linear map
lN,Λ,Γ : Mk(C)⊗MN (C) → Mk(C)⊗MN (C)
M 7→ hTN (Γ) M hSN+TN (Λ) (5.7)
and its mean
LN,Λ,Γ : M 7→ E
[
lN,Λ,Γ(M)
]
. (5.8)
Remark that ifM is a random matrix, then LN,Λ,Γ(M) = E
[
hT˜N (Γ) M hS˜N+T˜N (Λ)
∣∣M], where (S˜N +T˜N )
is an independent copy of (SN + TN ) independent of M .
Proposition 5.3 (Schwinger-Dyson equation for mean Stieltjes transforms). For all Λ,Γ in Mk(C)+,
one has
GSN+TN (Λ)−GTN (Γ)− (idk ⊗ τN )
[
LN,Λ,Γ
( (
Rs
(
GSN+TN (Λ)
)−Λ + Γ)⊗ 1N ) ] = ΘN (Λ,Γ), (5.9)
where
ΘN (Λ,Γ) = E
[
(idk ⊗ τN )
[
(lN,Λ,Γ − LN,Λ,Γ)
(
Rs
(
KSN+TN (Λ)
)⊗ 1N) ]] (5.10)
is controlled in operator norm by the following estimate:
‖ΘN (Λ,Γ)‖ 6 c
N2
∥∥(Im Γ)−1∥∥ ∥∥(Im Λ)−1∥∥3 (‖(Im Γ)−1‖+ ‖(Im Λ)−1‖), (5.11)
with c = k9/2σ
∑p
j=1 ‖aj‖2
(∑p
j=1 ‖aj‖+
∑q
j=1 ‖bj‖
)2
.
Proof of Proposition 5.3. We first expand ΘN (Λ,Γ): for all Λ,Γ in Mk(C)+, we have
ΘN (Λ,Γ) := E
[
(idk ⊗ τN )
[
(lN,Λ,Γ − LN,Λ,Γ)
(
Rs
(
HSN+TN (Λ)−GSN+TN (Λ)
)⊗ 1N) ]]
= E
[
(idk ⊗ τN )
[
lN,Λ,Γ
(
Rs
(
HSN+TN (Λ)
)⊗ 1N) ]]
−(idk ⊗ τN )
[
LN,Λ,Γ
(
Rs
(
GSN+TN (Λ)
)⊗ 1N) ].
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By Equation (5.3), we get the following:
E
[
(idk ⊗ τN )
[
lN,Λ,Γ
(
Rs
(
HSN+TN (Λ)
)⊗ 1N)]]
= E
[
(idk ⊗ τN )
[
lN,Λ,Γ
(
(Λ− Γ)⊗ 1N
) ]
−HTN (Γ) +HSN+TN (Λ)
]
= (idk ⊗ τN )
[
LN,Λ,Γ
(
(Λ− Γ)⊗ 1N
) ]
−GTN (Γ) +GSN+TN (Λ),
which gives Equation (5.9).
We use the Poincaré inequality to control the operator norm of ΘN : if (g1, . . . , gK) are independent
identically distributed centered real Gaussian variables with variance v2 and F is a differentiable map
RK → C such that F and its partial derivatives are polynomially bounded, then (see [11, Theorem 2.1])
Var
(
F (g1, . . . , gK)
)
6 v2E
[
‖∇F (g1, . . . , gK) ‖2
]
.
The Poincaré inequality is compatible with tensor product and then such a formula is still valid when F
is a function of the matrices XN and YN with v2 = σN .
We will often deal with matrices of size k × k. Since the integer k is fixed, we can use intensively
the equivalence of norms, the constants appearing will not modify the order of convergence. For any
integer K, we denote the Euclidean norm of a K ×K matrix A = (am,n)16m,n6K by
‖A‖e =
√√√√ K∑
m,n=1
|am,n|2,
and its infinity norm by
‖A‖∞ = max
m,n=1,...,K
|am,n|.
Recall that if A,B are K ×K matrices we have the following inequalities
‖A‖ 6 ‖A‖e 6
√
K‖A‖, (5.12)
‖A‖ 6
√
K‖A‖∞ 6
√
K‖A‖e, (5.13)
‖AB‖ 6 ‖A‖e ‖B‖. (5.14)
When A is in Mk(C) ⊗ MN (C), its Euclidean norm is defined by considering A as a kN × kN matrix.
In the following we will write an element Z of Mk(C)⊗MN (C)
Z =
N∑
m,n=1
k∑
u,v=1
Zm,nu,v u,v ⊗ m,n =
N∑
m,n=1
Z(m,n) ⊗ m,n =
k∑
u,v=1
u,v ⊗ Z(u,v), (5.15)
where for m,n = 1, . . . , N and u, v = 1, . . . , k, Zm,nu,v is a complex number, Z(m,n) is a k × k matrix, and
Z(u,v) is a N ×N matrix; we use the same notation for the canonical bases of Mk(C) and MN (C).
We fix Λ,Γ in Mk(C)+ until the end of this proof and we use for convenience the following notations:
MN = Rs
(
KSN+TN (Λ)
)
h
(1)
N = hSN+TN (Λ)
h
(2)
N = hTN (Γ)
lN = lN,Λ,Γ
LN = LN,Λ,Γ.
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We consider (h˜(1)N , h˜
(2)
N ) an independent copy of (h
(1)
N , h
(2)
N ), independent of XN and YN (and hence of
all the random variables considered). Recall that by definitions (5.7) and (5.8): for all Λ,Γ in Mk(C)+,
we have
lN : A ∈ Mk(C) 7→ h(2)N A h(1)N ∈ Mk(C),
LN : A ∈ Mk(C) 7→ E
[
lN (A)
]
∈ Mk(C).
With the notations of (5.15) we have
(idk ⊗ τN )
[
(lN − LN ) (MN ⊗ 1N )
]
= (idk ⊗ τN )
[
h
(2)
N (MN ⊗ 1N ) h(1)N
]− E[(idk ⊗ τN )[h˜(2)N (MN ⊗ 1N ) h˜(1)N ] ∣∣∣ MN]
=
1
N
N∑
m,n=1
[(
h
(2)
N
)(m,n)
MN
(
h
(1)
N
)(n,m)
− E
[(
h˜
(2)
N
)(m,n)
MN
(
h˜
(1)
N
)(n,m) ∣∣∣ MN] ].
To estimate the operator norm of ΘN we use the domination by the infinity norm (5.13) in order to split
the contributions due to MN and due to lN − LN : we get
‖ΘN (Λ,Γ)‖ =
∥∥∥∥E[(idk ⊗ τN ) [(lN − LN ) (MN ⊗ 1N )] ]∥∥∥∥
6
√
k
∥∥∥∥∥E
[
1
N
N∑
m,n=1
(
h
(2)
N
)(m,n)
MN
(
h
(1)
N
)(n,m)
− E
[(
h˜
(2)
N
)(m,n)
MN
(
h˜
(1)
N
)(n,m) ∣∣∣ MN]]
∥∥∥∥∥
∞
6 k5/2 max
16u,v6k
16u′,v′6k
∣∣∣∣∣E
[
(MN )u′,v′ × 1
N
N∑
m,n=1
(
h
(2)
N
)m,n
u,u′
(
h
(1)
N
)n,m
v′,v
− E
[(
h
(2)
N
)m,n
u,u′
(
h
(1)
N
)n,m
v′,v
]]∣∣∣∣∣
6 k5/2 max
u,v,u′,v′
E
[
|(MN )u′,v′ | ×
∣∣∣∣τN[(h(1,2)N ) u,v
u′,v′
]− E[τN[(h(1,2)N ) u,v
u′,v′
]]∣∣∣∣
]
6 k5/2 max
u,v,u′,v′
E
[
|(MN )u′,v′ | ×
∣∣∣∣τN[(k(1,2)N ) u,v
u′,v′
]∣∣∣∣
]
,
where we have denoted the N ×N matrices(
h
(1,2)
N
)
u,v
u′,v′
=
(
h
(2)
N
)
(u,u′)
(
h
(1)
N
)
(v′,v),(
k
(1,2)
N
)
u,v
u′,v′
=
(
h
(1,2)
N
)
u,v
u′,v′
− E
[(
h
(1,2)
N
)
u,v
u′,v′
]
.
Remark that by (5.14), for u′, v′ = 1, . . . , k,
|(MN )u′,v′ | =
∣∣∣( p∑
j=1
ajKSN+TN (Λ)aj
)
u′,v′
∣∣∣ 6 ∥∥∥ p∑
j=1
ajKSN+TN (Λ)aj
∥∥∥
e
6
p∑
j=1
‖aj‖2 ‖KSN+TN (Λ)‖e.
Then by Cauchy-Schwarz inequality we get:
‖ΘN (Λ,Γ)‖ 6 k5/2
p∑
j=1
‖aj‖2
(
E
[‖KSN+TN (Λ)‖2e] max
u,v,u′,v′
E
[∣∣∣τN[(k(1,2)N ) u,v
u′,v′
] ∣∣∣2 ] )1/2
6 k5/2
p∑
j=1
‖aj‖2
( k∑
u,v=1
Var
(
HSN+TN (Λ)
)
u,v
max
u,v,u′,v′
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] ) )1/2
.(5.16)
One is reduced to the study of variances of random variables. To use the Poincaré inequality, we write
for u, v, u′, v′ = 1, . . . , k, (
HSN+TN (Λ)
)
u,v
= F (1)u,v
(
XN ,YN
)
,
τN
[(
h
(1,2)
N
)
u,v
u′,v′
]
= F
(2)
u,v,u′,v′
(
XN ,YN
)
,
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where for all selfadjoint matrices A = (A1, . . . , Ap) in MN (C), for all B = (B1, . . . , Bq) in MN (C) and
with S˜N =
∑p
j=1 aj ⊗Aj , T˜N =
∑q
j=1 bj ⊗Bj , we have set
F (1)u,v(A,B) =
(
(idk ⊗ τN )
[
(Λ⊗ 1N − S˜N − T˜N )−1
] )
u,v
=
1
N
(Trk ⊗ TrN )
[
(v,u ⊗ 1N )(Λ⊗ 1N − S˜N − T˜N )−1
]
,
F
(2)
u,v,u′,v′(A,B) = τN
[(
(Λ⊗ 1N − S˜N − T˜N )−1
)
(u,u′)
(
(Γ⊗ 1N − T˜N )−1
)
(v′,v)
]
=
1
N
(Trk ⊗ TrN )
[
(v,u ⊗ 1N )(Γ⊗ 1N − T˜N )−1(u′,v′ ⊗ 1N ) (Λ⊗ 1N − S˜N − T˜N )−1
]
.
The functions and their partial derivatives are bounded (see [19, Lemma 4.6] with minor modifications),
so that, since the law of (XN ,YN ) satisfies a Poincaré inequality with constant σN , one has
Var
(
HSN+TN (Λ)
)
u,v
6 σ
N
E
[∥∥∇ F (1)u,v(XN ,YN )∥∥2],
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] )
6 σ
N
E
[∥∥∇ F (2)u,v,u′,v′(XN ,YN )∥∥2].
We define the set W of families (V,W) of N × N Hermitian matrices, with V = (V1, . . . , Vp), W =
(W1, . . . ,Wq), of unit Euclidean norm in R(p+q)N
2
. Then we have
Var
(
HSN+TN (Λ)
)
u,v
6 σ
N
E
[
max
(V,W)∈W
∣∣∣ d
dt |t=0
F (1)u,v(XN + tV,YN + tW)
∣∣∣2],
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] )
6 σ
N
E
[
max
(V,W)∈W
∣∣∣ d
dt |t=0
F
(2)
u,v,u′,v′(XN + tV,YN + tW)
∣∣∣2].
For all (V,W) in W, for all selfadjoint N ×N matrices A = (A1, . . . , A1), B = (B1, . . . , B1):∣∣∣∣ ddt |t=0 F (1)u,v(A+ tV,B+ tW)
∣∣∣∣2
=
∣∣∣∣∣ ddt |t=0 1N (Trk ⊗ TrN )
[
(v,u ⊗ 1N )
(
Λ⊗ 1N −
p∑
j=1
aj ⊗ (Aj + tVj)−
q∑
j=1
bj ⊗ (Bj + tWj)
)−1]∣∣∣∣∣
2
=
∣∣∣∣ 1N (Trk ⊗ TrN )[(v,u ⊗ 1N )(Λ⊗ 1N − S˜N − T˜N )−1
×
( p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj
)
(Λ⊗ 1N − S˜N − T˜N )−1
]∣∣∣∣2.
The Cauchy-Schwarz inequality for Trk ⊗ TrN (i.e. for TrkN ) gives∣∣∣∣ ddt |t=0 F (1)u,v(A+ tV,B+ tW)
∣∣∣∣2 6 1N2 ∥∥∥(v,u ⊗ 1N )(Λ⊗ 1N − S˜N − T˜N )−1∥∥∥2e
×
∥∥∥∥∥∥
( p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj
)
(Λ⊗ 1N − S˜N − T˜N )−1
∥∥∥∥∥∥
2
e
.
Using (5.14) to split Euclidean norms into the product of an operator norm and an Euclidean norm, we
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get: ∣∣∣∣ ddt |t=0 F (1)u,v(A+ tV,B+ tW)
∣∣∣∣2
6 1
N2
‖v,u ⊗ 1N‖2e ‖(Λ⊗ 1N − S˜N − T˜N )−1‖2
∥∥∥∥ p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj
∥∥∥∥2
e
6 k
N
‖(Im Λ)−1‖4
∥∥∥∥ p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj
∥∥∥∥2
e
.
Remark that, since (V,W) ∈ W, the norm of the matrices Vj and Wj is bounded by one. Then we have
the following:∥∥∥∥ p∑
j=1
aj ⊗ Vj +
q∑
j=1
bj ⊗Wj + b∗j ⊗W ∗j
∥∥∥∥
e
6
p∑
j=1
‖aj‖e + 2
q∑
j=1
‖bj‖e 6
√
k
( p∑
j=1
‖aj‖+
q∑
j=1
‖bj‖
)
.
Hence we finally obtain an estimate of Var(HSN+TN (Λ) )u,v):
Var
(
HSN+TN (Λ)
)
u,v
6 k
2σ
N2
( p∑
j=1
‖aj‖+
q∑
j=1
‖bj‖
)2
‖(Im Λ)−1‖4. (5.17)
We obtain a similar estimate for Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] )
. The partial derivative of F (2)u,v,u′,v′ gives two
terms: ∀(V,W) ∈ W, ∀(A,B) ∈ MN (C)p+q
d
dt |t=0
F
(2)
u,v,u′,v′(A+ tV,B+ tW)
=
1
N
(Trk ⊗ TrN )
[
(v,u ⊗ 1N )(Γ⊗ 1N − T˜N )−1
( q∑
j=1
bj ⊗Wj
)
× (Γ⊗ 1N − T˜N )−1(u′,v′ ⊗ 1N )(Λ⊗ 1N − S˜N − T˜N )−1
+ (v,u ⊗ 1N )(Γ⊗ 1N − T˜N )−1(u′,v′ ⊗ 1N )(Λ⊗ 1N − S˜N − T˜N )−1
×
( p∑
j=1
aj ⊗ V (N)j +
q∑
j=1
bj ⊗W (N)j
)
(Λ⊗ 1N − S˜N − T˜N )−1
]
.
We then get the following:∣∣∣∣ ddt |t=0 F (2)u,v,u′,v′(A+ tV,B+ tW)
∣∣∣∣2
6 k
2
N
( p∑
j=1
‖aj‖+
q∑
j=1
‖bj‖
)2
‖(Im Γ)−1‖2 ‖(Im Λ)−1‖2
(
‖(Im Λ)−1‖+ ‖(Im Γ)−1‖
)2
.
Hence we have
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] )
6 k
2σ
N2
( p∑
j=1
‖aj‖+
q∑
j=1
‖bj‖
)2
‖(Im Γ)−1‖2 ‖(Im Λ)−1‖2
(
‖(Im Γ)−1‖+ ‖(Im Λ)−1‖
)2
. (5.18)
We then obtain as desired, by (5.16), (5.17) and (5.18):
‖ΘN (Λ,Γ)‖ 6 k5/2
p∑
j=1
‖aj‖2
( k∑
u,v=1
Var
(
HSN+TN (Λ)
)
u,v
max
u,v,u′,v′
Var
(
τN
[(
h
(1,2)
N
)
u,v
u′,v′
] ) )1/2
6 c
N2
∥∥(Im Γ)−1∥∥∥∥(Im Λ)−1∥∥3 (‖(Im Γ)−1‖+ ‖(Im Λ)−1‖),
where c = k9/2σ
∑p
j=1 ‖aj‖2
(∑p
j=1 ‖aj‖+
∑q
j=1 ‖bj‖
)2
.
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5.3 Proof of Theorem 5.1
By (4.5), for all Λ in Mk(C)+, the matrix Λ −Rs
(
GSN+TN (Λ)
)
is in Mk(C)+ and then it makes sense
to choose Γ = Λ−Rs
(
GSN+TN (Λ)
)
in Equation (5.9). We obtain for all Λ in Mk(C)+,
GSN+TN (Λ) = GTN
(
Λ−Rs
(
GSN+TN (Λ)
) )
+ ΘN (Λ),
where ΘN (Λ) = ΘN
(
Λ,Λ−Rs
(
GSN+TN (Λ)
) )
is analytic in k2 complex variables. Recall that by (4.6),
we have
∥∥(Λ − Rs(GSN+TN (Λ) ) )−1∥∥ 6 ‖(Λ)−1‖, which gives (when replacing c in (5.11) by c/2) the
expected estimate of ΘN (Λ).
6 Proof of Estimate (3.9)
Let (XN ,YN ,x,y) be as in Section 3. We assume that
(
x,y, (YN )N>1
)
are realized in a same C∗-
probability space (A, .∗, τ, ‖ · ‖) with faithful trace, where
• the families x, y, Y1, Y2, . . . ,YN , . . . are free,
• for any polynomials P in q non commutative indeterminates τ [P (YN )] := τN [P (YN )].
Consider L a degree one selfadjoint polynomial with coefficients in Mk(C). Define the Stieltjes transform
of LN = L(XN ,YN ) and `N = L(x,YN ): for all λ ∈ C+ =
{
z ∈ C∣∣ Im z > 0},
gLN (λ) = E
[
(τk ⊗ τN )
[(
λ1k ⊗ 1N − LN
)−1 ]]
, (6.1)
g`N (λ) = (τk ⊗ τ)
[(
λ1k ⊗ 1− `N
)−1 ]
. (6.2)
One can always write LN = a0 ⊗ 1N + SN + TN , `N = a0 ⊗ 1+ s+ TN , where
SN =
p∑
j=1
aj ⊗X(N)j , s =
p∑
j=1
aj ⊗ xj , TN =
q∑
j=1
bj ⊗ Y (N)j ,
and a0, . . . , ap, b1, . . . , bq are Hermitian matrices in Mk(C). Define the Mk(C)-valued Stieltjes transforms
of SN + TN and s+ TN : for all Λ ∈ Mk(C)+ =
{
Λ ∈ Mk(C)
∣∣ Im Λ > 0},
GSN+TN (Λ) = E
[
(idk ⊗ τN )
[(
Λ⊗ 1N − SN − TN
)−1]]
,
Gs+TN (Λ) = (idk ⊗ τ)
[(
Λ⊗ 1− s− TN
)−1]
.
Then one has: for all λ in C+
gLN (λ) = τk
[
GSN+TN (λ1k − a0)
]
, g`N (λ) = τk
[
Gs+TN (λ1k − a0)
]
.
By Proposition 4.2, for any Λ ∈ Mk(C)+, one has
Gs+TN (Λ) = GTN
(
Λ−Rs
(
Gs+TN (Λ)
) )
.
On the other hand, since the matrices of YN are deterministic, we can apply Theorem 5.1 with σ = 1
GSN+TN (Λ) = GTN
(
Λ−Rs
(
GSN+TN (Λ)
) )
+ ΘN (Λ),
where ‖ΘN (Λ)‖ 6 cN2
∥∥(Im Λ)−1∥∥5 for a constant c > 0. Define
Ω(N)η =
{
Λ ∈ Mk(C)+
∣∣∣ ‖(Im Λ)−1‖ < Nη}.
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Then for η < 1/3, there exists N0 such that for all N > N0 and for any Λ in Ω(N)η , one has
κ(Λ) := ‖ΘN (Λ)‖ ‖(Im Λ)−1‖
p∑
j=1
‖aj‖2 6 c
N2
‖(Im Λ)−1‖6 6 cN6η−2 6 1
2
.
Then by Proposition 4.3 with (t, G,Θ,Ω, ε) = (TN , GSN+TN ,ΘN ,Ω
(N)
η , 1/2), one has
‖Gs+TN (Λ)−GSN+TN (Λ)‖ 6
(
1 + 2
p∑
j=1
‖aj‖2 ‖(ImΛ)−1‖2
)
‖Θ(Λ)‖
6 c
(
1 + 2
p∑
j=1
‖aj‖2 ‖(Im Λ)−1‖2
) ‖(Im Λ)−1‖5
N2
.
Hence for every ε > 0, there exist N0 and γ such that for all N > N0, for all λ in C such that
ε 6 (Im λ)−1 6 Nγ , one has
|gLN (λ)− g`N (λ)| 6 ‖Gs+TN (λ1k − a0)−GSN+TN (λ1k − a0)‖ 6
c
N2
(Im λ)−7, (6.3)
where c denotes now the constant c = k9/2
∑p
j=1 ‖aj‖
(∑p
j=1 ‖aj‖+
∑q
j=1 ‖bj‖
)2(
ε−2 + 2
∑p
j=1 ‖aj‖2
)
.
7 Proof of Step 2: An intermediate inclusion of spectrum
For a review on the theory of C∗-algebras, we refer the readers to [12] and [8]. Notably, Appendix A of
the second reference contains facts about ultrafilters and ultraproducts that are used in this section.
Let
(
x,y, (YN )N>1
)
be as in Section 3. We assume that these non commutative random variables
are realized in the same C∗-probability space (A, .∗, τ, ‖ · ‖) with faithful trace, where
• the families x, y, Y1, Y2, . . . ,YN , . . . are free,
• for any polynomials P in q non commutative indeterminates τ [P (YN )] := τN [P (YN )].
A consequence of Voiculescu’s theorem and of Shlyakhtenko’s Theorem A.1 in Appendix A is that for all
polynomials P in p+ q non commutative indeterminates,
τ [P (x,YN )] −→
N→∞
τ [P (x,y)], (7.1)
‖P (x,YN )‖ −→
N→∞
‖P (x,y)‖. (7.2)
In order to prove Step 2, it remains to show that (7.2) still holds when the polynomials P are Mk(C)-
valued. This fact is a folklore result in C∗-algebra theory, we give a proof for readers convenience. We
need first the two following lemmas.
Lemma 7.1. Let A and B be unital C∗-algebra. Let pi : A → B be a morphism of unital ∗-algebra. Then
pi is contractive.
Proof. It is easy to see that for any a in A, the spectrum of pi(a) is included in the spectrum of a (since
λ1A − a invertible implies that λ1A − pi(a) is also invertible). Hence we get that for all a in A
‖pi(a)‖2 = ‖pi(a∗a)‖ 6 ‖a∗a‖ = ‖a‖2.
Lemma 7.2. Let A be a unital C∗-algebra. Then for any integer k > 1, there exists a unique C∗-algebra
structure on Mk(C)⊗A compatible with the structure on A. In particular, if A is a C∗-probability space
equipped with a faithful tracial state τ , then Mk(C)⊗A is a C∗-probability space with trace (τk ⊗ τ) and
norm ‖ · ‖τk⊗τ , where τk is the normalized trace on Mk(C) and ‖ · ‖τk⊗τ is given by Formula (1.9).
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Sketch of the proof. For the existence we consider the norm given by the spectral radius. The uniqueness
follows from Lemma 7.1.
Proposition 7.3. Let k > 1 be an integer. For all N > 1, let zN = (z(N)1 , . . . , z
(N)
p ), respectively
z = (z1, . . . , zp), be self-adjoint non commutative random variables in a C∗- probability space (AN , .∗, τN , ‖·
‖τN ), respectively (A, .∗, τ, ‖ · ‖τ ). Assume that the traces τN and τ are faithful (hence the notation for
the norms) and that for any polynomial P in p non commutative indeterminates,
τN [P (zN )] −→
N→∞
τ [P (z)], (7.3)
‖P (zN )‖τN −→
N→∞
‖P (z)‖τ . (7.4)
Then for any polynomial P in p non commutative indeterminates with coefficients in Mk(C),
‖P (zN )‖τk⊗τN −→
N→∞
‖P (z)‖τk⊗τ . (7.5)
We abuse notation and write with the same symbol the traces in Mk(C) and AN when N = k. There is
no danger of confusion.
Proof. For any positive integer k and any ultrafilter U on N, we define the ultraproduct
A(k) =
U∏
Mk(C)⊗AN ,
which is the quotient of{
(aN )N>1
∣∣∣∣ ∀N > 1, aN ∈ Mk(C)⊗AN and sup
N>1
‖aN‖ <∞
}
,
by {
(aN )N>1
∣∣∣∣ ∀N > 1, aN ∈ Mk(C)⊗AN and limN→U‖aN‖ = 0
}
.
The algebra A(k) is a C∗-algebra whose norm ‖ · ‖A(k) is given by: for all a in A(k), equivalence class of
(aN )N>1
‖a‖A(k) = lim
N→U
‖aN‖τk⊗τN .
Furthermore A(k) is a C∗-probability space which can be identified with Mk(C) ⊗ A(1). The trace τ˜ on
A(1) is given by: for all a in A(1), equivalence class of (AN )N>1, one has
τ˜ [a] = lim
N→U
τ [AN ].
If the classical limit as N goes to infinity exists, then the trace of a does not depends on the ultrafilter
U and is given by the limit. The trace on A(k) is (τk ⊗ τ˜). Notice that (τk ⊗ τ˜) on A(k) is not faithful
in general, which implies that the norm ‖ · ‖A(k) and the norm ‖ · ‖τk⊗τ˜ given by (τk ⊗ τ˜) with Formula
(1.9) are not equal on the whole C∗-algebra.
At last, we can equip A(k) with a structure of operator-valued C∗-probability space. Define the unital
sub-algebra B of A(k) as the set {
b⊗ 1A(1)
∣∣∣ b ∈ Mk(C) } ⊂ A(k).
The conditional expectation in A(k) is given by (idk ⊗ τ˜) : A(k) → B.
For j = 1, . . . , p, we denote by z˜j in A(1) the equivalence class of the sequence (z
(N)
j )N>1. We have
by definition of A(k): for all polynomial P in p+ 2q non commutative indeterminates with coefficients in
Mk(C),
‖P (zN )‖τN −→
N→U
‖P (z˜)‖A(k)
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Let C∗(z˜) be the sub-algebra spanned by z˜ = (z˜1, . . . , z˜p) in A(1) and let C∗(z) be the sub-algebra spanned
by z in A. Then by (7.4), the C∗-algebras C∗(z˜) and C∗(z) are isomorphic. Hence we get an isomorphism
of the ∗-algebras Mk(C)⊗C∗(z˜) and Mk(C)⊗C∗(z), and so an isomorphism of the C∗-algebras by Lemma
7.1. Hence, for all polynomial P in p+ 2q non commutative indeterminates with coefficients in Mk(C),
‖P (z˜)‖A(k) = ‖P (z)‖τk⊗τ˜
Hence we get
‖P (zN )‖τk⊗τN −→
N→U
‖P (z)‖τk⊗τ˜
for all ultrafilter U . Then the convergence holds when N goes to infinity.
Proof of Step 2. Let L be a selfadjoint degree one polynomial in p+ q non commutative indeterminates
with coefficients in Mk(C). Define `N = L(x,YN ) and ` = L(x,y). Then by Proposition 7.3, for all
commutative polynomials P , one has
‖P (`N )‖τk⊗τ −→
N→∞
‖P (`)‖τk⊗τ .
The convergence extends to continuous function on the real line and then, with an appropriate choice of
test functions, Step 2 follows.
8 Proof of Step 3: from Stieltjes transforms to spectra
Let XN ,YN ,x and y be as in Section 3. As before x,y, and YN are assumed to be realized in a same
C∗-probability space (A, .∗, τ, ‖ · ‖) with faithful trace. Let L be a selfadjoint degree one polynomial with
coefficients in Mk(C).
For any function f : R→ R and any Hermitian matrixA with spectral decompositionA = Udiag (λ1, . . . , λK)U∗,
with U unitary, we set the Hermitian matrix f(A) = Udiag (f(λ1), . . . , f(λK))U∗. For any function
f : R 7→ R, we set
DN (f) = (τk ⊗ τN )
[
f(L(XN ,YN ))
]
.
By Step 2, for all ε > 0, there exists N0 > 1 such that for all N > N0, one has
Sp
(
L(x,YN )
)
⊂ Sp
(
L(x,y)
)
+ (−ε, ε).
Hence, for any function f vanishing on a neighborhood of the spectrum of L(x,y), there existsN0 > 1 such
that for all N > N0, the function f actually vanishes on a neighborhood of the spectrum of L(x,YN ). In
particular, with µN (respectively νN ) denoting the empirical eigenvalue distribution of LN = L(XN ,YN )
(respectively `N = L(x,YN )), one has
E
[
DN (f)
]
= E
[ ∫
f dµN
]
= E
[ ∫
f dµN
]
−
∫
f dνN . (8.1)
Furthermore, by Estimate (3.9), with the Stieltjes transforms of LN and of `N defined by: for all λ in C+
gLN (λ) = E
[
(τk ⊗ τN )
[ (
λ1k ⊗ 1N − LN
)−1 ] ]
= E
[ ∫ 1
λ− tdµN (t)
]
g`N (λ) = (τk ⊗ τ)
[ (
λ1k ⊗ 1− `N
)−1 ]
=
∫
1
λ− tdνN (t),
we have shown that: for any ε > 0 and A > 0, there exist N0, c, η, γ, α > 0 such that for all N > N0, for
all λ in C such that ε 6 (Im λ)−1 6 Nγ and |Re λ| 6 A
|gLN (λ)− g`N (λ)| 6
c
N2
(Im λ)−α. (8.2)
With (8.1) and (8.2) established, it is easy to show with minor modifications of [1, Lemma 5.5.5] the
following result.
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Lemma 8.1. For every smooth function f : R→ R non negative, compactly supported and vanishing on
a neighborhood of the spectrum of L(x,y), there exists a constant such that for all N large enough∣∣∣E[DN (f) ] ∣∣∣ 6 c
N2
. (8.3)
To get an almost sure control of DN (f), we use the fact that the entries of the matrices XN satisfy a
concentration inequality.
Lemma 8.2. With f as in Lemma 8.1, there exists κ > 0 such that, almost surely
N1+κDN (f) −→
N→∞
0. (8.4)
Proof. The law of the random matrices satisfying a Poincaré inequality with constant 1N and L being a
polynomial of degree one, for all Lipschitz function Ψ : MkN (C) 7→ R, by [17, Lemma 5.2] one has:
P
( ∣∣Ψ(LN )− E[Ψ(LN ) ] ∣∣ > δ) 6 K1e−K2 √Nδ|Ψ|L , (8.5)
where K1,K2 are positive constants and |Ψ|L = sup
A6=B∈MkN (C)
|Ψ(A)−Ψ(B)|
‖A−B‖e . Recall that the Euclidean norm
‖ · ‖e of a matrix A = (ai,j)kNi,j=1 is given by
‖A‖e =
√√√√ kN∑
i,j=1
|ai,j |2.
For any Hermitian matrices A in MkN (C) and any function f : R→ R, we set
Φ
(f)
N (A) = (τk ⊗ τN )
[
f(A)
]
. (8.6)
For all smooth function f : R→ R, N > 1 and 0 < κ < 12 , we define
B(f)N,κ =
{
A ∈ MkN (C)
∣∣∣ A is Hermitian and ∣∣∣Φ(f ′2)N (A)∣∣∣ 6 1N4κ
}
, (8.7)
and denote ρ(f)N,κ = |(Φ(f)N )|BN,κ |L. Define Ψ(f)N : MkN (C) 7→ R by: ∀A ∈ MN (C)
Ψ
(f)
N (A) = sup
B∈B(f)N,κ
{
Φ
(f)
N (B)− ρ(f)N,κ ‖A−B‖2
}
, (8.8)
and denote D˜N (f) = Ψ
(f)
N (LN ). By [17, Proof of Lemma 5.9], Ψ
(f)
N coincides with Φ
(f)
N on B(f)N,κ and is
Lipschitz with constant |Ψ(f)N |L 6 ρ(f)N,κ.
For all Hermitian matrices A in MkN (C), M in MkN (C) and n > 1, one has ddt |t=0(A + tM)
n =∑n
m=0A
mMAn−m−1 and then ddt |t=0(τk ⊗ τN )[(A + tM)n] = (τk ⊗ τN )[nAn−1M ]. So for all polyno-
mials P , one has DAΦ
(P )
N (M) = (τk ⊗ τN )[P ′(A)M ]. Hence, by density of polynomials, for any smooth
function f : R→ R one has DAΦ(f)N (M) = (τk⊗ τN )[f ′(A)M ]. By the Cauchy-Schwarz inequality, we get∣∣DAΦ(f)N (M)∣∣2 = |(τk ⊗ τN )[f ′(A)M ]|2
6 (τk ⊗ τN )[f ′(A)2]× (τk ⊗ τN )[M∗M ]
= Φ
(f ′2)
N (M)×
‖A‖e
kN
.
Then, for any smooth function f , one has
ρ
(f)
N,κ 6
1√
kN
‖ (Φ(f ′2)N )|B(f)N,κ ‖
1/2
∞ , (8.9)
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where ‖ ·‖∞ denotes the supremum of the considered function on the set of kN×kN Hermitian matrices.
Hence we get that |Ψ(f)N |L 6 ρ(f)N,κ 6 1√kN−1/2−2κ.
We fix f a smooth function, non negative, compactly supported and vanishing on a neighborhood of
the spectrum of L(x,y). By the Tchebychev inequality
P(LN /∈ B(f)N,κ) = P
(
DN (f
′2) > 1
N4κ
)
6 N4κE
[
DN (f
′2)
]
6 c
N2−4κ
, (8.10)
where we have used Lemma 8.1 (f ′2 also vanishes in a neighborhood of the spectrum of L(x,y)). Moreover,
since Ψ(f)N and Φ
(f)
N are equals in B(f)N,κ and ‖Ψ(f)N ‖∞ 6 ‖Φ(f)N ‖∞,∣∣∣E[D˜N (f)−DN (f)] ∣∣∣ 6 ‖Φ(f)N ‖∞P(LN /∈ B(f)N,κ) 6 ‖Φ(f)N ‖∞ cN2−4κ (8.11)
Now, by (8.5) applied to Ψ(f)N : for all δ > 0
P
(∣∣∣DN (f)− E[DN (f) ] ∣∣∣ > δ
N1+κ
and LN ∈ B(f)N,κ
)
6 P
(∣∣∣D˜N (f)− E[D˜N (f) ] ∣∣∣ > δ
N1+κ
−
∣∣∣E[D˜N (f)−DN (f)] ∣∣∣ )
6 K1 exp
(
−
√
kK2N
κ(δ −
∣∣∣E[D˜N (f)−DN (f)] ∣∣∣))
By (8.10), (8.11), Lemma 8.1 and the Borel-Cantelli lemma, DN (f) is almost surely of order N1+κ at
most.
Proposition 8.3. For every ε > 0, there exists N0 such that for N > N0
Sp
(
L(XN ,YN )
)
⊂ Sp
(
L(x,y)
)
+ (−ε, ε) (8.12)
Proof. By (1.11) and [1, Exercise 2.1.27], almost surely there exists N0 ∈ N and D > 0 such that the
spectral radii of the matrices (XN ,YN ) is bounded by D for all N > N0. Hence, there exists M > 0
such that almost surely one has
Sp
(
L(XN ,YN )
)
⊂ [−M,M ].
Let f : R 7→ R non negative, compactly supported, vanishing on Sp( L(x,y) ) + (−ε/2, ε/2) and equal
to one on [−M,M ]r (Sp( L(x,y)) + (−ε, ε) ). Then almost surely for N large enough, no eigenvalue of
L(XN ,YN ) belongs to the complementary of Sp( L(x,y) ) + (−ε, ε), since otherwise
(τk ⊗ τN )
[
f
(
L(XN ,YN )
)]
> N−1 > N−1−κ
in contradiction with Lemma 8.2.
9 Proof of Corollaries 2.1, 2.2 and 2.4
9.1 Proof of Corollary 2.1: diagonal matrices
Let DN = (D
(N)
1 , . . . , D
(N)
q ) be as in Corollary 2.1. For any j = 1, . . . , p, the number of jump of F−1j is
countable. We show that the convergence of the norm (2.3) holds when we chose v = (v1, . . . , vq) in [0, 1]q
such that for any k 6= ` in {1, . . . , q}, the sets of jump points of u 7→ F−1k (u+ vk) and u 7→ F−1` (u+ v`)
are disjoint. We show that for such a v, the family DvN satisfies the assumptions of Theorem 1.6. In all
this section, we always denote λi instead of λ
(N)
i for any i = 1, . . . , N .
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The convergence of traces, case v = (0, . . . , 0): Since the matrices commute, we only consider
commutative polynomials. We start by showing that for all polynomials P ,
τN
[
P (DN )
]
−→
N→∞
∫ 1
0
P
(
F−11 (u), . . . , F
−1
q (u)
)
du. (9.1)
Denote by µ the probability distribution of the random variable
(
F−11 (U), . . . , F
−1
q (U)
) ∈ Rq, where
U is distributed according to the uniform distribution on [0, 1]. In order to get (9.1), we show that the
sequence of measure in Rq ( 1
N
N∑
i=1
δλi(1), . . . ,
1
N
N∑
i=1
δλi(q)
)
converges weakly to µ. This sequence is tight, since there exists a B > 0 such that for all j = 1 . . . q, for
all i = 1 . . . N , one has λi(j) ∈ [−B,B]. Hence it is sufficient to show the following: for all real numbers
a1, . . . , aq, for all ε > 0, there exists η > 0 such that
limsup
N→∞
∣∣∣ 1
N
N∑
i=1
1]−∞,a1+η]
(
λi(1)
)×· · ·×1]−∞,aq+η](λi(q))−µ( ]−∞, a1]×· · ·×]−∞, aq] ) ∣∣∣ 6 ε. (9.2)
Fix (a1, . . . , aq) in Rq and ε > 0. Remark that one has
µ
(
]−∞, a1]× · · ·×]−∞, aq]
)
= min
j=1...q
Fj(aj).
Let j0 be an integer such that Fj0(aj0) = µ
(
] − ∞, a1] × · · ·×] − ∞, aq]
)
. For any j = 1, . . . , q, the
empirical spectral distribution of D(N)j converges to µj . Then for all a in R point of continuity for Fj ,
one has
1
N
N∑
i=1
1]−∞,a]
(
λi(j)
) −→
N→∞
µj
(
]−∞, a] ). (9.3)
Let η > 0 such that
• µj0
(
]aj0 , aj0 + η]
)
< ε/2.
• for all j = 1, . . . , q, the real numbers aj + η and aj0 + η are points of continuity for Fj .
By (9.3) with a = aj + η, there exists N0 > 1 such that for all N > N0 and j = 1, . . . , q, one has
Fj(aj + η)− ε 6 1
N
Card
{
i = 1 . . . N
∣∣∣ λi(j) 6 aj + η }.
But Fj(aj + η) > Fj(aj) > Fj0(aj0). Then we have
N
(
Fj0(aj0)− ε
)
6 Card
{
i = 1 . . . N
∣∣∣ λi(j) 6 aj + η }.
The λi(j) are non decreasing, so we get
∀j = 1 . . . q, ∀i 6 N
(
Fj0(aj0)− ε
)
, λi(j) 6 aj + η. (9.4)
On the other hand, by (9.3) with j = j0 and a = aj0 + η, there exists N0 > 1 such that, for all N > N0,
one has
1
N
Card
{
i = 1 . . . N
∣∣∣ λi(j0) 6 aj0 + η } 6 Fj0(aj0 + η) + ε/2.
But Fj0(aj0 + η) 6 Fj0(aj0) + ε/2, so that
Card
{
i = 1 . . . N
∣∣∣ λi(j0) 6 aj0 + η } 6 N(Fj0(aj0) + ε).
The λi(j0) are non decreasing, then we get
∀i > N
(
Fj0(aj0) + ε
)
, λi(j0) > aj0 + η. (9.5)
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By (9.4) and (9.5) we obtain: for all N > N0
∣∣∣ 1
N
N∑
i=1
1]−∞,a1+η]
(
λi(1)
)× · · · × 1]−∞,aq+η](λi(q))− Fj0(aj0 + η)∣∣∣ 6 ε,
and then (9.2) is satisfied. So the convergence (9.1) holds when v is zero.
The convergence of traces, case v in [0, 1]q: To deduce the general case we shall need the following
lemmas.
Lemma 9.1 (Quantiles of real diagonal matrices with sorted entries). Let DN = diag (λ1, . . . , λN ) be
an N ×N real diagonal matrix with non decreasing entries along its diagonal. Assume that the empirical
eigenvalue distribution of DN converges weakly to a compactly supported probability measure µ. Let F
denote the cumulative distribution function of µ and F−1 its generalized inverse. Let v in (0, 1) a point
of continuity for F−1 and (iN )N>1 a sequence of integers, with iN in {1, . . . , N}, such that iN/N tends
to v. Then, one has
λiN −→
N→∞
F−1(v).
In particular, we have the convergence of the quantile of order v:
λ1+bvNc −→
N→∞
F−1(v).
Proof. Denote w = F−1(v). Let η > 0 be such that w − η and w + η and points of continuity for F .
Then, one has
1
N
N∑
i=1
1]−∞,w−η]
(
λi
) −→
N→∞
µ
(
]−∞, w − η] ) = F (w − η).
Then, the λi being non decreasing, for any ε > 0 there exists N0 such that for any N > N0, one has
∀i >
(
F (w − η) + ε
)
N, λi > w − η. (9.6)
Since v is a point of continuity for F−1, we get that F (w− η) < v. We chose ε < v−F (w− η). Then, we
get F (w− η) + ε < v. Hence, there exists N0 such that, for any N > N0, one has iN >
(
F (w− η) + ε)N
and so, by (9.6): for any η > 0, there exists N0 such that for all N > N0, one has w − η 6 λiN . Hence,
we get for all η > 0,
w − η 6 lim inf
N→∞
λiN .
With the same reasoning, we get that
lim sup
N→∞
λiN > w + η,
and hence, letting η go to zero, we obtain the expected result.
Lemma 9.2 (Truncation of real diagonal matrices with sorted entries). Let DN = diag (λ1, . . . , λN ) an
N × N real diagonal matrix with non decreasing entries along its diagonal. Assume that the empirical
eigenvalue distribution of DN converges weakly to a compactly supported probability measure µ. For any
v1 < v2 in [0, 1], we set
D
(v1,v2)
N = diag (λ1+bv1Nc, . . . , λbv2Nc).
Let F denotes the cumulative distribution function of µ and F−1 its generalized inverse. We set w1 =
F−1(v1), w2 = F−1(v2), a1 = F (w1) − v1 and a2 = v2 − F (w−2 ). Then, the empirical eigenvalue
distribution of D(v1,v2)N converges weakly the probability measure proportional to
a1δw1 + µ
(
· ∩ ]w1, w2[
)
+ a2δw2 .
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Proof. We only show the lemma for v2 = 0, the general case can be deduce by adapting the reasoning.
We then use, for conciseness, the symbols v, w and a instead of v1, w1 and a1 respectively.
If F is not continuous in w (i.e. if µ(w) 6= 0) and v 6= F (w), then for any α in ]0, (F (w) − v)/2[,
the map F−1 is continuous in v + α and F (w)− α. By Lemma 9.1, we get that
lim
N→∞
λ1+b(v+α)Nc = lim
N→∞
λ1+b(F (w)−α)Nc = w. (9.7)
Hence, for any continuous function f , we get
1
N
1+b(F (w)−α)Nc∑
i=1+b(v+α)Nc
f(λi) −→
N→∞
(a− 2α)f(w). (9.8)
If F is continuous in w, we take α = 0 in the following.
We can always find β > 0, arbitrary small, such that F (w) + β is a point of continuity for F−1. Remark
that we then have
w = F−1
(
F (w)
)
< F−1
(
F (w) + β
)
.
By Lemma 9.1, we get
λ1+b(F (w)+β)Nc −→
N→∞
F−1
(
F (w) + β
)
. (9.9)
Moreover, we can always find γ in ]0, F−1
(
F (w) + β
)−w[, arbitrary small, such that w+ γ is a point of
continuity for F and F (w + γ) < F (w) + β. Then, by (9.9), we get that, for N large enough
Card
{
i > 1 + b(F (w)− α)Nc
∣∣∣ λi 6 w + γ } 6 b(F (w) + β)Nc − b(F (w)− α)Nc.
Hence, for any continuous function f , we get that for N large enough∣∣∣∣∣∣ 1N
N∑
i=1+b(F (w)−α)Nc
f(λi)−
∫
]ω,+∞]
f(x)dµ(x)
∣∣∣∣∣∣ 6
∣∣∣∣∣ 1N
N∑
i=1
f(λi)1]w+γ,+∞](λi)−
∫
]ω,+∞]
f(x)dµ(x)
∣∣∣∣∣
+ ‖f‖∞ b(F (w) + β)Nc − b(F (w)− α)Nc
N
.(9.10)
By (9.8) and (9.10), we obtain
lim sup
N→∞
∣∣∣∣∣∣ 1N
N∑
i=1+bvNc
f(λi)− af(w)−
∫
]ω,+∞]
f(x)dµ(x)
∣∣∣∣∣∣ 6 ‖f‖∞
(
4α+ β + µ
(
]w,w + γ]
))
.
Letting α, β, γ go to zero, we get the result.
Let v in [0, 1]q. We now show that, for any polynomial P , one has
τN
[
P (DvN )
]
−→
N→∞
∫ 1
0
P
(
F−11 (u+ v1), . . . , F
−1
q (u+ vq)
)
du. (9.11)
At the possible price of relabeling the matrices, we assume v1 > . . . > vq and set
N1 = N − bv1Nc,
Nj = bvj−1Nc − bvjNc, ∀j = 1, . . . , q.
For any j = 1, . . . , q, we decompose the matrices D(N)j (vj) into
D
(N)
j (vj) = diag (D
(N)
j,1 , . . . , D
(N)
j,q ),
where for any i = 1, . . . , q, the matrix D(N)j,i is Ni ×Ni. We set for any i = 1, . . . , q, the family DN (i) =
(D
(N)
1,i , . . . , D
(N)
q,i ). For any i, j = 1, . . . , q, we denote by Fi,j the cumulative distribution function of
9 PROOF OF COROLLARIES 2.1, 2.2 AND 2.4 32
the measure obtained in Lemma 9.2 with (DN , µ, v1, v2) replaced by (D
(N)
j , µj , vi−1, vi). Then, for any
polynomial P , one as
τN [P (D
v
N )] =
q∑
i=1
Ni
N
τNi [P (DN (i))].
By Lemma 9.2 and by the case v = (0, . . . , 0), we deduce that
τNi [P (DN (i))] −→
N→∞
1
vq−1 − vq
∫ vq−1
vq
P
(
F−1i,1 (u+ v1), . . . , F
−1
i,q (u+ vq)
)
du,
with the convention v0 = 1. The merge of the different measures gives as expected
τN
[
P (DvN )
]
−→
N→∞
∫ 1
0
P
(
F−11 (u+ v1), . . . , F
−1
q (u+ vq)
)
du. (9.12)
The convergence of norms: Let v = (v1, . . . , vq) in [0, 1]q such that for any k 6= ` in {1, . . . , q}, the
sets of jump points of u 7→ F−1k (u + vk) and u 7→ F−1` (u + v`) are disjoint. We now show that, for all
polynomials P , one has
‖P (DvN )‖ −→
N→∞
Sup
Supp µv
∣∣P ∣∣,
where µv is the probability distribution of the random variable
(
F−11 (U + v1), . . . , F
−1
q (U + vq)
) ∈ Rq,
where U is distributed according to the uniform distribution on [0, 1]. In view of the above, we have
lim inf ‖P (DvN )‖ > Sup
Supp µv
∣∣P ∣∣.
It is sufficient then to show that, for any η > 0, there exists N0 > N such that for all i = 1, . . . , N , one
has (
λi+bv1Nc(1), . . . , λi+bvqNc(q)
)
∈ Supp µv + (−η, η)q. (9.13)
Indeed, by uniform continuity, for any polynomial P and ε > 0, there exists η > 0 such that, for all
(x1, . . . , xq) in Supp µv + [−1, 1]q and (y1, . . . , yq) in Rq, one has
|yj − xj | < η ⇒
∣∣∣P (x1, . . . , xq)− P (y1, . . . , yq)∣∣∣ < ε
and hence: for all ε > 0, there exist η > 0 and N0 > 1 such that for all N > N0, for all i = 1, . . . , N
max
i=1...N
∣∣∣P (λi+bv1Nc(1), . . . , λi+bvqNc(q) ) ∣∣∣ 6 max
Supp µv+(−η,η)q
∣∣P ∣∣ 6 max
Supp µv
|P |+ ε.
Suppose that (9.13) is not true: there exist η > 0 and (Nk)k>1 an increasing sequence of positive integer
such that for all k > 1, there exists ik such that(
λ
(Nk)
ik+bv1Nkc(1), . . . , λ
(Nk)
ik+bvqNkc(q)
)
/∈ Supp µv + (−η, η)q.
By compactness, one can always assume that ik/Nk converges to u0 in [0, 1]. For all j in {1, . . . , q} except
a possible j0, we have that u0 + vj is a point of continuity for F−1j and so, by Lemma 9.1, λ
(Nk)
ik+bvjNkc(j)
converges to F−1j (u0 + vj). Recall that
Supp µv =
{(
F−11 (u+ v1), . . . , F
−1
q (u+ vq)
) ∣∣∣ u ∈ [0, 1] }.
Then we have, for N large enough and for all u in [0, 1], that
∣∣λ(Nk)ik+bvj0Nkc(j0)− F−1j0 (u+ vj0)∣∣ > η i.e.
dist
(
λ
(Nk)
ik+bvj0Nkc(j0),Supp µj0
)
> η,
which is in contradiction with the fact that for N large enough the eigenvalues of D(N)j0 belong to a small
neighborhood of the support of µj0 .
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9.2 Proof of Corollary 2.2: Wishart matrices
Let r, s1, . . . , sp > 1 and (WN ,YN ) be as in Corollary 2.2 and denote s = s1 + . . .+ sp. We use matrix
manipulations in order to see the norm of a polynomial in the rN × rN matrices WN ,YN ,Y∗N as the
norm of a polynomial in (r + s)N × (r + s)N matrices X˜N , Y˜N , Y˜∗N , Z˜N and some elementary matrices,
where X˜N is a family of independent GUE matrices and Y˜N , Z˜N are modifications of YN ,ZN . We will
obtain the result as a consequence of Theorem 1.6.
Define the (r + s)N × (r + s)N matrices eN = (e(N)0 , e(N)1 , . . . , e(N)p ):
e
(N)
0 =
(
1rN 0rN,sN
0sN,rN 0sN
)
, (9.14)
e
(N)
j =

0rN
0(s1+···+sj−1)N
1sjN
0(sj+1+···+sp)N
 , j = 1, . . . , p. (9.15)
Recall that by definition of the Wishart matrix model for j = 1, . . . , p
W
(N)
j = M
(N)
j Z
(N)
j M
(N)∗
j , (9.16)
where M (N)j is an rN × sjN complex Gaussian matrix with independent identically distributed entries,
centered and of variance 1/rN . Let X˜N = (X˜
(N)
1 , . . . , X˜
(N)
p ) be a family of p independent, normalized
GUE matrices of size (r + s)N × (r + s)N , independent of YN and ZN and such that for j = 1, . . . , p,
the rN × sjN matrix M (N)j appears as a sub-matrix of
√
r+s
r X˜
(N)
j in the following way: if we denote
M˜
(N)
j =
√
r+s
r e
(N)
0 X˜
(N)
j e
(N)
j then
M˜
(N)
j =

0rN M
(N)
j
0(s1+···+sj−1)N
0sjN
0(sj+1+···+sp)N
 . (9.17)
Let Y˜N = (Y˜
(N)
1 , . . . , Y˜
(N)
q ) and Z˜N = (Z˜
(N)
1 , . . . , Z˜
(N)
p ) be the families of (r + s)N × (r + s)N matrices
defined by:
Y˜
(N)
j =
(
Y
(N)
j 0rN,sN
0sN,rN 0sN
)
, j = 1, . . . , q, (9.18)
Z˜
(N)
j =

0rN
0(s1+···+sj−1)N
Z
(N)
j
0(sj+1+···+sp)N
 , j = 1, . . . , p. (9.19)
By assumption, with probability one the non commutative law of YN converges to the law of non
commutative random variables y = (y1, . . . , yq) in a C∗-probability space (A0, .∗, τ, ‖·‖) and for j = 1 . . . p
the non commutative law of Zj converges to the law of a non commutative random variable zj in a C∗-
probability space (Aj , .∗, τ, ‖ · ‖) (we use the same notations for the functionals in the different spaces).
All the traces under consideration are faithful. Let B denotes the product algebra B0 × B1 × · · · × Bp.
We equip B with the involution .∗ and the trace τ˜ defined by: for all (b0, . . . , bp) in B
(b0, . . . , bp)
∗ = (b∗0, . . . , b
∗
p),
τ˜
[
(b0, . . . , bp)
]
=
r
r + s
τ(b0) +
s1
r + s
τ(b1) + · · ·+ sp
r + s
τ(bp).
The trace τ˜ is a faithful tracial state on B. Equipped with .∗, τ˜ and with the norm ‖ · ‖ defined by (1.9),
the algebra B is a C∗-probability space. Define y˜ = (y˜1, . . . , y˜q), z˜ = (z˜1, . . . , z˜q) and e = (e0, . . . , ep) by
y˜j = (yj ,0B1 , . . . ,0Bp), j = 1, . . . , q,
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z˜j = (0B0 , . . . ,0Bj−1 , zj ,0Bj+1 , . . . ,0Bp), j = 1, . . . , p,
ej = (0B0 , . . . ,0Bj−1 ,1Bj ,0Bj+1 , . . . ,0Bp), j = 0, . . . , q.
Lemma 9.3. With probability one, the non commutative law of (Y˜N , Z˜N , eN ) in (M(r+s)N (C), .∗,
τ(r+s)N ) converges to the law of (y˜, z˜, e) in (B, .∗, τ˜).
Proof. Let P be a polynomial in 2p+ 2q + 1 non commutative indeterminates:
τ(r+s)N
[
P (Y˜N , Y˜
∗
N ,ZN , eN )
]
=
r
r + s
τrN
[
P (Y˜N , Y˜
∗
N ,0rN , . . . ,0rN︸ ︷︷ ︸
p
,1rN ,0rN , . . . ,0rN︸ ︷︷ ︸
p
)
]
+
p∑
j=1
sj
s+ r
τsj
[
P (0sjN , . . . ,0sjN︸ ︷︷ ︸
2q+j−1
, Z
(N)
j ,0sjN , . . . ,0sjN︸ ︷︷ ︸
p
,1sjN , 0sjN , . . . ,0sjN︸ ︷︷ ︸
p−j
)
]
−→
N→∞
r
r + s
τ
[
P (y,y∗,0, . . . ,0︸ ︷︷ ︸
p
,1,0, . . . ,0︸ ︷︷ ︸
p
)
]
+
p∑
j=1
sj
s+ r
τ
[
P (0, . . . ,0︸ ︷︷ ︸
2q+j−1
, zj , 0, . . . ,0︸ ︷︷ ︸
p
,1, 0, . . . ,0︸ ︷︷ ︸
p−1
)
]
(9.20)
= τ˜ [P (y˜, y˜∗, z˜, e) ], (9.21)
where the convergence holds almost surely since each term of the sum converges almost surely.
Lemma 9.4. For all polynomials P in 2p+ 2q + 1 non commutative indeterminates, almost surely∥∥P (Y˜N , Y˜∗N ,ZN , eN ) ∥∥ −→
N→∞
‖P (y˜, y˜∗, z˜, e) ‖.
Proof. Lemma 9.4 follows easily since for any polynomial P in 2p+2q+1 non commutative indeterminates,∥∥P (Y˜N , Y˜∗N ,ZN , eN ) ∥∥ is the maximum of the p+ 1 real numbers
• ‖P (Y˜N , Y˜∗N ,0rN , . . . ,0rN︸ ︷︷ ︸
p
,1rN ,0rN , . . . ,0rN︸ ︷︷ ︸
p
)‖,
• ‖P (0sjN , . . . ,0sjN︸ ︷︷ ︸
2q+j−1
, Z
(N)
j ,0sjN , . . . ,0sjN︸ ︷︷ ︸
p
,1sjN , 0sjN , . . . ,0sjN︸ ︷︷ ︸
p−j
)‖, j = 1, . . . , p,
and ‖P (y˜, y˜∗, z˜, e)‖τ˜ is the maximum of the p+ 1 real numbers
• ‖P (y,y∗,0, . . . ,0︸ ︷︷ ︸
p
,1,0, . . . ,0︸ ︷︷ ︸
p
)‖,
• ‖P (0, . . . ,0︸ ︷︷ ︸
2q+j−1
, zj , 0, . . . ,0︸ ︷︷ ︸
p
,1, 0, . . . ,0︸ ︷︷ ︸
p−1
)‖, j = 1, . . . , p.
Let x˜ = (x˜1, . . . , x˜p) be a free semicircular system in C∗-probability space. Let A˜ be the reduced free
product C∗-algebra of B and the C∗-algebra spanned by x˜. We still denotes by τ˜ the trace on A˜ and the
norm considered ‖ · ‖ is given by (1.9) since the trace is faithful. By Voiculescu’s theorem and by the
independence of X˜N and (Y˜N , Z˜N ), with probability one the non commutative law of (X˜N , Y˜N , Z˜N , eN )
in (M(r+s)N (C), .∗, τ(r+s)N ) converges to the non commutative law of (x˜, y˜, z˜, e) in (A˜, .∗, τ˜). Define the
non commutative random variables m˜ = (m˜1, . . . , m˜q) and w˜ = (w˜1, . . . , w˜q) in A˜ by: for j = 1, . . . , q,
m˜j =
√
r + s
r
e0x˜jej , w˜j = e0(m˜j z˜j + m˜
∗
j )
2. (9.22)
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Lemma 9.5. For any polynomial P in p+2q non commutative indeterminates, there exists a polynomial
P˜ in 3p+ 2q + 1 non commutative indeterminates, such that one has(
P (WN ,YN ,Y
∗
N ) 0rN,sN
0sN,rN 0sN
)
= P˜ (X˜N , Y˜N , Y˜
∗
N , Z˜N , eN ), (9.23)
e0P (w˜, y˜, y˜
∗) = P˜ (x˜, y˜, y˜∗, z˜, e).
Proof. We set W˜N = (W
(N)
1 , . . . ,W
(N)
p ) given by: for j = 1, . . . , p,
W˜
(N)
j := e
(N)
0 (M˜
(N)
j Z˜
(N)
j + M˜
(N)∗
j )
2 =
(
W
(N)
j 0rN,sN
0sN,rN 0sN
)
. (9.24)
Let P be a polynomial in p + 2q non commutative indeterminates. By the block decomposition of W˜N
and Y˜N , one has (
P (WN ,YN ,Y
∗
N ) 0rN,sN
0sN,rN 0sN
)
= e
(N)
0 P (W˜N , Y˜N , Y˜
∗
N ).
Furthermore, By definitions of X˜ and W˜: for j = 1, . . . , p
W˜
(N)
j = e
(N)
0 (M˜
(N)
j Z˜
(N)
j + M˜
(N)∗
j )
2
= e
(N)
0
r + s
r
(e
(N)
0 X˜
(N)
j e
(N)
j Z˜
(N)
j + e
(N)
j X˜
(N)
j e
(N)
0 )
2.
Define for j = 1, . . . , p the non commutative polynomial Pj deduced by the formula
Pj(x˜j , z˜j , e) = e0
r + s
r
(e0x˜jej z˜j + ej x˜je0)
2, (9.25)
and define P˜ deduced by
P˜ (x˜, y˜, y˜∗, z˜, e) = e0 P
(
P1(x˜1, z˜1, e), . . . , Pp(x˜p, z˜p, e), y˜, y˜
∗
)
. (9.26)
The polynomials are defined without ambiguity if x˜, y˜, y˜∗, z˜, e are seen as families of non commutative
indeterminates (without any algebraic relation) instead of non commutative random variables. Remark
that, by definition, for all j = 1, . . . , p the non commutative random variable wj equals Pj(x˜j , z˜j , e).
Hence it follows as expected that(
P (WN ,YN ,Y
∗
N ) 0rN,sN
0sN,rN 0sN
)
= P˜ (X˜N , Y˜N , Y˜
∗
N , Z˜N , eN ),
e0P (w˜, y˜, y˜
∗) = P˜ (x˜, y˜, y˜∗, z˜, e).
It is well known as a generalization of Voiculescu’s theorem that, under Assumption 1 separately for
Z
(N)
1 , , . . . , Z
(N)
p ,YN and by independence of the families, with probability one the non commutative law
of (WN ,YN ) in (MN (C), .∗, τN ) converges to the non commutative law of (w,y) in a C∗-probability
space (A, .∗, τ, ‖ · ‖) with faithful trace, where
1. w = (w1, . . . , wp) are free selfadjoint non commutative random variables,
2. y = (y1, . . . , yq) is the limit in law of YN ,
3. w and y are free.
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For any polynomial P in p+ 2q non commutative indeterminates
τ [P (w,y,y∗)] = lim
N→∞
τrN
[
P (WN ,YN ,Y
∗
N )
]
= lim
N→∞
r + s
r
τ(r+s)N
[(
P (WN ,YN ,Y
∗
N ) 0rN,sN
0sN,rN 0sN
) ]
= lim
N→∞
r + s
r
τ(r+s)N
[
P˜ (X˜N , Y˜N , Y˜
∗
N , Z˜N , eN )
]
=
r + s
r
τ˜
[
P˜ (x˜, y˜, y˜∗, z˜, e)
]
=
r + s
r
τ˜
[
e0P (w˜, y˜, y˜
∗)
]
,
where the limits are almost sure. In particular we obtain that, for all polynomials P in p + 2q non
commutative indeterminates, one has
‖e0P (w˜, y˜, y˜∗)‖ = ‖P (w,y,y∗)‖. (9.27)
By Lemmas 9.3 and 9.4, the family of (r+s)N×(r+s)N matrices (Y˜N , Z˜N , eN ) satisfies the assumptions
of Theorem 1.6, hence for all polynomials P in 3p+ 2q + 1 non commutative indeterminates, with P˜ as
in Lemma 9.5, almost surely one has
‖P˜ (X˜N , Y˜N , Y˜∗N , Z˜N , eN )‖ −→
N→∞
‖P˜ (x˜, y˜, y˜∗, z˜, e)‖. (9.28)
Remark that
‖P (WN ,YN ,Y∗N )‖ =
∥∥∥∥ ( P (WN ,YN ,Y∗N ) 0rN,sN0sN,rN 0sN
) ∥∥∥∥ = ‖P˜ (X˜N , Y˜N , Y˜∗N , Z˜N , eN )‖,
‖P˜ (x˜, y˜, y˜∗, z˜, e)‖ = ‖e0P (w˜, y˜, y˜∗)‖ = ‖P (w,y,y∗)‖.
Together with (9.28), this gives the expected result.
9.3 Proof of Corollary 2.4: Rectangular band matrices
We only give a sketch of the proof. Details are obtained by minor modification of the proofs of Corollaries
2.2 and 2.3. Let H be as in Corollary 2.4:
H =

A1 A2 . . . AL 0 . . . . . . 0
0 A1 A1 . . . AL 0
...
... 0 A1 A2 . . . AL 0
. . . . . . . . . . . .
...
...
...
. . . . . . . . . . . . 0
0 . . . . . . 0 A1 A2 . . . AL

. (9.29)
We start with the following observation: the operator norm of H is the square root of the operator norm
of H∗H, which is a square block matrix. Its blocks consist of sums of tN×tN matrices of the form A∗lAm,
l,m = 1 . . . L. By minor modifications of the proof of Corollary 2.2, we get the almost sure convergence
of the normalized trace and of the norm for any polynomial in the matrices AN = (A∗lAm)l,m=1..L as N
goes to the infinity. By Proposition 7.3, we get that the convergences hold for square block matrices and
in particular for any polynomial in H∗H. Hence the result follows by functional calculus.
A A theorem about norm convergence, by D. Shlyakhtenko1
Lemma Let (A, τ) be a C∗-algebra with a faithful trace τ , and consider B to be the universal C∗-algebra
generated by A and elements L(1), . . . , L(n) satisfying L(i)∗xL(j) = δi=jτ(x) for all x ∈ A. Moreover,
consider the linear functional ψ determined on ∗ −Alg(A, {L(j)}j) by:
1Research supported by NSF grant DMS-0900776
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ψ|A = τ ,
ψ(x0L
(i1)x1 · · ·xk−1L(ik)xky0L(j1)∗y1 · · · yl−1L(jl)∗yl) = 0 whenever x1, . . . , xk, y0, . . . , yl ∈ A and at
least one of k and l is nonzero.
Then ψ extends to a state onB having a faithful GNS representation. Moreover, (B,ψ) ∼= (A, τ)∗(E , φ)
where (E , φ) is the C∗-algebra generated by n free creation operators `1, . . . , `n on the full Fock space
F(Cn) and φ is the vacuum expectation.
Sketch of proof. Consider the A,A-Hilbert bimodule H = L2(A, τ)⊗A with the inner product
〈ξ ⊗ a, ξ′ ⊗ a′〉A = 〈ξ, ξ′〉L2(τ)a∗a′
and the left and right A actions given by
x · (ξ ⊗ a) · y = xξ ⊗ ay.
Let B be the extended Cuntz-Pimsner algebra associated to H⊕n (see [30]), i.e. the universal C∗-algebra
generated by A and operators Lh : h ∈ H satisfying the relations
L∗hLg = 〈h, g〉A, h, g ∈ H⊕n
aLhb = Lahb, h ∈ H⊕n, a, b ∈ A.
It follows from the results of [32] that if we denote by (Bˆ, ψˆ) the free product (A, τ) ∗ (E , φ), then:
`∗i x`j = δi=jτ(x), ∀x ∈ A,
ψˆ(x0`i1x1 · · ·xk−1`ikxky0`∗j1y1 · · · yl−1`∗jlyl) = 0, ∀x1, . . . , xk, y1, . . . , yl ∈ A, k + l > 0
If h = (
∑
i ξ
(k)
i ⊗ a(k)i )nk=1 ∈ (A⊗A)⊕n ⊂ H⊕n is a finite tensor, write
`h =
∑
k,i
ξ
(k)
i `ka
(k)
i .
It then follows that
`∗h`g = 〈h, g〉A, h, g ∈ H⊕n
a`hb = `ahb, a, b ∈ A, h ∈ H⊕n
which in particular means that ‖`h‖22 = ‖`∗h`h‖ = ‖h‖2 so that the mapping h 7→ `h is an isometry. We
then extend ` to a map from H⊕n into Bˆ. Note that the extension of ` still satisfies a`hb = `ahb whenever
a, b ∈ A and h ∈ H⊕n.
From this we see that (by the universal property of B) there exists a ∗-homomorphism pi : B → Bˆ,
so that ψ = ψˆ ◦ pi. Thus all we need to prove is that pi is injective. But by [30, Prop. 3.3], it follows that
B is isomorphic to the Toeplitz algebra T (since in this case obviously 〈H⊕n,H⊕n〉A = A) acting on the
Fock space F = ⊕k>0(H⊕n)⊗Ak. If we denote by E the canonical conditional expectation from T onto
A and consider the state θ = τ ◦ E, then the resulting Hilbert space is the closure of F in the (faithful)
norm ‖ξ‖ = τ(〈ξ, ξ〉A)1/2; from this we see that the GNS representation of B associated to the state θ on
B is faithful. Since Bˆ is exactly this GNS representation, it follows that pi is injective.
If AN is a sequence of C∗-algebras and ω ∈ βN \ N is a free ultrafilter, we shall denote by
A =
ω∏
AN
the quotient
ω∏
AN =
( ∞∏
N=1
AN
)
/
{
(aj)
∞
N=1 : lim
N→ω
‖aN‖ = 0
}
.
Then A is a C∗-algebra.
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Let now X(j)N , j = 1, . . . , n, N = 1, 2, . . . be self-adjoint random variables and assume that X
(j),
j = 1, . . . , n are such that for any non-commutative polynomial P ,
τN (P (X
(1)
N , . . . , X
(n)
N )) → τ(P (X(1), . . . , X(n)))
‖P (X(1)N , . . . , X(n)N )‖ → ‖P (X(1), . . . , X(n))‖.
Let L(j), j = 1, . . . , n be a family of free creation operators, free from each other and from {X(j)N }N,j ∪
{X(j)}j . In other words, they satisfy:
L(j)∗xL(j) = τ(x), ∀x ∈ C∗({X(j)N }N,j ∪ {X(j)}j)
We use the notations
AN = C
∗(X(1)N , . . . , X
(n)
N ), BN = C
∗(X(1)N , . . . , X
(n)
N , L
(1), . . . , L(n))
A = C∗(X(1), . . . , X(n)), B = C∗(X(1), . . . , X(n), L(1), . . . , L(n))
and we denote by τN and ψN the respective states on AN and BN (∼= (AN , τN ) ∗ (E , φ)). We denote by
τ and ψ the respective states on A and B (∼= (A, τ) ∗ (E , φ)).
Consider now the ultrapowers
A =
ω∏
AN ⊂ B =
ω∏
BN .
The formula
ψ : (xN )
∞
N=1 7→ lim
N→ω
ψN (xN )
defines a state on B.
We shall denote by Xˆ(j) ∈ A the sequence (X(j)N )Nj=1. Then by assumption, we have that the map
α taking X(j) to Xˆ(j) extends to a state-preserving isomorphism from (A, τ) into B with range Aˆ =
C∗(Xˆ(1), . . . , Xˆ(n)).
We shall also denote by Lˆ(j) the constant sequence (L(j))∞N=1 ∈ B. Then for any element of Aˆ
represented by the sequence x = (xN )∞N=1 we have:
Lˆ(j)∗xLˆ(i) = δi=j(τN (xN ))∞N=1
which (since the L2 and operator norms coincide on multiples of identity) is equal to τ(x)1δi=j ∈ A. It
follows from the universality property that
Bˆ
def
= C∗(Xˆ(1), . . . , Xˆ(n), Lˆ(1), . . . , Lˆ(n))
is a quotient of (A, τ) ∗ (E , φ), the quotient map β determined by the fact that it is α on A and takes `j
to Lˆ(j). On the other hand, if we consider the GNS-representation pi of Bˆ with respect to the restriction
of ψ, we easily get (by freeness from Aˆ and {Lˆ(j)}j) that the image is isomorphic to (A, τ) ∗ (E , φ). Thus
pi ◦ β = id so that actually
β : (A, τ) ∗ (E , φ)→ Bˆ = C∗(Xˆ(1), . . . , Xˆ(n), Lˆ(1), . . . , Lˆ(n))
is an isomorphism.
Consider now a non-commutative ∗-polynomial P . Then
‖P (X(1), . . . , X(n), `(1), . . . `(n))‖(A,τ)∗(E,φ) = ‖P (Xˆ(1), . . . , Xˆ(n), Lˆ(1), . . . , Lˆ(n))‖B
= lim
N→ω
‖P (X(1)N , . . . , X(n)N , L(1), . . . , L(n))‖BN .
Since the left hand side does not depend on ω, we have proved:
Theorem A.1. Let X(j)N ∈ (AN , τN ), j = 1, . . . , n, N = 1, 2, . . . be self-adjoint random variables and
assume that X(j) ∈ (A, τ), j = 1, . . . , n are such that for any non-commutative polynomial P ,
τ(P (X
(1)
N , . . . , X
(n)
N )) → τ(P (X(1), . . . , X(n)))
‖P (X(1)N , . . . , X(n)N )‖AN → ‖P (X(1), . . . , X(n))‖A.
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Let (`1, . . . , `n) ∈ E be free creation operators, and let BN = (E , φ)∗(AN , τN ), B = (E , φ)∗(A, τ). Assume
that the traces τj are faithful. Then for any non-commutative ∗-polynomial Q,
‖Q(X(1)N , . . . , X(n)N , `1, . . . , `n)‖BN → ‖Q(X(1), . . . , X(n), `1, . . . , `n)‖B .
It should be noted that if S1, . . . , Sn are free semicircular variables, free from {X(j)N }N,j∪{X(j)}j , then
CN = C
∗(X(1)N , . . . , X
(n)
N , S1, . . . , Sn) is isometrically contained inBN , while C = C
∗(X(1), . . . , X(n), S1, . . . , Sn)
is isometrically contained in B. Thus the analog of Theorem A with `j ’s replaced by a free semicircular
family also holds.
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