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Resumo 
Neste trabalho, estudamos a equação - 6 u + >.u = uP em n, em que 
1 ~ p ~ ~!~, n é um domínio aberto em JRn, com n ~ 3. Damos atenção 
especial ao problema com condição de Neumann na fronteira em domínios 
lipschit7.ianos no caso crítico, ou seja, p = ~!;. O resultado principal di7. 
respeito à existência de soluções fracas em domínios que satisfa1.em determi-
nadas condições bastante gerais. Em particular, resolvemos o problema de 
Neumann na semibola. Na segunda parte do trabalho, estudamos domínios 
simétricos e encontramos soluções positivas que preservam a simetria do 
domínio. Também analisamos quando as soluções minimi7.antes preservam 
parte da simetria do domínio. 
Abstract 
In this work, we study the equation - 6 u + >.u = uP em n, where 
1 ~ p ~ :!; , n is an open domain in JRn, with n ~ 3. We give special 
attention to the criticai problem, that is, p = ~!;, with Neumann boundary 
condition in Lipscht7.ian domains. The main result is on the existence of 
weak solutions in domains that satisfy some fairly general conditions. In 
particular, we solve the problem in a semiball. In the second part of the 
work, we study symmetric domains and find positive solutions that preserve 
the symmetry of the domain. We investiga te, also, if the minimi1.ing solutions 
preserve some of the symmetry of the domain. 
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1 Introdução 
Neste trabalho, estudamos o problema r "'u+Àu uP em n 8u o em r1 (P>.) 811 
u o em f o 
u > o em n 
em que 1 ~ p ~ ~!;, n é um domínio aberto em Rn, com n ~ 3, fo e f 1 são 
subconjuntos abertos e disjuntos de an, com fronteira comum 'Y· 
No caso de condição de Dirichlet na fronteira {f o= 80), este problema foi 
estudado por Brezis-Nirenberg [14). Por outro lado, Adimurthi-Mancini [2) e 
Wang [52) consideraram (P>.) para domínios com fronteira C2 . No Capítulo 2, 
daremos um pequeno histórico deste problema. 
Aqui, damos atenção especial ao caso crítico, p = ~!;, e a domínios lip-
schitzianos, que em geral não têm maior regularidade. Procuramos soluções 
via mínimos do funcional 
Q ( ) _ 11 Vu 11~ +À 11 u 11~ >. u - 2 11 u llp+l 
Para estabelecermos os resultados principais, precisamos de algumas defi-
nições. 
Definição 1 Seja P um ponto em an, de modo que a fronteira numa vizi-
nhança de P é lipschitziana. Uma carta diferenciável em P é um difeo-
morfismo de Bp(P) em Rn 
em que C p é um cone em Rn ( isto é um domínio invariante por homotetia não 
necessariamente convexo), que leva P em O, Bp(P)nO em Cp, e Bp(P)nan 
em 8Cp, e tal que a matriz jacobiana de A em Pé a identidade. 
Definição 2 Dizemos que O satisfaz Hipótese D se, para cada ponto P em 
r 1, tivermos uma carta diferenciável A como acima. 
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Definimos funções C(x') e w(x') de Rn- 1 em R, com 
X= (x',xn) E Cp {::} Xn > C(x') 
e 
X E n {::} Xn > C(x') + w(x'). 
Como A(x) é uma carta diferenciável, vemos que w(x') é uma função C1 . 
Definimos as seguintes funções (em que y = (r, O) E F-1 e u0 E Rn-1 é 
uma direção qualquer, em que W apresenta maior crescimento): 
'T'() }" ~ 
'.1'1 y =liDE-tO~
Definição 3 Um ponto P E an tem curvatura média generalizada po-
sitiva, se 
oo n-2 k ~1 (r) (1 ~ r2)n dr >O, 
e 
Na próxima definição, utili:zamos a notação 
ord(\ll(x)) = f(t) , onde f: R~ IR. 
Ela significa que Cd(t) < w(tu0 ) < C2 j(t), para determinadas constantes 
C1 e C2, e qualquer t suficientemente pequeno. Isto significa que 
l\ll(x)l = O(f(lxl)) , mas l\li(x)l =/= o{f(lxl). 
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Diremos que 
!1(t) = ord(w(x)) > ord(<P(x)) = h(t), 
se f2(t) = o(JI(t)), ou seja lim 1
1
2((t)) =O. 
x__.O 1 t 
Definição 4 Um ponto P tem aproximação crítica, se 
ord(w) t 3, para n > 4, 
ord(w) t 3 llog(t)l), para n = 4, 
ord(w) t2 , para n = 3. 
Definição 5 
8n .- inf PEO 8 p, 
em que Wn é a área da esfera de raio 1 em dimensão n. 
Não encontrei tais definições na literatura. A primeira estende a noção 
de variedades diferenciáveis, com o custo de considerarmos cones no lugar 
de JR!l. É interessante notar que conseguimos resolver alguns problemas, 
mesmo trabalhando em condições tão desfavoráveis. A segunda definição é 
uma definição técnica e apenas define o tipo de domínio que iremos estu-
dar. A terceira definição estende a noção de curvatura média para pontos 
em que a fronteira não é C2 • Ela coincide com a definição usual quando a 
curvatura média é não nula. Isto é, se um ponto tem fronteira C2 e cur-
vatura média usual positiva, então este ponto também tem curvatura média 
generali1.ada positiva. No entanto, quando a curvatura média usual é nula, 
o ponto pode ter curvatura média generali1.ada positiva. Isto depende essen-
cialmente do lado do plano tangente para o qual a fronteira se curva. Em 
geral, chamando C p o cone tangente, se n estiver inteiramente contido num 
lado do cone tangente, o ponto tem curvatura média generali1.ada positiva. 
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A quarta definição é também uma definição técnica, mas me parece que seu 
uso no Teorema 1 abaixo é necessário. Isto é, se a aproximação for menor que 
a crítica, não haverá soluções minimizantes. A definição nos dá informação 
sobre o "tamanho" dos ângulos da fronteira de n. No teorema a seguir, a 
restrição é a existência de P E 80 tal que e P = e11 . Isto é trivialmente ver-
dadeiro para os domínios mais comuns. Por um lado não me parece uma re-
strição forte, mas por outro lado, não me parece necessária. Entretanto, sem 
esta condição, surgem muitos problemas técnicos, que não consegui superar. 
Chamaremos de >. 1, o primeiro autovalor do problema linear correspondente. 
O Teorema principal é enumciado a seguir. A constante K(O) será definda 
logo depois. 
Teorema 1 Seja n um domínio aberto e limitado de JRn com fronteira an = 
r oU r 1 U '' satisfazendo a hipótese D, com Cp um cone convexo para cada 
ponto de r 1 U 'Y. Suponhamos que exista um ponto P E r 1 tal que e p = 8n e 
com curvatura média generalizada positiva e aproximação maior que a crítica. 
Então, para>. > >.1 , o problema (P>.) tem uma solução fraca U>., que minimiza 
o funcional Q>.. Temos ainda que Q>.(u>.) < K(n) = (wn/:n)2/n. 
A principal novidade deste teorema é relaxar as hipóteses de regularidade 
sobre os pontos da fronteira em que temos a condição de Neumann. Como 
exemplo que será usado na sequência, citamos a semibola, ou mais geralmente 
a metade de um domínio simétrico. 
No decorrer do trabalho, obtemos uma generalização da desigualdade de 
Cherrier, a saber: 
Existe uma constante K(O), tal que para qualquer f >O, existe B(f), tal 
que 
11 v 11~:::; (K(n) +f) 11 \?v 11~ +E( f) 11 v 11~, 
n-2 
para qualquer v em H 1(0). 
Cherrier [1 7] provou a desigualdade acima para domínios C 1 , e obteve o 
valor de K(O) para estes domínios como sendo 
6 
em que S é a melhor constante de Sobolev. 
' Aqui, provamos esta desigualdade para a classe mais geral de domínios 
lipschtzianos. Também damos valores de K(O) para uma ampla classe de 
domínios. 
Na segunda parte do trabalho supomos tanto o domínio quanto os subcon-
juntos nos quais a fronteira é dividida, simétricos com respeito a um plano 
e examinamos a simetria das soluções minimizantes. Provamos o seguinte 
resultado, onde denominamos j-plano, um hiperplano de dimensão j: 
Teorema 2 Se O, f 0 e f 1 são simétricos em relação a um j-plano, então as 
soluções minimizantes tem um (j + 1)-plano de simetria. Existem soluções 
simétricas em relação ao j-plano, as quais não são necessariamente soluções 
minimizantes. 
Também construiremos soluções não minimizantes em domínios com sime-
tria em relação a todos os (n-1)-planos coordenados, e soluções que trocam 
de sinal para o problema 
{ 
-6 U + .ÀU 
8u 
é} v 
7 
em n 
em an. 
2 Um breve histó,rico 
2.1 O Problema de Yamabe 
Neste capítulo, usaremos a notação p* = :!~, notando que p* + 1 é o o 
maior valor de p, para o qual existe a imersão H 1(0) c.......t V'(O), se a fronteira 
de n é lipschtziana. 
O primeiro trabalho, que trata de um problema com expoente crítico, 
usando métodos similares aos utilizados no Capítulo 3, é relacionado ao 
Problema de Yamabe. Em 1959, Yamabe estudou o problema de deformar 
continuamente uma variedade riemanniana n-dimensional M, cuja curvatura 
escalar é R(x), a outra de curvatura escalar constante R. A equação rela-
cionada a este problema é 
-. 4(n-1) 
- RuP = -Ru + !::,. u, 
n-2 (1) 
onde !::,. é o operador de Laplace-Beltrami. 
No artigo [56], Yamabe apresentou uma demontração da existência de 
soluções do problema para qualquer variedade compacta, conseguindo essas 
soluções através de limites de soluções de equações do tipo (1), mas com 
um expoente menor que p* no primeiro termo. Entretanto, Trudinger [51], 
em 1968, encontrou uma incorreção na demonstração, originada da perda 
de compacidade do funcional associado à equação. Tal incorreção não é 
facilmente contornável. Trudinger mostrou que a existência de soluções para 
a equação (1) era equivalente a 
.X(M) <a, 
onde a é uma constante positiva e À é o ínfimo do seguinte funcional sobre 
todas as métricas conformes à métrica de M: 
Deste modo, encontrou soluções de (1) no caso em que .X{M) ~ O, em parti-
cular no caso de M ter curvatura escalar média não positiva (f M R dJ-l ~ O). 
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Nesse, mesmo artigo, ele demonstrou que as soluções de uma equação da 
forma (1) pertencem a C00 (M). 
Aubin [9], em 1976, mostrou que 
e analisando métricas da forma g = cf>g, com suporte de c/J em torno de um 
ponto P, demonstrou a existência de soluções de (1), quando a dimensão de 
M é maior que 5 e a variedade M não é localmente conformalmente plana. 
Finalmente, em 1984, Schoen [47] completou a demonstração, obtendo 
soluções de (1) quando a dimensão de M é menor que 6 ou a variedade 
M é localmente conformalmente plana. Para uma visão mais detalhada do 
Problema de Yamabe, além das obras citadas, recomendamos o artigo de 
Lee-Parker [29) ou o livro de Aubin [10), sendo que este não trata da parte 
feita por Schoen. 
2.2 O Problema de Dirichlet 
A utilização dos métodos aplicados no Problema de Yamabe, começaram 
a ser usados para problemas mais gerais pelo problema de Dirichlet. 
Primeiramente uma questão de notação que nos acompanhará neste his-
tórico. Quando se trata do problema de Dirichlet, normalmente se usa a 
equação- f:.. u- Àu = uP. A notação que eu usei é a usada para o problema 
de Neumann: -f:.. u + Àu = uP (não consegui descobrir a razão). Como, 
neste trabalho, vou tratar principalmente do Problema de Neumann ou misto, 
resolvi manter a notação também nesta seção. Isso acarretará uma mudança 
de sinal, com relação às referências, em todos os resultados apresentados. 
Pohozaev [43), em 1965, demonstrou que o problema 
em n 
em n 
não possui soluções positivas para À ~ o e n estritamente estrelado. Já 
era sabido que o valor p* era crítico com relação ao método variacional em 
espaços de Sobolev, mas este resultado mostrava que p* era um expoente 
crítico independente do método utilizado. É fácil mostrar que o problema 
também não possui soluções positivas para À < À1, onde À1 é o primeiro 
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autovalor do problema (pela mesma questão de notação mencionada acima, 
notar que · · · ~ À2 < À1 < O) 
o em o 
o em ao 
Este resultado desestimulou pesquisas no problema com o expoente crítico, 
até 1983, quando Bre?.is-Nirenberg [14], utili1.ando métodos similares aos us-
ados na resolução do problema de Yamabe, demonstraram que o problema 
tinha soluções positivas quando .X1 < .X < O, para n > 3. Isso se segue do 
fato por eles mostrado que existem soluções positivas quando o ínfimo do 
seguinte funcional é menor que uma determinada constante positiva: 
Q ( ) _ 11 Y'u 11~ + 11 u 11~ ~ u - 11 llp*+l u p•+l 
As soluções que minimi1.am o funcional Q ~ são chamadas soluções mini-
mi?.antes. Definindo 
S~(O) := inf Q~(u), 
ueHJ(n) 
(D~) possui solução quando 
S~(O) < S~(JRn) = S, 
onde Sé a melhor constante para a imersão de Sobolev. Analisando funções 
concentradas em pontos interiores a O, eles mostraram que isto acontece para 
.X 1 <.X< O, se n > 3, e para .X1 <.X< x•, se n = 3, onde .X* é negativo. Eles 
encontraram o valor de .X* para O= Bn(r), uma bola de raio r, e neste caso 
.X* = .XI/4. Um refinamento destas idéias levou Lions [31] [32], em 1984, a 
desenvolver o método de concentração-compacidade. 
Bre?.is-Nirenberg também provaram que o funcional em HJ (O) 
F~(u) = ~ 11 V'u 11~ +~.X 11 u 11~ - p* ~ 1 11 u 11::ti 
satisfa?. a condição de Palais-Smale (P S)c, se c < 8~2 • Utili1.ando o teorema 
do passo da montanha, puderam também encontrar soluções de (D~). É 
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fácil mostrar que as soluções achadas nos dois casos são as mesmas, mas este 
segundo método pode ser generalizado para um segundo membro do tipo 
f(x, u) no lugar de uP". 
Posteriormente, em 1984, Struwe [48] demonstrou que os valores c, em 
que a condição de Palais-Smale (PS)c não é válida para o funcional F~(u) 
em HJ(O), são 
sn/2 
c= Co+ k--,k E IN, 
n 
onde Co= F~(u~) com u~ solução de (D~). 
Um outro tipo de resultado foi obtido por Bahri-Coron [11], que, em 1988, 
obtiveram soluções positivas de (D~) com À= O em domínios com topologia 
não trivial. Um problema ainda não respondido satisfatoriamente é o de 
determinar para quais domínios, o problema (D~) com À = O possui uma 
solução positiva. 
2.3 O Problema de Neumann 
Em 1991, Adimurthi-Mancini [2] e Wang [52], independentemente, ob-
tiveram soluções positivas do problema de Neumann em domínios C2 , onde 
À>O 
{ 
- b U + ÀU = uP" em 0 
~ = o em an 
1 
Neste caso, vemos facilmente que u = À~>•- 1 é solução, e portanto devemos 
procurar por soluções não constantes. 
Por um lado, Adimurthi-Mancini procuraram por mínimos do funcional 
em H 1(0) 
Q (u) = 11 Vu 11ª + 11 u 11ª ). 11 llp"+l u p"+l 
e mostraram que existia u E H 1 (O) tal que 
s Q~(u) < 22/n. 
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Já havia sido mostrado por Adimurthi-Yadava [6], em 1990, com um método 
similar ao utili:zado por Bre:zis-Nirenberg, que, se ' 
. s 
mf Q>..(u) <-
uE H' (O) 22/n' 
então o ínfimo era atingido e existiam soluções positivas, talve:z constantes, 
de (N>..)· Um ponto essencial nesta demonstração é a desigualdade de Cher-
rier [17], provada em 1984: 
Seja O um domínio C 1 e u E H 1(0). Então 'Vf E JR+, ~B(f), tal que 
11 u 11:2_:>2 ~ ( 2~n +f) 11 V'u 11~ +B(f) 11 u 11~. 
Por outro lado, Wang, também usando um método similar ao usado por 
Bre:zis-Nirenberg, mostrou que o funcional em H 1 (0) 
) 1 2 1 I 112 1 I p"+l F>..(u = 2 11 Y'u lb +2>. I u 2-p* + 1 11 u lp·+l 
satisfa:z a condição de Palais-Smale (P S)c, se c < s;~2 • Utili:zando o teorema 
do passo da montanha, também encontrou soluções positivas de (N>..)· Como 
no caso do problema de Dirichlet, as soluções encontradas são as mesmas nos 
dois métodos. 
Analisando o valor do respectivo funcional, ambos mostraram, para À 
suficientemente grande, que estas soluções não são constantes. 
Com respeito a existência de soluções não constantes para >. positivo e 
suficientemente pequeno, temos dois resultados de natureza oposta. Por um 
lado, Adimurthi-Yadava [7] e Budd-Knaap-Peletier [15] mostraram que o 
problema (N>..) para a bola, com n = 3, 4, 5 e 6, admite soluções radiais não 
constantes. Isto não era esperado, pois Lin-Ni-Takagi [30] haviam mostrado, 
para o caso subcrítico, que não havia soluções não constantes, quando >. é 
pequeno. 
Por outro lado, Adimurthi-Yadava [8] mostraram que as soluções mini-
mi:zantes são constantes para ). pequeno. 
Em 1990, Grossi-Pacella [27] demonstraram que os valores c, em que 
a condição de Palais-Srnale (PS)c não é válida para o funcional F>..(u) em 
H 1(0), são 
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sn/2 
c= c0 + k~, k E N, 
onde c0 = F>.(u>.) com U>. solução de (N>.)· 
Com respeito ao problema misto (supomos an =f ou 'Yd 
{ 
- 6 U + ÀU = uP* em 0, 
(M>.) u = O em fo 
~ = o em rl 
ternos que o resultado de Adimurthi-Mancini pode ser estendido ao caso em 
que fo e rl formam urna separação de an, ou seja, ambos são fechados em 
an. Neste caso, procuramos mínimos do funcional Q>. em 
V= { u E H 1(D.); u =O em f 0}. 
Em 1988, Lions-Pacella-Tricarico [33] provaram que, em um domínio com 
um número finito de "ângulos convexos", existem soluções de (M>.), se 
S>. := inf Q>.(u) < S, 
uEV 
onde S é urna constante que depende da constante isoperimétrica de n rela-
tivo a rl. 
Com respeito a soluções u, tais que Q>.(u) < 2fJn, Grossi [26] provou, 
em 1995, a existência, em domínios estritamente convexos, de soluções que 
satisfazem 
S (sn/2 )2/n 
22/n < Q>.(u) < -2- + S>. 
Wang [54] também encontrou soluções deste tipo, mas em domínios pares. 
2.4 Propriedades das soluções 
Ni-Takagi [36], em 1991, observaram que as soluções do problema de 
Neurnann subcrítico se concentram em determinados pontos, se fizermos À 
tender a infinito. Mais exatamente as soluções minirnizantes U>. de 
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{ 
- 6 U + ). U = uP em 0 
~=0 eman 
com 1 < p < p* e >. suficientemente grandes, possuem apenas um ponto de 
máximo X>., que pertence à fronteira do domínio. Além disso, a solução U>., 
com >. tendendo a infinito, fica arbitrariamente pequena fora de um bola de 
raio 8 em torno de X>,. Em 1993, eles [37] demonstraram que estes máximos se 
acumulam, quando >. tende a infinito, em pontos de curvatura média máxima. 
Em 1993, Adimurthi-Pacella-Yadava [4] demonstraram resultados aná-
logos para o problema crítico. De fato, demonstraram que, se n ~ 7, as 
soluções U>. de N>., com 
s 
Q>.(U>.) < 22/n' 
possuem apenas um ponto de máximo, para >. grande. Este tipo de solução 
é chamada de solução de energia baixa. No caso de soluções minimi:zantes, 
estes pontos se acumulam em pontos de curvatura média máxima, quando 
>. tende a infinito. Também encontraram, para qualquer ponto Xo E an 
com curvatura média máxima, soluções minimi:zantes U>., cujos máximos se 
acumulam em xo. Para n = 5 e 6, Wang [53] provou o mesmo resultado. E 
Pan-Xu (41], em 1996, provaram para n = 4. 
Adimurthi-Pacella-Yadava [5], em 1995, generali:zando o caso anterior, 
mostraram que os pontos de acumulação de máximos de soluções de energia 
baixa de (N>.) estão entre os pontos críticos da função curvatura média. 
A recíproca foi mostrada ainda em 1995 por Adimurthi-Mancini-Yadava [3]. 
Eles provaram que, se Xo E an é um ponto crítico da função curvatura média, 
e tem curvatura média positiva, então existem soluções de baixa energia de 
(N>.), cujos máximos se acumulam em x 0 , quando >.tende a infinito. 
Outra propriedade, encontrada em 1989 independentemente por Han (28] 
e Rey [45] (46], é o comportamento assintótico das soluções minimi:zantes de 
(D>.), para n ~ 4, quando >. tende a O. Eles provaram que 
IY'ufl2 --+ k8x0 no sentido de distribuições, (2) 
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onde x0 é um ponto crítico da função c/>(x) = g(x, x), e g(x, y) é a parte regular 
da função de Green correspondente. Ni-Wei [38] provaram um resultado 
semelhante, mas, em seu artigo, x0 é um máximo da função distância ao 
bordo d(., 80). Esta relação entre os pontos críticos da função de Green e 
da função distância é, em si, um resultado interessante. Rey [ 46], em 1990, 
demonstrou que, para cada x0 , ponto crítico de c/>(x), temos uma sequência 
de soluções U>., que satisfazem 2, para n ~ 5. Para o problema de Neumann, 
o comportamento assintótico das soluções minimizantes, quando À tende a 
infinito, foi estudado em [5] e [3]. 
2.5 Soluções simétricas 
Uma linha de pesquisa é a busca de propriedades de simetria de todas ou 
de parte das soluções, quando se trabalha em domínios com alguma forma 
de simetria. Em 1979, Gidas-Ni-Nirenberg [25] mostraram que as soluções 
do problema 
(F) { -6 u = f(u) em n u = o em n 
são simétricas em relação a um plano, desde que n seja simétrico em relação 
ao mesmo plano, e convexo nas direções ortogonais ao plano. Além da sime-
tria, eles provaram que as soluções são decrescentes ao se afastarem do plano. 
Em particular, numa bola, as soluções são radiais. Para isso eles utilizaram 
o método do plano móvel ( "moving planes"). 
Para o problema de Neumann, foi provado que há ruptura de simetria 
( "symmetry breaking"), ou seja, existem funções f ( u) tal que as soluções do 
problema de Neumann análogo a (F) não são simétricas. 
Em 1991, Ni-Takagi [36], usando propriedades de simetrização, provaram 
que, quando n é uma bola ou um anel, as soluções minimizantes U>. do 
problema subcrítico, onde O(J(u)) < uP· 
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f(u) 
- o 
em n 
em an 
são axialmente simétricas com relação a uma reta que passa pelo ponto de 
máximo P da solução. Mais ainda, U>. é decrescente na direção 8 a partir de 
P. Eles exigiram que a função f ( u) fosse analítica. 
Em 1996, Lopes [34] demonstrou que as funções que minimizam funcionais 
invariantes por rotação, em um domínio n, que seja uma bola ou um anel, são 
axialmente simétricas. Seu método, que utiliza o princípio da continuação 
única, evita os problemas de convexidade do domínio e de analiticidade das 
funções envolvidas. No seu caso, a não-linearidade f também pode depender 
de x. Além disso, seu método se aplica a sistemas de equações. 
Outra linha de pesquisa é a busca de soluções simétricas, quando se tra-
balha em domínios com alguma forma de simetria. Wang [54] e [55] encontrou 
soluções simétricas para o problema (N>.), supondo que o domínio n fosse 
invariante por um grupo cíclico de isometrias de JRn e algumas condições 
técnicas. Em especial em domínios pares, como já citado. Ele utiliza o 
Princípio da criticalidade simétrica de Palais [39]. 
Comte e Knaap[20] e [21] encontraram soluções simétricas com relação a 
um plano, para o problema a seguir, onde n é um domínio simétrico com 
relação ao mesmo plano, 
{ 
- 6 U + ~ = lulP"-lu em 0 
av = o em an. 
Estas soluções não possuem sinal definido em n. Em particular, elas 
acharam uma infinidade de soluções na bola Bn, cada uma com i regiões 
nodais, i = 1, 2, · · ·, ou seja, regiões conexas maximais onde a solução possui 
um sinal definido. Em domínios não simétricos, Comte e Tarantello [22] 
também encontraram soluções que trocam de sinal. 
2.6 Algumas generalizações 
Os problemas anteriores foram generalizados em vanas direções. A 
primeira, já citada, foi permitir não linearidades mais gerais, por exemplo, 
- 6 u + Àu = uP"-l + f(x, u), 
com limx-+oo !1:~\) = O. Isto foi estudado por Brezis-Nirenberg, no caso do 
problema de Dirichlet, e por Wang, no caso do problema de Neumann. 
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Outra possibilidade é considerar condições mais gerais na fronteira. Por 
exemplo, Pan estudou o problema ' 
{ 
-6 U + ÀU 
: + tH(x)u 
p•-1 u 
o 
em n 
em an 
onde H(x) é a curvatura média de X E an. Ele mostrou que o parâmetro 
t tem um valor crítico para t = (n- 2)/2. Existem soluções minimizantes 
do problema, se t < (n- 2)/2, e elas se concentram em pontos de máxima 
curvatura média. Se t > ( n - 2) /2, só existem soluções minimizantes, se n 
possuir um ponto de curvatura média negativa, e essas soluções se concentram 
em pontos de curvatura média mínima. Ver [40] e referências aí contidas, para 
maiores detalhes. 
Pode-se também estudar outros operadores, como o p-laplaciano D.pu = 
div(IVuiP-2Vu) ou o operador poliharmônico (-D.)Ku. Uma referência para 
D.pu é Peral [42] e para (-D.)Ku é Pucci-Serrin [44]. Neste artigo, eles de-
finem dimensão crítica como aquela em que não existem soluções do problema 
para À próximo de O. Como dito na Seção 2.2, este fenômeno ocorre em n = 3, 
se o operador é o laplaciano. Para outros operadores, isto ocorre em mais 
dimensões, como mostrado por eles para o operador poliharmônico, e por 
Clément-de Figueiredo-Mitidieri [19] para uma classe ampla de operadores. 
No caso em que temos n = 2, não existe expoente crítico, pois a imersão 
H 1 Y V existe para qualquer p. Mas através de uma desigualdade de 
Trudinger-Moser, pode-se definir uma noção de criticalidade também neste 
caso. Ver, por exemplo, de Figueiredo-Ruí [24]. 
Há ainda, a possibilidade de investigar sistemas de equações. Neste caso, 
o expoente crítico se transforma numa hipérbole crítica, como mostrado por 
Clément-de Figueiredo-Mitidieri [18]. 
Uma sequência interessante é o estudo do problema de Neumann, ou com 
outro tipo de condição na fronteira, para os operadores citados, particular-
mente em domínios não suaves. Não conheço trabalhos neste campo. 
Quanto ao estudo de problemas em domínios com fronteira nao C1 , temos 
o trabalho de Marcus-Veron [35], que estudaram o problema 
{ 
- D. u + hu - kuP 
u(x) -t oc 
-f 
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em 
se 
n 
dist(x, an) -to, 
onde h, k, f são funções contínt~;as em n. Eles encontraram este tipo de 
solução em domínios que satisfazem a propriedade do cone exterior. 
18 
3 Minimização de funcionais 
3.1 Introdução 
Seja n um aberto limitado de IR" tal que 
com r 0 e r 1 abertos em an. Seja 
V= {u E H 1(n);u =O em r 0} 
Ternos que V é um espaço de Banach com a norma de H 1(n) 
11 u 11~=11 u 11~ + 11 \?u 11~ · 
Vamos supor que V Y v+1. Sabemos que isto acontece para urna classe de 
expoentes p. O maior valor de p, para o qual esta imersão existe é chamado 
expoente crítico e será denotado neste trabalho por p*. Os expoentes na 
faixa 1 < p < p* são chamados su bcríticos. Para estes expoentes, a imersão é 
compacta, corno pode ser visto na demonstração dada por Adams [1), Lernrna 
6.6. Ele trabalha com domínios que satisfa7.ern a propriedade do cone, mas 
a prova vale no caso de domínios com volume finito. Vamos trabalhar tanto 
na faixa subcrítica, como no expoente crítico. Para domínios lipscht7.ianos, 
isto implica p ~ :!; . Porém para domínios menos suaves, este valor é menor 
(por exemplo, Adarns [1), na pag. 127, cita o domínio em 1113 , 
{(xl, X2, x3) E 1113 I X2 >o, X~ <XI < 3xn, 
para o qual o expoente crítico é 4). 
Vamos procurar mínimos, em V, do seguinte funcional, ao qual chamare-
mos de energia de u: 
Q ( ) = 11 \?u 11~ +À 11 u 11~ 
À u li u li~+ 1 ' 
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em que p é menor ou igual ao expoente crítico. 
Como pode ser visto em de Figueiredo [23], este funcional, considerado 
em H 1 ( n), é bem definido e C 1. Igualando sua derivada a zero, temos que 
um ponto crítico u deste funcional satisfaz, para qualquer v E V, a equação 
de Euler-Lagrange 
em que p = Q>.(u). 
Seu tem energia positiva, após reescalonamento, ou seja, substituição de 
u por [Q>.(u)]ll(p- 1)u, vemos que ué solução fraca do seguinte problema 
{ 
- h. u + ~ uP em n 
(P>.) av O em r 1 
u O em fo 
u > o em n. 
Denotamos 
S>. = inf Q>. = inf 11 V'u 11~ +..\ 11 u 11~ . 
uev llullp+l =1 
uev 
e definimos 
K(O) = inf{A E JR+ I 3B = B(A); Vu E V 
11 u 11;+1~ A 11 V'u 11~ +B 11 u IIH (3) 
Notamos que o conjunto sobre o qual o ínfimo é tomado não é vazio, pois a 
imersão V Y Lp+l é contínua. Quando não causar ambiguidade, omitiremos 
n e escreveremos simplesmente K. 
Vamos agora calcular o valor de K(O) em três situações, usando resulta-
dos já conhecidos: 
(i) No caso em que a imersão é compacta, temos K(O) = O, pelo lema a 
seguir. 
Lema 3.1.1 Seja X Y Y Y Z três espaços de Banach, com a primeira 
imersão compacta. Então, para qualquer f, existe C(€), tal que, para qualquer 
u E X, temos 
11 u llv< f 11 u llx +C(f) 11 u llz · 
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Demonstração: Ver Aubin [10). 
No nosso caso, temos H 1(0) Y LP(O) Y L2(0) e para 1 < p < p*, a 
primeira imersão é compacta. 
(ii) Quando estamos no caso em que f 0 = an (problema de Dirichlet) e o 
expoente é crítico , p = ~!;, então K(n) = ;t, pela invariância da melhor 
constante de Sobolev: 
Lema 3.1.2 Seja n domínio de JRn eu E HJ(O). Então vale 
2 1 2 li U li n2~2 ~ S li U ll2 • 
A desigualdade é estrita se F \ n contém um aberto. 
Demonstração: Ver Struwe [49). 
(iii)Se estamos com um domínio com fronteira C1 e r 1 # 0, ainda no caso 
crítico(p = ~!;),então K(O) = (22/n)/S, pela desigualdade de Cherrier: 
Lema 3.1.3 ( Cherrier) Seja n um domínio com fronteira C 1 . Para qual-
quer t: >O, existe C(t:), tal que, para qualquer u E H 1(0), 
(
22/n ) li u 11:2~2 ~ S + t: li Vu li~ +C(E) li u li~ . 
Demonstração: Ver Cherrier [17) ou Teorema 3.4.1, na sequência. 
Se r 1 não é vazio, isto é V =I= HJ, então esta desigualdade para u E V é 
a melhor possível, como se pode ver usando a função 
em que 
Xo é Um ponto de f1, 
</>(x) é uma função com suporte compacto contido em nU f 1 , 
</>(x) = 1 em uma vizinhança de x0 . 
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Neste capítulo, um ponto importante é o cálculo de K(O) em situações 
distintas das descritas acima. Nele também está a demonstração do Teo-
rema 1, enunciado na introdução. Ele será reenunciado como Teorema 3.5.3 
e provado na Seção 3.5. 
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3.2 Alguns resultados preliminar~s 
Seja À1 o primeiro autovalor do problema 
Temos, para qualquer v E V(f!), 
o em n 
o em rl 
O em fo 
k 1Vvl2 ~ -ÀI j v2 , 
com igualdade para v = </>1, a primeira autofunção. Logo, Q>.. 1 (v) ~ O, e 
Q>., (</>1) =O. Portanto, S>..1 =O. 
S >. é uma função contínua de À e os próximos três lemas mostram pro-
priedades de S>.. 
Lema 3.2.1 Se À < À, então 
Além disso, se S>. é atingido e À < À então Sx < S>.,. Em particular, se 
À < À1, temos S>. < O. 
Demonstração: 
Imediata, pois .À < À implica em Qx(u) < Q>.(u), para qualquer u E 
V\ {0}. Para a segunda parte, utilizamos o fato que Q>. possui um mínimo 
ü, e calculamos Qx(ü). 
• 
No caso de À < À1 , os mínimos não têm energia positiva. Observar que, 
neste caso, os mínimos existem, como podemos ver do Teorema 3.3.1. Mas, 
tendo energia negativa, eles não nos fornecem soluções de P>. já que não é 
possível fazer o rescalonamento desses mínimos como usualmente. No caso 
de À> À1 , temos S>. >O, como veremos na próxima seção. 
Lema 3.2.2 S>. ::; ~, para qualquer À, com K definido por (3). 
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Demonstração: 
Pela definição de K, se A < K, então temos, para qualquer B, em par-
ticular para B = ÀA, a existência de u E V, tal que 
Dado t:, escolhemos A E IR, tal que ~ +t: > ~ > ~, e escolhemos B = ÀA. 
Logo, 
E, portanto, 
1 
S>. ~ K + t:. 
Como t: é qualquer, pois podemos tomar A suficientemente próximo de 
K, temos o lema. 
• 
Lema 3.2.3 lim>.-+oo S>. = ~ 
Demonstração: 
Suponhamos que não. Como S>. ~ ~ e S>. é uma função crescente, temos 
lim>.-+oo S >. = a < ~. 
Tomamos f tal que a+ f < ~. Como a+ f > lim>.-+oo S >., pela monotoni-
cidade de S>., temos que S>. < a+ t:. Isto é, para qualquer À, existe u, tal 
que 
11 V'u 11~ +À 11 u 11~< (a+ t:) 11 u 11!+1 · 
Logo 
112 1 12 À I 2 11 u p+l> --11 V'u l2 +--I u ll2 · 
a+t: a+t: 
Por outro lado, pela definição de K(O), como o~f > K, existe B tal que, 
para todo u E V, 
e portanto, 
_À_ 11 u 11~~ B 11 u 11~, 
a+t: 
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o que é impossível, como se vê tomando). maior que B(a +f). 
• 
Na sequência estudamos quando S>. é igual ao limite ~' para algum >.. 
Isto acontecerá exatamente quando o ínfimo na definição de K é alcançado. A 
importância disto, como veremos na próxima seção, está no fato que existem 
,. d s , s 1 mm1mos e >. se, e so se, >. < K. 
Suponhamos que o ínfimo na definição de K(O) seja atingido, ou seja, 
podemos usar K no lugar de A. 
Definimos 
B1 = inf{B E IR I 'Vu E V, 11 u 11;+ 1 ~ K 11 Vu 11~ +B 11 u IID· 
Lema 3.2.4 Suponhamos que K seja atingido. Se 
B1 _ 1 ). ~ K entao S>. = K. 
Se 
Demonstração: 
Se S>. =F ~ temos, pelo Lema 3.2.2, S>. < ~· Ou seja, existe u E V, tal 
que Q>.(u) < ~'isto é 
Logo 
K 11 Vu 11~ +>.K 11 u 11~<11 u 11;+1 . 
Mas, pela definição de B1 , temos 
Assim 
>.K 11 u 11~< B1 11 u 11~ . 
Tomando ). ~ 1lt, chegamos a uma contradição. 
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Para a segunda parte, como >..K < B1 , nós temos a existência de u, tal 
que 
K 11 Vu 11~ +>..K 11 u 11~<11 u 11!+1, 
o que implica S>. < ~. 
Corolário 3.2.1 Suponha que K seja atingido. Se 
Bl 
>.. > K' 
então não existem soluções minimizantes. 
Demonstração: 
• 
Já sabemos, pelo Lema 3.2.1, que S>. é estritamente decrescente à es-
querda, quando o ínfimo é assumido. O corolário segue, pois S >. é constante 
para >.. > 1ft, utilizando o Lema 3. 2.4 
• 
No caso do problema de Dirichlet(ro = 80), temos, pela desigualdade de 
Poincaré, que B1 = O, e, portanto, o corolário acima nos remete ao resultado 
de Pohozaev, que, no caso de domínios estrelados, nos mostra muito mais, a 
saber, a inexistência de soluções para P>.. 
Suponhamos, agora, que o ínfimo na definição de K(O) não seja assumido. 
Lema 3.2.5 Suponhamos que K não seja atingido. Então para qualquer 
>.. E IR, temos 
Demonstração: 
1 
S>. < K. 
Seja >.. E IR. Como temos, para qualquer B E IR, em particular B = >..K, 
a existência de u E V, tal que 
K 11 Vu 11~ +>..K 11 u 11~<11 u 11!+1' 
então 
11 Vu 11~ +>.. 11 u 11~ 1 
2 < -. 11 u IIP+l K 
• 
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3.3 Condições para a existência de mínimos 
Nesta seção, provamos o seguinte teorema 
Teorema 3.3.1 Se 
1 
S>. < K' 
então o ínfimo de Q>. é atingido. Ou seja, se 
(P>.) tem soluções minimizantes. 
Observação: Para o caso subcrítico, é bastante conhecido o fato que o 
mínimo é atingido, independente do valor de S >... Este resultado pode ser 
inferido do teorema acima, considerando K(n) = ex:. 
Quando estamos no caso crítico e r o = an, o resultado equivalente foi 
provado por Bre:zis-Nirenberg (14]. No caso em que ro =/= 80 e em que 
o domínio tem fronteira Cl, por Adimurthi-Yadava [6] e Wang [52]. Mais 
precisamente, Adimurthi-Yadava provaram no caso em que r 0 e r 1 são uniões 
de componentes conexas disjuntas de an (ou seja, 1 = 0) e Wang, para o 
problema de Neumann (r1 = 80). 
No caso de termos domínios com um número finito de "ângulos conve-
xos", temos um resultado de Lions-Pacella-Tricarico [33], os quais provaram 
um teorema similar ao Teorema 3.3.1, usando no lugar de K(O), uma can-
tante que depende da constante isoperimétrica de n, relativo a r 1 . Essa 
constante é difícil de ser calculada em geral. No presente trabalho, daremos 
valores específicos para K(O) na Seção 3.4. Uma pergunta interessante é 
qual a relação existente entre a constante usada por Lions-Pacella-Tricarico 
e K(O). Como o teorema acima não vale para uma constante maior que 
1 I K, a constante deles tem que ser menor ou igual a 1 I K. 
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O Teorema 3.3.1, além de apresentar uma versão unificada dos resultados 
enunciados acima, generaliza-os para domínios não C1 , cobrindo tanto o caso 
crítico quanto o caso subcrítico. 
Demonstração do Teorema 3.3.1: 
Seja (uj) uma sequência minimizante normalizada para Q>., isto é, 
11 Vuj 11~ +..\ 11 Uj 11~= 8>. + o(l) com 11 Uj llp+1= 1. {4) 
Como 
11 Uj 11~= f UJ::; (j U~+l)P!1 1fw-P!1 = lfll~, 
segue da equação (4) que a sequência (uj) é limitada em H 1(f!), e passando 
a uma subsequência, podemos supor que Uj converge fracamente a u E V . 
Seja vi = ui - u. Logo, 
. H~O) 0 r.2(0) 0 V1 , Vj ~ , 
Então, da equação (4), temos 
e portanto 
1.2(0) Como vi --'+ O , temos que 
fn vJ = o(l). 
H 1 10) E, como vi ......s: O , temos que 
Logo 
(6) 
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Utilizando o lema de Brezis-Lieb [p], que enunciaremos após a demons-
tração deste teorema, temos 
Suponhamos, primeiramente, 8>. ~O. 
Segue da equação (7) que 
Logo, 
Como, pela definição de S>., temos que 
11 Vu 11~ +-\ 11 u 11~~ 8>. 11 u 11;+1' 
obtemos da equação (8) que 
11 Vvj 11~~ s). 11 Vj 11;+1 +o(1). 
Usando a definição de K(n), se K < 1/S>., dado A, tal que K < A < 
1/S>., existe B, tal que 
Logo, 
Ou seja, 
(1- AS>.) 11 Vv3 ~~~~ BS>. 11 v3 ~~~ +o(1). (9) 
Fazendo j tender a infinito, uma vez que 11 v3 lb tende a zero, temos 
ou seja, 
u3 ~ u em H 1(0). 
Como Q>.. é contínuo, concluímos da equação( 4) que ué mínimo de Q>... 
Se S>.. >O, após reescalonamento, ué solução de P>... 
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Suponhamos, agora, S>. <O. Como 11 u 11;+1 ~ 1, temos 
Logo, da equação (6) 
11 Vvi 11~ + 11 Vu 11~ +À 11 u 11~= S>. + o(1) ~ S>. 11 u 11;+1 +o(1). (10) 
Como 
11 Vu 11~ +À 11 u 11~~ S>. 11 u 11;+1' 
temos, da equação( 10) 
11 Vvi 11~~ o(1), 
e, como acima, vi~ O em V, ou seja, ui~ u. 
Isto termina a prova do Teorema 3.3.1. 
• 
Lema 3.3.1 {Brezis-Lieb) Se Un ----~. u em quase todo ponto, com Un um-
formemente limitada em V, então 
r 1 u + v· lp = r 1 u lp + 1 v · lp +o(1). ln 3 ln 3 
Observação: Da continuidade e monotonicidade de S>. e do fato que 8>.1 = 
O, concluímos que S>. < 1/K, se À suficientemente próximo de À1 . Isto 
implica, para estes valores de À, a existência de soluções minimi:zantes e a 
monotonicidade estrita de S >.· 
Definimos agora 
Corolário 3.3.1 Se À1 < À < À1 , então P>. tem solução minimizante. Se 
À > .À1, não existe tal solução. 
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Demonstração: _ 
A primeira afirmação é imediata: se >.1 < >. < >. 1, pela definição de 
.À 1 e pela monotonicidade de Q>.., temos que O < S>.. < ~· Utilizando o 
Teorema 3.3.1, P>.. tem solução minimizante. 
Fixemos agora, .À > .À1 . Temos, pela monotonicidade, que 85. = ~. 
Como S>.. não é crescente para .À1 < ). < .À, não temos soluções minimizantes, 
conforme o Lema 3.2.1. 
• 
PERGUNTA: O que acontece se >. = .À1? 
Já sabemos que >.1 ~- O, no caso do problema de Dirichlet. Brezis-
Nirenberg provaram que >.1 = O, se n ~ 4, e menor que zero, se n = 3. 
Adimurthi-Mancini e Wang provaram que .À1 = oc, no caso do problema de 
N eumann e fronteira C2 . 
Vamos, então, calcular K(O.) para alguns domínios e procurar determi-
nar .À1 para eles. No Teorema 3.4.1, calcularemos K(O.) para domínios n 
nos quais r 1 é lipschitziano, com p = ~!;. Usaremos métodos similares 
aos ~sados na demonstração do teorema de Cherrier [17). Para provarmos 
que ).1 = oc, necessitaremos da hipótese que o domínio n tem um ponto 
na fronteira com "curvatura média positiva". Isto será feito seguindo argu-
mentos similares aos usados nas demonstrações dos teoremas de Wang [52) e 
Adimurthi-Mancini [2). 
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3.4 Calculando K(O) 
Vamos, nesta seção, calcular K(O) para uma classe de domínios que 
contém, em particular, interseções não tangenciais de domínios C 1 , ou seja, 
interseções de domínios cujos planos tangentes não são iguais nos pontos de 
interseção. 
Definição Seja P um ponto na fronteira an e CP um cone em JRn (ou seja, 
um domínio invariante por homotetia). Entendemos por carta diferenciável 
um difeomorfismo 
de Bp(P) em F que leva p em o, Bp(P) n nem CP: e Bp(P) n an em 
acp, e tal que o Jacobiano em p seja igual a identidade. 
Hipótese D Dizemos que O satisfaz a hipótese D se, para cada PEr 1 u /, 
tivermos uma carta diferenciável A como acima. 
Observação: Uma consequência desta hipótese é o fato de n ser um domínio 
lipschitziano em pontos de r 1 UI e, como r 1 UI é compacto, é um domínio 
lipschitziano em r 1 u "'· 
Nos pontos de r 0 , não precisaremos de cartas especiais, já que as respec-
tivas constantes de Sobolev são independentes dos domínios (lembramos que 
temos condição de Dirichlet nos pontos de r 0 ). 
Vamos supor que estamos no caso crítico, o que, para domínios lip-
schitzianos, significa p = ~!;. 
Definimos 
en -
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em que Wn é a área da esfera de raio 1 em dimensão n. Notamos que 9 0 é 
diferente de O, pois temos um domínio lipschitziano. 
Definimos 
11 u 11~+1 
K P = sup li 112' 
uEV(Cp)\{0} Vu 2 
em que V(Cp) = {u E H 1(Cp); u =O em A(r0 n Bp(P))}. 
Se P E r 0 , temos Kp = 1/S. Veremos que, para P E r 1 U [,se Cp é um 
cone convexo, 
( ~)2/n K _ ......;;..e;:._P __ 
p- s 
Exemplos: Seja x E JR!l denotado por (x 11 • • ·, Xn)· 
1. Se n é C1 em todo ponto P E r 1 u 'Y, temos que o cone Cp pode ser 
tomado como sendo o semi-espaço 
C p = {X E JRn; Xn ::::: 0}. 
Deste modo, vemos que ep = Wn/2, para todo p E r1 u ,, e portanto 
2. Se n é uma semi-bola(bola n{ Xn > O}), os pontos p E r u ,, que não 
são C 1 , são os pontos 
{P E JRn; Pn =O e P{ + · · · + P~_ 1 = 1}, 
e nestes pontos podemos tomar 
Cp = {x E lRn; Xn ::::: o e Xn-1 ::::: 0}. 
Deste modo vemos que, para este tipo de ponto, e p = wnf 4. Como os outros 
pontos de r 1 u 'Y são C1 , temos que o mínimo é 
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3. Se O é um cubo ou um quarto da bola(bola n{x3,x2 >O}) em F, 
temos que os pontos que nos dão os mínimos sã~ 
{ P E lRn; Pn = O, Pn-1 = O e P12 + · · · + P~_2 } = 1. 
Nestes pontos podemos tomar o cone 
Cp = {x E lRn;Xn ~ O,Xn-1 ~o e Xn-2 ~ 0}. 
Logo, para este tipo de ponto, temos 8p = wn/B. Como os outros pontos de 
r 1 u 'Y são de tipos já analisados, temos 
1 
8n = BWn· 
O mesmo ocorre se n é um oitavo da bola(bola n{x1, x 2 , x 3 > O}) em JR3, 
sendo que neste caso temos mais alguns pontos em r 1 U"f, incluindo a origem, 
onde e p = Wn/B. 
Teorema 3.4.1 Suponhamos que O satisfaz hipótese D. Então 
K(O) = sup Kp. 
Pean 
Observação: Este resultado foi provado para domínios C1 em Cherrier [17]. 
Demonstração: 
Primeiramente vamos provar que , dado 
A > K := sup K p, 
Pean 
existe B(A) tal que, para todo v E V, vale 
11 v 11!+1~ A 11 Vv 11~ +B(A) 11 v 11~ . (11) 
Isto nos mostrará que K(O) ~ K. Posteriormente mostraremos que tal 
representação não é possível para A < K, o que completará a prova. 
Por densidade, basta provarmos que (11) é verdadeira para funções C1 . 
Seja E > O. Para todo P E TI, tomamos uma carta Ap de Bp em F. 
Lembramos que, nos pontos de r 1 U"f, a carta é do tipo descrito na introdução 
a esta seção. Tomemos uma cobertura finita C de TI, depois de escolher as 
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bolas B p suficientemente pe,quenas, de tal modo que as bolas com centro em 
pontos de fo não interceptem f1, e para que 11 J(Ap)- Id lloc< e1 (esco-
lheremos e1 mais à frente), em qualquer ponto de Bp (J representa a matri:z 
jacobiana). Vamos mostrar a seguir, que podemos escolher ê1 de modo que 
se tenha 
1 ( ) < ldet(JAp)l < (1 + ê), 1+ê 
e 
IJ(Ap )ul 2 ~ (1 + e)lul 2 . 
De fato, denotando por Sn o grupo simétrico de ordem n, temos 
e 
n 
I det(JAp)l = L li aia{i) 
aESn i=l 
n 
L li laia{ i) I 
i=l aESn \{Td} i=l 
> (1 + e1t + n!(1 + ê1t-2êi 
> 1 +ê, 
n n n 
I det(JAp)l = L li aia{i) > li laiil- L li laia{i)l 
aESni=l i=l aESn\{ld}i=l 
> (1- ê1t- n!(1 + êt}n- 2êi 
1 
> 1 +ê' 
e também 
n n 
IJ(Ap)ul 2 =L I Lai;u;l2 < [(1 + ê1)2 + (n -1)ti]lul2 < (1 + ê)lul 2• 
i=l j=l 
Escolhemos ê1 de tal modo que as últimas desigualdades em cada ex-
pressão sejam verdadeiras. 
Neste caso, usando a fórmula de mudança de variáveis quando y = Ap(x): 
f f(y) dy = f f(Ap(x))l det(J(A{x)))l dx, 
1Ap(n) Jn 
35 
t~mos, para qualquer função v, com suporte em Bp, 
1 f I lp+1 
> {1 +é) ln v · 
Temos também 
- f (i (V'v) o A;;1).J(A-p1) 12 
}Ap(O) 
< {1+é) f I (V'v)oA-p112 
}Ap(O) 
< {1 +é) k I (Y'v)l2idet(J(Ap ))I 
< {1 + é)(1 +é) k I V'v 12 
< (1 + é)2 k I V'v 12. 
Tomamos, então, uma partição da unidade <~>;, subordinada à cobertura 
C. Portanto v =L: <Plv. 
Logo, 
11 L V 2<P? li!±.!. 
2 
< L 11 V 2<l>I 11!±2. 
2 
< L 11 v<~>i 11;+1 
< L(l +é) 11 (v<I>i) oA-;;,1 11;+1 
< L(l + é)Kp 11 V'(v<~>i o A-;;n 11~, 
< L(1 + é)K 11 V'(v<~>i o A-;;n 11~, 
onde as últimas desigualdades vêm da definição de K p. 
Temos, portanto, 
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e 
- L f I V(v4>i) 12 }Rp 
L f 4>; I Vv 12 +24>ilviV4>i · Vv + v2 I V4>i 12 :::; }Rp 
< f I Vv 12 +DL: f (lvVvl + v2) ln lRp 
< f I Vv 12 +D' 11 v 11~ +DL: f lv.Vvl ln }Rp 
< (1 + t:) 11 Vv 11~ +C 11 v 11~, 
onde a última desigualdade é obtido através da relação: 
Logo vale 
11 v 11!+1 :::; K(1 + t:)3 ((1 + t:) 11 Vv 11~ +C 11 v 11~), 
para algum C. 
Tomando ê suficientemente pequeno, temos que, para qualquer A > K, 
existe B > O tal que 
11 v 11!+1:::; A 11 Vv 11~ +B 11 v 11~, (12) 
para qualquer v E V. Isto mostra que K(O) :::; K. 
Para vermos que K(O) = K, tomamos A< K, o que implica a existência 
de P E f 1 u -y tal que A< Kp. Logo existe u E V(Cp) tal que 
Tomando 
11 u IIP+I > A 11 Vu ll2 . 
1 X 
vf = - 12 u(-) fn f 
na equação(12), chegamos a uma contradição. 
• 
Na sequência, usamos o seguinte teorema de Lions-Pacella-Tricarico (33]: 
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Teorema 3.4.2 (LPT) Se C é um cone convexo, então 
atinge um máximo Kc para a função 
Utilizando este teorema, vamos então calcular o valor de K p, no caso em 
que C p é um cone convexo. Primeiramente, para P E r 1: 
Lema 3.4.1 Seja P E f 1 em que Cp é um cone convexo. Então 
(~)~ 
s 
Demonstração: 
O teorema de Lions-Pacella-Tricarico afirma que o supremo Kp = Kcp é 
atingido na função radial 
1 
definida para x E Cp. Denotando por v a mesma função definida em JR!l 
vale 
2 
K 11 'r7 11 2 li 11 2 (
8
wcnp) "+1 li v- llp2+1 p vV 2= V p+1 
2 
- (ecP)"+l ~ 11 \lv 11~ 
Wn S 
- (~~ )"!1 - 1 ~ 11 \lv 11~ 
- (ecp)-2/n~ll\lvll~· 
Wn S 
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Logo, 
• 
Agora, para P E f: 
Lema 3.4.2 Seja P E f em que Cp é um cone convexo. Então 
Demonstração: 
Como V(Cp) c H 1(Cp), o lema segue do Lema 3.4.1. Neste caso, não 
podemos provar igualdade, pois V (C p) =1- H 1 (C p). Em particular, uf ft 
V (C p). Notamos que o valor de K p só pode melhorar, e podemos tomar o 
valor deste lema, como uma estimativa conservadora. 
• 
Podemos, então calcular Kn: 
Corolário 3.4.1 Se Cp é um cone convexo para qualquer P E r 1 U f então 
No caso em que temos cones não convexos, uma vez que o teorema de 
Lions-Pacella-Tricarico não se mantém válido, não conseguimos determinar 
o valor de K, como no lema acima. Sabemos apenas que no caso geral 
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Para vermos que esta desigualdade pode ser estrita, temos os seguintes 
1 
contra-exemplos: 
Contra-exemplo 1: 
Seja C um cone com O c > !!f, e com pontos onde a fronteira é C2 . Usando 
as funções-teste UE, se concentrando em algum destes pontos, verificamos que 
22/n 
K(C) ~ S' 
valor maior que aquele que aparece no lema, qual seja 
Evidentemente, qualquer cone com ângulo sólido maior que a metade da área 
da esfera não é convexo. 
Contra-exemplo 2: 
Seja Cm uma sequência de cones, cujas fronteiras passam por um ponto 
P. Suponhamos que perto de P todos os cones sejam iguais, ou seja, que 
exista p, tal que CmnBp(P) seja independente de m. Como curvatura média 
é um conceito local, a curvatura média em P também será independente de 
m, e vamos supor que seja positiva. Suponhamos também que 8cm /" !!f. 
Tomando 
<P(x) 
uE(x) = (e2 + lxl2)~, 
com <P(x) =O, se lx- Pl > p, temos que uE(x) E H 1(Cm), para qualquer m, 
e (11 uE 11~+ 1 / 11 V'uE 11~) é independente de m. 
Sabemos que existe e, tal que 
(13) 
o que implica 
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Suponhamos que 
I (~)~ 
s 
para todo m. Logo 
e teríamos, de acordo com a desigualdade (13), para m suficientemente 
grande, 
o que é uma contradição com a definição de Kcm· 
Neste contra-exemplo, nós temos cones 'pequenos', ou seja, com Oc menor 
que a metade do ângulo total. O que ele nos mostra é que um cone, que tenha 
ângulo sólido próximo de Wn/2 e um ponto de curvatura média dada, não é 
convexo, ou equivalentemente um cone convexo com ângulo sólido próximo a 
Wn/2 tem que ter apenas pontos de curvatura média pequena. Uma pergunta 
interessante é a relação entre a curvatura média máxima e o ângulo sólido 
do cone. (No limite, Oc = Wn/2, o único cone convexo é o semi-espaço, que 
tem curvatura média nula em todo ponto). 
Se um dado ponto P pertence a 'Y (em nosso problema), o valor corres-
pondente de K p não é tão grande quanto seria se P pertencesse a r 1 (em 
outro problema), para o mesmo n. A análise acima não leva em conta este 
aspecto, porque calcular seu valor exato é difícil. No entanto, isto pode ser 
feito em um caso importante, a saber: 
Teorema 3.4.3 Seja C um cone com r 1 planar. Então 
Demonstração: 
É suficiente fazer uma reflexão sobre a parte planar. Temos, então um 
cone 6 que não tem r 1 , isto é, com condição de Dirichlet na fronteira. Neste 
caso, já sabemos que K0 = ~· 
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Para qualquer u E H1(C) com ulro = O, denotando por ii sua reflexão, 
temos 
Logo, 
Para vermos que de fato temos igualdade, é suficiente tomarmos 
</>(x) 
em que P é um ponto de f1. É fácil ver que (11 uE 11;+1 / 11 VuE 11~) está 
arbitrariamente próximo de (22/n)/S. 
• 
Como uma aplicação deste teorema, tomamos 
n = 890 = {x E JR3 ;x = (r,0,</>),0:::;: r:::;: 1,0:::;: (}:::;: Bo}, 
fo = {x E 8880 ;8 =O ou O= Bo} \"f, 
f1 ={xE8SB0;r=1}\'Y 
'Y = {x E JR3; (O= O ou (} = Bo) e r = 1 }. 
Temos que os pontos de rl são C\ e portanto 8p = Wn/2, neste caso. 
Quanto aos pontos de "(, temos 
o que implica 8p = wn/4. Pelo Teorema 3.4.1, deveríamos ter K(O) 
(( 4;)21")/S. No entanto, como, se P E "(, a imagem de f 1 no cone Cp é 
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planar, temos, pelo Teorema 3.4.3, KcP = (22/n)/S. Como isto também vale 
para P E f 1 , temos que o mínimo K(O) = (22/n)/S. 
Como veremos na Seção 3.5, isto nos permitirá obter soluções em 880 , e 
como veremos no Capítulo 4, obter soluções na bola com 2n regiões nodais, 
para qualquer n. 
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3.5 Estimativa de S>.. 
Nesta seção, vamos supor fo =/:- 80, ou seja, não estaremos tratando 
o caso em que só temos condição de Dirichlet na fronteira. Este caso foi 
estudado no artigo de Brezis-Nirenberg [14]. Por outro lado, o caso em 
que temos condição de Neumann e uma fronteira de classe C2 foi abordado 
independentemente por Adimurthi-Mancini [2] e Wang [52]. Este caso está 
coberto e é generalizado pelo Teorema 3.5.1 abaixo. 
Então seja n um domínio satisfazendo a Hipótese D, com um cone Cp 
convexo em cada ponto. Nós vamos estudar o caso crítico, p = ~!;. O caso 
subcrítico não precisa de estimativas, pois, neste caso, o ínfimo é sempre 
atingido. Também assumiremos que existe um ponto P E f 1 , tal que 8 p = 
8n. 
Como o funcional Q >. é invariante por translação e rotação, podemos 
sempre assumir que P = O e que podemos definir funções C(x') e \ll(x') de 
JRn- 1 em IR, de tal forma que o cone seja definido por 
X= (x',xn) E Cp {::::} Xn > C(x') 
e o domínio n por 
X E n {::::} Xn > C(x') + \ll(x'). 
Como A(x) é uma carta diferenciável, vemos que \ll(x') é uma função C1 . 
Lembramos que 
Kpj~)* 
s 
Na sequência, vamos usar a notação y = (r, O) E JRn-1. Denotaremos 
por u0 E JRn- 1 um vetor com norma unitária na direção em que \li apresente 
maior crescimento positivo, ou seja, 
w(tuo) > w(ty) 
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para qualquer y E Rn-1 com norma unitária, e t E R suficientemente pe-
, 
queno. 
Vamos definir algumas funções auxiliares: 
,y, ( ) 1. 11~ 
'.1'1 y = Imt-+0 ~ (14) 
~1 :R+ -t IR 
(15) 
Definição 1: Dizemos que um ponto P E an tem uma curvatura média 
generalizada positiva, relativamente ao cone Cp, se 
{16) 
e 
(17) 
Na próxima definição, utilizamos a notação 
ord(\ll(x)) = j(t), onde f: R -t IR. 
Ela significa que Ctf(t) < \ll(tuo) < Cd(t), para determinadas constantes 
C1 e C2 , e qualquer t suficientemente pequeno. Isto significa que 
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I 
l\ll(x)l = O{f(lxl)) , mas l\ll(x)l # o(f(ixi). 
Notamos que só nos interessa a direção u0 de maior crescimento. Diremos 
que 
f 1(t) = ord(\ll(x)) > ord(~(x)) = h(t), 
se h(t) = o(]I(t)), ou seja lim ff2 ((t)) =O. 
x-+0 1 t 
Definição 2 Um ponto P tem aproximação crítica, se 
ord(w) 
ord(w) 
ord(\ll) 
t3 , para n > 4, 
t 3 llog(t)1, para n = 4, 
t 2 , para n = 3. 
No caso de um domínio com fronteira Cf2 e um ponto que não tem cur-
vatura média nula, a definição 1 acima coincide com a definição usual, que 
definimos a seguir. Como pode ser visto em do Carmo [16], pag. 131, a 
curvatura média H de um ponto p em uma hipersuperfície Mn- 1 c JRn é 
definida como 
1 H= --traço(dgp), 
n-1 
onde 9p : M ~ sn-1 é a aplicação normal de Gauss, que leva cada ponto de 
M no vetor normal aMem p. No caso de M ser o bordo de um domínio. 
convenciona-se que é o vetor normal apontando para o exterior do domínio. 
Se a hipersuperfície é definida localmente por 
x E M {::? f ( x) = a, 
onde a é um valor regular da função C2 f : F ~ IR, então pode ser 
mostrado [16], pag. 141, que 
46 
' H 1 d" ( gradf ) 
= n - 1 IV 11 gradf 11 . (18) 
No caso que estamos tratando, se supomos que a fronteira de n é C 2 no 
ponto P = (0, · · ·, 0), temos que f(x) pode ser escrita como 
n-1 
f(x) = -Xn +L ailx;l 2 + o(lxl 2), 
i==l 
e, portanto 
e 
11 gradf 11= 1 + O(lxl). 
Isto implica em 
e 
. ( gradf ) n-1 
diV 11 gradf 11 = 2 ~a;+ O(lxl). 
Então, utilizando a fórmula (18), temos que a curvatura média, no ponto 
P =(O · · · O) é 
' ' ' 2 n-1 
H=-L:ai. 
n- 1 i==1 
Logo, a curvatura média é positiva, se, e só se, 
i==1 
Veremos a seguir que esta também é uma hipótese suficiente para termos 
curvatura média generalizada positiva, no caso em que a fronteira é C 2 • Mais 
geralmente, provamos o seguinte lema, onde vemos que pontods de curvatura 
média nula, podem ter curvatura média generalizada positiva. 
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Lema 3.5.1 Sejam C(x') =O e 
n-1 
w(x') = L aiixil 6 + o(lx'l 6), 
i=1 
com 1 < 6 < n - 1. Então P tem curvatura média generalizada positiva, se, 
e só se, 
Demonstração: 
Seja 
n-1 
w(x) = L aiixil 6 + o(x6). 
i=1 
Como, :Ef::'l ai > O, podemos, sem perda de generalidade supor que a1 > O, 
e que a direção de maior crescimento é 
U0 = ( 1, O, · · · , O). 
Daí decorre facilmente que a 1 ~ ai, para qualquer j = 2, · · · , n - 1. Então 
e 
onde C é uma constante. A primeira parte da definição (1), equação (16), 
se torna óbvia, visto que estamos tratando do caso em que :Ef:::;-11 ai > O e 
a 0 > O. Quanto à segunda parte, equação (17), utilizando integração por 
partes (u = r6 /(1 + r 2)n-1 dv = rn-2dr), obtemos 
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ou seja, 
(19) 
r~ r6rn dr r~ r6rn-2 dr [ 00 r6rn-2 dr 
lo (1 + r2)n = lo (1 + r2)n-l - lo (1 + r2)n · (20) 
Portanto, levando a equação (19) na equação (20), temos que 
o que implica 
( 
2 ) r~) r6rn dr rx' r6rn-2 dr 
1+(6/(n-1))- 1 lo (1+r2)n= lo (1+r2)n· 
Isto mostra que 
1 n-1+6 
-----,.;:------ = > 1. 
1 + (6/(n- 1)) - 1 n- 1 - 6 n-1 00 n-2 ("" ai )C f 6 r d 6 ao lo r (1 + r 2)n r 
Logo, P tem curvatura média generali7.ada positiva e isto termina a prova 
do Lema 3.5.1. 
• 
Em particular, notamos que se 2 < 6 < n-1, P tem curvatura média nula, 
o que é trivialmente visto, já que não temos termos de grau 2, e curvatura 
média generalizada positiva, como demonstrado acima. 
Antes de demonstrar o principal resultado desta seção, daremos um re-
sultado sobre a seguinte função definida em IR!'. Seja 
(21) 
49 
Lema 3.5.2 Temos 
fJln 1Vutl2 n-2 n>2 - K 1c-2-, para 
fJln lutlp+l K2c~, para n>2 
fJln iutl 2 n-4 K3f.--r' para n > 4. 
Temos também, para n c Rn qualquer aberto limitado 
, se n = 3 
, se n = 4. 
Além disso, 
(22) 
e 
K1 K
2 
= n(n- 2). (23) 
Demonstração: 
Temos, para n > 4, 
(24) 
n-4 K 3c-2-. 
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E, para n > 2, 
E também 
Notamos que 
S _ _§_ 
- 2 ' KP+i 2 
(25) 
(26) 
pois uf, a menos de multiplicação por uma constante, é uma solução da 
equação em JRn 
- 6. u = uP"-1' 
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e sabemos, pelo artigo de Talenti [50], que estas soluções em H 1(1Rn) são 
mínimos do funcional 
Q(u) = 11 \7u ~~~. 
11 u llp• 
A constante S é definida como o valor deste mínimo. 
Utilizando integração por partes, como no lema 3.5.1, com 8 = 1, vemos 
que 
As igualdades (25), {26) são válidas para n > 2, mas a igualdade (24) é 
válida apenas para n > 4. Nos casos n = 3 e 4, tomamos uma bola BR tal 
que n c B R· Logo, 
n-1 l 1 
1R f-2-sn- f'2 ds < Wn o fn-2(1 + s2)n-2 
R n-l d Wn {;;T2 S S 
f n;4 lo (1 + s2)n-2 (27) 
{ 
0(1) , se n = 3 
O(llog(f)l) , se n = 4. 
• 
Vamos, então procurar condições que nos garantam que S>. está em um 
nível que nos permita descobrir soluções de (P>.)· 
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Teorema 3.,5.1 Para E suficientemente pequeno, se ord(w) é menor que t e 
maior que a aproximação critica, e se P tem curoatura média generalizada 
positiva, então existe v f E V, tal que 
o que implica 
Observação: O caso n = 3 e ord(w) = t 2 é muito importante, mas não é 
coberto por este teorema. Em particular este caso é utilizado para resolver 
o problema em domínios C2 contidos em JR3 . Ele pode ser estudado usando 
o fato que 
lnoo r
5 dr 
( 2 )3 = O(llog(E)I) o E+r 
(ver Adimurthi-Mancini [2] ou Wang [52] para detalhes). 
Demonstração: Queremos mostrar que 
1 
Q>.(vf) < Kp, 
para alguma função vf E V= {u E H 1(0);u =O em f 0}. Escolhemos a 
função dada pela equação (21), a menos de uma pequena perturbação 
cjJ(x) v (x) - _ ___;_;~--::-
f - (E+ I X 12)V' 
onde cjJ(x) é uma função com suporte numa bola de raio 8 pequeno em torno 
da origem, de modo que tal suporte não intercepte f 0 , e com cjJ(x) - 1 na 
bola de raio 8/2. 
Vamos dividir a prova em três passos. No primeiro passo, fazemos algu-
mas definições e cálculos iniciais. Na segunda calculamos Q>.(vf). Na terceira, 
provamos que Q>.(vf) < 1/Kp. 
Vamos, então ao primeiro passo: 
Seja 
E= {(x', Xn) E B.s; C(x') < Xn < C(x') + w(x')}' 
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em que B6 é uma bola de raio 8 em torno da origem. Em outras palavras, 
:E é a parte do cone que não pertence ao domínio. Suporemos que \lf foi 
estendida para o infinito. 
No começo da demonstração, chamaremos de f(x) quaisquer das funções 
abaixo 
lutl2 , 
e de f 1(x) às seguintes 
lvtl2 , 
Primeiramente notamos que 
são uniformemente limitadas com respeito a f (para ver isto, basta estimar 
lxl2 +f por lxl2 nas integrais), e, portanto, podemos somar e subtrair termos 
do tipo 
f f(x) dx e f j 1(x) dx, ln\R ln\R 
sendo B qualquer domínio limitado, apenas acrescentando 0(1), para qual-
quer um daqueles integrandos. 
Logo, 
Jnh(x)dx 
(28) 
Supondo que BEJ é a bola de raio 8/2, vemos que uf(x) = vt(x), e podemos 
trocar h por f. Portanto, 
f j(x)dx- r j(x)dx+O(l) 
lcpnR6 1EnR6 
f J(x)dx- r J(x) dx- f f(x) dx + 
lcp lcp \R" }E 
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+f f(x)dx+O(l) }E\Ró 
- f f(x) dx- f f(x) dx + 0(1) lcp lr:. 
eP f f(x) dx- f f(x) dx + 0(1). 
Wn }~n }r; (29) 
Para obtermos In /1 (x) dx, como já calculamos Ill" f(x) dx no lema 3.5.2, 
basta estimar Ir:. f(x) dx, onde f(x) é qualquer daqueles integrandos acima. 
Então, temos, 
k f(x) dx 
Vamos agora ao segundo passo, ou seja vamos calcular o valor dos três 
integrandos acima e depois calcular Q>.( vE): 
Começamos calculando 
h(€): = h IVuEI 2 
n/2 d I \/i n - y I f Yn 1 hccr'{<)+q,<r'v!l ( 2)2! 12 d f ~n-1 Y ~ fn(l + IYI2)n 
(n- 2)2 f d , f 0 <r'B>;rr'.[i) IYI 2 dyn 
f~ }Jln-1 Y }~ (1 + jy!2)n (30) 
(n- 2)2 f d I fc<r'B>;rr'Bl (ly'l2 + y~) dyn 
f. n;2 }ll.n-1 Y }~ (1 + jy'l2 + Y~)n. 
Usando u0 definido no início desta seção, e o fato que, para qualquer função 
g, vale 
r+t!.a la g(x) dx = g(a)L\a + o(.ó.a), 
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temos 
Como o cone Cp é invariante por homotetia, temos que C(y') = ly'I2C{l, 8), 
e portanto 
onde usamos a função '\111 (x') definida em (14). Fazendo a mudança de vari-
ável s = (1 + C(1, 8)2 ) 112r, temos 
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Usando Teorema de Fubini, e a função definida em qs), temos 
Logo 
Portanto 
{31) 
Analogamente obtemos o valor das outras integrais 
{32) 
em que 
tendo como valor 
ou seja, 
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E, também 
(33) 
No que segue, consideraremos apenas o caso n > 4. O mesmo raciocínio 
se aplica aos casos n = 3 e 4, bastando trocar O(c"24 ) por 0(1), se estamos 
no caso n = 3, e por O(llog(€)1)), se estamos no caso n = 4, como podemos 
ver da equação (27). 
Neste caso, das equações (31), {32), {33) e da definição de Q>., temos 
Agora, vamos ao terceiro passo, onde provaremos o teorema: 
Resta provar que, com as hipóteses do teorema, temos, para f suficiente-
mente pequeno, 
ou, como S = 4--, 
K;;:i=T 
2 
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Fazendo a multiplicação indicada no primeiro membro, temos 
Dividindo por K11 
(eP)l-2/n _n-2 1 ( Wn )2fn] ( ) O( _!!,;:.!) - ("""2--- I€+ € 2 < 
Wn K1 8p 
Elevando o segundo membro ao expoente indicado e desprezando os termos 
de ordem menor, chegamos a 
(e ) 1-2/n 1 p n-2 Wn 2 n n-4 - €--r--(-) I JI(€)+0(€-2 ) < Wn K1 8p 
Cancelando termos, 
O que implica em 
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n-4 J1(f) + O(c-2 ) 
d2(f) 
2 K1 
> ----
p+1K2 
n- 2K1 
- -n-K2. (34) 
Neste ponto usamos o fato que P tem curvatura média generalizada positiva. 
Vemos que J1(f) tem o mesmo sinal de f000 ~ 1 (r)(1':;;22)n dr, que é positivo pela 
equação (16) na definição (1). 
Continuando, para termos algum f em que vale a equação (34), basta 
termos 
lim I 1 (f) > n - 2 K 1 = ( n _ 2) 2 , 
t-+O d 2 (f) n K2 
onde usamos a equação (23). Neste ponto usamos o fato de P ter aproximação 
crítica. Podemos desprezar o termo 
O( c~), 
pois estamos considerando o caso em que 
ord(w) > t3 , 
para n > 4. Seria equivalente a termos 
ord(w) > t3 llog(t)l), 
para n = 4, ou 
ord(w) > t 2 , 
para n = 3. 
Vamos, então calcular 
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Para obtermos a tese do teorema, ou seja, para termos Q>.(vl) < k~ com 
f suficientemente pequeno, basta que o último quociente seja menor que 1. 
Isto quer di1.er pela equação (17) da definição (1) que P tem curvatura média 
generali1.ada positiva, que é a nossa hipótese. Isto prova o Teorema 3.5.1. 
• 
Damos, agora, uma condição suficiente para termos a hipótese do teorema 
anterior. Vamos supor que : (x) > O numa vi1.inhança de P e t 3 < ord(\11) < 
t. Eu conjeturo que não teremos soluções minimi1.antes, no caso em que 
t 3 ~ ord(\11). Se ord(\ll) > t, nós estamos utili1.ando o cone errado, pois 
não podemos ter a carta C1 com Jacobiano igual a identidade na origem. 
Quanto ao fato da derivada ser positiva, é necessário alguma hipótese deste 
tipo. No caso, estamos di1.endo que, localmente, o domínio está locali1.ado 
dentro do cone tangente. Adimurthi-Mancini e Wang assumem uma hipótese 
mais forte, qual seja, a existência de um ponto com curvatura média positiva. 
Lembro que eles podem fa1.er isso, pois seus domínios são C2 em todo ponto, 
e portanto existe um ponto deste tipo. 
Teorema 3.5.2 Se um ponto P tem aproximação maior que a critica, 
para y numa vizinhança de P, sendo positiva em tu0 , para t suficiente pe-
queno, então P tem curvatura média generalizada positiva. 
Demonstração: 
Utili1.ando integração por partes ( u 
obtemos 
roo \ll(r)rn-2 dr = __ 1_ roo w'(r)rn-l dr + 2 [ 00 \ll(r)rn dr. (35) 
lo (1 + r 2)n-l n- 1 lo (1 + r2)n-l lo (1 + r2 )n 
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Por outo lado, fa1.endo rn = rn-2(1 + r 2 - 1), segue que 
Portanto, levando a equação (35) na equação {36), temos que 
[ 00 \li(r)rn dr = __ 1_ [ 00 w'(r)rn-l dr + 2 [ 00 \li(r)rn dr 
lo {1 + r 2)n n - 1 lo (1 + r2)n-l lo (1 + r2)n 
o que implica 
[ 00 \li(r)rn dr = [ 00 w(r)rn-2 dr + 1 roo \li'(r)rn-1 dr. 
lo (1 + r 2)n lo (1 + r 2)n (n- 1) lo (1 + r 2)n-1 
Isto mostra que 
Então, para o primeiro termo da equação acima ser maior do que 1, é 
suficiente termos 
lÍI~ (r) > O, ou 
sendo positiva em algum ponto. Mas esta é a nossa hipótese. 
• Vamos, então reenunciar e demonstrar o Teorema central deste capítulo. 
Teorema 3.5.3 Seja n um domínio limitado de .61!' com fronteira an = 
r 0 u f 1 , satisfazendo a hip6tese D, com Cp um cone convexo para cada 
ponto de r 1 . Suponhamos que exista um ponto P E r 1 tal que 8 p = 8n, 
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com curvatura média generalizada positiva e com aproximação maior que a 
critica. Então, para >. > >.1 , o problema 
{ 
-f:..u+~ uP em Ü 
811 
u 
o 
o 
u > o 
em rl 
r o 
n 
em 
em 
possui uma solução fraca U>., que minimiza o funcional Q>.. Temos, também, 
Demonstração: 
O Teorema 3.5.1 nos dá uma função vf E V, que mostra que 
1 1 
S.>. = ~~t Q>. ( u) < K P = K (O)' 
O Teorema 3.3.1 pode, então, ser aplicado, e terminamos a prova. 
• 
Diferentemente do caso em que a fronteira é C1, existem domínios com 
fronteira lipschitziana, onde não há pontos com curvatura média generalizada 
positiva; por exemplo, em um cubo, a curvatura média generalizada é nula em 
todo ponto. Eu conjeturo, todavia, que se a curvatura média generalizada 
não é positiva em algum ponto p de r 1 com e p = 8n, o ínfimo não é 
atingido, para >. suficientemente grande. 
Agora daremos exemplos de domínios, com fronteira não C 1, que satis-
fazem as condições do Teorema 3.5.3. 
Tomamos um domínio n, com fronteira C2 , simétrico em relação a um 
plano H e que contenha um ponto P E 80nH com curvatura média positiva, 
e chamamos de nl, qualquer dos dois domínios obtidos pelo corte de n por 
H. Os pontos, em que 0 1 não é C1, são os pontos de an n H, e portanto 
8n = 8 p = Wn/2. 0 ponto p tem aproximação igual a 2 e CUrvatura média 
generalizada positiva. Logo, 0 1 satisfaz as hipóteses do Teorema 3.5.3. Em 
particular, temos soluções na metade de uma bola. O mesmo argumento se 
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aplica no caso do domínio ser um setor de um domínio axialmente simétrico, 
tipo de domínio que nos será muito útil no próximo capítulo. 
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4 Simetria de soluções minimizantes 
4.1 Introdução 
Neste capítulo, vamos provar que, se o domínio é simétrico, as soluções 
minimizantes preservam parte da simetria do domínio. Este resultado é uma 
espécie de generalização do conhecido teorema de Gidas-Ni-Nirenberg [25], 
que trata do caso em que temos condição de Dirichlet na fronteira e domínios 
convexos. Aqui tratamos tanto o caso em que temos condição de Neumann 
na fronteira, como também condição de Dirichlet em domínios não necessari-
amente convexos. Restringimos, todavia, a parte não linear da equação e 
consideramos somente as soluções minimizantes. 
Como mudaremos, frequentemente, de domínios, passaremos a usar a 
notação Pn para o problema 
(Pn) 
{ 
-6u+~ - uP em fl 
811 o 
u o 
u > o 
em rl 
f o 
n. 
em 
em 
De forma similar, denotaremos por Qo. e So., respectiYamente o funcional 
e seu ínfimo, como introduzido anteriormente. 
Notamos que o mesmo método se aplica à equação - 6 u = f(x, u), 
quando temos soluções minimizantes. Daremos a demonstração apenas no 
caso em que r o = 0, isto é, quando temos condição de N eumann na fronteira. 
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4.2 Soluções simétricas em relação a um (n -1)-plano 
Seja num domínio C2 simétrico em relação a um hiperplano H( { Xn = O}) 
e com um ponto com curvatura média positiva em ao n H. A curvatura não 
sendo nula, vemos que a aproximação do ponto Pé 2. Notamos que a hipótese 
da curvatura ser positiva em algum ponto não é supérflua, pois um domínio 
em forma de halteres possui simetria em relação a um plano, mas não possui 
um ponto de curvatura média positiva na interseção de sua fronteira com o 
plano de simetria. Neste caso, as soluções minimizantes não são simétricas, 
como mostrado a seguir, e talvez não existam soluções simétricas com energia 
baixa. Chamaremos de 
Estaremos estudando o problema de neumann 
(P!l) 
2 { 
-6u+~ 
Ôll 
u 
uP em 0 
o em ao 
> o em n. 
Nesta situação, temos 
o 
a2 = (ao n {xn >O}) u (an n H) u (O n H). 
É fácil ver que, para P pertencente ao bordo de ~, 
eP = { ~' se P E aO n {xn >O} ou P E O n H 
~' sePEaOnH, 
e, consequentemente, usando Corolário 3.4.1, temos 
e 
Dada uma função 
8n = Wn 
2 4 
o 
u: 2 --t JR, 
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definimos sua extensão ií a n por 
ü(x) = u(x',xn) = { 
u(x', Xn), se Xn? O 
u(x', -xn), se Xn <O. 
Temos os seguintes lemas 
Lema 4.2.1 Seu E H1 (~), então ü E H 1(0) e Qn(ü) = 2~Qu(u). 
2 
Demonstração: Ver, por exemplo, [12], Lemme IX.2. • 
Lema 4.2.2 Se u é uma solução fraca de (Pu), então ü, como definida 
2 
acima, é uma solução fraca de Pn. 
Demonstração: 
Queremos provar que, para qualquer l/J E H 1(0), temos 
In V Ü V l/J + À In Ül/J = In üP+lljJ. (37) 
Chamamos 0' = n \ ~ e vemos que l/JI~ E H1 (~) e l/Jin' E H 1 (0'). 
Então como ülu =ué uma solução fraca de (Pu) e ülfl' é uma solução 
2 2 
fraca de (Pn' ), temos que 
e 
Portanto, temos (37). 
• 
Teorema 4.2.1 Se n é um domínio C2 , simétrico em relação a um hiper-
plano H e com um ponto com curoatura média positiva no plano de simetria, 
então existe solução ü de Pn, que é simétrica com relação ao hiperplano H, 
e que tem um nível de energia Qn(ü) < 2~n. 
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Demonstração: 
Como P tem curvatura mérlia positiva em 80., é fácil ver que ele tem 
curvatura média generalizada positiva em 8~. E, como sua aproximação é 
2, temos que ~ satisfaz as hipóteses do Teorema 3.5.3, ou seja, existe uma 
solução u de Pn., com energia Q n. ( u) < 4 fJn e, portanto, fi, como definida 2 2 
acima, é solução de Pn, com energia Qn(ü) < :i-. 
2n 
• 
Observamos que O. também satisfaz o Teorema 3.5.3 e, portanto, tem uma 
solução u1 minimizante, com energia Qn(ul) < ~-2n 
Surge, então, uma questão : estas soluções são iguais ou diferentes? Ou 
seja, as soluções minimizantes são simétricas ou temos um resultado de mul-
tiplicidade? A resposta depende de 0.. 
Para um exemplo do segundo caso, lembramos o seguinte teorema de 
Adimurthi-Pacella-Yadava [4] (vamos usar, momentaneamente, a notação 
P>.,n para o nosso problema e u1,>. para a solução minimizante correspon-
dente): 
Teorema 4.2.2 (APY) Seja n > 4, n um domínio C 2 eU). solução mini-
mizante de P>.,n, com p = ~!;. Então, para À suficientemente grande, cada 
solução u 1,>. tem apenas um ponto de máximo Y>.· Mais ainda, quando À 
tende a infinito, os pontos de acumulação do conjunto {Y>.} estão entre os 
pontos de an em que a curvatura média é máxima. 
Vamos, então dar um exemplo em que as soluções minimizantes não são 
simétricas. 
Teorema 4.2.3 Seja n um domínio C2 , simétrico em relação a um hiper-
plano H, cujos pontos de curvatura média máxima não estão localizados em 
H. Seja também n > 4 e p = ~!;. Então, para À suficientemente grande, u 1 
e ü são diferentes. Ou seja, as soluções minimizantes não são simétricas em 
relação a H. 
Demonstração: 
Suponhamos que exista uma sequência Àn tendendo a infinito, tal que 
u1,>.n = Ü>.n, ou seja, uma solução minimizante que é simétrica. Pelo Teo-
rema 4.2.2, para À suficientemente grande, cada solucão u1,>.n possui apenas 
um ponto de máximo X>.n, e pela simetria das soluções, eles têm que estar 
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locali:;:~dos em H. Logo os pontos de acumulação do conjunto xÀn também 
estão em H, e, pelo teorema de Adirnurthi-Pacella-Yadava, têm curvatura 
média máxima. Mas isso contraria a hipótese. 
• 
Para um exemplo do primeiro caso, consideramos o caso em que o domínio 
é simétrico em relação a um (n- 2)-plano. Caso n = 3, ternos um domínio 
de revolução. Utili:;:aremos, para isto, o método do plano rotativo. Usando 
coordenadas cilíndricas 
(x',r,a), com x' E JRn- 2, r E JR+, a E [0,2rr), 
ternos que as correspondentes coordenadas cartesianas são 
x1 = r cosa, x2 = r sina, (x3, · · ·, Xn) = x'. 
Supomos que {r= O} é o plano de simetria de n, isto é, 
(x~, ro, ao) E !1 {::} (x~, ro, a) E !1 para qualquer a. 
Teorema 4.2.4 Se n é um domínio C2, simétrico em relação a um (n- 2)-
plano e com um ponto com curvatura média positiva no plano de simetria, 
então as soluções minimizantes são simétricas em relação a um hiperplano. 
Demonstração: 
Definimos 
f2s = {X E !1; (} < a < (} + 7r} 
Seja u solução rninirni:;:ante de Pn e u6 = u lne. Definimos 
f: S 1 ~ IR 
(} ~ 11 us ll~~i -~ 11 u ~~~~i 
onde as normas são calculadas nos domínios correspondentes. 
Ternos que 
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e, portanto, 
f(O) + f(O + n) =O. 
Logo f é uma função real, contínua e ímpar (quer dizer, a função assume 
valores simétricos em pontos antípodas), definida em S 1, e, portanto, tem 
um zero 01 • Assim, pela equação acima, também !(01 + n) =O. Escolhemos 
(}0 := 01 ou ()0 := 01 + 1r, aquele que nos fornecer o menor valor para li Vus li~ 
+.\ 11 us 11~· 
Neste caso, temos, pela escolha de Oo, 
e, como f(Oo) =O, 
Logo, temos 
< ~(11 Vuso 11~ +À 11 Uso 11~ + 11 Vuso+w 11~ +-X 11 Uso+w 11~ 
11 Vu 11~ +-X 11 u 11~ 
2 
Q (u ) < 22/(p+l)-lQ (u) = Qn(u). Oeo So - n 22/n 
Assim, para Üso (a função em n, definida a partir de Uso por simetria) 
temos, pelo Lema 4.2.2, 
Como u é solução minimizante para Q0 , temos igualdade nas desigual-
dades acima. Logo Üs0 é, também, solução minimizante de Q0 , que coincide 
com u em nso. Pelo princípio da continuação única, temos que u = Uso' e, 
portanto, u é simétrica em relação ao plano { () = ()0}. 
• 
Observação: Na verdade, a prova nos diz que, para cada (n- 2)-plano H 
de simetria de n eU>. solução minimizante de (P>.), existe um hiperplano que 
contém H, que é um hiperplano de simetria deU>.. 
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4.3 Soluções simétricas em relação a um (n- 2)-plano 
Vamos provar, agora, que, no caso em que o domínio é simétrico em 
relação a um (n- 2)-plano J, temos uma solução simétrica em relação a J, 
ou seja, uma solução que não depende de 8, como definido na seção anterior. 
Seja n um domínio Cf2 simétrico em relação a um (n- 2)-plano J com 
um ponto em an n J com curvatura média positiva. 
Teorema 4.3.1 Com as hipóteses acima sobre O, existem soluções u de Pn, 
que independem de 8, e tais que Qn(u) < 2~" 
Demonstração: 
Usaremos coordenadas cilíndricas, como acima. 
Seja 
:Es = { x E O; O < a < 8). 
Então 
8:Es = {{x E 80;0 ~a::; 8}) U ({x E O; a= O ou a= 8}). 
Temos, então, para P E 81:6 (P = (P',rp,ap)), 
Logo, 
e 
se ( P E 80 e 0 < a < 8) 
ou ( P E 0, r > 0 e (a = 0 ou a = 8)) 
se P E 80 e (a= O ou a= 8) 
sePEO e r=O 
se P E 80 e r = 0. 
Uma vez que estamos supondo a existência de um ponto em J n an com 
curvatura média positiva, o Teorema 3.5.3 nos dá uma solução minimizante 
us em :Es. Utilizaremos as soluções ui = uo;, com 8i = ;. , i= 1, 2, 3, · · ·. 
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Definimos uma solução üi de Pn, por simetria: 
ü;(x) = { 
onde x = (x', r, B). 
ull;(x), 
ull;(x', r, 2(}i- Bx), 
Ull;(x', r, Bx mod 2Bi), 
se x E 'E6; 
se x E 'E2ll; \ 'Ell; 
se x </. 'E2t1; 
Sabemos que üi(x) é solução fraca de Pn e 
< (2i+l)2/n Qn(ut) = (2Hl )2/n 
< Qn(ut) 
s 
< 22/n' 
em que ul = 1/(€2 + lxl2)n/2 e f. é escolhido convenientemente. 
Logo, estas soluções estão em um nível em que vale a condição (PS)c, como 
está provado em Wang [52]. Assim, as soluções ui's convergem fortemente, 
quando i tende a infinito, a uma solução u, que é simétrica em relação ao 
(n- 2)-plano J, pois a convergência em H 1(0) implica em convergência qtp. 
Para funções contínuas, isto significa convergência em todo ponto. Como as 
soluções Uj, com j ~ i, são periódicas em(} de período 2,~ 1 , u será periódica 
de período 2,7r_,, para cada i. Logo, será constante em B. 
• 
Surge, novamente, a pergunta: Temos urna propriedade da função mini-
mizante ou um resultado de multiplicidade? A resposta é a mesma daquela 
dada na Seção 4.2. Se os pontos de curvatura média máxima não estiverem 
em J, esta solução não pode ser minimizante, pelo menos para À grande, 
pelo resultado de Adimurthi-Pacella-Yadava já citado. Mas a solução será 
minimizante, se tivermos mais simetrias, como mostraremos a seguir. 
Seja n simétrico em relação a um (n - 3)-plano, tendo um ponto de 
curvatura média positiva nele. (Se n = 3, só temos a bola, pois O-plano é um 
ponto). 
Usaremos coordenadas esféricas 
(x',r,B,</>) com x' E JRn- 3 , r E JR+, (}E [0,27r), </>E [0,1r]. 
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As coordenadas cartesianas correspondentes são 
I 
Xl - r cos () sin </>, 
X2 r sin () sin </>, 
X3 r cos </>, 
x' (x4, · · ·, Xn)· 
Supomos que {r= O} é o (n- 3)-plano de simetria, isto é 
x = (x', r, Oo, </>o) E 0 <=? (x', r,(),</>) E !1 \f 0 ~ () < 27r, 0 ~ </> < 1r 
Teorema 4.3.2 Se n é um domínio C2, simétrico em relação a um ( n- 3)-
plano J' com um ponto de curvatura média positiva em an n J, então as 
soluções minimizantes são simétricas em relação a um (n - 2)-plano que 
contém J. 
Demonstração: 
Mantendo um ponto fixo P com curvatura média positiva, o (n-2)-plano 
que contém P e J é um plano de simetria de n e, pelo Teorema 4.2.4, as 
soluções minimizantes são simétricas em relação a um hiperplano que contém 
J e P. 
Podemos ter duas opções: 
A) A solução é simétrica em relação a todo hiperplano de simetria de n. 
Neste caso, a solução é simétrica em relação ao (n- 3)-plano x' =O. 
B) A solução não é simétrica em relação a algum hiperplano de simetria 
de n, que vamos denotar por H. Então pela observação que se segue ao 
Teorema 4.2.4, para cada ponto P em H, existe um hiperplano de simetria da 
solução, que contém P. Como a interseção de dois hiperplanos é um (n- 2)-
plano e um conjunto enumerável de (n- 2)-planos não pode preencher o 
hiperplano H, nós encontramos um conjunto não enumerável de hiperplanos 
de simetria da solução. 
A demonstração do teorema se completa usando o lema a seguir. 
• 
Lema 4. 3.1 Uma função, que tenha um conjunto não enumerável de ( n-1)-
planos de simetria, possui um (n- 2)-plano de simetria 
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Demonstração: , 
Primeiro, faremos uso da seguinte 
Afirmação: Existem dois (n- 1)-planos de simetria da função, que fazem 
entre si um ângulo múltiplo irracional de 1r. 
Usando a afirmação, terminamos a prova do lema. 
Usaremos coordenadas cilíndricas 
(x',r,O),x' E 1Rn-2 ,r E JR+,o E [0, 27r), 
de modo que um (n -1)-plano é O= O, e o outro, O= 00 . Então, nós temos 
u(x', r, O) = u(x', r, -0) = u(x', r, 20o- O) = u(x', r, O- 20o), 
ou seja, u(., ., O) tem períodos 27r e 200 , racionalmente independentes e, por-
tanto, é constante, isto é, a solução é simétrica em relação à interseção dos 
hiperplanos, provando o lema. 
Demonstração da afirmação: Vamos identificar os (n- 1)-planos com 
seus vetores normais de norma 1. Seja j a dimensão do espaço E gerado 
pelos vetores normais correspondentes aos planos de simetria da função, e 
sejam Ui, i= 1, · · · ,j, vetores linearmente independentes em E. Cada vetor 
v, correspondente a um dos planos de simetria da função, satisfaz o sistema 
ui.v = cos(ri1r). 
Sendo {ui} um conjunto linearmente independente, este sistema possui, 
no máximo, uma solução de norma 1. Isto mostra que a função do conjunto 
de planos de simetria da função em JRi, que leva cada plano na n-upla 
(cos-1 (ui.v), i = 1, · · · ,j), é injetiva. Se ri E Q para todo i e cada plano 
de simetria de f, isto nos daria uma contradição, pois nos mostraria que o 
conjunto de planos é enumerável. Logo, ri f!. Q, para algum i e algum plano 
de simetria de f. Então os (n- 1)-planos cujas normais são v e ui são os 
planos pedidos na afirmação. 
• 
Generalizando, temos 
Lema 4.3.2 Seja n simétrico em relação a um j-plano H, com j ~ n- 2, 
e u : n -t IR, junção com a seguinte propriedade: para cada n - 2-plano J 
de simetria de n, u possui um n- l-plano de simetria contendo J. Então u 
é simétrica em relação a um j + l-plano contendo H. 
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Demonstração: 
Por indução em n - j. 
Se j = n- 2, a tese é a hipótese. 
Se j = n- 3, a prova está contida nos teoremas acima. 
Então, podemos supor j < n - 3 e que o lema é válido para j + 1, isto 
é, para cada (j + 1)-plano de simetria de n, existe um (j + 2)-plano de 
simetria de u. 
Tomamos u vetor ortogonal a H, e J1 um (j + 2)-plano de simetria de 
f que contém u e H. 
Tomamos v vetor ortogonal a H, não contido em J1 e fazendo um ângulo 
()0 , não múltiplo racional de 1r, com u. tomamos J2 um (n- 1)-plano de 
simetria de f que contém v e H. 
Chamamos J3 := J1 n J2. Tomamos vetores UI, U2, ... ' Un-1, Un ortonor-
mais, tais que u, v E< u 3+2, Uj+J > e 
H < UI, U2, .•. 'Uj > 
J1 <UI, U2, · · ·, Uj, Uj+b Uj+2 > 
J2 < U1,U2,· ··,Uj,Uj+1,V,Uj+4•" ··,Un-1 > 
J3 - <UI, U2, · · ·, Uj, Uj+1 >. 
Usaremos coordenadas cartesianas, sendo Xi a direção de ui. No plano 
< X;+2 , X;+ 3 > usaremos coordenadas polares (r, 8), em que r 2 = xJ+2 + xJ+3 
e () = tan- 1 =.i±!. 
Xj+2 
Como f é simétrica em relação a J1 , temos 
Como f é simétrica em relação a J2 , temos 
f(xb X2, · · ·, Xj, Xj+l• r, 28o- (), Xj+4 1 • • ·, Xn)· 
Com na prova do Lema 4.3.1, temos que f é constante em() e portanto 
simétrica em relação ao (j + 1)-plano J3. Isto termina a prova da indução 
e do lema. 
• 
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Teorema 4.3.3 Se O é simétrico em relação a um j-plano, com j ~ n- 2, 
então as soluções minimizantes possuem um (j + l)-plano de simetria. 
Demonstração: 
Basta utili:1.ar o Lema 4.3.2, já que sua hipótese está provada na ob-
servação que se segue ao Teorema 4. 2.4, que usa o método do plano rotativo . 
• 
O professor Orlando Lopes, em comunicação pessoal, me mostrou um 
argumento ad hoc para a demonstração do Teorema 4.3.2. Esta demonstração 
se baseia no lema a seguir, que substitui o Lema 4.3.1, no caso em que f é 
mínimo de um funcional. 
Lema 4.3.3 Se um mínimo u de um funcional tem dois hiperplanos de sime-
tria perpendiculares, então u é simétrica em relação à interseção dos hiper-
planos. 
Demonstração: 
Vamos considerar coordenadas (r, O, x'), sendo 
Neste caso, 
(0, O, x') correspondente à interseção dos hiperplanos, 
(r, O, x') correspondente a um dos hiperplanos, 
(r, 1r /2, x') correspondente ao segundo hiperplano. 
u(r,O,x') = u(r, 1r- O,x') = u(r, 1r + O,x') 
Tomando, agora, qualquer outro hiperplano H passando pela interseção 
dos hiperplanos, vemos que para qualquer ponto x, ele e seu simétrico -x 
estão em lados opostos de H. Isto implica que as integrais que definem 
o funcional são iguais em cada metade do domínio. Como na prova do 
Teorema 4.2.4, temos que f é simétrica em relação a H. Isto implica que 
f é simétrica em relação à interseção dos hiperplanos, como na prova do 
Lema 4.3.1. 
• 
Para provar o Teorema 4.3.2, encontramos um hiperplano H1 de simetria 
da solução, usando o Teorema 4.2.4. Para encontrarmos H2 , um hiperplano 
de simetria ortogonal a H 1, nós usamos a observação que se segue a este 
teorema, utili7.ando, como o (n- 2)-plano, o gerado pelo (n- 3)-plano J e a 
reta ortogonal a H1. Depois, basta utili:1.ar o Lema 4.3.3. 
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Duas outras construções podem ser feitas seguindo os mesmos argumentos 
deste capítulo: 
A primeira nos dá soluções positivas de Pn. com a simetria do domínio 
n c JRn, simétrico com relação aos planos {xi = 0}, i = 1, · · ·, n. Notamos 
que isto implica que n é um domínio par, ou seja simétrico com relação à 
origem. Domínios pares foram estudados por por Zhi-Qiang Wang [54] e [55]. 
Nós achamos soluções que têm mais simetrias, com o custo de exigirmos mais 
simetrias do domínios. 
Para isso definimos 
n' = X E n; X i > 0, i = 1, · · · , n. 
Vemos que n é constituído de 2n regiões isométricas a n'. Tendo encontrado 
uma solução de Pn.', seguindo o Teorema 3.5.3, definimos sua extensão ü a n 
por 
Como na Seção 4.2, ü é urna solução de P0 , simétrica com relação aos n 
planos coordenados.É fácil ver que 
o que implica 
Logo, temos que 
e 
s 
Q>.(u) < 2n' 
Q>.(Ü) < 2n ~ =S. 
Utilizando o Lema 3.2.3, vemos que, variando À, Q>.(Ü>.) ~ S, ou seja, es-
tas soluções não são minimizantes, e por isso, não podemos usar o Lema 4.3.3 
para concluirmos que elas são simétricas com relação a algum (n- 2)-plano. 
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Mas, como na Seção 4.3, o serão, se n tiver simetria com relação a um 
(n- 3)-plano. 
A segunda construção nos dá soluções, que trocam de sinal, em domínios 
que são simétricos com respeito a um plano H, para o problema 
{ 
- 6_ U + ÀU = luln~2U em f2 
~ = o em an. 
É suficiente encontrar uma solução em~ (condição de Neumann em ann 
~ e condição de Dirichlet em H), e ao invés de fa7.er uma simetria em relação 
a H, estender a solução de uma maneira antisimétrica: 
{ 
u(x', Xn), 
ü(x) = u(x',xn) = 
1 
-u(x, -xn), 
se Xn ~O 
se Xn <O. 
É fácil ver que ü E H 1 (0), seu E V= {v E H1(0');v =O em Hnn}, e 
que ü é solução fraca de Pn, se u é solução fraca de Pn.. Teremos, então, uma 
2 
solução de Pn com duas regiões nodais. Podemos também achar soluções com 
n regiões nodais, para qualquer n, se supusermos que o domínio é simétrico 
em relação a um (n- 2)-plano. Para isto, é suficiente usar os domínios 
n~ definidos na Seção 4.3. Este tipo de solução foi estudada por Comte e 
n 
Knaap [20] e [21 ], usando um método diferente. 
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