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GTPases regulate a wide range of cellular processes, such as intracellular vesicular transport, signal
transduction, and protein translation. These hydrolase enzymes operate as biochemical switches by
toggling between an active guanosine triphosphate (GTP)-bound state and an inactive guanosine
diphosphate (GDP)-bound state. We compare two network motifs, a single-species switch and
an interlinked cascade that consists of two species coupled through positive and negative feedback
loops. We find that interlinked cascades are closer to the ideal all-or-none switch and are more robust
against fluctuating signals. While the single-species switch can only achieve bistability, interlinked
cascades can be converted into oscillators by tuning the cofactor concentrations, which catalyse
the activity of the cascade. These regimes can only be achieved with sufficient chemical driving
provided by GTP hydrolysis. In this study, we present a thermodynamically consistent model that
can achieve bistability and oscillations with the same feedback motif.
INTRODUCTION
Interlinked cascades are a special class of network mo-
tifs that are fundamental components of cell signalling
networks. They regulate the cellular response to an in-
put signal using complex feedback structures and involve
a multitude of proteins. Ideally, these molecular switches
should have an all-or-none response, thus making them
ultrasensitive [1, 2]. Although this feature is essential for
signal transducers, their steady state output is by defini-
tion sensitive to input fluctuations. Molecular switches
can benefit from bistability which makes them robust
against input noise [2]. Interlinked cascades often con-
sist of two species coupled through positive and negative
feedback loops. Positive feedback loops can enhance the
input signal as well as the bistability region, and make
the switch more robust against fluctuations. Negative
feedback loops are necessary for oscillations and enable
a fast input response. The combination of positive and
negative feedback is a highly versatile system as it fa-
cilitates rich dynamics such as bistability or oscillations,
and is robust against input noise [3–6].
Bistability can already be achieved by a minimal model
containing only one species and an autocatalytic reaction
as in Schlögl’s model [7, 8], complex feedback mecha-
nisms are not required. A natural question that arises
is why interlinked cascades should be advantageous over
single-species switches. In this study, we show that the
interlinked cascade has an improved switching quality,
which is closer to the ideal all-or-none switch compared to
its single-species counterpart. Moreover, interlinked cas-
cades can decrease the effect of input fluctuations [9, 10].
In this paper, we will focus on small GTPase proteins,
which are key players in many cellular processes such as
gene expression, membrane trafficking or vesicular trans-
port [11–13]. Their structure comprises three domains:
a nucleotide-binding domain, where a guanosine triphos-
phate (GTP) or guanosine diphosphate (GDP) is lodged,
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a catalytic-binding domain, and an effector-binding do-
main [11, 12]. The effector-binding domain is responsi-
ble for different functions in membrane transport, such as
vesicle budding, movement, tethering, and fusion [14, 15].
Small GTPases have a high affinity to nucleotides and
are mostly found in complexes with GTP or GDP under
physiological conditions. In the GTP-bound state, small
GTPases are in an open activated state and can selec-
tively bind to a specific set of effectors with high affinity.
In the GDP-bound state, small GTPases are preferably
closed and the system is considered inactivated as they
have a low affinity to effectors.
Small GTPases rely on cofactors to regulate their ac-
tivity. Cofactors are essential catalysers since the sponta-
neous GTPase rate is very low without them (10−4 s−1).
Small GTPases can on the one hand form a complex with
GTPase-activating proteins (GAPs), which greatly accel-
erate the GTPase rate (deactivation) up to 10 s−1 [16].
On the other hand, they can bind to guanine nucleotide
exchange factors (GEFs) that catalyse the dissociation of
GDP in the inactive state (up to 105-fold [17]), followed
by an activation with GTP. Hence, cofactors are essential
to realise fast and reliable switching behaviour. In this
paper, we show that these cofactor concentrations must
be tuned appropriately to achieve bistability or oscilla-
tions. Recently, it was proposed that small GTPases are
optimised to rapidly bind to their effectors and quickly
release them [18], which is ideal for tasks like defining
identities within the membrane [19]. Defects or muta-
tions in the cofactors’ functions have been experimen-
tally linked to reduced targeting [20, 21]. Small GTPases
share many similarities with kinetic proofreading [22–24],
Min proteins [25–30] and the 70 kDa heat shock protein
(Hsp70), which has an analogous ATP cycle and set of
cofactors [18, 31–33]. Recent experiments have shown
that the Hsp70-Hsp90 cascade can improve client folding
yields [34].
Small GTPases from different families are linked
through feedback schemes to accomplish either bistabil-
ity or oscillations. Interlinked cascades are designed to
achieve bistability, they are found in many parts of the
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Figure 1. Rab GEF and GAP cascade. In step 1, the ac-
tivation of the first Rab protein is catalysed by GEFa. In
their active form, Rab proteins can bind to the GEF of the
upstream Rab, which catalyses its activation as shown in step
2. If a GAP binds to an active Rab, the inactivation of the
downstream Rab is catalysed after it has fulfilled its function
as marked by step 3. The overall behaviour is a transition
from left to right as indicated by the grey arrow. Figure
adapted from [15].
cell, such as the Rab5-Rab7 in the endosome or Rab/Ypt
in the secretory pathway [35–40]. While each species has
its specific set of cofactors and effectors, all of them share
the same structure. The effector of the first species is the
GEF of the second species, which catalyses the activation
of the second system (GEF cascade). Once activated, the
second species can bind to its effector and the GAP of
the first species. When bound to the latter, it inactivates
the first system (GAP cascade) as illustrated in Fig. 1.
Errors when deactivating the previous species have been
linked to trafficking defects [37–40]. Interestingly, small
GTPases are also tuned to achieve oscillations. For exam-
ple, Rho GTPases are drivers of cellular morphogenesis
and serve as pattern to guide the formation of various
cellular structures [41–44]. In this paper, we show that
interlinked small GTPases can be tuned to act as molec-
ular switches or oscillators with the same feedback struc-
ture, thus providing a versatile motif. Fischer-Friedrich
et al. have shown experimentally that the MinDE sys-
tem, which shares a similar feedback structure, displays a
transition from a switch to an oscillator as the cell length
increases [45].
Small GTPases are GTP-driven machines that rely on
the GTP hydrolysis cycle, which transforms a GTP into
a GDP and an inorganic phosphate Pi. Under physiolog-
ical conditions, an excess of GTP is maintained, driv-
ing the system far from equilibrium [46]. Thermody-
namics states that complex behaviour such as bistabil-
ity or oscillations can only be achieved far from equi-
librium [28, 47–51]. Although extensive research has
been carried out on small GTPase cascades, few stud-
ies have investigated the finite energy budget of the hy-
drolysis cycle. Apart from thermodynamically consistent
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Figure 2. Model for the single-species switch. Transitions
from the inactive state X to the active state X∗ mediated by
the hydrolysis and nucleotide exchange reactions of Eqs. (1)
and (2) with the associated transition rates ω±1 and κ±11. Com-
pleting the anticlockwise cycle corresponds to the hydrolysis
of one GTP, which liberates a free energy ∆µ.
models for a phosphorylation-dephosphorylation switch
[47, 48, 52–54], very little is known about the thermo-
dynamic properties of interlinked cascades. Thermody-
namic consistency requires mass action kinetics, thus for-
bidding more complex activation functions such as sig-
moidal, Michaelis-Menten, and Hill functions, which are
primarily used in the literature to analyse interlinked cas-
cades [55–62]. Moreover, the underlying biological re-
actions of these activations remain unclear in contrast
to the fundamental reactions considered in the present
study.
MODEL DESCRIPTION
Thermodynamically consistent model for
single-species switches
We consider a biological switch that consists of species
X in a volume Ω. It can toggle between an inactive
GDP-bound state X and an active GTP-bound state X∗.
Transitions between these two states occur through a hy-
drolysis reaction
X∗
ω+1−−⇀↽−
ω−1
X + Pi, (1)
and a nucleotide exchange reaction
I + 2X∗ +X + GTP
κ+11−−⇀↽−
κ−11
I + 3X∗ + GDP, (2)
where ω±1 , κ±11 are transition rates shown in Fig. 2(a). We
assume that the input I acts as a catalyst by boosting the
nucleotide exchange reactions like the GEF molecules for
small GTPases. Second, we suppose that two active pro-
teins are required to activate a third one and write κ±11
with double indices to indicate this self-feedback. We
3choose this effective reaction in order to achieve non-
linear feedback, which is a necessary condition for bista-
bility. In reality, a GEF only binds to one active protein
to activate a second one [53, 63, 64]. This would nor-
mally result in one X∗ term on the left side of Eq. (2).
However, Goryachev et al. [41] have shown that a model
for Rho GTPases with membrane interaction containing
only bimolecular reactions can be simplified to an effec-
tive trimolecular reaction similar to Eq. (2). Note that
we did not consider the equilibrium binding reactions in
our model, they can be coarse-grained in a thermody-
namically consistent way assuming timescale separation
[65, 66].
A transition from X to X∗ along the “+” direction
of reaction (2) and back to X along the “+” direction
of reaction (1) does not change the state of the system,
however, it turns one GTP into one GDP and a Pi. Such
a complete cycle consumes a chemical energy
∆µ ≡ µGTP − µGDP − µPi = ∆µ0 + kBT ln
[GTP]
[GDP][Pi]
,
(3)
where µS is the chemical potential of species S =
GTP,GDP,Pi and [S] its concentration. The temper-
ature is denoted by T and kB represents Boltzmann’s
constant. The last equality is the approximation for an
ideal solution, where ∆µ0 is a reference value. Physio-
logical conditions are maintained by an excess of GTP,
characterised by ∆µ > 0, and equilibrium corresponds
to ∆µ = 0. The transition rates must satisfy the local-
detailed balance condition [67], which reads
κ+11ω
+
1
κ−11ω
−
1
= e∆µ/kBT . (4)
The state of the chemical reaction system (1) and (2)
is determined by only one variable, the number of active
proteins n. The time evolution of the probability distri-
bution P (n, t) to find the system in state n at time t is
governed by the chemical master equation (CME), which
reads
∂tP (n, t) = αn−1P (n− 1, t) + βn+1P (n+ 1, t)
− (αn + βn)P (n, t). (5)
Here, we define rate parameters as
αn = ακn + αωn ≡
κ+11
Ω2 (N − n)n(n− 1)[I] + ω
−
1 (N − n),
βn = βκn + βωn ≡
κ−11
Ω2 n(n− 1)(n− 2)[I] + ω
+
1 n,
(6)
and introduce the total number of proteins N as well
as the input concentration [I], which is given by the
number of I particles divided by the volume Ω. For
long times t and constant [I], the system reaches a
non-equilibrium steady state (NESS), at which the left-
hand side of Eq. (5) vanishes, leading to the condition
αn−1Pss(n − 1) = βnPss(n). The analytic solution for
the steady state probability distribution reads
Pss(n)
Pss(0)
=
n−1∏
i=0
αi
βi+1
, Pss(0) = 1−
∞∑
j=1
Pss(j). (7)
From the CME (5), we obtain the equation for the time
evolution of the concentration of active proteins
x∗ ≡ 1Ω
N∑
n=0
nP (n), (8)
which reads in the deterministic limit (N →∞,Ω→∞)
dx∗
dt =
(
ω−1 + [I]κ+11x∗
2
)
(1− x∗)−
(
ω+1 + [I]κ−11x∗
2
)
x∗.
(9)
As the total number of proteins N is conserved, we set
the sum of active and inactive concentrations to one
(i.e. x + x∗ = 1), thus, setting N/Ω = 1. Note that
the steady state concentration for zero input is simply
given by x∗([I]=0) = ω−1 /(ω+1 +ω−1 ). Having introduced
the model for single-species switches, we consider inter-
linked cascades of different species X,Y with positive
self-feedback in the next section.
Thermodynamically consistent model for interlinked
cascades
As in the model for the single-species switch, we as-
sume that the input I only affects species X and cataly-
ses its activation. We now introduce a positive feedback
from the first X∗ to the second Y ∗ component of the
cascade and negative feedback from Y ∗ to X∗, as shown
in Fig. 3(a). The underlying biochemical reactions of the
interlinked cascade are the following set of hydrolysis and
nucleotide exchange reactions
X∗
ω+1−−⇀↽−
ω−1
X + Pi,
I + 2X∗ +X + GTP
κ+11−−⇀↽−
κ−11
I + 3X∗ + GDP,
G+2 + 2X∗ + Y + GTP
κ+12−−⇀↽−
κ−12
G+2 + 2X∗ + Y ∗ + GDP,
Y ∗
ω+2−−⇀↽−
ω−2
Y + Pi,
G+2 + 2Y ∗ + Y + GTP
κ+22−−⇀↽−
κ−22
G+2 + 3Y ∗ + GDP,
G−1 + 2Y ∗ +X∗
ω+21−−⇀↽−
ω−21
G−1 + 2Y ∗ +X + Pi,
(10)
which are illustrated in Fig. 3(b). Note that the first two
reactions of Eq. (10) are the same as Eqs. (1) and (2) of
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Figure 3. Model for the interlinked cascade. (a) Interlinked positive and negative feedback loops between the active forms X∗
and Y ∗ of the two species. Blue arrows represent activation and the red line represents inhibition. The input I has a direct
effect on species X. (b) Transitions from the inactive states X,Y to the active states X∗, Y ∗ mediated by the hydrolysis and
nucleotide exchange reactions of Eq. (10). The feedback between X and Y is illustrated in blue and orange. Completing the
anticlockwise cycles corresponds to the hydrolysis of one GTP, which liberates a free energy ∆µ.
the single-species switch and that the additional feedback
pathways are realised by the remaining four reactions.
The molecules G−1 and G+2 can boost the hydrolysis and
nucleotide exchange reactions, respectively, similar to the
input I. In the case of small GTPases, G−1 would corre-
spond to the GAP of species X and G+2 to the GEF of
species Y . Local-detailed balance requires
κ+11ω
+
1
κ−11ω
−
1
= e∆µ/kBT , κ
+
22ω
+
2
κ−22ω
−
2
= e∆µ/kBT ,
κ+12ω
+
2
κ−12ω
−
2
= e∆µ/kBT , κ
+
11ω
+
21
κ−11ω
−
21
= e∆µ/kBT .
(11)
The deterministic equations for the normalised active
protein concentrations x∗ and y∗ are given by the fol-
lowing set of non-linear ordinary differential equations
(ODEs)
dx∗
dt =
(
ω−1 + [I]κ+11x∗
2 + [G−1 ]ω−21y∗
2
)
(1− x∗)
−
(
ω+1 + [I]κ−11x∗
2 + [G−1 ]ω+21y∗
2
)
x∗,
dy∗
dt =
(
ω−2 + [G+2 ]κ+22y∗
2 + [G+2 ]κ+12x∗
2
)
(1− y∗)
−
(
ω+2 + [G+2 ]κ−22y∗
2 + [G+2 ]κ−12x∗
2
)
y∗.
(12)
The results presented in the next section do not depend
strongly on the choice of parameters. The explicit pa-
rameter values used in the simulations can be found in
the Methods section.
RESULTS
Bistability analysis of single-species switches
Deterministic analysis
We first consider the deterministic Eq. (9) and study
its non-equilibrium steady state solutions for which the
left-hand side vanishes. Depending on the input concen-
tration [I] and the chemical affinity ∆µ, either one or
three real solutions x∗i , with i = −, 0,+, are possible.
Hence, one or three different steady states can occur as
shown in Fig. 4(a). The solid lines correspond to sta-
ble steady states, the dashed lines to unstable steady
states. If the chemical affinity is large enough, two stable
steady states coexist and the system can exhibit hystere-
sis, which is a characteristic of bistability. It is inter-
esting to note that an increase of the chemical affinity
∆µ enables an activation for which smaller input [I] is
sufficient. Bistability can only occur for non-vanishing
chemical affinity, i.e., under non-equilibrium conditions.
In Fig. 4(b), we show the phase diagram, where the chem-
ical affinity and the input concentration are varied. The
bistability region arises for a critical value of the chemical
affinity ∆µc/kBT ' 2.72 and increases for larger affini-
ties.
We analyse the bistability region in more detail by in-
troducing the relative width of the hysteresis zone [47]
whys =
[I+]− [I−]
[I+] + [I−]
, (13)
with upper [I+] and lower [I−] bounds of the hystere-
sis region for a given chemical affinity ∆µ. As shown in
Fig. 4(c), the minimal chemical affinity for hysteresis is
∆µc/kBT ' 2.72. For values ∆µ > ∆µc, the relative
hysteresis width growths until it saturates at its plateau
value whys ' 0.235 for ∆µ/kBT = 12. From a theoreti-
cal perspective, a large hysteresis width has its assets and
drawbacks. The major advantage is its increased robust-
ness against input fluctuations, which is very beneficial
in biological systems. However, it slows down the acti-
vation process because more input is needed for the en-
tire activation in comparison with monostable activation
functions like sigmoids. In this sense, an all-or-none ac-
tivation with maximum distinction between the inactive
and active state together with an appropriate hysteresis
width is desirable.
Hence, as a measure of the performance of biochemical
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Figure 4. Characteristics of the single-species switch. (a) Active concentration x∗ as function of the input [I] for different
chemical affinities ∆µ/kBT = 0, 3, 4, 6, 12. A higher chemical affinity enables bistability and an activation for which smaller
input [I] is sufficient. (b) Phase diagram of the single-species switch. The bistability region arises for a critical value of the
chemical affinity ∆µc/kBT ' 2.72. (c) Relative hysteresis width whys from Eq. (13) and switch quality Qx from Eq. (14) as
functions of the chemical affinity ∆µ. The switch quality of the single-species switch is Qx ' 0.63 at ∆µ/kBT = 12 and the
associated hysteresis width is whys ' 0.235. The hysteresis width and the activation degrees are marked in (a) for∆µ/kBT = 12.
switches, we define the switch quality
0 ≤ Q ≡ ((1− δoff) + (1− δon) + δonoff)/3 ≤ 1, (14)
with the activation degrees in the “off” and “on” state as
well as in the transition from “off” to “on” as
δoff(x∗) ≡ max
off
x∗ −min
off
x∗ ≥ 0,
δon(x∗) ≡ maxon x
∗ −min
on
x∗ ≥ 0,
δonoff(x∗) ≡ minon x
∗ −max
off
x∗ ≤ 1.
(15)
The definitions enable a straightforward comparison with
an all-or-none switch that would take on the optimum
values δoff = δon = 0, δonoff = 1 and would achieve the
maximum quality Qid = 1. Therefore, the switch quality
measures the “distance” between the actual realisation
and the ideal switch. A higher quality corresponds to
a larger difference between the activations in the “off”
and “on” state and is associated with an increased ro-
bustness, which are both biologically relevant. For all
following investigations of the switch quality, the maxi-
mum value maxon x∗ is taken from [I] = 3 as shown in
Fig. 4(a). It can be seen from the data in Fig. 4(c) that
the switch quality of the single-species switch does not
depend strongly on the chemical affinity and slightly in-
creases with increasing ∆µ until it reaches its plateau
value of Qx ' 0.63 at ∆µ/kBT = 12.
Comparison of stochastic and deterministic description
In this section, we study the occupation of the two sta-
ble steady states in the bistability region and compare de-
terministic and stochastic descriptions. The probability
distribution P (x∗) is shown in Fig. 5(a) for different input
concentrations. In an experimental realisation of such
switches, the protein concentration will stay in one of the
bistable solutions for a very long time. In Fig. 5(b), we
compare the active concentrations x∗det,i for the different
solutions of Eq. (9) with an average concentration x∗CME
computed from the CME via Eq. (8), which is plotted
for different system sizes Ω = 25, 50, 100, 1000. Increas-
ing the system size has two major advantages. First, the
concentration in the active state increases, as expected.
Second, the transition region from the lower stable so-
lution to the upper one, in which apparent bistability
is observed, decreases with increasing system size. For
a system size Ω = 1000, the average of the stochastic
concentration is in good agreement with the determinis-
tic concentrations apart from the metastable region and
the apparent bistability region is small. Ge and Qian
[48] have shown that the chemical master equation con-
verges to the deterministic solution with the lowest non-
equilibrium potential. Note that the descriptions by the
chemical master equation and the deterministic equation
differ in the order in which the limits of time (t → ∞)
and volume (Ω→∞) are taken. The CME considers the
limits limΩ→∞ limt→∞, i.e., the time limit first and the
volume limit second, whereas the deterministic equation
takes the limits in opposite order, limt→∞ limΩ→∞.
Advantages of interlinked cascades over
single-species switches
Multiple non-equilibrium phases
The phase space of the interlinked cascade is much
richer than the phase space of the single-species switch.
While only two phases (monostability and bistability) ex-
ist for the single-species switch, the interlinked cascade
is additionally able to exhibit oscillation, excitability and
tristability. We provide a brief overview of the most rel-
evant nonequilibrium phases in this main text, detailed
information can be found in Supplementary Note 1. Os-
cillation is characterised by the existence of a limit cycle,
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Figure 5. Probability distributions and active concentra-
tions of the single-species switch. (a) Probability distribution
P (x∗) for different input concentrations [I], chemical affinity
∆µ/kBT = 10, and system size Ω = 100. (b) Active con-
centrations x∗det,i from the solutions of Eq. (9) in comparison
with the average concentrations x∗CME of Eq. (8) from the
CME for different system sizes Ω as functions of the input
[I] for ∆µ/kBT = 10. Deterministic and stochastic concen-
trations are in good agreement for Ω & 1000 apart from the
metastable region.
on which the trajectory circles around a source, which is
the sole steady state. If a sink and a saddle arise addition-
ally to the source, the phase is called excitability since the
system can be excited to a quasi steady state. Addition-
ally, a second type of bistability arises, which differs from
the former bistability regime by an additional source and
one further saddle.
The phase diagrams of the interlinked cascade for dif-
ferent negative feedback strengths [G−1 ] = 0.01, 1.0, 3.0
are presented in Fig. 6. As a first result, there occur
Table I. Comparison of the switch qualities Q and hysteresis
widths whys for different network motifs at a chemical affinity
of ∆µ/kBT = 12.
switch type Q whys
all-or-none switch 1 –
single-species switch x∗ 0.63 0.235
interlinked cascade x
∗ 0.62 0.255
y∗ 0.84
phase transitions from bistability to excitability and os-
cillation with increasing negative feedback strength from
[G−1 ] = 0.01 to [G−1 ] = 3.0. Hence, by varying the ex-
perimentally accessible concentration of G−1 molecules,
the network motif can be tuned to achieve both bista-
bility and oscillations. Second, the diagrams reveal
that the chemical affinity switches between different non-
equilibrium phases.
Moreover, our model is able to achieve regions of trista-
bility, where three stable steady states coexist. A de-
tailed analysis in Supplementary Note 2 reveals that
tristability is not an additional regime of the interlinked
cascade as the probability of the third stable steady state
is very low, making an experimental observation impossi-
ble. Consequently, the behaviour of the tristable system
is quite similar to the bistable one.
All-or-none activation
The activating effect of the chemical affinity be-
comes apparent by studying the bifurcation diagrams
of Fig. 7(a),(b). In these figures, the active concen-
trations x∗ and y∗ are plotted as functions of the in-
put [I] for chemical affinities (a) ∆µ/kBT = 6 and (b)
∆µ/kBT = 12. The activation of the second component
changes drastically with increased chemical affinity and
leads to a better switching behaviour.
We quantify the above statement by studying the
switch quality for the interlinked cascade. The qualities
Qx and Qy of both components are shown in Fig. 7(c)
as function of the chemical affinity and allow for a direct
comparison with the single-species switch. In contrast
to the latter, the switch quality depends considerably on
the chemical affinity for ∆µ/kBT . 10. For larger affini-
ties, Qx and Qy approach their plateau values, which
are presented in Table I together with the corresponding
values for the single-species and the all-or-none switch.
It is apparent from these data that the second compo-
nent of the interlinked cascade leads to a significantly
better performance with a switch quality of Qy ' 0.84
at ∆µ/kBT = 12. The associated hysteresis width and
the quality of the first component remain almost unaf-
fected with whys ' 0.255 and Qx ' 0.62. Besides, the
data reveal the importance of the chemical affinity since
the switch quality is substantially improved for values
∆µ/kBT & 7 . Overall, the activation performance of the
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Figure 6. Phase diagrams of the interlinked cascade for different negative feedback strengths (a) [G−1 ] = 0.01, (b) [G−1 ] = 1.0,
and (c) [G−1 ] = 3.0. Increasing the negative feedback strength yields a transition from bistability to excitability and oscillation.
The grey dashed lines indicate the values for the activation functions in Fig. 7(a),(b). The other parameter values are specified
in the Methods section. Note that the different non-equilibrium regimes correspond to both species X and Y .
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Figure 7. Activation functions and performance of the interlinked cascade. (a),(b) Active concentrations x∗ and y∗ as functions
of the input [I] for different chemical affinities (a) ∆µ/kBT = 6 and (b) ∆µ/kBT = 12, for the parameter values marked in
Fig. 6(b). A higher chemical affinity ∆µ leads to the emergence of excitability and a better switching behaviour of y∗. (c)
Relative hysteresis width whys from Eq. (13) and switch qualities Qx and Qy from Eq. (14) as functions of the chemical affinity
∆µ for the interlinked cascade with [G−1 ] = 1.0. If the chemical affinity is high enough, the second component (Qy) has a much
better performance than the first component (Qx). The grey dashed lines indicate the values for the activation functions in
(a),(b).
interlinked cascade is relatively close to the ideal all-or-
none switch for high enough chemical affinities. The ob-
served kinks in the switch qualities at ∆µ/kBT ' 5.5, 6.5
as well as the kink in the relative hysteresis width at
∆µ/kBT ' 8.1 can be attributed to the onsets of the
lower excitability region, bistability type 2, and the up-
per excitability region, respectively (see Fig. 6(b)).
Robustness against noisy input
The results presented thus far provide insights into
steady state properties of biological cascade switches. In
this paragraph, we study the dynamical behaviour of the
system. To this end, we consider a noisy input function
to obtain a realistic biological signal [10, 68]. The noisy
input is described by
[I(t)] = [I0]
(
1 + ξ(t)
)
, (16)
where ξ(t) is normally distributed white noise with zero
mean 〈ξ(t)〉 = 0 and correlations 〈ξ(t)ξ(t′)〉 = 2Dδ(t−t′).
Here, the parameter D denotes the noise intensity and
〈·〉 denotes an ensemble average. This stochastic input
is used in the ordinary differential Eq. (9) for the single-
species switch and Eq. (12) for the interlinked cascade. In
order to keep the analysis as simple as possible, we con-
sider input fluctuations solely in the monostable regime.
The response of the single-species switch and interlinked
cascade to the noisy input is shown in Fig. 8 for [I0] = 2.0,
D = 0.005, and ∆µ/kBT = 12. The fundamental differ-
ence between the two switches is that the second compo-
nent of the interlinked cascade is much less noisy than the
single-species switch. This enhanced robustness against
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Figure 8. Time evolution of the active concentrations for
noisy input of the single-species switch (a) and the inter-
linked cascade (b) for [I0] = 2.0 and ∆µ/kBT = 12. The
second component of the interlinked cascade is significantly
less noisy compared to the single-species switch as indicated
by the variances. The remaining parameter values are a noise
intensity of D = 0.005, final integration time tf = 103, and
initial concentrations (x∗0, y∗0) = (0, 0).
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Figure 9. Variance ratio Vary2/Varx2 of the two components
of the interlinked cascade as function of the chemical affinity
∆µ. (a),(b) Variance ratio for different input concentrations
[I0] with fixed [G−1 ] = 1.0 and associated concentrations. The
ratio changes significantly for different input values. (c),(d)
Variance ratio for different negative feedback strengths [G−1 ]
with fixed [I0] = 2.5 and associated concentrations. The vari-
ance ratio increases with increasing negative feedback. The
noise intensity is D = 0.005 and the initial concentrations are
(x∗0, y∗0) = (0, 0) for all figures.
fluctuations is a striking advantage of the interlinked cas-
cade as it increases the distinction between active and
inactive state by reducing the fluctuations. Hence, the
interlinked cascade acts as a low-pass filter [9, 10].
Having discussed the enhanced robustness qualita-
tively, we will now quantify our statements by computing
the variances of the single-species switch (Var1) and of
the second component of the interlinked cascade (Vary2).
The values for [I0] = 2.0, D = 0.005, tf = 106, dt = 0.01,
and ∆µ/kBT = 12 are
Var1
[I0]
√
2D/dt
' 4.0 · 10−4, Var
y
2
[I0]
√
2D/dt
' 1.85 · 10−5,
(17)
which leads to a variance ratio of Vary2/Var1 ' 0.046.
This small number reveals the enhanced robustness
against noisy input of the second component which makes
it easier for such biological switches to react to input sig-
nals.
We now turn to the behaviour of the variance ratio of
the interlinked cascade Vary2/Varx2 as a function of the
chemical affinity ∆µ. Figure 9 provides the results ob-
tained from simulations for varied input concentrations
[I0] (top row) and negative feedback strengths [G−1 ] (bot-
tom row). Major differences between the input concen-
trations [I0] ≤ 1.4 and [I0] ≥ 2.0 can be seen from the
data in Fig. 9(a) and (b). There is a clear trend of in-
creasing variance ratio up to [I0] ' 1.4 along with almost
no activation within this regime. For [I0] ' 2.0, two
peaks emerge and the associated activation functions are
remarkably stronger. Further increasing the input leads
to a decrease of the peak heights and the variance ratio.
The peak positions appear to correlate with the maxi-
mum increase of x∗ and y∗, which occur at different chem-
ical affinity∆µ. The negative feedback strength [G−1 ] has
a strong impact on the variance ratio for ∆µ/kBT & 3
(Fig. 9(c)). This is the most striking aspect of the data
as it discloses a trade-off between robustness and oscilla-
tions. Increasing the negative feedback strength enables
the interlinked cascade to perform oscillations, however,
at the expense of a large variance ratio. Finally, increas-
ing the chemical affinity above ∆µ/kBT & 6 decreases
the fluctuations, as recently observed in biochemical os-
cillators by [69].
DISCUSSION AND SUMMARY
In this study, we develop a thermodynamically consis-
tent model for biochemical cascade switches that solely
considers fundamental biochemical reactions. The use of
trimolecular reactions may at first glance seem artificial.
Nonetheless, our choice can be justified by the follow-
ing reasons. First, we choose effective reactions as we
are interested in a simple thermodynamically consistent
network achieving both bistability and oscillations. It is
well known that for an interlinked model as simple as
ours, where the species have two states each, bistability
or oscillations can only be achieved using trimolecular
reactions if we assume mass action kinetics [7, 70]. In
that sense, our interlinked cascade can be seen as a com-
bination of Schlögl’s model [7] and the Brusselator [71].
Second, it turns out that trimolecular reactions can be
the result of several bimolecular reactions and additional
species states. These states can then be coarse-grained
into an active and inactive state using timescale separa-
tion, as shown for the Rho GTPase [41]. In addition, min-
9imal models with only bimolecular reactions that achieve
bistability or oscillations have been identified [72]. How-
ever, they require additional species compared to their
usual trimolecular counterparts, which is equivalent to
having additional protein states.
Generally, switches must operate far from equilibrium
(∆µ 6= 0) in order to observe interesting regimes such as
bistability, excitability, and oscillation. Our model for a
single-species switch is able to exhibit bistability if the
chemical affinity is high enough. Bistability makes the
switch robust against input fluctuations and is accom-
panied by a hysteresis behaviour. As a measure of the
performance of switches, we define the switch quality us-
ing the activation degrees in the ”off“ and ”on“ states as
well as in the transition between them. An ideal all-or-
none switch corresponds to the maximum switch quality
of 1 and exhibits hysteresis. We show that the qual-
ity of the single-species switch is considerably lower than
the optimum and slightly increases with higher chemical
affinity.
Adding a second species and connecting them with pos-
itive and negative feedback relations leads to a more so-
phisticated model. The phase space of the interlinked
cascade is richer and involves additional regimes, such as
excitability, oscillation, and tristability. The interlinked
cascade has several advantages over the single-species
switch. First, the switch quality of the interlinked cas-
cade is much higher than the one of the single-species
switch and is closer to an ideal all-or-none switch. If
we consider an input signal with noise, the interlinked
cascade is shown to be much less noisy. Hence, it has
an increased robustness against fluctuating signals and
the distinction between the ”off“ and ”on“ state becomes
clearer. Berg et al. have also shown that fluctuations
decrease the sharpness of the activation curve, providing
further evidence that the interlinked cascade is a better
motif for biochemical switches [73]. The evidence pre-
sented in this study suggests that there exists a trade-off
between switch quality, hysteresis width, and chemical
affinity, which has to be balanced in biochemical switches.
The performance of the cascade could be further in-
creased by adding more species to it. However, additional
species may lead to a decrease of robustness as there is an
optimal cascade length [74, 75]. For small GTPases, in-
terlinked cascades have only been identified between two
species so far and regarding three species, merely GEF
cascades (without negative feedback) have been discov-
ered [13]. There is abundant room for further progress
in examining switches with different feedback structures,
see for example [4, 5, 76]. Since these studies do not
assume mass action kinetics, they lack thermodynamic
consistency. We have explored variations of the inter-
linked cascade [77]. By replacing the negative feedback
loop with a positive one, we obtain another thermody-
namically consistent switch. We can still achieve bista-
bility and tristability, but as a drawback of this motif,
the regimes of excitability and oscillation are no longer
accessible. In case of a double negative feedback motif, it
is very difficult to find a biologically relevant parameter
range and most of the settings lead to an irreversible acti-
vation curve. These feedback structures could be relevant
for systems with complex activation functions like gene
expression [68]. Nonetheless, our simple model presented
here is sufficient to explain the versatility of interlinked
small GTPases, which solely comprise positive-negative
feedback structures.
Small GTPases have cofactors that are essential to
achieve bistability or oscillations. Our model indicates
that increasing the negative feedback, i.e., the GAP con-
centration, converts biochemical switches into oscillators.
It would be very interesting to verify this prediction ex-
perimentally. Furthermore, a future study investigating
how small GTPases respond to a heat shock, where the
concentration ratio of GTP over GDP decreases, would
be interesting [46]. Besides, we expect the catalytic
power of the cofactors to vary during stress to maintain
the function of the cascade, as observed in the Hsp70 sys-
tem [18]. An issue that was not addressed in this study is
the membrane-cytoplasmic reaction and a third cofactor,
namely the guanosine nucleotide dissociation inhibitor
(GDI). It binds to the inactive GDP-bound state and
transports it across the membrane [11–13]. From a dy-
namical perspective, the GDIs can further inactivate the
system in the absence of feedback and can control the
total concentration of active species. Assuming fast ki-
netics [59], we do not expect major qualitative differences
when including GDIs to our model.
We emphasise that our model is, to the best of our
knowledge, a simple thermodynamically consistent model
that demonstrates the biological functions of interlinked
cascades, such as bistability and oscillations. Although
the focus of this study is on GTPase cascades, our results
are general and can be applied to a broader class of sys-
tems. In a future step, we could incorporate our cascade
into a larger signalling network to investigate how the
switch quality affects biological processes.
METHODS
The explicit values for the parameters of the single-
species switch and interlinked cascade are chosen in such
a way to satisfy biological requirements as well as to get
reasonable bifurcation and phase diagrams. While most
of the parameters are given in natural units (1.0 s−1),
the rate κ+22 must be larger to observe interesting non-
equilibrium regions. However, it must be smaller than
4.0 s−1 to achieve reversible activation curves. We choose
κ+22 = 3.9 s−1 to enlarge the nonmonostable region and
we take κ+11 = κ+22 to keep the system as simple as pos-
sible. The rates ω−1 and ω−2 must be smaller than their
counterparts ω+1 and ω+2 in order to achieve a dominant
inactivation in the hydrolysis reactions. The transition
rates are in the same order of magnitude as in [3]. We
set the parameters to ω+1 = 1.0 s−1, ω−1 = 0.05 s−1, ω+2 =
1.0 s−1, ω−2 = 0.01 s−1, κ+11 = 3.9 s−1, κ+22 = 3.9 s−1,
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κ+12 = 1.0 s−1, ω+21 = 1.0 s−1, [G−1 ] = 1.0, [G+2 ] = 1.0,
D = 0.005, dt = 0.01. The remaining four reaction rates
κ−11, κ−22, κ−12, ω−21 are fixed by the local-detailed balance
conditions of Eq. (11). Note that the negative feedback
strength [G−1 ] is changed in Figs. 6 and 9.
The statics and dynamics of the system are analysed
by deterministic mass action kinetics as well as chemical
master equations and chemical Langevin equations. A
fourth order Runge-Kutta method [78] is used to solve
the ordinary differential equations numerically with an
integration time step dt = 0.01 and a final integration
time tf . We used Mathematica (Wolfram Research, Inc.,
Champaign, Illinois), Python (Python Software Founda-
tion), and C++ (Standard C++ Foundation) for the sim-
ulations.
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Interlinked GTPase cascades provide a motif for both robust switches and oscillators
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SUPPLEMENTARY NOTE 1. LINEAR STABILITY AND PHASE PLANE ANALYSIS
Linear stability analysis
The stability of the fixed points of the system is determined by a linear stability analysis in which we consider the
following set of non-linear differential equations
dx
dt = f(x), (S1)
with the concentration vector x = (x1, . . . , xM )T of M different protein species and the equation vector f(x) =
(f1(x), . . . , fM (x))T . In linear stability analysis, such non-linear systems are approximated around each fixed point
x0 by a linear system via
f(x) ≈ f(x0) + J(x0)(x− x0). (S2)
To this end, one determines the fixed points x0 by solving f(x0) = 0, computes the Jacobian J(x) ≡ ∂xf(x) and its
eigenvalues λi at each fixed point x0. The stability of each fixed point is based on the real parts of its eigenvalues.
In one dimension, as for the single-species switch in Eq. 9 of the main text, the analysis is relatively simple and the
stability of the fixed points is represented by the potential U(x) = −∂xf1(x). For two-dimensional systems as in Eq.
12 of the main text for the interlinked cascade, stable fixed points arise if both eigenvalues have negative real parts
Re(λ1) < Re(λ2) < 0 and are called sinks. In all other cases, the fixed point is unstable. For one positive and one
negative value Re(λ1) < 0 < Re(λ2), it is called saddle. For a source, both are positive Re(λ1) > Re(λ2) > 0. The
entries of the Jacobian for the interlinked cascade are given by
∂xf1(x, y) = −ω−1 − ω+1 + 2[I]κ+11x− 3[I](κ+11 + κ−11)x2 − [G−1 ](ω−21 + ω+21)y2,
∂yf1(x, y) = 2[G−1 ]ω−21(1− x)y − 2[G−1 ]ω+21xy,
∂xf2(x, y) = 2[G+2 ]κ+12x(1− y)− 2[G+2 ]κ−12xy,
∂yf2(x, y) = −ω−2 − ω+2 − [G+2 ](κ−12 + κ+12)x2 + 2[G+2 ]κ+22y − 3[G+2 ](κ+22 + κ−22)y2.
(S3)
Phase plane analysis of the interlinked cascade
As the coupled non-linear ODEs (Eq. 12 of the main text) are not analytically solvable, we perform a phase plane
analysis to examine the fixed points of the system and determine all possible classes of dynamical behaviour through
an exhaustive search over parameters. In Fig. S1, a typical phase plane is presented with parameter values [I] = 1.5
and ∆µ/kBT = 12. The two nullclines dx∗/dt = 0 and dy∗/dt = 0 are represented by the blue lines and the circles
represent its non-equilibrium steady states. The two stable fixed points are marked as black filled circles, while the
three unstable fixed points are marked as black open circles for the saddles and a grey open circle for the source.
When the input [I] is varied, the x∗-nullcline primarily changes, whereas the y∗-nullcline is nearly unaffected.
The number of sinks l (stable), saddles m (unstable) and sources n (unstable) characterise the different non-
equilibrium phases of the system, which are denoted by a triplet (lmn). Seven different phases can be identified by an
exhaustive search over parameters: monostability (100), bistability type 1 (210), bistability type 2 (221), excitability
(111), oscillation (001), tristability type 1 (320), and tristability type 2 (331). These phases are connected by three
types of bifurcations, namely saddle-node, Hopf, and saddle-node infinite period (SNIPER) bifurcations. A saddle-
node bifurcation occurs when the system goes through a bistability region. A Hopf bifurcation occurs when the system
performs a transition between a monostability (100) and oscillation (001) region and a SNIPER bifurcation occurs in
case of a transition between an excitability (111) and oscillation (001) region.
2Oscillation is characterised by the existence of a limit cycle, on which the trajectory circles around the source,
which is the sole steady state. This is shown in Fig. S2(a),(b). If a sink and a saddle arise additionally to the source,
the phase is called excitability due to its activation properties. If the initial concentrations (x∗0, y∗0) are beyond the
sink’s attraction region, the system can be excited to a quasi-stationary manifold. As presented in Fig. S2(c),(d) the
trajectory follows the unstable manifold of the saddle and then returns along the stable manifold of the sink. The
trajectory in the excitable regime looks very similar to one oscillation phase of the trajectory in the oscillatory regime.
The driving mechanism of this behaviour could be a heteroclinic orbit which becomes a limit cycle after the SNIPER
bifurcation. Additionally, a second type of bistability arises, which differs from the former bistability regime by an
additional source and one further saddle. The same holds for the two different tristability regimes and the phases
with a source and an additional saddle are called type 2, while the others are called type 1.
SUPPLEMENTARY NOTE 2. EXAMINING TRISTABILITY WITH THE EFFECTIVE POTENTIAL
For two-dimensional systems, it is not possible to calculate an explicit potential function U(x, y) because our
interlinked model is not a gradient system, meaning that ∂yf1(x, y) 6= ∂xf2(x, y) [S1, S2]. However, an effective
potential can be calculated according to the steady state probability distribution
U(x) = − lnPss(x). (S4)
We consider a stochastic version of the system in order to determine the probability distribution by studying the
chemical Langevin equations of the interlinked cascade, which are given by [S3]
dx∗
dt =
(
ω−1 + [I]κ+11x∗
2 + [G−1 ]ω−21y∗
2
)
(1− x∗)−
(
ω+1 + [I]κ−11x∗
2 + [G−1 ]ω+21y∗
2
)
x∗
+ Ω−1/2
(√
ω−1 (1− x∗)ξ1 +
√
[I]κ+11x∗2(1− x∗)ξ2 +
√
[G−1 ]ω−21y∗2(1− x∗)ξ3
)
− Ω−1/2
(√
ω+1 x
∗ξ4 +
√
[I]κ−11x∗3ξ5 +
√
[G−1 ]ω+21y∗2x∗ξ6
)
,
dy∗
dt =
(
ω−2 + [G+2 ]κ+22y∗
2 + [G+2 ]κ+12x∗
2
)
(1− y∗)−
(
ω+2 + [G+2 ]κ−22y∗
2 + [G+2 ]κ−12x∗
2
)
y∗
+ Ω−1/2
(√
ω−2 (1− y∗)ξ7 +
√
[G+2 ]κ+22y∗2(1− y∗)ξ8 +
√
[G+2 ]κ+12x∗2(1− y∗)ξ9
)
− Ω−1/2
(√
ω+2 y
∗ξ10 +
√
[G+2 ]κ−22y∗3ξ11 +
√
[G+2 ]κ−12x∗2y∗ξ12
)
,
(S5)
with independent Gaussian white noise
〈ξi(t)〉 = 0, 〈ξi(t)ξj(t′)〉 = 2Dδijδ(t− t′), (S6)
where i, j ∈ {1, . . . , 12}. We omit the explicit time dependence of x∗(t), y∗(t), and ξi(t) in the ODEs for simplicity
reasons. In the simulations, we set the noise intensity to D = 0.005. Note that in the thermodynamic limit Ω→∞,
the deterministic equation 12 of the main text is recovered.
By increasing the reaction rate from κ+12 = 1.0 s−1 in Fig. 5(a) of the main text to κ+12 = 3.9 s−1, the new regimes
of tristability type 1 and type 2 are observable, which is shown in the phase diagram of Fig. S3(a). The associated
activation function for ∆µ/kBT = 12 is shown in Fig. S3(b). Note that the switch quality Qy is even better as for
the regime studied in the main text (if we neglect the improbable middle steady state). This supports our statements
about the improved performance of the interlinked cascade. Theoretically, the system is able to exhibit tristability
for this parameter set. In order to examine the occupation probabilities of these three stable steady states, the
effective potential U(x∗, y∗) = − lnPss(x∗, y∗) determined by the chemical Langevin Eq. (S5) is studied. As presented
in the contour plot in Fig. S3(c), the potential of the third NESS in the top left corner is four levels higher than
the potential of the other two. Correspondingly, the probability is four orders of magnitude smaller, making an
experimental observation impossible. Hence, the behaviour of the tristable system is quite similar to the bistable one.
Note that the first component in Fig. S3(b) exhibits tristability in the same range as the second component although
there is no evidence in the figure as the additional stable and unstable steady states have the same x∗-value at the
lower stable steady state as shown in Fig. S3(c).
We emphasise that the statements in this paragraph hold for all parameter regimes studied in this paper. However,
the existence of another parameter range, in which genuine tristability may occur is conceivable but is not an aim of
this research.
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Figure S1. Phase plane in the bistability type 2 regime with parameter values [I] = 1.5 and ∆µ/kBT = 12. The x∗- and
y∗-nullclines are drawn in blue, the fixed points of the ODEs (Eq. 12 of the main text) are represented by the circles, and the
contour lines of the ODEs are depicted by the anthracite arrows.
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Figure S2. Phase planes and associated time evolutions of the active concentrations for constant input in the oscillation and
excitability regime. (a),(b) Oscillation regime, in which the system performs oscillations along the limit cycle, with parameters
[I] = 1.8,∆µ/kBT = 12, and [G−1 ] = 3.0. (c),(d) Excitability regime, in which the system can be excited to a quasi-stationary
manifold, with parameters [I] = 1.3,∆µ/kBT = 12, and [G−1 ] = 1.0.
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Figure S3. Tristability regime of the interlinked cascade. (a) Phase diagram of the interlinked cascade for negative feedback
strength [G−1 ] = 0.01 and reaction rate κ+12 = 3.9 s−1 showing tristability. The grey line and star mark the parameters used
in figures (b) and (c), respectively. (b) Activation function in the tristability regime for ∆µ/kBT = 12. (c) Effective potential
U(x∗, y∗) = − lnPss(x∗, y∗) determined by the chemical Langevin Eq. (S5) for the tristability region with [I] = 1.15. The
potential of the upper left NESS is four levels smaller than the potential of the other two.
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