agreement with the size of the estimated pseudofield (45 nm). The density-of-states peaks observed as weakly negative sloping lines in the gate maps (Fig. 3A) may be caused by localization in a spatially varying pseudofield (6, 7, 10), although a detailed model is currently not available. The variations in positive-slope bands (Fig. 3, B to D) are probably caused by minor deformations of the overall membrane shape affecting the size of the QD. 21. We determined the 1 SD error estimates in the QD sizes by combining the 1 SD in the addition energy variation for the first and last set of energies in Fig. 3G Phase-change materials undergo rapid and reversible crystalline-to-amorphous structural transformation and are being used for nonvolatile memory devices. However, the transformation mechanism remains poorly understood. We have studied the effect of electrical pulses on the crystalline-to-amorphous phase change in a single-crystalline Ge 2 Sb 2 Te 5 (GST) nanowire memory device by in situ transmission electron microscopy. We show that electrical pulses produce dislocations in crystalline GST, which become mobile and glide in the direction of hole-carrier motion. The continuous increase in the density of dislocations moving unidirectionally in the material leads to dislocation jamming, which eventually induces the crystalline-to-amorphous phase change with a sharp interface spanning the entire nanowire cross section. The dislocation-templated amorphization explains the large on/off resistance ratio of the device.
21. We determined the 1 SD error estimates in the QD sizes by combining the 1 SD in the addition energy variation for the first and last set of energies in Fig. 3G , together with the 1 SD uncertainties in the measured slopes of the charging lines in the gate maps. 22 Phase-change materials undergo rapid and reversible crystalline-to-amorphous structural transformation and are being used for nonvolatile memory devices. However, the transformation mechanism remains poorly understood. We have studied the effect of electrical pulses on the crystalline-to-amorphous phase change in a single-crystalline Ge 2 Sb 2 Te 5 (GST) nanowire memory device by in situ transmission electron microscopy. We show that electrical pulses produce dislocations in crystalline GST, which become mobile and glide in the direction of hole-carrier motion. The continuous increase in the density of dislocations moving unidirectionally in the material leads to dislocation jamming, which eventually induces the crystalline-to-amorphous phase change with a sharp interface spanning the entire nanowire cross section. The dislocation-templated amorphization explains the large on/off resistance ratio of the device.
C halcogenide-based phase-change memory (PCM) materials have been widely used for optical data storage and are now finding applications in electronic memory devices (1, 2) . In a nonvolatile PCM device, the difference in optical reflectivity or electrical resistance between amorphous and crystalline phases is used to store information. Memory switching is performed by applying optical (or electrical) pulses: short pulses with large amplitude to amorphize the material and long pulses with low amplitude for the crystallization process. It has been generally assumed that the large amplitude of the pulse melts the material, and its short duration locks the atoms in their disordered positions owing to rapid quenching. The understanding of the effects of electric field on the crystalline-to-amorphous phase transition in PCM is critical for designing low-power nonvolatile memory devices. Therefore, it is desirable to visualize and characterize the critical events that lead to the phase-change process while the device is under operation, which can uncover phenomena that cannot be gleaned from ex situ measurements (3) . However, it is challenging to resolve the amorphization phenomena with high spatial and/or temporal resolution in confined structures such as in conventional thin-film devices with a sandwich geometry (4) . Very recently, based on time-resolved photo-excitation measurements of PCM materials (5, 6), it has been argued that the material did not amorphize via the liquid-state pathway, but by a solid-state, lattice-distortion-triggered process. Consequently, visualization of the structural evolution of the PCM device under electrical biasing by correlating it to the electrical-resistance variation would be helpful. A single-crystalline device can serve as an ideal platform to study the relationship between microstructural evolution and electrical resistance variation, so as to avoid the effects of preexisting grain boundaries on carrier transport and structural dynamics. In conventional PCM devices, polycrystalline thin films with relatively small grain sizes (10 to 20 nm) preclude the visualization of switching behavior originating from single grains. By using the single-crystalline, lateral, and open geometry of the Ge 2 Sb 2 Te 5 (GST) nanowire structure, we visualized the amorphization behavior and found it to be critically associated with the nucleation and dynamics of dislocations.
We assembled GST nanowire memory devices across 2-mm-wide trenches fabricated on a thin silicon-nitride membrane (Fig. 1A) to enable real-time visualization of nanoscale structural changes with high spatial resolution under the influence of applied electrical voltage pulses inside a transmission electron microscope (TEM) (figs. S1 to S4) (7) . Single-crystalline GST nanowires with hexagonal crystal structure grown along the ½1010 axis were synthesized through the vapor-liquid-solid method ( fig. S1 ) (8) . For device operation, voltage pulses with duration of a few hundred nanoseconds were applied, and between each pulse, the resistance was measured at a DC bias of 0.2 V (Fig. 1B) . We note that all the reported electrical resistances in this paper are not the dynamic resistances during electrical pulsing, but the stationary resistance values of the devices measured long after the pulsing process so that the heat generated during the pulsing was dissipated and the devices reached room temperature. The resistance (after each 300-ns pulse with increasing voltage amplitude) of a 280-nm-thick GST nanowire device as a function of the pulse amplitude (Fig. 1C , blue squares) decreases slightly above 3.3 V, just before amorphization electrical switching was observed. The resistance dip, however, was very small as compared with the more than two orders of magnitude increase in the electrical resistance associated with amorphization switching. There are some critical observations related to the resistance dip: (i) The decrease in the electrical resistance reflects a permanent structural change in the device while still in the crystalline state; and (ii) the critical voltage at which the resistance starts to decrease is a function of the nanowire thickness and pulse width (Fig. 1C and fig. S5 ). The voltage at which the resistance dip initiates decreased with increasing pulse width, and thicker wires required higher voltages and longer pulses (Fig. 1C, inset) .
To correlate the onset of the resistance dip and amorphization with structural evolution, we show snapshots of the dark-field (DF) TEM movie (movie S1) and the corresponding electrical resistances of a nanowire device in Fig. 2 . The resistance dip before amorphization was a general feature of all nanowire devices measured either inside or outside the TEM. For a 230-nm nanowire device, no structural changes in the DF TEM images were identified until~5 V pulses (800 ns), but concomitant with the onset of the resistance dip, the uniform contrast of the singlecrystalline device started to change dynamically, with extended line-shaped defects (Fig. 2B ) and other strain-related contrasts. For voltages below the resistance dip (<5.8 V), the contrast continued to change upon each applied pulse, but no directional motion was observed. High-resolution TEM characterization of the line defects reveals the presence of dislocations ( fig. S6 ) with a Burgers vector of ½ 〈1120〉. Considering the hexagonal-crystalline structure of GST grown along the ½1010 axis, the line-shape structure represents the projection image of the dislocation loop that lies on the ð1010Þ prismatic plane, as illustrated in Fig. 1A .
Notably, upon further increasing the voltage pulse amplitude (800 ns duration), the resistance dip was directly associated with the line defects becoming mobile and propagating along the direction of hole-carrier motion (Fig. 2, C to F) . This observation suggests the influence of the carrier wind force to break the symmetry of the nanowire for dislocation motion, thereby inducing a polarity-dependent behavior (9) (10) (11) . The resistance continued to drop with the increase in the pulse amplitude, accompanied with the motion of dislocations from the positive to the negative electrode. In particular, dynamic contrast changes were observed moving unidirectionally in the device. Upon approaching the bottom of the resistance dip, it was observed that the dislocations stopped moving (jamming), followed by the formation of highly accumulated and entangled dislocations at the jammed location (Fig. 2, G and H, and movie S1). Finally, amorphization switching was observed, accompanied by an increase in the electrical resistance by approximately two orders of magnitude. A clear bright line was identified as the amorphous phase (red arrow, Fig. 2I ), which was further characterized by electron diffraction studies ( fig. S7 ). TEM image of the free-standing region of the nanowire (over the trench) in Fig. 2J shows a trail of dislocation cloud right behind the amorphized region. In addition, a few other dislocation cloud trails were identified along the nanowire but without any amorphous marks, which indicates that they got jammed by random perturbation in the nanowire structure, with one among them eventually undergoing amorphization. These observations show that the entangled dislocations caused by dislocation generation and jamming are precursors for the amorphization switching of the device. To confirm that the electrical polarity determines the direction of propagation of dislocations by the carrier wind force, we performed a "reverse-bias" experiment with the opposite polarity applied on the same device (Fig. 2 , K to T, and movie S2). The device was first switched back to the crystalline state, followed by the continuous application of electrical pulses with the opposite polarity in the same sequence as described above. Upon applying 500-ns-width pulses, the resistance dip was observed, during which the jammed dislocation cloud from the previous measurement was relieved by moving in the opposite direction. We then stopped pulsing at 5 V, and then applied 800-ns pulses starting from 0 V. The device resistance started from the resistance at which we stopped the 500-ns pulses (Fig. 2K) , which then began to dip again from 2 V (longer pulses lead to onset of resistance dip at lower voltages). Dynamic contrast changes were observed to move in the opposite direction, which again corresponds to the direction of the hole carriers (movie S2). Eventually, amorphization switching occurred at~5.2 V (Fig. 2 , P to S), with the dislocation cloud appearing behind the amorphous mark, consistent with the forwardbias experiments (Fig. 2T) . The reverse-bias pulsing experiment clearly indicates that the mobile dislocations are transported in the direction of the applied bias, which is the direction of the motion of hole carriers in the device, suggesting a critical role of dislocation nucleation, motion, and jamming in creating the amorphous phase in the PCM device.
To better visualize the amorphization switching process, we sculpted a notch structure in the nanowire suspended over the trench to localize the phase-change region at the notch (Fig. 3)  (3) . In bright-field (BF) TEM image, the asfabricated nanowire appeared uniformly dark owing to its single crystallinity (Fig. 3A) . During electrical pulsing (movie S3), a change in the image contrast was observed while the device was still in the crystalline state, with the notch region developing a dark line contrast (Fig. 3B ), followed by a contrast variation moving from the positive-to the negative-electrode side (Fig. 3C ). The image contrast variation along the nanowire was again correlated with the resistance dip, consistent with our previous observations for the non-notched devices. Finally, upon amorphization switching, the dark line in the middle of the notch was abruptly changed into a bright amorphous band (Fig. 3D ). Microstructure analysis (BF TEM images) both before and after the switching ( fig. S8 ) shows that a highly strained structure developed in the notch region before amorphization. In particular, the amorphous mark appeared in this region of strain, which suggests the role of strain in the amorphization process. The origin of the strained structure and the differential contrast was further studied by DF TEM analysis (Fig. 3E ). DF TEM revealed the presence of a high density of dislocations, predominantly at the positive-electrode side of the notch (Fig. 3E ). Even though the notch structure was intended to localize joule heating by enhancing the current density, our in situ observation additionally suggests that the notch was also more likely to behave as a geometrical necking region where mobile dislocations were jammed and accumulated by the electrical wind force that did not pass through the constriction easily (see also fig. S9 for results from another device). In contrast to thin-film polycrystalline GST, which consists of small grains (10 to 20 nm), the single-crystalline nanowire structure rules out the effect of preexisting grain boundaries for both structural evolution and resistance dip. Our observations show that the dislocations are continuously nucleated along the single-crystalline GST nanowire, which become mobile above a certain applied voltage that is correlated to the resistance dip. The voltage pulses play a critical role by inducing heat shocks along the singlecrystalline nanowire, which create dislocations by vacancy condensation (12) . The rising edge of the pulse produces lattice vacancies in the material caused by heating, with the nanowire surface/interface serving as the lattice vacancy source, whereas during rapid cooling, atomic vacancies are condensed into dislocation loops by nonconservative dislocation climb (12, 13) ( fig. S10 ). This mass-action dislocation generation path is different from purely displacive shear nucleation driven by an external mechanical stress (14) (15) (16) (17) (18) . Because our nanowire is a freestanding structure where the thermal-expansion stress is relieved from its surface (19) and by buckling, the dislocation formation is attributed more to vacancy supersaturation (osmotic forces) than to mechanical stress. After formation, these dislocations feel the directional electrical wind force, but display a threshold behavior in mobility: that is, as a whole, they only start to move when the electrical wind force exceeds a critical value. When the dislocations become mobile, they consume more vacancies along the way by combined climb and glide actions, which decrease the carrier scattering probability, thereby decreasing the electrical resistance of the device (Fig. 1C) (13) . (Dislocation dynamics are illustrated in figures S11 to S14.) Similar electrical resistance drops have been observed during rapid annealing of metals, attributed to Frank and prismatic dislocation loop nucleation and growth driven by vacancy condensation (13) . Therefore, we believe that an electrical current pulse has two physical effects, one directional and the other nondirectional. The nondirectional thermal heating and quenching produce the dislocations, whereas the directional wind force moves the dislocations in the drift direction of the majority charge carrier (holes in the case of GST), leading to polarity dependence. Yang et al. (10) have reported that hole-carrier wind force in GST induces a mass transport by electromigration at high current densities, which partly corroborates our observation of polarity-dependent dislocation motion.
One question that arises naturally is, what specific properties of GST lead to the observation of dislocation nucleation and transport, which is quite different from those in other covalently bonded materials such as silicon? To understand dislocation transport in crystalline hexagonal GST, we performed ab initio density functional theory (DFT) calculations to characterize slip systems of a prismatic dislocation loop. The DFT calculations for basal ð0001Þ½1120 and prismatic ð1100Þ½1120 slips exhibit unstable generalizedstacking-fault (GSF, g) energies of 10.1 and 172.8 mJ/m 2 , respectively ( Fig. 4A and fig. S15 ). As-fabricated nanowire device shows a uniform, dark contrast along the nanowire in (A). As the electrical pulses were applied, the variation in TEM image contrast was identified at the moment of the initiation of the resistance dip. Darker line in the middle of the notch in (B) and (C) shows a region of highly concentrated strain, which was changed into bright contrast upon amorphization (D). (E) DF TEM image of the singlecrystalline nanowire close to the bottom of the transient resistance dip: A dislocation cloud was located mostly at the (+) electrode region in (E). Scale bars (A and E), 100 nm.
REPORTS
on June 21, 2012 www.sciencemag.org a stacking sequence -Sb-Te-Ge-Te-Te-Ge-Te-Sb-Te-(also occurs in cubic GST) (21) , weak Te-Te bonding on the basal plane is the most likely to slip because of its long bond length and weak bonding energy (22) . g ð1100Þ½1120 unstable is quite small also, comparable to that for partial dislocation slip in Cu (169 mJ/m 2 ) (23), and much smaller than those for slips in Si (>1500 mJ/m 2 ) (24); thus, motion of prismatic dislocation loops driven by the electrical wind force is feasible in GST (for crystallographic details on glide of prismatic loops, refer to figs. S11 to S14).
We summarize the dislocation generation and dynamics leading to amorphization switching in Fig. 4B . Both heat (nondirectional) and carrier wind force (directional) effects are consequences of the applied voltage pulses. Just before the initiation of the resistance dip, the heat-shock process by the electrical pulses leads to generation of vacancies followed by their rapid condensation to generate dislocations, analogous to generation of Frank-partial and prismatic dislocations in face-centered cubic metals by vacancy condensation (25) . From our observation, it is likely that most of the dislocations are generated at the positive-bias metal electrode in contact with the nanowire (owing to material incompatibility and larger potential drop), but some of them can also be generated along the nanowire. As the amplitude of voltage pulses increases, the carrier wind force makes the dislocations mobile, gliding as prismatic dislocation loops.
These dislocation loops grow in size as they move, encounter, and annihilate more vacancies, acting as "garbage collectors," which decrease the total disorder in the crystal, but also transport some disorder (in the form of dislocation cores) downstream in a one-dimensional (1D) traffic flow along the nanowire.
One-dimensional traffic flows are inherently fragile and prone to instabilities, because of interactions between the mobile agents that lead to density-dependent mobility (26) . For instance, analytical models of automobile traffic on a highway predict sharp, catastrophic jamming when the automobile density exceeds a certain fraction of the maximum packing density (27) . Owing to the mutual tangling that lowers their 1D mobility, the mobile dislocations moving in the direction of the hole drift can jam at some location. The dislocations then accumulate at the jammed region of the nanowire, which creates a high degree of disorder locally in the crystalline material, leading eventually to amorphization switching (28) (29) (30) (31) . Therefore, paradoxically, the mobile extended defects, which decrease the crystalline disorder elsewhere, can also greatly concentrate the disorder in a local region, when the jamming transition occurs. For nanowires without a notch, the dislocation jamming can occur anywhere when a critical dislocation density is reached in the system.
Our observations show that amorphization in PCM devices is templated by dislocation transport and jamming in the crystal. If the devices were amorphized by conventional melt-quench process, then one would have expected initiation of melting from the nanowire surface that should have spread, eventually leading to an amorphous shell around a crystalline core. Such a mechanism would have led to poor on/off resistance ratios because of resistors in parallel. In contrast, we have always observed the amorphous phase form in series with the crystalline phase (3), with the amorphous volume occupying just a tiny fraction of the total device volume, yet achieving good device performance with large on/off resistance ratios. Furthermore, in all the measured devices, the amorphous mark always appeared in front of the jammed dislocation cloud spanning the entire cross section of the nanowire and with very sharp vertical interfaces, with no amorphous phase seen anywhere else. It is thus evident that the dislocation jam with vertical boundaries provides a microstructural template for amorphization to occur in a vertical section, which is different from conventional understanding of melting that is templated by free surfaces. Solidstate amorphization is known to occur in silicon (29) and metallic (31) crystals by mechanical ball milling that injects a high density of dislocations into the material, where melting is not possible at room temperature. We cannot completely rule out the possibility of transient melting in the dislocated region, because dislocations do increase the local resistance and heat generation. The physics of such atomic disordering around dislocation cores-i.e., premelting (32)-even if it occurs, would be quite different from normal melting, because the degree of atomic disordering around dislocation cores can only rise gradually with temperature, unlike a sharp first-order thermodynamic transition in a conventional bulk melting process. In any case, our main result, which is dislocation-templated amorphization of narrow cross section with a sharp interface, is microstructural-independent of the detailed chemical physics of atomic disordering-and consistent with the observed device performance (large on/off ratio). Our results, based on direct observation by in situ TEM analysis, are consistent with several recent reports (5, 6, 33) that also have suggested non-(conventional) melting-based amorphization process in GST material.
The observation of the voltage pulse-induced dislocation nucleation, wind force-assisted dislocation glide and jamming, and subsequent dislocation-templated amorphization shed light on previously unexplored properties of these fascinating materials, relating microstructural evolution to device properties. A similar mechanism could operate in polycrystalline thin-film devices as the grain boundaries can be considered as networks of dislocations and also act as dislocation sources and sinks. Furthermore, direct visualization of various processes occurring in PCM devices under electrical bias would be promising to understand their unusual fast switching behavior and will also be applicable to other functional materials and devices. (B) Our model of dislocation nucleation, transport, and jamming by electrical pulses: At the initiation of the dip of electrical resistance, the electrical pulses induce heat shocks to nucleate dislocations from atomic vacancies. As the pulse voltage amplitude increases, the dislocations become mobile and move along the direction of holes owing to the carrier wind force. Eventually, because of the increase in dislocation density, there is a jamming transition (e.g., in the notch region or elsewhere for regular wires), where the dislocations pile up, followed by amorphous switching in the same region. On the other side of the notch, the dislocations move away from the observed region in TEM owing to wind force. Phase-change random-access memory (PCRAM) is one of the leading candidates for next-generation data-storage devices, but the trade-off between crystallization (writing) speed and amorphous-phase stability (data retention) presents a key challenge. We control the crystallization kinetics of a phase-change material by applying a constant low voltage via prestructural ordering (incubation) effects. A crystallization speed of 500 picoseconds was achieved, as well as high-speed reversible switching using 500-picosecond pulses. Ab initio molecular dynamics simulations reveal the phase-change kinetics in PCRAM devices and the structural origin of the incubation-assisted increase in crystallization speed. This paves the way for achieving a broadly applicable memory device, capable of nonvolatile operations beyond gigahertz data-transfer rates.
P hase-change random-access memory (PCRAM) represents one of the best candidates for a so-called "universal memory" due to its nonvolatile nature, high scalability, low power consumption, high read/write speeds, and long read/write endurance (1-4). PCRAM operations, based on the reversible switching of phase-change (PC) materials between amorphous and crystalline states (5, 6), are generally fast: on the order of nanosecond time scales (7) (8) (9) . However, the crystallization speed is much slower than the amorphization speed, which limits the overall writing speed of PCRAMs. Despite efforts (10) (11) (12) (13) (14) (15) (16) to increase the crystallization speed, it has been difficult to achieve a speed faster than 1 ns. A difficulty arises from the contradictory nature of increasing the crystallization speed while extending the stability of PC materials for long-term data retention (17) . This has restricted the selection of PC materials in the commercial development of PCRAMs, typically emphasizing high stability at the expense of crystallization speeds.
According to classical nucleation theory, the nucleation of small crystallites and their subsequent growth are the two main distinct processes in crystallization (18) (19) (20) . The nucleation rate is faster at lower temperatures, followed by rapid growth at higher temperatures (21) . We show that by stimulating and altering these processes, we are able to control the speed of crystallization by electrical means. Our approach is based on the idea of providing a weak electric field to induce thermal prestructural ordering (incubation of ordered clusters in the amorphous matrix) via Joule heating, which enables faster nucleation and growth upon a subsequent stronger electrical pulse, while maintaining the high stability of the amorphous phase by controlling the cluster-size distribution (Fig. 1) . This thermal-incubation model is very different from the model of Karpov et al. (22) , which assumes a direct electric-field-induced modification of the crystal-nucleation barriers in Ge 2 Sb 2 Te 5 (GST).
We experimentally fabricated porelike structured PCRAM cells (with GST as the PC material) and used these cells to study the incubation effects on the crystallization speeds (Fig. 1D ) (23) . To study the ultrafast switching effects, a weak electric field (equivalent to~0.3 V), for tailoring the crystallization kinetics (hereafter referred to as the incubation field), was employed to achieve optimal switching properties without activating spontaneous crystallization ( fig. S2 ). We employed subsequent electrical pulses (varying in length from several hundred picoseconds to several tens of nanoseconds) to switch the cells, and we used the full width at half maximum (FWHM) values of the pulses to characterize the switching speeds of the cells (fig. S3) . The duration of a pulse experienced in the cell was confirmed to be the same as that measured before the pulse enters the cell ( fig. S4) .
We found that the incubation field, even with the small amount of thermal energy it delivers, can substantially promote the nucleation and growth of PC materials. Nucleation and growth times can be characterized by the minimum electrical pulse width needed to switch the cell from the amorphous state to the crystalline state (24) , also known as the "set" process. When the incubation field is applied to a cell ( Fig. 2A) , much faster nucleation and growth are observed, as manifested by the substantial decrease in pulse width (by~5 ns). For the fastest nucleation and growth, we found the shortest pulse to be 500 ps. This is approximately one order of magnitude
Materials and Methods

Preparation of Ge 2 Sb 2 Te 5 nanowires
Ge 2 Sb 2 Te 5 (GST) nanowires were synthesized using the metal catalyst mediated vapor-liquidsolid (VLS) process (3, 8) . Bulk GeTe and Sb 2 Te 3 powders (99.99%, Sigma-Aldrich) were separately located inside a horizontal tube furnace in different temperature zones. GeTe (T m =724 o C) powder was placed in the middle of the furnace and Sb 2 Te 3 (T m =617 o C) at the upstream side (5 cm away from the middle of the furnace). The silicon substrate coated with sputtered-Au/Pd film was placed at the downstream side of the furnace (~20 cm away from the middle). The furnace was ramped to 670 °C with a flow of Ar gas (130 sccm) at 100 torr pressure and maintained for 1 hour. After the growth, the furnace was slowly cooled down to room temperature. The as-grown nanowires were characterized by scanning electron microscopy (SEM, FEI DB strata 235 FIB and JEOL 7500F) and transmission electron microscopy (TEM, JEOL 2010F, 200 kV) equipped with EDS (Energy Dispersive Spectroscopy).
Device fabrication for in situ TEM observation
Devices compatible with in situ TEM holder have been carefully fabricated by a well-designed series of photolithography and etching steps. The fabrication steps are illustrated in Fig. S2 . The images of in situ TEM chips so prepared, and electron beam transparent devices are shown in Fig.S3 . Sculpting of a notch on the nanowire devices has been performed through Focused Ion Beam milling.
In situ TEM electric biasing experiment set up
All in situ TEM work has been done on the JEOL 2010F (200KeV, 400nm beam diameter, ~10nA current), at the Penn Regional Nanotechnology Facility. The entire experimental set-up has been illustrated in Fig. S4. 
DFT calculations
Ab initio total energy calculations based on density functional theory (DFT) were performed by using Vienna-ab-initio-simulation-package (VASP) (23, 24) . The ultra-soft (US) pseudopotentials (PP) with the projector augmented wave (PAW) method and the generalizedgradient approximations (GGA) were used. The arrangement of GST atomic stacking sequence was referred to a stable hexagonal crystal structure shown in Sun's works (22) . Before estimating the generalized-stacking-fault (GSF) energy, the super cell structure was relaxed by conjugate gradient algorithm to obtain equilibrium lattice constants and bond lengths. The kpoint grids of the Monkhorst-Pack mesh for the Brillouin zone integration was 5 5 5. The energy cut-off for plane waves was 227.47 eV and the convergence criteria for the electronic and ionic relaxation was 1 -6 eV and 10 -5 eV, respectively. The lattice constants and bond lengths after relaxations agree with Sun's values, except the space between Te-Te layers (4.13 Å) were a little bit larger than that (3.51 Å) in Sun's works, which may result from the inaccurate description of van der Waal interactions by DFT methods.
To compute the GSF energy (23) on basal plane, we set up a slab model with five GST primitive cells along [0001] axis and shifted it on the Te-Te basal plane along 1120 direction ( Fig. S11A and B) . The k-point mesh of 5 5 were automatically created with Gamma symmetry. For GSF on prismatic plane, we set up a slab model with five 1120 GST primitive cells along 2110 axis and slid half of the unit cell on the prismatic plane along direction (shown in Fig. S15C ), and 5 k-point on Monkhorst-Pack mesh was applied. In addition, the shear modulus was calculated by tilting the unit cell within a small angle (< 1 o ) on both basal and prismatic planes with certain specific directions, as summarized in Fig. S15 .
Supplementary Text 1. Characterization of resistance dip
Using nanowires of different diameters and electrical pulses of varying amplitudes and widths, critical voltages required for the initiation of the resistance dip have been identified. The data is presented in Fig. S5 .
Characterization of dislocations
Dislocations have been characterized through the HRTEM images. Fig.S6 . shows the possible Burgers vectors of prismatic loops generated during electrical programming Fig. 2 and 3 of the main manuscript) Dislocation cloud contrast has been characterized by Dark-field TEM imaging. The dislocation cloud templates the cross-section of the nanowire, amorphizing it along the template. Amorphous region has been confirmed via HRTEM analysis. The results are shown in Fig.S7 and Fig.S8. 
Characterization of the amorphized region and the dislocation cloud (From
Explanation of dislocation dynamics in Ge 2 Sb 2 Te 5 nanowires
Figures S11 to S14 illustratively explain the formation of prismatic loops (two kinds), and their glide planes, and the reason why these loops on an average move along the wind-force direction On the front side of the membrane, electrode leads were patterned by lift-off process. During photolithography, the electrode patterns were carefully aligned with the membrane region. Ti (~5 nm)/Au (~50 nm) was deposited by e-beam evaporator, and the sample was dipped in acetone for ~10 hours for lift-off process followed by rinsing in isopropyl alcohol (IPA). (E) Trench structures (~1 µm width) were patterned by focused ion beam (FIB); (3000 pA Ga + ion beam). (F) Vapor-liquid-solid (VLS) grown GST nanowires were transferred on the membrane by gently rubbing the as-grown sample on the patterned membranes. (G) The nanowires crossing the trench were selected, followed by sculpting the notch structure (for notched devices) (3, 8) . (H) Pt-electrode contacts were formed by FIB. See Fig. S3 for images of the final device. 
Supporting Online Movies
Movie S1: The movie shows dark-field (DF) TEM recording of a 230 nm thick Ge 2 Sb 2 Te 5 (GST) nanowire device during the "forward" biased electrical pulse sweeping. Although forward-bias on a symmetric device carries no meaning by itself, the term is used to distinguish the case where the same device is studied with the bias polarity reversed (as in Movie S2). The amplitude of the applied voltage pulse is shown on the movie frames and information about the pulse width is also provided. No structural changes were identified in the observed area until ~5 V pulses (800 ns), but concomitant with the onset of the resistance dip, the uniform contrast of the single-crystalline device started to change dynamically, with extended line-shaped defects and other strain-related contrasts appeared in the probed region. Upon further increasing the voltage pulse amplitude (800 ns duration), the resistance dip was directly associated with the line-defects becoming mobile and propagating along the direction of hole-carrier motion. In particular, dynamic contrast changes were identified moving unidirectionally into and out of the observed region. Upon approaching the bottom of the resistance dip, it was observed that the dislocations stopped moving (jamming), followed by highly accumulated and entangled dislocation formation at the jammed location. Finally, amorphization switching was observed, accompanied by an increase in the electrical resistance by approximately two orders of magnitude. The movie is played at 2X speed.
Movie S2: The movie shows DF TEM recording of the same device as in Movie S1 during the reverse-bias electrical pulse sweeping. This movie was recorded after the previous forwardbiased device (Movie S1) was switched back to the low resistance state (crystalline state). This movie consists of five sequential movies of different voltage pulse sweeping processes. Upon applying 500 ns-width pulses, the resistance dip was observed, during which the jammed dislocation cloud from the previous measurement was relieved by moving in the opposite direction. Upon applying 800 ns pulses (sweep from 0 V), dynamic contrast changes were observed to move in the opposite direction, which corresponded to the direction of the holecarriers in this configuration. Eventually, amorphization switching occurred at ~5.2 V with the dislocation cloud appearing behind the amorphous mark, consistent with the forward-bias experiments. The movie was played at 4X.
Movie S3: The movie shows bright-field (BF) TEM recording of the notch-geometry GST nanowire device with applied voltage pulses. As-fabricated nanowire shows a uniform dark contrast due to its single-crystalline structure. As the applied pulse voltage amplitude was increased, dynamic changes in contrast was observed to move along the hole wind force direction. Just before the amorphization switching process, a darker line contrast (highly concentrated strain) was identified in the middle of the notch. Upon transformation to the amorphous phase, the darker line contrast was abruptly changed into the bright amorphous band. 
Dan Hewak and Behrad Gholipour
With the potential to mimic the human brain, phase-change memories are operating faster, while imaging provides further insight into the switching mechanism.
H uman memory can be primed. Expose the brain, even unconsciously, to a word or object, and in subsequent exposures, the memory synapses are faster, and more details are remembered for longer times ( 1) . Why not do the same with the electronic memories in our computers, phones, digital cameras, and game consoles? On page 1566 of this issue, Loke et al. ( 2) show that writing speeds in next-generation electronic memory-ones based on changing a material's phase from a crystal to a glass-have increased substantially through a preswitching incubation process. This priming enabled them to break the 1-ns barrier for electronic switching. On page 1561, Nam et al. ( 3) remarkably provide images and recordings of the electronic changes that occur in memory cells only a few nanometers in size that allow us to watch the switching mechanism. Both of these studies provide valuable information on the physics of phase-change memory (PCM) and also clues on how this technology could change computer architectures.
The most common nonvolatile memory (one that retains data with the power off) used in laptop computers, smartphones, and video-game consoles is fl ash memory, which traps a few electrons within an electronic "gate"; the charged state represents a bit of information. However, the size of fl ash memory cells has been shrunk to near fundamental limits; smaller cells would lose memory information from electrons leaking through the gate into neighboring cells.
Unlike flash memory, PCM does not depend on trapped electrons, and memory cells can be reduced to much smaller sizes. Phase-change materials for memory applications are typically metallic alloys, commonly based on germanium, antimony, and tellurium (Ge 2 Sb 2 Te 5 , or GST). These compounds can easily be switched between the amorphous and crystalline phase, by heating with a laser (as in a DVD or CD disk), or with a small electrical current when the GST is part of an electronic memory chip. Like fl ash memory, PCM is nonvolatile, and once switched, the phase remains stable until the cell is rewritten. In addition to smaller cell sizes, PCM is inherently faster and can switch repeatedly tens of millions of times, versus only several thousand times for fl ash memory. Electronic PCM could allow computers to boot instantaneously and greatly enhance the overall performance of computer networks. Many researchers argue that these materials will provide a universal memory technology that could replace both magnetic hard drive and dynamic random-access memory, and even mimic the human brain ( 4) .
Breaking the speed limits of PCM is how Loke et al. describe their recent advances. Priming of human memory works best when the two stimuli are in the same modality (e.g., visual priming works best with visual cues). A weak electric current primed the cell, then a short higher-intensity pulse stored the bit of information. This tandem process signifi cantly sped up crystallization;
Optoelectronics Research Centre, University of Southampton, Southampton SO17 1BJ, UK. E-mail: dh@orc.soton. ac.uk; bg305@orc.soton.ac.uk any species face uncertain fates under climate change. Some will persist by shifting their range or adapting to local conditions, whereas others will be lost to extinction. Efforts to lessen the impacts of climate change on biodiversity depend on accurate forecasts. Most studies aiming to identify likely winners and losers consider species one at a time with a "climate envelope" approach that correlates species' occurrences with climatic and environmental variables. Using this method, researchers have predicted that by 2050, 15 to 37% of species will be faced with extinction ( 1) . But which species are most likely to be under threat? And how will their loss affect the broader ecological community?
The climate envelope approach ignores a core truth of ecology: Species interact with each other in ways that deeply affect their viability. Certain species impart particularly strong effects on others. Consequently, climate change impacts on these species could initiate cascading effects on other species. In effect, these species act as biotic multipliers of climate change. The inherent complexity of species interaction networks has discouraged their consideration in predictions. Emerging research illustrates that trophic interactors are especially strong candidates for biotic multipliers of climatic change. Focusing on these species and their interactions is one path through the complexity.
Recent fi ndings highlight the importance of undisturbed vertical interactions involv- switching speeds of 500 ps were reached for the smallest cells. They used computer simulations to help identify a structural origin to this speed increase, which they believe is induced through thermal prestructuring (see the fi gure, panel A). As measured during this electronic priming, a resistance dip suggests some permanent preswitching structural modifi cation. The effects of priming the human brain can be imaged by monitoring the brain's frontal region activity using an electroencephalogram ( 5) . In an analogous fashion, Nam et al. extend our understanding of the phase-change mechanism by using in situ transmission electron microscopy (TEM) to watch switching directly. By using single-crystal GST nanowires, which provide an open geometry, they viewed the material during the actual switching process (see the fi gure, panel B). Their direct observation of amorphization in a crystalline phasechange material revealed astonishing insight into the phase-change mechanism. When a voltage was applied across the nanowire, the TEM imaging showed visible contrast changes associated with the now characteristic resistance dip. With a continuously increasing current, defects became mobile and began to propagate along the direction of hole-carrier motion.
At the point of lowest resistance, the movement jammed and a tangled region of highly accumulated dislocations formed, which was followed by switching into an amorphous state. This glassy state appeared as a clear bright line and was confi rmed as amorphous by electron diffraction measurements. Nam et al. make the analogy of traffi c on a highway, in which a simple analytical model predicts a sharp catastrophic jamming transition when the vehicle density exceeds a certain fraction of the maximum packing density ( 6) . In an inspired next step, they created a notch in their nanowire, akin to closing a lane on a busy highway. Defects piled up and an amorphous band appeared at the restriction (see the fi gure, panel C).
Recently, it has been argued that PCM materials do not change from glass to crystal by melting to a liquid and resolidifying, but rather transform via an all solidstate process. Nam et al. may have provided visual evidence of this hypothesis. As Kolobov et al. ( 7) explained, "distortions in the crystalline phase may trigger a collapse of long-range order, generating the amorphous phase without going through the liquid state, upsetting yet another commonly held belief that attributes the change in properties to the loss of long-range order." Unlike human brains, today's computers deal with processing and memory separately. Data are constantly moved around, resulting in a speed and power "bottleneck." Kuzum et al. ( 8) describe brain-inspired computing and identified phase-change materials as ideal for the implementation of synaptic plasticity. Unlike binary memory applications, they used the continuous transition between resistance levels of phasechange states in an analog manner to emulate biological synapses. Wright et al. demonstrated that phase-change materials can both store and process information simultaneously ( 9) and could be used to make artifi cial neurons and synapses. Another major hurdle is power consumption; supercomputers consume substantially more energy than the human brain while "thinking" ( 10) . These studies, along with recent new PCM designs by Xiong et al. ( 11) , show that there is promise for power reductions through the use of PCM technology.
The studies by Loke et al. and Nam et al., along with related work in other labs, should not only pave the way for phase-change memories with ultrafast switching speeds, low-energy consumption, and reduced memory cell sizes, but also lead to a better understanding of the mechanisms responsible for the phase-change phenomena that could further improve switching speeds. The potential to emulate the human nervous system is gaining increasing attention, as these combined works provide further evidence that phase-change materials could be used to make artifi cial neurons and synapses.
