Introduction
Ordinal data arise naturally in many different fields and are typically collected as responses to a number of questions or items. A common approach to analysing such data is to view the observed ordinal data as discrete versions of an underlying latent Gaussian 'generating' variable. Many models such as graded response models and ordinal regression models [2] make use of this concept of latent generating variables.
Item response modelling [4] is an established method for analysing ordinal response data. It is assumed that the observed ordinal response to an item will be level k, say, if the underlying latent variable lies within a specified interval. Item response models further assume that the latent generating variable (and therefore the observed ordinal response) is a function of both respondent specific and item specific parameters. The respondent specific parameters are often called latent traits. The probability of a certain response from a respondent is related to both the value of their latent trait and also some item specific parameters.
Item response models assume that the item specific parameters are the same for all respondents, i.e. a homogeneous population is assumed. Often a population is heterogeneous however and clusters of respondents exist; members of different clusters may view the items differently. Here an item response model is embedded in a mixture modelling framework to facilitate clustering of respondents in the context of ordinal response data. Under the mixture of item response models the probability that a respondent gives a certain response depends on their latent trait and on group specific item parameters. An alternative approach to this problem is given in [17] .
The mixture of item response models is developed and estimated within the Bayesian paradigm using Markov chain Monte Carlo methods. A key issue is choosing the optimal model or equivalently, the number of components in the optimal mixture model. The marginal likelihood is employed here to choose between models and a bridge sampling approach to estimating the marginal likelihood is used.
The model is illustrated through an application to an ordinal response data set resulting from a clinical trial involving self-assessment of arthritis pain levels.
The paper proceeds as follows. In Section 2 the arthritis pain levels data set used to demonstrate the model is introduced. Item response models and their extension to a mixture of item response models are considered in Section 3. Section 4 is concerned with Bayesian model estimation and also model selection. The results from fitting the model to the illustrative data set are presented in Section 5. Finally, discussion of the model takes place in Section 6.
Arthritis pain data
An ordinal data set is employed to illustrate the mixture of item response models. The data come from a clinical trial in which patients suffering from rheumatoid arthritis are randomly assigned to a treatment group or a placebo group. The patients self-assess their arthritis related pain as 1 (poor), 2 (fair) or 3 (good) at one and five month examinations. Some covariate information associated with each patient such as their age and sex are also recorded. Further details are given in [12] and [1] .
Here only the ordinal response data are analysed. Interest lies in determining if there is an underlying group structure among the group of 289 patients in the clinical trial. Members of the same group would be expected to have similar arthritis pain profiles. In particular, whether or not patients in the treatment group are differentiated from the patients in the placebo group is of interest.
Item Response Models and Mixtures of Item Response Models
The concepts behind item response models and the proposed extension to a mixture of item response models are explained in this section.
Item Response Models for Ordinal Data
Suppose the responses of N individuals to each of J items are observed. Since the data are ordinal, the set of possible responses to item j is {1, 2, . . . , K j } where K j denotes the number of possible responses to item j. Thus the data can be represented by an N × J matrix, Y , where y i j is the response of individual i to item j.
Corresponding to each ordinal response, y i j , is a latent Gaussian variable, z i j . A Gaussian link function is used here but other link functions, such as the logit [4] , can be employed. For each item there exists a vector of threshold parameters γ j = (γ j,0 , γ j,1 , . . . , γ j,K j ). This vector is subject to the constraint:
The observed ordinal response, y i j , serves as an indicator to the latent variable z i j :
In addition to the latent variable, z i j , it is assumed that there exists a latent trait vector, θ i , of dimension q corresponding to each individual. Here q is user specified. The mean of the conditional distribution of z i j is related to this latent trait:
In the item response literature the item parameters λ j and b j are usually termed item discrimination parameters and item difficulty parameters respectively. The conditional probability that a response takes a certain ordinal value can then be expressed as the difference between two standard Gaussian cumulative density functions:
A Mixture of Item Response Models (MIRM) for Ordinal Data
A mixture modelling framework can be imposed on the item response model for cases where there is an underlying group structure in the data. The aim of this mixture of item response models is to cluster individuals into their unobservable groups. Under the MIRM, the latent variable z i j is a mixture of G Gaussian densities:
The probability of belonging to group g is denoted π g while λ g j and b g j are group specific item discrimination and difficulty parameters respectively. A latent indicator variable, i = ( i1 , . . . , iG ) is introduced for each individual i. This binary vector indicates to which group individual i belongs i.e. l ig = 1 if i belongs to group g; all other entries in the vector are 0. Thus, conditional on i , the probability of observing a particular ordinal response is:
The augmented likelihood, L (Λ , B,Γ ,Θ , L, Z|Y ), is given by:
An assumption of local independence is implicit here, i.e. conditional on the latent trait θ i the J responses by individual i are independent. The responses of different individuals are also regarded as independent.
Parameter Estimation and Model Selection
The Bayesian framework in which the model is estimated, the Markov chain Monte Carlo (MCMC) algorithm used to fit the model and the bridge sampling algorithm which facilitates model selection are all described in what follows.
Prior and Posterior Distributions
To implement the model described above in a Bayesian framework prior distributions must be specified for all unknown parameters. Priors are required for the threshold parameters γ j , the item parameters, λ g j and b g , and for the mixing weights π (for j = 1, . . . , J and g = 1, . . . , G). Specifically, a uniform prior is specified for the threshold parameters and for the other parameters the prior distributions are:
The posterior distribution is:
where p(Λ ), p(B), p(Γ ) and p(π) are the prior distributions detailed above. The latent trait variable θ i is assumed to have a standard multivariate Gaussian distribution; the latent indicator variables l i follow a Multinomial(1, π) distribution. This model suffers from non-identifiability. To identify the model (as in [11] ) the second element of each of the threshold vectors, γ j for j = 1, . . . , J, is fixed at 0. The model is also rotationally invariant. Therefore, a specific form is imposed on each matrix of discrimination parameters Λ g for g = 1, . . . , G. As in [8] , the first q rows of this matrix are constrained to have a lower triangular form. In what follows, the free and fixed elements of the j th row of Λ g are denoted by λ • g j and λ • g j respectively.
Estimation via a Markov Chain Monte Carlo Algorithm
The marginal distributions of the unknown parameters cannot be obtained analytically for this model so a MCMC algorithm is used to produce estimates of the model parameters. The algorithm used here is similar to the algorithm proposed in [3] . A Gibbs sampler is used to sample all latent variables and parameters, except the threshold parameters, γ j . These are sampled using a Metropolis-Hastings step. Full conditional distributions for the model parameters and latent variables are:
where the distribution is truncated to [γ j,(y i j −1) , γ j,(y i j ) ].
λ +Θ •T g Θ • g and 1 = (1, . . . , 1) T . The i th row of Θ • g consists of the elements of θ i which multiply λ • g j for all individuals i in group g. Similarly Θ • g consists of the elements which multiply λ • g j . The elements of the j th column of the N × J matrix Z corresponding to individuals in group g are denoted by z g j .
where the rows of Θ g are the latent trait vectors θ i for all individuals i in group g.
The posterior full conditional distribution of each of the threshold parameters, γ j,k can be shown to be uniform. When there are a large number of observations in adjacent categories this interval tends to be small which results in minimal movement of the Gibbs sampler. The algorithm therefore converges slowly. This difficulty is overcome by sampling from the posterior of the threshold parameters us-ing a Metropolis-Hastings step, as in [3, 11] . Candidate values v j,k are proposed for γ j,k from the Gaussian distribution N T (γ
j,k+1 is the value of γ j,k+1 at iteration (t − 1). The tuning parameter σ 2 MH is selected to achieve appropriate acceptance rates.
Model Selection via the Bridge Sampler
Since the proposed model is a finite mixture model, the number of components G in the mixture must be chosen. A bridge sampling algorithm [16, 6] is employed to approximate the marginal likelihood of a G component model. The marginal likelihood is evaluated for a range of models with different values of G and the model with the highest marginal likelihood is chosen as optimal. Here, the posterior mean of the latent Gaussian variable Z is treated as the 'observed data'. This approach removes the need to work with the intractable marginal distribution of the ordinal data, Y , and also the posterior distribution of the threshold parameters.
In order to use bridge sampling to approximate the marginal likelihood it is important that the MCMC algorithm mixes well over all posterior modes. The random permutation MCMC sampler [5] is used to achieve this. For more details on the bridge sampling estimator of the marginal likelihood of a mixture model see [7] .
Arthritis pain data: results.
The mixture of item response models (MIRM) was fitted to the ordinal arthritis pain data described in Section 2. A number of mixture of item response models were fitted to the data with the number of components G ranging from one to five, and with a user specified q = 1 dimensional latent trait. The marginal likelihood of each of the models was estimated using the bridge sampling technique described in Section 4.3. The values obtained are illustrated in Figure 1 . The highest marginal likelihood value is obtained when a two component MIRM is fitted. Posterior mean parameter estimates for the optimal model are detailed in Table 1 .
Inspection of the responses of individuals in each cluster suggests that the patients have been partitioned into a group (group 1) who judge the state of their arthritis to be poor to fair and a group (group 2) who consider the state of their arthritis to be fair to good. Although the item difficulty parameters for both groups are negative, the parameters for group 1 [b 1 = (−0.18, −0.20)] are smaller in magnitude than those for group 2 [b 2 = (−2.29, −2.27)]. This difference means that the values of the latent Gaussian variable Z (with marginal mean −b g for g = 1, 2) are lower in group 1, reflecting the generally lower observed ordinal responses found in group 1. The confidence regions for the discrimination parameters include 0 which indicates that even the one dimensional latent trait may be unnecessary for this data 
Discussion
Ordinal data arise in many different fields. The mixture of item response models presented here facilitates the clustering of such data. This is achieved by assuming the observed ordinal data are discrete versions of an underlying latent Gaussian variable. The clustering is achieved by fitting a mixture model to the latent Gaussian data. The model is closely related to the mixture of factor analysers model [14, 15] for continuous data; in the case of the mixture of item response models however, only a discrete version of the data are observed. Bridge sampling was employed for model selection. Simulation studies and the illustrative data example suggest that the bridge sampling approach works well in the context of the mixture of item response models. However, it should be noted that as the bridge sampler relies on the posterior mean of the latent Gaussian data Z, the same 'data' are not used when evaluating the marginal likelihood for different models. Again, simulation studies suggest that given a sufficiently large data set (both in terms of number of observations and cell counts for the ordinal variables) the results are not very sensitive to this approximation to Y .
There are a number of ways in which the model could be extended. The model selection technique employed here is used only to choose the number of compo-nents in the mixture. Extending the bridge sampling technique to determine the optimal number of dimensions (q) for the latent trait would be very beneficial [13] . Additionally, in the illustrative data set used here covariate data were available. Incorporating these data in the model would be potentially informative and could be achieved within a mixture of experts framework [10, 9] . Finally, as with most clustering models, the set of variables on which the clustering is based strongly influences the MIRM; incorporating a variable selection step while clustering would potentially improve clustering performance.
