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Abstract—We introduce the bilinear generalized vector approxi-
mate message passing (BiG-VAMP) algorithm which jointly recovers
two matrices U and V from their noisy product through a prob-
abilistic observation model. BiG-VAMP provides computationally
efficient approximate implementations of both max-sum and sum-
product loopy belief propagation (BP). We show how the proposed
BiG-VAMP algorithm recovers different types of structured matrices
and overcomes the fundamental limitations of other state-of-the-art
approaches to the bilinear recovery problem, such as BiG-AMP,
BAd-VAMP and LowRAMP. In essence, BiG-VAMP applies to a
broader class of practical applications which involve a general form
of structured matrices. For the sake of theoretical performance
prediction, we also conduct a state evolution (SE) analysis of the
proposed algorithm and show its consistency with the asymptotic
empirical mean-squared error (MSE). Numerical results on various
applications such as matrix factorization, dictionary learning, and
matrix completion demonstrate unambiguously the effectiveness of
the proposed BiG-VAMP algorithm and its superiority over state-
of-the-art algorithms. Using the developed SE framework, we also
examine (as one example) the phase transition diagrams of the
matrix completion problem, thereby unveiling a low detectability
region corresponding to the low signal-to-noise ratio (SNR) regime.
Index Terms—Bayesian inference, approximate message passing,
bilinear structured matrix recovery, inference algorithms, matrix
factorization, dictionary learning, matrix completion.
I. INTRODUCTION
A. Background and related work
WE consider an observation matrix, Y ∈ RN×M , obtainedfrom the following generalized bilinear model:
pY|Z(Y |Z) =
N∏
i=1
M∏
j=1
pyij |zij (yij |zij) with Z = UV T,
(1)
where U and V are two unknown matrices in RN×r and RM×r,
respectively. The goal is to recover U and V based on the
knowledge of Y and the model in (1). The latter applies to a
myriad of problems ranging from noisy dictionary learning [1],
matrix completion [2], and sparse PCA [3], to matrix factorization
[4], low-rank matrix reconstruction [5], and subgraph estimation
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[6], just to name a few. A special relevant case of the generalized
bilinear model in (1) is:
Y = φ
(
U V > + W
)
, (2)
in which W ∈ RN×M is an additive white Gaussian noise matrix
whose entries are assumed to be mutually independent with mean
zero and variance γ−1w , i.e., wi,j ∼ N (wij ; 0, γ−1w ). While
convex relaxation of the bilinear recovery problem under the
observation model in (2) is possible in some cases using the
augmented Lagrange multiplier method (ALMM) [7], different
non-convex formulations have been investigated in some special
cases over the last decade based on:
1) the alternating direction method of multipliers (ADMM)
[8],
2) the variational sparse Bayesian learning (VSBL) method
[9],
3) the approximate message passing (AMP) paradigm which
is discussed hereafter in some depth in order to put our
contribution in a proper perspective.
In fact, AMP-based computational information/data processing
have attracted a lot of interest in different fields since the early
introduction of the AMP algorithm in [10] within the compressed
sensing (CS) framework. More specifically, in a typical CS
problem, one is interested in recovering an unknown sparse
vector, x∈RN , from its noisy linear measurements/observations:
y = Ax + w, (3)
wherein A ∈ RM×N (with M  N ) is a known sensing
matrix. AMP strikes a proper balance between reconstruction
performance and computational complexity as compared to tra-
ditional convex optimization-based and iterative soft thresholding
algorithms [11]. The AMP algorithm was later extended in [12]
to generalized linear models of the form:
py|z(y|z) =
M∏
m=1
pym|zm(ym|zm) with z = Ax. (4)
Aside from handling nonlinear transformations, the advantage of
the generalized AMP (GAMP) algorithm over its AMP prede-
cessor lies in its ability to accommodate statistical priors on the
sparse vector x. From another perspective, the performance of
both AMP and GAMP can be rigorously tracked by a set of
scalar update equations, known as state evolution (SE) [13], [14]
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2in statistics or the cavity method in statistical physics [15]. One
limitation of AMP and GAMP, however, is that they often diverge
if the sensing matrix, A, is ill-conditioned and/or has a non-zero
mean. It is precisely in this context that the vector AMP (VAMP)
algorithm has been recently introduced and rigorously analyzed
in [16]–[18]1. Although, there is no theoretical guarantees that
VAMP will always converge, there is strong empirical evidence
that it is more resilient to mean-perturbed or badly conditioned
sensing matrices A, provided that the latter is right-orthogonally
invariant [18].
To date, extensions of the original AMP algorithm to the bilin-
ear recovery problem were already made in [5] and [20] within
the context of low-rank matrix reconstruction. In this context,
the so-called LowRAMP algorithm introduced in [20] extends
the method in [5] to non-Gaussian likelihoods and establishes
the associated SE analysis. It does so by simplifying the BP
messages in [5] via second-order Taylor series approximations
which become more accurate in the limit of large N . However,
the involved approximations hold in the per-measurement low-
SNR regime only
[
i.e., SNR = O( 1N )
]
and, hence, LowRAMP
is not suitable for other types of measurement processes such as
quantization and matrix sub-sampling. Moreover, the “low-rank”
assumption which is critical in both [5] and [20] precludes a
large number of practical applications which involve a general-
rank decomposition of structured matrices rather than a low-rank
decomposition of unstructured matrices.
GAMP itself was also extended to the bilinear case in [21]
thereby leading to the so-called bilinear generalized AMP2 (BiG-
AMP) algorithm. Although being completely oblivious to the
low-rank assumption, BiG-AMP inherits all the GAMP-related
convergence issues and was developed for separable priors on
both U and V matrices. To accommodate a larger class of V
matrices in (1), Sarkar et al. made an attempt in [23] to generalize
the VAMP framework to bilinear recovery problems and the
algorithm introduced therein was called Bilinear Adaptive VAMP
(BAd-VAMP). In essence, BAd-VAMP is a ping-pong-like ap-
proach which reconstructs both U and V matrices by alternating
between i) the expectation-maximization (EM) algorithm [24]
to find the maximimum-likelihood (ML) estimate of U and ii)
the VAMP algorithm [18] to find the minimum mean-squared
error (MMSE) estimate of V . Unfortunately, due to the use of
the EM algorithm, BAd-VAMP does not accommodate general
priors on the matrix U . For instance, trying to enforce a binary
or sparsity prior on U renders the E-step of the EM algorithm
computationally prohibitive. To overcome all the aforementioned
limitations, this paper introduces a new algorithm along with its
state evolution analysis to solve a broader class of the bilinear
recovery problems as modelled in (1).
B. Contributions
This paper builds upon the prior work in [5] and provides
a broader solution to the bilinear recovery problem under dif-
ferent structured matrices beyond the “low-rank” assumption.
1It is worth mentioning here that VAMP was independently derived by two
research groups in [16] and [19] but under two different names, i.e., VAMP and
orthogonal AMP (OAMP), respectively.
2The reader is also referred to the parametric version of BiG-AMP in [22].
Our approach for bilinear recovery does not alternate between
the EM and VAMP algorithms, but rather relies entirely on
message passing and it is dubbed bilinear generalized VAMP
(BiG-VAMP). The BiG-VAMP approach that we propose in this
work enables the use of arbitrary priors on both U and V , thereby
allowing the exploitation of other matrix structures such as finite-
alphabet, binarity, sparsity, constant-modulus, assignment, etc.
The proposed BiG-VAMP algorithm is suitable to a broader class
of bilinear recovery problems that i) cover more general prior
distributions on the unknown matrices (unlike BiG-AMP) and
ii) does not rely on the use of the EM algorithm with automated
hyperparameter tuning to estimate U (unlike BAd-VAMP). The
key differences between BiG-VAMP and LowRAMP are, how-
ever, as follows:
1) BiG-VAMP provides a systematic way for handling nonlin-
ear outputs without the “low-SNR” assumption which does
not hold, e.g., in the matrix completion problem. Moreover,
BiG-VAMP allows maximum a posteriori bilinear recon-
struction under non-differentiable output functions such as
quantization, perceptron activation, selection, and phase-
retrieval, etc.
2) BiG-VAMP applies to a broader class of practical appli-
cations which involve a general-rank decomposition of
structured matrices in addition to a low-rank decomposition
of unstructured matrices.
Much like BiG-AMP, BiG-VAMP is also applicable to maximum
a posteriori (MAP) and MMSE inference problems alike, as will
be explained later on. Furthermore, it comes with theoretical
performance guarantees, established in Section IV, that validate
its superiority against state-of-the-art BiG-AMP, BAd-VAMP, and
LowRAMP algorithms.
Notation
We use Sans Serif font (e.g., x) for random variables and Serif
font (e.g., x) for its realizations. We use boldface lowercase letters
for vectors (e.g., x and x) and boldface uppercase letters for
matrices (e.g., X and X). Vectors are in column-wise orientation
by default. Given any matrix X , we use xi and xij to denote
its ith column and ijth entry, respectively. We also denote the
ith component of a vector x as [x]i or xi. The operator diag(X)
stacks the diagonal elements of X in a vector while I stands
for the identity matrix. The operator tr(X) returns the sum of
the diagonal elements of X . We also use px(x;θ), px(x;θ), and
pX(X;θ) to denote the pdf of random variables/vectors/matrices;
as being parameterized by a set of parameters θ. Moreover,
N (x; x̂,R) stands for the multivariate Gaussian pdf of any
random vector x with mean x̂ and covariance matrix R. We
use ∼ and ∝ as short-hand motations for “distributed according
to” and “proportional to”, respectively. We also use E[x|d(x)] to
denote the expectation of x ∼ d(x) and δ(x) refers to the Dirac
delta distribution. Moreover, 〈x〉 and 〈X〉 return the (empirical)
average values of vectors and matrices, i.e., 〈x〉 , 1N
∑N
i=1 xi
for x ∈ RN and 〈X〉 , 1NM
∑N
i=1
∑M
j=1 xij for X ∈ RN×M .
Finally, the symbol  denotes the Hadamard (i.e., elementwise)
product between any two matrices.
3II. BACKGROUND ON THE LOW-RANK MATRIX
RECONSTRUCTION
In this section, we briefly review the main results of the prior
work on low-rank matrix reconstruction in [5] at the detail needed
for a comprehensive exposition of BiG-VAMP. We emphasize,
however, the fact that borrowing such results does not restrict the
proposed BiG-VAMP algorithm to the bilinear low-rank matrix
recovery as is the case in [5].
Consider the bilinear recovery of two random independent ma-
trices U = [u1, . . . ,uN ]> ∈ RN×r and V = [v1, . . . , vM ]> ∈
RM×r from a linear noisy observation Y = U V > + W ∈
RN×M . Given some common priors, pu(ui) and pv(vi), on the
vectors ui and vj , respectively, the goal of BP is to approximate
their joint posterior distribution:
pu,v|Y(ui,vj |Y ; γ−1w ,β)
∝
N∏
i=1
M∏
j=1
pyij |u,v
(
yij |ui,vj ; γ−1w
)β
pu(ui)
β pv(vj)
β , (5)
wherein β is a parameter introduced here to treat the MMSE
(β = 1) and MAP (β = +∞) inference problems in a unified
framework. We also assume the priors, pU(U) and pV(V ), on
the unknown matrices of U and V to be row-wise separable,
i.e., pU(U) =
∏N
i=1 pu(ui) and pV(V ) =
∏M
j=1 pv(vj). Fig. 1
depicts the factor graph associated to (5) with variable nodes, ui
and vj , their prior factor nodes, pu(ui)β and pv(vj)β , and the
labels, fij , which we use as a shorthand notations for the factor
nodes:
f(ui,vj) , pyij |u,v
(
yij |ui,vj , γ−1w
)β
, (6)
= N (yij ;u>i vj ,β−1γ−1w ) . (7)
By taking β = 1 (i.e., minimum mean square error estima-
tion), pu,v|yij (ui,vj |yij ;β) reduces to the true joint posterior
pu,v|yij (ui,vj |yij). In the limit β → ∞ (i.e., maximum a
posteriori estimation), however, it concentrates on the maxima of
pu,v|yij (ui,vj |yij). Using the message derivation rules of loopy
BP, the four messages defined in Fig. 1, , are expressed as follows
(where t stands for the iteration index):
µ(i,j)→i,t (ui) ∝
∫
f(ui,vj) νj→(i,j),t−1 (vj) dvj , (8)
µi→(i,j),t+1 (ui) ∝ pu (ui)β
∏
l 6=j
µ(i,l)→i,t (ui) , (9)
ν(i,j)→j,t (vj) ∝
∫
f(ui,vj) µi→(i,j),t−1 (ui) dui, (10)
νj→(i,j),t+1 (vj) ∝ pv (vj)β
∏
k 6=i
ν(k,j)→j,t (vj) . (11)
Assuming vl ∼ νl→(i,l),t (vl) with mean vl→(i,l),t and covariance
matrix β−1Rv,l→(i,l),t, it was shown in [5] by virtue of the central
limit theorem (CLT) that the product of incoming messages,∏
l 6=j µ(i,l)→i,t (ui), to any variable node ui from all factor nodes
v1 v2 . . . vM
u1
u2
...
uN
f11 f12
f1M
f21 f22
f2M
fN1
fN2
fNM
...
...
...
. . .
. . .
. . .
. . .
pu1 (u1)
β
pu2 (u2)
β
puN (uN )
β
pv1 (v1)
β pv2 (v2)
β pvM (vM )
β
µ(i,j)→i,t message from node fij to node ui
ν(i,j)→j,t message from node fij to node vj
µi→(i,j),t message from node ui to node fij
νj→(i,j),t message from node vj to node fij
Fig. 1: Factor graph associated to (5). The circles represent variable nodes and
the squares represent factor nodes.
{fil}l 6=j can be approximated by a Gaussian random variable with
mean bu,i→(i,j),t and precision βΛu,i→(i,j),t:
bu,i→(i,j),t = γw
∑
l 6=j
yi,l v̂l→(i,l),t, (12a)
Λu,i→(i,j),t = γw
∑
l 6=j
(
v̂l→(i,l),t v̂
>
l→(i,l),t + β
−1Rv,l→(i,l),t
− γw y2i,lRv,l→(i,l),t
)
.
(12b)
In other words, by dropping the normalization factor that does
not depend on ui, we have:∏
l 6=j
µ(i,l)→i,t (ui)
∝ exp
(
−β
2
u>i Λu,i→(i,j),tui + β u
>
i bu,i→(i,j),t
)
.(13)
The inherent symmetry among the variable nodes ui and vj yields
an equivalent Gaussian approximation for
∏
k 6=i ν(k,j)→j,t (vj)
under the density of uk ∼ µk→(k,j),t (uk) with mean uk→(k,j),t
and covariance matrix β−1Ru,k→(k,j),t. That is to say:∏
k 6=i
ν(k,j)→j,t (vj)
∝ exp
(
−β
2
v>j Λv,j→(i,j),tvj + β v
>
j bv,j→(i,j),t
)
,(14)
4with
bv,j→(i,j),t = γw
∑
k 6=i
yk,j ûk→(k,j),t, (15a)
Λv,j→(i,j),t = γw
∑
k 6=i
(
ûk→(k,j),t û
>
k→(k,j),t + β
−1Ru,k→(k,j),t
− γw y2k,jRu,k→(k,j),t
)
,
(15b)
Pictorially, the messages given in (13) and (14) are shown in Fig.
2 as messages 1 and 2 sent by all factor nodes {fij′}Mj′=1,j′ 6=j
and {fi′j}Ni′=1,i′ 6=i to ui and vj , respectively. Moreover, the mean
vj
ui Y
N∏
i′=1
M∏
j′=1
N
(
yi′j′ ;u
>
i′vj′ ,β
−1γ−1w
)
. . . .
..
..
1
2
3
4
pui (ui)
β
pvj (vj)
β
1 N (ui; Λ−1u,i→(i,j),tbu,i→(i,j),t,β−1Λ−1u,i→(i,j),t)
2 N (vj ; Λ−1v,j→(i,j),tbv,j→(i,j),t,β−1Λ−1v,j→(i,j),t)
Fig. 2: Explicit messages resulting from the CLT approximations shown here for
a single cell of the entire factor graph depicted in Fig. 1.
values, ûi→(i,j),t+1 and v̂j→(i,j),t+1, as well as the covariance
matrices, β−1Ru,i→(i,j),t+1 and β−1Rv,j→(i,j),t+1, of messages
3 and 4 , respectively, are given by:
ûi→(i,j),t+1 = fu(bu,i→(i,j),t, Λ
−1
u,i→(i,j),t), (16)
v̂j→(i,j),t+1 = fv(bv,j→(i,j),t, Λ
−1
v,j→(i,j),t), (17)
Ru,i→(i,j),t+1 = ∇bu,i→(i,j),tfu(bu,i→(i,j),t, Λ−1u,i→(i,j),t)T, (18)
Rv,j→(i,j),t+1 = ∇bv,j→(i,j),tfv(bv,j→(i,j),t, Λ−1v,j→(i,j),t)T,(19)
where
fu(b, Λ
−1) =
∫
u pu (u)
β N (u; Λ−1b,β−1Λ−1)du∫
pu (u)
β N (u; Λ−1b,β−1Λ−1)du , (20)
fv(b, Λ
−1) =
∫
v pv (v)
β N (v; Λ−1b,β−1Λ−1)dv∫
pv (v)
β N (v; Λ−1b,β−1Λ−1)dv , (21)
and the nabla operator, ∇x, with respect to any n−dimensional
vector, x = [x1,x2, · · · ,xn]T, is given by:
∇x =
[
∂
∂x1
,
∂
∂x2
, · · · , ∂
∂xn
]T
. (22)
To reduce the complexity in the number of computed messages,
the (i, j)−dependent quantities in (12) and (15), are replaced by
the following (i, j)−independent (i.e., broadcast) ones:
bu,i,t = γw
∑
l
yi,l v̂l→(i,l),t, (23a)
Λu,i,t = γw
∑
l
(
v̂l→(i,l),t v̂
>
l→(i,l),t +
(
β−1 − γw y2i,l
)
Rvl,t
)
.
(23b)
bv,j,t = γw
∑
k
yj,k ûk→(k,j),t, (24a)
Λv,j,t = γw
∑
k
(
ûk→(k,j),t û
>
k→(k,j),t +
(
β−1 − γwy2k,j
)
Ruk,t
)
.
(24b)
after approximating the covariance matrices, β−1Ru,i→(i,j),t and
β−1Rv,j→(i,j),t, involved in (12) and (15) by broadcast covari-
ances, β−1Rui,t and β
−1Rvj ,t, respectively, with a vanishing
error order O(M−1) [5]. By recalling (16)-(19), the underlying
broadcast means and the associated brodcacst covariances are thus
givens by:
ûi,t+1 = fu(bu,i,t, Λ
−1
u,i,t) (25)
Rui,t+1 = ∇bu,i,tfu(bu,i,t, Λ−1u,i,t)T, (26)
v̂j,t+1 = fv(bv,j,t, Λ
−1
v,j,t) (27)
Rvj ,t+1 = ∇bv,j,tfv(bv,j,t, Λ−1v,j,t)T. (28)
Moreover, the (i, j) posterior means, ûi→(i,j),t and v̂j→(i,j),t,
are related to the their broadcast versions, ûi,t and v̂j,t, through
small Osanger correction terms of order O(M−1/2) as follows:
ûi→(i,j),t ≈ ûi,t − γw yijRui,t v̂j,t−1︸ ︷︷ ︸
Osanger correction term onui
, (29a)
v̂j→(i,j),t ≈ v̂j,t − γw yijRvj ,t ûi,t−1︸ ︷︷ ︸
Osanger correction term onvj
. (29b)
Yet, the correction terms in (29) are taken into account during the
calculation of bu,i,t and bv,j,t only. For the computation of Λu,i,t
and Λv,j,t, however, one replaces ûi→(i,j),t by ûi,t and v̂j→(i,j),t
by v̂j,t after ignoring terms of vanishing order as M and N grow
large. The algorithm in [5] also relies on the following low-SNR
approximation
y2k,j ≈ E[y2k,j ] ≈ γ−1w . (30)
which is used in both (23b) and (24b). We emphasize, however,
the fact that the low-SNR regime is mainly conceivable in
presence of very-low-rank structures with a fully observed matrix
Y = UV > +W .
In conclusion, the algorithmic steps of the bilinear recovery
technique introduced in [5] are summarized in Algorithm 1.
We refer the reader to the supplementary materials of [5] for
further details. The limitation of this method, however, lies in
the intractable multi-dimensional integrals in (20) and (21) which
can be evaluated only in some specific priors, pu(·) and pv(·),
5Algorithm 1 AMP-based structured matrix reconstruction [5]
Require : Matrix Y ∈ RN×M ; noise precision γw ; temperature parameter β; two
denoising functions, fu(.) and fv(.), given in (20) and (21); number of iterations Tmax.
1: Initialize
. posterior means and covariances
Û0, V̂ 0, Û1, V̂ 1, {Rui,1}Ni=1, {Rvj ,1}Mj=1
2: for t = 1, . . . ,Tmax do
.Compute means and precisions related to the messages in eqs. (13) and (14)
3: BU,t = γw
(
Y V̂ t − γw Ût−1
∑M
j=1Rvj ,t
)
4: ΛU,t = γw
(
V̂
>
t V̂ t + (
1
β − 1)
∑M
j=1Rvj ,t
)
5: BV ,t = γw
(
Y Ût − γw V̂ t−1
∑N
i=1Rui,t
)
6: ΛV ,t = γw
(
Û
>
t Ût + (
1
β − 1)
∑N
i=1Rui,t
)
.Update the posterior means, Û = [û1, . . . , ûN ]
T and V̂ = [v̂1, . . . , v̂M ]T,
of the matricesU and V and the corresponding row-wise scaled covariance matrices
7: ∀i : ûi,t+1 = fu(bu,i,t,Λ−1U,t) with BU,t = [bu,1,t, . . . , bu,N,t]T
8: ∀i : Rui,t+1 = ∇bu fu(bu,i,t,Λ−1U,t)T
9: ∀j : v̂j,t+1 = fv(bv,j,t,Λ−1V ,t) with BV ,t = [bv,1,t, . . . , bv,M,t]T
10: ∀j : Rvj ,t+1 = ∇bv fv(bv,j,t,Λ−1V ,t)T
11: end for
12: Return ÛTmax+1, V̂ Tmax+1
such as Gaussian and community3 priors. It is impossible, for
instance, to consider a binary prior on ui and/or vj since the
underlying integrals become combinatorial sums over 2r terms.
In this context, the fundamental novelties brought by the proposed
BiG-VAMP algorithm consist in its combined abilities to handle:
• A broader class of practical applications which involve a
high-rank decomposition of structured matrices in addition
to a low-rank decomposition of (possibly) unstructured ma-
trices,
• General priors on both U and V matrices owing to appro-
priate Gaussian approximation of the extrinsic information
exchanged between its constituent blocks.
• General separable output distributions, pY|Z(Y |Z), in (1).
III. THE BIG-VAMP ALGORITHM
Before delving into the derivation details, we first introduce
BiG-VAMP which runs iteratively according to the algorithmic
steps of Algorithm 2. There, t stands for the iteration index and
subscripts p and e are used to distinguish “posterior” and “extrin-
sic” variables, respectively. As a visual reminder, we also use the
hat symbol “ ̂ ” to refer to mean values. Moreover, Algorithm 2
updates the means and precisions of all messages simultaneously
(i.e., for all i and j at the same time). For instance, at each
iteration t, the entire matrix BU ,t , [bu,1,t, bu,2,t, . . . , bu,N ,t]T
is updated where {bu,i,t}Ni=1 is the tth update of the message
pertaining to the {ith}Ni=1 variable node {ui}Ni=1. For better
illustration, the block diagram of Algorithm 2 is depicted in Fig.
4 whereby we show its different constituent blocks, namely the
different denoisers as they interact with the so-called bi-LMMSE
module through the extrinsic information (cf. Section III-A for
more details). In the sequel, we first briefly discuss the “low rank”
assumption used in [5] and [20] which is no longer needed for
the derivation of all BiG-VAMP messages. Then, we describe
3A community prior on a random vector, x, in the presence of r communities
(i.e., clusters) is given by px(x) = 1r
∑r
l=1 δ (x− el), where el is the lth
canonical basis vector in Rr .
the Gaussian approximation of the extrinsic information as a key
means to handle general priors on both U and V matrices in
bilinear models. Finally, we extend the results to the generalized
bilinear models.
A. Bilinear Vector Approximate Message Passing (Bi-VAMP)
with general rank
In this case, the data matrix, Y , is obtained from the bilinear
observation model in (2) with φ(.) being the identity, i.e.,
φ(x) = x, ∀x ∈ R. That is to say:
Y = UV T + W , (31)
where the noise components, wij , are mutually independent and
Gaussian distributed with zero mean and variance γ−1w . All the
algorithmic steps of Bi-VAMP which will be explained in this
section are summarized in Algorithm 2 after excluding the update
equations pertaining to the “generalized output step” (i.e., lines
26-32), while replacing γZ+e by γw and Ẑ
+
e by Y .
To sidestep the problem of computing the intractable integrals
in (20) and (21) during the evaluation of the mean and variance
of messages 3 and 4 in Fig. 2, we proceed as follows. We
rewrite the original posterior factorization in (5) by splitting ui
(resp. vj) into two identical variables with equality constraints in
between, i.e., u+i = u
−
i (resp. v
+
j = v
−
j ), thereby yielding the
following equivalent factorization:
pu+i ,u
−
i ,v
+
j ,v
−
j |Y
(
u+i ,u
−
i ,v
+
j ,v
−
j |Y ; γ−1w ,β
)
∝
N∏
i=1
M∏
j=1
pyij |u−i ,v−j
(
yij |u−i ,v−j ; γ−1w
)β
× δ(u−i − u+i )pu(u+i )β
× δ(v−j − v+j ) pv(v+j )β.
(32)
The new factorization in (32) transforms the original factor graph
in Fig. 2 into the new one depicted in Fig. 3. To handle the newly
introduced equality constraints, the new variables u+i , u
−
i , v
+
j ,
and v−j are rather regarded as processing nodes which exchange
scalar messages/beliefs in the form of component-wise (i.e.,
decoupled) Gaussian densities. The beliefs provided by u−i and
v−i on u
+
i and v
+
i (and vice versa) are known as the extrinsic
information and are modelled by the Gaussian messages 1’ , 2’ ,
3’ and 4’ in Fig. 3 whose parameters will be calculated later
in this section.
The decoupling in the messages on each side of the equality
nodes results in two simple types of denoising functions, namely
fu(·, ·)
[
resp. fv(·, ·)
]
and gu(·, ·)
[
resp. gv(·, ·)
]
to recover u−i
(resp. v−j ) and u
+
i (resp. v
+
j ). Such decoupled message passing
is made possible by ignoring the off-diagonal elements of the
error covariance matrices calculated on the side of u−i and v
−
j
nodes. Although the integrals of the denoising functions, fu(·, ·)
and fv(·, ·), in (20) and (21) are still required for Bi-VAMP, they
are now evaluated in closed form after replacing the actual priors,
pu(·) and pv(·), with the extrinsic Gaussian messages 3’ and
4’ , respectively. Messages 1 and 2 are updated in lines 4–7 of
Algorithm 2 in a matrix form (i.e., BU ,t, BV ,t, ΛU ,t, and ΛV ,t)
6Algorithm 2 BiG-VAMP
Require : Matrix Y ∈ RN×M ; temperature parameter β; precision tolerance (ξ =
10−6); maximum number of iterations (Tmax); two denoisers gu(·) and gv(·) from (37)
and (38); (noise precision γw only for Bi-VAMP, i.e., under bilinear observation models)
1: Initialize
2: t← 1
. posterior means, covariances and precisions
Û
−
p,0, V̂
−
p,0, Û
−
p,1, V̂
−
p,1, Ẑ
−
p,1,RU−p ,1
,R
V
−
p ,1
, γ
Z
−
p ,1
Û
+
p,1, V̂
+
p,1, Ẑ
+
p,1, γU−p ,1
, γ
V
−
p ,1
, γ
Z
+
p ,1
. extrinsic means and precisions
Û
−
e,1, V̂
−
e,1, Ẑ
−
e,1, γU−e ,1
, γ
V
−
e ,1
, γ
Z
−
e ,1
Û
+
e,1, V̂
+
e,1, Ẑ
+
e,1, γU+e ,1
, γ
V
+
e ,1
, γ
Z
+
e ,1
. means and precisions in eqs. (13), (12), (14) and (15)
BU,1, ΛU,1,BV ,1, ΛV ,1
3: repeat
I. Approximate Bi-LMMSE step
.Compute the approximated message in (29a)
4: BU,t = γZ+e ,t
(
Ẑ
+
e,t V̂
−
p,t −M γZ+e ,t Û
−
p,t−1RV−p ,t
〈Ẑ+e,t  Ẑ
+
e,t〉
)
5: ΛU,t = γZ+e ,t
(
V̂
−>
p,t V̂
−
p,t+
M
β RV−p ,t
−M γ
Z
+
e ,t
R
V
−
p ,t
〈Ẑ+e,tẐ
+
e,t〉
)
.Compute the approximated message in (29b)
6: BV ,t = γZ+e ,t
(
Ẑ
+
e,t Û
−
p,t −N γZ+e ,t V̂
−
p,t−1RU−p ,t
〈Ẑ+e,t  Ẑ
+
e,t〉
)
7: ΛV ,t = γZ+e ,t
(
Û
−>
p,t Û
−
p,t+
N
β RU−p ,t
− N γ
Z
+
e ,t
R
U
−
p ,t
〈Ẑ+e,tẐ
+
e,t〉
)
.Update the posterior statistics Û
−
p,t,RU−p ,t
, Û
−
p,t,RV−p ,t
8: R
U
−
p ,t+1
= (γ
U
+
e ,t
I + ΛU,t)
−1
9: Û−p,t+1 = (BU,t + γU+e ,t
Û
+
e,t)RU−p ,t+1
10: R
V
−
p ,t+1
= (γ
V
+
e ,t
I + ΛV ,t)
−1
11: V̂ −p,t+1 = (BV ,t + γV +e ,t
V̂
+
e,t)RV−p ,t+1
II. Denoising step
.Update the extrinsic statistics Û
−
e,t+1, γU−e ,t+1
, V̂
−
e,t+1, γV−e ,t+1
12: γ
U
−
p ,t+1
=
(
1
r Tr(RU−p ,t+1
)
)−1
13: γ
U
−
e ,t+1
= γ
U
−
p ,t+1
− γ
U
+
e ,t
14: Û−e,t+1 = γ
−1
U
−
e ,t+1
(
γ
U
−
p ,t+1
Û
−
p,t+1 − γU+e ,tÛ
+
e,t
)
15: γ
V
−
p ,t+1
=
(
1
r Tr(RV−p ,t+1
)
)−1
16: γ
V
−
e ,t+1
= γ
V
−
p ,t+1
− γ
V
+
e ,t
17: V̂ −e,t+1 = γ
−1
V
−
e ,t+1
(
γ
V
−
p ,t+1
V̂
−
p,t+1 − γV +e ,tV̂
+
e,t
)
.Denoising the rows, û−i,p,t+1, of Û
−
p,t+1 and the columns v̂
−
j,p,t+1 of V̂
−
p,t+1
18: ∀i : update the ith row of Û+p,t+1 as û+i,p,t+1 = gu(û−i,e,t+1, γ−1
U
−
e ,t+1
),
19: ∀j : update the jth column of V̂ +p,t+1 as v̂+j,p,t+1 = gv(v̂−j,e,t+1, γ−1
V
−
e ,t+1
),
20: γ
U
+
p ,t+1
= γ
U
−
e ,t+1
(
1
N
∑N
i=1
〈
g′u(û
−
i,e,t+1, γ
−1
U
−
e ,t+1
)
〉)−1
21: γ
V
+
p ,t+1
= γ
V
−
e ,t+1
(
1
M
∑M
j=1
〈
g′v(v̂
−
j,e,t+1, γ
−1
U
−
e ,t+1
)
〉)−1
. update the extrinsic statistics Û
+
e,t+1, γU+
e,t+1
, V̂
+
e,t+1, γV +e ,t+1
22: γ
U
+
e ,t+1
= γ
U
+
p ,t+1
− γ
U
−
e ,t+1
23: γ
V
+
e ,t+1
= γ
V
+
p ,t+1
− γ
V
−
e ,t+1
24: Û+e,t+1 = γ
−1
U
+
e ,t+1
(
γ
U
+
p ,t+1
Û
+
p,t+1 − γU−e ,t+1 Û
−
e,t+1
)
25: V̂ +e,t+1 = γ
−1
V
+
e ,t+1
(
γ
V
+
p ,t+1
V̂
+
p,t+1 − γV−e ,t+1V̂
−
e,t+1
)
III. Generalized output step
.Compute the posterior statistics Ẑ
−
p,t+1 and γZ−p ,t+1
26: Ẑ−p,t+1 = Û
−
p,t+1 V̂
−>
p,t+1 +
γ
Z
+
e ,t
β Ẑ
+
e,t Tr(RU−p ,t+1
R>
V
−
p ,t+1
)
27: γ
Z
−
p ,t+1
= γ
Z
+
e ,t
+MN
(
Tr
(
M N
β RU−p ,t+1
R>
V
−
p ,t+1
+N R
U
−
p ,t+1
V̂
−>
p,t+1 V̂
−
p,t+1
+ ‘M R
V
−
p ,t+1
Û
−>
p,t+1 Û
−
p,t+1
))−1
.Compute the extrinsic statistics Ẑ
−
e,t+1 and γZ−e ,t+1
28: γ
Z
−
e ,t+1
= γ
Z
−
p ,t+1
− γ
Z
+
e ,t
29: Ẑ−e,t+1 = γ
−1
Z
−
e ,t+1
(
Ẑ
−
p,t γZ−p ,t+1
− Ẑ+e,t γZ+e ,t
)
.Compute the posterior and extrinsic statistics Ẑ
+
p,t+1, γZ+p ,t+1
, Ẑ
+
e,t+1, γZ+e ,t+1
30: Compute Ẑ+p,t+1 using (43) and γZ+p ,t+1
= 1MN
∑
i
∑
j γz+
ij,p
,t+1
using (44)
31: γ
Z
+
e ,t+1
= γ
Z
+
p ,t+1
− γ
Z
−
e ,t+1
32: Ẑ+e,t+1 = γZ+e ,t+1
(
Ẑ
+
p,t+1 γZ+p ,t+1
− Ẑ−e,t+1 γZ−e ,t+1
)
33: t← t+ 1
34: until
(∣∣∣∣Û+p,t+1 − Û+p,t∣∣∣∣2F + ∣∣∣∣V̂ +p,t+1 − V̂ +p,t∣∣∣∣2F)
≤ ξ
(∣∣∣∣Û+p,t∣∣∣∣2F + ∣∣∣∣V̂ +p,t∣∣∣∣2F) or (t > Tmax)
35: return Û+p,Tmax+1, V̂
+
p,Tmax+1
as discussed in Section II. Note, however, that Bi-VAMP avoids
the approximation in (30) which is valid for the very-low-rank
structure only. To that end, Bi-VAMP incorporates explicitly the
contribution of all y2k,j in (23b) and (24b) during the computation
of the broadcast precision matrices ΛU ,t and ΛV ,t, respectively.
The posterior estimates of u−i and v
−
j and their error covari-
ance matrices are updated in closed forms as shown in lines 8–11
of Algorithm 2. The resulting regularized matrix inverse structure
therein suggests that the updates in lines 4–11 are in essence
performing approximate bi-LMMSE recovery of U and V under
Gaussian prior information. Based on the i.i.d. assumption, we
further reduce the posterior covariance matrices to common scalar
variances obtained by simply averaging their diagonal entries (see
lines 12 and 15 in Algorithm 2) while ignoring the off-diagonal
part. As a result, the posterior covariance matrices are given by
the scaled identities, γ−1
U−p ,t+1
I and γ−1
V −p ,t+1
I . Such approxima-
tion of messages by their means and scalar variances is a common
practice in the message passing paradigm, also known as expec-
tation propagation (EP) principle4. After computing the posterior
estimates and the associated common precision (i.e., γU−p ,t+1 and
γV −p ,t+1), each processing node u
−
i (resp. v
−
j ) subtracts the con-
tribution of its incoming extrinsic message 3’
(
resp. 4’
)
before
returning the extrinsic messages 1’
(
resp. 2’
)
to the other side
of the equality node. Formally speaking, this amounts to approxi-
mating the posterior messages by Gaussian distributions with the
same means and variances
(
i.e., N (u+i ; û−i,p,t+1,β−1γ−1U−p ,t+1I)
and N (v+j ; v̂−j,p,t+1,β−1γ−1V −p ,t+1I)
)
and extracting the extrinsic
4In error control codes literature, the concept of EP is also know as the turbo
principle.
7u−i
u+i
v−j
v+jY
pY|U−,V− (Y |U−,V −; γw)β
..
......
δ(u+i − u−i ) δ(v+j − v−j )
pui (u
+
i )
β pvj (v
+
j )
β
211’
3’
2’
4’
= =
1 N (u−i ; Λ−1u−i ,tbu−i ,t,β
−1Λ−1
u−i ,t
)
1’ N (u+i ; û−i,e,t+1,β−1γ−1u−i,e,t+1 I)
2 N (v−j ; Λ−1v−i ,tbv−j ,t,β
−1Λ−1
v−j ,t
)
2’ N (v+j ; v̂−j,e,t+1,β−1γ−1v−j,e,t+1 I)
3’ N (u−i ; û+i,e,t,β−1γ−1u+i,e,t I)
4’ N (v−j ; v̂+j,e,t,β−1γ−1v+j,e,t I)
Fig. 3: Factor graph under generalized priors on U and V along with the Gaussian
approximations for the extrinsic information (as reflected by the index e) that
handles the equality constraints.
messages as follows:
N (u+i ; û−i,e,t+1,β−1γ−1U−e ,t+1I) ∝
N (u+i ; û−i,p,t+1, 1β γ−1U−p ,t+1I)
N (u+i ; û+i,e,t, 1β γ−1U+e ,tI)
,
N (v+j ; v̂−j,e,t+1,β−1γ−1V −e ,t+1I) ∝
N (v+j ; v̂−j,p,t+1, 1β γ−1V −p ,t+1I)
N (v+j ; v̂+j,e,t, 1β γ−1V +e ,tI)
.
By doing so, the extrinsic/posterior means and precisions are
related as follows:
γU−e ,t+1 = γU−p ,t+1 − γU+e ,t, (33)
γV −e ,t+1 = γV −p ,t+1 − γV +e ,t, (34)
û−i,e,t+1 = γ
−1
U−e ,t+1
(
γU−p ,t+1û
−
i,p,t+1 + γU+e ,tû
+
i,e,t
)
, (35)
v̂−j,e,t+1 = γ
−1
V −e ,t+1
(
γV −p ,t+1v̂
−
j,p,t+1 + γV +e ,tv̂
+
j,e,t
)
. (36)
These extrinsic precisions and means are updated in lines 13, 14,
16, and 17 of Algorithm 2. Given this extrinsic information, the
denoising functions, gu(·, ·), and gv(·, ·), used to estimate u+i and
v+j , along with their respective divergences, g
′
u(·, ·) and g′v(·, ·)
in lines 18–21 of Algorithm 2 are given by:
gu(û, γ
−1
U ) =
∫
u pu (u)
β N (u; û,β−1γ−1U I) du∫
pu (u)
β N (u; û,β−1γ−1U I) du
, (37)
gv(v̂, γ
−1
V ) =
∫
v pv (v)
β N (v; v̂,β−1γ−1V I) dv∫
pv (v)
β N (v; v̂,β−1γ−1V I) dv
, (38)
[
g′u(û, γ
−1
U )
]
`
=
∂
[
gu(û, γ
−1
U )
]
`
∂
[
û
]
`
, ` = 1, . . . , r, (39)
[
g′v(v̂, γ
−1
V )
]
`
=
∂
[
gv(v̂, γ
−1
V )
]
`
∂
[
v̂
]
`
, ` = 1, . . . , r. (40)
In essence, û+i,p,t+1 = gu(û
−
i,e,t+1, γ
−1
U−e ,t+1
) and v̂+j,p,t+1 =
gv(v̂
−
j,e,t+1, γ
−1
V −e ,t+1
) are the posterior means of u+i and v
+
j , re-
spectively. In addition, their common posterior precisions updated
in lines 20 and 21 of Algorithm 2 are given by:
γU+p ,t+1 = γU−e ,t+1
(
1
N
N∑
i=1
〈
g′u(û
−
i,e,t+1, γ
−1
U−e ,t+1
)
〉)−1
, (41)
γV +p ,t+1 = γV −e ,t+1
 1
M
M∑
j=1
〈
g′v(v̂
−
j,e,t+1, γ
−1
U−e ,t+1
)
〉−1 .(42)
Notice that unlike the multi-dimensional integrals in (20) and (21)
which restrict the existing low-rank matrix recovery algorithms
in [5] and [20] to the case of Gaussian and community priors,
all the one-dimensional integrals involved in (37) and (38) can
be found analytically for almost all statistical priors of practical
interest. As one example, the intractable posterior mean of ui
in (20) with a binary prior becomes straightforwardly equal
to gu(û−i,e,t+1, γ
−1
U−e ,t+1
) = tanh(γU−e ,t+1û
−
i,e,t+1) instead of
summing over 2r terms. Finally, the extrinsic precisions and
means for the messages 3’ and 4’ are updated analogously to
(33)-(36) in lines 22–25 of Algorithm 2.
B. From Bi-VAMP to BiG-VAMP
In this section, we extend the Bi-VAMP algorithm introduced
in Section III-A to the generalized bilinear model given in (1)
so as to complete the derivation of BiG-VAMP. To that end, we
introduce the intermediate random matrix, Z , UV>, whose
ijth entry is given by zij = u>i vj . We again resort to the
expectation propagation (aka turbo) principle to approximate the
posterior messages 5’ and 6’ in Fig. 5 by Gaussian distributions,
N (z−ij ; ẑ−ij,e,t+1,β−1γ−1Z −e ,t+1) and N (z
+
ij ; ẑ
+
ij,e,t,β
−1γ−1
Z+e ,t
), re-
spectively, whose means and variances are calculated in the
sequel. To start with, by defining z−ij , u−>i v−j , the posterior
mean and variance, ẑ+ij,p and γ
−1
z+ij,p
, of z+ij , u+>i v+j under the
scalar likelihood, pyij |z+ij (yij |z
+
ij), are obtained as follows:
ẑ+ij,p,t+1 = gz(yij , ẑ
−
ij,e,t+1, γ
−1
Z−e ,t+1
), (43)
γ−1
z+ij,p,t+1
= γ−1
Z−e ,t+1
∂gz
(
yij , ẑ
−
ij,e,t+1, γ
−1
Z−e ,t+1
)
∂ẑ−ij,e,t+1
, (44)
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+
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Û
+
e
γU+e
Ẑ
−
p
γZ−p
Ẑ
−
e
γZ−e
Ẑ
+
p
γZ+p
Ẑ
+
e
γZ+e
Û
−
p
RU−p
Û
−
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γU−e
V̂
−
p
RV −p
V̂
−
e
γV −e
V̂
+
p
γV +p
V̂
+
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Fig. 4: Block diagram of BiG-VAMP with its four modules: two denoising modules (MMSE or MAP) incorporating the prior information, pU(·) and pV(·), the
approximate bi-LMMSE module, and one output denoising module (MMSE or MAP) handling the observation model pY|Z(Y |Z). The four modules exchange
extrinsic information/messages through the ext blocks.
.
u−i
u+i
...
v−j
v+j
...
z+ij
z−ij
δ(z−ij − u−>i v−j )δ(u+i − u−i ) δ(v+j − v−j )
δ(z+ij − z−ij)
yij pyij |z+ij
(yij |z+ij)β
pu+i
(ui)
β pv+j
(vj)
β
43
6’
5’
=
=
==
5’ N (z−ij ; ẑ−ij,e,t+1,β−1γ−1Z −e ,t+1)
6’ N (z+ij ; ẑ+ij,e,t,β−1γ−1Z+e ,t)
Fig. 5: Factor graph for the generalized bilinear signal recovery problem
.
with gz(y, ẑ, γ−1z ) being the following scalar denoising function:
gz(y, ẑ, γ
−1
z ) =
∫ +∞
−∞ z N (z; ẑ,β−1γ−1z ) py|z(y|z)β dz∫ +∞
−∞ N (z; ẑ,β−1γ−1z ) py|z(y|z)β dz
. (45)
Now, we detail the derivation of the scalar extrinsic mes-
sage 5’ which is approximated by the Gaussian density5
N (z+ij ; ẑ−ij,e,t+1,β−1γ−1Z −e ,t+1) with a common variance for all
nodes. We start with the derivation of the individual variance,
β−1γ−1
z−ij,e,t+1
, of z−ij :
β−1γ−1
z−ij,e,t+1
= E
[(
u−>i v
−
j − E[u−>i v−j ]
)2]
. (46)
In (46), the expectation is taken with respect to the densities
on u−i and v
−
j while assuming them to be independent.Those
densities are given by messages 3 and 4 , at iteration at iteration
t, whose first- and second-order statistics were already evaluated
in (16)-(19). Therefore, it follows from (46) that:
β−1γ−1
z−ij,e,t+1
= E
[
(u−>i v
−
j )
2
] − (û>i→(i,j),t+1v̂j→(i,j),t+1)2,
= E
[
Tr
(
u−i u
−>
i v
−
j v
−>
j
)] − (û>i→(i,j),t+1v̂j→(i,j),t+1)2,
= Tr
(
E
[
u−i u
−>
i
]
E
[
v−j v
−>
j
]) − (û>i→(i,j),t+1v̂j→(i,j),t+1)2.
(47)
5Note that by virtue of the CLT z−ij , u
−>
i v
−
j (up to an appropriate scaling)
converges to a Gaussian random variable in the large system limit. Hence, finding
its first- and second-order statistics is enough to completely specify its distribution.
Approximating its extrinsic information by a Gaussian density is thus equivalent
to performing exact message passing.
9Using the covriance identity, cov(x, x) = E[x x>] − E[x]E[x]>,
for any random vector x, (47) is equivalent to:
β−1 γ−1
z−ij,e,t+1
= Tr
([
cov(u−i ,u
−
i ) + ûi→(i,j),t+1 û
>
i→(i,j),t+1
]
×
[
cov(v−j , v
−
j ) + v̂j→(i,j),t+1 v̂
>
j→(i,j),t+1
])
−
(
û>i→(i,j),t+1v̂j→(i,j),t+1
)2
. (48)
By recalling the fact that cov(u−i ,u
−
i ) , β−1Rui,t+1 =
β−1RU−p ,t+1 and cov(v
−
j , v
−
j ) , β−1Rvj ,t+1 = β−1RV −p ,t+1,
with common RU−p ,t+1 and RV −p ,t+1 from line 8 and 10 in
Algorithm 2, it follows that:
γ−1
z−ij,e,t+1
= Tr
(
β−1RU−p ,t+1RV −p ,t+1
+RV −p ,t+1ûi→(i,j),t+1 û
>
i→(i,j),t+1
+ RU−p ,t+1v̂j→(i,j),t+1 v̂
>
j→(i,j),t+1
)
. (49)
In (49), we further replace ûi→(i,j),t+1 and v̂j→(i,j),t+1 by
their broadcast versions û−i,p,t+1 and v̂
−
j,p,t+1, respectively, while
incurring a negligible error after ignoring terms of vanishing order
as M and N grow large:
γ−1
z−ij,e,t+1
= Tr
[
β−1RU−p ,t+1RV −p ,t+1
+RV −p ,t+1û
−
i,p,t+1 û
−>
i,p,t+1
+RU−p ,t+1v̂
−
j,p,t+1 v̂
−>
j,p,t+1
]
. (50)
As usually done in approximate message passing practices, we
combine the individual variances, γ−1
z−ij,e,t+1
, into one common
variance, γ−1
Z−e ,t+1
, for all nodes:
γ−1
Z−e ,t+1
=
1
MN
N∑
i=1
M∑
j=1
γ−1
z−ij,e,t+1
≈ Tr
(
β−1RU−p ,t+1RV −p ,t+1
+RV −p ,t+1
[
1
N
∑N
i=1 ûi,p,t+1 û
>
i,p,t+1
]
+RU−p ,t+1
[
1
M
∑M
j=1 v̂j,p,t+1 v̂
>
j,p,t+1
])
,
where terms of vanishing order are ignored as M and N grow
large. This is used to find the posterior precision, γZ−p , as follows:
γZ−p ,t+1 = γZ+e ,t + γZ−e ,t+1. (51)
Moreover, the posterior mean, ẑ−ij,p,t+1 is evaluated as follows:
ẑ−ij,p,t+1
= γ−1
Z−p ,t+1
(
γZ+e ,tẑ
+
ij,e,t + γz−ij,e,t+1
û>i→(i,j),t+1v̂j→(i,j),t+1
)
.
(52)
Recall here the Osanger correction terms in (29a) and (29b)
which lead to the following approximations of ûi→(i,j),t+1 and
v̂j→(i,j),t+1:
ûi→(i,j),t+1 ≈ û−i,p,t+1 − γZ+e ,t ẑ+ij,e,tRU−p ,t+1 v̂
−
j,p,t, (53a)
v̂j→(i,j),t+1 ≈ v̂−j,p,t+1 − γZ+e ,t ẑ+ij,e,tRV −p ,t+1 û
−
i,p,t. (53b)
These approximated messages are injected back into (52) thereby
yielding the approximate posterior mean in (54) on the top of the
next page. The approximation in (54c) is a result of dropping
the last term which has a vanishing order as M → ∞. The
approximation in (54d) follows from the observation that one
makes an error of vanishing order (as both M and N grow
large) due to the fact that û−i,p,tû
−>
i,p,t+1 ≈ û−i,p,t+1û−>i,p,t+1 and
v̂−j,p,t+1v̂
−>
j,p,t ≈ v̂−j,p,t+1v̂−>j,p,t+1. Then using (50) in (54d) leads
to (54e) in which we further replace γz−ij,e,t+1 by γZ−e ,t+1 thereby
yielding:
ẑ−ij,p,t+1 =
γZ−e ,t+1
γZ−p ,t+1
(
û−>i,p,t+1v̂
−
j,p,t+1
+ β−1γZ+e ,tẑ
+
ij,e,t Tr
(
RU−p ,t+1RV −p ,t+1
))
.
(55)
After plugging the expression of γZ−e ,t+1 as obtained from (51),
that is γZ−e ,t+1 = γZ−p ,t+1 − γZ+e ,t, (55) becomes:
ẑ−ij,p,t+1 =
γZ−p ,t+1 − γZ+e ,t
γZ−p ,t+1
(
û−>i,p,t+1v̂
−
j,p,t+1
+ β−1γZ+e ,tẑ
+
ij,e,t Tr
(
RU−p ,t+1RV −p ,t+1
))
.
(56)
Finally, we assume that γZ−p ,t+1  γZ+e ,t which follows from the
observation that the information on zij = u>i vj that is brought by
the strong structure on bothU and V overwhelms the information
brought by the observation Y . This leads to:
ẑ−ij,p,t+1 ≈ û−>i,p,t+1v̂−j,p,t+1
+ β−1γZ+e ,tẑ
+
ij,e,t Tr
(
RU−p ,t+1RV −p ,t+1
)
.
(57)
In summary, (57) and (51) are the element-wise expressions of
(58a) and (58b), respectively:
Ẑ
−
p,t+1 = Û
−
e,t+1 V̂
−>
e,t+1 +
γ
Z+e ,t
β
Ẑ
+
e,t Tr
(
R
U−p ,t+1
R
V −p ,t+1
)
,
(58a)
γ
Z−p ,t+1
= γ
Z+e ,t
+MN Tr
(
M N
β
R
U−p ,t+1
R
V −p ,t+1
+N R
U−p ,t+1
V̂
−>
p,t+1 V̂
−
p,t+1
+M R
V −p ,t+1
Û
−>
p,t+1 Û
−
p,t+1
)−1
,
(58b)
which correspond to lines 26–27 in Algorithm 2. The extrinsic
values, ẑ−ij,e,t+1 and γ
−1
Z−e ,t+1
, for message 5’ in Fig. 5 are then
easily evaluated. Finally, the extrinsic mean and variance, ẑ+ij,e,t+1
and γ−1
Z+e ,t+1
, of message 6’ can be calculated from the posterior
mean, ẑ+ij,p,t+1 and common precision, γZ+p ,t+1, as specified in
lines 31–32 of Algorithm 2.
IV. STATE EVOLUTION
Our main goal is to understand the behavior of the proposed
BiG-VAMP algorithm in the asymptotic regime for a certain class
of U and V matrices, i.e., when they both have zero mean i.i.d.
priors. For simplicity, we will focus on MMSE estimation, i.e.,
β = 1. In our case, the asymptotic regime refers to the case where
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ẑ−ij,p,t+1 ≈ γ−1Z−p ,t+1
[
γZ+e ,tẑ
+
ij,e,t + γz−ij,e,t+1
(
û−i,p,t+1 − γZ+e ,t ẑ+ij,e,tRU−p ,t+1 v̂
−
j,p,t
)>(
v̂−j,p,t+1 − γZ+e ,t ẑ+ij,e,tRV −p ,t+1 û
−
i,p,t
)]
,
(54a)
= γ−1
Z−p ,t+1
[
γZ+e ,tẑ
+
ij,e,t + γz−ij,e,t+1
(
û−>i,p,t+1 v̂
−
j,p,t+1 − γZ+e ,t ẑ+ij,e,t û
−>
i,p,t+1RV −p ,t+1 û
−
i,p,t
− γZ+e ,t ẑ+ij,e,t v̂
−>
j,p,tRU−p ,t+1 v̂
−
j,p,t+1 + (γZ+e ,t ẑ
+
ij,e,t)
2 v̂−>j,p,tRU−p ,t+1 RV −p ,t+1 û
−
i,p,t
)]
,
(54b)
≈ γ−1
Z−p ,t+1
[
γZ+e ,tẑ
+
ij,e,t + γz−ij,e,t+1
(
û−>i,p,t+1 v̂
−
j,p,t+1 − γZ+e ,t ẑ+ij,e,t Tr
(
RV −p ,t+1 û
−
i,p,tû
−>
i,p,t+1
)
− γZ+e ,t ẑ+ij,e,t Tr
(
RU−p ,t+1 v̂
−
j,p,t+1v̂
−>
j,p,t
))]
,
(54c)
≈ γ−1
Z−p ,t+1
[
γZ+e ,tẑ
+
ij,e,t + γz−ij,e,t+1
(
û−>i,p,t+1 v̂
−
j,p,t+1 − γZ+e ,t ẑ+ij,e,t Tr
(
RV −p ,t+1 û
−
i,p,t+1û
−>
i,p,t+1
)
− γZ+e ,t ẑ+ij,e,t Tr
(
RU−p ,t+1 v̂
−
j,p,t+1v̂
−>
j,p,t+1
))]
,
(54d)
= γ−1
Z−p ,t+1
[
γZ+e ,tẑ
+
ij,e,t + γz−ij,e,t+1
(
û−>i,p,t+1 v̂
−
j,p,t+1 − γZ+e ,t γ−1z−ij,e,t+1ẑ
+
ij,e,t
)
+ β−1γZ+e ,tγz−ij,e,t+1 ẑ
+
ij,e,t Tr
(
RU−p ,t+1RV −p ,t+1
)]
.
(54e)
r,N ,M → +∞ with rN → βu = O(1) and rM → βv = O(1)
for some fixed ratios βu ≤ 1 and βv ≤ 1.
In approximate message passing practices, a state evolution ansatz
is based on the following concentration of measure for the
precision variables in the asymptotic regime:
lim
M ,N→∞
(
γU+p ,t, γU+e ,t
)
=
(
γ¯U+p ,t, γ¯U+e ,t
)
, (59a)
lim
M ,N→∞
(
γU−p ,t, γU−e ,t
)
=
(
γ¯U−p ,t, γ¯U−e ,t
)
, (59b)
lim
M ,N→∞
(
γV +p ,t, γV +e ,t
)
=
(
γ¯V +p ,t, γ¯V +e ,t
)
, (59c)
lim
M ,N→∞
(
γV −p ,t, γV −e ,t
)
=
(
γ¯V −p ,t, γ¯V −e ,t
)
, (59d)
lim
M ,N→∞
(
γZ+p ,t, γZ+e ,t
)
=
(
γ¯Z+p ,t, γ¯Z+e ,t
)
, (59e)
lim
M ,N→∞
(
γZ−p ,t, γZ−e ,t
)
=
(
γ¯Z−p ,t, γ¯Z−e ,t
)
. (59f)
A. State Evolution of Bi-VAMP
Recall here that Bi-VAMP applies to the bilinear observation
model in which the data matrix, Y , is obtained according to (2)
while taking φ(.) to be the identity, i.e., φ(x) = x, ∀x ∈ R.
That is to say:
Y = UV T + W . (60)
in which W ∈ RN×M is the additive white Gaussian noise
matrix whose entries are assumed to be mutually indepen-
dent with mean zero and variance
√
MNγ−1w , i.e., wi,j ∼
N (wij ; 0,
√
MNγ−1w ). Note here that by letting M and N grow
unboundedly one must scale the noise variance by
√
MN to
maintain the same signal-to-noise ratio irrespectively of the values
of M and N . We emphasize the fact that this scaling is, however,
required for the purpose of SE analysis only. For ease of notation,
we will also drop the iteration index, t, and reintroduce it in the
final state evolution recursion. Recall here that the algorithmic
steps of Bi-VAMP are summarized in Algorithm 2 excluding the
update equations pertaining to the “generalized output step” (i.e.,
lines 26 to 32) while replacing Ẑ+e by Y and γZ+e by γw/
√
MN
(after taking into account the aforementioned appropriate scaling
by
√
MN ). Consequently, from the update equations in lines 5, 7,
8, and 10 of Algorithm 2, it follows that in the large system limit
the component-wise MSEs of the bi-LMMSE denoisers are given
by (61) and (62) displayed on the top of this page. Moreover, we
assume that for large enough M and N the element-wise errors
in the matrix updates, Û−p and V̂
−
p , are i.i.d. with zero mean
thereby leading to:
RU−p ≈ γ¯−1U−p Ir, (63a)
RV −p ≈ γ¯−1V −p Ir, (63b)
For large enough M and N , we also make use of the following
approximation:
〈Y  Y 〉 ≈ σ¯2uσ¯2vr +
√
MNγ−1w , (64)
which follows from the observation that σ2u , 〈UU〉 ≈ σ¯2u ,
E[u2i,`|pu(u)] and σ2v , 〈V  V 〉 ≈ σ¯2v , E[v2j`|pv(v)] ∀i, j, `.
Here, pu(u) [resp., pv(v)] is a common prior on the entries of
the matrix U [resp., V]. By the same virtue, we also approximate
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Eu− = lim
r→∞
1
r
Tr
(
RU−p
)
= lim
M ,N→∞
1
r
Tr
([
γU+e I +
γw√
MN
(
V̂
−>
p V̂
−
p +
M
β
RV −p −
Mγw√
MN
RV −p 〈Y  Y 〉
)]−1)
, (61)
Ev− = lim
r→∞
1
r
Tr
(
RV −p
)
= lim
M ,N→∞
1
r
Tr
([
γV +e I +
γw√
MN
(
Û
−>
p Û
−
p +
N
β
RU−p −
Nγw√
MN
RU−p 〈Y  Y 〉
)]−1)
. (62)
γU+e and γV +e by γ¯U+e and γ¯V +e , respectively. After using these
approximations in (61) and (62), it follows that:
Eu−(γ˜U+e ) = limr→∞
1
r
Tr
([
γ˜U+e Ir +
γw√
MN
V̂
−>
p V̂
−
p
)−1)
,
(65)
Ev−(γ˜V +e ) = limr→∞
1
r
Tr
([
γ˜V +e Ir +
γw√
MN
Û
−>
p Û
−
p
]−1)
,
(66)
where
γ˜U+e = γ¯U+e +
1
β
√
βu
βv
γwγ¯
−1
V −p
−
√
βu
βv
γwγ¯
−1
V −p
(√
βuβvσ¯
2
uσ¯
2
vγw + 1
)
, (67)
γ˜V +e = γ¯V +e +
1
β
√
βv
βu
γwγ¯
−1
U−p
−
√
βv
βu
γwγ¯
−1
U−p
(√
βuβvσ¯
2
uσ¯
2
vγw + 1
)
, (68)
To find the limits in (65) and (66), we define the following two
matrices:
Hu =
1√
(σ¯2u − γ¯−1U−p )N
Û
−
p . (69a)
Hv =
1√
(σ¯2v − γ¯−1V −p )M
V̂
−
p . (69b)
Under the matched conditions6, the entries of Hu (resp., Hv)
are i.i.d. with zero mean and variance 1N (resp.,
1
M ). For ease of
notation, we also define the two quantities:
αu ,
√
βv
βu
γw(σ¯
2
u − γ¯−1U−p )
γ˜V +e
, (70a)
αv ,
√
βu
βv
γw(σ¯
2
v − γ¯−1V −p )
γ˜U+e
. (70b)
6That is to say the true variance of the MMSE estimation error in the entries
of V̂
−
p (resp., Û
−
p ) is equal the one predicted by the algorithm, i.e., γ¯
−1
V −p
(resp.,
γ¯−1
U−p
). The matched condition assumption is common in previous works on state
evolution analysis and it holds true if the algorithm at hand is optimum.
Now, using a well-known result in random matrix theory (cf. eq.
(1.16) in [25]) — we show that:
Eu−(γ˜U+e ) = limr→∞
1
r
Tr
([
γ˜U+e I +
γw√
MN
V̂
−>
p V̂
−
p
]−1)
,
= lim
r→∞
γ˜−1
U+e
r
Tr
([
I +
√
βu
βv
γwγ˜
−1
U+e
(σ¯2v − γ¯−1V −p )
H>vHv
]−1)
,
= γ˜−1
U+e
(
1− F(αv,βv)
4βvαv
)
,
(71)
wherein the function F(., .) is defined as:
F(x, z) =
(√
x(1 +
√
z)2 + 1−
√
x(1−√z)2 + 1
)2
,
(72)
Similarly we show that:
Ev−(γ˜V +e ) = limr→∞
1
r
Tr
([
γ˜V +e I +
γw√
MN
Û
−>
p Û
−
p
]−1)
,
= lim
r→∞
γ˜−1
V +e
r
Tr
([
I +
√
βv
βu
γwγ˜
−1
V +e
(σ¯2u − γ−1U−p )
H>uHu
]−1)
,
= γ˜−1
V +e
(
1− F(αu,βu)
4βuαu
)
.
(73)
Recall here that as r,N ,M → +∞ we have rN → βu and
r
M → βv . Now, the output variances of the MMSE denoisers of
U and V matrices are obtained from lines 20 and 21 of Algorithm
2 as follows:
Eu+(γU−e ) ,
1
γU+p
=
1
NγU−e
N∑
i=1
〈g′u(û−i , γ−1U−e )〉, (74)
Ev+(γV −e ) ,
1
γV +p
=
1
MγV −e
M∑
j=1
〈g′v(v̂−j , γ−1U−e )〉. (75)
In the large system limits, the empirical averages involved in (74)
and (75) can be approximated by the following statistical averages
in which we use the fact that γU+p −→ γ¯U+p and γV +p −→ γ¯V +p
as M and N grow large:
Eu+(γ¯U−e ) ,
1
γ¯U−e
E
[
g′u(û
−
e , γ¯
−1
U−e
)
∣∣∣pu(u)pû−e |u(û−e |u)] (76)
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Ev+(γ¯V −e ) ,
1
γ¯V −e
E
[
g′v(v̂
−
e , γ¯
−1
V −e
)
∣∣∣pv(v)pv̂−e |v(v̂−e |v)] (77)
In (76) and (77), pû−e |u(û
−
e |u) and pv̂−e |v(v̂−e |v) correspond to the
scalar models û−e = u + wu and v̂
−
e = v + wv where under the
matched conditions, we have wu ∼ N (wu; 0, γ¯−1U−e ) and wv ∼
N (wv; 0, γ¯−1V −e ). Under all the aforementioned assumptions and
matched conditions, we can now describe in Algorithm 3 our
main result, which is the SE recursion equations for Bi-VAMP.
Algorithm 3 Bi-VAMP State Evolution
Require : Noise precision γw; set β = 1; βu and βv; number of
iterations Tmax.
Initialization : extrinsic precisions γ¯
U+e ,1
, γ¯
V +e ,1
, γ¯
U−p ,1
, γ¯
V −p ,1
1: for t = 1, . . . ,Tmax do
. compute the effective inverse noise variance for the Bi-LMMSE block
2: γ˜
U+e ,t+1
= γ¯
U+e ,t
−
√
βu
βv
γwγ¯
−1
V −p ,t
(√
βuβvσ¯
2
uσ¯
2
vγw + 1
)
+ 1
β
√
βu
βv
γwγ¯
−1
V −p ,t
3: γ˜
V +e ,t+1
= γ¯
V +e ,t
−
√
βv
βu
γwγ¯
−1
U−p ,t
(√
βuβvσ¯
2
uσ¯
2
vγw + 1
)
+ 1
β
√
βv
βu
γwγ¯
−1
U−p ,t
. compute the analytical posterior and extrinsic precision of u−
4: γ¯
U−p ,t+1
= 1
E
u−
(
γ˜
U
+
e ,t+1
)
5: γ¯
U−e ,t+1
= γ¯
U−p ,t+1
− γ¯
U+e ,t
. compute the analytical posterior and extrinsic precision of v−
6: γ¯
V −p ,t+1
= 1
E
v−
(
γ˜
V
+
e ,t+1
)
7: γ¯
V −e ,t+1
= γ¯
V −p ,t+1
− γ¯
V +e ,t
. compute the analytical posterior and extrinsic precision of u+
8: γ¯
U+p ,t+1
= 1E
u+
(γ¯
U
−
e ,t+1
)
9: γ¯
U+e ,t+1
= γ¯
U+p ,t+1
− γ¯
U−e,t+1
. compute the analytical posterior and extrinsic precision of v+
10: γ¯
V +p ,t+1
= 1E
v+
(γ¯
V
−
e ,t+1
)
11: γ¯
V +e ,t+1
= γ¯
V +p ,t+1
− γ¯
V −e ,t+1
12: end for
13: Return γ¯
U+p ,Tmax+1
, γ¯
V +p ,Tmax+1
Note here that at convergence, one must have equality between
the posterior variances of the same variable:
Eu+(γ¯U−e ,∞) , γ¯−1U+p ,∞ = Eu−(γ˜U+e ,∞) , γ¯
−1
U−p ,∞ (78a)
Ev+(γ¯V −e ,∞) , γ¯−1V +p ,∞ = Ev−(γ˜V +e ,∞) , γ¯
−1
V −p ,∞ (78b)
B. Extension to the Generalized Bilinear Model: State Evolution
of BiG-VAMP
In this case, the observation matrix, Y , is obtained from the
generalized bilinear model in (1). To account for the residual error
of the output denoiser (cf. Fig. 4), all the previous SE equations
summarized in Algorithm 3 remain the same except for replacing
the noise variance, γ−1w , by the extrinsic error variance, γ
−1
Z+e
,
whose SE update equation will be characterized in the following.
Again, to maintain the same energy per each entry in the matrix
UVT, as we grow M and N , we redefine Z as Z , 14√
MN
UVT.
Recall form line 27 in Algorithm 2 that the posterior variance,
Ez−(γZ+e ) , γ−1Z−p , of each zij estimate provided by the Bi-
LMMSE module is given by (after taking into account the effect
of the above scaling by 14√
MN
):
Ez−(γZ+e ) =
(
γZ+e +
√
MN
[
Tr
(
1
β
RU−p R
>
V −p
+
1
M
RU−p V̂
−>
p V̂
−
p +
1
N
RV −p Û
−>
p Û
−
p
)]−1)−1
.
(79)
For large enough M and N , by plugging (63a), (63b), and (69)
in (79), it follows that:
Ez−(γ¯Z+e ) = γ¯−1Z−p
=
γ¯Z+e + 1√βuβv
 1
β
γ¯−1
U−p
γ¯−1
V −p
+
(σ¯2v − γ¯−1V −p )
γ¯U−p
+
(σ¯2u − γ¯−1U−p )
γ¯V −p
−1

−1
.
(80)
Now, the common component-wise variance of the output de-
noiser for Z is obtained from line 30 of Algorithm 2 as follows:
Ez+(γZ−e ) ,
1
γZ+p
=
1
MNγZ−e
N∑
i=1
M∑
j=1
g′z(yij , ẑ
−
ij,e, γ
−1
Z−e
). (81)
In the large system limits, the empirical average involved in (81)
can be approximated by the following statistical average in which
we use the fact that γZ+p −→ γ¯Z+p as M and N grow large:
Ez+(γ¯Z−e ) ,
1
γ¯Z−e
E
[
g′z(y, ẑ
−
e , γ¯
−1
Z−e
)
∣∣∣pz(z)py|z(y|z)pẑ−e |z(ẑ−e |z)] .
(82)
In (82), pẑ−e |z(ẑ
−
e |z) corresponds to the scalar model ẑ−e =
z + wz where under the matched conditions, we have wz ∼
N (wz; 0, γ¯−1Z−e ). Moreover, since we have z =
1
4√
MN
uTv,
then owing to the central limit theorem we have pz(z) =
N (z; 0,√βuβvσ¯2uσ¯2v). Under all the assumptions and matched
conditions that we stated above, we can now describe in Algo-
rithm 4 our main result, which is the SE recursion for BiG-VAMP.
Note that at convergence, on top of the equalities in (78), we also
have:
Ez+(γ¯Z−e ,∞) , γ¯−1Z+p ,∞ = Ez−(γ˜Z+e ,∞) , γ¯
−1
Z−p ,∞. (83)
V. SIMULATION RESULTS
In this section, we assess the performance behavior of the
proposed BiG-Vamp algorithm and benchmark it against BiG-
AMP [21], BAd-VAMP [23] and LowRAMP [20] algorithms for
different applications, namely:
• matrix factorization,
• dictionary learning,
• matrix completion.
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Algorithm 4 BiG-VAMP State Evolution
Require : set β = 1; βu and βv; number of iterations Tmax.
Initialization : extrinsic precisions γ¯
Z+e ,1
, γ¯
U+e ,1
, γ¯
V +e ,1
, γ¯
U−p ,1
,
γ¯
V −p ,1
1: for t = 1, . . . ,Tmax do
. compute the effective inverse noise variance for the Bi-LMMSE block
2: γ˜
U+e ,t+1
= γ¯
U+e ,t
+ 1
β
√
βu
βv
γ¯
Z+e ,t
γ¯−1
V −p ,t
−
√
βu
βv
γ¯
Z+e ,t
γ¯−1
V −p ,t
(√
βuβvσ¯
2
uσ¯
2
v γ¯Z+e ,t + 1
)
3: γ˜
V +e ,t+1
= γ¯
V +e ,t
+ 1
β
√
βv
βu
γ¯
Z+e ,t
γ¯−1
U−p ,t
−
√
βv
βu
γ¯
Z+e ,t
γ¯−1
U−p ,t
(√
βuβvσ¯
2
uσ¯
2
v γ¯Z+e ,t + 1
)
. compute the analytical posterior and extrinsic precision of u−
4: γ¯
U−p ,t+1
= 1
E
u−
(
γ˜
U
+
e ,t+1
)
5: γ¯
U−e ,t+1
= γ¯
U−p ,t+1
− γ¯
U+e ,t
. compute the analytical posterior and extrinsic precision of v−
6: γ¯
V −p ,t+1
= 1
E
v−
(
γ˜
V
+
e ,t+1
)
7: γ¯
V −e ,t+1
= γ¯
V −p ,t+1
− γ¯
V +e ,t
. compute the analytical posterior and extrinsic precision of z−
8: γ¯
Z−p ,t+1
= 1
E
z−
(
γ˜
Z
+
e ,t
)
9: γ¯
Z−e ,t+1
= γ¯
Z−p ,t+1
− γ¯
Z+e ,t
. compute the analytical posterior and extrinsic precision of u+
10: γ¯
U+p ,t+1
= 1E
u+
(γ¯
U
−
e ,t+1
)
11: γ¯
U+e ,t+1
= γ¯
U+p ,t+1
− γ¯
U−e,t+1
. compute the analytical posterior and extrinsic precision of v+
12: γ¯
V +p ,t+1
= 1E
v+
(γ¯
V
−
e ,t+1
)
13: γ¯
V +e ,t+1
= γ¯
V +p ,t+1
− γ¯
V −e ,t+1
. compute the analytical posterior and extrinsic precision of z+
14: γ¯
Z+p ,t+1
= 1E
z+
(γ¯
Z
−
e ,t+1
)
15: γ¯
Z+e ,t+1
= γ¯
Z+p ,t+1
− γ¯
Z−e ,t+1
16: end for
17: Return γ¯
U+p ,Tmax+1
, γ¯
V +p ,Tmax+1
, γ¯
Z+p ,Tmax+1
In all simulations, we set Tmax = 1000 and the precision tolerance
to ξ = 10−6 and we perform NMC = 100 Monte-Carlo trials for
different values of the SNR:
SNR = 10 log10
(
‖Z‖2F
‖W ‖2F
)
,
where ‖.‖F is the Frobenius norm. We also use the normalized
root MSE (NRMSE) as performance measure which defined as
follows:
NRMSE =
1
NMC
NMC∑
`=1
‖Z` − Ẑ`‖F
‖Z`‖F
where Z` is `th realization of Z and Ẑ` is its reconstruction
during the `th Monte-Carlo trial. As per BiG-VAMP’s initial-
ization setting, all the initial means and covariances were set
to the all-zero vector and the identity matrix, respectively. The
results disclosed in the sequel demonstrate that BiG-VAMP yields
considerable improvements in reconstruction performance and
robustness as compared to state-of-the-art algorithms, especially
in presence of discrete priors on either U or V .
A. Noisy dictionary learning
Here, we apply the proposed BiG-VAMP algorithm to the well-
known dictionary learning problem wherein the goal is to find,
from a noisy observation Y , a dictionary matrix U and a sparse
matrix V . For that purpose, we use Gaussian and Bernoulli-
Gaussian priors on U and V matrices, respectively. We depict
the NRMSE on the estimated Ẑ in Fig. 6 wherin we bechchmark
the proposed algorithm against BiG-AMP and BAd-VAMP. Note
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Fig. 6: NRMSE of BiG-VAMP and BAd-VAMP vs. the SNR for the dictionary
learning problem: Gaussian prior on U , Bernoulli-Gaussian prior on V with a
sparsity level of 95%, N = 1000, M = 1000, and r = 20.
that BAd-VAMP was simulated with its defaults parameters from
[23], i.e., τ1,max = 1 and τ2,max = 0, ζ = 0.8 and γmin = 10−6.
In Fig. 6, it is seen that BiG-AMP and BAd-VAMP7 exhibit the
same performance as BiG-VAMP which is hardly surprising since
all algorithms are optimally exploiting the considered priors on
U and V and do not suffer from any convergence issues.
Next, we consider a binary prior on the unknown dictionary
U . Note that in this case the underlying dictionary learning
problem is also known as the Z/2 synchronization problem in
the mathematical literature [28] or blind detection problem in the
communication literature [29]. In this context, we again compare
BiG-VAMP to BiG-AMP and we consider both low rank (i.e.,
r = 5) and moderately high rank (i.e., r = 25) structures as
illustrated in Figs. 7 and 8, respectively.
We do not include BAd-VAMP in the subsequent simulations
since it is not designed to handlenon-Gaussian priors on U This is
in fact due to the inherent limitation imposed by the combinatorial
maximization step in the EM algorithm that BAd-VAMP uses to
update U at every iteration.
Figs. 7 and 8 show order of-magnitude difference in the NRMSE
performance of BiG-VAMP and BiG-AMP. While BiG-VAMP
outperforms BiG-AMP under both low-rank and high-rank struc-
tures, the gap between the two algorithms is not inherently
related to the rank value, but rather to the inablity of BiG-
AMP to converge under discrete priors. Moreover, it is seen
from both figures that the empirical NRMSE of BiG-VAMP is
7Note here that the Gaussian prior on U was incorporated during the maximiza-
tion step of the EM algorithm inside BAd-VAMP. In this special case, BAd-VAMP
is actually performing MAP estimation of U (instead of maximum likelihood
estimation).
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Fig. 7: NRMSE of BiG-VAMP and BiG-AMP vs. the SNR for the dictionary
learning problem: binary prior on U , Bernoulli-Gaussian prior on V with a
sparsity level of 95%, N = 100, M = 100 and r = 5.
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Fig. 8: NRMSE of BiG-VAMP and BiG-AMP vs. the SNR for the dictionary
learning problem: binary prior on U , Bernoulli-Gaussian prior on V with a
sparsity level of 95%, N = 500, M = 500 and r = 25.
accurately predicted by the analytical state evolution recursion
thereby corroborating the theoretical analysis we conducted in
Section IV.
B. Matrix factorization
In this case, we compare BiG-VAMP to BIG-AMP [26] for
the case where U is a binary matrix and V is Gaussian-
distributed. Fig. 9 depicts the NRMSE of both algorithms and
reveals that BiG-AMP’s performance again deteriorates consid-
erably in presence of a discrete prior either on U or V (due
to the symmetry of the problem). BiG-VAMP, however, finds
an accurate factorisation of Z over the entire SNR range and
its empirical NRMSE is again theoretically predicted by the
established state evolution analysis. This endows the proposed
algorithm with offline design guidelines when applied to different
engineering problems in practice.
A close inspection of the NRMSE time evolution, as shown in
Fig. 10, illustrates qualitatively a transiently chaotic trajectory
that is similar to those of fluid parcels in turbulent flows studied
in [?].Such a chaotic behaviour may be a generic feature of
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Fig. 9: NRMSE of BiG-VAMP and BiG-AMP vs. the SNR for the matrix
factorization problem: binary prior on U , Gaussian prior on V , N = 1000,
M = 200 and r = 30.
algorithms searching for solutions in hard optimization problems
with applications as diverse as protein folding and Sudoku [?].
10 0 10 1 10 2 10 3
iteration
10 -12
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
N
R
M
SE
BiG-VAMP
SE BiG-VAMP
Fig. 10: NRMSE of BiG-VAMP and its SE for the matrix factorization problem at
SNR = 10 dB: binary prior on U , Gaussian prior on V , N = 1000, M = 500
and r = 10.
C. Matrix completion
Unlike the previous two applications (i.e., matrix factorization
and dictionary learning) wherein the observation model was
linear, we now turn our attention to a popular generalized bilnear
recovery problem, namely the matrix completion problem. In
this context, Fig. 11 compares BiG-VAMP to BIG-AMP under
the nonlinear observation model in (2) by taking φ(·) to be a
random selection with a rate of 20%. There, it is also seen that
BiG-VAMP outperforms by far BiG-AMP which is in principle
able to deal with any non-linearity in the observation model. But
its deficiency here stems from the fact that it diverges for the
considered challenging problem.
For the case where the only problem structure available at
hand is the low rank approximation, we also benchmark BiG-
VAMP against LowRAMP [20] whose MATLAB code is publicly
available from [30]. The results are depicted in Fig. 12 and as
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Fig. 11: NRMSE of BiG-VAMP and BiG-AMP vs. the SNR for the matrix
completion problem with a selection rate of 20%: binary prior on U , Gaussian
prior on V , N = 1000, M = 500 and r = 30.
seen there LowRAMP is not able to correctly recover U and
V while BiG-VAMP exhibits the same performance as BiG-
VAMP. Under the considered non linear selection function, φ(·),
the performance degradation of LowRAMP is mainly due to the
fact the second-order Taylor series approximation of the output
channel (4), around zij = 0, is not accurate high SNR values
(which is a crucial condition to solve the matrix completion
problem).
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Fig. 12: NRMSE of BiG-VAMP, BiG-AMP, and LowRAMP vs. the SNR for the
matrix completion with the selection rate of 10%: Gaussian prior on U , Gaussian
prior on V, N = 1000, M = 500 and r = 3.
Fig. 13 shows the phase transition diagrams in the NRMSE
for both low- and high-SNR regimes at a fixed selection rate
of 20%. In the large-rank limit, we observe a low detectability
regime when the SNR is in [0, 10] dB. This result is consistent
with the non negligible uncertainty of estimators [31] to conduct
inference in the low-SNR regime for noisy matrix completion.
VI. CONCLUSION
In this work, we introduced a new algorithm, dubbed BiG-
VAMP, to solve the generalized bilinear recovery problem based
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Fig. 13: Phase transition diagram BiG-VAMP for the matrix completion problem
with N = 1000, M = 500, 1 ≤ r ≤ 100, a selection rate of 20%, binary
matrix U and Gaussian matrix V .
on the approximate message passing paradigm while treating both
the MMSE and MAP inference problems in a unified framework.
We described how BiG-VAMP provides a broader solution to the
bilinear recovery problem under different structured matrices be-
yond the “low rank” structure heavily investigated in the existing
literature. In particular, our numerical results for applications in
matrix-factorization, dictionary learning, and matrix completion
demonstrated that BiG-VAMP exhibits the best reconstruction
performance under non Gaussian priors as compared to existing
state-of-the-art algorithms such as BiG-AMP, BAd-VAMP, and
LowRAMP. Additionally, we derived the state evolution equations
of BiG-VAMP and characterized its phrase transition for the
matrix completion problem.
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