Parallel to the signless Laplacian spectral theory, we introduce and develop the nonlinear spectral theory of signless 1-Laplacian on graphs. Again, the first eigenvalue µ + 1 of the signless 1-Laplacian precisely characterizes the bipartiteness of a graph and naturally connects to the maxcut problem. However, the dual Cheeger constant h + , which has only some upper and lower bounds in the Laplacian spectral theory, is proved to be 1 − µ + 1 . The structure of the eigenvectors and the graphic feature of eigenvalues are also studied. The Courant nodal domain theorem for graphs is extended to the signless 1-Laplacian. A set-pair version of the Lovász extension, which aims at the equivalence between discrete combination optimization and continuous function optimization, is established to recover the relationship h + = 1 − µ + 1 . A local analysis of the associated functional yields an inverse power method to determine h + and then produces an efficient implementation of the recursive spectral cut algorithm for the maxcut problem.
Introduction
As one of typical objects in the linear spectral theory, the classical (normalized) graph Laplacian is directly related to two basic properties of graph G -connectedness and bipartiteness -through the second eigenvalue λ 2 and the largest eigenvalue λ n , respectively, when all eigenvalues are arranged in an increasing order: 0 = λ 1 ≤ λ 2 ≤ · · · ≤ λ n ≤ 2 with n being the size of G. Namely, there holds explicitly:
and then for a connected graph G, λ n = 2 ⇔ G is bipartite. † LMAM and School of Mathematical Sciences, Peking University, Beijing 100871, China.
To further quantify the global connectedness, one recourse to the Cheeger constant h, which was first introduced in geometry by Cheeger [1] and later extended into the discrete setting to find a balanced graph cut, i.e., the Cheeger cut problem [2] . The second eigenvalue is bounded from up and below by the Cheeger constant as stated in the Cheeger inequality [3] . Amazingly, such inequality shrinks to an equality once replacing the graph Laplacian by the graph 1-Laplacian [4, 5] . That is, the second eigenvalue of 1-Laplacian equals to the Cheeger constant, and more importantly the corresponding eigenvector provides an exact Cheeger cut. This equivalence between the Cheeger cut problem and the graph 1-Laplacian based continuous optimization paves a way in solving the Cheeger cut problem [4, 6, 7] . Alternatively, there is another effective approach, the Lovász extension [8] , to realize the gapless transformation from the discrete combination optimization to the continuous function optimization providing the discrete objective function can be expressed as a submodular set function. This is exactly the case for the Cheeger cut problem [9] .
A similar story for the global bipartiteness and the largest eigenvalue λ n happens. In fact, the bipartiteness can be directly determined by the maxcut problem as follows
where the maxcut ratio is defined as h max (G) := max
and |E(V 1 , V c 1 )| sums the weight of edges that cross V 1 and its complement set V c 1 , while vol(V ) sums the degree of vertices in V . However, solving analytically the maxcut problem is combinatorially NP-hard [10] and some approximate solutions or relaxed strategies are then introduced, like the semidefinite programming (SDP) [11, 12] and the advanced scatter search [13] approaches. Recently, a recursive spectral cut (RSC) algorithm, the first algorithm with a numerical solution the cost of which is strictly larger than 1/2 that is not based on SDP, was proposed based on the bipartiteness ratio [14] h + (G) = max
to approach h max (G). Obviously, 0 < h max (G) ≤ h + (G) ≤ 1. This bipartiteness ratio h + (G) is also called the dual Cheeger constant with a mathematical motivation to study the spectral gap 2 − λ n and it finally comes up with the so-called dual Cheeger inequality [15] 2h
which was also mentioned in [14] . Compared to the story for the Cheeger constant h, we naturally ask: Is there an analog of nonlinear spectral graph theory for the dual Cheeger constant h + which would reduce the inequality (1.3) to an equality? The existing theoretical approaches cannot give an answer. On one hand, the graph 1-Laplacian based theory deals with only the connectedness and the Cheeger constant. On the other hand, the original Lovász extension fails because the numerator |E(V 1 , V 2 )| cannot be a submodular set function for disjoint sets V 1 and V 2 . Set against such a background, this work will try to give a positive answer.
In order to answer the above question, we introduce the signless graph 1-Laplacian and establish its spectral theory, with which the dual Cheeger inequality (1.3) shrinks to be an equality (see Theorem 1), i.e., h + = 1 − µ + 1 with µ + 1 being the first eigenvalue of the signless graph 1-Laplacian. We also extend the Courant nodal domain theorem into the signless graph 1-Laplacian and such extension (see Theorem 2) needs a slight modification of the definition of nodal domains (See Definition 2). We further modify the classical Lovász extension to the set-pair analog (see Theorem 3) which fits for the dual Cheeger problem (1.2) and with this modification, we are able to recover Theorem 1. Such generalization is necessary and essential since the usual Lovász extension can only deal with (submodular) set functions but the dual Cheeger problem involves the set-pair functions. Moreover, with the help of subdifferential techniques in nonlinear analysis, we prove that the functional of the signless graph 1-Laplacian is locally linear on any given direction. This local linearity directly implies the inverse power (IP) method [16] and thus provides an efficient implementation of the RSC algorithm, which has not been previously reported to the best of our knowledge. In a word, the main purpose of this work is twofold. One is to demonstrate the use of the signless 1-Laplacian based spectral theory into the dual Cheeger problem and the maxcut problem, while the other is to characterize the structure of the eigenvector set of the signless 1-Laplacian from which more precise insights are revealed.
This paper is organized as follows. Basic properties of the spectral theory of the signless graph 1-Laplacian are presented in Section 2. Section 3 extends the Courant nodal domain theorem into the signless graph 1-Laplacian. Section 4 provides an improved version of the Lovász extension which can be applied to the dual Cheeger problem (1.2). Section 5 analyzes the functional for the signless graph 1-Laplacian as well as the IP method in searching the minimizer, which is applied into the maxcut problem in Section 6.
Spectrum of the signless 1-Laplacian
In this section, the signless 1-Laplacian is first introduced and the corresponding nonlinear spectral theory is then presented in the spirit of [5, 7] . All these results hold for graphs with positive weight.
Let G = (V, E) be an unweighted and undirected graph with vertex set V = {1, 2, · · · , n} and edge set E, and d i the degree of the vertex i.
Before going to the definition of the signless 1-Laplacian, we shall recall that for the Laplace matrix and for the signless Laplace matrix respectively. As for the Laplace matrix, first we assign an orientation on G, and then for each edge e = {i, j} ∈ E, among i and j, there must be one at the head of e, which we write e h and the other at the tail, which we write e t . The incidence matrix is defined by
where
The Laplace matrix is
It is easy to see that L is independent to the orientation. As to the signless Laplace matrix, we don't need to assign an orientation on G, but define the incidence matrix directly:
The signless Laplace matrix is then defined by
While in the field of partial differential equation, the Laplacian is ∆u = div(grad u) := ∇ T ∇u, and the 1-Laplacian is formally introduced
where ∇ = grad (resp. ∇ T = div) denotes the gradient (resp. divergence). In a simple analogy, we can naturally extend the graph Laplacian L to
on graphs, i.e., the graph 1-Laplacian, where
The nonlinear spectral theory of the graph 1-Laplacian has been well documented [5, 17] as well as shows several interesting applications [4, 6, 7] .
Returning to the signless graph 1-Laplacian, from the signless graph Laplacian Q, we similarly define
the coordinate form of which reads
1) where x = (x 1 , · · · , x n ) ∈ R n , j ∼ i denotes vertex j being adjacent to vertex i, j∼i means the summation over all vertices adjacent to vertex i.
From the variational point of view, the signless 1-Laplacian ∆ + 1 x is nothing but the subdifferential of the convex function
For any x ∈ R n , we have
The proof is standard in convex analysis. For readers' convenience, we give the proof in Appendix A.
Let
Parallel to the spectral theory of 1-Laplacian on graphs, a pair (µ + , x) ∈ R 1 × X is called an eigenpair of the signless 1-Laplacian, if
In the coordinate form, it becomes
In the eigenpair (µ + , x), x is the eigenvector while µ + is the corresponding eigenvalue.
Proof. Letting z ij = z ij (x), it follows from Eq. (2.6) that
where c i ∈ Sgn x i . At last, 0 ≤ µ
Through the Lagrange multiplier, an eigenvalue problem can usually be transformed to a critical point problem of a differentiable functional constrained on a differential manifold. Now I + is only locally Lipschitzian, and X is only a locally Lipschitzian manifold, thanks to [5] , the critical point theory has been well developed in this setting. Let K + be the critical set of I + | X , and S + be the set of all eigenvectors of the signless 1-Laplacian, then we have Proposition 3 (Theorem 4.11 in [5] ).
Similar to the 1-Laplacian on graphs, the eigenvectors of the signless 1-Laplacian corresponding to the same eigenvalue also may be very abundant.
Definition 1 (Ternary vector).
A vector x in R n \ {0} is said to be a ternary vector if there exist two disjoint subsets A and B of V such that
is also an eigenpair where x A,B is a ternary vector with A = {i ∈ V : x i > 0} and B = {i ∈ V : x i < 0}.
If x i x j ≥ 0, thenx ixj ≥ 0 and thus it is easy to check that Sgn(
and they also satisfy
Consequently, (µ + ,x) is an eigenpair, too. This completes the proof.
Based on all above results, we are able to build up an equality connecting the first eigenvalue µ Theorem 1.
Proof. First we prove the second equality. Since both I + (x) and x are positively 1-homogenous, we have
The minimum of the function I + | X is obviously a critical value, an eigenvalue of ∆ + 1 by Proposition 3, and then equals to µ + 1 . Then we turn out to prove the first equality. It is easy to calculate that
On the other hand, let x 0 be a minimal point of I + (x) on X. Then x 0 must be a critical point of I + | X and thus a ∆ 
, and we immediately obtain that
The proof is completed.
Inspired by the work of [15] , we are able to give a different proof for the inequality min
with the aid of the co-area formula [18] . The details are provided in Appendix C. Proof. In virtue of Lemma 1, for given different critical values µ + andμ + , there exists
. Accordingly, we obtain
As a direct consequence of Proposition 4, we conclude that the number of ∆ + 1 -eigenvalues is finite, and then all the eigenvalues can be ordered as follows: 0 ≤ µ
At the end of this section, we study the construction of the set of eigenvectors associate with a given eigenvalue. For any x ∈ X, we introduce the set
which is a simplex in X. Let
be a hyperplane, the complex X is divided by the family of hyperplanes {π {i,j} |i ∼ j}, the refined complex is denoted by X + . Accordingly, the simplex ∆(x) is divided into its refinement:
As an example, Fig. 1 cartoons the complex X and the refined complex X + for the path graph with two vertices.
As a consequence of Lemma 1, we have
is also an eigenpair for any y ∈ + (x).
The Courant nodal domain theorem
To an eigenvector x = (x 1 , x 2 , · · · , x n ) of the Laplacian on a graph, the nodal domain is defined to be the maximal connected domain of the set consisting of positive (or negative) vertices , i.e.,{i ∈ V | x i > 0} (or {i ∈ V | x i < 0} respectively). As to the signless 1-Laplacian, we modify the definition as follows:
The difference between these two can be seen from a connected bipartite graph. For µ + 1 = 0, according to the definition for ∆ 1 , any eigenvector has n nodal domains, while to the definition for signless 1-Laplacian it has 1. The reason, we prefer to use the new definition for signless Laplacian in the following study instead of the old, is due to the Courant nodal domain theorem for ∆ + 1 , which connects the order and the multiplicity of an eigenvalue with the number of nodal domains of the associate eigenvector. 
for j = 1, 2, · · · , n and i = 1, 2, · · · , k. Then both (µ + , x i ) and (µ + ,x i ) are eigenpairs, too.
Proof. It can be directly verified that Sgn(
Then, following the proof of Lemma 1, we complete the proof.
Parallel to the study of ∆ 1 , we apply the Liusternik-Schnirelmann theory to ∆ + 1 . Now, I + (x) is even, and X is symmetric, let T ⊂ X be a symmetric set, i.e. −T = T . The integer valued function, which is called the Krasnoselski genus of T [19, 20] , γ : T → Z + is defined to be:
Obviously, the genus is a topological invariant. Let us define
By the same way as already used in [5] , it can be proved that these c k are critical values of
and if 0 ≤ · · · ≤ c k−1 < c k = · · · = c k+r−1 < c k+r ≤ · · · ≤ 1, the multiplicity of c k is defined to be r. The Courant nodal domain theorem for the signless 1-Laplacian reads Theorem 2. Let x k be an eigenvector with eigenvalue c k and multiplicity r, and let S(x k ) be the number of nodal domains of x k . Then we have
Proof. Suppose the contrary, that there exists
Therefore, for any x ∈ span(y 1 , · · · , y k+r ) ∩ X, we have
Note that y 1 , · · · , y k+r are non-zero orthogonal vectors, so span(y 1 , · · · , y k+r ) is a k + r dimensional linear space. It follows that span(y 1 , · · · , y k+r ) ∩ X is a symmetric set which is homeomorphous to S k+r−1 . Obviously, γ(span(y 1 , · · · , y k+r ) ∩ X) = k + r. Therefore, we derive that
It contradicts with c k < c k+r .
Set-pair analog of the Lovász extension
As a basic tool in combinatorial optimization theory, the Lovász extension aims at the establishment of the equivalence between discrete combination optimization and continuous function optimization. In this regard, Theorem 1 indicates that the functional I + (x) could well be some kind of 'Lovász extension' of the dual Cheeger problem. However, |E(V 1 , V 2 )| and vol(V 1 ∪ V 2 ) appeared in Eq. (1.2) cannot be a submodular set function which implies that the original Lovász extension cannot be directly applied into the dual Cheeger problem (1.2). To this end, a set-pair extension of the Lovász extension is introduced in this section.
Definition 3 (Set-pair Lovász extension). Let
It can be readily verified that f L (x) is positively one-homogeneous.
Remark 1.
We note that Eq. (4.1) can also be written as
where σ : V ∪ {0} → V ∪ {0} is a bijection related to x such that
and
For A ⊂ V = {1, 2, · · · , n}, we use 1 A to denote the characteristic function of A and let
Theorem 3. Assume that f, g : P 2 (V ) → [0, +∞) are two set functions with g(A, B) > 0 whenever A ∪ B = ∅, then there holds
Proof. On one hand,
On the other hand, assume (A 0 , B 0 ) ∈ P 2 (V ) being the minimizer of
, then ∀x ∈ R n \ {0}, we have
Therefore,
. This implies that
In the following, we compute the Lovász extensions of the set functions f (A, B) = vol(A)+ vol(B) − 2|E(A, B)| and g(A, B) = vol(A) + vol(B)), and obtain
which gives another proof of Theorem 1. For g(A, B) = vol(A) + vol(B), we have
Local analysis and the inverse power method
From previous sections, we find that I + (x) plays a central role in the study of the spectral theory of ∆ Proof. On one hand, by the definition of the sub-differential, we have
s.
On the other hand, if g is piecewise linear, then ∃ r ∈ R 1 such that g(t) = g(0) + rt for t > 0 small, we have g (0, +) = r, and then r = max s∈∂g(0) s. The proof is completed.
For a proof, we only need to define
Applying the above theorem to the functions I + (x) and x , we obtain:
Corollary 2. Given a, v ∈ R n \ {0}, we have
for small t > 0.
Theorem 5. Assume a ∈ X and q ∈ ∂ a are fixed, then there holds:
, where the statements (1), (2) and (3) are claimed as follows.
(1) a is not an eigenvector of the signless 1-Laplacian.
min x∈B(a,δ)
where λ = I + (a) and δ can be taken as min ({|a i + a j |, |a i | : i, j = 1, 2, · · · , n}\{0}).
,
Let q ∈ ∂ a be fixed. We suppose the contrary, that a is not an eigenvector of the signless 1-Laplacian, but min x∈B(a,δ)
that is, a is a local minimizer of the function I + (x) − λ(q, x) in B(a, δ). Hence, a is a critical point of I + (x) − λ(q, x), and then
Therefore there exist z ij ∈ Sgn(a i + a j ) and q i ∈ Sgn(a i ) such that j∼i z ij = λd i q i , i = 1, 2, · · · , n, which means that a is an eigenvector of signless 1-Laplacian and λ is the corresponding eigenvalue. This is a contradiction. Input : x 0 ∈ X and λ 0 = I + (x 0 ). Output: the eigenvalue λ k+1 and the eigenvector x k+1 .
1 Set k = 0; 2 while
4 Solve x k+1 = arg min
8 end while
By the assumption, we have
Obviously, Eq. (5.2) in Theorem 5 indicates directly the IP method, the skeleton of which is shown in Algorithm 1. The local convergence is proved in Theorem 6. Theorem 6. The sequence {I + (x k )} produced by Algorithm 1 is decreasing and convergent to an eigenvalue. Furthermore, the sequence {x k } produced by Algorithm 1 converges to an eigenvector of the signless graph 1-Laplacian with eigenvalue λ
Proof. It can be easily shown that µ
It is easy to see that g(λ, v) is uniformly continuous on
It follows from x k ∈ X and X is compact that there exists x * ∈ X and a subsequence {x
For simplicity, We may assume without loss of generality that {x
According to the upper semi-continuity of the subdifferential, ∀ > 0, ∃ δ > 0 such that ∂ x ⊂ (∂ x * ) , the neighborhood of the subset
Thus, v k ∈ ∂( x * ) for any k > N , which means that there is a convergent subsequence of
Hence, according to the continuity of g, we have
Note that
Suppose the contrary, that λ * is not an eigenvalue, then x * is not an eigenvector and so by Theorem 5, we have g(λ * , v * ) = min
which implies that g(λ k , v k ) < − * for sufficiently large k and some * > 0. Therefore
which follows that lim k→+∞ λ k = −∞, where M is a given positive constant satisfying x /M ≤ x 2 ≤ x . This is a contradiction and then we have finished the proof.
The feasibility of the IP method reflects intrinsically the local linearity of I + (x) on a given direction, though it was regarded as a kind of relaxation before [7] . Note in passing that the above local analysis is also applicable for the graph 1-Laplacian of the Cheeger cut problem.
Application in the maxcut problem
The minimization problem (2.7) for the dual Cheeger constant was adopted in recursively finding a partition of the vertices which maximizes the weight of edges whose endpoints are on different sides of the partition, namely a solution to the max-cut problem [14] . However, due to the lack of efficient algorithms for the dual Cheeger problem (2.7), no detailed numerical study on the performance of the signless 1-Laplacian based RSC (∆ 1 -RSC) algorithm exists in the literature. To this end, we will utilize the proposed IP method to implement the ∆ 1 -RSC algorithm, and the implementation will be tested on the graphs with positive weight in G-set, a standard testbed for algorithms for the maxcut problem. It should be noted that, alternatively, the eigenvector corresponding to the largest eigenvalue of the 2-Laplacian (i.e., the normalized graph Laplacian), a continuous relaxation of the 1-Laplacian eigenvalue problem, can be also equipped into the RSC algorithm and we denote the resulting algorithm by ∆ 2 -RSC.
Proposition 6 ensures theoretically the existence of ternary eigenvectors from which two disjoint subsets A and B of the vertex set are readily obtained. However, which ternary eigenvector should be chosen and how to numerically determine it play a key role in practice. A 2-thresholds spectral cut algorithm is proposed in [14] and the resulting pair (A, B) maximizes the objective function (denoted by ObjFun2) gives better results [21] , where X is the weight of edges that have one endpoint in A∪B and the other in the complement. We implement both and employ the MOSEK solver with CVX [22] , a package for specifying and solving convex programs, to solve the convex optimization problem. Table 1 presents the numerical solutions, from which it is easily observed that: (a) With the same RSC solver, ObjFun2 performs better than ObjFun1; (b) with the same object function, ∆ 1 -RSC gives the cut value greater than or equal to that by ∆ 2 -RSC. Overall, the ∆ 1 -RSC algorithm equipped with the object function ObjFun2 provides the best maxcut among those four solvers.
The resulting RSC algorithm has been proved to be the first algorithm for the maxcut problem with a numerical solution the cost of which is strictly larger than 1/2 that is not based on semidefinite programming. A simple greedy procedure cuts at least half of the total weight of edges. Here the cost of a solution refers to the ratio between the total weight of cut edges and the total weight of all edges. From Table 1 , we can also easily verify such fact. Furthermore, a rigorous lower bound for the cost is determined in Theorem 7.
Theorem 7. If the ∆ 1 -RSC algorithm receives in input a graph whose optimum is 1 − , then it finds a solution that cuts at least a 1 − ε + ε ln 2ε fraction of edges.
Proof. By the greedy method, every graph's optimum is not less than 1 2 . So, for given graph G = (V, E), we can assume that its optimum is 1 − ε for some ε ∈ [0, ≤ ε. Consider the t-th iteration of the algorithm, and let G t = (V t , E t ) be the residual graph at that iteration, and let |E t | := ρ t · |E| be the number of edges of G t . Then we observe that the maxcut optimum in G t is at least 1 − ε ρt
Let L t , R t be the partition of found by the algorithm of Theorem 1. Let G t+1 be the residual graph at the following step, and ρ t+1 · |E| the number of edges of G t+1 . If the algorithm stops at the t-th iteration, we shall take G t+1 to be the empty graph; if the algorithm discards L t , R t and chooses a greedy cut, we shall take G t+1 to be empty and L t , R t to be the partition given by the greedy algorithm. We know by Theorem 1 that the algorithm will cut at least a 1 − ε ρt fraction of the |E|(ρ t − ρ t+1 ) edges incident on V t .
Indeed, we know that at least a max{
} fraction of those edges are cut (for small value of ρ t , it is possible that 1 − ε ρt
, but the algorithm is always guaranteed to cut at least half of the edges incident on V t ).
1 − ε r dr. 
Summing those bounds above, we have that the number of edges cut by the algorithm is at least
The proof is finished.
As for the ratio between the total weight of cut edges and the optimum, it was first proved that the approximation ratio of the ∆ 1 -RSC algorithm is of at least 0.531 [14] , and later improved it to 0.614 [23] . We conjecture that this lower bound cannot be improved greater than 0.768 for min 
Appendix B: Proof of Corollary 1
If G is connected and bipartite, then there exists a partition (V 1 , V 2 ) of V such that u ∼ v implies u ∈ V 1 and v ∈ V 2 . Let x : V → R be defined as And we can take z uv = 0 and µ + = 0. On the other hand, assume that G is connected, µ + 1 = 0 and x is the corresponding eigenvector. Let V 1 = {u : x u > 0} and V 2 = {v : x v < 0}. We first prove that (V 1 , V 2 ) form a partition of V . Suppose the contrary, that there exists u ∈ V such that x u = 0, then by the connectedness of G and I + (x) = 0, x v = 0 holds for any v ∈ V . This is a contradiction with x ∈ X. Thus, (V 1 , V 2 ) is a partition of V . At last, we prove that if u ∼ v, then u ∈ V 1 , v ∈ V 2 or u ∈ V 2 , v ∈ V 1 . In fact, suppose the contrary, that there exist i ∈ {1, 2} and u, v ∈ V i with u ∼ v, then I + (x) ≥ |x u + x v | > 0, which is a contradiction with I + (x) = 0. Therefore, (V 1 , V 2 ) is a bipartite partition and G is bipartite. Proof. For t ≥ 0, we denote S t = {i ∈ D(x) : x i ≥ t}.
Then we have Thus there exists t > 0 such that
Lemma 4. For any x ∈ X, there exist two subsets V 1 , V 2 ⊂ D(x) such that V 1 ∩ V 2 = ∅, V 1 ∪ V 2 = ∅ and
This lemma is derived from the combination of Lemma 3 and a construction in Bauer and Jost [15] . By Lemma 4, for any x ∈ X, there exist two subsets V 1 , V 2 ⊂ D(x) such that V 1 ∩ V 2 = ∅, V 1 ∪ V 2 = ∅ and
Thus, inf
x∈X I + (x) ≥ 1 − h + (G).
