We present a novel range sensing method that is capable of constructing accurate 3D models of specular objects. 
Introduction
In recent years, there has been considerable interest in constructing accurate three-dimensional models of realworld objects for applications where the focus is primarily on visualization of the objects by humans. This interest is fueled by the recent technological advances in range sensors, and the rapid increase of computing power that now enables a computer to represent an object surface by millions of polygons and that allows such representations to be visualized interactively in real-time. Researchers have shown that the state-of-the-art techniques can now construct detailed 3D models of objects ranging from small figurines to large statues. Although they have established the feasibility of constructing accurate 3D models, there still remain several challenging issues. One of these challenging issues arises from the fact that many objects have surface materials that are not ideal for range sensors. Various surface properties that cause difficulties in range imaging include specular surfaces, highly absorptive surfaces, translucent surfaces, and transparent surfaces. Some researchers have tried to simply do away with such surface-related problems by painting the object or coating the objects with re- movable powder to ensure that the surfaces reflect the light source diffusely. Obviously, this approach is not desirable and may not even be feasible for real-world objects outside the laboratory.
Of the various surface-related properties we mentioned above, surface specularity is one of the more problematic material properties. Specularity causes mutual reflections that give rise to ghosts in the measured structured-light data. Depending on the extent of specularity, the presence of these ghosts can make it difficult to localize a data point that corresponds to the object point that was actually illuminated. Figure 1 shows camera images of three different objects when a laser stripe is projected onto the object surfaces. The first image shows the ideal case where the laser reflection on the surface can be clearly detected for each camera scan line. The second and the third images show the laser reflections on specular surfaces. Notice in these two images multiple peaks (i.e., laser reflections) in the same camera scan lines exist due to mutual reflections. Choosing the peak with the highest intensity value in a scan line -which is the conventional peak detection method -does not guarantee that this is the illuminated point corresponding to the primary reflection of the laser. The conventional approach, therefore, is prone to generate false range measurements in the presence of mutual reflections.
Related work
Determining the shape of specular objects has long been a challenging problem in computer vision. Nayar et al. [8] proposed an iterative algorithm that recovers the shape and reflectance properties of surfaces in the presence of mutual reflections. This algorithm is useful for the shape-fromintensity approach to range acquisition; this approach, however, does not produce dense and accurate range maps compared to the optical triangulation methods. Additionally, the proposed algorithm was tested only on Lambertian surfaces of simple geometry.
Clark et al. [6] developed a laser scanning system that uses polarization analysis to disambiguate the true illuminated points from those caused by mutual reflections. Their system was tested on shiny aluminum objects with concavities, and false illuminated points were successfully discriminated. However, the system requires special equipment such as linear polarizers, and multiple images need to be captured at each position of the laser. In their experiment, three images were acquired at three different angles of the linear polarizer.
Trucco and Fisher [12] proposed a number of consistency tests for acquiring reliable range images of specular objects. Their range sensor consists of two CCD cameras observing a laser stripe from opposite sides. The consistency tests are based on the fact that the range measurements obtained from the two cameras will be consistent only if the measurements correspond to the true illuminated point. Their method was tested on a polished aluminum block with holes. However, their method does not consider the situation where more than one illuminated point is observed. The consistency tests, therefore, are applied only to the measurements corresponding to a single illuminated point observed per camera scan line. In our experiments, we have noticed that the illuminated points caused by mutual reflections occur very frequently in the vicinity of the true illuminated points, and thus they are seen together along the same camera scan line. Eliminating all points whenever multiple peaks are observed in the same camera scan line may result in too few range measurements.
As an improvement over the conventional methods, we have recently proposed multi-peak range imaging [9] -a new range acquisition concept that can also handle surface specularities. False measurements generated by the effects of mutual reflection are eliminated using various constraint tests based on local smoothness, global coordinate consistency and visibility consistency. However, the parameters in the constraint tests were selected manually, and no experimental justification of those selections was provided. Also, a straight-forward implementation of the visibility consistency occasionally caused situations where the true measurements received high inconsistency values. The main contribution of this paper is to resolve these limitations of our previous work.
Due to space limitation, we refer the reader to a good survey paper [2] for the literature concerning the 3D model construction using range images. performed so that the entire surface of the object can be captured. For each scan, the multi-peak range imaging [9] is carried out to account for the effects of mutual reflections. The local smoothness test is then invoked. This test iteratively eliminates all points that are determined to be locally non-smooth. After executing the steps described above for each scan, the registration of all the range data acquired from different views is carried out first interactively to yield an approximate registration, and then via a multi-view registration step to fine-tune the registration. The isolated region test is then applied to the registered data followed by the global consistency test which eliminates the points that are determined to be highly inconsistent based on two criteria -namely the coordinate consistency and the visibility consistency -using the information given by all the range data collected from different viewpoints. From now on, we will interchangeably use the term global tests as the isolated region and the global consistency test together. If any points were eliminated during the global tests, the multi-view registration step is carried out again on the new data set followed by another application of the global tests. This iteration is continued until no points are eliminated. Finally, the integration is performed on the resulting output. We used the method of Curless and Levoy [7] for the integration.
3D Modeling Process
Here let us define some notations that will be used for the rest of this paper. Let
Local smoothness test
It is a legitimate assumption that a range measurement lies on one of the three types of surfaces: smooth surface 1 , near crease edge or near jump edge. A crease edge is where surface normals suddenly change directions, and a jump edge is where a spatial discontinuity occurs between adjacent range measurements. A common approach to estimate the local surface property of a range measurement is to fit a planar patch on the neighboring points where the neighboring points typically are those within a small window (e.g., 3
5) centered at the point in question. It has been shown in [5] that the planar patch can be reliably computed not only for those on smooth surfaces but also for those that are located near edges by appropriately selecting neighbors. What we are trying to convey here is that given a true range measurement, whether it lies on a smooth surface or near an edge, we should be able to find a local planar patch that reasonably fits well on the carefully selected neighboring points. If no suitable planar patch can be found, it is likely that the measurement is spurious and should be eliminated. The elimination of such spurious measurements is the object of the local smoothness test.
There are two constraints in the smoothness test. The first constraint requires that each range measurement (1)
Valid data elements in a fitting window are those that have distances to the point of interest less than , and the center of mass of the elements as § S
. Then, the covariance matrix
The eigenvector corresponding to the smallest eigenvalue of Additionally, smooth surfaces may be categorized into 8 different types based on surface curvature sign [3] .
The second constraint in the local smoothness test requires that the fitting error of the best fitting plane be less than
All range measurements that do not satisfy either of the two constraints are eliminated. In general, the threshold 2 3 must be high enough so that the best fitting plane can be reliably computed, but low enough so that the points near a jump edge will not be eliminated, and the threshold 2 t must be set in such a way that the points on crease edges will not be eliminated. In some sense, the main task of the local smoothness test is to eliminate only the measurements that no local planar patch is able to fit onto its neighbors. Section 4.2 discusses in more detail how to set the two thresholds 
Registration
The registration process in our system consists of two steps: the interactive step that provides an approximate registration and the multi-view registration step which finetunes the registration. The interactive step allows a user to look at a set of range images that need to be registered and to click on the corresponding points between the anchor data set and the moving data set. The approximate registration provided by the human interaction serves as the initial registration for the multi-view registration step based on the ICP algorithm [4] . Our multi-view registration is similar to the one proposed by Bergevin et al. [1] . Adapting the correspondence criteria presented in [11] , our method selects the corresponding points between two data sets as the closest points with the angle between surface normals less than a threshold. The thresholds for selecting the corresponding points are set dynamically in each iteration of the ICP using an approach similar to the one proposed by Zhang [13] . Since our correspondence criteria also includes the angle between surface normals, the angle threshold is also computed dynamically using the same approach as the distance.
Even after multi-view registration, we must anticipate some registration errors, which depend, in general, on the accuracy of the previous registration and the number of remaining false measurements in the data. The registration errors play an important role in the global tests because the tests use the information between all range images, and that information is greatly influenced by how well the range images are registered with one another. It should be mentioned that it is not trivial to compute the registration error for two reasons. First, we do not know which parts between the data sets are overlapping and which parts are distinctive, and second, we do not know which measurements correspond to true surface points and which ones are spurious. Nevertheless, it is commonly accepted in the literature on registration algorithms that the mean distance between the corresponding points or the distance threshold for the correspondence search at the termination of the ICP algorithm be used as the estimate of the registration error. We adopted the latter approach where we use the distance and the angle thresholds at the termination of the ICP algorithm as the estimates of the registration error. We will denote the registration error of the 
Isolated region test
The main purpose of the isolated region test is to eliminate all points that are far separated from the true object points. The test involves constructing a 3D volumetric grid that contains the entire data with each voxel having a binary value of 1 if any point exists inside the voxel, and 0 otherwise. A voxel segmentation based on region growing [10] is then performed to cluster the connected voxels. In order to ensure that all true measurements belong to a common connected voxel region, the resolution of the volumetric grid is set as is the approximate registration error of £ 'th range image that was just defined in the last section, and @ is the maximum distance allowed between two immediate neighbors that was defined in Section 3.1. The isolated region test eliminates all measurements except the ones that belong to the region with the largest size. By the largest size, we mean the largest number of connected voxels in a region.
Global consistency test
The global consistency test is based on two criteria: the coordinate consistency and the visibility consistency. The coordinate consistency states that the 3D coordinates of true measurements are always consistent among all registered range images that capture the same object surface. On the other hand, the 3D coordinates of false measurements are likely to be inconsistent since the locations where mutual reflections occur depend on the object surface normal relative to the direction of the light source. Assuming that we have range data from different viewpoints, and that there are a total of measurements in the 'th range image, the coordinate consistency value, denoted as , is computed by . Since the weight is normalized to 1 and since the coordinate consistency includes the weight value of its own, the upper bound of the coordinate consistency value is . This allows us to obtain a more balanced distribution of the coordinate consistency values throughout the data, and more importantly, it allows us to combine the coordinate consistency and the visibility consistency as we shall explain shortly.
The second criterion of the global consistency test, we call it visibility consistency, is based on the fact that the line space between the sensor and a true measurement is empty, and that the line space beyond a true measurement is invisible to the sensor. Although we can apply this concept for both the projector's line-of-light and the camera's line-ofsight, only the former is considered in this paper; obtaining the visibility consistency for the camera's line-of-sight is computationally much more expensive than that for the projector's line-of-light.
Consider the example depicted in Figure 3 where an object was scanned from three different viewpoints. The dotted lines represent the projector's lines-of-light at the respective sampling positions during the scan. Suppose in the first view, among other detected measurements, points . In fact, the measurements in the same rigel are always inconsistent with each other for there can not be more than one true measurement in the same rigel. The visibility concept applies also for the measurements obtained from different viewpoints. For example, A straightforward implementation of the visibility consistency can result in situations where true measurements may falsely be determined to be highly inconsistent. For example, the point . Similar situations can occur more frequently as the noise increases in the scene and the object shape becomes more complex.
In order to consider all the discussions above, we compute the visibility consistency value for each measurement as follows. Using the same notations as Eq. (4) checks only for inconsistency. Second, the absolute value of the dot product between the surface normal vectors is multiplied so that any two measurements whose surface normals are close to orthogonal -such as points in Figure  3 . By adding only the smallest consistency value for each range image, the lower bound of the visibility consistency value is set to be -, which enables to obtain a more evenly distributed values of Ó throughout the data. The total global consistency value, denoted as Þ , is simply the sum of the coordinate consistency and the visibility consistency:
The main reason for considering the global consistency value Þ is that we discovered in our experiment that it is easier to distinguish between the true and the false measurements using 
with the threshold set as , we are preserving all measurements that do not have any neighbors from other range images as long as there is no visibility inconsistency with other measurements. This property lifts an otherwise restrictive requirement that every part of the object surface must be sampled at least twice from different viewpoints.
The second constraint of the global consistency test also eliminates the measurements with small Þ values, but the difference between the first constraint is that it now considers only the range measurements in the same rigel. We define a measurement in a rigel to have a small 
Note that the second constraint only applies to those with more than one measurement in the same rigel. All measurements that do not satisfy either of the constraints, Eqs. (8) and (10) , are eliminated in the global consistency test.
Experiments
We will now report experimental results on three objects: a bowl, a seashell and an angel figurines, all shown in Figure  4 . All three objects have surface materials and shapes that are highly likely to generate mutual reflections.
Data acquisition
We acquired 5, 18, and 27 range images, respectively, from different viewpoints for the bowl, the seashell and the angel. Then, we painted all the objects so that the surfaces of the objects are ideal for range sensing. Range data of the painted objects were acquired and registered. Let that has the distance less than the range resolution and the angle between surface normals less than 30 degrees. Otherwise, it is labeled as false. Having all the original data labeled as true of false, we can simply keep record of which of the true or false measurements are eliminated during the constraint tests. would be from 12 to 20 (i.e., 50% to 80% of maximum number). . Approximately three quarters of false measurements were successfully eliminated while maintaining almost all of true measurements.
Analysis of local smoothness test

Analysis of global tests
The graphs shown in Figure 6 smoothness test. Note that the vertical axis limit for each graph is independent, but the lower bounds for the graphs showing the number of false measurements are all zeros. In summary, the graphs suggest that the global tests perform well in the range of
. A smaller ä value starts to eliminate too many of true measurements, and a value greater than 2.0 may fail to eliminate a large number of false measurements. 
Conclusion and future work
In this paper, we have presented a 3D reconstruction method that is capable of modeling specular objects. The multi-peak range imaging is used to account for the effects of mutual reflections. A series of constraint tests is applied iteratively to eliminate false measurements generated by mutual reflections. By obtaining the ground truth data, we were able to justify the selection of thresholds in the constraint tests. We showed through our experiments that our approach can generate accurate 3D models of specular objects with complex shapes.
One of the possible future works would be to improve the threshold selections in the constraint tests so that the elimination of false measurements is maximized while preserving all true measurements. For example, the constant ä of Eqs. (9) and (10) can be set dynamically in each iteration depending on the current status of the data. Or, instead of using a single ä value for the entire data, one can divide the data using regular 3D blocks each of which having different values of ä according to the contents of the data within the block.
Another important future work is to extend our methods to other types of optically challenging surfaces such as translucent or highly absorptive surfaces. 
