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Abstract
The problem of eliminating the right half plane zeros of an rmvf (rational matrix valued
function) G(z) with minimal realization G(z) = D + C(zIn − A)−1B by multiplication on
the right by a suitably chosen J-inner rmvf (z) is studied. The analysis exploits the theory
of Smith–McMillan forms to extend the method of J-lossless conjugators that was introduced
by Kimura to more general settings.
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1. Introduction
In this paper we deal with the problem of cancelling the zeros of a p × m rational
matrix valued function (rmvf) G(z) in the open right half plane +, by multiplying
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it on the right by an m × m rmvf(z) that is J-inner with respect to+, where J is a
given fixed m × m constant signature matrix. This problem turns out to be equivalent
to the problem of cancelling the poles of an appropriately constructed rmvf G˜(z) by
multiplication on the right by a J-inner mvf ˜(z) that is still J-inner w.r.t. +. If
p = m, then G˜(z) = G−#(z) and ˜(z) = −#(z), where f #(z) = f (−z¯)∗ for every
mvf f (z). However, if p /= m, then the situation is more delicate, as will be explained
in due course.
The analysis depends heavily upon results that were obtained earlier for the anal-
ogous problem of cancelling the poles of an rmvf G(z) in+. The pole cancellation
problem was handled in [5] by H∞-control techniques, and subsequently in [2] by
reproducing kernel Krein (Hilbert) space methods. A more comprehensive study that
exploits the notions of the local Smith–McMillan (SM-form) of rmvf and the the-
ory of null-pole structure that is developed in [1] is presented in [3]. (Additional
information on the null-pole structure of nonsquare rmvf’s may be found in [6].)
The conclusions of [3] that are needed for the present development will be summa-
rized in Section 3, after first reviewing a number of preliminary definitions and facts
connected with the definition of poles and zeros by the local SM-form, Kalman’s
Theorem, J-unitary rmvf’s and Riccati equations, in Section 2. In Section 4.1 we
define a minimal zero conjugator in a way that is analogous to the definition of a
minimal pole conjugator that is given in Section 3 and discuss some of its features.
Section 4.2 develops a necessary and sufficient condition for the existence of a min-
imal zero conjugator of a full-rank p × m rmvf when p  m. In Section 4.3 we find
a sufficient condition for the existence of minimal zero conjugators of a full-rank
p × m G(z), p < m. Section 4.4 deals with necessary conditions for this case and
Section 4.5 reduces the case where G(z) is not of full-rank to the cases dealt with
in Sections 4.3 and 4.4. In all cases, the results are obtained by finding either a left
or a right inverse to G(z) (or to an rmvf that is obtained from G(z) in Sections
4.4 and 4.5), then reducing this rmvf to a proper rmvf G˜(z) and then finding an
appropriate minimal pole conjugator for G˜(z), using Theorem 3.3 to see when this is
possible. The conditions for the existence of conjugators will be formulated in terms
of solutions to Riccati equations.
Analogous zero cancellation problems that are formulated for the open unit disc
instead of the open half plane + will be considered in a separate publication.
2. Preliminaries
2.1. Notations
• A p × m mvf (matrix valued function) G(z) is said to be an rmvf if all of its
entries are rational functions. An rmvf and a meromorphic matrix valued function
have the same local behavior. However, we treat only rmvf’s because the mvf’s
G(z) that are considered in this paper are all rational.
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• The ij entry of a matrix A(z), B(z), . . . , Â(z), B̂(z) will be denoted by aij , bij (z),
aˆij (z), b̂ij (z), etc. with or without the variable z.
• The normal rank of a p × m rmvf G(z) is equal to the order of the largest square
submatrix that is invertible except for at most a finite number of points in C. A
p × m rmvf G(z) is said to be of full-rank if its normal rank is equal to min{p,m}.
A square rmvf of full-rank is said to be regular.
• A rmvf G(z) is called proper or analytic at infinity if limz→∞ G(z) = G(∞) is
finite. It is said to be invertible at infinity if G(∞) is invertible.
• A p × m mvf (matrix valued function) G(z) is said to be unimodular if p =
m, G(z) is holomorphic in C and det G(z) is a nonzero constant. The simplest
examples of unimodular matrices are holomorphic triangular rmvf’s with constant
nonzero entries on the diagonal.
• The symbol Ri(G) stands for the ith row of a rmvf G(z), whereas the symbol
Cj (G) stands for the jth column of G(z). If the dependence on G(z) is clear from
the context, then we may drop the dependence on G(z) from the notation and
simply write Ri and Cj .
2.2. The local Smith–McMillan form, zeros and poles
Definition 2.1. Let G(z) be a p × m rmvf of normal rank r and let z0 ∈ C. Then
G(z) admits a factorization of the form
G(z) = E(z)(z)F (z), (2.1)
where E(z) and F(z) are rmvf’s of sizes p × p and m × m, respectively, that are
holomorphic and invertible in a neighborhood of z0,
(z) =
[
D(z) 0r×(m−r)
0(p−r)×r 0(p−r)×(m−r)
]
, (2.2)
D(z) = diag{(z − z0)k1 , . . . , (z − z0)kr }, (2.3)
and the numbers kj are integers that are listed in nondecreasing order:
k1  · · ·  kr .
The numbers k1, . . . , kr are uniquely determined by G(z). We shall refer to these
numbers as the indices of the local SM-form of G(z) at z0 and to (z), the central
term in the factorization (2.1), as the local SM-form of G(z) at z0. If G1(z) and
G2(z) are two p × m rmvf’s such that the indices of the local SM-form of G1(z) at
z0 coincide with the indices of the local SM-form of G2(z) at z0, then we shall write
G1(z)
z0∼G2(z).
If H1(z) and H2(z) are rmvf’s that are holomorphic and invertible at z0 of sizes
p × p and m × m, respectively, then
G(z)
z0∼H1(z)G(z)H2(z).
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Definition 2.2. Given a rmvf G(z) and a point z0 ∈ C, the following operations will
be called elementary operations:
(a) Interchanging two rows (columns) of G(z), Rj ↔ Rk (Cj ↔ Ck).
(b) Adding a multiple of one row (column) of G(z) by a function α(z) that is
holomorphic at z0 to another row (column) of G(z). This operation will be
denoted by Rj → Rj + α(z)Rk (Cj → Cj + α(z)Ck).
These two operations on rows (columns) are achieved by multiplication on the left
(right) of G(z) by either a permutation matrix or by a triangular matrix with ones on
the diagonal and hence does not change the local SM-form at z0. The local SM-form
of G(z) at z0 [1, p. 10, 69] is obtained by performing these operations in the right
order.
Definition 2.3. Let f (z) be a scalar rational function and, for z0 ∈ C, set
n(f ; z0) = max{ : f (z)(z − z0)− is analytic at z0},
i.e.,
n(f ; z0) =

k if f ≡ 0 and z0 is a zero of order k of f,
−t if f ≡ 0 and z0 is a pole of order t of f,
0 if f ≡ 0 and z0 is neither a pole or a zero of f,
∞ if f ≡ 0.
In other words, n(f ; z) is the index of first nonzero entry in the Laurent expansion
of f about z0.
2.3. The Smith–McMillan form
Let G(z) be a p × m rmvf with normal rank r. Then G(z) admits a factorization
of the form
G(z) = U(z)(z)V (z), (2.4)
where U(z) and V (z) are unimodular rmvf’s (i.e., polynomial mvf’s),
(z) =
[
D(z) Or×(m−r)
O(p−r)×r O(p−r)×(m−r)
]
, (2.5)
D(z) = diag{ϕ1(z), . . . , ϕr(z)} (2.6)
and
ϕi(z) = pi(z)/qi(z)
is the ratio of two monic polynomials pi(z) and qi(z) that have no common factors,
i.e., gcd(pi, qi) = 1. Moreover, ϕi+1(z)/ϕi(z) is a polynomial for i = 1, . . . , r − 1.
D(z) is called the Smith–McMillan form of G(z). It is uniquely determined by G(z).
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The local SM-form of G(z) at a point z0 ∈ C may be obtained from the SM-form
by extracting factors of z − z0 from the ϕj (z). Thus, if ϕj (z) = (z − z0)tj ψj (z),
j = 1, . . . , r , where ψj (z) is holomorphic in a neighborhood of z0 and ψj (z0) /= 0,
then the numbers t1, . . . , tr are the indices of the local SM-form of G(z) at z0. In
particular, t1  · · ·  tr .
Definition 2.4. Let G(z) be a p × m rmvf of normal rank r and let k1  · · ·  kr
denote the indices in the local SM-form of G(z) at z0. Then z0 is said to be a zero
(pole) of G(z) if at least one of these indices is positive (negative). In this case,
{ki : ki > 0} ({−ki : ki < 0}) are called the zero (pole) multiplicities of G at z0. The
total multiplicity of z0 as a zero (pole) of G(z) is defined by the formula
Mζ (G; z0) =
r∑
j=1
max(kj , 0)
Mπ(G; z0) = r∑
j=1
max(−kj , 0)
 .
If p = m and G(z) is regular, and if k1, . . . , kp are the indices of the local SM-form
of G(z) at z0, then −kp, . . . ,−k1 are the indices of the local SM-form of G(z)−1 at
z0. In particular,
G(z) regular ⇒ Mζ (G; z0) = Mπ(G−1; z0) and
Mπ(G; z0) = Mζ (G−1; z0).
We remark that if A(z) and B(z) are rmvf’s (not necessarily square) and
C(z) =
[
A(z) 0
0 B(z)
]
is block diagonal, then
Mζ (C; z0) = Mζ (A; z0) + Mζ (B; z0)
and
Mπ(C; z0) = Mπ(A; z0) + Mπ(B; z0).
A rmvf can have both a zero and a pole at the same point. The classical example
is
G(z) =
[
1 (z − z0)−1
0 1
]
z0∼
[
(z − z0)−1 0
0 (z − z0)
]
,
since [
z−1 0
0 z
]
=
[
1 0
−z 1
] [
1 z−1
0 1
] [
1 0
−z 1
] [
0 1
1 0
] [
1 0
0 −1
]
.
This factorization is achieved by successive applications of the rules R2 → R2 −
zR1, C1 → C1 − zC2, followed by a permutation and then a change of sign in one
row.
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J-inner rmvf’s. Let J be an m × m signature matrix, i.e., J ∈ Cm×m and J =
J ∗ = J−1. A square rmvf(z) is said to be J-unitary on iR if∗(z)J(z) = J for
every point of analyticity z ∈ iR. Then, by analytic continuation,
#(z)J(z) = J on C, (2.7)
where
#(z) = (−z)∗. (2.8)
If, in addition, ∗(z)J(z)  J (∗(z)J(z)  J ) at every point of analyticity in
+, then  is said to be J-inner (−J -inner) w.r.t. +. Observe that  is J-unitary
on iR if and only if −1 is such, and  is J-inner w.r.t. + if and only if −1 is
−J -inner w.r.t. +.
Stability and similarity. We assume a basic knowledge of realization theory.
However, for the convenience of the reader, we shall briefly review some of the
definitions and results that play a key role in the sequel.
Definition 2.5. A rmvf G(z) is said to be stable if Mπ(G;+) = 0; it is said to be
anti-stable if Mπ(G;−) = 0.
Theorem 2.6. Let G(z) = C(zIn − A)−1B + D.
(a) If z0 ∈ C is a pole of G(z), then z0 ∈ σ(A). The converse statement is valid if
the realization is minimal.
(b) If D is invertible (and hence G(z) is square) and z0 is a zero of G, then z0 ∈
σ(A − BD−1C). In the other direction, if the realization is minimal and D is
invertible and z0 ∈ σ(A − BD−1C), then z0 is a zero of G(z).
Definition 2.7. An n × n matrix A is stable (anti-stable) if σ(A) ⊂ − (σ (A) ⊂
+). The pair (A,B) is stabilizable (anti-stabilizable) if there is F such that A + BF
is stable (anti-stable).
Kalman’s Theorem [4]. The following theorem plays a central role in the problem
of cancelling poles.
Theorem 2.8 [4]. Let G(z) be a proper rmvf with minimal realization G(z) =
C(zIn − A)−1B + D. Then the order of A is equal to Mπ(G,C). Moreover, for
every pole z0 of G(z),
Mπ(G; z0) = the algebraic multiplicity of z0 as an eigenvalue of A.
This justifies the use of the term Mcdeg(G) (which is equal to Mπ(G,C)) for the
order of the matrix A in the minimal realization of G(z).
Corollary 2.9. If H(z) is proper and invertible at ∞, then Mπ(H ;C) = Mζ (H ;C).
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Proof. This follows from Theorem 2.8 and from the inversion formula for realiza-
tions. If G(z) = C(zIn − A)−1B + D and D is invertible, then
G(z)−1 = −D−1C(zIn − (A − BD−1C))−1BD−1 + D−1.  (2.9)
3. Cancelling poles
Definition 3.1. Let G(z) be a p × m rmvf. A proper m × m rmvf (z), that is J-
inner w.r.t. + is called a minimal pole conjugator of G(z) w.r.t. a subset  of C
if
(a) Mπ(G;) = 0 and
(b) Mcdeg() = Mπ(G;).
In this article, the set  referred to in the preceding definition will usually be chosen
equal to either + or −, or to the closure of one of these sets.
Remark 3.2. If G(z), is a proper rmvf with minimal realization
G(z) = C(zIn − A)−1B + D and σ(A) ∩ iR = ∅, (3.1)
then the existence of a conjugator (z) does not depend on C or on D; see Section
4.1 of [3]. In other words, (z) is a minimal pole conjugator of the rmvf G(z) with
minimal realization (3.1) w.r.t.  if and only if
(a) Mπ((zIn − A)−1B;) = 0.
(b) Mcdeg() = #(σ (A) ∩ ), counting multiplicities.
The main results on pole cancellation are summarized in the following theorem,
which is adapted from [5] and is discussed in detail in [3]:
Theorem 3.3. Let (A,B) be a controllable pair such that
σ(A) ∩ iR = ∅. (3.2)
Then:
(1) There exists at most one Hermitian solution X to the Riccati equation
XA + A∗X − XBJB∗X = 0 (3.3)
such that Â = A − BJB∗X is stable (anti-stable). If such a solution exists,
then it will be denoted by the symbol Rst(A,B) (Rast(A,B)).
(2) There exists a minimal pole conjugator (z) of the pair (A,B) w.r.t. +
(−) if and only if there exists a positive semidefinite matrix X = Rst(A,B)
(X = Rast(A,B)).
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In this case every such  is of the form
(z) = −JB∗(zIn + A∗)−1XB + Im = −JB∗X(zIn − Â)−1B + Im (3.4)
up to multiplication on the right by a J-unitary constant matrix. Moreover, if
G(z) = C(zIn − A)−1B + D,
then
G(z)(z) = (C − DJB∗X)(zIn − Â)−1B + D. (3.5)
Lemma 3.4. If X = Rst(A,B) (Rast(A,B)) and T is any invertible matrix of the
same size as X, then T ∗XT = Rst(T −1AT, T −1B) (Rast(T −1AT, T −1B)).
4. Cancelling zeros
The principle for cancelling zeros is that if F(z) is a p × m full-rank rmvf and
F˜ (z) is either a right or a left inverse of F(z) (i.e., F(z)F˜ (z) = Ip if p  m,
F˜ (z)F (z) = Im if p  m), then z0 ∈ C is a pole of F˜ (z) if z0 is a zero of F(z).
Roughly speaking, this principle enables us to obtain a conjugator for zeros from a
conjugator of poles.
4.1. Minimal J-inner stabilizing conjugator
Definition 4.1. Let G(z) be a p × m rmvf. A proper J-inner m × m rmvf (z) is
said to be a minimal zero conjugator of G(z) w.r.t. + if
(a) Mζ (G;+) = 0 and
(b) Mcdeg() = Mζ (G;+).
If G(z) has no zeros on iR, then + can be replaced by + in (a) and (b) of the
preceding definition.
A pole can be easily located since z0 is a pole of G(z) if and only if z0 is a pole
of some entry of G. The problem of locating zeros is more delicate. The next lemma
provides a useful condition.
Lemma 4.2. Let G(z) be a full-rank p × m rmvf.
(a) If p  m and limz→z0 G(z)u = 0 for some nonzero vector u ∈ Cm, then z0 is
a zero of G(z).
(b) If p  m and limz→z0 v∗G(z) = 0 for some nonzero vector v ∈ Cp, then z0 is
a zero of G(z).
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Proof. In setting (a), the local SM-form (2.1)–(2.3) of G(z) at z0 is
(z) =
[
D(z)
O(p−m)×m
]
,
where
D(z) = diag{(z − z0)k1 , . . . , (z − z0)km}
and k1  · · ·  km. Thus, with the help of formula (2.1), it is readily shown that
lim
z→z0
G(z)u = 0 ⇐⇒ lim
z→z0
D(z)F (z)u = 0.
Moreover, if km  0, then D(z)−1 is a polynomial matrix that tends to a finite limit
as z → z0. Thus,
F(z0)u = lim
z→z0
D(z)−1D(z)F (z)u
= lim
z→z0
D(z)−1 lim
z→z0
D(z)F (z)u = 0,
which contradicts the assumption that the vector u is nonzero (since F(z0) is invert-
ible). Therefore, (a) holds. The proof of (b) is similar. 
The converse to Lemma 4.2 is true if G(z) is holomorphic at the point z0, but
may fail if z0 is both a zero and a pole of G(z). If, for example,
G(z) =
[
z−1 0
0 z
] [
1 z
z 1
]
=
[
z−1 1
z2 z
]
and u =
[
a
b
]
,
then
G(z)u =
[
az−1 + b
az2 + bz
]
.
Consequently,
lim
z→0 G(z)u = 0 ⇒ u = 0,
i.e., 0 is a zero of G(z) but there does not exist a nonzero vector u such that
limz→0 G(z)u = 0.
In particular, Lemma 4.2 implies that if G(z) is a full-rank p × m rmvf such that
every entry in a certain column (row) of G(z) vanishes at z0 when p  m (p  m),
then z0 is a zero of G(z). The next lemma generalizes this conclusion.
Lemma 4.3. Let G(z) be a full-rank p × m rmvf and let z0 ∈ C.
(a) If p  m and if for some 0  i  m − 1 there is a (p − i) × (1 + i) submatrix
Ĝ(z) of G(z), all of whose entries vanish at z0, then z0 is a zero of G(z).
(b) If p  m and if for some 0  i  p − 1 there is a (1 + i) × (m − i) submatrix
Ĝ(z) of G(z), all of whose entries vanish at z0, then z0 is a zero of G(z).
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Proof. Suppose that p  m. By interchanging rows and columns, we can assume
that G =
[
Ĝ G12
G21 G22
]
. Then, by performing elementary operations on the last i
rows and on the first i + 1 columns, we obtain a new rmvf
G˜(z)
z0∼
[
G˜11(z) G12(z)
G˜21(z) G˜22(z)
]
,
where G˜11(z0) = 0(p−i)×(1+i) and G˜21(z) is the local SM-form of the i × (i + 1)
rmvf G21(z) at z0. Therefore, the (i + 1)th column of G˜(z) also vanishes at z0. Thus,
by Lemma 4.2, z0 is a zero of G˜(z) and so too of G(z).
The case p  m follows similarly or by passing to transposes. 
Lemma 4.4. Let G(z) be a p × m rmvf of full-rank r, let H(z) be an m × m rmvf
of full-rank and assume that z0 is a zero of G(z) with zero multiplicities k1, . . . , k
but that z0 is not a zero of G(z)H(z). Then z0 is a pole of H(z) and the indices
t1  · · ·  tm in the local SM-form of H(z) = E2(z)2(z)F2(z) at z0 are subject to
the constraints
tj + k−j+1  0 for j = 1, . . . , .
Proof. Suppose first that p  m, let e1, . . . , ep denote the standard basis for Cp
and let s1  · · ·  sp denote the indices in the local SM-form at z0 of G(z) =
E1(z)1(z)F1(z). Then
sj  0 for j = 1, . . . , p − 
and
sp−j = k−j > 0 for j = 0, . . . ,  − 1.
Therefore, if
sp + t1 > 0,
then the bottom row
lim
z→z0
e∗p1(z)F1(z)E2(z)2(z) = 0
and hence, in view of Lemma 4.2, z0 is a zero of 1(z)F1(z)E2(z)2(z) and so
too of G(z)H(z), which contradicts the hypothesis of the lemma. Thus, we have
established the inequality
sp−j+1 + tj  0 for j = 1.
If the inequality also holds for j = 2, . . . , , then we are finished. If not, then
there exists a smallest positive integer i between 2 and  for which it fails. Let
1F1E2 =
[
X11 X12
X21 X22
]
,
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where X21 is a block of size i × (i − 1). Then there exists an i × i unimodular matrix
V (z) such that the top row of V (z)X21(z) is identically equal to zero. Moreover,
since every nonidentically vanishing entry in V (z)X22(z) has a zero of order at least
sp−i+1 at z0, it follows that
lim
z→z0
e∗p−i+1
[
Ip−i 0
0 V (z)
]
1(z)F1(z)E2(z)2(z) = 0.
Therefore, by Lemma 4.2, z0 is a zero of[
Ip−i 0
0 V (z)
]
1(z)F1(z)E2(z)2(z)
and so too of1(z)F2(z)E2(z)2(z) and of G(z)H(z). But this contradicts the given
hypotheses of the lemma. This completes the proof for p  m.
If p > m and if the local SM-form of G(z) at z0 is G(z) = E(z)(z)F (z), then
E(z)−1G(z) =
[
Ĝ(z)
0
]
,
where Ĝ(z) is an m × m regular rmvf. It is easy to verify that G(z) and Ĝ(z) have
the same indices in their local SM-form at z0. The same holds for GH and ĜH at z0.
The lemma now follows from the case p = m. 
Remark 4.5. Lemma 4.4 implies that if(z) is a minimal zero conjugator of a full-
rank rmvf G(z) w.r.t. +, then every zero z0 of G(z) in + is cancelled by a pole
of (z) at z0. Moreover, if k1  · · ·  kr are the zero multiplicities of G at z0, then
(z) has at least r pole multiplicities at z0, i.e., if t1  · · ·  tr are the first r indices
in the local SM-form of  at z0, then −ti  ki , 1  i  r . In particular,
Mπ(; z0)  Mζ (G; z0)
and consequently,
Mπ(;+)  Mζ (G;+).
Therefore,
Mcdeg() = Mπ(;C)  Mπ(;+)  Mζ (G;+). (4.1)
Thus, we see that the McMillan degree of a minimal zero conjugator(z) of a rmvf
G(z) w.r.t. + is indeed minimal and that the poles of (z) coincide with the zeros
of G(z) in + and the multiplicity of each pole of (z) is equal to the multiplicity
of the corresponding zero of G(z) in +.
Remark 4.6. The requirement in Definition 4.1 that G have no zeros on iR is needed
in general for the existence of a conjugator. Indeed, since
−1(z) = J#(z)J = J(−z¯)∗J
by (2.7), a point z0 is a zero (pole) of (z) if and only if −z0 is a pole (zero) of
(z) (and if s1  · · ·  sm are the indices in the local SM-form of (z) at z0, then
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−sm  · · ·  −s1 are the indices in the local SM-form of (z) at −z0). Thus, if
G(z) has zero z0 ∈ iR, then, by Lemma 4.4, z0 is a pole of (z) and z0 = −z¯0 is
also a zero of(z). So, in general, we get a new zero for (G)(z), instead of the one
that was cancelled (see, e.g., [3, Remark 3.5]). The requirement (3.2) is imposed in
Theorem 3.3 for analogous reasons.
4.2. A necessary and sufficient condition for existence of minimal zero
conjugator for regular full-rank tall rmvf
Let p  m and let G(z) be a p × m full-rank rmvf that does not have zeros on
iR. Then there is a unimodular p × p rmvf W(z) such that
WG =
[
Ĝ
0
]
, (4.2)
where Ĝ(z) is a regular m × m rmvf without zeros on iR. Since W is unimodular,
G and Ĝ share the same minimal zero conjugators w.r.t. +. Moreover, since Ĝ(z)
is regular, the zeros of Ĝ(z) correspond to the poles of Ĝ(z)−1 and the right half
plane zeros of Ĝ(z) are in one to one correspondence with the left half plane poles
of Ĝ#(z)−1. Therefore, since
(z) is J -inner w.r.t. + ⇐⇒ −#(z) is J -inner w.r.t. +
and (as (z) is proper)
Mcdeg(z) = Mcdeg−#(z),
it is readily seen that(z) is a minimal zero conjugator of Ĝ(z) w.r.t.+ if and only
if −#(z) is a minimal pole conjugator of Ĝ#(z)−1 w.r.t. −.
Observe that the operations (z) → −1(z) and (z) → #(z) commute, so
we can freely write −#(z) instead of ((z)−1)# or (#(z))−1. The same remark
applies to the regular rmvf Ĝ(z). Note also that Ĝ−#(z) has no poles on iR since G
has no zeros there.
Our next objective is to find a proper rmvf that has the same pole structure as
Ĝ−#(z) in −. If Ĝ−#(z) is not proper, and if k is the largest order of a pole at
infinity of any entry in Ĝ−#(z), then we apply one of the following schemes:
(I) Cut the polynomial part of Ĝ−#(z) to obtain a proper rmvf G1(z).
(II) Set G2(z) = (z − 1)−kĜ−#(z).
The minimality property of a minimal zero conjugator(z) of G(z) w.r.t.+ (Defi-
nition 4.1) implies that−#(z) is analytic in−, and thus, for i = 1, 2, Gi(z)−#(z)
has a pole at z0 ∈ − if and only if Ĝ−#(z)−#(z) has a pole at z0. Moreover, by
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Lemma 4.7, which is given below, neither of the operations (I) or (II) changes the
pole multiplicities in −.
Lemma 4.7. Let G(z) be a p × m rmvf and let z0 ∈ C. If A(z) is a p × m rmvf that
is analytic at z0 and T (z) is a p × p rmvf that is analytic and invertible at z0, then
the three rmvf’s G(z),G(z) + A(z), and T (z)G(z) have the same pole multiplicities
in their local SM-form at z0.
Proof. The fact that T (z)G(z) and G(z) have the same pole (and zero) multiplicities
at z0 follows from the uniqueness of the local SM-form at z0. The fact that G(z) and
G(z) + A(z) have the same pole multiplicities at z0 is established by comparing
the local SM-form of G(z) + A(z) with that of G(z) at z0. It suffices to verify the
assertion for the case that only one entry in A(z) is not identically zero. 
The last lemma can also be proved by the theory of pole structure.
Theorem 3.3 yields the following result:
Theorem 4.8. Let p  m and let G(z) be a full-rank p × m rmvf that does not have
zeros on iR. Let Ci(zIni − Ai)−1Bi + Di be a minimal realization of the proper
rmvf Gi(z), i = 1, 2, that is constructed by (I) and (II) above, respectively. Then
there exists a minimal zero conjugator of G(z) w.r.t. + if and only if there exists a
positive semidefinite matrix Xi = Rast(Ai, Bi). If this condition is met, then the sta-
ble parts of (A1, B1) and (A2, B2) are left similar and the minimal zero conjugator
of G(z) is uniquely specified by the formulas
(z) = i (z) = −B∗i Xi(zIni − Âi)−1BiJ + Im
= −B∗i (zIni + A∗i )−1XiBiJ + Im (4.3)
up to multiplication on the right by a J-unitary constant matrix, where Âi = Ai −
BiJB
∗
i Xi is anti-stable.
Proof. The formula for the rmvfi (z) is obtained from the relationi (z) = ˜−#i (z),
where ˜i (z) is a minimal pole conjugator of Gi(z) w.r.t. − and the well-known
identity
(G(zI − E)−1F + H)−#
= H−∗F ∗(zI − (G∗H−∗F ∗ − E∗))−1G∗H−∗ + H−∗ (4.4)
where E,F,G are of appropriate sizes and H is invertible, and we get the (unique)
conjugator with(∞) = Im. Thus, in this case,1(z) = 2(z). This means that
it does not matter whether we invoke (I) or (II) above. Indeed, by Remark 3.2, Ci
and Di have no effect on the existence of (or the formula for) the conjugator i and
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thusi may be called a minimal pole conjugator of (Ai, Bi) w.r.t.−. Moreover, in
[3, Theorem 4.5], it was shown (as expected) thati depends only on the stable part
of (Ai, Bi), i.e., if
S−1i AiSi =
[
A
(i)
−
A
(i)
+
]
and S−1i Bi =
[
B
(i)
−
B
(i)
+
]
for i = 1, 2,
where σ(A(i)− ) ⊂ −, σ(A(i)+ ) ⊂ + and the last decomposition is conformal w.r.t.
the block decomposition of S−1i AiSi , then i is a minimal pole conjugator of the
pair (Ai, Bi) w.r.t. − if and only if i is a minimal pole conjugator of the pair
(A
(i)
− , B
(i)
− ) w.r.t. −. By pole structure theory [1, chap. 3], it can be shown directly
that the stable parts of (A1, B1) and of (A2, B2) are left similar, i.e., there is a unique
T such that T −1A(1)− T = A(2)− , T −1B(1)− = B(2)− . Lemma 3.4 implies that formula
(4.3) is invariant under (left) similarity of (Ai, Bi) and hence, asi (z) depends only
on the stable part of (Ai, Bi), it is invariant under (left) similarity of (A(i)− , B(i)− ).
Since (A(1)− , B
(1)
− ) is similar to (A
(2)
− , B
(2)
− ), we have obtained another proof that
1(z) = 2(z). (The similarity between (A(1)− , B(1)− ) and (A(2)− , B(2)− ) can also be
deduced by invoking null structure theory (see [3, Theorem 4.10]).) 
In the special case that the rmvf G(z) is proper and invertible at infinity, the pre-
vious theorem is applicable directly:
Corollary 4.9. Let G(z) = C(zIn − A)−1B + D be a minimal realization, and as-
sume that D is invertible and that σ(A − BD−1C) ∩ iR = ∅. Then there exists a
minimal zero conjugator of G(z) w.r.t. + if and only if there exists a positive
semidefinite matrix X = Rast(C∗D−∗B∗ − A∗, C∗D−∗). In this case the normalized
conjugator  is uniquely specified by the formula
(z) = −D−1CX(zIn − Â)−1C∗D−∗J + Im
= −D−1C(zIn − (A − BD−1C))−1XC∗D−∗J + Im,
where Â = C∗D−∗B∗ − A∗ − C∗D−∗JD−1CX is anti-stable. Moreover,
G(z)(z) = C(zIn − A)−1(B − XC∗D−∗J ) + D. (4.5)
Proof. This corollary follows directly from Theorem 4.8. One has just to observe
that in this case G(z) = Ĝ(z) in (4.2) and to use formula (4.4) both to calculate
G−#(z) and (z) = ˜−#(z), where ˜(z) is the minimal pole conjugator of G−#(z)
w.r.t. − given by (3.4). Formula (4.5) for G follows from the identities
G(z)(z) = ([G−#−#]#(z))−1 = ([G−#˜]#(z))−1,
and G−#(z)˜(z) is obtained from (3.5). 
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Our next goal is to count the number of poles of G. But first we need some
preparation.
Lemma 4.10. Let G(z) be a p × m rmvf of full-rank r = min{p,m}, and let k1 
· · ·  kr denote the indices in the local SM-form of G(z) at z0. Let Ĝ(z) denote the
rmvf that is obtained from G(z) by either multiplying one column of G(z) by z − z0
if p  m or by multiplying one row of G(z) by z − z0 if p  m (but not both), and
let kˆ1  · · ·  kˆr denote the indices in the local SM-form of Ĝ(z) at z0. Then
kˆj  kj and
r∑
j=1
kˆj = 1 +
r∑
j=1
kj ,
i.e., only one index is changed, and it increases by 1.
Proof. Suppose first that p  m. If m = 1, then the lemma is obvious, so assume
m > 1. Let Ĝ(z) = [gˆij (z)] denote the matrix that is obtained from G(z) = [gij (z)]
by multiplying each entry in the th column by z − z0 and let gˆµν(z) denote an entry
in Ĝ(z) for which
n(gˆµν; z0)  n(gˆij ; z0) for i = 1, . . . , p, j = 1, . . . , m.
In this selection we shall always choose ν =  if possible. Thus,
ν /=  ⇒ n(gˆµν; z0) < n(gˆi; z0) for i = 1, . . . , p.
Starting from Ĝ, successive application of the rules
Ri → Ri − gˆiν
gˆµν
Rµ, i = 1, . . . , p, i /= µ,
followed by a permutation of the first row with the µth row and a permutation of the
νth column with the first column produces a new matrix of the form[
gˆµν ∗
0 Ĝ(1)
]
z0∼
[
gˆµν 0
0 Ĝ(1)
]
.
The last equivalence holds because n(gˆµν, z0)  n(f, z0) for every entry f (z) in the
top row of the matrix on the left.
In the next step, there are two cases to consider: ν =  or ν /= .
If ν = , then, since
Ri(Ĝ) − gˆiν
gˆµν
Rµ(Ĝ) = Ri(G) − giν
gµν
Rµ(G) for i = 1, . . . , p,
and
n(gµν; z0)  n(gij ; z0) for i = 1, . . . , p and j = 1, . . . , m,
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it is readily checked by applying the same set of transformations to G(z) that were
applied to Ĝ(z) that the local SM-form of G(z) at z0 is the same as the local SM-form
of [
gµν(z) 0
0 Ĝ(1)(z)
]
at z0. Therefore, since gˆµν(z) = (z − z0)gµν(z), the proof is complete if ν = .
If ν /= , then gˆµν(z) = gµν(z),
Ĝ(z)
z0∼
[
gµν(z) 0
0 Ĝ(1)(z)
]
and G(z)
z0∼
[
gµν(z) 0
0 G(1)(z)
]
,
where Ĝ(1)(z) may be obtained from G(1)(z) by multiplying one of its columns
by (z − z0). Thus, we have returned to the starting point, but with full-rank matri-
ces G(1)(z) and Ĝ(1)(z) of size (p − 1) × (m − 1). Therefore, the previous pro-
cedure can be iterated until there exists an entry in Ĝ(t)(z) =
[
gˆ
(t)
ij
]
, i = 1, . . . ,
p − t , j = 1, . . . , m − t in the column that was multiplied by (z − z0) that mini-
mizes n(gˆ(t)ij , z0). If this happens for t < m − 1, then
Ĝ(z)
z0∼

aˆ1 0
.
.
.
aˆt
0 Ĝ(t)
 and G(z) z0∼

a1 0
.
.
.
at
0 G(t)
 ,
where aˆj (z) = aj (z) for j = 1, . . . , t − 1; aˆt (z) = (z − z0)at (z) and Ĝ(t)(z)
= G(t)(z). If this happens for t = m − 1, then aˆj (z) = aj (z) for j = 1, . . . , m − 1
and Ĝ(m−1)(z) = (z − z0)G(m−1)(z). In either case it is easily seen that the desired
conclusion prevails. This completes the proof for p  m. The proof for p < m can
be handled in much the same way, or by passing to transposes. 
Remark 4.11. If a column (or row) of a full-rank rmvf G(z) is multiplied by
(z − z0)s , where s is an integer and s > 1, then the sum of the indices in the local
SM-form of G(z) will increase by s. However, in contrast to the case s = 1, more
than one index may change as a result of this multiplication. If, for example,
G(z) =
[
1 z−1
0 1
]
and Ĝ(z) = G(z)
[
1 0
0 z2
]
=
[
1 z
0 z2
]
,
then the local SM-forms of G(z) and Ĝ(z) at z = 0 are
(z) =
[
z−1 0
0 z
]
and ̂(z) =
[
1 0
0 z2
]
,
respectively.
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As a by-product of the preceding analysis, we obtain the following conclusions:
Corollary 4.12. If (z) is a minimal zero conjugator of a p × m rmvf G(z) w.r.t.
+, and if G(z) has no zeros on iR and p  m, then:
(1) Mπ(G;C)  Mπ(G;C) with equality if no pole of G(z) in − is a zero of
(z).
(2) If G(z) is a proper rmvf, and if σ(A ∩−) ∩ σ(−(A − BD−1C)∗) = ∅, then
equality holds in (1) and the realization (4.5) for G(z)(z) is minimal.
4.3. Sufficient conditions for the existence of a conjugator for full-rank wide rmvf’s
The main aim of this section is to find sufficient conditions for the existence
of a minimal zero conjugator of G(z) w.r.t. + when G(z) is a full-rank p × m
rmvf without zeros on iR and p < m. We shall need the following preliminary
result.
Lemma 4.13. Let G1(z) and G2(z) be rmvf’s of sizes p × m and m × p, respec-
tively, such that either G1(z)G2(z) = Ip or G2(z)G1(z) = Im. Let r = min(p,m),
let s1, . . . , sr and t1, . . . , tr denote the indices of the local SM-forms of G1(z) and
G2(z) at z0 ∈ C, respectively, and suppose that sr−  0 and sr−+1 > 0 for some
integer , 1    r. Then
tj + sr−j+1  0 for j = 1, . . . , .
Consequently, the zeros of G1(z) at z0 are compensated by the poles of G2(z) at
z0 and
Mζ (G1; z0)  Mπ(G2; z0).
Proof. Suppose first that p  m. Then for j = 1, 2
Gj(z) = Ej(z)j (z)Fj (z),
where
1(z) =
[
D1(z)
0
]
, 2(z) =
[
D2(z) 0
]
,
D1(z) = diag{(z − z0)s1 , . . . , (z − z0)sm}
and
D2(z) = diag{(z − z0)t1 , . . . , (z − z0)tm}.
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By assumption,
2(z)F2(z)E1(z)1(z) = E2(z)−1F1(z)−1
is holomorphic and invertible in a neighborhood of z0. Let
W(z) = [Im 0m×(p−m)]F2(z)E1(z) [ Im0(p−m)×m
]
denote the upper left hand m × m corner of F2(z)E1(z). Then the m × m rmvf
D2(z)W(z)D1(z) =2(z)F2(z)E1(z)1(z) is holomorphic and invertible in a neigh-
borhood of z0. By assumption sm > 0. Therefore, if t1 + sm > 0, then tj + sm > 0
for j = 1, . . . , m and hence every entry in the last column of D2(z)W(z)D1(z) has
a zero at z = z0. Thus, by Lemma 4.3 (or Lemma 4.2), D2(z)W(z)D1(z) has a
zero at z0, contrary to assumption. Suppose next that t1 + sm  0 but t2 + sm−1 > 0.
Then, all nonidentically vanishing entries in the lower right hand (m − 1) × 2 block
of D2(z)W(z)D1(z) will be equal to zero at z0. Another application of Lemma
4.3 shows that this too leads to a contradiction. Continuing this way, we see that
tj + sm−j+1  0 for j = 1, . . . , , as claimed.
The proof for p  m is similar. 
Remark 4.14. The role of poles and zeros in the last lemma cannot be interchanged.
A pole of G1 at z0 can sometimes be cancelled in the product of G2G1 even though
G2 does not have a zero at z0, as in the product of the mvf’s
G1(z) =
[
1
z−1
]
and G2(z) =
[
1 0
]
considered at the point z0 = 0.
Theorem 4.15. Let p  m, and let G(z) be a full-rank p × m rmvf without zeros
on iR. Let G1(z) = C1(zI − A1)−1B1 be the rmvf that is obtained from G(z) by
method I and assume that the indicated realization is minimal. Suppose there exists
a positive semidefinite matrix X = Rast(A1, B1). Then
(z) = −B∗1X(zIn − Â1)−1B1J + Im = −B∗1 (zIn + A∗1)−1XB1J + Im
(4.6)
is a minimal zero conjugator of G(z) w.r.t. +.
Proof. Every p × m rmvf G(z) of rank p admits a right inverse G˜(z), such that
Mζ (G, z0) = Mπ(G˜, z0) at every point z0 ∈ C. Moreover, by Lemma 4.13, the zero
multiplicities of every zero z0 of G in + are equal to the pole multiplicities of
z0 as a pole of G˜. One way to construct such a right inverse G˜(z) is by the global
Smith–McMillan form of G(z). Thus, if G(z) = U(z)(z)V (z) as in (2.4)–(2.6),
define
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G˜(z) = V (z)−1

1
ϕ1(z)
.
.
.
1
ϕp(z)
O(m−p)×p
U(z)−1. (4.7)
Now let (G˜#(z))pol be the polynomial part of G˜#(z) and set
Ĝ(z) = G˜#(z) − (G˜#(z))pol.
The rmvf Ĝ(z) is strictly proper. Let a minimal realization of Ĝ be
Ĝ(z) = [C1 C2] (zI − [A1
A2
])−1 [
B1
B2
]
,
where σ(A2) ⊂ iR, and σ(A1) ∩ iR = ∅. Then
G˜#(z) = (G˜#(z))pol + G1(z) + G2(z),
where G1(z) = C1(zI − A1)−1B1 and G2(z) = C2(zI − A2)−1B2. By Lemma 4.7,
the pole multiplicities of every z0 ∈ C \ iR are the same for G1(z) and for G˜#(z).
Suppose now that(z) is a minimal pole conjugator of G1(z) w.r.t.−. By the ana-
lyticity of (z) in −, it follows that G˜#(z)(z) has no poles in −, and therefore
#(z)G˜(z) has no poles in+. Thus, as G(z)−#(z)#(z)G˜(z) = Ip, Lemma 4.13
guarantees that G(z)#(z)−1 has no zeros in +. Moreover, since −#(z) is also
J-inner w.r.t. + and
Mcdeg(−#(z)) = Mcdeg((z)) = Mπ(G˜#;−) = Mζ (G;+),
it is a minimal zero conjugator of G(z) w.r.t. +. The desired conclusion now fol-
lows easily from Theorem 3.3 and formula (4.4). The latter is used in order to calcu-
late (z) from formula (3.4). 
Remark 4.16. In the preceding analysis a formula for (z) was obtained from the
polynomial part of G˜#(z). The same formula will be obtained if one divides G˜#(z)
by a sufficiently high power of z − 1 in order to make it proper, i.e., if method II
(which is described after Lemma 4.7) is invoked instead of method I.
4.4. Zeros of submatrices
Our next main objective is to obtain necessary conditions for the existence of
minimal zero conjugators for wide full-rank rmvf’s. First, however, in this subsec-
tion, we shall establish some inequalities between the number of zeros of certain
submatrices S(z) of a given rmvf T (z) at a given point z0 and the number of zeros
of T (z) at z0.
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We begin with the following preliminary result:
Lemma 4.17. Let a1(z), . . . , ar (z) and b1(z), . . . , br (z) be scalar rational func-
tions, such that ai(z) ≡ 0 for 1  i  r. Set
Ar = diag{a1, . . . , ar} and Br =
[
Ar br
]
, where br =
b1...
br
 .
Then for any z0 ∈ C, Mζ (Br ; z0)  Mζ (Ar ; z0).
Proof. The proof proceeds by induction. For r = 1 the lemma is obvious. Assume
the lemma is true for r = k and consider the (k + 1) × (k + 2) matrix
Bk+1 =

a1 b1
0
.
.
.
...
0
ak bk
ak+1 bk+1

.
If for some i, 1  i  k + 1, n(bi; z0)  n(ai; z0), then bi/ai is analytic at z0 and
the elementary column operation Ck+2 → Ck+2 − (bi/ai)Ci forces the (i, k + 2)
entry to be identically zero. Therefore, we can assume that for every 1  i  k + 1
n(bi; z0) < n(ai; z0). (4.8)
(Of course, we can assume that not every bi is identically zero, since in this
case the lemma is immediate.) Without loss of generality, we may assume that
n(bk+1; z0)  n(bi; z0), 1  i  k. Next, the elementary column operation Ck+1
→ Ck+1 − (ak+1/bk+1)Ck+2 followed by the elementary row operations
Ri → Ri − (bi/bk+1)Rk+1 for every 1  i  k, yield the matrix
B̂k+1 =

a1 bˆ1 0
0
.
.
.
...
...
0
ak bˆk 0
0 · · · 0 0 bk+1

=

0
B̂k
...
0
0 · · · 0 bk+1
 ,
where B̂k denotes the upper left hand k × (k + 1) block of B̂k+1. Therefore, since
Mζ (B̂k; z0)  Mζ (Ak; z0) and Mζ (bk+1; z0)  Mζ (ak+1; z0), by the induction assu-
mption and (4.8) for i = k + 1, respectively, it is readily seen that
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Mζ (B̂k+1; z0)=Mζ (B̂k; z0) + Mζ (bk+1; z0)  Mζ (Ak; z0) + Mζ (ak+1; z0)
=Mζ (Ak+1; z0),
as needed to complete the proof. 
Theorem 4.18. Let T (z) be a full-rank n ×  rmvf, and let S(z) be a submatrix of
T (z) with
n rows if n > ,
 columns if n < ,
either n columns or n rows if n =  (and hence S(z) = T (z)),
i.e., up to permutation of columns or rows, respectively,
T = [S R] if n   and T = [S
R
]
if n  .
Then for any point z0 ∈ C,
Mζ (S; z0)  Mζ (T ; z0).
Proof. Suppose first that T =
[
S
R
]
, where R is 1 × . Then, by performing elemen-
tary column operations on T, we see that
T =
[
S
R
]
z0∼
[
Ŝ
0 · · · 0 f
]
and S z0∼ Ŝ.
Next, elementary operations on rows 1, 2, . . . , r and columns 1, . . . ,  − 1, yield the
equivalence[
Ŝ
0 · · · 0 f
]
z0∼
[
0 Ar b
0 0 f
]
and Ŝ
z0∼ [0 Ar b] ,
where
Ar = diag{a1, . . . , ar} is of rank r and b =
b1...
br
 .
There are two cases to consider.
(a) If n(f ; z0)  n(bi; z0) for every i, 1  i  r , then[
0 Ar b
0 0 f
]
z0∼
[
0 Ar 0
0 0 f
]
.
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Therefore,
Mζ
([
S
R
]
; z0
)
= Mζ (Ar ; z0) + Mζ (f ; z0)  Mζ (Ar ; z0)
and, by Lemma 4.17,
Mζ (Ar ; z0)  Mζ
([
Ar b
] ; z0) = Mζ (S; z0).
(b) If n(f ; z0) > n(bi0; z0) for some i0, 1  i0  r , then there exists an integer
t > 0 such that n((z − z0)−t f ; z0)  n(bi; z0) for i = 1, . . . , r . Thus, as
Mζ (T ; z0) = Mζ
([
Ar b
0 f
]
; z0
)
 Mζ
([
Ar b
0 (z − z0)−t f
]
; z0
)
by Lemma 4.10, the desired conclusion now follows from (a).
The previous analysis shows that if one row is removed from a full-rank wide
matrix T, then the new matrix T ′ is also a full-rank wide matrix and
Mζ (T
′; z0)  Mζ (T ; z0).
Therefore, the procedure can be iterated to yield the asserted conclusions for wide
full-rank matrices. The case of full-rank tall matrices can be handled by passing to
transposes. 
Remark 4.19. Lemma 4.17 played a key role in the proof of Theorem 4.18. It can
also be used to prove Lemma 4.13.
4.5. Necessary conditions for the existence of minimal zero conjugators for
full-rank wide rmvf’s
Lemma 4.20. Let G(z) be a full-rank p × m rmvf with p < m that has no zeros
on iR, and assume that (z) is a minimal zero conjugator of G(z) w.r.t. +. Then
there exists a regular m × m rmvf G0(z) such that:
(1) Mζ (G0; z0) = Mζ (G; z0) for every point z0 ∈ +.
(2) (z) is a minimal zero conjugator of G0(z) w.r.t. +.
Proof. The first step is to find an (m − p) × m rmvf H(z) such that the m × m rmvf
Ĝ(z) =
[
(G)(z)
H(z)
]
is regular and has no zeros in +. Such a rmvf H(z) can be found by first using the
global SM-form of (G)(z) to write
G = U [ 0]V,
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with
 = diag{ϕ1, . . . , ϕp}
as in (2.4)–(2.6), and then setting
H(z) = [0 Im−p]V
to get
Ĝ =
[
U 0
0 Im−p
]
V =
[
U 0
0 Im−p
] [
 0
0 Im−p
]
V.
Clearly, Ĝ(z) has no zeros in +, since (z) has no zeros in +.
Our next objective is to show that Mζ (G; z0) = Mζ (Ĝ−1; z0) for every point
z0 ∈ +.
Let z0 ∈ +. If z0 is not a zero of G, then by the minimality of, z0 is not a pole
of . Moreover, since Ĝ = Ĝ−1, Lemma 4.4 guarantees that z0 is not a zero of
Ĝ−1. Thus, the zeros of Ĝ−1 in + are a subset of the zeros of G in +, and,
in particular, they do not belong to iR. Let z0 ∈ + be a zero of G. By Theorem
4.18, Mζ (Ĝ−1; z0)  Mζ (G; z0). But as z0 is also a pole of with Mπ(; z0) =
Mζ (G; z0), Lemma 4.4 implies that Mζ (Ĝ−1; z0) = Mζ (G; z0). Therefore, by
Definition 4.1,  is a minimal zero conjugator w.r.t. + of the regular m × m rmvf
G0 = Ĝ−1. 
Next, following much the same procedure that was used in Section 4.2 (see The-
orem 4.8), set
G1(z) = G−#0 (z) − (G−#0 )pol(z),
where (G−#0 )pol(z) denotes the polynomial part of G
−#
0 (z). The rmvf G1(z) is strictly
proper and has no poles on iR. Moreover, −#(z) is a minimal pole conjugator of
G1(z) w.r.t. −. Therefore, if the realization
G1(z) = C(zIn − A)−1B (4.9)
is minimal, then, in view of Theorem 3.3, there exists a positive semidefinite matrix
X = Rast(A,B) and the mvf−#(z), normalized to be Im at z = ∞, is given by the
formula
−#(z) = −JB∗(zIn + A∗)−1XB + Im = −JB∗X(zIn − Â)−1B + Im,
where Â = A − BJB∗X is anti-stable. Thus, by (4.4), we obtain the following con-
clusion:
Theorem 4.21. Let G(z) be a full-rank p × m rmvf with p < m that has no zeros
on iR, and assume that(z) is a minimal zero conjugator of G(z) w.r.t.+. Then,
there exists a positive semidefinite matrix X = Rast(A,B) such that
(z) = −B∗X(zIn − Â)−1BJ + Im = −B∗(zIn + A∗)−1XBJ + Im,
where A and B are taken from the realization (4.9) of G1(z) and Â = A − BJB∗X.
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Remark 4.22. In contrast to the case p  m, a full-rank rmvf G with p < m some-
times admits more than one minimal zero conjugator (z) w.r.t. + with (∞) =
I . The next lemma and the example which follows it explain why.
Lemma 4.23. Let G(z) be a p × m rmvf of full-rank r = min(p,m). Then G(z)
has a zero at z0 ∈ C if and only if every r × r regular submatrix of G(z) has a zero
at z0.
Proof. Suppose first that p  m, and let Ĝ(z) be any p × p regular submatrix of
G(z). Then, since the columns of G(z) can be permuted without affecting the zero
structure, we can assume that
G(z) = [Ĝ(z) V1(z) · · ·Vk(z)] , k = m − p.
Since Ĝ(z) is regular, every submatrix of G(z) that contains Ĝ(z) is full-rank. There-
fore, by Lemma 4.17,
Mζ (G; z0)Mζ ([Ĝ V1 · · ·Vk−1]; z0)
 · · ·  Mζ [Ĝ V1]; z0)  Mζ (Ĝ; z0).
Thus, if G(z) has a zero at z0, then so does Ĝ(z).
In order to prove the converse, we use induction on p. The case p = 1 is obvious.
Suppose we have proved the claim for p = k, and let G(z) be a full-rank (k + 1) × m
rmvf (with k + 1  m) such that every (k + 1) × (k + 1) regular submatrix of G(z)
has a zero at z0. Without loss of generality, assume that n(gij ; z0) attains its minimal
value at g11. If n(g11; z0) > 0, we are done. If not, then by performing k elementary
row operations Ri → Ri − gi1g11 R1, 2  i  k + 1 starting from G, we get
G(z)
z0∼ G˜(z) =

g11 g12 · · · g1m
0
... Ĝ
0
 ,
where Ĝ(z) is a full-rank k × (m − 1) rmvf. Since every (k + 1) × (k + 1) regular
submatrix of G˜ has zero at z0 and since n(g11; z0)  0, it is not hard to show that
every k × k regular submatrix of Ĝ has zero at z0, and thus, by the induction assump-
tion, Ĝ has zero at z0. By performing the elementary column operations Cj → Cj −
(g1j /g11)C1 starting from G˜, we get
G˜
z0∼

g11 0 · · · 0
0
... Ĝ
0

and thus, z0 is also a zero of G˜, i.e., a zero of G.
The case where p  m follows by applying transposes. 
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In view of Lemma 4.23, a zero of a full-rank wide rmvf G(z) can be removed by
constructing a (z) that removes it from only one regular p × p subblock. This, as
the following example illustrates, may permit the existence of more than one nor-
malized minimal zero conjugator in this setting.
Example 4.24. Let G(z) =
[
0 z−1
z+1
z−1
z+2
]
and J = diag{1,−1,−1}. Then
the proper J-inner rmvf’s 1(z) = diag{1, z+1z−1 , 1} and 2(z) = diag{1, 1, z+1z−1 } are
both minimal zero conjugators of G(z) w.r.t. +.
Remark 4.25. The nonuniqueness of the conjugator of full-rank wide G may also
be understood as follows: For regular rmvf’s G the minimal pole conjugators of G
w.r.t. + are in 1–1 correspondence with the minimal pole conjugators of G−#(z)
w.r.t. − and the latter are uniquely determined (up to normalization) by G−#(z).
For full-rank tall G we made a reduction to the regular case, without changing the
conjugators (see Section 4.2). For full-rank wide G, we produce (see Section 4.3)
minimal zero conjugators of G w.r.t. + from minimal pole conjugators of G˜#(z)
w.r.t. −, where G˜ is a right inverse to G. Such right inverses are in general not
unique.
4.6. Conjugators for rmvf not of full-rank
Let G(z) be a p × m rmvf not of full-rank without zeros on iR. There is a uni-
modular W such that WG =
[
Ĝ
0
]
where Ĝ is a full-rank wide rmvf.
Clearly, (z) is a minimal zero conjugator of G(z) w.r.t. + if and only if (z)
is a minimal zero conjugator of Ĝ(z) w.r.t.+, and this case can be analyzed by the
results of Sections 4.3 and 4.4.
The distinction between the conclusions for tall and wide full-rank rmvf’s G(z)
stems from the fact that the conjugator (z) multiplies G(z) on the right. If conju-
gation is defined by multiplying G(z) on the left by (z), then the conclusions for
tall and wide rmvf’s would be reversed.
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