Cloud computing offers a wide range of luxuries, such as high performance, rapid elasticity, on-demand self-service, and low cost. However, data security continues to be a significant impediment in the promotion and popularization of cloud computing. To address the problem of data leakage caused by unreliable service providers and external cyber attacks, an enhanced erasure codebased security mechanism is proposed and elaborated in terms of four aspects: data encoding, data transmission, data placement, and data reconstruction, which ensure data security throughout the whole traversing into cloud storage. Based on the mechanism, we implement a secure cloud storage system (SCSS). The key design issues, including data division, construction of generator matrix, data encoding, fragment naming, and data decoding, are also described in detail. Finally, we conduct an analysis of data availability and security and performance evaluation. Experimental results and analysis demonstrate that SCSS achieves high availability, strong security, and excellent performance.
Introduction
High performance, rapid elasticity, on-demand self-service, and low cost, all these luxuries contribute to the popularity of cloud computing [1, 2] . As a new delivery and consumption model of IT services, cloud computing provides incomparably super computing power and huge storage capacity via the Internet. Now, many well-known companies, such as Amazon, Google, Microsoft, and Alibaba, have established their cloud platforms, respectively, to provide various online services. Meanwhile, being the infrastructure of cloud computing, cloud storage [3, 4] has also received extensive attentions from both academic and industrial fields and become a worldwide research hotspot.
Simply, cloud storage is considered as an Internet-based super storage model. Users can access cloud storage platforms by PCs, laptops, mobile phones, and other portable devices anytime and anywhere. Compared with traditional storage model, cloud users only need to pay a small fee but can enjoy unlimited storage spaces and ubiquitous storage services. However, on one side, cloud storage servers may not be completely trustworthy and data may be revealed by service providers because of economic interests and other factors. On the other side, no matter trade secrets or individual privacies, these important data are not only available to cloud users but also to service providers, while users become incapable of controlling their own data due to the separation of data management and ownership in cloud. As a result, some data security threats appear [5] . That is why enterprises are reluctant to deploy their businesses in the cloud even though cloud computing provides a wide range of luxuries. In fact, data security has become one of the major issues which acts 2 Mathematical Problems in Engineering as an obstacle in the promotion and popularization of cloud computing [6] .
Currently, erasure code is widely used in existing cloud storage systems, in which data usually have to go through several procedures, such as data encoding, data transmission, data placement, and data reconstruction. That means the security mechanism should be provided at each process accordingly. Previous researches have paid much attention to the issues of data security in distributed storage systems. However, few of them address the security issues in all of the above-mentioned stages. Therefore, they cannot well satisfy the secure requirements in cloud storage. In this paper, an enhanced erasure code-based security mechanism for cloud storage is presented, which provides data protection in each process of data access. The mechanism can effectively solve the problem of data leakage resulted from incredible cloud service providers and external cyberattacks. On the basis of this mechanism, we implement a secure cloud storage system. It not only offers high data availability, but also ensures strong data security.
The rest of the paper is organized as follows. Section 2 introduces some related work. Section 3 provides an overview of the cloud storage model. Section 4 proposes the erasure code-based security mechanism for cloud storage. The key design issues are elaborated in Section 5, where we describe the data division, construction of generator matrix, data encoding, fragments naming, and data decoding. Performance evaluation and analysis is presented in Section 6. Finally, Section 7 summarizes our conclusions.
Related Work
High availability and strong security are two important properties that most cloud storage services offer today. Replication and erasure code are the two common methods used to achieve high availability [6] [7] [8] . Ma et al. [9] proposed a novel scheme for cloud file system which brought together replication and erasure code. The authors in [10] introduced a cloud storage system named MassCloud. The availability of MassCloud was guaranteed by a strategy combining erasure code, replication, and RAID. Both of them adopted replication and erasure code to varying degrees and offered high availability. However, replication scheme has several deficiencies in data security. First, any intrusion into a replica host node can acquire the data; as to erasure code, it has to concurrently invade multiple nodes. Second, to achieve equivalent data availability, the former needs to consume much more storage resources. Even worse, the more the replicas are created, the easier the data are to be exposed. This further worsens the data security. Third, data may be leaked by cloud service providers and external cyberattacks; even a user realizes the potential risks, he/she cannot destroy all the replicas stored in cloud to minimize the loss. That is to say, cloud user is put in a passive position in this case. As a matter of fact, cloud storage systems are transitioning from replication to erasure code [11, 12] . That is why our security mechanism is designed on the basis of erasure code.
To tackle the problem of data leakage from internal threats in cloud, Xu et al. [13] presented a novel data privacy protection mechanism which partitioned the original data into two blocks: a small one which was deployed locally and a large one which was deployed remotely. This mechanism can resist data breach effectively caused by untrustworthy service providers, but there still exist the following weak points. (1) As all small blocks are stored locally, there is an enhancement in the complexity of data management as well as a reduction in the data availability. (2) Data recovery must be executed in the host nodes of small blocks, which is contrary to the original intention of accessing cloud data anytime and anywhere. This may be unacceptable to cloud users.
Data security issues have also been well studied in the literatures [14] [15] [16] [17] . Prasad et al. [14] proposed a model by utilizing data classification and 3-dimensional authentication approaches. However, since data was stored in plain text in this model, once a user lost his/her credential, the data could be obtained by any unauthorized user. Hwang and Li [15] adopted data coloring method to secure data access at a fine-grained file level. Yang and Jia [16] introduced a privacy-preserving third-party auditing protocol to check the data integrity in cloud. Sood [17] proposed a model by incorporating several techniques, such as SSL (secure socket layer) and MAC (message authentication code), to ensure data security in cloud. It is worthy to point out that data classification, data coloring, third-party audit, and other policies can be combined with the mechanism proposed in this paper to strengthen data security in cloud. Figure 1 , the cloud storage model revolves around the following functional components: cloud metadata server (CMS), cloud storage server (CSS), and cloud client (CC).
The Cloud Storage Model

Three Functional Components. As shown in
In SCSS, all metadata information is maintained at CMS. More often, the CMS is utilized to make a strategic decision on many tasks, such as management of CCs and CSSs, data placement, fault tolerance and recovery, and load balancing. By the way, although the CMS is logically unique, it can be physically organized in master/slave, cluster, P2P, or other architectures for scalability and availability. As is implied by the name, CSS is a software server that mainly performs data storage. Generally, data file is split into stripes of several blocks and delivered to different cloud storage clusters. CC is an entity which has critical data files to be backed up to and recovered from cloud. It relies on cloud for data availability and security. Figure 1 depicts the process of data access in cloud. When a client tries to access cloud data, it firstly sends a request to the CMS (Step 1). Then, the CMS validates the user's credential (Step 2). If the user is authenticated, then the CMS will send some messages to the client and relative CSSs, respectively (Step 3). After that, the client interacts with the appropriate CSSs directly without intervention of the CMS (Step 4). Finally, the client reports its fulfillment to the CMS (Step 5). As data is spread across multiple CSSs, it can be accessed simultaneously, which is manifested in improved system performance.
Process of Accessing Cloud Data.
Erasure Code-Based Security Mechanism for Cloud Storage
Reed-Solomon Erasure Code.
Given an original data file, Reed-Solomon erasure code [6] [7] [8] firstly divides it into fragments of the same size and then encodes them into fragments. Any fragments taken out of the encoded ones can be used to reconstruct the original data file. Meanwhile, it is impossible to obtain any information about any fragment of the original data from less than fragments. Therefore, Reed-Solomon code supports -resistance and ensures high security. This code is customarily referred to as ( , ) ReedSolomon code. Mathematically, ( , ) Reed-Solomon code can be expressed as
In the above equation, = { | 1 ≤ ≤ } is the original data file, = { | 1 ≤ ≤ } is the encoded data file, where and are the corresponding row vectors of the th fragment of and , respectively, and is a generator matrix of ( , ) linear Reed-Solomon code. Proof. Let * be the row vectors consisting of any elements of the encoded data file (i.e., * is composed of any encoded data fragments) and * the corresponding square submatrix of . Obviously, we can infer from (1): * = * ⋅ .
From the assumption, since the submatrix * is linearly independent, then
According to the above equation, the original data file can be reconstructed. Figure 2 , the major design philosophies of the enhanced erasure code-based security mechanism can be described as below.
Enhanced Erasure Code-Based Security Mechanism. As shown in
Step 1. Divide the original data file into fragments ( 1 , 2 , . . . , ).
Step 2. Encode these fragments into fragments ( 1 , 2 , . . . , , +1 , . . . , ).
Step 3. Encrypt the above fragments into encrypted ones ( 1 , 2 , . . . , , +1 , . . . , ) and distribute them to different storage nodes. Original data file Step 4. Take any fragments out of the encrypted ones and decrypt them into fragments ( 1 , 2 , . . . , ) in plain text.
Step 5. Reconstruct the original data file by using (3).
From the above description, cloud data has to go through different steps, so the security mechanism should be provided at each stage. We will discuss the issues in detail in the subsequent sections.
Data Encoding Security
(1) Transparency of the fragment number. When an original file is under dividing, the value of will be produced automatically and thoroughly transparent to users under the condition that it meets users' requirements. Consequently, it will be difficult for attackers to know how many fragments are needed to reconstruct the original data, which enhances the difficulty of data reconstruction.
(2) Randomness and encryption of the generator matrix. We employ random function to yield the generator matrix and encrypt it at the same time. Hence, even if relative fragments have been collected, the original data still cannot be reconstructed for an absence of the generator matrix.
(3) Irrelevance of fragment naming. We use hash function to deal with the naming of encrypted fragments. Thus, it is impossible for attackers to determine the corresponding sequence of each fragment by its name from a great number of fragments; therefore, they are bound to fail to acquire a submatrix strictly in sequence. Meanwhile, due to the irrelevance of fragment naming, it is almost impossible for attackers to spot relevant fragments from massive fragments in cloud storage.
Data Transmission Security.
When data fragments are being transferred from a client to multiple CSSs, they are under the risk of being tampered or intercepted by malicious users. As mentioned above, we have borrowed the ideas of SSL and MAC [17] to ensure data integrity and confidentiality in our cloud storage system.
Data Placement Security.
On one hand, we try to select different storage clusters which are geographically dispersed and systematically heterogeneous, with each cluster being responsible for storing one fragment. On the other hand, as to each storage cluster, we employ hash, round-robin, or other strategies to select proper host nodes. As a result, attackers must at first succeed in intruding heterogeneous clusters and then search for the host nodes of fragments from a wide range of clouds. The dispersal and heterogeneity undoubtedly enhance the difficulty of fragments to be stolen.
Data Reconstruction Security
(1) Session key. When a user requests to recover some data files, the system yields a session key randomly, which will be used for the communication between the user and the host nodes of fragments. For this key contains a specific validity, it can efficiently prevent attackers' continuous attempt of intruding the system for a long time even if it has been captured.
(2) Data decoding key. As shown in Figure 2 , all the fragments have been encrypted before being delivered to host nodes. Thus, even though an attacker has collected fragments, he/she cannot fulfill data decryption and the follow-up data reconstruction due to a lack of the key.
(3) Constraints of access IP and time. For those files which require extremely high-level security, such as business secrets and individual privacies, we can limit the data access by setting up specific IP addresses or time periods. In other words, higher security can be achieved at the expense of losing space and time flexibility to some extent.
Key Design Issues
On the basis of the aforementioned mechanism, we implement a secure cloud storage system (SCSS). SCSS is implemented in C++ (approximately 20,000 lines of code) and currently deployed in the campus network for hosting secure data storage services. We will present the key design issues in this section.
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Data Division.
Suppose that the source file needs to be divided into fragments of the same size, and each fragment is split into multiple segments with the size of StepSize bytes.
To make the file size of be exactly the integer multiple of × , whether a filling is needed depends on the real situation. We denote the filled file size as fileSize, and then the size of each fragment is / . In accordance with the principle of data splitting, each fragment will be split into segments ( = / × ). Let be the th segment of the th fragment; then each fragment can be denoted as an -dimension row vector ( 1 , 2 , . . . , ) , and the source file can be expressed as the following × matrix: 
Construction of Generator Matrix.
As previously mentioned, with regard to a generator matrix of ( , ) linear ReedSolomon erasure code = ( ) × = ( ), any × submatrix * must be invertible. To satisfy the above requirement, previous research usually adopts Vandermonde or Cauchy matrix. However, there are some practical limitations; for instance, the value of is too big to be suitable for small files. Here, we introduce a simple method to yield the generator matrix. We firstly employ the combination of random functions srand() and rand() to generate an × matrix automatically and then check the matrix to ensure its linear irrelevance, where srand() is used to initialize random number generator, ensuring that every generator matrix is different, and rand() is used to produce different elements of a generator matrix. An interesting phenomenon was found in our mass tests (the procedure of matrix generation runs 100,000 times, with the value of ranging from 3 to 20 and being two times of ), all the × submatrixes of the generator matrixes produced by employing the above method could ensure the linear irrelevance. The value range of the elements of the matrix will be explored in the next section.
Data Encoding.
As can be seen from (1), the matrix of the encoded data file can be gotten by multiplying the matrix of the source data file and the generator matrix as follows:
In the above matrix , each element is a segment and each row vector is an encoded fragment.
Taking the efficiency and complexity of implementation into consideration, the value of StepSize takes 3; that is, each segment takes 3 bytes. We use a variable of unsigned long type to store a segment and set the high byte zero. Let MaxStep be the maximum value (2 24 -1) of the variable. We also use another variable of long type to store an encoded segment and let MaxExtend be the variable's maximum value (2 31 -1). Thus we can get / ≈ 128. Now, we will investigate the value range of the elements of a generator matrix. Taking the element 11 of the matrix as an example, the following inequation always holds only if
Since the maximum value of 1 is MaxStep, if 1 ≤ / × , then the above inequality is constantly valid. Hence, the maximum value of an element of a generator matrix should be less than / × ≈ 128/ . Meanwhile, the elements on the diagonal of the matrix cannot be zero, so the value range of the elements of a generator matrix is { | ∈ [−Floor(128/ ), Floor(128/ )] ∧ ∈ ∧ ̸ = 0}; here Floor means rounding down.
Fragments Naming.
To prevent unauthorized users from obtaining enough relative fragments and the corresponding submatrix * strictly in sequence, we use the follow-up method to produce fragments' names:
where denotes the filename of the th fragment, is the session key as described in Section 4.2.4, and V is a 128 bit vector, which can be an amalgam of some properties of the original data file, such as file size, suffix, and creation time. (3) indicates that data decoding can be achieved once the corresponding submatrix of fragments is invertible. Given fragments and the corresponding submatrix, the key issue of data decoding is to figure out the inverse matrix ( * ) −1 . However, we find that it will result in a huge amount of overhead if we solve the linear equations (3) in such a way (for simplicity, we call this way as matrix inversion). Here the formula of Gauss elimination is adopted in our implementation. We will demonstrate the results in the next section.
Data Decoding. Equation
Experiments and Analysis
Data Availability and Security Analysis.
To clearly illustrate the data availability of replication and erasure code, suppose that the original data file size is 1 Mbytes, the available redundant storage capacity is also 1 Mbytes, and the average failure rate of a storage node is 10%. In this case, the data availability under replication scheme which has two replicas is 99%. As to erasure code, when = 4, = 8, the data availability is 99.96%; when = 5, = 10, it can offer four 9's of data availability.
From the above description, we know that any malicious user who wants to obtain the original data file must satisfy the following requirements: (1) searching relevant data fragments from irrelevantly named massive ones ( is unknown); (2) intruding standalone storage nodes and getting these fragments; (3) cracking AES encrypted data fragments; (4) breaking the generator matrix and finding the strictly corresponding sub matrix. Therefore, it is impossible to accomplish all these tasks in a limited time. That means we can ensure the security of the data file. Table 1 shows the comparison of the proposed mechanism with other strategies. It indicates that the enhanced erasure code-based mechanism has provided a strong data protection policy which covers all the stages of data access and attains a high-level data security. Although the method proposed by Xu et al. [13] can effectively resist data leakage due to internal threats from cloud service providers, it has a number of deficiencies as mentioned earlier.
Performance Evaluation.
We firstly compare the data decoding time of matrix inversion with that of Gauss elimination. The value of ranges from 3 to 10, = 20, and the file size takes 4 MB and 32 MB, respectively. As shown in Table 2 , the data decoding time of the former is much longer than that of the latter. With the increase of , the data decoding time of matrix inversion grows dramatically, which rises nearly ten times. As to that of Gauss elimination, it sustains a steady increase; that is, the parameter has a little impact on the decoding time. That means we can flexibly adjust the value of to well satisfy users' requirements. Now, we investigate the influence of different fragment numbers on the time of data backup and data recovery. In our tests, 120 storage servers are evenly partitioned to 10 clusters. All these storage servers are homogeneous and connected via a 1 Gbps Ethernet switch. Each storage node is equipped with Pentium dual-core CPU 2.93 GHz, 2 GB memory, and 300 GB 7200 RPM hard disk. We also adopt another two servers with the same configurations and use them as the metadata server and the client. Data backup time mainly consists of four parts: I/O, data encoding, fragments transmission, and the others. Similarly, data recovery time is also composed of four components: I/O, data decoding, fragments transmission, and the others. Obviously, either data backup time or data recovery time grows with the increase of the encoded file size, which is determined by the ratio of / . Consequently, the ratio is constantly set as two in our tests (i.e., = 2 ), the value of ranges from 3 to 10, and the file size takes 4 MB. We use AES for data encryption. Figure 3 illustrates the relationship between data backup time and fragment numbers. It can be seen that data backup time declines steadily in the beginning and goes down to the lowest point of 619 ms when takes 6. Since then, it sustains an upward trend with the increase of . As shown in Figure 4 , data recovery time changes in a similar way as that of data backup time. However, the former is always much shorter than the latter. One of the main reasons is that only fragments are enough for data recovery, but fragments are requisite for data backup. It can be also observed that fragments transmission time plays an important role in both the data backup time and data recovery time. And the effects of the other three components are small and variable. As data Mathematical Problems in Engineering backup time and data recovery time are less than 1,000 ms, the speed of the data encoding as well as data decoding is far more than 4 MB/s. That means our proposed mechanism obtains an excellent performance.
Furthermore, we also evaluate the extra overhead introduced by the proposed mechanism compared to traditional erasure code. The value of and takes 4 and 8, respectively, and the file size increases exponentially from 1 MB to 512 MB. Similarly, AES is adopted to encrypt the data fragments. Figure 5 presents the percentages of the extra overhead relative to the cost of traditional erasure code under different file sizes. The percentage firstly sustains an increasing trend and reaches a peak of 2.64% when the file size is 16 MB. Since then, it flats at 2.55% and finally keeps almost the same. It is obvious that our proposed mechanism has little influence on the system overhead, with a tiny increase between 2.36% and 2.64%. Therefore, the extra overhead owing to the mechanism is negligible and acceptable in practical application.
Conclusions
In this paper, we mainly focus on the problem of data leakage owing to unreliable service providers and external cyberattacks in cloud storage. We firstly provide an overview of the secure cloud storage model. Then, we propose an enhanced security mechanism based on erasure code and elaborate it from four aspects: data encoding, data transmission, data placement, and data reconstruction. Finally, we present the key design issues and implement a prototype SCSS. Experimental results and analysis demonstrate that SCSS achieves high availability, strong security, as well as excellent performance. As data is stored in ciphertext in SCSS, how to effectively retrieve files from cloud by searching over encrypted data is a question that is worthy to be studied in the future.
