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Re´sume´
Nous donnons des formules explicites pour des densite´s d’inte´grales
de mouvement du syte`me de sinus-Gordon sur re´seau (quantique ou
non). La se´rie ge´ne´ratrice de ces densite´s d’inte´grales de mouvement
peut eˆtre vue comme le de´veloppement du logarithme d’une fraction
continue (e´ventuellement quantique). Dans le cas ou` q est une racine de
l’unite´, on montre que certaines inte´grales de mouvement s’identifient
aux inte´grales de mouvement classiques.
Abstract
We give explicit formulas for some densities of integrals of motion for
the sine-Gordon system on lattice (quantum or not). The generating
function for the densities of integrals of motion may be seen as the
expansion of the logarithm of a certain continuous fraction (possibly
quantum). In the case of q root of the unity, we show that these
integrals of motion can be identified to the classical integrals of motion.
Mots Cle´s : The´orie de Toda sur re´seau, coefficients q binomi-
aux.
Key words : Toda theory on lattice, q binomial coefficients.
1
0 Introduction
Le proble`me des inte´grales de mouvement de la the´orie de Toda continue a
e´te´ introduit par A. Zamolodchikov en liaison avec des proble`mes de the´orie
inte´grale des champs et de the´orie conforme ([11], [12], [13]). Il a ensuite
e´te´ e´tudie´ par R. Sasaki et I. Yamanaka sous l’angle de la the´orie de KdV
([10]). Il consiste a` trouver des ope´rateurs qui commutent a` des ope´rateurs
d’e´cran dans uneW−alge`bre classique ou une Alge`bre d’Ope´rateurs de Ver-
tex, dans le cas quantique. Ce proble`me a e´te´ re´solu par B. Feigin et E.
Frenkel par des me´thodes cohomologiques ([5]). Malheureusement, il n’existe
pas ve´ritablement de formules explicites pour ces inte´grales de mouvement.
D’autre part, une version sur re´seau de la the´orie de Toda a e´te´ intro-
duite par A.G. Izergin et V.E. Korepin ([6], [7]), et depuis e´tudie´e par de
nombreux auteurs (voir par exemple [1], [2], [4], [9]). Au niveau classique, B.
Enriquez et B. Feigin ont montre´ a` l’aide de de´singularisation de Demazure
et de me´thodes cohomologiques, que l’on pouvait obtenir des inte´grales de
mouvement pour le mode`le de sinus-Gordon, en de´veloppant le logarithme
d’une certaine fraction continue ([3] et the´ore`me 3.1 ci-dessous). Nous nous
proposons de ge´ne´raliser ce re´sultat au cas quantique, de montrer que les
inte´grales de mouvement obtenues sont quantifiables, et de donner des for-
mules explicites. Nous appliquerons ces formules dans le cas ou` q est une
racine de l’unite´, et nous verrons que l’on retrouve les formules classiques.
Ce phe´nome`ne est a` rapprocher de l’homomorphisme de Frobenius-Lusztig.
Un proble`me ouvert par notre travail serait de prouver la commutativite´
des inte´grales de mouvement (comme dans le cas continu), et de calculer le
spectre de ces ope´rateurs aux racines de l’unite´.
1 Pre´sentation du syste`me de sinus-Gordon quan-
tique sur re´seau
Soient n ∈ N∗ un entier fixe´, et q une inde´termine´e. On s’inte´resse a` l’alge`bre
Aq engendre´e sur C[q, q
−1] par les x±1i et y
±1
i , i ∈ Z soumis aux relations :
xixj = qxjxi, yiyj = qyjyi, xiyj = q
−1yjxi, yixj = q
−1xjyi pour i < j, et
xiyi = q
−1yixi.
En utilisant par exemple des extensions de Ore ([8]), on montre que Aq
est un anneau inte`gre, et que c’est un C[q, q−1] module libre dont une base
est donne´e par la famille
+∞∏
−∞
xαii y
βi
i , ou` (αi) et (βi) sont deux suites presque
nulles dans ZZ.
L’alge`bre Aq est gradue´e en posant :
∀ i ∈ Z, ∂oxi = −∂
oyi = 1.
2
On note Aq[0] la partie de Aq de degre´ 0. C’est la sous-alge`bre de Aq en-
gendre´e par les ”e´pingles” (xiyi) et (yixi+1), i ∈ Z.
Si a et b dans Aq sont homoge`nes, on pose :
[a, b]q = ab− q
(∂oa)(∂ob)ba.
De manie`re ge´ne´rale, si a =
∑
n an et b =
∑
p bp, avec an et bp homoge`nes,
on pose :
[a, b]q =
∑
n,p
[an, bp]q.
Ce q−crochet de´finit a` la limite pour q → 1, une structure de Poisson sur
C[xi, yi, i ∈ Z] par :
∀i ∈ Z, {xi, yi} = −xiyi, (1.1)
∀i < j, {xi, xj} = xixj, (1.2)
{xi, yj} = −xiyj, (1.3)
{yi, yj} = yiyj , (1.4)
{yi, xj} = −yixj . (1.5)
Les ope´rateurs d’e´cran Σ+ =
+∞∑
i=−∞
xi et Σ
− =
+∞∑
i=−∞
yi n’appartiennent pas
a` Aq. Cependant, les morphismes :
V+ : Aq[0] −→ Aq
P 7−→ [Σ+, P ] =
+∞∑
i=−∞
[xi, P ]
et
V− : Aq[0] −→ Aq
P 7−→ [Σ−, P ] =
+∞∑
i=−∞
[yi, P ]
sont bien de´finis car xi (resp. yi) commute avec toute e´pingle ne contenant
pas de xi (resp. yi).
2 Inte´grales de mouvement pour le syste`me de
sinus-Gordon sur re´seau
Commenc¸ons par rappeler la de´finition d’une densite´ d’inte´grale de mouve-
ment.
Soit T l’application de translation sur Aq :
T : Aq −→ Aq
xi 7−→ xi+1
yi 7−→ yi+1
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Il est clair que T est un automorphisme d’alge`bre gradue´.
De´finition. On dit que P ∈ Aq[0] est une densite´ d’inte´grale de mouve-
ment du syste`me de sinus-Gordon quantique sur re´seau si V+.P et V−.P
appartiennent a` Im(T − Id).
Etant donne´ une densite´ d’inte´grale de mouvement P , on conviendra que
l’inte´grale de mouvement associe´e est
∑
k∈Z T
kP . C’est un e´le´ment d’une
certaine comple´tion de Aq qui commute avec les ope´rateurs d’e´cran Σ
+ et
Σ−.
Nous allons donner des formules explicites pour des densite´s d’inte´grales
de mouvement que nous noterons ψn. Pour ce faire, il nous faut de´finir les
q−nombres et factorielles quantiques.
De´finitions. On de´finit successivement :
– pour n ∈ N, [n] =
qn − 1
q − 1
=
n−1∑
k=0
qk ∈ Z[q] ;
– pour n ∈ N, [n]! =
n∏
k=1
[k] ;
– pour (n, p) ∈ Z2,
[
n
p
]
=

1, si p = 0 ;
0, si p < 0 ou si p > Max(0, n) ;
[n]!
[p]![n− p]!
, si 0 ≤ p ≤ n ;
– pour des entiers N, a1, . . . , aN ,
Fq(a1, . . . , aN ) =
N−1∏
i=1
[
ai + ai+1 − 1
ai+1
]
.
Avant de de´finir les ψn, nous avons besoin de de´montrer le lemme suiv-
ant :
Lemme 2.1 Soient n, a1, . . . , an des entiers avec a1 > 0. Alors,
[a1 + . . . + an]
[a1]
Fq(a1, . . . , an) ∈ Z[q].
De´monstration. La de´monstration se fait par re´currence sur n. Si n = 1,
il n’y a rien a` de´montrer, et si n = 2, alors :
[a1 + a2]
[a1]
Fq(a1, a2) =
[
a1 + a2
a1
]
∈ Z[q].
4
Supposons n > 2.
Si a2 = 0, alors Fq(a1, . . . , an) = 0 sauf si
a2 = . . . = an = 0,
auquel cas, Fq(a1, . . . , an) = 1 et le lemme est clair.
Si a2 > 0, on a les identite´s :
[a1 + a2 . . .+ an] = q
a1 [a2 + . . .+ an] + [a1]
Fq(a1, . . . , an) =
[
a1 + a2 − 1
a2
]
Fq(a2, . . . , an)
1
[a1]
[
a1 + a2 − 1
a2
]
=
1
[a2]
[
a1 + a2 − 1
a1
]
D’ou` l’on de´duit que
[a1 + . . .+ an]
[a1]
Fq(a1, . . . , an)
= Fq(a1, . . . , an) + q
a1
[
a1 + a2 − 1
a1
]
[a2 + . . .+ an]
[a2]
Fq(a2, . . . , an).
On applique ensuite l’hypothe`se de re´currence a` a2, . . . , an qui forment une
suite de n− 1 entiers avec a2 > 0. D’ou` le re´sultat. ✷
Nous en avons presque fini avec les de´finitions et lemmes auxiliaires.
Notons encore T
1
2 l’application de demi-translation :
T
1
2 : Aq −→ Aq
xi 7−→ yi
yi 7−→ xi+1
C’est un automorphisme d’alge`bre (non gradue´).
Nous sommes maintenant en mesure de de´finir les ψn.
De´finition des ψn. Pour n ∈ N
∗, on pose :
ψn := An +Bn, (2.1)
avec :
Bn := T
1
2An, (2.2)
et :
An :=
∑
α∈In
[n]
[α1]
Fq(α1, . . . , α2N−2)(x1y1)
−α1 . . . (yN−1xN )
−α2N−2 , (2.3)
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ou` N est un entier quelconque ve´rifiant :
n ≤ 2(N − 1), (2.4)
et In est l’ensemble des multi-indices
α = (α1, . . . , α2N−2) ∈ N
∗ × N2N−3 (2.5)
ve´rifiant :
α1 + . . .+ α2N−2 = n. (2.6)
D’apre`s le lemme pre´ce´dent, ψn est bien de´finie. De plus, on peut voir
que ψn ne de´pend pas de N ve´rifiant l’ine´galite´ 2.4. Ceci provient du fait
suivant de´ja utilise´ dans la de´monstration du lemme 2.1 :
Fait 1 : Si m,α1, . . . , αi, . . . , αm sont des entiers tels que αi = 0, alors :
Fq(α1, . . . , αm) 6= 0 =⇒ αi = αi+1 = . . . = αm = 0.
Remarquons que les ψn sont line´airement inde´pendants, car la projection
de ψn sur x
−p
1 y
−p
1 -relativement aux autres e´le´ments de la base
+∞∏
−∞
xαii y
βi
i
ou` (αi) et (βi) sont deux suites presque nulles dans Z
Z-vaut q
n
n+1 δpn ou` δ
p
n
de´signe le symbole de Kronecker.
Notons e´galement que pour tout n, ∂oψn = 0. Nous pouvons maintenant
e´noncer le the´ore`me suivant :
The´ore`me 2.1 Les ψn sont des densite´s d’inte´grales de mouvement pour
le syste`me de sinus-Gordon quantique sur re´seau. On a :
V+.ψn = 0, (2.7)
V−.ψn = −(T − Id)(V−.An). (2.8)
Les ψn peuvent eˆtre regroupe´es dans une se´rie ge´ne´ratrice de la fac¸on
suivante : l’alge`bre Aq e´tant un C[q, q
−1]-module libre, on a
Aq ⊂ C(q)⊗C[q,q−1] Aq.
Soit S l’anneau des se´ries en λ−1 a` coefficients dans C(q)⊗C[q,q−1]Aq. Il existe
une valuation sur S telle que v(λ−1) = 1 car Aq est inte`gre. L’alge`bre S est
le comple´te´ de
(
C(q)⊗C[q,q−1]Aq
)
[λ−1] pour v. Notons S1 le sous-anneau de
S constitue´ des se´ries formelles f telles que v(f − 1) ≥ 1. Tout e´le´ment de
S1 posse`de un inverse qui est
∑
k(1− f)
k. Conside´rons la fonction lnq :
lnq : S1 −→ S
f 7−→
+∞∑
p=1
1
[p]
(1− f−1)p.
(2.9)
Cette se´rie existe car si f ∈ S1, alors f
−1 ∈ S1. Dans le cas ou` q → 1, on
retrouve le ln classique. On a le the´ore`me suivant :
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The´ore`me 2.2 Soient :
U :=
(
1− (x1y1)
−1λ−1
(
1− (y1x2)
−1λ−1
(
. . .
. . . 1− (xN−1yN−1)
−1λ−1
(
1− (yN−1xN )
−1λ−1
)−1
. . .
)−1)−1)−1
,
(2.10)
et
V :=
(
1− (y1x2)
−1λ−1
(
1− (x2y2)
−1λ−1
(
. . .
. . . 1− (yN−1xN )
−1λ−1
(
1− (xNyN )
−1λ−1
)−1
. . .
)−1)−1)−1
. (2.11)
Alors U et V sont bien de´finies et appartiennent a` S1. De plus, on a :
lnqU + lnqV =
+∞∑
p=1
ψp
[p]
λ−p (mod λ−(2N−1)) (2.12)
La de´monstration des the´ore`mes 2.1 et 2.2 fera l’objet de la section 5.
Regardons maintenant la traduction de ces the´ore`mes au niveau clas-
sique.
3 Le cas classique
Les ψn ont bien suˆr des analogues classiques. Posons :
ψ′n,cl := A
′
n,cl +B
′
n,cl, (3.1)
avec :
B′n,cl := T
1
2A′n,cl, (3.2)
et :
A′n,cl :=
∑
α∈In
1
α1
2N−3∏
i=1
(
αi + αi+1 − 1
αi+1
)
(x1y1)
−α1 . . . (yN−1xN )
−α2N−2 ,
(3.3)
ou` N est un entier quelconque ve´rifiant :
n ≤ 2(N − 1), (3.4)
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et In est l’ensemble des multi-indices
α = (α1, . . . , α2N−2) ∈ N
∗ × N2N−3 (3.5)
tels que :
α1 + . . .+ α2N−2 = n. (3.6)
On a le corollaire du the´ore`me pre´ce´dent :
Corollaire 3.1 Les ψ′n,cl sont des densite´s d’ inte´grales de mouvement clas-
siques pour le syste`me de sinus-Gordon classique sur re´seau. On a :
{Σ+, ψ′n,cl} = 0, (3.7)
{Σ−, ψ′n,cl} = (T − Id)({An,cl, ψ
′
n,cl}) (3.8)
On peut rassembler les ψ′n,cl dans une se´rie ge´ne´ratrice :
The´ore`me 3.1 Soit λ−1 une inde´termine´e. Dans le cas classique, on a la
formule suivante :
ln
1
1−
(x1y1)
−1λ−1
1−
(y1x2)
−1λ−1
. . .
. . .
1−
(xN−1yN−1)
−1λ−1
1− (yN−1xN )
−1λ−1
+ ln
1
1−
(y1x2)
−1λ−1
1−
(x2y2)
−1λ−1
. . .
. . .
1−
(yN−1xN )
−1λ−1
1− (xNyN )
−1λ−1
=
2N−2∑
n=1
ψ′n,clλ
−n (mod λ−(2N−1)).
Le fait que les coefficients du de´veloppement du logarithme des fractions
continues du the´ore`me pre´ce´dent donne des densite´s d’inte´grales de mouve-
ment du syte`me de sinus-Gordon classique sur re´seau a e´te´ de´montre´ par B.
Enriquez et B. Feigin par des me´thodes cohomologiques ([3]).
Revenons au cas quantique, et e´valuons q.
4 Spe´cialisation de q en un nombre complexe dis-
tinct de 1
En vertu du lemme 2.1, on peut spe´cialiser q en un nombre complexe q0
distinct de 1. Soit pi le morphisme d’anneaux :
pi : Aq −→ C[x
±1
i , y
±1
i , i ∈ Z]
q±1 7−→ q±10
x±1i 7−→ x
±1
i
y±1i 7−→ y
±1
i
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Les pi(ψn) conviennent comme densite´s d’inte´grales de mouvement clas-
siques, et forment une famille libre. Un cas inte´ressant a` conside´rer est celui
ou` q0 est une racine primitive l
e`me de l’unite´. Dans ce cas, Xi = x
l
i et Yi = y
l
i
appartiennent clairement au centre de Aq. Il est inte´ressant de remarquer
que les pi
(
ψk(xi, yi)
)
sont proportionnelles aux inte´grales de mouvement clas-
siques ψk,cl(Xi, Yi) comme nous allons le voir ci-dessous.
4.1 Spe´cialisation de q en une racine de l’unite´
Soit q0 6= 1 une racine primitive l
e`me de 1. Notons par v la valuation en
q − q0 sur C[q], ainsi que sur son corps des fractions C(q). Posons :
C(q)+ := {f ∈ C(q), v(f) ≥ 0}.
L’application pi se prolonge a` C(q)+ :
pi : C(q)+ −→ C
f 7−→ f(q0)
Le the´ore`me que nous avons en vue est le suivant :
The´ore`me 4.1 Soit q0 une racine primitive l
e`me de l’unite´, et n un entier
divisible par l. Posons n = ln′, et conside´rons pour i ∈ {1, . . . , n}, les
variables commutatives Xi = x
l
i et Yi = y
l
i. Alors, on a :
pi
(
ψn(xi, yi)
)
= n′ψn′,cl(Xi, Yi).
La de´monstration de ce the´ore`me est une simple conse´quence de la se´rie
de lemmes suivants :
Lemme 4.1 Soient a et b deux entiers avec a ≡ b (mod l). Alors,
v([a]) = v([b]) =
{
0 si l ∤ a;
1 si l | a.
De´monstration. Tout vient du fait que le polynoˆme qn − 1 est se´parable.
✷
Lemme 4.2 Sous les meˆmes hypothe`ses que le lemme 4.1, on a :
pi([a]) = pi([b]).
De plus, pi([a]) = 0 si et seulement si l | a.
De´monstration. On a [a+ l] = ql[a] + [l], et le re´sultat s’ensuit. ✷
Lemme 4.3 Soient a et b deux entiers divisibles par l, avec a = la′ et
b = lb′. Alors, v
( [a]
[b]
)
= 0 et pi
( [a]
[b]
)
=
a′
b′
=
a
b
.
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De´monstration. Le fait que v
( [a]
[b]
)
= 0 provient du lemme 4.1. Pour le
reste, on a
[a]
[b]
=
qa − 1
qb − 1
=
(ql)
a′
− 1
(ql)
b′
− 1
=
1 + ql + . . .+ ql(a
′−1)
1 + ql + . . . + ql(b′−1)
D’ou` pi
( [a]
[b]
)
=
a′
b′
. ✷
Lemme 4.4 Soient a1 et a2 deux entiers, avec l | a1. Alors,
v
([ a1 + a2 − 1
a2
])
=
{
0 si l | a2;
1 si l ∤ a2.
De´monstration. On a :[
a1 + a2 − 1
a2
]
=
[a1][a1 + 1] . . . [a1 + a2 − 1]
[1] . . . [a2]
=
[a1]
[a2]
×
[a1 + 1] . . . [a1 + a2 − 1]
[1] . . . [a2 − 1]
.
Donc, en supposant l | a1, et en appliquant le lemme 4.1, on obtient :
v
([ a1 + a2 − 1
a2
])
= v([a1])− v([a2])
= 1− v([a2]).
On re´applique ensuite le lemme 4.1, pour obtenir le re´sultat. ✷
Lemme 4.5 Sous les meˆmes hypothe`ses que pour le lemme 4.4, on a :
pi
([ a1 + a2 − 1
a2
])
= 0 si l ∤ a2.
Si l | a2, en posant a1 = la
′
1 et a2 = la
′
2, on a :
pi
([ a1 + a2 − 1
a2
])
=
(
a′1 + a
′
2 − 1
a′2
)
.
De´monstration. D’apre`s le lemme 4.4, il suffit de conside´rer le cas ou` a1
et a2 sont divisibles par l, avec a1 = la
′
1 et a2 = la
′
2. On a :[
a1 + a2 − 1
a2
]
=
[a1]
[a2]
×
a2−1∏
k=1
[a1 + k]
[k]
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Si l ∤ k, alors d’apre`s le lemme 4.2, on a :
pi
( [a1 + k]
[k]
)
= 1.
De plus, si k ∈ {1, . . . , a′2 − 1}, alors, d’apre`s le lemme 4.3,
pi
( [a1 + kl]
[kl]
)
=
a′1 + k
k
.
Le re´sultat en de´coule.
✷
Lemme 4.6 Pour tout x ∈ Z, on pose x′ =
x
l
si l | x. Soient p, a1, . . . , ap
des entiers tels que a1 + . . .+ ap = n. alors,
pi
( [n]
[a1]
Fq(a1, . . . , ap)
)
=

0, s’il existe i tel que l ∤ ai;
n′
a′1
F (a′1, . . . , a
′
p), sinon.
avec comme pre´ce´demment, F (a′1, . . . , a
′
p) =
p−1∏
i=1
(
a′1 + a
′
2 − 1
a′2
)
.
De´monstration. Notons A :=
[n]
[a1]
Fq(a1, . . . , ap). Le fait que A ait une
image par pi est une conse´quence du lemme 2.1. Le lemme de´coule des e´tapes
e´le´mentaires suivantes :
1. Si l ∤ a1, alors d’apre`s le lemme 4.1, v(A) ≥ 1 car l | n et Fq(a1, . . . , ap) ∈
Z[q]. Donc, pi(A) = 0.
2. Si l | a1 et l ∤ a2, on e´crit
A =
[n]
[a1]
[
a1 + a2 − 1
a2
]
Fq(a2, . . . , ap),
et v(A) ≥ 1 d’apre`s le lemme 4.4. Donc, pi(A) = 0.
3. Par suite, de proche en proche, on montre que v(A) ≥ 1 (et donc
pi(A) = 0) s’il existe i tel que l ∤ ai.
4. Si tous les ai sont divisibles par l, le re´sultat s’obtient imme´diatement
a` partir du lemme 4.3 et du lemme 4.5, apre`s avoir e´crit :
A =
[n]
[a1]
p−1∏
i=1
[
ai + ai+1 − 1
ai+1
]
.
✷
Par suite, nous avons prouve´ le the´ore`me 4.1.
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5 De´monstration des the´ore`mes 2.1 et 2.2
Nous aurons besoin des formules suivantes :
(xryr)
−n = q{n}x−nr y
−n
r (5.1)
(yr−1xr)
−n = q{n}y−nr−1x
−n
r (5.2)
xpr(xryr)
n = q−np(xryr)
nxpr (5.3)
xpr(yr−1xr)
n = qnp(yr−1xr)
nxpr (5.4)
avec par convention,
{n} =
n∑
i=1
i =
n(n+ 1)
2
. (5.5)
5.1 De´monstration du the´ore`me 2.2 :
Soit B
(n)
q l’alge`bre engendre´e sur C(q) par les ge´ne´rateurs t1, . . . , tn et les
relations :
(Rn) :
{
ti+1ti = qtiti+1 pour i ∈ {1, . . . , n− 1};
titj = tjti pour | i− j |≥ 2.
On montre que B
(n)
q est inte`gre, et qu’il existe une valuation v sur B
(n)
q en
posant v(ti) = 1∀i. On note T le comple´te´ de B
(2N−2)
q pour la topologie ul-
trame´trique de´finie par v. C’est le quotient de l’alge`bre non commutative des
se´ries formelles en t1, . . . , tn par l’ide´al engendre´ par les relations (R2N−2).
On de´finit e´galement T1 comme e´tant le sous-anneau de T forme´ des f ∈ T
tels que v(f − 1) ≥ 1. D’apre`s les re`gles de q−commutation, on dispose de
deux morphismes naturels :
φ : B
(2N−2)
q −→
(
C(q)⊗C[q,q−1] Aq
)
[λ−1]
si 1 ≤ k ≤ N − 1, t2k−1 7−→ (xkyk)
−1λ−1
t2k 7−→ (ykxk+1)
−1λ−1
et ψ :
ψ : B
(2N−2)
q −→
(
C(q)⊗C[q,q−1] Aq
)
[λ−1]
si 1 ≤ k ≤ N − 1, t2k−1 7−→ (ykxk+1)
−1λ−1
t2k 7−→ (xk+1yk+1)
−1λ−1
Il est clair que les applications φ et ψ sont continues pour v. Par suite, on
peut prolonger φ et ψ en φ̂ et ψ̂ de T dans S, et T1 est envoye´ dans S1 par
φ̂ ou ψ̂.
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Lemme 5.1 Soit
Mn(t1, . . . , tn) :=
(
1−t1
(
1−t2
(
1−. . .
(
1−tn−1(1−tn)
−1
)−1
. . .
)−1)−1)−1
.
Alors Mn(t1, . . . , tn) existe et Mn(t1, . . . , tn) ∈ T1
De´monstration. Par re´currence sur n.
• Si n = 1, le re´sultat est clair.
• Si n ≥ 2, les variables t2, . . . , tn satisfont les meˆmes relations que les vari-
albles t1, . . . , tn−1 (et re´ciproquement). Donc, par hypothe`se de re´currence,
v
(
Mn−1(t2, . . . , tn)
)
≥ 0. Donc, 1− t1Mn−1(t2, . . . , tn) ∈ T1, et,
Mn(t1, . . . , tn) =
(
1− t1Mn−1(t2, . . . , tn)
)−1
existe et appartient a` T1. ✷
Lemme 5.2 Soit (u, v) ∈ T × T1 tel que vu = quv. Alors,
∀n ∈ N,
[
u(1− v)−1
]n
=
∑
k≥0
[
n+ k − 1
k
]
unvk.
De´monstration. Une simple re´currence nous montre que
∀n ∈ N,
[
u(1− v)−1
]n
= un(1− v)(1− qv) . . . (1− qn−1v).
Le re´sultat de´coule alors de l’identite´ classique :
n−1∏
s=0
(1− qsX) =
∑
k≥0
[
n+ k − 1
k
]
Xk.
✷
Sur T1, on peut de´finir une fonction lnq par la meˆme formule que (2.9).
On a le re´sultat suivant :
Lemme 5.3 Soit n ∈ N∗. On a :
lnq
[
Mn(t1, . . . , tn)
]
=
∑
α1>0,α2,... ,αn
1
[α1]
Fq(α1, . . . , αn)t
α1
1 . . . t
αn
n .
De´monstration. L’expression a bien un sens d’apre`s le lemme 5.1. Re-
marquons que la formule de´finissant la fonction lnq permet d’e´crire :
∀f ∈ T1, lnq
[
(1− f)−1
]
=
∑
k≥1
1
[k]
fk.
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On a
Mn(t1, . . . , tn) =
(
1− t1Mn−1(t2, . . . , tn)
)−1
.
Donc,
lnq
[
Mn(t1, . . . , tn)
]
=
∑
α1>0
1
[α1]
(
t1Mn−1(t2, . . . , tn)
)α1 .
Or,
Mn−1(t2, . . . , tn) =
(
1− t2Mn−2(t3, . . . , tn)
)−1
,
et t2 commute avec Mn−2(t3, . . . , tn). Donc, d’apre`s le lemme 5.2, on a :
lnq
[
Mn(t1, . . . , tn)
]
=
∑
α1>0,α2≥0
1
[α1]
[
α1 + α2 − 1
α2
]
tα11
(
t2Mn−2(t3, . . . , tn)
)α2 .
Le re´sultat s’obtient alors en utilisant de manie`re re´pe´te´e le lemme 5.2. ✷
On ache`ve ensuite la de´monstration du the´ore`me 2.2 en remarquant que
les fonctions lnq sur T1 et S1 commutent avec φ̂ et ψ̂, et que
φ̂
(
Mn(t1, . . . , tn)
)
= U,
et ψ̂
(
Mn(t1, . . . , tn)
)
= V.
5.2 De´monstration du the´ore`me 2.1
L’e´galite´ (2.8) de´coule de (2.7). En effet, si V+.ψn = 0, alors, avec les nota-
tions de la section 2,
[Σ+, An] + [Σ
+, T
1
2An] = 0,
Or, l’application T
1
2 est un isomorphisme d’alge`bres qui transforme Σ+ en
Σ− (ou plutoˆt, qui permute V+ avec V−). Donc,
[Σ−, T
1
2An] + [Σ
−, TAn] = 0.
Donc,
[Σ−, Bn] = −T [Σ
−, An],
car TΣ− = Σ− (ou T ◦ V− = V− ◦ T ). Donc,
V−.ψn = [Σ
−, An] + [Σ
−, Bn]
= [Σ−, An]− T
(
[Σ−, An]
)
= −(T − Id)(V−.An).
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Avant de commencer la de´monstration de (2.7), notons que dans la de´finition
de An, on peut remplacer l’ensensemble In par les ensembles Jn ou J
′′
n , avec :
Jn =
{
(α1, . . . , α2N−2) ∈ N
∗ × Z2N−3/ α1 + . . .+ α2N−2 = n
}
, (5.6)
J ′′n =
{
(α1, . . . , α2N−2) ∈ N
∗ × N× Z2N−4/ α1 + . . .+ α2N−2 = n
}
. (5.7)
Ceci vient du fait suivant qui est une conse´quence de la de´finition de la
fonction Fq :
Fait 2 : Soient m et (α1, . . . , αm) ∈ Z
m. S’il existe i tel que αi < 0, alors
Fq(α1, . . . , αm) = 0.
Nous poserons e´galement :
J ′n =
{
(α1, . . . , α2N−2) ∈ N× Z
2N−3/ α1 + . . .+ α2N−2 = n
}
.
Ecrivons :
[Σ+, ψn] = [x1, An] +
[∑
k≥2
xk, An
]
+
[
Σ+, Bn
]
, (5.8)
et calculons se´pare´ment chacun de ces termes.
1. Calcul de [x1, An].
En utilisant (5.3), il vient :
[x1, An]
=
∑
α∈Jn
1− q−α1
[α1]
Fq(α1, . . . , α2N−2) x1 (x1y1)
−α1 · · · (yN−1xN )
−α2N−2
Donc, en se´parant les cas α1 = 1 et α1 > 1 et a` l’aide de l’e´galite´ :
∀n > 1,
1− q−n
[n]
=
1
[n− 1]
(q−1 − q−n), (5.9)
on obtient
[x1, An] = R1 +R2 (5.10)
avec
R1 = (1− q
−1)
×
∑
α∈Jn
α1=1
Fq(1, α2, . . . , α2N−2)x1(x1y1)
−1(y1x2)
−α2 . . . (yN−1xN )
−α2N−2
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et
R2 =
∑
α∈Jn
α1>1
1
[α1 − 1]
(q−1 − q−α1)Fq(α1, . . . , α2N−2)
× x1(x1y1)
−α1 · · · (yN−1xN )
−α2N−2 (5.11)
Remarquons que R1 peut encore s’e´crire
R1 =
∑
α∈J′′
n+1
α1=2
q
[α2 + 1]
(q−1 − q−α1)Fq(α1, . . . , α2N−2)
× x1(x1y1)
−1(y1x2)
−α2 . . . (yN−1xN )
−α2N−2 (5.12)
2. Calcul de
[∑
k≥2
xk, An
]
.
En utilisant (5.3) et (5.4), et, en convenant de poser que α2N−1 = 0 pour
α ∈ Jn, on a
[∑
k≥2
xk, An
]
=
N∑
k=2
∑
α∈Jn
1
[α1]
(q−α2k−2 − q−α2k−1)Fq(α1, . . . , α2N−2)
× (x1y1)
−α1 . . . (yk−1xk)
−α2k−2 xk (xkyk)
−α2k−1 . . . (yN−1xN )
−α2N−2
Mais, d’apre`s (5.1) et (5.2), on a
(x1y1)
−α1(y1x2)
−α2 . . . (yk−1xk)
−α2k−2 xk = q
Xk
× x1(x1y1)
−(α1+1)(y1x2)
−(α2−1) . . . (yk−1xk)
−(α2k−2−1)
avec
Xk = {α1}+ · · · + {α2k−2} − ({α1 + 1}+ {α2 − 1}+ · · ·+ {α2k−2 − 1})
= −(α1 + 1) + α2 − . . .+ α2k−2
En outre, on note que pour tout k ∈ {2, . . . , N}, l’application
fk : αi −→

αi + 1 si i impair ≤ 2k − 3
αi − 1 si i pair ≤ 2k − 2
αi sinon
est une bijection de Jn sur {α ∈ Jn; a1 > 1 }. Il en re´sulte que
[
∑
k≥2
xk, An] =
∑
α∈Jn
α1>1
N∑
k=2
qYk
[α1 − 1]
(
q−(α2k−2+1) − q−α2k−1
)
× Fq(α1 − 1, α2 + 1, · · · , α2k−2 + 1, α2k−1, · · · , α2N−2)
× x1(x1y1)
−α1 · · · (yN−1xN )
−α2N−2 (5.13)
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avec
Yk = −α1 + (α2 + 1)− · · · + α2k−2 + 1
= k − 1 +
2k−2∑
j=1
(−1)jαj (5.14)
et en gardant la convention α2N−1 = 0 pour α ∈ Jn.
3. Calcul de [Σ+, Bn].
On proce`de comme dans le cas pre´ce´dent. D’apre`s le formulaire, xk et Bn
commutent si k /∈ {2, . . . , N}. On a donc
[Σ+, Bn] =
N∑
k=2
∑
β∈Jn
1
[β2]
(q−β2k−2 − q−β2k−1)Fq(β2, . . . , β2N−1)
× (y1x2)
−β2 . . . (yk−1xk)
−β2k−2 xk (xkyk)
−β2k−1 . . . (xNyN )
−β2N−1
Les relations (5.1) et (5.2) montrent que
(y1x2)
−β2 . . . (yk−1xk)
−β2k−2 xk = q
X′
k
× x1(x1y1)
−1(y1x2)
−(β2−1)(x2y2)
−(β3+1) . . . (yk−1xk)
−(β2k−2−1)
avec
X ′k = {β2}+ · · ·+ {β2k−2} − (1 + {β2 − 1}+ {β3 + 1} + · · ·+ {β2k−2 + 1})
= −1 + β2 − (β3 + 1)− · · ·+ β2k−2.
De plus, l’application
Jn −→ J
′
n−1
(β2, . . . , β2N−1) −→ (α2, . . . , α2N−1)
βi −→

βi + 1 si i impair ≤ 2k − 3
βi − 1 si i pair ≤ 2k − 2
βi sinon
est bijective. Donc,
[Σ+, Bn] =
∑
α∈J ′
n−1
N∑
k=2
qY
′
k
[α2 + 1]
(q−(α2k−2+1) − q−α2k−1)
× Fq(α2 + 1, α3 − 1, . . . , α2k−2 + 1, α2k−1, . . . , α2N−1)
× x1(x1y1)
−1(y1x2)
−α2 . . . (xNyN )
−α2N−1 (5.15)
17
avec α = (α2, . . . , α2N−1) et Y
′
k = −1 + (α2 + 1)− · · ·+ α2k−2 + 1
= k − 2 +
2k−2∑
j=2
(−1)jαj
Arreˆtons nous un instant sur l’expression (5.15), et, montrons que si un
multi-indice (α; k) avec α = (α1, . . . , α2N−1) ∈ J
′
n−1 ve´rifie α2N−1 ≥ 1,
alors son terme correspondant est nul.
En effet, si α2N−2 ≥ 1, alors, d’apre`s les faits 1 et 2, pour que l’on ait
Fq(α2 + 1, α3 − 1, . . . , α2k−2 + 1, α2k−1, . . . , α2N−1) 6= 0,
il faut que tous les arguments soient > 0.
Donc, 
α2 ≥ 0
α3 ≥ 2
...
α2k−3 ≥ 2
α2k−2 ≥ 0
α2k−1 ≥ 1
...
α2N−1 ≥ 1
et
n− 1 =
∑
αi ≥ 2(k − 2) + 2(N − k) + 1 = 2N − 3.
Or, n ≤ 2(N−1). Donc toutes les ine´galite´s pre´ce´dentes sont des e´galite´s, et,
en particulier, on a α2k−2 = 0 et α2k−1 = 1. D’ou`, (q
−(α2k−2+1)−q−α2k−1) = 0
et le terme correspondant a` (α; k) est nul.
Ainsi, dans (5.15), on peut se restreindre a` sommer sur les multi-indices
(α; k), avec α2N−1 = 0. Par suite, on peut e´crire :
[Σ+, Bn] =
∑
α∈J′′
n+1
α1=2
N∑
k=2
q
[α2 + 1]
qYk(q−(α2k−2+1) − q−α2k−1)
× Fq(α1 − 1, α2 + 1, · · · , α2k−2 + 1, α2k−1, · · · , α2N−2)
× x1(x1y1)
−(α1 − 1)(y1x2)
−α2 · · · (yN−1xN )
−α2N−2 (5.16)
avec Yk de´fini comme dans la formule (5.14) du B, et, par convention,
α2N−1 = 0 pour α = (α1, . . . , α2N−2) ∈ J
′′
n+1.
4. Rassemblons nos re´sultats.
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En regroupant les relations (5.8), (5.10), (5.11), (5.12), (5.13), (5.16), on
obtient
[Σ+, Pn] =
∑
α∈J′′
n+1
α1=2
q
[α2 + 1]
(
N∑
k=1
ΦN−1(k, α1, · · · , α2N−2)
)
× x1(x1y1)
−1(y1x2)
−α2 · · · (yN−1xN )
−α2N−2
+
∑
α∈Jn
α1>1
1
[α1 − 1]
(
N∑
k=1
ΦN−1(k, α1, · · · , α2N−2)
)
× x1(x1y1)
−α1 · · · (yN−1xN )
−α2N−2 . (5.17)
avec Yk de´fini comme dans (5.14) et
ΦN−1(k, α1, · · · , α2N−2) = q
Yk(q−(α2k−2+1) − q−α2k−1)
× Fq(α1 − 1, α2 + 1, · · · , α2k−2 + 1, α2k−1, · · · , α2N−2) (5.18)
et la convention que α0 = α2N−1 = 0 pour α ∈ J
′′
n+1 comme pour α ∈ Jn.
Soit α = (α1, · · · , α2N−2) ∈ Z
2N−2 avec α1 ≥ 2, et supposons qu’il existe
k ∈ {1, . . . , N} tel que ΦN−1(k, α) 6= 0. Alors, d’apre`s la de´finition de Fq,
tous les coefficients de fk(α) sont ≥ 0. Donc, en particulier,
α2k−2 + 1 ≥ 0 , α2k−1 ≥ 0 , . . . , α2N−2 ≥ 0.
On est dans l’un des deux cas suivants :
1) α2k−1 ≥ 1. Alors, Fq(α1 − 1, α2 + 1, · · · , α2k−2 + 1, α2k−1) 6= 0 en-
traˆıne (d’apre`s les fait 1 et 2) :
α1 − 1 ≥ 1
α2 + 1 ≥ 1
...
α2k−2 + 1 ≥ 1
α2k−1 ≥ 1
ce qui montre que tous les αi sont ≥ 0.
2) α2k−1 = 0. Dans ce cas, on a ne´cessairement α2k−2+1 6= 0, car sinon,
(q−(α2k−2+1) − q−α2k−1) = 0 et ΦN−1(k, α) = 0. Donc α2k−2 + 1 ≥ 1.
Mais ceci entraˆıne comme pre´ce´demment, αi ≥ 0 ∀i.
Par suite, dans les deux sommes de (5.17), on peut se restreindre aux multi-
indices α = (α1, · · · , α2N−2) tels que α ∈ N
2N−2 − {0}.
Pour conclure, il suffit donc de prouver le lemme suivant :
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Lemme 5.4 Soient N ∈ N∗, et r ∈ {1, . . . , N + 1}. On pose :
ΦN,r : N
2N −→ C[q, q−1]
(a1, . . . , a2N ) 7−→ q
Yr(a1,... ,a2N )
(
q−(a2r−2+1) − q−a2r−1
)
×Fq(a1 − 1, a2 + 1, . . . , a2r−2 + 1, a2r−1, . . . , a2N )
avec la convention que
Yr(a1, . . . , a2N ) = r − 1 +
2r−2∑
j=1
(−1)jaj
et a0 = a2N+1 = 0. Alors,
∀(a1, . . . , a2N ) ∈ N
2N − {0},
N+1∑
k=1
ΦN,k(a1, . . . , a2N ) = 0
Preuve. La de´monstration se fait par re´currence sur N . Elle est laisse´e au
lecteur.
Ceci ache`ve la de´monstration du the´ore`me 2.1.
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