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Abstract
For two independent Le´vy processes ξ and η and an exponentially distributed
random variable τ with parameter q > 0, independent of ξ and η, the killed ex-
ponential functional is given by Vq,ξ,η :=
∫ τ
0 e
−ξs− dηs. Interpreting the case q = 0
as τ = ∞, the random variable Vq,ξ,η is a natural generalization of the exponential
functional
∫∞
0 e
−ξs− dηs, the law of which is well-studied in the literature as it is the
stationary distribution of a generalised Ornstein–Uhlenbeck process. In this paper,
the support and continuity of the law of killed exponential functionals is charac-
terized, and many sufficient conditions for absolute continuity are derived. We also
obtain various new sufficient conditions for absolute continuity of
∫ t
0 e
−ξs−dηs for
fixed t ≥ 0, as well as for integrals of the form ∫∞0 f(s) dηs for deterministic func-
tions f . Furthermore, applying the same techniques to the case q = 0, new results
on the absolute continuity of the improper integral
∫∞
0 e
−ξs− dηs are derived. We
also show that the law of the killed exponential functional Vq,ξ,η arises as a sta-
tionary distribution of a solution to a certain stochastic differential equation, thus
establishing a close connection to generalised Ornstein–Uhlenbeck processes.
AMS 2010 Subject Classifications: primary: 60E07; secondary: 60G30, 60G51, 60H10
Keywords: Generalised Ornstein-Uhlenbeck Process, Exponential Functional, Le´vy pro-
cesses, Killing, Absolute Continuity, Support.
1 Introduction
Given two independent real-valued Le´vy processes ξ and η, the generalised Ornstein–
Uhlenbeck process (Xt)t≥0 driven by ξ and η is defined by
Xt = e
−ξt
(∫ t
0
eξs−dηs +X0
)
, t ≥ 0, (1.1)
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where X0 is a starting random variable, independent of ξ and η. The generalised Ornstein–
Uhlenbeck process can equivalently be defined as the unique solution of the stochastic
differential equation
dXt = Xt− dUt + dηt, t ≥ 0,
with starting value X0, where U is another Le´vy process, independent of η, and defined
by the property that E(U)t = e−ξt , where E(U) denotes the Dole´ans–Dade stochastic ex-
ponential of U , cf. [28, p.428]. The generalised Ornstein–Uhlenbeck process is a Markov
process, and it is known (cf. [26, Thm. 2.1]) that, provided ξ and η are not both deter-
ministic, it has an invariant probability distribution (i.e. stationary marginal distribution)
if and only if the stochastic integral
∫ t
0
e−ξs− dηs converges almost surely to a finite limit
as t→∞, in which case the limit random variable
V0,ξ,η :=
∫ ∞
0
e−ξs− dηs := lim
t→∞
∫ t
0
e−ξs− dηs (1.2)
is called the exponential functional of (ξ, η). Necessary and sufficient conditions for the
convergence of the integral have been obtained by Erickson and Maller [17]. Generalised
Ornstein–Uhlenbeck processes and the law of V0,ξ,η are well studied in the literature, see
e.g. the survey paper [9] or [2], [3], [7], [13], [16], [24], [31], to name just a few. In particular,
in [3, Thm. 1], the support of V0,ξ,η has been characterised and shown to be always an
interval, and in [7, Thms. 2.2, 3.9], a characterisation of continuity of the law of V0,ξ,η and
some sufficient conditions for its absolute continuity where derived.
While we do add various new sufficient conditions for absolute continuity of the law
of V0,ξ,η, the main focus of this paper is on killed exponential functionals. Let ξ and η be
two independent Le´vy processes, q ∈ (0,∞) and τ an exponentially distributed random
variable with parameter q, independent of ξ and η. Then
Vq,ξ,η :=
∫ τ
0
e−ξs− dηs (1.3)
is called a killed exponential functional of (ξ, η) with parameter q. Interpreting the case
where q is equal to zero as τ = ∞, we obtain the classical case ∫∞
0
e−ξs−dηs as defined
above and, unless the killing is explicitly specified, the term ”exponential functional”
always refers to the improper integral (1.2). However, we may emphasize the difference by
writing ”exponential functional without killing” for V0,ξ,η. Killed exponential functionals
have so far mainly been considered when ηt = t, cf. [38, Thm. 2], [31], [32] or [29], to name
just a few, where in [31] absolute continuity of the law of Vq,ξ,t is established, while in [32]
the smoothness of the density is considered and the support of Vq,ξ,t characterised. In [38,
Thm. 2] and [29, p. 38], the distribution of Vq,ξ,t is determined when ξ is a Brownian motion
or a particular Le´vy process. Another important special case of the killed exponential
functional is when ξt = 0, in which case Vq,0,η = ητ , which can be interpreted as the Le´vy
process η subordinated by a gamma process with parameters 1 and q > 0, evaluated at
time 1. The law of Vq,0,η is then q times the potential measure of η, cf. [37, Def. 30.10].
In this paper, after shortly recalling some preliminaries in Section 2, we show in Sec-
tion 3 that, similar to the case without killing, also the law of Vq,ξ,η appears naturally as
the unique invariant probability measure of a certain Markov process, more precisely of
the solution to the stochastic differential equation
dXt = Xt−dU˜t + dηt, t ≥ 0, (1.4)
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where U˜ is a Le´vy process differing from the Le´vy process U defined above by the fact
that the Le´vy measure of U˜ has an atom of mass q at −1. The solution of (1.4) and some
distributional properties of it have been studied in [4] and [1]. We proceed in Section 4
to characterise the support of Vq,ξ,η for q > 0 and general Le´vy processes ξ and η, which,
unlike the cases V0,ξ,η or Vq,ξ,t, turns out not to be always an interval. Nevertheless, we
find that the support of the law of the killed exponential functional is an interval in most
cases and contains an unbounded interval under mild conditions on the jump structure
of ξ and η in the remaining cases.
The final sections 5 and 6 are concerned with continuity properties of Vq,ξ,η and the
absolute continuity of V0,ξ,η. Since many of the results are derived by conditioning on the
paths of ξ, we first treat the case of integrals of the form
∫∞
0
f(s) dηs in Section 5, where f
is a deterministic function. We characterise continuity of its law and give various sufficient
conditions for its absolute continuity. These results will be applied in Section 6 to fully
characterise continuity of the law of
∫ t
0
e−ξs− dηs for fixed t ≥ 0 and of Vq,ξ,η. Further,
various sufficient conditions for absolute continuity of the law of
∫ t
0
e−ξs− dηs, of Vq,ξ,η and
of V0,ξ,η are obtained. Many of these conditions are new for the case without killing as well,
so e.g. we show (Theorem 6.14) that, as long as one of the two processes ξ and η is non-
deterministic, V0,ξ,η is absolutely continuous whenever ξ has a Gaussian component, or is
of finite variation with non-zero drift, or if its Le´vy measure has an absolutely continuous
component.
2 Preliminaries
A real-valued Le´vy process L = (Lt)t≥0 is a stochastic process having stationary and
independent increments, that starts in 0 and has almost surely ca`dla`g paths, i.e. paths
that are right-continuous with finite left-limits. The distribution of a Le´vy process at
time t ≥ 0 is infinitely divisible, and by the Le´vy-Khintchine formula its characteristic
function is given by
EeizLt = exp(tΨL(z)), z ∈ R,
where ΨL denotes the characteristic exponent satisfying
ΨL(z) = iγLz − σ2Lz2/2 +
∫
R
(eizx − 1− izx1[−1,1](x))νL(dx), z ∈ R.
Here, σ2 ≥ 0 is the Gaussian variance of L, νL is the Le´vy measure of L, γL is the location
parameter, and (σ2L, νL, γL) is the characteristic triplet of L. Whenever the process is of fi-
nite variation, i.e. when σ2L = 0 and
∫
[−1,1] |x| νL(dx) <∞, the drift γ0L = γL −
∫
[−1,1] xdνL
is well-defined and we often use γ0L instead of γL to describe the distribution of Lt in
this case. A Le´vy process L is spectrally positive if νL((−∞, 0)) = 0, and spectrally neg-
ative if νL((0,∞) = 0. For further information on Le´vy processes and infinitely divisible
distributions we refer to [8] or [37].
When considering the paths of L, we denote the space of real-valued ca`dla`g functions
on [0,∞) by D([0,∞),R). Further, for f ∈ D([0,∞),R), we set f(s−) for the left-hand
limit of f at s ∈ (0,∞) and ∆f(s) = f(s)−f(s−) for the jumps. Throughout the analysis,
we often make use of certain subsets of the real numbers R, specifically R∗ = R \ {0},
R+ = [0,∞) and R− = (−∞, 0]. The topological closure of a set A ⊆ R is denoted by A,
the indicator function of A by 1A, and the Borel σ-algebras on R and R
∗ are denoted by B1
and B∗1, respectively. Further, the symbol λ1 is used for the (one-dimensional) Lebesgue
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measure on B1. The law of a random variable X is denoted by either L(X) or PX . The
support of a measure µ on (R,B1) is denoted by supp(µ), and by the support supp(X)
of a random variable X we mean the support of its distribution. Further, we write
d
=
for equality in distribution. If the random variable X is exponentially distributed with
parameter q ≥ 0, we set X d=Exp(q) with the case q = 0 being interpreted as X ≡ ∞.
We write “a.s.” to denote “almost surely”. The image measure of a general measure µ
under a mapping g is denoted by g(µ). When speaking of (absolute) continuity we will
always mean (absolute) continuity with respect to λ1, and we say that a random variableX
is (absolutely) continuous if its distribution L(X) has this property.
For integrals, we assume the integral bounds to be included when using the nota-
tion
∫ b
a
for a, b ∈ R and indicate that the left bound is excluded by writing ∫ b
a+
. Integrals
of the form
∫ t
0
e−ξs− dηs will be interpreted as integrals with respect to semimartingales as
e.g. in [33]. Since in this paper we shall always restrict to independent Le´vy processes ξ
and η, the stochastic (semimartingale)-integral
∫ t
0
e−ξs− dηs given the path ξ = f is noth-
ing else than the semimartingale-integral (equivalently, the Wiener-integral)
∫ t
0
e−f(s−) dηs
of the deterministic function f with respect to η; this follows easily from the definition
of the semimartingale-integral as in Protter [33, Sect. II.4], e.g. when realising ξ and η
on a product space. The semimartingale-integral
∫ t
0
e−f(s−) dηs then agrees with the cor-
responding stochastic integral in the sense of Rajput and Rosinski [34, p. 460] as both
are limits in probability of integrals of simple functions, for which the corresponding in-
tegrals trivially agree. If a function f : [0, t] → R is integrable in the sense of Rajput
and Rosinski (in particular this is satisfied when f is bounded and measurable), then
the distribution of the integral
∫ t
0
f(s) dηs is infinitely divisible with characteristic expo-
nent Ψf(z) =
∫ t
0
Ψη(f(s))z) ds, z ∈ R, and characteristic triplet (σ2f , νf , γf) given by
σ2f = σ
2
η
∫ t
0
f(s)2 ds, (2.1)
νf (B) =
∫ t
0
∫
R
1B\{0}(f(s)x) νη(dx) ds, B ∈ B1, and (2.2)
γf =
∫ t
0
[
f(s)γη +
∫
R
f(s)x
(
1{|f(s)x|≤1} − 1{|x|≤1}
)
νη(dx)
]
ds, (2.3)
cf. [34, Prop. 2.6, Thm. 2.7] or [37, Prop. 57.10].
3 Killed exponential functionals as invariant distri-
butions of Markov processes
Recall that the stochastic exponential E(L) of a Le´vy process L is the unique solution
to the stochastic differential equation dE(L) = E(L)s−dLs with E(L)0 = 1 almost surely.
It can be given explicitly through the Dole´ans-Dade formula (see e.g. [33, Thm. 37])
according to which
E(L)t = exp
(
Lt − σ2Lt/2
) ∏
0<u≤t
(1 + ∆Lu)e
−∆Lu , t ≥ 0.
Let ξ and η be two independent Le´vy processes. As mentioned in the introduction,
the exponential functional V0,ξ,η =
∫∞
0
e−ξs−dηs without killing (provided it converges)
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describes the stationary distribution of the generalised Ornstein-Uhlenbeck process (1.1),
cf. [26, Thm. 2.1]. Defining
Ut = −ξt + tσ2ξ/2 +
∑
0<s≤t
(
e−∆ξs − 1 + ∆ξs
)
, t ≥ 0, (3.1)
it is readily checked that U is a Le´vy process satisfying E(U)t = e−ξt and νU((−∞,−1]) = 0.
Further, the generalised Ornstein–Uhlenbeck process X of (1.1) with starting random
variable X0, independent of ξ and η, is the unique solution of the stochastic differential
equation
dXt = Xt− dUt + dηt, t ≥ 0,
cf. [28, p.428].
In this section we shall see that also the killed exponential functional Vq,ξ,η =
∫ τ
0
e−ξs− dηs,
where τ is an Exp(q)-distributed random variable, independent of ξ and η, arises as
a stationary solution of a Markov process defined by a related stochastic differential
equation. More precisely, we have:
Theorem 3.1. Let ξ and η be two independent Le´vy processes and q ∈ (0,∞). Define
the Le´vy process U by (3.1) such that E(U) = e−ξ and let N be a Poisson process with
parameter q, which is independent of U . Define
U˜ := U −N.
Then U˜ is a Le´vy process with Le´vy measure νU˜ such that νU˜ ({−1}) = q. Further
Vq,ξ,η
d
=
∫ ∞
0
E(U˜)s− dηs (3.2)
and L(Vq,ξ,η) is the unique invariant probability measure of the Markov processX = (Xt)t≥0
satisfying the stochastic differential equation
dXt = Xt− dU˜t + dηt, t ≥ 0, (3.3)
with starting random variable X0 independent of U˜ and η. The solution of (3.3) is given
by
Xt = e
−ξtX01{N(t)=0} + e
−ξt
∫ t
T (t)+
eξs− dηs, (3.4)
where T (t) denotes the time of the last jump of N before t, with the convention that T (t) = 0
if no jump of N occurs before time t. In particular, if Z is a random variable, independent
of (ξ, η, N) and with the same distribution as Vq,ξ,η, then Z satisfies the random fixed point
equation
Z
d
= e−ξtX01{N(t)=0}Z + e
−ξt
∫ t
T (t)+
eξs− dηs
for each t > 0.
Proof. Observe that ∆U˜t = −1 if and only if ∆Nt = 1, i.e. N counts the jumps of
size −1 of U˜ , and that the Le´vy measure νU˜ of U˜ is concentrated on [−1,∞) with
νU˜({−1}) = q. Since E(U˜)t = 0 whenever Nt ≥ 1 and E(U˜)t = E(U)t = e−ξt on
{Nt = 0}, and since the time of the first jump of N is exponentially distributed with
parameter q, we obtain Equation (3.2). By [4, Thm. 2.2 and Prop. 3.2], the differential
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equation dXt = Xt−dU˜t + dηt has a strictly stationary solution, unique in distribution,
and the corresponding marginal distribution is given by E(U)τ
∫ τ
0
E(U)−1s− dηs, where τ is
Exp(q)-distributed, independent from (U, η). Further, the process (Xt)t≥0 defined in (3.3)
is a homogeneous Markov process (cf. [4, Lem. 3.3]), so that the marginal strictly station-
ary distribution is the unique invariant probability measure of the Markov process. Since
E(U)t
∫
(0,t]
E(U)−1s− dηs d=
∫ t
0
E(U)s− dηs for every fixed t > 0 by [4, Lem. 3.1], we obtain
that
E(U)τ
∫ τ
0
E(U)−1s− dηs d=
∫ τ
0
E(U)s− dηs d= Vq,ξ,η
by conditioning on τ . This shows that L(Vq,ξ,η) is the unique invariant probability measure
of the Markov process X .
To see the specific form (3.4) of the solution of (3.3), denote for 0 ≤ s ≤ t
E(U˜)s,t = exp
(
(U˜t − U˜s)− σ2U˜ (t− s)/2
) ∏
s<u≤t
(1 + ∆U˜u)e
−∆U˜u .
By [4, Prop. 3.2, Eq. (2.7)], the solution X = (Xt)t≥0 of (3.3) is given by
Xt = E(U˜)t
(
X0 +
∫ t
0+
[
E(U˜)s−
]−1
dηs
)
1{N(t)=0}
+E(U˜)T (t),t
∫ t
T (t)+
[
E(U˜)T (t),s−
]−1
dηs 1{N(t)≥1}.
Since U˜s − U˜T (t) = Us−UT (t) for s ∈ (T (t), t) we see from the Dole´ans-Dade formula that
E(U˜)T (t),s = e−(ξs−ξT (t)) for s ∈ (T (t), t).
Hence the above can be rewritten (almost surely for fixed t) as
Xt = e
−ξtX01{N(t)=0} + e−(ξt−ξT (t))
∫ t
T (t)+
eξs−−ξT (t) dηs.
Since ξ and T (t) are independent of η, we can pull out e−ξT (t) from the last integral leading
to (3.4). The desired fixed point equation is now immediate, since L(Vq,ξ,η) is the invariant
probability measure of X with independent starting value X0.
Remark 3.2. In the situation of Theorem 3.1, define the killed Le´vy process ξ˜ with killing
rate q and cemetery ∞ by
ξ˜t =
{
ξt, t < τ,
+∞, t ≥ τ,
where τ is Exp(q)-distributed, independent of (ξ, η). Then
Vq,ξ,η =
∫ ∞
0
e−ξ˜s− dηs,
so that Vq,ξ,η can be seen as an exponential functional with respect to ξ˜ and η. The killed
Le´vy process ξ˜ and U˜ are related by E(U˜) = e−ξ˜.
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Remark 3.3. Since in the situation of Theorem 3.1, the characteristic triplet of −N
is given by (0, qδ−1,−q), where δ−1 denotes the Dirac-measure at −1, the characteristic
triplet of U˜ can be expressed in terms of the characteristic triplet of U via
σ2
U˜
= σ2U , νU˜ = νU + qδ−1, γU˜ = γU − q.
Additionally, if U is of finite variation, then so is U˜ , and the drifts of U˜ and U are equal.
The key difference between the describing stochastic differential equations for the expo-
nential functional without killing and the killed exponential functional can then be seen in
the Le´vy measure of U and U˜ , respectively, since νU ((−∞,−1]) = 0 while νU˜({−1}) = q.
Distributional properties like moments or tail behaviour of the stationary solution
of (3.3) have been investigated in [1]. Theorem 3.1 hence allows to apply these results to
Vq,ξ,η. Further, Theorem 3.1 opens the way for deriving various distributional equations
for the characteristic function and the distribution function of Vq,ξ,η, in a spirit similar
to [2] or [24]. This will be explored in more detail in the forthcoming paper [5].
4 Supports of killed exponential functionals
In this section, we give the support of the distribution of the killed exponential func-
tional Vq,ξ,η =
∫ τ
0
e−ξs−dηs for independent Le´vy processes ξ and η and an independent
exponentially distributed random variable τ with parameter q ∈ (0,∞). In [3, Thm. 1] the
support of the exponential functional V0,ξ,η without killing was completely characterised
and in particular it was shown that it is always an interval. This is no longer true when
considering q ∈ (0,∞), as can be seen from the results in this section. We will give a
general characterization of the support of Vq,ξ,η in Theorem 4.1 and then study the case
where both ξ and η are pure compound Poisson processes more closely in Proposition 4.8.
Note that in case of a deterministic process η, the support of a possibly killed exponential
functional has been characterized in [32, Thm. 2.4(2)] in terms of the Wiener-Hopf factor-
ization of ξ, showing that it is always an interval. The special case q = 0 (corresponding
to τ =∞) of [32, Thm. 2.4(2)] was already proven by different means in [3]. Both results
are included in the following theorem. We will, however, present an alternative proof that
does not use the Wiener-Hopf factorization. Observe that Theorem 4.1 covers all possi-
ble combinations of ξ and η and, therefore, provides a complete characterization of the
support of the exponential functional in the killed case.
Theorem 4.1 (Support of killed exponential functionals). Consider the killed exponential
functional V := Vq,ξ,η =
∫ τ
0
e−ξs− dηs for q > 0 and two independent Le´vy processes ξ and
η with characteristics (σ2ξ , νξ, γξ) and (σ
2
η, νη, γη), respectively. As before we denote by γ
0
ξ ,
γ0η the drift of ξ or η whenever it exists.
(i) If η ≡ 0, then supp(V ) = {0}.
(ii) Assume that η is deterministic with γ0η > 0, then
supp(V ) =
{
[0,
γ0η
γ0
ξ
], if ξ is a subordinator with γ0ξ > 0,
[0,∞), otherwise,
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and if γ0η < 0, then
supp(V ) =
{
[
γ0η
γ0
ξ
, 0], if ξ is a subordinator with γ0ξ > 0,
(−∞, 0], otherwise.
(iii) Assume that one of the following cases holds
(a) η is of infinite variation,
(b) η is of finite variation with 0 ∈ supp(νη) and νη((−∞, 0)) > 0, νη((0,∞)) > 0,
(c) η is of finite variation with γ0η 6= 0 and νη((−∞, 0)) > 0, νη((0,∞)) > 0,
then supp(V ) = R.
(iv) Assume that η is non-deterministic, of finite variation and spectrally positive/negative,
as well as 0 ∈ supp(νη) or γ0η 6= 0, then
supp(V ) =
{
[0,∞), if η is a subordinator,
(−∞, 0], if − η is a subordinator.
If under these assumptions neither η nor −η is a subordinator, we have that
supp(V ) =

(−∞, γ0η
γ0
ξ
], if γ0η > 0 and ξ is a subordinator with γ
0
ξ > 0,
[
γ0η
γ0
ξ
,∞), if γ0η < 0 and ξ is a subordinator with γ0ξ > 0,
R, otherwise.
(v) Assume that η is a compound Poisson process with 0 /∈ supp(νη), then
supp(V ) =
{
n∑
j=1
(
j∏
k=1
ak
)
bj , ak > 0, ln ak ∈ Ξ, bj ∈ supp(νη), n ∈ N0
}
, (4.1)
where
Ξ = supp(−ξT ) with T ∼ Exp(νη(R)), independent of ξ. (4.2)
In particular, if −ξ is a subordinator with 0 ∈ supp(νξ) or nonzero drift, we have
that
supp(V ) =

{0} ∪ [inf supp(νη),∞), if η is a subordinator,
(−∞, sup supp(νη)] ∪ {0}, if − η is a subordinator,
R, otherwise,
and if ξ ≡ 0, then supp(V ) =
{∑n
j=1 bj : bj ∈ supp(νη), n ∈ N0
}
.
In the remaining cases, except when ξ is a compound Poisson process with 0 /∈ supp(νξ)
and only negative jumps, (4.1) simplifies to
supp(V ) =

[0,∞), if η is a subordinator,
(−∞, 0], if − η is a subordinator,
R, otherwise.
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In the proof of Theorem 4.1, we will frequently make use of the following three lemmas.
Lemma 4.2. Let ξ and η be two independent Le´vy processes such that V0,ξ,η :=
∫∞
0
e−ξs−dηs
exists a.s. Let q > 0 be arbitrary. Then
supp(V0,ξ,η) ⊆ supp(Vq,ξ,η).
Proof. This is clear as for any q > 0 the random variable τ may become arbitrarily
large.
Lemma 4.3. Let ξ and η be two independent Le´vy processes with characteristics (σ2ξ , νξ, γξ)
and (σ2η , νη, γη), respectively, q > 0 fixed and let Bξ, Bη ⊂ R be two Borel sets that are
bounded away from zero. Define ν̂ξ := νξ|Bc
ξ
and ν̂η := νη|Bcη as the restrictions of νξ and νη
on R \Bξ and R \Bη, respectively, and denote by ξ̂ and η̂ the independent Le´vy processes
ξ̂t = ξt −
∑
0<s≤t
∆ξs∈Bξ
∆ξs, η̂t = ηt −
∑
0<s≤t
∆ηs∈Bη
∆ηs
with Le´vy measures ν̂ξ and ν̂η, respectively. Then
supp(Vq,ξ̂,η̂) ⊆ supp(Vq,ξ,η).
Proof. With positive probability we have {ξt, ηt, 0 ≤ t ≤ τ} = {ξ̂t, η̂t, 0 ≤ t ≤ τ} for any
realization of τ . Hence the claim follows.
Recall from Section 2 that for a Le´vy process η with characteristic triplet (σ2η, νη, γη)
and a function f : [0, t]→ R which is integrable in the sense of Rajput and Rosinski [34,
p.460], the random variable
∫ t
0
f(s) dηs is infinitely divisible with characteristic triplet
(σ2f , νf , γf) given by (2.1) – (2.3). From this we derive the following:
Lemma 4.4. Let η be a Le´vy process with characteristic triplet (σ2η , νη, γη) and f : [0, t]→ R
be bounded and Borel measurable such that f is not Lebesgue almost everywhere equal to 0.
Denote the characteristic triplet of
∫ t
0
f(s) dηs by (σ
2
f , νf , γf). Then the following are true:
(i) The Le´vy process with characteristic triplet (σ2f , νf , γf) is of finite variation if and
only if η is of finite variation. In that case, the corresponding drifts γ0f and γ
0
η are
related by γ0f = γ
0
η
∫ t
0
f(s)ds.
(ii) If 0 ∈ supp(νη), then 0 ∈ supp(νf ).
(iii) νf is infinite if and only if νη is infinite.
If additionally f is strictly positive on [0, t], then
(iv) νf ((0,∞)) > 0 if and only if νη((0,∞)) > 0, and similarly for (−∞, 0).
Proof. Parts (ii), (iii) and (iv) follow directly from (2.2). For the proof of (i), by measure
theoretic induction it follows from (2.2) that∫
R
g(x) νf(dx) =
∫ t
0
∫
R
g(f(s)x) νη(dx) ds (4.3)
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for any Borel measurable function g : R → [0,∞) satisfying g(0) = 0, and similarly for
any Borel measurable function g : R → R with g(0) = 0 for which the integrals exist.
Applying (4.3) to g(x) = |x|1[−1,1](x) then gives∫ 1
−1
|y|νf(dy) =
∫ t
0
|f(s)|
∫ 1/|f(s)|
−1/|f(s)|
|x| νη(dx) ds,
from which in combination with (2.1) the “only if” part readily follows. For the converse,
observe that the right-hand side of the above equation can be bounded by∫ t
0
|f(s)|ds
∫ 1
−1
|x| νη(dx) +
∫ t
0
|f(s)|1{|f(s)|<1} 1|f(s)|νη(R \ [−1, 1]) ds,
which is finite if η is of finite variation since we assumed boundedness of f . Finally, the
expression for the drift γ0f follows from (2.3), (4.3) and the fact that γ
0
f = γf −
∫ 1
−1 y νf (dy)
and similarly for γ0η . Observe that (i) could have similarly been derived by a direct appli-
cation of Theorem 2.10 and Equation (2.16) in [36].
We can now prove Theorem 4.1.
Proof of Theorem 4.1. (i) In the case η ≡ 0, the integrator induces the zero measure,
yielding V = 0 and thus supp(V ) = {0}.
(iii) (a,b) First, assume that η is of infinite variation. By conditioning on τ and ξ, as
mentioned in the preliminaries, we find
P (V ∈ B) =
∫ ∞
0
∫
D([0,∞),R)
P
(∫ t
0
e−f(s−) dηs ∈ B
)
Pξ(df)Pτ (dt), (4.4)
for all B ∈ B1. From Lemma 4.4 it follows that
∫ t
0
e−f(s−)dηs is infinitely divisible with∫ 1
−1 |x|νf(dx) =∞ or σ2f > 0. Thus, [37, Thm. 24.10(i)] implies P (
∫ t
0
e−f(s−)dηs ∈ B) > 0
for all open B ⊆ R. Together with (4.4), this yields supp(V ) = R.
If η is of finite variation with 0 ∈ supp(νη) and νη(R+), νη(R−) > 0, a similar argument
is applicable. Conditioning as in (4.4), we find by Lemma 4.4 that in this case 0 ∈ supp(νf),
as well as νf(R+), νf(R−) > 0. Therefore, P (
∫ t
0
e−f(s−)dηs ∈ B) > 0 for all open B ⊆ R
by [37, Thm. 24.10(ii)] and thus supp(V ) = R as claimed.
(iv) when 0 ∈ supp(νη):
Let η be as in (iv) and assume additionally that 0 is in the support of νη. Assume further
that supp(νη) ⊆ [0,∞), the case supp(νη) ⊆ (−∞, 0] following by symmetry. Condition-
ing as in (4.4), Lemma 4.4 yields that
∫ t
0
e−f(s−)dηs (more precisely, the Le´vy process
corresponding to it) is of finite variation with 0 ∈ supp(νf ), νf (R+) > 0 = νf(R−) and
drift γ0η
∫ t
0
e−f(s−) ds. By [37, Thm. 24.10(iii)] we find that
supp
( ∫ t
0
e−f(s−)dηs
)
=
[
γ0η
∫ t
0
e−f(s−)ds,∞
)
. (4.5)
Since 0 is in the support of τ , Equation (4.4) shows that supp(V ) ⊇ [0,∞). Since V ≥ 0
a.s. when η is a subordinator, we also get the reverse inequality, so that supp(V ) = [0,∞)
when η is a subordinator.
If η is not a subordinator, by assumption we necessarily have γ0η < 0. If then ξ is a
subordinator with strictly positive drift γ0ξ , then 1/γ
0
ξ ∈ supp(
∫∞
0
e−ξs− ds) by [3, Lem. 1]
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and (4.4) and (4.5) show supp(V ) ⊇ [γ0η/γ0ξ ,∞), as τ may become arbitrary large. On the
other hand,
Vq,ξ,η ≥ γ0η
∫ τ
0
e−ξs− ds ≥ γ0η
∫ ∞
0
e−γ
0
ξ
s ds = γ0η/γ
0
ξ , (4.6)
showing the converse inequality when ξ is a subordinator with strictly positive drift.
Finally, assume that η is not a subordinator (hence γ0η < 0) and ξ is not a sub-
ordinator with strictly positive drift. If ξ does not drift almost surely to infinity, then∫∞
0
e−ξs− ds = +∞ by [17, Thm. 2], and if ξ drifts almost surely to infinity, then ∫∞
0
e−ξs− ds
is finite but unbounded by [3, Lem. 1]. As τ may become arbitrarily large, we conclude
in both cases from (4.4) and (4.5) that supp(V ) = R in this case.
(ii), (iii) (c), (iv) when γ0η 6= 0:
Let η be of finite variation with non-zero drift γ0η . By the cases already proved we can
additionally assume that 0 6∈ supp(νη), in particular νη(R) < ∞. By symmetry, we can
further assume without loss of generality that γ0η > 0. We distinguish in the following
whether ξ is a subordinator with strictly positive drift or not.
Case 1: Assume ξ is a subordinator with strictly positive drift γ0ξ .
If νη(R+) = 0, then Vq,ξ,η ≤ γ0η/γ0ξ by the same estimates that lead to (4.6), so that
supp(V ) ⊆ (−∞, γ0η/γ0ξ ] in this case. If additionally νη(R−) > 0, choose a constant K > 0
such that νη([−K, 0)) > 0 and construct η̂ from η by substracting the jumps that are less
than −K of η. Then V0,ξ,η̂ exists by [17, Thm. 2] and from [3, Thm. 1(iii)] together with
Lemmas 4.2 and 4.3 we obtain
supp(Vq,ξ,η) ⊇ supp(Vq,ξ,η̂) ⊇ supp(V0,ξ,η̂) = (−∞, γ0η/γ0ξ ],
which together with the estimate above gives the desired supp(V ) = (−∞, γ0η/γ0ξ ], so that
parts of (iv) are proved.
If νη(R+) = νη(R−) = 0 (as in (ii)), then η is deterministic, V0,ξ,η converges and, unless
also ξ is deterministic,
supp(Vq,ξ,η) ⊇ supp(V0,ξ,η) = [0, γ0η/γ0ξ ]
by [3, Lem. 1] and Lemma 4.2, so that together with the previous upper bound we obtain
supp(V ) = [0, γ0η/γ
0
ξ ]. If also ξt = γ
0
ξ t is deterministic, then γ
0
η
∫ τ
0
e−γ
0
ξ
s ds = (1− e−τγ0ξ )γ0η/γ0ξ ,
giving the same support also in this case.
If νη(R+) > 0 = νη(R−) (as in parts of (iv)), then η is a subordinator and hence V ≥ 0.
Choose K > 0 such that νη((0, K]) > 0 and construct η̂ from η by substracting the jumps
from η that are greater than K. Again, V0,ξ,η̂ exists and its support is [0,∞) by [3,
Thm. 1(ii)] unless ξ is deterministic, so that supp(V ) = [0,∞) in this case. If ξt = γ0ξ t is
deterministic, then supp(V ) ⊇ supp(V0,ξ,η) = [γ0η/γ0ξ ,∞) by [3, Thm. 1(ii)]. On the other
hand, the assumption 0 6∈ supp(νη) implies νη(R) <∞, so that with positive probability,
η does not jump before time τ . This implies supp(Vq,γ0
ξ
t,η) ⊇ supp(Vq,γ0
ξ
t,γ0ηt
) = [0, γ0η/γ
0
ξ ],
so that altogether, supp(V ) = [0,∞) also when ξ is deterministic.
If νη(R+), νη(R−) > 0 (as in (iii) (c)), chooseK > 0 such that νη([−K, 0)), νη([0, K]) > 0
and construct η̂ from η by substracting the jumps of absolute size greater than K. Then
supp(V0,ξ,η̂) = R by [3, Thm. 1(i)] and supp(V ) = R follows as before using Lemmas 4.2
and 4.3.
Case 2: Assume ξ is not a subordinator with strictly positive drift.
If ξt does not drift almost surely to ∞, then
∫∞
0
e−ξs− ds = ∞ almost surely (cf. [17,
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Thm. 2]), and if ξt drifts almost surely to ∞, then
∫∞
0
e−ξs− ds is finite almost surely, but
has unbounded support by [3, Lem. 1]. In both cases, for any C > 0 there is some t(C) ≥ 0
such that
∫ t(C)
0
e−ξs− ds ≥ C on a set ΩC with positive probability. Since t 7→
∫ t
0
e−ξs− ds
is pathwise continuous and increasing, on the set ΩC it takes all values in [0, C] when t
runs through [0, t(C)]. Since τ is independent of (ξ, η) and has a strictly positive den-
sity on [0,∞), it follows that supp(∫ τ
0
e−ξs− ds) ⊃ [0, C] for each C > 0 and hence
supp(
∫ τ
0
e−ξs− ds) = [0,∞). This finishes the proof of (ii).
If νη(R−) > 0 = νη(R+) (as in parts of (iv)), choose a < 0 such that νη((2a, a)) > 0.
Choose ε ∈ (0, 1) such that sups∈[0,ε] |ξs| ≤ 1 has positive probability (possible since ξ
has ca`dla`g paths). Then for each n ∈ N, the probability that sups∈[0,ε] |ξs| ≤ 1 and that
simultaneously η has exactly n jumps of size in (2a, a) on (0, ε) and no other jumps in
this interval is strictly positive. On the corresponding set we have
2nae + εγ0η/e ≤
∫ ε
0
e−ξs− dηs ≤ nae−1 + eγ0ηε.
In particular, by choosing n sufficiently large, we see that for any given L < 0, the
probability that
∫ ε
0
e−ξs− dηs < L is strictly positive. Using as before that
∫∞
ε
e−ξs− ds is
unbounded or almost surely equal to +∞, together with the fact that the probability of η
having no jumps in the interval [ε, τ ] is strictly positive, an application of the intermediate
value theorem as before shows that supp(Vq,ξ,η) = R in this case.
Finally, if νη(R+) > 0 = νη(R−) (as in parts of (iv)) or ν(R+), ν(R−) > 0 (as in
(iii) (c)), construct η̂ from η by omitting the positive jumps of η. Then supp(Vq,ξ,η) ⊇
supp(Vq,ξ,η̂) by Lemma 4.3 and the claim follows from the cases above.
(v) Assume that η is a compound Poisson process with 0 /∈ supp(νη). Let T1, T2, . . .
denote the jump times of η and (Mt)t≥0 denote the underlying Poisson process, such
that ηt =
∑Mt
j=1Bj with the i.i.d. random variables B1, B2, . . . following the jump distri-
bution of η. Consider now the random variables Xk = ξTk−ξTk−1 for k ∈ N, setting T0 = 0.
Then X1, X2, . . . are i.i.d. and, by the strong Markov property, have the same distribution
as ξT1 . Note that T1 is exponentially distributed with parameter νη(R). With probability
one it now holds that∫ τ
0
e−ξs−dηs =
∫ τ
0
e−ξsdηs =
Mτ∑
j=1
e−ξTjBj =
Mτ∑
j=1
e−
∑j
k=1XkBj =
Mτ∑
j=1
( j∏
k=1
e−Xk
)
Bj .
Considering the i.i.d. random variables Ak = e
−Xk , k ∈ N, we can thus write V =∑Mτ
j=1
(∏j
k=1Ak
)
Bj a.s.,
where the random variables A1, A2, . . . and B1, B2, . . . are mutually independent. Con-
ditioning on {Nτ = n} now leads to (4.1), where Ak d= e−ξT1 implies (4.2).
Finally, it remains to deduce the explicit form of the set depending on the process ξ.
Writing ξT1 =
∫ T1
0
e0dξs, we see from the cases (ii)–(iv) already proved that, provided ξ
is not a compound Poisson process with 0 6∈ supp(νξ), then supp(−ξT1) = {0} if ξ is the
zero-process, supp(−ξT1) = (−∞, 0] if ξ is a non-zero subordinator, supp(−ξT1) = [0,∞)
if −ξ is a non-zero subordinator, and supp(−ξT1) = R otherwise.
If supp(ξT1) = R, it follows immediately from (4.1) that supp(V ) = [0,∞), (−∞, 0] or
R whenever η is a subordinator, the negative of a subordinator, or has two-sided jumps,
respectively. Similarly, the simplification when ξ ≡ 0 is immediate.
Whenever −ξ is a subordinator with 0 ∈ supp(νξ) or non-zero drift, we clearly have
supp(e−ξT1 ) = [1,∞). The corresponding formulas for supp(V ) whenever η or −η is a
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subordinator then follow immediately from (4.1). If η has jumps of both signs, define
z+ = inf(supp(νη)∩R+) > 0 and z− = sup(supp(νη)∩R−) < 0. For a given number x ∈ R,
choose n ∈ N such that x− (n− 1)z− ≥ z+, as well as
b1 = · · · = bn−1 = z−, a1 = · · · = an−1 = 1, bn = z+, an = x− (n− 1)z−
z+
. (4.7)
Then b1, . . . , bn ∈ supp(νη), an ≥ 1 and ln(a1), . . . , ln(an) ∈ Ξ such that we obtain∑n
j=1
(∏j
k=1 ak
)
bj = x, i.e. x ∈ supp(V ) by (4.1) and thus supp(V ) = R as claimed.
Finally, assume that ξ is a non-zero subordinator or that it is a compound Poisson
process with νξ(R+) > 0. Construct η̂ from η by deleting all jumps whose absolute size is
greater than some constant K but such that η̂ still has positive and/or negative jumps if
η does, and construct ξ̂ from ξ by deleting all its negative jumps. Then V0,ξ̂,η̂ exists by [17,
Thm. 2], and by [3, Thm. 1] its support is [0,∞), (−∞, 0] or R, respectively, depending
if η or −η or neither of them is a subordinator. The claim then follows from Lemmas 4.2
and 4.3 using supp(Vq,ξ,η) ⊇ supp(Vq,ξ̂,η̂) ⊇ supp(V0,ξ̂,η̂).
Remark 4.5. An alternative proof of some of the cases considered in Theorem 4.1
can be based on a general result regarding the support of solutions of certain random
fixed point equations. Namely, as shown in [11, Thm. 2.5.5(1)], if the random variable
Z is a solution to the random fixed point equation Z
d
= AZ +B for two real-valued
random variables A,B, where Z is independent of (A,B), and A and B are such that
P (Ax+B = x) < 1 for every x ∈ R, A ≥ 0 a.s., P (0 < A < 1) > 0 and P (A > 1) > 0,
then supp(X) is either a half-line or R. By Theorem 3.1, this result can be applied in our
situation whenever neither ξ nor −ξ are subordinators, in which case it is then enough to
determine the left and right end points of the support.
After obtaining the general result for the support of the killed exponential functional
in Theorem 4.1, we will now study the case where both ξ and η are compound Poisson
processes more closely. Consider the following two motivating examples.
Example 4.6. LetM andN be two independent Poisson processes. Then
∫ t
0
2Ms− dNs, t > 0,
and
∫ τ
0
2Ms− dNs have support N0. More generally, we have for a > 1 that
supp
(∫ τ
0
aMs− dNs
)
=
{ N∑
k=0
nka
k, N, nk ∈ N0
}
,
which is neither an interval nor the union of an interval and {0}.
Example 4.7. Let η be a Poisson process and let ξ be a compound Poisson process
whose Le´vy measure is supported on the set −S = −1−C, where C denotes the classical
middle third Cantor set. Thus, both supp(νη) = {1} and supp(νξ) are bounded away
from zero and do not contain an interval. Further, νξ(R+) = 0. By [12, Cor. 3.4], we have
that C + C = [0, 2] such that in particular [2, 4] ⊆ Ξ. By iteration we further see that
Ξ = {0} ∪ S ∪ [2,∞) from which we derive by (4.1) that
supp(V ) =
{
n∑
j=1
cj , cj ∈ {1} ∪ eS ∪ [e2,∞), n ∈ N0
}
as η always jumps by 1. In particular supp(V ) contains the unbounded interval [e2,∞).
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The following proposition collects sufficient conditions for supp(V ) to contain an un-
bounded interval. In particular we see that if supp(νξ) or supp(νη) contains an inter-
val, then supp(V ) contains an unbounded interval. Recalling the results of Theorem 4.1,
it suffices to consider the case when both ξ and η are compound Poisson processes
with 0 /∈ supp(νξ) and 0 /∈ supp(νη), respectively, as well as νξ(R+) = 0. Denote
by ⌊x⌋ = max{z ∈ Z : z ≤ x} the floor function of x ∈ R.
Proposition 4.8. Consider the killed exponential functional V := Vq,ξ,η =
∫ τ
0
e−ξs− dηs
for q > 0 and two independent compound Poisson processes ξ and η with Le´vy measures
νξ and νη, respectively, such that 0 6∈ supp(νη), 0 6∈ supp(νξ), and νξ(R+) = 0. Recall
supp(ητ ) =
{∑n
j=1 bj : bj ∈ supp(νη), n ∈ N0
}
from Theorem 4.1 (v).
(i) Assume there are β < α < 0 such that [β, α] ⊆ supp(νξ) and set k := ⌊ αβ−α⌋ + 1,
then
supp(V ) ⊇

supp(ητ ) ∪ [e−kα inf supp(νη),∞), if η is a subordinator,
supp(ητ ) ∪ (−∞, e−kα sup supp(νη)], if − η is a subordinator,
R otherwise.
(ii) Assume η is a subordinator and there are 0 < α < β such that [α, β] ⊆ supp(νη).
Set k := ⌊ α
β−α⌋ + 1, then
supp(V ) ⊇
{
{0} ∪ [α,∞), if ln(β)− ln(α) ≥ − sup supp(νξ),
{0} ∪⋃k−1ℓ=1 [ℓα, ℓβ] ∪ [kα,∞), otherwise.
(iii) Assume −η is a subordinator and there are β < α < 0 such that [β, α] ⊆ supp(νη).
Set k := ⌊ α
β−α⌋ + 1, then
supp(V ) ⊇
{
(−∞, α] ∪ {0}, if ln(−β)− ln(−α) ≥ − sup supp(νξ),
(−∞, kα] ∪⋃k−1ℓ=1 [ℓβ, ℓα] ∪ {0}, otherwise.
(iv) Assume νη(R−) 6= 0 6= νη(R+), and there are 0 < α < β such that [α, β] ⊆ supp(νη)
or β < α < 0 such that [β, α] ⊆ supp(νη). Then
supp(V ) = R.
(v) Assume νη(R−) 6= 0 6= νη(R+) and that there are numbers z1 < 0, z2 > 0 in supp(νη)
such that z2
z1
is irrational. Then
supp(V ) = R.
Proof. (i) First, let supp(νη) ⊆ R+, i.e. η is a subordinator. As, by assumption, the proba-
bility that the killing occurs before the first jump of ξ is positive, we have supp(ητ ) ⊂ supp(V ).
Recalling the structure of supp(V ) from Theorem 4.1 (v), ξ being a compound Poisson
process implies that
Ξ =
{ N∑
j=1
−xj , xj ∈ supp(νξ), N ∈ N0
}
⊆ R+.
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As, by assumption, [β, α] ⊆ supp(νξ), it follows directly that [−α,−β] ⊆ Ξ here, as
well as [−nα,−nβ] ⊆ Ξ for n ∈ N. In particular, if we have n ≥ k = ⌊ α
β−α⌋+ 1, it fol-
lows that −(n + 1)α < −nβ, implying that individual intervals intersect and that, there-
fore, [−kα,∞) ⊆ Ξ. Choosing n = 1, b1 = inf supp(νη) and letting a1 run through [−kα,∞),
we find from (4.1) that [e−kα inf supp(νη),∞) ⊆ supp(V ). If −η is a subordinator instead,
the claim follows by symmetry.
If η has jumps of both signs, denote z+ = inf(supp(νη)∩R+) and z−= sup(supp(νη) ∩ R−)
as in the proof of Theorem 4.1 and, for a given x ∈ R, choose a1, . . . , an, b1, . . . , bn as
in (4.7). Then ln(a1), . . . ln(an−1) ∈ Ξ and also ln(an) ∈ Ξ if n ∈ N is chosen sufficiently
large. From (4.1) we can thus conclude that x ∈ supp(V ) and, therefore, supp(V ) = R as
claimed.
(ii) Note that the probability that the killing occurs before the first jump of ξ is
positive and so is the probability that, additionally, η jumps n times for some n ∈ N in
the time interval [0, τ ]. As supp(νη) contains the interval [α, β], it follows that
supp(V ) ⊇
{ n∑
j=1
bj
∣∣∣n ∈ N0, bj ∈ supp(νη)}
⊇
{ n∑
j=1
bj
∣∣∣n ∈ N0, bj ∈ [α, β]} = {0} ∪ ( k−1⋃
ℓ=1
[ℓα, ℓβ]
)
∪ [kα,∞),
where we set again k = ⌊ α
β−α⌋+ 1. To show that the interval contained in supp(V ) is
considerably larger whenever ln(β)− ln(α) ≥ − sup supp(νξ) =: −y− is satisfied, choose
n = 1, as well as a1 = e
−my− for m ∈ N and b1 ∈ [α, β]. From (4.1) it now follows
directly that {e−my−[α, β], m ∈ N} ⊆ supp(V ). Since ln(β)− ln(α) ≥ −y−, we find that
e−my−α ≤ e−(m−1)y−β such that the intervals e−(m−1)y− [α, β] and e−my− [α, β] overlap. In
particular, we obtain that [α,∞) ∩ supp(V ) = [α,∞), yielding the claim.
Part (iii) follows by symmetry.
(v) Without loss of generality, assume that z1 = −1 such that z2 > 0 is irrational
and let x mod 1 denote the quantity x − ⌊x⌋ for a real number x. Then z2 mod 1 is
also irrational and the orbit of z2 under the corresponding rotation in the circle group
([0, 1),+), where x1 + x2 = (x1 + x2) mod 1, is dense (see e.g. [20, Prop. 1.3.3]), i.e.
{nz2 mod 1, n ∈ N0} = [0, 1].
Recalling that the killing may occur before the first jump of the process ξ, it follows
from (4.1) that
supp(V ) ⊇
{ n∑
j=1
bn
∣∣∣n ∈ N0, bn ∈ supp(νη)} ⊇ {n1z1 + n2z2|n1, n2 ∈ N0}.
Observe that z1 = −1 implies z2 mod 1 = z2+n0z1 for some n0 ∈ N0, yielding that the set
on the right-hand side must include the interval [0, 1]. Further, it includes all translations
of [0, 1] by numbers z = n˜1z1+ n˜2z2 with fixed n˜1, n˜2 ∈ N0, as can be seen from specifying
the first n˜1 + n˜2 jumps. Thus, it follows that supp(V ) = R.
As the existence of z1 < 0 and z2 > 0 with
z2
z1
∈ R\Q is guaranteed if νη(R−) 6= 0 6= νη(R+)
and either supp(νη)∩R+ or supp(νη)∩R− contains an interval, Part (iv) follows immea-
diately from the preceding argument.
15
Example 4.9. Let ξ be a Poisson process and let η be a compound Poison process with
Le´vy measure νη = δ−1 + δ√2, where δx denotes the Dirac measure supported at x ∈ R.
Thus, both supp(νξ) = {1} and supp(νη) = {−1,
√
2} are bounded away from zero and
do not contain an interval. However,
√
2
−1 ∈ R \ Q and thus supp(V ) = R by Part (v) of
Proposition 4.8.
5 Absolute continuity of
∫∞
0 f(s) dηs
Let η be a one-dimensional Le´vy process with characteristic triplet (σ2η, νη, γη) and
f : [0,∞)→ R a deterministic Borel measurable function. We say that f is locally in-
tegrable, or more precisely, locally integrable with respect to the independently scattered
random measure induced by η, if f1[0,t] is integrable with respect to η in the sense of
Rajput and Rosinski (cf. [34, p.460], or also Sato [37, Def. 57.8]) for every t ∈ (0,∞).
The corresponding integral over [0, t] is denoted by
∫ t
0
f(s) dηs. Since t 7→
∫ t
0
f(s) dηs de-
fines an additive process, a version of the integral exists that has ca`dla`g paths (e.g. [37,
Thm. 11.5]), and we shall always assume that such a version is chosen. We say that the
improper integral
∫∞
0
f(s) dηs exists, if f is locally integrable and
∫ t
0
f(s) dηs converges
in probability to a finite random variable as t → ∞, equivalently by the independent
increment property and the ca`dla`g paths, if it converges almost surely to a finite random
variable as t → ∞; we denote the limit by ∫∞
0
f(s) dηs. A characterisation of functions
for which the improper integral
∫∞
0
f(s) dηs exists can be found in Sato [35, Prop. 5.5]
or [37, Prop. 57.13]. In particular, every locally bounded measurable function is locally
integrable, and for functions with bounded support, integrability as defined in Rajput and
Rosinski [34, p.460] is equivalent to the existence of the improper integral.
Our motivation in considering such integrals stems from the fact that for two indepen-
dent Le´vy processes ξ and η, the integral
∫ t
0
e−ξs− dηs conditional on a path ξ = f is equal
to the integral
∫ t
0
e−f(s−) dηs, and that hence the improper integral V0,ξ,η =
∫∞
0
e−ξs− dηs
conditional on ξ = f is equal to the improper integral
∫∞
0
e−f(s−) dηs, and similarly for
killed exponential functionals. It will then be possible in Section 6 to deduce continuity
properties of (killed) exponential functionals from those of the corresponding conditioned
integrals, although we present also other continuity results that do not follow by a condi-
tioning argument in Section 6.
When the improper integral
∫∞
0
f(s) dηs exists, its distribution is infinitely divisible
with characteristic triplet (σ2f , νf , γf), where σ
2
f = σ
2
η
∫∞
0
f(s)2 ds and νf is given by (2.2)
with t =∞, i.e.
νf(B) =
∫ ∞
0
∫
R
1B\{0}(f(s)x) νη(dx) ds, B ∈ B1. (5.1)
Further, the characteristic exponent Ψf of
∫∞
0
f(s) dηs is given by
Ψf(z) = lim
t→∞
∫ t
0
Ψη(f(s)z) ds, (5.2)
cf. [37, Prop. 57.13]. We can hence apply continuity results for infinitely divisible distri-
butions. We start with a simple result characterising continuity of
∫∞
0
f(s) dηs, i.e. when
the distribution has no atoms.
Proposition 5.1 (Continuity of
∫
f(s) dηs). Let η = (ηt)t≥0 be a one-dimensional Le´vy
process with characteristic triplet (σ2η , νη, γη) and f : [0,∞)→ R be a deterministic Borel
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measurable function such that the improper integral
∫∞
0
f(s) dηs exists and such that f 6= 0
on a set of positive Lebesgue measure. Then
∫∞
0
f(s) dηs is continuous (i.e. has no atoms)
if and only if
σ2η > 0, or λ
1({s ∈ [0,∞) : f(s) 6= 0}) · νη(R) =∞.
Proof. By [37, Thm. 27.4],
∫∞
0
f(s) dηs is continuous if and only if σ
2
f > 0 or νf(R) =∞.
Since f is not Lebesgue almost everywhere equal to zero, the claim follows by observing
that σ2f = σ
2
η
∫∞
0
f(s)2 ds and νf(R) = λ
1({s ∈ [0,∞) : f(s) 6= 0}) νη(R) by (5.1).
In the following proposition we collect some known results ensuring absolute continuity
of infinitely divisible distributions. Here, we denote by ℜ(z) the real part of a complex
number z.
Lemma 5.2 (Absolute continuity of infinitely divisible distributions). Let µ be an in-
finitely divisible distribution with characteristic triplet (σ2, ν, γ) and characteristic expo-
nent Ψ.
(i) If Kallenberg’s condition ([21, pp. 794–795])
lim
ε↓0
ε−2| ln ε|−1
(
σ2 +
∫ ε
−ε
x2 ν(dx)
)
=∞, (5.3)
or more generally the Hartman-Wintner condition ([18, pp. 287–288])
lim
|z|→∞
−ℜ(Ψ(z))
ln(1 + |z|) =∞ (5.4)
is satisfied, then µ is absolutely continuous with infinitely often differentiable density
with all derivatives vanishing at infinity.
(ii) If
lim
ε↓0
ε−2| ln ε|−1
(
σ2 +
∫ ε
−ε
x2 ν(dx)
)
> 1/4, (5.5)
or more generally
lim inf
|z|→∞
−ℜ(Ψ(z))
ln(1 + |z|) > 1/2, (5.6)
then µ is absolutely continuous with square integrable density ([6, Cor. 3.6]).
(iii) If the absolutely continuous part νac in the Lebesgue decomposition of ν is infinite,
then µ is absolutely continuous ([37, Thm. 27.7]).
Kallenberg’s condition is classical and his proof ([21, pp.794–795]) shows that it implies
the Hartman-Wintner condition (5.4), which in turn implies that the Fourier transform µ̂
of µ satisfies
∫
R
|x|k |µ̂(x)| dx < ∞ for all k ∈ N, giving (i). It has been noted by several
authors that if the right-hand sides of (5.5) and (5.6) are replaced by > 1 (e.g. [14, p.853],
[23, p.127] for (5.5) and Hartman and Wintner [18, pp. 794–795] themselves for (5.6)),
then µ has a continuous and bounded density vanishing at infinity. The fact that the
constant 1 can even be replaced by 1/4 and 1/2 (as done in (5.5) and (5.6) in (ii)) to
ensure absolute continuity has been shown by Berger [6, Cor. 3.6]. In fact, Berger’s proof
shows that (5.5) implies (5.6), which in turn implies square integrability of the Fourier
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transform of µ, thus giving absolute continuity of µ with square integrable density (cf.
[22, Thm. 11.6.1]). Part (iii) is an easy consequence of Sato [37, Thm. 27.7], by observing
that the convolution of an absolutely continuous distribution with another distribution is
again absolutely continuous.
An interesting feature of integrals of the form
∫∞
0
f(s) dηs is that their distribution
is often smoother than the original distribution. A well known example is
∫∞
0
e−as dηs
whenever a > 0 and η is a non-deterministic Le´vy process such that the integral converges,
which always gives a self-decomposable and hence absolutely continuous distribution. That
this phenomenon can happen also with functions with compact support was exemplified
by Nourdin and Simon [30, Thm. A], who showed that
∫ t
0
e−as dηs will always be absolutely
continuous whenever a 6= 0 and η is such that σ2η > 0 or νη(R) =∞. See also Bodnarchuk
and Kulik [10, Prop. 2, Theorem 1], who even characterised when
∫ t
0
e−as dηs has a bounded
density for all t > 0. Berger [6, Lemma 4.1] showed that when η has infinite Le´vy measure
and f : [0, t] → R is a C1-diffeomorphism onto its range, then ∫ t
0
f(s) dηs is absolutely
continuous. Part (iii) below, which essentially is Remark 4.2 in Berger [6], generalises this
result. For the reader’s convenience, we repeat his short proof.
Corollary 5.3 (Absolute continuity of
∫
f(s) dηs). Let η = (ηt)t≥0 be a one-dimensional
Le´vy process with characteristic triplet (σ2η, νη, γη). Let f : [0,∞)→ R be a deterministic
Borel measurable function such that the improper integral
∫∞
0
f(s) dηs exists. Assume that
f 6= 0 on a set of positive Lebesgue measure. Denote by νη = νη,ac + νη,sing the Lebesgue
decomposition of νη in absolutely continuous part νη,ac and singular part νη,sing. Then each
of the following conditions implies that
∫∞
0
f(s) dηs is absolutely continuous with respect
to Lebesgue measure:
(i) The characteristic triplet of η satisfies
λ1({s ∈ [0,∞) : f(s) 6= 0}) · lim inf
ε↓0
ε−2| ln ε|−1
(
σ2η +
∫ ε
−ε
x2 νη(dx)
)
>
1
4
, (5.7)
or more generally, the characteristic exponent Ψη satisfies
λ1({s ∈ [0,∞) : f(s) 6= 0}) · lim inf
|z|→∞
−ℜ(Ψη(z))
ln(1 + |z|) >
1
2
. (5.8)
(ii) The absolutely continuous part νη,ac of νη satisfies
λ1({s ∈ [0,∞) : f(s) 6= 0}) · νη,ac(R) =∞.
(iii) Preimagines of Lebesgue nullsets B ∈ B∗1 under the mapping f are again Lebesgue
nullsets (i.e. λ1(f−1(B)) = 0 for every B ∈ B∗1 with λ1(B) = 0), and
λ1({s ∈ [0,∞) : f(s) 6= 0}) · νη(R) =∞.
(iv) There is b > 0 such that ηb is absolutely continuous and the function f is constant
and different from 0 on an interval of length b.
The condition that preimages of Lebesgue nullsets under a mapping are again Lebesgue
nullsets is called the Lusin(N−1) condition in the literature. The first condition in Corol-
lary 5.3 (iii) therefore means that f|f−1(R∗) : f−1(R∗) → R∗ satisfies the Lusin(N−1)
18
condition. In probability theory, this is usually expressed in terms of absolute continuity
of occupation measures. Namely, defining the measure ̺f on (R
∗,B∗1) by
̺f (B) =
∫ ∞
0
1B(f(t)) dt = λ
1(f−1(B)) = (f|f−1(R∗)(λ
1))(B), B ∈ B∗1,
this is equivalent to saying that ̺f is absolutely continuous. Observe that the Lusin(N
−1)-
condition is trivially satisfied if there is a countable decomposition of [0,∞) into intervals
of the form [ai, bi) such that each f|(ai,bi) is a C
1-diffeomorphism onto its range.
Proof of Corollary 5.3. (i) That (5.7) implies (5.8) follows by standard arguments: if
σ2η > 0, then this is clear, and if σ
2
η = 0 use sin(x) ≥ 2x/π for x ∈ [0, π/2] so that
1− cos(u) = 2(sin(u/2))2 ≥ 2u2/π2 for |u| ≤ π and hence
−ℜ(Ψη(z))
ln(1 + |z|) =
∫
R
(1− cos(xz)) νη(dx)
ln(1 + |z|) ≥ 2
(z/π)2
∫ π/z
−π/z u
2 νη(du)
ln(|z|/π)
ln(|z|/π)
ln(1 + |z|)
for |z| ≥ π.
Now assume (5.8). Since eℜΨη(z) =
∣∣eΨη(z)∣∣ ≤ 1 we have ℜΨη(z) ≤ 0 for each z ∈ R.
Let T > 0 be arbitrary. An application of Fatou’s lemma and (5.2) then shows
lim inf
|z|→∞
−ℜ(Ψf(z))
ln(1 + |z|) ≥ lim inf|z|→∞
∫ T
0
−ℜ(Ψη(f(t)z))
ln(1 + |z|) dt
≥
∫ T
0
lim inf
|z|→∞
−ℜ(Ψη(f(t)z))
ln(1 + |z|) dt
=
∫ T
0
1{f(t)6=0} dt · lim inf|z|→∞
−ℜ(Ψη(z))
ln(1 + |z|) .
Letting T →∞ we conclude
lim inf
|z|→∞
−ℜ(Ψf(z))
ln(1 + |z|) ≥ λ
1({s ∈ [0,∞) : f(s) 6= 0}) · lim inf
|z|→∞
−ℜ(Ψη(z))
ln(1 + |z|) >
1
2
by (5.8). Hence Ψf satisfies (5.6) showing that
∫∞
0
f(s) dηs has a square integrable density.
(ii) Denoting
νf,1(B) :=
∫ ∞
0
∫
R
1B\{0}(f(t)x) νη,ac(dx) dt and
νf,2(B) :=
∫ ∞
0
∫
R
1B\{0}(f(t)x) νη,sing(dx) dt
for B ∈ B1 we have νf = νf,1+ νf,2 by (5.1). Now if B ∈ B1 has Lebesgue measure 0, then
so has B/f(s) for f(s) 6= 0, and it follows∫
R
1B\{0}(f(s)x)νη,ac (dx) =
{
νη,ac(B/f(s)) = 0, if f(s) 6= 0,∫
R
1B\{0}(0) νη,ac(dx) = 0, if f(s) = 0,
showing that νf,1 is absolutely continuous. Since νf,1(R) = λ
1({s ∈ [0,∞) : f(s) 6=
0}) νη,ac(R) = ∞ by (5.1) and assumption, it follows from Lemma 5.2 (iii) that each
infinitely divisible distribution with Le´vy measure νf,1 is absolutely continuous. Since
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νf = νf,1 + νf,2, each such distribution (with Gaussian variance 0) is a convolution factor
of L(∫∞
0
f(s) dηs), showing that also
∫∞
0
f(s) dηs is absolutely continuous.
(iii) For each B ∈ B∗1 with λ1(B) = 0, and each x 6= 0, the set B/x is also a Lebesgue
nullset and hence so is f−1(B/x) by the stated condition. Using Fubini’s theorem and (5.1)
we then obtain that
νf(B) =
∫
R
∫ ∞
0
1B\{0}(f(t)x) dt νη(dx) =
∫
R
λ1(f−1(B/x)) νη(dx) = 0,
showing that νf is absolutely continuous. Using νf (R) =∞ by assumption the claim then
follows again from Lemma 5.2 (iii).
(iv) Let f(x) = c 6= 0 for x ∈ (a, a+ b). Then∫ ∞
0
f(s) dηs =
∫ a
0
f(s) dηs + c(ηa+b − ηa) +
∫ ∞
b
f(s) dηs.
The result then follows by observing that c(ηa+b − ηa) d= cηb is absolutely continuous by
assumption and independent from
∫ a
0
f(s) dηs and
∫∞
a+b
f(s) dηs.
We are also interested in continuity and absolute continuity of randomly stopped
functionals such as
∫ R
0
f(s) dηs, where R is an independent time taking values in (0,∞).
Observe that since we have chosen a ca`dla`g version of (
∫ t
0
f(s) dηs)t≥0,
∫ R
0
f(s) dηs is a
random variable.
Corollary 5.4 (Absolute continuity of
∫ R
0
f(s) dηs). Let η = (ηt)t≥0 be a one-dimensional
Le´vy process with characteristic triplet (σ2η , νη, γη) and denote by νη = νη,ac + νη,sing the
Lebesgue decomposition of νη. Let f : [0,∞) → R be a Borel measurable deterministic
function that is locally integrable with respect to η and such that λ1({s ∈ [0, t] : f(s) 6=
0}) > 0 for all t > 0. Let R be a random variable with values in (0,∞) that is independent
of η and consider the random variable
∫ R
0
f(s) dηs. Then each of the following conditions
implies that
∫ R
0
f(s) dηs is absolutely continuous:
(i) The characteristic triplet of η satisfies Kallenberg’s condition (5.3), or more gener-
ally, the characteristic exponent Ψη satisfies the Hartman–Wintner condition (5.4).
(ii) νη,ac(R) =∞.
(iii) Preimages of Lebesgue nullsets B ∈ B∗1 under the mapping f are again Lebesgue
nullsets and νη(R) =∞.
(iv) The function f is constant and different from 0 in a neighbourhood of 0 and ηt is
absolutely continuous for each t > 0.
(v) η is of finite variation with non-zero drift, f is Lebesgue almost everywhere different
from zero, and R is absolutely continuous with respect to Lebesgue measure.
Proof. Under each of the conditions (i) – (iv), it follows from Corollary 5.3 that
∫ t
0
f(s) dηs
is absolutely continuous for each t > 0. Conditioning on R = t then gives for each B ∈ B1
with λ1(B) = 0 that
P
(∫ R
0
f(s) dηs ∈ B
)
=
∫ ∞
0
P
(∫ t
0
f(s) dηs ∈ B
)
PR(dt) = 0,
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showing absolute continuity of
∫ R
0
f(s) dηs.
Now assume condition (v) and denote by γ0η the drift of η. By interpreting the inte-
gral as a pathwise Lebesgue–Stieltjes integral, we can condition on the paths (ηt)t≥0 =
(g(t))t≥0. Since f 6= 0 Lebesgue almost everywhere and since the paths of η are of the
form g(t) = γ0ηt +
∑
0<s≤t∆g(s) with λ
1(s ∈ (0, t] : ∆g(s) 6= 0) = 0, the functions
Hg : (0,∞) → R, t 7→
∫ t
0
f(s) dg(s) = γ0η
∫ t
0
f(s) ds +
∑
0<s≤t f(s)∆g(s) are Lebesgue
almost everywhere differentiable with derivatives f(t)γ0η 6= 0. Theorem 4.2 in Davydov
et al. [15] shows that the image measure Hg(λ
1) is absolutely continuous, for Pη almost
every path g of η. For a Borel set B with λ1(B) = 0 we then have λ1(H−1g (B)) = 0 and by
absolute continuity of R that P (Hg(R) ∈ B) = P (R ∈ H−1g (B)) = 0. Absolute continuity
of
∫ R
0
f(t) dηt then follows from
P
(∫ R
0
f(s) dηs ∈ B
)
=
∫
D([0,∞),R)
P
(∫ R
0
f(s) dηs ∈ B
∣∣∣η = g) Pη(dg)
=
∫
D([0,∞),R)
P (Hg(R) ∈ B)Pη(dg) = 0
for all B ∈ B1 with λ1(B) = 0.
6 Absolute continuity of (killed) exponential func-
tionals
Throughout this section, ξ and η denote independent Le´vy processes with characteristic
triplets (σ2ξ , νξ, γξ) and (σ
2
η, νη, γη), respectively, and characteristic exponents Ψξ and Ψη,
respectively. The Lebesgue decompositions of νξ and νη will be denoted by
νξ = νξ,ac + νξ,sing and νη = νη,ac + νη,sing,
respectively, where “ac” marks the absolutely continuous and “sing” the singular part.
Further, throughout τ is an exponentially distributed random variable with parameter
q > 0, independent of ξ and η. We investigate continuity properties of killed exponential
functionals Vq,ξ,η =
∫ τ
0
e−ξs− dηs, of exponential functionals V0,ξ,η without killing, and of
integrals of the form Vξ,η(t) =
∫ t
0
e−ξs− dηs for fixed t > 0. The latter are relevant since by
conditioning Vq,ξ,η on τ = t, many continuity results for the killed exponential functional
can be derived from those of Vξ,η(t). We characterise continuity of Vξ,η(t) and Vq,ξ,η and
give sufficient conditions for absolute continuity of Vξ,η(t), Vq,ξ,η, and V0,ξ,η.
6.1 Conditions for (absolute) continuity of
∫ t
0 e
−ξs− dηs
In this section we give sufficient conditions for absolute continuity of Vξ,η(t) :=
∫ t
0
e−ξs− dηs
for fixed t > 0. We also characterise in Corollary 6.6 when Vξ,η(t) is continuous. We start
with an example which is due to Lifshits [25].
Example 6.1. Let ξ be a Brownian motion with variance σ2ξ > 0 and drift γ
0
ξ ∈ R. Then∫ t
0
e−ξs ds is absolutely continuous for each t > 0. This is stated in Problem 9.1 of [15,
p.53], but can also be deduced from Theorem 1 in [25], which shows that random variables
of the form
∫ t
0
g(ξs) ds are absolutely continuous, provided g is locally Lipschitz with
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derivative g′ that is non-zero and continuous on some set of full Lebesgue measure, and
the autocovariance function k(s, s′) = Cov(ξs, ξs′) satisfies the non-degeneracy condition∫ t
0
∫ t
0
k(s, s′)h(s)h(s′) ds ds′ > 0 for any Lebesgue integrable function h : [0, t]→ R that is
not almost everywhere equal to 0. The condition on g is clearly satisfied for g(x) = e−x,
and the non-degeneracy condition is equivalent to the fact that
∫ t
0
ξsh(s) ds is not constant
for each integrable h that is not almost everywhere equal to zero. To see that the latter
condition is satisfied, we can assume without loss of generality that σ2ξ = 1 and γ
0
ξ = 0. If
then
∫ t
0
ξsh(s) ds is constant for some integrable function h, it must necessarily be equal
to its expectation which is zero. Denoting H(s) =
∫ s
0
h(u) du and using partial integration
we conclude
0 =
∫ t
0
ξs dH(s) = ξtH(t)−
∫ t
0
H(s) dξs =
∫ t
0
(H(t)−H(s)) dξs,
where we used that the quadratic covariation of H and ξ is zero (H being of finite vari-
ation). Taking the variance of this we see that
∫ t
0
(H(t) − H(s))2 ds = 0, showing that
H is constant, which in turn implies that h is almost everywhere equal to zero. Hence
the non-degeneracy condition is satisfied and [25, Thm. 1] gives absolute continuity of∫ t
0
e−ξs ds.
Although we will not be able to characterise absolute continuity of Vξ,η(t) completely,
we will give various sufficient conditions that cover many cases of interest. A key condition
below will be that ∫
R
ℜ
(
1
1−Ψξ(z)
)
dz <∞, (6.1)
where again ℜ(z) denotes the real part of a complex number z. To see the importance
of (6.1) in connection with Corollary 5.3 (iii), for each path f of ξ, define the occupation
measure ̺f,t on B1 by
̺f,t(B) =
∫ t
0
1B(f(s)) ds, B ∈ B1.
As shown by Hawkes [19] (cf. Bertoin [8, Thm. V.1]), condition (6.1) is equivalent to the
fact that Pξ(f)-almost surely, the occupation measure ̺f,t is absolutely continuous. This
in turn is equivalent to saying that Pξ(f)-almost surely, preimages of Lebesgue nullsets
under the mapping f : [0, t] → R are again Lebesgue nullsets, i.e. that f : [0, t] → R
satisfies the Lusin(N−1)-condition. A further equivalent condition can be expressed in
terms of potential measures: For each p ∈ [0,∞), the p-potential measure W pξ of ξ is
defined by
W pξ (B) =
∫ ∞
0
e−ptP (ξt ∈ B) dt = E
(∫ ∞
0
e−pt1B(ξt) dt
)
, B ∈ B1, (6.2)
e.g. [37, Def. 30.9]; in other literature such as [8] this appears also under the name of
resolvent kernel when p > 0. Condition (6.1) is then equivalent to the fact that W pξ has
a bounded Lebesgue density for some, equivalently all, p > 0, cf. [8, Thm. II.16] or [37,
Thm. 43.3, Rem. 43.6]. Finally, condition (6.1) is further equivalent to the fact that single
points are not essentially polar under ξ, equivalently that the p-capacity Cp({0}) of ξ is
strictly positive for some, equivalently all, p > 0, see [8, Sect. II.3] or [37, Def. 41.14, 42.6]
for the definitions of essentially polar sets and the p-capacity and [8, Thm. II.16] or [37,
Prop. 43.2, Thm. 43.3] for the corresponding results. We collect some known examples
when condition (6.1) is satisfied:
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Example 6.2 (Sufficient conditions for (6.1)). Let ξ be a Le´vy process. If ξ is of finite
variation, then (6.1) holds if and only if the drift γ0ξ of ξ is different from zero ([8, Cor.
II.20 (ii)], [37, Thm. 43.13]). Condition (6.1) also holds if σ2ξ > 0 ([37, Thm. 43.21 Case 6])
or more generally if ξ is α-stable with index α ∈ (1, 2] ([37, Ex. 43.22]). A non-deterministic
1-stable process ξ satisfies (6.1) if and only if it is not strictly 1-stable, cf. [37, Ex. 43.7].
Condition (6.1) is further satisfied, when∫ 1
0
x νξ(dx) <∞ =
∫ 0
−1
|x| νξ(dx) or
∫ 0
−1
|x| νξ(dx) <∞ =
∫ 1
0
xνξ(dx), (6.3)
cf. [37, Thm. 43.24].
We can now give sufficient conditions for Vξ,η(t) =
∫ t
0
e−ξs− dηs to be absolutely con-
tinuous.
Theorem 6.3 (Sufficient conditions for absolute continuity of Vξ,η(t)). Let ξ and η be as
above. Let t ∈ (0,∞) be fixed and assume that one of the following conditions is satisfied:
(i) The characteristic triplet of η satisfies
lim inf
ε↓0
ε−2| ln ε|−1
(
σ2η +
∫ ε
−ε
x2 νη(dx)
)
>
1
4t
, (6.4)
or more generally
lim inf
|z|→∞
−ℜ(Ψη(z))
ln(1 + |z|) >
1
2t
. (6.5)
In particular, this is satisfied when σ2η > 0.
(ii) The absolutely continuous part of νη is infinite: νη,ac(R) = +∞.
(iii) The characteristic exponent Ψξ of ξ satisfies Condition (6.1) and νη(R) =∞ (recall
from Example 6.2 that (6.1) is in particular satisfied when σ2ξ > 0, when ξ is of
finite variation with non-zero drift, or when ξ satisfies (6.3)).
(iv) νξ,ac(R) = νη(R) =∞.
(v) η is of finite variation with non-zero drift and ξ is such that σ2ξ > 0 or νξ(R) =∞.
(vi) ξ is a compound Poisson process and ηs is absolutely continuous for all s > 0.
Then
∫ t
0
e−ξs− dηs is absolutely continuous.
Proof. (i) – (iii), (vi): Conditioning on the paths ξ = f , we obtain for any Borel set B
with λ1(B) = 0 that
P
(∫ t
0
e−ξs− dηs ∈ B
)
=
∫
D([0,∞),R)
P
(∫ t
0
e−f(s−) dηs ∈ B
)
Pξ(df). (6.6)
Hence absolute continuity of Vξ,η(t) will follow if one can show that Pξ(f)-almost surely,∫ t
0
e−f(s−) dηs is absolutely continuous. But since λ1({s ∈ [0, t] : e−f(s−) 6= 0}) = t, this
follows from Corollary 5.3 (i)–(iv) and the discussion preceeding Example 6.2 regarding
the Condition (6.1) for (iii). For (vi), observe that each path of a compound Poisson
process is constant in a neighbourhood of zero.
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(v) Assume first that νξ(R) = ∞. The proof is similar to the proof given in [7,
Thm. 3.9 (b)], but we give the argument here since that theorem is not directly applicable
to our situation. For given ε > 0, denote the time of the i’th jump of ξ with absolute jump
size greater than ε by Ti(ε), i ∈ N. Define the process ξ′ by ξ′s = ξs −
∑
0<u≤s,|∆ξu|>ε∆ξu.
Then η, ξ′, (Ti(ε))i∈N and (∆ξTi(ε))i∈N are all independent by the Le´vy-Itoˆ decomposition.
Now condition first on the set {T2(ε) ≤ t} and then on all quantities present apart the
time T1(ε) of the first jump of ξ (i.e. condition on η = g, ξ
′ = f , Ti(ε) = ti, i ≥ 2 and
∆ξTi = yi, i ∈ N). Conditional on this set and these quantities, we have∫ t
0
e−ξs− dηs =
∫ T1(ε)
0
e−f(s−)dg(s) +
∫ T2(ε)
T1(ε)+
e−y1−f(s−) dg(s) +
∫ t
T2(ε)+
e−h(s−) dg(s),
where the function h corresponds (on {s > T2(ε)}) to the path of (ξs)s>T2(ε), which is
known under this conditioning. Then
∫ t
T2(ε)+
e−h(s−) dg(s) is constant and since g is of the
form g(s) = γ0ηs+
∑
0<u≤s∆g(u), where γ
0
η denotes the drift of η, the function
H : (0, T2(ε)] ∋ u 7→
∫ u
0
e−f(s−) dg(s) +
∫ T2(ε)
u+
e−y1−f(s−) dg(s)
is Lebesgue almost everywhere differentiable in u with derivative e−f(u−)γ0η−e−y1−f(u−)γ0η .
Since y1 6= 0 6= γ0η , this derivative is Lebesgue almost everywhere different from 0. By
Theorem 4.2 in Davydov et al. [15], the image measure under H of the Lebesgue mea-
sure on (0, T2(ε)] is absolutely continuous, hence so is H(T1(ε)) since T1(ε) is uniformly
distributed on (0, T2(ε)) (e.g. [37, Prop. 3.4]). But this shows that
P
(∫ t
0
e−ξs− dηs ∈ B
∣∣∣T2(ε) ≤ t, η = g, ξ′ = f, Ti = ti (i ≥ 2), ∆ξTi = yi (i ∈ N)) = 0
for all Borel sets B with λ1(B) = 0. Integrating all conditions out apart from {T2(ε) ≤ t},
we conclude that P (
∫ t
0
e−ξs− dηs ∈ B|T2(ε) ≤ t) = 0. Letting ε ↓ 0 and observing that
P (T2(ε) ≤ t)→ 1 as ε ↓ 0 as a consequence of νξ(R) = +∞, we conclude P (
∫ t
0
e−ξs− dηs ∈
B) = 0 and hence absolute continuity of Vξ,η(t).
Now assume that νξ(R) < ∞ and σ2ξ > 0. Since ξ satisfies Condition (6.1), by (iii)
we can additionally assume that νη(R) < ∞. Denote by M the time of the last jump
of ξ or η before time t, i.e. the last time such that neither ξ nor η jumps in (M, t] (if
no jump occurs, then M = 0). Then M < t almost surely, and conditional on M = m,
(ξs)s∈[0,m] = (f(s))s∈[0,m] and (ηs)s∈[0,m] = (g(s))s∈[0,m], we have∫ t
0
e−ξs− dηs =
∫ m
0
e−f(s−) dg(s) + γ0ηe
−f(m)
∫ t
m+
e−(ξs−−ξm) ds.
But the first term is constant and (ξs−−ξm)s∈(m,t] is a Brownian motion with drift γ0ξ under
this conditioning, hence the second term is absolutely continuous by Example 6.1. Hence
Vξ,η(t) is absolutely continuous under this conditioning, and integrating the conditions
out we see that Vξ,η(t) is absolutely continuous.
(iv) Choose a set D ∈ B1 with νξ,sing(D) = νξ,ac(R\D) = 0. For each ε ∈ (0, 1), denote
by Rε the time of the first jump of ξ with jump size in D ∩ ((−1,−ε) ∪ (ε, 1)), and by Yε
its jump size. On the set {Rε < t} we can write∫ t
0
e−ξs− dηs =
∫ Rε
0
e−ξs− dηs + e−Yε
(
e−ξRε−
∫ t
Rε+
e−(ξs−−ξRε) dηs
)
.
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Observe that e−Yε is independent from (
∫ Rε
0
e−ξs− dηs, e−ξRε−
∫ t
Rε+
e−(ξs−−ξRε ) dηs). Further,
conditioning on ξ = f and Rε, we see from Proposition 5.1 that
∫ t
Rε+
e−(f(s−)−f(Rε)) dηs
has no atoms, i.e.
P
(∫ t
Rε+
e−(f(s−)−f(Rε)) dηs = b
∣∣∣Rε = r) = 0
for all b ∈ R and r ∈ (0, t). Integrating out the condition we see similarly to (6.6) that also∫ t
Rε+
e−(ξs−−ξRε) dηs has no atoms when conditioned on the set {Rε < t}. In particular,
e−ξRε−
∫ t
Rε+
e−(ξs−−ξRε ) dηs 6= 0 almost surely on {Rε < t}. Conditioning on (
∫ Rε
0
e−ξs− dηs,
e−ξRε−
∫ t
Rε+
e−(ξs−−ξRε ) dηs) = (h1, h2) and observing that e−Yε is absolutely continuous,
we see that h1+e
−Yεh2 is absolutely continuous. Integrating out h1 and h2, it follows that∫ t
0
e−ξs− dηs is absolutely continuous on {Rε < t} (similar to the proof of (v)). Letting
ε ↓ 0 it follows that ∫ t
0
e−ξs− dηs is absolutely continuous since P ({Rε < t}) → 1, again
similar to the proof of (v).
When σ2ξ > 0, we obtain in particular:
Corollary 6.4. Let η and ξ be two independent Le´vy processes such that σ2ξ > 0. Then
Vξ,η(t) is absolutely continuous if and only if η is neither the zero process nor a compound
Poisson process.
Proof. If η is a compound Poisson process, the probability that η does not jump before
time t is positive, and on this set Vξ,η(t) = 0, hence Vξ,η(t) has an atom at 0 and hence is
not absolutely continuous. Similarly, if η is the zero process, then Vξ,η(t) = 0. Otherwise,
η is of finite variation with non-zero drift, or satisfies νη(R) =∞ or σ2η > 0. It then follows
from Theorem 6.3 (v),(iii),(i) that Vξ,η(t) is absolutely continuous.
Remark 6.5. Conditions (i)-(iii) and (vi) of Theorem 6.3 ensure absolute continuity for
functionals of the form
∫ t
0
g(ξs−) dηs for more general functions g than the exponential
function. To be more precise, let g : [0, t] → R be continuous, such that s 7→ g(ξs−) is
ca`gla`d.
(i) Assume that g(0) 6= 0 and that Condition (vi) of Theorem 6.3 is satisfied. Then∫ t
0
g(ξs−) dηs is absolutely continuous by the same proof.
(ii) Assume that one of the conditions (i) - (iii) of Theorem 6.3 is satisfied, denote by N
the zero set of g, and assume further that∫ t
0
P (ξs ∈ N) ds = 0. (6.7)
Using Fubini’s theorem, we conclude that E
∫ t
0
1N (ξs) ds = 0, showing that λ
1({s ∈ [0, t] :
ξs ∈ N}) = λ1({s ∈ [0, t] : g(ξs) = 0}) = 0 almost surely. The result then follows by the
same proof as in Theorem 6.3 (i)–(iii) and observing that
∫ t
0
g(ξs−) dηs and
∫ t
0
g(ξs) dηs
are almost surely equal.
When N is countable, sufficient conditions for (6.7) are that σ2ξ > 0 or νξ(R) =∞ (by [37,
Thm. 27.4]), or that ξ is of finite variation with non-zero drift since then (6.1) is satisfied
which gives absolute continuity of the potential measure W 1ξ and hence of W
0
ξ . Another
sufficient condition obviously is that g 6= 0 on [0, t].
We can now characterise continuity of Vξ,η(t).
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Corollary 6.6 (Continuity of Vξ,η(t)). Let ξ and η be two independent Le´vy processes
and let t > 0. Then Vξ,η(t) has atoms (i.e. is not continuous) if and only if η is the zero
process, or η is a compound Poisson process, or
σ2η = σ
2
ξ = 0, νη(R) <∞ and νξ(R) <∞. (6.8)
Proof. As seen in the proof of Corollary 6.4, if η is the zero process or a compound Poisson
process, then Vξ,η(t) has an atom at 0 and hence is not continuous. If (6.8) holds but η is
not a compound Poisson process nor the zero process, then η has drift γ0η 6= 0 and ξ is of
finite variation and finite jump activity with drift γ0ξ ∈ R. The probability that both η and
ξ do not jump before time t is positive, and on this set we have Vξ,η(t) = γ
0
η
∫ t
0
e−γ
0
ξ
s ds,
so that Vξ,η(t) has an atom.
Now assume that neither (6.8) is satisfied nor that η is a compound Poisson process nor
the zero process. If σ2η > 0 or νη(R) =∞, conditioning on ξ = f we see that
∫ t
0
e−f(s−) dηs
is continuous by Proposition 5.1. Hence
P (Vξ,η(t) = b) =
∫
D([0,∞),R)
P (Vξ,η(t) = b|ξ = f)Pξ(df) = 0
for each b ∈ R, so that Vξ,η(t) is continuous. If νη(R) < ∞ and σ2η = 0, we must have
γ0η 6= 0 since η is not a compound Poisson process and not the zero process. Since (6.8)
is violated, necessarily σ2ξ > 0 or νξ(R) = ∞. Then Vξ,η(t) is absolutely continuous and
hence continuous by Theorem 6.3 (v).
Remark 6.7. (i) It is clear that a pure types theorem does not hold for the law of∫ t
0
e−ξs− dηs. The simplest counterexample is when ξ = 0 and η is a compound
Poisson process with absolutely continuous jump distribution. Then Vξ,η(t) = ηt
whose distribution has an atom at 0, but restricted to R∗ has a density. Similar
examples can be constructed when both ξ and η are compound Poisson processes.
(ii) An example when
∫ t
0
e−ξs− dηs is continuous singular is easily constructed by choos-
ing ξ = 0 and for η a process for which ηt is continuous singular, examples of which
are given in [37, Thms. 27.19, 27.23].
6.2 Conditions for (absolute) continuity of
∫ τ
0 e
−ξs− dηs
Let ξ, η and τ be as before. In this section we obtain sufficient conditions (Theorem
6.8) for absolute continuity and a characterisation of continuity of Vq,ξ,η =
∫ τ
0
e−ξs− dηs
(Corollary 6.11). In part (vii) of Theorem 6.8, we shall need the so called ACP-condition
for η. Recall the p-potential measure from Equation (6.2). We say that η satisfies the ACP
condition if
the potential measure W pη is absolutely continuous for some p ∈ [0,∞). (6.9)
This is equivalent to saying that W pη is absolutely continuous for all p ∈ [0,∞), cf. [37,
Rem. 41.12]. If p ∈ (0,∞) and T is an exponentially distributed time with parameter p,
independent of η, then by conditioning on T = t we have
P (ηT ∈ B) =
∫ ∞
0
P (ηt ∈ B)PT (dt) = p
∫ ∞
0
e−ptP (ηt ∈ B) dt = pW pη (B), B ∈ B1.
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Hence (6.9) means nothing else than that ηT is absolutely continuous for any (equivalently:
some) exponentially distributed independent time T with parameter in (0,∞). Obviously,
(6.9) is satisfied when ηt is absolutely continuous for each t > 0, but the converse is not true
in general, see e.g. [37, Rem. 41.13]. Recall also from Section 6.1 that
∫
R
ℜ( 1
1−Ψη(z)) dz <∞
if and only ifW 1η has a bounded density, so that (6.1) for η implies (6.9) for η. In particular,
η satisfies (6.9) if η is of finite variation with non-zero drift, if σ2η > 0, or if η satisfies
(6.3) (with νη replacing νξ). Examples exist when η satisfies (6.9) but not (6.1), see [37,
Thm. 43.21]; one such example is when η is a non-deterministic strictly α-stable process
of index α ∈ (0, 1).
Theorem 6.8 (Sufficient conditions for absolute continuity of Vq,ξ,η). Let ξ, η and τ as
above with q ∈ (0,∞). Suppose that one of the following conditions is satisfied:
(i) The characteristic triplet of η satisfies Kallenberg’s condition (5.3), or more gen-
erally the Hartman–Wintner condition (5.4). In particular, this is satisfied when
σ2η > 0.
(ii) The absolutely continuous part of νη is infinite: νη,ac(R) =∞.
(iii) The characteristic exponent Ψξ of ξ satisfies Condition (6.1) and νη(R) =∞ (recall
from Example 6.2 that (6.1) is in particular satisfied when σ2ξ > 0, when ξ is finite
variation with non-zero drift, or when ξ satisfies (6.3)).
(iv) νξ,ac(R) = νη(R) =∞.
(v) η is of finite variation with non-zero drift.
(vi) ξ is a compound Poisson process and η satisfies the ACP condition (6.9).
Then Vq,ξ,η =
∫ τ
0
e−ξs− dηs is absolutely continuous.
Proof. (i) – (iv): By Theorem 6.3, any of the given conditions (i) to (iv) implies absolute
continuity of Vξ,η(t) =
∫ t
0
e−ξs− dηs for all t > 0. Let B ∈ B1 be a Lebesgue-null set.
Conditioning on τ = t we obtain
P
(∫ τ
0
e−ξs− dηs ∈ B
)
=
∫ ∞
0
P
(∫ t
0
e−ξs dηs ∈ B
∣∣∣τ = t) Pτ (dt) = ∫ ∞
0
0Pτ (dt) = 0,
showing that
∫ τ
0
e−ξs− dηs is absolutely continuous.
(v) If η is of finite variation with non-zero drift, we can condition on the path ξ = f . By
Corollary 5.4 (v),
∫ τ
0
e−f(s−)dηs will be absolutely continuous for each path f . Integrating
the condition out we see as in (6.6) that
∫ τ
0
e−ξs− dηs is absolutely continuous.
(vi) Denote by T the time of the first jump of ξ. This is exponentially distributed
with parameter νξ(R) ∈ (0,∞) and independent from τ . Then, conditional on {τ > T},
the random variables τ − T and T are conditionally independent and (conditionally)
exponentially distributed with parameters q and q + νξ(R), respectively. Conditional on
{τ > T} we have
Vq,ξ,η =
∫ T
0
dηs +
∫ τ
T+
e−ξs− dηs = ηT +
∫ T+(τ−T )
T+
e−ξs− dηs.
Since the two summands are conditionally independent and the first is absolutely contin-
uous by (6.9) as T is conditionally exponentially distributed with parameter q + νξ(R),
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the distribution of Vq,ξ,η conditional on {τ > T} is absolutely continuous. On the other
hand, conditional on {τ < T} we have Vq,ξ,η = ητ with τ being conditionally exponentially
distributed with parameter q + νξ(R), so that (6.9) gives absolute continuity of Vq,ξ,η also
under this conditioning. Adding up the two cases shows absolute continuity of Vq,ξ,η.
When η is deterministic but not the zero-process, Pardo et al. [31, Thm. 2.1] showed
that Vq,ξ,η has a density and they also obtained various properties of it. Observe that
the existence of the density in this case can also be seen from Theorem 6.8 (v). We also
remark that similar to Remark 6.5, many of the results of Theorem 6.8 can be extended
to functionals of the form
∫ τ
0
g(ξs−) dηs for sufficiently nice functions g. For example, if
g : [0,∞)→ R is continuous, ξ satisfies ∫∞
0
P (ξs ∈ N) ds = 0 for the zero set N of g, and
one of the conditions (i) – (iii) of Theorem 6.8 is satisfied, then also
∫ τ
0
g(ξs−) dηs will be
absolutely continuous by the same proof.
Similar to Corollary 6.4 we now obtain:
Corollary 6.9. Assume that σ2ξ > 0 and q ∈ (0,∞). Then Vq,ξ,η is absolutely continuous
if and only if η is neither a compound Poisson process nor the zero process.
Proof. If η is a compound Poisson process, then the probability that η does not jump
before time τ is positive, hence Vq,ξ,η has an atom at 0 and is hence not continuous, and
similarly when η is the zero process. If η is neither a compound Poisson process nor the
zero process, it is of finite variation with non-zero drift, or satisfies νη(R) =∞ or σ2η > 0,
in which case Vq,ξ,η is absolutely continuous by Theorem 6.8 (v),(iii), or (i).
When ξ is a compound Poisson process, it is easy to show that the sufficient condition
(vi) of Theorem 6.8 is actually also necessary:
Corollary 6.10. Let ξ be a compound Poisson process and q ∈ (0,∞). Then Vq,ξ,η is
absolutely continuous if and only if η satisfies the ACP condition (6.9).
Proof. Sufficiency of the ACP condition follows from Theorem 6.8 (vi). For the converse,
assume that Vq,ξ,η is absolutely continuous and denote by T the time of the first jump
of ξ. Then also conditional on {τ < T}, Vq,ξ,η = ητ is absolutely continuous. But τ is
conditional exponentially distributed with parameter q + νξ(R), showing that η satisfies
the ACP condition.
Continuity of Vq,ξ,η can be characterised as follows:
Corollary 6.11 (Continuity of Vq,ξ,η). Let ξ and η be as above and let q ∈ (0,∞). Then
Vq,ξ,η is continuous if and only if η is neither a compound Poisson process nor the zero
process. If η is a compound Poisson process or the zero process, then Vq,ξ,η has an atom
at 0.
Proof. We have already seen in the proof of Corollary 6.9 that if η is a compound Poisson
process or the zero process, then Vq,ξ,η has an atom at 0 and is hence not continuous. If η
is neither a compound Poisson process nor the zero process and does not satisfy Condition
(6.8), then P (Vξ,η(t) = b) = 0 for any t > 0 and b ∈ R by Corollary 6.6. Continuity of
Vq,ξ,η then follows by conditioning on τ = t via
P (Vq,ξ,η = b) =
∫ ∞
0
P
(
Vξ,η(t) = b
∣∣τ = t)Pτ (dt) = ∫ ∞
0
0Pτ (dt) = 0.
Finally, if η is neither a compound Poisson process nor the zero process but satisfies
Condition (6.8), then it must be of finite variation with non-zero drift, so that Vq,ξ,η is
absolutely continuous by Theorem 6.8 (v).
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Example 6.12. If η is a compound Poisson process, then Vq,ξ,η has an atom at zero and
hence trivially cannot be absolutely continuous. But its distribution restricted to R∗ can
be absolutely continuous, as we show now. Denote the time of the first jump of η by R.
Conditional on {τ > R}, we can write
Vq,ξ,η = e
−ξR ∆ηR +
∫ τ
R+
e−ξs− dηs = e−ξR
(
∆ηR +
∫ R+(τ−R)
R+
e−(ξs−−ξR) dηs
)
,
with e−ξR , ∆ηR and
∫ R+(τ−R)
R+
e−(ξs−−ξR) dηs being conditionally independent, similar to the
proof of Theorem 6.8 (vi). If now ξ satisfies the ACP condition, or the jump distribution
of η is absolutely continuous, we conclude that Vq,ξ,η conditional on {τ > R} is absolutely
continuous. In particular, the law of Vq,ξ,η is not of pure type.
We end this section with an example where Vq,ξ,η is continuous but not absolutely
continuous.
Example 6.13. Let 0 < α < 1, c be an integer such that c > 1/(1 − α), let an = 2−cn
for n ∈ N and define the Le´vy measure νη by νη :=
∑∞
n=1 a
−α
n δan . Then νη is infinite
with
∫
|x|≤1 |x| νη(dx) < ∞. Let η be the subordinator with Le´vy measure νη and drift 0.
According to the final part of Example 41.23 in Sato [37], the potential measure W qη of η
is continuous singular for any q > 0. Now let τ be an exponentially distributed random
variable with parameter q > 0 and let ξ be the zero process. Then Vq,ξ,η = ητ which has
the same distribution as qW qη as seen in the discussion preceeding Theorem 6.8 and is
hence continuous singular.
Further, to obtain an example with non-deterministic integrand, let ξ′ be a compound
Poisson process and denote by T the time of its first jump. With positive probability, ξ′
does not jump before time τ , i.e. {T > τ} has positive probability, and on this set we have
Vq,ξ′,η = ητ . Since conditionally on {T > τ}, τ is exponentially distributed with parameter
q + νξ(R), also the conditional distribution of ητ given {T > τ} is continuous singular.
We conclude that Vq,ξ′,η has a non-trivial singular part.
6.3 Conditions for absolute continuity of
∫∞
0 e
−ξs− dηs
Finally we consider the exponential functional without killing. Let ξ and η be two inde-
pendent Le´vy processes such that V0,ξ,η :=
∫∞
0
e−ξs− dηs converges almost surely and η
is not the zero process. A characterisation when the integral converges in terms of the
characteristic triplet of ξ and η is given by Erickson and Maller [17, Thm. 2]. In particular,
ξ has to drift almost surely to ∞, which implies that it is transient.
Although much more attention has been paid to V0,ξ,η rather than Vq,ξ,η when q > 0,
not too many sufficient conditions for absolute continuity of V0,ξ,η are known. Bertoin et
al. [7, Thm. 3.9 (a)] show that if η is of finite variation with non-zero drift and νξ(R) > 0,
then V0,ξ,η will be absolutely continuous. They also characterise continuity of V0,ξ,η and
show that it is always continuous unless both ξ and η are deterministic, cf. [7, Thm. 2.2].
Kuznetsov et al. [24, Cor. 2.5] find that V0,ξ,η has a density whenever σ
2
η + σ
2
ξ > 0 and η
and ξ both have finite expectation. Also, it is known that when ξ is spectrally negative,
then V0,ξ,η is self-decomposable ([7, Rem. (i) in Sect. 2]), and hence absolutely continuous
unless it is constant (e.g. [37, Ex. 27.8]), i.e. unless both ξ and η are deterministic.
It is also known that the law of V0,ξ,η is of pure type, and even that it is either
degenerate, or continuous singular, or absolutely continuous, e.g. [4, Sect. 5]. In [27] the
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law of
∫∞
0
e−(ln c)Nt− dηt is studied when η and N are two independent Poisson process
and c > 1. It is shown that the distribution in that case may be continuous singular or
absolutely continuous, depending in an intrinsic way on algebraic properties of c and the
ratio of the rates of the two Poisson processes N and η (cf. [27, Thms. 3.1, 3.2]). The
question whether V0,ξ,η will always be absolutely continuous for general Le´vy processes ξ
and η that have both infinite Le´vy measure (or only one of them) is still open. Still, in
the following Theorem, we collect various sufficient conditions for absolute continuity of
V0,ξ,η, many of which are new.
Theorem 6.14 (Sufficient conditions for absolute continuity of V0,ξ,η). Let ξ and η be
independent such that η is not the zero process and such that V0,ξ,η = limt→∞
∫ t
0
e−ξs− dηs
converges almost surely. Suppose that one of the following conditions is satisfied:
(i) The characteristic triplet of η satisfies Condition (6.4) with t :=∞, or more gener-
ally, Condition (6.5) with t :=∞, i.e. the right-hand sides of these inequalities are
replaced by 0. In particular, the conditions are satisfied when σ2η > 0.
(ii) The absolutely continuous part of νη is non-trivial: νη,ac(R) > 0.
(iii) The characteristic exponent Ψξ of ξ satisfies Condition (6.1) (recall from Example
6.2 that (6.1) is in particular satisfied when σ2ξ > 0, when ξ is finite variation
with non-zero drift, or when ξ satisfies (6.3)), and at least one of ξ and η is non-
deterministic.
(iv) The absolutely continuous part of νξ is non-trivial: νξ,ac(R) > 0.
(v) η is of finite variation with non-zero drift, and at least one of ξ and η is non-
deterministic.
(vi) ξ is a compound Poisson process and η satisfies the ACP condition (6.9).
(vii) η is a compound Poisson process and ξ satisfies the ACP condition (6.9).
(viii) ξ is spectrally negative, and at least one of ξ and η is non-deterministic.
Then V0,ξ,η =
∫∞
0
e−ξs− dηs is absolutely continuous.
Proof. (viii) As mentioned before, V0,ξ,η is self-decomposable when ξ is spectrally negative.
Since additionally it is not constant almost surely if additionally at least one of ξ and η is
non-deterministic by [7, Thm. 2.2], it is absolutely continuous in this case ([37, Ex. 27.8]).
(v) Let η be of finite variation with non-zero drift. Since
∫∞
0
e−ξs− dηs converges, ξ must
be transient. It then follows from [7, Thm. 3.9(a)] that V0,η,ξ is absolutely continuous when
νξ(R) > 0. If νξ(R) = 0, then ξ is spectrally negative, and absolute continuity of V0,ξ,η
follows from (viii).
(i) – (iii): As long as νη(R) > 0 in (iii), this follows in complete analogy to the
corresponding proof of Theorem 6.3 (i)–(iii) by conditioning on the paths ξ = f and
observing that λ1({s ∈ [0,∞) : e−f(s−) 6= 0}) =∞. If νη(R) = 0 in (iii), either σ2η > 0 or η
is deterministic and hence of finite variation. The claim then follows from the previously
shown cases (i) and (v).
(iv) Choose a set D ∈ B1 that is bounded away from zero with νξ,ac(D) > 0 and
νξ,sing(D) = 0. Denote by R the time of the first jump of ξ with jumping size in D and by
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Y its jump size (which has a density by assumption). Observe that R is a stopping time
with respect to the augmented filtration. Writing∫ ∞
0
e−ξs− dηs =
∫ R
0
e−ξs− dηs + e−Y
(
e−ξR−
∫ ∞
R+
e−(ξs−−ξR) dηs
)
,
observing that Y is independent from (
∫ R
0
e−ξs− dηs, e−ξR−
∫∞
R+
e−(ξs−−ξR) dηs) and that∫∞
R+
e−(ξs−−ξR) dηs
d
=
∫∞
0
e−ξs− dηs is continuous (hence 6= 0 a.s.) by Theorem 2.2 in [7], it
follows as in the proof of Theorem 6.3 (iv) that
∫∞
0
e−ξs− dηs is absolutely continuous.
(vi) Denote by T the time of the first jump of ξ, which is exponentially distributed
with parameter νξ(R) ∈ (0,∞). Then
V0,ξ,η =
∫ T
0
dηs +
∫ ∞
T+
e−ξs− dηs = ηT + e−ξT
∫ ∞
T+
e−(ξs−−ξT ) dηs
with ηT , ξT = ∆ξT and
∫∞
T+
e−(ξs−−ξT ) dηs being independent by the strong Markov prop-
erty. Since ηT is absolutely continuous by the ACP condition, absolute continuity of V0,ξ,η
follows.
(vii) Denote by Ri the time of the i’th jump of η and by Zi its jump size. Since ξ and
η almost surely do not jump together, we have
V0,ξ,η =
∫ ∞
0
e−ξs− dηs =
∞∑
i=1
e−ξRi−Zi
a.s.
= e−ξR1
( ∞∑
i=1
e−(ξRi−ξR1 )Zi
)
.
But ξR1 and
∑∞
i=1 e
−(ξRi−ξR1 )Zi are independent by the strong Markov property, and since
V0,ξ,η is different from zero almost surely (since it has no atom as η is non-deterministic),
also
∑∞
i=1 e
−(ξRi−ξR1)Zi is different from zero almost surely. The claim then follows by
observing that e−ξR1 is absolutely continuous by the (ACP) condition, since R1 is expo-
nentially distributed with parameter νη(R) ∈ (0,∞).
Observe that part (viii) above is already covered by parts (i), (iii) and (v), for if ξ is
spectrally negative and drifts to infinity, then it is either of finite variation with strictly
positive drift, or it is of infinite variation with νξ((0,∞)) = 0, so that in both cases Ψξ
satisfies Condition (6.1) and (viii) follows from (iii) when νη(R) > 0. When νη(R) = 0,
(viii) follows from (i) and (v).
The following result generalises Corollary 2.5 of Kuznetsov et al. [24] in the sense that
it shows that the assumption in [24] that both ξ and η have finite expectation can be
omitted for the existence of a density.
Corollary 6.15. Let ξ and η be independent Le´vy processes such that V0,ξ,η converges
almost surely and such that η is not the zero process. Suppose that σ2η + σ
2
ξ > 0. Then
V0,ξ,η is absolutely continuous.
Proof. If σ2η > 0, this follows from Theorem 6.14 (i). If σ
2
ξ > 0 = σ
2
η , then νη(R) > 0 or η
is deterministic but non-zero. The claim then follows from parts (iii) and (v) of Theorem
6.14, respectively.
A result similar to Corollary 6.10 does not hold when q = 0. This follows by observing
that
∫∞
0
e− ln(c)Nt− dηt can be absolutely continuous for suitable constants c > 1 and Pois-
son processes N and η by [27, Thm. 3.2]; obviously, a Poisson process does not satisfy the
ACP condition.
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Let us finally mention that similar to Remark 6.5, some of the results of Theorem 6.14
can be easily extended to functionals of the form
∫∞
0
g(ξs−) dηs, assuming the convergence
of the integral. In particular, when g : [0,∞) → R is continuous with zero set N , if the
integral converges, if
∫∞
0
P (ξs ∈ N) ds = 0 and if one of the conditions (i)–(iii) of Theorem
6.14 is satisfied, then
∫∞
0
g(ξs−) dηs will be absolutely continuous. Sufficient conditions for∫∞
0
P (ξs ∈ N) ds = 0 have been discussed in Remark 6.5.
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