Query-by-Example Spoken Term Detection is the task of detecting query occurrences within speech data (henceforth utterances). Our submission is based on a language-independent template matching approach. First, queries and utterances are represented as phonetic posteriorgrams computed for English language with the phoneme decoder developed by the Brno University of Technology. Next, the Subsequence Dynamic Time Warping algorithm with a modified Pearson correlation coefficient as cost measure is employed to hipothesize detections. Results on development data showed an ATWV=0.1774 with MAVIR data and an ATWV=0.0365 with RTVE data.
Introduction
The large amount of heterogeneous speech data stored in audio and audiovisual repositories makes it necessary to develop efficient methods for speech information retrieval. There are different speech information retrieval tasks, including spoken document retrieval (SDR), keyword spotting (KWS), spoken term detection (STD), and query-by-example spoken term detection (QbE STD). The advance of the technology in these tasks have been evaluated through different international evaluations related to SDR, STD, and QbE STD [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] for different languages (English, Arabic, Mandarin, Spanish, Japanese, and low-resource language such as Swahili, Tamil, and Vietnamese). Specifically, Spanish language has been employed with the STD/QbE STD ALBAYZIN evaluations held in 2012, 2014 and 2016 [7, 8, 9, 10, 11] .
Query-by-example Spoken Term Detection aims to retrieve data from a speech repository (henceforth utterance) given an acoustic query containing the term of interest as input. QbE STD has been mainly addressed from three different approaches: methods based on the word/subword transcription of the query that typically employ a word/phone-based speech recognition system for query detection [12, 13] , methods based on template matching of features that are typically based on posteriorgram-based units and DTW-like search for query detections [14, 15, 16, 17] , and hybrid approaches that take advantage of both approaches [18, 19, 20, 21] . This paper presents the system submitted by the AUDIAS-CEU research team to the QbE STD task of the Search on Speech ALBAYZIN 2018 evaluation [22] , which deals with the Spanish language. However, our submission does not employ the target language, and hence is based on a languageindependent approach that can be used for any target language. First, phoneme posteriorgrams are computed for query/utterance representation. These phoneme posteriorgrams are computed from neural networks trained for the English language. Next, the Subsequence Dynamic Time Warping (S-DTW) algorithm generates the query occurrences. Our system is largely based on the winner system of the QbE STD task of the Search on Speech ALBAYZIN 2016 evaluation [23] .
The rest of the paper is organized as follows: Section 2 presents the system submitted to the evaluation, Section 3 presents the experiments and the results obtained in the development data provided by the organizers, and Section 4 concludes the paper.
QbE STD system
The QbE STD system, whose architecture is presented in Figure 
Feature extraction
The English phoneme recognizer development by the Brno University of Technology [24] has been employed to compute 3-state phoneme posteriorgrams that represent both the queries and the utterances. This phoneme recognizer contains 39 units, which correspond to the 39 phonemes in English plus a nonspeech unit to represent some other phenomena in speech such as laugh, noise, short silences, etc. These phoneme posteriorgrams have been computed each 10ms of speech, which have been further processed to compute a single posterior probability per phoneme. This posterior probability is obtained by summing the posterior probabilities of the three states corresponding to the given phoneme.
Query detection
Query detection involves different stages, as presented in Figure 2. First, a cost matrix that stores the similarity between every query/utterance pair is computed. The Pearson correlation coefficient [25] has been employed to build the cost matrix, as presented in Equation 1:
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where xn represents the query phoneme posteriorgrams, ym represents the utterance phoneme posteriorgrams, and U represents the number of phoneme units (40 in our case). Then, the Pearson correlation coefficient is mapped into the interval [0 1], as given in Equation 2:
where c(xn, ym) represents the cost matrix used during the S-DTW search. Therefore, the cost c(xn, ym) can take the values of 1 (when r = −1), 0.5 (when r = 0), or 0 (when r = 1). Figure 3 represents the cost matrix example with the standard Pearson correlation coefficient computation. The final cost used during the search has been modified as follows: When r <= 0, r has been assigned the value of 0. Next, c(xn, ym) = 1 − r(xn, ym). Therefore, for all the Pearson correlation coefficient values lower or equal to 0, the cost will be maximum, hence promoting the differences between aligned and non-aligned sequences in the next stage. Figure 4 shows the cost matrix example with this modification of the Pearson correlation coefficient computation. This modification leads to more differences in the costs between query and utterance frames. 
Subsequence Dynamic Time Warping-based search
The S-DTW algorithm [26] has been used to hipothesize query detections within the utterances. From the cost matrix c(xn, ym), the accumulated cost matrix employed within the search is computed as given in Equation 3:
where
which implies that only horizontal, vertical, and diagonal path movements are allowed in the search. Figure 5 shows the accumulated cost matrix from the cost matrix presented in Figure 3 (i.e., with the standard Pearson correlation coefficient computation), and Figure 6 shows that of the cost matrix presented in Figure 4 (i.e., with the modified Pearson correlation coefficient). The accumulated cost matrix from the modified Pearson correlation coefficient shows more cost in non-occurrence regions, which favors the final query detection. To hypothesize detections, a distance function ∆ needs to be defined. This value corresponds to the last row/column of the accumulated cost matrix D, and is used as the initial value from which the minimum values that suggest possible paths are computed. Then, the S-DTW computes a global minimum bmin (also referred as b * in Figure 2 ) in the accumulated cost matrix from which all the possible query detections are considered. This bmin has to be lower than a predefined threshold τ tuned on MAVIR development data. Next, the S-DTW computes all the local minima b * that appear in the accumulated cost matrix. These local minima b * need to be lower than a second threshold τ2 = τ * bmin to be considered as optimal paths where query detections reside. This second threshold τ2 has been also tuned on MAVIR development data.
For each of values of b * that meets the afore-mentioned conditions, the optimal paths (a * , b * ) that represent the query detections are found as follows: Let p = (p1, ..., p l ) be a possible optimal path. Starting at p l = b * , a reverse path that ends at n = 1 (i.e., the first frame of the query) is computed as presented in Equation 5:
(5) Finally, a neighbourhood search is carried out so that all the paths (i.e., query detections) which overlap 500ms from a previously obtained optimal path are rejected in the final system output. An example of an optimal path found is presented in Figure 7 .
Experiments and results
Experiments are carried out on the development data provided by the organizers for the QbE STD task. Two different databases were experimented with: MAVIR database, which For the MAVIR database, about 1 hour of speech material in total, extracted from 2 audio files was provided by the organizers, in which 102 queries extracted from the same development data were searched. For the RTVE database, about 15 hours of speech, extracted from 12 audio files, were provided by the organizers. In these RTVE data, 103 queries were searched. Organizers also provided with training data. However, since our submission is based on a previously trained phoneme recognizer for English language, the system does not employ any training data.
Results are shown in Table 1 for MAVIR and RTVE development data. These results show moderate performance for MAVIR data and a worse performance on RTVE data. This worse performance on RTVE data may be due to the optimal parameters found on MAVIR data were employed for the RTVE data, and no additional tuning on these data were carried out. Better performance should be obtained in case RTVE data were also fine-tuned. 
Conclusions
This paper presents the AUDIAS-CEU submission for the QbE STD task of the Search on Speech ALBAYZIN 2018 evaluation. The system relies on a language-independent approach for QbE STD, since no prior information of the Spanish language is employed for system building. Phoneme posteriorgrams and Subsequence Dynamic Time Warping with a modified Pearson correlation coefficient as cost measure were employed for system construction. System design was largely based on the winner system of the QbE STD task of the Search on Speech AL-BAYZIN 2016 evaluation [23] .
Future work will include some fusion techniques to get advantage of the query detections from different phoneme decoders, and feature selection techniques to retain the most meaningful phoneme units for each language.
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