We consider the Schrödinger operator with a complex delta interaction supported by two parallel hypersurfaces in the Euclidean space of any dimension. We analyse spectral properties of the system in the limit when the distance between the hypersurfaces tends to zero. We establish the norm-resolvent convergence to a limiting operator and derive first-order corrections for the corresponding eigenvalues.
Introduction
Semiconductor heterostructures have had tremendous impact on science and technology as building blocks for a bottom-up approach to the fabrication of nanoscale devices. A key property of these material systems is the unique versatility in terms of geometrical dimensions and composition and their ability to exhibit quantum effects. Theoretical studies have lead to interesting mathematical problems which involve an interaction of differential geometry, spectral analysis and theory of partial differential equations. In this paper, we rely on the mathematical concept of leaky quantum graphs or waveguides introduced by Exner and Ichinose in 2001 [15] (see [14] for a survey), where the quantum Hamiltonian is modelled by the Schrödinger operator with a Dirac-measure potential supported on a hypersurface in R d . The situations d = 1, 2, 3 are of particular interest in the context of mesoscopic physics of nanostructures, where they are sometimes referred to as quantum dots, wires or layers, respectively. We adopt the last terminology to emphasise the geometric complexity of the problem, but any value d ≥ 1 is allowed in this paper. Using the Dirac-measure interaction instead of a regular potential to describe a quantum particle in a nanostructure is a simplification in the sense that the former vanishes outside the hypersurface. At the same time, it is a more realistic model than considering the particle confined to a tubular neighbourhood of the hypersurface by means of Dirichlet boundary conditions (see [12] , [7] , [31] , [33] and [26] for this type of models in the case d = 3), because it takes into account tunnelling, property which is observed and measured in realistic heterostructures (see, e.g., [6] and [9] ).
The objective of this paper is to quantify the effect of tunnelling by considering coalescing heterostructures modelled by Dirac-measure potentials imposed on two parallel hypersurfaces separated by a distance ε and studying spectral properties in the limit as ε tends to zero. Spectral asymptotics of systems with leaky quantum waveguides have been analysed in various contexts and dimensions recently (see, e.g., [3] , [4] , [5] , [11] , [17] , [23] , [32] ). The geometric setting introduced in this paper is new and interesting both physically and mathematically. In fact, to establish the eigenvalue asymptotics as ε → 0, we need to combine diverse methods of Riemannian geometry, spectral analysis and theory of partial differential equations.
Motivated by a growing interest in non-self-adjoint operators in recent years (cf the review article [29] and the book chapter [28] and references therein), in this paper we proceed in a great generality by allowing complex couplings on the colliding hypersurfaces. In quantum mechanics, non-self-adjoint operators are traditionally relevant as effective models of open systems and, more recently, as an unconventional representation of physical observables. Schrödinger operators with complex delta interactions are specifically used in Bose-Einstein condensates, where the imaginary part of the complex coupling models the injection and removal of particles (see [8] and [10] ).
Let us now specify the mathematical model of this paper and present our main results. Let Ω be a bounded smooth open set in R d with d ≥ 1 and let us denote by Σ 0 := ∂Ω the boundary of Ω. For all sufficiently small positive ε, we consider parallel hypersurfaces Σ ±ε := {q ± εn(q) : q ∈ Σ 0 } , (1.1)
where n : Σ 0 → R d denotes the outer unit normal to Ω. Finally, given two constants α ± ∈ C, we consider the operator in L 2 (R d ) represented by the formal expression H ε := −∆ + α + δ Σ+ε + α − δ Σ−ε , (1.2) where δ Σ denotes the Dirac delta function supported by a hypersurface Σ ⊂ R d . The purpose of this paper is to study spectral properties of H ε in the limit when ε → 0.
First of all, it is natural to expect that the limiting operator is given by
In this paper, we show that the convergence holds in the norm-resolvent sense.
Theorem 1.1. For any z ∈ ρ(H 0 ), there exists a positive constant ε 0 such that, for all ε < ε 0 , we have z ∈ ρ(H ε ) and
As a consequence of Theorem 1.1, we obtain a convergence of the spectrum of H ε to the spectrum of H 0 as ε → 0. In particular, discrete eigenvalues change continuously with ε (cf [21, Sec. IV.3.5] ). By a discrete eigenvalue λ ε of H ε we mean an isolated eigenvalue of finite algebraic multiplicity such that the range of H ε − λ ε is closed. We remark that H 0 may or may not possess discrete eigenvalues, depending on the values of the coupling constants α ± and geometry of Σ 0 ; in particular, they always exist in the self-adjoint case if the constants are negative and sufficiently large. Since the interaction in (1.2) is compactly supported in R d , it is also possible to show that the essential spectrum of H ε (i.e. the complement of the discrete eigenvalues in the spectrum) equals the essential spectrum of the self-adjoint Laplacian without the delta interactions, i.e.
for all ε ≥ 0, regardless of the geometry of Σ 0 and values of α ± .
The main interest of Theorem 1.1 lies in the sharpness of the power of ε in (1.4). Indeed, as the next result of this paper, we derive the following asymptotics for simple eigenvalues. Theorem 1.2. Let λ 0 be a simple discrete eigenvalue of H 0 and let ψ 0 be the corresponding eigenfunction. There exist positive constants ε 0 and r such that, for all ε < ε 0 , H ε possesses precisely one discrete eigenvalue of algebraic multiplicity one in the open ball B r (λ 0 ) disk of radius r centred at λ 0 . Moreover, the following asymptotics holds:
, (1.6) where K 1 denotes the first mean curvature of Σ 0 and
The functions appearing in the numerator of (1.6) should be understood in the sense of traces and their rigorous definition will be provided in the following section.
We also give an analogous theorem for degenerate semisimple eigenvalues, i.e. for the case when the algebraic and geometric multiplicity coincide, (cf [21, Sec. I. 5.3] ). This result is formulated as Theorem 5.3 below.
We remark that a presence of the first mean curvature in eigenvalue asymptotics has been recently observed in related problems, see [24] , [25] and [34] .
If α + = α − , formula (1.6) simplifies to λ ′ 0 = 2α 2 + (cf (2.9)), so the first correction term in the eigenvalue asymptotics is insensitive to the geometric setting if the coupling constants coincide.
We stress that the asymptotics (1.5) is not a consequence of analytic perturbation theory. As a matter of fact, taking a formal derivative of λ ε with respect to ε in the spirit of the Hellmann-Feynman theorem would lead only to the first integral in the numerator of (1.6). Of course, this formal manipulation is not justified because of the singular dependence of H ε on ε. It is interesting that a non-trivial rigorous approach is needed to reveal the geometric term in (1.6). This paper is organised as follows. In Section 2 we present some necessary analytic and geometric prerequisites. The norm-resolvent convergence of Theorem 1.1 is established in Section 3. Our strategy is to derive first estimates for the norm of the resolvent as an operator between Sobolev spaces, which we believe are of interest on its own. In Section 4, we establish a uniform convergence of eigenfunctions by a refined application of the maximum principle. Section 5 is devoted to a proof of Theorem 1.2 based on a detailed study of spectral projections as well as to its extension to degenerate eigenvalues. We conclude the paper by an appendix (Section A), where Theorem 1.2 is re-established in the simplest case d = 1. Here the eigenvalue problem can be reduced to a transcendental equation, for which the implicit function theorem yields the the first correction term.
Preliminaries
Let us start by properly defining the operators H ε and H 0 (the latter can be considered as H ε for ε = 0 if we set Σ ±0 := Σ 0 ). The sum in (1.2) has a good meaning as a sum of bounded operators from the Sobolev space
It is more customary to consider H ε as an unbounded operator in the Hilbert space L 2 (R d ). To this purpose, we introduce the quadratic form
which is formally associated with the expression on the right hand side of (1.2), and define H ε as the unique m-sectorial operator associated with h ε via the first representation theorem (cf [21, Thm. VI.
2.1]).
The boundary terms in (2.1) should be understood in the sense of traces (cf [1] ). More specifically, in analogy with (1.1), we introduce a mapping
and define sets Σ t := L(Σ 0 × {t}). Because of the boundedness and smoothness of Ω, there exists a positive number a such that
Consequently, Σ t is a smooth hypersurface (parallel to Σ 0 at distance |t|) for all |t| ≤ a. (Neither Σ 0 nor Σ t are necessarily connected.) By the trace embedding theorem (cf [1, Thm. 5.36]), the trace operator
is bounded for all |t| ≤ a. In fact, if |t| ≤ a, then for any δ > 0 there exists a positive constant C δ (depending in addition to δ also on the geometry of Σ 0 ) such that, for all
This estimate can be proved in a standard way by using the diffeomorphism L and the one-dimensional bound
, where l is any positive number. It follows that the boundary terms in (2.1) (in which we ambiguously write ψ instead of τ ±ε ψ) represent a relatively bounded perturbation of the gradient integral with the relative bound equal to zero (since δ can be taken arbitrarily small). Consequently, the form (2.1) is closed by classical perturbation results (cf [21, Thm. VI.1.33]), so that the first representation theorem applies.
Next we set 8) are again bounded by the trace embedding theorem. The claim applies to the first line even if ε = 0. By using the first representation theorem and elliptic regularity theory, it is standard to show that H ε acts as the Laplacian, subject to the interface conditions
More precisely, we have
The meaning of the trace maps
Next, we overtake from [27] some facts about the geometry of parallel hypersurfaces. In view of (2.3), Ω a := L(Σ 0 × (−a, a)) can be identified with the Riemannian manifold Σ 0 ×(−a, a) equipped with the metric G induced by (2.2); it has a block form
where g is the Riemannian metric of Σ 0 , L := −dn is the Weingarten map of Σ 0 and I denotes the identity map on T q Σ 0 . It follows from (2.11) that |G| := det(G) = |g| f 2 with |g| := det(g) and 12) where κ 1 , . . . , κ d−1 are the principal curvatures and K µ is the µ th mean curvature of Σ 0 (cf [30] ). Since the first mean curvature appears in Theorem 1.2, we remark that, locally,
The sign of K 1 depends on the orientation of Σ 0 ; in our case where Σ 0 is assumed to be oriented via the outer normal n to Ω, we have K 1 ≤ 0 if Ω is convex (cf [25] ). It follows from (2.12) that the surface elements of Σ 0 and Σ t are related by 14) so that inf q∈Σ0 f (q, t) > 0 for every t such that |t| ≤ a. In particular, there exists a positive constant C (depending on a and the supremum norms of the principal curvatures) such that, for all (q, t)
and
(Hereafter we adopt the convention that C denotes a generic constant whose value can change from line to line.) Given a coordinate system (q, t) ∈ Σ 0 ×(−a, a), we denote by G ij and G ij the corresponding coefficients of G and G −1 . We also adopt the Einstein summation convention, the range of Latin and Greek indices being 1, . . . , d and 1 . . . d − 1, respectively, and abbreviate ∂ i := ∂/∂q i with q d := t (we shall also write ∂ t := ∂ d ). It will be convenient to choose for q = (q 1 , . . . , q d−1 ) the Riemannian normal coordinates in Σ 0 , which exist in a neighbourhood of any point of Σ 0 . In these coordinates, since Ω is smooth and bounded, there exists a positive number r 0 such that, for any p ∈ Σ 0 , the useful estimates 17) hold in the geodesic ball of radius r 0 centred at p. Finally, we remark that the mapping (2.2) induces a natural unitary transform between Hilbert spaces
In particular, it will enable us to relate
, its action in the curvilinear "coordinates" (q, t) induced by L is given by Laplace-Beltrami operator
, we shall occasionally write Uψ, meaning that U acts on the restriction of ψ to L 2 (Ω a ). We point out the following topological equivalence of Sobolev spaces.
Lemma 2.1. There exists a positive constant C such that, for every a ≤ t 1 < t 2 ≤ a,
Proof. The proof is a straightforward application of (2.2), namely (2.11) with estimates (2.17). We leave the details to the reader.
The norm-resolvent convergence
The objective of this section is to prove Theorem 1.1. For all ε ≥ 0 small enough and z ∈ ρ(H ε ), we set
, the function ψ ε := R ε (z)Ψ is the unique solution of the resolvent equation (H ε − z)ψ ε = Ψ. The weak formulation of the problem reads
where h ε (·, ·) is the sesquilinear form associated with (2.1).
First of all, we show that the resolvent R ε (z) is uniformly bounded as ε → 0.
Lemma 3.1. There exist constants z 0 ∈ R and C > 0 such that, for all 0 ≤ ε < a and every z ∈ C such that ℜz < z 0 , z ∈ ρ(H ε ) and
Proof. Since H ε is m-sectorial, we know that the claim holds with an a priori ε-dependent constant z 0 . The content of the lemma is that z 0 can be made actually independent of ε. Choosing the test function ϕ := ψ ε in (3.1), taking the real part of the obtained identity and applying (2.5) together with the Schwarz inequality, we get
We choose δ so small that 1 − δ (|ℜα + | + |ℜα − |) ≥ 1/2. It follows that every z ∈ C such that ℜz < −C δ (|ℜα + | + |ℜα − |) lies outside the closure of the numerical range of H ε , that is, inside the resolvent set ρ(H ε ) because H ε is m-sectorial. Choosing
we arrive at (3.2) with C := √ 8.
Remark 3.2. It is also possible to look for solutions of (3.1) for Ψ ∈ H −1 (R d ) in which case the right hand side must be understood as the duality pairing between
Proceeding as in the previous proof, with a slight modification that the Schwarz inequality is replaced by the estimate
We shall need a resolvent estimate of the type (3.2) in a better topology. In the case of the free Hamiltonian (i.e. α ± = 0), we know that the resolvent is bounded in the topology of bounded operators on
It does not hold if α + or α − is non-zero, because then the functions from the domain of H ε are not in H 2 (R d ), cf (2.10). However, the functions belong to
) and the following uniform estimate holds.
Lemma 3.3. There exists a positive constant C such that, for every z ∈ C satisfying ℜz < z 0 with z 0 given by (3.3) and for all 0 ≤ ε < a/4, we have
Proof. The message of the lemma is that the constant C in (3.4) can be made independent of ε, which is not a priori clear. Setting
as above (recall that ψ ε satisfies (3.1)), estimate (3.4) is equivalent to the simultaneous validity of the bounds
with a constant C independent of Ψ and ε. Here the sets Ω
) is known due to (2.10); our aim is to establish the uniform estimates (3.5)-(3.7).
Estimate (3.7) follows at once by the interior regularity of weak solutions of the elliptic problem (
; see, e.g., [13, Thm. 6.3.1] together with Lemma 3.1, recall that H ε acts as the Laplacian in Ω ′ due to (2.10) and notice that Ω ′ is independent of ε. The validity of (3.5) and (3.6) is less obvious because of the ε-dependent interface conditions (2.9) and a refined boundary regularity is needed. Let us sketch the proof of (3.5) with ε > 0. The proof of (3.6) with ε ≥ 0 is analogous. Our approach is based on elliptic regularity; see, e.g., [13, Sec. 6 .3] to where we refer for more details.
Recalling (2.18), we set v ε := Uψ ε and V := UΨ. Let η : R → [0, 1] be a smooth cut-off function, which is equal to 1 on (−a/2, a/2) and to 0 outside (−3a/4, 3a/4) (we keep to denote by the same symbol η the function 1 ⊗ η on Σ 0 × (−a, a)). In (3.1), let us choose the test function ϕ in the following way (Uϕ)(q, t) := η(t) 2 u(q, t) ,
2), the identity (3.1) is transferred to
where H denotes the target Hilbert space in (2.18). In (3.8), we choose
where ρ ∈ {1, . .
Using the "integration-by-parts" rule for the difference quotients (cf [13, proof of Thm. 5.8.3]) and sending h to zero, we get
Here b[v ε ] is a quadratic form gathering subdominant terms that can be treated as a perturbation of the first line in (3.10) or integrals involving only first-order derivatives of v ε . Recall that, by Lemma 3.1 and (2.16), we already know that
H , the first terms on the right hand side with sufficiently small positive δ can be treated as a perturbation of the first dominant term of (3.10), while we have (3.11) . In fact, the boundary terms in (3.10) are also a perturbation because of the following estimate based on (2.6):
Summing up, from (3.10) with help of (3.11) together with (2.16) and (2.17), we conclude with key estimates
for every i ∈ {1, . . . , d} and ρ ∈ {1, . . . , d − 1}.
To get an analogous estimate for ∂ 2 t v ε , we employ the fact that, by (2.10) and (2.2), v ε satisfies the differential equation (recall (2.19))
Using the block-diagonal structure of G, see (2.11), we can cast (3.13) into the form
where the right hand side contains no second-order derivative of v ε with respect to t. Using (3.12) and (3.11), we can thus conclude with the missing inequality
From (3.12) and (3.15) together with the first-order derivatives inequality (3.11), we have thus obtained the estimate
By Lemma 2.1, we then get an analogous estimate for ε) ). This concludes the sketch of the proof of (3.5) with ε > 0. Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Let z ∈ C be such that ℜz < z 0 , where z 0 is given by (3.3), and 0 < ε < a/4. By Lemma 3.1, z ∈ ρ(H ε ) for all ε ≥ 0. Given any Φ, Ψ ∈ L 2 (R d ), we set ψ ε := R ε (z)Ψ as before and φ 0 := R 0 (z) * Φ. We have 16) where the second equality employs the fact that the form domains of H ε and H 0 coincide. The boundary terms after the last equality should be interpreted in the sense of traces (2.4). The unitary transform (2.18) enables us to identify L 2 (Σ ±ε ) with L 2 (Σ 0 ). Writing u 0 := Uφ 0 and v ε := Uψ ε and recalling (2.13), we have
Here the last integral can be estimated as follows
where the second inequality is due to (2.5). Taking into account the explicit formula for f in (2.12) and (2.15), we see that there is a constant C (depending on the geometric number a and the supremum norms of the curvature functions K µ ) such that
By Lemma 3.1, we have
Since φ 0 is defined via the adjoint of the resolvent of H 0 , it might be useful to mention for the latter inequality that H 0 satisfies the T-self-adjointness relation H * 0 = TH 0 T, where T is the complex-conjugation operator. Summing up,
We now turn to estimating I 1 . First of all, we use the Schwarz inequality to get (Σ0×(0,ε) ) .
Here the first term on the right hand side can be estimated as follows
where C := 1/ inf Σ0×(0,a) f . Using in addition (2.5) and (3.18), we eventually obtain
In the same manner, we get
The terms ∂ t v ε L 2 (Σ0×(0,ε)) and ∂ t u 0 L 2 (Σ0×(0,ε)) require a bit more careful analysis. As above, we write
where we have also used 
, where the last inequality is a trace embedding based on (2.6). Applying Lemma 3.3, we eventually get the desired bound
It remains to estimate ∂ t v ε L 2 (Σ0×(0,ε)) . Still, as above, we could also write
Now, however, the situation is worse than for φ 0 , because ψ ε belongs only to
where Ω 0+ ε := {L(q, t) : q ∈ Σ 0 , 0 < t < ε} , is diminishing as ε → 0. Consequently, (2.6) would give a bad ε-dependent estimate on the norm of the trace operator associated with the embedding
with t ∈ (0, ε). Instead, we integrate by parts
where the inequality employs t ≤ ε and the geometric estimates (2.15) together with
Recall that the trace operator τ − +ε is defined in (2.8). The trick is to replace τ − +ε ∂ n ψ ε by τ + +ε ∂ n ψ ε using the interface condition (2.9) and employ (2.6) in the other set that does not diminish as ε → 0:
Using Lemma 3.3 and (3.18), we eventually get the desired bound
Summing up, we have proved
This bound together with (3.19) implies
and a similar estimates holds for the other difference of boundary terms in (3.16). Consequently,
which proves (1.4) for z ∈ C with ℜz < z 0 . The extension to other values of z is standard (cf [21, Sec. IV.3.3]).
Remark 3.4. Taking into account Remark 3.2, (3.16) implies the operator identity
It is a generalisation of the first resolvent identity known for regular potentials.
Convergence of eigenvalues and eigenfunctions
In this section, we deduce from Theorem 1.1 a convergence of eigenvalues and eigenfunctions of H ε to eigenvalues and eigenfunctions of H 0 as ε → 0. In fact, it is immediately seen that the eigenfunctions converge in the topology of L 2 (R d ). By using the maximum principle in a refined way, we show the non-trivial property that the convergence actually holds uniformly in a neighbourhood of Σ 0 . This result will be needed in Section 5 to prove Theorem 1.2.
Let λ 0 stand for a simple eigenvalue of H 0 with the corresponding eigenfunction ψ 0 which is assumed to be normalised according to the usual requirement for non-self-adjoint spectral problems
By a simple eigenvalue we always mean that of algebraic multiplicity one. Note that ψ 0 represents an eigenfunction of the adjoint operator H * 0 corresponding to the eigenvalue λ 0 . Define
where the radius r is chosen is such a way that the circle C r surrounds only one point of σ disc (H 0 ), the discrete spectrum of H 0 . The resolvent convergence proved in the previous section allows us to claim that there exists ε 0 > 0 such that for any non-negative ε < ε 0 the circle C r surrounds only one point λ ε of σ disc (H ε ). Let P ε stand for the eigenprojector
where the integration path traces out the circle around in a counterclockwise manner. Let ψ ε stand for the eigenfunction of H ε corresponding to λ ε and impose the same normalisation condition ψ ε , ψ ε L 2 (R d ) = 1. Then the corresponding eigenprojector takes the form
The following statement is a simple consequence of the norm-resolvent convergence (Theorem 1.1) proved in the previous section.
Corollary 4.1. The asymptotics
holds. Consequently, we have
The rest of this section is devoted to showing that the convergence of eigenfunctions holds in a better topology, at least in a neighbourhood of Σ 0 . First of all, we establish a regularity of eigenfunctions. Proposition 4.2. Given ε ≥ 0, let ψ ε denote an eigenfunction of H ε . Then
Proof. We have H ε ψ ε = λ ε ψ ε , where λ ε ∈ C is the eigenvalue and ψ ε ∈ D(H ε ). For m = 2 the claim of the lemma follows from the characterisation of the operator domain (2.10). Starting from the definition of the operator H ε through its quadratic form (2.1) defined on the Sobolev space H 1 (R d ), the H 2 -regularity outside Σ +ε ∪ Σ −ε is actually established by our Lemma 3.3. For the present eigenvalue problem, we can write
where z is any number from the resolvent set of H ε . Recalling that H ε acts as the Laplacian outside Σ +ε ∪ Σ −ε , from elliptic regularity theory (see, e.g., [13, Thm. 6.3.2]), we immediately get ψ ε ∈ H m (R d \ Ω 0 a/4 ) for all m ∈ N. It remains to show the H m -regularity close to the parallel hypersurfaces Σ +ε ∪ Σ −ε .
Let us comment on the proof for ε = 0. The case of positive ε is proved analogously. We refer to [13, Sec. 6 .3] for more details on this type of ellipticregularity-type arguments. Setting v := Uψ 0 and V := UΨ 0 = (λ ε − z)v, where U is the unitary transform (2.18) implementing the natural curvilinear coordinates in a vicinity of Σ 0 , (4.6) yields a weak formulation of the problem
where the Laplace-Beltrami operator −∆ G acts as in (2.19). Once we know that the right hand side V belongs to
, we can differentiate (4.7) (in the sense of weak derivatives) and obtain that the derivative ∂ ρ v with ρ ∈ {1, . . . , d − 1} again satisfies the same problem (4.7), including the same interface conditions, but with a changed right hand side
) and L 2 (Σ 0 × (−a/2, 0)) can be then shown from the differential equation that ∂ ρ v satisfies almost everywhere, by writing as in (3.14). Hence, we have established
)). Repeating this argument, we eventually obtain
The proposition has the usual corollary that the eigenfunctions are smooth outside the interface hypersurfaces. As a consequence of this corollary, the eigenvalue problem H ε ψ ε = λ ε ψ ε can be considered in a classical sense. Setting
and combining the eigenvalue equations for ε > 0 and ε = 0, we see that φ ε with positive ε is a continuous and piecewise smooth solution of the classical boundary value problem
To establish the uniform convergence of eigenfunctions, we use the maximum principle following the ideas of [19] . The first ingredient is a version of the mean value theorem in the present setting.
Lemma 4.4. For every x ∈ R d and r > 0, we have the identity
where φ ε denotes the difference of eigenfunctions Proof. The formula follows by integrating the differential equation of (4.10) in the ball B ρ of radius ρ ∈ (0, r], using the interface conditions of (4.10) after an application of the divergence theorem and handling the boundary term To handle the first term on the right hand side of (4.11), we use the following elementary result ([19, Lem. 3.14]).
Here |B r | denotes the d-dimensional Lebesgue measure of the ball B r .
Proof. Assume by contradiction that there exists a point x ∈ R d such that for all r ∈ (0, δ] the reverse inequality holds. Then one easily arrives at a contradiction by using in addition the coarea formula and the Schwarz inequality. Now we are in a position to establish the uniform convergence of eigenfunctions. While Proposition 4.2 and its Corollary 4.3 deal with any eigenfunctions of H ε , from now on we assume again that ψ ε and ψ 0 are eigenfunctions of H ε and H 0 , respectively, corresponding to simple eigenvalues λ ε and λ 0 as described in the beginning of this section. Theorem 4.6. We have
(4.12)
Proof. Assume that 0 < ε ≤ δ/2, where δ < a is a positive number independent of ε that will be additionally restricted later on. From (4.10) and the methods of the theory of interior regularity of solutions of elliptic problems (see, e.g., [13, Sec. 6.3 .1]), we deduce the bound
for every m ∈ N. Here the constant C depends on d, δ and m, but it is independent of ε (the dependence of the coefficient λ ε on ε on the left hand side of the differential equation in (4.10) is unimportant due to Corollary 4.1). Within this proof, the symbol C denotes a generic constant whose value may change from line to line, but it is always independent of ε. By the convergence results of Corollary 4.1, the regularity of Proposition 4.2 and the Sobolev embedding theorem, we obtain
for every k ∈ N. In particular, this proves the uniform convergence of eigenfunc-
To prove the uniform convergence in a neighbourhood of Σ 0 containing the colliding hypersurfaces Σ +ε and Σ −ε , we give slightly different proofs in high and low dimensions. 
Here the last estimate employs the geometric bound |Σ ρ ±ε | ≤ Cρ d−1 . Consequently, using Corollary 4.1,
(4.14)
To handle the last terms on the right hand side of (4.11), we recall the unitary transform (2.18). Setting v 0 := Uψ 0 , we have (Σ0×(0,δ) ) .
It is a matter of purely geometric considerations to check that the estimate
holds true. Hence, in view of (2.12) and Corollary 4.3, we get the estimate
The same bound holds for Σ ρ −ε instead of Σ ρ ε . Summing up, using the estimates (4.14) and (4.16) in (4.11) and assuming that δ ≤ 1, we arrive at
where the second inequality follows from (4.13). Using this estimate in (4.17), we obtain
Consequently, choosing δ sufficiently small in comparison to the constant C on the left hand side (coming from (4.13)), we arrive at
Finally, applying Lemma 4.5 to the right hand side of (4.19), we get
By Corollary 4.1 and (4.13), we obtain the uniform convergence 20) which in particular implies (4.12).
The above proof fails in low dimensions, because (4.15) does not give the desired decay rate of order ε. In dimension d = 2, however, just a slight modification is needed to repair it by noticing that the better estimate
holds (in all dimensions) provided that the centre x of the ball B r is chosen within a distance of order ε from Σ 0 . More specifically, we choose x ∈ Ω 0 2ε . Then (4.16) does hold even if d = 2. At the same time, the first term in (4.14) must be handled differently; we use the Schwarz inequality to get 22) where the integral on the right hand side equals r/(2 √ π). Consequently, estimate (4.17) can be replaced by
Choosing now x ε ∈ Ω 0 2ε to be a point in which |φ ε | achieves its maximum in Ω 0 2ε , we again get the estimate (4.18) and applying Lemma 4.5 together with Corollary 4.1, we obtain
In particular, it implies (4.12).
We do not see a way how to make the present proof work in dimension d = 1, where even (4.21) gives just a uniform bound, so we get no decay in ε for the left hand side of (4.16). In the one-dimensional situation, however, the eigenvalue problem is explicitly solvable (see Appendix) and it can be checked by hand that the uniform convergence (4.20) holds. As a consequence of Theorem 4.6, we get the following lemma that will be needed in the next section.
Lemma 4.8. We have
. Multiplying (4.10) by ξψ 0 and integrating by parts over the larger setΩ + ε := {L(q, t) : q ∈ Σ 0 , ε < t < a}, we arrive at the identity
From Corollary 4.1 and Theorem 4.6 together with Corollary 4.3, we thus deduce
This proves the claim for Σ +ε . The other asymptotics is proved analogously.
Eigenvalue asymptotics
This section is devoted to a proof of Theorem 1.2 and its extension to degenerate eigenvalues.
Simple eigenvalues
The analysis of the eigenvalue asymptotics will be based on the formula
where
and P ⊥ ε := I − P ε . Note that the analogous decomposition was also a starting point for the eigenvalues analysis derived in [18] and [16] . However, our further strategy is based on essentially different arguments. In particular, it requires certain modifications to the non-self-adjoint class of operators considered in this paper.
The first term on the right hand side of (5.2) yields h 0 (ψ 0 , ψ 0 ) = λ 0 . The following statement will allow to estimate the second term.
where the error term depends on ψ.
Proof. Similarly as above, we define v := Uψ, which reflects the continuity properties of ψ. A straightforward calculation yields
Employing the continuity properties of v, we can expand
The third term of (5.2) is estimated by means of the following lemma.
Lemma 5.2. The asymptotics
holds, where the error term depends on ψ 0 .
Proof. Let us denote
A straightforward calculation yields
where we have used the fact i 2π Cr dz R 0 (z)ψ 0 = ψ 0 and
. It follows from (4.3) that
Moreover,
which implies
Using the above asymptotics, we conclude that the second term on the last line of (5.6) behaves as O(ε 2 ). It remains to estimate the first term on the last line of (5.6). Applying the notations v 0 := Uψ 0 and w ε := UP ⊥ ε ψ 0 , we get
Using again the bound (3.17) together with the Schwarz inequality, we estimate
Employing now the statement of Theorem 4.6 we conclude 
whereg ε ∈ L 2 (Σ 0 ) admits the norm asymptotics of type O(ε 2 ). This implies
Note that since v 0 is smooth for t = 0, we do not need to distinguish "left" and "right" limits for ∂ t v 0 (q, ±ε). Employing again (5.11) and . To this aim we use the boundary conditions which for v ε read
Using these equivalences and decomposition (5.8), we obtain
Employing again v 0 (q, ±ε ∓ ) = v 0 (q, ±ε ± ) and combining it with the statements of Theorem 4.6 and Lemma 4.8, we obtain
Summing up, the above estimates we come to (5.5), which completes the proof. Now we are in a position to establish Theorem 1.2.
Proof of Theorem 1.2. Combining (4.3), (5.5), (5.9) and (5.1) we get
where λ ′ 0 is defined by (1.6).
Degenerate eigenvalues
In this subsection, we extend Theorem 1.2 to the case of degenerate eigenvalues. More specifically, now we assume that λ 0 is a discrete semisimple eigenvalue of H 0 . The semisimple property means that the algebraic multiplicity can be greater than one, but it is still equal to the geometric multiplicity of the eigenvalue (cf [21, Sec. I.5.3]). It is the most general situation in the self-adjoint setting (i.e. α ± ∈ R in our case). Let k ∈ N stand for the multiplicity of λ 0 and let
denote a system of linearly independent eigenvectors of H 0 , normalised in such a way that the biorthonormal relations
hold true for all i, j ∈ {1, . . . , k}. We note that
constitutes a system of linearly independent eigenvectors of the adjoint H * 0 corresponding to the semisimple eigenvalue λ 0 of the same multiplicity k.
Our main result reads as follows.
Theorem 5.3. Let λ 0 be a semisimple discrete eigenvalue of H 0 of multiplicity k ≥ 1 and let {ψ
stand for a system of the corresponding eigenfunctions normalised via (5.12). There exist positive constants ε 0 and r such that, for all ε < ε 0 , H ε possesses precisely k (counting the algebraic multiplicity) discrete eigenvalues {λ
in the open disk of radius r centred at λ 0 . Moreover, {λ
admit the following asymptotics
where {λ
are eigenvalues (counting the algebraic multiplicity) of the matrix S ≡ {s ij } k i,j=1 with entries
Proof. Relying again on the norm-resolvent convergence of Theorem 1.1, we can choose r > 0 in such a way that the circle C r introduced in (4.1) surrounds k eigenvalues of H ε for all ε small enough. These eigenvalues admit the following asymptotics λ 16) where P ε stands for the eigenprojector onto the space spanned by {ψ
forms a basis in R(P ε ). Using the convergence (4.3) of spectral projections defined by (4.2), we get the asymptotics
for i = 1, . . . , k. Consequently,
It follows from the above asymptotics that
forms a linearly independent system. Actually,
constitutes a basis of the range of P ε , since dim R(P ε ) = k.
The eigenvalues λ i ε of H ε are determined by the eigenvalues of the diagonal matrix
Now we repeat the steps from the proof of Theorem 4.6 and show
for i = 1, . . . , k. Furthermore, we employ the decomposition
Repeating the arguments from the proofs of Proposition 5.1 and Lemma 5.2, we establish
and 
A Appendix: Colliding quantum dots
In this appendix, we focus on the special situation of two approaching point interactions on the real line. The simplicity of the problem enables one to derive more precise asymptotic formulae by a different method. At the same time, the explicit solutions provide a valuable insight into the origin of the individual components in the first-order correction term.
A.1 Eigenvalue asymptotics
As a special case of (2.1), we consider the m-sectorial operator H ε associated with the form Here the complex constant C 0 is chosen in such a way that the standard normalisation condition for non-self-adjoint spectral problems R ψ 2 0 = 1 holds. The case of two point interactions in one dimension corresponding to ε > 0 is also studied in the literature, at least in the self-adjoint case (see [2, Chap. II.2] and [22] ). The semi-axis [0, ∞) still constitutes the essential spectrum of H ε and possible eigenvalues λ ε equal −κ which reproduces the first two components of the correction term in (A.5).
The remaining discussion is devoted to the analysis of the third term on the right hand side of (A.10). A straightforward calculation using (A.7) and (A.8) yields (A.14)
Using again (A.7) and (A.8), we state that
This means that the last two terms on the right hand side (A.14) behave as O(ε 2 ). Finally, let us analyse the first component (A.14). In view of (A.6), we decompose A straightforward calculation shows that the last two terms on the right hand side behave as O(ε 2 ). The first term requires a more detailed analysis. Namely, for x ∈ (0 , ε) we have On the other hand,
Summing up the above discussion, we have obtained the total first-order correction term in (A.5) and identified the origin of its individual terms.
