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Cap´ıtulo 1
Introduccio´n
El noroeste argentino (NOA), junto con otras varias regiones del pa´ıs, es
hogar de un nu´mero de comunidades relativamente aisladas, sin fa´cil acceso
a transporte terrestre o fuentes de energ´ıa tradicionales. Un problema parti-
cularmente cr´ıtico es la escasez de agua apta para consumo humano, ya que
muchas veces la escasa agua disponible en esta zona a´rida presenta minera-
les disueltos que la hacen no potable. La solucio´n obvia es la destilacio´n del
agua disponible; sin embargo esto es muy costoso en te´rminos energe´ticos,
tanto que el costo energe´tico de bombear un litro de agua desde una fuente
subterra´nea (au´n de apreciable profundidad), resulta despreciable frente al
de destilarla por evaporacio´n. Por ello se impone el uso de una fuente de
energ´ıa abundante, barata y disponible in situ. Siendo el NOA una regio´n
con gran insolacio´n, el uso de la energ´ıa solar resulta el ma´s adecuado.
Existen muchos disen˜os de destiladores solares, pero en esencia todos
ellos se reducen a una batea de fondo oscuro y cubierta transparente. Llena-
da parcialmente de agua, la radiacio´n solar calienta el fondo de la batea, lo
que a su vez calienta el agua. El transporte de calor hacia la superficie libre
de e´sta se produce por conduccio´n y, principalmente, por conveccio´n. El en-
friamiento de la superficie libre se produce principalmente por evaporacio´n,
y el trasporte de aire saturado hacia la tapa de la batea por conveccio´n. En
la cubierta, relativamente fr´ıa por su contacto con la atmo´sfera circundante,
se produce la condensacio´n del vapor; el agua condensada se desliza a lo lar-
go de la cubierta inclinada hacia canaletas ubicadas a los lados de la batea,
donde es recogida por goteo.
Resulta evidente de lo anterior que, como sistema f´ısico, un destilador
solar es un sistema termodina´mico abierto, fuera de equilibrio y complejo en
su dina´mica: el re´gimen de tranporte convectivo en el aire, la eficiencia de
la condensacio´n en la cubierta, las condiciones de contorno impuestas por
los laterales de la batea y la temperatura del aire circundante, etc., influ-
yen en su rendimiento. Es entonces dif´ıcil a priori decidir si un disen˜o dado
sera´ eficiente, o co´mo modificar uno existente para aumentar su eficiencia.
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Sin embargo, por motivos obvios desear´ıamos maximizar la eficiencia man-
teniendo a la vez un disen˜o simple y econo´mico.
A este respecto la construccio´n de modelos experimentales resulta cru-
cial, ya que permiten estudiar la influencia de diferentes aspectos de disen˜o
sobre el rendimiento, en un ambiente controlado con escasos factores de
confusio´n. Hace ya varios an˜os se construyo´ en la Universidad Nacional de
Salta (UNSa) un modelo experimental de destilador solar de batea, el cual
permite simular las condiciones de funcionamiento de campo controlando la
temperatura del agua de la batea, y midiendo a la vez varios para´metros
de intere´s como la temperatura del agua, la temperatura interna y externa
del vidrio de la cubierta, la temperatura ambiente y el rendimiento de agua
destilada. Tambie´n puede cambiarse la geometr´ıa de la cubierta, a fin de
estudiar la influencia de distintos a´ngulos de inclinacio´n de la misma.
Con este modelo se han llevado a cabo desde entonces numerosos expe-
rimentos, tanto en condiciones de funcionamiento esta´tico como simulando
el ciclo diario de calentamiento y enfriamiento real. Fue sobre estos u´ltimos
que la autora de la presente Tesis realizo´ su Trabajo Final de Licenciatura,
participando tanto en la adquisicio´n de datos como en el posterior ana´lisis
de los mismos.
El ana´lisis de los datos recogidos en esas experiencias mostro´ que, lle-
gado a un cierto punto del ciclo de calentamiento, el destilador variaba de
manera notoria y relativamente su´bita su comportamiento, lo que se mani-
festaba como una intensificacio´n apreciable de la transferencia te´rmica y del
rendimiento. Se llego´ a la conclusio´n de que se estaba en presencia de dos
reg´ımenes de funcionamiento diferentes, en uno de los cuales la transferencia
te´rmica convectiva sobre la cubierta resulta apreciablemente mayor que la
esperada.
Experiencias de visulizacio´n de flujos mostraron que el ambiente en el in-
terior del destilador era una mezcla de aire, vapor y gotas de agua, sometida
una fuerte turbulencia de origen convectivo, sugiriendo que los resultados
obtenidos estaban relacionados probablemente a procesos de tipo cao´tico
producidos por el flujo turbulento del aire y vapor en el interior del destila-
dor. Esta hipo´tesis fue parcialmente confirmada por un subsecuente ana´lisis
de series temporales del coeficiente de transferencia te´rmica, que mostro´ que
sus exponentes de Lyapunov tomaban alternadamente valores positivos y ne-
gativos, confirmando tentativamente el cara´cter cao´tico del funcionamiento
del destilador. La disponibilidad de datos comparables para dos geometr´ıas
diferentes de la cubierta permitio´ tambie´n determinar que la misma ten´ıa
una influencia apreciable sobre este feno´meno.
Sin embargo, estos resultados no eran para nada suficientes para esta-
blecer criterios de control que permitieran optimizar el funcionamiento de
un destilador haciendo uso de las caracter´ısticas cao´ticas, concluye´ndose que
para ello era necesario un estudio ma´s detallado tanto de los datos disponi-
bles como de la dina´mica interna del destilador. En esta Tesis pretendemos
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justamente llevar a cabo dicho estudio.
Comenzaremos en el Cap´ıtulo 2 repasando los resultados experimentales
y su primer ana´lisis, para luego realizar un nuevo ana´lisis ma´s detallado
mediante te´cnicas especialmente adaptadas al estudio de series temporales
no estacionarias y provenientes de una dina´mica no-lineal. Concluiremos
que la comprensio´n de la fenomenolog´ıa requiere el desarrollo de un modelo
termohidrodina´mico del interior del destilador, lo bastante detallado para
capturar los aspectos esenciales de su dina´mica, y la simulacio´n nume´rica
del mismo, plan que procederemos a desarrollar en los Cap´ıtulos siguientes.
En el Cap´ıtulo 3 desarrollaremos primero un modelo termodina´mico de
la mezcla de aire, vapor y gotitas de agua que llena el destilador, y calcula-
remos las funciones y coeficientes termodina´micos necesarios para describir
los procesos que all´ı se desarrollan, los que en todos los casos sera´n consi-
derados isoba´ricos. A continuacio´n procederemos a desarrollar un modelo
hidrodina´mico basado en el anterior, el que incluira´ el efecto fundamental
de la transicio´n de fase agua-vapor sobre los procesos de transporte. Dada
la complejidad del problema, decidiremos formular so´lo un modelo 2D.
En el Cap´ıtulo 4 desarrollaremos el me´todo de resolucio´n nume´rica de
las ecuaciones hidrodina´micas. Optaremos por un me´todo pseudoespectral
basado en la transformada de Fourier. Su adaptacio´n a las condiciones de
contorno no-libres del problema a tratar, y el desarrollo de un resolvedor
ultra-ra´pido para la ecuacio´n de Poisson asociada, sera´n expuestos en detalle,
as´ı como la definicio´n de las grillas directa y conjugada, la discretizacio´n de
operadores y el tratamiento de una geometr´ıa triangular.
En el Cap´ıtulo 5 pondremos a prueba diversos aspectos del me´todo pseu-
doespectral en el terreno mucho ma´s simple de la conveccio´n seca. Procede-
remos aumentando gradualmente la dificultad desde el cla´sico problema de
conveccio´n de Rayleigh–Be´nard en una celda rectangular lateralmente pe-
rio´dica, pasando por una celda cuadrada cerrada, hasta la celda triangular
que modela la geometr´ıa del destilador. Podremos as´ı en cada caso validar
secciones separadas del co´digo en un caso donde, al menos en principio,
tenemos resultados conocidos con los que comparar.
En el Cap´ıtulo 6 acoplaremos al co´digo hidrodina´mico el modelo termo-
dina´mico desarrollado en el Cap´ıtulo 3, procediendo al modelado de convec-
cio´n hu´meda. Nuevamente procederemos en orden creciente de complejidad
desde una celda rectangular hasta la celda triangular. En ese punto proce-
deremos a simular en detalle el funcionamiento del modelo experimental de
destilador en diversos momentos a lo largo del ciclo diario de calentamiento.
Estudiaremos la fenomenolog´ıa y la compararemos con observaciones direc-
tas correspondientes a una de las geomtr´ıas ensayadas experimentalmente.
Tambie´n calcularemos el flujo te´rmico y el rendimiento de destilado y los
compararemos con los correspondientes resultados experimentales. Final-
mente expondremos brevemente resultados sobre los nu´meros de Nusselt y
de Sherwood y sobre el espectro de energ´ıa cine´tica.
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Concluiremos en el Cap´ıtulo 7 haciendo una cr´ıtica de los aspectos tanto
positivos como negativos del desarrollo realizado, discutiendo cua´les son los
logros alcanzados y cua´les son las mejoras posibles, y concluiremos expo-
niendo algunas perspectivas de desarrollos futuros.
Debido a su extensio´n y aridez, y en bien de una lectura ma´s tersa y
amena de esta Tesis, los detalles te´cnicos y matema´ticos tanto del modelo
termodina´mico como de algunas partes del me´todo pseudoespectral han si-
do removidos del texto principal y son expuestos en los Ape´ndices A y B,
respectivamente.
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Cap´ıtulo 2
Ana´lisis de datos
experimentales
En este cap´ıtulo presentaremos una breve recapitulacio´n de algunos ex-
perimentos realizados con un modelo de laboratorio del destilador solar,
describiendo el dispositivo experimental, los protocolos de medicio´n y los
conjuntos de datos adquiridos; repasaremos tambie´n el ana´lisis de datos ini-
cial realizado sobre dos series experimentales particulares. Estos datos y su
primer ana´lisis forman parte de la Tesina de Licenciatura en F´ısica [1] de la
autora de la presente Tesis, titulada Estudio de sistemas dina´micos aplicado
a la intensificacio´n de la transferencia te´rmica cao´tica en un destilador.
Posteriormente procederemos a un reana´lisis de las mismas series de da-
tos experimentales por me´todos que, en nuestra opinio´n, son ma´s adecuados
e informativos para el estudio de series temporales provinientes de feno´menos
no-lineales y no-estacionarios.
2.1. Experimentos y ana´lisis inicial
Haremos aqu´ı una revisio´n de los resultados experimentales y el ana´lisis
de datos realizado inicialmente [1]. No pretendemos reproducir exhaustiva-
mente lo all´ı realizado, sino solamente exponer aquellas partes que sera´n
necesarias en lo que sigue. Primero se presentara´ una descripcio´n del dis-
positivo experimental y los datos recogidos para luego describir el ana´lisis
realizado y sus conclusiones.
2.1.1. Dispositivo y protocolo experimental
El destilador solar tipo batea con cubierta a dos aguas, es un disposi-
tivo de uso extendido en el a´mbito de las energ´ıas renovables para sumi-
nistrar agua potable a poblaciones aisladas que cuentan con agua no apta
para consumo humano. Las carcater´ısticas de su comportamiento te´rmico-
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Figura 2.1: Esquema del modelo de laboratorio de destilador utilizado en los
experimentos. (Tomado de [1].)
fluidodina´mico eran poco conocidas y los modelos computacionales desarro-
llados para predecir su rendimiento [2, 3] no reproduc´ıan bien los resultados
experimentales. Esto dio origen a una serie de trabajos orientados a lograr un
ma´s completo conocimiento de los procesos involucrados en su funcionamien-
to con el fin de optimizar su produccio´n y los modelos predictivos [4]–[20].
Motivado por esta situacio´n, se construyo´ un modelo de laboratorio a
escala real cuya geometr´ıa y condiciones te´rmicas de funcionamiento pueden
variarse de manera controlada, procurando determinar la influencia de los
distintos para´metros que intervienen en el proceso sobre la productividad
del destilador. Un esquema del modelo se muestra en la figura 2.1, y una
fotograf´ıa del mismo en la figura 2.2.
En la serie de experimentos que nos concierne se ensayaron dos geo-
metr´ıas, con la pendiente de la cubierta formando un a´ngulo α (ver figu-
ra 2.1) de 20◦ y 45◦, variando la temperatura del agua en la batea en el
rango normal de trabajo de un destilador solar en condiciones de campo.
Se midio´ el volumen destilado y la temperatura del agua y de la superficie
interna y externa de la cubierta en varios puntos empleando termocuplas.
Se establecieron correlaciones de productividad, nu´mero de Rayleigh, nu´me-
ro de Nusselt y coeficiente de transferencia te´rmico con la temperatura del
agua. Los ensayos se realizaron con distintas condiciones de calentamiento,
tanto estacionario como perio´dico simulando el ciclo diario de calentamiento
solar.
Experiencias de visualizacio´n de flujos [21, 22] mostraron que el ambiente
en el interior del destilador es una mezcla de aire, vapor y gotas de agua,
sometida a una fuerte turbulencia de origen convectivo. La figura 2.2, tomada
de una de dichas experiencias, permite apreciar una columna ascendente y
turbulenta de aire sobresaturado y gotitas de agua sobre el centro de la
batea.
Los resultados obtenidos con calentamiento perio´dico permitieron no so´lo
caracterizar el funcionamiento en estado estacionario sino que mostraron un
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Figura 2.2: Fotograf´ıa del modelo de laboratorio de destilador utilizado en los
experimentos, tomada de una experiencia de visualiuzacio´n de flujo. No´tese
la columna sobresaturada ascendente sobre el centro de la batea. (Tomado
de [1].)
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feno´meno hasta ese momento no observado, cual es la intensificacio´n de la
transferencia te´rmica convectiva que se manifiesta en valores significativa-
mente altos del coeficiente de transferencia te´rmica h. Estos primeros resul-
tados sugirieron que el origen de este feno´meno se encuentra en procesos de
tipo cao´tico producidos por el flujo turbulento del aire y vapor en el interior
de destilador.
Sin embargo para confirmar estos resultados y poder relacionar la inten-
sificacio´n de la transferencia te´rmica a para´metros constructivos, se requer´ıa
caracterizar los procesos cao´ticos a partir del ana´lisis de las series temporales
medidas.
2.1.2. Ana´lisis inicial de datos
En [1] se realizo´ un extensivo ana´lisis de los datos experimentales co-
rrespondientes a dos geometr´ıas con pendientes del techo de la cubierta
formando a´ngulos de 20◦ y 45◦ (de ahora en ma´s configuracio´n 1 y confi-
guracio´n 2, respectivamente). Presentaremos aqu´ı so´lo un breve resumen de
los resultados obtenidos, que no pretende ser completo.
La temperatura del agua de la batea se vario´ en el rango normal de
trabajo de un destilador a lo largo del ciclo diario de calentamiento solar,
durante cinco d´ıas consecutivos, aunque tambie´n se realizaron ensayos con
calentamiento estacionario. Los principales datos recogidos fueron volumen
destilado (a intervalos de 10min), y temperatura del agua y de la superficie
interna y externa de la cubierta en dos puntos (mediante termocuplas, a
intervalos de 5min).
Para cada configuracio´n se calculo´ el coeficiente de transferencia te´rmica
h como
h =
K
e
Tint − Text
Tvapor− Tint , (2.1)
donde K es la conductividad te´rmica del vidrio de la cubierta, e su espesor,
Tint y Text las temperaturas interna y externa del vidrio, respectivamente,
y Tvapor la temperatura media del fluido en el interior, la cual se calcula
como un promedio entre la temperatura del agua y la temperatura media
del techo.
La figura 2.3 muestra el comportamiento te´rmico del destilador (tempe-
ratura del vidrio por dentro y por fuera, temperatura del agua y temperatura
ambiente) para ambas configuraciones. En primer lugar se puede observar la
repetibilidad de las secuencias diarias de medidas. La diferencia ma´s notable
entre los resultados para una y otra serie es que para la configuracio´n 1 el
agua alcanza mayor temperatura ma´xima que para la configuracio´n 2.
La evolucio´n temporal de h se muestra en la figura 2.4, y evidencia que
el ma´ximo no coincide exactamente con la hora de mayor temperatura del
agua (existe un pequen˜o lapso de tiempo de diferencia entre estos ma´ximos),
que en la experiencia es la hora de mayor produccio´n del destilador. Este
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Figura 2.3: Series temporales de temperaturas para las configuraciones 1
(arriba) y 2 (abajo). (Tomado de [1].)
comportamiento se repite para las dos geometr´ıas ensayadas, a lo largo de
toda la semana. Adema´s es notable la diferencia de alturas entre los ma´ximos
de ambas series, siendo para la configuracio´n 1 casi el triple que para la 2.
El ana´lisis de Fourier de las series de h (no mostrado aqu´ı, ver figuras 2.23
y 2.24) mostro´ un espectro donde predominan las frecuencias bajas con
contribuciones armo´nicas de orden superior. El ana´lisis de h en funcio´n del
para´metro de control
r =
R−Rc
Rc
(2.2)
donde R es el nu´mero de Rayleigh y Rc su valor cr´ıtico (tampoco mostrado
aqu´ı, ver figuras 2.13 y 2.14) parecio´ indicar la presencia de bifurcaciones
as´ı como rangos de acumulacio´n y de carencia de valores de h. En la se-
rie correspondiente a los datos de la configuracio´n 1 pareciera haber dos
bifurcaciones en tanto que para la configuracio´n 2 so´lo parece haber una.
Se calcularon tambie´n los exponentes de Lyapunov de h (no mostrados
aqu´ı) halla´ndose que estos no presentaban valores positivos en la configura-
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Figura 2.4: Series temporales de coeficiente de transferencia te´rmica h para
las configuraciones 1 (arriba) y 2 (abajo). (Tomado de [1].)
cio´n 1, pero s´ı para la configuracio´n 2.
De acuerdo a este ana´lisis se concluyo´ en esa ocasio´n [1], que hab´ıa
evidencia suficiente del cara´cter cao´tico del funcionamiento del destilador,
segu´n los criterios para determinar experimentalmente la presencia de caos
[23]. Adema´s se considero´ que hab´ıa evidencia de la influencia de la geo-
metr´ıa sobre este comportamiento. Dicha evidencia se juzgo´ insuficiente, sin
embargo, para establecer criterios de control que permitieran optimizar el
funcionamiento del destilador haciendo uso de estos feno´menos.
2.2. Reana´lisis de los datos experimentales
La primera tarea durante el desarrollo de esta Tesis consitio´ en reanalizar
los datos experimentales disponibles [1], ya que se considero´ que estos pod´ıan
contener informacio´n relevante sobre la dina´mica interna del destilador, no
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accesible mediante las te´cnicas de ana´lisis empleadas anteriormente.
El ana´lisis de Fourier presupone que el proceso subyacente es lineal y es-
tacionario, y para estos casos proporciona excelentes resultados. Sin embargo
cuando tratamos con feno´menos transitorios o intermitentes, o la dina´mica
subyacente es fundamentalmente no lineal, los resultados, en particular el
espectro de potencia de Fourier (FPS), pueden ser confusos. Algunos de es-
tos problemas, en particular el de la no-estacionariedad, pueden aliviarse
recurriendo a windowing o a descomposicones en wavelets, pero ello sacrifica
resolucio´n espectral a cambio de resolucio´n temporal. Dado que las series de
h constan de so´lo 288 valores diarios, esta caracter´ıstica se considero´ inde-
seable.
Existe sin embargo un me´todo relativamente reciente [24] que puede tra-
tar con sen˜ales de amplitud y frecuencia variables sin sacrificar resolucio´n en
el dominio de tiempo ni en el de frecuencia, conocido como Descomposicio´n
en Modos Emp´ıricos (EMD), y empleado generalmente en asociacio´n con la
Transformada de Hilbert–Huang (HHT). Este me´todo ha tenido una acepta-
cio´n entusista en la comunidad de geociencias, donde ha hallado numerosas
aplicaciones [25, 26, 27, 28], pero desgraciadamente es au´n poco conocido en
otros a´mbitos. No pretenderemos dar aqu´ı ma´s que una somera idea de su
funcionamiento, y recomendamos al lector interesado remitirse al excelente
art´ıculo de Huang y colaboradores [24].
Una sen˜al x(t) es una rotacio´n propia si niguno de los ma´ximos locales
de x(t) es negativo, ninguno de sus mı´nimos es positivo, y si su valor medio
local es (cercano a) cero. En ese caso se puede construir una sen˜al conjugada
y(t) como su transformada de Hilbert,
y(t) =
1
π
P
∫ ∞
∞
x(s)
t− s ds, (2.3)
donde P indica la parte principal de la integral impropia. La sen˜al compleja
z(t) = x(t) + iy(t) es entonces una funcio´n anal´ıtica, que descompuesta en
forma polar
z(t) = A(t)eiθ(t) (2.4)
provee inmediantemente una amplitud A(t), una fase θ(t) y una frecuencia
ω(t) instanta´neas [29] como
A(t) =
√
x2(t) + y2(t), θ(t) = arctan
(
y(t)
x(t)
)
, ω(t) =
dθ(t)
dt
.
(2.5)
Por supuesto la gran mayor´ıa de las sen˜ales no son rotaciones propias, pero la
EMD provee un medio de descomponer una sen˜al en una suma de rotaciones
propias, llamadas sus funciones modales intr´ınsecas (IMF) [30], que s´ı lo son.
Las IMF son sen˜ales oscilatorias de amplitud y frecuencia variables que se
construyen por un proceso iterativo partiendo solamente de la sen˜al original.
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Presentaremos a continuacio´n un nuevo ana´lisis de las series tempora-
les de coeficiente de transferencia te´rmica h y para´metro de control r por
EMD y HHT. Espec´ıficamente el algoritmo que se emplea es el de EMD por
Ensemble (EEMD) [31, 32], ya que produce mejores resultados en cuanto a
separacio´n de frecuencias y mucho menor mezcla de modos que el ana´lisis
por EMD “simple”.
2.2.1. EEMD de las series de h y r
La figura 2.5 muestra la EMD completa de la serie temporal de h corres-
pondiente a la configuracio´n 1, y la figura 2.6 la muestra para la configuracio´n
2. En ambos casos puede apreciarse media docena de modos “ra´pidos” (IMF
1 a 6), con frecuencias medias que van desde aproximadamente el doble de
la frecuencia de Nyquist del muestreo (0,1min−1) hasta una frecuecia de
alrededor 1/3 hs−1 y amplitudes relativamente pequen˜as, y que resumen la
dina´mica “fluctuante” debida a los diversos modos convectivos de la mezcla
aire-vapor en el destilador. Le siguen, para ambas configuraciones, un modo
con frecuencia semi-diurna (IMF 7) y uno con frecuencia diurna (IMF 8),
de amplitudes mucho mayores, que corresponden a la dina´mica global es-
clavizada a la modulacio´n diurna del para´metro de control, impuesta por el
protocolo experimental; estas amplitudes son mayores para la configurac´ın
2. Finalmente se observan tres modos “lentos” de amplitudes intermedias
(IMF 9, 10 y 11), que dan cuenta de la dina´mica lenta debida a variaciones
graduales en los para´metros ambientales no controlados.
En la figura 2.7 se muestra, para la configuracio´n 1, la descomposicio´n
de h en una componente “lenta” hs obtenida sumando las IMF 7 a 11, y
una componente “ra´pida” hf obtenida sumando las IMF 1 a 6. La compo-
nente lenta se muestra superpuesta a la serie experimental, lo que pone de
manifiesto las buenas propiedades de separacio´n de escalas temporales de la
descomposicio´n. Lo mismo se muestra en la figura 2.8 para la configuracio´n 2.
Las figuras 2.9 y 2.10 son ana´logas a las figuras 2.5 y 2.7, respectivamente
pero corresponden a la serie temporal del para´metro de control r en la
configuracio´n 1. Puede parecer extran˜o que el para´metro de control muestre
componentes “ra´pidas”, pero debe recordarse que r se define en base a la
temperatura del agua de la batea y a la temperatura interna del techo del
destilador, que por necesidades del disen˜o experimental no son cantidades
directamente controladas. La cantidad bajo control experimental directo es
la temperatura de la base de la batea, por lo que r posee su propia dina´mica,
so´lo parcialmente bajo control. De todas maneras, puede apreciarse que la
amplitud de las componentes “ra´pidas” (IMF 1 a 6) e incluso “lentas” (IMF
9 a 12) de r es mucho menor que la de sus componentes semidiurna (IMF 7) y
sobre todo diurna (IMF 8), por lo que en principio es correcto considerarlo un
para´metro de control. Las figuras 2.11 y 2.12 son ana´logas para el para´metro
de control r correspondiente a la configuracio´n 2, donde se obtienen 11 IMF
12
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Figura 2.5: EMD para la serie temporal de h de la configuracio´n 1.
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Figura 2.6: EMD para la serie temporal de h de la configuracio´n 2.
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Figura 2.7: Componentes ra´pida (abajo) y lenta (arriba, en rojo) de h, para
la configuracio´n 1. Se muestra tambie´n la serie original (arriba, en negro).
y se distiguen entre las componentes “ra´pidas” las IMF 1 a 5, mientras las
IMF 6 a 11 constituyen la dina´mica “lenta”.
2.2.2. Dependencia de h con r
Como mencionamos en la Seccio´n 2.1.2 ya se hab´ıa realizado inicialmen-
te [1] un ana´lisis del comportamiento de h como funcio´n del para´metro de
control r, el que es reproducido aqu´ı en la figura 2.13 para la serie corres-
pondiente a la configuracio´n 1, y en la figura 2.14 para la configuracio´n 2. El
resultado que all´ı se muestra parece sugerir la presencia de una bifurcacio´n,
as´ı como la posible existencia de histe´resis.
Sin embargo la EMD de r que se ha obtenido sugiere fuertemente que
15
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Figura 2.8: Componentes ra´pida (abajo) y lenta (arriba, en rojo) de h, para
la configuracio´n 2. Se muestra tambie´n la serie original (arriba, en negro).
deber´ıamos tomar como para´metro de control so´lo la componente “lenta”
rs de r (ver figuras 2.10 y 2.12), ya que las componetes “ra´pidas” represen-
tan esencialmente su contaminacio´n por factores ambientales incontrolables.
Similarmente, la EMD realizada para h sugiere la conveniencia de analizar
por separado la dependencia de sus componentes “lenta” hs y “ra´pida” hf
en funcio´n de rs.
El resultado para la configuracio´n 1 se muestra en la figura 2.15. En
el panel superior puede verse que tomar rs en lugar de r muestra que, si
hay bifurcacio´n, hay dos en lugar de una, y sin histe´resis. El panel central
muestra que la dependencia de hs con rs es pra´cticamente determinista y
continua, sin bifurcaciones ni histe´resis, consistentemente con la imagen de
que la dina´mica secular de h esta´ completamente esclavizada al forzamiento.
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Figura 2.9: EMD para la serie temporal de r, configuracio´n 1.
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Figura 2.10: Componentes ra´pida (abajo) y lenta (arriba, en rojo) de r, para
la configuracio´n 1. Se muestra tambie´n la serie original (arriba, en negro).
Finalmente, el panel inferior muestra que la dina´mica ra´pida de h consis-
te de dos reg´ımenes bien diferenciados: para casi todos los valores de r, hf
muestra una dispersio´n de valores relativamente reducida y sime´trica alrede-
dor de cero; pero en el rango aproximado 400 < rs < 450 sus valores saltan
bruscamente al rango 20 < hf < 40. Esto induce a sospechar que para ese
rango de valores de rs ocurre un cambio de re´gimen hidrodina´mico en la cir-
culacio´n del aire interior al destilador: el rango de valores “ano´malo” de hf
estar´ıa evidenciando el fuerte desorden en la estructura convectiva durante
la transicio´n del re´gimen correspondiente a r pequen˜o al correspondiente a
r grande o viceversa.
Esto mismo se muestra para la configuracio´n 2 en la figura 2.16, donde,
aunque tambie´n ocurre un salto de los valores de h para valores intermedios
18
2.2. REANA´LISIS DE LOS DATOS
0
2000
4000
-200
0
200
-300
0
300
-100
0
100
-100
0
100
-200
0
200
-800
0
800
-2000
-1000
0
1000
2000
-700
0
700
-300
0
300
-400
0
400
1 2 3 4 5
700
1400
 
 
r
 
 
 
im
f 1
 
 
 
im
f 2
 
 
im
f 3
 
 
im
f 4
 
 
im
f 5
 
 
im
f 6
 
 
im
f 7
 
 
im
f 8
 
 
im
f 9
 
 
im
f 1
0
  t (días)
 im
f 1
1
Figura 2.11: EMD para la serie temporal de r, configuracio´n 2.
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Figura 2.12: Componentes ra´pida (abajo) y lenta (arriba, en rojo) de r, para
la configuracio´n 2. Se muestra tambie´n la serie original (arriba, en negro).
de r, este no es tan pronunciado, lo que hace sospechar que debido a la
geometr´ıa del destilador este cambio en el re´gimen de circulacio´n del aire
interior del destilador es menos “violento” y ma´s “ordenado”.
2.2.3. Reconstruccio´n de la dina´mica de h
El paso siguiente en la comprensio´n de la evolucio´n de h en el tiem-
po es la reconstruccio´n de la dina´mica. Tambie´n inicialmente [1] se hab´ıa
realizado una reconstruccio´n de la dina´mica tanto de h como de r por el
me´todo de Ruelle–Takens. Sin embargo el Teorema de Takens [33] es va´lido
rigurosamente para sistemas auto´nomos, mientras que en este caso estamos
tratando con un sistema forzado perio´dicamente. Trabajos recientes [34, 35]
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Figura 2.13: Coeficiente de transferencia te´rmica h en funcio´n del para´metro
de control r, en la configuracio´n 1.
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Figura 2.14: Coeficiente de transferencia te´rmica h en funcio´n del para´metro
de control r, en la configuracio´n 2.
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Figura 2.15: Coeficiente de transferencia te´rmica h medido (arriba) y sus
componentes lenta hs (centro) y ra´pida hf (abajo), en funcio´n de la compo-
nente lenta rs del para´metro de control, para la configuracio´n 1.
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Figura 2.16: Coeficiente de transferencia te´rmica h medido (arriba) y sus
componentes lenta hs (centro) y ra´pida hf (abajo), en funcio´n de la compo-
nente lenta rs del para´metro de control, para la configuracio´n 2.
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han mostrado que en ese caso un buen espacio de reconstruccio´n para una
dada variable dina´mica x es (x, vx, φ), donde vx es la velocidad de la variable
x y φ es la fase del forzamiento (que por supuesto debe tomarse mo´dulo 2π).
En nuestro caso, la reconstruccio´n de la dina´mica de h debe hacerse
entonces en el espacio (h, dh/dt, φ). Sin embargo la presencia de modos de
variacio´n muy ra´pida (hasta frecuencias cercanas a la de Nyquist) hace que
el ca´lculo de dh/dt sea propenso a errores nume´ricos grandes, y su mitiga-
cio´n mediante filtrado eliminar´ıa informacio´n relevante sobre la dina´mica a
escalas temporales cortas. En este punto es u´til reemplazar dh/dt por (me-
nos) su transformada de Hilbert h¯, lo que da un espacio de reconstruccio´n
topolo´gicamente equivalente, mientras que el ca´lculo de h¯ es mucho menos
susceptible a errores nume´ricos. Por otro lado, la fase del forzamiento se
identifica con la fase del para´metro de control rs, calculada como el a´ngulo
de fase de la sen˜al anal´ıtica formada por rs y su transformada de Hilbert.
Para visualizar correctamente el espacio de reconstruccio´n (h, h¯, φ) se recu-
rre al siguiente artificio: en un sistema de coordenadas cil´ındricas (ρ, φ, z) se
toma ρ = ρ0 + h¯ (con ρ0 mayor que la amplitud de h¯), φ igual a la fase de
rs, y z = h.
En las figuas 2.17 y 2.18 se muestran los espacios de reconstruccio´n
(rs, r¯s, φ) (e´ste como referencia, para poder comparar la amplitud y fase
del forzamiento con los dema´s), (h, h¯, φ), (hs, h¯s, φ) y (hf , h¯f , φ), correspon-
dientes a ambas configuraciones. La esclavizacio´n de hs a rs resulta evidente
comparando los paneles izquierdos. En los paneles derechos se evidencia el
rango de valores “ano´malo” de hf , y co´mo e´ste corresponde a valores inter-
medios de rs, pra´cticamente opuestos en fase; tambie´n puede apreciarse que
a los valores mı´nimos de rs corresponde la dina´mica ma´s “ruidosa” de h.
Un ana´lisis ma´s detallado del comportamiento “ano´malo” de hf requiere
reconstruir la dina´mica para cada modo ra´pido por separado. Esta recons-
truccio´n se muestra en la figura 2.19 para la configuracio´n 1 y en la figura 2.20
para la configuracio´n 2. En ambos casos puede apreciarse que la mayor parte
de la variabilidad de hf cerca del mı´nimo de rs se debe a los modos ma´s ra´pi-
dos (h1, h2 y h3). Tambie´n se aprecia que los modos ma´s lentos (h3, h4, h5
y h6) muestran amplitudes notablemente mayores para valores intermedios
de rs correspondientes a los valores “ano´malos” de hf ; en la misma regio´n
la dina´mica de estos modos parece ser particularmente coherente en fase
sobre los cinco per´ıodos de rs medidos, aunque esta caracter´ıstica resulta
parcialmente oscurecida por las variaciones de amplitud.
Para poner de manifiesto la presencia de coherencia de fase, en las fi-
guras 2.21 y 2.22 se presentan los mismos espacios de reconstruccio´n de
las figuras 2.19 y 2.20 pero normalizando la amplitud de cada modo a
Ai = (h
2
i + h¯
2
i )
1/2. Puede apreciarse que la fase de los modos h3, h4, h5
y h6 es notablemente coherente so´lo a valores intermedios de rs, correspon-
dientes al rango de valores “ano´malos” de hf .
La coherencia de fase y el aumento de amplitud de los modos h3, h4,
24
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Figura 2.17: Espacios de reconstruccio´n (rs, r¯s, φ) (arriba izquierda), (h, h¯, φ)
(arriba derecha), (hs, h¯s, φ) (abajo izquierda) y (hf , h¯f , φ) (abajo derecha),
para la configuracio´n 1.
h5 y h6, de la configuracio´n 1, estar´ıa indicando entonces que el rango de r
correspondiente a los valores “ano´malos” de hf aparecen en el flujo, en cada
ciclo del forzamiento, estructuras dina´micas similares en escala temporal y
espacial, pero de amplitud mayor a la de las estructuras presentes durante
el resto del ciclo. Durante el resto del ciclo, para valores de r ya sea mayores
o menores al antes mencionado, las estructuras dina´micas presentes en el
flujo son ma´s estables, mostrando oscilaciones de menor amplitud y mucho
menos coherentes. Esto ser´ıa consistente con la imagen mencionada antes
de un cambio de re´gimen entre dos configuraciones del flujo relativamente
estables.
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Figura 2.18: Espacios de reconstruccio´n (rs, r¯s, φ) (arriba izquierda), (h, h¯, φ)
(arriba derecha), (hs, h¯s, φ) (abajo izquierda) y (hf , h¯f , φ) (abajo derecha),
para la configuracio´n 2.
2.2.4. Espectros de Hilbert de h
Para obtener alguna informacio´n sobre las caracter´ısticas dina´micas del
flujo a diferentes reg´ımenes, en el sentido de si este es cao´tico, turbulento o
(multi)perio´dico, la herramienta usual es el espectro de potencia de Fourier
(FPS) de la sen˜al medida. Un ana´lisis del FPS de las series temporales
de h ya hab´ıa sido realizado inicialmente [1], y los espectros de potencia
correspondientes se muestran aqu´ı en las figuras 2.23 y 2.24.
A primera vista el espectro guarda semejanza con el t´ıpico de sistemas
turbulentos o cao´ticos, particularmente en la regio´n de frecuencias bajas
(ν < 24 dia−1); sin embargo, el detalle de dicha regio´n muestra que este
comportamiento es principalmente aparente, debido a la serie de picos en
los armo´nicos de 1 d´ıa−1, que son debidos a la dina´mica secular impuesta por
el forzamiento. El problema proviene de que, si bien la dina´mica secular de h
es perio´dica con per´ıodo de un d´ıa, esta oscilacio´n es fuertemente anarmo´nica
(ve´anse las figuras 2.7 y 2.8), lo que ocasiona una proliferacio´n de picos en
los armo´nicos de su frecuencia fundamental.
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Figura 2.19: Espacios de reconstruccio´n (hi, h¯i, φ) de las IMF 1 a 6 (i =
1, . . . , 6 de izquierda a derecha y de arriba a abajo) para la configuracio´n 1.
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Figura 2.20: Espacios de reconstruccio´n (hi, h¯i, φ) de las IMF 1 a 6 (i =
1, . . . , 6 de izquierda a derecha y de arriba a abajo) para la configuracio´n 2.
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Figura 2.21: Espacios de reconstruccio´n normalizados (hi, h¯i, φ) de las IMF
1 a 6 (i = 1, . . . , 6 de izquierda a derecha y de arriba a abajo) para la
configuracio´n 1.
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Figura 2.22: Espacios de reconstruccio´n normalizados (hi, h¯i, φ) de las IMF
1 a 6 (i = 1, . . . , 6 de izquierda a derecha y de arriba a abajo) para la
configuracio´n 2.
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Figura 2.23: Espectro de potencia de Fourier de h en la configuracio´n 1
(arriba), y detalle a bajas frecuencias (abajo.)
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Figura 2.24: Espectro de potencia de Fourier de h en la configuracio´n 2
(arriba), y detalle a bajas frecuencias (abajo.)
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Figura 2.25: Espectro de potencias de Hilbert (HPS, panel central), mar-
ginal (HMS, panel izquierdo) e instanta´neo (IES, panel superior) para h
en la configuracio´n 1. El panel inferior muestra la componente lenta rs del
para´metro de control.
Un problema adicional (aunque relacionado al anterior) del enfoque tra-
dicional (FPS) es que en nuestro caso estamos obteniendo un espectro de h
que agrupa comportamientos posiblemente muy diversos, correspondientes
a distintas fases del ciclo del forzamiento. Este problema es t´ıpico del ana´li-
sis de series temporales no-estacionarias. Una posible solucio´n es realizar un
espectrograma mediante transoformadas de Fourier parciales sobre ventanas
temporales, pero este resultar´ıa de baja resolucio´n tanto temporal como en
frecuencias debido a que el ciclo del forzamiento contiene un nu´mero pe-
quen˜o de muestras (288) y, para obtener cierta resolucio´n temporal sobre e´l,
las ventanas deber´ıan ser de una o dos horas, conteniendo so´lo entre 12 y 24
muestras.
Por otro lado, la EMD de h contiene relativamente pocos modos, que
son de amplitud y frecuencia variable. Esto sugiere estudiar el espectro de
h a trave´s de la HHT [24], que proporciona su espectro de Hilbert [36]
(HPS, ana´logo al espectrograma), su espectro marginal (HMS, ana´logo al
de Fourier) y tambie´n un espectro de energ´ıa instanta´neo (IES), adema´s de
ser relativamente insensible a los problemas antes mencionados.
En el panel central de la figura 2.25 (en escala de color) se muestra el
espectro de Hilbert de amplitudes de h para la configuracio´n 1. All´ı puede
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apreciarse la intermitencia de los modos de frecuencias altas, que tienden a
excitarse justo antes y justo despue´s de que rs alcance su ma´ximo (el panel
inferior muestra el para´metro de control rs), as´ı como la complejidad de su
estructura en tiempo y frecuencia. Es de destacar la alta resolucio´n conse-
guida tanto en frecuencias como en tiempo, caracter´ısticas de este me´todo.
El panel izquierdo muestra el espectro marginal, que presenta caracter´ısticas
cualitativamente similares al de Fourier, aunque debe notarse que este es un
espectro de amplitudes, no de potencia. Una diferencia con el FPS es que
el HMS presenta un pico aislado a la frecuencia caracter´ıstica de la dina´mi-
ca secular, 1 d´ıa−1, sin ningu´n armo´nico apreciable; otra es que el HMS
cae pra´cticamente a cero por encima de ≈ 50 d´ıa−1, lo que hace sospechar
que la “cola” larga del FPS por encima de esa frecuencia esta´ compuesta
exclusivamente por armo´nicos de oscilaciones no-lineales con frecuencias ca-
racter´ısticas ma´s bajas. Finalmente, en el panel superior se muestra el IES,
que representa la amplitud (cuadra´tica) de h en funcio´n del tiempo. De-
be tenerse precaucio´n a la hora de interpretar fisicamente estos resultados
(as´ı como el FPS), ya que debe recordarse que h es un coeficiente de trans-
ferencia te´rmica y no, como es usual en el estudio de series temporales de
turbulencia, una velocidad o diferencia de velocidades al cuadrado (energ´ıa
cine´tica).
La figura 2.26 muestra el mismo ana´lisis para la serie de h correspon-
diente a la configuracio´n 2. Se repite el comportamiento intermitente de los
modos de frecuencias altas, que se excitan antes y despue´s del ma´ximo de rs,
aunque para este caso las zonas de amplitud grande a frecuencias altas esta´n
mucho ma´s localizadas, lo que da la idea de un proceso ma´s ordenado. El
espectro marginal (HMS), a la izquierda, muestra de nuevo un pico aislado
a la frecuencia caracter´ıstica, y se hace casi cero ma´s alla´ de ≈ 50 d´ıa−1.
A este respecto, cabe preguntarse que´ relacio´n tiene el espectro de poten-
cia (sea FPS o HMS) del coeficiente de transferencia te´rmica h en funcio´n
de la frecuencia, con otros ma´s usuales en estudio de flujos turbulentos,
como por ejemplo el FPS de la velocidad en funcio´n del nu´mero de onda,
para el que en particular existen resultados teo´ricos bien conocidos como
la ley de potencias −5/3 de Kolmogorov. Hasta donde sabemos, en este
problema existen hasta la fecha pocos avances y muchos interrogantes; sin
embargo, trabajos recientes [37] parecen confirmar que las series temporales
de h guardan estrecha correlacio´n con las de velocidades del flujo, por lo
que ser´ıa de esperar que presenten caracter´ısticas similares. En particular,
si el flujo presenta algo similar a turbulencia “bien desarrollada” (estacio-
naria y homoge´nea), el FPS o el HMS de h deber´ıan presentar, en algu´n
rango de frecuencias, un comportamiento de ley de potencias caracter´ıstico.
Sin embargo, tanto el FPS como el HMS esta´n mezclando contribuciones
espectrales correspondientes a todos los valores del para´metro de control a
lo largo de su ciclo diario. Para poner de manifiesto estas leyes de escala,
si las hay, deber´ıamos estudiar espectros “instanta´neos” a diversos tiempos,
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Figura 2.26: Espectro de potencias de Hilbert (HPS, panel central), mar-
ginal (HMS, panel izquierdo) e instanta´neo (IES, panel superior) para h
en la configuracio´n 2. El panel inferior muestra la componente lenta rs del
para´metro de control.
lo cual es dif´ıcil y poco preciso con el formalismo de Fourier; sin embargo,
usando el HAS podemos obtener estos espectros instanta´neos tomando una
seccio´n transversal del mismo a tiempo constante, que si bien debe ser de
espesor finito para tener una estad´ıstica razonable, puede ser mucho ma´s
angosta que una vetana mo´vil de Fourier.
En las figuras 2.27 y 2.28 se muestran algunas de las 120 secciones de 1
hora de espesor tomadas de los HAS de las figuras 2.25 y 2.26, respectiva-
mente. Puede apreciarse que en casi ningu´n caso el espectro “instanta´neo”
presenta un comportamiento de ley de potencias, aunque sea aproximado,
si bien a algunos tiempos parece hacerlo en ciertos rangos reducidos de fre-
cuencias. Esto sugiere que, si estamos en presencia de turbulencia, e´sta no
se manifiesta a todo tiempo, es decir no es estacionaria y probablemente
tampoco homoge´nea; en cambio, s´ı parece existir turbulencia intermiten-
te, caracterizada por “estallidos” de actividad relativamente localizados en
tiempo y frecuencia (vea´nse los HAS de las figuras 2.25 y 2.26).
A modo de referencia, en las figuras 2.27 y 2.28 se muestran tambie´n las
l´ıneas correspondientes a dos leyes de escala: las lineas rojas corresponden
a v−5/3, las azules a v−5/12. La primera es la ley de Kolmogorov, y es lo
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Figura 2.27: Espectros instanta´neos de amplitud (IAS) de 1 hora de espesor
para h en la configuracio´n 1 (las escalas son logar´ıtmicas en ambos ejes).
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Figura 2.28: Espectros instanta´neos de amplitud (IAS) de 1 hora de espesor
para h en la configuracio´n 2 (las escalas son logar´ıtmicas en ambos ejes).
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que esperar´ıamos ver si estuvieramos graficando energ´ıa (cine´tica) del flujo
vs. nu´mero de onda. La segunda es sugerida por trabajos recientes [37, 38]
donde se propone que las fluctuaciones de h debidas a un flujo turbulento
var´ıan como
∆hTurb =
κ√
πα
Γ
urms
donde κ es la conductividad te´rmica del fluido, α su difusividad te´rmica, Γ
es la escala de las estructuras de flujo corriente arriba, y urms es el valor
RMS de las fluctuaciones de velocidad corriente arriba. Si urms sigue la ley
de Kolmogorov, entonces, la ley de potencias para h contendr´ıa informacio´n
sobre la distribucio´n de escalas de las estructuras del flujo, y en particular
si e´stas son de taman˜o aproximadamente constante obtendr´ıamos ∆hTurb ∝
v−5/12.
2.3. Recapitulacio´n
Si algo dejan en claro los ana´lisis llevados a cabo en este cap´ıtulo, es
que el proceso de conveccio´n hu´meda en el interior del destilador contiene
probablemente muchos detalles que el so´lo ana´lisis de series temporales de
coeficiente de transferencia te´rmica u otras similares simplemente no puede
recuperar, por ma´s que ese ana´lisis se realice con las mejores herramientas
disponibles. Los experimentos de visualizacio´n de flujo son lo ma´s aproxi-
mado a un “mapa” del campo de velocidades, pero au´n as´ı la informacio´n
que proveen es mayormente cualitativa, y no proveen informacio´n directa
de otras cantidades importantes como la distribucio´n de temperatura o el
contenido de agua.
Es indudable que necesitamos una herramienta que provea informacio´n
directa de los campos de velocidad, temperatura y humedad dentro del des-
tilador con una alta resolucio´n espacial y temporal. Es tambie´n evidente que
tal planteo es sumamente dificultoso, si no imposible, desde el punto de vista
experimental.
Esto nos lleva al eje principal de esta Tesis: desarrollar una simulacio´n
nume´rica de la termohidrodina´mica dentro del destilador, lo suficientemente
precisa para responder a las cuestiones que han surgido hasta ahora. Ese
planteo sera´ desarrollado en los Cap´ıtulos subsiguientes.
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Cap´ıtulo 3
Modelo termohidrodina´mico
En este cap´ıtulo mostraremos co´mo se construyen los modelos termo-
hidrodina´micos para la conveccio´n de aire seco y aire hu´medo en diversas
geometr´ıas. Estos modelos constan de una parte termodina´mica, que deter-
mina los coeficientes de transporte del fluido en cuestio´n, y de una parte
hidrodina´mica, que determina las ecuaciones de transporte de masa, mo-
mento, energ´ıa y concentracio´n. Los modelos se completan especificando la
geometr´ıa de la celda donde se desarrolla la conveccio´n, y las condiciones de
contorno en las fronteras de la misma.
El fluido en el interior de un destilador solar es, como hemos dicho en el
Cap´ıtulo 2, una mezcla de aire seco, vapor de agua y gotitas de agua l´ıquida.
Este fluido es calentado desde abajo por su contacto con una capa de agua
l´ıquida caliente, y enfriado desde arriba por su contacto con el techo so´lido
del destilador. Adema´s, en ambas superficies el fluido puede intercambiar
vapor y/o agua con el medio frontera. Tenemos entonces un sistema ter-
mohidrodina´mico de dos componentes (aire seco y agua) y dos fases (agua
l´ıquida y vapor), fuera del equilibrio y con condiciones de contorno (CC)
complicadas. Es evidente que sera´ necesario asumir diversas simplificaciones
para reducir el problema a uno tratable nume´ricamente.
Los procesos de deduccio´n de e´stas simplificaciones, y las hipo´tesis in-
corporadas en ellos, son esenciales para la comprensio´n de los alcances y
limitaciones del modelo que construiremos. Sin embargo, en el caso del mo-
delo termodina´mico su exposicio´n en detalle ser´ıa larga y engorrosa. Por ello
hemos preferido dar aqu´ı una exposicio´n sucinta, aunque completa en lo con-
ceptual, dejando los aspectos te´cnicos y matema´ticos detallados del modelo
termodina´mico para el Ape´ndice A. En el caso del modelo hidrodina´mico,
en cambio, la deduccio´n es ma´s breve pero a la vez ma´s interconectada, e
incluye multitud de detalles de importancia que creemos necesario llevar a
la atencio´n del lector. Por ello el modelo hidrodina´mico sera´ desarrollado
completamente en este cap´ıtulo.
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3.1. Modelo termodina´mico
En esta seccio´n expondremos expresiones para las funciones y los coe-
ficientes termodina´micos que necesitaremos en las simulaciones nume´ricas,
como ser densidad, capacidad calo´rica espec´ıfica, conductividad te´rmica o
viscosidad. Estas expresiones se construyen principalmente en base a dos
referencias. La primera es el cla´sico libro de J. V. Iribarne y W. L. God-
son [39]. La segunda es un trabajo bastante reciente de P. T. Tsilingiris [40],
que proporciona modelos precisos para una variedad de coeficientes termo-
dina´micos del aire seco, el vapor de agua y el aire hu´medo, construidos en
base a ajustar una gran cantidad de datos experimentales. Por ese motivo,
en general preferiremos usar los modelos de Tsilingiris, siempre que haya
uno disponible.
Una hipo´tesis fundamental a lo largo de toda esta seccio´n sera´ la de que,
en una dada parcela (pequen˜a) de fluido, la mezcla de aire seco, vapor de
agua y (si la hay) agua l´ıquida, es homoge´nea; en el caso de agua l´ıquida esto
significa que tenemos un fino aerosol de gotitas de agua homoge´neamente
mezclado con la fase gas. Una segunda hipo´tesis es que en una dada parcela,
las componentes del fluido (aire y agua) se hallan en equilibrio termodina´mico
a la temperatura T y la presio´n (total) p de la parcela. Una tercera hipo´tesis
es que en una dada parcela, las fases del fluido (vapor de agua y agua
l´ıquida) se hallan en equilibrio de saturacio´n siempre que haya agua l´ıquida
presente. Estas hipo´tesis se asumen va´lidas a lo largo de cualquier proceso
(infinitesimal) que sufra la parcela, y se hallan bien justificadas en el contexto
de la termodina´mica atmosfe´rica [39].
Una cuarta hipo´tesis se basa en la escasa extensio´n vertical del destila-
dor solar [1] (menos de 1m en todos los casos) y en su cara´cter de envoltura
abierta, es decir, no cerrada herme´ticamente respecto a la atmo´sfera circun-
dante. Si bien las aberturas de la envolvente son pequen˜as, de modo que
pueden despreciarse en cuanto a las CC de contacto te´rmico, son lo bas-
tante grandes para permitir una ecualizacio´n de presiones casi instanta´nea
con la atmo´sfera exterior, y la escasa altura de la celda garantiza as´ı que
el diferencial de presio´n a trave´s de la misma es despreciable. Asumiremos
entonces que todos los procesos son isoba´ricos, desarrolla´ndose siempre a la
presio´n p de la atmo´sfera exterior.
Debemos aclarar aqu´ı una cuestio´n de nomenclatura: si bie´n en la li-
teratura se aplica el nombre de aire hu´medo a cualquier mezcla de aire y
agua, sea que contenga so´lo vapor o tambie´n agua l´ıquida, como veremos en
nuestro caso ambas situaciones llevan a valores bastante diferentes de algu-
nos coeficientes termodina´micos. Restringiremos entonces la nomenclatura
de aire hu´medo para designar una mezcla de aire y vapor de agua por debajo
de la saturacio´n; para la mezcla de aire, vapor y gotas de agua l´ıquida que
encontramos por encima de la saturacio´n, usaremos la designacio´n de aire
mojado.
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Debemos definir tambie´n lo que llamaremos el rango de intere´s, que es
el rango de temperaturas y presiones que es dable observar en el interior del
destilador [1]. En nuestro caso tendremos 20◦C . T . 60◦C y 600mb . p .
1000mb.
3.1.1. Presio´n de saturacio´n
La presio´n de saturacio´n ps del vapor de agua disuelto en aire seco es, en
muy buena aproximacio´n, dependiente so´lo de la temperatura [39]. Adopta-
remos para ella el modelo polinomial [40]
ps (T ) =
(
E0 + E1t+E2t
2 +E3t
3 +E4t
4
)
kPa , (3.1)
donde t = T +273,15 esta´ en ◦C; los valores nume´ricos de los coeficientes se
muestran en la Tabla A.1.
3.1.2. Fraccio´n molar y factor de aumento
La fraccio´n molar de vapor de agua Nv en una mezcla no saturada de
aire seco y vapor de agua es [40]
Nv = f (T, p)
pv
p
, (3.2)
donde pv es la presio´n parcial de vapor, p = pd + pv es la presio´n (total), pd
es la presio´n parcial de aire seco, y f (T, p) es el factor de aumento (enhance-
ment factor), debido a la interaccio´n de las mole´culas en la mezcla de gases
reales. El factor de aumento sigue un modelo complejo (ver Ape´ndice A.2)
cuyo comportamiento se muestra en la figura A.2, donde podemos ver que
en el rango de intere´s podemos tomar f (T, p) = 1 con un error < 0,4%, lo
que consideramos suficiente para nuestros propo´sitos.
3.1.3. Mezclas y factor de compresibilidad
La densidad de una mezcla no saturada de aire seco y vapor de agua
puede escribirse [40]
ρ =
1
zm (Nv, T )
p
RT
(
Md
p− pv
p
+Mv
pv
p
)
, (3.3)
donde Md y Mv son las masas molares del aire seco y el vapor, respecti-
vamente, y zm (Nv, T ) es el factor de compresibilidad debido de nuevo a
interacciones moleculares en la mezcla de gases reales. Este factor sigue nue-
vamente un modelo complejo (ver Ape´ndice A.3) cuyo comportamiento se
muestra en la figura A.3, donde podemos ver que en el rango de intere´s
podemos tomar zm (Nv, T ) = 1 con un error < 0,5%, lo que de nuevo con-
sideramos suficiente.
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3.1.4. Mixing ratio y humedad espec´ıfica
La tasa de mezcla (mixing ratio) r y la humedad espec´ıfica q son dos can-
tidades adimensionales que cuantifican el contenido de agua de una parcela,
y se definen como [39]
r =
masa de agua
masa de aire seco
, q =
masa de agua
masa de la parcela
. (3.4)
Ambas cantidades esta´n relacionadas por
q =
r
1 + r
, r =
q
1− q . (3.5)
Expresiones detalladas para ambas cantidades por debajo y por encima de la
saturacio´n se muestran en las Secciones A.4 y A.5. En lo que sigue general-
mente expresaremos los coeficientes termodina´micos en te´rminos del mixing
ratio, ya que las expresiones resultan ma´s simples. Sin embargo, la cantidad
de intere´s en el modelo hidrodina´mico sera´ la humedad espec´ıfica, ya que
representa directamente una concentracio´n (la de la especie agua).
De particular intere´s para el modelo hidrodina´mico es el valor de estas
cantidades en condiciones de saturacio´n, que puede expresarse sencillamente
en funcio´n de la presio´n de saturacio´n (3.1) como
rs =
εps
p− ps , qs =
εps
p− (1− ε)ps , (3.6)
donde ε = Rd/Rv = 0,62199 es el cociente entre las constantes espec´ıficas
de los gases Rd (aire seco) y Rv (vapor).
En cuanto a la nomenclatura, en el caso de r nos referiremos a e´l por su
nombre en ingle´s, ya que este parece ser el uso aceptado.
3.1.5. Densidad
En el rango de intere´s, la densidad tanto del aire seco como del vapor
de agua pueden aproximarse muy bien por las de gases ideales [39] y, en
vista de que tomaremos el factor de compresibilidad igual a la unidad, lo
mismo ocurre para su mezcla, es decir para el aire hu´medo [40]. Todas ellas
pueden entonces deducirse por me´todos elementales. Para aire mojado (ver
Seccio´n A.6) asumiremos que el volumen de la fase agua resulta despreciable,
y lo mismo su contribucio´n a la presio´n total.
La expresio´n resultante, va´lida tanto por debajo como por encima de la
saturacio´n, es
ρ =
1 + r
Rd +mı´n (r, rs)Rv
p
T
. (3.7)
Notemos que ρ es cont´ınua a trave´s de la curva de saturacio´n, con derivada
discont´ınua.
42
3.1. MODELO TERMODINA´MICO
3.1.6. Coeficiente de expansio´n te´rmica
Nuevamente, en el rango de intere´s el aire seco, el vapor de agua y el
aire hu´medo se comportan muy aproximadamente como gases ideales [39],
de modo que sus respectivos coeficientes de expansio´n te´rmica son α = 1/T .
Para el aire mojado, en cambio, el efecto del cambio de fase del agua
y del correspondiente calor latente resulta fundamental. Despreciando efec-
tos como la tensio´n superficial de las gotas (lo que es correcto si las gotas
submicrome´tricas no son dominantes) y la difusio´n del aire en agua (ver
Seccio´n A.7), y calculando el cambio de volumen total de una parcela al ca-
lentarse a presio´n total constante y manteniendo la condicio´n de saturacio´n
(lo que implica evaporacio´n, que absorbe gran parte del calor y produce un
gran incremento de volumen), finalmente llegamos a la expresio´n
α =
1
T
[
1 + Θ (r − rs) lvrs
RdT
]
, (3.8)
donde Θ es la funcio´n escalo´n de Heaviside.
Esta expresio´n, va´lida tanto por debajo como por encima de la satu-
racio´n, muestra claramente que α es discont´ınuo a trave´s de la curva de
saturacio´n. De hecho, por debajo de ella α es el de un gas perfecto. Debe
notarse que la contribucio´n por encima de la discontinuidad es directamente
proporcional al calor latente espec´ıfico de vaporizacio´n del agua, lv.
3.1.7. Coeficiente de expansio´n ma´sico
El aire seco y el vapor de agua difieren considerablemente en su peso
molecular, siendo el del aire casi un 50% mayor [39]. Es de esperar entonces
que si la composicio´n de una parcela cambia, su densidad tambie´n lo haga.
En la Seccio´n A.8 calculamos el cambio de densidad de una parcela al
cambiar el mixing ratio o la humedad espec´ıfica, a presio´n (total) y tempe-
ratura constantes, llegando a la expresio´n
β =
1
1 + r
(
Θ(rs − r) 1 + r
ε+ r
− 1
)
=
1
1− q
(
Θ(qs − q)
ε+ (1− ε) q − 1
)
, (3.9)
va´lida tanto por encima como por debajo de la saturacio´n, de donde resulta
evidente que β es discont´ınuo a trave´s de la curva de saturacio´n.
Debe notarse que por debajo de la saturacio´n tenemos β > 0, debido a
que un aumento en la proporcio´n de vapor disminuye la densidad debido a
su menor peso molecular, aumentando el volumen espec´ıfico. Por otro lado,
por encima de la saturacio´n tenemos β < 0, ya que todo aumento en la
proporcio´n de agua se convierte en agua l´ıquida, que al tener un volumen
despreciable aumenta la densidad. El motivo para dar en este caso tambie´n la
expresio´n en te´rminos de q es que, siendo e´sta directamente la concentracio´n
de la especie agua, el resultado resulta ma´s fa´cil de interpretar f´ısicamente,
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en el sentido que podemos pensar a β como la derivada del volumen respecto
a la concentracio´n, as´ı como α es su derivada respecto a la temperatura.
3.1.8. Capacidad calo´rica espec´ıfica a presio´n constante
A diferencia de en otras propiedades, el aire seco, y ma´s au´n el vapor de
agua, se apartan considerablemente del comportamiento de gas ideal en lo
que hace a su capacidad calo´rica espec´ıfica [39]. En ambos casos usaremos
modelos polinomiales [40] para calcularlas en funcio´n de la temperatura. La
capacidad calo´rica para el aire hu´medo puede calcularse a partir de ellas por
me´todos elementales (ver Ape´ndice A.9).
Tambie´n necesitaremos un modelo para la capacidad calo´rica espec´ıfica
del agua l´ıquida cp,ℓ, pero e´stos escasean en la literatura. En el Ape´ndice A.9
construimos un modelo polinomial de cuarto orden por ajuste a datos expe-
rimentales confiables [39] dentro del rango de intere´s.
Para el aire mojado, calculamos el calor absorbido por una parcela al
aumentar su temperatura manteniendo constantes su presio´n (total) y com-
posicio´n (proporcio´n de agua) a lo largo de la curva de saturacio´n. Nueva-
mente, la presencia de agua l´ıquida resulta de importancia fundamental, ya
que gran parte del calor absorbido se emplea en evaporarla. Considerando el
calor absorbido por el cambio de fase y por el calentamiento de las diversas
componentes, y el trabajo de expansio´n isoba´rica de la parcela, llegamos a
la expresio´n
cp =
cp,d + rcp,v
1 + r
+
Θ(r − rs)
1 + r
×
[
(r − rs) (cp,ℓ − cp,v) + (ε+ rs) rs
(
l2v
RdT 2
+
1
ε
(
Rd
rs
+
lv
T
))]
,
(3.10)
donde cp,d, cp,v y cp,ℓ son las capacidades calo´ricas espec´ıficas del aire seco,
el vapor y el agua l´ıquida, respectivamente, y lv es el calor latente espec´ıfico
de vaporizacio´n del agua. Resulta inmediato de esta expresio´n que cp es
discont´ınuo a trave´s de la curva de saturacio´n.
Como beneficio adicional del modelo polinomial desarrollado para cp,ℓ,
y usando la relacio´n dlv/dT = cp,v − cp,ℓ, obtenemos un modelo polinomial
para lv (ver el final del Ape´ndice A.9).
3.1.9. Viscosidad cinema´tica y dina´mica
A diferencia de los coeficientes termodina´micos ya calculados, en el ca-
so de la viscosidad dina´mica su expresio´n para mezclas de gases no puede
obtenerse simplemente por argumentos termodina´micos (macrosco´picos) a
partir de las viscosidades de los gases puros. La apelacio´n a argumentos y
resultados de la teor´ıa cine´tica resulta insoslayable en este caso, debido a la
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influencia de detalles microsco´picos como las secciones eficaces de colisio´n,
los caminos libres medios y la polaridad de las mole´culas. De hecho, estos as-
pectos tienen tanta influencia que ni siquiera para gases puros los resultados
de la teor´ıa cine´tica elemental son confiables, particularmente para el vapor
de agua. Por ello se debe recurrir a modelos semiemp´ıricos que incluyen el
ajuste a datos experimentales.
Para el aire seco y el vapor de agua disponemos de buenos modelos po-
linomiales [40] de la viscosidad dina´mica η. A partir de ellos la viscosidad
dina´mica del aire hu´medo puede calcularse mediante un modelo de mez-
clas que incluye efectos de interaccio´n entre las componentes (ver Ape´ndi-
ce A.10).
No hemos encontrado en la literatura modelos que tomen en cuenta la
presencia de gotitas de agua l´ıquida y sus consecuencias para la viscosidad
del aire. Teniendo en cuenta que estamos asumiendo que las gotas submi-
crome´tricas no son dominantes (para despreciar efectos de tensio´n superfi-
cial) y que las gotas mayores a unos cientos de micrones son escasas (pues
nuestro modelo no intenta incluir precipitacio´n), en el Ape´ndice A.10 desa-
rrollamos un modelo bastante elemental, donde consideramos a las gotas
como “mole´culas” muy grandes y masivas de una tercera especie gaseosa.
Estimando los coeficientes de mezcla mediante argumentos de escala, y usan-
do argumentos de teor´ıa cine´tica para descartar posibles efectos de colisiones
inela´sticas entre las tres especies sobre la distribucio´n de velocidades, con-
cluimos provisionalmente que la contribucio´n de las gotas a la viscosidad
dina´mica de la fase gas deber´ıa ser despreciable.
Llegamos as´ı a la expresio´n
η =
Rd +mı´n (r, rs)Rv
1 + r
T
[
εηd
ε+mı´n (r, rs)Φdv
+
mı´n (r, rs) ηv
εΦvd +mı´n (r, rs)
]
,
(3.11)
donde ηd y ηv son las viscosidades dina´micas del aire seco y el vapor de agua,
respectivamente, y
Φdv =
[
1 +
(
ηd
ηv
)1/2
ε1/4
]2
[8 (1 + ε−1)]1/2
, Φvd =
[
1 +
(
ηv
ηd
)1/2
ε−1/4
]2
[8 (1 + ε)]1/2
(3.12)
son los coeficientes de mezcla. De all´ı la viscosidad cinema´tica ν puede ob-
tenerse simplemente como
ν =
η
ρ
. (3.13)
Podemos observar que tanto η como ν son cont´ınuas a trave´s de la curva de
saturacio´n, con derivada discont´ınua.
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3.1.10. Conductividad y difusividad te´rmica
Al igual que en el caso de la viscosidad cinema´tica, y por los mismos
motivos, la conductividad te´rmica de una mezcla de gases no puede obtenerse
simplemente por argumentos termodina´micos a partir de las conductividades
de los gases puros.
Para los gases puros nuevamente disponemos de buenos modelos polino-
miales [40] para su conductividad te´rmica K. A partir de ellos la conducti-
vidad del aire hu´medo se construye mediante un modelo de mezcla similar
al de la viscosidad (ver Ape´ndice A.11).
Para aire mojado, los mismos argumentos de escala y de teor´ıa cine´tica
que usamos para la viscosidad, nos permiten concluir provisoriamente que la
presencia de gotitas de agua l´ıquida deber´ıa tener una influencia despreciable
sobre la conductividad. Obtenemos as´ı la expresio´n
K =
εKd
ε+mı´n (r, rs)Φdv
+
mı´n (r, rs)Kv
εΦvd +mı´n (r, rs)
, (3.14)
donde Kd y Kv son las conductividades te´rmicas del aire seco y del vapor
de agua, respectivamente, y Φdv y Φvd son los mismos coeficientes de mez-
cla (3.12) que para la viscosidad. De esta expresio´n podemos calcular la
difusividad te´rmica como
κ =
K
ρcp
. (3.15)
Podemos ver que en este caso la conductividad te´rmica es cont´ınua a trave´s
de la curva de saturacio´n, con derivada discont´ınua; sin embargo κ resulta
discont´ınua debido a la discontinuidad de cp.
3.1.11. Difusividad de masa
El u´ltimo de los coeficientes termodina´micos que necesitaremos es el de
difusividad de masaD, que describe la difusio´n del vapor de agua en aire. En
el Ape´ndice A.12 mostramos un modelo polinomial en la temperatura [41, 42]
basado en el ajuste a los mejores datos disponibles [43] a una presio´n de
1 atm, y lo extendemos trivialmente an˜adiendo la dependencia de la presio´n
predicha por la teor´ıa cine´tica para difusividades, esto es, inversa con la
presio´n.
3.2. Modelo hidrodina´mico
En esta seccio´n deduciremos el sistema de ecuaciones hidrodina´micas que
usaremos para describir la mezcla de aire, vapor y gotas de agua que llena
el destilador. La deduccio´n se hara´ para una geometr´ıa gene´rica, de modo
de poder aplicarla posteriormente a celdas de diversas formas (rectangular,
cuadrada y triangular). La deduccio´n tambie´n se hara´ de forma que las
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ecuaciones para conveccio´n “seca” (es decir, sin vapor ni gotas) puedan ser
recuperadas con facilidad.
El punto de partida son las ecuaciones generales de transporte de ma-
sa, momento, energ´ıa y concentracio´n tal como son deducidas en el cono-
cido libro de meca´nica de fluidos de Landau y Lifshitz [44], cuyas defini-
ciones, hipo´tesis e incluso notacio´n adoptaremos, y al que nos referiremos
muchas veces simplemente como Landau. Guia´ndonos por la misma refe-
rencia, procederemos a continuacio´n a realizar la serie de simplificaciones
conocidas como la aproximacio´n de Boussinesq, para obtener las ecuacio-
nes de Oberbeck–Boussinesq. En cuanto al tratamiento de las ecuaciones de
Oberbeck–Boussinesq (OB) en presencia de un campo gravitatorio uniforme
y un forzamiento te´rmico constante, y en particular su adimensionalizacio´n,
nos guiaremos por el trabajo fundamental de M. C. Cross y P. C. Hohen-
berg [45], al que nos referiremos a menudo simplemente como Cross y Hohen-
berg. Sin embargo debemos notar que este u´ltimo comete varios errores en
la deduccio´n de las ecuaciones OB, los cuales notaremos (y corregiremos) en
lo que sigue.
La idea general es llegar a un sistema de ecuaciones lo ma´s sencillo
posible que, pese a ello, capture las caracter´ısticas fundamentales de la con-
veccio´n hu´meda, en particular los efectos presumiblemente importantes de
la transicio´n de fase l´ıquido-vapor del agua. Este objetivo, y el proceso se-
guido para alcanzarlo, esta´ inspirado en trabajos recientes en esa direc-
cio´n [46, 47, 48, 49, 50, 51, 52] que llamaron nuestra atencio´n sobre esa
posibilidad, y que retoman una antigua idea de C. S. Bretherton [53, 54].
Sin embargo debemos decir que el sistema de ecuaciones que alcanzaremos
finalmente presentara´ pocas pero significativas diferencias con el que se uti-
liza en dichos trabajos. Las causas y consecuencias de las mismas sera´n
discutidas ma´s adelante.
En la parte final de esta seccio´n particularizaremos el sistema de ecuacio-
nes obtenido para dos geometr´ıas de nuestro intere´s: una celda de Rayleigh–
Be´nard rectangular, y una celda triangular que corresponde a la geometr´ıa
del destilador en la configuracio´n 2 del Cap´ıtulo 2. En ambos casos tambie´n
particularizaremos las ecuaciones al caso de conveccio´n seca, considerable-
mente ma´s sencillo. Debemos adelantar que, salvo el caso ma´s complejo de
conveccio´n hu´meda en una celda triangular, los dema´s casos so´lo tienen la
intencio´n de actuar como instancias de prueba para diferentes secciones del
co´digo nume´rico que implementaremos en el Cap´ıtulo 4.
3.2.1. Transporte de materia
Comenzamos con la ecuacio´n que describe el transporte de materia (o
ecuacio´n de continuidad) en su forma ma´s general, que tomamos de Lan-
dau [44] ec. (1.2), p. 2,
∂tρ+∇ · (ρu) = 0, (3.16)
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donde ∂t es notacio´n abreviada para la derivada (parcial) respecto al tiempo,
ρ es la densidad del fluido y u su velocidad. Esta ecuacio´n puede reescribirse
como
(∂t + u · ∇) ρ+ ρ∇ · u = 0. (3.17)
Para un fluido incompresible ρ es constante por definicio´n, de modo que
(∂t + u · ∇) ρ = 0 (3.18)
y la ecuacio´n de continuidad se reduce a
∇ · u = 0. (3.19)
3.2.2. Transporte de momento
De acuerdo a Landau [44] ec. (15.5), p. 48, la forma ma´s general de esta
ecuacio´n para un fluido en un campo gravitatorio uniforme es
ρ (∂t + uk∂k)ui = −∂iP +∂k
[
η
(
∂kui + ∂iuk − 23δik∂juj
)]
+∂i (ζ∂juj)−ρgi ,
(3.20)
donde ui son las componentes Cartesianas de la velocidad, ∂i es la derivada
(parcial) respecto a la i-e´sima coordenada, y adoptamos la convencio´n de
suma sobre ı´ndices repetidos. Aqu´ı η y ζ son los coeficientes de viscosidad, P
es la presio´n y g es (menos) la aceleracio´n gravitatoria, que consideraremos
uniforme pero generalizaremos a una orientacio´n arbitraria,
g = giei , (3.21)
de modo de permitirnos elegir libremente la orientacio´n del sistema de coor-
denadas. No´tese que la ecuacio´n correspondiente (8.1a), p. 962 de Cross y
Hohenberg [45] enuncia incorrectamente el lado izquierdo de (3.20) como
(∂t + uk∂k) (ρui); esta forma es correcta so´lo si el fluido es incompresible.
Si los coeficientes de difusio´n cambian poco sobre la extensio´n del fluido,
sea porque su dependencia con la temperatura y la presio´n es de´bil, o bien
porque estas u´ltimas cambian poco, pueden ser extra´ıdos de las derivadas,
y la ecuacio´n se reduce a la ec. (15.6) de Landau [44],
ρ (∂t + u · ∇)u = −∇P + η∇2u+
(
ζ + 13η
)∇ (∇ · u)− ρg. (3.22)
Si adema´s el fluido es incompresible, tendremos simplemente
ρ (∂t + u · ∇)u = −∇P + η∇2u− ρg. (3.23)
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3.2.3. Transporte de calor
Segu´n Landau [44] ec. (49.5), p. 185, la forma ma´s general de esta ecua-
cio´n es
ρT (∂t + u · ∇) s = ∇· (K∇T )+η∂kui
(
∂kui + ∂iuk − 23δik∂juj
)
+ζ (∇ · u)2 ,
(3.24)
donde T es la temperatura del fluido, K es su conductividad te´rmica y s es
su entrop´ıa espec´ıfica.
Si el fluido es incompresible esta ecuacio´n se reduce a [44] ec. (50.1), p.
188,
ρcp (∂t + u · ∇)T = ∇ · (K∇T ) + η∂kui
(
∂kui + ∂iuk − 23δik∂juj
)
, (3.25)
donde cp es la capacidad calo´rica espec´ıfica a presio´n constante del fluido.
Una simplificacio´n adicional resulta si las velocidades son pequen˜as com-
paradas con la del sonido (re´gimen subso´nico extremo) y si adema´s la con-
ductividad te´rmica var´ıa poco sobre la extensio´n del fluido, llevando a [44]
ec. (50.2), p. 189,
ρcp (∂t + u · ∇)T = K∇2T + η (∂kui + ∂iuk)2 . (3.26)
No´tese que la correspondiente ec. (8.1b) de Cross y Hohenberg [45] es in-
correcta en tres sentidos: en primer lugar, enuncia el lado izquierdo como
una ecuacio´n para T en lugar de s, sin haber requerido primero la condi-
cio´n de incompresibilidad; en segundo lugar, enuncia el lado izquierdo como
(∂t + u · ∇) (CpT ) , con un coeficiente Cp dentro de la derivada material; y
en tercer lugar, afirma que este coeficiente es la capacidad calo´rica espec´ıfica
del fluido, cuando en realidad Cp = ρcp.
3.2.4. Transporte de concentracio´n
Nuestro fluido consiste en una mezcla de aire seco y agua (vapor y gotitas
l´ıquidas) con una concentracio´n
q =
ρw
ρ
, (3.27)
donde ρw es la densidad (total) de agua y ρ = ρd+ρw es la densidad total de
la mezcla. Considerando este fluido como una mezcla binaria tenemos [44]
ec. (57.3), p. 220,
ρ (∂t + u · ∇) q = −∇ · i, (3.28)
donde i es la densidad de flujo difusivo. De acuerdo a [44] ecs. (58.11–12),
p. 224, y despreciando los posibles te´rminos de difusio´n cruzada entre calor
y concentracio´n en base a los argumentos en [55], obtenemos
i = −ρD∇q, (3.29)
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donde D es el coeficiente de difusio´n ma´sico (o de masa). Consistentemente
se asume [44] que la difusio´n de la concentracio´n tampoco introduce te´rminos
difusivos cruzados en la ecuacio´n de transporte de calor. Con esto la ecuacio´n
de transporte de concentracio´n se escribe
ρ (∂t + u · ∇) q = ∇ · (ρD∇q) . (3.30)
Nuevamente, si la densidad y el coeficiente de difusio´n cambian poco
sobre la extensio´n del fluido, pueden ser extra´ıdos fuera de las derivadas, y
obtenemos la expresio´n simplificada
(∂t + u · ∇) q = D∇2q. (3.31)
3.2.5. El sistema de ecuaciones
Es conveniente colectar, para referencia futura, las formas generales de
las ecuaciones de transporte. Obtenemos as´ı el sistema
(∂t + u · ∇) ρ = −ρ∇ · u, (3.32)
ρ (∂t + u · ∇)u = −∇P +∇ · σ − ρg, (3.33)
ρT (∂t + u · ∇) s = ∇ · (K∇T ) , (3.34)
ρ (∂t + u · ∇) q = ∇ · (ρD∇q) , (3.35)
donde
σij = η
[
∂iuj + ∂jui − 23δij∂kuk
]
+ ζδij∂kuk, (3.36)
(∇ · σ)i = ∂k
[
η
(
∂kui + ∂iuk − 23δik∂juj
)]
+ ∂i (ζ∂juj) . (3.37)
No´tese que todos los coeficientes en los lados izquierdos de estas ecuacio-
nes ocurren fuera de las derivadas materiales, en contraste con las expresio-
nes en [45]. Debe notarse tambie´n que, pese a su supuesto cara´cter general,
estas ecuaciones ya incorporan ciertas aproximaciones, ya que estamos des-
preciando el calor producido por la disipacio´n viscosa, los posibles te´rminos
difusivos cruzados entre calor y concentracio´n, y las fluctuaciones te´rmicas
de los diversos campos.
3.2.6. La aproximacio´n de Boussinesq
Si todos los para´metros cambian poco sobre la extensio´n del fluido, y
e´ste se asume incompresible, las ecuaciones (3.32–3.35) se simplifican nota-
blemente, y el sistema adopta la forma
0 = ∇ · u, (3.38)
ρ (∂t + u · ∇)u = −∇P + η∇2u− ρg, (3.39)
ρcp (∂t + u · ∇)T = K∇2T, (3.40)
(∂t + u · ∇) q = D∇2q. (3.41)
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En este sistema las variables (termo)dina´micas son la densidad ρ, la velo-
cidad u, la temperatura T , la presio´n P y la concentracio´n de agua q. Los
para´metros son la viscosidad de corte o dina´mica η, la capacidad calo´rica
espec´ıfica a presio´n constante cp, la conductividad te´rmica K, el coeficiente
de difusio´n ma´sica D y la aceleracio´n gravitacional g. Para tener un sistema
de ecuaciones cerrado deber´ıamos adema´s adjuntar la dependencia de η, cp,
K y D con T , ρ y q, y una ecuacio´n de estado por ejemplo en la forma
P = P (T, ρ, q). Y, por supuesto, para resolver ese sistema deberemos espe-
cificar condiciones iniciales (CI) y condiciones de contorno (CC) adecuadas
para todos los campos.
Vamos a asumir ahora que P , T y q esta´n cerca, en todo punto y a todo
tiempo, de ciertos valores fijos de referencia P¯ , T¯ y q¯, y escribiremos
P = P¯ + P ′,
T = T¯ + T ′,
q = q¯ + q′. (3.42)
Los valores de los para´metros se tomara´n como fijos en aquellos corres-
pondientes a P¯ , T¯ y q¯. Asumiremos adema´s una dependencia lineal de la
densidad con la temperatura y la composicio´n
ρ = ρ¯
[
1− αT ′ − βq′] (3.43)
alrededor del valor de referencia ρ¯ = ρ
(
T¯ , q¯
)
, introduciendo los coeficien-
tes de expansio´n te´rmica α y ma´sica β, que consistentemente asumiremos
constantes y fijos en sus valores para P¯ , T¯ y q¯. Incluso esta dependencia de
la densidad sera´ descartada en todos los te´rminos excepto en el te´rmino de
flotacio´n (buoyancy) −ρg.
Con todas estas consideraciones las ecuaciones (3.38–3.41) quedan
0 = ∇ · u, (3.44)
ρ¯ (∂t + u · ∇)u = −∇P ′ + η¯∇2u+ ρ¯αT ′g + ρ¯βq′g, (3.45)
ρ¯c¯p (∂t + u · ∇)T ′ = K¯∇2T ′, (3.46)
(∂t + u · ∇) q′ = D¯∇2q′, (3.47)
donde el te´rmino constante −ρ¯g en la segunda ecuacio´n ha sido absorbido
en el gradiente de la presio´n ∇P . No´tese que esto puede ser hecho inde-
pendientemente de la orientacio´n del campo gravitacional, siempre que e´ste
sea uniforme. Por conveniencia en lo que sigue definiremos la intensidad
gravitacional g y el vector unidad “vertical” eg por
g = geg. (3.48)
Definiendo la difusividad viscosa (o viscosidad cinema´tica) ν = η¯/ρ¯ y la
difusividad te´rmica κ = K¯/ (ρ¯c¯p), y descartando las barras en D¯ y ρ¯ por
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simplicidad, llegamos a
0 = ∇ · u, (3.49)
(∂t + u · ∇)u = −∇
(
P ′/ρ
)
+ ν∇2u+ αgT ′eg + βgq′eg, (3.50)
(∂t + u · ∇)T ′ = κ∇2T ′, (3.51)
(∂t + u · ∇) q′ = D∇2q′. (3.52)
Estas son las ecuaciones de Oberbeck–Boussinesq “mojadas” (WOB, por
Wet Oberbeck–Boussinesq) dimensionales, para una geometr´ıa au´n no espe-
cificada.
3.2.7. Perfiles de referencia
Vamos a investigar ahora la existencia y propiedades de las soluciones
de las ecuaciones WOB dimensionales (3.49–3.52) correspondientes a veloci-
dad nula y temperatura, presio´n y concentracio´n independientes del tiempo.
Debemos resolver entonces
0 = −∇ (P ′/ρ)+ gαT ′eg + gβq′eg , (3.53)
0 = κ∇2T ′, (3.54)
0 = D∇2q′. (3.55)
Vamos a buscar soluciones en el interior de una celda de forma no especifi-
cada, pero para la cual se puede definir una “altura” H y, si es necesario,
una “anchura” L.
Comenzaremos resolviendo la ecuacio´n de Laplace (3.54) para T ′. Asumi-
remos que las CC son del tipo de “contacto te´rmico perfecto”, es decir, la
temperatura esta´ especificada en la frontera. Vamos a asumir adema´s que
en todos los puntos de la frontera la temperatura T se halla entre una dada
temperatura “caliente” Th y otra dada temperatura “fr´ıa” Tc < Th. Como
temperatura de referencia tomaremos
T¯ =
Th + Tc
2
= Tc +
∆T
2
, (3.56)
y definiremos la diferencia de temperaturas
∆T = Th − Tc . (3.57)
Ninguna informacio´n adicional acerca de las CC para T ′ sera´ asumida por
ahora. La solucio´n de la ecuacio´n de Laplace puede entonces escribirse como
T ′0 (x, z) = τ (x, z)∆T (3.58)
o
T0 (x, z) = T¯ + τ (x, z)∆T, (3.59)
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donde τ (x, z) es la solucio´n adimensional de la misma ecuacio´n de Laplace
sobre la misma celda pero con las CC reescaleadas de modo que caigan entre
−12 (“fr´ıa”) y 12 (“caliente”). Por ahora no especificaremos en ma´s detalle esta
solucio´n. Nuestro perfil de referencia de temperatura sera´ entonces (3.59).
Ahora resolveremos la ecuacio´n de Laplace (3.55) para q′. Asumiremos
que las CC son del tipo de “pared hu´meda” es decir, el contenido de agua de
una parcela de aire en contacto con una pared se iguala al valor de saturacio´n
a la temperatura de la pared. Asumimos entonces aire hu´medo saturado en
la frontera, es decir
q (x, z) = qs (T0 (x, z)) (3.60)
sobre la frontera. Definiendo
q¯ = qs
(
T¯
)
(3.61)
y recordando que por (3.42)
q = q¯ + q′, (3.62)
vemos que
q′ (x, z) = q (x, z)− q¯ = qs
(
T¯ + τ (x, z)∆T
)− qs (T¯ ) (3.63)
sobre la frontera. Asumiendo adema´s que la concentracio´n de saturacio´n de
vapor de agua es lineal en la temperatura (ver Ape´ndice A.14), en la forma
qs (T ) = qs
(
T¯
)
+
(
T − T¯) ∆q
∆T
, (3.64)
tenemos por (3.63)
q′ (x, z) = qs
(
T¯
)
+
(
T¯ + τ (x, z)∆T − T¯ ) ∆q
∆T
− qs
(
T¯
)
= τ (x, z)∆q (3.65)
sobre la frontera. Vemos que por consistencia debemos definir
∆q = qs (Th)− qs (Tc) = qh − qc . (3.66)
La solucio´n de la ecuacio´n de Laplace (3.55) puede escribirse entonces
q′0 (x, z) = τ (x, z)∆q (3.67)
o
q0 (x, z) = q¯ + τ (x, z)∆q, (3.68)
donde τ (x, z) es la misma solucio´n adimensional de la ecuacio´n de Laplace
que en (3.59). Este es entonces nuestro perfil de referencia de concentracio´n.
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Notemos que la concentracio´n de saturacio´n linealizada (3.64) evaluada
sobre el perfil de referencia de temperatura (3.59) resulta en todo punto
qs (T0 (x, z)) = q0 (x, z) , (3.69)
que es precisamente el perfil de referencia de concentracio´n (3.68). Es decir,
asumir que la concentracio´n de saturacio´n es lineal en la temperatura y que
tenemos aire hu´medo saturado en la frontera, hace que el perfil de referencia
de concentracio´n sea, punto a punto, ide´ntico a la concentracio´n de satura-
cio´n evaluada sobre el perfl de referencia de temperatura. Los perfiles de
referencia constituyen entonces un perfil conductivo saturado esta´tico. Debe
notarse sin embargo que en realidad, no podemos tener una solucio´n verdade-
ramente esta´tica: dado que existe un gradiente de concentracio´n mantenido
por las CC, existira´ un flujo estacionario de materia (agua, en este caso) por
difusio´n, exactamente como existe un flujo difusivo estacionario de calor.
Los perfiles de referencia son esta´ticos so´lo en el sentido de que no hay flujos
macrosco´picos (es decir, advectivos).
Finalmente, debemos resolver la ecuacio´n para el campo de presio´n
∇ (P ′/ρ) = gαT ′0eg + gβq′0eg = [α∆T + β∆q] τ (x, z)geg . (3.70)
Eligiendo por el momento eg = ez (lo que siempre puede hacerse pues repre-
senta una simple reorientacio´n del sistema de coordenadas), e´sta se reescribe
en 3D y en coordenadas Cartesianas como
∂P ′
∂x
= 0, (3.71)
∂P ′
∂y
= 0, (3.72)
∂P ′
∂z
= [α∆T + β∆q] τ (x, y, z)g. (3.73)
De las primeras dos ecuaciones vemos inmediatamente que P ′ no puede de-
pender de x ni de y. Pero de la tercera ecuacio´n vemos que P ′ debe depender
de x e y si τ lo hace. Este es un hecho bie´n conocido: el perfil de presio´n para
un estado esta´tico en un campo gravitatorio (uniforme) debe ser hidrosta´ti-
co, con la presio´n una funcio´n so´lo de la profundidad; pero esto es posible
so´lo si la temperatura y la concentracio´n esta´n estratificadas horizontalmen-
te en el estado esta´tico. Si bien existen CC que llevan a esta situacio´n au´n
para una celda irregular, e´ste no es el caso general, y en particular no sera´ el
caso para la celda triangular de la Seccio´n 3.2.12. En el caso general esto
significa que no existe solucio´n esta´tica de las ecuaciones WOB (3.49–3.52).
La inexistencia de soluciones esta´ticas para una geometr´ıa y/o CC ge-
nerales no significa, sin embargo, que los perfiles de referencia esta´ticos de
temperatura y concentracio´n sean inu´tiles. Por el contrario, e´stos proveen
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un estado de referencia muy conveniente para las soluciones dina´micas, y en
particular permiten la homogeneizacio´n de sus CC. Por otra parte, la liber-
tad de absorber cualquier gradiente puro en el te´rmino de presiones de (3.50)
sigue existiendo, y en algunos casos podra´ aprovecharse para simplificar las
ecuaciones o facilitar su resolucio´n nume´rica.
3.2.8. Desarrollo alrededor de los perfiles de referencia
Vamos a asumir ahora que a lo largo de la evolucio´n dina´mica del sistema,
las presiones, temperaturas y concentraciones permanecen, en todo punto y
a todo tiempo, cerca de sus respectivos perfiles de referencia. Si bien e´ste es
el procedimiento usual [45], es bueno recordar que e´sta es una aproximacio´n
no controlada y, en principio, su validez deber´ıa ser verificada a posteriori.
Escribimos entonces
P ′ (r, t) = P ′0 (r) + P
′′ (r, t) , (3.74)
T ′ (r, t) = T ′0 (r) + T
′′ (r, t) , (3.75)
q′ (r, t) = q′0 (r) + q
′′ (r, t) , (3.76)
donde el perfil de referencia de presio´n P ′0 se dejara´ por ahora indetermi-
nado, y los de temperatura y concentracio´n vendra´n dados por (3.59) y
(3.68), respectivamente. Substituyendo en las ecuaciones WOB dimensiona-
les (3.49–3.52) tendremos
0 = ∇ · u, (3.77)
(∂t + u · ∇)u = −∇
(
P ′0/ρ+ P
′′/ρ
)
+ ν∇2u
+ gα
(
T ′0 + T
′′
)
eg + gβ
(
q′0 + q
′′
)
eg , (3.78)
(∂t + u · ∇)
(
T ′0 + T
′′
)
= κ∇2 (T ′0 + T ′′) , (3.79)
(∂t + u · ∇)
(
q′0 + q
′′
)
= D∇2 (q′0 + q′′) . (3.80)
Usando que ∇2T ′0 = 0 y ∂tT ′0 = 0 en la ecuacio´n de transporte de ca-
lor (3.79), y usando que ∇2q′0 = 0 y ∂tq′0 = 0 en la ecuacio´n de transporte
de concentracio´n (3.80), el sistema toma la forma
0 = ∇ · u, (3.81)
(∂t + u · ∇)u = −∇
[(
P ′0 + P
′′
)
/ρ
]
+ ν∇2u
+ g
[
α
(
T ′0 + T
′′
)
+ β
(
q′0 + q
′′
)]
eg , (3.82)
(∂t + u · ∇)T ′′ = −u · ∇T ′0 + κ∇2T ′′, (3.83)
(∂t + u · ∇) q′′ = −u · ∇q′0 +D∇2q′′. (3.84)
Tomando CC no-slip para u (es decir, u = 0 en la frontera), todas las
variables dina´micas de este sistema tendra´n CC homoge´neas de Dirichlet.
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3.2.9. Ecuaciones WOB adimensionales
El sistema de ecuaciones WOB dimensionales (3.81–3.84) con CC ho-
moge´neas de Dirichlet tiene siete para´metros: ν, g, α, β, ρ, κ y D. Adema´s
involucra el tiempo t y las coordenadas r como variables independientes, y
las velocidades u, la temperatura T ′′, la concentracio´n q′′ y la presio´n P ′′
como variables dependientes. Es evidente entonces que su complejidad debe
reducirse en lo posible, y la adimensionalizacio´n es el procedimiento usual
para conseguirlo [45].
En general, cuando se reescalean las variables para obtener ecuaciones
adimensionales somos libres de elegir algunas de ellas (dependientes o inde-
pendientes) como “fundamentales”, y las dema´s como “derivadas”. El pro-
ceso de adimensionalizacio´n de [45], que es el que seguiremos, toma tiempo,
longitud y temperatura como magnitudes fundamentales, y aqu´ı agregare-
mos a ellas la concentracio´n. Vamos a escalear longitudes con la longitud
caracter´ıstica H (la “altura” de la celda), tiempos con el tiempo carac-
ter´ıstico de difusio´n te´rmica tc = H
2/κ, temperaturas con la diferencia de
temperaturas caracter´ıstica ∆T , y concentraciones con la diferencia de con-
centraciones caracter´ıstica ∆q. Sin embargo debemos tener en mente que la
difusividad te´rmica κ es diferente para aire hu´medo y mojado (ver Ape´ndi-
ce A.13), as´ı que deberemos elegir una de ellas en la definicio´n de la escala
de tiempos, ya que no debemos definir un reescaleo dependiente del estado.
Para facilitar la reduccio´n de los resultados generales al caso de aire se-
co, elegimos el valor κ− correspondiente a aire hu´medo. Definimos entonces
coordenadas, tiempos, temperaturas y concentraciones adimensionales como
r′ =
1
H
r, t′ =
κ−
H2
t, θ =
1
∆T
T ′′, χ =
1
∆q
q′′. (3.85)
Esto impone
∂t =
∂
∂t
=
∂
∂ (t′H2/κ−)
=
κ−
H2
∂
∂t′
=
κ−
H2
∂t′ , (3.86)
∇ = ∂
∂r
=
∂
∂ (r′H)
=
1
H
∂
∂r′
=
1
H
∇′, (3.87)
y en consecuencia
u =
∂r
∂t
=
κ−
H2
H
∂r′
∂t′
=
κ−
H
∂r′
∂t′
=
κ−
H
u′. (3.88)
Substituyendo (3.85–3.88) en el sistema (3.81–3.84) por debajo de la sa-
turacio´n, usando los perfiles de referencia (3.58) y (3.67) y simplificando,
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tendremos
0 = ∇′ · u′, (3.89)(
∂t′ + u
′ · ∇′)u′ = ν
κ−
∇′2u′ + gH
3
κ2−
[α−∆T (τ + θ) + β−∆q (τ + χ)] eg
− H
2
κ2−
∇′ [(P ′0 + P ′′) /ρ] , (3.90)(
∂t′ + u
′ · ∇′) θ = −u′ · ∇′τ +∇′2θ, (3.91)(
∂t′ + u
′ · ∇′)χ = −u′ · ∇′τ + D
κ−
∇′2χ. (3.92)
Definiendo ahora los nu´meros de Rayleigh te´rmico y ma´sico por debajo de
la saturacio´n como
RT− =
gα−∆TH
3
κ−ν
, RM− =
gβ−∆qH
3
κ−ν
, (3.93)
poniendo
p0 =
H2
κ−ν
(
P ′0/ρ
)
, p =
H2
κ−ν
(
P ′′/ρ
)
, (3.94)
y definiendo los nu´meros de Prandtl y de Lewis por debajo de la saturacio´n
σ− =
ν
κ−
, λ− =
κ−
D
, (3.95)
tenemos el sistema
0 = ∇′ · u′, (3.96)
σ−1−
(
∂t′ + u
′ · ∇′)u′ = ∇′2u′ + [RT− (τ + θ) +RM− (τ + χ)] eg
−∇′ (p0 + p) , (3.97)(
∂t′ + u
′ · ∇′) θ = −u′ · ∇′τ +∇′2θ, (3.98)(
∂t′ + u
′ · ∇′)χ = −u′ · ∇′τ + λ−1− ∇′2χ. (3.99)
Por otro lado, substituyendo (3.85–3.88) en el sistema (3.81–3.84) por
encima de la saturacio´n, usando los perfiles de referencia (3.58) y (3.67) y
simplificando, tendremos
0 = ∇′ · u′, (3.100)(
∂t′ + u
′ · ∇′)u′ = ν
κ−
∇′2u′ + gH
3
κ2−
[α+∆T (τ + θ) + β+∆q (τ + χ)] eg
− H
2
κ2−
∇′ [(P ′0 + P ′′) /ρ] , (3.101)(
∂t′ + u
′ · ∇′) θ = −u′ · ∇′τ + κ+
κ−
∇′2θ, (3.102)
(
∂t′ + u
′ · ∇′)χ = −u′ · ∇′τ + D
κ−
∇′2χ. (3.103)
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Definiendo ahora los nu´meros de Rayleigh te´rmico y ma´sico por encima de
la saturacio´n como
RT+ =
gα+∆TH
3
κ−ν
, RM+ =
gβ+∆qH
3
κ−ν
, (3.104)
y usando de nuevo (3.94) y (3.95), tenemos ahora el sistema
0 = ∇′ · u′, (3.105)
σ−1−
(
∂t′ + u
′ · ∇′)u′ = ∇′2u′ + [RT+ (τ + θ) +RM+ (τ + χ)] eg
−∇′ (p0 + p) , (3.106)(
∂t′ + u
′ · ∇′) θ = −u′ · ∇′τ + κ+
κ−
∇′2θ, (3.107)(
∂t′ + u
′ · ∇′)χ = −u′ · ∇′τ + λ−1− ∇′2χ. (3.108)
3.2.10. Ecuaciones WOB bajo y sobre la saturacio´n
Las ecuaciones WOB adimensionales fueron obtenidas bajo la hipo´tesis
de que todos los coeficientes son aproximadamente constantes en toda la
extensio´n del fluido. Sin embargo para la mezcla aire-agua, si bien ρ, η, K y
D son aproximadamente los mismos para aire hu´medo y mojado, hemos visto
que α, β y cp tienen discontinuidades finitas a trave´s de la curva de saturacio´n
(ver Ape´ndice A.13). Pese a ello, revisando las correspondientes deducciones
en Landau [44] y en las Secciones 3.2.1 a 3.2.4, podemos ver que el sistema de
ecuaciones dimensionales (3.44)–(3.47) sigue siendo va´lido. Debemos notar
que en dichas ecuaciones todas las cantidades discont´ınuas aparecen fuera de
las derivadas, de modo que sus discontinuidades no introducen te´rminos de
superficie. De all´ı en adelante el resto del desarrollo precedente se mantiene
sin cambios.
La discontinuidad de α, β y cp a trave´s de la curva de saturacio´n, y
el re´gimen de trabajo t´ıpico del destilador que querremos simular, sugieren
fuertemente que deber´ıamos tomar como valores de referencia para los coe-
ficientes cont´ınuos aquellos a la presio´n P¯ y temperatura T¯ de referencia, y
a la correspondiente concentracio´n de saturacio´n q¯ = qs
(
T¯
)
; los coeficientes
discont´ınuos, en cambio, deber´ıan ser evaluados justo por debajo y por en-
cima de esta concentracio´n de saturacio´n. Descartando las primas en todas
las variables, podemos entonces reescribir los sistemas de ecuaciones WOB
adimensionales (3.96)–(3.99) y (3.105)–(3.108) para este fluido de manera
unificada como
0 = ∇ · u, (3.109)
σ−1 (∂t + u · ∇)u = ∇2u+ [RT (τ + θ) + RM (τ + χ)] eg
−∇ (p0 + p) , (3.110)
(∂t + u · ∇) θ = −u · ∇τ + µ∇2θ, (3.111)
(∂t + u · ∇)χ = −u · ∇τ + λ∇2χ, (3.112)
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donde hemos definido
σ = σ− =
ν
κ−
=
η
ρ
ρc−p
K
=
ηc−p
K
, (3.113)
λ = λ−1− =
D
κ−
=
Dρc−p
K
, (3.114)
µ− = 1, (3.115)
µ+ =
κ+
κ−
≡ K
ρc+p
ρc−p
K
=
c−p
c+p
, (3.116)
y
(µ, RT , RM) =
{
(µ− , RT− , RM−) , q (r, t) < qs (T (r, t)) ,
(µ+ , RT+ , RM+) , q (r, t) > qs (T (r, t)) .
(3.117)
Si repasamos las sucesivas transformaciones aplicadas al campo q, vemos
que
χ (r, t) =
1
∆q
q′′ (r, t) =
1
∆q
[
q′ (r, t)− q′0 (r)
]
=
1
∆q
[
q (r, t)− qs
(
T¯
)− τ (r)∆q] , (3.118)
de modo que definiendo
χs (T (r, t)) =
1
∆q
q′′s (T (r, t)) =
1
∆q
[
q′s (T (r, t))− q′0 (r)
]
=
1
∆q
[
qs (T (r, t))− qs
(
T¯
)− τ (r)∆q] (3.119)
y comparando ambas expresiones, vemos que la condicio´n
q (r, t) ≶ qs (T (r, t)) (3.120)
es equivalente a
χ (r, t) ≶ χs (T (r, t)) . (3.121)
Ahora, usando
qs (T ) = qs
(
T¯
)
+
(
T − T¯ ) ∆q
∆T
(3.122)
en (3.119), tenemos
χs (T (r, t)) =
1
∆q
[(
T (r, t)− T¯ ) ∆q
∆T
− τ (r)∆q
]
=
T (r, t)− T¯
∆T
− τ (r) ,
(3.123)
59
CAPI´TULO 3. MODELO TERMOHIDRODINA´MICO
y repasando las sucesivas transformaciones aplicadas al campo T , vemos que
θ (r, t) =
T ′′ (r, t)
∆T
=
T ′ (r, t)− T ′0 (r)
∆T
=
(
T (r, t)− T¯ )− τ (r)∆T
∆T
=
T (r, t)− T¯
∆T
− τ (r) . (3.124)
Tenemos entonces un resultado notable,
χs (T (r, t)) ≡ θ (r, t) , (3.125)
de donde vemos que
q (r, t) ≶ qs (T (r, t)) ⇔ χ (r, t) ≶ θ (r, t) . (3.126)
Esta u´ltima equivalencia simplifica notablemente el uso de la condicio´n de
seleccio´n (3.117) en los ca´lculos nume´ricos, ya que podemos elegir el caso que
corresponda simplemente comparando los campos adimensionales χ (r, t) y
θ (r, t), que forman parte del sistema (3.109)–(3.112), sin necesidad de cons-
truir punto a punto y en cada paso de integracio´n los campos q (r, t) y
T (r, t).
A modo de comentario general, debemos decir que el sistema (3.109)–
(3.112) presenta algunas diferencias no triviales con el propuesto por otros
autores [46, 47, 49] y que nos sirviera de inspiracio´n. Por una parte, el modelo
de estos autores utiliza difusividades ide´nticas (y unitarias) en las ecuacio-
nes correspondientes a (3.111) y (3.112), mientras que de lo que precede es
evidente que no existe ningu´n reescaleo de tiempos y longitudes que per-
mita este resultado. Es conocido [41] que bajo condiciones normales en la
atmo´sfera la difusividad del vapor de agua es cercana a la unidad, λ ∼ 1;
sin embargo en nuestro caso, usando los modelos del Ape´ndice A, tenemos
por ejemplo a 1000mb y 60◦C que
κ− ≃ 2,489× 10−5, D ≃ 3× 10−5, (3.127)
de modo que si bien nume´ricamente λ = D/κ− ≃ 1,205 esta´ cerca de la
unidad, no lo esta´ lo bastante para que esta aproximacio´n sea buena. Au´n
si para condiciones de la atmo´sfera esta aproximacio´n fuera buena, estos
autores no dicen que sea una aproximacio´n, sino que introducen este valor
sin discusio´n, hecho que hemos rastreado hasta el trabajo inicial [52] en que
se basan todos los posteriores. La segunda diferencia con el modelo de estos
autores es que su ecuacio´n equivalente a (3.110) no contiene efectos de flo-
tacio´n debidos a concentracio´n, es decir, su coeficiente de dilatacio´n ma´sica
β es nulo. En nuestro caso estos efectos son importantes y no podemos des-
preciarlos; pero aunque en condiciones de la atmo´sfera fueran despreciables,
estos autores de nuevo lo asumen sin argumentacio´n ni explicacio´n alguna.
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3.2.11. Celda rectangular
Vamos a particularizar aqu´ı el sistema de ecuaciones WOB (3.109)–
(3.112) a la celda rectangular definida por
0 ≤ x ≤ L, −H
2
≤ z ≤ H
2
, (3.128)
con el vector campo gravitacional g dirigido hacia abajo,
g = gez . (3.129)
La temperatura “caliente” Th sera´ asignada a la base z = −H/2, y la tem-
peratura “fr´ıa” al techo z = H/2. Las CC en x = 0 y x = L, cuando sean
necesitadas, se asumira´n perio´dicas y libres. En este caso ocurren varias sim-
plificaciones notables, algunas de las cuales producen cambios cualitativos
en las soluciones posibles.
La primera simplificacio´n es que ahora las ecuaciones esta´ticas (3.53)–
(3.55) admiten una solucio´n hidrosta´tica, ya que las soluciones de (3.54)
y (3.55) corresponden a perfiles de temperatura y concentracio´n estratifica-
dos horizontalmente. La solucio´n de estas escuaciones es sencilla de obtener,
y arroja
T ′0(z) = −
z
H
∆T, (3.130)
q′0(z) = −
z
H
∆q, (3.131)
P ′0(z) = − (α∆T + β∆q)
ρg
2H
z2. (3.132)
El estado quiescente es entonces una solucio´n posible y, de hecho, es estable
para diferencias de temperatura y concentracio´n lo suficientemente bajas.
Para conveccio´n seca se recupera as´ı el resultado cla´sico de Rayleigh, que
para CC r´ıgidas (no-slip) en la base y el techo y celda lateralmente infinita,
lleva al conocido valor cr´ıtico Rc = 1708 para la inestabilidad de Rayleigh–
Be´nard [56].
La segunda simplificacio´n es que, dado que los perfiles estacionarios de
concentracio´n y temperatura son ahora lineales (en z), los te´rminos que los
contienen en las ecuaciones WOB pueden calcularse de antemano y adop-
tan tambie´n formas sencillas. En particular, esto hace que en la ecuacio´n de
transporte de momento (3.110) algunos te´rminos adopten la forma de gra-
dientes puros, y puedan ser absorbidos en el te´rmino de presio´n. Un ca´lculo
simple de realizar nos lleva al sistema
0 = ∇ · u, (3.133)
σ−1 (∂t + u · ∇)u = ∇2u+ (RT θ +RMχ) ez −∇p, (3.134)
(∂t + u · ∇) θ = uz + µ∇2θ, (3.135)
(∂t + u · ∇)χ = uz + λ∇2χ, (3.136)
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donde au´n siguen siendo va´lidas las definiciones (3.113)–(3.117).
Si adema´s la conveccio´n es seca, es decir, asumimos q = 0 en todo lugar
y a todo tiempo, por una parte ya no tendremos una ecuacio´n de evolucio´n
para el campo χ, y por otra su valor debera´ tomarse cero en las dema´s
ecuaciones. Obtenemos as´ı el sistema
0 = ∇ · u, (3.137)
σ−1 (∂t + u · ∇)u = ∇2u +RT θ ez −∇p, (3.138)
(∂t + u · ∇) θ = uz + µ∇2θ, (3.139)
donde adema´s todos los coeficientes son constantes, para cualquer valor de
los campos. Este es el sistema de ecuaciones de Oberbeck–Boussinesq “stan-
dard” [45].
3.2.12. Celda triangular
Ahora vamos a particularizar el sistema de ecuaciones WOB (3.109)–
(3.112) a la celda en forma de tria´ngulo recta´ngulo definida por
0 ≤ x ≤ L, 0 ≤ z ≤ L, x ≤ z, (3.140)
con el vector campo gravitacional g dirigido hacia la base de la celda,
g = − g√
2
ex +
g√
2
ez . (3.141)
La temperatura “caliente” Th sera´ asignada a la base x = z, y la temperatura
“fr´ıa” a los techos x = 0 y z = H .
No ocurre ninguna simplificacio´n notable en el caso de conveccio´n hu´me-
da, y en particular no existe solucio´n hidrosta´tica para las ecuaciones esta´ti-
cas (3.53)–(3.55), salvo el hecho de que ahora el perfil esta´tico adimensional τ
puede explicitarse; su obtencio´n en este caso sera´ detallada en el Cap´ıtulo 4.
S´ı debemos destacar que la ausencia de una solucio´n hidrosta´tica prohibe la
aparicio´n de una inestabilidad convectiva del tipo de Rayleigh–Be´nard; en
el caso presente, existira´ conveccio´n para todo ∆T y ∆q finitos, no importa
cua´n pequen˜os.
Para el caso de conveccio´n seca, nuevamente desaparecera´ la ecuacio´n
para el campo χ, y este (o τ + χ) debera´ asumirse nulo en las dema´s ecua-
ciones. Obtenemos entonces el sistema
0 = ∇ · u, (3.142)
σ−1 (∂t + u · ∇)u = ∇2u+RT (τ + θ) eg −∇ (p0 + p) , (3.143)
(∂t + u · ∇) θ = −u · ∇τ + µ∇2θ, (3.144)
donde nuevamente todos los coeficientes son constantes, para cualquer valor
de los campos.
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Cap´ıtulo 4
Me´todo Pseudoespectral
En este cap´ıtulo discutiremos los detalles del me´todo nume´rico elegido
para integrar nume´ricamente las ecuaciones WOB del Cap´ıtulo 3.
En el campo de la fluidodina´mica nume´rica existen multitud de me´to-
dos [57, 58], cada uno con sus ventajas y desventajas, y no es nuestra inten-
cio´n aqu´ı proceder a un ana´lisis detallado de ellos. Sin embargo el me´todo a
elegir deb´ıa satisfacer ciertos requisitos mı´nimos, entre ellos que los co´digos
disponibles fueran lo suficientemente simples de comprender en sus detalles
para modificarlos con confianza si ello era requerido. Dada la complejidad del
problema a tratar, que incluye un flujo de dos componentes y dos fases cuyo
modelo termodina´mico debimos en parte desarrollar por nuestra cuenta, la
mayor´ıa de los me´todos parec´ıan requerir una inversio´n desproporcionada de
tiempo de estudio y desarrollo antes de llegar a un co´digo viable y confiable,
que a su vez requerir´ıa tiempos de co´mputo probablemente muy grandes.
En este aspecto una serie de trabajos recientes [46, 47, 49] nos conven-
cio´ de que un me´todo pseudoespectral [59] era la eleccio´n correcta. Estos
me´todos son en principio sencillos de programar, y permiten alcanzar una
resolucio´n espacial lo bastante alta para simular turbulencia de manera di-
recta (y no a trave´s de modelos de sub-grilla), con un costo computacional
comparativamente modesto. Estos me´todos se basan en representar las ecua-
ciones hidrodina´micas en un dominio conjugado, relacionado con el dominio
directo por una transformada integral (en el caso cont´ınuo) o su correspon-
diente versio´n discreta. La transformada se elige de manera que en el dominio
conjugado los operadores diferenciales se reduzcan en lo posible a operadores
algebraicos locales. En nuestro caso la transformada discreta sera´ la Trans-
formada Discreta de Fourier (DFT), y el dominio conjugado el de nu´mero de
onda. Una ventaja de esta eleccio´n es la disponibilidad de buenos co´digos de
Transformada Ra´pida de Fourier (FFT). Esto es de importancia porque los
te´rminos no lineales (productos de campos) en el dominio directo se mapean
a convoluciones en el dominio conjugado, que en un me´todo espectral se cal-
cular´ıan en el mismo. En un me´todo pseudoespectral estas convoluciones se
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calculan volviendo al dominio directo, donde los productos de campos son
locales, y retornando luego al dominio conjugado.
Procederemos ahora a detallar, paso a paso, la construccio´n de las grillas
directa y conjugada, la discretizacio´n de operadores sobre ellas, y terminare-
mos dando la versio´n discretizada de las ecuaciones WOB que integraremos
nume´ricamente.
4.1. Grillas, discretizacio´n y DFT
Vamos a definir aqu´ı las grillas en coordenadas y en nu´mero de onda que
usaremos en las simulaciones nume´ricas, la forma de discretizar funciones
sobre ellas, y los detalles de la transformada de Fourier discreta (DFT) que
utilizaremos para pasar de una a otra.
Consideremos un dominio computacional 0 ≤ x ≤ L, 0 ≤ z ≤ H . No-
temos que el origen x = 0, z = 0 es definido de esta forma por convencio´n
y comodidad, y puede ser cambiado (por ejemplo a z = −H/2) ma´s ade-
lante, sin pe´rdida de generalidad. Nos referiremos a x como la coordenada
horizontal, y a z como la vertical, nomenclatura que es convencional y no
pretende tener correlato f´ısico.
Sobre este dominio definimos una grilla discreta regular, la grilla coor-
denada (o directa), por
xnm = (xn, zm) = (n∆x,m∆z) , n = 0, . . . , N − 1, m = 0, . . . ,M − 1,
(4.1)
con
∆x =
L
N
, ∆z =
H
M
.
Dada una funcio´n u (x, z) definida en este dominio, sus valores discretos en
los puntos de grilla se definen como
unm = u (xn, zm) . (4.2)
El par transformada-antitransformadaDFT convencional viene dado por
unm =
N−1∑
p=0
M−1∑
q=0
u¯pqe
−ikpq ·xnm , (4.3)
u¯pq =
1
N
N−1∑
n=0
1
M
M−1∑
m=0
unme
ikpq ·xnm , (4.4)
con la grilla nu´mero de onda (o conjugada) convencional definida como
kpq = (kx,p, kz,q) = (p∆kx, q∆kz) , p = 0, . . . , N − 1, q = 0, . . . ,M − 1,
(4.5)
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con
∆kx =
2π
L
, ∆kz =
2π
H
. (4.6)
Notemos que la DFT convencional asume impl´ıcitamente la periodicidad de
la funcio´n u en x y z:
unm = un mod N,m mod M . (4.7)
Debemos advertir que la anterior no es exactamente la definicio´n de la
DFT adoptada en muchos trabajos, por ejemplo en [60]: los factores de
normalizacio´n se hallan aqu´ı en la segunda ecuacio´n, en lugar de la primera.
Sin embargo e´sta es la definicio´n implementada por las rutinas de DFT que
emplearemos, el paquete FFTE de Daisuke Takahashi [61]. Esta eleccio´n es
adema´s consistente con la obtenida truncando la definicio´n usual de una
serie de Fourier,
u (x, z) =
∞∑
r=−∞
∞∑
s=−∞
uˆrse
−i2rπx/Le−i2sπz/H , (4.8)
uˆrs =
1
L
∫ L
0
dx
1
H
∫ H
0
dzei2rπx/Lei2sπz/Hu (x, z) , (4.9)
ya que entonces, si aproximamos las integrales por las correspondientes su-
mas de Riemann truncadas, obtenemos
uˆrs ≃ 1
L
N−1∑
n=0
∆xei2rπxn/L
1
H
M−1∑
m=0
∆zei2sπzm/Hu (xn, zm)
=
1
N
N−1∑
n=0
1
M
M−1∑
m=0
unme
ikrs ·xnm
= u¯rs . (4.10)
Esto implica que la DFT (finita) {u¯rs} de un campo discretizado {unm},
es ide´ntica al conjunto (infinito) de coeficientes de Fourier {uˆrs} del campo
cont´ınuo u (x, z), truncado a la frecuencia de Nyquist.
Es sabido [60] que las rutinas nume´ricas de transformada ra´pida de Fou-
rier (FFT) que implementan el par (4.3)–(4.4) devuelven la DFT de una
funcio´n u en un orden donde los nu´meros de onda k0, . . . , kN/2−1 vienen pri-
mero, el valor central corresponde tanto a kN/2 como a −kN/2 (que son uno
y el mismo), y los restantes elementos corresponden a −kN/2−1, . . . ,−k−1. Si
bien este orden es considerado “cano´nico”, a la hora de implementar algorit-
mos es mucho ma´s sencillo e intuitivo para el programador, y menos propenso
a error, tener ordenados los nu´meros de onda como −kN/2, . . . , k0, . . . , kN/2,
con los valores extremos identificados: u˜−N/2 = u˜N/2. Ana´logamente, si
bien sabemos que al asumir periodicidad, impl´ıcitamente incorporada en
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la DFT (4.3)–(4.4), debemos identificar uN (si lo hubiera) con u0, a la hora
de procesar datos es mucho ma´s conveniente tener una grilla coordenada
donde estos “l´ımites superiores” este´n representados expl´ıcitamente.
El primer paso para implementar este enfoque es definir las grillas sime´tri-
cas directa y conjugada como
xnm = (xn, zm) = (n∆x,m∆z) , n = 0, . . . , N, m = 0, . . . ,M,
(4.11)
kpq = (kx,p, kz,q) = (p∆kx, q∆kz) , p = −N
2
, . . . ,
N
2
, q = −M
2
, . . . ,
M
2
,
(4.12)
con
∆x =
L
N
, ∆z =
H
M
, ∆kx =
2π
L
, ∆kz =
2π
H
. (4.13)
Ambas grillas tienen ahora un punto ma´s en cada direccio´n, y los “nue-
vos” puntos contienen informacio´n redundante. Debemos redefinir entonces
las operaciones de suma de funciones discretizadas sobre cada una, para no
contar estos puntos dos veces. Definiremos para ello los operadores suma
“sime´tricos” como
−
N∑
n=0
un =
1
2
u0 +
N−1∑
n=0
un +
1
2
uN , (4.14)
−
N/2∑
p=−N/2
u˜p =
1
2
u˜−N/2 +
N/2−1∑
p=−N/2+1
u˜p +
1
2
u˜N/2. (4.15)
No´tese que estas definiciones se construyen de modo que, por ejemplo, si por
algu´n motivo debie´ramos sumar una funcio´n un tal que uN 6= u0, automa´ti-
camente se promedian los valores extremos, que es el valor al que converger´ıa
una serie de Fourier en una discontinuidad. En lo que sigue, a menos de nota
expl´ıcita en contrario, usaremos siempre los operadores suma sime´tricos, y
si no hay riesgo de confusio´n, los escribiremos simplemente como operadores
suma usuales.
Podemos ahora definir el par transformada-antitransformada “sime´trico”
simplemente como
unm =
N/2∑
p=−N/2
M/2∑
q=−M/2
u˜pqe
−ikpq ·xnm , (4.16)
u˜pq =
1
N
N∑
n=0
1
M
M∑
m=0
unme
ikpq ·xnm , (4.17)
donde debemos notar que, gracias a la definicio´n de los operadores suma
sime´tricos, los factores de normalizacio´n no han cambiado. Debemos desta-
car que este par transformada-antitransformada no se emplea en los algorit-
mos nume´ricos, sino so´lo en el ca´lculo anal´ıtico de DFTs (ver por ejemplo
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el Ape´ndice B). Nume´ricamente, para tomar una antitransformada la fun-
cio´n discretizada sobre la grilla conjugada sime´trica es reempaquetada en el
orden cano´nico, se antitransforma con FFT, y se desempaqueta a la grilla
directa sime´trica; el procedimiento para tomar una transformada es exac-
tamente el inverso. Los algoritmos de empaquetado y desempaquetado, au´n
en 2 y 3D, son triviales, y no sera´n expuestos aqu´ı. En nuestra experiencia,
el uso de los operadores suma sime´tricos y de las grillas sime´tricas introduce
cierto overhead computacional, pero este es pequen˜o y en la pra´ctica resulta
imperceptible.
Notaremos finalmente que con las definiciones precedentes las fo´rmulas
de inversio´n usuales siguen siendo va´lidas, y las listaremos aqu´ı para referncia
futura:
δnn′ =
1
N
N/2∑
p=−N/2
e−ikx,p(xn−xn′) , δmm′ =
1
M
M/2∑
q=−M/2
e−ikz,q (zm−zm′ ) ,
(4.18)
δpp′ =
1
N
N∑
n=0
ei(kx,p−kx,p′ )xn , δqq′ =
1
M
M∑
m=0
ei(kz,q−kz,q′)zm , (4.19)
donde, como haremos en adelante, los operadores suma se asumen sime´tricos.
4.2. Discretizacio´n de operadores
Debemos decidir ahora co´mo elegiremos discretizar operadores diferen-
ciales cont´ınuos. Comenzaremos con un ejemplo ilustrativo.
La discretizacio´n de ∇2 a menor orden en la grilla coordenada es [60]
(∇2u)
nm
=
un+1,m − 2unm + un−1,m
(∆x)2
+
un,m+1 − 2unm + un,m−1
(∆z)2
. (4.20)
Aplicando la DFT (4.16) tendremos
(∇2u)
nm
=
N/2∑
p=−N/2
M/2∑
q=−M/2
e−ikpq ·xnm (˜∇2u)pq (4.21)
con
(˜∇2u)pq = 2
[
cos (kx,p∆x)− 1
(∆x)2
+
cos (kz,p∆z)− 1
(∆z)2
]
u˜pq . (4.22)
Por otro lado, si primero expresamos u (x, z) como una serie de Fourier,
tendremos exactamente
∇2u (x, z) = −
∞∑
r=−∞
∞∑
s=−∞
e−i2rπx/Le−i2sπz/H
((
2π
r
L
)2
+
(
2π
s
H
)2)
uˆrs ,
(4.23)
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y si ahora evaluamos en (xn, zm) y truncamos a la frecuencia de Nyquist
obtenemos
(∇2u)
nm
=
(∇2u) (xn, zm) = −
N/2∑
p=−N/2
M/2∑
q=−M/2
e−ikpq ·xnmk2pqu˜pq , (4.24)
de modo que ahora
(˜∇2u)pq ≃ −k2pqu˜pq , (4.25)
donde k2pq = k
2
x,p + k
2
z,q.
Notando que a longitudes de onda grandes
cos (kx,p∆x) ≃ 1− 1
2
k2x,p (∆x)
2 , (4.26)
cos (kz,q∆z) ≃ 1− 1
2
k2z,q (∆z)
2 , (4.27)
vemos que
2
[
cos (kx,p∆x)− 1
(∆x)2
+
cos (kz,q∆z)− 1
(∆z)2
]
−−−→
k→0
−k2pq, (4.28)
as´ı que en este l´ımite ambas discretizaciones coinciden. Sin embargo, es claro
que la segunda discretizacio´n es ma´s precisa, sobre todo a longitudes de onda
cortas; de hecho, es exacta hasta la truncacio´n a la frecuencia de Nyquist,
impuesta por la discretizacio´n en el dominio de coordenadas.
Podemos dar una idea cuantitativa de la diferencia entre ambas discre-
tizaciones como sigue: Si comparamos los valores de ambos lados de (4.28),
vemos que ya para kx,p∆x = 1/3 y/o kz,q∆z = 1/3 (lo que corresponde
aproximadamente a p = N/20 o q =M/20) su diferencia supera 10−3. Para
una grilla de taman˜o N = 512 como las que usaremos ma´s adelante, esto
significa p ≃ 25. Por lo tanto, si queremos que a longitudes de onda cortas
(del orden del espaciamiento de grilla) la primera discretizacio´n de´ resulta-
dos que no difieran en ma´s de 10−3 de los de la segunda, deberemos tomar
una grilla 25 veces ma´s fina en cada direccio´n, con un costo computacional
ma´s de 600 veces mayor. Esta situacio´n puede mejorarse tomando discreti-
zaciones en la grilla directa que incluyan ma´s puntos, pero ra´pidamente se
llega al punto en que el incremento del costo computacional debido a esta
estrategia supera su disminucio´n debida al uso de una grilla ma´s gruesa.
La alta precisio´n de la discretizacio´n (4.25) es el hecho que se describe
al decir que un me´todo espectral tiene resolucio´n espectral completa. E´sta
se debe a que efectivamente, la discretizacio´n de los operadores por DFT
aprovecha la informacio´n de todos los puntos de grilla. Una discretizacio´n
equivalente sobre la grilla directa ser´ıa evidentemente inmanejable. Debemos
destacar adema´s que, gracias a las propiedades de la DFT, tomar derivadas
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espaciales en la grilla conjugada es una operacio´n puramente local, que invo-
lucra so´lo el producto punto a punto del campo kpq y el campo a derivar u˜pq.
Esto la hace una operacio´n O(N ), donde N es el nu´mero de puntos de la
grilla. Combinado con la rapidez del algoritmo FFT para pasar de una grilla
a otra, y la estrategia de reducir al mı´nimo la cantidad de estos pasajes, esto
hace que la eleccio´n sea clara.
Nuestra eleccio´n de discretizacio´n para los operadores diferenciales puede
resumirse entonces como sigue:
(∂xu)nm
DFT→ −ikx,pu˜pq , (4.29)
(∂zu)nm
DFT→ −ikz,qu˜pq , (4.30)
donde la extensio´n a operadores de orden superior es inmediata. Consisten-
temente, en las integraciones nume´ricas a desarrollar en lo que sigue, dado
un campo u discretizado a unm en la grilla coordenada, el algoritmo para
obtener la discretizacio´n de sus derivadas seguira´ siempre el esquema
unm
DFT→ u˜pq → −ikx,pu˜pq DFT
-1→ (∂xu)nm . (4.31)
4.3. Convoluciones y la regla 2/3
Si el sistema de ecuaciones diferenciales parciales a resolver fuera lineal,
los resultados de la Seccio´n 4.2 ser´ıan todo lo que necesitamos. Sin embargo
las derivadas materiales presentes en las ecuaciones OB o WOB introdu-
cen te´rminos no-lineales de la forma u · ∇θ, por ejemplo. Su tratamiento
sera´ discutido en esta seccio´n.
Dados dos campos escalares u y v discretizados en la grilla directa, la
discretizacio´n de su producto en la misma grilla es simplemente
(uv)nm = unmvnm , (4.32)
que es nuevamente una operacio´n local, con costo O(N ). Sin embargo, la
idea del me´todo pseudoespectral es justamente integrar las ecuaciones en la
grilla conjugada, donde las derivadas espaciales son precisas y locales. Pero
(uv)nm
DFT→ (u ∗ v)pq , (4.33)
es decir, en la grilla conjugada el producto es una convolucio´n, una operacio´n
no-local de costo O(N 2).
La solucio´n es, por supuesto, aprovechar la velocidad de la FFT: si te-
nemos u˜pq y v˜pq en la grilla conjugada, y queremos su convolucio´n, imple-
mentamos el algoritmo
u˜pq
DFT−1→ unm
v˜pq
DFT−1→ vnm

 unmvnm → (uv)nm DFT→ (u ∗ v)pq , (4.34)
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cuyo costo es O(N log2N ). El problema con esta estrategia es que el proceso
de convolucio´n, sin importar por que medio lo realicemos, introduce aliasing
en el resultado: los extremos de nu´mero de onda corto de las funciones
generan contribuciones que son reintroducidas, por la periodicidad impl´ıcita
de la DFT, en las longitudes de onda cortas del resultado [62, 63], y pueden
originar severas inestabilidades nume´ricas.
Aunque ha habido avances recientes en esta a´rea [64, 65], de lejos el
me´todo menos costoso y ma´s sencillo de implementar computacionalmente
es la llamada regla 2/3 [62]. Esta consiste en generar versiones modificadas
de las funciones a convolucionar, aplica´ndoles un filtro pasa-bajo que elimina
los nu´meros de onda superiores a 2/3 del ma´ximo; la convolucio´n se realiza
entonces utilizando las versiones filtradas de las funciones. Nuestro algoritmo
de convolucio´n quedar´ıa entonces
u˜pq
2/3→ u˜(2/3)pq DFT
−1→ unm
v˜pq
2/3→ v˜(2/3)pq DFT
−1→ vnm

 unmvnm → (uv)nm DFT→ (u ∗ v)pq . (4.35)
No´tese que el costo computacional introducido por esta estrategia es pra´cti-
camente nulo, ya que so´lo implica asignaciones (a cero), no productos.
Esta implementacio´n de la regla 2/3 tiene sin embargo un problema: si
partimos de dos campos u˜pq y v˜pq sobre la grilla conjugada, cuyas versiones
unm y vnm sobre la grilla directa satisfacen CC homoge´neas, en general las
antitransformadas de los campos u˜
(2/3)
pq y v˜
(2/3)
pq filtrados con la regla 2/3 no
satisfacen estas CC, porque el filtrado elimina contribuciones de nu´mero de
onda grande que son esenciales para ello, y por lo tanto el campo (uv)nm, que
tambie´n deber´ıa satisfacerlas, no lo hara´. La solucio´n que implementamos
consiste en filtrar con la regla 2/3 usual, antitransformar y generar (uv)nm
como antes, pero antes de transformar reimponer las CC homoge´neas a
(uv)nm en la grilla directa. Este proceso reintroduce ciertas contribuciones
de nu´mero de onda grande, pero lo hace despue´s de realizada la convolucio´n,
en lugar de antes, y reintroduce solamente las contribuciones necesarias para
garantizar las CC, es decir aquellas que tienen significado f´ısico. No´tese que el
mismo procedimiento puede utilizarse con CC inhomoge´neas. Es de destacar
que este problema no aparece cuando se trabaja con CC perio´dicas libres,
ya que la mera periodicidad esta´ garantizada por la estructura de la DFT.
En adelante siempre que hagamos referencia a la regla 2/3, debera´ en-
tenderse que se trata de esta versio´n modificada. El costo computacional
agregado por este procedimiento sigue siendo despreciable, ya que nueva-
mente so´lo implica asignaciones.
4.4. Ecuacio´n de Poisson
Si se repasa las ecuaciones OB o WOB obtenidas al final del Cap´ıtulo 3,
se vera´ que en todas ellas la ecuacio´n de transporte de momento contiene
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el campo de presio´n, y sin embargo ninguna incluye una ecuacio´n de evolu-
cio´n para e´l. El motivo es que, al asumir la incompresibilidad del fluido, la
ecuacio´n de transporte de masa ha dejado de ser una ecuacio´n de evolucio´n,
para convertirse en la relacio´n constitutiva
∇ · u = 0, (4.36)
que garantiza la incompresibilidad del fluido. La ecuacio´n de transporte de
momento, que en todos los casos tiene la forma
∂tu = σ (f −∇p) , (4.37)
con diversas formas particulares para f segu´n el caso, no garantiza por s´ı mis-
ma la condicio´n de incompresibilidad. Tomando su divergencia tenemos
∂t∇ · u = σ∇ · (f −∇p) , (4.38)
de modo que imponer incompresibilidad a todo tiempo equivale a pedir
∇2p = ∇ · f . (4.39)
En principio, esta ecuacio´n de Poisson para p debera´ ser resuelta, con las
CC adecuadas, en cada paso de la integracio´n temporal, y el gradiente de
su solucio´n empleado en la ecuacio´n de transporte de momento.
Evidentemente esta tarea puede aumentar en granmedida el costo compu-
tacional, por lo que mitigar esta posibilidad ha sido objeto de intere´s, lle-
vando a la construccio´n de resolvedores ra´pidos de Poisson (FPS, por fast
Poisson solvers) [66, 67, 68, 69, 70, 71, 72]. Los mejores FPS tienen un costo
O(N log2N ), pero esto se aplica so´lo si la discretizacio´n empleada es (4.28)
(y las CC son homoge´neas, para aquellos basados en la transformada seno
discreta); caso contrario su desempen˜o puede ser bastante peor. En lo que
sigue vamos a mostrar co´mo podemos construir un resolvedor ultra-ra´pi-
do de Poisson (UFPS) cuyo costo es O(N ). Por simplicidad, la discusio´n
estara´ restingida al caso 2D.
Recordemos primero la descomposicio´n de Helmholtz, que surge del Teo-
rema homo´nimo [73] que afirma que bajo CC adecuadas, todo campo vecto-
rial puede ser descompuesto en una parte irrotacional (o longitudinal ) ma´s
una solenoidal (o transversal ). Dado un campo vectorial f y su transforma-
da de Fourier f˜ , en 2D y en el espacio libre (es decir omitiendo te´rminos de
superficie) podemos representar esta descomposicio´n como
f˜ = f˜‖ + f˜⊥, (4.40)
donde
f˜‖ =
(
f˜ · kˆ
)
kˆ, f˜⊥ =
(
f˜ · kˆ′
)
kˆ′ (4.41)
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son las proyecciones de f˜ en la direccio´n de los vectores unitarios
kˆ =
(kx, kz)√
k2x + k
2
z
, kˆ′ =
(−kz, kx)√
k2x + k
2
z
. (4.42)
De este modo las componentes longitudinal y transversal de f˜ son, respec-
tivamente, sus componentes radial y angular en un sistema de coordenadas
polares planas en el espacio conjugado.
Ahora bien, el gradiente ∇p del campo de presio´n es puramente longitu-
dinal, ya que en el espacio conjugado se expresa −ikp˜. La condicio´n
∇ · (f −∇p) = 0, (4.43)
necesaria para preservar la incompresibilidad de u, es equivalente a imponer
que el campo f −∇p sea puramente transversal, es decir
(f −∇p)‖ = f‖ −∇p = 0, (4.44)
donde hemos usado que (∇p)‖ ≡ ∇p. Vemos as´ı que el u´nico efecto de ∇p
es cancelar la componente longitudinal de f ; su componente transversal, en
cambio, no puede ser afectada por ∇p, cuya componente transversal es nula.
La ecuacio´n (4.37) puede ser reescrita entonces como
∂tu = σf⊥, (4.45)
sin hacer mencio´n al campo de presio´n.
Sin embargo, simples experimentos nume´ricos bastan para probar que
σf⊥ no cumple las CC que deber´ıa, que para CC independientes del tiempo
son las mismas que cumple u. La ecuacio´n (4.40) nos muestra el por que´:
las CC son satisfechas por f‖ + f⊥, pero no necesariamente por f‖ o f⊥ por
separado. Sin embargo, reescribiendo la definicio´n de f⊥ como(
k2x + k
2
z
)
f˜⊥ = (−kz, kx) (−kzfx + kxfz) (4.46)
y antitransformando al espacio directo, vemos que f⊥ como lo hemos definido
es so´lo una solucio´n particular (la solucio´n principal o de espacio libre) de
la ecuacio´n de Poisson (vectorial)
∇2f⊥ = F−1 {(−kz, kx) (−kzfx + kxfz)} (4.47)
y, como con toda solucio´n particular, no podemos ajustar sus CC. Para
ello necesitamos la solucio´n general de esta ecuacio´n de Poisson, que pode-
mos conseguir sumando la solucio´n general de la correspondiente ecuacio´n
homoge´nea
∇2f⊥ = 0, (4.48)
que es una ecuacio´n de Laplace (tambie´n vectorial).
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Vamos a redefinir entonces f⊥ de la siguiente forma:
f⊥ = v+w, (4.49)
con
v˜ = (−kz, kx) −kzfx + kxfz
k2x + k
2
z
(4.50)
y
∇2w = 0, (4.51)
∇ ·w = 0. (4.52)
La u´ltima condicio´n surge de exigir que ∇ · f⊥ = 0 y recordar que ∇ · v = 0
por construccio´n. Las CC que debe satisfacer w pueden deducirse de las
que satisface u, que para las ecuaciones OB o WOB de la Seccio´n 3.2 son
homoge´neas. Recordando que la condicio´n de incompresibilidad para u debe
cumplirse incluso en la frontera, obtenemos
w = −v, ∇ ·w = −∇ · v sobre la frontera. (4.53)
La forma detallada de estas CC depende de la geometr´ıa de la celda, de
modo que pasaremos ahora a considerar los casos particulares de nuestro
intere´s, la celda rectangular y la celda triangular.
4.4.1. Celda rectangular
En el caso de la celda rectangular, las CC en la direccio´n horizontal son
perio´dicas (libres), y su cumplimiento estara´ garantizado para cualquier so-
lucio´n obtenida mediante el uso de DFT. En cuanto a las CC en la direccio´n
vertical, la periodicidad de las funciones discretizadas sobre la grilla directa,
obtenidas por DFT inversa de sus versiones en la grilla conjugada, garan-
tiza que las CC en z = 0 y z = H sera´n las mismas, de modo que so´lo
consideraremos las primeras.
Comenzaremos reescribiendo (4.51) y (4.52) expl´ıcitamente en te´rminos
de las componentes Cartesianas de w:
∇2wx = 0. (4.54)
∇2wz = 0, (4.55)
∂xwx + ∂zwz = 0. (4.56)
Las CC para wx y wz son
wx (x, z = 0) = −vx (x, z = 0) , (4.57)
wz (x, z = 0) = −vz (x, z = 0) , (4.58)
∂zwz (x, z = 0) = −∂zvz (x, z = 0) , (4.59)
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donde la u´ltima ecuacio´n surge de imponer la segunda CC de (4.53) y notar
que ∂xwx (x, 0) = −∂xvx (x, 0) esta´ garantizado por (4.54).
Reescribiremos por conveniencia (4.50) como
v˜x,pq = −kz,qv˜pq, v˜z,pq = kx,pv˜pq, (4.60)
donde hemos definido el campo escalar
v˜pq =
−kz,q f˜x,pq + kx,pf˜z,pq
k2z,pq + k
2
x,pq
. (4.61)
Las ecuaciones (4.54) y (4.55) son ecuaciones de Laplace, cuya solucio´n ge-
neral se deduce anal´ıticamente en el Ape´ndice B. Comencemos por escribir
w˜z,pq como una solucio´n de la ecuacio´n de Laplace con CC laterales perio´di-
cas, usando (B.35):
w˜z,pq = apC˜pq + bpS˜pq , (4.62)
donde ap y bp deben ser determinados, y C˜pq y S˜pq son matrices (N + 1)×
(M+1) dadas por (B.36) y (B.37). Reescribamos la condicio´n de divergencia
nula (4.52) de w en la grilla conjugada como
(−ikx,p) w˜x,pq + (−ikz,q) w˜z,pq = 0. (4.63)
Entonces podemos escribir
w˜x,pq = − (−ikz,q)
(−ikx,p)
(
apC˜pq + bpS˜pq
)
, (4.64)
donde no nos preocuparemos por el momento de la posible singularidad en
p = 0. Notemos que w˜z,pq tiene por definicio´n la forma de una solucio´n
de la ecuacio´n de Laplace con CC horizontales perio´dicas y CC verticales
de Dirichlet (4.58) que definira´n el valor de los coeficientes ap; y que w˜x,pq
tambie´n tiene esa forma, con CC veticales de Dirichlet (4.57) que definira´n
los valores de los coeficientes bp. Imponiendo esas CC en la grilla conjugada
como se describe en el Ape´ndice B.1 tendremos
M/2∑
q=−M/2
w˜z,pq = ap
M/2∑
q=−M/2
C˜pq =
M/2∑
q=−M/2
−v˜z,pq , (4.65)
M/2∑
q=−M/2
w˜x,pq = − bp
kx,p
M/2∑
q=−M/2
kz,qS˜pq =
M/2∑
q=−M/2
−v˜x,pq (4.66)
que pueden resolverse para ap y bp como
ap = −
∑M/2
q=−M/2 v˜z,pq∑M/2
q=−M/2
C˜pq
, (4.67)
bp = −
kx,p
∑M/2
q=−M/2−v˜x,pq∑M/2
q=−M/2
kz,q S˜pq
= −
∑M/2
q=−M/2 kz,q v˜z,pq∑M/2
q=−M/2
kz,q S˜pq
, (4.68)
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donde en el u´ltimo paso hemos usado la condicio´n de divergencia nula de v
para poner −kx,pv˜x,pq = kz,q v˜z,pq. Substituyendo en (4.62) tenemos
w˜z,pq = −c˜pq
M/2∑
q′=−M/2
v˜z,pq′ − s˜pq
M/2∑
q′=−M/2
kz,q′ v˜z,pq′ , (4.69)
donde hemos usado la definicio´n (B.54) de las matrices normalizadas c˜pq y
s˜pq. Usando ahora (4.60) resulta
w˜z,pq = −kx,p

c˜pq M/2∑
q′=−M/2
v˜pq′ + s˜pq
M/2∑
q′=−M/2
kz,q′ v˜pq′

 , (4.70)
y usando (4.64) obtenemos tambie´n
w˜x,pq = kz,q

c˜pq
M/2∑
q′=−M/2
v˜pq′ + s˜pq
M/2∑
q′=−M/2
kz,q′ v˜pq′

 , (4.71)
de donde la posible singularidad en p = 0 ha desaparecido.
Estos resultados pueden reescribirse de forma ma´s compacta como
w˜x,pq = −kz,qw˜pq , w˜z,pq = kx,pw˜pq , (4.72)
donde hemos introducido el campo escalar w˜pq, que en este caso adopta la
forma
w˜pq = −c˜pq
M/2∑
q′=−M/2
v˜pq′ − s˜pq
M/2∑
q′=−M/2
kz,q′ v˜pq′ . (4.73)
Podemos poner as´ı el campo transversal f⊥ dado por (4.49), discretizado en
la grilla conjugada, expl´ıcitamente en la forma del rotor
f˜⊥x,pq = −kz,qf˜⊥,pq , f˜⊥z,pq = kx,pf˜⊥,pq (4.74)
del campo escalar definido por
f˜⊥,pq = v˜pq − c˜pq
M/2∑
q′=−M/2
v˜pq′ − s˜pq
M/2∑
q′=−M/2
kz,q′ v˜pq′ (4.75)
a partir del escalar v˜pq dado por (4.61). Esta expresio´n pone de manifiesto la
transversalidad de f⊥, y simplifica su ca´lculo. Este campo discretizado, por
construccio´n, satisface CC horizontales perio´dicas y verticales homoge´neas
de Dirichlet y, lo que es de destacar, satisface adema´s la CC vertical de
Neumann
∂zf⊥,z|z=0 = 0, (4.76)
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aunque no la hemos impuesto expl´ıcitamente. Este u´ltimo hecho, que es
prueba de la consistencia del me´todo desarrollado, es dif´ıcil de demostrar
anal´ıticamente. Sin embargo, se verifica nume´ricamente que, en toda cir-
cunstancia,
M/2∑
q=−M/2
(−ikz,q) f˜⊥z,pq = 0 (4.77)
a precisio´n de ma´quina.
Es interesante notar tambie´n que la expresio´n (4.75), junto con las de-
finiciones (4.61) del campo escalar v˜pq y (4.73) del campo escalar w˜pq, nos
permite reformular el problema de ajustar las CC en una forma ma´s simple,
ya que ahora resulta evidente que este u´ltimo campo escalar ajusta las CC
de Cauchy
w(x, z = 0) = −v(x, z = 0), (4.78)
∂zw(x, z = 0) = −∂zv(x, z = 0). (4.79)
Podemos reducir entonces el problema a la resolucio´n de una ecuacio´n de
Laplace escalar
∇2w = 0 (4.80)
para el campo w, con las CC (4.78) y (4.79) determinadas por el campo
escalar v. Este hecho nos permitira´ simplificar el ajuste de las CC en la
celda triangular.
4.4.2. Celda triangular
Como se vera´ en la Seccio´n 4.6, la construccio´n de la celda triangular
se realiza a partir de una celda cuadrada, por un me´todo de ima´genes que
garantiza el cumplimiento automa´tico de las CC deseadas en la base de la
celda triangular. Basta entonces para nuestros propo´sitos saber co´mo ajustar
las CC (4.53) sobre la frontera de una celda cuadrada.
En el caso de la celda cuadrada las CC tanto en la direccio´n horizontal
como en la vertical son perio´dicas pero no libres. La periodicidad de nuevo
garantiza que las CC en z = 0 y z = L son ide´nticas, como lo son las CC en
x = 0 y x = L (recordemos que al ser la celda cuadrada H = L, por lo que
los usaremos indistintamente), de modo que escribiremos
wx (x, z = 0) = −vx (x, z = 0) , (4.81)
wz (x, z = 0) = −vz (x, z = 0) , (4.82)
∂zwz (x, z = 0) = −∂zvz (x, z = 0) , (4.83)
wx (x = 0, z) = −vx (x = 0, z) , (4.84)
wz (x = 0, z) = −vz (x = 0, z) , (4.85)
∂xwx (x = 0, z) = −∂xvx (x = 0, z) . (4.86)
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Tambie´n adoptaremos, como en el Ape´ndice B.2, grillas directa y conjugada
isotro´picas. De aqu´ı en adelante el procedimiento para ajustar las CC es
similar al desarrollado en la Seccio´n precedente, por lo que so´lo lo presenta-
remos esquema´ticamente, salvo en lo que difiera del anterior.
Las definiciones (4.61) del campo escalar v˜pq y (4.73) del campo escalar
w˜pq quedan inalteradas. Las CC para w˜pq dadas anteriormente por (4.78)
y (4.79) son ahora
w (x, z = 0) = −v (x, z = 0) , (4.87)
∂zw (x, z = 0) = −∂zv (x, z = 0) , (4.88)
w (x = 0, z) = −v (x = 0, z) , (4.89)
∂xw (x = 0, z) = −∂xv (x = 0, z) . (4.90)
Deberemos poner w˜pq en la forma (B.73) de la solucio´n general de la ecuacio´n
de Laplace,
w˜pq = apCpq + bpSpq + a¯qC¯pq + b¯qS¯pq + a00Kpq + a10Xpq + a01Zpq + a11Qpq ,
(4.91)
donde las matrices (N + 1) × (N + 1) vienen dadas por (B.74)–(B.81), y
los coeficientes sera´n determinadsos por las CC. En estas expresiones a0 =
a¯0 = b0 = b¯0 = 0, y las matrices C¯pq, S¯pq y Xpq son las transpuestas de
Cpq , Spq y Zpq, respectivamente. Las ecuaciones resultantes de imponer las
CC (4.87)–(4.90) toman la forma general (B.89)–(B.92) con los coeficientes
A˜p, B˜p,
˜¯Ap,
˜¯Bp dados en este caso por
N/2∑
q=−N/2
w˜pq = −
N/2∑
q=−N/2
v˜pq = A˜p , (4.92)
N/2∑
q=−N/2
kqw˜pq = −
N/2∑
q=−N/2
kqv˜pq = iB˜p , (4.93)
N/2∑
p=−N/2
w˜pq = −
N/2∑
p=−N/2
v˜pq =
˜¯Aq , (4.94)
N/2∑
p=−N/2
kpw˜pq = −
N/2∑
p=−N/2
kpv˜pq = i
˜¯Bq , (4.95)
donde la isotrop´ıa de las grillas nos permite omitir los ı´ndices x o z en los
nu´meros de onda (ya que para todo p, kx,p = kz,p = kp).
El sistema de ecuaciones (4.92)–(4.95) para los coeficientes ap, bp, a¯q,
b¯q, a00, a01, a10 y a11, es un sistema lineal inhomoge´neo de dimensio´n 4N
que, a diferencia de lo que ocurr´ıa con la celda rectangular, no es diagonal.
Esto no representa en s´ı un problema, ya que la matriz de coeficientes del
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sistema es fija, y podr´ıamos calcular su inversa una u´nica vez; la dificultad
reside en que esta matriz de coeficientes es altamente singular. Pese a ello,
experimentos nume´ricos reiterados mostraron claramente que para la clase
de inhomogeneidades A˜p, B˜p,
˜¯Aq y
˜¯Bq dada por (4.92)–(4.95) el sistema
es compatible, es decir, el vector de inhomogeneidades no tiene proyeccio´n
sobre el subespacio nulo de la matriz de coeficientes.
Existen diversas te´cnicas para la resolucio´n nume´rica de sistemas de este
tipo. En principio lo ideal ser´ıa calcular una pseudoinversa [74] de la matriz
de coeficientes, ya que la multiplicacio´n del vector de inhomogeneidades por
ella ser´ıa una operacio´n O(N ). Sin embargo nuevos experimentos nume´ricos
mostraron que el espectro de la matriz de coeficientes contiene cantidad de
autovalores muy similares, con autovectores casi degenerados. Dado que en
las simulaciones llegamos a tener N ∼ 1000, esta situacio´n origina una gran
pe´rdida de precisio´n nume´rica en el ca´lculo tanto de la pseudoinversa como
de su producto con el vector de inhomogeneidades, por lo que este me´todo
debio´ ser descartado.
Decidimos entonces implementar un me´todo de resolucio´n iterativo [60],
similar en cierta forma a los me´todos de gradiente conjugado [75, 76] (que
son relativamente inmunes a estos problemas), pero ma´s directo y adaptado
a la estructura particular de nuestro sistema. Como aproximacio´n inicial
tomamos la solucio´n que resulta de considerar un caso “desacoplado”, en
que las CC horizontales (z = 0) y verticales (x = 0) se ajustan por separado,
y para cada una se asume periodicidad (libre) en la otra direccio´n, tal como
se hizo para la celda rectangular. F´ısicamente es de esperar que e´sta sea
una buena aproximacio´n inicial, ya que en una simulacio´n hidrodina´mica
donde la capa l´ımite tiene un espesor de unos pocos puntos de grilla, el flujo
instanta´neo por ejemplo cerca de x = 0 no deber´ıa ser mayormente influido
por el flujo cerca de z = 0 o z = L, salvo a una distancia de las esquinas
comparable al espesor de la capa l´ımite. Esta hipo´tesis ha sido comprobada
en todas las simulaciones que hemos realizado. Con esta aproximacio´n w˜
(0)
pq
calculamos una primera aproximacio´n al campo transversal escalar
f˜
(0)
⊥,pq = v˜pq − w˜(0)pq . (4.96)
Este campo es transversal por construccio´n, pero no ajusta exactamente las
CC, aunque s´ı las ajusta bastante mejor que v˜pq. La construccio´n de apro-
ximaciones sucesivas es directa pero engorrosa en los detalles, y dejaremos
su descripcio´n para el Ape´ndice B.2.
En todas las simulaciones hidrodina´micas que hemos realizado la con-
vergencia resulto´ ra´pida, bastando a lo sumo cinco iteraciones para obtener
una solucio´n con un error ma´ximo relativo . 10−4, ma´s que suficiente pa-
ra nuestros propo´sitos. Consistentemente con la precedente interpretacio´n
f´ısica, la convergencia es fuertemente no-uniforme, siendo mucho ma´s lenta
cerca de las esquinas sobre un nu´mero de puntos de grilla consistente con el
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espesor observado de la capa l´ımite; para puntos alejados de las esquinas el
error relativo tras cinco iteraciones llega a ser tan bajo como 10−8.
4.4.3. Costo computacional
El nu´mero de puntos de grilla en la celda rectangular es N = (N +
1) × (M + 1), donde en nuestras simulaciones habitualmente N = 2M .
Para la celda triangular trabajaremos en realidad sobre una celda cuadrada
cuyas grillas tendra´n N = (N + 1)2 puntos. En ambas grillas el te´rmino
ma´s costoso de calcular es el campo escalar v˜pq, que segu´n (4.61) involucra
tres productos por punto de grilla (los campos como k2pq , su inversa, etc. se
precomputan y almacenan, por supuesto), y es por tanto O(N ). El ajuste de
las CC para w˜pq es O(N ) tanto para la celda cuadrada como para la celda
rectangular. Para la celda cuadrada, si bien el me´todo iterativo introduce
una carga computacional adicional, su taman˜o esta´ acotado, y cada iteracio´n
sigue siendo una operacio´n O(N ).
En resumen, el costo del me´todo escalea linealmente con el taman˜o de
grilla, siendo O(N ) para la celda rectangular y a lo sumo O(5N ) para la
celda cuadrada. Si bien el factor 5 puede parecer grande, basta notar que
un me´todo con costo O(N log2N ), que es el costo de los mejores FPS, de-
jar´ıa de ser competitivo para N > 5, es decir sobre grillas 8× 8 o mayores,
sacrificando adema´s la resolucio´n espectral completa. Para las mayores gri-
llas empleadas en este trabajo N ∼ 219, lo que hace al me´todo presentado
aqu´ı cuatro veces ma´s ra´pido sin sacrificio de resolucio´n.
4.5. EcuacionesWOB discretizadas en la celda rec-
tangular
Mostraremos aqu´ı la construccio´n de la versio´n discretizada de las ecua-
ciones WOB (3.133)–(3.136) sobre la grilla conjugada. Recordemos primero
que la ecuacio´n de transporte de masa (3.133) no es una ecuacio´n dina´mica
sino una relacio´n constitutiva, cuyo tratamiento nume´rico ya hemos expues-
to en lo que antecede, as´ı como el del te´rmino de presio´n en (3.134), que de
ahora en ma´s no escribiremos expl´ıcitamente.
Para comenzar reescribiremos las ecuaciones (3.134)–(3.136) como
∂tux = −
[
∂x (uxux)− ∂z (uxuz) + σ∇2ux
]
⊥
, (4.97)
∂tuz = −
[
∂x (uxuz)− ∂z (uzuz) + σ∇2uz + σ (RT θ +RMχ)
]
⊥
, (4.98)
∂tθ = −∂x (uxθ) − ∂z (uzθ) + uz + µ∇2θ, (4.99)
∂tχ = −∂x (uxχ)− ∂z (uzχ) + uz + λ∇2χ, (4.100)
donde hemos hecho uso de (3.133) para dejar los operadores derivada fuera
de los te´rminos no-lineales, y por lo tanto fuera de las convoluciones que apa-
recera´n al transformar a la grilla conjugada. Los corchetes con el sub´ındice
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⊥ indican que se debe tomar la parte transversal de los respectivos campos
por el me´todo de Seccio´n 4.4.
La discretizacio´n de estas ecuaciones sobre la grilla directa usando las
reglas de las Secciones 4.2 y 4.3 resulta en
∂tux,nm = −
[
(∂x (uxux))nm − (∂z (uxuz))nm + σ
(∇2ux)nm]⊥ , (4.101)
∂tuz,nm = −
[
(∂x (uxuz))nm − (∂z (uzuz))nm + σ
(∇2uz)nm
+ σ ((RT θ)nm + (RMχ)nm)
]
⊥
, (4.102)
∂tθnm = − (∂x (uxθ))nm − (∂z (uzθ))nm + uz,nm +
(
µ∇2θ)
nm
, (4.103)
∂tχnm = − (∂x (uxχ))nm − (∂z (uzχ))nm + uz,nm + λ
(∇2χ)
nm
, (4.104)
donde la forma de agrupar los te´rminos con RT , RM y µ toma en cuenta
que, en cada paso de integracio´n temporal, e´stos sera´n campos (dicoto´micos)
con diferentes valores en diferentes puntos, y al tomar DFT los te´rminos que
los contienen se convertira´n en convoluciones. Esto tiene efectos indeseados,
entre ellos dejar operadores diferenciales dentro de las convoluciones, lo que
desear´ıamos evitar por simplicidad.
Expondremos aqu´ı una alternativa que ejemplificaremos con el trata-
miento de la ecuacio´n (4.103). Esta puede reescribirse
∂tθnm =
{
∂tθ
−
nm , χnm < θnm ,
∂tθ
+
nm , χnm > θnm ,
(4.105)
definiendo
∂tθ
−
nm = − (∂x (uxθ))nm − (∂z (uzθ))nm + uz,nm + µ−
(∇2θ)
nm
, (4.106)
∂tθ
+
nm = − (∂x (uxθ))nm − (∂z (uzθ))nm + uz,nm + µ+
(∇2θ)
nm
, (4.107)
donde ahora, en cada ecuacio´n, los campos µ− y µ+ son constantes. Trans-
formando a la grilla nu´mero de onda tendremos
∂tθ˜
−
pq = ikx,pq(u˜x ∗ θ˜)pq + ikz,pq(u˜z ∗ θ˜)pq + u˜z,pq − µ−k2pq θ˜pq , (4.108)
∂tθ˜
+
pq = ikx,pq(u˜x ∗ θ˜)pq + ikz,pq(u˜z ∗ θ˜)pq + u˜z,pq − µ+k2pq θ˜pq , (4.109)
Debemos entonces evolucionar dos ecuaciones en la grilla conjugada, en lugar
de una. Sin embargo todos los te´rminos de ambas pueden calcularse una vez,
ya que son los mismos, con la sola excepcio´n de la multiplicacio´n de k2pq θ˜pq
por µ− o µ+. En cada paso de integracio´n temporal los campos ∂tθ˜
−
pq y ∂tθ˜
+
pq
deben ser antitransformados a la grilla directa, se construye el campo ∂tθ˜pq
como su combinacio´n (4.105), y el resultado es nuevamente transformado a
la grilla conjugada. Una ventaja de este esquema es que en cada paso de
integracio´n temporal tendremos de todas formas los campos χnm y θnm en
la grilla directa, con lo que asignaciones como (4.105) tienen bajo costo. Por
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otro lado, este esquema emplea dos DFT inversas y una directa, el mismo
nu´mero que el enfoque “tradicional”. Haciendo abuso de notacio´n, y para
ahorrar escritura en el sistema de ecuaciones, denotaremos un “te´rmino de
convolucio´n” obtenido con este esquema como
k2pq(µ˜⊙ θ˜)pq (4.110)
y escribiremos una u´nica ecuacio´n de evolucio´n para el campo θ˜pq.
Usando nuevamente las reglas de las Secciones 4.2 y 4.3, la versio´n de
las ecuaciones WOB discretizadas en la grilla conjugada resulta entonces
∂tu˜x,pq =
[
ikx,pq(u˜x ∗ u˜x)pq + ikz,pq(u˜x ∗ u˜z)pq − σk2pqu˜x,pq
]
⊥
, (4.111)
∂tu˜z,pq =
[
ikx,pq(u˜x ∗ u˜z)pq + ikz,pq(u˜z ∗ u˜z)pq − σk2pqu˜z,pq
+ σ(R˜T ⊙ θ˜)pq + σ(R˜M ⊙ χ˜)pq
]
⊥
, (4.112)
∂tθ˜pq = ikx,pq(u˜x ∗ θ˜)pq + ikz,pq(u˜z ∗ θ˜)pq + u˜z,pq − k2pq(µ˜⊙ θ˜)pq , (4.113)
∂tχ˜pq = ikx,pq(u˜x ∗ χ˜)pq + ikz,pq(u˜z ∗ χ˜)pq + u˜z,pq − λk2pqχ˜pq , (4.114)
donde debe entenderse (aqu´ı y en adelante) que en cada paso de integracio´n
temporal, una vez construidos ∂tu˜x,pq y ∂tu˜z,pq , son reemplazados por su
parte transversal obtenida segu´n las reglas de la Seccio´n 4.4.
El procedimiento empleado en el caso de las ecuaciones OB (3.137)–
(3.139) para conveccio´n seca es el mismo, so´lo que la complicacio´n introdu-
cida por los campos dicoto´micos desaparece. Obtenemos entonces
∂tu˜x,pq =
[
ikx,pq(u˜x ∗ u˜x)pq + ikz,pq(u˜x ∗ u˜z)pq − σk2pqu˜x,pq
]
⊥
, (4.115)
∂tu˜z,pq =
[
ikx,pq(u˜x ∗ u˜z)pq + ikz,pq(u˜z ∗ u˜z)pq − σk2pqu˜z,pq
+ σ(R˜T ∗ θ˜)pq
]
⊥
, (4.116)
∂tθ˜pq = ikx,pq(u˜x ∗ θ˜)pq + ikz,pq(u˜z ∗ θ˜)pq + u˜z,pq − k2pq(µ˜ ∗ θ˜)pq , (4.117)
La integracio´n temporal de este y todos los sistemas de ecuaciones uti-
lizados en este trabajo se realiza mediante un algoritmo de Runge-Kutta–
Cash–Karp de quinto orden con control de paso adaptativo [60], que es
flexible y robusto, y sera´ discutido en ma´s detalle en la Seccio´n 4.7.
4.6. EcuacionesWOB discretizdas en la celda trian-
gular
Para las simulaciones sobre la celda triangular definiremos primero los
campos sobre una celda cuadrada [0, L] × [0, L] con CC homoge´neas para
ux, uz, θ y χ sobre los cuatro lados, y por lo tanto perio´dicas. La celda
triangular de la Seccio´n 3.2.12 se obtiene dividiendo el cuadrado a lo largo
de su diagonal principal z = x, lo que deja dos tria´ngulos recta´ngulos, la
celda real para z > x y la celda imagen para z < x (ver figura 4.1).
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Figura 4.1: Obtencio´n de las celdas triangulares real e imagen por divisio´n
de la celda cuadrada a lo largo de su diagonal principal z = x (en rojo). El
campo gravitatorio g se muestra en azul.
Para imponer CC sobre la base de la celda real procedemos por el me´todo
de las ima´genes. Los campos uix, u
i
z, θ
i y χi en la celda imagen se obtienen
por reflexio´n de los campos urx, u
r
z, θ
r y χr en la celda real, respecto de la
diagonal principal, en la forma
uix (x, z) = u
r
z (z, x) , (4.118)
uiz (x, z) = u
r
x (z, x) , (4.119)
θi (x, z) = −θr (z, x) . (4.120)
χi (x, z) = −χr (z, x) . (4.121)
No´tese que la imagen del punto (x, z) por reflexio´n respecto de la diagonal
principal, es el punto (z, x). La regla de reflexio´n para los campos θ y χ hace
que estos sean impares respecto de la diagonal principal, garantizando CC
homoge´neas sobre ella.
La regla de reflexio´n para el campo de velocidades u hace que su com-
ponente u⊥ perpendicular a la diagonal principal se refleje de manera impar
respecto a ella, dando tambie´n CC homoge´neas; mientras que la compo-
nente u‖ tangencial a la diagonal principal resulta par respecto a ella (ver
figura 4.2) y por lo tanto no queda especificada, pero su derivada normal
∂⊥u‖ resulta impar y debe anularse; esto genera CC free-slip para u sobre
la diagonal principal, que es la base de la celda triangular real.
La aparicio´n de CC free-slip para el campo de velocidades en la base de
la celda triangular puede parecer simplemente un artificio del me´todo de las
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Figura 4.2: Simetr´ıas obedecidas por el campo de velocidad por reflexio´n de
la celda triangular real a la imagen.
ima´genes, y por lo tanto indeseable. Sin embargo debemos recordar que la
base del destilador solar es una batea con agua, por lo que la base de nuestra
celda, lejos de ser una pared r´ıgida, es una interfase fluido-fluido, donde esta
CC resulta mucho ma´s razonable [77] que una CC no-slip.
Notemos que dado un campo vectorial u que pueda escribirse como el
rotor de un campo escalar (como ser f⊥ de la Seccio´n 4.4), en la forma
u = (−∂z, ∂x) u, la regla de reflexio´n impondra´
∂zu
i (x, z) = −∂xur (z, x) , (4.122)
∂xu
i (x, z) = −∂zur (z, x) , (4.123)
y por lo tanto
ui (x, z) = −ur (z, x) , (4.124)
es decir, el escalar u debe ser impar respecto a la diagonal principal, como
los campos θ y χ.
Para conveccio´n hu´meda en la celda triangular no hay una versio´n sim-
plificada de las ecuaciones WOB (3.109)–(3.112), de modo que partiremos de
ellas. Los pasos para construir la versio´n discretizada de las ecuaciones WOB
sobre la grilla conjugada en la celda cuadrada son completamente ana´logos
a los seguidos en la Seccio´n 4.5, de modo que mostraremos simplemente el
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resultado final
∂tu˜x,pq =
[
ikx,pq(u˜x ∗ u˜x)pq + ikz,pq(u˜z ∗ u˜x)pq − σk2pqu˜x,pq
+ exσ
[
(R˜T ⊙ (τ˜ + θ˜))pq + (R˜M ⊙ (τ˜ + χ˜))pq
]]
⊥
, (4.125)
∂tu˜z,pq =
[
ikx,pq(u˜x ∗ u˜z)pq + ikz,pq(u˜z ∗ u˜z)pq − σk2pqu˜z,pq
+ ezσ
[
(R˜T ⊙ (τ˜ + θ˜))pq + (R˜M ⊙ (τ˜ + χ˜))pq
]]
⊥
, (4.126)
∂tθ˜pq = ikx,pq(u˜x ∗ (τ˜ + θ˜))pq + ikz,pq(u˜z ∗ (τ˜ + θ˜))pq − k2(µ˜⊙ θ˜)pq ,
(4.127)
∂tχ˜pq = ikx,pq(u˜x ∗ (τ˜ + χ˜))pq + ikz,pq(u˜z ∗ (τ˜ + χ˜))pq − λk2pqχ˜pq . (4.128)
Aqu´ı el campo gravitacional apunta hacia la base de la celda triangular de
acuerdo a (3.141) (ver figura 4.1), lo que se toma en cuenta definiendo
ex = g · ex = − g√
2
, ez = g · ez = g√
2
. (4.129)
En estas ecuaciones tambie´n interviene la solucio´n adimensional de la
ecuacio´n de Laplace τ , definida en la Seccio´n 3.2.7, que corresponde a CC
τ(0, z) = τ(x,H) = −1
2
, τ(x, x) =
1
2
. (4.130)
Para construirla primero definimos el campo auxiliar
τ ′ = τ − 1
2
, (4.131)
que satisface las CC
τ ′(0, z) = τ ′(x,H) = −1, τ ′(x, x) = 0. (4.132)
Extendido antisime´tricamente a la celda cuadrada, este campo satisface las
CC
τ ′(0, z) = τ ′(x,H) = −1, τ ′(H, z) = τ ′(x, 0) = 1. (4.133)
Esta solucio´n de la ecuacio´n de Laplace sobre la celda cuadrada se cons-
truye ajustando a las CC la solucio´n general (B.73) por los me´todos del
Ape´ndice B.2. Discretizada sobre la grilla conjugada, esta solucio´n tiene la
forma
τ˜ ′pq =
2
H
[
S¯p0(δ0q − cpq)− (δp0 − c¯pq)S0q
]
, (4.134)
donde, en te´rminos de las matrices definidas en el Ape´ndice B.2, cpq y c¯pq
son
cpq =
Cpq∑N/2
q′=−N/2Cpq′
(4.135)
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y su transpuesta, respectivamente. Este campo se antitransforma a la grilla
directa, se le suma 12 , y se transforma nuevamente a la grilla conjugada para
obtener τ˜pq. Por supuesto esta operacio´n se realiza una u´nica vez, durante
la inicializacio´n de las simulaciones.
El procedimiento a seguir en el caso de las ecuaciones (3.142)–(3.144)
para conveccio´n seca en la celda triangular es el mismo, salvo que ya no
tenemos la complicacio´n introducida por los campos dicoto´micos, y el campo
de concentracio´n χ desaparece. Se obtiene entonces
∂tu˜x,pq =
[
ikx,pq(u˜x ∗ u˜x)pq + ikz,pq(u˜z ∗ u˜x)pq − σk2pqu˜x,pq
+ exσRT (τ˜pq + θ˜pq)
]
⊥
, (4.136)
∂tu˜z,pq =
[
ikx,pq(u˜x ∗ u˜z)pq + ikz,pq(u˜z ∗ u˜z)pq − σk2pqu˜z,pq
+ ezσRT (τ˜pq + θ˜pq)
]
⊥
, (4.137)
∂tθ˜pq = ikx,pq(u˜x ∗ (τ˜ + θ˜))pq + ikz,pq(u˜z ∗ (τ˜ + θ˜))pq − µk2θ˜pq . (4.138)
Para finalizar, queremos recordar una vez ma´s que los campos ux, uz,
θ y χ so´lo tienen significado f´ısico evaluados en la celda triangular real. Su
extensio´n a la celda cuadrada introduce una carga computacional extra, en
principio en un factor 2. Sin embargo, ello nos permite aplicar a este caso el
me´todo pseudoespectral aqu´ı expuesto, y en particular hacer uso de FFT,
por lo que consideramos que esta´ plenamente justificado.
4.7. Integracio´n temporal
Los sistemas de ecuaciones WOB discretizadas sobre la grilla conjugada
obtenidos en las Secciones 4.5 y 4.6 son sistemas de ecuaciones diferenciales
ordinarias acopladas, cuyo nu´mero puede superar los dos millones para las
grillas ma´s finas del Cap´ıtulo 6. Es evidente que el algoritmo de integra-
cio´n temporal a utilizar debe ser estable, robusto y presentar una aceptable
relacio´n entre precisio´n y costo computacional.
Basados en experiencias previas con problemas similares [78], era sabido
que un algoritmo de Runge–Kutta–Cash–Karp de quinto orden con control
de paso adaptativo [60] resulta adecuado para este tipo de problemas. Se
dispon´ıa adema´s de co´digos fuente ya depurados y extensivamente probados,
construidos a partir de los expuestos en [60], y utilizables en el presente
problema con modificaciones mı´nimas. Por estos motivos seleccionamos este
me´todo para la integracio´n temporal de todos los sistemas de ecuaciones
utilizados en este trabajo.
Es de destacar que una de las consecuencias favorables de elegir un inte-
grador de paso adaptativo (adema´s de optimizar el tiempo de integracio´n),
es que la condicio´n de Courant–Friedrichs–Lewy [79, 80] (CFL) en general
no necesita ser impuesta por separado. Si bien se monitorea su cumplimiento
a lo largo de la integracio´n, salvo escasas excepciones el mismo integrador
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mantiene el paso de integracio´n por debajo del impuesto por la condicio´n
CFL, simplemente por exigir su convergencia.
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Cap´ıtulo 5
Conveccio´n seca
En este cap´ıtulo mostraremos los resultados de aplicar el me´todo pseudo-
espectral del Cap´ıtlo 4 a las ecuaciones de Oberbeck–Boussinesq para con-
veccio´n seca en una celda rectangular (3.137)–(3.139) y triangular (3.142)–
(3.144). Debemos destacar nuevamente que, si bien estos problemas son de
intere´s por s´ı mismos, no son parte de los objetivos de esta Tesis, y so´lo los
hemos utilizado como pasos de prueba para los co´digos nume´ricos desarro-
llados.
5.1. Celda rectangular
El sistema de ecuaciones WOB (3.137)–(3.139) para conveccio´n seca en
una celda rectangular con CC laterales perio´dicas corresponde a una de las
formulaciones cla´sicas del problema de conveccio´n de Rayleigh–Be´nard [56],
para el cual se dispone de fuentes relativamente abundantes con las que
comparar nuestros resultados. Adema´s su planteo es mucho ma´s simple que
otras versiones de las ecuaciones WOB que trataremos en esta Tesis. Por
ello fue seleccionado para las primeras pruebas del me´todo pseudoespectral
desarrollado en el Cap´ıtulo 4, y sera´ el u´nico, salvo el de conveccio´n hu´meda
en la celda triangular, que expondremos con cierto detalle.
5.1.1. Resolucio´n temporal
Uno de los detalles que se debio´ atender al comenzar las simulaciones fue
el de la precisio´n a exigir al integrador temporal de la Seccio´n 4.7, ya que los
tiempos de integracio´n crecen ra´pidamente al aumentar e´sta. En este aspec-
to, y considerando que algunas partes del modelo termodina´mico subyacente
(ver Ape´ndice A) no garantizan resultados ma´s precisos que algunos pun-
tos porcentuales (por ejemplo la linealizacio´n o´ptima de la concentracio´n de
saturacio´n del Ape´ndice A.14), que hay aspectos del sistema real que ni si-
quiera hemos intentado modelar (como la coalescencia de gotas o los efectos
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de interdifusio´n), y que la aproximacio´n de Boussinesq en s´ı misma introdu-
ce fuentes adicionales de inexactitud, no parecio´ tener sentido ser demasiado
exigentes.
Se debe tener en mente adema´s que el mismo hecho de discretizar los
operadores diferenciales espaciales sobre una grilla introduce un mı´nimo de
error. La resolucio´n espectral completa del me´todo pseudoespectral garan-
tiza que dicho error sera´ despreciable para nu´meros de onda menores que
la frecuencia de Nyquist, pero no mas alla´: ningu´n campo, ni sus derivadas
espaciales, estara´ mejor representado que su desarrollo en serie de Fourier
truncado a ese nu´mero de onda.
Sin embargo la consideracio´n de ma´s peso es el propo´sito de las simula-
ciones a realizar. Este no es obtener una descripcio´n detallada del flujo al
nivel de reproducir resultados experimentales equivalentes en cuanto a que
los campos de velocidad, temperatura y concentracio´n sean los mismos en
todo punto y a todo tiempo para una simulacio´n y un experimento con exac-
tamente las mismas condiciones iniciales y de contorno; ma´s alla´ de que no
se dispone de los datos experimentales correspondientes, trata´ndose de un
sistema muy probablemente cao´tico ello ser´ıa imposible en principio. Nues-
tro objetivo es, en cambio, reproducir correctamente la termohidrodina´mica
del sistema real en un sentido estad´ıstico, en el sentido de que cantidades
como el coeficiente de transferencia te´rmica, el rendimiento de agua destila-
da o los espectros de energ´ıa cine´tica correspondan a los de un sistema real
equivalente.
Realizamos entonces una breve serie de experimentos nume´ricos con con-
veccio´n seca en la celda cuadrada, para diversos valores de la temperatura de
referencia T¯ y de la diferencia de temperatura ∆T , exigiendo al integrador
temporal precisiones relativas de 10−2 a 10−5. Notablemente, por debajo de
10−3 no se observaron cambios apreciables en la evolucio´n de los campos
(velocidad y temperatura, en este caso) sobre intervalos de tiempo razo-
nables (de unos pocos segundos) partiendo de la misma condicio´n inicial.
Adoptamos entonces una precisio´n relativa de 10−3 como nuestro standard
para la integracio´n temporal.
5.1.2. Resolucio´n espacial
Es sabido que una grilla subresuelta, es decir con un espaciado demasiado
grande, puede producir serias inexactitudes en la integracio´n de ecuaciones
hidrodina´micas, e incluso desestabilizar la integracio´n temporal debido al
crecimiento de modos espu´reos, como ocurre en el caso de la inestabilidad
en damero (checkerboard instability) (ver por ejemplo [81]). Por otro lado
una grilla demasiado fina desperdicia esfuerzo de co´mputo. Es dif´ıcil prede-
cir cua´l sera´ el espaciado o´ptimo para una grilla, salvo el criterio de que la
capa l´ımite debe estar bien resuelta. Sin embargo, experimentos nume´ricos
mostraron una propiedad notable del me´todo nume´rico desarrollado: ante
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una grilla subdimensionada, si bien se manifiesta la inestabilidad en damero,
que aparece como una “pixelacio´n” notable en el campo de temperaturas,
e´sta se mantiene acotada (quenched); ejemplos de este comportamiento sera´n
mostrados en la Seccio´n 5.1.4. La integracio´n continu´a, y aunque los resulta-
dos sean cuantitativamente inexactos, siguen siendo cualitativamente u´tiles.
Este comportamiento nos permitio´ determinar por ensayo y error el ta-
man˜o de grilla, y desarrollar una comprensio´n aproximada del necesario en
cada caso, el que resulta siempre compatible con el criterio de resolver ade-
cuadamente la capa l´ımite. Los taman˜os de grilla utilizados en cada caso se
mostrara´n en la Seccio´n 5.1.4.
5.1.3. Escalas y para´metros
Falta au´n determinar un taman˜o razonable para la celda rectangular en
la que correremos las simulaciones. Por simplicidad, y ya que resulta de un
taman˜o aproximado al del destilador real, elegimos una celda de H = 0,5m
de altura y L = 1,0m de ancho, es decir con relacio´n de aspecto Γ = 2. El
sistema (3.137)–(3.139) sera´ resuelto sobre una grilla rectangular N×(N/2).
Las CC para velocidad y temperatura sera´n homoge´neas de Dirichlet en la
base y el techo, y perio´dicas libres en los lados. Para el campo de velocidad
esto corresponde a CC no-slip en la base y el techo, y para el campo de
temperatura a CC de contacto te´rmico perfecto.
Los valores de los para´metros que intervienen en las ecuaciones (3.137)–
(3.139) se eligieron por simplicidad como los de aire seco a 25◦C de tempe-
ratura, y son [39]
σ = 0,713 , (5.1)
ν = 1,511× 10−5m2 s−1, (5.2)
κ = 2,1192× 10−5m2 s−1, (5.3)
α = 3,43× 10−3K−1, (5.4)
µ = 1 , (5.5)
g = 9,8ms−2. (5.6)
El nu´mero de Rayleigh te´rmicoRT , el tiempo caracter´ıstico tc, y la velocidad
caracter´ıstica vc resultan entonces
RT = 1,3122× 107∆T (K) , (5.7)
tc = 11797 s , (5.8)
vc = 4,2384× 10−5ms−1 . (5.9)
Es importante tener en cuenta que la temperatura de referencia T¯ no in-
terviene en las ecuaciones WOB para conveccio´n seca salvo a trave´s de los
para´metros, donde por simplicidad la consideramos fija. En este caso e´sta es
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una buena aproximacio´n, ya que las propiedades del aire seco var´ıan lenta-
mente con la temperatura alrededor de los 25◦C, y es la pra´ctica usual [56]
en el tratamiento de la conveccio´n de Rayleigh-Be´nard. El u´nico para´metro
de control sera´ entonces ∆T , a trave´s del nu´mero de Rayleigh RT .
Debe notarse que el tiempo caracter´ıstico es extremadamente largo (ma´s
de tres horas). Sin embargo, este es el tiempo caracter´ıstico de difusio´n ver-
tical; las escalas de tiempo sobre las que se desarrollara´ la conveccio´n son
mucho ma´s cortas, sobre todo a RT alto. Tambie´n hay que notar que a dife-
rencias de temperatura razonables los nu´meros de Rayleigh sera´n grandes;
para dar una idea, el nu´mero de Rayleigh cr´ıtico Rc = 1708 corresponde a
una diferencia de temperatura de so´lo 1,3× 10−4K. Igualmente las escalas
de velocidades son muy pequen˜as: una velocidad de 1ms−1 es de aproxima-
damente 2,5× 104 en unidades adimensionales.
5.1.4. Resultados
Las figuras 5.1 a 5.6 muestran los campos de temperatura y velocidad
para conveccio´n seca en la celda rectangular, para una seleccio´n de los casos
simulados. El tiempo al que mostramos los campos corresponde aproxima-
damente, en cada caso, al necesario para la entrada en re´gimen del sistema,
es decir para que desaparezca la memoria de las condiciones iniciales (CI).
Por claridad, en todas las figuras el campo de velocidades se muestra sobre
una grilla de a lo sumo 64 × 32 puntos, decimando la grilla original si e´sta
es mayor. El campo de temperatura, en cambio, se muestra a resolucio´n
completa. Debe notarse que el campo de temperatura mostrado es τ + θ,
para facilitar la interpretacio´n. La escala de colores va de azul (τ + θ = −12 ,
fr´ıa) a rojo (τ + θ = 12 , caliente), y no es uniforme sino logar´ıtmica tanto en
sentido creciente como decreciente a partir de τ + θ = 0; esta eleccio´n pre-
tende facilitar la visualizacio´n de las estructuras convectivas que involucran
temperaturas apenas por encima y por debajo de cero, que con una escala
lineal resultar´ıan imperceptibles. Los ejes coordenados se hallan etiquetados
en unidades adimensionales, normalizadas al alto de la celda.
En todos los casos las CI corresponden a velocidad nula y temperatura
igual al perfil conductivo (3.130). A este campo de temperatura se le adiciona
(so´lo en las CI) un campo de fluctuaciones Gaussianas de amplitud similar
a la del ruido te´rmico [44] a fin de aleatorizar la desestabilizacio´n del perfil
conductivo, y evitar que los patrones de conveccio´n que se formen dependan
de algu´n sesgo nume´rico sistema´tico.
La fenomenolog´ıa observada es interesante y se corresponde con la cono-
cida [56, 82, 83, 84, 85].
Para RT < Rc el estado conductivo es estable. Para una celda lateral-
mente infinita y CC no-slip la estabilidad deber´ıa perderse a RT = Rc, pero
es sabido que el umbral de inestabilidad crece para celdas finitas a medida
que la razo´n de aspecto disminuye, y por otra parte para inestabilidades
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Figura 5.1: Campos de temperatura (arriba) y velocidad (abajo) para con-
veccio´n seca en la celda rectangular a RT = 5Rc y t = tc sobre una grilla de
32× 16 puntos.
de´biles el tiempo de arranque de la conveccio´n puede ser muy largo. En la
pra´ctica no se observo´ inestabilidad a RT ≤ 1,5Rc para tiempos de corrida
t ≤ 2tc.
A bajo RT se alcanza un estado de re´gimen estacionario consistente en
dos vo´rtices contrarrotantes, en tiempos ∼ tc o menores. Este tiempo cae
ra´pidamente al crecer RT , hasta ∼ 0,1tc a RT ∼ 1000Rc (ver figuras 5.1
a 5.3).
Alrededor de RT ∼ 5000Rc estos vo´rtices desarrollan oscilaciones latera-
les, y aparecen las primeras “estructuras secundarias” (pequen˜os vo´rtices)
cerca de la base de las columnas ascendentes y descendentes (ver figura 5.4).
Todav´ıa existe un estado de re´gimen ordenado, pero ya no es estacionario
sino oscilatorio.
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Figura 5.2: Campos de temperatura (arriba) y velocidad (abajo) para con-
veccio´n seca en la celda rectangular a RT = 50Rc y t = tc sobre una grilla
de 64× 32 puntos.
Por encima de RT ∼ 5000Rc el estado de re´gimen se vuelve desordenado
y aperio´dico, y consiste ahora en columnas y vo´rtices intermitentes con un
amplio rango de taman˜os. Si se deja correr las simulaciones un tiempo largo,
se hace evidente que el sistema ya no alcanzara´ un estado de re´gimen ordena-
do ni (multi)perio´dico. A medida que RT crece el estado de re´gimen se torna
cada vez ma´s desordenado, dando lugar a una proliferacio´n de estructuras
convectivas cada vez ma´s pequen˜as (ver figura 5.5).
Finalmente, a RT ∼ 5 × 105Rc ∼ 109, la diferencia de temperatura
ha alcanzado unos 65◦C. Debe notarse que la diferencia de temperatura es
aqu´ı unas cinco veces mayor que la ma´s alta que alcanzaremos en el Cap´ıtu-
lo 6; ello es intencional, ya que la conveccio´n hu´meda tiende a ser ma´s
intensa que la seca al mismo ∆T . Los vo´rtices ma´s pequen˜os disminuyen
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Figura 5.3: Campos de temperatura (arriba) y velocidad (abajo) para con-
veccio´n seca en la celda rectangular a RT = 500Rc y t = 0,25tc sobre una
grilla de 128× 64 puntos (en velocidades decimada a 64× 32 puntos).
hasta alrededor de 1 cm y las velocidades t´ıpicas son del orden de 1m/s (ver
figura 5.6), en concordancia con resultados conocidos [56]. El tiempo nece-
sario para alcanzar este estado desde el estado inicial conductivo es bastante
corto, del orden de 0,001tc o aproximadamente unos 10 a 12 segundos.
El espaciamiento de grilla necesario para correr cada simulacio´n se mues-
tra al pie´ de las correspondientes figuras, y en todos los casos es consistente
con el requerimiento de resolver la capa l´ımite, lo que en nuestra experiencia
se consigue cuando e´sta tiene un espesor de entre cinco y diez puntos de gri-
lla. En la figura 5.7 se muestra el campo de temperatura resultante de correr
la misma simulacio´n de la figura 5.6 pero sobre una grilla intencionalmente
subdimensionada, con el doble de espaciamiento (la mitad de puntos) en ca-
da direccio´n. La presencia de una inestabilidad en damero resulta evidente,
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Figura 5.4: Campos de temperatura (arriba) y velocidad (abajo) para con-
veccio´n seca en la celda rectangular a RT = 5000Rc y t = 0,05tc sobre una
grilla de 192× 96 puntos (en velocidades decimada a 64× 32 puntos).
y sin embargo la simulacio´n no so´lo siguio´ corriendo sino que, aparte de su
evidente distorsio´n por la inestabilidad, el campo de temperatura es cualita-
tivamente similar al de la simulacio´n bien resuelta. Ello muestra claramente
la estabilidad y robustez del co´digo desarrollado.
En todos los casos se verifico´ que la incompresibilidad del campo de
velocidad era mantenida esencialmente a precisio´n de ma´quina. Para ello se
calculo´ el campo ∇ · u y se lo comparo´, tanto punto a punto como en valor
RMS sobre la celda, con el campo de vorticidad∇×u, obteniendo en ambos
casos |∇ · u|
|∇ × u| ∼ 10
−16, (5.10)
que esta´ al nivel del ε de ma´quina en precisio´n doble, la que empleamos en
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Figura 5.5: Campos de temperatura (arriba) y velocidad (abajo) para con-
veccio´n seca en la celda rectangular a RT = 50000Rc y t = 0,01tc sobre una
grilla de 384× 192 puntos (en velocidades decimada a 64× 32 puntos).
todas las simulaciones. De igual forma se verifico´ que los algoritmos respeta-
ban las CC con la misma precisio´n. Para ello se monitorearon los valores de
los campos sobre las fronteras z = 0 y z = H de la celda, compara´ndolos con
los valores RMS de los campos en el interior, con el mismo resultado. Esto
muestra que tanto el procedimiento de eliminacio´n del te´rmino de presio´n
desarrollado en la Seccio´n 4.4, como el procedimiento de resolucio´n de la
ecuacio´n de Laplace desarrollado en el Ape´ndice B.1, no so´lo son correctos,
sino que resuelven los respectivos problemas sin introducir ningu´n error ma´s
alla´ del inevitable por la naturaleza nume´rica de la implementacio´n (es decir,
que ambos me´todos son anal´ıticamente exactos).
Debemos destacar que el co´digo desarrollado es adema´s notablemente
ra´pido. Todas las simulaciones de este cap´ıtulo fueron corridas sobre un u´ni-
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Figura 5.6: Campos de temperatura (arriba) y velocidad (abajo) para con-
veccio´n seca en la celda rectangular a RT = 500000Rc y t = 0,002tc sobre
una grilla de 512× 256 puntos (en velocidades decimada a 64× 32 puntos).
co nu´cleo de un procesador Pentium D con velocidad de reloj de 3GHz, sin
ninguna optimizacio´n. Incluso omitimos en esta primera etapa optimizacio-
nes del co´digo de implementacio´n relativamente trivial, tales como aparear
las FFT de funciones reales mediante un algoritmo como el 2FFT [60], que
pra´cticamente duplicar´ıa la velocidad, pues el tiempo de co´mputo esta´ do-
minado por las llamadas a la FFT. Pese a estas desventajas, la simulacio´n
mostrada en la figura 5.6, con una grilla de 512 × 256 puntos, corrio´ a un
factor de compresio´n . 103, es decir menos de 1000 s de tiempo de CPU
por cada segundo de tiempo de evolucio´n simulado. Pruebas recientes de un
co´digo moderadamente optimizado, sobre un u´nico nu´cleo virtual (de cua-
tro) de un procesador Intel I3 a 3.5GHz, mostraron un desempen˜o unas diez
veces superior.
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Figura 5.7: Campo de temperatura para conveccio´n seca en la celda rectan-
gular a RT = 500000Rc y t = 0,002tc sobre una grilla subdimensionada de
256× 128 puntos.
Dados los resultados mostrados aqu´ı, en esta etapa los consideramos una
validacio´n suficiente del co´digo desarrollado. Pasamos entonces a probar las
modificaciones necesarias para implementar conveccio´n seca, primero en una
celda cuadrada con CC homoge´neas en los cuatro lados, y luego en una celda
triangular.
5.2. Celda cuadrada
Las simulaciones de conveccio´n seca en una celda cuadrada constituyen
un paso intermedio, cuyo objetivo es esencialmente poner a prueba la solu-
cio´n de la ecuacio´n de Laplace por el me´todo desarrollado en el Ape´ndice B.2.
El sistema de ecuaciones a resolver es todav´ıa el sistema WOB (3.137)–
(3.139), pero sobre una grilla cuadrada (isotro´pica) N × N . Las CC para
velocidad y temperatura son homoge´neas de Dirichlet en los cuatro lados
de la celda cuadrada. Para el campo de velocidad esto corresponde a CC
no-slip. Para el campo de temperatura las CC son las de contacto te´rmico
perfecto con la base (caliente), el techo (fr´ıa) y las paredes verticales, que
mantienen un gradiente de temperatura uniforme entre estos dos extremos
y pueden pensarse como conductores te´rmicos perfectos.
Esta u´ltima eleccio´n, que puede parecer algo extran˜a, tiene la intencio´n
de mantener como solucio´n estacionaria el perfil conductivo hidrosta´tico de
la Seccio´n 4.5, y no introducir complicaciones adicionales que dificulten la
comparacio´n con el caso precedente. Recue´rdese que no pretendemos simular
aqu´ı un dado problema realista, sino poner a prueba u´nicamente la solucio´n
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Figura 5.8: Campos de velocidad y temperatura para conveccio´n seca en la
celda cuadrada a RT = 5Rc y t = 2,0tc sobre una grilla de 16× 16 puntos.
de la ecuacio´n de Laplace. Las elecciones de resolucio´n temporal y espacial,
y las escalas y para´metros, son tambie´n los mismos de la Seccio´n 5.1, por los
mismos motivos. En particular, el ancho y alto de la celda son ahora ambos
de 0,5m.
Las figuras 5.8 a 5.10 muestran, para una seleccio´n de los casos simu-
lados, los campos de velocidad y temperatura para los valores de RT y los
tiempos indicados al pie de cada una, con la misma eleccio´n de escalas y
colores de la Seccio´n 5.1, y tienen aqu´ı un propo´sito simplemente ilustra-
tivo. Pese a ello es interesante notar la diferencia con los correspondientes
patrones convectivos de dicha Seccio´n, que muestra la influencia decisiva de
cambiar la razo´n de aspecto y las CC laterales. Tambie´n es interesante la
comparacio´n de la fenomenolog´ıa con uno de los pocos ejemplos que hemos
hallado en la literatura [86], con el que presenta gran similaridad.
A diferencia del caso precedente, y por las razones discutidas en la Sec-
cio´n 4.4.2, en este caso ya no esperamos que el me´todo desarrollado manten-
ga la homogeneidad de las CC con exactitud, pero s´ı que, por construccio´n
(ver Ape´ndice B.2), preserve la incompresibilidad del campo de velocidad.
Efectivamente, en todos los casos simulados se verifico´ que la incompresibi-
lidad era mantenida esencialmente a precisio´n de ma´quina, calculando como
antes el campo ∇ · u y compara´ndolo, punto a punto y en valor RMS, con
el campo de vorticidad ∇× u, y obteniendo en ambos casos
|∇ · u|
|∇ × u| ∼ 10
−16. (5.11)
En cambio, si bien el campo de temperatura respeta las CC a precisio´n de
ma´quina, como era de esperar, el campo de velocidad las viola, es decir,
difiere de cero. La magnitud de esta violacio´n va t´ıpicamente de ∼ 10−4 en
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Figura 5.9: Campos de velocidad y temperatura para conveccio´n seca en la
celda cuadrada a RT = 5000Rc y t = 0,05tc sobre una grilla de 96 × 96
puntos (en velocidades decimada a 32× 32 puntos).
las esquinas a ∼ 10−8 en el centro de los lados, respecto del valor RMS de la
velocidad en el interior de la celda. Esto es consecuencia del procedimiento
de resolucio´n de la ecuacio´n de Laplace desarrollado en el Ape´ndice B.2, que
en este caso es so´lo aproximado.
El hecho de violar la CC de velocidad nula puede generar cierta incomo-
didad desde el punto de vista f´ısico, ya que despue´s de todo suponemos que
las fronteras son r´ıgidas e impenetrables a la materia. Ma´s alla´ de que esta
violacio´n sea comparable o menor que la precisio´n con que estamos calcu-
lando los valores punto a punto de los campos (debido a las inexactitudes
del modelo), esta objecio´n puede salvarse por el simple procedimiento de
imponer, tras cada paso de integracio´n temporal, CC homoge´neas al cam-
po de velocidad, asignando a cero sus valores sobre la frontera en la grilla
directa. La consecuencia previsible es que entonces aparece una violacio´n
de la condicio´n de incompresibilidad, de la misma magnitud, en el interior
de la celda pero cerca de la frontera. Sin embargo resulta ma´s intuitivo y
tolerable, desde un punto de vista f´ısico, interpretar que el fluido simulado
no es exactamente incompresible, que pensar que las paredes simuladas no
son exactamente r´ıgidas.
En la pra´ctica adoptamos el procedimiento de reimponer las CC ho-
moge´neas al campo de velocidad en la grilla directa, tras cada paso de inte-
gracio´n temporal, trasladando as´ı la inexactitud de las CC a la divergencia
del mismo.
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Figura 5.10: Campos de velocidad y temperatura para conveccio´n seca en la
celda cuadrada a RT = 500000Rc y t = 0,002tc sobre una grilla de 256×256
puntos (en velocidades decimada a 32× 32 puntos).
5.3. Celda triangular
Las simulaciones de conveccio´n seca en una celda triangular constitu-
yen otro paso intermedio, cuyo objetivo es poner a prueba el me´todo de
las ima´genes desarrollado en la Seccio´n 4.6 y la solucio´n de la ecuacio´n de
Laplace para el campo adimensional τ obtenida all´ı. El sistema de ecuacio-
nes a resolver es el sistema WOB (3.142)–(3.144), sobre una grilla cuadrada
(isotro´pica)N×N e imponiendo las condiciones de simetr´ıa (4.118)–(4.121)
respecto a la diagonal x = z; las ecuaciones discretizadas en la grilla conju-
gada son el sistema (4.136)–(4.138). Las CC para velocidad y temperatura
son homoge´neas de Dirichlet en los cuatro lados de la celda cuadrada; sobre
la diagonal son homoge´neas de Dirichlet para temperatura y velocidad nor-
mal, y de Neumann para velocidad tangencial. Para el campo de velocidad
esto corresponde a CC no-slip en los cuatro lados de la celda, y free-slip en la
diagonal. Para el campo de temperatura las CC son las de contacto te´rmico
perfecto con todas las fronteras.
Las CC free-slip para velocidad sobre la diagonal (la base de la celda
triangular) son consecuencia directa del me´todo de las ima´genes; pueden
parecer poco realistas para conveccio´n seca, o al menos inconsistentes, ya
que en las dema´s fronteras tenemos CC no-slip. Sin embargo, como ya hemos
dicho no es nuestra intencio´n en este caso modelar un sistema realista, sino
so´lo poner a prueba partes del co´digo desarrollado. Adema´s, estas CC sera´n
realistas para conveccio´n hu´meda [77], como se discutira´ en la Seccio´n 6.2.
Las elecciones de resolucio´n temporal y espacial, y los para´metros, son
los mismos de la Seccio´n 5.1, y por los mismos motivos. Las escalas, en
cambio, se han elegido para corresponder al taman˜o del destilador real; en
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Figura 5.11: Campos de temperatura (arriba) y velocidad (abajo) para con-
veccio´n seca en la celda triangular a RT = 5Rc y t = 2tc sobre una grilla de
32× 32 puntos.
particular, el alto de la celda triangular es ahora 0,65m, con lo que el “alto”
y “ancho” de la celda cuadrada son ambos de
√
2× 0,65m.
Las figuras 5.11 y 5.12 muestran, para dos de los casos simulados, los
campos de velocidad y temperatura para los valores de RT y los tiempos
indicados al pie´ de cada una, con la misma eleccio´n de escalas y colores de la
Seccio´n 5.1, y tienen como en la Seccio´n 5.2 un propo´sito simplemente ilus-
trativo. Pese a ello es interesante notar la diferencia con los correspondientes
patrones convectivos de dichas Secciones, que muestra la influencia del cam-
bio de geometr´ıa y de las CC inferiores. En particular puede apreciarse en la
figura 5.12 que la distribucio´n de temperaturas es ma´s homoge´nea y ma´s fr´ıa
que para los casos comparables en las celdas cuadrada y rectangular. Ello
es debido a que ahora la superficie fr´ıa (los “techos” de la celda) es mayor
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Figura 5.12: Campos de temperatura (arriba) y velocidad (abajo) para con-
veccio´n seca en la celda triangular a RT = 500000Rc y t = 0,0015tc sobre
una grilla de 512× 512 puntos (en velocidades decimada a 64× 64 puntos).
que la caliente (la base) en un factor
√
2, y a que las CC free-slip en la base
facilitan la aparicio´n de estructuras convectivas ma´s organizadas que trans-
portan el calor con mayor eficiencia, las que se manifiestan como dos grandes
vo´rtices en el campo de velocidades. En conveccio´n de Rayleigh–Be´nard con
CC horizontales free-slip y laterales perio´dicas, e´stas estructuras se mani-
fiestan como flujo zonal [87] (dos capas superpuestas de flujo horizontal en
direcciones opuestas), y al contrario que aqu´ı, disminuyen el transporte de
calor.
Al igual que en la Seccio´n 5.2, y por las razones discutidas en la Sec-
cio´n 4.4.2, las CC homoge´neas para el campo de velocidad no son mantenidas
con exactitud en los “techos” de la celda triangular, aunque s´ı se verifica la
condicio´n de incompresibilidad a precisio´n de ma´quina. Las CC free-slip en
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Figura 5.13: Campo de temperatura adimensional τ correspondiente al perfil
conductivo adimensional en la celda triangular, sobre una grilla de 512×512
puntos.
la base, en cambio, se verifican con la anulacio´n en la frontera a precisio´n
de ma´quina, de la velocidad normal y de la derivada normal de la velocidad
tangencial. Ello era de esperar dadas las simetr´ıas impuestas al campo de
velocidad en la celda cuadrada por el me´todo de las ima´genes de la Sec-
cio´n 4.6. Como en la Seccio´n precedente, adoptamos el procedimiento de
reimponer las CC homoge´neas al campo de velocidad en la grilla directa
tras cada paso de integracio´n temporal (y generamos as´ı una leve violacio´n
de la incompresibilidad), pero so´lo en las fronteras de la celda cuadrada;
las CC en la base de la celda triangular, que querremos que sean free-slip
cuando simulemos conveccio´n hu´meda, no son alteradas.
La solucio´n obtenida en la Seccio´n 4.6 para la ecuacio´n de Laplace del
campo adimensional τ se muestra en la figura 5.13. Puede apreciarse a simple
vista que satisface las CC requeridas, τ = 12 en la base y τ = −12 en los
techos, y nume´ricamente se verifica que lo hace a precisio´n de ma´quina.
Esto era de esperar ya que a diferencia de las soluciones de la ecuacio´n de
Laplace obtenidas en cada paso de integracio´n por el me´todo iterativo de la
Seccio´n 4.4.2, esta solucio´n se obtiene de manera anal´ıtica, y es por lo tanto
exacta.
Este perfil conductivo de temperatura fue´ el utilizado como CI en todas
las simulaciones de conveccio´n seca en la celda triangular. Debe notarse que
estas CI ser´ıan dif´ıciles de implementar en la pra´ctica. Sin embargo tienen
dos ventajas: por un lado permiten un ra´pido inicio de la etapa convecti-
va, ya que el perfil conductivo no es hidrosta´tico; y por otro proveen de
un estado conductivo de referencia que resultara´ muy u´til en la Seccio´n 6.2
para la definicio´n y ca´lculo de los nu´meros de Nusselt [88] y Sherwood [89].
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La inexistencia de un perfil conductivo hidrosta´tico hace innecesario en es-
te caso desestabilizar la condicio´n inicial; sin embargo, para evitar que la
simetr´ıa bilateral de la celda triangular origine patrones convectivos con
un sesgo sistema´tico, igualmente se sumo´ al perfil conductivo un campo de
fluctuaciones Gaussianas de amplitud comparable a la del ruido te´rmico [44]
para construir la CI de las simulaciones.
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Cap´ıtulo 6
Conveccio´n hu´meda
En este cap´ıtulo mostraremos los resultados de aplicar el me´todo pseu-
doespectral del Cap´ıtlo 4 a las ecuaciones de Oberbeck–Boussinesq pa-
ra conveccio´n hu´meda en una celda rectangular (3.133)–(3.136) y triangu-
lar (3.109)–(3.112). Destacamos nuevamente que, si bien el primer problema
es de intere´s por s´ı mismo, no es parte de los objetivos de esta Tesis, y so´lo
lo hemos utilizado como otro paso de prueba para los co´digos nume´ricos
desarrollados.
6.1. Celda rectangular
Las simulaciones de conveccio´n hu´meda en una celda rectangular cons-
tituyen un u´ltimo paso intermedio, cuyo objetivo es esencialmente poner
a prueba el funcionamiento del modelo termodina´mico desarrollado en el
Ape´ndice A y expuesto resumidamente en la Seccio´n 3.1. El sistema de
ecuaciones a resolver es el sistema WOB (3.133)–(3.136), sobre una grilla
N×(N/2) ana´loga a la de la Seccio´n 5.1. Las CC para velocidad, temperatu-
ra y concentracio´n de agua son perio´dicas libres en los lados y homoge´neas en
la base y el techo. Para el campo de velocidad estas u´ltimas corresponden a
CC no-slip; para el campo de temperatura a contacto te´rmico perfecto con la
base (caliente) y el techo (fr´ıo); y para la concentracio´n de agua, a equilibrio
de saturacio´n con cada interfase, a la temperatura correspondiente.
Las elecciones de resolucio´n temporal y espacial, y las escalas, son tam-
bie´n los mismos de la Seccio´n 5.1, y por los mismos motivos. En particular,
el ancho y alto de la celda son de 1m y 0,5m, respectivamente.
Una diferencia fundamental con el caso de conveccio´n seca es que aho-
ra tenemos dos para´metros de control, la temperatura de referencia T¯ y
la diferencia de temperatura ∆T ; para conveccio´n seca so´lo ten´ıamos ∆T ,
ya que el aire seco se trataba como gas ideal, y todas sus propiedades se
asumı´an a 25◦C. Esto ampl´ıa el espacio de para´metros a explorar, pero debe
recordarse que no pretendemos realizar un estudio de este caso de por s´ı,
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Figura 6.1: Campo de temperatura (arriba) y velocidad (abajo) para convec-
cio´n hu´meda en la celda rectangular a T¯ = 18◦C, ∆T = 0,005◦C y t = 0,3tc
sobre una grilla de 64× 32 puntos.
sino so´lo como un caso de prueba para el modelo termodina´mico. Por ello
presentaremos resultados solamente para un par de casos que consideramos
relevantes a este propo´sito. Debe notarse tambie´n que todos los coeficientes
termodina´micos ya no toman valores fijos, sino que para cada simulacio´n
son calculados usando el modelo termodina´mico de la Seccio´n 3.1.
En cuanto a comparaciones con la literatura, si bien hay disponibles
diversos resultados [46, 47, 49, 50, 51] e´stos corresponden a conveccio´n tridi-
mensional en condiciones t´ıpicas de la atmo´sfera terrestre. La gran diferen-
cia con las condiciones dentro del destilador, que son mucho ma´s calientes
y hu´medas, y la diferente dimensionalidad de las simulaciones, hacen que
toda comparacio´n resulte en el mejor de los casos cualitativa.
La figura 6.1 muestra los campos de temperatura y velocidad a t =
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Figura 6.2: Campo de temperatura para conveccio´n seca (arriba) y hu´meda
(abajo) en la celda rectangular a T¯ = 54◦C, ∆T = 12◦C y t = 0,01tc sobre
una grilla de 512× 256 puntos.
0,3tc (en estado de re´gimen) para conveccio´n hu´meda con T¯ = 18
◦C y
∆T = 0,005◦C. Estos valores corresponden a RT− ∼ 0,8 × 105 ∼ 47Rc
y RT+ ∼ 105 ∼ 58Rc, y fueron seleccionados por ser un caso directamente
comparable con el de conveccio´n seca para R = 50Rc, que se muestra en la
figura 5.2, en un re´gimen estacionario y ordenado. Resulta evidente la in-
fluencia de la humedad sobre los patrones convectivos, que en este re´gimen
sabemos [46] que deber´ıa manifestarse en un notable estrechamiento lateral
(aproximadamente en un factor 2) de las columnas ascendentes y descen-
dentes y de los vo´rtices asociados; no´tese a este respecto que en conveccio´n
hu´meda la celda contiene cuatro columnas (dos ascendentes y dos descen-
dentes) y cuatro vo´rtices, exactamente el doble que para conveccio´n seca.
Este efecto es entonces bien reproducido por nuestro modelo.
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En la figura 6.2 se muestra el campo de temperatura para T¯ = 54◦C y
∆T = 12◦C, valores similares a los ma´s elevados que encontraremos en las
simulaciones de la Seccio´n 6.2. Las dos ima´genes corresponden al resulta-
do de evolucionar hasta t = 0,01tc, sobre una grilla de 512 × 256 puntos,
y partiendo de exactamente la misma condicio´n inicial, el sistema seco y el
hu´medo. Como puede apreciarse, si bien las principales estructuras convecti-
vas (una gran columna ascendente de base ancha situada aproximadamente
en x = −0,2, z = −0,5 y una descendente con base en x = 0, 7, z = 0,5)
esta´n presentes en ambos casos e incluso guardan cierta similaridad, la es-
tructura es mucho ma´s rica para conveccio´n hu´meda. En particular la base
de la columna ascendente, que para conveccio´n seca es esencialmente una
gran zona caliente indiferenciada, en conveccio´n hu´meda se ha fragmentado
en una multitud de columnas mas pequen˜as, lo que muestra la inestabilidad
mucho mayor introducida por la presencia de agua y el gran calor latente
liberado o absobido en sus transiciones de fase [46].
Si bie´n se realizaron varios experimentos nume´ricos adicionales sobre la
l´ınea de los ya expuestos, todos con resultados satisfactorios, la escasez de si-
tuaciones comparables en la literatura conocida por nosotros impide avanzar
mucho ma´s por esta v´ıa. Una validacio´n completa del modelo termohidro-
dina´mico del Cap´ıtulo 3 debera´ esperar entonces hasta la Seccio´n 6.2, donde
compararemos los resultados de las simulaciones con resultados experimen-
tales.
6.2. Celda triangular
Llegamos aqu´ı a la serie de simulaciones que constituyen el objetivo
central de esta Tesis: modelar nume´ricamente la termohidrodina´mica en el
interior de un destilador solar de batea, con un grado de detalle que permita
reproducir los resultados experimentales obtenidos con un modelo de labo-
ratorio [1]. Procederemos entonces a explicar en detalle los experimentos
nume´ricos realizados y los resultados obtenidos.
6.2.1. Ciclo diario experimental
En los experimentos realizados con el modelo de laboratorio, se in-
tento´ reproducir el ciclo diario de calentamiento y enfriamiento de un desti-
lador en condiciones de campo [1]. Para ello el agua de la batea fue calentada
segu´n un protocolo perio´dico de 24 hs, a lo largo de cinco d´ıas consecutivos.
En el panel superior de la figura 6.3 se muestran los valores de T¯ y ∆T
experimentales, promediados sobre los cinco ciclos diarios a fin de disminuir
el ruido inherente a las mediciones. De all´ı extraeremos los valores de los
para´metros de control para las simulaciones nume´ricas.
Una primera serie de experimentos nume´ricos mostro´ que simular el ci-
clo completo con una resolucio´n temporal aceptable llevar´ıa varios an˜os de
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Figura 6.3: Ciclo diario de los para´metros y coeficientes de las ecuaciones
WOB para conveccio´n hu´meda en la celda triangular. De arriba a abajo:
T¯ y ∆T en ◦C; q y ∆q; RT−, RT+, RM− y RM+; µ− y µ+ en m
2 s−1; en
funcio´n de t en horas (con cero arbitrario).
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Tabla 6.1: Para´metros de control, taman˜os de grilla y valores de q, ∆q, RT−,
RT+, RM− y RM+ y µ+ para las simulaciones de conveccio´n hu´meda en la
celda triangular (µ− = 1 por definicio´n).
T¯ ∆T N q ∆q RT+ RT− RM+ RM− µ+
◦C ◦C ×10−4 ×10−4 ×106 ×106 ×106 ×106 m2 s−1
18.0 0.6 192 93.9 4.1 10.0 7.8 −1.6 0.9 0.41
20.0 2.3 256 106.4 17.6 38.6 29.4 −6.7 4.0 0.38
25.0 5.5 256 153.8 61.2 101.0 69.9 −21.9 13.0 0.31
30.0 8.6 384 215.9 116.1 152.6 94.5 −39.5 23.2 0.25
35.0 9.6 512 296.3 175.8 190.8 104.0 −56.9 33.0 0.20
40.0 10.0 512 406.8 241.6 220.8 103.4 −74.4 42.3 0.16
45.0 10.5 512 537.9 325.3 260.7 104.6 −96.0 53.5 0.13
48.2 11.7 512 650.1 421.0 312.7 111.7 −120.8 66.0 0.11
50.0 11.6 768 720.9 458.2 327.7 109.4 −129.5 70.0 0.10
52.0 11.4 768 815.9 510.4 350.4 107.5 −141.7 75.4 0.09
52.6 11.4 768 826.3 508.7 347.7 105.7 −141.0 74.8 0.09
53.5 11.0 768 867.8 512.5 345.0 101.3 −141.0 74.3 0.09
tiempo de procesamiento. Sin embargo los mismos experimentos mostraron
que partiendo de una CI como la de la Seccio´n 5.3, el sistema entraba en
re´gimen en un tiempo varios o´rdenes de magnitud ma´s corto (de menos de
un minuto en todos los casos). Por ello decidimos seleccionar una serie de
valores de los para´metros de control que juzgamos representativos de las
condiciones en diferentes puntos del ciclo, y simular el comportamiento del
destilador para cada uno, manteniendo en cada caso constantes los valores
de dichos para´metros. Los valores seleccionados se muestran en la Tabla 6.1.
6.2.2. Ecuaciones, CC y resolucio´n
En todos los casos las ecuaciones simuladas corresponden al sistema
WOB (3.109)–(3.112), en una celda cuadrada de dimensiones ℓ × ℓ. Las
CC para los campos adimensionales de velocidad u, temperatura θ y con-
centracio´n χ son homoge´neas de Dirichlet en los cuatro lados de esta celda.
La celda triangular y el campo gravitatorio son los descriptos en la Sec-
cio´n 3.2.12, y los campos dentro de ella se obtienen por el me´todo de las
ima´genes y usando las condiciones de simetr´ıa de la Seccio´n 4.6, lo que da
CC homoge´neas de Dirichlet para velocidad normal, temperatura y concen-
tracio´n en la base de la celda triangular, y CC homoge´neas de Neumann
para velocidad tangencial.
El campo adimensional estacionario τ , solucio´n de la ecuacio´n de Laplace
adimensional con CC τ = 12 en la base z = x de la celda triangular y τ = −12
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en sus techos x = 0 y z = ℓ, se construye anal´ıticamente como se describe
en la Seccio´n 4.6.
F´ısicamente, las CC para el sistema as´ı construido son: no-slip en los
techos y free-slip en la base para velocidad; contacto te´rmico perfecto en
la base (caliente, a temperatura 12 ) y los techos (fr´ıos, a temperatura −12 )
para temperatura; y equilibrio de saturacio´n a la temperatura de la interfase
para concentracio´n. Las CC free-slip en la base de la celda triangular son
consecuencia directa del uso del me´todo de las ima´genes. Sin embargo en este
caso la base de la celda triangular es la superficie del agua de la batea, por
lo que el contacto all´ı es entre dos fluidos, y no entre un fluido y una pared
r´ıgida. Estas CC, sin ser exactas, son entonces una aproximacio´n mucho
mejor a las CC reales [77] que las CC no-slip.
Discretizado sobre una grilla directa isotro´pica N × N , y representado
en la grilla conjugada, el sistema de ecuaciones resultante es el (4.125)–
(4.128). En cada caso el taman˜o N de la grilla se elige de modo de obtener
una buena resolucio´n de la capa l´ımite, pero no mucho ma´s grande. Es
decir, trabajamos lo ma´s cerca posible de la resolucio´n espacial o´ptima.
Los taman˜os resultantes para cada valor de los para´metros de control que
simularemos se muestran en la Tabla 6.1.
Una breve serie de experimentos nume´ricos exigiendo al integrador tem-
poral precisiones relativas de 10−2 a 10−5, confirmo´ la validez en este caso
del resultado discutido en la Seccio´n 5.1.1. Adoptamos entonces como antes
una precisio´n relativa de 10−3 como nuestro standard para la integracio´n
temporal.
6.2.3. Escalas y para´metros
El modelo de laboratorio del destilador [1] en la configuracio´n 2 descripta
en la Seccio´n 2.1.2, tiene una base rectangular y un techo a dos aguas con
a´ngulos de 45◦. La altura de la cu´spide sobre la base es H = 0,65m, que
sera´ entonces la unidad de longitud en el proceso de adimensionalizacio´n de
las ecuaciones WOB en la Seccio´n 3.2.9, y es la unidad de longitud para las
variables adimensionales. La longitud de la base sera´ entonces L = 1,30m.
No´tese que ninguna de estas dos cantidades es en este caso el lado ℓ de
la celda cuadrada sobre la que discretizamos en la grilla directa. En cambio
tendremos ℓ =
√
2H = 0,92m. Es decir, en variables adimensionales los
lados de la celda cuadrada tienen longitud
√
2.
Los para´metros de control T¯ y ∆T son los u´nicos que podemos elegir
libremente en este caso, aparte de la presio´n ambiente p. El modelo ter-
modina´mico de la Seccio´n 3.1 provee los valores de todas las funciones y
coeficientes termodina´micos a partir de ellos. Las expresiones relevantes de
los coeficientes termodina´micos a la presio´n de saturacio´n son las resumi-
das en el ape´ndice A.13, y la linealizacio´n o´ptima de la concentracio´n de
saturacio´n qs sera´ la provista en el Ape´ndice A.14. El estado de referencia
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Figura 6.4: Campo de temperatura para conveccio´n hu´meda en la celda
triangular a T¯ = 35◦C y ∆T = 9,6◦C, a tiempos t = 0,00025tc (arriba
izquierda), t = 0,00050tc (arriba derecha), t = 0,00100tc (abajo izquierda) y
t = 0,00200tc (abajo derecha), sobre una grilla de 512× 512 puntos.
sera´ entonces, en todas las simulaciones, el perfil conductivo saturado esta´tico
descripto en la Seccio´n 3.2.7.
No hemos elegido au´n la presio´n ambiente p a la que realizaremos las
simulaciones, y muchas de las funciones del modelo termodina´mico depen-
den de ella. Extran˜amente, aunque la ciudad de Salta se encuentra aproxi-
madamente a 1200m sobre el nivel del mar, en la fecha de realizacio´n del
experimento (8 al 13 de mayo de 2006) la presio´n ambiente se mantuvo ape-
nas por debajo de los 1000mb [1, 22]. Realizaremos entonces todas nuestras
simulaciones para una presio´n p = 1000mb. Los valores resultantes de los
coeficientes q, ∆q, RT−, RT+, RM− y RM+ y µ+ para cada simulacio´n se
muestran en la Tabla 6.1; debe recordarse que µ− = 1 por definicio´n.
Finalmente, diremos que para todos los valores seleccionados de los
para´metros de control la escala de tiempos definida por el tiempo de di-
fusio´n te´rmica vertical justo por debajo de la saturacio´n tc = H
2/κ− , re-
sulta aproximadamente la misma, ∼ 19000 s. Este es un tiempo muy largo
(ma´s de cinco horas), pero debemos recordar que la dina´mica convectiva se
desarrolla sobre tiempos mucho ma´s cortos, como veremos enseguida.
6.2.4. Condiciones iniciales
Las CI utilizadas en todas las simulaciones son las mismas, y correspon-
den al perfil conductivo saturado estacionario de la Seccio´n 3.2.7. Dado que
el perfil conductivo no es una solucio´n hidrosta´tica, esta CI resulta poco
realista (y dif´ıcilmente realizable) desde un punto de vista f´ısico. Sin embar-
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go en las simulaciones tiene dos ventajas: por un lado garantiza un ra´pido
comienzo de la corriente convectiva, como se muestra en la figura 6.4, que
no se conseguir´ıa partiendo desde CI ma´s realistas como igualar inicialmen-
te el campo de temperaturas a la CC “fr´ıa”; y por otra parte proveen un
conveniente estado conductivo de referencia para el ca´lculo de los nu´meros
de Nusselt [88] y Sherwood [89].
La inexistencia de un perfil conductivo hidrosta´tico hace innecesario des-
estabilizar la condicio´n inicial; sin embargo, para evitar que la simetr´ıa
bilateral de la celda triangular origine patrones convectivos con un sesgo
sistema´tico, igualmente se sumo´ al perfil conductivo un campo de fluctua-
ciones Gaussianas de temperatura, de amplitud comparable a la del ruido
te´rmico [44] para construir la CI de las simulaciones.
6.2.5. Fenomenolog´ıa
En las figuras 6.5 a 6.16 se muestran los campos de temperatura, conte-
nido de agua, humedad relativa y velocidad para conveccio´n hu´meda en la
celda triangular, para los valores de T¯ , δT y t indicados al pie de cada una.
Los tiempos son los finales de cada simulacio´n, ya que algunas simulaciones
au´n estaban corriendo al momento de la escritura de esta Tesis, pero en to-
dos los casos son bastante mayores al necesario para la entrada en re´gimen
del sistema, es decir para que desaparezca la memoria de las CI.
Por claridad, en todas las figuras el campo de velocidades se muestra
sobre una grilla de 64× 64 puntos, decimando la grilla original. Los campos
de temperatura, concentracio´n y humedad relativa, en cambio, se muestran
a resolucio´n completa. En todos los casos los ejes coordenados se hallan
etiquetados en unidades adimensionales, normalizadas al alto de la celda.
Debe notarse que el campo de temperatura mostrado es τ + θ, para
facilitar la interpretacio´n. La escala de colores va de azul (CC fr´ıa, τ + θ =
−12 ) a rojo (CC caliente, τ + θ = 12), y no es uniforme sino logar´ıtmica
tanto en sentido creciente como decreciente a partir de τ + θ = 0; esta
eleccio´n pretende facilitar la visualizacio´n de las estructuras convectivas que
involucran temperaturas apenas por encima y por debajo de cero, que con
una escala lineal resultar´ıan imperceptibles. Ana´logamente, para el campo
de concentracio´n de agua se muestra τ + χ, y la escala de colores tiene
un significado similar, con τ + χ = −12 correspondiente a saturacio´n a la
temperatura fr´ıa y τ + χ = 12 a saturacio´n a la temperatura caliente.
El campo de humedad relativa se define [39] como
hR =
q(1− qs)
qs(1− q) (6.1)
y se calcula a partir de los campos θ, χ y τ de acuerdo a las transformaciones
de adimensionalizacio´n de la Seccio´n 3.2.9. Este campo no es una variable
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dina´mica en las simulaciones, y en realidad es redundante, pero su visuali-
zacio´n es de gran ayuda en la interpretacio´n fenomenolo´gica. La escala de
colores es nuevamente logar´ıtmica en ambas direcciones a partir de hR = 1,
que corresponde a saturacio´n, yendo de azul (aire seco, hR = 0) a rojo (aire
sobresaturado con la misma proporcio´n de agua l´ıquida que vapor, hR = 2).
Se ha an˜adido una delgada l´ınea gris marcando el valor hR = 1, que separa
el aire sobresaturado donde las gotas de agua forman niebla, del aire claro
subsaturado.
La fenomenolog´ıa hallada es extremadamente rica en detalles, y una des-
cripcio´n completa ser´ıa casi imposible. Notaremos solamente algunos rasgos
sobresalientes.
A temperaturas bajas (figuras 6.5 y 6.6) resulta evidente un estado de
re´gimen mas o menos ordenado, consistente en dos vo´rtices contrarrotantes
con una columna caliente, hu´meda y sobresaturada ascendente en el cen-
tro. Si bien el estado de re´gimen se desordena a temperaturas mayores, este
rasgo permanece en general invariante, y aunque a temperaturas altas (fi-
guras 6.12 a 6.16) la columna central puede desaparecer transitoriamente,
eventualmente vuelve a formarse. Correspondientemente, la dominancia de
los vo´rtices principales disminuye al aumentar la temperatura, y a tempera-
turas altas pierden simetr´ıa y pueden llegar a desparecer por completo para
ser reemplazados transitoriamente por otras estructuras (ver por ejemplo la
figura 6.13).
La persistencia de este esquema de circulacio´n general puede explicarse
cualitativamente por la geometr´ıa y las CC: los techos fr´ıos e inclinados
favorecen la formacio´n de corrientes fr´ıas descendentes justo debajo de ellos,
y la circulacio´n que e´stas inducen no se ve obstaculizada al llegar a la base,
debido a las CC free-slip. Las columnas ascendentes incipientes son entonces
arrastradas hacia el centro de la base, reunie´ndose en una sola columna
relativamente alta y estrecha que asciende aproximadamente hacia (y hasta)
la cu´spide, estableciendo una circulacio´n general que se autorrefuerza.
Otro rasgo persistente y notable, sobre todo a temperaturas altas, es
la formacio´n de una “burbuja” estancada, fr´ıa y sobresaturada justo bajo
la cu´spide del techo. Esta burbuja tiende a crecer y eventualmente se des-
estabiliza, liberando columnas descendentes de aire fr´ıo y extremadamente
sobresaturado, las que a veces caen directamente y otras deslizan por la cara
interna del techo antes de desprenderse. Este feno´meno es visible sobre todo
en el campo de humedad relativa (ver figuras 6.11, 6.12, 6.14, 6.15 y 6.16).
La presencia y dina´mica de esta burbuja puede tambie´n entenderse cua-
litativamente como resultado de la formacio´n de una zona de estancamiento
justo bajo la cu´spide debido a las CC no-slip. Esta regio´n estancada es na-
turalmente muy fr´ıa, al estar en estrecho contacto con ambos techos, y es
frecuentemente “empujada” desde abajo por la corriente ascendente caliente
que, si bien no logra desplazarla, le transfiere por difusio´n cantidades apre-
ciables de agua. La saturacio´n de la burbuja va entonces aumentando hasta
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que la sobredensidad generada por la creciente cantidad de agua l´ıquida
permite la desestabilizacio´n de su frontera inferior.
Estos rasgos notables, al igual que el taman˜o de los vo´rtices ma´s pequen˜os
(alrededor de 1 cm) y las velocidades t´ıpicas (del orden de las decenas de
cm/s), se hallan en concordancia con observaciones experimentales [1, 7, 21,
22].
Otra caracter´ıstica notable, visible en todas las figuras 6.5 a 6.16, y que
es relevante para los rasgos mencionados anteriormente, es que el campo de
concentracio´n de agua es mucho ma´s difuso que el de temperatura. Esto se
explica porque, si bien la difusividad de la concentracio´n λ y la difusividad
de la temperatura por debajo de la saturacio´n µ− son comparables, la difu-
sividad de la temperatura por encima de la saturacio´n µ+ llega a ser ma´s
de un orden de magnitud menor que ambas, debido a que la presencia de
agua l´ıquida hace a una parcela mucho ma´s dif´ıcil de calentar o enfriar. Las
regiones sobresaturadas tienden entonces a permanecer aproximadamente
isote´rmicas, mientras difunden grandes cantidades de agua a las parcelas
circundantes, sobresatura´ndolas a su vez en un efecto de cascada que dis-
tribuye la concentracio´n de agua con una eficiencia mucho mayor que la
temperatura.
6.2.6. Flujo te´rmico y de masa
Consistentemente con la deduccio´n de las ecuaciones de transporte de
calor (3.26) y de concentracio´n (3.31), las corrientes difusivas de calor (sen-
sible) y de concentracio´n de agua se definen respectivamente como
jh = −K∇T, (6.2)
jw = −D∇q, (6.3)
donde de acuerdo a la aproximacio´n de Boussinesq trataremos la conductivi-
dad te´rmicaK, la densidad ρ y el coeficiente de difusio´n D como constantes,
iguales a sus respectivos valores en el estado de referencia.
De acuerdo al modelo del Cap´ıtulo 3, en una frontera con CC de contacto
te´rmico perfecto todo el calor sensible que la atraviesa se deposita en ella.
La tasa de transferencia de calor sensible a trave´s de una frontera es
Qs = −K
∫
A
∇T · ds, (6.4)
donde ds es el diferencial de a´rea normal y A es el a´rea de la frontera. El
flujo te´rmico es entonces
Js =
Qs
A
. (6.5)
Tomando en cuenta que en 2D la frontera es unidimensional, y realizando
la cadena de transformaciones de adimensionalizacio´n de la Seccio´n 3.2,
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Figura 6.17: Flujo te´rmico J nume´rico por calor sensible (azul), latente (rojo)
y total (negro) para conveccio´n hu´meda en la celda triangular a T¯ = 20◦C,
∆T = 2,3◦C, en funcio´n del tiempo.
tendremos para el flujo te´rmico (por calor sensible) a trave´s de la cubierta
izquierda (x = 0) del destilador
Js =
K∆T
H
1
ℓ′z
∫ ℓ′z
0
∂x′(τ + θ)|x′=0 dz′, (6.6)
donde H es la altura del destilador, ℓ′z es la longitud de la cubierta izquierda
x′ = 0, y hemos vuelto a primar las variables adimensionales para impedir
confusiones.
Encontramos ahora, sin embargo, un serio problema: el flujo te´rmico a
trave´s de una regio´n de seccio´n triangular, con la base caliente y el techo
fr´ıo, es una integral divergente. Ello es debido a que las fronteras fr´ıa y
caliente convergen en el a´ngulo, de modo que au´n en el estado conductivo
el gradiente te´rmico diverge all´ı. La contribucio´n convectiva sera´ en cambio
finita, ya que el a´ngulo es una zona de estancamiento.
Obviamente este problema no se presenta en la pra´ctica por multitud de
razones (la cubierta del destilador no apoya directamente sobre el agua, por
128
6.2. CELDA TRIANGULAR
0,000 0,001 0,002 0,003 0,004 0,005 0,006 0,007 0,008 0,009 0,010
0,000000
0,000005
0,000010
0,000015
0,000020
0,000025
0,000030
 
 
re
nd
im
ie
nt
o 
(k
g 
m
-2
 s
-1
)
t/t
c
 vapor
 gotas
 total
Figura 6.18: Rendimiento nume´rico por condensacio´n de vapor (azul), de-
posicio´n de gotas (rojo) y total (negro) para conveccio´n hu´meda en la celda
triangular a T¯ = 20◦C, ∆T = 2,3◦C, en funcio´n del tiempo.
ejemplo), pero debemos encontrar una forma de evitarlo matema´ticamen-
te. Notemos que nume´ricamente, al estar los campos discretizados sobre la
grilla directa no tendremos una divergencia, pero igualmente las contribu-
ciones a Js de regiones cercanas al a´ngulo estara´n “contaminadas” por una
contribucio´n conductiva dominante.
La solucio´n que implementamos consiste en limitar la integral de l´ınea
en (6.6) a la porcio´n central del techo, lejos de las posibles zonas de estan-
camiento, reescribiendo
Js =
K∆T
H
1
ℓ′z/2
∫ 3ℓ′z/4
ℓ′z/4
∂x′(τ + θ)|x′=0 dz′. (6.7)
El coeficiente de transferencia te´rmica por calor sensible se define entonces
como
hs =
Js
δT
. (6.8)
donde δT es la diferencia media de temperatura entre la frontera (T = Tc)
y el fluido lejos de ella (T ∼ T¯ ), de modo que δT = −∆T/2.
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Figura 6.19: Flujo te´rmico J nume´rico por calor sensible (azul), latente (rojo)
y total (negro) para conveccio´n hu´meda en la celda triangular a T¯ = 35◦C,
∆T = 9,6◦C, en funcio´n del tiempo.
El coeficiente de transferencia de masa, por su parte, se define como
kc =
Qw
Aδq
, (6.9)
donde
Qw = −D
∫
∇q · ds (6.10)
es la tasa de transferencia de concentracio´n a trave´s de la frontera, y δq es la
diferencia media de concentracio´n entre la frontera (q = qc) y el fluido lejos
de ella (q ∼ q¯), de modo que δq = −∆q/2. La corriente de concentracio´n
de agua puede a su vez separarse en una contribucio´n jℓ debida al agua
l´ıquida, y otra jv debida al vapor. Siguiendo el mismo tratamiento definimos
los coeficientes de transferencia de masa total kc, de vapor kc,v y de agua
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Figura 6.20: Rendimiento nume´rico por condensacio´n de vapor (azul), de-
posicio´n de gotas (rojo) y total (negro) para conveccio´n hu´meda en la celda
triangular a T¯ = 35◦C, ∆T = 9,6◦C, en funcio´n del tiempo.
l´ıquida kc,l como
kc =
2D
H
1
ℓ′z/2
∫ 3ℓ′z/4
ℓ′z/4
∂x′(τ + χ)|x′=0 dz′, (6.11)
kc,v =
2D
H
1
ℓ′z/2
∫ 3ℓ′z/4
ℓ′z/4
∂x′(τ + ξ)|x′=0 dz′, (6.12)
kc,l = kc − kc,v. (6.13)
donde hemos definido el campo de concentracio´n de vapor
ξ(r, t) = mı´n [χ(r, t), θ(r, t)] . (6.14)
Ahora bien, de acuerdo al modelo desarrollado en la Seccio´n 3.2, el agua
que fluir´ıa por difusio´n a trave´s de una frontera se deposita en ella. Podemos
calcular entonces la tasa de condensacio´n de vapor V , la tasa de deposicio´n
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Figura 6.21: Flujo te´rmico J nume´rico por calor sensible (azul), latente (rojo)
y total (negro) para conveccio´n hu´meda en la celda triangular a T¯ = 52◦C,
∆T = 11,7◦C, en funcio´n del tiempo.
total de agua W y la tasa de deposicio´n de agua l´ıquida U como
V = qsρkc,v (kgm
−2 s−1), (6.15)
W = qsρkc (kgm
−2 s−1), (6.16)
U =W − V. (6.17)
Por otra parte, el vapor de agua que condensa en la frontera deposita
all´ı su calor latente. Tendremos entonces una segunda contribucio´n Jl al
flujo de calor en la forma de flujo de calor latente
Jl = lvV. (6.18)
El flujo de calor total sera´ entonces
Jt = Js + Jl. (6.19)
Si quisie´ramos definir un coeficiente de transferencia te´rmica por calor
latente, sin embargo, ser´ıa dif´ıcil justificar una definicio´n como hl = Jl/δT ,
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Figura 6.22: Rendimiento nume´rico por condensacio´n de vapor (azul), de-
posicio´n de gotas (rojo) y total (negro) para conveccio´n hu´meda en la celda
triangular a T¯ = 52◦C, ∆T = 11,7◦C, en funcio´n del tiempo.
ya que es fa´cil imaginar situaciones en que tal definicio´n es patentemente
incorrecta: Por ejemplo si la base y la cubierta esta´n a la misma temperatura
con la base saturada pero la cubierta subsaturada, tendremos evaporacio´n
en la base y condensacio´n en la cubierta con la consiguiente transferencia
de calor latente entre ambas, a diferencia de temperatura cero, simplemente
por gradiente de concentracio´n (por supuesto la base debe entregar calor y
la cubierta eliminarlo, pero ello no necesita que sus temperaturas sean dis-
tintas). Otro caso es el enfriamiento evaporativo (por ejemplo en el proceso
de transpiracio´n), donde una atmo´sfera caliente pero seca puede enfriar una
superficie hu´meda aunque e´sta este´ ma´s fr´ıa que ella.
No intentaremos entonces dar una definicio´n de hl que tenga sentido,
sino que convertiremos los datos experimentales [1] de coeficiente de trans-
ferencia te´rmica a flujo de calor (total), y los compararemos con la prediccio´n
nume´rica. Aunque el coeficiente de transferencia de masa no sufre los mismos
problemas, en este caso no tenemos disponibles resultados experimentales
al respecto, por lo que la comparacio´n se hara´ entre resultados nume´ricos y
experimentales [4] de rendimiento de agua destilada.
Por brevedad so´lo presentaremos una muestra representativa de los resul-
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tados para flujo te´rmico y rendimiento de agua destilada. Las figuras 6.17
a 6.22 muestran los valores de flujo y rendimiento para las temperaturas
indicadas al pie´ de cada una. En todos los casos puede observarse un transi-
torio donde la cubierta del destilador inicialmente se enfr´ıa, sobre todo por
evaporacio´n, para sufrir luego un pico de calentamiento.
Por ejemplo para T¯ = 35◦C, ∆T = 9,6◦C (figura 6.19) el enfriamiento
alcanza su ma´ximo para t ∼ 0,00025tc, y el calentamiento para t ∼ 0,0005tc.
Comparando con el campo de temperatura mostrado en la figura 6.4, vemos
que el pico de enfriamiento corresponde a los tiempos en que la intrusio´n
de la burbuja caliente y hu´meda ascendente fuerza al fluido ma´s fr´ıo y seco,
que inicialmente se hallaba en la cu´spide, a descender por el interior de la
cubierta (recue´rdese que el fluido es incompresible). El pico de calentamien-
to en cambio, corresponde al tiempo en que dicha burbuja toma contacto
con la cubierta, invirtiendo la situacio´n. Tras este transitorio el flujo te´rmi-
co entra ra´pidamente en re´gimen, y ya no presenta rasgos notorios para
t > 0,002tc. Se encuentra disponible una animacio´n [90] de este caso, la que
muestra los campos de temperatura, concentracio´n, humedad relativa y ve-
locidad en la misma disposicio´n que en la figura 6.9, para t desde cero hasta
0,01tc a intervalos de 10
−5 y a 5 cuadros por segundo, lo que corresponde
aproximadamente a la evolucio´n en tiempo real del sistema. Se recomienda
su visualizacio´n, ya que resulta de gran ayuda para la comprensio´n de la
dina´mica.
Tambie´n en todos los casos puede observarse que la contribucio´n del
calor latente al flujo te´rmico es dominante. Asimismo la mayor parte del
rendimiento de agua destilada corresponde a condensacio´n de vapor, aunque
a las temperaturas ma´s altas la deposicio´n de gotas es tambie´n significativa.
Otro rasgo notable es la gran variabilidad temporal tanto del flujo te´rmi-
co como del rendimiento en el estado de re´gimen. Este rasgo se corresponde
bie´n con lo observado en los experimentos [1]. Esta variabilidad se debe al
paso por la regio´n de la cubierta donde se calcula el flujo y el rendimiento,
de parcelas de fluido con grandes diferencias de temperatura y concentracio´n
de agua, y es por lo tanto intr´ınseca.
Todos los rasgos mencionados para los resultados de flujo te´rmico y ren-
dimiento de agua mostrados en las figuras 6.17 a 6.22 son gene´ricos, repi-
tie´ndose tambie´n para los casos no mostrados aqu´ı.
La figura 6.23 muestra los valores experimentales [1] y nume´ricos de flujo
te´rmico total Jt para los valores de T¯ y ∆T simulados. Los valores nume´ricos
mostrados all´ı se obtienen haciendo estad´ıstica de los valores instanta´neos
en estado de re´gimen (en todos los casos para t ≥ 0,002tc). Debe notarse que
las barras de error de los resultados nume´ricos representan principalmente
su variabilidad intr´ınseca en el estado de re´gimen, de modo que estad´ısticas
sobre tiempos ma´s largos dif´ıcilmente las disminuyan; otro tanto ocurre con
los valores experimentales. El acuerdo entre los valores experimentales y
nume´ricos es bueno, aunque no excelente. A temperaturas bajas el modelo
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Figura 6.23: Flujo te´rmico total J experimental (azul) y nume´rico (rojo)
para conveccio´n hu´meda en la celda triangular, en funcio´n de la temperatura
de referencia T¯ . Ambos valores se muestran con barras de error de una
desviacio´n standard; las cajas azules indican el rango de variacio´n de los
datos experimentales.
parece tender a sobreestimar el flujo te´rmico, mientras que lo subestima
a temperaturas intermedias. El peor desacuerdo ocurre alrededor de T¯ =
40◦C, donde el valor nume´rico es menor que el experimental en ∼ 60Wm−2,
un defecto del 27%. Debemos destacar que por debajo de los 25◦C el flujo
te´rmico (experimental) a trave´s de la cubierta cae bajo el error de medicio´n,
e incluso puede ser negativo [1], circunstancia que no esta´ contemplada en
el modelo nume´rico. Los puntos experimentales para T¯ = 18◦C y T¯ = 20◦C
deben entonces tomarse con cierta cautela.
La figura 6.24 muestra los valores experimentales [4] y nume´ricos de
rendimiento para los valores de T¯ y ∆T simulados. Nuevamente los valo-
res nume´ricos mostrados se obtienen haciendo estad´ıstica de los valores ins-
tanta´neos en estado de re´gimen, y esta´n discriminados en la contribucio´n por
condensacio´n de vapor (azul), deposicio´n de gotas (rojo) y total (negro). El
acuerdo entre ambos es muy bueno, aunque los valores tanto experimentales
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Figura 6.24: Rendimiento de agua destilada experimental (verde) y nume´rico
(vapor en azul, gotas en rojo, total en negro) para conveccio´n hu´meda en la
celda triangular. Los valores nume´ricos se muestran con barras de error de
una desviacio´n standard.
como nume´ricos presentan una variabilidad relativamente grande.
6.2.7. Nu´meros de Nusselt y Sherwood
El nu´mero de Nusselt es una de las cantidades adimensionales ma´s uti-
lizadas y convenientes para comparar resultados de transferencia te´rmica
entre diversos experimentos y simulaciones. Una de sus definiciones usuales
es
Nu =
hL
K
, (6.20)
donde h es el coeficiente de transferencia te´rmica, L es una longitud carac-
ter´ıstica y K es la conductividad te´rmica del fluido. Un problema con esta
definicio´n es que la eleccio´n de L es en cierta medida arbitraria, pero en
nuestro caso lo decisivo es que no tenemos una definicio´n razonable de h.
Sin embargo podemos recurrir a la definicio´n alternativa
Nu =
Flujo te´rmico convectivo
Flujo te´rmico conductivo
, (6.21)
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donde el numerador es el flujo te´rmico a trave´s del sistema en el estado
convectivo, mientras el denominador es el flujo en el estado conductivo (u =
0) del mismo sistema con las mismas CC. Evidentemente esta definicio´n
es inaplicable en la pra´ctica a un sistema que, como el destilador, presenta
conveccio´n esponta´nea para cualquier diferencia de temperatura finita. Sin
embargo nume´ricamente disponemos del estado conductivo del sistema, que
es justamente el que hemos adoptado como CI.
Notemos que en este caso la divergencia del flujo te´rmico en la celda
triangular no constituye un problema insalvable, ya que la misma se presenta
tanto en el numerador como en el denominador, y en principio es posible
cancelarla. Sin embargo cualquier procedimiento de este tipo au´n har´ıa que
la contribucio´n divergente dominase ambos te´rminos, y siendo e´sta de origen
conductivo en ambos, obtendr´ıamos siempre Nu = 1.
Adoptaremos entonces el mismo procedimiento que para el ca´lculo pre-
cedente del flujo te´rmico, representado por la ecuacio´n (6.7). En ese caso el
nu´mero de Nusselt que estaremos definiendo sera´ hasta cierto punto local,
y los valores obtenidos pueden variar segu´n los detalles de la regio´n de la
frontera elegida para el ca´lculo del calor transmitido, pero ello es inevitable
con un sistema como el presente.
Otro problema es que el flujo te´rmico contiene en nuestro caso contribu-
ciones por transporte de calor sensible y latente. Debemos entonces definir
diferentes nu´meros de Nusselt segu´n el feno´meno que nos interese describir.
Adoptaremos aqu´ı las definiciones
Nus(t) =
Js(t)
Js(0)
, Nul(t) =
Jl(t)
Jl(0)
, Nut(t) =
Jt(t)
Jt(0)
, (6.22)
donde los sub´ındices indican por calor sensible (s), latente (l) y total (t).
Dado que los nu´meros de Nusselt definidos as´ı dependen del tiempo, y
que el inicio de cada simulacio´n presenta un transitorio notable (ver figu-
ras 6.17 a 6.22), en la pra´ctica esperaremos a que el sistema entre en re´gimen
y de all´ı en adelante tomaremos un promedio temporal. Las definiciones que-
dan entonces
Nus =
〈Js(t)〉re´gimen
Js(0)
, Nul =
〈Jl(t)〉re´gimen
Jl(0)
, Nut =
〈Jt(t)〉re´gimen
Jt(0)
,
(6.23)
donde en todos los casos hemos considerado que el estado de re´gimen ya se
ha alcanzado a t = 0,002tc. Debe notarse que Nut 6= Nus + Nul.
La figura 6.25 muestra los valores de los nu´meros de Nusselt obtenidos
en las simulaciones: Nus en azul, Nul en rojo y Nut en negro. Los puntos co-
rrespondientes a Nul resultan imperceptibles por coincidir casi exactamente
con los de Nut, debido a la pequen˜ez relativa del flujo de calor sensible frente
al de calor latente. Sin embargo Nus es consistentemente ma´s alto que los
otros dos.
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Figura 6.25: Nu´mero de Nusselt por calor sensible (azul), latente (rojo) y
total (negro) para conveccio´n hu´meda en la celda triangular.
Es dif´ıcil, si no imposible, encontrar en la literatura algu´n ejemplo con
el que establecer comparaciones; sin embargo un trabajo reciente [87] indica
que para conveccio´n de Rayleigh–Be´nard seca 2D, el nu´mero de Nusselt
para R ∼ 108 y Γ = 1 es de entre 28 y 34 (celda cuadrada y con CC no-slip
horizontales y frees-slip verticales). La gran diferencia entre estos valores y
los presentados aqu´ı tiene en principio dos or´ıgenes: la diferente geometr´ıa y
CC, y la presencia de agua. Aparte del efecto organizador de la circulacio´n
general mencionado en la Seccio´n 6.2.5, que produce una situacio´n menos
turbulenta que en una celda de Rayleigh–Be´nard, la geometr´ıa triangular
tambie´n introduce un nu´mero de Rayleigh “efectivo” menor, ya que e´ste
var´ıa como el cubo de la altura y sobre buena parte de la celda triangular
e´sta es apreciablemente menor que H , la altura en la cu´spide. Por su parte
la presencia de agua hace al sistema mucho ma´s eficiente para transportar
calor en el estado conductivo: si bie´n la difusio´n de vapor de agua es lenta, su
gran calor latente hace que en el estado conductivo el flujo te´rmico sea entre
45 y 90 veces mayor que el del correspondiente sistema seco, dependiendo
de T¯ y ∆T .
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Figura 6.26: Nu´mero de Sherwood por vapor (azul) y total (negro) para
conveccio´n hu´meda en la celda triangular.
El nu´mero de Sherwood es el equivalente al de Nusselt pero para difusio´n
de masa en lugar de calor. La definicio´n usual es
Sh =
kcL
D
, (6.24)
donde kc es el coeficiente de transferencia de masa, L es una longitud ca-
racter´ıstica y D es la difusividad de masa. Aparte de adolecer de la misma
arbitrariedad que Nu en la eleccio´n de L, esta definicio´n se encuentra con la
misma dificultad que su equivalente (6.20) debido a que el estado conduc-
tivo tambie´n presenta una corriente difusiva de masa divergente, y por las
mismas razones: el gradiente de concentracio´n diverge en los a´ngulos entre
el techo y la base de la celda. Recurrimos entonces a la definicio´n alternativa
Sh =
Flujo de masa convectivo
Flujo de masa conductivo
, (6.25)
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que tras un tratamiento completamente equivalente nos lleva a
Shv =
〈kc,v(t)〉re´gimen
kc,v(0)
, Shl =
〈kc,l(t)〉re´gimen
kc,l(0)
, Sht =
〈kc,t(t)〉re´gimen
kc,t(0)
,
(6.26)
donde los sub´ındices indican condensacio´n de vapor (v), deposicio´n de l´ıqui-
do (l) y total (t), y como antes consideramos que el estado de re´gimen ya se
ha alcanzado a t = 0,002tc. Debe notarse que Sht 6= Shv + Shl.
La figura 6.26 muestra los valores de los nu´meros de Sherwood obtenidos
en las simulaciones: Shv en azul y Sht en negro. No se muestran valores de Shl
debido a que la pequen˜ez de kc,l(0) (. 10
−10) en el estado conductivo hace
que ante la menor deposicio´n de gotas e´ste tome valores absurdamente altos,
claramente carentes de significado f´ısico. En cuanto a comparaciones con la
literatura, ha sido imposible hallar resultados publicados en este contexto.
6.2.8. Espectros de energ´ıa cine´tica
La energ´ıa cine´tica E(k) contenida en el modo de nu´mero de onda k
puede definirse (salvo constantes de proporcionalidad) como
E(k) ∝ |u˜(k)|2 , (6.27)
pero a menudo es de intere´s eliminar la informacio´n direccional y definir
E(k) =
∫ 2π
0
E(k) kdθk , (6.28)
donde asumimos que estamos en dimensio´n dos, y θk es el a´ngulo polar en
el plano (kx, kz). Un ca´lculo aproximado de esta cantidad puede realizarse
mediante un simple algoritmo de bineado sobre la grilla conjugada, que no
describiremos aqu´ı.
En dimensio´n tres y para turbulencia homoge´nea y estacionaria, el co-
nocido resultado de Kolmogorov [91, 92] afirma que
E(k) ∝ k−5/3 (6.29)
debido a la cascada de energ´ıa que la transfiere de los vo´rtices mayores a los
menores. Sin embargo en dimensio´n dos la situacio´n es diferente [93, 94, 95],
con una cascada inversa que transfiere energ´ıa de la escala del forzamiento
hacia escalas mayores con exponente −53 , y una cascada directa hacia las
escalas menores con exponente −3:
E(k) ∝ k−3. (6.30)
No es nuestra intencio´n aqu´ı proceder a un estudio extensivo de la tur-
bulencia en nuestro modelo de destilador, que exceder´ıa largamente los al-
cances de esta Tesis. Simplemente mostraremos algunos espectros de energ´ıa
cine´tica e intentaremos ver cua´l, si alguna, de estas cascadas se manifiesta.
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Figura 6.27: Espectros de energ´ıa para conveccio´n hu´meda en la celda trian-
gular a T¯ = 35◦C y ∆T = 9,6◦C, a tiempos t = 0,00025tc (arriba izquierda),
t = 0,0005tc (arriba derecha), t = 0,001tc (abajo izquierda) y t = 0,002tc
(abajo derecha), sobre una grilla de 512× 512 puntos. Las pendientes de las
rectas de ajuste (en rojo) son −4,69, −3,91, −4,13 y −4,22, en el mismo
orden.
La figura 6.27 muestra los espectros de energ´ıa cine´tica durante el co-
mienzo de la conveccio´n para T¯ = 35◦C y ∆T = 9,6◦C, para los mismos
tiempos mostrados en la figura 6.4. Puede verse que a t = 0,00025tc hay
relativamente poca energ´ıa en los modos de nu´mero de onda grande, pero
con mucha dispersio´n; el ascenso de la burbuja central produce au´n un flujo
relativamente ordenado, pero a escalas pequen˜as ya comienzan a aparecer
estructuras. A t = 0,00050tc la energ´ıa de las estructuras menores ha aumen-
tado en casi dos o´rdenes de magnitud; este es el tiempo en que la burbuja
impacta la cu´spide y se dispersa. A t = 0,001tc las estructuras menores han
disminuido su energ´ıa al rango que conservara´n en adelante. Finalmente a
t = 0,002tc el transitorio inicial ha concluido, el sistema ha entrado en re´gi-
men, y tenemos un espectro de energ´ıa que podemos considerar t´ıpico. Puede
observarse la presencia de una poblacio´n separada de estructuras pequen˜as
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con energ´ıas mayores. Feno´menos como este son transitorios y recurrentes, y
corresponden a la generacio´n de multitud de vo´rtices pequen˜os en la estela
de uno mayor que asciende o desciende, o alrededor del extremo de columnas
ascendentes o descendentes (vortex shedding).
No hemos observado nada cualitativa ni cuantitativamente diferente en
una cantidad de espectros que hemos estudiado. La aparicio´n de la pobla-
cio´n secundaria de estructuras pequen˜as y energe´ticas y la estabilizacio´n del
espectro general en una ley de potencias con exponente ligeramente por de-
bajo de −4 se repiten para todas las temperaturas y tiempos, excepto para
T¯ = 18◦C y T¯ = 20◦C, donde lo escaso de los datos (debido al reducido
taman˜o de grilla) impide tener una estad´ıstica mı´nimamente confiable. El
exponente de las leyes de potencia observadas, significativamente menor a
−3, es probablemente debido [93] tanto a disipacio´n a las escalas ma´s gran-
des del sistema, como a la presencia de grandes vo´rtices coherentes, los que
pueden observarse en los campos de velocidad de las figuras 6.5 a 6.12. Po-
demos ahora responder a una pregunta formulada en la Seccio´n 2.2.4: si bien
hay turbulencia, esta no es ni homoge´nea ni estacionaria.
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Cap´ıtulo 7
Discusio´n y perspectivas
En este cap´ıtulo final presentaremos un resumen y discusio´n de los prin-
cipales resultados obtenidos en esta Tesis, tanto en el ana´lisis de los datos
experimentales como en la simulacio´n nume´rica del destilador. Procedere-
mos tambie´n a una cr´ıtica del modelo termohidrodina´mico desarrollado y
del me´todo pseudoespectral implementado, detenie´ndonos en lo que consi-
deramos sus principales falencias y logros. Finalmente plantearemos la po-
sibilidad de varios desarrollos futuros, los que discutiremos brevemente.
7.1. Discusio´n de los resultados obtenidos
Repasaremos aqu´ı los aspectos que consideramos ma´s relevantes de los
resultados obtenidos en esta Tesis, resumiendo en un mismo lugar conside-
raciones que en muchos casos ya hemos hecho en los pasajes pertinentes.
Sin embargo creemos que una presentacio´n unificada de los mismos puede
aportar una perspectiva global que, de otra manera, estar´ıa ausente.
7.1.1. Ana´lisis de los datos experimentales
El reana´lisis de los datos experimentales disponibles [1] realizado en la
Seccio´n 2.2 mostro´ no so´lo que, efectivamente, e´stos conten´ıan informacio´n
relevante sobre la dina´mica interna del destilador a la que el ana´lisis previo
no hab´ıa permitido acceder, sino que las te´cnicas de ana´lisis usuales eran
propensas a dar en ocasiones resultados ma´s confusos que esclarecedore.
La EMD de las series experimentales para h y r permitio´ tener una vi-
sio´n de su evolucio´n temporal ma´s sencilla, y a la vez ma´s informativa, que
la proporcionada por el ana´lisis de Fourier. En particular permitio´ obtener
un para´metro de control rs “limpio” de sus factores dina´micos intr´ınsecos
e incontrolables, y permitio´ separar la dina´mica del coeficiente de transfe-
rencia te´rmica h en una parte lenta hs esclavizada a rs, y una ra´pida hf
determinada principalmente por los detalles de la dina´mica interna del des-
CAPI´TULO 7. DISCUSIO´N Y PERSPECTIVAS
tilador. Se consiguio´ determinar as´ı que el comportamiento “ano´malo” de h
estaba ligado a la segunda pero no a la primera, y sugiriendo que se deb´ıa a
situaciones de particular desorden de las estructuras convectivas.
La obtencio´n de un para´metro de control limpio tambie´n permitio´ una
reconstruccio´n adecuada de la dina´mica de h, para el cual fue´ cr´ıtico el uso
de la HHT. E´sta mostro´ que el comportamiento “ano´malo” de hf estaba
ligado a un feno´meno de coherencia de fase de las componentes ra´pidas
sobre los distintos ciclos del forzamiento, sugiriendo que para esos valores del
forzamiento se daba un cambi del re´gimen convectivo dentro del destilador.
La construccio´n de espectros de Hilbert de h mostro´ que el espectro
de Fourier daba informacio´n confusa sobre su dina´mica, descomponiendo
la oscilacio´n diaria, completamente perio´dica pero anarmo´nica, en una se-
rie de picos a baja frecuencia; tambie´n mostro´ que el espectro de potencia
esencialmente ca´ıa a cero a frecuencias superiores a ∼ 50 d´ıa−1, haciendo
sospechar que las colas largas en los espectros de Fourier eran debidas al
mismo feno´meno, actuando sobre las oscilaciones ma´s ra´pidas. Esto sugi-
rio´ que la estructura presentada por el espectro de Fourier de h, que pare-
cer´ıa t´ıpico de un sistema cao´tico, era en buena parte un artificio debido a
dicho feno´meno. Los espectros de Hilbert tambie´n mostraron la presencia de
intermitencia y sugirireon la presencia, durante los periodos de gran activi-
dad, de estructuras convectivas con un amplio rango de escalas temporales
y, presumiblemente, espaciales.
La construccio´n de espectros instanta´neos a partir del HAS permitio´ de-
terminar que e´stos so´lo presentaban comportamientos de ley de potencia
intermitentemente y sobre rangos de frecuencia limitados. Junto con lo an-
terior esto sugirio´ que si exist´ıa turbulencia, e´sta no era homoge´nea ni esta-
cionaria, sino intermitente.
En conjunto, consideramos que el reana´lisis de los datos experimenta-
les proveyo´ informacio´n valiosa ausente en el ana´lisis inicial, a la vez que
demostro´ la utilidad de las herramientas de ana´lisis elegidas.
7.1.2. Simulacio´n nume´rica del destilador
En la simulacio´n nume´rica del destilador se utilizo´ un modelo termohi-
drodina´mico simplificado que, sin embargo, parece capturar las caracter´ısti-
cas esenciales de la conveccio´n hu´meda con transicio´n de fase l´ıquido-vapor.
No se simulo´ el ciclo diario experimental de calentamiento y enfriamiento,
sino so´lo una docena de puntos a lo largo del mismo, para la configuracio´n
del destilador con a´ngulo de la cubierta de 45◦. La geometr´ıa, la escala y las
condiciones de contorno de la celda de simulacio´n se eligieron tan similares
a las del destilador real como fue´ posible sin una complicacio´n exagerada del
modelo.
La fenomenolog´ıa observada en las simulaciones coincide, dentro de lo
que es posible apreciar visualmente, con la observada en los experimentos co-
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rrespondientes [1] y en experiencias de visualizacio´n de flujos [22]. Un rasgo
sobresaliente que, de acuerdo a esto, es bien reproducido en las simulaciones,
es la presencia persistente de un esquema de circulacio´n general donde aire
fr´ıo desciende por dentro de las alas de la cubierta, circula sobre la batea
hacia el centro de la misma, y all´ı asciende como una columna sobresaturada
hacia el ve´rtice de la cubierta. Otro es la formacio´n, bajo el ve´rtice de la
cubierta, de una burbuja fr´ıa y hu´meda que va creciendo hasta desestabili-
zarse y crear corrientes descendentes su´bitas. Un tercero es la variabilidad
temporal de las mediciones simuladas de flujo te´rmico y rendimiento de agua
destilada, que coincide cualitativamente, en amplitud y frecuencia, con la de
los datos experimentales.
La prediccio´n nume´rica del flujo te´rmico guarda una buena correspon-
dencia con los valores experimentales, aunque a las temperaturas intermedias
de funcionamiento el modelo subestima hasta en un 25% el rendimiento. Es-
to puede deberse a dos factores: por un lado el modelo es 2D, mientras el flujo
en el destilador real es, obviamente, tridimensional; por otro lado no hemos
simulado el ciclo de calentamiento real, sino situaciones de calentamiento es-
tacionario en varios puntos a lo largo del mismo. Dado que el desacuerdo es
notable sobre todo alrededor de T¯ = 40◦C, que es aproximadamente donde
el coeficiente de transferencia te´rmico h experimental presenta su comporta-
miento “ano´malo” (ver figuras 2.3 y 2.4), es posible que ambas circunstancias
se conjuguen: si bajo un forzamiento gradualmente creciente o decreciente
los patrones convectivos reales presentan una transicio´n relativamente su´bi-
ta a esos valores de T¯ , la circulacio´n real 3D puede ser all´ı notablemente
diferente de la simulada en 2D.
La prediccio´n nume´rica del rendimiento de agua destilada guarda una
correspondencia au´n mejor con los valores experimentales, aunque debemos
notar que e´stos tienen una dispersio´n notable que puede enmascarar hasta
cierto punto algu´n desacuerdo. Debe notarse que este resultado es esencial
si se pretende utilizar el modelo nume´rico desarrollado para predecir la in-
fluencia sobre el rendimiento de cambios en los para´metros de disen˜o.
El ca´lculo de los nu´meros de Nusselt y de Sherwood puso en evidencia
problemas fundamentales a la hora de definirlos para un sistema con la geo-
metr´ıa del destilador, debido a la divergencia de los gradientes te´rmico y de
concentracio´n en los a´ngulos entre la cubierta y la batea. La definicio´n adop-
tada para el ca´lculo nume´rico salva estos problemas, pero al costo de definir
estos nu´meros de manera, hasta cierto punto, local, por los que los valores
reportados deben ser considerados con un cierto grado de escepticismo. Los
valores de Nu obtenidos nume´ricamente son bastante menores (en un factor
entre dos y tres) que los hallados para conveccio´n seca 2D en circunstancias
tan semejantes como pudimos hallar en la literatura. Sin embargo esto pue-
de explicarse, al menos cualitativamente, por el efecto ordenador del patro´n
de circulacio´n general discutido ma´s arriba, por la diferente geometr´ıa que
resulta en una altura efectiva (y un nu´mero de Rayleigh) considerablemente
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menor, y por el hecho de que el estado de referencia para el ca´lculo de Nu
corresponde a un sistema que transporta mucho ma´s eficientemente el calor
que su equivalente seco.
Por u´ltimo los espectros de energ´ıa cine´tica calculados muestran, tras
la entrada en re´gimen del sistema, una ley de potencia con un exponente
sensiblemente menor al correspondiente al de la cascada directa 2D, que
sin embargo puede explicarse por la presencia de disipacio´n a las escalas
ma´s grandes del sistema y de grandes vo´rtices coherentes, que en este caso
formar´ıan parte del patro´n de circulacio´n general mencionado. Los espectros
muestran evidencia, asimismo, de vortex shedding intermitente por parte de
estructuras convectivas mayores.
7.2. Cr´ıtica del modelo termohidrodina´mico y el
me´todo pseudoespectral
Resaltaremos aqu´ı los que son, a nuestro criterio, los principales puntos
fuertes y de´biles del proceso de modelado del destilador, tanto f´ısico como
nume´rico, desarrollado en esta Tesis. Consideramos que esta discusio´n es
esencial para poner de relieve cua´les son los aspectos menos confiables del
modelo obtenido, y poder corregirlos en un futuro, as´ı como para destacar
cua´les son sus aciertos.
7.2.1. Cr´ıtica del modelo termodina´mico
El modelo termodina´mico desarrollado en el Ape´ndice A, y resumido
en la Seccio´n 3.1, es a nuestro entender bastante sencillo, ma´s alla´ de las
apariencias debidas a lo trabajoso de sus detalles. En su mayor parte puede
ser obtenido por me´todos elementales de ca´lculo termodina´mico, con solo
prestar cierta atencio´n a la consistencia de los procesos modelados con las
hipo´tesis subyacentes.
Una limitacio´n seria de este modelo, aunque no en el contexto del uso
al que lo aplicamos en esta Tesis, es que todas las funciones y coeficien-
tes termodina´micos obtenidos lo han sido, exclusivamente, para procesos
isoba´ricos. Si bien esto es adecuado a la descripcio´n del destilador solar,
o de cualquier otro proceso que se desarrolle en una celda pequen˜a y no
herme´ticamente cerrada a la atmo´sfera circundante, ser´ıa deseable contar
con un modelo ma´s general aplicable, por ejemplo, a procesos adiaba´ticos o
isote´rmicos. Creemos sin embargo que e´stos casos pueden ser desarrollados
en su mayor´ıa, sin gran dificultad, con la gu´ıa de la deduccio´n presentada
aqu´ı.
Uno de los puntos ma´s cuestionables, donde a nuestro entender el lec-
tor debe ejercer una saludable dosis de excepticismo, es el tratamiento del
aerosol de gotas de agua en la deduccio´n de los coeficientes de viscosidad
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dina´mica (Ape´ndice A.10) y de conduccio´n te´rmica (Ape´ndice A.11). Si bien
ninguno de los argumentos all´ı expuestos es patentemente falso, incluyen una
cantidad de hipo´tesis ad hoc que pueden no ser va´lidas en contextos au´n li-
geramente diferentes del presente.
Somos conscientes tambie´n de que el modelo formulado ha dejado fuera
muchos aspectos que ser´ıa interesante incluir, como la interaccio´n detallada
del vapor y las gotas con la pel´ıcula l´ıquida interior a la cubierta, la coales-
cencia de gotas y los efectos de tensio´n superficial. En la mayor´ıa de los casos
hemos intentado argumentar la razonabilidad de las aproximaciones adop-
tadas, las que son parte inevitable del proceso simplificatorio de modelado
de un entorno f´ısico tan complejo.
Por otra parte, consideramos que los buenos resultados de las simula-
ciones nume´ricas en cuanto a reproducir cualitativa y cuantitativamente el
funcionamiento de un destilador real, dan testimonio del buen desempen˜o
de este modelo en su limitado campo de aplicacio´n.
7.2.2. Cr´ıtica del modelo hidrodina´mico
El modelo hidrodina´mico desarrollado en la Seccio´n 3.2 intenta seguir en
lo posible las ideas fundamentales de la aproximacio´n de Boussinesq, es decir
que todos los coeficientes termodina´micos pueden ser aproximados por sus
valores en un cierto estado de referencia, salvo en el te´rmino de flotacio´n. En
el contexto presente esto presenta la complicacio´n adicional de que varios
de ellos son discont´ınuos a trave´s de la curva de saturacio´n. Sin embargo los
trabajos que nos inspiraron a seguir esta l´ınea [46, 49, 52], pese a nuestras
cr´ıticas sobre algunos aspectos puntuales, muestran que este desarrollo es
viable.
Indudablemente muchas de las aproximaciones realizadas, como la in-
compresibilidad del fluido, el despreciar los te´rminos de difusio´n cruzada
entre calor y concentracio´n, o el ignorar el calor producido por disipacio´n
viscosa, pueden no ser adecuadas en un contexto general. Sin embargo cree-
mos que en el contexto presente no restan validez al modelo formulado.
El aspecto ma´s positivo del modelo hidrodina´mico es, a nuestro entender,
que pese a todas las simplificaciones introducidas, au´n toma en cuenta los
efectos esenciales de la transicio´n de fase l´ıquido-vapor, y del consiguiente
calor latente, a trave´s del modelo termodina´mico subyacente. Nuevamen-
te, a nuestro criterio la buena reproduccio´n cualitativa y cuantitativa del
funcionamiento del destilador real, es prueba de que el modelo es razonable.
7.2.3. Cr´ıtica del me´todo pseudoespectral
El me´todo pseudoespectral seleccionado en esta Tesis, basado en la trans-
formada discreta de Fourier compleja, posee un conjunto particular de ven-
tajas y desventajas cuando se lo compara con otras alternativas.
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Entre las desventajas cabe mencionar la dificultad de aplicarlo a un pro-
blema con condiciones de contorno que, a diferencia de lo habitual, no son li-
bres. Ello nos obligo´ a desarrollar una cantidad de modificaciones ad hoc que
resultan hasta cierto punto engorrosas. Adema´s, el me´todo (por definicio´n)
so´lo es aplicable a geometr´ıas en principio rectangulares, con condiciones de
contorno perio´dicas.
Sin embargo, eligiendo adecuadamente el conjunto de variables hidrodi-
na´micas conseguimos transformar esta desventaja en una ventaja, ya que las
condiciones de contorno homoge´neas de Dirichlet que obedecen los campos
adimensionales son automa´ticamente perio´dicas. Esto nos permito´ ajustar
condiciones de contorno en una frontera, y conseguir automa´ticamente su
ajuste en la frontera opuesta, lo que nos dio´ la libertad de producir soluciones
capaces de ajustar condiciones de contorno de Cauchy.
Estas u´ltimas resultaron esenciales para lo que es, a nuestro criterio,
uno de los mayores logros del me´todo adoptado: la resolucio´n esencialmente
anal´ıtica de la ecuacio´n de Laplace necesaria para imponer la condicio´n de
incompresibilidad (ver Ape´ndice B). El tratamiento de esta u´ltima median-
te una descomposicio´n de Helmholtz en la Seccio´n 4.4, con la consiguiente
desaparicio´n del campo de presio´n, es otro de los logros del me´todo pseu-
doespectral. Por otro lado uno de sus mayores defectos es la dificultad a la
hora de imponer las condiciones de contorno a la solucio´n de la ecuacio´n de
Laplace en la celda cuadrada, que nos obligo´ a recurrir a un me´todo iterati-
vo y aproximado. Sin embargo recientemente hemos conseguido avances en
esta direccio´n aprovechando las simetr´ıas impuestas por el me´todo de las
ima´genes de la Seccio´n 4.6, que nos dan esperanza de resolver este problema
en un futuro pro´ximo.
Por u´ltimo debemos decir que, si bien para la configuracio´n del destilador
utilizada en las simulaciones hemos conseguido adaptar el me´todo pseudoes-
pectral con relativa facilidad tanto a la geometr´ıa como a unas condiciones
de contorno razonablemente realistas, simular por ejemplo la configuracio´n
con la cubierta a 20◦, o inponer condiciones de contacto te´rmico imperfecto,
resultar´ıa bastante ma´s dif´ıcil.
7.3. Perspectivas de desarrollos futuros
Finalizaremos esta discusio´n presentando algunas l´ıneas posibles de desa-
rrollo futuro que, a nuestro criterio, resultan viables y de intere´s.
En primer lugar deseamos resaltar que los buenos resultados del modelo
nume´rico, en cuanto a reproducir los resultados experimentales para el flujo
te´rmico y, sobre todo, para el rendimiento de agua destilada, indican que
el modelo tiene poder predictivo. Podremos entonces aplicarlo para prever
el resultado de diversas modificaciones del disen˜o del destilador. El que las
simulaciones se hayan realizado en esta etapa inicial para condiciones de
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funcionamiento estacionario es un defecto subsanable fa´cilmente: sabiendo
ahora que au´n para condiciones iniciales extremadamente lejos del equilibrio
como las utilizadas en la Seccio´n 6.2 el sistema entra en re´gimen a lo sumo
a t = 0,002tc (entre treinta y cuarenta segundos de tiempo de evolucio´n
simulado), podemos disen˜ar un ciclo diario “comprimido” de calentamiento
y enfriamiento de pocas decenas de minutos en lugar de 24 horas, lo que
permitir´ıa simularlo en un tiempo razonable. Las modificaciones necesarias
en los co´digos ya desarrollados son menores y sencillas de implementar, y
esta sera´ una de las primeras tareas a realizar tras la finalizacio´n de esta
Tesis.
Sin embargo para tener cierta libertad en la eleccio´n en las modificaciones
de disen˜o a ensayar, primero necesitaremos flexibilizar el modelo, por ejem-
plo para admitir otras geometr´ıas con a´ngulo de la cubierta distinto de 45◦.
Esta puede parecer una propuesta dudosa a primera vista, ya que basa´ndose
el me´todo en la transformada de Fourier discreta parecer´ıa estar restringido
a celdas y grillas rectangulares. Sin embargo e´stas no son sino un caso par-
ticular (el ma´s sencillo) de redes de Bravais, de amplio uso en cristalograf´ıa
y f´ısica del so´lido. Las mismas te´cnicas utilizadas en difraccio´n por una red
cristalina pueden entonces adaptarse para formular un par transformada-
antitransformada adaptado a una grilla anisotro´pica y no-ortogonal en una
celda por ejemplo romboidal, que aplicando el mismo me´todo de las ima´ge-
nes de la Seccio´n 4.6 nos permitir´ıan tratar una celda triangular de a´ngulo
en principio arbitrario. De las extensiones mayores del modelo, esta es a
nuestro criterio la que deber´ıamos estudiar en primer te´rmino.
La segunda extensio´n mayor del modelo actual es pasar de 2D a 3D.
Esta extensio´n es sencilla en principio, ya que se dispone de versiones 3D
de la FFT en el paquete usado en el co´digo 2D actual, y el resto del co´digo
pseudoespectral deber´ıa ser sencillo de reescribir. Sin embargo el proceso de
solucio´n anal´ıtica de la ecuacio´n de Laplace (Ape´ndice B) debera´ ser desarro-
llado nuevamente, y la descomposicio´n de Helmholtz (Seccio´n 4.4) extendida
a 3D, debiendo posiblemente descomponerse la componente transversal de
los campos en componentes poloidales y toroidales. El aspecto no trivial
de la extensio´n a 3D es el aumento del tiempo de co´mputo, lo que reque-
rira´ invertir un esfuerzo considerable en la paralelizacio´n del co´digo a fin de
ser ejecutado en un cluster. Por ello se ensayara´ primero todos los dema´s
desarrollos en 2D a fin de determinar si la extensio´n a 3D es realmente
necesaria.
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Ape´ndice A
Modelo termodina´mico
En este ape´ndice desarrollaremos un modelo termodina´mico adecuado
para el estudio del transporte covectivo de aire hu´medo, tanto por debajo
como por encima de la saturacio´n. En particular, desarrollaremos expresio-
nes para los coeficientes termodina´micos que necesitamos en las simulaciones
nume´ricas, como ser densidad, capacidad calo´rica espec´ıfica, conductividad
te´rmica o viscosidad.
Adoptaremos la nomenclatura de aire hu´medo para la mezcla de aire y
vapor de agua, como es usual; sin embargo, para distinguirla de la mezcla
de aire, vapor y gotas de agua l´ıquida que encontramos por encima de la
saturacio´n, llamaremos a e´sta u´ltima aire mojado, reservando el nombre
de aire hu´medo para la mezcla no saturada. Tambie´n llamaremos rango
de intere´s al rango de temperaturas y presiones t´ıpicamente encontradas
durante el funcionamiento del destilador [1], aproximadamente 20◦C ≤ T ≤
60◦C y 600mb ≤ p ≤ 1000mb.
El modelo se construira´ principalmente en base a dos referencias. La
primera es el cla´sico libro de J. V. Iribarne y W. L. Godson [39], que utiliza-
remos como gu´ıa general, y al que muchas veces nos referiremos simplemente
como Iribarne. La segunda es un trabajo bastante reciente de P. T. Tsilingi-
ris [40], al que a menudo nos referiremos simplemente como Tsilingiris. Este
trabajo proporciona modelos precisos para una variedad de coeficientes ter-
modina´micos del aire seco, el vapor de agua y el aire hu´medo, construidos
en base al ajuste de una gran cantidad de datos experimentales. Por ese
motivo, en general preferiremos usar los modelos de Tsilingiris, siempre que
haya uno disponible.
A.1. Presio´n de saturacio´n
De acuerdo a la ec. (IV.52) (p. 67) de Iribarne [39], una buena apro-
ximacio´n para la presio´n de saturacio´n de vapor de agua bajo condiciones
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Tabla A.1: Coeficientes de la ecuacio´n (A.3) para ps.
E0 0,7073034146 E3 −4,662575642× 10−5
E1 −2,703615165× 10−2 E4 1,034693708× 10−6
E2 4,360882110× 10−3
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Figura A.1: Comparacio´n de los modelos para la presio´n de saturacio´n ps.
atmosfericas ususales es
ps (T ) = 10
(9,4041− 2354T )mb = e(21,654−
5420
T )mb . (A.1)
Una segunda aproximacio´n, ma´s precisa, conocida como fo´rmula de Magnus,
es dada en la ec. (IV.53) (p. 68), como
ps (T ) = 10
(23,5470−4,9283 log T− 2937,4T )mb =
10(23,5470−
2937,4
T )
T 4,9283
mb . (A.2)
En ambas expresiones T esta´ en K.
Por otro lado Tsilingiris [40], en base a un ajuste de numerosos datos
experimentales, algunos mucho ma´s recientes, propone la expresio´n polino-
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mial
ps (T ) =
(
E0 + E1t+E2t
2 +E3t
3 +E4t
4
)
kPa , (A.3)
donde
t = T + 273,15 (A.4)
esta´ en ◦C; los valores nume´ricos de los coeficientes se muestran en la Ta-
bla A.1.
La figura A.1 compara las tres expresiones en el rango de intere´s. La
primera (A.1) y segunda (A.2) fo´rmulas de Iribarne se muestran en negro
y azul respectivamente, y en rojo la de Tsilingiris (A.3). Notando que el
u´ltimo te´rmino en la fo´rmula de Tsilingiris es . 10−4 incluso para t =
100 ◦C, y que es por mucho ma´s reciente que las fo´rmulas de Iribarne e
incluye ma´s datos experimentales, presumimos que es la ma´s precisa de las
tres (Tsilingiris afirma una precisio´n de 1,5% a 25◦C y 0,2% a 100◦C).
Adoptaremos entonces la expresio´n (A.3).
A.2. Fraccio´n molar y factor de aumento
La fraccio´n molar de vapor de agua Nv en una mezcla no saturada de
aire seco y vapor de agua, considerados como gases ideales, ser´ıa
Nv =
nv
nd + nv
=
pv
p
, (A.5)
donde nv y nd son los nu´meros de moles de vapor y de aire seco, pv es la
presio´n parcial de vapor, y p = pd + pv es la presio´n (total), siendo pd la
presio´n parcial de aire seco. Para gases reales, Tsilingiris [40] muestra que
la expresio´n correspondiente puede escribirse como
Nv = f (T, p)
pv
p
. (A.6)
donde f (T, p) es el factor de aumento (enhancement factor), debido a la
interaccio´n de las mole´culas en la mezcla de gases reales, para el que propone
el modelo
ln f (T, p) =
(
A0 +A1t+ A2t
2 +A3t
3
− exp (B0 + B1t+B2t2 + B3t3))×
(
1− ps (T )
p
)
. (A.7)
Los valores nume´ricos de los coeficientes de este modelo se muestran en la
Tabla A.2. Debe notarse que en la expresio´n correspondiente a la ec. (A.7)
Tsilingiris [40] escribe por error T en lugar de t en las expresiones polino-
miales, lo que hemos corregido aqu´ı.
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Tabla A.2: Coeficientes de la ecuacio´n (A.7) para f (T, p).
A0 3,53624× 10−4 B0 −1,07588× 101
A1 2,93228× 10−5 B1 6,32529× 10−2
A2 2,61474× 10−7 B2 −2,53591× 10−4
A3 8,57538× 10−9 B3 6,33784× 10−7
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Figura A.2: Factor de aumento f (T, p) dado por (A.7).
La figura A.2 muestra el factor de aumento en el rango de intere´s. Vemos
que para nuestros propo´sitos podemos poner con confianza
f (T, p) = 1 (A.8)
con un error menor que 0,4%.
A.3. Mezclas y factor de compresibilidad
La densidad de la mezcla binaria de aire seco y vapor de agua, conside-
rados como gases ideales, ser´ıa
ρ =
Mdpd +Mvpv
RT
, (A.9)
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Tabla A.3: Coeficientes de la ecuacio´n (A.12) para zm (Nv, T ).
C1 0,7× 10−8 Pa−1 K1 0,104× 10−14 Pa−2
C2 −0,147184× 10−8 Pa−1 K2 −0,335297× 10−17 Pa−2
C3 1734,29K
−1 K3 3645,09K
−1
20 30 40 50 60
0,995
0,996
0,997
0,998
0,999
1,000
 
 
z m
(N
v,T
)
t (ºC)
Figura A.3: Factor de compresibilidad zm (Nv, T ) dado por (A.11).
donde Md y Mv son las masas molares del aire seco y el vapor de agua,
respectivamente, y R es la constante universal de los gases ideales. Para gases
reales Tsilingiris muestra que la expresio´n correspondiente puede escribirse
como
ρ =
1
zm (Nv, T )
Mdpd +Mvpv
RT
, (A.10)
donde zm (Nv, T ) es el factor de compresibilidad para la mezcla de gases
reales, para el que propone el modelo
zm (Nv, T ) = 1 + Aps (T ) + Bp
2
s (T ) , (A.11)
donde
A = C1 + C2e
C3/T , B = K1 +K2e
K3/T . (A.12)
Los valores nume´ricos de los coeficientes se muestran en la Tabla A.3.
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La figura A.3 muestra el factor de compresibilidad en el rango de intere´s.
Podemos ver que para nuestros propo´sitos es suficiente tomar
zm (Nv, T ) = 1 , (A.13)
con un error menor que 0,5%.
A.4. Mixing ratio
Siguiendo a Iribarne [39], Sec. IV.11, por debajo de la saturacio´n defini-
mos la tasa de mezcla (mixing ratio) r como
r =
mv
md
=
εpv
pd
=
εpv
p− pv , (A.14)
donde mv y md son respectivamente las masas de vapor y de aire seco en
una dada parcela, y
ε =
Rd
Rv
= 0,62199 (A.15)
es el cociente entre las constantes espec´ıficas de los gases Rd para aire seco,
y Rv para vapor. A la saturacio´n tenemos el mixing ratio de saturacio´n
rs (T, p) =
εps (T )
p− ps (T ) . (A.16)
Ahora bien, por encima de la saturacio´n queremos seguir definiendo el
mixing ratio como el cociente entre la masa de agua y la masa de aire seco,
pero ahora la masa de agua se compone de vapor saturado y agua l´ıquida,
de modo que tendremos
r =
mw
md
=
mv,s +mℓ
md
= rs +
mℓ
md
, (A.17)
dondemw es la masa de agua en la parcela,mv,s la masa de vapor saturado y
mℓ la masa de agua l´ıquida. Vemos entonces que por encima de la saturacio´n,
ya no tendremos una expresio´n para r que pueda escribirse so´lo en te´rminos
de presiones, sino que debemos especificar tambie´n el contenido de agua
l´ıquida.
En cuanto a la nomenclatura, usaremos el nombre en ingle´s, que es la
convencio´n usual.
A.5. Humedad espec´ıfica
Siguiendo a Iribarne, Sec. IV.11, por debajo de la saturacio´n definimos
la humedad espec´ıfica como
q =
mv
md +mv
=
r
1 + r
=
εpv
p− (1− ε) pv . (A.18)
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Tabla A.4: Fracciones de masa por debajo y por encima de la saturacio´n.
fraccio´n de masa aire vapor l´ıquido
no saturado 1− q q 0
saturado 1− q qs q − qs
A la saturacio´n tenemos la humedad espec´ıfica de saturacion
qs (T, p) =
rs (T, p)
1 + rs (T, p)
=
εps (T )
p− (1− ε) ps (T ) . (A.19)
En el modelo hidrodina´mico tratamos a q como una concentracio´n y
escribimos una ecuacio´n de adveccio´n-difusio´n para ella, de modo que por
encima de la saturacio´n querremos definir q como la fraccio´n (de masa) del
sistema (parcela) que consiste de agua, no so´lo de vapor. Por ello por encima
de la saturacio´n definimos
q =
mw
md +mw
=
r
1 + r
, (A.20)
que tiene la misma expresio´n que antes en te´rminos del mixing ratio.
Notemos que por debajo de la saturacio´n la concentracio´n (fraccio´n de
masa) de vapor de agua es simplemente q, mientras que por encima de la
saturacio´n es qs. Ana´logamente, la concentracio´n de agua l´ıquida es 0 por
debajo de la saturacio´n y q − qs por encima de la saturacio´n. La Tabla A.4
clarifica los diferentes casos.
A.6. Densidad
Calcularemos primero el coeficiente ma´s “simple”, la densidad ρ, traba-
jando en orden creciente de complejidad.
A.6.1. Aire seco y vapor de agua
Para un gas perfecto simple (aire seco o vapor de agua) podemos calcular
la densidad a una dada presio´n p y temperatura T simplemente invocando
la ley de los gases perfectos
pV = mRT (A.21)
y poniendo
ρ =
m
V
=
p
RT
. (A.22)
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A.6.2. Aire hu´medo
Ahora queremos conocer la densidad ρm del aire hu´medo a una presio´n
total p y temperatura T . Tratando ambos, aire seco y vapor de agua, como
gases perfectos, tenemos
pdV = mdRdT, pvV = mvRvT, (A.23)
donde pd y pv son la presiones parciales para aire seco y vapor de agua,
respectivamente. Notemos que cuando escribimos la ley de los gases perfectos
en te´rminos de las presiones parciales, la temperatura T y volumen total V
son los mismos en ambas ecuaciones. Esto es porque las presiones parciales
estan definidas como la presio´n que una dada componente de la mezcla
tendr´ıa si estuviera sola en el mismo volumen y a la temperatura comu´n [39].
Tenemos tambie´n las reglas de adicio´n de presiones y masas
p = pd + pv, m = md +mv, (A.24)
y las definiciones del mixing ratio r y la constante ε,
r =
mv
md
,
Rv
Rd
=
1
ε
. (A.25)
Si ahora sumamos las leyes de gases perfectos de las componentes tendremos
pV = (mdRd +mvRv) T, (A.26)
y si e´sta debe ser la ley de gases perfectos para la mezcla, debemos definir
la constante espec´ıfica de los gases para la mezcla como
R =
mdRd +mvRv
m
= (1− q)Rd + qRv = Rd + rRv
1 + r
= Rd
1 + r/ε
1 + r
(A.27)
de modo de obtener
pV = mRT. (A.28)
Ahora la densidad del aire hu´medo ρm puede calcularse simplemente de
la ley de los gases perfectos para la mezcla, como
ρm =
m
V
=
p
RT
=
(1 + r) p
(Rd + rRv)T
. (A.29)
Esta expresio´n resulta muy conveniente, ya que entonces la densidad de aire
hu´medo saturado se escribe simplemente como
ρs =
(1 + rs) p
(Rd + rsRv)T
. (A.30)
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A.6.3. Aire mojado
Para aire mojado, tenemos aire hu´medo saturado ma´s una masa mℓ de
gotas de agua l´ıquida. El ımixing ratio es ahora
r = rs +
mℓ
md
(A.31)
y la masa total es
m = md +mv,sat +mℓ = (1 + r)md , (A.32)
pero el volumen total V y la presio´n total p son las mismas (en muy buena
aproximacio´n) que para aire hu´medo saturado, ya que la contribucio´n del
agua l´ıquida a la presio´n y al volumen es despreciable; el u´nico efecto de su
presencia es mantener pv = ps (T ). La ley de los gases perfectos para la fase
gaseosa sigue siendo
pV = (md +mv)RT, (A.33)
pero ahora la densidad debe calcularse como
ρw =
md +mv,sat +mℓ
V
=
(1 + r)mdp
(md +mv)RT
=
(1 + r) p
(Rd + rsRv)T
. (A.34)
A.6.4. Densidad a trave´s de la curva de saturacio´n
Comparando las expresiones anteriores para la densidad por debajo, a y
por encima de la saturacio´n, podemos escribirlas de manera unificada como
ρ =
1 + r
Rd +mı´n (r, rs)Rv
p
T
. (A.35)
Vemos que ρ sera´ continua a trave´s de la curva de saturacio´n, pero su deri-
vada sera´ discont´ınua.
A.6.5. Densidad en funcio´n de la concentracio´n
Los resultados anteriores pueden ser reescritos fa´cilmente en te´rminos de
la humedad espec´ıfica (fraccio´n de masa de agua), como sigue: por debajo
de la saturacio´n
ρ =
1
(1− q)Rd + qRv
p
T
, (A.36)
y por encima
ρ =
1− qs
1− q
1
(1− qs)Rd + qsRv
p
T
. (A.37)
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A.7. Coeficiente de expansio´n te´rmica
Ahora deduciremos expresiones para los coeficientes de expansio´n te´rmi-
ca αd para aire seco, αm para aire hu´medo no saturado, y αw para aire
mojado.
En lo que sigue necesitaremos el calor latente de vaporizacio´n lv a dife-
rentes presiones y temperaturas. Tsilingiris [40] no provee un modelo para e´l;
Iribarne [39], Ap. I (p. 246) proporciona una tabla de valores experimentales,
de la cual podemos ver que, por ejemplo,
lv = 2,4062× 106 J kg−1 (A.38)
a t = 40◦C. Sin embargo a partir de la misma tabla vemos que lv cambia
hasta un 3% entre los 20◦C y los 50◦C, as´ı que ma´s adelante desarrollaremos
un modelo ma´s preciso.
A.7.1. Aire seco
El aire seco cerca de la presio´n y temperatura ambiente se comporta muy
aproximadamente como un gas perfecto, por lo tanto lo trataremos como tal.
El sistema a considerar es una masa md de aire seco, inicialmente a tem-
peratura T y presio´n p. Este sistema es llevado, a presio´n y masa constantes,
a una temperatura T + δT . De Iribarne [39], Cap. I, ec. (9), tenemos
pV = mdRdT, (A.39)
donde Rd = 287,05 J kg
−1 K−1 (Iribarne p. 13) es la constante espec´ıfica de
los gases para aire seco. Diferenciando a presio´n y masa constantes,
pδV = mdRdδT, (A.40)
es decir
δV =
mdRd
p
δT. (A.41)
El nuevo volumen es
V + δV = V
(
1 +
mdRd
pV
δT
)
(A.42)
o, usando la ley de los gases perfectos,
V + δV = V
(
1 +
δT
T
)
. (A.43)
Si escribimos el nuevo volumen como
V + δV = V (1 + αdδT ) (A.44)
es inmediato que el coeficiente de expansio´n te´rmica para aire seco es
αd =
1
T
, (A.45)
que es un resultado bien conocido.
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A.7.2. Aire hu´medo
El aire hu´medo no saturado cerca de la temperatura y presio´n ambientes
tambie´n se comporta de forma muy aproximada a la de un gas perfecto (ver
por ejemplo [39], Cap. IV.10), y nuevamente lo trataremos como tal.
El sistema que consideramos ahora consiste de masas md de aire seco y
mv de vapor de agua (homoge´neamente mezclados y por debajo de la satu-
racio´n), inicialmente a temperatura T y presio´n total p = pd + pv, donde pd
y pv son las presiones parciales del aire seco y del vapor de agua, respecti-
vamente. Este sistema es llevado a una nueva temperatura T + δT a presio´n
total, masa y composicio´n constantes. La ley de los gases queda escrita ahora
como ([39], Cap. IV.11)
pV = mRT, (A.46)
con
m = md +mv (A.47)
la masa total y
R =
mdRd +mvRv
m
, (A.48)
donde Rv = 461,5 J kg
−1 K−1 ([39], p. 70) es la constante espec´ıfica de los
gases para el vapor de agua. Es evidente por inspeccio´n que, a pesar de estas
complejidades agregadas, el coeficiente de expansio´n te´rmica sera´ otra vez
el de un gas perfecto, esto es
αm =
1
T
, (A.49)
con la misma aproximacio´n con que el aire hu´medo se aproxime a un gas
perfecto.
A.7.3. Aire mojado
El aire hu´medo sobresaturado es un sistema bicomponente (aire y agua),
bifase (gas y l´ıquido) que consiste de una mezcla (idealmente homoge´nea)
de aire seco, vapor de agua y gotas de agua l´ıquida. Algunas aproximaciones
bien justificadas [39] son:
La presio´n de equilibrio del vapor de agua no esta´ influenciada por la
presencia de aire seco.
La presio´n de equilibrio del vapor de agua no esta´ influenciada por el
taman˜o de las gotas (esto presume que las gotas submicrome´tricas no
son dominantes), de modo que a este respecto toda el agua presente
puede ser considerada como un solo cuerpo con una interfase plana
con la fase gas.
La difusio´n de aire en el agua puede ser despreciada.
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El volumen de la fase l´ıquida es pequen˜o comparado con el volumen
total, y puede ser despreciado. Lo mismo vale para sus cambios de
volumen.
Con todo esto en mente, ahora consideramos un sistema compuesto por
una masamd de aire seco, una masamv de vapor de agua, y una masamℓ de
agua l´ıquida; la masa total de agua es entonces mw = mv +mℓ. El sistema
esta´ inicialmente a temperatura T y presio´n total p, y el vapor de agua
esta´ en equilibrio de saturacio´n con la fase l´ıquida. El sistema es entonces
llevado a una temperatura T +δT , a la misma presio´n total y a equilibrio de
saturacio´n, y manteniendo constantes la masa de aire seco y la masa total
de agua. Dado un volumen inicial V , queremos calcular el nuevo volumen
V +δV . Se asume que el entorno entrega o absorbe todo el calor y el trabajo
necesarios para todos los procesos involucrados.
Los estados de equilibrio termodina´mico inicial y final son:
Estado inicial: Una masa md de aire seco que ocupa un volumen V a la
presio´n parcial pd y temperatura T ; una masa mv de vapor de agua
que ocupa el mismo volumen V a la presio´n parcial pv y temperatura
T ; y una masa mℓ de agua l´ıquida que ocupa un volumen despreciable
a temperatura T .
Estado final: Una masa md+ δmd de aire seco ocupando un volumen V +
δV a la presio´n parcial pd + δpd y temperatura T + δT ; una masa
mv + δmv de vapor de agua ocupando el mismo volumen V + δV a
presio´n parcial pv+δpv y temperatura T+δT ; y una masamℓ+δmℓ de
agua l´ıquida ocupando un volumen despreciable a temperatura T+δT .
Las restricciones sobre este proceso son:
La masa de aire seco es constante: δmd = 0.
La masa total mw = mv +mℓ de vapor de agua es constante: δmv +
δmℓ = 0.
La presio´n total p = pd+ pv de la fase gas es constante: δpd+ δpv = 0.
El vapor de agua esta´ en equilibrio de saturacio´n con el agua l´ıquida
a lo largo de todo el proceso, de modo que de la ley de Clausius–
Clapeyron
pv = ps (T ) ⇒ δpv = lvps (T )
RvT 2
δT. (A.50)
La masa de agua evaporada mantiene el mixing ratio al valor de satu-
racio´n a lo largo de todo el proceso:
r =
mv
md
= rs (T ) =
εps (T )
p− ps (T ) = ε
pv
pd
⇒ mv = εpv
pd
md (A.51)
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de modo que
δmv = ε
(
δpv
pd
− pvδpd
p2d
)
md = ε
(
1 +
pv
pd
)
δpv
pd
md
= ε
(
1 +
ps (T )
p− ps (T )
)
ps (T )
p− ps (T )
mdlv
RvT 2
δT
= (ε+ rs (T )) rs (T )
mdlv
RdT 2
δT. (A.52)
Tratando el aire hu´medo como un gas perfecto tenemos
pV = mgRT, (A.53)
donde mg = md +mv es la masa de la fase gas. Entonces
(pd + pv) V = (mdRd +mvRv)T. (A.54)
Tomando la variacio´n de esta ecuacio´n, a primer orden, obtenemos
(δpd + δpv) V + (pd + pv) δV = (δmdRd + δmvRv)T + (mdRd +mvRv) δT,
(A.55)
que usando las restricciones sobre el proceso, puede ser reescrito en la forma
pδV = δmvRvT + (mdRd +mvRv) δT
= (ε+ rs) rs
mdlv
RdT 2
δT RvT + (mdRd +mvRv) δT
=
[
(ε+ rs) rs
mdlv
pV ε
+ 1
]
pV
T
δT. (A.56)
Entonces
δV =
[
(ε + rs) rs
mdlv
pV ε
+ 1
]
V
T
δT. (A.57)
Pero
pdV = mdRdT, (A.58)
de modo que
md
pV
=
1
pV
pdV
RdT
=
pd
p
1
RdT
=
p− pv
p
1
RdT
=
p− ps
p
1
RdT
=
εps
rsp
1
RdT
.
(A.59)
Luego
δV =
[
(ε + rs)
ps
p
lv
RdT
+ 1
]
V
T
δT, (A.60)
y usando
rs =
εps
p− ps ⇒ ps =
rs
ε+ rs
p (A.61)
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finalmente obtenemos
δV =
(
1 +
lvrs
RdT
)
V
T
δT. (A.62)
Ahora podemos calcular el nuevo volumen, que resulta
V + δV = V
[
1 +
(
1 +
lvrs
RdT
)
1
T
δT
]
. (A.63)
Si lo escribimos como
V + δV = V (1 + αwδT ) (A.64)
vemos que el coeficiente de expansio´n te´rmica a presio´n constante para aire
mojado es
αw =
(
1 +
lvrs
RdT
)
1
T
=
(
1 +
lvrs
RdT
)
αm . (A.65)
A.7.4. Coeficiente de expansio´n te´rmica a trave´s de la curva
de saturacio´n
Agrupando las expresiones precendentes, podemos unificarlas como
α =
1
T
[
1 +Θ (r − rs) lvrs
RdT
]
(A.66)
donde Θ es la funcio´n escalo´n de Heaviside. Vemos claramente que α es
discont´ınua a trave´s de la curva de saturacio´n.
A.7.5. Coeficiente de expansio´n te´rmica en funcio´n de la con-
centracio´n
En te´rminos de q en lugar de r, tenemos
α =
1
T
[
1 + Θ (q − qs) qs
1− qs
lv
RdT
]
. (A.67)
A.8. Coeficiente de expansio´n ma´sico
Acabamos de mostrar que la densidad del aire hu´medo y del aire mojado
dependen de la composicio´n a trave´s del mixing ratio r, de modo que un
cambio de composicio´n a temperatura y presio´n constante puede resultar
en un cambio de densidad y por lo tanto de flotabilidad (buoyancy). Vamos
a deducir entonces expresiones para el cambio de volumen de una parcela
cuando su composicio´n cambia.
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A.8.1. Aire hu´medo
Para aire hu´medo tenemos
ρ =
1 + r
Rd + rRv
p
T
, (A.68)
de modo que manteniendo constantes p y T
δρ =
(
1
Rd + rRv
− (1 + r)Rv
(Rd + rRv)
2
)
p
T
δr
= ρ
(
1
1 + r
− Rv
Rd + rRv
)
δr . (A.69)
Escribiendo la nueva densidad en la forma
ρ+ δρ = ρ (1− βδr) , (A.70)
o
δρ = −βρδr , (A.71)
vemos que el coeficiente de expansio´n ma´sico βm para aire hu´medo es
βm =
Rv
Rd + rRv
− 1
1 + r
=
1
ε + r
− 1
1 + r
=
1− ε
(ε+ r) (1 + r)
> 0. (A.72)
La positividad de βm corresponde al hecho bien conocido de que el aire
hu´medo (subsaturado) es mas ligero (menos denso) que el aire seco a la
misma temperatura y presio´n, debido a que el vapor de agua tiene un peso
molecular ma´s pequen˜o que el del aire seco. El aire hu´medo tiene entonces
flotabilidad positiva respecto del aire seco a la misma temperatura y presio´n.
El ca´lculo puede ser reformulado, si es necesario, en te´rminos de q. Por
debajo de la saturacio´n tenemos
ρ =
1
(1− q)Rd + qRv
p
T
, (A.73)
luego
δρ = − −Rd +Rv
((1− q)Rd + qRv)2
p
T
δq =
Rd − Rv
(1− q)Rd + qRv ρδq (A.74)
y
βm = − Rd − Rv
(1− q)Rd + qRv =
1− ε
ε+ (1− ε) q =
1
1− q
(
1
ε + (1− ε) q − 1
)
> 0.
(A.75)
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A.8.2. Aire mojado
Por encima de la saturacio´n tenemos
ρ =
1 + r
Rd + rsRv
p
T
, (A.76)
as´ı que ahora, manteniendo constantes p y T , obtenemos
δρ =
1
Rd + rsRv
p
T
δr =
1
1 + r
1 + r
Rd + rsRv
p
T
δr = ρ
1
1 + r
δr , (A.77)
donde hemos usado que rs depende so´lo de T y p (y no de r). El coeficiente
de expansio´n ma´sico del aire mojado resulta entonces
βw = − 1
1 + r
< 0. (A.78)
Esto es consistente con el hecho de que cualquier incremento del agua total
por encima de la saturacio´n incrementa la cantidad de gotas de agua, que
tienen un volumen despreciable (en buena aproximacio´n), pero no cambia
la densidad de la fase gas, que permanece saturada. La mezcla total resulta
as´ı ma´s densa. Esto es, el aire mojado tiene flotabilidad negativa respecto
del aire saturado a la misma temperatura y presio´n.
Este ca´lculo puede tambie´n ser reformulado en te´rminos de q. Por encima
de la saturacio´n tenemos
ρ =
1− qs
(1− qs)Rd + qsRv
1
1− q , (A.79)
de modo que
δρ =
1− qs
(1− qs)Rd + qsRv
1
(1− q)2 δq = ρ
1
1− qδq (A.80)
y
βw = − 1
1 − q < 0. (A.81)
A.8.3. Coeficiente de expansio´n ma´sico a trave´s de la curva
de saturacio´n
Las expresiones anteriores pueden ser unificadas en la forma
β =
1
1 + r
(
Θ(rs − r) 1 + r
ε+ r
− 1
)
=
1
1− q
(
Θ(qs − q) 1
ε + (1− ε) q − 1
)
. (A.82)
As´ı vemos que β es discont´ınua a trave´s de la curva de saturacio´n.
166
A.9. CAPACIDAD CALO´RICA ESPECI´FICA
Tabla A.5: Coeficientes de la ecuacio´n (A.85) para cp,d.
cd0 1,03409 cd3 −0,4970786× 10−9
cd1 −0,284887× 10−3 cd4 0,1077024× 10−12
cd2 0,7816818× 10−6
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Figura A.4: Capacidad calo´rica espec´ıfica a presio´n constante para aire seco
cp,d dada por (A.85).
A.9. Capacidad calo´rica espec´ıfica a presio´n cons-
tante
Otra cantidad que necesitamos es la capacidad calo´rica espec´ıfica del
aire hu´medo (aire seco + vapor de agua no saturado) y del aire mojado
(aire saturado + gotas de agua l´ıquida). Otra vez procederemos en orden
creciente de complejidad.
A.9.1. Aire seco
Consideremos una masa md de aire seco calentado a presio´n constante
p desde una temperatura T hasta una temperatura T + δT . Siguiendo a
Iribarne [39], Cap. II (p. 20), el calor δQd absorbido en el proceso puede ser
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escrito como
δQd = cp,dmdδT. (A.83)
Tratando siempre el aire seco como un gas perfecto diato´mico, obtenemos
de [39] Cap. II.5 (p. 25)
cp,d =
7
2
Rd = 1005 J kg
−1 K−1 . (A.84)
Sin embargo Tsilingiris [40], en base al ajuste de numerosos datos experi-
mentales, propone el modelo polinomial
cp,d =
(
cd0 + cd1T + cd2T
2cd3T
3 + cd4T
4
)× 103 J kg−1 K−1 , (A.85)
cuyos coeficientes se muestran en la Tabla A.5.
La figura A.4 muestra los valores de esta expresio´n en el rango de intere´s.
Vemos que, para nuestros propos´itos, podr´ıamos adoptar el valor constante
cp,d = 1008,5 J kg
−1 K−1 (A.86)
con un error no mayor que el 0,2%. Sin embargo, a la luz de lo que veremos
que ocurre con cp,v, y dado el uso que le daremos posteriormente en la
Seccio´n A.9.8, consideramos mejor conservar el polinomio de Tsilingiris.
A.9.2. Vapor de agua
Consideremos una masa mv de vapor de agua calentada a presio´n cons-
tante p desde una temperatura T hasta una temperatura T + δT . El calor
δQv absorbido en el proceso puede ser escrito como
δQv = cp,vmvδT. (A.87)
Tratando el vapor de agua como un gas perfecto (ver [39] Cap. IV.10, p. 70)
compuesto de mole´culas no lineales triato´micas (en consecuencia con seis
grados de libertad), obtenemos el valor aproximado
cp,v = 4Rv = 1870 J kg
−1 K−1 , (A.88)
aunque e´ste depende ligeramente de la temperatura y la presio´n (ver [39]
Tabla IV-5, p. 77). Tsilingiris, nuevamente en base al ajuste de numerosos
datos experimentales, propone en cambio el modelo polinomial
cp,v =
(
cv0 + cv1t+ cv2t
2
)× 103 J kg−1 K−1 (A.89)
cuyos coeficientes se muestran en la Tabla A.6. La figura A.5 muestra los
valores de esta expresio´n en el rango de intere´s. Vemos que la adopcio´n de
un valor fijo
cp,v = 1895 J kg
−1 K−1 (A.90)
introducir´ıa un error de hasta 2,5%. Conservaremos entonces el polinomio
de Tsilingiris.
168
A.9. CAPACIDAD CALO´RICA ESPECI´FICA
Tabla A.6: Coeficientes de la ecuacio´n (A.89) para cp,v.
cv0 1,86910989 cv2 1,941058941× 10−5
cv1 −2,578421578× 10−4
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Figura A.5: Capacidad calo´rica espec´ıfica a presio´n constante para vapor de
agua cp,v dada por (A.89).
A.9.3. Aire hu´medo
Consideremos ahora una masa md de aire seco y una masa mv de vapor
de agua, uniformemente mezcladas y calentadas a presio´n constante p desde
una temperatura T hasta una temperatura T + δT . El calor δqm absorbido
por unidad de masa de esta mezcla sera´ (ver [39] Cap. IV.12, p. 77)
δqm = mdδqd +mvδqv = (1− q) δqd + qδqv , (A.91)
donde q es la humedad espec´ıfica. Entonces, de [39], ec. (IV.87) (p. 77)
tendremos
cp,m =
[
1 +
(
cp,v
cp,d
− 1
)
q
]
cp,d =
[
1 +
(
cp,v
cp,d
− 1
)
r
1 + r
]
cp,d , (A.92)
pero esta expresio´n resulta innecesariamente complicada si usamos los mo-
delos de Tsilingiris para cp,d y cp,v.
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Podemos en cambio poner el calor total absorbido como
δQm = (mdcp,d +mvcp,v) δT = (cp,d + rcp,v)mdδT =
cp,d + rcp,v
1 + r
mmδT,
(A.93)
donde
mm = md +mv = (1 + r)md (A.94)
es la masa total de aire hu´medo. Entonces tendremos
cp,m =
cp,d + rcp,v
1 + r
, (A.95)
y a la saturacio´n simplemente resultara´
cp,s =
cp,d + rscp,v
1 + rs
. (A.96)
A.9.4. Agua l´ıquida
En este caso debemos basarnos directamente en los resultados experi-
mentales. De [39], Ap. I (p.246) tenemos muy aproximadamente cp,ℓ = 4178
J kg−1 K−1 a 40◦C y casi constante desde T = 20◦C hasta T = 60◦C dentro
de un 0,2%. Podr´ıamos entonces tomar simplemente el valor promedio
cp,ℓ = 4180 J kg
−1 K−1 (A.97)
Pero podemos obtener una aproximacio´n mucho mejor, ajustando los datos
de [39], Ap. I, (p. 246) por un polinomio. Usando solamente los datos de
0◦C a 50◦C obtenemos
cp,ℓ = 4217, 93007− 3, 84429t+ 0, 15212t2
− 0, 00292t3+ 2, 23776× 10−5t4 J kg−1 K−1 (A.98)
con un error absoluto menor que 0,3 J kg−1 K−1 (que es un 0,01%) sobre
este rango. Sin embargo, probablemente no ser´ıa prudente extrapolar este
modelo mucho ma´s alla´ de dicho rango.
A.9.5. Aire mojado
Ahora consideramos un sistema que consiste de aire hu´medo saturado
y gotas de agua homoge´neamente mezclados, calentado a presio´n constante
p desde una temperatura T hasta una temperatura T + δT . Los estados
termodina´micos inicial y final, y el proceso, sera´n los mismos que en la
derivacio´n precedente del coeficiente de expansio´n te´rmica (ver Seccio´n A.7).
En particular, la masa de agua l´ıquida evaporada a lo largo del proceso sera´
δmv = (ε+ rs) rs
mdlv
RdT 2
δT (A.99)
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y el calor absorbido por este proceso de evaporacio´n sera´
δQl = lvδmv = (ε+ rs) rs
mdl
2
v
RdT 2
δT. (A.100)
El calor absorbido total tendra´ tambie´n una contribucio´n del calentamiento
del aire hu´medo saturado
δQs = cp,s (md +mv) δT =
cp,d + rscp,v
1 + rs
(1 + rs)md = (cp,d + rscp,v)md
(A.101)
y una contribucio´n del calentamiento del agua l´ıquida
δQℓ = cp,ℓmℓδT. (A.102)
As´ı el calor absorbido como energ´ıa interna de la parcela, a primer orden en
todas las variaciones, sera´
δQU =
[
(cp,d + rscp,v) + cp,ℓ
mℓ
md
+ (ε + rs) rs
l2v
RdT 2
]
mdδT (A.103)
Ahora, habiendo agua l´ıquida presente, el mixing ratio adopta la forma
r = rs +
mℓ
md
, (A.104)
de donde
mℓ
md
= r − rs (A.105)
y consecuentemente
δQU =
[
(cp,d + rscp,v) + cp,ℓ (r − rs) + (ε+ rs) rs l
2
v
RdT 2
]
mdδT. (A.106)
Por otro lado, la masa total del sistema es
mw = md +mv +mℓ = md + rsmd + (r − rs)md = (1 + r)md , (A.107)
de donde
md =
mw
1 + r
(A.108)
y
δQU =
[
(cp,d + rscp,v) + cp,ℓ (r − rs) + (ε+ rs) rs l
2
v
RdT 2
]
mwδT
1 + r
, (A.109)
que puede ser reescrita como
δQU =
[
(cp,d + rcp,v) + (r − rs) (cp,ℓ− cp,v) + (ε + rs) rs l
2
v
RdT 2
]
mwδT
1 + r
.
(A.110)
171
APE´NDICE A. MODELO TERMODINA´MICO
Por otra parte, tendremos otra contribucio´n δQW al calor absorbido,
correspondiente a la energ´ıa entregada por la parcela al entorno como trabajo
de expansio´n isoba´rica. De la expresio´n (A.62) para el cambio de volumen
de la parcela, este trabajo sera´
δQW = pδV =
(
1 +
lvrs
RdT
)
pV
T
δT, (A.111)
que empleando la ley de los gases ideales (A.26) para la mezcla aire-vapor, la
expresio´n (A.27) para la correspondiente constante espec´ıfica y las relacio-
nes de masas (A.105) y (A.108) para las componentes de la parcela, puede
reescribirse como
δQW =
(
1 +
lvrs
RdT
)
1 + rs/ε
1 + r
RdmwδT. (A.112)
Sumando ambas contribuciones y dividiendo por mwδT , la capacidad
calo´rica espec´ıfica del aire mojado a presio´n constante resulta
cp,w =
[
(cp,d + rcp,v) + (r − rs) (cp,ℓ − cp,v)
+ (ε + rs) rs
(
l2v
RdT 2
+
1
ε
(
Rd
rs
+
lv
T
))]
1
1 + r
, (A.113)
donde hay dependencias adicionales (impl´ıcitas) del valor de la presio´n y la
temperatura a trave´s de rs, las capacidades calo´ricas espec´ıficas y el calor
latente espec´ıfico.
Los valores de cp justo por debajo y por encima de la saturacio´n son
necesarios en el modelo hidrodina´mico. Justo por debajo de la saturacio´n
tenemos
c−p = cp,s =
cp,d + rscp,v
1 + rs
, (A.114)
mientras que justo por encima tenemos
c+p = c
−
p
[
1 +
(ε+ rs) rs
cp,d + rscp,v
(
l2v
RdT 2
+
1
ε
(
Rd
rs
+
lv
T
))]
. (A.115)
A.9.6. Capacidad calo´rica espec´ıfica a traves de la curva de
saturacio´n
Comparando las expresiones para cp por debajo, a y por encima de la
saturacio´n, e´stas pueden ser unificadas en la expresio´n
cp =
cp,d + rcp,v
1 + r
+
Θ(r − rs)
1 + r
×
[
(r − rs) (cp,ℓ − cp,v) + (ε+ rs) rs
(
l2v
RdT 2
+
1
ε
(
Rd
rs
+
lv
T
))]
.
(A.116)
Vemos entonces que cp es discont´ınuo a trave´s de la curva de saturacio´n.
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Figura A.6: Calor latente espec´ıfico de vaporizacio´n del agua lv dado por
(A.123).
A.9.7. Capacidad calo´rica espec´ıfica en funcio´n de la concen-
tracio´n
Por brevedad omitiremos la expresio´n general, y so´lo daremos las expre-
siones justo por debajo y por encima de la saturacio´n,
c−p = (1− qs) cp,d + qscp,v , (A.117)
c+p = c
−
p +
(
ε+
qs
1− qs
)
qs
(
l2v
RdT 2
+
1
ε
(
1− qs
qs
Rd +
lv
T
))
. (A.118)
A.9.8. Calor latente espec´ıfico del agua
Estamos ahora en condiciones de formular un modelo para el calor latente
espec´ıfico de vaporizacio´n del agua. Tenemos de Iribarne [39], Ap. I (p. 246)
el valor de referencia
lv = 2,4062× 106 J kg−1 (A.119)
a 40◦C. Tambie´n de [39] Cap. IV.9 (pp. 68–69) tenemos
dlv
dt
= cp,v − cp,ℓ . (A.120)
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Usando para cp,v el modelo de Tsilingiris [40]
cp,v = 1869,10989−0,2578421578t+0,01941058941t2 J kg−1 K−1, (A.121)
y para cp,ℓ nuestro modelo,
cp,ℓ = 4217,93007− 3,84429t+ 0,15212t2 − 0,00292t3
+ 2,23776× 10−5t4 J kg−1 K−1, (A.122)
una simple integracio´n te´rmino a te´rmino y el uso del valor de referencia a
40◦C resultan en la expresio´n
lv (T ) = 2498704,276− 2348,82018t+ 1,793223921t2
− 0,0442364702t3+ 0,00073t4 − 4,47552× 10−6t5 J kg−1. (A.123)
La figura A.6 muestra los valores de esta expresio´n en el rango de intere´s.
Comparando con los datos en Iribarne vemos que el error de este modelo es
menor al 0,05% sobre dicho rango. De modo que el modelo es bueno, pero
su precisio´n no puede ser garantizada ma´s alla´ del rango 0◦C–50◦C
A.10. Viscosidad cinema´tica
A diferencia de los coeficientes precedentes, las viscosidades cinema´tica y
dina´mica de las mezclas de gases no pueden ser derivadas de las de los gases
puros por medios “termodina´micos” que so´lo involucren el mixing ratio, sino
que dependen tambie´n de aspectos de la teor´ıa cine´tica como las secciones
eficaces de las colisiones moleculares. En lo que sigue seguiremos el usual
enfoque semiemp´ırico.
A.10.1. Generalidades
La teoria cine´tica de los gases predice que para un gas ideal simple la
viscosidad cinema´tica es
ν =
1
2
u¯λ (A.124)
donde u¯ es la velocidad media (te´rmica) de los a´tomos o mole´culas del gas y
λ es su camino libre medio. Notemos que u¯ depende de la temperatura pero
es independiente de la densidad ρ del gas, mientras que λ escalea como ρ−1.
As´ı el valor de la viscosidad dina´mica
η = ρν (A.125)
resulta independiente de la densidad y por tanto de la presio´n p, pero de-
pende de la temperatura T .
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Tabla A.7: Coeficientes de la ecuacio´n (A.128) para ηd.
ηd0 −9,8601× 10−1 ηd3 1,2349703× 10−7
ηd1 9,080125× 10−2 ηd4 −5,7971299× 10−11
ηd2 −1,17635575× 10−4
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Figura A.7: Viscosidad dina´mica del aire seco ηd dada por (A.128).
Una aproximacio´n bastante buena a la viscosidad dina´mica η de una
mezcla binaria se obtiene considera´ndola como una solucio´n ideal:
η =
1
χa
ηa
+ χbηb
, (A.126)
donde χa y χb son las fracciones molares de las dos componentes (y por lo
tanto χa + χb = 1). Esta relacio´n puede ser escrita ma´s convenientemente
como
1
η
=
χa
ηa
+
χb
ηb
(A.127)
Sin embargo no proseguiremos por este camino, ya que como veremos en-
seguida la no-idealidad del aire seco y sobre todo del vapor de agua son, a
este respecto, grandes.
175
APE´NDICE A. MODELO TERMODINA´MICO
A.10.2. Aire seco
Tsilingiris [40], como siempre en base a una cantidad de resultados ex-
perimentales, da la expresio´n polinomial
ηd =
(
ηd0 + ηd1T + ηd2T
2 + ηd3T
3 + ηd4T
4
)× 10−6 kg m−1 s−1 (A.128)
cuyos coeficientes se listan en la Tabla A.7.
La figura A.7 muestra los valores de esta expresio´n en el rango de intere´s.
Podemos ver que la variacio´n de ηd en ese rango es apreciable (un 10%).
A.10.3. Vapor de agua
Una expresio´n de ley de potencia para la viscosidad dina´mica del vapor
de agua ha sido dada por J. F. Crifo [96] en unidades cgs, como
ηv = B
(
T
T0
)n
g cm−1 s−1, (A.129)
donde
B = (9,25± 0,35)× 10−5, n = 1,10± 0,02, T0 = 300 K. (A.130)
Substituyendo las constantes y convirtiendo a unidades MKS tenemos
ηv = 1,743× 10−8 T 1,1 kg m−1 s−1. (A.131)
Otra vez, una mejor aproximacio´n es provista por Tsilingiris [40], que da
ηv = (ηv0 + ηv1t) × 10−6 kg m−1 s−1 , (A.132)
pero se debe tener cuidado ya que los coeficientes en [40] son demasiado
grandes en un factor 10; los coeficientes correctos se muestran en la Ta-
bla A.8.
La figura A.8 muestra los valores de la ley de potencia y del modelo
de Tsilingiris. Vemos que los dos modelos difieren al menos por 2,5% so-
bre nuestro rango de intere´s. En lo que sigue adoptaremos el modelo de
Tsilingiris.
A.10.4. Aire hu´medo
Como siempre vamos a considerar el aire como un gas perfecto. En este
caso lo pensamos como una mezcla binaria de dos gases perfectos, aire seco
y vapor de agua. Mayormente por motivos de comparacio´n vamos a traba-
jar con dos modelos de viscosidad dina´mica de mezclas, uno formulado por
Davidson [97] en 1993, y el otro el provisto por Tsilingiris [40]. La deduc-
cio´n de ambos modelos es larga y trabajosa, por lo que sugerimos al lector
interesado consultar estos trabajos y las referencias proporcionadas en ellos.
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Tabla A.8: Coeficientes de la ecuacio´n (A.132) para ηv.
ηv0 8,058131868 ηv1 4,000549451× 10−2
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Figura A.8: Viscosidad dina´mica del vapor de agua ηv dada por (A.131) y
(A.132).
Usando la ec. (30) de Davidson [97] tenemos
1
η
=
y2d
ηd
+
y2v
ηv
+ 2
ydyv√
ηdηv
(
2
√
MdMv
Md +Mv
)0,375
(A.133)
donde
yd =
Nd
√
Md
Nd
√
Md +Nv
√
Mv
, yv =
Nv
√
Mv
Nd
√
Md +Nv
√
Mv
(A.134)
son las llamadas “fracciones de momentum” para aire seco y vapor, respec-
tivamente. Aqu´ı Ni son las fracciones molares y Mi los pesos moleculares
del aire seco y del vapor de agua. Notemos que todos los te´rminos que in-
cluyen pesos moleculares no cambian si e´stos se reemplazan por las masas
µi de las mole´culas correspondientes. Notemos tambie´n que las fracciones
de momento yi son adimensionales.
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Los pesos moleculares para aire seco y vapor de agua son ([39] Ap. I, p.
245, [40])
Md = 28,9635 g mol
−1, Mv = 18,015 g mol
−1. (A.135)
Para un mixing ratio dado, las fracciones molares pueden obtenerse de las
relaciones
r =
mv
md
=
NvMv
NdMd
= 0,62199
Nv
Nd
= ε
Nv
Nd
, Nv +Nd = 1, (A.136)
y resultan
Nd =
ε
ε+ r
, Nv =
r
ε+ r
. (A.137)
Tambie´n, usando Mv = εMd resulta
yd =
ε
√
Md
ε
√
Md + r
√
εMd
=
√
ε√
ε+ r
, yv =
r
√
Mv
ε
√
Md + r
√
Mv
=
r√
ε+ r
(A.138)
y (
2
√
MdMv
Md +Mv
)0,375
=
(
2
√
ε
1 + ε
)0,375
= 0,98958 . (A.139)
Substituyendo estas expresiones tenemos
1
η
=
ε
ηd
+
r2
ηv
+ 1. 979 2
√
εr√
ηdηv
. (A.140)
Por otro lado, Tsilingiris [40] propone para la viscosidad dina´mica de la
mezcla la expresio´n
η =
Ndηd
NdΦdd +NvΦdv
+
Nvηv
NdΦvd +NvΦvv
. (A.141)
La expresio´n general de los coeficientes Φij para mezclas multicomponentes,
que necesitaremos ma´s adelante, es
Φij =
[
1 +
(
ηi
ηj
)1/2 (Mj
Mi
)1/4]2
[
8
(
1 + MiMj
)]1/2 . (A.142)
En nuestro caso particular tendremos entonces
Φdd = Φvv = 1 (A.143)
y
Φdv =
[
1 +
(
ηd
ηv
)1/2 (
Mv
Md
)1/4]2
[
8
(
1 + MdMv
)]1/2 , Φvd =
[
1 +
(
ηv
ηd
)1/2 (
Md
Mv
)1/4]2
[
8
(
1 + MvMd
)]1/2 .
(A.144)
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Usando Nd = ε/(ε+ r), Nv = r/(ε+ r) y Mv = εMd, resulta
η =
εηd
ε+ rΦdv
+
rηv
εΦvd + r
, (A.145)
con
Φdv =
[
1 +
(
ηd
ηv
)1/2
ε1/4
]2
[8 (1 + ε−1)]1/2
, Φvd =
[
1 +
(
ηv
ηd
)1/2
ε−1/4
]2
[8 (1 + ε)]1/2
. (A.146)
Notemos que a la saturacio´n Φdv y Φvd conservan las mismas expresiones,
mientras que η queda expresado como
η =
εηd
ε+ rsΦdv
+
rsηv
εΦvd + rs
. (A.147)
A.10.5. Aire mojado
En este caso tenemos aire hu´medo ma´s un fino aerosol de gotas de agua
l´ıquida, cuyo taman˜o en principio var´ıa desde el micro´n hasta el centenar de
micrones, aproximadamente. Aqu´ı introduciremos una aproximacio´n reco-
nocidamente ru´stica, consistente en considerar el aerosol de gotas como un
tercer gas, constituido por “mole´culas” (las gotas) muy grandes y pesadas.
En el modelo de mezcla de Davidson [97] tendr´ıamos entonces las frac-
ciones de momentum
yi =
Ni
√
Mi
Nd
√
Md +Nv
√
Mv +Nℓ
√
Mℓ
, (A.148)
donde el ı´ndice i corresponde a aire seco (d), vapor(v) y gotas (ℓ), siendo Nℓ
la “fraccio´n molar” y Mℓ el “peso molecular” de las gotas. Ahora, para una
dada masa mℓ de agua l´ıquida tenemos mℓ = NℓMℓ, as´ı que por ejemplo
Nℓ
√
Mℓ =
mℓ√
Mℓ
≪
mv√
Mv
= Nv
√
Mv , (A.149)
ya que Mℓ ≫ Mv o Md, pero las masas de las distintas componentes son
comparables. De este modo yd e yv deber´ıan ser aproximadamente las mis-
mas que para aire hu´medo, mientras que yℓ≪ 1. Tambie´n tendremos(
2
√
MdMℓ
Md +Mℓ
)0,375
≪ 1,
(
2
√
MvMℓ
Mv +Mℓ
)0,375
≪ 1 . (A.150)
Los te´rminos que involucran agua l´ıquida en la fo´rmula de viscosidad de
mezclas de Davidson sera´n
y2ℓ
ηℓ
+ 2
ydyℓ√
ηdηℓ
(
2
√
MdMℓ
Md +Mℓ
)0,375
+ 2
yℓyv√
ηℓηv
(
2
√
MℓMv
Mℓ +Mv
)0,375
. (A.151)
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Usando que yℓ escalea como 1/
√
Mℓ para un dado valor demℓ, estos te´rminos
escalean como
y2ℓ
ηℓ
∝
1
Mℓηℓ
,
2
ydyℓ√
ηdηℓ
(
2
√
MdMℓ
Md +Mℓ
)0,375
∝
1
M
0,187 5
ℓ
√
Mℓηℓ
,
2
yℓyv√
ηℓηv
(
2
√
MℓMv
Mℓ +Mv
)0,375
∝
1
M0,187 5ℓ
√
Mℓηℓ
. (A.152)
Por otro lado, para un gas de esferas r´ıgidas un conocido resultado de la
teoria cine´tica afirma que [98]
η =
2
3d2
√
mkT
π3
, (A.153)
donde m es la masa y d el dia´metro de las esferas; para esferas de densidad
dada y constante ρ tendremos
m = ρ
4
3
π
(
d
2
)3
=
1
6
πd3ρ =⇒ d =
(
6m
πρ
)1/3
, (A.154)
de modo que
η =
2
3
( πρ
6m
)2/3√mkT
π3
∝ m−
1
6 . (A.155)
En nuestra imagen del aerosol de gotas como un “gas” de mole´culas muy
pesadas, y en la medida en que el modelo de esferas r´ıgidas sea aplicable,
el escaleo de su viscosidad dina´mica con el “peso molecular” de las gotas
deber´ıa ser aproximadamente el mismo:
ηℓ =M
− 1
6
ℓ . (A.156)
Entonces los te´rminos que involucran agua l´ıquida en la fo´rmula de viscosi-
dad de las mezclas deber´ıan escalear de acuerdo a
y2ℓ
ηℓ
∝
1
MℓM
− 1
6
ℓ
=M
− 5
6
ℓ ,
2
ydyℓ√
ηdηℓ
(
2
√
MdMℓ
Md +Mℓ
)0,375
∝
1
M0,187 5ℓ
√
MℓM
− 1
6
ℓ
=M
−0,604 17
ℓ ,
2
yℓyv√
ηℓηv
(
2
√
MℓMv
Mℓ +Mv
)0,375
∝
1
M0,187 5ℓ
√
MℓM
− 1
6
ℓ
=M−0,604 17ℓ . (A.157)
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La conclusio´n es que incluso para gotas submicrome´tricas, su contribucio´n
a la viscosidad dina´mica deber´ıa ser despreciable, ya que sus pesos molecu-
lares son al menos nueve o´rdenes de magnitud superiores a los de las dema´s
componentes. Entonces la viscosidad dina´mica del aire mojado deber´ıa ser
aproximadamente
1
η
=
ε
ηd
+
r2s
ηv
+ 2
(
2
√
ε
1 + ε
)0,375 √
εrs√
ηdηv
, (A.158)
que es la misma expresio´n que para aire hu´medo, pero evaluada a la satu-
racio´n.
En el modelo de Tsilingiris tendr´ıamos
η =
Ndηd
NdΦdd +NvΦdv +NℓΦdℓ
+
Nvηv
NdΦvd +NvΦvv +NℓΦvℓ
+
Nℓηℓ
NdΦℓd +NvΦℓv +NℓΦℓℓ
(A.159)
con
Φℓℓ = 1 (A.160)
y
Φdℓ =
[
1 +
(
ηd
ηℓ
)1/2 (
Mℓ
Md
)1/4]2
[
8
(
1 + MdMℓ
)]1/2 , Φℓd =
[
1 +
(
ηℓ
ηd
)1/2 (
Md
Mℓ
)1/4]2
[
8
(
1 + MℓMd
)]1/2 ,
Φvℓ =
[
1 +
(
ηv
ηℓ
)1/2 (
Mℓ
Mv
)1/4]2
[
8
(
1 + MvMℓ
)]1/2 , Φℓv =
[
1 +
(
ηℓ
ηv
)1/2 (
Mv
Mℓ
)1/4]2
[
8
(
1 + MℓMv
)]1/2 .
(A.161)
La viscosidad del “gas de gotas” deber´ıa escalear otra vez como ηℓ =M
−1/6
ℓ ,
y tendr´ıamos Nℓ ∝M
−1
ℓ ya que la masa de agua l´ıquida es finita. Entonces
los te´rminos de acople escaleara´n como
Φdℓ ∝M
2/3
ℓ , Φℓd ∝M
−1/2
ℓ , Φvℓ ∝M
2/3
ℓ , Φℓv ∝M
−1/2
ℓ , (A.162)
y las contribuciones a la viscosidad dina´mica de la mezcla como
Nℓηℓ
NdΦℓd +NvΦℓv +NℓΦℓℓ
∝M
−2/3
ℓ ,
Nvηv
NdΦvd +NvΦvv +NℓΦvℓ
≃ Nvηv
NdΦvd +NvΦvv
,
Ndηd
NdΦdd +NvΦdv +NℓΦdℓ
≃ Ndηd
NdΦdd +NvΦdv
. (A.163)
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Vemos entonces que tambie´n para el modelo de Tsilingiris, la viscosidad
dina´mica del aire mojado es muy aproximadamente la misma del aire hu´me-
do saturado, para cualquier r > rs razonable.
A.10.6. Viscosidad cinema´tica a trave´s de la curva de satu-
racio´n
De la relacio´n
ν =
η
ρ
(A.164)
y los resultados precedentes, vemos que en el modelo de Davidson podemos
escribir aproximadamente
ν =
Rd +mı´n (r, rs)Rv
1 + r
T
p
1
ε
ηd
+
mı´n2 (r, rs)
ηv
+ 2
(
2
√
ε
1 + ε
)0,375 √
εmı´n (r, rs)√
ηdηv
(A.165)
donde podr´ıamos usar por ejemplo las aproximaciones ηd = 4,093×10−7 T 2/3
y ηv = 1,743×10−8T 1,1. Podemos ver que ν es continuo a trave´s de la curva
de saturacio´n, con derivada discontinua.
En el modelo de Tsilingiris tendremos
ν =
Rd +mı´n (r, rs)Rv
1 + r
T
p
[
εηd
ε+mı´n (r, rs)Φdv
+
mı´n (r, rs) ηv
εΦvd +mı´n (r, rs)
]
,
(A.166)
y de nuevo ν resulta continuo a trave´s de la curva de saturacio´n, con derivada
discontinua.
A.10.7. Viscosidad cinema´tica en funcio´n de la concentra-
cio´n
Por brevedad daremos so´lo la expresio´n para condiciones de saturacio´n,
que en te´rminos de q en lugar de r resulta
ν = [(1− q)Rd + qRv] T
p
[
(1− qs) εηd
(1− qs) ε+ qsΦdv +
qsηv
(1− qs) εΦvd + qs
]
.
(A.167)
A.10.8. Una aproximacio´n relevante
Las fo´rmulas de Davidson y de Tsilingiris para viscosidad de las mezclas
asumen en su deduccio´n colisiones ela´sticas entre mole´culas de todos los ga-
ses en la mezcla, o al menos asumen que las transferencias de momento lineal
entre mole´culas son estad´ısticamente las mismas que si las colisiones fueran
ela´sticas. Aunque esto es razonable para aire y vapor, para gotas de agua
esta hipo´tesis debe ser justificada, al menos aproximadamente. Proponemos
lo siguiente:
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Colisio´n aire-gota: Recordemos que venimos despreciando la solubilidad
del aire en agua. Esto significa que las mole´culas de aire que chocan
con gotas de agua, o bien rebotan inmediatamente o bien son transi-
toriamente adsorbidas en la superficie y despue´s liberadas. En ambos
casos las mole´culas de aire salientes son “emitidas” estad´ısticamente en
condiciones de equilibrio termondina´mico, en el sentido de tener una
distribucio´n de velocidad de Maxwell–Boltzman a la temperatura de
equilibrio. De modo que en este caso la hipo´tesis esta´ bien justificada
en el sentido de la transferencia de momento efectiva.
Colisio´n vapor-gota: En este caso las mole´culas de agua que chocan pue-
den integrarse a la gota por condensacio´n, pero bajo la hipo´tesis de
que tenemos aire hu´medo saturado se debe liberar una cantidad igual
de mole´culas a la fase gas, otra vez en condiciones de equilibrio termo-
dina´mico. Para aire hu´medo no saturado, en cambio, ambos procesos
no se balancean, pero debemos tener presente que en nuestro modelo
termodina´mico so´lo consideramos la presencia de gotas si estamos por
encima de la saturacio´n. En cuanto al crecimiento de gotas por conden-
sacio´n, este proceso esta´ dominado por efectos de tensio´n superficial,
que en general estamos despreciando. De modo que la hipo´tesis vuelve
a estar bien justificada en este caso, o al menos es consistente con las
limitaciones de nuestro modelo.
Colisio´n gota-gota: Excepto por coalescencia de gotas, tambie´n en este
caso la colisio´n entre gotitas puede ser inela´stica, pero en promedio
esto no deber´ıa alterar su distribucio´n de velocidades de Maxwell–
Boltzman, sino por otra razo´n que su equilibrio termodina´mico con las
otras componentes (vapor y aire). La prevalencia de la coalescencia en
colisiones entre gotitas puede descartarse sobre la base de la estabili-
dad relativa de nieblas y nubes que estamos asumiendo impl´ıcitamente:
si la coalescencia fuera un proceso dominante, o al menos importan-
te, llegar´ıamos ra´pidamente a condiciones de precipitacio´n, que esta´n
mucho ma´s alla´ del alcance pretendido por nuestro modelo.
A.10.9. Seleccio´n del modelo
Como puede verse las expresiones para la viscosidad resultantes del mo-
delo de Tsilingiris son ma´s “sime´tricas” y algo ma´s sencillas de calcular que
las de Davidson, adema´s de ser presumiblemente ma´s precisas. Pero tambie´n
resulta conveniente su similitud estructural con las expresiones equivalentes
para conductividad te´rmica, que obtendremos en la Seccio´n siguiente. Por
todo ello adoptaremos el modelo de Tsilingiris.
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Tabla A.9: Coeficientes de la ecuacio´n (A.171) para Kd.
Kd0 −2,276501× 10−3 Kd3 1,73550646× 10−10
Kd1 1,2598485× 10−4 Kd4 −1,066657× 10−13
Kd2 −1,4815235× 10−7 Kd5 2,47663035× 10−17
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Figura A.9: Conductividad te´rmica del aire seco Kd dada por (A.172) y
(A.171).
A.11. Conductividad te´rmica
De nuevo trataremos al aire seco, el vapor de agua y el aire hu´medo como
gases perfectos. En este caso la teoria cine´tica dice que
K =
15
4
R∗
M
η
[
4
15
cpM
R∗
+
1
3
]
= η
(
cp +
5
4
R∗
M
)
= η
(
cp +
5
4
R
)
(A.168)
donde R∗ es la contante universal de los gases, M el peso molecular, y R =
R∗/M es la constante especifica de los gases; cp y η son la capacidad calo´rica
espec´ıfica (a presio´n constante) y la visosidad dina´mica, respectivamente.
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A.11.1. Aire seco
En este caso tenemos
cp,d =
Rd
R∗d
Cp,d =
Rd
R∗d
7
2
R∗d =
7
2
Rd = 1005 J kg
−1 K−1, (A.169)
que insertado en la expresio´n general de teoria cine´tica da
Kd =
19
4
ηdRd. (A.170)
Sin embargo Tsilingiris [40], de nuevo en base a ajustar numerosos re-
sultados experimentales, propone un modelo polinomial ma´s preciso (debe
notarse que su fo´rmula tiene un factor espu´reo 10−3, corregido aqu´ı), dado
por
Kd = Kd0+Kd1T+Kd2T
2+Kd3T
3+Kd4T
4+Kd5T
5 W m−1 K−1, (A.171)
cuyos coeficientes se listan en la Tabla A.9.
La figura A.9 muestra los valores de esta expresio´n, que como puede
verse var´ıa un 10% en el rango de intere´s. Por comparacio´n, mostramos en
la misma figura la expresio´n de teoria cine´tica
Kd =
19
4
ηdRd = 5. 580 754 338× 10−4T 23 Wm−1 K−1. (A.172)
Vemos que esta u´ltima difiere en un 4% del modelo de Tsilingiris, que es el
que usaremos en adelante.
A.11.2. Vapor de agua
En este caso
cp,v = 4Rv = 1870 J kg
−1 K−1 (A.173)
y la expresio´n general de la teoria cine´tica da
Kv =
21
4
ηvRv. (A.174)
Otra vez Tsilingiris provee un modelo ma´s preciso,
Kv =
(
Kv0 +Kv1t+Kv2t
2
)× 10−3 W m−1 K−1, (A.175)
cuyos coeficientes listamos en la Tabla A.10. La figura A.10 muestra los
valores de esta expreso´n. Vemos que la conductividad te´rmica del vapor de
agua var´ıa un 10% dentro del rango de intere´s. Comparando con la expresio´n
de la teor´ıa cine´tica
Kv =
21
4
ηvRv = 5. 464 760 847× 10−5T 1.1 Wm−1 K−1 (A.176)
vemos de la misma figura que e´sta difiere en un 50%. Este es un error muy
grande y probablemente se debe a que la expresio´n de teor´ıa cine´tica no tiene
en cuenta los fuertes efectos de polaridad del vapor de agua. En adelante
usaremos el polinomio de Tsilingiris.
185
APE´NDICE A. MODELO TERMODINA´MICO
Tabla A.10: Coeficientes de la ecuacio´n (A.175) para Kv.
Kv0 1,761758242× 101 Kv2 1,663336663× 10−4
Kv1 5,558941059× 10−2
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Figura A.10: Conductividad te´rmica del vapor de agua Kv dada por (A.176)
y (A.175).
A.11.3. Aire hu´umedo
Como antes, consideraremos el aire hu´medo como un gas perfecto, en
este caso como una mezcla binaria de dos gases perfectos, aire seco y va-
por. Principalmente por motivos de comparacio´n vamos a trabajar con dos
modelos de conductividad te´rmica de mezclas, uno propuesto por Mason y
Saxena en 1958 [99], y el otro el adoptado por Tsilingiris [40]. De nuevo
la deduccio´n de estos modelos es larga y trabajosa, y sugerimos al lector
interesado consultar estos trabajos y las referencias citadas en ellos.
Usando las ecuaciones (20-22) de [99] tenemos
K =
Kd
1 +Gdv
Nv
Nd
+
Kv
1 +Gvd
Nd
Nv
(A.177)
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donde, usando su ec.(2)
Gdv =
1,065
2
√
2
1√
1 +
Md
Mv
[
1 +
√
ηd
ηv
(
Mv
Md
)1/4]2
,
Gvd =
1,065
2
√
2
1√
1 +
Mv
Md
[
1 +
√
ηv
ηd
(
Md
Mv
)1/4]2
. (A.178)
Como en la derivacio´n de la viscosidad, usaremos Nd = ε/(ε + r), Nv =
r/(ε+ r) y Mv = εMd, y las expresiones de teor´ıa cine´tica Kd = 19ηdRd/4
y Kv = 21ηvRv/4, para obtener
K =
1
4
(
19ηdRd
1 +Gdv
r
ε
+
21ηvRv
1 +Gvd
ε
r
)
(A.179)
con
Gdv =
1,065
2
√
2
1√
1 + ε−1
[
1 + ε1/4
√
ηd
ηv
]2
,
Gvd =
1,065
2
√
2
1√
1 + ε
[
1 + ε−1/4
√
ηv
ηd
]2
. (A.180)
El modelo presentado por Tsilingiris [40] es tambie´n tomado de [99], pero
tras discutir diversas contribuciones se elige para el prefactor en (A.178) el
valor unidad, llegando a la expresio´n
K =
NdKd
NdΘdd +NvΘdv
+
NvKv
NdΘvd +NvΘvv
(A.181)
con
Θij =
[
1 +
(
ηi
ηj
)1/2 (Mj
Mi
)1/4]2
[
8
(
1 + MiMj
)]1/2 . (A.182)
Se obtiene entonces
Θdd = Θvv = 1 (A.183)
y
Θdv =
[
1 +
(
ηd
ηv
)1/2 (
Mv
Md
)1/4]2
[
8
(
1 + MdMv
)]1/2 , Θvd =
[
1 +
(
ηv
ηd
)1/2 (
Md
Mv
)1/4]2
[
8
(
1 + MvMd
)]1/2 ,
(A.184)
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expresiones completamente equivalentes a las de los coeficientes de mezcla
para la viscosidad. Esto tiene la ventaja de reducir el ca´lculo de los coefi-
cientes de mezcla a una u´nica instancia, comu´n a la viscosidad y la conduc-
tividad. Usando nuevamente Nd = ε/(ε + r), Nv = r/(ε+ r) y Mv = εMd
obtenemos
K =
εKd
ε+ rΘdv
+
rKv
εΘvd + r
(A.185)
y
Θdv =
[
1 +
(
ηd
ηv
)1/2
ε1/4
]2
[8 (1 + ε−1)]1/2
, Θvd =
[
1 +
(
ηv
ηd
)1/2
ε−1/4
]2
[8 (1 + ε)]1/2
. (A.186)
A la saturacio´n simplemente tendremos
K =
εKd
ε + rsΘdv
+
rsKv
εΘvd + rs
. (A.187)
Por los mismos motivos expresados al final de la Seccio´n precedente, traba-
jaremos en adelante con el modelo de Tsilingiris.
A.11.4. Aire mojado
Dada la similitud con el modelo de viscosidad, podemos seguir el mismo
razonamiento para concluir que para aire mojado la conductividad te´rmica
es aproximadamente la misma que la de aire hu´medo saturado.
A.11.5. Conductividad te´rmica a trave´s de la curva de satu-
racio´n
De las derivaciones precedentes concluimos que Θdv y Θvd tienen la mis-
ma expresio´n por abajo y por encima de la saturacio´n, mientras que
K =
εKd
ε +mı´n (r, rs) Θdv
+
mı´n (r, rs)Kv
εΘvd +mı´n (r, rs)
, (A.188)
siendo as´ı continua con derivada discontinua.
A.11.6. Conductividad te´rmica en funcio´n de la concentra-
cio´n
Nuevamente, por brevedad so´lo presentamos el resultado a saturacio´n,
que es
K =
(1− qs) εKd
(1− qs) ε+ qsΘdv +
qsKv
(1− qs) εΘvd + qs . (A.189)
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Tabla A.11: Coeficientes de la ecuacio´n (A.193) para D.
D0 −2,8118× 10−1 D2 1,6779× 10−5
D1 4,5383× 10−3
A.11.7. Difusividad te´rmica
La difusividad te´rmica esta´ definida como [40]
κ =
K
ρcp
. (A.190)
La expresio´n que se obtiene de substituir los resultados para K, ρ y cp es
complicada y no demasiado u´til, de modo que la omitiremos. So´lo notaremos
aqu´ı que κ es evidentemente discontinua a trave´s de la curva de saturacio´n,
debido a la discontinuidad de cp.
A.12. Difusividad de masa
El vapor de agua difunde en aire hu´medo de acuerdo al coeficiente de
difusividad de masa D. Para este coeficiente podr´ıamos, como siempre,
usar simplemente la expresio´n de la teoria cine´tica. Sin embargo, Nellis y
Klein [41] afirman que hay una diferencia significativa (aproximadamente
un 15%) entre estas expresiones y los mejores datos disponibles, los de Bolz
y Tuve [43], y dan un ajuste por regresio´n de estos datos como
D = −2,775× 10−6 + 4,479× 10−8T + 1,656× 10−10T 2 m2 s−1 (A.191)
donde T esta´ en K.
Aunque no lo dicen expl´ıcitamente, del ejemplo 9.2.1 de Nellis y Klein [41]
es claro que este ajuste es para una presio´n de 1 atm (esto es, 1,01325 ×
105Pa); y tambie´n a partir de las expresiones obtenidas de la teoria cine´tica
es claro que D, como toda difusividad, deber´ıa depender de la presio´n como
p−1. Por lo tanto adoptaremos el modelo
D =
(−2,775× 10−6 + 4,479× 10−8T + 1,656× 10−10T 2)× 1,01325× 105
p
(A.192)
con p en Pa. Absorbiendo el factor de conversio´n en los coeficientes, el modelo
queda
D =
(
D0 +D1T +D2T
2
)
p−1 m2 s−1, (A.193)
para T en K y p en Pa (para mb, tenemos que multiplicar por 10−2). Los
coeficientes se listan en la Tabla A.11.
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A.13. Coeficientes en el estado de referencia
Para el modelo hidrodina´mico de la Seccio´n 3.2 necesitamos los coeficien-
tes termodina´micos evaluados a una dada presio´n p y temperatura T (estado
de referencia), a la saturacio´n para aquellos continuos a trave´s de la curva de
saturacio´n, o justo por debajo (sub´ındice −) y por encima (sub´ındice +) de
la saturacio´n para aquellos discontinuos. Los listamos aqu´ı como funciones
del mixing ratio de saturacio´n rs en el estado de referencia, ya que estas
expresiones resultan ma´s simples. Los valores en funcio´n de la concentracio´n
de saturacio´n qs pueden obtenerse simplemente substituyendo
rs =
qs
1− qs . (A.194)
En lo que sigue asumimos que todas las funciones y modelos son evaludos
en el estado de referencia, con p en Pa y T en K, y usamos en todas partes
unidades MKS.
Expansio´n te´rmica:
α− =
1
T
, α+ =
1
T
(
1 +
lvrs
RdT
)
. (A.195)
Expansio´n ma´sica:
β− =
1
ε+ rs
− 1
1 + rs
, β+ = − 1
1 + rs
. (A.196)
Calor espec´ıfico:
cp− =
cp,d + rscp,v
1 + rs
, cp+ = cp− +
ε+ rs
1 + rs
l2vrs
RdT 2
. (A.197)
Densidad:
ρ =
1 + rs
Rd + rsRv
p
T
. (A.198)
Viscosidad cinema´tica:
ν =
η
ρ
. (A.199)
Viscosidad dina´mica:
η =
εηd
ε+ rsΦdv
+
rsηv
εΦvd + rs
. (A.200)
Conductividad te´rmica:
K =
εKd
ε+ rsΦdv
+
rsKv
εΦvd + rs
. (A.201)
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Coeficientes de mezcla:
Φdv =
[
1 +
(
ηd
ηv
)1/2
ε1/4
]2
[8 (1 + ε−1)]1/2
, Φvd =
[
1 +
(
ηv
ηd
)1/2
ε−1/4
]2
[8 (1 + ε)]1/2
.
(A.202)
Difusividad te´rmica:
κ− =
K
ρcp−
, κ+ =
K
ρcp+
. (A.203)
Difusividad de masa:
D =
(
D0 +D1T +D2T
2
)
p−1. (A.204)
D0 = −2,8118× 10−1, D1 = 4. 538 3× 10−3, D2 = 1. 677 9× 10−5.
A.14. Linealizacio´n de la humedad espec´ıfica de
saturacio´n
En el modelo hidrodina´mico que desarrollamos en la Seccio´n 3.2, utili-
zamos una aproximacio´n lineal a la humedad espec´ıfica de saturacio´n qs(T )
como funcio´n de la temperatura, la cual simplifica notablemente tanto las
ecuaciones de conveccio´n hu´meda como el disen˜o de los algoritmos nume´ricos
para integrarlas. Es sabido que la no linealidad de qs tiene algunas conse-
cuencias importantes en la atmo´sfera terrestre [39], pero e´stas se manifiestan
principalmente en la formacio´n de frentes clima´ticos, es decir en la dina´mica
de la mesoescala; y au´n as´ı esta aproximacio´n ha sido considerada aceptable
en trabajos recientes sobre conveccio´n hu´meda en la atmo´sfera [46, 47, 49].
Dada la escala mucho ma´s reducida del interior de un destilador solar, no
prevemos que esta aproximacio´n deje de lado caracter´ıticas fundamentales
de su dina´mica.
Pese a esto, consideramos deseable que la aproximacio´n lineal que em-
pleemos reproduzca con la mayor fidelidad posible la verdadera dependencia
de qs con T . Sobre el rango de temperaturas de nuestro intere´s, que es apro-
ximadamente 20◦C–60◦C, qs(T ) muestra una curvatura notable, como se
muestra en la figura A.11. A primera vista esto parece indicar que ningu-
na aproximacio´n lineal estara´ exenta de serios errores en el valor de qs. Sin
embargo, al desarrollar el modelo hidrodina´mico de conveccio´n hu´meda en
la Seccio´n 3.2 vemos que en una dada situacio´n las temperaturas dentro del
destilador estara´n limitadas al rango mucho ma´s estrecho T¯ ± ∆T/2 entre
las temperaturas de la base y el techo, rango que, como se muestra en la
Seccio´n 6.2, en el peor de los casos es menor a los 12◦C. Por lo tanto una
primera mejora en vista a mitigar los errores de una aproximacio´n lineal, es
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Figura A.11: Humedad espec´ıfica de saturacio´n qs.
construir en cada caso una aproximacio´n limitada al correspondiente rango
de temperaturas.
La linealizacio´n usual de una funcio´n alrededor de un valor dado de su
argumento se limita a desarrollarla en serie de potencias alrededor de ese
valor, y truncar al primer orden. Sin embargo en un caso como el presente,
en que la curvatura de qs(T ) es mono´tona, ello hace que los errores (residuos)
sean relativamente grandes y del mismo signo (en este caso positivos), siendo
nulos so´lo para T = T¯ . Es deseable entonces realizar otra linealizacio´n,
una que minimice los errores sobre un intervalo dado. Esa es la idea que
desarrollaremos a continuacio´n.
Consideremos una funcio´n f (x) desarrollada en serie de potencias, por
simplicidad digamos alrededor de cero,
f (x) = a+ bx+ cx2 + dx3 + · · · (A.205)
donde
a = f (0) , b = f ′ (0) , c =
1
2
f ′′ (0) , d =
1
6
f ′′′ (0) . (A.206)
Supongamos que queremos aproximarla por una linealizacio´n
flin (x) = Alin + Blinx (A.207)
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sobre el intervalo sime´trico
−δ ≤ x ≤ δ, (A.208)
con Alin y Blin elegidos para minimizar el residuo de cuadrados mı´nimos
R =
∫ δ
−δ
(f (x)− flin (x))2 dx . (A.209)
Entonces debemos tener
0 =
∂R
∂Alin
=
∫ δ
−δ
−2 (f (x)− flin (x)) dx
= −4δ
[
a+
1
3
cδ2 + · · · −Alin
]
(A.210)
y
0 =
∂R
∂Blin
=
∫ δ
−δ
−2x (f (x)− flin (x)) dx
= −4δ3
[
1
3
b+
1
5
dδ2 + · · · − 1
3
Blin
]
, (A.211)
de donde es inmediato que
Alin = a+
1
3
cδ2 + · · · = f (0) + 1
6
f ′′ (0) δ2 + · · · (A.212)
Blin = b+
3
5
dδ2 + · · ·= f ′ (0) + 1
10
f ′′′ (0) δ2 + · · · (A.213)
Este tipo de linealizacio´n minimiza entonces los errores en el intervalo [−δ, δ]
en el sentido de cuadrados mı´nimos. Podemos ver que si truncamos el desa-
rrollo de f a primer orden, recuperamos la linealizacio´n usual, Alin = a y
Blin = b, pero o´rdenes ma´s altos del desarrollo proveen correcciones a estos
coeficientes; en nuestro caso truncaremos a tercer orden. Tambie´n podemos
ver que los mismos resultados se extienden trivialmente a un desarrollo cen-
trado en otro valor, con un itervalo sime´trico alrededor del mismo.
Para la humedad relativa de saturacio´n, el desarrollo estara´ centrado en
una temperatura de referencia T¯ , y el intervalo sera´ T¯ ±∆T/2. Escribiendo
qs =
rs
1 + rs
=
ε
(1− ε)
(1− ε) ps
p− (1− ε) ps (A.214)
y definiendo
ns = (1− ε)ps, ms = ns
p− ns , qs =
ε
1− εms, (A.215)
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Figura A.12: Humedad espec´ıfica de saturacio´n y linealizacio´n o´ptima para
T¯ = 54◦C, ∆T = 12◦C, p = 1000mb.
es sencillo obtener la recursio´n
m′s =
n′s (1 +ms)
p− ns ,
m′′s =
n′′s (1 +ms) + 2n
′
sm
′
s
p− ns ,
m′′′s =
n′′′s (1 +ms) + 3n
′′
sm
′
s + 3n
′
sm
′′
s
p− ns , (A.216)
donde n
(i)
s = (1− ε)p(i)s , y de donde las derivadas de qs se obtienen simple-
mente multiplicando por ε/(1− ε). Las derivadas de ps se obtienen simple-
mente derivando el modelo polinomial (A.3) y evaluando a T = T¯ . Tendre-
mos as´ı la linealizacio´n
qs,lin(T ) =
(
qs(T¯ ) +
(∆T )2
24
q′′s (T¯ )
)
+
(
q′s(T¯ ) +
(∆T )2
40
q′′′s (T¯ )
)
(T − T¯ ),
(A.217)
o´ptima sobre el intervalo T¯ ±∆T/2.
La figura A.12 muestra la humedad espec´ıfica de saturacio´n para T¯ =
54◦C y ∆T = 12◦C, con p = 1000mb. Este caso es ligeramente peor que
el peor de los que encontramos en la aplicacio´n del modelo hidrodina´mico.
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Tambie´n muestra la correspondiente linealizacio´n o´ptima (A.217). Vemos
que au´n en este caso el error ma´ximo apenas llega al 3%, mientras que el
error ma´ximo de la linealizacio´n usual llega al 6%.
Podr´ıamos obtener tambie´n la linealizacio´n o´ptima del mixing ratio de
saturacio´n ps sobre un dado intervalo, pero lo omitiremos ya que no hacemos
un uso directo del mismo en el modelo hidrodina´mico. Debe adema´s recor-
darse que la relacio´n entre ps y qs es no lineal, por lo que las linealizaciones
de una no pueden obtenerse sencillamente de la otra.
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Ape´ndice B
Ecuacio´n de Laplace
En este Ape´ndice mostraremos co´mo obtener anal´ıticamente la solucio´n
general de la ecuacio´n de Laplace en un dominio rectangular, discretizada
sobre la grilla nu´mero de onda. Trataremos solamente dos casos de nuestro
intere´s: el de una celda rectangular con condiciones de contorno (CC) dadas
(no-libres) en la base y la tapa, y perio´dicas (libres) en los lados; y el de una
celda cuadrada con CC dadas (no-libres) en los cuatro lados.
B.1. Celda rectangular
Comenzamos buscando una solucio´n general anal´ıtica del problema
∇2u = 0, 0 ≤ x ≤ L, 0 ≤ z ≤ H. (B.1)
Notemos primero que el problema
∇2u = 0 (B.2)
en un dominio infinito puede resolverse con facilidad por separacio´n de va-
riables: proponiendo
u(x, z) = X(x)Z(z) (B.3)
sustituyendo, y dividiendo por XZ, obtenemos
X ′′
X
= −Z
′′
Z
= −λ2, (B.4)
donde λ es una constante de separacio´n, que puede ser compleja. Para cual-
quier valor no nulo de λ, entonces, existen soluciones de la forma
e±iλxe±λz, (B.5)
y para λ = 0 tenemos las cuatro soluciones
1, x, z, xz. (B.6)
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La solucio´n general tendra´ entonces la forma
u (x, z) =
∑
λ
cλe
−iλxe−λz + a00 + a10x + a01z + a11xz , (B.7)
donde cλ son constantes (posiblemente complejas).
Si las CC laterales son perio´dicas, es decir pedimos u(L, z) = u(0, z), es
claro que debemos tomar a10 = a11 = 0 y λ = 2πr/L con r entero. Esto
reduce la solucio´n a la forma
u (x, z) =
∑
r
cre
−i2πrx/Le−2πrz/L + a00 + a01z . (B.8)
Tendremos adema´s que ajustar CC au´n no especificadas en z = 0 y z =
H . Por comodidad futura vamos a recombinar las exponenciales reales en
funciones con paridad definida respecto al plano medio horizontal z = H/2,
poniendo
u (x, z) =
∑
r
e−i2πrx/L
[
ar cosh
(
2π
r
L
(
z − H
2
))
+br sinh
(
2π
r
L
(
z − H
2
))]
+ a01
(
z − H
2
)
, (B.9)
donde hemos reemplazado a01z por una funcio´n lineal impar respecto a
z = H/2 y hemos absorbido la constante resultante a01H/2, y la constante
a00, en a0.
Au´n no hemos definido el rango del ı´ndice r. Vamos a hacerlo ahora, al
discretizar u(x, z) sobre la grilla coordenada, definiendo
unm = u(xn, zm), n = 0, . . . , N, m = 0, . . . ,M. (B.10)
Consistentemente, restringimos el rango de r a la correspondiente grilla
nu´mero de onda (sime´trica), poniendo
unm =
N/2∑
p=−N/2
e−ikx,pxn
(
ap cosh
(
kx,p
(
zm − H
2
))
+bp sinh
(
kx,p
(
zm − H
2
)))
+ a01
(
zm − H
2
)
. (B.11)
Es decir, restringimos r de modo de limitar los nu´meros de onda a (la mitad
de) la frecuencia de Nyquist.
Ahora vamos a reescribir este campo discretizado en la forma de una
transformada discreta de Fourier (DFT) inversa,
unm =
N/2∑
p=−N/2
M/2∑
q=−M/2
u˜pqe
−ikx,pxne−ikz,qzm , (B.12)
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para lo cual necesitaremos calcular las DFTs
cosh
(
kx,p
(
zm − H
2
))
=
M/2∑
q=−M/2
C˜pqe
−ikz,qzm , (B.13)
sinh
(
kx,p
(
zm − H
2
))
=
M/2∑
q=−M/2
S˜pqe
−ikz,qzm , (B.14)
(
zm − H
2
)
=
M/2∑
q=−M/2
L˜pqe
−ikz,qzm , (B.15)
que usando las fo´rmulas de inversio´n “sime´tricas” (4.18) y (4.19), podemos
reescribir como
C˜pq =
1
M
M∑
m=0
eikz,qzm cosh
(
kx,p
(
zm − H
2
))
, (B.16)
S˜pq =
1
M
M∑
m=0
eikz,qzm sinh
(
kx,p
(
zm − H
2
))
, (B.17)
L˜pq =
1
M
M∑
m=0
eikz,qzm
(
zm − H
2
)
. (B.18)
Notemos que L˜pq es independiente del ı´ndice p. Debe recordarse, aqu´ı y
en adelante, que salvo nota en contrario todos los operadores suma son los
operadores “sime´tricos” definidos por (4.14) y (4.15), y el par transformada-
antitransformada es tambie´n el “sime´trico” definido por (4.16) y (4.17).
En el caso de C˜pq el argumento de la suma es par en zm, de modo que
en te´rminos de sumas usuales tendremos
MC˜pq =
1
2
M−1∑
m=0
eikz,qzm
(
ekx,p(zm−
H
2
) + e−kx,p(zm−
H
2
)
)
=
1
2
e−kx,p
H
2
M−1∑
m=0
e(ikz,q+kx,p)zm +
1
2
ekx,p
H
2
M−1∑
m=0
e(ikz,q−kx,p)zm
=
1
2
e−kx,p
H
2
M−1∑
m=0
(
e(ikz,q+kx,p)
H
M
)m
+
1
2
ekx,p
H
2
M−1∑
m=0
(
e(ikz,q−kx,p)
H
M
)m
=
1
2
e−kx,p
H
2
ekx,pH − 1
e(ikz,q+kx,p)
H
M − 1
+
1
2
ekx,p
H
2
e−kx,pH − 1
e(ikz,q−kx,p)
H
M − 1
= sinh
(
kx,p
H
2
)(
1
e(ikz,q+kx,p)
H
M − 1
− 1
e(ikz,q−kx,p)
H
M − 1
)
=
sinh
(
kx,p
H
2
)
sinh
(
kx,p
H
M
)
cosh
(
kx,p
H
M
)− cos (kz,q HM ) , (B.19)
199
APE´NDICE B. ECUACIO´N DE LAPLACE
donde hemos usado que eikz,qH = 1 y
1
eib+a − 1 −
1
eib−a − 1 =
sinh a
cosha − cos b . (B.20)
Para el caso particular p = q = 0 tenemos en cambio
MC˜00 =
M−1∑
m=0
eikz,0zm cosh
(
kx,0
(
zm − H
2
))
=
M−1∑
m=0
1 =M. (B.21)
Para el caso de S˜pq el argumento de la suma es impar en zm, de modo
que las contribuciones en ambos extremos de la suma sime´trica se cancelan
mutuamente; tenemos as´ı, en te´rminos de sumas usuales, que
MS˜pq =
M−1∑
m=1
eikz,qzm sinh
(
kx,p
(
zm − H
2
))
=
1
2
M−1∑
m=0
eikz,qzm
(
ekx,p(zm−
H
2
) − e−kx,p(zm−H2 )
)
+ sinh
(
kx,p
H
2
)
=
1
2
e−kx,p
H
2
M−1∑
m=0
(
e(ikz,q+kx,p)
H
M
)m − 1
2
ekx,p
H
2
M−1∑
m=0
(
e(ikz,q−kx,p)
H
M
)m
+ sinh
(
kx,p
H
2
)
. (B.22)
Procediendo como en el caso anterior,
MS˜pq =
1
2
e−kx,p
H
2
ekx,pH − 1
e(ikz,q+kx,p)
H
M − 1
− 1
2
ekx,p
H
2
e−kx,pH − 1
e(ikz,q−kx,p)
H
M − 1
+ sinh
(
kx,p
H
2
)
= sinh
(
kx,p
H
2
)(
1
e(ikz,q+kx,p)
H
M − 1
+
1
e(ikz,q−kx,p)
H
M − 1
+ 1
)
= − i sin
(
kz,q
H
M
)
sinh
(
kx,p
H
2
)
cosh
(
kx,p
H
M
)− cos (kz,q HM ) , (B.23)
donde como antes usamos que eikz,qH = 1 y
1
eib+a − 1 +
1
eib−a − 1 + 1 = −
i sin b
cosh a− cos b . (B.24)
Este resultado corresponde al caso p 6= 0. Para p = 0, como kx,0 = 0 tenemos
en cambio
MS˜0q = 0 (B.25)
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Finalmente, para el caso de L˜pq el argumento de la suma es nuevamente
impar, de modo que en te´rminos de sumas usuales tenemos
ML˜pq =
M−1∑
m=0
eikz,qzm
(
zm − H
2
)
−
(
−H
2
)
=
H
M
M−1∑
m=0
m
(
eikz,q
H
M
)m − H
2
M−1∑
m=0
(
eikz,q
H
M
)m
+
H
2
=
H
eikz,q
H
M − 1
+
H
2
= −iH
2
sin
(
kz,q
H
M
)
1− cos (kz,q HM ) . (B.26)
donde hemos usado que
M−1∑
m=0
mam = aMM
1
a− 1 + a
1− aM
(a− 1)2 ,
M−1∑
m=0
am =
aM − 1
a − 1 , (B.27)
y que
1
eia − 1 +
1
2
= −i1
2
cosa/2
sina/2
= − i
2
sina
1− cos a. (B.28)
Este resultado corresponde al caso q 6= 0. En el caso q = 0, de nuevo por
tener kz,0 = 0, tendremos
ML˜p0 = 0. (B.29)
Resumiendo, hemos mostrado que la solucio´n general del problema (B.1)
con CC perio´dicas en la direccio´n horizontal, discretizada sobre la grilla
coordenada, es
unm =
N/2∑
p=−N/2
M/2∑
q=−M/2
e−ikx,pxne−ikz,qzm
(
apC˜pq + bpS˜pq + δp,0a01L˜pq
)
,
(B.30)
con
C˜pq =


1
M
sinh
(
kx,p
H
M
)
sinh
(
kx,p
H
2
)
cosh
(
kx,p
H
M
)− cos (kz,q HM ) , (p, q) 6= (0, 0) ,
1, (p, q) = (0, 0) ,
(B.31)
S˜pq =


− 1
M
i sin
(
kz,q
H
M
)
sinh
(
kx,p
H
2
)
cosh
(
kx,p
H
M
)− cos (kz,q HM ) , p 6= 0,
0, p = 0,
(B.32)
L˜pq =


− 1
M
i sin
(
kz,q
H
M
)
H
2
1− cos (kz,q HM ) , q 6= 0,
0, q = 0.
(B.33)
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Podemos simplificar la notacio´n notando que el te´rmino δp,0L˜pq puede ser
absorbido en S˜pq como caso particular para p = 0. La solucio´n discretizada
sobre la grilla coordenada queda entonces
unm =
N/2∑
p=−N/2
M/2∑
q=−M/2
e−ikx,pxne−ikz,qzm
(
apC˜pq + bpS˜pq
)
, (B.34)
o equivalentemente, la solucio´n discretizada sobre la grilla nu´mero de onda
queda
u˜pq = apC˜pq + bpS˜pq, (B.35)
con
C˜pq =


1
M
sinh
(
kx,p
H
M
)
sinh
(
kx,p
H
2
)
cosh
(
kx,p
H
M
)− cos (kz,q HM ) , (p, q) 6= (0, 0) ,
1, (p, q) = (0, 0) ,
(B.36)
S˜pq =


− 1
M
i sin
(
kz,q
H
M
)
sinh
(
kx,p
H
2
)
cosh
(
kx,p
H
M
)− cos (kz,q HM ) , p 6= 0,
− 1
M
i sin
(
kz,q
H
M
)
H
2
1− cos (kz,q HM ) , p = 0, q 6= 0,
0, (p, q) = (0, 0) .
(B.37)
Notemos que C˜pq y S˜pq son matrices (N + 1)× (M + 1) que, para un dado
taman˜o de grilla, necesitan calcularse so´lo una vez.
Veamos ahora co´mo podemos ajustar CC en z = 0 y z = H usando estas
expresiones. Supongamos primero que debemos ajustar CC de Dirichlet
un0 = An, n = 0, . . . , N − 1, (B.38)
unM = A
′
n, n = 0, . . . , N − 1. (B.39)
Pero recordando que debemos tener periodicidad en la direccio´n vertical,
vemos que debemos tener A′n = An, es decir, la periodicidad impone que
las CC sean perio´dicas (en este caso en z), aunque no impone ninguna otra
restriccio´n (como ser, homogeneidad). Ambas CC son entonces ide´nticas, y
se reducen a una sola, que usando (B.34) podemos escribir
un0 =
N/2∑
p=−N/2
e−ikx,pxn
M/2∑
q=−M/2
(
apC˜pq + bpS˜pq
)
=
N/2∑
p=−N/2
e−ikx,pxnA˜p = An,
(B.40)
donde hemos introducido la DFT unidimensional A˜p de la inhomogeneidad
An. Notando que S˜pq es impar en el ı´ndice q, vemos que
M/2∑
q=−M/2
S˜pq = 0, (B.41)
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y usando la unicidad de la DFT obtenemos
ap
M/2∑
q=−M/2
C˜pq = A˜p, (B.42)
que puede invertirse inmediatamente para obtener
ap =
A˜p∑M/2
q=−M/2
C˜pq
. (B.43)
Notemos que la CC de Dirichlet so´lo ha determinado los coeficientes ap
de (B.34). Supongamos ahora que debemos ajustar CC de Neumann
(∂zu)n0 = Bn, n = 0, . . . , N − 1, (B.44)
(∂zu)nM = B
′
n, n = 0, . . . , N − 1, (B.45)
donde (∂zu)nm es la discretizacio´n de ∂zu en la grilla coordenada. De nuevo
la periodicidad en z impone que B′n = Bn, de modo que ambas CC son
ide´nticas y se reducen a una sola. Recordando que en la discretizacio´n de
los operadores diferenciales por DFT
(∂zu)nm
DFT−−−→ −ikz,q u˜pq , (B.46)
y usando (B.34), esta CC puede reescribirse
(∂zu)n0 =
N/2∑
p=−N/2
e−ikx,pxn
M/2∑
q=−M/2
(−ikz,q)
(
apC˜pq + bpS˜pq
)
=
N/2∑
p=−N/2
e−ikx,pxnB˜p = Bn, (B.47)
donde hemos introducido la DFT unidimensional B˜p de la inhomogeneidad
Bn. Notando que C˜pq es par en el ı´ndice q mientras que kz,q es impar, vemos
que
M/2∑
q=−M/2
kz,qC˜pq = 0, (B.48)
y usando la unicidad de la DFT obtenemos
bp
M/2∑
q=−M/2
(−ikz,q) S˜pq = B˜p, (B.49)
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que puede invertirse inmediatamente para obtener
bp =
iB˜p∑M/2
q=−M/2
kz,qS˜pq
. (B.50)
Vemos que en este caso la CC de Neumann so´lo ha determinado los coefi-
cientes bp de (B.34).
Notemos que hemos podido ajustar las CC dadas en la grilla coorde-
nada, directamente en la grilla nu´mero de onda, aunque esto resulta ma´s
conveniente que sorprendente. Ma´s de destacar es el hecho de que la solu-
cio´n (B.34) de (B.1) con CC perio´dicas en la direccio´n horizontal, es capaz
de ajustar CC de Dirichlet y de Neumann simulta´neas, esto es CC de Cau-
chy, sobre z = 0 y z = H a la vez. Ello se debe a que las CC en z = H , lejos
de ser independientes de aquellas para z = 0, son exactamente las mismas, y
aseguradas unas las otras se verifican automa´ticamente por la periodicidad
en z; de modo que en realidad so´lo estamos ajustando CC en z = 0 a la
solucio´n de una ecuacio´n diferencial de segundo orden. Si exigimos las CC
de Cauchy
un0 = An, n = 0, . . . , N − 1, (B.51)
(∂zu)n0 = Bn, n = 0, . . . , N − 1, (B.52)
la correspondiente solucio´n en la grilla nu´mero de onda se escribira´
u˜pq = A˜p
C˜pq∑M/2
q′=−M/2
C˜pq′
+ iB˜p
S˜pq∑M/2
q′=−M/2
kz,q′ S˜pq′
. (B.53)
Notemos que los cocientes en esta expresio´n son independientes de las CC
y pueden, al igual que las matrices C˜pq y S˜pq, ser calculados de antemano.
Podemos entonces simplificar la notacio´n definiendo las “matrices normali-
zadas”
c˜pq =
C˜pq∑M/2
q′=−M/2 C˜pq′
, s˜pq =
S˜pq∑M/2
q′=−M/2 kz,q′S˜pq′
, (B.54)
y reescribir la solucio´n como
u˜pq = A˜pc˜pq + iB˜ps˜pq. (B.55)
Debemos destacar que el ca´lculo de la solucio´n (B.53) a partir de los coefi-
cientes A˜p y B˜p es una operacio´n O(N ).
B.2. Celda cuadrada
La solucio´n general anal´ıtica del problema
∇2u = 0, 0 ≤ x ≤ L, 0 ≤ z ≤ L (B.56)
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tiene de nuevo la forma (B.7) con λ y cλ complejos, pero por claridad es
ma´s conveniente en este caso asumir que λ es o bien real o bien imaginario
puro, y escribir por separado ambas contribuciones. Tenemos as´ı
u (x, z) =
∑
λ
cλe
−iλxe−λz +
∑
µ
dµe
−µxe−iµz + a00 + a10x+ a01z + a11xz,
(B.57)
donde ahora λ y µ son ambos reales, y cλ, dµ y aij son constantes posiblemen-
te complejas. Como estamos buscando una solucio´n perio´dica en 0 ≤ x ≤ L,
0 ≤ z ≤ L, restringiremos µ y λ a los valores
λ = 2π
r
L
, µ = 2π
s
L
(B.58)
con r y s enteros, y escribiremos
u (x, z) =
∑
r
cre
−i2πrx/Le−2πrz/L +
∑
s
dse
−2πsx/Le−i2πsz/L
+ a00 + a10x+ a01z + a11xz. (B.59)
Como antes, vamos a recombinar las exponenciales reales y funciones
lineales en funciones de paridad definida respecto del plano medio horizontal
z = L/2 o vertical x = L/2, segu´n sea el caso. Obtenemos as´ı
u (x, z) =
∑
r 6=0
e−i2πrx/L
[
ar cosh
(
2π
r
L
z′
)
+ br sinh
(
2π
r
L
z′
)]
+
∑
s6=0
e−i2πsz/L
[
a¯s cosh
(
2π
s
L
x′
)
+ b¯s sinh
(
2π
s
L
x′
)]
+ a00 + a10x
′ + a01z
′ + a11x
′z′, (B.60)
donde por brevedad hemos definido
x′ = x− L
2
, z′ = z − L
2
(B.61)
y hemos usado que los te´rminos correspondientes a r = 0 y s = 0 son
a0 cosh (0) + b0 sinh (0) = a0 , a¯0 cosh (0) + b¯0 sinh (0) = a¯0 , (B.62)
que pueden absorberse en a00, para excluir estos valores de las sumas.
Vamos a definir ahora el rango de los ı´ndices r y s discretizando u (x, z)
sobre la grilla coordenada como
unm = u (xn, zm) (B.63)
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y restringie´ndolos consistentemente al escribir
unm =
N/2∑
p=−N/2
p 6=0
e−ikpxn
[
ap cosh
(
kpz
′
m
)
+ bp sinh
(
kpz
′
m
)]
+
N/2∑
q=−N/2
q 6=0
e−ikqzm
[
a¯q cosh
(
kqx
′
n
)
+ b¯q sinh
(
kqx
′
n
)]
+ a00 + a10x
′
n + a01z
′
m + a11x
′
nz
′
m, (B.64)
donde hemos definido
x′n = xn −
L
2
, z′m = zm −
L
2
. (B.65)
La reescritura de este campo discretizado en la forma
unm =
N/2∑
p=−N/2
N/2∑
q=−N/2
u˜pqe
−ikpxne−ikqzm (B.66)
requiere el ca´lculo de las DFTs
cosh
(
kpz
′
m
)
=
N/2∑
q=−N/2
Cpqe
−ikqzm , sinh
(
kpz
′
m
)
=
N/2∑
q=−N/2
Spqe
−ikqzm
(B.67)
para p 6= 0,
cosh
(
kqx
′
n
)
=
N/2∑
p=−N/2
C¯pqe
−ikpxn , sinh
(
kqx
′
n
)
=
N/2∑
p=−N/2
S¯pqe
−ikpxn
(B.68)
para q 6= 0, y
1 =
N/2∑
p=−N/2
N/2∑
q=−N/2
Kpqe
−ikpxne−ikqzm , (B.69)
x′nz
′
m =
N/2∑
p=−N/2
N/2∑
q=−N/2
Qpqe
−ikpxne−ikqzm , (B.70)
x′n =
N/2∑
p=−N/2
N/2∑
q=−N/2
Xpqe
−ikpxne−ikqzm , (B.71)
z′m =
N/2∑
p=−N/2
N/2∑
q=−N/2
Zpqe
−ikpxne−ikqzm . (B.72)
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Los resultados obtenidos en la Seccio´n B.1 pueden adaptarse fa´cilmente para
calcular las DFT (B.67)–(B.72). Las expresiones ma´s sencillas se obtienen
para una grilla isotro´pica, es decir con ∆x = ∆z. En ese caso los nu´meros
de onda satisfacen kx,p ≡ kz,p para todo valor del ı´ndice p, y podemos omitir
los sub´ındices x y z. En definitiva, podemos expresar la solucio´n general
de (B.56), discretizada en la grilla nu´mero de onda, como
u˜pq = apCpq + bpSpq + a¯qC¯pq + b¯qS¯pq + a00Kpq + a10Xpq + a01Zpq + a11Qpq ,
(B.73)
con
Cpq =


1
N
sinh
(
kp
L
N
)
sinh
(
kp
L
2
)
cosh
(
kp
L
N
)− cos (kq LN ) , p 6= 0,
0, p = 0,
(B.74)
Spq =


− i
N
sin
(
kq
L
N
)
sinh
(
kp
L
2
)
cosh
(
kp
L
N
)− cos (kq LN ) , p 6= 0,
0, p = 0,
(B.75)
C¯pq =


1
N
sinh
(
kq
L
N
)
sinh
(
kq
L
2
)
cosh
(
kq
L
N
)− cos (kp LN ) , q 6= 0,
0, q = 0,
(B.76)
S¯pq =


− i
N
sin
(
kp
L
N
)
sinh
(
kq
L
2
)
cosh
(
kq
L
N
)− cos (kp LN ) , q 6= 0,
0, q = 0,
(B.77)
y
Kpq = δp,0δq,0 , (B.78)
Xpq = δq,0


− i
N
sin
(
kp
L
N
)
L
2
1− cos (kp LN ) , p 6= 0,
0, p = 0,
(B.79)
Zpq = δp,0


− i
N
sin
(
kq
L
N
)
L
2
1− cos (kq LN ) , q 6= 0,
0, q = 0,
(B.80)
Qpq =


− 1
N 2
sin
(
kp
L
N
)
L
2
1− cos (kp LN )
sin
(
kq
L
N
)
L
2
1− cos (kq LN ) , p 6= 0 y q 6= 0,
0, p = 0 o q = 0.
(B.81)
Es importante recordar que siempre, en estas expresiones,
a0 = a¯0 = b0 = b¯0 = 0. (B.82)
Notemos tambie´n que las matrices C¯pq , S¯pq y Xpq son las transpuestas de
Cpq , Spq y Zpq, respectivamente.
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Supongamos ahora que queremos ajustar CC en los cuatro lados de la
celda cuadrada. Como antes, estas CC debera´n ser perio´dicas, de modo que
las CC en x = 0 y x = L sean ide´nticas entre s´ı, y las CC en z = 0 y z = L
tambie´n. (Esto impone adema´s la condicio´n de que las CC en z = 0 sean
perio´dicas en x y viceversa.) Podremos entonces, como antes, ajustar CC de
Cauchy en, digamos, x = 0 y z = 0, que escribiremos en la forma
un0 = An, n = 0, . . . , N − 1, (B.83)
(∂zu)n0 = Bn, n = 0, . . . , N − 1, (B.84)
u0m = A¯m, m = 0, . . . , N − 1, (B.85)
(∂xu)0m = B¯m, m = 0, . . . , N − 1. (B.86)
Introduciendo las DFT unidimensionales de estas CC
An =
N/2∑
p=−N/2
e−ikpxnA˜p , Bn =
N/2∑
p=−N/2
e−ikpxnB˜p , (B.87)
A¯m =
N/2∑
q=−N/2
e−ikqzm ˜¯Aq , B¯m =
N/2∑
q=−N/2
e−ikqzm ˜¯Bq , (B.88)
y utilizando como en la Seccio´n B.1 la unicidad de la DFT, obtenemos las
condiciones
ap
N/2∑
q=−N/2
Cpq +
N/2∑
q=−N/2
(
a¯qC¯pq + b¯qS¯pq
)
+ a00δp,0 + a10Xp0 = A˜p ,
(B.89)
bp
N/2∑
q=−N/2
kqSpq +
N/2∑
q=−N/2
kq
(
a¯qC¯pq + b¯qS¯pq
)
+ (a01δp,0 + a11Xp0) d = iB˜p ,
(B.90)
N/2∑
p=−N/2
(apCpq + bpSpq) + a¯q
N/2∑
p=−N/2
C¯pq + a00δq,0 + a01Z0q =
˜¯Aq ,
(B.91)
N/2∑
p=−N/2
kp (apCpq + bpSpq) + b¯q
N/2∑
p=−N/2
kpS¯pq + (a10δq,0 + a11Z0q) d = i
˜¯Bq ,
(B.92)
donde hemos usado las paridades de las matrices respecto a sus ı´ndices y las
relaciones
Xpq = Xp0δ0,q , Zpq = δp,0Z0q , Qpq = Xp0Z0q , (B.93)
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y hemos definido
d =
N/2∑
p=−N/2
kpXp0 =
N/2∑
q=−N/2
kqZ0q . (B.94)
El sistema de ecuaciones (B.89)–(B.92) para los coeficientes ap, bp, a¯q y
b¯q (que son 4 × (N − 1) en nu´mero, ya que a0 = a¯0 = b0 = b¯0 = 0) ma´s
los cuatro coeficientes a00, a01, a10 y a11, es un sistema lineal inhomoge´neo
de dimensio´n 4N . A diferencia de lo ocurrido en la Seccio´n B.1, en este
caso el sistema no es diagonal. Esto no representa en s´ı un problema, ya
que la matriz de coeficientes del sistema es fija, y podr´ıamos calcular su
inversa una u´nica vez. La dificultad reside en que la matriz de coeficientes
del sistema (B.89)–(B.92) es altamente singular. Pese a ello, experimentos
nume´ricos realizados con versiones de dimensio´n reducida de este sistema
muestran claramente que para la clase de inhomogeneidades A˜p, B˜p,
˜¯Aq y
˜¯Bq
encontrada en las simulaciones hidrodina´micas, el sistema es compatible (es
decir, el vector de inhomogeneidades no tiene proyeccio´n sobre el subespacio
nulo de la matriz de coeficientes).
Existen diversas te´cnicas para la resolucio´n nume´rica de sistemas de este
tipo. En principio lo ideal ser´ıa calcular una pseudoinversa [74] de la matriz
de coeficientes, ya que la multiplicacio´n del vector de inhomogeneidades por
ella ser´ıa una operacio´n O(N ), aunque ya no O(N ). Sin embargo nuevos
experimentos nume´ricos mostraron que el espectro de la matriz de coeficien-
tes contiene cantidad de autovalores muy similares, con autovectores casi
degenerados. Dado que en las simulaciones llegamos a tener N ∼ 1000, esta
situacio´n origina una gran pe´rdida de precisio´n nume´rica en el ca´lculo tanto
de la pseudoinversa como de su producto con el vector de inhomogeneidades,
por lo que este me´todo debio´ ser descartado.
Decidimos entonces implementar un me´todo de resolucio´n iterativo [60],
similar en cierta forma a los me´todos de gradiente conjugado [75, 76] (que son
relativamente inmunes a estos problemas), pero ma´s directo y adaptado a la
estructura particular de nuestro sistema. Reescribiendo el sistema (B.89)–
(B.92) en la forma
ap =
A˜p∑
q Cpq
−
∑
q
(
a¯qC¯pq + b¯qS¯pq
)
+ a00δp,0 + a10Xp0∑
q Cpq
, (B.95)
bp =
iB˜p∑
q kqSpq
−
∑
q kq
(
a¯qC¯pq + b¯qS¯pq
)
+ (a01δp,0 + a11Xp0) d∑
q kqSpq
, (B.96)
a¯q =
˜¯Aq∑
p C¯pq
−
∑
p (apCpq + bpSpq) + a00δq,0 + a01Z0q∑
p C¯pq
, (B.97)
b¯q =
i ˜¯Bq∑
p kpS¯pq
−
∑
p kp (apCpq + bpSpq) + (a10δq,0 + a11Z0q) d∑
p kpS¯pq
, (B.98)
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donde hemos asumido que p 6= 0 en (B.95) y (B.96), y que q 6= 0 en (B.97)
y (B.98), y comparando con (B.43) y (B.50), vemos que el primer te´rmino
de los lados derechos corresponde a un caso “desacoplado”, en que las CC
horizontales (z = 0) y verticales (x = 0) se ajustan por separado, y para
cada una se asume periodicidad (libre) en la otra direccio´n. F´ısicamente
es de esperar que e´sta sea una buena aproximacio´n inicial, ya que en una
simulacio´n hidrodina´mica donde la capa l´ımite tiene un espesor de unos
pocos puntos de grilla, el flujo instanta´neo por ejemplo cerca de x = 0 no
deber´ıa ser mayormente influido por el flujo cerca de z = 0 o z = L, salvo a
una distancia de las esquinas comparable al espesor de la capa l´ımite. Esta
hipo´tesis ha sido comprobada mediante experimentos nume´ricos.
Debemos notar que esta aproximacio´n inicial so´lo determina valores para
los coeficientes ap, bp, a¯q y b¯q; en ella los coeficientes a00, a01, a10 y a11 se
asumen nulos. Para calcularlos debemos retornar al sistema original (B.89)–
(B.92) y evaluar los casos omitidos, p = 0 y q = 0, obteniendo
N/2∑
q=−N/2
(
a¯qC¯0q + b¯qS¯0q
)
+ a00 = A˜0 , (B.99)
N/2∑
q=−N/2
kq
(
a¯qC¯0q + b¯qS¯0q
)
+ a01
N/2∑
q=−N/2
kqZ0q = iB˜0 , (B.100)
N/2∑
p=−N/2
(apCp0 + bpSp0) + a00 =
˜¯A0 , (B.101)
N/2∑
p=−N/2
kp (apCp0 + bpSp0) + a10
N/2∑
p=−N/2
kpXp0 = i
˜¯B0 , (B.102)
lo que determina a00, a01 y a10. No´tese que la primera y tercera ecuaciones
determinan ambas, de forma independiente, el valor de a00. La consisten-
cia de ambas ecuaciones para las inhomogeneidades que encontramos en
las simulaciones hidrodina´micas, ha sido verificada reiteradamente, y es un
ejemplo de la consistencia del sistema (B.89)–(B.92). Para determinar a11
podemos por ejemplo multiplicar (B.90) por kp y sumar sobre p, o multipli-
car (B.92) por kq y sumar sobre q, obteniendo
N/2∑
p=−N/2
N/2∑
q=−N/2
kp
(
bpSpq + S¯pqb¯q
)
kq + a11d
2 = i
N/2∑
p=−N/2
kpB˜p , (B.103)
N/2∑
p=−N/2
N/2∑
q=−N/2
kp
(
bpSpq + S¯pqb¯q
)
kq + a11d
2 = i
N/2∑
q=−N/2
kq
˜¯Bq . (B.104)
Nuevamente ambas ecuaciones determinan independientemente a00, y la
reiterada consistencia entre ambas para las inhomogeneidades encontradas
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en las simulaciones hidrodina´micas es otro ejemplo de la consistencia del
sistema (B.89)–(B.92).
Con la aproximacio´n as´ı obtenida para los 4N coeficientes de (B.89)–
(B.92), calculamos el segundo te´rmino de los lados derechos de (B.95)–(B.98)
y con e´l una nueva aproximacio´n a ap, bp, a¯q y b¯q, e iteramos el procedimien-
to. Los experimentos nume´ricos realizados muestran que la convergencia es
ra´pida, bastando a lo sumo cinco iteraciones para obtener una solucio´n con
un error ma´ximo relativo . 10−4, ma´s que suficiente para nuestros propo´si-
tos. Consistentemente con la interpretacio´n f´ısica expuesta, la convergencia
es fuertemente no-uniforme, siendo mucho ma´s lenta cerca de las esquinas
sobre un nu´mero de puntos de grilla consistente con el espesor observado
de la capa l´ımite; para puntos alejados de las esquinas el error relativo tras
cinco iteraciones llega a ser tan bajo como 10−8. Cada iteracio´n sigue siendo
una operacio´n O(N ).
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