New algorithms for identification of a balanced state space representation are proposed. They are based on a procedure for the estimation of impulse response and sequential zero input responses directly from data. The proposed algorithms are more efficient than the existing alternatives that compute the whole Hankel matrix of Markov parameters. It is shown that the computations can be performed on Hankel matrices of the input-output data of various dimensions. By choosing wider matrices, we need persistency of excitation of smaller order. Moreover, this leads to computational savings and improved statistical accuracy when the data is noisy. Using a finite amount of input-output data, the existing algorithms compute finite time balanced representation and the identified models have a lower bound on the distance to an exact balanced representation. The proposed algorithm can approximate arbitrarily closely an exact balanced representation. Moreover, the finite time balancing parameter can be selected automatically by monitoring the decay of the impulse response. We show what is the optimal in terms of minimal identifiability condition partition of the data into "past" and "future".
Introduction
In this paper, we consider the following exact deterministic identification problem: given an input-output trajectorỹ w = (ũ,ỹ),w = (w(1), . . . ,w(T )), of an LTI system S :
x(t + 1) = Ax(t) + Bu(t) y(t) = Cx(t) + Du(t),
The given trajectoryw = (ũ,ỹ) is an exact trajectory of S. This means that there existsx(1) ∈ R n , such that the response of S to the inputũ and initial conditionx(1) isỹ. The problem is to find conditions and algorithms to construct S bal directly fromw. Although the assumption that w is exact is mainly of theoretical importance, we believe that solving the exact identification problem is a prerequisite for the study of the realistic approximate identification problems. Exact state-space identification has been considered earlier in Gopinath (1969) , Budin (1971) and later on in the behavioral setting in Willems (1986) . The modern approach is deterministic subspace identification (Van Overschee & De Moor, 1996 , Chapter 2). The identified model need not be in a special state space basis. The problem considered in this paper is to derive a balanced model and the motivation is that in a balanced basis one can apply truncation as a very effective heuristic for model reduction, which yields a method for approximate identification. Thus, exact identification of a balanced model is a prelude to approximate identification. In the language of Willems (1986) , we want to find an input/state/output balanced representation of the most powerful unfalsified model (MPUM) .
The balanced state-space identification problem is studied in Moonen and Ramos (1993) and Van Overschee and De Moor (1996, Chapter 5) . The proposed algorithms fit in the outline given below, which will be called the basic algorithm. The following notation is used: with f = (f (1), . . . , f (T )),
and is the shift operator f (t) := f (t + 1). Acting on a vector or matrix, removes the first block-row. By f we will denote both the time series (f (1), . . . , f (T )) and the vector col(f (1), . . . , f (T )), where col(·) denotes a (block) column vector. (ũ,ỹ) , an upper bound n max of the system order, and a finite time balancing parameter > n max . 
Algorithm 1 (Basic algorithm). Input: a time seriesw =

Find the first 2 samples H (0), . . . , H (2 −
Output: a finite time-balanced representation (A bal , B bal , C bal , D bal ) of S.
Note 1 (Finite time-balancing) . The basic algorithm factors a finite × block Hankel matrix of Markov parameters H, so that the obtained representation (A bal , B bal , C bal , D bal ) is finite time-balanced. For n max , the representation obtained is close to an infinite time balanced one. Determining an appropriate value for the parameter , however, is a problem in its own right, and will be addressed in the paper.
Note 2 (Model reduction).
Identification of a state-space model in a balanced basis is motivated by the effective heuristic for model reduction by truncation in that basis. In principle, it is possible to identify the model in any basis and then apply standard algorithms for state transformation to a balanced basis. The direct algorithm discussed in this paper, however, has the advantage over the indirect approach that it allows to identify a reduced order model directly from data without ever computing a full order model.
The model reduction can be done by
Step 5 of the basic algorithm. Let r be the desired order of the reduced model and letX red be the truncated to the first r rows balanced state sequenceX bal . As a heuristic model reduction procedure, we derive the reduced model parameters by solving the leastsquares problem
in place of the exact system of equations (2). The obtained model (A red , B red , C red , D red ) is not the same as the model obtained by truncation of the (finite time-) balanced model. In particular, we do not know about error bounds similar to the ones available for the (infinite time) balanced model reduction. The model reduction question is not further discussed in this paper and will be treated elsewhere.
Note 3. In Moonen and Ramos (1993) ; Van Overschee and De Moor (1996) , it is not mentioned that the Hankel matrix of Markov parameters H is computed. Also in Moonen and Ramos (1993) , it is not mentioned that the matrix Y 0 of sequential zero input responses is computed. In the present paper, we interpret these algorithms as implementations of the above basic algorithm and reveal their structure. The important difference among the algorithms of Moonen-Ramos, Van Overschee-De Moor, and Algorithm 7 proposed in this paper is namely the method of computation of the matrix Y 0 and the impulse response H.
Step 1, the computation of the impulse response, is the crucial one. In fact, once H is computed, a balanced model can be obtained directly via Kung's algorithm. This gives the alternative deterministic balanced model identification algorithm outlined in Algorithm 2. Algorithm 2. Input: a time seriesw=(ũ,ỹ), an upper bound n max of the system order, and a finite time balancing parameter > n max . 
using the original data. (By using Kronecker products (3) can be solved explicitly.) The resulting Algorithm 3 is in the spirit of the MOESP-type algorithms, see Verhaegen and Dewilde (1992) .
Algorithm 3. Input: a time seriesw=(ũ,ỹ), an upper bound n max of the system order, and a finite time balancing parameter > n max . Simulation results show that in the presence of noise "going back to the data", as done in the basic algorithm and in Algorithm 3, leads to more accurate results. This gives an indication that the basic algorithm and Algorithms 3 might be superior to Algorithm 2 in the noisy case.
The outline of the paper is as follows. In Section 2 we present two lemmas that are instrumental for the derivation of the algorithm. The first one, which we call the fundamental lemma, gives conditions on a trajectoryw, under which any response of S with length L belongs to the image of the Hankel matrix H L (w). As a consequence, any response of length L can be found as H L (w)g for a suitable g ∈ R T −L+1 . The second lemma, which we call the weaving lemma, shows how an arbitrary long response of S can be obtained from a finite amount of dataw by weaving together segments of the desired response.
In Section 3, the fundamental lemma is applied for construction of the impulse response H. Theorem 4 gives an algorithm for the computation of H, based on the construction H = H 2 (w)G, for a suitable G. This approach gives a limited length response. Using the weaving lemma, an algorithm is derived that computes arbitrary many samples of the impulse response. By monitoring the decay of the impulse response while computing it, the parameter of the basic algorithm can be chosen adaptively.
In Section 4, an algorithm for the computation of the matrix Y 0 that appears in the basic algorithm is described. It is also based on the fundamental lemma and in analogy with the impulse response computation has a block version and an iterative version. We show that the block version of the algorithm is actually equivalent to the famous oblique projection from the classical subspace algorithms, which gives a system theoretic interpretation of the oblique projection. (In the subspace identification literature the oblique projection is defined and interpreted as a geometric operation and its system theoretic meaning remains hidden.)
Fundamental lemmas
Denote by B| [1,L] the set of all trajectories of the system
The notion of persistency of excitation is defined next, cf. (Van Overschee & De Moor, 1996, Definition 5) .
Definition 1 (Persistency of excitation). The sequenceũ
Lemma 2 (Fundamental lemma Willems, Rapisarda, Markovsky, and DeMoor (2004) ). Let 
Proof. The proof of these results as well as interesting corollaries are given in Willems et al. (2004) .
The fundamental lemma states conditions under which the Hankel matrix H L (w) has the "correct" image (and as a consequence the "correct" left kernel). The conditions are not verifiable from the dataw alone, so that in identification problems, where onlyw is given, they should be assumed. In addition, for the derivation of the algorithm, we assume that an upper bound n max on the system order n and an upper bound l max on the system lag l are a priori known. The system lag l is defined as the observability index of S. Note that n max can be used as a loose upper bound on l. Generically pl = n and pl max = n max . Assumptions 1-3 of the fundamental lemma and the assumption that n max is given are the standard assumptions for deterministic subspace identification, see, e.g., Van Overschee and De Moor (1996, Chapter 2).
The next lemma shows how a long response can be constructed by weaving together short ones.
Lemma 3 (Weaving responses). Let
1.w
(1) be a T 1 samples long trajectory of S, i.e.,w
. the last l samples ofw
(1) coincide with the first l samples
4. l is larger than or equal to the lag l of the system S.
Then the trajectory
obtained by weaving togetherw
) be the state sequences of S associated with w (1) and w (2) , respectively. Assumptions 3 and 4 imply thatx (1) (T 1 + 1) =x (2) (l + 1). Therefore, (4) is a trajectory of S.
Computation of the impulse response
In this section, we consider Step 1 of the basic algorithm: given a trajectoryw = (ũ,ỹ), find the first 2 samples H of the impulse response of S. We need the first 2 samples of the impulse response in order to construct the × block Hankel matrix H ( H ), whose factorization in turn gives the finite time-balancing transformation.
From the fundamental lemma, we know that, under suitable conditions, col span(H 2 (w)) = B| [1, 2 ] . This implies that there exists a matrix G, such that H 2 (ỹ)G = H . Thus, the problem reduces to the one of finding a particular G.
Let row dim denote the number of block rows of a matrix or vector and define
Theorem 4 (Impulse response from data). Letw = (ũ,ỹ) be a trajectory of a controllable LTI system S of order n n max and lag l l max and letũ be persistently exciting of order 2 + l max + n max . Then the system of equations
is solvable for G ∈ R •×m . Moreover, for any particular solutionḠ, the matrix Y fḠ contains the first 2 samples of the impulse response of S, i.e., Y fḠ = H.
Proof. Under the assumptions of the theorem, we can apply the fundamental lemma with L = l max + 2 , thus
First we show that (5) 
This shows that there exists a solutionḠ of (5) and therefore Y fḠ is the impulse response. Conversely, let G be a solution of (5). We have
and the fundamental lemma guarantees that the right-hand side of (6) is a response of S. The response is identically zero during the first l max samples, which (using the assumption l max l) guarantees that the initial conditions are set to Output: the first 2 samples of the impulse response H.
Note 4 (Efficient implementation via QR factorization).
The system of equations in Step 1 of Algorithm 4 can be solved efficiently by first "compressing the data" via the QR decomposition
, and then computing the pseudo-inverse of the R 11 block. We have
We proceed to point at an inherent limitation of Algorithm 4 when dealing with finite amount of data.
Let T samples of the input and the output be given. The persistency of excitation assumption in Theorem 4 requires that H 2 +l max +n max (ũ) is full row rank, which implies that
Thus using Algorithm 4, we are limited in the number of samples of the impulse response that can be computed. Moreover, for efficiency and accuracy (in the presence of noise), we want to have Hankel matrices U p , U f , etc., with many more columns than rows, which implies small . According to Lemma 3, however, it is possible to find arbitrary many samples of the impulse response. Algorithm 5 does this by computing iteratively blocks of L consecutive samples, where
Moreover, monitoring the decay of H (provided the system is stable) while computing it, gives a heuristic way to determine the parameter .
In the recursive algorithm the matrices U p , U f , Y p , Y f defined above are redefined as follows:
Algorithm 5 (Iterative computation of the impulse response). Input:ũ,ỹ, n max , l max , and either or a convergence tolerance ε.
1. Choose the number of samples L computed in one iteration step according to the persistency of excitation of u. In particular (7) should be satisfied.
Initialization:
3.4. Shift F u and F y :
y . 3.5. Increment the iteration counter k := k + 1. Proof. Under the assumptions of the proposition, we can apply Theorem 1, with the parameter in the theorem, replaced by the parameter L, selected on Step 1 of the algorithm. Steps 3.1 and 3.1 of the recursive algorithm correspond to the steps of the block algorithm. The right-hand
of the system of equations, solved in Step 3.1, is initialized so that H (0) is indeed the matrix of the first L samples of the impulse response. The response computed on the (k + 1)th iteration step, k 1, is a response due to zero input and its first l max samples overlap the last l max samples of the response computed on the kth iteration step. By the weaving lemma, their concatenation is a valid response. Applying this argument recursively, we have that H computed by the algorithm is the impulse response of the system.
Note 5 (Computation of an arbitrary response from data).
For the purpose of balanced subspace identification, we need construction of the impulse response from data. In Markovsky, Willems, Rapisarda, and De Moor (2004) , Theorem 4 and Algorithm 5 are modified to compute an arbitrary response directly from data.
Note 6 (Efficient implementation via QR factorization).
The most expensive part of Algorithm 4 is solving the system of equations on Step 3.1. It can be solved efficiently via the QR factorization as described in Note 4. Moreover, since the matrix on the left-hand side of the system is fixed, the pseudo-inverse can be computed out of the iteration loop and used for all iterations.
Computation of sequential zero input responses
In this section, we consider step 2 of the basic algorithm: givenw = (ũ,ỹ), find a sequential zero input responses Y 0 of S. By "sequential", we mean that the initial conditions corresponding to the columns of Y 0 form a valid state sequence of S.
Using the fundamental lemma, a set of zero input trajectories can be computed from data by solving the system of equations
and setting Y 0 = Y f G. Moreover, the Hankel structure of U p and Y p imply that Y 0 is a matrix of sequential responses. System (8) and Y 0 = Y f G give a block algorithm for the computation of sequential zero input responses. It is analogous to the block algorithm for the computation of the impulse response and again the computation can be performed efficiently via the QR factorization.
Note 7 (Connection with the oblique projection). For any particular solutionḠ of (8) 
be the least-squares least norm solution of
, which is (8) with permuted rows, so that the solution is not changed. Then
which is the definition of the oblique projection Y f / U f W p , see Van Overschee and De Moor (1996, p. 21, Eq. (1.4) . Thus, the oblique projection is an implementation of the block algorithm for the computation of the sequential zero input responses Y 0 .
We proceed to present a recursive algorithm for the computation of Y 0 , analogous to Algorithm 5 for the computation of the impulse response. An advantage of the recursive algorithm over the block one is that one is not restricted by the finite amount of dataw to a finite length responses Y 0 .
Algorithm 6 (Sequential zero input responses)
. Input: u, y, n max , l max , and either the desired number of samples or a convergence tolerance ε.
1. Choose the number of samples L computed in one iteration step according to the persistency of excitation of u. In particular (7) should be satisfied. Proof. Similar to the proof of Proposition 5.
Solve the system
U p U f Y p G (k) = F (k) u F (k) y,p .
Compute the response Y (k)
0 := F (k) y,f := Y f G (k) .
Define F (k)
y := F (k) y,p F (k) y,
Note 8 (Efficient implementation via QR factorization)
. Note 6is valid also for Algorithm 6. Moreover, in the basic algorithm, where both Algorithms 5 and 6 are applied, the pseudo-inverse needs to be computed only once.
An algorithm for deterministic balanced subspace identification
In the previous sections, we have specified Steps 1 and 2 of the basic algorithm. Steps 3-5 follow from standard derivations, which we now repeat for completeness. Let H be the Hankel matrix of the Markov parameters H := H ( H ). By factoring H into O bal and C bal via the restricted SVD
we obtain an extended observability matrix
and a corresponding extended controllability matrix
in a finite time balanced basis. The basis is finite timebalanced, because the finite time-observability gramian O bal O bal = and the finite time-controllability gramian C bal C bal = are equal. The matrix of sequential zero input responses Y 0 can be written as Y 0 = OX for a certain extended observability matrix O and a state sequence X in the same basis. We find the balanced state sequencẽ
The corresponding balanced representation (A bal , B bal , C bal , D bal ) is computed from the system of equations
This yields the following procedure.
Compute a balanced state sequence
X bal = −1 U Y 0 .
Compute a balanced representation by solving (10).
Output: A bal , B bal , C bal , D bal .
Note 9. The weight matrix W is different from the one in Van Overschee & De Moor (1996) . In terms of the final resultĤ, however, it is equivalent. Another difference between Algorithm 8 and the deterministic balanced subspace algorithm of Van Overschee & De Moor (1996) is that the shifted state sequence appearing on the left-hand side of (10) is recomputed in Van Overschee & De Moor (1996) by another oblique projection.
Algorithm 9 (Moonen & Ramos, 1993) . Input:ũ,ỹ, and a parameter i.
Define:
, where row dim(U p ) = i, and
, whose rows form a basis for the left kernel of Note 10. In the algorithms of Van Overschee-De Moor and Moonen-Ramos, the parameter i plays the row of the finite time balancing parameter from the previous sections. Note that i is given and the "past" and the "future" are taken with equal length i.
Compute the Hankel matrix of Markov parameters
H = T + 4 (T 2 T + 4 T 3 − T 1 )J .
Compute a matrix of zero input responses
Both Algorithms 8 and 9 fit in the outline of the basic algorithm but Steps 1 and 2 are implemented in rather different ways. As shown in Note 7, the oblique projection
is a matrix of sequential zero input responses.
The weight matrix W, in the algorithm of Van Overschee-De Moor, is constructed so thatĤ = Y 0 W is an approximation of the Hankel matrix of Markov parameters H; it is the sum of H and a matrix of zero input responses.
The most expensive computation in the algorithm of Moonen-Ramos is Step 0, the computation of the an-
non-minimal state sequence (the shift-and-cut operator (Rapisarda & Willems, 1997) ) and T + 4 is a corresponding extended observability matrix. Thus T A major difference between the proposed Algorithm 7, from one side, and the algorithms of Van Overschee-De Moor and Moonen-Ramos, on the other side, is that in Algorithm 7 the Hankel matrix H is not computed but constructed from the impulse response that parameterizes it. This is a big computational saving because recomputing the same elements of H is avoided. In addition, in approximate identification, wherew is not a trajectory of S, the matricesĤ and H computed by the algorithms of Van Overschee-De Moor and Moonen-Ramos are in general no longer Hankel, while the matrix H in Algorithm 7 is by construction Hankel.
7.
On the splitting of the data into "past" and "future" In Sections 3 and 4 we showed that the past U p , Y p is used to assign the initial conditions and the future U f , Y f is used to compute the response. By weaving consecutive segments of the response, as done in Algorithms 5 and 6, the number of block rows in the future does not need to be equal to the required length of the response. Thus from the perspective of deterministic identification, the answer to the above question is: row dim(U p ) = row dim(Y p ) = l max , i.e., the given least upper bound on the system lag l, and row dim(U f ) = row dim(Y f ) ∈ {1, . . . , − l max + n max }, where is the order of persistency of excitation of the inputũ.
As shown in Willems et al. (2004, Section 4, Comment 5) u persistently exciting of order l max + 1 + n max (11) is a sharp sufficient condition for identifiability of the system S. By using the iterative algorithms for computation of the impulse response and sequential free responses with parameter L = 1, Algorithms 2, 3, and 7 are applicable under the same assumption, so that the partitioning "past = l max and future = 1" is consistent with (11).
Using the fundamental lemma, we can prove the following result.
Proposition 8. Let (ũ,ỹ) be a trajectory of a controllable LTI system S of order n n max and lag l i, and letũ be persistently exciting of order 2i + n max . Then the representations computed by Algorithms 8 and 9 are equivalent to S. Moreover, the representation computed by Algorithm 9 is in a finite time-i balanced basis.
Proposition 8 shows that Algorithms 8 and 9 are not parsimonious with respect to the available data: the system S could be identifiable with algorithms Algorithms 2, 3, and 7 but not with Algorithms 8 and 9.
Note that the persistency of excitation required by Algorithms 8 and 9 is a function of the finite time balancing parameter. This implies that with a finite amount of data, Algorithms 8 and 9 are limited in the ability to identify a balanced representation. In fact,
.
In contrast, the persistency of excitation required by Algorithms 2, 3, and 7 depends only on the upper bounds on the system order and the lag and thus these algorithms can compute an infinite time balanced representation if (11) holds.
Simulations
In this section, we show some examples illustrate some advantages of the proposed algorithms. In all the experiments the system S is minimal with transfer function
The input is a unit variance white noise and the data available for identification is the corresponding trajectoryw of S, corrupted by independent white noises with standard deviation s. Although, our main concern is the correct work of the algorithms for exact data, i.e., with s = 0, by varying the noise variance s, we can investigate empirically the performance under noise. The simulation time is T = 100. In all experiments the upper bounds n max and l max are taken equal to the system order n = 3 and the parameter L is taken equal to 3. Consider first the estimation of the impulse response. Fig. 1 shows the exact impulse response H of S and the estimateĤ computed by Algorithm 5. With exact data, ||H −Ĥ || F = 10 −15 , so that up to the numerical precision the match is exact. The plots on Fig. 1 show the deterioration of the estimates when the data is corrupted by noise.
Consider next the computation of the zero input response. Table 1 shows the error of estimation e := ||Y 0 −Ŷ 0 || F and the corresponding amount of operations, where Y 0 is a matrix of exact sequential zero input responses with length = 10 andŶ 0 is its estimate computed from data. The estimate is computed in three ways: by Algorithm 6, implemented with the QR factorization, see Note 8; by the oblique projection, computed directly from (9); and by the oblique projection, computed via the QR factorization, see Note 7.
Algorithm 6 needs less computations and gives more accurate results than the alternatives. As already emphasized, the reason for this is that selecting the parameter L=n max =3 instead of L = = 10, as in a block computation, results in a more overdetermined system of equations in Step 3.1 of Algorithm 6 compared with system (8) used in the block algorithm. (For example, the difference is 95 vs. 88 columns.) As a result the noise is averaged over more samples, which leads to statistically better estimate. Solving several more overdetermined systems of equations instead of one more rectangular system can be more efficient, as it is in the example. In fact, the freedom in the choice of L makes it possible to optimize efficiency or another criterion.
All algorithms return a finite time balanced model. The next experiment illustrates the effect of the parameter on the balancing. Let W c /W o be the controllability/observability gramians of an infinite time balanced model andŴ c /Ŵ o be the controllability/observability gramians of an identified model. Define closeness to balancing by Fig. 2 shows e bal as a function of for the three algorithms presented in the paper. The estimates obtained by Algorithm 7 and the algorithm of Moonen-Ramos are identical estimate obtained by the algorithms of Van OverscheeDe Moor is asymptotically equivalent, but for small , is worse. This is a consequence of the fact that this algorithm uses an approximation of the Hankel matrix of Markov parameters. Fig. 2 also shows e bal as a function of for noisy data with s = 0.001 and the total number of floating point operations (flops) required by the three algorithms.
Conclusions
The impulse response and the sequence of zero input responses are the main tools for balanced subspace identification. Classically they are computed with the oblique projection. We gave a system theoretic interpretation of the oblique projection and a new algorithm for computation of a response directly from data. The new algorithm allows computation of an arbitrary long response from a finite data set and has the following advantages over the existing alternatives.
• of H many times. This is an inefficient step in these algorithms.
H(t), H(t) H(t), H(t) H(t), H(t) H(t), H(t)
• In the algorithms of Moonen-Ramos and Van Overschee-De Moor, the parameter is supplied by the user. In the proposed algorithms, it can be determined automatically on the basis of a desired convergence tolerance of the impulse response, which is directly related to the closeness of the obtained representation to a balanced one. • In the proposed algorithms, the computations can be organized to use more overdetermined system of equations, which result in more accurate estimates whenw is noisy.
We foresee other advantages on the level of the numerical implementation. Numerical issues, however, will be presented elsewhere. 
