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BOSONIC FORMULAS FOR AFFINE BRANCHING
FUNCTIONS
E.FEIGIN
Abstract. In this paper we derive two bosonic (alternating sign) for-
mulas for branching functions for general affine Kac-Moody Lie algebra
g. Both formulas are given in terms of Weyl group and string functions
of g.
Introduction
Let g be an affine Kac-Moody Lie algebra, gfin be the corresponding
simple finite-dimensional algebra,
g = gfin ⊗ C[t, t
−1]⊕ CK ⊕ Cd,
where K is a central element and [d, x⊗ ti] = −ix⊗ ti for x ∈ g. We fix the
Cartan decomposition g = n⊕ h⊕ n−, with
h = hfin ⊕ CK ⊕ Cd,
where hfin is the Cartan subalgebra of gfin. We also denote
g′ = [g, g] = g⊗ C[t, t−1]⊕ CK, h′ = hfin ⊕CK.
Let P+k →֒ h
∗ be the set of all dominant integrable level k weights of g.
We denote by P
′+
k →֒ h
′∗ the image of P+k with respect to the restriction
map h∗ → h′∗, λ 7→ λ′. For λ ∈ P+k we denote by Lλ the corresponding
irreducible highest weight g module and by Lλ′ a g
′ module which coincides
with Lλ as a vector space and the action of g
′ is a restriction of the action
of g.
For λ1 ∈ P
′+
k1
, λ2 ∈ P
′+
k2
consider a decomposition of the tensor product
of g′-modules
(1) Lλ′1 ⊗ Lλ′2 =
⊕
µ′∈P
′+
k1+k2
Lµ′ ⊗ C
µ′
λ′1λ
′
2
.
Note that Cµ
′
λ′1λ
′
2
can be considered as a space of highest weight vectors
of h′-weight µ′ in Lλ′1 ⊗ Lλ′2 . To define a character of C
µ′
λ′1λ
′
2
we assume
λ1(d) = λ2(d) = µ(d) = 0 (note that for any λ
′ ∈ P
′+
k there exists λ¯ ∈ P
+
k
1
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such that λ¯(d) = 0 and λ¯|h′ = λ
′). Then we obtain a grading by the operator
d on Lλ′1 ⊗ Lλ′2 . Set
cµ
′
λ′1λ
′
2
(q) = chqC
µ′
λ′1λ
′
2
= Tr qd|
Cµ
′
λ′
1
λ′
2
.
These functions are called g branching functions. We note that in the con-
formal field theory branching functions appear as characters of spaces of
states of coset theories. These characters differs from cµ
′
λ′1λ
′
2
(q) by an extra
factor q
△λ′
1
+△λ′
2
−△µ′ , where △λ′ is a conformal weight of λ
′ (see [DMS]).
There exist different approaches to the study of cµ
′
λ′1λ
′
2
(q) (see for example
[BNY, KMQ, R, DJKMO, S1, S2, SS, F, FOW]). These approaches give
different types formulas for some particular cases of branching functions. In
our paper we use homological technique to derive two bosonic formulas for
cµ
′
λ′1λ
′
2
(q) for general affine Kac-Moody algebras (note that similar approach
is utilized in [FFJMT, FF, F]). Let us briefly describe our results. Recall
the Garland-Lepowsky theorem:
(2) Hp(n−, Lµ) ≃
⊕
w∈W
l(w)=p
Cw∗µ,
where W is a Weyl group of g, w ∗ µ is a shifted action of W and l(w) is
the length of w. Note that (2) is an isomorphism of h-modules and Cw∗µ
is one-dimensional h-module of the weight w ∗ µ. From (2) we obtain that
for µ, ν ∈ P+k homology Hp(n−, Lµ)
ν (superscript denotes the corresponding
h-weight subspace) vanishes if p > 0 or µ 6= ν. In addition
H0(n−, Lµ)
µ ≃ Cµ.
Therefore from (1) we obtain
Hp(n−, Lλ1 ⊗ Lλ2)
µ′ ≃ Cµ
′
λ′1λ
′
2
δ0,p
and so
(3)
∑
p≥0
(−1)pchqHp(n−, Lλ1 ⊗ Lλ2)
µ′ = cµ
′
λ′1λ
′
2
(q).
We now compute the same Euler characteristics using the BGG-resolution
of Lλ1 :
(4) . . .→ Fp → . . .→ F0 → Lλ1 → 0,
where Fp =
⊕
l(w)=pMw∗λ1 and Mw∗λ1 is the corresponding Verma module.
Tensoring the BGG-resolution by Lλ2 we obtain the U(n−)-free resolution
of Lλ1 ⊗ Lλ2 :
(5) . . .→ Fp ⊗ Lλ2 → . . .→ F0 ⊗ Lλ2 → Lλ1 ⊗ Lλ2 → 0.
BOSONIC FORMULAS FOR AFFINE BRANCHING FUNCTIONS 3
Then the homology Hp(n−, Lλ1 ⊗ Lλ2)
µ′ can be counted as homology of a
complex
(6) . . .→
[
C⊗U(n−) (Fp ⊗ Lλ2)
]µ′
→ . . .→
[
C⊗U(n−) (F0 ⊗ Lλ2)
]µ′
→ 0.
Therefore the Euler characteristics (3) is given by the formula
(7)
∑
p≥0
(−1)p
∑
l(w)=p
q(w∗λ1)dchq(Lλ2)
(µ−w∗λ1)′ .
We thus obtain our first bosonic formula for cµ
′
λ′1λ
′
2
(q).
To get the second formula we replace the ”product” Lλ1 ⊗ Lλ2 by the
”fraction” Lµ⊗L
∗
λ1
and consider the homology Hp(n−, Lµ⊗L
∗
λ1
), λ1 ∈ P
+
k1
,
µ ∈ P+k1+k2 . We prove that
Hp(n−, Lµ ⊗ L
∗
λ1)
λ′2 = 0 for p > 0
and
H0(n−, Lµ ⊗ L
∗
λ1)
λ′2 ≃ (Cµ
′
λ′1λ
′
2
)∗.
We thus obtain that∑
p≥0
(−1)pchqHp(n−, Lµ ⊗ L
∗
λ1)
λ′2 = cµ
′
λ′1λ
′
2
(q−1).
Using the BGG-resolution of Lµ we again rewrite this Euler characteristics
in terms of the characters of spaces (C ⊗U(n−) (Mw∗µ ⊗ L
∗
λ1
))λ
′
2 . This gives
the following formula:
(8) cµ
′
λ′1λ
′
2
(q) =
∑
p≥0
(−1)p
∑
l(w)=p
q−(w∗µ)(d)chq(Lλ1)
(w∗µ−λ2)′
(recall that we assume λ1(d) = λ2(d) = µ(d) = 0). The specialization of this
formula to the simplest case g = ŝl2 gives the formula from [BNY, KMQ, R]
in the form of [F]. We note that (8) looks like (7), but the proof is much
more complicated.
Our paper is organized as follows.
In Section 1 we fix affine Kac-Moody Lie algebras notations.
In Section 2 we derive our first formula for branching functions cµ
′
λ′1λ
′
2
(q)
using the homology Hp(n−, Lλ1 ⊗ Lλ2)
µ′ .
In Section 3 we derive our second formula for cµ
′
λ′1λ
′
2
(q) using the homology
of the ”fraction” Hp(n−, Lµ ⊗ L
∗
λ1
)λ
′
2 .
In Section 4 we specialize formulas from Sections 2 and 3 to the simplest
case g = ŝl2.
Acknowledgements. This work was partially supported by RFBR Grant
06-01-00037 and LSS 4401.2006.2.
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1. Affine Kac-Moody Lie algebras
In this section we fix our notations on the affine Kac-Moody Lie algebras.
The main references are [Kac, Kum].
Let gfin be a simple finite-dimensional Lie algebra with the Cartan de-
composition gfin = nfin ⊕ hfin ⊕ (n−)fin.
Consider the corresponding affine algebra
g = gfin ⊗ C[t, t
−1]⊕ CK ⊕ Cd,
where K is a central element and [d, x⊗ ti] = −ix⊗ ti.
We fix the Cartan decomposition g = n⊕ h⊕ n−, where
n = nfin ⊗ 1⊕ gfin ⊗ tC[t],
h = hfin ⊕ CK ⊕ Cd,
n− = (n−)fin ⊗ 1⊕ gfin ⊗ t
−1
C[t−1]
and denote g′ = [g, g] = gfin ⊗C[t, t
−1]⊕ CK, h′ = hfin ⊕ CK →֒ g
′.
Let α∨i ∈ h, αi ∈ h
∗, i = 1, . . . , n, be simple coroots and roots. Note
that α∨i form a basis of hfin ⊕ CK. We denote by sl
(i)
2 the sl2 Lie algebra
spanned by ei, α
∨
i , fi, where ei, fi, i = 1, . . . , n are the Chevalley generators,
ei ∈ n, fi ∈ n−. We note that
n =
⊕
α∈△+
gα, n− =
⊕
α∈△−
gα,
where △+ and △− are the sets of positive and negative roots and gα = {x ∈
g : [h, x] = α(h)x ∀h ∈ h}. Spaces gαi and g−αi are spanned by ei and fi.
Let
(9) u
(i)
− =
⊕
α∈△−
α6=−αi
gα.
Note that
g−αi ≃ n−/u
(i)
− .
Let P+k be the set of level k integrable dominant g-weights, i.e.
P+k = {λ ∈ h
∗ : λ(α∨i ) ∈ Z≥0, λ(K) = k}.
We also denote by P
′+
k →֒ h
′∗ the image of P+k with respect to the projection
h∗ → h′∗, λ 7→ λ′. For λ ∈ P+k let Lλ be an integrable highest weight g-
module with highest weight vector vλ ∈ Lλ such that
nvλ = 0, U(n−)vλ = Lλ, h(vλ) = λ(h)vλ, h ∈ h.
Let Lλ′ be g
′ module which coincides with Lλ as a vector space and the
action of g′ is a restriction of the action of g. For any α ∈ h′∗ set
(Lλ)
α = {v ∈ Lλ : hv = α(h)v ∀h ∈ h
′}.
Note that Lλ is graded by an operator d. We set
chq(Lλ)
α = Tr qd|(Lλ)α .
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Fix λ′1 ∈ P
′+
k1
, λ′2 ∈ P
′+
k2
, and consider the decomposition of the tensor
product of g′-modules:
(10) Lλ′1 ⊗ Lλ′2 =
⊕
µ′∈P
′+
k1+k2
Cµ
′
λ′1λ
′
2
⊗ Lµ′ .
The space Cµ
′
λ′1λ
′
2
can be identified with a subspace of highest weight vectors
of h′-weight µ′ in Lλ′1⊗Lλ′2 . To define a character of C
µ′
λ′1λ
′
2
one needs to fix an
action of the operator d on each g′ module Lλ′ . Note that if λ|h′ = λ¯|h′ then
Lλ′ ≃ Lλ¯′ . Therefore an action of d on Lλ′ depends on the choice of λ(d).
It is convenient for us to choose a normalization λ1(d) = λ2(d) = µ(d) = 0.
This defines the characters of Lλ′1⊗Lλ′2 and of C
µ′
λ′1λ
′
2
. The character chqC
µ′
λ′1λ
′
2
is called g branching function and is denoted by cµ
′
λ′1λ
′
2
(q):
cµ
′
λ′1λ
′
2
(q) = Tr qd|
Cµ
′
λ′
1
λ′
2
.
Recall that spaces Cµ
′
λ′1λ
′
2
appear in the conformal field theory as spaces
of states of coset theories (see [DMS]). Namely the Sugawara construction
defines an action of the Virasoro algebra with generators Ln on each Lλ′ .
In particular for the operator L0 one has
L0vλ = △λ′vλ, [L0, x⊗ t
i] = −ix⊗ ti
(△λ′ is a conformal weight). Now the GKO construction (see [GKO]) defines
an action of Vir on the tensor product Lλ′1 ⊗Lλ′2 which commutes with the
diagonal action of g′. Namely one puts
LGKOn = L
(1)
n ⊗ Id + Id⊗ L
(2)
n − L
diag
n ,
where L
(1)
n , L
(2)
n and L
diag
n are Sugawara operators acting on Lλ′1 , Lλ′2 and
Lλ′1 ⊗ Lλ′2 respectively. Therefore, we obtain a structure of Vir-module on
Cµ
′
λ′1λ
′
2
and an equality
Tr qL0 |
Cµ
′
λ′
1
λ′
2
= cµ
′
λ′1λ
′
2
(q)q
△λ′
1
+△λ′
2
−△µ′ ,
where the left hand side is a character of the space of states of the corre-
sponding coset model.
In the end of this section we recall the Weyl group notations, the Garland-
Lepowsky n−-homology theorem and the BGG resolution. Let W be the
Weyl group of g, generated by simple reflections si. We denote by l(w) the
length of an element w ∈ W . Recall that the shifted action of W on h∗ is
given by w ∗ λ = w(λ+ ρ)− ρ, where ρ(α∨i ) = 1. We will need the following
lemma:
Lemma 1.1. a) If λ ∈ P+k and w ∗ λ ∈ P
+
k then w = e.
b) If (w ∗ λ)α∨i ≤ −1 for some λ ∈ P
+
k then l(siw) < l(w).
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Proof. To prove a) we rewrite an equality w ∗ λ = λ1 as w(λ+ ρ) = λ1 + ρ.
But if λ, λ1 ∈ P
+
k then
(λ+ ρ)α∨i > 0, (λ1 + ρ)α
∨
i > 0 ∀i.
Therefore both λ + ρ and λ1 + ρ are the elements of the Weyl dominant
chamber and so λ = λ1. But from w ∗ λ = λ one gets w = e (see Lemma
3.2.5 from [Kum]).
We now prove b). Note that (w ∗ λ)α∨i ≤ −1 is equivalent to
(λ+ ρ)(w−1α∨i ) ≤ 0.
This gives w−1α∨i =
∑n
i=1 cjα
∨
j with cj ≤ 0. Therefore l(w
−1si) < l(w).
Lemma is proved. 
The following theorem is proved in [GL]:
Theorem. For any λ ∈ P+k we have an isomorphism of h-modules:
Hp(n−, Lλ) ≃
⊕
w∈W
l(w)=p
Cw∗λ,
where Cw∗λ is one-dimensional h-module of the weight w ∗ λ.
We will also need the BGG resolution of integrable irreducible represen-
tations Lλ (see [BGG, Kum]). Namely there exists an exact sequence of
g-modules and g-homomorphism
(11) . . .→
⊕
w∈W
l(w)=p
Mw∗λ → . . .→Mλ → Lλ → 0,
where Mµ is the weight µ Verma module.
2. First homological bosonic formula
Lemma 2.1. For any λ1 ∈ P
+
k1
, λ2 ∈ P
+
k2
and µ ∈ P+k1+k2 we have:
Cµ
′
λ′1λ
′
2
≃ H0(n−, Lλ1 ⊗ Lλ2)
µ′ ,
Hp(n−, Lλ1 ⊗ Lλ2)
µ′ = 0 for all p > 0.
Proof. Recall that for any λ ∈ P+k and e 6= w ∈W one has w ∗ λ /∈ P
+
k and
so (w ∗ λ)′ /∈ P
′+
k . Therefore, from Garland-Lepowsky theorem we obtain
that Hp(n−, Lλ)
µ = 0 unless p = 0 and λ = µ. Now our lemma follows from
the decomposition (10) and an equality
H0(n−, Lλ1 ⊗ Lλ2)
µ′ ≃
⊕
µ¯∈P+
k
µ¯|h′=µ
′
H0(n−, Lλ1 ⊗ Lλ2)
µ¯.

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Corollary 2.1. For any λ1 ∈ P
+
k1
, λ2 ∈ P
+
k2
and µ ∈ P+k1+k2 one has
(12) cµ
′
λ′1λ
′
2
(q) =
∑
p≥0
(−1)pchqHp(n−, Lλ1 ⊗ Lλ2)
µ′ .
We now compute the Euler characteristics (12) using the BGG-resolution
of Lλ1 . Tensoring (11) by Lλ2 we obtain the U(n−)-free resolution of Lλ1 ⊗
Lλ2 . Therefore the following complex counts Hp(n−, Lλ1 ⊗ Lλ2):
(13) . . .→ C⊗U(n−) (Lλ2 ⊗ F1)→ C⊗U(n−) (Lλ2 ⊗ F0)→ 0,
where Fp =
⊕
l(w)=pMw∗λ1 . We can rewrite (13) as
(14) . . .→ (C ⊗U(n−) F1)⊗ Lλ2 → (C ⊗U(n−) F0)⊗ Lλ2 → 0.
Lemma 2.2.∑
p≥0
(−1)pchqHp(n−, Lλ1 ⊗ Lλ2)
µ′ =
∑
p≥0
(−1)p
∑
l(w)=p
q(w∗λ1)dchq(Lλ2)
(µ−w∗λ1)′ .
Proof. Recall that Fp =
⊕
l(w)=pMw∗λ1 . Therefore,
C⊗U(n−) Fp =
⊕
l(w)=p
Cw∗λ1 .
Now our lemma follows from the equality of Euler characteristics of the
complex (14) and the right hand side of (12). 
Proposition 2.1. We have a bosonic formula for the branching functions:
(15) cµ
′
λ′1λ
′
2
(q) =
∑
p≥0
(−1)p
∑
w∈W
l(w)=p
q(w∗λ1)dchq(Lλ2)
(µ−w∗λ1)′
Proof. Follows from Corollary 2.1 and Lemma 2.2. 
Remark 2.1. We can use the BGG resolution of Lλ2 instead of Lλ1 . This
interchanges λ1 and λ2 in the right hand side of (15) and leads to another
formula for branching functions cµ
′
λ′1λ
′
2
(q).
3. Second homological bosonic formula
In this section we study homology Hp(n−, Lµ ⊗L
∗
λ1
) replacing the tensor
product Lλ1⊗Lλ2 from the previous section by the ”fraction” Lµ⊗L
∗
λ1
. We
note that though Lµ⊗L
∗
λ1
does not belong to the category O (the eigenvalues
of the operator d are not bounded from below) it is still integrable. So we
first prove some statements about integrable representations.
Recall the definition (9) of the subalgebra u
(i)
− .
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Lemma 3.1. Let M be an integrable g module. Then
Hn(n−,M) ≃ H0(g−αi ,Hn(u
(i)
− ,M)) ⊕H1(g−αi ,Hn−1(u
(i)
− ,M)).
Proof. We consider the Hochschild-Serre spectral sequence associated with
a pair u
(i)
− →֒ n−. Note that u
(i)
− is an ideal and n−/u
(i)
− ≃ g−αi . The second
term of this spectral sequence is given by
E2p,q = Hp(g−αi ,Hq(u
(i)
− ,M)).
We prove our lemma by showing that E2p,q = E
∞
p,q.
Because of the integrability condition M is a direct sum of irreducible
finite-dimensional sl
(i)
2 modules. Therefore the same is true for Λ
q(u
(i)
− )⊗M
and also for Hq(u
(i)
− ,M). For any nonnegative integer s we denote by πs
an irreducible sl2 module with highest weight s (dimπs = s + 1) and fix
highest and lowest weight vectors vs and us. Let πs →֒ Hq(u
(i)
− ,M) be a
direct summand and
αp ∈ Λ
p(g−αi)⊗ πs
be a chain representing some class in Hp(g−αi , πs) →֒ Hp(g−αi ,Hq(u
(i)
− ,M)).
We set
α0 = vs, α1 = fi ⊗ us.
Let βp ∈ Λ
p(g−αi)⊗ Λ
q(u
(i)
− )⊗M be the chains of the form
β0 = x0, β1 = fi ⊗ x1
which represent αp (i.e. x0 represents vs and x1 represents us). Now
let dn− (du(i)
−
) be the differential in the standard complex for Hn(n−,M)
(Hn(u
(i)
− ,M)). We state that dn−βp = 0. In fact, for p = 0 this just follows
from vs ∈ Hq(u
(i)
− ,M). Now let p = 1. Then
dn−β1 = dn−(fi ⊗ x1).
We know that d
u
(i)
−
x1 = 0 and fix1 = 0 (because x1 represents the lowest
weight vector). This gives dn−β1 = 0. But because of dn−β = 0 we obtain
that differentials d2, d3, . . . in the Hochschild-Serre spectral sequence are
trivial and E2p,q = E
∞
p,q. Lemma is proved. 
Corollary 3.1. Let M be an integrable level k g module. Then
H0(n−,M)
λ = 0 unless λ ∈ P+k .
Proof. Because of Lemma 3.1 we obtain
H0(n−,M) ≃ H0(g−αi ,H0(u
(i)
− ,M))
for all i = 1, . . . , n. We recall that H0(g−αi , πs) is one-dimensional space
of the α∨i -weight s. Therefore, because H0(u
(i)
− ,M) is a direct sum of
finite-dimensional sl
(i)
2 modules, we obtain λ(α
∨
i ) ∈ Z≥0 for any weight λ
of H0(n,M). This gives λ ∈ P
+
k . 
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Proposition 3.1. Let M be an integrable level k g module. Then
a) Hn(n−,M)
w∗λ = 0 for w ∈W , λ ∈ P+k if l(w) > n.
b) Hn(n−,M)
w∗λ ≃ Hn−l(w)(n−,M)
λ for any w ∈ W , α ∈ P+k such that
l(w) ≤ n.
Proof. We prove a) and b) simultaneously using
Hn(n−,M)
µ ≃ H0(g−αi ,Hn(u
(i)
− ,M))
µ ⊕H1(g−αi ,Hn−1(u
(i)
− ,M))
µ
and the induction on n. The case n = 0 follows from Corollary 3.1. Suppose
our lemma is proved for m < n. We assume l(w) > 0 (otherwise a) and b)
are trivial). Then there exists i such that
(16) (w ∗ λ)α∨i ≤ −1.
We have
Hn(n−,M)
w∗λ ≃ H0(g−αi ,Hn(u
(i)
− ,M))
w∗λ ⊕H1(g−αi ,Hn−1(u
(i)
− ,M))
w∗λ.
Because of the condition (16) we have
H0(g−αi ,Hn(u
(i)
− ,M))
w∗λ = 0
and therefore
(17) Hn(n,M)
w∗λ ≃ H1(g−αi ,Hn−1(u
(i)
− ,M))
w∗λ ≃
H0(g−αi ,Hn−1(u
(i)
− ,M))
(siw)∗λ,
because
H1(g−αi , πs)
α ≃ H0(g−αi , πs)
si∗α
for any α. We also know that
Hn−1(n−,M)
(siw)∗λ ≃ H0(g−αi ,Hn−1(u
(i)
− ,M))
(siw)∗λ⊕
H1(g−αi ,Hn−2(u
(i)
− ,M))
(siw)∗λ
and because of ((siw) ∗ λ)α
∨
i = −(w ∗ λ)α
∨
i − 2 ≥ −1 (see (16)) we obtain
H1(g−αi ,Hn−2(u,M))
(siw)∗λ = 0
(because H1(g−αi , πs)
t = 0 for any t ≥ −1). Therefore
(18) Hn−1(n−,M)
(siw)∗λ ≃ H0(g−αi ,Hn−1(u
(i)
− ,M))
(siw)∗λ.
From (17) and (18) we obtain
(19) Hn(n−,M)
w∗λ ≃ Hn−1(n−,M)
(siw)∗λ.
Note that because of (16) and Lemma 1.1 l(siw) = l(w)− 1.
Now suppose that n < l(w). Then iterating (19) we obtain
Hn(n−,M)
w∗λ ≃ H0(n−,M)
w′∗λ
for some w′ with l(w′) > 0. But this homology vanishes because of Corollary
3.1. This gives a). To obtain b) one needs to iterate (19). Proposition is
proved. 
10 E.FEIGIN
Let ω : g→ g be the Chevalley involution defined by ei → −fi, fi → −ei,
h → −h (h ∈ h). For g module V we denote by V ω a g module which
coincides with V as a vector space and the action of g is twisted by ω.
Lemma 3.2. Let M be some g module, λ ∈ h∗. Then
Hn(n−,M)
λ ≃ Hn(g, h,M ⊗M
ω
λ ),
where Mλ is the Verma module.
Proof. We first rewrite
Hn(n−,M)
λ ≃ Hn(b−, h,M ⊗ C−λ),
where C−λ is one-dimensional b− = n−⊕h-module with trivial action of n−.
Now our lemma follows from
Indg
b−
(M ⊗ C−λ) ≃M ⊗M
ω
λ .

In what follows we study homology Hn(n−, Lµ ⊗ L
∗
λ1
)λ2 for the triple of
weights λ1 ∈ P
+
k1
, λ2 ∈ P
+
k2
, µ ∈ P+k1+k2 . Note that Lµ ⊗ L
∗
λ1
is integrable g
module. Because of Lemma 3.2 we have an isomorphism
Hn(n−, Lµ ⊗ L
∗
λ1)
λ2 ≃ Hn(g, h, Lµ ⊗ L
∗
λ1 ⊗M
ω
λ2).
Proposition 3.2. There exists a spectral sequence E¯rp,q with
E¯1p,q =
⊕
w: l(w)=p
Hq(n−, Lµ ⊗ L
∗
λ1)
w∗λ2 ,
such that E¯rp,q converges to H•(g, h, Lµ ⊗ L
∗
λ1
⊗ L∗λ2). In addition E¯
1
p,q = 0
for p > q.
Proof. We first note that E¯1p,q = 0 for p > q because of part a) of Proposition
3.1.
Now consider the BGG resolution
. . .→ Fλ(2)→ Fλ(1)→ Fλ(0)→ Lλ → 0, Fλ(p) =
⊕
w: l(w)=p
Mw∗λ.
Recall that for any λ ∈ P+k (L
∗
λ)
ω ≃ Lλ. We thus obtain the dual BGG-
resolution
. . .→ Fωλ (2)→ F
ω
λ (1)→ F
ω
λ (0)→ L
∗
λ → 0, F
ω
λ (p) =
⊕
w: l(w)=p
Mωw∗λ.
This gives the following resolution
(20) . . .→ Lµ⊗L
∗
λ1 ⊗F
ω
λ2(1)→ Lµ⊗L
∗
λ1 ⊗F
ω
λ2(0)→ Lµ⊗L
∗
λ1 ⊗L
∗
λ2 → 0.
In order to establish a connection between
Hq(g, h, Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ2) and Hq(n−, Lµ ⊗ L
∗
λ1)
w∗λ2
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we use a bi-complex Kp,q associated with the resolution (20):
Kp,q =
[
Λq(g/h)⊗ Lµ ⊗ L
∗
λ1 ⊗ F
ω
λ2(p)
]0
(the space of h-invariants). The first term of the corresponding spectral
sequence is given by
E¯1p,q = Hq(g, h, Lµ ⊗ L
∗
λ1 ⊗ F
ω
λ2(p))
and E¯rp,q converges to Hn(g, h, Lµ⊗L
∗
λ1
⊗L∗λ2). From the definition of F
ω
λ2
(p)
and Lemma 3.2 we obtain
E¯1p,q =
⊕
w: l(w)=p
Hq(n−, Lµ ⊗ L
∗
λ1)
w∗λ2 .
Proposition is proved. 
Corollary 3.2. H0(n−, Lµ ⊗ L
∗
λ1
)λ
′
2 ≃ (Cµ
′
λ′1λ
′
2
)∗.
Proof. Note that H0(n−, Lµ ⊗ L
∗
λ1
)λ
′
2 is isomorphic to⊕
λ¯2∈P
+
k
λ¯2|h′=λ
′
2
H0(n−, Lµ ⊗ L
∗
λ1)
λ¯2 .
Fix some λ¯2 with λ¯2|h′ = λ
′
2. Then using the spectral sequence from the
Proposition 3.2 we obtain
H0(n−, Lµ ⊗ L
∗
λ1)
λ¯2 = E¯10,0
and E¯1n,0 = 0 for all n > 0. Therefore limr→∞ E¯
r
0,0 = E¯
1
0,0. In addition
E¯∞0,0 ≃ H0(g, h, Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ¯2
) ≃ H0(g, h, L∗µ ⊗ Lλ1 ⊗ Lλ¯2)
∗.
Now our Corollary follows from
H0(g, h, L∗µ ⊗ Lλ1 ⊗ Lλ¯2)
∗ ≃ Homg(Lµ, Lλ1 ⊗ Lλ¯2)
∗
and ⊕
λ¯2∈P
+
k
λ¯2|h′=λ
′
2
H0(g, h, L∗µ ⊗ Lλ1 ⊗ Lλ¯2)
∗ ≃ Homg′(Lµ′ , Lλ′1 ⊗ Lλ¯′2
)∗.

We now study the special case of Hn(n−, Lµ ⊗ L
∗
λ1
)λ2 with λ2 = 0 and
µ = λ1.
Lemma 3.3. Hn(n−, Lµ ⊗ L
∗
µ)
0 = 0 for n > 0.
Proof. We consider a filtration (L∗µ)m on L
∗
µ:
(L∗µ)m = span〈ei1 . . . eisv
∗
µ, s ≤ m, 1 ≤ il ≤ n〉,
where v∗µ is a lowest weight vector of L
∗
µ. This induces a filtration
(
[
Λn(n−)⊗ Lµ ⊗ L
∗
µ
]0
)m =
[
Λn(n−)⊗ Lµ ⊗ (L
∗
µ)m
]0
.
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For the associated spectral sequence one has
E1n,m =
[
Hn+m(n−, Lµ)⊗ (L
∗
µ)m/(L
∗
µ)m−1
]0
.
Because of Hn+m(n−, Lµ) ≃
⊕
w: l(w)=n+mCw∗µ we obtain
E1n,m =
⊕
w: l(w)=n+m
[
(L∗µ)m/(L
∗
µ)m−1
]−w∗µ
.
But
(L∗µ)
−w∗µ ≃ (L∗µ)
−wµ+ρ−wρ ≃ (L∗µ)
−µ+w−1ρ−ρ = 0
because w−1ρ − ρ < 0 for l(w) > 0. This gives E1n,m = 0 for n +m 6= 0.
Lemma is proved. 
In the following Lemma we calculate homology Hn(g, h, Lµ ⊗L
∗
ν) for two
weights µ, ν ∈ P+k1+k2 .
Lemma 3.4. Let µ, ν ∈ P+k1+k2. Then
dimH2n(g, h, Lµ ⊗ L
∗
ν) = δµ,ν#{w ∈W : l(w) = n}.
In addition H2n−1(g, h, Lµ ⊗ L
∗
ν) = 0.
Proof. Because of the isomorphism (L∗ν)
ω ≃ Lν the BGG resolution gives
the following resolution:
. . .→
⊕
w1,w2∈W
l(w1)+l(w2)=p
Mw1∗µ ⊗M
ω
w2∗ν → . . .→Mµ ⊗M
ω
ν → Lµ ⊗ L
∗
ν → 0.
This resolution is (g, h)-free. Therefore a complex G• with
Gp =
⊕
w1,w2∈W
l(w1)+l(w2)=p
[
C⊗U(g/h) (Mw1∗µ ⊗M
ω
w2∗ν)
]0
counts Hp(g, h, Lµ ⊗ L
∗
ν). Note that Gp =
⊕
l(w1)+l(w2)=p
w1∗µ=w2∗ν
C0. In view of
µ, ν ∈ P+k1+k2 the condition w1 ∗ µ = w2 ∗ ν is equivalent to w1 = w2, ν = µ.
Therefore G2n−1 = 0, n ≥ 1 and dimG2n = δµν#{w ∈ W : l(w) = n}.
Lemma is proved. 
Proposition 3.3. The natural map
τ : Hn(g, h, Lµ ⊗ L
∗
λ1 ⊗M
ω
λ2)→ Hn(g, h, Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ2)
is trivial for n > 0.
Proof. Because of an isomorphism
Hn(g, h, Lµ ⊗ L
∗
λ1 ⊗M
ω
λ2) ≃ Hn(b−, h, Lµ ⊗ L
∗
λ1 ⊗ C
∗
λ2)
it is enough to prove that the map
τ ′ : Hn(b−, h, Lµ ⊗ L
∗
λ1 ⊗ C
∗
λ2)→ Hn(g, h, Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ2)
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is trivial. Note that τ ′ comes from the natural embedding
(21) ı :
[
Λn(b−/h)⊗ Lµ ⊗ L
∗
λ1 ⊗ C
∗
λ2
]0
→֒
[
Λn(g/h)⊗ Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ2
]0
.
Therefore it suffices to show that any chain
c ∈
[
Λn(b−/h)⊗ Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ2
]0
→֒
[
Λn(g/h)⊗ Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ2
]0
defines a trivial class in Hn(g, h, Lµ ⊗ L
∗
λ1
⊗ L∗λ2).
Because of Lemma 3.4 it is enough to show that any chain from[
Λn(n−)⊗ Lµ ⊗ L
∗
µ
]0
→֒
[
Λn(g/h)⊗ Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ2
]0
defines a trivial element in Hn(g, h, Lµ ⊗ L
∗
λ1
⊗ L∗λ2) for n > 0. But from
Lemma 3.3 we know that
Hn(n−, Lµ ⊗ L
∗
µ)
0 = 0 for n > 0.
Proposition is proved. 
Theorem 3.1. For any λ1 ∈ P
+
k1
, λ2 ∈ P
+
k2
, µ ∈ P+k1+k2 and n > 0
Hn(n−, Lµ ⊗ L
∗
λ1)
λ2 = 0.
Proof. We use the spectral sequence from Proposition 3.2:
E¯1p,q =
⊕
w: l(w)=p
Hq(n−, Lµ ⊗ L
∗
λ1)
w∗λ2 ≃
⊕
l(w)=p
Hq(g, h, Lµ ⊗ L
∗
λ1 ⊗M
ω
w∗λ2).
From Corollary 3.2 we obtain E¯10,0 ≃ (C
µ′
λ′1λ
′
2
)∗ and therefore
(22) E¯1k,k ≃
⊕
w: l(w)=k
(Cµ
′
λ′1λ
′
2
)∗.
In addition Propositions 3.1 and 3.2 gives
(23) E¯1p,n+p ≃ E¯
1
0,n, E¯
1
p,q = 0 for p > q.
Our goal is to show that E¯10,n = 0, n > 0. (Because of (23) this is equivalent
to the proof of E¯1p,q = 0 for p 6= q). Note that this agrees with a fact that
E¯1k,k is isomorphic to H2k(g, h, Lµ ⊗ L
∗
λ1
⊗ L∗λ1) (see Lemma 3.4 and (22)).
We prove the statement E¯10,2n−1 = 0, E¯
1
0,2n = 0 by induction on n ≥ 1.
First let n = 1. Because of Proposition 3.3 the map
E¯10,2 → H2(g, h, Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ1)
is trivial and therefore E¯∞0,2 = 0. This gives E¯
∞
1,1 = E¯
1
1,1, because
E¯11,1 ≃ H2(g, h, Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ1) ≃ E¯
∞
1,1 ⊕ E¯
∞
2,0.
So a differential d1 : E¯
1
1,1 → E¯
1
0,1 is trivial and
E¯10,1 = E¯
∞
0,1 = H1(g, h, Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ1) = 0.
According to Proposition 3.1 we obtain E¯11,2 = 0, which gives
E¯10,2 = E¯
∞
0,2 = 0.
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Now suppose E¯10,s = 0 for s ≤ 2(n − 1). This gives E¯
1
p,s+p = 0 for
s ≤ 2(n − 1), p ≥ 0. Note that the map
E¯10,2n → H2n(g, h, Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ1)
is trivial and so E¯∞0,2n = 0. Recall that the differential dr acts from E¯
r
p,q to
E¯rp−r,q+r−1. This gives
E¯rp,q = E¯
1
p,q for p+ q ≤ 2n.
Because of
H2n(g, h, Lµ ⊗ L
∗
λ1 ⊗ L
∗
λ1) ≃ E¯
1
n,n
we have E¯1n,n = E¯
∞
n,n. So the differential dn : E¯
n
n,n → E¯
n
0,2n−1 is trivial.
Therefore
0 = E¯∞0,2n−1 = E¯
n
0,2n−1 = E¯
1
0,2n−1
(E¯∞0,2n−1 = 0 because by induction assumption we know that E¯
∞
p,q = 0 for
p+q = 2n−1, (p, q) 6= (2n−1, 0)). The equality E¯10,2n−1 = 0 gives E¯
1
1,2n = 0.
Therefore,
0 = E¯∞0,2n = E¯
1
0,2n.
Theorem is proved. 
Corollary 3.3. For any λ1 ∈ P
+
k1
, λ2 ∈ P
+
k2
, µ ∈ P+k1+k2 and n > 0
Hn(n−, Lµ ⊗ L
∗
λ1)
λ′2 = 0.
Theorem 3.2. Let λ1 ∈ P
+
k1
, λ2 ∈ P
+
k2
, µ ∈ P+k1+k2. Then
(24) cµ
′
λ′1λ
′
2
(q−1) =
∑
p≥0
(−1)p
∑
w∈W
l(w)=p
q(w∗µ)dchq−1(Lλ1)
(w∗µ−λ2)′ .
Another expressions for branching functions can be obtained by interchang-
ing λ1 and λ2 in the above expression.
Proof. Consider homology Hn(n−, Lµ ⊗ L
∗
λ1
)λ
′
2 . Because of Corollary 3.2
and Theorem 3.1 we know that∑
p≥0
(−1)pchqHn(n−, Lµ ⊗ L
∗
λ1)
λ′2 = cµ
′
λ′1λ
′
2
(q−1).
Using the BGG-resolution of Lµ we obtain that the following complex counts
Hn(n−, Lµ ⊗ L
∗
λ1
)λ
′
2 :
(25) . . .→ D2 → D1 → D0 → 0, Dp =
⊕
w: l(w)=p
(C⊗U(n−) (Mw∗µ⊗L
∗
λ1))
λ′2 .
We note that
(C⊗U(n−) (Mw∗µ ⊗ L
∗
λ1))
λ′2 ≃ (Cw∗µ ⊗ L
∗
λ1)
λ′2
and so we have
chq(C ⊗U(n−) (Mw∗µ ⊗ L
∗
λ1))
λ′2 = q(w∗µ)dchq(L
∗
λ1)
(−w∗µ+λ2)′ .
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Therefore the Euler characteristics of the complex (25) is given by∑
p≥0
(−1)p
∑
w: l(w)=p
q(w∗µ)dchq−1(Lλ1)
(w∗µ−λ2)′ .
But the Euler characteristics of (25) coincides with the sum∑
n≥0
(−1)nchqHn(n−, Lµ ⊗ L
∗
λ1)
λ′2 .
Theorem is proved. 
4. The ŝl2 case
In this section we specialize formulas (15) and (24) to the case g = ŝl2.
Let h be the standard generator of the Cartan subalgebra of sl2. Then h
is spanned by h0 = h⊗ 1, K and d. Define (i, k,m) ∈ h
∗ by
(i, k,m)h0 = i, (i, k,m)K = k, (i, k,m)d = m.
Let (i, k) = (i, k,m)|h′ . Note that
P
′+
k = {(i, k) ∈ h
′∗ : i, k ∈ Z≥0, i ≤ k}.
We denote by Li,k (0 ≤ i ≤ k) the highest weight irreducible representation
of ŝl2
′
with highest weight (i, k). For fixed levels k1, k2 let c
j
i1i2
(q) be the
corresponding branching functions defined as characters of Cji1i2 :
Li1,k2 ⊗ Li2,k2 =
k1+k2⊕
j=0
Cji1i2 ⊗ Lj,k1+k2 .
Recall that for any s > 0 there exist two elements ws,1, ws,2 ∈ W with
l(ws,i) = s. In addition
w2n,1 ∗ (i, k,m) = (i+ 2n(k + 2), k,m + n(n(k + 2) + i+ 1)),(26)
w2n,2 ∗ (i, k,m) = (i− 2n(k + 2), k,m + n(n(k + 2)− i− 1)),
w2n−1,1 ∗ (i, k,m) = (−i− 2 + 2n(k + 2), k,m + n(n(k + 2)− i− 1)),
w2n+1,2 ∗ (i, k,m) = (−i− 2− 2n(k + 2), k,m + n(n(k + 2) + i+ 1)).
Let V l be the eigenspace of the operator h ∈ sl2 with an eigenvalue l.
Proposition 4.1.
(27)
cji1i2(q) =
∑
p∈Z
qp
2(k1+2)+p(i1+1)
(
chqL
2p(k1+2)−j+i1
i2,k2
− chqL
2p(k1+2)+j+i1+2
i2,k2
)
.
Proof. Follows from (15) and (26). 
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Proposition 4.2.
(28) cji1i2(q) =∑
p∈Z
q−(k1+k2+2)p
2−(j+1)p
(
chqL
2(k1+k2+2)p+j−i2
i1,k1
− chqL
2(k1+k2+2)p+j+i2+2
i1,k1
)
.
Proof. Follows from (24) and (26). 
Remark 4.1. Note that formula (28) coincides with bosonic formula from
[F].
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