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ABSTRACT 
An integer sequence (d) = (d 1, d2, . . . ,  d,)  is graphic if there is a graph whose 
degree sequence is (d). A graph G is maximal if its degree sequence is majorized by 
no other graphic sequence. The Laplacian matrix of G is L(G) = D(G) - A(G), 
where D(G) is the diagonal matrix of vertex degrees and A(G) is the (0, 1) adjacency 
matrix. The article contains an explicit (algorithmic) construction of all maximal 
graphs, from which it follows, e.g., that, apart from 0, the Laplacian spectrum of a 
maximal graph is the conjugate of its degree sequence. 
1. INTRODUCTION 
Let G =(V ,E)  be a graph whose vertex set V and edge set E have 
cardinalities o(V)= n and o(E)= m. Let (d )= (dl ,  d 2 . . . . .  d,,) be the 
sequence of its vertex degrees arranged in nonincreasing order, d 1 >~ d. 2 ~> 
• -- >~ d ,  >~ 0. I f  more than one graph is under discussion, we may write 
di(G) in place of d i, and d(G) in place of (d).  Since Ed  i = 2m, (d) is a 
partition of 2 m. 
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Partitions are frequently studied with the help of Ferrers-Sylvester dia- 
grams. The diagram for (c) = (5, 3, 3, 3, 1, 1) is shown in Figure i. (Isolated 
vertices, if there are any, go unrepresented in the diagrams.) The partition 
(a) = (aj, a 2 . . . . .  a,,) is said to be graphic if there exists a graph whose 
degree sequence is (a). The partition (c) is graphic; it is the degree sequence 
of the graph in Figure 2. 
The trace of partition (a) is f (a)  = o{i : a i >~ i}. So f (a)  is the number of 
boxes on the main diagonal of the diagram fbr (a). In particular, f (c)  = 3. 
The conjugate of (a) is the partition (a* )= (aT, a* . . . . .  a*) defined by 
a* = o{j:aj > i}. Thus, (c* )= (6,4,4, 1,1). The diagram for (a*) is the 
transpose of the diagram for (a), and f (a* )  = f(a). 
We need two facts about graphic sequences. The first is a necessary and 
sufficient condition for a sequence to be graphic. While tile condition has 
been attributed to Hasselbarth [5], it seems to have been discovered earlier 
by Ruth and Gutinan [4]. 
THEOREM A. The partition (a) of 2m is graphic if and only if 
k k 
E (a ,+ 1) <~ Ea* ,  1 <~k <~f(a). 
~=1 i=1 
The second fact involves the notion of majorization. If (a )= 
(a~, a,2 . . . . .  a r) and (b )= (b 1, b 2 . . . . .  b e) are two partitions, then (a) is 
majorized by (b) if 
k k 
Ea:  ~ Eb i ,  1 4 k <. min{r,s} 
i=1  i=1 
and 
i=1  i=1  
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THEOREM B [4]. Suppose (a) and (b) are partitions of 2m. If  (b) 
majorizes (a), and if (b) is graphic, then (a) is graphic. 
In many applications of graph theory to chemistry, the concept of 
"branching" is important. Based on Theorem B, Ruch and Gutman defined a 
maximally branched graph to be one whose degree sequence is maximal with 
respect o the partial order of majorization. Combining Theorems A and B, 
they proved that (d) is a maximal graphic partition if and only if 
d, + 1 = d* 1 <~ i <~f(d). (1) 
Note that the partition (c), whose diagram appears in Figure 1, is a maximal 
graphic partition. We will say that a graph G is maximal (rather than the 
more cumbersome "maximally branched") if G = K 1, or if G has no isolated 
vertices and its degree sequence is a maximal graphic partition. (The graph in 
Figure 2 is maximal.) Suppose G is a maximal graph on n > 1 vertices. Since 
d r = n, it follows from (1) that d 1 = n - 1. Hence, some vertex of G is 
adjacent to all the others. In particular, all maximal graphs are connected and 
have a diameter at most 2. 
The following facts were established in [4]: (1) If (d) is a maximal graphic 
partition, then, up to isomorphism, there is exactly one graph whose degree 
sequence is (d), i.e., maximal graphs are uniquely determined by their degree 
sequences; and (2) the number of nonisomorphic maximal graphs with rn 
edges is the coefficient of x"  in the generating function 
I'-I (1 q- X j )  = 1 + X -I- X 2 q- 2X 3 q- 9, X 4 q- 3x 5 + 4x  6 + . . . .  
j>~l 
The 12 maximal graphs on 2 ~< m ~ 6 edges are shown in Figure 3. 
If G is a graph on n vertices, denote its complement (in the complete 
graph K,~) by G C. In particular, K c is the graph with n vertices and no 
edges. If G 1 = (V1, E 1) and G 2 = (V e, E e) are graphs on disjoint sets of 
vertices, their union is the graph G 1 A- G 2 = (V 1 U V2, E 1 t.3 E2). The join, 
G 1 V G2, is the graph obtained from G 1 + G 2 by adding new edges from 
each vertex of G 1 to every vertex of G 2. In general, G 1 V G 2 = (G~ + G~) c. 
Let F 1 = {K~ :n t> 1}, the family of complete graphs, and Fi+ 1 = {G c V 
gp :C  E F i and p >i 1}. Each graph in Figure 3 belongs to F i for some i. 
Being complete, the graphs (c) and (m) belong to F 1. The stars (a), (b), (e), 
(h), and (i) are all of the form G c V K 1 for an appropriate complete graph 
G, so they are all members of F 2. The graph ( f )  is K~ VK 2 ~ F 2. The 
graphs (d), (g), and ( j )  equal (K~ V Kp)CV K 1 for p = 1, 2, and 3, 
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respectively, so they belong to F a. Finally, the graph (k) is G C V KI, where 
G is the graph (d). Hence, the graph (k) is in F 4. 
For 2s < n, define Cs, n = (gC-2s  V Ks )c V Ks. ~ F 3. Then Cs, n plays a 
role in Hamiltonian graph theory. A sequence (Pl, P.2 . . . . .  p,) of real 
numbers is dominated by another such sequence (ql, q2 . . . . .  q,,) if Pi <~ qi, 
for 1 ~ i ~< n. If G is a non-Hamiltonian graph on n >~ 3 vertices, then the 
degree sequence of G is dominated by the degree sequence of C ..... for some 
s < n/2 [1]. 
2. RESULTS 
Let F = Ui>IFi. 
THEOREM 1. The family F is equal to the set of all maximal graphs. 
The Laplacian matrix of G is L(G) = D(G) - A(G), where D(G) is the 
diagonal matrix of vertex degrees, and A(G) is the (0, 1) adjacency matrix. 
Since the rows of L(G) all sum to zero, it is a singular matrix. It follows, e.g., 
from the Ger~gorin circle theorem that L(G) is positive semidefinite. Let 
s (C)  = (a , ,  a2 . . . . .  a , ,_ l ) ,  
where ,l 1 /> )t 2 > "- >/an = 0 are the eigenvalues of L(G). When more 
than one graph is under discussion, we may write )ti(G) for )t i. It follows 
from an old result of I. Schur [3, p. 218] that s(G) majorizes the degree 
sequence (d). It was shown in [2] that (d*) also majorizes (d), and it was 
conjectured that (d*) majorizes s(G). A graph is said to be Laplacian 
integral if s(G) consists entirely of integers. 
THEOREM 2. If G is maximal, then s(G) = d*(G), the conjugate of the 
degree sequence of G. In particular, maximal graphs are Laplacian integral. 
It is known [2] that for any graph G one has a,,_ I(G) >>, d*, ~(G), the 
number of vertices of G of degree n - 1. It follows from Theorem 2 that 
equality holds for every maximal graph. On the other hand, suppose G is a 
maximal graph with p vertices of degree 1. Since A1(G) = d*(G) = n, we 
can conclude that all p of these pendant vertices have the same neighbor [2]. 
A technical problem arises in stating the converse of Theorem 2. It 
involves the treatment of O's in s(G) and d*(G). 
THEOREM 3. Let G be a graph on n vertices. Suppose that, apart from 
O's, the spectrum of L(G) is the conjugate of the degree sequence of G. Then 
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the largest component of G is maxirrud, and the remaining components', if
there are any, consist of isolated vertices. 
For any graph G, denote by F(G) the Ferrers-Sylvester diagram of its 
degree sequence (d) = d(G). Rather than use the cumbersome f(d(G)),  we 
will write f (C)  for f (d )  when it seems useful to identify the graph. [Then 
f (G)  is the length of the diagonal of F(G).] 
Suppose G 4= Kr, is a maximal graph. Let F l be the subdiagram of F(G) 
lying in rows f (G)  + 2 through n and columns 1 through f(G). Let F z be 
the snbdiagram lying in rows 1 through f (C)  and cohnnns f (G)  + 1 through 
n - 1. Then the geometric interpretation of (1) is F I = F~, the transpose of 
F.~. In particular, 
d~+~(G) = d*(G) ,  i >f(G) .  (2) 
[Note that f (G)  = n - 1 if and only if G = K,,.] 
LEMMA 1. Let G 4= K,, be a maximal graph on n vertices. Let H be the 
subgraph of G c that remains after the isolated vertices have been renmved. 
Then H is maximal. 
Proof. We need to show that 
d, ( . )  + 1 = dT(u) .  (3) 
1 ~ i <~f(H). Let R~ be the rectangular array of n rows, each consisting of 
n - 1 boxes, that is obtained by adding n - 1 - d~(G) boxes to row i of 
F(G), 1 ~< i -%< n. Then F(G) occupies the upper left hand comer of R 1. 
After rotating R 1 through 180 degrees, F(G) can be found, lying upside 
down and backwards, in its lower right hand corner. Moreover, F(H)  = R I \ 
F(G), the diagram that is left after the boxes of F(G) have been removed 
from (the rotated) R,. A number of things follow from this observation, e.g., 
d, (H)  = n -  1 -d , ,+~ , (G)  (4) 
and 
d*(U)  = n -d* , (C) ,  (5) 
whenever the left hand sides exist. Because G is maximal, dr(c) + I(G) = f (G) ,  
so f{H)  = n - 1 - f (G) .  I f  i 4 f (H) ,  then f (G)  + 1 = n - f (H)  <~ n - i. 
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Thus, from (2), we have d*  i(G) = d,+ l_i(G), which, together with (4) and 
(5), yields (3). • 
LEMMA 9.. Let G be a maximal graph on n vertices. Let H = G ~ V K r. 
Then H is maximal. 
Proof. The proof is similar to the proof of Lemma 1. We need to 
establish (3) for 1 ~i  <~f(H).  Let p =n +r .  Then H has p vertices. 
Moreover, di( H ) = p - 1, 2 ~ i <~ r, corresponding to the r vertices com- 
ing from K r. Similarly, d*(H)  = p, 1 ~ i <~ r, because dp(H)  >1 r. Thus, it 
remains to establish (3) for r < i <~ f (H) .  
The diagram F(H)  can be obtained from F(G c) by extending each row 
of F(G c) by r boxes, then adding r rows of p - 1 boxes to the top, and 
finally, for each isolated vertex of G c, adding a row of r boxes to the bottom. 
Let R be the rectangular array of p rows, each consisting of p - 2 boxes, 
that is obtained by adding p - 1 - d i (H)  boxes to row i of F(H) ,  1 <~ i ~ p. 
After rotating R through 280 degrees, F (H)  can be found in its lower right 
hand comer. This time F(G)  = R \ F (H) .  [Indeed, R1, from the proof of 
Lemma 2, is the upper left hand comer  n by n - 2 subarray of boxes in the 
rotated R.] So 
dr+i (H  ) = p -- 1 -- d , ,+l_ i (G ), 1 ~< i ~< n, 
or  
d, (H)  = p - 1 - dp+~_, (G) ,  r < i ~< p, (6) 
and, similarly, 
d*(H)  = p - d~_ i (G) ,  r < i < p. (7) 
Because df¢c)+l(G) =f(G) ,  we have f (H)  =p - 1 - f (G) .  2f i <<.f(H), 
then f (G)  + 1 <~ p - i. So, using (2), we get d'p_ ~(G) = dp+~_i(G). Substi- 
tute this into (7) and use (6) to obtain (3). • 
We are now ready to prove Theorem 2. I f  G = K,,  then G is easily seen 
to be maximal. Using Lemma 2, it follows by induction that, for all i, every 
graph in F i is maximal. Therefore, F is contained in the set of maximal 
graphs. I f  there is a maximal graph not contained in F, let G be one having a 
minimum number, n, of vertices. Then n > 1, and G ~ K n. We already 
know that G is connected and that dl(G) = n - 1. Therefore, G c has at least 
one isolated vertex; suppose it has r isolated vertices altogether. Then r < n. 
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By Lemma 1, the graph H obtained from G" by deleting the r isolated 
vertices is maximal. Since H has n - r < n vertices, it belongs to F and, 
hence, to F i for some i. But then G = H': V K~ ~ F~+ 1 c F. 
Proof of  Theorem 2. For any graph G, L(G)  + L(G") = hi,, - J,,, where 
j,, is the n by n matrix each of whose entries is 1. Because L(G)  commutes 
with itself, with I,,, and with J , ,  it follows that L(G)  commutes with 
L(G C) = nI,, - J,, - L(G). Thus, the eigenvalues of L(G)  are 0, correspond- 
ing to the eigenvector each of whose components i 1, and 
, , ( c )  = n - * , , _ , ( c ' ) ,  1 i < n .  (8 )  
By Theorem 1, it suffices to prove s(G) = (d*) for every G ~ F. We do 
this by induction. I f  G = K 1, then L(G)  = (0), and there is nothing to prove. 
I f  G = K, ,  n > 1, then the spectrum of G" consists of 0 with multiplicity n, 
and the result follows from (8). This establishes the theorem for every graph 
G ~ F 1. We take as an induction hypothesis that the theorem is true for every 
graph in F~. Let G be a graph on n vertices such that K,, v~ G ~ Fk+ 1. Then 
G = H '~ V K r = (H  + K~) c for some H ~ F k. We deduce from (8) that the 
multiplicity of ), = n as an eigenvalue of L(G)  is at least r. (In fact, since H 
is connected, it is exactly r, but we do not need this in our proof.) Since G 
has at least r vertices of degree n - I, it follows from (1) that d*(G)  = n, 
1 ~< i ~< r. Therefore, ) t i (G)  = n = d*(G),  1 <~ i ~ r. 
For r < i < n, we can use (8) to obtain 
A, (c )  = .  - * °_XH) .  
But n-  A. i (H)=n-d*_ i (H) ,  because H~F k, and we are assuming 
the theorem is true for every graph in F k. It remains to show n - d*_~(H) 
= d* (G), r < i < n. But this is just another version of (5). • 
Proof of  Theorem 3. If  G = K~, the proof is complete. Otherwise, there 
are p > 1 vertices of G of degree greater than 0. Let G 1 be the subgraph of 
G induced on these p vertices. Since L(G)  = L(G 1) q- 0,,_ p, we have 
= * , (G) .  1 .< .< p .  
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But d~(G l) = p. Therefore )tl(G 1) = p. It follows from (8) that G~ is 
disconnected. Since a graph and its complement cannot both be discon- 
nected, we conclude that 0 :/: hp_ 1(G1) =dp_  I(G1). But this means dx(G l) 
= p - 1. Suppose G 1 has r vertices of degree p - 1. Then G 1 = H V K r. 
Thus, 
l~r+i(G1) = ~i(n)  J- r, 1 <<, i < q, 
where q = p - r is the number of vertices of  H. But 
d*+,(G1) = d*(H)  + r, 1 <~ i < q, 
SO 
d~(H)  = A i (n ) ,  1 <~ i < q. 
By induction, H=H 1 +K~,  where H 1 ia maximal. Say H 1 ~ F i. Then 
H c=H~ VK s ~Fi+ landG 1 =H VK r ~ I ' /+  z. • 
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