Small suprathreshold color differences around five CIE color centers were investigated on a typical liquid crystal display (LCD) with fluorescent backlight using the method of constant stimuli. The results were evaluated using probit analysis and compared with surface-color differences of the RIT-DuPont dataset. We focused especially on the relationship between T50 distances obtained from LCD and surface-color stimuli and on the influence of the display's narrowband primaries and its relatively low luminance level on interobserver uncertainty. The low luminance level of the LCD decreases the perceived color differences. However, considering the visual uncertainty of the experimental data, we could not reject the hypothesis that T50 distances from the RIT-DuPont and our experiment agree up to a constant scaling factor. In addition, we found significantly higher interobserver variability in the estimation of small color differences if the colors are viewed on an LCD. There are some indications that color-difference perception might be influenced by individual color-matching functions and, thus, by the spectral power distribution of the stimuli. We provide the experimental data, including all spectral stimuli shown to the observers, on our website.
INTRODUCTION
Liquid crystal displays (LCDs) have replaced conventional cathode ray tubes (CRTs) in almost all applications of everyday life. Especially in color-critical applications in the graphic arts industry, such as soft proofing, the question arises of how perceived differences of surface colors deviate from those of corresponding LCD stimuli.
There are two major differences between surface colors observed under broadband illuminants (e.g., CIED65) and colors generated by an LCD with fluorescent backlight, even though their CIELAB values may be identical:
1. The luminance level of a typical LCD is relatively low; it is between 100 and 200 cd=m 2 . Standard viewing booths allow illuminance levels of around 1000 lx (318:3 cd=m 2 for a Lambertian reflective white surface).
2. The spectral power distribution of LCD stimuli is a mixture of red, green, and blue narrowband primaries (Fig. 1) . Surface-color stimuli, however, have broadband spectral power distributions when illuminated by broadband illuminants.
These differences may directly affect perceived color differences. Other experiments showed that narrowband display primaries cause higher observer metamerism [1, 2] , i.e., colors that match for one observer may differ for another. If colordifference perception is influenced by the spectral sensitivities of the cones, we may also expect higher interobserver variability in the estimation of small suprathreshold color differences on LCDs with narrowband primaries. Can this assumption be validated by visual experiments? This is especially interesting if we consider the other major difference in viewing conditions, the lower luminance levels of typical LCDs. Since chromatic and lightness contrast increase with luminance [3, 4] , we may expect that differences between colors appear smaller at lower luminance levels than at higher luminance levels. Various experiments confirm this assumption [5] [6] [7] . This raises the question of whether interobserver variability decreases with luminance as well, which would be in contrast to the expected increase in interobserver variability caused by the narrowband display primaries.
In this paper, we investigate small color differences viewed on a typical LCD with fluorescent backlight, particularly with respect to interobserver uncertainty. For this purpose we conducted color-discrimination experiments around five CIE color centers [8] on the LCD. We chose the RIT-DuPont dataset [9] as a reference of surface-color differences. The RITDuPont experiment was conducted at an illuminance of 2000 lx on the sample surface, which corresponds to a luminance of 636:6 cd=m 2 for a Lambertian white sample. The resulting dataset has been extensively analyzed by many researchers regarding suprathreshold ellipsoids [10] , the effect of luminance [7] , and observer uncertainty [11] . To allow a reliable comparison with these data, our LCD-based experiment mimicked the setup of the RIT-DuPont experiment-we also used the method of constant stimuli to evaluate perceived color differences along directions similar to those of the RIT-DuPont experiment.
Previous investigations of small suprathreshold color differences viewed on an LCD focused mainly on their absolute deviations from surface-color differences and from the predictions of color-difference formulas [12] . Other experiments conducted with LCDs and surface colors analyzed justnoticeable color differences and the performance of color-difference formulas in predicting such differences [13, 14] . Parametric effects influencing the perception of small color differences, such as background color, psychophysical method, or separation of samples, were investigated using CRT or surface-color stimuli [15, 16] . We did not find any studies on interobserver variability in suprathreshold colordifference perception of narrowband LCD stimuli.
In the following, we denote the color-difference data collected in our experiment by IDD-LCD. IDD stands for Institut für Druckmaschinen und Druckverfahren, which is the German name of the department where the experiment was conducted and from which most observers were recruited.
EXPERIMENTS A. Liquid Crystal Display
The display used in the experiments was an EIZO ColorEdge 301 W, which allows the precise adjustment of luminance and gamma by means of hardware calibration. This display is typically used in the graphic arts industry for color-critical applications. Its white point (R ¼ G ¼ B ¼ 255) was set to 120 cd=m 2 to simulate illuminant CIED65 (ISO 12646:2004) . The gamma was set to 2.2. The calibration measurements were performed with an X-Rite i1 spectrophotometer. The display's luminance, white point, and gamma were validated using a Konica Minolta CS-1000A spectroradiometer, which was placed at the same position as our observers. This instrument was also used for all other measurements. Before we started the psychophysical experiments, we performed a series of measurements to determine the colorimetric stability, uniformity, and warm-up time of the display.
Warm-up time: We measured the required warm-up time by consecutively displaying and measuring a sequence of ten colors (black, white, the five CIE color centers, and three color centers used by Montag et al. [15] ) for 3 h. The procedure was started immediately after switching on the display (without any warm-up time). The displayed colors were stable after approximately 1 h.
Colorimetric stability: We tested the display's colorimetric stability by repeatedly displaying and measuring a sequence of 240 colors over a period of three days. The display was already warmed up when the measurements were started. The maximum CIEDE2000 [17] difference between colors resulting from the same control values was max ΔE 00 ¼ 0:31, the mean difference was mean ΔE 00 ¼ 0:14, and the standard deviation was std ΔE 00 ¼ 0:07.
Calibration: To test the calibration performance, we calibrated the display on three consecutive days after a warm-up period of 1 h. After each calibration we displayed and measured a sequence of 150 colors around the five CIE color centers. The maximum CIEDE2000 difference between colors resulting from the same control values was max ΔE 00 ¼ 1:18, the mean difference was mean ΔE 00 ¼ 0:44, and the standard deviation was std ΔE 00 ¼ 0:18.
Uniformity: The stimuli were shown in the display's center [see Fig. 2 (bottom) ]. To measure the uniformity of this area, we selected six points on a horizontal line with distances of AE2, AE4, and AE6 cm from the display's center. At these points, which coincided with the centers and the inner and outer borders of the color pairs, we measured the spectral stimuli resulting from the control values (
The maximum difference between any two measuring points was max ΔE 00 ¼ 1:30, the mean difference was mean ΔE 00 ¼ 0:81, and the standard deviation was std ΔE 00 ¼ 0:30. The mean color difference from the mean (MCDM), determined using CIEDE2000, was MCDM ΔE 00 ¼ 0:44, which is similar to values reported in other studies [18] .
Characterization: To obtain accurate control values corresponding to given tristimulus values, the display was characterized using a method similar to that of Day et al. [18] .
B. Experimental Setup and Procedure
The experiments were conducted in a black-painted room to minimize scattered light that could have biased the results. The display was the only light source in the room. During the experimental phase a hardware calibration was performed daily. All stimuli shown to the observers were remeasured every second day of the experiment. The display was characterized only once before the experiment was started.
The stimuli were arranged as shown in Fig. 2 and displayed using the Psychophysics Toolbox Version 3 [19, 20] . The patches covered approximately 10°× 6:5°of the visual field. The white border with a luminance of 120 cd=m 2 represented the reference white, i.e., ðL Ã ; a Ã ; b Ã Þ ¼ ð100; 0; 0Þ. Each patch was surrounded by a black hairline. Table 1 shows the CIELAB values of the setup, i.e., the background color, the white border, the anchor pair colors, and the five color centers. The test color pair consisted of one color center and a color that differed from this color center in a particular direction. After each comparison, the test color pair and the anchor color pair were randomly swapped to avoid memory comparisons. The two colors of each pair were randomly swapped as well.
The observers were asked to select the pair of colors with the larger perceived color difference (anchor or test pair). After each decision, Gaussian noise was shown for a period of 1.5 seconds before the next patches were displayed to reduce the adverse effect of successive contrast.
C. Investigated Directions around the Color Centers
Fourteen different directions at each CIE color center were investigated, as shown in Fig. 3 . These directions are similar to those of the RIT-DuPont experiment and thus allow a direct comparison with surface-color differences. Opposite directions were investigated separately. In contrast, only one direction was evaluated in the RIT-DuPont experiment, and the perceived color differences of opposite directions were assumed to be identical. 
D. Observer Panel

E. Differences of the RIT-DuPont Experimental Setup
In addition to the lower luminance level and the narrowband stimuli, there are several other differences between the RITDuPont and our experiment:
1. The color centers investigated in this experiment are nearly identical to the CIE color centers. The corresponding RIT-DuPont color centers deviate from those proposed by the CIE (see Table 1 ). These deviations are rather small except for the yellow color centers, which differ by ΔL Ã ≈ Δa Ã ≈ Δb Ã ≈ 10 CIELAB units.
2. We could not use the anchor pair of the RIT-DuPont experiment because it was below the just-noticeable distance for most observers. This confirms the appearance phenomenon stated above: color differences increase with luminance. The anchor pair colors were chosen to differ only in lightness. The RIT-DuPont anchor pair differs also in chroma.
3. The background color used in our experiment is middle gray (L Ã ¼ 50). The background color of the RIT-DuPont experiment is darker (L Ã ¼ 38).
Although comparing our results with the results of the RITDuPont experiment is an important aim of this paper, our main objective is to provide a reliable color-difference dataset of LCD-generated colors based on the five CIE color centers. We chose these color centers instead of those used in the RITDuPont experiment because they are the most extensively studied regions of color space. Color-discrimination experiments at the CIE color centers resulted in datasets such as the Leeds [21] , BFD [22] , and Witt [23] datasets. Therefore, our choice of color centers facilitates comparisons with other datasets regarding intra-and interobserver variability. It is important to note that the deviations between color centers may affect the comparison between the RIT-DuPont dataset and our dataset, especially at the yellow color center. where ΔE 00 ðc i ; c iþ1 Þ is the CIEDE2000 color difference between c i and c iþ1 . As a result, 140 test color pairs were evaluated at each of the five CIE color centers; a total of 700 different color pairs was presented to the observers. Six subjects, three female and three male, who were also part of the main observer panel, took part in the pilot experiment. The results were evaluated using probit analysis for each color-difference direction, i.e., we fitted a cumulative normal distribution to the frequencies of binary choices (test pair is larger than anchor pair-yes/no) using the MATLAB function glmfit. An example of such a fit is shown in Fig. 4 
(left).
To determine a smaller number of test colors for the main experiment, we inverted the fitted cumulative normal distribution at probabilities 0.2, 0.35, 0.5, 0.65, and 0.8. The resulting five distances for each direction defined the locations of our new test colors, which covered our region of interest more accurately than the initial set of test colors.
The CIELAB values of the test colors were converted to LCD input values (RGB) before display. In some cases, two colors were mapped to the same input values because the color difference between the corresponding CIELAB values was very small. As a result, less than five unique test colors were shown for some directions (9% of all test colors were redundant).
G. Main Experiment
The main experiment was conducted analogously to the pilot experiment. As the number of test colors per direction was reduced to five, each of the 31 observers performed only 350 pair comparisons. The average observer required approximately 30 min to complete the experiment. The overall duration of the experiment was 6 days.
RESULTS AND DISCUSSION
As described in Subsection 2.A, all stimuli were measured every second day of the experiment. The results varied slightly due to colorimetric instabilities of the LCD. The difference between intended and measured colors was mean ΔE 00 ¼ 0:74, max ΔE 00 ¼ 1:37, and std ΔE 00 ¼ 0:17. These differences include the instabilities of the display and all calibration and characterization errors.
The measured color centers and anchor pair colors were scattered about the intended colors, and the measured test stimuli were not perfectly aligned with the desired directions. In our evaluation, we used the mean values of the measured color centers and anchor pair colors. The sampling directions were also adjusted to the measurements using the first eigenvector of the covariance matrix calculated from all test color measurements along the corresponding direction. Appendix A shows the resulting eigenvectors that served as the new reference directions in all subsequent evaluations. The scatter of the measurements about these new directions is indicated by the corresponding first eigenvalue normalized to the sum of all eigenvalues, which is shown in the last column of the table in Appendix A. A value of one indicates that all measurements were perfectly aligned with the direction. The more the measurements were scattered about the reference direction, the smaller the normalized eigenvalue is. It is evident from the table in Appendix A that the normalized eigenvalues are quite large, with an average of 0.957. This indicates a relatively small scattering of the measurements. The corresponding normalized eigenvalues of the RIT-DuPont dataset are even larger, which indicates that the stimuli produced by our setup showed greater variation over time. This is not surprising because, unlike surface colors shown in a viewing booth, LCD stimuli depend on many factors (i.e., there are more potential error sources).
Considering the new directions and color centers derived from the measurements, the difference between measured colors and the colors used for our subsequent evaluation drops to mean ΔE 00 ¼ 0:31, max ΔE 00 ¼ 1:00, and std ΔE 00 ¼ 0:16. Fig. 4 . Example of a cumulative Gaussian distribution fitted to the frequency-of-rejection data of a particular color-difference direction. Left: In the pilot experiment the cumulative Gaussian distribution function was fitted to frequency-of-rejection data points corresponding to CIEDE2000 distances of 0:4; …; 4 from the color center. To obtain five test colors for the main experiment, the cumulative Gaussian distribution was inverted at probabilities 0.2, 0.35, 0.5, 0.65, and 0.8, resulting in new distances x 1 ; …; x 5 . Right: In the main experiment the cumulative Gaussian distribution function was fitted to frequency-of-rejection data points corresponding to measurements of test colors with distances x 0 1 ; …; x 0 5 to the color center. Because of instabilities of the display, these distances usually deviate from the intended distances x 1 ; …; x 5 obtained in the pilot experiment. The T50 distance is computed by inverting the cumulative Gaussian distribution function at probability 0.5.
The binary experimental data were analyzed similarly to the RIT-DuPont data. In a first step, we filtered the raw data of each observer according to Berns et al. [9] to reduce the intraobserver uncertainty. The filtering algorithm is illustrated in Fig. 5 . An evaluation of the intraobserver uncertainty is provided in Subsection 3.A.
The filtered data were evaluated using probit analysis as described in Subsection 2.F. Using the 50% rejection probability, we determined the visual distance that is equivalent to the visual distance of the anchor pair along each direction [see Fig. 4 (right) ]. This distance is called median tolerance or T50 according to Berns et al. [9] . For each investigated direction we calculated the color C T50 with T50 distance to the color center as
where C Center is the color center (see Table 1 ) and EV is the eigenvector (see Appendix A) corresponding to the direction the T50 distance is determined for. For each color-difference direction a color was computed according to Eq. (1). To approximate isodistance contours around each color center, ellipsoids were fitted to these colors as proposed by Melgosa et al. [10] . Figure 6 shows a high correlation between the orientations of our ellipsoids and corresponding RIT-DuPont ellipsoids. The gray and the yellow ellipsoids show the largest differences in orientation. Since the principle axes of these ellipsoids are oriented toward the neutral axis, it is likely that this is due to differences between the color center coordinates. This is especially apparent at the yellow color centers. Because our gray color center is located closer to the gray axis, the corresponding ellipsoid is more spherical than the RIT-DuPont ellipsoid, which has its center in the yellow-green quadrant.
Note that the ellipsoids of the two datasets differ in size due to the larger color difference of our anchor pair.
The table in Appendix A summarizes the results of our main experiment. The names of the investigated color centers are listed in column 1. The color-difference directions (according to Fig. 3 ) are shown in column 2 (Dir.). The next five columns contain the T50 distances, lower fiducial limits (LFLs) and upper fiducial limits (UFLs) (approximately equivalent to a 95% confidence interval), the population standard deviations (S), and the χ 2 probabilities or p-values (P:CHISQ) that indicate how well the filtered frequency-of-rejection data are reflected by the Gaussian model (see Subsection 3.B for details).
A. Intraobserver Variability
As in the RIT-DuPont experiment, every observer performed the experiment only once, and our measure of intraobserver variability is based on analyzing nonmonotonic responses to monotonically increasing test pair differences. To quantify intraobserver variability, we determined how well the raw (unfiltered) data fit the filtered data (see Table 2 . Small p-values indicate many nonmonotonic responses and high intraobserver uncertainty. Please note that the filtering does not yield monotonically increasing data in all cases.
B. Appropriateness of the Gaussian Model
Probit analysis assumes that the frequency-of-rejection data is well described by a cumulative normal (Gaussian) distribution. To validate this hypothesis, χ 2 goodness-of-fit tests were performed on the filtered data. The results of these tests verify the significance of the data that were derived from the fitted normal distributions, such as T50 distances and standard deviations. At a significance level of α ¼ 0:05, the hypothesis could not be rejected for 96% of all directions, i.e., p-values ≥0:05. The resulting p-values are shown in the P:CHISQ column of the table in Appendix A. Underlined values indicate directions for which the hypothesis was rejected.
For the RIT-DuPont experiment, the Gaussian model assumption could not be rejected for only 74% of the directions around the corresponding five color centers [9] . In the Appendix A table, asterisks indicate directions for which the hypothesis was rejected by the RIT-DuPont data. There is no direction for which the Gaussian model assumption was rejected by both datasets.
We computed the fiducial limits as percentages of the T50 distances. The average fiducial limits of our investigated directions are AE11% of the T50 distances. If we remove all directions for which the χ 2 goodness-of-fit test rejected the Gaussian model assumption (underlined p-values in the Appendix A table), this value remains unchanged (AE11%). The corresponding values computed for all 19 RIT-DuPont color centers are AE11% and AE7% [9] . Fig. 5 . Filtering algorithm applied to the raw experimental data according to Berns et al. [9] . This filtering step serves to reduce the intraobserver uncertainty.
C. Interobserver Variability
Color differences that appear similar to the anchor pair difference to an individual observer usually differ from the corresponding T50 distances (see Subsection 3.D). Since the frequency-of-rejection data are generally well described by a cumulative normal distribution as described in Subsection 3.B, such interobserver variability can be attributed to properties of the normal distribution. A steep cumulative normal distribution indicates small interobserver uncertainty and vice versa. The distribution's standard deviation (see Appendix A) reflects the interobserver variability for a particular direction.
To compare the interobserver variabilities of the IDD-LCD and RIT-DuPont datasets, we used the coefficient of variation (CV) defined as
where T50 is the mean and S is the standard deviation of the fitted cumulative normal distribution for the investigated direction. Absolute values cannot be compared due to the different anchor pairs, as described in Subsection 2.E. Figures 7(a)-7 (e) compare the CVs of the IDD-LCD and RIT-DuPont data for the five color centers and corresponding directions. As we also obtained data for the opposite directions (−dir:), the corresponding CVs are shown as well (red diamonds)-note that identical T50 distances are assumed for both RIT-DuPont directions (AEdir:). For the gray, red, yellow, and green color centers the points are mostly below the identity line, indicating a higher interobserver variability of the IDD-LCD data. The CVs of the IDD-LCD dataset (AEdir:) are on average 1.69 (gray), 1.56 (red), 1.69 (yellow), and 1.41 (green) times larger than the corresponding CVs of the RIT-DuPont dataset. At the blue color center the situation is less obvious. However, most RIT-DuPont CVs that are larger than IDD-LCD CVs correspond to directions that failed the χ 2 goodness-of-fit test. This also applies to the extremely large RIT-DuPont CV of 1.9 at the red color center [ Fig. 7(b) ]. If we exclude directions that failed the χ 2 goodness-of-fit test, we can conclude that the interobserver variability (in terms of CVs) of the IDD-LCD data is larger than the interobserver variability of the RITDuPont data.
One can argue that because anchor pairs with different CIE-LAB distances were used, our evaluation does not allow conclusions about the interobserver variabilities if the same anchor pair was used in both experiments. This raises the question of whether the interobserver variability is generally higher if LCD stimuli are used instead of surface colors (assuming an identical anchor pair).
To answer this question, we need to know how interobserver variability depends on the magnitude of color differences. Fortunately, Kuehni [24] evaluated surface-color-difference data of the Mangine experiment [25] . He reported that interobserver variability expressed as CVs is highest for threshold differences and decreases as differences become larger, i.e., it is inversely related to the magnitude of the color differences. If Kuehni's observation also applies to LCD stimuli, there are some indications that the combined effects of lower luminance and narrowband stimuli cause higher interobserver variability:
Let x CC ∈ CIELAB be a color center and x T50 surface ∈ CIELAB be the color with T50 distance to x CC in a particular direction with respect to the RIT-DuPont anchor pair. The interobserver variability under RIT-DuPont viewing conditions is expressed by the coefficient of variation CV RIT surface . If the experiment was conducted on our LCD using the RIT-DuPont anchor pair, the color with T50 distance would be x T50 LCD ∈ CIELAB and the interobserver variability would be expressed by CV RIT LCD . Using the IDD-LCD anchor pair in the LCD-based experiment yields y 
where CV IDD surface is the interobserver variability in the estimation of a color difference using the IDD-LCD anchor pair under RIT-DuPont viewing conditions, i.e., with an illuminance of 2000 lx on the sample plane and surface-color stimuli.
Assuming that Kuehni's observation is valid and the influence of differing color center coordinates on the CVs can be neglected, inequalities (3) and (4) show that the interobserver variability is higher for the LCD stimuli. If similar anchor pairs were used in the experiments, these inequalities indicate that the CV ratios would even exceed the values stated above, i.e., 1.69 (gray), 1.56 (red), 1.69 (yellow), and 1.41 (green).
Our dataset does not provide sufficient information to separate and quantify the influence of luminance level and narrowband stimuli on these results. We assume that the narrowband stimuli are responsible for higher interobserver variability in the estimation of small color differences. This would agree with the observation of higher observer metamerism in color-matching experiments caused by narrowband stimuli [1, 2] . Analyzing the responses of individual observers and their deviations from the average observer, we found some indications that the perception of small color differences might be influenced by individual color-matching functions and thus by the spectral power distributions of the stimuli. 
D. Representation of Individual Observers by the Average Observer
A question previously discussed by Kuehni [24] is how well individual observers are represented by the average observer. Using the filtered binary responses of all observers, we computed 70 individual thresholds for each observer (for all 70 color-difference directions). This threshold computation was simple and did not assume an underlying Gaussian distribution [ Fig. 8(a) ]. Please note that the results may be affected by quantization error, because only binary responses for only five color pairs were considered. We also computed a mean threshold for each of the 70 directions from the averaged binary responses of all observers [ Fig. 8(b) ]. These 70 thresholds represent our average observer.
For each observer, we computed the average difference between the observer's individual thresholds and the mean thresholds for the corresponding color-difference directions. Figure 9 shows the average deviation of each observer from the mean thresholds. Interestingly, some observers deviate equally from the average. Recent work by Sarkar et al. [26] showed that observers can be grouped into different colormatching-function categories. A simple color-matching experiment to assign observers to these categories was also proposed. In this experiment, sets of color pairs around different base colors are shown to the participants. They are instructed to reject those pairs that do not match. A category is then determined for each observer based on the remaining pairs. Observers assigned to the same category have similar color-matching functions; observers assigned to different categories do not.
In cooperation with Sarkar we conducted such an experiment in our laboratory with 27 of our 31 observers. A description of this experiment as well as a correlation analysis between the color-matching and color-difference experiments is beyond the scope of this paper. However, we found that 1. There is a color-matching-function category that contains four observers, three of which deviate approximately 31% from the average (observers 27, 28, and 29, as shown in Fig. 9 ). This category consists exclusively of older observers.
2. No other observer was assigned to the category of the observer that deviates most from the average (observer 31 in Fig. 9 ).
This could indicate that color-difference perception is influenced by individual differences in color-matching functions and thus by the spectral power distributions of the stimuli. However, we want to emphasize that these observations are not evidence and that there are probably many more visual mechanisms influencing color-difference perception. Observers assigned to the remaining color-matching-function categories do not show distinct similarities in their colordifference judgments.
Note that all our observers were color normal according to the Ishihara and Farnsworth D-15 tests (see Subection 2.D).
E. How Well Do RIT-DuPont and IDD-LCD Visual Differences Agree with Each Other?
To answer this question, we analyzed the data using the standardized residual sum of squares (STRESS) index [27] , which is often used to evaluate the prediction performance of colordifference formulas [28] [29] [30] . The STRESS index expresses the difference between experimentally determined T50 distances and corresponding predictions as a number between 0 and 100. A high STRESS value indicates large disagreement between color differences (experimentally determined and/or predicted by a color-difference formula). By performing an F-test on the corresponding STRESS values we can conveniently determine whether one color-difference formula computes significantly better predictions than another. An additional important property of the STRESS index is its scale invariance, which allows us to compare the IDD-LCD and RIT-DuPont data even though they are based on anchor pairs with different CIELAB distances. This means that IDD-LCD T50 distances can only match RIT-DuPont distances up to a constant scaling factor. If we compare the predictions of color-difference formulas only with T50 distances, we neglect that a T50 distance determined from a sample (the experimental data) is only an estimation of the population's T50 distance. Therefore, Shen and Berns proposed a Monte-Carlo-based method to compare the performance of color-difference formulas, considering the uncertainty of such estimations [11] . In the following, we provide a short overview of Shen and Berns' nonellipsoid method and analyze whether the IDD-LCD data can be predicted by the RIT-DuPont data and vice versa, considering visual uncertainty.
Shen and Berns's Nonellipsoid Method for Estimating the Performance of Color-Difference Formulas, Considering Visual Uncertainty
The idea of the method is to compare the STRESS value calculated for color-difference predictions of T50 distances with the intrinsic uncertainty of the visual data, which can also be expressed by a STRESS value. If these STRESS values are not significantly different, the color-difference formula accurately predicts the data. Otherwise, the formula under-or overfits the data.
In the following, we describe the application of the method to perceived color differences that were experimentally determined for j ¼ 1; …; m directions around a color center. For each direction j a large number of samples d j 1 ; …; d j n is drawn from a bipartite normal distribution that models the visual uncertainty. Shen and Berns computed n ¼ 10000 samples per direction [11] . The bipartite normal distribution is a combination of two normal distributions with a common mean T50 j but different standard deviations σ
, where LFL and UFL denote the lower and upper fiducial limits. Color differences smaller than T50 j are normally distributed with a standard deviation of σ j 1 ; all other color differences are normally distributed with a standard deviation of σ j 2 (see Fig. 10 for an example) . To analyze the intrinsic uncertainty for m color-difference directions around a color center, a STRESS value s i , i ¼ 1; …; n is calculated for each set of distance pairs differences, considering their uncertainty. If the prediction accuracy of the formula is found to be significantly lower than the intrinsic uncertainty of the data by more than 99.5% of all F-tests (approximately 3 standard deviations), we assume that the formula underfits the visual data. This means that the visual uncertainty is much smaller than the prediction errors. Shen and Berns assumed that the formula overfits the data if the predictions of the formula are significantly better than the uncertainty of the visual data according to 5% of all F-tests [11] .
Results
Since we are interested not in the performance of colordifference formulas but in how well a dataset's T50 distances are predicted by the corresponding distances of another dataset, we slightly modified the nonellipsoid method. For each color center, we calculated 5000 STRESS values using samples of bipartite normal distributions, as described in Subsection 3.E.1. Table 3 shows the mean, maximum, minimum, and standard deviation of these STRESS values for each dataset and color center. Each of the 5000 STRESS values was compared with the STRESS values between the corresponding T50 distances of the two datasets (last column of Table 3 ) using the F-test. The percentages of F-tests that indicate significant differences between the T50 distances-considering visual uncertainty-are shown in Table 4 .
If we ignore visual uncertainty and compare only the T50 distances, the corresponding STRESS values for the gray, red, yellow, and green color centers (last column of Table 3 ) are higher than the STRESS values between RIT-DuPont T50 distances and the predictions of color-difference equations such as CIE94 or CIEDE2000 [11] . It is likely that the differences between the color center coordinates adversely affect the correlation between the datasets. However, if we consider the visual uncertainty, we cannot reject the assumption that the visual color differences of the datasets agree at all investigated color centers. For each color center at least one of the two F-test percentages is smaller than the critical value of 99.5% (first two columns of Table 4 ), i.e., the deviations between T50 distances are not significantly larger than the visual uncertainty of one of the datasets.
Please note that these results do not suggest that visual differences of LCD-generated colors and surface colors agree with each other for the investigated directions. They merely indicate that the visual uncertainty of the datasets does not permit a definitive answer, because a population's T50 distances may differ from the sample T50 distances. For instance, the STRESS value between T50 distances at the gray color center is quite high (23.92, see Table 3 ). According to 100% of all F-tests it is significantly higher than the 5000 STRESS values representing the RIT-DuPont visual uncertainty (first column of Table 4 ). However, the visual uncertainty of the IDD-LCD data at the gray color center is also high, and more than 19% of all F-tests do not indicate significant deviations from the T50-based STRESS value (second column of Table 4 ). This means that we cannot rule out the possibility that the population's T50 distances between RIT-DuPont surface colors agree with IDD-LCD T50 distances at the gray color center. Note that this agreement can only be expressed up to a constant scaling factor.
F. Similarity of Opposite Directions
Berns et al. evaluated T50 distances under a symmetry assumption, i.e., the T50 distances of a particular direction and its opposite direction were assumed to be identical [9] . Therefore, the T50 distance was only determined once. The opposite distance was denoted by −T50. Since we investigated only five color centers, the opposite directions were examined as well. We employed the STRESS index to determine how accurately −T50 distances are predicted by T50 distances. In addition, we used the method of Shen and Berns [11] described above to incorporate the visual uncertainty. The STRESS values between AET50 distances are shown in the last column of Table 5 . They are mostly larger than the STRESS values between þT50 distances of the IDD-LCD and RITDuPont datasets, as shown in the last column of Table 3 . Table 5 also provides an insight into the visual uncertainty using the mean, maximum, minimum, and standard deviation of the STRESS values calculated according to Subsection 3.E.1. Except for the yellow color center, the values for the opposite directions are of the same order of magnitude.
Finally, the last two columns of Table 4 indicate how well the T50 distances of opposite IDD-LCD directions agree with each other. The F-test percentages show how many of the 5000 STRESS values reflecting the visual uncertainty at each color center are significantly different from the STRESS value between AET50 distances. Considering the visual uncertainty, we cannot reject the hypothesis that þT50 and −T50 distances agree with each other based on a critical value of 99.5% as proposed by Shen and Berns. This coincides with the assumption made by Berns et al. [9] . Figure 7 (f) compares the estimated standard deviations of opposite directions (AEdir:) for the IDD-LCD data. The standard deviations are grouped around the identity line, indicating that the average magnitude of interobserver variability is similar for opposite directions.
CONCLUSIONS
A color-difference experiment at five CIE color centers (gray, red, yellow, green, and blue) was conducted using an LCD with fluorescent backlight and a luminance level of 120 cd=m 2 . The psychophysical method, color-difference directions, and the evaluation of the obtained data were adopted from the RIT-DuPont experiment, where broadband stimuli and a much higher luminance level of 636:6 cd=m 2 (for white) were used. A comparison of the datasets in terms of T50 distances was performed, considering visual uncertainty. Particular emphasis was placed on the effects of narrowband stimuli and the low luminance level on the interobserver variability.
Five main results were obtained:
1. A comprehensive color-difference dataset of LCDgenerated colors around the five CIE color centers was created.
2. As reported by other authors, the magnitude of perceived color differences decreases with luminance. The perceived difference of the RIT-DuPont anchor pair (ΔE Ã ab ¼ 1:02), which is above the just-noticeable distance, vanishes for most observers when viewed on the LCD.
3. The interobserver variability in the estimation of small color differences is much higher for LCD stimuli compared to the RIT-DuPont surface-color stimuli. There are indications that color-difference perception may be influenced by individual color-matching functions and thus by the spectral power distributions of the stimuli.
4. Considering the uncertainty of the visual data, we could not reject the assumption that T50 distances determined for LCD and surface-color stimuli agree with each other up to a constant scaling factor.
5. Considering the uncertainty of the visual data, we could not reject the hypothesis that T50 distances of opposite colordifference directions agree with each other.
We provide the color-difference data, including all spectral stimuli, on our website [31] .
APPENDIX A: DETAILED EXPERIMENTAL RESULTS FOR THE FIVE INVESTIGATED COLOR CENTERS
The following values are provided for each of the 14 colordifference directions of each color center: T50 distance (median tolerance), lower and upper fiducial limits (LFL and UFL), standard deviations (S), χ 2 goodness-of-fit probability or pvalue (P:CHISQ), (L Ã , a Ã , b Ã ) coordinates of the eigenvector relative to the color center, and the eigenvalue corresponding to this eigenvector (see Section 3). p-values of IDD-LCD directions that failed the goodness-of-fit test (significance level α ¼ 0:05) are underlined. Asterisks indicate RIT-DuPont directions that failed the goodness-of-fit test (α ¼ 0:05). 
