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INDEPENDENT DOMINATING SETS IN TRIANGLE-FREE GRAPHS
WAYNE GODDARD AND JEREMY LYLE
Abstract. The independent domination number of a graph is the smallest cardinality of an in-
dependent set that dominates the graph. In this paper we consider the independent domination
number of triangle-free graphs. We improve several of the known bounds as a function of the order
and minimum degree, thereby answering conjectures of Haviland.
1. Introduction
The independent domination number i(G) of a simple graph G is the minimum cardinality of
an independent set that dominates the graph. Equivalently, it is the minimum cardinality of a
maximal independent set. Recently, Haviland [2] investigated the maximum value of i(G) when G
is triangle-free. Let M(n, δ) denote this maximum as a function of the order n and the minimum
degree δ.
Theorem 1 (Haviland [2]).
(a) M(n, δ) ≤ n+ 2δ − 2√nδ if δ ≤ (16/121)n;
(b) M(n, δ) ≤ n+ 3δ − 2√δ(n+ 3δ) if (16/121)n ≤ δ ≤ (1/6)n;
(c) M(n, δ) = n/2 if (1/6)n ≤ δ ≤ (1/4)n;
(d) n− δ ≤M(n, δ) ≤ 3n/4− δ if (1/4)n ≤ δ ≤ (1/3)n;
(e) δ ≤M(n, δ) ≤ (2n− δ)/4 if (1/3)n ≤ δ ≤ (2/5)n.
In this paper we:
• provide a simple proof of the value of M(n, δ) for δ > n/4;
• show that M(n, δ) = n/2 for a wider range, namely 3n/20 ≤ δ ≤ n/4;
• improve slightly the upper bounds on M(n, δ) for δ < 3n/20; and
• provide a construction that shows that M(n, δ) > n/2 for δ < n/10.
The independent domination number of triangle-free graphs was also considered in [6, 3, 4, 1].
The first of these considers maximal triangle-free graphs, and the remainder graphs with larger
girth.
2. Main Results
In what follows, we will repeatedly use the fact that the neighborhood of a vertex in a triangle-free
graph is independent. We start with a proof of a conjecture from [2]:
Theorem 2. (a) M(n, δ) = δ if n/3 ≤ δ ≤ n/2;
(b) M(n, δ) = n− 2δ if n/4 ≤ δ ≤ n/3.
Proof. Let G be a triangle-free graph. If G has diameter 2, then the neighborhood of any vertex
dominates the graph by the diameter condition; so i(G) ≤ δ. If G has diameter 3 or more (or is
disconnected), then there are two non-adjacent vertices v1 and v2 with disjoint neighborhoods. Any
maximal independent set containing these two vertices has cardinality at most n− 2δ. Therefore,
i(G) ≤ max{δ, n− 2δ},
which implies that the values in the theorem are upper bounds for M(n, δ).
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The fact that this bound is best possible was shown by Haviland [2] (and stated in Theorem 1).
For δ ≥ n/3, take K(δ, n − δ). For n/4 ≤ δ ≤ n/3, start with K4 and subdivide two edges; then
expand each of the original four vertices to δ/2 vertices, and both the subdivision vertices to n/2−δ
vertices. 
We next provide a simple generalization of the above argument. While this immediately gives
a simple proof of the upper bounds from Theorem 1, the main purpose is that we will thereafter
refine this argument to give us better results for δ < n/6. Recall that a packing in a graph is a set
of vertices that are mutually at distance at least 3.
Theorem 3. Let f(n, δ) be the piecewise linear function defined for 0 < δ ≤ n/2 by
f(n, δ) =
k − 1
k
n− (k − 2)δ for 1
k(k + 1)
n ≤ δ ≤ 1
k(k − 1)n and k = 2, 3, . . .
Then M(n, δ) ≤ f(n, δ).
Proof. Let G be a triangle-free graph and let P be any maximal packing of G. Say P = {v1, . . . , vk}.
For each 1 ≤ i ≤ k, form a maximal independent set Ii by starting with N(vi) ∪ (P − {vi}). Let
N =
⋃
iN(vi). By the definition of a packing, the N(vi) are disjoint and so |N | ≥ kδ. By the
maximality of P , N dominates G. Therefore, every vertex outside N appears in at most k − 1 of
the Ii. It follows that
k i(G) ≤ (k − 1)(n− |N |) + |N | ≤ (k − 1)n− (k − 2)kδ,
and thus i(G) ≤ ((k − 1)/k)n− (k − 2)δ.
Note that the expression gives δ for k = 1 and n/2 for k = 2. It follows that
M(n, δ) ≤ max
k≥2
k − 1
k
n− (k − 2)δ.
By straight-forward algebra, the bound of the theorem follows. 
For example, this theorem reproves that M(n, δ) ≤ n/2 for δ ≥ n/6. And by a little algebra, it
can be shown that for δ < n/6, this bound is strictly better than Theorem 1 except at points of
the form δ = n/k2 (where they match). But we will immediately improve this averaging argument
by considering the properties of triangle-free graphs that would not satisfy an improved version of
the upper bound. In particular we will prove the following result:
Theorem 4. For any triangle-free graph G with i(G) ≥ n/2,
i(G) ≤ max
k≥3
k − 1
k
n− (k − 2)δ − 1
3k
δ.
We defer the proof to Section 4. Using different methods, we will prove in Section 5 another
bound:
Theorem 5. For any triangle-free graph G with i(G) ≥ n/2,
i(G) ≤ n+ 22
5
δ − 2
√
30
5
√
δ(n+ 4δ).
From Theorems 4 and 5, straight-forward algebraic manipulation proves:
Theorem 6. (a) M(n, δ) = n/2 for δ ≥ (3/20)n.
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Figure 1. A graph whose blow-up has i(G) > n/2
(b)
M(n, δ) ≤

(2/3)n− (10/9)δ if (3/35)n ≤ δ ≤ (3/20)n
(3/4)n− (25/12)δ if (3/59)n ≤ δ ≤ (3/35)n
(4/5)n− (46/15)δ if (3/89)n ≤ δ ≤ (3/59)n
(5/6)n− (73/18)δ if (3/125)n ≤ δ ≤ (3/89)n
(6/7)n− (106/21)δ if (3/167)n ≤ δ ≤ (3/125)n
(7/8)n− (145/24)δ if (3/215)n ≤ δ ≤ (3/167)n
(8/9)n− (190/27)δ if (3/269)n ≤ δ ≤ (3/215)n
(9/10)n− (241/30)δ if (3/329)n ≤ δ ≤ (3/269)n
(10/11)n− (298/33)δ if ((8025 + 495√11)/1096984)n ≤ δ ≤ (3/329)n
n+ 225 δ − 2
√
30
5
√
δ(n+ 4δ) if δ ≤ ((8025 + 495√11)/1096984)n
3. Triangle-free Graphs with No Small Maximal Independent Sets
Haviland [2] was unable to find examples of triangle-free graphs with i(G) > n/2. This we do,
by constructing graphs with i(G) > n/2 for all 0 < δ(G) < n/10.
Let a, b be positive integers with a ≤ b and let H be a triangle-free graph. We define a triangle-
free graph H ′(a, b) as follows. Let H ′ be the corona of H; that is, for each vertex in H add a new
end-vertex adjacent to only that vertex. Then form H ′(a, b) by expanding each original vertex of H
to a vertices and each end-vertex to b vertices.
Lemma 1. If H has order m, then H ′(a, b) has order m(a+b), minimum degree a, and i(H ′(a, b)) =
mb+ α(H) · (a− b), where α(H) denote the size of the largest independent set of H.
Proof. The statement about the order and minimum degree is obvious. So consider the value of
i(H ′(a, b)).
As is true for all graphs, if we take one vertex from a pair of independent vertices with the same
neighborhood for an independent dominating set, then we must take the other. It follows that for
each original vertex v of H, we must take either all a vertices of the expansion of v or all b vertices
of the expansion of v’s coronal end-vertex. Since b ≥ a, we must take as many original vertices
as possible; that is, to minimize the size of the independent dominating set, we must begin with a
maximum independent set of H. 
For example, ifH = K2, thenH ′ = P4 andH ′(a, n/4−a) is a triangle-free graphs with i(G) = n/2
for all δ(G) = a from 1 up to n/4, as observed by Haviland. However, if we take H = C5, then
i(C ′5(a, n/5− a)) exceeds n/2 for all δ = a < n/10.
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Figure 2. An illustration of the improved partition for the case k = 3. Re-
gions/vertices shaded black are contained in I1, regions shaded gray may contain
vertices in I1, and unshaded regions contain no vertices in I1.
Indeed, one can construct triangle-free graphs with i(G) = n − o(n). Let Gt denote a Ramsey
graph for R(3, t), and mt denote the number of vertices. Kim [5] showed that mt is Θ(t2 log t). If
we choose t = 3
√
n/2a, then by Lemma 1, we obtain graphs G′t(a, n/mt − a) with independence
number n−O( 3
√
n2δ).
4. Proof of Theorem 4
Define f2(n, δ) = n/2, and for k ≥ 3, define
fk(n, δ) =
k − 1
k
n− (k − 2)δ − 1
3k
δ.
The goal is to prove that M(n, δ) ≤ maxk fk(n, δ). This is an immediate consequence of the
following lemma:
Lemma 2. Let G be a triangle-free graph. Let P be any maximal packing of G containing a vertex
v1 of maximum degree ∆, and let |P | = k. If k = 2 then i(G) ≤ n/2; and if k ≥ 3 then
i(G) ≤ max {fk(n, δ), fk−1(n, δ)} .
To prove this lemma, we need to build on the use of packings as given in the proof of Theorem 3.
By that proof we already know the result for k = 2. So we can assume k ≥ 3.
Let P = {v1, . . . , vk}, so that v1 is a vertex of maximum degree. Recall that we created inde-
pendent dominating sets I1, . . . , Ik. We defined N =
⋃
N(vi). Let U be those vertices outside N
that are adjacent to exactly one of the N(vi); note that U ⊇ P . Then it follows that every vertex
outside U ∪N is in at most k − 2 of the Ii, and thus
k · i(G) ≤ |N |+ (k − 1)|U |+ (k − 2)(n− |N ∪ U |) (1)
so that
i(G) ≤ k − 2
k
n+
|U |
k
− k − 3
k
|N |. (2)
To simplify the equations, we will write Ni = N(vi). Define a partition of U by
Ui = {u ∈ V (G) : N(u) ∩Ni 6= ∅, N(u) ∩Nj = ∅ (j 6= i) }.
This set-up is illustrated in Figure 2.
Claim 1. Suppose G has a packing as previously described, with k ≥ 3 vertices, so that i(G) >
max{fk(n, δ), fk−1(n, δ)}. We may assume:
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(a) ∆ < (4/3)δ.
(b) There are Ui, Uj, (i 6= j) with |Ui|, |Uj | > n/k − (3k2 − 2k + 1)δ/(3k2 − 3k).
(c) For all i, and any u ∈ Ui, |N(u) ∩ (V (G)−Ni)| < (1/3)δ.
(d) For all i, |Ui| > |Ni|.
(e) For all i, there is a vertex wi ∈ Ni such that |N(wi) ∩ Ui| > ((2/3)δ) |Ui|/|Ni|.
Proof. (a) Since i(G) > fk(n, δ) and |N | ≥ kδ, it follows from Equation 2 that |U | > n−(k+(1/3))δ.
Since U and N are disjoint, it follows that the degree of v1 is at most n− (k− 1)δ− |U | < (4/3)δ.
(b) There must be at least one set Ui such that |Ui| ≥ |U |/k. Suppose all other sets contain at
most |U |/k − 2δ/(3k(k − 1)) vertices. Then, |Ui| > |U |/k + 2δ/(3k). In part (a) we showed that
|U | > n− (k + (1/3))δ. Consider Ii. Then one obtains
i(G) ≤ n− (|N | − |Ni|)− |Ui|
≤ n− (k − 1)δ −
(
n− (k + (1/3))δ
k
+
2δ
3k
)
= fk(n, δ).
Hence there is some Uj with more than |U |/k − 2δ/(3k(k − 1)) vertices, and the result follows.
(c) Suppose u ∈ Ui and |N(u) ∩ (V (G)−Ni)| ≥ (1/3)δ. Note that for ` 6= i, N(u) ∩N` = ∅, by
the definition of Ui. Then N(u)∩ (V (G)−Ni) can be partitioned into the two sets, S1 = N(u)∩U
and S2 = N(u) ∩ (V (G) − (U ∪ N)). Also, N(u) ∩ (P − {v`} ∪ N`) = ∅; so when we construct
the sets I`, we can specify that they all contain u. Then, any vertex in S1 ∪ S2 is contained in I`
(except ` = i). Therefore, refine Equation 1 by considering the vertices in S1 ∪ S2 separately:
k · i(G) ≤ |N |+ (k − 1)(|U | − |S1|) + (k − 2)(n− |N ∪ U | − |S2|) + |S1 ∪ S2|
= (k − 2)n+ |U | − (k − 3)|N | − (k − 2)|S1| − (k − 3)|S2|.
Use the bounds |U | ≤ |V (G)− (N ∪ S2)| = n− |N | − |S2|, and |N | ≥ kδ, to obtain
k · i(G) ≤ (k − 1)n− (k − 2)kδ − (k − 2)|S1 ∪ S2|
so that
i(G) ≤ (k − 1)
k
n− (k − 2)δ − (k − 2)
3k
δ ≤ fk(n, δ).
(d) Consider the k − 1 independent dominating sets Ij such that j 6= i. Then, vertices of Ni
appear no times; vertices of N −Ni appear once; vertices of V (G)− (N ∪Ui) appear at most k− 2
times; and vertices of Ui might appear in each Ij . Thus
(k − 1) i(G) ≤ |N | − |Ni|+ (k − 2)(n− |N |) + |Ui|
= (k − 2)n− (k − 3)|N |+ (|Ui| − |Ni|)
Substitute |N | ≥ kδ to obtain
i(G) ≤ k − 2
k − 1n− (k − 3)δ −
k − 3
k − 1δ +
1
k − 1(|Ui| − |Ni|)
≤ fk−1(n, δ) + 1
k − 1(|Ui| − |Ni|).
Therefore, we may assume |Ui| − |Ni| > 0.
(e) Let Z be the number of edges between Ni and Ui. Since each vertex u ∈ Ui has less than
(1/3)δ neighbors in V (G)−Ni (by part (c)),∑
u∈Ni
|N(u) ∩ Ui| = Z > ((2/3)δ) |Ui|.
6 GODDARD AND LYLE
Taking the average, this implies that there is a suitable vertex wi ∈ Ni.
This completes the proof of Claim 1. 
Proof of Lemma 2. Let w1 ∈ N1 be a vertex satisfying part (e) of Claim 1 for i = 1. By part (d) of
that claim, this implies that |N(w1) ∩ U1| > (2/3)δ. By part (a) of that claim, w1 has degree less
than (4/3)δ, which implies |N(w1) ∩N | < (4/3)δ − (2/3)δ = (2/3)δ.
Define N ′j = Nj − N(w1) for j ≥ 2. Note that |N ′j | > δ − (2/3)δ = (1/3)δ. So, by part (c) of
Claim 1, any vertex v ∈ Uj is adjacent to some vertex in N ′j . Therefore, each set N ′j dominates Uj .
At this point, we note that w1 cannot dominate U1, since by part (c) of the above claim, |U1| >
|N1| = ∆. Therefore, let w′1 be an undominated vertex in U1. Consider a maximal independent
set I ′j containing {w1, w′1} ∪ N ′j ∪ {v`}` 6=1,j . Then, this set takes no element from N except those
in Nj and N1 − N(w′1). Also, no element from Uj is taken, and no element from N(w1) ∩ U1.
Therefore,
|I ′j | ≤ n− |N |+ |Nj |+ |N1| − |Uj | − (4/3)δ.
Choose j to satisfy part (b) of Claim 1. Note that |N | − |Nj | − |N1| > (k − 2)δ. Thus
i(G) ≤ n− (k − 2)δ −
(
n− (k + (1/3))δ
k
− 2δ
3k(k − 1)
)
− (4/3)δ
≤ k − 1
k
n− (k − 2)δ − 1
3
δ
(
1− 1
k
− 2
k(k − 1)
)
.
Since 1/k ≤ 1− 1/k − 2/(k2 − k) for k ≥ 3, we obtain
i(G) ≤ k − 1
k
n− (k − 2)δ − 1
3k
δ = fk(n, δ).
This completes the proof of Lemma 2. 
At this point we note that one can prove a more general version of Claim 1, with εk replacing
1/3 in the definition of fk(n, δ) in the following way:
fk(n, δ, εk) =
k − 1
k
n− (k − 2)δ − εk
k
δ, εk < 1.
One can then improve the bounds slightly, in particular for some εk > 1/3 for k ≥ 6, by applying
a different argument to replace the proof of Lemma 2. However, substantial improvements beyond
these would seem to require a new attack.
5. Proof of Theorem 5
In this section, we consider an alternative approach to bound i(G). The motivation for this
approach comes from examining the graphs for which i(G) > n/2. To force i(G) > n/2, the
graph G must paradoxically contain many subgraphs (odd cycles) containing only small maximal
independent sets.
We partition the vertices of G into sets A, B, and C as follows. Let Γ be a maximal collection
of vertex-disjoint odd induced cycles in G. (Such a collection can, for example, be constructed by
repeatedly removing the shortest odd cycle remaining until there is no odd cycle left.) Let C be
the set of vertices in Γ and t the number of cycles in Γ. Then the graph G− C is bipartite. Let A
be the isolated vertices of G−C (that is, A = { v ∈ V (G)−C : N(v)∩ (V (G)−C) = ∅ }) and let B
be the non-isolated vertices in G− C.
Lemma 3 (Bound A).
i(G) ≤ 1
2
(n+ |A| − t) .
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Proof. The vertices of B can be dominated by |B|/2 vertices, since the graph induced by B is
bipartite with no isolates. Extend this to an independent dominating set D of G. Since the graph
induced by C is spanned by t disjoint odd cycles, it follows that D contains at most (|C| − t)/2
vertices of C. Thus,
i(G) ≤ |B|/2 + |A|+ (|C| − t)/2 = (n+ |A| − t) /2. 
Another way to construct a bound is to find a cycle adjacent to many vertices in A, and start
by choosing a subset from this cycle to dominate many vertices in A. For this:
• Choose the Γ for which the number t of cycles is maximized. And subject to this, choose Γ
that minimizes |A|.
Lemma 4 (Bound B). For the choice of Γ,
i(G) ≤ 1
2
(n+ |A|+ |B| − t)− 2δ
5t
|A|.
Proof. We start by observing some structure on the edges between A and C.
Claim 2. Let C ∈ Γ and y ∈ A. If y has at least two neighbors in C, then
(i) y has exactly two neighbors in C and these two neighbors have a common neighbor v on C; and
(ii) v has no neighbor in A.
Proof. (i) Say y has r neighbors on C. If we were to remove these r vertices from C, it would leave
a collection of r paths. Since C has an odd number of vertices, at least one of these paths, say P ,
has an even number of vertices. Say P is bracketed by neighbors u and w of y.
Then one can replace C in Γ by the odd induced cycle containing y, u, w, and P . The unused
portion C − (P ∪ {u,w}) either creates an odd cycle with (A − y) ∪ B, which contradicts the
maximality of t in our choice of Γ, or if longer than one vertex, becomes part of B, which contradicts
the minimality of A in our choice. Thus the only possibility is that P is one vertex, say v. That
is, u and w are exactly distance two apart. And therefore they are the only neighbors of y on C.
(ii) Suppose v has a neighbor x ∈ A. Then one can replace C in Γ by the odd induced cycle
C − {v}+ {y}. If v is in an odd cycle with (A− y) ∪ B, then this contradicts the maximality of t;
and if not, this contradicts the minimality of A, as above. 
Claim 3. Let C ∈ Γ. Then there is an independent set I ⊆ V (C) such that
|N(I) ∩ A| ≥ 2MC/5,
where MC is the number of edges from A to C.
Proof. Define a vertex of C as insular if its two neighbors on C have a common neighbor in A.
By (ii) above, insular vertices have no neighbors in A and cannot be consecutive on C. Let
v1, v2, . . . , v`, v1 be the non-insular vertices on C in order. It follows that ` ≥ 3. There are three
cases.
(1) ` is even. Then partition the non-insular vertices into sets I1 = {v1, v3, . . . , v`−1} and
I2 = {v2, v4, . . . , v`}. Clearly, both I1 and I2 are independent sets.
By (i) above, if a vertex y ∈ A has two neighbors on C, these neighbors are consecutive
considering only the insular vertices on C. Thus y is adjacent to both I1 and I2. It follows
that |N(I1) ∩ A|+ |N(I2) ∩ A| =MC . So for some j we have |N(Ij) ∩ A| ≥MC/2.
(2) ` is odd and ` ≥ 5. Then WLOG v1 is the non-insular vertex with the fewest neighbors
in A. Then |N(x) ∩ A| ≤ MC/`. Define independent sets I1 = {v3, v5, . . . , v`} and I2 =
{v2, v4, . . . , v`−1}.
As before, if a vertex y ∈ A has two neighbors in C, then they are not in the same Ij .
Thus |N(I1)∩A|+ |N(I2)∩A| =MC−|N(v1)∩A|, and so for some j we have |N(Ij)∩A| ≥
(MC −MC/`)/2 ≥ 2MC/5.
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(3) ` = 3. If this case, C must be a 5-cycle. WLOG w2 and w3 are adjacent. Then let
I1 = {w1, w2} and I2 = {w1, w3}. It follows that if a vertex y ∈ A has two neighbors on C,
then one of these must be w1, and so y ∈ N(I1)∩N(I2). Thus |N(I1)∩A|+|N(I2)∩A| =MC ,
and conclude as before. 
Now to finish the proof of Lemma 4. Let C∗ be the cycle of Γ with the maximum number M of
edges between it and A. Since every neighbor of every vertex on A is in C, and there are t cycles
in Γ, it follows that M ≥ |A| δ/t.
Let I be the independent subset of V (C∗) guaranteed by the above claim. Extend this to an
independent dominating set D of G. By the claim, I dominates at least a (2δ)/(5t) fraction of A.
And as before, D contains at most (|C| − t)/2 vertices of C. Thus,
i(G) ≤ |A| − 2δ
5t
|A|+ |B|+ 1
2
(|C| − t) = 1
2
(n+ |A|+ |B| − t)− 2δ
5t
|A|,
as required. 
We now combine Bounds A and B using algebra and calculus to obtain an upper bound on i(G)
that does not depend on the partition A, B, and C.
Proof of Theorem 5. Since every cycle in Γ has length at least 5, it holds that n ≥ |A| + |B| + 5t.
Since Bound B is increasing in |B| (and Bound A does not depend on |B|), it follows that we may
assume |B| is its maximum value, namely n− |A| − 5t.
Thus, letting a = |A|,
i(G) ≤ min
{
(n+ a− t) /2
n− 3t− 2δa/(5t).
We need to maximize this minimum as a function of a and t.
For a fixed value of t, both expressions are linear in a, one increasing and one decreasing. It
follows that the minimum is maximized at the value of a where these two expressions are equal,
namely 5 (n− 5t) t/(5t+ 4 δ). Thus,
i(G) ≤ max
t
2δ(n− t) + 5t(n− 3t)
4δ + 5t
.
By calculus, we find the maximum value occurs at
t∗ =
√
30
√
δ n+ 4 δ2 − 12 δ
15
.
Substituting this value in gives the desired bound:
i(G) ≤ n+ 22
5
δ − 2
√
30
5
√
δ(n+ 4δ). 
One benefit of this approach is that it can be extended to give improved bounds on i(G) when
G has odd girth g by using |C| ≥ gt and improving Claim 3.
6. Conclusion
We suspect that the construction given in Section 3 gives the triangle-free graphs with the
largest minimum independent dominating sets for given n and small δ. In view of this relationship
between i(G) and R(3, t), it seems a much more difficult problem to determine sharp bounds on
i(G) for triangle-free graphs than for general graphs. An appropriate intermediate step might be
the following question.
Question 1. Is is true that any triangle-free graph G with δ ≥ n/10 has i(G) ≤ n/2.
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If true, this bound is sharp by the corona of a 5-cycle, shown in Figure 1.
Graphs with large girth (≥ 5) have the benefit that independent neighborhoods extend to in-
dependent sets at distance k, and there is very little local interaction between two vertices. This
enables very good constructive and probabilistic bounds on i(G), addressed in [3, 4, 1]. However, if
small even cycles are not allowed, the minimum degree for such graphs is sublinear. Therefore, one
may ask what happens if graphs with large odd girth are considered. Many bounds for triangle-free
graphs give somewhat better results when sharpened to graphs with large odd girth at least 2k+1,
k > 1. For instance, Theorem 5 can be improved by replacing |C| with (2k+1)t, and also by sharp-
ening Claim 3. However, in the latter we note that the parity of k plays a role. For k = 1, 2, the
constant 2/5 is best possible, for k = 3, 4, 5/12 is best possible, and so on. It seems an interesting
question to determine if this is simply an anomaly of the method, or if the parity of k affects the
degree to which bounds on i(G) can be strengthened.
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