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ABSTRACT 
A canonical form is given for nilpotent matrices which have constant rational 
canonical form on the spectrum of a commutative ring. The similarity class of a matrix 
with constant rational or Jordan canonical form is considered. 
1. INTRODUCTION 
In this note, we consider matrices A over a commutative reduced ring R 
which have constant rational or Jordan type (that is, the shape of the rational 
or Jordan canonical form of the matrix x is the same over the algebraic 
closure of the quotient ring of each prime homomorphic image R). In the 
case of the rational canonical form, we show that these are just the matrices 
which are locally similar to a matrix in rational canonical form (Theorem 4.3). 
This extends and gives a new proof of a result on local rings [4, Theorem 5.21. 
If A is nilpotent (or more generally if the characteristic polynomial of A 
factors into linear factors) and has constant Jordan type, this leads to a similar 
result. If all finitely generated projective R-modules are free, then in fact A 
is similar to a matrix in Jordan form (see Theorems 3.1 and 5.5). In fact, we 
find a canonical form for such matrices (see Sections 3 and 5). 
One does not need to assume that the Jordan or rational type is constant 
on all of Spec R. It suffices for this to be true on a sufficiently large subset 
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(see Conditions 2.1 and 2.2). In particular, we apply our results to certain 
rings of functions on manifolds. This leads to an easier proof of a generaliza- 
tion of some results in [3]. 
This article is organized as follows. In Section 2, we prove some prelimi- 
nary results. In Section 3, we consider the case of nilpotent matrices. Section 
4 is concerned with matrices of constant rational type. These results are 
applied in Section 5 to matrices of constant Jordan type. In Section 6, we 
obtain some results about projective modules over rings of functions. 
2. PRELIMINARY RESULTS 
Unless otherwise stated, throughout this paper R will denote a commuta- 
tive reduced ring with 1. We also assume that Spec R is connected. Let R 
be a subset of Spec R satisfying: 
CONDITION 2.1. R is dense in Spec R. 
CONDITION 2.2. If I is a finitely generated ideal of R, then I c P for 
some PER. 
Note that the conditions above are satisfied if R is the ring of continuous 
real or complex valued functions on a connected topological space R and we 
identify R as a subset of Spec R. Similarly, we can take R to be the ring of 
real or complex valued functions which have continuous derivatives of order 
d on a connected manifold s1. Other examples include the ring of holomor- 
phic functions on a noncompact connected Riemann surface R, or R a 
domain or reduced local ring with R = Max R U Min R. 
Our first result is a lemma that is presumably well known (at least for 
rings of functions). Recall that if A is a matrix over R, then the rank of A is 
the size of the largest minor of A with nonzero determinant. If t E Spec R, 
denote by A(t) the image of A under the natural map from R to R/t. We 
say two square matrices A and I? are pointwise similar at t if A(t) and B(t) 
are similar over the quotient field of R / t. Observe that by Conditions 2.1 
and 2.2 above, it follows that rank of A is the maximum of the ranks of A(t) 
for t E R. We use the same conventions for linear maps between finitely 
generated projective R-modules (note that by the assumption that Spec R is 
connected, we know that the projective modules have constant rank). 
LEMMA 2.3. Let A be an R-linear map from V to W, where V, W are 
finitely generated projective R-modules. The following conditions are equiva- 
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lent: 
(a) U = AV is a projective rank d summand of W. 
6) A(t) has rank d for all t E R. 
(c) A(t) has rank d for all t E Spec R. 
Proof. Obviously (c) implies (b). Let I,,,(A) denote the ideal generated 
by the m x m minors of A (this makes sense, since locally the modules are 
free; alternatively, replace V and W by free modules which they are 
summands of and extend A in the obvious way). If m > d, then (b) implies 
that Z,,,(A(t)) = 0 for t E R. Since R is dense and R is reduced, this implies 
that Z,,(A) = 0. Similarly, (b) implies that Z,(A) is not contained in t for any 
t E 0. Since this ideal is finitely generated, Condition 2.2 implies that 
Z,(A) = R. Thus (b) implies (c). 
Now condition (a) is a local condition. The equivalence of (a) and (c) for 
local rings is [4, Theorem 3.11. n 
One way we will often apply the previous result is to submodules of 
projective modules. Since any finitely generated submodule is the image of 
an endomorphism, we can apply the lemma. 
It is sometimes more convenient to work over rings where all projective 
modules are free. We then will use faithfully flat descent to obtain informa- 
tion about the original ring. There is a very nice overring of R that we can 
work with. Recall that a polynomial f(r) = Ea,x’ is called primitive if 
EaiR = R. Let R(x) denote R[ x] localized at the set of primitive polynomi- 
als. If I is an ideal of R, let Z* denote the extension of Z to R(x). We record 
some well-known properties of this ring (cf. [2]). Note that we are still 
assuming that R satisfies the conditions at the beginning of the section. 
Recall that if M, N are modules, we write M I N if M is isomorphic to a 
summand of N. 
LEMMA 2.4. 
(a) R(x) is a faithfully flat extension of R. 
(b) L_et T be a module finite R(x)-algebra, and M, N finitely presented 
T-modules. Zf M, I Nt Vt E Spec R(x), then M I N. 
(c) Zf P is a prime ideal of R, then P* is a prime ideal of R(x ). 
(d) R(x) is reduced, and Spec R(x) is connected. 
(e) a* satisfies Conditions 2.1 and 2.2 with respect to R(x). 
Proof. Set S = R(x). Clearly S is flat over R (since it is a localization of 
the free extension R[x]). The faithful flatness follows, since if Z is a proper 
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ideal of II, then IR[x] contains no primitive polynomial and so I* is proper. 
Thus (a) holds. 
See [2] for (b). The first remark of the previous paragraph gives a proof of 
(c). Note that the set of primitive polynomials is a multiplicatively closed set 
of nonzero divisors of R[x]. This observation yields the first part of(d). 
Also note that f(x)/u(x) E I*, where f(x) E R[x] and u(x) is primitive, 
if and only if every coefficient of f(x) is in I. This observation shows that the 
density of R implies the density of R*. It also shows that Spec R and 
(Spec R)* are homeomorphic. This implies that Spec S is connected. 
We need only show that 1R* satisfies (2.2) to complete the proof. So 
suppose I is a finitely generated proper ideal of S. We can choose a finite 
generating set consisting of polynomials. Let J be the ideal generated by the 
coefficients of these polynomials. If J = R, then 1 contains a primitive 
polynomial, a contradiction. Thus J c P for some P E R. Hence 1 c P*, as 
desired. n 
We wish to note two special cases of(b). 
COROLLARY 2.5. 
(a) Every finitely generated projective R(x) module is free. 
(b) A, B E M,(R) are similar over R(x) if and only if they are locally 
similar over R. 
Proof. By the previous result, Spec R(x) is connected. Thus every 
finitely generated projective module is locally free of constant rank r. 
Applying part (b) of the previous result to T = R(x) yields (a>. 
Now consider (b). Let f(y) be the characteristic polynomial of A (which 
is also the characteristic polynomial of B). Set T = S[y]/( f(y)), where 
S = R(r). If C is an n X n matrix satisfying f(C) = 0, we can view the space 
of column vectors as a finitely presented T-module by defining g(y)v = 
g(C)v. We denote this module by S”(C). S ince the similarity of two matrices 
is equivalent to the isomorphism of the corresponding modules, one direction 
of(b) follows from part (b) of the previous result. Conversely, if A and B are 
similar over R(x), it follows by (a) and [2] that they are locally similar. n 
The following easy lemma will be useful in Section 4. 
LEMMA 2.6. Let A = diag( B, C) be a square matrix over R. Then A has 
constant rank on R if and only if B and C each do. 
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Proof. Since (2.1) and (2.2) hold, as in the proof of Lemma 2.3 we can 
take R = Spec R. Since rank A(t) = rank B(t)+rank C(t) for all t E Spec R, 
it suffices to assume A has constant rank r on Spec R. One can use Lemma 
2.3. However, we give a direct proof. 
Let T(s)= (t E Spec R:rank B(t) < s}. Let l’(s)’ be the subset where 
the reverse inequality holds. Clearly l’(s) is closed. On the other hand, 
rank B(t) 2 s if and only if rank C(t) < r - s. Thus r(s)’ is also closed. This 
shows that rank B(t) is continuous on Spec R and thus constant as desired 
(since Spec R is connected). n 
3. CONSTANT 
We first be used to give a canonical form for 
nilpotent matrices which are pointwise similar to a matrix in 
We will in the 
a special case of in 
Section 6 also yields an a generalization of 
If S is ring and S, r) denote r matrix with all 
diagonal entries equal to A, all to 1, and 
all other entries 0. We say a matrix is in Jordan form if it is block diagonal 
with each diagonal block of the form J(A, r), for some A and some positive 
integer r. 
More generally if U is an S-module, let J = J(A, r,U) denote the 
endomorphism of the module V = U,@ . . . @U, and Uj = U defined by 
J(U 1 ,..., u,.) =A(u, ,..., Ur)+(O,UI ,...> Ur-l). 
Of course ](A, r) = J(A, r, R). 
THEOREM 3.1. Let N E M,,(R) with N in Jordan canonical form and all 
diagonal entries zero. Let A E M,(R) such that A(t) and N = N(t) are similar 
for all t E R. Then: 
(a) A is locally similar to N. 
(b) If every finitely generated projective R-module is free, then A and N 
are similar. 
(c) A is similar to the endomorphism diag( J1, . , J,,), where Jj = ](O, i, Vi) 
for some projective modules Ui. Moreover, this form is unique. 
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Proof. We first will prove (c). Let s be the size of the largest Jordan 
block of N. We can assume that s > 1 (or A = N = 0). Thus N‘ = 0 # N”- ‘. 
This also holds for A(t) for each t E R. By the density of R and the fact that 
R is reduced, it follows that A” = 0. Set B = A”- ‘. Now rank B(t) = 
rank N”-’ = e. Let V denote the space of column vectors. Thus by Lemma 
2.3, BV is a summand of V of rank e. Therefore the kernel of B is a 
summand of rank n - e. 
Let U be a complement of rank e > 0 to ker B. Since ker B has rank 
equal to the dimension of ker B(t), it follows that if u E U and u(t) f 0, then 
A‘-‘(t)u(t)+ 0. Set Vi = A’-‘U. First note that for i < s, A” is an isomor- 
phism from U to Vi (by the choice of U>. We claim that W = U,@ . . . CTSCJ, is
a summand of V. This follows by Lemma 2.3. Let W’ be a complement to 
W. On W, A = J(0, s, U). 
Thus with respect to this decomposition of V, A is similar to a block 
triangular endomorphism where the first block is J(O, s, U). By the proof of 
[4, Theorem 4.21, in fact A is similar to diag(J(0, s, U), C). (in [4], it was 
assumed that the first block was a companion matrix. The proof goes through 
verbatim.) We of course may assume that N = diag(](O, s, F), MI, where F is 
free of rank e. 
Then C(t) is similar to M for each t E 1R. By induction, C can be put in 
the canonical form. Thus, the first part of cc> holds. 
In order to show uniqueness, we only need to prove that the isomorphism 
type of Ui is determined. Let s be as above. Clearly U, = 0 for i > s. Also, 
U,, E A”-‘V is determined. We induct on s. If s < 1, the result is trivial. First 
consider the case s = 2. Then kerA = AV@U,. Thus U, is determined up to 
isomorphism. So assume s > 2. By passing to V/(kerA), we see that Uj is 
determined for i > 1. By passing to the submodule A”-‘V, we find that by 
induction Ui is determined for i < s -2. Thus (c) holds. 
Now (a) and (b) follow trivially from (c). n 
We note that the previous result applies slightly more generally to the 
case that A is an endomorphism of a finitely generated projective R-module 
of rank 7~. The proof is identical. 
4. MATRICES OF CONSTANT RATIONAL TYPE 
In [4], a class of matrices over local commutative rings called Wasow 
matrices were considered. These were defined by several equivalent pro- 
perties. One of these properties was that the matrix was similar to 
diag(A,,...,A,), where Ai = C(fi), the companion matrix of the manic 
polynomial fi and f, I . . - I fl. In other words, the matrix was similar to a 
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matrix in rational canonical form. Note that if A is such a matrix, then, for 
any t E Spec R, the rational canonical form for A(t) is just obtained by 
reducing the f, mod t. In particular, for any t, the rational canonical form for 
A(t) has exactly r blocks of size m, > . . . > m,, where m, is the degree 
of f,. 
If B is a matrix over a field, we will say the rational type of B is 
(cm,,..., m,) if its rational canonical form consists of r diagonal blocks of 
sizes m, > . . . > m,. Let I be a subset of Spec R. Let A E M,(R). We say 
A is of constant rational type on r if for all t E I’, A(t) has the same rational 
type. 
If B and C are two matrices over fields (not necessarily the same), we say 
they have the same Jordan type if (over their respective algebraic closures), 
there is a bijection between their eigenvalues such that the number and sizes 
of the Jordan blocks with corresponding eigenvalues are the same. We say A 
is of constant Jordan type on r if the Jordan type of A(t) is the same for all 
t E r. 
Evard and Garcia consider matrices of functions on connected manifolds 
of constant Jordan type of the manifold. They say such matrices have 
constant Segre characteristic (see [3]). 
We first note the following easy result. 
LEMMA 4.1. lf A is of constunt Jordan type of r, then A is of constant 
rational type on r. 
The converse of Lemma 4.1 is not true. For example, let R = F[ y], F a 
field. Consider the matrix 
Y 1 ( 1 0 0’ 
We want to characterize matrices of constant rational type. We mention 
in passing a somewhat weaker condition introduced by McDonald [6]. 
PROPOSITION 4.2. Let A E M,(R). The following are equivalent: 
(a) R[A] is projective rank d R-summand of M,(R). 
(b) R[A] is a free rank d R-module. 
(c) There exists a manic polynomial f< y) E R[ y] of degree d such that A is 
locally similar to diag(B, Cl, where B is the companion matrix off and 
f(C) = 0 (here C may change at different localizations). 
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Proof. It is easy to check that all these conditions are equivalent to the 
fact that A satisfies a manic degree d polynomial and that 1, A,. . . , A”-’ are 
independent. See [4] for details in the local case. n 
If a matrix A satisfies the conditions of Theorem 4.2, then g(A) = 0 if 
and only if f(r) I g(x) [where f is as in (cl]. In such a situation, we call f the 
minimal polynomial of A. 
TIIEOHEM 4.3. Let A E M,,(R). The following are eyuivalent: 
(a) A is of constant rational type on R. 
(b) A is of constant rational type on Spec R. 
(c) rank A is constant on Spec R, where A = AA: M,,(R) + M,,(R) is 
defined by A(B) = AB - BA. 
(dl There exists a matrix D E M,(R) in rational canonical form such that 
A and D are locally similar. 
Proof. Obviously (d) implies (b) and (b) implies (a). Over a field, the 
rational type of a matrix determines the dimension of its centralizer and so 
the rank of the cornmutant operator. Thus (a) implies A has constant rank on 
a. Since R satisfies Conditions 2.1 and 2.2, (c) holds. 
Suppose (c) holds. Since R is reduced, this implies that rank A = 
rank A(t) = m for all t in Spec R. Choose a finitely generated subring S of R 
which contains all the entries of A and such that 1 is in the ideal generated 
by the m X m minors of A. Note that S is a noetherian reduced commutative 
ring. Let D be the rational canonical form of A over the quotient ring Q of 
S. Note that Q is a finite direct product of fields. We do not yet know that D 
has entries in S. 
We claim that it suffices to prove that A and D are similar over S(x). 
For if this holds, then certainly A and D are similar over R(x) and the result 
follows by Corollary 2.5. 
So we now work over S(x). By [4], the fact that A has constant rank 
implies that Proposition 4.2(a) holds. Th us 1 1 ocally A is similar to a block 
diagonal matrix whose first block is the companion matrix of the minimal 
polynomial f of A. By Lemma 2.4(b), this implies the same holds globally. 
So A is similar to diag(B, C) as in Proposition 4.2(c). Now with respect 
to an obvious basis for M,(R), the matrix of A has the form 
cl%@,, AC, ABc, AcJ, where AB,o (X) = BX - XC. Thus by Lemma 2.6 
AC also has constant rank, and by induction on the dimension, C is similar to 
a matrix in rational canonical form. Since f(C) = 0, it follows that A is 
similar to D’ over S(x), where D’ is in rational canonical form. By the 
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uniqueness of rational canonical form [over the quotient ring of S(X)], it 
follows that D = D’. n 
ChK~LLARY 4.4. lf A = diag(B, C) has constant rational type, then so do 
B and C. 
Proof. As in the proof of the previous theorem, condition (c) of Theorem 
4.3 is valid for B and C. n 
Note that these results extend trivially to the case of endomorphisms of a 
finitely generated projective R-module. We also note one immediate conse- 
quence of Theorem 4.3. 
COROLLARY 4.5. lf A has constant rational type on R and A(t) and B(t) 
are similar for each t E a, then A and B are locally similar. 
We cannot produce canonical forms for matrices of constant rational type 
in general. One obstacle to this is the classification of projective modules 
over the ring R[x]/f(x). If f=r”, this reduces to the case of projective 
modules over R. 
5. MATRICES OF CONSTANT JORDAN TYPE 
One particular case of interest is when the matrix is the companion 
matrix of a manic polynomial f. In this case, it is clear that constant Jordan 
type is equivalent to the fact that f has the same number and multiplicities 
of roots over the algebraic closure of R/t for all t E R. Let A be a partition 
of n. We say a manic polynomial f of degree n has constant type A on &I if 
for all t E Cl, the multiplicities of the roots of f are exactly described by A. 
We first investigate such polynomials. We start with an easy lemma. 
LEMMA 5.1. Let F be an algebraically closed field, and let X be the 
space of manic polynomials of degree n. 
(a) Let X(e) denote the set of polynomials in X which have at most e 
distinct roots. Then X(e) is a closed subset of X (in the Zariski topology). 
(b) Let h=(A ,,...,A,)beapartitionofn. L&X, bethesetofpolynomi- 
als in X which factor as n<x - a,)*,. Then X, is closed in X. 
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Proof. Let Y = F” be affine space. Consider the morphism 4: Y + X 
defined by 
This is a closed surjective map. If J c I = (1,. . . , n), set Y, = ((a,, . . . , a,> 
E Y: ]{ai : i E J}] < IJ]). Clearly, Y, is closed. Let 2 be the intersection of all 
YJ with ]J] = e + 1. Then clearly 4(Z) = X(e) and (a) holds. 
Similarly, let Y, be those elements of Y such that the first A, coordinates 
are equal, the next A, coordinates are equal, etc. Then Y, is closed and 
$(YJ = X,. Thus (b) holds. n 
Let 1, be the ideal defining X,, and let J, be the ideal defining X(e). 
These are ideals in the coordinate rings of X, which is just the ring of 
polynomials in the coefficients of the polynomial. If f(r) is a manic polyno- 
mial in R[x], we define I,(f) and J,(f) to be the ideals of R obtained by 
substituting the coefficients off into the elements of I, and J,, respectively. 
A straightforward consequence of Lemma 5.1 is: 
LEMMA 5.2. Zktf(~) E R[x] b e manic of degree n. Let A he a partition 
of n. Let e be the number of nonzero terms of A. The following are equivalent: 
(a) f has constant type A on s1. 
(b) J,(f>=O=Z,(f) andJ,_,(f)=R. 
(c) f has constant type A on Spec R. 
Proof. Assume (a) holds. Lemma 5.1 shows that the first two ideals are 
contained in t for every t E R. Since Kt is dense, these ideals are zero. 
Similarly, the last ideal is not contained in any t E il. Since it is finitely 
generated, it must be R by Condition 2.2. Thus (b) holds. Now (b) implies 
(c) by Lemma 5.1. Clearly (c) implies (a). W 
LEMMA 5.3. Assume f(x) E R[x] is nwnic of degree n and has constant 
type A. Moreover, assume that f(x) = n:Cl,<x - a,>. Let Z = 11,. . . , n]. 
(a) lfai = uj, then ui - uj is a unit in R. 
(b) Ifg(x) is manic and divides f(x), then g(r) = rIiE,(x - a,) fm some 
] G 1. Moreover, g has constant type. 
Proof. We first prove (a). If t E Spec R, we can define a partition L(t) 
of I by declaring i, j are in the same subset if and only if a, - uj E t. 
Obviously, the set of t such that L(t) is a refinement of some fixed partition 
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is a closed subset of Spec R. The fact that f has constant type implies that if 
L is a partition of type A, then L(t) a refinement of L implies L(t) = L. 
Thus since Spec R is connected, L(t) is the same for all t. This is exactly the 
statement of (a). 
We next prove the first part of (b). We can assume that g z 1. Say 
f = gh. Without loss of generality, we may assume that for some t E Spec R, 
g( a,) E t, and that a, = 0. The set of t such that 0 is a root of multiplicity at 
least d of g is closed (e.g., if C is the companion matrix of g, this is 
equivalent to the fact that rank C” < r - d, where r is the degree of g). 
Similarly, the set of t where the multiplicity of 0 is at least d is closed as 
well (apply the previous remark to h). Thus since Spec R is connected, it 
follows that the multiplicity of 0 is constant and positive. Hence g is 
divisible by x, and the result follows by induction. The last statement in (b) 
now follows from (a). n 
We can extend the last part of the previous result to the case where f 
does not factor. 
LEMMA 5.4. Letf(x) E R[x] be manic. 
(a) There exists a reduced ring S which is a module finite extension of R 
with Spec S connected such thut f factors us a product of monk linear factors 
otter S. 
(b) If g(x) E R[ 1 x is a monk divisor of f(x), then f of constant type 
implies g has constant type. 
Proof. Note that (b) follows from (a) and Lemma 4.3 (since constant 
type will not change under integral extensions). 
So we prove (a). By adjoining one formal root at a time, we can find a 
finite free extension T of R where f factors completely. Choose an idempo- 
tent a # 0 in T such that UT has minimal rank as a projective R-module. 
Since Spec R is connected, this is a faithful R-module, and so R embeds in 
UT. Let S be UT modulo its nilradical. Since R is reduced, R embeds in S, 
and the result follows. n 
We can now find a canonical form for matrices of constant Jordan type 
under the assumption that all eigenvalues are in the ring. 
THEOREM 5.5. Assume A E M,(R) has constant Jordan type on Cl. 
Assume that c(y) = det( yl - A) = ffi= r( y - u~)~‘, where the a i are distinct 
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elements of R. Then: 
(a) a, - aj is a unit for i f j. 
(bl A is locally similar to matrix D in Jordan canonical form with 
diagonal entries equal to ai. 
(c) If every finitely generated projective R module is free, then A and D 
are similar. 
(d) A is similar to a block diagonal endomorphism where the diagonal 
blocks are of the form ](a, r, U) for some choices of a = a,, r a positive 
integer, and U a projective R-module. Up to permutation, the choice of the 
blocks is unique if we assume that there is at most one block for a gioen (a, r). 
Proof. By Lemma 4.1, A has constant rational type. In particular, A has 
a minimal polynomial f. By Theorem 4.3, A is locally similar to D, where D 
is in rational canonical form. In particular, D = diag(C, B), where C is the 
companion matrix of f. Since C(t) has one Jordan block for each eigenvalue 
and the size of the Jordan block for that eigenvalue is the maximum size, it 
follows that C has constant Jordan type. Thus f has constant type. Since c 
divides some power of f, this implies that c also has constant type (Lemma 
5.4). Thus (a) holds by Lemma 5.3. 
It is trivial that (a) implies that the space of column vectors V = 
Vi@ . . . @II,, where V, is the kernel of (A - ai)“. By Corollary 4.4, A 
restricted to Vi has constant rational type. The results now follow by 
Theorem 3.1 applied to A - a, on the space Vi. W 
If the eigenvalues of the matrix are not in the ring, we can still determine 
whether the matrix has constant Jordan type. 
THEOREM 5.6. Let A E M,(R). Then A has constant Jordan type if and 
only if: 
(a) A has constant rational type, and 
(b) the characteristic polynomial of A has constant type. 
Moreover, zf (a) holds, then (b) is equivalent to: 
(c) the minimal polynomial of A has constant type. 
Proof. If A has constant rational type, the equivalence of (b) and (c) 
follows from Lemma 5.4. Moreover, Lemma 5.4 and Theorem 4.3 show that 
(a) and (b) imply that A has constant Jordan type. 
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Now assume A has constant Jordan type. Then (a) holds by Lemma 4.1. 
As we observed above, this implies that this minimal polynomial of A has 
constant type. n 
6. RINGS OF DIFFERENTIABLE FUNCTIONS 
In this section, we show that certain rings of functions on certain 
manifolds have the property that every finitely generated projective module 
is free. This shows that Theorems 3.1 and 5.5 are true generalizations of 
some of the results in [3]. 
Let fi be a connected C” manifold, where p is a nonnegative integer or 
m. Let R (S) be the ring of real (complex) valued C” functions on R. Then 
we can view R as a subset of Spec R or Spec S. It clearly satisfies Conditions 
2.1 and 2.2. We will prove under various hypotheses that every finitely 
generated projective R or S module is free. Compare this result with [7]. 
THEOREM 6.1. 
(a) Zf Sz is contractible, then every finitely generated projective R or S 
module is free. 
(b) Zf Cl has dimension 1, then every finitely generated projective S-mod- 
ule is free. 
Proof. First consider the case p = 0 (i.e. the ring of continuous real or 
complex valued functions on a). Let P be a finitely generated projective 
module. So there exists Q with P@ Q = F, free of rank n. Let r = rank P 
(note that P has constant rank, since R is connected). By induction on r, it 
suffices to prove that if P is nonzero, it has a free rank one summand. 
So assume P is nonzero. Now P is just a real or complex vector bundle 
over R. Viewing P as a real vector bundle, we see that P itself is trivial if R 
is contractible [5, p. 29, Corollary 4.81 and that in case (b) [5, p. 99, Theorem 
1.21 P has a free summand (since it is at least two dimensional as a real 
bundle). So in either case P has a real rank one summand W as a real vector 
bundle. This proves the result for R. Now SW is a free S rank one summand 
of SW (one way to see this is to use Lemma 2.3). Thus the result holds for 
p = 0. 
Now assume that p > 0 (possibly infinite). Keep the notation as above. 
View F as the space of column vectors over R or S of size n. Choose 
generators for P, and consider the matrix A with those elements as columns. 
Again, it suffices to prove that P contains a free rank one summand, or 
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equivalently to find an element 0 E P with v(t) nonzero for all t E fl 
(Lemma 2.1). So we need to find w E F with A(t)w(t) nonzero for all 
t E R. By the first part of the proof, we can find such a w with w 
continuous. 
Set e(t) = IlA(t)w(t)ll/2IIA(t)ll > 0 for all t. By [l, Theorem 4.81 we can 
approximate w(t) by a smooth u(t) so that Ilu(t)- w(t)11 <e(t) for all t. 
Thus IIA(t)u(t)- A(t)w(t)ll < IIA(t)w(t)ll/2. In particular, Au = u is non- 
vanishing, and the result holds. n 
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