Prove that tr(AB) = tr(BA)
where A and B are any two matrices that are conformable for both multiplications. They need not be square.
The ith diagonal element of AB is . Summing over i produces tr(AB) = .
The jth diagonal element of BA is . Summing over i produces tr(BA) = . 6. Let A be any square matrix whose columns are [a 1 ,a 2 ,...,a M ] and let B be any rearrangement of the columns of the M×M identity matrix. What operation is performed by the multiplication AB? What about BA? B is called a permutation matrix. Each column of B, say, b i , is a column of an identity matrix. The jth column of the matrix product AB is A b i which is the jth column of A. Therefore, post multiplication of A by B simply rearranges (permutes) the columns of A (hence the name). Each row of the product BA is one of the rows of A, so the product BA is a rearrangement of the rows of A. Of course, A need not be square for us to permute its rows or columns. If not, the applicable permutation matrix will be of different orders for the rows and columns. (5)(5)+3(2)(7)-5(2)(7)-1(5)(2)-3(4)(8) = -18, t r (A) = 1 + 2 + 8 = 11 Recall that the Cholesky decomposition of a matrix, A, is the matrix product LU = A where L is a lower triangular matrix and U = L′. Write the decomposition as = By direct multiplication, 25 = so λ 11 = 5. Then, λ 11 λ 21 = 7, so λ 21 = 7/5 = 1.4. Finally, = 13, so λ 22 = 3.322. The first may be written [ ] . The determinant of the matrix is 121 -196 = -75, so it is not positive definite. Thus, the first quadratic form need not be positive. The second uses the matrix . There are several ways to check the definiteness of a matrix. One way is to check the signs of the principal minors, which must be positive. The first two are 5 and 5(1)-2(2)=1, but the third, the determinant, is -34. Therefore, the matrix is not positive definite. Its three characteristic roots are 11.1, 2.9, and -1. It follows, therefore, that there are values of , , and for which the quadratic form is negative. 
Prove that tr(A⊗B) = tr(A)tr(B).
The jth diagonal block of the product is a jj B. Its ith diagonal element is a jj b ii . If we sum in the jth block, we obtain = a . Summing down the diagonal blocks gives the trace, = Prove that a necessary and sufficient condition for a symmetric matrix to be nilpotent is that all of its characteristic roots be less than one in absolute value. 
tr(A)tr(B). a b jj ii i

A
Use the spectral decomposition to write A as CΛC′ where Λ is the diagonal matrix of characteristic roots. Then, the Kth power of A is CΛ K C′. Sufficiency is obvious. Also, since if some λ is greater than one, Λ K must explode, the condition is necessary as well.
15. Compute the characteristic roots of A = . 19. What is the Jacobian for the following transformations? y 1 = x 1 /x 2 , l n y 2 = ln x 1 -lnx 2 + lnx 3 , and y 3 = x 1 x 2 x 3 . Let capital letters denote logarithms. Then, the three transformations can be written as
This linear transformation is Y = . The inverse transformation is
In terms of the original variables, then, x 1 = y 1 (y 2 /y 3 ) 1/2 , x 2 = (y 3 /y 2 ) 1/2 , and 1 1 2 1 2 0 1 2 1 2 1 1 0
x 3 = y 1 y 2 . The matrix of partial derivatives can be obtained directly, but an algebraic shortcut will prove useful for obtaining the Jacobian. Note first that ∂x i /∂y j = (x i /y j )(∂logx i /∂logy j ). Therefore, the elements of the partial derivatives of the inverse transformations are obtained by multiplying the ith row by x i , where we will substitute the expression for x i in terms of the ys, then multiplying the jth column by (1/y j ). Thus, the result of Exercise 11 will be useful here. The matrix of partial derivatives will be 1  1  2  1  3   2  1  2  2  2  3   3  1  3  2  3 The determinant of the product matrix is the product of the three determinants. The determinant of the center matrix is -1/2. The determinants of the diagonal matrices are the products of the diagonal elements. Therefore, the Jacobian is J = abs(|∂x/∂y′|)= ½(x 1 x 2 x 3 )/(y 1 y 2 y 3 ) = 2(y 1 /y 2 ) (after making the substitutions for x i ).
20. Prove that exchanging two columns of a square matrix reverses the sign of its determinant. (Hint: use a permutation matrix. See Exercise 6.) Exchanging the first two columns of a matrix is equivalent to postmultiplying it by a permutation matrix B = [e 2 ,e 1 ,e 3 ,e 4 ,...] where e i is the ith column of an identity matrix. Thus, the determinant of the matrix is |AB| = |A| |B|. The question turns on the determinant of B. Assume that A and B have n columns. To obtain the determinant of B, merely expand it along the first row. The only nonzero term in the determinant is (-1)|I n-1 | = -1, where I n-1 is the (n-1) (n-1) identity matrix. This completes the proof. ×
Suppose x=x(z) where z is a scalar. What is ∂[(x′Ax)/(x′Bx)]/z?
The required derivatives are given in Exercise 16. Let g = ∂x/∂z and let the numerator and denominator be a and b, respectively. Then,
22. Suppose y is an n×1 vector and X is an n×K matrix. The projection of y into the column space of X is defined in the text after equation (2-55), = Xb. Now, consider the projection of y * = cy into the column space of X * = XP where c is a scalar and P is a nonsingular K y × K matrix. Find the projection of y * into the column space of X * . Prove that the cosine of the angle between y * and its projection into the column space of X * is the same as that between y and its projection into the column space of X. How do you interpret this result?
The projection of y * into the column space of X * is X b) = cXb. We conclude, therefore, that the projection of y * into the column space of X * is a multiple c of the projection of y into the space of X. This makes some sense, since, if P is a nonsingular matrix, the column space of X * is exactly the same as the same as that of X. The cosine of the angle between y * and its projection is that between cy and cXb. Of course, this is the same as that between y and Xb since the length of the two vectors is unrelated to the cosine of the angle between them. Thus, cosθ = (cy) ′(cXb))/(||cy||×||cXb||) = (y′Xb))/(||y||×||Xb||). ⎦  ⎥  1  108   59 11 51  13  11 35 15 47   51 15 45  3  13 47 3 77 1  108   49  11  51 13  11 73  15  47   51  15 63  3  13  47  3 31
There is no need to recompute the matrices M and P for XQ, they are the same. Proof:
X ′. The M matrix would be the same as well. This is an application of the result found in the previous exercise. The P matrix is the projection matrix, and, as we found, the projection into the space of X is the same as the projection into the space of XQ.
(b) Since M and P are idempotent, their characteristic roots must all be either 0 or 1. The trace of the matrix equals the sum of the roots, which tells how many are 1 and 0. For the matrices above, the traces of both M and P are 2, so each has 2 unit roots and 2 zero roots.
24. Suppose that A is an n×n matrix of the form A = (1-ρI) + ρii′, where i is a column of 1s and 0 < ρ < 1. Write out the format of A explicitly for n = 4. Find all of the characteristic roots and vectors of A. (Hint: There are only two distinct characteristic roots, which occur with multiplicity 1 and n-1. Every c of a certain type is a characteristic vector of A.) For an application which uses a matrix of this type, see Section 14.5 on the random effects model. 
(1-ρ)c + ρii′c = λc or ρii′c = [λ-(1-ρ)]c. Let μ= λ -(1-ρ), so ρii′c=μc. We need only find the characteristic roots of ρii′,μ. The characteristic roots of the original matrix are just λ = μ + (1-ρ). Now, ρii′ is a matrix with rank one, since every column is identical. Therefore, n-1 of the μs are zero. Thus, the original matrix has n-1 roots equal to 0 + (1-ρ) = (1 -ρ). We can find the remaining root by noting that the sum of the roots of ρii′ equals the trace of ρii′. Since ρii′ has only one nonzero root, that root is the trace, which is nρ. Thus, the remaining root of the original matrix is (1 -ρ+ nρ). The characteristic vectors satisfy the equation ρii′c = μc. For the nonzero root, we have ρii′c = nρc. Divide by nρ to obtain i(1/n)i′c = c. This equation states that for each element in the vector,
∑ . This implies that every element in the characteristic vector corresponding to the root (1-ρ+nρ) is the same, or c is a multiple of a column of ones. In particular, so that it will have unit length, the vector is ( / ) 1 n i. For the remaining zero roots, the characteristic vectors must satisfy ρi(i′c) = 0c = 0. If the characteristic vector is not to be a column of zeroes, the only way to make this an equality is to require i′c to be zero. Therefore, for the remaining n-1 characteristic vectors, we may use any set of orthogonal vectors whose elements sum to zero and whose inner products are one. There are an infinite number of such vectors. For example, let D be any arbitrary set of n-1 vectors containing n elements. Transform all columns of D into deviations from their own column means. Thus, we let
. C is a linear combination of the columns of F, so its columns sum to zero. By multiplying it out and using the results of Section 2.7.10, you will find that C′C = I, so the columns are orthogonal and have unit length. Using the hint, the inverse is
26. Prove that every matrix in the sequence of matrices By repeated substitution, we find
This is obviously positive for all x. A simple way to establish this for the matrix in (E-22) is to note that in spite of its complexity, it is of the form
If this starts with a positive definite matrix, such as I, then the identical argument establishes its positive definiteness.
27. What is the inverse matrix of P = ? What are the characteristic roots of P? cos( ) sin( ) sin( ) cos( )
The determinant of P is cos For the simple 2×2 case, F 2 is derived explicitly in the text, as
Using (2-74), the off diagonal element is just F 2 ( 
Compute the probability of being dealt 4 of a kind in a poker hand. There are 48(13) possible hands containing 4 of a kind and any of the remaining 48 cards. Thus, given the answer to the previous problem, the probability of being dealt one of these hands is 48(13)/2598960 =.00024, or less than one chance in 4000.
3. Suppose a lottery ticket costs $1 per play. The game is played by drawing 6 numbers without replacement from the numbers 1 to 48. If you guess all six numbers, you win the prize. Now, suppose that N = the number of tickets sold and P = the size of the prize. N and P are related by N = 5 + 1.2P P = 1 + .4N N and P are in millions. What is the expected value of a ticket in this game? (Don't forget that you might have to share the prize with other winners.)
The size of the prize and number of tickets sold are jointly determined. The solutions to the two equations are N = 11.92 million tickets and P = $5.77 million. 
5662 -.2525 = .3137. The conditional probability is .3137/.5662 = .5540.
5. Approximately what is the probability that a random variable with chi-squared distribution with 264 degrees of freedom is less than 297?
We use the approximation in (3-37), z = [2(297)] 2 -[2(264) -1] 2 = 1.4155, so the probability is approximately .9215. To six digits, the approximation is .921539 while the correct value is .921559.
6. Chebychev Inequality For the following two probability distributions, find the lower limit of the probability of the indicated event using the Chebychev inequality and the exact probability using the appropriate table: . Note that the result is not informative if k is less than or equal to 1.
(a) The range is 4/3 standard deviations, so the lower limit is 1 -(3/4) 2 or 7/16 = .4375. From the standard normal table, the actual probability is 1 -2Prob[z < -4/3] = .8175.
(b) The mean of the distribution is 8 and the standard deviation is 4. The range is, therefore, μ ± 2σ. The lower limit according to the inequality is 1 -(1/2) 2 = .75. The actual probability is the cumulative chi-squared(8) at 16, which is a bit larger than .95. (The actual value is .9576.) 7. Given the following joint probability distribution, 
We first obtain the marginal probabilities. For the joint distribution, these will be X: P(0) = .34, P(1) = .36, P(2) = . 
The result is fundamental in least squares theory. Verify that the a and b which you found satisfy (3-68) and (3-69).
( 
First dividing by -2, then taking expectations produces [x] and substitute this in the second to obtain 9. Suppose x has an exponential distribution, f(x) = θe -θx , x > 0. Find the mean, variance, skewness, and kurtosis of x. The Gamma integral will be useful for finding the raw moments.)
In order to find the central moments, we will use the raw moments, E[x r ] = . These can be obtained by using the gamma integral. Making the appropriate substitutions, we have . For the skewness and kurtosis coefficients, we have
. The degree of excess is 6.
For the random variable in Exercise 9
, what is the probability distribution of the random variable y = e
What is E [y] ? Prove that the distribution of this y is a special case of the beta distribution in (3-40).
If
, then x = -lny, so the Jacobian is |dx/dy| = 1/y. The distribution of y is, therefore,
This is in the form of (3-40) with y instead of x, c = 1, β = 1, and α= θ.
If the probability density of y is αy
2
(1-y) 3 for y between 0 and 1, what is α? What is the probability that y is between .25 and .75? This is a beta distribution of the form in (3-40) with α = 3 and β = 4. Therefore, the constant is Γ(3+4)/(Γ(3)Γ(4)) = 60. The probability is We will require a number of moments of x, which we derive first: 
3813 while the variance is approximated by the variance of the right hand side,
= .01498. Neither approximation provides a close estimate of the variance. Note that in both cases, it would be possible simply to evaluate the approximations at the four values of x and compute the means and variances directly. The virtue of the approach above is that it can be applied when there are many values of x, and is necessary when the distribution of x is continuous. 
Interpolation in the chi
(z).]
We know that z = x 2 is distributed as chi-squared with 1 degree of freedom. We seek the density of y = ke -z/2 where k = (2π) -2
. The inverse transformation is z = 2lnk -2lny, so the Jacobian is |-2/y| = 2/y. The density of z is that of Gamma with parameters 1/2 and 1/2. [See (C-39) and the succeeding discussion.] Thus,
Making the substitution for z and multiplying by the Jacobian produces
The exponential term reduces to y/k. The scale factor is equal to 2k/y. Therefore, the density is simply
15. The fundamental probability transformation. Suppose that the continuous random variable x has cumulative distribution F(x). What is the probability distribution of the random variable y = F(x)? (Observation: This result forms the basis of the simulation of draws from many continuous distributions.) The inverse transformation is
Thus, y has a continuous uniform distribution. Note, then, for purposes of obtaining a random sample from the distribution, we can sample y 1 ,...,y n from the distribution of y, the continuous uniform, then obtain x 1 = x 1 (y 1 ), ... x n = x n (y n ).
16. Random number generators. Suppose x is distributed uniformly between 0 and 1, so f(x) = 1, 0 < x < 1. Let θ be some positive constant. What is the pdf of y = -(1/θ)lnx. (Hint: See Section 3.5.) Does this suggest a means of simulating draws from this distribution if one has a random number generator which will produce draws from the uniform distribution? To continue, suggest a means of simulating draws from a logistic distribution,
The inverse transformation is x = e -θy so the Jacobian is dx/dy = θe -θy . Since f(x) = 1, this Jacobian is also the density of y. One can simulate draws y from any exponential distribution with parameter θ by drawing observations x from the uniform distribution and computing y = -(1/θ)lnx. Likewise, for the logistic distribution, the CDF is F(x) = 1/(1 + e -x ). Thus, draws y from the uniform distribution may be taken as draws on F(x). Then, we may obtain
17. Suppose that x 1 and x 2 are distributed as independent standard normal. What is the joint distribution of y 1 = 2 + 3x 1 + 2x 2 and y 2 = 4 + 5x 1 ? Suppose you were able to obtain two samples of observations from independent standard normal distributions. How would you obtain a sample from the bivariate normal distribution with means 1 and 2 variances 4 and 9 and covariance 3?
We may write the pair of transformations as
For the second part of the problem, using our result above, we would require the A and b such that b + A0 = (1,2)′ and AA′ = . The vector is obviously b = (1,2)′. In order to find the elements of A,
there are a few ways to proceed. The Cholesky factorization used in Exercise 9 is probably the simplest. Let y 1 = 1 + 2x 1 . Thus, y 1 has mean 1 and variance 4 as required. Now, let y 2 = 2 + w 1 x 1 + w 2 x 2 . The covariance between y 1 and y 2 is 2w 1 , since x 1 and x 2 are uncorrelated. Thus, 2w 1 = 3, or w 1 = 1.5. Now, Var[y 2 ] = = 9, so = 9 -1.5 2 = 6.75. The transformation matrix is, therefore, A = . This is the Cholesky factorization of the desired AA′ above. It is worth noting, this provides a simple method of finding the requisite A matrix for any number of variables. Finally, an alternative method would be to use the characteristic roots and vectors of AA′. The inverse square root defined in Section B.7.12 would also provide a method of transforming x to obtain the desired covariance matrix.
18. The density of the standard normal distribution, denoted φ(x), is given in (C-28). The function based on the ith derivative of the density given by 
φ(x)/dx r-2 = 0. Use this result and the results of part a. to find H 4 and H 5 .
The crucial result to be used in the derivations is dφ(x)/dx = -xφ(x). Therefore, d 
The fourth moment of the standard normal distribution is 3 times the variance. Finally,
= 0 because all odd order moments of the normal distribution are zero. (The general result for extending the preceding is that in a product of Hermite polynomials, if the sum of the subscripts is odd, the product will be a sum of odd powers of x, and if even, a sum of even powers. This provides a method of determining the higher moments of the normal distribution if they are needed. 
Following the same pattern, the preceding produces Thus, z has a lognormal distribution with parameters 2μ and 2σ. The general result is that if y has a lognormal distribution with parameters μ and σ, y r has a lognormal distribution with parameters rμ and rσ. 25. What is the density of y = 1/x if x has a chi-squared distribution?
The density of a chi-squared variable is a gamma variable with parameters 1/2 and n/2 where n is the degrees of freedom of the chi-squared variable. Thus, 
. Once again, this is a gamma integral, which we can evaluate by first making the change of variable to z = 1/y. The integral is E y P e z z dz P e z dz
27. Suppose x 1 and x 2 have the bivariate normal distribution described in Section 3.8. Consider an extension of Example 3.4, where the bivariate normal distribution is obtained by transforming two independent standard normal variables. Obtain the distribution of z = exp(y 1 )exp(y 2 ) where y 1 and y 2 have a bivariate normal distribution and are correlated. Solve this problem in two ways. First, use the transformation approach described in Section C.6.4. Second, note that z = exp(y 1 +y 2 ) = exp(w), so you can first find the distribution of w, then use the results of Section 3.5 (and, in fact, Section 3.4.4 as well). The (extremely) hard way to proceed is to define the joint transformations z 1 = exp(y 1 )exp(y 2 ) and z 2 = exp(y 2 ). The Jacobian is 1/(z 1 z 2 ). The joint distribution is the Jacobian times the bivariate normal distribution, evaluated at y 1 = logz 1 -logz 2 and y 2 = logz 2 , from which it is now necessary to integrate out z 2 . Obviously, this is going to be tedious, but the hint gives a much simpler way to proceed. The variable w = y 1 +y 2 has a normal distribution with mean μ = μ 1 +μ 2 and variance σ 2 = (σ 1 2 + σ 2 2 + 2σ 12 ). We already have a simple result for exp(w) in Exercise 22; this has a lognormal distribution.
28. Probability Generating Function. For a discrete random variable, x, the function
is called the probability generating function because in the function, the coefficient on t i is Prob [X=i] . Suppose that x is the number of the repetitions of an experiment with probability π of success upon which the first success occurs. The density of x is the geometric distribution,
π. What is the probability generating function?
Moment Generating Function. For the random variable X, with probability density function f(x), if the function M(t) = E[e tx
] exists, it is the moment generating function. Assuming the function exists, it can be shown This is θ times a Gamma integral (see Section 5.4.2b) with p=1, c=1, and a = (θ-t). Therefore,
M(t) = θ/(θ-t).
For the Poisson distribution, 28. Moment generating function for a sum of variables. When it exists, the moment generating function has a one to one correspondence with the distribution. Thus, for example, if we begin with some random variable and find that a transformation of it has a particular MGF, we may infer that the function of the random variable has the distribution associated with that MGF. A useful application is the following: If x and y are independent, the MGF of x + y is M x (t)M y (t).
(a) Use this result to prove that the sum of Poisson random variables has a Poisson distribution. (b) Use the result to prove that the sum of chi-squared variables has a chi-squared distribution.
[Note, you must first find the MGF for a chi-squared variate. The density is given in (3-39 
This is a gamma integral which reduces to M(t) = k(1/2 -t)
-n/2 Γ(n/2). Now, reinserting the constant k and simplifying produces the moment generating function M(t) = (1 -2t) -n/2 . Suppose that x i is distributed as chi-squared with n i degrees of freedom. The moment generating function of
which is the MGF of a chi-squared variable with n = Σ i n i degrees of freedom.
(c) We let y = σz + μ. Using the same approach as in part b., it follows that the moment generating function for a sum of random variables with means μ i and standard deviations σ i is M t
Appendix C Estimation and Inference
1. The following sample is drawn from a normal distribution with mean μ and standard deviation σ: x = 1.3, 2.1, .4, 1.3, .5, .2, 1.8, 2.5, 1.9, 3.2. Compute the mean, median, variance, and standard deviation of the sample. (a) We would reject the hypothesis if 1.52 is too small relative to the hypothesized value of 2. Since the data are sampled from a normal distribution, we may use a t test to test the hypothesis. The t ratio is t [9] = (1.52 -2) / [.97/ 10 ]= -1.472. The 95% critical value from the t distribution for a one tailed test is -1.833. Therefore, we would not reject the hypothesis at a significance level of 95%.
(b) We would reject the hypothesis if 1.52 is excessively large relative to the hypothesized mean of .7. The t ratio is t[9] = (1.52 -.7) / [.97/ 10 ]= 2.673. Using the same critical value as in the previous problem, we would reject this hypothesis.
(c) The statistic (n-1)s 2 /σ 2 is distributed as χ 2 with 9 degrees of freedom. This is 9(.94)/.5 = 16.920. The 95% critical values from the chi-squared table for a two tailed test are 2.70 and 19.02. Thus we would not reject the hypothesis.
(d) The log-likelihood for a sample from a normal distribution is
The sample values are μ ∧ = = x 152 . , 3. Suppose that the following sample is drawn from a normal distribution with mean μ and standard deviation σ: y = 3.1, -.1, .3, 1.4, 2.9, .3, 2.2, 1.5, 4.2, .4. Test the hypothesis that the mean of the distribution which produced these data is the same as that which produced the data in Exercise 1. Test the hypothesis assuming that the variances are the same. Test the hypothesis that the variances are the same using an F test and using a likelihood ratio test. (Do not assume that the means are the same.)
If the variances are the same, 
is the ratio of a standard normal variable to the square root of a chi-squared variable divided by its degrees of freedom which is distributed as t with n 1 + n 2 -2 degrees of freedom. Under the hypothesis that the means are 
The sample statistics are n 1 = 10, x1 = 1.52, = .9418 s 1 2 n 2 = 10, x2 = 1.62, = 2.0907
1816. This is quite small, so we would not reject the hypothesis of equal means. For random sampling from two normal distributions, under the hypothesis of equal variances, the divided by its degrees of freedom. This has the F distribution with n 1 -1 and n 2 -1 degrees of freedom. If n 1 = n 2 , the statistic reduces to F[n 1 -1,n 2 -1] = . For our purposes, it is more convenient to put the larger variance in the denominator. Thus, for our sample data, F[9,9] = 2.0907 / .9418 = 2.2199. The 95% critical value from the F table is 3.18. Thus, we would not reject the hypothesis of equal variances. The likelihood ratio test is based on the test statistic λ = -2(lnL r -lnL u ). The log-likelihood for the joint sample of 20 observations is the sum of the two separate log-likelihoods if the samples are assumed to be independent. A useful shortcut for computing the log-likelihood arises when the maximum likelihood estimates are inserted: At the maximum likelihood estimates, lnL = (-n/2)[1 + ln(2π) + ln ]. So, the loglikelihood for the sample is lnL 2 =(-5/2)[1 + ln(2π) + ln((9/10)2.0907)]= -17.35007. (Remember, we don't make the degrees of freedom correction for the variance estimator.) The log-likelihood function for the sample of 20 observations is just the sum of the two log-likelihoods if the samples are completely independent. The unrestricted log-likelihood function is, thus, -13.363+ (-17.35001 The uniform distribution has mean 2 and variance 1/12. Therefore, the statistic 12( x -1/2) = -6 is equivalent to z =
n ( x -μ) / σ. As n→∞, this converges to a standard normal variable.
Experience suggests that a sample of 12 is large enough to approximate this result. However, more recently developed random number generators usually use different procedures based on the truncation error which occurs in representing real numbers in a digital computer.
5. Using the data in Exercise 1, form confidence intervals for the mean and standard deviation.
Since the underlying distribution is normal, we may use the t distribution. Using (4-57), we obtain a 95% confidence interval for the mean of 1. 
The random variable x has a continuous distribution f(x) and cumulative distribution function F(x).
What is the probability distribution of the sample maximum? (Hint: In a random sample of n observations, x 1 , x 2 , ..., x n , if z is the maximum, then every observation in the sample is less than or equal to z. Use the cdf.)
If z is the maximum, then every sample observation is less than or equal to z. The probability of this is Prob[
8. Assume the distribution of x is f(x) = 1/θ, 0 < x < θ. In random sampling from this distribution, prove that the sample maximum is a consistent estimator of θ. Note: you can prove that the maximum is the maximum likelihood estimator of θ. But, the usual properties do not apply here. Why not? (Hint: Attempt to verify that the expected first derivative of the log-likelihood with respect to θ is zero.)
Using the result of the previous problem, the density of the maximum is
(1/θ), 0 < z < θ.
Therefore, the expected value is
Using mean squared convergence we see that . To find the expected value of this random variable, we need E[x i ] = θ. Therefore, the asymptotic variance is θ 2 /n. The asymptotic distribution is normal with mean θ and this variance. 10. Suppose in a sample of 500 observations from a normal distribution with mean μ and standard deviation σ, you are told that 35% of the observations are less than 2.1 and 55% of the observations are less than 3.6.
Estimate μ and σ.
If 35% of the observations are less than 2.1, we would infer that
Likewise, Φ[(3.6 -μ)/σ] = .55, or (3.6 -μ)/σ = .126 ⇒ 3.6 -μ = .126σ.
The joint solution is = 3.2301 and = 2.9354. It might not seem obvious, but we can also derive asymptotic standard errors for these estimates by constructing them as method of moments estimators. Observe, first, that the two estimates are based on moment estimators of the probabilities. Let x i denote one of the 500 observations drawn from the normal distribution. Then, the two proportions are obtained as follows: Let z i (2.1) = 1[x i < 2.1] and z i (3.6) = 1[x i < 3.6] be indicator functions. Then, the proportion of 35% has been obtained as
z (2.1) and .55 is z (3.6). So, the two proportions are simply the means of functions of the sample observations. Each z i is a draw from a Bernoulli distribution with success probability π(2.1) = Φ((2.1-μ)/σ) for z i (2.1) and π(3.6) = Φ((3.6-μ)/σ) for z i (3.6). Therefore, E[ z (2.1)] = π(2.1), and E[ z (3.6)] = π(3.6). The variances in each case are Var[ z (.)] = 1/n[π(.) (1-π(.))] . The covariance of the two sample means is a bit trickier, but we can deduce it from the results of random sampling. Cov[ z (2.1), z (3.6)]] = 1/n Cov[z i (2.1),z i (3.6)], and, since in random sampling sample moments will converge to their population
2 which, in turn, equals z i (2.1). It follows, then, that
. Therefore, the asymptotic covariance matrix for the two sample
If we insert our sample estimates, we obtain Now, ultimately, our estimates of μ and σ are found as functions of p(2.1) and p(3.6), using the method of moments. The moment equations are ) and covariance matrix equal to the inverse of the information matrix. This is the inverse of 2  2  2  2   2  2  2  2  2 log / log / log / log / ( ) ( ) The product is ∂ μ σ ∂μ ∂ μ σ ∂σ ∂ μ σ ∂μ ∂ μ σ ∂σ
12. The random variable x has the following distribution: The 95% critical value from the chi-squared distribution with one degree of freedom is 3.84, so the hypothesis would not be rejected. Alternatively, one might estimate the variance of with s 2 /n = 2.38/15 = 0.159. Then, the Wald statistic would be (1.6 -2) 2 /.159 = 1.01. The conclusion is the same. ~ 13. Based on random sampling of 16 observations from the exponential distribution of Exercise 9, we wish to test the hypothesis that θ =1. We will reject the hypothesis if x is greater than 1.2 or less than .8. We are interested in the power of this test. (a) Using the asymptotic distribution of x graph the asymptotic approximation to the true power function. (b) Using the result discussed in Example 4.17, describe how to obtain the true power function for this test.
The asymptotic distribution of x is normal with mean θ and variance θ 2 /n. Therefore, the power function based on the asymptotic distribution is the probability that a normally distributed variable with mean equal to θ and variance equal to θ 2 /n will be greater than 1.2 or less than .8. That is, P o w e r = Φ[(. Note that the power function does not have the symmetric shape of Figure 4 .7 because both the variance and the mean are changing as θ changes. Moreover, the power is not the lowest at the value of θ = 1, but at about θ = .9. That means (assuming that the normal distribution is appropriate) that the test is slightly biased. The size of the test is its power at the hypothesized value, or .423, and there are points at which the power is less than the size.
According to the example cited, the true distribution of x is that of θ/(2n) times a chi-squared variable with 2n degrees of freedom. Therefore, we could find the true power by finding the probability that a chi-squared variable with 2n degrees of freedom is less than .8(2n/θ) or greater than 1.2(2n/θ). .
Thus, x has a geometric distribution with parameter π = θ/(β+θ). (This is the distribution of the number of tries until the first success of independent trials each with success probability 1-π. Finally, we require the expected value of x i , which is
= β/θ. Then, the required asymptotic covariance matrix is . . This integral is a Gamma integral which equals
, which is the reciprocal of the leading scalar, so the product is 1. The log-likelihood function is 
Therefore, the maximum likelihood estimator of λ is (1 + x )/ y and the asymptotic variance, conditional on the xs is Asy.Var.
Part (e.) We can obtain f(y) by summing over x in the joint density. First, we write the joint density as . The sum is, therefore, . The sum is that of the probabilities for a Poisson distribution, so it equals 1. This produces the required result. The maximum likelihood estimator of θ and its asymptotic variance are derived from 
Since the first likelihood equation implies that at the maximum, = n / , one approach would be to scan over the range of β and compute the implied value of α. Two practical complications are the allowable range of β and the starting values to use for the search. If we had estimates in hand, the simplest way to estimate the expected values of the Hessian would be to evaluate the expressions above at the maximum likelihood estimates, then compute the negative inverse. First, since the expected value of ∂lnL/∂α is zero, it follows that E[
as well. Divide by n, and use the fact that every term in a sum has the same expectation to obtain
18. The following data were generated by the Weibull distribution of ]. Thus, we scan over different values of β to seek the value which maximizes logL as given above, where we substitute this expression for each occurrence of α.
Values of β and the log-likelihood for a range of values of β are listed and shown in the figure below. The maximum occurs at β = 1.11. The implied value of α is 1.179. The negative of the second derivatives matrix at these values and its inverse are and .
. . The lower right element in the inverse matrix is .041477. The LM statistic is, therefore, (9.40032) 2 .041477 = 2.9095. This is also well under the critical value for the chi-squared distribution, so the hypothesis is not rejected on the basis of any of the three tests.
19. We consider forming a confidence interval for the variance of a normal distribution. As shown in Example 4.29, the interval is formed by finding c lower and c upper such that Prob[c lower < χ The endpoints of the confidence interval are then (n-1)s 2 /c upper and (n-1)s 2 /c lower . How do we find the narrowest interval? Consider simply minimizing the width of the interval, c upper -c lower subject to the constraint that the probability contained in the interval is (1-α). Prove that for symmetric and asymmetric distributions alike, the narrowest interval will be such that the density is the same at the two endpoints.
The general problem is to minimize Upper -Lower subject to the constraint F(Upper) -F(Lower) = 1 -α, where F(.) is the appropriate chi-squared distribution. We can set this up as a Lagrangean problem, Table 4 .1 to estimate V.)
Using the income data in Table 4 .1, (1/n) times the covariance matrix of 1/x i and x i 2 is V = . The moment equations used to estimate P and λ are . .
. .
2 811
2 811 228050
. The matrix of derivatives with respect to P and λ is G = . The estimated asymptotic covariance matrix is λ λ λ λ
. . λ i and let Z = ΩX. Then, ∂lnL/∂β∂β′ = -Z′Z which is clearly negative definite. This implies that the log-likelihood function is globally concave and finding its maximum using NewtonNs method will be straightforward and reliable.
The iteration for NewtonNs method is defined in (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) . We may apply it directly in this problem. The computations involved in using Newton's method to maximize lnL will be as follows:
( at the next value of β. This is Belsley's criterion. (4) When convergence has been achieved, the asymptotic covariance matrix for the estimates is estimated with the inverse matrix used in the iterations.
Using the data given in the problem, the results of the above computations are Iter. α β lnL ∂lnL/∂α ∂lnL/ To evaluate this expectation, we first sampled 1,000 observations from the truncated standard normal distribution using (5-1). For the standard normal distribution, μ = 0, σ = 1, P L = Φ((0 -0)/1) = 2, and P U = Φ((+4 -0)/1) = 1. Therefore, the draws are obtained by transforming draws from U(0,1) (denoted F i ) to x i = Φ[2(1 + F i )]. Since 0 < F i < 1, the argument in brackets must be greater than 2, so x i > 0, which is to be expected. Using the same 1,000 draws each time (so as to obtain smoothness in the figure 1 1000 x, r = 0, .2, .4,.6, ..., 5.0. As an additional experiment, we generated a second sample of 1,000 by drawing observations from the standard normal distribution and discarding them and redrawing if they were not positive. The means and standard deviations of the two samples were (0.8097,0.6170) for the first and (0.8059,0.6170) for the second. Drawing the second sample takes approximately twice as long as the second. Why?
In the Example in the text, μ was constrained to equal y . In the program, μ is allowed to be a free parameter. The comparison of the two sets of results appears below.
(Constrained model, μ = y ) (Unconstrained model) Iteration log likelihood δ log-l;ikelihood δ 
