We study theoretically the phonon-induced relaxation and decoherence of spin states of two electrons in a lateral double quantum dot in a SiGe/Si/SiGe heterostructure. We consider two types of singlet-triplet spin qubits and calculate their relaxation and the decoherence times, in particular as a function of level hybridization, temperature, magnetic field, spin orbit interaction, and detuning between the quantum dots, using Bloch-Redfield theory. We show that the magnetic field gradient, which is usually applied to operate the spin qubit, may reduce the relaxation time by more than an order of magnitude. Using this insight, we identify an optimal regime where the magnetic field gradient does not affect the relaxation time significantly, and we propose regimes of longest decay times. We take into account the effects of one-phonon and two-phonon processes and suggest how our theory can be tested experimentally. The spin lifetimes we find here for Si-based quantum dots are significantly longer than the ones reported for their GaAs counterparts.
I. INTRODUCTION
Quantum dots (QDs) populated by electrons or holes are considered to be promising platforms for the physical realization of qubits for quantum computation. [1] [2] [3] Much progress both in theory and experiment was made in studying GaAsbased QDs. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] However, recently Si or Ge based QDs attracted much attention. The reason is that in isotopically purified 28 Si or isotopes of Ge with nuclear spin 0 (e.g. 76 Ge) decoherence sources characteristic to GaAs are absent, namely hyperfine interaction and spin orbit interaction (SOI) due to lattice-inversion asymmetry. Known schemes for spin qubits in Si or Ge are based on, e.g., donor electron spins, [23] [24] [25] [26] host 27 and donor [28] [29] [30] [31] [32] nuclear spins, nuclear-electron spin qubits (Si:Bi), 33 qubits based on Si/SiO 2 structures, [34] [35] [36] hole spin qubits in Ge-Si core-shell nanowires, [37] [38] [39] [40] and lateral QDs within the 2D electron gas (2DEG) in Si/SiGe heterostructures. [41] [42] [43] The sixfold degeneracy of conduction band valleys in Si can be an additional source of decoherence 44 compared to GaAs. However, four of the six valleys get split off by a large energy of the order of a hundred meV in SiGe/Si/SiGe quantum wells because of the strain. 45 Due to confinement, which may also be varied via electric fields, the twofold degeneracy of the remaining valleys is lifted, and reported valley splittings are of the order of 0.1-1 meV. [45] [46] [47] [48] For instance, electric control over the valley splitting for QDs in Si/SiO 2 was reported, and the presented energy range for the valley splitting is 0.3-0.8 meV. 48 Therefore, it is possible to suppress the effect of many valleys in Si if the energies characteristic for the qubit subspace are small enough.
Following the development in theory and experiment investigating the behavior of electron spin states in single and double quantum dots in Si, 45, [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] we study a lateral double quantum dot (DQD) built in a Si/SiGe heterostructure and occupied by two electrons. We consider the relaxation and decoherence of the two-electron spin states due to phonons. Given the recent high interest in spin qubits at the S-T − anticrossing, 18, 64 where S is a spin singlet and T − a spin triplet with magnetic quantum number m = −1, we investigate how the relaxation time T 1 and the decoherence time T 2 of such qubits depend on temperature for different kinds of hybridization of the singlet. We derive and analyze the dependence of T 1 and T 2 on the magnetic field gradient, which is usually applied in order to operate the spin qubits. 18, 41, 65, 66 We further study the effects of one-phonon and two-phonon processes and suggest the regimes where our theory can be tested experimentally. We also consider the S-T 0 spin qubit 5, 10, 11 in two regimes: large detuning and small detuning, as it was done in our previous work on DQDs in GaAs/AlGaAs. 67 Here, T 0 is the spin triplet with m = 0. We investigate the dependence of T 1 and T 2 on temperature and on different system parameters which were not considered before.
The paper is organized as follows. In Sec. II, we present the Hamiltonian of our model and a short description of the Bloch-Redfield theory. In Sec. III, we study the relaxation and decoherence in S-T − -based spin qubits. The case of S-T 0 spin qubits is discussed in Sec. IV. Additional decay channels for the studied qubits are listed in Sec. V and our conclusions follow in Sec. VI. Details of the calculation are shown in the Appendix.
II. MODEL A. Hamiltonian
We consider lateral DQDs in a Si/SiGe heterostructure grown along the crystallographic direction [001], which we also denote as z. The confinement in the plane perpendicular to z is generated by the gates. The homogeneous magnetic field B is in this plane. An applied magnetic field gradient, which is usually produced via a micromagnet, enables control over the Bloch sphere of the spin qubit even in the absence of hyperfine and spin orbit interactions. 18, 41, 65, 66 The Hamiltonian of the system reads H = 
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where j labels the electrons, H 0 comprises the kinetic and potential energy of an electron in a DQD potential, H Z is the Zeeman term due to the external magnetic field,H SOI is the spin orbit interaction after a suitable transformation that accounts for the effect of higher-energy states, [68] [69] [70] [71] [72] H b is the term that describes the effect of the applied magnetic field gradient, H el−ph is the electron-phonon interaction, H C is the Coulomb repulsion, and H ph is the Hamiltonian of the phonon bath. The details and definitions of Eq. (1) are presented in Ref. 67 (Sec. II and Appendix B), except for the applied magnetic field gradient and the electron-phonon interaction Hamiltonian which we provide below in general form for one electron.
The applied magnetic field gradient acts on electrons similarly to the stabilized nuclear polarization in GaAs DQDs that produces a different Overhauser field for each QD. The Hamiltonian is therefore of the same form as for the hyperfine interaction and reads
where b appears due to the magnetic field gradient between the QDs, σ is the vector of spin 1/2 Pauli matrices for the electron spin, and P L and P R are projectors for the left and right QD, respectively.
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Now we consider the electron-phonon interaction in Si. In contrast to GaAs, only the deformation potential electronphonon interaction is present in Si. Another important difference is that the band minimum in bulk Si is sixfold degenerate. However, because of the strain in SiGe/Si/SiGe quantum wells this sixfold degeneracy is broken and there are only two degenerate valleys of lowest energy. 45 The confinement lifts the last degeneracy. 45, 46 Therefore, following Refs. 73 and 74, the electron-phonon Hamiltonian for our system reads
Here,l is a unit vector along the direction of the lowest-energy valley, in our case [001], ε is a strain tensor defined as
where i, j denote the spatial components, r is the position in the material, and u is the displacement operator. The trace of the strain tensor is Tr ε. As we consider the valley in the [001] direction, in the end the electron-phonon Hamiltonian reads
The displacement operator can be represented in the form
where s ∈ {l, t 1 , t 2 } stands for the longitudinal and transverse acoustic modes, q is a wave vector within the first Brillouin zone, and q = |q|. We choose the normalized polarization vectors such that e ql = q/q, e −qt1 = −e qt1 , e −qt2 = e qt2 , and so ∓ l = − = ∓ t1 and ∓ t2 = +. A phonon with properties q and s is annihilated and created by the operators a qs and a † qs , respectively. For further calculations we use the density ρ = 2.33 g/cm 3 , the deformation potential constants 74 Ξ d = 5 eV and Ξ u = 8.77 eV, and the averaged sound velocities 75, 76 v l = 9 × 10 3 m/s, v t1 = v t2 = 5.4 × 10 3 m/s. Later on, when we calculate the qubit lifetimes, we can use the continuum limit and we integrate to infinite q for covenience, as terms with q outside the first Brillouin zone do not affect our results for the temperatures considered here. The sample volume V will cancel out in the analysis.
In this section we consider the Hamiltonian [Eq.
( 0) S , where the first and second indices in parentheses correspond to the occupation number of the left and right QD, respectively, S denotes spin singlet states, and T denotes spin triplet states. As each minimum of the DQD potential in the plane of the 2DEG is well approximated by a 2D harmonic oscillator potential, we use linear combinations of the harmonic oscillator eigenfunctions to describe the in-plane orbital part of the electron state in the DQD potential. 4 For the explicit expressions of wave functions and details see Appendix A of Ref. 67 . Due to the strong confinement of the electrons in the growth direction, it turns out that the wave functions chosen along z hardly affect the phonon-assisted relaxation and decoherence processes that we are interested in. In contrast to Ref. 67 , where a triangular potential based on typical GaAs/AlGaAs heterostructures was assumed, we consider a SiGe/Si/SiGe quantum well and approximate it by a hard-wall potential
where C is a constant with units of energy and z = 0, a z corresponds to the interface between SiGe (z < 0, z > a z ) and Si (0 < z < a z ). The ground state wave function in such a potential is
with a z being a positive length that is interpreted as the width of the 2DEG in z direction. We take a z = 6 nm for all numerical calculations in this work. We note that in experiments an electric field is usually applied along the growth direction of Si/SiGe heterostructures, which changes the shape of the assumed quantum well potential from rectangular toward triangular. However, as the electrons are strongly confined along z, the details of the well hardly affect the qubit lifetimes and we find that our results do not change by more than ∼10% when the potential becomes completely triangular. As a consequence, our theory is also well applicable to, e.g., lateral Si DQDs formed in Si/SiO 2 systems. The Hamiltonian in our basis reads
where t is the tunnel coupling, U is the onsite repulsion, V + and V − are the matrix elements of Coulomb interaction, E Z = gµ B B with g = 2 as the Si g-factor is the Zeeman splitting, µ B is the Bohr magneton, and B = |B|. The terms b x , b z , and b B are produced by an applied magnetic field gradient along x, z axes and B, respectively, where the three directions for x, z, and B form a right-handed basis. For simplicity, we set b z = 0 in the following, as it can be achieved experimentally using a micromagnet. The electrical bias (detuning) between the dots is denoted by , where = 0 is for the unbiased DQD.
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The electron-phonon matrix elements are
As evident from the provided equations, these matrix elements have a similar structure but differ due to the integrals for the orbital parts. We note that the matrix elements all commute with each other, even though they still contain the creation and annihilation operators for the phonons. The matrix element Ω comes from SOI and has the form
The function F (L, l c ) depends on the distance L between the centers of the QDs and the confinement length l c = h 2 /(m eff ∆E), where m eff = 1.73 × 10 −31 kg is the effective mass of an electron in Si and ∆E is the orbital level spacing in each QD. We note that l c determines the Gaussian decay of the wave functions and F (L, l c ) ≈ −L when the dots are only weakly coupled. The Rashba length l R =h/(m eff α) is related to the SOI amplitude α in the Rashba Hamiltonian, and η is the angle between B and the axis that connects the two QDs.
B. Bloch-Redfield theory
To calculate the relaxation time T 1 and decoherence time T 2 we use the Bloch-Redfield theory, 70, 78 which describes the dynamics of the qubit interacting with the bath of phonons. In the following we will consider S-T − and S-T 0 qubits. To decouple the qubit subspace from the other states, we first apply a unitary transformation toH that diagonalizes
el−ph , where (1) and (2) label the first and second electron, respectively. The transformation matrix for this first step is found numerically. Depending on the qubit under study (S-T 0 or S-T − ), we then we perform a SchriefferWolff transformation up to the third order to take into account both one-phonon and two-phonon processes. The SchriefferWolff transformation is valid when the matrix elements resulting from electron-phonon coupling are much smaller than the energy difference between the qubit subspace and other states. After the Schrieffer-Wolff transformation, the qubit subspace is well separated from other states, which allows us to study the dynamics in terms of an effective Hamiltonian of the form H q + H q−ph (τ ) + H ph , where H q is a 2×2 part that contains information about the qubit without phonons and H q−ph (τ ) is the interaction between qubit and phonons at time τ in the interaction representation.
Defining the pseudo-spin vectorσ as a vector of Pauli matrices σx, σỹ, σz in the qubit subpace, wherex,ỹ,z are the directions in the pseudo-spin space, we can represent H q and H q−ph as
where B eff is a positive energy and δB(τ ) contains electronphonon interaction matrix elements. The expressions for B eff and δB(τ ) result from all linear transformations performed before and are newly calculated whenever the input parameters or the qubit type change. Following the theory from Refs. 70 and 78, the times T 2 and T 1 are
The quantity ∆ ST is defined as ∆ ST = 2B eff , i.e., the energy splitting between qubit states without taking into account 
The energy spectrum of two-electron states in a double quantum dot as a function of detuning denoting the energy difference between the two dots. The green circle shows the S-T− anticrossing, which is shown enlarged in (b). The parameters used are the same as for Fig. 3 . At the anticrossing, the singlet state is of type
electron-phonon interaction, and
The correlator δB i (0)δB i (τ ) is evaluated for a phonon bath in thermal equilibrium at temperature T . The time T ϕ represents the pure dephasing part in the decoherence time T 2 .
III. S-T− QUBIT
Following the interest in building a qubit based on the S-T − anticrossing 18, 64 we study phonon-induced relaxation and decoherence for the electron spin states at this anticrossing. Because of tunnel coupling, magnetic field gradient, and SOI all the states in our basis are hybridized to some extent. We therefore consider two possible regimes: the state that mainly consists of |(1, 1)T − (we denote it as |(1, 1)T − ) anticrosses with the state that is mainly |(0, 2)S (|(0, 2)S ) or mainly |(1, 1)S (|(1, 1)S ). This can also be seen from the spectrum. In Fig. 1a we plotted the dependence of the energy of electron states on the detuning . The green circle highlights the region of anticrossing between |(1, 1)T − and |(0, 2)S , which is shown enlarged in Fig. 1b . In Fig. 2 we choose different parameters and show the anticrossing between |(1, 1)T − and |(1, 1)S . When plotting these spectra, the electronphonon interaction was omitted. 
✏ (meV)
The energy spectrum of two-electron states in a double quantum dot as a function of detuning . The green circle shows the S-T− anticrossing. The parameters used are the same as for Fig. 9 . At the anticrossing, the singlet state is of type |(1, 1)S .
A. The qubit based on
Here we study the case shown in Fig. 1 . We plot the dependence of T 1 and T 2 on temperature T in 
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As SOI enters in Eq. (9) together with b x , we neglect it assuming |Ω| |b x |. In lateral SiGe/Si/SiGe QDs, SOI might be due to QD confinement or other applied electric fields, imperfections of the quantum well, 79 or interface effects between two semiconductors. 80, 81 According to Ref. 79, the spin-orbit length is l R = 73 µm. Using this value, we get Ω = −0.095 µeV. The SOI due to interface effects between semiconductors is absent if the amount of atomic monolayers of Si is even. 82 However, experimental values for any of the three origins mentioned above are not known to us for presentday samples.
In Fig. 3 we see that T 2 2T 1 , that means the relaxation part dominates over dephasing in T 2 [see Eq. (17)]. Up to a temperature of T = 0.08 K, both T 1 and T 2 decay slowly and then change their behaviour to a more rapid decay. To explain this change at around T 0.08 K we plot the one-phonon process decoherence rate (Γ 1p 2 ) and two-phonon process decoherence rate (Γ 2p 2 ), see Fig. 4 . These rates contribute to T 2 as
We note that the one-phonon process can lead only to relaxation, it cannot lead to dephasing. 67 Therefore • where Γ 1p 1 is the one-phonon process relaxation rate. From  Fig. 4 we can see that Γ 1p 2 ∝ T for the whole interval of temperatures. This is so because the dominant terms in Γ 1p 2 are proportional to a Bose-Einstein distribution,
In our case ∆ ST k B T for all temperatures under consideration, therefore the second equality in Eq. (22) is justified. The two-phonon process rate Γ 2p 2 has a more complicated dependence on temperature. For 0.03 K < T < 0.07 K, we find Γ 2p 2
9 , where C 1 and C 2 are constants, then it grows more slowly, and for 0.5
Consequently, the change in the decay of T 1 and T 2 at T 0.08 K in Fig. 3 is due to the fact that for lower temperatures the relaxation happens mainly via one-phonon processes, with rate ∝ T , and for higher temperatures twophonon processes dominate with the rate depending on higher powers of T . The crossover between these two regimes occurs at around 0.08 K (see Fig. 4 ).
As the magnetic field gradient is determined by the design of the experimental setup, we also plot the dependence of T 1 and T 2 on b x , see Fig. 5 . The parameter values we used are the same as for Fig. 3 and T = 100 mK. Here again T 2 2T 1 . We can see a plateau up to b x ∼ 2 µeV and then a decay for both T 1 and T 2 . To explain this behavior we study the dependence of Γ In Fig. 3 we see that phonon-assisted relaxation and decoherence are weak compared to the ones usually reported for GaAs. Nevertheless, we found regimes where T 1 and T 2 are in the millisecond range, so that phonon-assisted relaxation and dephasing may dominate over other sources of decoherence in the sample. This provides an option to test our theory experimentally. We suggest to consider two cases: when the one-phonon process dominates and when the two-phonon pro-
The dependence of T1 on the absolute value B of the magnetic field for T = 100 mK and the parameters in the text. The blue line shows a power-law decay ∝ B −4 . The detuning was chosen near (but not exactly at) the anticrossing between |(1, 1)T − and |(0, 2)S . cess dominates.
To get the one-phonon process dominating, we use the following parameters: b x = 10 µeV, = 1.173 meV, T = 100 mK, and the other parameters are the same as for Fig. 3 . This means we have a similar spectrum as in Fig. 1 and stay in the region to the left from the denoted anticrossing to have a large splitting between the qubit states, which increases the one-phonon relaxation rate. In Fig. 7 we plotted the dependence of T 1 on the applied magnetic field B. Here T 1 is mainly determined by the one-phonon process, therefore T 1 1/Γ 1p 1 . The decay scales as T 1 ∝ B −4 . We note that we do not expect this power-law to be universal for all possible parameter values.
To test experimentally our theory of the two-phonon process, we suggest to change the magnetic field B around the value where we are exactly in the center of the anticrossing, and to use rather small b x . We need b x to be small enough, because at larger b x the one-phonon process starts to dominate as evident from Fig. 6 . Therefore, we use b x = 1 µeV, T = 500 mK, and the other parameters as for Fig. 3 . We plot the B dependence of T 2 and T 1 in Fig. 8 . Here we see a sharp peak for T 2 at B = 0.4 T, which is the center of the anticrossing between |(0, 2)S and |(1, 1)T . Interestingly, dephasing is dominating for B < 0.395 T, B > 0.405 T, and the peak itself is limited by relaxation. The relaxation time T 1 is limited by two-phonon processes only at 0.375 T < B < 0.425 T. Apart from its usefulness for checking our theory of twophonon processes the peak in T 2 (or dip in T 1 ) is a clear indication of the |(0, 2)S and |(1, 1)T − anticrossing center, the point which is most interesting for spin qubit operation. 18, 64 Taking into account that the phonon-induced decoherence still allows for relatively long qubit lifetimes, we suppose that for the present-day samples the main source of decoherence in such a qubit will be charge noise, because the anticrossing region is quite narrow. However, as was discussed in Ref. 18 , the charge noise can be substantially reduced using t E Z .
• 
+ H ph , whereP = P SR −P T . Our numerical calculation also showed that P S and P † S can be neglected, therefore we will omit them in this subsection.
First of all we have to find the center of the |(0, 2)S -|(1, 1)T − anticrossing. For that we diagonalize the phononindependent part ofH in the basis |S(0, 2) , |S(1, 1) . This transformation is 77
where
Consequently, the matrix U † 1H U 1 corresponds to the HamiltonianH written in the basis {|(1, 1)T − , |(0, 2)S , |(1, 1)S }, if we set b x = 0. The anticrossing center is the point where the energy of |(1, 1)T − is equal to the energy of |(0, 2)S (with b x = 0 andP = 0). From this condition we find the detuning at which the anticrossing occurs,
Assuming that |b x |, |t|, andP (may, e.g., be estimated via the expectation value ofP 2 ) are much smaller than ∆ = 8t 2 + (U − V + − ) 2 , we perform a Schrieffer-Wolff transformation up to the third order. The resulting Hamiltonian is then split into the part which does not contain phonons, the part with electron-phonon interaction, and H ph . To simplify the analysis we apply to this Hamiltonian a unitary transformation U 2 which exactly diagonalizes the part of the Hamiltonian without phonons,
where the angle Θ is defined in Appendix A. After all transformations our Hamiltonian is H q + H el−ph (τ ) + H ph as it was described in Sec. II B. Therefore, in order to understand the results from Sec. III A, we present here the expression for δBz(τ ) which induces dephasing and the one for δBx(τ ) which induces relaxation,
We note that δBỹ(τ ) = 0, and we introduced
for convenience. Using Eqs. (29) and (30) we get the expressions for δBx(0)δBx(τ ) and δBz(0)δBz(τ ). To simplify them we use the fact that Θ π/2 and ∆ |b x |, and get
The first term in the brackets in Eq. (35) is responsible for a one-phonon process, and the rest for two-phonon processes. We note that in the numerical calculations in this work we neglected terms of the typeP 3 (0)P (τ ) andP (0)P 3 (τ ). The relaxation mechanism that results from these terms can be interpreted as a higher-order correction to the standard onephonon process. In the presence of phonons which are neither absorbed nor emitted, one phonon matches the Zeeman energy and ensures energy conservation. Furthermore, analogous to the standard terms of a one-phonon process, such terms do not contribute to dephasing at all. 67 The coefficient ofP 2 (0)P 2 (τ ) in Eq. (35) is more than 1000 times larger than the coefficient of the same term in Eq. (36) for the parameter values we used for Fig. 3 . This suggests that two-phonon-based dephasing is negligibly small compared to two-phonon-based relaxation, and explains why in Fig. 3 we have T 2 2T 1 . Qualitatively, the presented relaxation via two-phonon processes can be understood as follows. At the anticrossing, the eigenstates of the qubit Hamiltonian are approximately [|(0, 2)S ± |(1, 1)T − ] / √ 2. Twophonon Raman processes [83] [84] [85] [86] based on the singlet states of the biased DQD 67, 87 efficiently shift the energy of |(0, 2)S , which corresponds to a transverse coupling in the qubit subspace and therefore leads to relaxation.
From Eqs. (35) and (36) it is evident that the dephasing part depends on b x strongly, whereas for relaxation b x enters only with ∆ ST in J + xx (∆ ST ). The explicit expressions for
ters in the dominating terms as q + ∆ ST /(hv l ), wherehq is the momentum of a phonon. The integrals over q (continuum limit) can simply be performed from 0 to ∞ and converge because of Bose-Einstein terms or because of the Gaussian terms that result when integrating out the spatial dependence of the electron wave functions combined with oscillations of type e iq·r . We note that these Gaussian terms have decayed when the phonon wavelength is (much) smaller than the size of a QD. 70, 88, 89 The main contribution to the rates is provided by the part of the integrals with q ∆ ST /(hv l ) within the range of parameters used for Figs. 3 and 5. Therefore, for the two-phonon relaxation process, the effect of b x is negligible, which is seen in Fig. 6 . The transition where the two-phonon process starts to dominate over the one-phonon process is now at lower temperature than for the case plotted in Fig. 4 . We note that at 0.03 K < T < 0.08 K the power-law for the two-phonon process rate is Γ 2p 2 ∝ C 5 + C 6 T 10 , where C 5 , C 6 are constants. Remarkably, from Fig. 9 it follows that phonon-induced relaxation and decoherence are extremely slow. However, as we noted before, we neglected the effect of SOI in this calculation. When b x is very small, it can be that SOI effects are noticeable. Let us assume there is Rashba SOI in our sample. Then, for the values of b x , E Z , L, and l c we use in this subsection, the Rashba SOI length must be l R 1.6 µm for 2Ω to be of the same absolute value as b x . We note that in GaAs/AlGaAs heterostructures l R of the order of 1 µm has been reported. 2 Although we are not aware of precise data for SOI in Si/SiGe-based QDs, we expect it to be weaker (l R longer) than in GaAs/AlGaAs.
We note that the |(1, 1)T − -|(1, 1)S -type qubit is also robust against charge noise, because the qubit is operated at the "sweet spot", where ∂∆ ST /∂ 0, and the anticrossing re- gion is wide. 64 
IV. S-T0 QUBIT
In this section we consider the qubit based on |(1, 1)S -|(1, 1)T 0 . There are two cases which we are interested in. The first one is the region of large detuning, where |(0, 2)S is close to the qubit subspace. The second one is the zerodetuning case, where we have to take excited orbital states into account. We already considered these cases in our previous work on DQDs in GaAs/AlGaAs heterostructures, Ref. 67 . Here we consider a DQD in a SiGe/Si/SiGe quantum well and present the dependence of T 1 and T 2 on different quantities which were not studied in our previous work.
A. Large detuning
In this subsection we consider the region near the anticrossing of |(1, 1)S and |(0, 2)S , where the state |(0, 2)S is sufficiently closer to the qubit subspace than states with excited orbital parts, so that the latter can be omitted. We use the Hamiltonian from Eq. (9) and calculate T 1 and T 2 using the theory described in Sec. II B. At the end of this subsection we present a simple analytic model and discuss our numerical results.
Dependence on the applied magnetic field gradient
We study the dependence of T 1 and T 2 on the energy b B associated with the magnetic field gradient. For due to the large energy gap. As we took b x = 0, we consider non-zero Rashba SOI. The Rashba SOI length we use is quite short, l R = 2 µm, and we take η = 0 to make the effect of SOI maximal [see Eq. (14)], resulting in Ω = −3.48 µeV. However, our numerical calculation showed that the effect of SOI in this regime of large detuning, even with a rather small l R and η = 0, is negligible. For the parameters described above the resulting ∆ ST is in the range 1.8 µeV < ∆ ST < 2.6 µeV.
From Fig. 11 we see that the behavior of T 1 and T 2 is similar at T = 100 mK and T = 500 mK. We note that in contrast to our previous work for GaAs QDs, 67 the relation T ϕ T 1 does not hold for the whole range of parameters. For b B < 0.8 µeV the pure dephasing part T ϕ dominates over T 1 , bringing T 2 to much lower values than T 1 . However, as the magnetic field gradient enhances relaxation processes strongly, T 1 decays rapidly with b B , becoming of the order of T 2 and even T 1 < T 2 for b B > 1.6 µeV. The strong dependence of relaxation on b B is easy to understand from the Hamiltonian [Eq. (9) B for b B < 1 µeV in Fig. 11 (both a  and b ).
Dependence on temperature
We also plot the temperature dependence of T 1 and T 2 (Fig. 12) . For this plot we used b B = −1 µeV and otherwise the same parameters as for Fig. 11 . The splitting between the qubit states |(1, 1)S and |(1, 1)T 0 is ∆ ST 2 µeV. From Fig. 12 we see that both T 2 and T 1 , as expected, decrease with temperature. At very low temperatures, i.e., T < 0.06 K, T 2 > T 1 , however, then T 2 decays faster than T 1 . For 0.5 K ≤ T ≤ 1 K, their power-laws are the same, ∝ T −4 .
To understand why T 2 (similarly for T 1 ) decays so slowly for T < 0.06 K and then faster, we plot the temperature dependence of Γ 1p 2 and Γ 2p 2 (see Fig. 13 ). Here we see that for T ≤ 0.05 K the one-phonon process dominates and Γ 1p 2 ∝ T , which gives a slow decay of T 1 and T 2 with temperature. The origin of this dependence of Γ 1p 2 is the same as the one explained in Sec. III A. For temperatures T ≥ 0.1 K the twophonon process dominates. Therefore, as Γ 2p 2 ∝ T 4 for 0.5 K ≤ T ≤ 1 K, we see the same power-law for 1/T 2 . With a similar analysis for T 1 , we find that for 0.5 K ≤ T ≤ 1 K also 1/T 1 ∝ T 4 due to two-phonon processes. Since we have a rather large b B , the dephasing part T ϕ is of the same order as 14. The dependence of T1 (red) and T2 (blue) on detuning for a S-T0 qubit at T = 100 mK. Details are described in the text.
Dependence on detuning
Here we show that in the anticrossing region even small changes of affect both T 1 and T 2 strongly. Therefore we present the dependence of T 1 and T 2 on , see Fig. 14 , where we used the same parameters as for Fig. 11 and took b B = −1 µeV and T = 100 mK. In the range of shown in Fig. 14 the splitting ∆ ST takes values in the range 1.3 µeV < ∆ ST < 2.7 µeV. We see that even though the change of is only 30 µeV, the relaxation time and decoherence time both change drastically. The main reason for this behavior is that in this region |(0, 2)S very quickly drops in energy with and hence comes closer to the qubit subspace.
Dependence on tunnel coupling
To find the optimal regime for qubit operation we present the dependence of T 1 and T 2 on the tunnel coupling t between the dots, see Fig. 15 . For this calculation we used b B = −1 µeV and the other parameters as for Fig. 11 . The S-T 0 splitting changed with 3 µeV < t < 8 µeV in the interval 1.4 µeV < ∆ ST < 5.9 µeV. For Fig. 15a we used T = 100 mK and for Fig. 15b T = 500 mK.
From Fig. 15a we see that both T 1 and T 2 decay with t, however, the forms of their decays are different. The decay of T 2 is close to the power-law T 2 ∝ C 7 + C 8 t −4 , where C 7 and C 8 are constants (the blue line in Fig. 15a) . In Fig. 15b we see that T 2 decays with t. However, T 1 grows with t for t > 4 µeV.
To understand this behavior of T 1 we plot the dependence of relaxation rates due to one-phonon (Γ 1p 1 ) and two-phonon processes (Γ 2p 1 ) on t again for 100 mK and 500 mK (see Fig. 16 ). The rates satisfy
In both Figs. 16a (100 mK) and 16b (500 mK) the one-phonon rate grows with t, whereas the two-phonon rate slowly decays t (µeV) The same dependence as in (a), but at a higher temperature T = 500 mK. Here we see that T1 grows with t in contrast to (a).
at t > 4 µeV. The difference in behavior of T 1 in Figs. 15 a and b arises from the fact that for the lower temperature, i.e., 100 mK, for t ≥ 6 µeV the one-phonon relaxation rate dominates, which makes T 1 decrease with t. However, at larger temperature, T = 500 mK, the two-phonon process starts to dominate (see Fig. 16b ), which makes T 1 grow with t.
Simple model for the S-T0 qubit at large detuning
To understand the dependences on different parameters presented above, we consider a simple model. Similarly to the simple model of Ref. 67, we consider the Hamiltoniañ (38) in the basis |(1, 1)T 0 , |(1, 1)S , and |(0, 2)S , because the effect of |(0, 2)S on the qubit lifetimes is dominating. Herẽ P = P SR − P T , and we note that the electron-phonon interaction matrix elements P S and P † S have a negligible effect on T 1 and T 2 and were therefore omitted. To separate the qubit subspace from |(0, 2)S , we perform a second-order Schrieffer-Wolff transformation assuming that |t| andP are small compared to U − − V + − |b B |/2. Then we apply a unitary transformation to the resulting 2×2 Hamiltonian that diagonalizes the phonon-independent part, as it was done in rate (s Sec. III A 1. Consequently, the δBx and δBz that we derive from the qubit Hamiltonian characterize T 1 and T ϕ , respectively [see Eqs. (17)- (19) ]. The parameters we use for our calculation allow us to assume V + V − and simplify the expressions for δBx and δBz as follows:
where we introduced
. (42) Using these expressions, we will now discuss the numerical data shown in Sec. IV A. As a first example, we start with the remarkable decay of T 1 by two orders of magnitude seen in Fig. 11 . In the dependence of T 1 on b B the two-phonon process is dominating, especially for smaller b B and larger temperature (for b B = 2 µeV and T = 100 mK, Γ 
2.7).
To analyze this dependence we therefore consider only twophonon process terms in δBx, i.e., the prefactor beforeP (τ )
2 . From Eq. (39), we see that the numerator of the prefactor is linear in b B . The denominator is also a function of b B , however it is of the form C 9 b 4 B + C 10 b 2 B + C 11 , where C 9 , C 10 , and C 11 are constants. Consequently, the power-law
B holds very well for b B < 1 µeV and slightly deviates for larger b B .
The dependence of T 1 on the detuning plotted in Fig. 14 is more complicated. Our numerical calculations show that in this case the two-phonon process again dominates. To understand the detuning-dependence of T 1 we therefore study the prefactor beforeP 2 (τ ) again. For the range of presented in Fig. 14 , the dependence of this prefactor on is approximately of the type (U − V + − ) −3 , and consequently
The dependence on the tunnel coupling t is very complex. As we see from Figs. 15 and 16, both one-and two-phonon processes contribute significantly to T 1 and T 2 . However, Eqs. (39) and (40) can be greatly simplified when focusing on certain regimes. For example, we see from Fig. 16 that the two-phonon process dominates in T 1 for T = 500 mK. If we consider the prefactor beforeP 2 (τ ), we find that the dependence on t is indeed negligible for t < 7 µeV, as seen for Γ 2p 1
in Fig. 16 .
B. Zero detuning
For the case of zero detuning, i.e., 0, we have to take into account the first excited orbital states. We will therefore consider our Hamiltonian in the basis
where the asterisk indicates that the electron in the QD is in the first excited state, Here, the splitting J S takes into account the hybridization of |(0, 2)S and |(2, 0)S with |(1, 1)S and is defined as
The matrix elements P e , P e cr , P e † cr result from the electronphonon interaction in the same way as was shown in Sec. II, but for the corresponding excited states. The matrix element P SS is a linear combination of electron-phonon interaction matrix elements including the effect of |(2, 0)S and |(0, 2)S . The terms Ω 1 , Ω 2 , Ω 3 arise from SOI. The derivation of all these matrix elements is described in detail in Ref. 67 , Appendix C.
We then perform an initial unitary transformation, followed by a Schrieffer-Wolff transformation, and apply BlochRedfield theory as described in Sec. II B and plot the temperature dependence of T 1 and T 2 , see Fig. 17 . Here we take B = 0.4 T, t = 24 µeV, U = 1.2 meV, V + = 50 µeV, V − = 49.5 µeV, ∆E = 200 µeV, L = 150 nm, l R = 2 µm, and b B = −1 µeV. Consequently, J S = 1.5 µeV and ∆ ST = 2.5 µeV. Comparing Fig. 17 with Fig. 12 we see that the qubit lifetimes are several orders of magnitude longer than in the case of large detuning. This makes the zero detuning regime favorable for S-T 0 qubits, which was also shown for DQDs in GaAs/AlGaAs in our previous work. 67 The calculations for Fig. 17 were done with the orbital excitation along the axis that connects the QDs. The decay rates resulting from excitation along the orthogonal direction do not change the qualitative picture, which is sufficient for our consideration. For Fig. 17 we chose η = 0. If we take η = π/2, the rates are either smaller or of the same order as for η = 0. States of type (1, 1 * ) with the excited electron in the right QD will change the results only by factors around 2, and therefore were not included for simplicity.
The valley degrees of freedom were neglected in our model because valley splittings around 1 meV were already realized experimentally, [46] [47] [48] which is a large gap compared to the orbital level spacing ∆E = 200 µeV. While valley-related effects are strongly suppressed when the valley splitting is large, we note that they can be a significant source of decoherence when the splitting is small. 44, 59, 90 Therefore, setups with a large valley splitting are usually favorable when implementing spin qubits in Si/SiGe heterostructures, which is the case that we focus on in this work.
V. COMPARISON WITH OTHER DECAY MECHANISMS
In our previous calculations for S-T 0 qubits in GaAs DQDs, 67 we found that the considered one-and two-phonon processes may very well correspond to the dominant decay channels in an experiment. In contrast, for the Si DQDs studied here, the obtained decay times for singlet-triplet qubits are relatively long, at least for many parameter regimes, and so it is well possible that the experimentally feasible qubit lifetimes will be limited by other mechanisms, some of which we briefly discuss below. Nevertheless, even if other mechanisms turn out to dominate in standard regimes, we identified and proposed ways how our theory can be confirmed experimentally, which would be a desirable contribution to understanding and assessing the role of the discussed one-and twophonon processes in these Si-based systems.
Among the most relevant noise sources for electrically controllable qubits is charge noise, [91] [92] [93] which may be due to charge traps within the heterostructure or noise from the gates. For instance, electrical noise was considered as a major obstacle for the implementation of high-quality two-qubit gates between S-T 0 qubits in GaAs.
14 Theoretical studies suggest that the effects of charge noise in GaAs and Si are similar to a great extent. 94, 95 As evident from, e.g., the pure-dephasing model discussed in Ref. 96 , the resulting decay will depend both on the spectral density of the noisy fluctuations in the level splitting of the qubit and on the details of the operation scheme, as suitable pulse sequences for dynamical decoupling may strongly prolong the dephasing time. 11, 13, 14, [97] [98] [99] Furthermore, decoherence due to charge noise can be much suppressed by operating the qubit at a sweet spot, where the level splitting of the qubit is insensitive to electric field fluctuations. This is a particularly advantageous feature of S-T 0 qubits in unbiased DQDs 22, 100 and S-T − qubits (especially those based on | (1, 1)T − -|(1, 1) S , see Sec. III B) operated at the anticrossing. 64 While we considered here the Bloch-Redfield theory and studied the phonon-assisted relaxation and decoherence that results from one-and two-phonon processes, such as the twophonon Raman process, [83] [84] [85] [86] [87] a spin-boson model was adopted in Ref. 101 in order to describe pure dephasing of S-T 0 qubits in the absence of any real or virtual phonon absorption or emission. In the calculations of Ref. 101 , interactions between the electrons and a dissipative phonon reservoir lead to an exponential decay of the qubit coherence, and the associated dephasing time depends strongly on the overlap of the electron wave functions and the decay properties of the phonon bath. In contrast to our model, where the qubit lifetimes in GaAs turned out to be limited by the piezoelectric electron-phonon coupling, 67 the lifetimes calculated in Ref. 101 for both Si and GaAs are limited by the deformation potential coupling. Depending on the experimental setup this additional decay channel might dominate, particularly for strongly overlapping quantum dots in Si, and it can be suppressed by moving the two dots farther apart. 101 As mentioned before in Sec. IV B, valley-related effects can become an important source of decoherence if the energy splitting between valleys is not sufficiently large. 44, 59, 90 Among other things, disorder or interface effects for Si/SiGe and Si/SiO 2 can play a significant role here. 44, 90, [102] [103] [104] [105] When the valley splitting is large, however, qubit decoherence due to the valley degrees of freedom is suppressed, and splittings of the order of 1 meV or even more are experimentally feasible. [45] [46] [47] [48] 106 Finally, the coherence of qubits in Si/SiGe heterostructures can be lost due to interaction with the nuclear spins, although the hyperfine-induced dephasing time of 360 ns (no echo pulses) reported for a Si DQD 51 is already one to two orders of magnitude longer than the typical values for GaAs. [6] [7] [8] 11 Ultimately, however, the hyperfine coupling will not present a limiting factor for the qubit lifetimes, since Si and Ge can be grown nuclear-spin-free.
VI. CONCLUSIONS
We considered S-T − qubits in the anticrossing region for the two cases where the singlet is mainly |(0, 2)S and where it is mainly |(1, 1)S . In the latter case, T 1 and T 2 turned out to be much longer than in the former one. We showed that the magnetic field gradient reduces T 1 and T 2 substantially, when it is above a certain value at which the one-phonon process starts to dominate over the two-phonon process. This follows from the fact that the magnetic field gradient provides the splitting in the anticrossing, and therefore the onephonon process is very sensitive to its change. In contrast, two-phonon-based relaxation does not change noticeably in the range of parameters we use, and two-phonon-based dephasing is very weak even though it does depend on the magnetic field gradient. We proposed regimes where our theory of one-and two-phonon processes may be experimentally tested. Remarkably, T 2 (T 1 ) has a peak (dip) at the center of the S-T − anticrossing in the dependence on the applied magnetic field (Fig. 8) . As the external magnetic field can easily be changed in an experiment, this peak (dip) might be an experimental indication of the center of the anticrossing, which is a regime of interest e.g. for Refs. 18 and 64.
We also studied S-T 0 qubits in the regimes which were presented in our previous work on DQDs in GaAs/AlGaAs, 67 i.e., at large detuning in the anticrossing region of the singlets and at zero detuning. The key result that small detuning is much more favorable regarding the qubit lifetimes than large detuning is valid here too. We showed that in the anticrossing region even small changes in may shorten T 1 and T 2 by two orders of magnitude. We note that the relation T ϕ T 1 , shown in our previous work for the regime of large detuning, does not hold for the usual parameters of experiments with SiGe/Si/SiGe DQDs because of a rather large applied magnetic field gradient. We showed that the magnetic field gradient can reduce T 1 by orders of magnitude. We demonstrated that the dependence of T 1 on tunnel coupling is qualitatively different for different temperatures, which is explained by the behavior of one-and two-phonon processes. Our study of the effect of various system parameters on T 1 and T 2 shows ways how to prolong the phonon-based decoherence and relaxation times by orders of magnitude. 
