Abstract. The goal of this paper is to give a non-local sufficient condition for generalized Poincaré inequalities, which extends the well-known Bakry-Emery condition. Such generalized Poincaré inequalities have been introduced by W. Beckner in the gaussian case and provide, along the Ornstein-Uhlenbeck flow, the exponential decay of some generalized entropies which interpolate between the L 2 norm and the usual entropy. Our criterion improves on results which, for instance, can be deduced from the Bakry-Emery criterion and Holley-Stroock type perturbation results. In a second step, we apply the same strategy to non-linear equations of porous media type. This provides new interpolation inequalities and decay estimates for the solutions of the evolution problem. The criterion is again a non-local condition based on the positivity of the lowest eigenvalue of a Schrödinger operator. In both cases, we relate the Fisher information with its time derivative. Since the resulting criterion is non-local, it is better adapted to potentials with, for instance, a non-quadratic growth at infinity, or to unbounded perturbations of the potential.
Gagliardo-Nirenberg interpolation were equivalent to sharp exponential decay rates of the generalized entropy of Ralston and Newman [40, 37] along the flow associated to the porous media equation in the euclidean space. A similar result was achieved in [19] by an entropy -entropy production method, and later extended in [17, 18, 20] . Also see [8] , and [4] for a review. A very nice interpretation in terms of a gradient flow was done first in the limit case of the heat equation in [33] , and then in the porous media case in [38] . Also see [1, 25, 36, 39, 28] for further results based on Wasserstein's distance and mass transportation theory. Concerning interpolation inequalities, weights and asymptotic behaviour, we also have to quote [13, 22, 12] for some recent results.
In connection with probability theory, entropy -entropy production methods have been successfully applied in a quite general framework of Riemanian manifolds: see [7, 24] . However, our approach is more related to a series of attempts which have been made to establish rates of decay for solutions of diffusion equations of second and higher order: see [27, 16, 34] . More specifically, in [16] , the question of how generalized Poincaré inequalities can be adapted to solutions of the porous media equation on the one-dimensional periodic interval was studied by direct methods, and later extended in [26] using capacity -measure tools. The main originality of our second result is probably that it relates interpolation inequalities to a linear eigenvalue problem, and therefore provides a non-local criterion, which is again an extension of the ideas of Bakry-Emery. This criterion is the same as in the linear case.
We will not discuss here the question of the regularity of the solutions and the well-posedness of the Cauchy problem. The interested reader will find in [41] an up-todate overview of results concerning the porous media equation, and further references therein. In this paper we will only focuse on the derivation of functional inequalities in connection with decay estimates for entropy and entropy production estimates of smooth positive solutions of diffusion equations. We shall assume that the solutions are smooth and behave adequately under integrations by parts. The functional inequalities then hold in the functional spaces for which all integral quantities are well defined, as can be shown by a standard density argument. Decay estimates for the solutions of the evolution problems should rather be considered as an a priori estimate which defines a special class of solutions to the Cauchy problem. Such estimates are again standard in the framework of an approximation scheme.
For p = 1, only the last term of the right hand side is left. For p > 1, the coefficient 1 − α = 2(p − 1)/p is also positive, which allows to state a nonlocal result.
A nonlocal result Let
V (x) := inf
and define
Notice that the above criterion is given with respect to the measure dγ and H 1 (Ω,dγ) is defined as the space {w ∈ W 1,1
, and consider u := w e −F/2 , a simple integration by parts provides a sufficient condition for the positivity of λ 1 (p) in terms of the positivity of the ground state level of a Schrödinger equation in the usual sense:
Notice that the above condition is only a sufficient condition for relating I p and K p through (1.6). We are indeed reducing the problem to a scalar eigenvalue problem and dropping the fact that Ds · n = 0 on ∂Ω.
where Ω is a convex domain in R d . Consider a smooth solution of (1.1) with Neumann boundary conditions on ∂Ω and an initial datum
With the above notations, if
then the solution of (1.1) is such that, for any t ≥ 0,
Proof. The first inequality is a consequence of (1.6). We may indeed write
and use a Gronwall lemma to prove the first inequality. The second inequality then follows from
and, as a consequence,
An integration on (t,∞) then gives
and one again concludes with a Gronwall lemma.
As a standard consequence, this proves a generalized Poincaré inequality. Notice that the result was already known at least in case p = 2, see, e.g., [2, Proposition 5.5.4] . How the so-called super-integral criterion for the logarithmic Sobolev inequality, see [2, Proposition 5.5.6], is related to our approach in the limit p → 1 is still an open question. The boundedness of dγ, that is e −F ∈ L 1 (Ω,dx), is used only to obtain (1.8). Whenever (1.8) can be established by other means, the method also adapts to unbounded measures.
Proof. As a straightforward consequence of the proof of Theorem 1.2, namely according to (1.9) taken at t = 0, we have
for any initial value v 0 of the Cauchy problem associated to (1.1). Let u := µv p/2 0 . The inequality now takes the form
If we observe that the left hand side, as a function of µ, can be written
terms of µ shows that
which completes the proof. One can notice that under the local (uniform) strict convexity condition
one recovers the usual results corresponding to the Bakry-Emery criterion [9] , since in such a case
. Our approach does not cover all cases. If Ω is bounded and F is constant, the infimum on H 1 (Ω,dγ) \ {0} in the definition of λ 1 (p) is zero, which is achieved by constant functions. In such a case, it is therefore crucial to take into account the condition Ds · n = 0 on ∂Ω.
If V is nonnegative,
(1.11) also holds for any p ∈ (1,2) if it holds for p = 2, even if V changes sign. Using Hölder's inequality and the fact that dγ is a probability measure, it is indeed not difficult to see that
All results which can be achieved for p = 2 can therefore be extended to p ∈ (1,2), with a constant that can be bounded by the same constant as for p = 2, up to a factor 1/(p − 1). However, requiring that λ 1 (p) > 0 gives much better estimates: first of all, it allows to pass to the limit case p = 1 in the standard case of the Bakry-Emery method, that is when λ ∞ 1 > 0, with a better constant for any p > 1. Moreover, it allows do directly deal with unbounded perturbations or limit cases, as illustrated by the two following examples.
Two examples
The problem cannot be reduced to the harmonic potential case by the HolleyStroock perturbation lemma, see [32, 6, 14] , since at the origin x = 0 and as |x| → ∞, the perturbation ε log|x| = F (x) − 1 2 |x| 2 is clearly unbounded. Assume that d ≥ 3. The measure dγ is bounded for any ε ∈ (0,d). With ν := p 2 (p−1) ≥ 1, using Hardy's inequality and the expression of the first eigenvalue for the quantum harmonic oscillator, we can write that
with a such that (1 − a 2 ) 
, the last term of the right hand side in (1.12) is positive, which proves that λ 1 (p) > 0 under condition (1.13). As a special case, this means that an upper bound for ε is of the order of 2) , Ω = R. In such a case, the problem is reduced to
It readily follows that the criterion of Theorem 1.2 covers the range 1 < β < 2, which is not the case of the usual Bakry-Emery criterion, and a semi-classical expansion shows that
for some positive constant κ β which depends only on β. Such an estimate is definitely better than the one that can be deduced from (1.11).
1.4. A refined result in the limit case Consider the case for which λ 1 (p) = 0, but assume that for some ε > 0, inf
Recall that
Expanding the square, we get
which gives the identity
Summarizing, we have
For p ∈ (1,2), i.e. α ∈ (0,1), we follow the method of [5] . Assume that dγ is a probability measure and normalize v in L 1 (Ω,dγ) by Ω v dγ = 1. Then using Ω |s| 2 dγ = 1 + (p − 1)E p , we can interpolate I p with a Cauchy-Schwarz inequality:
which is the functional inequality which replaces (1.10) and gives, a consequence,
This proves the following result.
where Ω is a convex domain in R d , and Ω dγ = 1 so that dγ is a probability mesure. Consider a smooth solution of (1.1) with Neumann boundary conditions on ∂Ω and an initial datum v 0 ∈ L 1 + (Ω) such that E p (0) is finite for some p ∈ [1,2]. With the above notations, if λ 1 (p) = 0, then
This results improves on [5] since it holds as soon as λ ∞ 1 = 0. In the next section, we shall use a similar method to interpolate I p in terms of E p and K p .
Generalized entropies and nonlinear diffusion equations

Generalized entropies
Assume now that v is a nonnegative solution of the weighted porous media equation
We refer for instance to [26] or [7] for such an equation. Again assume that dγ is a probability measure and define for any p ∈ (1,2) the entropy
where M = Ω v(x,t) dγ does not depend on t > 0. The results in [12, 13] suggest that the method could also work even if dγ is not bounded. Taking into account the homogenity and up to a change of the time scale, we may assume that M = 1 and consider
Written in terms of s, the evolution is governed by
Using (2.1) and (2.2), a computation shows that
A functional inequality
The next step of the method is to establish a functional inequality which replaces (1.10). In case m = 1, we had
Here we find a more complicated expression which involves E m,p , I m,p and K m,p , in the spirit of the computations of Section 1.4.
Using
with 2(q − 1) = β(m − 1), we can write
Assume that Ω is convex. By (1.4), we get
With the notation z := s q/2 , this can be rewritten as
On the other hand, by (2.3),
where we again used the identity 2(q − 1) = β(m − 1).
Collecting the estimates (2.4) and (2.5), we get
By definition of z := s q/2 , we get
Using integration by parts,
Hence 
and define for any θ ∈ (0,1)
Assume that for some θ ∈ (0,1),
From (2.7), we get
where a = a(θ) = θ q 2 . A tedious but elementary computation shows that the condition b 2 − 4a(θ)c < 0 amounts to
which defines in terms of (m,p) a bounded set E θ such that ∂E θ is an ellipse. The set E 1 is centered at (1,3/2), contained in the rectangle 1 − √ 2/2,1 + √ 2/2 × 0,3 and
See Figure 2 .1. As a function of the parameter θ ∈ (0,1), the family E θ is decreasing and lim θ→0+Ēθ = {(m = 1, p = 2)}. Coming back to the estimate of
The next step is based on the interpolation of Ω |Ds| 2 dγ between Ω |Ds q | 2 dγ,
By applying Young's inequality with exponents 4, 2 and 4, we get
for any A, B > 0. Let η > 0 be such that
The inequality becomes
By Hölder's inequality, if q ∈ (1,4/3), we obtain
since dγ is a probability measure. Let
The condition q ∈ (1,4/3) can be rewritten as
Collecting all these estimates, we end up with the following estimate: for any η > 0, Proof. Inequality (2.9) can be rewritten as , which gives the conclusion. 
Conclusion
Our method relies on Conditions (1.7) and (2.8). If (1.7) is true for some p = p 0 ∈ [1,2), then it is also true for any p ∈ [p 0 ,2]. Condition (1.7) for p = p 0 is equivalent to Condition (2.8) for θ = θ 0 := 2 p0 − 1, and then also holds for any θ ∈ (0,θ 0 ). The domain of validity of (2.8) is represented in Fig. 2.1 .
In a linear framework as well as in a non-linear setting corresponding to, respectively, (1.1) and (2.1), the Bakry-Emery method has been adapted to establish functional inequalities which extend the family of generalized Poincaré inequalities introduced by W. Beckner. As a consequence, we obtain rates of convergence for a whole family of functionals in each case. It is remarkable that the assumption on the potential can be reduced to the positivity of an eigenvalue, namely Conditions (1.7) or (2.8) , that is a condition on a linear problem, which turns out to be the same in both cases. Such a condition generalizes the Bakry-Emery criterion, in the sense that the condition is non-local. This improves on the standard criterion. Even in the non-linear case, we recover the full efficiency of the Bakry-Emery method and end up with an inequality relating an entropy functional to its associated Fisher information.
