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AN ASYMPTOTIC VERSION OF DUMNICKI'S ALGORITHM
FOR LINEAR SYSTEMS IN CP
2
THOMAS ECKL
Abstrat. Using Dumniki's approah to showing non-speialty of linear sys-
tems onsisting of plane urves with presribed multipliities in suiently
general points on P
2
we develop an asymptoti method to determine lower
bounds for Seshadri onstants of general points on P
2
. With this method we
prove the lower bound
4
13
for 10 general points on P
2
.
0. Introdution
A elebrated onjeture of Nagata [Nag59℄ predits that every urve in P2 = CP2
going through r > 9 very general points with multipliity at least m has degree
d ≥ √rm. Cast in the language of Seshadri onstants, Nagata laimed in eet
that
H −
√
1
r
r∑
j=1
Ej
is a nef divisor on X˜ = Blr(P
2), the blowup of P2 in the r points, where H is
the pullbak of a line in P2 and Ej are the exeptional divisors over the blown up
points.
It is well known that Nagata's onjeture is implied by another onjeture of Har-
bourne and Hirshowitz about spaes Ld(mr) of plane urves of given degree d and
multipliity at least m at r general points [Mir99, CM01℄. This onjeture tries to
detet those of the spaes Ld(mr) whih do not have the expeted dimension
max(−1, d(d+ 3)
2
− r · m(m+ 1)
2
).
In [Ek05℄ the author showed that it is not neessary to know all ases of the
Harbourne-Hirshowitz onjeture in order to prove Nagata's onjeture:
Theorem 0.1 ([Ek05℄,Thm.5.1). Let r > 9 be an integer and (di,mi) a sequene
of pairs of positive integers suh that
d2i
m2
i
·r
i→∞−→ 1
a2
≥ 1 and the spae Ldi((mi+1)r)
has expeted dimension ≥ 0. Then
H − a ·
√
1
r
r∑
j=1
Ej
is nef on X˜. In partiular, Nagata's onjeture is true for r general points in P2,
if a = 1.
Date: O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In this paper we want to use Dumniki's Redution Algorithm [DJ05, Dum06℄
to prove the non-speialty of linear systems Ld(mr), as needed in the theorem.
Dumniki's new idea was to onsider linear systems of urves not only going through
ertain points with at least ertain multipliities, but also the urve equation should
ontain only monomials from a ertain subset of all monomials of degree ≤ d.
He was able to give non-speialty riteria for suh linear systems, inluding the
following:
Proposition 0.2 (Dumniki's non-speialty riterion). Let m ∈ N and let
D ⊂ N2 suh that #D =
(
m+ 1
2
)
. Consider the linear system L = LD(m)
of those urve equations
∑
(α,β)∈D cα,βx
αyβ, cα,β ∈ C, whih pass through a given
point with multipliity at least m. Then L is non-speial if and only if the points
in D do not lie on a urve of degree m− 1 in R2.
In partiular, L is non-speial if there are m parallel lines l1, . . . , lm ontaining
1, . . . ,m points in D.
Proof. See [Dum06, Prop.12℄. The last statement follows from Bézout's Theorem.

Furthermore, Dumniki devised a reursive proedure showing the non-speialty of
linear systems LD(m1, . . . ,mr) if it terminates in the orret way:
Theorem 0.3 (Dumniki's redution algorithm). Let m1, . . . ,mp−1,mp ∈ N∗,
let D ⊂ N2, and let
F : R2 ∋ (a1, a2) 7→ r0 + r1a1 + r2a2 ∈ R, r0, r1, r2 ∈ R,
be an ane funtion. Let
D1 := {(a1, a2) ∈ D|F (a1, a2) < 0} ,
D2 := {(a1, a2) ∈ D|F (a1, a2) > 0} .
If D1 ∪ D2 = D and L1 := LD(m1, . . . ,mp−1) is non-speial of dimension ≥ 0,
L2 := LD(mp) is non-speial of dimension −1, then LD(m1, . . . ,mp) is non-speial
of dimension ≥ 0.
Proof. See [Dum06, Thm.13℄. 
Dumniki used this proedure to show the Harbourne-Hirshowitz onjeture up to
m = 42, but the power and simpliity of it an best be seen by some easy graphial
proofs of non-speialty. For example, Dumniki [Dum06, Ex.37℄ used a omputer
to nd the following proof for non-speialty of the system L = L21(7×6, 6×4, 1):
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Sine the Nagata onjeture for square-free integers r > 9 involves irrational square
roots, it seems appropriate to look for an asymptoti version of Dumniki's redu-
tion algorithm. To this purpose we introdue the following notion:
Denition 0.4. Let m1, . . . ,mr ∈ R>0. A subset P ⊂ R2≥0 ontains asymptotially
(m1, . . . ,mr)-non-speial systems (of dimension ≥ d) i for all δ > 0 and all k >> 0
there exist m
(k)
1 , . . . ,m
(k)
r ∈ N and a Dk ⊂ k · P ∩ N2≥0 suh that
(i) LDk(m(k)1 , . . . ,m(k)r ) is non-speial (of dimension ≥ d) and
(ii)
∣∣∣∣m(k)i −kmkmi
∣∣∣∣ < δ, i = 1, . . . , r.
With this notion we prove the following method of obtaining bounds on Seshadri
onstants on P2 (see Setion 3 for the proof):
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Proposition 0.5. If the set P := {x + y ≤ 1} ∩ R2≥0 ontains asymptotially
(mr)-non-speial systems of dimension ≥ 0 then
H −m
r∑
j=1
Ej
is nef on X, where X is the blow-up of P2 in r very general points, H is the pullbak
of a line in P2 to X, and the Ei are the exeptional divisors on X.
To show the existene of (mr)-non-speial sytems we develop an asymptoti version
of Dumniki's redution algorithm (see Thm. 2.1), and together with a riterion for
asymptoti (m)-non-speialty (see Thm. 2.2), we are able to give the following
bound on the Seshadri onstant of 10 very general points on P2 (see again Setion 3
for the proof):
Theorem 0.6. Let X be the blow-up of P2 in 10 very general points, let E1, . . . , E10
be the exeptional divisors on X, and let H be the pull bak of a line in P2. Then
the divisor
H − 4
13
10∑
i=1
Ei
is nef on X.
In reent years many authors tried to give lower bounds for the Seshadri onstants
of a xed number of general points on algebrai surfaes, and espeially on P2
[Xu94, STG02, Har03, HR04, HR05℄. Some of these bounds are even better than
4
13 ≈ 0.307, whih is still not really lose to 1√10 ≈ 0.3162: Tutaj-Gasi«ska [TG03℄
ahieved
2
11
√
3 ≈ 0.314, Biran [Bir99℄ 619 ≈ 0.3158, and Harbourne-Roé [HR03℄ even
177
560 ≈ 0.31607. At least, our bound is better than what an be ahieved by using
the non-speialty of all non-empty linear systems Ld(m10) up to m ≤ 42, shown by
Dumniki [Dum06℄: The expeted dimension of Ld(4110) is ≥ 0 i d ≥ 132, hene
Thm. 0.1 applied to the onstant sequene (132, 40) gives the bound 40132 ≈ 0.303.
For all other multipliities m ≤ 42 the bound gets smaller.
In any ase the true interest in this bound lies in the fat that it was shown with
an asymptoti method.
Aknowledgement. The author would like to thank Felix Shüller who explained
Dumniki's tehniques in his diploma thesis [Sh07℄.
1. Monotone Reordering
In this setion we ollet elementary, but useful fats about the monotone reordering
of funtions:
Denition 1.1. Let f : [a, b] → R be a measurable funtion on a losed interval
[a, b] ⊂ R. Then the monotone reordering f# : (0, b− a]→ R of f is dened by
t 7→ inf {s : t ≤ length of {t′ ∈ [a, b] : f(t′) ≤ s}} .
This notion will be used to state the riterion of (m)-non-speialty (see Thm. 2.2).
Remark 1.2. Let f : [a, b] → R be a step funtion. Then f# : (0, b − a] → R
reorders its steps suh that they inrease monotonely. Another example is given in
the following diagram whih shows the monotone reordering of a pieewise-linear
funtion:
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✁
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 
 
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 
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Proposition 1.3. The monotone reordering f# of a funtion f : [a, b] → R is
monotonely inreasing and lower semi-ontinuous.
Proof. If t1 < t2 then t2 ≤ length of {f(t′) ≤ s} implies t1 ≤ length of {f(t′) ≤ s},
hene
f#(t1) = inf {s : t1 ≤ length of {f(t′) ≤ s}}
≤ inf {s : t2 ≤ length of {f(t′) ≤ s}} = f#(t2).
Furthermore, set s := f#(t) and assume for given ǫ > 0 that
t˜ ≤ length of {f(t′) ≤ s− ǫ}
for all t˜ < t. This implies t ≤ length of {f(t′) ≤ s−ǫ}, a ontradition to f#(t) = s.
Hene there exists a t < t suh that f#((t, b − a)) > s − ǫ, and f# is lower semi-
ontinuous. 
Proposition 1.4. Let f1, f2 : [a, b] → R be two measurable funtions suh that
f1 ≤ f2. Then f#1 ≤ f#2 .
Proof. If f1 ≤ f2 then for xed s,
length of {f1 ≤ s} ≥ length of {f2 ≤ s}.
This implies for xed t that
{s : t ≤ length of {f1 ≤ s}} ⊃ {s : t ≤ length of {f2 ≤ s}} ,
hene f#1 (t) ≤ f#2 (t). 
Proposition 1.5. Let f : [a, b]→ R be a ontinuous funtion. Then the monotone
reordering f# : (0, b− a]→ R is also ontinuous.
Proof. We already know from Prop. 1.3 that f# is lower semi-ontinuous. Let
t ∈ (0, b − a] and set s := f#(t). For t = b − a or s = max{f(t′) : t′ ∈ [a, b]}
nothing is to prove. Sine f is ontinuous the set {t′ : s < f(t′) < s + ǫ} is open
and non-empty for all ǫ > 0 and has onsequently a positive length δǫ. Then
length of {f ≤ s+ ǫ} ≥ length of {f ≤ s}+ length of {s < f < s+ ǫ} ≥ t+ δǫ,
hene f#(t′) < s+ 2ǫ for all t′ < t+ δǫ, and f# is upper semi-ontinuous in t. 
Theorem 1.6. Let f : [a, b] → R be a ontinuous funtion on the losed interval
[a, b] ⊂ R. Then for all ǫ > 0 there exists a δ > 0 suh that for all losed intervals
[a′, b′] ⊂ [a, b] with (b−a)−(b′−a′) < δ the monotone reorderings f# : (0, b−a]→ R
and (f|[a′,b′])# : (0, b′ − a′]→ R satisfy
‖(f#)|(0,b′−a′] − (f|[a′,b′])#‖max< ǫ.
Proof. Sine f is ontinuous on the ompat interval [a, b] the funtion is uniformly
ontinuous on [a, b]. Consequently, for every ǫ > 0 there exists a δ > 0 suh that
|t− t′| < δ implies |f(t)− f(t′)| < ǫ.
Claim 1. |t− t′| < δ also implies |f#(t)− f#(t′)| < 2ǫ.
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Proof. Sine f is ontinuous f has a minimum smin on [a, b] whih also must be a
lower bound for f# on (0, b − a]. By onstrution, length of {f ≤ smin + ǫ} ≥ δ,
hene
|f#(t)− f#(t′)| ≤ ǫ < 2ǫ for all 0 < t ≤ t′ < δ.
Now let t′ ≥ δ. If f#(t′)− 2ǫ < smin, we have
|f#(t′)− f#(t)| ≤ f#(t′)− smin < 2ǫ for t < t′,
sine f# is monotonely inreasing by Prop. 1.3.
Otherwise f#(t′)− 2ǫ ≥ smin, and we show two laims:
Claim 1.1. f : [a, b]→ R ontinuous ⇒ length of {f < f#(t′)} ≤ t′.
Proof. The harateristi funtion of the sets {s− ǫ < f < s} tend pointwise to 0
for ǫ→ 0, and they are dominated by the integrable harateristi funtion of [a, b].
Hene, by Lebesgue's dominated onvergene,
length of {s− ǫ < f ≤ s} → 0, for ǫ→ 0.
If length of {f < f#(t′)} > t′, this limit would imply the existene of an ǫ > 0 suh
that
length of {f < f#(t′)− ǫ} > t′,
a ontradition to the denition of f#(t′). 
Claim 1.2. Length of {f#(t′)− 2ǫ < f < f#(t′)} ≥ δ.
Proof. f#(t′) is a value of f on [a, b]: Otherwise f#(t′) would be bigger than the
maximum smax of f on [a, b], hene
length of {f ≤ f#(t′)} = length of {f ≤ smax},
ontraditing the denition of f#(t′). Furthermore, f#(t′) − 2ǫ > smin, hene by
ontinuity, there exists a t suh that f(t) = f#(t′) − ǫ. But then the onstrution
of δ shows that
f((t− δ, t+ δ)) ⊂ (f#(t′)− 2ǫ, f#(t′)).
Sine w.l.o.g. we an assume that δ < b − a, the interval (t − δ, t + δ) ∩ [a, b] has
length ≥ δ, hene the laim. 
From these two laims we dedue
length of {f ≤ f#(t′)− 2ǫ} =
= length of {f < f#(t′)} − length of {f#(t′)− 2ǫ < f < f#(t′)}
≤ t′ − δ,
hene we have f#(t′) ≥ f#(t) > f#(t′) − 2ǫ for all t′ − δ < t ≤ t′. This proves
Claim 1. 
Now hoose a′, b′ ∈ [a, b] suh that d := (b−a)− (b′−a′) < δ. Sine f is ontinuous
it has a maximum M and a minimum m on the ompat set [a′, b′]. Dene
f(t) :=
{
m− ǫ for t ∈ [a, a′) ∪ (b′, b]
f(t) else
, f(t) :=
{
M + ǫ for t ∈ [a, a′) ∪ (b′, b]
f(t) else.
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Then f ≤ f ≤ f , hene f# ≤ f# ≤ f# by Prop. 1.4, and furthermore
f#(t) =
{
m− ǫ for t ≤ d
(f|[a′,b′])#(t− d) else , f
#
(t) =
{
(f|[a′,b′])#(t) for t ≤ b′ − a′
M + ǫ else.
Consequently, for t ≤ b′ − a′,
|(f|[a′,b′])#(t)− f#(t)| ≤ |f#(t)− f#(t)|
=
{
(f|[a′,b′])#(t)− (m− ǫ) for t ≤ d
(f|[a′,b′])#(t)− (f|[a′,b′])#(t− d) else.
<
{
3ǫ
2ǫ
using d < δ, m ≤ (f|[a′,b′])#(t) for all t ∈ (0, b′ − a′] and Claim 1 applied to
f|[a′,b′]. 
Proposition 1.7. Let f, g : [a, b] → R be two ontinuous funtion on [a, b]. Then
for all ǫ > 0,
‖f − g‖max< ǫ =⇒ ‖f# − g#‖max< 2ǫ.
Proof. ‖f − g‖max< ǫ implies f − ǫ < g < f + ǫ. Sine (f ± ǫ)# = f#± ǫ, we obtain
from Prop. 1.4
f# − ǫ ≤ g# ≤ f# + ǫ,
hene the laim. 
Proposition 1.8. Let f : [a, b] → R≥0 be a ontinuous onave funtion,
f# : (0, b − a] → R≥0 its monotone reordering and M := max{f(t) : t ∈ [a, b]}. If
M ≥ b− a then f#(t) ≥ t for all t ∈ (0, b− a].
Proof. Sine f is ontinuous, it ahieves its maximum in some point c ∈ [a, b]. From
now on suppose c ∈ (a, b). If c = a or c = b the arguments are similar but easier.
Set
g : [a, b]→ R≥0, t 7→
{
t−a
c−a · (b− a) for all a ≤ t ≤ c
b−t
b−c · (b − a) for all c ≤ t ≤ b.
Sine length of {g ≤ s} = s, we have g#(t) = t for all t ∈ (0, b− a]. On the other
hand, g ≤ f beause M ≥ b− a and f is onave. Consequently,
g# ≤ f#
by Prop. 1.4, whih proves the laim. 
2. The asymptoti version of Dumniki's algorithm
The asymptoti version of Dumniki's redution algorithm now reads as follows:
Theorem 2.1 (Asymptoti version of Dumniki's redution algorithm). Let
m1, . . . .mp−1,mp ∈ R>0 and P ⊂ R2≥0. For
F : R2≥0 ∋ (α1, α2) 7→ r0 + r1α1 + r2α2, r0, r1, r2 ∈ R,
an ane funtion, dene
P1 := P ∩ {(α1, α2) : F (α1, α2) < 0}
P2 := P ∩ {(α1, α2) : F (α1, α2) > 0}.
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If P1 ontains asymptotially (mp)-non-speial systems of dimension −1 and P2
ontains asymptotially (m1, . . . ,mp−1)-non-speial systems of dimension ≥ 0, then
P ontains asymptotially (m1, . . . ,mp)-non-speial systems of dimension ≥ 0.
Proof. By assumption, the set n · P1 ∩N2≥0 ontains an m(n)p -non-speial system of
dimension −1, and n · P2 ∩ N2≥0 ontains an (m(n)1 , . . . ,m(n)p−1)-non-speial system
of dimension ≥ 0, suh that the m(n)i satisfy the inequalities (ii) of Def. 0.4 for a
given δ, for all n≫ 0.
Consequently, Dumniki's redution algorithm applied to n · P ∩N2≥0 and
Fn : R
2
≥0 ∋ (α1, α2) 7→ nr0 + r1α1 + r2α2,
shows that n·P ∩N2≥0 ontains an (m(n)1 , . . . ,m(n)p )-non-speial system of dimension
≥ 0. Sine the m(n)i still satisfy the inequalities (ii) of Def. 0.4, for given δ, the
algorithm is justied. 
The fats shown in the last setion an be used to prove a riterion for asymptoti
(m)-non-speialty:
Theorem 2.2 (Criterion for asymptoti (m)-non-speialty). Let P be a onvex
open subset of R2≥0, suh that its losure P is ompat. Set [a, b] := px(P ) where
px : R
2
≥0 → R≥0 is the projetion of R2≥0 onto the positive x-axis. Dene
f : [a, b]→ R≤0, t 7→ f(t) := length of p−1x (t) ∩ P ,
and let f# : (0, b− a]→ R≤0 be the monotone reordering of f .
If m < b − a and f#(t) ≥ t, for all t ∈ (0,m], then P ontains asymptotially
(m)-non-speial systems of dimension −1.
The following diagram illustrates how we obtain the height funtionf from a onvex
polygon P ⊂ R2≥0:
✲
✻
✟✟
✟✟❅
❅
✁
✁❅
❅ P
t1 t2 t3 t4
✲
✲
✻
✡
✡
✡
✟✟❅
❇
❇
❇
f
t1 t2 t3 t4
For the proof of the theorem we need some further properties of the funtion f :
Proposition 2.3. Let P be a onvex open subset of R2≥0, P ompat. Dene
f : [a, b]→ R≤0 as in Thm. 2.2. Then f is onave and ontinuous on [a, b].
Proof. Let f+ resp. f− be the funtions assigning to eah t ∈ [a, b] the upper resp.
lower bound of the interval p−1x (t) ∩ P . Then f(t) = f+(t)− f−(t).
f+ is onave: Choose t1, t2 ∈ [a, b]. Then the onvexity of P implies(
λt1 + (1 − λ)t2, λf+(t1) + (1− λ)f+(t2)
) ∈ P ,
hene
λf+(t1) + (1 − λ)f+(t2) ≤ f+(λt1 + (1− λ)t2).
Similarly f− is onvex, hene f as the dierene of a onave and a onvex funtion
is onave.
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The following lemma shows that f is also ontinuous on (a, b) and that limt→a f±(t)
and limt→b f±(t) exist.
We still have to prove that limt→a f±(t) = f±(a) resp. limt→b f±(t) = f±(b):
Closedness implies (a, limt→a f+(t)) ∈ P , hene limt→a f+(t) ≤ f+(a). If
limt→a f+(t) < f+(a) then
λf+(a) + (1− λ)f+(t) > (1− λ)f+(t)
for λ suiently lose to 1, ontraditing the onavity of f+. The same types of
arguments hold for the other limits. 
Lemma 2.4. Let f : [a, b] → R be a onave funtion. Then f is ontinuous on
(a, b), and the limits limt→a f(t) and limt→b f(t) exist.
Proof. For any triple a ≤ t′ < t0 < t′′ ≤ b, we have t0 = t
′′−t0
t′′−t′ t
′ + t0−t
′
t′′−t′ t
′′
. The
onavity of f implies
f(t0) ≥ t
′′ − t0
t′′ − t′ f(t
′) +
t0 − t′
t′′ − t′ f(t
′′).
Subtrating f(t′) from both sides leads to the left hand inequality of
f(t0)− f(t′)
t0 − t′ ≥
f(t′′)− f(t′)
t′′ − t′ ≥
f(t′′)− f(t0)
t′′ − t0 ,
subtrating f(t′′) and multiplying with −1 to the right hand inequality. Renaming
t0, t
′, t′′ the left hand inequality implies that the dierene quotients f(t
′′)−f(t0)
t′′−t0 are
inreasing for t′′ >→ t0, so they are bounded from below for t′′ lose to t0. Sine
t0 ∈ (a, b) there is always a t′ < t0 in (a, b), hene the inequality hain shows that
the dierene quotients are also bounded from above. Consequently,
|f(t′′)− f(t0)| < M · |t′′ − t0|
for appropriate M > 0 and t′′ > t0 lose to t0. The same an be shown for t′ < t0
lose to t0, hene f is ontinuous in t0.
The situation is more ompliated for the boundary points a and b. If lim
t
<→b f(t)
does not exist there are 3 possibilities:
(1) There are at least 2 aumulation points, for dierent sequenes (t±n )
<→ b,
say −∞ ≤ y− < y+ ≤ +∞. Then it is possible to hoose a triple
t0 < t
−
n < t
+
m, n,m ≫ 0, whih ontradits the onavity of f (see the
end of the proof in the proposition before).
(2) lim
t
<→b f(t) = −∞: Then it is possible to hoose a triple t0 < t < b ontra-
diting the onavity of f as before.
(3) lim
t
<→b f(t) = +∞: Then it is possible to hoose t0 < t′ < t′′ < b,
suh that the point (t′′, f(t′′)) lies over the line onneting (t0, f(t0)) and
(t′, f(t′)). But then the point (t′, f(t′)) lies under the line segment onnet-
ing (t0, f(t0)) and (t
′′, f(t′′)). This ontradits the onavity of f .
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✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✘✘✘
✘✘✘
✘✘✘
✘✘✘
✘✘
t0 t
′
t
′′
b
The same type of arguments hold for lim
t
>→a f(t). 
Proof of Thm. 2.2. We start with a onstrution: Take any number n ∈ N. Set
S(mx,my) :=
[
mx
n
− 1
2n
,
mx
n
+
1
2n
]
×
[
my
n
− 1
2n
,
mx
n
+
1
2n
]
, (mx,my) ∈ N2.
The S(mx,my) are losed squares of sidelength
1
n
suh that the oordinates of their
enters are multiples of
1
n
. Then set Pn :=
⋃
S(mx,my)⊂P S(mx,my), the union of all
suh squares in P .
Sine Pn ⊂ P we have px(Pn) ⊂ [a, b]. Hene we an dene the analog of f for Pn:
fn : [a, b]→ R≥0, t 7→ length of p−1x (t) ∩ Pn.
By onstrution, fn ≤ f . Furthermore the following holds:
Claim 1. For all a < a0 < b0 < b, the funtions fn onverge uniformly against f on
[a0, b0], for n→∞.
Proof. Let f+ and f− be dened as in the proof of Prop. 2.3. This proof shows
that f+ and f− are ontinuous funtions, hene they are uniformly ontinuous on
the ompat interval [a, b]. Consequently, for every ǫ > 0 there exists a δ > 0 suh
that
|x− y| < δ ⇒ |f±(x)− f±(y)| < ǫ for all x, y ∈ [a, b].
Next, hoose a < a′ < a0 < b0 < b′ < b. Sine P is a onvex set and the projetion
px is an open and ontinuous map, px(P ) = (a, b), and p
−1
x (t) ∩ P is a non-empty
open interval, for all t ∈ (a, b). Consequently, f > 0 on (a, b), and f ahieves a
stritly positive minimum on [a′, b′].
Let ǫ > 0 be any real number suh that 4ǫ is smaller than this minimum. Let
n ∈ N be an integer suh that 1
n
< ǫ, 1
n
< δ, 1
n
< min{a0 − a′, b′ − b0, b0 − a0}. Let
k
n
∈ [a0, b0]. By assumption,
f+(k/n)− f−(k/n) > 4ǫ > ǫ+ 1
2n
+
1
n
+
1
2n
+ ǫ.
Hene the interval [f−(k/n)+ǫ+ 12n , f
+(k/n)−ǫ− 12n ] has length > 1n , onsequently
it ontains at least one number of the form
m
n
.
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Claim 1.1. [ k
n
− 12n , kn + 12n ]× [mn − 12n , mn + 12n ] ⊂ P .
Proof. Let t ∈ [ k
n
− 12n , kn + 12n ] ⊂ [a′, b′]. Then |t − kn | < δ, hene
|f±(t) − f±(k/n)| < ǫ. This implies f+(t) > f+(k/n) − ǫ ≥ m
n
+ 12n and
m
n
− 12n ≥ f−(k/n) + ǫ > f−(t). 
If
L
n
is maximal among all
m
n
∈ [f−(k/n) + ǫ + 12n , f+(k/n) − ǫ − 12n ], then
L
n
≥ f+(k/n)− ǫ − 12n − 1n , and if ln is minimal, then ln ≤ f−(k/n) + ǫ + 12n + 1n .
Consequently
f+(t)−(L
n
+
1
2n
) < f+(t)−(f+(k/n)−ǫ− 1
n
) ≤ |f+(t)−f+(k/n)|+ǫ+ 1
n
≤ 2ǫ+ 1
n
.
Similarly we dedue
l
n
− 12n − f−(t) < 2ǫ+ 1n .
Now, f(t) = f+(t)− f−(t) ≥ fn(t) > Ln − ln for t ∈ [ kn − 12n , kn + 12n ], hene
f(t)− fn(t) ≤ f+(t)− L
n
+
l
n
− f−(t) < 4ǫ+ 3
n
< 7ǫ.
Claim 1 is proven. 
Claim 2. For every ǫ > 0 and n≫ 0,
‖(f#)|(0,m] − (f#n )|(0,m]‖max< ǫ.
Proof. Given ǫ > 0, there is a δ > 0 suh that
‖(f#)|(0,b0−a0] − (f|[a0,b0])#‖max<
ǫ
3
as long as (a0 − a) + (b− b0) < δ, by means of Thm. 1.6. Furthermore, there is an
n≫ 0 suh that ‖f−fn‖max< ǫ6 , by Claim 1, hene also ‖f|[a0,b0]−fn|[a0,b0]‖max< ǫ6 .
Then Prop. 1.7 implies
‖(f|[a0,b0])# − (fn|[a0,b0])#‖max<
ǫ
3
.
Next we hoose δ small enough to ensure ‖(fn|[a0,b0])#− (f#n )|(0,b0−a0]‖max< ǫ3 ; this
is possible again by Thm. 1.6.
Finally we hoose a0, b0 suh that in addition to (a0 − a) + (b − b0) < δ, we also
have m < b0 − a0 < b− a. By expanding (f#)|(0,m] − (f#n )|(0,m] to
(f#)|(0,m]−(f|[a0,b0])#|(0,m]+(f|[a0,b0])#|(0,m]−(fn|[a0,b0])#|(0,m]+(fn|[a0,b0])#|(0,m]−(f#n )|(0,m]
we get the laim. 
For all ǫ > 0, Claim 2 implies f#n (t) > t− ǫ for all t ∈ [0,m] if n≫ 0.
Now for ǫ small enough, onsider all integers e with 0 ≤ e ≤ ⌊mn⌋ − ⌈nǫ⌉ − 1, and
set e′ := ⌊mn⌋− ⌈nǫ⌉− e− 1. Then e+1+ ⌈nǫ⌉ ≤ ⌊mn⌋, hene e+1+⌈nǫ⌉
n
≤ m, and
we an apply f#n on
e+1+⌈nǫ⌉
n
:
f#n (
e+ 1 + ⌈nǫ⌉
n
) = f#n (
⌊mn⌋ − e′
n
) >
⌊mn⌋ − e′
n
−ǫ ≥ ⌊mn⌋ − e
′ − ⌈nǫ⌉
n
=
e+ 1
n
,
for n≫ 0. Consequently for eah suh e the step funtion f#n has a step of height
at least
e+1
n
, and these steps an be hosen pairwise distint.
On the other hand, f#n is just a reordering of the steps in fn, so fn has the same
property. By onstrution the height of the step of fn over
k
n
ounts the number of
points ( k
n
, l
n
) inside P . But this means that n ·P ∩N2≥0 ontains a non-speial linear
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system LDn(⌊mn⌋ − ⌈nǫ⌉) of dimension −1, by Dumniki's non-speialty riterion.
Sine ∣∣∣∣⌊mn⌋ − ⌈nǫ⌉ − nmnm
∣∣∣∣ ≤ ∣∣∣∣⌊mn⌋ − nmnm
∣∣∣∣ + ⌈nǫ⌉nm ≤ 1mn + ǫm + 1nm → 0
for ǫ→ 0, n→∞, the theorem is proven. 
3. A lower bound for the Seshadri onstant of 10 points in CP
2
The following proposition allows to prove the nefness riterion Prop. 0.5:
Proposition 3.1. Let m1, . . . ,mr ∈ N>0, let D1 ⊂ D2 ⊂ N2 be nite subsets, and
let p1, . . . , pr ∈ P2 be points. If LD1(m1p1, . . . ,mrpr) has expeted dimension ≥ 0,
then also LD2(m1p1, . . . ,mrpr).
Proof. The subspae LD1(m1p1, . . . ,mrpr) ⊂ LD2(m1p1, . . . ,mrpr) is desribed
by the intersetion of LD2(m1p1, . . . ,mrpr) ⊂ P(
∑
i+j≤d aijx
iyj) with the linear
subspae
{aij = 0 : (i, j) ∈ D2 \D1}.
Here, d is hosen suh that D1 ⊂ D2 ⊂ {(i, j) : i+ j ≤ d}. Consequently,
dimLD1(m1p1, . . . ,mrpr) ≥ LD2(m1p1, . . . ,mrpr)−#(D2 \D1).
In partiular, LD1(m1p1, . . . ,mrpr) annot have expeted dimension if
LD2(m1p1, . . . ,mrpr) has not. 
Proof of Prop. 0.5. The assumption on P implies that there exists a sequene
δn
>→ 0, natural numbers dn,m(n)1 , . . . ,m(n)r for all n ∈ N, dn → ∞ for n → ∞,
and subsets Dn ⊂ dn · P ∩ N2≥0 suh that LDn(m(n)1 , . . . ,m(n)r ) is non-speial of
dimension ≥ 0 and∣∣∣∣∣ m
(n)
i
dn ·m − 1
∣∣∣∣∣ =
∣∣∣∣∣m
(n)
i − dnm
dnm
∣∣∣∣∣ < δn, i = 1, . . . , r.
Let mn := min{m(n)1 , . . . ,m(n)r }. Then Prop. 3.1 implies that Ldn(mrn) is non-
speial of dimension ≥ 0.
Sine
dn
mn−1 and
dn
mn
have the same limit, and for some in ∈ {1, . . . , r},
dn
mn
=
dn
m
(n)
in
=
dnm
m
(n)
in
· 1
m
→ 1
m
,
the proposition follows. 
Proof of Thm. 0.6. In the following diagram, let the points O,A,B, . . . , R, S be
given by the oordinates
O = (0, 0), A = (1, 0), C = ( 913 , 0), E = (
9
13 ,
4
13 ), G = (
5
13 , 0),
B = (0, 1), D = (0, 913 ), F = (
4
13 ,
9
13 ), H = (0,
5
13 ),
I = ( 413 , 0), K = (
7
13 ,
6
13 ), M = (
6
13 ,
3
13 ),
J = (0, 413 ), L = (
6
13 ,
7
13 ), N = (
3
13 ,
6
13 ),
P = ( 926 ,
9
26 ), Q = (
2
13 ,
2
13 ), R = (
7
13 ,
2
13 ), S = (
9
26 , 0).
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O ACGSI
B
D
H
J
E
L
K
F
N
P
M
Q
R
P1 P2
P3
P4
P5
P6
P7
P8
P9
P10
The diagram is possible sine E,K,L, F lie on the line AB, the points I,G,C on
the line OA, the points J,H,D on the line OB, the point M on the line GK,
the point N on the line HL, the point P on the line NM and Q on the line IJ .
Furthermore, S lies between I and G on OA, and R lies on the line GE.
The diagram shows the dissetion of the 2-dimensional simplex OAB into 10 poly-
gons P1, . . . , P10 by straight lines. The indies of the polygons denote the sequene
of dissetions. To prove the theorem we apply the asymptoti version of Dumniki's
redution algorithm to this sequene of dissetions. That is, we have to show that
for every m < 413 eah of the polygons Pi, i = 1, . . . , 9, ontains asymptotially
(m)-non-speial systems of dimension −1, and that P10 ontains asymptotially
(m)-non-speial systems of dimension ≥ 0.
By onstrution the polygons are onvex. Hene Thm. 2.2 together with Prop. 1.8
and Prop. 2.3 imply that it is enough to show the following, for every polygon Pi:
The projetion of Pi onto the x-axis is an interval of length ≥ 413 > m, and there
is a vertial setion of Pi of length ≥ 413 > m. By symmetry, it is also possible to
show these inequalities for the projetion onto the y-axis and a horizontal setion.
Furthermore, sine the lengths are > m, it will be always possible to add some
monomials to D
(n)
10 in P
(n)
10 . Prop. 3.1 shows that this produes m
(n)
10 -non-speial
systems of dimension ≥ 0 in P (n)10 , for n≫ 0.
For the polygons P1, . . . , P5 the inequalities are obvious. For the polygon P6 the
projetion to the x-axis is the interval GC whih has length 413 . The vertial setion
KR has also length 413 . By symmetry, P7 also satises the inequalities.
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The projetion of P8 onto the x-axis is the interval [
3
13 ,
7
13 ] (these are the x-
oordinates of N and M), and the vertial setion LM has length 413 . The proje-
tion of P9 onto the x-axis is [
2
13 ,
6
13 ], and the vertial setion PS has length
4
13 . By
symmetry, P10 also satises the neessary inequalities. 
Remark 3.2. Sine the bound
13
4 is rational there might be a pair (d,m) with
Ld(10m+1) non-speial of non-negative dimension and dm = 134 . From suh a pair
the theorem would follow by Thm. 0.1 without any limit proess. But it is diult
to nd suh a pair: Ld(10m+1) has expeted dimension −1 up to m = 92, and then
it is still not lear how to prove non-speialty. For example, the utting proposed
in the proof of the theorem above might require an even bigger m.
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