Abstract. We characterize positivity preserving, translation invariant, linear operators in
Introduction
This note should be viewed as an addendum to our paper [10] , which was devoted to (conditional) positive semidefiniteness of matrix-valued functions and positivity preserving operators on spaces of matrix-valued functions. In the present note we consider the case of vector-valued functions.
More precisely, recalling that F : R n → C is called positive semidefinite if for all N ∈ N, x p ∈ R n , 1 p N , the matrix (F (x p − x q )) 1 p,q N ∈ C N ×N is positive semidefinite, the principal result proved in this note on positivity preserving, translation invariant, linear operators in L p (R n ) m , p ∈ [1, ∞), m, n ∈ N, reads as follows: (ii) The linear operator,
(iii) There exists p ∈ (1, ∞) such that the linear operator (1.1) extends boundedly
(iv) For all p ∈ (1, ∞), the linear operator (1.1) extends boundedly to
Here L p (R n ) m + denotes the set of elements f = (f 1 , . . . , f m ) ⊤ ∈ L p (R n ) m such that f k 0 (Lebesgue) a.e., 1 k m.
To make this note somewhat self-contained, we summarize in Appendix A the necessary background material on (conditionally) positive semidefinite functions F : R n → C (hinting briefly at some matrix-valued generalizations), and on Fourier multipliers in L 1 (R n ) and L 2 (R n ).
Finally, we briefly summarize the basic notation employed in this paper: The Banach space of bounded linear operators on a complex Banach space X is denoted by B(X).
For Y a set, Y m , m ∈ N, represents the set of m × 1 matrices with entries in Y ; similarly, Y m×n , m, n ∈ N, represents the set of m × n matrices with entries in Y . Unless explicitly stated otherwise, C m is always equipped with the Euclidean scalar product ( · , · ) C m and associated norm · C m .
The symbol S(R n ) denotes the standard Schwartz space of all complex-valued rapidly decreasing functions on R n . In addition, we employ the spaces,
Unless explicitly stated otherwise, the spaces (1.5)-(1.6) are always equipped with the norm f ∞ = ess.sup x∈R n |f (x)|. For brevity, we will omit displaying the Lebesgue measure
The symbols
m with all entries nonnegative (Lebesgue) a.e. The Fourier and inverse Fourier transforms on S(R n ) are denoted by the pair of formulas,
and we use the same notation for the appropriate extensions, where
. The open ball in R n with center x 0 ∈ R n and radius r 0 > 0 is denoted by the symbol B n (x 0 , r 0 ), the norm of vectors x ∈ R n is denoted by x R n , the scalar product of x, y ∈ R n , is abbreviated by (x, y) R n . With M n the σ-algebra of all Lebesgue measurable subsets of R n and for E ∈ M n , the n-dimensional Lebesgues measure of E is abbreviated by |E|.
On Positivity Preserving Linear Operators in
In this section we characterize linear, positivity preserving, translation invariant operators in
For basic notions and conventions used we refer to the background material in Appendix A.
We start with the following result:
Lemma 2.1. Let n ∈ N, and suppose that F ℓ : R n → C, ℓ = 1, 2, are positive semidefinite. Then F 1 F 2 : R n → C is positive semidefinite.
Proof. Let N ∈ N, x p ∈ R n , 1 p N , then by hypothesis, (F ℓ (x p −x q )) 1 p,q N 0, ℓ = 1, 2, and hence by Schur's theorem (see, e.g., the Lemma in [18, p. 215 
(2.1)
The principal result on positivity preserving, translation invariant, linear opera-
, m, n ∈ N, proved in this note then reads as follows:
Theorem 2.2. Let m, n ∈ N, and G : R n → C m×m be bounded and continuous. Then the following items (i)-(iv) are equivalent:
(ii) The linear operator,
3)
Proof. We begin by proving the equivalence of items (i) and (ii). First, suppose (i) holds. By Bochner's theorem (cf. Theorem A.3), there exist finite, nonnegative Borel measures µ j,k on R n such that
and hence,
In other words,
show that item (ii) holds, it suffices to prove that
are positive semidefinite, and thus an application of Lemma 2.1 yields that
and introduce
Moreover we introduce
Then by hypothesis, 17) and hence, once more by Bochner's theorem,
that is, G j,k , 1 j, k m, are positive semidefinite, implying item (i).
Next we prove that item (ii) implies item (iv). Assuming item (ii) holds, then by the equivalence of items (i) and (ii) just proved, G j,k , 1 j, k m, are positive semidefinite and hence there exist finite, nonnegative Borel measures
operators, and hence also L p (R n )-multipliers for all p ∈ [1, ∞) according to [11, p. 143, remarks after Definition 2.5.11]. We denote by G j,k (−i∇) p,p the norm of
, and introduce 20) and thus
which is implied by item (ii).
It is clear that item (iv) implies item (iii).
Next, we prove that item (iii) implies item (i). We start by proving that for
and thus there exist a sequence of increasing positive numbers {R ℓ } ℓ∈N , with lim ℓ→∞ R ℓ = ∞, and a set E ⊂ R n of Lebesgue measure zero, |E| = 0, such that for all x ∈ R n \E,
n \E such that lim r→∞ x q,r = x q , 1 q N , and that
Hence, employing that
, as in (2.16). Then with f = φ ε,k , 1 k m, ε ∈ (0, 1), in (2.26), one concludes that for all ε ∈ (0, 1), 1 j, k m, G j,k φ ∧ ε is positive semidefinite. Hence, again applying (2.15), one obtains that G j,k = lim ε↓0 G j,k φ ∧ ε is positive semidefinite, and thus item (i) holds.
Given S ∈ C m×m , m ∈ N, its Hadamard exponential, denoted by exp H (S), is defined by exp
Corollary 2.3. Let m, n ∈ N, suppose that F : R n → C m×m is continuous, and assume there exists c ∈ R such that
(2.29)
Then the following items (i)-(vi) are equivalent:
(i) There exists p ∈ (1, ∞) such that for all t > 0, the linear operator
(ii) For all p ∈ (1, ∞), and all t > 0, the linear operator (2.30) extends boundedly
(iv) For all 1 j, k m, and all t > 0, exp(tF j,k ) : R n → C is positive semidefinite.
, and a nonnegative, finite Borel measure ν j,k on R n , satisfying ν j,k ({0}) = 0, such that
Proof. The equivalence of items (iv), (v), and (vi) follows from classical results (cf.
[18, Theorems XIII.52 and XIII.53]). The equivalence of items (i), (ii), (iii), and (iv) follows from Theorem 2.2, putting G = exp H (tF ), t > 0.
Corollary 2.4. Let m, n ∈ N, suppose that F : R n → C m×m is a continuous, diagonal, matrix-valued function, and assume there exists c ∈ R such that Re(F j,j ) c, 1 j m.
(2.35)
Then the following items (i)-(iv) are equivalent:
(i) For all 1 j m, F j,j is conditionally positive semidefinite.
(ii) For all t > 0, the linear operator
There exists p ∈ (1, ∞) such that for all t > 0, the linear operator (2.36)
, and all t > 0, the linear operator (2.36) extends boundedly
Proof. By the assumptions on F , exp(tF ) : R n → C m×m is a bounded, continuous, diagonal, matrix-valued function whose diagonal entries are exp(tF ) j,j = exp(tF j,j ), t > 0, 1 j m.
(2.40) By Theorem 2.2, with G = exp(tF ), t > 0, it suffices to prove that item (i) is equivalent to (i)(α) For all 1 j, k m, and all t > 0, exp(tF ) j,k : R n → C is positive semidefinite. Since exp(tF ) is a diagonal matrix, item (i)(α) is equivalent to (i)(β) For all 1 j m, and all t > 0, exp(tF ) j,j = exp(tF j,j ) is positive semidefinite. However, the equivalence of items (i) and (i)(β) follows from the equivalence of items (ii) and (iii) in Theorem A.2.
Corollary 2.5. Let m, n ∈ N, and assume that F : R n → C m×m is bounded and continuous. Suppose that for all 1 j, k m, F j,k : R n → C is positive semidefinite. Then for all p ∈ [1, ∞), and all t > 0, the linear operator
41) extends boundedly to (exp(tF ))(
Proof. By the hypotheses on F , exp(tF ) : R n → C m×m is bounded and continuous for all t > 0. By Theorem 2.2, with G = exp(tF ), t > 0, it suffices to prove that for all 1 j, k m and all t > 0, exp(tF ) j,k : R n → C is positive semidefinite. Combining Lemma 2.1 with an induction argument shows that F ℓ j,k : R n → C is positive semidefinite for all ℓ ∈ N and all 1 j, k m. Thus, also exp(tF ) j,k = ∞ ℓ=0 t ℓ ℓ! (F ℓ ) j,k is positive semidefinite for all t > 0 and all 1 j, k m.
We conclude with an explicit illustration:
Example 2.6. Let n ∈ N, assume that a : R n → R is continuous and bounded above, b 0 is constant, and define
Then the following items (i)-(iv) are equivalent:
(i) a is conditionally positive semidefinite.
(ii) F 0 is conditionally positive semidefinite in the sense of Mlak [16] , that is, for all N ∈ N, all x p ∈ R n , and all c p ∈ C 2 , 1 p N , satisfying 
, and all t > 0, the linear operator (2.45) extends boundedly
Proof. We start by proving the equivalence of items (i) and (ii). One notes that for 
implying item (i).
Next we employ the elementary matrix identity
Then, if b = 0, the equivalence of items (i), (iv), (v), and (vi) follows from Corollary 2.4. Next, suppose item (i) holds and that b = 0. We will show that then also item (iii) holds: Let x p ∈ R n , and let
and hence by the the equivalence of items (ii) and (iii) in Theorem A.2,
Hence, item (iii) follows from [10, Lemma 2.5 (i)] (cf. Remark A.5). Now suppose item (iii) holds and that b = 0. We will show that then also item (ii) holds: Let x p ∈ R n , and let c p ∈ C 2 , 1 p N , N ∈ N, with N p=1 c p = 0. Then (with I 2 the identity matrix in C 2×2 ), In the remainder of the proof we suppose that b = 0. We start by proving that item (i) implies item (iii). By inspection, the following matrix is nonnegative, cosh(tb) sinh(tb) sinh(tb) cosh(tb) 0, (2.57)
as its eigenvalues cosh(tb) ± sinh(tb) are nonnegative. By item (i) and the equivalence of items (ii) and (iii) in Theorem A.2 as well as Bochner's Theorems A.3), for all t > 0, there exists a finite, nonnegative Borel measure ν t on R n such that 
Appendix A. Some Background Material
We briefly recall the basic definitions of (conditionally) positive semidefinite functions F : R n → C, and state two classical results in this context; we also briefly hint at a matrix-valued extension of Bochner's theorem (for details we refer to [10] and the extensive literature cited therein). Finally, we recall some results on Fourier multipliers in L 1 (R n ) and L 2 (R n ) (see [11, Sect. 2.5 ] for a detailed exposition).
Definition A.1. Let m ∈ N, and A ∈ C m×m , and suppose that F :
In connection with Definition A.1 (iv) one can show that if F is conditionally positive semidefinite, then (cf. [10, Lemma 2.5 (iii)], [17, p. 12] )
In addition, one observes that for T to be positivity preserving it suffices to take 0 f ∈ C ∞ 0 (R n ) in Definition A.1 (v). Given F ∈ C(R n ) and F polynomially bounded, one can define
and then defines F (−i∇) as a normal operator in L 2 (R n ) via
Theorem A.2 (cf., e.g., [12] , [15] , [18, Theorems XIII.52 and XIII.53], [20] ).
Assume that F ∈ C(R n ) and there exists c ∈ R such that Re(F (x)) c. Then the following items (i)-(iv) are equivalent:
(ii) For each t > 0, e tF is a positive semidefinite function.
(iii) F is conditionally positive semidefinite.
(iv) (The Levy-Khintchine formula ). There exists, α ∈ R, β ∈ R n , 0 A ∈ C n×n , and a nonnegative finite measure ν on R n , with ν({0}) = 0, such that
Just for completeness (as it is used repeatedly in the bulk of this paper), we recall that item (ii) above implies item (iii) by differentiating Assume that F ∈ C(R n ). Then the following items (i) and (ii) are equivalent:
(ii) There exists a nonnegative finite measure µ on R n such that
In addition, if one of conditions (i) or (ii) holds, then
in particular, F is bounded on R n .
Next, we turn to the finite-dimensional special case of an infinite-dimensional extension of Bochner's theorem in connection with locally compact Abelian groups due to Berberian [3] (see also [8] , [9] , [16] , [21] ):
Remark A.5. By [10, Lemma 2.5 (i)], F : R n → C m×m is positive semidefinite if and only if for all N ∈ N, x p ∈ R n , c p ∈ C m , 1 p N , one has 
We note that bounded convolution operators from L p (R n ) to L q (R n ) clearly are commuting with translations (i.e., are translation invariant); that the converse is valid as well is proved in [11, Theorem 2.5.2].
Given a complex measure µ on R n , the total variation of µ is defined by |µ|(R n ) and the norm of µ is introduced as µ = |µ|(R n ). Given a µ-integrable f : R n → C, one defines the convolution of f and µ by f * µ : R n → C,
x → (f * µ)(x) =´R n f (x − y) dµ(y), x ∈ R n . (A.14)
In addition, one can introduce the associated convolution operator T µ ∈ B L p (R n ) , p ∈ [1, ∞), by
(A.15) Similarly, if u ∈ S ′ (R n ) is a tempered distribution, the associated convolution operator T u is defined via
In the cases p = q = 1, 2 one has the following well-known results:
Theorem A.8 (cf., e.g., [ (ii) T ∈ M 2,2 (R n ) if and only if T = T u for some u ∈ S ′ (R n ), whose Fourier transform u ∧ lies in L ∞ (R n ). In this case .18) 
