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to giving an introduction to the theory of modular and strongly modular elliptic curves over Q. We will
review the fundamental work of Ribet on Q-curves as quotients of abelian varieties of GL2 -type and
that of Guitart and Quer which characterize strongly modular elliptic curves. In the second chapter we
address the following problem: given a quadratic Q-curve E completely defined over a quadratic field
K, how can one prove that L(E, 1) = 0, when this is the case? The answer will be given by exhibiting,
under the generalized Manin conjecture, an effective integer Q, depending on E and on the choice of
an invariant differential ￿E on E, such that L(E, 1) · Q · |￿K |/ΩE is an integer. Here ￿K is the
discriminant of K and ΩE is a quantity related to the infinite part of the period of E. An important
ingredient is an algorithm to compute a newform f of level Γ1 (N ) such that L(E, s) = L(f, s)L(￿f, s), for
￿f the unique Galois conjugate of f . The third chapter is dedicated to studying strongly modular twists
of Q-curves. In the first part, we find necessary and sufficient conditions for the existence of strongly
modular twists of quadratic Q-curves over their minimal field of complete definition. We also show how
to characterize completely primitive twists, which are elliptic curves not isogenous to the base change of
a curve over a smaller field. In the second part, we prove that a Q-curve is geometrically isomorphic to
a strongly modular one if and only if it is geometrically isomorphic to a Q-curve whose minimal field of
complete definition is abelian over Q. Finally, in chapter four we study a different problem. A classical
theorem, originally due to Mertens and Cesàro (independently), states that the natural density of the
set of coprime m-tuples of integers is 1/￿(m), where ￿(s) is the Riemann zeta function. Given a number
field K with ring of integers O, we introduce a notion of density (depending on the choice of a Z-basis
for O) for subsets of O which generalizes the notion of natural density for subsets of Z. We then show
that the density of the set of coprime m-tuples of algebraic integers in O is 1/￿K (m), where ￿K (s) is
the Dedekind zeta function of K. In particular, the density of this set does not depend on the choice
of a Z-basis for O. Zusammenfassung Die Hauptobjekte dieser Dissertation sind Q-Kurven. Das erste
Kapitel gibt eine Ein- führung in die Theorie der modularen und streng modularen elliptischen Kurven
über Q. Darin gehen wir auf das fundamentale Werk Ribets über Q-Kurven als Quotienten abelscher
Varietäten des Typs GL2 ein, und auf dasjenige Guitart und Quers, welches streng modulare elliptische
Kurven charakterisiert. Im zweiten Kapitel beschäftigen wir uns mit dem folgenden Problem: Sei E
eine quadratische Q-Kurve, welche über einem quadratischen Feld K vollständig definiert ist. Wie kann
man beweisen, dass L(E, 1) = 0, falls das der Fall ist? Wir geben eine Antwort auf diese Frage, indem
wir, mit Hilfe der verallgemeinerten Manin Vermutung, eine effektive ganze Zahl Q finden, welche von
E und der Wahl eines invarianten Differentials ￿E auf E abhängt, so dass L(E, 1)·Q· |￿K |/ΩE eine
ganze Zahl ist. Hierbei ist ￿K die Diskriminante von K und ΩE eine Grösse, die mit dem unendlichen
Teil der Periode von E zusammenhängt. Ein wichtiger Bestandteil in diesem Prozess ist ein Algorithmus,
um eine Neuformen f zum Level Γ1 (N ) zu berechnen, so dass L(E, s) = L(f, s)L(￿f, s), wobei ￿f das
eindeutige Galois-Konjugierte von f ist. Das dritte Kapitel ist dem Studium streng modularer Twists von
Q-Kurven gewid- met. Im ersten Teil finden wir nötige und hinreichende Bedingungen für die Existenz
von streng modularen Twist quadratischer Q-Kurven über dem Minimalkörper vollständi- ger Definition.
Desweiteren zeigen wir, wie man primitive Twists charakterisiert, also elliptische Kurven, die nicht isogen
zum Basiswechsel einer Kurve über einem kleineren Körper sind. Im zweiten Teil beweisen wir, dass eine
Q-Kurve genau dann geometrisch isomorph zu einer modularen Kurve ist, wenn sie geometrisch isomorph
zu einer Q- Kurve ist, dessen Minimalkörper vollständiger Definition abelsch über Q ist. In Kapitel
vier untersuchen wir schliesslich ein anderes Problem. Ein klassisches Theorem, welches auf Mertens
und Cesàro (unabhängig voneinander) zurückgeht, be- sagt, dass die natürliche Dichte der Menge der
teilerfremden m-Tupel ganzer Zahlen 1/￿(m) ist, wobei 1/￿(s) die Riemannsche Zeta-Funktion ist. Für
einen Zahlenkörper K mit Einheitenring O führen wir den Begriff einer (von der Wahl einer Z-Basis
von O abhängigen) Dichte von Teilmengen von O ein, welcher den Begriff der natürlichen Dichte von
Teilmengen von Z verallgemeinert. Wir zeigen dann, dass die Dichte der Menge der teilerfremden m-
Tupel algebraischer Zahlen in O 1/￿K (m) ist, wobei ￿K (s) die Dedekindsche Zeta-Funktion von K ist.
Insbesondere hängt die Dichte dieser Menge nicht von der Wahl einer Z-Basis von O ab.
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Abstract
The main objects of study of this thesis are Q-curves. The first chapter is devoted to
giving an introduction to the theory of modular and strongly modular elliptic curves
over Q. We will review the fundamental work of Ribet on Q-curves as quotients of
abelian varieties of GL2-type and that of Guitart and Quer which characterize strongly
modular elliptic curves.
In the second chapter we address the following problem: given a quadratic Q-curve E
completely defined over a quadratic field K, how can one prove that L(E, 1) = 0, when
this is the case? The answer will be given by exhibiting, under the generalized Manin
conjecture, an effective integer Q, depending on E and on the choice of an invariant
differential ωE on E, such that L(E, 1) · Q ·
√|∆K |/ΩE is an integer. Here ∆K is the
discriminant of K and ΩE is a quantity related to the infinite part of the period of E.
An important ingredient is an algorithm to compute a newform f of level Γ1(N) such
that L(E, s) = L(f, s)L(σf, s), for σf the unique Galois conjugate of f .
The third chapter is dedicated to studying strongly modular twists of Q-curves. In
the first part, we find necessary and sufficient conditions for the existence of strongly
modular twists of quadratic Q-curves over their minimal field of complete definition.
We also show how to characterize completely primitive twists, which are elliptic curves
not isogenous to the base change of a curve over a smaller field. In the second part, we
prove that a Q-curve is geometrically isomorphic to a strongly modular one if and only
if it is geometrically isomorphic to a Q-curve whose minimal field of complete definition
is abelian over Q.
Finally, in chapter four we study a different problem. A classical theorem, originally
due to Mertens and Cesàro (independently), states that the natural density of the set of
coprime m-tuples of integers is 1/ζ(m), where ζ(s) is the Riemann zeta function. Given
a number field K with ring of integers O, we introduce a notion of density (depending
on the choice of a Z-basis for O) for subsets of O which generalizes the notion of natural
density for subsets of Z. We then show that the density of the set of coprime m-tuples
of algebraic integers in O is 1/ζK(m), where ζK(s) is the Dedekind zeta function of K.
In particular, the density of this set does not depend on the choice of a Z-basis for O.
Zusammenfassung
Die Hauptobjekte dieser Dissertation sind Q-Kurven. Das erste Kapitel gibt eine Ein-
führung in die Theorie der modularen und streng modularen elliptischen Kurven über
Q. Darin gehen wir auf das fundamentale Werk Ribets über Q-Kurven als Quotienten
abelscher Varietäten des Typs GL2 ein, und auf dasjenige Guitart und Quers, welches
streng modulare elliptische Kurven charakterisiert.
Im zweiten Kapitel beschäftigen wir uns mit dem folgenden Problem: Sei E eine
quadratische Q-Kurve, welche über einem quadratischen FeldK vollständig definiert ist.
Wie kann man beweisen, dass L(E, 1) = 0, falls das der Fall ist? Wir geben eine Antwort
auf diese Frage, indem wir, mit Hilfe der verallgemeinerten Manin Vermutung, eine
effektive ganze Zahl Q finden, welche von E und der Wahl eines invarianten Differentials
ωE auf E abhängt, so dass L(E, 1)·Q·
√|∆K |/ΩE eine ganze Zahl ist. Hierbei ist ∆K die
Diskriminante von K und ΩE eine Grösse, die mit dem unendlichen Teil der Periode von
E zusammenhängt. Ein wichtiger Bestandteil in diesem Prozess ist ein Algorithmus,
um eine Neuformen f zum Level Γ1(N) zu berechnen, so dass L(E, s) = L(f, s)L(σf, s),
wobei σf das eindeutige Galois-Konjugierte von f ist.
Das dritte Kapitel ist dem Studium streng modularer Twists von Q-Kurven gewid-
met. Im ersten Teil finden wir nötige und hinreichende Bedingungen für die Existenz von
streng modularen Twist quadratischer Q-Kurven über dem Minimalkörper vollständi-
ger Definition. Desweiteren zeigen wir, wie man primitive Twists charakterisiert, also
elliptische Kurven, die nicht isogen zum Basiswechsel einer Kurve über einem kleineren
Körper sind. Im zweiten Teil beweisen wir, dass eine Q-Kurve genau dann geometrisch
isomorph zu einer modularen Kurve ist, wenn sie geometrisch isomorph zu einer Q-
Kurve ist, dessen Minimalkörper vollständiger Definition abelsch über Q ist.
In Kapitel vier untersuchen wir schliesslich ein anderes Problem. Ein klassisches
Theorem, welches auf Mertens und Cesàro (unabhängig voneinander) zurückgeht, be-
sagt, dass die natürliche Dichte der Menge der teilerfremden m-Tupel ganzer Zahlen
1/ζ(m) ist, wobei 1/ζ(s) die Riemannsche Zeta-Funktion ist. Für einen Zahlenkörper
K mit Einheitenring O führen wir den Begriff einer (von der Wahl einer Z-Basis von
O abhängigen) Dichte von Teilmengen von O ein, welcher den Begriff der natürlichen
Dichte von Teilmengen von Z verallgemeinert. Wir zeigen dann, dass die Dichte der
Menge der teilerfremden m-Tupel algebraischer Zahlen in O 1/ζK(m) ist, wobei ζK(s)
die Dedekindsche Zeta-Funktion von K ist. Insbesondere hängt die Dichte dieser Menge
nicht von der Wahl einer Z-Basis von O ab.
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Introduction
One of the central problems in number theory is undoubtedly the study of the group of
rational points of an elliptic curve over a number field. A theorem of Mordell and Weil
(see for example [71]) states that if E is an elliptic curve over a number field K, then the
group E(K) of its rational points is a finitely generated abelian group. Thus one can
write E(K) ' T ⊕Zr, where T is the torsion subgroup and r is a non-negative integer,
called the algebraic rank of E. When K = Q, Mazur [49] classified all the (finitely
many) finite abelian groups that appear as the torsion subgroup of E(Q). Merel [50]
proved that given a positive integer d, there exists a constant c, depending only on d,
such that for every elliptic curve E over a number field of degree at most d, the torsion
subgroup of E has cardinality at most c. On the other side, the algebraic rank is a
much more mysterious invariant, even when K = Q. For example, there is a “folklore”
conjecture stating that there are elliptic curves over Q of arbitrarily high rank. However,
up to now, the curve with the largest rank was found by Elkies, and it has (at least)
28 independent points. When all elliptic curves over Q are ordered in some suitable
sense, it is conjectured that elliptic curves with algebraic rank bigger than 1 constitute
a subset of density zero. It is also expected that the average rank is 1/2, but there are
heuristics that seem to tend to contradict this (see [4]).
Even at a more basic level, there are no generic algorithms that, given an elliptic
curve, can compute its algebraic rank. By a naive point of view, the first thing one might
try to do in order to compute the rational points of E, is to write down a Weierstrass
equation with coefficients in the ring of integers OK , and then reduce it modulo (almost)
every prime ideal p ⊆ OK . This way one gets an elliptic curve Ep over a finite field,
whose number of rational pointsN(p) is easily computable. Heuristically, one hopes that
if N(p) tends to be large enough for many p’s, the original elliptic curve has a rational
point over K. This is the starting observation that led B. Birch and P. Swinnerton-
Dyer to consider the L-function L(E, s) attached to E. This is a holomorphic function
defined on the half plane {s ∈ C : <(s) > 3/2}, and it is built by putting together in
a suitable way all the N(p)’s (for the precise definition, see section 2.4). For a certain
class of elliptic curves, and conjecturally for every elliptic curve, L(E, s) has an analytic
continuation to C. The celebrated Birch and Swinnerton-Dyer conjecture (BSD for
short) asserts in its weak form that the order of vanishing of L(E, s) in s = 1, which
is a non-negative integer called the analytic rank, coincides with the algebraic rank.
Later on, a strong form of the conjecture was proposed, giving a conjectural formula
for the first non-vanishing coefficient of the Taylor series of L(E, s) in s = 1 (cf. section
9
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2.8). A proof of the BSD conjecture would be a major breakthrough in the theory of
rational points of elliptic curves (see for example [45]). Up to now, the weak form of
the conjecture is known to be true for elliptic curves over Q when the analytic rank is
at most 1 (see [34], [41] and [55] or the survey in [32]) and a partial generalization of
this to Q-curves is the content of [17]. Recent results of C. Skinner [74] prove a partial
converse to the Gross-Zagier-Kolyvagin theorem. Apart from these results, very little
is known in the higher rank case; moreover it is in general extremely difficult even to
verify the BSD conjecture for a given E, in particular for curves of high rank.
When E is an elliptic curve over Q of conductor N , the modularity theorem (see
[79], [80] and [8] or the survey in [20]) asserts that there exists a non-trivial map of
algebraic curves X0(N) → E, called a modular parametrization, where X0(N) is the
compact modular curve for the congruence subgroup Γ0(N). An equivalent formulation
is that the L-function of E coincides with the L-function L(fE , s) of a newform fE of
weight 2 and level Γ0(N). This is of crucial importance, since L-functions of newforms
are much better understood, and are known to possess an analytic continuation to the
whole complex plane. Thus, the study of L(fE , s) can yield information about the
algebraic rank of E.
More generally, we say that an elliptic curve over Q is modular if it admits a non-
trivial map X1(N)Q → E for some N ∈ N, where X1(N) is the compact modular curve
for the congruence subgroup Γ1(N). In the first chapter of this thesis, we will briefly
review the theorems, due to Shimura [69], Ribet [62] and Khare and Wintenberger [39],
which show that modular elliptic curves are precisely Q-curves, i.e. elliptic curves that
are isogenous to all of their Galois conjugates over Q. In contrast to the case of elliptic
curves over Q, in general the L-function of a modular elliptic curve over Q does not
coincide with a product of L-functions of newforms. The Q-curves without complex
multiplication (CM for short) which enjoy this property are called strongly modular.
We will review results of [35] that characterize the class of strongly modular elliptic
curves over Galois number fields.
From now on, we assume that all our Q-curves are without CM, therefore we will
avoid repeating it every time.
Suppose now that K is a quadratic number field of discriminant ∆K and that E is a
Q-curve completely defined over K (i.e. E and any isogeny to its conjugate are defined
over K). This is a sufficient condition to ensure that E is strongly modular. In chapter
2 we address the following problem: how can we decide whether L(E, 1) vanishes or
not? Computations with modular symbols can in principle answer the question, but
they are inefficient when the conductor of E is large. Alternatively, one can compute
L(E, 1) to any given precision; however, it is not a priori clear how to decide whether
L(E, 1) is exactly 0 or a very small non-zero number. The same type of problem arises
when L(E, 1) 6= 0: let P (E/K) be the period of E (cf. subsection 2.8.1). This coincides
with the product of the Tamagawa numbers of E with 2s · ΩE/
√|∆K |. Here s = 0 if
K is complex and s ∈ {0, 1, 2} if K is real (depending on the 2-torsion of E), while ΩE
is the factor which encodes the real periods of E when K is real and the covolume of
the period lattice when K is imaginary (cf. section 2.8 for the precise definition); this
can be computed efficiently (see for example [16]). Suppose that we can compute the
L-ratio L(E, 1) ·√|∆K |/ΩE to any given precision, finding a value which is very close
to a rational number t. How can we prove that the L-ratio is exactly t?
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Our starting point, in section 2.1, will be elliptic curves over Q. Let pi : X0(N)→ E
be a modular parametrization. If ωE is a Néron differential on E, then pi∗(ωE) = c · f ,
where c = c(E, pi) is a non-zero integer (defined up to sign) called the Manin constant
and f ∈ S2(Γ0(N)) is a newform. The L-function attached to f coincides with the
L-function of E and one can see that L(f, 1) = −2pii ∫ i∞0 f(t)dt using the formula for
the analytic continuation of L(f, s). Now a theorem of Manin and Drinfel’d (see [24]
and [46]) shows that pi(0)− pi(i∞) has finite order in E(Q) and this allows us to relate
L(f, 1) to the real period ΩE of E and c. In general it is a very hard problem to
compute c, but assuming Manin’s conjecture it is possible to find an explicit multiple of
c in terms of the Q-isogeny class of E. Eventually, this will permit us to find an effective
positive integer Q = Q(E,ωE) such that L(E, 1) ·Q/ΩE is a non-zero integer whenever
L(E, 1) 6= 0. This gives us a very efficient method to decide whether L(E, 1) = 0. In
fact this happens if and only if computing L(E, 1) up to a sufficient precision it results
that |L(E, 1)| < ΩE/Q. Moreover, the same result allows us to compute the rational
number L(E, 1)/ΩE whenever this is different from 0.
After reviewing in sections 1.2 and 2.2 some basic constructions associated to Q-
curves proved in [30], [35], [59] and [62], in section 2.3 we will focus our attention
on quadratic Q-curves completely defined over a quadratic number field K. Ribet’s
theorem in [62], together with the results of [39], ensures the existence of a newform f ∈
S2(Γ1(N)) such that L(E, s) = L(f, s)L(σf, s), where σf is the unique Galois conjugate
of f . Section 2.4 is dedicated to explaining how one can compute the Fourier coefficients
of f given E and an isogeny from E to its Galois conjugate νE. We implemented this
algorithm using Sage [75]; the code can be found in the appendix of the thesis.
The existence of the newform f follows from the fact that the Weil restriction of
scalars of E, which is an abelian surface over Q, is Q-isogenous to the abelian variety Af
attached to f by Shimura (see [68]). This is the key fact that will allow us to generalize
the “geometric” argument used for elliptic curves over Q to the case of quadratic Q-
curves. Section 2.5 contains the core of our argument. We will show there how to choose
an appropriate parametrization starting from the data of E, an invariant differential
ωE and an isogeny µ : E → νE, and how to apply the Manin-Drinfel’d theorem to this
setting in order to again relate L(E, 1) to the period of E and the discriminant of K.
One fundamental difference with the case of elliptic curves over Q is the fact that
there is no direct way to uniquely define a Manin constant. In fact if E is a Néron model
for E over the ring of integers OK of K, then H0(E ,Ω1E/OK ) is a locally free OK-module
of rank 1, but it is not necessarily free. However, the pullback of ωE under our modular
parametrization coincides with γ · h, for certain γ ∈ K∗ and h ∈ 〈f, σf〉C. In section
2.6 we will recall, following [30], the definition of the so-called Manin ideal, an invariant
attached to a modular parametrization X1(N) → E. Assuming a generalization of
Manin’s conjecture we will be able to use properties of the Manin ideal to find an
explicit rational number whose quotient by NK/Q(γ) is an integer; this, together with a
small computation performed in section 2.7, will finally allow us to compute an effective
positive integer Q = Q(E,ωE) such that L(E, 1) ·
√|∆K |
ΩE
·Q is an integer.
The main result, stated in section 2.8, can be summarized as follows:
Theorem. Let K be a quadratic number field with discriminant ∆K and let E be a
quadratic Q-curve defined over K. For every finite place v of K, let cv be the Tamagawa
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number of E at v. Let P (E/K) =
∏
v
cv · 2s · ΩE√|∆K | be the period of E. Suppose that
L(E, 1) 6= 0. Then:
L(E, 1) ·
√|∆K |
ΩE
∈ Q∗.
Moreover, assuming the generalized Manin conjecture, if we fix an invariant differential
ωE then there exists an effective positive integer Q = Q(E,ωE) such that L(E, 1) ·√|∆K |
ΩE
·Q is an integer.
In section 2.9 we will produce, starting from quadratic Q-curves of algebraic rank
two, relevant examples of newforms of large level which cannot feasibly be computed
using modular symbols. Finally, we will show how to use our result to prove that the
analytic rank of these curves is exactly two and how the theorem can be used to compute
the L-ratio when the analytic rank of the curve is zero.
The hypothesis that E is K-isogenous to its conjugate, and not only geometrically
isogenous, is of the deepest importance in chapter 2, since if it fails E is not strongly
modular and therefore its L-function cannot be studied with the same methods. Even
if the condition of being a Q-curve is invariant under Q-isogeny, the condition of being
strongly modular is not; results of [30] and [31] imply in fact that every Q-curve is
geometrically isogenous to a strongly modular one. The question we answer in chapter
3 is then the following: which Q-curves are Q-isomorphic to a strongly modular one?
We show that on the contrary to what happens with geometric isogenies, this is quite a
restrictive condition. For example, the j-invariant of a Q-curve isomorphic to a strongly
modular one has to generate an abelian extension of Q.
As often happens with research, to answer the question above we started from
investigating a simple case: the one of quadratic Q-curves, i.e. Q-curves over a quadratic
field. In this setting, we can characterize explicitly those curves which admit strongly
modular twists in terms of the arithmetic of a certain field over which the curves are
completely defined. In the last section of the chapter we prove that this is just a
particular instance of a more general result.
The characterization of strongly modular Q-curves over Galois number fields given in
[35], which we recall in section 3.2, is formulated using properties of a certain cohomology
class [ξK(E)] ∈ H2(K/Q,Q∗) that can be attached to the K-isogeny class of E. In
section 3.1, we briefly review some results from the cohomology of profinite groups that
we need later.
Let now E be a Q-curve over a Galois number field K. Section 3.3 is dedicated to
introduce a fundamental invariant of the K-isogeny class of E, called the minimal field
of complete definition, which is basically the smallest Galois number field L such that
EL is L-isogenous to all its Galois conjugates. This field plays an important role in the
statement of our main theorem of chapter 3.
In studying L-functions of Q-curves, it is useful to distinguish when a Q-curve
“comes” up to isogeny from a subfield. We prove in section 3.4 a criterion which allows to
decide whether a Q-curve completely defined over an abelian number field L is isogenous
to the base-change of a Q-curve completely defined over a Galois subfield K. If this is
the case, we say that the curve is inflated from K, otherwise we say that it is primitive.
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The terminology “inflated” is due to the fact that a curve is inflated if and only if its
associated cohomology class in H2(L/Q,Q∗) is the image under the inflation map of a
cohomology class in H2(K/Q,Q∗).
Section 3.5 is completely dedicated to the study of quadratic Q-curves. Let E be a
Q-curve over a quadratic field K which is not K-isogenous to its conjugate. First of all,
we show that the minimal field of complete definition L of a quadratic Q-curve is a V4-
extension of Q. The base-changed curve EL is never strongly modular, but it may have
strongly modular quadratic twists. Using a result of [40], we characterize completely
those quadratic Q-curves such that EL has strongly modular quadratic twists. This
depends uniquely on the arithmetic of L; more precisely, if L = Q(
√
d,
√
e) then the
existence of such twists depend on certain quaternion algebras over Q attached to d
and e. Moreover, we are able to determine when there exist primitive strongly modular
twists and when there exist inflated ones. As a corollary, we deduce necessary and
sufficient conditions for E to have strongly modular twists over K. The existence of
primitive and inflated strongly modular twists of EL are independent: we show this by
producing several examples. Finally, If E(λ)L is a primitive strongly modular twist of EL,
we describe some of the properties of the Weil restriction of E(λ)L from L to Q, which is
simple and modular.
Let us remark that studying strongly modular twists of quadratic Q-curves might
have an interesting application within the problem of computing the rank in families of
twists. In fact, a strongly modular quadratic Q-curve necessarily has even rank; it is
therefore a natural question to try to understand what the average rank in a family of
strongly modular curves is.
Finally, section 3.6 is entirely dedicated to the proof of the following theorem.
Theorem. Let E be a Q-curve over K = Q(j(E)). Then E is Q-isomorphic to a
strongly modular curve if and only if K/Q is Galois and the minimal field of definition
of E is abelian over Q.
This proves that, in particular, every quadratic Q-curve is isomorphic to a strongly
modular one. However, the proof of the theorem is not constructive. In order to prove it,
we pass through two main auxiliary results. The first one states that a Q-curve E over
a non-Galois number field K cannot be strongly modular. This is proved by showing
that the dimension of the endomorphism algebra of the Weil restriction of E from K
to Q is too small. The second auxiliary result, of a more technical nature, states that
the 2-torsion in the Brauer group of Q is generated by certain symmetric cohomology
classes living in H2(GabQ , {±1}). This is useful because it allows to “symmetrize” the
cohomology class attached to our Q-curves, making them strongly modular up to twists.
The last chapter is dedicated to a completely different topic. It constitutes a paper,
written jointly with Dr. G. Micheli, which is to appear in the Bulletin of the Australian
Mathematical Society, and it appears in this thesis in the form in which it will be
published.
A very well-known result, which dates back originally to Mertens and Cesàro (inde-
pendently), asserts that the natural density of the set of coprime m-tuples of integers is
1/ζ(m), where ζ(s) is the Riemann zeta function. Recall that the natural density of a
subset T of Zm is defined as the limit, if it exists, of the sequence aN :=
|T ∩ [−N,N [m|
(2N)m
,
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and it can be interpreted as the limit of the probability that a uniformly randomly cho-
sen point in the hypercube of side N is in T , as N tends to ∞.
The goal of our paper is to generalize the above result to the ring of integers O of
a number field K. The first problem one encounters is how to generalize the concept
of density to subsets of Om. We chose to use a definition which depends on the choice
of a Z-basis of O: if ψ : Om → Zm[K : Q] is an isomorphism, we define the density of a
subset of Om as the natural density, if it exists, of its image via ψ.
Now, we say that an element (α1, . . . , αm) ∈ Om is a coprime m-tuple if the αi’s
generate the trivial ideal. Let S ⊆ Om be the set of all coprime m-tuples. In section
4.3 we prove the following theorem.
Theorem. The density of S exists and equals 1/ζK(m), where ζK is the Dedekind zeta
function of K. In particular, it does not depend on the choice of a Z-basis for O.
The strategy of the proof is quite simple: for every t ∈ N we let St ⊆ Om be the set
of all m-tuples (α1, . . . , αm) such that the ideal generated by the αi’s is coprime with
the ideals generated by the first t prime numbers. It is not too difficult to compute the
density of St. It is clear that S =
⋂
t∈N
St. The technical difficulty is to prove that the
density of S exists and coincides with the limit in t of the densities of the St’s. The
key tool is a lemma (cf. [47, Lemma 2]) which allows to compute lattice points inside
hypercubes of Rd.
Notation and conventions
For every N ∈ N = {1, 2, . . .} we set as usual:
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z) : c ≡ 0 mod N
}
,
Γ1(N) =
{(
a b
c d
)
∈ SL2(Z) : c ≡ 0 mod N, a ≡ d ≡ 1 mod N
}
,
Γ(N) =
{(
a b
c d
)
∈ SL2(Z) : b ≡ c ≡ 0 mod N, a ≡ d ≡ 1 mod N
}
.
If G ≤ SL2(Z) is a congruence subgroup, the space of modular forms of level G and
weight k ∈ Z is denoted by Mk(G). The subspace of cuspforms will be denoted by
Sk(G).
For a Dirichlet character ε modulo N , the space of modular forms (resp. cusp-
forms) of level Γ1(N), weight k and character ε is denoted by Mk(Γ1(N), ε) (resp.
Sk(Γ1(N), ε)).
The word “newform” means “normalized newform”, so if
+∞∑
n=1
anq
n is the Fourier
expansion of a newform then a1 = 1.
The upper half plane is the set
H := {z ∈ C : =(z) > 0}.
The compactified upper half plane is the set
H := H ∪ P1(Q).
This will be given the topology described for example in [20], which makes H a compact
topological space. If G is a congruence subgroup and x, y ∈ Q are not both zero, the
cusp of G corresponding to the equivalence class of (x : y) ∈ P1(Q) ⊆ H under the left
action of G on P1(Q) will be denoted by
(
x
y
)
.
The modular curve for G is denoted by X(G). If G = Γ0(N) (resp. Γ1(N)), the
modular curve for G is denoted by X0(N) (resp. X1(N)).
The Jacobian of X(G) will be denoted by J(G). If G = Γ0(N) (resp. Γ1(N)), then
the Jacobian of X(G) will be denoted by J0(N) (resp. J1(N)).
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For algebraic varieties A,B defined over a fieldK, when we talk about maps ϕ : A→
B we always mean, unless specified otherwise, that ϕ is also defined over K. If in
addition A and B are abelian varieties, Hom(A,B) is the set of isogenies A → B
defined over K. Therefore when we say that two abelian varieties over K are isogenous
we always mean, unless otherwise specified, that they are isogenous over K, and we
denote it by A ∼ B. If F is an extension of K, the set of isogenies defined over F is
denoted by HomF (A,B). The dual of an isogeny ϕ is denoted by ϕ̂. The base-change
of A to F is denoted by AF . The Q-vector space HomF (A,B) ⊗Z Q is denoted by
Hom0F (A,B). The Q-algebra of the endomorphisms of A is denoted by End
0
F (A).
For a number field K, the absolute Galois group of K is denoted by GK . The
maximal abelian extension of Q is denoted by Qab and the Galois group of Qab over Q
is denoted by GabQ . All our number fields are contained in a fixed algebraic closure Q of
Q.
If G is a profinite group acting continuously on a topological abelian group A, we de-
note by Zi(G,A) and Bi(G,A) the groups of continuous i-cocycles and i-coboundaries,
respectively. The i-th cohomology group is denoted by H i(G,A). The class of a cocycle
c ∈ Zi(G,A) in H i(G,A) is denoted by [c]. When G is the Galois group of an exten-
sion of fields L/K, we abbreviate H i(Gal(L/K), A) into H i(L/K,A), and the same for
cocycles and coboundaries.
Group actions will be denoted in the upper left corner, so if σ ∈ G and a ∈ A the
result of the action of σ on a is σa. If G is a group and A is a G-module, the submodule
of G-invariants is denoted by AG.
Cyclic groups of order n are denoted by Cn.
Chapter1
Modular elliptic curves
In this first chapter, we will recollect some of the main results in the theory of (classical)
modularity of elliptic curves over Q. This is quite a broad topic, embracing different
areas of algebraic geometry and number theory. It is not our intention to review all the
proof of these results, which often happen to be of a very deep nature. Our goal is to
focus on those results which will be used more consistently throughout the rest of this
thesis.
After briefly recalling modularity results for elliptic curves over Q and elliptic curves
over Q with CM, we will summarize the proof of Ribet theorem in [62], which describes
the class of modular elliptic curves over Q without CM.
In section 1.3, we will recall some of the results of [31] about strongly modular
elliptic curves, which are the central objects in chapters 2 and 3.
Let E be an elliptic curve over Q.
Definition 1.0.1. We say that E ismodular if there exists N ∈ N and a non-trivial map
of algebraic curves pi : X1(N)Q → E. Such map is called a modular parametrization.
Recall that the space of holomorphic differentials H0(X1(N)C,Ω1C) can be identified
with the space of weight 2 cuspforms for Γ1(N). Thus the pullback via pi of a (non-zero)
invariant differential ω on E is identified with a weight 2 cuspform, which in some case
turns out to be a newform.
Conversely, given a weight 2 newform f =
+∞∑
n=1
anq
n for a congruence subgroup G, it
is possible to construct an abelian variety associated to f . When f has rational Fourier
coefficients, this abelian variety is an elliptic curve. In fact, the following fundamental
theorem holds.
Theorem 1.0.2 (Shimura, [68]). Let F := Q(an : n ∈ N) be the number field generated
by the Fourier coefficients of f . Then there exists an abelian variety Af over Q such
that:
i) Af is a subvariety of J(G);
ii) Af is simple over Q;
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iii) dimAf = [F : Q];
iv) F ' End0Q(Af ) via the map an 7→ Tn, where Tn is the n-th Hecke operator acting
on J(G), restricted to Af .
Let N ∈ N. For every divisor M of N , choose a set SM of representatives of the
Galois conjugacy classes of newforms in S2(Γ1(M)). Let S =
⋃
M |N
SM . The Jacobian of
X1(N) decomposes up to isogeny as
(1.1) J1(N) ∼Q
⊕
f∈S
A
mf
f
where mf is the number of divisors of N/Mf if f is a newform of level Mf . The
analogous statement holds for Γ0(N).
Remark 1.0.3. Note that the following statements are equivalent:
i) there exists a modular parametrization X1(N)Q → E;
ii) there exists a nonconstant map J1(N)Q → E;
iii) there exists a newform f ∈ S2(Γ1(N ′)) for some divisor N ′ of N , and a surjective
map (Af )Q → E.
In fact, i) implies ii) by functoriality, while ii) implies i) for the following reason: if there
is a nonconstant map J1(N)Q → E then there is also a nonconstant map J1(N)C → EC.
Then composing this with the map X1(N)C → Jac(X1(N)C) ' J1(N)C, we get a
nonconstant map X1(N)C → EC (see [20]), and this implies easily the claim.
The fact that iii) implies ii) is clear by (1.1), while ii) implies iii) because the
restriction of J1(N)Q → E to each (Af )Q is either constant or surjective.
1.1 Modularity over Q
Let E be an elliptic curve over Q, and let N be its conductor. The following theorem
holds:
Theorem 1.1.1 (Modularity theorem). There exists a nonconstant map of algebraic
curves X0(N)→ E.
This theorem was proven first in [79] and [80] for semistable curves, and the proof
was extended to all elliptic curves in [8]. Note that since there is a natural mapX1(N)→
X0(N), the modularity theorem implies that every elliptic curve over Q is modular in
the sense of definition 1.0.1.
It is beyond the goal of this thesis to analyze or even summarize the complicated
proof of the modularity theorem. However, we will recall some equivalent statements.
Theorem 1.1.2. The following statements are equivalent:
1. there exists a nonconstant map of algebraic curves X0(N)→ E;
2. there exists a nonconstant map J0(N)→ E of abelian varieties over Q;
Chapter 1. Modular elliptic curves 19
3. there exists a newform f ∈ S2(Γ0(N)) and a nonconstant map Af → E of abelian
varieties over Q;
4. there exists a newform f ∈ S2(Γ0(N)) such that L(E, s) = L(f, s);
5. there exists a newform f ∈ S2(Γ0(N)) with rational Fourier coefficients such
that for every prime l, the l-adic Galois representation attached to f by [18] is
isomorphic to the Galois representation on the l-adic Tate module of E.
For a proof, see for example [20].
There is a key difference when one wants to generalize this to elliptic curves over Q:
while properties 1), 2) and 3) directly generalize to modular elliptic curves in the sense
of definition 1.0.1, properties 4) and 5) are more subtle. As we will see in section 1.3,
the L-function of a modular elliptic curve over a number field in general cannot even
be written as a product of L-functions of newforms.
1.2 Modular elliptic curves over Q
This section is devoted to review the characterization of the class of modular elliptic
curves over Q. Let us start by summarizing the situation when E has CM.
1.2.1 Elliptic curves with CM
Let K ⊆ C be an imaginary quadratic field with ring of integers OK . Recall that if
α, β ∈ O∗K and m is an integral ideal of K, we write α ≡ β mod×m if for every prime
ideal p dividing exactly m with exponent ep > 0, one has that vp(α− β) ≥ ep.
Let m be an integral ideal of K such that if ξ ∈ O∗K and ξ ≡ 1 mod×m, then
ξ = 1 (note that it is always possible to find such an m since O∗K is finite). Let I(m)
be the group of fractional ideals of K which are coprime with m. Then there exists
a Hecke character χ : I(m) → C∗ of K such that χ((a)) = a for all a ∈ K such that
a ≡ 1 mod×m. Up to replacing m with one of its divisors, we can assume that χ is
primitive. Set
fχ(z) :=
∑
a∈I(m)
a⊆OK
χ(a)e2piiN(a)z.
Let D be the discriminant of K. Let N := −D · NK/Q(m) and define the following
Dirichlet character on (Z/NZ)∗:
ε(a) =
(−D
a
)
· χ((a))
a
,
where
(−D
·
)
is the usual Kronecker symbol.
Theorem 1.2.1 (Shimura, [69]). The following statements hold:
i) fχ is a newform in S2(Γ1(N), ε);
ii) the abelian variety Afχ is isogenous over Q to a product of copies of an elliptic
curve E such that End0Q(E) ' K.
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Since two elliptic curvesE,E′ overQ with CM are isogenous if and only if End0Q(E) '
End0Q(E
′), the above theorem shows that if E is an elliptic curve over Q with CM by
an imaginary quadratic field K then there exist a non-trivial map (Af )Q → E for some
newform f ∈ S2(Γ1(N), ε), and thus E is modular by Remark 1.0.3.
1.2.2 Elliptic curves without CM
Let us now switch to the case of elliptic curves without CM.
Definition 1.2.2. An elliptic curve E/Q is called a Q-curve if E is isogenous to σE for
every σ ∈ GQ.
We say that E is completely defined over a Galois number field K if there exists a
model E0 of E over K such that E0 is K-isogenous to σE0 for every σ ∈ Gal(K/Q).
Note that by the theory of complex multiplication, every elliptic curve over Q with
CM is a Q-curve.
Theorem 1.2.3 (Ribet, [62]). An elliptic curve E/Q without CM is modular if and
only if it is a Q-curve.
We have to specify that Ribet proved this theorem assuming Serre’s conjecture,
which was only proved some years later in [39].
We will dedicate the rest of this section to explaining the proof of Theorem 1.2.3,
following [62]. Let us start by recalling the following definition.
Definition 1.2.4. Let A be an abelian variety over Q. We say that A is of GL2-type
if there exists a number field F with [F : Q] = dimA and an embedding
F ↪→ End0Q(A).
If A is an abelian variety of GL2-type and F is a number field of degree g = dimA
acting on A up to isogeny, then the Tate module Vl(A) is a free Ql-module of rank 2g,
and thus Vl(A) is a free F ⊗QQl-module of rank 2. Therefore the action of GQ on Vl(A)
yields a Galois representation with values in GL2(F ⊗Q Ql), and this is the reason why
A is called “of GL2-type”.
Notice that an abelian variety A of GL2-type is simple if and only if End0Q(A) is a
number field of degree dimA.
Remark 1.2.5. If f ∈ S2(Γ1(N)) is a newform, the abelian variety Af attached to f
described in Theorem 1.0.2 is of GL2-type.
The strategy of Ribet’s proof of Theorem 1.2.3 is to prove the following statements:
1. if an elliptic curve E without CM is a quotient of an abelian variety of GL2-type,
then it is a Q-curve;
2. if E is a Q-curve without CM, then E is a quotient of an abelian variety of
GL2-type;
3. every simple abelian variety of GL2-type is isogenous to Af for some newform
f ∈ S2(Γ1(N)).
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Note that point 1), together with Remark 1.2.5, proves one of the two directions of
Theorem 1.2.3, namely the fact that if E is modular, then it is a Q-curve. The proof of
this relies on the following propositions.
Let A be a simple abelian variety of GL2-type and let F = End0Q(A).
Proposition 1.2.6 (Shimura, [70]). Suppose that AQ has a non-zero abelian subvariety
of CM-type. Then AQ is isogenous to a power of a CM elliptic curve.
Proposition 1.2.7. Suppose that AQ has no non-zero abelian subvarieties of CM-type.
Then AQ ∼ Bn for some simple abelian variety B over Q and some n ∈ N. In particular,
if dimB = 1, then B is a Q-curve.
Proof. Let AQ ∼
∏
i
Bnii be the decomposition of AQ up to isogeny. Since F is a field,
it acts on each Bi. Therefore [F : Q] divides 2ni dimBi for all i (see for example [54]).
On the other hand, [F : Q] = dimA =
∑
i
ni dimBi, so that [F : Q] ≥ ni dimBi. Thus
for all i we have that [F : Q] = ni dimBi or [F : Q] = 2ni dimBi. However, the second
case is impossible by hypothesis. Hence, [F : Q] = ni dimBi =
∑
i
ni dimBi, which
shows that AQ ∼ Bn for some simple abelian variety B. Since A is defined over Q, we
have that A = σA for all σ ∈ GQ, so that B ∼ σB for all σ by the uniqueness of the
decomposition up to isogeny.
Let us now pass to the proof of point 2). First, we introduce a tool which plays a
fundamental role in the proof of the theorem and in the rest of this thesis.
Definition 1.2.8. Let X be a scheme over a scheme T . Let T → S be a morphism of
schemes. The object which represents the functor
Sch/S → Set
C 7→ X(CT ),
if it exists, is called the Weil restriction or restriction of scalars of X and is denoted by
ResT/S(X).
Notice that the restriction of scalars, seen as a functor Sch/S → Sch/T , is the
adjoint of the functor “extension of scalars” Sch/T → Sch/S mapping X to XS . We
will only be interested in restriction of scalars of abelian varieties, so let us recall the
following result.
Lemma 1.2.9 ([52]). Let K ⊆ L be a finite, separable field extension and let A be an
abelian variety over L. The restriction of scalars ResL/K(A) exists, and is an abelian
variety. Moreover, there is an isomorphism
ResL/K(A)K '
∏
σ : K→L
σA,
so that dim ResL/K(A) = [L : K] · dimA.
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Let E/Q be a Q-curve without CM. It is possible to construct an element of
H2(GQ,Q∗) (where GQ acts trivially on Q∗) attached to E in the following way: for
every σ ∈ GQ choose an isogeny µσ : σE → E so that the system {µσ}σ∈GQ is locally
constant. Then let
ξ(E) : GQ ×GQ → Q∗
(σ, τ) 7→ µσσµτµ−1στ ,
where we identify End0Q(E) with Q. This is a 2-cocycle whose class in H
2(GQ,Q∗)
depends only on the isogeny class of E and not on the choice of the µσ’s. If E is
completely defined over a Galois number field K, one can choose K-isogenies µσ for
every σ ∈ Gal(K/Q) and in the same way obtain a 2-cocycle ξK(E) whose class in
H2(K/Q,Q∗) depends only on the K-isogeny class of E. Note that the inflation of
[ξK(E)] ∈ H2(K/Q,Q∗) to H2(GQ,Q∗) coincides with [ξ(E)].
Suppose E is defined over a number field K. Up to enlarging K, we can assume
that it is Galois and that E is completely defined over K. Let ξK ∈ Z2(K/Q,Q∗) be a
cocycle attached to E as above, and let ξ be its inflation to GQ.
Theorem 1.2.10 (Tate, [66]). Let GQ act trivially on Q
∗. Then H2(GQ,Q
∗
) = 0.
By the theorem above, there exists a locally constant map α : GQ → Q∗ such that
ξ(σ, τ) =
α(σ)α(τ)
α(στ)
. Up to enlarging K, we can identify α with a map defined on
Gal(K/Q). Let F be the number field generated by the values of α.
Now let B := ResK/Q(E). There is a decomposition
BK '
∏
σ∈G
σE
and thus
End0Q(B) '
∏
σ
Hom0K(
σE,E).
To describe the ring structure of End0Q(B), note that since E has no CM, Hom
0
K(
σE,E)
is a 1-dimensional Q-vector space generated by an isogeny µσ : σE → E. Let
R := End0Q(B) '
∏
σ∈G
Q · µσ
and let λσ be the element of R corresponding to µσ. The map λσ acts on BK by sending
the factor τσE to τE by τµσ. Hence, keeping in mind that µσσµτ = ξK(σ, τ)µστ for all
σ, τ ∈ G, we get that
λσλτ = ξK(σ, τ)λστ .
Therefore there exists a surjective homomorphism of Q-algebras
ϕ : R → F
λσ 7→ α(σ).
SinceR is semisimple, the kernel of ϕ is principal, generated by some central idempotent.
Let ω be the complementary idempotent and let m ∈ N be such that mω ∈ End(B);
[62, Proposition 6.5] and [62, Corollary 6.6] show that A := mω(B) is an abelian variety
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of GL2-type whose algebra of endomorphisms is isomorphic to F . Since BK decomposes
up to isogeny as En for some n, the same must be true for AK . This proves that E is
a quotient of AK .
Point 3) can be stated as follows.
Theorem 1.2.11 ([62, Theorem 4.4] and [39, Theorem 10.1]). Let A be a simple abelian
variety of GL2-type. Then A is isogenous to a Q-simple factor of J1(N) for some N ≥ 1.
The essence of the proof is the following: if Vl(A) is the l-adic Tate module of A, and
F = End0(A), then for every prime ideal λ ⊆ OF the Fλ-module Vl(A)⊗F⊗QlFλ defines
a 2-dimensional λ-adic Galois representation ρλ. Let ρλ be the residual representation.
Ribet showed that ρλ is odd and absolutely irreducible for almost all λ, and that there
exist an infinite set of λ’s such that if ρλ is modular, then it comes from a newform f
of weight 2 and fixed level. This gives, via Faltings’ theorem, an isogeny Af → A. By
Khare and Wintenberger’s theorem, all such ρλ are modular, and the proof is complete.
1.3 Strongly modular abelian varieties
There is a fundamental difference between elliptic curves over Q and Q-curves over
bigger number fields: while, as we have seen, if E is an elliptic curve over Q, its L-
function coincides with the L function of some newform f , the same is not true in
general for Q-curves. This motivates the following definition, given in [35].
Definition 1.3.1. An abelian variety A over a number fieldK is called strongly modular
if there exist N1, . . . , Nt ∈ N and newforms fi ∈ S2(Γ1(Ni)) for i = 1, . . . , t such that
L(A/K, s) ∼
n∏
i=1
L(fi, s),
where ∼ denotes equality up to a finite number of Euler factors.
The following three results describe how to read off strong modularity of A from the
restriction of scalars from K to Q.
Lemma 1.3.2 ([35, Lemma 2.2]). An abelian variety B/Q is of GL2-type if and only
if all its Q-simple factors up to isogeny are of GL2-type.
Proposition 1.3.3 ([35, Proposition 2.3]). An abelian variety B/Q is strongly modular
over Q if and only if it is of GL2-type.
Proposition 1.3.4. An abelian variety A over a number field K is strongly modular
if and only if ResK/Q(A) is of GL2-type.
Proof. Let B := ResK/Q(A). Since L(A/K, s) = L(B/Q, s) (see [52]), A/K is strongly
modular if and only if B/Q is strongly modular. By Proposition 1.3.3, this holds
precisely when B is of GL2-type.
Notice that when B = ResK/Q(A) is of GL2-type, then B ∼
∏n
i=1Afi for some
newforms f1, . . . , fn. Thus, A/K is strongly modular if and only if
L(A/K, s) =
n∏
i=1
L(fi, s).
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The next lemma shows that for strongly modular abelian varieties, the factorization of
the L-function into L-functions of newforms is unique up to reordering of the factors.
Lemma 1.3.5. Let A/K be a strongly modular abelian variety. Then the newforms
f1, . . . , fn such that L(A/K, s) =
n∏
i=1
L(fi, s) are unique, up to reordering.
Proof. Let B = ResK/Q(A), so that L(B/Q, s) =
n∏
i=1
L(fi, s). Let {g1, . . . , gm} be
another set of newforms with L(B/Q, s) =
m∏
i=1
L(gi, s). Since
n∏
i=1
L(fi, s) =
m∏
j=1
L(gj , s),
the Dirichlet series of the left hand side and the right hand side coincide (in a suitable
right half-plane of convergence). Thus for every prime p,
(1.2)
n∑
i=1
ap(fi) =
m∑
j=1
ap(gj),
where ap(fi) (resp. ap(gj)) is the p-th coefficient in the q-expansion of fi (resp. gj).
For every newform f ∈ S2(Γ1(M), ε) and every prime l not dividing M , we denote
by ρl(f) the l-adic Galois representations attached to f (see [18]). Recall that this is
a 2-dimensional, irreducible representation with values in a finite extension of Ql with
the property that
Tr(ρl(f)(Frobp)) = ap(f), for all primes p -Ml.
Now let N be the product of all primes dividing the levels of the fi’s and gj ’s and let l
be a prime not dividing N . Equation (1.2) implies that
Tr
(
n⊕
i=1
ρl(fi)
)
(Frobp) = Tr
 m⊕
j=1
ρl(gj)
 (Frobp) ∀ p.
It is well-known that semisimple, finite-dimensional Galois representations in character-
istic 0 are completely determined up to isomorphism by their traces at Frobp for every
p in a set of density 1 (see for example [19, Lemma 3.2]. Thus, the representations
n⊕
i=1
ρl(fi) and
m⊕
j=1
ρl(gj) are isomorphic. By looking at the dimension, we have that
n = m necessarily. Moreover, since all the components are irreducible, we can assume
up to reordering that
ρl(fi) ' ρl(gi) ∀ i ∈ {1, . . . , n}.
It follows that for all i ∈ {1, . . . , n} we have that ap(fi) = ap(gi) for all primes p. Now
[53, Theorem 4.6.19] shows that fi = gi. This is done first by showing that the levels of
fi and gi coincide by looking at the functional equation of their L-functions and then
using the multiplicity one principle for newforms.
Chapter2
L-functions of quadratic Q-curves
In this chapter, we will study the L-function of a Q-curve E completely defined over
a quadratic field K. An elliptic curve with this property is strongly modular; we will
show how to make use of this property to compute an effective rational multiple of the
period of E, when E has analytic rank 0. We start by looking at elliptic curves over Q,
focusing on the properties that can be generalized to the case of Q-curves.
2.1 Elliptic curves over Q
Let E be an elliptic curve over Q with conductor N and let pi : X0(N)→ E be a modular
parametrization. If ωE is a Néron differential on E, the multiplicity one principle shows
that the pullback pi∗(ωE) is a multiple of a newform f ∈ S2(Γ0(N)) by a constant
c ∈ Q∗, called the Manin constant. Note that choosing ωE is equivalent to choosing the
sign of c.
Theorem 2.1.1 (Edixhoven, [25]). The Manin constant is an integer.
Let now E′ be another elliptic curve over Q of conductor N , and let pi : X0(N)→ E
and pi′ : X0(N) → E′ be two modular parametrizations. We say that pi′ dominates pi
if there is exists a Q-isogeny ψ : E′ → E such that ψ ◦ pi′ = pi. This relation defines
a partial ordering on the set of isomorphism classes of pairs (pi′, E′), where E′ is an
elliptic curve Q-isogenous to E and pi′ : X0(N) → E′ is a modular parametrization.
We write (pi′, E′) ≥ (pi,E) if pi′ dominates pi. The map pi is called a strong modular
parametrization if it is a maximal element with respect to this ordering. It is clear that
a strong parametrization is unique up to isomorphism; moreover it can be shown that
every modular parametrization factors through a strong one. The Manin conjecture for
elliptic curves over Q can be stated as follows:
Conjecture 2.1.2 (Manin conjecture). The Manin constant of a strong parametrization
is ±1.
Results in this direction are presented in [1], [25] and [49]. From now on, let us fix
a modular parametrization pi : X0(N) → E. Let f(z) =
+∞∑
n=1
ane
2piiz ∈ S2(Γ0(N)) be
the newform attached to E by the modularity theorem. One of the consequences of the
25
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Modularity theorem is that the L-function of E coincides with the L-function of f . The
formula for the analytic continuation of the L-function of f shows us that
L(f, s) =
(2pi)s
Γ(s)
∫ ∞
0
f(it)ts
dt
t
and therefore
(2.1) L(E, 1) = L(f, 1) = −2pii
∫ i∞
0
f(z)dz.
Since pi∗(ωE) = c · f for some c ∈ Z, one has that
(2.2) c · L(f, 1) =
∫
{0,i∞}
f(q)
q
dq =
∫
pi∗({0,i∞})
ωE ,
where {0, i∞} denotes the image in H1(X0(N),R) of any path from 0 to i∞ in the
compactified upper half plane H∗ and pi∗ denotes the induced map H1(X0(N),R) →
H1(E,R). Note that pi maps points in H∗ lying on the imaginary axis to real points
of E, because complex conjugation on X0(N) corresponds to reflection with respect to
the imaginary axis in H∗, and pi commutes with complex conjugation since it is defined
over Q. Moreover, the cusps 0 and i∞ of Γ0(N) are defined over Q and therefore
pi(0), pi(i∞) ∈ E(Q), but not necessarily pi(0) = pi(i∞). However, we have the following
result.
Theorem 2.1.3 (Manin–Drinfel’d, [46] and [24]). Let G be a congruence subgroup of
SL2(Z) and let XG be the corresponding modular curve. If α, β are two cusps for G,
then the class {α, β} ∈ H1(XG,R) belongs to H1(XG,Q).
As an immediate corollary, pi(0)−pi(i∞) is a torsion point in E(Q). If t = |E(Q)tors|
then tpi∗({0, i∞}) ∈ H1(E,Z) and so tpi(0) = tpi(∞). Since E is defined over R, complex
conjugation on E(C) defines a involution E(C)→ E(C) and consequently an involution
ι : H1(E(C),Z) → H1(E(C),Z). Using the uniformization theorem for elliptic curves,
it is easy to see (cf. Lemma 2.5.4) that there exists a Z-basis {γ1, γ2} of H1(E(C),Z)
such that ι(γ1) = γ1. The real period of E is defined as ΩE :=
∫
γ1
ωE ; up to replacing
γ1 by −γ1 we can assume that ΩE > 0. By what we said above, it follows that
tpi∗({0, i∞}) = Mγ1 for some M ∈ Z. Putting everything together, we finally get
(2.3) L(E, 1) =
M · ΩE
c · |E(Q)tors| .
Now we would like to deduce from (2.3) an effective integer Q such that
L(E, 1)
ΩE
·Q is a
non-zero integer, under the assumption that L(E, 1) 6= 0. Since |E(Q)tors| and ΩE can
easily be computed (see for example [15, Algorithm 7.4.7] or [16]), this would give us an
efficient way to decide if L(E, 1) vanishes or not, by computing L(f, 1) = L(E, 1) with
a sufficient precision, and to compute
L(E, 1)
ΩE
whenever L(E, 1) 6= 0. In order to do
this, we need to find an explicit multiple of c. In principle one could assume that E is
the strong curve in its isogeny class, so that under conjecture 2.1.2 one can assume that
c = 1, then compute its period and finally use the absolute bound on |E(Q)tors| to get
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our desired Q. In [29], the author proves that there is an algorithm which allows to do
that in polynomial time with respect to the conductor of E. However, our philosophy
is to avoid computing with modular symbols, since this can take a huge amount of time
when the conductor of E is large. Therefore we will show how to find a multiple of c,
which depends only on E, assuming conjecture 2.1.2 and a certain condition on pi that
we will explain below. For the rest of this section, we will assume that E does not have
CM. Let pi′ : X0(N)→ E′ be a strong modular parametrization which dominates pi. Let
ωE′ be a Néron differential on E′. Let ψ : E′ → E be the isogeny such that ψ ◦ pi′ = pi.
Then ψ∗(ωE) = c ·ωE′ and since the dual isogeny ψ̂ extends to a map of Néron models it
is clear that ψ̂∗(ωE′) = a ·ωE for some a ∈ Z. Since ψ ◦ ψ̂ coincides with multiplication
by degψ, we see that c divides degψ. Now let ϕ be an element of minimal degree in
Hom(E′, E). Since E does not have CM, there exists some non-zero m ∈ Z such that
ψ = mϕ. Then the map pi := ϕ ◦ pi′ : X0(N) → E is again a modular parametrization
of E. Clearly such a parametrization has Manin constant equal to c/m. The same
computations of L(E, 1) that led us to (2.3) can be performed using pi : X0(N) → E,
leading us this time to:
(2.4) L(E, 1) =
m ·M ′ · ΩE
c · |E(Q)tors|
for some other M ′ ∈ Z. Both (2.3) and (2.4) give us an integral multiple of the same
rational number:
L(E, 1) =
ΩE · v
c · |E(Q)tors| for some v ∈ Z.
This argument shows that for our purpose we can assume that ψ = ϕ. Now we can
proceed in the following way: first we compute the curves E1, . . . , En in the Q-isogeny
class of E; then for each i = 1, . . . , n we set si := min{degϕ : ϕ ∈ HomQ(Ei, E)} and
finally we let s := gcd(si : i = 1, . . . , n). Since, as we said above, c divides degψ, then
c divides s. Therefore we get that
(2.5)
L(E, 1)
ΩE
=
v
s · |E(Q)tors| for some v ∈ Z.
Equation (2.5) has two immediate applications. The first one is the following: assume
that L(E, 1) 6= 0 and that we want to compute the L-ratio L(E, 1)
ΩE
. This is a rational
number of which we know a multiple of the denominator, namely s · |E(Q)tors|. Now
recall the following elementary lemma.
Lemma 2.1.4. Let B ∈ N>1. Then for every x ∈ R there exists at most one p/q ∈ Q
with q a positive divisor of B such that |x− p/q| < 1
2B
.
Proof. Let p/q and r/s be two distinct rational numbers such that q, s are positive
divisors of B. Let l = lcm(q, s), so that l ≤ B. Then∣∣∣∣pq − rs
∣∣∣∣ = |p · (l/q)− r · (l/s)|l ≥ 1B .
This shows that inside an open interval of length 1/B there is at most one rational
number with the denominator dividing B, and the claim follows.
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Notice that the bound given in the lemma is sharp, since if x =
3
2B
, then |x −
1/B| = |x− 2/B| = 1/(2B).
By equation (2.5), the L-ratio
L(E, 1)
ΩE
is a rational number whose denominator
divides B := s · |E(Q)tors|. Suppose that one can numerically compute L(E, 1)
ΩE
within
a sufficiently high precision. Let x be the approximate value found; the exact value
of
L(E, 1)
ΩE
is by the above lemma the unique rational number of the form bxc + A/B
where A ∈ Z is such that |A| < B and such that
∣∣∣∣x− (bxc+ AB
)∣∣∣∣ < 12B . Equivalently,
A is the unique integer such that
|B(x− bxc)−A| < 1
2
.
The second application is the following: suppose that we can compute L(E, 1),
finding 0 within a given precision. How can we decide whether the value is exactly 0 or
a very small non-zero number? Equation 2.5 tells us that if L(E, 1) 6= 0 then
(2.6) |L(E, 1)| ≥ ΩE
s · |E(Q)tors| .
Therefore if we find numerically that L(E, 1) <
ΩE
s · |E(Q)tors| , then we must have
L(E, 1) = 0. Note for this purpose one can substitute s in the equation above by
s′ := maxi{si} where the si’s are defined as above; in fact it is clear that degψ ≤ s′.
2.2 Modular abelian varieties and building blocks
Let f =
+∞∑
n=1
anq
n ∈ S2(Γ1(N), ε) be a newform. The number field generated by the
Fourier coefficients of f will be denoted by F . We say that f has CM if there exists a
non-trivial Dirichlet character χ such that ap = χ(p)ap for almost all p.
Suppose that f does not have CM. Let Γ be the set of embeddings γ : F → C such
that there exists a Dirichlet character χγ with γ(ap) = χγ(p)ap for almost all primes p.
Note that χγ is unique if it exists because f does not have CM. It is proved in [61] that
Γ is an abelian subgroup of Aut(F ) whose fixed field FΓ is Q(a2p/ε(p)) where p runs
over a set S of primes not dividing N and having density 1.
Definition 2.2.1. The number field L := Q∩γ kerχγ is called the splitting field of f .
The abelian variety Af attached to f is Q-simple and has dimension equal to [F : Q];
moreover F is isomorphic to End0Q(Af ) via the map that associates an to Tn and ε(d)
to 〈d〉 for all primes d ∈ (Z/NZ)∗. It is proved in [30] that the splitting field of f
is the smallest field over which all endomorphisms of Af are defined. The abelian
variety Af is isogenous over L to the power of an absolutely simple abelian variety Bf ,
called a building block of Af . The dimension of a building block satisfies the equality
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dimBf = t · [FΓ : Q] where t is the Schur index of Af ; it can be either 1 or 2 depending
on the splitting of the class in H2(F/FΓ, F ∗) of the 2-cocycle
c : Gal(F/FΓ)×Gal(F/FΓ)→ F ∗
(σ, τ) 7→ g(χ
−1
σ )g(
σχ−1τ )
g(χ−1στ )
where g(χ) =
M∑
a=1
χ(a)e
2piia
M for a Dirichlet character χ with conductor M . From now
on, we will always assume that Bf is an elliptic curve without CM, since this is the only
case that we will deal with. This means that FΓ = Q, F/Q is abelian and the class of c
is trivial inH2(F/Q, F ∗). The curve Bf is a Q-curve. The number field L is the smallest
one over which all endomorphisms of Af are defined, and Bf is L-isogenous to all its
Galois conjugates. Since the class of c in H2(F/Q, F ∗) is trivial, there exists a splitting
map β : Gal(F/Q)→ F ∗ such that c(σ, τ) = β(σ)
σβ(τ)
β(στ)
. The map β is not unique: any
other splitting map differs from β by a coboundary; if β′ is another splitting map then
for some a ∈ F ∗ we have β′(σ) = β(σ)σa/a. After having identified H0(J1(N),Ω1C)
with S2(Γ1(N)) by pulling back via the composed map H∗ → X1(N) → J1(N), the
construction of the variety Af as a quotient of J1(N) induces an isomorphism
H0(Af ,Ω
1
C)
∼→
⊕
σ : F ↪→C
C · σf(q)dq
q
.
From now on we will identify these two spaces and H0(Af ,Ω1C) will be regarded as a
subspace of H0(X1(N),Ω1C) ' H0(J1(N),Ω1C). Now fix a splitting map β for c. Then
the following theorem holds:
Theorem 2.2.2 ([30]). There exists an endomorphism wβ ∈ EndL(Af ) such that:
1. the abelian variety B = wβ(Af ) is a building block of Af ;
2. if ωB is a generator of H0(B,Ω1C), then w
∗
β(ωB) belongs to the subspace of
H0(Af ,Ω
1
C) generated by ∑
σ∈Gal(F/Q)
g(χ−1σ )
β(σ)
σf ;
3. all building blocks are of the form a(B) for a ∈ F .
Let
λ =
∑
σ∈Gal(F/Q)
g(χ−1σ )
β(σ)
∈ C.
This quantity is non-zero (see [30, Lemma 3.1]). Then the normalized cuspform attached
to (E, pi) is
hwβ :=
1
λ
(w∗β(ω)) :=
+∞∑
n=1
λnq
n ∈ S2(Γ1(N)).
It is proved in [30] that λn ∈ L for all n.
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2.3 Quadratic Q-curves
Definition 2.3.1. A Q-curve E is called a quadratic Q-curve if it has a model over a
quadratic number field K.
From now on, E will denote a quadraticQ-curve without CM completely defined over
K = Q(
√
d), for d a square-free integer different from 1. Let ∆K be the discriminant of
K, let Gal(K/Q) := {1, ν} and let µ : E → νE be a K-isogeny. Finally, let νµµ coincide
with multiplication by m ∈ Z.
Lemma 2.3.2 (Serre). If ∆K < 0, then m > 0.
Proof. Fix an embedding K ↪→ C, so that ν is the restriction of complex conjugation to
K. If Λ ⊆ C is a lattice uniformizing E, the conjugate curve νE = E is uniformized by
Λ. The map µν can be identified with multiplication on C by some complex α. Thus
νµ is multiplication by α, and therefore m = αα > 0.
We will exhibit in section 2.9 explicit examples of Q-curve defined over real quadratic
fields with positive and negative m and of Q-curves defined over imaginary quadratic
fields, which necessarily have positive m.
Let B = ResK/Q(E) denote the restriction of scalars of E. This is an abelian
surface defined over Q, so either B is isogenous to a product of two elliptic curves, or
it is a Q-simple abelian variety. In the latter case, thanks to Theorem 1.2.3, it follows
that B is isogenous to Af for some newform f whose Fourier coefficients generate a
quadratic field. It is clear from the proof of the theorem that End0Q(B) is isomorphic
to Q[x]/(x2 −m), so that B is simple over Q precisely when m is not a square. If m is
a square, the following lemma describes the structure of B up to isogeny.
Lemma 2.3.3. Suppose E is K-isogenous to an elliptic curve E0 defined over Q. Then
ResK/QE is isogenous over Q to E0×E(d)0 , where E(d)0 is the quadratic twist of E by d.
Proof. It is enough to check that Vl(ResK/QE) is isomorphic as a GQ-module to Vl(E0×
E
(d)
0 ) ' Vl(E0) × Vl(E(d)0 ) for some prime l, where Tl(A) is the l-adic module of an
abelian variety A and Vl(A) = Tl(A) ⊗ Ql. Choose as l a prime not dividing d∆E0 ,
where ∆E0 is the discriminant of E0. By [52, p. 178], Vl(ResK/QE) is isomorphic as a
GQ-module to Ql[GQ] ⊗Ql[GK ] Vl(E), where GK = Gal(Q/K). Since E is K-isogenous
to E0, Vl(E) is isomorphic to Vl(E0) as a GK-module. Thus it is enough to prove
that Ql[GQ] ⊗Ql[GK ] Vl(E0) is isomorphic as a GQ-module to Vl(E0) × Vl(E(d)0 ). This
can be easily done by looking at characters: finite dimensional Galois representations
in characteristic 0 are uniquely determined up to isomorphism by their characters.
Moreover, if X ⊆ GQ is a dense subset, the character of a Galois representation is
uniquely determined by its restriction to X. For every rational prime p - dl∆E0 , choose
an arithmetic Frobenius element Frp ∈ GQ lying over it, and let X be the set of all
such elements. Then X is dense in GQ. Now one checks easily that the trace of
Frp acting on Vl(E0) × Vl(E(d)0 ) is given by ap +
(
d
p
)
ap, where
(
d
p
)
is the Legendre
symbol. On the other hand one can use the formula for the character of the induced
representation to check that this equals the trace of Frp acting on the induced module
Ql[GQ]⊗Ql[GK ] Vl(E0).
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In the case described above, we have
L(E/K, s) = L(E0/Q, s)L(E
(d)
0 /Q, s),
so that
L(E/K, 1) = L(E0/Q, 1) · L(E(d)0 /Q, 1)
and we can use the method of section 2.1 to get an analogue for (2.5).
Example 2.3.4. To get an example of such a situation, start with an elliptic curve
E/Q without CM such that the group E(Q)[2] has order 2. Let P be its generator.
Then the other two 2-torsion points P1, P2 will be defined over some quadratic extension
K/Q. Now let φi be the isogeny with kernel {O,Pi} for i = 1, 2 and let Ei = E/ kerφi.
The curves E1, E2 are defined over K and E2 = σE1, since kerφ1 and kerφ2 are Galois
conjugate one to each other. Clearly there is an isogeny φ = φ2 ◦ φ̂1 : E1 → E2 which
has degree 4 and is defined over K. Thus the curve E1 is a Q-curve defined over K
but isogenous to an elliptic curve defined over Q, namely E. For an explicit example,
consider the elliptic curve E : y2 = (x−1)(x2 +1). One checks that j(E) = 128, thus E
has no CM. Using the notation above we have P = (1, 0), P1 = (i, 0) and P2 = (−i, 0).
Then E1 is the elliptic curve defined over Q(i) with equation
E1 : y
2 = x3 − x2 + (10i+ 11)x+ 6i− 23.
2.4 The newform attached to E
From now on, we will assume that m is not a perfect square. Let
f =
+∞∑
n=1
anq
n ∈ S2(Γ1(N), ε)
be a newform such that ResK/Q(E) = B is isogenous to Af . The number field generated
by the an’s will be denoted by F = Q(
√
m). Note that all endomorphisms of Af are
defined over K because µ itself is, so End0(Af ) = End0K(Af ). On the other hand, since
End0Q(Af ) ' F , it follows that K is the splitting field of f . Following the convention
of [30], we will implicitly fix an embedding of F into C. Let Gal(F/Q) = {1, σ}. Then
there exists a unique Dirichlet character χ such that σap = χ(p)ap for all primes p - N
(see [30]). The field K equals Qkerχ, which implies that χ is the primitive quadratic
character corresponding to K via class field theory. This means that if ∆K is the
discriminant of K then χ is the primitive quadratic character modulo |∆K | given by:
χ(p) =

1 if p splits in K
−1 if p is inert in K
0 if p ramifies in K.
Now recall that for the coefficients of f it holds (see for example [60]) that ap = apε(p)
for all primes p - N . If F is quadratic real, ε must be trivial since f does not have
CM. If F is quadratic imaginary, we have σap = χ(p)ap but σap = ap and therefore we
get χ = ε−1 = ε as characters modulo N . Of course ε needs not to be primitive, but
it is defined modulo N and dK/Q divides N (see equation (2.9) below). Thus ε is just
the composition of χ with the projection (Z/NZ)∗ → (Z/|∆K |Z)∗. In order to find the
q-expansion of f , we will look at local factors of the L-functions.
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2.4.1 Local factors of L-functions
Let λ be a finite place of F , and let l be its residue characteristic. Let Vl be the l-adic
Tate module of Af ; this is a free module of rank 2 over the ring Ql⊗Q F with an action
of GQ. We consider
Vλ = Fλ ⊗Ql Vl;
this is a 2-dimensional Fλ-linear representation of GQ.
Let p be a prime number different from l, and let Dp and Ip be a decomposition
group at p and the corresponding inertia group, respectively. Let (Vλ)Ip be the space
of coinvariants of Vλ under Ip.
The L-factor of f at p is of the form
Lp(f, s) = Pp(f, p
−s)
where
Pp(f, x) = 1− apx+ ε(p)px2 ∈ F [x].
and we let ε(p) = 0 if p | N . Then we have
(2.7) det
Fλ
(id− x · Frp | (Vλ)Ip) = Pp(f, x)
(see for example [63, Theorem 4] and [10]).
On the other hand, for every prime ideal p ⊆ OK lying over a rational prime p
and every prime l 6= p, the absolute Galois group GK := Gal(K/K) acts on the l-adic
Tate module Vl of E yielding a 2-dimensional l-adic Galois representation of GK . Let
Dp ⊆ GK denote a decomposition group at p, Ip the corresponding inertia subgroup
and Frp ∈ Dp any Frobenius element at p. Then if E has good reduction at p the
characteristic polynomial of Frp is given by
Pp(E, x) = 1− cpx+NK/Q(p)x2 ∈ Z[x],
where cp = NK/Q(p) + 1− |E(Fp)|. If E has bad reduction at p, we set
Pp(E, x) =

1 if E has additive reduction
1− x if E has split multiplicative reduction
1 + x if E has non-split multiplicative reduction.
The L-factor at p is given by
Lp(E, s) = Pp(E,NK/Q(p)
−s).
The following equation holds for all p:
det
Ql
(id− x · Frp | (Vl)Ip) = Pp(E, x).
By [52, Proposition 3] and [63, Theorem 5], the following equalities hold for all rational
primes p:
(2.8)
∏
p|p
Lp(E/K, s) = Lp(Af/Q, s) =
∏
ϑ∈Gal(F/Q)
Lp(
ϑf, s),
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where Lp(Af/Q, s) is the local factor at p of L-function attached to the Galois repre-
sentation on the l-adic Tate module of Af .
The equality (2.8) will be used to compute the ap’s. In order to do that, we will sepa-
rately analyze primes of good and bad reduction for E. According to [52, Proposition 1],
if NK(E) is the conductor of E, then one has that
NK/Q(NK(E))∆2K = NQ(ResK/Q(E))
and combining this with the fact that NQ(Af ) = N2 (see [11]) we get the following
formula:
(2.9) NK/Q(NK(E))∆2K = N2.
Therefore primes of bad reduction for Af are exactly primes lying under primes of bad
reduction for E and primes which ramify in K.
Lemma 2.4.1. The conductor of E is a principal ideal generated by an integer. More-
over, E has bad reduction at a prime p if and only if it has bad reduction at νp.
Proof. Let NK(E) = prI, where p is a prime ideal of K, r ∈ N and I is an ideal of K
which is coprime with p. We will show that either pr is a principal ideal generated by
pk for some k, where p is the rational prime lying under p, or νpr exactly divides I.
Suppose that p lies above a ramified rational prime p. Then NK/Q(p) = p. Since p
is the only prime lying above p and equation (2.9) implies that NK/Q(NK(E))∆2K must
be a square in Z, this means that p has to divide the conductor of E an even number
of times, say 2k times. This implies r = 2k and pr = (pk).
Suppose now that p lies over an inert prime p. This amounts to saying that p = (p),
implying that pr = (p)r.
Finally, suppose that p lies over a split prime p. Since E is K-isogenous to νE, the
two curves have the same conductor. But NK(νE) = νNK(E) and this implies that νpr
exactly divides NK(νE) and hence also NK(E), concluding the proof.
Thanks to the above lemma, by a small abuse of notation we can say that E has
bad (good) reduction at a rational prime p.
2.4.2 Primes of good reduction for E
Let p be a prime of good reduction for E. Equation (2.8) becomes:
(2.10)
∏
p|p
(1−cpN(p)−s+N(p)1−2s) = (1−app−s+ε(p)p1−2s)(1−σapp−s+σε(p)p1−2s).
Ramified case
Suppose p is a rational prime ramified in K. In this case, p divides N because of (2.9),
and equation (2.10) therefore becomes
1− cpp−s + p · p−2s = 1− (ap + σap)p−s + (ap · σap)p−2s,
where p is the unique prime of K lying over p. We then have{
ap +
σap = cp
ap · σap = p,
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implying
ap =
cp ±
√
c2p − 4p
2
.
In particular, cp − 4p is a square in F .
Inert case
If p is inert in K and p is the unique prime lying above it, we get
1− cpp−2s + p2−4s = 1− (ap + σap)p−s + (2ε(p)p+ ap · σap)p−2s+
+(ap +
σap)p · p−3s + p2−4s,
which leads to the following system:{
ap +
σap = 0
2ε(p)p+ ap · σap = −cp.
Thus ap = ±
√
cp + 2ε(p)p and in particular cp + 2ε(p)p is a square in F . Here ε(p) = 1
if F is real and ε(p) = −1 if F is imaginary.
Split case
If p is split in K, then ε(p) = 1, there are two primes p1, p2 lying over p and p2 = νp1.
Let l be a prime different from p. Since E and νE are isogenous, the two Tate modules
Tl(E) and Tl(νE) are isomorphic as GK-modules. This shows that cpi(E) = cpi(νE) for
i = 1, 2. Now we claim that cp1(E) = cp2(νE). To see this, let ν ∈ GQ be any lift of ν,
and let
cν : GK → GK
τ 7→ ντν−1
be the conjugation by ν. This is a well-defined homomorphism because GK is normal
in GQ. Now let
ϕν : Aut(Tl(E))→ Aut(Tl(νE))
f 7→ (x 7→ νf(ν−1x)).
Then it is easy to check that the following diagram commutes:
GK
cν //

GK

Aut(Tl(E))
ϕν // Aut(Tl(
νE))
where the two vertical arrows are the usual l-adic representations of GK . If Frpi ∈ GK
is a Frobenius at pi for i = 1, 2, it is clear that cν(Frp1) = Frp2 . On the other hand, if
one chooses a Zl-basis {e1, e2} for Tl(E), then {νe1, νe2} is a Zl-basis for Tl(νE) and
the map ϕν written with respect to these bases is just the identity. This shows that
the characteristic polynomial of Frp1 acting on Tl(E) coincides with the characteristic
polynomial of Frp2 acting on Tl(νE), and the claim follows.
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By the discussion above, we have that cp1(E) = cp2(E), so that we can just write cp
for that. Equation (2.10) reads:
(1− cpp−s + p1−2s)2 = (1− app−s + p1−2s)(1− σapp−s + p1−2s),
leading to {
ap +
σap = 2cp
ap · σap = c2p.
Therefore ap = cp and σap = ap.
2.4.3 Primes of bad reduction for E
Let p be a prime of bad reduction for E. Then ε(p) = 0. Equation (2.8) becomes:
(2.11)
∏
p|p
(1− cpN(p)−s) =
∏
σ∈Gal(F/Q)
(1− σapp−s),
where cp = 1,−1, 0 if E has split multiplicative, non-split multiplicative or additive
reduction at p, respectively.
Ramified case
Let p be the unique prime lying above p. In the proof of Lemma 2.4.1, we showed that
p has to divide the conductor of E an even number of times, and so the reduction at p
must be additive. This implies cp = ap = 0.
Inert case
Let p be inert in K and let p be the unique prime lying above p. Then
1− cpp−2s = 1− (ap + σap)p−s + ap · σapp−2s.
Therefore ap = c
√
m for some c ∈ Z and c2m = cp. Since |cp| ≤ 1, if |m| > 1, then
we must have cp = ap = c = 0. Otherwise, namely if m = −1, we must have either
cp = ap = c = 0 or cp = −1, c ∈ {±1} and ap = c
√−1.
Split case
Let p1, p2 be the primes lying above p. The same argument we used for the split
case applies again, just noticing that since Tl(E) ' Tl(νE) as GK-modules, we have
Tl(E)Ip1 ' Tl(νE)Ip1 as Dp1-modules, where Dp1 ⊆ GK is any decomposition group for
p1. Therefore we get cp1 = cp2 and consequently
1− 2cp1p−s + c2p1p−2s = 1− 2app−s + σap · app−2s,
so that ap = cp1 = cp2 .
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2.4.4 Finding the sign of the ap’s
Now given E, we have to decide for each p which coefficient to choose between ap and
σap when p is a ramified or inert prime of good reduction for E or, when m = −1, p
is inert and E has non-split multiplicative reduction at p. The ambiguity arises from
the fact that, unlike in the setting of elliptic curves over Q to which we can associate a
unique newform, here we associate to E a pair of conjugate newforms, which a priori we
cannot distinguish one from another. The object we can easily compute starting from
E is a family of pairs {(ap, σap)}p. We will see that the choice of a square root of m will
allow us to pick, for every prime p, exactly one between ap and σap so that the collection
of all the picked coefficients will coincide with the collection of the Fourier coefficients of
prime index of a newform f . Choosing the other square root ofm will give us the Fourier
coefficients of σf . To start, recall that F = Q(an : n ∈ N) = Q(
√
m) acts on B, where
for every prime p the coefficient ap acts as Tp does. Note that µ : E → νE induces an
endomorphism µ∗ : B → B such that (νµ)∗ ◦µ∗ = m. Furthermore, we have (νµ)∗ = µ∗.
Therefore the choice of a square root of m induces an inclusion Z[µ∗] ⊆ F . From now
on, we fix such an embedding. This will correspond to the choice of one newform in
the Galois orbit of f . Now note that the ring EndK(BK) can be identified with the
ring
(
EndK(E) HomK(
νE,E)
HomK(E,
νE) EndK(
νE)
)
, whose elements are 2× 2 matrices (aij) whose
entries lie in the corresponding set of isogenies; for example, a11 ∈ EndK(E). Under
this identification, the subring Z[µ∗] corresponds to the subring Z ·
(
0 νµ
µ 0
)
.
Before starting to analyze each problematic case, let us recall two fundamental facts.
If l is any prime, then:
i) there is a canonical isomorphism of Zl[GQ]-modules
(2.12) Tl(B) ' Tl(E)⊗Zl[GK ] Zl[GQ]
(see [52]);
ii) let p be a prime different from l. Then there is an isomorphism of Gal(Fp/Fp)-
modules
(2.13) (Tl(B))Ip → Tl(BFp)
(see for example [67]).
Inert primes of good reduction
Let p be an inert prime of good reduction for E, and let p be the unique prime of K
lying above p. In view of (2.9), B has good reduction at p. Now fix a prime l 6= p.
Then the Tate module Tl(B) is unramified at p. Since F acts Ql-linearly on Tl(B), the
Tate module is also a F ⊗ Ql-module, and one can show that Tl(B) has dimension 2
as an F ⊗Ql-module (see for example [20]). Moreover, any Frobenius at p satisfies the
equation
x2 + apx+ ε(p)p = 0
in EndF⊗Ql(Tl(B)), where ap is viewed as an endomorphism of Tl(B). Since Tl(B) is
isomorphic to Tl(BFp) as a Gal(Fp/Fp)-module, any Frobenius at p must satisfy the
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same equation in EndF⊗Ql(Tl(BFp)). Now note that the Frobenius at p acts on BFp as
the matrix
(
0 νFrp
Frp 0
)
, where Ep is the reduction of E modulo p and Frp : Ep →
νEp maps (x, y) to (xp, yp) and νFrp : νEp → Ep is defined analogously. From the
computations of the coefficients of f performed above, we see that there exists an
integer c such that ap = c
√
m, so that ap acts on B as µ followed by multiplication by
c. Therefore ap acts on BFp as the matrix
(
0 c νµp
cµp 0
)
, where µp is the reduction of
µ modulo p. Hence the following must hold:(
νFrp ◦Frp 0
0 Frp ◦νFrp
)
−
(
c νµp ◦ Frp 0
0 cµp ◦ νFrp
)
+
(
ε(p)p 0
0 ε(p)p
)
= 0,
implying that
Frp2 −c νµp ◦ Frp +ε(p)p = 0
on Ep, where Frp2 is the usual Frobenius. What we know is the absolute value of c,
we have to decide the sign. Let T = Frp2 −|c| νµp ◦ Frp +ε(p)p and S = Frp2 +|c| νµp ◦
Frp +ε(p)p. Let Q be a point on Ep. Note that if T (Q) = S(Q) then (S − T )(Q) = 0,
so (2|c| νµp ◦ Frp)(Q) = 0, which implies that Q has order dividing 2p|mc|. Therefore if
Q has order coprime with 2p|mc| then T (Q) 6= S(Q). If T (Q) = 0 then c is positive,
otherwise it is negative. This gives us an algorithm to decide the sign of c. Note that
if we had fixed the other embedding Z[µ∗]→ Q(
√
m), we would get the opposite sign.
Ramified primes of good reduction
Let now p be a ramified prime of good reduction for E, and let p be the unique prime
of OK lying above it. Then we have the following lemma.
Lemma 2.4.2. There is an exact sequence of abelian varieties over Fp:
0→ Ga → BFp → Ep → 0.
Proof. The proof is essentially an application of the results of [26]. In the notation
of section 5 of that paper, the discrete valuation ring D is Z(p), i.e. the localization
of Z with respect to the prime ideal (p), while the discrete valuation ring D′ is OK,p.
The abelian variety X is ResOK,p/Z(p) E , where E is the Néron model of E over OK,p.
By [6, Proposition 6, section 7.6], ResOK,p/Z(p) E is the Néron model of B over Z(p),
which we denote by B. Now again in [26, section 5.2], the author constructs a filtration
BFp = F 0BFp ⊇ F 1BFp ⊇ F 2BFp = 0 where for any Fp-algebra C and i = 0, 1, 2 one has
(F iBFp)(C) = ker(BFp(C) ∼→ E(C[t]/(t2))→ E(C[t]/(ti))).
The successive quotients of the filtration GrBFp := F iBFp/F i+1BFp give rise to a short
exact sequence
0→ F 1BFp → BFp → Gr0 BFp → 0.
Now Gr0 BFp = BFp/F 1BFp ' Ep, while Gr1 BFp = F 1BFp by the fact that F 2BFp = 0.
The isomorphism (5.1.2) in [26] tells us that
Gri BFp ∼→ TEp,0 ⊗Fp (m/m2)⊗i
as group schemes, wherem is the maximal ideal of OK,p. This shows that Gr0 BFp ' Ga,
proving the claim.
Chapter 2. On L-functions of quadratic Q-curves 38
By equation (2.7), we notice that ap is the trace of Frp on (Vλ)Ip = (Vl(B) ⊗Ql
Fλ)Ip . The isomorphism (2.12) shows that we can find a basis of Tl(B) such that
Ip acts via matrices of the form

1 0 0 0
0 1 0 0
0 0 ∗ ∗
0 0 ∗ ∗
. Therefore (Tl(B))Ip ' (Tl(B))Ip .
Now the lemma above implies, since Ga is l-torsion free, that (Tl(B))Ip ⊗Zl Ql is a
1-dimensional F -linear representation of Dp, and therefore Frp acts as multiplication
by ap on (Tl(B))Ip . Now we can use the same argument we used above, together with
(2.13), to see that Frp : Ep → νEp equals the map c ·µp, where c is an integer of which we
know the absolute value but not the sign. This sign can be determined in an analogous
way as in the inert case.
Inert primes of multiplicative reduction
We now consider the case where p is a prime that is inert in K such that E has non-split
multiplicative reduction at p. This case only occurs if m = −1, and we will exhibit in
section 2.9 an example of a Q-curve over Q(
√
17) which has non-split multiplicative
reduction at 5.
Let p be the unique prime of K lying over p. Let G be the smooth locus of the
reduction of E modulo p; this is a non-split torus of dimension 1 over k(p). Then we
have a canonical isomorphism
BFp ' Resk(p)/Fp G.
We note that reducing µ gives an isomorphism
µp : G→ νG,
where νG is the Galois conjugate of G via ν, which reduces to the Frobenius on k(p),
such that if νµp : νG→ G is the conjugate of µp, then we have νµp ◦ µp = −1.
The L-factor we are trying to determine is 1 − app−s. Recall that in our setting,
we have ap = −1 and ap = c
√−1 for some unknown c ∈ {±1}. This ap arises as
the eigenvalue of Frp on (Vλ)Ip by (2.7). Since E has semi-stable reduction at p, the
inertia subgroup at p acts unipotently on Vl(E). Using (2.12), one can check that Ip
acts unipotently on Vλ. Therefore there is a short exact sequence
0 −→ (Vλ)Ip −→ Vλ −→ (Vλ)Ip −→ 0.
The product of the eigenvalue of Frp on (Vλ)Ip and the eigenvalue of Frp on (Vλ)Ip
equals −p, because the determinant of the Galois representation on Vλ equals χ times
the l-adic cyclotomic character χl (see for example [60, Proposition 2.2]) and χ(p) = −1
and χl(p) = p. Therefore the eigenvalue of Frp on (Vλ)Ip equals −p/ap = −p/(c
√−1) =
cp
√−1. This implies that the Frobenius endomorphism Frp of BFp equals cp(µp)∗. This
Frp is induced by the endomorphism of G × νG defined by the matrix
(
0 Frp
Frp 0
)
.
Furthermore, the endomorphism (µp)∗ of BFp is induced by the endomorphism of G×νG
defined by the matrix
(
0 νµp
µp 0
)
. This implies that the two maps Frp and cpµp from
G to νG are equal. Hence we can determine c by taking random points Q of G and
checking for which c we have the equality Frp(Q) = cpµp(Q) in νG.
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2.5 Computing L(E, 1)
We mentioned in the previous section that there is an equality of L-functions
L(E/K, s) = L(f, s) · L(σf, s).
From this we can derive the formula
(2.14) L(E/K, 1) =
(
−2pii
∫ i∞
0
f(t)dt
)
·
(
−2pii
∫ i∞
0
σf(t)dt
)
.
The key point now is that there exists a map pi : Af → E defined over K (and conse-
quently there exists a conjugate map νpi : Af → νE). In fact if wβ is an endomorphism
of Af as in Theorem 2.2.2, then there is an isogeny ϕ : wβ(B) → E, and we can let
pi := wβ ◦ ϕ. This allows us to consider the pullback of an invariant differential ωE on
E, but this time such a pullback needs not to be a multiple of the cusp form f . In
fact, in the notation of section 2.2, by Theorem 2.2.2 the space generated by pi∗(ωE) is
spanned by h = hβ and νh = ν(hβ). First of all we need to understand how to change
the base of H0(Af ,Ω1C) from {f, σf} to {h, νh}. This is easily done by just looking at
the definitions. Recall the following standard result:
g(χ) =
{√
∆K if ∆K > 0
i
√−∆K if ∆K < 0
(for a proof see for example [42]). From now on, when we will write
√
∆K we will mean
one of the two values given above, according to the sign of ∆K . Set κ :=
√
∆K
β(σ)
∈ FK.
Now we have to be a bit careful in distinguishing two cases, namely K = F and K 6= F
(as we will see in section 2.9, both cases actually occur). In the first case we can identify
the two Galois groups Gal(K/Q) and Gal(F/Q) so that ν = σ. In the second one we can
identify Gal(FK/Q) with the group {1, σ, ν, σν}, where by a small abuse of notation
σ generates Gal(FK/K) and ν generates Gal(FK/F ). Recall that according to the
definition of the cocycle c given in section 2.2 we have
c(σ, σ) =
g(χ−1)g(σχ−1)
g(1∆K )
= g(χ)2 = σβ(σ)β(σ).
This implies κ · σκ = η, where η = −1 if K = F and η = 1 if K 6= F . Note also that in
this last case νκ = −κ. Then by definition
h =
1
1 + κ
(f + κσf) =
(1 + σκ)f + (η + κ)σf
(1 + κ)(1 + σκ)
.
A priori h has coefficients in the composite field FK but it is clear that as long as η = 1
one has that σh = h, which implies that the coefficients of h lie in fact in K, as predicted
by the theory. This is trivially true in the case where K = F and η = −1. One checks
easily that (
h
νh
)
=

1
1 + κ
1
1 + η · σκ
1
1− κ
1
1− η · σκ
( fσf
)
.
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Note that the determinant of the transformation equals
2
κ− η · σκ , so it is always non-
zero. Inverting the system leads to(
f
σf
)
=
1
2
(
1 + κ 1− κ
1 + η · σκ 1− η · σκ
)(
h
νh
)
.
This gives 
L(f, 1) =
1
2
(1 + κ)L(h, 1) +
1
2
(1− κ)L(νh, 1)
L(σf, 1) =
1
2
(1 + η · σκ)L(h, 1) + 1
2
(1− η · σκ)L(νh, 1)
and substituting in equation (2.14),
(2.15) L(E/K, 1) =
(1 + κ)(1 + η · σκ)
4
L(h, 1)2 +
(1− κ)(1− η · σκ)
4
L(νh, 1)2.
Note that both the element κ ∈ FK and the cusp form h depend on the chosen splitting
map β. We will now explain how to make a choice for the splitting map which will allows
us to simplify equation (2.15).
Let β be a splitting map. Then the element β(σ) satisfies NF/Q(β(σ)) = ∆K . This
proves that m ∈ NK/Q(K), so let α ∈ K be an element of norm m. Let ωE be an
invariant differential on E and let ω′νE be an invariant differential on
νE. Let ϑ ∈ K
be such that µ∗(ω′νE) = ϑ · ωE and set ωνE :=
ϑ
α
ω′νE . Then µ∗(ωνE) = α · ωE . Let now
α′ ∈ K be such that (νµ)∗(ωE) = α′ωνE . Since (νµ◦µ)∗ coincides with multiplication by
m, this shows that α′ = να. To find explicitly such an α, choose a Weierstrass equation
for E of the form y2 + a1xy + a3y = x3 + a2x2 + a4x + a6 for some a1, . . . , a6 ∈ K
and then let ωE =
dx
2y + a1x+ a3
and ωνE =
dx
2y + νa1x+ νa3
. Then µ∗(ωνE) = α · ωE ,
where α ∈ K has norm m.
From now on, ωE and ωνE will be invariant differentials on E and νE, respectively,
such that µ∗(ωνE) = α · ωE where α ∈ K has norm m. Write α = p + q
√
∆K for
some p, q ∈ Q (note that q 6= 0 because by assumption m is not a square in Q).
Then we get a splitting map β : Gal(F/Q) → F ∗ by setting β(σ) = p
q
+
1
q
√
m, since
then NF/Q(β(σ)) = ∆K . The splitting map β that we get in this way induces an
endomorphism w of the abelian variety Af as described in Theorem 2.2.2, and the
image w(Af ) := B is isogenous to E since both B and E are building blocks of Af .
Let ϕ : B → E be an isogeny of minimal degree: with a little abuse of notation we will
denote the composition ϕ ◦ w by w. From now on we set pi := w ◦ j1 : X1(N) → E,
where j1 is the natural map X1(N) → J1(N) → Af . The pullback pi∗(ωE) lies in the
K-vector space spanned by the form h corresponding to β, so we have pi∗(ωE) = γ · h
for some γ ∈ K∗.
Lemma 2.5.1. We have
νγ
γ
= ±1 and therefore γ2 = ±NK/Q(γ).
Proof. Let ω′E = ωE/γ and ω
′
νE = ωνE/
νγ, so that pi∗(ω′E) = h and
νpi∗(ω′νE) =
νh. As
noticed in [30, p. 488], there exists an isogeny µν : E → νE induced by the action of
some Hecke operator Tp on J1(N) for an inert prime p such that µ∗ν(ω′νE) =
νλp · ω′E
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where λp is the p-th coefficient of h. This implies µ∗ν(ωνE) = νλp ·
νγ
γ · ωE . On the other
hand, Hom(E, νE) ⊗ Q ' Q and this means that there exists some s ∈ Q∗ such that
µν = s · µ and thus
µ∗(ωνE) =
νλp
s
·
νγ
γ
· ωE .
This implies that NK/Q
(
νλp
s
)
= m. Now recall that λp =
ap + κ
σap
1 + κ
. Since p is inert,
the computations of section 2.4 show that ap equals t
√
m for some t ∈ Q. Thus we have
λp = t
√
m · 1− κ
1 + κ
,
which implies t = ±s because NK/Q(λp) = ηs2m and NK/Q
(
1−κ
1+κ
)
= η. But now
λp
s
= ±√m ·
1−
√
∆K
p/q+1/q
√
m
1 +
√
∆K
p/q+1/q
√
m
= ±√m ·
να+
√
m
α+
√
m
= ±να
and therefore
νλp
s
= ±α, showing that
νγ
γ
= ±1 because µ∗(ωνE) = α · ωE .
2.5.1 The images 0 and i∞ on E
The goal of this section is to prove that the points pi(0), pi(i∞) ∈ E(Q) are defined over
K. If Γ is a subgroup of the modular group SL2(Z) such that Γ1(N) ⊆ Γ ⊆ Γ0(N), then
the modular curve X(Γ) has a model over Q; however, its cusps may not be defined
over Q. In fact the following theorem holds.
Theorem 2.5.2 (Stevens, [76]). Let Γ be as above. Then:
i) the cusps of X(Γ) are defined over Q(ξN ) (where ξN = e2pii/N );
ii) for d ∈ (Z/NZ)∗ let τd be the element of Gal(Q(ξN )/Q) satisfying τdξN = ξdN and
let
(
x
y
)
be a cusp of Γ. Then
τd
(
x
y
)
=
(
x
d′y
)
,
where d′ is a multiplicative inverse of d modulo N .
Let pi : X1(N)→ E be our modular parametrization, which is defined overK. Recall
that pi is the composition of the map j1 : X1(N)→ Af and the map w : Af → E. The
character χ can be viewed as a Dirichlet character modulo N and if H = kerχ then
Q(ξN )H = K. Let us introduce the following congruence subgroup:
ΓH =
{(
a b
c d
)
∈ Γ0(N) : a, d ∈ H
}
.
Lemma 2.5.3. The points pi(0), pi(i∞) ∈ E(Q) are defined over K.
Chapter 2. On L-functions of quadratic Q-curves 42
Proof. First notice that Γ1(N) ⊆ ΓH ⊆ Γ0(N) and therefore we can apply Theorem
2.5.2 to X(ΓH). The cusp i∞ ∈ X(ΓH), which is represented by
(
1
0
)
is in fact defined
over Q since for every d ∈ (Z/NZ)∗ one has τd(10) = (10). On the other hand, τd(01) = ( 0d′).
Thus if d ∈ H also d′ ∈ H and the cusps (01) and ( 0d′) are equivalent via any element
of ΓH of the form
(
a Nb
Nc d′
)
with a, b, c ∈ Z. This shows that the cusp 0 ∈ X(ΓH)
is defined over K. Now observe that f ∈ S2(Γ0(N), ε) and S2(Γ0(N), ε) ⊆ S2(ΓH) by
definition of ΓH because either ε is trivial or ε = χ. This shows that Af is a quotient
of the jacobian of X(ΓH). Thus the following diagram of varieties over Q commutes:
X1(N)
p //
j1

X(ΓH)
j2yy
Af
where p is the map induced by the inclusion Γ1(N) ⊆ ΓH and j2 is defined analogously
to j1, namely it is the composition X(ΓH)→ J(ΓH)→ Af . Now the claim follows from
the fact that p(0) = 0 and p(i∞) = i∞.
We shall now distinguish the two cases ∆K > 0 and ∆K < 0.
2.5.2 K is real
First we recall the following lemma.
Lemma 2.5.4. Let Λ ⊆ C be a lattice with modular invariants g2(Λ), g3(Λ) ∈ R. Then
Λ has a Z-basis {ω1, ω2} with ω1 ∈ R>0 and =(ω2) > 0. Moreover, such ω1 is unique.
Proof. Note that for every lattice Λ we have gi(Λ) = gi(Λ) for i = 2, 3 where the
bar denotes complex conjugation. Since g2(Λ), g3(Λ) ∈ R, this implies that Λ = Λ.
Therefore we can let ω1 := min{|ω| : ω ∈ Λ ∩ R \ {0}} (note that this set is always
nonempty). If {x, y} is a Z-basis for Λ, then ω1 = ax+ by for some a, b ∈ Z and (a, b)
must be 1 by the minimality of ω1. Thus {ω1} can be completed to a Z-basis of Λ and
we have the claim.
Let Λ and Λν be the period lattices of (E,ωE) and (νE,ωνE), respectively. These can
be identified respectively with
{∫
γ
ωE : γ ∈ H1(E,Z)
}
and
{∫
γ
ωνE : γ ∈ H1(νE,Z)
}
.
Since K is real, complex conjugation acts on E(C) and consequently induces involutions
ι, ιν on H1(E,Z) and H1(νE,Z), respectively. Therefore it is possible to find bases
{γ1, γ2} of H1(E,Z) and {γ1,ν , γ2,ν} of H1(νE,Z) such that ι(γ1) = γ1 and ιν(γ1,ν) =
γ1,ν . Let
ω1 :=
∫
γ1
ωE and ω1,ν :=
∫
γ1,ν
ωνE .
Then ω1, ω1,ν are the unique positive real elements of Λ and Λν respectively which can
be completed to bases as in Lemma 2.5.4.
Definition 2.5.5. The positive real numbers ω1 and ω1,ν are called the real periods of
(E,ωE).
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Since we have αΛ ⊆ Λν , there exist a, b ∈ Z such that αω1 = aω1,ν + bω2,ν . Since
ω1, ω1,ν , α are real, b must be equal to 0. Therefore the following relation holds, for
some non-zero integer a:
(2.16) ω1,ν =
α
a
ω1.
Note that a divides m because αΛ is a sublattice of Λν of index m. We are now ready
to compute with (2.15). Let t := |E(K)tors|. Then we have
(2.17) t2 · L(E/K, 1) =
=
2 + κ+ ησκ
4
· 1
γ2
·
(
t ·
∫
{0,i∞}
pi∗(ωE)
)2
+
2− κ− ησκ
4
· 1
νγ2
·
(
t ·
∫
{0,i∞}
νpi∗(ωνE)
)2
.
Now use the fact that t ·
∫
{0,i∞}
pi∗(ωE) =
∫
t·pi∗{0,i∞}
ωE . Then note that pi∗{0, i∞} ∈
H1(E,Q) by Theorem 2.1.3 and so by Lemma 2.5.3 we have pi(0)− pi(i∞) ∈ E(K)tors.
This implies that t · pi∗{0, i∞} ∈ H1(E,Z); moreover points on the imaginary axis in
H are defined over R because complex conjugation on X1(N) corresponds to reflection
with respect to the imaginary axis and the parametrization pi is defined over R once
we have chosen an embedding K → R. Thanks to these remarks, we can say that
t · pi∗{0, i∞} ∈ H1(E,Z) is invariant under complex conjugation and therefore there
exists an integer M such that ∫
t·pi∗{0,i∞}
ωE = Mω1.
The above argument can be repeated analogously for νpi, implying the existence of an
integer M ′ such that ∫
t·νpi∗{0,i∞}
ωνE = M
′ω1,ν .
Despite the fact that the argument used for νpi is the same as the one used for pi, the
integers M and M ′ do not seem to be deeply related; in the example of level 229 cited
in [30, p. 499] one has M 6= 0 while M ′ = 0 (setting f = f2 and σf = f1 in the notation
of the paper). This is due to the fact that the eigenvalue of the Fricke involution W229
applied to f is exactly our κ, causing
∫ i∞
0
νh(t)dt, and consequently M ′, to vanish. On
the other hand one can check that L(f, 1) · L(σf, 1) is non-zero, implying that M 6= 0.
Finally, note that ησκ =
√
∆K
σβ
so that
2 + κ+ ησκ
4
=
2 +
√
∆K
(
β + σβ
∆K
)
4
=
α
2q
√
∆K
and symmetrically
2− κ− ησκ
4
= −
να
2q
√
∆K
.
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Substituting everything in (2.17) and keeping (2.16) and Lemma 2.5.1 in mind we get
t2 · L(E/K, 1) = ± 1
2q
√
∆KN(γ)
(
α ·M2 · ω21 − να ·M ′ · ω21,ν
)
=
= ± ω1ω1,ν
2q
√
∆KN(γ)
·
(
aM2 − m
a
M ′2
)
,
which shows that L(E/K, 1) ·
√
∆K
ω1ω1,ν
∈ Q, and since m
a
∈ Z we get that
(2.18) L(E/K, 1) =
ω1ω1,ν
2q|E(K)tors|2
√
∆K
· w|N(γ)| for some w ∈ Z.
2.5.3 K is imaginary
The first observation in this case is that
(1− κ)(1− ησκ)
4
L(νh, 1)2 =
(1 + κ)(1 + ησκ)
4
L(h, 1)2,
so that equation (2.15) can be read as
L(E/K, 1) = 2<
(
(1 + κ)(1 + ησκ)
4
L(h, 1)2
)
.
The same argument with t := |E(K)tors| applies as in the case ∆K > 0, so that we have
t · pi∗{0, i∞} ∈ H1(E,Z). Let Λ = Zω1 + Zω2 be the period lattice of (E,ωE). We can
assume that ωνE is such that Λ = Zω1 + Zω2 is the period lattice of (νE,ωνE). Thus
there exist a, b, c, d ∈ Z such that{
αω1 = aω1 + bω2
αω2 = cω1 + dω2.
This time we have ∫
t·pi∗{0,i∞}
ωE = (xω1 + yω2)
for some x, y ∈ Z and thus we get
t2 · L(E/K, 1) = <
(
± α
2q
√
∆K
· 1
N(γ)
· (xω1 + yω2)2
)
=
= ± 2
2q
√|∆K |N(γ)=((xω1 + yω2)(x(aω1 + bω2) + y(cω1 + dω2))) =
= ± 2=(ω1ω2)
2q
√|∆K |N(γ) · (xy(a− d) + y2c− x2b),
where we used the fact that
√
∆K is purely imaginary. Since xy(a− d) + y2c− x2b ∈ Z
we get L(E/K, 1) ·
√|∆K |
2=(ω1ω2) ∈ Q and therefore
(2.19) L(E/K, 1) =
2=(ω1ω2)
2q|E(K)tors|2
√|∆K | · wN(γ) for some w ∈ Z.
The term =(ω1ω2) coincides (in absolute value) with the covolume of Λ.
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2.6 The Manin ideal
The factor N(γ) in (2.18) and (2.19) should play a similar role to the one played by the
Manin constant c of (2.5). Let E be the Néron model of E over OK . ThenH0(E ,Ω1E/OK )
is a locally free OK-module of rank 1 inside H0(E,Ω1E/K). In [30], the authors introduce
the following fractional ideal attached to a parametrization pi : X1(N)→ E over K.
Definition 2.6.1. The Manin ideal c(pi) attached to the parametrization pi is the frac-
tional ideal of K satisfying:
pi∗H0(E ,Ω1E/OK ) = c(pi)
(
pi∗H0(E,Ω1E/K) ∩ OKJqK) .
If ω ∈ H0(E,Ω1E/K) is non-zero, let
mω(pi) = {x ∈ K : x · pi∗(ω) ∈ OKJqKdq}.
Following [30] again, we define the Weierstrass ideal attached to the pair (E,ω) as the
fractional ideal of K defined by
δω =
∏
p
pordp(ω/ωp),
where p varies among all prime ideals of OK and ωp is a minimal differential at p.
Lemma 2.6.2 ([30]). For any non-zero ω ∈ H0(E,Ω1E/K) we have
c(pi) = (mω(pi)δω)
−1.
In analogy with Theorem 2.1.1, the following holds.
Theorem 2.6.3 ([30]). The Manin ideal c(pi) is an integral ideal.
The set of pairs (E, pi), where E is a Q-curve completely defined over K and
pi : X1(N) → E is a modular parametrization over K, can be given the same ordering
we used in section 2.1 for parametrizations over Q: given two parametrizations (E, pi)
and (E′, pi′) we say that (E′, pi′) dominates (E, pi), and we write (E′, pi′) ≥ (E, pi), if
there exists an isogeny ϕ : E′ → E such that pi = pi′ ◦ ϕ. A maximal element with
respect to this ordering is called an optimal parametrization, and it can be shown that
every parametrization factors through an optimal one.
Conjecture 2.1.2 is therefore generalized as follows in [30].
Conjecture 2.6.4 (Generalized Manin conjecture). Let pi : X1(N)→ E be an optimal
parametrization. Then c(pi) = (1).
2.6.1 The term NK/Q(γ)
Let us come back to our parametrization pi : X1(N) → E defined over K. Recall that
pi∗(ωE) = γ ·h. Now let pi′ : X1(N)→ E′ be an optimal parametrization and ψ : E′ → E
a K-isogeny such that pi = ψ ◦ pi′. Note that, as we did in section 2.1, we can assume
that ψ is an isogeny of minimal degree in Hom(E′, E). In fact, let ϕ be an element of
minimal degree in Hom(E′, E). Then there exists some integer k such that ψ = kϕ.
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Let pi := ϕ ◦ pi′. Since pi = [k] ◦ pi, where [k] denotes multiplication by k, we have
pi∗(ωE) =
γ
k
h. Thus we could replace pi by [k] ◦ pi in our computations which led to
(2.18) and (2.19), and the only effect in these estimates would be to replace γ by γ/k,
which multiplies the value of L(E/K, 1) by k2. Therefore we can assume ψ = ϕ. The
next step is to understand how c(pi) and c(pi′) are related. Note that
mψ∗(ωE)(pi
′) = {x ∈ K : x · pi′∗(ϕ∗(ωE)) ∈ OKJqK} = mωE (pi),
so that
c(pi) = c(pi′)δψ∗(ωE)δ
−1
ωE
.
If we set ω˜E := 1γωE , then we have pi
∗(ω˜E) = h and therefore mω˜E (pi) coincides with
the denominator ideal of h, i.e. the ideal
Dh = {x ∈ K : x · h ∈ OKJqK}.
Note that this is an integral ideal because h is normalized. Thus we have
(2.20) NK/Q(Dh) = NK/Q(mω˜E (pi)) = NK/Q(c(pi
′)−1δ−1ψ∗(ω˜E)) =
1
NK/Q(δψ∗(ω˜E))
under conjecture 2.6.4. It is easy to see that
δψ∗(ω˜E) =
∏
p
pordp(ψ
∗(ω˜E)/ω′p) =
∏
p
p− ordp(γ) ·
∏
p
pordp(ψ
∗(ωE)/ω′p),
where ω′p is a minimal differential at p on E′, and thus
NK/Q(δψ∗(ω˜E)) =
NK/Q(δψ∗(ωE))
NK/Q(γ)
,
where NK/Q(γ) is the norm of the fractional ideal generated by γ, which coincides with
the absolute value of the norm of the element γ. By (2.20) we get
(2.21)
1
NK/Q(γ)
=
1
NK/Q(Dh)NK/Q(δψ∗(ωE))
.
Next we claim that there exists an integer v > 0 such that
(2.22) NK/Q(δψ∗(ωE)) · v = NK/Q(δωE )NK/Q(degψ).
Let ω′ be a differential on E′ and let a, b ∈ K be such that ψ∗(ωE) = aω′ and ψ̂∗(ω′) =
bωE where ψ̂ is the dual isogeny, so that ab = degψ. For each prime p ofK let ap, bp ∈ K
be such that ωE = apωp and ω′ = bpω′p. With these notations we have
ψ̂∗(ω′p) =
bap
bp
ωp.
By the functoriality of the Néron model, the pullback of an integral differential is inte-
gral. Thus we have
(2.23) ordp
(
bap
bp
)
≥ 0 for all p.
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Now
δψ∗(ωE) =
∏
p
pordp(ψ
∗(ωE)/ω′p) =
∏
p
pordp(abpω
′
p/ω
′
p)) =
∏
p
pordp(abp),
while
δωE =
∏
p
pordp(ωE/ωp) =
∏
p
pordp(ap).
Therefore the claim (2.22) is proved if for all p we have
ordp(abp) ≤ ordp(ap) + ordp(degψ).
In fact we can rewrite this condition, using the fact that ordp(a)+ordp(b) = ordp(degψ),
as
ordp(b) + ordp(ap)− ordp(bp) ≥ 0,
which is exactly (2.23). Finally equation (2.22) together with (2.21) implies that
(2.24)
1
NK/Q(γ)
=
v
NK/Q(Dh)NK/Q(δωE )NK/Q(degψ)
for some v ∈ Z>0.
2.7 Completing the proof
The last two things we are left to understand are the norm of the denominator ideal Dh
and the degree of the isogeny ψ.
2.7.1 The denominator ideal Dh
We will now compute the denominator ideal Dh, which is integral as we already noticed.
Recall that
h =
1
1 + κ
f +
κ
1 + κ
σf,
where κ =
√
∆K
β
. Let f =
+∞∑
n=1
anq
n and h =
+∞∑
n=1
λnq
n. Then for every n ≥ 1 we have
λn =
1
1 + κ
an +
κ
1 + κ
σan.
Recall that since f is a normalized newform, the an’s are algebraic integers, so they
belong to OF . If m ≡ 2, 3 mod 4 then every an is of the form a + b
√
m for some
a, b ∈ Z. Thus we have
λn − a = 1− κ
1 + κ
· b√m =
√
∆K − σβ√
∆K + σβ
· b√m = q
√
∆K − p+
√
m
q
√
∆K + p−
√
m
· b√m
=
−να+√m
α+
√
m
· b√m = (−
να+
√
m)(α+
√
m)
α2 −m · b
√
m
=
(α− να)√m
α2 −m · b
√
m =
bm
α
= bνα,
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using the fact that ανα = m. If m ≡ 1 mod 4 and an = a + b
(
1 +
√
m
2
)
for some
a, b ∈ Z, one sees in the same way that
λn = a+
b
2
+
b · να
2
.
LetDνα = {x ∈ OK : x·να ∈ OK} be the denominator ideal of να, which clearly coincides
with νDα. Then what we have shown is that if m ≡ 2, 3 mod 4 then νDα ⊆ Dh, while
if m ≡ 1 mod 4 then 2 · νDα ⊆ Dh. Since NK/Q(Dα) = NK/Q(νDα), this gives us the
following useful lemma.
Lemma 2.7.1. Let Dh be the denominator of h. Then we have the following two cases:{
if m ≡ 2, 3 mod 4 then NK/Q(Dh) | NK/Q(Dα)
if m ≡ 1 mod 4 then NK/Q(Dh) | 4NK/Q(Dα).
If in particular α ∈ OK , then:{
if m ≡ 2, 3 mod 4 then NK/Q(Dh) = 1
if m ≡ 1 mod 4 then NK/Q(Dh) ∈ {1, 2, 4}.
2.7.2 The isogeny ψ
The factorNK/Q(degψ) = (degψ)
2 can be treated exactly in the same way as in the case
of curves over Q. Recall that ψ is an isogeny of minimal degree in HomK(E′, E). Since
we might not be able to find the curve E′, we bound degψ in the following way. Let
{E1, . . . , En} be theK-isogeny class of E. For each i = 1, . . . , n let si := min
ϕ
{degϕ : ϕ ∈
HomK(Ei, E)} and s := gcd(si : i = 1, . . . , n). Then clearly degψ divides s. Finding
the value of s can be done algorithmically as illustrated in [5]. The author provides an
algorithm which allows, given an elliptic curve C over a number field K, to compute the
finite set of rational primes {p1, . . . , pr} such that C admits a K-isogeny of degree pi for
every i. Repeating this procedure a finite number of times allows us to draw a graph
called the isogeny graph whose vertices correspond to {E1, . . . , En} and such that for
i 6= j there is an edge from Ei to Ej if and only if there is an isogeny of prime degree
between Ei and Ej . This is a (weighted, undirected) connected graph because every
isogeny can be decomposed as a chain of isogenies of prime degree.
Remark 2.7.2. Assume that E and νE are not isomorphic. Since being a Q-curve is
an invariant condition under isogeny and by assumption no curve in the isogeny class of
E is defined over Q, the isogeny graph of E has an even number of vertices, call them
{E1, . . . , E2n}. These can be labeled in the following way: we assume E = E1 and for
every i = 1, . . . , n we set En+i = νEi. Then in order to find s it is enough to consider the
subgraph {E1, . . . , En} because if any curve En+i ∈ {En+1, . . . , E2n} admits an optimal
parametrization, then so does Ei: it is enough to consider the conjugate parametrization.
2.8 The main theorem
Let us now collect all the ingredients we have in order to be able to state our result in
a more compact way.
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LetK be a quadratic number field of discriminant ∆K with Galois group Gal(K/Q) =
{1, ν}. Let E/K be a Q-curve with no CM, completely defined over K and not isoge-
nous to an elliptic curve defined over Q. Let µ : E → νE be an isogeny and let m be the
integer such that νµµ coincides with multiplication by m. Let ωE be a invariant differ-
ential on E and let ωνE be an invariant differential on νE such that µ∗(ωνE) = α · ωE ,
where α = p + q
√
∆K ∈ K has norm m. Let Dα = {x ∈ OK : x · α ∈ OK} be the
denominator ideal of α. Let δωE be the Weierstrass ideal of (E,ωE).
Let ω1, ω1,ν be the (positive) real periods of (E,ωE) if K is real and let {ω1, ω2} be
a basis for the period lattice of (E,ωE) such that =(ω1ω2) > 0 if K is imaginary. Define
ΩE :=

ω1 · ω1,ν
NK/Q(δωE )
if K is real
2=(ω1ω2)
NK/Q(δωE )
if K is imaginary.
Notice that the product formula implies that ΩE does not depend on ωE .
Remark 2.8.1. If ωE is a global minimal differential on E, one has that δωE = (1).
This justifies the fact that in section 2.1 we omitted the term coming from δωE in the
definition of ΩE for elliptic curves over Q. The two definitions are therefore consistent.
Finally, let s be the positive integer determined in section 2.7.2.
Theorem 2.8.2. Let the notation be as above and assume that L(E/K, 1) 6= 0. Then
the following hold:
i) L(E/K, 1) ·
√|∆K |
ΩE
∈ Q∗;
ii) if we assume conjecture 2.6.4, then
L(E/K, 1) ·
√|∆K |
ΩE
· 2q · |E(K)tors|2 · t ·NK/Q(Dα) · s2 ∈ Z,
where t = 4 if m ≡ 1 mod 4 and t = 1 otherwise.
Theorem 2.8.2 is the analogue of equation 2.5 that we were seeking for. It has the
same type of applications of that equation: we can use it in order to compute the L-ratio
L(E, 1)
ΩE
whenever such value is non-zero or to prove that L(E, 1) = 0 if this is the case.
For this second application we can, as in section 2.1, substitute s with s′ := max
i
{si},
in order to get a more efficient lower bound.
2.8.1 The Birch and Swinnerton-Dyer conjecture
Let us now recall the statement of the Birch and Swinnerton-Dyer conjecture for elliptic
curves over number fields. For a reference on the subject, see [23] or [33]. For an elliptic
curve E over a number field K, we recall that the algebraic rank of E is the rank of
E(K)/E(K)tors as a Z-module, while the analytic rank of E is the order of vanishing of
L(E, s) at the point s = 1. The analytic rank is only defined if L(E, s) has an analytic
continuation to C (or to any neighborhood of s = 1), which is not known to be true in
general. Therefore we will include the statement inside the conjecture.
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Conjecture 2.8.3 (Weak BSD conjecture). Let E be an elliptic curve over a number
field K. Then:
a) L(E, s) has an analytic continuation to C;
b) the analytic rank and the algebraic rank of E coincide.
Before stating the strong form the BSD conjecture, let us recall the definition of the
following invariants attached to E.
• Let {P1, . . . , Pr} be a Z-basis of E(K)/E(K)tors. The regulator of E over K,
denoted by R(E/K), is defined as
R(E/K) = det(〈Pi, Pj〉),
where 〈, 〉 is the Néron–Tate pairing of E over K.
• LetMK = M∞K ∪M0K be the set of places ofK, whereM∞K is the set of archimedean
places and M0K is the set of non-archimedean places. Choose an invariant differ-
ential ω on E. For every place v ∈ MK , the invariant differential ω gives an
invariant differential ωv on EKv , where Kv is the completion of K at v. Let dx
be the Haar measure on the ring of adèles A such that
∫
A/K dx = 1 and choose
a decomposition dx = ⊗vdxv, so that dxv is a Haar measure on Kv. Finally, for
every v ∈M0(K) let Lv(E, s) be the local L-function at v (see [33] for details).
The period of E over K is defined as:
P (E/K) =
∏
v∈M0K
(
Lv(E, 1) ·
∫
E(Kv)
|ωv|
)
·
∏
v∈M∞K
∫
E(Kv)
|ωv|.
By [77, Lemma 54], the product defining P (E/K) is finite, since almost all factors
are equal to 1. The product formula shows that P (E/K) is independent of ω.
• The Tate–Shafarevich group of E over K is defined as
X(E/K) = ker
H1(GK , E) Res−→ ∏
v∈MK
H1(GKv , E)
 ,
where GK (resp. GKv) is the absolute Galois group of K (resp. Kv) and
Res =
∏
v∈MK
(
Resv : H
1(GK , E)→ H1(GKv , E)
)
.
Conjecture 2.8.4 (Strong BSD conjecture). The weak BSD conjecture holds and more-
over we have that:
c) the Tate–Shafarevich group is finite and if r is the rank of E then:
L(r)(E, 1)
r!
=
P (E/K) ·R(E/K) · |X(E/K)|
|E(K)tors|2 .
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Let us explain the relationship between P (E/K) and the quantity ΩE/
√|∆K | ap-
pearing in Theorem 2.8.2. Recall that if v ∈ M0K and E is a minimal model of E at v,
then the Tamagawa number of E at v is defined as [E(Kv) : E0(Kv)] where E0(Kv) is
the subgroup of E(Kv) consisting of points which reduce to nonsingular points modulo
v. Note that there are only finitely many v such that cv 6= 1. In [44, pp. 92-96] it is
proved that if ω is an invariant differential on E then
(2.25) P (E/K) =
∏
v∈M0K
cv ·
∏
v∈M∞K
v real
∫
E(Kv)
|ω| ·
∏
v∈M∞K
v cplx
2
∫
E(Kv)
|ω ∧ ω| · 1
N(δω) ·
√|∆K | .
Let v be a real place ofK and let Λv be the period lattice of (EKv , ωv). By Lemma 2.5.4,
Λv has a basis of the form {ω1,v, ω2,v} where ω1,v ∈ R>0. Then the quantity
∫
E(Kv)
|ω|
coincides with [EKv(Kv) : E0Kv(Kv)] · ω1,v, where E0(Kv) is the connected component
of EKv containing the identity. Therefore [EKv(Kv) : E0Kv(Kv)] is 2 precisely when the
whole 2-torsion subgroup of EKv is defined over Kv, and 1 otherwise.
When v is a complex place of v and Λv is the period lattice of (EKv , ωv), then the
term 2
∫
E(Kv)
ω ∧ ω coincides with twice the covolume of Λv.
Therefore equation (2.25) gives:
P (E/K) =
∏
v∈M0K
cv ·
∏
v∈M∞K
v real
[EKv(Kv) : E
0
Kv(Kv)] ·
ΩE√|∆K | .
Recall that part i) of Theorem 2.8.2 tells us that if L(E/K, 1) 6= 0 then L(E/K, 1) ·√|∆K |
ΩE
∈ Q∗. Therefore our result is at least consistent with the statement of BSD
when E has analytic rank 0, since it shows that the “irrational part” of L(E/K, 1) is
ΩE/
√
∆K .
2.9 Examples
In order to find examples of Q-curves, one can follow the method indicated in [27]. Let
us briefly recall it. Let N ∈ N be square-free and consider the modular curve X0(N),
whose k-rational points parametrize (isomorphism classes of) pairs (E, φ) where E is
an elliptic curve over a number field k and φ is a degree N isogeny with cyclic kernel
defined over k. For every divisor N1 of N , there exists an involution wN1 on X0(N)
which is defined as follows at non-cuspidal points: if (E, φ) ∈ Y0(N)(k) and N = N1 ·N2
then φ factors uniquely as φ2 ◦φ1 where φi has degree Ni. Note that by the uniqueness
of the factorization, the φi’s are defined over k. On the other hand, φ factors as ϕ1 ◦ϕ2
with ϕi of degree Ni. If φ̂1 denotes the dual isogeny of φ1 then ϕ2 ◦ φ̂1 is a cyclic
k-rational isogeny of degree N and it therefore corresponds to a point of Y0(N) which is
wN1((E, φ)). The group generated by all the wM forM | N is an abelian group, denoted
by W (N), isomorphic to (Z/2Z)r where r is the number of distinct prime factors of N .
The quotient of X0(N) by W (N) is denoted by X∗(N); given a Q-rational point P
on X∗(N), its preimages on X0(N) under the quotient map X0(N) → X∗(N) form a
GQ-stable set whose elements correspond to Q-curves. Conversely, in the same paper
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Elkies shows that every Q-curves is geometrically isogenous to a Q-curve that arises in
this way.
In [37], the author computes some families of Q-curves defined over quadratic fields
admitting an isogeny of small prime degree to the conjugates. Let us recall the equations
of two such families (for more details see Theorem 2.2): for every square-free integer
d 6= 1 and each rational number u let
E
(2)
d,u : y
2 = x3 + 6(3u
√
d− 5)x− 8(9u
√
d− 7)
E
(7)
d,u : y
2 = x3 −Ax+B,
where
A = 21(u2d+ 27)(15u2d+ 96u
√
d+ 85)
B = 98(u2d+ 27)(27u4d2 + 144u3d
√
d+ 1170u2d+ 2608u
√
d+ 1539).
Then E(p)d,u is a Q-curve admitting an isogeny of degree p to its conjugate. In [37,
Corollary 4.3] the author explains how to construct twists of the curves in this family
which are completely defined over the base field. By searching through the families
above twisted by some simple values b, we used these results to construct examples of
Q-curves of positive rank completely defined over quadratic fields. As noticed in [7],
the algebraic rank of such curves is necessarily even. This follows from the existence of
an action of Z[
√
m] on E(K). In particular, all curves in our examples have algebraic
rank two: it can be checked using the algorithm in [72] that the rank is at most two;
we will exhibit for each curve a pair of independent points of infinite order.
For every curve presented below we will compute the relevant invariants and the
lower bound given by Theorem 2.8.2. Afterward, we will compute the (Galois orbit
of the) newform attached to it and the corresponding sign of the functional equation.
Finally, computing L(E/K, 1) and L′(E/K, 1) within a sufficient precision will allow
us to verify the validity of the weak form of BSD conjecture for these curves. All
computations have been performed using Sage [75]. The computations of L(f, 1) and
L′(f, 1) rely on the algorithm presented in [21]. This is based on the following well-
known fact (see [2] and [20]). Let f =
+∞∑
n=1
anq
n be a newform in S2(Γ1(N)). Then there
exists an algebraic number ηf ∈ C∗ of absolute value 1 such that:
(2.26) Λ(f, s) = ηf · Λ(f∗, 2− s),
where f∗ =
+∞∑
n=1
anq
n and Λ(f, s) = N s/2(2pi)−sΓ(s)L(f, s). The number ηf is called the
sign of the functional equation (2.26) and it is ±1 when Q(an : n ∈ N) is a totally real
number field. The algorithm quoted above can be also used to compute ηf , when this
is not known.
Example 1
Let d = 22, K = Q(
√
22), u = −36/169 and b = 91
3
+
13
2
√
22. Then an integral model
for the curve E(2)22,−36/169 twisted by b is given by
E : y2 = x3 − (7200684− 1535112
√
22)x+ 10456553952− 2229344208
√
22.
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Note that since
j(E) =
26692787554112
2401
+
5690844716544
2401
√
22
is not integral, E has no CM. There is a K-isogeny
µ : E → νE
(x, y) 7→ (g(x), y · h(x)),
where
g(x) =
(197/2 + 21
√
22)x2 − (1092 + 234√22)x+ 27378− 5832√22
x+ 2184− 468√22
h(x) =
−(2765/2 + 1179/4√22)x2 + (30732 + 6552√22)x− 171162− 36261√22
x2 + (4368− 936√22)x+ 9588384− 2044224√22 ,
such that νµµ = −2. Therefore F = Q(√−2). If ωE = dx
2y
and ωνE is its conjugate,
we have that µ∗(ωνE) = (−14 + 32
√
88)ωE , so that we can set α = −14 + 32
√
88 and
consequently β = −283 + 23
√−2. Clearly NK/Q(α) = −2 and NF/Q(β) = 88. Moreover,
since α ∈ OK by Lemma 2.7.1 it follows that Dh = (1).
One can check that E has conductor (7). The Weierstrass ideal of the standard
invariant differential is δωE = (6)
−1.
The last step is to find s as in Theorem 2.8.2. Using the algorithm described in [5],
one can check that the isogeny graph of E has the following shape:
E
2
3
νE
3
E1
2 νE1.
Therefore either E possesses an optimal parametrization or E1 does, showing that we
can assume s = 3. The following table summarizes the invariants we need in order to
apply Theorem 2.8.2.
ΩE q |E(K)tors| t ·NK/Q(Dα) s2
5.45882600014972 3/2 6 1 9
By Theorem 2.8.2, if L(E/K, 1) 6= 0 then we must have that:
|L(E/K, 1)| ≥ 5.45882600014972
3 · 36 · √88 · 9 ≈ 5.98675727185567 · 10
−4.
Two independent points of infinite order in E(K) are given by
P = (−1860 + 396
√
22, 75924− 16200
√
22)
and
Q = (498− 72
√
22,−47628 + 10584
√
22).
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The newform f =
+∞∑
n=1
anq
n attached to E has level 7 · 88 = 616. This implies f ∈
S2(Γ1(616), ε), where ε is the unique primitive quadratic character such that Q
ker ε
=
Q(
√
22). Computing the first few terms of f , we get:
f = q +
√−2q2 − 2q3 − 2q4 + 2√−2q5 − 2√−2q6 + q7−
− 2√−2q8 + q9 − 4q10 + (√−2− 3)q11 + 4q12 − 4q13 +√−2q14−
− 4√−2q15 + 4q16 + 2√−2q17 +√−2q18 − 4√−2q20 +O(q21).
Using the q-expansion above it is easy to see that a616(f) = 4 + 6
√−2, so that by [2,
Theorem 2.1] we get that ηf =
√
88
4 + 6
√−2 .
Example 2
Let u = −3/4, d = −6, so that K = Q(√−6), and b = 12
7
+
2
7
√−6. Then a global
integral model for the curve E(7)−6,−3/4 twisted by b is
E : y2 = x3 − (4027482− 1132380√−6)x+ 2581493976− 1335076020√−6,
which has j-invariant
j(E) = −12097712691
78125
+
10861109532
78125
√−6 /∈ OK .
There is an isogeny µ : E → νE of degree 7, whose composition with νµ coincides with
multiplication by 7. Setting ωE =
dx
2y
we obtain that µ∗(ωνE) = (−1 +
√−6)ωE so
α = −1 + 12
√−24 and β = −2 + 2√7. By Lemma 2.7.1, Dh = (1). The conductor of E
is given by
N (E) = (480) = (2)5(3)(5) = (2,√−6)10(3,√−6)2(5, 2 +√−6)(5, 3 +√−6).
The Weierstrass ideal attached to the standard invariant differential is
δωE =
(
1
21
+
1
21
√−6
)
and has norm 1/63. The isogeny graph of E is given by:
E
7
2
νE
2
E1
7 νE1.
ΩE q |E(K)tors| t ·NK/Q(Dα) s2
0.663037499513841 1/2 2 1 4
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Theorem 2.8.2 shows that if L(E/K, 1) 6= 0 then:
|L(E/K, 1)| ≥ 0.663037499513841
4 · √24 · 4 ≈ 8.45887267706248 · 10
−3.
The points
P =
(
29502
25
− 3546
25
√−6,−391554
125
+
59292
125
√−6
)
and
Q =
(−1674− 1287√−6 : −252288− 7776√−6)
in E(K) are independent and they have infinite order.
The newform f =
+∞∑
n=1
anq
n attached to E has level 480 · 24 = 11520 and since
F = Q(an : n ∈ N) = Q(
√
7), the character of f is trivial, so f ∈ S2(Γ0(11520)). The
first coefficients of the q-expansion of f are:
f = q + q5 + 2q7 − 2q11 + 2
√
7q19 +O(q21).
The sign ηf of the functional equation for f is −1.
Example 3
Let d = 34, u = 7/4, b = 17/2 + 3/2
√
34. An integral model for E(2)34,7/4 twisted by b is
given by:
E : y2 = x3 + (365568 + 62730
√
34)x− 111410656− 19106640
√
34
and the j-invariant is
j(E) =
1353090752
680625
− 123420416
680625
√
34,
so that E has no CM. There is an isogeny µ : E → νE of degree 2 given by (x, y) 7→
(g(x), y · h(x)) as follows:
g(x) =
(35/2− 3√34)x2 + (68− 12√34)x+ 612 + 1071√34
x− 136− 24√34
h(x) =
−(207/2 + 71/4√34)x2 − (816 + 140√34)x− 18003− 3179√34
x2 − (272− 48√34)x+ 38080− 6528√34
and νµµ coincides with multiplication by 2, so F = Q(
√
2). Using ωE =
dx
2y
we get
α = −6− 1
2
√
136 and β = 12− 2√2. The conductor of E is
N (E) = (1077120) = (2)7(3)2(5)(11)(17) = (6−
√
34)14(3, 1 +
√
34)2(3, 2 +
√
34)2·
·(5, 2 +
√
34)(5, 3 +
√
34)(11, 10 +
√
34)(11, 1 +
√
34)(17− 3
√
34)2.
One can check that the given Weierstrass equation is a global minimal model for E, so
that δωE = (1). Also, the isogeny graph of E is
E
2 νE,
so that conjecturally E possesses an optimal parametrization; therefore we can set s = 1.
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ΩE q |E(K)tors| t ·NK/Q(Dα) s2
0.0704074944313492 −1/2 2 1 1
The lower bound given by Theorem 2.8.2 is:
|L(E/K, 1)| ≥ 0.0704074944313492
4 · √136 ≈ 1.50934820976064 · 10
−3.
Two independent points of infinite order in E(K) are given by:
P = (1768 + 300
√
34, 107100 + 18360
√
34)
and
Q =
(
867
4
+
65
2
√
34,−48025
8
− 8075
8
√
34
)
.
The newform f =
+∞∑
n=1
anq
n attached to E has level 1077120 ·136 = 146488320 and since
F = Q(an : n ∈ N) = Q(
√
2), the character of f is trivial, so f ∈ S2(Γ0(146488320)).
Its q-expansion is:
f = q + q5 − q11 + 4
√
2q13 + 5
√
2q19 +O(q21),
and the sign of the functional equation is again −1.
The next example, borrowed from [28, Proposition 10], exhibits a curve of algebraic
rank 2 whose field of definition K coincides with the field F generated by the Fourier
coefficients of the attached newform.
Example 4
Let K = Q(
√
2) and E : y2 = x3 + (8 + 8
√
2)x2 + (16 + 10
√
2)x. The j-invariant of E is
698048
49
+
379136
49
√
2. An isogeny µ : E → νE of degree 2 is given by (x, y) 7→ (g(x), y ·
h(x)), where
g(x) =
(3/2−√2)x2 − (4− 4√2)x+ 4−√2
x
h(x) =
(−5/2 + 7/4√2)x2 + 5− 3√2
x2
.
The isogeny νµµ coincides with multiplication by 2, so F = K = Q(
√
2). The standard
invariant differential ωE =
dx
2y
gives us α = −2− 12
√
8 and β = 4+2
√
2. The conductor
of E is
N (E) = (896) = (2)7(7) = (
√
2)14(1− 2
√
2)(1 + 2
√
2).
The isogeny graph of E is given by
E
2 νE .
The given Weierstrass equation is a global minimal model for E.
ΩE q |E(K)tors| t ·NK/Q(Dα) s2
2.60444072643674 −1/2 2 1 1
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The lower bound given by Theorem 2.8.2 is:
|L(E/K, 1)| ≥ 2.60444072643674
4 · 8 ≈ 8.13887727011480 · 10
−2.
Two independent points of finite order in E(K) are
P = (−2
√
2,−4− 2
√
2) and Q = (1− 2
√
2, 1− 2
√
2).
The newform f =
+∞∑
n=1
anq
n attached to E has level 896 · 8 = 7168 and has trivial
character, so f ∈ S2(Γ0(7168)). The first terms of its q-expansion are:
f = q −
√
2q3 − 2
√
2q5 − q7 − q9 − 4
√
2q11 + 4
√
2q13 + 4q15 − 2q17 +
√
2q19 +O(q21),
and the sign of the functional equation is −1.
We used T. Dokchitser’s script “computeL”, (see [22]), implemented in Sage, to
check that for every newform f computed above, at least the first 14 significant digits
of L(f, 1) and of L(σf, 1) are equal to 0, while L′(f, 1), L′(σf, 1) 6= 0. Since L(E/K, s) =
L(f, s) · L(σf, s), this proves that L(E/K, 1) = L′(E/K, 1) = 0, while L′′(E/K, 1) 6= 0.
Therefore all curves in the above examples have analytic rank 2.
A rigorous analysis of the error in floating-point computations, even if possible in
principle, is beyond the goal of the present work. However, we repeated the compu-
tations several times using different high precisions, and it is very unlikely that the
floating-point error has any significant influence on the outcome.
We conclude with one last example of aQ-curve E, coming from the Hecke involution
onX1(13), such thatm = −1. This means that E is isomorphic to νE and therefore both
curves are isomorphic over Q to an elliptic curve defined over Q, but no isomorphism
E → νE descends to Q. Using for example the algorithm described in [72], it is possible
to check that the curve given in this example has algebraic rank 0, and we will use our
main theorem to compute its L-ratio.
Example 5
Let a be a root of the polynomial x2 + x − 4 and let K := Q(a) = Q(√17). Then the
elliptic curve
y2 + (1373 + 536a)xy + (482701840 + 188441104a)y = x3 + (244408 + 95414a)x2
is a Q-curve with j-invariant −60698457
40960
. There is an isomorphism µ : E → νE given
by (x, y) 7→ (g(x, y), h(x, y)), where
g(x, y) = (473754361− 303386704a)x− 214320 + 137248a
h(x, y) = (−587942141286 + 376511211445a)x
− (16755744253243− 10730180955650a)y
+ 100734048− 64508896a.
Using ωE =
dx
2y + (1373 + 536a)y + 482701840 + 188441104a
, we get α = 17684 +
4289
√
17, which gives immediately Dh = (1). The conductor of E is given by
N (E) = (10) = (1− a)(2 + a)(5).
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Note that E has non-split multiplicative reduction at 5, which is an inert prime in K.
The isogeny graph of E is simply
E
∼
13
νE
13
E′ ∼ νE′.
The given Weierstrass equation for E is a global minimal model.
Here we have the table of the invariants of E used in Theorem 2.8.2:
ΩE q |E(K)tors| t ·NK/Q(Dα) s2
11.1808314690274 4289 13 1 169
By Lemma 2.1.4, in order to compute the L-ratio of E, i.e. the value L(E, 1)·
√
17
ΩE
∈ Q∗,
we only need a bound on the denominator of such number. By Theorem 2.8.2, this is
given by:
B = 2 · 4289 · 169 · 169 = 244996258.
The L-ratio for E is given by:
L(E, 1) ·
√
17
ΩE
= 1.
Since the Tamagawa numbers of E at the prime ideals (1 − a), (2 + a) and (5) are
respectively 13, 13 and 1, the strong BSD conjecture would imply that
L(E, 1) ·
√
17
ΩE
= |X(E/K)| = 1.
It is possible to check using the algorithm given in [72] thatX(E/K)[2] is trivial.
The newform f attached to E belongs to S2(Γ1(170), ε), for ε the unique primitive
quadratic character such that Qker ε = K.
f = q + q2 + 3iq3 + q4 + iq5 + 3iq6 − 4iq7 + q8 − 6q9 + iq10 + 2iq11 + 3iq12
+ q13 − 4iq14 − 3q15 + q16 − (4 + i)q17 − 6q18 + 7q19 + iq20 +O(q21).
Using [2, Theorem 2.1] we get that the sign of the functional equation for f is ηf =√
17
1 + 4i
. It is possible to check numerically that L(E, 1) 6= 0.
Chapter3
Strongly modular twists of Q-curves
As we saw in the previous chapter, ifK is a quadratic field and E is a Q-curve completely
defined over K, then E is strongly modular. However, this is not true anymore if E is
not completely defined over K.
The problem we will study in this chapter is the following: suppose we have aQ-curve
E over a number field K. Are there strongly modular curves which are Q-isomorphic
to E?
In the first part of the chapter, we will restrict to quadratic Q-curves. If L is the
minimal field of complete definition for E (cf. Definition 3.3.3), we will find necessary
and sufficient conditions, depending only on L, for the existence of strongly modular
quadratic twists of EL. As a corollary, we will obtain necessary and sufficient conditions
for the existence of strongly modular twists of E.
In the last section, we will characterize completely the class of Q-curves which are
Q-isomorphic to a strongly modular one.
3.1 Some useful result from group cohomology
Let us start by recalling some standard facts about group cohomology that we will
use. All profinite groups that we mention are endowed with their profinite topology; in
particular, finite groups are discrete.
Let G be a profinite group and let A be a commutative G-module. For a complete
treatment of cohomology of profinite groups, see for example [56] or [65]. Let N ≤ G
be a normal closed subgroup. Recall that the inclusion N ⊆ G induces a map for every
i ≥ 1, called restriction, given by
Res: H i(G,A)→ H i(N,A).
On the other hand, the canonical projection G→ G/N induces a map for every i ≥ 1,
called inflation, given by
Inf : H i(G/N,AN )→ H i(G,A).
Let AN := {a ∈ A s.t. ∀σ ∈ N : σa = a}.
The group H1(N,A) is endowed with an action of G/N defined in the following
way: for g ∈ G and [c] ∈ H1(N,A) we let g[c] be the cohomology class represented by
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the cocycle h 7→ gc(g−1hg) for all h ∈ N . It is easy to check that N acts as the identity,
so that the action factors through the quotient.
Theorem 3.1.1. There is a natural map, called the transgression map
trg : H1(N,A)G/N → H2(G/N,AN )
fitting into the following exact sequence:
0 // H1(G/N,AN )
Inf // H1(G,A)
Res // H1(N,A)G/N
trg //
trg // H2(G/N,AN )
Inf // H2(G,A).
Proof. We only give the construction of the map trg. A complete proof can be found
for example in [56, Proposition I.1.6.5].
It is a standard fact from the theory of profinite groups that one can find a con-
tinuous section ·˜ : G/N → G of the projection G → G/N such that 1˜ = 1. Let
[x] ∈ H1(N,A)G/N and let γ ∈ N . Since x is G/N -invariant, the cocycle h 7→
γ˜x(γ˜−1hγ˜) − x(h) is a coboundary in Z1(N,A), so there is some element y(γ˜) ∈ A
such that
γ˜x(γ˜−1hγ˜)− x(h) = hy(γ˜)− y(γ˜).
One can show that it is possible to choose y(γ˜) in such a way that the map γ 7→ y(γ˜) is
continuous. Now for an arbitrary σ = γ˜h ∈ G we set y(σ) = y(γ˜) + γ˜x(h). This way we
constructed a cochain y : G→ A and the map trg is defined as trg([x]) := [∂(y)], where
∂ : C1(G,A) → C2(G,A) is the usual coboundary map. One can show that ∂(y) takes
values in AN and ∂(y)(σ1, σ2) depends only on the classes of σ1, σ2 modulo N .
Remark 3.1.2. Assume now that N is abelian and the action of N on A is trivial. If
N is seen as a G-module via the action (g, h) 7→ ghg−1 for g ∈ G and h ∈ N , then it
is clear that H1(N,A)G/N = Hom(N,A)G/N = HomG(N,A). We want to give a more
explicit description of the transgression map in this setting. Let [x] ∈ H1(N,A); since
the action of N on A is trivial, we are free to make any choice for the map γ 7→ y(γ˜),
with the notation used in the proof of the above theorem. Thus we can choose y(γ˜) = 0
for all γ, which is obviously continuous. Therefore for σ = γ˜h ∈ G one has y(σ) = γ˜x(h).
For σ1, σ2 ∈ G such that σ1 = γ˜1h1, σ2 = γ˜2h2 for some γ1, γ2, h1, h2 ∈ N we have that
σ1σ2 = γ˜1γ˜2
γ˜2
−1
h1h2. Note that γ˜1γ˜2γ˜1γ2−1 ∈ N so that there is some h ∈ N with
γ˜1γ˜2 = γ˜1γ2h. Then σ1σ2 = γ˜1γ2hγ˜2
−1
h1h2 and
∂y(σ1, σ2) = y(σ1) +
σ1y(σ2)− y(σ1σ2) = γ˜1x(h1) + γ˜1hγ˜2x(h2)− γ˜1γ2x(hγ˜2
−1
h1h2) =
= x(γ˜1h1) + x(
γ˜1γ˜2h2)− x(γ˜1γ2h)− x(γ˜1h1)− x(γ˜1γ2h2) = −x(γ˜1γ2h) =
= −x(γ˜1γ˜2γ˜1γ2−1),
where we repeatedly used the fact that H1(N,A)G/N = HomG(N,A).
Now assume that at least one of G and A is finite. This is to avoid topological issues;
it is not strictly necessary but it suffices for our purposes. Let E(G,A) be the set of all
exact sequences of topological groups (i.e. of profinite groups if A is finite and of discrete
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groups if G is finite) of the form 0→ A→ B pi→ G→ 1 such that the action of G on A
is given by σa = σ˜aσ˜−1 for some section ·˜ of pi. Define the following equivalence relation
on E(G,A): two exact sequences are equivalent iff there is a isomorphism α : B → B′
such that the following diagram commutes:
0 // A // B //
α

G // 1
0 // A // B′ // G // 1
Let Ext1(G,A) be the quotient set of E(G,A) by this equivalence relation. This can be
endowed with a commutative group structure with identity element the isomorphism
class of the exact sequence 0→ A→ AoG→ G→ 1.
Lemma 3.1.3. There exists an isomorphism of abelian groups
Ext1(G,A)→ H2(G,A).
Proof. We will only show the construction of the bijection, without proving all details.
A complete proof can be found in [56, Theorem I.1.2.5].
Let 0→ A→ B → G→ 1 be an element of E(G,A). Conjugation of elements of A
by elements of B factors through the quotient B/A because of the commutativity of A,
so it gives to A a structure of G-module. Now choose a continuous section ·˜ : G → B
such that 1˜ = 1. One checks that the map G×G→ A given by (σ1, σ2) 7→ σ˜1 ·σ˜2 ·σ˜1σ2−1
is a continuous 2-cocycle. Further calculations show that its cohomology class does not
depend on the choice of ·˜ and that such cohomology class is trivial precisely when there
exists some ·˜ which is also a homomorphism, i.e. when B is a semidirect product of A
and G.
Conversely, let c ∈ Z2(G,A) and equip B := A×G with the product topology and
with the following continuous multiplication:
(a1, σ1)(a2, σ2) := (a1 +
σ1a2 + c(σ1, σ2), σ1σ2).
This operation turns B into a group. The identity element is (0, 1) and we have
(a, σ)−1 = (−σ−1a− σ−1c(σ, σ−1), σ−1).
One then proves that the isomorphism classes of the exact sequence 0 → A → B →
G→ 1 doesn’t depend on the cohomology class of c.
Corollary 3.1.4. If G acts trivially on A, there is an isomorphism of abelian groups
Ext1c(G,A)→ H2(G,A),
where Ext1c(G,A) is the set of isomorphism classes of central extensions of G by A.
Proof. Just note that if 0 → A → B → G → 1 is a central extension, then B acts
trivially by conjugation on A and so G acts trivially on A. Conversely, the proof of
Lemma 3.1.3 shows that if the action of G on A is trivial, then conjugation makes B
act trivially on A, so that the extension is central.
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From now on, we will assume that G is also abelian and that the action of G on A
is trivial.
Definition 3.1.5. We say that c ∈ Z2(G,A) is a symmetric cocycle if c(σ, τ) = c(τ, σ)
for all σ, τ ∈ G.
Note c is symmetric if and only if every cocycle cohomologous to c is symmetric,
because coboundaries are symmetric by the commutativity of G. Moreover, the product
of two symmetric cocycles is clearly a symmetric cocycle. Thus the cohomology classes
in H2(G,A) represented by a symmetric cocycle form a subgroup of H2(G,A), which
we denote by H2s (G,A).
Corollary 3.1.6. The isomorphism of Lemma 3.1.3 restricts to an isomorphism
Ext1(G,A)→ H2s (G,A),
where Ext1(G,A) ⊆ Ext1c(G,A) is the subgroup of extensions 0 → A → B → G → 1
with B abelian.
Proof. It is clear by the proof of Lemma 3.1.3 that a cocycle is symmetric if and only
if in the associated group extension 0→ A→ B → G→ 1 the group B is abelian.
Lemma 3.1.7. Let A,B be abelian groups with B finite and let p be a prime such that
pB = 0. Then
Ext1(B,A) ' Hom(B,A/pA).
Proof. Since B is a finite dimensional Fp-vector space, B = (Z/pZ)r for some r ∈ N.
It’s enough to prove the claim for r = 1 because Hom(B1 × B2, A) ' Hom(B1, A) ×
Hom(B2, A) and Ext1(B1 × B2, A) ' Ext1(B1, A) × Ext1(B2, A) for all finite abelian
groups A,B1, B2 (see for example [78]). Consider the exact sequence
0 // Z p // Z // Z/pZ // 0.
Taking the long exact sequence in cohomology and noting that Ext1(Z, A) = 0 since Z
is a projective Z-module, we get the exact sequence
Hom(Z, A) p
∗
// Hom(Z, A) // Ext1(Z/pZ, A) // 0,
which implies that Ext1(Z/pZ, A) ' A/pA since Hom(A,Z) ' A and the map p∗ is just
multiplication by p. Now just use that Hom(Z/pZ, A/pA) ' A/pA to get the claim.
The following corollary follows easily from the lemma above.
Corollary 3.1.8. Let G be finite. Let p be a prime number such that pG = 0 and
pA = A. Then
H2s (G,A) = 0.
Theorem 3.1.9 (Künneth formula, [38]). Let G1, G2 be profinite groups and let A be
a discrete G2-module, regarded as a G1 × G2-module via trivial action of G1. Then
there exists a decomposition
Hn(G1 ×G2, A) '
⊕
p+q=n
Hp(G1, H
q(G2, A)),
which is canonical with respect to G1 for a fixed A, but is not canonical in A.
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Corollary 3.1.10. Let G be a profinite group acting trivially on a discrete G-module
A. Assume G ' G1 ×G2 for some profinite groups G1, G2. Then
H2(G,A) ' H2(G1, A)⊕H2(G2, A)⊕Hom(G1 ⊗G2, A),
where each Gi acts trivially on A.
3.2 Modularity and strong modularity
Let E be a Q-curve over Q without CM. Recall the construction of the cohomology class
attached to E: for every σ ∈ GQ choose an isogeny µσ : σE → E in such a way that there
exists a finite Galois extension k/Q such that µσ = µτ whenever σ ≡ τ mod Gal(Q/k).
Then
ξ(E)(σ, τ) := µσ
σµτµ
−1
στ ∈ (End0Q(E))∗ ' Q∗
defines a 2-cocycle for the trivial action of GQ on Q∗.
If E is completely defined over a Galois number field K, we denote by ξK(E) ∈
Z2(K/Q,Q∗) the 2-cocycle attached to E in the analogous way. The cohomology class
of ξ(E) (resp. ξK(E)) depends only on the Q-isogeny class (resp. K-isogeny class) of
E. With a small abuse of notation, we will often talk about “the” 2-cocycle attached to
E, without mentioning explicitly the system of isogenies giving rise to it.
Note that the image of [ξK(E)] under the inflation mapH2(K/Q,Q∗)→ H2(GQ,Q∗)
coincides with [ξ(E)].
When there is no risk of ambiguity, the cocycle ξ(E) (resp. ξK(E)) will be denoted
by ξ (resp. ξK).
Note that since Q∗ ' Q∗+ × {±1}, where Q∗+ is the multiplicative group of positive
rational numbers, the 2-cocycle ξ (resp. ξK) decomposes as the product of a 2-cocycle
ξdeg ∈ Z2(GQ,Q∗+) and a 2-cocycle ξ± ∈ Z2(GQ, {±1}) (and analogously for ξK). The
decomposition of Q∗ into Q∗+ × {±1} induces an isomorphism
H2(GQ,Q∗) ' H2(GQ,Q∗+)×H2(GQ, {±1})
which yields a decomposition of [ξ] into a degree component [ξdeg] ∈ H2(GQ,Q∗+) and
a sign component [ξ±] ∈ H2(GQ, {±1}). There are of course analogous decompositions
for H2(K/Q,Q∗) and [ξK ].
Theorem 3.2.1 ([35, Theorem 5.3]). Let E be an elliptic curve defined over a Galois
number field K. Then E is strongly modular over K if and only if the following three
conditions hold:
i) E is completely defined over K;
ii) Gal(K/Q) is abelian;
iii) the cocycle ξK attached to E is symmetric, i.e. [ξK ] ∈ H2s (Gal(K/Q),Q∗).
We will prove in Proposition 3.6.4 that asking for K to be Galois is redundant, since
a Q-curve over a non-Galois number field cannot be strongly modular.
Recall that to every cocycle c ∈ Z2(G,Q∗), for G = Gal(K/Q), one can attach a
Q-algebra Qc[G] (whose isomorphism class depends only on the cohomology class of c)
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defined in the following way: as a set, it is the group algebra over Q generated by G,
but σ · τ = c(σ, τ)(στ). Therefore condition iii) of the theorem is equivalent to asking
that Qc[G] is commutative.
Suppose now that E is a Q-curve defined over a Galois number field K. It is natural
to ask if in the Q-isomorphism class of E there are strongly modular curves completely
defined over K. Notice that since E has no CM, such isomorphic curves need to be
quadratic twists of E (see for example [71, Proposition X.5.4]). Thus the problem is to
understand which quadratic twists of E yield strongly modular Q-curves.
Lemma 3.2.2 ([35, Lemma 6.1]). Let E be a Q-curve completely defined over a Galois
number fieldK with attached 2-cocycle ξK . For λ ∈ K∗ let E(λ) be the twisted curve and
ξλK = ξK(E
(λ)) be the 2-cocycle attached to the twisted curve. Then E(λ) is completely
defined over K if and only if the field K(
√
λ) is Galois over Q. In this case, the two
cocycles ξK and ξλK differ in H
2(K/Q,Q∗) by the cohomology class in H2(K/Q, {±1})
attached to the exact sequence
(3.1) 1→ Gal(K(
√
λ)/K) ' {±1} → Gal(K(
√
λ)/Q)→ Gal(K/Q)→ 1.
In particular, twisting by λ affects only the sign component of [ξK ] and not the degree
component.
This lemma shows that if E is a Q-curve completely defined over a Galois number
field K, then there exists a quadratic twist E(λ) which is strongly modular if and only
if the following conditions are satisfied.
i) K/Q is abelian;
ii) there exists λ ∈ K such that:
a) K(
√
λ) is Galois over Q;
b) [ξλK ] ∈ H2s (K/Q,Q∗).
Remark 3.2.3. Note that a cohomology class c ∈ H2(K/Q,Q∗) is symmetric if and
only if both its sign component and its degree component are symmetric. For σ, τ ∈
Gal(K/Q) the fact that ξK(σ, τ) = µσσµτµ−1στ implies that ξK(σ, τ)2 = deg(µσ)·deg(µτ )·
deg(µστ )
−1 and since K/Q is an abelian extension, this implies that ξK(σ, τ)2 =
ξK(τ, σ)
2, showing that the degree component of [ξK ] is always symmetric. Therefore
condition b) above can be replaced by:
b′) [ξλ,±K ] ∈ H2s (K/Q, {±1}).
3.3 The minimal field of complete definition
The goal of this section is to describe the smallest field over which a Q-curve is com-
pletely defined. We start by recalling the following elementary lemma.
Lemma 3.3.1. Let K/F be a Galois extension of number fields with Galois group G.
Let λ1, . . . , λn ∈ Q be such that λ2i ∈ K for all i ∈ {1, . . . , n}. Let L = K(λ1, . . . , λn).
Then the normal closure LN of L over F coincides withM := K(σλi : i ∈ {1, . . . , n}, σ ∈
Gal(Q/F )).
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Proof. For every i ∈ {1, . . . , n}, set ki := λ2i .
First we show that M ⊆ LN . It is enough to show that σλi ∈ LN for all σ ∈
Gal(Q/F ) and all i ∈ {1, . . . , n}. Note that (σλi)2 = σki and since K/F is Galois, there
exists some σ ∈ G such that σki = σki. Now choose σ˜ ∈ Gal(LN/F ) such that σ˜|K = σ.
Then (σ˜λi)2 = σ˜ki = σki = σki. This proves that σ˜λi = ±σλi, and since σ˜λi ∈ LN , the
claim follows.
Next we show thatM is normal over F , proving therefore the claim. Let h : M → Q
be an embedding. Again, it is enough to show that h(σλi) ∈ M for all σ ∈ Gal(Q/F )
and all i ∈ {1, . . . , n}. Note that h(σλi)2 = h(ki) = τki for some τ ∈ G because K/F is
Galois. Choose an element τ˜ ∈ Gal(Q/F ) such that τ˜ |K = τ . Then (τ˜λi)2 = τ˜ki = τki,
which shows that h(σλi) = ±τ˜λi ∈M , proving the claim.
Let E be a Q-curve over a Galois number field K and let G := Gal(K/Q).
Proposition 3.3.2. There exists a unique finite extension L/K, depending only on the
K-isogeny class of E, with the following properties:
i) L is Galois over Q;
ii) Gal(L/K) has exponent dividing 2;
iii) E is completely defined over L;
iv) if M is a number field containing K such that E is completely defined over M ,
then L ⊆M .
Proof. We are going to exploit an argument already described in [59, p. 4], which we
now explain. Let ν ∈ G. Let y2 = x3 + Ax + B be a Weierstrass equation for E,
where A,B ∈ K and let Y 2 = X3 + νAX + νB be a Weierstrass equation for νE. Set
ωE =
dx
2y
and ωνE =
dX
2Y
. Let µν : νE → E be a Q-isogeny. Suppose µν(X,Y ) =
(F1(X,Y ), F2(X,Y )) for some F1(X,Y ), F2(X,Y ) ∈ Q(X,Y ). Since for every P ∈
νE(Q) one has that µν(−P ) = −µν(P ), it follows that F1(x0, y0) = F1(x0,−y0) and
F2(x0, y0) = −F2(x0,−y0) for all (x0, y0) ∈ νE(Q). This shows that F1(X,Y ) is of the
form G1(X,Y 2) for some G1(X,Y ) ∈ Q(X,Y ) while F2(X,Y ) is of the form Y G2(X)
for some G2(X) ∈ Q(X). Therefore we can assume that µν(X,Y ) = (F1(X), Y F2(X))
for some F1(X), F2(X) ∈ Q(X). Now let λ ∈ Q∗ be such that µ∗ν(ωE) = λ · ωνE . Then
dF1(X)
2Y F2(X)
=
F ′1(X)dX
F2(X)2Y
= λ
dX
2Y
, and it follows that F2(X) =
F ′1(X)
λ
. Thus we have
that
µν(X,Y ) =
(
F (X),
1
λ
Y F ′(X)
)
for some F (X) ∈ Q(X), λ ∈ Q.
For every σ ∈ GK , the isogeny σµν : νE → E has the same degree as µν and since E has
no CM, the two isogenies have to coincide up to sign. Therefore
σµν(X,Y ) =
(
σF (X),
1
σλ
Y σF ′(X)
)
=
(
F (X),± 1
λ
Y F ′(X)
)
= ±µν(X,Y )
Hence, F (X) ∈ K(X), the isogeny µν is defined over K(λ) and λ2 ∈ K∗ since for every
σ ∈ GK we have that σ(λ2) = λ2 .
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The discussion above shows that, given any collection of isogenies {µν}ν∈G, it is
possible to construct a map µν 7→ λν ∈ Q∗ where λ2ν ∈ K for every ν ∈ G. Now for
every ν ∈ G, let µν ∈ HomQ(νE,E) be an isogeny of minimal degree. This way we
determine, for all ν, some λν as above. Note that choosing the other Z-generator of
HomQ(
νE,E) corresponds to changing the sign of λν . Now let Lν := K(λν) and let
L := K(λν : ν ∈ G). Note that L does not depend on the chosen Weierstrass model
for E, since changing the Weierstrass model, the invariant differential ωE changes by
a K-multiple. On the other hand, it is not hard to check that replacing E with a
K-isogenous curve the quantity λν changes by a K-multiple, and this proves that L
depends only on the K-isogeny class of E.
Let us prove that L is Galois over Q. By Lemma 3.3.1, this amounts to proving
that σλν ∈ L for every σ ∈ GQ. Let σ ∈ GQ and ν ∈ G and consider the isogeny
σµν :
σνE → σE. Here σ is the class of σ in G. Note that µσσµν ∈ HomQ(σνE,E), and
therefore there exists a non-zero integer m such that µσσµν = m · µσν . Looking at the
action on differentials, we get that σλνλσ = mλσν . This shows that σλν ∈ L, and since
σ and ν were arbitrary, the claim follows.
The facts that Gal(L/K) has exponent 2 and that E is completely defined over L
are clear from the construction of L.
Finally, letM be a number field containing K and such that E is completely defined
over M . Let ν ∈ G and let µ : νE → E be an isogeny defined over M . Then µ = mµν
for some non-zero m ∈ Z. Since µ is defined over M , by looking at the action of µ on
invariant differentials, we see that mλν = mσλν for all σ ∈ Gal(Q/M). Thus, λν ∈ M
for every ν, and this shows that L ⊆M .
Definition 3.3.3. The number field L determined by Proposition 3.3.2 is called the
minimal field of complete definition of E.
3.4 Descent up to isogeny
In the philosophy of studying L-functions, it is important to understand when an elliptic
curve “comes” from a subfield. For example, as we have seen in chapter 2, if E is an
elliptic curve over Q and K is a quadratic number field, the L-function of EK is simpler
to study than the L-function of a Q-curve over K which is not isogenous to an elliptic
curve over Q. This motivates the following definition.
Definition 3.4.1. Let E be a Q-curve completely defined over a number field L, and
let K be a subfield of L which is Galois over Q. We say that E is inflated from K if
there exists a Q-curve C completely defined over K such that E is L-isogenous to CL.
If this is not the case, we say that E is primitive.
The reason for the terminology “inflated” will be clarified by Proposition 3.4.4.
In this section, we are going to deduce from the following theorem a criterion which
allows us to decide when a Q-curve completely defined over a Galois number field is
inflated from a smaller field.
Theorem 3.4.2 ([62, Theorem 8.2]). Let L/K be a Galois extension of number fields,
and let E be a Q-curve completely defined over L. Then the following are equivalent:
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i) there exist isomorphisms µσ : σE → E of elliptic curves up to isogeny over L such
that
µσ
σµτ = µστ for all σ ∈ Gal(L/K);
ii) there exists an elliptic curve C defined over K such that E is L-isogenous to CL.
Remark 3.4.3. Assume that L/Q is Galois. Then condition i) can be restated in the
following form:
[ξL(E)] ∈ ker(ResLK : H2(L/Q,Q∗)→ H2(L/K,Q∗)).
Proposition 3.4.4. Let E be a Q-curve without CM completely defined over a Galois
number field L and let ξL(E) be its associated 2-cocycle. Let K ⊆ L be a subfield which
is Galois over Q and assume that Gal(L/K) is contained in the center of Gal(L/Q).
Then the following are equivalent:
i) E is inflated from K;
ii) [ξL(E)] ∈ Im(InfKL : H2(K/Q,Q∗)→ H2(L/Q,Q∗)).
Proof. First assume i). Let C be a Q-curve completely defined over K such that
CL ∼ E. For all σ ∈ Gal(K/Q), let us fix a K-isogeny µσ : σC → C. Let ξK(C) ∈
Z2(K/Q,Q∗) be the 2-cocycle attached to C/K via the system of isogenies {µσ}σ, so
that ξK(C)(σ, τ) = µσσµτµ−1στ . Now for every σ ∈ Gal(L/Q), let us set µσ = µσ : σCL →
CL, for σ the class of σ in Gal(K/Q). Then a representative for the cocycle class at-
tached to CL is given by ξL(CL)(σ, τ) = µσσµτµ−1στ . Since C is completely defined over
K, so is µτ for all τ ∈ Gal(L/Q). Therefore Gal(L/K) acts trivially on µτ and thus
ξL(CL)(σ, τ) = µσ
σµτµ
−1
στ = ξK(C)(σ, τ).
This shows that [ξL(CL)] is the inflation of [ξK(C)], and since CL and E are L-isogenous,
we have that [ξL(CL)] = [ξL(E)] and the claim follows.
Now assume ii). Since ResLK ◦ InfKL = 0, we have [ξL(E)] ∈ ker(ResLK). Thus by
Theorem 3.4.2 there exists a Q-curve C over K such that CL is L-isogenous to E.
Choose a system of isogenies {µσ : σCL → CL}σ∈Gal(L/Q) with the following properties:
• µσ = 1 whenever σ ∈ Gal(L/K);
• µσ = µτ whenever σ ≡ τ mod Gal(L/K).
Let ξL(CL) be the 2-cocycle attached to CL via the above system of isogenies. Now
suppose that C is not completely defined over K. Then there exist ν ∈ Gal(L/Q),
ϑ ∈ Gal(L/K) such that ϑµν = −µν ; this implies that
(3.2) ξL(CL)(ϑ, ν) = −1 and ξL(CL)(ν, ϑ) = 1.
On the other hand, by hypothesis [ξL(CL)] = [ξL(E)] is inflated, so there exists a cocycle
c ∈ Z2(K/Q,Q∗) such that [ξL(CL)] = InfKL ([c]). Let c˜ ∈ Z2(L/Q,Q∗) be the cocycle
defined by c˜(σ, τ) = c(σ, τ) for all σ, τ ∈ Gal(L/Q), where · denotes the class modulo
Gal(L/K). Let α : Gal(L/Q)→ Q∗ be a map such that
c˜ = ξL(CL) · δα.
Note that the cocycle condition for c implies that c(1, ν) = c(ν, 1) for every σ ∈
Gal(L/Q). Thus, c˜(ν, ϑ) = c˜(ϑ, ν) and by (3.2), this yields α(νϑ) = −α(ϑν), a contra-
diction since νϑ = ϑν.
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Remark 3.4.5. Since the inflation map respects the decomposition of H2(K/Q,Q∗) in
its sign and degree components, condition ii) of the proposition is equivalent to:
ii′)
[ξL(E)
±] ∈ Im(InfKL : H2(K/Q, {±1})→ H2(L/Q, {±1}))
and
[ξL(E)
deg] ∈ Im(InfKL : H2(K/Q,Q∗+)→ H2(L/Q,Q∗+)).
3.5 Quadratic twists of quadratic Q-curves
Our goal in this section is to understand under which conditions a quadratic Q-curve
admits strongly modular quadratic twists over its minimal field of complete definition.
Let d 6= 1 be a squarefree integer and let K = Q(√d) with Gal(K/Q) = {1, ν}. Let E
be a Q-curve over K without CM. Let µν : νE → E be an isogeny, and assume that µν
cannot be defined over K. In such a situation the curve E is not strongly modular over
K, because of Theorem 3.2.1.
Lemma 3.5.1. The minimal field L of complete definition of E has Galois group
C2 × C2.
Proof. It is clear from the construction of L in the proof of Proposition 3.3.2 that L is
a quadratic extension of K.
Suppose that Gal(L/Q) ' C4. Let Gal(L/Q) = {1, ν, ν2, ν3}, where by a slight
abuse of notation, ν ∈ Gal(L/Q) is a lift of ν ∈ Gal(K/Q). Let us try to describe the
cocycle ξ±L attached to EL. Since H
2(C4, {±1}) ' C2 ' H2s (C4, {±1}), the cocycle ξ±L
must be symmetric. Let µν : νE → E be an isogeny. We can set µν2 = id and µν3 = µν .
Then ξ±L (ν, ν
2) = µν
νµν2µ
−1
ν3
= µνµ
−1
ν = 1. On the other hand, note that ν
2
µν , which is
an isogeny νE → E, cannot coincide with µν , since this would imply that µν is defined
over K. But µν and ν
2
µν have the same degree, and therefore ν
2
µν = −µν . Thus
ξ±L (ν
2, ν) = µν2
ν2µνµ
−1
ν3
= −µνµ−1ν = −1, which contradicts the symmetry of ξ±L .
Let e 6= 0, 1 be a squarefree integer such that L = Q(√d,√e). From now on, we set
Ke := Q(
√
e), Kde := Q(
√
de) and G := Gal(L/Q) = {1, ν, ϑ, νϑ},
where ϑ is the generator of Gal(L/K) and by a small abuse of notation the element
ν ∈ G restricts to the non-trivial automorphism of K which we also call ν.
Let us compute the 2-cocycle attached to EL. Let µϑ be the identity ϑEL = EL →
EL and let µνϑ = µν : νϑEL = νEL → EL. Note that ϑµν is an isogeny νϑEL = νEL →
EL =
ϑEL with the same degree of µν and since EL has no CM, ϑµν has to coincide with
µν up to sign. However if it were ϑµν = µν then µν would be defined over K, which is
a contradiction. Therefore ϑµν = −µν . Analogously, νϑµν = −νµν . The isogeny µννµν
coincides with multiplication by an integer m ∈ Z \ {0, 1}. By an easy computation we
end up with the following table for the cocycle ξL := ξL(EL).
ξL(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 1 −1 −1
ν 1 1 m m
νϑ 1 1 −m −m
Chapter 3. Strongly modular twists of Q-curves 69
The above table shows that the curve EL is not strongly modular over L, because of
Theorem 3.2.1. The question we want to address is: which quadratic twists of EL are
strongly modular? A first answer is provided by the following proposition.
Proposition 3.5.2. Let λ ∈ L∗. Then the twisted curve E(λ)L is strongly modular over
L if and only if L(
√
λ) is Galois over Q and Gal(L(
√
λ)/Q) is non-abelian. Moreover,
in this case the cohomology class [ξλL] attached to E
(λ)
L becomes trivial in H
2(L/Q,Q∗).
Proof. By Theorem 3.2.1, E(λ)L is strongly modular precisely when its attached cocycle
ξλL is symmetric. Recall that by Remark 3.2.3 this is equivalent to asking that [(ξ
λ
L)
±] ∈
H2s (L/Q, {±1}).
Let λ ∈ L∗ be such that L(√λ) is Galois over Q. Let A := Gal(L(√λ)/L) ' {±1},
G˜ := Gal(L(
√
λ)/Q) and G = Gal(L/Q). We have that G˜ is abelian if and only if
the 2-cocycle attached to the exact sequence 1 → A → G˜ → G → 1 is symmetric.
Therefore when G˜ is abelian, by Lemma 3.2.2 it follows that the symmetry of the
cocycle ξL attached to EL does not change under twisting by λ, and this shows that
E
(λ)
L cannot be strongly modular. On the other hand, note that by Lemma 3.1.7 we have
that H2s (G,A) ' C2 × C2 and by Corollary 3.1.10 H2(G,A) ' C32 . This shows that
H2(G,A)/H2s (G,A) ' C2, which means that the the product of two non-symmetric
cocycle classes in H2(G,A) is symmetric and therefore whenever G˜ is non-abelian, and
so its attached cocycle is not symmetric, then [ξλL] ∈ H2s (G,A).
The second assertion follows directly from Corollary 3.1.8.
Remark 3.5.3. Let us describe the structure of H2(L/Q, {±1}) in more detail. Recall
that elements of this group correspond to equivalence classes of central group extensions
of the form 1 → {±1} → G˜ → G → 1. There are four symmetric cocycles classes and
four non-symmetric ones. The symmetric cocycle classes correspond to group extensions
with G˜ ' C2×C2×C2 or G˜ ' C4×C2. The non-symmetric cocycle classes correspond
to group extensions with G˜ ' D4 or G˜ ' H8. All extensions with G˜ ' H8 are equivalent
to each other, while there are three non-equivalent extensions with G˜ ' D4. These are
uniquely determined by the image in G of the subgroup of order 4 in D4. If λ ∈ L∗ is
such that G˜ = Gal(L(
√
λ)/Q) ' D4, σ ∈ G˜ is an element of order 4 and σ is its image
in G, then Lσ is the unique subextension such that Gal(L(
√
λ)/Lσ) ' C4.
3.5.1 Inflated and primitive twists
Let λ ∈ L be such that E(λ)L is strongly modular, and let ξλL ∈ Z2(G,Q∗) be the
associated cocycle, which is symmetric. By Proposition 3.4.4 and Remark 3.4.5, EL
is inflated from a Galois subfield F ⊆ L if and only if [ξλ,±L ] is the inflation of a
cohomology class in H2(F/Q, {±1}) and [ξλ,degL ] is the inflation of a cohomology class
in H2(F/Q,Q∗+). Moreover, since the inflation of a cohomology class c is symmetric if
and only if c is itself symmetric, we can replace every cohomology group we are dealing
with with its subgroup of symmetric classes.
In the next two lemmas we will describe necessary and sufficient conditions for E(λ)L
to be inflated.
Lemma 3.5.4. If |m| ∈ (Q∗)2, then EL is an inflated Q-curve.
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Proof. If |m| ∈ (Q∗)2 then the degree component of [ξL] is trivial, and so the same
is true for the degree component of [ξλL]. Therefore it is enough to show that the sign
component of [ξλL] is inflated from H
2
s (F/Q, {±1}) for some Galois subfield F ⊆ L. Now
the claim follows simply by listing elements of H2s (L/Q, {±1}); these are represented
by the cocycles {1, b1, b2, b3} where:
b1(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 1 1 1
ν 1 1 −1 −1
νϑ 1 1 −1 −1
b2(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 −1 1 −1
ν 1 1 1 1
νϑ 1 −1 1 −1
b3(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 −1 −1 1
ν 1 −1 −1 1
νϑ 1 1 1 1
Obviously the trivial class in H2s (L/Q, {±1}) is the inflation of the trivial class in
H2({1}, {±1}) so [ξλL] is trivial if and only if E(λ) is L-isogenous to an elliptic curve
defined over Q. Beyond that, each bi is the inflation of the cocycle
ci(·, ·) 1 σi
1 1 1
σi 1 −1
where for i = 1, 2, 3 the element σi is a generator respectively of Gal(K/Q),Gal(Ke/Q)
and Gal(Kde/Q).
Lemma 3.5.5. Suppose |m| /∈ (Q∗)2. Then E(λ)L is inflated from K if and only if
Gal(L(
√
λ)/Q) ' D4 and the unique C4-subextension of L(
√
λ) is L/Ke or L/Kde.
Consequently, E(λ)L is primitive over L if and only if either Gal(L(
√
λ)/Q) ' H8 or
Gal(L(
√
λ)/Q) ' D4 and Gal(L(
√
λ)/K) ' C4.
Proof. The degree component of ξL coincides with that of ξλL and is represented by the
following cocycle:
ξdegL (·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 1 1 1
ν 1 1 |m| |m|
νϑ 1 1 |m| |m|
It is immediate to see that this cocycle is the inflation from H2(K/Q,Q∗+) of the coho-
mology class [c], where c(1, 1) = c(1, ν) = c(ν, 1) = 1 and c(ν, ν) = |m|, while it is not
the inflation of a class lying in H2(F/Q,Q∗+) for any F ∈ {Q,Ke,Kde}. Thus if E(λ)L is
inflated, it is inflated from K.
Therefore it is enough to understand when [ξλ,±L ] is the inflation of a class in
H2s (K/Q, {±1}). This group contains only two elements: the class of the trivial co-
cycle and the class [c] where c(1, 1) = c(1, ν) = c(ν, 1) = 1 and c(ν, ν) = −1. The
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inflation of the trivial class is of course trivial, while the inflation of the second one is
represented by
c˜(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 1 1 1
ν 1 1 −1 −1
νϑ 1 1 −1 −1
Now the sign component of [ξL] is represented by one of the following two non-cohomologous
cocycles, depending on the sign of m:
b1(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 1 −1 −1
ν 1 1 1 1
νϑ 1 1 −1 −1
b2(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 1 −1 −1
ν 1 1 −1 −1
νϑ 1 1 1 1
Since b1 = c˜ · b2, the class [ξλL] is inflated precisely when the cohomology class attached
to the exact sequence
(3.3) 1→ Gal(L(
√
λ)/L) ' {±1} → Gal(L(
√
λ)/Q)→ Gal(L/Q)→ 1
is either [b1] or [b2].
The key observation is now the following: the cohomology class in H2(L/Q, {±1})
associated to the exact sequence (3.3) coincides with (the inverse of) the element trg(b) ∈
H2(L/Q, {±1}) obtained by applying the transgression map
trg : H1(L(
√
λ)/L, {±1})→ H2(L/Q, {±1})
to the unique non-trivial element b ∈ H1(L(√λ)/L, {±1}) ' Hom(C2, {±1}) = {1, b}.
This can be seen just by applying the definition of the two constructions explained in
Remark 3.1.2 and Lemma 3.1.3.
Let λ ∈ L be such that Gal(L(√λ)/L) ' D4 = 〈σ, τ : σ4 = τ2 = 1, τσ = σ3τ〉.
Consider the exact sequence
1 // Gal(L(
√
λ)/L) // Gal(L(
√
λ)/Q) pi1 // Gal(L/Q) // 1,
where pi1(σ) = νϑ and pi1(τ) = ν. This corresponds to the situation where L(
√
λ)/Kde
is the unique C4-subextension. Let us choose the following normalized section ·˜ for pi1:
ϑ˜ = στ , ν˜ = τ and ν˜ϑ = σ. Then trg(b) is represented by the following cocycle:
b˜(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 1 1 1
ν 1 −1 1 −1
νϑ 1 −1 1 −1
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which is cohomologous to b1 by multiplying it by the coboundary of the cochain given
by b(1) = 1, b(ν) = b(ϑ) = b(νϑ) = −1.
Analogously, consider the exact sequence
1 // Gal(L(
√
λ)/L) // Gal(L(
√
λ)/Q) pi2 // Gal(L/Q) // 1,
where pi2(σ) = ν and pi2(τ) = ϑ. This corresponds to the situation where L(
√
λ)/Ke is
the unique C4-subextension. Choosing as a normalized section of pi2 the map given by
ϑ˜ = τ , ν˜ = σ and ν˜ϑ = τσ, one checks that
b˜(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 1 1 1
ν 1 −1 −1 1
νϑ 1 −1 −1 1
which shows that b˜ is cohomologous to b2 by choosing the same cochain as in the previous
case.
The next step is to give necessary and sufficient conditions for the existence of
primitive or inflated twists of EL.
First let us recall the following terminology.
Definition 3.5.6. Let p be a prime number and let L/K be a (not necessarily finite)
Galois extension of fields with Galois G. Assume that K contains a p-th root of unity.
Consider the following group extension
(3.4) 1→ Cp → G˜ pi→ G→ 1,
where Cp is a cyclic subgroup of order p contained in the center of G˜. Then solving the
embedding problem relative to the extension L/K and the group extension (3.4) means
to find a Galois extension M/K such that L ⊆M , Gal(M/K) ' G˜ and the restriction
of an automorphism of G˜ on L coincides with its image under pi.
The group extension (3.4) defines an element ofH2(G,Cp); since Cp can be identified
with a subgroup of L∗ there is a natural map ϕL : H2(G,Cp) → H2(G,L∗). Since we
will not need any other case, from now on we will set p = 2.
The next lemma is proven in [40, pp. 826-827] for finite Galois extensions. For the
sake of completeness we reprove it here in a slightly more general form, which we will
need later, although no major modification is required.
Lemma 3.5.7. Let c ∈ Z2(G, {±1}) be the 2-cocycle corresponding to the exact se-
quence (3.4). Then the embedding problem relative to c has a solution if and only if
[c] ∈ kerϕL.
Proof. By Lemma 3.3.1, quadratic extensions of L which are normal over K are in
bijection with elements of H0(G,L∗/(L∗)2) (with the natural Galois action). If λ ∈ L∗
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and λ ∈ L∗/(L∗)2 is its equivalence class, the corresponding quadratic extension of L is
simply L(
√
λ). Note that we have the following exact diagram:
1

{±1}

1 // (L∗)2 // L∗ //

L∗/(L∗)2 // 1
(L∗)2

1
which gives, taking Galois cohomology, the exact diagram
H0(G,L∗/(L∗)2)
ψ // H1(G, (L∗)2) //
δ

H1(G,L∗)
H2(G, {±1})
ϕL

H2(G,L∗)
where H1(G,L∗) = 0 by Hilbert theorem 90. Now suppose that the embedding problem
represented by c is solved by a Galois extension L(
√
λ) for some λ ∈ L∗. Let λ ∈
H0(G,L∗/(L∗)2) be the equivalence class of λ; then ψ(λ) is represented by the map
sending σ →
σλ
λ
. Fixing a square root βσ of
σλ
λ
in L∗ yields a 2-cocycle given by
cλ(σ, τ) =
βσ
σβτ
βστ
for all σ, τ ∈ G which represents the class δ(ψ(λ)). One checks that c
is cohomologous to cλ, which shows that if the embedding problem relative to c has a
solution, then ϕL([c]) = 0.
Conversely, if ϕL([c]) = 0 then [c] comes from an element in H1(G, (L∗)2), and
being ψ surjective we get that [c] = δ(ψ(λ)) for some λ, so that the embedding problem
relative to c has a solution.
From the above lemma it follows immediately that the solvability of the embedding
problem given by extension (3.4) depends only on the equivalence class of the extension.
Let us now consider our setting where F = Q, L = Q(
√
d,
√
e) is a C2×C2 extension
of Q and G = Gal(L/Q) = 〈ν, ϑ〉 where ν√d = −√d, ϑ√e = −√e. For a, b ∈ Q, we will
denote by (a, b) the quaternion algebra over Q with basis {1, i, j, ij} such that i2 = a,
j2 = b, ij = −ji. Recall that the reduced discriminant of a quaternion algebra B over
Q is the product of the finite primes of Q where B ramifies. A quaternion algebra is
trivial in Br(Q) if and only if it has reduced discriminant 1.
Theorem 3.5.8 ([40, Theorems 4 and 5]). The following hold:
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i) Let H8 = {±1,±i,±j,±k} be the group of quaternions. The embedding problem
relative to L/Q and the group extension
1→ C2 → H8 pi→ G→ 1
is solvable if and only if (d, de)(e, de)(d, e) = 1 in Br(Q), if and only if there exist
v1, v2, v3, w1, w2, w3 ∈ Q such that
d = v21 + v
2
2 + v
2
3
e = w21 + w
2
2 + w
2
3
v1w1 + v2w2 + v3w3 = 0.
In this case, setting t = 1 +
v1√
d
+
w3√
e
+
v1w3 − v3w1√
de
, the extensions solving the
problem are exactly the ones of the form L(
√
qt), for q ∈ Q∗.
ii) Let D4 = 〈σ, τ : σ4 = τ2 = 1, στ = τσ3〉 be the dihedral group of order 8. The
embedding problem relative to L/Q and the group extension
1→ C2 → D4 pi→ G→ 1
where pi(σ) = ϑ and pi(τ) = ν is solvable if and only if (−d, e) = 1 in Br(Q).
In this case, if x, y ∈ Q are such that d = ey2 − x2, the extensions solving this
problem are exactly the ones of the form L(
√
q(ey + x
√
e)) for q ∈ Q∗.
Recall that EL is a Q-curve completely defined over L. We can deduce from Theorem
3.5.8 the following result.
Theorem 3.5.9. There exists λ ∈ L∗ such that E(λ) is strongly modular and primitive
if and only if at least one of the following conditions is satisfied:
a) the quaternion algebra (−d,−e) has reduced discriminant 2;
b) the quaternion algebra (−d, e) is trivial in Br(Q).
More precisely, a) is satisfied if and only if there exists λ such that Gal(L(
√
λ)/Q) ' H8,
while b) is satisfied if and only if there exists λ such that Gal(L(
√
λ)/Q) ' D4 and the
C4-subextension is L(
√
λ)/Q(
√
d).
There exists λ ∈ L∗ such that E(λ) is strongly modular and inflated from K if and
only if at least one of the following holds:
c) the quaternion algebra (d,−e) is trivial in Br(Q);
d) the quaternion algebra (d,−de) is trivial in Br(Q).
More precisely, c) holds if and only if then there exists λ ∈ L∗ such that Gal(L(√λ)/Q) '
D4 and the C4-subextension is L(
√
λ)/Ke, and d) holds if and only if there exists λ ∈ L∗
such that Gal(L(
√
λ)/Q) ' D4 and the C4-subextension is L(
√
λ)/Kde.
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Proof. By Proposition 3.5.2, E(λ) is strongly modular if and only if Gal(L(
√
λ)/Q)
is non-abelian, so isomorphic to either D4 or H8. By Lemma 3.5.5, E(λ) is primi-
tive over L if and only if either Gal(L(
√
λ)/Q) ' H8 or Gal(L(
√
λ)/Q) ' D4 and
the C4-subextension is L(
√
λ)/Q(
√
d) where K = Q(
√
d). Therefore we just have to
understand, using Theorem 3.5.8, when this is possible.
As noticed in [40, p. 239], case a) holds if and only if the quadratic forms Sd,e =
1
de
X2+dY 2+eZ2 and T = X2+Y 2+Z2 are equivalent overQ. This implies immediately
that d, e > 0 because Sd,e and T must have the same signature. Since the rank and the
discriminant obviously coincide, it only remains to check that the Hasse-Witt invariants
coincide. If p is a prime the Hasse-Witt invariant of T at p is 1, while the Hasse-Witt
invariant of Sd,e at p is given by
(de, d)p(de, e)p(d, e)p = (de, d)p(de, e)p(−d,−e)p(d,−1)p(−1, e)p(−1,−1)p =
= (de,−de)p(−d,−e)p(−1,−1)p = (−d,−e)p(−1,−1)p,
where we used bilinearity of the Hilbert symbol and the fact that (a,−a)p = 1 for every
a ∈ Q∗ and every prime p. Now the claim follows from the fact that (−1,−1) ramifies
precisely at 2 and ∞.
Case b), c) and d) follow easily from point ii) of Theorem 3.5.8.
Corollary 3.5.10. The curve E has a strongly modular quadratic twist over K if and
only if the curve EL has a strongly modular twist which is inflated from K.
Proof. First recall that, by Theorem 3.2.1, a Q-curve defined over a quadratic field K
is strongly modular if and only if it is completely defined over K.
Let λ ∈ K∗ be such that E(λ) is strongly modular over K. Then the base-changed
curve (E(λ))L is strongly modular over L because its attached cocycle is the inflation of a
symmetric one, and is therefore symmetric. On the other hand, (E(λ))L is L-isomorphic
to (EL)(λ) and therefore EL has a strongly modular twist inflated from K.
Conversely, if EL has a strongly modular twist (EL)(λ) inflated from K, then by
Theorem 3.5.9 we have that (d,−e) or (d,−de) is trivial. Theorem 3.5.8 shows that we
can choose λ ∈ K∗: it is enough to use point ii) of the theorem replacing the map pi by
the one given by pi(τ) = ϑ and pi(σ) = ν or pi(σ) = νϑ. Then d plays the role of e in the
notation of the theorem and it is clear that λ ∈ K∗. Therefore (EL)(λ) is L-isomorphic
to (E(λ))L. If E(λ) is not defined over K, then EL is not strongly modular because,
as the computation in section 3.5 shows, its attached cocycle would not be symmetric.
Therefore E(λ) is completely defined over K.
3.5.2 Examples
In this section we will provide examples of Q-curves with different behaviours with
respect to the existence of primitive and inflated strong modular quadratic twists.
Example 1
Let us borrow the following example from [58]. Let E be the following elliptic curve
without CM over K = Q(
√−3):
E : y2 = x3 + 2x2 + bx,
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where b ∈ OK is any element of trace 1. There is an isogeny µν : νE → E such
that µννµν = −2. The minimal field of definition of E is L = Q(
√−3,√−2). Since
(3,−2) is trivial in Br(Q), by Theorem 3.5.9 there are quadratic extensions of L of
type D4 over Q with C4-subextension L(
√
λ)/K. Since α = 1 +
√−2 ∈ Q(√e)
has norm 3 = −d, by Theorem 3.5.8 we know that the set of all these extension is{
L
(√
r + r/
√−2
)
: r ∈ Q∗
}
. The one found in [58] corresponds to r = 2. Let
λ = 2−√−2. An integral model for E(λ)L is given by
E
(λ)
L : y
2 = x3 + (4− 2√−2)x2 + b(2− 4√−2)x.
By Theorem 3.5.9 there are no quadratic extensions of L which are of type H8 over
Q, nor quadratic extension of type D4 with C4-subextension Q(
√−2) or Q(√6). Thus,
all strongly modular quadratic twists of E are primitive over L. Note also that [58,
Proposition 6.2], which asserts that no quadratic twists of E are completely defined
over K, follows easily from Corollary 3.5.10.
To construct other examples, consider the following family of Q-curves given in [59]:
Ea : y
2 = x3 − 3√a(4 + 5√a)x+ 2√a(2 + 14√a+ 11a),
where a ∈ Z is not a square. Every Ea is defined over Ka := Q(
√
a) but its minimal
field of complete definition is La := Ka(
√
3).
We remark that Ea has positive algebraic rank for every a: the point Pa := (1 +
2
√
a, 1−√a) belongs Ea(Ka) and
2Pa =
(
1 + 9a
4
+
1
2
√
a,
1− 9a
8
+
−27a+ 35
8
√
a
)
;
thus by the Nagell-Lutz theorem (see for example [43, Theorem III.2.1]), Pa has infinite
order. In future work, it might be interesting to investigate how the rank of a fixed Ea
varies in families of strongly modular twists.
Example 2
Consider the curve (E6)L6 . With the notation of Theorem 3.5.9 we have that d = 6 and
e = 3. Since j(E6) =
27625536
125
+
10768896
125
√
6, it follows that E6 has no CM.
The quaternion algebra (−6,−3) = (−2,−3) has reduced discriminant 2 and there-
fore by Theorem 3.5.9 it follows that L6 has a quadratic extension which is of H8-type
over Q. Following the notation of Theorem 3.5.8 we can pick v1 = 2, v2 = v3 = 1, w1
and w2 = w3 = −1. Thus t = 1 + 2√
6
− 1√
3
− 1√
2
and all H8-type extensions of L6 are
given by L6(
√
qt) for q ∈ Q∗. For example, letting q = 1 and λ = t, an integral model
for (E6)
(λ)
L6
is given by
(E6)
(λ)
L6
: y2 = x3 +Ax+B,
where
A = 4080384α3 − 13616640α2 − 412416α+ 1375488,
B = −25868537856α3 + 82215567360α2 + 2613252096α− 8305459200
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and α =
√
2 +
√
3. This is a primitive strongly modular curve over L6.
Since (−6, 3) and (6,−3) both have reduced discriminant 6, there are no extensions
of L6 which are of D4-type over Q with C4-subextension L6/Q(
√
6) or L6/Q(
√
3). On
the other hand, (6,−18) is trivial in Br(Q), so by Corollary 3.5.10 there exist strongly
modular twists of E6. To find them, notice that by Theorem 3.5.8 it is enough to find
x, y ∈ Q with 6y2 − x2 = 18. As x = 6, y = 3 solve this equation, letting t = 18 + 6√6
we get that all extensions of L6 of type D4 over Q are given by L6(
√
qt), for q ∈ Q∗.
Let us choose for example q = 1/6 and λ′ = qt. Then an integral model for E(λ
′)
6 is
E
(λ′)
6 : y
2 = x3 − (28512 + 11520
√
6)x+ 2594304 + 1059840
√
6.
One can show, using the algorithm in [72], that E6 has algebraic rank 1, while the curve
E
(λ)
6 has algebraic rank 2. Two independent points of infinite order are given by
Q =
(
260
3
+
80
3
√
6, 120 +
592
9
√
6
)
and
R =
(
−4359264
94249
− 1341924
94249
√
6,
44171464512
28934443
+
17910346128
28934443
√
6
)
.
Example 3
The curve E7 is not strongly modular, but since (7,−3) is trivial, by Corollary 3.5.10
it has strongly modular quadratic twists. For example setting λ = 7 + 2
√
7, the curve
E(λ) is strongly modular over K7. An integral model is given by
E
(λ)
7 : y
2 = x3 − (166992 + 61824
√
7)x+ 36452864 + 13804672
√
7.
Again, E7 has rank 1. On the other hand, E
(λ)
7 has rank 0; in fact E
(λ)
7 (K) = {O}.
Since (−7,−3) has reduced discriminant 3 and (−7, 3) has reduced discriminant 21,
Theorem 3.5.9 shows that (E7)L7 has no primitive strongly modular twists.
Example 4
Finally, the curve (E5)L5 has no strongly modular twists at all, since (3,−5) has reduced
discriminant 10, (−3,−5) has reduced discriminant 5 and both (5,−3) and (5,−15) have
reduced discriminant 15.
3.5.3 The abelian variety attached to E(λ)
When λ ∈ L such that E(λ)L is strongly modular and primitive, the abelian variety
ResL/Q(E
(λ)
L ) is modular and, as we will see below, simple. This situation can be seen
in some sense as the mildest possible generalization of the one studied in chapter 2,
since being H2(C3, {±1}) trivial there are no primitive strongly modular Q-curves over
Galois number fields of degree 3. In what follows, we will deduce from the properties of
E
(λ)
L some of the properties of the corresponding newform.
Let λ ∈ L such that E(λ)L is strongly modular and primitive. Since in this section
we will only deal with E(λ)L for a fixed λ, in order to simplify the notation we will just
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write E for E(λ)L and ξ for ξ
λ
L. There are only two possible cohomology classes for ξ,
represented by the following non-cohomologous cocycles:
c1(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 −1 1 −1
ν 1 1 −m −m
νϑ 1 −1 −m m
c2(·, ·) 1 ϑ ν νϑ
1 1 1 1 1
ϑ 1 −1 −1 1
ν 1 −1 m −m
νϑ 1 1 −m −m
These correspond respectively to the case where Gal(L(
√
λ)/Q) ' H8 and Gal(L(
√
λ)/Q) '
D4. In any case, the cocycle ξ becomes trivial in H2(L/Q,Q
∗
). In fact one can check
that the maps α1, α2 : Gal(L/Q)→ Q∗ defined below split c1 and c2, respectively.
σ 1 ϑ ν νϑ
α1(σ) 1 i −i
√
m
√
m
σ 1 ϑ ν νϑ
α2(σ) 1 i
√
m −i√m
Let α be a splitting map for ξ. The number field F generated by the values of α is
Q(i,
√
m). Let B := ResL/Q(E) and R := End0Q(B). As we have seen in the proof
of Theorem 1.2.3, R is the 4-dimensional commutative Q-algebra with basis {gσ : σ ∈
Gal(L/Q)} and product given by gσgτ = ξ(σ, τ)gστ ; thus the surjective homomorphism
of Q-algebras
R → F
gσ 7→ α(σ)
is an isomorphism. Therefore B is a Q-simple abelian variety of GL2-type. This shows
that there exists a newform f =
+∞∑
n=1
anq
n ∈ S2(Γ1(N), ε) for some N, ε such that
F = Q(an : n ∈ N) and Af ∼Q B. Therefore
L(E/L, s) = L(B/Q, s) = L(Af/Q, s) =
∏
σ
L(σf, s)
where σ runs over the set of embeddings F → C. The level N of f is determined as in
section 2.4, namely we have that
NL/Q(NL(E))∆2L = N4,
where NL(E) is the conductor of E and ∆L is the discriminant of L.
Remark 3.5.11. It is not always the case that if E is a strongly modular, primitive
Q-curve over a number field L, then ResL/Q(E) is Q-simple. Let us take the following
example from [31]. Let L = Q(α) where α4 − 4α2 + 2 = 0. This is a C4-extension of
Q; let ν be a generator of the Galois group. Consider the following Q-curve completely
defined over L:
E : y2 + (α3 − 2α)xy + (α3 − 2α)y =
= x3 + (−α3 + 3α)x2 + (−4α3 + 3α2 + 14α− 14)x+ 5α3 − 4α2 − 16α+ 10.
There is an isogeny µν : νE → E of degree 2 and an isomorphism µν2 : ν
2
E → E, thus we
can set µν3 = νµν2µν . We let ξ ∈ Z2(L/Q,Q∗) be the cocycle attached to E via the sys-
tem of isogenies {id, µν , µν2 , µν3}. Now note that H2(L/Q, {±1}) = H2s (L/Q, {±1}) '
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{±1}. The cohomology class corresponding to −1 is not inflated from any subfield of
L, thus if E is an inflated Q-curve, it is inflated from Q. This means in particular that
the cocycle ξ± attached to E is a coboundary. However, note that ξ±(1, 1) = 1 while
one can compute that ξ±(ν2, ν2) = −1. Thus there cannot be a splitting map α, since
one should have ξ±(1, 1) = α(1) = 1 and consequently ξ±(ν2, ν2) = α(ν2)2 = −1. This
proves that E is primitive. On the other hand,
ResL/Q(E) ∼ Af ×Af⊗χ,
where
f = q + (i+ 1)q3 + (i− 1)q5 − 2iq7 − iq9 + (i− 1)q11 +O(q12)
is the unique (up to conjugation) newform in S2(Γ1(64)) with character of order 4 and
conductor 16 and χ is the unique non-trivial quadratic character Gal(L/Q)→ C∗.
From now on, we will think of F as a subfield of C, implicitly fixing an embedding
F → C. Let Gal(F/Q) = {1, σ1, σ2, σ3} where σ1 is complex conjugation and σ2 is
the element defined by σ2
√
m = −√m and σ2i = i. Note that since F is a CM field,
complex conjugation in the Galois group of F does not depend on our fixed embedding
F → C.
Since E is completely defined over L, all endomorphisms of B are defined over L
and this is also the smallest field of definition for the endomorphisms of B, i.e. L is the
splitting field of f . Recall that for every j ∈ {1, 2, 3} there exists a Dirichlet character
χj , which we can assume to be primitive, such that
(3.5) σjap = χj(p)ap
for almost all primes p (i.e. for a set of primes of density 1). Since f does not have CM,
such characters are unique. Note that by [9, Proposition 2.3.5], equation (3.5) holds for
all primes p - N and the conductor of χj divides N for all j. The splitting field of f is
L, and is given by Q∩j kerχj . This shows that the χj ’s are either the trivial character or
quadratic characters on Gal(L/Q). Moreover, recall that for all primes p - N we have
that
(3.6) ap = ε(p)ap.
This implies easily that χ1 = ε as Dirichlet characters modulo N . By [60, Propositions
3.2 and 3.3], the fact that F is a CM field implies that ε is non-trivial, so it is quadratic
since χ1 can only be trivial or quadratic. Now equations (3.5) and (3.6) imply that for
all primes p - N one has
σ2ap = χ2(p)ε(p)
σ1ap
and therefore
σ3ap =
σ1χ2(p)χ1(p)ap.
This shows that χ3 = σ1χ2 · χ1 as characters of GQ. Thus if χ2 is trivial we have
that χ1 = χ3, but this would imply that L = Q
kerχ1 which is a quadratic field, and
this is a contradiction. Similarly χ3 cannot be trivial, because it would imply that
χ2 = χ1 and we would get a contradiction again. Therefore χ1, χ2 and χ3 are pairwise
distinct quadratic characters, and so they must be precisely the three distinct non-trivial
quadratic characters on Gal(L/Q). Thus the set {Qkerχj : j = 1, 2, 3} coincides with
{Q(√d),Q(√e),Q(√de)}.
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3.6 Strongly modular Q-curves up to isomorphism
As we have seen in the previous sections, quadratic Q-curves over a quadratic field K
might have no strongly modular twists, even when they are base-changed to a field
of complete definition L. It is therefore natural to ask whether there always exist a
field M containing K, possibly bigger than L, such that EM has a strongly modular
twist. In this section, we will characterize completely the class of Q-curves which are
geometrically isomorphic to a strongly modular one.
Remark 3.6.1. Notice that every Q-curve is geometrically isogenous to a strongly
modular one. In fact, suppose that E is a Q-curve and let f be a newform such that
there exists a modular parametrization Af → E. If L is the splitting field of f , it
is proven in [30] that Af is isogenous over L to E′n for some n ∈ N, where E′ is a
Q-curve over L. Note that E is geometrically isogenous to E′ by the uniqueness of the
decomposition up to isogeny. By [31, Proposition 2], the abelian variety ResL/Q(E′) is
isogenous to a product of abelian varieties attached to newforms. Therefore E′/L is
strongly modular.
The theorem we will prove is the following.
Theorem 3.6.2. Let E be a Q-curve over a number field K, and assume that K =
Q(j(E)). Then E is Q-isomorphic to a strongly modular curve over some extension of
K if and only if K is Galois and the minimal field of complete definition of E is abelian
over Q.
Since every elliptic curve over Q is isomorphic to an elliptic curve over Q(j(E)),
the theorem above describes completely the class of Q-curves isomorphic to a strongly
modular one.
Remark 3.6.3. Using similar ideas to that of Example 2.3.4, it is easy to construct 1)
an example of a Q-curve whose j-invariant generates a non-Galois number field and 2)
an example of a Q-curve whose j-invariant generates a Galois number field and whose
minimal field of complete definition is non-abelian. This shows that Theorem 3.6.2 is
as sharp as possible. Let us exhibit two such examples.
1) Consider the elliptic curve E′ : y2 = x3 + x+ 1 over Q. Let K = Q(α), where α is a
root of x3 + x + 1. This is a non-Galois number field. The base-changed curve E′K
has a non-trivial 2-torsion point, namely P = (α, 0). Now let φ be the isogeny with
kernel {O,P} and let E := E′K/ kerφ. A Weierstrass equation for E is given by:
E : y2 = x3 − (4 + 15α2)x+ 22 + 14α.
One can check that
j(E) =
9580464
961
+
51659856
961
α+
72060192
961
α2 /∈ OK ,
so Q(j(E)) = K and E has no CM. Moreover, E is a Q-curve: if L is the Galois
closure ofK, then EL is L-isogenous to all its Galois conjugates, since by construction
all of them are L-isogenous to E′L.
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2) Consider the elliptic curve E′ : y2 = x3 +x2−2x−1 over Q. Let K = Q(α), where α
is a root of x3 +x2− 2x− 1. This time K is a Galois number field. Again, the point
P = (α, 0) is a non-trivial 2-torsion point of the base-changed curve E′K . If φ is the
isogeny with kernel {O,P}, a Weierstrass equation for E := E′K/ kerφ is given by:
E : y2 = x3 + x2 + (8− 10α− 15α2)x− 14− 36α− 5α2.
We have that j(E) = 66240+208912α+143392α2 generates K and we checked using
Sage [75] that E has no CM. Since K is Galois, E has full 2-torsion over K and thus
it follows easily that E is a Q-curve completely defined over K. Now consider the
quadratic twist of E by α:
E(α) : y2 = x3 + 4αx2 + (80− 80α− 432α2)x+ 448− 1088α− 4736α2.
Since K(
√
α) is not Galois over Q, by Lemma 3.2.2 the curve E(α) is not completely
defined over K. On the other hand, if N is the Galois closure of K(
√
α), one can
check that E is completely defined over N . Now N is a non-abelian number field of
degree 12, it is generated by a root of the polynomial x12 + 4x10 + 10x8 + 34x6 −
7x4 + 98x2 + 49 and its Galois group is isomorphic to the alternating group on 4
letters A4. Thus, there are no subfields of N which contain K and are Galois over Q,
because A4 has no normal subgroups of order 2. This proves that N is the minimal
field of definition of E(α).
In order to prove Theorem 3.6.2, we need two preliminary results, which we will now
state and prove.
The first one shows that a Q-curve over a non-Galois number field cannot be strongly
modular. Recall that by Proposition 1.3.4, a Q-curve over a number field K is strongly
modular if and only if ResK/Q(E) is an abelian variety of GL2-type.
Proposition 3.6.4. Let E be a Q-curve over a number field K. If E is strongly
modular, then K/Q is Galois.
Proof. Let us start by fixing the notation. Let B := ResK/Q(E) be the restriction of
scalars of E. If E is strongly modular, there exist newforms f1, . . . , fn such that
B ∼
n∏
i=1
(Afi)
ti ,
where Afi and Afj are not isogenous whenever i 6= j and the ti’s are positive integers. To
ease the notation, we set Ai := Afi . Let Li be the splitting field of fi, for i ∈ {1, . . . , n}.
Recall that this is an abelian number field, and it is the smallest field over which all
endomorphisms of Ai are defined. Let L be the compositum of all the Li’s.
Recall that the universal property of the restriction of scalars implies that
(3.7) HomQ(X,B) ' HomK(XK , E)
for every Q-scheme X.
We divide the proof in two steps.
Step 1. The first claim we will prove is that L is a subfield of K, and so that E
is the base change of a Q-curve E0 completely defined over L and BK decomposes as
(E0)
[K : Q]. This will be helpful in understanding the structure of EndQ(B).
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Notice that for every i ∈ {1, . . . , n}, there exists a non-zero element ei ∈ HomQ(Ai, B).
By (3.7) the element ei corresponds to a non-zero homomorphism ηi : (Ai)K → E.
Composing ηi with homomorphisms BK → (Ai)K and E → BK , we get a non-zero
endomorphism η′i of B defined over K. Since all endomorphisms of B are defined over
L, η′i itself is defined over K0 := K ∩ L. Let Ei := η′i((Ai)K0). This is an elliptic curve
over K0 with the property that (Ei)K ' E. Let G0 := Gal(K0/Q). Since Ei is a factor
of (Ai)K0 and Ai an abelian variety over Q, also σEi is a factor of (Ai)K0 for every
σ ∈ G0. Let Ci :=
∑
σ∈G0
σEi. This is an abelian subvariety of (Ai)K0 , but it is also
defined over Q. Hence, it is a subvariety of Ai. But Ai is simple, and therefore Ci ∼ Ai.
This proves that (Ai)K0 is isogenous to a product of conjugates of Ei.
Next, we claim that Ei is completely defined over K0. Let B0 := ResK/K0(E) '
ResK/K0((Ei)K). Again, it is easy to see using the definition of restriction of scalars,
that Ei is a factor of B0. Fix a non-trivial map B0 → Ei and let E(K/K0)i be the abelian
variety fitting in the exact sequence
0→ E(K/K0)i → B0 → Ei → 0.
The notation is motivated by the fact that if K/K0 = K0(
√
d) for some non-square
d ∈ K0, then E(K/K0)i is the quadratic twist of Ei by d. Thus,
B = ResK/Q(E) ' ResK0/Q(B0) ∼ ResK0/Q(Ei)× ResK0/Q(E(K/K0)i ).
By assumption, B is of GL2-type. Hence, by Lemma 1.3.2 all its factors over Q are of
GL2-type. This implies, in particular, that ResK0/Q(Ei) is of GL2-type. Therefore Ei is
strongly modular over K0 and since K0/Q is abelian, by Theorem 3.2.1 Ei is completely
defined over K0.
This shows that all endomorphisms of Ai are defined overK0, and therefore Li ⊆ K0.
Since i was arbitrary, it follows that L ⊆ K0 and consequently L = K0 ⊆ K. Thus,
BK ∼ (E0)[K:Q]K for some Q-curve E0 completely defined over L.
Step 2. Let K˜ be the Galois closure of K, let G := Gal(K˜/Q), let H := Gal(K˜/K)
and let HL := Gal(K˜/L). To show that K is Galois, we will prove the following claim:
dim End0Q(B) = |H\G/H|.
Here H\G/H denotes the set of orbits of the left cosets of H in G under the left action
given by multiplication by H. This set has cardinality at most [G : H], with equality
precisely when H is normal in G. Since B is of GL2-type, End0Q(B) has to contain a
number field of degree equal to dimB = [G : H]. The proof of the proposition follows
then immediately.
Let B˜ := Res
K˜/Q(EK˜). Using the fact that ResK˜/Q(EK˜) = ResK/Q(ResK˜/K(EK˜))
and the universal property defining the restriction of scalars, one checks that B is a
factor of B˜. Hence there is a homomorphism pi : B˜ → B giving rise to a split exact
sequence of abelian varieties up to isogeny
0→ C → B˜ → B → 0,
where C := (kerpi)0 is the connected component of kerpi containing the identity. Let
R = {ϕ ∈ EndQ(B˜) : ϕ(C) ⊆ C}.
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There is a homomorphism
Φ: R⊗Q→ End0Q(B)
ϕ⊗ q 7→ ϕ⊗ q
where ϕ is the unique endomorphism which makes the following diagram commute:
B˜
ϕ //
pi

B˜
pi

B
ϕ // B.
Notice that Φ is surjective, since every endomorphism of B can be extended to an
endomorphism of B˜ via the isogeny B˜ ∼ B × C. Moreover,
ker Φ := {ϕ ∈ R : ϕ(B) ⊆ C}.
To prove our claim, we will compute the codimension of End0Q(B) in End
0
Q(B˜). Both
these algebras are in particular Q-vector spaces of finite dimension, so we will consider
a generic vector v ∈ End0Q(B˜) and determine the linear system of equations describing
the condition v ∈ ker Φ.
The homomorphism
G→ G/HL
τ 7→ τ
factors through the projection
G→ G/H
τ 7→ τH.
By what we proved in Step 1, there exists an elliptic curve E0, completely defined over
L, such that E = (E0)K . We have decompositions
B˜
K˜
'
∏
τ∈G
(τE0)K˜
B
K˜
'
∏
x∈G/H
(xE0)K˜ .
(3.8)
The full endomorphism ring of B˜
K˜
is given by
∏
τ,τ ′∈G
Hom((τE0)K˜ , (
τ ′E0)K˜). By (3.7)
we have that
EndQ(B˜) '
∏
τ∈G
Hom
(
(τE0)K˜ , (E0)K˜
)
=
=
{(
ϕτ ∈ Hom
(
(τE0)K˜ , (E0)K˜
))
τ∈G
}
.
(3.9)
Thus, dim End0Q(B˜) = |G| = dim B˜. Notice that EndQ(B˜) is isomorphic to the subset
of End
K˜
(B˜) given by {(ϕτ,τ ′)τ,τ ′∈G : ∀σ ∈ G, σϕτ,τ ′ = ϕρτ,ρτ ′} via the map that sends
(ϕτ )τ∈G 7→ (τ ′ϕτ ′−1τ,1)τ,τ ′ .
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The projection pi : B˜ → B induces, under identifications (3.8), a map
pi
K˜
: B˜
K˜
→ B
K˜
(Pτ )τ∈G 7→
( ∑
τ : τH=x
Pτ
)
x∈G/H
.
Therefore the kernel of pi
K˜
is given by:
kerpi
K˜
=
{
(Pτ )τ∈G ∈ B˜K˜ : ∀σ ∈ G :
∑
τ∈G : τH=σH
Pτ = 0
}
=
=
(Pτ )τ∈G : ∀σ ∈ G/H : ∑
ρ∈H
Pσρ = 0
 .
(3.10)
Now for every σ ∈ G/H and every ρ ∈ H \ {id}, let P ∈ (σE0)K˜ . Define Qσ,ρ(P ) =
(Pτ )τ∈G where
Pτ =

P if τ = σ
−P if τ = σρ
0 otherwise.
It is easy to check using the description given in (3.10) that the collection of all Qσ,ρ(P )
constructed in this way generates kerpi
K˜
. Given any Qσ,ρ(P ) and any (ϕτ,τ ′)τ,τ ′ ∈
End(B˜), we have that:
ϕ(Qσ,ρ(P )) = (ϕσ,τ ′(P )− ϕσρ,τ ′(P ))τ ′∈G.
Thus the image of ϕ(Qσ,ρ(P )) in BK˜ via piK˜ is given by:( ∑
τ∈G : τH=x
(ϕσ,τ (P )− ϕσρ,τ (P ))
)
x∈G/H
.
Recall that ϕσ,τ = τϕτ−1σ,1 and this corresponds to τϕτ−1σ in the description given in
(3.9). Thus,
(3.11) pi
K˜
(ϕ(Qσ,ρ(P ))) =
 ∑
τ∈G : τH=βH
τ (ϕτ−1σ(
τ−1P )− ϕτ−1σρ(τ
−1
P ))

β∈G/H
.
Now write τ = βα, with α ∈ H. Then we can rewrite (3.11) as(∑
α∈H
βα(ϕα−1β−1σ − ϕα−1β−1σρ)(α
−1β−1P )
)
β∈G/H
.
Since P was arbitrary, it follows that R coincides with the set of endomorphisms
(ϕτ )τ∈G ∈ EndQ(B˜) such that∑
α∈H
α(ϕα−1β−1σ − ϕα−1β−1σρ) = 0, ∀σ, β ∈ G/H, ∀ρ ∈ H \ {1}.
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It is clear that for fixed σ, ρ, changing β to hβ for any h ∈ H does not change the sum
above. Thus, recalling that all endomorphisms of B are defined over K, our condition
becomes
(3.12)
∑
α∈H
(ϕαγ − ϕαγρ) = 0, ∀ γ ∈ H\G/H, ∀ ρ ∈ H.
It is clear that whenever ρ = σρ′, where σ, ρ′ ∈ H and σ ∈ StabH(Hγ), then
∑
α∈H
ϕαγρ =∑
α∈H
ϕαγρ′ . Here StabH(Hγ) is the stabilizer of Hγ ∈ H\G under the action of H on
H\G given by right multiplication by H. On the other hand, one can view HγH as
the set of right orbits of Hγ under right multiplication by H. In this setting, there is a
bijection
StabH(Hγ)\H → H\HγH
ρ 7→ Hγρ.
Thus, we can rewrite (3.12) as∑
α∈H
(ϕαγ − ϕαx) = 0, ∀ γ ∈ H\G/H, ∀x ∈ H\G.
It is easy to see that this is equivalent to:
(3.13) ∀x, y ∈ H\G : xH = yH =⇒
∑
α∈x
ϕα =
∑
β∈y
ϕβ.
A small computation shows that condition (3.13) gives a system of [G : H]− |H\G/H|
independent equations defining R. This shows that the codimension of R ⊗ Q inside
End0Q(B˜) is exactly [G : H]− |H\G/H|.
To determine the codimension of ker Φ inside EndQ(B˜), one can carry out similar
computations, but this time the points Qσ,ρ(P ) = (Pτ )τ∈G will simply be defined by:
Pτ =
{
P if τ = σ
0 otherwise.
Thus, we get that (ϕτ )τ∈G ∈ ker Φ if and only if for every x ∈ H\G we have
∑
α∈x ϕα =
0. This defines a subspace of End0Q(B˜) of codimension [G : H]. Thus, the codimension
of ker Φ inside R is |H\G/H|, and the claim is proven.
The second preliminary result shows that the 2-torsion of the Brauer group of Q is
generated by cocycles inflated from certain symmetric ones.
Proposition 3.6.5. The inflation map Inf : H2s (GabQ , {±1}) → Br(Q)[2] is an isomor-
phism.
Proof. Consider the exact sequence
1→ Gal(Q/Qab)→ GQ → GabQ → 1.
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By inflation-restriction applied to {±1} and Q∗ (with the natural Galois action) we get
two exact sequences which fit into a commutative diagram
H1(Gal(Q/Qab), {±1})GabQ trg //

H2(GabQ , {±1}) Inf //
ϕQab

Br(Q)[2]

H1(Gal(Q/Qab),Q∗)G
ab
Q
trg // H2(GabQ ,Qab
∗) Inf // Br(Q).
By Hilbert’s theorem 90,H1(Gal(Q/Qab),Q∗) is trivial, so the map Inf : H2(GabQ ,Qab
∗)→
Br(Q) is injective. On the other hand, also the map Br(Q)[2]→ Br(Q) is injective, and
this shows that kerϕQab coincides with the kernel of Inf : H2(GabQ , {±1}) → Br(Q)[2].
By Lemma 3.5.7 we have that H2s (GabQ , {±1}) ∩ kerϕQab = {1}, since a non-trivial el-
ement in this intersection would correspond to a non-trivial extension of Qab which
is Galois and abelian over Q. Therefore the map Inf : H2s (GabQ , {±1}) → Br(Q)[2] is
injective.
To prove surjectivity, we first claim that
(3.14) H2s (G
ab
Q , {±1}) ' H2s (Ẑ∗, {±1}) '
⊕
p
H2s (Z∗p, {±1}).
For every prime p, we denote by Q(ζp∞) the field obtained by adjoining to Q all roots
of unity of p-power order. Recall that Gal(Q(ζp∞)/Q) ' Z∗p. The exact sequence
(3.15) 1→ Gal(Qab/Q(ζp∞))→ GabQ → Gal(Q(ζp∞)/Q)→ 1
splits. Thus in the inflation-restriction exact sequence
1→ H1(Q(ζp∞)/Q, {±1})→ H1(GabQ , {±1})→ H1(Qab/Q(ζp∞), {±1})→
trg→ H2(Q(ζp∞)/Q, {±1})→ H2(GabQ , {±1}),
the map trg is zero. This shows that that the inflation map Inf : H2(Q(ζp∞)/Q, {±1})→
H2(GabQ , {±1}) is injective, and therefore it restricts to an injection
Infp : H
2
s (Q(ζp∞)/Q, {±1}) ↪→ H2s (GabQ , {±1}).
If l is a prime different from p, then
Infp(H
2
s (Q(ζp∞)/Q, {±1})) ∩ Inf l(H2s (Q(ζl∞)/Q, {±1})) = {1}.
In fact, let c be an element in the intersection and notice that there is a split exact
sequence
1→ Gal(Q(ζp∞)/Q)→ Gal(Q(ζp∞)Q(ζl∞)/Q)→ Gal(Q(ζl∞))→ 1
which induces an isomorphism
H2s (Q(ζp∞)Q(ζl∞)/Q, {±1}) ' H2s (Q(ζp∞)/Q, {±1})×H2s (Q(ζl∞)/Q, {±1}).
This shows that c is trivial in H2s (Q(ζp∞)Q(ζl∞)/Q, {±1}). Then use the fact that the
map Infp factors via
Infppl : H
2
s (Q(ζp∞)/Q, {±1})→ H2s (Q(ζp∞)Q(ζl∞)/Q, {±1})
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followed by
InfplQab : H
2
s (Q(ζp∞)Q(ζl∞)/Q, {±1})→ H2s (GabQ , {±1})
to conclude that c is trivial in H2s (GabQ , {±1}).
Thus, we have an injective map⊕
p
Infp :
⊕
p
H2s (Q(ζp∞)/Q, {±1})→ H2s (GabQ , {±1}).
To see that it is also surjective, we use the fact that any class c ∈ H2s (GabQ , {±1}) factors
through Q(ζN ) for some N ∈ N. If p1, . . . , pr are the distinct primes dividing N , then
Q(ζN ) ⊆ KN :=
r∏
i=1
Q(ζp∞i ) and we can think of c as the inflation of an element of
H2s (KN , {±1}) =
r⊕
i=1
H2s (Q(ζp∞i ), {±1}). This concludes the proof of claim (3.14).
To compute H2s (Q(ζp∞)/Q, {±1}) ' H2s (Z∗p, {±1}), recall that
Z∗p '
{
(Z/4Z)∗ × Z2 if p = 2
F∗p × Zp if p > 2
.
Thus we have that
H2s (Z∗p, {±1}) '
{
H2s ((Z/4Z)∗, {±1})×H2s (Z2, {±1}) if p = 2
H2s (F∗p, {±1})×H2s (Zp, {±1}) if p > 2
.
Now we claim that H2(Zp, {±1}) = H2s (Zp, {±1}) = {1} for all p. If p > 2 this follows
easily from the fact that Zp = lim←−
n∈N
Z/pnZ and H2(Z/pnZ, {±1}) = {1} for all n ∈ N.
For p = 2, note that for all n ∈ N we have thatH1(Z/2nZ, {±1}) ' H2(Z/2nZ, {±1}) '
{±1}. Therefore if n < m, considering the exact sequence
0→ Z/2m−nZ→ Z/2mZ→ Z/2nZ→ 0
and applying inflation-restriction to get the exact sequence
1→ H1(Z/2nZ, {±1})→ H1(Z/2mZ, {±1})→ H1(Z/2m−nZ, {±1})→
trg→ H2(Z/2nZ, {±1}) Inf→ H2(Z/2mZ, {±1}),
we get that trg is an isomorphism. This shows that Inf : H2(Z/2nZ, {±1})→ H2(Z/2mZ, {±1})
is the zero map; it follows immediately that
H2(Z2, {±1}) ' lim−→
n∈N
H2(Z/2nZ, {±1}) = {1}.
Since for every prime p > 2 we have that H2(F∗p, {±1}) ' H2((Z/4Z)∗, {±1}) ' {±1},
we finally get that
H2s (G
ab
Q , {±1}) '
⊕
p prime
{±1}.
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To conclude the proof, let l be a prime and consider the element εl = (tp)p ∈
H2s (G
ab
Q , {±1}) defined by:
tp =
{
−1 if p = l
1 otherwise.
Notice that we proved above that εl is the inflation to GabQ of the unique non-trivial el-
ement in H2(Q(ζl∞)/Q, {±1}). We will show that Inf(εl) ∈ Br(Q)[2] corresponds to the
quaternion algebra ramified at l and∞. This implies in particular that Inf : H2s (GabQ , {±1})→
Br(Q)[2] is surjective, which is what we wanted to prove.
To compute Inf(εl) ∈ Br(Q)[2], we look at the local components. Recall that for
every place v of Q there is an isomorphism Br(Qv)
∼→ Q/Z and that there exists an
exact sequence
0 // Br(Q) //
⊕
v Br(Qv) // Q/Z // 0 ,
where v runs over all places of Q; the first non-trivial map is the product of all the
restriction maps Resv : Br(Q) → Br(Qv) and the second one is the sum of the compo-
nents.
Let v be a finite place of Q different from l. We claim that Resv(Inf(εl)) = 0 in
Br(Qv). This implies that Inf(εl) ∈ Br(Q)[2] is ramified precisely at l and∞, because εl
is non-trivial inH2s (GabQ , {±1}) and the map Inf : H2s (GabQ , {±1})→ Br(Q)[2] is injective,
as we already proved.
Note that Resv(Inf(εl)) is the inflation to Br(Qv) of the unique non-trivial element
εnrl in H
2
s (Qv(ζl∞)/Qv, {±1}). Let Qnrv be the maximal unramified extension of Qv.
Since Qv(ζl∞) is an unramified extension of Qv, we can consider εnrl as an element of
Br(Qnrv ). By [65, Theorem XII.1], Br(Qnrv )
∼→ Br(Qv), via inflation. Now the isomor-
phism Br(Qv)
∼→ Q/Z is constructed in the following way: the exact sequence
1→ O∗Qnrv → Qnrv
∗ v→ Z→ 0,
where v is the valuation map, yields a (split) exact sequence
0→ Br(Fv)→ Br(Qv)→ H2(Qnrv /Qv,Z)→ 0
(see [65, §XII.3]); as the Brauer group of a finite field is trivial (see [65, §X.7]), we get an
isomorphism, induced from the valuation map, v : Br(Qnrv )→ H2(Qnrv /Qv,Z). The long
exact sequence in cohomology induced by the exact sequence 0→ Z→ Q→ Q/Z→ 0,
together with the fact that Q is cohomologically trivial, gives the desired isomorphism
Q/Z ' H1(Qnrv /Qv,Q/Z) → H2(Qnrv /Qv,Z). Now the claim is easily proven by the
fact that v(εnrl ) = 0 in Q/Z ' Br(Qv).
Proof of Theorem 3.6.2. First suppose that E is Q-isomorphic to a strongly modular
curve E′ over a number field M . By Proposition 3.6.4, M is Galois over Q and by
Theorem 3.2.1, M is abelian. Thus, K is abelian over Q. Since EM is Q-isomorphic to
E′, the latter is a quadratic twist of EM . Let α ∈ Q be such that α2 ∈M and such that
E
(α)
M is isomorphic to E
′ overM . By Theorem 3.2.1, E′ is completely defined overM , so
E′M(α) is completely defined over M(α). Since EM(α) ' (E(α))M(α) ' E′M(α), it follows
that EM(α) is completely defined over M(α). Let L be the minimal field of definition
of E, so that L ⊆ M(α). If L ⊆ M , then L is abelian over Q. Otherwise, namely if
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L ( M , then LM is a non-trivial extension of M , so it has to coincide with M(α).
This shows that M(α) is Galois over Q. Since E′(α) ' E(α2)M ' EM , by Lemma 3.2.2 it
follows that EM is completely defined overM , which proves that L ⊆M , contradiction.
Hence, L is abelian over Q.
Let us now prove the converse, so assume that the minimal field of definition L is
abelian over Q. Let ξL = ξL(E) ∈ Z2(L/Q,Q∗) be the 2-cocycle attached to E. For
every extension F/L which is Galois over Q, we denote by [ξF ] the inflation of [ξL] to
H2(F/Q,Q∗). As usual, the sign component of [ξF ] will be denoted by [ξ±F ]. Let M/Q
be an abelian extension containing L. By Theorem 3.2.1, Lemma 3.2.2 and Remark
3.2.3 we know that EM has a strongly modular quadratic twist completely defined over
M if and only if there exists λ ∈M∗ \ (M∗)2 such that:
a) M(
√
λ) is Galois over Q;
b) if c ∈ H2(M/Q, {±1}) is the cohomology class attached to the exact sequence:
1→ {±1} → Gal(M(
√
λ)/Q)→ Gal(M/Q)→ 1
then [ξ±M ] · c ∈ H2s (M/Q, {±1})
Let ϕM : H2(M/Q, {±1}) → H2(M/Q,M∗) be the canonical map induced by the in-
clusion {±1} ⊆ M∗. By Lemma 3.5.7, conditions a) and b) are satisfied if and only if
there exists c ∈ kerϕM such that [ξ±M ] · c ∈ H2s (M/Q, {±1}). Assume that this is the
case. The following diagram commutes
H2(M/Q, {±1}) ϕM //
Inf

H2(M/Q,M∗)

H2(GabQ , {±1})
ϕQab // H2(GabQ ,Qab
∗)
(here the map on the right is the composition of the inflation map H2(M/Q,M∗) →
H2(Qab/Q,M∗) with the natural map H2(Qab/Q,M∗)→ H2(Qab/Q,Qab∗)) and there-
fore we see that there exists c ∈ kerϕQab such that ξ±Qab · c ∈ H2s (GabQ , {±1}).
Conversely, if such a cohomology class exists then it factors through some finite
abelian extension M/Q, which we can assume to contain L, and therefore there exists
c ∈ kerϕM such that [ξ±M ] ·c ∈ H2s (M/Q, {±1}). This shows that there exists an abelian
number field M and a λ ∈M∗ \ (M∗)2 which respect conditions a) and b) if and only if
there exists a class c ∈ H2(GabQ ,±1) such that c ∈ kerϕQab and [ξ±Qab ]·c ∈ H2s (GabQ , {±1}).
As noticed in the proof of Proposition 3.6.5, kerϕQab coincides with the kernel
of Inf : H2(GabQ , {±1}) → Br(Q)[2]. Therefore, it remains to prove the following claim:
there exists c ∈ ker(Inf : H2(GabQ , {±1})→ Br(Q)[2]) such that [ξ±Qab ]·c ∈ H2s (GabQ , {±1}).
This amounts to saying that the image of [ξ±Qab ] in Br(Q)[2] belongs to the image of
H2s (G
ab
Q , {±1}). By Proposition 3.6.5, this is always the case, and the proof is com-
plete.
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Chapter4
On the Mertens–Cesàro theorem for
number fields
This chapter is a paper, written in collaboration with Dr. G. Micheli, which is to appear
in the Bulletin of the Australian Mathematical Society.
4.1 Introduction
In 1874 Mertens proved that the natural density of the set of coprime pairs of rational
integers is 1/ζ(2), where ζ is the Riemann zeta function [51]. In 1881 Cesàro indepen-
dently asked the same question in [13] and provided the solution two years later in [14],
getting the same result as Mertens. Another proof of this result is presented in the book
by Hardy and Wright [36, Theorem 330], while a generalization to the case of m-tuples
of integers has been more recently given in [57].
If one tries to extend the formulation of the theorem to the case of algebraic integers,
one encounters some obstructions from the very beginning. In the next paragraphs
the reader can find some of the motivations that led to our approach to the problem,
especially concerning the definition of the density for a subset of the ring of algebraic
integers O of a number field K.
Indeed, for the case of Z, there exists a “canonical” way to compute the density
of a set A ⊆ Z: this can be in fact defined as the limit in B (if it exists) of the
sequence |A ∩ [−B,B[|/(2B). This definition extends to the density of a set A ⊆ Zm
by considering the limit of the sequence |A ∩ [−B,B[m|/(2B)m as B goes to infinity.
This definition characterizes the probability that, given the m-dimensional hypercube
of large side B centered in the origin, a uniformly random selected integer point has all
relatively prime entries.
What can actually be done in the setting of algebraic integers is to consider the
analogous problem for the set of m-tuples of ideals of O using a suitable definition of
density involving the norm function. Very interesting results in this direction can be
found in [73]. On the other hand, if we want a proper generalization of the Mertens–
Cesàro theorem to O (and not to the set of ideals of O) the approach presented in [73]
does not apply: indeed, given a large bound B, there might be infinitely many elements
of norm at most B (contrary to what happens in the case of Z). Therefore, not only
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this definition of density for sets of ideals of O cannot extend to a definition of density
for O, but also the analogous probability interpretation that one has over Z is missing.
A non canonical definition for the density of a subset A ⊆ O is obtained by consid-
ering a Z-isomorphism α : O → Zn (n being the degree of the extension K ⊇ Q) and
then by computing the density of α(A) ⊆ Zn as previously described. The resulting
density is then dependent on the choice of α (which is equivalent to a choice of a Z-basis
for O), but extends to A ⊆ Om componentwise, as one would expect by considering the
limit of the sequence |α(A) ∩ [−B,B[mn|/(2B)mn. Using this definition of density for
the set E ⊆ Om of coprime m-tuples and a similar strategy to the one presented in [48]
for the case of unimodular matrices over Z, the following turns out to be true:
• the density d of E exists and it can be computed;
• d is independent on the choice of the embedding α (i.e. independent of the choice
of the Z-basis for O);
• d equals 1/ζK(m), where ζK(m) is the Dedekind zeta function of the number field
K.
This completely generalizes the Mertens–Cesàro theorem to the case of number fields.
It is very interesting to note that this result matches the one presented in [73, Theorem
4.1], which was obtained in the context of ideals of O.
Outline of the proof
Let us now briefly describe the strategy we use to compute the density mentioned above
in the general case of a subset E ⊆ ZM (in our case M = nm). First, we find a family
{Et}t∈N of subsets of ZM with the following properties:
• we are able to compute the density of Et for every t (Lemma 4.3.5);
• Et+1 ⊆ Et;
• ⋂t∈NEt = E.
Then we verify that the family of sets {Et}t∈N approximates the set E in density in the
sense that the sequence of densities of Et \ E converges to zero as t tends to infinity.
Under these assumptions we are able to prove that limt→∞D(Et) = D(E) (Theorem
4.3.7).
4.1.1 Notation
If R is a ring (commutative with identity), we say that the ideals I1, . . . , Il are co-
prime if
∑
j Ij = R; we say that the elements a1, . . . , as ∈ R are coprime if the ideals
(a1), . . . , (as) are coprime. Let K be a number field of degree n and O its ring of
algebraic integers. Let E = {ei}ni=1 be a Z-basis for O. Define
O[B,E] =
{
n∑
i=1
aiei | ai ∈ [−B,B[∩Z
}
.
Later on in the paper we will just write O[B] since the basis will be understood. For
p a prime number, we denote by Sp = {p(p)1 , . . . , p(p)λp } the set of distinct prime ideals
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lying over p (in particular we have that
∏λp
j=1 p
(p)
j is the radical of the ideal generated
by p). Let d(p)j be the inertia degree of p
(p)
j (i.e. dimFp(O/p(p)j )) and denote by Dp the
integer
∑λp
j=1 d
(p)
j . Let d be a positive integer, let us denote by GF(p, d) the finite field
of order pd. Define
Rp :=
λp∏
j=1
O/p(p)j '
λp∏
j=1
GF(p, d
(p)
j ).
For z = (z1, . . . , zm) an element of Om, we denote by Iz the ideal generated by the set
{z1, . . . , zm}. If F is a field we denote by F∗ its multiplicative group.
4.2 A definition of the density for Om
Let E be a Z-basis for O. Our goal is to define a notion of density (which will in general
depend on the choice of E) for a subset T of Om. We define the upper density of T with
respect to E to be
DE(T ) = lim sup
B→∞
|O[B,E]m ∩ T |
(2B)mn
and the lower density of T with respect to E as
DE(T ) = lim inf
B→∞
|O[B,E]m ∩ T |
(2B)mn
.
We say that T has density d with respect to E if
DE(T ) = DE(T ) =: DE(T ) = d.
Whenever this density is independent of the chosen basis E, it is consistent to denote
the density of a set T by D(T ) without any subscript.
Remark 4.2.1. First observe that d ∈ [0, 1] ⊆ R by construction. The main idea
behind this definition of density is the same that one has over Z; the only difference
is that the way in which we cover the entire set (in this case O) is not canonical but
depends on the basis E.
Example 4.2.2. Let us show with an example that choosing different bases for O could
yield different densities for the same subset T ⊆ O. Let K = Q(i), so that O = Z[i]. Let
T = {x+ iy ∈ O : x, y > 0}. If E = {1, i}, clearly |O[B,E]∩ T | = (B − 1)2, which gives
DE(T ) = 1/4. On the other hand, choosing as a basis E′ = {1,−1+i} = {e1, e2} we have
that T = {xe1+ye2 ∈ O : x, y > 0, x > y}. Therefore |O[B,E′]∩T | = (B−1)(B−2)/2,
which shows that DE′(T ) = 1/8.
Let E ⊆ Om be the set of coprime m-tuples, i.e. the elements z ∈ Om for which
Iz = O. A corollary of our final result (Theorem 4.3.7) is that the density of E is
actually independent of the basis E: even though the choice of the covering of Om is
not canonical (it depends in fact on the chosen Z-basis for O) the density of E is.
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4.3 Proof of the main result
Let S be a finite set of prime numbers. Let ES be the set of m-tuples z = (z1, . . . , zm)
in Om such that the ideal Iz is coprime with every p ∈ S.
Remark 4.3.1. Equivalently, one checks that
ES = {z ∈ Om | Iz + p(p)j = O ∀p ∈ S and ∀j ∈ {1, . . . , λp}}
by observing that (p) ⊆∏j p(p)j and the p(p)j are maximal.
Let ψp : (O/(p))m → Rmp = (
∏λp
j=1O/p(p)j )m be the morphism induced by the pro-
jection O/(p)∏λpj=1O/p(p)j . Recall that Dp = ∑λpj=1 d(p)j . In the following lemma and
in Proposition 4.3.3 we will consider the surjection
pi : Om −→
∏
p∈S
Rp
m =: T
induced by the quotient maps O → O/p(p)j . It is easy to prove the following lemma.
Lemma 4.3.2. We have
ES = pi
−1
∏
p∈S
λp∏
j=1
((
O/p(p)j
)m \ {0})
 .
Proposition 4.3.3. Let q be a positive integer, E a Z-basis for O, S a finite set of
prime numbers and N =
∏
p∈S p. Then
|ES ∩ O[qN ]m| = (2q)mn
∏
p∈S
pnm−mDp λp∏
j=1
(pd
(p)
j m − 1)
 ,
where O[qN ]m is the set of m-tuples of elements of O[qN ].
Proof. The key point is to decompose the map pi. For the rest of the proof, the reader
may refer to the following diagram:
Om piN−−−−→ (O/(N))m ψ−−−−→ T∥∥∥ ∥∥∥
(
∏
p∈SO/(p))m
ψ−−−−→ (∏p∈SRp)m
where piN is the quotient map, ψ = (. . . , ψp, . . . ) and ψ is its obvious extension to
(O/(N))m obtained by applying the Chinese remainder theorem to primes in S. Notice
then that pi = ψ ◦ piN . Our strategy to prove the result is to compute the cardinality of
the fibers of ψ and the intersection of the fibers of piN with O[qN ]:
• Observe that ψp : (O/(p))m → Rmp is a surjective morphism of Fp-vector spaces,
therefore |ψ−1p (yp)| = | ker(ψp)| = pnm−mDp for all yp ∈ Rmp . It follows that
|ψ−1(y)| = ∏p∈S |ψ−1p (yp)| = ∏p∈S pnm−mDp for all y ∈ (O/(N))m.
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• Let z = (zj)j ∈ (O/(N))m and z = (zj)j ∈ Om. Write
zj =
(
n∑
t=0
rjtpi(et)
)
for some unique 0 ≤ rjt < N in Z. Observe that existence and uniqueness of the
rjt follow from the fact that O/(N) is a free Z/NZ-module of rank n with basis
{pi(et)}. It follows that piN (z) = z if and only if
zj =
n∑
t=0
(rjt + l
j
tN)et
for some ljt ∈ Z. We conclude then that
|O[qN ]m ∩ pi−1N (z)| = (2q)mn
since the rjt are fixed by the condition piN (z) = z and l
j
t ∈ [−q, q[∩Z for each
index j, t.
Let us now complete the proof. By Lemma 4.3.2 we have that
(4.1) ES ∩ O[qN ]m = pi−1
∏
p∈S
λp∏
j=1
((
O/p(p)j
)m \ {0})
 ∩ O[qN ]m.
In order to simplify the notation, define
H := ψ−1
∏
p∈S
λp∏
j=1
((
O/p(p)j
)m \ {0})
 ,
so that ES = pi−1N (H) by Lemma 4.3.2. Since pi = ψ ◦ piN , Equation (4.1) reads
ES ∩ O[qN ]m = pi−1N (H) ∩ O[qN ]m.
Therefore
|pi−1N (H) ∩ O[qN ]m| = (2q)mn|H|
and
|H| =
∏
p∈S
pnm−Dpm λp∏
j=1
∣∣∣(O/p(p)j )m \ {0}∣∣∣
 .
Thus,
|ES ∩ O[B]| = (2q)mn
∏
p∈S
pnm−mDp λp∏
j=1
(pd
(p)
j m − 1)
 .
Before we proceed, let us recall the following elementary calculus fact.
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Lemma 4.3.4. Let {aB}B∈N be a sequence of real numbers and N a positive integer.
Then
lim
B→∞
aB = c ⇔ lim
q→∞ ar+qN = c ∀r ∈ {0, . . . , N − 1}.
Lemma 4.3.5. In the notation previously described we have
D(ES) = DE(ES) =
∏
p∈S
λp∏
j=1
(
1− 1
pd
(p)
j m
)
.
Proof. Let
aB :=
|O[B]m ∩ ES|
(2B)mn
.
Recall that N =
∏
p∈S p. Let
D :=
∏
p∈S
λp∏
j=1
(
1− 1
pd
(p)
j m
)
.
We first show that aqN = D. By Proposition 4.3.3 we have that
aqN =
|O[qN ]m ∩ ES|
(2qN)mn
=
=
(2q)mn
∏
p∈S p
nm−mDp∏λp
j=1(p
d
(p)
j m − 1)
(2qN)mn
.
By canceling common factors in numerator and denominator and writing Dp according
to its definition we get
aqN =
∏
p∈S
p−m
∑λp
j=1 d
(p)
j
λp∏
j=1
(pd
(p)
j m − 1)
and bringing p−m
∑λp
j=1 d
(p)
j inside the products it follows that
aqN =
∏
p∈S
λp∏
j=1
(
1− 1
pd
(p)
j m
)
.
We are now ready to prove that
lim
B→∞
aB = D.
Thanks to Lemma 4.3.4 it will be enough to show that
lim
q→∞ ar+qN = D
for all r ∈ {0, . . . , N − 1}. Indeed,
aqN ·
(
(2qN)
2r + 2qN
)mn
< ar+qN < a(q+1)N ·
(
(2(q + 1)N)
2r + 2qN
)mn
.
By passing to the limit in q the claim follows.
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Remark 4.3.6. It is immediate to observe that the density of ES is independent of the
chosen basis E.
We are now in a position to formulate and prove the main result.
Theorem 4.3.7. Let m be a positive integer and let K be a number field. Let O be
the ring of integers of K. The density of the set E of coprime m-tuples of O is
D(E) =
1
ζK(m)
,
where ζK is the Dedekind zeta function of the number field K.
Remark 4.3.8. Let p1, . . . , pt be the first t rational primes. We define St = {p1, . . . , pt}.
The reader should observe that one has the inclusion E ⊆ ESt and therefore
0 ≤ DE(E) ≤ DE(E) ≤ D(ESt).
As a consequence one has that in the case m = 1 Theorem 4.3.7 follows by passing to
the limit t→∞ in the above inequality and recalling that the Dedekind zeta function
of K has a pole at 1. As expected in fact, the group of units of the ring of integers has
density zero in any basis. Observe that this is the special case k = 1 of [12, Corollary
4.2]. A more extensive description of additive representations of elements in the unit
group can be found in [3].
Remark 4.3.9. Notice that the argument of 4.3.8 does not lead to the conclusion in
the case m > 1, since it provides just an upper bound (uniform in E) for DE(E).
Before starting the proof let us recall the following theorem, which we will use as a
fundamental tool.
Theorem 4.3.10 ([47, Lemma 2]). Let S ⊆ RM be a bounded set whose boundary
∂S can be covered by the images of at most W maps φ : [0, 1]M−1 → RM satisfying
Lipschitz conditions
|φ(x)− φ(y)| ≤ L|x− y|
for the Euclidean norm. Then S is measurable. Let V = vol(S).
Let Λ ⊆ RM be a full-rank lattice and
λ1 := inf{|v| : v ∈ Λ \ {0}}
be its first successive minimum. Then∣∣∣∣|Λ ∩ S| − Vdet Λ
∣∣∣∣ ≤ cW ( Lλ1 + 1
)M−1
for a constant c depending only on M .
Next we are going to deduce from Theorem 4.3.10 the particular case that we will
use in the proof of Theorem 4.3.7.
Chapter 4. On the Mertens–Cesàro theorem for number fields 98
Proposition 4.3.11. Let K be a number field of degree n with ring of integers O. Let
I be an ideal of O. Then∣∣∣∣|(I ∩ O[B])m| − (2B)nmN(I)m
∣∣∣∣ ≤ c( 2Bc1N(I)1/n + 1
)mn−1
for every B ∈ N, where N(I) denotes the norm of I and the constants c, c1 are inde-
pendent of B and of I.
Proof. Recall that there is a canonical embedding of O into Rn: if σ1, . . . , σr are the
real embeddings K → R and σr+1, . . . , σr+2s = σn are the complex ones labeled such
that σr+i = σr+s+i, then the map τ : O → Rn defined by
x 7→ (σ1(x), . . . , σr(x), σr+1(x), . . . , σr+s(x))
embeds O as a full-rank lattice in Rn, where each σr+i is viewed as an embedding into
R2. The map τ induces an embedding τm : Om → Rmn. The image of Om inside Rmn
via τm is again a full-rank lattice. Let αE : O −→ Zn be the isomorphism of Z-modules
given by αE (
∑n
i=1 xiei) = (x1, . . . , xn). Let α
m
E : Om → Zmn be the isomorphism
induced by αE. Consider the following commutative diagram
Om τm //
αmE

Rmn
Zmn ι // Rmn
A
OO
where ι is the inclusion map and A is the unique R-linear map which makes the diagram
commute. The idea now is to apply Theorem 4.3.10 with Λ = (ι ◦ αmE )(Im) ⊆ Rmn and
S the cube of side 2B centered in the origin, so that W = 2mn and L = 2B in the
notation of the theorem. Here by Im we mean the cartesian product of m copies of I
inside Om.
We first need a lower bound for the first successive minimum of (ι◦αmE )(Im). To do
this we can clearly assume m = 1 since the first successive minimum of a lattice Λ ⊆ Rn
coincides with that of Λm ⊆ Rmn. Let v be a vector realizing the first successive
minimum of (ι ◦ αE)(I) with respect to the euclidean norm | · |. By [47, Lemma 5], the
first successive minimum of τ(I) is greater or equal than N(I)1/n. Since A(v) ∈ τ(I)
we have that
N(I)1/n ≤ |A(v)| ≤ ‖A‖|v|,
where ‖A‖ is defined by sup|w|=1 |A(w)|. This shows that the first successive minimum
of (ι ◦ αE)(I) is greater or equal than c1N(I)1/n, where c1 := 1/‖A‖ is independent of
B and of I.
Now the claim follows by applying Theorem 4.3.10 together with the fact that
det(αmE (I
m)) = det(αE(I))
m = [Zn : αE(I)]m = [O : I]m = N(I)m
and observing that |(ι ◦ αmE )(Im) ∩ [−B,B[mn| = |Im ∩ O[B]m| = |(I ∩ O[B])m|.
Proof of Theorem 4.3.7. We already proved the theorem in the case m = 1 in Remark
4.3.8, therefore let us suppose m > 1. Let t be a positive integer, St the set consisting
of the first t prime numbers and define Et = ESt . Observe that, since Et ⊇ E, we have
DE(E) ≤ D(Et) = D(Et).
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By letting t run to infinity we get
DE(E) ≤ 1
ζK(m)
.
In order to show the opposite inequality observe that
(4.2) D(Et)− DE(Et \ E) ≤ DE(E).
Therefore, it is enough to prove that lim
t→∞DE(Et \ E) = 0. For a prime ideal p ⊆ O, the
t-th prime number pt and M an integer, let us introduce the following notation.
• We say that p M if and only if p lies over a prime greater than M (Notice that,
with this notation, one has that p  pt implies p + (pi) = O for every i ≤ t).
• We say that M  p if and only if the rational prime lying under p is less than M .
If P is the set of prime ideals of O, with this notation we have
Et \ E ⊆
⋃
p∈P : ppt
pm ⊆ Om,
where pm is the set m-tuples of elements of O having all entries in p. It follows that
(Et \ E) ∩ O[B]m ⊆
⋃
p∈P : CBnppt
(p ∩ O[B])m
for C a positive constant independent of B. The upper bound CBn  p comes from
the following observation: for a fixed basis E, the norm function is a polynomial of
degree n in the coefficients (with respect to the basis E) of the elements of O. Therefore
N(O[B]) ⊆ [−CBn, CBn] for a constant C depending only on the chosen basis. On
the other hand, if an element of O[B] is in p then its norm is divisible by the rational
prime p lying under p. This shows that there cannot exist primes p  CBn containing
a non-zero element of O[B]. We have then
DE(Et \ E) ≤ lim sup
B→∞
∣∣∣∣∣∣
⋃
p∈P : CBnppt
pm ∩ O[B]m
∣∣∣∣∣∣ · (2B)−nm
≤ lim sup
B→∞
∑
p∈P : CBnppt
|p ∩ O[B]|m · (2B)−nm.
By Proposition 4.3.11, |p∩O[B]|m = |(p∩O[B])m| ≤ (2B)
mn
N(p)m
+c
(
2B
c1N(p)1/n
+ 1
)mn−1
.
Therefore
DE(Et \ E) ≤ lim sup
B→∞
∑
CBnppt
|p ∩ O[B]|m · (2B)−nm
≤ lim sup
B→∞
∑
CBnppt
1
N(p)m
+ c
(
2B
c1N(p)1/n
+ 1
)mn−1
· (2B)−nm
≤ lim sup
B→∞
∑
CBn>p>pt
n
pm
+ cn
(
2B
c1p1/n
+ 1
)mn−1
· (2B)−nm
=: Lt,
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where the last inequality holds because in each instance N(p) ≥ p for p the prime below
p, and above a fixed rational prime lie at most n distinct primes of O. Now our goal is
to show that Lt → 0 as t→∞.
Choose now a constant c′1 ≤ c1 (independent of B) for which
1
C1/n
≥ c
′
1
2
. Notice
that the sum that appears in Lt is taken over primes p such that CBn > p, which shows
that
B >
1
C1/n
p1/n ≥ c
′
1
2
p1/n.
It follows
2B
c′1p1/n
≥ 1 and then 2B
c′1p1/n
+ 1 ≤ 2 2B
c′1p1/n
. Therefore Lt is bounded by
lim sup
B→∞
∑
p : CBn>p>pt
n
pm
+ cn
(
4B
c′1p1/n
)mn−1
· (2B)−nm =
= lim sup
B→∞
∑
p : CBn>p>pt
n
pm
+
c′
B · pm−1/n
for some other constant c′ independent of B and p. Now observe that
lim sup
B→∞
∑
p : CBn>p>pt
n
pm
≤
∑
p>pt
n
pm
tends to zero when t→∞ because the series
∑
p
1
pm
is convergent, while for the other
term one has that
lim sup
B→∞
∑
CBn>p>pt
c′
B · pm−1/n ≤ lim supB→∞
c′
B
∑
CBn>p>pt
1
p
= 0
since
∑
p<CBn
1
p is asymptotic to log log(CB
n). This concludes the proof by equation
(4.2).
The following corollary produces the classical generalization of Mertens–Cesàro the-
orem to the case of m-tuples of integers (presented in [57]).
Corollary 4.3.12 (Extended Mertens–Cesàro theorem). The density of coprime m-
tuples of integers is 1ζ(m) , where ζ is the Riemann zeta function.
Proof. Follows directly from Theorem 4.3.7 by setting K = Q.
Remark 4.3.13. Observe that the results of Theorem 4.3.7 are consistent with the
expectations. The obtained density is in fact independent of the basis: by symmetry,
indeed, all proofs can be done by using another basis B, obtaining the same result. In
addition, Theorem 4.3.7 extends the Mertens–Cesàro theorem for algebraic integers in
the following sense: over Z one can equivalently consider the density of the set of coprime
m-tuples of integers or coprime m-tuples of ideals of Z without any relevant distinction.
If one is willing to do the same in the case of algebraic integers, one has to choose in
which context one wants to consider the problem: in the context of m-tuples of ideals,
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the results in [73] are satisfying while in the setting of m-tuples of algebraic integers,
Theorem 4.3.7 answers the question. Curiously, even if the set up of the problem is very
different, the resulting densities match. Future work in this direction could possibly
include an analysis of the density of r-prime m-tuples of algebraic integers, extending
the definition given by Sittinger in [73].
Remark 4.3.14. In [64] the author gives an asymptotic for the number of points of
bounded height B in the (m− 1)-dimensional projective space. We will briefly explain
why this result goes in a similar direction as the ones in the present note. Let E be
the set of coprime m-tuples of OmK . There is an action of the group of units O∗K on E
given by u(c1, ..., cm) = (uc1, ..., ucm) if u ∈ O∗K and (c1, ..., cm) ∈ E. The natural map
from E to the (m − 1)-dimensional projective space Pm−1K induces an injection ι from
E/O∗K to Pm−1K . When K has class number one, ι is also a surjection; now one could
use [64, Theorem 3] to see that the number of elements of E/O∗K of bounded height B
is asymptotic to Cm(K)Bm/ζK(m) where Cm(K) is a constant depending on m and
the number field K. Schanuel gets the constants because he is essentially “counting”
more objects. For example, when OK = Z[
√−5] the point Q = [1 + √−5, 2] ∈ P1K
would be "counted" in the case of Schanuel’s result even though Q is not proportional
to a coprime m-tuple. This happens because the class number of K is different from 1.
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AppendixA
Computing the newform attached to a
quadratic Q-curve
In what follows, we show how we implemented the algorithm described in section 2.4
which computes, given a quadratic Q-curve E completely defined over a quadratic field
K, a newform f =
∑
n≥1 anq
n in S2(Γ1(N), ε), for suitable N, ε, such that L(E/K, s) =
L(f, s)L(σf, s). The code below was implemented in Sage [75].
We divided the code into blocks of functions which all contribute to the same task.
Below every block, we describe the input and the output of the main function of the
block, which is always the first one.
The following variables are the same for the main function of each block. Therefore
we omit them from the description of the input.
• E - the Q-curve we start with;
• K - the base field of E;
• Ec - the Galois conjugate νE of E;
• mu - an isogeny µ : E → νE;
• m - the integer which coincides with νµ ◦ µ;
• M - the number field Q(√m).
def E_newform(E,mu,prec):
m = mu.formal ()[1]. norm()
K= E.base()
R.<x> = QQ[]
M.<b>= NumberField(x^2-m)
a=K.gen()
nu=K.automorphisms ()[1]
Ec=E.base_extend(nu)
d=K.disc().abs()
N=ZZ(E.conductor ().norm().sqrt())*d
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t=[0,1]
for i in IntegerRange (2,prec +1):
if i.is_prime ():
t.append(ap(E,Ec,K,nu,i,mu,M,epsilon(N,K,i,m)))
else:
t.append (1)
u=i.factor ()
for j in u:
if j[1]==1:
t[i]=t[i]*t[j[0]]
else:
t[i]=t[i]*(t[j[0]]*t[j[0]^(j[1]-1)]
-epsilon(N,K,j[0],m)*j[0]
*t[j[0]^(j[1]-2)])
return t
def epsilon(N,K,p,m):
if p.divides(N):
return 0
elif m>0 or len(K.primes_above(p))==2:
return 1
elif len(K.primes_above(p))==1:
return -1
def ap(E,Ec,K,nu,p,mu,M,epsilon):
P=K.primes_above(p)[0]
if E.has_bad_reduction(P):
if E.has_additive_reduction(P):
return 0
elif len(P)==1:
return bad_inert(E,Ec,nu,mu ,p,P)*M.gen()
elif len(P)==2:
if E.has_split_multiplicative_reduction(P):
return 1
elif E.has_nonsplit_multiplicative_reduction(P):
return -1
else
if p.divides(K.discriminant ()):
return ramified(E,Ec,nu,mu,M,p,P)
elif len(P)==1:
return inert(E,Ec ,nu,mu,M,p,P,epsilon)
elif len(P)==2:
Ep = E.local_minimal_model(P).reduction(P)
return Ep.trace_of_frobenius ()
INPUT:
• prec - a positive integer.
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OUTPUT:
• a list [a0, . . . , aprec] of Fourier coefficients of f .
def reduce_isogeny(K,mu,P,F):
MU=mu.rational_maps ()
f=MU[0]. numerator ()
g=MU[0]. denominator ()
f1=MU[1]. numerator ()
g1=MU[1]. denominator ()
r=f.coefficients ()
s=f1.coefficients ()
v=r[0]. valuation(P)
min=r[0]
for i in r:
z=i.valuation(P)
if z<v:
v=z
min=i
f_red=f/min
g_red=g/min
v=s[0]. valuation(P)
min=s[0]
for i in s:
z=i.valuation(P)
if z<v:
v=z
min=i
f1_red=f1/min
g1_red=g1/min
return [F(f_red.dict())/F(g_red.dict()),
F(f1_red.dict())/F(g1_red.dict())]
INPUT:
• P - a prime ideal of the ring of integers OK of K;
• F - the field (OK/P)(x, y).
OUTPUT:
• a pair of rational functions in (OK/P)(x, y) which give the reduction of µ modulo
P.
def apply_isogeny(Ep,mup ,Q):
try:
return Ep(mup [0](Q[0],Q[1]),mup [1](Q[0],Q[1]))
except ZeroDivisionError:
return Ep(0)
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INPUT:
• Ep - an elliptic curve over a finite field;
• mup - an isogeny of Ep;
• Q - a rational point of Ep.
OUTPUT:
• the image of Q via mup.
def bad_inert(E,Ec,nu,mu,p,P):
phi=copy(mu)
R=P.residue_field ()
F=FractionField(R[’x’,’y’])
Em=E.local_minimal_model(P)
Emc=Em.base_extend(nu)
iso1=Em.isomorphisms(E)[0]
iso2=Ec.isomorphisms(Emc)[0]
phi.set_post_isomorphism(iso2)
phi.set_pre_isomorphism(iso1)
Emp=[R(Em.a1()),R(Em.a2()),R(Em.a3()),
R(Em.a4()),R(Em.a6())]
Empc=[R(Emc.a1()),R(Emc.a2()),R(Emc.a3()),
R(Emc.a4()),R(Emc.a6())]
phi_red=reduce_isogeny(K,phi ,P,F)
while True:
Q=randompt(Emp ,R)
Qp=(Q[0]^p,Q[1]^p)
phi_Q=( phi_red [0](Q[0],Q[1]),phi_red [1](Q[0],Q[1]))
phi_Q = mul_p(p,phi_Q , Empc)
phi_Q_inv =( phi_Q[0],-phi_Q[1]-Empc [0]* phi_Q [0]
-Empc [2])
if Qp!=phi_Q or Qp!= phi_Q_inv:
break
if Qp==phi_Q:
return 1
elif Qp== phi_Q_inv:
return -1
else:
raise RuntimeError
def randompt(R,Emp):
S.<z>=R[]
l=[]
c=0
while len(l)==0 or c==0:
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k=R.random_element ()
f=z^2+Emp [0]*k*z+Emp [2]*z-k^3-Emp [1]*k^2
-Emp [3]*k-Emp[4]
l=f.roots()
if len(l)!=0:
c=2*l[0][0]+ Emp [0]*k+Emp[2]
return (k,l[0][0])
def mul_p(p,P,E):
p2=p.binary ()
l=len(p2)
Q=P
S=P
for i in IntegerRange (0,l-1):
Q=add(Q,Q,E)
if p2[l-2-i]==’1’:
S=add(Q,S,E)
return S
def add(P,Q,E):
if P[0]!=Q[0]:
l=(Q[1]-P[1])/(Q[0]-P[0])
nu=(P[1]*Q[0]-Q[1]*P[0])/(Q[0]-P[0])
else:
l=(3*P[0]^2+2*E[1]*P[0]+E[3]-E[0]*P[1])
/(2*P[1]+E[0]*P[0]+E[2])
nu=(-P[0]^3+E[3]*P[0]+2*E[4]-E[2]*P[1])
/(2*P[1]+E[0]*P[0]+E[2])
x3=l^2+E[0]*l-E[1]-P[0]-Q[0]
y3=-(l+E[0])*x3-nu-E[2]
return (x3,y3)
INPUT:
• p - a rational prime, inert in K, such that E has non-split multiplicative reduction
at p;
• P - the unique prime of OK lying above p.
OUTPUT:
• the sign of ap/
√
m (see section 2.4).
def inert(E,Ec,nu,mu,M,p,P,epsilon):
phi=copy(mu)
R=P.residue_field ()
F=FractionField(R[’x’,’y’])
Em=E.local_minimal_model(P)
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Ep=Em.reduction(P)
aP=Ep.trace_of_frobenius ()
ap=M(aP+2* epsilon*p)
if ap==0:
return 0
else:
Emc=Em.base_extend(nu)
Epc=Emc.reduction(P)
iso1=Em.isomorphisms(E)[0]
iso2=Ec.isomorphisms(Emc)[0]
phi.set_post_isomorphism(iso2)
phi.set_pre_isomorphism(iso1)
phi_red=reduce_isogeny(K,phi ,P,F)
c=ZZ(ap.sqrt()/M.gen())
q1=0
q2=0
while True:
Q=Epc.random_point ()
if Q==0:
continue
q2=isog_inert(Epc ,phi_red ,p,Q,-c,epsilon)
q1=isog_inert(Epc ,phi_red ,p,Q,c,epsilon)
if q1==1 or q2==1:
break
if q1==0:
return c*M.gen()
else:
return -c*M.gen()
def isog_inert(Epc ,mu_red ,p,Q,c,epsilon):
Qp=Q-c*apply_isogeny(Epc ,mu_red ,(Q[0]^p,Q[1]^p))
+epsilon*p*Q
if Qp==0:
return 0
else:
return 1
INPUT:
• nu - the non-trivial automorphism of K;
• p - a rational prime, inert in K, of good reduction for E;
• P - the unique prime lying above p;
• epsilon - the value ε(p).
OUTPUT:
• the Fourier coefficient ap.
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def ramified(E,Ec,nu,mu,M,p,P):
phi=copy(mu)
R=P.residue_field ()
F=FractionField(R[’x’,’y’])
Em=E.local_minimal_model(P)
Ep=Em.reduction(P)
Emc=Em.base_extend(nu)
Epc=Emc.reduction(P)
iso1=Em.isomorphisms(E)[0]
iso2=Ec.isomorphisms(Emc)[0]
phi.set_post_isomorphism(iso2)
phi.set_pre_isomorphism(iso1)
phi_red=reduce_isogeny(K,phi ,P,F)
aP=Ep.trace_of_frobenius ()
t=M(aP^2-4*p)
c=ZZ(t.sqrt()/M.gen())
q1=0
q2=0
while True:
Q=Ep.random_point ()
if Q==0:
continue
q1=isog_ramified(Ep,phi_red ,p,Q,aP,c)
if q1==1:
break
q2=isog_ramified(Ep,phi_red ,p,Q,aP,-c)
if q2==1:
break
if q1==0:
return (aP+c*M.gen())/2
else:
return (aP-c*M.gen())/2
def isog_ramified(Ep,mu_red ,p,Q,aP ,c):
Qp=2*Q-aP*Q-c*apply_isogeny(Ep,mu_red ,Q)
if Qp==0:
return 0
else:
return 1
INPUT:
• nu - the non-trivial automorphism of K;
• p - a rational prime, ramified in K, of good reduction for E;
• P - the unique prime lying above p;
OUTPUT:
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• the Fourier coefficient ap.
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