ABSTRACT
INTRODUCTION
Emergency management and disaster recovery schemes have great importance in communities throughout the world: the earthquake in March 2011 in Japan with the following Tsunami and nuclear plant emergency have dramatically highlighted the need to pay close attention to all those instruments aiming at preventing or, at least, reducing the negative effects of disasters (Haddow, Bullock, & Coppola, 2008) .
The main target of emergency management is to design a system having a good grade of resilience and autonomicity (Boin & McConnell, 2007) . Resilience is intended here as the ability of the system of reacting to disastrous effects in the presence of infrastructural deficiencies. This is particularly important in all situations whereby the disaster seriously damages any critical infrastructure (e.g., electrical energy network, communication infrastructure). In fact, several studies show that damaging any critical infrastructure can create a cascade effect on other ones, generating a critical scenario that takes a long time to be resolved (Rinaldi, Peerenboom, & Kelly, 2001) . Autonomicity stands for the ability of the system to react in a human-free way by following self-managing rules. As such, it is one of the most important characteristics to be taken into consideration when designing any emergency management system, so that the system can rapidly selfmanage itself without requiring human intervention as, especially in these cases, the latter should be limited. Both characteristics require a high level of reconfigurability of the system, to circumvent obstacles and to react promptly to the disaster.
An emergency scenario is characterized by the presence of several users and devices that must collaborate in order to have a ready response to the emergency situation, or to be able to forecast the upcoming emergency situation in time (Chiti, Fantacci, Maccari, Marabissi, & Tarchi, 2008) . The coordination among different actors working on emergency management (institutions, local administrators, volunteers, police, etc) is fundamental in order to optimize emergency responses and to reduce disaster consequences on people and things.
Our focus within this context is toward the optimization of the communication infrastructure (Gucenc, Kozat, Jeong, Watanabe, & Chong, 2008; Habib & Mazzenga, 2010; Manoj & Baker, 2007) with the aim of supporting emergency prevention and management operations. This requires reliable access to all heterogeneous networks and services in a ubiquitous manner, granted to all to people operating in the disaster area with different mobile devices and terminals (cellular phones, notebooks, smartphones, etc.). The emergency telecommunication infrastructure must be deployed in a simple and effective way in case of disaster and allow functional integration with the survived systems to provide a flexible platform able to satisfy the resilience and autonomicity requirements. One should notice that, nowadays, it is possible to consider an environment where multiple means of communication coexist. This heterogeneity can be seen as a source of network diversity to be exploited in order to respect the different user requirements typical of an emergency scenario, whenever a disruptive event causes the unavailability of certain network portions.
It is worth noticing that emergency management is also strictly related to modeling the physical/artificial causes and consequences of disastrous situations. Emergency forecasting and management activities are both based on very complex mathematical models, which require high-performance computing to provide clients with prompt and best-effort services (Thompson, Refstrup Sørensonb, Gavina, & Refsgaard, 2004) . The most up to date trend within this context is to develop a system able to interconnect all operators and citizens within a given emergency area with high-performance computing platforms able to forecast the disaster and/or to monitor its evolution (Fantacci, Vanneschi, Bertolli, Mencagli, & Tarchi, 2009) . It is worth noticing that the classical solution of high performance computing is to map the complex models to central processing centers supporting high performance architectures (e.g., clusters), but which are geographically far from the emergency area. An alternative solution is to exploit all locally available processing and communication resources, albeit heterogeneous and with limited computational capabilities (Bertolli, Menacagli, & Vanneschi, 2009 ). This concept allows a more resilient approach to disaster management, due to the presence of multiple devices near the emergency area, to solve these complex models by exploiting the parallel and distributed computing features. However, this approach requires the development of suitable techniques to manage interconnections among users and computing devices with the timing constraint typical of such applications. The pervasive grid computing paradigm (Parashar & Pierson, 2010) is particularly suited for these applications by allowing the development of distributed applications that can perform parallel computations using heterogeneous devices interconnected by different types of communication technologies.
From our point of view, both computing and communication domains can be seen as a whole. The resources to be managed pertain both systems; these two domains jointly operate in a flexible manner. As shown in the following, this is key to the design of a resilient and autonomous system that can cope with different situations arising in an emergency management scenario. Moreover, an intelligent system, where a pervasive grid infrastructure is employed, can also exploit more efficiently all resources it offers in order to provide a fast solution to any problem.
Our focus herein is on the design of a flexible communication infrastructure that can exploit different communication and computing resources within the area in order to create a resilient and autonomic system. The concept of pervasive and cloud computing will be introduced; however, attention will be given to the communication infrastructure able to interconnect such computing devices and, at the same time, connect the users. The importance of a cooperative scheme to improve the detection performance and the efficiency in exchanging the information between devices will be highlighted. Amongst several techniques, our attention will be focused on the cognitive and autonomic approaches that allow to efficiently designing a flexible and resilient communication infrastructure that can cope with the requirements.
In particular we will focus on the learning loops of the cognitive and autonomic approaches by showing that they can be seen as a single learning loop that can be adapted to the specific scenario we are dealing with. For this purpose we will focus the attention on the adaptation of the learning loop to the emergency management, thus exploiting the most typical actions done in a cognitive and in an autonomic network for improving some actions done during emergency management operations. This allows drawing a path for the future implementations of emergency management infrastructures able to exploit the most modern techniques derived from the cognitive and autonomic concepts. This paper is organized as follows. We will start by describing the ICT emergency management requirements; then attention will be focused on the Communication infrastructure and the Distributed computing infrastructure that constitute the two infrastructures combining to form the system. Finally, the Cognitive and autonomic approach to emergency management will focus on how the cognitive and autonomic approaches allow to efficiently designing the communication and computing infrastructures in order to exploit them in an emergency scenario.
ICT EMERGENCY MANAGEMENT REQUIREMENTS
When faced with an emergency scenario, the nature of the emergency should first and foremost be understood. Emergency scenarios can be divided into three main classes: natural disasters, artificial disasters and homeland security. The first class belongs to the emergency due to warnings or calamities involving nature: some typical examples for this type of disaster are earthquakes, floods, landslides, avalanches and hurricanes. Artificial disasters are characterized by the presence of man: some typical examples are pollution, means of transport, accidents in energy plants (e.g., nuclear, coal, gas). Finally, the homeland security class is a particular class of emergencies where the security of a nation can be endangered (Wu, Zhu, & Rao, 2009) : some typical examples are terrorist raids, wars, as well as border surveillance in particular zones, or the security of some specific areas of national interest (e.g., industrial or tourist sites) and critical infrastructures.
The described emergency scenarios can also be characterized by different timing impact during their management. To this purpose, it is useful to introduce the phases into which an emergency management system can be divided. They are the prevision phase, emergency phase and post-disaster management (Chiti, Fantacci, • Prediction and prevention of natural or manmade disasters, leading to the planning of specific monitoring activities and to the analysis of results arising from the monitoring campaign to access some heterogeneous networks; • Efficient handling of emergency activities with the aim of coordinating, designing, and verifying the restoration works; • Carrying out the operations following a natural disaster focused on rapid reestablishment of normal life conditions.
During the prevention of an emergency, the problem of monitoring a given scenario should be faced with the aim of forecasting the evolution of a certain environmental process. The emergency phase, which begins with an emergency warning and continues as long as the emergency lasts, is characterized by the integration of data incoming from the environment (e.g., provided by wireless sensor networks, GISS, earth observation) as well as the set-up of interconnections among all those operators that need to work in the emergency area. The communication requirements during this phase are characterized by different priorities, such as strict timing requirements and could have to face with the problem of partial infrastructure damage. The third phase is characterized by the reestablishment of the pre-emergency situation; at this phase emergency operators, as well as civilians, can access to the communication infrastructure until the normal operation reestablishment.
It is also worth noticing that emergency management mathematical models have been developed during recent years. They aim of modeling almost all the problems that an emergency management system has to take into consideration. There are predicting models, to estimate an incoming disaster with certain reliability, or others to consider the interactions among humans and devices within an emergency scenario. The models are often very complex to solve, requiring high computational complexity by resorting to the solution of finite difference equations (Thompson, Refstrup Sø-rensonb, Gavina, & Refsgaard, 2004) . In Wu, Zhu, and Rao (2009) a homeland security model has been presented, focusing on the importance of a mutual optimization of communication and computing. The interested reader could refer to (Shaluf, Ahmadun, and Mustapha (2003) , where several disaster model are described; we can note that all these model are based on complex mathematical equations or even on the presence of distributed computing systems. As a final remark, also the satellite imaging is often used as a basis for the emergency forecasting or monitoring. Even in this case it is needed to resort to efficient computing systems for respect timing constraints (Zlatanova & Li, 2008) . While in the past centralized high performance computing structures have been used, the up to date trend is to exploit pervasive grid principle in order to perform the model computation in a faster way by using multiple devices also in remote areas. This trend is even more interesting for our purpose by solving some algorithms also in emergency situations where some areas could become isolated.
Our focus herein is in the ICT infrastructure, holding an important role in emergency management because of its ability to interconnect data sources, operators, civilians, data-bases and many more resources that can be useful before, during and after a disaster and can help people needing assistance. On the other hand, as mentioned in the introduction, emergency and disaster management have to cope with a huge variety of cases. Hence, it is needed to draw an ICT infrastructure that fulfills all emergency management requirements.
The basic requirements of an ICT infrastructure to cope with emergency and disaster management and to respect resilience and autonomicity characteristics can be summarized as follows: An emergency management system needs to be resilient in order to react very rapidly to environmental changes. The system here described is composed of several communication links and devices that can be based on different technologies; this heterogeneity is the key for a resilient system because it can be exploited to cope with any requirement incoming from emergency situations. In fact, by exploiting heterogeneity, the system can be reconfigured in order to overcome any infrastructure damage or specific requests of resources.
Robustness stands for the ability of withstanding the environmental variations during the emergency. This characteristic allows the communication system to guarantee service continuity even during harsh conditions. This is particularly important when multiple users move in the emergency scenario and need to communicate with each other and with a central operator.
The self-management characteristic is strictly related to the resilience because the system needs to self-organize to optimize its behavior especially during disaster events, in order to respect the resiliency requirements in an autonomous way. This characteristic increases the request of modeling the communication infrastructure by exploiting the autonomic principle as will be explained in the Communication infrastructure section.
Furthermore, the disaster management system needs to employ a decision support system with the ability of aiding the operators and the system itself to cope with the emergency situation and help the self-organization of the system. The communication infrastructure depends on the decision support system and has to be able to interconnect such devices composing the decision support system, even if distributed.
Interconnection and interoperability refer to the ability of the system to work in a heterogeneous environment. This is one of the most important characteristics that a communication infrastructure needs to have. It is possible to model the system operating in a certain area as composed by multiple technologies with different and heterogeneous users. Furthermore, it is common to have an overlapping coverage of different technologies. At the same time most modern user terminals have the ability of connecting several technologies. On the other hand, many different terminals can communicate with different user requirements to carry voice, video, and data, with different data rate and Quality of Service (QoS) requirements. Hence, the requirement of the communication infrastructure is towards the exploitation of the multiple technologies present in the disaster area (and having survived the disaster) to interconnect the users, thus allowing a more resilient system.
Concerning mobility and power-efficiency requirements, they are more strictly related to the ability of the network of communicating in a wireless way and interconnecting multiple users even when moving. This is a requirement allowing to build up a network composed of multiple devices, each one belonging to citizens or operators and to communicate even during the disaster until normal communications are re-established. Thus, energy efficiency should be considered in such situations and solutions to reduce energy consumptions should be taken into account, also by taking into account that in an emergency situation each node can be of vital importance due to its relaying or multihopping behavior.
One of the most important characteristic of an emergency management infrastructure is to send warning in time to the citizens within the disaster area; this characteristic is well performed by using broadcast or multicast communications that, despite their unidirectional nature, allow a faster warning dispatch to the users.
Security is a cross characteristic that, especially when considering disaster, emergency and homeland security scenarios, needs to be considered at the different layers of the system. The security can be considered from a broader point of view, especially in emergency management scenarios, when we want to guarantee the security to users, devices or, generally speaking, to the environment. However, security needs to be also taken into account by considering secure communications among all the actors, such as secure authentication and transportation of data streams, for the heterogeneous networks scenario.
Finally, another important property that an emergency network could have is the localization engine. If operator terminals are able to accurately acquire their position, many operations can be performed in a much more efficient and effective manner: (i) operators can reach and rescue survivors trapped under the rubble faster, and the terminals could even evaluate a safe path from base camp to location in order to avoid further collapses, (ii) homeland security problem can be more easily solved thanks to a better coordination among security operators, and (iii) in case of multiple terrorist attack policemen and soldiers can be automatically sent to the nearest treat.
COMMUNICATION INFRASTRUCTURE
The main aim of communication infrastructure is to support emergency prevention and management operations by allowing reliable access to heterogeneous networks and services in an ubiquitous manner to people operating in the disaster area with different mobile devices and terminals (e.g., smart-phones, notebooks, personal digital assistants (PDAs)), as shown in Figure 1 . Attention should be focused on a twofold need: firstly, it is need to define alternative and effective telecommunication and processing means to deploy in a simple and operative way in case of disaster. Furthermore, the communication infrastructure should guarantee an efficient integration with the existing systems and provide a flexible multimedia services platform in order to satisfy the multiple requirements arising during an emergency.
Figure 1. Communication infrastructure
As already mentioned, one of the keys, when deploying an emergency management system, is reconfigurability. In recent years, Cognitive Radio (CR) paradigm (Akyildiz, Lee, Vuran, & Mohanty, 2006) and cognitive networking (Fortuna & Mohorcic, 2009 ) have been acquiring more and more importance: both are characterized by the great importance of the reconfigurability issue. In this section, the focus will be on their principle when designing a reliable and resilient system.
The ever growing demand for spectral resources, due to the introduction of new services and applications, due to innovative technologies, has suggested finding some more advanced strategies in the matter of dealing with spectrum management and resource allocation in wireless communications. The traditional paradigm is based on licensing frequency bands following a fixed policy: the available spectrum is divided into fixed and non-overlapping blocks which are assigned to different services and wireless technologies. Extensive campaigns and analyses carried out in the recent past, though, showed that this leads to poor exploitation of the available resources, due to their underutilization in space and time. In fact spatial/temporal gaps of unused spectrum (by licensed users) are observable by means of spectral analyses.
The CR principle has been firstly introduced by Mitola III and Maguire Jr. (1999) . The definition of CR adopted by IEEE is the following:
A type of radio where communication systems are aware of their environment and internal state and can make decisions about their radio operating behaviour based on that information and predefined objectives.
The CR is therefore characterized by its cognitive capability and reconfigurability, leading it to be one of the most important candidates for emergency management. Cognitive capability refers to the ability to become aware of and gathering information from the surrounding environment, so that the unused portions of the spectrum at a specific time and location can be identified. Reconfigurability refers to the ability to rapidly adapt the operational parameters according to the sensed information in order to achieve capacity optimization.
The emerging CR paradigm, hence, allows radios to opportunistically transmit in the vacant portions of the spectrum, also known as holes or white spaces, already assigned to licensed users, without significantly interfering with them.
Hence, a cognitive radio is, by definition, a device capable of using any of the heterogeneous wireless communication technologies on a given bandwidth provided it does not generate harmful interference to an incumbent user (i.e., a licensed user for that bandwidth). CRs foresee the presence of two different sub-networks:
• Primary Network: A network infrastructure which has an exclusive right to use a certain spectrum band (e.g., TV broadcasting), composed by Primary Base Stations and Primary Users (PUs); • Secondary Network(s): One or more networks managing the opportunistic access to the desired bands. This network could either be an infrastructure network or an ad hoc network. Its components are the Secondary or CR Base Station (BS), and the Secondary or CR Users (Akyildiz, Lee, Vuran, & Mohanty, 2006) .
The most important characteristic of a CR is that a Secondary User (SU) can transmit data on the same resources as the PUs, assuming that they are not used at a certain time: this operation can be done by SUs after sensing the surrounding environment. As evident in the following, the ability of using already assigned frequency resources in an opportunistic manner, along with reconfigurability options, is one of the most interesting characteristics for adopting the cognitive paradigm in the emergency management.
One of the most characterizing properties of the cognitive approach is the presence of a learning loop that models its behavior. As shown in Figure 2 , the CR loop is based on four main steps:
1. Sensing of the surrounding environment; 2. Analysis of available resources; 3. Management to determine the best frequency band; 4. Reconfigurability of the parameters.
Through spectrum sensing, a CR can detect the spectrum holes at a specific time instant, or, in general, monitor the surrounding radio environment. After recognizing spectrum holes by sensing, spectrum analysis is performed so that their characteristics are estimated. Then the spectrum management function enables the SU to select the best frequency band and possibly hop among multiple bands according to time varying channel/traffic characteristics in order to fulfill different QoS requirements. Finally, reconfigurability is the capability of adjusting the operating parameters for transmission on the fly, as well as releasing the selected spectrum portion whenever a PU activates. This capability enables the CR to easily adapt itself to dynamic radio environment. There are several reconfigurable parameters that can be incorporated into the CR such as operating frequency, coding, modulation, and transmission power.
In the literature, several spectrum sensing techniques are proposed to identify the presence of primary signal transmissions (Yucek & Arslan, 2009) . Some approaches are very efficient but they need a priori information about the primary user signal that makes it complex to implement, while others are simple to implement, but they are not very robust. Amongst others, the most common spectrum sensing techniques are energy detection, feature detection and matched filter detection. Energy detection is the most common type of spectrum sensing: it has low complexity and requires no prior knowledge about any primary signal. The main idea is to detect the presence of a primary user in a specific band by comparing the received energy with a threshold which depends on the noise floor. Feature detectors are a more sophisticated class of spectrum sensing algorithms exploiting some known features of Figure 2 . The cognitive radio learning loop the primary signal. This allows a CR to detect a specific primary user plunged in noise and interference at the cost of increased complexity. If the structure of the primary signal is known, the optimal detector in additive white Gaussian noise is the matched filter followed by a threshold test. This maximizes the signalto-noise ratio and yields optimal performance whenever the secondary system is limited to operate in selected primary bands. However, the cost of implementation and complexity increase with the increasing of the number of sensed frequency bands.
Single user sensing can be impaired by many factors such as noise, shadowing and multipath. To overcome these problems, cooperative sensing has been recently proposed to improve detection accuracy by exploiting spatial and multi-user diversity (Akyildiz, Lo, & Balakrishnan, 2011) .
Once sensing has been performed, the CR device should select the appropriate resource considering the spectrum holes found and the user Quality of Service (QoS) requirements. Moreover, this selection should be performed based on internal and possibly external policies. Since there are several cognitive users trying to access the spectrum, mutual coordination in order to prevent collisions is needed. Spectrum sharing algorithms can thus be classified depending on three different aspects:
• Spectrum sharing policy:
• Centralized Spectrum Sharing: A centralized entity controls spectrum allocation and access procedures.
• Distributed Spectrum Sharing: Each CR is responsible for its spectrum allocation and access is based on local policies. • Allocation awareness:
• Cooperative: In this case, CRs share information to form an electromagnetic map of the environment in order to detect the presence of primary users' transmissions. Based on how cooperating CR users share the sensing data in the network, cooperative spectrum sensing can be classified into three categories: centralized, distributed and relay-assisted (Akyildiz, Lo, & Balakrishnan, 2011) . The effect of CR transmission on the other hand terminals is taken into account.
• Non-Cooperative: The secondary terminal is unaware of other CRs, and therefore cannot take into account the effect of its operations on the other terminals.
• Access Technique:
• Overlay: The CR terminal accesses the network using a band that is not being used by any primary users, thus minimizing the interference toward the primary network.
• Underlay: In this case, spread spectrum techniques are exploited so that CR transmitted power is below the noise level of primary users.
Thus, once the SU has any knowledge about unused portions of spectrum, it must be able to "shape" its transmission inside these gaps, for instance by using a flexible multicarrier system (Sherman, Mody, Martinez, Rodriguez, & Reddy, 2008) .
Cognitive radio technologies are being applied to many different communications systems and some regulatory domains, such as federal Communications Commission (FCC) in the United State and Ofcom in the United Kingdom, already are considering the use of CR technologies. Today, the reference for the studies on CR is given by the IEEE P1900 and IEEE 802.22 standards, in which the definition of the main concepts and elements is provided (Sherman, Mody, Martinez, Rodriguez, & Reddy, 2008 ).
An extension toward whole network cognition has been also recently considered by introducing the cognitive networking concept (Fortuna & Mohorcic, 2009) . By extending the cognitive principle of radio frequency and physical layers introduced by CR systems, cognitive networks aim of exporting the cognition also to the upper layers exploiting network resources (i.e., not only in terms of spectrum resources) to improve performance. Hence, the architecture becomes fully distributed and allows the exploitation of already deployed networks by other secondary networks.
In Manoj, Rao, and Zorzi (2008) , a cognitive complete knowledge network system is shown. Unlike cognitive radio approach, which mostly focuses on radio proprieties and lower layer performance, a cross layer approach technique spans all layers of the protocol stack and explicitly addresses higher layer performance and adaptation issues. Such concept focuses more directly on the intelligent use of cognitive radio and cognitive networking, coupled with an application QoS/user experience and reconfigurable protocol stacks, to make creative use of information that is naturally present and gathered in wireless systems. To achieve this, it also advocates the use of a cross layer paradigm, not only within a single device but also across different devices. A large amount of information gained from the experience of each node can be exploited to improve overall network and user performance.
When considering cognitive networking, a similar cognitive loop showed for CRs can be introduced where the four steps are extended from the radio and spectrum parameters towards some higher layer parameters, by considering packets, streams and traffic analysis. Even if the parameters to be monitored and to be reconfigured are different, the learning loop has the same basic functions.
The most important upgrade consists in the extension from link-to-link behaviour to endto-end behaviour, which allows performance optimization of the entire network. This includes and extends the characteristics of routing and transport protocols which are able to flexibly redirect traffic towards unused or underused parts of networks. Such an approach needs both the sensing phase, i.e., monitoring of the network to have a map of its behaviour, and reconfigurability techniques that allow adapting a certain protocol in order to exploit such underused resources.
The cognitive networking approach is even more interesting when applied to the emergency scenario. As already noticed in Figure 1 , such scenario is formed by several devices, often equipped with more than one technology; they are often referred to as multi-interface devices as characterized by multiple radio interfaces. This allows them to connect with different wireless networks even at the same time. Their main characteristic is to allow the different technologies to supplement each other and not to compete for the bandwidth.
DISTRIBUTED COMPUTING INFRASTRUCTURE
As mentioned in the Introduction, an ICT infrastructure to be used for emergency management scenarios should also consider a processing layer. In particular, the interaction between distributed computing infrastructure and high performance computing in terms of pervasiveness and resilience should be envisaged.
The main paradigms that allow wide-area computing in distributed fashion are represented by grid and cloud computing. Even if originally disjointed, due to the recent developments in terms of communication reliability and data rate, on one hand, and the increasing hardware capabilities even in low-end devices. On the other, the two domains can be considered as overlapping, by thinking of it as a new cloud computing environment realized by using pervasive grid infrastructure (Parashar & Pierson, 2010) .
The grid and cloud computing scenario is characterized by fixed and mobile nodes having different computing power and interconnected by heterogeneous wired and wireless links. This implies that different communication technologies with heterogeneous rate and delay profiles need to be evaluated. This is one of the most common scenarios that could be studied when considering an emergency management situation: our goal is to use all resources around the disaster area thus exploiting them independently from their technology (Conti, Giordano, May, & Passarella, 2010) .
The pervasive grid paradigm is strictly related to the computational grid concept; from this point of view, the computing architecture is composed of a central computing center made of clusters of fixed nodes providing a set of services on the outside. A user can exploit them through a pervasive infrastructure allowing a completely transparent access to the end-user at the computing centre. Pervasive infrastructure can be composed by heterogeneous networks and devices with different computing power and equipped with different software.
Pervasive grid computing represents a significant innovation because, in this case, computing resources are "widespread"; for this reason not only a cluster of workstations can take part in a distributed and parallel computing process, but also a mobile device can be used as computing node. The key aspects of distributed application are:
• Context-awareness; • Self-adaptivity; • QoS-awareness.In the literature, distributed several computing models are presented trying to address the context-awareness problem (Vanneschi & Veraldi, 2007) . It is important to note that this aspect is strictly related to the self-adaptivity problem. If a change is detected in the computing resource set (e.g., CPU is overloaded or PDA battery is exhausted), the distributed application should react to this change in order to preserve, e.g., the integrity of a result in a distributed problem solving process.
QoS problem related to grid paradigm has been addressed in the literature jointly with resource discovery problem and optimal processing task allocation: a processing task should be completed according to the service level agreement between the user and the organization holding the computing infrastructure (Fantacci, Tarchi, & Tassi, 2011) . A processing task should be mapped in a set of nodes with enough computing power; they can be identified only through efficient resource discovery technique.
The pervasive grid concept could to be fully exploited especially in an emergency management scenario where reconfigurability becomes an issue. As mentioned earlier, our focus is on communication infrastructure. The autonomic networking (Dobson et al., 2006) concept has been introduced as an extension of the autonomic computing concept (Kephart & Chess, 2003) and it is particularly interesting for our purpose because it allows to define a new infrastructure composed of both communication and computing resources, thus exploiting the pervasive grid potentialities.
As highlighted in Figure 3 , the autonomic networking approach can be seen as a further step of the cognitive networking approach toward a fully reconfigurable environment. While in cognitive approach the system adapts itself to the primary network for exploiting some unused resources, in autonomic one, an environment where all variables can be reconfigured independently from a highest system is considered thus aiming to a global optimization.
Taking inspiration from the operation of the autonomic nervous system (ANS) in biology, autonomic systems are based on the presence of four main features:
• Self-Healing: Discover and repair any potential problems to avoid them in the running system. • Self-Protection: Identify warning and take countermeasures.
• Self-Configuration: Automatically maintain the system by installing applications, patches and updates, with the aim of verifying compliance with specified service levels, and optimizing configuration of applications.
• Self-Optimization: Monitor the goals of the system to ensure that they are pursued.
When applied to communication systems, the four listed properties must be appropriately interpreted. When considering self-healing, the aim is to consider any communication systems able to autonomously detect, diagnose and repair localized communication problems resulting from software or hardware failures. Self-protection is the need for a communica-tion network to automatically work against any security failure; this is the case for protection against external attacks, security bugs, viruses, or any other problem that can decrease communication security. As for self-configuration, a system is a self-configuring one if a collection of units coordinates to achieve a goal more efficiently without any explicit human direction. Self-configuration can be defined as the emergence of system-wide adaptive structures and functionalities from simple local interactions between individual entities. Self-optimization is applied to avoid time consuming efforts with hundreds of manually set and nonlinear tuning parameters. A self-optimizing network is able to overcome this problem automatically by updating its configuration on the fly to enable optimal behaviour in response to any changes (Dobson et al., 2006) .
In order to implement the mentioned features, an autonomic system needs to be able to have a minimum set of properties allowing to autonomously manage itself without any external intervention. These properties are awareness, adaptivity, and autonomy. Awareness is the ability of monitoring the operational environment and the internal state of any and all entities. Adaptivity exploits the capacity of changing the internal configuration, state and functions to cope with temporal and spatial modifications of the environment, in a wide sense. Autonomy corresponds to the ability of making some independent decisions on adapting to the environment based on the entity's awareness of change.
Also the autonomic system can be represented as a learning loop (Dobson et al., 2006) . As shown in Figure 4 , the system collects information from a variety of sources, including environmental sensors, user context, application requirements, network instrumentations as well as feedback from the network. The sensed information includes a large variety of categories mainly related to different characteristics of the network at different protocol layers, as well as concerning environmental information, or network input such as user requirements, QoS requirements, and network status. The main aim of the sensing phase is to acquire knowledge about the surrounding environment to estimate its status.
As better detailed in the following, in case of an emergency management situation the environment should be sensed for possible disaster warning, but also about computing and networking environment in order to be able to know the resources that can be exploited during the decision phase.
The output of the sensing phase needs to be analyzed to construct a model of the evolving situation faced by the network and its services; this model is then used as a basis for adaptation decisions. For this reason the autonomic loop foresees the presence of multiple algorithms devoted to this phase (e.g., game theory, economic models, inference, rules and policies) (Dobson et al., 2006) .
The analysis output is used as input for the decision phase which is performed through the network and will potentially be reported to users or administrators. The decision phase is devoted to control and optimize the system and includes those operations needed to decide which variables, protocols, and resources should be managed.
From the communication point of view, the acting phase is the most important aspect. In fact during this phase the communication protocols are used and the resource allocation is enforced: each algorithm and technique within the network performs an action following the analysis of the previous phase in order to fulfill the aim of the autonomic network. Hence, all system variables are reconfigured in order to optimize the system and, depending on the emergency phase, to prevent possible disaster or manage the operators working within the emergency area. Furthermore, in acting state complex evolutionary models are processed also in emergency areas that are far and disconnected from the rest of the system. It is quite clear how an autonomic approach, within a fully reconfigurable system, also gives the possibilities to have a more resilient environment able to minimize the detrimental effect of an emergency situation. In the ICT emergency management requirements section, the requirements of an emergency management infrastructure have been presented. It becomes clear that, having to interact with such heterogeneous scenario, composed of several users with different requirements both in terms of applications and importance, and with several interacting networks, reconfiguration is the key. Within this field, the latest reconfigurability techniques should be taken into account with particular stress on cognitive and autonomic approaches. These techniques foresee the possibility of reconfiguring the communication infrastructure at different protocol stack layers and adapting the processing layer also in a synergistic way (Razzaque, Dobson, & Nixon, 2007) . Their effort can be exploited in function of the different protocols or layers in which we would work or by considering different parallelization structures.
Our focus here is on communication infrastructure reconfigurability, mainly exploiting the methodologies offered by CRs, cognitive networking and autonomic networking approaches to design a more efficient framework for managing emergency situations.
We start by focusing our attention on the management of an emergency scenario at system level by exploiting the concepts of cognitive and autonomic networking, to achieve a global vision on the state of the network: through cognitive networking, we have knowledge of network elements while the autonomic network manages global optimization of the system. Concerning the cognitive and autonomic networking concept jointly to manage an emergency scenario, we can refer to the cognition loop showed in Figure 5 which is composed by four main phases: sensing, analysis, management and reconfigurability. We can note that each phase has a wide meaning including functionalities belonging physical as well as upper and even computing layers.
The sensing phase is responsible for sensing the network environment. This could be of primary importance when managing an emergency scenario. Let consider the time interval after an emergency warning has been broadcast or when a disaster has occurred. In this scenario, some portions of communication infrastructure can be damaged or some sectors of the network could be congested due to the intensive access request by citizens and operators; a system vision can detect these situations. The cognitive and autonomic sensing phase is fundamental, because it can detect communication infrastructure damage by sensing the underusage of such network. This information can be used for reconfiguring and optimizing the system, but also as a means to get to know about network damage remotely.
Some efficient algorithms are useful during this phase for a more suitable sensing and monitoring of network resources. The designed framework is based on the presence of resources belonging to communication infrastructure as well as to computing infrastructure. Within this context, it is important to develop some suitable resource discovering techniques able to sense and have an updated map of the system. In the literature, there are several resource discovery techniques and several frameworks able to guarantee specific QoS requirements, within a certain path between source and destination nodes. This leads to complexity of the distributed application and to an increasing in the signaling traffic that could decrease the performance of the network. Hence, integration between resource discovery and routing becomes convenient. Such designing scheme allows avoiding specific framework for QoS management: each node can fill its own network resource map.
After a disaster warning or during the disaster itself, the whole network should respect users and QoS requirements to allow faster communications among operators and citizens. This requires fast reconfiguration of network elements that can be achieved during the cognitive and autonomic networking reconfigurability phase where a reconfiguration of communication protocols from an end-to-end point of view is performed. In that sense, we will refer to a scenario where multiple wireless communication technologies co-exist, allowing the choice of different paths with different link layer technologies among the nodes.
At network layer, reconfiguration techniques need to be taken into account with the aim of updating the routing tables by considering flat, hierarchical, cluster, or mixed architectures, based on the emergency scenario. The routing protocol requires a periodic exchange of messages in the network bearing the information on the nodes and links status. Hence, it follows that on demand routing approach is not the best option; in this case the routing messages are exchanged among nodes only when a packet Figure 5 . Emergency management learning loop is ready to be sent to a certain destination, and its definition has a specific rule in the choice of scheduling and mapping policies, aided by the information routed through the routing messages. On the other hand, proactive or link state protocols, meet the requirements. QoS-driven routing policy aims not only at identifying the route between a source and a destination node, but also at selecting the route able to respect QoS requisites globally.
The development of an autonomic routing algorithm should be considered by integrating both the information deriving from communication and computing points of view. In that sense, the network layer should consider the communication and computing resources as integrated, when searching for a certain path.
As mentioned before, the emergency environment is often composed of several overlapping wireless networks and with multiinterface terminals that can connect different technologies. The main characteristic of these devices is to allow the different technologies to support each other and not to compete for the bandwidth. A typical example is 3G technology that has a broad coverage, medium bandwidth and higher access cost, and IEEE 802.11x technologies that are broadband, low cost, but with low coverage area. This heterogeneity can be an advantage for the mobile devices, especially in emergency scenarios, thanks to the exploitation of multi-interface solutions, by selecting the best interface to optimize the system. The recently approved IEEE 802.21 standard allows a rapid and seamless vertical handover by lowering out-of-service time interval and better exploitation of device interfaces (De La Oliva, Banchs, Soto, Melia, & Vidal, 2008) .
The global vision given by cognitive networking and autonomic network about the state of the entire system can help the management of single critical situations by CR devices. As described in Communication infrastructure section, CRs are able to sense and detect radio signals, find available channels on which to roam from band to band and network to network. Users would dynamically access spectrum and shared infrastructures. CR characteristics (e.g., spectrum sensing, policy-based operation and ability to rapidly change frequencies, power, bandwidth, and waveform) together with the information given by a higher level point of view would ultimately empower a much more robust communications paradigm for public safety.
The idea of applying CR to emergency networks also tries to compensate limited availability and inefficiency in spectrum usage. Indeed, today's spectrum scarcity problem in wireless networks affects emergency networks as well. By dynamically accessing free spectrum resources, CRs are able to communicate in shared channels, work in multi-band, combine frequency bands, cope with various wireless channels and support various services. From an emergency management point of view, the cognitive radio loop can be exploited as described in the following.
Through spectrum sensing and spectrum analysis, CR monitors the available spectrum bands, captures their information, detects and estimates the characteristics of spectrum holes. Hence, thanks to the capability of using or sharing the spectrum in an opportunistic way and the ability of capturing the temporal and spatial variations in radio environment, CR can be exploited to exchange data between Wireless Sensor Network (WSN) components.
In fact, in each phase of an emergency, WSN and mobile ad hoc network (MANET) are employed to monitor local physical phenomena and collect sensitive information (e.g., the water level of a river or the pollution in a city). Usually, the communication between sensor nodes (in a multi-hop configuration) between sensor nodes and sink nodes and between sink nodes and local monitoring centre occurs through a dedicated channel. So CR techniques can be used in WSN to exchange data with the advantage that a dedicated frequency range for communication is not needed.
Furthermore, during the sensing phase, CRs are able to monitor primary infrastructure activity. Considering a critical area prone to environmental calamity, the monitoring of Base Stations (BSs) activity, by deploying CR devices in the area, could be useful. Each device compares periodically the received pilot power with a predefined threshold. Through centralized cooperative sensing, a central unit collects sensing information from cognitive devices and decides if a BS can be considered active. If the central unit reveals the inactivity of a BS, it alerts a special center that, if needed, starts the emergency management.
Management and reconfigurability phases of the cognition loop allow CR devices to select the best frequency band and adjust operating parameters for transmission on the fly so that they can adapt easily to the dynamic radio environment.
Referring to Figure 6 , a framework of wireless emergency communications is proposed for communications in disaster scenarios based on relaying and CR. After the damaging of a BS, an Emergency Communications Car (ECC) could be employed to temporarily substitute the BS. Due to the poor capability of the ECC to cover the needs of throughput and coverage of the original network, uncovered areas are still present. So, if a Mobile Terminal (MT) is not able to access the BS, it will try to work in a relay mode exploiting a MT closer to the ECC.
If MT3 with cognitive skills is considered, which still cannot access the network by relaying, it will lower its frequency in order to decrease pathloss effect. This can be done by exploiting CR functions. In fact, during the sensing phase, the CR could find a set of available frequencies, select the lower to enhance coverage, according to the signaling from the adjacent BS, and communicate it to MT3.
An extension of this framework is the use of CR devices as relays. Let us consider the emergency scenario in which the operators of each network (e.g., TV or WiMAX operators) can decide to limit their primary services in order to leave their frequencies free for emergency communications. This function that can be called frequency take-over can allow CR devices to detect the unused spectrum through sensing. Thus, they communicate the revealed free frequency range to an operational centre and, if Figure 6 . The relaying cognitive scenario it does not correspond to a damaged BS, they are allowed to transmit on these frequencies.
As shown in Figure 6 , when the CR device receives the information from MT3, it can decide to forward the signal to ECC or directly to primary BS (e.g., WiMAX BS). This could be an effective scenario because in the emergency phase, a communication among the operators is preferable to ensure DVB-T or WMAN communication link. This scenario corresponds to consider a CR as the primary user of that frequency range. In this phase CR devices acquire a very important role becoming the only one system to transmit on that frequency. During this phase, CR devices should not worry about interfering with other primary users in the frequencies that they are using. As soon as the emergency phase is over, they should leave the frequencies and return to sensing the electromagnetic environment to find other spectrum holes to transmit on.
Another issue to be considered is that, in order to maintain communications, the emergency communication network must provide enough capacity to guarantee QoS for multiple services. Thanks to the ability of CR systems to operate over a wide frequency range and switch between them in real time, they can choose the best working frequency to transmit on in order to guarantee the best quality for a communication link. On the other hand, in an emergency scenario, the network should be able to manage different priority: terminals that communicate with different user requirements to carry voice, video, and data, with different data rate and QoS requirements.
CR systems can be used to support wideband or broadband voice or data applications and different user requirements by exploiting reconfigurable architecture, supporting multiband and adaptive operations. Furthermore, taking advantage by combining no contiguous channels, it is possible to properly allocate network resources to assign priority to critical applications, such as real-time applications or video services that have more stringent band requirements. For example, two communicating radios might support a wideband data service by selecting several channels flanking both ends of spectrum supporting a single priority narrowband voice session. The learning cycle can be specialized for the specific interests of emergency management.
CONCLUSION AND FUTURE WORK
We feel that emergency management is a ripe field for the development of new ICT solutions in the fields of cognitive and autonomic networking. Indeed, the stringent requirements in terms of resilience, rapidity, adaptability, capacity, quality, render emergency situations the ideal scenario for the conception and demonstration of beyond-state-of-the-art techniques, protocols and methodologies. We argue that in the very field of emergency management systems we can expect to fulfill the promise of bringing together the paradigms of cognitive radio/networking and that of distributed pervasive computing, which, as we attempted to show in this paper, have very significant similarities. Much work is yet to be done to bring this marriage to a reality and this must be the subject for future research and development endeavors, which shall involve research institutions, manufacturers, operators, and final users. Florence, Italy, in 1975 
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