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Abstract
We present a distributionally robust formulation of a stochastic optimization problem for non-i.i.d vector autoregres-
sive data. We use the Wasserstein distance to define robustness in the space of distributions and we show, using duality
theory, that the problem is equivalent to a finite convex-concave saddle point problem. The performance of the method
is demonstrated on both synthetic and real data.
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1. Introduction
A common formulation of optimization under uncer-
tainty is the following stochastic program: [1]
min
x∈D
Ey∼F [h(x,y)].
Here the decision variable x has a convex feasible domain
D, h is a convex function in x, and y is data from an under-
lying generating process. Much of the work in stochastic
programming is carried out under the assumption that the
distribution F is known [2, 1]. In many problems, however,
other than some basic properties, we do not have the exact
description of F . Using the empirical distribution Fn as a
surrogate for F would overfit the data, especially when we
have very few samples.
One way to overcome the uncertainty attached to the
probability density F itself is to investigate distributionally
robust stochastic optimization (DRSO). This problem is
min
x∈D
max
F∈U
Ey∼F [h(x,y)],
where the distribution F is from a set U . Significant re-
search recently has been carried out concerning the choice
of ambiguity set U by trying to balance out-of-sample per-
formance and computational complexity. In [3], the au-
thors proposed to specify the ambiguity set by the first
and one-sided second moment constraints in order to pre-
serve the convexity of the formulation. As mentioned in
[4], however, the one-sided second moment constraint may
have no effect on the problem. Other approaches iden-
tify the ambiguity set by considering distributions that
are close to the empirical distribution in an appropriate
measure. Different metrics include the Kullback-Leibler
divergence [5], Burg entropy [6], total variation [7], χ2-
distance [8], and more generally φ-divergence [9] [10]. A
drawback of φ-divergence formulations is that they may
not be rich enough to capture distributions of interest [11].
Recent work has introduced DRSO formulations based on
the Wasserstein distance [12, 11], which has both out-
of-sample performance guarantees and computational effi-
cient reformulations.
Most of the cited references study the problem in a
setting where the data consists of copies of independent
and identically distributed (i.i.d) random variables. In
many applications, however, particularly when the data
is formed by sequential entries in a time series, the i.i.d.
assumption is not realistic. In this work we study the case
when we have times series data from a vector autoregres-
sion (VAR) process
yt+1 = Ayt + ξt, t = 1, . . . , n− 1. (1)
Here ξ1, . . . , ξn−1 ∈ Rd are i.i.d random variables with a
zero-mean residual. Realizations y1, . . . , yn ∈ Rd are our
observations, and the conditional expectation satisfies
Et−1[yt] = Ayt−1. For a more concise way to repre-
sent the model, let Y+ = [y2, . . . , yn] ∈ Rd×(n−1), Y− =
[y1, . . . , yn−1] ∈ Rd×(n−1) and E = [ξ1, . . . , ξn−1] ∈ Rd×(n−1).
Thus, we have
Y+ = AY− + E. (2)
The VAR model is widespread. It occurs in econometrics
[13], control theory [14], and recent brain image analysis
[15]. The ubiquity of times series models motivates us to
generalize the DRSO to the VAR-dependent data setting.
Our contribution is to propose a DRSO formulation
using Wasserstein distance techniques for VAR data and
to prove that if the original problem has the needed con-
vexity features, then our DRSO formulation is a finite-
dimensional convex-concave saddle point problem.
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2. Model and Robust Formulation
Suppose we have data y1, y2, · · · , yn ∈ Rd from a time
series and we need to make a decision that will be affected
by the next outcome yn+1. We assume that the time series
is generated by a vector autoregression process (VAR(1)),
yt+1 = β +Ayt + ξt.
Here A is a fixed transition matrix, and the noise terms
ξt ∈ Ξ ⊆ Rd, t = 1, . . . , n−1 are i.i.d with zero mean. For
notational simplicity, let y˜t = [1,yt]T , ξ˜t = [0, ξt]T , and
A˜ =
[
1 0
β A
]
.
Therefore, the data model becomes
y˜t+1 = A˜y˜t + ξ˜t, t = 1, 2, . . . , n− 1.
To simplify notation, we will use, without loss of generality,
yt and A in the previous equation for the rest of the article;
in other words, we will refer to the algebraic formalism of
(1) and (2). Consider the stochastic programming problem
min
x
Eyn+1∼F [h(x,yn+1)]
subject to x ∈ D.
(3)
Here F is the true conditional distribution of yt+1 given
yt within the model. For problems with real data, both
A and F need to be estimated from the data. We can
build confidence intervals of A and F under common reg-
ularity assumptions about the noise term ξt, which lead to
our robust formulation. We consider the DRSO problem
with decision variable x informed by incoming data from
process (1):
min
x
max
A,F
Eξn∼F [h(x,Ayn + ξn)]
subject to d1(A, Aˆ) ≤ ε2
F ∈ U
x ∈ D.
(4)
Here Aˆ is a fixed matrix obtained by regression based on
the matrix formulation (2):
Aˆ = arg min
A
‖Y+ −AY−‖2F .
Here ‖·‖F is the Frobenius norm of the matrix. Concerning
the structural matrix A, we impose an estimation accuracy
constraint on Aˆ, whereby A and Aˆ have to be relatively
close. It is well known that the accuracy of the regression
matrix Aˆ depends on the condition number of the design
matrix Y− [16, 17]. Later we will specify the choice of ε2
such that, with high probability, the true matrix A satisfies
that constraint. For each choice of A, we get the residual
ξˆi = yi+1 −Ayi, i = 1, . . . , n− 1. Let Fn be the empirical
distribution of ξˆi; that is, Fn = 1n−1
∑n−1
t=1 δξˆi(ξ). Note
that Fn depends on A, which is itself a variable in (4),
but for simplicity of notation we do not explicitly indicate
that. The family of the distribution, U , is specified by
constraining the distribution F relative to the empirical
distribution Fn by means of a specially chosen distance
function
U =
{
F F (ξ ∈ Ξ) = 1
dw(F, Fn) ≤ ε1
}
. (5)
The ambiguity set U is a subset of the distributions on
the measurable space (Rd,B), where B is the σ-algebra
of the Borel sets. The first condition constrains the sup-
port of the distribution to a known set Ξ, and the sec-
ond constraint regulates the behavior of the noise term.
In the following, we will assume this set to be bounded.
The existence of a known set that contains the support
of the distribution is a common assumption with other
approaches [3, 11], at least when aiming for results com-
parable to ours, as well as a reasonable approach for most
physical and economical processes.
Wasserstein Distance
The quantity dw is the Wasserstein distance, which can
be defined as follows.
Definition 2.1. Let P,Q be two distributions on a metric
space (X, d). The 2-Wasserstein distance can be defined
by
dw(P,Q) = inf
pi∈Π(P,Q)
√∫
X×X
d2(x, x′)pi(dx, dx′).
Here Π(P,Q) is the family of distributions on X ×X with
marginal distributions P and Q [18].
This definition can be viewed as finding an optimal trans-
port between two distributions, while the cost of moving
probability mass is encoded by the distance d(x, x′) on the
metric space X. Although this definition appears daunt-
ing, the key observation, also used in [12], is that when Q is
the empirical distribution Fn = 1n−1
∑n−1
i=1 δξˆi(ξ), we can
compute dw(·, ·) relatively easily since we can always break
P down to the sum of n − 1 conditional distributions Pi.
Subsequently, by utilizing duality, we will convert the re-
sulting infinite-dimensional optimization problem (4) into
a computable finite convex problem.
3. Problem Formulation and Dual Representation
We now formally state our DRSO version of (4):
min
x
max
A,F
Eξn∼Fh(x,yn+1)
subject to d2w(F, Fn) ≤ ε1
A ∈ Ω(2)
x ∈ D,
(6)
2
where Fn = 1n−1
∑n−1
i=1 δξ˜i(ξ) is the empirical distribution
of ξ˜i = yi+1 − Ayi, i = 1, . . . n − 1, and Ω defines the
uncertainty set of the matrix A,
Ω(2)
.
=
{
A ∈ Rd×d
∣∣∣∥∥∥Ai − Aˆi∥∥∥ ≤ ε2,i , for i ∈ [d]} . (7)
The second constraint in (6) is the confidence interval of A
for which we can choose ε2,i based on regression analysis
[19] (see also the end of §4). Specifically, we denote here
and in the following by Ai the ith column of matrix A ∈
Rd×d and by Aˆi the ith column of matrix Aˆ.
Reformulation
Writing now expectations in integral form and recalling
our specification of the choice of support ξ in (5) and of
the objects in Definition 2.1, we have the following.
min
x∈D
max
A∈Ω(2),F,pi∈Π(F,Fn)
∫
Ξ
h(x,Ayn + ξ) dF (ξ)
subject to
∫
Ξ
dF (ξ) = 1∫
Ξ×Ξ
‖ξ − ξ′‖2dpi(ξ, ξ′) ≤ ε1
(8)
Here the second constraint is a rewrite of the Wasserstein
distance constraint using Definition 2.1. From the defini-
tion of Π(F, Fn), the joint distribution pi ∈ Π(F, Fn) has
marginal distributions F and Fn. Since Fn is the empirical
distribution, by the rules of conditional distributions we
have that pi(ξ, ξ′) = 1n−1
∑n−1
i=1 pi(ξ|ξ′ = ξˆi)δξˆi(ξ′), where
Fi
.
= pi(ξ|ξ′ = ξˆi) is the conditional distribution of ξ given
that ξ′ takes the value ξˆi. Then we have F =
∑n−1
i=1 P(ξ′ =
ξˆi)Fi =
1
n−1
∑n−1
i=1 Fi. We note that, as a conditional dis-
tribution, Fi is constrained at this stage only by having
the same support as F . Also note that since pi(F, Fn) can
be used to define F (as one of its marginals), we substi-
tute F as above and reformulate the optimization problem
with the conditional probabilities as the variables (similar
to [12] ). We obtain
min
x∈D
max
A∈Ω(2),{Fi}i=n−1i=1
1
n− 1
n−1∑
i=1
∫
Ξ
h(x,Ayn + ξ) dFi(ξ)
subject to
∫
Ξ
dFi(ξ) = 1, i = 1, 2, . . . , n− 1
1
n− 1
n−1∑
i=1
∫
Ξ
‖ξ − ξˆ′i‖2dFi(ξ) ≤ ε1.
(9)
Now, we reduce the above distributional optimization prob-
lem into a finite-dimensional problem.
Theorem 3.1. Let Φ(x,A) denote the solution of the in-
ner maximizing problem with fixed x and A in (9). When
h(x, y) is differentiable, convex in the first argument and
concave in the second argument, we have the following
identity:
Φ(x,A) = min
u≥0
uε1 + max
ξi∈Ξ,i∈[n−1]
{
1
n− 1
n−1∑
i=1
[
h(x,Ayn + ξi)−
u · ‖ξi − (yi+1 −Ayi)‖2
]}
.
Proof. From Lagrangian duality, we get that Φ(x,A) equals
max
Fi,i∈[n−1]
inf
u≥0
u
[
ε1 − 1
n− 1
n−1∑
i=1
∫
Ξ
‖ξi − ξ˜′i‖2Fi(dξ)
]
1
n− 1 +
n−1∑
i=1
∫
Ξ
h(x,Ayn + ξ)dFi(ξ)
= inf
u≥0
uε1 + max
Fi,i∈[n−1]
{
1
n− 1
n−1∑
i=1
∫
Ξ
h(x,Ayn + ξi)
−u‖ξi − ξ˜i‖2Fi(dξi)
}
= inf
u≥0
uε1 + max
ξi∈Ξ,i∈[n−1]
{
1
n− 1
n−1∑
i=1
[h(x,Ayn + ξi)
−u‖ξi − (yi+1 −Ayi)‖2
]}
.
The second equality occurs from exchanging min and
max, which is valid by strong duality. This can be proved
by an extended version of a well-known strong duality re-
sult for moment problems [20], similar to the argument in
[12, Theorem 4.2]. The third equality stems from the fact
that the maximum over distributions Fi with respect to
the integral is equal to the maximum point of the inte-
grand.
From Theorem 3.1 our DRSO formulation (6) is equiv-
alent to
inf
x∈D
max
A∈Ω(2)
inf
u≥0
max
ξi∈Ξ,i∈[n−1]
uε1+{
1
n− 1
n−1∑
i=1
[
h(x,Ayn + ξi)− u‖ξi − (yi+1 −Ayi)‖2
]}
.
(10)
We can now state our main result.
Theorem 3.2. Problems (6) and (10) are equivalent to
the convex-concave minimax problem:
inf
x∈D
max
A,ξi∈Ξ,i∈[n−1]
1
n− 1
n−1∑
i=1
h(x,Ayn + ξi) (11)
s.t.
1
n− 1
n−1∑
i=1
‖ξi − (yi+1 −Ayi)‖ ≤ ε1,∥∥∥Ai − Aˆi∥∥∥ ≤ ε2,i, for i ∈ [d].
3
Proof.
Ψ(x, u,A)
.
= max
ξi∈Ξ,i∈[n−1]
uε1+ (12){
1
n− 1
n−1∑
i=1
[
h(x,Ayn + ξi)− u‖ξi − (yi+1 −Ayi)‖2
]}
is both a maximum of affine functions in u and a maximum
of functions jointly concave in (A, {ξi}). Therefore, it is
convex in u and concave in A. Since the feasible set of
A is bounded, by Sion’s minimax theorem [21, Thm.3.4],
Equation (10) becomes
inf
x∈D
max
A∈Ω(2)
inf
u≥0
Ψ(x, u,A)
[21, Thm.3.4]
= inf
x∈D
inf
u≥0
max
A∈Ω(2)
Ψ(x, u,A)
= inf
x∈D
inf
u≥0
max
A∈Ω(2),ξi∈Ξ,i∈[n−1]
uε1 +
1
n− 1
n−1∑
i=1
[
h(x,Ayn + ξi)− u‖ξi − (yi+1 −Ayi)‖2
]
[21, Thm.3.4]
= inf
x∈D
max
A∈Ω(2),ξi∈Ξ,i∈[n−1]
inf
u≥0
uε1 +
1
n− 1
n−1∑
i=1
[
h(x,Ayn + ξi)− u‖ξi − (yi+1 −Ayi)‖2
]
.
By strong duality applied to the innermost problem, the
conclusion follows, after unfolding the definition of Ω(2)
(7).
The important consequence of Theorem 3.2 is that (6)
can be solved efficiently by solving the equivalent problem
(11) with techniques such as those in [22].
4. Concentration Inequalities
We now aim to connect the relaxation parameters ε1
and ε2 to the probability of the true probability distribu-
tion satisfying the relaxed constraints. We assume that a
bound for the support is known, similar to [3].
Assumption 4.1. There exists an R > 0 such that for
the noise term ξ, we have ‖ξ‖ ≤ R.
We note that the boundedness assumption can be re-
laxed by requiring square-exponential integrability. This
would require techniques for unbounded distributions that
involve the Wasserstein distance concentration, as pre-
sented in [12], and consistency of the transition matrix
estimation (A) (see, e.g., [23]). For brevity we will focus
on the bounded support case only.
Lemma 4.2. (Wasserstein metric concentration, specifi-
cation of ε1)
Suppose ξ1, ξ2, · · · , ξn ∈ Rd are i.i.d samples from a dis-
tribution F with zero mean and that satisfy Assumption
4.1. Then, for the empirical distribution Fn, the following
inequality holds:
P(dw(F, Fn) ≥ ε) ≤ C0 exp
(−C1Nε2) . (13)
Here C0, C1 depend only on R and d.
Proof. The result is an immediate consequence of [12, The-
orem 3.4], where we chose a = 2 and used Assumption 4.1
for bounding A from that statement.
We also note that C0, C1 are explicitly computable by
using techniques such as in [11, Appendix B]. Now, we can
select the right-hand side of (13) to the confidence level,
for example, 0.05. This will be a conservative estimate,
however, and we will use cross-validation in practice to
compute a suitable 1, as we will discuss in §5. The im-
portant feature of Lemma 4.2, however, is the exponential
decay of the failure probability with N and 2.
Lemma 4.3. (Concentration of bounded random vectors)
Suppose ξ1, ξ2, · · · , ξn are i.i.d samples from a distribution
with zero mean that satisfies Assumption 4.1. Then the
following holds with probability at least 1− δ:∥∥∥∥∥
n∑
i=1
ciξi
∥∥∥∥∥ ≤ R
√√√√ n∑
i=1
c2i ·
(
4
√
d+ 2
√
2 log(1/δ)
)
.
Proof. By Assumption 4.1, each ξi is bounded with zero
mean. Applying Hoeffding’s lemma [24, Lemma 1.8] to
sT ξi, we have that ξi are also sub-Gaussian random vectors
with variance proxy R [24, Definition 1.2]. In other words,
Eeλs
T ξi ≤ exp
(
λ2R2
2
)
,
for any ‖s‖ ≤ 1. From the assumption of independence of
ξi, i = 1, 2, . . . , n− 1, we also have
Eeλs
T (
∑n
i=1 ciξi) ≤ exp
(
λ2R2
∑n
i=1 c
2
i
2
)
,
for any ‖s‖ ≤ 1. Therefore ∑ni ciξi is a sub-Gaussian ran-
dom vector with variance proxy σ .= R
√∑n
i c
2
i . From [24,
Theorem 1.19], we have with probability greater than 1−δ
that ‖∑ni=1 ciξi‖ ≤ σ(4√d+ 2√2 log(1/δ)).
Specification of ε2,i With this concentration bound,
we can now specify the choice of ε2,i. Our model is Y+ =
AY− + E. From the normal equations, we know that the
regression matrix estimate is Aˆ = Y+C, where C = Y
†
−.
Here we assume Y−Y T− is invertible. From our model, this
results in Aˆ = A + EC. Applying Lemma 4.3 to each
column of Aˆ for confidence level 1− δd , and using Boole’s
inequality to the complements, we have, with probability
greater than 1− δ = 1− d δd , that ‖Ai − Aˆi‖ ≤ ε2,i with
ε2,i ≤ σi(4
√
d+ 2
√
2 log(d/δ)), σi = R
√√√√n−1∑
j=1
c2ji, i ∈ [d].
We also note, using regression theory [25], that the 2-norm
of C, and thus σi, i = 1, 2, . . . , d decays as O( 1√n ).
4
5. Experiments
We apply the DRSO approach (6) in the variant out-
lined in Theorem 3.2 to a portfolio optimization prob-
lem. The decision variable x is constrained to the (d− 1)-
dimensional standard simplex D = {x ∈ Rd|x1 + · · ·+xd =
1, xi ≥ 0, i = 1, . . . , d}. The variable x represents the
portions of investment in different stocks. Here the data
yt ∈ Rd is the price of d different stocks at time t. In the
framework of (3), the objective function is the (negative)
return
h(x, y) = −〈x, y〉.
We subsequently solve the distributionally robust problem
(11) that is derived from our main result, Theorem 3.2,
with the convex, spherical Ξ from Assumption 4.1. We
report on those results in the rest of this section and label
them as "DRO."
The DRSO problem (11) was solved with the saddle
point algorithm from [22] implemented in Julia and run
on a MacBook Pro, 2.4 GHz Intel Core i5, 8 GB 1600
MHz DDR3. The computation time of 100 experiments
for either synthetic or real data cases below for n = 21,
d = 8 (20 time periods) did not exceed 300 seconds.
5.1. Synthetic Data
For our experiment with synthetic data, the feasible
set D is the (d− 1)-dimensional standard simplex, and we
set d = 8. The objective function is the inner product
−〈x, y〉. Here yi is from the VAR(1) times series, with
the transition matrix entrywise drawn from uniform dis-
tribution over [0, 1], then scaled so that ‖A‖ = 0.8 and ξt
is from N(0, R2I), then truncated to 2-norm no greater
than a preset radius R. The metric we use in the Wasser-
stein distance constraint is the 2-norm in Euclidian space
(Rd, ‖ · ‖). The radii of confidence intervals from §4 are
conservative. For better performance we shrink the pa-
rameters 1, 2 by factors 1, 0.5 on the first 40 data points
and choose the combination with the best outcome. In
[12], the authors tried different confidence levels δ, which
fundamentally resulted in the same effect. We compare
the solution of DRO xd and the solution of sample aver-
age approximation (SAA) xs with the empirical residuals.
Here our SAA solution is obtained by
min
x
max
A
n−1∑
i=1
h(x,Ayn + ξˆi)
s.t.‖Ai − Aˆi‖ ≤ ε2,i, i ∈ [d].
(14)
We also calculate the solution of the deterministic version
of (6) obtained by plugging in the maximum likelihood es-
timator (MLE) of yn, Aˆyn−1. Let x∗ = arg minh(x, yn+1)
(solution with perfect information). We report the "re-
gret" h(x, yn+1)− h(x∗, yn+1) for x given by the different
approaches. Some empirical quantiles are given in Table
1, and two histograms are given in Figures 1 and 2. As
we can see from the results, with more training samples
Figure 1: Comparison of DRO and SAA, synthetic data. All data
are normalized by noise radius R. Noise radius is 16. Sample size is
8. Problem dimension is 5.
Figure 2: Comparison of DRO and MLE, synthetic data. All data
are normalized by noise radius R. Noise radius is 16. Sample size is
8. Problem dimension is 5.
or lower noise level, the estimated transition matrix Aˆ be-
comes more accurate, so regression results in a decision
closer to the perfect one most of the time. In all scenarios,
however, DRSO has a lighter tail (see also Figures 1 and
2), which demonstrates the robustness of our decision. In
particular, in Table 1, DRSO exhibits the smallest regret
for all experiments at the 90th quantile.
5.2. Real Data
We perform our real data analysis with the asset price
of nine tech companies from the S&P 500 (INTC, AMZN,
FB, MSFT, GOOGL, IBM, ORCL, ADBE, AAPL) from
January 2013 to January 2018 with our model on the log
Setup Median 75th Perc. 90th Perc.
8-4-5 0.49/0.59/0.52 0.91/0.74/0.78 1.27/0.92/1.09
8-16-5 0.42/0.55/0.47 0.81/0.72/0.75 1.14/0.86/1.05
16-4-5 0.34/0.57/0.41 0.72/0.72/0.64 1.08/0.86/0.86
16-16-5 0.38/0.57/0.43 0.76/0.70/0.68 1.03/0.82/0.92
16-4-8 0.43/0.53/0.48 0.75/0.66/0.66 0.99/0.76/0.80
16-16-8 0.43/0.54/0.46 0.73/0.65/0.68 1.00/0.77/0.83
Table 1: Comparison of MLE, SAA, and DRO for several standard
percentiles, synthetic data. Setup is "sample size-(n−1)-noise radius-
(R)-dimension(d)." Different statistics are normalized by noise radius
R and given by "MLE/DRO/SAA." Lowest regret among methods
is boldfaced.
5
Mean Median 25th Perc. 10th Perc.
DRO 0.822 0.987 -3.888 -9.758
SAA 0.955 1.032 -3.896 -10.013
MLE 1.433 0.733 -6.032 -13.704
Independent 0.819 0.988 -3.889 -9.891
DRO
Table 2: Comparison of statistics of daily return for real stock data.
price yt = log(pi) at the end of each day and the ob-
jective function the approximated return
∑d
i=1 xi(
pi+1
pi
−
1) ≈ 〈x, yT − yT−1〉 (where one uses the approximation
er ≈ 1 + r, which is very accurate in the range of suc-
cessive daily price ratios) [26]. We again compare the
DRO and SAA models. In addition, we run the algo-
rithm assuming independence between the samples (which
we call "Independent DRO"). For each day, the algo-
rithms are allowed to use data from the previous 15 days.
The parameters are chosen by experimenting on the first
three months of the dataset with, in reference to Theo-
rem 3.2 and §4, δ = 0.05, 0.1, and R = 1%, 4%, 10% and
selecting the combination with the best accumulated re-
turn. The results are shown in Table 2 for some quan-
tiles of actual returns if we invest 10, 000 dollars each day,
10000
∑d
i=1 xi(
pi+1
pi
− 1), where x is, in turn, the solution
for the four approaches. We see that both robust methods
have a significantly lighter tail than does either the SAA
or MLE approach, that our AR-based DRO on performs
better than the independent DRO (except only slightly for
the median), and that ignoring the uncertainty results in
a significant degradation (MLE).
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