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Abstract
This master thesis presents the use of graphs to image representation. There are several
approaches based on graphs in computer imaging, such as image retrieval based on content,
tumor detection in medical imaging and image recognition, which is one of the most important
area of the image proccessing research.
When an image is recognized by its comparison to a model and both are represented by
graphs, the matching graph problem is then caracterized, where the criteria for correspondence
is defined as a set of values to measure the similarity between the model and the image to
be recognized. An interface for the manipulation of images and their corresponding graphs,
called ImGraph, was implemented as a undergraduation computer science course final project.
This tool is able to create attributed graphs that represent the images (graphs) and their features
(attributes).
This dissertation consists of an extension of an known automatic segmentation algorithm
investigation with color and texture descriptors. The combination of color and texture charac-
teristics is analysed for the segmentation algorithm chosed with the objetctive of improving
the image representation by attributed graphs. The split-and-merge segmentation approach is
used, recursively spliting the image into smaller homogeneous regions and then joining them
according to some similarity measure, considered in this work as probabilistic distances. It was
also analyzed the combination of texture descriptor LBP (Local Binary Pattern) with the color
descriptor, on the premise that some regions of the image can be better described not only by
a specific descriptor, but also by a combination of them. Also, to reduce the size of the RGB
color space of three dimensions to one dimension the PCA (Principal Components Analysis)
method was used.
As another contribution of this thesis, two mathematical functions defined from the attri-
butes of the graphs for the similarity computing were proposed and investigated. All the cited
contributions were added to the ImGraph, for its improvement. Experiments were conducted
using a high resolution aerial space image of the Jucu River, in the state of Espírito Santo.
Resumo
Este trabalho apresenta a utilização de grafos para a representação de imagens. Há várias
abordagens que utilizam a teoria dos grafos na computação de imagens, tais como recuperação
de imagens baseadas em conteúdo, detecção de tumores em imagens médicas e reconhecimento
de cenas, uma das linhas de pesquisa mais importantes da área de processamento de imagens.
Quando uma imagem é reconhecida através da comparação com um modelo e ambas são
representadas por grafos, é caracterizado o problema de correspondência de grafos, onde o cri-
tério para a comparação é definido a partir de um conjunto de valores que medem a similaridade
entre o modelo e a imagem a ser reconhecida. A construção de uma interface para a manipula-
ção das imagens e dos grafos correspondentes, denominada ImGraph, foi tema de um projeto
final de graduação. Essa ferramenta permite a criação de grafos de atributos que representam as
imagens (grafos) e suas principais características (atributos).
Esta dissertação consiste no estudo de descritores de cor e textura aplicados em um algo-
ritmo conhecido de segmentação automática de imagens. A combinação de características de
cor e textura para segmentação automática de imagens é investigada com o objetivo de aperfei-
çoar a representação da mesma através de grafos de atributos. A abordagem de segmentação
split-and-merge é usada, dividindo a imagem recursivamente em regiões homogêneas cada vez
menores, e então unindo-as de acordo com alguma medida de similaridade, computada nesta
dissertação através de medidas de distâncias probabilísticas. Foram analisadas a combinação
do descritor de texturas LBP (Local Binary Pattern) com o descritor de cor, partindo da pre-
missa que algumas regiões da imagem avaliada podem ser melhor descritas não apenas por um
descritor específico, mas por uma combinação dos mesmos. A redução da dimensão do espaço
de cor RGB de três dimensões para uma dimensão foi realizada através da utilização do PCA
(Principal Components Analysis).
Como segunda contribuição desta dissertação, duas funções matemáticas definidas a partir
dos atributos dos grafos, para o cálculo das similaridades, são propostas. Todas as contribuições
desta dissertação foram incorporadas ao ImGraph, visando o seu aprimoramento. Experimen-
tos foram realizados utilizando-se uma imagem aérea de alta-resolução espacial do Rio Jucu,
Estado do Espírito Santo.
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1 Introdução
O reconhecimento estrutural de uma cena com muitos objetos requer o uso de modelos
complexos. Uma boa caracterização dos objetos presentes na cena e das relações espaciais
existentes entre eles se faz necessária para que se possa reconhecer a cena como um todo. A
própria especificação de um determinado modelo que venha a representar as características
relevantes para o reconhecimento de cenas é foco de extensivos estudos. O reconhecimento
baseia-se na identificação das estruturas dos objetos, ao invés da identificação de detalhes dos
mesmos, também presentes na cena. Esse tipo de reconhecimento torna-se difícil devido a si-
milaridades entre diferentes objetos e a grande variabilidade de um mesmo objeto em diferentes
instanciações da cena.
Cada vez mais, a tecnologia atual e os avanços computacionais oferecem a possibilidade
de pesquisadores investirem na busca de soluções eficientes para tal problema. O reconheci-
mento de uma imagem pode ser efetuado através de sua comparação a um modelo da mesma
(por exemplo, pode-se comparar imagens em ressonância magnética de um cérebro humano
com o seu Atlas). Para realizar a análise automática de imagens de forma completamente inde-
pendente, ou seja, não depender da interação humana nem mesmo indiretamente, um sistema
deveria ser dotado da capacidade de extrair informação pertinente da imagem (para sua ade-
quada representação via modelos matemáticos), generalizar conhecimento a partir de instâncias
particulares e fazer inferências a partir de informações incompletas.
Modelos baseados em grafos são frequentemente utilizados para representar cenas em pro-
cessamento de imagens [5, 6, 7, 8]. Em geral, vértices desses grafos representam objetos e
arestas (ou arcos) representam relações existentes entre esses objetos. A informação relevante
para o processo de reconhecimento pode ser extraída da cena e representada através de gra-
fos relacionais de atributos (GRA). A estrutura da cena é mapeada pelo grafo e os atributos
representam características da mesma, importantes para o reconhecimento.
Com o intuito de validar os métodos propostos para efetuar o reconhecimento de imagens
representadas por grafos, é de fundamental importância ter acesso a um conjunto de exemplos
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obtidos a partir de imagens reais. A representação de uma imagem via grafo requer que a
imagem seja dividida em regiões (que serão representadas pelos vértices do grafo) e que as
relações entre essas regiões sejam determinadas (o que definirá o método de construção das
arestas do grafo). Outra necessidade importante para a descrição de uma imagem via grafos, é a
determinação dos atributos que representam as características da mesma. Identificar o conjunto
de atributos relevantes para a descrição da imagem é uma tarefa difícil. O ideal é identificar
aqueles que permitem uma fácil discriminação da imagem, quando comparada a um modelo.
Para suprir essa carência, uma interface para a manipulação das imagens e o desenho dos
grafos correspondentes, denominada ImGraph, foi construída como projeto final de graduação
[9]. A ferramenta permite a criação de grafos de atributos que representam imagens fornecidas
como entrada. Dentre suas funcionalidades, destaca-se a geração de grafos para representação
de imagens usadas como modelos e imagens a serem reconhecidas a partir dos modelos. Para
isso, a ferramenta permite a segmentação manual (no caso do modelo) e automática (no caso
da imagem a ser reconhecida) das imagens, além de utilizar funções que combinem os atributos
em valores de similaridade.
Portanto, esta dissertação consiste em uma extensão da interface apresentada em [9]. Como
aperfeiçoamento da ferramenta, foi sugerida uma nova abordagem para a segmentação auto-
mática de imagens, incluindo uma análise mais detalhada da fase de preprocessamento, que
consiste na segmentação e extração de características da imagem, ao qual a mesma é subme-
tida antes de ser convertida em um grafo. É investigada a contribuição dos descritores de cor e
textura no resultado final da segmentação, bem como as medidas de distâncias utilizadas para
medir a similaridade entre duas regiões. Também foi analisada a utilização do PCA (Principal
Components Analysis - Análise de Componentes Principais) [10], em que o espaço de cor RGB
foi reduzido de três dimensões para uma dimensão através do método.
Segmentada a imagem, a mesma será representada através de grafos de atributos que serão
utilizados para a criação de matrizes, chamadas matrizes de similaridade, que deverão conter
informações acerca da similaridade entre vértices (resp. arestas) entre dois grafos de entrada:
o grafo modelo e o grafo que se pretende reconhecer neste modelo. Para a construção das
matrizes, foram criadas e estudadas duas funções para se verificar a similaridade entre vértices
e arestas. Ao final, todas as novas contribuições foram acrescentadas ao ambiente ImGraph.
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1.1 Motivação
Esta dissertação tem por motivação o aprimoramento do ambiente ImGraph para descrição
de imagens por grafos, proposto em [9] utilizado para representar imagens de entrada forne-
cidas como grafos de atributos. Assim, como objetivo principal, realizou-se a implementação
e o estudo sobre segmentação automática de imagens utilizando o algoritmo split-and-merge
[1] combinado com descritores de cor e textura, visando um resultado tal que a imagem seg-
mentada cognitivamente remete à divisão da imagem em regiões delimitadas pelos contornos
existentes na imagem original. Uma segmentação bem realizada fornece um preprocessamento
da imagem para extração de vértices, arestas e atributos que irão compor o grafo de atribu-
tos que a representa. Também foi realizada a implementação e o estudo acerca da função de
agregação, responsável por medir a similaridade entre os atributos de vértices e/ou arestas. Es-
sas matrizes são utilizadas em algumas abordagens que propõem a resolução do problema de
reconhecimento de cenas.
1.2 Trabalhos Correlatos
Um dos exemplos do uso de grafos na representação de imagens é no problema de reconhe-
cimento de faces. Uma importante demanda que aparece em diferentes problemas subjacentes
a esse tipo de reconhecimento é a localização e segmentação das regiões com características
faciais. Em [11] propõe-se um procedimento de segmentação de regiões com características
faciais baseadas em um modelo, onde a intenção é modelar, através de uma supersegmentação,
o conhecimento básico sobre as características de uma face como um grafo. Assim, os grafos
relacionais de atributos foram utilizados para a representação das características extraídas de fa-
ces humanas. Para a extração apenas das partes que serão utilizadas no processo é utilizado um
método para a delimitação das informações relevantes, como olhos, nariz e boca. Este método
mostrou-se rápido e eficiente mesmo nas ocorrências de olhos fechados e sorrisos. O método
desenvolvido utiliza um algoritmo chamado watershed para segmentação baseada no gradiente
da imagem. Nesta fase, também são extraídos os atributos que serão utilizados nos grafos para
representar vértices e arestas. Os atributos utilizados nos vértices foram a média do nível de
cinza e a distância do centroide de cada região ao limite pré-definido na fase da localização das
partes relevantes da imagem. Nas arestas foram utilizadas as informações de distância entre
centroides de regiões adjacentes.
Grafos também podem ser utilizados para representar cenas complexas. No trabalho des-
crito em [8], uma metodologia para reconhecimento e monitoramento de objetos em sequência
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de imagens digitais é apresentada. Assim como em [11] e [12], o homomorfismo é resolvido
através de um algoritmo de otimização de busca em árvore. Assim, objetos são representados
por grafos relacionais de atributos, cuja estrutura de dados de vértices e arestas representam,
respectivamente, objetos e relações (estrutural, temporal, etc.) entre eles. O modelo adotado
para descrever objetos alvo, ou seja, objetos que se pretendem reconhecer no modelo, é re-
presentado por suas partes componentes e o reconhecimento é feito pelo casamento inexato
de grafos, que consiste em casar de forma aproximada os grafos derivados de um vídeo com
um grafo proveniente da representação de uma imagem modelo. Este casamento é realizado
através de um algoritmo de otimização de pesquisa em árvore e minimização de uma função
de custo pré-definida. Finalmente, a monitoração do objeto é realizada de acordo com uma
transformação afim derivada de parâmetros extraídos da fase de reconhecimento.
Outra aplicação inclui o problema de recuperação de imagens baseados em conteúdo (CBIR
- Content Based Image Retrieval). Em [13] foi apresentada uma nova abordagem para recupe-
ração de imagens. A técnica é baseada em redes neurais recursivas [14, 15], onde os critérios
de recuperação são derivados do próprio aprendizado da rede. A imagem é representada atra-
vés de grafos e combina características estruturais com simbólicas, enquanto uma rede neural
recursiva descobre a representação ótima para a busca na base de imagens. Usa-se grafos dirigi-
dos para representar a imagem, sendo que esta técnica pode ser extendida para reconhecimento
de padrões invariantes, podendo ser explorada a característica de isomorfismo que apresenta os
grafos, atingindo invariância à translação, escala e rotação. O problema deste tipo de represen-
tação é o alto custo computacional.
Em [16] foi implementado um sistema de recuperação de imagens por conteúdo. Foram
utilizados como atributos dos vértices a área e o raio de cada região, bem como a orientação,
definida pelo ângulo entre a direção horizontal e a coordenada de comprimento. Para as arestas
foram utilizadas a distância (menor distância entre as bordas de duas regiões) e o ângulo (ângulo
da direção horizontal da linha que conecta os centros de massa de duas regiões). Neste método
o usuário informa uma imagem como exemplo, adicionando um valor de tolerância para a lo-
calização de imagens semelhantes. Este valor é utilizado pela estrutura de indexação na busca
das imagens armazenadas no banco de dados.
Um protótipo de um sistema de recuperação de imagens com base na cor foi apresentado em
[17]. Este armazena informações de regiões com a mesma cor da imagem (regiões cromáticas),
além do tamanho, posição e limites com outras regiões. Para isso, são utilizados os seguintes
grafos: o Modified Color Adjacency Graph (MCAG) e o Spatial Variance Graph (SVG). A
recuperação da imagem é feita através de uma medida de similaridade baseada na comparação
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dos grafos mencionados. Para a indexação utiliza-se uma R-Tree, uma estrutura capaz de inde-
xar dados multidimensionais. O protótipo analisa as regiões cromáticas de uma imagem, suas
adjacências e variações espaciais. A extração de atributos é feita primeiro removendo ruídos
que existem próximos às adjacências das regiões cromáticas, tornando as regiões uniformes e
as transições entre as regiões mais aguçadas, proporcionando a geração de um grafo mais pre-
ciso. Depois, são descritas as regiões cromáticas da imagem e o tamanho das adjacências entre
as mesmas, bem como a distribuição de cor no domínio espacial da imagem. As informações
necessárias para elaborar este grafo são as cores da imagem, a contagem de cor da imagem e
coordenadas de cada pixel, para cada cor. Cada nó contém a própria variância espacial da cor
e a variância espacial relativa de duas cores. Cada borda tem como seus atributos a variância
espacial entre as cores denotadas pelos nós ligados. A partir da obtenção do vetor de atributos
desta imagem, a recuperação é feita através da procura na base de assinaturas, imagens que cor-
respondem ao vetor de atributos da imagem consulta. Depois de obtidas as imagens, é efetuada
a classificação para ordenar os resultados, através da aplicação de uma métrica de similaridade.
Outro trabalho que representa imagens através de grafos para recuperação de imagens ba-
seados em conteúdo é proposto em [18]. Depois de segmentada, características de textura,
usando a transformada wavelet [19], e características de cor, usando histograma, são extraídas
da imagem. Assim, essas características são comparadas com as características das imagens
segmentadas da base de dados. A medida de similaridade usada para comparar características
de textura é a distância euclidiana, e para a cor é a distância quadrática.
Uma abordagem apresentada em mineração de imagens foi apresentada em [20], que trata
da extração de padrões e características singulares a partir de grandes coleções de imagens
de um domínio específico. O objetivo é identificar as melhores características e assim extrair
as informações relevantes a partir das imagens. Vários métodos de extração, assim como as
características extraídas e as técnicas utilizadas, são avaliados para a contribuição da resolução
do problema. Resultados experimentais apresentados mostram que os recursos utilizados são
suficientes para identificar os padrões a partir das imagens.
O problema de detecção e localização de objetos duplicados foi tratado em [21]. Diversas
aplicações requerem métodos eficazes de detecção de objetos duplicados, como codificação
automática de vídeo e de imagem, vídeo vigilância, ou vídeo pesquisa. Neste trabalho, uma
abordagem baseada em grafos para detecção de objetos 3D duplicados em imagens fixas é
proposto. Um grafo modelo é usado para representar a informação espacial do objeto, a fim
de evitar o uso explícito do modelo do objeto 3D. O trabalho apresentado propõe a detecção
da presença de um objeto-alvo, prevendo a sua caixa delimitadora, baseado em um conjunto de
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imagens que contenham esse objeto. Características das regiões de interesse são extraídas, e a
posição, dimensão e orientação para cada região de interesse são calculados.
Grafos também podem ser utilizados para extrair informações textuais. O trabalho descrito
em [22] utiliza imagens representadas por grafos e árvore geradora mínima para extrair textos
de outdoor. Os atributos do grafo incluem cores representativas da região, posições, tamanho e
aspecto da área e forma do contorno.
Em [23] é proposta uma nova abordagem para segmentação de imagens representadas por
grafos, aplicadas a cenas urbanas para sensoriamento remoto. O método extrai os resultados
de uma imagem previamente supersegmentada através de algoritmos conhecidos como cresci-
mento de regiões ou watershed. Esses objetos de entrada são conectados através de um Grafo
Relacional de Atributos. Através da análise das conexões, é possível procurar por áreas re-
tangulares, dentro de nós conectados. Áreas retangulares são muito comuns em um ambiente
urbano. Os objetos, ou vértices do grafo, cuja união forma mais regiões retangulares, são uni-
dos resultando em uma região nova e maior, com formas mais adequadas ao ambiente urbano.
O procedimento começa a partir de simples segmentos, aplicando os estágios de preproces-
samento e pré-classificação. O resultado final é obtido através da união de regiões similares
conectadas na estrutura do grafo. O estágio de pré-classificação realiza uma classificação não
supervisionada através dos mapas auto-organizáveis de Kohonen (SOM) [24], clusterizando
regiões com classes similares. Para cada região, o algoritmo extrai um conjunto de formas e
atributos espectrais, tais como relação perímetro/área, compacidade e média dos pixels. Esse
conjunto de atributos é utilizado para separar regiões dentro da classe principal.
Uma característica comum às abordagens que realizam reconhecimento de cenas baseadas
em grafos é a representação das imagens comparadas através de Grafos Relacionais de Atribu-
tos, extraindo as características primordiais que a compõem ao mesmo tempo que se mantém a
coerência estrutural dos objetos presentes na mesma. Para isso, é fundamental que a segmen-
tação seja bem sucedida, evitando supersegmentação desnecessária e resíduos, que costumam
gerar grafos com muitas informações (muitos vértices e/ou arestas) a serem analisadas. Para
se obter uma segmentação o mais livre possível dessas características, nesta dissertação foram
consideradas a cor e a textura da imagem para investigar a possível melhoria da qualidade da
segmentação realizada através do uso destes descritores. Embora não haja definição concreta
sobre o conceito de textura, a mesma é facilmente percebida e é rica em informação visual.
Geralmente texturas são padrões visuais complexos compostos por entidades, ou subpadrões,
que têm brilho, cor, inclinação e tamanho característicos [25]. Os seres humanos podem facil-
mente captar as texturas sobre uma superfície, mesmo com nenhuma informação de cor. A cor
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atua apenas como uma ajuda para interpretações mais ricas. Mesmo quando a informação de
cor é distorcida, por exemplo, devido ao daltonismo, o sistema visual ainda funciona. Intuitiva-
mente, isso sugere que, pelo menos para o nosso sistema visual, a cor e a textura são fenômenos
distintos. No entanto, a utilização conjunta de características de cor e textura tem sido uma
abordagem popular para análise de texturas coloridas [26, 27].
A extração de informações como a textura e cor de uma imagem é de grande relevância em
muitas aplicações de tratamento e reconhecimento de imagens. Uma série de abordagens distin-
tas utilizando a cor e a informação de textura têm sido propostos. O problema de classificação
de granito foi utilizado como teste para o método, no trabalho descrito por [28], que propôs um
método de segmentação de imagem aérea, no qual são computados independentemente espaços
de cor e textura. A segmentação final é obtida através da decisão feita por cada classificador,
utilizando cor ou textura isoladamente. Também é possível citar o trabalho de [29], que des-
creve um método de extração de características em imagens de alta-resolução aplicadas sobre
o algoritmo de segmentação split-and-merge com o descritor de texturas LBP (Local Binary
Pattern) [30, 31, 32].
Outra vantagem de utilizar informações como cor e textura é a independência em relação
à posição, orientação, tamanho, forma e brilho do objeto. Entretanto, para a definição de quais
atributos serão usados, deve-se analisar o objetivo da aplicação em que eles serão utilizados,
pois em uma mesma imagem, a importância das características varia de acordo com este obje-
tivo. No processo de busca de imagens similares, por exemplo, não existe a característica ideal,
mas sim, a característica que atende ao objetivo da consulta. A importância de uma determinada
característica varia de acordo com o tipo de imagem utilizado, por exemplo, a característica cor
não é muito aplicada em métodos baseados em imagens médicas [33].
São muitas as informações que podem ser extraídas de uma imagem após o seu processa-
mento. Algumas destas informações podem não possuir grande importância, pois seus valores
não possuem destaque, tornando as informações redundantes em relação às demais. Para que
sejam descartadas informações que não são importantes dentro do conjunto dos dados extraídos
da imagem, utilizam-se métodos de redução de dimensão. Em [34] é utilizado um método
para encontrar as características homogêneas dentro da imagem. Esta informação é de suma
importância para definir o processamento que será utilizado. Nesta dissertação, foi utilizado o
método PCA [10] para reduzir a dimensão do espaço de cores. O processo de extração das
características das imagens produz um conjunto de n características que, juntas, formam o vetor
de características. Os vetores de características gerados formam um espaço multidimensional.
As imagens são manipuladas como objetos dentro deste espaço. Métodos como a utilização
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de algoritmo genético [35] podem ser usados para a extração de características. A utilização
deste tipo de algoritmo é demonstrada em [36], onde a extração de característica é aplicada em
imagens de fotografias aéreas, mais precisamente, em imagens de lagos e rios em uma floresta.
Em [37], o cálculo de textura em imagens de satélite utiliza matrizes de coocorrência [1]
e vetores de características. Estes vetores são calculados através de descritores estatísticos. Os
descritores são utilizados para extrair as informações contidas nas matrizes. A matriz de coocor-
rência responde pela quantidade de diferentes combinações, referentes a valores de intensidade
dos pixels existentes em uma imagem.
Outros trabalhos que utilizam imagens representadas através de grafos, incluem: reconhe-
cimento de formas [38], procura de objetos de interesse em cenas [39], reconhecimento de
objetos [40, 41] e detecção de imagens duplicadas [42]. Na área médica, a utilização das
informações adquiridas através das imagens tem sido fundamental [16, 43]. Estas técnicas são
capazes de encontrar tumores baseando-se, exclusivamente, na interpretação das imagens obti-
das por meio do seu processamento, auxiliando os médicos no diagnóstico precoce de doenças.
Os conceitos envolvidos na criação da representação das imagens através de grafos e ma-
trizes de similaridade serão apresentados na próxima seção.
1.3 Grafos e Matrizes de Similaridade
Um grafo é uma estrutura G = (V,E), onde V é um conjunto finito de vértices e E ∈V ×V ,
um conjunto finito de arcos (se o grafo é orientado) ou arestas (caso contrário) [44]. Neste
trabalho são considerados apenas os grafos sem orientação. As cardinalidades dos conjunto V
e E são representadas respectivamente por |V | e |E|. Um grafo pode ser visualizado como uma
representação gráfica das relações existentes entre elementos de dados. Cada aresta e ∈ E será
denotada pelo par de vértices e = {v,w} que a forma. Os vértices v e w são os extremos da
aresta e são ditos adjacentes ou vizinhos, e a aresta e é dita incidente a ambos os vértices v e w.
Vértices e arestas podem conter informações. Quando essas informações são simples rótu-
los ou pesos, tais como números ou letras, o grafo é chamado grafo rotulado. Entretanto, quando
vértices e arestas apresentam alguma informação extra, então o grafo é chamado grafo de atri-
butos, sendo que os atributos (informação extra) podem estar vinculados a vértices, arestas ou
a ambos.
Um grafo também pode ser representado computacionalmente por uma matriz de adjacên-
cias: um grafo G com |V | vértices pode ser representado por uma matriz de adjacências M de
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dimensão |V |2. Para representar um grafo não direcionado, simples e sem pesos nas arestas,
basta que as entradas (i, j) da matriz M contenham o valor 1 se os vértices vi e v j são adjacentes
e 0 caso contrário. Se as arestas do grafo tiverem pesos, a entrada (i, j) de M contém o peso da
aresta {i, j}. Em grafos simples e não direcionados, as matrizes de adjacência são simétricas
e possuem diagonal nula. Os grafos são muito úteis na representação de conhecimento [45] e
de problemas da vida real, em vários campos profissionais. Por exemplo, pode-se representar
um mapa de estradas através dos grafos e usar algoritmos específicos de percurso em um grafo
para determinar o caminho mais curto entre dois pontos, ou o caminho mais econômico, a partir
dos pesos (ou custos) das arestas ou dos vértices. O custo total do caminho será calculado a
partir destes pesos. Em diversos trabalhos, grafos de atributos são utilizados para representar
imagens [8, 23, 11, 46]. Assim, nesta dissertação, grafos de atributos representarão imagens,
sendo que os vértices designam regiões da imagem analisada, contendo informações acerca da
região, como cor e centros de gravidade da região, e as arestas designam as relações existentes
entre essas regiões, contendo informações acerca dessas relações, como distância entre os cen-
tros de gravidade da região, ou seja, o comprimento da aresta, e sua angulação. Esses grafos
serão representados computacionalmente através de matrizes de adjacências.
Algumas abordagens que utilizam grafos para resolver o problema de reconhecimento de
cenas por correspondência de grafos utilizam, também, para auxiliar a tarefa do reconheci-
mento, informações armazenadas em matrizes de similaridade, que medem o grau de seme-
lhança entre cada par de vértices e de arestas dos grafos comparados.
Entende-se por matriz de similaridade entre vértices (resp. arestas) uma matriz M de di-
mensão |V |× |V | (resp. |E|× |E|), onde cada mi j corresponde à similaridade existente entre o
vértice (resp. aresta) i do modelo e o vértice (resp. aresta) j da imagem alvo a ser reconhecida.
A similaridade é calculada de acordo com as funções descritas no Capítulo 3.
1.4 Objetivos e Contribuições
Este trabalho propõe um método para representação de imagens através de grafos de atribu-
tos utilizando uma segmentação com base na análise da textura e/ou da cor. A textura é descrita
por um conjunto de medidas calculadas pelo descritor Local Binary Pattern (LBP), e a cor é
descrita através de histogramas. A similaridade entre os grafos gerados é medida por funções
criadas a partir das medidas de distâncias utilizadas, a saber distâncias probabilísticas na forma
discreta e analítica.
Dentre os objetivos gerais a serem alcançados pelo trabalho, podem-se citar a escolha das
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amostras de imagens para testes; a extração e seleção das medidas mais representativas dos ob-
jetos ou regiões das imagens, armazenando-as como atributos de vértices e/ou arestas; a criação
das matrizes de similaridade entre vértices e arestas; a aplicação e avaliação da metodologia
proposta. O processo de análise e segmentação de imagens requer a investigação de diversos
parâmetros que afetam seu desempenho, tais como o tipo de propriedade utilizado para separar
ou unir regiões, número de pixels utilizados para compor o descritor LBP, valores de limiar,
tamanho da janela de vizinhança entre pixels, dimensão do vetor de características e muitos
outros. Essa avaliação deve seguir critérios rigorosos para permitir a redução dos custos com-
putacionais e a geração de resultados mais precisos, possibilitando sua aplicação em uma maior
variedade de imagens.
1.5 Organização do Texto
No Capítulo 2 será apresentado o estado da arte em segmentação de imagens, análise de tex-
turas e redução e análise de dimensionalidade, fazendo uma revisão dos principais fundamentos
e abordagens relacionados. O Capítulo 3 descreve o método proposto para representação da
imagem através de grafos, explicando as fases de segmentação e extração de imagens, e as fun-
ções de agregação utilizadas para a criação das matrizes de similaridade. Também são descritos
nesse capítulo os experimentos computacionais realizados, utilizando o ortofotomosaico do Rio
Jucu. Finalmente, no Capítulo 4 serão discutidos os resultados obtidos, as possíveis contribui-
ções, vantagens ou desvantagens e limitações deste trabalho, além de se tecerem comentários e
conclusões. Também serão citados alguns pontos que poderiam ser alterados e algumas opções
e sugestões para trabalhos futuros.
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2 Estado da Arte
O primeiro passo para proceder a análise de imagens é a segmentação, que consiste em
definir, na imagem, recortes automáticos para identificar objetos ou regiões de interesse, a fim
de se obter uma interpretação semântica da cena de acordo com a aplicação. A segmentação
subdivide uma imagem em suas partes ou objetos constituintes. O nível até o qual essa subdi-
visão deve se realizada, assim como a técnica utilizada, depende do problema que está sendo
resolvido. Talvez a característica mais importante de um método de segmentação seja a defini-
ção do que é uma região. Esta pode ser definida como um conjunto de pixels conectados por
meio de uma condição de uniformidade. Uma característica muito utilizada na avaliação dessa
condição é a análise de texturas. A textura, presente na maioria das imagens naturais, é funda-
mental na visão humana, pois contribui na melhoria da exatidão do processo de reconhecimento
e classificação de imagens. Essa condição também pode ser estabelecida não por um, mas por
vários fatores. Nesse ponto, pode ser necessária a aplicação de extratores ou seletores de carac-
terísticas para redução da dimensionalidade do mesmo, a fim de se obter as características mais
representativas da imagem.
Nesse contexto uma série de trabalhos tem sido desenvolvidos utilizando diferentes técnicas
de segmentação automática, análise de texturas e definição das características mais relevantes
em consideração, para representação e interpretação de imagens. Essas técnicas envolvem não
somente diferentes modelos de tratamento de dados, mas também englobam diferentes métodos
de representação da informação relevante para a tarefa de interpretação.
Portanto, este capítulo aborda o estado da arte das técnicas de segmentação de imagens,
análise de texturas e redução de dimensionalidade. O capítulo inicia com técnicas de segmenta-
ção de imagens, seguindo para as abordagens mais utilizadas na análise de texturas. Por último
uma descrição dos métodos de extração e seleção de características para redução de dimensio-
nalidade é apresentada.
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2.1 Técnicas de Segmentação de Imagens
Uma das etapas mais críticas no processo de reduzir a informação das imagens é a seg-
mentação, que consiste em dividir a imagem em regiões que provavelmente correspondem a
unidades estruturais na cena ou distinguir objetos de interesse [47], tendo por objetivo simpli-
ficar e/ou alterar a representação da imagem em algo que seja mais significativo e fácil de se
analisar. Técnicas de segmentação de imagens são tipicamente utilizadas para localizar objetos
e bordas (linhas, curvas, etc.) em imagens. Mais precisamente, a segmentação é um processo
que classifica cada pixel da imagem, tal que pixels com o mesma classificação dividem certas
propriedades, como cor, luminância ou textura [48], tendo por resultado um conjunto de seg-
mentos que coletivamente cobrem toda a imagem, ou um conjunto de contornos extraídos da
imagem. Regiões adjacentes são significativamente diferentes com respeito às mesmas propri-
edades, de onde se pode extrair objetos e outras entidades utilizadas na análise subsequente da
imagem, como classificação, descrição e reconhecimento de objetos, extração de características,
entre outros.
Segundo Gonzalez [1], os métodos de segmentação são classificados em três categorias
básicas:
• Limiarização;
• Segmentação baseada em detecção de descontinuidades;
• Segmentação baseada em regiões.
Cada técnica pode ser associada a algum grau de intervenção humana, podendo ser obtida
de forma manual, semiautomática e automática. A segmentação manual de uma imagem tem
como principal vantagem a possibilidade de contar com outros dados (percepção humana, pes-
quisa de campo, etc.) além dos contidos na imagem. A segmentação manual de uma imagem
não é única, e diferentes indivíduos podem gerar diferentes resultados e um mesmo indiví-
duo pode gerar resultados diferentes em tempos diferentes. Nos algoritmos de segmentação
semiautomáticos, a intervenção manual é utilizada para fornecer pontos característicos da es-
trutura a ser segmentada ou para delimitar uma região onde ela é encontrada. Na segmentação
automática não há intervenção humana. Entretanto, pode haver intervenção para eventuais cor-
reções da segmentação obtida. A segmentação feita automaticamente (a partir de algoritmos
desenvolvidos para este propósito) baseia-se primariamente em técnicas de reconhecimento de
similaridade ou de diferenças mensuráveis entre regiões adjacentes.
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Há inúmeras técnicas disponíveis para segmentação, sendo que a natureza do problema de-
fine qual delas é a mais adequada. Assim, existem diversas técnicas de segmentação de imagens,
mas não existe nenhum método único que seja capaz de segmentar todos os tipos de imagem
[1, 49]. Esta área representa até hoje uma linha de pesquisa importante do processamento de
imagens, principalmente por ela estar na base de todo o processamento da informação em uma
imagem.
Neste trabalho, o algoritmo utilizado na fase de segmentação automática foi o split-and-
merge. Uma vantagem deste método é a independência do descritor da região e medida de
similaridade que permite a realização de experimentos com uma grande variedade de diferentes
critérios. A seguir, as três classes de segmentação que compõem a abordagem adotada por [1]
são brevemente apresentadas.
2.1.1 Limiarização
A limiarização é o método mais simples e intuitivo de segmentação de imagens. Basica-
mente, é estabelecido um limiar para separar alvos distintos de uma imagem e todos os pixels
que estão dentro de uma faixa de intensidade são classificados como pertencentes a uma mesma
região.
A limiarização pode ser entendida como uma operação que envolve testes em uma função
da forma T = T [x,y, p(x,y), f (x,y)], onde f (x,y) é o nível de cinza no ponto (x,y) e p(x,y)
denota alguma propriedade local deste ponto, por exemplo, a média dos níveis de cinza de uma
vizinhança centrada no ponto (x,y). Deste modo, uma imagem limiarizada g(x,y) pode ser
definida como:
g(x,y) =
{
1, se f (x,y) > T ;
0, se f (x,y)≤ T
(2.1)
Desse modo, pixels rotulados como 1 correspondem a alvos (áreas de objetos de interesse)
enquanto os rotulados como 0 correspondem ao fundo (background). A segmentação é, então,
conduzida analisando a imagem pixel por pixel e rotulando cada um como alvo ou fundo em
função do limiar selecionado [1].
Apesar de possuir a desvantagem de ser sensível ao ruído (imperfeições inesperadas em
uma imagem) e não levar em consideração informações espaciais ou conhecimento a priori,
técnicas baseadas em limiarização são muito utilizadas para segmentação de imagens por serem
computacionalmente simples em relação a outras técnicas, podendo ser empregada como o
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Figura 2.1: 2.1(a) Imagem a ser segmentada. 2.1(b) Histograma do nível de cinza da imagem.
Pixels abaixo do limiar serão rotulados como pixels do objeto de interesse e aqueles acima do
limiar serão rotulados como fundo.
primeiro passo de um processo mais elaborado de segmentação [50]. Uma imagem, composta
por dois objetos distintos, isto é, cada objeto possui uma imagem com níveis de cinza bem
diferenciados, pode ser facilmente segmentada pela utilização de um simples valor de limiar.
Este limiar teria o valor intermediário entre as concentrações de nível de cinza de cada objeto.
A técnica de limiarização está intimamente relacionada ao conceito de histograma. Um
histograma consiste em uma manifestação discreta de uma função de densidade de probabili-
dade sendo representado por um vetor h(n) cujos valores para cada índice n correspondem à
quantidade de vezes que o nível de cinza n ocorre na imagem. As informações contidas no
histograma podem auxiliar na definição de um limiar. Por exemplo, picos no histograma fre-
quentemente identificam várias regiões homogêneas e um limiar pode ser aplicado entre esse
picos [47]. Este fato é ilustrado pela Figura 2.1, onde o pico encontra-se entre os valores 160
e 224, isto é, há vários pixels cujos níveis de cinza estão concentrados nessa faixa de valores.
Assim, tomando-se o valor 160 como limiar, será possível identificar a grande maioria desses
objetos.
2.1.2 Segmentação baseada em detecção de descontinuidades
Os métodos de segmentação por detecção de descontinuidades envolvem a localização de
regiões da imagem onde a variação dos tons de cinza ocorre de maneira relativamente abrupta
e podem ocorrer na forma de pontos isolados, linhas, segmentos ou curvas. A partir delas são
formados os contornos ou bordas dos objetos contidos na imagem. Sua detecção pode ser feita
automaticamente por operadores baseados em derivadas locais, os quais são implementados
usando-se janelas (máscaras) de tamanhos variados.
A existência de descontinuidades é característica de um conjunto limitado de imagens. Em
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muitas delas, a transição de uma região para outra ocorre de maneira tão sutil que torna a
aplicação dos métodos de detecção de bordas uma opção inviável. Por vezes, estas imagens
necessitam de operadores específicos que realcem as bordas antes da segmentação [1].
A seguir serão apresentados três métodos de detecção de descontinuidades: detecção de
pontos, linhas e bordas.
Detecção de Pontos
A detecção e segmentação de pontos isolados é aplicada principalmente na análise de partí-
culas [1]. A formulação mede as diferenças ponderadas entre o ponto central e seus vizinhos. A
ideia é que o nível de cinza de um ponto isolado seja completamente diferente do nível de cinza
de seus vizinhos. Basicamente, isso consiste na convolução espacial de uma máscara 3×3 (ver
Figura 2.2) com a imagem, de modo que a intensidade de pixel resultante é dada pela soma dos
produtos mostrada na Equação 2.2, que define a convolução espacial de uma máscara com uma
imagem.
R = w1z1 +w2z2 + ...+w9z9 =
9
∑
i=1
wizi (2.2)
onde zi é o nível de cinza do pixel associado com o coeficiente wi da máscara.
w1 w2 w3
w4 w5 w6
w7 w8 w9
(a) Uma máscara
3×3 genérica.
-1 -1 -1
-1 8 -1
-1 -1 -1
(b) Máscara utili-
zada para detec-
ção de pontos iso-
lados a partir de
um fundo cons-
tante.
Figura 2.2: Máscara utilizada para detecção de pontos.
Através da máscara utilizada na Figura 2.2(a), é possível dizer que um ponto foi detectado
se |R|> T , em que T é um limiar não negativo e R é dado pela Equação 2.2. Como é possível
deduzir, a partir da Equação 2.2 e do exemplo da Figura 2.2, numa área de nível de cinza
constante o resultado dessa operação será 0. Por outro lado, se a máscara está centrada num
ponto isolado, cuja intensidade é maior que a intensidade de pano de fundo, o resultado será
diferente de 0.
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Detecção de Linhas
O processo para detecção de linhas é similar ao processo de detecção de pontos. Considere
a máscara mostrada na Figura 2.3. Se a primeira máscara fosse movida por todas as partes da
imagem, ou seja, se fosse realizada a convolução da mesma como descrito na Equação 2.2, ela
deveria responder mais fortemente a linhas (largura em pixel) orientadas horizontalmente. Com
o fundo constante, uma resposta máxima deveria ocorrer quando a linha passar pela linha do
meio da máscara (2,2,2)..
-1 -1 -1
2 2 2
-1 -1 -1
(a) Horizontal
-1 -1 2
-1 2 -1
2 -1 -1
(b) +45o
-1 2 -1
-1 2 -1
-1 2 -1
(c) Vertical
2 -1 -1
-1 2 -1
-1 -1 2
(d) −45o
Figura 2.3: Máscaras para detecção de linhas.
Da mesma forma, a segunda máscara responde melhor a linhas orientadas a 45o, a terceira
máscara a linhas verticais e a quarta máscara a linhas na direção −45o [1]. Para determinar a
direção de determinada linha, basta convoluir as quatro máscaras e verificar qual delas ofereceu
a maior intensidade em módulo.
Detecção de Bordas
Embora a detecção de pontos e linhas sejam elementos de qualquer discussão sobre seg-
mentação, a detecção de bordas é a abordagem mais comum para detectar descontinuidades
significativas em nível de cinza. A razão disso é que pontos isolados e linhas finas não são
ocorrências frequentes na maioria das aplicações de interesse prático [1].
Basicamente, os métodos de detecção de bordas se baseiam nos conceitos matemáticos de
Gradiente e Laplaciano, que são operadores de derivação local. Considerando a imagem digital
como uma função de duas variáveis x e y, pode-se a partir da análise da primeira derivada desta
função encontrar transições, visto que, para as regiões da imagem onde o valor de intensidade
dos pixels é constante, a derivada será zero e, para as bordas, a derivada deverá assumir um
valor positivo ou negativo. O valor da segunda derivada pode ser utilizado para se distinguir
em que sentido está ocorrendo a variação, que pode ser de altos valores de nível de cinza para
baixos ou o contrário.
Operadores de Gradiente
Alguns métodos para detectar bordas se apoiam no conceito matemático de gradiente. Dada
uma função g(x,y) que seja contínua e admita variáveis parciais em (x0,y0), o vetor gradiente
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da função g (intensidade) no ponto citado é dado pela seguinte equação:
−→∇ g(x0,y0) =
(∂g
∂x (x0,y0),
∂g
∂y (x0,y0)
)
(2.3)
O vetor
−→∇ g(x0,y0) aponta para a direção de taxa máxima de variação da função g no ponto
(x0,y0). Para detecção de bordas, o interesse se concentra na magnitude desse vetor, muitas
vezes denotado simplesmente como gradiente, dado pela seguinte equação:
|−→∇ g(x0,y0)|=
√(∂g
∂x (x0,y0)
)2
+
(∂g
∂y (x0,y0)
)2
(2.4)
A direção do vetor gradiente é também uma medida importante que pode ser usada para
a análise e orientação da borda, um importante problema em textura e análise de movimento
[51]. A direção do vetor é obtida pela equação:
α(x0,y0) = arctan
 ∂g∂y (x0,y0)
∂g
∂x (x0,y0)
 (2.5)
No domínio discreto de imagens, o cálculo do gradiente pode ser feito pelos operadores
de Sobel. Basicamente, esse método consiste em duas máscaras de convolução que calculam o
vetor gradiente na direção x e y , conforme demonstra a Figura 2.4.
-1 -2 -1
0 0 0
1 2 1
(a) Gradiente na
direção x
-1 0 1
-2 0 2
-1 0 1
(b) Gradiente
na direção y
Figura 2.4: Operadores de Sobel [1].
Há outros métodos que detectam bordas por gradiente, tais como os operadores de Roberts
[1], Prewitt [1], etc., mas estes seguem basicamente a mesma ideia dos operadores de Sobel,
de modo que não serão descritos neste trabalho.
Operador Laplaciano
O operador Laplaciano [1] é um operador derivativo de segunda ordem definido para a
função contínua g(x,y) nos pontos (x0,y0) descrito pela seguinte equação:
−→∇ 2g(x0,y0) =
(∂ 2g
∂ 2x (x0,y0),
∂ 2g
∂ 2y (x0,y0)
)
(2.6)
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No domínio discreto, o operador Laplaciano pode ser representado pela máscara presente
na Figura 2.5. Como é possível perceber, o Laplaciano resulta no valor 0 para áreas de nível de
cinza constante.
0 -1 0
-1 4 -1
0 -1 0
Figura 2.5: Máscara usada para computar o Laplaciano.
Embora esse operador seja sensível a transições de intensidade, raramente ele é usado na
forma citada acima para detecção de bordas. A razão é que, por ser um operador de derivada
de segunda ordem, ele é muito sensível a ruídos na imagem. Para contornar esse problema,
esse operador pode ser combinado com uma função Gaussiana, que é um filtro de suavização,
gerando assim um Laplaciano de Gaussiana (LoG) [1], conforme definido na equação abaixo.
−→∇ 2g(x0,y0) =
(
1− x
2
0 + y
2
0
σ2
)
exp
(
−x
2
0 + y
2
0
2σ2
)
(2.7)
Os algoritmos de segmentação baseados em bordas geralmente utilizam mecanismos capa-
zes de interligar os segmentos obtidos na fase inicial de detecção. O objetivo é produzir formas
e curvas significativas, de modo que, por meio destas, seja possível o estudo das características
geométricas dos objetos. No entanto, esta pode não ser uma tarefa muito simples. Um pequeno
ruído encontrado na imagem pode, muitas vezes, conduzir o algoritmo à produção de curvas
desconexas e não significativas, impossibilitando a conexão dos pontos. Após a detecção das
descontinuidades, é necessário, normalmente, a aplicação de algum método capaz de conectar
tais fragmentos e gerar contornos que estejam associados com os contornos reais dos objetos.
Estes métodos são denominados algoritmos de enlace e na maioria das vezes eles fazem uso das
técnicas de percurso em grafos.
2.1.3 Segmentação baseada em regiões
Enquanto os métodos de limiarização e de detecção de bordas resolvem o problema de seg-
mentação encontrando diferenças nas tonalidades dos pixels ou conjunto de pixels, os métodos
baseados em regiões abordam a procura de similaridades entre elas. Neste caso, a segmentação
é realizada unindo-se regiões adjacentes se as mesmas forem similares ou dividindo uma região
em regiões menores se a mesma não é homogênea.
O método de segmentação orientado à regiões deve proceder da seguinte forma: cada pixel
deve pertencer a uma região, e todos os pixels de uma mesma região devem ser conexos e satis-
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fazer a uma propriedade. As regiões devem ser disjuntas e diferentes em relação à propriedade
analisada.
Esse tipo de segmentação divide a imagem procurando por regiões que atendam a algum
critério de similaridade. Em geral, uma imagem segmentada é formada por um número n de
regiões da imagem, sendo que a união dessas regiões compõem a imagem completa. As técnicas
mais conhecidas desta categoria são denominadas Crescimento de Região (Region Growing) e
Divisão e Fusão (Split-And-Merge).
Crescimento de Região
Segmentações produzidas por algoritmos que utilizam técnicas de crescimento de regiões
empregam um procedimento que consiste em agrupar pixels ou sub-regiões em regiões maiores.
Nesta técnica, a segmentação se inicia a partir de um conjunto inicial de pontos (sementes),
agregando-se a cada um deles novos pixels vizinhos que contenham propriedades similares, tais
como cor, textura ou nível de cinza. Um critério simples de agregação para novos pixels é o
módulo da diferença entre os tons de cinza dos pixels em questão, ou seja, se este valor for
menor que um determinado limiar, então o novo pixel é agregado à região. A seleção do critério
de similaridade depende da aplicação considerada e do tipo de dado disponível.
Alguns problemas desta técnica são a seleção das partições iniciais, a seleção de propri-
edades convenientes para aumentar (ou agrupar) essas partições e a formulação de uma regra
de término para o processo. Outro problema identificado é que toda vez que um novo pixel é
acrescentado a um segmento da imagem, a característica deste segmento é redefinida. A adição
de um pixel a um segmento é dependente do limiar de similaridade adotado. Pixels situados
em zonas de fronteira entre duas regiões distintas podem ter características impuras, ou seja,
seus valores podem ser uma combinação dos valores que definem essas regiões. Deste modo,
se o limiar estabelecido é muito alto, o crescimento de regiões vai deixar muitos desses pixels
como segmentos diminutos. Entretanto, se o limiar é baixo, segmentos que representam classes
distintas serão agrupados como pertencentes à mesma região.
Divisão e Fusão (Split-And-Merge)
Segundo [1], uma abordagem para segmentar uma imagem através desta técnica consiste
em subdividir a imagem de entrada sucessivamente em quadrantes que satisfaçam certa propri-
edade. Este método é uma alternativa de segmentação baseada em crescimento de regiões que
não utiliza um conjunto inicial de pontos (sementes) para a resolução do problema [1].
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A imagem é inicialmente dividida em quadrantes. Para cada quadrante, verifica-se se a
propriedade escolhida é válida ou não. Se um dado quadrante não satisfaz a propriedade, ele
é subdividido em subquadrantes e assim por diante (fase de Divisão). Em uma segunda etapa,
é realizado o agrupamento de regiões adjacentes que são similares (fase de Fusão), isto é, que
satisfazem a propriedade definida. O processo termina quando não for mais possível realizar
nenhuma divisão ou agrupamento.
Em [1] é apresentado um procedimento para essa técnica. Supondo que R representa
a imagem inteira, o processo de segmentação consiste em particionar R em n sub-regiões,
R1,R2, ...,Rn, tal que:
I.
⋃n
i=1 Ri = R;
II. Ri é uma região conectada, i = 1,2,3, ...,n;
III. Ri∩R j = /0 para todo i e j, i 6= j;
IV. P(Ri) = VERDADEIRO para i = 1,2,3, ...,n; e
V. P(Ri∪R j) = FALSO para i 6= j
onde P(Ri) é um predicado lógico definido sobre os pontos no conjunto Ri e /0 representa o
conjunto vazio.
O Passo I indica que a segmentação deve ser completa, isto é, todo pixel deve estar na
região. O Passo II requer que os pontos na região devem ser conectados. O Passo III indica que
as regiões devem ser distintas. O Passo IV lida com as propriedades que devem ser satisfeitas
pelos pixels numa região segmentada, por exemplo P(Ri) = VERDADEIRO se todos os pixels
em Ri tiverem a mesma intensidade. O Passo V indica que as regiões Ri e R j são diferentes no
sentido de satisfazer o predicado P.
Figura 2.6: Árvore Quadrática (Quadtree) que representa a Região R.
Esta técnica particular de separação tem uma conveniente representação na forma quadtree,
como representado na Figura 2.6. Nota-se que a raiz da árvore corresponde à imagem inteira e
que cada nó corresponde a uma subdivisão.
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(a) Imagem inteira.
(b) Divisão da ima-
gem não homogênea
em 4 regiões.
(c) Divisão de regiões
não homogêneas em 4
regiões.
(d) Divisão de regiões
não homogêneas em 4
regiões.
(e) Resultado da seg-
mentação após fusão
de regiões homogê-
neas.
Figura 2.7: Passos seguidos para a segmentação de uma imagem utilizando o método split-and-
merge.
A Figura 2.7 ilustra o procedimento realizado pelo algoritmo split-and-merge. Suponha
que R representa a imagem inteira, como mostra a Figura 2.7(a) e P(Ri) = VERDADEIRO
se todos os pixels em Ri possuírem a mesma intensidade. Portando, para a completa região R
tem-se que P(R) = FALSO, de maneira que a imagem deve ser subdividida, como mostra a
Figura 2.7(b). No próximo passo, apenas a região mais acima e à direita satisfaz o predicado,
não sendo alterada, enquanto as outras três regiões são divididas em subquadrantes como mos-
trado na Figura 2.7(c). O passo é realizado mais uma vez, como mostrado na Figura 2.7(d).
Nesse ponto, várias regiões podem ser fundidas, resultando na segmentação final apresentada
na Figura 2.7(e). Finalmente, todas as regiões que compõem a imagem satisfazem ao predicado
P.
Na próxima seção serão apresentados brevemente alguns descritores de textura.
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2.2 Análise de Texturas
Uma das tarefas mais complexas presente na análise de imagens está na definição de um
conjunto de características capazes de descrever de maneira efetiva cada região contida em uma
imagem. Para isso, uma abordagem natural está em recorrer às características utilizadas pelo
sistema visual humano na interpretação de informações visuais. A textura encontra-se dentre
essas características, e embora não tenha um conceito amplamente aceito, podemos interpretá-
la como característica e aparência tátil de superfície para reconhecer a forma e do que é feito
um objeto. Também pode ser formada por uma única superfície através de variações na forma,
iluminação, sombras, absorção e reflectância. Dessa maneira, a utilização de informações tex-
turais se apresenta como mais uma abordagem para a descrição de regiões da imagem. Nas
imagens digitais, as características de uma textura podem ser detectados através de variações
na captura de intensidade ou cor. Embora, em geral, não haja informações sobre a causa das
variações, as diferenças entre os pixels da imagem fornecem um meio prático de analisar as
propriedades texturais dos objetos.
Apesar de o sistema visual humano apresentar facilidade no reconhecimento e descrição de
texturas, é extremamente difícil formalizar sua definição ou desenvolver um conjunto de descri-
tores que possam ser utilizados para análise de imagens em diferentes domínios de aplicações.
Infelizmente não há definição formal de textura digital em termos matemáticos, apesar de en-
contrar muitas aplicações desta característica na área de visão computacional [52]. A falta de
uma teoria torna o problema de análise de texturas mal colocados do ponto de vista matemá-
tico, onde métodos de análise não podem ser provados corretos ou errados. Assim, a avaliação
deve ser realizada de uma maneira empírica. Contudo, medidas que utilizam textura têm sido
utilizadas com sucesso em muitas tarefas de visão computacional [53, 54, 55, 56, 57].
Gonzalez [1] cita a existência de três principais abordagens para se descrever texturas:
espectral, estrutural e estatística. A abordagem espectral diz respeito a propriedades baseadas
no espectro de Fourier [19], onde pode ser detectada a existência de padrões periódicos ou
semiperiódicos. A abordagem estrutural representa textura como sendo formada pela repetição
de padrões que obedeçam alguma regra de posicionamento para a sua geração, introduzindo o
conceito de textura primitiva, muitas vezes chamados textels ou textons. Para descrever uma
textura são necessários um vocabulário de textels e a descrição das suas relações. O objetivo
é descrever a complexidade das estruturas com primitivas simples, por exemplo, através de
grafos. Modelos baseados em primitivas foram amplamente usados para explicar a percepção
humana de texturas [58, 59]. Já na abordagem estatística, a descrição de texturas considera
o relacionamento, a distribuição dos tons de cinza e o interrelacionamento entre eles, tratando
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texturas como fenômenos estatísticos. Estatísticas de Diferença de histogramas e coocorrên-
cia, pesquisadas por [60, 61], podem servir como exemplos simples de medidas de texturas
estatística.
Métodos de análise de textura têm sido desenvolvidos com a escala de cinza das imagens,
intuitivamente por boas razões. Os seres humanos podem facilmente captar as texturas sobre
uma superfície, mesmo com nenhuma informação de cor. A Figura 2.8 mostra uma fotografia
de massa tricolor e sua versão escala de cinza. A única coisa que não pode ser inferida, com
base na escala de cinza, é a cor das massas. A textura em si é a mesma. O sistema visual
humano é capaz de interpretar cenas acromáticas, por exemplo em baixos níveis de iluminação.
Figura 2.8: Textura colorida e sua versão em escala de cinza.
A informação de cor atua como uma ajuda para possibilitar interpretações mais ricas.
Mesmo quando essa informação é distorcida, por exemplo devido ao daltonismo, o sistema
visual ainda funciona. Intuitivamente, isso sugere que, pelo menos para o nosso sistema vi-
sual, a cor e a textura são fenômenos distintos. A discussão sobre separar a informação de
cor e textura não é baseada em pura intuição. A investigação sobre o sistema visual humano
tem proporcionado muitas evidências de que o sinal da imagem é, na verdade, composto por
componentes de luminância e crominância. Ambos são processados por vias distintas [26, 62],
embora existam algumas interações secundárias entre as vias. Os estudos psicofísicos de [27]
também sugerem que informações de cor e textura são processadas separadamente.
Mojsilovic [63] em seu artigo sobre o vocabulário e a gramática de padrão de cores, sugere
que a percepção global de padrões de cores é formada através da interação das componentes
de luminância, crominância e de um padrão acromático. Os componentes de luminância e
crominância são utilizados na extração de informação baseadas em cor, enquanto o componente
de padrão acromático é utilizado como padrão de informação de textura. O artigo conclui que
a percepção humana de padrões não está relacionada ao conteúdo de uma imagem colorida.
As dimensões mais fortes são "predominância de cor"(presença/ausência de cor dominante) e
"pureza de cor"(grau de intensidade), indicando que, em um primeiro momento, as pessoas
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usam principalmente informações de cores para julgar similaridade.
Uma série de abordagens distintas utilizando a cor e a informação de textura tem sido
propostas. Por exemplo, [64] extraiu características de textura a partir de uma imagem em
nível de cinza, enquanto as medidas derivadas de histogramas de cor foram utilizadas para
descrição de cor. Um problema de classificação de granito foi utilizado como teste para o
método. Em [28] é proposto um método de segmentação de imagens aéreas, no qual são
computados independentemente espaços de cor e textura. Então, a segmentação final é obtida
pela decisão tomada por cada classificador (cor ou textura isoladamente).
Em algumas aplicações, como inspeção de papel e têxteis, a textura deve ser utilizada por
não existir informação de cor [65, 66]. No entanto, em muitas aplicações, incluindo algumas
tarefas de inspeção visual, a cor é a principal fonte de informação. Descritores de cor foram
utilizados para inspecionar madeira, cerâmica, alimentos, etc [67, 68]. Às vezes, porém, ele-
mentos de cor por si só não fornecem informações suficientemente precisas. Imagens com
condições desiguais de iluminação, similarmente coloridas, mas de superfícies texturizadas de
maneira diferente, sugerem que a segmentação seria melhor conduzida com o suporte adicional
dos métodos de análise de textura.
Dentre as principais aplicações que utilizam análise de texturas estão a classificação, que
objetiva a criação de um mapa onde cada região homogênea é identificada como pertencente a
uma determinada classe; a segmentação, visando à determinação das bordas entre as diferentes
regiões texturizadas contidas em uma imagem e; finalmente, a síntese de texturas, responsável
pela determinação de um modelo capaz de gerar uma dada textura.
Normalmente, os métodos que efetuam análise de texturas são obtidos através dos processos
de extração e seleção de características. A extração é responsável por executar transformações
nos dados de entrada, de modo a descrevê-los de maneira representativa e simplificada, e a
seleção visa reduzir o número de características, bem como eliminar aquelas que apresentem
redundância. Uma forma de representar as texturas é através do uso de descritores de tex-
tura, conforme apresentado a seguir. Os descritores de textura utilizam alguma informação da
imagem para tentar representá-las. Alguns se apresentam na forma de matrizes, outros como
histogramas modificados para tentar representar as imagens. Como exemplos, existem a Matriz
de Coocorrência de Tons de Cinza (GLCM - Grey Level Co-occurrence Matrix), o LBP (Local
Binary Pattern), as unidades de textura e as primitivas de texturas (textons).
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2.2.1 Matriz de Coocorrência de Tons de Cinza
A Matriz de coocorrência de tons de cinza (GLCM - Gray Level Co-Occurrence Matrix)
foi primeiramente descrita por [60], e é baseada na realização de uma varredura na imagem,
mantendo-se a par do comportamento da periodicidade dos pixels que diferem na intensidade e
que são separados por uma distância d fixa. Normalmente, a direção entre dois pixels também é
importante para classificação a partir de textura, e esta é implementada por matrizes múltiplas,
a partir das quais são extraídas medidas utilizadas para análise das texturas, sendo uma para
cada região de interesse. Em geral, são utilizadas quatro direções: vertical, horizontal e duas
diagonais (0, 45, 90 e 135 graus, respectivamente). Para cada valor de d temos quatro matrizes,
cada uma com uma dimensão 256× 256 pixels, para uma imagem original com 256 tons de
cinza. Ou seja, ela nada mais é que uma tabulação sobre o número de combinações distintas de
valores de intensidade que ocorrem em uma imagem [37].
As matrizes de coocorrência levam em consideração a relação entre dois pixels por vez,
sendo o primeiro chamado de pixel de referência e o segundo chamado de pixel vizinho. Tem-
se que o elemento P(m,n) da matriz de coocorrência representa o número de transições entre
os níveis de cinza m e n presentes na textura [69].
Antes da formação da matriz, são determinados os pixels e relacionamentos espaciais a
serem considerados. Constrói-se um conjunto S, no qual cada elemento é composto de dois
pares ordenados denotando cada pixel envolvido na relação espacial. Em seguida, é utilizada
a relação para determinar o número de transições que ocorrem entre cada par de tons de cinza
contidos na textura, onde f (x,y) indica o tom de cinza do pixel localizado em (x,y).
P(m,n) = {((i, j),(k, l)) ∈ S | f (i, j) = m e f (k, l) = n} (2.8)
onde (k, l) e (i, j) são as coordenadas dos respectivos pixels.
Como exemplo, consideremos que o pixel vizinho pode estar à direita de cada pixel de
referência. Isto pode ser descrito como uma relação (1,0): 1 pixels na direção i, 0 pixels na
direção j. Cada pixel na imagem se torna um pixel de referência, iniciando no canto superior
esquerdo indo até o canto inferior direito. Note que os pixels situados na margem direita não
possuem vizinhos na sua direita. Portanto, estes não serão utilizados para esta contagem. A
Tabela 2.1 exemplifica uma matriz de coocorrência para 4 níveis de cinza.
Uma vez determinado o número de ocorrências de cada uma das transições de níveis de
cinza, basta acrescentar o valor P(m,n) na m-ésima linha e n-ésima coluna da matriz, obtendo-se
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0 1 2 3
0 P(0,0) P(0,1) P(0,2) P(0,3)
1 P(1,0) P(1,1) P(1,2) P(1,3)
2 P(2,0) P(2,1) P(2,2) P(2,3)
3 P(3,0) P(3,1) P(3,2) P(3,3)
Tabela 2.1: Matriz de coocorrência, cada elemento da matriz diz respeito às transições de níveis
de cinza.
então a matriz de coocorrência. Percebe-se claramente que as dimensões de tal matriz dependem
do número de níveis de cinza contidos na textura. Consideremos uma imagem I com 3×3 pixels
e com 4 níveis de cinza nas direções 0 e 90 graus e distância 1, conforme mostra a Figura 2.9.
Figura 2.9: Imagem com dimensão 3x3 pixels e quatro níveis de cinza.
Sua matriz de coocorrência M(I,x,d) para a distância e ângulos especificados, seria dada
pelas seguintes matrizes:
M(I,0o,1) =

0 1 0 1
1 0 2 0
0 2 2 0
1 0 0 2
 , M(I,90o,1) =

0 1 1 1
1 0 0 1
1 0 0 2
1 1 2 0

Segundo [69], uma vez que obtivemos as matrizes de coocorrência, estas precisam ser
normalizadas para que seja possível extrair os descritores. Esta normalização é realizada a
partir da divisão de cada elemento da matriz original pela soma dos seus componentes.
Os descritores estatísticos são responsáveis por analisar uma dada matriz de coocorrência
M para categorizar a textura de uma região sobre a qual M foi calculada. Um conjunto de
descritores úteis para esse propósito incluem:
1. Probabilidade máxima
2. Momento de diferença de elementos de ordem k
3. Momento inverso de diferença de ordem k
4. Entropia
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5. Uniformidade
A ideia básica está em caracterizar o conteúdo de M através desses descritores. Por exem-
plo, o primeiro descritor fornece uma resposta mais alta ao predicado P. O segundo descritor
possui um valor relativamente baixo quando os valores altos de M estiverem próximos da dia-
gonal principal. O terceiro descritor tem o efeito oposto. O quarto descritor é uma medida de
aleatoriedade, atingindo seu valor mais alto quando todos os valores de M forem iguais. Por
outro lado, o quinto descritor é menor quando os valores de ci j forem iguais.
O LBP, descritor de textura utilizado neste trabalho, pode ser considerado como uma espe-
cialização do método da Matriz de coocorrência de tons de cinza. Uma comparação do LBP
original, LBP/C, GLCM, GLD, e muitos outros métodos foram realizados por [30] e [70]. De
acordo com [70], dos 22 operadores locais de textura considerados nos experimentos, o LBP
foi geralmente superior a outras medidas, proporcionando excelentes resultados especialmente
para texturas determinísticas. Esta é uma das motivações para se usar LBP neste trabalho.
2.2.2 Espectro de Textura
O trabalho descrito em [71] propõe o conceito de unidade de textura, baseado na ideia
de que uma imagem texturizada pode ser considerada como um conjunto de pequenas unidades
essenciais, denominada unidade de textura, as quais caracterizam a informação local de um dado
pixel em relação aos seus vizinhos. Medidas extraídas a partir de todas as unidades presentes
na imagem revelam o aspecto global da textura.
Seja uma vizinhança de tamanho 3× 3, composta pelos elementos de V = {v0,v1, ...,v8},
onde v0 representa o tom de cinza do pixel central, e os outros vi, os tons de cinza de seus
vizinhos. Define-se unidade de textura (TU, texture unit) pelo conjunto TU = {e1,e2, ...,e8},
onde cada ei é determinado através da Equação 2.9.
ei =

0, se vi < v0
1, se vi = v0
2, se vi > v0
, i = 1,2, . . . ,8 (2.9)
Baseado no fato de existirem 6561(= 38) configurações possíveis para cada unidade de
textura, cria-se uma assinatura conforme define a Equação 2.10. A distribuição de frequências
das unidades de uma textura é denominada espectro de textura, onde o eixo das abscissas in-
dica o NTU , número da unidade de textura. O eixo das ordenadas representa seu número de
ocorrências.
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NTU =
8
∑
i=1
3i−1ei (2.10)
A partir dessa distribuição de frequências são extraídas as características de texturas, que
acrescentadas em um vetor de características são utilizadas como discriminantes em métodos
de segmentação ou classificação de regiões.
A Equação 2.10 define como deve ser calculada a unidade de textura para cada conjunto
de pixels selecionado. No entanto, exceto para v0, não especifica quais pixels correspondem a
cada elemento vi. Se considerar apenas ordenações no sentido horário, um elemento vi, com
i fixo, pode assumir oito posições distintas. Portanto, as 6561 unidades de textura podem ser
rotuladas, por meio da equação 2.10, de oito maneiras distintas.
Como alternativa ao NTU , Ojala [30] apresenta a versão binária da unidade de textura, de-
nominada padrões binários locais (LBP - Local Binary Patterns), seguindo a definição mostrada
na Equação 2.11.
ei =
{
0, se vi < v0
1, se vi ≥ v0
, i = 1,2, . . . ,8 (2.11)
Considerando a alteração na definição dos elementos ei, a Equação 2.11 passa a ser utili-
zada para o cálculo da LBP. Dessa maneira, o valor máximo que o LBP pode assumir é 255,
efetuando uma redução significativa no número de entradas do espectro de textura. Combi-
nando os valores de LBP com medidas de contraste e covariância, o trabalho descrito em [72]
obtém a distribuição conjunta das características para cada textura.
NTU =
8
∑
i=1
2i−1ei (2.12)
Isto faz com que a distribuição seja mais compacta se comparado com o uso de 2.9 e 2.10,
não existindo diferença significativa no que diz respeito à precisão da classificação. A diferença
na classificação foi, porém, na maior velocidade, pois o vetor de características LBP é mais de
25 vezes menor do que o de NTU . Além disso, o vetor de características de menor dimensão
tem a vantagem adicional de obter, com pequenas texturas, estatísticas mais confiáveis.
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2.2.3 Primitivas de textura (textons)
A abordagem estrutural utiliza a ideia de que texturas são compostas de primitivas dispostas
de forma aproximadamente regular e repetitiva, de acordo com regras bem definidas [1, 73].
Assim, um padrão complexo é então expresso em termos do relacionamento entre suas primi-
tivas. Em outras palavras, o reconhecimento sintático formula uma descrição hierárquica de
padrões complexos, construída a partir de subpadrões mais simples, sendo que no nível mais
baixo se encontram os elementos mais simples, extraídos dos dados de entrada que são as pri-
mitivas. Para a fundamentação da abordagem sintática faz-se uma analogia entre as estruturas
do padrão e a teoria das linguagens formais. Os padrões são vistos como sentenças pertencentes
a uma linguagem, as primitivas como seu alfabeto e as sentenças são geradas de acordo com a
respectiva gramática da linguagem. A ideia principal é a de que um conjunto de padrões com-
plexos pode ser descrito por meio de um número finito de primitivas e de regras gramaticais.
As regras formadas por uma gramática propiciam a descrição de como se estruturam os objetos
e os padrões em termos de suas primitivas [74].
Como exemplo, pode-se citar a descrição da textura baseada em linhas paralelas regular-
mente espaçadas. Para entender melhor essa abordagem, pode-se utilizar uma regra do tipo
S → aSA. Neste tipo de regra, as letras maiúsculas A e S são variáveis e as letras minúsculas
a, b e c são símbolos terminais. Uma variável é escolhida como símbolo inicial para come-
çar a construção da cadeia de caracteres. Supondo que além da regra acima, existam ainda as
seguintes regras:
• S → aSA
• S → bA
• S → a
• A→ cA
• A→ c
• A→ b
Um exemplo utilizando essas regras é agora apresentado. Seja S o símbolo inicial. Desta
forma, pelas regras anteriores, o sinal → indica que S pode ser substituído por aSA (caso seja
utilizada a primeira regra), bA (caso seja utilizada a segunda regra) ou a (caso a terceira re-
gra seja utilizada), ou seja, toda vez que existir uma variável em uma regra, esta poderá ser
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substituída pelo conteúdo localizado do lado direito do símbolo →. Caso uma variável possua
mais de uma regra, como ocorre neste exemplo, qualquer uma das regras poderá ser utilizada
na substituição. Com essas regras, podem-se gerar vários tipos de cadeias. Uma delas poderia
ser, por exemplo, aabbcccb, que foi obtida pelos seguintes passos:
• S (regra inicial)
• aSA (regra 1)
• aScA (regra 4)
• aaSAcA (regra 1)
• aaScAcA (regra 4)
• aaScAcb (regra 6)
• aaScccb (regra 5)
• aabAcccb (regra 2)
• aabbcccb (regra 6) - Sequência final
Vale observar que, dependendo das regras, uma cadeia de símbolos terminais poderá ser
gerada por diferentes combinações de regras. Além disso, uma regra poderá ser do tipo S → /0,
que indica que a variável será eliminada da cadeia sem ser substituída por um símbolo terminal.
Para construir uma textura utilizando a regra da cadeia, pode-se definir uma ação para cada
símbolo terminal da cadeia gerada como, por exemplo, a círculo à direita, b círculo abaixo e c
círculo à esquerda.
É importante ressaltar que, dependendo das regras e de sua combinação, estruturas irregula-
res podem ser geradas. Uma primitiva de textura simples pode ser usada na formação de padrões
complexos de textura através de algumas regras que limitem o número de arranjos possíveis da
primitiva. A vantagem da abordagem estrutural é que ela provê uma boa descrição simbólica da
imagem. Entretanto, essa característica é normalmente mais útil em tarefas de síntese do que
em análise de textura.
Textons foram originalmente utilizados por [58] como as unidades básicas de pré-discrimi-
nação de textura pelo olho humano. As texturas consideradas consistiam de primitivas de tex-
tura binárias separadas - orientação de elementos, cruzamentos e terminadores. O vocabulário
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texton é criado uma vez, para um conjunto de texturas, e utilizado para descrever todas as tex-
turas do conjunto. O LBP considera, por sua vez, cada pixel da vizinhança separadamente, não
havendo necessidade de criar um vocabulário texton específico. Uma abordagem utilizando o
filtro de Gabor em textons foi comparada com o método LBP por [75], aplicando os métodos
em texturas 3-D. O LBP obteve um melhor desempenho, mesmo com um conjunto de texturas
mais difícil e com um número significativamente menor de overhead computacional.
2.2.4 Local Binary Pattern
No LBP [31], a descrição da textura é feita por um histograma representando o relaciona-
mento local entre os pixels. O LBP baseou-se no conceito de unidades de textura, descrito na
Subseção 2.2.2. A denominação Local Binary Pattern enfatiza este aspecto do operador, isto é,
a vizinhança local é limiarizada por um valor em escala de cinza do pixel central, para formar
uma imagem de padrão binário [32]. O LBP original é produzido multiplicando os valores li-
miarizados por pesos dados aos pixels correspondentes e somando os resultados. Em [32] uma
forma invariante do LBP com respeito ao nível de cinza é proposto, o LBPP,R, definido como:
LBPP,R =
P−1
∑
p=0
2pSp, (2.13)
com
Sp = S(gp−gc)
{
0, se gp < gc
1, se gp ≤ gc
(2.14)
onde P é o número de vizinhos do pixel posicionado em um círculo concêntrico de raio R, gc
corresponde ao valor do nível de cinza do pixel central com respeito à informação de textura e
gp é o valor em nível de cinza de cada vizinho.
Cada valor do histograma é obtido da seguinte maneira. Uma matriz binária de dimensões
definidas pelo raio R e valores calculados de (2.14) em que os pixels das respectivas posições
são ponderados por uma máscara em que cada posição p possui o valor 2p (a posição do bit do
código binário), produzindo, assim, uma sequência de bits de tamanho P. Consequentemente,
o histograma LBP varia entre 0 e 2P−1 onde o máximo valor possível ocorre quando todos os
valores da matriz binária são iguais a um.
Seja R = 1 e P = 8. Neste exemplo, a aplicação do LBP pode ser interpretado como uma
máscara 3×3 (Figura 2.10(a)) que é limiarizada de acordo com o valor do pixel central (Figura
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2.10(b)), e a matriz resultante é multiplicada, elemento a elemento, por uma máscara formada
por potências de dois (Figura 2.10(c)). O somatório dos elementos da matriz final produz o
valor desta unidade de textura (Figura 2.10(d)). Esta sequência de operações pode ser vista
com maior detalhe na Figura 2.10.
6 5 2
7 6 1
9 3 7
(a)
1 0 0
1 X 0
1 0 1
(b)
1 2 4
8 X 16
32 64 128
(c)
1 0 0
8 X 0
32 0 128
(d)
Figura 2.10: Exemplo demonstrando os passos necessários para o cálculo do LBP. 2.10(a)
Imagem original, 2.10(b) imagem binária gerada por comparação com o pixel central, 2.10(c)
máscara LBP e 2.10(d) resultado da operação.
Sendo assim, o histograma LBP varia de 0 a 255 (valor máximo alcançado quando todos
os valores da matriz binária forem iguais a 1, gerando como resultado a soma dos valores da
matriz de peso). No exemplo, o valor resultante será 1 + 8 + 32 + 128 = 169. A posição 169
do histograma LBP deve, então, ser incrementada de 1. O contraste desta unidade pode ser
facilmente calculado através da diferença da média simples entre os valores acima do limiar
(no exemplo, (6 + 7 + 9 + 7)/4) e abaixo ((5 + 2 + 1 + 3)/4). O LPB é um modelo simples
de textura e tem se mostrado ser bastante poderoso na descrição de texturas [70, 30], sendo
invariante em relação a qualquer transformação monotônica na escala de cinza.
2.3 Redução de Dimensionalidade
O processo de análise de imagens normalmente utiliza uma representação mais sucinta da
imagem ou de seus componentes (objetos), conhecida como vetor de características, o qual ar-
mazena os atributos mais representativos das regiões da imagem. O número de atributos ou
características determina a dimensão do vetor de características e, normalmente, depende da
área de aplicação e das propriedades que se deseja discriminar. De maneira geral, busca-se
reduzir a dimensionalidade do vetor de características por meio da seleção dos atributos que
melhor descrevem as propriedades dos componentes da imagem. A dificuldade mais evidente
de se trabalhar com um espaço de características de dimensionalidade muito alta é o custo com-
putacional, mais precisamente memória e processamento [76]. O segundo problema se refere
ao fato de que muitas vezes há características presentes num vetor que não contribuem (ou
contribuem muito pouco) para representar determinado objeto de uma classe. Nesse caso, há
a necessidade de selecionar as medidas mais representativas para reduzir a dimensionalidade
e, ao mesmo tempo, aumentar o desempenho da segmentação. Para efetuar a redução de di-
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mensionalidade, há basicamente duas abordagens: a extração e a seleção de características. Os
métodos de extração criam novas características a partir de transformações ou combinações do
conjunto de características original. Os métodos de seleção visam determinar, segundo critérios
preestabelecidos, o melhor subconjunto de características capazes de discriminar os objetos.
Nesta dissertação, foi utilizado o método de extração de características denominado Análise de
Componentes Principais [10].
A seguir, serão apresentados brevemente algumas abordagens para redução de dimensiona-
lidade.
2.3.1 Extração de Características
A extração de características envolve a transformação das bandas originais em um número
reduzido de características, enquanto mantém a separação das classes tanto quanto possível.
Essa transformação é geralmente linear e baseada em algum critério de otimização. A seguir
serão abordados brevemente algumas metodologias para extração de características.
Análise de Componentes Principais
A análise de componentes principais (PCA - Principal Components Analisys) tem o pro-
pósito de derivar novas variáveis (em ordem decrescente de importância) que são combinações
lineares das variáveis originais e que são linearmente descorrelacionadas [77]. Essas combina-
ções lineares são denominadas componentes principais.
Se há p variáveis originais, é possível obter p componentes principais. No entanto, como
o objetivo é a redução do número de variáveis a serem avaliadas, a informação contida nas p
variáveis originais é substituída pela informação contida em k (k < p) componentes principais.
Dessa forma, o sistema de variabilidade do vetor aleatório composto de p-variáveis originais
é aproximado pelo sistema de variabilidade do vetor aleatório que contém as k componentes
principais [78]. A qualidade de aproximação depende da quantidade k escolhida e pode ser
medida pela proporção de variância de cada componente principal.
Para demonstrar como os componentes principais são obtidos, seja X = (x1,x2, . . . ,xn)′, um
conjunto aleatório de vetores de dimensão p. O PCA é, então, descrito como uma transformação
desse vetor em um vetor y, de forma que:
y = A(x−mx) (2.15)
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Onde o vetor mx da Equação 2.15 representa o vetor de valores médios de todas as variáveis
de entrada e é estimado como a seguir:
mx = E{x}= 1K
K
∑
k=1
xk (2.16)
A matriz A da Equação 2.15 é determinada pela matriz de covariância Cx. As linhas da
matriz A são formadas a partir dos autovetores de Cx ordenados em ordem decrescente de acordo
com os autovalores correspondentes. É possível estimar a matriz Cx observando a seguinte
relação:
Cx = E(x−mx)(x−mx)′ = 1K
K
∑
k=1
xkx
′
k−mxm′x (2.17)
A inversão do PCA é possível com a relação:
x = A′y+mx (2.18)
A matriz de covariância Cx demonstra que as variáveis aleatórias que constituem o vetor
y são descorrelacionadas. Sejam λ1 ≥ λ2 ≥ . . . ≥ λn os autovalores de Cx. Cada autovalor λi
representa a variância de um componente principal y j. Como os autovalores são ordenados em
ordem decrescente, o primeiro componente principal é o de maior variabilidade e o p-ésimo o
menor.
Essa técnica caracteriza-se por uma rotação dos eixos dos dados originais para um novo
sistema (espaço). Nesse processo a correlação linear entre as sucessivas combinações lineares é
eliminada. Os autovetores da matriz de variância-covariância (ou de correlações) representam
os coeficientes que definem cada combinação linear. O autovalor pertinente a cada autovetor
indica a variância da componente principal correspondente [79].
Uma aplicação distinta do PCA no processamento de imagem consiste na redução da cor
da imagem quando os componentes da cor são reduzidos em um novo vetor de características,
que contém a maior parte de informação e a maior variância entre os dados.
Análise de Variáveis Canônicas
A Análise de Variáveis Canônicas permite a redução da dimensionalidade de dados, sendo
semelhante à Análise de Componentes Principais. A Análise de Variáveis Canônicas busca
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posicionar um sistema de eixos de forma que as variâncias interna e entre as classes sejam
minimizadas e maximizadas, respectivamente [80]. Ou seja, a análise procura, com base em
um grande número de características originais correlacionadas, obter combinações lineares des-
sas características denominadas variáveis canônicas de tal forma que a correlação entre essas
variáveis seja nula.
Segundo [81], a Análise de Variáveis Canônicas é uma técnica estatística que busca identi-
ficar e quantificar a associação entre dois grupos de variáveis, tendo por objetivo a determinação
das combinações lineares c1x e c2y (onde x e y são as variáveis e c1, c2 são os coeficientes das
combinações lineares) com maior correlação possível, a fim de discernir o relacionamento entre
os dois grupos de variáveis.
A correlação canônica pode ser calculada a partir da Equação 2.19:
ρ∗ = coor(U,V ) (2.19)
onde U = c1x e V = c2x. Nestas duas últimas igualdades, x e y são variáveis.
c1 = eiΣ
−1/2
i e c2 = fiΣ−1/2j , onde
ei é o autovetor correspondente ao i-ésimo autovalor de Σ−1/2i Σi jΣ
−1
j Σ jiΣ
−1/2
i , e
fi é o autovetor correspondente ao i-ésimo autovalor de Σ−1/2j Σ jiΣ−1i Σi jΣ−1/2j .
Ressalta-se que os vetores de autovalores, correspondentes aos dois casos, podem ter di-
mensões diferentes. Finalmente,
Σi , Σ j são as matrizes variância-covariância de x e y , e Σ ji é a matriz de covariância cruzada
[81].
Transformada Wavelet
Wavelet é uma função capaz de decompor e descrever outras funções no domínio da frequên-
cia, onde é possível analisar estas funções em diferentes escalas de frequência e de tempo. A
decomposição de uma função com o uso de Wavelets é conhecida como transformada de Wa-
velet e tem suas variantes contínua e discreta. Graças à capacidade de decompor as funções
tanto no domínio da frequência quanto no domínio do tempo, as funções Wavelet são ferramen-
tas poderosas para a análise de sinais e compressão de dados. Para compressão de imagens,
segundo [82], este método é aplicado sobre o domínio espectral de cada pixel. Após reali-
zada a decomposição Wavelet sobre a assinatura de cada pixel, os coeficientes resultantes dessa
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decomposição apresentarão uma redução de dimensionalidade dos dados.
A análise de Wavelet é feita pela aplicação sucessiva da transformada de Wavelet, repre-
sentando a decomposição do sinal original em diversos componentes localizados no tempo e
na frequência. Cada Wavelet possui melhor ou pior localização nos domínios da frequência e
do tempo, por isso a análise pode ser feita com Wavelets diferentes de acordo com o resultado
desejado.
Em geral a transformada contínua de Wavelet é usada na análise de sinais, enquanto a
sua versão discreta é usada na compressão de dados. As transformadas de Wavelet são hoje
empregadas numa vasta gama de aplicações, complementando com frequência a tradicional
transformada de Fourier [19]. Um uso que vem crescendo é na compressão de dados. Como
outras transformadas, as transformações de Wavelet podem ser usadas para transformar dados
e codificar de forma eficiente os dados transformados, resultando em compressão.
Redes Neurais Artificiais
Redes Neurais Artificiais podem ser redutores de dimensionalidade não linear, ou seja, são
algoritmos estocásticos que levam em consideração vários parâmetros de entrada (informações),
fazendo uma busca aleatória no espaço n-dimensional. A redução de dimensão é possível atra-
vés da Análise por Componentes Principais Não-Lineares utilizando Redes Neurais Artificiais,
método denominado de C-NLPCA (Cascaded Nonlinear Principal Component Analysis) [83].
A Figura 2.11 ilustra como essa técnica atua sobre os dados.
Figura 2.11: Mapeamento de componente não-linear usando Redes Neurais.
Na execução do C-NLPCA, a Rede Neural Artificial usa três camadas de neurônios, deno-
minadas de camadas ocultas, que se posicionam entre as camadas de entrada e de saída. Estas
camadas escondidas têm funções não lineares de ativação funcionando entre a camada de en-
trada e o neurônio de gargalo, e entre a camada de saída e o neurônio de gargalo como mostra a
Figura 2.11. A função da Rede Neural, neste caso, é modelar uma composição dessas funções.
Das cinco camadas da C-NLPCA, as camadas de entrada e saída (1 e 5) tem p nós, a camada
3 tem r nós, sendo r < p . O esperado é que os nós de saída reproduzam os sinais de entrada
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apresentados à rede. Os nós das camadas 2 e 4 devem ter funções não-lineares de ativação, e os
nós das camadas 1, 3 e 5 usam funções lineares de ativação [83].
Como as entradas p-dimensional devem passar através da camada r-dimensional do gargalo
antes de reproduzir as entradas, a informação contida na camada de gargalo é, então, reduzida
em relação àquela contida na camada de entrada, permitindo através da rede C-NLPCA a com-
pressão e redução dos dados.
2.3.2 Seleção de Características
As técnicas para seleção de características geralmente empregam um algoritmo de busca
e uma função critério de decisão. O algoritmo de busca gera e compara possíveis soluções,
isto é, subgrupos de características, aplicando uma função critério de decisão como uma me-
dida de adequacidade da solução. Inicialmente são usadas todas as características originais e,
especificando-se um número desejado de características menor que a dimensão total, aquelas
que não contribuem para a discriminação das classes são removidas. Um critério usualmente
empregado é a separação entre as classes. Se a remoção de uma características, ou de um
conjunto de características, não diminuir o valor dessa medida de separação substancialmente,
então esta característica será redundante. A seguir serão abordados brevemente algumas meto-
dologias para seleção de características.
Sequential Forward Selection - SFS
Dentre os vários métodos para seleção de características conhecidos, uma metodologia sim-
ples e amplamente utilizada é o SFS (Sequential Forward Selection). Essa metodologia adota
a estratégia bottom-up, isto é, trata-se de um algoritmo que, baseado em um critério, seleciona
uma variável a cada passo. Esse processo é repetido até que seja preenchido um subconjunto de
interesse.
Suponhamos que se queira selecionar N características de um total de M disponíveis. Na
metodologia SFS, inicialmente é selecionada entre todas as M características aquela que melhor
discrimina as classes envolvidas, de acordo com alguma medida de separação. Essa primeira
característica não será mais descartada e fará conjunto com a próxima característica selecionada
dentre as M−1 disponíveis, e assim por diante, até que sejam selecionadas as N características
desejadas.
Como descrito em [84], esse algoritmo pode ser definido como a seguir. Seja X o vetor
das características, d o número total de características, J como uma função critério que aponta
2.3 Redução de Dimensionalidade 50
as melhores características no conjunto original e Y0 = /0 um conjunto de características. O
algoritmo SFS inicia o processo iterativo com Y0 , e, após k passos, o novo conjunto Yk possuirá k
características, tendo, portanto, uma característica selecionada em cada passo iterativo. Assim,
Yk e B = X −Yk têm tamanhos iguais a k e d− k , respectivamente. As características B j do
conjunto de características restantes são ordenadas de tal forma que: J(Yk ∪ {B1}) ≥ J(Yk ∪
{B2})≥ . . .≥ J(Yk∪{Bd−k}). Por fim, a característica B1 é selecionada e unida ao conjunto Yk
para formar Yk+1 , onde Yk+1 = Yk∪{B1}. O algoritmo é apresentado abaixo.
Algoritmo 1 Algoritmo SFS
Entrada: X - Conjunto completo de características
Entrada: p ∈ N - Número de características a descartar
Saída: Y - Conjunto de p características selecionadas de X
Y0 ← /0 {Conjunto inicial de características escolhidas}
L0 ← X {Conjunto inicial de características disponíveis}
para k = 0 to p−1 do
Seja B : J(Yk∪B) = maxJ(Yk∪B)
Yk+1 ← Yk∪B
Lk+1 ← Lk−B
fim para
Y ← Yp {Último conjunto de características escolhidas}
Deve-se considerar que a seleção ótima de características envolve uma busca exaustiva
envolvendo todas as características, resultando em um alto custo computacional.
Sequential Backward Selection - SBS
Essa metodologia adota a estratégia top-down, isto é, trata-se de um algoritmo que, base-
ado num critério, seleciona uma variável que será eliminada, em cada passo. Esse processo é
repetido até que o subconjunto restante seja do tamanho de interesse.
Como descrito em [84], esse algoritmo pode ser definido como a seguir. Seja X o vetor
de características, d como o número total de características e J como uma função critério que
aponta as melhores variáveis do conjunto para serem eliminadas. Assim, o algoritmo começa
com o conjunto original das características, Y0 = X . Após k iterações são descartadas k carac-
terísticas e o conjunto original Y0 é reduzido ao conjunto Yk. Nesse caso, Yk possui tamanho
igual a d− k. Posteriormente ordenam-se as características B j do conjunto de características
disponíveis Yk, de tal forma que: J(Yk−{B1})≥ J(Yk−{B2})≥ . . .≥ J(Yk−{Bd−k}). Por fim,
a característica B1 é selecionada e eliminada Yk para formar Yk+1, onde Yk+1 = Yk −{B1}. O
algoritmo é apresentado abaixo.
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Algoritmo 2 Algoritmo SBS
Entrada: X - Conjunto completo de características
Entrada: p ∈ N - Número de características a descartar
Saída: Y - Conjunto de p variáveis características de X
Y0 ← X {Conjunto inicial de características escolhidas}
para k = 0 to d− p−1 do
Seja B : J(Yk−B) = maxJ(Yk−B)
Yk+1 ← Yk−B
fim para
Y ← Yd−p {Último conjunto de características escolhidas}
Da mesma forma que o procedimento SFS apresentado na subseção anterior, a seleção
ótima de características pelo método SBS envolve uma busca exaustiva envolvendo todas as
características, resultando em um alto custo computacional.
No próximo capítulo será apresentada a metodologia desenvolvida nesta dissertação para
representação de imagens através de grafos bem como os experimentos computacionais reali-
zados.
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3 Experimentos Computacionais
A motivação original desta dissertação surgiu da necessidade de um processo de repre-
sentação de imagens através de grafos, concentrando-se, para isso, na etapa de segmentação
automática da mesma, pois uma segmentação eficiente é necessária para uma boa representação
da imagem através de grafos. A segmentação é efetuada a fim de se obter regiões homogêneas,
cujos componentes atendem a um determinado critério de similaridade. Neste trabalho, a simi-
laridade é calculada através de medidas de distâncias probabilísticas em sua forma discreta e
analítica. O método de segmentação utilizado é o split-and-merge, e um estudo sobre o impacto
da contribuição da textura, extraída através do descritor de textura Local Binary Pattern, em
conjunto com o nível de luminância na análise de similaridade de regiões durante o processo de
segmentação foi efetuado. A consideração de mais de uma característica para a segmentação
da imagem implica na utilização de algum método para reduzir a dimensionalidade do vetor de
características, com o intuito de extrair as características mais relevantes da imagem. Para isso,
foi efetuada a Análise de Componentes Principais para reduzir o espaço de cor de três dimen-
sões para uma dimensão. Depois da segmentação, a representação é gerada e as características
consideradas relevantes na imagem extraídas. Posteriormente, dados dois grafos de atributos,
as matrizes de similaridade são construídas utilizando-se funções de agregação, responsáveis
por obter um valor único, que representa a similaridade entre as partes analisadas, a partir de
um conjunto de valores.
O desenvolvimento de uma metodologia para análise e extração de informação eficiente de
imagens é uma tarefa complexa e, embora diversas técnicas tenham sido propostas, não há um
método genérico que apresente bom desempenho em diferentes domínios de aplicação. Um
diagrama ilustrando as principais etapas do método proposto é apresentado na Figura 3.1.
Cada uma dessas etapas é descrita em mais detalhes, a seguir:
• Aquisição de dados: seleção das imagens a serem segmentadas.
• Pré-processamento e redução de dimensionalidade: preparação das imagens, convertendo
para escala de cinza ou reduzindo a sua dimensionalidade através do método PCA (des-
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Figura 3.1: Etapas do método proposto.
crito no Capítulo 2).
• Extração dos descritores: utilizando as imagens selecionadas na etapa de aquisição de
dados (imagem original) e pré-processamento (imagem processada para segmentação),
são extraídos os descritores necessários para a segmentação. Para descrever a luminância
de cada canal foram utilizados seus respectivos histogramas, e para o descritor de cor
foi utilizado o histograma obtido através da aplicação do método Local Binary Pattern
considerando 8 amostras e raio igual a 1. Assim, tanto os histogramas de luminância
quanto o histograma LBP variam de 0 a 255.
• Segmentação: nessa etapa, a imagem é segmentada utilizando-se o método split-and-
merge. Quanto melhor o resultado da segmentação, mais fiel será o grafo que a repre-
senta. Diversos parâmetros são considerados e avaliados, como o limiar utilizado para
unir ou separar regiões, o tamanho mínimo da região considerada como critério de pa-
rada na fase de divisão, as medidas de distância utilizadas, a contribuição da textura no
processo de segmentação e a avaliação de qual conjunto de características que fornece
o melhor resultado (segmentação em: escala de cinza, escala de cinza e textura, RGB,
RGB e textura, textura, primeira componente do PCA, primeira componente do PCA e
textura). Para medir a similaridade entre as regiões, foram consideradas duas abordagens.
A primeira, utilizando as medidas da Tabela 3.1 ou a distância euclidiana dada pela Equa-
ção 3.2, consiste em realizar a soma ponderada das medidas calculadas separadamente
para vetor de características, quando a mesma possuir dimensão maior do que um. A
segunda consiste em usar as expressões analíticas para as medidas de distâncias, como
apresentadas na Tabela 3.2.
• Extração de características: nessa etapa, características das regiões obtidas como resul-
tado da segmentação, geradas na etapa anterior, são extraídas. Foram consideradas como
informações relevantes o(s) histograma(s) de cada região e os centros de massa, a distân-
cia entre os centros de massa das regiões e a angulação da mesma, bem como a extração
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da matriz de adjacências, em que as regiões representam vértices e o relacionamento es-
pacial entre elas representam as arestas do grafo.
• Representação da imagem através do grafo de atributos: nessa etapa, as informações
obtidas na etapa anterior são organizadas de forma a representarem a imagem como um
grafo de atributos.
• Criação das matrizes de similaridade: Finalmente, dados dois grafos de atributos extraí-
dos pelos métodos acima, é construída a matriz de similaridade entre vértices e entre
arestas. Essa matriz é construída utilizando-se as informações extraídas na etapa de Ex-
tração de Características e as medidas de distâncias das Tabelas 3.1 e 3.2. As medidas
são aplicadas sobre os histogramas, e o resultado é combinado com a análise dos vizinhos
das regiões em avaliação.
3.1 Medidas de Distâncias Utilizadas
Distância ou medidas de similaridade são de fundamental importância para problemas de
reconhecimento de padrões, clusterização e recuperação de informação [85]. A escolha da me-
dida depende do tipo de representação do objeto. A divisão da imagem em regiões onde seus
pixels componentes atendem à uma certa propriedade pré-determinada requer que os atributos
selecionados sejam representativos de cada região. Entretanto, a análise de similaridade en-
tre as regiões necessita de medidas que possam trabalhar com espaços cuja dimensão é maior
do que um. Para isso, foram utilizadas medidas probabilísticas para determinar a capacidade
discriminatória de um conjunto de variáveis. Neste trabalho, diferentes medidas de distância
probabilística foram utilizadas como parte complementar da fase de Divisão e Fusão do algo-
ritmo split-and-merge, abordado no Capítulo 3, onde é necessário avaliar o quanto duas regiões
são semelhantes para separá-las ou uni-las .
Considere duas funções de densidade de probabilidade pa(x;θ a) e pb(x;θ b) de d-dimensão
de variáveis contínuas x, definida por sua forma funcional pa, pb e vetores de parâmetros θ a,θ b
respectivamente. A medida de distância probabilística D entre duas funções de densidade de
probabilidade é a função que mede a diferença ∆ integrada sobre o domínio Rd de x
D(pa, pb,θ a,θ b) =
∫
x
∆[(pa, pb,θ a,θ b)]dx. (3.1)
A métrica ∆ pode ser positiva, zero se o valor de duas funções coincidem, e correlacionado
para o suas diferenças absolutas [2]. No contexto de classificação, as probabilidades a priori
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Pa := Pr[x ∈ ωa],Pb := Pr[x ∈ ωb] para duas classes ωa,ωb podem adicionalmente ser incorpo-
radas dentro da distância probabilística, por isso neste caso tem-se D = D(Pa,Pb, pa, pb,θ a,θ b).
Em geral D é definido como função de densidade de probabilidade que poderia vir de famílias
funcionais distintas, para uma instância de distribuição Normal univariada pa(x; µ,σ2) e uma
distribuição Gama pb(x;k,θ). Na prática, entretanto, apenas funções de distribuição de proba-
bilidade com a mesma forma funcional pa = pb são comparadas. No caso discreto as densidades
pa, pb são aproximadas por histogramas Pi,Qi, i = 0, . . . ,255.
Portanto, a avaliação de similaridade entre duas regiões é feita através de medidas de distân-
cias, aplicadas sobre o histograma das duas regiões em consideração quando o vetor de carac-
terísticas analisado possuir apenas uma dimensão. Nesse caso, foram consideradas as seguintes
medidas de distâncias probabilísticas:
Bhattacharyya LB =− ln∑ni=1
√
PiQi
Matusita LM =
√
2−2∑ni=1
√
PiQi
Kullback-Leibler LK = ∑ni=1 Pi ln PiQi
Divergência LJ = ∑ni=1(Pi−Qi) ln PiQi
Tabela 3.1: Uma seleção de medidas de distância probabilísticas em reconhecimento de padrões
[2], [3], [4]. P e Q são dois histogramas com n valores diferentes.
Quando o vetor de características analisado continha mais de uma dimensão, foram utiliza-
das uma especialização das medidas de distâncias probabilísticas analisadas sobre a distância
gaussiana multivariada, obtendo assim sua forma analítica.
Seja N(X ; µ,Σ) com X ∈Rd uma densidade Gaussiana multivariada, com p1(x)= N(X ; µ1,Σ1)
and p2(x) = N(X ; µ2,Σ2). A Tabela 3.2 lista expressões analíticas de algumas distâncias proba-
bilísticas entre duas densidades Gaussianas.
Bhattacharyya JB(p1, p2) = 18 (µ1−µ2)T [ 12 (Σ1 +Σ2)]−1(µ1−µ2)+ 12 log
| 12 Σ1+Σ2|
|Σ1|1/2|Σ2|1/2
Matusita JM(p1, p2) =
√
2(1− exp(−JB(p1, p2)))
Kullback-Leibler JK(p1||p2) = 12 (µ1−µ2)T Σ−12 (µ1−µ2)+ 12 log |Σ2||Σ1| +
1
2 tr[Σ1Σ
−1
2 − Id ]
Divergência JD(p1, p2) = 12 (µ1−µ2)T (Σ−11 +Σ−12 )(µ1−µ2)+ 12 tr[Σ−11 Σ2 +Σ−12 Σ1−2Id ]
Tabela 3.2: Expressões analíticas de distâncias probabilísticas entre duas densidades normais.
onde µ e Σ são o vetor médio dos padrões e a matriz de covariância da classe (região), respecti-
vamente. Para os objetivos deste trabalho, entretanto, foram comparados os resultados obtidos
com a soma ponderada das distâncias apresentadas na Tabela 3.1 aplicadas em cada vetor sepa-
radamente e com as expressões analíticas da Tabela 3.2 aplicadas sobre o conjunto de vetores
de características.
3.2 Processo de Segmentação das Imagens 56
Por fim, o desempenho das distâncias probabilísticas foi comparado com o desempenho
obtido através da utilização da distância euclidiana aplicados sobre os histogramas das regiões,
que é dada pela fórmula:
LE =
√
n
∑
i=1
|Pi−Qi|2 (3.2)
onde P e Q são dois histogramas com n valores diferentes.
A distância euclidiana é uma das medidas de dissimilaridade entre classes mais utilizadas na
prática [86]. Quanto menor o valor da distância Euclidiana entre duas classes, mais próximas
elas se apresentam em termos de parâmetros quantitativos por classe, logo, quanto menor a
distância euclidiana, maior a eficiência do procedimento.
3.2 Processo de Segmentação das Imagens
Como descrito acima, as imagens devem passar pelo processo de segmentação para gerar
o grafo que a representa. Para isso, a abordagem utilizada foi o split-and-merge, que consiste
em subdividir recursivamente a imagem em regiões cada vez menores, considerando a homo-
geneidade com respeito à medida de similaridade [1] e, em um segundo estágio, unir regiões
vizinhas novamente baseado no mesmo critério. A seguir são apresentadas a metodologia em-
pregada na utilização de descritores de cor, textura e extração de características no processo de
segmentação.
3.2.1 Descritor de texturas Local Binary Pattern
A textura fornece informações sobre a distribuição espacial das variações de tonalidade
de um objeto ou de alguns grupos de objetos não identificáveis individualmente, definindo
o aspecto visual de rugosidade ou suavidade de determinada superfície. Embora o sistema
visual humano apresente relativa facilidade no reconhecimento e descrição de textura, definir
um conjunto de descritores de textura não é uma tarefa simples. Tal dificuldade é refletida
pela grande quantidade de definições e métodos de análise de textura encontrados na literatura
[53, 54, 55, 56, 57].
A despeito da variedade de métodos disponíveis, este trabalho utilizou o descritor de tex-
turas Local Binary Pattern devido a sua rapidez, robustez e invariância em relação a qualquer
transformação monotônica na escala de cinza [70]. De acordo com a formulação apresentada
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na Subseção 2.2.4, o padrão binário local foi calculado considerando o raio e a quantidade de
amostras, respectivamente, iguais a R = 1 e P = 8, fazendo com que o histograma varie de 0 a
255. Esse valor foi escolhido por questões de desempenho computacional, visto que um número
elevado de amostras representa o aumento da dimensão do histograma e consequentemente o
aumento do tempo de processamento e memória utilizadas. Além disso, o intervalo considerado
torna possível a combinação com os histogramas de cor, que possuem dimensão igual a 256.
3.2.2 Descritor de cor
As cores presentes em uma imagem desempenham um papel significativo no processo de
análise realizado tanto pelos seres humanos quanto pelos computadores. Sabe-se que o olho
humano pode discernir milhares de tons e intensidades de cores, comparado com apenas algu-
mas dezenas de níveis de cinza interpretados pelo computador. A abordagem mais comum para
extração de características baseadas em distribuição de cores utiliza histogramas de cor [87, 88].
Assumindo que uma imagem é uma função f (x,y) de duas variáveis espaciais x e y, x =
0,1, . . . ,N−1 e y = 0,1, . . . ,M−1 e que só pode assumir os valores discretos i = 0,1, . . . ,G−1
, onde G é o número total de níveis de intensidade de uma imagem, o histograma de níveis de
intensidade é uma função que mostra (para cada nível de intensidade) o número de pixels na
imagem inteira, conforme a equação abaixo:
h(i) =
N−1
∑
x=0
M−1
∑
y=0
δ ( f (x,y), i) (3.3)
onde δ ( j, i) é a função delta de Kronecker
δ ( j, i) =
{
1, j = i
0, j 6= i
(3.4)
O histograma de intensidade é obviamente um simples e conciso sumário da informação
estatística contida na imagem. O cálculo do histograma de níveis de cinza envolve apenas pixels
simples. O histograma, então, contém informação estatística de primeira ordem sobre a imagem
(ou seu fragmento). Dividindo os valores h(i) pelo número total de pixels de uma imagem
obtém-se a densidade de probabilidade aproximada de ocorrência dos níveis de intensidade.
p(i) =
h(i)
NM
, i = 0,1, . . . ,G−1 (3.5)
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A forma do histograma provê muitos indícios das características da imagem. Por exemplo,
um histograma de distribuição concentrada num certo intervalo indica uma imagem de pouco
contraste. Por outro lado, um histograma bimodal frequentemente sugere que a imagem con-
tém um objeto com um estreito intervalo de níveis de cinza contra um “pano de fundo” de
intensidade diferente. Os histogramas de cor são invariantes quanto à translação e rotação das
imagens, sendo que, com a normalização dos histogramas, pode-se obter também a invariância
com respeito à escala. Entretanto, os histogramas de cor não indicam a localização espacial dos
pixels na imagem.
Diferentes parâmetros úteis podem ser adquiridos do histograma para quantitativamente
descrever as propriedades estatísticas de primeira ordem de uma imagem. Neste trabalho fo-
ram utilizadas as Equações 3.6 e 3.7 para o cálculo das expressões analíticas das medidas de
distâncias probabilísticas, e representam a média e a variância, respectivamente.
µ =
G−1
∑
i=0
ip(i) (3.6)
σ2 =
G−1
∑
i=0
(i−µ)2 p(i) (3.7)
A média representa o valor esperado da distribuição, enquanto a variância descreve quanto
os valores estão dispersos em torno da média.
Os descritores de cor para o sistema de cor RGB e do nível de cinza usados neste trabalho
são descritos como histogramas de luminância, um para cada canal, cujos valores variam de 0 a
255, normalizados através da Equação 3.5.
3.2.3 Compressão de Dados Através da Análise de Componentes Princi-
pais
A redução do volume dos dados é uma tarefa comum no processamento de imagem. Há uma
enorme quantidade dos algoritmos [89, 1, 90] baseados nos vários princípios que conduzem à
compressão de imagem. Os algoritmos baseados na redução da cor da imagem causam, em sua
maior parte, a modificação das informações contidas na imagem. Mas seus resultados são ainda
aceitáveis para algumas aplicações. A transformação da imagem colorida para tons de cinza
(intensidade) I faz parte dos algoritmos mais comuns. Sua execução é baseada geralmente na
soma ponderada dos três componentes R, G, B de acordo com a relação:
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I = w1R+w2G+w3B (3.8)
As matrizes R, G e B contêm componentes da cor da imagem, e os pesos wi foram deter-
minados levando-se em consideração a sensibilidade do sistema visual humano [1]. A análise
de componentes principais fornece uma maneira alternativa a este método. A ideia é baseada
na Equação 2.18, onde a matriz A é substituída pela matriz Ak em que somente os k maiores
(em vez de n) autovalores são usados para sua formação. O vetor x̂ de variáveis reconstruídas é
dado, então, pela relação:
x̂ = A′ky+mx (3.9)
onde x̂ ´e uma aproximaç ao para x.
Imagens coloridas de tamanho M×N são geralmente salvas em uma matriz tridimensional
P de tamanho M×N× 3 que significa que a informação sobre a intensidade de componentes
da cor está armazenada em 3 planos. O vetor de variáveis de entrada x na Equação 2.15 pode
ser formado como o vetor de n-tridimensional de cada cor. Logo, são formados três vetores
unidimensionais x1, x2, x3 a partir de cada plano P(M,N, i) com o comprimento de M×N.
A matriz de covariância Cx e a matriz correspondente A, composta pelos autovalores de Cx
ordenados segundo seus autovalores, são calculadas e o vetor tridimensional x̂ é reconstruído
de acordo com a Equação 3.9 a partir do primeiro, do segundo e do terceiro componente
da imagem dada. A imagem obtida reconstruindo-se a mesma com a matriz Ak, utilizando
somente o primeiro e maior autovalor, que contém a maior parte da informação, ou seja, maior
variabilidade. Então, a imagem construída a partir desses valores tem o contraste máximo.
Observe uma imagem real P e seus componentes R, G, B na Figura 3.2. Seus três compo-
nentes obtidos de acordo com a Equação 3.9 para cada autovetor são apresentados. A compa-
ração da imagem obtida através da soma ponderada da cor calculada pela Equação 3.8 com a
primeira componente principal é apresentada na Figura 3.3. Os autovalores classificados em
ordem descendente pertencentes à imagem selecionada são apresentados na Tabela 3.3.
λ1 λ2 λ3
0.6103 0.3231 0.0418
Tabela 3.3: Autovalores obtidos através da aplicação do PCA na imagem selecionada.
Analisando a Figura 3.3 é notória a distribuição da maior variância ao longo da primeira
componente principal. Percebe-se também que a segunda componente principal abrange, de
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(a) Imagem Original
(b) R (c) G (d) B
(e) 1acomponente (f) 2acomponente (g) 3acomponente
Figura 3.2: Imagem original, suas três componentes e as três componentes do PCA.
forma perpendicular à primeira componente, a segunda maior variância. O raciocínio é análogo
para o espaço n-dimensional, isto é, a i-ésima componente principal possuirá a i-ésima maior
variância.
Desta forma, esta dissertação considerou a redução da dimensionalidade do sistema de
cor RGB utilizado aplicando-se o método de Análise de Componentes Principais para extrair
uma nova característica que deverá conter uma maior discriminação das regiões da imagem em
análise. Será utilizado, por questões de performance, apenas a primeira componente extraída.
3.2.4 O Método Split-And-Merge Combinado com os Descritores de Cor
e Textura
A estratégia split-and-merge é uma alternativa aos métodos de crescimento de regiões ba-
seados em um conjunto inicial de sementes. Uma vantagem deste método é a independência
do descritor da região e da medida de similaridade, que permite experimentos com uma grande
variedade de critérios. Para aplicar os estágios do algoritmo de segmentação split-and-merge, as
informações dos histogramas das regiões são necessárias, sejam eles extraídos sobre as compo-
nentes de luminância dos canais R, G e B, do nível de cinza da imagem, do descritor de textura
LBP ou da primeira componente resultante da aplicação do PCA na imagem.
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(a) Média Ponderada do RGB (b) 1acomponente
Figura 3.3: Comparação dos métodos de redução de cor. A imagem em escala de cinza obtida
pela soma ponderada dos canais R,G,B à esquerda e a imagem em escala de cinza obtida pelo
método PCA à direita.
Na fase de split, a imagem R é temporariamente dividida recursivamente em quatro regiões
S1, S2, S3 e S4, cujas dimensões são determinadas pela dimensão da imagem, para verificar
a sua homogeneidade. Então, a medida de similaridade é calculada para cada par das quatro
regiões criadas. Escolhendo a função de distância D para representar a medida de similaridade,
denota-se D(Si,S j) por ci j, i 6= j, i, j = 1, . . . ,4. Dado um valor de limiar para a fase de split ts,
se maxci j < ts, o algoritmo definitivamente aplica a divisão da região. Caso contrário, a região
R permanece a mesma. Este processo é recursivamente realizado até que uma dada região de
tamanho mínimo, ms, é atingida. Na fase de merge, a função de distância D é usada para
comparar a região Si com cada um dos seus 4-vizinhos S j (ou seja, que se situam estritamente
acima, abaixo, a esquerda e a direita). Similarmente à fase de split, ele também necessita de
um valor limiar tm. Então, para Si e S j, se D(Si,S j) < tm, para alguma região pertencente a 4-
vizinhança, o algoritmo aplica a junção. Caso contrário, a região original permanece a mesma.
Este processo é recursivamente realizado para cada uma das regiões ainda não exploradas S j
dentro da 4-vizinhança até que toda a imagem seja analisada.
A medida de similaridade D é obtida de acordo com as características consideradas. Se
apenas uma característica é levada em consideração, por exemplo, o histograma do nível de
cinza da imagem, a distância D é calculada através da aplicação de algumas das distâncias
probabilísticas da Tabela 3.1. Quando o cálculo da medida de distância exigia a análise de
mais de um vetor de características, como os histogramas de cor RGB e LBP, a distância D foi
calculada utilizando-se dois métodos distintos.
No primeiro método, as distâncias entre os histogramas são independentemente calculados
para cada banda e então reunidos conforme o valor de luminância de cada canal RGB, que são
relacionados à sensibilidade do sistema visual humano, como:
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D = 0.3×DR +0.11×DG +0.59×DB (3.10)
onde DR, DG e DB denotam a aplicação de algumas das distâncias probabilísticas da Tabela 3.1
ou da distância euclidiana, dada pela Equação 3.2. Se a análise inclui características de cor, no
sistema RGB, e textura, a distância é primeiramente calculada entre os três canais e então uma
combinação ponderada para a distância final entre os histogramas das regiões é obtido como:
D = αDRGB +(1−α)DLBP (3.11)
onde DLBP denota a aplicação de algumas das distâncias probabilísticas da Tabela 3.1 ou da
distância euclidiana, dada pela Equação 3.2, DLBP a distância calculada pela Equação 3.10 e α
um parâmetro usado para ponderar cada termo.
No caso da segmentação envolvendo histogramas do nível de cinza ou da primeira compo-
nente do PCA, o cálculo é efetuado como segue:
D = αDH +(1−α)DLBP (3.12)
onde DH e DLBP denotam a aplicação de algumas das distâncias probabilísticas da Tabela 3.1
ou da distância euclidiana, dada pela Equação 3.2 e α um parâmetro usado para ponderar cada
termo.
No segundo método, os vetores de características extraídos foram considerados como dados
de entrada das medidas de distâncias probabilísticas em sua forma analítica apresentadas na
Tabela 3.2.
3.3 Representação da Imagem através de Grafos de Atribu-
tos
Depois de segmentada, cada região representará um vértice, e as arestas são computadas de
acordo com as relações espaciais existentes entre essa região e seus vizinhos de 4-conectividade.
O resultado da segmentação representará a imagem a ser reconhecida no modelo, que será ob-
tido através da segmentação manual da imagem utilizando a ferramenta ImGraph. Os atributos
são extraídos depois da aplicação do método de segmentação split-and-merge. Para os vértices,
as características consideradas como atributos foram o(s) histograma(s) da respectiva região e
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os centros de massa. Para as arestas, tem-se a angulação e a distância entre os centros de massa
das regiões conectadas à aresta avaliada.
3.4 Funções de Agregação
Nesta seção, duas funções de agregação para criação das matrizes de similaridade são pro-
postas e investigadas, em termos de suas propriedades e capacidade de reconhecimento. 0
objetivo principal consiste em identificar a função cujo valor máximo corresponda à imagem da
solução que representa a correspondência mais adequada, isto é, a função que melhor representa
o reconhecimento da imagem. A qualidade dos dados de entrada (matrizes de similaridade de
vértices e de arestas) é primordial, pois afetam fortemente o comportamento das funções utiliza-
das para resolver algoritmos de reconhecimento de cenas por casamento de grafos, contribuindo
na identificação da melhor correspondência.
Para a criação das matrizes de similaridade entre vértices e arestas, grafos representarão as
imagens e valores numéricos serão associados a vértices e arestas de acordo com os atributos
extraídos. Assim, a função de agregação tem por objetivo analisar as similaridades entre os
atributos de vértices e arestas de dois grafos. Entretanto, é preciso definir os critérios necessá-
rios para a criação dessas matrizes. Estes critérios formam a base de uma decisão a partir de
elementos que podem ser medidos ou avaliados. A seguir, os passos utilizados para a análise
dos critérios são apresentados, e podem ser assim resumidos: escolha dos critérios, definição de
pesos para os critérios, normalização e combinação dos critérios [91].
3.4.1 Escolha dos Critérios
A escolha dos critérios para a representação das imagens em forma de grafos foi feita atra-
vés da relevância dos mesmos para uma melhor caracterização da imagem. Devido às caracte-
rísticas do sistema visual humano, que é capaz de interpretar cenas acromáticas, por exemplo em
baixos níveis de iluminação, utilizando apenas a textura, a mesma foi levada em consideração
para a discriminação das regiões. A informação de cor atua como uma ajuda para possibilitar
interpretações mais ricas. E, de acordo com o trabalho apresentado em [63], em um primeiro
momento, as pessoas usam principalmente informações de cor para julgar similaridade, o que
faz com que essa característica também seja escolhida. Outro aspecto importante de uma re-
gião é o seu centro de massa, que, a princípio, discriminará regiões que embora tenham cor e
textura similares encontram-se em regiões totalmente distintas da imagem. Assim, os critérios
considerados como atributos dos vértices são o(s) histograma(s), que variam de acordo com o
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tipo de segmentação escolhida, e o centro de massa de cada região.
Para as arestas, que são relações espaciais entre as regiões, intuitivamente é possível esta-
belecer como critério a angulação da aresta, que define onde estão posicionadas duas regiões
vizinhas, e a distância entre as mesmas. Então, os critérios considerados como atributos das
arestas, neste trabalho, são a angulação (que varia de 0o a 360o) e o comprimento das arestas,
medido através da distância euclidiana entre os dois centros de massa.
3.4.2 Normalização e Combinação de Critérios
Um aspecto importante para a combinação de critérios é a necessidade de normalização das
medidas extraídas a partir da segmentação. Como os intervalos de valores das características
são, em geral, bastante distintos, uma característica não deveria predominar sobre as outras
devido a essa variabilidade relativa. Todos os critérios foram normalizados para uma mesma
escala, viabilizando a agregação entre eles. A maior parte dos processos de normalização utiliza
o valor máximo e mínimo para a definição de uma escala. A forma mais simples é uma variação
linear definida pela equação a seguir [92].
Xi =
Ri−Rmin
Rmax−Rmin (3.13)
onde Xi é o valor normalizado, Ri é o valor a ser normalizado, Rmin é o valor mínimo para o
critério e Rmax é o valor máximo para o critério.
Depois de normalizadas, as medidas são combinadas através de uma soma ponderada, cu-
jos pesos são fornecidos como parâmetro de entrada. Não há um método consensual para a
definição de pesos [91], mas várias propostas de procedimentos para este efeito podem ser en-
contradas na literatura [93, 94]. Neste trabalho, como será mostrado a seguir, é atribuído um
peso β para ponderar as medidas consideradas entre vértices (resp. arestas).
Função de Agregação para Vértices
A função Simv é composta de dois termos, que representam respectivamente as contribu-
ições das associações entre vértices de G1 e G2 e as contribuições na análise dos vizinhos do
vértice em consideração. Depois de normalizados, a similaridade entre dois vértices i e j é
medida de acordo com a função Simv a ser minimizada, que é definida como:
Simv(i, j) = βDC(i, j)D(i, j)+(1−β )min(DC(vi,v j)D(vi,v j)) (3.14)
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onde β é um parâmetro usado para ponderar cada termo de Simv, DC(i, j) representa a distância
euclidiana entre os centros de massa dos vértices i e j, D(i, j) representa a distância entre
os vértices i e j como mostrado na Subseção 3.2.4, e vi e v j representam os vizinhos de 4-
conectividade de i e j, respectivamente.
O primeiro termo da Equação 3.14 representa a contribuição média dos vértices para a
correspondência. O segundo termo representa a contribuição média de seus vizinhos. Assim,
para cada vértice i de G1 e para cada vértice j de G2, a similaridade é analisada avaliando-se a
distância D entre os histogramas das respectivas regiões. Duas regiões com histogramas simila-
res podem estar em locais divergentes quando comparadas a imagem modelo e a imagem alvo.
Por isso, essa distância é ponderada por DC, que calcula a distância euclidiana entre o centro
de massa de i e j. Assim, distância de histogramas similares serão regulados pelos centros,
evitando um alta-similaridade tanto para regiões distintas com histogramas similares, tanto para
regiões próximas com histogramas divergentes. Também se avaliou a contribuição dos vizinhos
dos vértices i e j. Para cada vizinho de 4-conectividade de i é avaliada a similaridade com os
vizinhos de 4-conectividade de j. A menor distância representará uma possível correspondên-
cia entre esses vizinhos, e se os vizinhos de i e j têm uma alta similaridade, isso provavelmente
aumenta as chances de existir uma correspondência entre i e j. Logo, quanto menor o valor
retornado pela Equação Simv(i, j), mais similares são os vértices em avaliação.
Função de Agregação para Arestas
A função Sima é composta de dois termos, que representam respectivamente as contribui-
ções das associações entre arestas de G1 e G2 e as contribuições na análise dos vértices conec-
tados aos mesmos. Depois de normalizados, a similaridade entre dois vértices i e j é medida de
acordo com a função Sima a ser minimizada, que é definida como:
Sima(i, j) = βDM(i, j)DN(i, j)+(1−β )min(DC(vi,v j)D(vi,v j)) (3.15)
onde β é um parâmetro usado para ponderar cada termo de Sima, DN(i, j) representa a distância
euclidiana entre o comprimento e a angulação das arestas i e j, DM(i, j) representa a distância
euclidiana entre os pontos médios das arestas i e j, D(vi,v j) representa a distância entre os
vértices vi e v j como mostrado na Subseção 3.2.4, e vi e v j representam os vértices ligados à i
e à j, respectivamente.
O primeiro termo da Equação 3.15 representa a contribuição média das arestas para a cor-
respondência. O segundo termo representa a contribuição média dos vértices ligados às arestas
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em avaliação. Assim, para cada aresta i de G1 e para cada aresta j de G2, a similaridade é
analisada avaliando-se a distância euclidiana DN entre o comprimento e a angulação das ares-
tas que representam a ligação entre duas regiões. Duas arestas com comprimento e angulação
similares podem estar em locais divergentes quando comparadas a imagem modelo e a imagem
alvo. Por isso, essa distância é ponderada por DM, que calcula a distância entre o centro de
massa de i e j. Assim, distância DN será regulada pelos centros, evitando uma alta-similaridade
tanto para arestas distintas com comprimento e angulação similares, quanto para arestas próxi-
mas com comprimento e angulação divergentes. Também se avaliou a contribuição dos vértices
ligados às arestas i e j. Para cada vértice de i é avaliada a similaridade com os vértices de j.
A menor distância representará uma possível correspondência entre esses vértices, e se os vér-
tices de i e j têm uma alta similaridade, isso provavelmente aumenta as chances de existir uma
correspondência entre i e j.
3.5 Experimentos Realizados
Os experimentos têm por objetivo avaliar a qualidade do algoritmo split-and-merge apli-
cado em imagens em escala de cinza, coloridas (utilizando o sistema de cor RGB), usando
unicamente o descritor de texturas ou combinando o descritor de cor com o descritor de textu-
ras LBP. Além disso, foi analisado o efeito da variação dos parâmetros, tais como o limiar da
fase de split e merge, as medidas de distâncias e o peso dado à contribuição da textura no pro-
cesso de segmentação. Dessa forma, podemos verificar qual conjunto dos testes considerados
retorna uma melhor segmentação da imagem de forma que regiões visivelmente homogêneas
mantenham-se unidas.
Os testes foram realizados em um computador com processador AMD Athlon 64 3000+
1.8 GHz, 1536 MB RAM, sistema operacional Ubuntu 6.06. O algoritmo foi implementado em
linguagem C++, usando o compilador gcc versão 4.0.3.
O método foi avaliado com uma imagem de 500×408 pixels, obtida através da redução da
imagem equivalente ao ortofotomosaico do Rio Jucu. O Ortofotomosaico é um produto carto-
gráfico digital de escala 1:15.000 PEC “A” 1, de resolução espacial de 1m, elaborado a partir de
um Levantamento Aerofotogramétrico na escala 1:35.000. É formado pela articulação de cerca
de 540 blocos de imagens de 10× 10km. Por ser constituído de imagens de alta qualidade, é
1PEC “A” : Padrão de Exatidão Cartográfica classe “A”, onde o erro de posicionamento de 90% dos pontos
amostrados deve ser no máximo de 0,5mm na escala da carta. Para a escala de 1/15.000, corresponde a um erro de
posicionamento de no máximo 7,5m. O Ortofotomosaico utilizado é um documento cartográfico georreferenciado
no Sistema de Projeção UTM, Datum WGS84, zona 24s.
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uma ferramenta muito útil para gestão e monitoramento ambiental, tais como identificação e
mapeamento de feições geográficas e do uso do solo. Testes também foram efetuados com a
imagem original do ortofotomosaico, de dimensão 2740×2440 pixels.
Sete tipos de testes foram considerados com o objetivo de examinar os impactos dos des-
critores de textura e/ou cor na qualidade da solução obtida pelo algoritmo:
• TestLBP: Algoritmo split-and-merge com histograma LBP;
• TestGRAY: Algoritmo split-and-merge com histograma em nível de cinza;
• TestPCA: Algoritmo split-and-merge com histograma da primeira componente do PCA
aplicado aos canais RGB para redução de dimensão;
• TestRGB: Algoritmo split-and-merge com histogramas de cor RGB;
• TestLBP+Gray: Algoritmo split-and-merge com histograma LBP e nível de cinza;
• TestLBP+RGB: Algoritmo split-and-merge com histograma LBP e RGB;
• TestLBP+PCA: Algoritmo split-and-merge com histograma LBP e primeira componente
do PCA.
A variação dos valores dos parâmetros considerados em cada teste são {0.9,1.0, . . . ,1.9}
para o limiar da fase de split, ts, e para o limiar da fase de merge, tm, {0.1,0.2, . . . ,0.9} para o
parâmetro de ponderação α e {4,8, . . . ,12} para o tamanho mínimo das regiões analisadas na
fase split, ms. Também foi avaliado o desempenho do algoritmo sem o teste do limiar na fase
de split, forçando a imagem a ser segmentada até atingir o tamanho mínimo possível da região,
considerando F = N quando o limiar é considerado ou F = S caso contrário.
Os testes foram construídos como a seguir. Para cada tamanho mínimo da região na fase de
divisão do algoritmo de segmentação, ms, são variados os limiares das fases de split e merge,
ts e tm, respectivamente. Para cada um desses testes, são variados as medidas de distâncias
para o cálculo da distância D que avalia a similaridade entre duas regiões. E, por fim, para cada
medida de distância, foi considerada a divisão forçada da região, sem o teste do limiar ts. O
parâmetro α só é considerado para os testes que combinam cor e textura, e não foi utilizado
quando consideradas as distâncias probabilísticas em sua forma analítica.
Depois de segmentada, a imagem tem seus atributos extraídos, sendo posteriormente con-
vertida em um grafo de atributos. Testes com as funções de agregação são também efetuados
e avaliados, dado um grafo que representa a imagen modelo, obtido manualmente através da
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ferramenta ImGraph, e um grafo alvo que representa a imagem a ser reconhecida neste modelo,
obtido pelo método de segmentação estudado. Os teste foram construídos de modo que, para
cada medida de distância, fosse variado o fator β de ponderação das funções, cujo valor variou
de {0.1,0.2, . . . ,0.9}.
3.5.1 Segmentação de Imagens
Os testes de segmentação automática foram realizados com o objetivo de verificar se a
segmentação feita pelo algoritmo split-and-merge produz uma imagem apta a ser utilizada em
algoritmos de reconhecimento de cenas, e principalmente se o grafo extraído da imagem atra-
vés de rotinas acrescentadas no algoritmo de segmentação fazem uma boa representação da
imagem a ser reconhecida. O tempo de execução do método, apresentado na Tabela 3.11, foi
obtido através da média da execução de 10 iterações, para cada teste, considerando parâmetros
fixos para cada um. O tempo foi computado em milissegundos, e a primeira coluna da tabela
representa os testes sobre os quais o tempo foi avaliado, a segunda coluna representa a medida
de distância considerada para avaliar a similaridade D entre as regiões, como apresentado na
Subseção 3.2.4, e as demais colunas representam o tempo para cada tamanho mínimo da região
na fase de split considerado, ou seja, até que ponto o algoritmo de segmentação deverá dividir
as regiões recursivamente em quatro.
Os testes de segmentação foram aplicados tanto na imagem original de 2740× 2440 pi-
xels, apresentada na Figura 3.5, quanto nas imagens reduzidas da mesma, de 500×408 pixels,
apresentadas na Figura 3.4. Em ambos os casos, foram consideradas, também, as imagens pré-
processadas das imagens avaliadas, que incluem a imagem resultante da aplicação do descritor
de texturas LBP (Figuras 3.5(c) e 3.4(c)), a imagem em escala de cinza (Figura 3.5(b) e
3.4(b)), e a imagem resultante da aplicação do PCA (Figura 3.5(d) e 3.4(d)), considerando
apenas a primeira componente por questões de economia de memória e velocidade de proces-
samento.
As imagens escolhidas apresentam detalhes finos, devido a alta resolução da imagem ori-
ginal, e grande homogeneidade em termos de cor e textura, tornando complexo o processo de
segmentação. A seguir são apresentados alguns dos experimentos realizados.
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(a) Imagem colorida reduzida (b) Imagem em escala de cinza
(c) Imagem resultante da aplicação do LBP (d) 1acomponente do PCA
Figura 3.4: Imagens de 500× 408 pixels, obtidas através de procedimentos sobre a imagem
colorida.
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(a) Imagem colorida reduzida (b) Imagem em escala de cinza
(c) Imagem resultante da aplicação do LBP (d) 1acomponente do PCA
Figura 3.5: Imagens de 2740×2440 pixels, obtidas através de procedimentos sobre a imagem
colorida.
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Experimento 1 - LBP
Este experimento foi realizado considerando a segmentação sobre o histograma LBP da
imagem. A Tabela 3.4 apresenta os resultados obtidos. A primeira coluna da tabela indica a
medida de distância utilizada para mensurar a similaridade das regiões em avaliação. As colunas
seguintes indicam o valor do parâmetro ms. Também foi avaliado o desempenho do método em
relação à imagem original (ver Figura 3.5), cujo resultado é apresentado na Figura 3.6. Outros
resultados são apresentados na Figura 3.7.
Neste teste, é possível perceber que a redução da imagem de alta-resolução da Figura 3.5
influenciou consideravelmente no resultado da segmentação. A redução diminuiu a quantidade
de detalhes da imagem, como observado nas imagens 3.4(c) e 3.5(c), e a segmentação baseada
apenas no critério de textura mostrou-se grosseiro, segmentando a imagem apenas entre duas
regiões: terra e água, como observado na Tabela 3.4. Entretanto, a segmentação da imagem com
as dimensões originais apenas pelo critério de textura mostrou-se competente (ver Figura 3.6),
sugerindo que a textura é um método eficiente para segmentação de imagens de alta-resolução.
Outros resultados podem ser vistos na Figura 3.7, e apresentam a segmentação sobre imagens
com muita textura. Para tornar mais claro a análise da imagem, por esta ter muitos detalhes, as
imagens resultantes da segmentação não foram sobrepostas às imagens originais.
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Figura 3.6: TestLBP: tm = ts = 1.1,D = LD,ms = 8.
3.5 Experimentos Realizados 73
4 8 12
D = LK
ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.2 ts = 1.2, tm = 1.2
F = N F = N F = N
D = LB
ts = 1.2, tm = 1.2 ts = 1.0, tm = 1.2 ts = 1.0, tm = 1.1
F = S F = S F = N
D = LD
ts = 1.0, tm = 1.2 ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.1
F = N F = N F = S
D = LM
ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.2 ts = 1.1, tm = 1.1
F = N F = N F = N
D = LE
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.2 ts = 1.1, tm = 1.1
F = N F = N F = N
Tabela 3.4: TestLBP: Imagens segmentadas
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(a) Imagem original (b) ms = 8, ts = tm = 1.1,D =
LJ ,F = N
(c) Imagem original (d) ms = 8, ts = tm = 1.1,D =
LM ,F = N
Figura 3.7: Imagens Segmentadas pelo método TestLBP.
Experimento 2 - GRAY
Este experimento foi realizado considerando a segmentação sobre do histograma do nível
de cinza da imagem. A Tabela 3.5 apresenta os resultados obtidos. A primeira coluna da tabela
indica a medida de distância utilizada para mensurar a similaridade das regiões em avaliação.
As colunas seguintes indicam o valor do parâmetro ms. Também foi avaliado o desempenho do
método em relação à imagem original (ver Figura 3.5), cujo resultado é apresentado na Figura
3.8. Outros resultados são apresentados na Figura 3.9.
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Figura 3.8: TestGRAY : tm = ts = 1.1,D = LD,M = 8.
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4 8 12
D = LK
ts = 1.0, tm = 1.1 ts = 1.2, tm = 1.1 ts = 1.1, tm = 1.1
F = N F = N F = N
D = LB
ts = 1.1, tm = 1.1 ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.1
F = S F = N F = N
D = LD
ts = 1.0, tm = 1.1 ts = 1.2, tm = 1.1 ts = 1.1, tm = 1.1
F = N F = N F = N
D = LM
ts = 1.2, tm = 1.1 ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.1
F = S F = S F = N
D = LE
ts = 1.1, tm = 1.0 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1
F = S F = S F = N
Tabela 3.5: TestGRAY : Imagens segmentadas.
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(a) Imagem original (b) ms = 4, ts = tm = 1.1,D =
LM ,F = N
(c) ms = 8, ts = tm = 1.1,D =
LM ,F = N
(d) Imagem original (e) ms = 4, ts = tm = 1.1,D =
LM ,F = N
(f) ms = 8, ts = tm = 1.1,D =
LM ,F = N
Figura 3.9: Imagens Segmentadas pelo método TestGRAY .
Neste teste, é possível perceber que a qualidade da segmentação nas imagens reduzidas,
apresentadas na Tabela 3.5, melhoraram consideravelmente em relação a segmentação uti-
lizando apenas o descritor de textura LBP. Entretanto, ao se avaliar as Figuras 3.6 e 3.8,
percebe-se que a segmentação da primeira é mais refinada do que a segunda, que uniu regiões
com vegetação distintas. Isto sugere que o critério para avaliar a similaridade pode ser melho-
rado combinando ambas as características, como será apresentado no próximo experimento.
Experimento 3 - GRAY + LBP
Este experimento foi realizado considerando a segmentação sobre o histograma LBP e nível
de cinza da imagem. A Tabela 3.6 apresenta os resultados obtidos. A primeira coluna da tabela
indica a medida de distância utilizada para medir a similaridade das regiões em avaliação. As
colunas seguintes indicam o valor do parâmetro ms. Também foi avaliado o desempenho do
método em relação à imagem original (ver Figura 3.5), cujo resultado é apresentado na Figura
3.10. Outros resultados são apresentados na Figura 3.11.
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Figura 3.10: TestGRAY+LBP: tm = ts = 1.1,D = LD,M = 8.
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4 8 12
D = LK
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1
F = N,α = 0.90 F = N,α = 0.70 F = N,α = 0.70
D = LB
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1
F = N,α = 0.90 F = N,α = 0.50 F = N,α = 0.90
D = LD
ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.2 ts = 1.1, tm = 1.1
F = N,α = 0.90 F = S,α = 0.70 F = N,α = 0.80
D = LM
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.2
F = N,α = 0.50 F = N,α = 0.50 F = N,α = 0.90
D = LE
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.2
F = N F = N F = N
D = JM
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.0 ts = 1.1, tm = 1.1
F = N F = S F = S
Tabela 3.6: TestGRAY+LBP: Imagens segmentadas.
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(a) Imagem original (b) ms = 4, ts = tm = 1.1,D =
LJ ,F = N,α = 0.70
(c) ms = 8, ts = tm = 1.1,D =
LJ ,F = N,α = 0.70
(d) Imagem original (e) ms = 4, ts = tm = 1.1,D =
LJ ,F = N,α = 0.70
(f) ms = 8, ts = tm = 1.1,D =
LJ ,F = N,α = 0.70
Figura 3.11: Imagens Segmentadas pelo método TestGRAY+LBP.
Neste teste, é possível perceber que a combinação de critérios influenciou positivamente no
resultado da segmentação, como observado nas imagens 3.10 e 3.6. As distâncias probabilís-
ticas na forma analítica obtiveram um resultado bastante equivocado. Por este motivo, apenas o
melhor resultado será mostrado, conseguido através da medida de distância Matusita.
Experimento 4 - PCA
Este experimento foi realizado considerando a segmentação sobre o histograma da imagem
que representa a primeira componente do PCA, ou seja, a componente com maior variabilidade
entre as características consideradas. A Tabela 3.7 apresenta os resultados obtidos. A primeira
coluna da tabela indica a medida de distância utilizada para mensurar a similaridade das regiões
em avaliação. As colunas seguintes indicam o valor do parâmetro ms. Também foi avaliado
o desempenho do método em relação à imagem original (ver Figura 3.5), cujo resultado é
apresentado na Figura 3.12. Outros resultados são apresentados na Figura 3.13.
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Figura 3.12: TestPCA: tm = ts = 1.1,D = DJ,M = 8.
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4 8 12
D = LK
ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.1 ts = 1.2, tm = 1.1
F = N F = N F = N
D = LB
ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.1
F = N F = N F = S
D = LD
ts = 1.0, tm = 1.2 ts = 1.2, tm = 1.2 ts = 1.0, tm = 1.1
F = N F = N F = N
D = LM
ts = 1.2, tm = 1.2 ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.2
F = N F = S F = N
D = LE
ts = 1.2, tm = 1.1 ts = 1.0, tm = 1.1 ts = 1.1, tm = 1.1
F = N F = S F = N
Tabela 3.7: TestPCA: Imagens segmentadas.
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(a) Imagem original (b) ms = 4, ts = tm = 1.1,D =
LM ,F = N
(c) ms = 8, ts = tm = 1.1,D =
LM ,F = N
(d) Imagem original (e) ms = 4, ts = tm = 1.1,D =
LM ,F = N
Figura 3.13: Imagens Segmentadas pelo método TestPCA.
Neste teste, é possível perceber que a nova característica obtida pela redução da dimensi-
onalidade da imagem melhorou consideravelmente a segmentação da mesma, em relação aos
testes anteriores, principalmente se considerados os resultados apresentados na Tabela 3.7, que
mostram um refinamento da segmentação, onde vegetações contínuas permaneceram como uma
única região. A mesma constatação pode ser obtida através da análise da Figura 3.12. Outros
resultados podem ser vistos na Figura 3.13.
Experimento 5 - PCA + LBP
Este experimento foi realizado considerando a segmentação sobre o histograma da imagem
que representa a primeira componente do PCA, ou seja, a componente com maior variabilidade
entre as características consideradas, em conjunto com o descritor de texturas LBP .A Tabela
3.8 apresenta os resultados obtidos. A primeira coluna da tabela indica a medida de distância
utilizada para mensurar a similaridade das regiões em avaliação. As colunas seguintes indicam
o valor do parâmetro ms. Também foi avaliado o desempenho do método em relação à imagem
original (ver Figura 3.5), cujo resultado é apresentado na Figura 3.14. Outros resultados são
apresentados na Figura 3.15.
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Figura 3.14: TestPCA+LBP: tm = ts = 1.1,D = LD,M = 8.
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4 8 12
D = LK
ts = 1.1, tm = 1.1 ts = 1.2, tm = 1.1 ts = 1.1, tm = 1.2
F = N,α = 0.80 F = N,α = 0.50 F = N,α = 0.80
D = LB
ts = 1.2, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.2, tm = 1.1
F = N,α = 0.80 F = N,α = 0.70 F = N,α = 0.90
D = LD
ts = 1.0, tm = 1.1 ts = 1.0, tm = 1.1 ts = 1.1, tm = 1.1
F = N,α = 0.50 F = S,α = 0.90 F = N,α = 0.90
D = LM
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.2
F = N,α = 0.90 F = N,α = 0.60 F = N,α = 0.70
D = LE
ts = 1.1, tm = 1.1 ts = 1.0, tm = 1.1 ts = 1.1, tm = 1.1
F = N F = N F = N
D = JB
ts = 1.1, tm = 1.2 ts = 1.1, tm = 1.2 ts = 1.1, tm = 1.2
F = N F = S F = S
Tabela 3.8: TestPCA+LBP: Imagens segmentadas.
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(a) Imagem original (b) ms = 4, ts = tm = 1.1,D =
LJ ,F = N,α = 0.70
(c) ms = 8, ts = tm = 1.1,D =
LJ ,F = N,α = 0.70
(d) Imagem original (e) ms = 4, ts = tm = 1.1,D =
LM ,F = N,α = 0.70
Figura 3.15: Imagens Segmentadas pelo método TestPCA+LBP.
Neste teste, é possível perceber que a nova característica obtida pela redução da dimensi-
onalidade da imagem combinado com o descritor de textura resultou em um aprimoramento
da segmentação, mesmo nas imagens reduzidas, em relação aos testes anteriores. As distân-
cias probabilísticas na forma analítica obtiveram um resultado bastante equivocado. Por este
motivo, apenas o melhor resultado será mostrado, conseguido através da medida de distância
Bhattacharyya.
Experimento 6 - RGB
Este experimento foi realizado considerando a segmentação sobre o histograma de cada
canal do sistema de cor RGB da imagem. A Tabela 3.9 apresenta os resultados obtidos. A
primeira coluna da tabela indica a medida de distância utilizada para mensurar a similaridade
das regiões em avaliação. As colunas seguintes indicam o valor do parâmetro ms. Também
foi avaliado o desempenho do método em relação à imagem original (ver Figura 3.5), cujo
resultado é apresentado na Figura 3.16. Outros resultados são apresentados na Figura 3.17.
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Figura 3.16: TestRGB: tm = ts = 1.1,D = LD,M = 8.
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4 8 12
D = LK
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1
F = N F = N F = N
D = LB
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1
F = N F = N F = N
D = LD
ts = 1.0, tm = 1.1 ts = 1.1, tm = 1.2 ts = 1.1, tm = 1.2
F = N F = N F = N
D = LM
ts = 1.0, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.2, tm = 1.1
F = N F = N F = N
D = LE
ts = 1.1, tm = 1.1 ts = 1.0, tm = 1.1 ts = 1.1, tm = 1.0
F = N F = N F = N
D = JM
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.0 ts = 1.1, tm = 1.1
F = N F = S F = N
Tabela 3.9: TestRGB: Imagens segmentadas.
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(a) Imagem original (b) ms = 4, ts = tm = 1.1,D =
LJ ,F = N
(c) Imagem original (d) ms = 4, ts = tm = 1.1,D =
LJ ,F = N
Figura 3.17: Imagens Segmentadas pelo método TestRGB.
Neste teste, é possível perceber que os três canais de cor, combinados através da soma pon-
derada que considera a percepção de cor do sistema visual humano, obteve um bom resultado,
mas não melhor do que o apresentado pela combinação do PCA com o descritor LBP, como
pode ser constatado nas Tabelas 3.8 e 3.9 e nas Figuras 3.14 e 3.16. As distâncias probabilís-
ticas na forma analítica obtiveram um resultado bastante equivocado. Por este motivo, apenas o
melhor resultado será mostrado, conseguido através da medida de distância Matusita.
Experimento 7 - RGB + LBP
Este experimento foi realizado considerando a segmentação sobre o histograma de cada
canal do sistema de cor RGB da imagem combinado com o descritor de textura LBP. A Tabela
3.10 apresenta os resultados obtidos. A primeira coluna da tabela indica a medida de distância
utilizada para mensurar a similaridade das regiões em avaliação. As colunas seguintes indicam
o valor do parâmetro ms. Também foi avaliado o desempenho do método em relação à imagem
original (ver Figura 3.5), cujo resultado é apresentado na Figura 3.18. Outros resultados são
apresentados na Figura 3.19.
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Figura 3.18: TestRGB+LBP: tm = ts = 1.1,D = LD,M = 8.
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4 8 12
D = LK
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1
F = N,α = 0.70 F = N,α = 0.90 F = N,α = 0.70
D = LB
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.0, tm = 1.1
F = N,α = 0.80 F = N,α = 0.50 F = N,α = 0.60
D = LD
ts = 1.1, tm = 1.1 ts = 1.0, tm = 1.2 ts = 1.1, tm = 1.1
F = N,α = 0.80 F = N,α = 0.90 F = N,α = 0.70
D = LM
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1
F = N,α = 0.60 F = N,α = 0.50 F = N,α = 0.90
D = LE
ts = 1.0, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1
F = N F = N F = N
D = JD
ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1 ts = 1.1, tm = 1.1
F = N F = N F = N
Tabela 3.10: TestRGB+LBP: Imagens segmentadas.
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(a) Imagem original (b) ms = 4, ts = tm = 1.1,D =
LJ ,F = N,α = 0.70
(c) Imagem original (d) ms = 4, ts = tm = 1.1,D =
LJ ,F = N,α = 0.70
Figura 3.19: Imagens Segmentadas pelo método TestRGB+LBP.
Neste teste, é possível perceber que a combinação de cor e textura obteve o melhor resul-
tado até então, como pode ser constatado na Tabela 3.10 e na Figura 3.18. A combinação,
novamente, refinou a segmentação em relação ao uso isolado de apenas uma característica. As
distâncias probabilísticas na forma analítica obtiveram um resultado bastante equivocado. Por
este motivo, apenas o melhor resultado será mostrado, conseguido através da medida de distân-
cia Divergência.
Análise dos Resultados do Processo de Segmentação
Com base nos resultados apresentados no tópico anterior, pode-se observar que existe uma
extensa possibilidade de variação de parâmetros, tais como medidas de características utiliza-
das, tamanho mínimo da região na fase de split, tipo de medida de distância e segmentação
utilizadas, e variação de pesos e limiares da análise de similaridade entre regiões. Os resultados
mostraram que a redução da imagem provocou uma supressão das características da mesma,
comprometendo o resultado da segmentação, em especial quando considerado apenas o des-
critor de texturas. Outro fator relevante no resultado da segmentação é o tamanho mínimo da
região analisada na fase de split. Pela análise dos resultados, verificou-se que o tamanho ideal
da região mínima está diretamente relacionado ao nível de detalhe dos objetos da imagem. Para
3.5 Experimentos Realizados 93
imagens com objetos pequenos, como as imagens de terrenos, regiões menores (4× 4 pixels,
por exemplo) produzem melhores resultados. Para imagens com objetos grandes ou poucos
detalhes, como as imagens de mosaico, regiões maiores (por exemplo, 12× 12 pixels), resul-
tam em melhores segmentações, com a vantagem de serem efetuadas em menos tempo, como
observado na Tabela 3.11.
Também foram realizados testes variando-se os limiares da fase de split e da fase de merge.
É possível observar que os melhores resultados concentraram-se nos valores do intervalo [1.0,
1.2] para ambos os casos. A contribuição da textura também é um fator importante no processo
de segmentação, e os melhores resultados atribuíam ao fator de ponderação α um valor do
intervalo [0.5, 0.9]. Este fator deve ser escolhido de forma que a textura seja completamente
descrita, pois caso contrário pode não conter todos os relacionamentos de intensidades que a
caracterizam. Entretanto, para imagens com o histograma LBP comprometido pela falta de
detalhes e texturas, caso apresentado na Figura 3.4(c) devido à redução da imagem original,
este fator deve privilegiar o descritor de cor da imagem para um melhor resultado. Assim, foi
constatado que a textura forneceu um refinamento na qualidade da segmentação, em todos os
testes em que foi considerada, em comparação com a segmentação equivalente baseada apenas
em um critério.
A extração de características foi outro fator que se mostrou importante na segmentação.
Embora o custo computacional seja inicialmente alto, há uma compensação na redução da di-
mensionalidade das características analisadas. Além disso, os testes realizados com a imagem
colorida utilizando-se unicamente o sistema de cor RGB tiveram tanto sucesso quanto a segmen-
tação realizada sobre a componente principal do PCA, que possui a vantagem de economizar
tempo e memória (ver Tabela 3.11).
Quanto às diferentes medidas de distância pelas quais a imagem pode ser analisada, verificou-
se que a distância de Divergência, de Matusita, de Bhattacharyya e euclidiana apresentaram re-
sultados semelhantes e satisfatórios, no sentido de dividir a imagem por tipo de vegetação, com
especial destaque para as duas primeiras. Em todos os casos, a forma analítica das medidas
de distância probabilísticas consideradas retornaram resultados equivocados, em parte devido
a essas medidas serem utilizadas em classificadores com taxas de aprendizado, de forma que a
variabilidade entre as classes analisadas sempre aumente. Os resultados observados nas Figuras
3.7, 3.9, 3.11, 3.13, 3.15, 3.17 e 3.19 ilustram que o método pode ser aplicado às mais
diversas imagens e não apenas a imagens de alta-resolução. Deve-se observar, no entanto, que a
qualidade dos resultados obtidos dependerá do objetivo do experimento. Por exemplo, a figura
3.9 foi supersegmentada, criando um grafo com muitos vértices e arestas, tornando inviável sua
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análise em termos de equivalência de regiões com uma imagem modelo.
A Tabela 3.11 apresenta o tempo de execução do método, em milissegundos. É possível
observar que, quanto menor ms, maior é o tempo de processamento. As formas analíticas
das medidas de distância também demandaram um tempo maior para executarem o algoritmo,
devido às sucessivas operações sobre matrizes.
Teste D 4 8 12
TestLBP LD 32.620000 3.690000 3.920000
TestLBP LK 25.200000 2.080000 1.100000
TestLBP LM 19.990000 0.870000 0.790000
TestLBP LB 20.180000 0.940000 0.840000
TestLBP LE 18.250000 0.760000 0.700000
TestGRAY LD 32.160000 3.540000 1.330000
TestGRAY LK 26.630000 2.280000 0.800000
TestGRAY LM 20.820000 0.930000 0.390000
TestGRAY LB 18.630000 0.930000 0.380000
TestGRAY LE 20.440000 0.770000 0.710000
TestPCA LD 35.620000 4.050000 1.550000
TestPCA LK 30.310000 2.920000 1.010000
TestPCA LM 21.150000 1.150000 0.600000
TestPCA LB 21.670000 1.260000 0.600000
TestPCA LE 20.440000 1.060000 0.6400000
TestGRAY+LBP LD 46.800000 6.880000 7.630000
TestGRAY+LBP LK 37.720000 4.940000 4.160000
TestGRAY+LBP LM 21.350000 1.170000 1.210000
TestGRAY+LBP LB 21.830000 1.330000 1.400000
TestGRAY+LBP LE 20.150000 1.130000 1.190000
TestGRAY+LBP JB 30.610000 14.050000 3.23000000
TestGRAY+LBP JK 136.020000 19.360000 8.9600000
TestGRAY+LBP JM 118.730000 20.150000 8.400000
TestGRAY+LBP JD 114.830000 20.950000 7.000000
TestPCA+LBP LD 47.200000 6.880000 12.230000
TestPCA+LBP LK 36.770000 3.620000 3.150000
TestPCA+LBP LM 21.560000 1.390000 2.120000
TestPCA+LBP LB 22.060000 1.590000 1.950000
TestPCA+LBP LE 21.230000 1.160000 2.010000
TestPCA+LBP JB 21.320000 13.210000 6.800000
TestPCA+LBP JK 137.680000 21.200000 7.290000
TestPCA+LBP JM 121.190000 20.290000 6.740000
TestPCA+LBP JD 120.480000 21.690000 7.240000
TestRGB LD 70.230000 10.390000 3.410000
TestRGB LK 40.040000 5.660000 1.790000
TestRGB LM 24.130000 1.640000 0.600000
TestRGB LB 26.580000 1.760000 0.620000
TestRGB LE 25.190000 1.570000 0.550000
TestRGB JB 42.040000 18.520000 5.950000
TestRGB JK 137.350000 22.500000 7.280000
TestRGB JM 126.410000 20.610000 6.430000
TestRGB JD 134.270000 22.010000 6.890000
TestRGB+LBP LD 71.780000 13.280000 14.950000
TestRGB+LBP LK 40.820000 4.920000 2.410000
TestRGB+LBP LM 20.840000 1.740000 2.010000
TestRGB+LBP LB 21.930000 2.080000 2.430000
TestRGB+LBP LE 20.450000 1.990000 1.960000
TestRGB+LBP JB 61.040000 20.490000 6.530000
TestRGB+LBP JK 146.650000 21.050000 8.010000
TestRGB+LBP JM 129.730000 20.660000 6.300000
TestRGB+LBP JD 130.890000 20.360000 6.900000
Tabela 3.11: Tempo de execução médio do método proposto em milissegundos.
A seguir serão apresentados os testes da função de agregação.
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3.5.2 Função de Agregação
Os testes da função de agregação têm por objetivo verificar se os atributos escolhidos e as
funções de agregação definidas descrevem fielmente as características das imagens. A figura da
Tabela 3.12 mostra o grafo modelo construído com as ferramentas de desenho do ImGraph a
partir de uma análise visual para identificar quais as regiões da imagem e seus relacionamentos
representariam os vértices e arestas do grafo modelo. A imagem foi então, dividida de acordo
com o tipo de vegetação local. A correspondência entre a imagem modelo e a imagem a ser
reconhecida no modelo também foi obtida através dessa análise visual.
É possível perceber na figura da Tabela 3.12 o funcionamento das ferramentas de dese-
nho do ImGraph. Nota-se que todas as regiões foram delimitadas utilizando-se a ferramenta
de seleção poligonal. Os vértices serão denotados por ser rótulos e as arestas do modelo se-
rão denotadas pela sequencia de números mostrados na Tabela 3.12. Os grafos resultantes da
segmentação automática são apresentados nas Tabelas 3.13 e 3.14.
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0 (0, 1)
1 (0, 2)
2 (0, 5)
3 (6, 16)
4 (11, 16)
5 (11, 18)
6 (6, 11)
7 (7, 11)
8 (9, 11)
9 (10, 11)
10 (11, 12)
11 (12, 13)
12 (12, 17)
13 (10, 12)
14 (9, 10)
15 (7, 9)
16 (9, 14)
17 (10, 14)
18 (5, 8)
19 (8, 13)
20 (7, 8)
21 (8, 9)
22 (6, 7)
23 (5, 7)
24 (5, 13)
25 (5, 14)
26 (2, 5)
27 (2, 4)
28 (1, 4)
29 (3, 4)
30 (4, 17)
31 (2, 15)
32 (14, 15)
33 (14, 17)
34 (2, 17)
35 (0, 1)
36 (1, 2)
37 (5, 6)
38 (12, 18)
39 (13, 17)
40 (13, 14)
41 (10, 13)
42 (9, 13)
Tabela 3.12: À esquerda, os números que denotam as arestas do modelo. À direita, a imagem
modelo.
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0 1
1 4
2 0
3 2
4 5
5 5
6 4
7 5
8 8
9 13
10 5
11 16
12 6
13 7
14 7
15 10
16 11
17 9
18 18
19 12
20 2
21 4
22 14
23 15
24 15
25 3
26 17
27 14
28 12
29 17
Tabela 3.13: À esquerda, a correspondência entre a imagem modelo e a imagem alvo. À direita,
a imagem segmentada utilizando-se a 1acomponente do PCA, com os parâmetros ts = tm =
1.15, ms = 4, F = N, D = LJ .
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0 1
1 0
2 4
3 5
4 5
5 2
6 4
7 2
8 5
9 6
10 7
11 7
12 16
13 11
14 8
15 9
16 18
17 10
18 12
19 15
20 14
21 4
22 3
23 15
24 3
25 4
26 13
27 12
28 17
Tabela 3.14: À esqueda, correspondência entre a imagem modelo e a imagem alvo. À direita,
imagem segmentada utilizando-se a 1acomponente do PCA combinada com o descritor LBP,
com os parâmetros ts = tm = 1.15, ms = 4, F = N, α = 0.5, D = LJ
As matrizes de similaridade foram impressas de forma tal que as células pintadas de ama-
relo representam a solução ideal encontrada pelo algoritmo, as células verdes representam a
solução ideal não encontrada e as células vermelhas apresentam a solução encontrada que não
correspondem a solução ideal. A seguir serão descritos dois experimentos realizados sobre
essas imagens.
Experimento 1
Neste teste, foram considerados o grafo modelo e o grafo resultante da segmentação da
imagem cuja dimensionalidade foi reduzida pela aplicação do algoritmo PCA, como mostrado
na Tabela 3.13. O vetor solução, apresentado na mesma tabela, representa a correspondência
das regiões, estabelecida entre a figura da Tabela 3.12 e a figura da Tabela 3.13. Assim, temos
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que os vértices da primeira coluna representam a imagem a ser reconhecida e correspondem aos
vértices da imagem modelo, presentes na segunda coluna da tabela. As matrizes de similaridade
auxiliam na determinação dessa solução. É importante salientar que a melhor correspondência
depende da interpretação visual das imagens, variando de acordo com o observador. O vértice
28 da imagem segmentada, por exemplo, pode ser associada tanto ao vértice 12 quanto ao
vértice 17.
Para cada teste, foram variados o fator de ponderação β da função de agregação e as medi-
das de distância utilizadas. A Tabela 3.15 apresenta o resultado obtido para a matriz de simila-
ridade entre vértices. Entre arestas, como a dimensão da matriz obtida foi muito alta (71×43),
a mesma não será exibida em sua completude nesta dissertação, sendo apenas comentada.
Neste experimento, foram obtidas 3 correspondências incorretas para os vértices 1, 4 e 5 do
grafo que representa a imagem da Tabela 3.13. Para o vértice 1, o menor valor encontrado, que
corresponde a possível correspondência entre o grafo alvo e o grafo modelo, ocorreu na coluna
1, enquanto a associação correta deveria apontar para o vértice 4 do modelo. Isso se deve à
proximidade dos centros de massa dos vértices 1 e 1, fazendo com que a similaridade entre essas
regiões seja mais alta. Para os vértices 4 e 5, entretanto, a similaridade entre os histogramas
ponderou incorretamente a função de agregação, tendo por consequência associações incorretas
para os dois vértices. Vale ressaltar que o vértice 22 ocupa duas regiões na imagem modelo,
e sua correspondência é possível tanto para o vértice 2 quanto para o vértice 14 do mesmo.
Entretanto, se ocorrer o casamento entre os vértices 22 e 2, haveria um vértice no modelo sem
correspondência. Algoritmos como o GRASP [95] impedem que essa associação seja efetuada,
nesses casos, realizando o casamento de forma que nenhum vértice do modelo fique sem um
vértice correspondente no grafo alvo.
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
0 0.056094 0.048484 0.160635 0.312602 0.342368 0.129961 0.250179 0.344672 0.342960 0.195684 0.459996 0.334766 0.139769 0.278573 0.280997 0.330078 0.601344 0.559093 0.579825
1 0.300528 0.192776 0.480193 0.668362 0.222798 0.568771 0.967589 0.514361 0.602083 0.996660 0.769445 1.088042 1.384306 1.016037 0.864015 0.616958 0.705458 0.343913 0.273379
2 0.033607 0.135197 1.115917 0.872806 2.430667 0.556755 0.835224 1.157279 0.671970 1.011256 1.180036 0.879799 1.191357 1.854323 0.764406 1.799293 1.523570 2.313824 0.345996
3 0.487205 0.162618 0.303033 0.840179 2.246449 1.073246 0.792916 2.397661 0.926608 1.061501 1.731335 1.226854 0.961207 1.151296 1.536078 1.286490 2.052648 2.291325 0.648007
4 0.285467 0.154775 1.084308 1.529770 2.558666 0.273870 0.687730 1.075373 0.664502 0.795232 1.714736 0.916543 0.781295 1.507078 1.156056 1.954220 1.423276 2.909058 0.405143
5 0.121535 0.319172 0.203348 0.320260 0.162747 0.147773 0.163069 0.065203 0.080635 0.254128 0.124860 0.268954 0.420766 0.274993 0.231825 0.237686 0.278771 0.212433 0.163208
6 1.815813 0.679502 0.523648 0.790419 0.134911 1.450431 2.559724 1.751930 1.193339 2.028647 1.810093 1.907459 2.449982 1.785285 1.459484 0.917343 2.207766 1.687488 0.659398
7 0.349268 0.362094 0.493910 1.016865 1.410863 0.216350 1.039714 1.309043 0.407900 0.740688 1.069781 0.851085 0.866764 1.143840 0.619698 1.147222 1.610142 1.805490 0.408066
8 0.859010 0.788147 0.583104 1.130131 0.641345 0.298832 0.632027 0.240527 0.030516 0.322559 0.236094 0.375840 0.685917 0.413021 0.538120 0.577773 0.976263 0.772064 0.171809
9 2.221729 1.105540 1.139492 1.928893 4.156411 2.190090 0.814140 2.775053 1.038541 0.799708 0.759635 0.871328 0.432264 0.297945 0.803264 1.439909 2.092932 0.974941 0.669003
10 0.392873 0.391407 0.523960 1.367050 1.782668 0.169574 0.390364 0.430174 0.443669 0.337755 1.159924 0.596854 0.408959 0.628942 0.651738 1.233451 1.152430 2.078901 0.392701
11 3.298654 1.117809 3.947480 3.667478 2.291762 2.733217 0.651928 0.913779 0.885267 1.701335 1.365913 0.402836 1.538749 3.130768 3.678961 3.434647 0.035178 1.440610 0.084514
12 1.036616 0.950616 0.716584 2.009711 2.507415 0.706308 0.078353 0.285910 0.679962 0.581251 1.090090 0.411151 0.675562 0.303012 1.063470 1.849201 0.666752 2.441682 0.315994
13 1.274206 0.772427 1.529843 1.650384 1.658076 0.757490 0.490164 0.126112 0.179717 0.669702 0.354560 0.401689 0.966934 1.301671 1.357026 1.414287 0.606386 0.984218 0.214212
14 0.739730 0.779597 0.748145 1.023935 0.679394 0.407308 0.120111 0.058425 0.105830 0.295291 0.290356 0.148711 0.576539 0.590865 0.756005 0.627981 0.284022 0.765794 0.150401
15 1.973593 1.144632 2.395612 1.774455 2.917755 1.924299 1.013921 0.679458 0.291391 0.468548 0.132322 0.255642 0.255999 1.173369 1.560410 1.481605 0.927603 0.935133 0.171385
16 0.725732 1.216050 0.653045 1.137606 0.704338 0.470174 0.276095 0.251563 0.368398 0.238213 0.235568 0.012809 0.202347 0.420231 0.578039 0.998081 0.258599 0.591736 0.105084
17 1.031972 0.534038 0.832222 1.730059 2.764782 0.347714 0.553512 0.763424 0.463718 0.102356 0.501025 0.297535 0.173598 0.515360 0.694084 1.484214 0.944705 1.623401 0.265481
18 0.583657 0.833233 0.479948 0.677255 0.225954 0.407188 0.280371 0.157897 0.197417 0.177538 0.095537 0.060930 0.153093 0.282120 0.381016 0.393739 0.107500 0.141993 0.001897
19 1.350250 0.483740 0.943226 1.756938 2.200425 0.579476 0.910353 1.156174 1.034612 0.263287 0.356176 0.476607 0.015927 0.469714 0.651747 1.203809 1.379701 0.928867 0.181122
20 1.468474 0.322517 0.245650 0.593410 0.901932 0.948876 1.378980 2.001055 1.503289 0.916774 1.720591 1.271381 0.704471 0.610318 0.548048 0.459321 2.776042 1.273084 1.021304
21 3.256166 0.809225 1.601586 0.449349 0.263594 3.686017 3.046613 3.750976 1.138438 3.139012 2.065443 1.984777 2.459406 3.693834 2.715494 1.236682 1.924168 1.532931 0.620320
22 0.585716 0.395133 0.261776 0.741729 1.307522 0.718657 1.135196 2.140258 0.717507 0.673971 1.028131 0.938600 0.706856 0.934361 0.434881 0.478080 2.085014 1.193863 0.689153
23 0.268586 0.442289 0.084748 0.223007 0.106264 0.193563 0.432688 0.149450 0.153009 0.237411 0.065904 0.313035 0.372123 0.247136 0.105759 0.063061 0.581950 0.120259 0.246577
24 0.809825 0.802994 0.335553 0.421326 0.343539 0.484287 0.815757 0.547405 0.239294 0.410178 0.275993 0.430613 0.507408 0.393071 0.202428 0.094069 1.209747 0.280467 0.409640
25 0.831065 0.317237 0.307738 0.075239 0.576463 0.688499 1.205672 1.226235 1.173457 0.653342 1.156974 0.838525 0.860377 0.710641 0.443565 0.558586 2.708920 1.197102 0.642234
26 2.229928 1.140114 1.055665 1.145885 0.549208 1.553137 2.113074 1.205921 1.197961 1.390823 0.983075 1.383259 1.314618 1.031838 0.725663 0.723837 1.581583 0.295279 0.522640
27 0.658590 0.496749 0.719065 0.951511 1.698638 0.732689 1.298678 1.427039 0.714851 0.700062 0.558620 0.834897 0.563063 0.416078 0.168832 0.546614 1.766741 0.570876 0.477163
28 0.357780 0.575553 0.200150 0.503694 0.189626 0.276442 0.319431 0.194959 0.161236 0.225656 0.115504 0.094072 0.077972 0.121859 0.153243 0.291695 0.348356 0.095174 0.139175
29 2.124002 1.403845 1.294436 1.508797 0.712664 1.453880 1.618182 1.077871 0.981491 1.034471 0.619339 1.122765 0.644839 0.780511 0.816674 0.849985 0.505393 0.183178 0.234035
Tabela 3.15: Matriz de similaridade entre vértices PCA. β = 0.9 e D = LM
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Para as arestas, algumas associações são apresentadas nas Tabelas 3.16, 3.17 e 3.18.
0 1 2 3 4 5 6 7 8 9 10 11
1 0.000420 0.009720 0.004993 0.028560 0.043408 0.039770 0.029522 0.038990 0.022343 0.041353 0.026537 0.030270
12 13 14 15 16 17 18 19 20 21 22 23
1 0.048180 0.023072 0.025744 0.024096 0.039640 0.050964 0.013700 0.037117 0.040445 0.020489 0.028690 0.012074
24 25 26 27 28 29 30 31 32 33 34 35
1 0.020800 0.025127 0.011458 0.026213 0.007211 0.038527 0.044791 0.026111 0.038312 0.037679 0.025621 0.000420
36 37 38 39 40 41 42 43
1 0.006042 0.011889 0.021995 0.046560 0.042006 0.037098 0.041907 0.032533
Tabela 3.16: Similaridade entre a aresta 1 (0,2) do grafo a ser reconhecido e as arestas do grafo
modelo
0 1 2 3 4 5 6 7 8 9 10 11
2 0.001357 0.004216 0.010968 0.044827 0.061950 0.064670 0.045621 0.054519 0.039058 0.059045 0.045587 0.047158
12 13 14 15 16 17 18 19 20 21 22 23
2 0.024709 0.041886 0.041797 0.037568 0.022414 0.032312 0.022597 0.048787 0.051401 0.033149 0.041909 0.022050
24 25 26 27 28 29 30 31 32 33 34 35
2 0.031228 0.011370 0.013877 0.016304 0.000342 0.031865 0.042576 0.017829 0.024991 0.028767 0.021273 0.001357
36 37 38 39 40 41 42 43
2 0.000208 0.022318 0.042026 0.025811 0.036514 0.021049 0.024007 0.055071
Tabela 3.17: Similaridade entre a aresta 2 (0,3) do grafo a ser reconhecido e as arestas do grafo
modelo
0 1 2 3 4 5 6 7 8 9 10 11
5 0.002279 0.002266 0.007818 0.087043 0.119655 0.061692 0.087751 0.113632 0.115347 0.116991 0.125182 0.132538
12 13 14 15 16 17 18 19 20 21 22 23
5 0.100944 0.128039 0.126742 0.121295 0.080221 0.080270 0.066905 0.092875 0.087347 0.086832 0.082980 0.066526
24 25 26 27 28 29 30 31 32 33 34 35
5 0.075957 0.052554 0.034604 0.031599 0.006068 0.086611 0.249397 0.033492 0.082321 0.086976 0.037733 0.002279
36 37 38 39 40 41 42 43
5 0.005868 0.066870 0.061387 0.109601 0.026294 0.040125 0.055228 0.063532
Tabela 3.18: Similaridade entre a aresta 5 (2,3) do grafo a ser reconhecido e as arestas do grafo
modelo
Na Tabela 3.16, é possível observar que o menor valor equivale à coluna 0, significando
que a aresta 1 do grafo alvo está relacionada com a aresta 0 do grafo modelo. Essa associação
se mostra correta, como mostra a Figura 3.12 e a Tabela 3.13. Outras entradas da matriz de
similaridade de arestas incluem a Tabela 3.17 e 3.18, que associam corretamente as arestas do
grafo modelo e do grafo alvo.
Experimento 2
Neste teste, foram considerados o grafo modelo e o grafo resultante da segmentação da
imagem cuja dimensionalidade foi reduzida pela aplicação do algoritmo PCA em combinação
com o descritor de texturas LBP, como mostrado na Tabela 3.14. O vetor solução, apresentado
na mesma tabela, representa a correspondência das regiões, estabelecida entre a figura da Tabela
3.12 e a figura da Tabela 3.14. Assim, temos que os vértices da primeira coluna representam
a imagem a ser reconhecida e correspondem aos vértices da imagem modelo, presentes na
segunda coluna da tabela.
Para cada teste, foram variados o fator de ponderação β da função de agregação, bem como
a contribuição da textura no cálculo das distância probabilística utilizada na função de agrega-
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ção. As medidas de distância também foram variadas. A Tabela 3.14 apresenta o resultado
obtido para a matriz de similaridade entre vértices. Entre arestas, como a dimensão da matriz
obtida foi muito alta (65×43), a mesma não será exibida em sua completude nesta dissertação,
sendo apenas comentada.
Neste experimento, foram obtidas 4 correspondências incorretas para os vértices 2, 4, 15 e
24 do grafo que representa a imagem da Tabela 3.14. Para o vértice 2, o menor valor encontrado,
que corresponde a possível correspondência entre o grafo alvo e o grafo modelo, ocorreu na
coluna 1, enquanto a associação correta deveria apontar para o vértice 4 do modelo. Isso se deve
à proximidade dos centros de massa dos vértices 2 e 1, fazendo com que a similaridade entre
essas regiões seja mais alta. Para o vértice 4, entretanto, a similaridade entre os histogramas
ponderou incorretamente a função de agregação, tendo por consequência associações incorretas
para os dois vértices. O vértice 15 ocupa duas regiões na imagem modelo, e sua correspondência
é possível tanto para o vértice 9 quanto para o vértice 11 do mesmo. E por último, o vértice 24
encontra-se em uma região de limiar, entre as regiões 3 e 14 do modelo, tornando equivocada
sua classificação.
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
0 0.112738 0.092871 0.223871 0.531090 0.438047 0.196262 0.454118 0.527947 0.562098 0.386130 0.683278 0.471084 0.271566 0.461721 0.487943 0.403909 0.819250 0.665195 0.633894
1 0.069085 0.231687 0.767007 0.839558 1.856835 0.527807 0.766673 1.074280 0.700922 0.888532 1.103460 0.795774 0.957558 1.466474 0.731533 1.317385 1.299640 1.698694 0.543608
2 0.342553 0.178455 0.351541 0.623896 0.330738 0.528721 1.147161 0.646007 0.940196 0.943697 1.042019 0.829012 1.007943 0.953170 0.923640 0.572206 1.002389 0.272611 0.808985
3 0.432467 0.545975 1.053712 1.592845 2.400818 0.252795 0.435034 0.777588 0.530289 0.573302 1.425050 0.624379 0.568139 1.285380 1.147340 2.012655 1.007336 2.354832 0.530073
4 0.102186 0.305812 0.158265 0.310079 0.151846 0.189699 0.171141 0.104924 0.115892 0.261216 0.180105 0.277006 0.381295 0.249815 0.223178 0.252161 0.283726 0.237940 0.208263
5 1.476867 0.762073 0.347386 1.007410 1.432530 1.925271 1.806476 2.646062 2.380751 1.417956 2.419883 1.133334 0.897835 1.470376 1.426234 1.566331 3.306687 1.701124 2.202348
6 1.691490 0.545451 0.541064 0.789333 0.206580 1.447190 2.380498 1.745279 1.635843 2.070550 2.116819 1.448105 1.834683 1.815081 1.646888 1.091235 1.996384 1.488702 1.028965
7 0.085128 0.156700 0.053305 0.268782 0.066873 0.113587 0.259430 0.186804 0.207513 0.268477 0.256501 0.185286 0.228298 0.226195 0.238483 0.103112 0.276896 0.104115 0.252886
8 0.551544 1.034995 0.820587 1.794138 1.913186 0.215685 1.116240 1.459155 0.664675 0.703611 1.242215 0.814788 0.745369 1.296975 1.008514 1.417283 1.665296 1.732466 0.944185
9 1.312754 1.832219 1.105371 2.491706 2.408520 0.896053 0.169100 0.416888 0.789778 0.671905 1.056175 0.395677 0.607400 0.697598 1.369803 2.753495 0.764142 2.572069 0.544915
10 0.931039 1.067212 0.915962 1.557414 0.849136 0.544713 0.270992 0.100486 0.151803 0.364978 0.410125 0.151804 0.635749 0.739698 0.907838 1.082721 0.378915 0.958908 0.305877
11 0.956311 1.255870 1.040691 1.927658 1.217725 0.571502 0.497619 0.164250 0.326758 0.622876 0.603321 0.488761 0.906934 0.900905 0.949306 1.535162 0.697644 1.201774 0.511145
12 2.444566 0.950092 2.772467 2.902732 1.684286 1.865776 0.502371 0.633939 0.720797 1.258780 1.052771 0.306310 1.136088 2.267661 2.639733 2.501181 0.007981 1.235699 0.138570
13 0.955355 1.915783 0.863610 2.012204 0.929925 0.738162 0.412938 0.341480 0.610606 0.472501 0.411538 0.015472 0.304141 0.758603 1.019274 1.971118 0.432565 0.986623 0.313033
14 0.836231 1.138120 0.628724 1.584823 0.699155 0.370646 0.675281 0.295675 0.067507 0.445092 0.400676 0.411522 0.650469 0.455765 0.601569 0.916034 0.884165 0.862914 0.364940
15 1.467802 2.124725 1.431658 3.149099 2.997708 0.560806 0.835124 0.762321 0.645931 0.330086 0.725576 0.254156 0.258296 0.793229 1.117640 2.356510 1.076533 1.772127 0.603370
16 0.511138 0.856634 0.444280 0.854591 0.311783 0.390177 0.280774 0.148098 0.216289 0.174343 0.063516 0.047501 0.127727 0.244128 0.340727 0.506556 0.178636 0.170014 0.003354
17 1.427200 1.143980 1.405223 1.772736 1.604476 1.268596 1.036431 0.513144 0.194200 0.506661 0.094068 0.273659 0.216538 0.598456 0.853392 1.114717 0.843484 0.480753 0.154074
18 1.333990 1.394700 1.004399 2.427601 1.867035 0.635295 0.901392 0.902422 0.892752 0.343437 0.361166 0.394957 0.057772 0.541343 0.616028 1.523004 1.140786 0.823777 0.282333
19 0.336370 0.503924 0.149442 0.454667 0.214031 0.175937 0.627935 0.373976 0.429319 0.334632 0.251569 0.400570 0.433612 0.428259 0.317810 0.087834 0.690190 0.140119 0.517432
20 0.865687 0.856698 0.709363 1.337738 1.980927 1.090373 1.239651 1.882812 0.936192 0.950366 1.020732 0.796055 0.606406 0.673836 0.383607 0.739478 1.938315 0.858198 0.954214
21 2.508586 0.691518 1.084035 0.560362 0.342350 2.484514 2.752540 2.751801 1.487203 2.564842 2.091528 1.651761 1.917627 2.626041 2.058982 1.077980 2.002196 1.157063 1.199989
22 0.687712 0.249964 0.253210 0.063347 0.413659 0.668087 1.167601 0.969006 1.372247 0.635495 1.140010 0.649680 0.678036 0.710211 0.552350 0.612945 2.155346 0.830707 0.807437
23 0.654699 0.660093 0.300788 0.500452 0.321863 0.372586 0.790540 0.582379 0.434472 0.437888 0.370910 0.424255 0.477603 0.474107 0.349938 0.087597 1.087517 0.224187 0.546530
24 0.419963 0.238136 0.170228 0.226922 0.101904 0.423826 0.685730 0.500843 1.096535 0.442523 0.746839 0.210705 0.222742 0.480251 0.439799 0.532124 0.974001 0.186650 0.926610
25 0.894217 0.737998 0.239642 0.557271 0.181109 0.809794 1.077565 0.860945 1.482430 0.893385 1.155524 0.452939 0.456424 0.619793 0.622128 0.777487 1.404489 0.365558 1.138258
26 1.886316 1.837465 1.030784 2.384323 3.416999 1.968298 0.862063 2.104397 1.124089 0.767970 0.802636 0.661239 0.421493 0.302517 0.592059 1.645864 2.026690 0.887271 0.840702
27 0.563090 0.885449 0.230561 1.109771 0.241462 0.489114 0.563628 0.502885 0.414958 0.485592 0.378810 0.112911 0.102810 0.143018 0.243237 0.648312 0.762371 0.277734 0.424553
28 2.337278 1.275913 1.419036 2.029157 0.776073 1.529556 2.138071 1.417026 1.127578 1.326994 0.868908 1.255310 0.921223 1.089355 1.075480 0.879582 0.850505 0.145601 0.564161
Tabela 3.19: Matriz de similaridade entre vértices PCA+LBP. β = 0.7, α = 0.5 e D = LM
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Para as arestas, os algumas associações são apresentadas nas Tabelas 3.20, 3.21 e 3.22.
0 1 2 3 4 5 6 7 8 9 10 11
0 0.000327 0.008697 0.004153 0.089630 0.153831 0.087513 0.090230 0.131994 0.069634 0.152378 0.071330 0.073908
12 13 14 15 16 17 18 19 20 21 22 23
0 0.090851 0.068930 0.071887 0.071172 0.085169 0.120726 0.044693 0.106095 0.133510 0.068745 0.090024 0.043609
24 25 26 27 28 29 30 31 32 33 34 35
0 0.049174 0.055139 0.045580 0.071840 0.005598 0.129759 0.163149 0.071962 0.112100 0.112080 0.072011 0.000327
36 37 38 39 40 41 42 43
0 0.004689 0.043488 0.068142 0.116510 0.061275 0.042117 0.032477 0.028451
Tabela 3.20: Similaridade entre a aresta 0 (0,1) do grafo a ser reconhecido e as arestas do grafo
modelo
0 1 2 3 4 5 6 7 8 9 10 11
2 0.001889 0.015712 0.019362 0.100668 0.166246 0.115828 0.100927 0.142208 0.080494 0.163864 0.083514 0.083990
12 13 14 15 16 17 18 19 20 21 22 23
2 0.073266 0.080885 0.081874 0.079623 0.072123 0.106668 0.049836 0.112506 0.140135 0.076571 0.098804 0.049926
24 25 26 27 28 29 30 31 32 33 34 35
2 0.054733 0.044828 0.038498 0.036078 0.000271 0.122051 0.157760 0.036794 0.100006 0.101872 0.038601 0.001889
36 37 38 39 40 41 42 43
2 0.000150 0.050271 0.081170 0.101371 0.060341 0.072107 0.054355 0.0692947
Tabela 3.21: Similaridade entre a aresta 2 (0,5) do grafo a ser reconhecido e as arestas do grafo
modelo
0 1 2 3 4 5 6 7 8 9 10 11
4 0.004072 0.002768 0.005885 0.183224 0.249343 0.100487 0.183304 0.245562 0.223714 0.246913 0.225322 0.225461
12 13 14 15 16 17 18 19 20 21 22 23
4 0.211834 0.222929 0.224835 0.222171 0.190763 0.191037 0.148308 0.184300 0.182103 0.181271 0.180797 0.148745
24 25 26 27 28 29 30 31 32 33 34 35
4 0.153092 0.142679 0.038591 0.037028 0.014599 0.137286 0.395339 0.037865 0.188121 0.190426 0.039944 0.004072
36 37 38 39 40 41 42 43
4 0.014597 0.149231 0.099749 0.291463 0.044572 0.064912 0.054331 0.037769
Tabela 3.22: Similaridade entre a aresta 4 (1,5) do grafo a ser reconhecido e as arestas do grafo
modelo
Na Tabela 3.20, é possível observar que o menor valor equivale à coluna 0, significando que
a aresta 0 do grafo alvo está relacionada com a aresta 0 do grafo modelo. Essa associação se
mostra correta, como mostra a figura da Tabela 3.12 e a imagem da Tabela 3.14. Outras entradas
da matriz de similaridade de arestas incluem a Tabela 3.21 e 3.22, que associam corretamente
as arestas do grafo modelo e do grafo alvo.
Análise dos Resultados da Função de Agregação
Observou-se que a segmentação influencia diretamente no resultado das funções de agre-
gação, assim como as características selecionadas. Outro fator determinante na qualidade da
solução foi a delimitação correta do modelo, visto que grande parte das correspondências equi-
vocadas ocorreram cujos centros de massa ficavam próximos demais de outras regiões. Isso
sugere que, embora importante, o centro de massa pode ser melhor ponderado ao ser asso-
ciado à distância entre os histogramas das regiões em avaliação. Além disso, analisando-se os
resultados, concluiu-se que a influência dos vizinhos, embora necessite de um maior aprofunda-
mento, melhorou os resultados obtidos, e o fator de ponderação β ideal se encontra no intervalo
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[0.6,0.9]. Atribuindo uma influência maior aos vizinhos, obteve-se um resultado aquém em rela-
ção aos que consideraram apenas a similaridade vértice a vértice ou aresta a aresta. Isso se deve
ao fato das duas imagens possuírem um número distinto de arestas, ou seja, vizinhos comple-
tamente distintos serão considerados na análise e sua provável correspondência será analisada,
mesmo que ela não exista de fato. A medida de distância que obteve os melhores resultados foi
a distância de Matusita, enquanto a distância de Kullback-Leibler obteve os piores resultados,
seguindo o padrão encontrado na fase de segmentação. Assim, existe muito a ser pesquisado
sobre a melhor escolha de parâmetros e sua influência na segmentação de imagens e sua análise.
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4 Conclusões e trabalhos futuros
Este trabalho apresentou um método de segmentação de imagens monocromáticas e co-
loridas, utilizando o algoritmo split-and-merge, considerando características de cor e textura
extraídas a partir da aplicação do descritor Local Binary Pattern para medir a similaridade entre
as regiões. Diversos parâmetros foram analisados para aperfeiçoar o processo de segmentação.
Observou-se que o tamanho mínimo da região utilizado na fase de divisão do algoritmo split-
and-merge influenciou o resultado da segmentação e a escolha do limiar adequado mostrou-se
um fator também muito importante para medir a similaridade entre as regiões, assim como o
peso que indica a contribuição da textura. Este deve ser escolhido de forma que contenha todo
o padrão da textura e não extrapole as características pertencentes à região em questão. A re-
dução de dimensionalidade, ou seja, a diminuição do número de características selecionadas da
imagem através da Análise de Componentes Principais, contribuiu significativamente para um
melhor desempenho da segmentação em termos de memória utilizada, qualidade da solução,
tempo e custo computacional. Observou-se também que as distâncias probabilísticas em sua
forma discreta melhoraram o desempenho do método de segmentação em relação à distância
euclidiana. Em compensação, distâncias probabilísticas em sua forma analítica retornaram uma
imagem segmentada de forma bastante equivocada, não se adequando aos propósitos deste tra-
balho. Os experimentos demonstraram que a abordagem é bastante promissora, podendo ser
aplicada a uma grande variedade de imagens. A funções de agregação, que devem converter os
atributos em apenas um valor que indica a similaridade entre vértices e/ou arestas de dois gra-
fos de atributos, acertaram, em média, 90% dos casamentos entre vértices e arestas. Entretanto,
esse resultado depende da qualidade da segmentação e da construção do modelo.
A partir da investigação realizada, alguns trabalhos futuros podem ser delineados. Novos
descritores devem ser pesquisados com o objetivo de caracterizar mais eficientemente a infor-
mação de textura, aumentando a precisão da segmentação. A análise multicritério da função
de agregação também pode ser melhor estudada a fim de identificar novas formulações para
o problema de comportar, em um único valor, a similaridade entre dois conjuntos de valores.
Outro item a ser pesquisado são novos métodos para extrair e selecionar as características mais
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relevantes de uma imagem, tendo em vista o bom resultado apresentado pelo PCA. Além disso,
pode-se estudar os grafos obtidos pelo método em um ambiente de recuperação de imagens
por conteúdo, ou mesmo em aplicações de geoprocessamento, adicionando informações geor-
referenciadas aos grafos, como latitude e longitude, área e perímetro das regiões. Através da
utilização dos grafos para representar informações, pode-se utilizar diversos métodos existentes
de comparação entre grafos. Esta vantagem permite a escolha de um método que seja mais
eficiente e que atenda aos objetivos de uma aplicação específica, avaliando seu desempenho
e técnica utilizada. Outros trabalhos futuros incluem adicionar outros algoritmos de segmen-
tação ao ambiente, adicionar ferramentas para manipulação dos grafos como inserir, deletar e
editar vértices e arestas e acrescentar ferramentas de desenho mais elaboradas para edição das
imagens.
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APÊNDICE A -- Ambiente Gráfico para
Representação de Imagens Através
de Grafos
Em diversos trabalhos, grafos de atributos são utilizados para representar imagens [8, 23,
11, 46]. Entretanto, é difícil encontrar um programa que auxilie o pesquisador a criar uma re-
presentação para ser usada nessas aplicações. Nas abordagens que utilizam matrizes de simila-
ridade, criar exemplos manualmente para algoritmos que analisam a similaridade entre imagens
através de grafos, como o GRASP [95], é uma tarefa, por vezes, maçante e limitada.
Portanto, é importante que se tenha uma interface amigável que torne esta tarefa mais rá-
pida, prática e com menor probabilidade de erro, facilitando a criação de exemplos para esses
algoritmos e a posterior visualização dos resultados.
Assim, no trabalho realizado em [9] foi desenvolvido um ambiente, o ImGraph, que reúne
as ferramentas necessárias para a criação desses exemplos em uma única interface gráfica, auxi-
liando o usuário a manipular imagens em um nível mais alto, sem precisar entender os processos
de segmentação, tornando mais simples os passos para representação de imagens através de gra-
fos de atributos e da criação de matrizes de similaridade entre vértices (resp. arestas) entre eles.
O ambiente foi desenvolvido utilizando-se C++ como linguagem de programação. O C++
é uma linguagem de programação de alto nível com facilidades para o uso em baixo nível,
multiparadigma e de uso geral, que pode ser orientada a objeto. Outra característica muito
importante é o fato de ela não estar sob o domínio (intelectual ou financeiro) de uma empresa,
como acontece com Java (Sun), Visual Basic (Microsoft). Por fim, sua compatibilidade com
“C” resulta em uma vasta base de códigos já desenvolvidos.
Para a construção da interface gráfica do ambiente, foi utilizado o GTK, um pacote de fer-
ramentas multiplataforma utilizado para a criação de interfaces gráficas. Neste pacote estão
presentes uma coleção de rotinas e sub-rotinas, originariamente desenvolvidas em C, que pode-
rão ser utilizadas individualmente, ou em conjunto, para construir uma interface com o usuário.
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Também foi utilizado o Glade, uma aplicação RAD (Rapid Application Development) que au-
xilia o desenvolvimento de interfaces gráficas que utilizam o GTK. A biblioteca “libglade” foi
utilizada para montar a interface gráfica da aplicação em tempo de execução (at runtime) a par-
tir de um arquivo descritivo desta interface (em formato XML), tornando possível modificar sua
aparência sem a necessidade de compilar novamente o seu código fonte. Por ser um software
livre, o Glade é distribuído sob a licença GPL (General Public License), e por sua praticidade e
compatibilidade com as ferramentas utilizadas para a criação do ambiente tornou-se interessante
para o desenvolvimento deste projeto.
Para a manipulação de grafos, utilizou-se o Graphviz, um pacote de ferramentas de código
aberto (open source) que auxilia na visualização de grafos cuja estrutura esteja informada atra-
vés de um arquivo texto. Este arquivo texto deverá ser criado obedecendo a “DOT language”,
linguagem criada com o objetivo de ser uma maneira simples e intuitiva de descrever o conteúdo
de grafos. Graphviz tem inúmeros recursos para confecção de diagramas, tais como: opções
de cores, tipos de letras, estilos de linhas, atalhos de internet e diferentes formas de desenho
definidas pelo programador. Na prática, grafos são geralmente gerados através de um arquivo
externo, mas eles também poderão ser criados e editados manualmente.
Para manipulação e extração de características da imagem, foi utilizado o OpenCV (Intel
Open Source Computer Vision Library), que consiste em uma biblioteca escrita em C e classes
C++ com mais de 500 funções de geração e manipulação de imagens, que auxilia pesquisadores
a desenvolverem aplicações de visão computacional, como o reconhecimento de face, de gestos,
de formas ou objetos e atualmente, inclusive, o reconhecimento audiovisual para sistemas de
segurança.
A seguir, serão descritas as funcionalidades do ambiente.
A.1 Funcionalidades
Foram identificadas as seguintes funcionalidades necessárias ao ambiente:
• Abrir Imagem para Edição: o usuário informa o arquivo que deseja abrir. A imagem será
aberta em uma nova janela, para edição da imagem, a fim de selecionar regiões que irão
representar vértices e definir a existência de arestas através de relações espaciais entre
essas regiões.
• Salvar Imagem: responsável por salvar em arquivo a imagem modificada, resultante da
edição.
A.1 Funcionalidades 117
• Salvar Imagem Como: responsável por salvar em arquivo a imagem modificada, resul-
tante da edição, com a opção de escolher um novo nome ou o local a ser salva.
• Sair: responsável por finalizar e encerrar o programa.
• Criar Matriz de Similaridade Imagem-Imagem: responsável por criar as matrizes de si-
milaridade entre vértices (resp. arestas) de dois grafos de atributos, tendo como base duas
imagens: a imagem modelo e a imagem alvo.
• Criar Matriz de Similaridade Imagem-Texto: responsável por criar as matrizes de simila-
ridade entre vértices (resp. arestas) de dois grafos de atributos, tendo como base a imagem
alvo e arquivos de texto contendo dados relevantes sobre o modelo.
• Criar Matriz de Similaridade Texto-Texto: responsável por criar as matrizes de similari-
dade entre vértices (resp. arestas) de dois grafos de atributos, arquivos de texto contendo
dados relevantes sobre o modelo e sobre a imagem alvo.
• Aplicar Segmentação: responsável por aplicar a segmentação automática na imagem es-
colhida, podendo exibir a imagem original, a imagem segmentada e o grafo que representa
a imagem segmentada em janelas separadas se o usuário assim requisitar.
• Extrair Dados da Imagem: responsável por extrair o grafo de atributos da imagem, de
acordo com a edição da imagem feita pelo usuário, podendo exibir o grafo extraído da
imagem se o usuário assim requisitar.
• Exibir Solução: responsável por associar o grafo de atributos que representa a imagem
modelo com o grafo de atributos que representa a imagem alvo, dado o vetor solução, que
contém a correspondência entre a imagem modelo e a imagem a ser reconhecida.
• Abrir Imagem: responsável por exibir uma imagem gravada em arquivo em uma nova
janela.
• Interpretar Dot: responsável por criar a visualização de um grafo a partir de um arquivo
dot, podendo exibir a visualização do mesmo se o usuário assim requisitar.
• Criar Dot: responsável por criar o arquivo dot do grafo a partir de sua matriz de adjacên-
cias, podendo exibir a visualização do mesmo se o usuário assim requisitar.
• Ampliar: responsável por ampliar a imagem desejada, se esta não estiver aberta para
edição.
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• Reduzir: responsável por reduzir a imagem desejada, se esta não estiver aberta para edi-
ção.
• Restaurar: responsável por restaurar o tamanho da imagem desejada.
• Limpar: responsável por limpar a imagem editada, para que esta seja editada novamente.
• Desfazer: responsável por desfazer uma ação de edição.
• Refazer: responsável por refazer uma ação de edição.
• Definir Arestas: responsável por definir quais regiões possuem arestas que as conectam.
• Selecionar Região: responsável por selecionar uma região na imagem aberta para edição.
• Escolher Cor da seleção: responsável por selecionar a cor da seleção.
• Escolher Tamanho do Pincel de Seleção: responsável por definir o tamanho usado no
pincel de seleção.
• Exibir Grafo: responsável por exibir o grafo gerado sobre a imagem aberta para edição.
• Exibir Seleções: responsável por exibir as seleções feitas pelo usuário sobre a imagem
aberta para edição.
As próximas seções apresentarão os métodos utilizados para segmentação de imagens au-
tomática e manual para criação de imagens alvo e modelo, respectivamente, e as funções de
agregação utilizadas para analisar os atributos vértice a vértice e aresta a aresta.
Algoritmo para Segmentação Automática da Imagem Alvo
O algoritmo de segmentação de imagens utilizado no ambiente foi o split-and-merge. Este
algoritmo trabalha, primeiramente, dividindo as regiões em quatro partes, a começar pela ima-
gem inteira, seguido das 4 partes resultantes dessa primeira divisão. Cada região será divida
novamente em outras 4 partes, e assim sucessivamente, até alcançar a região de menor unidade
da imagem, o pixel. Esta fase é denominada split.
Depois da fase split, o algoritmo visita os vizinhos de conectividade-4 (ou seja, que se
situam estritamente acima, abaixo, a esquerda e a direita) de cada região, verificando, de acordo
com a tolerância fornecida pelo usuário, se é possível uni-las. A soma da diferença dos canais
R, G e B das regiões analisadas deve ser menor do que a tolerância fornecida. E novamente, o
algoritmo aplica esta operação sucessivamente, para todas as regiões, unindo-as ou não. Esta
fase é denominada merge [1].
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O algoritmo de segmentação foi alterado para que pudesse capturar informações da imagem
segmentada, a fim de construir o grafo que a representa. Este processo é necessário para a
posterior utilização dos atributos no processo de reconhecimento da imagem.
Assim, ao final da segmentação da imagem, foram adicionadas rotinas que capturam a cor
de cada região (para a construção da matriz RGB), o centroide de cada região (que fornece
também os atributos das arestas: comprimento e angulação) e os vizinhos de cada região (para
a construção da matriz de adjacências).
Segmentação Manual da Imagem para Construção do Modelo
A imagem modelo, normalmente, é construída manualmente por necessitar de conheci-
mento prévio sobre o tipo de segmentação que se deseja considerar, como o atlas do cérebro
humano, dividido de acordo com os conceitos estabelecidos na medicina.
Assim, a interface disponibiliza ferramentas de desenho que auxiliam o usuário na criação
deste modelo. Atualmente, a ferramenta conta com ferramentas de seleção nas formas elípticas,
retangulares e poligonais, implementadas através do OpenCV.
Função de Agregação
Segmentada a imagem e extraídos seus respectivos grafos de atributos, é necessário compará-
los. Há vários critérios envolvidos no problema de comparar dois grafos. Para medir a simi-
laridade, foi criada uma função de agregação. Uma função de agregação computa um único
resultado para vários critérios dados como entrada.
Os critérios considerados na função de agregação desenvolvida para atributos dos vértices
foram a média da cor da região e o centro de massa, e para atributos das arestas, foram consi-
derados a angulação e o seu comprimento, medido através da distância euclidiana entre os dois
centros de massa.
Todos os critérios foram normalizados, permitindo que valores de critérios não comparáveis
entre si sejam normalizados para uma mesma escala, viabilizando a agregação entre eles. A
maior parte dos processos de normalização utiliza o valor máximo e mínimo para a definição de
uma escala. A forma mais simples é uma variação linear definida pela equação a seguir [92].
Xi = Ri−RminRmax−Rmin
onde :
Xi: é o valor normalizado
Ri: é o valor a ser normalizado
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Rmin: é o valor mínimo para o critério
Rmax: é o valor máximo para o critério
Assim, um conjunto de valores pode ser expresso (convertido) numa escala normalizada
(por exemplo, entre zero e um), tornando-os comparáveis.
Depois que os critérios forem normalizados para uma escala de zero a um, é possível
agregá-los de acordo com uma regra de decisão. Para analisar o quão semelhantes são os vérti-
ces (resp. arestas) do grafo modelo e do grafo alvo, foi considerado o seguinte cálculo:
Di = 1−|xmi − xai |
onde:
Di: é a diferença, ou seja, o valor que analisa quão distantes estão os valores normalizados
dos vértices (resp. arestas) do grafo modelo e do grafo alvo.
xmi : é o valor normalizado do fator i do vértice (resp. arestas) do grafo modelo.
xai : é o valor normalizado do fator i do vértice (resp. arestas) do grafo alvo.
Os valores analisados serão muito semelhantes se Di estiver próximo de 1 e, respectiva-
mente, mais discrepantes se Di for próximo de 0.
Depois de se estabelecer a diferença entre dois valores normalizados, os resultados perten-
centes ao mesmo critério, como cor, são novamente agregados, seguindo o seguinte cálculo:
Ci = ∑
k
i=1 Di
k
onde:
Ci: é o resultado da soma dos valores normalizados pertencentes ao mesmo critério, dividido
pelo total de valores, ou seja, é o critério normalizado.
Di: é a diferença dos valores normalizados
k: é o total da diferença de valores normalizados pertencentes ao mesmo critério.
Neste trabalho, os critérios foram agregados de acordo com a seguinte função:
S = ∑ni=1 wici
onde:
S: valor final.
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wi: peso do critério i (com i = 1, . . . ,n). Como os vértices (resp. arestas) possuem dois
critérios a serem analisados, o peso fornecido pelo usuário será atribuído ao primeiro critério e
seu complemento será atribuído ao segundo critério.
n: número de critérios.
ci: critérios normalizados.
Os critérios considerados na análise dos vértices foram: a cor (em RGB) e o centro de cada
região. Os critérios considerados na análise das arestas foram: a distância entre os centroides
de cada região (comprimento das arestas) e a sua angulação (que foi considerada variando de 0
a 360 graus).
Esses critérios podem ser editados, de acordo com a preferência do usuário, podendo este
considerar um ou mais fatores na função de agregação dos vértices (resp. arestas).
A próxima seção irá descrever a janela principal do ambiente ImGraph.
A.2 Protótipo Implementado
A Figura A.1 mostra a janela principal do ambiente, quando o mesmo é executado.
Figura A.1: Janela principal do ImGraph
A janela principal do ImGraph possui um menu e uma paleta de ferramentas. Tanto o menu
quanto a paleta podem ser acessados através de um clique sobre cada um.
O menu do ImGraph possui as seguintes opções:
• Arquivo
– Abrir para Edição
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– Salvar
– Salvar Como
– Sair
• Editar
– Aplicar Segmentação à Imagem
– Criar Matrizes de Similaridade
∗ Imagem-Imagem
∗ Imagem-Texto
∗ Texto-Texto
– Exibir Solução
– Extrair Dados do Modelo
• Exibir
– Modelo
– Segmentada
– Grafo
∗ Abrir Grafo
∗ Interpretar Dot
∗ Criar Grafo
• Ajuda
– About
A barra de ferramentas conta com os seguintes botões, da esquerda para a direita, de acordo
com a Figura A.1: Ampliar, Restaurar, Reduzir, Pincel, Cor, Limpar, Desfazer, Refazer, Exibir
Grafo, Exibir Seleções, Selecionar Regiões Elípticas, Selecionar Regiões Retangulares, Seleci-
onar Regiões Poligonais, Definir Arestas.
