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and then devised psychophysical experiments in human
subjects to test physiological predictions.
One striking aspect of natural vision is the orientation
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statistics of contours in natural environments. ImageMassachusetts Institute of Technology
analysis (Figure 1) reveals that the distribution of ori-Cambridge, Massachusetts 02139
ented contours is biased toward horizontal and vertical
edges relative to the obliques (e.g., Switkes et al., 1978;
Coppola et al., 1998a). This asymmetry raises the ques-
Summary
tion of whether the distribution of orientation-selective
neurons in the visual cortex is influenced by the preva-
The primary visual cortex (V1) of higher mammals con-
lence of vertical and horizontal contours in natural
tains maps of stimulus features; how these maps influ- scenes. Indeed, it has been demonstrated using single-
ence vision remains unknown. We have examined the cell recording (Pettigrew et al., 1968; Blakemore and
functional significance of an asymmetry in the orienta- Cooper, 1970; Albus, 1975; Leventhal and Hirsch, 1977;
tion map in cat V1, i.e., the fact that a larger area of Stryker et al., 1978; Kennedy and Orban, 1979; De Valois
V1 is preferentially activated by vertical and horizontal et al., 1982; Levitt et al., 1994) and optical imaging of
contours than by contours at oblique orientations. De- intrinsic signals (Chapman and Bonhoeffer, 1998; Cop-
spite the fact that neurons tuned to cardinal and pola et al. 1998b; Mu¨ller et al., 2000) that the organization
oblique orientations have indistinguishable tuning of orientation columns in adult ferret and cat V1 contains
characteristics, cardinal neurons remain more stable an overrepresentation of cardinal orientations (Figures
in their response properties after selective perturba- 2A and 2B). The bias toward cardinal preferences has
tion induced by adaptation. Similarly, human observ- been reported to be more pronounced in ferret V1 than
ers report different adaptation-induced changes in ori- in cat V1 (Mu¨ller et al., 2000), although interanimal vari-
entation tuning between cardinal and oblique axes. ability in the representation size has also been reported
We suggest that the larger cortical area devoted to (Campbell et al., 1968; Rose and Blakemore, 1974; Blake-
cardinal orientations imposes stability on the pro- more and Van Sluyters, 1975). This overrepresentation
cessing of cardinal contours during visual percep- could arise by innate specification (Coppola et al., 2000)
tion, by retaining invariant cortical responses along and can be further amplified by exposure to anisotropic
cardinal axes. environments during development (Sengpiel et al.,
1999). However, the functional significance of the repre-
sentational anisotropy is unknown.Introduction
We reasoned that the overrepresentation of certain
orientations in visual cortex could bias the orientationV1 of higher mammals contains two-dimensional repre-
distribution of local inputs to cortical neurons based onsentations, or maps, for different stimulus features su-
the neuron’s location in the map of orientation prefer-perimposed on a continuous retinotopic map of visual
ence. We hypothesized that the basin of short-rangespace. The geometry of several kinds of maps in V1
intracortical inputs to a cortical neuron is restricted tosuch as those for stimulus orientation, spatial frequency,
the area surrounding the neuron’s location in the orienta-and ocular dominance (Hu¨bener et al., 1997) have now
tion map and that the orientation specificity of localbeen described in detail. And yet, the functional signifi-
inputs is determined by the distribution of pixel orienta-cance of cortical maps for neuronal processing and for
tions in this local area. Figure 2C, which represents thevisual perception remains unknown.
orientation distribution of representative circular patchesOrientation maps in V1, for instance, consist of neu-
obtained after imaging V1, shows that a larger corticalrons of similar orientation preference clustered together
space devoted to cardinal orientations can constrainin domains that cover almost the entire cortical surface
the distribution of oriented inputs within a local domain.(Hubel and Wiesel, 1974; Bonhoeffer and Grinvald, 1991;
Considering that local excitatory and inhibitory inputsBlasdel, 1992), with the exception of singularities such
to cortical cells originate in the immediate vicinity of theas pinwheel centers (Bonhoeffer and Grinvald, 1991;
cell bodies from within 500 m radius (Hata et al.,
Blasdel, 1992) where all orientations converge. Compu-
1991; Malach et al., 1993; Weliky et al., 1995; Kisvarday
tational models have suggested that orientation maps
et al., 1997), we pooled all the pixels within the local
represent optimal structures that maximize coverage circuit into eight orientation bins between 0 and 180.
(Durbin and Mitchison, 1990; Swindale et al., 2000) or We found that neurons situated in the middle of a
minimize the length of cortical wiring (Koulakov and cardinal orientation domain have a preponderence of
Chlovskii, 2001). However, optimization principles can- iso-oriented inputs (Figure 2C), whereas neurons situ-
not address whether the structure of orientation maps ated in the middle of an oblique orientation domain re-
is functionally significant for vision. Thus, we have asked ceive inputs from areas of larger orientation spread (Fig-
whether the size of orientation domains can constrain ure 2D). Thus, altering the efficacy of specific local inputs
the integration of inputs by neurons in V1 of adult cats would change the response properties of neurons tuned
to cardinal and oblique orientations to different extents.
One way to alter the efficacy of intracortical inputs to a1 Correspondence: vdragoi@ai.mit.edu
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Figure 1. Analysis of Orientation Distribution of Natural Images
(A and B) Representative examples of natural scenes exhibiting overrepresentation of cardinal orientations. We have confirmed previous
analyses reporting the overrepresentation of cardinal edges in natural scenes by calculating the orientation distribution of 32 natural images.
We determined the orientation of each pixel based on the direction of the local grayscale gradient in a standard 9 pixel array from the arc
tangent of the partial derivative of brightness in a 3  3 kernel in the vertical direction divided by this value in the horizontal direction. The
orientation magnitude was calculated from the square root of the sums of the squares of the partial derivatives of brightness in the vertical
and horizontal directions (the results were collapsed to a 0–180 scale to generate orientation histograms for the full image). To validate this
technique, we performed three control experiments. (1) We constructed an image patch comprised of random noise, in which case each
orientation was equally represented in the scene. (2) A circular patch subtending the rectangular image was drawn (circle diameter was equal
to the minimum of rectangle height and width), and the orientation distribution was calculated for the original patch and for the same patch
tilted at 45. In this case, the orientation distribution of the tilted patch was shifted by 45. (3) We compared orientation histograms using a
3  3 pixel and a 5  5 pixel kernel size, but the results were not influenced by the scale of the analysis.
(C) Orientation histogram averaging 32 images which were randomly selected from a database containing digitized pictures of various natural
environments.
V1 neuron is to adapt the cell to a stimulus of fixed compared to an oblique cell. Therefore, we hypothe-
sized that altering the efficacy of local inputs throughorientation: such adaptation affects a broad range of
orientations by selectively reducing responses near the adaptation would induce larger changes in the orienta-
tion-specific responses of neurons tuned to oblique ori-adapting orientation (Blakemore et al., 1969; Movshon
and Lennie, 1979; Saul and Cynader, 1989; Nelson, 1991; entations compared to neurons tuned to cardinal orien-
tations.Carandini et al., 1998; Dragoi et al., 2000) and by induc-
ing a shift in the neuron’s preferred orientation away
from the adapting stimulus (Mu¨ller et al., 1999; Dragoi Results
et al., 2000). Given the narrower orientation distribution
of local inputs to cardinal neurons compared to those To test this hypothesis, we measured the orientation
tuning of V1 neurons before and after adaptation to aof oblique neurons, an adapting stimulus (blue arrow,
Figures 2C and 2D) oriented away from the neuron’s grating stimulus of fixed orientation. Even brief periods
of adaptation cause systematic changes in orientationpreferred orientation (red arrow) would affect fewer neu-
rons located within the local circuit of a cardinal cell responses (Dragoi et al., 1999; Mu¨ller et al., 1999). Here,
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Figure 2. Overrepresentation of Horizontal and Vertical Orientations in V1 Maps
(A) Orientation distribution of pixels in one representative orientation preference map in adult cat V1. The area occupied by each orientation
domain was calculated from the composite maps by counting the pixels responding best to different stimulus orientations (color key is shown
on the bottom; bar length is 1 mm).
(B) Percent normalized cortical area responding best to cardinal (0 and 90) and oblique (45 and 135) orientations, after extracting the two
cardinal and two oblique orientation domain areas from a set of eight orientations used to generate the orientation preference maps. The
histogram was obtained after averaging data from 20 animals imaged as part of this and other experiments. Error bars represent the standard
error of means. The overrepresentation of cardinal orientations is significant (p  0.002, Student’s t test).
(C and D) The local orientation distribution at different locations in the map of orientation preference.
(C) Orientation distribution of a circular area (500 m radius) centered in the middle of a cardinal orientation domain. The dotted circle
represents the pool of short-range intracortical inputs to the neuron marked by the small filled circle. The histogram represents pixel orientation
distribution within the circular region.
(D) Orientation distribution of a circular area (500 m radius) centered in the middle of an oblique orientation domain. In contrast to cardinal
domains, neurons in the oblique domains receive broadly tuned oriented inputs. Presentation of an adapting stimulus potentially influences
local intracortical inputs to cardinal neurons much less than it influences oblique neurons. The arrows indicate that adapting the neuron
located in the middle of a cardinal orientation domain [red arrow in (C)] with a stimulus oriented 45 away from the neuron’s preferred orientation
(  45, blue arrow) affects few inputs, whereas adapting the neuron located in the middle of an oblique orientation domain (red arrow in
C) at the same   45 affects many more inputs.
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Figure 3. Meridional Asymmetry of Adapta-
tion Effects
(A) Orientation tuning curves of four represen-
tative cardinal and oblique neurons during
control (black) and adaptation (gray) condi-
tions. The adapting orientation is marked by
the gray arrow. The graphs represent mean
values  SEM.
(B) Changes in preferred orientation after
short-term adaptation (n  98 neurons). The
left panel shows four curves derived by pool-
ing the entire population of cells into four sub-
populations of 0 (0  15, black), 90 (90 
15, black dashed line), 45 (45  30, gray),
and 135 (135  30, gray dashed line) after
adaptation at a range of s. Each point rep-
resents mean values  SEM. The right panel
is a histogram showing the changes in pre-
ferred orientation for the cardinal and oblique
populations for the 0–45  range.
(C) Changes in response at the control-pre-
ferred orientation after short-term adapta-
tion. The left panel shows four curves derived
by pooling the entire population of cells into
two cardinal and two oblique populations
similar to (B) (n  98 neurons). For each cell
we calculated the percent change in firing
rate by comparing responses at the preadap-
tation preferred orientation during control
and adaptation conditions, after subtraction
of the d.c. component. The right panel is a
histogram showing the changes in response
at the control preferred orientation for the
cardinal and oblique populations for the 0–
45  range.
we examined effects after relatively short (5 s) periods tuning for the entire population of cells (n 98). For each
cell, we evaluated whether a shift in preferred orientationof adaptation. Figure 3A shows the tuning curves of
representative neurons that demonstrate the meridional was significant (p  0.05, Student’s t test) based on a
trial-by-trial comparison between control and adapta-difference in changes induced by short-term adaptation.
Depending on each cell’s optimal orientation, the popu- tion conditions. We found that although the cardinal and
oblique neuronal populations do not differ in terms oflation of neurons was divided into four subpopulations:
“horizontal” population, 0  15; “vertical” population, their strength of orientation tuning (p 	 0.05, Student’s
t test, comparing the orientation selectivity index of neu-90  15; and two “oblique“ populations, 45  30 and
135  30. After exposure to one orientation tilted with rons in the two populations), short-term adaptation does
induce asymmetric changes in preferred orientation andrespect to each cell’s preferred orientation by 45, the
tuning curve profiles of cardinal and oblique neurons firing rate. Thus, for the range at which the adaptation
effects are maximal, i.e., between 0 and 45, 74% ofexhibit changes to different extents. Thus, whereas ad-
aptation induces in each cell a repulsive shift in optimal the obliquely tuned neurons (21 of 28) showed signifi-
cant shifts in orientation preference, compared to 23%orientation away from the adapting stimulus and a re-
duction of responses near the adapting orientation, of the neurons tuned to cardinal orientations (8 of 35).
The mean shift magnitude histogram (Figure 3B, left),large changes are observed only for the neurons tuned
to oblique orientations. In contrast, neurons tuned to which was obtained by pooling each subpopulation into
four  bins, shows that the shift in optimal orientationcardinal orientations exhibit much smaller changes in
preferred orientation and firing rate. To characterize the is larger for the neurons tuned to oblique orientations
for a broad range of  values (p  0.05, Student’s tmeridional asymmetry of orientation adaptation, we de-
termined quantitatively the relationship between  (the test, comparing changes in preferred orientation across
oblique and cardinal subpopulations for the  rangesdifference between a neuron’s optimal orientation and
that of the adapting stimulus) and changes in orientation of 0–22.5 and 22.5–45).
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In addition to the shift in orientation, adaptation re- Table 1. OSI and Firing Rate Statistics for Different Classes of Cells
duces the response magnitude of V1 neurons. The re-
Peak Firing Rate
duction in firing rate, measured at the control optimal OSI (Mean  SEM) (Mean  SEM)
orientation, is also larger for the neurons tuned to the
Population 0.308  0.011 23.98  1.087oblique orientations (Figure 3C, left) at a  range be-
0  15 0.328  0.025 26.41  2.71tween 0 and 45 (p  0.05, Student’s t test, comparing
45  30 0.312  0.018 24.27  2.27
responses at the control preferred orientation for the 90  15 0.301  0.024 23.22  2.07
oblique and cardinal subpopulations). For the same  135  30 0.298  0.021 22.87  1.89
range, 80% of the obliquely tuned neurons (23 of 28)
The mean and standard error of means for the orientation selectivity
showed significant reductions in response at the con- index (OSI) and peak firing rate for the total population of 248 neu-
trol-preferred orientation, compared to 28% of the neu- rons as well as for each class of cell (cardinal neurons, orientation
rons tuned to cardinal orientations (10 of 35). At  	 preference range 0  15 and 90  15, and oblique neurons,
orientation preference range 45  30 and 135  30).45, the changes in preferred orientation and the depres-
sion in firing rate become smaller and the meridional
asymmetry of adaptation is not statistically significant
(p 	 0.05, Student’s t test). tuning width (Table 1), estimated calculating the orienta-
To test the generality of the meridional asymmetry of tion selectivity index, do not differ between the popula-
adaptation, we exposed V1 neurons to a longer duration tions of cardinal and oblique neurons (p 	 0.05, Stu-
of the adapting stimulus (2 min), at which V1 neurons dent’s t test, for OSI and firing rate comparisons
exhibit stronger adaptation effects (Dragoi et al., 2000). between each pair of cardinal and oblique cell popula-
We investigated the changes in the orientation selectiv- tions).
ity of 71 neurons after adaptation within the  range The data presented in Figure 3 is consistent with our
of 0–45. In this case, we found that although 2 min of initial hypothesis that adaptation effects would be pre-
adaptation yields larger shifts in orientation preference dicted from the local orientation distribution within an
and larger reductions in neuronal responses compared area surrounding the recording site. However, the data
to 5 s of adaptation, the physiological difference be- do not demonstrate that the orientation distribution in
tween the cardinal and oblique populations remains in- the local neighborhood of a neuron correlates with the
tact. Thus, 80% of the obliquely tuned neurons (25 of changes in orientation-specific responses after adapta-
31) showed significant shifts in orientation preference tion. Indeed, since the cells that were analyzed in Figure
compared to 35% of the neurons tuned to cardinal orien- 3 have not been localized within the orientation prefer-
tations (14 of 40), and 77% of the obliquely tuned neu- ence map, it is, in principle, possible that the larger
rons (24 of 31) showed significant reductions in the re- adaptation effects exhibited by oblique neurons could
sponse at the control-preferred orientation compared be due to their proximity to orientation singularities (e.g.,
to 27% of the neurons tuned to cardinal orientations pinwheel centers) or to the feedforward influence ex-
(11 of 40). terted by cortical inputs from deeper layers of V1 or
It could be argued that the magnitude of changes in
from LGN, independent on the orientation structure of
response properties shown in Figures 3B and 3C (right)
the local intracortical circuit. For instance, we have
is larger than that predicted by the difference between
shown previously (Dragoi et al., 2001) that neurons at
the size of cardinal and oblique domains (Figures 2A and
or near regions of high local orientation gradient such2B). However, since optical-imaging signals are mainly
as pinwheel centers are particularly susceptible to orien-derived from the superficial layers, the magnitude of the
tation plasticity induced by adaptation. Therefore, itcardinal overrepresentation over the entire V1 may be
could be possible that our sample of recording sitesactually larger. The meridional asymmetry reported pre-
contains oblique sites that are closer (on average) toviously (Pettigrew et al., 1968; Blakemore and Cooper,
pinwheel centers; thus, they integrate inputs from neu-1970; Albus, 1975; Leventhal and Hirsch, 1977; Stryker
rons of broader orientation range.et al., 1978; Kennedy and Orban, 1979) is stronger in
To address the issue of cortical location, we used asimple cells and in the central visual field. Since there
combination of single-unit recording and optical im-are few simple cells in the superficial layers of V1, and
aging of intrinsic signals; the recordings were fromsince our imaging areas often extend beyond the central
cardinal and oblique neurons situated at different loca-visual representation, it is possible that our pixel analysis
tions in the map of orientation preference, away from(Figures 2A and 2B) might have produced an underesti-
pinwheel centers. After intrinsic signals were imaged tomation of the anisotropy of cortical representation of
obtain orientation preference maps in a patch of V1,different orientations. It is also possible that the larger
we used the vascular pattern of the cortical surfacechanges in orientation tuning observed in cardinal neu-
in relation to the composite map to guide electroderons are due to different response properties of these
penetrations aimed at cardinal or oblique iso-orientationneurons compared to those of the oblique cells. For
domains (Figure 4A), recording at cortical depths be-instance, higher firing rates or narrower tuning band-
tween 300 and 800 m. To understand the differenceswidths of cardinal neurons could possibly cause larger
in the magnitude of changes induced by adaptation be-shifts in orientation tuning. In order to examine the rela-
tween cardinal and oblique neurons, we examined quan-tionship between the neuron’s orientation preference
titatively the relationship between the local orientationand (1) the preadaptation peak firing rate and (2) the
distribution at the recording site and the degree of adap-orientation tuning width, we recorded from 248 V1 neu-
tation (Figure 4B). When the recording site is in therons of various laminar location and found that the peak
response at the optimal orientation and the orientation middle of a cardinal orientation domain, pixels within
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Figure 4. Relationship between the Local Orientation Distribution at the Recording Site and the Degree of Stability of Orientation Tuning
(A) Four recording sites placed respectively within iso-orientation cardinal domains (top two) and within iso-orientation oblique domains
(bottom two). The recording sites are marked by small filled circles. The dotted circle of radius 500 m represents the pixels within the local
neighborhood of the recording site.
(B) The histograms of orientation distribution obtained after pooling the pixels into eight orientation bins between 0 and 180 (the 
90 bin
is repeated as the 90 bin). Each histogram is calculated from the corresponding composite map shown in (A). The orientation distribution
index (ODI) represents a measure of the strength of orientation tuning for each histogram (see text).
(C) Orientation tuning curves during control (red) and after 2 min of adaptation (blue) for the cells recorded at the locations shown in (A). The
adapting orientation is marked by the blue arrow.
(D) The top panel is a scatter plot (n  65 cells) showing the magnitude of the postadaptation shift in preferred orientation (absolute values)
for cardinal and oblique neurons as a function of the orientation distribution index (ODI) at the recording site. The bottom panel is a normalized
cumulative histogram of the shift magnitude for the population of cardinal and oblique neurons as a function of the ODI range. Cardinal
neurons are shown in blue, and oblique neurons are shown in red.
(E) The top panel is a scatter plot (n  65 cells) showing the change in firing rate at the control preferred orientation for cardinal and oblique
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a 500 m radius have a preponderence of orientation V1 cell, the more pronounced the change in orientation
tuning and firing rate.preferences similar to the recorded neuron, whereas
when the recording site is in the middle of an oblique To determine whether cardinal recording sites are in-
deed characterized by higher orientation distribution in-domain, neighboring pixels have a larger orientation
spread. We quantified the orientation spread of pixels dex values, we examined the relationship between each
pixel’s preferred orientation and the corresponding ODIwithin a local area (500 m radius) by calculating an
orientation distribution index (ODI), which is a measure for all the pixels in ten orientation maps obtained in the
central visual field of V1 from ten animals. We pooledof the pixel orientation tuning strength (similar to the
orientation selectivity index). Interestingly, the higher pixels based on their orientation preference in two
groups, cardinal (0 and 90) and oblique (45 and 135),the ODI at the recording site, the lower the magnitude
of the shift in preferred orientation and the change in and found (Figure 4F, top) that the mean ODI of cardinal
pixels is higher than the ODI of oblique pixels (0.398 response magnitude. Figures 4B and 4C show represen-
tative examples that illustrate the dependence of adap- 0.016 versus 0.301  0.015, p  0.00004, Student’s t
test).tation-induced changes in orientation tuning on the ori-
entation distribution of neighboring pixels. When the As another test of whether the oblique neurons in
our sample are situated closer to pinwheel centers, werecording site is located in the middle of a cardinal orien-
tation domain, the ODI is large and the changes in orien- examined whether the orientation preference at each
recording site (represented by a cardinal index; see Ex-tation selectivity induced by adaptation are minimal,
whereas when the recording site is in the middle of perimental Procedures) varies with the distance to the
nearest pinwheel center. However, we failed to find anyan oblique orientation domain, the ODI is small and the
orientation tuning curve undergoes pronounced changes. correlation between the two (Figure 4F, bottom; correla-
tion coefficient r  0.03, p 	 0.2, Pearson test), sug-Figures 4D and 4E characterize adaptation-induced
changes in response properties in a population of 65 gesting that our recordings were not biased by specific
cortical location.superficial-layer neurons of known map location. We
found that since the cardinal orientation domains are We next asked whether the meridional asymmetry
of adaptation observed in V1 could give rise to similar(in general) larger than the oblique domains, cardinal
neurons are likely to receive inputs from a narrower anisotropies at the perceptual level. We thus examined
the stability of tuning of human orientation detectorsrange of orientations than are oblique neurons (larger
ODIs for the cardinal recording sites, p  0.0001, Stu- after short-term exposure to stimuli at a particular orien-
tation. Short-term adaptation is a ubiquituous phenome-dent’s t test). Each neuron was adapted for 2 min to
a grating of fixed orientation chosen to induce strong non in natural vision, and it is assumed to occur when
series of nearby fixations to image patches correlatedeffects (  45). For each neuron, we estimated the
shift in preferred orientation and the change in firing in orientation and spatial frequency are followed by eye
movements to new spatial locations (Yarbus, 1967; Si-rate at the control optimal orientation as a function of
the ODI at the recording site. Figures 4D and 4E (top) moncelli and Schwartz, 1999). It is currently believed that
such adaptation induces a shift in perceived orientationshow that there is a high inverse correlation between
the orientation shift magnitude and the ODI (correlation away from the adapting stimulus (the tilt aftereffect—
Gibson and Radner, 1937; Ganz, 1966; Greenlee and Mag-coefficient r  0.59, p  0.0001, Pearson test) and a
high correlation between the change in firing rate at the nussen, 1987) that is equal in magnitude in both cardinal
and oblique meridians (Mitchell and Muir, 1976). How-control orientation and the ODI (correlation coefficient
r  0.33, p  0.01, Pearson test). Figures 4D and 4E ever, since Mitchell and Muir used relatively long adap-
tation periods (3 min) and long exposure intervals (2 s)(bottom) show that, after adaptation, the obliquely tuned
neurons show both larger changes in orientation prefer- for test gratings, it could, in principle, be possible that
the tilt aftereffect exhibits a transient orientation asym-ence (mean shift 7.81  0.84 versus 3.47  0.46, p 
0.0001, Student’s t test) and larger reductions in re- metry that could be revealed only by shorter stimulus
durations. We thus tested the degree of stability ofsponse magnitude (mean change in firing rate 21.5 
3.83 versus 9.93  2.36, p  0.006, Student’s t test) cardinal and oblique orientation detectors by measuring
the perceived orientation of a sinusoidal high-contrastcompared to cardinal neurons. This demonstrates that
the greater stability after adaptation is not due to a grating of orientation  (target stimulus), which was
briefly flashed for 50 ms before and after 1 s adaptationneuron’s cardinal tuning per se, but due to the pooling
of like orientations in large domains. Thus, adaptation to a grating of orientation  
 20 (Figure 5A; we deter-
mined that a 20 orientation difference between the tar-induces changes in neuronal responses depending on
the structure of the local neighborhood of each neuron: get and adapting stimuli yields large shifts in perceived
orientation). We collected data from five subjects whothe broader the orientation distribution surrounding a
neurons as a function of the orientation distribution index (ODI) at the recording site. The bottom panel is a normalized cumulative histogram
of the change in firing rate for the population of cardinal and oblique neurons as a function of the ODI range. Cardinal neurons are shown in
blue, and oblique neurons are shown in red. The data points marked by red and blue circles have been previously included in Figure 3 of
Dragoi et al. (2001).
(F) The top panel is a histogram showing the mean ODI for cardinal and oblique pixels for all pixels in ten orientation maps. The error bars
represent SEM. The bottom panel is a scatter plot (n  65 cells) showing the cardinal index as a function of each cell’s distance to the nearest
pinwheel center.
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Figure 5. Anisotropy in Orientation Shifts of Human Observers after Short-Term Adaptation
(A) Subjects were required to respond when the orientation of a test stimulus matched that of the target. The target orientation was fixed at
  0, 45, 90, or 135, while the test orientation varied in the range   15 in orientation steps of 2.5. Orientation tuning curves were
calculated for all four target orientations after 1 s adaptation to a blank stimulus (control) or to a grating of orientation  
 20 (adaptation).
(B) Psychophysical data from three naive subjects (C.W., black; C.E., dark gray; and H.Y., light gray). Tuning curves are plotted during control
(solid lines) and adaptation (dashed lines) conditions for all four cardinal/oblique target orientations. The y axis represents the number of
responses for each test orientation when subjects judged that the test orientation matched that of the target (“match” responses). The x axis
represents the difference between test and target orientations.
(C) Histograms showing the magnitude of the repulsive shifts in preferred orientation (actual shift, black bars) separately for each subject and
each target orientation. The predicted shifts in preferred orientation along the two oblique axes are represented by the gray bars. In calculating
the predicted shifts (see text), we took the maximum predicted value from the two cardinal orientations.
viewed gratings at cardinal (  0 and   90) and that the target orientation matched that of a test grating
(orientation range   15) presented 100 ms after theoblique (  45 and   135) orientations presented
foveally. We calculated how often the subjects reported offset of the adapting stimulus.
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Figure 5B shows that adaptation induces repulsive reported an asymmetry in the magnitude of responses
to oriented stimuli in V1 of humans that could possiblychanges in orientation tuning which are asymmetric with
explain perceptual-orientation anisotropies. We pro-respect to the orientation axes. This figure presents data
pose that a larger cortical representation for cardinalfrom three subjects who were naive to the purpose of
orientations constrains the pooling and differentiationthe experiment. Thus, when orientation tuning curves
of neuronal signals from adjacent regions and thus un-were measured relative to the control condition, all sub-
derlies greater orientation stability along the cardinaljects reported shifts in the orientation preference for the
axes during adaptation.oblique gratings that were at least three times larger
Our conclusions rely on the assumption that localthan the shifts for cardinal orientations. It is possible
intracortical connections are isotropic and that the con-that the larger changes observed at oblique orientations
nectivity rules are identical throughout the orientationare a consequence of the difference in the strength of
map. Indeed, studies combining electrophysiological re-tuning between cardinal and oblique orientation detec-
cordings and in vivo biocytin injections in cat areas 17tors (the oblique effect), and thus the perceptual orienta-
and 18 (Kisvarday et al., 1997) and intrinsic signal im-tion anisotropy reported here would be due to enhanced
aging and in vivo biocytin injections in monkey V1 (Ma-orientation discrimination along cardinal axes rather
lach et al., 1993) have reported that local intracorticalthan being a direct effect of the meridional asymmetry
connections are generally isotropic and are not orienta-of adaptation. If this hypothesis is correct, then compen-
tion specific. In addition, crosscorrelation studies in catsating for the difference in the strength of orientation
V1 (Hata et al., 1991; Das and Gilbert, 1999) have re-tuning between cardinal and oblique orientations should
vealed that the strength of local intracortical connec-produce equal shifts in preferred orientation. We thus
tions depends only on distance across the cortical sur-calculated a predicted shift for the oblique orientations
face and is independent of the relative orientationas shiftobl  shiftcard (OSIobl) / (OSIcard), where the sub-
preference. It is also possible that the meridional aniso-scripts obl and card denote oblique and cardinal orienta-
tropy of adaptation is influenced by the network of long-tions, and OSI (the orientation selectivity index) mea-
range projections that reaches distances of up to a fewsures the strength of psychophysical orientation tuning.
millimeters in cortex (Gilbert and Wiesel, 1989; BoskingFigure 5C shows that the actual shifts obtained experi-
et al., 1997). Whereas local connections are less orienta-mentally for oblique orientations are much larger than
tion specific and are denser close to the cell body, long-those predicted, thus suggesting that the meridional
range connections, although sparser, tend to link do-asymmetry of adaptation effects is not simply a conse-
mains sharing similar orientation preference (Ts’o et al.,quence of the oblique effect but rather possibly reflects
1986; Malach et al., 1993). Thus, long-range interactionsadaptation-induced orientation anisotropy similar to
could enhance the effects of adaptation mediated pri-that found in V1 neurons.
marily by local cortical networks.
A cardinal bias has been observed at subcortical sitesDiscussion
of the adult visual pathway (e.g., the distribution of mam-
mal retinal ganglion cells and their primary dendrites are
Our study suggests that the specific structure of orienta-
more densely arrayed along the vertical and horizontal
tion maps can influence cortical responses. The overre-
meridians; Wassle et al., 1975; Hughes, 1977; DeBruyn
presentation of cardinal versus oblique orientations in
et al., 1980; Leventhal and Schall, 1983). However, be-
V1 maps limits short-term adaptation-induced plasticity cause of the strong correlation between the clustered
of V1 neurons responsive to the cardinal versus oblique organization of orientation preference in the visual cor-
axes. This anisotropy, which is closely related to the tex and the degree of stability of orientation tuning (Fig-
local orientation distribution, can serve to impose stabil- ure 4), it would be difficult to argue that the asymmetry
ity on the processing of cardinal orientations during vi- reported here originates in the retina or lateral geniculate
sual perception. nucleus. A related issue is whether the premise that the
Linking the stability of cardinal orientations in human distribution of local inputs determines the asymmetry
orientation detectors to the fact that cardinal neurons of adaptation can be reconciled with the fact that
in V1 show stability after short-term adaptation requires cardinal and oblique neurons have similar orientation
the assumption that the activity across populations of V1 tuning despite integrating differently tuned local intra-
neurons is related to human observers’ psychophysical cortical inputs. We argue that it is possible that orienta-
performance. Similar assumptions have been previously tion adaptation would affect the strength of feedforward
made to explain enhanced performance on perceptual connections only weakly while inducing more pro-
tasks such as orientation detection or discrimination nounced changes in the strength of intracortical connec-
along the cardinal axes (the oblique effect, e.g., Bauer et tions to produce changes in orientation selectivity after
al., 1979; Boltz et al., 1979; Vandenbussche and Orban, adaptation.
1980). Thus, it has been hypothesized (Kennedy and Adaptation to structural changes in the retinal image
Orban, 1979) that small differences in the firing rates has been proposed to reduce the redundancy of natural
of single V1 neurons that are stimulated with different signals in order to efficiently process visual information
orientations could be enhanced by feedforward pooling (Attneave, 1954; Barlow, 1990; Mu¨ller et al., 1999) by
and differentiation of signals from different cortical cells; inducing changes in the neurons’ firing rate (Movshon
larger responses across larger areas at cardinal orienta- and Lennie, 1979; Ohzawa et al., 1982; Saul and Cynader,
tions would underlie greater sensitivity to small changes. 1989; Carandini et al., 1998) and orientation tuning
In addition, evoked-potential (Arakawa et al., 2000) and strength (Dragoi et al., 1999, 2000). However, in addition
to these changes, adaptation has also been demon-brain imaging studies (Furmanski and Engel, 2000) have
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quency 0.5 cycle/deg, temporal frequency 1 Hz. All stimuli werestrated to induce transient shifts in the preferred orienta-
randomly interleaved. Stimuli were presented binocularly and weretion of V1 neurons (Dragoi et al., 2000) that could lead
shown to the animal on a 17 inch monitor positioned 30 cm into a reorganization in the layout of cortical networks
front of it. We recorded responses during three conditions: before
(Dragoi et al., 2000). This reorganization supports the adaptation (control), when 16 drifting gratings were presented for
idea of a continuous recalibration of the visual system ten trials each for a total of 160 trials, 2.5 s each presentation; during
adaptation, when each grating was preceded by a 5 s presentationin order to match changes in image structure (Andrews,
of an adapting grating of fixed orientation; and during recovery,1964; Wolfe and O’Connell, 1986). How could the visual
when the 16 gratings were presented in identical conditions as incortex prevent a global shift in the response properties
the control condition. The full protocol, including control, adapta-of neurons while maintaining the beneficial effects of
tion, and recovery periods, lasted about 1.5 hr.
adaptation on information processing? While our study The preferred orientation was calculated as described previously
cannot fully answer this question, we propose that (Wo¨rgo¨tter and Eysel, 1991). The Fourier components were ex-
tracted from the orientation tuning curve and then normalized bygreater adaptation at oblique orientations would serve
dividing by the mean firing rate of the cell during stimulus presenta-to increase information transfer at these orientations to
tion: a  N1i0 R(i)cos(2i); b  N1i0 R(i)sin(2i), where responsescompensate for reduced cortical representational size.
R(i) are obtained after subtracting the spontaneous firing rate forAt the same time, the greater tuning stability of cardinal
a set of N  8 test orientations i, i  0, 1 . . . N1, which areneurons would limit the recalibration of the visual system uniformly distributed over 0180, after averaging responses to
along the cardinal axes. That is, one possible strategy the opposite directions of movement. Preferred orientation, , was
calculated as   0.5arctan(b/a) if a 	 0 or   90 
 0.5arctan(b/a)of the visual system to minimize changes in perception
if a  0. If a 	 0 and b  0,   180 
 0.5arctan(b/a). For eachdue to cortical adaptation or plasticity could be to create
cell we calculated the percent change in firing rate by comparinga stable retinotopic frame of reference by retaining in-
responses at the preadaptation-preferred orientation during controlvariant cortical response properties along cardinal axes.
and adaptation conditions after subtraction of the d.c. component.
The strength of orientation tuning was given by the orientation selectiv-
Experimental Procedures
ity index, OSI c / (MeanFiring), where c  √a2 
 b2, and MeanFiring
is the mean response magnitude averaged over orientation (Wo¨rgo¨t-
Animals
ter and Eysel, 1991). For each neuron we calculated a cardinal index,
Nine adult cats were used in these experiments. Animals were pre-
which is 1 for cells oriented at 0 or 90 and 0 if the cells’ preferred
pared for acute experiments according to protocols that were ap-
orientation is 45 or 135. The cardinal index is defined by CI() 
proved by MIT’s Animal Care and Use Committee and conformed
1  () / 45 if   45, and CI()  1  |  90|/45 if  	 45, where
to NIH guidelines (Dragoi et al., 2000). Anesthesia was induced with
 is the cell’s preferred orientation (PO) if PO  90 or |PO  90| if
ketamine (15 mg/kg, intramuscular [im]) and xylazine (1.5 mg/kg,
PO 	 90.
im) and maintained with isofluorane (typically 0.5% to 1.5% in 70/
30 mixture of N2O/O2) delivered through a tracheal cannula. Cats
were paralyzed with intravenous norcuron (2.2 mg/kg) and artificially Optical Imaging
respired to maintain end-tidal CO2 at approximately 4% at a partial Techniques for intrinsic signal imaging were similar to those de-
pressure of 30  3 mm Hg. Craniotomy followed by durotomy was scribed previously (Dragoi et al., 2000; Grinvald et al., 1986; Rao et
performed to expose V1. Contact lenses were used to focus the al., 1997). A stainless-steel recording chamber (18 mm diameter,
eyes on a computer monitor and the location of the optic disks centered at coordinate P5.0) was attached to the skull surrounding
was plotted after the two retinas were backprojected on a screen the craniotomy, filled with silicone oil, and then sealed with a quartz
situated 30 cm in front of the animal using a fiberoptic light guide. plate. A video camera (CCD-5024N Bishke, Japan, RS-170, 	60 dB
The position of the optic disks was used to align the two eyes along signal to noise ratio) consisting of a 655  480 array of pixels
the horizontal axis and then infer the spatial location of the area equipped with a tandem-lens macroscope was positioned over the
centralis as 14.6 temporal and 6.5 inferior (Bishop et al., 1962). cortex. This arrangement gave a magnification of 75 pixels/mm.
Data were collected using an imaging system (Optical Imaging). The
camera signal was amplified by a video enhancement amplifier; aElectrophysiology
baseline image was subtracted from each stimulus response imageSingle-unit extracellular recordings were made using tungsten mi-
in analog form and then digitized by an 8 bit analog-to-digital con-croelectrodes (1.5–2 M resistance) which were advanced through
verter (Matrox) installed on a computer. Light from a 100 W tungsten-the cortex using a pulse motor microdrive (Narishige Scientific In-
halogen light source driven by a dc power supply (Kepco) wasstruments Lab). The signal was amplified using an 8 channel differ-
passed through a filter and used to illuminate the cortex. Initially, aential amplifier (DataWave Technologies), thresholded using an am-
reference map of blood vessel pattern at the surface of the cortexplitude discriminator, displayed on an oscilloscope (Tektronix TDS
was obtained by using light at 550  40 nm. The camera was then210), and played over an audio monitor (Optimus). To ensure stable
focused 400–500 m below the surface of the cortex and data wasrecordings, individual cells were isolated using a spike sort module
collected using light at 610 nm. Frames were summed between 0.5(DataWave Technologies, v. 5.0) that allowed the identification and
and 3.5 s after stimulus onset, corresponding to the time of maxi-discrimination of waveforms based on their individual characteris-
mum signal as determined previously (Grinvald et al., 1986). Thetics. The module consists of sorting the waveforms into separate
orientation gradient map was obtained by applying a two-dimen-clusters, analyzing individual clusters, and replaying the separated
sional gradient operator to the orientation preference map. For eachwaveforms according to their cluster number. Waveform discrimina-
tion was based on extracting up to eight different waveform parame- pixel, the spatial gradient was given by √dx2 
 dy2, where dx 
|x
1,y  x,y| and dy  |x,y
1  x,y| [x,y is the preferred orientationters, e.g., spike amplitude, spike width, peak time, and valley ampli-
tude (allowing a maximum of 64 different combinations of waveform of pixel (x,y) in the composite map]. Values of dx and dy greater than
90were subtracted from 180, such that the maximum difference inparameters). We also ensured that the minimum spike height was
at least three times the largest noise signal in each recording. We preferred orientation was 90. We related the gradient value at the
recording site to changes in the orientation tuning of neurons byrecorded only single cells that had a minimum refractory period of
2 ms (determined using autocorrelation analysis). We recorded at calculating the local orientation gradient as the mean of gradient
values in a 3  3 pixel array centered at the penetration location.cortical depths between 300 and 1500 m from cells with initial
orientation preferences covering the entire orientation range (be- The gradient values were normalized for analysis. Data were ana-
lyzed using in-house programs written in Matlab.tween 0 and 180). Stimuli consisted of 16 drifting high-contrast
square-wave gratings, presented at orientations 22.5 apart at two Stimuli for optical imaging experiments were identical to those
used in the extracellular recording, i.e., eight orientations betweendirections of movement (opposite directions orthogonal to stimulus
orientation). Typical stimulus parameters for V1 were spatial fre- 0 and 180 separated by 22.5 and two opposite directions of motion
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