With the increasing popularity of location-based services, channel state information (CSI) has received widespread attention in positioning due to the fine-grained information it provides. However, the raw amplitudes of CSI are especially sensitive to noise and easily effected by the frequency-selective fading. As the expanding of test area, positioning is disturbed by random noise and insufficient resolution of features severely. In this paper, we propose Cluster-Mapping (C-Map), an adaptive pre-processing system for CSI amplitude-based fingerprint localization. This system models positioning as a classification problem, an adaptive processing mechanism is constructed according to the characteristics of CSI amplitude. C-Map mainly contains two parts: dynamic denoising and feature enhancement. In the dynamic denoising, effective features are screened out by clustering iteratively, without specifying parameters according to the experimental environment. In the feature enhancement, polynomial fitting with regularization is used to reduce jagged fluctuations, then the trend of variation over 30 sub-carriers are described by combining derivation with nonlinear kernel function. Extensive experiments are conducted in typical environments to verify the superior performance of C-Map for the preprocessing of CSI amplitude. Compared with the combination of mean and multidimensional scaling (MDS), the average positioning error of C-Map is reduced 28.1% in comprehensive indoor environment, and 19% in garage. Furthermore, compared with the combination of DBSCAN and principal component analysis (PCA), the average positioning error of C-Map is reduced 33.1% in comprehensive indoor environment, and 28% in garage.
I. INTRODUCTION
With the gradual popularization of mobile devices, locationbased services (LBS) have received significant attention for smart cities, industrial production and people's daily lives. In the indoor environment, LBS have been applied to indoor navigation and the detection of intrusion. However, indoor environment is usually complex due to the non-line-of-sight (NLoS), presence of obstacles and signal fluctuations etc., signals are affected by the multi-path interference, power attenuation and transmission delay. Global Navigation Satellite System (GNSS) that widely used outdoors is unable to achieve high-precision positioning indoors, thus various The associate editor coordinating the review of this manuscript and approving it for publication was Ding Xu.
indoor positioning methods are proposed for precise positioning. Assistant signal sources like Wi-Fi, Bluetooth, RFID, sonic and ultra-wideband (UWB) have been proposed [1] - [2] to provide ample features. Localization methods including angle of arrival-based method (AOA) [3] , time of arrivalbased method (TOA) [4] , and fingerprint-based method [5] are proposed to locate targets.
Fingerprint-based positioning method has become the focus of research in recent years due to its convenience of installation and good performance [6] . It generally consists of two parts: offline training and online matching. In the offline training, database is created by collecting the feature of reference points (RPs). In the online matching, real-time testing measurements are matched with database to calculate the location of target.
Received signal strength (RSS) has been widely used in Wi-Fi-based localization schemes because of its low hardware requirements, such as Horus [7] and Radar [8] . RSS-based positioning has made great progress, but the coarse-grained and unstable characteristics of RSS limit the positioning accuracy [9] . With the utilization of the Orthogonal Frequency Division Multiplexing (OFDM) system and the Multiple Input Multiple Output (MIMO) system over the IEEE 802.11a/n protocol, channel state information (CSI) is available in commercial Wi-Fi devices. Researches of CSI-based indoor positioning [10] - [19] , behavior recognition [20] and target tracking [21] have emerged. CSI provides ample features including phases and amplitudes of multiple sub-carriers, and presents fine-grained information of signal propagation.
In recent years, many CSI-based fingerprint positioning systems have been proposed. By modeling the fingerprint matching process as a classification problem, the accuracy of localization is improved by optimizing features and classifiers. In 2012, Jiang Xiao et al. proposed FIFS [10] to perform weighted averaging on CSI amplitude data from three antennas, making full use of the diversity of antennas and sub-carriers for positioning. In 2014, Chen et al. [11] proposed to construct an integrated fingerprint include CSI, RSS and transmitted power to enrich features. Chapre et al. [12] aggregated CSI over multiple antennas, treated the deviation between subsequent sub-carriers as new features. In 2015, Wang et al. proposed DeepFi [13] , training weights through the neural network in the offline, and using the weight as a fingerprint. In 2016, Chen et al. [14] enhanced features by broadening the bandwidth. This method effectively improves the resolution of features, but there is high time consumption in the process of converging bandwidth. In 2017, Hao Chen et al. proposed ConFi [15] , which organized the CSI as a time-frequency matrix like an image, and passed the matrix as new feature to the neural network. Song et al. [16] utilized multidimensional scale (MDS) analysis to calculate the euclidean distance and time-reversed resonance intensity (TRRS) between the target points. Wang et al. [17] proposed to utilized Bi-Modal information in 5GHz to improve the feature, then implemented deep learning on indoor localization. In 2019, Zhou et al. [18] used the density-based spatial clustering method (DBSCAN) to reduce the noise in the raw CSI data, and applied principal component analysis (PCA) to extract the most contributing information. They apply this combined approach to device-free human tracking. Hsieh et al. [19] propose to concatenate 15 packets into one training/testing group to consider the environmental changes.
As can be seen from the above, existing pre-processing methods for CSI amplitude mainly focus on two aspects: 1) improving the discrimination of features, 2) reducing the impact of noise. The former is mainly realized by expanding space and increasing bandwidth. The latter searches for useful features through statistical analysis and clustering. The existing methods have achieved good results, but there are still some problems to be solved. Additional hardware and channel switching time are required to increase feature discrimination through space and frequency. The clustering methods used are greatly influenced by empirical parameters.
In this paper, we propose an adaptive pre-processing system based on CSI amplitude, named Cluster-Mapping (C-Map). C-Map requires neither additional frequency resource nor hardware. It regards the matching process as a classification problem, and aims at improving the discrimination and stability of features. There are mainly two essential parts in C-Map. First, on the basis of the hypothesis in section II.B, the affinity propagation [22] algorithm is improved to alleviate noise caused by environment and hardware. Second, polynomial fitting with regularization is utilized to reduce the jagged fluctuations, then the trend of amplitudes over 30 sub-carriers is extracted as fine-grained features, and the fine-grained features are mapped by nonlinear kernel function to improve the resolution further.
The proposed C-Map is validated through extensive experiments in typical indoor environments: laboratory, meeting room, corridor and garage. There are a small number of people walk in the office environment, but no movement of large furniture. Vehicle flows around the test area in the garage, and a small number of people walk in the test area.The results show that C-Map exhibits superior and stable properties in various environments. This paper makes notable contributions summarized as follows:
1) An adaptive pre-processing system for CSI amplitude is proposed, which alleviates the interference of noise and improves the resolution of features adaptively.
2) The affinity propagation algorithm is improved to denoise iteratively. A nonlinear kernel combined with derivation is proposed to describe the trend of variation over 30 subcarriers to improve the resolution.
3) C-Map is implemented on commercial 802.11 NICs and extensive experiments are conducted in typical indoor environments. The experimental results show that C-Map improves the resolution of features stably and guarantees real time response. Compared with the combination of mean and MDS, the average positioning error of C-Map is reduced 28.1% in comprehensive indoor environment, and 19% in garage. Furthermore, compared with the combination of DBSCAN and PCA, the average positioning error of C-Map is reduced 33.1% in comprehensive indoor environment, and 28% in garage.
In the reminder of this paper, we provide the background of CSI and an important hypothesis in Section II. Then the structure of C-Map is presented in Section III. The methodology is described in Section IV. Evaluation is implemented in Section V. Section VI summarizes this paper.
II. PRELIMINARIES A. CSI CALCULATION
CSI provides fine-grained physical information, it records the effects of multi-path, fading, shadows, and signal delays.
By modifying the NIC driver [23] , [24] , we now have access to lower-level channel state information.
From the perspective of time domain, the channel impulse response (CIR) can be used to describe the channel. Under the assumption of linear time-invariant, the channel impulse response can be expressed as:
a i ,θ i ,τ i represent the amplitude, phase, and delay of the i-th path of the signal propagation respectively. N is the number of multi-path, and δ is the pulse function. Under the condition of infinite bandwidth, receiver correlates the received signal with the reference signal and samples at time zero to calculate CSI. Assume that the reference complex sinusoidal signal of the frequency f transmitted by the q th antenna of the transmitter is e j2πft , and the signal passes through the wireless channel h q resulting in the received signal h q e j2πft . The corresponding CSI can be calculated as follows:
where T is the time of signal propagation and v is the phase of the receiver's local sinusoidal signal relative to the transmitter's sinusoidal signal [25] . OFDM system divides the communication channel into orthogonal sub-channels with different frequencies. Signals are received by the receiver after being transmitted through these channels. The process of transmission in the frequency domain can be expressed as:
where X and Y represent the signal vectors at the transmitter and the receiver respectively. H is the complex matrix of channel state information, and N denotes the Gaussian white noise. As the Fourier transformation of CIR, the channel frequency response (CFR) can be expressed as:
In IEEE 802.11n, sub-carriers vary over a range of −28 to 28 under 20 MHz bandwidth (index 0 is reserved for carrier frequency). The transmission matrix of channel can be expressed as:
where |CSI | is the amplitude response, and CSI i is the phase response of sub-carrier i. The adaptive pre-processing system C-Map is mainly designed for amplitude of CSI.
B. HYPOTHESIS
We next present an important hypothesis on the amplitude of CSI, which is validated by statistical results in our measurements. It provides a solid base for C-Map.
Hypothesis: Available CSI data are more convergent than noise. CSI amplitude is especially sensitive to noise, unexpected noise contaminates data and increases the burden of computational. We have tested the CSI data of one reference point for 1 second with 200 packets in the laboratory with no movement of large objects.
The box-plot is shown in Fig.1 . The blue box represents the center of the data, of which the offsets are small and stable. The red dots are outliers scattered outside the center, which correspond to larger amplitude offsets. The results show that, the CSI amplitudes of 30 sub-carriers present a clear convergent trend, while the outliers are more likely to be caused by environmental noise or hardware noise.
To verify the availability of convergent features further, a receiver is fixed at one reference point for 120 hours without shutting down. The result after pre-processing is shown in Fig.2 . The average variance of fluctuations between FIGURE 1. The CSI amplitude of 90 sub-carriers presents a clear convergence trend. adjacent time is 1.112, and that of adjacent wavelets is 32.437. The fluctuations caused by time are one order of magnitude smaller than those caused by wavelets, we regard them as stable and available. The specific processing method will be introduced in Section IV.
III. SYSTEM DESIGN
In this section, we first analyze the challenges of the system design, then give an overview of the system architecture.
A. DESIGN CHALLENGES
In order to design an efficient preprocessing system, the implementation faces many challenges.
First, in real indoor environments, random noise caused by environment and hardware are unavoidable. The CSI mixed with noise fluctuates severely, which increases the difficulty of the matching process and introduces unnecessary computational burden. Consequently, the denoising ability is significant in preprocess. Although some algorithms [16] , [18] have been proposed to alleviate the effects of noise for CSIbased indoor localization, new method is missing for adaptive denoising.
Second, considering the frequency-selective fading, adjacent sub-carriers with similar frequency correlate each other in amplitude. As the test area expanding, raw features of 90 sub-carriers are not capable of distinguishing locations accurately. Although some methods [12] , [14] have been proposed to enhance CSI features by adding additional resources, it is a challenge to construct efficient relationship between raw features and enhanced features, but requires no extra frequency or space.
Third, as part of localization, preprocessing should be fast for real-time response, especially for mobile users. It is known that CSI is collected in high speed, thousands of packets are transmitted in few minutes [24] , so effective screening and processing are necessary.
In the next part, we present the system architecture on how we address these challenges in C-Map design. Fig.3 shows the architecture of our pre-processing system C-Map. As shown in Fig.3 (a) , C-Map is applied to both the offline training and the online matching. In the offline training, raw data will firstly be divided into n parts according to the reference points, n is the number of reference points. Then put these n parts into C-Map individually to get enhanced features, which are stored as a fingerprint database. In the online matching, real-time CSI raw data are collected to calculate enhanced features, which are matched with the fingerprint database to calculate the position of target.
B. SYSTEM ARCHITECTURE
As shown in Fig.3 (b), in our preprocessing system, there are mainly two essential parts: dynamic denoising and feature enhancement. In the dynamic denoising, raw data are firstly divided by time to reduce the burden of computation in a single processing batch, which ensures the realtime capability; then dynamic denoising is implemented by putting a single batch of data into the improved affinity propagation [22] algorithm to calculate effective features and handle bad case. In the feature enhancement, the polynomial fitting with regularization is used to eliminate the jagged fluctuations between adjacent sub-carriers; fine-grained features are extracted by derivation to better describe the trend of amplitudes over 30 sub-carriers; finally, these fine-grained features are mapped by nonlinear kernel function to improve the resolution of features further. Note that, the essential processes of C-Map are adaptive, others are tested by extensive experiments in typical indoor environments to verify the universal adaptability in Section V.
In our C-Map system architecture, CSIs are only preprocessed by a newly designed preprocessing block. In other words, no modification is required both at the receiver and the transmitter. Owing to the fact, this preprocessing system can be seamlessly combined with existing classification algorithms. Besides, C-Map reduces the amount of data that need to be calculated, saving time in data transfer and calculation.
In the next section, we give details on implementation methodology of our system.
IV. METHODOLGY
In this section, we describe the critical models of the proposed preprocessing system. The methodology of C-Map can be divided into two steps.
1) Dynamic denoising: First, random noise needs to be eliminated, due to the mixture of CSIs and noise, a dynamic denoising model is proposed to filter out outliers adaptively.
2) Feature enhancement: Afterwards, we develop a feature enhancement model, improving the features' resolution by combining the derivation with nonlinear kernel mapping.
A. DYNAMIC DENOISING
Dynamic denoising consists of three steps: 1) group packets by time, 2) calculate effective features and 3) handle bad cases when the algorithm does not work.
1) GROUP PACKETS BY TIME
It is known that thousands of CSI packets will be collected in a short time. Considering the processing ability of mobile devices, grouping packets by time is necessary for real-time response. Assuming the sending interval is 5 ms, and the preprocessing result is updated every 0.5 s, that is, every 100 packets are grouped into one batch to process.
2) CALCULATE EFFECTIVE FEATURES
The received CSI data in one batch can be written as:
Each row vector in the CSI matrix represents the amplitudes collected in a packet, m is the number of packets in one batch. Each column vector in the CSI matrix represents the amplitudes collected from one sub-carrier, n is the product of the number of antennas and the number of sub-carriers sampled in one antenna.
The first concentration of our design is that the preprocessing system must be capable of extracting useful characteristics, and the process should be adaptive. Since unsupervised learning is good at identifying potential patterns in unlabeled data, affinity propagation [22] proposed by Frey, B. J. et al. is utilized as the basic model for dynamic denoising based on the hypothesis in Section II.B.
The primary conceptions of affinity propagation will be introduced firstly. The affinity propagation algorithm regards each data point as a node in a network, and considers all data points as potential centers. It transmits messages along edges of the network until a good set of centers and corresponding clusters emerge. There are two kinds of messages exchanged between data points, responsibility and availability. The Responsibility r(i, k) indicates the accumulated evidence for how well-suited point k is to serve as the center for point i, taking into account other potential centers for point i. The availability a(i, k) reflects the accumulated evidence for how appropriate it would be for point i to choose point k as its center, taking into account the support from other points that point k should be a center. Messages are calculated iteratively until the maximum number of iterations or the messages are stabilized. The messages propagated in the preprocessing of CSI are as follows:
j is the index of sub-carrier. s(h i,j , h k,j ) indicates the similarity between data point h i,j and data point h k,j . r(h i,j , h k,j ) is the responsibility propagated iteratively, which stands for how well-suited for point h k,j is to serve as the center for point h i,j . a(h i,j , h k,j ) is the availability propagated iteratively, which reflects how appropriate it would be for point h i,j to choose h k,j as the center. The results are calculated by two steps. First, integrating Eqs. (7)-(11), and initializing a(h i,j , h k,j ) as 0. Second, updating r and a iteratively, until the number of iterations exceeds the maximum or the iteration results are stable in the last few iterations. Small classes in the results are recognized as noise and discarded. The largest class is recognized as effective CSI and retained. Finally, the average of the effective CSI is taken as the effective features.
C in Eq. (12) represents the denoised features after affinity propagation, each c j is calculated by the corresponding column in Eq. (6).
3) HANDLE BAD CASES
Affinity propagation searches for the best number of classes by updating the availability and responsibility iteratively. However, this method does not work when the packets fluctuate wildly, the elements in a(h i,j , h k,j ) + r(h i,j , h k,j ) are all less than zero.
On the premise of the hypothesis in section II.B that effective CSI features are more convergent than noise, we propose to utilize statistical features as a complement when affinity propagation fails. Mode is especially suitable for describing this feature, which is calculated by frequency Algorithm 1 Dynamic Denoising Input: CSI raw data matrix CSI from one time slice of m packets Output: Effective feature C 1: flag =1 2: compute length of a slice by m = length (CSI ) 3: compute the possible connections by p = m * m − m 4: for j = {1,2, . . . ,m} do 5: for i, k={1,2, . . . ,p} do 6: compute similarity S h i,j ,h k,j by Eq. (7) 7:
compute S h i,j ,h i,j by median (S h i,j ,h k,j ) 8:
end for 9: availability, responsibility = zeros(m, m) 10: while flag = 0 do 11: update availability, responsibility by Eq. else 20 :
end if 22: end for statistics on a column of CSI matrix in Eq. (6) . The validity of mode as an alternate feature is verified in the experiments in Section V.
As a summary, the operation of dynamic denoising is described in algorithm 1. The complexity of the algorithm is O(m 3 ), m is the number of packets in a group, so it is necessary to choose m carefully in the Section IV.A.1.
B. FEATURE ENHANCEMENT
Dynamic denoising extracts effective CSI features from the raw data and alleviates noise interference, then the feature enhancement will be performed to reduce the confusion caused by insufficient feature resolution. Three primary steps are included in the feature enhancement: 1) adaptive polynomial fitting, 2) fine-grained feature extracting and 3) nonlinear kernel mapping.
1) ADAPTIVE POLYNOMIAL FITTING
In IEEE 802.11n, the index of sub-carrier varies over a range of -28 to 28 and 30 sub-carriers are sampled from 56 in 20 MHz bandwidth (index 0 is reserved for carrier frequency). Besides, considering the multi-path interference in indoor environment, amplitudes usually fluctuate severely. Owing to the fact, alleviating the fluctuation before feature enhancement is important in avoiding unstable characteristics. To solve this problem, the polynomial with regularization is utilized to alleviate the fluctuations.
Eq. (13) is the basic model of the polynomial, where w is the weight of high powers of x, k is the degree of polynomial. Models with insufficient capacity are unable to solve complex problems. Models with high capacity can solve complex problems, but when their capacity is higher than needed, they may over-fit. As k increases, the residual between raw data and fitted data decreases, at the same time, the fluctuation appears. Besides, over-fitting make it difficult to generalize enhanced features in the database to the online real-time features. So, it is critical to balance the accuracy of ployfitting and degree of the equation.
To solve this problem, a penalty term is added to the optimization function [26] as shown in Eq. (14) . The growth of weights is suppressed in optimization. The over-fitting problem caused by reducing the residual exceedingly is avoided.
For fast calculation, the optimization function can be described as the multiplication of matrix. As shown in Eq. (15) , this is a typical Tikhonov regularization problem [27] , w can be calculated by solving the Eq. (16-17) using standard procedures [28] , the weights are shown in Eq. (18).
2) FINE-GRAINED FEATURE EXTRACTING
Gradient has been proved as an effective feature in extracting lines and edges in image identification [29] . Inspired by this idea, we propose to extract the trend over 30 sub-carriers of CSI by derivation, and describe the data in a more finegrained manner. Since the jagged fluctuations in the amplitudes are eliminated by polynomial fitting, calculations of non-derivable points are avoided. The specific processing is presented in Fig.4 .
3) NONLINEAR KERNEL MAPPING
Insufficient resolution of features is a severe problem need to be solved in classification, the fine-grained features above capture the trend of each reference point from the frequency domain. In this part, the resolution of features is enhanced from the perspective of the relationship between reference points further.
First, each point that requires feature enhancement is defined as a candidate, all reference points in the fingerprint database are selected as anchors. Second, the distance between the candidate and the anchor are mapped by the kernel function in Eq. (19) , then the results are spliced as in Eq. (20) .
M i,r represents the feature calculated by candidate i and anchor r. v i is the feature vector of candidate i, v r is the feature vector of anchor r, and R is the number of anchors. The enhanced feature of the candidate point i is shown as in Eq. (20) . When the distance between i and r is small, the kernel function will amplify the amount of change; but when the distance is large, the value tends to be stable. The goal of this kernel is to polarize similar values.
At last, TRRS [14] in Eq. (21) is used to measure the resolution of the enhanced features. M i and M i represent enhanced features of two different reference points, both are L dimension vectors. Before the nonlinear kernel mapping, L is the total number of usable sub-carriers. After the nonlinear kernel mapping, L is the product of j in Eq. (7) (the number of sub-carriers) and R in Eq. (20) .
The operation of feature enhancement is summarized by Algorithm 2, and experiments in Section V validates the effectiveness of enhanced features. 
w i x i 5: compute D(n) = differential(P(n)) 6: for i in candidates do 7: for r in anchors do 8: compute the enhanced feature by Eq. (19 Real-world experiments in two typical indoor environments are conducted to evaluate the performance of C-Map. Both the transmitter and the receiver are mobile terminals equipped with Intel 5300 NIC, in which one antenna is installed at the transmitter and three antennas are installed at the receiver. Each of the reference location is tested twice, and 100 CSIs are sampled for each location. Note that, the purpose of our experiments is to estimate the resolution of features, thus all these points are reference points. To be fair, the comparison algorithms use exactly the same data set. The packets received by the receiver consist of time stamp, RSSI, number of antennas, noise and CSI. The transmitter sends packets at the intervals of 5 ms in the 2.4 GHz with 20 MHz bandwidth. The receiver extracts the CSI data by modifying the NIC driver. The experiments are carried out in the following indoor environments:
1) LABORATORY, CONFERENCE ROOM, AND CORRIDOR
As shown in Fig.5 , this is a comprehensive environment with three typical complex indoor environments. The total area of this environment is 152.9 m 2 , the laboratory is 16.4 * 4.4 m 2 ; the meeting room is 16.4 * 4 m 2 ; and the corridor is 8.4 * 1.8 m 2 . There are many tables and computers in the environment. The laboratory and meeting room are separated by a glass wall. The layouts of this comprehensive environment are shown in Fig.5 (b) . There are 59 reference points VOLUME 7, 2019 (marked as red dots) and 4 transmitters (marked in yellow). The distance between two adjacent reference points is 1.2 m. Our experiments were conducted outside of working hours, but there were still few people move around.
2) GARAGE
As shown in Fig.6 , the second test environment is an underground garage. This is a relatively special indoor environment that contains the movement of large metal objects (cars). The layouts are shown in Fig.6 (b) , the test area is 87.8 m 2 with a total of 56 reference points (marked as red dots) and 3 emitters (marked in yellow). The distance between two adjacent reference points is 1.5 m.
3) BENCHMARKS
For comparison, two methods for pre-processing are implemented: 1) the combination of mean and MDS [16] , and 2) the combination of DBSCAN and PCA [18] , these two methods will be abbreviated as MDS and DBSCAN. For a fair comparison, all these three schemes use the same dataset. In addition, a base line without preprocessing is given. In order to demonstrate how this system works, we will also present the optimization step-by-step to verify the validity of feature. Besides, different kernel functions including linear kernel, polynomial kernel and sigmoid kernel are compared to verify the effectiveness of C-Map.
B. IMPROVEMENT OF RESOLUTION
The results of experiments are analyzed and discussed in this section from the perspective of confusion matrix and receiver operating characteristic curve (ROC) curves. The confusion matrix is a visual representation of the classification, the indexes of reference points are taken as the horizontal axis and the vertical axis respectively. The depth of color is corresponding to the similarity calculated by Eq. (21) between two reference points. The higher the similarity, the deeper the color. Therefore, the best result is that the diagonal elements are all blue and the non-diagonal elements are red. Blue dots scattered outside the diagonal represent the confusion of matching, and result in wrong estimation. The confusion matrix in the comprehensive environment (including laboratory, conference room, corridor) and garage environment is presented in Fig.7 and Fig.8 respectively. Three pre-processing methods and a base line are implemented. Fig.7 shows the confusion matrix in the comprehensive environment. Compared with the base line, MDS enhances the matching of the diagonal elements, but causes some strong confusion outside the diagonal. DBSCAN enhances the matching without generating strong confusion points, but the small difference between the diagonal and the off-diagonal values may result in confusion of weak matching points. C-Map enhances the matching of diagonal elements while avoiding the confusion of non-diagonal elements.
In summary, C-Map gives a perfect performance of improving feature resolution in the typical comprehensive complex indoor environment. Fig.8 shows the confusion matrix in the garage environment. Due to the movement of large metal objects (cars), the signal is disturbed severely. In this case, the MDS in garage shows better performance than in the comprehensive environment, and the strong matching points outside the diagonal are reduced. However, many weak matching points around the diagonal appear, which directly influence the results of weak matching points. The DBSCAN has strong matching points scattered outside the diagonal. The confusion of weak matching points still exists in the DBSCAN. C-Map has few strong matching points scattered outside the diagonal; the total number in C-Map is less than the other two methods. C-Map performs better in the weak matching points, and shows stable performance in the garage environment.
The ROC curve is widely used to screen classification models, which objectively reflects the performance of classification on true positive rate (TPR) and false positive rate (FPR) [30] . The closer the curve is to the (0,1) point, the better performance the model has. Next, the improvement of these three methods will be estimated by ROC.
As shown in Fig.9 and Fig.10 , the performance in the comprehensive environment (laboratory, conference room, corridor) and garage based on ROC are given. The yellow curve represents the result of the base line; the red curve shows the performance of the MDS; the green curve is the result of the DBSCAN; the blue curve stands for the result of C-Map.
The ROC in the comprehensive environment is shown in Fig.9 . Compared with the base line, all these three methods improve the performance. However, the ROC of DBSCAN slows down at an early stage in the comprehensive environment, so that the performance of DBSCAN is weaker than the other two methods. MDS performs good in the comprehensive environment, and C-Map performs superiorly and stably in this environment.
The ROC curve in the garage environment is shown in Fig.10 . As can be seen from the figures, because of the influence of vehicle movement, the ROC of base line in the garage environment drops a lot. The performance of MDS in the garage environment is affected greatly, but the performance of DBSCAN and C-Map model are relatively stable, and C-Map shows a steady growth. In order to demonstrate how this system works and verify the validity of feature, we present the optimization process step-by-step in Fig.11 and Fig.12 . As can be seen from the figure, the optimization of each step is revealed. Dynamic denoising greatly optimizes the effectiveness of features, and the feature enhancement also plays an important role. Overall, the resolution of features is gradually improved. C-Map shows stable performance in different environments.
In summary, adaptive preprocessing system C-Map presents stable superior performance and high availability in various complex environments.
C. POSITIONING ERROR
To assess the effectiveness of the preprocessing system further, we evaluate the accuracy of C-Map in two typical indoor environments from the aspect of cumulative distribution function (CDF). For fair comparison, a typical KNN is used to calculate the position of target.
We repeated the process of positioning across two different selections of k, k = 1 and k = 2. When k = 1, the accuracy of the classification and the deviation are depicted in Fig.13 and Fig.14. When k = 2, Fig.15 and the comprehensive environment is 0.97 m, which is 28.1% lower than the 1.35 m of the MDS, and 33.1% lower than the 1.45 m of the DBSCAN. In the garage environment, the average positioning error of C-Map is 1.36 m, which is 19% lower than the 1.68 m of MDS, and 28% lower than the 1.89 m of DBSCAN.
Through the analysis of the above results, C-Map performs stably in various environments. 
D. COMPUTATIONAL COMPLEXITY ASSESSMENT
As mentioned in IV.A.3, the complexity of the algorithm is O(m 3 ), m is the number of packets in a group. Therefore, in the last part, these three methods will be evaluated from the perspective of run-time. The test program consists of two parts: the application of preprocessing methods and the calculation of positioning results. The processor we use is Intel(R) i3-4150CPU and the memory is 8 GB. As shown in Table 1 , in the comprehensive environment, the running time of MDS is 0.8594 s, the running time of DBSCAN is 0.4707 s, and the running time of C-Map is 0.9434 s. In the garage environment, the running time of MDS is 0.7882 s, the running time of DBSCAN is 0.4803 s, and the running time of C-Map is 0.8723 s. In terms of running time, C-Map is slightly higher, but still meets the needs of indoor positioning applications. 
E. COMPARISON OF DIFFERENT KERNELS
In the last part, four typical kernels are evaluated in two typical indoor environments from the perspective of ROC.
Different kernel functions have various effects on features due to their characteristics. In this paper, our purpose is to polarize similar values and improve the resolution of features. The functions to be compared are specifically expressed as follows, v means vector: As shown in Fig.17 and Fig.18 , RBF kernels polarizes similar values effectively and shows great and stable performance in improving the resolution of features.
VI. CONCLUSION
With the popularization of mobile devices, location based services (LBS) provide great convenience for smart cities. However, signal transmission in indoor environment is affected by multi-path interference, shadow effect, power attenuation and transmission delay. There are two main problems in applying CSI to positioning: 1) raw CSI data are sensitive to the noise caused by the environmental and hardware, 2) with the expansion of test area, insufficient resolution of features disturbs positioning severely.
In this paper, an adaptive preprocessing system is constructed, named C-Map. It is utilized both in offline training and online matching. We improve the affinity propagation algorithm to denoise dynamically, then describe features by combining the derivation with nonlinear kernel function to improve the resolution of features stably. To demonstrate the effectiveness of C-Map, we implement it on the commercial 802.11 NICs. Extensive experiments are conducted in typical environments. The results show that C-Map alleviates the influence of noise effectively and improves the availability of features. At the same time, the consumption of time is also estimated, which guarantees real-time response of the system. C-Map can be embedded as a sub-module in the existing CSI-based positioning system. Optimize the positioning accuracy of CSI signal in typical office environment or open environment on the premise of real-time performance.
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