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Abstract
A systematic and unified approach to transformations and symmetries of
general second order linear parabolic partial differential equations is presented.
Equivalence group is used to derive the Appell type transformations, specifically
Mehler’s kernel in any dimension. The complete symmetry group classification
∗e-mail: gungorf@itu.edu.tr
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is re-performed. A new criterion which is necessary and sufficient for reduction
to the standard heat equation by point transformations is established. A sim-
ilar criterion is also valid for the equations to have a four- or six-dimensional
symmetry group (nontrivial symmetry groups). In this situation, the basis el-
ements are listed in terms of coefficients. A number of illustrative examples
are given. In particular, some applications from the recent literature are re-
examined in our new approach. Applications include a comparative discussion
of heat kernels based on group-invariant solutions and the idea of connecting
Lie symmetries and classical integral transforms introduced by Craddock and
his coworkers. Multidimensional parabolic PDEs of heat and Schro¨dinger type
are also considered.
1 Introduction
The purpose of this paper is to present a systematic and unified approach to linear
parabolic equations of the form
ut = a(x, t)uxx + b(x, t)ux + c(x, t)u, a 6= 0, x ∈ R, t > 0, (1.1)
where a, b, c are arbitrary smooth functions, from the point of view of local equiva-
lence and symmetry properties. The coefficients a and b are called diffusion and drift
functions. This class arises as a fundamental model in many different areas of mathe-
matics and physics such as diffusion processes, stochastic (Markov) processes, Brow-
nian motion, probability theory, financial mathematics, population genetics, quan-
tum chaos and others. The celebrated Kolmogorov (c = 0) and Fokker-Planck (FP)
(axx − bx + c = 0, namely in divergence or conservative form) equations are special
cases.
A large body of literature exists on applications of Lie symmetry methods to con-
struct analytical solutions and solve initial, terminal and boundary value problems for
Eqs. (1.1) with different coefficients. What happens with these works is to compute
symmetries from scratch for each coefficient. A more general approach to computa-
tion of symmetries can be found in [5, 8, 9, 20, 25, 47, 49]. A criterion that guarantees
existence of 4- and 6-dimensional symmetry groups for the Fokker-Planck equations
was given in [49].
On the other hand, a related question is to ask when an equation in the class (1.1)
is equivalent to the standard heat equation under the invertible point transformations.
There have been some attempts [5, 26, 27, 45] to answer this question. The last two
papers rely on the notion of differential invariants or semi-invariants under the action
of the full equivalence group or subgroups using infinitesimal techniques. In Ref. [26],
a second order semi-invariant (with a, b, c defined by a change of sign)
K =
1
2
b2ax + (at + aaxx − a2x)b+ (aax − ab)bx − abt − a2bxx + 2a2cx
was derived and commented that the condition K = 0 could possibly guarantee the
equivalence. Later, it was shown in [27] that fulfilment of a complicated singular
2
invariant equation expressed in terms of K, a and their derivatives up to order six,
(which we don’t reproduce here) is both necessary and sufficient for the existence of
a point transformation mapping (1.1) to the heat equation. A work extending point
transformations to nonlocal ones was carried out in [4].
The main motivation of the present paper is to lend a fresh perspective to these
two fundamental issues: computation of symmetries for the general coefficients and
also the identification of group structure of the symmetry group when nontrivial
symmetries (4- and 6-dimensional) are allowed and establishing a new criterion of local
equivalence to the heat equation using only global approach rather than infinitesimal
one. The criterion is expressed in terms of a second order differential semi-invariant
in case of spatially varying coefficients (admitting at least one additional symmetry
other than homogeneity and linear superposition).
The complete symmetry classification of (1.1) was given by Lie himself in [34]
as part of a classification of all second order linear PDEs in two dimensions. The
classification was redone by Ovsiannikov [41]. Here we do the same from a slightly
different point of view. Conservation laws and potential symmetries of (1.1) was
investigated in [44]. A local equivalence problem for the class (1.1) under a contact
transformation pseudo-group was addressed in [35].
We organise this paper as follows. In Section 2 we discuss equivalence groups for
linear parabolic equations in the general form (1.1) on the real line and for those in n-
dimensions in the potential form (2.28). We then use them to derive a necessary and
sufficient criterion for the reducibility to the standard heat equations (zero potential).
We provide a general transformation formula and illustrate with a number of exam-
ples. Some of them have already appeared in the literature and we re-examine them
in our framework. We also re-construct Appell type transformations and heat ker-
nels for equations with three different potentials using equivalence transformations.
Section 3 is devoted to computation of the nontrivial symmetry algebras and identifi-
cation of their Lie-algebraic structure. For a comparison we apply our results to some
special cases chosen from the literature. Specifically, we show how our approach can
be effectively used to deal with any equations with at least a nontrivial symmetry in
a unified way. In Section 4 we study group-invariant and fundamental solutions and
give a discussion of initial and boundary-value problems. Finally, Section 5 gives a
brief summary of the results discussed throughout.
2 Equivalence group and transformation to the heat
equation
2.1 One-dimensional case
As we are interested in transformations preserving only the differential form of the
equation we present the following proposition as our main ingredient.
Proposition 2.1. The equivalence group of GE of Eq. (1.1) is given by
t˜ = T (t), x˜ = X(x, t), u˜ = θ(x, t)u+ ψ(x, t), (2.1)
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where T , X and θ are arbitrary smooth functions of their arguments and satisfy
T˙ , Xx, θ 6= 0. The new coefficients transform by
a˜ =
X2x
T˙
a,
b˜ =
Xx
T˙
[
b− 2aθx
θ
+ a
Xxx
Xx
− Xt
Xx
]
,
c˜ =
1
T˙
[
c− bθx
θ
+ 2a
(
θx
θ
)2
− aθxx
θ
+
θt
θ
]
,
(2.2)
and ψ satisfies the homogeneity preserving condition L(ψ/θ) = 0, where L is the linear
operator L = ∂t − a∂2x − b∂x − c. The explicit form of this condition is
cψ − bψθx
θ
+ 2aψ
(
θx
θ
)2
+ bψx − 2aψx θx
θ
− aψθxx
θ
+ aψxx + ψ
θt
θ
− ψt = 0. (2.3)
This condition identically holds for ψ = 0.
Throughout this article we shall assume that the class (1.1) has at least one sym-
metry other than homogeneity in u (the multiplication of u by a nonzero constant)
and superposition of solutions. Later we shall see that the presence of such a sym-
metry transforms our equation into one with coefficients depending on space variable
only
ut = a(x)uxx + b(x)ux + c(x)u, a 6= 0. (2.4)
Such an equation is sometimes called time-invariant or time autonomous.
For convenience we introduce two functions (following the notation adopted in
[25])
I(x) =
∫ x dxˆ√
a(xˆ)
, J(x) =
1√
a
[
a′(x)
2
− b(x)] = d
dx
(
√
a(x))− b(x)√
a(x)
. (2.5)
We can set a to 1 and b to zero by choosing X and θ as
X = ε
√
T˙
∫
dx√
a
+ δ(t) = ε
√
T˙ I(x) + δ(t), T˙ > 0
θx
θ
=
b
2a
− 1
4
a′
a
− 1
8
T¨
T˙
(I2)′ − δ˙
2
√
T˙
I ′ = −1
2
J√
a
− 1
8
T¨
T˙
(I2)′ − δ˙
2
√
T˙
I ′,
where ε = ±1, δ is an arbitrary function. Integrating the second equation above, θ
has the form
θ(x, t) = ν(t) exp
[
−1
2
∫
J√
a
dx− 1
8
T¨
T˙
I2 − δ˙
2
√
T˙
I
]
, (2.6)
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where ν(t) 6= 0 is another arbitrary function. Under the special case T = t, δ = 0 the
initial equation (2.4) will reduce to the canonical (or potential) form
u˜t˜ − u˜x˜x˜ =
(
1
2
√
aJ ′(x)− 1
4
J2(x) + c
)
u˜ = c˜(x˜)u˜. (2.7)
If b = b(x, t) the transformed coefficient c˜ is given by
c˜ =
1
2
√
aJx − 1
4
J2 − 1
2
∫
bt
a
dx+ c,
where J is redefined by
J(x, t) =
1√
a
[
a′(x)
2
− b(x, t)]. (2.8)
We call the function
K(x) =
1
2
√
aJ ′(x)− 1
4
J2(x) + c (2.9)
an invariant (more precisely a semi-invariant) of Eq. (2.4). In case a = a(x), b =
b(x, t), c = c(x, t) we replace it by
K(x, t) =
1
2
√
aJx − 1
4
J2 + c,
where J is given by (2.8).
K is not changed under the change of dependent variable only (leaving x and t
unaltered). a is also a semi-invariant. Indeed, if θ is eliminated between the relations
a˜ = a, b˜ = b− 2aθx
θ
, c˜ = c− bθx
θ
+ 2a
(
θx
θ
)2
− aθxx
θ
,
it turns out K˜ = K. The semi-invariant K will play a role in determining locally
equivalent equations. One can see that two equations from the initial class can be
transformed into each other by a change of the dependent variable u˜ = θ(x, t)u,
θ 6= 0 if and only if the function K is the same for both equations. We note that
our semi-invariant K differentiated once with respect to x actually coincides with
that of Ref. [26] modulo trivial invariance of a and its derivatives when pure spatial
dependence on x of a is present while b and c can depend on both x and t.
We now turn to our canonical equation in a form with a more general potential
ut − uxx + V (x, t)u = 0. (2.10)
We restrict the equivalence transformations to find the subgroup of GE preserving the
relations a˜ = a = 1, b˜ = b = 0 and obtain the following proposition.
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Proposition 2.2. The equivalence group G˜E of Eq. (2.10) consists of the transfor-
mations
t˜ = T (t), x˜ =
√
T˙ x+ δ(t), u˜ = ν(t) exp
[
−1
8
T¨
T˙
x2 − δ˙
2
√
T˙
x
]
u,
V˜ =
1
T˙
[
V +
1
8
{T ; t}x2 + 1
2
(
δ¨√
T˙
− T¨ δ˙
T˙ 3/2
)
x− δ˙
2
4T˙
− T¨
4T˙
− ν˙
ν
]
,
(2.11)
where {T ; t} is the Schwarzian derivative of T with respect to t defined by
{T ; t} =
...
T
T˙
− 3
2
( T¨
T˙
)2
.
Choosing V˜ = 0 we have the following.
Corollary 2.1. The most general equation of the form (2.10) which can be trans-
formed to the standard heat equation should have the form
V = q2(t)x
2 + q1(t)x+ q0(t).
This common fact will be our starting point in search of a practical test for trans-
formability to the heat equation. In order to transform an equation of the form
ut − uxx + (q2(t)x2 + q1(t)x+ q0(t))u = 0 (2.12)
to ut − uxx = 0 we simply use the freedom left in the transformations (2.11). We fix
the coefficients of the quadratic potential as
− 1
8
{T ; t} = q2(t), −1
2
(
δ¨√
T˙
− T¨ δ˙
T˙ 3/2
)
= q1(t),
δ˙2
4T˙
+
T¨
4T˙
+
ν˙
ν
= q0(t). (2.13)
and solve for T , δ and ν. The first equation
{T ; t} = −8q2(t) (2.14)
is a Schwarzian equation for T (t) which is reduced to the linear second order equation
by the ratio transformation
T (t) =
k1Ω1 + k2Ω2
k3Ω1 + k4Ω2
, k1k4 − k2k3 6= 0,
where Ω1,Ω2 are two independent solutions of the linear equation
Ω¨− 4q2Ω = 0. (2.15)
Note that the same Schwarzian equation can be transformed to a Riccati equation of
the form
˙̺ − 1
2
̺2 = −8q2(t).
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by the transformation ̺ = T¨ /T˙ . The remaining equations can be expressed in terms
of a new function ω defined by δ(t) =
√
T˙ω(t) in a more compact form. This implies
x˜ =
√
T˙ (x+ ω(t)) in (2.2). The second equation is transformed to
ω¨ +
1
2
{T ; t}ω = −2q1(t),
which, by virtue of the first Eq. in (2.10), becomes
ω¨ − 4q2(t)ω = −2q1(t). (2.16)
Using the relation δ(t) =
√
T˙ ω(t) and integrating the third equation of (2.13) we find
a formula for ν(t) in terms of T and ω in the form
ν(t) = ν−10 T˙
−1/4 exp
{
− T¨
8T˙
ω2 − 1
4
∫
[4q2ω
2 + ω˙2 − 4q0]dt
}
, (2.17)
where ν0 6= 0 is arbitrary integration constant. We conclude that the functions T , ω,
thereby δ and ν are completely determined by fixing the coefficients of the quadratic
potential. We can state the point transformations achieving the reduction to the heat
equation u˜t˜ − u˜x˜x˜ = 0 in the following form
t˜ = T (t), x˜ =
√
T˙ (x+ ω(t)),
u = ν0T˙
1/4 exp
{
T¨
8T˙
x2 +
1
2
(ω˙ +
T¨
2T˙
ω)x+
T¨
8T˙
ω2 +
1
4
∫
[4q2ω
2 + ω˙2 − 4q0]dt
}
u˜.
(2.18)
In other words, if u˜ solves the heat equation then so u will solve Eq. (2.12). We note
that this transformation depends on six arbitrary constants, three of which comes
form the solution of the Schwarzian equation, two from (2.16) and one from ν0.
In summary we have established a practical test which will ensure local equivalence
of (2.4) to the heat equation.
Proposition 2.3. Any equation from the class (2.4) can be transformed to the heat
equation if and only if the semi-invariant equals a quadratic polynomial in I
K(x) =
1
2
√
aJ ′ − 1
4
J2 + c = q2I
2 + q1I + q0, (2.19)
where q2, q1 and q0 are some constants. Furthermore, symmetry group of the initial
equation can be conjugated to the one of the heat equation producing isomorphic
symmetry groups.
Remark 2.1. Condition (2.19) is a Riccati equation for J(x) and can be integrated
in some special cases. Changing the independent variable to I, the Riccati equation
can be expressed as
1
2
dJ
dI
− 1
4
J2 + c = q2I
2 + q1I + q0. (2.20)
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The transformation J = −2π′(I)/π(I) reduces (2.20) to a second order linear ODE
for π, which is actually a parabolic cylinder equation. Given a(x) and c(x), this
allows us to find classes that can be transformed to the heat equation. Hence, b(x)
is extracted from J so that the obtained equation is reducible to the heat equation.
In particular, for the Fokker-Planck equation we have a = p(x), b = p′(x) + q(x),
c(x) = q′(x), J(x) = −[(√p)′ + q/√p]. Furthermore, for p = 1 the above condition
becomes
q′ − 1
2
q2 = c2x
2 + c1x+ c0,
where c2, c1, c0 are constants. The class of Fokker-Planck equations with p = 1, q(x)
arbitrary was investigated in [3].
For an equation in the class (2.4) with the coefficients given, a simple strategy to
decide about reducibility to the heat equation consists of computing K(x) and in-
specting if it can be written as a quadratic polynomial in I (in general, time dependent
coefficients can be allowed). When this is the case the corresponding transformation
is given by
t˜ = T (t), x˜ =
√
T˙ (I + ω(t)),
u˜ = ν(t) exp
[
−1
2
∫
J√
a
dx− 1
8
T¨
T˙
I2 − 1
2
(ω˙ +
T¨
2T˙
ω)I
]
u,
(2.21)
where T , ω are solutions to (2.14), (2.16) and ν is as before (formula (2.17)).
As an illustration we analyse the subclass where only the diffusion coefficient is
present.
Example 2.1.
ut = a(x)uxx.
In this case b = c = 0, J = a′/(2
√
a) = (
√
a)′,
K =
1
2
AA′′ − 1
4
A′2, A =
√
a.
We suppose that K is equal to a constant so that
AA′′ − 1
2
A′2 = m.
We differentiate it to get A′′′ = 0 which has the general solution A(x) = a2x2+a1x+a0.
We have found a polynomial diffusion a(x) = (a2x
2+a1x+a0)
2 which is transformable
to the heat equation. It includes the powers a(x) = αx4, a(x) = βx2.
The special case a(x) = (1 + k2x2)2, k 6= 0 arises in a study of Brownian motion.
We have
I(x) =
1
k
arctan(kx), J(x) = 2k2x, K(x) = k2.
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From (2.19) we have q2 = q1 = 0, q0 = −k2 so from (2.21) the corresponding trans-
formation is found to be
t˜ = t, x˜ =
1
k
arctan(kx), u˜ = e−k
2t(1 + k2x2)−1/2u.
This case was discussed in [56] as an example of identifying isomorphic symmetry
algebras of PDEs.
For the power diffusion a(x) = σx2γ , γ 6= 0 we have
I =
x1−γ√
σ(1− γ) , J = γ
√
σx−(1−γ), K =
γ(γ − 2)
4(1− γ)2 I
−2, γ 6= 1.
From K we see that reduction to the heat equation can be possible only for γ = 2,
otherwise it would be reduced to the second canonical form of the heat equation with
a four-dimensional symmetry group (see (3.20)). For γ = 1 we have I = ln x/
√
σ,
J =
√
σ, K = −σ/4, which implies that reduction to the heat equation is possible.
The relevant transformations can directly be constructed from (2.21) by the choice
of q2 = q1 = 0, q0 = σ/4. For a = x
2 it has the form
t˜ = t, x˜ = ln x, u =
√
xe−t/4u˜.
In summary, there are only two powers where the equations are equivalent to the heat
equation.
It is straightforward to check that for the FP equation
ut =
∂
∂x
[(Ax+B)2γux], A 6= 0,
it follows K = 0,−A2/4 for γ ∈ {2/3, 1}, respectively. Both is equivalent to the heat
equation. The transformation for the first case is
t˜ = t, x˜ =
3
A
(Ax+B)1/3, u = (Ax+B)−1/3u˜.
For the other case we put q2 = q1 = 0, q0 = A
2/4 and find
t˜ = t, x˜ =
1
A
ln(Ax+B), u = e−A
2/(4t)(Ax+B)−1/2u˜.
Example 2.2 (Ref. [52]).
ut =
∂2
∂x2
[(1− x2)2u].
We have a = (1− x2)2, b = −8x(1− x2), c = 4(3x2 − 1) and J = 6x, K = −1, which
indicates that the equation is reducible to the heat equation. Using formula (2.21)
for q2 = q1 = 0, q0 = 1 we find the transformation to be
x˜ = tanh−1 x =
1
2
ln
1 + x
1− x, t˜ = t, u = (1− x
2)−3/2e−tu˜.
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Example 2.3.
ut = uxx + f(x)ux.
We have a = 1, b = f(x), c = 0, I = x, J = −f(x), K = −1
2
f ′ − 1
4
f 2. Let us check
the condition (Riccati equation)
K = −1
2
(f ′ +
1
2
f 2) = −(q2x2 + q1x+ q0) (2.22)
for some possible drift function f . For f = 2/x, we have K = 0 which indicates
equivalence to the heat equation via u = u˜/x (from (2.6)). For f = k/x, k 6= 0, 2,
we have K = −[k(k − 2)/4]x−2 so the equation would be in the other canonical
class via the transformation u = x−k/2u˜. Of course, other special solutions of the
Riccati equation can produce examples of equations transformable to the canonical
forms. For example, if f(x) = bx, b 6= 0 (see also [7]) then (2.22) is satisfied for
q2 = b
2/4, q1 = 0, q0 = b/2 so that reduction to heat equation can be achieved by a
transformation (formula (2.21))
t˜ =
1
2b
e2bt, x˜ = ebtx, u˜ = u.
Note that this transformation is not unique. Also, for f(x) = tanh(x/2 + c) with c a
constant the left hand side of (2.22) is equal to a constant
f ′ +
1
2
f 2 =
1
2
,
from which it follows that q2 = q1 = 0, q0 = −1/4. Again the corresponding equation
is equivalent to the heat equation via the map
t˜ = t, x˜ = x, u = e−t/4 sech
(x
2
+ c
)
u˜.
In general, the transformation f = 2w′/w takes (2.22) to the second order linear
equation
w′′ − h(x)w = 0, h(x) = q2x2 + q1x+ q0,
known as parabolic cylinder equation which belongs to the class of generalized hyper-
geometric type equations 1 which can be reduced to a Hermite equation by a change
of dependent variable or to a confluent hypergeometric equation by a further change
of independent variable. It is always possible to eliminate q1 by a translation in x. In
the special cases w′′ − q2x2w = 0 and w′′ − (q1x + q0)w = 0 solutions are expressed
in terms of Bessel functions of index 1/4 and 1/3, respectively. The latter equation
is called Airy equation.
1A generalized hypergeometric equation [39] is one of the form
y′′ +
p(x)
q(x)
y′ +
r(x)
q2(x)
y = 0,
where p is a linear polynomial, q and r are quadratic polynomials at most. A linear change of y can
be used to transform it the usual hypergeometric equation where r = λq, λ a constant.
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Recall that the radial heat equation in n dimensions satisfies
ut = uxx +
k
x
ux, k = n− 1, (2.23)
where x is the radial variable x = |x|, 0 < x <∞.
The transformations (2.18) can also be used to derive the famous Appell trans-
formations (discrete symmetries), heat kernels (fundamental solutions) for the heat
equation, the harmonic oscillator or Hermite heat equation and the heat equation
with linear potential.
Example 2.4. The heat equation ut − uxx = 0.
We set q2 = q1 = q0 = 0 and pick functions T (t), ω(t) as solutions of the equations
{T ; t} = 0, ω¨ = 0.
The general solution is
T (t) =
at+ b
ct+ d
, ∆ = ad − bc > 0, ω(t) = ω1t+ ω0,
where a, b, c, d, ω1 and ω0 are constants. Note that T˙ = ∆(ct+d)
−2, T¨ /T˙ = −2c/(ct+
d). We find a formula involving 6 arbitrary constants taking one solution of the heat
equation to another one (a discrete symmetry). For the special choice t˜ = T = −1/t
(T˙ = t−2), ω = −y = const. we find the translated Appell transformation
u = c0t
−1/2 exp
[
−(x− y)
2
4t
]
u˜(t˜, x˜), T = −1
t
, x˜ =
x− y
t
. (2.24)
This result was originally derived in [1]. Choosing the constant solution u˜ = 1 and
c0 = (4π)
−1/2 we recover the fundamental solution
K(x, t, y) = (4πt)−1/2 exp
[
−(x− y)
2
4t
]
, t > 0 (2.25)
with singularity at (y, 0) for the heat equation with the initial condition
lim
t→0+
K(x, t, y) = δ(x− y),
where δ is the Dirac distribution and the limit is to be taken in the distributional
sense. Since the equation is invariant under x-translations we can translate K(x, t, 0)
to get K(x, t, y) = K(x − y, t, 0). Later on, this simple idea of using translation
group will be applied to variable coefficient equations with nontrivial symmetries.
The choice of the normalizing constant c0 is dictated by the condition
lim
t→0+
∫
R
K(x, t, y)dx = 1.
Observe that
lim
t→0
[−4t lnK(x, t, 0)] = |x|2,
which is the squared euclidean distance. Such asymptotic behaviors of heat kernels
for variable coefficient heat equations was undertaken by Varadhan [54].
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Example 2.5. The heat equation with linear potential:
ut − uxx − xu = 0.
We have q2 = q0 = 0, q0 = 1, ω¨ = −2. This implies that T (t) is a fractional linear
(or Mo¨bius) transformation of t and ω(t) = ω1t + ω0 − t2. We take T (t) = −1/t,
ω(t) = −t2 − y and find the transformation rule
u = c0t
−1/2 exp
[
−(x− y)
2
4t
+
t3
12
− t
2
(x+ y)
]
u˜(t˜, x˜), T = −1
t
, x˜ =
1
t
(x− t2− y).
We can now choose u˜ = 1 and c0 = (4π)
−1/2 and obtain the fundamental solution
K(x, t, y) =
1√
4πt
exp
[
−(x− y)
2
4t
+
t3
12
− t
2
(x+ y)
]
.
Example 2.6. The harmonic oscillator equation:
ut − uxx + εx2u = 0, ε = ±1. (2.26)
For ε = 1, we put q2 = 1, q1 = q0 = 0. T and ω satisfy
{T, t} = −8, ω¨ − 4ω = 0.
We choose the special solutions T (t) = −1/2 coth(2t), ω(t) = −y cosh(2t) and obtain
u = c0(sinh 2t)
−1/2 exp
[
−cosh 2t(x
2 + y2)− 2xy
2 sinh 2t
]
u˜(t˜, x˜),
t˜ = −1
2
coth 2t, x˜ = (sinh 2t)−1(x− y cosh 2t).
(2.27)
For the special choice c0 = 1/
√
2π, u˜ = 1 we have obtained the Mehler’s formula for
the heat kernel of the harmonic oscillator equation without using Mehler’s Hermite
polynomial formula
K(x, t, y) = (2π sinh 2t)−1/2 exp
[
−cosh 2t(x
2 + y2)− 2xy
2 sinh 2t
]
.
For ε = −1 we replace the hyperbolic functions figuring in the above formula by
the trigonometric functions to find the corresponding Mehler’s formula (or Mehler
kernel)
K(x, t, y) = (2π sin 2t)−1/2 exp
[
−cos 2t(x
2 + y2)− 2xy
2 sin 2t
]
.
We note that a slightly different form of the equation
ut − uxx + λ2x2u = 0, λ 6= 0
can be scaled to (2.26) by a scaling of the independent variables: (t, x)→ (λt,√λx).
The construction of heat kernels by Lie symmetry groups as an alternative to
other different methods in the literature will be presented in Section (4).
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2.2 Heat equation with arbitrary potential in n-dimensions
Consider
ut = ∆u+ V (x, t)u, (x, t) ∈ Rn × (0,∞), (2.28)
where ∆ is the usual Laplacian on Rn. We want to construct the equivalence group
of this equation. We look for invertible transformations x˜µ = Xµ(x, u), u˜ = U(x, u)
which preserves the form of the equation (2.28). For ease of notational simplicity we
put x = (t, x) = (x0, x1, . . . , xn). We need first and second order derivational relations
between old and new coordinates
(Uu −Xσuu˜σ˜)uµ = u˜σ˜Xσ,µ − Uµ (2.29)
and
[Uu − u˜σ˜Xσu]uµν = u˜σ˜ρ˜(DµXρ)(DνXσ) + u˜σ˜Vµν ·Xσ − Vµν · U, (2.30)
where D is the total differentiation operator, u˜σ˜ = ∂u˜/∂x˜
σ, and we have defined
Vµν · U = Uµν + uµUνu + uνUµu + uµuνUuu
and a similar expression for Vµν · Xσ and we sum over repeated indices. We form
u0 − δµνuµν = u0 − uµµ = u0 −∆u from (2.29) and (2.30) and obtain
[Uu − u˜σ˜Xσu](u0 −∆u) = [X0,0u˜0 − (DµXρ)(DµXρ)∆u˜]
− u˜σ˜ρ˜(DµXρ)(DµXσ) + u˜σ˜(Xσ,0 − V ·Xσ) + V · U − U0, ρ 6= σ,
(2.31)
where V ·U = ∆U +2uνUνu+uνuνUuu and a similar expression for V ·Xσ. From the
coefficients of u˜0ρ, u˜σρ, σ 6= ρ we have
X0,ρ = 0, Xµu = 0, (DµXρ)(DµXσ) = 0, µ = 0, 1, . . . n, σ, ρ = 1, . . . n.
We also require the first term on the right of (2.31) to be proportional to the heat
operator so that we can write
Xσ,µXρ,µ = λ
2(x0)δσρ, λ
2(x0) = X0,0 > 0, σ, ρ = 1, 2, . . . , n. (2.32)
This relation indicates that Xa should be linear in xk:
Xk = λ(x0)Aklxl + βk(x0), k, l = 1, 2, . . . n, k 6= l,
where Akl ∈ O(n), O(n) being the group of n× n orthogonal matrices and βk(x0) is
arbitrary. Eq. (2.31) has the form
UuHu = λ(t)H˜u˜+ u˜σ˜(Xσ,0 −∆Xσ) + (∆U − U0 + 2uνUνu + uνuνUuu), Uu 6= 0,
where H = ∂0 − ∆ is the heat operator. ∆Xσ = 0 because Xk is linear in xk. The
terms linear and quadratic in the first derivatives must vanish. So, after substituting
uµ =
u˜σ˜Xσ,µ
Uu
− Uµ
Uu
we find
2Xσ,ν
Rν
R
+Xσ,0 = 0, U = R(x)u+ S(x), R 6= 0.
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For convenience we put Rν/R = −Fν (or R = e−F ) in the first relation
Fν =
1
2λ
(λ˙xν + β˙µAµν),
which integrates to
F (t, x) =
λ˙
λ
|x|2
4
+
β˙k
2λ
Aklxl + f(t), (2.33)
where |x| is the euclidean norm of x and f(t) is an arbitrary function of integration.
From now on we set x0 = t, x = (t, x) = (t, x1, . . . xn) and X0 = T (t) (λ(t) =
√
T˙ ).
In order to find the transformed potential, we replace Hu and H˜u˜ by V (t, x)u and
V˜ (t˜, x˜)u˜. This gives, using the relation −U0 + ∆U = U(Ft − ∆F + |∇F |2) and
simplifying further,
T˙ V˜ = V +∆F − |∇F |2 − Ft. (2.34)
or in terms of R
(T˙ V˜ − V )R = Rt −∆R. (2.35)
On using the following computations
∆F =
n
2
λ˙
λ
, |∇F |2 =
(
λ˙
λ
)2 |x|2
4
+
λ˙
2λ2
β˙kAklxl +
1
4λ2
n∑
k=1
β˙2k ,
Ft =
d
dt
(
λ˙
λ
)
|x|2
4
+
d
dt
(
β˙k
2λ
)
Aklxl + f˙(t),
we can express V˜ in the form
V˜ =
1
T˙
[
V − A(t)|x|2 −
n∑
k=1
Bk(t)Aklxl −
n∑
k=1
Ck(t)
]
, (2.36a)
where
A(t) =
1
8
{T ; t} , Bk(t) = − λ˙β˙k
2λ2
+
d
dt
β˙k
2λ
, Ck(t) = f˙ − n
4
T¨
T˙
− 1
4
(
β˙k
λ
)2
. (2.36b)
Note that S has to be a solution of the original equation. So we have the following
result.
Proposition 2.4. The equivalence group G˜E of (2.28) consists of fiber-preserving
transformations
t˜ = T (t), x˜k = Xk =
√
T˙Aklxl + βk(t), u(x, t) = exp[F (x, t)]u˜(x˜, t˜), (2.37)
where AklAkm = δlm and F is given by (2.33). The new and old potentials are related
by (2.36).
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Here we have ignored the term S(t, x) which gives rise to the linear superposition
principle. As a by-product we have demonstrated that the most general potential
V that can be transformed to one with zero potential (the standard heat equation)
should be of the form
V (x, t) = a(t)|x|2 +
n∑
k=1
bk(t)xk +
n∑
k=1
ck(t) (2.38)
for some functions a, bk and ck of t.
Just as in one dimensional case, we can use the equivalence group
t˜ = T (t), x˜k =
√
T˙ (t)Aklxl + βk(t), u(x, t) = exp[F (x, t)]u˜(x˜, t˜),
F =
T¨
T˙
|x|2
8
+
β˙k
2
√
T˙
Aklxl + f(t)
(2.39)
to find the Appell type transformations or fundamental solutions. Again we find it
convenient to change βk to ωk via βk =
√
T˙ωk. The functions T , ωk and f are found
from solutions of
{T ; t} = 8a(t), ω¨k + 4aωk = 2bk(t),
f˙ =
n
4
T¨
T˙
+
n∑
k=1

1
4
T¨
T˙
ωkω˙k +
1
4
ω˙2k +
1
16
(
T¨
T˙
)2
ω2k + ck(t)

 .
Example 2.7. Linear potential case:
ut = ∆u+
(
n∑
k=1
bkxk
)
u, bk = const.
We put a(t) = 0, bk(t) = bk, ck(t) = 0 and T (t) = −1/t, ωk(t) = −bkt2− yk. From
the last equation above we find
f(t) = f0 − n
2
ln t+
n∑
k=1
[
b2k
t3
12
− t
2
bkyk − y
2
k
4t
]
,
which leads to the Mehler’s formula [15] up to a multiplicative constant
K(x, t, y) = c0t
−n/2 exp
[
−|x− y|
2
4t
+
t3
12
n∑
k=1
b2k −
t
2
n∑
k=1
bk(xk + yk)
]
.
In particular, by choosing bk = 0, k = 1, 2, . . . , n in the above formula we obtain
the fundamental solution on the n-dimensional euclidean space Rn for the standard
heat equation
K(x, t, y) = c0t
−n/2 exp
[
−|x− y|
2
4t
]
,
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up to a multiplicative constant. c0 can be specified from the limit
lim
ε→0+
e−
|x|2
ε
(πε)n/2
= δ(x), x ∈ Rn (2.40)
to be c0 = (4π)
−n/2.
The derivation of the fundamental solution
K(x, t, y) = c0(sin 2t)
−n/2 exp
[
−cos 2t(|x|
2 + |y|2)− 2x · y
2 sin 2t
]
for the harmonic heat equation
ut = ∆u+ |x|2u
is left to the reader. Of course, it is also possible to derive the corresponding Appel
transformation, (which first appeared in [23] in n-dimensions) taking solutions among
themselves.
The situation for the most general variable coefficient case becomes much more
complicated in higher dimensions n ≥ 2. We treat the following somewhat general
case in two space-dimensions (n = 2) where only a spatial dependence on the coeffi-
cients (assumed to be smooth) is present
ut = a(x, y)uxx + b(x, y)uxy + c(x, y)uyy + d(x, y)ux + e(x, y)uy + f(x, y, t)u, (2.41)
where b2−4ac < 0 in some subset of R2. First of all, we perform a standard canonical
(locally invertible) transformation (x, y)→ (X(x, y), Y (x, y)) on the spatial variables
only in such a way that the new coefficients satisfy a˜ = c˜ and b˜ = 0 or more explicitly
σ(Xx, Xy) = σ(Yx, Yy), aXxYx +
b
2
(XxYy +XyYx) + cXyYy = 0,
where σ(r1, r2) = ar
2
1 + br1r2 + cr
2
2. If it happens that σ(Xx, Xy) = K = const.,
the principal part Lpu = a(x, y)uxx + b(x, y)uxy + c(x, y)uyy is then reduced to a K
multiple of the Laplacian ∆U = UXX + UY Y , while the remaining terms of (2.41)
remain form invariant. The factor K can be scaled to 1 by scaling time. This is
of course always true if the coefficients a, b, c are all constants. For example, the
nonconstant triple (a, b, c) = (x2, 0, y2) in Q = R+ × R+ can be transformed to
(1, 0, 1) by the transformation X = log x, Y = log y with the remaining coefficients
changed (the lower order derivative term −(UX + UY ) added). In general, Lpu =
Ax2uxx + Bxyuxy + Cy
2uyy, B
2 − 4AC < 0, (x, y) ∈ Q is transformable to the
Laplacian in an analogues way by some coordinate transformation. We shall suppose
that equation (2.41) has already been reduced to
ut = uxx + uyy + p(x, y)ux + q(x, y)uy + V (x, y, t)u.
Under the equivalence transformation
t˜ = τ(t), x˜ =
√
τ˙(x+ δ(t)), y˜ =
√
τ˙ (y + ρ(t)), u = eF (x,y,t)U(x˜, y˜, t˜),
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the above equation is transformed to
Ut˜ = Ux˜x˜ + Uy˜y˜ + p˜Ux˜ + q˜Uy˜ + V˜ U,
where
p˜ = 2Fx + p− τ¨
2τ˙
(x+ δ)− δ˙, q˜ = 2Fy + q − τ¨
2τ˙
(y + ρ)− ρ˙, V˜ = 1
τ˙
[V −W ]
with
W = Ft − (Fxx + Fyy)− (F 2x + F 2y )− pFx − qFy.
We can make p˜ = q˜ = 0 by a suitable choice of F iff py = qx. Under this assumption
F is constructed as
F =
τ¨
τ˙
[
1
8
(x2 + y2) +
1
4
(δx+ ρy)
]
+
1
2
(δ˙x+ ρ˙y)− 1
2
φ(x, y) + log ν(t),
where ν is arbitrary integration function and dφ(x, y) = p(x, y)dx+ q(x, y)dy. With
this choice of F we can express W in the form
W (x, y, t) =
1
8
{τ ; t} (x2 + y2) + Ω(τ, δ, p)x+ Ω(τ, ρ, q)y + 1
2
(px + qy)− 1
4
(p2 + q2)
+
1
2
(pδ˙ + qρ˙) +
ν˙
ν
− 1
4
(δ˙2 + ρ˙2)− τ¨
2τ˙
[
1− 1
2
(pδ + qρ) +
1
4
d
dt
(δ2 + ρ2)
]
− 1
16
(
τ¨
τ˙
)2
(δ2 + ρ2),
Ω(τ, s1, s2) ≡ s1
4
{τ ; t}+ s¨1
2
+
τ¨
4τ˙
s2.
(2.42)
Putting p = q = 0 in W and choosing V˜ = 0 we deduce that an equation of the form
(2.41) can be mapped to the usual heat equation if and only if
V (x, y, t) = A(t)(x2 + y2) +B1(t)x+B2(t)y + C(t)
for some given functions A, B1, B2 and C which can annulled by an appropriate
choice of the free functions τ , δ, ρ and ν (Compare with (2.38)).
As an example, one can map the PDE ut = uxx + uyy − ux − uy to its potential
form with V˜ = −1/2, which is then reduced to the heat equation in U with zero
potential in 2 + 1 dimensions by the transformation u = e−(t−x−y)/2U(x, y, t). Hence,
ut = x
2uxx + y
2uyy is reduced to the same canonical form by the transformation
u = e−
t
2
√
xy U(X, Y, t), X = log x, Y = log y.
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3 Symmetry classification of the general parabolic
equation
We know that (1.1) is invariant under scalings generated by M = u∂u and the infinite
dimensional symmetry group generated by vf = f(x, t)∂u, where f solves the equa-
tion. They characterize linearity of the equation. All other infinitesimal symmetries
will be generated by vector fields of the form
X = τ(t)∂t + ξ(x, t)∂x + φ(x, t)u∂u, (3.1)
where the coefficients τ, ξ, φ will be determined from the Lie’s symmetry condition
(determining equations obtained from the requirement that the second prolongation
pr(2)X annihilates Eq. (1.1) on the solution set)
8a2φx + (ax − 2b) (τat + ξax − aτ˙ )− a[2ξaxx + 2τ(axt − 2bt)− 4ξt − 4ξbx] = 0,
cτt + τct − φt + ξcx + bφx + aφxx = 0,
(3.2)
where ξ satisfies the first order PDE
ξx − ax
2a
ξ =
1
2a
(aτ)t. (3.3)
The u-coefficient φ will be determined up to a constant. We already know the equiva-
lence group of the equation. We wish to extend the trivial symmetries by vector fields
of the form (3.1). X and M commute, [X,M ] = 0. This implies that {X,M} forms a
two-dimensional abelian algebra. The operator M is invariant under the equivalence
transformations (2.1), whereas X gets transformed to
X˜ = T˙ τ∂t˜ + (ξXx + τXt)∂x˜ + [(τθt + ξθx + ψθ)u+ τψt + ξψx]∂u˜.
1. Let τ.ξ 6= 0. Restricting (2.1) to the solutions (at least local) of the system
T˙ τ = 1, ξXx + τXt = 0, τθt + ξθx + ψθ = 0, τψt + ξψx = 0
reduces X to X˜ = ∂t˜.
2. Let τ 6= 0, ξ = 0. We choose T˙ τ = 1, ψ = ψ(x) and θ a solution of
τθt + ψθ = 0, θ 6= 0
so that X has been reduced to X˜ = ∂t˜ again.
3. If τ = 0, ξ 6= 0, We choose X to be ξXx = 1, ψ = ψ(t) and θ as a solution of
ξθx + ψθ = 0, θ 6= 0.
This reduces X to the canonical form X˜ = ∂x˜.
If τ.ξ = 0, then we have φ(x, t) 6= 0.
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So we have found three different realizations of the two dimensional abelian symmetry
algebra
g1 = 〈∂t, u∂u〉, g2 = 〈∂x, u∂u〉, g3 = 〈φ(x, t)u∂t, u∂u〉, φ(x, t) 6= const.
g3 is not admissible as a symmetry algebra. We look at g2 which leads to the invariant
equation
ut = a(t)uxx + b(t)ux + c(t)u.
We can reparametrise time to scale out a. Then we use the point transformation
t˜ = t, x˜ = x+
∫
b(t)dt, u˜ = exp[−
∫
c(t)dt]u
to transform b and c away simultaneously which results in the standard heat equation
for which the symmetry group is well-known.
Now we turn to g1. The corresponding invariant equation becomes (2.4). The
following transformations leave g1 invariant:
t˜ = t+ t0, x˜ = X(x), u˜ = θ(x)u+ ψ(x).
X , θ, ψ can be chosen appropriately so that (2.4) can be transformed to the canonical
form
ut = uxx + V (x)u. (3.4)
Putting a = 1, b = 0 and c = V (x) in (3.2) and solving we find
ξ(x, t) =
1
2
τ˙x+ η(t), φ(x, t) = −1
8
τ¨ x2 − 1
2
η˙x+ h(t)
and V (x) satisfies the classifying equation
4(τ˙x+ 2η(t))V ′(x) + 8τ˙V (x) = −...τ x2 − 4η¨x+ 8h˙. (3.5)
Differentiating this equation three times gives
2ηV (4) + τ˙ (5V (3) + xV (4)) = 0. (3.6)
There are three cases:
1. η = 0, τ˙ = 0. From (3.5) h(t) = h0 = const. There is now new symmetry.
2. η 6= 0, τ˙ = 0. Up to an equivalence transformation η → 0. We find again g1
algebra.
3. η = 0, τ˙ 6= 0. Then we obtain V (x) from (3.6) as
V (x) = µx−2 + c2x
2 + c1x+ c0, (3.7)
where µ, c2, c1, c0 are constants. If µ = 0 we can set c2 = c1 = c0 = 0 (V (x) = 0)
by the equivalence transformations (2.18). This gives us the heat equation
ut = uxx. From (3.5) we have
...
τ = 0, η¨ = 0, h˙ = 0
19
which leads to the six-dimensional symmetry algebra of the heat equation
g
(6) = 〈T,D,C, P,B,M〉, (3.8)
where
T = ∂t, D = t∂t +
x
2
∂x, C = t
2∂t + xt∂x − 1
4
(x2 + 2t)u∂u,
P = ∂x, B = t∂x − xu
2
∂u, M = u∂u.
(3.9)
The commutation relations (3.34) show that 〈T,D,C〉 is the Lie algebra sl(2,R)
and 〈P,B,M〉 the Heisenberg algebra h(3). The Lie symmetry algebra has the
semi-direct sum structure
g
(6) = sl(2,R) ⊲ h(3),
where h(3) is the radical (maximal solvable ideal) of the algebra. We recall that
the heat equation like any linear equation is also invariant under the infinite-
dimensional abelian ideal g∞ = 〈f(x, t)∂u〉, where f is a solution of the heat
equation. The maximal symmetry algebra has the structure
g = g(6) ⊲ g∞.
Now we let µ 6= 0. From Eq. (3.5) it follows that η = 0 and c1τ˙ = 0. If
τ˙ = 0 then h˙ = 0 which gives trivial symmetry algebra. For c1 = 0 there are
nontrivial symmetries which form a four-dimensional symmetry group. Using
the equivalence transformations
t˜ = T (t), x˜ =
√
T˙ x, u = T˙ 1/4 exp[
1
8
x2 + c0t]u˜,
where T is a solution of {T ; t} = 8c2, for example, for c2 > 0 one can choose
T (t) = tan(2
√
c2t), we can put c2 = c0 = 0 and obtain the canonical equation
ut − uxx = µ
x2
u, µ 6= 0. (3.10)
A basis for the symmetry algebra is obtained by solving
...
τ = 0, τ¨ + 4h˙ = 0
in the form
g
(4) = 〈T,D,C,M〉 ∼ sl(2,R) ⊲ 〈M〉, (3.11)
where
T = ∂t, D = t∂t+
x
2
∂x, C = t
2∂t+xt∂x− 1
4
(x2+2t)u∂u, M = u∂u. (3.12)
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4. η 6= 0, τ˙ 6= 0. This case is equivalent to the case 3. up to equivalence. We can
write Eq. (3.6) in the form
V (4)
V (3)
= − 5
x+ k
, k =
2η
τ˙
. (3.13)
As k should be a constant it can be set to zero by translations of x. The general
solution of (3.13) with k = 0 is again (3.7).
In summary we have found two canonical forms
ut − uxx = 0, ut − uxx = µ
x2
u, µ 6= 0, (3.14)
the first of which has a symmetry group G = SL(2,R) ⋉ H(1), and the second one
G = SL(2,R)⋉R, where ⋉ denotes the semi-direct product, H(1) is the 3-dimensional
Hesisenberg algebra.
3.1 Lie symmetries of (2.4)
In what follows we assume that the equation under study is forward-propagating
evolution a > 0 for t > t0 with the initial condition u(x, t0) given. From symmetry
point of view, forward and backward (t < t0) type evolutions of diffusion processes
differ only by the transformation t→ t0−t. This fact implies that they are irreversible
in the sense that forward time (future) is distinguishable from backward time (past).
We now would like to solve the determining equations (3.2) in the case a = a(x),
b = b(x), c = c(x) where the corresponding equation has at least nontrivial symmetries
other than g1. From (3.3) integration gives
ξ(x, t) =
√
a
(
1
2
τ˙ I(x) + ρ(t)
)
, (3.15)
where ρ is arbitrary and I(x) as in (2.5). Substitution of ξ into (2.5) and integration
gives in terms of I and J (see (2.5))
φ(x, t) = −1
8
τ¨ I2 − 1
2
ρ˙I +
1
4
τ˙ IJ +
1
2
ρJ + σ(t), (3.16)
where σ(t) is a function of integration. Finally, the last determining equation of (3.2)
provides an equation for τ , ρ, and σ
1
8
...
τ I2 − 1
4
τ¨ + τ˙
(
K(x) +
1
2
√
aK ′(x)I(x)
)
+
1
2
ρ¨I + ρ
√
aK ′(x)− σ˙ = 0, (3.17)
or taking I as the independent variable
1
8
...
τ I2 − 1
4
τ¨ + τ˙
(
K +
I
2
dK
dI
)
+
1
2
ρ¨I + ρ
dK
dI
− σ˙ = 0, (3.18)
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where K is the semi-invariant defined in (2.9). It is remarkable thatK has reappeared
in the computation of symmetries. Using this invariant we are able to give a simple
criterion for Eq. (2.4) to admit nontrivial symmetries which are isomorphic to the
Lie algebra of G = SL(2,R)×R or G = SL(2,R)⋉H(3). Upon differentiating (3.18)
twice with respect to I we obtain the classifying ODE
1
4
...
τ + τ˙
d2
dI2
(
K +
I
2
dK
dI
)
+ ρ
d3K
dI2
= 0. (3.19)
We recall that for the Fokker-Planck equations we have
I(x) =
∫
dx√
p
, J(x) = −[(√p)′ + q√
p
].
For this special class the symmetry analysis was presented in [25]. Our J differs from
that of [25] by a sign.
As we shall see below, the analysis of (3.19) will indicate that the necessary and
sufficient conditions for Eq. (2.4) to possess G = SL(2,R)×R or G = SL(2,R)⋉H(3)
as symmetry groups is that the semi-invariant K(I) be equal to
F4(I) =
µ
I2
+ c2I
2 + c0, µ 6= 0 (3.20)
or
F6(I) = c2I
2 + c1I + c0, (3.21)
respectively.
For the potential heat equation
ut = uxx + V (x, t)u, (3.22)
we put a = 1, b = 0 and c = V (x, t) in (3.2) and find
ξ(x, t) =
1
2
τ˙ x+ ρ(t), φ(x, t) = −1
8
τ¨ x2 − 1
2
ρ˙x+ ς(t)− 1
4
τ˙ ,
where the potential satisfies
τVt + ξVx + τ˙V +
1
8
...
τ x2 +
1
2
ρ¨x− ς˙ = 0. (3.23)
We note that we have defined ς = σ + τ˙ /4. For given V , this equation provides
a relation for the determination of the functions τ(t), ρ(t) and ς(t). In the special
case V = V (x) we have I = x, J = 0 and K = V (x) and by (3.21) the symmetry
algebra becomes six-dimensional when V (x) is a quadratic function. For V = K = 0
from either (3.18) or (3.23) we reobtain the symmetry algebra of the heat equation.
We know from the previous discussions that Eq. (3.22) with potential V (x, t) =
q2(t)x
2 + q1(t)x + q0(t) is locally equivalent to the one with zero potential. In this
case, (3.23) is split into the following set of linear ODEs for τ , ρ and ς
...
τ + 16q2τ˙ + 8q˙2τ = 0,
ρ¨+ 4q2ρ = −[3q1τ˙ + 2q˙1τ ], ς˙ = d
dt
(q0τ) + q1ρ.
(3.24)
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Since the general solutions of these equations depend on 6 arbitrary parameters, the
corresponding 6-dimensional symmetry algebra will be isomorphic to that of the heat
equation with V = 0.
We shall present a detailed study of the infinitesimal symmetries for Eq. (2.4) in
full generality. The cases ρ = 0 and ρ 6= 0 will be considered separately.
3.2 4-dimensional symmetry algebra
ρ = 0: From (3.19) we have
−
...
τ
4τ˙
=
d2
dI2
(
K +
I
2
dK
dI
)
= const. ≡ 4c2.
Integration of the second equation above gives
K = c2I
2 + c1I + c0 +
µ
I2
.
The first equation is
...
τ + 16c2τ˙ = 0. Substitution of K(I) into Eq. (3.18) gives
c1 = 0, σ˙ = −1
4
τ¨ + c0τ˙ . (3.25)
So the form of K in (3.20) is obtained. The general solution of τ and σ depends
on four arbitrary constants and hence the symmetry algebra is 4-dimensional when
µ 6= 0.
Depending on the sign of c2 we have three possible different solutions for τ . We
intend to present all symmetry vector fields in some basis.
1. c2 = 0.
v1 = T = ∂t,
v2 = t∂t +
1
2
√
aI∂x + (c0t+
1
4
IJ)u∂u,
v3 = t
2∂t + t
√
aI∂x +
1
4
[2(2c0t− 1)t− I2 + 2tIJ ]u∂u,
v4 = M = u∂u.
(3.26)
The non-zero commutation relations are
[v1, v2] = v1 + c0v4,
[v1, v3] = 2v2 − 1
2
v4, [v2, v3] = v3.
(3.27)
2. c2 = −κ2, κ > 0.
v1 = T = ∂t,
v2 = e
4κt∂t + 2κe
4κt
√
aI∂x − e4κt(−c0 + κ+ 2κ2I2 − κIJ)u∂u,
v3 = e
−4κt∂t − 2κe4κt
√
aI∂x + e
4κt(c0 + κ− 2κ2I2 − κIJ)u∂u,
v4 =M = u∂u.
(3.28)
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The non-zero commutation relations are
[v1, v2] = 4κv2,
[v1, v3] = −4κv3, [v2, v3] = −8κv1 − 8c0κv4.
(3.29)
3. c2 = κ
2, κ > 0.
v1 = T = ∂t,
v2 = cos 4κt∂t − 2κ sin 4κt
√
aI∂x + [c0 cos 4κt + 2κ
2 cos 4κtI2
+ κ sin 4κt(1− IJ)]u∂u,
v3 = sin 4κt∂t + 2κ cos 4κt
√
aI∂x + [c0 sin 4κt+ 2κ
2 sin 4κtI2
− κ cos 4κt(1− IJ)]u∂u,
v4 =M = u∂u.
(3.30)
The non-zero commutation relations are
[v1, v2] = −4κv2,
[v1, v3] = 4κv3, [v2, v3] = 4κv1 + 4c0κv4.
(3.31)
Remark 3.1. The algebra with basis (3.27) is isomorphic to the direct sum g4 =
sl(2,R)⊕ 〈M〉 which is easily seen by a change of basis
v1 → v1 + c0v4, v2 → 2v2 − 1
2
v4, v3 → v3.
The same isomorphism is also true for the algebras spanned by (3.28) and (3.30)
which is achieved by
v1 → (4κ)−2(−8κv1 − 8c0κv4), v2 → (4κ)−1v2, v3 → (4κ)−1v3.
3.3 6-dimensional symmetry algebra
ρ 6= 0: From (3.19) we find that the following equations must be compatible
(1 +
I
2
)
...
K + K¨ = k1,
...
K = k0,
where k0, k1 are some constants and the dot denotes derivative with respect to the
argument I. This is possible if k0 = 0 and k1 arbitrary which we choose k1 = −4c2.
This means that K should be quadratic in I as in (3.21).
Splitting (3.18) for this choice of K provides the following equations (Compare
with (3.24))
...
τ + 16c2τ˙ = 0, ρ¨+ 4c2ρ = −3c1τ˙ , σ˙ = −1
4
τ¨ + c0τ˙ + c1ρ, ρ 6= 0. (3.32)
The general solution of this system will depend on 6 arbitrary independent constants
which lead to the following bases for the corresponding algebras.
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1. c2 = 0.
v1 = T = ∂t,
v2 = t∂t +
1
2
√
a(I − 3c1t2)∂x + 1
4
[I(6c1t+ J) + t(4c0 − 2c21t2 − 3c1tJ)]u∂u,
v3 = t
2∂t + t
√
a(I − c1t2)∂x − 1
4
[I2 − 2tI(3c0t+ J) + t(2− 4c0t + c21t3 + 2c1t2J)]u∂u,
v4 = t
√
a∂x +
1
2
[−I + t(c1t+ J)]u∂u,
v5 =
√
a∂x +
1
2
[2c1t + J ]u∂u,
v6 = M = u∂u.
(3.33)
The non-zero commutation relations are
[v1, v2] = v1 − 3c1v4 + c0v6, [v1, v3] = 2v2 − v6
2
, [v1, v4] = v5,
[v1, v5] = 2c1v6, [v2, v3] = v3, [v2, v4] =
1
2
v4, [v2, v5] = −1
2
v5,
[v3, v5] = −v4, [v4, v5] = v6
2
.
(3.34)
2. c2 = −κ2, κ > 0.
v1 = T = ∂t,
v2 = e
4κt∂t +
1
κ
e4κt
√
a(−c1 + 2κ2I)∂x−
1
4κ2
e4κt[c21 − 4c0κ2 + 4κ3 + 8κ4I2 + 2c1κJ − 4κ2I(2c1 + κJ)]u∂u,
v3 = e
−4κt∂t +
1
κ
e−4κt
√
a(c1 − 2κ2I)∂x−
1
4κ2
e−4κt[c21 − 4c0κ2 − 4κ3 + 8κ4I2 − 2c1κJ + 4κ2I(−2c1 + κJ)]u∂u,
v4 = e
2κt
√
a∂x +
1
2κ
e2κt[(c1 − 2κ2I) + κJ ]u∂u,
v5 = e
−2κt√a∂x + 1
2κ
e−2κt[−(c1 − 2κ2I) + κJ ]u∂u,
v6 = M = u∂u.
(3.35)
The non-zero commutation relations are
[v1, v2] = 4κv2, [v1, v3] = −4κv3, [v1, v4] = 2κv4,
[v1, v5] = −2κv5, [v2, v3] = −8κv1 − 2
κ
pv6, [v2, v5] = −4κv4,
[v3, v4] = 4κv5, [v4, v5] = 2κv6,
(3.36)
where p = c21 + 4c0κ
2.
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3. c2 = κ
2, κ > 0.
v1 = T = ∂t,
v2 = e
4κt∂t +
1
κ
e4κt
√
a(−c1 + 2κ2I)∂x−
1
4κ2
e4κt[c21 − 4c0κ2 + 4κ3 + 8κ4I2 + 2c1κJ − 4κ2I(2c1 + κJ)]u∂u,
v3 = e
−4κt∂t +
1
κ
e−4κt
√
a(c1 − 2κ2I)∂x−
1
4κ2
e−4κt[c21 − 4c0κ2 − 4κ3 + 8κ4I2 − 2c1κJ + 4κ2I(−2c1 + κJ)]u∂u,
v4 = e
2κt
√
a∂x +
1
2κ
e2κt[(c1 − 2κ2I) + κJ ]u∂u,
v5 = e
−2κt√a∂x + 1
2κ
e−2κt[−(c1 − 2κ2I) + κJ ]u∂u,
v6 = M = u∂u.
(3.37)
The non-zero commutation relations are
[v1, v2] = −4κv3, [v1, v3] = 4κv2, [v1, v4] = −2κv5,
[v1, v5] = 2κv4, [v2, v3] = 4κv1 + rv6, [v2, v4] = 2κv5, [v2, v5] = 2κv4,
[v3, v4] = −2κv4, [v3, v5] = 2κv5, [v4, v5] = −κv6,
(3.38)
where r = 4c0κ− c
2
1
κ
.
3.4 Lie-algebraic structure of the symmetry algebras
The Lie algebras obtained in 3.2 and 3.3 appear in some nonstandard basis. We can
transform them to known algebras. For example, the Lie algebra with the basis (3.27)
is isomorphic to the direct sum g4 = sl(2,R)⊕ 〈M〉 which is easily seen by a change
of basis
v1 → v1 + c0v4, v2 → 2v2 − 1
2
v4, v3 → v3.
The same isomorphism is also true for the algebras spanned by (3.28) and (3.30)
which is achieved by changing the basis
v1 → (4κ)−2(−8κv1 − 8c0κv4), v2 → (4κ)−1v2, v3 → (4κ)−1v3.
One can also see that the symmetry algebras in cases (3.33), (3.35) and (3.37)
can be written as a Levi-decomposition of the form g6 = sl(2,R) ⊲ h(3), where h(3)
is the nilradical (Heisenberg algebra) with M = v6 being the center element. This is
clearly seen from the commutation relations in the first two cases. In the last case, the
commutation relations between v1, v2, v3 show that 〈v1, v2, v3〉 is a pseudo-orthogonal
Lie algebra o(2, 1). To see this, we first transform v1 → 4κv1 + rv6 followed by a
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scaling of the elements. The simple algebra o(2, 1) is isomorphic to sl(2,R) which is
realized by the change of basis
v1 → v1 + v2, v2 → v3, v3 → v1 − v2.
We conclude that the maximal finite-dimensional symmetry algebra g6 is isomorphic
to that of the heat equation ut = uxx (see (3.8)) and there should exist a point
transformation transforming g6 to (3.8). To construct such a transformation one
starts with two commuting elements of the full algebra and transform to 〈∂t˜, ∂x˜〉 by
the equivalence group and then the freedom left is used to appropriately transform
the remaining basis elements.
We sum up our results as a theorem.
Theorem 3.1. The dimension of the nontrivial symmetry algebra of Eq. (2.4) is
either four or six. A four-dimensional symmetry algebra occurs if and only if
K(x) =
1
2
√
aJ ′(x)− 1
4
J2(x) + c(x) =
µ
I2
+ c2I
2 + c0, µ 6= 0, (3.39)
a six-dimensional one (maximal) if and only if
K(x) = c2I
2 + c1I + c0 (3.40)
for some constants c2, c1, c0, µ and the functions I, J as defined in (2.5). The first
algebra generated by (3.26), (3.28), (3.30) is isomorphic to g4 = sl(2,R)⊕ 〈M〉, the
second one generated by (3.33), (3.35), (3.37) isomorphic to the Schro¨dinger (or heat)
algebra.
3.5 Lie symmetries in n dimensions
For the sake of completeness we also present the two canonical forms of Eq. (2.28)
and their symmetry algebras. We know from Subsection (2.2) that
ut = ∆u+
[
a(t)|x|2 +
n∑
k=1
bk(t)xk +
n∑
k=1
ck(t)
]
u
is equivalent to the standard heat equation ut = ∆u under the equivalence transfor-
mations. They have isomorphic symmetry groups having the structure G = Sch(n) =
(SL(2,R)×SO(n))⋉H(n), where H(n) is the (2n+1)-dimensional Heisenberg group
and dimG = n(n − 1)/2 + 4 + 2n = (n2 + 3n + 8)/2. The Lie algebra of G in the
standard basis (see for example [18]) is spanned by
T = ∂t, D = 2t∂t +
n∑
k=1
xk∂xk , C = t
2∂t + t
n∑
k=1
xk∂xk −
1
4
(|x|2 + 2nt)u∂u,
Jkl = xk∂xl − xl∂xk , Pk = ∂xk , Bk = t∂xk −
xku
2
∂u, M = u∂u, k, l = 1, 2, . . . , n.
(3.41)
These symmetries were originally obtained by Goff [23] in 1927.
We turn again to the n-dimensional heat equation with potential V (x, t) of (2.28).
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Theorem 3.2. The Lie point symmetries of Eq. (2.28) are generated by vector fields
v =
n∑
µ=0
ξµ(x)∂µ + η(x, u)∂u = τ(t)∂t +
n∑
k=1
ξk(x, t)∂xk + φ(x, t)u∂u, (3.42a)
where
ξk =
1
2
τ˙aklxl + ρk(t), φ(x, t) = −1
8
τ¨ |x|2 − 1
2
ρ˙k(t)aklxl + σ(t)− n
4
τ˙ . (3.42b)
Here akl = −alk, i.e. akl ∈ so(n) and the functions τ(t), ρk(t), σ(t) and the constants
akl depend on the potential and satisfy
τVt + (ξ · ∇x)V + τ˙V + 1
8
...
τ |x|2 + 1
2
ρ¨k(t)aklxl − σ˙ = 0. (3.43)
Proof. One way is to apply Lie’s standard algorithm. However, it is easier by Propo-
sition (2.4). Indeed, we shall use the fact that a point symmetry of (2.28) is an
equivalence transformation with the property u˜t˜ = ∆u˜ + V (x˜, t˜)u˜ whenever ut =
∆u+V (x, t)u. So the symmetry vector field v is the infinitesimal generator of a local
one-parameter group of equivalence transformations. If we allow Xµ, µ = 0, 1, . . . n
and U to depend on a parameter ε
x˜µ(x; ε) = Xµ(x; ε), u˜(x, u; ε) = U(x, u; ε),
then the generators are easily found by differentiation with respect to the parameter
ε at ε = 0 as
ξµ(x) =
dXµ
dε
(x; ε)
∣∣∣
ε=0
, η(x, u) =
dU
dε
(x, u; ε)
∣∣∣
ε=0
, µ = 0, 1, 2, . . . , n.
Here we have τ(t) = T ′(t; ε)
∣∣
ε=0
, ξσ = X
′
σ(x; ε)
∣∣
ε=0
, where the prime denotes derivative
with respect to ε and from differentiation of (2.32), it follows
ξσ,ρ + ξρ,σ = τ˙ δσρ, σ, ρ = 1, 2, . . . , n
and a similar expression for φ(x, t) = R′(x; ε)
∣∣
ε=0
with R(x; 0) = 1 from (2.33).
The symmetry condition (3.43) is obtained from differentiating equation (2.35) with
respect to ε at ε = 0.
For a time-dependent rotationally invariant potential V = V (|x|, t) = V (r, t),
rotations in addition to the trivial symmetries due to the linearity of the heat equation
are always symmetries. Let us investigate all possible extensions of these symmetries.
Eq. (3.43) can be written as follows:
τVt +
τ˙
2
(rVr + 2V ) +
...
τ
8
r2 +
n∑
k=1
(
1
2
ρ¨k + ρk
Vr
r
)
xk − σ˙ = 0. (3.44)
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For a rotationally invariant potential V (r), a consistent solution of equation (3.44)
is possible if rV ′ + 2V = 4Ar2 + 2C for some constants A and C. This implies
V (r) = Ar2 + C +D/r2, D being another constant. If D = 0 we find
...
τ + 16Aτ˙ = 0, ρ¨k + 4Aρk = 0, σ = Cτ + σ0.
For the more general time dependent (not rotationally invariant unless Bk = 0)
potential
V (x, t) = A(t)|x|2 +
n∑
k=1
Bk(t)xk + C(t),
splitting of the determining equation (3.43) gives
...
τ + 16Aτ˙ + 8A˙τ = 0, ρ¨k + 4Aρk = −[3Bkτ˙ + 2B˙kτ ], σ = Cτ + σ0.
τ satisfies is a self-adjoint third order linear equation with maximal symmetry and
has the general solution τ = c1ψ
2
1 + c2ψ1ψ2 + c3ψ
2
2 in terms of the two independent
solutions ψ1 and ψ2 of the linear oscillator equation ψ¨ + 4Aψ = 0. In this case Lie
symmetry algebra is isomorphic to Sch(n) and there is a point transformation taking
V to zero. The special choice V = 0 of course leads to (3.41).
On the other hand, if D 6= 0, then we should have ρk = 0. Consequently,
ut = ∆u+
(
A|x|2 + C + D|x|2
)
u, D 6= 0
will be invariant under the group isomorphic to G = SL(2,R) × O(n) × R, where
R is the abelian group of reals generated by time translations (trivial symmetries
are excluded). It is worth remarking that in the absence of rotational symmetry,
invariance under the symmetry G = SL(2,R) × R generated by the vector fields
{T,D,C} of (3.41) results in a homogenous potential V (x) of degree −2:
V (x) = V (x1, . . . , xn) = x
−2
1 H
(
x2
x1
, . . . ,
xn
x1
)
.
We refer to [53] for the Lie point symmetries of the most general multidimensional
parabolic equations
ut +
n∑
i,j=1
aij(x, t)uxixj +
n∑
i=1
bi(x, t)uxi + c(x, t)u = 0
on a Riemannian manifold Rn equipped with the metric defined by the matrix a−1
and also to [21]. For 2+1-dimensional FP equations in the special case where the
diffusion matrix is constant and the drift vector is irrotational, a complete symmetry
classification was given in [17].
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3.6 Applications
We have seen in Section (2) that any equation of the form
ut = uxx + (c2x
2 + c1x+ c0)u
are locally equivalent to the heat equation under the transformation (2.18). This
means they should have symmetry algebra isomorphic to the heat algebra g =
sl(2,R) ⊲ h(3). As a reference we will list vector fields spanning g for the heat
equation with linear potential and the quadratic potential (harmonic oscillator equa-
tion).
Example 3.1.
ut = uxx − xu.
We have I = x, J = 0, K = c(x) = −x so that we put c2 = c0 = 0, c1 = −1 in
formula (3.33) and find the basis
v1 = ∂t,
v2 = t∂t +
1
2
(x+ 3t2)∂x − 1
2
(3xt+ t3)M,
v3 = t
2∂t + (xt + t
3)∂x −
[
x2
4
+
3x2t
2
+
t4
4
+
t
2
]
M,
v4 = ∂t + ∂x − tM,
v5 = t∂x − 1
2
(x+ t2)M,
v6 = u∂u =M.
(3.45)
Example 3.2.
ut = uxx + x
2u. (3.46)
We have I = x, J = 0, K = c(x) = x2 so that we put c1 = c0 = 0, c2 = 1 in
formula (3.33) and find the basis
v1 = ∂t,
v2 = cos 4t∂t − 2 sin 4tx∂x + (2 cos 4tx2 + sin 4t)M,
v3 = sin 4t∂t + 2 cos 4tx∂x + (2 sin 4tx
2 − cos 4t)M,
v4 = sin 2t∂x − cos 2txM,
v5 = cos 2t∂x + sin 2txM,
v6 = u∂u = M.
(3.47)
A variant of the harmonic oscillator equation (3.46)
ut = uxx − (x2 − 1)u
has been used to construct Mehler’s kernel by transforming the time independent
solution u0(x) = e
−x2/2 by a symmetry group (generated by v3 of (3.48)) followed
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by a group (generated by v4 − v5 of (3.48)) equivalent to the space translation (the
details are found in [11]). Observe that there are no elementary solutions of the ODE
(stationary oscillator equation) uxx ± x2u = 0. Its general solution is expressible in
terms of parabolic cylinder functions. We simply put c2 = −c0 = −1, c1 = 0 in (3.35)
to find a basis for the symmetry algebra
v1 = ∂t,
v2 = e
4t∂t + 2e
4tx∂x − 2e4tx2M,
v3 = e
−4t∂t − 2e−4tx∂x − 2e4t(x2 − 1)M,
v4 = e
2t∂x − e2txM,
v5 = e
−2t∂x + e
−2txM,
v6 = u∂u = M.
(3.48)
Example 3.3 (Ref. [22]). The back-propagating Black-Scholes equation with volatil-
ity A:
ut +
1
2
A2x2uxx +Bxux − Cu = 0, A 6= 0. (3.49)
We have (after time reversal transformation t→ −t)
I =
√
2
A
ln x, J = −
√
2
A
D, K = − 1
2A2
D2 − C, D = B − A
2
2
.
Since K is a nonzero constant, our equation should have a 6-dimensional symmetry
algebra. We can use formula (3.33) with c2 = c1 = 0, c0 = K to find a basis spanning
the symmetry algebra. It can also be mapped to the heat equation by the general
point transformation (we put q2 = q1 = 0 and q0 = −K)
t˜ = T (t), x˜ =
√
T˙
(√
2
A
ln x+ ω1t+ ω0
)
,
u = ν(t)x−D/A
2+δ˙/(A
√
2T˙ ) exp[
1
2A2
T¨
T˙
(lnx)2]u˜,
where ν(t) is obtained from (2.17) and δ(t) =
√
T˙ ω(t) =
√
T˙ (ω1t + ω0), T (t) =
(kt + m)/(lt + n), kn − lm 6= 0. Here ω1, ω0, k, l,m, n are all arbitrary constants.
The Black-Scholes transformation corresponds to the simplest choice T = t (up to
translation, the second transformation in [22]):
t˜ = t, x˜ =
√
2
A
ln x+ ω1t+ ω0, u = ν0 exp[(K +
ω21
4
)t]x
− D
A2
+
ω1√
2A u˜. (3.50)
We recover the first transformation of [22] (which apparently contains a misprint) by
choosing an inversional transformation T = −1/t (up to a translation in t).
Example 3.4 (Ref. [13, 14]).
ut = σxuxx + f(x)ux − µxru. (3.51)
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We have a = σx, b = f(x), c = −µxr and
I =
2√
σ
√
x, J =
1√
σx
[−f + σ
2
], K = − 1
2σx
[σxf ′ − σf + 1
2
f 2 + 2σµxr+1].
We require to obtain at least g4 or g6 symmetry. So we form the equation
K = c2I
2 + c1I + c0 +
m
I2
,
which is explicitly written as
σxf ′ − σf + 1
2
f 2 + 2σµxr+1 +
3
8
σ2 = −8c2x2 − 4
√
σc1x
3/2 − 2σc0x− mσ
2
2
.
With the definition of the constants
A = −4√σc1, B = −8c2, C = −2σc0, D = −σ
2
8
(4m+ 3)
it has the form
σxf ′ − σf + 1
2
f 2 + 2σµxr+1 = Ax3/2 +Bx2 + Cx+D. (3.52)
Solutions of this Riccati equation will produce a nontrivial symmetry group of dimen-
sion d ∈ {4, 6} depending on whether m 6= 0 or m = 0. We have g6 symmetry algebra
if m = 0 (3σ2+8D = 0), otherwise g4 one when c1 = 0. The particular choices c1 = 0
and c1 = c2 = 0 lead to the Riccati equations
σxf ′ − σf + 1
2
f 2 + 2σµxr+1 = Ax2 +Bx+ C, (3.53a)
and
σxf ′ − σf + 1
2
f 2 + 2σµxr+1 = Ax+B. (3.53b)
In the first case, d = dim g = 4, 6 depending on whether m = − 1
4σ2
(3σ2 + 8C) 6= 0,
or 3σ2 + 8C = 0, respectively. In the second case, the splitting of the dimension is
dictated by the condition 3σ2 + 8B 6= 0 or 3σ2 + 8B = 0. The vector fields of the g4
and g6 algebras can be directly obtained from the formulas of Subsections (3.2) and
(3.3) depending on whether c2 = −B/8 or c2 = 0 in the respective cases.
Note that the Cox-Ingersoll-Ross (CIR) PDE is included in the class (3.51) where
f(x) = a + bx, µ = 0. The drift f(x) satisfies (3.53a) with
A =
b2
2
, B = ab, C =
a2 − 2σa
2
, b 6= 0.
Its symmetry algebra turns out to be six-dimensional if 3σ2−8aσ+4a2 = 0, otherwise
four-dimensional. The first possibility implies that an invertible point transformation
mapping the CIR model to the heat equation exists. The formula (2.21) is used to
construct such a transformation.
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The more general form of (3.51), where
a(x) = σxγ , b(x) = f(x), c(x) = −g(x), x > 0
is also very easily handled by forming the nontrivial symmetry conditions (3.39)-(3.40)
and using
I(x) =
2√
σ(2− γ)x
(2−γ)/2, J(x) =
x(γ−2)/2(γσ − 2h(x))
2
√
σ
, h(x) = x1−γf(x).
A six-dimensional symmetry algebra occurs when
σxh′ − σh+ 1
2
h2 + 2σx2−γg = Ax
3
2
(2−γ) +Bx4−2γ + Cx2−γ +D,
where
A =
4
√
σc1
γ − 2 , B = −
8c2
(γ − 2)2 , C = −2σc0, D =
γ(γ − 4)
8
σ2, γ 6= 2.
For the special choice γ = 1, g(x) = µxr, it is reduced to (3.52) with m = 0.
The case γ = 2 should be analysed separately. Using
I(x) =
ln x√
σ
, J(x) =
xσ − f(x)√
σx
we find the Riccati equation
σx2f ′ +
1
2
f 2 − 2σxf + 2σx2g = Ax2 +Bx2 ln x+ C(x ln x)2,
where
A = −2σ(c0 + σ), B = −2
√
σc1, C = −2c2
as the condition for the existence of heat algebra (g6 symmetry algebra).
The corresponding bases are immediately at our disposal from the results of Sub-
section (3.3).
Following the same procedure, the Lie point symmetries of all equations studied
in Refs. [2, 10, 11, 14, 16] can also be recovered with minimal computational effort.
A special case where f and g of (3.4) are some power functions was studied in [50].
Example 3.5 ( [50]).
ut = −1
2
ρ2x2γuxx + [α + βx− λρxγ ]ux − xu, γ 6= 1, ρ 6= 0.
Here
I(x) =
√
2x1−γ
(1− γ)ρ, J(x) =
√
2x−γ
ρ
(
−α− xβ + xγλρ+ 1
2
x2γ−1γρ2
)
.
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Now we can set up our condition for the existence of nontrivial symmetry
K(x) = x−1
[
−x2 + αγ +
(
−β
2
+ βγ − λ
2
2
)
x+
αλx1−γ
ρ
− α
2x1−2γ
2ρ2
− αβx
2−2γ
ρ2
−
−β
2x3−2γ
2ρ2
+
βλx2−γ
ρ
− 1
2
γλρxγ +
(
−γρ
2
4
+
γ2ρ2
8
)
x−1+2γ
]
=
2c2x
2−2γ
(1− γ)2ρ2 +
√
2c1x
1−γ
(1− γ)ρ +
µρ2
2
(γ − 1)2x−2+2γ + c0.
(3.54)
Matching different powers of x reveals that γ can take values in the set {0, 1/2, 3/2, 2}.
A study of symmetries for all possible γ was given in [50]. We shall only consider the
case γ = 2 to illustrate how the results of [50] can be recovered with our approach.
We put γ = 2 in (3.54) and split with respect to the powers of x we find
α = 0, µ = 0, 1 + λρ = 0, 4c2 + β
2 = 0, β =
√
2c1ρ, (−8c0 + 12β)ρ2 = 4.
So the last three equations can be solved for c2, c1 and c0 in terms of β, ρ with the
condition λρ = −1 as
c2 = −β
2
4
, c1 =
β√
2ρ
, c0 =
1
2ρ2
(3βρ2 − 1).
In summary, we have shown that for the special choice γ = 2, α = 0, λρ = −1 the
symmetry algebra is isomorphic to g(6) of (3.8). The formula (3.35) is at our disposal
for the vector fields of the symmetry algebra. We shall compute only two of them for
illustration. Using the following quantities
I = −
√
2
ρ
x−1, J =
√
2
ρ
x−1
(
ρ2x2 − x− β) , IJ = 2β
ρ2x2
+
2
ρ2x
− 2, κ = β
2
,
we immediately find (after performing time reflection t→ −t)
v4 =
ρ√
2
e−βt[x2∂x + xu∂u],
v5 =
ρ√
2
eβt
[
x2∂x −
(
2β
ρ2x
+
2
ρ2
− x
)
u∂u
]
,
which, up to a factor of ρ/
√
2, are exactly G3, G4 of [50]. Of course, there is no
need to transform the generators to construct the point transformation to the heat
equation as was done in [50]. It suffices to use the general transformation formula
(2.21) with (q2, q1, q0) = (c2, c1, c0). Finally, we take γ = 3/2. Eq. (3.54) implies that
α = 0, λ = 0, c1 = 0, µ 6= 0
and c2, c0, µ can be solved
c2 = −β
2
16
, c0 = β, µ = − 1
4ρ2
(3ρ2 + 32), κ =
β
4
.
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The fact that c1 = 0, µ 6= 0 implies that we have g4 symmetry. Two additional
symmetries v2, v3 are easily computed from (3.28) using the quantities
√
aI = −2x, I = −2
√
2
ρ
x−1/2, IJ =
4β
ρ2x
− 3,
which lead to
v2 = −e−βt[∂t + βx∂x],
v3 = e
βt[−∂t + βx∂x + 2β
(
1− β
xρ2
)
u∂u],
which coincides with G4, G3 of [50], up to a constant multiple. Similarly, based on
the expression (3.54) all other cases of γ can be treated without any difficulty. It is
clear that different values of γ will impose different restrictions on the parameters
α, β, λ, ρ of the equation.
Example 3.6 (Ref. [32, 43]).
ut + [(4x
2 ln x)ux + (Ax+B lnx)u]x = 0, x ∈ [0, 1].
Up to time reversal t→ −t, this is a Fokker-Planck equation with coefficients
p = (4x2 ln x), q = Ax+B ln x.
We have
√
pI = 2xln x, J = −
[
d
dx
(
√
p) +
q√
p
]
, K =
1
2
J ′ − 1
4
J2 + q′.
Computation of K gives
K = − 1
16
(A2 − 4) 1
lnx
− 1
16
(B − 4)2 ln x− 1
8
(A− 4)(B − 4).
For A = ±2, the equation has a g6 symmetry and is equivalent to the heat equation.
The transformation formula is easy to obtain from (2.21). Otherwise, the symmetry
algebra would have to be of g4 type. For instance, for the special case A = B = 0,
using the relations IJ = −(1+2 lnx) and putting c2 = −1, c0 = −2 in (3.28) we find
v1 = ∂t,
v2 = e
4t(∂t + 4x ln x∂x),
v3 = e
−4t[∂t − 4x ln x∂x + 4(1 + ln x)u∂u],
v4 = u∂u,
(3.55)
as being the Lie symmetry algebra of ut + (4x
2 ln xux)x = 0.
Using our criterion it can also be seen that
ut = [b1x
2ux + (b2x+ b3x ln x)u]x
has a g6 symmetry algebra and hence there is a point transformation (formula (2.21))
reducing this equation to the heat equation.
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Remark 3.2. All equations of the type (2.4) arising in the literature can be analysed
when the equation can have nontrivial symmetry algebra g4 or g6 by checking a simple
invariant condition only. In the presence of g6 symmetry the transformation formula
to the heat equation is available in the general form. Furthermore, the corresponding
generators are given in some basis. See Subsection 3.4 for the structure of the algebras.
3.7 Schro¨dinger equation
All that has been said so far about equivalence and symmetries of the parabolic
equations Eq. (1.1) can be repeated for the complex linear parabolic equations of the
form
iut = a(x, t)uxx + b(x, t)ux + c(x, t)u, x ∈ Ω ⊆ R, t > 0, (3.56)
where a, b, c and u ∈ C. Indeed, any equation in the class with four- or six-dimensional
symmetry algebra can be transformed to
iut = uxx +
µ
x2
u, µ 6= 0, (3.57)
or to the free (with zero potential) Schro¨dinger equation
iut = uxx (3.58)
by an equivalence transformation of the form
t˜ = T (t), x˜ = X(x, t), u = Q(x, t)u˜(x˜, t˜), (3.59)
where Q is a complex-valued function. The symmetry algebra of (3.58) is known as
the Schro¨dinger algebra. The linear heat and Schro¨dinger equations have isomorphic
symmetry algebras. That is why, the symmetry algebra of the heat equation is some-
times called the Schro¨dinger algebra. For a Schro¨dinger equation with a complex
potential V (x, t) = V1(x, t) + iV2(x, t) equivalence transformation is given by
t˜ = T (t), x˜ =
√
T˙ x+ ρ(t), u = R(t) exp[iω(x, t)]u˜(x˜, t˜), (3.60)
where
ω(x, t) = − 1
2
√
T˙
[
d
dt
√
T˙
x2
2
+ ρ˙x+ χ(t)
]
,
V˜ =
1
T˙
[
V1 − ωt − ω2x + i
(
V2 +
R˙
R
+ ωxx
)]
with χ being an arbitrary function.
Results on the real line will also remain true for the multidimensional general-
izations iut = ∆u of (3.56). For completeness, we give the standard basis of the
n-dimensional Schro¨dinger algebra
sch(n) = 〈T, D, C, Jkl, Pk Bk, M〉, k 6= l, k, l = 1, 2, . . . n, (3.61)
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where
T = ∂t, D = 2t∂t +
n∑
a=1
xk∂xk −
n
2
E, C = t2∂t + t
n∑
k=1
xk∂xk −
1
4
(|x|2M + 2ntE),
Jab = xk∂xl − xl∂xk , Pk = ∂xk , Bk = t∂xk −
xk
2
M, M = i(u∂u − u∗∂u∗),
where E = u∂u + u
∗∂u∗ . The algebra sch(3) was first obtained by Niederer [36].
In case of Schro¨dinger equation with potential V , the Lie point symmetries are
analogous to those (3.42)-(3.43) of the heat equation and are generated by (see [38]
and [33] for a sketchy proof)
v = τ(t)∂t +
n∑
k=1
ξk(x, t)∂xk + iφ(x, t)(u∂u − u∗∂u∗),
where
ξk =
1
2
τ˙ xk+
n∑
l=1
aklxl+ρk(t), φ(x, t) = −1
8
τ¨ |x|2− 1
2
n∑
k=1
ρ˙k(t)xk+σ(t)+ i
[
nτ˙
4
+ b
]
.
Here akl = −alk and b are real constants. The real functions τ(t), ρk(t), σ(t) and the
real constants akl depend on the potential and satisfy
τVt + (ξ · ∇x)V + τ˙V + 1
8
...
τ |x|2 + 1
2
n∑
k=1
ρ¨k(t)xk − σ˙ = 0. (3.62)
The time-dependent Kepler potential of the form V (r, t) = τ(t)−1/2r−1, τ(t) = τ2t2 +
τ1t + τ0 leads to the symmetry group that is the direct product of O(n) with one-
dimensional subgroups of SL(2,R). For the static Kepler potential V = τ0/r, the
point symmetry group is G = O(n)× R (gauge symmetry is ignored).
Purely symmetric potentials of the form V (r) = Ar2 +B + C/r2 allow nontrivial
Lie point symmetries of dimension (n2 − n + 8)/2 or (n2 + 3n + 8)/2 depending on
whether C 6= 0 or C = 0. For A = B = 0, C 6= 0 we have the inverse square
potential. The fact that the symmetry group of the n-dimensional harmonic oscil-
lator equation (V (r) = Ar2) is isomorphic to the corresponding group of the free
Schro¨dinger equation (V = 0) was first established in [37]. A complete classification
of time-independent potentials in dimensions n = 1, 2, 3 was performed in [6].
An attempt towards equivalence transformations for the Schro¨dinger equation in
(n+ 1)-dimensions can be found in [48].
4 Group-invariant and fundamental solutions
In order to be able to give a neat classification of solutions invariant under g6 or g4 of
the Subsections (3.3) and (3.2) we need a classification of one-dimensional subalgebras
under the adjoint transformations of the Lie group of the symmetry algebras. We
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already know subalgebras of the heat equation symmetry algebra (up to isomorphism)
sl(2,R) ⊲ h(3) and sl(2,R)⊕ R of the second canonical equation.
For the sake of completeness, we present a list of representatives of the subalgebras
of the heat algebra given in [56]:
〈D〉, 〈T 〉, 〈C + T 〉, 〈D + aM〉,
〈T +B〉, 〈T +M〉, 〈T −M〉,
〈C + T + aM〉, 〈P 〉, 〈M〉, a ∈ R, a 6= 0.
(4.1)
A similar classification can also be found in [40]. We recall that the first attempt for
a subalgebra classification is due to Weisner [55]. Symmetry reductions and invariant
solutions of the heat equation can be found in [40]. More specifically, the heat kernels
for ut = ∆u can be derived easily by either transforming the constant solution u0 = 1
by nontrivial symmetries like dilational, Galilei, projective transformations or by
seeking the associated group-invariant solutions.
A list of representatives of subalgebras of sl(2,R)⊕ R is given by
〈T + aM〉, 〈D + aM〉, 〈C + T + aM〉, 〈M〉, a ∈ R. (4.2)
We know that any equation of the form (2.4) with a four-dimensional symmetry
group can be transformed to its canonical form (3.10). It would be useful to discuss
solutions invariant under the representative subalgebras (4.2). We recall that the
group-invariant solutions of the heat equation satisfy parabolic cylinder equation
(which can be transformed to Hermite or confluent hypergeometric equation) and
Airy equation (which can be solved in terms of Bessel functions of index 1/3), all of
which belong to the generalized hypergeometric class.
4.1 Group-invariant solutions of the second canonical equa-
tion
We present symmetry reductions and invariant solutions of
ut − uxx = µ
x2
u, µ 6= 0 (4.3)
based on the classification (4.2).
1. Subalgebra 〈T + aM〉: The invariants are x and e−atu so that we put u =
eatF (x) to find invariant solutions. The reduced equation is
x2F ′′ + (µ− ax2)F = 0. (4.4)
The change of dependent variable F = xH(x) transforms it to
x2H ′′ + 2xH ′ + (µ− ax2)H = 0.
Setting a = −λ2, its solution can be expressed in terms of Bessel functions
H = x−1/2Z√1−4µ
2
(λx),
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where Z stands for Bessel functions depending on the sign of λ and on whether
the index
√
1− 4µ/2 being an integer or not. For the special choice µ = −n(n+
1), n ∈ Z they are elementary. In this case, Eq. (4.4) is known to be Riccati-
Bessel equation. Note that for a = 0, it becomes Euler equation. Finally, we
obtain the invariant solution
u(x, t) = e−λ
2tx1/2Z√1−4µ
2
(λx).
The special case µ = −2, λ = 1 leads to the elementary solution
u(x, t) = e−t
√
x[c1J3/2(λx) + c2J−3/2(λx)],
which can be expressed as
u = e−t
[
c1
(
cosx− sin x
x
)
+ c2
(
sin x+
cosx
x
)]
.
2. Subalgebra 〈D + aM〉: Using the invariants z = xt−1/2, t−au we set u = taF (z)
for the invariant solution which leads to the reduced equation
F ′′ +
z
2
F ′ +
( µ
z2
− a
)
F = 0.
The change of independent variable y = z2/2 reduces it to
2yF ′′(y) + (y + 1)F ′(y) +
(
µ
2y
− a
)
F (y) = 0,
which is a generalized hypergeometric equation and can be transformed to the
confluent hypergeometric one
2yH ′′ + (2 +
√
1− 4µ− y)H ′ − 1
4
(3 + 4a+
√
1− 4µ)H = 0
by a linear change of dependent variable F (y) = e−y/2y1/4(1+
√
1−4µ)H(y). The
general solution of this equation in terms of Kummer’s confluent hypergeometric
function M is
H(y) = c1 M(α, γ,
y
2
) + c2 y
1−γM(α − γ + 1, 2− γ, y
2
),
where α = (3+4a+
√
1− 4µ)/4, γ = 1+(√1− 4µ)/2 and α, γ 6= 0,±1,±2, . . . If
γ ∈ Z both solutions coincide. Note that when α = −n, n ∈ N the first solution
becomes a generalized Laguerre polynomial L
√
1−4µ/2
n (y) (Lαn being defined by
Lαn(x) =
(
n+α
n
)
M(−n, α + 1, x). So the corresponding scale-invariant solutions
become elementary. The simplest of them are obtained for α = 0 via the
transformation
F = e−y/2y−(a+1/2)c0,
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where c0 is a constant and µ = −2(a + 1)(2a + 1). So we have obtained an
elementary solution of the form
u = c0x
−(2a+1)t2a+1/2 exp[−x
2
4t
]. (4.5)
For µ = −2, a = −3/2 it becomes
u = c0x
2t−5/2 exp[−x
2
4t
].
Reduction to a confluent equation is not unique. We can also apply the change
of variable F = e−y/2y1/4(1−
√
1−4µ)H(y). Now we have α = (3+4a−√1− 4µ)/4.
Another elementary solution is
u = c0x
−(2a+1)t1/2 exp[−x
2
4t
]
with µ = −2(a + 1)(2a+ 1) (α = 0).
3. Subalgebra 〈C + T + aM〉: We look for an invariant solution of the form
u = (1 + t2)−1/4 exp
[
− tx
2
4(1 + t2)
+ µ arctan t
]
F (z), z = x2(1 + t2)−1.
The reduced equation is a generalized hypergeometric equation
F ′′ +
2
4z
F ′ +
z2 − 4az + 4µ
(4z)2
F = 0.
A further transformation can be applied to transform it to a confluent hyper-
geometric equation. The transformation
F = e−iz/4η1/4(1−i
√
4µ−1)H(z)
reduces it to
8zH ′′ + 4i(
√
4µ− 1− 2i− z)H ′ + [
√
4µ− 1− 2i− 2a]H = 0,
which can be taken to standard form by a scaling transformation z = −2is.
Invariant solutions are expressed in terms of imaginary arguments.
The subalgebraM does not give an invariant solution. It is obvious that the invariant
solutions for the second canonical form can also be expressed in terms of solutions of
confluent hypergeometric functions. They can include elementary solutions for the
special choices of the parameters µ figuring in the equation, and a in the subalgebras.
Applying Lie point transformations from the full symmetry group will produce more
general invariant solutions.
As an application we can consider the radial heat equation
ut = uxx +
k
x
ux, k = n− 1, k 6= 0, 2. (4.6)
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The transformation u = x−k/2u˜ maps it to the second canonical form with µ =
−k(k − 2)/4. So all invariant solutions of the initial equation can be obtained from
the solutions discussed above. Let us remark that invariant solutions already appeared
in [24]. A basis for symmetry is
T = ∂t, D = 2t∂t+x∂x, C = t
2∂t+xt∂x− 1
4
[x2+2(k+1)t]u∂u, M = u∂u. (4.7)
In case k = 2 it is reduced to the heat equation with a larger symmetry algebra.
Indeed, we have simply K = 0, so c2 = c1 = c0 = 0. We put I = x, J = −2/x in
(3.33) and find the basis
v1 = ∂t, v2 = 2t∂t + x∂x, v3 = t
2∂t + xt∂x − 1
4
(x2 + 6t)u∂u,
v4 = t∂x −
(
x
2
+
t
x
)
u∂u, v5 = ∂x − 1
x
u∂u, v6 = u∂u.
(4.8)
We refer to [44] for a group classification of ut = uxx + b(x)ux.
Putting µ = −k(k− 2)/4, a = −(k+2)/4 and c0 = (4π)−(k+1)/2 in Eq. (4.5) gives
the elementary solution (heat kernel) of the radial heat equation (4.6) as
u = (4πt)−
1
2
(k+1) exp[−x
2
4t
], (4.9)
which is nothing else but the fundamental solution K(x, t, 0) satisfying K(x, t, 0) =
δ(x) as t→ 0+. Using an argument introduced by Craddock and Dooly [11], K(x, t, 0)
can be translated to K(t, x, y) with limt→0+ K(x, t, y) = δ(x − y) by picking an ap-
propriate translation group (at least up to a change of basis). For example, when
k = 2, the vector fields v1 and v5 commute and v5 turns out to be an appropriate
element for this purpose. Applying the translation transformation (also changing u)
generated by v5 of (4.8)
t˜ = t, x˜ = x− y, u =
(
1− y
x
)
u˜(x˜, t˜),
where y is the group parameter, to K˜(x, t) , K(x, t, 0) we find
K(x, t, y) =
(
1− y
x
)
K˜(x− y, t) = (4πt)−3/2
(
1− y
x
)
exp[−(x − y)
2
4t
].
We remark that the solution (4.9) can also be obtained mapping a constant solution
u = c0 of the equation by means of nontrivial Lie point symmetries, for example, by
C of (4.7).
4.2 Heat polynomials
Consider the Cauchy problem for the heat equation with the initial data u(x, 0) = xn
on x ∈ R, a homogeneous polynomial of degree n. The solutions of this problem on
R× (0,∞) can be expressed as a power series in t as
un(x, t) =
∞∑
j=0
aj(x)t
j , (4.10)
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where a0(x) = x
n, aj(x) = j
−1∂2jx x
n, j ≥ 1. They are called heat polynomials and
can be formally represented by un = e
t∂2xxn. They are explicitly expressed by the
formula
un(x, t) = n!
[n
2
]∑
j=0
xn−2j
(n− 2j)!
tj
j!
.
The first five polynomials are given by
u0 = 1, u1 = x, u2 = x
2 + 2t, u3 = x
3 + 6xt, u4 = x
4 + 12x2t + 12t2.
The heat polynomials are parabolically-homogenous of degree n in the sense
un(λx, λ
2t) = λnun(x, t) (4.11)
for all λ > 0.
The heat polynomials can also be generated from a result relating solutions of the
heat equation ut = uxx which was observed in [19] in the context of Q-conditional
symmetry of the heat equation. If f = f(x, t) is a solution of the heat equation then
Q = f∂t − fx∂x is a Q-conditional symmetry of the equation. This leads to the fact
that the solution f is related to another solution u(x, t) obtained from integrating the
exact equation fxdt+fdx = 0 in the form u(x, t) = C, a constant. The simple solution
f = 1 generates the heat polynomials with the slightly different initial condition
u(x, 0) = xn/n! via a recursive process. A study of heat polynomials from the Lie
point symmetry point of view was presented in [31].
The heat polynomials are closely related to the Hermite polynomials by Hn(x) =
un(x,−1) (an Appell sequence). They can also be recovered in the symmetry context.
The above Cauchy problem is left invariant by the dilation generator Dn = x∂x +
2t∂t+nu∂u, n ∈ N0, in other words scale-invariant solutions as being solutions of the
PDE
x
∂un
∂x
+ 2t
∂un
∂t
= nun,
in other words the solutions of the functional equation (4.11) should produce the heat
polynomials. They are of the form
un = t
n/2F (η), η =
x√
4t
.
When substituted into the backward heat equation ut+uxx = 0, F satisfies a Hermite
polynomial equation
F ′′ − 2ηF ′ + 2nF = 0.
We can switch to the forward heat equation by the time reversal t→ −t and obtain
the heat polynomials in terms of Hermite polynomials
un = (−t)n/2Hn(η), η = x√−4t .
An alternative way to defining heat polynomials is done through the solution
Uz(x, t) = e
zx+z2t = et∂
2
xezx, Uz(x, 0) = e
zx
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obtained from the Galilei action e−2zB on the constant solution u0 = 1, where z is the
group parameter. The heat polynomials are also defined by the coefficients of zn/n!
in the expansion of
Uz(x, t) =
∞∑
n=0
zn
n!
un(x, t).
With this definition, the connection with the Hermite polynomials could also be
revealed by picking ξ = z
√−t, y = x/(2√−t) in the generating function formula for
the Hermite polynomials
e2ξy−ξ
2
=
∞∑
n=0
ξn
n!
Hn(y).
The integral representation of un is given by
un(x, t) =
∫
R
K(x− y, t)yndy.
Using the Appell transformation (2.24) we can produce another set of solutions to
the heat equation (called the set associated with the set of heat polynomials [46])
vn(x, t) = K(x, t)un(
x
t
,−1
t
), n ∈ N0, t ∈ (0,∞),
where K(x, t) is the heat kernel at the origin. By the homogeneity of un, namely by
(4.11) we have
vn = K(x, t)un(x,−t)t−n.
This set also can be defined as the coefficient of zn/n! in the expansion
K(x− 2z, t) =
∞∑
n=0
zn
n!
vn(x, t).
There is an analogue formula for vn in terms of Hermite polynomials
vn = t
−n/2K(x, t)Hn(η), η =
x√
4t
.
We recall that the sets {K(x, t)un(x,−t)}∞n=0 and {vn(x, t)}∞n=0 are complete in L(R)
or L2(R) for t > 0.
Another interesting aspect of these two sets of functions is that they are biorthog-
onal on R ∫
R
um(x,−t)vn(x, t)dx = 2nn!δmn,
which readily follows from the orthogonality property of the Hermite polynomials∫
R
e−x
2
Hm(x)Hn(x)dx = cnδmn, cn = 2
nn!
√
π.
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For n-dimensional version of the heat equation, we can think of generalized heat
polynomials as quasi-homogeneous polynomials of degree k defined by
uk(x, t) = e
t∆P (x) =
[ k
2
]∑
j=0
∆jP (x)
j!
tj, (x, t) ∈ Rn × (0,∞),
as C2 solutions to the heat equation with the initial condition u(x, 0) = P (x), where
P is a homogeneous polynomial of degree k. The classical multidimensional heat
polynomials are obtained by restricting the initial data to the monomial P (x) =
xk11 x
k2
2 . . . x
kn
n , k1 + k2 . . .+ kn = k.
4.3 Fundamental solutions and applications to initial-boundary
value problems
As we have already encountered before, Lie group theory combined with equivalence
transformations can be effectively used to solve boundary-value problems, in partic-
ular initial-value problems like constructing heat kernels (also known as Gaussian
kernel, fundamental or source solution, propagator of the diffusion, or diffusion ker-
nel and even Green’s function) for general parabolic (evolution) type equations. We
have seen examples of group-invariant solutions which are also fundamental solutions.
Craddock and his coworkers (for example, see [11–13,16] for scalar parabolic equations
and [15,28] for parabolic systems) have developed new techniques as an ingenious syn-
thesis of Lie point symmetries and the theory of classical integral transforms (Laplace,
Fourier, Mellin, Hankel and others) and have successfully applied them to a number
of problems. Here we intend to discuss some basic ideas on applying symmetry group
methods. A distribution K is called a fundamental solution of a linear PDE if it
solves the associated Cauchy problem with the initial condition K(x, 0, y) = δ(x−y),
where δ is the Dirac distribution. If K(x, t, y) is a heat kernel, then the solution of
the Cauchy problem for the parabolic equations
ut = Hu = a(x)uxx + b(x)ux + c(x)u, a 6= 0, x ∈ Ω ⊆ R, t > 0
u(x, 0) = φ(x)
(4.12)
is given by the integral formula
u(x, t) =
∫
Ω
K(x, t, y)φ(y)dy, (4.13)
provided that the integral converges. For constant coefficient equations the convolu-
tion integral
u(x, t) =
∫
Ω
K(x− y, t, 0)φ(y)dy (4.14)
converges to a solution of (4.12), for example if φ ∈ L2(Ω).
For a backward version of equation (4.12) where t ∈ [0, T ) we replace the initial
condition for the fundamental solution by a terminal condition K(x, T, y) = δ(x− y).
The transition from the backward to forward form is made possible by the simple
change of variable s = T − t.
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Invariance of boundary and integral conditions: One method to solve the
Cauchy problem (4.12) is to find a group-invariant solution using a subgroup of the
full symmetry group that also leave invariant the boundary (or initial) conditions.
Recall that a general element of the nontrivial symmetry algebra of (4.12) can be
represented by
v = τ(t)∂t + ξ(x, t)∂x + φ(x, t)u∂u, (4.15)
where ξ, φ are defined by (3.15), (3.16) and τ , ρ, σ are solutions of either (3.25) or
(3.32). So v can linearly depend on 4 or 6 arbitrary constants
v =
n∑
i=1
civi, n ∈ {4, 6} . (4.16)
Example 4.1. Invariance of the initial condition u(x, 0) = δ(x − x0), x ∈ R, where
δ is the Dirac measure weighted at x0.
First of all, invariance of the boundaries t = 0 and x = x0 implies that infinitesi-
mally we should have v(t) = 0 when t = 0 and v(x− x0) = 0 when x = x0, which, in
terms of the coefficients of v, are
τ(0) = 0, ξ(x0, 0) = 0. (4.17)
Invariance of the initial condition u(x, 0) = δ(x − x0) should be interpreted in the
distribution sense. We require the relation∫
R
u(x, 0)ϕ(x)dx = ϕ(x0),
for every test function ϕ ∈ D(R) = C∞0 (R), to be preserved by the group action of v.
Infinitesimally, this amounts to
[v(F ) + Fξx]
∣∣∣
x=x0,t=0
= 0, F = u(x, t)ϕ(x).
From this and the second condition of (4.17) a further condition
φ(x0, 0) = −ξx(x0, 0) (4.18)
follows. The subgroups satisfying the above three conditions (4.17)-(4.18) can be
applied to obtain special group-invariant solutions which are supposed to produce
heat kernels. In the special case when the symmetry algebra is six-dimensional (n = 6
in (4.16)), these conditions impose the following
τ(0) = 0, ρ(0) = −1
2
τ˙ (0)I0, σ(0) =
1
8
τ¨(0)I20 +
1
2
ρ˙(0)I0 − 1
2
τ˙(0), (4.19)
where I0 , I(x0). This means that the subalgebra that will produce heat kernel can
be at most three dimensional. If the symmetry algebra is four-dimensional, then the
above conditions boil down to
τ(0) = τ˙ (0) = 0, σ(0) =
1
8
τ¨ (0)I20 . (4.20)
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The corresponding subalgebra is one-dimensional. For a class of equations in potential
form in two space dimensions, a systematic study of fundamentals solutions based on
symmetry appeared in [30]. Very recently, the same procedure has been applied to a
2-dimensional ultra-parabolic Fokker-Planck-Kolmogorov equation in [29].
Example 4.2. The subalgebra 〈Jkl, Bk〉 of (3.41) leaves the n-dimensional heat equa-
tion and the condition u(x, 0) = δ(x), x ∈ Rn. The solution invariant under this
subalgebra should have the form
u(x, t) = e−
|x|2
4t F (t), t > 0.
On substituting into the equation we find the reduced ODE as 2tF ′ + nF = 0 with
the general solution F (t) = c0t
−n/2. The requirement
∫
Rn
u(x, t)dx = 1 or the limit
(2.40) leads to the heat kernel u = K(x, t) = (4πt)−n/2 exp(−|x|2/(4t)) with source
at the origin.
Similarly, let us require invariance under the subalgebra 〈Jkl, C〉 of (3.41). Invari-
ants of the rotation group are |x|, t and u. The invariant solution is found by solving
the characteristic equation associated to C. It is given by
u = t−n/2e−
|x|2
4t F (η), η =
|x|
t
,
where F is a linear function in η. Again, K(x, t) is recovered by the special choice
of the arbitrary constants in F . We leave it to the reader to see how it can also be
obtained by using the subalgebra 〈Jkl, D + aM〉.
On the other hand, given that the equation is equivalent to the heat equation,
equivalence group can be used to obtain the fundamental solution from (2.25). An
alternative method for heat kernels was introduced by Craddock and his collaborators.
The idea is simply to relate a nontrivial solution obtained from a stationary solution
by symmetry transformation to the integral representation (4.13) of the solution. We
give here a brief description of the idea. Let the action of a symmetry vector field v
on solutions be given in the form
u˜(x, t) = eεvu(x, t) = µ(x, t, ε)u(a1(x, t, ε), a2(x, t, ε))
for some known functions µ, a1 and a2. If a stationary solution u0(x) is applied to it,
we get
Uε(x, t) = e
εvu0(x) = µ(x, t, ε)u0(a1(x, t, ε)).
We require the solution Uε(x, t) to satisfy
Uε(x, t) =
∫
Ω
Uε(y, 0)K(x, t, y)dy, Ω ⊆ R. (4.21)
Therefore, heat kernels then arise as a standard integral transform of the solution
Uε(x, t) with the integral equation kernel Uε(y, 0). The group parameter ε plays
the role of the integral transform parameter. Different choices of u0 in general lead
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to different heat kernels. Observe that if u0 = 1, then from (4.21) it follows that∫
Ω
K(x, t, y)dy = 1 since U0(x, t) = 1. This method has been applied to many inter-
esting diffusion processes in a series of papers [2, 10–14, 16]. Theoretical basis of this
method and other related ones are found in these works.
We would like to conclude this subsection by driving heat kernels for some equa-
tions and compare the above-mentioned methods.
Example 4.3. Calculation of the fundamental solution of the second canonical form
(4.3) with x ≥ 0.
• Fundamental solution as group-invariant solution: Under the conditions (4.20)
the original symmetry algebra (3.12) is reduced to the one-dimensional subal-
gebra generated by
v = t2∂t + xt∂x − 1
4
(x2 − y2 + 2t)u∂u.
The group invariant-solution should have the form
u = t−1/2e−
1
4t
(x2+y2)F (z), z =
x
t
,
and F satisfies the ODE
z2F ′′ + (µ− y
2
4
z2)F = 0.
The solution of the ODE is expressed in terms of the modified Bessel function
of the first kind (the other independent solution is discarded because the Bessel
function I−ν is not integrable near zero for ν ≥ 1)
F = c0(y)z
1/2Iν
(yz
2
)
, ν =
√
1− 4µ
2
.
We replace Iν by Kν if ν is an integer. Finally we recover the fundamental
solution
K(x, t, y) = c0
√
x
t
e−
1
4t
(x2+y2)Iν
(xy
2t
)
, ν =
√
1− 4µ
2
up to the normalization constant c0(y) =
√
y
2
that will come from the condition
limt→0+
∫∞
0
K(x, t, y)dx = 1.
• We shall use the projective symmetry
C = t2∂t + xt∂x − 1
4
(x2 + 2t)u∂u,
to construct the fundamental solution from the stationary (time independent)
solution
u0(x) = x
̺1 , ̺1 =
1
2
(1−
√
1− 4µ).
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Observe that u0(x) = 1 when µ→ 0. The other stationary solution u0(x) = x̺2
for ̺2 =
1
2
(1 +
√
1− 4µ) becomes nonconstant when µ → 0. This solution
is disposed of because the fundamental solution that comes from this will
not reduce to the necessary transition probability density with the property∫∞
0
K(x, t, y)dy = 1.
Exponentiating C gives the solution transformation formula
t˜ =
t
1 + λt
, x˜ =
x
1 + λt
,
u˜(x, t) = (1 + λt)−1/2 exp
{ −λx2
4(1 + λt)
}
u(x˜, t˜),
(4.22)
where λ is the group parameter. The stationary solution is mapped to the
characteristic solution
Uλ(x, t) = (1 + λt)
−1/2−̺1x̺1 exp
{ −λx2
4(1 + λt)
}
with Uλ(x, 0) = x
̺1 exp {−λx2/4}. We rewrite it in the form
Uλ(x, t) = t
−α(λ+ t−1)−αx̺1 exp
{
−x
2
4t
}
exp
{
x2
4t2(λ+ t−1)
}
,
where α = 1−
√
1−4µ
2
. We substitute it to the integral equation (4.21)∫ ∞
0
yρ1 exp[−λ
4
y2]K(x, t, y)dy = Uλ(x, t),
which is converted to ∫ ∞
0
e−λzKˆ(x, t, 2
√
z)dz = Uλ(x, t)
by the substitution z = y2/4. Here Kˆ(x, t, 2
√
z) = 2ρ1z(ρ1−1)/2K(x, t, 2
√
z). K
is recovered by inverting Uλ(x, t) from λ to z = y
2/4
K(x, t, y) =
(√
xy
2t
)
exp
{
−x
2 + y2
4t
}
I√1−4µ
2
(xy
2t
)
(4.23)
using the Laplace transform inversion formula from λ to z [51]
L
−1
{
(λ+ β)−α exp
(
a
λ+ β
)}
= e−βz
(z
a
)(α−1)/2
Iα−1(2
√
az), α > 0,
(4.24)
where Iα−1 denotes the modified Bessel function of the first kind of order α−1.
The fundamental solution becomes elementary when µ = −N/2, N ∈ Z. In the
limit µ→ 0 the fundamental solution of the heat equation is recovered when the
linear combination I1/2(y) + I−1/2(y) =
√
2/(πy)ey of the elementary functions
I±1/2 is taken into account.
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We can transform (4.23) by Kn(x, t, y) = (x/y)
(1−n)/2K(x, t, y), n 6= 1, 3 to
obtain the fundamental solution of the n-dimensional radial heat equation (4.6)
in the form
K˜n(x, t, y) =
1
2t
x1−
n
2 yn/2e−
(x2+y2)
4t In
2
−1
(xy
2t
)
. (4.25)
Example 4.4. The forward Black-Scholes equation
ut =
1
2
σ2x2uxx + rxux − ru = 0, σ 6= 0. (4.26)
We have discussed symmetries of the backward Black-Scholes equation (see Example
(3.3)). A basis is easily obtained by putting c2 = c1 = 0, c0 = − 12σ2 ℓ−r, ℓ = r−σ2/2,
I = (
√
2/σ) lnx, J = −(√2/σ)ℓ in (3.33):
v1 = ∂t, v2 = x∂x, v3 = 2t∂t + (lnx− ℓt)x∂x − 2rtu∂u,
v4 = −σ2xt∂x + (ln x+ ℓt)u∂u,
v5 = 2σ
2t2∂t + 2σ
2xt ln x∂x − [(ln x+ ℓt)2 + 2σ2rt2 + σ2t]u∂u, v6 = u∂u.
(4.27)
Below we present three different methods for the derivation of the heat kernel:
• Heat kernel as group invariant solution: The conditions (4.19) for x0 = y reduce
the algebra to the subalgebra spanned by
X1 = 2t∂t + [−ℓt + ln x
y
]x∂x + (2rt− 1)u∂u,
X2 = −σ2xt∂x + [ℓt + ln x
y
]u∂u,
X3 = 2σ
2t2∂t + 2σ
2xt ln x∂x − [(ln x+ ℓt)2 + 2rσ2t2 + σ2t− (ln y)2]u∂u.
(4.28)
Solution invariant under the subalgebra generated by the subalgebra 〈X1, X2, X3〉
should have the form
K(x, t, y) = c0(y)t
−1/2x−A(t,y)e−B(x,t,y), t > 0,
A =
ℓt− ln y
σ2t
, B =
(ln x)2 + (ln y)2
2σ2t
+
(
ℓ2
2σ2
+ r
)
t,
(4.29)
where c0(y) is to be determined from the initial condition u(x, 0) = δ(x − y).
This is the heat kernel up to a nonzero multiplicative constant. In [22], c0 was
computed to be
c0(y) =
1
σy
√
2π
exp[
ℓ
σ2
ln y]
by means of some manipulations of distributional limits.
• For the sake of completeness we include the integral transform technique applied
to (4.26) in Ref. [16]. The vector field v4 exponentiates to give the group
transformation of the solution u
u˜ε(x, t) = x
−ε exp
[
(
σ2
2
ε2 − µε)t
]
u(xe−σ
2εt, t),
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where ε is the group parameter. We apply it to the stationary solution u0 = x
and obtain a new solution
Uε(x, t) = u˜ε = x
1−ε exp
{ε
2
[(ε− 1)σ2 − 2r]t
}
, Uε(y, 0) = y
1−ε.
Substituting Uε(x, t) into the integral equation (4.21) and performing the change
of parameter ε = 2− s gives
exp
{
1
2
(s− 2)[(s− 1)σ2 + 2r]t
}
xs−1 =
∫ ∞
0
ys−1K(x, t, y)dy,
which is recognized as a Mellin integral equation. K is obtained by an inverse
Mellin transform of the left side from s to y
K(x, t, y) =
e−rt
σy
√
2πt
exp
{
−
[ln x
y
+ ℓt]2
2σ2t
}
, (4.30)
which coincides with (4.29). The inversion can be performed using the connec-
tion of the Mellin transform with the Fourier transform
M {f(x)} (s) =
√
2πF
{
f(e−x)
}
(is).
We have taken the Fourier transform F (f(x)) = 1√
2π
∫∞
−∞ f(x)e
iyxdy.
• The last method is to transform the heat kernel of the standard heat equation
by means of the Black-Scoles transformation (3.50) discussed before for the
backward Black-Scholes equation. The standard heat kernel
K˜(x˜, t, 0) =
1√
4πt
exp[− x˜
2
4t
]
transforms into (4.30) by the transformation (3.50) with the choice ω1 = 0,
ω0 = −
√
2
σ
ln y, D = ℓ and
u˜(x˜, t˜) = K˜(x˜, t˜, 0) = K˜(
√
2
σ
ln
x
y
, t, 0), ν0 =
√
2(yσ)−1yl/σ
2
.
Example 4.5. The Ornstein-Uhlenbeck process (Fokker-Planck version).
ut =
σ2
2
uxx + (bxu)x, b > 0, σ > 0. (4.31)
From example (2.3) we already know that this equation is equivalent to the heat
equation. Its symmetry algebra is obtained by taking c2 = −b2/4, (κ = b/2) c1 = 0,
c0 = b/2 in (3.35)
v1 = ∂t, v2 = e
2bt∂t + bxe
2bt∂x − 2b
2
σ2
e2btx2u∂u,
v3 = e
−2bt∂t − be−2btx∂x + be−2btu∂u, v4 = σebt∂x − 2b
σ
ebtxu∂u,
v5 = e
−bt∂x, v6 = u∂u.
(4.32)
The well-known heat kernel of Eq. (4.31) is constructed by Fourier transform tech-
nique. Here we apply Lie symmetry methods.
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• Heat kernel as group invariant solution: We use the subalgebra obtained from
the conditions (4.19)
X1 = (1− e−2bt)∂t + be−2bt(x− ebty)∂x − be−2btu∂u,
X2 = (e
2bt − e−2bt)∂t + be−2bt[(1 + e4bt)x− 2e−2bty]∂x+
− b[1 + e−2bt + 2b
σ2
e2btx2 − 2b
σ2
y2]u∂u,
X3 = (e
bt − e−bt)∂x + 2b
σ2
(ebtx− y)u∂u.
(4.33)
There is a single invariant I(x, t, y) of the subalgebra 〈X1, X2, X3〉 (n − r =
3− 2 = 1). It is found from solving the first order system of PDEs X1(I) = 0,
X2(I) = 0, X3(I) = 0. From the last equation we find I = F (t, ω), where
ω = u exp
[
b
σ2
(x− ye−bt)2
1− e−2bt
]
.
The first equation gives I = F (ζ), ζ = ω(1 − e−2bt)1/2 and the second one is
automatically satisfied. The invariant solution should have the form
u =M(1 − e−2bt)−1/2 exp
[
− b
σ2
(x− ye−bt)2
1− e−2bt
]
,
where M is a constant to be determined from the condition
∫
u(x, t, y)dx = 1
and is given by M = (
b
πσ2
)1/2. The corresponding solution is the fundamental
solution.
• Eq. (4.31) admits the Gaussian distribution solution with mean zero and vari-
ance σ2/2b
u0(x) =
√
b
πσ2
e−
bx2
σ2 .
We look at the transformation of a solution u(x, t) under the group generated
by v3. It is given by
Uε(x, t) = (1− 2bεe−2bt)−1/2u
(
x√
1− 2bεe−2bt ,
1
2b
ln(e2bt − 2bε)
)
.
Uε(x, t) is a solution whenever u(x, t) is. The action on the stationary solution
with the choice 2bε = 1 induces the fundamental solution K(x, t, 0) at y = 0
K(x, t, 0) =
√
b
πσ2
(1− e−2bt)−1/2 exp
[
− b
σ2
x2
1− e−2bt
]
.
We can use the translational symmetry x→ x− ebty generated by v5 to recover
the full fundamental solution
K(x, t, y) = K(x− ebty, t, 0) =
√
b
πσ2
(1− e−2bt)−1/2 exp
[
− b
σ2
(x− ebty)2
1− e−2bt
]
,
which is the transition probability density (see [42]). Note that in the limit
t→∞, K(x, t, y) tends to the stationary solution u0(x) (equilibrium density).
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• Transformation to the heat equation:
On using formula (2.21), we find the transformation
t˜ =
1
2b
(e2bt − 1), x˜ =
√
2
σ
(ebtx− y), u = c0ebtu˜(x˜, t˜)
mapping (4.31) to the heat equation for u˜. The standard heat kernel
u˜ = K˜(x˜, t˜, 0) =
1√
4πt˜
e−
x˜2
4t˜
is transformed to the heat kernel K(x, t, y) = c0e
btK˜(x˜, t˜, 0) for (4.31). From
the initial condition
K(x, 0, y) = c0K˜(x˜(x, 0), 0, 0) = c0δ
(√
2
σ
(x− y)
)
= c0
σ√
2
δ(x− y),
we find c0 =
√
2
σ2
. We have used the property δ(λx) = λ−1δ(x), λ > 0.
Example 4.6. Two-dimensional time-dependent heat equation
ut = uxx + t
−2uyy, t > 0. (4.34)
A basis for the symmetry algebra of (4.34) is given by
X1 = ∂t − y
t
∂y − (y
2
4
− 1
2t
)u∂u,
X2 = 2t∂t + x∂x − y∂y,
X3 = t
2∂t + xt∂x − (x
2
4
+
t
2
)u∂u,
X4 = ty∂x − x
t
∂y − xy
2
u∂u,
X5 = t∂x − x
2
u∂u,
X6 =
1
t
∂y +
y
2
u∂u,
X7 = ∂x, X8 = ∂y, X9 = u∂u.
(4.35)
The Lie symmetry algebra g is identified as a 9-dimensional algebra with the structure
g = sl(2,R)⊕ so(2) ⊲ h(5) ∼ 〈X1, X2, X3〉 ⊕ 〈X4〉 ⊲ 〈X5, X6, X7, X8, X9〉, (4.36)
where h(5) is the 5-dimensional Heisenberg algebra with center X9. We see that the
Lie symmetry algebra of (4.34) is isomorphic to that of the standard heat equation
ut = uxx + uyy. (4.37)
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This suggests that there should be a local point transformation relating these two
equations.
We shall make use of the symmetries of (4.34) to construct the heat kernel of
(4.34). The heat kernel K(x, y, t ; x0, y0, t0) at the point (x0, y0, t0) is a distribution
function in the whole (x, y) plane satisfying the initial condition
lim
t→t0
K(x, y, t ; x0, y0, t0) = δ(x− x0)δ(y − y0). (4.38)
We look for a solution invariant under the symmetry algebra leaving invariant the
above initial condition. We consider the general element of the symmetry algebra
X = τ∂t + ξ∂x + η∂y + φu∂u =
n∑
i=1
aiXi,
where ai are constants. The invariance requirement of (4.38) amounts to the following
four conditions on the coefficients of the infinitesimal symmetry generator
τ(t0) = 0, ξ(x0, y0, t0) = 0, η(x0, y0, t0) = 0
and
τ ′(t0) + ξx(x0, y0, t0) + ηy(x0, y0, t0) + φ(x0, y0, t0) = 0.
These conditions will reduce the dimension of the symmetry algebra from nine to five.
Applying them to our equation provides the following relations
a1 + 2a2t0 + a3t
2
0 = 0, a7 + a5t0 + a2x0 + a3t0x0 + a4t0y0 = 0,
a8 − a6
t0
− a4x0
t0
− a2y0 − a1y0
t0
= 0,
a9 − a1
2t0
+
a3t0
2
− 1
2
a5x0 − 1
4
a3x
2
0 −
1
2
a6y0 − 1
2
a4x0y0 − 1
4
a1y
2
0 = 0.
(4.39)
Solving this system for the coefficients {a2, a7, a8, a9} in terms of the remaining coef-
ficients {a1, a3, a4, a5, a6} and substituting in X we find a 5-dimensional subalgebra
spanned by the operators
Y1 = −(t− t0)∂t − x− x0
2
∂x +
t(y + y0)− 2t0y
2t
∂y +
1
2
(
t0
t
+ 1− 2t0(y2 − y20)
)
u∂u,
Y2 = t(t− t0)∂t +
[
xt− 1
2
(x+ x0)t0
]
∂x +
t0(y − y0)
2
∂y − 1
2
[
(t + t0) +
1
2
(x2 + x20)
]
u∂u,
Y3 = (ty − t0y0)∂x −
(
x
t
− x0
t0
)
∂y − 1
2
(xy − x0y0)u∂u,
Y4 = (t− t0)∂t − 1
2
(x− x0)u∂u,
Y5 =
(
−1
t
+
1
t0
)
∂y − 1
2
(y − y0)u∂u.
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Invariants of the subalgebra 〈Y1, Y2, Y3, Y4, Y5〉 are found by solving the system of
first order PDEs
YiI(x, y, t, u) = 0, i = 1, 2, 3, 4, 5.
We find that there is a single invariant
I =
t− t0√
t
exp
[
(x− x0)2
4(t− t0) +
tt0(y − y0)2
4(t− t0)
]
u.
The invariant heat kernel will be obtained from I = C, where C is a constant yet to
be determined. This gives the invariant solution
K˜(x, y, t ; x0, y0, t0) = C
√
t
t− t0 exp
[
−(x− x0)
2
t− t0 −
t0t(y − y0)2
t− t0
]
. (4.40)
From the initial condition (4.38) it follows that C =
√
t0/(4π). This implies that we
have found the kernel of (4.34)
K(x, y, t ; x0, y0, t0) =
1
4π
√
t0t
t− t0 exp
[
−(x− x0)
2
4(t− t0) −
t0t(y − y0)2
4(t− t0)
]
(4.41)
with the property ∫∫
R2
K(x, y, t ; x0, y0, t0)dxdy = 1. (4.42)
Another formulation of the kernel can be obtained using the transformation
u =
√
te
ty2
4 v(x, z, t), z = ty
taking (4.34) to vt = vxx + uzz, which is known to have the heat kernel
K0(x, z, t ; x0, z0, t0) =
1
4π(t− t0) exp
[
−(x− x0)
2 + (z − z0)2
4(t− t0)
]
. (4.43)
Hence the kernel will have the form
K = K0
√
t
4π(t− t0)e
ty2
4 exp
[
−(x− x0)
2 + (z − z0)2
4(t− t0)
]
.
Now observing the relation
exp[
ty2
4
] exp[
−(yt− y0t0)2
4(t− t0) ] = exp[
t0y
2
0
4
] exp
[
−t0t(y − y0)
2
4(t− t0)
]
and choosing the nonzero constant K0 =
√
t0 exp[−(t0y20)/4] we recover the heat
kernel (4.41).
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5 Summary
The ubiquitous linear parabolic partial differential equations of the form (1.1) are
very significant both form mathematical and physical point of view. There exists an
enormous amount of literature devoted to their applications and solution methods.
A brief overview of the existing literature is given from equivalence and symmetry
standpoint. The main motivation of the present paper is to give a unified formulation
of transformation and symmetry group properties of this general class. Two issues
have been the main focus of this paper. One is to establish criteria for the equations
under study to be transformable to one of the two canonical forms for which nontriv-
ial symmetries (four or six dimensional other than superposition principle) exist and
in particular to give a general transformation formula in case when they are trans-
formable to the heat equation. The other is related to the first one: to know when
the equations possess nontrivial Lie symmetry algebras. Some attempts towards an-
swering these questions can be found in the literature. We reconsider these issues in
a new approach. Two criteria based on the knowledge of invariant of the given class
of equations are proposed and applied to several examples. Lie symmetry properties
of all known special cases that already appeared in the literature can be immediately
recovered by our approach. Of course, this is the case for any other equation within
the class (2.4). As part of applications of our results we also discuss methods for
constructing fundamental solutions and illustrate with examples. The equivalence
group is put to good use to derive the heat kernels for heat equations with linear and
quadratic potential (Mehler’s formula) in 1+1 and higher dimensions as well.
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