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Abstract
In [S.B. Eliason, On the distance between vertical asymptotes of solutions of a second-order differential equation, J. Math.
Anal. Appl. 35 (1971) 148–156], Eliason asks the question if there are results concerning bounds for the distance between vertical
asymptotes of solutions of the second-order differential equation (r y′)′ − py f (y) = 0, in the case where the solution y has at least
one zero between each consecutive pair of its vertical asymptotes. In this paper, we answer in the affirmative by presenting such
results. We also present other related results for some other nonlinear differential equations.
c© 2007 Elsevier Ltd. All rights reserved.
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1. The main problem
We first consider two examples considered in [1] to motivate the results. Consider the two differential equations
(initial value problems)
y′′ = 2y3 − y, y(0) = 1, y′(0) = 0 (1)
and
y′′ = 2y3 + 2y, y(0) = 0, y′(0) = 1. (2)
Eqs. (1) and (2) have solutions y = sec x and y = tan x , respectively. In [1], Eliason provides lower bounds for the
distance between consecutive vertical asymptotes of the initial value problem (IVP) of the form
(r(x)y′)′ − p(x)y f (y) = 0, y(x0) = A, y′(x0) = 0, where |A| > 0, (3)
when the solution y(x) does not change sign between the asymptotes. His Corollary 2 can be used to obtain a
lower bound for d − c, where c and d are the locations of the vertical asymptotes satisfying c < x0 < d, and
limx→c+ y(x) = limx→d− y(x) = K , where K = ∞ or K = −∞. This result can be used to obtain a lower bound,
L , of d − c in IVP (1) above. He obtained L = √6 and d − c = pi . However, none of the results in [1] can be
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used to obtain a lower bound of d − c, the distance between vertical asymptotes, in (2) since y = tan x has a zero
at x = 0 between its asymptotes (c = −pi2 , d = pi2 ). To quote Eliason in [1], page 156, ‘Are corresponding results
true for solutions of (r y′)′ − py f (y) which have zeros between the vertical asymptotes? We certainly feel that such
results exist, but the methods of proof used here fall short of obtaining them. It is hoped that further success on this
can be obtained’. A check of subsequent literature found no further progress on this problem. One aim of this paper is
to supply such methods. In particular, we provide a lower bound for d − c in IVP (2) above. In addition, we indicate
how to get lower bounds for d − c in some other situations and problems.
First, we reproduce Corollary 2 of [1], which is needed later.
Corollary 2 ([1, p. 153]). Suppose r(x) > 0, r ′(x), p(x), f (y) are all continuous real-valued functions and f (y) is
even. Suppose there exist real M > 0 and real v > 0 and B > 0 such that 0 ≤ y−2v f (y) ≤ B on [M,∞). Let y(x)
be a solution of (3) on (c, d). Suppose |y(x)| ≥ M on (c, d). Then∫ d
c
r−1
∫ d
c
p+ ≥ 4(2v + 1)v−2B−1|y(x0)|−2v, (4)
where p+(x) = max(p(x), 0).
Note that (4) does not necessarily hold if y′(x0) 6= 0. In addition to providing bounds for d − c in (3) above, we
shall also provide bounds for (3) in the case y′(x0) 6= 0 as well. Note also that (4) provides a clearly defined lower
bound for d − c only if r(x) ≡ r0, a constant. If r(x) is not a constant, then we must select one of any possible
values of c and d satisfying (4) above. Ideally, we would want to maximize a lower bound for d − c subject to the
constraint (4). This may be very difficult unless r(x) is a constant. Even if r(x) is a constant, there would still be many
combinations of values of c and d satisfying (4) unless p(x) is also a constant. For this reason, we consider a different
approach than that used in [1]. We shall obtain a lower bound for d and use it to obtain an upper bound for c, thereby
producing a lower bound for d − c, upon subtraction.
2. Main results
First, we note that we can write (3) as
y′′(x) = a(x)y′(x)+ b(x)g(y), y(x0) = y0, y′(x0) = y′0 > 0, (5)
where a(x) = −r ′(x)r(x) and b(x) = p(x)r(x) , assuming r(x) > 0. If r(x) ≡ 1, then a(x) ≡ 0 and b(x) ≡ p(x) and we
obtain y′′(x) = p(x)g(y) in (5). We now state the main result.
Theorem 1. Consider IVP (5), where −∞ < y0 < ∞ and y′0 > 0. Suppose r(x) > 0 on [c, d], g(y) is continuously
differentiable on (−∞,∞) with
lim
t→∞ g(t) = +∞ and limt→−∞ g(t) = −∞.
Suppose that a(x) and b(x) are continuously differentiable on [c, d] with
lim
x→c+
y(x) = −∞ and lim
x→d−
y(x) = +∞.
Suppose the solution y(x) to (5) is nondecreasing on (c, d). Let
au(x) = sup
x0≤t≤x
|a(t)| and bu(x) = sup
x0≤t≤x
|b(t)|.
Let  < 0 be given. Then a lower bound dL = dL() for d is the unique solution (value of x) to
(x − x0)H(x) = ey0 , (6)
where
H(x) = max((−)ey0 y′0, V (x)), (7)
V (x) = au(x)ey0 +
√−M()√bu(x), (8)
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and
M() = sup
t≥y0
√|g(t)| · et , (9)
provided M() is finite. (This is clearly the case if g(t) is any polynomial in t .)
Proof. We merely sketch the proof, since the proof is very similar to the proof of Theorem 2.8 given by From in [2],
except we use the operator u = ey instead. Let u = u(x) = ey(x). Then u′(x) = ey · y′ and u′′(x) = ey y′′
+ 2ey(y′)2. So u′′(x) = 0 when (−)(y′(x))2 = y′′(x) or
y′(x) =
√
a(x)y′(x)+ b(x)g(y(x))
− . (10)
At any x where u′′(x) = 0 holds,
y′(x) = a(x)±
√
(a(x))2 − 4b(x)g(y(x))
−2
and
|u′(x)| ≤ (−)ey(x)
[
|a(x)| +√(a(x))2 − 4|b(x)g(y(x))|
−2
]
. (11)
By the Mean Value Theorem, for x0 < x < d ,
u(x0)− u(x) = ey0 − ey(x) = −u′(w(x))(x − x0), (12)
for some w(x) in (x0, x). Also, |u′(w(x))| = −u′(w(x)) and from (11), |u′(t)| ≤ |a(t)|ey(t) + √−M()√|b(t)|,
x0 ≤ t < x , which gives
|u′(w(x))| ≤ sup
x0≤t≤x
|u′(t)| ≤ au(x)ey(w(x)) +
√−M()√bu(x)
≤ au(x)ey0 +
√−M()√bu(x) = V (x).
Now L’Hospital’s Rule and (9) give limx→d− u′(x) = limx→d− ey(x)y′(x) = 0. So |u′(w(x))| ≤ V (x) holds. Now
let x → d− in (12). Then ey0 ≤ H(d) · (d − x0). Since H(t) · (t − x0) is strictly increasing in t , a lower bound for d
is the unique solution of (6), as claimed. This completes the proof of Theorem 1. 
Remark 2. Theorem 1 gives a lower bound, dL , for d . We may easily obtain an upper bound cu , for c as follows. We
may effectively do a ‘reflection’ of the solution curve so that the ‘left’ asymptote x = c becomes a ‘right’ asymptote
instead, by using the substitutions t = x0 − x and w(x) = −y(x). If r(x) ≡ 1, then (3) becomes the IVP
w′′(t) = p(x0 − t) · [−g(−w(t))], w(0) = −y0, w′(0) = y′0, (13)
where g(y) = y f (y). Clearly, −g(−w(t)) satisfies limt→±∞−g(−w(t)) = ±∞. Also, the new coefficient function
q(t) = p(x0 − t) ≥ 0. If it can be proven a priori that w(t) is nondecreasing for t ≥ 0, then we may apply Theorem 1
to the ‘right’ asymptote at t = x0 − c of the solution w(t) of (13) to get a lower bound for x0 − c, hence an upper
bound for c. From the bounds on d and c, we can get a lower bound on d − c by subtraction. Theorems concerning
the existence of vertical asymptotes for second-order nonlinear differential equations can be found in [3,4].
Remark 3. Theorem 1 does not state how  < 0 should be selected. Ideally, we would chose  < 0 which maximizes
dL = dL() lower bound. In general, a closed form expression for such an optimal  cannot be found. However, such
an approximate value of  < 0 can sometimes be found from (7) by equating the two expressions in parentheses at
x = x0. Suppose r(x) ≡ 1 for the moment. Let ˆ denote the unique solution (value of  < 0), when it exists, to
(−)ey0 y′0 =
√−M()√bu(x0)+ au(x0) · ey0
= √−M()√pu(x0), if r(x) ≡ 1. (14)
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Table 1
 −3.0 −2.5 −2.0 −1.5 −1.0 −0.90
dL () 0.333 0.400 0.500 0.667 1.000 1.111
 −0.84 −0.83 −0.82 −0.81 −0.80 −0.79
dL () 1.190 1.205 1.209 1.199 1.189 1.178
 −0.78 −0.70 −0.60 −0.50 −0.30 −0.10
dL () 1.168 1.078 0.953 0.815 0.507 0.172
Table 2
 −3.0 −2.0 −1.5 −1.0 −0.80
dL () 0.756 0.885 1.013 1.131 1.206
 −0.73 −0.72 −0.71 −0.70 −0.69
dL () 1.239 1.244 1.240 1.236 1.232
 −0.68 −0.60 −0.50 −0.30 −0.10
dL () 1.236 1.187 1.120 0.932 0.663
If no such unique solution exists, then we shall use the value of  < 0 minimizing dL = dL() as a function of  < 0.
Let ∗ denote this optimal value of .
Remark 4. If p(x) is a constant, r(x) ≡ 1 and (14) has a unique solution, then it is easily shown that ∗ = ˆ. This is
the case in Example 6 below.
Remark 5. If y(x) is decreasing instead in Theorem 1, we may easily modify Theorem 1 in the obvious way by
considering  > 0 instead, or, equivalently, making the obvious substitution v = −y in appropriate differential
equations.
Next we present a few numerical examples to illustrate the application of Theorem 1, including obtaining a lower
bound for d − c in (2), the IVP considered by Eliason in [1].
Example 6. Consider IVP (2) with exact solution y = tan x , d = pi/2, c = −pi/2, x0 = 0, and d − c = pi , which
was discussed by Eliason in [1]. Table 1 presents dL = dL() for various values of  < 0. (We may take y∗ = yL = 0
here in Theorem 1.) A finer tabulation gives ∗ = ˆ = −0.824 with dL(∗) = dL = 1.209 is the best lower bound for
d = pi2 ≈ 1.571. Clearly dL ≤ d holds.
By applying Remark 2 and the symmetry of IVP (2) and (13) also leads to an upper bound for c of c ≤ cu
= −1.209. So a lower bound for d − c = pi ≈ 3.142 is dL − cu = 2.418 (with the same ∗ = ˆ = −0.824).
Since p(x) is a constant, ∗ = ˆ = 0.824 should be computed first using (14). Then Theorem 1 or the Remark 2
are used to get the desired bound for d or c. In this case, we only have to find the roots of two equations, instead of
having to generate all of Table 1 above. For nonconstant p(x), we shall propose a computationally efficient procedure
for computing ∗ and the desired bound (dL or cu) which avoids having to carry out an optimization procedure with
respect to  < 0, with each value of  < 0 producing a new root-finding problem. Instead of finding a bound (dL or
cu) for each value of  < 0 (as done to generate Table 1), we shall only have to find dL or cu for at most a few values
of  < 0. This will be illustrated in Example 8 below.
Example 7. Let us redo Example 6 using x0 = 1/2 instead. In this case, we will obtain different values of ∗ = ˆ for
the right and left asymptote locations. We have y0 ≈ 0.546302, y′0 ≈ 1.298446. Tables 2 and 3 give tabulations of
dL() and (x0 − c)L(), a lower bound for x0 − c, for various  < 0, respectively:
For the right asymptote at x = d , we obtain ∗ = ̂ ≈ −0.72 with dL ≈ 1.244. For the left asymptote at x = c, we
obtain instead ∗ = ˆ ≈ −0.59 with a corresponding lower bound for x0 − c of (x0 − c)L = 1.298, so that an upper
bound for c is cu = x0 − 1.298 = −0.798. A lower bound for d − c is dL − cu = 1.244 + 0.798 = 2.042. Clearly,
dL − cu = 2.042 ≤ d − c = pi ≈ 3.142 holds.
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Table 3
 −3.0 −2.0 −1.0 −0.80 −0.62 −0.61
(x0 − c)L () 0.257 0.385 0.770 0.963 1.242 1.263
 −0.60 −0.59 −0.58 −0.57 −0.40 −0.30
(x0 − c)L () 1.284 1.298 1.272 1.247 0.828 0.632
Example 8. The previous two examples had a constant coefficient function p(x). We now consider an IVP in which
this is not the case. Consider the IVP
y′′ = (x2 + 1) ·
(
y5 + 3y3 + 2y + 1
1+ y2
)
, y(1) = −1, y′(1) = 2. (15)
This IVP has no closed form solution known to the author. First, we demonstrate that y(x) is increasing on [1, d): On
the contrary, suppose y′(t) < 0 for some t in (1, d).
Let x∗ = inf{t : 1 < t < d and y′(t) < 0}. Then y′(t) ≥ 0, 1 < t < x∗. Multiplying (15) by y′ and integrating
gives, since 1+ x2 ≥ 2,
1
2
(y′(x∗)2 − 2) ≥
∫ x∗
1
2g(y(t))y′(t)dt.
Also, limx→d− y(x) = limx→d− y′(x) = +∞. Thus, y′(x∗) = 0. Thus, after a change of variable, we have∫ y(x∗)
−1
g(u)du = −1. (16)
Let v(t) = ∫ t1 g(u)du. The computer package MAPLE establishes a minimum value of v(t), for real t , of
v = −0.6787, when t ≈ −0.3994. (This is where y′′ and g(y) = 0, of course.) So (16) cannot be solved for
y(x∗). Thus, y′(x) ≥ 0, 1 ≤ x < d , and y(x) is increasing on [1, d). The existence of vertical asymptotes at x = c
and x = d with c < 1 < d can be proven using results in either [3] or [4]. Since p(x) = x2 + 1 is not a constant, it
will be seen that ∗ 6= ̂. However, we solve (14) for  to get ̂. Then we solve (6) for dL = dL (̂). Now solve (14)
replacing x0 by dL (̂) in the
√
pu(x0) term of (14). Now solve (6) for dL . In this way, we alternately solve for ̂ and
dL (̂) in (6) and (14), respectively, as many iterations as necessary. We do not replace y0 and y′0 in (7)–(9) however.
This procedure has quickly converged in four or five iterations to give ∗ and dL(∗) in many examples considered by
the author. For IVP (15), we obtained the following lower bound sequence for the right asymptote at x = d:
Iteration ̂ dL = dL (̂)
1 −0.45 1.74
2 −0.53 1.94
3 −0.51 1.98
4 −0.51 1.98
So ∗ ≈ −0.51 and d ≥ dL(∗) = 1.98. Extensive fitting of the Pade´ approximants produced estimates of d near to
d ≈ 2.17. Thus, the bound dL(∗) = 1.98 is consistent with these estimates.
Applying the same procedure to the left asymptote at x = c of the solution to (see Remark 2).
w′′ = (t2 − 2t + 2)
(
w3 + 2w − 1
1+ w2
)
, w(0) = 1, w′(0) = 2,
(w(t) can be shown to be increasing in t ≥ 0 as done earlier for y(x)). We obtained the following results:
Iteration ̂ cu (̂)
1 −1.28 0.609
2 −0.90 0.444
3 −0.80 0.375
4 −0.79 0.368
5 −0.79 0.367
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So ∗ ≈ −0.79 with cu(∗) ≈= −0.367. Pade´ approximants found c ≈ 0.129. Clearly, c ≤ cu(∗) holds.
Putting these bounds together, we obtain: d − c ≈ 2.17 − 0.129 = 2.041 and a lower bound for d − c of
dL(−0.51)− cu(−0.79) = 1.98− 0.367 = 1.613. Clearly, 1.613 ≤ 2.041 holds.
Example 9. The purpose of this example is two-fold. First, we give an example of an IVP with nonzero coefficient
function a(x) of form (5) to demonstrate the full utility of Theorem 1. Also, we give an example where there is no
value of  < 0 which satisfies (14) for the left asymptote, hence no value of ̂ as defined by (14). However, in the
general case where (14) has no solution for  < 0, we propose to define ̂ as the value of  < 0, when it exists,
minimizing the absolute value of the difference of the LHS and RHS of (14), i.e., minimizing∣∣∣(−)ey0 y′0 − (√−M()√bu(x0)+ au(x0)ey0)∣∣∣ . (17)
Consider the IVP
y′′ = y′ +
[
2e−2x · (1+ x + 3x2 − x3)
]
y3, y(0) = 1, y′(0) = 1. (18)
The exact solution is y = ex
1−x2 with c = −1, d = 1.
For the right asymptote, expression (17) vanishes near ̂ ≈ −3.78, with dL (̂) ≈ 0.264. Also, ∗ ≈ −1.01, with
dL(∗) ≈ 0.388. Clearly, dL(∗) = 0.388 ≤ d = 1.0 holds.
For the asymptote at the left, we apply Theorem 1 to the IVP:
w′′ = w′ + (2e2t ) · (t3 + 3t2 − t + 1)w3, w(0) = −1, w′(0) = 1.
Here, no value of  < 0 makes (17) vanish. The smallest value of (17) occurs when  = ̂ ≈ −0.42, with
cu (̂) ≈ −0.598. We also obtain ∗ ≈ −0.41 with cu(∗) ≈ −0.596. Here, ̂ is very close to ∗, unlike the right
asymptote case. Unlike the right asymptote case, ̂ ≈ −0.42 does not make (17) vanish; the corresponding minimized
value of (17) is 2.27. Clearly, cu(∗) = −0.596 ≥ c = −1.000 holds. A lower bound for d − c is 0.984 with
d − c = 2.000.
3. Other results
It is possible to obtain bounds for c, d and d − c for many other families besides those discussed in Section 1.
First, we consider the differential equation considered by Eliason in [3] with more general initial conditions but less
general r(x) (r(x) ≡ 1). As done in Section 1, results for the more general case with r(x) > 0 can be obtained, but
are omitted here.
Consider the IVP
y′′ = p(x)g(y), y(x0) = y0, y′(x0) = y′0, (19)
where y0 > 0 and y′0 is real. Suppose y(x) has a left (right) asymptote at x = c (x = d) with limx→c+ y(x) = +∞,
limx→d− y(x) = +∞.
First, we state the following theorems. As assumed by Eliason in [3], we also assume y(x) is strictly of one sign
(positive) on (c, d). We state the theorems for right asymptotes at x = d. The remark following Theorem 1 given
earlier can be applied to get the corresponding theorems for left asymptotes at x = c. The proofs of Theorems 10 and
11 below are very similar to the proofs of Theorem 1 and of Theorems 2.8 and 4.2 in [2] and are hence omitted. The
proofs use the bounded operators u = y and u = ey for suitably chosen  < 0 and obtains bounds on the operator
u′(x) on the interval (c, d).
Theorem 10. Consider IVP (16) with r(x) ≡ 1, g(y) = y f (y) is continuously differentiable on (−∞,∞); y(x) is
strictly positive on (c, d) with
lim
x→c+
y(x) = lim
x→d−
y(x) = +∞.
Let yL = inf{y(x) : c < x < d}. Suppose p(x) ≥ 0 is continuously differentiable on [c, d] with g(y) ≥ 0 for y ≥ yL .
Suppose there exists a constant α > 1 such that |g(t)| ≤ tα , t ≥ yL . Then a lower bound d1 for d is the unique value
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of x satisfying
(x − x0) · h1(x) = y0 , where  =
1− α
2
,
h1(x) = max
(
−y−10 |y′0|,
−√
1− 
√
pu(x)M
)
, (20)
where M = supt≥yL t−α/2
√|g(t)|, and pu(x) = supx0≤t≤x p(t).
Theorem 11. Consider IVP (3) with r(x) ≡ 1. Under the conditions of Theorem 10, a lower bound d2 for d is the
unique value of x satisfying
(x − x0) · h2(x) = ey0 , where  < 0
is any given negative real number,
h2(x) = max(−ey0 · |y′0|, R(x)),
where
R(x) = √−M2()
√
pu(x),
M2() = sup
t≥0
√|g(t)|et , and pu(x) = sup
x0≤t≤x
p(t).
Remark 12. For the left asymptote at x = c in Theorems 10 and 11, the corresponding new IVP (see Remark 2 given
earlier) is (upon letting t = x0 − x in (3)):
w′′(t) = p(x0 − t) · [g(−w(t))], w(0) = y0, w′(0) = −y′0. (21)
Upper bounds for c (c1 and c2, respectively) can be found by applying Theorems 10 and 11 to (21), respectively, to
get lower bounds for x0 − c.
Note that Corollary 2 of [3] cannot be applied to (3) if y′(x0) = y′0 6= 0. Also, y f (y) = g(y) need not be odd
in Theorems 10 and 11. However, r(x) ≡ 1 is needed here but not by Eliason in [3].
Next, we present some numerical examples. As done in Section 1, we may define ̂ and ∗ as done in Theorem 1,
except ̂ is the value of  < 0 satisfying
−ey0 |y′0| = R(x0) (22)
in Theorem 11 above, with
√
pu(x0) used in place of
√
pu(x). Similarly, we may define ̂ and ∗ in Theorem 10. For
example, ̂ solves (22) with
√
pu(x) replaced by
√
pu(x0) for the initial iteration.
Example 13. Consider the IVP
y′′ = 6(7x2 − 35x + 46) · y5/3, y(2) = 1
8
, y′(2) = −3
16
. (23)
The exact solution is y = [(4 − x)(x − 1)]−3 with c = 1, d = 4. We omit computational details and merely give
final bounds. Using Theorem 11, we obtain for the right asymptote at x = d = 4, the lower bound of d2 = 3.214
and an upper bound for the left asymptote of c2 = 1.213. So a lower bound for d − c = 3 is d2 − c2 = 2.001.
Using Theorem 10 instead, we obtain a lower bound of d1 = 3.193 and an upper bound of c1 = 1.231. So a lower
bound for d − c is d1 − c1 = 1.962, slightly inferior to the bound of Theorem 10. Note that Corollary 2 of [1] cannot
be used here since y′(x0) 6= 0.
Example 14. Consider the same IVP (23) used in Example 13 above except use x0 = 2.5. Then y0 = 0.087791,
y′0 = 0. Here, Corollary 2 of [1] is applicable since y′0 = 0. However, many combinations of c and d bounds are
possible satisfying (4). We can easily prove that the best choice corresponds to the Eliason bounds (we omit the proof)
S.G. From / Computers and Mathematics with Applications 55 (2008) 2444–2451 2451
c ≥ cE = 1.180 and d ≤ dE = 3.820 for a lower bound of (d − c)E = 2.640. By comparison, Theorem 11 gives
the bounds (∗ ≈ −11.4 for both asymptotes) of d2 = 3.694 and c2 = 1.306 for a lower bound of (d − c)2 = 2.388.
Here the Eliason bound is better, as expected, since it is tailored for the y′0 = 0 case, whereas Theorems 10 and 11 are
more generally applicable when r(x) ≡ 1, at least.
Many more theorems can be found concerning bounds or d, c and d − c. Rather than state these theorems, we
discuss a general approach and useful bounded operators needed to obtain these theorems for several families of
nonlinear differential equations.
1. y′′ =
k∑
i=1
Pi (x)y
αi ,
where
0 ≤ α1 < α2 < · · · < αk and αk > 1.
The bounded operators of use are, for β < 0,  < 0,
u = yβ , u = ey, u = ey′ ,
depending on assumptions on the coefficient functions Pi (x) and initial conditions.
2. y′′ = p(x)yα1(y′)α2 ,
where α1 and α2 are positive real numbers. The operators of use are u = yβ , u = (y′)β , u = yβ1(y1)β2 , u = ey , and
u = ey′ , β < 0, βi < 0,  < 0. This differential equation was discussed in [3].
3. y′′ = P1(x)yα + P2(x)y′, α > 1.
The operator of use here is u = yβ , β < 0. In each case, we must bound u′(x) on (c, d), [x0, d) and/or (c, x0],
choosing the bounded operator parameters (β, β1, β2, and  < 0 above) in some judicious way. To bound u′(x), we
examine what happens to u′(x) at those x-values where u′′(x) = 0, at x = x0, as x → c+ and as x → d−. We replace
p(x) by pu(x) and use comparison type arguments. The basic methods are given in detail in [2].
We shall discuss third- and higher-order IVPs and BVPs in a forthcoming paper.
4. Final remarks
We have obtained bounds for the distance between consecutive vertical asymptotes of the solution to a nonlinear
differential equation. In particular, we have answered a question posed by Eliason in [1], in the affirmative and obtained
complementary results to Corollary 2 of [1] in the case where the solution is strictly of one sign.
When p(x) or g(y) have singularities in them, then some of the operators considered by From in [2] can be used
to obtain lower bounds for right asymptotes. Upper bounds for d, c and d − c can also be found for some choices of
p(x) by applying slight variations of methods given in [2]. We shall also report on these results in the future.
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