and academia. Corporate supporters of the BTAS 2007 conference were, in alphabetical order, General Electric, Honeywell, L1 Identity Systems, Motorola, Sagem-Morpho, SAIC, and Ultra-Scan. Information on the BTAS 2009 conference is available at http://www.cse.nd.edu/BTAS_09/.
results of three different iris biometrics performance studies, performed by the International Biometric Group, AuthentiCorp, and NIST. The conclusion, possibly surprising to many in the field, is that the three studies are in general agreement. Researchers concerned with iris biometrics will want to be sure to read this paper and to carefully evaluate its results, methodology, and implications.
The paper titled "Identifying Noncooperative Subjects at a Distance Using Face Images and Inferred 3-D Face Models" is authored by Gerard Medioni, Jongmoo Choi, Cheng-Hao Kuo, and Douglas Fidaleo of the University of Southern California in the U.S. They consider one of the most important problems in biometric surveillance, the recognition of noncooperative persons from observation in a video stream. "Noncooperative" here is meant in the weaker sense of the person not making any specific effort to cooperate with acquisition, rather than the stronger sense of the person intentionally trying to defeat the system. Using a high-resolution video camera, their system constructs a 3-D model of the face from the 2-D video frames and then matches 3-D shape models of the face. This paper should be of interest to all researchers working in face recognition from video and to those working in construction of 3-D face models from video.
The paper titled "Combining Handwriting and Speech Modalities for User Authentication" is authored by Andreas Humm, Jean Hennebert, and Rolf Ingold of the University of Fribourg in Switzerland. This paper considers an interesting
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and novel problem in multimodal biometrics, the combination of near-simultaneously signing and speaking a name. The term "spoken handwriting" is used here to refer to someone speaking what he/she is writing. They obtain interesting results on this problem that has, to date, received relatively little work, but seems destined to attract more attention.
The paper titled "Gait Feature Subset Selection by Mutual Information" is authored by Baofeng Guo and Mark Nixon of the University of Southhampton in the U.K. This work is in the area of recognizing people from the appearance of them walking in a video. In this paper, Guo and Nixon are concerned with the problem of finding the most useful subset of the available features. This is important because the raw dimensionality can be quite high. Their work on using mutual information analysis for feature selection suggests that the dimensionality can be reduced substantially with no appreciable loss in recognition performance. Researchers interested in gait recognition will want to look at this result.
The paper titled "Unification of Evidence Theoretic Fusion Algorithms: A Case Study in Level-2 and Level-3 Fingerprint Features" is authored by Afzel Noore, Mayank Vatsa, and Richa Singh of West Virginia University in the U.S. Fingerprints contain several types of information, including patterns of ridges, minutia points, and skin pores. The minutia points are level-2 information and the skin pores are level-3 information. This work looks at methods of fusing information about image quality, minutia features, and pore features into an overall decision. This work should be of interest to all researchers working in fingerprint image analysis and is potentially relevant to other multibiometric modalities as well.
We sincerely hope that you enjoy reading the papers in this special section and that you will find them useful and a good representation of the state of the art in biometrics. Thanks to the referees and to the authors for promptly completing reviewing tasks and revisions of papers, respectively. Thanks also to the Editor-in-Chief of SMC-A, Witold Pedrycz, and the editorial manager, Tina Scheman-Moje, for their help in shepherding this special section through the editorial channels.
