Abstract. We present a set of reduction rules for LTL model-checking of 1-safe Petri nets. Our reduction techniques are of two kinds: (1) Linear programming techniques which are based on well-known Petri net techniques like invariants and implicit places, and (2) local net reductions. We show that the conditions for the application of some local net reductions can be weakened if one is interested in LTL model-checking using the approach of [EH00,EH01]. Finally, we present a number of experimental results and show that the model-checking time of a net system can be significantly decreased if it has been preprocessed with our reduction techniques.
Introduction
In two recent papers [EH00,EH01], Esparza and Heljanko have developed an unfolding technique to the problem of model-checking LTL for concurrent systems. Using the automata-theoretic approach, the model-checking problem is reduced to two simpler problems concerning the infinite executions of a combined system obtained from the original system and from a Büchi automaton for the negation of the property to be checked. Loosely speaking, the unfolding technique exploits the concurrency present in the system to obtain a compact representation of the state space.
Esparza and Heljanko's approach is part of the Model Checking Kit, a collection of programs which allow to model a finite-state system using a variety of modelling languages, and verify it using a variety of checkers, including deadlockcheckers, reachability-checkers, and model-checkers for the temporal logics CTL and LTL. The most interesting feature of the Kit is that, independently of the description language chosen by the user, different checkers can be applied to the same model. The Kit is held together by a program called the Glue. Given a system and a property modelled in one of the description languages supported by the Kit, the Glue (1) translates them into a 1-safe Petri net and a property of the net, described both in a common internal representation language; 1 (2) translates the net and the property into input for the target model checker, and (3) collects the output of the checker and translates it back into the original description language.
Since step (1) is automatic, it may introduce many redundancies, leading to large 1-safe Petri nets. In this paper we introduce some techniques that allow to remove a good number of these redundancies. For that, we exploit well-known Petri net techniques: (sub)invariants [DE95, Rei85] , implicit places [CS90] , and local net reductions [Ber85, PPP00] . Invariants and implicit places are used to remove places and transitions which do not affect the behaviour of the Petri net. Local net reductions are used to reduce the Petri net while guaranteeing that the result of the analysis on the reduced net will be the same as the result in the original net. Notice that, since we work at the level of the common internal representation language, redundancies can be eliminated independently of the language in which the system was described.
The paper contains two main contributions. First, we show that if we are interested in LTL model-checking using the approach of [EH00, EH01] , the conditions for the applications of some net reductions can be weakened; therefore, the rules can be applied more often, leading to larger reductions. The second contribution is a number of experimental results on a set of examples modelled using several of the Kit's system description languages.
The paper is organised as follows. Section 2 contains basic definitions about 1-safe Petri nets. Section 3 gives some information on the approach of [EH00, EH01] . Section 4 introduces the reduction rules. (Sub)invariants and implicit places are just taken from the literature, while some local net reductions are improved. Section 5 describes the routine for the application of the rules, and discusses implementation issues. Section 6 presents experimental results on systems modelled using B(PN) 2 , a high-level programming language integrated in the Kit, and communicating automata.
1-safe Petri Nets
A triple (P, T, F ) is a net if P and T are disjoint sets and F is a subset of (P × T ) ∪ (T × P ). The elements of P are called places and the elements of T transitions. Places and transitions are generally called nodes. We identify F with its characteristic function on the set (P × T ) ∪ (T × P ). The preset • x of a node x is the set {y ∈ P ∪ T | F (y, x) = 1}. The postset x
• of a node x is the set {y ∈ P ∪ T | F (x, y) = 1}. A marking M of a net (P, T, F ) is a mapping M : P → IN.
A four-tuple Σ = (P, T, F, M 0 ) is a net system if (P, T, F ) is a net and M 0 is a marking of (P, T, F ). M 0 is called the initial marking of the net system Σ. A marking M enables a transition t if ∀p ∈ P : F (p, t) ≤ M (p) holds. If t is enabled at M , then t can occur, and its occurrence leads to a new marking
the marking reached by the occurrence of σ, also denoted by
A marking M of a net is 1-safe if M (p) ≤ 1 for every place p. A net system Σ is 1-safe if all its reachable markings are 1-safe.
We identify a marking M of a 1-safe net with the set P ′ ⊆ P such that ∀p ∈ P : p ∈ P ′ ⇔ M (p) = 1 holds.
An Unfolding Approach to LTL Model-Checking
The unfolding technique, originally introduced by McMillan [McM92] , has been very successfully applied to several verification tasks, e.g. deadlock detection, reachability analysis and LTL model-checking. The 1-safe Petri net is unfolded into an acyclic net until a finite complete prefix is generated. This is a finite acyclic net having exactly the same reachable markings as the original one. Esparza and Heljanko have introduced an unfolding approach to LTL modelchecking in [EH00] . This approach makes use of the automata-theoretic approach to model-checking [Var96] . A synchronized net system is constructed as the product of the original net system and a Büchi automaton accepting the negation of the property to be checked. Then the model-checking problem is reduced to the problem of detecting illegal ω-traces and illegal livelocks in the synchronized net system. Both problems are solved by constructing finite prefixes of the unfolding of the synchronized net system. The main advantage of this approach with respect to Wallner's approach [Wal98] is its simplicity. Wallner first calculates a complete prefix and then he constructs a graph, but the definition of the graph is non-trivial, and the graph can be exponential in the size of the prefix. The approach of [EH00] avoids the construction of the graph, but unfortunately constructs a larger prefix. Now, we briefly review the main definitions and results of [EH00] . Given an LTL property ϕ and a net system Σ = (N, M 0 ) the transitions of the net N = (P, T, F ) are divided into two sets V and T \ V of visible and invisible transitions. Let AP (ϕ) ⊆ P be a set of places corresponding to the atomic propositions of ϕ. Then it holds that ∀t ∈ T : t ∈ V ⇔ t ∈ ( • p ∪ p • ) for a p ∈ AP (ϕ). Then a Büchi automaton A ¬ϕ is constructed accepting the negation of the property ϕ. The Büchi automaton is a tuple A = (Γ, Q, q 0 , F, ρ) where Γ is an alphabet, Q is a finite non-empty set of states, q 0 ∈ Q is an initial state, F ⊆ Q is the set of accepting states, and ρ ⊆ Q × Γ × Q is the transition relation. A accepts an infinite word w ∈ Γ ω if some run of A on w visits some state in F infinitely often.
In a next step a synchronized net system Σ ¬ϕ is constructed as the product of the original net system Σ and the Büchi automaton A ¬ϕ . The system Σ and the Büchi automaton are synchronized only by the visible transitions of Σ. For more details we refer the reader to [EH00] . In the following we call the places and transitions of Σ ¬ϕ corresponding to the Büchi automaton Büchi places and Büchi transitions. Büchi transitions and visible transitions have a characteristic feature as described in the following Lemma 1.
Lemma 1. Property of Büchi transitions and visible transitions
Let Σ ¬ϕ be a synchronized net system. Then for all Büchi transitions and visible transitions t it holds that
• t ≥ 2 and t • ≥ 2.
Proof: Clear from the construction of the synchronized system Σ ¬ϕ (see [EH00] ).
Once Σ ¬ϕ is constructed, two subsets of Büchi transitions, called infinite trace monitors and livelock monitors, are defined as follows.
Definition 1. Infinite Trace Monitors and Livelock Monitors
-The set I of infinite trace monitors contains the transitions t such that there exists in t • a final state q of A ¬ϕ . Loosely speaking, these are the transitions which put a token into a final state of the Büchi automaton.
-The set L of livelock monitors contains the transitions t such that there exists in t • a state q of A ¬ϕ satisfying the following condition: with q as initial state, the automaton A ¬ϕ accepts an infinite sequence of transitions.
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With this knowledge we can define a notion of illegal ω-traces and illegal livelocks.
Definition 2. Illegal ω-Traces and Illegal Livelocks
Let Σ be a net system where T is divided into two sets of V and T \ V of visible and invisible transitions, and T contains the two subsets I and L of transitions as mentioned above.
-An illegal ω-trace of Σ is an infinite sequence M 0 − σ → such that σ contains infinitely many I-transitions.
The main result of [EH00] is Theorem 1.
Theorem 1. LTL Model-Checking
Let Σ be a labelled net system and ϕ an LTL formula. Σ satisfies ϕ if and only if Σ ¬ϕ has no illegal ω-traces and no illegal livelocks.
Reduction Rules for LTL Model-Checking
The LTL model-checking approach described in the previous section uses unfolding techniques for detecting illegal ω-traces and illegal livelocks. Since the unfolding grows exponentially in the size of the net system, our aim is to reduce the synchronized net system before unfolding it without changing the conditions of Theorem 2 for the LTL model-checking task. Now, with respect to the LTL model-checking approach of [EH00] we only have to guarantee that the two conditions of Theorem 2 hold for a net system if and only if they hold for the reduced net system obtained by applying our reduction rules. Additionally, we restrict ourselves to the fact that we will never remove atomic propositions, Büchi places and Büchi transitions from the net. In the following sections we present some reduction rules which are practicable for the LTL model-checking approach of [EH00] .
Linear Programming Rules
In this section we present two reduction rules which are based on linear programming techniques. First, we briefly introduce some basic notions. When applying linear programming techniques for verification tasks of Petri nets, one of the basic concepts is the so-called marking equation that can be used as an algebraic representation of the set of reachable markings of an acyclic net. Given a marking M reachable from the initial marking M 0 and a place p, the number of tokens of p in M can be calculated as the number of tokens p carries in M 0 plus the difference of tokens added by the input places and removed by the output places. This leads to the following equation:
where #t denotes the number of occurrences of t in an occurrence sequence σ = t 1 . . . t m . Usually this equation is written in the form M = M 0 + N · σ, where σ = (#t 1 , . . . , #t n ) t is called the Parikh vector of σ and N denotes the incidence matrix of a net N , a P × T matrix given by N(p, t) = F (t, p) − F (p, t). Let l p be the incidence vector of a place p. Then we have
Dead Transition Rule In many cases systems that should be checked for LTL properties are specified in a high level programming language, for instance B(PN) 2 which is well-known from the PEP-tool and also an input language of the Kit. The systems have been translated automatically into 1-safe Place/Transition nets. During these translations many redundancies might have been introduced, for instance places which never carry a token. It is clear that also their output transitions never fire. The aim of the dead transition rule is to detect such places and transitions and to remove them from the net system. Applying this rule does not affect the size of the unfolded net prefix which will be calculated during the model checking process of [EH00, EH01] Variables:
The reduced net N red = (P red , T red , F red ) obtained by applying the dead transition rule on N is defined by
Implicit Place Rule A place is called implicit if it never restricts the firing of its output transitions. Loosely speaking, an implicit place is never the only reason that a transition of its postset cannot fire. Colom and Silva have published a method for detecting implicit places of bounded Place/Transition nets with linear programming techniques [CS90] . Our rule is based on this approach. Figure 1 shows an example for the implicit place rule. Place p can be seen as a linear combination of the places p 1 and
It is clear that p never restricts the firing of transition t and therefore place p can be removed without changing the firing sequences of the net. Variables:
where the vector pre(t) is defined as follows:
• t, and 0 otherwise.
The reduced net N red = (P red , T red , F red ) obtained by applying the implicit place rule on N is defined by
Theorem 3. Linear Programming Rules preserve LTL conditions Let Σ ¬ϕ be a synchronized net system and Σ red ¬ϕ be the net system obtained by applying the dead transition rule and the implicit place rule. Conditions (i) and (ii) of Theorem 2 hold for Σ ¬ϕ if and only if they hold for Σ red ¬ϕ . Proof: Applying the dead transition rule preserves the firing sequences of the net system. In [CS90] it has been proven that removing implicit places from the net system also preserves the firing sequences. Therefore the rules do not affect the conditions (i) and (ii) of Theorem 2.
Local Rules
In this section we present some local reduction rules. They differ from the linear programming rules in the sense that the linear programming rules globally investigate the whole net whereas the local rules only inspect small sub-nets. The local rules are taken from the literature, but we have improved some of them by weakening their conditions. This allows us to apply the rules more often and to obtain larger reductions. Abstraction Rule In this section we introduce a new abstraction rule that to the best of our knowledge has not been mentioned before in the literature. The abstraction rule is graphically described in Figure 2 . The main idea of the abstraction rule is that any occurrence sequence of the net can be reordered into an occurrence sequence where an occurrence of t has to be immediately preceded by an occurrence of an input transition of p. The reduction hides the occurrence of t by merging t with the input transitions of p. But we have to ensure that the input transitions of p are enabled in the reduced net if and only if the transition t is enabled in the original net. Therefore the presets of the input transitions of p are extended by the input places of t. Our rule differs from the abstraction rule in [DE95] in such way that in our rule the transition t may have more than one place in its preset. So our rule describes a generalization of [DE95] .
Definition 5. Abstraction Rule
Let N = (P, T, F ) be a net. A place p ∈ P and a transition t ∈ T satisfy the abstraction rule if and only if -
The reduced net N red = (P red , T red , F red ) obtained by applying the abstraction rule on N is defined by:
Theorem 4. Abstraction Rule preserves LTL conditions
Let Σ ¬ϕ be a synchronized net system and Σ red ¬ϕ be the net system obtained by applying the abstraction rule. Conditions (i) and (ii) of Theorem 2 hold for Σ ¬ϕ if and only if they hold for Σ Pre-Agglomeration Rule The pre-agglomeration rule is graphically described in Figure 3 . The main idea of this rule is that any occurrence sequence of a net can be reordered into an occurrence sequence where the occurrence of transition t is immediately followed by an occurrence of an output transition of p. The reduction hides the occurrence of t by merging t with the output transitions of p. This structural condition implies that one can delay the firing of the transition t. The pre-agglomeration rule has been introduced by Berthelot [Ber85] and has been used also in [PPP00] but our rule differs from their rule in the following way: In [Ber85,PPP00] the restriction holds that ∀q ∈
• t: q • = {t}. This restriction is not neccessary in our approach.
Definition 6. Pre-Agglomeration Rule
Let N = (P, T, F ) be a net. A place p ∈ P and a transition t ∈ T satisfy the pre-agglomeration rule if and only if -
The reduced net N red = (P red , T red , F red ) obtained by applying the preagglomeration rule on N is defined by:
Theorem 5. Pre-Agglomeration Rule preserves LTL conditions Let Σ ¬ϕ be a synchronized net system and Σ • p and a transition u ∈ p • can be reordered into an occurrence sequence such that the occurrence of h is immediately followed by the occurrence of u. This structural condition implies that one can anticipate the firing of u. The post-agglomeration rule has been introduced in [Ber85] and has been used also in [PPP00] .
Definition 7. Post-Agglomeration Rule
Let N = (P, T, F ) be a net. A place p ∈ P satisfies the post-agglomeration rule if and only if -
The reduced net N red = (P red , T red , F red ) obtained by applying the postagglomeration rule on N is defined by:
Theorem 6. Post-Agglomeration Rule preserves LTL conditions Let Σ ¬ϕ be a synchronized net system and Σ red ¬ϕ be the net system obtained by applying the post-agglomeration rule. Conditions (i) and (ii) of Theorem 2 hold for Σ ¬ϕ if and only if they hold for Σ red ¬ϕ .
Special care has been taken to speed-up the net reductions. Therefore we mention some facets of our implementation in this section. First of all, we apply the dead transition rule because it investigates globally the whole net and yields sets of places and transitions which can be removed from the net. As mentioned in chapter 4.1 the dead transition rule detects places which never carry tokens. The solution is not unique, and therefore this solution might not give us all such places. We have to repeat the application of the dead transition rule to detect maybe more such places. Y = 0 is always a solution of the equation system. Therefore we use the objective function Maximize Y T · 1, 0 ≤ Y ≤ 1, to get other possible solutions.
The following rules are part of a loop which will be repeated until no changes can be made. First, we detect redundant places and remove them from the net. A place p is called redundant if and only if there exists a place q such that p and q have the same initial markings and equal sets of input/output transitions. Redundant places would also be detected by applying the implicit place rule but it takes more time to solve a linear equation system than to pass through a list of places and to compare their pre-and postsets. We use efficient data structures for storing nets which allow fast comparisons of pre-and postsets of places and transitions. This universal data structure provides fast access to single nodes [Röm00] . Places, transitions and arcs are represented by nodes of doubly linked adjacent lists. Then we apply the abstraction, pre-agglomeration and postagglomeration rules. These rules are based on simple operations conducted on our efficient data structures. They yield fast transformations compared to the linear programming techniques. We apply the implicit place rule at last for the following two reasons: The number and size of the equation systems to be solved depend on the number of places and transitions of the nets. Therefore it is reasonable to make them as small as possible before applying the implicit place rule. The creation of the equation system for each place can be done without significant loss of time because the objective function Minimize Y T · M 0 + µ and the part Y T ·N are equal for all places. We have to build them only once and can reuse them for all equation systems. We only have to make minor modifications on the right side, and have to add few rows for each place.
Experimental Results
In this section we will present our experimental results. Our aim is to show that we obtain good reduction ratios in practice and that the reduction times are very small compared with the verification times for the LTL model-checking task. The systems we have used are as follows:
-buf(100): Buffer with capacity 100 generated by Römer. -dph(7): Variant of the dining philosophers with a butler [Cor94] . The LTL properties we checked have the form:
We have applied the first property on all systems except the production cell, and have checked the invariant (second property) for the production cell.
All experiments were performed on a SUN Ultra 60 with 1.5 GByte of RAM and a 295 MHz UltraSPARC-II CPU. The rules which are based on linear programming techniques use CPLEX T M (version 6.5.1) as its underlying LP-solver. The LTL model-checker of [EH00] (unfsmodels 0.9 ) is implemented by Heljanko [Hel01] . Figure 5 shows the results. The columns |S| (|B|) and |T | (|E|) denote the numbers of places (conditions) and transitions (events) of the net (unfolding). The columns t LT L and t red denote the times for the LTL model-checking (unfsmodels) and for our reduction procedure. The times are measured in seconds.
The results show that we obtain very considerable reduction ratios for the systems buf(100), fifo(20), plate(5), dph(7), and also for the slotted ring protocols slotring(n). For these systems the unfoldings of the reduced nets are much smaller than the unfoldings of the original nets. This strongly affects the model-checking algorithm of [EH00] because it uses unfolding-based verification techniques. In fact, our practical results confirm this assumption. The LTL model-checking times for the reduced nets are much smaller than the verification times for the original systems. For instance, the model-checking time for the fifo(20) system can be decreased from 13 hours to only 3 seconds. Also the verification time for the slotring(10) protocol may be reduced from 12 hours to only 2 and a half by applying our reduction algorithm before the LTL verification. As one can see our optimized reduction algorithm takes only a few seconds, a negligible time compared to the actual verification times.
As mentioned in chapter 4.2 we have improved some of the local reduction rules compared to the rules known in the literature by weakening their conditions. This allows us to apply the rules more often and to obtain larger reductions. To confirm this assumption we have implemented the original rules just as taken from the literature and have conducted some experiments.
The results which are shown in Figure 6 meet our expectations. Applying the original rules without weakening their conditions yields much larger unfolding sizes and LTL verification times. For instance, the dining philosophers system (dph(7)) can only be reduced to 50 places and 114 transitions (in contrast to 31 places and 101 transitions by applying our weakened rules). This leads to an unfolding which is ten times larger, and also the verification time for the LTL property grows from 5 seconds to 12 minutes. Applying the original and our weakened rules on the slotted ring protocol the reduced nets differ from 9 transitions. On the first look, this seems to be a negligible difference but indeed it has an considerable effect with respect to the unfolding size and the verification time. Preprocessing the net with our weakened rules causes that the unfolding is three times smaller, and that the verification time can be decreased from 9 hours to only 2 and a half. The unfolding of the reduced slotring(10) net obtained by applying the original rules is even larger than the unfolding of the original net. This is caused by the post-agglomeration rule which use can lead to larger unfoldings in some cases.
The reduction ratio for a system depends on the LTL property to be checked. All places corresponding to atomic propositions of the formula and all their input and output transitions remain untouched by our reduction rules. This entails that the number of places and transitions that must not be removed from the system depends on the number of places corresponding to the atomic propositions in the LTL property.
Altogether, our results have shown that our reduction algorithm yields a very efficient and suitable preprocessing technique for LTL model-checking.
We have presented techniques that allow to remove redundancies from systems modelled as 1-safe Petri nets. These techniques are of two kinds: (1) Linear programming techniques for detecting subinvariants and implicit places, and (2) local net reductions. We have shown that the conditions for some local net reductions known from the literature can be weakened if one is interested in model-checking LTL using the approach of Esparza and Heljanko [EH00, EH01] . Moreover, we have presented a number of experimental results. These results have confirmed that many redundancies may be detected and removed with our reduction techniques. Furthermore the results have shown that our reduction algorithm runs very fast, and that it has an considerable effect on the model-checking algorithm of [EH00, EH01] . Altogether, our reductions seem to be a good preprocessing technique for model-checking LTL with the approach of [EH00, EH01] .
