Abstract. We first prove the well-posedness of weak and strong solutions to the kinetic Cucker-Smale model in the Sobolev space with the initial data having compact velocity support. Then we study the kinetic Cucker-Smale model with noise. By introducing two weighted Hilbert spaces, we successfully establish the well-posedness of weak and strong solutions, respectively. Our proof is based on weighted energy estimates. Finally, we rigorously justify the vanishing noise limit.
Introduction
In this paper, we study the well-posedness of weak and strong solutions to the following kinetic Cucker-Smale model with or without noise:
where L[ f ] is given by
Here f (t, x, v) is the density distribution function, ϕ(·) is a positive non-increasing function denoting the interaction kernel, and σ represents the noise strength. For convenience, we suppose that max{|ϕ|, |ϕ |, |ϕ |} ≤ 1 and 0 ≤ σ ≤ 1 in the sequel. Recently, the Cucker-Smale model and related models have attracted much attention from researchers in diverse fields, including biology, physics and mathematics. People wish to understand the mechanisms that lead to the collective behaviors, such as flocking of birds, schooling of fish and swarming of bacteria, by modeling, simulation and mathematical analysis. Among them, the Cucker-Smale model is a basic one used to describe flocking, which was put forward in 2007. Motivated by their pioneer work [9] , Ha et al [20] presented a complete analysis for flocking of the Cucker-Smale model by using the Lyapunov functional approach.
Then they rigorously justified the mean-field limit from the particle model to the kinetic Cucker-Smale model. Later, Carrillo et al [5] give an elegant proof for the mean-field limit by employing the modern theory of optimal transport. In [6] , they further refined the results in [20] and proved the unconditional flocking theorem for the measure-valued solutions to the kinetic Cucker-Smale model. Nowadays, studies of the Cucker-Smale model from particle to kinetic and hydrodynamic description have been launched. We refer the interested readers to [17, 18, 19, 25] and the references therein for the results related to hydrodynamic Cucker-Smale models and the review paper [7] for the state of the art in this research topic.
However, most mathematical models in this territory are just derived formally. The rigorous limits and stabilities of many models are still unknown. Even though the stability for the kinetic Cucker-Smale model has been established in measure space in [5] and [20] , however the corresponding results in regular function space are still lacking. As far as we know, there is only existence theory for weak solutions in function space;see [26] . The proof of [5] and [20] are both based on the analysis to the characteristics under the condition that the initial data have compact support. In fact, this method can only deal with the kinetic Cucker-Smale model without noise. Now in the present paper, we will provide a frame that can establish the well-posedness of solutions to the kinetic Cucker-Smale model with or without noise, no matter whether the initial data have compact support or not.
It is well known that we can construct the admissible weak solutions to the hyperbolic conservation laws by using the vanishing viscosity approach; see [4] [23] . Similarly, can we recover weak and strong solutions to the kinetic Cucker-Smale model by the vanishing noise limit? This is another problem we are concerned with. By using the velocity averaging lemma and subtle mathematical analysis, we give a positive answer to this question. The reader can also refer to [13] [14] for further application of the velocity averaging lemma in kinetic theory.
The rest of the paper is organised as follows. In section 2, we prove the wellposedness of weak and strong solutions to the kinetic Cucker-Smale model in the Sobolev space. In section 3, we mainly study the kinetic Cucker-Smale model with noise by introducing two weighted Hilbert spaces. While section 4 is devoted to the study of vanishing noise limit. In the last section, we summarise our paper and make a brief comment on it.
Notation. Throughout the paper, we denote by C a general positive constant, which may depend on the initial data. We write C(α) to emphasize that C depends on α. While c(t) denotes a general positive function. Both C and c(t) may take different values in different expressions.
Kinetic Cucker-Smale Model without Noise
In this section, we prove the well-posedness of weak and strong solutions to the kinetic Cucker-Smale without noise, i.e., σ = 0 in (1.1). Then the equation (1.1) reduces to (2.1)
In reality, the velocities of particles are finite. After taking the mean-field limit, it is natural to suppose that the initial density distribution function has compact velocity support. We study this situation first. The characteristics play a key role in our analysis. We mainly use them to estimate the velocity support of the density distribution function f (t, x, v). Next we present the definition and results in this section.
We say f (t, x, v) is a strong solution if f (t, x, v) is a weak solution and f (t,
We have the following theorems.
Moreover, it holds the following stability estimate
where f (t, x, v) and g(t, x, v) are weak solutions with initial data f 0 and g 0 satisfying the above conditions, respectively.
where f (t, x, v) and g(t, x, v) are strong solutions with initial data f 0 and g 0 satisfying the above conditions, respectively. Remark 2.1. We can refine the estimate of R(t) by using the particle method as in [6] . In fact, it is uniformly bounded in time.
Remark 2.2. We can also establish the well-posedness of classical solutions by using the same method and the Sobolev embedding if we improve the regularity of initial data.
In the following subsection, we derive some a priori estimates that are needed in our proof.
2.1. A priori estimates.
Proof.
(1) Direct integrating (2.1)-1 over R 2d gives the conclusion.
(2) Multiplying (2.1)-1 by v 2 , we obtain
Then we prove f ≥ 0 by the method of characteristics. Define (X(t; x 0 , v 0 ), V(t; x 0 , v 0 )) as the characteristic issuing from (x 0 , v 0 ). It satisfies
Solving the equation (2.1), we have
Combining with (2.3), we know 
a(s,X(s))ds dτ.
Using the Cauchy's inequality, we have
From (2.5), we deduce that
This completes the proof.
where f (t, x, v) and g(t, x, v) are smooth solutions with initial data f 0 and g 0 satisfying the above conditions, respectively.
Proof. Applying ∇ x to (2.1)-1, we have
, and integrating the resulting equation over R 2d , we obtain
where we have used Lemma 2.1. Applying ∇ v to (2.1)-1, we obtain (2.9)
Similarly, we have
Adding (2.8) to (2.11) and using the fact that
Following from the Gronwall's inequality, we deduce that
(2) For two smooth solutions f (t, x, v) and g(t, x, v) with initial data f 0 and g 0 , respectively. We defineh := f − g It follows from the equation (2.1) that
Multiplying (2.13) by sgn(h) and integrating the resulting equation over R 2d , we obtain
Combining with (2.12) and solving the above Gronwall's inequality, we have
Proof. Based on Lemma 2.2, we only need to estimate the second-order derivatives. Applying ∂ x i ∂ x j to (2.1)-1, we obtain (2.16)
Multiplying (2.16) by sgn(∂ x i ∂ x j f ) and integrating the resulting equation over R 2d , we get (2.17)
Applying
Using the method as above, we get
Adding (2.17), (2.19), (2.21) together, summing over all 1 ≤ i, j ≤ d and then combining with (2.11), we arrive at
It follows from the Gronwall's inequality that
(2) For two smooth solutions f (t, x, v) and g(t, x, v) with initial data f 0 and g 0 satisfying the above initial conditions, respectively. We definē
It follows from (2.7) that (2.24)
Multiplying (2.24) by sgn(F) with each component being the signal function of the corresponding one of F, and then integrating the resulting equation over R 2d , we obtain
From (2.9), we deduce that
Adding (2.25) to (2.27) and combining with (2.14), (2.23), we arrive at
Solving the above Gronwall's inequality, we have
Higher order estimates can also be obtained with the same method. Next we present the proof of Theorem 2.1 and Theorem 2.2.
Proof of Theorem 2.1 and Theorem 2.2.
We first mollify the initial data by convolution,i.e., f
, where j ε is the standard mollifier. Using the contraction principle, we can obtain the local smooth solution by the standard procedure. Combining with the a priori estimate in Lemma 2.2(1), one can extend the local smooth solution to be globalin-time.
Then using the stability estimate in Lemma 2.2(2), we infer that
where f ε i (t, x, v) and f ε j (t, x, v) are smooth solution with initial data f
Due to the arbitrariness of T , we know
It is easy to see that f (t, x, v) is a weak solution to (2.1). Take smooth initial data f ε i 0 and g
Letting ε i → 0, we obtain the stability estimate for weak solutions to (2.1), which amounts to uniqueness of the weak solution. Theorem 2.2 can be proved in the same way. We omit its proof for brevity. Thus we complete the proof.
Kinetic Cucker-Smale Model with Noise
In this section, we study the kinetic Cucker-Smale model with noise, i.e., (3.1)
Unlike (2.1), the velocity support of the solution to this equation may be unbounded, even if the the initial data have compact velocity support. So the method in section 2 is not valid. In order to circumvent this difficulty, we introduce two weighted Hilbert spaces to establish the well-posedness of weak and strong solutions to (3.1). Define
,
Next we present the definition and results in this section.
Remark 3.1. Since the strong solution means that a solution satisfies the equation almost everywhere, thus f (t, x, v) is still a strong solution to (2.
where f (t, x, v) and g(t, x, v) are strong solutions with initial data f 0 and g 0 satisfying the above conditions, respectively.
Remark 3.2. We can also establish the well-posedness of classical solutions to (3.1) by using the same method and the Sobolev embedding if we improve the regularity of initial data.
3.1. A priori estimates.
, it is easy to see that
(2) Multiplying (3.1) by (1 + v 2 ) 1 2 , we deduce that
Integrating (3.3) over R 2d and performing integration by parts, we obtain (3.4)
Integrating (3.6) over R 2d and using integration by parts, we deduce that
.
Combining with (3.5) and solving the above Gronwall's inequality yield (3.8)
Lemma 3.2. If f (t, x, v) and g(t, x, v) are two smooth solutions with initial data f 0 and g 0 satisfying the condition in Lemma 3.1, respectively, then
Proof. Defineh := f − g. It follows from the equation (3.1) that
Multiplying (3.9) by 2hω, we deduce that
Integrating (3.10) over R 2d , we obtain
We estimate each I k (1 ≤ k ≤ 5) as follows.
Substituting these estimates into (3.11), we obtain
Combining with Lemma 3.1 and solving the above Gronwall's inequality give
is a smooth solution to (3.1), then
Proof. Based on Lemma 3.1 and 3.2, we only need to estimate the first order derivatives. Applying ∇ x to (3.1) yields (3.13)
Multiplying (3.13) by 2(1 + v 2 ) 2 ∇ x f , we have (3.14)
Integrating (3.14) over R 2d , we deduce that (3.15)
We estimate the right-hand side of (3.15) term by term.
Substituting these estimates into (3.15), we obtain (3.16)
Applying ∇ v to (3.1), we deduce
Combining (3.7), (3.16), (3.19) and Lemma 3.1, we arrive at
Solving the above Gronwall's inequality yields (3.21)
It follows from (3.13) that (3.22)
Multiplying (3.22) by 2(1 + v 2 )F, we obtain (3.23)
Integrating (3.23) over R 2d , we have
We estimate each J i as follows.
C. JIN
Substituting these estimates into (3.24), we obtain
It follows from (3.17) that
Multiplying (3.26) by 2G yields
Integrating (3.27) over R 2d and performing integration by parts, we have
Combining (3.12), (3.25), (3.28) and using(3.21), Lemma 3.1, we have
3.2.
Proof of Theorem 3.1 and 3.2. We first mollify the initial data by convolution,i.e., f
, where j ε is the standard mollifier. Using the contraction principle, we can obtain the local smooth solution by the standard procedure. Combining with the a priori estimate in Lemma 3.1(3), one can extend the local smooth solution to be globalin-time.
Then using the stability estimate in Lemma 3.2, we infer that
where f ε i (t, x, v) and f ε j (t, x, v) are smooth solution with initial data f 
Due to the arbitrariness of T , we know f (t, x, v) ∈ C([0, +∞), L 2 (ω)). It is easy to see that f (t, x, v) is a weak solution to (3.1). Take smooth initial data f ε i 0 and g
Letting ε i → 0, we obtain the stability estimate for weak solutions to (3.1), which also amounts to uniqueness of the weak solution. While Theorem 3.1(1) can be easily proved by using the lower semi-continuity of the weakly and weakly-convergent sequence. Theorem 3.2 can be proved in the same way. We omit its proof for brevity. Thus we complete the proof.
Vanishing Noise Limit
In this section, we study the vanishing noise limit as σ tends to 0. In fact, we can pass to the limit for both weak and strong solutions to (3.1). Our results are as follows.
In fact, Remark 3.2 still holds as σ → 0. The following velocity averaging lemma is due to [13] (Theorem 5 and Remark 3 of Theorem 3). We mainly use it to get some compactness from the weak solution sequence to (3.1).
Lemma 4.1 (DiPerna and Lions
where
where s = 1 2(1+m) and C is a positive constant. Denote the solution to (3.1) by f σ (t, x, v) . Then we present the proof of the above two theorems.
Proof of Theorem 4.1. According to Theorem 3.1, we know (4.1)
Thus there exists a sequence
This also implies that (4.3)
Combining with (4.1) and using the uniqueness of limit in the sense of distributions, we also have (4.5) (
Next we prove
We write (3.1) in the form of
Using Lemma 4.1 and combining with (4.1), we have
Since
there exists a subsequence, still denoted by { f σ j }, such that (4.8)
For any ε > 0, if we choose R suitably large, it hold that (4.9)
≤C(T )ε and (4.10)
Combining (4.8), (4.9) and (4.10), we have (4.11)
It follows from (4.11) that there exists a subsequence, still denoted by { f σ j }, such that
Due to (4.1), it is easy to see (4.13)
Combining (4.8), (4.12) and (4.13), we deduce that (4.14)
Using the density of the sums of the function with the form
Therefore,
, by the interpolation, we only need to prove f ∈ C([0, T ], L 2 (R 2d )). From (4.15) and (4.6), we know
Combining with the fact that f ∈ L ∞ ((0, T ), L 2 (R 2d )), we know
which means f is continuous in [0, T ] with respect to the weak topology in L 2 (R 2d ).
In the following, we prove
Take the standard mollifier j ε (x − ·, v − ·) as the test function in (4.15). Denoting f * j ε (x, v) by f ε , we have
Multiplying (4.18) by 2 f ε yields (4.19)
We estimate each K i (1 ≤ i ≤ 3) as follows.
, where we have used the fact 
where we have used (4.6). Letting ε → 0, we have
Combining (4.17) with (4.21), we have
Due to the arbitrariness of T , from (4.6) and (4.22), we have f ∈ C([0, ∞), L 2 (ω)) and
Similarly, we can prove
for solution sequences { f σ j } and {g σ j } with initial data f 0 and g 0 , respectively. Therefore, we have
which implies uniqueness of the weak solution. This completes the proof.
Proof of Theorem 4.2. According to Theorem 3.2, we have (4.23)
From (4.23) and the equation (3.1), we know f σ are uniformly bounded in L ∞ ((0, T ), L 2 (R 2d )), and
It follows from the Ascoli-Arzela theorem that there exists a sequence { f σ j } such that
It is easy to see f (t, x, v) is a weak solution to (2.1). Similarly as the proof in Theorem 4.1, we can show
and
for any T > 0, as σ j → 0. Thus we have
Next we prove f (t, x, v) ∈ C([0, T ], X) ∀T > 0. In fact, using (4.25) and the interpolation, we only need to prove
Similarly as the proof in Theorem 4.1, we can easily show that
which means that f is continuous in [0, T ] with respect to the weak topology in W 1,2 (R 2d ). The following proof is devoted to demonstrating that
taking the standard mollifier j ε (x − ·, v − ·) as the test function yields (4.27)
Multiplying (4.27) by 2 ∇ x f ε and integrating the resulting equation over R 2d , we obtain (4.28)
We estimate each H i (1 ≤ i ≤ 4) as follows.
Substituting these estimates into (4.28) and integrating the resulting equation over (t 1 , t 2 ), ∀t 1 , t 2 ∈ [0, T ], then letting ε → 0, we obtain 
Conclusion
In this paper, we have developed a frame that can be used to established the well-posedness of weak, strong and classical solutions to the kinetic Cucker-Smale model with or without noise, no matter whether the initial data have compact support or not. Besides, we also rigorously justify the vanishing noise limit, which can be as a counterpart result to the vanishing viscosity method in hyperbolic conservation laws. Therefore we present complete theory for the kinetic Cucker-Smale model except the large-time behavior of the solution.
Our proof is based on weighted energy estimates and subtle compact analysis. The two weighted Hilbert spaces we introduced and the velocity averaging lemma in kinetic theory play important roles in our analysis. However, the timeasymptotic behavior of the solution is difficult to analyze. Maybe we can begin with some special situations. As for the kinetic Cucker-Smale model with noise, we guess the solution will tend to its steady state, if the initial perturbations are suitably small. This problem will be pursued in our future.
