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Semiconductor devices form the basis for the technological progress of our information
society. Modern information and telecommunication technologies have gained fundamental
importance in daily life. The continuous demand for increased performance of data storage
and transfer is reflected by the exponential law that Gordon Moore formulated in 1965,
according to which the number of components in an integrated circuit would double every
year [1]. In order to pursue this development, the size of the components was continuously
decreased. Hence, the unique success story of semiconductor physics and technology relies
on the ability to highly integrate micro- and nanometer sized functional units on a single
chip [2].
The development predicted by Moore endures until today but growth in performance has
slowed down, since functional units approach sizes in the nanometer range which impose a
physical limit on the functionality. In order to bypass these limitations novel semiconductor
structures were investigated, with the aim to exploit the quantum mechanical effects that
arise at the nanometer scale.
The advent of a new class of materials, namely semiconductor nanostructures, was related
to studies of Cho and Arthur in the late 1960s. They demonstrated the ability to control
the fabrication process of crystalline materials on atomic scale when they first successfully
used a molecular-beam apparatus to crystallize and investigate thin GaAs layers [3]. In the
following years, the realization of quantum wells (2D), in which the free motion of charge
carriers is restricted to two of the three spatial dimensions, marked the beginning of a
new era of research on low dimensional electronic structures [4]. In 1982, Arakawa and
Sakaaki suggested that a further reduction in the dimensionality caused by structuring
the active medium in quantum wires (1D) or in quantum dots (0D) would generate a
new technological breakthrough [5]. This insight led to intensive research in the field of
semiconductor nanostructures and quantum dots soon received increased attention because
of their unique properties.
In semiconductor quantum dots (QDs), electrons and holes are three-dimensionally con-
fined into nanometer-scale semiconductor crystals, hence the term zero-dimensional [6]. As
a result, the electronic density of states becomes delta-function-like, which means that QDs
exhibit discrete energy levels like atoms. Semiconductor QDs can be fabricated by epi-
taxial techniques such as molecular beam epitaxy (MBE) by embedding nanometer sized
islands of a low bandgap semiconductor material in a host matrix of a higher bandgap
semiconductor material. Epitaxial QDs have several advantages compared to atoms. Un-
like in atoms, the emission properties of QDs can be adjusted by changing their structure
[7]. Since the position of the QDs is fixed in the host matrix, the matrix including the QD
can be further processed and functionalized. This has allowed to turn QDs into functional
units in devices like light emitting diodes [8, 9] or lasers [8, 10]. Further QD properties
have been investigated in the last decade with respect to device applications with novel
functionalities. QDs can, for example, confine electrons and holes for some time which
makes them promising candidates for storage devices [11]. The QD’s ability to emit single
photons makes it a non-classical light source [12]. Single photon emission from a QD can
be triggered electrically and optically. QDs were also shown to generate entangled photon
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pairs which might be of interest for secure quantum communication [13]. The possibility
to fabricate resonator systems such as micro-pillar cavities [14] or photonic crystal cavities
[15] around the QDs allowed for the study of cavity quantum electrodynamical effects. The
weak and strong coupling of optical resonator modes to excitonic states of the QD were
progressively investigated [16, 15, 17, 18, 19]. Thus, the potential of QDs for quantum
information applications is well described.
Different material systems have been investigated among which In(Ga)As/GaAs, where
In(Ga)As QDs are grown on a GaAs substrate, has been most widely studied. Due to
its wide range of emission wavelengths this system is a promising candidate for telecom-
munication applications with the important wavelengths of zero dispersion and lowest
absorption in optical fibers, i.e. 1.3 µm and 1.55 µm, being accessible [20].
A fundamental problem with respect to functionalization of QDs for applications is related
to their fabrication. The formation of epitaxial QDs in MBE is based on the finite lattice
mismatch between the QD material and the host material. Islands will form on the host
substrate when the amount of the deposited QD material exceeds a critical thickness.
Covering these islands with the host material finally completes the QD structure. This
self-assembly process is random in nature so that the position of individual QDs cannot be
controlled. But then, a key requirement for device integration is a deterministic positioning
of QDs. This problem has been addressed during the last decade and different techniques
have been employed to guide the nucleation of epitaxial QDs.
Self-alignment mechanisms such as growth on vicinal surfaces have been used to create
ordered QD structures [21]. However, ordering mainly occurs on a short range and control
of absolute QD position is thus limited. As a consequence, methods to align QDs through
external forces have been developed. The most versatile and therefore most advanced
approach uses lithographically defined holes to guide the nucleation of QDs. Electron beam
lithography (EBL) is routinely used to fabricate nanometer sized holes on the substrate
surface [22, 23]. The holes alter the surface chemical potential and lead to a locally
increased growth rate which then allows for selective QD nucleation [24]. Size, depth and
shape of the holes can be varied over a wide range, thus offering the possibility to control
some of the QD properties as well as their distribution. For instance the number of QDs
per hole increases with the size of the hole [25].
In general, obtaining the right conditions for a particular set of QDs is a rather tedious
work. The influence of different growth parameters and geometrical features of the holes
and the pattern on the QD formation process were not completely revealed. Furthermore,
the possibility to control and adjust QD properties such as size, shape or site occupation on
a given pattern after growth was not emphasized. It is known that at lower temperatures
QDs tend to ripen whereas they dissolve at higher temperatures [26, 27]. In situ annealing
experiments with self-assembled QDs have confirmed the power of this technique to alter
properties such as QD size, shape and ordering [28, 29, 30]. The fact that QDs undergo
morphological changes during annealing remained, however, unattended with respect to
positioned QDs.
The aim of this work was to establish a reproducible process for the fabrication of site-
selective QDs, to identify and investigate influential factors in the formation of positioned
QDs, to investigate the structural properties of positioned QDs and to find possible mech-
anisms to control these properties as well as the QD distribution.
2
Outline
This thesis is divided into five main parts. Chapter 2 is concerned with approaches to
QD positioning and starts off with an introduction to the basic properties of QDs. This is
followed by a description of the particular InAs/GaAs system in use and the mechanism
that leads to the formation of InAs islands on GaAs substrates. Different mechanisms
to guide the QD formation are introduced and the role of surface deformation in a local
increase of the growth rate is explained from a theoretical point of view.
General aspects of the sample preparation process are emphasized in chapter 3. The princi-
ple of electron beam lithography is explained and the most important exposure parameters
are given. The limitations of wet chemical etching are demonstrated and an alternative
way to increase the structural anisotropy of the final structure is proposed. Finally, the
growth of InAs islands by molecular beam epitaxy and the relevant growth parameters are
discussed at the end of this chapter.
During the course of this work the role of the sample cleaning after definition of the nanome-
ter sized holes was revealed with respect to the attempt to deterministically position QDs.
This important aspect is addressed in chapter 4. An improved cleaning procedure by using
a UV/ozone process is suggested and tested. Furthermore, the deoxidation process and its
consequences for the site-selective QD growth are highlighted.
Chapter 5 focuses on the site-selective growth of QDs. General features of site-selective
QDs are described and a statistical investigation of the optical properties is presented.
The influence of the hole structure and the growth parameters on the structural properties
and the distribution of positioned QDs is analyzed and discussed.
The prospect of in situ annealing to control various parameters in site-selective growth
is considered in chapter 6. A qualitative description of the evolution of positioned QDs
during in situ annealing is followed by a quantitative analysis of the changes in QD distri-
bution and size. Finally, the assessment of large ordered QD arrays by X-ray diffraction
measurements is examined.
To conclude this work, a summary of the major results is given in chapter 7 and based on




2 Approaches to quantum dot positioning
The desire to fabricate semiconductor quantum dots with known positions has been mo-
tivated in the first chapter. After the fabrication of quantum dots has been mastered,
research moved on to control their location. This chapter is devoted to these two main
aspects, i.e., the growth of quantum dots and their positioning. A short introduction to
the electronic properties of quantum dots is given in section 2.1, outlining their unique
properties. Then, the formation of quantum dots based on the InAs/GaAs system is de-
scribed in section 2.2. Finally, different approaches to guide the nucleation of quantum
dots and therefore determine their position are introduced and discussed in section 2.3.
2.1 Definition of a quantum dot in terms of electronic properties
The term “quantum dot” (QD) refers to the nature of systems whose physical properties
are governed by quantum mechanical effects. This is the case when the size of a physical
object is decreased below a certain limit, usually ranging about 100 nm. Second, the
number of spatial dimensions in which the size is decreased plays an important role. This
is reflected by the meaning of “dot” which, mathematically speaking, is a zero-dimensional
object. Hence, the size must be reduced in all three spatial dimensions below the quantum
limit in order for the object to be called a quantum dot.
Conceptually, the above definition is related to the electronic properties of a nm sized
object (nano object). Electrons are point like particles but a characteristic wavelength λ
can be attributed to them, the so called de Broglie wavelength which emerges from the








where h denotes the Planck constant, p the momentum, m∗ the effective mass, kB the
Boltzmann constant and T the temperature. If the electron resides inside a potential well
whose size is of the same order as λde Broglie, quantization effects will occur because the
degrees of freedom of the electron’s momentum are reduced. Most prominently, its energy
eigenvalues will be discrete. This situation is illustrated in figure 2.1 (a) in one dimension
with the confinement potential being created by using two materials of different bandgap.
The degree of quantization is directly related to the number of spatial dimensions which
are reduced to the electron’s “size”. Thus, electrons in zero-dimensional QDs experience
fully quantized energy eigenvalues. This is analogous to the known quantum mechanical
textbook problem of a “particle in a box” [31]. For electrons in a semiconductor QD, the
quasi continuous energy levels of the conduction band collapse into discrete energy levels
due to the three-dimensional confinement - which is why QDs are also called artificial
atoms. A similar derivation can be applied for holes in the valence band if the correspond-
ing effective hole mass is used. This leads to discrete energy levels as for the electron in
the conduction band. In general, the energy eigenvalues are
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Figure 2.1 (a) Formation of a confinement potential (gray region) in one dimension
by placing a lower bandgap material inside a higher bandgap material, i.e. Eg,1 > Eg,2.
Discrete energy levels (Ec,1, Ev,1, · · · ) emerge if the confinement region is smaller than
the electron de Broglie wavelength. (b) Illustration of the density of states ρ(E) for a






















with lx, ly, lz being the lengths of the QD in the respective dimensions and nx, ny, nz being
positive integers. The effective mass m∗ depends on the kind of particle (electron or hole)
that is considered. Since a free electron gas is assumed, the energy dispersion relation is
parabolic which is true for electrons (holes) in the conduction band (valence band) near the
Γ-point. Most energy eigenstates are degenerate. Because of discrete energy eigenvalues,
the density of states is then expressed as
dN
dE
= ρ(E) = 2
∑
nx,ny ,nz
δ(E − Enx,ny ,nz) . (2.3)
The factor of two arises from spin degeneracy. Figure 2.1 (b) illustrates the density of
states of a QD and of higher dimensional nanostructures. The number of states that a QD
can develop depends on its size. If the dot gets smaller, i.e. the potential well is squeezed,
the spacing between emerging energy levels increases. Therefore, larger QDs will contain
more energy levels than smaller ones, see figure 2.2. The minimum diameter for a QD to





where ∆Ec denotes the conduction band offset.
Hole states in the valence band differ from electron states in the current band. The valence
band of a semiconductor is formed by p-type atomic orbitals in contrast to the s-type
character of the conduction band, see figure 2.3 (a). Therefore, an angular momentum
with quantum number ` = 1 can be associated to the valence band states. Since the
angular momentum is quantized, the projection `z of the corresponding vector operator
` onto a given axis (here z-axis) yields the eigenvalues +h̄, 0, −h̄ which are represented
by the magnetic quantum number m` = +1, 0,−1. If a charge carrier possessing a spin is
6








Figure 2.2 Dependence of energy levels on QD size. Larger QDs (d1 > d2) contain
more energy levels with smaller spacings. Therefore, the difference between energy levels
is higher in smaller QDs (E2 > E1).
found in such a state it experiences spin-orbit coupling, a self-interaction of the magnetic
field (caused by charge and angular momentum) with the spin. Angular momenta are
additive and thus, the total angular momentum is given by j = ` + s. The orientation of
` and s, or rather their projection onto a given axis, can be either parallel or anti-parallel.
This leads to a fine-structure splitting of the energy states. The total angular momentum
therefore takes the values j = 3/2 or 1/2, resulting in six possible states of which three are
energetically different (two opposite spin orientations per state). As a result the valence
band splits into three subbands which are identified as heavy hole (hh), light hole (lh)
and spin-orbit split-off band (so), see figure 2.3 (b). The states and their corresponding





















spin-orbit split-off (so) subband
The terms “light” and “heavy” refer to the effective mass of holes in these subbands which
have a different curvature. In general, the (lh) and (hh) subbands are degenerate around
the Γ-point. However, this degeneracy is lifted for strained semiconductors. The (so)
subband is offset by the split-off energy ∆so.
If an electron and a hole are both confined in a QD they can create a bound state called
exciton (X0). Such a bound state is similar to the hydrogen atom with the proton being






with µ∗ being the reduced effective mass of the electron and hole (1/µ∗ = 1/m∗e + 1/m
∗
h),
εr being the static dielectric constant, me being the electron rest mass and Ry (= 13.6 eV)
being the Rydberg energy. As for the hydrogen atom, an excitonic Bohr radius can be
defined as aX0 = a0 · εrme/µ∗ with the Bohr radius a0 (= 0.053 nm).
After a limited lifetime τ , excitons recombine and radiate a photon if this is allowed by
angular momentum conservation. The recombination energy is lower than the energy
7





















Figure 2.3 (a) Illustration of transition from discrete atomic energy levels (s- and p-
level) into continuous energy bands in a semiconductor crystal of zincblende type. An
energy gap Eg is formed at the lattice constant a. (b) Band structure for a direct bandgap
semiconductor with the four most important bands - from top: conduction (e), heavy
hole (hh), light hole (lh) and spin-orbit split-off (so) band.
difference of the unbound charge carriers in the QD due to the exciton binding energy.
In a simple approximation, the recombination energy for the first electron and hole levels
(nx = ny = nz = 1) of a symmetric QD (lx = ly = lz = l) can be expressed as















where Eg denotes the band gap energy.
Excitons can be generated by photon absorption. If the photon energy h̄ω is larger than
Eg+Econf of the QD, an electron from a valence band state can be excited into a state in the
conduction band leaving behind a hole in the valence band. Due to the local confinement
in the QD it is very likely that the hole and the electron bind to form an exciton. In
such a case the radiative excitonic recombination is called photoluminescence (PL) due to
the photoexcitation process. If all QDs were of the same size, the PL of the QDs would
be a single sharp peak only broadened by the natural linewidth which is related to the
uncertainty principle ∆E∆τ ≥ h̄ where ∆E represents the linewidth and ∆τ the lifetime.
Such a peak would exhibit a Lorentz ian profile. This is an ideal case and in reality a
distribution of QD sizes is found. Therefore, the luminescence of a QD ensemble will













where σn is the full width at half maximum (FWHM) of the n-th QD excitonic recom-
bination and En is the transition energy between the energy levels [32]. As it is desired
to obtain QDs with little broadening this work aims at finding ways to reduce the size
distribution of QDs as much as possible.
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Figure 2.4 Band structure of GaAs (a) and InAs (b) at the Γ-point [33]. Type 1 band
alignment for InAs islands in a GaAs matrix (c).
2.2 Indium arsenide islands as quantum dots
There are, in general, two ways to realize a three-dimensional confinement potential in this
context. This can either be achieved by placing a cluster of low bandgap material inside
a higher bandgap material or by using adequate gates on top of a semiconductor to define
a local electrostatic confinement potential. In this work, quantum dots will be referred to
as being formed according to the first method.
2.2.1 Basic electronic properties
The QDs are realized by the formation of nm sized InAs islands1 on a GaAs substrate
through a self-organization process which will be described in more detail in section 2.2.2.
These islands can then be covered with GaAs to fully enclose them in a GaAs matrix. The
compound semiconductors InAs and GaAs have different direct bandgaps (at the Γ-point)
and the bands align in a type 1 heterojunction, as illustrated in figure 2.4. This way
of alignment then allows for charge carriers, both holes and electrons, to be confined in
the region of lower bandgap. The conduction band offset for InAs/GaAs QDs is Ec =
340± 30 meV [34].
Some basic structural and electronic parameters of GaAs and InAs are summarized in
table 2.1. With these it is possible to estimate the diameter of an InAs QD which con-
tains at least one electron energy level. Using equation (2.4) and taking into account the
conduction band offset, the minimum diameter is dmin = 6.9 ± 0.3 nm. This is a lower
limit for the size of InAs QDs to confine electrons. Equation (2.5) is used to calculate the
exciton binding energy in an InAs QD and yields Ebind = 1.4 meV. This value is rather low
compared to the excitonic recombination energy which is expected between Eg,InAs and
Eg,GaAs. Short exciton lifetimes in InAs QDs of about 1 ns are in agreement with the weak
binding energy [37]. Not only the size of the InAs island will finally determine the energy
of the discrete states but also its composition. The InAs island is embedded in a GaAs
matrix so that interdiffussion of the metal atoms between island and matrix is assumed.
This is justified by the fact that the fabrication process of the InAs islands takes place
at high temperatures. The interdiffusion of In and Ga atoms leads to a continuous band
transition at the island matrix interface in contrast to the idealized sharp band alignment
of the sketch in figure 2.4. Depending on the degree of interdiffusion the value of the
InAs bandgap will change towards the GaAs bandgap. It is also possible to intentionally
1Please note that the terms “quantum dot” and “island” will be used interchangeably throughout this
work. The islands considered are small enough to ensure quantum confinement.
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Parameter Symbol Unit GaAs InAs
Crystal structure Zinc blende Zinc blende
Lattice constant a Å 5.653 6.058
Elastic constants C11 10
11 dyn/cm2 11.9 8.34
C12 10
11 dyn/cm2 5.34 4.54
C44 10
11 dyn/cm2 5.96 3.95
Atomic volume Ω cm3/mol 11.8 (Ga) 15.7 (In)
Surface energy, (100) α(2x4) γ meV/Å2 65 48
Bandgap at Γ-point (300 K) Eg eV 1.42 0.35
(10 K) eV 1.52 0.41
Spin-orbit splitting ∆so eV 0.34 0.41
Effective mass m∗e me 0.063 0.023
m∗hh me 0.51 0.41
m∗lh me 0.082 0.026
m∗so me 0.15 0.16
Electron de Broglie wavelength λe nm 24 40
Dielectric constant (static) εr 12.9 15.2
Electron-hole reduced mass µ∗ me 0.056 0.022
Exciton binding energy Ebind meV 4.6 1.3
Excitonic Bohr radius aX0 nm 12.2 36.9
Table 2.1 Basic structural and electronic parameters of GaAs and InAs. If not other-
wise stated the values are given at T = 300 K. The masses are given in multiples of the
electron rest mass me = 9.11× 10−31 kg. The data is taken from [33, 35, 36].
enlarge the InAs bandgap by providing Ga atoms during island fabrication which results
in In1-xGaxAs islands that act as QDs. Thus, the amount x of added Ga can be used to
tune the optical properties of the QD. A continuous transition between the InAs and GaAs
bandgaps is possible, as depicted in figure 2.5. As a reference, AlAs is also included in
the diagram since it is often found in combination with the given compound semiconduc-
tors in devices. The empirical Vegard ’s law is used to calculate the bandgap transitions
between the three materials [38]. Looking at the diagram it is apparent that AlAs and
GaAs have almost the same lattice constant, whereas the lattice constants of GaAs and
InAs differ quite a lot. That is the key feature in the island formation mechanism which
will be described in the following section.
2.2.2 Lattice mismatch and island formation
So far it was shown that QDs can be realized by InAs clusters (or better islands) inside
a GaAs matrix because of the different bandgaps and the proper band alignment. The
way in which InAs islands can be formed inside the GaAs matrix is considered next.
GaAs and InAs both crystallize in the zinc blende structure. This is important for the
epitaxial connection between the GaAs substrate and the InAs island, which is essential
for a proper band alignment. Epitaxy is referred to as growth of crystalline layers on
monocrystalline bulk material where the grown layer takes over the crystal structure of
the material underneath. Therefore, it should be possible to deposit InAs on GaAs while
maintaining the crystal zinc blende structure. In general, special techniques are required
in order to obtain high quality crystal structures. In this work, all structures were grown
by a physical vapor deposition (PVD) technique called molecular beam epitaxy (MBE).
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Figure 2.5 Bandgap transition between InAs, GaAs and AlAs according to Vegard ’s
law. The bandgaps are plotted as a function of the lattice constants. The diagram is
taken from [39].
MBE allows for the deposition of thin semiconductor films with high precision and atomic
flatness. The working principle of MBE and its application to grow high quality InAs
islands for this work will be described in more detail in section 3.3.
The first criterion for high quality InAs islands on GaAs is fulfilled with both materials
having the same crystal structure. The second criterion is the lattice constant. According





which leads to a misfit between the two lattices. As a consequence, the deposited InAs with
its larger lattice constant tries to adapt to the GaAs lattice during growth which leads to
a deformation of the free InAs lattice. The InAs lattice is compressed in the surface plane
and elongated perpendicular to it, or, in other words, compressive strain is accommodated
in plane and tensile strain in the vertical direction, as illustrated by figure 2.6. The crystal
symmetry has therefore changed from cubic to tetragonal. The deformation of the lattice
can be described using the strain tensor which relates the free lattice to the deformed
lattice by
x′ = [1 + ε]x =
1 +
εxx εxy εxzεyx εyy εyz
εzx εzy εzz
x . (2.9)
The lattice distortion implies that elastic energy Eel is stored inside the thin film. The
elastic energy is related to the deformation by Eel = 1/2Cijklεijεkl. Cijkl is the elasticity
tensor which relates stress and strain by Hooke’s law σij = Cijklεkl. The degree of strain
and therefore the amount of energy per unit area stored in the film (Ef) depends on the
difference in lattice constants but also on the film thickness h. For a cubic lattice and a
{1 0 0} type surface the in-plane strain is simply εxx = εyy = f and the energy stored in
the film is hence given by
Ef = Eel(f) · h . (2.10)
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Epitaxial InAs layer with lattice constant aInAs





Figure 2.6 The InAs and GaAs lattices do not exactly match due to the larger InAs
lattice constant. The mismatch amounts to 7%. As a result, the InAs film adapts to the
GaAs lattice and therefore becomes strained.
With increasing film thickness, the accumulated strain energy Ef is eventually relieved at
a critical thickness hc. There are two mechanisms in heteroepitaxy which can contribute
to strain relaxation. Either defects such as misfit dislocations can be created or the surface
of the film starts to buckle which both aids relaxing the strained lattice. In the first case,
the surface of the thin film remains flat but the number of dislocations increases if growth
is continued. Furthermore, dislocations are dynamic and can propagate inside the film,
possibly joining each other and forming dense networks. In the second case, the surface
becomes rough as small InAs islands start to form through which the strain is relaxed.
These islands then act as QDs.
The two mechanisms do not exclude one another and strongly depend on the growth
conditions in the InAs/GaAs system. Indium rich growth conditions will favor the creation
of defects whereas InAs islands will be obtained in arsenic rich conditions. Common to
both mechanisms is the fact that the formation of both defects or islands costs energy.
This energy has to be compared to the elastic energy stored in the film. If Ef becomes
larger than the formation energy for defects or islands, strain will be relieved through these
mechanisms. The critical thickness hc defined above is different for the formation of defects
and islands. At this point it is important to notice that the formation of InAs islands is
a self-organization process that is driven by strain relaxation. It can be quantified by
considering the energy balance for lattice deformation and island formation. With regard
to applications it is important to grow defect free InAs islands since defects degrade the
optical and electronic properties of the QDs.
2.3 Mechanisms to guide quantum dot nucleation
The formation of InAs islands through strain relaxation has been outlined and the basic
properties of InAs QDs have been described. The inherent problem of the self-organized
QD formation is its randomness with respect to QD location. So far, the InAs islands
randomly nucleate on the sample surface. Although such QDs are considered as reference
12
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and exhibit very good optical properties with narrow luminescence linewidth, this approach
alone cannot be used for applications which rely on a precise positioning of QDs, possibly
on a large scale. This is the reason why research has lately focused on developing methods
to fabricate QDs at desired locations.
2.3.1 Self-alignment and forced alignment
Although the nucleation of InAs islands on GaAs being random, there must be a factor
that causes the island formation at a specific location. The substrate surface is never
100% flat since at least atomic steps are present and the atomic surface condition cannot
be known to absolute precision. The local environment must play a role in the nucleation
of islands which is influenced by the nature of the surface. The mechanisms that have
been developed to guide the nucleation of QDs try to exploit this fact. The idea is to
manipulate and control the surface in such a way that sites are created where islands will
predominantly nucleate.
The mechanisms guiding the QD nucleation can be divided into two categories, lateral self-
alignment and forced alignment. In the first case, self-alignment is realized by choosing
appropriate growth conditions and special substrate surfaces [2]. One example is the
growth on vicinal substrates in the Si/Ge system in which island formation underlies the
same principles as in the InAs/GaAs system. Self-organized QD ordering is observed in
a single layer of SiGe grown on a Si substrate tilted by 2◦ with respect to the Si(0 0 1)
plane. Step bunching occurs during growth of a Si buffer layer. The resulting periodic
ripple structure then guides the formation of islands during the subsequent deposition of
SiGe with an alignment in straight chains [21]. Another example is the growht of QD
stacks in the Ge/Si system. Several layers of randomly self-assembled SiGe islands are
separated by a Si spacer layer. An enhancement of lateral ordering as well as shape and
size homogeneity is observed when increasing the number of layers [40, 41]. This effect
is attributed to the strain field which is exerted by the underlying islands. Common to
these approaches is the fact that ordering occurs on a short range and is not applicable
for absolute QD positioning.
In the second case, the surface is altered in order to force the nucleation of QDs at defined
positions on a large scale. A very straightforward approach uses a mask which is placed
on the GaAs substrate and which contains small holes. If InAs is then deposited islands
will only form inside the apertures where a connection to the GaAs substrate is possible.
The InAs deposited around the apertures on the mask material might be amorphous.
After growth the mask is removed with adequate methods, e.g., selective etching of the
mask material, eventually revealing islands at defined positions. This method is known as
selective area epitaxy (SAE) or growth (SAG) [42, 43]. However, SAE has not yet produced
coherent QDs of high optical quality for different reasons. The fabrication and removal of
the mask includes steps which possibly degrade the GaAs surface which is later overgrown
with InAs. Furthermore, the growth kinetics is changed due to the mask material outside
the apertures.
In a different approach, indium metal droplets are deposited on a GaAs substrate through
a nano-jet probe (NJP) which essentially consists of an atomic force microscopy cantilever
with pyramidal tip containing an indium reservoir [44, 45]. The probe is moved to a
desired location and a small metal droplet is released through an aperture at the tip apex.
Afterwards, the In droplet is recrystallized to InAs by providing sufficient As. This is also
referred to as droplet epitaxy. One major drawback of this technique is its low speed. Good
structural and optical properties of recrystallized QDs have only partly been confirmed
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recently [46, 47].
The most common approach to direct and control the self-assembly of QDs makes use of
intentional deformation of the substrate surface by creating small holes. The holes can be
created by various means (see chapter 5) and act as preferential sites for QD formation. In
this case, the deformation of the surface is the driving force for localized island nucleation.
The underlying mechanism is explained in the following.
2.3.2 Local growth rate enhancement by surface deformation
After depositing In atoms on the GaAs surface, the adatoms are not built into the crystal
lattice of the underlying film right away because they are subject to diffusion and so they
migrate to preferential nucleation sites [48]. The process of adatom migration on the GaAs
surface is governed by the chemical potential of the surface. Altering the surface leads to
a change in the chemical potential and therefore allows to influence the adatom migration
and eventually the island nucleation. In this work, a modification of the surface chemical
potential is achieved by creating small holes on the GaAs surface resulting in a curved
surface instead of a flat film. Modeling the growth of strained films on a curved surface
is very complex which is why only one-dimensional models are employed to describe the
fundamental effects of surface curvature on subsequent growth. Wang et al. analyzed the
stability of strained thin films on wavy substrates based on a model of Srolovitz [49]. They
conclude that a critical wavelength of surface waviness exists, above which the growth of
a strained film is unstable, resulting in increased undulation [2, 50]. However, this critical
wavelength increases linearly with film thickness at the initial stage of growth so that
initially unstable growth can turn into stable growth after some time [50]. Here, kinetics
is governed by adatom diffusion and is mainly influenced by strain and surface curvature.
A more refined model is presented by Yang et al.. The surface chemical potential is given
as
µ(x) = µ0 + γΩκ(x) + ΩEs , (2.11)
where µ0 denotes the surface chemical potential of the flat film, γ is the surface free energy
per unit area, Ω is the atomic volume, κ(x) is the surface curvature and Es is the local
strain-relaxation energy relative to a flat film. The topographical evolution of the film
during growth is controlled by the chemical potential. Adatoms will diffuse from regions
of high chemical potential to regions of lower chemical potential. The second term in the
equation contains the curvature contribution to this process. Thus, considering the first
two terms, on a curved surface adatoms will diffuse from convex regions (positive curvature,
i.e. higher chemical potential) to concave regions (negative curvature, i.e. lower chemical
potential). This surface energy consideration alone suggests that QDs should only nucleate
in dimples/holes and not on mounds. Since QD nucleation on mounds was experimentally
observed, the third term is added to the chemical potential to account for the strain
contributions. Convex regions are prone to strain relaxation which makes them attractive
for island nucleation. Hence, the second and third term of equation 2.11 oppose each other
and the concrete shape of the surface will determine favorable QD nucleation sites. The
mismatched thin film is treated as a bent film in order to derive the strain on the surface
which is ε(zs) = κ(zs − z0), where κ is the curvature, zs is the position of the top surface
and z0 is the position of the neutral plane of the bent film [51]. The strain relaxation



















Figure 2.7 Construction of the chemical potential µ′ from original AFM data. A
hole profile (dotted black) was interpolated by cubic B-splines (solid red), (a). The
chemical potential µ′ (blue) is shown on top of the interpolated hole profile (red), (b).
The parameter in equation 2.13 was set to b = 1000. The chemical potential exhibits a
minimum at the bottom of the hole. Chemical potentials calculated for different values
of b ranging from 0.1 to 10000, (c). For all cases potential minima are found so that
adatoms will accumulate inside the holes.
C is an elastic constant and f is the misfit strain as defined in equation 2.8. Since the
shape of the chemical potential is of interest here and not the absolute value inserting






2γΩ︸ ︷︷ ︸ = κ(x) −
C(zs − z0)2
2γΩ︸ ︷︷ ︸ · sgn(κ(x))κ2(x)
µ′(x) = κ(x) − b · sgn(κ(x))κ2(x) .
(2.13)
Equation 2.13 can then be applied to any curve in order to obtain the chemical potential.
The parameter b finally determines the shape of the chemical potential. For a qualitative
understanding, the chemical potential is modeled for a single hole and depicted in figure 2.7.
A hole profile was extracted from AFM data and the height points were interpolated
using cubic B-Splines, see figure 2.7 (a). The resulting curve was then used to construct
the chemical potential µ′ in figure 2.7 (b). The parameters entering factor b are not all
precisely known and approximated by using the values of table 2.1. In the end, it is the
ratio between (zs − z0)2 and C/2γΩ that determines the shape of µ′. Taking b = 1000
(which corresponds to (zs−z0)2 = 64 nm2) results in a chemical potential which exhibits a
minimum at the center of the hole so that adatoms will accumulate at this position. The
situation changes if b is decreased, with the central minimum eventually disappearing at the
occurrence of two minima which are found closer to the edge of the hole, see figure 2.7 (c).
However, in all cases it is found that the curvature resulting from the given hole profile
leads to chemical potential minima inside the hole. The detailed investigation of island
nucleation inside holes by Kutka and Kouris provides further insights on nucleation sites
depending on the growth rate and the amount of deposited material and will be taken up
in chapter 5 [24]. The attractive force of a chemical potential minimum on adatoms is
further illustrated by considering the adatom direction of diffusion which is described by
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Figure 2.8 Calculation of the chemical potential µ′ (a), the adatom diffusion velocity
v (b) and the local change in surface profile ∂h/∂t (c) for b = 1000 (solid blue). The hole
profile is shown as reference (dotted black). A local growth rate enhancement is observed
at the bottom of the hole so that QDs will nucleate at this position earlier than on the
flat surface.
the velocity along the surface as





This formulation is based on the Nernst-Einstein relation, with Ds being the surface
diffusivity, kBT is the thermal energy and the derivative with respect to x is taken along
the surface [49]. The net flux of adatoms towards chemical potential minima leads to
a local increase in growth rate at these locations. This is obvious when looking at the









where δ denotes the number of atoms per unit area [49]. Figure 2.8 depicts the chemical
potential derived for the given hole (a), the adatom velocity v (b) and the change in
surface profile ∂h/∂t (c). Since the derivatives of equations 2.14 and 2.15 determine the
evolution of the corresponding quantities along the surface, the prefactors in the respective
equations were neglected in the calculations for simplicity. Furthermore, the chemical
potential µ′ was interpolated using cubic B-splines because the second order derivative
of µ′ is needed. The reason for that is, that µ′ itself was constructed using second order
derivatives (contained in the curvature κ) of interpolated AFM data whose higher order
derivatives would vanish because of the cubic character of the B-splines. The strong
increase in adatom diffusion around the hole bottom leads to the described local growth
rate enhancement at the hole bottom, as clearly seen from the peak in (c). Due to this
increased growth rate the critical thickness for island formation is reached earlier inside
the hole than on the flat surface. Therefore, QDs will nucleate at locations defined by the
holes. By properly designing the holes and choosing the right growth conditions, it should
hence be possible to obtain well positioned QDs while avoiding random QD nucleation.
Summary
It was shown that nm sized islands of InAs incorporated in a GaAs matrix can be described
as QDs. The formation of InAs islands on a GaAs substrate is governed by the lattice mis-
match between the two semiconductors. The larger InAs lattice is strained while adopting
the GaAs lattice size. Therefore, elastic energy is stored inside the deposited InAs film
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which increases during growth. If the elastic energy becomes as large as the energy to
form a coherent island, the strain will relax by forming nm sized islands. This situation is
characterized by a critical thickness. Such islands are randomly distributed on the surface.
By altering the shape of the surface and therefore changing the surface chemical potential
it is, however, possible to enforce the nucleation of QDs at desired locations. Small holes
on the surface can act as nucleation sites due to local growth rate enhancement at the
bottom of the holes. It turned out that design and shape of nucleation sites influence the




3 General aspects of sample preparation
The mechanisms to guide quantum dot growth have been introduced in the previous chap-
ter. It was shown that quantum dot nucleation can be enforced by manipulating the surface
chemical potential. Small holes act as potential well for adatoms which will accumulate
inside of these and subsequently form islands. Defining nucleation sites by creating small
holes on the substrate surface is hence a critical task which influences the subsequent
quantum dot formation. For this reason, general aspects of sample preparation will be
considered in this chapter. The sample preparation comprises two main tasks which are
the creation of the hole pattern on the substrate surface and the growth of quantum dots
on top of that patterned surface. Lithographic techniques combined with wet chemical
etching are used to define and create a hole pattern. The basic principles of this top down
approach will be presented in section 3.1. Increased structural control of the hole shape
can be achieved by employing dry chemical etching, as will be shown in section 3.2. The
growth of InAs quantum dots on patterned GaAs substrates by molecular beam epitaxy is
then described in section 3.3. Detailed process parameters of the sample preparation are
summarized in appendix A.
3.1 Lithography and wet chemical etching
Lithography is the process of printing patterns onto a thin film called a resist, using a
localized interaction between this layer and an engraving micro-tool or particle beam [52].
Optical lithography as a conventional lithographic technique is most common in fabrication
of microelectronic devices. In this case, a photo-sensitive resist is exposed to light of
appropriate wavelength (down to the UV range) through a mask so that the pattern of the
mask is projected onto the resist. Due to its parallel character optical lithography allows
for high throughput. However, the essential drawback of this technique is the resolution
which is limited by diffraction of the incident light at the edges of the mask. Furthermore,
the large wavelength of the light adds to the disadvantages. The Rayleigh criterion sets a





where k is a technical parameter depending on the lithography setup (usually < 1), λ is the
wavelength of the used light and NA is the numerical aperture. Its value ranges between
0 and 1 and is given by NA = n sinα with the refractive index n and the half-angle α of
the maximum cone from which light is gathered. Structures smaller than lmin cannot be
resolved and therefore not transferred from the mask into the resist. Developments using
deep ultraviolet (DUV) and extreme ultraviolet (EUV) light could push the resolution
limit down to 50 nm and possibly below. However, if smaller structures are desired a
different technique has to be applied. The same holds for the fabrication of the masks
which contain the small features.
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3.1.1 Principles of electron beam lithography
In order to obtain a beam with very small wavelengths it is reasonable to use massive parti-
cles instead of light. Electrons are the particles of choice since they are easily generated in
a cathode and accelerated by electric fields. The de Broglie wavelength was already intro-


















where h is the Planck constant, p is the electron’s momentum, me is the rest mass of the
electron, c is the speed of light, E is the relativistic energy of the electron, Ekin is the kinetic
energy and Eel is the electric field energy. The relativistic energy-momentum relation was
used to replace the momentum by the total energy. Electrons being accelerated by a
voltage of 10 kV acquire a kinetic energy of Ekin = Eel = eU = 10 keV which leads to a
wavelength of λde Broglie = 0.01 nm. Inserting this value in equation 3.1 yields a theoretical
resolution far below 1 Å which is not observed in real systems. Process parameters as
well as technical and environmental limitations increase the resolution limit to a few nm
which is still far below the limit for the light sources. Electron beam lithography is a very
versatile technique since no masks are required and lithography parameters can thus be
optimized and adapted very easily.
The basic principle of EBL is simple. A focused electron beam reproduces a defined pattern
by scanning a substrate which is covered with an electron sensitive resist. The electrons
locally interact with the resist material and alter its chemical composition. Chemical
solutions called developers are thereafter used to remove the exposed or unexposed parts
of the resist, depending on the type of resist in use. Afterwards, the pattern in the resist
is transferred into the underlying substrate by chemical etching with the resist acting as
etch mask.
As a first step before the exposure the GaAs substrate (full wafer or piece of GaAs) needs
to be coated with the resist. For this purpose, the substrate is covered with a resist
solution and then rotated at high speed in a designated device. This process is referred to
as spin-coating. The high speed rotation leads to evaporation of the solvent so that only
a thin film of resist remains on the wafer and it further ensures a uniform coverage of the





in which ω is the angular frequency and k and α (> 0) are empirical constants which include
physical properties of the polymer, polymer/solvent and solution/substrate interactions
[53]. Thus, thin resist films which are required for high resolution lithography are obtained
by high rotation speeds. After coating the resist is baked in an oven or on a hot plate in
order to remove residual solvent and harden the film for the subsequent exposure.
Two types of resist can be distinguished: positive type and negative type. In a positive
resist, parts exposed by the electron beam will be removed in the subsequent development
step. In contrast, parts exposed by the electron beam in a negative resist will remain on
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Figure 3.1 Illustration of electron beam lithography with two different resist types.
The depicted steps include exposure of the resist, development of the exposed structures
and pattern transfer by etching. Structures exposed in a positive (p-type) resist will be
removed during development while they remain in a negative (n-type) resist.
the substrate during development while unexposed parts will be dissolved. The difference
is illustrated in figure 3.1. The choice of resist thus depends on the needs of patterning.
Both types of resists have been used throughout this work. In order to fabricate small
holes on the substrate surface for guided QD growth a positive co-polymer resist is used.
It consists of polymer chains of polymethyl methacrylate (PMMA) and methacrylic acid
(MA) and is solved in 1-methoxy-2-propanol. PMMA/MA exhibits a 3- to 4-fold increase
in sensitivity and contrast compared to standard PMMA, a widely used resist in EBL.
The contrast describes the transition between exposed and unexposed parts at the edge of
exposed areas. The transition region extends from fully exposed to completely unexposed
resist. A high contrast hence corresponds to a very narrow transition region with the
theoretical limit of a sharp transition between exposed and unexposed resist. During
exposure the incoming electrons interact with the resist in such a way that the main
polymer chains are broken. The scission is induced by ester side group elimination [54].
As a consequence, the molecular weight is reduced and the exposed parts of the positive
resist are washed out in the development step, leaving the unexposed areas unchanged.
The result is a mask with holes according to a defined pattern which can subsequently be
transferred into the substrate by chemical etching. In order to fabricate mesa structures
a resist based on novolac (phenol-formaldehyde resin) is used. Such a negative resist is
not completely polymerized before exposure. The interaction with the incoming electrons
leads to a completion of the polymerization so that the exposed parts of the resist become
less soluble during development.
3.1.2 Relevant exposure parameters
In this work, a conventional scanning electron microscope (SEM) is used for exposure of
the resist. In order to expose arbitrary patterns a few systems are attached to the SEM
comprising a beam blanker to turn the beam on and off, a control unit that guides the
beam in order to only “write” the defined structures and a pattern generator to define the
desired structures and patterns. The pattern generator is a computer aided design (CAD)
tool that converts the structures into a format suitable to the control unit.
The electron source together with the electron optics are referred to as the column of
the SEM. The electrons for the beam are extracted from a tungsten tip through field
emission. An electric field distorts the Coulomb potential of the tungsten atoms at the
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tip so that tunneling through the barrier becomes probable. The emitted electrons are
then accelerated to an anode up to the desired energy set by the voltage U according
to E = eU . The number of electrons in the beam, hence the beam current I, can be
adjusted by placing an aperture in the beam path. The aperture consists of a hole in a
nonmagnetic metal (e.g. gold, silver, etc.) plate. The beam is wider than the hole and
therefore a certain fraction of electrons cannot pass the aperture. Hence, the size of the
hole controls the beam current for a given acceleration voltage. Different apertures are
present in the SEM and can be addressed by electromagnetically shifting the beam, thus
allowing for beam currents from a few pC up to several nC. After the aperture, the electron
beam is brought into the right shape and size in an electromagnetic lens system by axial
magnetic fields and focused to a spot on the sample. Finally, the focused electron beam
is deflected by two perpendicular scanning coils and is either used to scan a sample for
imaging or to expose a specific area on a resist coated sample for lithography.
The exposure of readily coated GaAs samples takes place in a vacuum environment in
order to avoid interaction of the beam electrons with surrounding gas atoms which would
degrade the beam properties. The acceleration voltage U and hence the beam energy is
one of the main parameters that strongly affects the results of high resolution lithography
since the beam energy has an influence on the resolution limit, as will be described later.
The number of deposited electrons is termed dose. Three dose types can be distinguished
according to the type of structure that is exposed:
Structure type Dimension Dose type Unit
Polygon 2D Darea µC/cm
2
Line 1D Dline nC/cm
Dot 0D Ddot pC
Table 3.1 Different structures in electron beam exposure.
In order to fully expose a structure in the resist a certain amount of electrons is required
to allow for the complete scission of the polymer chains. The full exposure can hence be
characterized by a minimum dose Dmin. The value of this minimum dose depends on the
characteristics of the resist but also on the beam energy. According to the Rutherford
formula, which is appropriate for non-relativistic electrons and therefore a limit of the
relativistic Mott formula, the cross section for elastic scattering processes is inversely
proportional to the square of the incident electron energy. The electron resist interaction
should follow a similar law. A lower cross section requires a higher dose to fully expose
the structures. Hence, the minimum dose is inversely proportional to the cross section and





where dσ/dΩ denotes the differential scattering cross section. This behavior was verified in
the work of Mayer by analyzing the minimum dose depending on the beam energy [55], as
illustrated in figure 3.2. A parabola was fitted to the data yielding good correspondence to
the expected square-like dependence on the incident beam energy. The function of the fit
curve is also given in the diagram. The values of Dmin were obtained from area exposures,
i.e. exposure of two-dimensional structures. In this case, the absolute number of deposited
electrons might differ from dot exposures where electrons are only deposited at a single
spot. Exposure of areal structures such as polygons is obtained by subsequent deposition
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Figure 3.2 The minimum dose to fully expose two-dimensional structures is shown
as a function of incident beam energy. Due to the lower cross section the electron-
resist interaction is reduced for higher beam energies. The minimum dose is roughly
proportional to the square of the incident beam energy, as verified by the fitted parabola.
The data is taken from [55].
of electrons at individual regularly spaced spots which fill up the structure. The same
is true for line exposures with the difference that the exposure spots are spaced along a
line. The spacing between these individual exposure spots is called step size. The step
size s is another important parameter in electron beam lithography as it influences the
lithographic result. It is clear that the step size should be much smaller than the two-
or one-dimensional structures, otherwise a closed structure is not possible. Furthermore,
smooth edges are only obtained if the consecutive exposure spots are close enough to each
other. Since the exposure of each individual spot leads to a round shaped structure a too
large separation of the spots would lead to a rough edge. The correct step size is thus
essential because only a continuous overlap of all the exposure spots will result in a defined
two- or one-dimensional structure of high quality. That is the reason why the step size
should be as small as possible for the exposure of nanostructures.
Due to technical limitations the step size cannot be made arbitrarily small. The digital
pattern generator of the lithography system used in this work is based on a 16 bit system.
The writefield defining the maximum area in which structures can be defined is thus divided





where dwf denotes the writefield size in µm. By selecting the smallest available writefield
size of 50 µm it is hence possible to reduce the step size to s = 1 nm.
The beam current depends on the acceleration voltage U and the aperture size dap and is
therefore written as I(U, dap). Using the step size it is possible to relate the beam current
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Parameter Symbol Limit Depends on
Acceleration voltage U 30 kV max
Aperture size dap 7.5 µm min
Beam current I 16 pA min U , dap
Dose Darea 200 µm/cm
2 min U
Dline n.a. min U
Ddot 6 fC min U
Writefield size dwf 50 µm min
Step size s 1 nm min dwf
Dwelltime td ns min I, s, Dx
Table 3.2 Important exposure parameters for high resolution electron beam lithogra-
phy and their technical limits using the RAITH Elphy Plus/Zeiss SUPRA lithography
system. The minimum dose is given for a 80 nm thick PMMA/MA resist.



















The number of electrons which are deposited at each individual exposure spot is denoted
as n and td is the so called dwelltime, i.e. the time that is needed to expose the structure.
It is now possible to compare the exposure of structures depending on their dimension by
rearranging equation 3.7 to n = sdim · Ddim/e, where dim stands for the dimensionality
of the structure. The minimum dose to fully expose a two-dimensional structure using an
energy of 30 keV is roughly 200 µC/cm2 which yields n = 12.5 for a step size of s = 1 nm.
The minimum dose in a dot exposure under similar conditions amounts to about Ddot =
6 fC which yields n = 37000. This illustrates the difference in exposure of structures
of different dimensionality. One reason why single exposure spots of two-dimensional
structures require much less electrons is given in the following section.
The main exposure parameters for electron beam lithography have been introduced and
their values have been continuously improved throughout the works of Helfrich [39] and
Mayer [55] and in this work. The optimized values are given in the appendix and the main
parameters are summarized in table 3.2 for an overview.
3.1.3 Limitations of electron beam lithography
As mentioned before, the beam size and therefore the real resolution is mainly limited by
technical facts. Spherical and chromatic aberration are the two main causes which cannot
be completely avoided. In general, the SEM is designed in a way that aberration effects
are minimized but not completely eliminated. Spherical aberration describes the fact that
peripheral electrons far away from the beam center are less deflected than electrons in
the center due to an increased field near the windings of the electromagnetic lens. This
produces at the beam focus a beam broadened to a disk rather than a point. The spherical
24
3.1 Lithography and wet chemical etching





with the aperture angle being defined by NA = n sinα ≈ dap/2ffoc where dap is the
diameter of the aperture and ffoc is the focal length. One way to reduce the spherical
aberration is to use the aperture with the smallest diameter dap. Chromatic aberration
describes the deflection of electrons depending on their wavelength and thus kinetic energy.
In opposition to light, electrons with smaller wavelength (corresponding to larger energy)
will be less deflected. Since the emission of electrons from the source is a statistical
process an inherent spread in electron energies will always be found. Furthermore, the
fields used to accelerate the electrons are subject to tiny fluctuations which cannot be
avoided. Therefore, chromatic aberration is always present and its extent depends on the
technological efforts to reduce the described fluctuations. The diameter of the disk which





where ∆E/E is the fractional energy spread for a given acceleration voltage. Again, taking
the smallest aperture helps in reducing the chromatic aberration and, as a consequence,
to decrease the spot size. A further reduction of the spot size on the sample can be
achieved by decreasing the working distance, i.e. the distance between sample and SEM
column. Astigmatism is a third effect that limits the resolution. It occurs when the cross
section of the beam is not perfectly circular but rather elliptical. One reason might be
non-symmetrical fields in the electron optics. Electrons from the short axis of the ellipse
are less deflected so that two focal points appear. Unlike aberration effects, astigmatism
can be corrected manually by superimposing an asymmetric field in order to cancel the
original asymmetry. The correction of astigmatism prior to electron beam exposure is
required for good lithographic results.
After describing the technical factors limiting the resolution, constraints due to other
lithographic parameters are presented. Despite a beam size in the focus of around 2 nm
this does not automatically enable the lithographic creation of structures with sizes of the
same order. First of all, the primary electrons (PE) of the beam penetrating into the resist
are subject to scattering processes. Especially forward scattering will lead to divergence
of the beam during its way through the thin resist film and thus decrease the resolution.
While this scattering process is elastic secondary electrons (SE) are generated by inelastic
scattering leading to undesired exposure. Once the beam penetrates the GaAs substrate
the primary electrons can be scattered from the crystal back (BSE) into the resist resulting
in a broad rearward exposure of the resist. The exposed area is thus increased by these
mechanisms. The degree of additional exposure mainly depends on the beam energy.
As described above, the cross section for elastic scattering is inversely proportional to the
squared kinetic energy so that electrons of higher energy experience less forward scattering.
Though, such electrons will penetrate deeper into the substrate and thereby increase the
probability for back scattering. Hence, forward scattering and back scattering act in a
complementary way since higher (lower) beam energies lead to less (increased) forward
but increased (less) back scattering. Still, higher electron energies are advantageous since
the back scattered electrons distribute over a larger area, thus reducing the intensity of
rearward exposure. These processes are schematically shown in figure 3.3. Other products
of electron substrate interaction such as Auger electrons (AE) or X-rays do not contribute
to the resist exposure.
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Figure 3.3 Illustration of electron interactions in the resist and substrate. Primary
electrons (PE) experience mainly forward scattering in the resist but secondary electrons
(SE) are generated through inelastic processes. Back scattered electrons (BSE) originate
from electron scattering in the crystalline substrate. Auger electrons (AE) and X-rays
do not contribute to the exposure.
Monte Carlo simulations including the interaction of electrons with the resist and the
substrate can be carried out in order to visualize the broadening of the penetrating beam
and the undesired exposure in the resist. The energy of the incident electrons was varied
as well as the resist thickness. The original beam contains 2,000 primary electrons. The
simulations were done using the free software“Casino”which simulates electron trajectories
in solids [56]. Figure 3.4 shows three simulations with different values for the beam energy
and the resist thickness. Beam energies of 10 keV and 30 keV and resist thicknesses of 80 nm
and 300 nm were used. The blue trajectories correspond to forward scattered electrons,
red trajectories to back scattered electrons. The simulation uses the Mott cross section
as a model for scattering. The figures (b), (d), (f) are magnifications of figures (a), (c),
(e), respectively. Comparing figures (a) and (c) it is obvious that electrons of higher
energy penetrate deeper into the substrate. This in turn leads to back scattering from a
larger volume and therefore wider field of rearward exposure. For lower energy, undesired
exposure is confined to a smaller area. Comparing the figures (b) and (d) a reduced
broadening of the higher energy beam is observed due to the lower cross section of faster
electrons. This is beneficial if small structures are to be defined in the resist. Despite the
rearward scattering into a larger area the density of electron trajectories is less than in
the lower energy case so that polymer chain breaking becomes less pronounced. Taking a
thicker resist does not significantly change the volume into which electrons are scattered,
as seen from figure (e). However, the density of electron trajectories and hence possible
exposure is further reduced in the resist, as illustrated by figure (f). At the same time,
the exposed area increases with resist thickness because of the forward scattered electrons.
This effect becomes more dramatic since a larger amount of electrons is necessary to fully
expose the resist. Altogether, it is therefore advantageous to use thin resists and high
electron energies in order to define nanostructures in the resist precisely. The rearward
exposure forms a background which becomes more uniform and less pronounced with
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(a) 80 nm PMMA, 10 keV, 5000 × 4000 nm2 (b) 80 nm PMMA, 10 keV, 500 × 400 nm2
(c) 80 nm PMMA, 30 keV, 5000 × 4000 nm2 (d) 80 nm PMMA, 30 keV, 500 × 400 nm2
(e) 300 nm PMMA, 30 keV, 5000 × 4000 nm2 (f) 300 nm PMMA, 30 keV, 500 × 400 nm2
Figure 3.4 Monte Carlo simulations of electron trajectories in a sample consisting of a
thin PMMA film on top of a GaAs substrate. The profiles of the trajectories in the sample
are shown. Blue trajectories correspond to forward scattered electrons, red trajectories
to back scattered electrons. The red dotted line in the upper part of the figures marks
the interface between resist and substrate. Resist thickness, beam energy and figure size
are given in the respective figure captions. Figures (b), (d), (f) are magnifications of
figures (a), (c), (e), respectively.
higher beam energies.
Depending on the arrangement of the structures rearward exposure can still cause some
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Figure 3.5 Illustration of wet chemical etching which can either be isotropic or crys-
tallographic, depending on the type of etch solution used and its concentration. In both
cases lateral etching leads to an undercut of the etch mask.
trouble. Two cases can be distinguished. If several nanostructures are found in proximity
to each other the exposure of one structure can affect the exposure of neighboring struc-
tures through rearward exposure. This will possibly lead to overexposure and therefore the
structures might become larger than defined. The intensity of mutual exposure increases
with decreasing spacing between the structures. This effect is called inter proximity effect.
A similar mechanism applies to structures of different width. A minimum dose is required
to fully expose the resist. As described above, the exposure of two-dimensional structures
is obtained from subsequent exposure of single spots, filling the area of the defined struc-
ture. Hence, rearward exposure is expected from neighboring exposure spots. In this case,
however, the intensity of mutual exposure is reduced with decreasing structure width. The
effective dose deposited in the resist thus depends on the structure size and gets smaller
with decreasing structure size. As a result, small two-dimensional structures might be un-
derexposed while larger ones are correctly exposed. This effect is known as intra proximity
effect. It is one reason why individual exposure spots in the exposure of two-dimensional
structures require much less electrons compared to dot exposure. These proximity effects
are less pronounced in the lithographic structures of this work since mainly dot exposure
is used to define large regular arrays of nanometer sized holes. However, a small effect is
still expected at the edges of the hole arrays as less neighboring exposure spots are located
here and therefore a reduced background is found.
3.1.4 Principles of wet chemical etching
After nanostructures have been defined in the resist by electron beam exposure they need
to be transferred into the underlying GaAs substrate. First, the exposed structures are
developed in a developer bath for a sufficient amount of time so that the features fully
emerge in the resist. Thereafter, the structures in the resist are transferred into the
substrate by etching. The developed resist acts as an etch mask so that the etchant
removes the substrate material where it is not covered with resist. Finally, the resist mask
is removed from the substrate and the surface is cleaned resulting in a surface structured
with small dips in the nanometer range. The pattern transfer was already illustrated
earlier in figure 3.1. Using wet chemical etching (WCE) for the pattern transfer has
several advantages. First of all, this etching method is simple to implement as it requires
only benchtop glassware and no special equipment. Secondly, WCE causes virtually no
electronic damage on the substrate surface. Thirdly, small etch rates are available which
allows for a very precise control of the etch depth in the nanometer range.
In general, two mechanisms can be distinguished when etching crystalline materials such
as the GaAs substrate. The etching can be either isotropic or crystallographic and will
result in different etch profiles. In the first case, lateral and vertical etch rates are the
same whereas in the latter case, the etch rate depends on the exposed crystallographic
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Figure 3.6 Facets of the GaAs crystal with a (1 0 0) surface plane. Ga- and As-
terminated {1 1 1} facets are marked accordingly. The orientation of a real wafer with its
two flats (OF and IF) is shown for reference.
plane resulting in selective etching [57]. Etch profiles obtained by the two mechanisms are
depicted in figure 3.5. In both cases lateral etching is observed so that the etch mask will
be undercut and the final structures will be larger than defined in the resist. The type of
etch solution and its concentration will finally determine whether etching is isotropic or
crystallographic.
In wet chemical etching the samples are immersed into an etch solution for a specific
amount of time and then dipped into water in order to stop the etch reaction. The
chemical mechanism of wet etching of GaAs is the oxidation of the surface to form Ga
and As oxides, followed by the dissolution of these oxides by chemical attack with acids or
bases [57]. Oxide complexes are formed by adding an oxidizer such as hydrogen peroxide
(H2O2) to the etch solution. Thus, an etch solution consists of an oxidizer, an etchant
(base or acid) and water to adjust the concentration. The rate of etching, i.e. the amount
of material removed from the bulk per time, depends on two processes: oxidation and
dissolution. The strength of each process can be described by a rate equation. The
oxidation and dissolution rates rox and rdiss are given by










where [H2O2] and [a|b] are the concentrations of the oxidizer and the acid or base, respec-
tively, m is related to the number of oxidizer molecules involved in the oxidation of one
Ga and one As atom, n is related to the number of H+ or OH− molecules involved in the
dissolution. The effective surface concentrations of exposed Ga and As atoms as well as
their respective oxide complexes are given by {GaAs} and {oxide complexes}. The activa-
tion energies for the respective processes are denoted as Eox and Ediss, kB is Boltzmann’s
constant and T is the temperature. The oxidation rate controls the overall etch rate and
the dissolution rate is usually used to characterize the created profiles. It is assumed
that sufficient oxidizer is provided. If the dissolution rate is then limited by the supply of
etchant the etching is called diffusion-controlled. This eventually leads to strong undercut-
ting and isotropic profiles. If the dissolution rate is limited by the dissolution energy Ediss
it is called reaction rate-limited which results in crystallographic profiles. The etch rate in
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Figure 3.7 Etched samples using a H2SO4 based etch solution. A crystallographic
profile due to reaction-rate limited etching is observed in (a). Lateral etching leads to
undercut of the etch mask (the resist is still on the sample surface, bending upwards).
A hole array etched into the GaAs substrate is displayed in (b). The resist has been
removed. The average sidewall angle of the holes is given. Circular holes in the resist (c)
transform into elongated rectangular dips in the GaAs substrate during etching (d). The
samples in (c) and (d) are different. The resist was removed in (d) after etching.
diffusion controlled etches possibly decreases with etch time since the diffusion of etchant
to the etched surface might be hindered as the structures get deeper. The dissolution rate
is then governed by the term [a|b]n · {oxide complexes} and is insensitive to temperature
variation. However, agitation can influence the diffusion and therefore alter the etch rate.
By diluting the etch solution the etching shifts to reaction rate-limited since the exponen-
tial term exp (−Ediss/kBT ) becomes dominant in the dissolution rate. In the course of this
work, the latter case is favored as it allows for precise etching on the nanometer scale due
to the high dilution and the subsequent small etch rate. Furthermore, the etching is not
sensitive to agitation but temperature variations must be avoided.
The type of etchant used in WCE is of major importance as it determines the success
of the etch process. Ammonia hydroxide (NH4OH) was used as etchant in a preceding
work [39]. Despite a low etch rate and highly controllable etch depth the results were not
satisfying as the etched nanostructures exhibited frayed edges. The reason for that was
the incompatibility of the basic etchant with the resist used for electron beam exposure.
The NH4OH attacks the PMMA/MA during etching and leads to non-uniform results.
Switching to an acidic etch solution based on sulfuric acid (H2SO4) could solve this problem
and hence allowed for regular structures with smooth edges.
When etching GaAs it is important to notice that this semiconductor is a compound of
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two atomic species. Ga and As faces have different activation energies and therefore the
reaction rate-limited etching is sensitive to the crystal alignment. Figure 3.6 displays the
crystal facets of GaAs for better understanding. The diluted H2SO4 based etch prefer-
entially etches {1 1 1} facets of the GaAs crystal. However, the etch rates in orthogonal
crystal directions are not equal. Ga rich faces, i.e. (1 1 1)A type facets, usually etch two
to five times slower than As rich faces, i.e. (1 1 1)B type facets [57]. This is observed
in figure 3.7 where crystallographic etch profiles are obtained. In (a) a large trench was
etched about 2 µm deep with a high etch rate of 7 nm/s. The surface is still covered with
resist which bends upwards to reduce its surface energy. The undercut of the etch mask is
well observed. In (b) a hole array was etched about 100 nm deep with a smaller etch rate of
about 1 nm/s. The resist was removed afterwards. The measured average sidewall angle of
53.9± 2.0◦ compares very well with the theoretical value for the angle between the (1 0 0)
and the (1 1 1) planes which is 54.7◦. The originally circular holes defined in the resist as
in (c) transform into rectangular dips on the GaAs surface due to preferential etching of
{1 1 1} facets, see (d). Furthermore, the dips are elongated in the [0 1 1] direction because
of the different etch rates for Ga- and As-terminated faces.
3.2 Using reactive ion etching to increase structural anisotropy
Although wet chemical etching provides good control of etch depth and conserves damage
free surfaces the disadvantages in terms of structural control were demonstrated. Since
christallographic facets are etched it is not possible to avoid undercutting of the etch mask
with the given etchant and crystal orientation. The final structures in the substrate are
therefore larger than originally defined in the resist. Furthermore, the structures exhibit
structural asymmetry. In order to avoid these constraints dry etching (DE) methods have
to be employed. Dry etching allows for conservation of the structure profile in the resist
during pattern transfer into the substrate. Sidewall angles of up to 90◦ can be obtained for
the etched structures with virtually no undercutting, i.e. the lateral size of the structure is
as defined. In addition, the whole process is faster compared to WCE. However, dry etching
methods require advanced and expensive equipment and might degrade the electronic
properties of the etched surface.
Inert or reactive gases are used in dry etching. Depending on the etching process ions or
gas molecules are directed onto the substrate surface where an interaction takes place. Two
processes can be distinguished, namely physical etching and chemical etching. While only
the latter is observed in chemical dry etching, in most other dry etching techniques both
processes will contribute to the etching. The physical component relates to ions bombard-
ing the surface like in sputtering. The ions bombarding the surface will mechanically knock
out atoms at the surface of the substrate. In contrast, the chemical component is based
on a chemical reaction like in wet chemical etching with the difference that the etchant is
provided in a gaseous phase. While physical contributions will increase the anisotropy an
increase in surface roughness might be observed. In contrast, chemical contributions lead
to rather isotropic profiles and usually enhance the growth rate while producing less dam-
age to the surface. In general, the balance between chemical and physical contributions
to the etching for each type of process will largely determine these characteristics [57]. In
the current work, a trade off between low etch rates, smooth surfaces and high anisotropy
was sought after.
Reactive ion etching (RIE) has long been the standard dry process where reactive radicals
and ions are formed and the ions are accelerated into the wafer at energies > 50 eV to
produce a mechanism that combines both chemical etching and physical sputtering [57].
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Figure 3.8 Schematic setup of the ICP-RIE reactor chamber with the main compo-
nents. The substrate is colored in red. Taken from [59].
Only one radio frequency (RF) power supply is used to generate the plasma and to accel-
erate the ions to the wafer. This limits the control of the etch process and rather high etch
rates and isotropic profiles are obtained with the gases conventionally employed for GaAs
etching. This can be avoided by using two separate power supplies. The first generates the
plasma and the second provides the RF power for the acceleration of the ions. Efficient
dissociation of the source gases can be achieved by applying an alternating magnetic field
that inductively creates the needed electric field [58]. The generated plasma is then termed
as inductively coupled plasma (ICP). Hence, ICP-RIE provides semi-independent control
of the plasma chemical species, both ions and neutrals, and the energy with which the ions
hit the wafer surface.
The schematic setup of the ICP-RIE reactor used for DE is shown in figure 3.8 [59]. The
substrate is put on a plate to which the RF signal is applied to accelerate the ions from the
plasma towards the substrate surface. The plasma is generated in the inductively coupled
field above the substrate. The RF power supply is operated at a frequency of 13.56 MHz
and that of the ICP generator at a frequency of 2 MHz. The maximum available powers are
300 W for the RF generator and 1200 W for the ICP generator. Before supply of the gases
and ignition of the plasma the chamber is pumped to high vacuum. Due to the gas supply
the pressure can range between 1-100 mTorr during operation. ICP-RIE allows for lower
etch rates compared to conventional RIE in which the pressure is higher during operation.
The backside of the substrate can be cooled with He in order to reduce the heat impact
during the etch process. Although the electrostatic shield reduces possible contamination of
the chamber, cleaning of the chamber prior to each etch process is recommended. Halogen
based gases are conventionally used in ICP-RIE of GaAs [57]. While Cl2 and SiCl4 were
both available in the system in use, the latter is favored as it generally produces better
surface morphologies, greater anisotropy and less change in surface stoichiometry than the
analogous Cl2-based etches [57]. Care must be taken of the fact that Si is a dopant for
GaAs. However, ion implantation of Si at the near surface is only effective for accelerating
voltages above 250 V. The RE powers applied in this work are so low that the resulting
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Figure 3.9 SEM images of hole profiles after dry etching using ICP-RIE. Higher powers
for ICP and RF generator lead to a strong chemical contribution in the etching. Sloped
sidewalls are the result, as in WCE, (a). A reduction of the etch rate and a higher degree
of anisotropy was achieved by reducing both powers. Holes with vertical sidewalls and
little lateral etching were obtained, (b).
DC biases are far below this limit. The SiCl4 is dissociated to provide Cl atoms that
react with the GaAs to form GaClx and Asx compounds. The simultaneous bombardment
with ions facilitates the removal of the etch products. Therefore, Ar atoms are added
to the SiCl4 in order to produce anisotropic profiles. The final etch rates, etch profiles
and surface roughness will depend on process parameters such as the etch chemistry, the
chamber pressure, the DC bias, the ICP power and the substrate temperature.
The DE process was optimized with respect to the needs of the site-selective growth in
the work of Mayer [55]. Small etch rates and low lateral etching were desired. In order
to demonstrate the power of ICP-RIE and the influence of the process parameters, two
SEM images of hole profiles obtained in different etch runs are shown in figure 3.9. In (a)
both ICP power and RF power were rather high so that the chemical contribution in the
etch process is very dominant, as observed from the sloped sidewalls which are similar to
those obtained in WCE. When decreasing the ICP power, thus decreasing the density of
reactive species, the physical contribution becomes dominant and almost vertical sidewalls
are obtained, as seen in (b). The etch rate could be reduced by decreasing the RF power
and hence the acceleration voltage (DC bias).
3.3 Molecular beam epitaxial growth of InAs islands
Molecular beam epitaxy (MBE) is used in this work to grow InAs islands on pre-structured
GaAs substrates. MBE is a material deposition technique in which a beam of atoms or
molecules is directed onto a substrate where the species are deposited in order to form
an overlayer, possibly adopting the crystal structure of the underlying substrate. It is
mainly applied in the fabrication of thin semiconductor films. The case when substrate
and overlayer are of the same material is defined as homoepitaxy, else the deposition is
referred to as heteroepitaxy. If two or more different materials are deposited at the same
time, e.g. gallium (Ga) and arsenic (As), these will form a compound under proper growth
conditions, gallium arsenide (GaAs) in this example. In this way, a huge variety of material
compositions can be obtained by providing the corresponding species with a desired ratio.
The composition of the deposited layer can thereby be controlled with very high precision.
The source material is usually contained in a crucible which is heated in order to evaporate
the material. Evaporation occurs from a melt as in the case of Ga and indium (In) or from
a solid as for As. The source materials need to be of high purity (usually on the order of
99.9999% or better) in order to allow for the growth of defect free layers.
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Figure 3.10 Relationship between fundamental quantities of vacuum technology de-
rived from the kinetic theory of gases [60].
Another key requirement for high crystal quality of the fabricated layers is the ultra high
vacuum (UHV) environment in which MBE is performed. First, reducing the pressure
down to the UHV regime means decreasing the amount of residual gases (e.g. CO, CO2,
CH4) which provide atoms that are potentially incorporated as defects or dopands in the
grown layers (e.g. C is a dopand for GaAs). Second, the mean free path of atoms and
molecules is drastically increased so that the species in the molecular beam do not undergo
any reaction on their way from the source to the substrate. Using the kinetic theory of
gases the relationship between fundamental quantities such as gas pressure and mean free
path can be derived, as shown in figure 3.10. The unit monolayer (ML) is a useful quantity
for growth processes as it describes the coverage of a flat surface by one atomic layer. As
a flat crystalline surface contains between 1014 and 1015 atoms per cm2 a pressure of
10−6 mbar corresponds to an impingement rate that leads to the deposition of 1 ML per
second, if all incident species adsorbed on the substrate. The strong vacuum requirements
intrinsically define the characteristics of the MBE process. Slow growth rates (GRs) are
found which is appropriate for the growth of thin films and which allows for atomically
flat interfaces between layers of different materials. MBE is thus a powerful research tool
but not suitable for mass production. For the latter case, other deposition techniques
like metal organic chemical vapor deposition (MOCVD) or hydride vapor phase epitaxy
(HVPE) have to be employed.
Allowing for in situ monitoring of the growth process and characterization of the sample
is another advantage of the UHV environment. Reflection high energy electron diffraction
(RHEED) is a technique commonly used in MBE to retrieve information on the state of the
sample surface. An electron beam of high energy up to 20 keV is directed onto the sample
surface under a small angle of incidence (about 5◦) leading to diffraction on the surface.
The diffraction pattern is displayed on a fluorescent screen, where information of the
crystal quality, growth mode and surface reconstructions can be extracted [61]. In addition,
RHEED can be used to calibrate growth rates of arsenic compound semiconductors.
All samples in this work were grown with a Riber Compact 21T molecular beam epitaxy
system. The basic setup of the system is depicted in figure 3.11. It consists of three
UHV chambers of different size, namely the growth chamber, the buffer chamber and the
loading chamber, which are connected through plate valves. Further equipment is attached
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Figure 3.11 Schematic setup of a molecular beam epitaxy system including some key
components.
to the chambers in order to ensure proper operation. The growth chamber as well as the
buffer chamber are constantly kept at UHV condition whereas the loading chamber is
vented when samples are loaded into or taken out of the MBE system. Separating the
loading chamber from the growth chamber and opening only one valve at a time reduces
the possibility of contaminants entering the growth chamber.
The growth chamber is the heart of the MBE system where the materials are deposited
on the substrate. It is connected to an ion getter pump, a titanium (Ti) sublimation
pump and a helium (He) cryogenic pump operating at 11 K to keep the chamber under
UHV. The latter is however not used during growth. The inner side of the chamber is
surrounded by a cryoshroud which is permanently fed with liquid nitrogen (LN2) from a
phase separator through vacuum jacketed pipes. Besides the pumps the cryoshroud is an
important component of the MBE system as it helps maintaining UHV condition inside
the chamber. Residual gases in the chamber condense on the cold surface of the cryoshroud
so that the background pressure is reduced. A hot-cathode ionization gauge is fixed inside
the chamber in order to measure the pressure. A mass spectrometer is also connected to
the growth chamber in order to identify the species of residual gas molecules and atoms.
The cells with the heated crucibles containing the source material are mounted on flanges
at the bottom of the chamber. During the operation of the MBE system a constant As
background will be present in the growth chamber due to excess As covering the walls of
the chamber and As evaporating from the As cell, constituting a background pressure in
the lower 10−8 Torr range1. The deposition of materials on the substrate is regulated by
shutters which are moved into and out of the beam very quickly so that the composition
of the deposited materials or the interfaces of layers can be precisely controlled. The main
shutter additionally protects the sample surface from unintended growth. It is especially
useful during the measurement of the beam flux. The beam flux is directly related to
the gas impingement rate and therefore allows for adjustment of material compositions.
The beam equivalent pressure (BEP) can be measured by inserting a movable ionization
gauge into the growth chamber right in front of the sample surface, which is protected
1Torr is an old unit commonly used in MBE, with 1 Torr = 1.33 mbar.
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from exposure to the material beam by the main shutter. The samples are placed on
molybdenum (Mo) blocks which can easily be transferred inside the vacuum system without
breaking the brittle samples. The Mo blocks sit on the substrate manipulator which can
be rotated. Since perfect flux uniformity cannot be achieved it is useful to rotate the
substrate in order to reduce gradients of film thickness. In this way, homogeneous and
uniform epitaxial layers can be obtained. In addition, a heater is fixed above the substrate
and can be lifted in order to insert and remove the samples. For the growth process it is
essential to properly adjust the sample temperature. Therefore, a thermocouple element
placed on the heater can be used but will only give an upper limit of the real temperature
on the sample surface since the sample is heated from the backside and the heater is at a
few millimeters from the sample backside. A more accurate measurement is offered by a
pyrometer which detects the thermal radiation from the sample surface. The temperature
of the substrate heater and that of the cells is controlled through partial-integral-derivative
(PID) controllers. Finally, the equipment for RHEED measurements comprises an electron
gun providing the electron beam and a fluorescent screen onto which the diffracted electron
beam is projected. The MBE control software is used to set heater and cell temperatures
and to operate the shutters.
The buffer chamber allows to store samples under UHV conditions which are better than
in the growth chamber with pressures down to the lower 10−10 Torr range. In addition, it
hinders the contamination of the laboratory environment with As. The buffer chamber is
pumped by an ion getter pump and a Ti sublimation pump and the pressure is monitored
using an ionization gauge. Two transfer rods are mounted inside the chamber. The
horizontal rod is operated through an external magnet and the vertical one is mechanically
connected to a stepper motor.
The loading chamber is used to load and bake samples. It is equipped with a turbo
molecular pump (TMP) whose exhaust is connected to a scroll pump. The pressure is
measured using a cold cathode ionization gauge (Penning type). Since the loading chamber
is frequently vented and then pumped again its size is reduced to a minimum in order to
keep the pumping time as small as possible. To keep the chamber as clean as possible it
is vented with nitrogen from an external supply. The chamber is further equipped with
halogen lamps which are controlled by PID-controllers and which can heat the chamber
inside above 100◦C.
Different cell types are employed depending on the source material used. Common to all
is that evaporation of material from the source is based on the Knudsen technique, where
evaporation occurs as effusion from a thermal enclosure (crucible) through a small orifice
[3]. The crucibles are made of pyrolytic boron nitride (pBN) which is a compound of high
thermal stability and high purity. In case of Ga and In the crucible is heated by two
filaments, one around the body of the cell and a second at the tip of the cell. The first lets
the source material melt, the second hinders the formation of metal droplets at the tip of
the cell which likely influences the flux rate. The As cell contains only one filament to heat
the body but an additional cracker zone is available to decompose tetramers into dimers,
if desired. The cracker is heated with a separate filament. The flux from the As cell is
controlled by a needle valve which is connected to a step motor which can be operated
from the MBE control software. It is the cell temperature that defines the material flux
and therefore the growth rate at a given substrate temperature. The flux is time stable
and strongly decreases once the source material is almost consumed. Assuming a round
shaped orifice the beam flux density F (molecules/cm2·s) from a cell is given by




× f(θ, φ) (3.11)
36
3.3 Molecular beam epitaxial growth of InAs islands
with p being the pressure in the cell, Aor the area of the orifice, L the distance between
orifice and substrate, M the molecular weight and T the temperature. The angular flux
distribution is contained in the function f(θ, φ) and depends on the geometry of the cell
in the chamber. Conical effusion cells are commonly used nowadays since they produce
better flux homogeneity at the substrate surface compared to cylindrical cells.
The first step in the reaction path for crystal growth is the adsorption of atoms and
molecules from the vapor phase on the substrate surface. Until adsorbed species are
built into the crystal as atoms further processes can be observed on the surface including
desorption, surface diffusion, island nucleation, attachment to and detachment from islands
and steps. Describing these phenomena by conventional equilibrium models, e.g. Langmuir
model [62], is not suitable as they fail to characterize growth as a kinetic process where
a net deposition is possible. Thus, the entire system, i.e. substrate surface with total
adsorption and desorption rates, is far from equilibrium. It is however possible to define
a spatially localized equilibrium that allows to use the conventional rate theory on a time
scale relevant to the system [63, 3]. The probability of adsorption strongly depends on the
local configuration of the substrate surface, e.g. number of nearest neighbors or surface
roughness. Following Venables et al. [64] and Jackson [62] the rate of adsorption Rad
(molecules/cm2·s) can be written as
Rad = F · f(x, t) (3.12)
where F denotes the flux density and f(x, t) accounts for the local configuration of the
substrate surface. The latter is time-dependent since the growth process alters the surface.
The desorption rate Rde in turn is conventionally defined as






with n1 being the population of adatoms, νde the attempt frequency and Ede the desorption
energy. The areal density of adatoms n1 can be seen as the number of adatoms divided
by the number available growth sites. Both values change with time during growth and
hence does n1. The desorption energy is the energy necessary for the adatom to desorb
and is equal to the energy lost through adsorption Ead. The attempt frequency is usually
on the order of 1-10 THz. At sufficiently high temperatures, the adatoms will only stay on
the surface for a short while before they desorp. The residence time during which they can
migrate on the surface is given by τ−1res = Rde/n1. Diffusion controls the motion of adatoms
on the surface and the maximum distance (diffusion length) which they will sample during
τres is rmax =
√
Dτres, with D being the diffusion constant. In case of two-dimensional










if the activation energy for surface diffusion Edif is known. The attempt frequency νdif is
typically somewhat less than νde and the average jump distance b is on the order of surface
atomic spacing [64].
Growth of a thin film will only occur if the adatoms on the substrate surface can interact
with each other to form clusters or islands that eventually coalesce when their density
increases. Clusters will form once adatoms meet before they desorp. Provided that ∆t =
F−1 is the average time interval between arrival of atoms per cm2 and r =
√
D∆t being
the range of individual excursions, actual configurations of a given number of adatoms can
only be sampled if the condition ∆t < τres is fulfilled. This is a requirement for nucleation
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Figure 3.12 Schematic illustration of the Young-relation which describes an equilib-
rium between the surface and interfacial energies.
to start. The physical reason for that process is an attractive force between atoms when
they come close to each other. The evolution of adatoms on the surface can be formulated
in coupled differential rate equations which can only be solved numerically. Including
surface features such as kinks and steps results in very complex models. Such models have
been proposed in literature and result in a more precise formulation of kinetic processes on
a substrate surface, revealing that the surface structure is of great influence on the growth
process itself [62].
The above considerations provide a measure for the real growth of samples. The flux of
incoming species (or BEP) and the growth temperature are the two main factors deter-
mining the growth characteristics. The temperature will in general define the adsorption
and desorption rates as well as the diffusion length and the flux will influence the growth
rate. Thus, MBE growth can be controlled by adjusting these quantities. In the case of
GaAs growth on GaAs the growth rate is only determined by the incoming flux and not by
the growth temperature (for Tgrowth < 600
◦C). This infers that the growth is not limited
by desorption but rather by the flux of incoming atoms and molecules. Arsenic starts
desorbing from the GaAs substrate surface above 350◦C and is thus unstable compared to
Ga which will not effectively desorb below 750◦C [27]. The growth of As-compounds in
this work is therefore performed under As-overpressure, meaning a high As-BEP in order
to obtain a local equilibrium of desorption and adsorption for As species. The GaAs-GR
is then limited by the Ga-flux (or Ga-BEP). The situation is different for the growth of
InAs on GaAs. Above 450◦C the InAs-GR not only depends on the In-flux but also on the
growth temperature since In desorption becomes dominant. At the same time In adatoms
can still diffuse on the surface which opens a new possibility to control the material dis-
tribution once InAs islands have already formed. In order to investigate such mechanisms
it is important to separate the nucleation of islands from diffusion processes which favors
higher InAs growth rates, as will be explained in chapter 6.
After having introduced the mechanism of island formation through strain relaxation as
well as the kinetic processes occurring during MBE growth it is fruitful to categorize the
evolution of a layer during growth from a general point of view. The mode of nucleation
and initial growth strongly depend on the bonding between the substrate and the deposited
film [65]. Classically, three different growth modes are defined to describe the initial phase
of film formation. The classification is based on the balance of surface and interfacial
free energy. The energy balance is illustrated in figure 3.12. To start with, it is assumed
that the deposited material forms a droplet with a contact angle θe. At equilibrium, the
surface and interfacial energies are balanced so that the droplet is stable. The relation
(Young-relation) between these energies is defined by
γsv = γfs + γfv cos θe (3.15)
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Growth mode Spreading parameter Layer dimension
Frank-van der Merwe FM ∆γ < 0 2D
Volmer-Weber VW ∆γ > 0 3D
Stranski-Krastanov SK d < dc : ∆γ < 0 2D
d > dc : ∆γ > 0 3D
Table 3.3 The three classical growth modes and their characteristics. The FM mode
results in layer-by-layer growth, the VW mode in 3D island growth and in the SK mode a
change from two-dimensional growth to island growth is observed at the critical thickness
dc. The growth can be characterized by the spreading parameter ∆γ.
where γsv denotes the energy of the substrate-vapor interface, γfs that of the film-substrate
interface and γfv that of the film-vapor interface. The contact angle then reveals if the
film completely wets the surface (θe = 0), partially wets the surface (0 < θe < 180) or
completely dewets the surface (θe = 180). At non-equilibrium such as during growth it is
rather useful to define a spreading parameter ∆γ in oder to characterize the growth. It is
given by
∆γ = (γfs + γfv)− γ′sv (3.16)
where γ′sv denotes the substrate-vapor interface of a dry surface. This is justified by the
fact that adatoms are continuously built into the substrate crystal so that the surface is
not at equilibrium with the vapor. ∆γ then determines whether it is energetically more
favorable to create a large film-substrate interface combined with a large free film surface or
to create a large substrate-vapor interface. Three different growth modes can be identified
by analyzing ∆γ.
 Frank-van der Merwe mode (∆γ < 0) Wetting of the substrate as atoms bond
to the surface more strongly than to each other. The epitaxial film grows layer by
layer like in the growth of GaAs on a GaAs substrate.
 Volmer-Weber mode (∆γ > 0) Opposite situation where atoms bond more strongly
to each other than to the substrate. Once the deposition of atoms on the surface
has started, small clusters directly nucleate on the substrate surface. With continu-
ing growth, these clusters grow into islands [3]. These islands eventually coalesce if
enough material is deposited.
 Stranski-Krastanov mode (transition from ∆γ < 0 to ∆γ > 0) Initially, a thin
wetting layer grows in a layer-by-layer mode. After a few monolayers the sign of
∆γ switches from negative to positive, implying that it becomes energetically more
favorable to increase the substrate-vapor interface by forming islands. This situation
is encountered in the growth of InAs on (1 0 0) GaAs substrates.
The change of the growth behavior in the Stranski-Krastanov mode can be characterized
by the critical thickness dc upon which islands start to form. The value of dc depends on
the growth temperature and is found to be about 1.7 ML at 500◦C. The introduced lattice-
mismatch combined with an increase of strain energy during growth are the driving forces
for QD formation in the InAs/GaAs system used in this work. The main characteristics
of the three growth modes are summarized in table 3.3 and illustrated in figure 3.13.
The 2D→3D transition in the SK mode is accompanied by a change in the surface mor-
phology. Since RHEED is very surface sensitive it is possible to observe the transition
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d < dc d ~ dc d > dc
Figure 3.13 Illustration of the three classical growth modes depending on the film
thickness. Islands start to form above the critical thickness dc in the SK mode. If
sufficient material is deposited islands eventually coalesce in the VW and in the SK
mode.
from flat film to island growth and therefore allows to control the growth process in gen-
eral. The diffraction pattern of the reflected electron beam strongly depends on the atomic
surface configuration on the one side and on the overall surface morphology on the other
side. The atomic surface configuration is guided by the fact that atoms at the surface have
less partners to bind with. Their dangling bonds are energetically not favorable. Thus, in
order to minimize the energy of the near-surface region of the crystal, the group III and
group V atoms rearrange themselves in a regular fashion which exhibits long range order.
Each ordered arrangement of the near-surface region is known as a surface reconstruction
[60]. The outer few planes can uniformly relax towards the bulk with only slight distortions
of the bond lengths or the surface structure can change. In the second case there can also
be a symmetry change, though the surface will always have lower symmetry than the bulk
[61]. The reconstructed surface is tested in RHEED where a specific periodicity will lead
to a related streak pattern. Streaks are observed in contrast to a 3D crystal where spots
are found as diffraction results from reflection on a 2D structure. This streak pattern is
then modulated with the surface morphology. In case of a flat film, the streak pattern is
expected to be very clear and pronounced. The surface reconstruction initially depends on
the growth plane and varies with the substrate temperature and the surface termination
(As or Ga). In the latter case, growth conditions such as As- and Ga-fluxes influence the
resulting surface structure. The growth conditions used in this work lead to the relevant
(2× 4) reconstruction on the (1 0 0) GaAs surface. The reason is the formation of arsenic
dimers through pairing of dangling bonds while the 4-fold symmetry is related to a regular
dimer vacancy [66]. A clear diffraction is only observed when the incident electron beam
is parallel to one of the two periodic alignments. The 2-fold and 4-fold periodicities of
the reconstructed (1 0 0) GaAs surface are alternately sampled by successively rotating the
sample by 90◦. The corresponding diffraction patterns are shown in figure 3.14. They
were recorded using a CCD (charge coupled device) camera. The integral-order maxima
are separated by fractional-order maxima whose number depend on the symmetry. An n-
fold symmetry in the given direction gives rise to n−1 fractional-order maxima. A slightly
rough surface modulates the pattern and would make the streaks appear fuzzy. In the case
of InAs islands, the diffraction pattern is modified since the islands act as a 3D scattering
volume. This will, as for a bulk crystal, lead to a spotty diffraction pattern. However,
the islands do not fully cover the surface and hence the InAs wetting layer contributes to
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Figure 3.14 Diffraction pattern of the reconstructed (1 0 0) GaAs surface. A streaky
pattern is observed implying a smooth surface. The 2-fold and 4-fold symmetries of
the (2 × 4) reconstruction are observed in (a) and (b), respectively. The diffraction
pattern after InAs island formation on a (1 0 0) GaAs surface is shown in (c). The spots
indicate the occurrence of the islands whereas the faint 3-fold symmetry results from the
reconstruction of the (1 0 0) InAs wetting layer.
the diffraction by superimposing streaks from reconstruction. Besides the spots the 3-fold
symmetry is observed in figure 3.14 (c).
It is possible to explore the growth dynamics of MBE by monitoring temporal variations
in the intensity of various features in the RHEED pattern [61]. In a layer-by-layer growth
mode, as for GaAs growth on a (1 0 0) GaAs substrate, investigating the intensity of the
specular beam will show a variation of its intensity depending on the coverage of the
substrate surface. This allows for the calibration of the GaAs growth rate. The InAs
growth cannot directly be calibrated in the same way since the formation of islands starts
at a coverage of around 1.7 ML so that intensity oscillations over several monolayers cannot
be observed. The 2D→3D transition of the growth can be monitored by RHEED because
it gives rise to a change in the diffraction pattern from streaky to spotty but it only gives
a lower limit of the InAs GR. The reason is, that the transition is not as sharp as to be
able to predict a precise growth rate. As a way out, GaInAs films can be grown on a GaAs
substrate with the desired In-flux but a much higher Ga-flux so that layer-by-layer growth
is maintained. In this case, the common RHEED intensity oscillations are present so that
the InAs-GR can be deduced from the difference of the GaAs-GR to the GaInAs-GR.
Summary
The main aspects of sample fabrication relevant to this work have been introduced. It was
shown in which way substrates can be patterned in order to provide defined nucleation
sites useful for site-selective growth of InAs quantum dots. The patterning starts off with
electron beam exposure in which nanostructures are defined in an electron sensitive resist.
These structures are then transferred into the underlying GaAs substrate by controlled
etching. While wet chemical etching produces crystallographic profiles, anisotropic hole
profiles can be obtained by dry etching. The samples have to be thoroughly cleaned after
lithography before they can be transferred into the MBE system. Molecular beam epitaxy
is then used to grow InAs islands on top of a thin GaAs buffer layer in a controlled way.
Many experimental parameters enter in lithography as well as in the growth process and
needed to be constantly adjusted and optimized throughout this work. A comprehensive
overview of the numerous steps in the sample fabrication process and their order is given
in figure 3.15.
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Figure 3.15 Process chain of sample fabrication including the main steps. The first
part describes an MBE process, the second the EBL procedure and the third MBE growth
of QDs. Afterwards, the samples are characterized with different methods.
42
4 Improving substrate preparation for
site-selective growth
For a successful growth of positioned InAs quantum dots by molecular beam epitaxy it is
essential to prepare clean and defect free sample surfaces. Two steps are crucial in this
context, namely the cleaning of the samples prior to entry into the UHV of the MBE sys-
tem and the oxide removal before QD growth. During the course of sample preparation by
electron beam lithography the substrate surface is exposed to several materials such as the
polymer resist, etch solutions or organic solvents. Residues of these chemical compounds
will affect the growth process and possibly hinder the formation of an epitaxial layer. Ef-
fective and efficient measures to verify the surface quality before growth are not available
so that a cleaning procedure has to be developed which reliably removes any contamination
before transferring the samples into UHV. Unless special passivation techniques are used,
a native oxide will readily form on the GaAs surface by exposure to air which has to be
removed before an epitaxial match of the GaAs crystal of the substrate with the deposited
material is possible. However, simply heating the patterned samples to a temperature of
580◦ or higher, as in conventional thermal deoxidation, harms the defined nanostructures
which undergo structural transformation at elevated temperatures. Therefore, a low tem-
perature deoxidation technique has to be found which preserves the shape of the sensitive
nanostructures. These two aspects concerning the substrate preparation will be addressed
in this chapter.
4.1 Surface treatment to reduce organic contamination
Positioning of QDs in a deterministic way relies on good control of the nucleation sites.
These sites are defined by EBL. Small holes on the substrate surface locally increase the
growth rate which leads to defined nucleation of QDs below the overall critical thickness
for QD formation on a flat substrate. A successful demonstration of this mechanism is
depicted in figure 4.1 where atomic force microscopy (AFM) images of an ordered QD array
are shown. Figure (b) is a magnification of (a). A patterned substrate was overgrown with
a 16 nm thin GaAs buffer layer (BL) on top of which 1.7 ML of InAs was deposited. The
images reveal InAs QDs which are arranged on a square grid with a separation of 250 nm
between individual sites. A predominant nucleation of double dots is found which is
related to a change of the hole shape during BL growth. The QDs are aligned in the [1 1 0]
direction. In addition to the ordered QD array a few QDs have also nucleated between the
defined sites. These sample features will be analyzed in more detail in chapter 5. The focus
is laid on defects which become apparent after the sample fabrication. The white circles
in (a) indicate large areas where the GaAs BL is not closed. An increased number of QDs
nucleating at the rim of these defect holes is observed. The additional defect holes were
not defined during EBL and thus interfere with the attempt to deterministically position
QDs. The origin of these defects was investigated and measures were taken in order avoid
them.
The lower AFM profile shown in (b) indicates that the holes are less than 16 nm deep.
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Figure 4.1 AFM images of an ordered InAs QD array. Figure (b) is a magnification
of (a). The separation between defined sites is 250 nm. QDs predominantly nucleate as
double dots, as suggest by the upper height profile. Besides the nucleation sites defined
in EBL additional holes are observed, see white circles in (a) and lower height profile in
(b). These interfere with the attempt of deterministic QD positioning. The z-scales of
(a) and (b) are 19.9 nm and 17.2 nm, respectively.
This suggests that the origin of the defect holes seems to be at the regrowth interface.
Further confirmation is given by a transmission electron microscopy (TEM) analysis of
a similar sample which was additionally covered with a 90 nm thick GaAs capping layer
(CL). The TEM image in figure 4.2 shows the profile of a defect hole which was found
on this patterned sample. The different layers of the structure are visible and indicated,
starting with the GaAs substrate and followed by the GaAs BL, the InAs layer and the
final GaAs CL. The regrowth interface is clearly seen. The defect hole develops from the
pre-structured surface upward in the GaAs BL. A local change on that surface inhibits the
proper regrowth of GaAs. InAs, however, then nucleates inside the hole, which is finally
covered by the final capping layer. The GaAs sidewalls of the defect hole exhibit a curved
shape with increasing thickness of the GaAs BL at larger distances from the hole center.
This implies that GaAs does not preferably nucleate in the vicinity of the defect hole,
probably due to strain accumulated at the surface of the GaAs BL facing the site where
nucleation of GaAs is hindered. In general, two factors can account for the occurrence of
the described defect holes. First, insufficient surface cleaning after the lithography process
could cause local organic contamination of the sample which also impacts the GaAs growth.
Second, incomplete removal of the native oxide could leave residual oxide compounds on
the surface which affect the proper GaAs regrowth. The latter possibility is not very likely
since complete deoxidation is observed on un-patterned samples leading to closed epitaxial
films. Nevertheless, it would be possible to test this hypothesis by further optimizing the
oxide removal recipe to ensure complete deoxidation. The insufficient surface cleaning is
more likely to be responsible for the occurrence of defect holes and was investigated in
detail.
Cleaning samples after EBL comprises several steps. First, the resist needs to be removed
which is done with an adequate remover. Thereafter, the sample is cleaned with different
solvents (trichlorethylene (TCE) or n-methyl-2-pyrrolidone (NMP), acetone, isopropyl al-
cohol (IPA), methanol) in a heated bath. In order to aid the cleaning process an ultrasonic
cleaner can be employed. Finally, the samples are rinsed with bi-distilled water. Organic
contamination can therefore either stem from the chemicals or from the resist used in EBL
as it contains organic compounds. Especially the high temperature during dry-baking of
the resist results in a high stability of such compounds against solvents. Critical steps of
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Figure 4.2 TEM images showing the profile of a hole emerging from the regrowth
interface after sample processing. After EBL the sample was overgrown with a GaAs
BL which is not closed in the center. Residual organic compounds from the resist could
account for the creation of such a defect hole. InAs and a GaAs CL were grown on top
of the BL. The different layers of the sample are marked.
the cleaning procedure are depicted in figure 4.3. The sample in (a) was cleaned according
to the procedure described above but without ultrasonic bath. A lot of contamination
(appearing as white particles) with larger and smaller particles is observed in the AFM
image. If the samples are cleaned in a heated ultrasonic bath, the amount of contamination
is reduced, as seen in (b). A few particles remaining on the surface are directly observed
but more residues are still present on the surface, as the lateral force microscopy image
in (c) reveals. The lateral force image was recorded in an AFM with lateral force mode
(LFM) and displays the lateral force on the AFM tip when scanning a particular area. The
friction of the tip, and hence the lateral force, depends on the material currently scanned
so that different materials will lead to different forces. This allows to produce a material
contrast. The image in (c) is a magnification of the area bound by the white square in
(b) and exhibits gray, stain-like residues which are not seen in the height image, probably
because they are only of ML height. A positive effect of ultrasonic cleaning is thus only
observed for larger particles in the nanometer range but this alone is not successful in fully
removing all contaminants. A more effective way has to be found which directly works on
organic molecules.
The fact that ultraviolet (UV) light causes chemical changes has been generally known
for a long time. Commonly known manifestations are the fading of fabric colors and
changes in human skin pigmentation (i.e., sun tanning) upon exposure to sunlight [67].
In particular, its effect on organic compounds was demonstrated when Bolon and Kunz
used UV light to depolarize various photoresist polymers [68]. Therefore, the power of
a cleaning process involving UV radiation was investigated with respect to its efficiency
in removing the remaining contaminants. It utilizes UV source that emits radiation at
the wavelengths of 184.9 and 253.7 nm [69]. Molecular oxygen (O2) absorbs the shorter
wavelength and is dissociated. The resulting atomic oxygen can bond to surrounding
oxygen molecules, subsequently forming ozone (O3). Ozone is then again decomposed by
the longer wavelength so that atomic oxygen is constantly produced. Atomic oxygen is a
strong oxidizer. The 253.7 nm radiation dissociates or excites organic molecules. These
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Figure 4.3 AFM image of samples after cleaning. A resist coated sample was cleaned
after EBL using a remover and organic solvents. A lot of contamination remains on the
substrate (white particles), as seen in (a). After performing the cleaning in an ultrasonic
bath less particles are found, (b), but the lateral force image in (c) allowing for chemical
contrast proves that residues, possibly of ML-height, are still present on the surface. The
z-scale of the height images in (a) and (b) is 20 nm and 27 nm, respectively.
react with the atomic oxygen and form simpler, volatile compounds that desorb from
the surface. The reaction of the atomic oxygen with excited or dissociated contaminant
molecules is believed to be responsible for the cleaning action of UV/ozone [70].
The basic setup of a working UV/ozone cleaner is simple. It comprises a low-pressure
mercury lamp that emits UV light at the two relevant wavelengths in an enclosure that
contains the aggressive ozone. Additional oxygen can be supplied and the sample might
be heated in order to amplify the reactions. Since commercial systems are quite expensive,
a UV/ozone cleaner was designed and constructed by me with the help of a technician.
The complete system is depicted in figure 4.4. The chamber in which the samples are
exposed to UV light and O3 is made of stainless steel. The chamber top is tightly fixed
to the bottom by screws and can be taken off in order to insert the samples. O3 is toxic
and although it usually decomposes within one hour the possibility of exposure should
be reduced to a minimum. The rubber gasket between top and bottom ensures that O3
does not escape from the chamber into the ambient air during the cleaning process. The
O3 generating low-pressure mercury lamp emits UV light with strong intensity at the
wavelengths 184.9 and 253.7 nm. A second UV lamp is built in for safety reasons. The
setup of this lamp is similar to the first but the glass used to form the tube is different.
While fused quartz glass (used in the first lamp) is transparent for both wavelengths,
high-silica glass is opaque for the lower wavelength. As a result, the generation of ozone is
inhibited. The longer wavelength, on the other side, decomposes ozone so that the second
UV lamp can be used to destroy ozone remaining in the chamber after the cleaning step.
The toggle switch is used to choose the UV lamp that is switched on by the main switch.
Each cleaning procedure in which the first UV lamp generates ozone contains an ozone
destruction step at the end in which the second UV lamp is used. In order to create
reproducible cleaning conditions inside the chamber pure O2 can be fed through the gas
inlet on the right. The supply of O2 increases the efficiency of the cleaning process since
more ozone can be generated. The oxygen flow is manually controlled by a flow meter
(maximum 1 l/min). Excess gas possibly containing ozone can leave the chamber through
the outlet on the left which is connected to the exhaust air system of the laboratory. The
samples are placed on a cylindrical stage in proximity to the ozone generating UV lamp.
The height of the stage can be adjusted to optimize the cleaning since the efficiency of the
46
4.1 Surface treatment to reduce organic contamination
Power supply Temperature display
Flow controller







Figure 4.4 Self-built UV/ozone cleaner for the removal of organic residues from EBL.
The left image shows the closed chamber, the right image the open chamber. The main
components are labeled.
process depends on the distance between the sample and the ozone generating source [67].
The stage is hollow so that a halogen lamp can be placed below the sample in order to
heat it. The temperature of the lamp is adjusted by setting current and voltage (maximum
12 V) at the power supply. A thermocouple element at the top of the stage measures the
temperature whose value is shown on a digital display.
Each UV/ozone cleaning consists of three steps. In step one, the sample is heated to the
desired temperature while the chamber is already supplied with molecular oxygen. In the
second step, the ozone generating lamp is switched on so that the substrate surface is
cleaned. At the end, the first UV lamp is switched off and the ozone destroying lamp is
activated while oxygen is still supplied. Then, the sample can be removed and prepared
for loading into the MBE system. The most important process parameter is the cleaning
duration, but others, such as the substrate temperature, the oxygen flow or the distance
between sample and UV lamp, have to be considered as well when optimizing the UV/ozone
cleaning. The effect of UV/ozone cleaning is displayed in figure 4.5. Three samples of same
initial conditions were patterned using EBL and subsequently cleaned for 30 s, 60 s and
600 s in the UV/ozone cleaner with continuous oxygen supply. A fourth sample, which
was not cleaned, is shown as reference. Contamination appears in the AFM images as
white particles between the pattern consisting of holes separated by 500 nm. A gradual
reduction of residual particles is observed with increased cleaning time. Not only does
the number of particles decrease but also does their height. A statistical analysis in
which the surface roughness and maximum height amplitudes are extracted from the AFM
height data confirms the effective cleaning. The results are summarized in table 4.1. The
roughness of the surface between the holes was measured. The root mean square (RMS)
roughness was calculated for the spaces between each two columns of holes and then
between two each lines of holes (holes were excluded in both cases) and finally averaged.
The height maxima which correspond to the biggest particles were extracted in the same
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Figure 4.5 AFM images of samples after UV/ozone cleaning. All samples are of the
same size and orientation, as exemplified in (a). Four similar structures were defined
by EBL on sample A1406 which was divided into four pieces before UV/ozone cleaning.
For reference, the sample in (a) was not cleaned. The samples in (b), (c) and (d) were
cleaned for 30 s, 60 s and 600 s, respectively.
way. The roughness of the surface between the holes constantly decreases with cleaning
time and so does the particle height. Essentially, all contamination has disappeared after
long enough exposure to UV light and ozone. As a result, the number of defect holes
should be drastically reduced resulting in a uniform and flat GaAs BL after regrowth.
One aspect that has been omitted so far is the effect of oxidation. Since atomic oxygen is
a strong oxidizer it oxidizes the GaAs substrate on the surface. It has been found that the
oxide formed during UV/ozone cleaning is usually not much thicker than a few ML [69].
This has to be considered for later MBE growth as the surface oxide has to be removed
before the actual growth. In order to end up in a comparable situation the oxide layer of
the samples (no matter how thick it actually is) can be etched away right before entering
the samples into the MBE system.
An alternative method to remove residual organic contamination was applied at a later
stage of this work as a new device, a so called plasma asher, became available. In this case,
atomic oxygen is provided through the formation of an oxygen plasma. Plasma ashers are
routinely used in semiconductor industry and require more complex design. Plasma ashing
offers a cleaning efficiency which is comparable to the use of UV/ozone. The main reason
to switch to the plasma asher was to optimize the process sequence of sample fabrication.
The cleaning was tested and optimized as in the case of UV/ozone and lead to similar
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Sample Cleaning time RMS roughness Height maximum
[s] [nm] [nm]
A1406-1 0 s 0.389±0.086 13.6±5.6
A1406-2 30 s 0.264±0.034 7.4±1.9
A1406-3 60 s 0.258±0.014 4.8±1.1
A1406-4 600 s 0.255±0.014 3.2±1.9
Table 4.1 Statistical analysis of the degree of contamination. The RMS roughness and
the particle height maxima were extracted from the AFM images of figure 4.5 and listed
with respect to the cleaning time. The sample labels correspond to those of the AFM
images.
results. The oxidation effect during plasma ashing is stronger than during UV/ozone
cleaning. Furthermore, the oxygen plasma contains oxygen ions which impinge on the
surface. Their kinetic energy is rather low but their impact on the electronic properties of
the final structure remains to be studied.
4.2 Structure sensitive oxide removal
Once the samples are cleaned and transferred into the MBE system the surface oxide
has to be removed before the actual growth begins. Different deoxidation techniques
are commonly used in MBE. The simplest is thermal deoxidation in which the samples
are heated to about 580◦C and kept at this temperature until all oxide compounds have
desorbed from the surface. The most stable oxide compound is Ga2O3 which is decomposed
at the given temperature into the more volatile Ga2O through the reaction
Ga2O3 + 4GaAs(bulk)→ 3Ga2O ↑ +2As2 (or As4) ↑ (4.1)
after which Ga2O readily desorbs [71]. The GaAs in this reaction is consumed from the
substrate which is problematic in the case of site-selective QD growth. Surface GaAs
used to transform the stable oxide into the volatile compound locally changes the material
distribution. As a consequence, pits can emerge which interfere with the lithographically
defined holes at the attempt to guide the QD nucleation [72]. Besides this, another disad-
vantage arises in thermal deoxidation due to the high temperature. Fine nanostructures
on the GaAs surface might undergo structural transformations at high temperatures be-
cause of material redistribution. This was observed for stripe patterns which were kept
at elevated temperature, i.e., annealed for a certain amount of time [48]. The result is
depicted in figure 4.6. Whereas the degradation of the pattern is not that strong at 500◦C
a severe structural change is observed for the stripes at 580◦C. The trenches become much
shallower and local mounds form at the bottom. Conventional thermal deoxidation is
usually performed for 20 min or more so that even stronger degradation can be expected
in this case. As shown in chapter 2, the shape of the hole and therefore its curvature has
an influence on the QD nucleation. In order to contain the shape of the defined nanoholes
it is therefore advisable to not heat the sample above 500◦C for an extended amount of
time.
As a consequence, structure sensitive deoxidation requires lower temperatures than neces-
sary for thermal deoxidation. One possible mechanism is the conversion of stable Ga2O3
by exposure to an atomic hydrogen (H) flux at a substrate temperature between 400◦C
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Figure 4.6 AFM images of GaAs stripe patterns after (a) no annealing, (b) annealing
at 500◦C and (c) annealing at 580◦C for 300 s. This stripe pattern is sensitive on annealing
and changes its shape depending on the temperature [48].
and 500◦C. The stable surface oxide is reduced by the reaction
Ga2O3 + 4H→ Ga2O ↑ + 2H2O ↑ (4.2)
leading to a clean, undamaged oxide-free surface [72]. Atomic hydrogen can be provided
from a hydrogen cracker cell mounted to the MBE. Possible risks for the substrate surface
result from contamination during the hydrogenation process and pattern degradation if the
H dose is not carefully controlled. As the MBE system used in this work is not equipped
with a hydrogen cracker cell this method of deoxidation could not be applied. Looking
back at equation 4.1 it is evident that only Ga of the GaAs compound is required to
convert the Ga2O3 into Ga2O. Therefore, a different approach to initiate this conversion
reaction at lower temperature is found in the exposure of the surface to a small Ga flux
from a molecular beam. In this case, the above reaction would change into
Ga2O3 + 4Ga→ 3Ga2O ↑ (4.3)
which was first proposed by Asaoka et al. in order to reduce surface pitting [71]. Ga-
assisted deoxidation can be readily applied in the growth chamber of the MBE system
since no special equipment is needed. At the absence of an As4-background the sample is
exposed to a low Ga-flux of about 1 ML/min in several cycles at a substrate temperature
of 480◦. Breaks of 30 s are introduced after each exposure of 30 s in order to let the newly
formed Ga2O desorb from the surface. The progress of deoxidation can be monitored by
RHEED where a diffuse pattern from the oxide will effectively turn into a regular pattern
from the reconstructed GaAs surface once all oxide is removed and provided that the
original GaAs surface was flat. The amount of Ga provided during deoxidation depends
on the thickness of Ga2O3. The thickness of the oxide, in turn, depends on the amount
of time the sample is exposed to air as well as on the type of sample preparation prior to
growth. The oxide of the GaAs surface being exposed to air at room temperature grows
logarithmically with time as dox(t) ≈ 6+6 log t so that a 2 nm thick oxide layer is obtained
after one hour at air [73, 72]. Additionally, oxide growth is observed during the sample
cleaning by either UV/ozone or plasma ashing. To guarantee a defined and reproducible
surface composition the samples can be etched wet chemically right before the transfer into
the MBE system in order to remove all oxide compounds. Diluted hydrochloric acid (HCl)
is used and the samples are quickly loaded into the loading chamber after etching and
pumped to vacuum. Thus, the amount of Ga needed for the deoxidation should not vary
too much. Insufficient supply of Ga results in remaining oxide compounds which disturb
the proper overgrowth of a GaAs BL. Excess Ga will accumulate in Ga droplets on the
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Figure 4.7 AFM images of samples after oxide removal. The sample in (a) did not
undergo deoxidation and shows a flat GaAs surface as a reference. Monoatomic steps
are observed. The oxide was removed thermally in (b). Monoatomic steps are hardly
observed and small pits appear on the surface. Ga-assisted deoxidation was used in (c)
in which the monoatomic steps survive. The z-scales are 1.6 nm, 4.1 nm and 1.7 nm in
(a), (b) and (c), respectively.
oxide free surface and is eventually consumed during BL growth. However, the additional
Ga possibly accumulates at the bottom of the defined nanoholes, thus changing their shape
and infilling them [74]. With respect to controlled QD nucleation this situation is to avoid.
A slight flattening of the nanohole profile during Ga-assisted deoxidation is tolerable as
long as the shape is not fundamentally altered. The advantages of Ga-assisted deoxidation
are obvious. The method works at low temperature, thus avoiding surface pitting and the
deposition of Ga does not create any electronic defects. Good control of the depoisted Ga
amount is important to maintain the shape of nanostructures but process optimization
and process monitoring by RHEED are effective measures for the complete deoxidation
while maintaining the pattern structure.
The successful application of Ga-assisted deoxidation is demonstrated in figure 4.7. Two
samples were prepared with initially flat GaAs surface by growing a thick GaAs layer on
a new GaAs wafer. The samples were kept at air for one day and then transferred back
into the MBE system in order to remove the surface oxide. Afterwards, the sample surface
was analyzed using an AFM. The flat GaAs surface before deoxidation is characterized by
the observation of monoatomic steps, as in (a). These do not survive thermal deoxidation
during which pits are formed at the surface, as observed in (b). The sample was kept
at 580◦C for 20 min. The survival of monoatomic steps during Ga-assisted deoxidation
was reported by Lee et al. [75] and is also observed in this work, as suggested by (c).
The superior performance of Ga-assisted deoxidation can be quantified by measuring the
roughness of the surface in the AFM images. The RMS roughness as well as the maximum
height amplitude of the AFM images in figure 4.7 are summarized in table 4.2. The surface
oxide of sample A1286 was not removed so that it exhibits a very flat surface with a RMS
roughness of 0.177 nm which is even below the value for the surface of a new epi-ready
wafer (usually on the order of 0.2 nm). The height values in the observed frame range
between -0.8 nm and 0.8 nm, hence ∆z = 1.6 nm. In case of thermal deoxidation, the
surface is significantly roughened with small pits occurring on the surface. This leads to
the higher RMS roughness of 0.32 nm and a height amplitude of ∆z = 4.1 nm with the
surface pits being up to 2 nm deep. Ga-assisted deoxidation results in a surface which
is almost as flat as before deoxidation with an RMS roughness of 0.185 nm and a height
amplitude of ∆z = 1.7 nm. The surface after Ga-assisted deoxidation is flatter than the
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Sample Deoxidation method RMS roughness ∆z
[nm] [nm]
A1286 none 0.177 1.6
A1288 thermal 0.320 4.1
A1291 Ga-assisted 0.185 1.7
Table 4.2 Values of the RMS roughness and the maximum height amplitude depending
on the deoxidation method used for the samples shown in figure 4.7.
surface of a new GaAs wafer which demonstrates the advantages of this method. This fact
is also reflected by the observation of the 2× 4 reconstruction of the (1 0 0) GaAs surface
in RHEED after oxide removal. When performing thermal deoxidation it is often hard to
identify this particular reconstruction as the side maxima are not very distinct because of
the rougher surface. As described in chapter 3 the occurrence of a clear reconstruction is
an indicator for good, clean and flat surfaces.
Summary
The relevance of surface cleaning and deoxidation in the context of site-selective growth of
QDs was discussed. Incomplete removal of organic contamination during substrate cleaning
results in defect holes which possibly interfere with the atempt to deterministically position
QDs. Such organic compounds can be efficiently removed with the use of UV light and
ozone. The approach is easy to implement so that an adequate UV/ozone cleaner could be
built. The process was optimized and its performance was demonstrated. Alternatively,
an oxygen plasma in a plasma asher can as well be used for the complete removal of organic
contamination. When GaAs substrates are exposed to air they will grow a thin oxide layer
on their surface. This oxide layer has to be removed before a GaAs BL or InAs QDs can be
grown by MBE. Standard thermal deoxidation is not advisable as it is performed at high
temperature against which fine nanostructures are not stable with their shape degrading
after short time. Additionally, pits form on the surface during deoxidation and compete
with defined nanoholes in the selective growth of QDs. A low temperature approach is
needed which conserves the nanostructures. Ga-assisted deoxidation was applied at low
temperatures revealing surfaces as flat as before deoxidation. Monoatomic steps survive
and structural properties of nanostructures are not degraded.
52
5 Site-selective growth of quantum dots
The first major part of this work was to establish a reproducible procedure to fabricate
quantum dots of high structural and optical quality at defined locations. This task is
accomplished by employing various technologies such as electron beam lithography includ-
ing wet or dry etching, UV/ozone cleaning, structure sensitive deoxidation and molecular
beam epitaxy, each involving numerous fabrication steps. In the end, each single process
step influences the success of quantum dot positioning. The main features of the listed
technologies along with relevant parameters were introduced in the previous chapters and
improvements in the sample preparation process were demonstrated. Consequently, this
chapter focuses on the analysis of complete samples which have run through the whole
process chain. Different aspects are emphasized which are relevant in the context of ap-
plications. First, the structural properties of positioned quantum dots are analyzed by
atomic force microscopy and transmission electron microscopy in order to determine their
structural quality. This is accompanied by optical characterization and a statistical analy-
sis of the data. Then, the influence of different patterning techniques on the quantum dot
growth is investigated with respect to quantum dot size and distribution. Furthermore,
different structure designs are analyzed in terms of their ability to control the quantum
dot occupation.
5.1 Structural and optical properties of positioned quantum dots
All samples are prepared and grown according to the following procedure, if not otherwise
stated in the text. After patterning of the samples and subsequent thorough cleaning they
are entered into the MBE system and pumped to UVH. The baking step in the loading
chamber takes about 5 hours (1 hour baking + 4 hour cooling down) before the samples are
ready to be further transferred into the growth chamber. The last task before the actual
growth begins is to remove the surface oxide. Ga-assisted deoxidation is used as it allows to
avoid additional surface pitting and since it is performed at a temperature lower than 500◦C
severe degradation of the nanohole shape is not encountered. All samples are prepared
according to a standard recipe including a final etch step right before loading into the MBE.
This allows to perform the deoxidation with a fixed set of parameters. Once the amount of
Ga required to completely remove the surface oxide is known, further optimization is not
necessary due to the standard preparation procedure which results in a reproducible oxide
thickness. Nevertheless, the deoxidation process is monitored using RHEED by observing
the emergence of the (2×4) reconstruction of the (1 0 0) GaAs surface. The deoxidation is
stopped once a clear and streaky reconstruction pattern is obtained. In the case that the
oxide layer is thinner than assumed, the deoxidation process can be stopped earlier and if
the oxide layer is thicker more Ga will be provided. It takes some experience to correctly
interpret the RHEED pattern, especially to recognize the onset of the transition to Ga
droplet formation which marks the completion of the deoxidation process. The streaks
of the reconstruction become fuzzier at this point, signalizing to stop the deposition of
pure Ga. Immediately, the As-valve and the As-shutter are opened in order to establish
an As background pressure which is necessary to maintain the stoichiometry between Ga
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Figure 5.1 AFM images of overgrown holes and representative hole profiles. The
lateral size of the holes in (a) was smaller than in (b) which results in enhanced infilling
during GaAs BL. Assuming a similar depth prior to growth the holes in (a) become
shallower than the ones in (b) after deposition of the BL. This is confirmed by the two
representative profiles shown in (c). The dashed line is the profile of a shallow hole in
(a) while the solid line is the profile of a hole in (b).
and As at the surface of the GaAs substrate. This is because As already starts to desorb
from the surface at a temperature of 350◦C [3]. To ensure complete desorption of all oxide
complexes from the surface the sample temperature is quickly ramped up to between 550◦C
and 580◦C where the samples are annealed for a few minutes before being cooled to the
growth temperature of 500◦C [74]. The growth comprises two main steps, the deposition
of a thin GaAs BL followed by the growth of InAs QDs. Although the nanoholes have
been fabricated with greatest care and most surface sensitive methods, a small degree of
surface roughening cannot be avoided. The substrate surface, especially around and inside
the nanoholes, is prone to the formation of defects. Growing a GaAs BL therefore reduces
the chances that features of the regrowth interface influence the structure of the QDs and
hence their properties. A large separation from the regrowth interface and thus a thick BL
is advantageous in this respect. An upper limit of the BL thickness is, however, imposed
by the depth of the nanoholes as the hole shape is not maintained during growth. The
holes become larger and shallower with increasing BL thickness and eventually undergo
a shape transformation before they completely infill [72]. As a rule of thumb, the BL
should not be thicker than the depth of the nanoholes. Since the hole depth is usually
found to range between 20 nm and 30 nm the GaAs BL thickness is limited to the range
of 10 nm to 20 nm. Thinner layers are not recommended since they do not provide enough
separation from the regrowth interface [72]. The deposition of InAs is started right after
completion of the BL. Quantum dots will form in the holes at a layer thickness of less than
1.7 ML, which is the critical thickness for QD formation on planar (1 0 0) GaAs surfaces.
Finally, the sample is rapidly cooled down in order to prevent post growth processes such
as annealing which affect the QD properties, as demonstrated in chapter 6. The As-valve
is closed once the substrate temperature drops below 350◦C. Hereupon, the pressure in
the growth chamber decreases and reaches a stable value of 1×10−8 Torr. The sample can
then be transferred back into the buffer chamber where it is stored in UHV. When a set
of samples has been grown they are placed in the loading chamber where they are brought
to atmospheric pressure in order to take them out of the MBE system.
5.1.1 General structural features
The exact hole evolution during BL growth strongly depends on the lateral size of the
hole, as illustrated in figure 5.1. The sample was patterned using EBL where holes of
different sizes were defined. Two sets of holes with different lateral size were analyzed.
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Figure 5.2 AFM images of a hole array after lithography and a comparable array after
overgrowth. The holes in (a) exhibit an elongation in the [0 1 1] direction. This elongation
is shifted by 90◦ due to a shape transformation of the hole during deposition of a 20 nm
GaAs BL. 1.8 ML were subsequently deposited leading to selective QD formation inside
the holes. Several QDs align in each hole along the preferred direction of hole elongation.
The diameter of the holes in the resist was defined as 70 nm and 90 nm. Wet chemical
etching increases the lateral size by about 30 nm so that diameters of 100 nm and 120 nm
were found after the pattern transfer, respectively. A 20 nm thick GaAs BL was grown
on the pre-patterned substrate followed by the deposition of nominally 1.5 ML of InAs,
which was not enough to enforce QD formation. AFM images of the two sets of holes are
shown after growth, with the smaller holes being depicted in (a) and the larger ones in (b).
The spacings between the holes are 250 nm and 500 nm, respectively. The z-scale is given
in each image implying that the smaller holes are shallower than the larger ones. This
is confirmed by the two representative hole profiles shown in (c) where the hole depth is
measured to about 5 nm and 9 nm for average small and large holes. Smaller holes hence
promote infilling during BL growth. Taking into account the influence of surface curvature
on the local growth rate introduced in chapter 2 a faster filling of the smaller holes is likely
related to a stronger curvature at the bottom of the hole before growth (not shown). This
is possible if the initial depth of the holes is assumed to be equal. Then, a smaller diameter
leads to a smaller flat base at the bottom of the hole which is equal to a larger curvature.
A difference in hole depth can also result during etching for very small hole diameters. In
this case, the narrow channel in the resist complicates the transport of etch solution to
and etch products away from the etched surface. However, the difference in depth of the
above holes is too large to be explained by locally reduced etch rates alone.
Another important observation is made when more InAs is deposited so that QDs selec-
tively form inside the defined holes, as demonstrated in figure 5.2. 1.8 ML of InAs were
grown on top of a 20 nm thick GaAs BL. A hole array with a spacing of 250 nm was etched
30 nm deep into the substrate during EBL prior to growth. The AFM image in (a) shows
a similar hole array which was etched 45 nm deep into the substrate. The holes were
defined as circular structures in the resist but transform into very symmetric rectangular
structures during etching. The reason for that was explained in chapter 3 and is related to
crystallographic etching. The different etch rates of Ga- and As-terminated facets leads to
the observed elongation in the [0 1 1] direction. This elongation is, however, not maintained
during BL overgrowth and subsequent QD formation as the AFM image in (b) reveals. An
array of well positioned QDs is found with several QDs in each hole. The alignment of the
QDs inside the holes is guided by the hole shape which exhibits an elongation along the
[0 1 1] direction, thus perpendicular to the original elongation. The hole shape must have
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Figure 5.3 Size statistics of positioned QDs on a hole array with 250 nm spacing. The
height of the QDs was obtained from AFM height data (a). The corresponding height
histogram is shown in (b). The average QD height is 9.8 ± 2.9 nm. The QD diameters
were extracted from the SEM image in (c) using the software ImageJ [76]. The diameter
histogram is given in (d) and the average QD diameter is 19.8± 5.0 nm.
undergone a transformation during BL growth. The enhanced mobility of Ga adatoms
in the [0 1 1] and [0 1 1] directions leads to a deformation of the holes with an elongation
occurring in these directions. The reason for this enhanced mobility is related to the dif-
ferent faces described earlier. A net migration of adatoms away from Ga-terminated facets
towards As-terminated ones is observed which then leads to the change in the elongation
of the hole.
The size of positioned QDs is of interest because it influences their optical properties.
Larger QDs will exhibit a lower confinement energy, as described in chapter 2. The size
and therefore the emission wavelength of self-assembled QDs grown on planar substrates
can be controlled by adjusting the growth parameters. The indium content of the QDs is
a second parameter influencing the optical properties. It can be varied over a wide range,
e.g. by mixing Ga into the InAs layer. The dependence of the optical properties on QD size
and In concentration have been intensively investigated in the past [77]. A broad range of
values can be accessed depending on the needs for the contemplated application. The QD
size uniformity is a critical aspect when thinking of large scale applications which rely on
identical QDs. A narrow size distribution is therefore favored. While the random nature
of self-assembly inherently produces a certain fluctuation in QD size using nanoholes to
guide the QD nucleation offers a way to possibly increase the size uniformity, provided
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that perfectly uniform hole patterns are available.
The QDs fabricated in this work are designed with the aim to integrate them into resonator
structures such as micropyramids or -pillars as well as photonic crystal cavities in the future
[14, 15]. In this context, small QDs with strong confinement and emission in the range
of 900 nm to 1000 nm are favored. This is assured by depositing pure InAs using rather
high growth rates which lead to the formation of small QDs and by using rather high
substrate temperatures around 500◦C to control the In concentration in the QDs. The
lithography systems used for the hole fabrication are not optimized with regard to size
homogeneity of structures on the few nm scale. Therefore, a fluctuation in the hole size on
the order of 10% could not be avoided. An ordered array of QDs was fabricated in order
to determine the size of the positioned QDs in this work. 1.7 ML of InAs were grown on
top of 16 nm thick GaAs BL. AFM images can be used to measure the height of the QDs
whereas SEM images are more useful to determine the lateral size since the QD diameter
observed in AFM images appears large than it really is due to a convolution of the finitely
sized AFM tip with the measured QD. Figure 5.3 (a) shows an AFM image of the ordered
QD array. The holes are completely infilled which is probably related to the holes being
shallower compared to the sample in figure 5.2. The spacing between the nucleation sites
is 250 nm and two or three QDs are found in most of the holes. The alignment of multiple
dots in the holes along the [0 1 1] direction is similar to the case described earlier and is
caused by an elongation of the hole in this direction during BL growth. Few QDs are also
found between the holes indicating that the amount of deposited material was too high.
The defect holes occurring on this sample could be avoided in later samples by developing
an improved cleaning procedure prior to MBE growth, see chapter 4. The corresponding
height distribution is depicted in (b) and contains only the heights of the positioned QDs.
The average height amounts to 9.8 ± 2.9 nm with the standard deviation being roughly
30%.
The QD diameters were exctracted from the SEM image shown in (c) using the image
analysis software ImageJ [76] which allows for a standardized evaluation of particle sizes.
and is The average QD diameter is 19.8 ± 5.0 nm with a 25% standard deviation. The
corresponding QD diameter distribution is depicted in (d). Not only because of system-
dependent growth parameters but also because of frequently overestimated QD diameters
resulting from the analysis of AFM images it is difficult to compare these values to those in
the literature. To emphasize this fact, the QD diameters were also measured in the AFM
image in (a) resulting in a much larger average value of 32.0±12.7 nm. The larger standard
deviation is probably due to the fact that less QDs could be measured. In general, it is
possible to deconvolute the AFM image if the exact geometry and size of the AFM tip used
for the measurement is known. Such a deconvolution was performed for the AFM image in
(a) assuming a large tip radius of 50 nm. The resulting average QD size is 26.5± 10.3 nm
and thus closer to the value obtained from the SEM image. Abbrasion of the tip during
scanning might alter its geometry and size. In day to day work it is therefore not very
practicable to characterize the AFM tip every time an AFM measurement was performed.
The measurements in the SEM images using the software slightly underestimate the real
QD value but are probably more reliable than the values extracted from the AFM images.
In order to relate these values to conventional self-assembled QDs the same structure was
grown on a planar GaAs substrate. Although the deposited InAs amount of 1.7 ML and
the growth conditions were equal to the overgrowth of the patterned sample QD formation
was not observed on the flat surface. Small precursor states of 10-20 nm in diameter and 1-
2 nm in height were found in AFM images but no regular QDs. This means that the critical
thickness of InAs for QD formation was not reached yet implying that its value should
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Figure 5.4 Size statistics of random self-assembled QDs for reference. Both QD heights
and diameters were extracted from the AFM image in (a). The average QD height is
13.0 ± 1.7 nm and the average QD diameter 38.3 ± 3.9 nm. The histogram for both
quantities is shown in (b).
be above 1.7 ML under the given growth conditions. Thus, another sample with a thicker
InAs layer of 1.9 ML was grown which exhibited a clear 2D→3D transition in the RHEED
pattern, indicating the formation of QDs. This is confirmed by the AFM image depicted
in figure 5.4 where the QD density is similar to the one of the positioned QD sample.
The QD height and diameter distributions were both extracted from the AFM image and
the average values are 13.0 ± 1.7 nm and 38.3 ± 3.9 nm, respectively. The corresponding
histograms are depicted in (b). The values for the QD diameters are overestimated because
a deconvolution of the AFM image was not performed due to the lack of knowledge of the
exact tip geometry. Nevertheless, a few conclusions can be drawn. The observed average
height of the self-assembled QDs is slightly higher than that of the positioned QDs while
the height distribution is narrower with a standard deviation of about 13%. However,
the base of the positioned QDs is likely to be situated below the plane level since they
nucleate inside holes. Therefore, the actual average QD height is probably comparable to
that of the self-assembled QDs. The average QD diameter is significantly higher compared
to the positioned QDs (deduced from comparison of the values which were both extracted
from convoluted AFM images) while the QDs are more uniform with a standard deviation
of about 10%. Altogether, the self-assembled QDs exhibit a larger volume which can
be related to the overall higher amount of InAs deposited so that a larger reservoir of
material is available for each QD. This is accompanied by a slightly longer growth time
which is known to lead to larger QDs [77]. The larger fluctuations in height and diameter
of positioned QDs is probably caused by fluctuations in the hole size. It is known that the
average QD size depends on the volume of the holes used for site-selective growth [72]. A
detailed analysis of QD sizes depending on various parameters such as hole size or hole
spacing will be presented in chapter 6 in the context of control of the structural properties
of positioned QDs.
Two further aspects are important with respect to controlled formation of defect free QDs
at defined locations. The deformation of the holes during BL overgrowth influences the
ordering of the QDs as several aligned QDs were found in each hole instead of one single
QD. The nucleation of these QDs must be related to the transformed shape of the hole and
the exact position of the QDs inside the holes can be investigated by TEM. High resolution
TEM (HRTEM) images can also be analyzed with respect to the formation of defects. Self-
assembled QDs are usually coherently strained and therefore do not contain any defects
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Figure 5.5 TEM investigation of site-selective QDs. The TEM image in (a) reveals
well ordered QDs nucleated in defined holes. The QDs are marked with blue arrows. The
separation between the holes is 250 nm. A magnified TEM image of the part in the white
frame is depicted in (b) revealing three QDs in the hole. While one QD is found at the
center of the hole, two QDs have formed on the sidewalls.
provided that they were grown on a clean surface. The growth on a patterned substrate is
different since the substrate surface was etched and exposed to different substances during
processing. Etched surfaces are subject to roughening which is partly compensated by the
growth of the thin buffer layer. However, the restrictions on the BL thickness emerging
from the fact that the holes fill up during growth possibly lead to an influence of the
regrowth interface onto the formation of QDs and their coherence. Dislocations are one
prominent type of defect that can be found in QDs and which are frequently observed in
very large islands [78]. The occurrence of defects in the QDs likely degrades their optical
properties.
In order to further characterize the site-selective QDs of the above sample (A1053) a thin
lamella containing a row of several holes and thus QDs was cut out of the sample by focused
ion beam and thinned with a beam of Ar+. In this way, a 50-100 nm thin lamella can be
obtained which is then suitable for TEM analysis. The TEM image in figure 5.5 (a) shows
the profile of several positioned QDs. The QDs are free-standing and were only covered
with Pt for the fabrication of the lamella. Three holes are observed with two or three
QDs nucleating inside, as indicated by the blue arrows. The spacing between the holes is
250 nm. The interface between the patterned substrate surface and the GaAs BL is not
observed as the contrast is too low. Variations in the contrast might be due to electrostatic
loading of the sample during investigation or variations in the thickness of the lamella. A
HRTEM image of the middle hole containing three QDs is shown in (b) and reveals some
information on the QD positions inside the hole. The middle QD is found in the center of
the hole and is also the largest of the three, both in diameter and height. The other two
QDs are found at the tilted sidewall of the hole, possibly close to the rim. This implies
that two favorite sites for QD formation inside holes can be distinguished, namely at the
center of the hole and on the sidewalls. The first nucleation site is consistent with the
earlier analysis which led to the local growth rate enhancement at the center of the hole
due to increased In adatom migration to this site, compare the diagram in figure 2.8 (c).
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Figure 5.6 A HRTEM image with atomic resolution of the QD from the center of the
hole is shown in (a). The dome-like shape of the QD is revealed. Crystallographic planes
can be identified in the Fourier transform of the HRTEM image, (b). Selecting particular
reflexes it is possible to investigate structural defects inside the QD. The inverse Fourier
transform of the (1 1 1) and (1 1 1) reflexes is shown in (c) and (d), respectively. The
yellow ellipses mark irregularities in the line pattern, indicating lattice defects. A few
edge dislocations are also marked.
There, two significantly smaller local growth rate maxima emerge at each side of the
central growth rate maximum in addition. Their positions correspond very well with the
observation of the QDs nucleating on the sloped side of the hole. Also, the reduced height
is an indication of a lower local growth rate compared to the center. Not all holes exhibit
the same QD arrangement. Other holes contain for example two QDs, each nucleating at
the sidewall, or one QD in the center and another QD at the sidewall. Local variations
in the hole’s profile, size and depth which originate from imperfections in the lithographic
definition of the holes likely influence the nucleation of the QDs in the holes and therefore
account for the different QD configurations which have been observed.
In order to further investigate the QD structure a HRTEM image with atomic resolution
was taken of the middle QD, as depicted in figure 5.6 (a). The measured size is in agreement
with the statistical evaluation provided earlier. The shape of the QD is well observed and
can be described as dome-like. In general, differences in the contrast might result from
thickness variations of the lamella but if they are observed on a short scale they are more
likely related to inhomogeneities in the material distribution. Even if pure InAs was grown
on GaAs the emerging QDs do not consist of pure InAs. Interdiffusion leads to mixing
of In and Ga in the respective layers at the interface. Unless special measures are taken
to introduce diffusion barrier layers, InAs QDs will always contain a certain amount of
Ga which is largest at the interface between InAs and GaAs. Similarly, the GaAs BL on
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top of which InAs is deposited will also contain some amount of In with a gradient in the
opposite direction. Thus, the In concentration is highest at the top of the QD and some In
is found in the GaAs layer below the QD. Such In concentration profiles could be revealed
by TEM [77], grazing incidence x-ray diffraction [79] or cross-sectional scanning tunneling
microscopy [80] in the past. Elements with higher atomic number Z appear darker in the
TEM image. The dark areas in the HRTEM image in (a) are hence regions of higher In
content since In has a lower atomic number than Ga (ZIn = 31 and ZGa = 49). This is
at least true for the part below the QD where only the layer was imaged. An influence of
the Pt cover on the contrast in the QD cannot be completely ruled out since it produces
dark spots around the QD as well (ZPt = 78). Since the lamella containing the QD
has a thickness of 50-100 nm Pt is found before and behind the QD in the given image
which possibly interferes with the material contrast inside the QD. The inhomogeneities
in the material distribution are marked with white arrows. The Fourier transform (FT)
of the HRTEM image in (a) can be used to identify crystallographic planes of the sample.
The regular order of the atoms observed in the image and the specific crystal structure
of GaAs and InAs lead to the reciprocal space image in (b) after performing the FT. A
regular pattern of distinct spots is obtained with each spot corresponding to a specific
crystal plane. The streaks in the FT image are artifacts originating from the edges of
the real space image as the periodicity is abruptly broken. The reflexes of the {1 1 1}
planes are marked and are further used to investigate possible structural defects in the
QD. Diagonally opposite reflexes belong to the same planes because the corresponding
vectors normal to the planes are parallel but point in opposite directions. The (1 1 1) and
(1 1 1) reflexes were selected and the inverse FT was performed in order to obtain a real
space image only containing the (1 1 1) planes, as depicted in (c). The sames was done
for the (1 1 1) and (1 1 1) reflexes resulting in a real space image containing the (1 1 1)
planes, see (d). The profile of the QD is visible and the diagonal lines represent the
respective crystal planes. If defects were not present, a regular pattern of straight lines
would fill the profile of the grown structure. Varying intensity along a line is related to
the differences in contrast of the original image. Disrupted lines, however, indicate the
occurrence of defects. Edge dislocations are easily identified by abruptly ending lines.
Other defects such as stacking faults are more complicated to investigate and require a lot
of experience in defect analysis. Regions marked with yellow ellipses exhibit irregularities
in the line pattern and are thus possibly related to defects. Some edge dislocations are
also indicated, mostly emerging at the edge of the QD. The GaAs layer and the central
part of the QD show a perfectly periodic line pattern and are therefore considered to be
free of defects. Altogether, the site-selective QD appears to be coherently strained with a
few defects forming close to its surface and at the transition of the QD to the flat surface.
The latter observation is consistent with the fact that the accommodated strain leads to
a strong deformation of the lattice at the transition of the QD to the flat surface [81].
5.1.2 Photoluminescence measurements
After structural characterization of the site-selective QDs, their optical properties are
considered next. Besides growing QDs at defined locations it is important that they are
of high enough optical quality in order to be useful for applications in which they act as
emitters, for example. Photoluminescence measurements can be used to investigate the
optical quality of the QDs. Two samples were prepared in order to refer the measured PL
to a particular configuration of site-selective QDs. The first sample contains a 16 nm GaAs
BL grown on a patterned substrate followed by the deposition of 1.8 ML InAs resulting in
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Figure 5.7 An AFM image of the uncapped reference sample reveals the regular QD
array, (a). The hole spacing is 250 nm. The size statistics were extracted from the
AFM image. The QD height histogram is shown in (b) and the average QD height is
14.2± 4.3 nm. The QD diameter histogram is given in (c) and the average QD diameter
is 33.4± 6.3 nm.
QD formation. The second sample is similar but was additionally covered with a 90 nm
thick capping layer of GaAs. An AFM image of the uncapped reference sample is shown
in figure 5.7 (a). Again, mainly double QDs nuleate in the defined holes which were
58.4 ± 6.1 nm in size (measured along the elongated side, i.e. in the [0 1 1] direction)
after lithography. The double dots are aligned in the [0 1 1] direction due to the shape
transformation of the hole during BL growth, just as before. The slightly larger amount
of deposited InAs leads to larger QDs which is confirmed by the QD height and diameter
distributions given in (b) and (c), respectively. The average QD height amounts to 14.2±
4.3 nm and the average QD diameter is 33.4±6.3 nm. Despite the larger size of the QDs the
size uniformity is in the same range as before with the standard deviations being 30% for
the height and 19% for the diameter. A few unintentional holes are present on the sample
as well as QDs nucleating in between the defined nucleation sites. The first problem could
be later solved by improving the sample preparation process while the second problem of
QD nucleation between the defined sites will be addressed in chapter 6 by introducing a
post growth treatment.
The capped sample was placed into a continuous flow liquid helium cryostat and cooled
down to 10 K for the PL measurement. Since only small arrays of 100 µm in size were
patterned it is essential to precisely locate these arrays once the sample is in the cryostat. A
pair of x- and y-nanopositioners was available in the cryostat allowing for access of different
regions on the sample surface. A helium-neon laser beam at 632.8 nm is used to excite
electrons in the sample above the GaAs band gap. The excited electrons in the conduction
band and the emerging holes in the valance band possibly relax to their respective band
edges in the InAs QD, bound together to form an exciton and finally recombine by emitting
a photon. The resulting emission of the QD is collected in reflection geometry using a 100×
objective. The PL signal is dispersed with a 1.26 m grating spectrometer and detected
with a silicon CCD which is cooled by liquid nitrogen. The laser beam is strongly focused
onto the sample so that a spatial resolution of about 1 µm is achieved, thus allowing for
µ-photoluminescence measurements.
Four spectra were taken at different locations on the patterned array. For reference, an-
other four spectra were recorded on unpatterned regions. All these spectra are shown in
figure 5.8. The integration time during data acquisition was 5 s. Single QD emission lines
are observed both in the patterned region, (a), and in the unpatterned region, (b). A
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Figure 5.8 Micro-PL spectra were recorded in the patterned region at four different
locations, (a). The hole spacing is 250 nm. Since the laser spot is focused to 1µm, several
QDs are illuminated at the same time. For reference, four spectra were recorded in the
unpatterned region, (b).
difference between the spectra on the pattern and off the pattern is not obvious at first
sight. The hole spacing in the patterned area was 250 nm. Since the spatial resolution
is larger than the separation between the site-selective QDs several QDs will be excited
simultaneously. Further complication arises from the fact that QDs nucleating between
the holes will also contribute to the PL signal. It is thus not possible to distinguish the
emission of site-selective QDs from that of self-assembled QDs. A qualitative statement
on the optical quality of the site-selective QDs is however desired. Combining the AFM
measurements of the uncapped sample with the PL data it is possible to deal with this dif-
ficulty and to estimate the degree of photoluminescence originating from positioned QDs.
This statistical analysis is based on a comparison of the QD density in the unpatterned
region with the density of QDs in the patterned region. The latter density can be further
specified by distinguishing between positioned QDs and QDs nucleating between the de-
fined sites. Thus, three different types of QDs can be identified. The densities are then
related to the observed PL intensities by the following equation
c · IPL = η · n . (5.1)
The PL intensity IPL is integrated over the range given in figure 5.8 and divided by the
power of the incident laser to account for detector spectral response. The proportionality
constant c is necessary as quantities with different units are related to each other. The
density of the QDs contributing to the PL signal is given by n. It is not known whether the
site-selective QDs emit as efficiently as the self-assembled QDs. Introducing the effective
quantum efficiency η, which takes values between 0 and 1, can account for that fact. It
is assumed that self-assembled QDs in the unpatterned region have the highest efficiency
which is therefore set to ηun = 1. Several AFM images were analyzed to determine the
average densities of the respective QD types. Besides the array with 250 nm spacing a
second array with 500 nm spacing was investigated by AFM on the uncapped sample and
by PL measurements on the capped sample. The QD densities as well as the respective
integrated PL intensities are summarized in table 5.1.
Provided that QDs found between the holes emit as efficiently as QDs in the unpat-
terned region the integrated PL intensity of these QDs should be equal to the ratio of
the respective QD densities times the integrated PL intensity from the unpatterned re-
gion. Using equation 5.1 this reads (nbet/nun) · IPL,un = IPL,bet. Plugging in the val-
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Spacing Region Index n IPL
[1/µm2] [105 counts/mW]
unpatterned un 28.8 5.15
250 nm between holes bet,250 18.5 4.54
in holes in,250 30.9
500 nm between holes bet,500 23.1 5.57
in holes in,500 1.5
Table 5.1 Values of the parameters used in the statistical evaluation of the PL signal.
The density of QDs is denoted with n while the integrated PL intesity is given by IPL.
ues (taken from table 5.1) on the left hand side leads to an integrated PL intensity of
about 3.3 × 105 counts/mW. The PL intensity from the array with 250 nm spacing being
4.5 × 105 counts/mW exceeds this number by almost 40%. The extra light must hence
originate from the site-selective QDs in the holes. The effective quantum efficiencies can
be derived by setting up the linear system of equations
c · IPL,un = ηun · nun
c · IPL,250 = ηbet,250 · nbet,250 + ηin,250 · nin,250 (5.2)
c · IPL,500 = ηbet,500 · nbet,500 + ηin,500 · nin,500
and solving for the unknown efficiencies ηin and ηbet. Here, it is assumed that ηin,250 =
ηin,500 = ηin and ηbet,250 = ηbet,500 = ηbet. The solution reads ηin/ηbet = 0.306 and
ηbet/ηun = 0.996. These results show that the effective quantum efficiency of QDs nu-
cleating between the holes is practically equal to that of the QDs in the unpatterned
region, which is consistent since both types of QDs are formed in the same way so that
they should not exhibit any differences in their optical quality. More important, the site-
selective QDs have an effective quantum efficiency of about 30% of that of QDs nucleating
between holes. The inferior optical quality is likely related to the occurrence of defects,
as described above. Nevertheless, the site-selective QDs are optically active and the sta-
tistical method presented here can be very useful in the course of optimization of sample
fabrication and QD growth.
5.2 Influence of pattern and growth parameters on quantum dot
formation
The general structural features of positioned QDs and their optical properties have been
described. Several QD arrays have been shown which were grown under similar conditions
but using different hole geometries. Double dot nucleation was found in small shallow
holes whereas longer chains of four or more QDs formed inside of larger and deeper holes.
Besides defining the QD position it is also important to control the QD distribution, i.e.
the number of QDs per hole and the overall QD density. The hole size influences the QD
formation so that larger holes will accommodate more QDs. Atkinson et al. investigated
in detail the relationship between hole size, deposited amount of InAs and QD occupancy
[72]. They found an increase in the average number of QDs per hole for larger holes which
is in agreement with the above observation. Furthermore, the QD occupancy for a given
hole size depends on the deposited amount of InAs. The number of QDs per hole increases
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Figure 5.9 Influence of lateral hole size on QD formation in the holes. The AFM
images show parts of a QD array in which the original hole diameter before BL growth
was 60 nm, (a), and 85 nm, (c). Representative height profiles reveal the formation of
QDs inside the holes, while the smaller holes, (b), are shallower than the larger ones, (d).
Infilling is promoted for smaller holes.
if more material is provided. The influence of several pattern and growth parameters
on the QD formation is investigated in order to gain further insight into the control of
QD nucleation. The lateral hole size, the buffer layer thickness and the amount of InAs
are expected to be critical parameters in this context. Four samples were prepared with
optimized EBL and cleaning procedure so that QD formation is only observed inside the
holes. Each sample contains several hole arrays with varying lateral hole size and hole
spacing. The BL thickness and the deposited amount of InAs were varied.
5.2.1 Lateral hole size
A 15 nm BL was grown on a patterned substrate followed by the deposition of 1.6 ML of
InAs which is below the critical thickness of QD formation on flat GaAs layers. The holes
were etched 30 nm deep into the substrate and had an average lateral size of 60 nm and
85 nm before overgrowth. The pattern spacing was 250 nm. AFM images containing a part
of the QD arrays and representative profiles of QDs in the holes are shown in figure 5.9.
The array with the originally 60 nm large holes is depicted in (a) while the QDs grown
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Lateral hole size Spacing Average QD occupation
60 nm 250 nm 2.2± 1.8
500 nm 2.5± 1.1
85 nm 250 nm 3.7± 1.6
500 nm 4.9± 1.4
1000 nm 6.3± 1.3
Table 5.2 The average QD occupation was measured for different lateral hole sizes on
several hole arrays with varying spacing. Both larger holes and larger hole spacings lead
to higher QD occupations.
on the 85 nm large holes are presented in (c). Two profiles of several QDs in a hole were
extracted from the AFM scans and are shown in (b) and (d) for the smaller and larger
holes, respectively. In both cases the holes have grown in size due to the overgrowth with
GaAs, as seen in the profiles. Although both hole types become shallower, the difference
in the original hole sizes influences the growth process. The smaller holes are faster infilled
during BL growth so that the positioned QDs are almost at surface level. The depth of the
larger holes is not as strongly decreased so that the nucleating QDs are almost completely
contained inside the holes. Quantum dots are found in the center of the hole and at the
tilted sidewall, which is consistent with the earlier observation. The real height of the QDs
can be deduced from the profiles and is on the order of 10 nm. This is consistent with
other samples grown under similar conditions. The lateral hole size affects the number of
QDs nucleating inside the holes. The average QD occupation on QD arrays of different
spacing is given in table 5.2. The average number of QDs in the small holes does not seem
to strongly depend on the spacing. This is explained by the fact that some of the holes
are close to being or have already been filled up prior to QD growth, as confirmed by the
QD array shown in (a). Hence, the hole volume is small and can only accommodate a
certain amount of InAs. These holes which are not completely filled contain on average
the maximum number of QDs which fit into the hole. The large standard deviation can
be related to non-uniformities in the original hole size. The situation is different for the
larger holes. First, the average number of QDs per hole is larger compared to that of
the smaller holes. This is explained by the larger hole volume which can consequently
accommodate a larger amount of QDs. Second, the QD occupation clearly depends on the
hole spacing and increases with larger spacing. The reason is, that on the dense pattern
the deposited InAs feeds a larger number of holes so that the reservoir of In adatoms for
each individual hole is smaller compared to the sparser arrays. If all material is consumed
and the maximum number of QDs that a hole can accommodate on average is not reached,
a lower QD occupation is found. If the spacing between the holes is increased, the reservoir
of In adatoms for each hole is larger and thus, more QDs can nucleate inside the hole. The
QD occupation increases till the maximum number of QDs that the holes of a given size
can contain is reached. Finally, the QD occupation can be controlled by varying the lateral
hole size. It depends, however, on the spacing between holes if the amount of provided
InAs is not enough to fill the holes with the maximum number of QDs.
5.2.2 Buffer layer thickness
Next, the BL thickness was varied. AFM images of three samples with a BL thickness
of 5 nm, 15 nm and 35 nm are shown in figure 5.10. The holes had a lateral size of about
85 nm before growth and the separation is 500 nm. The influence of the BL thickness on
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Figure 5.10 Three samples with different BL thickness and subsequent InAs deposition
were prepared. The lower row of images is a magnification of the images in the upper
row. A 5 nm BL does not lead to a closed film so that many QDs nucleate inbetween the
holes, (a). The 15 nm BL leads dominant QD formation inside the defined holes, (b). At
ab BL thickness of 35 nm some hole have been almost infilled, (c). The z-scale is 21.3 nm,
24.4 nm, 26.3 nm for (a), (b), (c), respectively.
the QD occupation as well as the QD size is investigated. The larger holes are favored for
this analysis since they are not filled up as quickly as the smaller ones during BL growth.
A few general characteristics can be deduced from the AFM scans. The deposition of 5 nm
GaAs does not lead to the formation of a closed BL. Small pits are observed between the
defined holes in (a). The pits are up to 5 nm deep and thus reach down to the regrowth
interface. The pits are likely related to the short high temperature step introduced after
Ga-assisted deoxidation. The sample is quickly ramped to 580◦C and annealed for 2 min
in order to remove possible residual oxide compounds. This is necessary to ensure full
deoxidation but the short annealing at high temperature is obviously sufficient to promote
the formation of pits on the freshly deoxidized surface. The 5 nm BL is not thick enough
to fill up the unintentional holes. Residual surface contamination cannot account for the
occurrence of the observed pits since the BL is finally closed when more GaAs is deposited,
as seen in (b). Surface contamination would not allow for the closure of the BL as the Ga
adatoms tend to keep away from the defect area. This is the result of the earlier TEM
analysis of a defect hole which led to the subsequent optimization of the sample cleaning.
The formation of the small pits is disadvantageous as it leads to the nucleation of QDs
beyond the defined sites. Since a lot of pits are present many QDs are found between the
fabricated holes. This, of course, interferes with the attempt to control the QD position.
The holes contain a few QDs but it is questionable whether they are coherent since the
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Figure 5.11 The QD occupation is plotted with respect to the hole spacing for different
BL thicknesses. The lines are only a guide to the eye. The QD occupation is highest
for the 15 nm BL and generally increases with larger hole spacing, once the BL forms a
closed film.
thin BL is probably not sufficient to account for the surface roughness in the hole resulting
from etching. The deposition of 15 nm GaAs is enough to fill up the unintentional pits
and to provide a smooth and closed BL. In general, QD nucleation is only observed in
the defined holes, with a few exceptions where defects are still present in the BL. Several
QDs are found in each hole and every hole seems to be occupied, as observed in (b).
Further increasing the BL thickness up to 35 nm slightly changes this situation because
some of the originally 30 nm deep holes have been almost filled up and consequently reduce
their attractive potential for site-selective QD formation, as seen in (c). Hence, not all
defined sites exhibit several QDs. Also, the average number of QDs per hole seems to have
decreased compared to the sample with the 15 nm thick BL.
A quantitative analysis was performed to verify the above observations. The QD occu-
pation was extracted from AFM images and was related to the hole spacing (pitch) for
the different BL thicknesses. The results are presented in the diagram of figure 5.11.
Two different trends can be described. First, the QD occupation slightly decreases from
2.3 QDs/hole to 1.5 QDs/hole with increasing pitch in case of the thin BL. Second, the QD
occupation increases with the pitch for the other samples. The opposed behavior is not
precisely understood. Possibly, it can be explained by the formation of QDs between the
holes which is observed on the thin but not on the thicker BLs. The deposited amount
of InAs limits the number of nucleating QDs. In case of the 5 nm BL, some In adatoms
diffuse into the defined holes whereas the larger part forms QDs at random sites. Since
the defined holes cover a certain fraction of the substrate surface, less random pits are
found per unit area on the dense hole array. This is confirmed by counting the number
of randomly nucleating QDs. In representative areas an average density of 44 QDs/µm2,
57 QDs/µm2 and 75 QDs/µm2 was found between the defined holes for a spacing of 250 nm,
500 nm and 1000 nm, respectively. The number of defined holes in one µm2 is 9, 4 and 1
for the different spacings. The gain in random QDs per unit area with increasing spacing
(13 QDs/µm2 and 17 QDs/µm2) is larger than the decrease in the hole number (5 holes/µm2
and 3 holes/µm2) so that less material possibly leading to QD formation is available for
each defined hole on average. Unintentional random QDs are essentially not observed on
the samples with thicker BLs. For 15 nm and 35 nm the average QD occupation increases
with larger spacing. This can be explained by the fact that the holes do initially not
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(a) (b)
Figure 5.12 The distribution of QD occupations is given different BL thicknesses. The
hole spacing is 250 nm in (a) and 500 nm in (b). The distributions are rather broad, but
slightly shift to tower occupation values for thicker BLs.
contain the maximum number of QDs that could be accommodated. Increasing the hole
spacing reduces the hole density and thus more material is available for each individual
hole, effectively increasing the number of nucleating QDs. The average QD occupation
increases from 3.7 QDs/hole to 6.3 QDs/hole for the 15 nm BL and from 2.5 QDs/hole to
3.1 QDs/hole for the 35 nm BL. Despite the thick BL all holes are still occupied which is
an indication that they have not completely filled up yet. However, the QD occupation is
lower on the 35 nm BL for all spacings. The reason is that the holes become shallower with
increasing BL thickness and therefore lose their attractive force for QD formation which is
based on the surface curvature. The local accumulation of InAs is reduced and hence less
QDs nucleate in the defined holes. The dependence of the average QD occupation on the
hole spacing is also reduced as the increase from the 250 nm to the 1000 nm spacing is only
0.6 QDs/hole (compared to 2.6 QDs/hole on the 15 nm BL). The reason is again related
to the transformation of the hole shape. The reduced potential for adatom accumulation
weakens the dependence on the surrounding. Less material is attracted into the holes so
that the competition between neighboring holes decreases. An increase in hole spacing
does therefore not lead to a strong gain in QD formation.
Besides the average QD occupation the distribution of occupation numbers is also of inter-
est. In an ideal case, a narrow distribution is desired which means that the QD occupation
can be well controlled on a given pattern and the fluctuations can be reduced to a minimum.
The actual number of QDs/hole should then be determined by the hole geometry and the
process parameters. The QD occupation distributions were calculated for the different BL
thickness and two hole spacings. The resulting diagrams are depicted in figure 5.12. The
distributions for the array with 250 nm spacing are shown in (a). The distribution for the
5 nm BL reaches from 0 QDs/hole to 5 QDs/hole while more than 60% of the holes contain
two or three QDs. The distribution is, however, not very meaningful since a lot of QDs
have nucleated between the holes and it is doubted that the site-selective QDs are free of
defects. The distribution of QD occupations is rather broad in case of the 15 nm thick BL.
It ranges from 0 QDs/hole to 6 QDs/hole and 2, 3, 4, 5 and 6 QDs are found in more than
10% of the holes each. This large spread is likely related to fluctuations in the original hole
size. The distribution becomes even broader when growing the QDs on top of the 35 nm
thick BL. The peak has shifted to the left so that lower occupation numbers are more
frequent. More than 15% of the holes are unoccupied. The corresponding distributions for
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(a) (b)
Figure 5.13 The average QD height is plotted with respect to the BL thickness, (a),
and the hole spacing, (b). While the QD height is smallest for the thinnest BL it is
rather constant for a BL thickness of 15 nm and 35 nm. The hole spacing has only little
influence on the QD height.
the 500 nm spaced hole array are given in (b). The position of the distributions is similar
to the lower spaced array but the widths have narrowed. More than 65% of the holes
contain two QDs on the 5 nm BL. Due to the same concerns mentioned above, this result
should not be over-interpreted. The distribution for the 15 nm BL is still rather flat but
extends only from 3 QDs/hole to 7 QDs/hole. An explanation for the narrower distribution
is difficult since the fluctuation in hole size should be the same as for the 250 nm array.
The reduced hole density possibly enforces a more equal distribution of material. Locally
varying growth conditions due to fluctuations in hole size are likely enhanced if the holes
are closer together. The QD growth inside a particular hole on the larger spaced array is
then less influenced by its local surrounding since neighboring holes are further away. The
distribution for the 35 nm BL has again shifted to lower QD occupation values and more
than 50% of the holes contain two or three QDs. Only a few holes contain no QDs which
is an improvement compared to the 250 nm array. Both, pattern spacing and variation of
the BL thickness affect the QD distribution. Larger spacings promote higher numbers of
QD per hole and slightly more uniform distributions for a given hole size. Thicker BLs
can decrease the QD occupation while slightly improving the occupation uniformity.
In addition to the evaluation of the QD distribution, a short analysis of the relationship
between QD size and BL thickness is provided. The average height of the positioned QDs
was measured on the 500 nm array and was related to the BL thickness, as shown in the
diagram of figure 5.13 (a). An increase in the QD height from about 6 nm to 10 nm is
observed when the BL thickness changes from 5 nm to 15 nm. Due to the unintended
QD nucleation between the holes, less InAs is available, on average, to be accumulated
in the holes overgrown with the 5 nm BL. It is questionable if the rough surface allows
for efficient growth rate enhancement in the hole. The average QD height decreases from
10 nm to about 4 nm on the 35 thick BL. The efficiency to attract In adatoms depends
on the hole profile and the associated surface curvature. The overgrown holes lose their
shape with increasing BL thickness and therefore their potential to locally accumulate In
adatoms. This is the cause for the reduced QD height on the 35 nm BL as the holes in
which the QDs nucleate have become much shallower. The dependence of the QD height
on the pattern spacing is not very significant, as illustrated by the diagram in (b). The
average QD height was measured for different hole spacings on the sample overgrown with
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Figure 5.14 The average QD occupation is given depending on the hole spacing for
different amounts of deposited of InAs. The occupation increases with larger spacing and
with larger InAs amount.
the 35 nm thick BL. The average QD height slightly increases from 3.3 nm for the 250 nm
spacing to 3.9 nm and 3.8 nm for the 500 nm and 1000 nm spacings, respectively. The
standard deviation amounts to about 25% in all cases. The QD height and hence the QD
size is more influenced by the BL thickness.
5.2.3 InAs amount
The increase of the number of QDs per hole with larger hole spacing was related to a
larger reservoir of InAs for each individual hole on sparser arrays. Therefore, the amount
of available InAs plays a role in the formation of a particular QD distribution. The amount
of provided InAs was varied in order to investigate its effect on the QD occupation and size.
1.5 ML and 1.6 ML of InAs were deposited on a patterned substrate which was overgrown
with a 35 nm GaAs BL. The QD occupation was measured for different hole spacings.
The results are shown in the diagram of figure 5.14. In the case of 1.6 ML, essentially
all holes are occupied, independent of the pitch. A slight increase of the occupation with
larger spacings from 2.5 QDs/hole to 3.0 QDs/hole is observed, as analyzed before. The
occupation values are smaller for the lower InAs amount and the increase with hole spacing
is a little stronger, from 0.9 QDs/hole to 2.1 QDs/hole. The trend is the same as for the
1.6 ML of InAs but the reduced amount of deposited InAs is responsible for the lower
occupation. The relative value for the standard deviation of the average occupation is not
improved by the 1.5 ML of InAs but the absolute values are lower than for 1.6 ML. This is
reflected in the occupation distribution.
The diagrams in figure 5.15 depict the occupation distributions for 1.5 ML and 1.6 ML
of InAs on the 250 nm (a) and 500 nm array (b). While in (a) the distribution is rather
broad and flat for 1.6 ML, the distribution for 1.5 ML rises with smaller occupation and
is maximum at 0 QDs/hole. Almost 50% of the holes are unoccupied. The amount of
InAs is not sufficient to form QDs in the majority of holes. As a result, the shape of
the occupation distribution is different from the sample containing 1.6 ML. The latter also
contains not enough InAs to occupy all holes with QDs but the variation in occupation
values is much larger. This might be due to fluctuations in the original hole size combined
with the insufficient amount of InAs. The situation on the 500 nm array is another, as
seen in (b). 1.5 ML of InAs is enough to populate almost all holes with QDs with almost
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Figure 5.15 The QD occupation distributions are shown for different amounts of de-
posited InAs. The hole spacing is 250 nm for (a) and 500 nm for (b). Smaller amounts of
InAs lead to a narrower distribution which shifts to lower occupation values.
80% of the holes containing one or two QDs. The distribution is narrower than for the
1.6 ML sample where two or three QDs are found in about 50% of the holes. Varying
the deposited amount of InAs it is thus possible to influence not only the occupation but
also the occupation distribution. Lower amounts lead to narrower distributions on average
which is favorable, if a uniform occupation is aimed at.
Finally, the QD height was analyzed with respect to the amount of InAs. The expected
reduction in QD size is observed in the diagram of figure 5.16 where the average QD height
is given with regard to the hole spacing for 1.5 ML and 1.6 ML of InAs. The values were
measured on samples containing a 35 nm GaAs BL. While a slight variation of the height
is observed depending on the pitch, the average QD height is a factor of three lower when
1.5 ML of InAs is deposited instead of 1.6 ML. The small change in the InAs amount has a
strong effect on the QD height. This has to be considered when searching for appropriate
QD configurations and sizes. However, other techniques like post growth annealing are
available to control the QD size after growth so that the benefits of reduced deposition
amounts could be used while maintaining a certain freedom in adjusting the QD size, in
general.
5.3 Quantum dot growth on dry etched hole arrays
One inherent problem in the hole fabrication process used for the above investigations
is the limited control of the hole profile due to the use of wet chemical etching. Crys-
tallographic etching leads to lateral etching which substantially enlarges a hole, with the
increase in diameter being approximately proportional to the etch time. Furthermore,
major crystallographic planes of the GaAs substrate, {1 1 1} in this case, will be etched
so that an originally round hole in the resist transforms into a rectangle in the substrate.
Another consequence is that the sidewalls of the holes will hence correspond to major
crystal planes of the GaAs substrate so that their slope can hardly be controlled. Different
etch rates for orthogonal crystal directions finally result in an elongation of the holes in
the [0 1 1] direction.
It was shown in chapter 3 that reactive ion etching can be used to partly circumvent
the described limitations of WCE. EBL and RIE with an inductively coupled plasma was
used to fabricate hole arrays in which the holes exhibit steep sidewalls of up to 90◦. The
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Figure 5.16 The average QD height was measured on differently spaced arrays for two
amounts for InAs. While no significant dependence on the hole spacing is observed, the
QD height increases with the deposited amount of InAs.
hole shape is largely maintained and the elongation of the holes in the particular [0 1 1]
direction could be reduced. A set of three samples was fabricated for which the etch time
was varied in order to study the dependence of the QD occupation on the hole depth. The
samples were etched with a mixture of SiCl4 and Ar with a ICP power of 150 W and a RF
power of 20 W in order to obtain a low etch rate. The three samples were etched for 10 s,
15 s and 20 s. Afterwards, the remaining resist was removed and the samples were cleaned
according to the optimized procedure. Ga-assisted deoxidation was used to remove the
surface oxide and a 12 nm thick GaAs BL was grown on top of the patterned substrate
after a quick annealing at 560◦C. The deposition of 1.6 ML InAs led to the formation of
site-selective QDs with essentially no random QDs nucleating on the flat surface between
the holes.
Four AFM images of QD arrays are shown in figure 5.17. The amplitude signal is shown for
better contrast and representative height profiles were extracted from height images. The
images in (a) and (b) belong to the sample etched for 10 s and the ones in (c) and (d) to the
sample etched for 20 s. The hole spacing is 500 nm. The two arrays of each sample differ
by the hole size. The original hole sizes defined in the resist were equal in (a) and (c) and
in (b) and (d), while the holes were smaller in the first two arrays. The situation slightly
changes during dry etching since lateral etching cannot be completely avoided. The longer
the etch time, the larger a hole becomes. As a consequence, the originally equal holes of
the two samples differ in size after dry etching. Additional complication arises from the
fact that in RIE the etch depth of narrow structures for a given etch time depends on the
lateral size of the structure. This is referred to as RIE lag. Hence, on each sample larger
holes become deeper. Nonetheless, it is possible to qualitatively analyze and compare the
samples with different etch times with respect to the QD occupation. In all AFM images
QD formation is only observed inside the holes, which proves the high selectivity of the
holes for QD nucleation. The average diameter of the holes in the arrays of (a) and (b)
after GaAs BL overgrowth were determined as 92 nm and 119 nm, respectively. Despite
the thin BL, considerable enlargement of the holes is observed induced by the overgrowth.
As observed in the respective height profiles, the holes in (a) are shallower compared to
those in (b). The described RIE lag effect is one reason, but as before, small holes tend to
infill faster than larger ones. As a consequence, more QDs are found to nucleate in each
hole on average in (a). A similar situation is observed for the sample which was etched for
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Figure 5.17 AFM images of site-selective QDs formed in dry etched holes are shown.
The holes in (a) and (b) were etched for 10 s, the holes in (c) and (d) for 20 s. The average
size of the holes after BL growth is given for each AFM image. Representative height
profiles were extracted.
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Figure 5.18 The average QD occupation was measured for different etch times and
thus different hole depths, (a). The hole spacing is 500 nm and the holes were of the
same size before etching. In (b), the average QD occupation is shown with respect to the
hole diameter after BL overgrowth for the differently etched samples. Since each three
holes were originally equal in size, it is demonstrated that longer etch times lead to a
lateral increase in hole size. For a given etch time, the QD occupation slightly increases
with the hole diameter. Only for the longest etch time, the QD occupation decreases.
The effect of the hole depth is also observed. The hole spacing is 500 nm.
20 s. The holes in (c) are shallower than the ones in (d) and the number of QDs per hole
decreases for the deeper holes.
A quantitative evaluation of the QD occupation led to the diagrams of figure 5.18. In (a)
the average QD occupation is given with respect to the etch time, thus the hole depth. In
order to extract these values the same arrays, i.e. same original hole size and same hole
spacing (500 nm), were analyzed on the three samples. As described above, the originally
equal hole diameters are not conserved during dry etching, but this does not interfere
with the observed trend, that the QD occupation decreases with increasing hole depth.
The average diameters of the analyzed holes were 101.9 ± 33.8 nm, 118.4 ± 14.0 nm and
129.5 ± 5.5 nm for the samples etched for 10 s, 15 s and 20 s, respectively. The average
QD occupation drops from 3.0 ± 1.1 QDs/hole to 1.4 ± 0.5 QDs/hole. Apparently, the
fluctuation of QD occupations has also decreased as deduced from the lower standard
deviation. The diagram in (b) shows QD occupation depending on the hole diameter for
the three samples. The original hole diameters were equal for each sample, but dry etching
and overgrowth lead to the described enlargement of the holes. Longer etch times result
in larger holes. Furthermore, the behavior seen in (a) is reproduced for all hole sizes.
Namely, the average QD occupation values of the sample etched for 20 s are below those
of the sample etched for 15 s and these are again below those of the sample etched for 10 s.
Nevertheless, a different dependencies on the hole size are noticed for the three samples.
For the samples etched for 10 s and 15 s the average QD occupation slightly increases with
larger hole diameter. This is in agreement with the investigations of wet chemically etched
holes, for which a similar behavior was found. However, the sample with the deepest holes
exhibits an opposite dependence. Here, the average QD occupation constantly decreases
with increasing hole diameter. A possible explanation might be related to the fact that
the sidewalls become steeper with increasing hole depth. Therefore, QD nucleation on
the sidewalls, as found in shallow holes, is probably inhibited and QD formation is only
observed at the bottom of the holes. As a consequence, site-selectivity can be improved
by deeper holes. This is confirmed by the observation, that on the array with the deepest,
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and at the same time largest, holes (not shown) 80% of the holes are occupied with a single
QD.
The influence of the hole profile and even more of the hole depth on the QD occupation was
hence demonstrated. A tendency of reduction in average QD occupation with increasing
hole depth could be found. To gain a better understanding of theses influences and the
many parameters involved, further studies are needed in which the BL thickness might
also be varied and finally, the optical quality of such positioned QDs remains to be tested.
Since inferior photoluminescence intensities were found for site-selective QDs formed on
dry etched patterns [82] one possible way to account for this drawback might be to increase
the hole depth and therefore allow for a thicker GaAs BL. Electronic defects introduced
at the etched surface during dry etching are likely reduced this way.
5.4 Conclusion
To conclude with, the experimental realization of site-selective QD formation was described
in this chapter. Positioned QDs have smaller diameters compared to self-assembled QDs
but the heights are comparable. The size distribution of positioned QDs is mostly related
to size fluctuations of the lithographically defined holes. The internal structure of a posi-
tioned QD was investigated by TEM and the QD was found to be nearly defect free and
coherently strained. The optical properties of site-selective QD were investigated by pho-
toluminescence measurements. A statistical analysis confirmed that positioned QDs are
optically active. Next, the influence of the pattern and the growth parameters on the QD
formation was considered. It was found that larger holes lead to higher QD occupations,
but the occupation also depends on the hole spacing. An increase in hole spacing pro-
motes the accumulation of more InAs per hole so that the of QDs inside a hole rises with
larger spacings. The thickness of the GaAs buffer layer also influences the QD formation.
Thicker buffer layers result in lower QD occupations, especially when the holes start to
infill. Infilling of the holes was found to be enhanced for smaller holes. The amount of
deposited InAs is relevant and can be used to control the overall amount of site-selective
QDs. Dry etching was used to change the hole profile and shape. It could be observed
that deeper holes reduce the QD occupation. Finally, arrays with single QD occupation
in up to 80% of the holes could be realized.
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annealing
Controlling the QD occupation and the QD size are important aspects of site-selective
growth as these properties affect the applicability of the structure in a possible device. It
was shown in the previous chapter that the QD occupation is largely influenced by the
lateral hole size, the hole depth, the hole spacing, the buffer layer thickness or the deposited
amount of InAs, whereas the QD size mainly depends on the InAs amount. Structural
parameters of the pattern and growth parameters have therefore to be adjusted together
according to the needs. It is known that QD occupation and QD size are also affected by
the InAs growth rate. Smaller growth rates favor the formation of larger QDs and lower QD
occupations [72]. However, the exact reasons for such a behavior were not emphasized so
far. It is likely that the reduced growth rate gives more time to the In adatoms to rearrange
on the surface during the growth process. Such a mechanism could in turn be exploited
as a way to control the material distribution after growth and therefore allow for an
expansion of possible QD configurations for future applications. The process of keeping a
readily grown QD sample at elevated temperature without any further material deposition
(besides As to stabilize the surface) is termed in situ annealing. The elevated temperature
enhances the material redistribution through diffusion, desorption and interdiffusion. The
latter process, for example, is known to cause a shift of the QD emission towards the blue
during ex situ rapid thermal annealing (RTA) [7]. The reason is an intermixing of In and
Ga in the QD. RTA can therefore be applied to a final QD structure in order to adjust its
PL emission. The overall material distribution and the QD configuration can, however,
not be controlled this way. The advantages of in situ annealing are based on the fact
that the QDs are not covered with a capping layer yet and thus, all three above processes
could in general contribute to the material redistribution. The potential of this approach
to control the structural properties of positioned QDs as well as the QD distribution was
investigated and is presented in this chapter. A closer description of involved processes is
given and general conclusions are drawn from first annealing experiments. This is followed
by a quantitative analysis of the QD evolution during in situ annealing. Finally, X-ray
diffraction experiments to quantify the observations on a large scale are presented.
6.1 Redistribution of In during in situ annealing
Leading processes that take place during in situ annealing are depicted in figure 6.1.
Indium adatoms can desorb from the surface (1) or from a QD (2), they can detach from
a QD (3) and diffuse on the surface (4), they can attach to a QD (5) and In and Ga
atoms can intermix (6) so that an InAs QD will contain a considerable amount of Ga.
The processes are not exclusive, i.e. several of them can act on a single In adatom. An In
adatom could, for example, detach from a QD, diffuse on the surface and then desorb or
attach to another QD. The extent to which these processes are observed mainly depends
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1 Desorption from surface
2 Desorption from QD
3 Detachment from QD
4 Surface diffusion
5 Attachment to QD
6 Interdiffusion
Figure 6.1 Illustration of leading processes that take place during in situ annealing.
on the annealing temperature and the As background pressure.
In general, two processes that alter the QD structure can be distinguished. At lower
temperatures QDs tend to ripen whereas they dissolve at higher temperatures [26, 27].
The ripening of QDs is based on standard ripening theory according to Ostwald in which
large particles grow at the expense of smaller ones which slowly disappear [83]. The driving
force for this process is a reduction in surface free energy. According to the Gibbs-Thomson
effect smaller particles have a higher vapor pressure. The reason is the stronger curvature
compared to large particles. Molecules at the surface of smaller particles are less tightly
bound and can hence more easily detach from the particle surface. A net diffusion of
molecules towards larger particles is then observed. Larger particles have a smaller surface
to volume ratio and are thus thermodynamically favored. A critical particle size exists at
each stage of the ripening process which determines whether a particle will shrink or ripen.
This was theoretically described by Lifshitz/Slezov [84] and Wagner independently [85].
While Ostwald ripening was originally formulated for fluid solutions it was later extended
to solid solutions by Vengrenovitch in order to calculate the maximum particle size as
well as the distribution of particle sizes during annealing [86, 87]. In this approach, three
different ripening models were distinguished. Hu investigated these processes in detail by
measuring the film force exerted by a particular QD configuration during annealing [20].
At lower annealing temperatures (440◦C) ripening is governed by the diffusion of atoms
along the QD boundaries while at higher temperatures (455◦C) the ripening is controlled
by detachment and attachment of atoms on the QD surface.
At elevated substrate temperatures desorption of atoms becomes dominant and thus gov-
erns the evolution of the QD structure. The detailed study of Heyn revealed that desorp-
tion of atoms from InAs QDs takes place in a layer-by-layer fashion, starting from the top
of the QD [27]. The desorption rate strongly depends on the substrate temperature be-
cause of the temperature dependence of the sticking coefficient αIn (inversely proportional
to the attempt frequency for desorption νde introduced earlier) of impinging In atoms.
A continuous reduction of αIn usually sets in at temperatures around 500
◦C. The flux of
impinging As4 molecules also influences the desorption rate with an increase of the QD
lifetime for higher As4 fluxes [27]. In this context, the lifetime of a QD is referred to as
the time upon which the QD size has not decreased below a minimum value. The As
flux can hence be used to stabilize the QDs. Intermixing of the InAs in the QDs with Ga
from the substrate was reported and elevated substrate temperatures likely increase the
interdiffusion of In and Ga species [27]. Despite the fact that InAs QDs will accumulate
Ga atoms during growth and annealing, Ga desorption was not observed in the above
annealing studies as it has a high activation energy [27].
78
6.1 Redistribution of In during in situ annealing
Altogether, ripening and desorption alter the structure of QDs and have to be considered
as relevant processes already during QD growth, especially when small growth rates are
employed. On the other hand, in situ annealing can be regarded as a powerful tool to
control the size or the composition of self-assembled QDs after growth if high growth rates
are used. Further properties such as QD shape or QD ordering are also influenced which
extends the adjustable parameters. So far, in-situ annealing experiments have only been
carried out with self-assembled QDs and a verification of the described mechanisms for
positioned QDs is sought after in this work.
Two samples were prepared to provide first insights into the effects of in situ annealing
on positioned QDs. AFM images of the as grown and the annealed sample are shown in
figure 6.2 (a) and (b), respectively. The samples were prepared in the same way. Holes were
fabricated using EBL and the oxide was removed using Ga-assisted deoxidation. After a
quick thermal annealing of 2 min at 550◦C the patterned substrate was overgrown with a
16 nm GaAs BL at a substrate temperature of 500◦C. This was followed by the deposition
of 1.8 ML of InAs at the same temperature. While the first sample was rapidly cooled down
after QD growth, the second was kept at growth temperature for 2:30 min before being
cooled down. The temperature ramp down after growth proceeded with a rate of 30◦C/min
with the substrate heater still being close to the sample. Temperature ramp down was
reported to be critical with respect to the QD configuration [88]. Material redistribution
was still observed at this stage due to a considerable amount of rest heat, possibly altering
the QD properties. However, extracting a sample from the growth chamber right after
growth in order to quench it to room temperature was not possible due to the high As
background pressure in the growth chamber. Although some material redistribution might
be present during temperature ramp down, the ramp rate was always kept constant so that
reproducibility and comparability of different samples is assured. The As4 BEP was kept
around 3× 10−6 Torr during growth and annealing. According to the calculations of Heyn
this should result in an In sticking coefficient of αIn = 1 during growth.
In (a), nucleation of mainly two QDs is observed in the defined holes. Additional unin-
tentional holes are also present which are caused by insufficient substrate surface cleaning
prior to growth. This problem was addressed at a later stage of this work by improving
the sample cleaning procedure, see chapter 4. A few QDs have formed around the defect
holes and at other sites between the defined holes. The reason is the hight amount of
deposited InAs being above the critical thickness for QD formation on flat GaAs surfaces.
After annealing this QD configuration for 2:30 min, the QD distribution has changed. The
two QDs per hole have merged into a single larger QD. These observations are confirmed
by the values of the QD occupation in the corresponding AFM images. On average,
1.6 ± 0.8 QDs/hole are found on the as grown sample. More than 50% of the holes are
occupied with two QDs, as seen in the QD occupation distribution in (c). After short
annealing, the average number of QDs per hole has decreased to 1.0± 0.7 and more than
60% of the holes contain one QD. Besides the described morphological transition, the
number of QDs found between the holes has decreased. To ensure this observation it is
useful to compare the QD densities in the patterned area (QDs in hole + QDs between
holes) with that outside the patterned area (not shown). For the as grown sample, the
QD densities are roughly non-siteas grown = 4.8 × 109/cm2 and noff-siteas grown = 1.6 × 109/cm2 in the
patterned (on-site) and unpatterned (off-site) areas, respectively. For the annealed sample
the densities are about non-siteas grown = 2.6× 109/cm2 and noff-siteas grown = 0.9× 109/cm2. For both
samples the QD density is about three times higher in the patterned area compared to
the unpatterned one which relates to the site-selective nucleation of QDs. The difference
in on-site QD density between the as grown and the annealed sample supports the above
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as grown 2:30 min annealed
(g) (h)
Figure 6.2 AFM images of as grown and in situ annealed sample. The QD occupation
distributions, the QD heights and the QD diameters were extracted from the images. A
redistribution of the deposited InAs is observed.
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observation of the morphological transition. The merging of double dots into single QDs,
as a consequence, reduces the density of QDs. The annealing step as well reduces the
off-site density of randomly grown QDs by a factor of about 2. In correspondence, the
on-site QD densities differ by a factor of about 2 because double dots merge into single
dots and the number of random dots is halved.
The structural change of the QDs affects their size. The AFM images of (a) and (b)
suggest an increase in QD size during short annealing, which corresponds to a ripening
process. Large QDs grow at the expense of smaller ones which disappear. The temperature
used during annealing is rather high. According to the work of Hu, a kinetic model is
thus assumed for the ripening process, with ripening being limited by attachment and
detachment of atoms on the QD surface [89]. The site-selective QD are more stable than
the QDs nucleating in between the holes, which disappear during annealing. The larger
size of the site-selective QDs could account for that fact, but also the surface curvature due
to the hole is likely to affect the diffusion of In adatoms since this is the initial reason for
site-selective growth. The increase in QD size after annealing is support by the histograms
in (e), (f), (g) and (h). The QD height distribution of the as grown sample in (e) exhibits
a peak around 13 nm and the average QD height amounts to 14.2 ± 4.3 nm. The QD
height distribution of the annealed sample in (f) has broadened significantly but it has
also shifted to higher values. This is reflected by the average QD height of 19.3± 7.1 nm,
which has a much larger absolute standard deviation. The behavior of the lateral QD size
is similar. The distribution of QD diameters in the as grown sample is shown in (g). A
maximum is observed around 35 nm and the distribution is quite narrow. The average QD
diameter is 33.4 ± 6.3 nm. After short annealing, the QD diameter distribution becomes
broader and shifts to higher values, as seen in (h). The corresponding average diameter of
annealed QDs is 67.4± 8.6 nm. The QD diameters were extracted from the AFM images
after deconvolution of the tip shape (assumed tip radius of 20 nm at apex). Assuming a
dome-like shape consistent with the TEM analysis in chapter 5 it is possible to calculate the
average volume of the positioned QDs by V = 1/2 ·4/3 ·πh(d/2)2. The average QD height
is denoted as h and the average QD diameter as d/2. The average volumes of as grown and
annealed QDs are then V as grown = 8300 ± 2700 nm3 and V annealed = 46000 ± 29000 nm3.
The volume of the annealed QDs is hence larger than that of the as grown QDs. However,
due to the large standard deviation it is difficult to answer the question if the average
amount of InAs per hole is larger after annealing. This would then point to the fact that
In desorption is not significant at this stage of annealing and ripening dominates the QD
evolution.
The potential of this annealing procedure to improve the material distribution and to act on
the QD size is further illustrated by the sample depicted in figure 6.3. It consists of a 16 nm
thick GaAs BL grown on top of a patterned substrate followed by the deposition of 2.6 ML
of InAs. The QDs were then annealed for 7:30 min. Growth and annealing temperature
were both around 500◦C. The BEP of the As4 flux was again about 3× 10−6 Torr during
growth and annealing. Despite the high amount of provided InAs which necessarily leads
to the formation of many QDs between the defined holes, after annealing well localized
QDs are observed in the AFM image in (a). Almost no unintended QDs are left on the
250 nm array. Essentially all holes are occupied with QDs, whose sizes, however, differ
quite significantly. Two sets of QDs can be distinguished according to the QD height
and size histograms presented in (b). Small QDs with a height of about 4 nm and larger
ones with a height of roughly 16 nm are found (corresponding to the maxima in the QD
height distribution). Maxima in the QD diameter distribution are seen around 35 nm and
55 nm. Apparently, some of the QDs were subject to ripening during the whole annealing
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Figure 6.3 A large amount of InAs was deposited (2.6 ML) followed by a long annealing
of 7:30 min. After annealing well localized QDs are revealed in the AFM image in (a).
The QD heights and diameters are shown in the histogram in (b).
process whereas the evolution of others took a different path. Connecting these results
to the above observations it is found that in situ annealing opens a way to control the
QD distribution. While positioned QDs are stable, surrounding unintentional QDs can
be removed by implementing a proper annealing recipe. Choosing the right growth and
annealing parameters, it should then be possible to extend this mechanism to sparse arrays
with larger spacing in order to obtain arbitrary QD configurations. To gain a deeper
understanding of the annealing effects on positioned QDs and to further strengthen the
findings the evolution of positioned QDs during in situ annealing was studied and changes
in terms of QD size and distribution were quantified.
6.2 Evolution of quantum dots during annealing
Three samples were prepared under similar conditions. First, several hole arrays with
different hole sizes and spacings were fabricated on a GaAs substrate by EBL. An electron
beam with a beam energy of 100 keV was used for the exposure in order to increase the
hole size uniformity. A representative part of an 250 nm array is shown in the SEM image
of figure 6.4 (a). The originally circular holes in the resist transform into rectangular holes
in the GaAs sample due to preferential etching of {1 1 1} facets. Furthermore, the holes
are elongated in the [0 1 1] direction. This is related to unequal etch rates in perpendicular
crystal directions for GaAs, as described earlier. The depicted holes are 72 ± 3 nm long,
63±5 nm wide and about 30 nm deep. Altogether, arrays with spacings of 250 nm, 500 nm,
1000 nm and 2000 nm were fabricated and the hole length (width) varied between 51±3 nm
(44 ± 3 nm) and 72 ± 3 nm (63 ± 5 nm). The increased uniformity due to the higher
electron beam energy is revealed in the low fluctuation of hole sizes which is less than 8%.
Before growth of the QDs the native oxide was removed using Ga-assisted deoxidation
after which the samples were heated up to 580 ◦C for a quick annealing and then cooled
down to the growth temperature of 500 ◦C. A 20 nm GaAs BL was then grown on the
patterned substrate to reduce the surface roughness of the etched areas. The enhanced
mobility of Ga adatoms in the [0 1 1] and [0 1 1] directions leads to a deformation of the
holes with an elongation occurring in these directions. The deposition of 1.7 ML InAs
then entails the formation of QDs localized inside the defined holes and aligned along the
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Figure 6.4 A hole array is depicted in the SEM image in (a) after etching. Elongation
of the holes due to preferential etching is observed. A similar array after overgrowth with
a thin GaAs BL and InAs QDs is shown in the SEM image in (b). The BL growth leads
to a change in the orientation of the hole elongation.
Figure 6.5 Representative AFM (a)-(c) and SEM (d)-(f) images of positioned QDs
showing the evolution of QDs during in-situ annealing at different stages: as grown (a),
(d), after 2:30 min annealing (b), (e), after 7:30 min annealing (c), (f). The spacing
between QD positions is 1000 nm, the z-scale of the AFM images is given next to these
and the size of the SEM images is 250 nm × 250 nm.
elongated direction. The elongation occurring during BL growth is thus perpendicular
to that obtained from wet etching, as seen by comparing the SEM images in (a) and (b)
which have the same orientation. The SEM image in (b) shows a part of a sample after QD
growth on a hole array similar to that in (a). In a last step, the samples were annealed at
growth temperature for several minutes under high As background pressure before being
rapidly cooled down. It is important to notice that the growth rate for the QDs was rather
high with 0.068 ML/s. This is to separate the QD growth from the processes taking place
during annealing. The evolution of the QDs and their distribution due to in situ annealing
was analyzed ex situ by AFM and SEM.
The AFM and SEM images in figure 6.5 show the three samples which are as grown,
annealed for 2:30 min and annealed for 7:30 min. The QDs are well located at the defined
positions which are 1 µm apart. Considering the z-scale of the images (a)-(c) it seems that
the QD height slightly increases for short annealing times and then decreases for longer
annealing times. At the same time, the number of QDs per dip constantly decreases. The
SEM images (d)-(f) suggest that the QD diameter evolves like the QD height with a slight
increase for short annealing times followed by a decrease for longer annealing times. A
quantification of these observations is given in the following sections.
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6.3 Quantification of the change in quantum dot distribution
and size
For a quantitative analysis of the QD evolution during in situ annealing several properties
are evaluated: the QD occuption per site, the QD size and the QD shape aysmmetry. All
these properties are relevant for integration of positioned QDs in devices as they influence
the interaction between the QDs and their environment.
6.3.1 QD occupation
To begin with, the influence of the hole size, the hole spacing and the hole arrangement
on the QD occupation is measured for the as grown sample. The diagrams in figure 6.6
show the average QD occupation with respect to different initial hole sizes for several
hole spacings. The holes were arranged on a square grid. Due to the asymmetric hole
shape the hole length is given and ranges between about 60 nm to 72 nm. Smaller holes,
although being fabricated during EBL, were not analyzed since they were essentially filled
up during GaAs BL growth. The diagram in (a) refers to the 250 nm array. The average
QD occupation is below 1 QD/hole for all hole sizes. Despite the large fluctuations in
hole size and therefore in QD occupation a slight trend is visible with higher occupation
for larger holes. The average number of QDs per hole increases from 0.5 to 0.8. The
values of the diagram in (b) were extracted from the 500 nm array. Here, the trend is more
pronounced with an increase in QD occupation from 2.1 QDs/hole for the smallest holes to
3.4 QDs/hole for the largest holes. In addition, the average QD occupation is significantly
higher at each site compared to the smaller spaced pattern. Further increasing the hole
spacing to 1000 nm produces a similar behavior, see (c). The QD occupation increases
from 2.0 QDs/hole to 4.6 QDs/hole but then slightly decreases again to 4.5 QDs/hole. The
reason for the final decrease is not understood, but considering the large fluctuations in QD
occupation and hole size it is advisable to not over-interpret small deviations. Nevertheless,
the general trend of increasing QD occupation with increasing hole size is confirmed on
that array as well. Larger holes have a larger volume and can therefore accumulate more
InAs than smaller holes during QD growth. Furthermore, they can simply host more
QDs due to their larger surface. Both, hole size and hole spacing can thus be used to
adjust the QD occupation in a certain range. In the following treatment, the evaluation
is based on QDs that have formed in the largest holes presented. Since the largest holes
contain the highest available number of QDs, it is expected that annealing effects on the
QD occupation will be most effective here.
Next, the influence of the hole arrangement on the QD occupation is investigated. Two
different arrangements were defined, a square grid and a hexagonal grid. The average
QD occupation depending on the hole spacing is shown in figure 6.7 (a) for the two ar-
rangements. Again, the QD occupation increases continuously with the hole spacing up
to 1000 nm. Beyond that pitch, no further increase is seen which is related to the fact
that a particular hole size can only allow for a maximum number of QDs. This maximum
number of QDs that a hole of the given size can accommodate on average is close to five
in this case. The general trend is the same for both arrangements, but a small difference
is visible. The average QD occupation is slightly higher by about 0.3 QDs/hole on the
hexagonal array. This is surprising since the number of holes per unit area is larger in
the hexagonal array. With the hole spacing d the hole density in the square array is given
by 1/d2 while it is 2/
√
3 · 1/d2 in the hexagonal array. The fact that the QD occupation
rises with increasing hole spacing is equivalent to an increase with decreasing hole density.
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(a) (b) (c)
Figure 6.6 The average QD occupation was measured with respect to the lateral hole
size. The hole spacing was 250 nm, (a), 500 nm, (b), and 1000 nm, (c). Both larger holes
and larger hole spacings promote an increase in QD occupation.
Therefore, the higher average QD occupation on the hexagonal array must be related to
the arrangement because the higher hole density should lead to a lower average QD oc-
cupation. Apparently, the hexagonal arrangement enhances the accumulation of InAs so
that more QDs can be formed in holes of the same size as on the square array. One possible
explanation could be the distance between a particular hole and its neighbors along the
main crystallographic directions, i.e. [0 1 1] and [0 1 1]. It is assumed that the In adatom
migration, which leads to the accumulation of InAs in the holes, is very effective along
these axes. In the case of a square array, the distance to the nearest neighbors along these
axes corresponds exactly to the hole spacing d, as illustrated in (b). In the hexagonal
array, this is only true for one of these directions. The distance to the nearest neighbors
in the other direction is larger, namely
√
3 times the spacing. Hence, In adatoms can be
attracted from further away so that slightly more material can be accumulated despite the
denser array.
After having analyzed the QD occupation with respect to the most important pattern
parameters, the effect of the annealing process on the QD occupation is considered next.
For a better overview, only the data obtained from the square array are shown. All ob-
servations also hold for the hexagonal array, with a slightly higher average QD occupation
being the only difference. Figure 6.8 shows the average QD occupation per defined hole
depending on the spacing (pitch) between the holes for different annealing durations. The
average QD occupation for the densest array (250 nm) of the as grown sample lies below
1 QD/hole. This means that some of the holes remain unoccupied. That is due to the
amount of deposited InAs which is not enough to form QDs inside each hole of the dense
array. The QD occupation strongly rises with increasing pitch because of the larger avail-
able reservoir of In per hole. At a spacing of 500 nm an average of 3.0±1.2 QDs is found per
hole which is exceeded by 4.5±1.1 QDs/hole for a pitch of 1000 nm. For larger spacings, a
significant increase is not observed any more, as an average of 4.7±1.4 QDs occupies each
site of the 2000 nm spaced array. As described above, the size of the hole likely defines an
upper bound for the number of QDs which can nucleate inside the hole. The second reason
for that upper limit probably is the diffusion length of In adatoms which is estimated to
be not much more than 1 µm.
After annealing for 2:30 min the QD occupation decreases for all spacings. The decrease is
strongest for the 500 nm spaced array where the QD occupation drops below 1 QD/hole.
Nonetheless, the dependence of the QD occupation on the array spacing remains unchanged
since the decrease of the number of QDs per hole is similar for both 1000 nm and 2000 nm
85
6 Controlling structural properties of positioned quantum dots by in situ annealing
Figure 6.7 The dependence of the average QD occupation on the pattern geometry
was tested for different hole spacings, (a). Although the hole density is higher on the
hexagonal array, the average QD occupation is higher compared to the square array. A
possible explanation is illustrated in (b), where the distance to nearest neighbors on the
hexagonal array is larger than on the square array in one direction.
pitches. The standard deviations of the average values have become smaller which is an
advantage when trying to obtain uniform positioned QD ensembles. Even longer annealing
for 7:30 min leads to a further decrease of the QD occupation with the result that the
arrays become sparsely filled since the average occupation drops below 1 QD/hole for all
spacings. The differences in QD occupation for the various hole spacings fade, especially
after longer annealing. The overall reduction in QD occupation is in agreement with
the earlier observation where two QDs merged into a single one. However, in order to
determine whether pure ripening takes place or if desorption is also effective the evolution
of the QD size has to be considered.
The relative frequency of QD occupations refers to the percentage of holes which are
occupied with a certain number of QDs. It is a measure for the degree of control that is
achieved by site-selective growth. This quantity is depicted in figure 6.9 for the 1000 nm
spaced array. The QD occupation distribution is given depending on the number of QDs
per hole for different annealing times. For the as grown sample, all holes are occupied
but the occupation distribution is rather broad, ranging from 2 QDs/hole to 7 QDs/hole,
with a maximum at 4 QDs/hole. The width of the distribution reflects the corresponding
large standard deviation to the average QD occupation in figure 6.8. Despite the high
resolution EBL leading to little fluctuation in hole sizes, the holes change their shape
during BL overgrowth. As shown in chapter 5, the broadness of the distribution is not
improved during BL growth but rather increased for thicker BLs. Therefore, it is assumed
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Figure 6.8 Evolution of average QD occupation during annealing. The average number
of QDs per hole with respect to the hole spacing (pitch) is plotted for different annealing
times. The occupation is continuously reduced throughout the annealing process.
that originally small hole size fluctuations are enhanced during BL growth and finally
account for the large distribution of QD occupations. When annealed for 2:30 min the
distribution shifts to lower occupation numbers and narrows such that more than 40% of
the holes are occupied with three QDs. This is consistent with the decrease in average
QD occupation and its associated variation. Still, all holes are occupied. This changes for
longer annealing times. When annealing the sample for 7:30 min a large fraction, almost
40%, of holes becomes unoccupied. However, the QD occupation distribution has further
narrowed and more than 50% of the holes are now occupied with one QD. The power of
annealing to alter and even improve the occupation distribution is hence demonstrated.
6.3.2 QD size
The size evolution of positioned QDs during annealing on differently spaced arrays was
investigated. SEM images were analyzed to extract information on the QD diameter
while height information was obtained from AFM data. Three plots of the QD diameter
over annealing time for different pattern spacings (250 nm, 500 nm, 1000 nm) are shown
in figure 6.10 (a). The average QD diameters on the 250 nm and 500 nm spaced arrays
are almost equal with 22.0±4.7 nm and 22.5±4.6 nm, respectively. The width of the size
distribution (the standard deviation is a little more than 20%) is higher than that of
random self-assembled QDs presented earlier where a standard deviation of about 10% was
measured, see chapter 5. However, the results are comparable to data for self-assembled
QDs published in literature [29], which indicates good growth conditions. The average
diameter on the 1000 nm spaced array is slightly larger with 24.8±5.5 nm. This difference
could be explained by the amount of In available for the site-selective QDs. The sparse
array inherently has a lower density of defined nucleation sites. This leads to a lower QD
density as well. However, the deposited amount of In is equal on each array. Thus, the
reservoir of In available for each QD is higher for increased spacing which then allows for
the observed increase in QD size. This behavior is based on the diffusion of In adatoms
and similar to the increase in QD occupation with hole spacing. If the spacing becomes
larger than the diffusion length there should be no further increase in QD size. Indeed,
the average QD diameter on a 2000 nm spaced array (not shown here) is 25.3±6.1 nm and
therefore comparable to that of the 1000 nm spaced array. This indicates a diffusion length
87







































Figure 6.9 The distribution of different QD occupations is given with respect to the
occupation number for different annealing times. The distribution shifts to lower QD
occupation values and becomes narrower. The array spacing was 1000 nm.
of In adatoms which is not much more than 1 µm for the given growth conditions.
After 2:30 min of annealing the average QD diameter has increased on all arrays. The
values are now closer together, ranging between 28.5 nm to 29.5 nm. The width of the QD
size distribution has not significantly changed. The gain in size after short annealing can
be explained by a ripening process if the standard ripening theory of particles introduced
above is used. QDs with diameter D larger than a critical diameter Dcrit grow in size at
the expense of smaller QDs with D < Dcrit which dissolve. According to Hu et al. the
In content of the QDs determines their evolution [29]. The high In content of the QDs at
the beginning of annealing leads to a small critical diameter such that ripening occurs. In
the course of annealing, In can, due to the high temperature, either desorb or interdiffuse
with the GaAs matrix. In both cases the In content of the QDs is reduced which entails
an increase in Dcrit. Eventually, Dcrit becomes larger than the maximum QD diameter so
that ripening is inhibited. Indium desorption and interdiffusion, however, will continue and
therefore determine the subsequent QD evolution. In this context, the observed increase
in QD diameter is related to the described ripening process. The observed reduction of the
number of QDs per hole confirms this explanation. The average QD occupation decreases
by more than 40% during short annealing but the QD diameter increases by at least 15%.
Together with an increase in QD height, seen in (b), the increase in average volume of
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Figure 6.10 Evolution of QD size during annealing. The average QD diameter is given
with respect to annealing time for different hole spacings, (a). The average QD height of
the corresponding samples is plotted over annealing time, (b). Both average QD diameter
and height increase for short annealing times and decrease for longer annealing.
the QDs becomes larger than the decrease in QD occupation. Hence, desorption might
be present but the ripening process dominates the QD evolution for short annealings and
further In is accumulated from the surrounding of the holes, which is suggested by the
larger amount of InAs contained in the positioned QDs after short annealing. The third
sample was annealed for 7:30 min. A strong reduction of the QD diameter is observed on all
arrays with the average diameters dropping down to or even below the initial values. The
width of the size distribution (standard deviation) has narrowed by a factor of almost two.
According to the works of Hu on self-assembled QDs, In desorption was only observed for
short annealing times up to 3 min and interdiffusion was identified as main driving force
for the subsequent QD evolution [20, 29]. She observed a continuous reduction in self-
assembled QD density during the course of in situ annealing at high temperatures while
the average QD volume strongly decreases at the beginning but is then rather stable beyond
an annealing time of 2:30 min. Such behaviour cannot solely depend on interdiffusion, since
it does not explain why some QDs disappear and others do not. It is more likely, that
a very narrow window was found in which ripening and desorption are very balanced.
The ripening process decreases the QD density while the In desorption keeps the size of
the resulting QDs more or less constant. The fact that In desorption was not identified
during film force measurements is probably related to the fact that In desorption from the
InAs wetting layer is mainly measured. Hence, the annealing conditions in the underlying
work were slightly different from the ones employed by Hu [20, 29], with mainly ripening
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being dominant at short annealing times and desorption becoming pronounced for longer
annealing.
Analyzing the corresponding average QD height for the given annealing times and the
different array spacings helps to extend the above findings. The evolution is depicted
in figure 6.10 (b) and is comparable to that of the average QD diameters. The average
QD heights initially range between 7-9 nm and slightly depend on the array spacing, with
larger heights for larger spacings. After short annealing times a clear increase in the
average QD height up to about 11-13 nm is observed which is caused by dot ripening. For
longer annealing times the average QD height drops to 4-5 nm which is below the original
value. Indium is not equally distributed inside the QDs. The In concentration is higher
at the top of the QDs so that In mainly desorbs from that part [27]. This could explain
the relative change in height being larger than that of the diameter. As for the average
diameter evolution, the width of the height distribution (standard deviation) is decreased
for long annealing times.
Two annealing regimes were identified. The QD evolution is mainly governed by a ripening
process for short annealing times while In desorption becomes dominant at longer annealing
times. The change in the QD evolution is related to the In content in the QDs. Desorption
and interdiffusion continuously decrease the In content such that the critical diameter for
QD ripening Dcrit becomes larger than the largest QD diameter at some point. Beyond
that point, ripening is not possible any longer. The analysis proves that it is possible
to control the size of positioned QDs after growth by employing an adequate annealing
recipe. Both increase and decrease in QD size can be achieved by adjusting the annealing
time.
6.3.3 QD shape asymmetry
When looking more closely the QDs might not be perfectly round shaped. Riotte et al.
found as grown self-assembled QDs with a shape elongated along the [0 1 1] direction [30].
Furthermore, they observed a shape transition during annealing to symmetric QDs. In
order to analyze the asymmetry of the QD shape SEM images were taken to fit ellipses
to the QDs using the free software ImageJ [76]. Minor and major axes of the fitted
ellipses are automatically extracted as well as the orientation of the ellipse. The evolution
of the QD shape asymmetry during annealing for different array spacings is shown in
figure 6.11. The average ratio of minor axis and major axis is plotted over annealing time.
Min. ax./Maj. ax. = 1 would correspond to a perfectly round shaped QD. Before annealing
the average ratios range between 0.75-0.8 and slightly decrease with increased spacing. The
QDs are thus elongated and not symmetrically shaped. In addition, the elongation occurs
approximately in the [0 1 1] direction and is therefore perpendicular to the hole elongation
after BL growth. After short annealing the average ratio of the ellipse axes increases for
the 500 nm and 1000 nm spacings and slightly decreases for the 250 nm spacing. Longer
annealing leads to a further increase of the ratio up to 0.83-0.87 for all spacings. At the
same time the standard deviation of the ratios constantly decreases during annealing. This
is related to the increased size homogeneity described in the previous section. The reason
for the original QD elongation is found in different diffusion barriers for In adatoms along
the two orthogonal [0 1 1] (high barrier) and [0 1 1] (lower barrier) surface directions [90]
and eventually leads to QD alignment in chains on flat GaAs substrates [91]. A reduction
in shape asymmetry is then attributed to a compensation of the limited diffusion length
during annealing [30]. Thus, it is possible to control, to some extent, the shape of positioned
QDs during in situ annealing.
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Figure 6.11 Evolution of QD shape asymmetry during annealing for different spacings.
The QD shape is approximated by an ellipse. The ratio of minor and major axis describes
the deviation from a round shaped QD (Min. ax./Maj. ax. = 1). The QDs become
slightly more symmetric in the course of in situ annealing.
6.4 Large scale analysis of site-selective quantum dot arrays
before and after annealing
So far, the investigation of annealing effects was restricted to a small part of the pattern.
This is enough to extract information on the QD occupation or the QD size. Ordering
effects occurring on a small scale can, however, not be revealed this way. In addition,
information on the evolution of QDs on a large scale are not accessible. Monitoring
shape and strain of the QDs would help understanding the processes during annealing
in more detail. A powerful technique to investigate these properties is high resolution X-
ray diffraction (HRXRD). It was widely applied to study laterally ordered nanostructures
in a non-destructive fashion [79]. In situ annealing effects on self-assembled QDs were
also examined in the past and provided information on QD ordering, QD shape and strain
evolution [30]. However, a combined study was not performed so far.
Two measurement techniques are appropriate to access information on different QD prop-
erties. The Grazing incidence diffraction (GID) is sensitive to the lateral lattice parameter
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and is therefore mainly used to study the in plane strain at the substrate surface. Due to
the larger lattice constant of InAs compared to GaAs the formation of QDs is accompanied
by a particular strain profile in the QD but also in the underlying substrate. Measuring
this strain profile by GID allows to retrieve information on the QDs as the strain will
depend on In content, QD size, QD shape, etc. HRXRD measurements in GID geome-
try are based on the effect of total external reflection. When the X-ray beam impinges
on the surface of the crystal below a certain grazing angle it will be completely reflected
and only an evanescent wave will penetrate into the sample. As a result, the scattering
volume is concentrated in a very thin layer at the surface which makes GID a powerful
tool to investigate nanostructures at the surface. The depth sensitivity can be controlled
by adjusting the incident angle, with higher angles leading to deeper penetration. The
emerging diffraction pattern contains information about strain and effective shape of the
scattering volume which are entangled with each other. In case of a regular arrangement
of nanostructures, the diffraction pattern will further be superimposed by a periodic signal
reflecting the order of the nanostructures. Hence, adequate methods are required in order
to decompose the signal into the different contributions. The most widely used model
for the interpretation of GID patterns is the iso-strain scattering model [92]. This model
considers the scattering volume to be composed of a stack of iso-strain layers with average
lattice parameter. The second measurment technique which enables the study of surface
nanostructures is called grazing incidence small angle X-ray scattering (GISAXS). The
X-ray beam impinges under a grazing angle on the sample surface and is scattered by the
surface nanostructures. The forward scattered parts of the beam are detected under a
small angle. This method allows to study the spatial ordering and the shape of the scat-
terer without strain-induced contributions to the signal. This method is as well based on
the total external reflection and benefits from very high intensities of the specular reflected
beam. Short exposure times can be achieved this way, which is useful when studying the
temporal evolution of QDs during in situ annealing.
The structure of the samples used in HRXRD measurements is depicted in figure 6.12 (a).
It was designed to specifically investigate the QD array without any contribution from
other parts of the sample. EBL was used to create the hole array. Since the exposure time
scales quadratically with the array width the size of the array cannot be made arbitrarily
large. As a result, the samples consisting of a quarter of a 2” wafer could not be completely
covered with holes. Instead, a 500 µm × 500 µm large mesa was defined by EBL at the
center of each sample on top of which the hole array was fabricated. The parts of the
sample surrounding the mesa were covered with a gold (Au) layer. As before, a 20 nm
GaAs BL was grown before the deposition of about 1.7 ML of InAs. The Au cover around
the mesa inhibits the formation of an epitaxial GaAs film and the subsequent formation of
QDs so that only the surface of the mesa is of mono-crystalline quality. As a consequence,
only site-selective QDs on top of the mesa will contribute to the diffraction pattern and
the intensity of a possible background is reduced to a minimum. The exact fabrication
procedure for the samples can be found in the appendix. Two orientations of the hole
array were defined. First, the square array was aligned along the 〈0 1 1〉 directions, as
before. In order to reveal possible dependencies of the annealing process on the pattern
orientation the square array was rotated by 45◦ so that the main axes of the array were
aligned to the 〈0 0 1〉 crystal directions. Both orientations are schematically shown in (b).
The spacing between the holes is 250 nm in order to ensure a high QD density and no QD
nucleation between the holes, which would lead to a disturbing background signal.
The HRXRD measurements were performed at the surface diffraction beamline ID03 of the
European Synchrotron Radiation Facility (ESRF) in Grenoble, France. A set of samples
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Figure 6.12 Sample layout and pattern orientation for the HRXRD experiments. The
sample profile is depicted in (a). A mesa was fabricated on top of which a regular hole
array was defined. The parts surrounding the mesa were covered with a Au layer. Two
pattern orientations were defined. The normal alignment along {0 1 1} directions is shown
in (b) and the same array rotated by 45◦ is shown in (c).
was prepared and grown at KIT and measured ex situ at the beamline. Another set was
prepared the same way but carried in a portable MBE chamber under UHV conditions to
the synchrotron, which allowed for in situ characterization of the annealing process. The
samples were grown in the stationary MBE system at KIT and immediately transferred
to the portable MBE chamber after growth. The portable chamber was connected to the
UHV of the stationary system so that the samples were not exposed to air after growth.
This prevented the samples from oxidation and allowed for in situ annealing experiments
in the portable MBE system at ESRF by heating up the samples to a desired temperature
under As background pressure. A focused X-ray beam (spot size 50 µm × 50 µm) with
E = 13 keV (λ = 0.1 nm) was used at a grazing incoming angle of αi = 0.5
◦ for both ex
situ and in situ HRXRD measurements.
A full polar GISAXS scan of a QD array oriented along 〈0 1 1〉 is depicted in figure 6.13
(a). It was obtained by rotating the sample around the surface normal while successively
recording GISAXS images. The polar scan corresponds to a reciprocal space map of the
QD array. The highest intensity is observed at the center and is related to the specular
reflection of the incident beam. The pattern observed in reciprocal space is related to the
periodic arrangement of holes and, possibly, QDs. The highly ordered pattern in (a) reflects
the high quality of the fabrication process. An AFM scan of the investigated sample is
shown in (c). The amplitude signal is depicted for better contrast. QDs are well localized
in the holes with several QDs arranging in a chain in each hole. The average QD occupation
amounts to 3.2 ± 1.1 QDs/hole and more than 70% of the holes are occupied with 3 or 4
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Figure 6.13 A full polar GISAXS plot is shown in (a). The regular hole array is
observed in reciprocal space. A single GISAXS scan is depicted in (b). Next to the
central truncation rod, a chevron is observed. The surface of the measured sample is
depicted in (c). The AFM amplitude signal is shown for better contrast. The signal
in the white frame was integrated in the vertical direction so that the intensity profile
could be obtained, see (d). The separation between the periodic peaks corresponds to
the reciprocal spacing of the holes in real space. The intensities in the GISAXS maps are
given in log-scale.
QDs. A single GISAXS scan is shown in (b). It shows a diffraction pattern which is normal
to the surface. The sample was irradiated along the [0 1 1] direction and hence parallel to
the long axis of the holes. The central feature is a so called truncation rod (TR) being the
result of the scattering off a surface instead of a 3D crystal. It is related to the specular
reflection. The periodicity of the pattern is translated into the periodic modulation of the
signal. Besides the maximum intensity of the TR side maxima are observed along streaks
forming a V-like shape. It was found that these chevrons originate from scattering off the
sidewalls of the holes and not off the QDs. This can be verified by comparing the angle
φ indicated in the image with the sidewall angle αsidewall. The relation between the two
is given by αsidewall = 90 − ϕ. The sidewall angles can be extracted from AFM images.
They were found to be different for sidewalls parallel to [0 1 1] and [0 1 1]. The angles
are approximately 15◦ and 10◦, respectively. The angle of the chevron in (b) amounts
to ϕ ≈ 73◦ so that the above relation is approximately fulfilled. Further confirmation of
the origin of the chevrons can be obtained when rotating the sample by 90◦ around the
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surface normal so that the X-ray beam is incident along the [0 1 1] direction. A larger
angle of ϕ ≈ 78◦ is measured for the chevron (not shown), which is in accordance with the
lower sidewall angle of αsidewall = 10
◦. The diffraction pattern in (b) was integrated along
[1 0 0] inside the white box and the resulting intensity profile is shown in the diagram of
(d). The two side maxima corresponding to the intensity contribution from the chevron
is clearly observed. Furthermore, the distance between the periodic maxima is given and
corresponds to the hole spacing in real space. It can be calculated from 2π/dq and yields
about 260 nm. The pattern in the polar GISAXS plot is thus the reciprocal version of
the hole array. A QD signal could not be identified in GISAXS. The scattering volume
of the hole is much larger than that of the QDs and since the ordering/alignment of the
QDs is parallel to the preferential directions of the sidewalls of the holes, the QD signal
is exceeded by scattering off the holes. The shape of the QDs possibly contributes to the
shape of the area beyond which the intensity of the reciprocal pattern strongly decreases.
A similar shape of the diffuse region was observed in GISAXS of self-assembled QDs in
the study of Riotte et al. [30]. However, clear evidence is not given in this case as the
convolution with the hole signal is too strong.
Since the information of the GISAXS signal were not satisfying GID measurements were
tested in order to reveal the QD evolution during in situ annealing. The investigated sam-
ple was transferred to the synchrotron under UHV and heated up to the annealing tem-
perature in the portable MBE system mounted on the diffractometer. The As background
pressure was set to about 3 × 10−7 Torr. This is much lower (one order of magnitude)
compared to the As BEP during growth in the stationary MBE system, but higher As
fluxes were not possible with the portable system. The calibration of the substrate tem-
perature was difficult since only a thermocouple at the substrate heater was available and
no pyrometer. An annealing temperature of 500◦C was aimed at, similar to the anneal-
ing experiment above. The sample was heated up from room temperature to a nominal
temperature of 500◦C and kept at this for 40 min. Thereafter, the substrate temperature
was further increased to nominal 550◦C at which the sample was kept for another 15 min
before being cooled down to room temperature. The whole annealing process including
temperature ramp up and ramp down took 230 min during which GID data were continu-
ously recorded by measuring a small region in the vicinity of the GaAs [0 2 2] Bragg peak.
The Bragg angle for scattering off the (0 2 2) planes is 13.803◦.
Reciprocal space maps of the sample before in situ annealing, during annealing at 500◦C
and after annealing are shown in figure 6.14 (a), (b) and (c), respectively. The sample
contained a hole array of 250 nm spacing which was rotated by 45◦ so that the major
axes of the array point in the 〈0 0 1〉 directions (see figure 6.12 (c)). Several features are
observed in the map of (a). Sharp maxima with regular order appear in reciprocal space
which are related to the periodic arrangement of scatterers on the substrate surface. The
rotation of the array in real space is translated by exact the same rotation in reciprocal
space. The pitch of the pattern in reciprocal space corresponds again to the spacing in real
space. The border enclosing the peak array beyond which the intensity significantly drops
is of hexagonal shape, as in GISAXS. By rotating the sample about 90◦ the hexagonal
border rotates in the same way, which confirms it being a shape effect (either of QDs,
but more likely of holes). The central maximum is related to the Bragg peak for the
unstrained GaAs substrate and is found at the reciprocal vector (Qx, Qy) = (0, 31.6). This
roughly corresponds to the distance between {0 2 2} planes in reciprocal space which is
d022 = 1.9987 Å. With respect to the GaAs lattice constant larger (smaller) Qy values
imply a compressively (tensile) strained lattice. Due to the formation of QDs the GaAs
substrate exhibits different regions which are strained in one of the two ways. Since the
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Figure 6.14 The evolution of the QD array was measured in GID geometry during
in situ annealing. A reciprocal space map before the annealing process is shown in (a).
The map in (b) was obtained during annealing at nominal 500◦C and the one in (c) after
annealing when the sample was cooled down. Intensity profiles were extracted from each
GID map in order to better reveal the evolution. The signal in the white frame was
integrated along the direction indicated by the arrow. The intensities in the GISAXS
maps are given in log-scale.
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QDs are coherently strained, a smooth transition of diffuse intensity should be observed
in the reciprocal map between the InAs and the GaAs Bragg peaks. Such a feature is
not seen. Diffuse maxima above and below the GaAs Bragg peak are observed (marked
with black arrows in the intensity profile) but these are related to a shape effect, likely
originating from varying hole sizes. This can be confirmed by rotating the sample. A
specific alignment with the sample is observed as the diffuse intensity maxima rotate in
the same way as the sample. If the diffuse intensity was related to strain it would not
depend on the pattern orientation. A QD signal was hence also not observed in the GID
pattern, which is a superposition of effects with different origin. The reciprocal space
map is dominated by the sharp maxima resulting from the real space pattern while diffuse
contributions originate from the individual shape of each hole. Again, the large volume of
the holes compared to that of the QDs leads to dominant features in which a possible QD
signal disappears. The broad structures of high intensity above the GaAs peak are due to
diffraction off polycrystalline GaAs-Au alloys present on the surface surrounding the mesa
and also on the mesa sidewalls. Since Au has a smaller lattice constant than GaAs, the
possible alloys produce a signal above the GaAs peak. A large range of compositions is
available and the exact configuration is not known.
The reciprocal space map in (b) shows one GID measurement during annealing at nominal
500◦C. Compared to the GID pattern in (a) a few changes are observed. The most domi-
nant is related to the broad signal above the GaAs peak which has disappeared. Consider-
ing the phase diagrams of different GaAs-Au alloys it is found that beyond a temperature
of 460◦ the ternary solid solution of Au/GaAs forms a liquid phase of AuGa on top of solid
GaAs [93]. This possibly explains the disappearance of the intensive signal. The regular
pattern originating from the hole array in real space is visible and appears even larger than
in (a). This is probably related to the missing strong intensity of the alloy which does not
outshine the contributions of the hole array any longer. The diffuse intensity above and
below the GaAs peak (marked with black arrows in the intensity profile) becomes even
more pronounced compared to before the annealing step. The GID measurement depicted
in (c) was obtained after the annealing procedure. The intensive diffraction off the alloys
has reappeared, but the diffuse intensity has gone, as seen in the intensity profile. The
sample shape of the holes has smoothed out during annealing, as was verified by AFM
measurements (not shown). If the diffuse signal originates from sloped sidewalls, similarly
to GISAXS, the smoothing destroys the distinct slope of the sidewall. Therefore, the dif-
fuse signal has disappeared. The shift of the whole pattern towards higher Qy values is
not real and is due to the realignment procedure of the detector during the measurements.
Although the temperature during annealing was expected to be around 500◦C, AFM anal-
ysis of the sample after annealing reveals that a considerable number of QDs has survived
the long annealing procedure. Comparing this fact to the in situ annealing investigations
presented above it is concluded that the temperature must have been below 500◦C. This
is the reason why In desorption was not efficient enough to dissolve all QDs during such
long annealing. The average QD occupation before annealing was 3.8± 0.8 QDs/hole with
60% of the holes being occupied with 4 QDs. After annealing, a considerable average QD
occupation of 1.1 ± 0.9 QDs/hole is found, with about 50% of the holes being occupied
with 1 QD. No QDs or 2 QDs were found in 25% of the holes, each. Again, the power of
the annealing process to control the QD occupation was demonstrated. Despite the fact
that the QD signal was not observed in the HRXRD measurements, information on the
hole array could be obtained. The limits of this technique were reveald with respect to
the investigation of the particular configuration of QDs nucleating inside holes.
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6.5 Conclusion
The evolution of positioned QDs and their distribution during in situ annealing was in-
vestigated. Two different annealing regimes were observed. First, dot ripening occurs for
short annealing times. Second, after further annealing In desorption and interdiffusion
take over as driving forces for the QD evolution. For the given annealing times of 2:30 min
(7:30 min) it was possible to increase (decrease) the average QD diameter and height by
more than 30% (7%) and 70% (40%), respectively. At the same time the In content of the
QDs is altered which might be useful to control the QD photoluminescence. Furthermore,
it was demonstrated that the average QD occupation can be well controlled by array spac-
ing and/or annealing time while the width of the QD occupation distribution constantly
decreases during annealing. Bearing in mind that the investigated parameters might not
be controlled independently it was shown that in situ annealing is a powerful post growth
technique to control the structural properties of positioned QDs.
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7 Summary and Outlook
The fabrication of positioned InAs quantum dots (QDs) and the control of their structural
properties as well as their distribution were in the focus of this work.
Site-selective growth was successfully implemented to form QDs at pre-defined locations.
Small holes on the GaAs substrate surface with diameters below 100 nm act as preferential
nucleation sites. A reliable fabrication process for the holes using electron beam lithogra-
phy was established at the beginning of this work and continuously optimized. Holes with
diameters down to 30 nm could be reliably fabricated. Molecular beam epitaxy (MBE)
was then employed to grow a thin GaAs buffer layer (BL) followed by InAs QDs on top
of the pre-patterned GaAs substrates. The preferential nucleation of QDs inside the holes
was demonstrated.
The whole sample fabrication process comprised many steps and, consequently, a large
number of process parameters needed to be adjusted and optimized in order to achieve
good site-selectivity. Two major aspects which largely influence the result of the QD
growth were addressed. An efficient sample cleaning process prior to MBE growth was
found to be essential in order to get rid of defect holes occurring in the thin GaAs BL.
Transmission electron microscopy (TEM) investigations revealed the origin of the defect
holes being at the regrowth interface. Additional atomic force microscopy (AFM) studies
proved that traces of organic compounds from the resist remained on the GaAs substrate
even after thorough cleaning with wet chemicals. A more efficient cleaning mechanism was
required. As a consequence, a process based on the interaction of ultraviolet (UV) light
and atomic oxygen with organic compounds was implemented. This cleaning concept was
realized in a UV/ozone cleaner, which was designed, built and brought to operation. The
cleaning performance was demonstrated and optimized. A reduction in root mean square
(RMS) surface roughness from 0.390 nm for pre-cleaned samples to 0.255 nm for samples
processed in the UV/ozone cleaner was achieved. This relates to a RMS roughness of
about 0.180 nm for high quality GaAs films without further processing. Thus, very clean
surfaces could be obtained. The efficient removal of residual organic contamination was
proven in subsequent BL overgrowth where no defect holes were observed any more.
The removal of the surface oxide right before BL growth is another critical step which
determines the success of site-selective growth. It was shown that conventional thermal
deoxidation at 580◦C leads to the formation of small pits on the surface which interfere with
the attempt to position QDs in a deterministic way. A low temperature deoxidation process
was required. A surface sensitive deoxidation process was implemented at 480◦C which is
based on the deposition of pure Ga. The superior performance of Ga-assisted deoxidation
was demonstrated. While thermal deoxidation led to a RMS surface roughness of 0.320 nm,
this could be improved to 0.185 nm by Ga-assisted deoxidation. The improved cleaning
procedure and the surface sensitive deoxidation allowed for the fabrication of perfectly
ordered QD arrays, where QD nucleation at un-defined sites was drastically reduced.
General structural features of positioned QDs were investigated. QDs selectively formed
in holes were analyzed by high resolution TEM (HRTEM) for the first time. Preferential
nucleation sites were found at the center of the hole and on the sidewalls. This is in
agreement with the theory introduced to describe the site-selective growth. The shape of
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the QDs was discovered to be dome-like. It could be shown that the positioned QDs were
coherently strained and contained essentially no lattice defects.
The optical quality of positioned QDs was studied in photoluminescence (PL) experi-
ments. The PL spectra obtained from dense QD arrays were correlated with QD densities
extracted from AFM measurements on uncapped samples. PL emission from positioned
QDs was confirmed but the quantum efficiency was only 30% of that for random self-
assembled QDs.
In order to control the structural properties of positioned QDs, the influence of the hole
parameters, the pattern parameters and the growth parameters on the QD formation
was investigated. It was confirmed that the average QD occupation increases with larger
lateral hole sizes. The hole spacing has an influence on the material distribution and more
QDs were found per hole for larger spacings. This was related to the individual reservoir
of In adatoms for each hole which becomes larger on sparser arrays. The thickness of
the GaAs BL, which is deposited on the pre-patterned surface, was varied. The average
QD occupation could be decreased by increasing the BL thickness. The QD size was not
significantly influenced by the BL thickness. However, the QD height could be decreased
by reducing the amount of deposited InAs. Furthermore, lower InAs amounts led to more
uniform QD occupations. The arrangement of the holes was also found to influence the
QD occupation. Hexagonal hole arrays produced slightly higher QD occupations than
square arrays. The increase could be related to a difference in the distance between
neighboring holes in major crystal directions on the hexagonal array. Altogether, average
QD occupations between 1-6 QDs/hole could be obtained by adjusting these parameters.
However, the distribution of QD occupations was rather broad. Therefore, a dry etching
technique based on reactive ion etching with an inductively coupled plasma was used to
increase the anisotropy of the hole profile. This allowed for an increase in hole depth while
maintaining small lateral hole sizes. In this way, it was possible to study the influence of
the hole profile and the hole depth on the site-selective QD formation. It was observed
that the average QD occupation decreases for deeper holes. The uniformity is improved
at the same time. Finally, it was possible to fabricate samples with deep holes where 80%
of the holes were occupied with only one QD.
A different approach to control the distribution and the size of QDs for given patterns
and growth conditions was studied. The potential of annealing processes to manipulate
the properties of site-selective QDs was demonstrated for the first time. In situ annealing
experiments were carried out in the MBE chamber after QD growth. A redistribtuion of the
deposited material was observed. It was found that site-selective QDs are more stable than
random self-assembled QDs. A reduction of QDs nucleating between defined sites could
be achieved while maintaining full occupation of the defined sites. This observation opens
up new possibilities in QD array designs. Unintended QD nucleation can be eliminated by
applying an adequate annealing recipe.
Furthermore, the size of the QDs could varied in both directions. An increase in size is
observed for short annealing times while a decrease in size is obtained after long annealing.
The average QD occupation continuously decreased with annealing time. It was possible
to reduce the average QD occupation from 5 QDs/hole to one QD/hole. This was accom-
panied by an improvement in uniformity of the QD occupation. The shape of the QDs
influences the electronic properties and is therefore of interest with respect to applications.
The positioned QDs were found to be elongated in the [0 1 1] direction. This asymmetry
is slightly reduced during annealing.
Finally, high resolution X-ray diffraction (HRXRD) measurements of ordered QD arrays
did not resolve the QD signal. The limits of the particular geometries used in HRXRD
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measurements with respect to positioned QDs in holes were found and new measurement
strategies have to be developed as a consequence.
Outlook
This thesis was focused on various aspects of the fabrication of site-selective QDs. The
promising results of this work have yet to be expanded by optical measurements. While
most works in the field of site-selective QD growth have concentrated on the development
of particular structures with single QDs for future applications, different ways to control
QD occupations and QD sizes were described in this thesis. The influence of various
hole and growth parameters on these properties have been demonstrated. The observed
trends allow for a better adjustment of a particular QD configuration to the needs of
a possible application. After this rather general investigation of influential parameters,
more detailed studies will be required in the future to increase the control on a larger
scale. Extensive annealing studies with different initial amounts of deposited InAs will
be useful to investigate possible impacts of the material redistribution on electronic and
optical properties. Using dry etching to fabricate deeper holes might have the potential to
grow thicker GaAs BL before the QD growth. The electronic and optical properties of the
QDs would probably benefit from an increased distance to the regrowth interface, which
is always a possible source of defects.
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A General fabrication steps and parameters
The first part of the appendix lists the steps of the different processes used for the sample
fabrication in this work including the relevant parameters.
A.1 Molecular beam epitaxial growth of GaAs buffer layer (BL)
 Bake out in loading chamber
60 min at 130◦C
 Thermal deoxidation in growth chamber
20 min at 580◦C
BEPAs = 6× 10−6 Torr
 300 nm GaAs BL, 580◦C
BEPGa = 3× 10−7 Torr
BEPAs = 6× 10−6 Torr
 In situ annealing
10 min at 590◦C
BEPAs = 6× 10−6 Torr
A.2 Substrate patterning by electron beam lithography
Spin coating (AR-P 617.03)
 3 s at 300 RPM
 90 s at 5000 RPM
 Baking resist covered sample in convection oven
60 min at 200◦C
Electron beam exposure (Raith ElphyPlus connected to Zeiss SUPRA 55VP)
 See sample list for parameters
Development (AR 600-56)
 1 min at RT
 Stop in isopropyl alcohol (IPA) bath
 Blow dry with nitrogen
The samples were etched by wet chemical etching or dry etching (Oxford Plasmalab System
ICP 180-100).
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Wet chemical etching
 30 s in 1:8:800 H2SO4:H2O2:H2O at RT (etch rate 1̃ nm/s)
 Stop in H2O bath
 Blow dry with nitrogen
Dry etching
 Hard baking of resist in convection oven
30 min at 130◦C
 SiCl4:Ar plasma (see sample list for parameters)
Resist removal
 20 min in remover (AR 600-70) at 70◦C
 Rinse in IPA bath
 Blow dry with nitrogen
 5 min in remover (AR 300-47) at 70◦C
 Rinse in H2O bath
 Blow dry with nitrogen
 5 min in TCE bath (later NMP bath) at 70◦C
 Blow dry with nitrogen
 2 min in acetone in ultrasonic (US) bath at RT
 2 min in IPA in US bath at RT
 2 min in methanol in US bath at RT
 Blow dry with nitrogen
The samples were cleaned using the UV/ozone process or plasma ashing (Diener Electronic
Nano).
UV/ozone cleaning
 10 min O2 (0.8 l/min) supply at RT without UV illumination
 Ozone generating UV illumination at 100◦C with O2 (0.4 l/min) supply (see sample
list for cleaning time)
 10 min (0.8 l/min) supply at RT with ozone destroying UV illumination
Oxygen plasma ashing
 O2 plasma with 150 W, 15 sccm O2 (see sample list for cleaning time)
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A.3 Molecular beam epitaxial growth of site-selective quantum dots (QDs)
Native oxide removal
 Dip in 1:3 HCl:H2O bath
 Rinse in H2O bath
 Blow dry with nitrogen
 Load into MBE system within 30 min
A.3 Molecular beam epitaxial growth of site-selective quantum
dots (QDs)
 Bake out in loading chamber
60 min at 130◦C
 Ga-assisted deoxidation in growth chamber
8× 30 s Ga (1 ML/min) and 30 s pause at 480◦C
BEPGa = X × 10−8 Torr
 GaAs BL, 500◦C
BEPGa = 3× 10−7 Torr
BEPAs = 6× 10−6 Torr
 InAs QDs, 500◦C
BEPIn = 2× 10−8 Torr
BEPAs = 3× 10−6 Torr
 In situ annealing, 500◦C
BEPAs = 6× 10−6 Torr
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B Fabrication steps for mesa samples
B.1 1st lithography for mesa structure
Spin coating (AR-N 7720)
 2 s at 400 RPM
 70 s at 3000 RPM
 Baking resist covered sample on hotplate
70 min at 85◦C
Electron beam exposure (Raith ElphyPlus connected to Zeiss SUPRA 55VP)
 U = 20 kV
 dap = 120 µm
 I = 4.6 nA
 Darea = 40 µC/cm
2
Development
 Bake out for cross linking reaction
135 s at 110◦C on hotplate
 135 s in 3:1 AR 300-47:H2O at RT
 Stop in H2O bath
 Blow dry with nitrogen
Wet chemical etching
 30 s in 1:80:800 H2SO4:H2O2:H2O at RT (etch rate 2̃0 nm/s)
 Stop in H2O bath
 Blow dry with nitrogen
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Resist removal
 20 min in acetone at 70◦C
 2 min in acetone in US bath at RT
 Blow dry with nitrogen
 5 min in remover (AR 300-47) at 70◦C
 Rinse in H2O bath
 Blow dry with nitrogen
 5 min in NMP bath at 70◦C
 Blow dry with nitrogen
 2 min in IPA in US bath at RT
 Blow dry with nitrogen
B.2 2nd lithography for lift-off process
Spin coating (AR-N 7720)
 2 s at 400 RPM
 70 s at 3000 RPM
 Baking resist covered sample on hotplate
70 min at 85◦C
Electron beam exposure (Raith ElphyPlus connected to Zeiss SUPRA 55VP)
 U = 20 kV
 dap = 120 µm
 I = 4.6 nA
 Darea = 40 µC/cm
2
Development
 Bake out for cross linking reaction
135 s at 110◦C on hotplate
 135 s in 3:1 AR 300-47:H2O at RT
 Stop in H2O bath
 Blow dry with nitrogen
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B.3 3rd lithography for hole pattern
Au layer deposition
 60 nm Au in thermal evaporator
Resist removal
 20 min in acetone at 70◦C
 2 min in acetone in US bath at RT
 Rinse with IPA from wash bottle
 Blow dry with nitrogen
 5 min in NMP bath at 70◦C
 Blow dry with nitrogen
 2 min in acetone in US bath at RT
 2 min in IPA in US bath at RT
 2 min in methanol in US bath at RT
 Blow dry with nitrogen
Oxygen plasma ashing
 20 min O2 plasma with 150 W, 15 sccm O2
B.3 3rd lithography for hole pattern
Spin coating (AR-P 617.03)
 3 s at 300 RPM
 90 s at 5000 RPM
 Baking resist covered sample on hotplate
10 min at 210◦C
Electron beam exposure (Raith ElphyPlus connected to Zeiss SUPRA 55VP)
 U = 30 kV
 dap = 7.5 µm
 I = 16.8 pA
 Ddot = 0.002 pC
Development (AR 600-56)
 1 min at RT
 Stop in IPA bath
 Blow dry with nitrogen
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B Fabrication steps for mesa samples
Wet chemical etching
 30 s in 1:8:800 H2SO4:H2O2:H2O at RT (etch rate 1̃ nm/s)
 Stop in H2O bath
 Blow dry with nitrogen
Resist removal
 20 min in remover (AR 600-70) at 70◦C
 Rinse in IPA bath
 Blow dry with nitrogen
 5 min in NMP bath at 70◦C
 Blow dry with nitrogen
 2 min in acetone in US bath at RT
 2 min in IPA in US bath at RT
 2 min in methanol in US bath at RT
 Blow dry with nitrogen
Oxygen plasma ashing
 20 min O2 plasma with 150 W, 15 sccm O2
 2 min in acetone in US bath at RT
 2 min in IPA in US bath at RT
 2 min in methanol in US bath at RT
 Blow dry with nitrogen
 5 min O2 plasma with 270 W, 15 sccm O2
Native oxide removal
 Dip in 1:3 HCl:H2O bath
 Rinse in H2O bath
 Blow dry with nitrogen
 Load into MBE system within 30 min
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B.4 Molecular beam epitaxial growth of site-selective QDs
B.4 Molecular beam epitaxial growth of site-selective QDs
 Bake out in loading chamber
60 min at 130◦C
 Ga-assisted deoxidation in growth chamber
8× 30 s Ga (1 ML/min) and 30 s pause at 480◦C
BEPGa = X × 10−8 Torr
 2 min in situ annealing, 580◦C
BEPAs = 6× 10−6 Torr
 20 nm GaAs BL, 500◦C
BEPGa = 3× 10−7 Torr
BEPAs = 6× 10−6 Torr
 1.8 ML InAs QDs, 500◦C
BEPIn = 2× 10−8 Torr
BEPAs = 3× 10−6 Torr
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C List of samples
The third part of the appendix lists the samples presented in this thesis with their respec-
tive process parameters.
Sample Electron beam exposure Wet chemical etching
U dap I Ddot Darea t H2SO4:H2O2:H2O
[kV] [µm] [pA] [pC] [µm/cm2 [s]
E10 20 10 31.0 150 300 1:80:800
E13 20 10 30.9 0.006 100 1:8:800
E20 20 7.5 15.7 0.006
PSI3 100 n.a. n.a. n.a. 30 1:8:800
Table C.1 List of samples presented in this work which were used for WCE calibration.
The corresponding parameters used in lithography and WCE are given.
Sample Electron beam exposure Dry etching
U dap I Ddot t SiCl4:Ar ICP RF P T
[kV] [µm] [pA] [pC] [s] [sccm:sccm] [W] [W] [mbar] [◦C]
A1319-1 30 7.5 15.6 0.002 15 2:4 350 30 2 10
A1319-2 30 7.5 15.6 0.001 15 2:4 150 20 2 10
A1423-1 30 7.5 15.6 0.0015 10 2:4 150 20 2 10
A1423-2 30 7.5 15.6 0.004 10 2:4 150 20 2 10
A1425-1 30 7.5 15.8 0.0015 20 2:4 150 20 2 10
A1425-2 30 7.5 15.8 0.004 20 2:4 150 20 2 10
Table C.2 List of samples presented in this work which were dry etched. The corre-
sponding parameters used in lithography and ICP-RIE are given.
Sample Electron beam exposure UV/ozone cleaning
U dap I Ddot t O2 T
[kV] [µm] [pA] [pC] [s] [l/min] [◦C]
A1406-1 30 7.5 15.6 0.001 0 0.4 100
A1406-2 30 7.5 15.6 0.001 30 0.4 100
A1406-3 30 7.5 15.6 0.001 60 0.4 100
A1406-4 30 7.5 15.6 0.001 600 0.4 100
Table C.3 List of samples presented in this work which were used for the optimization
of the UV/ozone cleaning process. The corresponding parameters used in lithography
and UV/ozone cleaning are given.
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