Route choice behaviour in response to travel information receives increasing attention within travel behaviour research. This study contributes to the literature by generating insights into the effect of travel information on day-to-day route choice behaviour based on largely explorative analyses using route choice data obtained from a real-world experiment. As such, our study complements confirmatory stated preference and laboratory experiments. We find that the provision of travel information leads to a decline in switching propensity and a higher probability that the shortest route is chosen. Furthermore, we identified six behavioural profiles, varying from switch-averse to switch-prone. Travel time information seems to influence travellers' propensity to shift from one profile to another across different OD-pairs. Our results contribute to understanding of the effect of travel information on route choice behaviour, and as such help inform the design of effective information-based demand management measures.
Introduction
Travel information continues to receive broad attention within the travel behaviour research community, driven by the widespread belief that travel information provision leads to reductions in traffic congestion and thereby improves network efficiency, to the extent that travellers choose their routes in accordance with the provided travel information. In this light, it comes as no surprise that many research efforts have been made to study traveller response to travel information in a route choice context (see references further below).
The way travellers choose routes and respond to travel information is a dynamic rather than a static process. For repetitive trips, such as commuting, many travellers may try different route alternatives at first, but after some time they may develop a habit of choosing the same, preferred, route alternative. Some other travellers will use only one route alternative from the start, never trying other routes, while still others may continue switching back and forth from day-to-day and never develop a habit of using one and the same route each day. The question we address in this paper refers to whether travel information has an influence on the development of this dynamic behaviour. Answering this question is not just a matter of scientific interest; it may help practitioners to develop more effective information strategies that target specific travellers, i.e. those that are susceptible to change their route choices in accordance with the information they receive.
Several valid methods exist to investigate this question, the most prominent of these being stated choice experiments, laboratory experiments and field experiments. The bulk of studies concerning information effect on day-to-day route choices is based on stated choice or laboratory experiments (e.g. Abdel-aty, Kitamura, and Jovanis 1997; Mahmassani and Liu 1999) . Such studies are flexible and low-cost, and allow for high levels of experimental control (Kroes and Sheldon 1988; Verhoef and Franses 2003) . However, it is debated how well findings from such studies can be extrapolated to the real world (e.g. Rakotonarivo, Schaafsma, and Hockley 2016) , especially regarding choices that people repeat on time-scales of 24 h or longer, rather than minutes. Field experiments tend to have higher external validity, although they often suffer from smaller sample sizes − resulting in lower statistical power − and lower levels of experimental control. In this study, we use route choice data obtained by a field experiment. Specifically, we observe travellers' route choice behaviours in response to travel information, as well as in the absence of such information, in a day-to-day context (as opposed to repeated choices in laboratory experiments) where the consequences of their choices (i.e. the actual travel time of their trip) are actually experienced by the decision-makers. Hence, this paper contributes to the literature by obtaining insights into the effect of travel time information on day-to-day recurrent route choice behaviour, with a special focus on real-world contexts. As such, we complement findings by laboratory experiments and stated choice experiments. In this, we use an explorative approach (see section 4 for methodological details).
This paper is structured as follows. First, the research background is provided and relevant literature is discussed (Section 2). Subsequently, the methodology is described, focusing on experimental setup, route characteristics and information accuracy (Section 3). Section 4 presents empirical analyses and results. Finally, the paper presents key conclusions, compares results with existing studies and discusses limitations (Sections 5 and 6).
Background
Travellers can almost always choose from several route alternatives when travelling from a certain origin to a certain destination. As route characteristics are generally associated with uncertainty, no traveller knows the exact arrival time for the different routes upfront, and this holds especially for travellers facing an OD-pair which is relatively new to them (e.g. after having relocated). Hence, travellers have imperfect information about the choice situation. One strategy to cope with such incomplete information is to explore route alternatives in a process of day-to-day route switching behaviour. After some learning period, travellers may increasingly tend to adopt an exploitation strategy using their preferred route alternative in a habitual way. This principle of exploration and exploitation was identified by Senk (2010) . Many studies found that learning and experience play important roles in the day-to-day route choice process (e.g. Knorr, Chmura, and Schreckenberg 2014; Vacca, Prato, and Meloni 2019; Carrion and Levinson 2019) .
Switching behaviour and pay-offs seem to be negatively correlated (Selten et al. 2007 ); the more a traveller switches routes, the lower his or her pay-offs are. The provision of dynamic real-time travel information was found to increase a traveller's learning rate and thereby reduce his or her initial explorative switching behaviour (e.g. Ben-Elia and Shiftan 2010; Mak, Gisches, and Rapoport 2015) . As such, this results in a higher so-called 'maximization rate', i.e. the proportion of occasions in which the on average shortest travel time alternative is chosen (e.g. Ben-Elia and Shiftan 2010; Van der Mede and Van Berkum 1993) . Various decision models have been proposed regarding how pre-trip travel information influences route choice behaviour; these build upon a trade-off between experiences and received information provided by an information system (e.g. Dell'Orco and Marinelli 2017; Xu, Lam, and Zhou 2014) . Moreover, various behavioural constructs regarding route choice in response to travel information have been identified; e.g. the provision of travel information seems to reduce risk aversion (Wijayaratna and Dixit 2016) . For review papers on the topic of travel information and route choice behaviour, see e.g. Ben-Elia and Avineri (2015) , Chorus, Molin, and Van Wee (2006) , Van Essen et al. (2016) .
Many studies exist that explore day-to-day route choice dynamics in response to travel time information based on stated choice or laboratory experiments, e.g. Ye, Xiao, and Yang (2018) and Meneguzzer (2019) . Relatively few empirical studies of revealed (as opposed to stated) route choice behaviour in a real-world context have been reported in the literature, especially when it comes to responses to travel time information. Here we discuss a few notable and relatively recent examples. A study by Chatterjee and McDonald (2004) on the effectiveness of variable message signs using field trials from nine European cities showed that up to 50% of travellers for whom the information was relevant diverted from their intended route after having received the information. Similarly, a field experiment by Shiftan, Bekhor, and Albert (2011) , which was conducted in Haifa, showed that most route choices were made in accordance with received information. Nonetheless, it was found that this high compliance rate decreased as a traveller's level of experience with the different route alternatives grew over time. Furthermore, the study reported that when travellers did not make their choice in accordance with the received information, this was mainly because they had an intrinsic preference for the other alternative (see Chorus, Arentze, and Timmermans (2009) for a theoretical exploration of this situation where advice contradicts intrinsic route preferences). Bad experience with (incorrect) information was found to only account for a small part of these non-compliant choices. Ramos et al. (2012) conducted a field experiment among commuters in Delft and The Hague using both GPS and travel diaries. They found that travellers were risk-prone in the sense that they preferred to arrive at their destination as early as possible and tended to stick to their preferred routes (which in many cases consisted of the -on average -fastest and most straightforward routes with relatively high levels of travel time unreliability) even if their information device told them to take another route. In their study, Ramos et al. (2012) did not observe a significant difference in route choices and switching behaviours between informed and non-informed drivers. Finally, field trial by Djukic et al. (2016) conducted in Amsterdam, The Netherlands, and using a smartphone application that provides the user with personal route advice, reveals that more than 50% of the users comply with the received advice. Both Ramos et al. (2012) and Djukic et al. (2016) found that travellers are more likely to comply with pre-trip advice than en-route advice.
Overall, an increasing number of studies consider traveller response to travel time information in a route choice context. However, we have seen that only a few of them look at revealed route choice behaviour in real-world settings. None of these pay attention to the day-to-day dynamics in route choice behaviour, while this is essential in assessing the effects of travel time information over time.
Our study contributes to the literature by filling in this gap.
Data

Experimental set-up
A real-world repeated route choice experiment was performed by the Virginia Tech Transportation Institute (VTTI), taking place in Blacksburg, Virginia, USA. The experiment consisted of two parts; in part 1 participants could only rely on their own experiences, whereas in part 2 participants received travel time information on available route alternatives. Part 1 was performed in 2011 by Tawfik (2012) , while part 2 was performed in 2013 and 2014. 1 It is important to stress at this point, that the field experiment took place in the real-world, and as such, not all aspects of the experiment could be fully controlled. 2
Participants
In 2011, 20 participants were randomly selected from the extensive participant pool of VTTI (consisting of volunteers that like to participate in traffic-related experiments conducted by VTTI) for part 1 of the experiment. They were contacted by phone in order to check eligibility and willingness to participate. In 2013, we required the same number of participants for part 2 of the experiment. Unfortunately, only 9 participants from part 1 accepted to participate a second time. Therefore, in part 2, 11 additional participants were randomly recruited from the same participant pool. In total, 31 individuals participated in the experiment (11 in part 1 only; 9 in part 1 and in part 2; 11 in part 2 only); 15 male participants and 16 female participants, 17 participants aged 18-35 years and 14 participants aged 55-69 years. Age and gender, including their combinations, were equally distributed among participants for both parts of the experiment (i.e. Age (18-35 years versus 55-69 years) × Gender (Male versus Female)). Table 1 provides an overview of the descriptive characteristics of the samples. Nearly all participants indicated prior to the start of experiment part 1 that they were moderatelyto-very familiar with all route alternatives. Participants' familiarity with route alternatives is not known for part 2. However, as participants were recruited in the same area, they may be safely assumed to have a similar level of familiarity. This implies that participants had prior knowledge about local traffic conditions, but not necessarily about how the alternatives within one choice set perform compared to each other. This is emphasized by the fact that prior to the start of experiment part 2 most participants were unable to accurately assess route performance.
Materials
All routes taken as well as the actual experienced travel times were recorded through a GPS device located in the research vehicles. Also, participants were asked to complete pre-and post-task questionnaires. The pre-task questionnaire collected information about participants' socio-demographics and driving experience, whereas the post-task questionnaire collected information about their perceptions of traffic conditions and their preference levels for each route. Moreover, because an increasing number of publications conclude that personality traits and attitudes might play an important role in route choice behaviour (e.g. Albert, Toledo, and Ben-Zion 2011; Tawfik 2012) , participants were also asked to fill in a Personality Inventory: the NEO-FFI-3. This is a 60-item version of the NEO Personality Inventory-Revised (Costa and McCrae 2006 ) that provides a quick, reliable and accurate measure of five domains of personality, i.e. neuroticism, extraversion, openness to experience, agreeableness and conscientiousness. Each of these traits measures six subordinate dimensions.
Procedure
Participants were asked to complete experimental runs on respectively 20 (part 1) and 11 (part 2) (nonconsecutive) days; the number of runs is limited due to time and budget constraints. The runs took place during peak hours on normal weekdays (i.e. morning (7-8 am), noon (12-1 pm) or evening (5-6 pm)). Each participant started his or her runs at the same time each day, enabling us to make a meaningful comparison across different days. Each run consisted of 5 consecutive trips between 5 OD-pairs (o 1 , d 1 ) . . . (o 5 , d 5 ), where o j+1 = d j for j = 1, 2, 3, 4. These OD-pairs were the same for all participants and all runs, and they were always done in the same order. Prior to each trip, a research-escort (that always accompanied the participant) provided two route alternatives on a Google Map print-out. Participants were asked to assume that the provided alternatives were the only available routes for that trip. OD-pairs and route alternatives were selected in such a way that variation (i.e. regarding travel times, road types (motorways, main roads and secondary roads) and sceneries) among choice situations was ensured in order to avoid fatigue and reduce the order effect. For an overview of the OD-pairs and routes used in the experiment, see Figure 1 . Additionally, note that only in part 2 of the experiment, the research-escort verbally provided (pre-trip) travel time information to the participant. This information consisted of approximate travel times (e.g. route x takes approximately 8 min) during the first 5 runs, and travel time ranges (e.g. route x takes between 7 and 9 min) during the last 5 runs. Note that during day 6 no information was provided. A summary of the experimental set-up is provided in Table 2 . Provided travel times (TTinfo) on each route r at instance f were based on historical data by calculating the average travel time for the last three instances in time when for the given OD-pair route r was chosen by any of the participants during a specific peak hour h (i.e. the moving average of experienced travel times per peak hour), i.e.;
Ranges were estimated based on the variability between days. Hence, the travel time information was updated day-to-day. Calculated travel times and ranges were rounded to the nearest half minute when provided. When no previous instances were available yet, average travel times from experimental part 1 were used. Since the research objective was to learn about the impact of the provided information only, participants were asked not to use any other sources of information, such as navigation devices or mapping services, neither en-route nor pre-trip.
Participants were asked to behave as in real-life and to drive as if they made a commute trip. Several measures were taken to ensure that the experiment time was not considered as leisure; i.e. participants received a fixed monetary compensation per run ($30), no entertainment (e.g. listen to radio, use cell phone or chat with research escort) was allowed and no scenic routes were included. As such, participants would be motivated to minimize their experiment (and travel) times.
The real-world driving experiment was approved by the Virginia Tech Institutional Review Board. Before the start of the first experimental run (for both parts of the experiment), participants were presented with an Informed Consent Form and were given ample time to read the form and ask questions before signing.
Design
Regarding the design of the analysis, there are two options; within-subject and between-subject. A within-subject analysis would be ideal for small samples as it compares behaviour of the same individuals. In our case, however, this would not be an option as we had to recruit 11 new participants for part 2. Therefore, we conduct a between-subject analysis, comparing two groups of individuals under different circumstances. In our case, this comparison might not be completely independent as 9 participants were involved in both parts of the experiment. Nonetheless, we assume these participants to be independent between both parts as there was a 2-year gap between conducting part 1 and part 2. Over such a long period, participants will most likely not recall their behaviour in the first part of the experiment. In literature, evidence has been found that choice behaviour, as well as the value of travel time savings over a long time interval, is unstable (e.g. Schaafsma et al. 2014; Gunn 2001) . Besides, overall traffic conditions have changed and participants gained additional driving experience. Table 3 shows the characteristics of each route alternative based on the data obtained from both experimental parts and a satellite map of the area (Google Maps). The differences in traffic conditions that appear between both parts can be characterized as follows:
Route characteristics
• OD-pair 1: Both routes have almost equal travel times for both parts although travel times are slightly higher in part 2. The on average shortest route switches between both parts and route 1 becomes less reliable. • OD-pair 2: Travel time for route 4 increases more compared to route 3, while both routes become equally less reliable in part 2. Route 3 continues to be the shortest route alternative. • OD-pair 3: Travel time for route 5 increases more compared to route 6, while still being the shortest route alternative. Both routes become equally less reliable in part 2. • OD-pair 4: Travel times for both routes become almost equal in part 2 as the travel times for route 8 increase. However, route 8 continues to be the shortest route alternative. • OD-pair 5: Travel time for route 10 increases, while it clearly remains the shortest travel time route.
Route 9 becomes less reliable, while reliability of route 10 increases.
We have conducted t-tests on the travel times in part 1 and part 2 for each route. We find significant travel time differences in most instances. This is mainly due to the large numbers of observations. Differences of 5 s are already significant in some cases. Such small (although significant) differences are less relevant when considering route choice. Compared with the variability in travel times, differences between period 1 and 2 are actually quite small in general. However, in some cases travel times have changed substantially, for example, about 1.5 min for route 4. Such a change could have an effect on route choice, because travel time difference is an important determinant for route choice. We therefore explicitly consider travel time differences (and hence changes therein) when we discuss the results, both between OD pairs and between periods.
Information accuracy
The provided travel time information is based on historical travel times rather than real-time traffic information. This may influence information accuracy, which in its turn could have an effect on travellers' behavioural response. Therefore, we look at the accuracy of the provided travel time information in more detail here. Figure 2 (a) shows the difference between the provided travel time and the travel time experienced by the participant that had received the travel time information. The shown distribution typically resembles a distribution of random variation in travel times (due to for example variation in green times of traffic lights). This natural fluctuation is also present in real-time travel time information. The magnitude of the standard deviation (about 10-15% of 10 min) is also not very large. This is in line with expectation, as the routes do not show (heavy) congestion during peak hours. Moreover, as participants did not receive feedback on their experienced travel time nor the travel time on the non-chosen alternative, it is likely that they did not perceive (substantial) inaccuracies in travel time information. Especially, since perceived travel time by travellers tend to vary widely with respect to experienced travel time (e.g. Vreeswijk et al. 2014) . In general, it is therefore safe to assume that participants viewed the travel information as reliable. However, in a few instances experienced travel times Table 3 . Route characteristics of the route alternatives (adapted from Tawfik (2012)). clearly deviated from the expected travel time. Although these instances are very rare (only 0.4% of all observations), they may have had an effect on travellers' route choice. Such outliers happened to 5 different participants, mainly on OD-pair 3 (route 5).
Figure 2(b) shows a scattered graph in order to understand the distribution of the travel time information error with respect to the actual travel time as experienced by the participants. Except from the few outliers, the variation does not appear to change substantially with travel time.
Empirical analyses and results
The question we address in this paper refers to whether travel information has an influence on the development of dynamic day-to-day route choice behaviour. In order to answer this question, we formulated the following sub-questions:
(1) Did travellers use received travel time information and follow the implicit route advice?
(2) How does travel time information affect route switching and maximizing behaviour in a real-world context? (3) Can different behavioural patterns or profiles be identified in individuals' day-to-day route choice? (4) Which factors explain an individual's adoption of a certain behavioural profile in their day-to-day route choice and is the provision of travel time information one of them? (5) Does travel time information influence how individual's shift between behavioural profiles across OD-pairs.
In this section, we will address each sub-question. Note that in each analysis we only focus on the role of travel time information on route choice behaviour in general; we do not make a distinction between the different formats that were used in the experiment. Moreover, participants travel between the five OD-pairs in the same order each run. The order of the OD-pairs could affect observed behaviour due to e.g. fatigue or the desire for variation in roads. We do not take this into account in our analysis. On some OD-pairs route alternatives have very similar travel times, the received travel time information might have indicated the longer route to be the shortest and vice versa. We therefore distinguish in our analyses between OD-pairs for which the average travel time difference between route alternatives is similar or smaller than the natural travel time fluctuation (i.e. OD-pairs 1, 3 and 4; henceforth referred to as OD-group A) and OD-pairs for which the average travel time difference between route alternatives was larger than the natural travel time fluctuation (i.e. OD-pairs 2 and 5; henceforth referred to as OD-group B) as identified in Section 3.3. On the former OD-pairs, participants are most likely unable to distinguish between the shortest and longest route, potentially influencing their response to information.
Did travellers use the received travel time information and follow the implicit route advice?
Method
In response to travel time information travellers might or might not choose the route that was indicated as being the shortest by the information service; that is, the information service implicitly advises to switch routes or stay in order to minimize travel time and the traveller actually 'followed' the advice by either switching or staying. We refer to this as information compliance (even though only descriptive information was provided) and we distinguish between weak and strong compliance; weak compliance refers to the situation where the route chosen at run t − 1 was advised and the traveller stuck to this route, whereas strong compliance refers to the situation where the non-chosen route at run t − 1 was advised and the traveller switched routes (in line with definitions by Chorus, Arentze, and Timmermans 2009) . Note that for those runs where the information service provided ranges of travel times, the means of these ranges were used to determine which route would be 'advised' in terms of being shortest according to the information. Table 4 presents the frequencies of choice situations in which based on the travel time information travellers should switch (or stay) compared to their choice at run t − 1 in order to choose the shortest travel time alternative and travellers actually switched (or stayed). We observe that overall information compliance occurs in 72% of all choice situations. This suggests that a majority of travellers try to minimize their travel time with help of received travel time information. Nonetheless, only in 43% of these cases participants indicated that travel time minimization was one of the reasons behind their route choice. Moreover, only in 41% of the choice situations in which the provided information suggested a route switch, an actual switch was made (indicating strong compliance); i.e. only about half of all switches (116/222 = 0.52) were made in compliance with received information. On the other hand, when the information suggested staying at a certain route alternative, in 87% of the choice situations this was actually done (indicating weak compliance). These findings give the impression that habitual behaviour might be present as well. Regarding OD-pairs consisting of similar or distinct travel time alternatives, we observe larger overall and weak compliance rates for OD-group B (ODpairs with distinct travel time alternatives), while strong compliance rates are comparable. Moreover, the number of cases in which a switch is advised is considerably lower for OD-group B than ODgroup A, indicating that on the former OD-pairs travellers already choose the shortest route alternative more often. 
Results
How does travel time information affect route switching and maximizing behaviour in a real-world context?
Method
In order to explore how travel time information affects route switching and maximizing behaviour, we determine daily switching rates and maximization rates for both experimental parts. We use non-parametric tests (i.e. Chi-square and Mann-Whitney tests) to indicate whether travel time information had a significant effect on switching rates and maximization rates. A route switch, s njt = 1, occurs when individual n used another route for the j-th OD-pair at run t compared to run t − 1. No route switch, s njt = 0, is observed when individual n used the same route for the j-th OD-pair at run t compared to run t − 1. A choice was maximized, m njt = 1, when the chosen route had, on average, the shortest travel time during the specific peak hour at which the choice was made. Otherwise, the choice was not maximized, m njt = 0. The switching and maximization rates at run t are respectively
is the number of individuals at run t and J(t) is the number of OD-pairs at run t in the respective groups (OD-group A or B). Note that the travel times on both routes of each OD-pair were not known at the same time since only the experienced travel time on the chosen route alternative was recorded. Therefore, it is uncertain whether the (on average) shortest route alternative was actually the shortest on that specific peak hour on that day. Since the sample size in our experiment is relatively small, we apply non-parametric tests (e.g. Chi-square test and Mann-Whitney test) in order to identify significant results. Moreover, one should bear in mind that traffic conditions changed over the years; this might have affected observed switching behaviour and maximizing behaviour.
Results route switching behaviour
We find that travellers switched routes in 20% of the cases when no information was provided and in 22% of the cases after they received travel time information (this difference is not significant: χ 2 (1) = 0.580, p = 0.446). Figure 3 shows the switching rates for the different OD groups and experimental parts. The dotted black lines indicate the switching rates in case all participants would have complied with received travel time information (100% compliance of choosing the shortest route according to the travel information) in part 2. The figure shows that the number of route switches decreased as the experiments proceeded. This is in line with the effect of exploration and learning as observed by e.g. Senk (2010) .
Results are interpreted as follows. When there exists a specific route that is shortest (such as for OD-group B) and no travel time information is available, travellers need to explore routes by trial and error in order to maximize their route choice; this involves many route switches. Travel information helps travellers in finding the route that is shortest and their learning rate increases. Consequently, switching rates decrease. However, when the travel time difference between routes is small and the route that is shortest varies from day to day (such as for OD-group A), travellers need to keep switching between routes in order to maximize their route choice, also when they receive travel time information. As such, one would expect lower switching rates for OD-group B and higher switching rates for ODgroup A.
Indeed, a significant difference in switching behaviour with and without travel time information is observed for OD-group B (Mann-Whitney test: U = 26, z = −2.276, p = 0.021); participants switched less in response to travel information on these OD-pairs. However, switching rates in response to travel time information for OD-group A are similar to switching rates obtained in absence of travel time information (Mann-Whitney test: U = 47, z = −0.890, p = 0.390; i.e. the difference is not significant). This indicates that travel time information only triggers behavioural response on OD-pairs with travel time differences larger than natural fluctuations; travellers might not try to maximize their route choices when small travel time differences are involved. This is as expected as the switching effort will not result in large travel time savings; there is not much time to win. Results on maximizing behaviour underpin these findings (see Section 4.2.3). In addition, the historical nature of the provided travel information might reduce travellers' willingness to switch routes in these cases.
Finally, although switching rates seem to roughly follow the switching rate pattern in case of full compliance with provided travel time information, switching rates for both OD-groups are lower than would have been expected based on provided travel time information.
Results maximizing behaviour
Often, it is assumed that travellers will choose the route with the shortest travel time. In our experiment, this was true in only 66% of the cases without provision of travel time information. Providing travel time information increased the percentage of choices for the on average shortest route (i.e. maximization rate) to 70%, which can be considered a modest increase although significant (χ 2 (1) = 6.092, p = 0.014). This suggests that participants were able to identify (and/or were willing to choose) the shortest alternative more easily in response to travel time information. Figure 4 shows the maximization rates for both OD-groups and experimental parts. The dotted black lines indicate the maximization rates in case all participants would have complied with received travel time information in part 2. We observe significantly higher maximization rates for OD-group B -both in response to travel time information and when no travel time information is provided -compared to OD-group A (Mann-Whitney test: U = 13, z = −5.387, p = 0.000). This could be explained by the fact that on these OD-pairs the shortest route alternative can be relatively easily identified, even without travel time information. Nonetheless, the maximization rates for OD-group B are significantly higher in response to travel time information than when no information is provided (Mann-Whitney test: U = 27, z = −2.217, p = 0.028). This indicates that travel information does help travellers in making maximizing choices on OD-pairs with distinct travel time alternatives. Maximization rates for OD-group A with and without travel time information are not significantly different (Mann-Whitney test: U = 36, z = −1.621, p = 0.116). However, one cannot expect to obtain higher maximization rates for this OD-group. After all, the maximization rate for this OD-group is quite close to the rate indicating full compliance with received travel time information.
Maximization rates at full compliance emphasize the usefulness of information; for OD-group B there is clearly room for improvement regarding travel time maximization, while for OD-group A maximizing behaviour without travel time information is hard to improve due to the variation in shortest route from day to day (i.e. maximizing behaviour is close to equilibrium).
Can different behavioural patterns or profiles be identified in individuals' day-to-day route choice?
Method
Day-to-day route choice behaviour is examined by revealing individual route choice patterns -choices c made by participant n on OD-pair j for run t = 1 to t = 20 (or t = 11), i.e. (c nj1 , . . . , c nj11 ) -leading to the identification of behavioural profiles. The concept of individual day-to-day route choice patterns was proposed by Tawfik, Rakha, and Miller (2010) . They introduced four different choice patterns or so-called driver types, which were characterized by Vreeswijk et al. (2015) as Stayers, Tryers, Explorers and Switchers. Our research explores if similar patterns can be identified in the context of real-world experiments and if certain patterns occurred more often in response to travel time information. To that end, k-means-clustering was applied using the SPSS software package.
Clustering was applied on 200 patterns (5 patterns for each participant n and for both experimental parts) and based on the following criteria: number of route switches, number of times the preferred route (i.e. most chosen alternative) was chosen and the average switching moment (i.e. average run at which route switches are made ('center of gravity')), each by participant n on OD-pair j during the first 11 experimental runs t. Note that only the first 11 runs were used as this enables a complete comparison between the behavioural patterns of both experiments. First, automatic k-means-clustering (based on Euclidean distance) was applied using various pre-set number of clusters (i.e. 4, 5 and 6 clusters). Next, refinements were made by hand using behavioural interpretation. This exploratory clustering method resulted in six clusters in which each cluster consisted of a substantial number of observed patterns, while distinctive patterns were separated into different clusters.
Many measures to validate the resulting clusters exist. We provided the scores obtained through the most commonly used measures. First, we assessed the correlation between the proximity matrix (i.e. based on Euclidian distance between observations) and the incidence matrix (i.e. whether observations belong to the same cluster). Strong correlations indicate that observations within the same cluster are close to each other. Subsequently, we calculated the between-cluster sum-of-squares to indicate how distinct, or well-separated, each cluster is from the other clusters, and the within-cluster sum-of-squares to indicate cluster cohesion or compactness. The between-cluster sum-of-squares should be as large as possible, while the within-cluster sum-of-squares should be as small as possible in order to indicate well-separated and compact clusters. Note that the sum of both is constant; if one sum-of-squares measure (i.e. between or within) increases the other sum-of-squares measure decreases. Finally, we determined the Silhouette coefficient (Rousseeuw 1987) , which builds on both cohesion and separation. The Silhouette coefficient is calculated for each observation and then averaged for each cluster as well as the whole dataset using the following formula:
where a l is the average distance of observation l to all other observations in its cluster (i.e. cohesion), b l is the smallest of the average distances to each of the other clusters observation l is not part of (i.e. the distance to the nearest cluster observation l does not belong to, that is, separation). Observations with an s l close to 1 are well-clustered (i.e. average distance to assigned cluster is much smaller than to nearest other cluster). When s l is about zero this is considered an intermediate case (i.e. average distance to assigned cluster and nearest other cluster is approximately equal). The observation is probably misclassified if s l is close to −1 (i.e. average distance to assigned cluster is much larger than to nearest other cluster).
Results
The six clusters resulting from the clustering analysis are summarized in Table 5 ; it presents the following information: cluster size (N), a cluster description, the average cluster score on the clustering criteria, an illustrative example, and the frequencies of occurrence disaggregated at the OD-level for both parts of the experiment. Overall, the majority of participants had a clear preference for one of the route alternatives and almost never switched; i.e. switch-averse profiles 1, 2 and 3 occur most often for both experiments. On average, slight differences between the choice patterns revealed in experiment part 1 and part 2 were observed. However, these differences are not significant (neither in total nor at the OD-pair level) at a 5% significance level. Note that most participants behaved differently across OD-pairs j, e.g. participant n might behave in accordance with a Staying profile on OD-pair 1, but adapting to an Exploring profile on OD-pair 5. That is, 70% of participants (equal for both parts of the experiment) revealed 3 or more different profiles during the experiment. Therefore, in this research the clusters are referred to as profiles and are not directly related to the individual or OD-pair. Moreover, one should realize that different behavioural constructs, such as travel time minimization and habit, could result in the same behavioural choice profile. Furthermore, note that obtained profiles only apply for route choice patterns over a time span of 11 days. After all, some profiles might not manifest strongly without a longer time span, while others that were observed in this study might in that case not manifest at all. Finally, our Staying, Trying, and Switching profiles are consistent with three of the four driver types proposed by Tawfik, Rakha, and Miller (2010) .
Travellers revealing profile 1, 2 or 3, have a clear preference for one route and rarely switch. For OD-pairs belonging to group B, this is likely because one might easily identify the on average shortest route. As such, they might be maximizing their route choice. Another potential explanation for such behaviour which might apply to both OD-groups is that individuals tend to simplify their decision strategy by just using the route alternative that provided the most positive experience in the past (i.e. habit (e.g. Verplanken, Aarts, and Van Knippenberg 1997) ) or that they consider satisfactory (i.e. satisficing (e.g. Simon 1955) ). In other words, they tend to minimize their (cognitive) efforts at the cost of the accuracy of their choice outcome according to some sort of effort-accuracy trade-off framework (Johnson and Payne 1985) . Besides, travel time differences for OD-group A are small, hence, there is not much travel time to loose. Travellers revealing profile 4, 5 or 6, regularly switch. For OD-pairs belonging to group A, it might be that travellers are either trying to maximize their route choice or -in case of travel time provision -just follow the provided advice (which might often switch between routes for ODpairs with similar alternatives). Another potential explanation for such behaviour which might apply to both OD-groups is that travellers are in their learning and exploration phase. This might especially be the case with travellers who are less familiar with specific route alternatives.
Cluster validation
Now we will shortly indicate the internal validity of the obtained clusters. The correlation between the proximity (or distance) matrix and the incidence matrix is −0.6386. This suggests a moderate to strong correlation, indicating that observations within the same cluster are closer to each other compared to observations from different clusters. Moreover, we find a between-cluster sum-of-squares of 3067 and a within-cluster sum-of-squares of 307. Given the fact that the sum of both is constant (3067 + 307 = 3374), and the fact that the between-cluster sum-of-squares should be as high as possible while the within-cluster sum-of-squares should be as low as possible, we consider this result satisfactory. The obtained average silhouette coefficient is 0.56, while the averages for clusters 1, 2, 3, 4, 5 and 6 are 1, 0.45, 0.36, 0.27, 0.28 and 0.35 respectively. These coefficients indicate that observations are intermediate to well-clustered. Only three observations obtained a negative coefficientalthough still close to zero (i.e. −0.001 to −0.06). Moreover, the coefficients per cluster indicate that clusters 1 and 2 are the strongest and most pronounced, while clusters 4 and 5 are weakest.
Which factors explain an individual's adoption of a certain behavioural profile in their day-to-day route choice and is the provision of travel time information one of them?
Method
To answer this question, we use discrete choice modelling. First, a preliminary multinomial logit model was estimated to identify potential explanatory variables; one of them being the provision of travel Travel time information Info j Whether or not travel time information is provided at choice set j 0 = no travel time information, 1 = travel time information time information. The independent variables used are shown in Table 6 . Besides characteristics related to the choice set, personality traits and socio-demographics are expected to play an important role in day-to-day route choice behaviour as well; hence, both are considered. Subsequently, a mixed logit model was estimated in order to capture panel effects. After all, participants revealed choice evolution profiles for five different OD-pairs and some of them participated in both experiments. Only the significant variables from the multinomial logit model were included. The mixed logit model was estimated using the Biogeme software package (Bierlaire 2003) with the 'donlp2'-algorithm (Spellucci 1993) using 1000 Halton draws. Experiments with lower number of draws indicated that 1000 draws were sufficient to obtain stable parameter estimates. Panel effects were captured by examining three distinct approaches to represent intrinsic individual-specific preferences for revealing a certain route choice evolution profile. The first approach adds a single preference component ('constant') for switching behaviour to the model of profiles 2-6, representing a preference for making one or more switches as opposed to making no switch at all (i.e. profile 1); in other words, v Switching,n = 0 for p = 1 and has one single value component for all other profiles (i.e. p = (2, . . . , 6) ). The second approach is similar except that different preference components are added to each of the profile models (i.e. five different constants are used instead of one single component) -in other words, v np = 0 for p = 1 and each other profile p has his own component v np with values that might differ from one to another -, representing a preference for each specific profile except for profile 1 which serves as a normalizing reference alternative. Finally, the third approach adds a single preference component to only the most switch-sensitive profiles (i.e. profiles 4, 5 and 6), representing a preference for switch-prone behaviour as opposed to switch-averse behaviour. The utility functions for each approach are as follows: Approach 1:
U np = ASC p + β pm x m + v Switching,n + ε np v Switching,n = 0 for p = 1 ( 2 )
Approach 2:
Approach 3:
In which U np denotes the random utility associated with behavioural profile p by individual n. β pm denotes the parameter to be estimated that is associated with the m th attribute x m for each profile p. ASC p denotes an intrinsic willingness to behave according to profile p. Finally, ν n and ε np are random errors. The former is Normally distributed with a mean of zero and an estimated standard deviation. This error varies across individuals, reflecting unobserved individual preferences. The latter error is distributed i.i.d. Extreme Value type 1 across both individuals and choice tasks, reflecting additional variation in unobserved utility ('white noise'). Table 7 shows the model results from the mixed logit model estimation in order to find explanatory variables for revealed behavioural profiles. At this point, one should realize that the 'choice' to reveal a certain behavioural profile is not equivalent to the choice of a route; profiles encompass the pattern of route switches independent of which specific route was chosen.
Results
Panel effects were captured by examining three distinct approaches to represent intrinsic individual-specific preferences in revealing a certain behavioural profile. The model that captured intrinsic individual-specific preferences for switching by means of a single constant for the most switch-sensitive profiles resulted in the best model fit (likelihood ratio test with regular multinomial logit model: (χ 2 (1) = 25.83, p = 0.000). Both individual and situation-specific characteristics are found to be significant for at least one of the profiles. In general, the model suggests that when the difference between the route alternatives in travel time variability, distance and number of left turns becomes larger, a Staying strategy (i.e. pattern 1, the reference category) is more likely to be adopted. This is as expected since greater differences between route alternatives allow for easier identification of the preferred route alternative. However, a somewhat counterintuitive finding is that in case of a higher difference in speed, travellers seem to be willing to switch more often. A possible reason could be that when travel times are not that distinct, one might like to alternate routes to avoid boredom with a certain road type that is associated with each route, e.g. urban roads with low speed limits versus freeways allowing for high speeds. Furthermore, it seems that travellers who are extravert or open to experience, were, in general, more likely to be switch-prone than their counterparts. This might be explained by the fact that measured dimensions on extraversion and openness to experience encompass 'excitement-seeking', 'activity' and 'actions', which can reasonably be associated with regularly using different route alternatives. Conversely, travellers who score highly on neuroticism or agreeableness seem to be more likely to use a Staying strategy. This might be explained by measured dimensions as 'vulnerability to stress', 'straightforwardness' and 'being easy to satisfy', which seem to be associated with less switching. Note that these findings contradict the findings reported by Tawfik (2012) who found that openness to experience led to more Staying behaviour, while neuroticism led to more Switching behaviour. However, his finding was based on the number of switches made during the first five experimental runs only. Senk (2010) found that travellers tend to be exploring especially on these first five runs, which manifests itself through switching. Additionally, some other remarks can be made on the model results. First, the variable of educational level became insignificant when accounting for panel effects. Furthermore, one should keep in mind that the difference in number of left turns only changed for OD-pair 4. Therefore, it might be the case that this variable is actually representing other unobserved factors specific to that OD-pair. Moreover, it seems that the effects of variables Distance j and Speed j become more pronounced when the profile becomes more switch-prone . For the other variables, this trend is less visible. In general, variables tend to be significant for switch-prone profiles more often than for switch-averse profiles. Finally, note that the model does not include variables on travel time information and differences in travel time. The difference in travel time might, however, be captured to some extent indirectly by other variables such as Distance j. The finding that travel time information seems to be insignificant in explaining revealed profiles is in line with aforementioned findings of the clustering results. The mixed logit model indicates how different behaviour profiles become more likely to be adopted if the difference between the route alternatives becomes larger or smaller with respect to certain characteristics. However, if a certain characteristic makes it more likely that a traveller adopts a switchaverse profile (i.e. profiles 1, 2 and 3) and repeatedly chooses the same route alternatives on a certain OD-pair, the model does not indicate which route alternative would be preferred. A closer look at the data tells us that those participants who adopted a switch-averse profile, had an overall preference for route alternatives with the least left turns (58%), the least variability in travel time (68%), the shortest distance (54%) and the highest speeds (72%). These findings are in line with expectations. No significant differences between the two experimental parts have been observed.
Does travel time information influence how individuals shift between behavioural patterns across OD-pairs.
Method
A traveller could reveal a certain behavioural profile at one OD-pair and might adopt another profile at the next OD-pair. Providing travel time information could reinforce collective behaviour. Therefore, we visualize (collective) shifts between each profile over the different OD-pairs for both parts of the experiment and compare them visually. Shifts made by less than three participants were excluded from the figures for reasons of readability; hence, only collective shifts were mapped. Figure 5 provides an overview of the number of individuals that revealed a certain profile on a certain OD-pair and visualizes collective shifts for both experimental parts. For example; in experiment part 1 there are six participants who reveal behaviour consistent with profile 1 on OD-pair 1, whereas on OD-pair 2, three of these participants shift to profile 2, two participants shift to profiles 3 and 4 respectively, and one participant keeps revealing profile 1. However, shifts made by less than three participants are not shown in the figure for reasons of readability (hence, only the shift made by the three participants who shift from profile 1 to profile 2 when moving from OD-pair 1 to OD-pair 2 is visible in Figure 5 ).
Results
For both experimental parts, the revealed profiles vary substantially from one OD-pair to another. It seems that on OD-pairs with relatively similar route alternatives (OD-group A: especially OD-pairs 1 and 4), participants either stick to their preferred route alternative (i.e. profile 1, 2 and 3) or regularly switch between both alternatives (i.e. profile 4, 5, 6) irrespective of the provision of travel time information. However, for OD-pairs with more distinct route alternatives (OD-group B), participants collectively shift towards switch-averse profiles when travel time information is provided. That is, in experiment part 2 collective shifts occur within, as well as between, both switch-averse and switch-prone profiles, while in experiment part 1 no collective shifts occur from switch-prone profiles to switch-averse profiles or vice versa. Moreover, in experiment part 1, most collective shifts seem to occur among profiles 1 and 2, indicating that many participants have a clear route preference on most OD-pairs, while only a few collective shifts occur among switch-prone profiles.
Overall, travel time information appears to trigger collective shifts between revealed profiles from one OD-pair to another. Note once again that travel conditions in terms of average travel time difference did not change much over the years for OD-pairs 1 and 4 (OD-group A), while it did for OD-pairs 2 and 5 (OD-group B); on OD-pair 2 this difference increased over the years, while on OD-pair 5 this difference decreased over the years. Results should be interpreted bearing this in mind as it might have affected the shift patterns as well.
Discussion
Our field experiment obtained valuable insights into the effect of pre-trip travel time information on real-world day-to-day route choice behaviour. Laboratory experiments show that, in general, providing travel time information decreases initial exploration (i.e. switching propensity) and increases maximization rates (e.g. Ben-Elia and Shiftan 2010) [note that some situations have been identified in which this is not the case (Avineri and Prashker 2006; Ben-Elia, Erev, and Shiftan 2008) ]. Our findings show that these results still hold when (unobserved) real-world factors, that are present in a field experiment as opposed to laboratory experiments, influence route choice behaviour.
In addition, Tawfik, Rakha, and Miller (2010) concluded that drivers' route choice evolution is not identical and introduced four driver types based on observations in a simulator study. The behavioural profiles found in our field experiment are consistent with three of the four driver types proposed by Tawfik, Rakha, and Miller (2010) ; i.e. Staying, Trying and Switching. It seems that their Explorers capture not only our Explorers, but also our Occasionally Curious and Confirmation Seekers. This difference might occur due to a difference in clustering criteria (although it is not clear what criteria were used exactly in the mentioned study). Moreover, we find higher frequencies for switch-averse profiles and lower frequencies for switch-prone profiles. The reason for this might be related to participants' familiarity with the road network -an aspect that is not present in the mentioned simulator study. Another more recent study by Qi et al. (2018) identified four driver types to describe a traveller's propensity to switch routes, given the actual payoff of the last chosen route and the foregone payoff of the alternative route (note that in our study participants do not know their foregone payoff). Two of their types tend to switch in response to their previously experienced (and foregone) pay-offs (comparable to our switch-prone profiles), while the other two types consist of status-quo-maintainers and fast learners who rapidly form habits (comparable to our switch-averse profiles).
Furthermore, an increasing number of publications conclude that personality traits, demographics, and attitudes might play an important role in route choice behaviour and route switching (e.g. Albert, Toledo, and Ben-Zion 2011; Tawfik 2012) . Explanatory variables found to be significant in our mixed logit model, support this belief. However, the exact role needs to be further explored. Finally, future research could apply new ICT technologies, such as smartphone applications. These technologies enable the use of larger samples, studied in daily-life circumstances were actual trips are being made without experimenter instructions, and real-time travel information could be provided. As such, ICT technologies could reduce or even solve the main limitations of field experiments like ours.
Conclusions
This paper has explored the effect of travel time information on day-to-day route choices using a unique real-world experiment. The main contribution lies in examining -using a variety of modelling and analysis techniques -day-to-day route choice behaviour in response to travel time information when individuals actually experience the consequences of their choices in reality.
We found that travellers follow the 'advice' from received travel time information in 72% of the cases. This suggests that a majority of travellers tries to minimize its travel time with help of received travel time information. Information compliance is highest when travellers could stick to their previously chosen route; nonetheless, habit might be a key factor in this. Moreover, higher compliance rates were observed at OD-pairs with distinct travel time alternatives. Switching propensity decreases with time and experience when no travel time information is provided. This suggests the existence of an exploration phase and a learning effect. Providing travel time information decreases this switching propensity significantly on OD-pairs consisting of alternatives with distinct travel times. Moreover, travellers choose the route with the shortest travel time in 66% of the cases. Travel time information and travellers' compliance with this information increase this percentage to 70%. Especially on OD-pairs with distinct travel time alternatives, maximization rates increase in response to travel time information. Based on these findings, it seems that travel time information is most advantageous when travel times on route alternatives are distinct. However, its benefit might decrease at travel time differences larger than the 2.5 min that occurred in our experiment. After all, large travel time differences can be more easily identified without travel time information.
Moreover, six behavioural profiles are identified varying from switch-averse to switch-prone behaviour. Overall, we do not observe an effect of the availability of travel time information on revealed profiles. Findings from regression analysis confirm this. Regression analysis indicates that the adoption of a certain behavioural profile results from a combination of situational characteristics as well as personality traits and individual preferences -the provision of travel time information does not contribute to explaining observed profiles. However, we do find that the provision of travel time information influences collective profile-shifting behaviour. Without travel time information, collective shifts mainly take place across switch-averse profiles; no collective shifts are observed from switch-prone profiles to switch-averse profiles or vice versa. On the contrary, in response to travel information collective shifts do occur within, as well as between, both switch-averse and switch-prone profiles.
Whether or not our findings are general, or are partly explained by particularities of our data collection efforts, is an important topic for further research. For example, the observed effect of individual characteristics might only be applicable to the particular participant group of this experiment due to small sample size, changed traffic conditions might have influenced observed behaviour, and the historical nature of the provided information might induce different behaviour compared to real-time information that is becoming more and more available nowadays. Nonetheless, our results provide deeper understanding of and insights into the effect of travel time information on real-world day-to-day route choice behaviour, and as such contribute to the design of effective information-based travel demand management measures. For example, traffic authorities might aim to achieve system-optimal network conditions. If personal travel time gain could not motivate a traveller to switch, collective travel time gains -implying a personal travel time sacrifice by part of the travellers -would almost certainly not induce a switch. Information messages and advice aiming at a system optimum should therefore be tailor-made to the individuals' route choice behaviour.
Notes
1. The first author of this paper was involved with the data collection of experiment part 2 (generating travel time information, being research-escort, data handling and processing) while working at VTTI. None of the authors was involved in the data collection or set-up of part 1. Nonetheless, some of the research-escort colleagues as well as the principal investigator were involved in both experimental parts in order to ensure consistency in set-up and procedures between experimental parts. 2. As such the term 'lab-in-the-field study', which was suggested by a reviewer, could also be used to describe our research methodology.
