Measurements carried out by the University of BASILicata Raman lidar system (BASIL) are reported to 15 demonstrate the capability of this instrument to characterize turbulent processes within the convective 16 boundary layer (CBL). In order to resolve the vertical profiles of turbulent variables, high resolution 17 water vapour and temperature measurements, with a temporal resolution of 10 s and a vertical 18 resolution of 90 m and 30 m, respectively, are considered. Measurements of higher-order moments of 19 the turbulent fluctuations of water vapour mixing ratio and temperature are obtained based on the 20 application of auto-covariance analyses to the water vapour mixing ratio and temperature time series. 21
throughout the atmospheric CBL, this capability being combined with the one to also measure daytime 1 profiles of temperature fluctuations up to the fourth order. 2
For the considered case study, which represents a well-mixed and quasi-stationary CBL, the mean 3 boundary layer height is found to be 1290±77 m a.g.l. Values of the integral scale for water vapour and 4 temperature fluctuations at the top of the CBL are in the range of 70-125 s and 75-225 s, respectively; 5 these values are much larger than the temporal resolution of the measurements (10 s), which testifies 6 that the temporal resolution considered for the measurements is sufficiently high to resolve turbulence 7 processes down to the inertial sub-range and consequently resolve the major part of the turbulent 8
fluctuations. Peak values of all moments are found in the interfacial layer in the proximity of the top of 9 the CBL. Specifically, water vapour and temperature second-order moment (variance) has a maximum 10 value of 0.29 g 2 kg -2 and 0.26 K 2 , respectively, water vapour and temperature third-order moment has a 11 peak value of 0.156 g 3 kg -3 and -0.067 K 3 , respectively, while water vapour and temperature fourth-order 12 moment has a maximum value of 0.28 g 4 kg -4 and 0.24 K 4 , respectively. Water vapour and temperature 13
kurtosis have values of ~3 in the entrainment zone, which indicate normally distributed humidity and 14 temperature fluctuations. Reported values of the higher-order moments result to be in good agreement 15 with previous measurements at different locations, thus providing confidence on the possibility to use 16 them for turbulence parameterization in weather and climate models. 17 In the determination of the temperature profiles, particular care was dedicated to minimize potential 18 effects associated with elastic signal leakage in the rotational Raman signals. For this purpose, a specific 19 algorithm was defined and tested to identify and remove signal leakages and to assess the residual 20 systematic uncertainty affecting temperature measurements after correction. The application of this 21 approach confirms that for the present Raman lidar system the leakage factor keeps constant with time, 22 and consequently an appropriate assessment of its constant value allows for a complete removal of the 23 vapour mixing ratio absolute error (expressed in g kg -1 ), figure 1b illustrates the water vapour mixing 28 ratio relative error (expressed in %), while figure 1c illustrates the temperature absolute error (expressed 29 in K). The figure shows the noise error profiles estimated based on the application of the auto-30 covariance method (described in detail in sub-section 4.1). More specifically, noise error assessments 31 have been performed considering two options for temporal and vertical resolution: a higher resolution 32
Atmos. Chem. Phys. Discuss., doi:10.5194/acp-2016-549, 2016 Manuscript under review for journal Atmos. Chem. Phys. mixing ratio and temperature, respectively (this is the selection considered for the turbulence 2 measurements); and a lower resolution configuration, with a time resolution of 150 m and a vertical 3 resolution of 5 min, which is the selection considered for the data set generated and uploaded to the 4 HOPE archive (primarily used for verification purposes, process studies and data assimilation). For the 5 first selection, the statistical error affecting water vapour mixing ratio measurements is smaller than 0.6 6 g kg -1 (or 50 %) up to 1.4 km, while the statistical error affecting temperature measurements is smaller 7 than 1 K up to 1.8 km. For the second selection, the statistical error affecting water vapour mixing ratio 8 measurements is smaller than 0.1 g kg -1 (or 15 %) up to 1.8 km, while the statistical error 9 affecting temperature measurements is smaller than 0,8 K up to 3 km. The above listed performances of 10 BASIL in terms of water vapour mixing ratio measurements result to be comparable with those reported 11 for the ARM Raman lidar , also 0.6 g kg -1 at 1.4 km), considering the same time 12
and vertical resolution. Same is true for the above listed performances of BASIL in terms of temperature 13 measurements, which indicate statistical uncertainties with values similar to those reported for the ARM 14 Raman lidar (Newsom et al., 2013) . The above quantified errors are used to derive -by means of error 15
propagation -the noise error profiles of the higher-order moments. An overview of these equations is 16 given in Wulfmeyer et al., (2016) . 17 In practice, water vapour mixing ratio and temperature profiles can be derived with different vertical 18 and temporal resolutions depending on the considered application. Vertical and temporal resolutions can 19 be traded-off with measurement precision, with random error affecting water vapour mixing ratio and 20 temperature measurements being inversely proportional to the square root of both vertical and temporal 21 resolution. Consequently, the consideration of the high temporal and vertical resolutions (10 sec, 30-90 22 m, respectively) needed for the characterization of turbulence processes translates into a lower 23 measurement precision (and consequently a larger statistical error). As a result of this, the 24 corresponding statistical error affecting daytime water vapour mixing ratio and temperature 25 measurements is smaller than 100 % and 1 K, respectively, up to 2 km (figure 1), these performances 26 being well suited for lidar measurements finalized to the characterization of turbulent variables. 27 
, displayed in 10 figure 2, are found to vary featuring a maximum around 800 m of approx. 1500 and 12000 counts, 11 respectively, and progressively decreasing down to 0 and approx. 20 counts, respectively, around 10 km 12 (after background subtraction). Here the mean photon number is intended as the average of all 10 sec 13 signal profiles collected over the period 11:30-13:30 UT on 20 April 2013. Figure 2 also shows the 14 mean photon number for the 10 sec 354.7 nm elastic signal, P 354.7 (z), which has a maximum of approx. 15 2200 counts around 800 m and progressively decreases down to 2 counts around 10 km. 16 For temperature measurements the application of error propagation yields the expression (Behrendt et 17 al., 2002 , 2015 , Di Girolamo et al., 2006 , 2009a : 18 It is to be noticed that the auto-covariance analysis specifies the total statistical noise, while Poisson 10 statistics accounts only for its shot noise contribution, i.e. the contribution associated with the discrete 11 nature of the photons sampled by photon counting devices. Consequently, the application of Poisson 12 statistics to signal photon counts leads to an underestimation of the total statistical noise (Wulfmeyer et 13 al., 2010 , Behrendt et al., 2015 . statistical noise affecting the measurement of water vapour mixing ratio and temperature. In more detail, 17
Poisson statistics accounts for 60 to 80 % of the total statistical noise affecting water vapour mixing 18 measurements, with a mean value of 74.5 %, while it accounts for 60 to 90 % of the total statistical 19 noise affecting temperature measurements, with a mean value of 78.0 %. This confirms that photon shot 20 noise represents the main contribution to the total statistical noise, but other statistical error sources, 21 usually very small, may also contribute. 22
As a result of the above described upgrades, BASIL performances in terms of the atmospheric variables 23 of interest for the purposes of this paper, extrapolated at higher hights based on the application of 24
Poisson statistics, are as follows. For water vapour mixing ratio measurements, the typical daytime 25 statistical error (precision) is smaller than 20 % up 3 km and smaller than 100 % up 4.5 km, while the 26 typical nighttime statistical error is smaller than 2 % up 3 km and smaller than 20 % up 9 km, based on 27 In addition to the statistical error, a small systematic error (bias) may affect both water vapour and 6 temperature measurements. For example, for water vapour measurements, besides a bias (not exceed 7 5 %) associated with the estimate of the calibration coefficient (resulting from radiosonde biases, 8 different air masses being sensed by the radiosonde and the lidar), an additional very small bias 9
(< 1 %) may be associated with the use of narrowband filters and, consequently, the accurate estimate of 10 the height-dependent correction factor accounting for the temperature dependence of the H 2 O and N 2 11 Raman scattering signals selected by these filters, while a 1 % systematic uncertainty may be associated 12 with the determination of the differential transmission term (Whiteman, 2003) . For temperature 13 measurements, besides a small bias associated with the estimate of the calibration coefficient, an 14 additional small bias (< 0.2 K) is associated with the assumption of the calibration function (1) to be 15 valid for the selected portions of the rotational Raman spectrum. It is to be pointed out that, as the above 16 mentioned systematic error sources are time independent (see Whiteman, 2003 et al., 2011), a second narrow-band interference filter was put in cascade to the Lo-J filter, this second 8 filter having the same center wavelength and pass-band of the Lo-J filter (this latter being 0.2 nm full 9 width at half maximum), but having a nominal blocking at 354.7 nm of 10 -3 . The combination of two 10 filters had been successfully applied before at 532 nm, obtaining undisturbed measurements even in 11
clouds (Behrendt and Reichardt, 2000) . Just recently, the possibility to achieve sufficient blocking at 12 354.7 nm with only one filter could also be demonstrated based on recent advances achieved in multi-13 cavity interference filter technology (Hammann et al., 2015b) . The ultimate goal of using two cascading 14 interference filters was to obtain an overall blocking at 354.7 nm of 10 -8 or better. However, because of 15 the very narrow pass-band of the two cascading filters, a perfect superimposition of their transmission 16 curves was found difficult to achieve. In this respect it is to be specified that a partial superimposition of 17 the transmission curves of the two filters may determine an even narrower pass-band, ultimately 18 compromising the filters' capability to select the rotational lines necessary for the temperature 19 measurements. Additionally, also when a perfect superimposition of the two cascading filters ' 20 transmission curves is achieved, the overall center wavelength transmission is significantly reduced (not 21 exceeding 15 %, with the transmission of the Lo-J filter being 30 % and the transmission of the second 22 cascading filter being 50 %); thus, the introduction of the second cascading filter determines an overall 23 reduction of
by 50 % and a consequent reduction in measurement precision. 24
In order to avoid these drawbacks, in recent field deployments the second cascading filter was remove 25 from the Lo-J channel, fully aware that this would have determined an overall lower blocking at 354. nm elastic lidar signal, T F being the transmission of neutral density filters (used to attenuate the elastic 6 signals and avoid signal induced noise effects associated with the low range echoes), and k being the 7 leakage factor. Expression (5) specifies that, if the leakage factor is known, the effective Lo-J rotational 8
Raman signal can be determined from leaked Lo-J rotational Raman signal by simply subtracting the 9 354.7 nm elastic lidar signal from the latter. 10
In this respect, it is to be specified that the simultaneity and co-location of the measured Lo-J and 354. 7 11 lidar signals is in our case quite a strict requirement, as in fact the signals necessary for the present 12 turbulence studies are acquired with high vertical and temporal resolution. In our system, the 13 simultaneity is guaranteed by the use of two distinct acquisition channels, with a common triggering, 14 included in a single sampling unit. The co-location of the measurements, i.e. the sounding of the same 15 atmospheric air column, is guaranteed by the use of the same large-aperture telescope for the collection 16 of the two signals and the proximity of the two detection channels within the optical layout of system. 17
In this direction, it is also to be specified that the elastic and rotational Raman scattering are stimulated 18 with the same laser wavelength (354.7 nm) and consequently the radiated air column is the same for the 19 two measurement channels. 20 An accurate estimate of the leakage factor k is of paramount importance to remove, or at least minimize, 
ln (6) 1 with T F being the overall transmission (~10 -3 ) of the two neutral density filters located in front of the 2 354.7 nm interference filter. Consequently, the systematic error affecting each temperature profile 3 associated with the uncertainty affecting k reads: 4 . This effect has to be properly taken into account 9 in the determination of turbulence profiles, as in fact fluctuations in aerosol particle backscatter, 10 especially in the upper portion of the CBL, may produce a time-dependent residual systematic error, 11 which would propagate into the temperature fluctuations. Because of this, the quantity 12
has to be properly assessed in expression (6) for each 10 s temperature 13 profile. 14 Considering an uncertainty of 0.01 on the estimate of k, a value of T=280 K, a value of =1200 K 15 (which is the one resulting from the application of the calibration procedure), the systematic error 16 T leak (z) associated with residual leakage in the upper portion of the CBL results to be equal to 0.16 K.
17
An additional overall, spurious term
has to be considered in the temperature variance, which 18 is associated with the residual systematic error affecting temperature measurements after the application 19 of the leakage correction approach. This additional contribution is given by: 20 
where we took the relative variance of the backscatter signal from our data at the ABL top. Here, the 2 variance is maximum so that we reach an upper limit of the spurious temperature variance of 3
which can be neglected with respect to the atmospheric temperature variance (see section 4
4.3). For the correlation term, however, we get 5
where we took the maximum of the atmospheric temperature variance at the ABL top. This error is still 7 considerably smaller than our estimate of the atmospheric temperature variance at the peak in the 8 entrainment layer so that the structures in the higher-order moments are significant. 9
Based on the above considerations, we have to be aware that, besides a random error, represented in 10 This IOP turned out to be also a good case study for the purpose of studying CBL development under 28 clear-sky or almost-clear sky conditions. Indeed, the almost undisturbed solar irradiance resulted in the 29 development of a well-mixed CBL which was not affected by clouds. 30
Water vapour mixing ratio, temperature, and backscatter fields 1
In order to select an appropriate time interval for the application of the turbulence analysis, we 2 considered the measurements of the different energy balance components as provided by the surface 3 energy balance station in Hambach (not illustrated here). The maximum net radiation was found to 4 occur around 12:00 UTC (520 Wm -2 ), with a very limited variability (<40 Wm -2 ) within the time 5 interval 11:30-13:30 UTC. This is the time interval that we selected for the turbulence analysis. 6
In order to achieve a sufficiently high signal-to-noise error (SNR) and consequently an acceptably low 7 noise error level, a running average over 3 points was considered for the water vapour mixing ratio data, 8 which translates into a reduced vertical resolution of 90 m, while no average was applied to the 9 temperature data, keeping the original vertical resolution of 30 m. 10 Figure 4 illustrates the time-height plot of the particle backscatter coefficient at 1064 nm,  par , between and a system noise term, (z,t), following the expression: function at zero lag represents the total measured variance and, consequently, the noise variance can be 1 determined as the difference between the auto-covariance function extrapolated to zero lag and its value 2 at zero leg. 3 An alternative approach is represented by the spectral method. In this case, the power spectrum of the 4 atmospheric variable fluctuations is computed and the constant white noise level close to the Nyquist 5 frequency is evaluated. Both the spectral method, based on the assumption that the system noise is 6 white, and the auto-covariance method allow to verify whether the major part of the turbulent 7 fluctuations is resolved through the measurements either by comparing the high-frequency component 8 of the spectrum with the theoretical decay in the inertial sub-range or by fitting the turbulent structure 9 function to the auto-covariance function. Thus, there is no reason to transfer the data in the spectral 10 domain for these applications and, because of that, the data analysis was kept in the time domain. 11 Furthermore, while both approaches were considered and tested on the water vapour and temperature 12 data considered in this paper, the auto-covariance technique (see figure 1) is to be preferred because of 13 its capability to directly determine system noise variance by means of the Fourier transformation of the 14 auto-covariance function, without introducing additional uncertainties . 15
Preliminary pre-processing steps have to be applied to the data before both techniques can be applied. In 16 general, before any further processing, spikes must be detected and flagged, as they negatively affect 17 the calculation of turbulent variables (Senff et al., 1996) . In fact, the presence of spikes in the time 18 series may have a significant impact on the computations of higher moments of the turbulent statistics. 19 Spikes in water vapour and temperature profiles are primarily resulting from non-linear effects 20 associated with the application of retrieval algorithms, these being likely to happen especially at low 21 signal-to-noise levels (Di Girolamo et al., 2008). Low signal-to-noise levels are typically found in day-22 time Raman lidar water vapour and temperature measurements at heights above 3-5 km, this height 23 varying depending on the considered variable (being lower for water vapour and higher for temperature), 24 or in the presence of clouds as a result of the laser beam attenuation. For the application considered in 25 this paper, i.e. the characterization of turbulent processes within the CBL, the vertical range of interest 26 is up to 2000 m and within this range the signal-to-noise level of rotational and vibrational Raman 27 signals is typically large enough to refrain from applying the spike removal algorithm to the data. 28
Additionally, for the specific case study considered in this paper, clouds are completely missing within 29 the CBL, and consequently the application of the spike removal algorithm to the lidar data returns a 30 dataset with almost no data removed. However, there may be missing data or data gaps generated in the 31 adaptation of the time resolution; because of this, a spike detection algorithm (McNicholas and Turner,2014 ) is routinely applied to the data before either the auto-covariance method or the spectral method 1 are applied. (Behrendt et al., 2015) . This makes sense because the water vapour gradient is negative in 1 the entrainment zone, whereas the temperature inversion gradient is positive. The positive peak in the 2 interfacial layer is evidence of the predominant effect of narrow warm air downdrafts in the interfacial 3 layer, while the negative peak above the CBL top is the result of narrow cooler updrafts above the CBL 4 top associated with thermals from the surface. Figure 11b , besides temperature third-order moment, also 5 includes the vertical profile of the water vapour mixing ratio third-order moment to better compare the 6 shapes and locations of the peaks and zero crossing values for these two profiles. This allows to reveal 7 that the negative peak in the temperature third-order moment appears at the same height (within 20 m) 8 of the positive peak in the water vapour mixing ratio third-order moment, while the distance between 9 the zero crossing values for the two profiles is approx. 100 m. 10 
15). 19
Besides the third-and fourth-order moments, also atmospheric skewness and kurtosis has been 20 determined for both water vapour mixing ratio and temperature fluctuations. Figure 13 
