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Abstract. We introduce in this paper some elements for the mathematical and numerical analysis of
algebraic turbulence models for oceanic surface mixing layers. In these models the turbulent diﬀusions
are parameterized by means of the gradient Richardson number, that measures the balance between
stabilizing buoyancy forces and destabilizing shearing forces. We analyze the existence and linear
exponential asymptotic stability of continuous and discrete equilibria states. We also analyze the well-
posedness of a simpliﬁed model, by application of the linearization principle for non-linear parabolic
equations. We ﬁnally present some numerical tests for realistic ﬂows in tropical seas that reproduce
the formation of mixing layers in time scales of the order of days, in agreement with the physics of
the problem. We conclude that the typical mixing layers are transient eﬀects due to the variability of
equatorial winds. Also, that these states evolve to steady states in time scales of the order of years,
under negative surface energy ﬂux conditions.
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1. Introduction
This paper is devoted to the mathematical and numerical analysis of turbulence models of surface oceanic
mixing layers. In a context of global climate change, the accurate simulation of the Surface Sea Temperature
(SST) is of primary importance, as it aﬀects the global oceanic circulation, and has a deep impact in the
evolution of polar ices (cf. Goose et al. [6]). This problem has been analyzed by the physical oceanography
community since the early 80’s. One of their main objectives is to build mathematical models to achieve a right
numerical simulation of SST, mainly in Tropical Ocean areas, as these areas receive large amounts of solar heat
that is brought into the oceanic global energy balance.
The parameterization of turbulence in the mixing layer must take into account the two forces that act in
the momentum and mass exchange produced by mixing eﬀects: buoyancy and shear. The early class of models
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parameterize the turbulent viscous and diﬀusion in terms of the Richardson number by means of algebraic expres-
sions. The Richardson number measures the rate between stabilizing buoyancy forces and destabilizing shear-
ing forces. One of the most popular of these models was introduced by Pacanowski and Philander in 1981 [13].
This description in terms of the Richardson number allows large mixing in zones of low stratiﬁcation, and
inhibits it in zones of strong stratiﬁcation. This model was modiﬁed in several ways, in order to obtain a better
ﬁtting with experimental measurements. One of these improvements was proposed by Gent in 1991 (cf. [5]).
Another kind of improvements was based upon the parameterization of the vertical proﬁle of turbulent kinetic
energy (KPP model, cf. Large et al. [9]). All these are vertical 1D models based upon the knowledge of the
atmospheric forcing to set the boundary conditions. More classical turbulence models of k-ε kind, have also
been developed, taking into account buoyancy eﬀects. Let us mention for instance the second order closure
models of Mellor and Yamada [12] and Gaspar et al. [4].
In the recent years, the mathematical community has shown an increasing interest in the theoretical and
numerical analysis of geophysical ﬂow problems. This interest has been mainly addressed to models for large-
scale atmospheric and oceanic ﬂows, frequently using shallow water approaches. In the case of water ﬂows,
rather little attention has been addressed to buoyant turbulence eﬀects. However, the behavior of SST deeply
depends on a correct description of the turbulent mass and momentum mixing in the upper oceanic layer, where
buoyancy plays a key role.
There are several relevant questions concerning mixing layer models that may be analyzed in mathematical
terms. The main one is to determine whether they provide accurate numerical predictions of the ﬂow in the
upper oceanic layer, as this is the purpose of these models. This requires to determine whether these models
are mathematically well posed problems and whether their numerical approximations are stable and provide
approximate solutions close to the theoretical solutions.
Another relevant issue is to analyze the mathematical stability of physically stable conﬁgurations. These
conﬁgurations correspond to decreasing density proﬁles, associated to well-mixed turbulent layers and so to
stable distribution of mass and momentum, and are typical in tropical oceans. A right numerical simulation of
such conﬁgurations only will be possible if they are mathematically stable.
A third mathematical issue of interest is the analysis of existence and stability of mathematical equilibria
of the mixing-layer models, and their relationship with the above-referenced well-mixed layer conﬁgurations.
This requires to determine whether these conﬁgurations are steady solutions of the models, and if not, whether
well-mixed layers are intermediate transient states between initial conditions and mathematical equilibria.
The mathematical analysis of these models faces hard diﬃculties. This mainly occurs because the turbulent
diﬀusions depend on the gradients of the unknowns. Energy methods fail to obtain estimates of approximated
solutions in norms strong enough (typically, these should be of W 2,p kind) to handle the gradients in compactness
or ﬁxed-point arguments to prove existence of solutions. An alternative to this technique is provided by the
Semigroup Theory for parabolic evolution equations, which in addition allows to analyze the asymptotic stability
in time. In Potier-Ferry [15] this theory is applied to the analysis of stability of equilibria solutions of non-
linear second order parabolic equations, with Dirichlet boundary conditions. Under smoothness conditions for
the coeﬃcients, existence of short-time solutions is proved, if the initial condition is close to an equilibrium.
Furthermore, the linearization principle is applied to analyze the asymptotic stability: If the linearized equation
around a given equilibrium is exponentially stable, then the above solution of the non-linear equation exists for
all times, and converges exponentially to the equilibrium.
Our purpose in this paper is to give some mathematical and numerical insight to the analysis of the algebraic
Richardson number-based models mentioned above. We use Potier-Ferry’s theory as a guide to answer to
some of the questions set above. Although this theory is not directly applicable to our mixing-layer models,
because these includes non-linear Neumann boundary conditions, we assume the working hypothesis that the
linearization principle also holds under these conditions. With this guiding line, after introducing the standard
Richardson number-based mixing layers that we consider (Sect. 2), we perform an analysis of existence of
equilibrium solutions in Section 3. We prove that these are not the well-mixed mixing layer conﬁgurations,
but linear proﬁles for velocity and density. We also introduce a new model that allows unstable initial proﬁles,
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which cannot be simulated by the standard models. We next prove the linear stability of these equilibria states
for physically stable conﬁgurations of the layer, in Section 4. Thus, if Potier-Ferry’s theory holds in our case,
this guarantees the exponential stability of the equilibria states, and the existence and uniqueness of solutions
for initial conditions close enough to the equilibria.
In Section 5 we analyze a typical conservative numerical scheme used by the physical oceanography community
to solve mixing-layer models. We prove that this scheme is well suited, in the sense that it is stable (in low-order
norms) and verify a maximum principle. However, we do not prove stability in W 2,p norm, that would allow to
bound the gradients of the approximate solutions, and then would allow to prove the convergence of the scheme.
Section 6 is devoted to the numerical tests where we use realistic initial and boundary data measured in
tropical seas. We observe that the typical mixing-layer conﬁgurations are reproduced by all models considered,
with characteristic formation times of about two days. We also observe that the theoretical equilibria are indeed
reached by our numerical models. Further, we observe that mixing-layer conﬁgurations asymptotically evolve
to the theoretical equilibria, with characteristic times of one and a half year. We ﬁnally test the new model
introduced with initial conditions that include unstable initial density proﬁles: It also simulates the formation
of a typical mixing layer. In the context of Potier-Ferry’s theory, we interpret these results in the sense that
well-mixed conﬁgurations are transient states lying in the attraction domain of stable equilibria, for a large class
of initial conditions that includes unstable density proﬁles, under negative surface energy ﬂux conditions.
We analyze a simpliﬁed model in Section 7, in order to show the ability of Potier-Ferry’s theory to analyze
our problem. This model applies to one single unknown (the vertical derivative of the density) and satisﬁes
Dirichlet boundary conditions. We prove that Potier-Ferry’s theory may be applied in this case: a wide range
of stable equilibria are proved to be exponentially stable.
We present our conclusions in Section 8. We interpret our results in terms of Potier-Ferry’s theory, and guess
how this theory should be extended to give a complete answer to the questions set above.
2. Setting of model problems
The wind-stress generates intense mixing processes in a layer below the ocean surface. This layer has two
parts, the upper one is a homogeneous layer, known as the mixed layer. This layer presents almost-constant
temperature (and salinity). The bottom of the mixed layer corresponds to the top of the pycnocline, a thin layer
with a large gradient of density. For instance, in tropical seas a sharp thermocline is formed. In this last layer
still mixing processes do occur, but it has not a homogeneous structure. The zone formed by the two layers is
known as the mixing layer. Its thickness may vary between ten meters and a few hundred meters, depending
on the latitude. It also presents seasonal variations.
Typically, the variables used to describe the mixing layer are the statistical means of horizontal velocity (u, v)
and density ρ. In the ocean, the density is a function of temperature and salinity through a state equation. So,
we consider the density as an idealized thermodynamic variable which is intended to represent temperature and
salinity variations. We are mainly interested in tropical seas, where the salinity in the mixing layer is almost
constant, and the density is just a function of the temperature.
The mixed layer being strongly dominated by vertical ﬂuxes, velocity, density and pressure are supposed to
be horizontally homogeneous. We assume
U = (u(z, t), v(z, t), w(z, t)), ρ = ρ(z, t), p = p(z, t).
This leads to one-dimensional models depending only on the vertical variable. The Coriolis force is neglected,
a good approximation in tropical oceans because this force is small in equatorial regions (cf. [14]). Therefore,
the equations governing the mixing layer, obtained by statistical averaging of Navier-Stokes equations, are⎧⎪⎨
⎪⎩
∂tu− α1 ∂zzu = −∂z 〈u′ w′〉 ,
∂tv − α1 ∂zzv = −∂z 〈v′ w′〉 ,
∂tρ− α2 ∂zzρ = −∂z 〈ρ′ w′〉 ,
(2.1)
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where (u′, v′), w′, ρ′ represent the ﬂuctuations of the horizontal velocity, vertical velocity and density, and α1,
α2 are the laminar viscosity and diﬀusion. The notation 〈 〉 signiﬁes that the quantity is statistically averaged,
in the usual sense used in turbulence modelling. Equations (2.1) are the classical equations corresponding to a
modelling of a water column. Equations (2.1) are not closed. To close them, the vertical ﬂuxes appearing in
the right-hand side need to be modelled.
The Richardson number-based models use the concept of eddy diﬀusion in order to represent turbulent ﬂuxes.
So we set
−〈u′w′〉 = νT1∂zu, −〈v′ w′〉 = νT1∂zv, −〈ρ′ w′〉 = νT2∂zρ.
νT1 and νT2 are the vertical eddy viscosity and diﬀusivity coeﬃcients. This modelling corresponds to statistically
stationary turbulence and thus to well-mixed layers. The eddy coeﬃcients are expressed as functions of the
gradient Richardson number R deﬁned as
R = − g
ρ0
∂zρ
(∂zu)
2 + (∂zv)
2 ,
where g is the gravitational acceleration and ρ0 a reference density (for example ρ0 = 1025 kg·m−3).
The gradient Richardson number is the ratio between the stabilizing vertical forces due to buoyancy and the
destabilizing horizontal ones due to shear in a water column.
When R >> 1, a strongly stratiﬁed layer takes place. This corresponds to a stable conﬁguration. When
0 < R << 1, a slightly stratiﬁed layer takes place. This corresponds to a conﬁguration with low stability.
The case R < 0 corresponds to a conﬁguration statically unstable (∂zρ > 0), that in fact we are not modelling
because it does not correspond to statistically stable turbulence. However, we must handle this situation for
our numerical experiments, in order to take into account initial conditions with unstable conﬁgurations that
should evolve to stable conﬁgurations as the layer becomes well-mixed. A simple way is to set large constant
values for the turbulent diﬀusions in this case, although we shall need a smoother modelling for our analysis.
The set of equations, initial and boundary conditions governing the mixing layer can now be written
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tu− ∂z (ν1∂zu) = 0,
∂tv − ∂z (ν1∂zv) = 0,
∂tρ− ∂z (ν2∂zρ) = 0, for t  0 and − h  z  0,
u = ub, v = vb, ρ = ρb at the depth z = −h,
ν1∂zu =
ρa
ρ0
Vx, ν1∂zv =
ρa
ρ0
Vy, ν2∂zρ = Q at the surface z = 0,
u = u0, v = v0, ρ = ρ0 at initial time t = 0.
(2.2)
In system (2.2), ν1 = α1 + νT1, ν2 = α2 + νT2 respectively are the total viscosity and diﬀusion. The constant h
denotes the thickness of the studied layer that must contain the mixing layer. Therefore the circulation for
z < −h, under the boundary layer, is supposed to be known, either by observations or by a deep circulation
numerical model. This justiﬁes the choice of Dirichlet boundary conditions at z = −h, (ub, vb) and ρb being
the values of horizontal velocity and density in the layer located below the mixed layer. The forcing by the
atmosphere is modelled by the ﬂuxes at the sea-surface: Vx and Vy are respectively the stress exerced by the
zonal wind-stress and the meridional wind-stress and Q represents the thermodynamical ﬂuxes, heating or
cooling, precipitations or evaporation. We have (Vx, Vy) = CD |Ua| Ua, where Ua = (ua, va) is the air velocity
and CD (= 1.2× 10−3) is a friction coeﬃcient (cf. Kowalik and Murty [8]).
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We describe hereafter the modelling of the eddy coeﬃcients made by the Pacanowski-Philander (PP) (cf. [13])
and Gent (cf. [5]) models. We write ν1 = f1 (R) and ν2 = f2(R). In PP model, the functions f1 and f2 are
deﬁned as
f1 (R) = α1 +
β1
(1 + 5R)2
, f2 (R) = α2 +
f1 (R)
1 + 5R
= α2+
α1
1 + 5R
+
β1
(1 + 5R)3
· (2.3)
This formulation has been used in the OPA code developed by Paris 6 University by Delecluse and co-workers
(cf. [1,10]) with coeﬃcients
α1 = 1× 10−6, β1 = 1× 10−2, α2 = 1× 10−7
(
units:m2·s−1) .
The selection criterion for the coeﬃcients appearing in these formulas was the best agreement of numerical
results with observations carried out in diﬀerent tropical areas.
A variant of formulation (3), proposed by Gent [5], is
f1 (R) = α1 +
β1
(1 + 10R)2
, f2 (R) = α2 +
β2
(1 + 10R)3
(2.4)
with α1 = 1×10−4, β1 = 1×10−1, α2 = 1×10−5, β2 = 1×10−1(units: m2·s−1). A formulation similar to (2.4)
when replacing 10R by 5R and varying the values of the coeﬃcients α1, α2 between the surface and the depth
50 m is used in Goose et al. [6].
These models apply to vertically stable conﬁgurations, for which ∂z ρ ≤ 0, and thus R ≥ 0. Turbulence may
be generated by the shear induced by the wind and by buoyancy forces, but the model describes the state of
the ﬂow once the vertical conﬁguration has been stabilized by buoyancy forces. However, as we already have
mentioned, for numerical simulations the case R ≤ 0, that corresponds to unstable buoyant conﬁgurations, must
be taken into account.
The main physical reason for the structure of f1 in (2.3) and (2.4) is that buoyancy stratiﬁcation inhibits
mixing eﬀects, and that this inhibition increases as R increases. Moreover, mixing eﬀects should tend to
disappear as R tends to inﬁnity. This suggests a structure for the turbulent viscosity as
νT1 =
β
(1 + aR)m
, for some β > 0, a > 0, m > 0.
Also, the expression for f2 in (2.3) and (2.4) follows from experimental measurements: νT2/νT1 decreases to
zero as R increases. This suggests a similar modelling, although this one is less clear than that of νT1. A
possibility is provided by Gent’s model:
νT2 = β′
νT1
(1 + aR)m′
, for some β′ > 0, m′ > 0.
A similar behavior is yield by Pacanowski-Philander’s model,
νT2 = β′
α1 + νT1
(1 + aR)m′
·
The experimental origins of this modelling may be found in Jones [7] and Robinson [16].
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3. Equilibria states
We determine in this section the equilibria of system (2.2). Our analysis is based upon the application of the
linearization principle to quasi-linear parabolic equations with data depending on the gradient of the unknown
developed in Potier-Ferry [15]. In this work, the evolution PDE problem is viewed as an abstract diﬀerential
equation upon a convenient abstract Banach space X :
du(t)
dt
+ T (u(t))u(t) = f(u(t)), (3.1)
where T (u) is a family of operators that have a domain D that is dense on X and independent on u. Fixed-
point theory is used to prove local existence in time and uniqueness for smooth enough initializations close
enough to some equilibrium. The linearization principle is used to prove the asymptotic exponential stability of
equilibrium solutions. Essentially, this principle states that if the linearized equation around an equilibrium is
asymptotically exponentially stable, then it is also exponentially non-linearly stable. This theory is applied to
the non-linear heat equation with homogeneous Dirichlet boundary conditions, by choosing the spaces D and X
as
D = W 2,p(Ω) ∩W 1,p0 (Ω), X = Lp(Ω),
where p is larger than the dimension d of the open set Ω where the PDE problem is set. This ensures that the
gradients of the unknowns are bounded functions, thus handling one of the main diﬃculties of the problem.
Potier-Ferry’s theory applies to Dirichlet boundary conditions, and not to the non-linear Neumann boundary
conditions that appear in problem (2.2). We shall assume as working hypothesis that the linearization principle
also applies to these conditions. This is likely, by a convenient use of linearization techniques and ﬁxed-point
theory.
Potier-Ferry’s theory supports the interest of calculating the equilibria of problem (2.2) and studying its
linear stability, that we analyze in the present and the next sections. We prove in this section that all equilibria
are linear proﬁles for both velocity and pressure associated to some ﬁxed Richardson number R. We prove in
the next section that these equilibria are linearly exponentially stable if R > 0, corresponding to physically
stable conﬁgurations of the mixing-layer. Thus, if Potier-Ferry’s theory could be extended to our non-linear
boundary conditions, our results would yield the exponential stability of all physically stable equilibria.
The equilibria of problem (2.2) are given by the following:
Theorem 3.1. Assume that the algebraic equation
R = −g ρ0
ρ2a
Q
V 2x + V 2y
(f1 (R))
2
f2 (R)
(3.2)
admits at least a solution Re. Then, for each solution Re there exists a unique associated equilibrium solution
of problem (2.2) in [H1(−h, 0)]3, given by
ue (z) = ub +
Vxρa
ρ0f1 (Re)
(z + h) , (3.3)
ve (z) = vb +
Vyρa
ρ0f1 (Re)
(z + h) , (3.4)
ρe(z) = ρb +
Q
f2 (Re)
(z + h) . (3.5)
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Proof. Assume at ﬁrst that we are looking for smooth equilibria of system (2.2) (at least with C2 regularity).
These equilibria satisfy the PDE system
⎧⎪⎨
⎪⎩
∂zu (f1 (R) ∂zu) = 0,
∂zu (f1 (R) ∂zv) = 0,
∂zu (f2 (R) ∂zρ) = 0.
(3.6)
Integration with respect to z yields: ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
f1 (R) ∂zu =
Vxρa
ρ0
,
f1 (R) ∂zv =
Vyρa
ρ0
,
f2 (R) ∂zρ = Q.
(3.7)
As R = − g
ρ0
∂zρ
(∂zu)
2 + (∂zv)
2 , we deduce that R satisﬁes the algebraic equation (3.2). Then, for each solution R
e
of this equation we obtain an equilibrium solution of problem (2.2) (including the boundary conditions) given
by (3.3)–(3.5). Indeed, as Re, f1(Re) and f2(Re) do not depend on z, we deduce these equilibrium proﬁles by
integration in z of equations (3.7).
Let us now prove the uniqueness of this solution in [H1(−h, 0)]3. Assume that (ue1, ve1, ρe1) is another equi-
librium associated to Re belonging to [H1(−h, 0)]3. Then, the diﬀerence in the ﬁrst component of the velocity
U = ue − ue1 weakly satisﬁes
∂zU (f1 (Re) ∂zU) = 0, ν1∂zU = 0 at z = −h, and U = 0 at z = 0;
this is ∫
−h0f1(Re)∂zU∂zV = 0, ∀V ∈ H1(−h, 0) such that V (0) = 0.
Then, U = 0. Similarly, ve = ve1, and ρ
e = ρe1. 
Remark 3.1. It is relevant to observe that statically stable conﬁgurations, associated to positive Richardson
numbers, here appear associated to negative heat ﬂuxes Q. It is also relevant to remark that this equation
admits a meaningful physical interpretation: at equilibrium the ratio between potential and turbulent kinetic
energy is proportional to the surface ﬂuxes ratio,
Potential energy
Turbulent kinetic energy
(Equilibrium) = Constant (Re) × Q
V 2x + V 2y
·
We next analyze the existence of solutions of equation (3.2). These solutions may be interpreted as the
intersection of the curves
k (R) =
(f1 (R))
2
f2 (R)
and h (R) = CR, with C = −ρ
2
a(V 2x + V 2y )
gQρ0
·
For each actual model, the existence and the number of equilibria only depends on the value of the constant C,
or, more speciﬁcally, of the ﬂuxes ratio
r =
Q
V 2x + V 2y
·
PP and Gent models present the same qualitative behavior. We recall that these models are no more valid
respectively for R ≤ Rˆ with Rˆ = −1/5 and Rˆ = −1/10 since the diﬀusion f2 at these ranges is negative.
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Figure 1. Solution of the equation for equilibrium Richardson numbers for PP (left) and Gent
models (right). (Figure in color available online at www.esaim-m2an.org.)
For each one of these models, k(R) is a strictly decreasing function for R ≥ 0. This yields a unique equilibrium
state for R > 0, which corresponds to statically stable conﬁgurations.
There is also a range 0 ≥ R > R∗, for which equation (3.2) admits several solutions. This range corresponds
to non-equilibrium proﬁles which, as we already mentioned, are not modelled. However, to handle initial
conditions with possibly non-stable conﬁgurations, that should evolve to well-mixed layers by buoyancy and
turbulent shear, it is convenient to devise models that also yield positive eddy diﬀusions for negative Richardson
numbers. With this purpose, we introduce in this paper a new model, which is a slight modiﬁcation of PP model.
This model is given by
f1 (R) = α1 +
β1
(1 + 5R)2
, f2 (R) = α2 +
f1(R)
(1 + 5R)2
, (3.8)
with the same constants as the PP model. This new model has a unique equilibrium Re for any ﬂuxes ratio r.
As we shall see in the numerical tests, this model gives solutions very close to those provided by the PP model.
In the sequel we shall use the abridged notation Rijk to deﬁne each one of the three models we are considering.
The indices i, j and k represent the exponents of the denominators in the deﬁnition of the turbulent diﬀusions
f1 and f2. Thus, R213, R224 and R23 will respectively denote the PP, Gent and new models.
As an example, we present the equilibria Richardson numbers corresponding to realistic values (see Sect. 6.1).
We have taken Vx = 35×10−3 m2·s−2, Vy = 97×10−5 m2·s−2, and also a negative Q, Q = −1×10−6 kg·m−2·s−1,
so we are in a situation of static stability.
We observe on Figures 1 and 2 the only equilibrium solution corresponding to each model. From Figure 2 it
is clear that there exists a unique equilibrium solution for the new model, for any value of the ﬂuxes ratio r.
4. Linear stability of equilibrium solutions
In this section, we analyze the stability of the equilibrium solutions. We prove that for all the three models
considered, these equilibria are linearly stable for negative ﬂuxes ratio r. By Potier-Ferry’s theory, this supports
the well-posedness of all these models, for physically meaning equilibrium solutions.
Let us consider an initial perturbation of the form
(u0, v0, ρ0) = (ue, ve, ρe) + (u′0, v
′
0, ρ
′
0) ,
where (ue, ve, ρe) is an equilibrium solution, and (u′0, v
′
0, ρ
′
0) is a small perturbation.
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Figure 2. Solution of the equation for equilibrium Richardson numbers for new model. (Figure
in color available online at www.esaim-m2an.org.)
We assume that at time t, the solution of our model (2.1) has the structure
(u, v, ρ) = (ue, ve, ρe) + (u′, v′, ρ′) .
Let us introduce the new variables θ = ∂zρ, α = ∂zu and β = ∂zv. The Richardson number, in terms of these
variables, is
R = − g
ρ0
θ
(α2 + β2)
= R (α, β, θ) ,
and consequently the turbulent diﬀusions are functions of (α, β, θ). Then, the equations satisﬁed by the pertur-
bation are ⎧⎨
⎩
∂tu
′ − ∂z (f1 (α, β, θ) (αe + α′)) = 0,
∂tv
′ − ∂z (f1 (α, β, θ) (βe + β′)) = 0,
∂tρ
′ − ∂z (f2 (α, β, θ) (θe + θ′)) = 0.
(4.1)
Set F = f1 (α, β, θ)− f1 (αe, βe, θe) and G = f2 (α, β, θ) − f2 (αe, βe, θe). Taylor expansion yields
F = (α− αe) ∂f1
∂α
(αe, βe, θe) + (β − βe) ∂f1
∂β
(αe, βe, θe) + (θ − θe) ∂f1
∂θ
(αe, βe, θe) + . . . (4.2)
and
G = (α− αe) ∂f2
∂α
(αe, βe, θe) + (β − βe) ∂f2
∂β
(αe, βe, θe) + (θ − θe) ∂f2
∂θ
(αe, βe, θe) + . . . (4.3)
Let us denote, for k = 1, 2 : fek = fk (α
e, βe, θe),
(
∂fk
∂α
)e
=
∂fk
∂α
(αe, βe, θe) ,
(
∂fk
∂β
)e
=
∂fk
∂β
(αe, βe, θe) ,
(
∂fk
∂θ
)e
=
∂fk
∂θ
(αe, βe, θe) .
We next replace f1 and f2 by their Taylor expansions (Eqs. (4.2) and (4.3)) in the equation satisﬁed by the
perturbation (4.1), and neglect the second order terms. This yields a linear system of the form
∂tv −M ∂zzV = 0, (4.4)
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where
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
fe1 + α
e
(
∂f1
∂α
)e
αe
(
∂f1
∂β
)e
αe
(
∂f1
∂θ
)e
βe
(
∂f1
∂α
)e
fe1 + βe
(
∂f1
∂β
)e
βe
(
∂f1
∂θ
)e
θe
(
∂f2
∂α
)e
θe
(
∂f2
∂β
)e
fe2 + θ
e
(
∂f2
∂θ
)e
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, V =
⎛
⎝ u′v′
ρ′
⎞
⎠. (4.5)
Linear stability will follow if all eigenvalues λk of M , k = 1, 2, 3 have positive real parts. Indeed, this will ensure
that the initial perturbation in the linearized system is exponentially damped as t → +∞ and its solution will
converge to the steady solution.
To verify that all the λk have positive real parts, it is enough to prove that three independent invariants of
matrix M are positive. A lengthy calculation yields
Trace(M) = 2f1(R) + f2(R) + R(f ′2(R)− 2f ′1(R));
Det(M) = f1(R)(f1(R)f2(R) + Rf1(R)f ′2(R)− 2Rf2(R)f ′1(R));
Trace(AdjM) = 2f1(R)f2(R) + 2f1(R)Rf ′2(R)− 2f2(R)Rf ′1(R) + f1(R)2 − 2f1(R)Rf ′1(R).
Some algebra shows that all of them are strictly positive for the three models we are considering, when R > 0.
Thus, we conclude that all these models are linearly stable for R > 0.
Also, for each model we also obtain a small range of negative Richardson numbers, for which it is linearly
stable. This is a rather surprising result, as these ranges correspond to physically unstable conﬁgurations. We
may consider that this is due to the structure of the functions modelling the eddy diﬀusions, and that only
solutions in a neighborhood of equilibria corresponding to R > 0 could be considered meaningful.
5. Numerical discretization
We have analyzed the stability of a standard conservative semi-implicit discretization of the PDEs appearing
in model (2.1). We discretize initially by piecewise aﬃne ﬁnite elements. This next yields a conservative ﬁnite
diﬀerence discretization by using quadrature formulae to approximate the non-linear integrals. This is the kind
of discretization used in practice by physical oceanographers (cf. [3,8,10]).
To describe it, assume that the interval [−h, 0] is divided into N subintervals of length
Δz = h/(N − 1), with nodes zi = −(i− 1)hΔz, i = 1, . . . , N − 1, and construct the ﬁnite element space
VΔ = {wΔ ∈ C0([−h, 0]) |wΔ|]zi−1,zi[ is aﬃne, i = 1, . . . , N ; wΔ(−h) = 0 }. (5.1)
The equation for u, for instance, is discretized by linearization of f1 as
Obtain uΔ ∈ ub + VΔ such that
(PΔ)
∫ 0
−h
un+1Δ − unΔ
Δt
wΔ +
∫ 0
−h
f1(RnΔ) ∂zu
n+1
Δ ∂zwΔ = L
n+1(wΔ), ∀wΔ ∈ VΔ, (5.2)
where Ln+1(wΔ) =
ρa
ρ0
V n+1x wΔ(0).
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We also consider the non-linear method
Obtain uΔ ∈ ub + VΔ such that
(QΔ)
∫ 0
−h
un+1Δ − unΔ
Δt
wΔ +
∫ 0
−h
f1(Rn+1Δ ) ∂zu
n+1
Δ ∂zwΔ = L
n+1(wΔ), ∀wΔ ∈ VΔ, (5.3)
which bears better asymptotic properties (see Sect. 5.2).
This discretization is stable under the hypothesis that the turbulent viscosity f1 is uniformly bounded and
positive:
There exist 0 < ν ≤ M such that ν ≤ f1(R) ≤ M, ∀R ∈ R. (5.4)
Let us denote by uΔ the continuous piecewise aﬃne function from [0, T ] on to VΔ whose value in tn is unΔ, and
by LΔ the piecewise constant in time function whose value in ]tn, tn+1[ is Ln+1. This function is deﬁned a.e.
in [0, T ]. Both uΔ and LΔ also depend on Δt, but we prefer this notation for simplicity as it is not confusing.
For simplicity of notation, we shall denote Lp(Lq) the space Lp((−h, 0);Lq(0, T )) and similarly the
spaces Lp(Hk). Our stability result is the following:
Lemma 5.1. Under hypothesis (5.4), there exists a constant C > 0 such that the solution uΔ of either prob-
lem (PΔ) or (QΔ) satisﬁes
‖uΔ‖L∞(L2) + ‖uΔ‖L2(H1) + ‖∂tuΔ‖L2(H−1) ≤ C ‖LΔ‖L2(H−1).
Note that ‖LΔ‖2L2(H−1) ≤
ρa
ρ0
C′
N∑
n=1
Δt |V n+1x |2.
Proof of Lemma 5.1. The estimates for uΔ in L∞(L2) and in L2(H1) are standard, by taking wΔ = un+1Δ and
using the identity
(a− b)a = 1
2
|a|2 − 1
2
|b|2 + 1
2
|a− b|2, for a, b ∈ R.
The estimate for ∂tuΔ is more involved, because as f1 is not constant, the usual techniques to obtain estimates
in L2(L2) fail. However, we may obtain estimates in L2(H−1) as follows: Let ΠΔ denote the orthogonal
projection from L2(−h, 0) on to VΔ. As VΔ is a 1D ﬁnite element space with ﬁxed element size, ΠΔ is also
stable in H1(−h, 0) (cf. [2], Sect. 6): There exists a constant C1 such that
‖ΠΔw‖H1(−h,0) ≤ C1 ‖w‖H1(−h,0), ∀w ∈ H1(−h, 0). (5.5)
Let us consider method (PΔ). For any w ∈ H1(−h, 0), and t ∈ ]tn, tn+1[,
∫ 0
−h
∂tuΔ(t)w =
∫ 0
−h
un+1Δ − unΔ
Δt
ΠΔw = −
∫ 0
−h
f1(RnΔ) ∂zu
n+1
Δ ∂zΠΔw + L
n+1(ΠΔw)
≤ (‖Ln+1‖H−1(−h,0) + M ‖un+1Δ ‖H1(−h,0)) ‖ΠΔw‖H1(−h,0)
≤ C1
(‖Ln+1‖H−1(−h,0) + M ‖un+1Δ ‖H1(−h,0)) ‖w‖H1(−h,0). (5.6)
The same estimate applies to the implicit method (QΔ). We deduce
‖∂tuΔ(t)‖H1(−h,0) ≤ C1
(‖Ln+1‖H−1(−h,0) + M ‖un+1Δ ‖H1(−h,0))
and we conclude
‖∂tuΔ‖L2(H−1) ≤ C2
(‖uΔ‖L2(H1) + ‖LΔ‖L2(H−1)) . 
1266 A.C. BENNIS ET AL.
Let us remark that the issue of the existence of solutions of the implicit method (QΔ) is solved with the help
of this result. Indeed, it allows to apply a ﬁnite-dimensional compactness argument based upon linearization of
the equation of the method. We shall not make it explicit for brevity, as it is standard.
To obtain a ﬁnite-diﬀerence discretization, we approximate the integral of the non-linear term appearing
in (PΔ) or (QΔ) by the mid-point rule. However, in practice only the explicit method is used. Denote by ϕi
the canonical piecewise aﬃne basis function of VΔ associated to node zi; i.e., ϕi(zj) = δij. This quadrature
formula yields, for the explicit method (PΔ),∫ 0
−h
f1(RnΔ) ∂zu
n+1
Δ ∂zϕi  f1(Rni−1/2)
un+1i − un+1i−1
Δz
+ f1(Rni+1/2)
un+1i − un+1i+1
Δz
(5.7)
for i = 2, . . . , N , where
Rni−1/2 = −
g
ρ0
(ρni − ρni−1)/Δz[|uni − uni−1|2 + |vni − vni−1|2] /(Δz)2 ·
Now, applying mass-lumping to the mass integral appearing in (PΔ) when wΔ = ϕi, we obtain the ﬁnite-
diﬀerence scheme
un+1i − uni
Δt
−
f1(Rni−1/2)u
n+1
i−1 −
[
f1(Rni−1/2) + f1(R
n
i+1/2)
]
un+1i + f1(R
n
i+1/2)u
n+1
i+1
(Δz)2
= 0. (5.8)
For i = N , the same procedure yields
un+1N − unN
Δt
+ f1(RnN−1/2)
un+1N − un+1N−1
Δz
= V n+11 . (5.9)
To take into account the discretizations used in practice, we have replaced this equation by a more standard
ﬁnite diﬀerence discretization of the Neumann condition,
f1(RnN−1/2)
un+1N − un+1N−1
Δz
= V n+11 . (5.10)
This equation allows to compute un+1N from u
n+1
N−1. So we may construct our discretization in terms of the
unknowns Un+1 = (un+12 , . . . , u
n+1
N−1) and similarly for v and ρ. In matrix form, this discretization reads
An+1 Un+1 = Bn+1,
where An+1 and Bn+1 respectively are the tridiagonal matrix and the vector array deﬁned with obvious notation
by
An+1i−1,i = −αni−1/2, An+1i,i = 1 + αni−1/2 + αni+1/2, An+1i+1,i = −αni+1/2, i = 2, . . . , N − 2;
An+1N−2,N−1 = −αnN−3/2, An+1N−1,N−1 = 1 + αnN−3/2;
Bn+1 =
(
un2 + α
n
3/2 u
n
b , u
n
3 , . . . , u
n
i , . . . , u
n
N−2, u
n
N−1 +
Δt
Δz
V1
)t
,
where
αni−1/2 =
Δt
(Δz)2
f1(Rni−1/2),
and we have included a possibly non-zero Dirichlet boundary condition at z = −h: un1 = unb .
Also, the implicit method (QΔ) may be re-written as,
An+1(Un+1)Un+1 = Bn+1,
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where An+1(Un+1) is a matrix that depends non-linearly on Un+1, with the same structure of An+1. The
non-linearity is due to the deﬁnition of the coeﬃcients αni−1/2:
αni−1/2 =
Δt
(Δz)2
f1(Rn+1i−1/2).
Both discretizations verify a maximum principle:
Lemma 5.2. If the initial data, unb and V1 are positive, then uΔ is positive in [−h, 0]× [0, T ].
Proof. Let us prove this result for the explicit method (PΔ). As f1 ≥ 0, then An+1 is an M-matrix: It is
irreducible, diagonal dominant, strictly for the ﬁrst line, and all non-diagonal entries are non-positive. Then
(An+1)−1 has positive entries, and consequently all the uni are positive. 
The same proof applies to the non-linear method (QΔ).
5.1. Equilibria of discrete problems
A relevant question related to the discrete models introduced is the convergence to the solution of the
corresponding continuous models, either for short and long times. We can give some answers to the second case:
The equilibria of the continuous and discrete models are the same. Also, the implicit method is asymptotically
exponentially stable. Thus, under our working hypothesis upon the validity of Potier-Ferry’s theory, this implies
the non-linear stability of this method, and the asymptotic convergence of the discrete solutions to the continuous
equilibria. We thus obtain a partial result on the convergence of the discrete solutions to the continuous ones.
Our ﬁrst result is the following:
Theorem 5.1. The equilibria of the discrete problems (PΔ) and (QΔ) coincide with those of the continuous
problem (2.2).
Proof. The ﬁrst component of the velocity of equilibria of both discrete problems (PΔ) and (QΔ) are solutions
uΔ ∈ ub + VΔ of the equation
∫ 0
−h
f1(RΔ) ∂zuΔ∂zwΔ =
ρa
ρ0
VxwΔ(0), ∀wΔ ∈ VΔ, (5.11)
where
RΔ = − g
ρ0
∂zρΔ
(∂zuΔ)
2 + (∂zvΔ)
2 ,
and similar equations for the second component of the velocity vΔ ∈ vb + VΔ and the density ρΔ ∈ ρb + VΔ,
that we do not detail for brevity.
The ﬁrst component of the velocity ue of an equilibrium of the continuous problem is an aﬃne function of z
satisfying the boundary condition ue(−h) = ub. Then, ue ∈ ub + VΔ. In addition, from the equations satisﬁed
by the continuous equilibria (3.6), we deduce that for any w ∈ H1(−h, 0) such that w(−h) = 0,
∫ 0
−h
f1(Re)∂zue∂zw =
ρa
ρ0
Vxw(0).
Thus, as Re = RΔ, ue satisﬁes problem (5.11). The same argument applies to the second component and the
density.
This proves that all equilibria of the continuous model are equilibria of the discrete models (PΔ) and (QΔ).
To prove that the discrete models do not admit any other equilibria, it is enough to prove that, for ﬁxed RΔ,
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problem (5.11) admits a unique solution. Consider another solution u′Δ ∈ ub + VΔ of this problem. Then, the
diﬀerence UΔ = uΔ − u′Δ ∈ VΔ satisﬁes∫ 0
−h
f1(RΔ) ∂zUΔ∂zwΔ = 0, ∀wΔ ∈ VΔ.
Then, UΔ = 0. The same argument applies for the second component of the velocity and the density. 
5.2. Linear stability of discrete equilibria
We prove in this section the exponential linear stability of the implicit discrete model (Q) for positive
Richardson numbers. We may also prove the linear stability for the explicit discrete model (P ), although we
cannot prove that the perturbations decay exponentially to zero. We drop the proof of this result as it is
lengthier and lighter.
Theorem 5.2. The implicit method (Q) is linearly asymptotically exponentially stable.
Proof. Let us look for unΔ as u
n
Δ = u
e + uˆnΔ, where uˆ
n
Δ is the perturbation. As u
e ∈ ub +VΔ, then uˆnΔ ∈ VΔ. Let
us also denote
Y nΔ =
⎛
⎝ uˆnΔvˆnΔ
ρˆnΔ
⎞
⎠ ∈ V 3Δ,
where we use similar notations for the perturbations of the second component of the velocity and the density.
Using the Taylor expansion for f1 and f2 given by (4.2) and (4.3), from problem (Q) we deduce the following
linearized equation for Y n+1Δ ∈ V 3Δ:∫ 0
−h
Y n+1Δ − Y nΔ
Δt
·WΔ +
∫ 0
−h
[
M ∂zY
n+1
Δ
] · ∂zWΔ = 0, ∀W ∈ V 3Δ (5.12)
where M is the matrix deﬁned in (4.5), and the dot denotes the Euclidean scalar product in R3. Notice that
Y n+1Δ satisﬁes homogeneous Newman boundary conditions at z = 0.
Let us take WΔ = Y n+1Δ . Using again the identity (a− b) · a = 12 |a|2 − 12 |b|2 + 12 |a− b|2 (where | · | stands for
the Euclidean norm in R3), we deduce
1
2
∫ 0
−h
∣∣Y n+1Δ ∣∣2 − 12
∫ 0
−h
|Y nΔ |2 +
1
2
∫ 0
−h
∣∣Y n+1Δ − Y nΔ ∣∣2 + Δt
∫ 0
−h
[
M ∂zY
n+1
Δ
] · Y n+1Δ = 0. (5.13)
Notice that ∀Z ∈ R3, [M Z] · Z = [M¯ Z] · Z, where M¯ = (M + M t)/2. Further, M¯ is symmetric and positive
deﬁnite, as all eigenvalues of M have positive real parts for Re > 0. Then,
([
M¯ Z
] · Z)1/2 is a norm on R3.
Consequently, there exists a constant C1 > 0 such that
|Z| ≤ C1
([
M¯ Z
] · Z)1/2 , ∀Z ∈ R3.
Combining this estimate with Poincare´ inequality, there exists a constant C2 > 0 such that
‖Y n+1Δ ‖2L2(−h,0) ≤ CP ‖∂zY n+1Δ ‖2L2(−h,0) ≤ C2
∫ 0
−h
[
M ∂zY
n+1
Δ
] · Y n+1Δ .
Applying this estimate to (5.13),
‖Y n+1Δ ‖2L2(−h,0) + ‖Y n+1Δ − Y nΔ‖2L2(−h,0) + C3 Δt ‖Y n+1Δ ‖2L2(−h,0) ≤ ‖Y nΔ‖2L2(−h,0), (5.14)
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for some constant C3 > 0. Then,
(1 + C3 Δt)σn+1 ≤ σn, where σn = ‖Y nΔ‖2L2(−h,0).
Consequently,
σn+1 ≤ Kσn ≤ e−γΔt σn,
where K =
1
1 + C3 Δt
, γ = μC3, for some μ ∈ (0, 1). So we conclude the exponential asymptotic stability of
model (Q):
σn ≤ e−γ nΔt σ0 ≤ e−γ tnσ0. 
6. Numerical tests
In this section we perform several numerical tests to analyze the formation of mixed-layers by the numerical
models introduced, and their relationship with the equilibria states. We observe that the typical mixing-layer
conﬁgurations are reproduced by all models considered, with characteristic formation times of about two days.
We also observe that the theoretical equilibria are indeed reached by our numerical models. We further observe
that mixing-layer conﬁgurations asymptotically evolve to the theoretical equilibria, with characteristic times of
one and a half year. We ﬁnally test the new model introduced with initial conditions that include unstable
initial density proﬁles, that cannot be handled by usual models: It also simulates the formation of a typical
mixing layer. In the context of Potier-Ferry’s theory, we interpret these results in the sense that well-mixed
conﬁgurations are transient states lying in the attraction domain of stable equilibria, for a large class of initial
conditions that includes unstable density proﬁles.
We use realistic initial and boundary conditions that correspond to the Equatorial Paciﬁc region called the
West-Paciﬁc Warm Pool, located at the equator between 120◦ E and 180◦ E. In this region the sea temperature
is high and almost constant along the year (28−30 ◦C). The precipitations are intense and hence the salinity is
low.
The initial conditions are taken from the TAO (Tropical Atmosphere Ocean) array (McPhaden [11]),
which have been used in many numerical simulations (see the TAO El Nin˜o webpage
http://www.pmel.noaa.gov/tao/elnino/simulation.html). The boundary conditions correspond to typi-
cal wind stress and heat ﬂux of the West-Paciﬁc Warm Pool.
All the results that we present correspond to the explicit method (PΔ). We present grid-independent numer-
ical solutions, that remain practically unchanged as the Δz and Δt decrease.
6.1. Case 1: Mixed layer induced by wind stress
This experiment is devoted to test the ability of the numerical method introduced in Section 5 to reproduce
the formation of well-mixed boundary layers, for the three considered models (PP, Gent and new one).
We use initial velocity and density proﬁles measured at 0◦ N, 165◦ E for the time period between the
15th June 1991 and the 15th July 1991, displayed in Figure 3. Observe that the initial density proﬁle does not
present a mixed layer. The buoyancy ﬂux imposed is −1× 10−6 kg·m−2·s−1 ( −11 W·m−2), which is realistic
for this region. Indeed, Gent reports in [5] that the heat ﬂux is in the range [0 W·m−2, 20 W·m−2] between
140◦ E−180◦ E and 10◦ S−10◦ N. Also, the wind stress imposed corresponds to a zonal wind (u1) equal to
8.1 m·s−1 (eastward wind) and a meridional wind (u2) equal to 2.1 m·s−1 (northward wind). These values are
larger than the measured ones, to force the formation of a mixed layer. Figures 4 and 5 display the results
corresponding to t = 48 h with Δz = 1 m and Δt = 60 s. In Figure 4 we represent the whole mixing layer, and
in Figure 5, the upper 40 m of this layer. The plots for density proﬁles show the formation of a mixed layer of
some 20 m depth, corresponding to almost constant density values. A pycnocline (strong gradient below a zone
where the density is almost constant) is formed below the mixed layer. This is a characteristic density proﬁle
for a well-mixed turbulent surface layer. It is striking that the density proﬁles simulated by the three models
1270 A.C. BENNIS ET AL.
Figure 3. Initial zonal velocity, meridian velocity and density proﬁles (from left to right).
Figure 4. Comparison of three turbulence models: R213 (PP), R23 (Gent), R224 (new one).
Full mixing layer.
Figure 5. Comparison of three turbulence models: R213 (PP), R23 (Gent), R224 (new one).
Upper 40 m of mixing layer.
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Figure 6. Proﬁles for zonal velocity, meridian velocity and density (from left to right) to test
the non-linear stability of all three models.
are quite similar. Velocity and density proﬁles are quite close for PP and the new model, while the velocity
provided by Gent model is somewhat diﬀerent, mainly near the surface.
From this result we may accept the ability of our numerical method to reproduce the formation of mixing-
layers, and also the validity of our new model, as it yields results very close to those of the standard PP
model.
6.2. Case 2: Analysis of non-linear stability of equilibrium solutions
In this section we investigate by numerical simulation our hypothesis on the applicability of the linearization
principle to the analysis of exponential stability. In Section 3 we proved that equilibrium solutions are linearly
stable for our three models. Here we analyze whether these equilibria also are non-linearly stable, using real
data as initial conditions. Our results indeed show a non-linear stability of equilibria solutions, that act in
fact as point-wise attractors whenever we apply a negative buoyancy ﬂux at the surface. In particular, these
equilibria attract conﬁgurations corresponding to mixing-layers, that appear as transient states reached by the
asymptotic evolution of the ﬂow to equilibria. Thus, we obtain some support of our working hypothesis.
The initial proﬁles represent the ocean mean state on June 17, 1991 (Fig. 6). We have chosen this initial
data as the density proﬁle presents a thirty ﬁve meters deep mixed layer, and we want to analyze whether this
mixed layer evolves to a non-constant density. We have used the following boundary conditions: buoyancy ﬂux
Q = −1 × 10−6 kg·m−2·s−1 ( −11 W·m−2), ub = 5.4 m·s−1 (eastward wind) and vb = 0.9 m·s−1 (northward
wind).
We have run the three models for 10 000 h (about 13 months and a half). The numerical results are displayed
in Figure 7. The three turbulence models give linear proﬁles for the simulated time, with slopes of the same
sign. We observe that the velocity for PP and the new model are rather close, while the discrepancy in density
is larger. The Gent model presents a larger discrepancy in velocities.
We have observed that the convergence of all models to steady states takes times of the order of several
months. This time scale is much larger than that needed to generate a typical homogeneous mixed layer, which
is of the order of a few days (in all cases with steady boundary data). This may explain why these linear proﬁles
for the mixing layer are not found in real surface layers, as the boundary data usually change in time scales of
the order of hours. Even the formation of a homogeneous mixed layer is not possible if these data change too
fast.
Finally, to check that we compute the right steady states, we compare in Figure 8 the solution computed at
t = 10 000 h and the theoretical steady state (3.3), (3.4), (3.5), for the new model, corresponding to Re = 0.0639
(see Fig. 2). We observe that both are very close.
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Figure 7. Proﬁles for zonal velocity, meridian velocity and density (from left to right) for all
three models, computed at t = 10 000 h.
Figure 8. Comparison of solution computed at t = 10 000 h versus theoretical steady states,
for new model (R224).
Several tests with all three models, using diﬀerent initial data yield qualitative and quantitative similar
results. We conclude that the equilibria states are non-linearly stable for negative heat ﬂuxes. Even more, that
these equilibria behave as point attractors with associated time scales of the order of the year.
6.3. Case 3: A static instability zone in the initial density profile
Although physically stable equilibria correspond to positive Richardson numbers, initial conditions close to
some stable equilibrium, but that present vertical instabilities, could asymptotically converge to that equilibrium.
This is consistent with the predictions of Potier-Ferry’s theory, if the range of attraction of the equilibrium
contains such initial conditions. We next present a test that uses real data, in which PP and Gent models
cannot be used, as these give negative turbulent diﬀusions for these data. We instead use the new model, that
shows the formation of a homogeneous mixed layer in the typical time scales associated to the formation of
these. Thus, the new model may be used to properly simulate the formation of the mixing layer, for a wider
range of initial conditions.
In this test we initialize the code with the 17th November 1991 data. The initial proﬁles are displayed in
Figure 9. We observe a seventy meters deep mixed layer, which is not homogeneous in the sense that it is not
well mixed. Furthermore, the initial density proﬁle displays a static instability zone between −30 m and −50 m.
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Figure 9. The initial proﬁles for zonal velocity, meridian velocity and density (from left to right).
Figure 10. Initial Richardson numbers, corresponding to the initial proﬁles of Figure 9.
This is not an isolated situation, as the TAO data show similar instability zones for several days between the
16th and the 22th November 1991.
As we may observe in Figure 10, the initial Richardson number R0 is negative in the depth range [−50 m,
−30 m], taking values smaller than R0 = −0.2 at z = −45 m. The PP and Gent models yield negative turbulent
diﬀusions for these data, and can not be run. In its turn, our new model has positive diﬀusivity for all values
of the Richardson number.
The new model is integrated for 48 h. We present the results corresponding to Δz = 5 m, and Δt = 60 s,
with boundary conditions u1 = 11.7 m·s−1 (eastward wind), u2 = 0.4 m·s−1 (northward wind) and buoyancy
ﬂux Q = −1× 10−6 kg·m−2·s−1 ( −11 W·m−2).
The results are displayed in Figure 11. Our model produces a homogeneous seventy meters deep mixed layer,
with a structure quite similar to test Case 1, where the initial density presented a stable conﬁguration. The
density remains almost constant down to z  −70 m, and presents a pycnocline immediately below. The proﬁles
for velocities are quite smooth, as correspond to a well-mixed layer.
7. Analysis of a simplified model
To illustrate the ability of Potier-Ferry’s theory to analyze our model equations (2.2) in the neighborhood
of equilibrium solutions, we present the analysis of a simpliﬁed model for one single unknown. This unknown
may be viewed as the equation satisﬁed by the unknown ρ in system (2.2) once the velocity ﬁeld is known.
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Figure 11. Proﬁles for zonal velocity, meridian velocity and density (from left to right) com-
puted with the new model.
This model reads
∂tρ− ∂z(f(∂zρ)∂zρ) = 0, (7.1)
f(∂zρ)∂zρ|z=0 = Qs, f(∂zρ)∂zρ|z=−h = Qb, (7.2)
ρ(0) = ρ0. (7.3)
Here, f(θ) stands for the turbulent diﬀusion. We assume that this is a real function given by
f(θ) = α +
β
(1− γ θ)m , for some α > 0, β > 0, γ > 0, m > 0, for θ < 0. (7.4)
This is a function with the same structure of the turbulent diﬀusions appearing in PP and Gent models, if we
replace the Richardson number R by θ = ∂zρ. Negative values of θ correspond to stable vertical conﬁgurations.
For positive θ, that correspond to unstable conﬁgurations, we may assume that f is increasing: for larger θ the
water column is more unstable, and then the turbulent diﬀusion also must be larger.
We are interested in ﬁnding an equation for θ = ∂zρ. This equation is formally obtained by deriving (7.1)
with respect to z:
∂tθ − ∂z [(f(θ) + f ′(θ) θ) ∂zθ] = 0. (7.5)
This appears as a non-linear parabolic equation with diﬀusion
g(θ) = f(θ) + f ′(θ) θ.
So we consider the problem
∂tθ − ∂z [g(θ) ∂zθ] = 0 in (− h, 0)× (0,+∞), (7.6)
θ|z=0 = θs, θ|z=−h = θb in (0,+∞), (7.7)
θ(0) = θ0 = ∂zρ0 in (−h, 0). (7.8)
Here we set Dirichlet boundary conditions for θ deduced from the Neumann boundary conditions (7.2). We
assume that the equation f(θ) θ = Qs admits a unique solution θ = θs, that we set as Dirichlet boundary
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condition at z = 0. Notice that, by the Implicit Function Theorem, this will hold in the set of θ for which
g(θ) = f(θ) + f ′(θ) θ = 0. And similarly at z = −h.
We are interested in analyzing whether problem (7.6)–(7.8) is well posed, at least for initial and boundary
data in a neighborhood of equilibria states, and whether these equilibria states are stable.
Notice that the equilibria states of equation (7.6) that we are interested in are those associated to equa-
tion (7.1). By (3.5), these equilibria are given by,
ρe(z) = ρb +
Q
f (Re)
(z + h) ;
where the equilibrium Richardson number Re is given. So we shall be interested in equilibria of equation (7.6)
given by
θe(z) =
Q
f (Re)
· (7.9)
It is obvious that such a constant function is an equilibrium of equation (7.6). However, we write it in this way
to make apparent its relationship with the heat ﬂux Q. Indeed, we next prove that a wide range of negative
equilibria are stable. This corresponds to negative heat ﬂux Q, and then to physically stable conﬁgurations
of the oceanic boundary layer. So we recover a meaningful consistence between physical and mathematical
stability of this layer for the simpliﬁed model considered.
Our analysis is speciﬁcally based upon Theorem 3 of in Potier-Ferry’s work [15]. Although this theorem
applies to more general systems of equations, to avoid unnecessary complexities we state it for non-linear
parabolic equations of the form
∂tu = a(u, ∂zu) ∂zzu + b(u, ∂zu) in Ω× [0, T ], (7.10)
u(x, t) = 0 on ∂Ω× [0, T ], (7.11)
u(x, 0) = u0(x) on Ω; (7.12)
where Ω is a bounded open subset of R. Theorem 3 of [15] for system (7.10)–(7.12) reads as follows:
Theorem 7.1. Let the functions (u,G) → a(u,G), b(u,G) be deﬁned for (u,G) in a neighborhood of 0 in
R× R. Let η > 0 be a number such that the function (u,G) → a(u,G) is in C1,η and assume that the function
(u,G) → b(u,G) is in C2. Assume that a(0, 0) is positive.
If p > 1, if the initial data are suﬃciently small in W 2,p(Ω), and if the initial data vanish on ∂Ω, then
system (7.10)–(7.12) has a unique solution in the class
C([0, t0],W 2,p(Ω)) ∩C1([0, t0], Lp(Ω))
for some t0 > 0.
Furthermore, if u = 0 satisﬁes (7.10) and if all the solutions of the linearized equation decay exponentially,
then the solution of (7.10)–(7.12) exists for all positive times t and the equilibrium state u = 0 is exponentially
stable with respect to the W 2,p norm.
From this result we deduce:
Theorem 7.2. Assume that function f is of class C3 in a neighborhood of an equilibrium solution θ ≡ θe.
Assume g(θe) > 0. Assume ﬁnally that the Dirichlet boundary conditions in problem (7.6)–(7.8) are
θs = θe, θb = θe.
Then, if the datum θ0 is close enough in W 2,p([−h, 0]) to θe for some p > 1, problem (7.6)–(7.8) admits a
unique solution in
C([0,+∞),W 2,p(−h, 0)) ∩ C1([0,+∞), Lp(−h, 0)).
Furthermore, the equilibrium θe is exponentially stable with respect to the W 2,p norm.
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Proof. We at ﬁrst re-write problem (7.6)–(7.8) in terms of the variable u = θ − θe that satisﬁes homogeneous
Dirichlet boundary conditions. Equation (7.6) reduces to equation (7.10) with
a(u,G) = g(u + θe),
b(u,G) = ∂zg(u + θe)(G + ∂zθe) + g(u + θe) ∂zzθe − ∂z (g(θe) ∂zθe)) = ∂zg(u + θe)G.
As f is of class C3 in a neighborhood of θe, then a and b are of class C2 in the same neighborhood.
As g(θe) > 0, by Theorem 7.1, if θ0 − θe is small enough in W 2,p([−h, 0]), there exists a unique solution
of (7.6)–(7.8) in C([0, t0],W 2,p([−h, 0])) ∩ C1([0, t0], Lp([−h, 0])), for some t0 > 0.
Also, the linearized equation(7.6) at θ = θe is
∂zθ
′ − g(θe) ∂zzθ′ = 0,
where θ′ is a perturbation of θe. As g(θe) > 0, the solutions of this equation decay exponentially as t → +∞.
Then, by Theorem 7.1, the above solution θ exists in (0,+∞) and decays exponentially to the equilibrium
solution θe as t → +∞. 
Consequently, the global existence and stability of solutions of problem (7.6)–(7.8) is restricted to the only
condition g(θe) > 0. Notice that for 0 < m ≤ 1, g is an increasing function, and g(θ) ≥ α, ∀θ ≤ 0. However, for
m > 1, g is negative in a range of negative θ. Indeed, g attains its minimum at θm = − 2(m− 1) γ with value
g(θm) = α− β
(
m− 1
m + 1
)m+1
·
For the physical values of α and β appearing in PP and Gent models, this value is negative. Thus, in general
we may ensure that the equilibrium solution θe is stable only if θe lays in the range of negative θ for which
g(θ) > 0. As lim
t→−∞ g(θ) = +∞ and g(0) > 0, we conclude that all negative equilibria but those laying in a
compact set are stable.
Notice that the theory of Potier-Ferry [15] only applies to homogeneous Dirichlet boundary conditions. This
is the reason why we have changed the problem (7.1)–(7.3) for ρ, that contains non-linear Neumann boundary
conditions, into problem (7.6)–(7.8) for the variable θ = ∂zρ, that contains Dirichlet boundary conditions.
However, we cannot consider the actual analysis as totally satisfactory for the simpliﬁed problem (7.1)–(7.3),
as there is a range of negative equilibrium states θe, which corresponds to physically stable conﬁgurations,
whose mathematical stability we are not able to prove. This could be intrinsic, or due to the re-formulation of
problem (7.1)–(7.3) into problem (7.6)–(7.8). A (quite technical) adaptation of this theory would be needed to
deal with the full problem (2.2), including non-linear Neumann boundary conditions for velocity and density.
We think that the preceding analysis of the simpliﬁed model (7.6)–(7.8) gives a taste of what can be done if
Potier-Ferry’s theory is correctly extended to problem (2.2). Notice that f(θe) > 0 for all negative equilibria θe.
This gives some hope that all negative equilibria are mathematically stable. Even there is hope that the
equilibria of the full problem (2.2) are stable, as it is linearly stable as we have proved.
8. Conclusions
In this paper we have analyzed from the mathematical point of view several relevant questions related to
algebraic turbulence models for oceanic turbulent mixing layers.
We have proved that the equilibria of these models are linear proﬁles for velocity and density, and that
these are linearly stable. We have performed some numerical tests that show that these proﬁles are indeed
asymptotically reached by the usual numerical methods that solve the continuous models. These tests also
have shown that the mixing-layer conﬁgurations are transient states of the ﬂow, that asymptotically converge
to equilibria.
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We also have proved a stability result on a ﬁnite-diﬀerence numerical method usually employed to solve
algebraic mixing-layer models. The numerical tests show the ability of this numerical method to reproduce
mixing-layers and theoretical equilibria.
We also have justiﬁed and interpreted these results in the framework of Potier-Ferry’s theory on the applica-
tion of the linearization principle to non-linear parabolic equations. The interest of studying the equilibria states
is justiﬁed as exponential linear stability implies non-linear stability. Also, mixing-layer conﬁgurations appear
as states that belong to the domain of attraction of equilibria. Further, we have analyzed a simpliﬁed model for
which Potier-Ferry’s theory yields the asymptotic stability of a large range of physically stable equilibria. This
justiﬁes the use of this theory as guideline to develop this study.
A further analysis would require the extension of Potier-Ferry theory to non-linear Neumann boundary
conditions. This seems technically reachable, by ﬁxed-point linearisation techniques. This would prove the
non-linear exponential stability of the equilibria introduced in the present paper.
Another relevant question still open is the analysis of convergence of ﬁnite-diﬀerence numerical solvers. This
requires the obtention of estimates in W 2,p of the approximated solutions. It could also be proved by a suitable
extension of semigroup theory, that would prove the convergence to continuous solutions close enough to some
equilibrium.
A further step would be the analysis of existence of solutions for stable conﬁgurations: ∂zρ ≤ 0, not necessarily
close to an equilibrium solution. In the opinion of the authors, this would need the development of a new theory.
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