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Résumé
Dans la présente thèse, nous proposons une nouvelle méthode automatique d'extraction
de routes dans des images satellitaires. Cette méthode appelée multicouche
tridimensionnelle (M3D) fait partie des méthodes globales d'extraction des éléments
linéaires et elle s'appuie sur le concept de la transformée de Radon. La méthode M3D
élimine simultanément les trois restrictions liées à la transformée linéaire de Radon pour
l'extraction de lignes. Elle permet d'extraire des lignes de longueurs et de courbures
variées même dans un contexte fortement bruité. Elle permet également d'établir une
base de données géométriques relatives aux lignes extraites tels la longueur et les points
extrêmes de chaque ligne. Cette base de données peut être intégrée dans un système
d'information à référence spatiale pour diverses applications.
La démarche méthodologique de cette recherche se subdivise en deux phases : le
développement mathématique et le développement algorithmique. ' Dans la première
phase, nous avons généralisé la transformée linéaire de Radon pour une fonction
polynomiale de degré deux {transformée tridimensionnelle de Radon: T3DR) afin
d'extraire des lignes de courbures différentes. La seconde phase a d'abord conduit à
l'élaboration d'un nouveau concept d'acquisition et d'analyse d'informations adapté aux
méthodes d'extraction d'éléments linaires {méthode multicouche MM). La méthode M3D
est ensuite développée en combinant la T3DR avec la MM.
La méthode M3D a servi à extraire des lignes représentant des routes de différentes
longueurs et des bordures courbées d'une rivière à partir d'une image binaire bruitée. La
performance de la méthode est évaluée en comparant le résultat obtenu avec l'image de
référence (l'image à l'étude sans bruit). L'évaluation de la méthode M3D montre que 88
% des lignes sont correctement extraites. Le pourcentage de lignes omises est de 12 % et
celui de commises atteint 4 %. Ainsi, le degré de réussite de l'extraction de cette méthode
est quantifiée à 82 %. Ces mesures montrent l'amélioration apportée par la méthode M3D
dans l'extraction de lignes de courbures différentes. L'application de la méthode M3D
sur les images obtenues par la binarisation de différentes images réelles démontre ainsi le
potentiel de cette méthode dans diverses applications pour extraire les différents types
d'éléments linéaires à partir de différents types d'images.
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Abstract
In the présent thesis, a new automatic method to extract roads from satellite imagery is
proposed. This new method ealled Tridimensional Multilayer (3DM) is part of the global
methods of linear feature extraction and is based on the Radon transform concept. The
3DM method éliminâtes simultaneously the three restrictions of the linear Radon
transform for line extraction. This method allows the extraction of Unes with différent
lengths and curvatures even in a noisy context. The 3DM method allows also to establish
a geometrical database relative to extracted Unes like the length and the endpoints of
extracted Unes. This database can be integrated into a Géographie Information System
(GIS) and it can be used in diverse applications.
The methodological approach of this study is divided in two phases: mathematical and
algorithm developments. In the first phase, we generalized the Radon transform for a
continuons second-degree polynomial fonction (Tridimensional Radon Transform 3DRT)
for extracting Unes with différent curvatures. The second phase consists first in
elaborating a new concept of acquisition and analysis of information adapted to the
methods of linear feature extraction (Multilayer method). Then, We developed the 3DM
method by combining 3DRT and MM.
The 3DM method was applied to a binary noisy image for extracting the Unes that
represent roads with différent lengths and the river borders with différent curvatures. The
performance of the 3DM method is evaluated by comparing the resuit obtained from the
référencé image (input image without noise). The évaluation of the 2DM method shows
that 88 % of the Unes are correctly extracted. Meanwhile the percentage of omitted Unes
is 12 % and committed Unes reach 4 %. The extraction success rate of this method is
consequently quantified at 82 %. These measurements show the improvement brought by
the 3DM method in the extraction of the différent curve Unes. Implementation of the
3DM method onto images obtained by the binarisation of différent real images shows
m
moreover the potential of this method in diverse applications for extracting the différent
types of linear features from varions types of imagery.
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1. INTRODUCTION
La télédétection, comme son nom l'indique, suppose l'acquisition d'informations sur des
objets ou des phénomènes observés sans contact physique avec le capteur. Les
informations acquises par les capteurs sont en effet une partie de l'information diversifiée
contenue dans les mécanismes d'interaction entre le spectre électromagnétique et les
objets visés. Ces informations sont livrées à l'utilisateur sous diverses formes comme des
images numériques ou des données chiffrées (Bonn et Rochon, 1992). Parmi les
informations acquises, les images numériques sont les formes les plus utilisables en
télédétection. Une image numérique de télédétection est une présentation discrète d'une
scène continue contenant divers objets. Mathématiquement parlant, une image numérique
est une matrice composée d'un nombre limité d'éléments appelés pixels et qui possèdent
des valeurs discrètes. Chacune de ces valeurs reflète des informations acquises issues
d'une petite surface de la scène observée appelée tache élémentaire. C'est la dimension
de cette tache élémentaire qui détermine la limite de la résolution spatiale de l'image
numérique. En effet, plus petite est la dimension de la tache élémentaire, plus grande est
la limite de la résolution spatiale de l'image et par conséquent, plus précis sont les détails
des objets présentés dans l'image. Cela explique donc la demande de plus en plus
abondante pour des images satellitaires de haute résolution spatiale.
L'amélioration de la résolution spatiale des images satellitaires des dernières décennies a
bien satisfait les deux objectifs recherchés de la télédétection : voir le plus grand territoire
possible avec la meilleure précision possible. On est passé des limites de résolution
spatiale de quelques kilomètres pour NIMBUS en 1970 à 80 mètres pour LANDSAT-
MSS en 1972, à 30 mètres pour LANDSAT-TM en 1983, puis à 10 mètres pour SPOT-1
en 1986 et enfin à 1 mètre sur IKONOS en 2000 (Space Imaging, avril 2001).
L'apparition d'images satellitaires de haute résolution spatiale permet de réaliser une
série d'applications autrefois réservées aux photographies aériennes, comme la
cartographie topographique, la planification urbaine, etc. Cependant, l'accroissement de
la résolution spatiale augmente aussi la quantité de données générées. La quantité
d'informations géographiques contenues dans une image satellitaire est énorme.
L'augmentation de la résolution spatiale génère donc une masse d'informations de plus
en plus grande. La transmission, le stockage et le traitement de cette masse de données
sont les problèmes posés par les générations successives des nouveaux capteurs. Le
traitement manuel de la masse gigantesque de données est dispendieux et demande un
temps considérable. C'est pourquoi de nouvelles techniques automatiques de traitement
des données afin d'extraire des informations utiles sont de plus en plus demandées.
Parmi les informations recherchées dans les images de télédétection, les réseaux routiers
retiennent une attention particulière pour la variété de leurs applications. L'extraction du
réseau routier présente un intérêt de premier plan dans l'élaboration d'une procédure de
mise à jour automatique des documents cartographiques (Fiset et ai, 1998). Il s'agit
effectivement d'un élément de la carte topographique qui doit constamment être révisé
puisque de nouvelles routes sont construites chaque année. De plus, les réseaux routiers
apportent des informations contextuelles de première importance permettant de localiser
d'autres types d'éléments sur une image de télédétection telles que les structures
domiciliaires ou commerciales qui sont inévitablement desservies par un réseau routier.
Selon une étude faite par le ministère des Transports du Québec (MTQ), le
développement de procédures pour la réalisation et l'intégration d'une base
cartographique numérique pour des fins d'analyse et de gestion du réseau routier et la
production des cartes de séries, est indispensable (Levasseur, 1998).
L'extraction du réseau routier à partir d'images aérospatiales est fondée sur les opérations
de l'identification des objets, de la délimitation de leur forme et de l'interprétation de leur
nature dans le domaine du traitement d'images numériques. Ces opérations mettent enjeu
à la fois les caractéristiques spatiales et spectrales de l'image. Par conséquent, les
méthodes employées d'extraction du réseau routier varient selon le domaine spectral
utilisé, la limite de la résolution spatiale du capteur ainsi que les propriétés géométriques
des routes visées.
Dans les images aériennes ayant une résolution spatiale fine de 0,2 à 2 mètres au sol, les
détails de la surface d'une route sont clairement évidents grâce à la grande résolution
spatiale de ce type d'images (Baumgartnet et ai, 1997). Par conséquent, les routes dans
les images aériennes peuvent être décomposées en primitives détectables et la détection
de chacune de ces primitives revient à rechercher les bordures parallèles et adjacentes des
surfaces homogènes dans les images (Jedynak, 1995; Steger et al, 1995). De même, la
détection des routes dans les images aériennes revient au sujet général de la détection de
contours dans le domaine du traitement d'images numériques.
Dans les images satellitaires, une route est caractérisée par une bonne homogénéité de sa
radiométrie le long de son axe et par de forts ou faibles contrastes avec son
environnement dans la direction perpendiculaire à son axe (Couloigner, 1998). En
conséquence, dans telles images, les routes apparaissent souvent comme de fines
bandelettes qui traversent les images. Ces routes sont également contrastées par rapport
aux régions qu'elles traversent et leurs axes forment une courbe discrète dans le plan de
l'image. D'ailleurs, dans les images satellitaires possédant une résolution spatiale de 10 à
30 mètres, les routes sont projetées en lignes de quelques pixels de large (Mayer, 1996).
Dans ces images, les routes sont alors traitées comme des caractéristiques linéaires et leur
extraction revient à rechercher des éléments linéaires de largeurs connues (Gruen et Li,
1995; Couloigner, 1998).
Dans la littérature, il existe une vaste gamme de méthodes d'extraction de routes à partir
d'images satellitaires. Une synthèse bibliographique de ces méthodes permet de déduire
les deux points principaux suivants :
1) Les routes contenues dans les images satellitaires sont généralement modélisées par
les éléments linéaires ayant un profil radiométrique prédéfini, une largeur de 2 à 3
pixels maximum et une courbure connue a priori (Couloigner, 1998). Par
conséquent, rextraction de routes à partir d'images satellitaires revient au problème
de détection des lignes dans le domaine du traitement d'images (Mayer et Steger,
1996; Wiedemann et ai, 1998).
2) La procédure typique des techniques employées comprend trois phases principales :
le prétraitement, le traitement et le post-traitement (Gruen et Li, 1995). La première
phase consiste à rehausser des lignes dans l'image et à trouver les séquences des
points qui, probablement, appartiennent à ces lignes. Le résultat de cette phase se
présente généralement sous la forme d'une image binaire possédant des points et des
segments principaux de lignes. D'ailleurs, cette image binaire est le point de départ
pour la suite du processus. La deuxième phase du traitement est la plus importante de
la procédure d'extraction de lignes. À ce stade, les informations contextuelles et/ou
les contraintes globales sont utilisées afin de prolonger les segments et les points
détectés dans la section précédente ou d'en localiser et d'en extraire les véritables
lignes. La phase finale de la procédure consiste à affiner, reconstruire et mettre à
l'échelle les lignes extraites dans l'étape précédente qui sont généralement
incomplètes.
L'axe central de la présente recherche a été déterminé en fonction des deux points
susmentionnés dont le premier fixe le point de départ et le deuxième indique la direction
générale de la recherche. Dans cette perspective et à l'égard du premier point, nous nous
intéressons au problème d'extraction de lignes représentant des routes. Quant au
deuxième point, nous visons l'étape de traitement qui est la plus fondamentale de la
procédure. La justification de ce choix réside dans l'importance de la phase de traitement
dans l'ensemble du processus car elle consiste à identifier, localiser et extraire des lignes
dans l'image binaire résultant de la phase de prétraitement. Par contre, le prétraitement et
le post-traitement sont pratiquement les phases périphériques du processus et elles
constituent ainsi des techniques de traitement d'images relativement maîtrisées. De plus,
l'image binaire préliminaire de la première phase peut s'obtenir par une simple technique
de seuillage. De ce fait, en choisissant un seuil généreux, on laisse la porte grande
ouverte afin de sélectionner tous les points susceptibles d'appartenir aux routes. Par
contre, une phase robuste de traitement peut convenablement extraire les lignes véritables
dans l'image binaire de l'étape précédente.
La détermination de l'axe central de la recherche permet de définir le but de ce travail de
la manière suivante :
Dans la présente thèse, nous proposons une nouvelle méthode automatique d'extraction
de lignes représentant des routes dans les images satellitaires binarisées. Cette méthode
appelée Multicouche Tridimensionnelle (M3D) fait partie des méthodes globales
d'extraction des éléments linéaires et elle s'appuie sur le concept de la transformée de
Radon. Elle est capable d'extraire des lignes de longueurs et de courbures variées même
dans un contexte fortement bruité. Elle permet également d'établir une base de données
pertinente afin d'enregistrer des informations géométriques relatives aux lignes extraites
comme la longueur, les points initial et final de chaque ligne, etc.
1.1. Problématique de la recherche
L'identification et la localisation de routes dans une image aérospatiale est difficile à
cause de :
la similarité des signatures spectrales des pixels de routes avec celles de certains
objets comme les bâtiments et certaines terres agricoles en jachère;
l'instabilité de ces signatures dans le temps et l'espace ;
l'influence significative de l'environnement immédiat sur la réponse spectrale des
routes et notamment les routes étroites.
En outre, le problème d'extraction de routes devient plus complexe dans les milieux
urbains car :
les milieux urbains se caractérisent par une forte hétérogénéité spatiale;
ces milieux comportent des objets possédant des propriétés spectrales similaires avec
les routes;
les routes sont de diverses largeurs.
Néanmoins, la demande pour une méthode automatique et robuste d'extraction de routes
à partir d'images satellitaires est indéniable. Cette demande se ramène alors à étudier les
méthodes élaborées d'extraction des lignes afin de soulever leurs avantages et
inconvénients.
D'une façon générale, les méthodes d'extraction de routes peuvent être regroupées en
deux catégories: les méthodes locales et les méthodes globales (Wang D. et al., 1996).
Le principe des méthodes locales repose sur l'analyse de l'information spectrale du
voisinage immédiat des pixels afin de trouver les pixels appartenant aux lignes. Ces
méthodes utilisent généralement des opérateurs de différentiation tels que le gradient. Ces
opérateurs répondent à des variations locales de l'intensité et ils sont utilisés pour la
détection des discontinuités des niveaux de gris sur des images numériques.
Cependant, l'inconvénient principal des méthodes locales est de ne pas considérer la
globalité de l'image à l'étude. En effet, ces méthodes étudient seulement la variation
locale de l'intensité d'un pixel dans un voisinage très limité par rapport à la taille globale
de l'image. Cette négligence est la source principale des lignes incomplètes dans les
résultats finaux (Jedynak, 1995).
Le deuxième inconvénient de ces méthodes locales est l'inexactitude du positionnement
géométrique de certains éléments extraits, dans le cas où la largueur de la ligne est plus
grande que la taille des cellules de l'opérateur. Cette inexactitude du positionnement
géométrique devient plus remarquable dans la détection des intersections (Farah, 1998).
Finalement, les images résultant de méthodes locales contiennent généralement un taux
élevé de bruit dû à l'utilisation d'opérateurs différentiels qui sont sensibles aux éléments
des hautes fréquences des images.
Afin d'éliminer ces inconvénients intrinsèques liés aux méthodes locales, les méthodes
globales sont proposées. Ces méthodes considèrent l'extraction de lignes comme un
problème global qui nécessite plus qu'une information locale.
L'idée principale des méthodes globales est de convertir l'ensemble de l'image étudiée
dans un nouvel espace mathématique et d'extraire des lignes à partir de leur formes
transformées dans ce nouvel espace. Cet espace s'appelle l'espace de paramètres ou
domaine de paramètres. Ainsi, la transformée de Radon et son cas particulier, la
transformée de Hough, sont à la base de la plupart des méthodes globales d'extraction des
lignes dans les images.
La transformée de Radon accentue les droites dans une image en intégrant l'intensité des
pixels de cette image au long de toutes les directions possibles. En effet, cette
transformée projette les droites de l'image originale en maxima locaux dans le domaine
de paramètres selon leurs paramètres déterminants. Par conséquent, l'extraction des
droites dans l'image originale devient la détection des points maxima dans le domaine de
paramètres. Ainsi, par la transformée de Radon, le problème complexe et global de
détection des lignes dans le domaine d'image a été converti en un problème plus simple
de détection de pics (Illingworth et Kittler, 1988).
Il existe certaines restrictions liées à la transformée de Radon pour la détection des lignes.
La première est la difficulté de détecter des lignes ayant une longueur inférieure à la
dimension de l'image. En effet, dans le cas où la longueur de la ligne serait
significativement plus petite que la dimension de l'image, la détection est impossible.
La deuxième restriction est la présence de faux maxima dans le domaine de paramètres.
Ce sont les maxima locaux qui ne représentent pas des lignes véritables sur l'image
originale. Les faux maxima diminuent considérablement la qualité des résultats obtenus
tout en augmentant l'erreur de commission.
En outre, la transformée de Radon telle quelle, est capable de détecter seulement des
lignes droites dans les images. Les lignes courbées sont mal extraites et elles se
présentent sous forme de petites droites fragmentées dans l'image de sortie.
Notre approche a donc pour objectif d'éliminer au maximum les inconvénients des
méthodes globales. Cette approche est inspirée de concepts des méthodes globales
d'extraction automatique des lignes et plus particulièrement de la transformée de Radon.
Les méthodes locales et globales seront étudiées d'une façon détaillée dans le chapitre 2.
1.2. Objectifs et hypothèses de la recherche
L'objectif général de cette recherche est de concevoir et de développer une nouvelle
méthode globale pour l'extraction de lignes représentant des routes à partir d'images
satellitaires binaires. Le concept de base de cette méthode s'appuie sur la transformée de
Radon.
Les objectifs spécifiques de la recherche sont fixés en fonction des trois problèmes
principaux de la transformée de Radon que l'on a soulevés dans la section précédente.
Ces objectifs sont les suivants :
1) Extraire des lignes de longueurs différentes à partir d'une image binaire.
2) Éliminer ou réduire autant que possible les faux maxima dans le domaine de
paramètres afin de diminuer l'erreur de commission dans l'image de sortie.
3) Extraire toutes les lignes, quelle que soit leur courbure.
Pour atteindre les objectifs de la recherche, nous formulons les trois hypothèses
suivantes :
1) L'utilisation d'informations accessibles pendant la procédure de transformation
permet d'extraire des lignes de longueurs différentes. Ce concept se ramène à
l'élaboration de la méthode multicouche (MM).
2) L'analyse de la base de données établie par la MM permet d'éliminer des faux
maxima dans le domaine de paramètres.
3) La généralisation de la transformée de Radon pour une fonction polynomiale de degré
deux permet d'extraire des courbes. Cette transformée s'appelle la transformée
tridimensionnelle de Radon (T3DR).
1.3. Organisation de la thèse
La présente thèse dont l'organisation est schématisée par la figure 1.1,est subdivisée en 6
chapitres. Le premier chapitre situe le contexte de la recherche. Ce chapitre présente
d'abord une brève introduction du sujet ciblé dans cette recherche. Il soulève ensuite la
problématique de la recherche en se référant aux restrictions liées aux méthodes globales
d'extraction automatique des lignes et surtout la transformée de Radon. Les objectifs
visés ainsi que les hypothèses de la recherche sont également expliqués.
Le chapitre deux est composé de deux sections complémentaires. Dans la première
section, nous décrivons les particularités des éléments linéaires dans les images
numériques. La deuxième section présente une revue bibliographique des différentes
méthodes d'extraction des éléments linéaires ainsi que les inconvénients de chacune
d'elles.
La démarche méthodologique de cette thèse s'appuie sur la transformée de Radon et elle
est constituée de deux grands volets : le développement mathématique et le
développement algorithmique. A l'égard de cette démarche, le troisième chapitre de la
thèse est composé de deux parties principales. La première est consacrée à la transformée
de Radon pour une fonction linéaire dans laquelle nous présentons la définition de la
transformée et ses propriétés principales. Nous expliquons également l'échantillonnage
approprié de deux espaces d'image et de paramètres et la démarche employée pour la
détection de droites verticales et de fortes pentes par cette transformée. Dans la deuxième
partie du chapitre 3, nous démontrons les développements mathématiques de la recherche
qui consistent d'abord à généraliser la transformée de Radon pour une fonction continue
polynomiale de degré deux, nommée la transformée tridimensionnelle de Radon (T3DR).
Nous présentons ensuite le développement discret de la T3DR qui nous guidera vers les
développements algorithmiques de la recherche.
Dans le quatrième chapitre, l'accent est mis sur le développement algorithmique de la
recherche. Nous commençons alors par l'explication du concept de la démarche proposée,
la méthode multicouche (MM), pour éliminer les deux premières limitations de la
transformée de Radon. Le concept de la MM consiste à utiliser toutes les informations
produites par la transformée de Radon et à les enregistrer dans une base de données. En
conséquence, l'extraction des lignes est réalisée par l'analyse de cette base de données.
Nous présentons par la suite les deux algorithmes élaborés de la transformée de Radon
pour une fonction linéaire (T2DR) qui expose la transformée classique de Radon et
T3DR qui est la réalisation de la nouvelle transformée de Radon pour une fonction
polynomiale de degré deux. Dans le cadre de ce chapitre, nous expliquons également les
deux algorithmes d'élaboration des deux nouvelles méthodes qui s'appellent multicouche
bidimensionnelle (M2D) et multicouche tridimensionnelle (M3D). Les méthodes M2D et
M3D s'obtiennent respectivement par l'intégration de la MM dans les deux algorithmes
de T2DR et de T3DR. Ainsi, la M2D permet de franchir les deux premières limitations de
la transformée de Radon tandis que la M3D élimine simultanément les trois restrictions
principales de cette transformée pour la détection de lignes dans les images binaires.
Le chapitre cinq porte d'abord sur les différentes applications des algorithmes
développés. Les résultats obtenus sont ensuite présentés et interprétés afin de vérifier les
hypothèses formulées et les objectifs de la recherche. Les résultats finaux sont évalués de
manière qualitative et quantitative afin de déterminer la robustesse ainsi que la fiabilité de
la méthode proposée.
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Le chapitre six résume enfin les originalités de cette étude ainsi que les conclusions tirées
et les recommandations pour les travaux futurs.
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lDéveloppement Mathématique
Transformée de Radon pour une fonction
continue et discrète linéaire
Développement Algorithmique
Transformée de Radon pour une fonction
polynomiale continue et discrète de degré
deux
T2DR
n
1 M3D I 1 M2D
Expérimentation
Application des algorithmes élaborés
Deiecuon ;
• des lignes de différentes courbures;
• des droites de différentes longueurs;
• du réseau routier urbain dans un contexte sans bruit;
• du réseau routier urbain dans un contexte bruité.
Analyses des résultats
Conclusion
Recommandations
Figure 1.1
Organisation de la thèse
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2. METHODES D'EXTRACTION DE RESEAUX
ROUTIERS
2.1. Introduction
Les travaux concernant l'extraction de réseaux routiers, ferroviaires ou fluviaux à partir
d'image aériennes ou satellitaires ont été initiés au début des années soixante-dix
(Jedynak, 1995). Les publications sont nombreuses et les approches varient selon le type
et la résolution de l'image utilisée.
Les détails de la surface d'une route dans les images aériennes de 25 cm à 2 m de
résolution spatiale sont clairement évidents grâce à la grande résolution spatiale de ce
type d'images. Par conséquent, une route peut être décomposée en primitives détectables
dans les images aériennes (Jedynak, 1995).
Dans les images satellitaires de 10 m à 30 m de résolution spatiale, les routes apparaissent
souvent conune de fines bandelettes qui traversent les images. Elles sont contrastées par
rapport aux régions qu'elles traversent et leurs axes forment une courbe discrète dans le
plan de l'image. Dans ces images, les routes sont alors traitées comme des éléments
linéaires et le problème d'extraction des routes est souvent envisagé comme l'extraction
des éléments linéaires (Gruen et Li, 1995).
Afin de connaître les éléments linéaires dans une image, il faut souligner clairement ses
caractéristiques propres. Dans la prochaine section, nous avons mis l'accent sur les
caractéristiques et les particularités des éléments linéaires présents dans les images.
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Les différentes méthodes d'extraction du réseau routier à partir d'images de télédétection
sont ensuite présentées. Une synthèse bibliographique sur les méthodes présentées permet
de citer les trois étapes principales d'une procédure typique des méthodes d'extraction de
routes. Cette procédure sera finalement expliquée à la fin de ce chapitre.
2.2. Caractéristiques des éléments linéaires dans les images
Dans une image, les éléments linéaires se divisent en deux classes générales : les
contours et les lignes (Voiron, 1995).
Un contour est une discontinuité brusque (contour escalier) ou graduelle (contour rampe)
du niveau de gris dans l'image (cf. figures 2.1, 2.2, 2.3 et 2.4). Il se caractérise par sa
position, son orientation, l'échelle à laquelle il a été détecté et la valeur associée à sa
force ou à son intensité (Ziou, 1991). Les contours généralement rencontrés dans les
images sont :
les frontières qui séparent deux surfaces différentes;
les frontières des ombres produites par les édifices;
les changements de brillance de différentes surfaces.
Niveau de gris
Pixels
Figure 2.1
Profil d'un contour rampe
Niveau de gris
Pixels
Figure 2.2
Profil d'un contour escalier
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Exemple d'im contour rampe
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Figure 2.4
Exemple d'un contour escalier
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Une ligne dans une image numérique se caractérise par un ensemble de pixels ayant des
valeurs numériques plus ou moins semblables caractérisées par une certaine linéarité.
Mais l'apparence d'une ligne peut varier selon les résolutions spatiales et spectrales des
images. En effet, une ligne mince dans une image de basse résolution spatiale apparaît
comme une zone homogène dans une résolution spatiale plus haute. Ainsi, l'éclat ou
l'obscurité d'une ligne par rapport à son voisinage est lié à la bande spectrale dans
laquelle l'image a été acquise. Si l'on emprunte la terminologie du domaine de la
topographie, on peut décrire les valeurs spectrales de l'image en termes de crêtes, de
vallées, de collines, de trous, de plaines et de pentes constantes (Destival et Men, 1986).
Ainsi, dans l'image, une ligne dont les pixels ont des niveaux de gris plus faibles par
rapport aux pixels voisins, peut être considérée comme une vallée numérique (cf. figure
2.5). Par contre, une ligne dont l'ensemble des pixels ont des niveaux de gris plus forts
que ceux de ses voisins peut être présentée comme une crête numérique (cf. figure 2.6).
Dans cette terminologie, la détection de lignes revient alors à la localisation de vallées ou
de crêtes numériques.
Niveau de gris Niveau de gris
Figure 2.5
Profil d'une ligne vallée
Pixels
Figure 2.6
Profil d'une ligne crête
Pixels
À titre d'exemple, citons des éléments linéaires présents dans différentes résolutions
spatiales : des routes dans une image satellitaire (figure 2.7), des vaisseaux sanguins dans
une image médicale (figure 2.8), les empreintes digitales numérisées (figure 2.9), etc.
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Des routes dans une image satellitaire
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Figure 2.8
Des vaisseaux sanguins dans une image médicale
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Figure 2.9
Les empreintes digitales numérisées
Les techniques de détection des formes dans les images peuvent être subdivisées en deux
catégories générales :
Les techniques basées sur la dimension spectrale, c'est-à-dire la radiométrie absolue
du pixel;
-  Les techniques axées sur les dimensions spectrale et spatiale.
La première catégorie de ces techniques n'est performante que pour des sites homogènes
ou pour ceux qui possèdent des objets de radiométrie bien définie (lac, forêt). Ces
techniques ne sont donc pas adaptées à l'extraction des caractéristiques linéaires telles
que le réseau routier car elles négligent la géométrie de l'objet recherché.
Les techniques souvent utilisées pour l'extraction des éléments linéaires sont basées sur
les concepts de la seconde catégorie qui prend en considération simultanément les
caractéristiques spectrale et spatiale de l'image. En effet, si l'on considère qu'un pixel
n'a de sens véritable que s'il est pris en compte par rapport à son voisinage proche, alors
la seconde catégorie de techniques s'avère plus appropriée. Dans ce cas, l'extraction des
éléments linéaires comme les routes peut être optimisée car les routes ont généralement
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une apparence différente de celle des objets environnants. Aussi, parmi les éléments
linéaires rencontrés dans les images, notre recherche se focalise sur le réseau routier.
2.3. Les réseaux routiers dans les images aérospatiales
Selon le dictionnaire Larousse (1999), «une route est une voie carrossable reliant des
villes ou des villages» (Larousse, 1999). En général, une route est un objet linéaire de
largeur et de courbure prédéfinies. Mais ces définitions ne suffisent pas pour localiser et
extraire des routes dans les images aérospatiales. En effet, l'extraction du réseau routier à
partir des images aérospatiales est fondée sur l'identification des objets, la délimitation
de leur forme et l'interprétation de leur nature (Chittineni, 1983). Par ailleurs, la
détermination de la nature de l'objet est fondée principalement sur le contenu spectral de
l'image. Par contre, l'identification d'un objet exprime la capacité de localiser l'objet
dans son environnement et de déterminer sa forme. Par conséquent, l'extraction du
réseau routier met en jeu à la fois les caractéristiques spectrales et spatiales des données
de la télédétection.
La nature spectrale d'une image joue un rôle important dans l'apparence d'une route.
Cette apparence se modifie d'une image à l'autre à cause de la variation de réflectance
apparente des routes sur les différentes bandes spectrales au niveau du capteur. En effet,
sur certaines bandes spectrales comme SPOT panchromatique ou Landsat TM 1, 2 et 3,
les routes apparaissent comme des lignes brillantes par rapport à leur environnement. Par
contre, les mêmes routes se présentent comme des lignes sombres sur d'autres bandes
comme Landsat TM 4 et 5 (Couloigner, 1998). De toute façon, une route dans une image
correspond aux changements brusques de propriétés physiques de l'image et elle fait
partie des hautes fréquences (Farah, 1998).
Les routes possèdent également des caractéristiques géométriques différentes. En plus,
leurs largueurs et leurs courbures sont tributaires de leurs types. Les normes canadiennes
ont répertorié trois types de routes en fonction de leur largeur (Ministère des Transports,
1994):
1) les routes principales : largeur entre 20 m et 45 m ;
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2) les routes locales : largeur entre 10 m et 20 m ;
3) les routes mineures : largeur inférieure à 10 m.
Par ailleurs, l'apparence d'une route dans une image varie en fonction du type de route et
de la résolution spatiale de l'image. Dans une image SPOT panchromatique, les routes
locales sont représentées par des lignes de 1 à 2 pixels, tandis que les routes principales à
voies multiples y apparaissent comme des éléments linéaires de 3 à 4 pixels de large
formés de deux contours parallèles.
Sur les images aéroportées ayant la limite de résolution spatiale métrique ou sub
métrique, la perception des routes passe du linéique (1 à 3 pixels) au surfacique
(supérieure ou égale à 5 pixels). Par contre, la détection des routes sur les images
satellitaires revient à rechercher des éléments linéaires dans les images, si les routes
possèdent (Couloigner, 1998):
-  une largueur de 2 à 3 pixels au maximum;
des contours parallèles avec des contrastes opposés (pour les routes à voies
multiples) (cf. figures 2.10, 2.11 et 2.12 ).
Figure 2.10
Route sombre et voisinage brillant
Figure 2.11
Route brillante et voisinage sombre
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Figure 2.12
Des contours parallèles avec des contrastes opposés
Quel que soit le type de route et d'image à l'étude, l'identification et la localisation des
routes dans une image est difficile car :
-  Les signatures spectrales des pixels de routes présentent de fortes similarités avec
celles de certains objets. En effet, les matériaux de revêtement de la chaussée ont une
tendance marquée à se trouver dans le même intervalle de valeurs numériques que les
toitures des bâtiments, les terres agricoles en jachère, etc.
-  De plus, les signatures spectrales des routes ne sont stables, ni dans le temps, ni dans
l'espace. Elles varient en fonction du type de revêtement de la chaussée, de son état
d'usure et des conditions météorologiques.
En outre, pour les routes de faible largeur par rapport à la dimension du pixel (limite
de la résolution spatiale), le type de l'environnement immédiat du pixel influence
également la réponse spectrale de la route.
Selon la littérature, les méthodes d'extraction de routes se regroupent techniquement en
trois catégories distinctes :
1) les méthodes manuelles,
2) les méthodes semi-automatiques,
3) les méthodes automatiques.
2.4. Méthodes manuelles
Avant l'arrivée des images numériques, l'analyse des images obtenues par télédétection
était faite manuellement et visuellement par l'interprétation de photographies aériennes
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(la photo-interprétation) pour les besoins d'un grand nombre de disciplines (Bonn et
Rochon, 1992). Parallèlement, la mesure précise des formes et la localisation des objets
(la photogrammétrie) s'est développée en se servant essentiellement de la vision
stéréoscopique, assistée de divers instruments optiques (Bonn et Rochon, 1992).
L'extraction de routes à partir de photos aériennes ou de données analogiques de
télédétection consistait à identifier des éléments planimétriques par les méthodes
classiques de photo-interprétation ou de photogrammétrie. Mais dans ces approches,
puisque l'intervention humaine constituait le rôle principal dans la détection et
l'extraction de routes, les résultats dépendaient de l'opérateur.
2.5. Méthodes semi-automatiques
Ces méthodes nécessitent l'intervention directe de l'utilisateur à certaines étapes de la
procédure (Jedynak, 1995). La procédure typique de méthodes semi-automatiques est de
spécifier certains indicateurs pour chaque route contenue dans l'image. Le choix de ces
indicateurs dépend de la méthode employée.
Dans cette catégorie, certains chercheurs ont utilisé les systèmes experts (Knowledge-
based Systems) (Cleynenbreugel, et al., 1990; Wang, F. et Newkirk, 1987; Yee, 1987).
Par définition, un système expert est un logiciel permettant l'interprétation intelligente
des données. Il est constitué de bases de connaissances et de règles, le tout incorporé dans
une structure de solutions de problèmes (Ressources Naturelles Canada, 2001). Le défi
principal de tous les systèmes experts est donc de trouver le moyen pertinent de formuler
des connaissances et des raisonnements humains dans une forme utilisable par
l'ordinateur. Un être humain peut distinguer une forme ou un objet spécifique dans une
scène d'après ses connaissances. Ces connaissances variant d'un être humain à l'autre, les
raisonnements qui en découlent souffrent d'une part de subjectivité. Par conséquent, la
transmission des connaissances et des raisonnements humains à l'ordinateur n'est pas
encore bien maîtrisée dans le domaine de V intelligence artificielle.
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Ainsi, certains chercheurs ont appliqué des algorithmes de suivi de routes pour extraire le
réseau routier des images de télédétection (Wang, J. F. et Howarth, 1987; Alparone et al,
1992; Véran, 1993; Airault et Jamet, 1995; Gruen et Li, 1995; Vosselman et de Knecht,
1995). L'algorithme de suivi de routes revient à résoudre un problème d'optimisation des
hypothèses de départ (pixels de la route et direction, amorces de routes) et des contraintes
sur la liberté angulaire de la direction à suivre par la route (Couloigner, 1998).
Gruen et Li (1995) ont développé un algorithme de suivi selon une programmation
dynamique de la recherche du chemin optimal. Les paramètres de contraste, de courbure
et des points déjà détectés comme appartenant à la route permettent de définir le point
suivant de la route. Ce suivi de routes est précédé par un rehaussement local des
contrastes effectué à l'aide d'une transformée en ondelettes spécialement construite pour
cette opération.
Pour certains chercheurs, le problème d'extraction des réseaux routiers est considéré
comme un problème d'optimisation et de recherche du plus court chemin dans un graphe
(Fischler et al, 1981; Serendero, 1989). Le principe de ces techniques est basé sur un
graphe associé à l'image ou à une partie de l'image. À chaque pixel correspond un nœud
du graphe et il y a un arc entre deux nœuds si et seulement si les pixels correspondants
sont les huit voisins. Une route dans une image aérienne est modélisée par un chemin
dans ce graphe. À chaque chemin est associé un coût, défini comme la somme des
valeurs associées aux nœuds qui composent ce chemin. Ces valeurs sont obtenues à l'aide
d'une méthode locale qui opère sur l'ensemble de l'image.
Un autre type de méthodes semi-automatiques appelée «contours actifs», est décrit par
Kass et Witkin (1988) et par Cleynenbrengel et al. (1990). Ces méthodes permettent de
trouver des contours à extrémités fixes ou libres. Elles sont basées sur la notion de
l'énergie interne (tension et torsion).
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Le problème d'extraction de routes principales à partir d'images SPOT est formulé par
une extension du jeu des vingt questions dans le domaine de reconnaissance de formes
par Jedynak (1995).
Le jeu des vingt questions se joue avec deux joueurs. Le premier choisit un personnage
célèbre et le second doit deviner ce personnage en posant en moins de 20 questions
auxquelles le premier joueur répond par oui ou par non. Le problème mathématique lié à
ce jeu est de trouver la stratégie optimale pour déterminer les questions et l'ordre dans
lequel le second joueur doit les poser.
En se basant sur ce jeu, Jedynak (1995) a proposé une approche complexe pour résoudre
le problème de reconnaissance des formes dans une image. Dans cette approche, le choix
du premier joueur (le personnage célèbre) est un objet spécifique dans l'image. Poser une
question consiste à évaluer une fonction de l'image et la réponse obtenue est la valeur
retournée par cette fonction.
Dans le cas de réseaux routiers, il faut procéder de manière séquentielle et adaptative en
se focalisant sur une imagette afin de tester la présence ou non de la route dans
l'imagette. La géométrie de la route et les performances du test sont estimées par un
modèle stochastique. La détection des routes dans cette méthode est faite par un
algorithme de suivi qui nécessite la spécification d'un pixel de départ pour démarrer.
Puis, la précision de la localisation des routes extraites est obtenue par une méthode basée
sur la technique de programmation dynamique.
D'après Jedynak (1995), l'algorithme développé ne nécessite aucun prétraitement et les
résultats de l'application de cet algorithme sur les images SPOT sont de bonne qualité. La
précision de la localisation géométrique des routes est de l'ordre de quelques pixels. La
performance de cette méthode se limite à l'extraction des routes principales. L'extraction
des routes secondaires dans des milieux urbains n'est pas encore réalisée.
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Par ailleurs, Couloigner (1998) a également proposé une méthode semi-automatique et
hiérarchique d'extraction du réseau routier urbain quadrangulaire à partir d'images de
télédétection de haute résolution spatiale (les données acquises par le capteur analogique
russe KVR-1000 ont été numérisées à 2 m de limite de résolution spatiale). Sa méthode
est basée sur un modèle explicite de rues et sur deux outils mathématiques : l'analyse
multirésolution et la transformée en ondelettes. Le modèle de rues intègre les propriétés
radiométriques, géométriques et topographiques des différents types de rues du réseau
routier urbain.
D'une part, l'analyse multiéchelle des images, obtenue par une analyse multirésolution,
conduit à l'extraction hiérarchique des bords des différentes rues du réseau. D'autre part,
la modélisation de l'information à différentes échelles caractéristiques, par la
transformée en ondelettes, permet d'en établir la topographie, i.e. d'en extraire les terre-
pleins. Ces extractions s'effectuent par deux algorithmes multirésolutions et itératifs
(Couloigner et Ranchin, 2000).
Selon Couloigner (1998), cette méthode a été appliquée à des images de différentes
résolutions spatiales et spectrales et les rues extraites sont positionnées avec une erreur
moyenne de 2 pixels quelle que soit la résolution des images originales.
Cette méthode semi-automatique nécessite d'introduire quatre points localisant le début
et la fin des bords de chaque rue à extraire. Elle se limite en outre à détecter des rues
appartenant aux réseaux routiers quadrangulaires.
Le concept de l'analyse multirésolution pour l'extraction des routes à partir d'images
aériennes est également utilisé par Mayer et Steger (1998). Ainsi, la transformée en
ondelettes est utilisée par Dong et ai, (1997) pour la détection des rues et leur
orientation dans des images TM de Landsat et panchromatique HRV de SPOT.
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2.6. Méthodes automatiques
Les nombreuses méthodes automatiques proposées dans la littérature pour l'extraction de
réseaux peuvent être regroupées en deux catégories générales: les méthodes locales et les
méthodes globales (Wang D. et al, 1996). L'étude des techniques employées dans
chaque catégorie est le sujet des prochaines sections de ce chapitre. Les techniques
présentées sont synthétisées dans le tableau 2.1.
2.6.1. Méthodes locales
Selon l'approche utilisée, les méthodes locales peuvent se grouper en cinq catégories
générales. Les approches sont :
1) opérateurs de différentiation;
2) analyse mathématique du profil du gradient;
3) morphologie mathématique;
4) convolution spectrale;
5) réseaux de neurones.
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Tableau 2.1
Synthèse des différentes méthodes d'extraction de routes
Méthode Technique Inconvénients spécifiques Inconvénients communs Avantages principaux
u
•a
o
o
-J
Opérateurs de différentiation
(Acheroy, 1998; Canny, 1986; Farah, 1998
Nevatia et Babu, 1980; Petrou et Kittler, 1991
Sarkar et Boyer, 1991; Schanzer et al., 1990
Ton et al, 1989; Wang, F. et Newkirk, 1988
Wang, J. F. et Howarth, 1987)
1) Une forte sensibilité aux
variations d'intensité.
2) Une grande surestimation de la
quantité des éléments linéaires
détectés.
Analyse mathématique du profd du gradient
(Barzohar et Cooper, 1993; Groch, 1982; Wang,
J. F. et al., 1992; Wang, J. F., 1993; Wang, J. F.
et Liu, 1994)
1 ) Temps considérable de calcul.
2) Plusieurs seuils à déterminer
par l'opérateur.
Morphologie mathématique
(Destival,1987; Destival et Men, 1986
Karathanassi, et ai, 1999; Matheron, 1975
O'Brien, 1988; Serendero, 1989; Serra, 1982
Tripathi et al., 2000; Voiron, 1995)
1 ) Le temps de calcul est énorme.
2) Nécessite une intervention de
l'opérateur.
Convolution spectrale
(Duda et Hart, 1973; Fishler et ai, 1981; Roux,
1992; Wang, D. et al., 1996)
1 ) La procédure est lente.
2) Nécessite une intervention de
l'opérateur.
1 ) Inexactitude géométrique
des routes extraites surtout
au niveau des intersections.
2) Morcellement des routes
extraites ayant des courbes
prononcées ou de largeurs
différentes.
Adéquat pour le rehaussement
d'éléments linéaires
Réseaux de neurones
(Bhattacharya et Parui, 1997; Doucette et al.,
2001; Fiset et Cavayas, 1997; Fiset et al., 1998;
Maillard et Cavayas, 1989)
1 ) Nécessite une intervention de
l'opérateur.
2) N'est pas adéquate pour
l'extraction des routes urbaines.
u
•a
O
5
Transformée de Radon
Transformée de Hough
(Califano et Bolle, 1992; Copeland et ai, 1994;
Duda et Hart, 1972; lllingworth et Kittler, 1988;
Kamieli et ai, 1996; Kesidis et Papamarkos,
2000; Li et ai, 1986; Rey et ai, 1990; Xu et
Oja, 1993)
Aucun
1) Les lignes ayant une
longueur inférieure à la
dimension de l'image sont
mal extraites.
2) Présence d'un taux élevé de
l'erreur de commission dans
l'image de sortie.
3) Échec pour l'extraction des
courbes.
1) Précision géométrique des
routes extraites.
2) Considération de la
globalité de l'image.
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2.6.1.1. Opérateurs de différentiation
La première approche consiste à détecter des lignes avec les opérateurs de différentiation.
Ces opérateurs répondent à des variations locales de l'intensité dans une image.
L'utilisation de l'opérateur de gradient afin de localiser des éléments linéaires est une
approche classique en traitement d'images numériques. Cet opérateur est également
utilisé pour rehausser des éléments linéaires contenus dans une image numérique.
La procédure d'utilisation du gradient consiste à calculer d'abord l'amplitude du gradient
dans un voisinage limité pour chacun des pixels dans l'image. On cherche ensuite les
pixels ayant une amplitude plus élevée qu'un seuil prédéfini, afin d'identifier les pixels
susceptibles de participer à une route.
L'amplitude spatiale du gradient G(j,k) pour un pixel quelconque (j,k) dans une image
numérique I(j,k) j = 1,2,..., J et k = 1,2,..., K où J et K sont respectivement le nombre de
lignes et de colonnes, s'obtient par l'équation suivante (Pratt, 1991):
G(j,k) = V(GLak))' + (Gc(j,k))' (2.1)
Gl et Gc sont respectivement les magnitudes du gradient le long des lignes et des
colonnes de l'image. Elles sont définies comme suit :
Gi,(j,k) = I(j,k)-I(j,k-l) (2.2)
Gc(j,k) = I(j,k)-I(j + l,k) (2.3)
L'amplitude du gradient est souvent estimée par la combinaison des magnitudes de Gl et
Gc, ce qui donne l'équation 2.4 :
G(j,k) = |GL(j,k)| + |Gc(j,k)| (2 4)
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Parmi les auteurs qui travaillent avec l'opérateur du gradient, citons entre autres Lacroix
et Acheroy (1998), Nevatia et Babu (1980), Schanzer et al, (1990), Ton et al, (1989),
Wang, J. F. et Howarth (1987).
Dans la même catégorie des méthodes d'extraction de routes, certains chercheurs utilisent
le passage par zéro du laplacien afin d'extraire les routes rurales dans les images de
Landsat TM aux États Unis (Wang, F. et Newkirk, 1988).
Mathématiquement, le signe de laplacien L(j,k) se change au point (j,k), si ce point est le
point d'inflexion de la fonction I(j,k). Pour une image I(j,k), l'approximation la plus
simple du laplacien est (Pratt, 1991);
L(j,k) = [l(j,k)-I(j,k-l)]-[l(j,k + l)-I(j,k)]+[l(j,k)-I(j + l,k)]-[l(j-l,k)-I(j,k)]
(2.5)
Canny (1986) a également employé le principe du passage par zéro du laplacien d'une
fonction gaussienne afin d'extraire des contours. Son approche se base sur une
convolution de l'image étudiée par une fonction gaussienne et ses dérivées. En effet, la
convolution d'un contour idéal avec une fonction gaussienne démontre que la présence
d'un contour se manifeste par un maximum de la première dérivée de la convolution et
par un passage par zéro de sa deuxième dérivée. H a dérivé un filtre optimal qui possède
trois critères principaux : une bonne détection, une bonne localisation et une réponse
unique pour chaque contour. Le filtre de Canny se caractérise par les deux éléments
suivants (Petrou et Kittler, 1991; Sarkar et Boyer, 1991):
1) une forte sensibilité aux variations d'intensité ;
2) une grande surestimation de la quantité des éléments linéaires détectés.
L'application du filtre de Canny se réalise en quatre étapes principales (Canny, 1986):
1) un lissage: réaliser un lissage de l'image à l'étude en la convoluant avec la fonction
gaussienne. '
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2) une différentiation : convoluer les valeurs lissées obtenues dans l'étape précédente
avec la première dérivée de la gaussienne.
3) une suppression des non-maximal : extraire tous les pixels présentant un maximum
local et supprimer ceux qui ne le présentent pas.
4) un seuillage des contours : a) retenir les pixels supérieurs au seuil haut prédéfini; b)
continuer le suivi de contour en validant les pixels ayant des valeurs supérieures au
seuil bas qui sont connexes aux points détectés.
Ainsi, le filtre de Canny a été utilisé pour extraire le réseau routier de la ville de
Sherbrooke (Québec) à partir d'une image panchromatique de SPOT par Farah (1998).
La démarche employée consistait en quatre étapes principales :
1) passage du filtre de Canny;
2) combinaison de l'image résultant du filtrage avec l'image originale;
3) seuillage des routes extraites;
4) amincissement et raffinement des routes.
Selon l'auteur, l'image résultante contient une erreur de commission importante De plus
la précision géométrique des cul-de-sac et des intersections extraites est également faible.
D'une façon générale, les inconvénients majeurs de toutes les méthodes d'extraction de
lignes basées sur des opérateurs de différentiation sont les suivants:
1) les opérateurs de différentiation ont une forte sensibilité au bruit;
2) les routes extraites sont morcelées surtout aux intersections.
2.6.1.2. Analyse mathématique du profîl du gradient
La deuxième approche est basée sur l'analyse mathématique du profil d'intensité d'une
image. Groch (1982), Wang, J. F. et ai, (1992), Barzohar et Cooper, (1993) et Wang, J.
F. (1993) sont les auteurs les plus connus pour cette approche.
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Groch (1982) et Barzohar et al, (1993) par exemple construisent des modèles
sophistiqués afin de caractériser le profil des routes dans les images aériennes. Dans la
méthode de Barzohar et al, (1993), les valeurs numériques des pixels situés le long du
profil des routes est décrit par un modèle stochastique complexe. Ainsi, la largeur de la
route et les valeurs numériques des pixels dans les zones adjacentes sont décrites à l'aide
de modèles Markoviens linéaires.
Par ailleurs, Wang, J. F. et al, (1992) ont proposé la démarche appelée (GDPA) Gradient
Direction Profil Analysis. Le concept de base de cette méthode consiste à estimer d'abord
le profil perpendiculaire à la direction d'une route par une fonction polynomiale de degré
deux. Pour ce faire, ils estiment d'abord l'orientation de la pente maximale en calculant la
direction maximale du gradient pour tous les pixels centrés dans une fenêtre de petite
taille par rapport à la taille d'image étudiée. Les coefficients déterminants de la fonction
polynomiale sont ensuite estimés par la méthode des moindres carrés. Dans un troisième
temps, ils déterminent les pixels répondant aux extrêmes de la fonction définie dans
l'étape précédente. En outre, un pixel quelconque de l'image d'étude appartient à une
route si les conditions imposées mentionnées ci-après sont satisfaites:
1) le pixel en question est dans l'intervalle défini par les deux paramètres délimitant la
taille de la fenêtre;
2) la valeur de la dérivée première de la fonction dans ce pixel est nulle.;
3) la valeur de la dérivée deuxième de la fonction dans ce pixel est négative;
4) la courbure de la ligne sur ce pixel est supérieure à un seuil positif.
Cette méthode a été également expérimentée par Wang, J. F. et Liu (1994) pour
l'extraction du réseau routier à partir d'images satellitaires multispectrales de Landsat
TM et SPOT. Elle utilise l'information multispectrale provenant des différentes bandes
afin d'améliorer les résultats d'extraction du réseau routier. En utilisant des opérateurs
arithmétiques tels que la multiplication et la division, ils combinent les différentes bandes
afin de trouver le canal dans lequel les routes sont mieux rehaussées. Les résultats
obtenus montrent une amélioration de la qualité des routes extraites par rapport aux
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images contenant une seule bande spectrale. Cette amélioration consiste en une
diminution de l'erreur d'omission et de commission dans les résultats obtenus.
2.6.1.3. Morphologie mathématique
La morphologie mathématique est au cœur de la troisième approche. Elle a été utilisée
par certains chercheurs pour réaliser l'extraction automatique des caractéristiques
linéaires (Destival et Men, 1986; O'Brien, 1988; Voiron, 1995; Karathanassi, et ai, 1999;
Tripathi et al, 2000). Le principe de base de la morphologie mathématique consiste à
utiliser la théorie des ensembles afin d'examiner l'image étudiée à partir d'un petit objet
prédéfini appelé Vélément structurant (Matheron, 1975; Serra, 1982). La morphologie
mathématique analyse les liens qui existent entre un objet et son environnement immédiat
à l'aide de l'élément structurant. L'élément structurant se déplace à travers l'image de
manière à ce que son centre soit tour à tour localisé sur tous les pixels de l'image à
l'étude. L'information morphologique découle alors de l'interaction de l'élément
structurant avec les objets de l'image. Le choix de l'élément structurant donne la
possibilité de chercher les différentes formes dans l'image à l'étude.
Serendero (1989) emploie également des outils de la morphologie mathématique pour
extraire les routes brillantes par rapport à leur environnement à partir des images SPOT
panchromatiques. Il a utilisé la transformation dite du «chapeau haut de forme» suivie
d'un seuillage, afin d'obtenir une image binaire de pixels supposés appartenir au réseau
routier.
La transformée du «chapeau haut de forme» permet de ne conserver de l'image originale
que les pics ou les crêtes qui entrent dans le chapeau supposé d'une hauteur infinie. Le
résultat dépend alors de la largeur et/ou de la hauteur des sommets à conserver. Pour le
traitement des colonnes, cette transformée est définie par:
G(m,no) = {m/[F(m,no) - Fg(m,no)] > t,} ^2.6)
où:
32
-  G(m,n) est l'image résultante, (m,n) étant la position du point considéré en ligne et
en colonne;
no est la position de la colonne considérée;
-  F(m,n) est l'image originale;
-  FB(m,n) est l'ouverture de l'image originale (la dilatée de l'image érodée par un
même élément structurant B);
-  tx est la valeur critique (seuil) pour les lignes.
L'intérêt de cette méthode est donc d'extraire les zones claires de l'image en fonction
des critères de formes (définis par l'élément structurant) et du contraste des pixels dans
leur voisinage. Mais, selon Destival (1987), la morphologie mathématique présente trois
inconvénients principaux :
1) le temps de calcul est énorme car pour chaque pixel de l'image il faut appliquer
plusieurs opérations morphologiques;
2) les méthodes basées sur la morphologie mathématique sont loin d'être automatiques
car les traitements employés nécessitent une intervention considérable de l'opérateur ;
3) le nombre de règles et de critères nécessaires pour suivre une route est d'autant plus
grand qu'on s'oriente vers un système expert pour la reconstruction du réseau routier.
2.6.1.4. Convolution spectrale
La convolution spectrale est à la base de la quatrième catégorie de méthodes d'extraction
de routes (Duda et Hart, 1973; Wang, D. et al, 1996).
Duda et Hart (1973) ont utilisé un opérateur spécifique afin d'extraire les éléments
linéaires d'épaisseur inférieure à trois pixels. Dans un premier temps, ils modélisent une
ligne par les quatre masques dans les quatre directions principales. Deux fonctions
quantifient ensuite le fait que la variation d'intensité doit être faible le long de la ligne et
forte dans la direction orthogonale. Il donne alors un score pour chaque masque et le
score maximum est affecté au pixel central. L'opérateur proposé par Duda et Hart a été
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utilisé tel quel par Fishler et al, (1981). La version modifiée du même opérateur a été
utilisée par Roux (1992).
Une étude réalisée par Wang, D et al, (1996) a utilisé le principe de la convolution
spectrale afin d'extraire le réseau routier urbain de la ville de Sherbrooke (Québec) à
partir d'une image SPOT HRV. Ces chercheurs ont combiné des techniques de la
morphologie mathématique avec celles de la convolution spectrale. L'image d'étude est
d'abord lissée par deux filtres morphologiques afin de réduire le bruit tout en préservant
les caractéristiques linéaires de l'image. Les routes sont ensuite détectées par un détecteur
de ligne modifié. Ce détecteur se conforme à la nature spécifique des routes urbaines telle
que la diversité des largeurs et la présence de courbes prononcées. La dernière étape de la
procédure consiste à amincir les routes extraites par un algorithme classique
d'amincissement. Selon les auteurs, la procédure utilisée n'est pas rapide et la
détermination de certains paramètres nécessite l'intervention de l'utilisateur.
2.6.1.5. Utilisation des réseaux de neurones
Certains chercheurs conçoivent l'extraction de routes sur les images de télédétection
comme un problème de classification où les pixels doivent être classés en «route» ou en
«non-route» (Bhattacharya et Parui, 1997; Doucette et al, 2001). Bhattacharya et Parui
ont développé une méthode basée sur un réseau de neurones appelée le perceptron
multicouche. Ce réseau est à apprentissage supervisé, c'est-à-dire, le système apprend à
reconnaître des classes prédéfinies. Ainsi, les poids synaptiques sont «appris» en
présentant des exemples de chaque classe au réseau de neurones lors de l'apprentissage.
Ils ne sont donc pas déduits d'une connaissance a priori sur les formes à reconnaître
(Couloigner, 1998). Les règles de décision se forment dans les poids synaptiques au cours
de l'apprentissage. L'entrée du perceptron multicouche est une fenêtre mobile de nxn
pixels. La taille de cette fenêtre joue un rôle important pour la réussite de l'apprentissage
du réseau de neurones. Elle ne doit pas être plus petite que la largeur des routes à extraire
et doit être ainsi suffisamment large pour contenir des pixels non-route. Pour
l'apprentissage de ce réseau, 25 fenêtres de 3x3 pixels pour les images 1RS (Indian
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Remote-sensing Satellite) et de 5x5 pixels pour les images SPOT sont manuellement
choisies. Ces fenêtres-test représentent les différentes possibilités existantes pour la
classe «route» et la classe «non-route» sur les images. La méthode ainsi développée a été
appliquée sur des images acquises en bande proche infrarouge par le capteur LISS du
satellite IRS-IA (résolution spatiale de 36.25 m) et en panchromatique par le capteur
HRV de SPOT (résolution spatiale de 10 m). Selon les auteurs, la méthode développée
permet d'extraire les routes existantes sur différentes images-test à partir des petits
échantillons fournis pour l'apprentissage du réseau de neurones.
Le perceptron multicouche est également utilisé par Fiset et al. (1998) afin d'augmenter
le degré d'automatisation et d'améliorer la performance d'une méthode existante de mise à
jour du réseau routier à partir d'images satellitaires et à l'aide de données cartographiques
numériques. La méthode originale a été développée au laboratoire de télédétection de
l'Université de Montréal par Maillard et Cavayas (1989) et elle est constituée de deux
étapes principales. La première étape consiste à comparer la carte existante (à l'échelle
1:50,000) avec une image panchromatique plus récente de SPOT d'un même site afin
d'extraire les anciennes routes en associant les routes identiques de la carte et celles de
l'image. Dans la deuxième étape, les routes extraites servent de point de départ à la
recherche des nouvelles routes de l'image en se basant sur l'hypothèse que ces nouvelles
routes sont naturellement connectées au réseau existant (Maillard et Cavayas, 1989; Fiset
et Cavayas, 1997). Cette méthode a été appliquée à une image SPOT panchromatique
couvrant un territoire sans relief prononcé dans une zone possédant un réseau peu dense
qui présente un fort contraste avec son environnement. Selon Fiset (1993), les résultats
obtenus de cette application sont satisfaisants. Cependant, la méthode présente certains
problèmes pour l'extraction du réseau routier urbain. L'application de cette méthode dans
ce milieu donne des segments de route très peu linéaires et qui peuvent même faire des
zigzag de part et d'autre du tracé réel de la route (Fiset, 1993; Fiset et Cavayas, 1997).
Ces problèmes sont partiellement surmontés par les améliorations apportées dans les
versions ultérieures de la méthode (Fiset et Cavayas, 1997; Fiset, et al, 1998).
L'amélioration la plus importante touche la première étape de la procédure et consiste à
identifier des segments de routes dans l'image en utilisant le réseau de neurones et plus
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particulièrement le perceptron multicouche au lieu d'effectuer un seuillage de valeurs
numériques des pixels. Pour l'apprentissage de ce réseau, plus de 90 fenêtres de 5x5
pixels dans une image panchromatique SPOT sont ehoisies. Le réseau utilisé est composé
d'une couehe d'entrée de 25 neurones, 4 couches cachées de 75 neurones et une seule
couche de sortie. Cette méthode a été appliquée sur une image panchromatique SPOT
d'une zone urbaine afin d'associer les routes correspondantes avec celles trouvées sur la
carte routière du même site. Selon les auteurs (Fiset et ai, 1998), les résultats obtenus
sont assez satisfaisants pour poursuivre la deuxième étape (trouver les nouvelles routes).
2.6.2. Inconvénients principaux des méthodes locales
L'inconvénient majeur des méthodes locales d'extraction des routes est de ne pas
considérer la globalité de l'image à l'étude. En effet, toutes les méthodes locales étudient
seulement la variation locale d'informations spectrales d'un pixel dans un voisinage très
limité par rapport à la taille globale de l'image. Les images de télédétection possèdent des
informations reparties sur l'ensemble d'un territoire, mais les méthodes locales identifient
les pixels routes en se basant sur une petite zone locale dans l'image.
Dans une image de télédétection une route est caractérisée par un ensemble de pixels
ayant des informations spectrales plus ou moins semblables qui montreront également
certaines linéarités. Cette linéarité donne une apparence particulière aux routes
contenues dans l'image. Par conséquent, la forme particulière des routes dans les images
de télédétection donne des informations spatiales supplémentaires utilisables pour les
identifier et les extraire. Cependant, les méthodes locales ne tiennent pas compte de ce
type d'informations.
Le deuxième inconvénient des méthodes locales est dû à la nature des opérateurs de
différentiation souvent utilisés dans ces méthodes. De façon générale, les opérateurs de
différentiation intensifient de façon directionnelle des éléments de haute fréquence dans
l'image numérique. Puisque les points de bruits demeurant dans les images font
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également partie des hautes fréquences, les images obtenues par ces méthodes possèdent
un taux élevé de bruit.
De plus, l'accentuation directionnelle des opérateurs de différentiation provoque les deux
problèmes suivants :
1) l'inexactitude géométrique des routes extraites surtout au niveau des intersections
(Farab, 1998);
2) le morcellement des routes extraites ayant des courbes prononcées ou de largueurs
différentes.
Finalement, la petite fenêtre mobile utilisée par toutes les méthodes locales se déplace de
façon à ce que son centre passe par toutes les positions de l'image (tous les pixels) et
pour chaque position, il y a un certain nombre de calculs à faire. Par conséquent, le temps
du calcul nécessaire pour la procédure de la détection des routes par ces méthodes est
important et il devient à son tour le troisième inconvénient de ces méthodes.
2.7. Méthodes globales
Pour surmonter le problème de négligence de la globalité de l'image satellitaire par les
méthodes locales, les méthodes globales sont proposées pour l'extraction des réseaux
routiers. Contrairement aux méthodes locales, les méthodes globales d'extraction des
lignes prennent en considération la totalité de l'image à l'étude. En effet, la particularité
de ces méthodes réside dans leur approche qui considère l'extraction des routes comme
un problème global nécessitant plus qu'une information locale.
Le principe de ces méthodes est de convertir l'ensemble de l'image étudiée dans un
nouvel espace mathématique et d'extraire des lignes à partir de leur formes transformées
dans ce nouvel espace. En effet, les méthodes globales considèrent d'abord que l'image à
l'étude est un espace mathématique bidimensionnel. Ensuite, elles transforment tous les
points de l'espace de l'image (tous les pixels) dans un second espace mathématique
orthogonal (espace de la transformée). Le tenseur métrique de la transformation est
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déterminé de telle façon que chaque ligne présente dans l'espace de l'image soit projetée
dans un seul point dans l'espace de la transformée. La dimension de cet espace est une
fonction du nombre de paramètres ainsi que du degré de la fonction présentant la forme à
détecter.
La transformée de Radon et la transformée de Hough (un cas particulier de la transformée
de Radon) sont à la base de la plupart des méthodes globales d'extraction des lignes dans
les images numériques (Toft, 1996). Dans la littérature, il existe une vaste gamme de
méthodes d'extraction des lignes basées sur les concepts de ces transformées (Duda et
Hart, 1972; Li et al, 1986; Illingworth et Kittler, 1988; Rey et al, 1990; Califano et
Bolle, 1992; Xu et Oja, 1993; Copeland et al, 1994; Kamieli et al, 1996; Kesidis et
Papamarkos, 2000).
Il existe trois restrictions principales pour l'utilisation de la transformée de Radon pour la
détection des lignes :
1) l'intégration de l'intensité est faite sur la dimension entière de l'image originale, la
détection des lignes ayant une longueur inférieure à la dimension de l'image devient
donc difficile. Dans le cas où la longueur de la ligne serait significativement plus
petite que la dimension de l'image, la tâche de la détection devient impossible car le
pic numérique correspondant à cette ligne n'a pas une valeur suffisamment grande
pour être différencié de son voisinage dans l'image transformée (Rey, et al, 1990).
2) Un maximum local (pic) dans le domaine de paramètres est le résultat de l'intégration
de toutes les valeurs numériques de l'image originale dans une direction connue. Peir
ailleurs, certains maxima locaux ne représentent pas des lignes véritables sur l'image
originale. Ces faux maxima diminuent considérablement la qualité des résultats
obtenus tout en augmentant l'erreur de commission. Dans le cas où l'image originale
contient de nombreuses lignes (par exemple un réseau routier urbain), la difficulté
d'élimination des faux maxima sur le plan de la transformée devient une limitation
sérieuse pour cette méthode globale (Rey, et al, 1990).
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3) La transformée de Radon telle quelle, est capable de détecter seulement des droites
dans les images (Kesidis et Papamarkos, 2000). Les courbes sont mal extraites et elles
se présentent sous forme de petites droites fragmentées dans l'image de sortie. Ce
problème augmente aussi considérablement l'erreur d'omission dans l'image finale
(Califano et Bolle, 1992).
Une synthèse bibliographique sur les méthodes susmentionnées d'extraction de routes
permet de déduire que la procédure effectuée par toutes ces méthodes est identique. Dans
la prochaine section, nous expliquons cette procédure typique afin de situer clairement à
quelle étape se trouve la méthode proposée de cette thèse et de préciser la contribution
principale du présent travail.
2.8. La procédure typique des méthodes d'extraction de routes
Indépendamment des techniques utilisées pour l'extraction de routes, la procédure
effectuée se compose de trois phases principales: le prétraitement, le traitement et le post
traitement (Gruen et Li, 1995).
2.8.1. Prétraitement : détermination des points initiaux de routes
Cette étape consiste à rehausser les routes dans l'image et à trouver les séquences des
points qui, probablement, appartiennent à ces routes. Une technique simple de seuillage
ou une procédure plus complexe qui pose et vérifie certaines hypothèses peut être utilisée
dans cette étape. Le résultat se présente généralement sous la forme d'une image binaire
possédant des points et des segments principaux de routes. Cette image binaire est un
point de départ pour la suite du processus. Par conséquent, l'exactitude du résultat final
est tributaire de la qualité de l'image binaire produite lors de cette première étape.
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2.8.2. Traitement : détection et extraction de routes
Cette phase est la plus importante de la procédure générale d'extraction pour toutes les
méthodes d'extraction de routes. Dans cette partie, les informations contextuelles ou les
contraintes globales sont utilisées afin de prolonger les segments et les points détectés
dans l'étape précédente. Les démarches proposées pour cette phase sont constituées d'une
séquence d'étapes diversifiées de traitement d'images. Le contenu et l'ordonnancement
de chacune d'elles varient d'une application à une autre. Mais plusieurs de ces démarches
partagent des étapes constituées de techniques de traitement semblables. Certaines
méthodes combinent des informations originales de l'image de départ avec le résultat du
traitement de cette étape afin d'engendrer des informations supplémentaires pour
améliorer la qualité du résultat final. De même, certaines autres élargissent leurs champs
de connaissances en utilisant des données globales provenant de sources exogènes
comme par exemple les anciennes cartes routières, etc.
2.8.3. Post-traitement : affinage des résultats
L'image obtenue de l'étape précédente est généralement bruitée et certaines des routes
extraites sont incomplètes. Le but de cette étape est de les affiner et de les reconstruire et
de les mettre à l'échelle désirée. À ce stade, les traitements utilisés sont généralement le
filtrage du bruit restant dans l'image, la connexion des lignes fragmentées et les
techniques classiques de traitement d'image pour l'amincissement.
Dans cette recherche, nous visons la phase de traitement qui est l'étape principale de la
procédure typique d'extraction de routes. La justification de ce choix réside dans
l'importance de la phase de traitement dans l'ensemble du processus car elle consiste à
identifier, localiser et extraire des lignes dans l'image binaire résultant de la phase de
prétraitement. Par contre, le prétraitement et le post-traitement sont pratiquement les
phases périphériques du processus et elles constituent ainsi des techniques de traitement
d'images relativement maîtrisées. De plus, l'image binaire préliminaire de la première
phase peut s'obtenir par une simple technique de seuillage. De ce fait, en choisissant un
seuil généreux, on laisse la porte grande ouverte afin de sélectionner tous les points
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susceptibles d'appartenir aux routes. Par contre, une phase robuste de traitement peut
convenablement extraire les lignes véritables dans l'image binaire de l'étape précédente.
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2.9. Conclusion
La diversité des techniques d'extraction du réseau routier à partir d'images de
télédétection montre l'importance particulière de cette application dans le domaine du
traitement d'images numériques. Comme nous avons pu le constater, les méthodes
locales sont basées soit sur des outils génériques de traitement d'images, soit sur des
outils plus spécifiques. Nous avons également noté que les inconvénients principaux de
ces méthodes causent des limitations majeures pour l'extraction automatique de routes
dans les images satellitaires.
Nous avons aussi remarqué que toutes les méthodes locales négligent la globalité des
images satellitaires ainsi que celle des routes. Cependant, cette négligence est corrigée
par les méthodes globales tout en considérant la totalité de l'image à l'étude.
À titre de conclusion, nos pouvons déduire également que la transformée de Radon est
une approche privilégiée pour l'extraction des lignes dans les images numériques. Cela
est expliqué par le fait que l'extraction des droites par cette transformée devient la
détection de pics. Cette tâche est mieux maîtrisée en traitement d'images numériques.
Néanmoins, cette transformée à son tour souffre de trois limitations principales pour
l'extraction automatique de lignes à partir d'images numériques. Les objectifs spécifiques
de la recherche sont alors fixés en fonction de ces limitations. La méthodologie proposée
pour attendre ces objectifs est basée sur la transformée de Radon et elle vise l'étape
fondamentale de la procédure d'extraction de routes à partir d'images satellitaires. Cette
étape consiste à extraire des lignes (modélisant les routes) à partir d'images binaires
résultant de l'étape de prétraitement. La méthodologie proposée amène à des
développements mathématique et algorithmique qui seront expliqués dans les deux
prochains chapitres.
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3. DEVELOPPEMENT MATHEMATIQUE
3.1. Introduction
Dans le chapitre 2, nous avons pu constater que la transformée de Radon est une
approche avantageuse qui a été employée par certains chercheurs pour l'extraction
automatique des lignes ainsi que d'autres formes géométriques dans les images
numériques. Les deux avantages principaux de la transformée de Radon sont la globalité
de la transformée et son pouvoir à remplacer le problème complexe de détection des
lignes en un problème moins difficile de détection de pics (Ulingworth et Kittler, 1988).
Néanmoins, les méthodes d'extractions de lignes basées sur la transformée de Radon sont
limitées à détecter seulement des lignes droites et non fragmentées et les images
résultantes de ces méthodes contiennent des lignes commises.
La méthodologie utilisée dans cette recherche s'appuie sur le principe de la transformée
de Radon tout en éliminant ses limitations principales pour l'extraction de lignes dans les
images binaires. Cette méthodologie est constituée de développements mathématiques et
algorithmiques qui seront présentés respectivement dans le présent et le prochain
chapitre.
Ce chapitre est composé de deux parties principales. La première est consacrée à la
transformée de Radon pour une fonction linéaire. Dans cette partie, nous présentons
d'abord la définition de la transformée de Radon ainsi que ses propriétés principales. Par
la suite, nous démontrons mathématiquement la transformée de Radon d'une fonction
linéaire continue et discrète qui nous dirige vers les développements mathématiques et
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algorithmiques élaborées dans cette recherche au sein de la méthodologie employée.
Nous présentons également l'échantillonnage approprié de deux espaces d'image et de
paramètres afin d'éviter la perte et/ou la redondance d'informations pendant le processus
de la transformation. La première partie de ce chapitre se termine par la démarche
employée pour la détection de droites verticales et de fortes pentes par la transformée de
Radon.
Dans la deuxième partie de ce chapitre, nous démontrons les développements
mathématiques de la recherche qui consistent d'abord à généraliser la transformée de
Radon pour une fonction continue polynomiale de degré deux, nommée la transformée
tridimensionnelle de Radon (T3DR). Nous présentons ensuite le développement discret
de la T3DR qui nous guidera vers les développements algorithmiques de la recherche.
Les conclusions déduites du chapitre sont finalement discutées dans la dernière section.
î
3.2. Transformée de Radon
3.2.1. Définition
La transformée de Radon a été établie en 1917 par Johann Radon dans l'espace Euclidien
(Copeland et al, 1994). Cette transformée peut être définie de différentes manières. Pour
soucis de simplification, nous utiliserons dans cette étude la définition et les notations
utilisées par Toft (1996).
Dans un espace bidimensionnel Euclidien (X-Y), une droite quelconque peut s'écrire
sous la forme générale suivante :
y = px + t
p e F : ]- oo,+oo[
X e T : ]- o<',+oo[
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Les deux paramètres p et T représentent respectivement la pente et l'ordonnée à l'origine
de la droite.
Imaginons maintenant un autre espace bidimensionnel (P-T) défini par les paramètres p
et T. Mathématiquement, chaque droite dans l'espace (X-Y) peut être représentée par un
seul point dans l'espace (P-T) selon les valeurs de sa pente p et de son ordonnée à
l'origine T. Le lien entre les deux espaces (X-Y) et (P-T) est fait par la transformée de
Radon. En effet, chaque droite dans l'espace (X-Y) est projetée en un seul point dans
l'espace (P-T) (cf. figures 3.1 et 3.2). De même, la projection de chaque point dans
l'espace (X-Y) ayant les valeurs définies y = y* et x = x* est une droite avec les
paramètres p = x* et x = y* dans l'espace (P-T) (figures 3.3 et 3.4).
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XTransformée
de Radon
► X -►P
Figure 3.1
L'illustration schématique de la transformée de Radon d'une droite
À gauche : Une droite dans l'espace bidimensionnel (X,Y)
À droite : La droite est convertie en un point dans l'espace (P-T)
m.
m
m
Figure 3.2
La transformée de Radon d'une droite dans une image numérique
À gauche : Une droite dans une image numérique
À droite : La droite est convertie en un maximum (pic) dans l'espace (P-T)
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Transformée
de Radon
p = X*
—X = y
►X
X*
Figure 3.3
L'illustration schématique de la transformée de Radon d'un point
À gauche : Un point dans l'espace bidimensionnel (X,Y)
À droite : Le point est transformé en une ligne dans l'espace (P-T)
Figure 3.4
La transformée de Radon d'un point dans une image numérique
À gauche : Un point dans une image numérique
À droite : Le point est transformé en une ligne dans l'espace (P-T)
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Mathématiquement, la transformée de Radon g(p,T:) d'une fonction bidimensionnelle
continue est obtenue par l'intégration des valeurs de la fonction g dans la direction
des lignes inclinées. La localisation de la ligne est déterminée par ses paramètres : la
pente p et l'ordonnée à l'origine t ;
g(p,x) = J_g(x,px + T)dx ^3 2)
En utilisant la fonction delta de Dirac ô( ) (la fonction delta de Dirac est expliquée à
l'annexe I), la transformée de Radon s'écrit sous la forme suivante :
= L g(x, y)ô(y - px - T)dxdy ^33^
Les valeurs de g(p,T) sont exprimées dans un espace bidimensionnel (p,t) appelé
espace de Radon ou domaine de paramètres. Pour les fonctions continues, les deux
paramètres p et i ne sont pas limités et ils peuvent varier dans l'intervalle infini ]-oo,+ 00
[.
3.2.2. Propriétés principales
En utilisant la définition de base de la transformée de Radon (équations 3.2 ou 3.3), nous
pouvons déduire les propriétés principales suivantes : la linéarité, la translation et le
facteur d'échelle.
3.2.2.1. Linéarité
Soit la fonction continue h(x,y) est égale à la sommation des productions de fonctions
continues gi(x,y) et de fonctions de poids Wj. La fonction h(x,y) est donnée par l'équation
3.4 :
48
h(x,y) = Xwigi(^'y) (3.4)
La transformée de Radon de fonction g(x,y) s'obtient par le relation 3.5 :
h(p,T) = 5^WiJ°°^J2gi(x,y)Ô(y-px-t)dxdy
Nous concluons donc :
h(x,y) = Xwigi(x,y) => h(p,t) = ^Wigi(p,x) (3.6)
Nous pouvons déduire que la transformée de Radon de la sommation des fonctions de
poids est égale à la sommation des transformées de Radon de chaque fonction
individuelle.
3.2.2.2. Translation (Shifting)
Soit la fonction continue h(x,y) résultant de la translation de fonction continue g(x,y) par
les deux paramètres x* et y* dans les directions d'abscisse et d'ordonnée respectivement.
La fonction h(x,y) est donnée par l'équation 3.7 :
h(x,y) = g(x-x*,y-y*)
La transformée de Radon de la fonction h(x,y) s'obtient par l'équation 3.8 :
h(p,T) = J g(x-x*,px + T-y*)dx
Pour le point x = x - x *, nous obtenons donc :
(3.8)
h(p,X) = g(x,p(x + X*) + X - y*)dx ^3
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Ou bien :
h(p,x) = g(p,T:-y*+px*) (3.10)
Cette dernière équation signifie que la translation d'une fonction continue par les
paramètres x* et y*, modifie seulement l'ordonnée à l'origine de sa transformée de
Radon. Géométriquement parlant, la translation n'a aucun effet sur la pente d'une ligne.
Par contre, l'ordonnée à l'origine de cette ligne se change selon la relation (3.10).
3.2.2.3. Facteur d'échelle (Scaling)
En utilisant la fonction continue g(x,y) et deux facteurs d'échelles a et b, la fonction
continue h(x,y) s'écrit sous la forme suivante :
h(x,y) = g(—,—) où a)"0 et b 0
a b (3.11)
La transformée de Radon de la fonction h(x,y) est la fonction h(p,x) donnée par
l'équation 3.12 :
h(p,x) = J" g
J — oo
'' X p X + X ^
dx (3.12)
Au point X = — , la transformée de Radon s'écrit sous la forme suivante :
a
h(p,x) = a£^g X,... pax + X dx (3.13)
La transformée de Radon de la fonction continue h(x,y) s'obtient enfin par l'équation
3.14:
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h(p,T:) = ag''pa
T'b (3.14)
Nous concluons donc :
h(x,y) = g(-A
a b
h(p,t) = ag^pa
V'b (3.15)
En utilisant cette dernière relation (3.15), nous déduisons donc que la compression dans
la direction de l'axe Y amène une compression dans l'ordonnée à l'origine i. La pente p
subit alors un facteur d'échelle équivalent au ratio de a et b.
3.2.3. Transformée de Radon d'une fonction linéaire continue
Soit la fonction continue g (x,y) contenant une droite présentée par la fonction delta sous
la forme suivante :
g(x,y) = Ô(y-p*x-T*) (3.16)
où la fonction g(x,y) a des valeurs non nulles si le point (x,y) se trouve sur la droite avec
les paramètres constants (p*,T*). Dans ce cas-là, la transformée de Radon de cette
fonction est donnée par l'équation 3.17 :
^oo foo
g(p,i:) = J J 5(y-p*x-t*)Ô(y-px-x)dxdy (3.17)
En utilisant les propriétés de la fonction delta, l'équation (3.17) devient donc:
g(p,x) = [ Ô((p-p*)x + x-x*)dx
J—oo (3.18)
En utilisant cette demière équation (3.18) ainsi que les propriétés de la fonction delta, la
transformée de Radon de la fonction continue g(x,y) s'obtient par :
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g(p,X) = -
—  pour p p *|p-p*|
0  pour p = p* et x^x'- (3.19)
et T = T =f  ô(0)dx pour p = p '
J—oo
Dans le cas ou p =p* et i = i*, nous avons :
p = p* et i: = t* => g(x,y) = J ô(0)dx = J dx = (3.20)
Cela signifie que la transformée de Radon d'une fonction continue linéaire dans un
espace Euclidien s'obtient par l'intégration d'une fonction infinie sur un intervalle
également infini. Cela donne un résultat infini en ce point particulier.
Maintenant, si nous ne considérons que les termes infinis, le résultat de la transformée
d'une droite donne un pic (avec la valeur infinie) dans le domaine des paramètres dont la
position serait accordée avec les paramètres de la droite. Cette propriété très importante
de la transformée de Radon est à la base de la méthode proposée pour l'extraction des
éléments linéaires dans cette étude.
n faut noter de plus qu'il existe une dualité entre les deux domaines utilisés dans la
transformée de Radon. Cela signifie qu'une droite dans l'espace (X,Y) sera transformée
en un point dans l'espace (P-T); tandis qu'un point dans le domaine (X,Y) sera
transformé en une droite dans l'espace de (P-T). En effet, un point peut être modélisé
comme le produit de deux fonctions delta. Pour un point se trouvant à l'origine du
système de coordonnées, nous avons ;
g(x,y) = ô(x)ô(y) ^2 21)
La transformée de Radon de la fonction g(x,y) s'obtient par l'équation 3.22 :
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gCp.t) = j_5(x)ô(px + T)dx = ô(t) ^3 22)
Cela signifie que la transformée de Radon d'un point situé à l'origine du système de
coordonnées est une droite. Cette propriété importante de la transformée de Radon est
valide pour tous les points de l'espace. Pour un point quelconque qui est placé aux
coordonnées (x*,y*), nous avons alors :
g(x,y) = Ô(x-x*)ô(y-y*) ^323)
En utilisant la propriété de translation de la transformée de Radon (sous-section 1.3.2), la
transformée de Radon du point présenté par la fonction (3.23) s'écrit sous la forme
suivante :
g(p,T) = Ô(x-y*+px*) ^3 24)
Nous concluons donc que chaque point dans l'espace (X,Y) sera transformé en une droite
dans l'espace de (P-T).
A cause de la nature discrète des images numériques, la transformée continue de Radon
n'est pas directement applicable sur ces images. La section suivante est donc consacrée à
présenter la transformée discrète de Radon pour une fonction linéaire.
3.2.4. Transformée de Radon d'une fonction linéaire discrète
Afin d'appliquer la transformée de Radon sur les images numériques, nous présentons
une approximation discrète de la transformée continue de Radon. En effet, cette
approximation est un échantillonnage linéaire des deux variables x et y de l'espace (X-Y)
ainsi que des deux variables p et i de l'espace (P-T). Cependant, nous nous limitons à
utiliser une série limitée d'échantillons (Toft, 1996). L'échantillonnage de variables x, y,
p et i s'obtient par la relation 3.25 :
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X = x„, = + mAx, m = 0,l,...,M-l
y = y„ = Ymin + nAy, n = 1
P = Pk =Pmi„ + kAp. k = 0,l,...,K-l (3.25)
= T^min + hAt, h = 0,l,...,H-l
Où Xmin et Ymin déterminent la position du premier échantillon et Ax et Ay présentent les
pas de l'échantillonnage. Les valeurs M et représentent respectivement le nombre de
colonnes (numérotée par m) et de lignes (numérotée par n) de l'image.
En utilisant les équations 3.2 et 3.25, nous obtenons une approximation linéaire de la
transformée linéaire de Radon donnée par l'équation 3.26 :
M-l
KPic^^h) = Lg(x,PkX + Tjdx « AxXg(x„„PkX^ +Th) C3 26)
m=0 ^ ^
Par ailleurs, l'échantillonnage de fonction continue g(x,y) donne une image numérique
présentée par l'équation 3.27 :
g(m,n) = g(x„,y„) ^3 ^ v)
La transformée discrète de Radon de cette image sera finalement présentée par une image
numérique formalisée par l'équation 3.28. :
g(k,h) = g(p,,Tj ^3 28)
L'utilisation de l'équation 3.26 pour la transformée d'une image numérique g(m,n),
nécessite des valeurs y™ correspondant aux termes p^x^ + x,, dans l'image. Mais, en
général, les termes calculés, ne coïncident pas avec les valeurs échantillonnées de y,,.
Pour surmonter ce problème, nous prenons en compte la valeur la plus proche de yn dans
la direction y, pour trouver la meilleure approximation de cette valeur. Cette méthode
d'approximation s'appelle le plus proche voisin.
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En utilisant l'approximation par le plus proche voisin, la transformée discrète de Radon
de l'image numérique g(m,n), s'obtient par l'équation 3.29 :
M-l
KPk.i^h) = AxXg(m,n(m;k,h))
m=0
(3.29)
ou
n(m;k,h) = PkX^ + ^h-Yn
Ay (3.30)
Le symbole [•] signifie que la valeur de l'argument est arrondie à l'entier le plus proche.
Dans la pratique, si le point (m,n(m;k,h)) se situe à l'extérieur de l'image, nous ne
tenons pas compte de sa contribution au calcul de la transformée discrète de Radon.
Le terme n de la relation (3.30) peut se réécrire sous la forme linéaire donnée par la
relation 3.31 :
n = [n*] et n* = ^"■"■=am + p
Ay (3.31)
dans laquelle :
PkAx
Ay
Q _ Pk^min '^h ~ Yn
Ay
(3.32)
La relation (3.31) montre que la transformée discrète de Radon d'une fonction linéaire est
une fonction également linéaire.
Nous avons constaté que la transformée discrète de Radon s'obtient par un
échantillonnage linéaire des variables x, y, p et i de l'espace d'image (X-Y) et de
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l'espace de paramètres (P-T). La section suivante présente Véchantillonnage approprié
de ces deux espaces.
3.2.5. Échantillonnage approprié de deux espaces d'image et de paramètres
Un échantillonnage approprié de l'espace de paramètres signifie une seule contribution
pour chacun des pixels de l'image originale dans chaque calcul de la transformée de
Radon (pour un point particulier dans l'espace de paramètres (p*, i*)). Un
échantillonnage trop dense pose le problème de redondance et il augmente en même
temps le temps de calcul. Par contre, un échantillonnage trop lâche ne tient pas compte de
tous les pixels de l'image originale et il laisse des trous dans l'image. Autrement dit, afin
d'éviter de perdre de l'information, tous les pixels de l'image originale doivent avoir des
poids dans l'espace de paramètres. Cela indique alors que la participation de tous les
pixels de l'image originale pour former l'espace de paramètres est obligatoire. Par
ailleurs, nous exigeons que le changement de chacun des paramètres dans l'espace de
paramètres (en respectant son pas d'échantillonnage), ne permette pas d'avoir plus d'un
pixel de différence dans l'image. Partant de cette logique, considérons deux droites D1 et
D2 données par la relation suivante :
Dl:y, =p,x + T,
D2:y2=P2X + X2 (3.33)
Si D1 et D2 sont parallèles et adjacentes, nous avons :
Pi ~ P2
T2=ti+AT (3.34)
Les deux droites D1 et D2 de la relation 3.33 s'écrivent donc :
D1 : y, = px + X,
D2:y2 =px + (x,+Ax) (3.35)
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La différence absolue des ordonnées entre deux points appartenant aux droites D2 et D1
est :
|D2 - Dl| Iyj - y,| = |px + (Ti + Ax) - px + x,|
Nous obtenons donc :
Ay = |y2-yi| = Ax (3.37)
Nous déduisons qu'un échantillonnage adéquat pour le paramètre i demande un pas
d'échantillonnage Al inférieur ou égal au pas d'échantillonnage Ay de l'image.
Pour déterminer le pas d'échantillonnage Ap, nous supposons que les deux droites D1 et
D2 coupent l'axe des ordonnées au même point et elles possèdent deux pentes voisines.
Cela signifie que ;
Xi =X2
P2 = Pi+Ap (3.38)
En remplaçant les expressions de l'équation 3.38 dans les équations 3.33, nous obtenons :
D1 : Yi = piX + x
D2:y2=(p,+Ap)x + x (3-39)
La différence absolue des ordonnées entre deux points appartenant aux droites D2 et D1
est :
|D2 — Dl| |y2 "" yj = |(Pi + Ap)x + X, — (p,x + x,)| ^2 4Q^
Nous obtenons donc :
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|Apx| = Ay (3.41)
Nous déduisons qu'un échantillonnage adéquat pour le paramètre p demande un pas
d'échantillonnage Ap inférieur ou égal au pas d'échantillonnage Ay divisé par la valeur
maximale de X, c'est-à-dire :
.  . Ay
^"x (3.42)
max
Cette dernière relation 3.42 démontre que si le terme Xmax est petit, le pas
d'échantillonnage Ap est grand. Donc, afin d'avoir un pas d'échantillonnage Ap optimal,
nous utilisons un échantillonnage symétrique pour les points x comme suit :
Xmin ^2^2)
Selon l'équation 3.25, nous avons :
x = = x^+mAx
m = 0,l,...,M-l (3.44)
En utilisant les deux relations 3.43 et 3.44, les valeurs extrêmes de x s'obtiennent par les
expressions présentées par l'équation 3.45 :
1-M ,
=-Y~
M-1 (3.45)
Xnrn =^—AX
Ainsi, afin de tenir compte de tous les pixels de l'image originale dans les calculs et de ne
pas permettre d'avoir plus d'un pixel de différence, les pas échantillonnage Ax et Ay sont
fixés à un pixel :
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Ax = Ay = 1 (3.46)
Finalement, puisque les pas d'échantillonnage Ap et Al sont indépendants de la valeur
Ymin, nous lui attribuous la valeur 0. Les valeurs extrêmes de y sont alors données par :
y™„ =0
Ymax =N-1 (3.47)
Ainsi, les relations (3.45) et (3.47) déterminent la position initiale de la grille
d'échantillonnage sur une image de N lignes par M colonnes (cf. figure 3.5).
Ymax
image
ym maxmin
y
M
Figure 3.5
La position initiale de la grille d'échantillonnage sur une image M x N
3.2.6. Détection de droites verticales et de fortes pentes
Soit la fonction continue g(x,y) contenant une droite verticale présentée par la fonction
delta sous la forme suivante :
g(x,y) = Aô(x-x*) (3.46)
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dans laquelle A est une constante.
La transformée de Radon de la fonction g(x,y) s'obtient par l'équation 3.47 :
g(p, T) = A ô(x - x*)dx = A
Cette dernière équation 3.47 indique que la transformée de Radon d'une droite verticale
est indépendante de la position de cette droite : x*. Dans ce cas, l'espace de paramètres
ne contient pas les informations nécessaires pour localiser la droite. Par conséquent, les
droites verticales dans les images ne seront pas détectables.
Une manière de surmonter le problème susmentionné est de regrouper les droites
verticales et de fortes pentes en deux classes selon les pentes (Toft, 1996). La première
classe contient des droites ayant des pentes limitées dans l'intervalle -pum^ p ^ Piim et la
seconde contient des droites ayant d'autres orientations : p < -piim ou p > piim. Par
conséquent, les domaines de paramètres g(p,i:) et g(Y,ri) obtenus par les deux classes de
droites sont complémentaires.
La première classe de droites est donnée par la relation 3.48 :
-Piim^P^Piim : y = px + x
La transformée de Radon de cette classe de droites s'obtient par l'équation 3.49 :
(3.49)
Quant à la deuxième classe de droites, nous avons :
P^Piim ou p^-pu„ : x = 7y+Ti
Les deux paramètres yet T) s'obtiennent par :
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1
Y = -
P
T  (3.51)
T1 =
P
La transformée de Radon de cette classe de droites s'obtient par l'équation 3.52 :
g(Y>Tl) = Lg(7y + Tl.y)dy (3 52)
Nous pouvons constater que si les pentes de la première classe de droites sont limitées
dans l'intervalle -piim^ p ^ pum, la pente de la deuxième classe doit être limitée par :
— < Y<
'Um Pu. (3.53)
La valeur critique de la limitation pampeut s'obtenir par l'équation 3.54
_Ay
Ax (3.54)
En pratique, la détection des droites verticales par l'équation (3.50) ne demande pas de
codes supplémentaires en programmation. En effet, pour détecter ces droites, nous
appliquons d'abord la transformée de Radon à la transposée de l'image originale: h(m,n)
= g(n,m). Les nouveaux paramètres d'échantillonnage y et T] sont ensuite calculés en
utilisant la relation (3.51).
3.3. Transformée de Radon d'une fonction polynomiale de degré deux
La transformée de Radon développée pour une fonction linéaire ne peut détecter que les
droites contenues dans les images. Toutefois, des lignes courbées sont mal extraites et
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elles se présentent sous forme de petites droites fragmentées dans l'image de sortie (Toft,
1996).
Pour éliminer cette limitation, nous généralisons la transformée de Radon pour une
fonction polynomiale de degré deux. Cette transformée permet d'extraire toutes les lignes
contenues dans l'image à l'étude, quelle que soit leur courbure.
3.3.1. Fonction continue
Soitg(x,y) une fonction continue, de variables continues x et y et soit | un vecteur de
paramètres à r\ dimensions défini comme suit :
| = (3.55)
OÙ ^  représente le domaine de paramètres.
La transformée de Radon g(|) de la fonction continue g(x, y) est définie par la relation
3.56:
g(|) = |2J2g(x,y)ô((l)(x,y;|)dxdy (3.56)
Cette définition de la transformée de Radon permet de détecter la courbe présentée par la
forme paramétrique donnée par l'équation 3.57 :
(f>(x,y;|) = 0
Pour détecter une courbe polynomiale de degré deux, le vecteur de paramètres ^  peut être
défini de la façon suivante :
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(3 5g)
ou bien :
| = (a,p,Y)
En remplaçant le vecteur de paramètres | (défini par la relation 3.59) dans la relation
3.57, nous obtenons :
(l)(x,y;|) = y-ax'-px-y
Ainsi, la transformée de Radon g(^)de la fonction polynomiale de degré deux s'obtient
par la substitution de la relation 3.60 dans la relation 3.56 :
g(a,(3,Y) = J_J_g(x,y)Ô(y-ax^ -px - Y)dxdy
dans laquelle y = (l)(x;î ) représente la courbe de transformation.
En utilisant les propriétés de la fonction delta de Dirac, la transformée de Radon
g(a,p, y) donnée par la relation 3.61 peut se récrire sous la forme suivante :
g(a,p,Y) = J_J_g(x,y)ô(y-ax^-px-Y)dxdy = j_g(x,ax^ + Px + Y) dx
Lors de cette étape, nous définissons la courbe de la transformation comme une fonction
polynomiale de degré deux représentée par la fonction delta de Dirac de la façon
suivante (le symbole * signifie que le vecteur de paramètres est connu):
g(x,y) = Ô(y-(t)(x;|*))
dans laquelle le vecteur de paramètres de cette courbe est défini par la relation 3.64 ;
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r=(aM3*,Y) (3.64)
En utilisant la relation 3.64, la fonction g(x,y) donnée par l'équation 3.63 peut se récrire
sous la forme suivante:
g(x,y) = ô(y-(a*x^ + P*x + 'y*))
Selon la définition de la transformée de Radon, nous avons (Toft, 1996):
g(|) = J_ô((t)(x;|)-(t)(x;^*))dx
(3.65)
(3.66)
=£1
1=1
ô(x-Xi)
d(^{x-l) a<l)(x;|*)
dx dx
dx = X
1
i=l
9x dx
En remplaçant les deux vecteurs de paramètres 3.57 et 3.64 dans cette dernière relation,
la transformée de Radon g(a,P,Y)de la fonction polynomiale s'obtient par la relation
3.67 :
g(a,p,Y) = J 6((ax^ + Px + Y)-(ct*x^ + P*x + Y*))dx
ô(x-Xi)
.  f ^ "-i/
i=i 3(ax^ + Px + Y) 9(a*x^ + P*x + Y*)
dx dx
(3.67)
9(ax^ +px + y) a(a*x^ + P*x + y*]
dx dx
Ainsi, nous obtenons :
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g(a,p,Y)=°° pour a = a* et p = p* et Y = y*
(3.68)
0^ g(a,P,Y) pour les autres cas
Cette dernière relation démontre que la T3DR donne une valeur infinie (un pic) dans le
domaine de paramètres lorsque les paramètres du polynôme sont déterminés de façon
précise (la projection de la courbe en un pic). Cette relation confirme également la
présence de valeurs non nulles dans l'espace de paramètres dues aux paramètres qui sont
plus ou moins proches de ceux du polynôme en question.
3.3.2. Fonction discrète
Soitg(m,n) = g(x^,y„)une fonction discrète des variables discrètes Xn, et yn et soit j un
vecteur discret de r\ dimensions de paramètres définis comme suit :
J ~ ( Jl ' n n n ' Ji ' n n n Jti ) ^3 59)
où j représente le domaine discret de paramètres. La fonction g(m,n) = g(x^,y„)est la
version discrète de la fonction continue gix,y) dans laquelle :
|xm=x^„+mAx m = 0,l,---,M
lyn=ymin+nAy n = 0,l,---,N (3-70)
où M et N sont les dimensions du plan discret et Ax, Ay sont les intervalles de
l'échantillonnage.
La transformée discrète de Radon de la fonction discrète g(m,n) est définie par la
relation suivante :
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M-IN-1 , M-1 , _ V
g( j ) = AxAy 2 2 g(m, n)ô(m, n; j J = Ax ^  g(m, (^(m; j )j
m=0n=0 m=0
(3.71)
dans laquelle(|)(m; j) représente la forme paramétrique de la courbe à détecter.
Pour une fonction discrète et polynomiale de degré deux, le vecteur discret de paramètres
peut s'écrire sous la forme j =(l,k,h). Ainsi, la forme paramétrique de cette fonction
peut se définir par la relation 3.72 :
(t)(m;j)=y-e,x'-p,x-Th =0 (3.72)
dans laquelle
ei=e™„ +IAe
Pk=Pmin +kAp
'Ch='Cnùn +hAX
1 = 0,1,-,L
k = 0,l,---,K
h = 0,l,--,H,
(3.73)
d'où L, K et H représentent les dimensions de l'espace de Radon ou de l'espace de
paramètres et Ae, Ap et Ai sont les intervalles d'échantillonnage de cet espace.
En substituant la forme paramétrique de la fonction polynomiale représentée par la
relation 3.72 dans la définition de la transformée discrète de Radon (relation 3.71), cette
transformée s'obtient par la relation 3.74 :
M-l M-I
g(l,k,h) = ^g(m,(|)(m;l,k,h))= ]^g(m,n(m;l,k,h))
m=0 m=0
(3.74)
En utilisant la forme paramétrique de la fonction polynomiale (3.72) et les valeurs
échantillonnales 3.73, la fonction discrète n(m;l,k,h) de la relation 3.74 peut se récrire
par l'équation 3.75 :
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n(m;l,k,h) = £|X^+PkX^+Th-yr
Ay (3.75)
ou bien :
n(m;l,k,h) = Si (x,nin + + p, (x^„ + mAx) + T, - y^„
Ay
= n * (3.76)
Pour simplifier, la relation 3.76 peut s'écrire sous la forme suivante :
n* = am^ + pm + Y (3.77)
avec :
a =
e,Ax'
~Â7
p=
(2x,rin£i+p,)Ax
Ay (3.78)
Y =
£|Xnjn +PkX^n + " Yr
Ay
Dans le cas où le paramètre de courbure e est égal à zéro, les trois paramètres a, P et y
s'obtiennent par la relation 3.79 :
a = 0
Y =
PkAx
Ay
PkXmin ~ Y min
Ay
(3.79)
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La pente P et l'ordonnée à l'origine y de la relation 3.79 sont respectivement identiques
avec la pente a et l'ordonnée à l'origine P de la T2DR (équation 3.32). Cela signifie que
la T2DR est un cas particulier de la T3DR où le paramètre de courbure est nul.
À la lumière de la démonstration mathématique présentée dans cette section, nous
concluons que:
i) la transformée de Radon d'une fonction polynomiale de degré deux forme un
domaine de paramètres tridimensionnel;
ii) cette transformée projette ce polynôme en un pic dans le domaine de paramètres ;
iii) la position de ce pic dans le domaine de paramètres détermine les trois paramètres
a, p et y de la fonction polynomiale.
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3.4. Conclusion
La méthodologie proposée dans cette recherche est basée sur la transformée de Radon et
elle se compose de deux parties principales : le développement mathématique qui a été
expliqué dans ce chapitre et le développement algorithmique qui sera présenté dans le
prochain chapitre (4) de cette thèse.
Dans le cadre de ce chapitre, afin d'expliquer le développement mathématique de la
recherche, nous avons d'abord présenté la transformée de Radon pour une fonction
linéaire. Cette présentation permet de conclure que la transformée de Radon est capable
de convertir chaque droite de l'image originale en un pic dont la position dans l'espace de
paramètres correspond aux paramètres déterminants de la droite. De cette façon,
l'extraction des droites dans l'image originale devient la détection des maxima locaux
dans l'espace de paramètres.
Nous avons également expliqué la nécessité de l'échantillonnage approprié de l'espace de
paramètres et l'espace de l'image afin d'éviter la redondance dans les calculs et la perte
d'informations. Par la suite, nous avons déterminé les pas adéquats d'échantillonnage Ap
et Al ainsi que les quatre valeurs extrêmes Xmin, x^ax. ymin et ymax en fonction de la taille
de l'image à l'étude.
Par la suite, nous avons étudié le problème de singularité de la transformée de Radon
pour détecter des droites verticales et celles ayant de fortes pentes. Nous avons démontré
que ce problème peut être techniquement surmonté par l'application de la transformée de
Radon sur la transposée de l'image originale. Cela signifie que la détection des droites
verticales et de fortes pentes ne demande pas de codes sources supplémentaires pour le
développement algorithmique.
Le développement mathématique élaboré consistant à généraliser la transformée de
Radon pour une fonction polynomiale de degré deux (T3DR) permet de corriger la
69
limitation de cette transformée pour l'extraction des courbes. Ce développement permet
de conclure que :
1) le domaine de paramètres de la T3DR est un espace tridimensionnel;
2) chaque polynôme présent dans l'image originale se projette en un pic dans le domaine
de paramètres;
3) la position de ce pic dans le domaine de paramètres détermine les trois paramètres du
polynôme (a,p,Y).
Les conclusions 2 et 3 permettent de démontrer que par le biais de la T3DR, la détection
de courbes polynomiales dans l'image originale revient à la détection de pics dans le
domaine de paramètres.
Nous avons enfin constaté que la transformée de Radon pour une fonction linéaire est un
cas particulier de la T3DR dans le cas où le paramètre de courbure est mis à zéro.
Les réalisations algorithmiques des méthodes développées dans ce chapitre sont
présentées dans le prochain chapitre de la thèse.
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4. DEVELOPPEMENT ALGORITHMIQUE
4.1. Introduction
Dans le cadre de ce chapitre, nous présentons les développements algorithmiques
élaborés qui constituent la deuxième partie de la démarche méthodologique de cette
étude. Pour cela, nous commençons par l'explication du concept de la démarche
proposée, méthode multicouche (MM), pour corriger les deux premières limitations de la
transformée de Radon (la détection des lignes de longueurs différentes et la réduction de
faux maxima dans l'espace de Radon). Le concept de la MM consiste à utiliser toutes les
informations produites par la transformée de Radon et de les enregistrer dans une base de
données. En conséquence, l'extraction des lignes est réalisée par l'analyse de cette base
de données.
Nous présentons par la suite les deux algorithmes axés sur la transformée de Radon pour
une fonction linéaire (T2DR) et pour une fonction polynomiale de degré deux (T3DR).
Le premier algorithme (T2DR) expose la transformée classique de Radon tandis que le
deuxième (T3DR) est la réalisation de la nouvelle transformée de Radon que nous avons
présentée dans le chapitre du développement mathématique (chapitre 3).
À la fin de ce chapitre, nous expliquons les deux algorithmes d'élaboration des deux
nouvelles méthodes qui s'appellent multicouche bidimensionnelle (M2D) et multicouche
tridimensionnelle (M3D). Les méthodes M2D et M3D s'obtiennent respectivement par
l'intégration de la MM dans les deux algorithmes de T2DR et de T3DR. Ainsi, la M2D
permet de franchir les deux premières limitations de la transformée de Radon tandis que
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la M3D élimine simultanément les trois restrictions principales de cette transformée pour
la détection de lignes courbes ou droites dans les images binaires.
4.2. Méthode multicouche
La méthode multicouche est proposée pour éliminer les deux premières restrictions
principales de la transformée de Radon pour la détection des lignes dans les images
binaires. Afin d'expliquer cette méthode, nous faisons un bref rappel de la démarche
générale des méthodes d'extraction de formes basées sur la transformée de Radon ou
transformée de Hough.
Toutes ces méthodes utilisent une démarche plus ou moins identique. Dans un premier
temps, elles définissent l'espace multidimensionnel des paramètres en utilisant la forme
canonique de l'élément recherché. A titre d'exemple, dans le cas de l'extraction de
droites, le domaine de paramètres est un espace bidimensionnel car une droite est
caractérisée par sa pente et son ordonnée à l'origine.
La deuxième étape consiste à initialiser l'espace des paramètres où l'on détermine les
valeurs extrêmes ainsi que le pas de chaque paramètre.
Dans un troisième temps, on transforme l'ensemble ou une partie de l'image originale
dans l'espace prédéfini des paramètres. Cette transformation s'opère généralement par la
somme de l'intensité des pixels de l'image originale qui suivent la trajectoire de la forme
recherchée. De ce fait, une trajectoire unique est déterminée pour chaque point d'après sa
position dans l'espace de paramètres. La valeur numérique de l'intégrale de l'intensité de
pixels sur chaque trajectoire est donc attribuée pour le point correspondant et cette
procédure se répète pour toutes les positions de l'espace des paramètres. À ce stade, un
point ayant une forte (ou faible) valeur par rapport aux points voisins (un pic), est
susceptible de présenter la forme recherchée dans l'image d'étude.
La quatrième étape de la procédure consiste à détecter les pics dans l'espace des
paramètres afin de déterminer les valeurs des paramètres de la forme recherchée.
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La dernière étape de la procédure est la restauration des formes détectées en utilisant des
paramètres déterminés à l'étape précédente dans l'image de sortie.
L'étape de détermination des paramètres des formes joue un rôle fondamental dans la
procédure d'extraction des lignes. Par la transformée de Radon, le problème complexe et
global de détection des formes dans le domaine des images a été converti en un problème
plus simple de détection de pics dans le domaine des paramètres (Illingworth et Kittler,
1988). L'exactitude et la précision des formes extraites dans le résultat final sont donc
étroitement liées à l'exactitude des pics détectés dans le domaine des paramètres.
L'extraction d'un faux pic (le pic qui ne présente pas la forme recherchée dans l'image
d'étude) provoque évidemment des erreurs de commission et un pic réel non détecté
provoque l'erreur d'omission dans l'image de sortie. En effet, cette étape est la source
principale des erreurs probables de commission et d'omission dans le résultat final.
Dans la littérature, de nombreuses études sont réalisées sur la détection des pics dans
l'espace des paramètres. La majorité de ces études sont basées sur la méthode de
seuillage des valeurs numériques dans le domaine de paramètres (Murphy, 1986;
Dlingworth et Kittler, 1988). Dans cette méthode, des points possédant une valeur
numérique supérieure à un seuil prédéfini sont isolés des autres.; Les points isolés
indiquent alors la présence probable de la forme recherchée dans l'image d'étude
(Leavers et Boyce, 1986; Leavers et Miller, 1987).
Certains chercheurs ont essayé de rehausser les pics dans le domaine des paramètres
avant d'exécuter le seuillage (Leavers, 1993; Eckhardt et Maderlechner, 1988; Leavers et
Boyce, 1987; Gerig, 1987; Gerig et Klein, 1986).
O'Gorman et Sanderson (1984) ont proposé un algorithme pour détecter des pics dans le
domaine multidimensionnel. Cet algorithme est basé sur une analyse hiérarchique et
séquentielle de données d'une petite à une grande échelle. L'algorithme consiste à
comparer d'abord plusieurs cubes multidimensionnels adjacents afin de trouver celui qui
possède la densité la plus élevée de valeurs numériques. La procédure séquentielle se
répète ensuite pour le cube multidimensionnel choisi à plus grande échelle. Malgré la
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rapidité de cet algorithme par rapport aux méthodes similaires de détection des pics, il est
encore nécessaire de prédéfinir un seuil pour déterminer les pics finaux. De plus, puisque
le principe de cet algorithme repose sur la comparaison entre deux cubes
multidimensionnels adjacents, l'algorithme donne des fausses alarmes pour la détection
des pics allongés sur plusieurs points (Illingworth et Kittler, 1988).
Brown (1983) a également proposé une approche pyramidale pour détecter des pics dans
le domaine multidimensionnel. Cette approche consiste à analyser l'histogramme à n
dimensions de l'espace des paramètres pour trouver d'éventuels pics. Cette approche
nécessite également un seuil prédéfini pour déterminer les pics finaux.
Certains chercheurs ont proposé l'utilisation d'un facteur de poids pour améliorer la
détection des pics dans le domaine des paramètres (Ballard, 1981; Van Veen et Groen,
1981). Cette méthode consiste à appliquer un opérateur de gradient sur l'image originale
en vue d'obtenir une image binaire de contours. Selon l'hypothèse principale de cette
méthode, les pixels non nuls figurant sur l'image des contours ont une probabilité plus
élevée d'appartenir à la forme recherchée que les autres pixels. Ces pixels de contours
s'appellent les pixels les plus certains de la forme recherchée. Le principe de cette
approche est donc de maximiser la contribution des pixels les plus certains de la forme
dans la formation du domaine des paramètres. De ce fait, on attribue des poids plus
élevés aux pixels les plus certains dans la procédure de la transformation. L'intégration
de l'intensité de ces pixels donne alors une valeur plus forte dans le domaine des
paramètres.
Selon Illingworth et Kittler (1988), la justification du choix de l'hypothèse de cette
méthode n'est pas évidente. De plus, l'utilisation de l'opérateur de gradient implique des
problèmes liés aux méthodes locales d'extraction de lignes dans la procédure.
Malgré l'abondance de méthodes proposées, seules les valeurs numériques du domaine
de paramètres sont utilisées pour détecter les pics. En fait, toutes ces méthodes ont tenté
d'employer et d'améliorer les méthodes classiques de détection de pics dans les images
numériques pour la détection de pics dans le domaine de paramètres. Pourtant, il existe
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deux différences majeures entre la détection d'un pic dans une image et dans un domaine
de paramètres :
1) l'image et le domaine de paramètres possèdent certaines similarités sans toutefois
contenir le même niveau d'information. Les informations accessibles d'une image
sont limitées aux valeurs numériques des pixels tandis que le domaine de paramètres
comporte en plus d'autres types d'informations.
2) dans un domaine de paramètres, nous nous intéressons à détecter uniquement de vrais
pics.
Nous avons montré dans le chapitre 3 que la valeur numérique d'un pic dans le domaine
de paramètres s'obtient par l'intégration de l'intensité des pixels de l'image qui suivent la
trajectoire de la forme recherchée. Un pic réel dans le domaine de paramètres est donc le
résultat de l'accumulation des niveaux de gris de certains pixels de l'image originale. De
plus, ce pic démontre la présence de la forme recherchée dans l'image d'étude. La valeur
numérique l'emporte sur certaines informations spectrales à propos des pixels de la forme
recherchée dans l'image originale. Par contre, cette valeur ne porte aucune information
spatiale pour la forme recherchée. L'utilisation unique des valeurs numériques du
domaine de paramètres néglige des informations spectrales accessibles pour la détection
des pics.
De plus, la taille d'un pic dans le domaine de paramètres est fonction de multiples
facteurs comme la longueur et la largeur de la forme recherchée, les pas
d'échantillonnage de l'espace des paramètres, etc. L'analyse des informations spectrales
du domaine des paramètres peut alors apporter des informations supplémentaires pour la
détection des pics réels dans le domaine de paramètres .
Par ailleurs, un pie réel dans le domaine de paramètres est trouvé par l'intersection de
différentes hypersurfaces. Par exemple, la projection d'une droite par la transformée de
Radon se présente par l'intersection de plusieurs droites dans l'espace bidimensionnel des
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paramètres. Cela représente une forme particulière ressemblant à un papillon (figure 4.1).
Cette forme particulière peut être également employée comme une source d'information
permettant de détecter les pics réels dans le domaine de paramètres .
1
Figure 4.1
La forme particulière d'un pic dans le domaine de paramètres
L'idée originale de la méthode multicouche est d'analyser toutes les informations
accessibles pour détecter précisément et exclusivement les pics réels de l'espace des
paramètres. La méthode multicouche s'appuie donc sur l'étape de détermination des
paramètres de formes de la démarche générale et se réalise en deux étapes principales :
1) l'acquisition et le stockage des données;
2) le traitement et l'analyse des données visant l'extraction d'informations utiles.
4.2.1. L'acquisition et le stockage de données
L'acquisition de la plupart des données se fait pendant la procédure de transformation.
Ces données contiennent généralement les informations géométriques de la forme
recherchée (ligne, courbe, etc.) dans l'image originale telles que le nombre et les
positions de tous les points de la forme en question. Nous pouvons également obtenir les
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informations spectrales, comme les valeurs numériques des pixels de la forme
recherchée.
Le stockage des données acquises demande évidement un espace supplémentaire dans le
domaine de paramètres. En fait, pour chacune des positions dans le domaine de
paramètres, nous avons besoin d'un certain nombre de «cases» d'enregistrement des
données acquises. Pour cela, après avoir déterminé les valeurs extrêmes et les pas de
chacun des paramètres, nous ajoutons des dimensions supplémentaires à l'espace de
paramètres. L'ensemble des dimensions initiales et ajoutées forment une base de données
possédant plusieurs eouehes. Ces couches supplémentaires permettent d'enregistrer en
plus des valeurs numériques, des renseignements eomplémentaires pour chaque point de
l'espace de paramètres.
À titre d'exemple, la détection d'une droite quelconque y = px+'C à partir de l'image
originale I(m,n) est réalisable par l'espaee bidimensionnel de paramètres R(p,i).
Considérons maintenant un point quelconque R(p],ii) dans l'espace de paramètres R dont
l'intensité a été obtenue par l'intégration de l'intensité de / pixels de l'image originale
I(m,n) :
R(p,,T,) = f(li(mj,nj) i = l,2,...,l (4.1)
Les positions de ces pixels (mj,nk) ainsi que leurs valeurs numériques dans l'image
originale Ii(mj,nk) sont des exemples typiques d'informations aecessibles durant la
procédure de transformation. Ces données sont enregistrées dans les couches
supplémentaires de l'espace de paramètres afin d'être analysées dans la prochaine phase
du traitement.
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4.2.2. Le traitement et l'analyse des données acquises
Le but visé de cette étape est d'extraire les pics réels dans le domaine de paramètres à
partir des données saisies. La détection de pics réels mène à l'extraction convenable des
formes correspondantes dans l'image originale.
Nous avons constaté que l'intensité du point R(pi,ii) dans l'espace de paramètres
s'obtient par l'intégration des intensités de tous les pixels qui sont propres à une
trajectoire définie par les paramètres pi et ii. Considérons deux droites fragmentées L1 et
L2 qui ont les paramètres déterminants similaires ps et ij et les longueurs différentes de
100 et 50 pixels. Les projections de deux droites L1 et L2 donnent un seul pic dont la
valeur numérique est 150. Cette valeur numérique s'obtient également par la projection
d'une droite de longueur 150 et de mêmes paramètres que L1 et L2, (ps, is). Cela indique
qu'un pic dans le domaine de paramètres peut être composé de certains pics qui
présentent quelques droites fragmentées. Ces pics s'appellent les pics composites.
L'analyse de séquence de points intervenant dans le calcul de chacun de ces pics permet
de déterminer les extrêmes de chaque droite fragmentée.
Les figurent 4.2 - 4.5 démontrent schématiquement la présence et le fonctionnement d'un
pic composé dans le domaine de paramètres. La figure 4.2 est une image binaire simulée
qui contient deux droites L1 et L2 de longueurs respectives de 100 et de 50 pixels et de
paramètres p = 0,7 et i = 100. La figure 4.3 illustre la transformée de Radon de la figure
4.2. Nous constatons que les deux droites L1 et L2 sont projetées en un seul pic dans la
figure 4.3
La figure 4.4 est une image binaire simulée qui contient une seule droite L3 de longueur
150 et de paramètres p = 0,7 et l = 100. La figure 4.5 montre la projection de la droite L3
par la transformée de Radon. Nous constatons que malgré la différence entre les deux
figures 4.2 et 4.4, les deux domaines de paramètres produits par leur transformée de
Radon donnent le même pic en tant que valeur numérique. Cela explique une fois de plus
que la détection de pics réels dans le domaine de paramètres nécessite d'autres
informations en plus des valeurs numériques.
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► X
Figure 4.2
Deux droites de longueurs 100 et 50
pixels (p = 0,7 et i = 100)
Figure 4.3
La transformée de Radon de la figure 4.2
► X
!
Figure 4.4
Une droite de longueur 150 pixels (p =
0,7 et i = 100)
Figure 4.5
La transformée de Radon de la figure 4.4
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La première étape du traitement vise à analyser la séquence des points enregistrés (mj,nk)
et leurs valeurs numériques Ii(mj,nk) pour chacun des pics contenus dans le domaine de
paramètres. Cette analyse consiste d'abord à trouver les discontinuités dans la séquence
des points correspondant à chaque pic. Les points demeurant entre deux discontinuités
consécutives sont ensuite groupés dans une classe unique. L'analyse de séquence de
points permet en effet de trouver et de décomposer les pics composites dans l'espace de
paramètres. Cette décomposition nécessite davantage des couches supplémentaires dans
le domaine de paramètres. Elle provoque également un lien direct entre la valeur
numérique de chaque point dans le domaine de paramètres avec la longueur de sa forme
correspondante dans l'image originale. Une fois ce lien établi, on peut choisir la longueur
de la forme recherchée dans l'image originale.
Dans la deuxième étape, on choisit d'abord la longueur minimale et maximale l^ax de
la forme recherchée. Dans l'exemple de la section précédente, nous recherchons des
droites de longueurs de 5 à 30 pixels. Les deux valeurs fixées Imin et l^ax sont
respectivement 5 et 30 pixels. En utilisant les deux valeurs extrêmes, on estime un
intervalle de recherche pour les valeurs numériques de points dans le domaine de
paramètres. On sélectionne ensuite les pics composites ou simples qui sont compris dans
l'intervalle déterminé. Dans le cas de cet exemple, cet intervalle est [5 , 30]. Une droite
d'une longueur comprise dans l'intervalle 5 à 30 pixels produit un pic ayant le niveau de
gris de 5 à 30 dans le domaine de paramètres. S'il existe une droite de longueur de 5 à 30
pixels dans l'image originale, son pic correspondant est sûrement parmi les pics
présélectionnés dans le domaine de paramètres. En utilisant cet intervalle de niveau de
gris, on présélectionne les points susceptibles d'être des pics réels dans le domaine de
paramètres. Cette présélection atténue considérablement les erreurs d'omission dans le
résultat final.
L'analyse de la base de données peut également être utilisée pour trouver et éliminer des
pixels isolés de l'image. Les pixels isolés possèdent des valeurs numériques très faibles
dans le domaine de paramètres. L'élimination de ces pixels diminue considérablement le
bruit dans le résultat final. Par l'analyse de l'espace multicouche de paramètres, nous
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pouvons également estimer la largeur de la forme recherchée. Comme nous l'avons
mentionné ci-dessus, la taille d'un pic dans le domaine des paramètres est fonction de la
longueur et de la largeur de la forme recherchée ainsi que des pas d'échantillonnage de
l'espace des paramètres. Par exemple, une droite large de p pixels se compose de p
droites parallèles et adjacentes (cf. figure 4.6). Par conséquent, la droite large de p pixels
créé le même pic que p droites parallèles et adjacentes.(cf. figure 4.7) Les droites
parallèles et adjacentes sont mathématiquement traduites par les droites ayant la même
pente p et des ordonnées à l'origine voisines q dans le domaine de paramètres. Il est à
noter que le voisinage des ordonnées à l'origine dans l'espace de paramètres est lié
évidemment aux définitions des valeurs d'échantillonnage de cet espace. Pourtant, la
largeur d'une droite dans l'image est estimée par le nombre de pixels qui constituent le
pic correspondant dans le domaine de paramètres.
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► X
Figure 4.6
Une droite large de 5 pixels
Figure 4.7
La transformée de Radon de la figure 4.6
La figure 4.8 est une simulation d'une image binaire de deux droites de largeurs de 1 et de
3 pixels.
► X
Figure 4.8
Deux droites de largeurs de 1 et de 3
pixels
Figure 4.9
La transformée de Radon de la figure 4.8
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La figure 4.9 présente le domaine de paramètres de la figure 4.8. En examinant cette
figure, nous pouvons constater que le pic présentant la droite mince (le petit pic en haut
de l'image) ne constitue qu'un seul pixel car la largeur de cette droite est d'un pixel. Par
contre, la droite ayant 5 pixels de large a créé un pic constituant 5 pixels qui s'allonge
dans la direction des ordonnées à l'origine (verticalement). Ce pic témoigne en effet la
présence de 5 droites parallèles et adjacentes dans l'image originale.
Nous avons utilisé une extension logique de l'analyse de la taille d'un pic dans le
domaine de paramètres pour localiser des stationnements dans les images. Les
stationnements dans les images satellitaires se présentent comme des routes courtes et
large à cause de leur radiométrie et de leur géométrie similaires à celles des routes. En se
basant sur cette terminologie, nous pouvons conclure qu'un stationnement dans l'image
originale crée un pic faible en valeur numérique. Ce pic comprend un nombre limité de
pixels qui s'allongent sur la direction des ordonnées à l'origine dans le domaine de
paramètres. La valeur numérique de ce pic et le nombre limité de pixels sont liés
respectivement à la longueur et à la largeur du stationnement à détecter.
La figure 4.10 est une image binaire simulée qui contient une droite de largeur un pixel et
un rectangle symbolisant un stationnement de 30 x 8 pixels. La figure 4.11 montre
l'image transformée de l'image 4.10 obtenue par la transformée de Radon. Le pic à
gauche de la figure 4.11 présente la droite de largeur d'un pixel et celui à droite est le
résultat de la projection du rectangle. Le pic de la droite est constitué d'un seul pixel dans
l'image transformée tandis que celui du rectangle contient 8 pixels et il possède une
valeur numérique de 45.
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► X
Figure 4.10
Jne droite de largeur d'un pixel et un
rectangle symbolisant un stationnement
de 30x8 pixels
Figure 4.11
La transformée de Radon de la figure
4.10
Ainsi, les stationnements détectés peuvent être éliminés ou amincis en un pixel par la MM dans le
résultat final. L'utilisation de la MM pour la détection et l'élimination des stationnements devient
plus avantageuse pour les milieux urbains. De plus, cette procédure peut être également
généralisée pour la détection des bâtiments dans les images de télédétection.
4.2.3. Base de données de lignes extraites
La MM permet également d'établir une base de données afin de conserver des informations
géométriques concernant les lignes extraites comme la longueur, les points de départ et de fin de
chaque ligne, etc. Cette base de données peut être intégrée dans un système d'informations à
référence spatiale afin de pouvoir l'utiliser dans diverses applications.
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4.3. T2DR et T3DR
La réalisation algorithmique de la transformée discrète de Radon pour une fonction linéaire
(T2DR) est faite en utilisant les relations 3.31 et 3.32. La figure 4.12 présente la partie principale
de l'algorithme élaboré en pseudo-code.
Pour k = 0 à K-1
Pourh = OàH-l
alpha = p(k)*Delta_x/Delta_y
beta = (p(k)*x_min+tau(h)-y_min)/Delta_y
sum = 0
Pour m = 0 à M-1
n = round (alpha* m+beta)
Si n > 0 et n < N
sum = sum+g(m,n)
Fin
Fin
g_radon(k,h) = Delta_x*sum
Fin
Fin
Figure 4.12
Algorithme d'élaboration de la T2DR en pseudo-code
L'algorithme de la T3DR est élaboré en utilisant les relations présentées dans la section 3.3.2
pour la transformée discrète de Radon d'une fonction discrète polynomiale de degré deux. À
l'aide de ces relations, nous avons démontré que l'espace de paramètres de la T3DR est un espace
tridimensionnel où chaque point de cet espace présente sa propre courbe polynomiale. Pour une
fonction discrète, l'espace tridimensionnel de la T3DR peut être présenté par une matrice à trois
dimensions. Cette matrice est démontrée par un cube dans la figure 4.13 où les axes P, T et S
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présentent respectivement la pente (p), l'ordonnée à l'origine (y) et le paramètre de courbure (a).
Comme illustrée dans cette figure, chaque cellule de l'espace discret, relativement à sa
localisation, présente sa propre courbe polynomiale. Par conséquent, les cellules supérieures du
cube déterminent des courbe prononcées et celles situées sur le plan (P,T) où le paramètre de
courbure a est nul, présentent des droites. Autrement dit, le plan (P,T) décrit l'espace
bidimensionnel de la T2DR et comme nous l'avons montré dans l'équation 3.78, elle est un cas
particulier de la T3DR.
Il est à noter que l'algorithme de la T3DR fait partie de l'algorithme d'élaboration de la méthode
multicouche tridimensionnelle (M3D). Cette méthode démontre la partie principale de la
méthodologie de cette recherche et elle sera prochainement expliquée dans ce chapitre. Par
ailleurs, l'algorithme de la T3DR sera présenté au sein de l'organigramme d'élaboration de la
méthode M3D (annexe U).
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Figure 4.13
Présentation schématique de l'espace de paramètres de la T3DR
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4.4. Méthode multicouche bidimensionnelle (M2D)
Nous avons constaté que le principe de la MM se base sur l'acquisition et l'analyse de toutes les
informations accessibles (spectrales et spatiales) pendant la transformation. Nous avons
également cité certains avantages du domaine de paramètres établis par la MM. Les deux
avantages principaux sont la détermination des extrêmes des droites dans l'image originale et
l'élimination des faux pics dans le domaine de paramètres. Ces deux avantages comblent les
lacunes des méthodes globales d'extraction de lignes qui sont basées sur les principes de
transformée de Radon.
La première réalisation algorithmique de la MM est faite par l'intégration du concept de cette
méthode dans la transformée classique de Radon (T2DR). Cette intégration ramène à
l'élaboration de la méthode multicouche bidimensionnelle (M2D) qui permet de franchir les deux
premières restrictions de la transformée de Radon. Le principe de la M2D est schématisé par la
figure 4.14. Comme illustré dans cette figure, par le biais de la M2D, l'espace bidimensionnelle
de paramètres formé par la transformée classique de Radon a été remplacé par la base de données
de la MM. En effet, l'espace bidimensionnelle de la T2DR est seulement une image transformée
dans laquelle la projection de l'image originale est présentée par les valeurs numériques. Par
contre, en plus des valeurs numériques, la base de donnée de la MM comporte d'autres
informations qui permettent de détecter de véritables lignes et de déterminer les extrêmes des
lignes détectées.
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L'espace 2D de Radon
Base de données
3'^"" Couche
2'"" Couche
1^"^® Couche
Figure 4.14
Présentation schématique de la M2D
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4.5. Méthode multicouche tridimensionnelle (M3D)
Nous avons démontré que la MM comble les deux premières lacunes principales des méthodes
globales d'extraction de lignes qui sont basées sur les principes de transformée de Radon. Ainsi,
nous avons constaté que la troisième limite de ces méthodes peut être corrigée à l'aide de la
généralisation de la transformée de Radon par une fonction polynomiale de degré deux (T3DR).
Afin d'éliminer simultanément ces trois restrictions, nous avons fusionné la méthode multicouche
et la transformée tridimensionnelle de Radon. Le résultat de cette fusion donne naissance à la
méthode multicouche tridimensionnelle (M3D). Puisque le domaine de paramètres initial de la
T3DR est un espace tridimensionnel et que la MM elle-même produit un espace
multidimensionnel, la méthode M3D est munie d'un espace hyperdimensionnel. En effet, chaque
petit cube (cellule) de l'espace bidimensionnel de Radon possède plusieurs couches dans
lesquelles les différentes informations sont enregistrées. Le principe de la M3D est schématisé
par la figure 4.15. dans laquelle le domaine tridimensionnel de paramètres est représenté par un
cube transparent et des couches de la base de données établie par la MM sont illustrées en
différentes couleurs pour deux cellules arbitraires du cube.
Tout en éliminant les trois restrictions principales des méthodes globales d'extraction de lignes
basées sur la transformée de Radon, la M3D est capable d'extraire des lignes de différentes
courbures et longueurs dans les images binaires. Cette méthode permet de générer, en plus de
l'image des lignes extraites, une base de données contenant des informations géométriques sur ces
lignes (longueur, courbure, début et fin).
Chaque élément linéaire d'une image possède ses caractéristiques propres. Chaque utilisateur
peut donc, selon les exigences de l'application et le type d'éléments linéaires, décider d'ajouter
ou de modifier les couches d'informations pour des résultats plus pertinents. L'éventualité de
créer de nouvelles couches ou de modifier des couches existantes dans l'espace de paramètres
offre la possibilité d'utiliser cette méthode dans diverses applications.
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Base de données (Sl,Pl,ti)
/ y / /
z
/ /^Af / /Q
/i / / /
/ / / /
►T
(S2,P2,t2)
L'espace 3D de Radon
Figure 4.15
Présentation schématique de la M3D
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4.6. Organigramme de l'algorithme
La réalisation concrète de la M3D est faite dans un logiciel développé en C++ contenant environ
8 000 lignes de code source. Les entrées du logiciel sont une image binaire de format Bitmap
Windows (bmp) et les longueurs minimales et maximales des routes à détecter. Les valeurs
optimales pour les intervalles d'échantillonnage du domaine de paramètres sont déterminées par
le logiciel. Cependant, l'éventualité de la modification manuelle de ces valeurs par l'utilisateur
est prise en compte dans le logiciel.
Les sorties du logiciel sont une carte binaire de routes extraites en format Bitmap Windows et la
base de données concernant les informations géométriques en format texte.
Il est important de noter que le stockage et le traitement du domaine de paramètres dans la M3D
nécessitent une mémoire volumineuse et un temps de calcul considérable. La mémoire demandée
et le temps de calcul s'accroissent effectivement en fonction de la taille de l'image d'entrée, du
nombre de routes contenues et des valeurs d'échantillonnage. Afin de les diminuer, on a construit
l'algorithme de façon à ce qu'il alloue une partie minime de mémoire pour traiter une seule
cellule de la base de données à la fois. Cette partie est libérée après l'écriture des informations
extraites concemant la route détectée dans la base de données finale et le traçage de cette route
dans l'image de sortie. Finalement, la même partie de la mémoire est allouée de nouveau pour
traiter la cellule suivante de domaine de paramètres et cette procédure se répète jusqu'à ce que la
dernière cellule soit traitée.
L'organigramme de l'algorithme d'élaboration de la méthode M3D est présenté à l'annexe IL
92
4.7. Conclusion
Ce chapitre a été consacré à présenter la deuxième partie de la démarche méthodologique de cette
thèse: le développement algorithmique.
Dans un premier temps, nous avons proposé une nouvelle méthode d'acquisition et d'analyse de
données pour la transformée de Radon afin d'éliminer les deux premières restrictions de cette
transformée pour la détection des lignes dans les images binaires. La méthode proposée nommée
multicouche (MM) procède en deux étapes principales. Il faut d'abord acquérir toutes les
informations accessibles durant la procédure de transformation et on les enregistre dans une base
de données. Ensuite, on détecte les lignes véritables dans l'image à l'étude en analysant la base de
données établie. L'utilisation de cette base de données pour détecter les lignes est l'avantage
principal de la MM par rapport à la transformée classique de Radon dans laquelle les seules
valeurs numériques de l'image sont utilisées. De plus, par le biais de la base de données, la MM
est capable d'extraire toutes les lignes contenues dans l'image à l'étude quelles que soient leurs
longueurs. Ainsi, l'analyse de la base de données établie par MM permet d'éliminer ou de réduire
autant que possible les faux maxima dans le domaine de paramètres. La réduction de ces faux
maxima diminue évidemment l'erreur de commission dans l'image finale.
Dans un deuxième temps, nous avons présenté les algorithmes développées au sein de la
démarche méthodologique de cette thèse qui sont les suivants :
1) la transformée de Radon pour une fonction linéaire (T2DR);
2) la transformée de Radon pour une fonction polynomiale de degré deux (T3DR);
3) la méthode multicouche pour une fonction linéaire : multicouche bidimensionnelle (M2D);
4) la méthode multicouche pour une fonction polynomiale de degré deux : multicouche
tridimensionnelle (M3D).
Le premier algorithme (T2DR) expose la transformée classique de Radon et le deuxième (T3DR)
est la réalisation de la nouvelle transformée de Radon pour une fonction polynomiale de degré
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deux. Par l'élaboration de l'algorithme de la T3DR, nous avons éliminé la limitation de la
transformée de Radon pour l'extraction des courbes.
Le troisième algorithme élaboré, M2D, s'obtient par l'intégration de la MM dans la T2DR. Cet
algorithme permet de franchir les deux premières limitations de la transformée de Radon (la
détection de lignes fragmentées et la présence des faux maxima dans le domaine de paramètres).
L'algorithmique d'élaboration de la méthode principale de cette thèse (M3D), est une fusion de la
MM avec T3DR. Cet algorithme élimine simultanément les trois restrictions liées à la
transformée de Radon pour l'extraction de lignes. Par ailleurs, il permet de détecter des lignes de
longueurs et de courbures différentes à partir d'une image binaire. L'algorithme élaboré permet
également d'établir une base de données en vue de conserver des informations géométriques
relatives aux lignes extraites comme la longueur, les points de départ et de fin de chaque ligne,
etc.
Le chapitre suivant présente des applications effectuées et l'évaluation des résultats obtenus.
94
5. PRESENTATION, DISCUSSIONS ET EVALUATION DES
RÉSULTATS
5.1. Introduction
Le présent chapitre présente et discute les applications et les résultats des algorithmes
d'élaboration des méthodes développées dans les chapitres précédents.
Ce chapitre est organisé en six parties principales. La première présente les données d'étude,
tandis que la deuxième s'articule autour du résultat de l'application de la méthode multicouche
bidimensionnelle (M2D) dans les deux contextes non bruité et bruité. La troisième partie
démontre le résultat de l'application de la transformée tridimensionnelle de Radon (T3DR) afin
d'évaluer sa performance pour l'extraction des courbes. Les résultats de l'application de la
méthode multicouche tridimensionnelle (M3D) sont ensuite présentés dans la quatrième partie de
ce chapitre. Les deux dernières parties sont consacrées aux évaluations qualitative et quantitative
des différents résultats obtenus. Ces évaluations permettent de déterminer la robustesse et les
limites des méthodes élaborées dans cette recherche.
5.2. Présentation
La figure 5.1 présente une partie (251x251 pixels) du réseau routier de la ville de Sherbrooke
(Québec) qui est obtenu à partir d'une carte routière numérisée. Cette carte est le résultat d'une
compilation cadastrale issue de la carte topographique au 1/1000 datant de 1990. Les traitements
appliqués (la numérisation et la compilation) ont été réalisés à l'aide du système d'information
géographique GENAMAP avec une précision planimétrique de ±2 mètres. Le réseau routier a
ensuite été rééchantillonné en format matriciel, selon une résolution spatiale de 10 mètres. Ce
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réseau est composé de routes ayant une largeur d'un pixel et des longueurs supérieurs à 5 pixels.
En plus du réseau routier, la figure 5.1 présente les bordures de la rivière Magog qui traverse
horizontalement le centre de l'image. La différence majeure entre les routes et les bordures de la
rivière est leur forme géométrique. En effet, la plupart des routes montrent une forme droite
tandis que les bordures de la rivière démontrent plutôt une forme courbée. Ainsi, les bordures de
la rivière présentent des éléments linéaires de différentes courbures dans l'image à l'étude (figure
5.1).
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Figure 5.1
Image du réseau routier de la ville de Sherbrooke
Afin d'étudier la performance de la méthode proposée pour l'extraction des routes en présence du
bruit, nous avons ajouté du bruit binaire ayant une densité de 20 % à l'image de la figure 5.1. Il
est à noter que les points de bruit forment de petites fausses routes dans certains endroits de
l'image et ils découpent en même temps certaines des vraies routes en plusieurs segments. Ces
effets introduisent alors des erreurs de commission et d'omission dans le résultat obtenu.
Nous avons également tenté d'étudier la performance de notre méthode pour éliminer les
stationnements ou les surfaces ayant des signatures spectrales similaires (i.e., les bâtiments) à
celles des routes dans l'image. Pour ce faire, nous avons ajouté 6 rectangles noirs (pleins) de
tailles différentes à l'image de la figure 5.1. La largueur de ces stationnements varie entre 4 et 30
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pixels. La présence des objets ayant des signatures spectrales similaires à celles des routes rend
plus difficile le processus de l'extraction des routes. Cette difficulté est plus notable en milieu
urbain qui présente une grande hétérogénéité spatiale.
La figure 5.2 est alors le résultat d'addition de bruit binaire ayant une densité de 20 % et de
stationnements simulés de différentes tailles à la figure 5.1.
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Figure 5.2
Image obtenue par l'addition de bruit binaire ayant une densité de 20 % et par l'ajout de
stationnements simulés dans l'image du réseau routier de la ville de Sherbrooke
5.3. Résultat de l'application de la méthode multicouche bidimensionnelle
(M2D)
5.3.1. Contexte non bruité
La figure 5.3 présente une image binaire simulée de lignes droites ayant des longueurs
différentes. L'image de la figure 5.4 est le résultat de l'application de la MM sur l'image de la
figure 5.3. La ressemblance entre ces deux images (figures 5.3 et 5.4) met en évidence la
performance de la MM pour l'extraction de lignes de longueurs différentes. Cette ressemblance
montre ainsi que l'ajout de couches supplémentaires permet d'extraire des lignes fragmentées, ce
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qui est une limitation importante pour les méthodes basées sur la transformée classique de Radon.
Le résultat obtenu valide ainsi la première hypothèse de la recherche :
-  l'utilisation des informations accessibles pendant la procédure de transformation permettra
d'extraire des lignes de longueurs différentes.
Figure 5.3
Image simulée des lignes de longueurs différentes
Figure 5.4
Image obtenue par l'application de la méthode M 2D sur l'image de la figure 5.3
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5.3.2. Contexte bruité
La figure 5.5 représente le résultat de rapplication de la même méthode sur l'image bruitée de la
figure 5.2. Les longueurs minimale et maximale ont été fixées respectivement à 3 et 250 pixels.
Nous constatons d'abord que la majorité des routes ont été extraites correctement dans la figure
5.5. De plus, nous remarquons l'apparition graduelle de la discontinuité dans les lignes ayant une
forme courbée telle que les bordures de la rivière. Lorsque la courbure est prononcée, cette
discontinuité se manifeste plus visiblement car une courbe peut être considérée comme un
ensemble de petites lignes droites. Quand cette courbure devient plus prononcée, le nombre de
ces petites droites sera augmenté et par conséquent, on trouve plus de segments ayant une
longueur inférieure au seuil minimal (3 pixels).
Ensuite, nous remarquons le rôle déterminant de la distribution des points de bruit dans l'image
originale. Lorsque les points de bruit apparaissent les uns à coté des autres de manière à former
une petite ligne, l'algorithme les traite comme des petites lignes fragmentées. Par conséquent, ces
points de bruit seront présentés sous la forme de lignes courtes dans l'image de sortie.
En outre, nous pouvons constater que chacun des stationnements quelle que soit sa largueur, est
converti en une mince ligne large d'un pixel tandis que les routes sont restées intactes. Ceci met
en évidence l'utilité d'exploiter tous les renseignements produits pendant le processus de
transformation.
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Figure 5.5
Image obtenue par l'application de la M2D sur l'image de la figure 5.2
(Longueur minimale fixée à 3 pixels)
La figure 5.6 montre le résultat de l'application de l'algorithme sur l'image de la figure 5.2 avec
une longueur minimale fixée à 5 pixels. Nous remarquons moins de bruit et en même temps une
disparition plus apparente des lignes courbes. Toutefois, toutes les routes droites ayant une
longueur supérieure à 5 pixels sont bien extraites.
En comparant les deux images obtenues des figures 5.5 et 5.6, nous pouvons conclure que la
qualité des lignes extraites est fonction de l'intervalle déterminé pour la longueur des lignes à
détecter ainsi que du niveau et de la densité du bruit présent dans l'image. L'augmentation de la
longueur minimale réduit considérablement le bruit présent dans l'image. Par contre, cette
augmentation éliminera davantage de lignes courtes et courbées.
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Figure 4.6
Image obtenue par rapplication de la méthode M2D sur l'image de la figure 5.2
(Longueur minimale fixée à 5 pixels)
5.4. Résultat de l'application de la transformée tridimensionnelle de Radon
(T3DR)
La figure 5.7 illustre une image binaire simulée d'une ligne droite et de deux courbes différentes.
L'image de la figure 5.8 est le résultat de l'application de la T3DR développée.
Nous constatons que les deux courbes ainsi que la ligne droite sont extraites. La ressemblance de
ces deux images (figures 5.7 et 5.8) met en évidence la performance de la méthode proposée pour
l'extraction des lignes de différentes courbures. Ceci est impossible avec la transformée classique
de Radon. Le résultat obtenu dans cette section confirme ainsi la troisième hypothèse de la
recherche :
la généralisation de la transformée de Radon pour une fonction polynomiale de degré deux
(T3DR) permet d'extraire des courbes.
101
Figure 4.7
Image simulée d'une ligne droite et de deux courbes
Figure 4.8
Image obtenue par l'application de la T3DR sur l'image de la figure 5.7
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5.5. Résultat de l'application de la méthode multicouche
tridimensionnelle (M3D)
Les figures 5.9 et 5.10 résultent de l'application de la méthode M3D sur l'image de la
figure 5.2. Les longueurs minimales pour les images des figures 5.9 et 5.10 ont été fixées
respectivement à 3 et 5 pixels.
Les figures 5.9 et 5.10 montrent clairement une extraction satisfaisante d'une grande
partie du réseau routier de l'image de la figure 5.2. L'interprétation et l'analyse de ces
deux images font ressortir les points suivants :
1) La longueur de chaque élément extrait quelle que soit sa forme, a été bien respectée
dans ces deux images. En d'autres termes, grâce à l'utilisation de la MM, même les
routes fragmentées (ayant une longueur supérieure à la longueur minimale) sont bien
extraites. Le premier objectif spécifique (extraire des lignes de longueurs différentes à
partir d'une image binaire) de la recherche est donc atteint.
2) Ensuite, le bruit restant dans les deux figures 5.9 et 5.10 est considérablement réduit.
Cette réduction est liée à la longueur minimale de la route à extraire. De plus, nous
pouvons constater que les stationnements dans l'image originale sont convertis en
lignes fragmentées ayant une largeur d'un pixel dans les images de sortie (figures 5.9
et 5.10). Il est à noter que le bruit et les stationnements dans l'image originale
introduisent habituellement des erreurs de commission et d'omission dans l'image de
sortie tout en produisant de faux pics dans le domaine de paramètres. La quantité
minime de bruit résidu dans les figures 5.9 et 5.10 par rapport à l'image d'entrée
(figure 5.2) montre alors la performance de la méthode MM pour réduire les faux
maxima dans le domaine de paramètres. De même, le deuxième objectif spécifique de
la recherche (éliminer ou réduire autant que possible les faux maxima dans le
domaine de paramètres afin de diminuer l'erreur de commission dans l'image de
sortie) est atteint.
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Figure 4.9
Image obtenue par l'application de la méthode M3D sur l'image de la figure 5.2
(Longueur minimale fixée à 3 pixels)
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Figure 4.10
Image obtenue par l'application de la méthode M3D sur l'image de la figure 5.2
(Longueur minimale fixée à 5 pixels)
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5.6. Evaluation quantitative
L'évaluation quantitative des résultats est faite par la comparaison entre l'image obtenue
par chaque méthode et l'image de référence (cf. figure 5.1). Nous comparons ainsi les
images obtenues par l'application des méthodes M2D et M3D afin d'évaluer leur
performance et leurs faiblesses pour l'extraction des lignes courbes. L'évaluation
quantitative utilisée dans cette recherche est fondée sur le calcul des erreurs statistiques
en estimant 4 types de mesure, à savoir : précision, omission, commission et indice de
classement (O'Brien, 1991; Brown et Marine, 1995; Farah, 1998).
La précision, l'omission et la commission représentent respectivement les fractions de
pixels de lignes correctement extraites (réelles), de lignes non extraites (omises) et celles
en ajout (commises) par rapport aux lignes contenues dans l'image de référence. Quant à
l'indice de classement, il est une combinaison des mesures d'omission et de commission
qui varie entre 0 % et 100 %. L'indice de classement représente le degré de réussite de
l'extraction : plus sa valeur est grande, plus on a de meilleurs résultats (Farah, 1998). Les
expressions mathématiques correspondantes à ces mesures sont les suivantes :
Précision =
^ total
N  n
Omission = •
^total
(5.1)
N
Commission = —52r™™sÉL
N.,total
Indice de classement = .(1 + omi.)(l + com.)(2 + |omi. - com.|)
Où Nréeiies, Nomises et Ncommisses indiquent respectivement les nombres de pixels de lignes
réelles, omises et commises dans l'image de sortie et Ntotai est le nombre total des pixels
contenus dans l'image de référence.
106
Dans les figures 5.11, 5.12 et 5.13, les couleurs verte, bleue et rouge correspondent
respectivement aux lignes réelles, omises et commises.
5.6.1. Multicouche bidimensionnelle (M2D)
La figure 5.11 présente la différence entre l'image de référence (figure 5.1) et l'image
obtenue par l'application de la méthode M2D avec la longueur minimale fixée à 5 pixels
(figure 5.6).
À partir de la figure 5.11, il se dégage que 66 % des lignes contenues dans l'image de
référence sont correctement extraites. Ainsi, l'analyse visuelle de cette figure démontre
que la plupart des lignes fragmentées (lignes de courte longueur) sont dans la classe des
lignes réelles. Cela met en évidence la performance de la MM pour l'extraction des lignes
fragmentées. Nous constatons sur l'image de référence (figure 5.1) que la distribution
spatiale des lignes omises est répartie sur les routes courbes et les bordures de rivière. De
plus, le pourcentage relativement élevé de 34 % des lignes omises démontre la faiblesse
de la transformée classique de Radon pour extraire des courbes.
Par ailleurs, le pourcentage de lignes commises (3 %) de la figure 5.11 est beaucoup
moins important par rapport à celui de lignes omises. Une analyse plus approfondie
montre que parmi les 3 % de lignes commises, les 2,5 % sont des lignes résultant de
l'élimination des stationnements de la figure 5.2 par la méthode M2D. Ainsi, seulement
les 0,5 % de lignes restantes sont dues à la présence de points bruités formant de petites
droites fausses dans certains endroits de l'image.
Le faible pourcentage de lignes commises de la figure 5.11 met en évidence la
performance de la MM pour :
1) l'extraction de lignes dans un contexte bruité;
2) l'élimination de stationnements ou de surfaces ayant des signatures spectrales
similaires à celles des routes.
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Ce faible pourcentage permet ainsi de valider encore une fois la deuxième hypothèse de
la recherche :
-  l'analyse de la base de données établie par la MM permet d'éliminer des faux
maxima dans le domaine de paramètres.
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Figlu-e 5.11
La différence entre l'image de référence (figure 5.1) et l'image obtenue par l'application
de la méthode M2D (figure 5.6)
Légende
Ligne véritable ™
Ligne omise ^
Ligne commise ™
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5.6.2. Multicouche tridimensionnelle (M3D)
La figure 5.12 présente la différence entre l'image de référence (figure 5.1) et l'image
obtenue par l'application de la méthode M3D avec la longueur minimale fixée à 5 pixels
(figure 5.10).
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Figure 5.12
La différence entre l'image de référence (figure 5.1) et l'image obtenue par l'application
de la méthode M3D (figure 5.10)
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L'évaluation de la figure 5.12 confirme que 88 % des lignes contenues dans l'image de
référence (cf. figure 5.1) sont correctement extraites. Ainsi, l'analyse visuelle de cette
figure démontre que la majorité des bordures de la rivière et des routes courbes sont
classifiées en lignes réelles (lignes vertes).
Les lignes omises de la figure 5.12 constituent 12 % des lignes contenues dans l'image de
référence (figure 5.1). Ce sont les lignes de longueur supérieure à 5 pixels qui ont été
découpées en segments de longueur inférieure à 5 pixels par l'ajout du bruit. Puisque la
longueur minimale des lignes a été fixée à 5 pixels, ces dernières ne sont pas détectées
par l'algorithme.
Quant aux lignes commises, elles présentent un taux de 4 % pour la figure 5.12. Comme
nous l'avons expliqué pour la figure 5.11, les 2,5 % de lignes commises sont le résultat
de l'élimination de stationnements de la figure 5.2. Par contre, par rapport à la figure
5.11, le taux de lignes commises dues à la présence du bruit est augmenté à 1,5 % pour la
figure 5.12. Cette augmentation est expliquée par le fait que tous les points de bruit qui
forment des fausses droites ou des fausses courbes sont traitées comme des lignes
fragmentées par la méthode M3D.
L'indice de classement de la méthode M3D est de 82 % et montre une forte augmentation
par rapport à celui de la méthode M2D (63 %). Cela met en évidence une amélioration
satisfaisante apportée par la méthode M3D pour l'extraction des lignes de courbures
différentes.
5.6.3. Comparaison entre les méthodes M3D et M2D
La dernière étape de l'évaluation consiste à comparer la méthode M3D et la méthode
M2D en considérant la figure 5.6 comme l'image de référence. Cette comparaison permet
d'évaluer les performances et les faiblesses des méthodes élaborées.
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La figure 5.13 présente la différence entre la figure 5.10 (M3D) et la figure 5.6 (M2D).
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Figure 4.13
La différence entre les méthodes M3D et M2D
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Les lignes réelles, omises et commises de la figure 5.13 représentent respectivement 73
%, 27 % et 3 %.
Nous constatons d'abord que le pourcentage des lignes omises est de 27 % et que leur
distribution spatiale se concentre sur les routes courbes et les bordures de la rivière qui
forment des courbes prononcées et irrégulières. Autrement dit, la méthode M2D a
détectée 73 % des lignes extraites par la M3D et ceci montre clairement la lacune de la
T2DR pour l'extraction des courbes ainsi que l'amélioration apportée par la méthode
M3D pour combler cette lacune. D'ailleurs, cette amélioration est quantifiée à 32 % en
utilisant l'indice de classement calculé (68 %) pour la figure 5.13.
Ensuite, le faible pourcentage de 3 % pour les lignes commises met en évidence la
réussite de la MM pour l'extraction de lignes en présence de bruit. Cela démontre
également la performance de la MM pour différencier des lignes et des surfaces ayant des
signatures spectrales similaires.
Nous constatons enfin que les deux méthodes M2D et M3D démontrent une bonne
précision pour l'extraction de droites de différentes longueurs car les deux méthodes
utilisent le concept de la MM.
Le tableau 5.1 résume les résultats quantitatifs de l'analyse de la performance de
l'extraction de lignes par les méthodes M2D et M3D.
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Tableau 5.1
Les évaluations des méthodes M2D et M3D
Évaluation Précision Omission Commission Indice de
classement
ç  M2D / image de référence 66% 34% 1  3% : 63 %
4  Fig.5.6/Fig.5.1
■ï:;;
J  M3D / image de référence
1
è
88% 12% P 4% 82%
1  Fig. 5.10/Fig. 5.1
1  M2D/M3D 73% 27% 3% .m 68%
1  Fig. 5.6/Fig. 5.10 . i .M- ®■ fe
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5.7. Évaluation qualitative
Notre préoccupation première a été d'identifier et d'extraire des lignes représentant des
routes dans l'image satellitaire binaire résultant de la phase de prétraitement. Ce but est
atteint par le développement de la méthode M3D qui s'applique sur les images binaires;
ce qui est le cas de toute les autres méthodes globales basées sur la transformée de
Radon. Toutefois, l'application de la méthode M3D sur des images ayant différents
niveaux de gris (images réelles) est réalisable par la binarisation de ces images.
Dans cette partie de la thèse, nous présentons d'abord les résultats de l'application d'un
nouvel algorithme de binarisation sur 3 images différentes. Par la suite, nous appliquons
la méthode M3D sur les images binarisées obtenues et interprétons visuellement les
images finales.
L'algorithme de binarisation élaboré s'appuie sur le principe du seuillage classique. Ce
principe consiste à fixer un seuil prédéfini par l'utilisateur, au-dessus duquel les pixels
constructifs des lignes sont validées et par conséquent, mises à un dans l'image binaire de
sortie. Contrairement au seuillage classique, le seuil déterminé de l'algorithme élaboré
n'est pas fixé pour tous les pixels. Il varie automatiquement en fonction du contraste de
chaque partie de la scène.
L'algorithme élaboré a été appliqué sur 3 imagettes différentes de 250x250 pixels pour
sélectionner tous les points susceptibles d'appartenir aux routes dans les deux premières
imagettes et aux empreintes digitales dans la troisième. Les deux premières imagettes (cf.
figures 5.2 et 5.3) proviennent d'une image panchromatique du capteur HRV SPOT de la
ville de Sherbrooke (Québec) (figure 5.1).
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Imagette de la figure 5.19 Imagette de la figure 5.15
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Figure 5.14
Image SPOT panchromatique de la ville de Sherbrooke (1986)
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Figure 5.15
L'image découpée de la figure 5.14
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Figure 5.16
L'image binarisée de la figure 5.15
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Figure 5.17
Le résultat de l'application de la M3D
sur la figure 5.16
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Figure 5.18
L'image originale (figure 5.15) et les
routes extraites (figure 5.17)
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Figure 5.19
L'image découpée de la figure 5.14
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Figure 5.20
L'image binarisée de la figure 5.19
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Figure 5.21
Le résultat de l'application de la M3D
sur la figure 5.20
Figure 5.22
L'image originale (figure 5.19) et les
routes extraites (figure 5.21)
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Figure 5.23
Les empreintes digitales numérisées
Figure 5.24
L'image binarisée de la figure 5.23
\
Figure 5.25
Le résultat de l'application de la M3D
sur la figure 5.24
Figure 5.26
L'image originale (figure 5.23) et les
empreintes digitales extraites (figure
5.25)
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La première imagette (figure 5.15) présente une scène sensiblement hétérogène qui
correspond à une zone résidentielle urbaine ayant une forte densité de routes de
longueurs, de largeurs et de courbures différentes. Cette imagette est déjà présentée dans
le chapitre 2 (figure 2.18). Contrairement à la première imagette, la figure 5.8 correspond
à une zone semi-rurale et moins hétérogène qui contient des autoroutes à doubles voies et
des échangeurs bien contrastés avec le fond de l'imagette. La troisième imagette choisie
(figure 5.10) est celle des empreintes digitales numérisées présentée au chapitre 2 (figure
2.9).
Les figures 5.16, 5.20 et 5.24 présentent respectivement les imagettes binaires résultantes
de l'application de l'algorithme de binarisation sur les imagettes choisies (figures; 5.15,
5.19 et 5.23). En étudiant les imagettes binaires obtenues, nous pouvons remarquer que la
majorité des lignes recherchées sont sélectionnées par le seuillage effectué. Ainsi, nous
remarquons que les imagettes binaires contiennent un taux élevé de bruit qui se manifeste
davantage dans la scène la plus hétérogène (figure 5.15).
Une fois les imagettes binarisées, nous appliquons la méthode M3D afin d'extraire les
lignes véritables (les routes dans les deux premières imagettes et les empreintes digitales
dans la troisième). Les figures 5.17, 5.21 et 5.25 présentent respectivement les imagettes
résultantes de l'application de M3D sur les imagettes binaires (figures 5.16, 5.20 et 5.24).
Afin d'évaluer les résultats, nous avons superposées les imagettes obtenues et celles
originales. Les figures 5.18, 5.22 et 5.20 présentent les imagettes résultantes où les lignes
extraites sont marquées en rouge.
L'analyse visuelle de la figure 5.18 montre d'abord qu'une grande partie des routes,
quelles que soient leur longueur et leur courbure, sont correctement extraites. Ainsi, les
routes extraites, dépendant de leur largeur, sont positionnées avec une erreur moyenne de
1 à 2 pixels. De plus, malgré le taux élevé de bruit résiduel dans l'imagette binaire de la
figure 5.3, la commission de l'imagette résultante est très faible. En comparant l'imagette
originale (figure 5.15) avec l'imagette finale, nous constatons également que la plupart
des surfaces ayant une radiomètrie similaire avec celles des routes (les taches blanches
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dans l'imagette originale) sont éliminées ou converties en petites lignes fragmentées. Cela
met encore en évidence l'avantage de la méthode M3D pour la détection et l'élimination
des stationnements ou des surfaces similaires dans les images de télédétection.
D'après l'analyse de la figure 5.22, nous remarquons que malgré la présence des terre-
pleins centraux et les routes plus larges que un pixel dans les autoroutes à voies doubles
demeurant dans l'imagette originale (figure 5.19), la plupart des routes sont correctement
extraites et elles suivent bien les routes correspondantes sur l'imagette originale.
L'analyse visuelle de la figure 5.22 permet ainsi de constater une extraction visiblement
précise d'écbangeurs qui se caractérisent par des courbes prononcées. Cela démontre une
fois de plus la performance de la méthode M3D pour l'extraction des lignes de courbures
différentes.
La figure 5.26 permet d'affirmer que la majorité des empreintes digitales malgré leur
forme courbée, sont correctement extraites et suivent bien les courbes correspondantes de
l'imagette originale (figure 5.23). Il est important de noter que les empreintes digitales
présentes dans l'imagette originale sont caractérisées par des lignes de courbures et de
largeurs différentes. Toutefois, seules les lignes centrales des empreintes digitales ont été
extraites et présentées dans les figures 5.25 et 5.26. Finalement, la qualité du résultat
obtenu met en évidence le potentiel de la méthode M3D dans diverses applications pour
extraire d'autres types d'éléments linéaires que des routes à partir d'autres types d'images
numériques que des images satellitaires.
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5.8. Conclusion
Dans ce chapitre, nous avons présenté et interprété les résultats de l'extraction de lignes
(des routes et des bordures de rivière) en appliquant les méthodes élaborées dans cette
recherche. Nous avons également évalué quantitativement et qualitativement les
performances de ces méthodes.
Les résultats obtenus par les différentes applications ont permis de justifier les 3
hypothèses formulées de la recherche. Ainsi, l'évaluation de ces résultats confirme que
les 3 objectifs de la recherche sont atteints.
L'évaluation de la performance de la méthode M2D démontre que l'ajout de couches
supplémentaires dans le domaine de paramètres permet d'extraire des lignes fragmentées
dans l'image. Cette évaluation démontre également que 66 % des lignes contenues dans
l'image de référence sont correctement extraites par la méthode M2D. De plus, nous
avons constaté que le pourcentage élevé de lignes omises (34 %) ainsi que leur
distribution spatiale confirme la faiblesse de la transformée classique de Radon pour
extraire des courbes. Nous avons également remarqué que le pourcentage de lignes
commises (3 %) est beaucoup moins important par rapport à celui des lignes omises. Cela
met en évidence l'utilité de la MM pour éliminer les stationnements ou les surfaces ayant
des signatures spectrales similaires à celles des routes dans l'image.
Quant à la méthode M3D, l'évaluation quantitative des résultats démontre une extraction
satisfaisante des droites et des courbes avec un pourcentage de 88 % pour les lignes
réelles, un taux de 12 % pour celles omises et 4 % pour celles commises. Ainsi, nous
avons constaté que la majorité des bordures de la rivière et des routes courbes sont
classifiées en lignes réelles. L'évaluation de la méthode M3D permet enfin de conclure
que les trois objectifs de la recherche sont atteints car la méthode M3D est capable :
d'extraire des lignes de longueurs différentes;
d'éliminer des faux maxima dans le domaine de paramètres;
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d'extraire des lignes de différentes courbures.
L'indice de classement de la méthode M3D est de l'ordre de 82 %. Ce fort indice met en
évidence une amélioration satisfaisante apportée par la méthode M3D pour l'extraction
des lignes de courbures différentes. Cette amélioration est quantifiée à 32 % en utilisant
l'indice de classement obtenu par la comparaison entre les méthodes M2D et M3D.
Dans la dernière partie, nous avons qualitativement évalué la performance de la méthode
M3D pour extraire les lignes représentant des routes et des empreintes digitales. Cette
évaluation est réalisée par l'application de la méthode M3D sur trois images binaires
différentes. Ces images sont obtenues par l'application d'un simple algorithme de
binarisation sur les images réelles. La qualité des résultats finaux met en évidence le
potentiel de la méthode M3D dans diverses applications pour extraire des routes aussi
bien que d'autres types d'éléments linéaires à partir des images satellitaires ou d'autres
types d'images.
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6. CONCLUSIONS ET PERSPECTIVES
6.1. Conclusion générale
Cette thèse s'inscrit dans le domaine du traitement d'images numériques de télédétection
et plus particulièrement dans la reconnaissance automatique des formes et l'élaboration
de méthodes d'extraction d'éléments linéaires. Cette recherche avait pour objectif
principal de développer une méthode globale d'extraction automatique de lignes
représentant les routes dans les images satellitaires.
Les conclusions de cette thèse sont orientées selon ses différents chapitres. Dans le
premier chapitre, nous avons présenté une brève introduction du sujet ciblé dans cette
recherche. Nous avons alors constaté que l'imagerie satellitaire à haute limite de
résolution spatiale offre des détails précis sur les objets du territoire délimité par l'image.
Cela rend possible une vaste gamme d'applications auparavant destinées aux
photographies aériennes et crée en même temps de nouvelles applications. Une résolution
spatiale plus fine se traduit par une augmentation exponentielle de données contenues
dans les images satellitaires. L'extraction des informations d'intérêt dans la masse de
données satellitaires en augmentation rapide s'exprime par la grande nécessité de
disposer de méthodes d'extraction robuste et automatique d'information dans le domaine
du traitement d'images. Parmi les informations recherchées dans les images de
télédétection, les réseaux routiers retiennent une attention particulière pour la variété de
leurs applications. Dans la littérature, il existe une vaste gamme de méthodes d'extraction
de routes à partir d'images satellitaires. Une synthèse bibliographique de ces méthodes
est présentée dans le chapitre 2 de la thèse. Selon cette synthèse, les routes dans les
124
images satellitaires sont généralement modélisées par les lignes ayant un profil
radiométrique prédéfini, une largeur de 2 à 3 pixels maximum et une courbure connue a
priori. Par conséquent, l'extraction de routes à partir d'images satellitaires revient au
problème de détection de lignes dans le domaine du traitement d'images. La synthèse
bibliographique confirme également que la procédure typique des méthodes d'extraction
des routes se compose de trois phases principales : le prétraitement, le traitement et le
post-traitement. Le prétraitement et le post-traitement sont pratiquement les phases
périphériques du processus et constituent des techniques de traitement d'images
relativement maîtrisées. Par contre, la phase du traitement est la plus importante de la
procédure car elle consiste à identifier, localiser et extraire des lignes dans l'image
binaire résultant de la phase de prétraitement.
Les méthodes automatiques d'extraction des routes peuvent être regroupées en deux
catégories générales : les méthodes locales et les méthodes globales. L'inconvénient
principal des méthodes locales est de ne pas considérer la globalité de l'image à l'étude.
Cet inconvénient cause des limitations majeures pour l'extraction des routes dans les
images satellitaires. La négligence de la globalité des images est corrigée par les
méthodes globales qui sont généralement basées sur la transformée de Radon et son cas
particulier, la transformée de Hough. Par le biais de la transformée de Radon, le problème
complexe de détection des lignes dans le domaine d'image a été converti en un problème
plus simple de détection de pics. Toutefois, les méthodes globales souffrent de trois
limitations principales pour l'extraction des lignes dans les images numériques. Les
objectifs spécifiques de la recherche ont été fixés en fonction de ces trois limitations des
méthodes globales basées sur la transformée de Radon. Ces objectifs sont les suivants :
1) extraire des lignes de longueurs différentes;
2) éliminer ou réduire autant que possible les faux maxima dans le domaine de
paramètres afin de diminuer l'erreur de commission dans l'image de sortie;
3) extraire des lignes de courbures différentes.
L'essentiel de notre contribution scientifique se trouve aux chapitres 3 et 4 de la thèse
dans lesquels la démarche méthodologique de la recherche a été présentée. Cette
125
démarche se compose de deux parties principales : le développement mathématique et le
développement algorithmique. Les développements mathématiques effectués dans le
chapitre 3 consistent à généraliser la transformée de Radon pour une fonction continue et
discrète polynomiale de degré deux, nommée la transformée tridimensionnelle de Radon
(T3DR). Cette transformée permet d'extraire des lignes de courbures différentes tout en
éliminant la limitation de la transformée linéaire de Radon pour l'extraction des courbes.
Dans le chapitre 4, nous avons d'abord proposé une nouvelle méthode d'acquisition et
d'analyse de données pour la transformée de Radon afin d'éliminer les deux premières
restrictions de cette transformée pour la détection des lignes dans les images binaires
(méthode multicouche: MM). L'utilisation de la base de données établie par la MM pour
détecter des lignes est l'avantage principal de la MM par rapport à la transformée
classique de Radon dans laquelle les seules valeurs numériques de l'image sont utilisées.
Par la suite, nous avons élaboré les quatre algorithmes suivants:
1) la transformée de Radon pour une fonction linéaire (T2DR) qui expose la transformée
classique de Radon;
2) la transformée de Radon pour une fonction polynomiale de degré deux (T3DR);
3) la méthode multicouche pour une fonction linéaire (multicouche bidimensionnelle
M2D) c'est-à-dire l'intégration de la MM dans la T2DR. Cet algorithme permet de
franchir les deux premières limitations de la transformée de Radon;
4) la méthode multicouche pour une fonction polynomiale de degré deux (multicouche
tridimensionnelle M3D) c'est-à-dire l'intégration de la MM dans T3DR.
La méthode M3D élimine simultanément les trois restrictions liées à la transformée de
Radon pour l'extraction de lignes. Elle capable d'extraire des lignes de longueurs et de
courbures différentes même dans un contexte fortement bruité. Elle permet également
d'établir une base de données pertinente pour l'enregistrement des informations
géométriques concernant les lignes extraites comme la longueur, les points de départ et
de fin de chaque route, etc. Cette base de données peut être intégrée dans un système
d'information à référence spatiale afin de pouvoir l'utiliser dans diverses applications.
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Les résultats obtenus des différentes applications des algorithmes développés sont
présentés dans le chapitre 5. Ces résultats ont permis de justifier les 3 hypothèses de la
recherche. Les évaluations qualitatives et quantitatives des résultats obtenues confirment
que les 3 objectifs de la recherche sont atteints. Ces évaluations pour la méthode M2D
démontre une précision de 66 %, une omission élevée de 34 % ayant une distribution
spatiale centralisée sur les courbes, une faible commission de 3 % et un indice de
classement de 63 %. La méthode M3D possède une précision de 88 % parmi laquelle on
trouve la majorité des bordures de la rivière et des routes courbes. Le pourcentage de
lignes omises (12 %) est sensiblement moins important par rapport à celui de la méthode
M2D. L'indice de classement de la méthode M3D est de 82 %, ce qui est
significativement plus élevé que celui de la méthode M2D (63 %). Cela met en évidence
une amélioration satisfaisante apportée par la méthode M3D pour l'extraction des lignes
de courbures différentes. Cette amélioration est quantifiée à 32 % en utilisant l'indice de
classement obtenue par la comparaison entre les méthodes M2D et M3D.
Enfin, nous avons présenté les résultats de l'application d'un nouvel algorithme de
binarisation sur 3 images ayant différents niveaux de gris. L'application de la méthode
M3D sur les images obtenues démontre le potentiel de cette méthode dans diverses
applications pour extraire les différents types d'éléments linéaires à partir de différents
types d'images numériques.
6.2. Originalité de la recherche
Les nouveautés de cette recherche s'expriment en deux parties distinctes : le
développement mathématique et le développement algorithmique.
Le développement mathématique de la T3DR élimine la limitation intrinsèque de la
transformée linéaire de Radon pour l'extraction de courbes. L'utilisation de cette
nouvelle transformée pour extraire le réseau routier dans les images satellitaires
binarisées est une innovation dans le domaine de la télédétection.
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Le développement technique de la méthode MM offre un nouveau concept d'acquisition
et d'analyse d'informations adapté aux méthodes globales d'extraction d'éléments
linaires. Le concept d'utilisation de toutes les informations produites lors de la
transformée de Radon afin de détecter les pics dans le domaine de paramètres est
également une innovation de cette recherche. Ainsi, la combinaison adéquate de deux
aspects mathématique et technique donne naissance à la méthode M3D qui élimine les
trois restrictions principales des méthodes globales de l'extraction d'éléments linaires.
Il est à noter également que la méthode M3D ne se limite pas à extraire uniquement des
routes et ne s'applique pas seulement aux images satellitaires. Avec quelques
modifications, la méthode proposée dans cette recherche est applicable à toutes les
images numériques. Elle est en mesure d'extraire n'importe quels éléments linéaires. À
titre d'exemple, nous avons tenté de modifier le fonctionnement de la méthode M3D afin
d'extraire différentes formes géométriques (des ronds et des ellipses) dans un contexte
fortement bruité. Pour cela, nous avons simulé une image contenant trois ronds de
différentes tailles ainsi que deux ellipses d'excentricité et d'orientation variées (cf. figure
6.1). Cette image contient également des caractères de différentes tailles et des droites
fragmentées. Nous avons également ajouté du bruit gaussien de densité 70 % à l'image-
test (figure 6.1).
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Image-test
o
Figure 6.2
Le résultat de l'application de la
méthode M3D sur la figure 6.1
La figure 6.2 présente le résultat de l'application de la méthode M3D modifiée sur
l'image-test. Cette figure démontre que malgré le bruit présent dans l'image-test, les
formes recherchées dans ce cas (les ronds et les ellipses) sont bien extraites. Cela met en
évidence le potentiel de la méthode M3D pour extraire d'autres formes particulières
d'éléments linéaires.
6.3. Limitations de la méthode multicouche et les perspectives
Comme nous avons indiqué, la méthodologie employée dans cette thèse consiste à
identifier et extraire des lignes dans l'image binaire résultant de la phase de prétraitement.
En conséquence, la qualité du résultat final est directement liée à la qualité de l'image
binaire d'entrée. De ce point de vue, la réussite de la méthode proposée dépend de
l'efficacité de la binarisation et les prolongements de cette recherche pourraient donc
s'orienter vers deux perspectives distinctes.
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6.3.1. Première perspective
La première consiste à développer une nouvelle méthode pour binariser des images
réelles tout en accentuant les lignes contenus dans l'image originale. À titre d'exemple,
nous avons présenté dans le chapitre 5 les résultats d'application d'un simple algorithme
de binarisation sur les trois images différentes. Toutes ces études, quoique préliminaires,
permettent de constater que la méthode M3D est robuste même dans un contexte
fortement bruité. Cependant, nous croyons que l'amélioration du processus de
binarisation pourrait augmenter encore son efficacité et sa qualité. Ce serait donc la
première orientation du futur travail.
6.3.2. Deuxième perspective
La première perspective de la méthode élaborée de nos recherches s'est articulée autour
du développement d'une nouvelle méthode pour binariser des images réelles tandis que la
deuxième est plus intégrante et elle demande des recherches plus approfondies afin de
changer le mécanisme de la transformée de Radon. Cette perspective consiste à modifier
le fonctionnement de la transformée de Radon afin qu'elle s'applique directement sur les
valeurs numériques des pixels de l'image originale avec des niveaux de gris. Cette
approche peut être réalisée par l'application de la méthode M3D d'une manière
séquentielle en plusieurs étapes. De même, la méthode M3D dans une étape donnée i,
sera appliquée sur l'image résultante de l'étape précédente (étape i-1). Ainsi, des
paramètres d'échantillonnage de la méthode M3D de l'étape i seront déterminés en
fonction des positions des pics détectés de l'étape i-1.
Afin d'apercevoir le résultat de cette approche, nous avons tenté d'appliquer la méthode
partiellement développée de M3DS (M3D séquentielle) sur l'image panchromatique HRV
SPOT de la figure 5.1. La figure 6.3 présente le résultat préliminaire de cette application.
D est important de noter que l'algorithme élaboré est directement appliqué sur l'image
SPOT sans avoir fait de prétraitement à cette image. De même, l'image résultante n'a pas
subi de post-traitement.
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L'analyse visuelle de la figure 6.3 démontre qu'une grande partie des routes sont
relativement bien extraites. Ainsi, nous constatons que la densité des routes omises est
plus importante par rapport à celle des routes commises. Quant à la distribution spatiale
des routes omises, nous constatons que les fortes densités d'omissions se manifestent
dans des parties plus hétérogènes de la scène caractérisées par le faible contraste dans
l'image. D est évident que le rehaussement des routes dans l'image originale et/ou le
raffinement des lignes extraites dans l'image résultante peuvent améliorer davantage les
résultats de l'extraction tout en minimisant les omissions et commissions dans l'image
finale. En ce qui concerne les bordures de rivière, nous remarquons une forte densité
d'omission car elles se présentent par des contours et la méthode M3D Séquentielle est
conçue pour détecter et extraire des lignes.
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Figure 6.3
Image résultante de l'application de la méthode M3DS (M3D séquentielle) sur l'image de
la figure 5.1
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D'ailleurs, il est indéniable que des travaux futurs ne se limitent pas aux deux aspects
susmentionnés. Ces travaux peuvent permettre d'améliorer davantage le fonctionnement
de la méthode M3D en tentant d'extraire des routes à partir d'images de télédétection de
très haute résolution spatiale comme celles à^Ikonos. À ce sujet, comme nous avons
indiqué dans le chapitre 2, l'extraction de routes revient à la détection des contours
parallèles présentant les bords des routes. De cette façon, l'extraction de routes à partir
d'images de très haute résolution spatiale est réalisable par une procédure de recherche
des lignes parallèles et écartées par une distance égale à la largeur des routes recherchées
dans la base de données établie par la méthode M3D. Cette conception serait réalisable
avec certaines modifications dans le fonctionnement de la méthode M3D.
En outre, il n'est peut-être pas trop ambitieux de songer à élaborer un système intelligent
qui choisit automatiquement le fonctionnement approprié de la méthode M3D afin
d'extraire des routes à partir d'images de télédétection quelle que soit leur résolution
spatiale car «les magnifiques ambitions font faire les grandes choses, Victor Hugo».
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ANNEXE I La fonction delta de Dirac
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La fonction delta de Dirac ô(.) fait partie d'une nouvelle classe de fonctions appelée les
fonctions généralisées (Toft, 1996). La fonction delta de Dirac est définie par l'équation
ALI sous la forme suivante :
Ô(x) = 0 pour X9t0 (ALI)
J°° Ô(x)dx = 1
La propriété la plus importante de la fonction de delta s'exprime par la relation Al.2 sous
la forme suivante :
I g(x)Ô(ax + b)dx = i^? gf^^—^Vx)dx=|^g
'a| -(. l a ) \a\ V a ,
(A1.2)
La relation A 1.2 montre également que la fonction de delta est une fonction paire de son
argument, c'est-à-dire :
Ô(x)=ô(-x) (A 1.3)
Dans le cas où l'argument de la fonction delta est une fonction générale f(x), la fonction
delta s'écrit par l'équation A 1.4 :
(A1.4)
M  |f (Xi)|
dans laquelle les Xi sont les valeurs nulles de la fonction f(x).
En utilisant l'équation A1.4, la forme générale de l'équation Al.2 peut s'écrire par
l'équation A 1.5 de façon suivante :
Jg(x)5(f(x))dx = ^  (A1.5)
i=l I 1 (Xj )|
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ANNEXE II L'organigramme de l'algorithme de la méthode M3D
Le contenu de cette recherche a été breveté au Canada et aux États-Unis en juillet 2001,
numéro d'application : 2,313,803.
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