Abstract. We consider the quantum expectation value A = ψ|A|ψ of an observable A over the state |ψ . We derive the exact probability distribution of A seen as a random variable when |ψ varies over the set of all pure states equipped with the Haar-induced measure. The probability density is obtained with elementary means by computing its characteristic function, both for nondegenerate and degenerate observables. To illustrate our results we compare the exact predictions for few concrete examples with the concentration bounds obtained using Levy's lemma. Finally we comment on the relevance of the central limit theorem.
Introduction
The role of probability distributions in quantum theory cannot be overestimated. Arguably the most important of those distributions is the one describing the statistics of possible outcomes of the measurement of the observable associated with the self-adjoint operator A while the system is in the pure state |ψ : P A (a) := ψ|δ (A − a) |ψ . This function is supported on the numerical range of A and, for bounded A can be equivalently characterized by the set of its moments (see e.g. [1] ): m k := ψ|A k |ψ (k ∈ N), i.e., the expectation values of the family of observables {A k } k∈N in the state |ψ . This latter, quite often, can be itself regarded as a random variable distributed according to some prior density that depends on the problem under consideration. For example, in the context of equilibration dynamics of closed quantum systems [2, 3] one is interested in the quantity a(t) := ψ(t)|A|ψ(t) , where |ψ(t) := e −itH |ψ and H is the Hamiltonian operator of the system. If one monitors A by sampling time instants uniformly over a the interval [0, T ] the underlying probability space for the |ψ (t) 's is the segment [0, T ] equipped with the uniform measure dt/T . In this case averaging over the quantum states amounts to perform the time average 1/T T 0 a(t)dt. Another possibility that recently gained relevance in the foundation of statistical mechanics [4] is to consider ψ|A|ψ and let |ψ vary over the full unit sphere of the, say d-dimensional, Hilbert space space. This manifold is transitively acted upon by the group of all d × d unitary matrices U (d) and therefore inherits a natural invariant measure from the unique group-theoretic invariant measure over U (d) i.e., the Haar measure.
In this paper we will address precisely this latter setting and compute the probability distribution for the quantum expectations ψ|A k |ψ seen as random variables over the unit sphere of the Hilbert space equipped with the measure induced by the Haar measure. In this way the function P A itself becomes a sort probability-density valued random variable that can be partially characterized by the probability densities of its moments m k over the unit sphere. We will show that these probability densities can be determined with elementary tools and explicit analytical expressions for their characteristic functions can be obtained.
After the completion of this work we became aware that similar results are contained in the recent works [5, 6, 23] . See also [7] for an entry into the mathematical literature.
Preliminaries
Our key object is A (ψ) = ψ|A|ψ . Throughout this paper we write f (ψ) = Dψ f (ψ) for Haarinduced averages over pure states. Computing the first few moments of A (ψ) is a relatively easy task. The first moment reads
a result which follows from |ψ ψ| = 1I/d [8] . A closed formula for the general moment can be obtained by noting that
Here P π is the operator that enacts the permutation π in H ⊗n and S n is the symmetric group of n elements. For a proof of (2) see e.g. [9] . The proportionality constant is obtained noting that d + n − 1 n is the dimension of the totally symmetric space, and the remaining operator is an orthogonal projector. Using eq. (2) one obtains the following closed expression for the n-th moment
This expression is a sum of contractions and represents a sum of products of traces of A. For instance for n = 2, 3 one has
In any case it seems difficult to obtain the probability density with this approach. Instead our procedure will be that of computing directly the characteristic function χ (λ) := e iλA(ψ) and obtain the probability density by Fourier transforming. Choosing a basis |j , (j = 1, . . . , d) and calling z j = j|ψ we observe that we can write the average over |ψ as
where we defined
The normalization constant C can be computed with the same technique that we are going to show and it turns out to be equal to (d − 1)!. Using the Fourier representation for the delta function in eq. (5) we obtain a Gaussian integral that can be computed. For simplicity we use the basis that diagonalizes A: A = j a j |j j|. Calling D A = diag {a 1 , a 2 , . . . , a d } we can write the characteristic function as
As customary we introduced a small positive in order to make the Gaussian integral absolutely convergent. The Gaussian integration gives
At this point we make the important assumption that all eigenvalues of A are non-degenerate. We will treat the general case in section 3. Under these conditions the integrand in eq. (6) has only simple poles and the integral is easily evaluated with residues closing the circle in the in the lower half-plane. The result is, after sending → 0,
Although it might not be readily apparent from eq. (7), χ (λ) is actually regular in λ = 0. This fact follows from a set of identities proven in Appendix A stating that
Applying eq. (8) to eq. (7) we thus see that χ (λ) is regular at λ = 0 and being a linear combination of analytic functions it is in fact analytic in the whole complex plane (entire). A simple way to remember that χ (λ) must be regular at λ = 0 is to note that χ (λ) = 1 + m 1 (iλ) + O λ 2 . In fact this very same approach can be used to prove eq. (8) . Using eq. (8) and eq. (7) we readily obtain the Taylor series of χ (λ)
Equation (10) is a quite compact expression in place of the complicated eq. (3). Equating eq. (10) with eq. (3) we obtain the following non-trivial set of matrix identities valid when the spectrum of A is non-degenerate
Since χ (λ) is entire, analytic continuation is trivial and the moment generating function M (y) := e yA can be simply obtained by setting iλ = y in eq. (7).
To obtain the probability density we must compute the Fourier transform of χ
We make use of the following trick. Since χ (λ) is well behaved in zero and decays at infinity, it belongs to the space of tempered distribution S (R). The Fourier transform is well defined for such functions and the result is again a tempered distribution. Actually for d ≥ 3, χ is also summable and so its Fourier transform can be safely defined by the absolutely converging integral eq. (11).
We proceed than forgetting about the behavior in λ = 0 and compute the Fourier transform as a linear combination of Fourier transform of the functions e iλa k / (iλ) d−1 . Such functions however are not well behaved in zero (they are not distributions) and must be regularized in order to compute the Fourier transform. Since the total Fourier transform is well defined, the result cannot depend on the regularization. A convenient regularization of 1/λ n for n integer, is to be proportional to the n-th derivative of ln |λ| ("λ −n " := (−1)
With this definition the Fourier transform, in the sense of distribution, is
Using this equation and eq. (7) we obtain
By construction, P (x) has all the properties of a probability density, moreover, since the probability of obtaining a value outside the numerical range of A must be zero, P (x) must be supported in [min{a k }, max{a k }] which, once again, is not readily apparent from eq. (12). That P (x) is compactly supported follows from Paley-Wiener theorem since it is the Fourier transform of an L 2 (R) analytic function. In any case a direct proof that P (x) = 0 for x outside [min{a k }, max{a k }] is given in Appendix A and follows directly form eq. (A.3).
Generically P (x) is a bell-shaped curve supported in [min{a k }, max{a k }] as can be see from fig. 1 . The smoothness properties of P (x) can be understood noting that
is a piecewise constant function (a part from a bunch of deltas).
Cumulative distribution function
Having computed the probability density, the characteristic, and the moment generating function, we would like now to compute the cumulative distribution function (CDF) to complete the picture. The CDF can be obtained via the following integral
as long as −Ω < min{a k }. The integration of each term in eq. (12) gives Clearly the result cannot depend on Ω as long as −Ω < min{a k }. In fact, using again formula (A.3) of Appendix A, the sum of all the terms containing Ω gives
All in all the final expression for the cumulative is
General case
So far we assumed that the spectrum of A was non-degenerate. Although this is the most common situation, one may want to consider the case where A is a projector. We then turn to the fully general case where the spectrum of A consists of distinct eigenvalues {a j } j=1 with degeneracy n j satisfying j=1 n j = d. For a change, let us compute the moment generating function M (y, Ω) := e y(A−Ω) instead of the characteristic function. The shift constant is chosen to satisfy Ω > max{a j } so that for y > 0 the Gaussian integral is well defined. Gaussian integration gives the same result as for the non-degenerate case, which we now re-write as
To compute the above integral with the residues we must compute the following derivatives
Alternatively, another possibility is to use the Chinese Remainder Theorem (see e.g. [10] ) ‡ to get the partial fraction decomposition of the function in eq. (15) . This way one expresses that function as a sum of functions with simple poles so that the residues can be evaluated straightforwardly.
The results coincide and in fact eq. (16) provides a way to obtain the partial fraction decomposition of the function in (15) by differentiation. The procedure is outlined in A.1, and the final result for the moment generating function is
which correctly reduces to eq. (A.1) when all n k = 1. As for the non-degenerate case, this function is regular at y = 0, and it is fact an entire function. The probability density can be obtained with the same arguments used for the non-degenerate case and the result is
As a concrete example we will consider in some detail the case where A is a one-dimensional projector.
Probability density for the random guess
The case where A is a one-dimensional projector is of some relevance and we discuss it with some detail. Because of unitary invariance of the measure we can fix the reference state to be |1 in some basis, i.e. A = |1 1|. In this case the quantity A that we are considering is the fidelity between a reference state |1 and a random vector |ψ , i.e. A = | 1|ψ | 2 (normally written as F). It is a standard textbook exercise (see e.g. [11] chapter two) to compute the average random guess. Using eq. (1) one gets F = 1/d, but what is the form of the probability distribution? Since A is a one-dimensional projector it has two eigenvalues a 1 = 1 and a 2 = 0 with multiplicity n 1 = 1 and n 2 = d − 1 respectively. Inserting these values in eq. (17) we obtain for the moment generating function
Once again, despite its appearance, this function is regular at y = 0 and in fact entire. Rearranging the terms in the sum we can write it as
Setting Ω = 0 we readily obtain the moments as
which agrees with a result of Von Neumann [12, 13] . The probability density can be obtained either by Fourier transforming eq. (19) or by setting a 1 = 1, n 1 = 1 and a 2 = 0, n 2 = d − 1 in eq. (18) . The sum over M 2 becomes a binomial and the result is surprisingly simple
Here we denoted by 1I (21) is the so-called beta distribution with parameters α = 1 and β = d − 1. In Bayesian statistics, the beta distribution can be seen as the posterior probability of the parameter p of a binomial distribution after observing α − 1 successes (with probability of success given by p) and β − 1 failures (with probability of failure 1 − p). The CDF is given by a simple integration and reads
whereas cdf F (x) = 0, (1) for x < 0 (x > 1) respectively.
Comparison with Levy's lemma
A typical approach to gain information on the concentration properties of a random variable X, is to compute the first few moments of the variable and then use variations of Markov's or Chebyshev's inequalities to obtain a bound on Prob X − X > . Alternatively in some cases one can use the Levy's lemma which typically provides tighter bounds. Since we obtained the probability density exactly we would like to compare the exact concentration prediction with that obtained by Levy's bound. Roughly speaking Levy's lemma states that, for a vector in a large-dimensional hypersphere the probability that a (sufficiently smooth) function is far from its average is exponentially small in the dimension of the space. There are many versions of Levy's lemma involving either the mean or the median or differing for the definition of being "far from". To be specific we use the following version [14] : for x ∈ S k = y ∈ R k+1 , y = 1 , and for a function f with Lipschitz constant η
with C 1 = 9π 3 ln 2 −1 . In our setting |ψ lives in a d dimensional complex space so k = 2d − 1.
We will compare the prediction of the Levy's lemma to our exact result for two concrete examples of operator A.
Random guess
First we consider again the fidelity of the random guess, in which case A is a one-dimensional projector. As we mentioned previously, the average fidelity is F = 1/d, so to compute the LHS of eq. (23) it suffices to notice that Prob (F > x) = 1 − cdf F (x) and set x = F + = 1/d + in eq. (22) . Then
where the last equation has been obtained in the limit of small and d large. The Lipschitz constant of the function A (φ) = φ|A|φ has been calculated in [15] Appendix A (see also [4] ) where it has been shown that |A (φ 1 ) − A (φ 2 )| ≤ 2 A op ||φ 1 − |φ 2 | where A op is the operator norm of A (maximum singular value). In our case A = |1 1| so A op = 1 and we may take η = 2 in eq. (23) above. So the Levy's lemma predicts
As we see comparing with eq. (24) Levy's bound pays a very small pre-factor in the exponential compared to the exact behavior and a quadratic rather than a linear dependence on the error .
Number operator
Let us now take an example from the non-degenerate case and take A to be the number operatorN , i.e. the operator with a k = k for k = 1, 2, . . . , d. For this operator we have A = tr A/d = (d + 1) /2. Since the norm ofN grows linearly with d we do not expect concentration to take place in this case. Now
We investigated numerically the function B (d, ) using eq. From this comparison we can draw similar conclusions as for the case of the random guess. Namely Levy's lemma predicts a qualitatively correct behavior in d, but with a much larger constant: C ≈ 24C . The quadratic dependence on the error is typically smaller and in both cases seen here, it was seen in fact to be linear for small enough .
Central limit theorem?
If the (non-degenerate) self-adjoint operator A has the following spectral resolution A = d k= a k |k k|, our random variable A(ψ) can be written as a weighted sum of the random variables X k (ψ) := | ψ|k | 2 . In the limit of large Hilbert space dimension d it is easy to see that the X k 's decouple. Indeed if h = k one has (20) with n = 2. Whence one obtains for the covariance:
e. the off-diagonal terms decay faster than the diagonal ones. This fact is a consequence of a well known, general result. In physics a manifestation of this phenomenon is the fact that the large-N limit of O (N ) invariant field theories (such as the non-linear sigma model) is a free, Gaussian, theory (see e.g. [16] ). Probabilists generally tend to see this result in the opposite direction, namely: in the large N limit, the Gaussian measure becomes highly concentrated on a hyper-sphere of given radius. Given these considerations it is natural to expect that the variable A satisfies a central limit theorem (CLT), at least for a certain class of operators A. By CLT we mean here that the rescaled random variable
(κ n (A) n-th cumulant) tends in distribution to a Gaussian with zero mean and unit variance as d → ∞.
Instead of trying to give a complete characterization of the precise conditions on A for the CLT to apply we will content here with a few examples (see however [7] ). Consider first the class of A with a k = k α (with say α > 0). Using formulae (1) and (4) we obtain, at leading order
e. the third cumulant of Z vanishes for large d. The approach to Gaussian for this case can be read off from figure 2. A potentially interesting class of operators consists of those A for which the average scales as the volume of the space i.e. the log of the Hilbert's space dimension. As a last example we consider then a k = log k. Correctly in this case one has A ∝ log d. Proving that the third cumulant of Z goes to zero is now more complicated. However Euler-Maclaurin formula is sufficient to prove the following result valid at leading order
Hence we see that also in this case κ 3 (Z) ∝ 1/ √ d. The approach to Gaussian is depicted in figure 2.
Conclusions
In this paper we considered the quantum expectation value of an operator A with respect to a pure state |ψ . We computed exactly the probability density of the expectation value when |ψ is drawn from the space of pure states according to the unique (Haar-induced) unitarily invariant measure. Generically, the resulting probability distribution is a compactly supported, piecewise polynomial function. We used the exact result to test the tightness of the concentration bounds obtained by Levy's lemma for a couple of particular cases, namely for A one-dimensional projector and for A =N the number operator. Levy's lemma reproduced a qualitatively correct scaling behavior with the dimension of the Hilbert, although with very small pre-factor as compared to the exact ones. The quadratic scaling with the error predicted by Levy's lemma was seen to reduce to linear scaling for sufficiently small in the cases studied. We have also noticed that quantum expectation of A can be regarded as a linear combination of random variables that decouple in the limit of large Hilbert space dimension. Here we limited ourselves to discuss a couple of examples of quantum operators whose expectation value fulfill a central limit type of result in such a limit i.e., a properly rescaled expectation becomes normally distributed. Before concluding it is important to mention that the Haar-induced measure over quantum pure states is well-known to be unphysical in different ways. In fact, sampling this measure with local quantum gates requires exponentially long random circuits [17] . Also, Haar typical quantum states are nearly maximally entangled [18] , while low energy eigenstates of local quantum Hamiltonian fulfill area laws [19, 20, 21] i.e., they have low entanglement. In view of these remarks one may question the physical relevance of the results presented in this paper and look for more constrained prior measures over the |ψ 's. For example, in view of applications to foundations of statistical mechanics of closed systems, it would be interesting to generalize our results to "sections of constant energy" where one draws pure states uniformly under some constraint of the form ψ|H|ψ = E as e.g. in the spirit of [22] .
A more ambitious goal would be to determine the distribution of expectations restricted to a set of "physical" states endowed with some "natural" measure. Instances of those ensembles are given in [24, 25, 26] where local random quantum circuits and matrix product states respectively have been considered. In these cases the lack of the maximal unitary invariance of the Haar measure represents the major obstruction one has to overcome. These equations have been obtained assuming Ω > max{a j }, but since they are analytic in Ω they must be true for all complex Ω. In particular, setting Ω = 0 in (A.3) we deduce that χ (λ) is regular at λ = 0, and in fact analytic and we obtain eq. (9). Considering instead Ω > max{a k } (resp. Ω < min{a k }) and applying the result to eq. (12) we obtain that P (x) = 0 for x > max{a k } (resp. x < min{a k }).
