Entanglement propagation in thermalization of an isolated quantum system by Yoshii, Ryosuke & Tsuchiya, Shunji
ar
X
iv
:2
00
3.
10
10
6v
1 
 [q
ua
nt-
ph
]  
23
 M
ar 
20
20
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We study dynamics of entanglement in the thermalization process of an isolated quantum many-
body system. We propose a simple setup for measuring the propagation speed of entanglement
entropy (EE) in numerical simulations and apply it to the integrable/non-integrable spin models
in 1D - the transverse Ising (TI) model, the chaotic Ising (CI) model, and the extended chaotic
Ising (ECI) model. We find that two distinct time-scales t∗ and tdiff arise in the dynamics of EE in
the thermalization process: the former represents the time-scale for the saturation of EE and the
latter characterizes spreading of EE over the entire system. Evaluating the propagation speed of
entanglement from tdiff , we find that entanglement propagates ballistically with a constant velocity
irrespective of the integrability of the model. The propagation speed of entanglement is found to
coincide with the maximum group velocity of quasi-particle excitations in the TI model. We also
evaluate the propagation speed of entanglement by mutual information and find that it agrees well
with the one evaluated by EE. We discuss the condition for thermalization based on the numerical
results and propose that scrambling of the entire system has to take place before saturation of EE
for thermalization.
PACS numbers:
I. INTRODUCTION
Entanglement is a key concept in modern quantum
theory and quantum information science [1]. The im-
portance of the notion of entanglement was first recog-
nized by Einstein, Podolsky, and Rosen (EPR) in their
attempt to demonstrate that quantum theory does not
provide a complete description of physical reality, where
a pair of particles in an entangled state was employed in
the thought experiment they proposed [2]. Motivated by
the work of EPR, Bell deduced inequalities that should
be satisfied by local hidden variable theories [3, 4]. He
revealed the striking feature of an entangled state: It pos-
sesses non-local correlations and violates those inequali-
ties. It suggests that quantum theory violates local re-
alism. The experimental verifications of violation of the
Bell inequalities pioneered by Aspect et al. [5–7] implies
that local realism is fundamentally violated in nature,
though there remains possibility of loop holes in the ex-
periments.
Recently, entanglement attracts renewed interests in
the study of quantum many-body systems [8]. It has been
realized that entanglement is a key to understand novel
aspects of quantum many-body systems such as quan-
tum phase transitions and topological phases [9, 10]. One
of the quantities that characterizes entanglement struc-
ture of a quantum many-body system is entanglement
entropy (EE). Although EE has been intensively stud-
ied theoretically in diverse fields [8, 11], measuring EE
in experiments remains challenging in usual solid state
systems. Cold atoms have emerged as an ideal platform
for studying entanglement in many-body systems due to
the unprecedented controllability. It is remarkable that
EE for atoms in an optical lattice has been successfully
measured making use of a quantum gas microscope [12].
Progress of cold atom experiments has also enabled in-
vestigation of fundamental issues in statistical mechanics
[13]. It is especially suitable for studying the mechanism
of thermalization in an isolated quantum system [14–19].
Experimental studies have elucidated that thermalization
under the unitary evolution of the whole system occurs
on local scale due to the growth of EE in subsystems [20].
Propagation speed of entanglement in a quantum
many-body system has also been a fundamental issue
and addressed theoretically [8, 21–25]. Propagation of
correlations have been experimentally studied using cold
atoms [26] as well as trapped ions [27]. It corresponds
to the speed of light in relativistic theories and restricts
propagation of information. It is deeply related with
thermalization in a quantum system and plays a crucial
role in the proof of the second law of thermodynamics
and the nonequilibrium fluctuation theorem [28, 29].
Since entanglement is not a conserved quantity that
can be locally created, a careful analysis is required to
study its transport. In Ref. [22], for example, propaga-
tion speed of entanglement, which is identified as that
of quasi-particles, is extracted from the time-evolution of
EE in a subsystem after a quench assuming that the char-
acteristic time for saturation of EE, referred to as t∗, is
related with the maximum propagation speed of entan-
glement V as t∗ = L/2V , where L is the system size.
However, it is not cleat that the growth of EE for a sub-
system is entirely due to propagation of quasi-particles
with maximum velocity.
In this paper, we study dynamics of entanglement in
an isolated quantum many-body system. We propose a
setup for measuring the propagation speed of EE and
illustrate it in numerical simulations of the transverse
Ising (TI) model, the chaotic Ising (CI) model, and the
extended chaotic Ising (ECI) model. We find that spread-
ing of EE over the entire system is characterized by a new
time scale tdiff that is distinct from the time scale for
2saturation of EE t∗. We evaluate the propagation speed
of entanglement from tdiff and find that entanglement
spreads ballistically with a constant velocity irrespective
of the integrability of the model. The propagation speed
of entanglement for the TI model is found to coincide
with the maximum group velocity of quasi-particle exci-
tations. We also evaluate the propagation speed of en-
tanglement by mutual information and find that it agrees
well with the one evaluated by EE. We finally discuss the
condition for thermalization based on the numerical re-
sults and we propose that scrambling of the entire system
has to take place before saturation of EE for thermaliza-
tion.
This paper is organized as follows: We introduce the
model in Sec. II and study the dynamics of total magne-
tization and EE in the thermalization process in Sec. III.
In Sec. IV, we describe the setup for numerical simu-
lations. We apply it to the spin models to study the
propagation speed of EE in Sec. V. We study propaga-
tion of entanglement by measuring mutual information
in Sec. VI. We conclude and give a brief discussion about
the condition for thermalization and experimental real-
ization in Sec. VII.
II. MODEL
We consider a one dimensional spin chain that consists
of N spin-1/2s described by the Hamiltonian
H = −J
N−1∑
i=1
σzi σ
z
i+1−J ′
N−2∑
i=1
σzi σ
z
i+2+
N∑
i=1
(hzσ
z
i + hxσ
x
i ) ,
(1)
where σµi (µ = x, y, z) are the Pauli matrices at the i-th
site. We set ~ = 1, J = 1, and assume zero temperature
throughout the paper. Specifically, we study three mod-
els in this paper: The TI model, the CI model, and the
ECI model. We set the parameters J ′ = 0, hz = 0 for the
TI model, J ′ = 0, hx = 1.05, hz = 0.5 for the CI model,
and J ′ = 0.8, hx = 1.05, hz = 0.5 for the ECI model.
We denote the spin-up and spin-down states at the i-
th site as | ↑〉i = |0〉i and | ↓〉i = |1〉i, respectively. In
our numerical simulations, we calculate eigenvalues and
eigenvectors of the Hamiltonian (1) by exact diagonaliza-
tion.
III. DYNAMICS OF ENTANGLEMENT
ENTROPY IN THERMALIZATION
We first discuss dynamics of EE in thermalization pro-
cess [19]. In an isolated system, the wave function for the
whole system evolves in time as |ψ(t)〉 =∑n ane−iEnt|n〉,
where En is the energy eigenvalue for the energy eigen-
state |n〉 and an = 〈n|ψ(0)〉. The average of an observ-
able A is given by
〈A(t)〉 = 〈ψ(t)|A|ψ(t)〉 =
∑
n,m
a∗name
i(En−Em)t〈n|A|m〉.
(2)
In the relaxation to equilibrium, the off-diagonal terms in
Eq. (2) vanish due to interference and the long-time av-
erage thus approaches the diagonal average 〈A〉diagonal =∑
n |an|2〈n|A|n〉. The system is considered to be ther-
malized if the diagonal average is equivalent to the mi-
crocanonical average
〈A〉microcan(E0) = 1NE0,∆E
∑
|En−E0|<∆E
〈n|A|n〉. (3)
Here, E0 = 〈ψ(0)|H |ψ(0)〉 is the total energy of the ini-
tial state and the summation in Eq. (3) is taken over the
states in the energy shell that has the width 2∆E around
E0. NE0,∆E is the number of states in the energy shell
and we set ∆E = 0.2 in the following numerical calcula-
tions.
We calculate time-evolution of total magnetization
Mz =
∑N
i=1〈σzi 〉. We set the system size N = 12
and choose the Ne´el state |ψ(0)〉 = |0〉1|1〉2|0〉3|1〉4 · · · ≡
|Ne´el〉 as the initial state. Whether the system thermal-
izes or not depends on the integrability/non-integrability
of the model. It is well known that the TI model is in-
tegrable because it can be diagonalized by the Jordan-
Wigner transformation [30], whereas the CI and ECI
models are non-integrable [29, 31].
Figure 1 (I) demonstrates thermalization in the ECI
model as the magnetization relaxes to the diagonal av-
erage that is close to the microcanonical average. On
the other hand, thermalization is not achieved in the TI
model as well as the CI model: The former shows a recur-
rence behavior of magnetization, while in the latter mag-
netization exhibits large fluctuation around the diagonal
average that does not coincide with the microcanonical
average (see Fig. 1 (I)). We note that the CI model does
not thermalize because of the finite size effect. We con-
firmed thermalization in the CI model for larger system
size N ≥ 14.
We compare time evolution of magnetization with that
of EE. If the whole system is divided into the subsystems
L and R (see Fig. 1 (II)), EE for the subsystem R can be
calculated as [8]
SR = −TrR(ρR log ρR). (4)
Here, ρ(t) = |ψ(t)〉〈ψ(t)| and ρR(t) = TrLρ(t) are the
density matrices for the whole system and the subsystem
R, respectively. TrR (TrL) stands for taking trace over
the subsystem R (L).
Figure 1 (II) shows the time evolution of EE for the
subsystem R. EE for the ECI model grows linearly in
the initial stage and then after a characteristic time t∗
saturates at the equilibrium value that is proportional
to the size of the subsystem d, which is known as the
volume law [8, 13, 20, 22]. The saturation of EE implies
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FIG. 1: (I) Time-evolution of total magnetization Mz =∑
N
i=1〈σ
z
i 〉 and (II) that of EE for the subsystem R for the
CI and ECI models. The diagonal and microcanonical aver-
ages for each model are indicated as the vertical lines in (I).
The inset of (I) shows a logarithmic plot of Mz.
thermalization of the system in the time scale of t∗. The
CI model exhibits a similar behavior, for which t∗ can
be defined as in Fig. 1 (II). The large fluctuation after
the saturation, however, implies that the system does
not thermalize, which is consistent with the behavior of
magnetization.
Comparing Figs. 1 (I) and (II), both magnetization
and EE saturate at the equilibrium values in the same
time scale t∗, which can be qualitatively understood as
follows [32]. Total magnetization can be written as
Mz =
N∑
i=1
〈σzi 〉 =
N∑
i=1
Tr(σzi ρ(t)) =
N∑
i=1
Tri(σ
z
i ρi(t)), (5)
where ρi = (
∏
j 6=i Trj)ρ is the reduced density matrix for
site i. It turns out from Eq. (5) that time-evolution of
total magnetization reflects that of the single-site density
matrix ρi(t). Thermal equilibrium in ρi(t) thus leads to
the saturation of both total magnetization and EE for a
single site in the same time scale of t∗.
IV. SETUP FOR NUMERICAL SIMULATIONS
In time-evolution under the Hamiltonian (1), entan-
glement between neighboring spins is generated locally
by the spin-spin interaction terms. Meanwhile, they cre-
ate correlations between distant spins and entanglement
propagates in time as the number of correlated spins
grows. EE for the subsystem R increases linearly in the
early stage of the time-evolution, as shown in Fig. 1 (II),
Bulk
Subsystem R
EPR
EPR  = 
N
d
FIG. 2: Setup for measuring propagation speed of entangle-
ment. A single spin is attached to the spin chain (bulk part).
The attached single spin and the bulk part are in a product
state in the initial state (a). The attached spin and a single
spin on the left end of the bulk part are entangled in the ini-
tial state (b). EE is evaluated for the subsystem R on the
right end of the bulk part with the size d. ℓ = N − d de-
notes the propagation distance of EE from the left end to the
subsystem R.
not only because entanglement generated in the subsys-
tem L propagates and spreads over the subsystem R, but
also entanglement is locally generated in the vicinity of
the subsystem R. It is not possible to distinguish EE
transported from the subsystem L and generated in the
vicinity of R in Fig. 1 (II). It is not clear, therefore, how
the characteristic time t∗ is related to the two origins for
the growth of EE.
To study propagation speed of entanglement, it is nec-
essary to evaluate time for entanglement to propagate a
certain distance. For this purpose, we make a comparison
of the time-evolution of EE for the two cases that start
from the different initial states, schematically shown in
Fig. 2. We consider a system that consists of N +1 spins
where a single spin at the site i = 0 is attached on the left
end of the spin chain on the sites 1 ≤ i ≤ N . We here-
after refer to the spin chain without the attached spin as
the “bulk part”. In studying dynamics, we let the bulk
part evolve in time under the Hamiltonian (1).
In the initial state (a), the attached spin and the bulk
part are in a product state as
|ψ〉a = |0〉0 ⊗ |Ψ〉bulk. (6)
In the initial state (b), on the other hand, the two spins
on the left end are maximally entangled as
|ψ〉b = Λ0,1
{ |0〉0 + |1〉0√
2
⊗ |Ψ〉bulk
}
, (7)
where Λ0,1 denotes the CNOT gate [1] with the site i =
0 being the control gate and the site i = 1 the target
gate. We note that the initial state (b) was introduced
in Ref. [29]. In the following numerical simulations, the
initial state of the bulk part |Ψ〉bulk is set to the Ne´el
state |Ψ〉bulk = |Ne´el〉 for simplicity. The initial state (b)
thus has an EPR pair on the left end. We performed the
same numerical simulations described below taking other
product states including a ferromagnetic state as |Ψ〉bulk
and confirmed the following arguments do not depend on
the specific choice of |Ψ〉bulk.
4V. PROPAGATION OF ENTANGLEMENT
ENTROPY
We compare time-evolution of EE for the three models
in order to study propagation of EE in detail. We evalu-
ate EE for the subsystem R with the length d on the right
end of the bulk part as shown in Fig. 2. ℓ = N − d de-
notes the distance for entanglement to travel from the left
end to the subsystems. We set the size of the bulk part
N = 10, for which we confirmed that the ECI model ex-
hibits thermalization but the CI and TI models do not. It
is expected that a comparison between these three mod-
els reveals the role of entanglement for thermalization.
A. Chaotic Ising model
Figure 3 (I) shows the time-evolution of EE for the CI
model. The curves for the initial states (a) and (b) pre-
cisely coincide during the linear increase in t < t∗ and
they split at tdiff(> t
∗) after saturation. The new char-
acteristic time tdiff can be interpreted as the moment at
which entanglement on the left end in the initial state
(b) reaches the subsystem R. It means that entangle-
ment spreads over the system in the time-scale of tdiff .
This interpretation is consistent with the fact that tdiff in-
creases as the travel distance of entanglement ℓ increases
as shown in Fig. 3 (I).
It is remarkable that the saturation and the spreading
of entanglement occur in the two different time-scales t∗
and tdiff , respectively. In view of the fact that splitting
of the curves for (a) and (b) takes place after saturation,
t∗ may be related to the time-scale for local generation of
entanglement, where the rate of local generation of entan-
glement determines the saturation time t∗. We discuss
about t∗ in more detail in Sec. VII.
Figure 4 (I) shows ℓ = N − d as a function of tdiff for
the CI model. The propagation speed of entanglement
can be evaluated by the slope of the curve. The constant
slope in Fig. 4 (I) indicates ballistic propagation of entan-
glement with a constant velocity vCI ≃ 2. We confirmed
that the propagation speed evaluated in this manner de-
pends on neither the specific choice of the initial state
nor the system size. Although the same conclusion has
been obtained in Refs. [23, 29], the analyses in these pa-
pers are based on the evaluation of t∗ that may not be
directly related to entanglement propagation.
B. Transverse Ising model
We apply the same analysis made above to the TI
model in order to examine what determines the prop-
agation speed of entanglement. Figure 4 (II) shows ℓ-
tdiff plot for various strength of the transverse magnetic
field. It demonstrates that entanglement spreads with a
constant speed, because each curve has a constant slope.
0
2.0
4.0
t*
S E
E
t
diff 0.5
tdiff
0
10-6
-10-6
∆SEE d=8
(III)
S E
E
3.0
2.0
1.0
tdiff
(b)
(a)
t*
(I)
t0 10
tMI
=8
=7
=6
I 
(0
|R
) 0.5
0
(II)
d=2 d=3 d=4
(b)
(a)
(b)
(a)
d=2 (       )
d=3 (       )
d=4 (        )
FIG. 3: Comparison of time-evolution of EE starting from
the initial states (a) and (b) for the (I) CI model and (III)
ECI model. Arrows indicate the two characteristic time scales
t
∗ and tdiff for d = 2 (ℓ = 8). Difference of EE ∆SEE =
SEE(b) − SEE(a) is shown in the inset of (III). (II) Mutual
information I(0|R) for the CI model. Arrow indicates tMI for
d = 2 (ℓ = 8).
The slope of the curve increases monotonically as hx in-
creases for hx < 1, whereas it is almost independent of hx
for hx ≥ 1. Thus, the propagation speed of entanglement
vTI can be evaluated as
vTI ≃
{
2hx, (hx < 1),
2, (hx ≥ 1). (8)
The TI model can be diagonalized by the Jordan-
Wigner transformation [30] as
H =
∑
k
εk
(
γ†kγk −
1
2
)
, (9)
where γ†k is the creation operator of a quasi-particle with
momentum k. The energy dispersion of quasi-particles is
given by
εk = 2
√
1 + h2x − 2hx cos k. (10)
The maximum group velocity of quasi-particles is found
to be
vmax = maxk{∂εk/∂k} =
{
2hx, (hx < 1),
2, (hx ≥ 1). (11)
The same dependence of vTI and vmax on hx thus indi-
cates that EE propagates with quasi-particle excitations.
We note that vTI in Eq. (8) is much below the upper
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FIG. 4: (I) ℓ is plotted as a function tdiff and tMI for the CI
model. The propagation speeds of EE and mutual information
are evaluated from the slope of the curves as vCI ≃ vMI ≃ 2.0.
(II) ℓ is plotted as a function of tdiff for the TI model for
various strength of the transverse field hx. Propagation speed
of entanglement vTI is proportional to hx as vTI ≃ 2hx for
hx < 1, while it is a constant vTI ≃ 2.0 for hx ≥ 1.
bound 12e determined by the Lieb-Robinson theorem ap-
plied to the TI model [33].
Figure 4 (II) shows that the curve for the CI model has
the same slope as those for the TI model with hx ≥ 1. It
suggests that the longitudinal magnetic field does not af-
fect propagation speed of entanglement and strongly sup-
ports the validity of the quasi-particle picture for trans-
port of entanglement in the CI model despite its non-
integrability.
C. Extended chaotic Ising model
Figure 3 (III) shows time-evolution of EE for the ECI
model. The saturation of EE clearly demonstrates ther-
malization of the system. The two time scales t∗ and tdiff
also arise analogous to the CI model. In contrast to the
CI model, however, the two curves for the initial states
(a) and (b) split at tdiff much earlier than the saturation
at t∗, i.e., tdiff ≪ t∗. It indicates that thermalization is
achieved after entanglement spreads over the system.
The propagation speed of entanglement can be evalu-
ated from the ℓ − tdiff curve for the ECI model, which
is not straight due to the even-odd dependence of tdiff ,
in Fig. 4 (II). Since the next-nearest-neighbor (NNN)
interaction directly couples the attached spin with the
spins on the even sites, entanglement spreads on the even
sites faster than the odd sites and thus tdiff is smaller
for even ℓs than odd ℓs. The average propagation speed
vECI ≃ 4.5 is much faster than vCI and vTI due to the
NNN interaction.
VI. MUTUAL INFORMATION
We demonstrate that propagation of entanglement can
be also detected by measuring mutual information that
quantifies bipartite correlation [10]. The mutual infor-
mation between the attached spin and the subsystem R
is given as I(0|R) = S0 + SR − S0R, where S0, SR, and
S0R denote entanglement entropy for the attached spin,
the subsystem R with length d, and their joint system,
respectively. It is expected that I(0|R) becomes finite
when entanglement spreading from the left end gets to
the subsystem R at tdiff . The time-evolution of the mu-
tual information in Fig. 3 (II) indeed shows tMI ≃ tdiff ,
where tMI is the moment at which I(0|R) starts to in-
crease from zero. The propagation speed of correlation
evaluated by mutual information vMI = 2.0 agrees well
with vCI = 2.0 as shown in Fig. 4 (I).
VII. CONCLUSION AND DISCUSSION
We have examined dynamics of entanglement in an iso-
lated quantum system focusing on EE. In our numerical
simulations, we found that two time-scales arise in the
thermalization process of an isolated quantum system:
t∗ and tdiff . t
∗ represents the time-scale for saturation of
EE. Since the size of the Hilbert space for a subsystem
with length d is 2d, the maximum value that EE saturates
is proportional to d as maxSEE ∝ log2 2d = d, which ex-
plains the volume law. Since EE grows linearly in time
before saturation reflecting local generation of EE with
a constant ratio, dSEE/dt = Γ is a constant and thus we
find t∗ ∝ d/Γ. tdiff , on the other hand, represents the
time-scale for spreading of entanglement over the whole
system. In other words, tdiff characterizes how fast the
system is scrambled. The numerical results tdiff & t
∗ for
the CI model and tdiff ≪ t∗ for the ECI model imply that
scrambling of the entire system has to take place before
saturation of EE.
The condition for thermalization can be derived from
the following observation. Entanglement can propagate
the distance ξ = vEE · t∗ before EE saturates, where
vEE = ℓ/tdiff is the propagation speed of EE. If ξ is
much larger than the size of the subsystem d, i.e. ξ ≫ d,
scrambling between the subsystem and other parts of the
system occurs before local saturation of entanglement is
achieved. As a result, the entire system is scrambled
enough to realize thermal equilibrium when EE satu-
rates. In the case of the ECI model, for example, ξ ≃ 10
for d = 2 and thus ξ ≫ d. If ξ is smaller than d, i.e.
ξ . d on the contrary, subsystems are not scrambled
enough when EE saturates. Consequently, EE exhibits
large fluctuation after saturation as shown in Fig. 3 (I),
6because entanglement propagating from other parts of
the system reaches the subsystem even after EE satu-
rates in the vicinity of the subsystem. In the case of the
CI model, ξ ≃ 3 for d = 2 and thus ξ ≃ d.
We briefly note that similar phenomena occur in the
quench dynamics of spontaneous symmetry breaking.
Cooling the system through the transition tempera-
ture at a finite rate results in the formation of finite-
size domains, in each of which the order parameter is
chosen independently. The formation of domains has
been observed in various condensed matter systems in-
cluding Bose-Einstein condensates and superconductors
[34]. The mechanism for the formation of such domains,
known as the Kibble-Zurek mechanism [35, 36], was ex-
plained in terms of the finite propagation speed of light or
causality in the context of cosmology [35]. Since causally
disconnected regions do not influence each other, they
have independent choices for the order parameter. The
formation of domains in the Kibble-Zurek mechanism is
analogous to local saturation of EE in our problem. The
independent choice of the order parameter in each do-
main leads to the loss of coherence in the Kibble-Zurek
mechanism. This is analogous to the situation where
the system does not thermalize when it is not scrambled
enough in the CI model.
The simple setup for measuring the propagation speed
of EE that we proposed in this paper may be eas-
ily applied to cold atom experiments. We specifically
propose to use the setup for the experiments done by
Greiner’s group [12, 20], in which Re´nyi entropy of ul-
tracold bosonic atoms in a 1D optical lattice has been
measured. The dynamics of Re´nyi entropy starting from
the Mott insulating state that has been already measured
corresponds to the dynamics of EE starting from the ini-
tial state (a). For realizing the initial state (b), we first
prepare atoms in the Mott insulating regime and isolate
two atoms on the left end of the chain by a high poten-
tial barrier. After ramping down the barrier potential
between the two sites, we let the two sites evolve in time
so that two atoms are entangled. The propagation speed
of entanglement can be estimated by comparing the dy-
namics of Re´nyi entropy for the whole system except the
single site on the left end analogous to the present study.
An extension of the present work to dynamics of atoms
in optical lattices is in progress [37].
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