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In [ 1] und [6] wurde unter anderem gezeigt, dalj zu jeder Funktion .f’ 
aus C[O, l] mit .f(O) = 0, zu jedem E >O und zu jeder Folge positiver 
Zahlen N’,, mit M’,, --f x ein Polynom P(.u) = xz~_ I LI,,X” existiert mit 
I,f‘(.u) ~ Pa < E(.Y E [0, 11) und la,, 1 < ~1;: (n = 1, 2 . . . . . N). 
Dieses Ergebnis sowie such weiterfiihrende Satze in [2] konnten in ganz 
spezieller Weise durch die Abschatzung der Koeftizienten Bernsteinscher 
Polynome gewonnen werden. 
Urn nun nicht nur fur Polynome sondern such im Falle allgemeinerer 
Linearformen bestmogliche Approximationen dieser Art bei zugehorigen 
Koeffizientenbeschrankungen zu erhalten, zeigen wir in Form einer 
allgemeineren Theorie mit einer in [4] benutzten funktionalanalytischen 
Beweismethode die Aquivalenz solcher Approximationseigenschaften mit 
gewissen Identitatsbedingungen fiir Integraltransformationen. 
Als Anwendung dieser allgemeineren Ergebnisse lassen sich dann 
zahlreiche spezielle Approximationssatze herleiten. Insbesondere erhalten 
wir sehr einfache und elegante Beweise fur die folgenden drei Satze, die 
teilweise Verscharfungen zu [ 1 ] und [2] ergeben. 
Es bezeichne (A,,),: im weiteren stets eine Folge verschiedener reeller 
Zahlen mit 0 = /lo < i, (n = 1, 2,...). 
Sutz 1. Gilt C,;=, (l/R,,) = ;c und A,, + , - 2,, 3 L’ > 0 ji2r die Folgr (i,,), 
dunn giht es zu jeder Funktion .f’~ C[O, 11 , ,-u,jedem E > 0 und zu jeder Folge 
(H.,) positiwr Zahlen mit w,, + cc (n -+ tic ) tin Po!,wom P(x) = I,:= !, u,.+ 
so, da/J 
und 
I./“(.~) - P(.u)l < c(.u E co, I]) 
an =f‘(O), jawI -c wf;t~ (n = 1, 2 ,.... N). 
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Als Versch;irfung zu [ 1, Theorem 3; 2, Theorem 21 erhalten wir 
SAT2 2. Unter den Voraussetxmgen wn Sat: 1 heAi,glich (I.,,) gihr rs zu 
,jeder Funktion ,f E C[a, h] mit 0 <a < h und x jedem c > 0 rin Polynom 
P(x) = cfi’- 0 a,,xi” sowie ein Pol~wom P,(s) = C;l” , h,,.? mit 
1 f(A) - P(,)l <i:, l,f’(.u) - P,(.v)l <c (.Y t [a, h]) 
und a0 =.f(aL CA, la,, I 0’” < I. IiT-, lb,, / (u/( I + z ))“’ < 1. .so dab itzLshc~son- 
dere gilt 
lu,, I< u “‘> Ih,,l <((I +L)/LI)“’ (n = 1, 2 ,.... N). 
Im Falle beschrankter j.,, ergibt sich 
SATZ 3. Gilt I.,, + k (n + x ) mit 0 < k < x ,ftir dir Folge (i,,), dunn giht 
es zu ,jeder Funkrion ,/‘E C[O, 11. z u e j d em c > 0 und zu ,jeder Folge (\t’,,) 
positicer Zahlen mit 12’,~ + x. ein Pol~wom P(.Y) = Xi:- (, LI,,.Y’” tnil 
l.f(.u)- P(.u)l <X(.YE [O, I], 
und 
u,,=f’(O), 2 lLl,,I I,.,,-h-l”,‘< I. 
ti I 
Urn nun fiir entsprechende Approximationen durch Linearformen aus 
anderen Funktionen eine allgemeinere Theorie zu erhalten, betrachten wir 
einen linearen normierten Raum X mit der Norm il,f’Il fiir f‘~ X und bilden 
abzghlbare Systeme S c X von Elementen K,, E X (n = 1, 2,...). 
Wir sagen, daD das System S in X beziiglich einer Folge positiver Zahlcn 
c,, (n = 1, 2,...) die Identitatseigenschaft I(K,,, c,,) besitzt, falls fiir jedes 
beschrgnkte lineare Funktional F auf X aus F(K,,) = Cfi(c,,) (n ---t 1x1) stets 
F(f) = 0 fiir alle f’~ X folgt. 
Wir beweisen als wesentlichen Hilfssatz 
SATZ 4. Es sri X ein linearer normirrter Raum mit der Nortn II,f.j .fi? 
f E X. Ferner sei S ein System mit Elementen K,, t X (n = 1, 2,...). und cs se& 
c,, (n = 1, 2,...) positive Zahlen. Genuu dann giht es zu jedrm .J’E X und zu 
jedem e > 0 ein P = Ct=, a,, K,, uus X tnit 
lI.f’F p II < c und i la,1 I c,, < 2:. 
,i I 
(1) 
wenn I(K,,, c,,) gilt. 
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Es sei darauf hingewiesen, daB die Abschatzung ( 1) bei beliebigem f~ X 
mit 
ll.f- PII < 1 und f I% I <?I < 1 
,,I I 
gleichwertig ist. 
Wir wahlen nun speziell X= C,[O, q] mit 0 < q 6 m. Dabei bezeichne 
C,[O, q] fur endliches q die Klasse aller auf [0, q] stetigen Funktionen f 
mit ,f(q) = 0. Entsprechend sei C,[O, x] die Menge aller auf [0, cc) 
stetigen Funktionen f mit ,f(r) + 0 (I + K#). Die beschrankten linearen 
Funktionale F auf C,[O, q] (0 <q d m) haben bekanntlich die Gestalt 
[7, s. 1391 
F(f) = j’.f(t) da(f) mit ’ Ida(t)/ < co, 
0 c 0 
wobei x im Falle eines endlichen q wegen f’(q) = 0 als linksseitig stetig in 
t = q angenommen werden kann, und die Integrale im Falle q == a als 
uneigentlich beziiglich m zu lesen sind. 
Fur ein System S mit Funktionen K,, E C,[O, q] bezeichnen wir jetzt mit 
Zlo,q )( K,, , c,,) die Identitatseigenschaft, da13 aus 
K,,(t) da(t) = e(c,,) (n + xc-3 s 
y Ida(r)1 < cc 
0 
stets a(t) = 0 (t E [0, q] bzw. r E [0, x ) im Falle q = E ) folgt fur jede nor- 
mierte Belegungsfunktion a. Dabei heiDt 2 normiert, wenn x linksseitig 
stetig in (0, q] bzw. in (0, ccl) ist mit a(0) = 0. 
Aus Satz 4 erhalten wir unmittelbar als Hauptergebnis fur die 
Approximation durch Linearformen von Funktionen 
SATZ 5. Es sei S ein S>lstem aon Funktionuz K,, E C,)[O, q] (0 < q < a), 
und es seien c, positive Zuhlen. Genau dann gibt es zu jeder Funktion 
,/‘E C,,[O, q J und zu jedem i: > 0 rin P(s) = Cr_, u,,K,,(s) mit 
1 f(s) - P(s)/ cc (s E [0, q], b-u’. s E [O. x’) im Fulle q = X)I 
und f la,, I L’,, < E, (2) 
,I I 
wenn I lo.yl(&3 c,) gilt. 
Fur die Anwendungen ist der folgende Identitatssatz von Mikusinski [S] 
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besonders wichtig, wobei wir diesen Satz in der nach 13, S.lO] 
umgeformten Gestalt iibernehmen. 
SATZ 6. Ist (i,,) eine Folgr rnif C,;~ , ( I ii.,,) = % lrnd j.,, + , - &, 3 c’ > 0, 
dann impliriert 
,. r 
C’ “,A &(f) = (P(e ‘V”) (I?+ x) rnit i’ ltb(t)~ <r/_ 
-0 -‘II 
,fir jade normierte Funktion r und fiYr jc&.r cwdliclze y > 0 .vtet.s x( t ) = 0 
(f 6 co, 41). 
Ein neuer Beweis von Satz 6 wurde in 14, Folgerung aus Satz 31 
gegeben. 
Satz 1 folgt unmittelbar aus Satz 5 fur K,,(t) = CJ “*,- c’,, = R‘,~ ‘,I bei der 
Approximation von ,f’(.u) -,f’(O) mit .Y = c ‘, da sich die Bedingung 
I,,, , ,(K,,. I\‘,~ ‘,z) wegen )I‘,> + r; aus Satz 6 ergibt. Es sei noch darauf 
hingewiesen, dab die sich zunachst nach Satz 5 ergebende Abschatzung 
CL I lu,, I I”,, ‘n < c unter den Voraussetzungen von Satz I keine Verschar- 
fung gegeniiber ELI,, 1< u$ darstellt. 
Satz 2 folgt entsprechend US Sate 5 und Satz 6, wobei ohne 
Beschrankung der Allgemeinheit 0 < (I <h = I in Sate 2 angenommen sei. 
Wir sctzen fur (I = (1 ‘I hicrbei K,,(t) = c “.’ C’ “‘,,, c,, = 11 ii’f8. so dab 
K,,(y) = 0 ist. Da sich dann fur diese K,, nach Satz 5 die Approximation (2) 
mit 2,: , lo,, I 6’ q’U <I: ergibt. so konncn wir diese Funktionen K,, such 
durch LJ I’. bei Erhaltung von (3) ersctzen. so da0 wir daher fur .X = (1 ’ 
das Polynom P(.Y) in Satz 2 durch die Approximation van J(Y) - ,f’(rr) auf 
[a, 1] erhalten. Wird aullerdem f’ stetig auf das Interval1 [u ~ L h] mit 
f’(a ~ c) = 0 fortgesetzt. dann cxistiert entsprechend fur LI ~ 1: = CJ ‘I nach 
Satz 5 ein Polynom P,(.v) = I:,:- , /I,,.\-‘,$ mit 
1 f’(u) ~ P,(x)1 CC (.Y E [U - 8:. h ] und c / h,, / (u -- i: )“” < I, 
,I I 
wobei letzteres mit Cf_, lh,, I(uj( I + i:))‘“< 1 gleichwertig ist. Damit ist 
Satz 2 bewiesen. 
Zum Beweis von Satz 3 ist nach Satz 5 zu zeigen, dab 
I” ’ 
C’ ‘““d~(t)=C”(lj,,,-kI”~). i.,,+k>O (II”Y_‘) 
. 0 
fur normiertes und variationsbeschranktes cx stets r(t) = 0 (t 3 0) impliziert. 
Die Funktion g mit g(.v) = j,; CJ ” dz( t) ist aber in der offenen rechten kom- 
plexen Halbebene analytisch, so dab aus go.,,) = C! (I;(,! - kI’lfl) bei 
KOEFFIZIENTENWACHSTUM 23 
Entwicklung von g(s) in eine Potenzreihe urn s = k wegen M’,? -+ CX> leicht 
g(s) = 0 folgt, woraus sich nach bekannten Identit%tssSitzen fiir Laplacein- 
tegrale cc(t) = 0 (t 3 0) ergibt. 
Als weitere Anwendung von Satz 5 ergeben sich zahlreiche 
Approximationsstitze insbesondere im Fall, da0 K,,(r) = K( ti,,) m:it einer 
Funktion KE C,[O, X] ist, sofern sich dann zugehiirige Iden- 
titatsbedingungen I,, % ,( K,,, c,?) herleiten lassen. Diese kiinnen in vielen 
Fillen durch Zuriickfiihrung auf Identit2tssatze fiir Laplaceintegrale oder 
analytische Funktionen bei Benutzung von Satz 6 gewonnen werden. 
Aus der groDen Fiille andersartiger Anwendungen beweisen wir hier nur 
folgenden Approximationssatz. 
SATZ 7. Dir Funktion 4, d(z) =&=, h,zk xi anai~~tisch ,fiir Ir/ <r, 
r > 0, nvhci 
hi # 0 
geltcj. Es seirn (L,,), (t,,) Folgen positiver Zuhlen mit A,, + ccc, t,, + <TV 
(n + x ). Dann giht es ;u jeder Funktion ,f’~ C[O, I ] mit f(0) = 0 und x 
,jedem t: > 0 ein P(.u) = I;:- ,),~ u,,&x/~.,,) mit 
I./$x)-Pa <t (*YE [O, I]) und 1 Ill,, 1 /i,, I,] < I. 
II ~ M,) 
Hicrhei ist n,, .so groJ gecviihlt. duJ j.,, ’ < r (n 3 n,) gilt. 
Ganz speziell erhalten wir zum Beispiel fiir q5(:) = :I(-- + I ). 
SATZ 8. Es seicw (/I,,), (t,,) Folgen positiver Zahlcw mit E.,, + z, t,, -+ x8 
(n -+ z). Dann gibt es zu jeder Funktion ,f‘E C[O, I ] mit ,f(O) = 0 und zu 
,jc&m i: > 0 rin P(.Y) = C,y- , a,,(x,/(.u + it,,)) mit 
Entsprechende S;itze ergeben sich fiir b(z) = 1 - c ‘, sin :, 1 - cos r. 
Bewis x Sat; 7. Fiir K,,(t) = d(e ‘:j>,,) ist nach Satz 5 die Bedingung 
ZIo. , ,( K,,, L,, ‘?I) zu zeigen. Aus 
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mit 5; \cioc(r)i < #CC folgt bei der Multiplikation mit 1.: fur n -+ x, jedoch 
sukzessiv fur k die ldentitat j; e ” &(t) = 0, falls h, # 0 ist. Bei Beachtung 
von 
erhalten wir a(t) = 0 (r 2 0) nach Satz 6. womit Satz 7 gezeigt ist. 
Br~~is III Sutz 4. Es gelte zunachst I(K,,, c,,) fur das System S des 
linearcn normierten Raumes X. und wir beweisen die Approximation (I ) 
funktionalanalytisch. Es sei A , die Klasse aller unendlichen Tupel 
/I = ( (1 , , LI? . . . . . (I ,,....) mit beliebigen Koeffizienten (I,,, und es sei ferner 
4 c A , die Unterklasse aller /Jo A , mit N,, #O fur nur endlich viele n. Es 
bezeichne [I,, das Nullelement. Jedem /i = ((I,, cl2 ,..., N \. 0, 0 ,...) E A werde 
P,, E X zugeordnet mit P,, = x,:_ , u,, K,,. Wir bilden nun die Menge T aller 
Tupel 11’= (,f: fi) mit I‘E X und 11)~ A. Die Klasse C: aller Tupel (P,{. p) mit 
/j t 4 ist dann tine Untermengc von T. 
Mit der Norm 
mit II/O = C2 , III,, I o,, fur [j = (u, ,.... 0 \. 0, O,...) ist T ein linearer normier- 
ter Raum bei Beachtung von c,, > 0. Offensichtlich ist U ein linearer 
Unterraum von T. 
Zum Beweis von (1 ) geniigt es i?= T zu zeigen, wobei i? die 
abgeschlossene Hiille von 0 in T beziiglich obiger Norm ist. Es sei nun F 
ein beschranktes lineares Funktional auf T mit F(Pii, 8) = 0 fur alle 
( P,j, 8) E C’. Dann ist F(M.) = 0 fur alle rr = (f; [I) E T zu zeigen [7, S. 1141. 
Da ~1‘ = (.f; /I’) = (,f; /ICI) + (,fi,, [j) ist mit .fb als Nullelement in X und mit 
dem Nullelement /Ion A. so folgt aus der Linearitat von F fur alle 
\I‘ = (.f; [j ) E 7 
F(d = F(f; B,,) + F(.f;,, B,. (3) 
Durch den ersten Term F(.f; B,)) in (3) wird nun ein beschranktes lineares 
Funktional auf X gebildet. 
Spezielf fur /?A E A (k = 1, 2 ,...) mit den Koeffizienten a!,“) = 0 (n # k), 
u:” ’ = 1 und fur ,f‘= I’,,, = K, (k = 1, 2 ,__. ), rr‘ = (Kk, flk) ergibt sich wegen 
F(P,{, /I)=0 aus (3) 
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wobei //Fl/ die Norm des linearen Funktionals F ist. Somit folgt aus 
I(K,,, c,,). daB F(,/; /I,,) auf X das Nullfunktional ist. Nach (3) erhalten wir 
daher 
F(w) = F( 1: B, = F(.f;,, 8, (It’ E T). (4) 
so daU die Werte von F(,fl /I) und F(P,!, b) nach (4) fur alle (,f; /I)E T 
ubereinstimmen. Aus F(P,,, p) = 0 (/j E A) folgt somit F( 11,) = 0 fur alle 
11‘ E T. 
Umgekehrt sei die Approximation (1 ) fur das System S vorausgesetzt, 
und es gelte 
I F( K,,) I 6 JMC’,, (/7= 1,2....) (5) 
fur ein beschranktes lineares Funktional F auf X mit einer Konstanten M. 
Falls ein j’, E X mit F(,f’, ) # 0 existiert, dann lassen sich nach (I ) Elemente 
I’, = CJ!, tii,“’ K,, fur k = 1, 2 . . . . aus X wahlen mit 
und 
,Aus (5) und (7) folgt aber 
IF( d f #,“‘1 iF(K,,)/ < 2 ILI,,“‘~ Mc,,+O (k + ‘CL ), 
l, _ I II- I 
was ein Widerspruch zu (6) ist. Somit gilt I(K,,, I‘,,), und Satz 4 ist in allen 
Teilen bewiesen. 
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