Some theorems on harmonic renewal measures  by Stam, A.J.
Stochastic Processes and their Applications 39 (1991) 277-285 
North-Holland 
277 
Some theorems on harmonic renewal 
measures 
A.J. Stam 
Mathematisch Instituut, Rijksuniuersiteit Groningen, P.O. Box 800, 9700 AV Groningen, Netherlands 
Received 19 June 1990 
Revised 1 October 1990 
The harmonic renewal measure v for the random walk S,, is defined by v(A) =~~==, n-‘P(S, E A). The 
paper gives weak asymptotic relations as x + CC, for v([O, x]) under weak conditions. 
random walk * renewal theory * limit theorem * slow variation 
1. Introduction 
Let X, , X2, . . . be i.i.d. random variables with distribution function F, not degenerate 
at 0, and let &=O, S, = XI+. ..+X,, nzl. We put EX,=p if E(X,[<oo and 
Var X, = v2 if EX: < co. The harmonic renewal measure associated with F is defined 
by 
P(A)= ; k-‘P(S,EA), 
k=l 
(1.1) 
which is finite for bounded A, since P(& E A) s Ck-‘12, where C depends only on 
A, see Rosen (1962). We have 
m 
G(x) = ~((-2, x]) = 1 k-‘P(S, G x) <Co 
k=l 
(1.2) 
if and only if the descending ladder of the random walk is defect, see Feller (1971, 
Chapter X11.7). 
When X, ~0 a.s., we put 
fW=J exp(-sx) dF(x), (1.3) 
g(s) = exp(-sx) dG(x) = -log(l -f(s)), (1.4) 
h(s) = J m(l-F(x))e-‘xdx=s-‘(l-f(s)). (1.5) 0 
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Harmonic renewal measures were studied by Greenwood, Omey and Teugels 
(1982a,b) and by Griibel (1986, 1988). They play a r8le in the fluctuation theory of 
random walks, as is seen from the well-known distributions of ladder variables and 
entrance times into (-a, 0), see Feller (1971). Other applications are to stable 
attraction, see Greenwood, Omey and Teugels (1982b), where harmonic renewal 
measures on R2 are introduced. 
Harmonic renewal sequences also occur in the theory of polynomials of binomial 
type, viz, of those having the renewal property defined in Stam (1987), where the 
discrete analogue of (1.4) occurs. Harmonic renewal measures are a special case of 
generalized renewal measures p(A) = C, ckP( Sk E A). Because of their simple form 
they have interesting analytic properties. The measure (1.1) is near the boundary 
between finite and infinite p and may indicate properties of those p being nearer 
to this boundary, e.g. when ck varies regularly of index -1. Greenwood, Omey and 
Teugels (1982a) derive a number of asymptotic results for G(x) and jt t dG(t) as 
x + co by Abelian and Tauberian theorems under the assumption that X, 2 0 a.s. 
Griibel (1986) proves asymptotic results for G(x) and v(A + x) as x + 00 or Ix]+ ~0 
by Banach algebra techniques. Our aim is to show that under weaker assumptions 
weaker versions of these theorems still hold. Theorems are stated in Section 2, and 
proofs, partly by probabilistic techniques, are given in Section 3. 
Let 
U(A) = f P(S, E A) (1.6) 
n=O 
denote the (ordinary) renewal measure associated with F. When the random walk 
{S,} is transient, U(A) < ~0 for bounded A and then we have for u with compact 
support 
I dx>x ddx) = kzl k-‘~{StJtSk)) =kf, E{X,dSk)) 
= 
I 
u(x) d(Q * U)(x), 
where * denotes convolution and dQ(x) = x dF(x). So the measure R with dR(x) = 
x dv(x) is the convolution of Q and U. When E(X,( <CO and w > 0, it follows that 
k-‘R is the (delayed) renewal measure for the random walk with P(&E A) = 
p-IQ(A) and P(X, s x) = F(x), i 2 1. It follows then that v((x, x+ h]) - hx-’ when 
X, is nonarithmetic and ~({n}) - K1 when X, is arithmetic with span 1. Here 
a(x) - b(x) means a(xj/b(xj + 1. Griibel (1988) even shows that in the latter case 
CzZp=, /~({n}) - n-‘( <CO. A necessary and sufficient condition for Y((x, x + h]) - hx-’ 
or v({n}) - n-r does not seem to be known. From (1.4) and (1.5) we have, when 
X, 2 0 as., 
I exp(-=)x ddx) = -f’(s)ltl -f(s)) = S-I-(h(~)+f’(~))/(i -f(s)). 
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When F has density F’, 
h(s)+f’(s) = 
I 
CL (1 -F(x)-xF’(x) eesx dx. 
0 
We may have p = 00, whereas 1 -F(x) -xF’(x) is the density of a finite signed 
measure p, e.g. when F(x) = 1 -x-I, ~21. Then R=A+-p* U, where A, is 
Lebesgue measure on R, and U( (x, x + h]) + 0 as x + ~0. 
A class of distributions for which ~({n}) = nP’, n > 1, is given in Example 1. 
Euler’s constant is denoted by y. Different constants in a proof will be denoted 
by C when no confusion is expected. 
2. Results 
Example 1. Ifx,~{..., -2,-l,O,l} U.S., andEX,?O, then v({n})=K’, nal. 
Theorem 1. Let Xi Z= 0 a.s. Then 
G(x)-logx, x+=J, 
if and only if 
lim (log H(x))/log x = 0, 
X”X 
where 
Theorem 2. Let Xi 2 0 as. Then 
I 
x 
t dv(t)-x, x+00, 
0 
if and only if H(x) varies slowly as x + ~0. 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
Remark 1. It was shown by Greenwood, Omey and Teugels (1982a) that then 
G(x)-logx+log H(x)+ y. 
Theorem 3. If EIX,l<a and p>O, 
G(x)-logx+log/1+7, x+00. (2.5) 
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Remark 2. Cf. Theorem 2 in Griibel (1986). 
Remark 3. Greenwood, Omey and Teugels (1982a) proved the following partial 
converse of Theorem 3. When Xi 2 0 as., we have G(x) -log x + L if and only if 
EX, < 00 and then L = y -log p. Since 
G(x)= C kp’- C kp’P(S,>x)+ 1 k-‘P(S,,sx), 
k c- cx k s cx k>rx 
it follows that if Xi 3 0 as., and for some c > 0, 
C k-‘P(S,sx)- C k-‘P(S,>x)+M, 
k>cx k=cx 
as X+CO, then p <CO and c eM =p”‘. 
Theorem 4. Let X, be nondegenerate, EX: < 00 and p = 0. Then as x + 00, 
v([O,x])-logx+-loga+y+;log2+ : kp’{P(S kzO)-4). (2.6) 
k=l 
Remark 4. Cf. Griibel (1986, Theorem 4). There is a printing error: a term log 2 is 
missing. That the series in the right-hand side of (2.6) converges absolutely, was 
proved by’ Rosen (1962). 
The theorems in this section do not distinguish between arithmetic and nonarith- 
metic X, . This shows that the approximations contained in them are not sharp. 
3. Proofs 
Proof of Example 1. Let 7, =min{k: Sk =‘n}s Co. It was proved in Kemperman 
(1961) and Wendel (1975) that 
P(T, =j) =; P(S, = n). (3.1) 
If EX, 3 0 we have 7, (00 a.s., which proves the assertion of the example. When 
--CO< EX, <O the relation (3.1) gives 
(3.2) 
Proof of Theorem 1. If p <cc both (2.1) and (2.2) are true, see Section 1. So we 
assume p = ~0. From (1.4) and (l.S), 
g(s) =log s-‘-log h(s). 
So by Karamata’s Abel-Tauber theorem, see Bingham, Goldie and Teugels (1987, 
Chapter 1.7) the relation (2.1) holds if and only if (logs)-’ log h(s)+0 as s & 0. 
The theorem now follows from the following lemma. 0 
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Lemma 1. Let W be the distribution function of a measure on R, with W(a) > 1, and 
let w be its Laplace-Stieltjes transform. Then the following relations are equivalent: 
lim (log W(x))/log x = 0, (3.3) X’cc 
lui(log w(s))/log s = 0. (3.4) 
Proof. We show that (3.3) is equivalent with 
lim x?W(x)=O, 6>0, (3.5) X’cc 
and (3.4) with 
lfm$s”w(s)=O, 6>0. (3.6) 
By Karamata’s Abel-Tauber theorem, see Bingham, Goldie and Teugels (1987), 
Theorem 1.7.1 with c = 0, the relations (3.5) and (3.6) are equivalent, which proves 
Theorem 1. 
That (3.3) implies (3.5) is easily seen. Now let (3.5) be given. Putting y(x) = 
(log W(x))/log x we have 
lim(y(x)-S)logx=-oo. 
x-m 
Since W(a) > 1 we have y(x) Z 0 for x Z= x, > 1, so that we must have 0 s y(x) < 6 
for x> x(6). The equivalence of (3.4) and (3.6) is proved similarly. Note that 
log w(s)20 for O<s<s,. 0 
Proof of Theorem 2. From (1.4) and (1.5), 
e -‘“x dv(x) = s-‘+h’(s)/h(s). 
Therefore, by Karamata’s Abel-Tauber theorem, see Bingham, goldie and Teugels 
(1987, Chapter 1.7), the relation (2.4) holds if and only if 
sh’(s)/h(s)+O, s&O. (3.7) 
The relation (3.7) implies for some E(U) + 0, u 1 0, 
I 
SU 
log h(s) =log h(s,) - u-‘&(u) du, O<s<s,, 
S 
so that h(s) varies slowly as s $0 by the Karamata representation theorem, see 
Bingham, Goldie and Teugels (1987, Chapter 1.3). This in turn implies by Karamata’s 
Tauberian theorem that H(x) varies slowly as X+CO. 
Now let H(x) vary slowly as x+00. Then 
h(s) - H(s-‘), s J 0. (3.8) 
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We have 
I 
X 
I 
X 
J 
x t(l -F(t)) dt = t dH( t) = xH(x) - H(t) dt. 
0 0 0 
Since 5,” H(t) dt -xH(x), see Bingham, Goldie and Teugels (1987, Chapter 1.5), 
J 
x 
t(l-F(t) dt/xH(x)+O, x+co, 
0
and by Karamata’s Abel theorem, 
h’(s)/(s-‘H(sP’))+O, s JO. 
From (3.8) and (3.9) it follows that (3.7) holds. 0 
Proof of Theorem 3. We have 
G(x)= C k-l- C k-‘P(S,>x)+ C k-‘P(S,sx), 
kp>x 
where 
T,= c” kp’P(&>X)+O, x+cO, 
k=l 
T2 = c kp’P(Sk-kp.>x-kjL), 
M<ksp-‘x(1-E) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
& 
T3= C k-‘p(S,>x)<~L=- 
.x(l-P)<k&sx /I. x(1--8) l--E’ 
To estimate T2 we note that for all 6>0, 
f kp’P{ISk-kpl>k6}<W, 
k=l 
(3.14) 
see Chow and Teicher (1978, Chapter 5.2). In T2 we have x3 (1 - .s-‘kp, so 
x - kp 2 E( 1 - E)-‘kp, so 
T,s f k-‘P(S, - kp > kps). 
k=M 
(3.15) 
From (3.11)-(3.15), 
Iimsup 1 kp’P(Sk>x)<E(l-&)-‘+ f k-‘P(S,-kp.>kpE). 
x-m kr=x k=M 
By letting first M-+co and then E 10 we see with (3.14), 
lim 1 k-‘P(&>X)=O. (3.16) 
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We have 
k 4, k-‘P(Sk sx)= T4+T5, (3.17) 
CL 
T4= C k-‘P(Sk<x)sEXCL=E, 
x<kpcx(l+F) PX 
T,= C k-‘P(S,, - kp G x - kp). 
kFz=x(l+e) 
(3.18) 
In T,wehavex<(l+~)-‘kp,x-kp G-E(~+E)-‘kp. Sowith (3.14) we have T,+O 
as x-+ CO and then from (3.17) and (3.18) by letting first x+00 and then E i 0, 
lim 1 k-‘P(SksX)=O. 
X’cc kp>x 
(3.19) 
The theorem now follows from (3.10), (3.16) and (3.19). 0 
Proof of Theorem 4. Let Y1, Y2, . . . be i.i.d. with EY, = 0 and Var Y, = F*. Put 
2, = Yl+. . * + Y,, and consider 
D(X)= ;j k-‘P(OGS,<X)- ; k-‘P(OsZ kc~)=Tl+T2+T3+T4r 
k=l k=l 
T, = 1 k-‘{P(Sk 2 0) - P(z, 2 O)}, 
k=ax* 
T,= 1 k-‘{P(&>X)-P(S,>X)}, (3.20) 
Tj= C kpl{P(Os Sk s X) - P(Os & c X)}, 
&<k<bx= 
T4= 1 kpl{P(OsS,~X)-P(O~Z,~X)}. 
kz=bx’ 
We have 
lim T,= f k~‘{P(S,~0)-P(.&~0)}, (3.21) 
x+m k=l 
where the series converges absolutely by Remark 4. With Chebychev’s inequality, 
1 T21 c x ~u~x-~ 55 2~‘. (3.22) 
ksax2 
By the central limit theorem, 
IT31 s C k-‘&(k), 
where g(k)+0 as k+oo so that 
lim T,=O. 
x+m 
(3.23) 
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Since P(y~&<y+l)~Ck-I’*, uniformly in y, see Rosen (1962), and similarly 
for Z,, we have for x3 1, 
1 T4( s Cx 1 kp312 s Cb-‘12, 
k=bx2 
lim sup1 T41 =S Cb-“‘. 
r+cc 
From (3.20), (3.22), (3.23) and (3.24), 
lim supID - TII s 2aa*+ 2Cb-“2, 
x-m 
so that with (3.21), by letting a + 0 and b + 00, 
lim D(x) = f k-‘{P(sk 20) - p(Zk 2 0)). 
x-m k=l 
(3.24) 
(3.25) 
We now take the Y, to have probability density &A exp(-hlyl), y E R, with A so 
that Var Y, = 2A* = u*. From Example 2 in Griibel (1986) we see that 
f k~‘P(O~Z,~x)= 
k=l 
I 
AX 
= e-“(log Ax -log u) du 
0 
=(l-eP”“)logAx+y+ 
I 
m 
eeU log u du 
hx 
with e(x)+0 as X+CO, and (2.6) follows from (3.20) and (3.25), since 
P(Z,sO)=$. ,, 
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