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The binding number of a graph G, bind(G), is defined; some examples of its 
calculation are given, and some upper bounds for it are proved. It is then 
proved that, if bind(G) > c, then G contains at least 1 G 1 c/(c + 1) disjoint 
edges if 0 < c < 3, at least ( G I (3c - 2)/3c - 2(c - 1)/c disjoint edges if 
1 < c < $, a Hamiltonian circuit if c > $, and a circuit of length at least 
3(1 G / - l)(c - 1)/c if 1 < c < $ and G is not one of two specified exceptional 
graphs. Each of these results is best possible. 
The Anderson number of a graph is defined. The Anderson numbers of a 
few very simple graphs are determined; and some rather weak bounds are 
obtained, and some conjectures made, on the Anderson numbers of graphs in 
general. 
1. BASIC TERMINOLOGY 
Most of the graph-theory terminology used here will be found in 
standard texts; I clarify anything that might give rise to confusion. 
All graphs will be finite, undirected, and have no loops or multiple 
edges. The edge joining the vertices a and b will be denoted (a, b). All 
paths and circuits will be elementary, i.e., have no repeated vertices; not 
even the two terminal vertices of a path may be the same. The length of a 
path or circuit is the number of edges in it. Two vertices are joined if they 
are joined by an edge, and connected if they are connected by some path; 
this distinction will be preserved throughout. If G is a graph, V(G) denotes 
the set, and 1 G I the number, of vertices in G. If x is a vertex of G, F(x) 
denotes the set, and p(x) (the valency of x) the number, of vertices joined 
to x. If X S V(G), 
T(X) : = (J l-(x).1 
SEX 
* The research reported here has been sponsored in part by the Science Research 
Council of the United Kingdom. 
1 Throughout the paper the symbol : = or = : indicates that the equation in which 
it occurs acts as the definition of (some part of) the expression on the same side of the 
equality sign as the colon. The symbol 1 denotes the end (or absence) of a proof. 
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If X and Y are sets, X\Y denotes their set-theoretic difference. If H is 
a subgraph of a graph G, G\H denotes the subgraph of G induced by 
V(G)\V(H), i.e., the subgraph consisting of these vertices and all edges of G 
that join two of these vertices. We may omit the brackets in (G\H)\K. If G 
and H are any two graphs that are not specified, or known from the 
context, to have any vertices in common, then G u H denotes their 
disjoint union, and G + H denotes the graph obtained from G u H by 
adding all edges joining a vertex in G to a vertex in H. G u {(a, b)} denotes 
the graph obtained from G by adding the edge (a, b) if it was not already 
present. If n is an integer, nG denotes the graph consisting of n disjoint 
copies of G. We use C, to denote the circuit on n vertices (the n-gon), L, 
for the linear tree on n vertices (i.e., the path of length n - 1), K, for the 
complete graph on n vertices, and K,,, , Kz,m,n, etc., for the complete 
bipartite, tripartite, etc., graphs. (Note that C, does not exist, KS = Lz , 
and K3 = C3 .) A collection of vertices is independent if no two of them 
are joined. 
Throughout the paper, c represents a non-negative real number, and 
other italic letters represent non-negative integers, vertices, and graphic 
configurations; no italic letter other than c ever represents a real number 
that is not a non-negative integer. [a] denotes the greatest integer not 
exceeding a, and a 1 b means that a is an integral divisor of b. 
2. THE BINDING NUMBER 
The binding number of a graph G, bind(G), is the largest number c 
such that 
I GOI 3 mink I X I, I G I> for every XC V(G); 
i.e., it is the minimum value of 1 F(X)//1 X 1 taken over all non-empty 
sets X of vertices such that r(X) # V(G). (The binding number was 
formerly called the melting-point of the graph: see, e.g., [22], [13], and [14].) 
The reason for the name “binding number” is that, roughly speaking, if 
bind(G) is large, then the vertices of G are well bound together, in the 
sense that G has a lot of edges fairly well distributed. The binding number 
shares this property with the minimum valency, the connectivity, and the 
toughness defined recently by Chvatal [4]; and in fact, if the binding 
number is large, then so are all these other numbers, as we shall see at the 
end of this section. But I first give some examples of the calculation of the 
binding number. Clearly bind(G) = 0 if and only if G has an isolated 
vertex. 
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PROPOSITION 1. bind(K,) = n - 1 (n > 1). 
Proof. If X C V(K,), then F(X) = V(K,J if 1 X / > 2. So bind(K,J is 
thevalueofIF(X)(/IXIwhen\XI = l,whichisn- 1. 1 
PROPOSITION 2. bind(K,J = min(u/b, b/a) (a 3 1, b 3 1). 
Proof. Kasb = UK, + bK, . If X overlaps both UK, and bK,, then 
r(X) = V(K,,,). So we may suppose that Xc UK,, when r(X) = bK, , 
or X C bK, , when r(X) = UK, . ( r(X)l/l X I is then a minimum when X 
is as large as possible, i.e., X = UK, or bK, ; and so bind(K’,,,) = 
min(u/b, b/u), as required. 1 
PROPOSITION 3. Zfn > 3, then 
bind(c7J = 1;; - l)/(n - 3, 
if n is even, 
if n is odd. 
Proox Let the vertices of C, be a, ,..., a, in order round the circuit, 
and reduce suffices modulo n (so that, for example, a,, := a&. If 
XC V(C,), let e(X) be the number of vertices ai such that u,-r E X and 
Q+~ $ X. Then 
so 
I w?l = II4: 4+1 EX}l+e(X)= 1x1 +e(X). 
bind(C,) = 1 + min(e(X)/l Xi), 
where the minimum is taken over all non-empty sets X of vertices such 
that r(X) # V(C,). Now, if IZ is even, taking X := {ai: i is even} gives 
e(X) = 0, whence bind(C,) = 1. But, if n is odd, e(X) > 1 if 1 X 1 # 12. 
However, X is as large as possible, without .Z’(X) being the whole of V(C,), 
when I X j = n - 2 (e.g., X = (uz , u4 , a5 ,..., a,}), and this maximum 
value of [ X ( coincides with the minimum value of e(X), namely, e(X) = 1. 
So the minimum value of e(X)/\ X 1 is l/(n - 2), and bind(C,) = 
1 + l/(n - 2), as required. 1 
PROPOSITION 4. Zfn > 1, then 
binaL,) = 1;; - l)/(n + I), 
if n is even, 
if n is odd. 
Proof. Let the vertices of L, be a, ,..., a, in order along the path. 
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If X C V&J, let e(X) be the number of vertices ai (2 < i < n) such that 
U~-, E X and either Q+~ $ X or i + 1 > n. Then 
I m-l = Ihi : ai+, E X, 1 d i < n - I}1 + e(X) 
I 
I x I + 4n if a, 6 X, 
= I X I - 1 + e(X), if a, E X. 
To make ) r(X)j/l X 1 as small as possible, we want to make e(X) as small 
as possible. If e(X) = 0, the only X we can take with a, E X and 
r(X) # V(L,) for which possibly / r(X)\ < I XI is X = {ul, a,, a, ,...I, 
with 
and 
We cannot do better than this if e(X) > 1, or if e(X) = 0 and a, 4 X, for 
then certainly 1 J’(X)/ 3 I X /. So the result follows. b 
We shall use the following result several times in the next section. 
PROPOSITION 5. IfG = UK, + bK, (0 -=c b < a), then 
(2u - 1 + b)/(2u - l), 
bind(G) = l(r(u - 1) + b)/r(u - l), 
if r=2, 
if r>3. 
Proof. If X contains a vertex from UK, and one from bK,, then 
J’(X) = V(G). So we may suppose that X is contained entirely within one 
of the two parts UK, and bK, . The possibilities for minimizing I F(X)\// X I 
without r(X) being the whole of V(G) are: 
(i) X = bK, , ( X / = b, 1 F(X)] = ru, I T(X)/// XI = ru/b; 
(ii) X = V(u’K,) (1 < a’ < u - l), j X ( = ru’, ( T(X)( = ru’ + b, 
mid JWl/l X I> = min((ru’ + b)/ru’) = (r(u - 1) + b)/r(u - 1); 
(iii) X consists of V((u - l)K,) together with one vertex from the 
remaining copy of K, , 
IXl=r(u-l)+l, ( I’(X)/ = r(u - 1) + r - 1 + b, 
( I’(X)l/l XI = {r(u - 1) + b + r - l>/{r(u - 1) + 1). 
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Now, if b < a, 
(r(a - 1) + b)/r(a - 1) < (r + 1)/r < 2 < ra/b, 
and so the minimum value is not given by (i). Since 
1 < (r(a - 1) + b)/r(a - 1) < 2, 
adding r - 1 to the numerator of this fraction and one to the denominator 
increases it if r - 1 > 2, and decreases it if r - 1 < 1. Thus the minimum 
is given by (ii) if r > 3, and by (iii) if r = 2, as required. 1 
COROLLARY 5.1. If0 -c b < a, then 
bind ((ak + n) K, + bkK,) = {2(uk + n) - 1 + bk)/{2(& + n) - l> 
+(2a+b)/2a as k+co. 1 
In the same way one can prove the following result: 
PROPOSITION 6. Zf G = aK, + bK, , where 0 < b < a, then 
bind(G) = (2~ - 1 + 2b)/(2a - 1). 1 
COROLLARY 6.1. If0 < b < a, then 
bind((ak + n) Kz + bkK,) = {2(ak + n) - 1 + 2bk}/{2(ak + n) - 1) 
-(a+b)/a as k-too. 1 
The next proposition provides an alternative characterization of the 
binding number, which will be used extensively in Section 5. 
PROPOSITION 7 (Fundamental Lemma). bind(G) is the largest number c 
such that 
I W3 > I G I (c - 1)/c + I XI/c 
for every XC V(G), X # O. 
Proof. If X C V(G), let Y := V(G)\r(X). Then r(Y) and X are disjoint, 
andsoiG/-IX/ >lI(Y)[.If 
I WI 2 I G I Cc - 1)/c + I Y I/c = I G I - I WOl/c 
or Y = RI, then I r(X)] 3 min(c ) X 1, I G I). And, if 
I p(Y)1 2 min(c I Y I, I G I> = mink I G I - c I IYX>l, I G I), 
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then Ir(x>l~lGG(c-l)/c+[Xj/corX=0. So,foragivenc, 
) r(X)/ 2 min(c I X 1, ) G 1) for every X _C V(G) if and only if ) &V)l 2 
I G I (c - 1)/c + I X [/c for euery X _C V(G), X # m . The result follows. m 
COROLLARY 7.1. If bind(G) >, c, then every uertex u of G has valency 
p(u) > ) G ) (c - 1)/c + l/c. Thus, ty G is a graph on n vertices with 
minimum valency p, then 
bind(G) < (n - l)/(n - p). 
In particular, if G is a tree, and so has a vertex of valency < 1, then 
bind(G) < 1. 1 
This exhibits a relation between the binding number of a graph and the 
minimum valency. For the connectivity, we have the following result: 
PROPOSITION 8. If 1 G ( = n (2 l), and the connectivity of G is k 
(3 0) (so that G is k-connected but not (k + l)-connected), then 
bind(G) < (n + k)/(n - k). 
Proof. There are two possibilities. The first is that G = K,,, , in 
which case, by Proposition 1, 
bind(G) = k < 2k + 1 = (n + k)/(n - k). 
The second possibility is that there is some set Y of k vertices of G whose 
removal leaves a disconnected graph G\ Y. Let X consist of the vertices in 
all but the smallest component of G\ Y. Clearly ] X ] B -$(n - k). Then 
bind(G) < I KU/l X I G (I X I + I Y WI X I d (n + W(n - k). I 
COROLLARY 8.1. If j G 1 = n > k and G is at most k-connected, then 
bind(G) < (n + k)/(n - k) (since (n + k)/(n - k) is monotonic increasing 
with k when k < n). In particular, if G is not connected, then (taking k = 0) 
bind(G) < 1. 1 
In a recent paper [4], Chviital defined the toughness t(G) of G to be the 
minimum value of 1 S I/k(G\S) taken over all sets S of vertices whose 
removal disconnects the graph, i.e., over all sets S such that k(G\S) > 2, 
where k(G\S) is the number of components of G\S. (He adopts the con- 
vention that min @ = co, so that t(K,) = co for every n.) Without 
attempting to obtain the best possible result, we can prove quite easily 
the following relation between bind(G) and t(G): 
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PROPOSITION 9. bind(G) < t(G) + 1. 
Proof. Let bind(G) =: c, and suppose without loss of generality that 
c 2 1 (since otherwise the result is obvious). Suppose that S is a subset of 
V(G) such that k := k(G\S) >, 2. We wish to prove that 1 S (/k > c - 1. 
If each of the k components of G\S has at least two vertices, let X 
consist of the vertices in all but the smallest such component, so that 
( X 1 3 / G\S / (k - 1)/k > 2k(k - 1)/k = 2(k - 1) >, k. 
If, on the other hand, G\S contains an isolated vertex, let X := G\S, so 
that [ X 1 = 1 G\S [ > k. In either case r(X) # V(G), and, since 
bind(G) = c 3 1, 
and 
IXIS-ISI >lJYml~clxl, 
as required. 1 
I S I >, Cc - 1) I X I 3 (c - l)k 
3. THE ANDERSON NUMBER 
The main results on the binding number, although stated in this section, 
are not proved until Section 4 (on sets of disjoint edges) and Section 5 
(on circuits). The present section is in effect a miniature survey article, 
containing (as the referee has pointed out) 50 % more conjectures than 
proved results, and depending to some extent on the later sections; thus 
the later sections might perhaps more logically have preceded it. However, 
it is this section that provides the motivation for the whole paper, and 
I have therefore preferred that the reader should discover it at this stage. 
If G and G* are graphs, we say that G has a G*-cover if I G* 1 1 1 G 1 
and G contains ( G I/[ G* [ disjoint copies of G*. The Anderson number 
of a graph G*, A(G*), is equal to 
inf{c: I G* j 1 1 G I and bind(G) > c 5 G has a G*-cover). 
The Anderson number is inclusive if it is in this set, and exclusive otherwise. 
We shall prove below (in Proposition 17) that the set is always non-empty, 
so that the Anderson number always exists. 
These ideas (although not these names) were introduced in 1971 by 
Anderson [l], who used the well-known theorem proved in 1935 by 
P. Hall [7] (which is the case d = 0 of Lemma 10.1 below) to give a very 
simple and elegant proof of the necessary and sufficient condition obtained 
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in 1947 by Tutte [12] for a graph to possess a &-cover (= complete 
matching, or l-factor). Anderson then deduced a result that we can now 
restate in the form: A(&) = + inclusive. He conjectured (in a private 
communication) that A&) = Q and A(&) = 2. The problem of finding 
the Anderson numbers of these and other graphs provided the motivation 
for the following theorems. The main result on sets of disjoint edges to be 
proved in this paper is the following: 
THEOREM 10 (to be proved in Section 4 below). Let G be a graph on n 
vertices such that bind(G) 3 c. Then G contains at least 
(a> nc/(c + 1) disjoint edges (0 < c < a), 
(‘3 g.2 disjoint edges (4 < c < I), 
(4 n(3c - 2)/3c - 2(c - 1)/c disjoint edges (1 < c < $). 
(Note that (a) with c = Q and (c) with c = 1 both give the bound Qn of(b). 
Part (a) is best possible, in view of graphs of the form KaBB with b < a, 
which have n = a + b and binding number c = b/a (by Proposition 2) 
and contain at most b = nc/(c + 1) disjoint edges. Part (b) is best possible 
since part (c) is. Part (c) is best possible, in view of graphs of the form 
aK, + bK, with b < a, which have n = 3a + b and binding number 
c = (3(a - 1) + b)/3(a - 1) (by Proposition 5) and contain at most 
a + b = n(3c - 2)/3c - 2(c - 1)/c disjoint edges. Theorem IO(c) ensures 
that G contains at least [n(3c - 2)/3c] disjoint edges if bind(G) > c and 
1 G c < $, since then 2(c - 1)/c < 1.) 
In the next proposition we use Theorem 10 to determine the Anderson 
number of every graph in which the maximum valency is zero or one. 
PROPOSITION 11. If G* = rK, + SK, (where r and s are not both zero), 
then A(G*) is equal to 
r/(r + s) inclusive (r < s), 
$(2r + s)/(r + s) inclusive (r > s). 
Proof. If (2r + s) ) n := 1 G 1, then G has a G*-cover if and only if it 
contains at least nr/(2r + s) disjoint edges. If r < s, so that r/(2r + s) < 6, 
this is ensured by taking c = r/(r + s) in Theorem 10(a). If r > s, we can 
take c = ;(2r + s)/(r + s) in Theorem IO(c), and (since nr/(2r + s) is 
an integer) ignore the term 2(c - 1)/c, which is less than one. That no 
smaller value of c would suffice in either case follows from the fact that 
Theorem 10 is best possible. (In the examples adduced to prove this, it is 
easy to ensure that n is divisible by 2r + s.) 1 
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The main result on circuits to be proved in this paper is the following: 
THEOREM 12 (to be proved in Section 5 below). Let G be a graph on n 
vertices such that bind(G) > c. 
(a) If c > $, then G has a Hamiltonian circuit. 
(b) If 1 < c < 8, then G contains a circuit of length at least 
3(n - l)(c - 1)/c, unless G consists either of two copies of K4 with exactly 
one vertex in common, or of two disjoint copies of K4 with exactly one edge 
joining them, in which case the formula gives 43 and 4+, respectively, and 
the longest circuit has length four. 
(The formula in (b) gives n - 1 if c = 3, and so (a) is not quite a special 
case of (b). Part (b) is best possible, in view of graphs of the form 
aK, + bK, with b < a, which have n = 2a + b and binding number 
c = (2~2 - 1 + b)/(2a - 1) (by Proposition 5) and contain no circuit 
longer than 3b = 3(n - l)(c - 1)/c. The same examples show that the 
figure s in (a) cannot be reduced, and indeed could not be even if the 
conclusion were weakened by the substitution of “2-factor” for 
“Hamiltonian circuit.” 
Theorem 12 suggests the following conjectures: 
POSSIBLE CONJECTURE A. If G is a graph on n vertices such that 
bind(G) 3 c (1 < c < $), where n and c are sufJiciently large (the precise 
conditions to be determined), and tf G contains a circuit of length 
m < 3(n - l)(c - 1)/c, then G contains a circuit of length m + 1. 
CONJECTURE B. If bind(G) > 8, then G contains a triangle. 
CONJECTURE C. If bind(G) >, 3, then G is pancyclic (i.e., contains a 
circuit of every length m, 3 < m < j G I). 
(The figure Q in Conjectures B and C is the least possible, in view of graphs 
of the following form: the vertices are spaced regularly round the circum- 
ference of a circle, and each vertex v is joined to all the vertices strictly 
within the arc of length frr whose mid-point is diametrically opposite v. 
The conclusion of Conjecture B certainly follows if bind(G) 3 +(l + d/5).) 
From Theorem 12 we can deduce the following result: 
PROPOSITION 13. A(L,) < # if n 3 1, and A(L,J is inclusive if 
A(L,) = $. 
Proof. This follows immediately from Theorem 12, since if bind(G) 3 8 
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then G has a Hamiltonian circuit, which contains an &-cover for every n 
forwhichnl) GI. 1 
At the lower end we have the following bounds, in view of the graphs 
cited in parentheses: 




A&) Z (3r + 1)/(2r + 1) , 
(jr + W(2r + 2) i 
(Prk + 4 K, + 2rkK,), 
(((2r + 1) k + n) K, + 2rkKJ, 




A(G) 2 (3r + 1)/2r 
’ W + 2)/W + 1) i 
if 
1 3r ((2rk + 4 KS + 2rkKJ, n=, 3rfl (GM + 4 K2 + (r + 1) k&d, 3r + 2 (((2r-t 1) k + 4 K2 + (r + 1) k&l. 
Proof. The number of vertices in each graph cited in 2(k + l)n, 
which is a multiple of n. By taking k arbitrarily large, we can ensure that 
the binding number of each graph is arbitrarily close to (but less than) 
the bound to be proved, by Corollaries 5.1 and 6.1. But it is easy to see that 
each graph cited fails to have an L,-cover or &-cover as appropriate. 
For, if G* = LaT , L37+l , L3T+2 , or C,, , then each of the 2(k + 1) copies 
of G* in the appropriate graph G of the form aK, + 2rkK, would have 
to use at least r vertices in 2rkK,, whence there can be in fact at most 2k 
disjoint copies of G* in G. And, if G* = C3++1 or C37+2, then each of the 
2(k + 1) copies of G* in the appropriate graph of the form 
aK, + (r + 1) kK, would have to use at least r + 1 vertices in (r + 1) kK, , 
and the same contradiction follows. 1 
Propositions 13 and 14 immediately yield the following result, which 
proves one of Anderson’s two conjectures. (The other is at present 
unresolved.) 
PROPOSITION 15. A(Ln) = 2 inclusive if n is a multiple of three. In 
particular, A(L,) = +j inclusive. 1 
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CONJECTURE D. The lower bounds in Proposition 14 are the correct 
values of A(L,) and (possibly, although rather less likely) of A(&). 
This is certainly not true of C, , but C, , being a complete graph, is 
rather exceptional. For the complete graphs we have the following results. 
Clearly A(&) = 0, and Anderson [ I] proved that A(&) = 4, as mentioned 
above. 
PROPOSITION 16. n - 1 < A(&) < n if n > 3. Moreover, A(&) is 
exclusive if it equals n - 1, and inclusive if it equals n. 
Proof. To prove the lower bound; we form a graph from the complete 
n-partite graph on n sets A,, A, ,..., A, of m vertices each, by removing all 
the edges joining a vertex in A, to one in A, and inserting all the edges 
joining two vertices in A, or two vertices in A, . It is easy to see that the 
resultant graph has binding number n - 1 but has no &-cover if m is odd. 
At the upper end, we can invoke the following result, which was con- 
jectured in 1967 by ErdGs [5] and proved in 1969 by Hajnal and 
Szemeredi [6]: A graph G on nm vertices in which each vertex has valency 
at least (n - 1)m has a &cover. But every vertex of a graph G with 
binding number at least n has valency at least 1 G ( (n - 1)/n, by 
Corollary 7.1, and so has a &-cover, by the previous sentence. 1 
CONJECTURE E. A(&) = n - 1 exclusive ifn > 3. 
Proposition 16 yields the following result: 
PROPOSITION 17. The Anderson number of every graph exists. In fact, 
A(G) < I G I. 
Proof. It is clear that, if ( G j = n, then a graph has a G-cover if it has 
a &-cover. In order to prove that A(G) exists, and A(G) < n, it therefore 
suffices to prove that A(&) exists, and A(&) < n, which is done in 
Proposition 16. 1 
An earlier proof of the first part of Proposition 17 suggested to me the 
following conjecture. (I am indebted to Paul Seymour, of Oxford, for 
pointing out to me that a similar conjecture, mentioned in [13, Problem l] 
and [14], and a special case of which is proved in [15], is in general false.) 
CONJECTURE F. Let G be a graph on nm vertices (n > 1, m > 1) such 
that bind(G) b 2n - 1, and let A,, A2 ,..., A,, be a partition of V(G) into 
n sets of equal size. Then G has a K,,-cover in which each copy of K, contains 
one vertex.from each set Ai . 
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(This conjecture is true if n = 1 (trivially) or n = 2 (by Hall’s theorem). 
It would be best possible if n > 2, in view of graphs constructed as follows. 
Let A, = AI1 u AI2 and A, = A,, u A,, , where ) A,, ] = / A,, ) = $(m + 1) 
and I & j = I AS2 ) = i(m - 1). We choose G to be the complete graph 
except for the edges joining a vertex in A, to a vertex in AZ, and here we 
insert only those edges that join a vertex in A,, to one in A,, or a vertex 
m AI, to one m A,, . It is clear that G does not have a &cover of the 
required type, since there are $(m + 1) vertices of A, joined to only 
+(m - 1) vertices of A, . But it is easy to see that 
bind(G) = (m(n - 1) + &(m - l))M(m + I), 
-+2n-lfrombelowasm+oo.) 
Proposition 17 gives a crude upper bound to the Anderson number of 
a graph. We now obtain a crude lower bound. 
PROPOSITION 18. If G is a graph on n (2 sr) vertices that contains s 
disjoint copies of K, , then 
A(G) > (r - 2) + s(r - l)/(n - s). 
Proof. Consider the complete r-partite graph on r sets of vertices of 
which one has sk(r - 1) - 1 vertices, one has (n - s)k + 1 vertices, 
and the remaining r - 2 each have (n - s)k vertices. This graph has 
m := kn(r - 1) vertices and has no G-cover, since it plainly contains 
fewer than smjn disjoint copies of K, ; but it is not difficult to see that it 
has binding number 
{(r - 2)(n - s)k + sk(r - 1) - l}/{(n - s)k + I}, 
which 
-+ (r - 2) + s(r - I)/(n - s) from below as k - 03. 1 
We finish this section with two rather wild conjectures: 
POSSIBLE CONJECTURE G. A(G) is always rational. 
POSSIBLE CONJECTURE H. A(G) > bind(G), with strict inequality except 
possibly when G is totally disconnected, K, (n > 3), or K, with [$n] disjoint 
edges removed (n 3 4). 
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4. SETS OF DISJOINT EDGES. THE PROOF OF THEOREM 10 
A family of sets is sometimes said to possess a system of distinct 
representatives with defect d if some subfamily consisting of all but d of 
the original sets has a system of distinct representatives. (This terminology 
seems to have been introduced in 1967 by Mirsky and Perfect, in their 
survey paper [8].) In the same spirit, if a set of disjoint edges covers all 
but d of the vertices of a graph, it could be described as a matching with 
defect d. In this sense, Theorem 10 can be regarded as a “defect” form of 
Anderson’s theorem that A(&) = Q . The proof follows closely the proof 
of Anderson’s theorem: Anderson deduced his theorem from Tutte’s 
theorem, and in the same way we shall deduce Theorem 10 from the defect 
form of Tutte’s theorem, noted by Berge [3] in 1958 and stated here as 
Lemma 10.2. I first give a new proof of this result, which is again based 
closely on Anderson’s elegant proof of Tutte’s theorem, with the same 
modification: that where Anderson uses Hall’s theorem, we shall use the 
defect form of Hall’s theorem, noted by Ore [9] in 1955 and stated here, 
in its finite form, as Lemma 10.1. This section thus follows Anderson’s 
work very closely-and, indeed, includes it: for Hall’s theorem, Tutte’s 
theorem, and Anderson’s theorem are special cases (the cases with defect 
zero) of Lemma 10.1, Lemma 10.2, and Theorem 10, respectively. Recently, 
the results of this section were further extended, by Anderson himself [2], 
and, in different directions, by Mader [16] and McCarthy [17], both of 
whom prove (among other results) Lemma 10.2; McCarthy’s proof of 
this is particularly short and neat. 
LEMMA 10.1 (defect form of Hall’s theorem, finite form). Let Al, 
A 2 ,..., A, befinite subsets of a set E. Zf Z C { 1, 2 ,..., n}, let A(Z) := Uiel Ai . 
Then, if 0 < d < n, we can jind distinct representatives for n - d of the 
sets Ai , i.e., we can jind a subset I’ of (1, 2 ,..., n} with 1 I’ 1 = n - d, and 
an injection F: I’ --f E such that f(i) E A, for each i E I’, if and only if, for 
each ZL (1, 2,..., 4, I 40 3 I Z I - d. I 
LEMMA 10.2 (defect form of Tutte’s theorem). Zf S is a subset of the 
vertices of a graph G on n vertices, let p(S) denote the number of odd com- 
ponents (i.e., components with an odd number of vertices) in G\S. Then the 
maximum number of disjoint edges that can be found in G is exactly 
min $(n - p(S) + I S I>, 
SC V(G) 
=: k, say. 
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Proof. Note first that n - p(S) + I S j is even, for every S C V(G), 
and so k is an integer. And, for each S _C V(G), 
n-p@)+ISl t2k (1) 
and so either 
or 
p(S)=n--k+lSI 
p(S)&n-2k+ ISI -2. 
(2) 
The maximum number of disjoint edges in G is at most k. For, if every 
vertex of an odd component of G\S is covered by a collection of disjoint 
edges, then at least one of these edges joins a vertex in this odd component 
to a vertex in S. Thus at least p(S) - 1 S 1 vertices are uncovered, and so 
the total number of vertices covered is at most n - ~$5’) + ) S I, as 
required. 
It remains to prove that we can actually find k disjoint edges in G. 
We prove this, for all k simultaneously, by induction on n. For the pur- 
poses of this inductive proof, it is convenient to allow the existence of an 
“empty graph” with n = 0, which has a complete matching by definition. 
The result is then clearly true if IZ = 0. So suppose n > 1, and suppose 
the result holds for all graphs with fewer than n vertices. Let R be a 
maximal subset of V(G) such that 
n-p(R)+)RI =2k. (3) 
(Possibly R = IZI.) If there were an even component in G\R, we could 
transfer a vertex from it to R, thus increasing both I R I and p(R) by one 
(since, in the circumstances, we cannot increase p(R) by more than one), 
and this would violate the maximality of R. So there can be no even 
components in G\R. We shall use later the consequent fact that 
IRI +P@) >O, (4) 
since if ( R ( = 0 we certainly have p(R) > 0. 
Let G , G ,..., G(R) be the components of G\R, all odd. Let 
AI := R n r(CJ (i = 1, 2,...,p(R)). With the definition of A(Z) in 
Lemma 10.1, we have p@(Z)) > I II for each ZC{1,2,...,p(R)}, since 
removing the vertices in A(Z) leaves at least the 1 I) odd components Ci 
with i E I. Thus, using (l), 
IA( >p(AQ)--++k> 111 --+2k. 
Taking S = ia in (1) shows that n > 2k. So, by Lemma 10.1 with 
d := n - 2k, and using (3), we can find p(R) - n + 2k of the sets A3 
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(without loss of generality the sets Al, A, ,..., AIRl), and p(R) - n + 2k 
vertices x, , x2 ,..., xlRl of R (which must in fact be all the vertices of R), 
such that xi E Ai (i = 1,2,..., 1 R I). Thus we can pick a vertex yc from 
each odd component C, (i = 1, 2,..., 1 R I) such that xi is joined to yi . 
Choose an arbitrary vertex yi in each of the remaining odd components Ci 
(i = I R I + l,...,p(R)) (if any). 
To complete the proof it suffices to prove that the graph 
G’ := G\{x, ,..., XiRl , YI  ,..., Ya(Rh (5) 
has a complete matching, since together with the edges (xi , yJ 
(i = 1, 2,..., I R I) this would cover all but the n - 2k vertices 
yIRI+1 ,..., y&) (using (3)), and hence would form a set of k disjoint edges. 
But G’ is the disjoint union of the graphs C,\{yi} (i = 1, 2,...,p(R)), for 
each of which 
by (5) and (4). So we apply the induction hypothesis to each of the graphs 
C,\{ yd}. If T C V(C,\{ yi}), let pi(T) denote the number of odd components 
of C,\{ y,)\T. Then 
~0’) = P(R ” {YJ ” T) - (P(R) - 1) 
<(n-2k+JRu{y,}uT~-2}-{n-2k+JRJ-l} 
= ITI, 
using (2) and the fact that R is a maximal set satisfying (3). Thus each 
graph C,\{ yi} has a complete matching, by the induction hypothesis, and 
hence so does G’. This completes the proof of Lemma 10.2. 1 
Proof of Theorem 10(c). We use Lemma 10.2 in much the same way 
that Anderson used Tutte’s theorem. Let G be a graph on n vertices such 
that bind(G) > c (1 < c < +), and let SC V(G). We wish to prove that 
i.e., 
t(n -p(S) + I S [) 3 n(3c - 2)/3c - 2(c - 1)/c, 
p(s) < I s I + (4 - 3+/3c + 4(c - 1)/c. 
Let x denote the number of isolated vertices in G\S. Then, if x > 0, 
n - x 3 I F(G\S)I > c I G\S j = c(n - I S I) (using the definition of the 
binding number in Section 2). Hence 
x < c I s I - (c - 1)n. (6) 
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Suppose first that 
I s 1 3 n(c - 1)/c. (7) 
Since every odd component of G\S with more than one vertex has at least 
three vertices, 
whence 
I s I + x + 3(p(S) - x) < n, 
3p(s) < n - I s I + 2x (8) 
< n(3 - 2~) + I S I (2~ - 11, by (6), 
= 3(l s I + (4 - 3c)n/3c) - (4 - 2c)(j s 1 - n(c - 1)/c) 
(rearranging) 
< 3(l S I + (4 - 3+/3c), by (7). 
Suppose, on the other hand, that 1 S I < n(c - 1)/c. Then x = 0, by (6), 
whence 
pm < in - + I s I (9) 
from (8). Let h > 3(p(S) - 1) be the number of vertices in the union H 
of all but one of the odd components of G\S. Then 
h+ISl3l~(H)I~clHI=ch, 
whence 
I s I 2 h(c - 1) 3 3(P(s) - l)(c - 1) 
and 
P(S) G I s l/3@ - 1) + 1. (10) 
If we multiply (9) by (4 - 3c)/c and (10) by 4(c - 1)/c and add, we obtain 
the required inequality. This completes the proof of Theorem 10(c). 1 
Proof of Theorem 10(b). Theorem 10(b) is a consequence of 
Theorem 10(a). 1 
Proof of Theorem 10(a). We use Lemma 10.2 again. Let G be a graph 
on IZ vertices such that bind(G) > c (0 < c < Q), and let SC V(G). We 
wish to prove that 
i.e., 
i$(n -PC-v + I s I) a nc/(c + I), 
P(S) < I s I + 41 - Ml + 4 
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We follow the argument of the first part of the proof of Theorem 10(c), 
observing that now 1 S 1 > n(c - 1)/c always, since n(c - 1)/c < 0. It is 
clear that / S 1 3 cx, so that 
x < IWC- (11) 
If we multiply (6) by (1 - 2c)/( 1 - c2) and (11) by (2c - c2)/(1 - c”) and 
add, we obtain 
x < 2 I s I + n(1 - 2c)/(l + c). 
So, using (8) 
3P(S) < 12 - I s I + 2x 
G 3 I s I + 341 - CM1 + c) 
as required. This completes the proof of Theorem 10(a). 1 
5. CIRCUITS. THE PROOF OF THEOREM 12 
The remainder of the paper is taken up with the proof of Theorem 12. 
(It would be of interest to have a shorter proof of this result.) We first need 
some lemmas. 
LEMMA 12.1. Let a, , a2 ,..., a, , a, be the vertices in order round a 
circuit C of maximum length in a graph G. 
(a) If a is a vertex in G\C, then a is joined to at most [&ml vertices of Ga 
(b) If a and b are vertices of G\C that are connected by a path of 1 edges 
in G\C, and if there are distinct vertices x and y of C such that a is joined to x 
and b to y, then m 3 21+ 4, and the number u(a) of vertices of C to which a 
is joined, plus the number a(b) to which b is joined, is at most 
Wml, q-1 = 1, 
2bl (< EmI>, $1 = 2, 
[am]-(l-2)=4, ifl>,3andm=21+4or21f5, 
[$m]-(l-2)=6, tj’1=3andm=15, 
bl - (I- I>, $1 >, 3 and m has any other value. 
(It is not difficult to construct examples to show that these bounds cannot 
be improved.) 
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Proof. We reduce the suffices of the vertices ai modulo m throughout, 
so that, for example, a,+l := a, . Then in (a), if a is joined to ai , a is not 
joined to a,+l (or C would not be a circuit of maximum length in G), 
which proves (a). And, in (b), if a is joined to ai , b is not joined to any of 
aifl, aifz ,..., aik(l+l) (for the same reason), which proves that m 3 
2(1f 1) + 2 = 2z+ 4. 
Now let h be the number of vertices ai of C such that a, is joined to a or b 
and the next vertex aj round C (in order of increasing suffices) that is joined 
to a orb has j > i + I+ 2 (in an obvious sense). (Note that j 3 i + 2 
anyway, by the previous paragraph.) Let k be the number of other vertices 
ai of C that are joined to a or b (which are thus joined to exactly one of a 
and b). Note that, since a and b are joined to distinct vertices x and y of C, 
we have h > 2. Then 
m 3 2k + (I + 2)h. 
It is not difficult to see that 
(12) 
44 + 4) < I (k + 1) + 2@ - 1) < [&m + Qh(2 - l)] - 1 (k 3 I), 
2h < 2[m/U + 21 (k = 01, 
the second pair of inequalities coming from (12). If I = 1, h < $rn by (12), 
and so 
u(a) + o(b) < max([$m + &ml - 1,2bl) = %hl. 
If I = 2, 
u(a) + u(b) < max([+m] - 1, 2[)m]) = 2[$m]. 
If1 > 3, 
u(a) + u(b) < max([&nl - (I - I), 2[m/(~ + 2)1), 
since h > 2 always, and this maximum value is [&ml - (I - 1) or 
[*ml - (I - 2) as described in the statement of the Lemma. This completes 
the proof of Lemma 12.1. 1 
LEMMA 12.2. Let C be a circuit of length m. Let X be a set of vertices 
of C that contains no two consecutive vertices of C. Let Y be the set of 
vertices of C whose two neighbours round C are both in X. Then 
(YI 231x1 -m. 
Proof. Considering the “gaps” round C between two vertices in X, 
weseethatm>2~YY(+3(~X~-~Y~),whence~Y~>3~X~-mm. 1 
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LEMMA 12.3 (the Hopping Lemma). Let a, , ag ,..., a, , a, be the 
vertices in order round a circuit C in a graph G, where the &ices of the at 
are reduced module m. Suppose that G contains no circuit of length m + 1, 
and no circuit C’ of length m such that G\C’ has fewer components than G\C. 
Suppose that a is an isolated vertex of G\C. Let Y, := ia and, for j > 1, 
define 
xj : = r( Yjel u {a}), 
and 
Yj : = {ai E C: ai- E Xj and U~+I E Xj}. 
(So r(u) = XlCX2C... and % = YO & Y, c Y, C . . . .) Then, for all 
j 2 1, X, !Z C, and Xj does not contain two consecutive vertices of C. 
(Hence the same is true of Yj , and Xi n Yj = % .) 
Proof. X1 _C C, by the definition of X1 . In order to prove the rest of 
the lemma, we shall prove that the following statements (A(j) and B(j)) 
hold for all j > 1: 
.4(j). The vertices of C cannot be rearranged to form the vertices 
b, , b, ,..., b, in order along a path Pj of length m - 1 connecting 
two vertices (b, and b,) in Xj in such a way that, if bi E Yj* for some 
j’ < j - 1, and bi # b, or b, , then bipl and bi+l E Xj, . 
(It follows immediately from this that Xj does not contain two consecutive 
vertices of C, since, if ai and ai+l were in Xj , the path 
aif , ai+ ,..., kl, 4 
would contradict A(j). Hence Yj does not contain two consecutive vertices 
ofCandXjn Yj = D.) 
B(j). It is not possible that all the vertices of C but one, say b, can be 
arranged to form the vertices b, , b, ,..., b,-, in order along a path 
Qi of length m - 2 connecting two vertices (b, and b,-,) in X, in 
such a way that (i) b 6 Yj-r , (ii) L’(b) g C U {a}, and (iii) if bi E Yjp 
for some j’ 6 j - 1, and bi # b, or bmdl (or b), then biWl and 
b,+l E X9, . 
(It follows immediately from {B(j’): j’ < j} that r(Yj) C C u {a}, since, if 
J’(q) $ C u {a} for some ai E Yj , the path 
ai+l , ai+ ,..., k2, a,_1 
would contradict B(j’), where j’ : = min{j”: ai E Y,-}. But then r(Yi> C C, 
s82b/Is/3-3 
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since if a E r(Yj) then F(u) n Yj # o ; whereas in fact r(a) n Yi _C Xj n Yi, 
which is empty by the parenthetic comment following A(j). Hence 
x,+1 c C.) 
We prove A(j) and B(j) simultaneously by induction on j. Note first 
that A(1) and B(1) are true: for, if the path P1 existed, connecting two 
vertices in X1 = r(a), we could add a to it to form a circuit of length 
m + 1; and, if the path Q1 existed, we could add a to it to form a circuit C’ 
of length m with G\C’ having one component fewer than G\C (since 
r(b) $ c ” h>)- 
So suppose j > 2. Suppose that bl , 6, ,..., bk are the vertices in order 
along a path Pi (or Qj) such as is described in A(j) (or B(j)), with k = m 
(or m - 1) and b, and 6, E Xj . Then we must have one of the following 
three situations: 
(a) b, and bl, are both in Xjwl: this contradicts A(j - 1) (or B(j - 1)) 
directly. 
(b) b, is in XjPl but bl, is not (or vice versa): then b, E T(b,) for some b, 
in Y,-,\ Yj-z , where b, # b, (since, by the induction hypothesis, 
X,-1 n Y,-l = .D), and, of course, b, # bk (or b). By the hypotheses of 
43 (or Wh bT+l E X,-1 , and so the path 
b, , b, ,...> b, , bl, , b-1 ,..., b,,, 
connects two vertices in X,-i . And it contradicts A(j - 1) (or B(j - l)), 
since the only vertices whose neighbours have altered from what they were 
in Pi (or Qj) are b, , b,+l , and bk , none of which is in Yj, for any 
j’ < j - 2 (since b, E Y,-i\ Yjez ; b,,, $ Yjwl , since b,+l E XjLl and 
X,-1 n Y,-l = @ ; and b, g Yj-, , since, if it were, b, would be in XjFl 
(since b, and bk are joined), and b, E Yjml , not X,-J. 
(c) Neither b, or b, is in X,-r , but b, E Qb,) and b, E F(b,) where b, 
and b, E Yjbl\ YjVz . Note that when we dismissed case (b) we completed 
the proof of the non-existence of a path Pj with b, in Xjel. We thus know 
that no two vertices in Y,-i are joined to each other: for, if a, E Yjel n Xj , 
then a,+l E X,+ , and so 
ai+l, ai+ ,..., ai-1, ai 
would be such a path Pi. We thus know that b, # b, and b, # b, . So 
there are two possibilities to consider: 
(cl) 1 < r < s < k. In this case the path 
b-1 , b-2 ,..., b, , b, , br+l ,..., bs , b, , b--l ,..-, bs+l 
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connects two vertices in X,-1 , and contradicts A(j - 1) (or B(j - 1)) for 
the same reasons as in case (b). 
(~2) 1 < s < I < k. In this case the path 
be-1 , bs-z ,..., b, > b, , L, ,..., b, , b, , L-l ,...> b,+~ 
contradicts A(j - 1) (or B(J - 1)) as before. 
This completes the proof of Lemma 12.3. 1 
LEMMA 12.4. Let G be a 2-connected graph in which every vertex has 
valency at least k. Let L be a lune of G attached at a and b, i.e., a subgraph 
with 1 L I > 3 such that a and b are the only vertices of L joined to anything 
outside L, and L\{a, b} is connected. Then 1 L / > k + 1; if 1 L 1 = k + 1 
then L u {(a, b)} = K,,, and a and b are connected by a path qf length k 
in L; and if 1 L I 3 k + 2, then a and b are connected by a path of length 
at least k i- 1 in L. 
Proof. We prove the last clause by induction on k, and note that this 
is all we need to prove, since the rest is obvious. It is not difficult to see that 
the result holds if k = 1 or 2; so suppose k > 3, and suppose 
ILI >k+2. 
If a is joined to a unique vertex a’ of L\{a, b}, then L\(a) contains a 
lune L’ attached at a’ and b with 1 L’ 1 3 k + 1 (for valency reasons); 
by the induction hypothesis L’ contains a path of length at least k 
connecting a’ and b, whence L contains a path of length at least k + 1 
connecting a and b. So we may suppose that a, and similarly b, is joined 
to at least two vertices of L\{a, b}. 
Suppose first that k + 2 < I L I < 2k - 2. Then L\{a, b} is a graph 
of at most 2k - 4 vertices in which each vertex has valency at least k - 2, 
and so (it is easy to see) it is 2-connected. Thus if a’ and b’ are vertices of 
L\{a, b} joined to a and b, respectively, then L\{a, b} contains a lune L’ of 
L\{a, b] attached at a’ and b’. (L’ consists of a component of the graph 
L\(a, b, a’, b’}, together with a’ and b’ and appropriate edges.) All the 
vertices of L’ except possibly a’ and b’ have valency (in L’) at least k - 2. 
If every such lune L’ contains only k - 1 vertices, then L\{a, 6) u {(a’, 6’)) 
consists of a number of copies of K,-, (at least two, since j L j > k + 2) 
with exactly two vertices, a’ and b’, in common; so, with a different choice 
of a’ if necessary, we can choose L’ to have at least k vertices, and so by 
the induction hypothesis a’ and b’ are connected by a path of length at 
least k - 1 in L’, whence a and b are connected by a path of length at least 
k + 1 in L. 
Suppose secondly that / L / = 2k - 1. If the argument of the previous 
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case does not work, i.e., if L\{a, b} is not 2-connected, then L\{a, b} 
consists of two copies of K,-, all of whose vertices are joined to a and b 
and the remaining vertex c of L\{a, b}. The result is obvious. 
Suppose finally that I L I > 2k. Then, since G is 2-connected, L u {(a, b)) 
is a 2-connected graph of at least 2k vertices in which all but two of the 
vertices have valency at least k, and the remaining two vertices have 
valency at least three. We invoke a result proved in 1963 by Pbsa 
[l 1, Theorem 31 to deduce that L u {(a, b)} contains a circuit C of length 
at least 2k. Since L u {(a, b)> is 2-connected, there are disjoint paths from a 
and b to vertices in C (possibly paths of length zero, if a or b is in C). 
Thus a and b are connected by a path of length at least k + 1, except 
(possibly) when C is the union of two paths P1 and P, of length k con- 
necting a and b. But in this case Pl\{u, b} is connected by a path to 
Pz\{u, b}, or L\{u, b} would not be connected, and so the result again 
follows. This completes the proof of Lemma 12.4. 1 
Proof of Theorem 12. Let G be a graph on n vertices such that 
bind(G) 3 c (I < c < 8). We wish to prove that G contains a Hamiltonian 
circuit if c = $!, and a circuit of length at least 3(n - l)(c - 1)/c otherwise 
(unless G is one of the two exceptional graphs mentioned in the statement 
of the theorem). Note that G is connected and contains a circuit, since if G 
were disconnected or a tree we should have bind(G) < 1 (by Corollaries 7.1 
and 8.1). Let a, , a2 ,..., a, , a, be the vertices in order round a circuit C 
in G, and suppose that (subject to the condition that C has length m) C is 
chosen so as to minimize the number of components in the graph G\C. 
As in Lemmas 12.1 and 12.3, we reduce the suffices of the ui modulo m 
throughout. We have six cases to consider, which together are exhaustive. 
We shall make slightly different assumptions about C in each case, which 
we shall specify as we come to them. 
Case 1. There are no components in G\C. In this case C is a 
Hamiltonian circuit, and the result is proved. 
Case 2. There is a component of G\C with exactly one vertex, say a, 
i.e., a component in which the longest path has length zero. In this case 
we shall suppose that m < 3n(c - 1)/c and that G contains no circuit of 
length m + 1, and we shall obtain a contradiction. 
The hypotheses of the Hopping Lemma (Lemma 12.3) are satisfied, and 
the sets defined in that lemma satisfy 
I x, I 3 n(c - 1)/c + (I q-1 I + 1)/c (j = 1, 2,...) (13) 
by the Fundamental Lemma (Proposition 7) since I Xi I = 1 r( Yjel u {a})[, 
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by definition. By the conclusion of the Hopping Lemma, the sets Xi 
satisfy the hypotheses of Lemma 12.2, and so 
I Yj I >, 3 I xi I - m, 
2 3(/ Y,-1 I + 1)/c > 2 I Yj-l I (j = 1, 2,...) 
by (13), since m < 3n(c - 1)/c and c < 3; while 1 Y0 / = 0. Thus 
I Y, I > 0, i.e., I Y1 I >, 1, and I Yj I > 2j-l if j 3 2, -+ cc as j + co. 
But this is clearly impossible, since the graph has only a finite number of 
vertices. This contradiction completes the discussion of Case 2. 
Case 3. There is a component of G\C with exactly two vertices, say a 
and b, i.e., a component in which the longest path has length one. In this 
case we shall suppose that m < 3(n - I)(c - 1)/c and that G contains no 
circuit of length m + 1, and we shall again obtain a contradiction. (Note 
that m < n - 2, so that if c = 8, when 3(c - 1)/c = 1, we must have 
m < 3(n - l)(c - 1)/c.) 
Note that, by Case 2 above, there is no circuit C’ of length m in G such 
that G\C’ has the same number of components as G\C and b is an isolated 
vertex of G\C’. Thus there is no circuit C’ of length m in G\(b) such that 
G\{b}\C’ has fewer components than G\{b)\C. So we can apply the Hopping 
Lemma to G\(b), and in this case we have (by the same argument as before, 
but subtracting one because of the removal of the vertex b) 
I xj I > n(c - 1)/c + (I y,-l I + 1)/c - 1 (j = 1, 2,...) 
= (n - l)(c - 1)/c + I q-1 I/c, (14) 
and 
I yi I 3 3 I xj I - m, 
> 3 I q-1 I/c 3 2 I Yj-l I (j = 1, 2,...) 
by (14), since m < 3(n - l)(c - 1)/c and c < 8; while I Y0 I = 0. This is 
impossible as before, and so the discussion of Case 3 is complete. 
Case 4. G is at least 3-connected, and there is a component C’ of G\C 
in which the longest path has length I > 2: let a and b be the end vertices 
of the generic longest path P. In this case we shall suppose that 
m < 3(n - l)(c - 1)/c (1% 
and that G contains no circuit longer than C. (Note that if c = 8, we must 
have m < 3(n - l)(c - I)/ c as before.) We distinguish two subcases: 
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Case 4a. Every longest path P in C’ has the property that either 
each of a and b is joined to exactly one, and the same, vertex of C, or one 
of them is not joined to any vertex of C at all. Let 
a = b,, b, ,..., bl+l = b 
be the vertices in order along a longest path P in C’, where b is chosen 
so that the number of vertices of C to which b is joined is as large as 
possible. Then a is joined to at most one vertex of C, and to no vertices 
of C’\P (or P would not be a longest path), and hence a (= b,) is joined to 
at least 
n(c - 1)/c + I/c - 1 = (n - l)(c - 1)/c 
vertices of P (using Corollary 7.1). So, if 
then 
If bi E S, then 
S := {bi: b,+l E T(a)}, 
j s 1 3 (n - l)(c - 1)/c. (16) 
is a longest path of C’, and so 1 C n r(S)/ < 1, by the hypotheses of 
Case 4a and the choice of b (= b,,,). But r(S) C C u C’, and so 
> n(c - 1)/c + 1 S I/c - 1, by the Fundamental Lemma, 
> n(c - 1)/c + (n - l)(c - l)/c2 - 1, by (16), 
= (n - l)(c2 - l)/c2 - l/c 
> @z(c + 1)/c - 1 by (15), since c > 1, 
=: a, say. (17) 
But if r is the largest s such that b, E r(S), then C’ contains a circuit of 
length r, and so C’ contains a circuit of length at least 01. 
Let b, , b, ,... be all the vertices of the maximal 2-connected component 
B’ of C’ that contains this circuit. For each such vertex b, , define C, to be 
the set of all vertices u E C’ such that every path from v to any b, in B’ 
passes through b, . (Note that the sets C,. partition the vertices of C’, and 
that C, = {b,.] unless b, is a cut-vertex of C’.) Let H be the set of vertices 
of C that are joined to (vertices in) two or more sets C, . Let J be the set of 
vertices b, of B’ such that there is a vertex c, of C joined to C, and to no 
other C, ; for each b, E J, choose such a c, and let K := {c,: b, E J}. Let 
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u:= IHUJI, = jHuKI, since clearly HnK= m. Now, two 
vertices in different C, are connected by a path of length at least &II in C’, 
in view of the construction of the sets C, and the presence of the circuit 
of length at least CY. Thus each two vertices of H u K are connected by 
a path of length at least +a + 2 outside C. Since C, of length m, is a longest 
circuit in G, it follows that 
a= j HuKI <m/&+2) 
< 6c/(c + 1) by (17) 
<6-Q<4 
since c < 8. Thus u < 3. But u = 1 H u J 1, and H U J is a cutset of G 
unless J = V(Z). Thus G is at most 3-connected unless J = V(P). 
Suppose first that J = V(Z), when I B’ 1 = 1 J I d u < 3. Since B’ 
contains a circuit of length at least 01, we have 01 < 3, B’ = KS and u = 3. 
But now each two vertices of B’ are connected by a path of length two, 
and so, by the same argument as before, u < m/(2 + 2). Thus 
m > 4u = 12, and, by (17), 01 3 4(c + 1)/c - 1 > 3, which is a contra- 
diction. So in fact J # V(B’), and the alternative possibility must hold, 
namely, that G is at most 3-connected. 
So c < (n + 3)/(n - 3) by Corollary 8.1, whence n < 3(c + l)/(c - l), 
(n - 1) < (2c + 4)/(c - l), and 
by (15). Thus 
m < 3(2c + 4)/c (18) 
u < ml& + 2) 
= ml&+ + 1)/c + B, by (17), 
= {W(c + l)>/U + Wm(c + 1)) 
< 6 . +/{ 1 + 3c2/(2c + 4)(c + l)}, since c < 4, and by (1 S), 
< 6 + $1: < 3, 
since c > 1. So G is at most 2-connected, contrary to hypothesis, and 
Case 4a cannot arise. 
Case 4b. There is a longest path P in C’ that does not have the 
property described in Case 4a. Let 
a = b,, b, ,..., bl+, = b 
be the vertices in order along P. Then there are distinct vertices x and y in C 
such that a is joined to x and b to y. By Lemma 12.1, m 3 2lf 4. 
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We note first that p(u) + p(b) > [im] + 3. For, by Corollary 7.1 and 
(15), p(a) + p(b) < [$m] + 2 would imply that 
2(n(c - 1)/c + l/c) < 4 * 3(n - l)(c - 1)/c + 2, 
i.e., 
i.e., 
B(n + 3)(c - 1)/c < 2 - 2/c, 
(n + 3)(c - 1) < 4(c - I), 
whence n < 1, which is clearly impossible. Now, by Lemma 12.1, the 
number of vertices of C to which a is joined, plus the number to which b 
is joined, is at most [+rr] - (I - 2) (since 1 > 2 by the hypotheses of 
Case 4). Thus, in C’, 
~‘(4 + p’(b) b (1- 2) + 3 = I + 1 
(in an obvious notation). Neither a nor b is joined to any vertex of C’ 
outside P, or P would not be a longest path, and so it is easy to see that 
there exists a vertex bd of P such that a (= b,) is joined to bi+l and b 
(= bc+,) is joined to bi . Then 
b, , b, 3..., bi , b,,, , h ,..., bi+l , b, 
is a circuit of length I + 1. There is no other vertex in C’, or there would be 
a path of length 1 + 1, contrary to the definition of P as a longest path. 
Thus each two vertices of C’ are connected by a path of length at least 
$(I + l), and hence by a path of length at least /I, where 
(19) 
Let h be the number of vertices of C that are joined to two or more 
vertices of C’. Let x5 (j = 1,2 ,..., I + 1) be the number of vertices of C 
that are joined to bj and to no other vertex of C’. Let g be the number of 
the x3 that are non-zero, and write s := C xi . Then it is not difficult to 
see, by reasoning similar to that used in Case 4a and in the proof of 
Lemma 12.1, that 
m 2 2(s - g) + @ + 2)@ + 81, (20) 
3 2s + $(I + 5)h + &(Z + l)g, (21) 
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by (19); and, if X is a subset of the vertices in C’, 
I W)l < 1+ 1 + 1 xi + h 
b,EX 
(22) 
since r(X) C C’ u C and 1 C’ 1 = I + 1. Taking X to be all the vertices 
of C’, we thus have, from (22) and the Fundamental Lemma 
(Proposition 7), 
i.e., 
n(c - 1)/c + (I + 1)/c d 1+ 1 + s + h, 
(n - I - l)(c - 1)/c < s + h; (23) 
if we take X := {bk}, where bk is chosen so that xlc is minimal, and hence 
xle < s/Q + l), we have, similarly, 
n(c - 1)/c + l/c < I + 1 + s/Q + 1) + k (24) 
and,ifg<l$ l,andwetakeX:={bj:bi~C’andxi=O},wehave 
i.e., 
n(c - 1)/c + (I + 1 - d/c < I + 1 + h, 
(n - I - I)(c - 1)/c < g/c + h. 
Suppose first that g = I+ 1. Then 
(25) 
3(n - I)(c - 1)/c > m 3 2s + $(Z + 5)h + &(r + 1)2, by (15) and (21), 
= ((31 - l)(s + h) + (I + 1)2(1 + 1 + s/V + 1) + h) - (I + 1)2)/21 
(rearranging) 
> ((3Z- l)(n - 1 - 1) + (I + l)“(n - l))(c - 1)/2Zc, by (23) and (24). 
Thus 
and so 
64~2 - 1) > (n - l)(Z2 + 51) - 1(31- l), 
31 - 1 > (n - 1)(1 - I), 
whence n < 6 (since 1 > 2), which is impossible (since G contains two 
disjoint circuits, C and C’). 
So suppose that g < I + 1. Then, by (20), since c > 1, 
m(cP + 2>/@ + 2) >, 2s + (4 + W + Pg 
= 2(s + h) + @(g/c + A) (rearranging) 
> (2 + cfl)(n - I - l)(c - 1)/c, by (23) and (25). 
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Thus, by (15), 
3(n - I)(c - 1)/c > m > (/3 + 2)(n - 1 - l)(c - 1)/c, 
and 
3(n - 1) > (/3 + 2)(n - 1 - I), 




(n - 1) > 3z+ 4, 
(P + 2)1 > (B - 1)(3lf 4), 
and 
P -=c (51+ 4)/(21+ 4). 
Hence p < 2 if 1 < 4 and p < 3 always, which contradicts (19). Thus 
Case 4b cannot arise either. 
Case 5. G is 2-connected but not 3-connected. In this case we prove 
the result directly, without using C at all. If / G 1 = 3, then G = K3 and 
the result is obvious. So suppose / G 1 > 3. Then there exist connected 
subgraphs G, and G, of G such that G = G, v G, , 1 G, n G, I = 2, 
1 G, I > 2 and I G, 1 > 2. (Here G, n G, consists of two vertices whose 
removal disconnects the graph.) Now, if i, j is a permutation of 1, 2, we 
have j Gi 1 = IZ + 2 - 1 Gj 1, and, from the definition of the binding 
number, 
whence 
c < bind(G) < I r(G\G)l/l G\G I 
< I Gi l/Cl Gi I - 21, 
3(n - l)(c - 1)/c < 3(n - 1) . 2/l Gi 1 = 6(n - I)/@ + 2 - I Gj I). 
(26) 
Since 1 Gj 1 < $(n + 2) for at least one j, (26) yields 
3(n - l)(c - 1)/c < 12(n - l)/(n + 2) < 12. (27) 
(We could have obtained this result alternatively by using Corollary 8.1.) 
Moreover, if there is a vertex of valency p in G, then Corollary 7.1 yields 
c < (n - l)/(n - p) and 
3(n - l)(c - 1)/c < 3(p - 1). (28) 
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Let the minimum valency of all the vertices in G be k. By (28) (if k < 4) 
and (27) (if k > 5) we have 
3(n - l)(c - 1)/c < 2k + 2. 
Let a and b be two vertices whose removal disconnects the graph. By 
Lemma 12.4, each lune attached at a and b has at least k + 1 vertices, 
and G contains a circuit of length at least 2k. If two such lunes each 
contain at least k + 2 vertices, then (by Lemma 12.4 again) G contains 
a circuit of length at least 2k + 2, and the result follows. Otherwise, 
there is a lune with exactly k + 1 vertices, and j G 1 3 2k + 2 if G is not 
Hamiltonian. Taking 1 Gi 1 = k + 1 and n > 2k + 2 in (26), we obtain 
3(n - l)(c - 1)/c < 6(/z - l)/(n - k + 1) 
< 6W + I)/@ + 3), 
< 2k 
if k > 4. The same inequality follows from (28) if k < 3. This completes 
the discussion of Case 5, since, as we have seen, G contains a circuit of 
length at least 2k. 
Case 6. G is not 2-connected. Again we prove the result directly, 
without using C. By Corollary 8.1, c < (n + I)/@ - l), and 
3(n - l)(c - 1)/c < 3(n - 1) . 2/(n + 1) < 6. 
If G contains a vertex of valency p < 1, as it must if / G 1 < 4, then c < 1 
by Corollary 7.1, contradicting the hypothesis that c > 1 (in the statement 
of the theorem). If G contains a vertex of valency p = 2, then 
3(n - l)(c - 1)/c < 3 by (28), and the result follows since G contains 
a circuit, as we saw at the beginning of the proof. So suppose that every 
vertex of G has valency at least three. We recall that theorems proved by 
P&a in 1962 [IO] and 1963 [l 1, Theorem 31 ensure that a 2-connected 
graph in which every vertex has valency at least two, and all but one of 
the vertices have valency at least three, is Hamiltonian or contains a 
circuit of length at least six. So we may suppose that each terminal block Gi 
of G (i.e., each block Gi at most one vertex v of which is joined to anything 
outside the block) has at most five vertices. It plainly has at least four, for 
valency reasons, and is Hamiltonian. Now, if Gi is a terminal block 
attached at v, it follows from the definition of the binding number that 
c < bind(G) 
G n-W r(G\G)//l G\G I, I W%\MNll G\{vN 
< min((n - I Gi I + l>lh - I Gi I>, I Gi IA Gi I - 1)) 
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and 
3(n - l)(c - 1)/c < min(3(n - I)/@ - 1 Gi 1 + I), 3(n - 1)/l Gi I). 
So, if some terminal block Gi has five vertices, then 
3(n - l)(c - 1)/c < min(3(n - l)/(n - 4), Q(n - l)), 
<5 
for all ~1, whence the result follows since Gi is Hamiltonian. So we may 
suppose that every terminal block has exactly four vertices, in which case 
3(n - l)(c - 1)/c d min(3(n - l)/(n - 3), $(n - I)), 
<4 
unless n = 7 or 8. There is exactly one exceptional graph for each of 
these values of n, and these are the graphs described in the statement of 
the theorem. This completes the discussion of Case 6, and with it the proof 
of Theorem 12. m 
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