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a b s t r a c t
A method to model the vapor–liquid phase based on a particle swarm algorithm is
developed in this study. Two activity coefficient models (UNIQUAC and NRTL) were
optimized with particle swarm optimization (PSO), and used to describe the isobaric
vapor–liquid equilibrium of fifteen binary mixtures containing alcohol + water. The
results were compared with the Levenberg–Marquardt algorithm, and show that the PSO
algorithm is a good method to correlate and predict the vapor–liquid equilibrium of this
type of system.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The aim of optimization is to determine the best-suited solution to a problem under a given set of constraints.
Mathematically an optimization problem involves a fitness function describing the problem, under a set of constraints
representing the solution space for the problem. The optimization problem, nowadays, is represented as an intelligent
search problem, where one or more agents are employed to determine the optima on a search landscape, representing
the constrained surface for the optimization problem [1].
Because of the difficulties in evaluating the first derivatives, to locate the optima for many rough and discontinuous op-
timization surfaces, in recent times, several derivative free optimization algorithms have emerged [2]. Particle swarm opti-
mization (PSO) is a relatively recently devised population-based stochastic global optimization algorithm [3]. As described
by Eberhart and Kennedy, the PSO algorithm is an adaptive algorithm based on a social-psychological metaphor; a popula-
tion of individuals (referred to as particles) adapts by returning stochastically toward previously successful regions [4].
Parameter optimization procedures are very important in engineering, industrial, and chemical processes for the
development ofmathematicalmodels and advanced control of processes [5]. Distillation is a liquid–vapor separation process
in which heat is used as the separating agent, process that can be done in a batch or continuous manner. Fig. 1 shows the
typical batch distillation processes used with common mixtures of alcohol + water. In this equipment, the mixture to be
separated, the must contained in the pot still, is heated to its boiling temperature, at which point the boiling liquid and the
vapor produced are at thermodynamic equilibrium. Separation is done in the distillation column in which the vapor going
to the top of the column becomes richer in the more volatile components, the heavier components still living in the pot. The
lighter components are then converted into liquid in the condenser. Part of this liquid forms the distilled product and part of
it is recycled to the column to get into contact with the rising vapor [7]. Therefore, knowledge of vapor–liquid equilibrium
data (VLE) is necessary to design and optimize distillation processes.
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Notation
Symbols
Bij NRTL parameter
c1 Cognitive acceleration constant
c2 Social acceleration constant
f Fitness function
g Best swarm position
k Iteration
ND Number of points in a data set
OF Objective function
P Pressure
R Universal gas constant
r1, r2 Random numbers in PSO algorithm
s Particle position
T System temperature
Uij UNIQUAC parameter
v Particle velocity
w Inertia weight
xi Mole fraction in the liquid phase
yi Mole fraction in the vapor phase
z Coordination number in UNIQUAC model
Abbreviations
NRTL Non-random-two-liquid
PSO Particle swarm algorithm
UNIQUAC Universal-quasi-chemical
VLE Vapor–liquid equilibrium
Greek letters
α NRTL parameter
ε Deviation
φ Fugacity coefficient
γ Activity coefficient
Super/subscripts
calc Calculated
exp Experimental
i, j Component
L Liquid
V Vapor
In this work, isobaric vapor–liquid equilibrium data of binary mixtures containing alcohol + water were correlated using
two activity coefficient models optimized with a PSO algorithm. Fifteen binary systems taken from the literature were
selected for this study. Then, the PSO algorithm was used to determine the interaction parameters for the two models.
2. Equations of vapor–liquid equilibrium
As known, the phase equilibrium problem to be solved consists of the calculation of some variables of the set T–P–x–y
(temperature, pressure, liquid-phase concentration and vapor-phase concentration, respectively), when some of them are
known. For a vapor–liquid mixture in thermodynamic equilibrium, the temperature and the pressure are the same in
both phases, and the remaining variables are defined by the material balance and the ‘‘fundamental equation of phase
equilibrium’’ [8]. The application of this fundamental equation requires the use of thermodynamic models which normally
include binary interaction parameters. These binary parameters must be determined using experimental data for binary
systems. Theoretically, once these binary parameters are knownone could predict the behavior ofmulticomponentmixtures
using standard thermodynamic relations and thermodynamics models [9].
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Fig. 1. Scheme of a typical batch distillation process.
Source: Taken from Ref. [6].
The fundamental equation of vapor–liquid equilibrium can be expressed as the equality of fugacities of each component
in the mixture in both phases [8]:
F¯ Li = F¯Vi . (1)
The fugacity of a component in the vapor phase is usually expressed through the fugacity coefficient φ¯Vi :
F¯Vi = yiφ¯Vi P. (2)
The fugacity of a component in the liquid phase is expressed through either the fugacity coefficient φ¯Li or the activity
coefficient γi:
F¯ Li = xiφ¯Li P (3)
F¯ Li = xiγif 0i . (4)
In these equations, yi is themole fraction of component in the vapor phase, xi is themole fraction of component in the liquid
phase, and P is the pressure. The fugacity is related to the temperature, the pressure, the volume and the concentration
through a standard thermodynamic relation [10].
If the fugacity coefficient is used in both phases, themethod of solution of the phase equilibriumproblem is known as ‘‘the
equation of state method’’. Then, equation of state and a set of mixing rules are needed, to express the fugacity coefficient as
a function of the temperature, the pressure and the concentration [9]. Most models available in the literature for the activity
coefficient are of the correlating type (Van Laar, Margules, NRTL, UNIQUAC and Wilson) [8]. In this study, the two activity
coefficient models most commonly used (UNIQUAC and NRTL), were optimized using a PSO algorithm.
The UNIQUACmodel [11] is given by two contributions, a combinatorial, entropic one, related to the molecules’ size and
shape, and a residual, enthalpic one, related to the energy interactions. Table 1 describes the UNIQUAC activity coefficient
model. In these equations, Uij and Uji represent the interaction energy difference between i–j and j–j pair molecules and
between j–i and i–i pair molecules, respectively. R is the universal constant of gases, and T is the temperature. The required
ri and qi parameterswere calculated according to Bondi [12], and the equation belowmust be satisfiedwith the coordination
number (z) equal to 10.
The NRTL model [13] for the activity coefficient is detailed in Table 2. In these equations, Bij and Bji represent the
interaction energy difference between i–j and j–j pair molecules and between j–i and i–i pair molecules, respectively. R
is the universal constant of gases, and T is the temperature.
In thesemodels, the interaction parameters (Bij andαij forNRTL, andUij for UNIQUAC)were calculated using experimental
VLE data taken from the literature [10]. Fifteen isobaric VLE systems were considered. These systems are of interest for the
conception of industrial operations as environmental, chemical industries, among others. The VLE data of the systems of
alcohol (1)+water (2) are described in Table 3.
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Table 1
Details of the UNIQUAC model.
UNIQUAC activity coefficient model
ln γi = ln γ combi + ln γ resi
ln γ combi = ln φixi + z2 qi ln
θi
φi
+ li − φixi
∑
j xjlj
ln γ resi = qi

1− ln ∑j θjτji−∑j θiτij∑k θkτkj 
φi = rixi∑
j rjxj
θi = qixi∑
j qjxj
li = z2 (ri − qi)− (ri − 1)
τji = exp
−(Uij−Uji)
RT

Table 2
Details of the NRTL model.
NRTL activity coefficient model
ln γi =
∑N
j τjiGjixi∑N
k Gkixk
+∑Nj xjGij∑N
k Gkjxk
[
τij −
∑N
k τkiGkjxk∑N
k Gkjxk
]
τij = Bij−BjiRT Gij = exp
−αijτij αij = αji
Table 3
Details of the vapor–liquid equilibrium data considered in this study.
No. Component (1) T (°C) Range x1 Range y1
1 Methanol 65–92 0.05–0.95 0.28–0.98
2 Ethanol 68–78 0.05–1.00 0.05–1.00
3 1-Propanol 89–95 0.05–0.95 0.35–0.87
4 2-Propanol 82–86 0.05–0.95 0.44–0.93
5 1-Butanol 94–114 0.01–0.98 0.20–0.86
6 2-Butanol 89–92 0.01–0.69 0.27–0.49
7 tert-Butanol 81–85 0.04–0.84 0.39–0.79
8 1-Pentanol 96–120 0.01–0.90 0.14–0.44
9 tert-Pentanol 87–94 0.10–0.90 0.38–0.58
10 1-Hexanol 98–134 0.60–0.95 0.08–0.42
11 2-Hexanol 97–120 0.70–0.95 0.16–0.48
12 Cyclohexanol 98–132 0.40–0.95 0.07–0.36
13 2-Methyl-1-propanol 96–107 0.01–0.98 0.15–0.93
14 Allyl alcohol 97–99 0.00–0.98 0.03–0.96
15 Benzyl alcohol 99–148 0.50–0.95 0.01–0.16
3. Optimization method and calculations
The PSO algorithm is initializedwith a population of random particles and the algorithm searches for optima by updating
generations [14]. In a PSO system, each particle is ‘‘flown’’ through themultidimensional search space, adjusting its position
in search space according to its own experience and that of neighboring particles. The particle thereforemakes use of the best
position encountered by itself and that of its neighbors to position itself toward an optimal solution [15]. The performance
of each particle is evaluated using a predefined fitness function, which encapsulates the characteristics of the optimization
problem [16].
Each particle is associated with a velocity that indicates where the particle is traveling. Let k be a time instant. The new
particle’s position is computed by adding the velocity vector to the current position
sik+1 = sik + vik+1 (5)
when s and v denote a particle’s position and its corresponding velocity in a search space, respectively. Being sik particle i’s
position, i = 1, . . . , p, at time instant k, the vik+1 new velocity (at time k+ 1) and p is the population size.
The velocity update equation is given by:
vik+1 = wkvik + c1r1

pik − sik
+ c2r2 pgk − sik (6)
where k is the current step number, w is the inertia weight, c1 and c2 are the acceleration constants, and r1, r2 are element
from two random sequences in the range (0,1). The current position of the particle is determined by sik; p
i
k is the best one of
the solutions this particle has reached, pgk is the best one of the solutions all the particles have reached [17].
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Scheme 1. The PSO algorithm development in this study.
Fig. 2. PSO position and velocity update.
The variablew [18] is responsible for dynamically adjusting the velocity of the particles, so it is responsible for balancing
between local and global searches, hence requiring fewer iterations for the algorithm to converge. A low value of inertia
weight implies a local search, while a high value leads to a global search. Applying a large inertia weight at the start of
the algorithm and making it decay to a small value through the PSO execution makes the algorithm search globally at the
beginning of the search, and search locally at the end of the execution [5,17]. The following weighting functionw is used in
Eq. (6):
w = wmax − wmax − wminkmax k. (7)
Generally, the value of each component in v can be clamped to the range [−vmax, vmax] to control excessive roaming of
particles outside the search space [5]. After calculating the velocity, the PSO algorithm performs repeated applications of
the update equations above until a specified number of iterations has been exceeded, or until the velocity updates are close
to zero [17]. The PSO algorithm is presented in detail in Scheme 1. Fig. 2 shows the update systems of the PSO algorithm.
The interaction parameters for each binary system: Bij and αij for NRTL, and Uij for UNIQUAC, were determined using a
PSO algorithm programmed inMATLAB [19]. The procedure was based on theminimization of the overall objective function
(OF ):
OF = εy + εT (8)
εy = 1ND
ND−
i=1

ycalc − yexp

(9)
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Fig. 3. Flow diagram of the PSO algorithm used in this study.
Table 4
Parameters used in the PSO algorithm.
PSO Parameter Value
Number of particles in swarm (Npart) 250
Number of iterations (kmax) 1000
Cognitive component (c1) 1.494
Social component (c2) 1.494
Maximum velocity (vmax) 12
Minimum inertia weight (wmin) 0.5
Maximum inertia weight (wmax) 0.7
εT = 1ND
ND−
i=1

Tcalc − Texp

(10)
whereND is the number of data point, T is the system temperature, y is themol fraction in the vapor phase, and the subscripts
‘‘exp’’ and ‘‘calc ’’ denote the experimental and calculated values. The summations are extended to all data points. Equilibrium
temperatures and vapor phase compositions were calculated by solving the equilibrium condition given by Eq. (4). Fig. 3
shows the flow diagram of the PSO algorithm used. And Fig. 4 shows the flow diagram of the total algorithm development
for the vapor–liquid equilibrium modeling.
In PSO, the inertial weight w, the constant c1 and c2, the number of particles Npart and the maximum speed of particle
summary the parameters to syntonize for their application in a given problem. An exhaustive trial-and-error procedure was
applied for tuning the PSO parameters. First, the effect ofwwas analyzed for values of 0.1 to 0.9. Fig. 5(a) shows the values of
w that favored the search of the particles and accelerated the convergence. Next, the effect ofNpart was analyzed for values of
100 to 1000 particles in the swarm. Fig. 5(b) shows that the best population to solve the problem is of 250 particles. Table 4
shows the selected parameters for the PSO algorithm.
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Fig. 4. Flow diagram of the total algorithm used for the vapor–liquid equilibrium modeling.
4. Results and discussion
In order to provide a substantial margin of safety, the range for the interaction parameters: Bij (NRTL), and Uij (UNIQUAC)
was defined as [−1000, 2500] cal · mol−1. This wide range was based on physical considerations [6], and it is extremely
likely that it will contain the optimal parameter values. The range for αij with theoretical bases [20] was defined as [0.2, 0.4].
Fig. 6 shows the interaction parameters: Bij for NRTL and Uij for UNIQUAC, determined with the PSO optimization and
based on the minimization of the Eq. (8).
Table 5 shows the calculated parameter for the activity coefficient models considered (UNIQUAC and NRTL). This Table
shows the deviations obtained for the Eqs. (9) and (10). The end of this Table shows the average deviation obtained by the
two models.
Fig. 7 shows a comparison between the PSO algorithm development in this work and the Levenberg-Marquardt (LM)
algorithm [21]. Fig. 7(a) and (b) shows the accuracy in the prediction of the vapor phase composition and the equilibrium
temperatures by optimization of the UNIQUAC model. And Fig. 7(c) and (d) show the capabilities of the prediction of the
vapor phase composition and the equilibrium temperatures by optimization of the NRTLmodel. As is observed in the figures,
the bestmethod to estimate VLE of the systems used is the PSO algorithm. This Figure ratifies the capabilities of the algorithm
presented above.
5. Conclusions
In this work, two activity coefficient models (UNIQUAC and NRTL) were optimized with a PSO algorithm, and used to
describe the isobaric vapor–liquid equilibrium of fifteen binary mixtures containing alcohol+water.
Based on the results and discussion presented in this study, the following main conclusions were obtained:
The PSO algorithm is appropriate to model the VLE for binary systems containing alcohol + water. The low deviations
obtained with the proposed PSO algorithm indicate that can estimate the vapor phase composition and equilibrium
temperatures with better accuracy than other algorithms available in the literature. The values calculated with the PSO
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Fig. 6. Deviations of the interaction parameters estimated by minimization of the objective function. Ui−j for UNIQUAC (), and Bi−j for NRTL (⃝).
are believed to be accurate enough for engineering calculations, among other uses. Although one model (UNIQUAC and
NRTL) gives better results for some particular cases, it is not possible to select one of the models as the best one for this type
of optimization.
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Table 5
Calculated binary interaction parameters and deviations obtained with the PSO algorithm.
System: Water (2)+ UNIQUAC model NRTL model
Component (1) Uij Uji εT εT (max) εy εy (max) Bij Bji αij εT εT (max) εy εy (max)
Methanol −392.05 652.13 0.140 0.290 0.003 0.008 −137.31 464.41 0.301 0.090 0.200 0.002 0.006
Ethanol −196.01 769.39 0.040 0.090 0.001 0.003 −55.16 670.44 0.300 0.050 0.090 0.000 0.001
1-Propanol 183.19 273.20 0.290 1.420 0.007 0.033 17.13 947.45 0.316 0.180 1.200 0.008 0.027
2-Propanol 224.71 168.35 0.250 1.530 0.005 0.034 −3.54 859.68 0.329 0.340 1.630 0.006 0.036
1-Butanol 189.54 437.06 0.730 1.930 0.013 0.045 140.96 1349.00 0.365 0.620 2.110 0.010 0.026
2-Butanol 214.65 332.91 0.690 1.580 0.016 0.041 159.46 1179.70 0.399 0.570 1.060 0.012 0.026
tert-Butanol 437.80 54.69 0.300 1.700 0.017 0.045 28.08 950.41 0.343 0.280 1.770 0.018 0.049
1-Pentanol 237.41 369.16 0.750 1.810 0.019 0.034 18.23 1668.60 0.313 0.710 2.050 0.015 0.031
tert-Pentanol 1003.10 −128.99 0.960 2.100 0.046 0.066 328.25 846.65 0.378 0.960 2.090 0.045 0.059
1-Hexanol 810.53 −8.95 0.730 1.640 0.005 0.014 218.37 2403.80 0.296 0.914 2.140 0.007 0.030
2-Hexanol 100.62 2120.70 0.968 2.300 0.035 0.080 351.67 2174.30 0.324 0.280 0.380 0.006 0.010
Cyclohexanol 916.49 −233.22 0.620 2.050 0.013 0.030 99.55 1029.10 0.287 0.700 2.130 0.013 0.037
2-Methyl-1-propanol 313.70 249.21 0.710 2.250 0.020 0.067 187.79 1151.90 0.400 0.630 2.010 0.018 0.051
Allyl alcohol 63.53 271.21 0.180 0.330 0.006 0.014 −80.64 896.67 0.292 0.180 0.470 0.005 0.011
Benzyl alcohol 884.41 −208.10 0.901 1.840 0.003 0.008 259.15 2385.60 0.347 0.270 0.760 0.002 0.003
Average deviation 0.551 0.014 0.452 0.011
Min. average
deviation
0.040 0.090 0.000 0.000 0.050 0.090 0.00 0.000
Max. average
deviation
0.970 2.300 0.050 0.080 0.960 2.140 0.04 0.060
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Fig. 7. Comparison between PSO (♦) and LM ( ) optimizations used in the VLEmodeling. (a) and (b) shows the deviations obtained by UNIQUACmodel.
(c) and (d) shows the deviation obtained by NRTL model. In this figures, the substances are listed as in Table 3.
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