f s j ,τ (ζ i,s j ).
Define the oracle minimizer of δ S * aŝ δ S * = arg min
First we derive some technical lemmas used in the proof.
Lemma S1.1. We have the following properties for the spline basis vector:
(1) E( W (ζ i,S * ) 2 ) ≤ b 1 , for some positive constant b 1 for all n sufficiently large. Then the convexity implies δ S * 2 = O p (K 1/2 n + s + K −r n n 1/2 ). Note that
where
and ψ τ (u) = τ −I(u < 0). Next we will prove (S1.1) by three steps. In the first step, we will prove that sup δ 2 ≤L |G 1 | = o p (1). In the second step, we will show that asymptotically G 2 has a positive lower bound CL 2 when L is sufficiently large.
In the third step, we obtain G 3 = O p ( δ 2 ). This completes the proof.
Step 1. In this step, we prove that ∀ε > 0,
Let F n1 denote the event max i W (ζ i,S * ) 2 ≤ α 1
Jn n for some positive α 1 . Lemma S1.1(4) implies that P (F n1 ) → 1 as n → ∞. Let F n2 denote the event max i |u i | ≤ α 2 K −r n for some positive α 2 . Then P (F n2 ) → 1 follows from Schumaker (1981) . Let F n3 denote the event 1 n n i=1 |R i | ≤ α 3 s/ √ n for some positive α 3 . In the following we will show that P (F n3 ) → 1.
Folllowing the calculation
By Lemma 11 in Stone (1985) , we have
. By Lemma 3.1, we have E(ζ ik −ζ ik ) 2 ≤ Ck 2 /n uniformly for k ≤ s. So P (F n3 ) → 1.
Then it's sufficient to show
We can partition ∆ as a union of disjoint regions ∆ 1 , . . . , ∆ Mn , such that the diameter of each region does not
Jn , where C is a positive constant. Let δ 1 , . . . , δ Mn be arbitrary points in ∆ 1 , . . . , ∆ Mn respectively. Then
The proof is complete if we can verify
First applying the definition of D i and the triangle inequality,
We have
On the other hand, we have
The last inequality follows since
By Bernstein's inequality,
which converges to zero as max{K n , s
Hence the proof of the first step is complete.
Step 2. In this step, we show that asymptotically
Knight's identity,
technical arguments similar with the proof of P (F n3 ) → 1 in Step 1. Thus
, and when L is sufficiently large, the quadratic term will dominant. This completes the proof of Step 2.
Step 3. In this step, we evaluate
Lemma 3.3 in He and Shi (1994) . At almost all samples T = {X 1 , X 2 , · · · , } and for any real number M > 0, Chebychev inequality implies
where the last equality follows from Lemma S1.1(4) and the fact that E[(τ −
Proof of Theorem 3.1. From Lemma S1.2, we have
That is, we have
For the second argument, note that
S2 Proof of Theorem 3.2
Note that the SCAD penalized objective function can be written as S n (θ) =
, where G n (θ) and H n (θ) are convex functions,
and
Here neither G n (θ) nor H n (θ) are differentiable, while H n in Sherwood and
Wang (2016) is differentiable everywhere. We formally define the subdifferentials of G n (θ) and H n (θ).
In the following, we analyze the subgradient of the unpenalized objective function, which is given by ν(θ) = 
otherwise, such that for ν(θ * ) with a i = a * i , with probability approaching one,
To obtain the property of the SCAD penalized estimator, we require the following lemma which is a sufficient condition of a local minimizer for a convexdifference objective function.
Lemma S2.2. (Lemma 2.1 in Wang et al. (2012) ). If there exists a neighborhood U around the point θ * such that
Now we use Lemma S2.1 to prove that the oracle estimator satisfies Lemma S2.2. Recall that
denotes the ball with the center θ * and radius λ/(2(
On the other hand, from Lemma S2.1(3) we have
We have shown that there exists a neighborhood U around the point θ * such that ∂Hn(θ) ∂θ ∂Gn(θ) ∂θ
can get Theorem 3.2.
Proof of Lemma S2.1.
(1) By convex optimization theory, 0 is in the subdifferential of the oracle objective function. Thus, there exists a * i as described in the lemma such that (1) is satisfied.
(2) From the definition, we have
where k / ∈ S * , 1 ≤ m ≤ K n + l and a * i satisfies the condition in (1). Let
With probability one (Section 2.2 Koenker, 2005), |D| = K n . Therefore,
. We will show that
Next we will show that A 1 , A 2 and A 3 converge to zero one by one.
Step 1. By definition, we have
, it holds by Hoeffding's inequality
Step 2. By definition, we have
Note that
where the second inequality applies Jensen's inequality (similar to Lemma B.5 in Sherwood and Wang (2016) ) and the last inequality follows from λ max (ŴŴ
) (Lemma S1.1(3)),
Since max{n −1/2 , sK −1/2 n n −1/2 } = o(λ), we have the last equality. Thus we can conclude that A 2 → 0.
Step 3. By definition, we have
The set Θ S * ,n can be covered by a set of balls denoted as {Θ 
In the following, we will show that T 1km ≤ C exp(K n log(n) − CnK 1/2 n λ) and
n λ). If so, then the following completes the proof:
where the last equality follows from (S2.1). Applying Bernstein's inequality,
To evaluate T 2km , note that
Similarly to the evaluation of T 1km , we cam show that
Applying Bernstein's inequality, we have
S3 Proof of Theorem 3.3
For each candidate model S, similarly we can define J S = (K n + l)|S| + 1 and
We first show lemmas used in proof. With condition (C5), the following lemma holds parallelly with Lemma S1.1. All constants in the following lemma do not depend on S.
Lemma S3.1. We have the following properties for the spline basis vector:
(1) E( W (ζ i,S ) 2 ) ≤ b 1 |S|, for some positive constant b 1 for all n sufficiently large.
n , for some positive constants b 2 and b * 2 for n sufficiently large.
(3) E( Ŵ −1 B,S ) ≥ b 3 K n /n, for some positive b 3 for all n sufficiently large.
Let M OF = {S : S * ⊆ S} be the set of overfitted model and B η (S) = {δ ∈ R J S : δ ≤ η}. We denote the maximum of J S over S ∈ M OF by J.
For S ∈ M OF ,δ S is defined aŝ
Lemma S3.2. Assume conditions in Theorem 3.3 hold. Then for any sequence
This lemma provides a uniform approximation of
and can be proved by the same technical arguments in the proof of step 1 for Lemma S1.2.
Proof. It's equivalent to show
for some positive α 1 .
Lemma S3.1(4) implies that P (F n4 ) → 1 as n → ∞. F n2 and F n3 is defined in the proof of Lemma S1.2. Then it's sufficient to show for any ε > 0
Partition B 1 (S) as a union of balls with radius m 0 = 
By Bernstein inequality, we have
which converges to zero. Hence the proof of the first step is complete.
Lemma S3.3. Assume conditions in Theorem 3.3 hold. We have
This lemma is different with Lemma S1.2 in that we provide a uniform bound forδ S for all S ∈ M OF .
Proof. By the convexity of ρ τ , it suffices to show that, for any ε > 0, there exists a large constant L > 0 such that
From Lemma S3.2, if follows that for any δ S : δ S = Ld S (log n) 1/2 with
Since max 1≤k≤s
where the last inequality is from Hoeffding's inequality. This implies
Consequently, we have
We deal with B n (δ S ) similar with step 2 of Lemma S1.2. Applying Knight's identity twice,
The last equality holds because R i,S = R i,S * for any overfitted model S. Consequently, for sufficient large L, C δ S 2 dominates all other terms and impies (S3.4).
Lemma S3.4. Assume conditions in Theorem 3.3 hold. Then given a constant η > 0 we have
Proof. This lemma can be proved by the arguments of Lemma A.3 in Lee et al. (2014) , where chain technique is used. For m ≥ 0, let Θ n (2 −m η, S) denote a grid of points in B η (S) such that for every δ S ∈ B η (S) there exists δ
For the first inequality, note that δ 
B,S = I. Similar to (A.14) in Lee et al. (2014) , we can take
Applying Hoeffding's inequality, we get that
which converges to zero for sufficiently large C > 0.
Proof of Theorem 3.3. Let M U F = {S : S * S} denote the underfitted model. It suffices to show that
First we prove (S3.5). Using similar arguments as in the proof of Lemma S3.3, and the fact that |B n (δ S )| ≤ C δ S 2 , we can choose a sequence {L n }, not depending on S, such that Ln Cn → 0 and Lns 2 JCn → 0, and
for any S ∈ M OF with probability tending to one. Then we have
where the first inequality follows from log(1+x) ≥ −2|x| for any x : |x| < 1/2.
This completes the proof of (S3.5).
Now we prove (S3.6). By assumption, we can take η > 0(not depending on n) such that min k∈S * θ 
Consequently,
Similar to arguments in Lemma S3.3, n −1 inf δS ∈B √ nη (S)
is positive and bounded away uniformly overS ∈ OF. From Lemma S3.4, the second term converges to 0. From (S3.7), the third term converges to 0. So we can take a constant c > 0 not depending on S such that
for all S ∈ S U F with probability tending to one. Then we have min S∈M U F
BIC(S) − BIC(S)
= min
} − |S * |K n log n 2n C n > 0, with probability tending to 1. The first inequality follows from log(1 + x) ≥ min{x/2, log 2} for any x > 0. Then we have where the first inequality comes from (S3.5). This completes the proof.
