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1 Einleitung
Eine angemessene Qualität der Elektroenergie ist Grundvoraussetzung für den störungs-
freien Betrieb aller angeschlossenen Geräte und Anlagen und spielt in den Verteilungs-
netzen moderner Industriegesellschaften wie Deutschland eine zentrale Rolle. Die Elektro-
energiequalität (EEQ) wird in Strom- und Spannungsqualität unterteilt. Während die
Stromqualität maßgeblich im Verantwortungsbereich der Hersteller von Geräten und An-
lagen liegt, sind für die Sicherung einer angemessenen Spannungsqualität im Wesentlichen
die Netzbetreiber verantwortlich. Durch die technische Weiterentwicklung bspw. neuer
Gerätetechnologien und die zunehmende Integration dezentraler Erzeugungsanlagen wie
Photovoltaikanlagen ist zu erwarten, dass die EEQ auch künftig an Bedeutung gewinnt.
Die EEQ im Niederspannungsnetz ist abhängig von Ort und Zeit und wird durch verschie-
dene Qualitätskenngrößen beschrieben. Die örtliche und zeitliche Abhängigkeit resultieren
aus einer Vielzahl verschiedener Einflussfaktoren, welche sich entweder der elektrischen
oder der nicht-elektrischen Umgebung des betrachteten Niederspannungsnetzes zuordnen
lassen (vgl. Bild 1.1). Dabei wird die elektrische Umgebung durch die Art und Anzahl ange-
schlossener Verbraucher bzw. Erzeuger (Abnehmer- bzw. Erzeugerstruktur) sowie Struktur
und technische Parameter des Niederspannungsnetzes (Netzstruktur) bestimmt. Die Nicht-
elektrische Umgebung umfasst Einflüsse der klimatischen Umgebung (z. B. Temperatur
oder Globalstrahlung), der sozialen Struktur (z. B. Nutzungsverhalten und Ausstattungs-
grad) sowie mögliche Einflüsse in Form ökonomischer Anreize (z. B. Nachttarife).
Bild 1.1: Beeinflussung der Elektroenergiequalität
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1.1 Stand der Forschung
Derzeit werden Messungen der EEQ insbesondere zur Bewertung der Spannungsqualität
im Verteilungsnetz durchgeführt. Dabei ist zwischen Messungen als Reaktion auf Kunden-
beschwerden, Messungen zur Vertragskontrolle und Messungen zur unternehmensinternen
Qualitätsbewertung zu unterscheiden. Die Mehrzahl der Messungen erfolgt als Reaktion auf
Kundenbeschwerden, wobei jedoch eine Zunahme der Messsysteme zur unternehmensin-
ternen Qualitätsbewertung zu beobachten ist [MMB+14]. In den meisten Fällen erfolgt
ausschließlich eine qualitative Bewertung der Spannungsqualität im Hinblick auf die Ein-
haltung aktueller Normen (u. a. EN50160 [DIN11]).
Hinsichtlich der Stromqualität dienen Normen und Regelwerke (u. a. “Technische Regeln
zur Beurteilung von Netzrückwirkungen” DACHCZ [VVV+07]) der vereinfachten determi-
nistischen Berechnung von Qualitätskenngrößen des Verbrauchs und der Erzeugung (z. B.
Stromharmonische). Zur Beurteilung der Zulässigkeit des Anschlusses von Geräten und
Anlagen werden diese hauptsächlich im Rahmen der Planung eingesetzt. Für die Mo-
dellierung von Harmonischen werden einzelne Geräte messtechnisch erfasst, um im An-
schluss z. B. die Emissionen von Haushalten simulationstechnisch nachzubilden (u. a. in
[BCK10, CAHD10]). Zusätzlich werden häufig statistische Ansätze verfolgt. Die Grundla-
ge bilden dabei mehr oder minder komplexe Abnehmermodelle, die ebenfalls verschiedene
Abnehmerkategorien für die interessierende Qualitätskenngröße nachbilden, z. B. mittels
Monte Carlo Simulation in [AM06].
Die meisten weiterführenden Untersuchungen im Rahmen von Forschungsarbeiten beschäf-
tigen sich überwiegend mit der Analyse von Harmonischen und Spannungsschwankungen.
Neben Messungen der EEQ in ausgewählten Niederspannungsnetzen, wie in [BORS14],
werden vereinzelt Aspekte im Rahmen von Fallstudien aufgegriffen. Hierzu zählt beispiels-
weise die Analyse der Temperaturbeeinflussung für die Emission von Stromharmonischen
eines Wohngebietes in [KSL+14]. Häufig wird auch der Einfluss neuer Technologien auf
die Emission von Stromharmonischen untersucht, wie für die Einführung von Energie-
sparlampen in [CRB+12] oder den Einsatz von Photovoltaikanlagen in [KLKH15]. Andere
Arbeiten beschäftigen sich mit der Auswertung der EEQ in verschiedenen Messprogram-
men. Schwerpunkt bilden dabei Verfahren der empirischen Statistik, die neben dem Einsatz
typischer Kenngrößen (z. B. Mittelwert oder Quantile), wie in [ESGB10], auch Ansätze zur
Identifikation von Trendentwicklungen verfolgen [SSM08].
Erweiterte generalisierte Messprogramme für die Untersuchung verschiedener Qualitäts-
kenngrößen in Abhängigkeit von z. B. der Netz- und Abnehmerstruktur sind nicht bekannt.
Auch die systematisierte Analyse von korrelativen Zusammenhängen zwischen verschiede-
nen Qualitätskenngrößen und den verschiedenen Umgebungseinflüssen wurde bisher nicht
intensiv verfolgt. Umfassende und systematisierte Untersuchungen zur Anwendbarkeit er-
weiterter Methoden der mathematischen Statistik oder der Zeitreihenanalyse für die Aus-
wertung von Messungen der Spannungs- bzw. Stromqualität sind nicht bekannt.
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1.2 Zielsetzung der Arbeit
Ziel dieser Arbeit ist die systematische Identifikation korrelativer Zusammenhänge zwi-
schen elektrischer sowie klimatischer Umgebung und der EEQ. Die Zusammenhänge sollen
auf Basis geeigneter Indizes und Kenngrößen quantifiziert werden. Die Schwerpunkte der
Arbeit liegen daher in:
• dem Aufbau einer repräsentativen und belastbaren Datenbasis zur Analyse grund-
legender Zusammenhänge zwischen den Kenngrößen der EEQ und den Umgebungs-
einflüssen,
• der Identifikation geeigneter Kenngrößen zur Beschreibung der EEQ, der elektri-
schen Umgebung (Abnehmer-, Erzeuger- und Netzstruktur) sowie der klimatischen
Umgebung,
• der Entwicklung und Untersuchung verschiedener Verfahren zur Identifikation und
Quantifizierung von Zusammenhängen unter qualitativen (z. B. Form des Tagesver-
laufes) und quantitativen (z. B. durch Indizes und Kenngrößen) Aspekten sowie
• der systematischen Anwendung der Verfahren auf die gesamte Datenbasis zur Quan-
tifizierung der identifizierten Zusammenhänge zwischen EEQ und Umgebung.
Die Ergebnisse der Arbeit sollen helfen grundlegende Prinzipien der Ausprägung der EEQ
im öffentlichen Niederspannungsnetz besser zu verstehen und die Niederspannungsnetze
im Hinblick auf die EEQ auf neue Art und Weise zu charakterisieren und zu klassifizieren.
1.3 Struktur der Arbeit
Kapitel 2 dieser Arbeit befasst sich mit den grundlegenden Betrachtungen zur Beeinflus-
sung der EEQ. Hierfür erfolgt in Abschnitt 2.1 die Einordnung des Begriffs sowie die
Zuordnung möglicher Einflussfaktoren zur elektrischen und nicht-elektrischen Umgebung.
Der Aufbau einer fundierten Messdatenbasis bildet die Grundlage für die Untersuchun-
gen und wird durch die Realisierung eines Messprogramms ermöglicht. Dazu werden in
Abschnitt 2.2 die Kriterien der Messortauswahl, der Aufbau des Messsystems und die
Durchführung der Messungen beschrieben. Zur Plausibilisierung und um die Qualität der
Messdaten einschätzen zu können, erfolgt eine Bewertung der Messgenauigkeit für die er-
fassten EEQ-Kenngrößen.
Um die Identifikation und Quantifzierung korrelativer Zusammenhänge durchführen zu
können, werden in Kapitel 3 geeignete Kenngrößen für die Beschreibung der elektrischen
und der klimatischen Umgebung sowie der EEQ identifiziert. In Abschnitt 3.1 werden die
EEQ-Kenngrößen und das Aggregierungsintervall für deren Auswertung ausgewählt. Die
Vorstellung der Kenngrößen zur Beschreibung der elektrischen Umgebung erfolgt in Ab-
schnitt 3.2. Neben der Definition der Abnehmer- und Erzeugerstrukturkenngrößen werden
Kenngrößen zur Charakterisierung der Netzstruktur bestimmt. Schließlich sind für die kli-
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matische Umgebung (Abschnitt 3.3) unterschiedliche Wetterbedingungen kategorisiert, um
Wetterkenngrößen mit signifikantem Einfluss auf die EEQ herauszustellen.
In Kapitel 4 sind die Verfahren und Methoden, die für die qualitative und quantitative
Analyse der Messdaten sowie die Untersuchungen von Zusammenhängen eingesetzt wer-
den, detailliert beschrieben. Die qualitative Bewertung in Abschnitt 4.1 erfolgt durch die
automatisierte Erstellung messortbasierter Qualitätsprofile. Für die quantitative Analyse
mittels beschreibender Kenngrößen (Abschnitt 4.2) werden für die Tages- und Wochen-
zeitreihen Kenngrößen der empirischen und deskriptiven Statistik eingesetzt. Um Lang-
zeitrends und saisonalen Effekte zu untersuchen, werden neue Kenngrößen definiert, die
deren Quantifizierung ermöglichen. Die Bewertung von Zusammenhängen zwischen den
Kenngrößen erfolgt in Abschnitt 4.3 unter Anwendung der Korrelations- und Regressions-
analyse.
Die vorgestellten Analyseverfahren werden anschließend in Kapitel 5 auf die gesamte Da-
tenbasis angewendet. In Abschnitt 5.1 werden die Gemeinsamkeiten und Unterschiede
der Messorte u. a. hinsichtlich verschiedener Qualitätsprofile analysiert. Die wesentlichen
Erkenntnisse für die Quantifizierung möglicher Einflussfaktoren der elektrischen und der
klimatischen Umgebung sind in Abschnitt 5.2 zusammengefasst. Weiterhin erfolgt eine
kurze Übersicht zur Bewertung der Langzeittrends.
Basierend auf den Ergebnissen wird in Kapitel 6 ein System zur Klassifizierung von Qua-
litätsprofilen vorgestellt. Nach der Definition der Qualitätsprofil-Klassen (Abschnitt 6.1)
erfolgt die Konzipierung des Klassifizierungssystems (Abschnitt 6.2) und die Evaluierung
der Klassifikationsraten (Abschnitt 6.3). Um Fehlklassifikationen zu identifizieren, wird
in Abschnitt 6.4 ein neu definiertes Gütemaß der Klassenzugehörigkeit eingeführt. Die
vorliegende Arbeit schließt mit einer Zusammenfassung.
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Zu Beginn erfolgen die Einordnung des Begriffs und die grundlegenden Betrachtungen
zur Beeinflussung der Elektroenergiequalität. In Abschnitt 2.1 werden mögliche Einfluss-
faktoren entweder der elektrischen oder der nicht-elektrischen Umgebung zugeordnet. Ba-
sierend auf den Wirkungsmechanismen der elektrischen und der nicht-elektrischen Umge-
bung werden in Abschnitt 2.1.2 verschiedene Arten der Variation für die Beeinflussung
betrachtet. Um die vermuteten Zusammenhänge zwischen den EEQ-Kenngrößen und den
unterschiedlichen Umgebungseinflüssen untersuchen zu können, ist der Aufbau einer umfas-
senden Datenbasis mithilfe eines individuellen Messprogramms notwendig. In Abschnitt 2.2
wird die Realisierung des Messprogramms vorgestellt. Dies umfasst das Vorgehen zur Aus-
wahl der Messorte, den Aufbau des Messsystems sowie die Bewertung der Messgenauigkeit
der eingesetzten EEQ-Messgeräte.
2.1 Elektroenergiequalität
Die technische Weiterentwicklung der Elektroenergieversorgungsnetze umfasst die Inte-
gration dezentraler Erzeugungsanlagen (z. B. Photovoltaikanlagen). Gleichzeitig stellt die
Gewährleistung der Versorgungsqualität eine der wesentlichen Anforderungen dar, wobei
diese u. a. auf Grundlage der Versorgungszuverlässigkeit und der Elektroenergiequalität
bewertet wird [Mal94] . Die Elektroenergiequalität, im Englischen als Power Quality be-
zeichnet, wird in einer Vielzahl verschiedener Normen unterschiedlich definiert, u. a. in
IEC61000-1-1 [IEC92], dem IEEE Standard 1100 [IEE92], und dem Internationalen Elek-
trotechnischem Wörterbuch (IEV) in IEV617-01-05. Der Begriff der Elektroenergiequali-
tät wird in [Bol00] zusammenfassend als Kombination von Strom- und Spannungsqualität
eingeführt und beschreibt die Abweichung von Spannung und/oder Strom gegenüber einer
idealen sinusförmigen Verlaufsform mit konstanter Frequenz und Amplitude eines symme-
trischen Drehstromsystems.
Die Strom- und die Spannungsqualität sind beide sowohl zeit- als auch ortsabhängig und
werden z. B. durch die Merkmale Amplitude, Frequenz, Phasenwinkel, Form und Sym-
metrie der zeitlichen Verläufe charakterisiert sowie durch Qualitätskenngrößen quanti-
fiziert [KWW86]. In der Normung wird die Elektroenergiequalität in Niederspannungs-
netzen fast ausschließlich durch Qualitätskenngrößen der Spannung erfasst. Bspw. wer-
den die Merkmale der Spannung in öffentlichen Elektrizitätsversorgungsnetzen in der
DINEN50160 [DIN11] definiert, welche zu den wichtigsten Standards der Spannungsqua-
lität in Europa zählt. Die Qualitätskenngrößen des Stroms dienen der Charakterisierung
des Abnehmerverhaltens sowie der Identifikation von Einzelverbrauchern und Abnehmer-
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strukturen [Mey04]. Ebenso ist die Charakterisierung von dezentralen Erzeugungsanlagen
(DEAs) und Erzeugerstrukturen möglich.
Im Hinblick auf ihre Erfassung werden die Qualitätskenngrößen für Strom und Span-
nung in verlaufsorientierte Kenngrößen und ereignisorientierte Kenngrößen unterschie-
den (Bild 2.1). Die verlaufsorientierten Kenngrößen (z. B. Harmonische, Unsymmetrie,
Flicker) werden kontinuierlich erfasst und entsprechend der weiteren Bewertung in ge-
eigneter Form aggregiert. Die ereignisorientierten Kenngrößen (z. B. Spannungseinbrüche,
Einschaltströme) treten mehr oder weniger zufällig auf. Die Untersuchungen in der vorlie-
genden Arbeit befassen sich ausschließlich mit den verlaufsorientierten Qualitätskenngrö-
ßen.
Bild 2.1: Systematisierung der Elektroenergiequalität
Neben der zeitlichen Abhängigkeit ist die örtliche Ausprägung der EEQ je nach betrach-
tetem Messort unterschiedlich. Da sich beide Aspekte beeinflussen können, ist es entschei-
dend, welche Geräte und Anlagen (Stromqualität) betrieben werden und wie die EEQ des
Niederspannungsnetzes (Spannungsqualität) beschaffen ist.
2.1.1 Einflussfaktoren
Die EEQ im öffentlichen Niederspannungsnetz wird von einer Vielzahl von Faktoren beein-
flusst, die sich entweder der elektrischen oder der nicht-elektrischen Umgebung zuordnen
lassen. Die elektrische Umgebung kann in Abnehmer-, Erzeuger- und Netzstruktur unter-
teilt werden. Die nicht-elektrische Umgebung umfasst verschiedene Aspekte wie die soziale
Struktur, ökonomische Anreize oder die klimatische Umgebung. Die notwendige Systema-
tisierung der Einflussfaktoren für die Identifikation korrelativer Zusammenhänge zwischen
den genannten Umgebungseinflüssen und der EEQ ist in Bild 2.2 dargestellt. Im Folgenden
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werden die Wirkungsmechanismen der elektrischen und der nicht-elektrischen Umgebung
näher erläutert.
Bild 2.2: Systematisierung möglicher Einflussfaktoren auf die Elektroenergiequalität
Elektrische Umgebung
Beeinflussungen können von den Betriebsmitteln ausgehend über das Niederspannungsnetz
erfolgen und das Niederspannungsnetz kann in umgekehrter Wirkungsrichtung wiederum
die angeschlossenen Betriebsmittel beeinflussen. Diese gegenseitigen Beeinflussungen der
Betriebsmittel durch das Niederspannungsnetz werden als Netzrückwirkungen bezeichnet
[VVV+07]. Die Wechselwirkungen einzelner Betriebsmittel oder großer Anlagen werden
durch deren Spannungs-Strom-Kennlinien bzw. deren Impedanzen bestimmt. Diese kön-
nen linear oder nicht-linear sein. Zusätzlich ist zwischen zeitinvarianten und zeitvarianten
Impedanzen zu unterscheiden.
Das Grundprinzip der gegenseitigen Beeinflussung wird in Bild 2.3 mit der Annahme ei-
ner idealen Versorgungsspannung U0 dargestellt. Das Niederspannungsnetz wird durch
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Bild 2.3: Ersatzschaltbild zur Entstehung von Netzrückwirkungen
die Kurzschlussimpedanz Zk V bis zum betrachteten Verknüpfungspunkt (VP) nachge-
bildet. Die Spannung am Verknüpfungspunkt UVP wird somit ausschließlich durch die
Kurzschlussimpedanz Zk V des Niederspannungsnetzes und dem Summenstrom aller Ab-
nehmer IN bestimmt:
UVP = U0 − IN · Zk V (2.1)
Beispielsweise werden durch nicht-lineare Spannungs-Strom-Kennlinien einzelner Geräte
oder großer Anlagen Stromharmonische emittiert, die durch die Netzimpedanz Spannungs-
harmonische verursachen können. Diese Netzrückwirkungen in Form der Spannungsharmo-
nischen können wiederum das verursachende Betriebsmittel und/oder andere Betriebsmit-
tel am selben Verknüpfungspunkt beeinflussen. Die Höhe der Netzrückwirkungen wird
zusätzlich von der Kurzschlussimpedanz des Niederspannungsnetzes beeinflusst.
Dieser Wirkungskreis zwischen den Strom- und Spannungsharmonischen zeigt, dass die
Spannungsqualität am Verknüpfungspunkt das Resultat der in diesem Netz von der Be-
triebsmittelseite emittierten Strömen und der Kurzschlussimpedanz des Netzes ist. Neben
den Oberschwingungsspannungen gilt dieses Prinzip auch für andere Netzrückwirkungen.
Hierzu zählen u. a. Spannungen mit zwischenharmonischen Frequenzen (sog. Zwischen-
harmonische), Flicker, Spannungsänderungen, Spannungsschwankungen und Spannungs-
unsymmetrien. Zusätzlich bestimmen die Merkmale und technischen Eigenschaften des
Niederspannungsnetzes (u. a. Größe des MS/NS-Transformators, Art, Länge und Quer-
schnitt der Leitungen) maßgeblich deren Kurzschlussleistung bzw. Kurzschlussimpedanz
Zk V. Damit haben sie indirekt auch Einfluss auf die Zahl der anschließbaren Abnehmer
und Erzeugungsanlagen. Bei gleicher Emission der Stromharmonischen ist bei kleinerer
Kurzschlussimpedanz die Rückwirkung auf die Spannungsverzerrung geringer.
In Anlehnung an [KWW86] wird in Bild 2.4 das Prinzip der Wechselwirkungen in Form ei-
nes allgemeinen Wirkungskreises dargestellt. Ein zusätzlicher Aspekt, der bisher diskutier-
ten Wechselwirkungen, ist die Versorgungsspannung UN. Diese wird durch das überlagerte
Verteilungsnetz vorgegeben und entspricht in der Regel nicht der idealen Versorgungs-
8
2.1 Elektroenergiequalität
Bild 2.4: Prinzip der Wechselwirkungen zwischen Strom- und Spannungsqualität
spannung U0 wie in Bild 2.3 angenommen. In Abhängigkeit der Qualität der Versorgungs-
spannung können zusätzliche Beeinflussungen der Abnehmer und Erzeuger auftreten, die
sich mit den bereits erwähnten Netzrückwirkungen überlagern. Die Ursachen, welche ei-
ne Verminderung der Spannungsqualität hervorrufen, lassen sich somit häufig nicht mehr
eindeutig dem betrachteten Niederspannungsnetz zuordnen, weshalb der Fokus der Arbeit
auf der Stromqualität liegt.
Nicht-elektrische Umgebung
Die Abnehmer- und Erzeugerstruktur der Niederspannungsnetze beeinflussen maßgeblich
die Stromqualität im Niederspannungsnetz. Insbesondere die Abnehmerstruktur ist in der
Zusammensetzung der vorhandenen Verbraucher stark ortsabhängig. Je nach Messort sind
unterschiedliche soziale Strukturen vorherrschend, die sich bspw. im Haushaltsnettoein-
kommen oder dem Lebensalter unterscheiden und somit einen Einfluss auf den Ausstat-
tungsgrad haben. Die Einschaltdauer und -zeiten einzelner Verbraucher werden jedoch pri-
mär durch die Gewohnheiten der Benutzer bestimmt, woraus u. a. Unterschiede im Tages-
und Wochenverlauf der Elektroenergiequalitätskenngrößen resultieren. Durch ökonomische
Anreize wie, z. B. unterschiedliche Tarife für Energiepreise, ergeben sich weitere Einfluss-
faktoren, die bspw. für den Betrieb von Nachtspeicherheizungen oder µ-Blockheizkraft-
werken (µ-BHKW) zu beobachten sind.
Innerhalb eines Jahres lassen sich saisonale Einflüsse wie Winter und Sommer feststellen
[MSE08]. Zusätzlich sind Langzeittrends über mehrere Jahre beobachtbar, die z. B. durch
die Einführung neuer Gerätetechnologien wie Energiesparlampen hervorgerufen werden
und bestimmte Charakteristiken aufweisen [Ben08]. Die dezentralen Erzeugungsanlagen,
wie z. B. Photovoltaikanlagen, sind in ihrem Betrieb stark von den Wettereinflüssen in
der Umgebung ihres Standortes abhängig. Je nach Bestrahlungsstärke der Sonne und der
Außentemperatur ändert sich der Arbeitspunkt der Photovoltaikanlagen [Qua07]. Hieraus
resultieren Unterschiede in den eingespeisten Leistungen und in den jeweiligen Betriebs-
punkten der Anlagen, was sich möglicherweise auf die Emission von Stromharmonischen
auswirkt. Weiterhin führen die saisonalen Einflüsse in den Sommer- und Wintermonaten
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u. a. zu einem unterschiedlichen Nutzungsverhalten von µ-BHKWs. Im Rahmen dieser
Arbeit wird die nicht-elektrische Umgebung auf die klimatische Umgebung beschränkt, da
diese einen unmittelbaren Einfluss auf das Abnehmer- und Erzeugerverhalten repräsentiert
und somit die EEQ indirekt beeinflusst.
2.1.2 Zeitliche Abhängigkeiten
Im Verlauf der Zeitreihen existieren neben möglichen Trends, die sich über mehrere Jahre
erstrecken können [Ben08], mehr oder weniger regelmäßige Schwankungen. Deren Ursa-
chen liegen hauptsächlich im variierenden Verhalten von Abnehmern und Erzeugern. Ein
Beispiel dafür sind jahreszeitabhängige, sich über ein Jahr erstreckende Schwankungen der
Strom- und Spannungsqualität [MSE08]. Ausgehend von den Betrachtungen zu den Ein-
flussfaktoren der elektrischen und der nicht-elektrischen Umgebung auf die EEQ ergeben
sich Unterschiede hinsichtlich der zeitlichen Variation. Je nach Beobachtungsdauer können
unterschiedliche Arten von Variationen definiert werden, die in Bild 2.5 dargestellt sind.
Bild 2.5: Zeitliche Abhängigkeiten der Elektroenergiequalität nach [DMS15]
Kurze Beobachtungsdauer: Die verlaufsorientierten Energiequalitätskenngrößen haben
wie die Wetterkenngrößen der klimatischen Umgebung eine hohe zeitliche und örtliche Ab-
hängigkeit, weshalb eine zeitkontinuierliche Erfassung notwendig ist. Die Stromqualität be-
schreibt die Qualität des Stromverbrauches bzw. der Stromerzeugung durch DEA und wird
durch das Verhalten der Einzelverbraucher, Abnehmer- und Erzeugerstruktur bestimmt.
Das Verbrauchs- und Erzeugungsverhalten variiert im Verlauf eines Tages und bedingt
eine Änderung der Stromqualität. Das Verbrauchsverhalten der Abnehmer kann sich an
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verschiedenen Wochentagen (z. B. Werktage und Wochenende) deutlich unterscheiden. Das
Erzeugungsverhalten bspw. von PV-Anlagen ist wiederum stark von Wetterbedingungen
wie der Globalstrahlung geprägt. Eine Beeinflussung durch die Netzstruktur ist innerhalb
der kurzen Beobachtungsdauer nicht zu erwarten.
Mittlere Beobachtungsdauer: Die saisonalen Einflüsse innerhalb eines Jahres (z. B.
das jahreszeitabhängige Wetter) lassen sich innerhalb einer mittleren Beobachtungsdauer
analysieren und führen zusätzlich zu einem veränderten Verbrauchs- und Erzeugungsver-
halten, welches sich auf die Stromqualität auswirkt. Daraus lassen sich Empfehlungen
ableiten, welche Jahreszeit geeignet ist, um die Höhe der Emissionspegel einzelner Quali-
tätskenngrößen messtechnisch zu erfassen. Ein Einfluss der Netzstruktur kann bspw. durch
unterschiedliche Schaltzustände während verschiedener Jahreszeiten verursacht werden.
Lange Beobachtungsdauer: Über einen Beobachtungszeitraum mehrerer Jahre kön-
nen aufgrund von gesetzlichen und technischen Entwicklungen (z. B. der globale Einsatz
neuer Technologien wie Energiesparlampen) langfristige Trends in Bezug auf die EEQ-
Kenngrößen auftreten. Die frühzeitige Identifikation dieser Entwicklungen ermöglicht bspw.
die Abschätzung, ob die Einhaltung von Grenzwerten künftig gewährleistet ist.
2.2 Realisierung des Messprogramms
Zur Bewertung der verschiedenen Einflussfaktoren sind umfassende Messungen durchzu-
führen, deren Dauer ausreichend ist, um bspw. saisonale Effekte und Langzeittrends der
EEQ-Kenngrößen untersuchen zu können. Neben der ausreichenden Messdauer müssen die
Messorte systematisch ausgewählt werden, um z.B. unterschiedliche Abnehmerstrukturen
vergleichen zu können. Um den Aufbau einer fundierten Messdatenbasis zu realisieren, ist
die Konzeption und die Durchführung eines Messprogramms notwendig. Ein geeigneter
Aufbau des Messsystems sowie ein dediziertes Ablagesystem für die Messdaten und die
Messortinformationen ermöglichen eine systematische und effiziente Analyse. Die Bewer-
tung der Messgenauigkeit sichert eine realistische Einschätzung der Qualität der erfassten
Messdaten und bestimmt die Grenzen für den Einsatz der untersuchten EEQ-Messgeräte.
2.2.1 Kriterien der Messortauswahl
Die Messortauswahl orientiert sich primär an der Abnehmerstruktur des Niederspannungs-
netzes. Grundsätzlich lässt sich die Abnehmerstruktur, wie in Bild 2.6 dargestellt, in meh-
rere Ebenen unterteilen. Die Ebene A beinhaltet eine bestimmte Anzahl verschiedener Ver-
braucher, die während ihrer Einschaltzeiten eine Verminderung der EEQ bewirken und zu
entsprechenden Kleinverbünden (Ebene B) zusammengefasst werden. Die Ebenen C bis D
stellen weitere Zusammenfassungen dar, die schließlich einen Gesamtverbund (Ebene D) er-
geben. Dieser repräsentiert das gesamte Niederspannungsnetz am MS/NS-Einspeisepunkt.
In vielen Fällen sind die EEQ-Kenngrößen an der Sammelschiene von Interesse, da hier
die Gesamtstöraussendung der Abnehmer- und Erzeugerstruktur abgebildet wird [Mey04].
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Bild 2.6: Allgemeine Hierarchie im Niederspannungsnetz nach [Mey04]
Eine eindeutige Einteilung von öffentlichen Niederspannungsnetzen hinsichtlich der Abneh-
merstruktur ist nicht bekannt. Aufbauend auf bisherige Arbeiten orientiert sich die Eintei-
lung der Niederspannungsnetze an einer grundsätzlichen Zusammenstellung verschiedener
Abnehmerstrukturen und -gruppen. In [Mie88] werden die Verbraucherarten u. a. in Ge-
räte und Anlagen mit elektronischen Bauelementen (z. B. Fernseher, Computer) oder in
vorwiegend ohmsche Lasten (z. B. Heizgeräte) unterteilt. Die einzelnen Verbraucherarten
werden direkt in Abnehmergruppen zusammengefasst und unterteilen sich in Haushaltsab-
nehmer (Ein- und Mehrfamilienhäuser), gesellschaftliche Einrichtungen (z. B. Kultur- und
Bildungseinrichtungen), Handwerks- und Produktionsbetriebe (z. B. Bäcker, Fleischer, Fri-
seur), landwirtschaftliche Betriebe und öffentliche Beleuchtung. Für die öffentlichen Nie-
derspannungsnetze lassen sich nach [GD94] drei unterschiedliche Zusammensetzungen der
Abnehmerstruktur definieren, die sich aus verschiedenen Abnehmergruppen zusammen-
setzen. Hierzu gehören reine Wohngebiete, Gebiete mit überwiegendem Wohnanteil und
geringem Anteil an Gewerbe sowie Gebiete mit geringem Wohnanteil und überwiegendem
Anteil an Gewerbe.
In Abhängigkeit des Gebietes, in dem sich das betrachtete Niederspannungsnetz befindet,
existieren wiederum typische Ausprägungen für die Abnehmerstruktur. Abnehmergruppen
in ländlichen Bereichen bis hin zur Vorstadt sind primär Wohngebiete bestehend aus Einfa-
milienhäusern mit einer geringen Bebauungsdichte. Wohngebiete mit Mehrfamilienhäusern
zählen zur Blockbebauung mit vier und mehr Stockwerken und mehreren Wohneinheiten
[Ker11]. Typisch für den innerstädtischen Bereich sind neben einer hohen Bebauungsdich-
12
2.2 Realisierung des Messprogramms
Tab. 2.1: Übersicht der Kategorien für die Abnehmerstruktur
Abkürzung Kategorie
EFH Wohngebiet mit Einfamilienhäusern
MFH Wohngebiet mit Mehrfamilienhäusern
GHD Gewerbe, Handel und Dienstleistungen
BUR Büro (Bürohäuser)
SON Sonstige Abnehmer
MIX Typische Durchmischung aus EFH, MFH, GHD, BUR und SON
te, Mehrfamilienhäuser, Büros, öffentliche Gebäude, Kultur- und Bildungseinrichtungen,
sowie Vertreter des Sektors Gewerbe, Handel und Dienstleistungen (GHD), wie z. B. Ein-
kaufszentren mit Elektronikfachmärkten und Geschäften.
In Tabelle 2.1 sind die fünf Abnehmerkategorien für die Abnehmerstruktur angegeben, wel-
che für das Messprogramm definiert wurden. Es ist davon auszugehen, dass diese sich in
der Zusammensetzung der angeschlossenen Geräte und dem Nutzungsverhalten unterschei-
den und somit auch verschiedene Stromemissionen aufweisen. Gleichzeitig sind die ersten
vier Kategorien EFH, MFH, GHD und BUR allgemein genug gefasst, sodass diese bundes-
weit vorzufinden sind und nicht ausschließlich auf einzelne Regionen beschränkt werden
müssen. Spezielle Abnehmer, welche sich keiner der vier genannten Kategorien zuordnen
lassen, wie z. B. Schulen, Kinos oder Krankenhäuser, werden in der Kategorie Sonstige
(SON) zusammengefasst und spielen hinsichtlich der Auswertungen eine untergeordnete
Rolle.
Zu Beginn wurde bei der Messortauswahl darauf geachtet, dass die Netze möglichst aus-
schließlich aus Abnehmern einer der o. g. Kategorien bestehen und die Anforderungen einer
möglichst homogenen Abnehmerstruktur erfüllen. Nur so ist es möglich, die Zusammen-
hänge, die u. a. zwischen der Stromqualität und dem Abnehmerverhalten existieren, zu
identifizieren. Um ein repräsentatives Spektrum der Niederspannungsnetze zu erhalten,
wurden im weiteren Verlauf des Messprogramms zunehmend Messorte ausgewählt, die ei-
ne typische Durchmischung (MIX) der verschiedenen Abnehmergruppen EFH, MFH, GHD
und BUR aufweisen. Im Anschluss an die Bestimmung der Abnehmerstruktur wurden die
Messorte auf Basis ihrer Erzeuger- und Netzstruktur kategorisiert.
Für die Einteilung der Netze anhand der Erzeugerstruktur wurde ausschließlich nach Vor-
handensein von dezentralen Erzeugungsanlagen (DEA), wie z. B. Photovoltaikanlagen oder
µ-BHKWs, in dem betrachteten Niederspannungsnetz unterschieden. Eine detailierte Er-
fassung der DEAs (z. B. Art und Anzahl der Anlagen, Summe der im Netz installierten
Erzeugungsleistung) erfolgte für die Netze, in denen Messungen durchgeführt wurden.
Hinsichtlich der Netzstruktur wurde in zwei Kategorien unterteilt: Netze mit niedriger
Kurzschlussleistung (KSL) und Netze mit hoher KSL. Städtische Netze sind häufig durch
eine höhere KSL als Netze in ländlichen Regionen charakterisiert und sind dementspre-
chend unempfindlicher gegenüber Netzrückwirkungen.
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Bild 2.7: Schematische Struktur des Messsystems
Ein weiteres Entscheidungskriterium für die Messortauswahl ist die Anzahl der speisenden
Netzstationen. Mehrfach gespeiste vermaschte Niederspannungsnetze sind von der Mess-
ortauswahl ausgeschlossen, da u. a. keine eindeutige Zuordnung möglich ist, wie sich die
Versorgung der angeschlossenen Verbraucher durch die Stationen aufteilt. Zusätzlich sind
diese eher untypisch, verglichen mit den einfach gespeisten Strahlennetzen. Für jedes der
einfach gespeisten Netze erfolgt mithilfe verschiedener Kenngrößen (z. B. Anzahl der Lei-
tungsabschnitte, Gesamtleitungslänge, Transformatorkenndaten) eine detailierte Erfassung
der Netzstruktur, durch welche die Niederspannungsnetze charakterisiert werden. Die Eig-
nung von Kenngrößen zum Herausstellen der Gemeinsamkeiten und der Unterschiede zwi-
schen den erfassten Netzen wird im Unterabschnitt 3.2.3 analysiert.
2.2.2 Aufbau des Messsystems
In der Regel werden in den zu messenden Niederspannungsnetzen zwei EEQ-Messgeräte
installiert. Ein Messgerät befindet sich an der NS-Sammelschiene, wohingegen sich das
andere Gerät an einem Punkt innerhalb des Netzes befindet. Der grundsätzliche Aufbau
des Messsystems ist in Bild 2.7 dargestellt.
Um den Aufwand bei der Erfassung und Archivierung der Messdaten zu minimieren und
die ordnungsgemäße Funktion der Geräte zu überwachen, wird eine Datenübertragung
mittels mobilfunkfähiger Router durchgeführt. Die Daten der EEQ-Messgeräte (Bild 2.7,
Server A, B) und der Wetterstationen (Bild 2.7, Server C) werden über ein virtuelles
privates Netzwerk (VPN) von separaten Servern empfangen. Diese erstellen automatisiert
Tagesberichte der Datenübertragung, um Übertragungsausfälle frühzeitig zu erkennen. Ab-
schließend werden die Messdaten in ein herstellerunabhängiges Datenformat umgewandelt
und abgelegt. Diese Ablagemethodik ist die Grundlage für eine einheitliche, übergreifende
Auswertung.
Die Datenablage erfolgt mit einer Kombination aus einem dateibasierten Ablagesystem
für die Messdatendateien und einer übergeordneten Datenbank als Index- bzw. Verzeich-
nisdienst. Der Aufbau der Messdatenablage ist in Bild 2.8 dargestellt. Die Messdaten
(EEQ-Kenngrößen und klimatische Kenngrößen) werden in einer nach Messgeräten sor-
tierten Verzeichnisstruktur abgelegt, die sich in Jahres-, Monats- und Tagesverzeichnisse
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unterteilt. Die den Messungen zugehörigen Metadaten (u. a. Messgeräte-ID, Einbauort,
Start- und Enddatum der Messung) werden mit den dazugehörigen Informationen der Ab-
nehmerstruktur1, Erzeugerstruktur2 und Netzstruktur3 in einer Datenbank gespeichert.
Veränderungen der Netztopologie (bspw. durch Änderung des Schaltzustandes im Netz)
oder der Erzeugerstruktur (z. B. durch die Installation zusätzlicher PV-Anlagen) werden
dokumentiert.
Bild 2.8: Prinzip der Datenablage für die EEQ-Messgeräte (A und B) und die Wettersta-
tion (C)
Die Kombination aus dem dateibasierten Ablagesystem und der Datenbank der Metada-
ten als Index- bzw. Verzeichnisdienst ermöglicht einen schnellen Zugriff auf die Messdaten.
Durch die Ordnerstruktur sind die Messdaten derart segmentiert, dass die Abfragedau-
er unabhängig vom Speichervolumen des gesamten Datenbestandes und der Anzahl der
Messungen ist. Ferner ermöglicht die Ordnerstruktur eine Verteilung der Messdaten über
mehrere Speicherorte.
2.2.3 Durchführung der Messungen
Um die Anzahl der Messorte zu erhöhen und die Untersuchungen hinsichtlich der Ver-
gleichbarkeit zwischen Abnehmerstrukturen verschiedener Niederspannungsnetze zu er-
möglichen, werden unterschiedliche Zeiträume für die Messungen festgelegt. Es wird ein
hybrider Ansatz bestehend aus Dauermessungen und rotierenden Messungen genutzt, wo-
bei insgesamt vier verschiedene Varianten für die Messdauer verwendet werden:
• Dauermessung (DM): 2 Jahre und mehr
• lange Messdauer (LM): 1 bis 2 Jahre
• mittlere Messdauer (MM): 3 bis 12 Monate
• kurze Messdauer (KM): mehrere Wochen bis wenige Monate
1 u. a. Anzahl der Wohneinheiten, Büros, Geschäfte
2 u. a. Art, Leistung und Anzahl der installierten Erzeugungsanlagen
3 u. a. Anzahl und Gesamtlänge der Leitungsabschnitte, Transformatorleistung
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Die lange Messdauer wurde ausgewählt, um vor allem saisonale Effekte zu untersuchen.
Hinsichtlich der Abnehmerstruktur existieren für jede der fünf Kategorien (EFH, MFH,
GHD, BUR und MIX) zur Identifizierung möglicher Langzeittrends mindestens zwei Dau-
ermessungen. Die mittlere Messdauer soll die Repräsentativität der ausgewählten Messorte
erhöhen und wird für Netze durchgeführt, die ähnliche Struktureigenschaften wie die Netze
mit langer Messdauer besitzen. Diese unterscheiden sich zur Untersuchung von Skalierungs-
effekten, z. B. in der Anzahl der Abnehmer für Wohngebiete mit Mehrfamilienhäusern. Die
kurze Messdauer dient vornehmlich der Charakterisierung von speziellen Abnehmern und
Erzeugern. Dazu zählen z. B. die direkte Messung von Photovoltaikanlagen.
Eine Übersicht der Messungen für die unterschiedlichen Kategorien der Abnehmerstruktur
ist mit der entsprechenden Messdauer in Tabelle 2.2 gegeben. Die Messungen wurden an
51 Messorten in insgesamt 29 verschiedenen Niederspannungsnetzen durchgeführt.
Tab. 2.2: Anzahl der Messungen für die unterschiedliche Messdauer und die verschiedenen
Kategorien der Abnehmerstruktur; Zeitraum: Dezember 2010 bis Februar 2015
EFH MFH GHD BUR MIX SON
Dauermessung DM 7 4 3 2 0 0
lange Messdauer LM 5 4 2 2 5 1
mittlere Messdauer MM 4 4 1 1 2 1
kurze Messdauer KM 0 0 0 0 0 3
Für die Abnehmerstruktur EFH und MFH wurde darauf geachtet, dass sowohl Netze mit
niedriger als auch mit hoher KSL berücksichtigt werden. Für Netze der Abnehmerstruk-
turkategorie EFH wurden zusätzlich Netze mit und ohne dezentrale Erzeugungsanlagen
gemessen. Die Netze mit Abnehmerstrukturen der Kategorie BUR und GHD erhalten in
der Regel einen eigenen Abgang nahe des Transformators, sodass keine Unterscheidung
nach hoher oder niedriger KSL notwendig ist.
Neben den 26 EEQ-Messgeräten wurden vier Wetterstationen eingesetzt, um die Kenn-
größen der klimatischen Umgebung (z. B. Globalbestrahlungsstärke und Temperatur) zu
messen. Hierbei wurde darauf geachtet, dass die zeitliche Auflösung der Aufzeichnungen
denen der EEQ-Kenngrößen entspricht, um Korrelationsanalysen zu ermöglichen. Eine der
Stationen wurde auf dem Gelände der Technischen Universität Dresden positioniert, um
die klimatischen Bedingungen im städtischen Gebiet zu erfassen. Die anderen drei Sta-
tionen wurden in den ländlichen Gebieten und in relativer Nähe zu den EEQ-Messorten
installiert.
In Abhängigkeit der Messdauer und des Standortes der jeweiligen EEQ-Messung fällt die
Datenverfügbarkeit der insgesamt 51 Messungen sehr unterschiedlich aus. Die Dauer einer
Messung entspricht nicht zwingend dem Zeitraum, für den Messdaten verfügbar sind. Auf-
grund der kontinuierlichen Übertragung von Daten über das Mobilfunknetz ist die Stärke
des Funksignals von entscheidender Bedeutung. Bei schwacher Signalstärke (z. B. in länd-
lichen Regionen) kann es zunehmend zu Verbindungsunterbrechungen kommen. Zusätzlich
können Geräteausfälle, die sich in der Regel nach einem Neustart beheben lassen, zu weite-
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ren Lücken in den Aufzeichnungen führen. Erfahrungsgemäß sind mindestens zwei Drittel
der Messungen kontinuierlich in Form von Messdaten vorhanden. Der jeweilige Anteil nutz-
barer Messdaten muss jedoch für jede der Messungen individuell eruiert werden.
2.2.4 Bewertung der Messgenauigkeit
Im Rahmen des Messprogramms wurden zwei verschiedene EEQ-Messgeräte in Kombinati-
on mit Rogowski-Spulen eingesetzt (siehe Messgerät Typ A und Typ B in Bild 2.7). Um die
korrekte Funktionsweise der Messgeräte sicherzustellen und deren Messgenauigkeit abzu-
schätzen, erfolgte eine messtechnische Prüfung der Angaben vom Hersteller. Die Prüfung
der verwendeten Messgeräte dient der Qualitätssicherung, um mögliche Einsatzgrenzen
im Rahmen der Messungen zu identifizieren und eine Datenauswertung mit hinreichender
Genauigkeit zu ermöglichen.
Der Fokus für die Bewertung der Messgenauigkeit lag hierbei auf den Strom- und Span-
nungsharmonischen. Diese wurden mittels eines am Institut vorhandenen Messsystems zur
Verifikation der Genauigkeit auf Betrags- und Winkelfehler untersucht. Ausgehend von
einem Grundschwingungseffektivwert für die Spannung von 230V und für den Strom von
20A werden die Harmonischen überlagert. Die Amplitude der Harmonischen wird hierbei
schrittweise variiert bis 10% des Grundschwingungseffektivwertes erreicht sind. Gleichzei-
tig werden die dazugehörigen Phasenwinkel innerhalb des Wertebereichs von 0◦ bis 360◦
variiert. Die wesentlichen Ergebnisse der Genauigkeitsprüfung sind in Tabelle 2.3 gelistet
und fassen die Messungen für die Strom- und Spannungsharmonischen der Ordnungen
3 bis 49 zusammen.
Tab. 2.3: Genauigkeit für die Erfassung von 1-Minuten-Mittelwerten der Strom- und Span-
nungsharmonischen der Ordnung 3 bis 49
Messgröße Betragsfehler Winkelfehler
Messgerät: Typ A Spannung ≤ 10%U (h) ∀U (h) > 1,2 V ≤ 5◦ ∀U (h) > 1,2 V
Messbereich: 300A Strom ≤ 10% I(h) ∀ I(h) > 600 mA ≤ 5◦ ∀ I(h) > 600 mA
Messgerät: Typ B Spannung ≤ 0,5%U (h) ∀U (h) > 0,3 V nicht ermittelbar
Messbereich: 450A Strom ≤ 1,5% I(h) ∀ I(h) > 200 mA nicht ermittelbar
Werden die Stromharmonischen kleiner als 200mA bzw. 600mA und die Spannungshar-
monischen kleiner als 0,3V bzw. 1,2V gemessen, steigen die Betrags- und Winkelfehler der
Messungen deutlich an. Durch die Messung des Gesamtstromes am MS/NS-Transformator
werden diese unteren Grenzen für die Harmonischen niedriger Ordnung (h ≤ 15) praktisch
nicht erreicht. Ebenso sind die Stromharmonischen der Messungen innerhalb der Netze in
der Regel groß genug, um sie uneingeschränkt für die Auswertungen nutzen zu können.
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Neben der umfassenden Messdatenbasis sind geeignete Kenngrößen zur Beschreibung der
elektrischen und der klimatischen Umgebung sowie der EEQ eine notwendige Vorausset-
zung für die Untersuchung korrelativer Zusammenhänge. Die Methoden zur Identifikation
der beschreibenden Kenngrößen werden in diesem Kapitel vorgestellt. Beginnend mit der
EEQ in Abschnitt 3.1 werden die zu untersuchenden EEQ-Kenngrößen und das ausgewähl-
te Aggregierungsintervall vorgestellt. In Abschnitt 3.2 werden die relevanten Kenngrößen
zur Beschreibung der elektrischen Umgebung definiert und identifiziert. Im letzten Ab-
schnitt 3.3 erfolgt die Untersuchung der Kenngrößen für die klimatische Umgebung und
die Kategorisierung relevanter Wetterbedingungen hinsichtlich deren Beeinflussungspoten-
tials auf das Abnehmer- und Erzeugerverhalten.
3.1 Elektroenergiequalität
Die Strom- und Spannungsqualität wird mithilfe von Qualitätskenngrößen quantifiziert.
In diesem Abschnitt erfolgt die Zusammenstellung der EEQ-Kenngrößen, die im Rahmen
dieser Arbeit zur Beschreibung der Elektroenergiequalität genutzt werden. Zusätzlich wird
ein geeignetes Aggregierungsintervall bestimmt, welches für die folgenden Untersuchungen
verwendet wird.
3.1.1 Zusammenstellung der Elektroenergiequalitätskenngrößen
Für die Auswertungen werden ausschließlich Stromqualitätskenngrößen betrachtet, da die-
se die für den jeweiligen Messort vorhandene Abnehmer- und Erzeugerstruktur am besten
charakterisieren. Die Spannungsqualitätskenngrößen hingegen können unter Umständen
auch Netzrückwirkungen, wie z. B. Spannungsharmonische aus überlagerten Verteilungs-
netzen, beinhalten [SM08]. Eine eindeutige Zuordnung zum betrachteten Messort ist somit
nicht gegeben.
Zusätzlich kann eine verzerrte Spannung in öffentlichen Niederspannungsnetzen die Emis-
sion von Stromharmonischen einzelner Verbraucher beeinflussen. Dies hängt davon ab, wel-
che Geräte verwendet werden (z. B. Schaltungstopologien mit oder ohne Leistungsfaktor-
korrektur) und wie stark die Spannungsverzerrung ist [BYMS13]. Die Beeinflussung der
Strom- durch die Spannungsverzerrung ist für die durchgeführten Messungen nicht quanti-
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fizierbar, da die Stromverzerrung hauptsächlich durch das Nutzungs- und Betriebsverhal-
ten der Abnehmer und Erzeuger bestimmt wird. Die folgenden Stromqualitätskenngrößen
rücken in den Fokus der Analyse:
• Gesamt-Oberschwingungsverzerrung (THDi) bzw. Oberschwingungsstrom IOS
• Nullsystembildende Stromharmonische h0 ∈ {3, 9, 15}
• Mitsystembildende Stromharmonische h1 ∈ {5, 11}
• Gegensystembildende Stromharmonische h2 ∈ {7, 13}
Für die Zusammenstellung sind die Stromharmonischen gerader Ordnung, wie z. B. die
6. oder die 8. Stromharmonische, von geringer Bedeutung. Zudem zeigen die Messungen,
dass die 3., 5. und 7. Harmonische im Strom gegenüber den restlichen Harmonischen häufig
die höchsten Emissionspegel aufweisen. Die 3. Stromharmonische als Nullsystembildende
ist besonders zu beachten, da diese bei annähernd symmetrischer Aufteilung im Netz zu
einer erhöhten Neutralleiterbelastung führt.
3.1.2 Auswahl des Aggregierungsintervalls
Grundsätzlich werden die verlaufsorientierten Qualitätskenngrößen kontinuierlich gemes-
sen. Entsprechend der Norm DIN EN 61000-4-30 [DIN03], in der die Verfahren zur Messung
der Spannungsqualität beschreiben werden, erfolgt die Erfassung in Form der 10-Perioden-
Messwerte und die anschließende Aggregierung in Abhängigkeit der weiteren Verwendung,
z. B. in 10-Minuten- oder 1-Minuten-Mittelwerten1. Untersuchungen typischer Messdaten
von Strom- und Spannungsqualitätskenngrößen (u. a. in einem Mischgebiet) haben gezeigt,
dass sich die Aggregierungsintervalle < 1 min (z. B. 30 Sekunden oder drei Sekunden)
nur unwesentlich von den 1-Minuten-Mittelwerten unterscheiden. Aufgrund der Vielzahl
an Qualitätskenngrößen, der langen Beobachtungszeiträume über mehrere Jahre und des
daraus resultierenden großen Datenvolumens ist jedoch die zeitliche Auflösung von einer
Minute im Hinblick auf die Auswertung nicht zweckmäßig. Hieraus ergibt sich die Frage-
stellung, welche Intervallbreite für die Untersuchungen verwendet werden kann, ohne den
Informationsgehalt der aggregierten Werte zu stark zu reduzieren.
Grundlegende Verarbeitung der Qualitätskenngrößen
Ein Anwendungsbeispiel für die Aggregierung und Bewertung der Qualitätskenngrößen ist
die Norm DIN EN 50160 [DIN11], welche die Merkmale der Spannung am Netzanschluss-
punkt öffentlicher Elektrizitätversorgungsnetze beschreibt und ein Aggregierungsintervall
von zehn Minuten verwendet. Die verlaufsorientierten Spannungsqualitätskenngrößen wer-
den zu 10-Minuten-Mittelwerten aggregiert und auf Basis des 95%-Quantils einer Woche
bewertet bzw. quantifiziert. Die notwendigen Berechnungsschritte sind in Bild 3.1 für das
1 Für die Aggregierung wird der quadratische Mittelwert gebildet, welcher der Wurzelbildung aus dem
arithmetischen Mittelwert der quadrierten Messwerte entspricht.
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Beispiel der Spannungsunsymmetrie u2 zu sehen. Im Wesentlichen werden vier Berech-
nungsparameter verwendet: das Aggregierungsintervall, die Aggregierungsmethode, das
Beobachtungsintervall und das Bewertungsquantil.
(a) 10-Perioden-Messwerte für
die Dauer des Aggregierungs-
intervalls von zehn Minuten
(b) 10-Minuten-Mittelwerte für
die Dauer des Beobachtungs-
intervalls von einer Woche
(c) Bewertung mehrerer Wochen
auf Basis der 95%-Quantile
Bild 3.1: Berechnungsschritte für die Bewertung nach DIN EN 50160 von verlaufsorien-
tierten Spannungsqualitätskenngrößen am Beispiel der Unsymmetrie
Hinsichtlich der Spannungsqualitätskenngrößen wurde der Einfluss verschiedener Aggregie-
rungsintervalle bereits in [DMS+13] geprüft. Hierfür wurde u. a. das Aggregierungsintervall
von zehn Minuten mit einem Intervall von einer und 30 Minuten verglichen. Im Ergebnis
zeigt sich, dass keine zusätzlichen Erkenntnisse gewonnen werden, wenn das Intervall von
zehn Minuten auf eine Minute reduziert wird. Dies resultiert ebenso aus den Untersuchun-
gen in [EGP07], welche neben den Messungen von Spannungsqualitätskenngrößen in der
Niederspannung auch die Mittelspannungsebene einbeziehen.
Auswahl des Aggregierungsintervalls
Für die Spannungsqualitätskenngrößen ist das in der DIN EN 50160 [DIN11] eingesetz-
te Aggregierungsintervall von zehn Minuten eine geeignete Wahl für die Bewertung der
Spannungsqualitätskenngrößen. Inwieweit sich diese Erkenntnisse auf die ausgewählten
Stromqualitätskenngrößen übertragen lassen, wird im Folgenden untersucht. Hierzu werden
dieselben Messorte und Wochen wie in [DMS+13] verwendet. Das Vorgehen für die Unter-
suchung der Spannungsqualitätskenngrößen wird ebenso auf die Stromqualitätskenngrößen
angewendet und hinsichtlich der Beeinflussung durch ein verändertes Aggregierungsinter-
vall bewertet. Der Einfluss unterschiedlicher Aggregierungsintervalle auf die Verlaufsform
einer Woche ist für die 3. Stromharmonische einer Mehrfamilienhaussiedlung beispielhaft
in Bild 3.2 zu sehen.
Ähnlich der DIN EN 50160 [DIN11] erfolgt die Bewertung der Stromqualitätskenngrößen
auf Basis des 95%-Quantils für ein Beobachtungsintervall von einer Woche. Um die Be-
einflussung auf die Quantile durch verschiedene Aggregierungsintervalle zu quantifizieren,
werden die absolute Abweichung ∆q und die relative Abweichung δq eingeführt:
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Bild 3.2: Beispielwoche der 3. Stromharmonischen für verschiedene Aggregierungsinterval-
le: 1min, 10min, 30min; Aggregierungsmethode: Mittelwert; Wohngebiet mit
Mehrfamilienhäusern
∆q = q − qref und δq = q − qref
qref
. (3.1)
Das Referenzquantil qref ist das 95%-Quantil für die 10-Minuten-Mittelwerte einer Wo-
che der zu untersuchenden Stromqualitätskenngröße. Für die gleiche Kenngröße wird das
95%-Quantil q der Mittelwerte der selben Woche gebildet. Der einzige Unterschied bei der
Berechnung ist die Verwendung eines anderen Aggregierungsintervalls von 30 Minuten oder
einer Minute. Die Zahlenwerte in Tabelle 3.1 zeigen, dass die Unterschiede bei der Verwen-
dung des 95%-Quantils bei einem Aggregierungsintervall von einer Minute oder 30 Minuten
gegenüber zehn Minuten sehr gering ausfallen. Die absoluten Abweichungen betragen nur
wenige mA und die relativen Abweichungen liegen im unteren Promille- und Prozentbe-
reich. Mit zunehmendem Aggregierungsintervall wird deutlich, dass die 95%-Quantile für
die Aggregierungsmethode der Mittelwertbildung inhärent kleiner werden.
Tab. 3.1: Absolute und relative Abweichungen gegenüber dem Referenzquantil qref (95%-
Quantil der 10-Minuten-Mittelwerte); Aggregierungsmethode: Mittelwert; Ag-
gregierungsintervalle: 1min, 10min, 30min; 3. Stromharmonische aus Bild 3.2
Aggregierungsintervall 95%-Quantil Abs. Abweichung ∆q Rel. Abweichung δq
1 Minute 16,94A +0,03A +0,18%
10 Minuten qref = 16,91A 0,00A 0,00%
30 Minuten 16,64A −0,27A −1,59%
Die Beeinflussung durch verschiedene Aggregierungsintervalle wird wie in [DMS+13] für
19 verschiedene Messorte bewertet. Bezüglich der Abnehmerstruktur sind die vier verschie-
denen Kategorien EFH, MFH, GHD und BUR vertreten. Die jeweilige Messdauer variiert
hierbei von sechs bis insgesamt 22 Monaten. Neben dem Stromeffektivwert I werden die
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folgenden Stromqualitätskenngrößen untersucht: der Oberschwingungsstrom IOS und die
Harmonischen der Ordnung 3 bis 15 (I(3) bis I(15)). Der Oberschwingungsstrom IOS ent-
spricht der Gesamt-Oberschwingungsverzerrung des Stromes (THDi) ohne die Normierung
auf den Grundschwingungseffektivwert I(1):
IOS = THDi · I(1) =
√√√√ 50∑
h=2
(I(h))2 . (3.2)
Da der Grundschwingungseffektivwert des Stroms im Verlauf eines Tages stark variiert, ist
dieser als normierende Größe für die Bewertung der Harmonischen mit h > 1 nur bedingt
geeignet.
Bild 3.3: Kumulierte Häufigkeit der 95%-Quantile der 10-Minuten-Mittelwerte (qref) der
3. Stromharmonischen; alle 19 Messorte mit insgesamt 983 gemessenen Wochen
(schwarze Linie) und jeder Messort einzeln (graue Linien)
In Bild 3.3 sind die Referenzquantile beispielhaft für die gemessenen Wochen der 3. Strom-
harmonischen als kumulierte Häufigkeit für jeden der 19 Messorte aufgetragen. Zusätzlich
ist die kumulierte Häufigkeit über die gesamten 983 Wochen dargestellt. Hierbei wird deut-
lich, dass sich die Werte der Referenzquantile über einen breiten Bereich von wenigen A bis
über 40 A erstrecken. Zur Quantifizierung des Einflusses durch die Verwendung von Aggre-
gierungsintervallen mit einer oder 30 Minuten sind die absoluten und relativen Abweichun-
gen gegenüber den Referenzquantilen in Bild 3.4 als kumulierte Häufigkeit aufgetragen.
90 % der absoluten Abweichungen liegen zwischen ∆q[5] = −0,19 A und ∆q[95] = +0,16 A.
Die relativen Abweichungen variieren zwischen δq[5] = −3,48 % und δq[95] = +2,57 %.
Die Abweichungen aller untersuchten Stromqualitätsparameter sind in Tabelle 3.2 zusam-
mengefasst. Die Tabelle enthält den Median und die 5 %- und 95 %-Quantile als robuste
Lagemaße für die absoluten und relativen Differenzen ∆q bzw. δq. Die Abweichungen
bei Verwendung der 1-Minuten-Mittelwerte liegen für den Stromeffektivwert I zwischen
∆q[5] = −0,02 A und ∆q[95] = +5,17 A. Für die 30-Minuten-Mittelwerte variieren die Ab-
weichungen zwischen ∆q[5] = −4,46 A und ∆q[95] = +0,56 A. Für beide Intervalle liegen die
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(a) Absolute Abweichung (b) Relative Abweichung
Bild 3.4: Kumulierte Häufigkeiten der absoluten Abweichung (a) und der relativen Ab-
weichung (b) gegenüber den 95%-Quantilen der 10-Minuten-Mittelwerte bei Ver-
wendung verschiedener Aggregierungsintervalle: 30min (rot) und 1min (blau);
3. Stromharmonische für 19 Messorte mit insgesamt 983 gemessenen Wochen
Tab. 3.2: Übersicht der absoluten Abweichungen ∆q und relativen Abweichungen δq gegen-
über der Referenz (95%-Quantil der 10-Minuten-Mittelwerte) für verschiedene
Stromqualitätskenngrößen und Aggregierungsintervalle (1min und 30min)
Kenngröße Intervall ∆q[5]/A ∆q[50]/A ∆q[95]/A δq[5]/% δq[50]/% δq[95]/%
I 1min +0,02 +1,52 +5,17 +0,01 +1,67 +5,42
IOS 1min −0,04 +0,04 +0,16 −0,51 +0,52 +3,05
I(3) 1min −0,03 +0,04 +0,16 −0,31 +0,48 +2,57
I(5) 1min −0,02 +0,03 +0,32 −0,66 +0,76 +2,19
I(7) 1min −0,02 +0,02 +0,26 −0,99 +0,84 +4,23
I(9) 1min −0,01 +0,01 +0,04 −0,31 +0,55 +2,90
I(11) 1min −0,02 +0,01 +0,12 −17,81 +0,82 +7,05
I(13) 1min −0,03 +0,01 +0,08 −57,14 +0,71 +5,89
I(15) 1min −0,01 +0,01 +0,03 −3,13 +0,59 +7,14
I 30min −4,46 −1,27 +0,56 −4,95 −1,40 +0,38
IOS 30min −0,17 −0,05 +0,06 −3,22 −0,55 +0,80
I(3) 30min −0,19 −0,05 +0,06 −3,48 −0,60 +0,68
I(5) 30min −0,13 −0,03 +0,05 −2,52 −0,76 +1,05
I(7) 30min −0,10 −0,02 +0,03 −3,64 −1,04 +1,35
I(9) 30min −0,05 −0,01 +0,01 −3,33 −0,89 +0,44
I(11) 30min −0,06 −0,01 +0,03 −6,25 −1,01 +13,73
I(13) 30min −0,04 −0,01 +0,02 −5,56 −0,92 +23,08
I(15) 30min −0,03 −0,01 +0,01 −6,67 −0,99 +1,96
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relativen Abweichung zwischen δq[5 = −4,46 % und δq[95] = −5,42 %. Für den IOS ergeben
sich absolute Abweichungen zwischen ∆q[5] = −0,17 A und ∆q[95] = +0,16 A, was einer re-
lativen Änderung von etwa drei Prozent entspricht. Für die einzelnen Harmonischen sind
die absoluten Änderungen |∆q < 0,4 A|. Die dazugehörigen relativen Änderungen (δq[5],
δq[50] und δq[95]) liegen in der Regel deutlich unter zehn Prozent. Zusätzlich ist zu beach-
ten, dass gerade bei Harmonischen höherer Ordnung (h > 9) mit Werten kleiner 1A die
Normierung zu großen Prozentwerten führt.
Fazit
Die Unterschiede zwischen den Aggregierungsintervallen von zehn Minuten und einer Mi-
nute zeigen, dass weder die absoluten noch die relativen Abweichungen für die untersuchten
95%-Quantile der Stromqualitätskenngrößen einer Woche signifikant sind und kein nen-
nenswerter Informationsverlust zu erwarten ist. Ähnliche Untersuchungen in [Zie12] wur-
den mithilfe von Varianztests durchgeführt. Hierbei wurde ausgehend von den Zeitreihen
der 1-Minuten-Mittelwerte einer Woche das Aggregierungsintervall schrittweise erhöht und
verglichen. Mittels zweier verteilungsfreier Varianztests (Ansari-Bradley-Test und Levene-
Test) wurde bei einem Signifikanzniveau von p = 0,05 geprüft, ob die Zeitreihen mit den
1-Minuten-Mittelwerten und den Mittelwerten eines höheren Intervalls derselben Vertei-
lung angehören. Die untersuchten Wochen wurden in der Regel erst ab einem Aggregie-
rungsintervall von einer Stunde abgelehnt. Zusammenfassend lässt sich feststellen, dass die
Änderung des Aggregierungsintervalls auf zehn Minuten ohne großen Informationsverlust
gewährleistet ist und im Folgenden für die Untersuchungen verwendet werden kann.
3.2 Elektrische Umgebung
Um den Einfluss der elektrischen Umgebung auf die EEQ untersuchen zu können, ist
die Identifikation charakteristischer Kenngrößen zu deren Beschreibung eine notwendige
Voraussetzung. Die Merkmale der elektrischen Umgebung werden durch Kenngrößen der
Abnehmer-, der Erzeuger- und der Netzstruktur beschrieben. Die hier definierten Kenngrö-
ßen zur Beschreibung der im Verteilungsnetz vorhandenen Strukturen wurden in [Hel12]
eingeführt und mit Unterstützung der Netzbetreiber erfasst. Die Kenngrößen beschränken
sich im Wesentlichen auf Informationen, die dem jeweiligen Netzbetreiber bekannt sind
(z. B. die Anzahl der Elektrizitätszähler oder der PV-Installationen) und die durch eine
Vor-Ort-Begehung bestimmbar sind (z. B. Anzahl der Geschäfte für die Kategorie GHD).
Die Erfassung weiterer Informationen, z. B. zum Ausstattungsgrad und dem vorherrschen-
den Gerätemix in Wohngebieten oder Bürogebäuden, wurde aufgrund der fehlenden Zu-
gangsberechtigung nicht durchgeführt. Bei der Auswahl der Netze und Netzabschnitte für
die Analyse der elektrischen Umgebung wurden zwei Aspekte in den Vordergrund gestellt.
Zum einen wurde darauf geachtet, dass die jeweiligen Netzstrukturkenngrößen eindeutig
bestimmt werden konnten. Zum anderen wurde sichergestellt, dass die entsprechenden
Netze mit einer Mindestdauer von einem Jahr gemessen wurden. Für die folgenden Unter-
suchungen haben insgesamt 30 Netze und Netzabschnitte diese Bedingungen erfüllt.
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3.2.1 Definition der Abnehmerstrukturkenngrößen
Die folgenden Kenngrößen werden für die in Unterabschnitt 2.2.1 definierten Abnehmer-
kategorien erfasst:
• nEFH Kundenanzahl der Kategorie Einfamilienhäuser
• nMFH Kundenanzahl der Kategorie Mehrfamilienhäuser
• nBUR Kundenanzahl der Kategorie Büro
• nGHD Kundenanzahl der Kategorie Gewerbe, Handel, Dienstleistungen
• nSON Kundenanzahl der Kategorie sonstige Abnehmer
Wie die Anzahl für die jeweilige Kategorie zu bestimmen ist, ist in Tabelle A.3.1 (im
Anhang auf S. 143) angegeben. Die Gesamtkundenanzahl nK ergibt sich aus der Summe
der fünf Kundenkategorien. Zusätzlich zu den genannten Kenngrößen werden die loka-
len Besonderheiten der Messorte im Rahmen der Begehung erfasst. Hierzu zählen u. a.
die Erfassung der verschiedenen Geschäftsarten für die Abnehmerkategorie GHD sowie
die Anzahl der verschiedenen Bürotypen und öffentlichen Gebäude für die Abnehmerka-
tegorie BUR. Zur weiteren Quantifizierung der einzelnen Kategorien ist die Verwendung
ergänzender Kenngrößen, wie der Jahresenergieverbrauch oder die Anschlussleistung denk-
bar. Dies würde eine bessere Abgrenzung der Kategorien, z. B. die der Mischgebiete oder
Bürostrukturen, untereinander ermöglichen. Beispielsweise ist die Erhebung des Jahres-
energieverbrauchs für einzelne Vertreter der Kategorien (z. B. ein Elektronikfachmarkt)
aufgrund von datenschutzrechtlichen Gründen nicht möglich.
Bild 3.5: Kennzeichnung der erhobenen Zahlenwerte (halbtransparente Linien) für die
Kenngrößen zur Beschreibung der Abnehmerstruktur
Die Kenngrößen zur Quantifizierung der Abnehmerstruktur sind in Bild 3.5 dargestellt.
Die Zahlenwerte einzelner Messorte sind als halbtransparente Linien eingetragen, die in der
Darstellung dunkler werden, je häufiger der Zahlenwert auftritt. Für die sechs Kenngrößen
der Abnehmerstruktur zeigt sich in Bild 3.5, dass die Kundenanzahl in Einfamilienhaus-
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siedlungen relativ gleichmäßig im Bereich [10,80] verteilt ist. Die Anzahl der Kunden für
die anderen Abnehmerkategorien ist ungleichmäßiger verteilt und weist vereinzelt Messorte
auf, die innerhalb einer Kategorie deutlich höher liegen (z. B. nBUR = 26).
3.2.2 Definition der Erzeugerstrukturkenngrößen
Die Erfassung der Erzeugerstruktur umfasst den Anlagentyp (z. B. Photovoltaik oder
Windkraftanlage) und die Anschlussart (z. B. ein-, zwei- oder dreiphasig). Die Kenngrö-
ßen zur Quantifizierung der Erzeugerstruktur bestehen aus der Anzahl der installierten
Erzeugungsanlagen nE, der Gesamterzeugungsleistung PE und der maximalen Einzeler-
zeugungsleistung PE max. Die Definitionen der drei Kenngrößen sind in Tabelle A.3.2 (auf
S. 144) zusammengefasst.
Bild 3.6: Kennzeichnung der erhobenen Zahlenwerte (halbtransparente Linien) für die
Kenngrößen zur Beschreibung der Erzeugerstruktur
Die drei Kenngrößen der Erzeugerstruktur werden in Bild 3.6 dargestellt. Die Erzeuger-
struktur für die im Rahmen dieser Arbeit untersuchten Verteilungsnetze wird ausschließlich
vom Typ der PV-Anlagen dominiert. Typisch für die untersuchte Erzeugerstruktur sind
PV-Anlagen mit Erzeugungsleistungen < 50 kW, welche sich in Wohngebieten (überwie-
gend mit Einfamilienhäusern) befinden. Der einzige Messort auf den dies nicht zutrifft,
ist ein Netzabschnitt mit Abnehmern der Gruppe GHD (u. a. mit einem Bau- und einem
Sanitärunternehmen) und einer PV-Anlage mit 134 kW Erzeugungsleistung. In den Netzen
mit dominierender Bürostruktur sind keine Erzeugungsanlagen vorhanden.
3.2.3 Identifikation relevanter Netzstrukturkenngrößen
Neben der Abnehmer- und der Erzeugerstruktur wird die elektrische Umgebung des be-
trachteten Messortes durch die Struktur und die technischen Merkmale des versorgenden
Verteilungsnetzes bestimmt. Nachdem bei der Messortauswahl in Netze mit hoher und
niedriger Kurzschlussleistung (Unterabschnitt 2.2.1) unterschieden wurde, sollen weitere
charakteristische Kenngrößen identifiziert werden, um die Merkmale der Verteilungsnetze
zu quantifizieren. Die Verteilungsnetze variieren in Abhängigkeit der lokalen Gegebenheiten
und werden in deren Betrieb und Planung wesentlich von der Philosophie des Netzbetrei-
bers bestimmt. So sind Strahlennetze eher in den ländlichen Gebieten anzutreffen, während
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im städtischen Bereich bevorzugt Ringleitungen mit offenen Trennstellen betrieben werden
[HDS07].
Aufgrund der Vielfalt möglicher Ausprägungen existieren verschiedenste Kenngrößen, die
zur Beschreibung der Verteilungsnetze verwendet werden. Die Kenngrößen, die sich direkt,
z. B. mithilfe eines Netzplanes, bestimmen lassen, werden als primäre Kenngrößen definiert.
Auf Grundlage der primären Kenngrößen lassen sich weitere Kenngrößen berechnen, die
im Folgenden als sekundäre Kenngrößen bezeichnet werden. Aus den vorangegangenen
Arbeiten [Sch02, Sch03, Gas05, Ker11, Hel12] wurden elf primäre Netzstrukturkenngrößen
ausgewählt und in Tabelle A.3.3 (S. 144) zusammengefasst. Hierzu zählen u. a.
• Sk M Kurzschlussleistung am Messort
• lges Gesamtleitungslänge
• nHA Anzahl der Hausanschlüsse
• nNSV Anzahl der Niederspannungsverteilungen
Aus den primären Kenngrößen wurden vier sekundäre Netzstrukturkenngrößen abgeleitet:
• lm mittlere Leitungslänge
• lges nHA Leitungslänge pro Hausanschluss
• Sk T nHA Transformatorbemessungsleistung pro Hausanschluss
• Sk M nHA Kurzschlussleistung am Messort pro Hausanschluss
Die insgesamt 15 Kenngrößen erscheinen zur Charakterisierung der betrachteten Vertei-
lungsnetze am geeignetsten. Die Definitionen der sekundären Kenngrößen sind in der Ta-
belle A.3.4 (S. 146) zusammengefasst. Die primären und sekundären Kenngrößen werden
für das Beispiel eines Netzabschnitts, der in Bild A.3.1a (S. 147) gekennzeichnet ist, be-
stimmt. Die Längen der einzelnen Leitungsabschnitt sind in der schematischen Darstellung
(vgl. Bild A.3.1b) zusätzlich eingezeichnet. Die erhobenen Angaben, wie u. a. die Anzahl
der Hausanschlüsse oder die Transformatorkenndaten, sind in den Tabellen A.3.5 bis A.3.7
(S. 146) zusammengefasst.
Die elf primären und vier sekundären Netzstrukturkenngrößen sind für die ausgewählten
Netze und Netzabschnitte in Bild 3.7 separat dargestellt. Für die Transformatoren sind
die typischen Nennleistungen Sr T mit 630 kVA im städtischen Bereich und in den länd-
lichen Gebieten mit 400 kVA, 250 kVA und 160 kVA vertreten. Die Kurzschlussleistungen
für die Niederspannungsseite der Sammelschiene liegen dementsprechend bei etwa 15MVA,
10MVA, 8MVA und 4MVA und für die Installationen in den Niederspannungsverteilern
zwischen 1MVA und 3MVA.
Die Gesamtleitungslänge der Netze und Netzabschnitte liegt für die erfassten Messorte
im Bereich zwischen 200m und 1500m. Einzig zwei Wohngebiete mit EFH- und MFH-
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(a) Primäre Kenngrößen der Netzstruktur
(b) Sekundäre Kenngrößen der Netzstruktur
Bild 3.7: Kennzeichnung der erhobenen Zahlenwerte (halbtransparente Linien) für die
Kenngrößen zur Beschreibung der Netzstruktur
Struktur haben mit lges > 2000 m deutlich größere Ausdehnungen. Die Messorte mit Büros
und Einkaufszentren, die von einer eigenen Ortsnetzstation oder einem eigenen Abgang
versorgt werden, grenzen sich ebenfalls sehr deutlich ab. Aufgrund der geringen Gesamt-
leitungslänge von wenigen Metern lassen sich diese nur bedingt mit den Verteilungsnetzen
in den reinen Wohngebieten vergleichen.
Mithilfe der univariaten Analyse, welche eine Auswertung jeder einzelnen Netzstruktur-
kenngröße darstellt, ist die Gewinnung weiterer Erkenntnisse zu den Ausprägungen der
betrachteten Verteilungsnetze nur schwer möglich. Die gleichzeitige Auswertung von meh-
reren Kenngrößen eines Messortes oder mehrerer Messorte erfolgt mittels der sogenann-
ten multivariaten Verfahren. Diese werden grundlegend in strukturentdeckende und struk-
turprüfende Verfahren unterteilt [Rin00]. Im Folgenden werden zwei strukturentdecken-
den Verfahren angewendet, um die relevanten Netzstrukturkenngrößen zur Beschreibung
der untersuchten Netze und Netzabschnitte zu identifizieren. Im ersten Schritt erfolgt die
Hauptkomponentenanalyse (HKA) mit dem Ziel, die Anzahl der Kenngrößen zu reduzieren
und eine grafische Darstellung des Datensatzes zu ermöglichen. Im zweiten Schritt werden
die untersuchten Netze und Netzabschnitte mithilfe der Clusteranalyse (CLA) in Gruppen
zusammengefasst, um die Unterschiede und Gemeinsamkeiten zwischen den Netzstruktur-
kenngrößen der Messorte herauszustellen und zu quantifizieren.
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Hauptkomponentenanalyse der Netzstrukturkenngrößen
Die 15 Kenngrößen der Netzstruktur spannen einen mehrdimensionalen Raum, in dem jede
der Originalkenngrößen eine Dimension darstellt, auf. Mithilfe der Hauptkomponentenana-
lyse wird die Anzahl der Dimensionen reduziert, um die Abbildung in einen niedrigdimen-
sionalen Raum (z. B. mit zwei oder drei Dimensionen) zu ermöglichen, ohne wesentliche
Informationen des Datensatzes zu verlieren. Der Datensatz wird in wenige unkorrelierte
Hauptkomponenten transformiert. Eine Hauptkomponente wird aus einer Linearkombi-
nation der Originalkenngrößen gebildet, wobei die Originalkenngrößen mit einer hohen
Varianz stärker gewichtet werden als Kenngrößen mit einer geringen Varianz [Han10].
Dies spiegelt das Grundprinzip der Hauptkomponentenanalyse wider, welches aussagt, dass
Kenngrößen und Merkmale, welche für alle erfassten Objekte gleich sind, nicht zum Infor-
mationsgehalt des Datensatzes beitragen.
Das prinzipielle Vorgehen zur Berechnung der Hauptkomponenten (HK) ist in Unterab-
schnitt A.2.2 beschrieben. Die Durchführung der Hauptkomponentenanalyse erfolgt nach-
dem die Netzstrukturkenngrößen einzeln normiert2 sind, um sicherzustellen, dass der Ein-
fluss aller Kenngrößen gleichmäßig berücksichtigt wird. Andernfalls würde das Ergebnis
durch die Kenngrößen mit einem großen Wertebereich, wie es bspw. für die Gesamtlei-
tungslänge lges gilt, zu stark beeinflusst. Die Gewichtungsfaktoren der Originalkenngrößen
ergeben sich als inhärenter Bestandteil der Transformation in die Hauptkomponenten.
Bild 3.8 zeigt die Abbildung des Datensatzes in die ersten beiden Hauptkomponenten.
Neben den 30 Messorten, die durch Punkte dargestellt werden, sind die Gewichtungsfak-
toren der einzelnen Originalkenngrößen in Form von Zeigern eingezeichnet. Die kombinierte
Darstellung der Messorte und der Gewichtungsfaktoren der Originalkenngrößen ermöglicht
einen ersten Überblick über die Abhängigkeiten zwischen den Netzstrukturkenngrößen, der
bei einer univariaten Darstellung wie in Bild 3.7 nicht möglich ist.
Die Länge der Zeiger verdeutlicht wie stark die Originalkenngrößen innerhalb der ers-
ten beiden Hauptkomponenten gewichtet werden. Die Kurzschlussspannung uk und die
Leitungslänge pro Hausanschluss lges nHA können für die Abbildung praktisch vernachläs-
sigt werden. Neben der Länge ist die Ausrichtung der Zeiger ein Maß für die Korrelati-
on der Kenngrößen untereinander. Je mehr Niederspannungsverteilungen nNSV vorhanden
sind, desto höher ist die Anzahl der Leitungsabschnitte nL. Gleichzeitig ist festzustellen,
dass große Transformatornennleistungen Sr T und große mittlere Leitungslängen lm negativ
korreliert sind. Typisch für die untersuchten Wohngebiete mit Einfamilienhaussiedlungen
(EFH) sind Netze mit einer großen räumlichen Ausdehnung. Dies zeigt sich an den ho-
hen Entfernungen zur Einspeisung lE, den großen Gesamtleitungslängen lges und langen
Leitungsabschnitten lmax. Die Messorte mit Abnehmergruppen der Kategorien GHD und
BUR weisen sehr verschiedene Eigenschaften auf und besitzen neben den kürzesten Lei-
tungslängen die höchsten bezogenen Transformator- und Kurzschlussleistungen (Sr T nHA
und Sk M nHA). Die relative Lage der Netze und Netzabschnitte mit Mehrfamilienhäusern
2 Der Begriff Normierung entspricht im statistischen Sinne einer Standardisierung bestehend aus einer Zen-
tralisierung durch die Subtraktion des arithmetischen Mittelwertes und einer Division durch die empirische
Standardabweichung der Stichprobe (siehe Abschnitt A.2.1)
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Bild 3.8: Ergebnis der Hauptkomponentenanalyse mit normierten Originalkenngrößen;
Güte der Abbildung GHKA = 61,9 %; Darstellung der gewichteten Netzstruktur-
kenngrößen als Zeiger (grau); 30 Messorte mit Kennzeichnung der dominierenden
Abnehmerstruktur
gegenüber den anderen Kategorien der Abnehmer zeigt, dass diese aufgrund der Netzaus-
dehnung (lmax, lm und lE) und der Kurzschlussleistung (Sk M, Sk M nHA) im mittleren Bereich
liegen.
Die Güte für die Abbildung mittels HKA wird im Unterabschnitt A.2.2 definiert und er-
reicht für eine unverzerrte Abbildung 100%. Die Güte der Abbildung in Bild 3.8 beträgt
GHKA = 61,9 %, d. h. dass weniger als zwei Drittel der Gesamtvarianz des Originaldaten-
satzes erhalten bleiben. Werden die ersten drei Hauptkomponenten verwendet, lässt sich
die Abbildung mit einer Güte von GHKA = 73,8 % darstellen (siehe Bild A.3.2). Um zu
bestimmen, wie viele Hauptkomponenten nötig sind, damit die Struktur des Datensatzes
reproduzierbar bleibt, können verschiedene Kriterien herangezogen werden. Neben dem
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empirischen Ansatz der Festlegung einer ausreichend hohe Güte für einen konkreten Da-
tensatz (z. B. GHKA ≥ 80 %) ist das Kaiser-Kriterium die statistisch objektivere Wahl.
Für das Kaiser-Kriterium werden nur Hauptkomponenten berücksichtigt, deren Eigenwer-
te λi größer als λ¯, der Mittelwert aller p Eigenwerte, sind und dementsprechend einen
überdurchschnittlichen Varianzanteil der Originalkenngrößen beinhalten [Han10].
λi > λ¯ mit λ¯ =
1
p
p∑
i=1
λi (3.3)
Durch die Normierung der Originalkenngrößen ergeben sich Stichprobenvarianzen und ein
Mittelwert aller Stichprobenvarianzen von 1. Nach dem Kaiser-Kriterium werden daher
ausschließlich Hauptkomponenten beibehalten, deren zugehöriger Eigenwert größer 1 ist
und die somit mehr zur Gesamtvarianz beitragen als jede einzelne Originalkenngröße.
Für den Datensatz der untersuchten Netzstrukturkenngrößen bestehend aus 15 Kenngrö-
ßen und 30 Messorten sind nach dem Kaiser-Kriterium (vgl. Bild A.3.4 auf S. 149) die
ersten vier Hauptkomponenten zu wählen. Hierbei wird für die Abbildung in die Haupt-
komponenten eine entsprechend hohe Güte von GHKA = 81,4 % erreicht. Die aus der Trans-
formation resultierenden Gewichtungsfaktoren der Originalkenngrößen sind in Bild A.3.3
(S. 148) dargestellt und zeigen, dass die relative Kurzschlussspannung uk und die Leitungs-
länge pro Hausanschluss lges nHA jeweils nur in der dritten oder vierten Hauptkomponente
(11,4% und 7,7% erklärter Varianzanteil) hoch gewichtet werden.
Zusammenstellung charakteristischer Netzstrukturkenngrößen
Im nächsten Schritt wird die Clusteranalyse genutzt, um die 30 Messorte innerhalb der
ersten vier Hauptkomponenten in Gruppen zusammenzufassen. Hierbei sollen sich Netze
innerhalb der Gruppen möglichst ähnlich sein. Zwischen den Gruppen sollen die Netze
möglichst unterschiedlich ausfallen [Rin00]. Grundlage der Clusteranalyse ist die Distanz-
matrix, welche die Entfernungen innerhalb der ersten vier Hauptkomponenten zwischen
allen Netzen und Netzabschnitten abbildet. Zur Berechnung der Distanzen wird das eukli-
dische Distanzmaß verwendet:
d(x, y) = ||x− y||2 =
√√√√ n∑
i=1
(xi − yi)2 . (3.4)
Die klassische Clusteranalyse ist ein hierarchisch agglomeratives Verfahren, d. h. jedes Ob-
jekt befindet sich zu Beginn in einer einzelnen Gruppe und wird so lange schrittweise mit
anderen Gruppen verschmolzen bis sämtliche Objekte in eine Gruppe zusammengefasst
sind. Innerhalb jeden Schrittes werden die Gruppenabstände zwischen neu zusammen-
gefassten Gruppen bestimmt. Zur Gruppierung der Netze wird das Complete-Linkage-
Verfahren verwendet, da es dazu neigt, kohärente Gruppen zu bilden [Eve11]. Der Grup-
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penabstand zwischen zwei Gruppen entspricht hierbei der Distanz zwischen den am wei-
testen entfernten Objekten beider Gruppen.
Die Herausforderung der Clusteranalyse liegt in der Festlegung der Gruppenanzahl nach
der Verschmelzung aller Netze zu einer Gruppe. Es existieren verschiedene Ansätze zur
Identifikation einer günstigen Gruppenanzahl. Der Test von Mojena erweist sich als ge-
eigneter Indikator für die Kenngrößen der Netzstruktur [Hel12]. Grundlegend werden die
Verschmelzungsniveaus αi, die Abstände zwischen zwei Gruppen vor ihrer Zusammenfas-
sung, normiert:
α∗i =
αi − α¯
sα
für i = 1, . . . , N . (3.5)
Der Index i, bei dem das erste Mal die Bedingung α∗i > 1,25 erfüllt ist, wird in [MC85] zur
Berechnung der empfohlenen Gruppenanzahl herangezogen. Die Gruppenanzahl k ergibt
sich aus der Anzahl der Verschmelzungen N und dem Index i:
k = N + 1− i . (3.6)
Bild 3.9: Dendrogramm für die Gruppenbildung innerhalb der ersten vier Hauptkomponen-
ten; 30 Messorte mit Kennzeichnung der dominierenden Abnehmerstruktur für
Netze (EFH, MFH, GHD, BUR) und Netzabschnitte (efh, mfh, ghd, bur); Grup-
penbildung: Euklidisches Distanzmaß mit Complete-Linkage-Verfahren; Grup-
penanzahl nach Mojena (rote Linie): 4
Das Dendrogramm in Bild 3.9 dient als graphische Darstellung der Gruppenbildung für
den Einsatz der hierarchischen Gruppierungsverfahren. Anhand der vertikalen Linienzüge
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zeigt sich, bei welchem Verschmelzungsniveau zwei Gruppen zusammengefasst werden. Die
Unterteilung in vier Gruppen nach dem Test von Mojena ist in dem Dendrogramm durch
die gestrichelte Linie hervorgehoben. Zusätzlich wird die dominierende Abnehmerstruktur
des Messortes in Form der eingeführten Abkürzungen gekennzeichnet. Es wird durch die
Schreibweise unterschieden, ob die Messorte nur Netzabschnitte (Kleinbuchstaben: efh,
mfh, ghd, bur) oder das ganze Niederspannungsnetz (Großbuchstaben: EFH, MFH, GHD,
BUR) umfassen.
Tab. 3.3: Mittelwerte der originalen Netzstrukturkenngrößen für die Gruppen A bis D;
Einteilung entsprechend des Dendrogramms in Bild 3.9
Gruppe A B C D
S¯k M/MVA 15,32 11,84 8,73 4,07
S¯r T/kVA 630,00 601,25 538,00 420,91
u¯k/% 4,03 5,01 4,00 4,86
l¯ges/m 50,83 1077,50 1289,60 443,64
l¯FL/m 0,00 16,25 792,00 189,55
l¯max/m 36,67 236,25 405,00 309,55
l¯E/m 39,17 353,75 732,00 300,45
n¯L/p.u. 2,83 8,75 7,00 2,09
n¯HA/p.u. 1,67 30,38 60,40 20,55
n¯NSV/p.u. 0,17 2,12 3,80 0,09
n¯A max/p.u. 0,17 2,00 2,00 0,18
l¯m/m 33,33 142,07 192,78 271,55
l¯ges nHA/m 32,83 56,28 21,26 23,30
S¯r T nHA/kVA 546,00 63,08 9,15 46,42
S¯k M nHA/MVA 13,29 1,16 0,14 0,44
Um die Unterschiede der vier Gruppen zu quantifizieren, werden die Mittelwerte der Ori-
ginalkenngrößen für jede der Gruppen gebildet (siehe Tabelle 3.3). Die Gruppe A umfasst
Netze und Netzabschnitte mit sehr geringer Gesamtleitungslänge (l¯ges = 51 m) und der
höchsten Kurzschlussleistung (S¯k = 15 MVA). Die Gruppe D umfasst Messungen von Netz-
abschnitten mit der geringsten Kurzschlussleistung (S¯k = 4 MVA) und praktisch keine wei-
teren Verzweigungspunkte durch Niederspannungsverteilungen (n¯NSV = 0). Die Gruppen
B und C haben vergleichbare Netzausdehnungen (l¯ges), unterscheiden sich dabei deutlich
in der Länge der Freileitungsabschnitte (l¯FL) und der maximalen Entfernung zum Messort.
Die Anzahl der Hausanschlüsse (n¯HA) ist für die Gruppe C doppelt so hoch wie für Gruppe
B. Dementsprechend ist der Unterschied für die Transformatorleistung pro Hausanschluss
(S¯r T nHA) zwischen beiden Gruppen umso ausgeprägter. Die Untersuchungen einzelner Nie-
derspannungsabgänge in [DDS13] zeigen ähnliche Ausprägungen. Mit zunehmender Lei-
tungslänge steigen sowohl der Anteil der Freileitungsabschnitte als auch die Anzahl der
Verzweigungspunkte.
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Die charakteristischen Kenngrößen, welche die Besonderheiten der vier Gruppen heraus-
stellen, sind:
• Sk M Kurzschlussleistung am Messort
• lges Gesamtleitungslänge
• lFL Leitungslänge der Freileitungsabschnitte
• lE maximale Entfernung zum Messort
• nL Anzahl der Leitungsabschnitte
• nHA Anzahl der Hausanschlüsse
• nNSV Anzahl der Niederspannungsverteilungen
Die Gruppenmittelwerte der anderen Kenngrößen zeigen, dass diese wenig zur Differenzie-
rung zwischen den Gruppen beitragen.
Fazit
Im Ergebnis der Clusteranalyse werden die Gruppen der Netzstrukturen für die untersuch-
ten Netze und Netzabschnitte wie folgt klassifiziert:
• Gruppe A: hohe Kurzschlussleistung
typisch für eine direkte Versorgung durch die Netzstation
• Gruppe B: mittlere Kurzschlussleistung
typisch für Netze in Wohngebieten mit Mehrfamilienhäusern
• Gruppe C: niedrige Kurzschlussleistung
typisch für Netze in Wohngebieten mit Einfamilienhaussiedlungen
• Gruppe D: sehr niedrige Kurzschlussleistung
typisch für Netzabschnitte
Für die Auswahl der Messorte wurde die Netzstruktur qualitativ in Netze mit niedriger
und hoher Kurzschlussleistung unterteilt. Durch die Identifikation der charakteristischen
Netzstrukturkenngrößen und die Einteilung in die vier Gruppen A bis D können die Un-
terschiede zwischen den unterschiedlichen Netzstrukturen quantifiziert werden.
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3.3 Klimatische Umgebung
Die klimatische Umgebung beschreibt das Wettergeschehen für eine bestimmte Zeitperiode
(z. B. über ein bis mehrere Jahre), deren statistische Eigenschaften von dem räumlich und
zeitlich gewählten Maßstab abhängen [Kap09]. Die Globalstrahlungsstärke, die Lufttempe-
ratur, der Niederschlag und die Windkomponente gehören u. a. zu den Wetterkenngrößen,
auch Klimaelemente (meteorologische oder physikalische Größen) genannt. Diese kenn-
zeichnen das Klima einer Region. Im Gegensatz zum Klima bezeichnet das Wetter den
Verlauf der Klimaelemente in einem bestimmten Gebiet über eine kurze Zeitspanne (meist
ein Tag) [Kut13]. Um die klimatischen Umgebungseinflüsse der Messorte zu erfassen, wer-
den sieben Wetterkenngrößen (siehe Tabelle 3.4) mit vier verschiedenen Wetterstationen
aufgezeichnet. Die Wetterkenngrößen werden in Form von 1-Sekunden-Messwerten erfasst
und für die weitere Auswertung mit dem Intervall entsprechend der EEQ-Kenngrößen
(10min) aggregiert.
Tab. 3.4: Übersicht der erfassten Wetterkenngrößen; Aggregierungsintervall: 10min
Kenngröße Aggregierung Einheit
Lufttemperatur arith. Mittelwert ◦C
Globalbestrahlungsstärke arith. Mittelwert W/m2
Niederschlagsdauer Summe s
Niederschlagsmenge Summe mm
Luftfeuchtigkeit arith. Mittelwert %
Windgeschwindigkeit arith. Mittelwert m/s
Windrichtung arith. Mittelwert ◦
3.3.1 Lokale Abhängigkeit der Wettermessdaten
Die Messdaten der vier Wetterstationen zeigen, dass aufgrund der unterschiedlichen Entfer-
nungen untereinander (bis zu 50 km Luftlinie) deutliche Unterschiede zwischen den Stand-
orten auftreten. Speziell die Globalstrahlung sowie die Niederschlagsdauer und -menge
variieren sehr stark und bestätigen, dass signifikante lokale Abhängigkeiten für die klima-
tischen Einflüsse existieren [Hor13].
Bild 3.10 zeigt bspw. die Bestrahlungsstärke E der Globalstrahlung der vier Wetterstatio-
nen für einen Tag im Juni 2011, welche trotz Entfernung von 13 km Luftlinie (zwischen
W01 und W03) sichtbare Unterschiede aufweisen. Aus diesem Grund werden bei der Un-
tersuchung der Zusammenhänge zwischen EEQ-Messdaten und Wettermessdaten nur die
Daten jener Wetterstation verwendet, die dem jeweiligen Messort am nächsten liegt. Die
relativen Entfernungen zwischen den vier Wetterstationen und den dazugehörigen Messor-
ten liegen für den Großteil aller Messungen im Bereich < 10 km (siehe Bild 3.11).
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Bild 3.10: Globalbestrahlungsstärke für die vier Wetterstationen W01 bis W04; Datum:
27.06.2011; Aggregierungsintervall: 10min
Bild 3.11: Relative Lage der Wetterstationen W01 bis W04; Bezugspunkt: Wetterstation
W03; Zusätzliche Kennzeichnung der EEQ-Messorte
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3.3.2 Identifikation relevanter Wetterbedingungen
Unterschiedliche Wetterbedingungen führen zu einem veränderten Nutzungs- bzw. Ein-
speiseverhalten, was u. a. in den Bereichen der Netzplanung und des Netzbetriebs An-
wendung findet. Über einen kurzen Zeitraum von einem Tag wird der Einfluss des Wetters
u. a. in der Lastprognose und der Modellierung von Verbrauchern berücksichtigt [LPCO96,
Sto05]. Schwankungen, die bei mehrjährigen Betrachtungen erkennbar sind, werden häu-
fig in Form von saisonalen Effekten bei der Lastmodellierung und der Erstellung von
Lastprofilen implementiert [Nei01, MFAS99]. Den größten Einfluss haben Globalstrah-
lungsstärke und Außentemperatur. Der Niederschlag ist von untergeordneter Bedeutung
[KHWZ09a, KHWZ09b]. Wie sich ein durch unterschiedliche Wetterbedingungen veränder-
tes Abnehmer- und Erzeugerverhalten auf die Stromqualität auswirkt, soll im Folgenden
qualitativ bewertet werden.
Kategorisierung der Wetterbedingungen
Um die indirekte Beeinflussung der Stromqualität in Abhängigkeit der drei klimatischen
Kenngrößen zu bewerten, wurden jene Tage innerhalb des Messzeitraumes ausgewählt, an
denen möglichst unterschiedliche Wetterbedingungen herrschten. Die Tage wurden bzgl.
Temperatur in kalte/warme Tage, bzgl. Globalstrahlung in sonnige/bewölkte Tage und
bzgl. des Niederschlags in Tage ohne/mit lang andauerndem Niederschlag (2,5 h oder länger
als 2,5 h pro Tag) kategorisiert.
Basierend auf einer statistischen Auswertung aller Wettermessdaten wurden Wertebereiche
als Grundlage für eine entsprechende Kategorisierung definiert. Da sich bestimmte Kom-
binationen ausschließen (z.B. sonnig-regnerisch), ergeben sich insgesamt sechs sinnvolle
Kombinationen, nach denen die Tage kategorisiert wurden: sonnig-warm, sonnig-kalt (ganz-
tägig ohne Bewölkung), bewölkt-trocken-warm, bewölkt-trocken-kalt, regnerisch-warm und
regnerisch-kalt.
Anhand der drei Wetterkenngrößen Lufttemperatur ϑ, Niederschlagsdauer tNS und Glo-
balbestrahlungsstärke E werden die folgenden Indizes für das Beobachtungsintervall von
einem Tag berechnet und für die Kategorisierung verwendet.
• ϑ¯d Mittelwert der Temperatur
• tNS d Summe der Niederschlagsdauer
• E¯d Mittelwert der Bestrahlungsstärke
• tE>120 d Summe der Sonnenscheindauer
• RE d maximale Bestrahlungsspannweite
Für die Unterscheidung zwischen kalten und warmen Tagen wird der Tagesmittelwert der
Temperatur verwendet. Die Niederschlagsdauer dient der Unterscheidung zwischen tro-
ckenen und regnerischen Tagen. Die Mittelwerte der Bestrahlungsstärke sind ein Maß für
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die Intensität der Globalstrahlung. Um die Sonnenscheindauer für den Tag zu bestimmen,
wird laut dem Leitfaden der Weltorganisation für Meteorologie die Messung der direkten
Sonneneinstrahlung empfohlen [Wor08]. Die Pyranometer der eingesetztenWetterstationen
erfassen jedoch die Globalstrahlung, welche sich aus der diffusen und direkten Sonnenein-
strahlung zusammensetzt. Aus diesem Grund wird die Sonnenscheindauer auf Basis der
Globalstrahlung mit einer Bestrahlungstärke E > 120W/m2 bestimmt [Hor13].
Um besser zwischen Tagen mit durchgängiger Sonnenbestrahlung und trockenen Tagen
mit Bewölkung (z. B. mit Unterbrechungen durch Wolkenfelder) zu unterscheiden, wurde
die Bestrahlungsspannweite RE eingeführt. Die Globalbestrahlungsstärke eines Tages sei
als Zeitreihe diskreter Messwerte Et definiert:
Et = E1, E2, E3, . . . , E144 . (3.7)
Für die Messwerte jeder Stunde k wird die Bestrahlungsspannweite berechnet, welche der
Differenz aus Stundenmaximum und -minimum für die 10-Minuten-Mittelwerte entspricht:
RE(k) = max(Ei)−min(Ei) für (3.8)
i := {1 + 6 · (k − 1), . . . , 6 · k} und k := {1,2, . . . ,24} .
Das 95%-Quantil der stundenweise berechneten Spannweiten RE eines Tages ist die Be-
strahlungsspannweite RE d. Mit einer niedrigen Bestrahlungsspannweite RE d und einem
gleichzeitig hohen Tagesmittelwert der Bestrahlungsstärke E¯d lassen sich die durchgängig
sonnigen Tage bestimmen.
Zur Eingrenzung der Tage mit charakteristischen Wetterbedingungen werden die fünf ge-
nannten Indizes für alle verfügbaren Tage berechnet. Anschließend werden auf Basis von
geeigneten Quantilen der berechneten Indizes die jeweiligen Kategorien eingeteilt [Hor13].
Die Kategorisierung der Tage erfolgt durch die angegebenen Grenzen in Tabelle 3.5.
Tab. 3.5: Eingrenzung der Tage mit charakteristischen Wetterbedingungen
Wetterbedingungen ϑ¯d tNS d E¯d RE d tE>120 d
regnerisch-kalt (RK) < ϑ¯d [25] > tNS d [75] < E¯d [50] - < tE>120 d [25]
regnerisch-warm (RW) > ϑ¯d [50] > tNS d [75] < E¯d [50] - < tE>120 d [25]
sonnig-kalt (SK) < ϑ¯d [25] = 0 > E¯d [50] < RE d [75] > tE>120 d [25]
sonnig-warm (SW) > ϑ¯d [50] = 0 > E¯d [75] < RE d [50] > tE>120 d [75]
trocken-kalt (TK) < ϑ¯d [25] = 0 - > RE d [25] < tE>120 d [50]
trocken-warm (TW) > ϑ¯d [50] = 0 - > RE d [25] < tE>120 d [75]
Aus den klimatischen Messdaten der Jahre 2011 bis 2013 lassen sich pro Wetterstation
rund 100 Tage entsprechend identifizieren. In Bild 3.12 sind Beispieltage der sechs Katego-
rien charakteristischer Wetterbedingungen aus dem Jahr 2013 für die Wetterstation W03
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Bild 3.12: Beispieltage der sechs kategorisierten Wetterbedingungen: regnerisch (R), sonnig
(S ), trocken-bewölkt (T ) kombiniert mit kalten (K ) oder warmen (W ) Tem-
peraturen; Wetterstation: W03; Aggregierungsintervall: 10min; Zeitraum: Jahr
2013
abgebildet. Aufgrund der Eingrenzung durch die Quartile werden Tagesmittelwerte der
Temperatur ϑ¯d < 4,5 ◦C als kalt und ϑ¯d > 11,1 ◦C als warm kategorisiert. Die regnerischen
Tage werden mit einer Niederschlagsdauer größer als 2,4 h bestimmt, wobei für sonnige
und trocken-bewölkte Tage kein Niederschlag vorausgesetzt wird. Da ein Zeitraum von
mindestens zwölf Monaten analysiert wird, zählen die Tage in den strahlungsintensiveren
Sommermonaten mit einer mittleren Bestrahlungsstärke E¯d > 192W/m2 zu den sonnig-
warmen Tagen, während für die sonnig-kalten Tage E¯d > 104W/m2 gilt. Eine Übersicht
der berechneten Quantile ist in Tabelle A.3.8 (S. 150) zusammengestellt.
Qualitative Bewertung der Beeinflussung einzelner Abnehmerkategorien
In diesem Abschnitt erfolgt die qualitative Bewertung des Beeinflussungspotentials. Es
werden ausschließlich die Messungen bewertet, für die ausreichend lange Messdaten vor-
liegen, um möglichst viele der Tage mit charakteristischen Wetterbedingungen nutzen zu
können. Am Beispiel der Wirkleistung sowie der 3. und der 5. Stromharmonischen, wer-
den die Tagesgänge für die Tage mit charakteristischen Wetterbedingungen verglichen.
In Bild A.3.5 (S. 150) sind die Verläufe der Wirkleistung für vier Messorte aufgetragen.
Die Messorte unterscheiden sich in den Kategorien der dominierenden Abnehmerstruktur:
Wohngebiet mit Einfamilienhäusern (EFH), Wohngebiet mit Mehrfamilienhäusern (MFH),
Büro (BUR) und Gewerbe, Handel und Dienstleistungen (GHD). Es wurde bei den Ka-
tegorien BUR und GHD darauf geachtet, dass ausschließlich Werktage und verkaufsoffene
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Tage ausgewählt wurden. Alle vier Messungen zeigen Unterschiede bezüglich der Höhe
der Leistungsaufnahme und Verlaufsform während der Tage mit den kategorisierten Wet-
terbedingungen. Für die Messung mit EFH ist zusätzlich der Einfluss der dezentralen
Erzeugung (eine PV-Anlage mit PE = 5 kW) aufgrund der negativen Wirkleistungswerte
deutlich erkennbar.
Bild 3.13: Tagesverläufe der 3. Stromharmonischen für die 6 Wetterbedingungen: regne-
risch (R), sonnig (S ), trocken-bewölkt (T ) kombiniert mit kalten (K ) oder war-
men (W ) Temperaturen; 4 Messorte mit den Abnehmerkategorien: EFH, MFH,
GHD und BUR; Aggregierungsintervall: 10min; Zeitraum: Jahr 2013
Die qualitativen Unterschiede zwischen den Tagen mit unterschiedlichen Wetterbedingun-
gen lassen auf ein unterschiedliches Verbrauchs- und Erzeugungsverhalten schließen. In
Bild 3.13 ist die 3. Stromharmonische für die gleichen Tage und Messorte dargestellt.
Bei der Betrachtung der verschiedenen Wetterbedingungen ist festzustellen, dass die Un-
terschiede, die für die Wirkleistungsverläufe auftreten, nicht direkt auf die Emission der
3. Stromharmonischen übertragen werden können. Die Messung mit EFH zeigt ein kon-
stantes Grundniveau und ändert sich praktisch nicht in der Höhe der Emission, ähnlich wie
für die Messung der Kategorie GHD. Die Mehrfamilienhäuser hingegen zeigen nur ein leicht
erhöhtes Emissionsniveau in den Abendstunden gegen 20 Uhr an kalten Tagen verglichen
mit den warmen Tagen. Für die Bürostruktur sind zwischen den warmen und den kalten
Tagen zusätzlich Unterschiede in der Tagesverlaufsform zu erkennen. Im Vergleich dazu
zeigt die 5. Stromharmonische in Bild A.3.6 (S. 151) für die Abnehmerkategorie BUR eine
entgegengesetzte Beeinflussungsrichtung. Das Emissionsniveau der 5. Stromharmonischen
fällt für warme Tage höher aus als für Tage mit niedrigen Temperaturen.
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Fazit
Die Untersuchungen in [Hor13] haben gezeigt, dass die indirekte Beeinflussung der EEQ
durch ein verändertes Abnehmer- und Erzeugerverhalten aufgrund unterschiedlicher Wet-
terbedingungen bereits für die Beobachtungsdauer von einem Tag sichtbar sind. Besonders
die Temperatur und die Globalbestrahlungsstärke zählen zu den klimatischen Kenngrößen
mit dem größten Beeinflussungspotential. Der Einfluss von Niederschlagsdauer und -menge
ist nicht signifikant. Saisonale Unterschiede im Abnehmer- und Erzeugerverhalten sind be-
sonders wahrscheinlich für die Messorte, die deutliche Unterschiede in den Verläufen der
EEQ-Kenngrößen zwischen warmen und kalten bzw. sonnigen und bewölkten Tagen auf-
weisen.
42
4 Analyseverfahren
Aufgrund der umfangreichen Datenbasis wird in Abschnitt 4.1 ein automatisiertes Ver-
fahren zur Auswertung der Messdaten nach qualitativen Gesichtspunkten (z. B. Form des
Tagesverlaufes) vorgestellt. Mithilfe der automatisiert gruppierten Tagesprofile können die
Gemeinsamkeiten und Unterschiede zwischen den verschiedenen Messungen untersucht
werden. Verschiedene Abnehmerstrukturen, die durch Abnehmer einer einzelnen Katego-
rie dominiert werden (z. B. Wohngebiete mit Einfamilienhäusern), lassen sich anhand der
Stromqualitätskenngrößen besonders gut voneinander unterscheiden. Im Anschluss an die
Charakterisierung der Messorte können abnehmerbasierte Qualitätsprofile abgeleitet wer-
den.
Mit dem Wissen über die typischen Verlaufsformen der messortbasierten Qualitätspro-
file werden in Abschnitt 4.2 gezielt Indizes und Kenngrößen ausgewählt und definiert,
welche sich zur Quantifizierung der verlaufsorientierten Kenngrößen eignen. Hierbei wird
das additive Komponentenmodell der Zeitreihenanalyse verwendet, um die verschiedenen
zeitlichen Variationen zu berücksichtigen. Innerhalb der kurzen Beobachtungsdauer (Tage
bis Wochen) wird das Abnehmer- und Erzeugerverhalten in Unterabschnitt 4.2.1 mit-
hilfe der Mischverteilungsanpassung und Lage- sowie Streuungsmaßen beschrieben, die
es ermöglichen, die wesentlichen Charakteristiken der Zeitverläufe zu quantifizieren. Für
die mittlere Beobachtungsdauer (Wochen bis Monate) werden in Unterabschnitt 4.2.2 die
saisonalen Einflüsse in einem zweistufigen Verfahren identifiziert und analysiert. Daraus
ergeben sich bspw. praxisrelevante Empfehlungen, welche Jahreszeiten geeignet sind, um
die höchsten Emissionsniveaus für Stromharmonische in Wohngebieten zu messen. In Un-
terabschnitt 4.2.3 werden innerhalb einer langen Beobachtungsdauer (Monate bis Jahre)
Langzeittrends analysiert. Neben neu definierten Indizes zur Quantifizierung möglicher
Trends wird ein erster Ansatz zur Prognose von künftigen Trendentwicklungen vorgestellt.
In Kombination mit den Kenngrößen zur Beschreibung der EEQ, der elektrischen und
der nicht-elektrischen Umgebung können multivariate Verfahren angewendet werden, um
Zusammenhänge zwischen den Kenngrößen zu quantifizieren. Zu den Verfahren in Ab-
schnitt 4.3 zählen die Korrelations- und die Regressionsanalyse, welche es ermöglichen,
Abhängigkeiten zwischen Kenngrößen und Indizes zu untersuchen. Im Ergebnis sollen
mögliche Abhängigkeiten, bspw. zwischen der Emissionshöhe und der Abnehmeranzahl,
quantifiziert werden.
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4.1 Qualitative Bewertung durch messortbasierte
Qualitätsprofile
Die qualitative Bewertung der verlaufsorientierten Qualitätskenngrößen erfolgt auf Ba-
sis messortbasierter Tagesprofile. Im ersten Schritt werden die typischen Wochenmuster
in Unterabschnitt 4.1.1 mithilfe des Verlaufsquotienten R identifiziert. Für die typischen
Wochenmuster lässt sich die Anzahl charakteristischer Tagesverläufe bestimmen. Um für
jede Gruppe ein messortabhängiges Qualitätsprofil zu erstellen, werden anschließend in
Unterabschnitt 4.1.2 die Tagesverläufe mittels Clusteranalyse in Gruppen eingeteilt.
4.1.1 Analyse der Wochenzeitreihen
In Abhängigkeit der dominierenden Abnehmerkategorie des Messortes zeigen sich mehr
oder weniger regelmäßige Wochenverläufe, welche stark mit dem jeweiligen Tageszyklus
und dem Wochenmuster zusammenhängen. Die charakteristischen Wochenverläufe werden
primär durch das typische Abnehmerverhalten beeinflusst und können durch Kalender-
effekte (z. B. Feiertage) abweichen. Die explorative Analyse der Messdaten hat gezeigt,
dass drei Wochenmuster besonders häufig auftreten. Diese sind am Beispiel der 3. Strom-
harmonischen in Bild 4.1 für Messorte mit einem Wohngebiet, bestehend aus Mehrfami-
lienhäusern (MFH), einem Einkaufszentrum mit Elektronikfachmarkt (GHD) und einem
Bürogebäude (BUR), dargestellt.
Bild 4.1: Typische Wochenverläufe der 3. Stromharmonischen für Messorte mit den do-
minierenden Abnehmerkategorien Büro (BUR), Einkaufszentrum (GHD) und
Wohngebiet mit Mehrfamilienhäusern (MFH ); Aggregierungsintervall: 10min
Entsprechend der typischen Wochenverläufe werden die folgenden Wochenmuster definiert:
• W7-0 (z. B. für Wohngebiete mit Ein- oder Mehrfamilienhäusern)
• W6-1 (z. B. für Geschäfte mit sechs verkaufsoffenen Tagen)
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• W5-2 (z. B. für Büros mit regulären fünf Werktagen)
Das Wochenmuster W7-0 definiert eine Woche mit sehr ähnlichen Tagen. Unterscheidet
sich ein Tag deutlich vom Rest der Woche, entspricht dies dem Wochenmuster W6-1. Für
eine Woche mit zwei unterschiedlichen Tagen, bspw. dem Wochenende, wird das Muster
W5-2 definiert. Diesem Schema folgend lässt sich noch das Wochenmuster W4-3 einführen,
obwohl dieses nicht sehr häufig auftritt. Um die einzelnen Wochenmuster voneinander zu
unterscheiden, werden diese im Frequenzbereich analysiert. Hierzu erfolgt zuerst die Ana-
lyse des Frequenzspektrums einer synthetischen Zeitreihe. Basierend auf den Erkenntnissen
dieser Untersuchung können die Ergebnisse für die gemessenen Zeitreihen der Stromquali-
tätskenngrößen besser interpretiert werden.
Eine Vereinfachung der Wochenverläufe in Bild 4.1 lässt sich durch das synthetische Signal
in Gleichung (4.1) erreichen. Der Kosinusverlauf mit der Amplitude iˆ und dem Gleich-
anteil IDC ist eine Näherung des Tageszyklus. Die Frequenz fd beträgt dementsprechend
1/d. Um die unterschiedlichen Wochenverläufe nachzubilden, wird der Kosinus mit ei-
nem Rechtecksignal multipliziert, welches sich aus zwei Einheitssprungfunktionen H(t)
zusammensetzt und eine Periodendauer von sieben Tagen besitzt. Die Impulsdauer τ des
Rechtecksignals entspricht einer Anzahl an ganzen Tagen. Bild 4.2 zeigt das Signal isyn für
die Wochenmuster W5-2 (τ = 5 d), W6-1 (τ = 6 d) und W7-0 (τ = 7 d) innerhalb des
Beobachtungsintervalls einer Woche.
isyn(t) =
[
IDC − iˆ cos(2pifd t)
]
·
[
H
(
t
d
)
−H
(
t− τ
d
)]
für 0 ≤ t < 7 d mit fd = 1/d und τ = {1, . . . ,7}
(4.1)
Bild 4.2: Wochenmuster W7-0, W6-1, W5-2 und W4-3 für das synthetische Signal isyn(t)
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Amplitudenspektrum der Wochenmuster
Die Berechnung des Frequenzspektrums für das synthetische Signal, welches als periodisch
wiederkehrend definiert ist, erfolgt über eine volle Periode für T = 7 d. Die daraus resul-
tierende Fourier-Reihe
f(t) =
a0
2
+
∞∑
k=1
(
ak cos
(
2pi
T
k t
)
+ bk sin
(
2pi
T
k t
))
(4.2)
wird mit Hilfe der Fourier-Koeffizienten ak und bk
ak =
2
T
T∫
0
isyn(t) · cos
(
2pi
T
k t
)
dt
bk =
2
T
T∫
0
isyn(t) · sin
(
2pi
T
k t
)
dt
(4.3)
gebildet [BSMM01], welche zur Bildung des Amplitudenspektrums notwendig sind. Die
Amplitude des Gleichanteils A0 wird ausschließlich durch den Tastgrad, dem Verhältnis
aus Impulsdauer τ und Periodendauer T , bestimmt:
A0 =
a0
2
=
1
T
T∫
0
isyn(t) dt =
τ
T
. (4.4)
Die Amplitude Ak für den k-ten Spektralanteil lässt sich mit Gleichung (4.5) berechnen
[DMS11]
Ak =
√
a2k + b
2
k =
98
pi k
· 1|k2 − 49| ·
∣∣∣∣sin(τpikT
)∣∣∣∣
für IDC = 1 und iˆ = 1 .
(4.5)
Im Ergebnis ist das Amplitudenspektrum des synthetischen Signals für die Wochenmus-
ter W6-1, W5-2 und W4-3 in Bild 4.3 abgebildet. Es ist deutlich zu erkennen, dass die
Amplituden für die Spektralanteile k = {1,2, ...,6} in Relation zur Grundschwingung bzw.
zum Tageszyklus (k = 7) ansteigen. Diese Effekte konnten auch für die erfassten Wochen-
zeitreihen verschiedener Stromqualitätskenngrößen (z. B. die 3. und 5. Stromharmonische)
beobachtet werden.
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(a) Wochenmuster W6-1 (b) Wochenmuster W5-2 (c) Wochenmuster W4-3
Bild 4.3: Frequenzspektren verschiedener Wochenmuster für das synthetische Signal isyn(t)
Definition des Verlaufsquotienten
Die Unterschiede zwischen den Amplitudenspektren für die verschiedenen Wochenmuster
werden im Folgenden für Identifikation typischer Wochenverläufe verwendet. Hierfür wur-
de der sogenannte Verlaufsquotient in [DMS11] eingeführt, welcher in Anlehnung an die
EN 61000-4-7 [DIN09] die Gruppe der Zwischenharmonischen Aig in Relation zur Grund-
schwingung A7 setzt:
R =
A2ig
A27
mit A2ig =
6∑
k=1
A2k . (4.6)
Der Wert für die Gruppe der Zwischenharmonischen Aig ist für das Wochenmuster W7-0
gleich 0. Für die restlichen Wochenmuster ist Aig im Vergleich zur Grundschwingung un-
terschiedlich groß. Die Verlaufsquotienten zu den dazugehörigen Wochenmustern des syn-
thetischen Signals sind in Tabelle 4.1 aufgelistet.
Tab. 4.1: Verlaufsquotienten für das synthetische Signal isyn(t)
Wochenmuster W7-0 W6-1 W5-2 W4-3
Impulsdauer τ in d 7 6 5 4
Verlaufsquotient R 0,00 0,47 1,09 2,03
Für ausgewählte Messungen konnten empirische Intervalle (vgl. Tabelle A.4.1 auf S. 152)
für den Verlaufsquotienten bestimmen werden. Innerhalb dieser Intervalle lassen sich die
Wochenmuster für verlaufsorientierte Stromkenngrößen (u. a. Stromharmonische) korrekt
bestimmen [DMS12].
Sensitivitätsanalyse des Verlaufsquotienten
Da das synthetische Signal lediglich eine Näherung für die erfassten Wochenzeitreihen der
Stromqualitätskenngrößen darstellt, wird die Sensitivät des Verlaufsquotienten unter dem
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Einfluss einer Störgröße untersucht. Die Störgröße t entspricht einer Normalverteilung
mit dem Erwartungswert µ = 0 und einer endlichen Varianz σ2. Eine Störgröße dieser Art
wird auch als weißes Rauschen bezeichnet, da es ein konstantes Leistungsdichtespektrum
aufweist und sich gleichmäßig über alle Frequenzanteile verteilt [SS01]. Das Signal isyn(t)
und die Störgröße werden additiv überlagert und die Standardabweichung σ wird sukzessiv
erhöht. Das ist exemplarisch in Bild A.4.1 dargestellt. Um die Trennschärfe der in [DMS12]
definierten Intervalle zu prüfen, erfolgt die Berechnung der Verlaufsquotienten jeweils für
die Wochenmuster W7-0, W6-1, W5-2 und W4-3.
In Bild 4.4 sind die Verlaufsquotienten für die vier Wochenmuster aufgetragen. Mit zu-
nehmender Standardabweichung vergrößern sich die Bereiche der Verlaufsquotienten für
die einzelnen Wochenmuster. Mit Ausnahme des Wochenmusters W7-0 gehen die Verlaufs-
quotienten der anderen Wochenmuster ineinander über, sodass keine eindeutigen Intervalle
für deren Unterscheidung bestimmt werden können. Einzig das Wochenmuster W7-0 lässt
sich eindeutig identifizieren und somit von den anderen Wochenmustern unterscheiden. Im
Rahmen der Sensitivitätsanalyse ist dies für den Verlaufsquotienten R < 0,25 gegeben.
Bild 4.4: Sensitivität des Verlaufsquotienten R verschiedener Wochenmuster gegenüber ei-
ner normalverteilten Störgröße (µ = 0) in Abhängigkeit der Standardabweichung
4.1.2 Analyse der Tageszeitreihen
Nachdem das typische Wochenmuster für den betrachteten Messort und die entsprechende
Stromqualitätskenngröße identifiziert sind, lässt sich die Anzahl der charakteristischen Ta-
geszeitreihen ableiten. Für die Wochenmuster W7-0 existieren keine deutlich unterschied-
lichen Tagesverläufe. Hingegen existiert für die anderen Wochenmuster mindestens ein Tag
im Verlauf der Woche, welcher grundlegend von den restlichen Tagen abweicht.
Um die Tagesverläufe in zwei Gruppen zu unterteilen, wird die Clusteranalyse als Grup-
pierungsverfahren angewendet. Ausgangspunkt der Clusteranalyse ist die Distanzmatrix,
welche die Gemeinsamkeiten und Unterschiede zwischen allen Tageszeitreihen durch ein
Distanzmaß quantifiziert (vgl. Abschnitt 3.2.3). Hierfür wird die Dynamic Time Warping-
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Distanz (DTW-Distanz) eingesetzt. Die DTW-Distanz ist ein speziell für Zeitreihen ver-
wendetes Distanzmaß. Erstmalig wurde es in [Ita75] zur Spracherkennung, mit dem Ziel
zwei zeitabhängige Sequenzen zu vergleichen, eingeführt. Grundsätzlich kann dies auch
auf Zeitreihen unterschiedlicher Länge angewendet werden. Dies ist jedoch aufgrund der
Betrachtung vollständiger Tagesverläufe hinfällig.
Dynamic Time Warping-Distanz
Die DTW-Distanz wird am Beispiel der zwei gleichlangen Zeitreihen
xt = x1, x2, . . . , xN und yt = y1, y2, . . . , yN (4.7)
in Bild 4.5a veranschaulicht. Die Zeitreihen sind als geordnete Folge mit je einem ag-
gregierten Messwert zu dem Zeitpunkt t definiert. Die Menge aller Zeitpunkte ist eine
endliche, diskrete Menge von N gleichabständigen Zeitpunkten. Die einzelnen Messwerte
der Zeitreihen werden im Folgenden, wie in Gleichung (4.7) dargestellt, angegeben.
(a) Tageszeitreihen xt und yt; Aggregierungs-
intervall: 1 h
(b) Distanzmatrix D für xt und yt; Kennzeichnung des
optimalen Warping-Pfades (weiß) zur Bestimmung
der DTW-Distanz
Bild 4.5: Visualisierung der Distanzmatrix zwischen zwei Tageszeitreihen xt und yt
Zur Berechnung der DTW-Distanz werden im ersten Schritt die Distanzen gebildet, wel-
che dem Abstand zwischen dem i-ten Zeitpunkt von xt und dem j-ten Zeitpunkt von yt
entsprechen. Sämtliche Distanzen
d(xi, yj) = |xi − yj| mit i ∈ {1,2, . . . , N} und j ∈ {1,2, . . . , N} (4.8)
bilden die Distanzmatrix D ∈ RN×N , welche in Bild 4.5b grafisch dargestellt ist. Inner-
halb der Distanzmatrix ist es das Ziel, einen Pfad (den Warping-Pfad) zu finden, welcher
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eine geringe Summe an Einzeldistanzen aufweist. Der Warping-Pfad muss dabei die drei
folgenden Randbedingungen erfüllen:
• Begrenzung: Der Pfad muss mit den Startzeitpunkten d(x1, y1) beginnen und mit
den Endzeitpunkten d(xN , yN) aufhören.
• Schrittweite: Kein Zeitpunkt t darf ausgelassen werden.
• Monotonie: Jede Kombination i und j darf nur einmal vorkommen.
Der Warping-Pfad mit der kleinstmöglichen Summe von Einzeldistanzen wird als optimaler
Warping-Pfad bezeichnet (dargestellt als weiße Linie in Bild 4.5b) [Gio09].
Gruppierung der Tageszeitreihen
Die Gruppierung der Tageszeitreihen wird am Beispiel eines Elektronikfachmarktes (GHD)
und eines Bürogebäudes (BUR) veranschaulicht. Zu Beginn werden die Distanzmatrizen
gebildet, welche jeweils die DTW-Distanzen zwischen sämtlichen Tagen eines Messortes
beinhalten. In Bild 4.6 sind die Distanzmatrizen mithilfe der Multidimensionalen Skalie-
rung (MDS) grafisch dargestellt.
(a) Bürogebäude mit Wochenmuster W5-2;
320 gemessene Tage; Güte der Darstellung:
GMDS = 0,39
(b) Elektronikfachmarkt mit Wochenmuster W6-1;
353 gemessene Tage; Güte der Darstellung:
GMDS = 0,80
Bild 4.6: Zweidimensionale Abbildung der Distanzmatrizen für die Tagesverläufe der 3.
Stromharmonischen mit Hilfe der Multidimensionalen Skalierung für ein Büro-
gebäude (a) und einen Elektronikfachmarkt (b); Aggregierungsintervall: 10 min;
Zeitraum: Jahr 2012; Distanzmaß: DTW-Distanz
Die MDS ermöglicht eine Abbildung der Distanzmatrix auf z. B. zwei Dimensionen zur
grafischen Darstellung, wobei jeder Tagesverlauf durch einen Punkt dargestellt wird. In-
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nerhalb der Darstellung, der sogenannten Konfiguration, können auch Objekte nah beiein-
ander liegen, die nicht ausschließlich eine geringe Distanz zueinander aufweisen. Es kann
auch eine Verzerrung der Darstellung erfolgen, indem sich Objekte, durch die Reduzie-
rung auf wenige Dimensionen, scheinbar überlappen. Wie stark die grafische Darstellung
der Konfiguration verzerrt ist, wird durch die Güte GMDS angegeben, die je nach Daten-
satz unterschiedliche Werte zwischen 1 und 0 annimmt. Häufig ist keine verzerrungsfreie
Darstellung (GMDS = 1,0) möglich. Dies ist bei der Interpretation der Konfigurationen
zu beachten. Die detaillierte Aufführung der Rechenschritte zur Durchführung der MDS
befindet sich im Anhang (Unterabschnitt A.2.3 Seite 130).
Die Ausprägung zweier Gruppen ist für die Konfiguration der Distanzmatrix des Büro-
gebäudes (Bild 4.6a) trotz einer Güte von GMDS = 0,39 noch deutlich zu erkennen. Die
Konfiguration für den Elektronikfachmarkt (GHD) in Bild 4.6b ist hinreichend gut abgebil-
det (GMDS = 0,80) und kann als verzerrungsarm betrachtet werden. Durch die Anwendung
des Verlaufsquotienten auf die Wochenzeitreihen wird die Bestimmung des dominierenden
Wochenmusters ermöglicht. Hieraus lässt sich die Wahl der Gruppenanzahl für die Profil-
bildung ableiten. Für die beiden Abnehmer der Kategorie BUR und GHD ergeben sich die
Wochenmuster W5-2 und W6-1, was einer Gruppenanzahl von zwei entspricht. Die Grup-
penbildung der Tagesverläufe ist unabhängig von der Konfiguration durch die MDS und
erfolgt auf Basis der DTW-Distanzmatrix mit einem hierarchischem Gruppierungsverfah-
ren, wie es bereits für die Gruppierung der Messorte in Abschnitt 3.2.3 (S. 32) angewendet
wurde. Die resultierende Einteilung in zwei Gruppen ist in Bild 4.6 durch unterschiedliche
Symbole markiert.
(a) Bürogebäude, Gruppe 1: überwiegend Wochen-
endtage und Feiertage (101 aus 320 gemessenen
Tagen)
(b) Bürogebäude, Gruppe 2: ausschließlich Werktage
(219 aus 320 gemessenen Tagen)
Bild 4.7: Profile der 3. Stromharmonischen für ein Bürogebäude; Median (rot), 5%- &
95%-Quantil (blau), Tagesverläufe (grau); Aggregierungsintervall: 10min; Zeit-
raum: Jahr 2012
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Für das Bürogebäude ergeben sich zwei Profile, die das typische Emissionsverhalten der
Abnehmer des Messortes repräsentieren. Die Gruppe 1 besteht überwiegend aus Samstagen
sowie Sonn- und Feiertagen (Bild 4.7a). In Bild 4.7b ist zu sehen, dass die Werktage eine
deutlich höhere Emission aufweisen.
(a) Elektronikfachmarkt, Gruppe 1: überwiegend
Sonntage und Feiertage (55 aus 353 gemessenen
Tagen)
(b) Elektronikfachmarkt, Gruppe 2: ausschließlich
Werktage und Samstage (298 aus 353 gemessenen
Tagen)
Bild 4.8: Profile der 3. Stromharmonischen für einen Elektronikfachmarkt; Median (rot),
5%- & 95%-Quantil (blau), Tagesverläufe (grau); Aggregierungsintervall: 10min;
Zeitraum: Jahr 2012
Die beiden Profile für den Elektronikfachmarkt sind in Bild 4.8 dargestellt. Hier ergeben
sich ebenfalls deutliche Unterschiede im Tagesverlauf. Das Profil 1 (Bild 4.8a) gilt über-
wiegend für die Sonn- und Feiertage und zeigt praktisch keine nennenswerte Ausprägung
im Tagesverlauf. Das Profil 2 (Bild 4.8b), welches ausschließlich aus Werk- und Samstagen
besteht, zeigt deutlich den Einfluss der Öffnungszeiten.
Für das Wohngebiet mit Mehrfamilienhäusern ergibt sich ein einziges Profil (Bild A.4.2b
S. 153), dessen qualitativer Verlauf sich innerhalb eines Jahres nicht wesentlich ändert. In
der Darstellung der Distanzmatrix (Bild A.4.2a) bilden die Tagesverläufe eine kohärente
Gruppe, die sich nicht eindeutig in weitere Gruppen unterteilen lässt.
4.1.3 Anforderungen an eine automatisierte Profilerstellung
Eine angestrebte automatisierte Erstellung von Stromqualitätsprofilen stellt unterschied-
liche Anforderungen an die Messdaten, die Messdauer und die Eigenschaften der Zeitreihen.
Die wesentlichen Schritte des zweistufigen Verfahrens werden im Folgenden erläutert und
sind in Bild 4.9 als Ablaufschema dargestellt.
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Bild 4.9: Ablauf der automatisierten Erstellung messortbasierter Qualitätsprofile
Bestimmung des primären Wochenmusters
Analog zu [DMS12] wird zur Bestimmung der Stromeffektivwert des primären Wochen-
musters verwendet, da dieser das Abnehmerverhalten der Messorte optimal abbildet. Wie
bereits nachgewiesen wurde (siehe Bild 4.4), lassen sich die Wochenmuster W7-0 eindeutig
von den restlichen Wochenmustern unterscheiden. Grundlegend ist zur Bestimmung des
primären Wochenmusters ein ausgeprägter Tageszyklus innerhalb der Wochenzeitreihen
notwendig. Ist der Tagesverlauf nicht ausreichend ausgeprägt, ergeben sich Verlaufsquoti-
enten R > 3, für die eine eindeutige Bestimmung des Wochenmusters nicht möglich ist.
Aufgrund der Betrachtung ganzer Wochen wird eine ausreichend lange Messdauer benötigt,
um das typische Verhalten der Abnehmerstruktur abzubilden. Für die Anwendung des
Verlaufsquotienten ist die Verwendung von einer oder zwei Wochen ungenügend. Treten in
einer Woche Feiertage oder besondere Ereignisse, wie z. B. verkaufsoffene Sonntage, auf,
wird das Wochenmuster W7-0 für das Einkaufszentrum mit sechs verkaufsoffenen Tagen
identifiziert. Für die untersuchten Messungen hat sich gezeigt, dass für die Bestimmung
des primären Wochenmusters eines Messortes eine Mindestmessdauer von neun Wochen
erforderlich ist. Sind genügendWochen vorhanden, wird der Verlaufsquotient für jede dieser
Wochen berechnet. Je nachdem, ob der Verlaufsquotient für den Großteil der Wochen in
das Intervall [0; 0,25[ oder [0,25; 3[ fällt, entspricht dies einem primären Wochenmuster von
W7-0 oder W6-1 bis W4-3.
Ablauf der automatisierten Profilerstellung
Der Ablauf für die automatisierte Erstellung von Stromqualitätsprofilen ist in Bild 4.9
dargestellt. Die Profilerstellung wird in zwei Schritten durchgeführt. Zuerst erfolgt die
Identifikation des primären Wochenmusters auf Basis der Wochenzeitreihen. Zur Bestim-
mung des primären Wochenmusters ist der Stromeffektivwert des jeweiligen Messortes
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besonders geeignet, da dieser das typische Abnehmerverhalten innerhalb einer Woche re-
präsentiert [DMS12]. Ist das primäre Wochenmuster bestimmt, kann daraus die Anzahl
der Tagesverläufe für die Gruppierung der Tageszeitreihen abgeleitet werden. Für die ei-
gentliche Erstellung der Qualitätsprofile im zweiten Abschnitt werden die gleichen Wochen
verwendet, die zur Bestimmung des primären Wochenmusters genutzt wurden. Die Grup-
pierung der Tageszeitreihen für die entsprechenden Stromqualitätskenngröße erfolgt nur
für eine Gruppenanzahl von zwei. Der Gruppierungsvorgang wird mithilfe der Clusterana-
lyse durchgeführt. Hierbei kann es vorkommen, dass einzelne Tagesverläufe, die atypische
Messwerte aufweisen (z. B. aufgrund von Messfehlern), den Gruppierungsprozess beein-
trächtigen. Um zu verhindern, dass zwei oder drei atypische Tagesverläufe eine der beiden
Gruppen bilden, wurde das Abbruchkriterium eingeführt. Gruppen, die weniger als ein
Zehntel aller Tage beinhalten, werden eliminiert und dem Anwender gemeldet. Gruppen
mit der geringsten Anzahl an Tagen entstehen für das Wochenmuster W6-1. Für diese
Profile bestehen die Gruppen mit der geringeren Tagesanzahl aus mindestens einem Sieb-
tel aller gruppierten Tage (vgl. Bild 4.8a: 55 Tage der gemessenen 353 Tage entsprechen
einem Anteil von 15,6%).
Fazit
Das Verbrauchsverhalten der Abnehmer kann sich an verschiedenen Wochentagen (z. B.
Werktage und Wochenende) deutlich unterscheiden, was sich u. a. in der Höhe der Emis-
sion der Stromharmonischen zeigt. Trotz der hohen Variationen kann man ähnliche Ver-
läufe identifizieren und für eine Bewertung der EEQ verwenden. Für die verschiedene
Abnehmerkategorien lassen sich die typischen Wochenmuster (z. B. W 5-2) bestimmen
und daraus die Anzahl der qualitativ verschiedenen Tagesverläufe ableiten. Mithilfe der
Clusteranalyse werden die Tageszeitreihen für die Qualitätskenngröße eines Messortes in
Gruppen zusammengefasst, woraus die Qualitätsprofile (bestehend aus 5%-, 50%- und
95%-Quantil-Zeitreihen) berechnet werden können. Die Möglichkeit der automatisierten
Anwendung des Verfahrens ermöglicht zudem die Verarbeitung großer Datenmengen.
4.2 Quantitative Bewertung durch geeignete Indizes
und Kenngrößen
Die quantitative Bewertung der Qualitätskenngrößen erfolgt auf Basis von Indizes und
Kenngrößen, die mithilfe von uni- und multivariaten Verfahren gewonnen werden. Die
Bewertung einzelner Kenngrößen beruht hierbei auf der Verwendung von Lage- und Streu-
ungsmaßen sowie der Anwendung von angepassten Mischverteilungen. Für die Analyse
der saisonalen Variationen und der Langzeittrends werden neue Kenngrößen definiert. Die
Korrelationsanalyse dient der Identifikation möglicher Zusammenhänge zwischen zwei oder
mehreren Qualitäts- und Wetterkenngrößen. Um mögliche Zusammenhänge zwischen den
Kenngrößen quantifizieren zu können, werden diese Beziehungen mittels einer Regressions-
analyse modelliert.
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4.2.1 Tages- und Wochenzeitreihen
Die Analyse einzelner Qualitätskenngrößen ergibt je nach Größe des Beobachtungsinter-
valls (z. B. Tag, Woche oder Monat) einen Überblick über die verschiedenen Ausprägungen
der Messdaten. In diesem Abschnitt werden geeignete Kenngrößen und Indizes der empi-
rischen und der deskriptiven Statistik vorgestellt. Bei der deskriptiven Statistik wird im
Wesentlichen zwischen Lagemaßen (z. B. Mittelwert oder Quantile) und Streuungsmaßen
(z. B. Varianz oder Spannweite) unterschieden. Diese dienen der Beschreibung der zentra-
len Lage und der Variation einer Stichprobe der Kenngröße x vom Umfang N [Har05]. Aus
dem Bereich der deskriptiven Statistik wird das Verfahren der angepassten Mischvertei-
lungen angewendet, um charakteristische Abschnitte einer Zeitreihe zu quantifizieren.
Lage- und Streuungsmaße
Die wohl bekannteste Maßzahl zur Beschreibung der zentralen Lage einer Stichprobe ist
der empirische Mittelwert x¯. Neben der zentralen Lage sind häufig auch die kleinsten und
größten Beobachtungswerte xmin und xmax von Interesse. Die genannten Kennzahlen zählen
jedoch zu den empfindlichen Lagemaßen, da das Vorhandensein von Extremwerten einen
großen Einfluss auf die Bewertung der Lage dieser Messdaten ausübt [SH06]. Um den Ein-
fluss der Extremwerte zu reduzieren, empfiehlt sich der Einsatz von robusten Lagemaßen,
den Quantilen. Für eine Stichprobe vom Umfang N berechnet sich das p%-Quantil einer
kumulierten Häufigkeit wie folgt:
x[p] =
{
x(k), k = dN · αe wenn N · α nicht ganzzahlig ist
1
2
(x(k) + x(k+1)), k = N · α sonst
(4.9)
mit x(1) ≤ x(2) ≤ . . . ≤ x(N−1) ≤ x(N)
und α = p/100 für p ∈ {1,2, . . . ,99} .
Der Median x˜, welcher dem 50%-Quantil x[50] entspricht, wird anstelle des Mittelwertes
eingesetzt. Das 5%- und das 95%-Quantil (x[5] und x[95]) sind eine Alternative für den
Minimal- und Maximalwert der Stichprobe. Die genannten Lagemaße werden am Beispiel
der 3. Stromharmonischen in Bild 4.10 veranschaulicht.
Um die Streubreite der Stichprobe anzugeben, kann zum einen die Spannweite R100 =
xmax − xmin eingesetzt werden. Zum anderen wird häufig die empirische Standardab-
weichung s verwendet, welche die Streuung um den Mittelwert beschreibt. Um die Stan-
dardabweichungen von Stichproben mit unterschiedlich großen Mittelwerten vergleichen
zu können, kann der empirische Variationskoeffizient ν berechnet werden [SH06]. Dieses
relative Streuungsmaß ergibt sich aus der Standardabweichung, welche auf den Mittelwert
der Stichprobe normiert wird. Die genannten Streuungsmaße werden jedoch ebenfalls von
Extremwerten beeinflusst. Drei robuste Alternativen sind die mittlere absolute Medianab-
weichung d,
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Bild 4.10: Ausgewählte Lage- und Streumaße für die 3. Stromharmonischen einer Büro-
struktur; Beobachtungsintervall: 1 d; Aggregierungsintervall: 10min
d =
1
N
N∑
i=1
|xi − x˜| . (4.10)
eine reduzierte Spannweite R90, welche die Streuung für 90 Prozent der Stichprobe erfasst,
R90 = x[95] − x[5] (4.11)
und das entsprechende Dispersionsmaß r90,
r90 =
R90
x˜
(4.12)
um die Streuungen verschiedener Stichproben zu vergleichen.
Aufgrund der geringen Empfindlichkeit gegenüber Extremwerten finden die genannten ro-
busten Lage- und Streuungsmaße häufig in der verteilungsfreien Statistik Anwendung. Ver-
teilungsfreie Methoden haben den Vorteil, dass diese u. a. keine Wahrscheinlichkeitsvertei-
lungen (z. B. Annahme einer Normalverteilung) der untersuchten Kenngrößen voraussetzen
[Hub81]. Basierend auf den robusten Lagemaßen wurden neue Darstellungsformen in Form
modifizierter Box-Whisker-Plots entwickelt, die einen einfachen und intuitiven Vergleich
von EEQ-Kenngrößen mehrerer Messungen ermöglichen [GMSS06].
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Angepasste Mischverteilungen
Das Ziel der angepassten Mischverteilung ist es, die Verteilungsdichte der Verläufe von
EEQ-Kenngrößen als Mischung aus einer endlichen Anzahl einzelner Normalverteilungen
zu modellieren. Die Parameter der theoretischen Mischverteilung lassen Rückschlüsse auf
den Verlauf der EEQ-Kenngröße und indirekt auf das Verhalten von Abnehmer- und Er-
zeugerstrukturen zu [MS06]. Gleichzeitig ermöglicht die Reduzierung der Messdaten auf
wenige Parameter eine übergeordnete Analyse verschiedener Qualitätskenngrößen sowie
den Vergleich verschiedener Messorte.
Der zeitliche Verlauf von Qualitätskenngrößen zeigt, dass sich speziell die Tagesverläufe
in verschiedene Abschnitte unterteilen lassen, die hauptsächlich durch das Verhalten der
Abnehmer- und der Erzeugerstruktur bestimmt werden. Das Verhalten ist durch einen aus-
geprägten Tageszyklus gekennzeichnet, welcher z. B. durch den Wechsel von Arbeit und
Freizeit oder von Tag und Nacht geprägt wird. Für das Beispiel der 3. Stromharmonischen
in Bild 4.10 lassen sich prinzipiell zwei Zeitabschnitte erkennen: Zeitabschnitt 1 am Tag
(ab ca. 7:00 Uhr bis 15:00 Uhr) und Zeitabschnitt 2 während der restlichen Zeit (ab ca.
16:00 Uhr bis 5:00 Uhr). Die beiden Zeitabschnitte können als stochastisch veränderlich
aufgefasst werden, weisen jedoch einen annähernd mittelwertkonstanten Verlauf auf. In
Bild 4.11a ist der Tagesverlauf diskretisiert und in Form eines Histogramms dargestellt.
Die zwei genannten Abschnitte sind in dem Histogramm aufgrund der erhöhten Anzahl
für die Klassen bei 40A (Zeitabschnitt 1) und 20A (Zeitabschnitt 2) deutlich erkenn-
bar. Somit kann die Anzahl der Verteilungskomponenten, die die Zusammensetzung der
entsprechenden Mischverteilung bestimmen, auf zwei gesetzt werden.
(a) Diskrete empirische Verteilungsdichte in
Form eines Histogramms
(b) Angepasste Mischverteilung bestehend aus
zwei normalverteilten Komponenten
Bild 4.11: Histogramm (a) für die 3. Stromharmonische aus Bild 4.10 und das Ergebnis
der angepassten Mischverteilung (b)
Die allgemeine Verteilungsdichtefunktion f einer Mischverteilung der Kenngröße x lässt
sich bei bekannter Anzahl der Verteilungskomponenten M folgendermaßen angeben:
57
4 Analyseverfahren
f(x) =
M∑
m=1
wm · fm(x) mit
M∑
m=1
wm = 1 . (4.13)
Die mit wm gewichteten Verteilungsdichten
fm(x) =
1√
2pi · σm
· exp
(
−1
2
·
(
x− µm
σm
)2)
(4.14)
werden als normalverteilt angenommen [FS06]. Die zu bestimmenden Mischverteilungspa-
rameter enthalten die Information über den Verlauf der Qualitätskenngröße. Die Gewichte
wm sind direkt proportional zur Länge der jeweiligen Zeitabschnitte. Die Mittelwerte jeder
Komponente µm stellen ein Maß für den mittleren Pegel der Qualitätskenngröße dar. Die
Standardabweichungen σm repräsentieren die Größe der Schwankungen der Qualitätskenn-
größe im jeweiligen Zeitabschnitt [Mey04].
Tab. 4.2: Mischverteilungsparameter für Bild 4.11b
Komponente m Gewicht w Mittelwert µ Standardabweichung σ
1 0,35 (≈ 8,4 h) 36,79A 2,31A
2 0,65 (≈ 15,6 h) 21,19A 3,26A
Die berechneten Parameter der Mischverteilung aus Bild 4.11b sind in Tabelle 4.2 gelistet.
Durch die angepasste Mischverteilung werden die charakteristischen Zeitabschnitte der 3.
Stromharmonischen aus Bild 4.10 quantifiziert. Die 1. Komponente entspricht in etwa dem
Emissionspegel der Bürostruktur während der Arbeitszeit (Zeitabschnitt 1) und liegt im
Vergleich zu dem Mittelwert der 2. Komponente, die den Großteil des Tages (Zeitabschnitt
2) präsent ist, deutlich höher. Die Methodik zur Bestimmung der Komponentenanzahl M
und das prinzipielle Vorgehen zur Berechnung der Mischverteilungsparameter bei bekann-
ter Komponentenanzahl werden in Abschnitt A.2.4 (S. 132) beschrieben.
Fazit
Durch Anwendung einfacher Kenngrößen der empirischen Statistik können die Merkmale
der Tages- und Wochenzeitreihen quantifiziert werden. Um die Empfindlichkeit gegenüber
Ausreißern oder Extremwerten (z. B. durch eine geringe Datenqualität) zu reduzieren, ist
die Auswahl robuster Lage- und Streumaße zu empfehlen. Die Verwendung der angepassten
Mischverteilungen aus dem Bereich der deskriptiven Statistik ermöglicht eine Beschreibung
der Zeitreihen ohne wesentliche Informationen über charakteristische Zeitabschnitte zu
verlieren.
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4.2.2 Saisonale Variationen
Die bisher beschriebenen Verfahren und Kenngrößen dienen der Analyse von Tages- oder
Wochenzeitreihen von EEQ-Kenngrößen. Erfolgt die Betrachtung über einen längeren Zeit-
raum von mehreren Monaten bis zu Jahren, können Variationen identifiziert werden, die
sich über eine Dauer eines Jahres erstrecken [MSE08]. Sofern eine saisonale Variation im
Verlauf der Zeitreihen von EEQ-Kenngrößen existiert, soll diese mit einem zweistufigen
Verfahren identifiziert und quantifiziert werden.
Grundsätzlich sind für Untersuchung von saisonalen Einflüssen wochenweise erfasste Kenn-
größen empfehlenswert. Für jede Woche einer EEQ-Kenngröße wird das 95%-Quantil
der 10-Minuten-Mittelwerte wie in der EN50160 [DIN11] berechnet. In der Folge können
Zeitreihen unabhängig von den Unterschieden der unterschiedlichen Tages- und Wochen-
zeitreihen miteinander verglichen werden.
Die Zeitreihe in Bild 4.12a zeigt die Emission der 3. Stromharmonischen im Leiter L2 für ein
Wohngebiet mit 377 Wohneinheiten. Insgesamt sind 201 verschiedene Wochen dargestellt,
die über den Zeitraum von knapp 4 Jahren deutlich niedrigere Emissionswerte für die
Zeit von Juni bis August (für die Wochen 30, 80 und 130) im Vergleich zu den restlichen
Wochen zeigen. Die Zeitreihe in Bild 4.13a zeigt die Emission für ein Einkaufszentrum mit
Elektronikfachmarkt für einen vergleichbaren Zeitraum. Im Gegensatz zum Wohngebiet ist
hier keine wiederkehrende saisonale Variation für den betrachteten Zeitraum erkennbar.
(a) 201 Wochen; Zeitraum: Dezember 2010 bis
Oktober 2014; Leiter L2
(b) Amplitudenspektrum der ersten 52 Wochen
Bild 4.12: Emission der 3. Stromharmonischen für ein Wohngebiet mit 337 Wohnungen
(a); wochenweise berechnete 95%-Quantile der 10Minuten-Mittelwerte; Ampli-
tudenspektrum für die DFT der ersten 52 Wochen (b)
Identifikation der saisonalen Variation
Die Analyse im Frequenzbereich ermöglicht die Bestimmung von Frequenzen mit einer
definierten Periodendauer [SS06]. In diesem Fall soll die saisonale Variation innerhalb ei-
nes Jahres identifiziert werden. Analog zum Unterabschnitt 4.1.1 wird dafür das Ampli-
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(a) 195 Wochen; Zeitraum: Januar 2011 bis Oktober
2014; Leiter L2
(b) Amplitudenspektrum der ersten 52 Wochen
Bild 4.13: Emission der 3. Stromharmonischen für ein Einkaufszentrum mit Elektronikfach-
markt (a); wochenweise berechnete 95%-Quantile der 10-Minuten-Mittelwerte;
Amplitudenspektrum für die DFT der ersten 52 Wochen (b)
tudenspektrum für eine Jahreszeitreihe bestehend aus 52 Wochen untersucht. Innerhalb
eines Jahres entspricht die Amplitude der ersten Spektralkomponente A1 der zu identifi-
zierenden saisonalen Variation. Mithilfe des in [DMS15] definierten Variationsindex v ist
die Identifikation einer saisonalen Variation innerhalb einer Jahreszeitreihe möglich. Die
Definition für v
v =
√
A21∑25
k=2A
2
k
(4.15)
ist vergleichbar mit dem Kehrwert des THD. Ist die Amplitude der ersten Spektralkompo-
nente deutlich höher im Vergleich zu den restlichen Spektralanteilen, ergibt sich ein großer
Wert für v. Basierend auf den Erkenntnissen in [DMS15] ist v > 1 ein geeigneter Indi-
kator für die Existenz einer saisonalen Variation im Verlauf der Jahreszeitreihe. Für das
Spektrum in Bild 4.12b ergibt sich ein Variationsindex v = 1,82 und für das Spektrum in
Bild 4.13b v = 0,18. Die beiden Werte bestätigen, dass nur die Zeitreihe in Bild 4.12a eine
ausgeprägte saisonale Variation aufweist.
Quantifizierung der saisonalen Variation
Ist eine saisonale Variation identifiziert, kann diese im zweiten Schritt auf Basis der ersten
Spektralkomponente
A1 = A1∠ϕ1 (4.16)
quantifiziert werden. Die Amplitude A1 des Zeigers beschreibt die Höhe der saisonalen
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Variation. Der Phasenwinkel ϕ1 gibt einen Hinweis in welchem Jahresabschnitt (Saison)
höhere Emissionswerte auftreten. Damit die Phasenwinkel verschiedener Ganzjahresmes-
sungen miteinander verglichen werden können, müssen die Messungen in derselben Kalen-
derwoche des jeweiligen Jahres beginnen. Startet eine Messung in der Kalenderwoche w,
wird der dazugehörige Phasenwinkel ϕ1w mit folgender Gleichung umgerechnet
ϕ1 = ϕ1w − (w − 1) · 360
◦
52
(4.17)
und auf die erste Kalenderwoche bezogen1. Ein Betrag des Phasenwinkels von |ϕ1| ≈ 0◦
deutet darauf hin, dass ein höheres Emissionsniveau im Dezember und Januar existiert.
Innerhalb Deutschlands liegen diese Wochen innerhalb der Wintersaison. Ein Phasenwin-
kel von 180◦ indiziert ein höheres Emissionsniveau zur Sommersaison im Juni und Juli.
Dementsprechend deuten der Phasenwinkel ϕ1 = 90◦ und ϕ1 = 270◦ auf die Jahreszei-
ten Herbst und Frühling hin. Für das Beispiel in Bild 4.12b ergibt sich eine saisonale
Schwankung von ±1,5 A und ein Phasenwinkel von 343◦, der auf höhere Emissionswerte
im Dezember hinweist. Für die Darstellung in Polarkoordinaten lassen sich die Winkel
durch folgende Gleichung in die Kalenderwoche w umrechnen
w =
ϕ1
360◦
· 52 (4.18)
und werden anschließend kaufmännisch gerundet.
Analyse von Langzeitmessungen
Die Identifikation und die Quantifizierung der saisonalen Variation erfordert eine exakte
Messdauer von 52 Wochen. Zeitreihen länger als ein Jahr (siehe Bild 4.12a und 4.13a)
bieten die Möglichkeit mehrfach 52 zusammenhängende Wochen zu analysieren, indem
die Startwoche schrittweise verschoben wird. Für eine Zeitreihe bestehen aus W Wochen
ergeben sich somit
N = W − 51 (4.19)
verschiedene Jahreszeitreihen und dementsprechend N Variationsindizes. Zur Identifika-
tion einer signifikanten saisonalen Variation wird der Median über alle Variationsindizes
gebildet und geprüft, ob die Bedingung v˜ > 1 erfüllt ist [DMS15]. Für die Zeitreihen in
Bild 4.12a und 4.13a ergibt der Median des Variationsindex v˜ = 1,86 und v˜ = 0,79. Diese
Werte bestätigen, dass eine wiederkehrende Saison nur für die Emission der 3. Stromhar-
monischen in Bild 4.12a bestimmt werden kann.
1 Im Folgenden beziehen sich alle Winkelangaben ϕ1 auf die erste Kalenderwoche eines Jahres.
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Zur Quantifizierung der saisonalen Variation wird aus den N verschiedenen Jahreszeitrei-
hen eine sogenannte Vorzugslage A¯1 = A¯1∠ϕ¯1 berechnet. Die Amplitude A¯1 wird aus den
individuellen Amplituden A1 i berechnet:
A¯1 =
√∑N
i=1(A1 i)
2
N
. (4.20)
Der Phasenwinkel ergibt sich aus der vektoriellen Summe aller Zeiger:
ϕ¯1 = ∠
(
N∑
i=1
A1 i
)
. (4.21)
Die Berechnung des Vorzugszeigers A¯1∠ϕ¯1 ist nur sinnvoll, wenn die Unterschiede zwi-
schen der Phasenlage für die individuellen Zeiger nicht zu groß sind. Zur Prüfung der
Repräsentativität des Vorzugszeigers wird der Diversitätsindex d:
d = 1− |
∑N
i=1A1 i|∑N
i=1 |A1 i|
(4.22)
berechnet [Mey14]. Zeigen die individuellen Zeiger A1 i in die gleiche Richtung ergibt sich
d = 0. Ein niedriger Diversitätsindex (d < 0,1) ist ein Indikator für eine ausgeprägte
Vorzugslage. Ein hoher Diversitätsindex (d > 0,2) deutet darauf hin, dass die Berechnung
des Vorzugszeigers nicht sinnvoll ist.
Die insgesamt 150 individuellen Zeiger A1 i für die Zeitreihe mit saisonalem Einfluss sind
zusammen mit der Vorzugslage A¯1 in Bild 4.14a in Polarkoordinaten dargestellt. Der Diver-
sitätsindex beträgt d = 0,02 und zeigt, dass sich die saisonale Variation über die gesamte
Dauer der Zeitreihe erstreckt. Zur Veranschaulichung sind die 144 individuellen Zeiger
für die Zeitreihe ohne ausgeprägten saisonalen Einfluss (v˜ < 1) in Bild 4.14b dargestellt.
Die deutlichen Unterschiede für die Phasenlage der individuellen Zeiger werden durch den
Diversitätsindex d = 0,35 bestätigt.
Fazit
Für die Identifikation einer saisonalen Variation in Zeitreihen von wochenweise erfassten
EEQ-Kenngrößen ist die Anwendung des neu definierten Variationsindex v geeignet. Zur
Quantifizierung der Saison kann die Berechnung der Vorzugslage A¯1∠ϕ¯1 für Messungen
länger als ein Jahr erfolgen. Die Vorzugslage sollte nur verwendet werden, sofern ein
ausreichend großer Variationsindex (v˜ > 1) und gleichzeitig ein entsprechend niedriger
Diversitätsindex (d < 0,1) vorhanden sind.
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(a) Zeitreihe mit saisonalen Einfluss aus Bild 4.12a (b) Zeitreihe ohne saisonalem Einfluss aus Bild 4.13a
Bild 4.14: Darstellung der saisonalen Variation in Polarkoordinaten
4.2.3 Langzeittrends
Gesetzliche und technische Entwicklungen (z. B. die Verwendung neuer Technologien wie
Energiesparlampen) über mehrere Jahre können langfristige Veränderungen bei der Ab-
nehmer-, Erzeuger- und Netzstruktur bedingen. Dies kann zu positiven oder negativen
Trendentwicklungen bzgl. der Strom- und Spannungsqualität führen, welche es möglichst
frühzeitig zu identifizieren gilt. So lässt sich bspw. abschätzen, ob zukünftig Maßnahmen
zu ergreifen sind, welche die Einhaltung von Grenzwerten gewährleisten.
Komponentenmodell der klassischen Zeitreihenanalyse
Um den verschiedenen Einflüssen, die innerhalb einer langen Zeitreihe beobachtet werden
können, Rechnung zu tragen, eignet sich das additive Komponentenmodell der klassischen
Zeitreihenanalyse. Zur Modellierung der Zeitreihen können in Abhängigkeit von der Beob-
achtungsdauer verschiedene Komponenten definiert werden:
• Trendkomponente (mehrere Jahre)
• Konjunkturkomponente (mehrere Monate bis Jahre)
• Saisonkomponente (mehrere Wochen bis Monate)
• Periodische Komponente (mehrere Tage bis Wochen)
• Restkomponente (z. B. Ausreißer, Unregelmäßigkeiten)
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Im Wesentlichen wird in fünf Komponenten unterschieden. Der Trend gilt als langfristige,
systematische Veränderung mittleren Niveaus und die Konjunkturkomponente als mehr-
jährige, nicht notwendig regelmäßige Schwankung. Die Saison ist eine jahreszeitlich be-
dingte Schwankungskomponente und die periodische Komponente beschreibt wöchentliche
sowie tägliche Zyklen der Zeitreihe [Sch01]. Die Restkomponente umfasst nicht definier-
bare Unregelmäßigkeiten. Je nach Anwendungsfall lassen sich zur Modellierung weiterer
Einflüsse zusätzliche Komponenten definieren. Um Kalendereffekte oder eine unterschied-
liche Anzahl von Feiertagen zu implementieren, ließe sich bspw. eine Kalenderkomponente
definieren [ES97, Fre03].
Für die Identifizierung von Langzeittrends in Zeitreihen von Strom- und Spannungsquali-
tätskenngrößen eignen sich ebenfalls die wochenweise berechneten 95%-Quantile. Die Ver-
wendung des 95%-Quantils als robustes Lagemaß hat den Vorteil, dass unabhängig von
Tages- oder Wochenverläufen einzelner Messungen, z. B. Aussagen zum maximalen Emissi-
onsverhalten von Stromharmonischen, getroffen werden können. Aufgrund der wochenwei-
se erfassten Werte wird auf die periodische Komponente für das additive Zeitreihenmodell
verzichtet. Die Unterscheidung zwischen Trend- und Konjunktur ist je nach Anwendungs-
fall nur bedingt möglich, weshalb die beiden Komponenten häufig zusammengefasst werden
[SS01]. Das additive Komponentenmodell für die Zeitreihen von EEQ-Kenngrößen wird im
Folgenden als Zusammensetzung aus einer Trendkomponente mt, einer Saisonkomponente
st und einer Restkomponente ut definiert:
xt = mt + st + ut mit t = 1,2, . . . , N . (4.23)
Identifikation von Langzeittrends
Die einfachste Möglichkeit zur Identifikation eines Trends in einer Zeitreihe ist die Anwen-
dung verteilungsfreier Trendtests, wie z. B. nach Mann-Kendall [Man45, Ken48]. Die Tests
basieren auf Rängen und sind somit in der Lage, lineare und nicht-lineare Trends zu er-
kennen. Vor allem erfordern verteilungsfreie Trendtests keine Normalverteilung der Daten,
was bei den untersuchten Zeitreihen der EEQ-Parameter nicht vorausgesetzt werden kann.
Der große Nachteil bei einem Trendtest ist, dass nur ein Hinweis auf einen Trend gegeben
wird, sollte die Nullhypothese, die besagt dass die Zeitreihe unabhängig und gleichverteilt
ist, abgelehnt werden.
Eine zweite Variante, bei der die gesamte Zeitreihe betrachtet wird, ist der globale Ansatz.
Hierbei wird versucht, den funktionalen Zusammenhang der Trendentwicklung zu bestim-
men. Für Zeitreihen ohne saisonale Komponente bietet es sich häufig an, eine Trendgerade
oder ein Trendpolynom zu verwenden, deren Parameter mithilfe der Methode der kleinsten
Fehlerquadrate (MKQ) geschätzt werden können [Sch01]. Problematisch für die praktische
Anwendung der Trendidentifikation für eine große Anzahl von Zeitreihen ist die Tatsache,
dass der funktionale Zusammenhang vom Anwender vorgegeben werden muss.
Eine dritte und vielversprechende Möglichkeit ist der Einsatz lokaler Komponentenmodelle,
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welche auf der Annahme basieren, dass ein aktueller Wert von den benachbarten Beobach-
tungswerten beeinflusst wird. Neben den ARIMA-Modellen (engl. autoregressive integrated
moving average) gehört das sogenannte Exponential Smoothing (ES) zu den am weitesten
verbreiteten Modellansätzen. Grundlegend sind diese Modelle sehr flexibel einsetzbar und
eignen sich neben der Trendidentifikation auch zur Prognose künftiger Trendentwicklungen
[MWH98]. Eine spezielle Form der exponentiellen Glättung ist die lokal gewichtete Regres-
sion LOESS (engl. local-weighted regression), die in der Lage ist, auch nicht-lineare Zusam-
menhänge zu bestimmen. Die prinzipielle Funktionsweise der lokal gewichteten Regression
mittels LOESS ist in Abschnitt A.2.7 beschrieben und entspricht einer Glättung der Ori-
ginaldaten. Die Stärke der Glättung wird durch die Polynomspannweite f und -ordnung q
beeinflusst.
Zeitreihenzerlegung mittels STL-Verfahren
Basierend auf der exponentiellen Glättung wurde in [CC90] ein Verfahren zur Zeitreihen-
zerlegung in Saison- und Trendkomponente vorgestellt. Dieses sogenannte STL-Verfahren
(engl. seasonal and trend decomposition using LOESS) ist gegenüber Ausreißern robust
und in der Lage, mit fehlenden Messwerten in der Zeitreihe umzugehen. Notwendige Vor-
aussetzung für die Anwendung des STL-Verfahrens ist eine Mindestlänge der Original-
zeitreihe. Für die Zeitreihenzerlegung muss die Periode bzw. die Dauer der Saisonkom-
ponente bekannt und die Originalzeitreihe muss mindestens doppelt so lang sein. Für
die Trendidentifikation für Zeitreihen von wochenweise berechneter EEQ-Kenngrößen sind
demzufolge über einen Zeitraum von zwei Jahren kontinuierlich erfasste Messwerte not-
wendig.
Grundlegend nutzt das STL-Verfahren eine zweifache Glättung mittels lokal gewichteter
Regression (LOESS). Durch die mehrfache Glättung können eine Saisonkomponente und
eine geglättete Trendkomponente extrahiert werden [CC90]. Die Glättung durch LOESS
wird im Wesentlichen durch die verwendete Spannweite beeinflusst. Für die Anwendung
des STL-Verfahrens sind durch den Anwender zwei Spannweiten festzulegen: die Spann-
weite fs zur Glättung der Saisonkomponente und die Spannweite fm zur Glättung der
Trendkomponente. Für die Spannweiten sind ungerade natürliche Zahlen zu wählen, die
auf den jeweiligen Anwendungsfall zugeschnitten sind. Zur Analyse wochenweise erfasster
Zeitreihen ist die Festlegung der Spannweite fs = 53 geeignet, da dies in etwa der Dauer
der Saisonkomponente entspricht und für die untersuchten Zeitreihen zu guten Ergebnissen
führt. Ist fs festgelegt, ergibt sich daraus die Spannweite für die Trendglättung fm. Nach
[CC90] ist die kleinste ungerade natürliche Zahl zu wählen, die folgende Gleichung erfüllt:
fm ≥ 1,5 · fs
1− 1,5 · f−1p
mit fp = fs . (4.24)
Mit der Spannweite für die Saisonglättung fs = 53 ergibt sich nach Gleichung (4.24) für
die Spannweite der Trendglättung fm = 83.
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Bild 4.15: Zeitreihe der wochenweise berechneten 95%-Quantile für die 10-Minuten-
Mittelwerte der 7. Stromharmonischen eines Wohngebietes (grau); Leiter: L1;
Zeitraum: Januar 2011 bis Juli 2014; mittels STL-Verfahren geglättete Trend-
komponente (schwarz )
Das Beispiel in Bild 4.15 zeigt eine Zeitreihe über drei Jahre für die 7. Stromharmo-
nische eines Wohngebietes mit Mehrfamilienhäusern und zeigt deutlich saisonale Effekte.
Zusätzlich ist die mittels STL-Verfahren geglättete Trendkomponente eingezeichnet. Die
Saisoneffekte sind nicht mehr sichtbar und die eigentliche Trendentwicklung von 3A auf
5A kommt sehr gut zur Geltung.
Quantifzierung der Trendkomponente
Nach Anwendung des STL-Verfahrens werden im Folgenden Kenngrößen und Kennzahlen
zur Quantifizierung der geglätteten Trendkomponente mt vorgeschlagen. Um dies zu errei-
chen wird eine globale und eine lokale Quantifizierung verfolgt. Der globale Ansatz dient
zur Charakterisierung der gesamten Trendentwicklungen einer Zeitreihe (z. B. drei Jahre
und mehr), welche im Folgenden als globale Trendentwicklungen bezeichnet werden. Der
lokale Ansatz charakterisiert die Trendentwicklungen in halbjährlichen Abständen, welche
als lokale Trendentwicklungen bezeichnet werden.
Globale Quantifizierung: Um die Richtung und Ausprägung der Trendentwicklung mit-
hilfe einfach zu interpretierbaren Kennzahlen zu quantifizieren, bietet sich die Berechnung
eines mittleren Trendanstiegs an. Um diesen zu bestimmen, wird für die Trendkomponente
mt eine Trendgerade als funktionaler Zusammenhang angesetzt:
mt = β0 + β1 · t
52
. (4.25)
Mittels MKQ können die Parameter β0 und β1 aus Gleichung (4.25) geschätzt werden
[Sch01]:
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MKQ(βˆ0, βˆ1) = min
β0, β1
{
N∑
i=1
(
mi − β0 − β1 · ti
52
)2}
. (4.26)
Eine direkte Verwendung der geschätzten Parameter βˆ0 und βˆ1, wie sie in [HM08] erfolgt,
hat den Nachteil, dass Qualitätskenngrößen unterschiedlicher Größenordnung bzw. mit
verschiedenen Einheiten nicht direkt vergleichbar sind. Deshalb wird wie in [DZMS15] der
prozentuale Trendanstieg g eingeführt:
g =
βˆ1
βˆ0
. (4.27)
Für das Beispiel in Bild 4.15 ergeben sich:
βˆ0 = 2,9 A und βˆ1 = +0,76
A
y
. (4.28)
Der Anstieg der geschätzten Geraden beträgt βˆ1 = +0,76 A/y. Dies entspricht einer deut-
lich steigenden Trendentwicklung mit einem prozentualen Trendanstieg von g = +26 %/y.
Empirische Untersuchungen der Dauermessungen haben ergeben, dass signifikante Trend-
entwicklungen durch Trendanstiege |g| ≥ 5 %/y gekennzeichnet sind.
Die Aussagekraft des prozentualen Trendanstiegs kann je nach Zeitreihe unterschiedlich
ausfallen. Für das Beispiel in Bild A.4.3 (S. 153) hat die Zeitreihe ausgeprägte saisonale
Effekte, welche stärker variieren als die identifizierte Trendkomponente. Selbst mit einem
prozentualen Anstieg von −5 %/y statt −2,8 %/y würde die Trendentwicklung durch die
saisonalen Variationen sehr stark überlagert werden. Um die Signifikanz der Trendentwick-
lungen gegenüber solchen Effekten zu bestimmen, wird die relative Spannweite s definiert
s =
RTrend
ROriginal
=
max(xTrend)−min(xTrend)
max(xOriginal)−min(xOriginal) , (4.29)
welche die Spannweiten der Zeitreihe ROriginal und der Trendkomponente RTrend in Relation
zueinander setzt [DZMS15]. Eine höhere Spannweite bedeutet eine höhere Signifikanz für
die identifizierte Trendkomponente. Für das Beispiel in Bild 4.15 beträgt die Spannweite
s = 43 %, während sich für das Beispiel in Bild A.4.3 (S. 153) nur 26 % ergeben.
Bei der Untersuchung der Dauermessungen zeigt sich, dass die Kombination aus einem
prozentualen Trendanstieg |g| ≥ 5 %/y und einer relativen Spannweite s ≥ 40 % geeignet
ist, um signifikante Trendentwicklungen zu identifizieren.
Lokale Quantifizierung: Der globale Ansatz beschreibt nur die Trendentwicklung über
einen langen Zeitraum und ermöglicht keine Bewertung von aktuelleren Entwicklungen.
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Für das Beispiel in Bild 4.16 hat der globale Trend einen Anstieg von g = +20 %/y,
währenddessen die letzten 1,5 Jahre eine fallende Tendenz aufweisen. Mithilfe des loka-
len Ansatzes sind solche Phänomene nicht identifizierbar.
Zur Quantifizierung solcher lokaler Trendentwicklungen wird eine halbjährliche Segmen-
tierung empfohlen [DZMS15]. Innerhalb der Segmente erfolgt analog zu Gleichung (4.28)
die Bestimmung des halbjährlichen Anstieges g. Dieser ist für die einzelnen Segmente S1
bis S7 in Tabelle 4.3 zusammengefasst.
Bild 4.16: Zeitreihe der wochenweise berechneten 95%-Quantile für die 10-Minuten-
Mittelwerte der 7. Stromharmonischen eines Wohngebietes (grau); Leiter: L1;
Zeitraum: Januar 2011 bis Juli 2014; mittels STL-Verfahren geglättete Trend-
komponente (schwarz ) und halbjährliche Segmentierung mit Kennzeichnung der
Tendenz: steigend (rot) und fallend (blau)
Tab. 4.3: Prozentualer Anstieg für eine halbjährliche Segmentierung der Trendkomponente
für die 3. Stromharmonische aus Bild 4.16
Segment S7 S6 S5 S4 S3 S2 S1
Anstieg g/ %
26 w
+3 +17 +27 +9 -2 -4 -4
Durch die Segmentierung der Trendkomponente wird es möglich Trends zu identifizieren,
die von einer steigenden in eine fallende Tendenz wechseln bzw. in umgekehrter Reihen-
folge. In Abhängigkeit von der Kontinuität lokaler Trendentwicklungen können zusätzliche
Information über einen weiteren Trendverlauf gewonnen werden. Die Auswertungmethodik
erlaubt zudem eine wöchentliche Aktualisierung und bedarf keiner Wartezeit von einem
halben Jahr, um aktuelle Werte zu erhalten.
Prognosegenauigkeit
Neben dem Ziel der Trendidentifikation können die Komponentenmodelle auch zur Trend-
vorhersage eingesetzt werden. Es existiert eine Vielzahl von Methoden und Modellen, die
zur Zeitreihenprognose eingesetzt werden und die unter dem englischen Begriff Forecasting
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einen eigenen Fachbereich der Statistik bilden. In diesem Abschnitt soll nur die prinzip-
ielle Methodik der Zeitreihenprognose dargestellt werden. Die beiden bekanntesten Mo-
dellansätze zur Prognose von Zeitreihen sind die ARIMA-Modelle und das Exponential
Smoothing (ES). Besonders die ES-Modelle zeichnen sich durch ihre Flexibilität und ein-
fache Implementierung aus. Im Vergleich zu anderen Methoden ist das ES nicht besonders
rechenintensiv und daher für die Anwendung in Messkampagnen mit einem großen Daten-
volumen geeignet [MWH98].
Die Intention bei der Anwendung des ES ist, dass künftige Beobachtungen einer Zeitreihe
stärker dem Einfluss von Werten aus der jüngeren Vergangenheit unterliegen. Das so-
genannte Holt-Winters-Verfahren ergänzt die klassische exponentielle Glättung um eine
Saison- und eine Trendkomponente und ermöglicht die Prognose für Zeitreihenmodelle, die
der Komponentenzusammensetzung in Gleichung (4.23) entsprechen [Win60]. Neben dem
Holt-Winters-Verfahren existieren weitere Modelle des ES [Gar06, BKSK06, HKOS08], die
in den letzten Jahren entwickelt wurden und nicht im Rahmen dieser Arbeit untersucht
werden.
Prinzipiell basiert die Prognose mittels Holt-Winters-Verfahren auf dem additiven Zeitrei-
henmodell bestehend aus Trend-, Saison- und Restkomponente. Die Ausprägung der einzel-
nen Komponenten werden durch die Parameter α, β und γ gesteuert. Die drei Parameter
variieren im Intervall [0,1] und beeinflussen die Stärke der Gegenwartsorientierung der
Prognose für das Niveau (α), den Trend (β) und die Saison (γ). Bspw. bedeuten hohe
Werte von γ für die Saisonkomponente des Zeitreihenmodells, dass diese sich stark an
den Werten der jüngeren Vergangenheit orientiert. Die mathematischen Grundlagen des
Holt-Winters-Verfahrens und das Vorgehen zur Bestimmung optimaler Parameter werden
in Abschnitt A.2.8 (S. 141) beschrieben.
In Bild 4.17 ist eine Zeitreihe xt mit t = 1, . . . , N mit insgesamt 193 Wochen (N = 193) zu
sehen. Für die Prognose wurde die Zeitreihe am Ende um 40 Wochen (H = 40) gekürzt.
Dies ermöglicht die Bewertung der Prognosegenauigkeit des Holt-Winters-Verfahrens für
die 40 Wochen (h = 1, . . . , H) ab dem Zeitpunkt T der gekürzten Zeitreihe (xt mit t =
1, . . . , T mit T = N −H).
Für die Quantifizierung der Prognosegenauigkeit existieren viele mögliche Definitionen.
Ein Beispiel ist der mittlere absolute prozentuale Fehler ε (MAPE, engl. median absolute
percentage error). Mit dem MAPE lassen sich sowohl verschiedene Zeitreihen mit unter-
schiedlich großen Wertebereichen vergleichen als auch die Unterschiede der verschiedenen
Modellansätze quantifizieren [HK06, DPSS14]. Der MAPE wird wie folgt definiert:
ε = 100 · 1
H
H∑
h=1
∣∣∣∣xT+h − xˆT+hxT+h
∣∣∣∣ für T = N −H . (4.30)
Zur besseren Einschätzung der Prognosegenauigkeit wird das Prognosefenster schrittweise
verschoben. Hierbei bleibt der Prognosehorizont H konstant und der Beginn der Prognose
T wird schrittweise verringert bis die gekürzte Zeitreihe der erforderlichen Mindestdau-
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Bild 4.17: Zeitreihe der wochenweise berechneten 95%-Quantile der 7. Stromharmonischen
eines Wohngebietes; Leiter: L3; Prognose für 40 Wochen (H = 40) mittels Holt-
Winters-Verfahren für α = 0,606, β = 0 und γ = 0,739 (rot); MAPE ε = 15,9 %
er von zwei Jahren (T = 104) entspricht. Somit ergeben sich wesentlich mehr Fenster-
positionen zur Quantifizierung der Prognosegenauigkeit des Holt-Winters-Verfahren für
die Zeitreihe.
Um die prinzipielle Anwendbarkeit der Trendvorhersage zu prüfen, wird die Prognose-
genauigkeit für vier Beispiele (siehe Bild A.4.4 auf S. 154) mit unterschiedlich stark aus-
geprägten Trend- und Saisonkomponenten bestimmt. Hierfür wird der Prognosefehler ε
in Abhängigkeit des Prognosehorizontes H untersucht. Durch die schrittweise Verschie-
bung des Prognosefensters ergeben sich für die vier Beispiele jeweils zwischen 32 und 46
verschiedene Fensterpositionen T . Für sämtliche Positionen wird der mittlere Prognose-
fehler ε¯ berechnet und in Bild A.4.5 (S. 155) über dem Prognosehorizont H dargestellt.
Es lässt sich feststellen, dass die beiden Zeitreihen mit ausgeprägter Trendkomponente
(Bild A.4.4a und Bild A.4.4b) und steigendem Prognosehorizont einen größeren Progno-
sefehler aufweisen. Dieser bleibt überwiegend ε¯ < 20 %. Für die beiden Zeitreihen ohne
ausgeprägte Trendkomponente (Bild A.4.4c und Bild A.4.4d) zeigt sich keine wesentliche
Beeinflussung und der mittlere Fehler ist mit ε¯ < 10 % nahezu konstant.
Fazit
Die Anwendung des additiven Zeitreihenmodells bestehend aus Trend-, Saison- und Rest-
komponente auf die wochenweise berechneten 95%-Quantile von Stromqualitätskenngrö-
ßen ermöglicht die Trendidentifikation für Zeitreihen, die aus mindestens 104 Wochen be-
stehen. Durch die Anwendung des STL-Verfahrens ist es möglich, eine geglättete Trend-
komponente trotz möglicher saisonaler Effekte zu extrahieren. Mithilfe einfach anzuwen-
dender Kennzahlen und Kenngrößen werden die Trendentwicklungen über die gesamte Län-
ge der Zeitreihe quantifiziert. Durch die halbjährliche Segmentierung der Trendkomponente
lassen sich die Verläufe der Trendentwicklungen auch hinsichtlich ihrer Kontinuität be-
werten. Zusätzlich konnte gezeigt werden, dass mithilfe lokaler Zeitreihenmodelle und
dem Holt-Winters-Verfahren Trendvorhersagen mit einer akzeptablen Prognosegenauigkeit
möglich sind.
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4.3 Identifikation und Quantifizierung von
Zusammenhängen
Im Gegensatz zu den univariaten Verfahren werden bei den multivariaten Verfahren gleich-
zeitig mehrere Kenngrößen analysiert. Zur Identifikation von Zusammenhängen werden die
Korrelationsanalyse und die Regressionsanalyse angewendet. Die Koeffizienten beider Ana-
lysen werden mit dem wesentlichen Ziel eingesetzt, Abhängigkeitsstrukturen zu entdecken
und funktionale Beziehungen zu quantifizieren.
Korrelationsanalyse
Die Korrelationsanalyse beschäftigt sich mit dem Zusammenhang zwischen zwei Gruppen
von Kenngrößen [Har05]. Der empirische Korrelationskoeffizient r ist ein Maß für den
linearen Zusammenhang zwischen zwei Kenngrößen und variiert im Intervall [−1,1]. Die
Berechnung des Koeffizienten nach Pearson
rxy =
∑N
i=1(xi − x¯)(yi − y¯)√∑N
i=1(xi − x¯)2
∑N
i=1(yi − y¯)2
(4.31)
erfolgt für zwei Stichproben der Kenngrößen xi und yi mit gleicher Anzahl an Werten
i = 1,2, . . . , N [Han10]. Zur Vermeidung von Scheinkorrelationen sollte der sachlogische
Zusammenhang stets hinterfragt werden. Werden Korrelationen nachgewiesen, so können
daraus keine Kausalaussagen abgeleitet werden. Der kausale Zusammenhang kann nur aus
der inhaltlichen Überlegung bestimmt werden.
Grundlegend kann in zwei Korrelationsarten unterschieden werden, der Autokorrelation
und der Kreuzkorrelation [Leo04]. Die Autokorrelation beschreibt den linearen Zusam-
menhang derselben Kenngröße zwischen verschiedenen Beobachtungsintervallen. Dieser
Zusammenhang lässt sich u. a. für Analysen von Ähnlichkeiten im Emissionsverhalten eines
Messortes nutzen. Dazu werden die Korrelationskoeffizienten zwischen den verschiedenen
Tagen derselben EEQ-Kenngröße einer Messung berechnet. Als Ergebnis erhält man eine
Matrix, welche aus den Korrelationskoeffizienten zwischen den verschiedenen Tagen besteht
und die Stärke für den linearen Zusammenhang zwischen zwei bestimmten Tagesverläufen
angibt.
Bild 4.18 stellt die Visualisierung einer solchen Autokorrelationsmatrix dar. Abzulesen
sind die Korrelationskoeffizienten zwischen verschiedenen Tagen für die Messwerte der
3. Stromharmonischen eines Einkaufszentrums. Je stärker die Korrelation ausgeprägt ist,
desto dunkler sind die Felder eingefärbt. AmMuster dieser Darstellung wird das Emissions-
verhalten des Wochenmusters W6-1 deutlich. Durch die Regelmäßigkeit der Öffnungszeiten
werden Abweichungen im Emissionsverhalten gut sichtbar. Beispielhaft ist der 21.11.2012,
welcher ein Feiertag (Buß- und Bettag) war und auf einen Mittwoch fällt.
Die zweite Korrelationsart ist die Kreuzkorrelation. Diese bewertet den linearen Zusam-
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Bild 4.18: Visualisierung der Autokorrelation; Korrelationskoeffizienten zwischen verschie-
denen Tagen für die 3. Stromharmonische eines Einkaufszentrums; Leiter: L1;
Aggregierungsintervall: 10min; Jahr: 2012
menhang zwischen zwei verschiedenen Kenngrößen für das gleiche Zeitintervall. Der Korre-
lationskoeffizient zwischen zwei Kenngrößen (z. B. zwischen der 3. und 9. Stromharmoni-
schen) wird für verschiedene Tage berechnet. Um die Korrelation zwischen den beiden
Kenngrößen zu quantifizieren, wird der Median über alle tageweise berechneten Koeffizi-
enten r˜d gebildet.
Für die Betrachtung der Kreuzkorrelation sind ausschließlich die Beziehungen zwischen
verschiedenen Kenngrößen von Interesse. Hierfür eignet sich die Darstellung in Graphen-
form [ECW+12]. In Bild 4.19 sind die Kreuzkorrelationen zwischen dem Stromeffektiv-
wert I, dem Oberschwingungsstrom IOS und den Stromharmonischen I(h) der Ordnung
h = 3,5, . . . ,15 abgebildet. Durch die Darstellung in Graphenform mit unterschiedlicher
Linienbreite und -farbe können stark korrelierte Beziehungen einfach abgelesen werden
(z. B. zwischen 3. und 9. Stromharmonischen mit r˜d = +0,93). Weiterhin lässt sich fest-
stellen, dass die größte Korrelation zwischen dem Oberschwingungsstrom und der 3. Strom-
harmonischen (r˜d = +1,00) auftritt. Diese beiden Kenngrößen korrelieren zusätzlich mit
der 9. und 11. Stromharmonischen (r˜d > +0,9).
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Bild 4.19: Visualisierung der Kreuzkorrelation; Median der Korrelationskoeffizienten
zwischen den Stromqualitätskenngrößen einer Mehrfamilienhaussiedlung für
329 verschiedene Tage; Leiter: L1; Aggregierungsintervall: 10min; Jahr: 2012
Regressionsanalyse
Mithilfe der Korrelationskoeffizienten kann ein qualitatives Maß für einen Zusammenhang
zwischen zwei Kenngrößen ermittelt werden. Die Regressionsanalyse hingegen versucht den
funktionalen Zusammenhang zwischen Kenngrößen zu spezifizieren, welcher für hohe Kor-
relation einen linearen Zusammenhang darstellt [Har05]. Zur Bestimmung der Richtung
der Abhängigkeit (positiv oder negativ korreliert) und der Stärke der Ausprägung eines
linearen Zusammenhangs, ist die Regressionsanalyse ein geeignetes Mittel. Zur Quantifi-
zierung einer korrelativen Beziehung zwischen zwei Kenngrößen x und y kann die einfache
Funktion einer Geraden angesetzt werden
y = β0 + β1 · x . (4.32)
Mittels der Methode der kleinsten Fehlerquadrate (MKQ) können die Parameter β0 und
β1 aus Gleichung (4.32) geschätzt werden [Sch01]. Der Anstieg der geschätzten Geraden
beträgt βˆ1 und dient der Quantifizierung der linearen Abhängigkeit. Zum Vergleich von
Kenngrößen mit verschieden großen Wertebereichen wird der Anstieg auf den ermittelten
βˆ1/βˆ0 bezogen und in Prozent angegeben. Das Bestimmtheitsmaß R2 gibt an wie viel
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Variation durch den funktionalen Zusammenhang nachgebildet wird [SS06]:
R2 = 1−
∑N
i=1(yi − x¯)2∑N
i=1(xi − x¯)2
. (4.33)
Ein Bestimmtheitsmaß für R2 = 1 bedeutet, dass der funktionale Zusammenhang exakt
einem linearen Anstieg entspricht. Für R2 = 0 besteht kein linearer Zusammenhang.
Am Beispiel der 3. Stromharmonischen soll die Beeinflussung durch die klimatischen Kenn-
größen Niederschlag, Globalstrahlung und Temperatur veranschaulicht werden. Die Regres-
sionsanalyse erfolgt für eine Wohnsiedlung mit Mehrfamilienhäusern für das Jahr 2012.
Die Höhe der Emission für die 3. Stromharmonische wird durch das 95%-Quantil der
einzelnen Tage I(3)[95] d angegeben. Für die klimatischen Kenngrößen wird die Summe der
Niederschlagsdauer pro Tag tNS d, der Tagesmittelwert der Globalstrahlungstärke E¯d und
der Temperatur ϑ¯d verwendet.
Bild 4.20: Regressiongeraden zur Quantifizierung der Korrelation zwischen der 3.
Stromharmonischen einer Mehrfamilienhaussiedlung und den klimatischen
Kenngrößen Niederschlagsdauer, Globalstrahlung und Temperatur; Leiter: L2;
Zeitraum: 2012 für 295 Tage
Tab. 4.4: Koeffizienten der Regressionsgeraden in Bild 4.20
Klim. Kenngröße Normierung r βˆ0 βˆ1 βˆ1/βˆ0 R2
tNS d h +0,23 12,7 A +0,10 A/p.u. +0,8 %/p.u. 0,05
E¯d 10 W/m
2 −0,69 14,7 A −0,20 A/p.u. −1,0 %/p.u. 0,48
ϑ¯d
◦C −0,67 14,5 A −0,13 A/p.u. −1,0 %/p.u. 0,45
Die Darstellung in Bild 4.20 zeigt die Messwerte mit den berechneten Regressionsgeraden
für die jeweilige Abhängigkeit. Die Kennzahlen der Regressionsgeraden sind in Tabelle 4.4
gelistet. Eine starke Korrelation zwischen der Niederschlagsdauer und der 3. Stromharmo-
nischen ist nicht zu erkennen (r = +0,23). Die Regressionsgerade für diesen Zusammenhang
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weist einen Anstieg von +0,8 %/h auf und ist zur Nachbildung des Zusammenhangs nicht
geeignet (R2 = 0,05). Die Globalstrahlung (r = −0,69) und die Temperatur (r = −0,67)
weisen eine ausgeprägte Korrelation auf und besitzen negative Korrelationskoeffizienten.
Die Regressionsgeraden haben einen prozentualen Anstieg von −1,0 % je 10 W/m2 sowie
−1,0 % je ◦C und bilden den Zusammenhang hinreichend gut ab (R2 ≈ 0,5).
Fazit
Die Identifikation von Zusammenhängen bezieht sich auf mögliche lineare Abhängigkeiten
zwischen äquidistanten Zeitreihen gleicher Länge. Mithilfe der Korrelationsanalyse wer-
den die linearen Zusammenhänge der Stromqualitätskenngrößen untereinander bewertet.
Durch Anwendung der Autokorrelation ist ein Vergleich zwischen verschiedenen Tagen
derselben Qualitätskenngröße möglich. Mithilfe der Kreuzkorrelation werden mögliche Zu-
sammenhänge zwischen verschiedenen Qualitätskenngrößen identifiziert. Die Anwendung
der Regressionsanalyse ermöglicht die Quantifizierung der linearen Zusammenhänge bspw.
zwischen den EEQ-Kenngrößen und den Wetterkenngrößen der klimatischen Umgebung.
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5 Anwendung
Die vorgestellten Analyseverfahren zur qualitativen Bewertung durch messortbasierte Ta-
gesprofile und zur quantitativen Bewertung durch geeignete Indizes und Kenngrößen wur-
den auf die gesamte Datenbasis angewendet. In diesem Kapitel werden die wesentlichen
Erkenntnisse im Hinblick auf die EEQ und deren Einflussfaktoren vorgestellt. Im Ab-
schnitt 5.1 werden die automatisiert erstellten Stromqualitätsprofile für die verschiedenen
Abnehmerkategorien dargestellt und hinsichtlich der Gemeinsamkeiten und Unterschiede
analysiert. Zusätzlich werden die charakteristischen Korrelationen zwischen den Stromqua-
litätskenngrößen der jeweiligen Kategorie diskutiert. Im Abschnitt 5.2 erfolgt die Quanti-
fizierung der identifizierten Zusammenhänge für die elektrische und die klimatische Um-
gebung. Es werden u. a. Skalierungseffekte für die Emission in Wohngebieten sowie die
saisonale Beeinflussung des Verbrauchs- und Erzeugungsverhaltens bewertet.
5.1 Gemeinsamkeiten und Unterschiede der Messorte
Die automatisierte Profilerstellung wird für die Messungen angewendet, die entweder Teil
der Dauermessungen sind oder eine lange Messdauer besitzen. Somit haben alle Messungen
eine Mindestdauer von einem Jahr und sind geeignet das charakteristische Emissionsver-
halten der jeweiligen Messorte abzubilden. Insgesamt werden 31 verschiedene Messungen
analysiert, die sich entsprechend den Kriterien der Messortauswahl in die fünf Kategorien
der Abnehmerstruktur unterteilen lassen. Von den Messungen sind 18 Messungen in Wohn-
gebieten (elf mit EFH- und sieben mit MFH-Siedlungen), fünf Messungen in Einkaufszen-
tren und Geschäften (GHD), vier Messungen in Bürostrukturen und vier Messungen in
Mischgebieten durchgeführt worden.
Basierend auf der automatisierten Gruppierung der Tagesverläufe entstehen für jede Mes-
sung entsprechend des dominierenden Wochenmusters eine oder zwei Gruppen. Für jede
Gruppe wird aus den Tagesverläufen die 95%-Quantil-Zeitreihe berechnet, um ein Emis-
sionsprofil zu erhalten. Das Profil beschreibt somit das größtmögliche1 Emissionsverhalten
der jeweiligen Stromqualitätskenngröße im Verlaufe eines Tages. Es wurde darauf geachtet,
dass nur diejenigen Emissionsprofile verwendet wurden, die einen ausgeprägten Tagesver-
lauf aufweisen. Somit wird bspw. für die Messung einer Bürostruktur in Bild 4.7 (S. 51)
mit einem dominierenden Wochenmuster W 5-2 nur das Emissionsprofil verwendet, das
überwiegend aus den Werktagen gebildet wird.
1 Im Sinne der größtmöglichen Emission bedeutet die Anwendung des 95%-Quantils, dass 95% der beob-
achteten Messwerte des entsprechenden Zeitpunktes kleiner oder gleich dem Quantilwert sind.
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Die Erstellung der Emissionsprofile wurde für die 31 Messungen leiterselektiv für den Ober-
schwingungsstrom IOS und die Stromharmonischen I(h) der Ordnung h = 3,5, . . . ,15 durch-
geführt. Bei der Auswertung wurden keine Emissionsprofile verwendet, deren Effektivwerte
deutlich unter der angegebenen Messgenauigkeit (vgl. Tabelle 2.3 auf S. 17) liegen. Dies
betrifft die Emissionsprofile der Stromharmonischen mit der Ordnung 11, 13 und 15 für
Messungen, die nur einen Netzabschnitt bzw. Netze mit wenigen Abnehmern erfassen.
In Bild 5.1 werden insgesamt 516 verschiedene Emissionsprofile dargestellt. Der Ober-
schwingungsstrom und die 3. bis 9. Stromharmonische sind jeweils mit 69 bis 71 Emissions-
profilen vertreten, sowie die 11. bis 15. Stromharmonische mit jeweils 53 bis 56 Emissions-
profilen. Um die Verlaufsform aller Emissionsprofile mit den verschieden großen Wertebe-
reichen vergleichen zu können, werden diese auf den eigenen Mittelwert I¯E [95] normiert.
Entsprechend der jeweiligen Abnehmerkategorie sind die Mittelwerte der Emissionsprofile
für die verschiedenen Stromqualitätskenngrößen in Bild 5.2 dargestellt.
Abnehmerkategorie EFH: Die erfassten Wohngebiete mit Einfamilienhäusern besitzen
eine unterschiedlich große Kundenanzahl nEFH = {20, 21, 31, 44, 44, 48, 52, 55, 63, 71, 83},
die zwischen 20 und 83 Häusern variiert. Die Darstellung sämtlicher Emissionsprofile in
Bild 5.1 zeigt jedoch eine ausgeprägte und sehr ähnliche Verlaufsform für den Oberschwin-
gungsstrom, der im Tagesverlauf ansteigt und gegen 20 Uhr die höchsten Emissionswerte
erreicht. Diese betragen in etwa das 1,5-fache des Mittelwertes. Eine ähnlich starke Aus-
prägung ist für die 3. Stromharmonische zu erkennen. Bei den Emissionsprofilen der 5. und
7. Stromharmonischen ist die Abendspitze im Vergleich zum restlichen Tag nicht mehr so
präsent. Die Emissionsprofile für die Stromharmonischen höherer Ordnung h = {11,13,15}
sind in Bezug auf die Verlaufsform sehr volatil und weisen nur eine prinzipielle Ähnlichkeit
zu den anderen Emissionsprofilen dieser Kategorie auf. Die Mittelwerte der Emissions-
profile in Bild 5.2 sind für I¯OS E [95] < 8 A. Der Oberschwingungsstrom wird durch die 3.
und 5. Stromharmonische (I¯(3)E [95] < 6 A und I¯
(5)
E [95] < 4 A) geprägt, da die Mittelwerte der
Emissionsprofile für die restlichen Harmonischen bei höchstens 1 A bis 2 A liegen.
Abnehmerkategorie MFH: Die Anzahl der Wohneinheiten in den Wohngebieten mit
Mehrfamilienhäusern nMFH = {27, 90, 96, 111, 336, 408, 709} umfasst sehr unterschiedliche
Werte. Auch hier zeigen sich Ähnlichkeiten im Verlauf der Emissionsprofile. Diese ver-
laufen jedoch deutlich harmonischer im Vergleich zu denen der Abnehmerkategorie EFH.
Besonders die Profile für IOS und I(3) zeigen eine ausgeprägte Abendspitze und erreichen
Emissionswerte, die dem 1,7-fachen Mittelwert des jeweiligen Emissionsprofils entsprechen.
Für I(5) ist die Ausprägung der Abendspitze weniger deutlich. Die Emissionsprofile für die
Harmonischen höherer Ordnung zeigen vergleichbare Verlaufsformen. Die Emissionshöhe
im Verlaufe des Tages nimmt wie für die Abnehmer der Kategorie EFH bis ca. 20 Uhr
zu. Die Mittelwerte der Emissionsprofile fallen jedoch deutlich größer aus und sind für
I¯OS E [95] < 34 A, I¯
(3)
E [95] < 28 A, I¯
(5)
E [95] < 20 A, I¯
(7)
E [95] < 13 A sowie die restlichen Harmo-
nischen kleiner 8 A bzw. 4 A. Im Vergleich zu den Wohngebieten mit Einfamilienhäusern
sind die Mittelwerte der Emissionsprofile der verschiedenen Stromqualitätskenngrößen in
etwa viermal größer.
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Bild 5.1: Emissionsprofile auf Basis der 95%-Quantil-Zeitreihe für die messortbasierten
Tagesprofile; Normierung auf den jeweiligen Mittelwert I¯E [95]; 31 Messungen in
Abnehmerstrukturen der Kategorie EFH, MFH, GHD, BUR und MIX für den
Oberschwingungsstrom IOS und die Stromharmonischen der Ordnung 3 bis 15;
Aggregierungsintervall: 10min; Mindestmessdauer: 1 Jahr
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Bild 5.2: Übersicht der Mittelwerte für die Emissionsprofile aus Bild 5.1
Abnehmerkategorie GHD: Die fünf Messungen der Kategorie GHD umfassen u. a. zwei
Einkaufszentren (mit z. B. Lebensmittelgeschäften, Restaurants und Geschäften) sowie
zwei Elektronikfachmärkte und werden alle von einer eigenen Netzstation versorgt. Auf-
grund der Regelmäßigkeit durch die Öffnungszeiten weisen sämtliche Emissionsprofile die
gleiche Verlaufsform auf. Die höchsten Emissionswerte liegen im Wesentlichen zwischen
9 Uhr und 20 Uhr und haben ein relativ konstantes Niveau. Während der Öffnungszeiten
betragen die Emissionswerte in etwa das 1,5- bis 1,7-fache des Mittelwertes der jeweiligen
Emissionsprofile. Die Emission für IOS und I(3) ist für alle Messungen kleiner 21 A. Die
restlichen Harmonischen haben mittlere Emissionswerte kleiner 6 A bzw. 3 A.
Abnehmerkategorie BUR: Die vier Messungen der Bürostruktur erfolgen u. a. für ein
Bürogebäude bestehend aus 26 Büros und einer großen öffentlichen Einrichtung. Die Emis-
sionsprofile für IOS, I(3) und I(5) zeigen eindeutig den Einfluss der Kernarbeitszeit. Die
daraus resultierende Unterteilung in zwei Zeitabschnitte ist für die restlichen Emissions-
profile weniger markant. Im Vergleich zu den anderen Abnehmerkategorien, haben die Mes-
sungen der Kategorie BUR die größten Mittelwerte der Emissionsprofile sind für I¯OS E [95]
bis 50 A, I¯(3)E [95] bis 40 A und I¯
(5)
E [95] bis 30 A. Für die restlichen Harmonischen sind diese
kleiner 20 A bzw. 10 A.
Abnehmerkategorie MIX: Die Zusammensetzung der vier erfassten Mischgebiete fällt
sehr unterschiedlich aus. Zwei der Mischgebiete setzen sich aus Wohngebieten mit Mehr-
familienhäusern (nMFH = {44,154}), Büros, verschiedenen Geschäften (u. a. Lebensmittel
und Bäcker) sowie Ärztepraxen zusammen. Die anderen beiden Messungen stammen aus
ländlichen Wohngebieten mit Einfamilienhäusern (nEFH = {16,38}) und Vertretern der
Kategorie GHD (u. a. eine Tischlerei). Entsprechend der verschiedenen Zusammensetzung
der Mischgebiete zeigt sich, dass deren Verläufe eine Mischung der bereits identifizier-
ten Profile darstellt. Für IOS, I(3) und I(5) lassen sich erhöhte Emissionspegel im Ta-
gesverlauf zwischen 9 Uhr und 16 Uhr erkennen, die im Zeitraum der für Deutschland
typischen Beschäftigungs- und Ladenöffnungszeiten liegen. Zusätzlich existiert eine ausge-
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prägte Abendspitze (ca. 20 Uhr), die für die Emissionsprofile der Kategorie EFH und MFH
charakteristisch ist. Die Höhe der Mittelwerte ist denen der Kategorie GHD ähnlich und
beträgt für I¯OS E [95] und I¯
(3)
E [95] weniger als 25 A und 20 A. Für die restlichen Stromharmo-
nischen liegt die mittlere Emission kleiner 8 A bzw. 4 A.
Die Ähnlichkeiten in den Emissionsprofilen spiegelt sich in den Korrelationskoeffizienten
zwischen den Stromqualitätskenngrößen wider. Um eine Aussage über die Korrelation zwi-
schen zwei Kenngrößen (z. B. I(5) und I(7)) treffen zu können, werden die Koeffizienten rd
für sämtliche Tageszeitreihen der 10-Minuten-Mittelwerte berechnet. Der Median r˜d der
tageweise berechneten Koeffizienten wird über alle Messungen einer Abnehmerkategorie
gebildet. In Bild 5.3 sind die Korrelationen zwischen den Stromqualitätskenngrößen in
Graphenform für die vier Messungen der Bürostruktur visualisiert. Zur übersichtlicheren
Darstellung der Beziehungen, die am stärksten ausgeprägt sind, werden Korrelationensko-
effizienten2, deren Betrag |r˜d| < 0,7 ist, ausgeblendet.
Bild 5.3: Median der tageweise berechneten Korrelationskoeffizienten zwischen den Strom-
qualitätskenngrößen für vier Messungen der Abnehmerkategorie BUR; Aggregie-
rungsintervall: 10min; Mindestmessdauer je Messung: 1 Jahr
Für die Messungen der Bürostruktur ist zu sehen, dass der Oberschwingungsstrom IOS
ebenfalls von I(3) und I(5) geprägt wird. Weiterhin existiert ein linearer Zusammenhang
2 In der Literatur werden Korrelation häufig als hoch bzw. sehr hoch bezeichnet, sofern der Korrelationsko-
effzient größer 0,7 bzw. 0,9 ist.
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zwischen dem Stromeffektivwert I und dem Oberschwingungsstrom IOS bzw. I(3), der we-
niger stark ausgeprägt ist. Dies könnte dadurch begründet sein, dass sich die Zusammen-
setzung der genutzten Geräte im Verlauf eines Tages ändert und somit die Höhe und der
Anteil der Stromharmonischen stärker variieren als Effektivwert. In Bild A.5.1 auf Seite 156
sind die korrelativen Beziehungen zwischen den Qualitätskenngrößen für die Abnehmer-
kategorie GHD zu sehen. Hier zeigt sich eine Vielzahl von ausgeprägten Korrelationen,
die möglicherweise in der hohen Gleichzeitigkeit für die Nutzung der Vorführgeräte lie-
gen könnte. Für die Messungen in den Wohngebieten (Bild A.5.2 und Bild A.5.3) ergeben
sich die stärksten Korrelationen zwischen dem Oberschwingungsstrom und der 3. bzw. 5.
Stromharmonischen. Am Beispiel der Mehrfamilienhaussiedlungen ist zu sehen, dass die
linearen Zusammenhänge zwischen dem Oberschwingungsstrom und der jeweiligen Har-
monischen mit zunehmender Ordnung abnehmen. Diese Ausprägung konnte bereits bei
den Verläufen der Emissionsprofile der Stromqualitätskenngrößen beobachtet werden. Die
qualitativen Unterschiede zwischen den Emissionsprofilen für die Mischgebiete zeigen sich
auch für Korrelationskoeffizienten in Bild A.5.4. Lineare Zusammenhänge im Emissionsver-
halten der einzelnen Tage sind nur zwischen dem Oberschwingungsstrom und der 3. bzw.
9. Stromharmonischen präsent. Ob die Korrelation zwischen dem Oberschwingungsstrom
und der 9. Stromharmonischen repräsentativ ist, sollte durch weitere Messungen geprüft
werden.
Besondere Abnehmerstrukturen
Im Rahmen der Messungen wurden weitere Messorte erfasst, die Besonderheiten aufweisen
und sich von den bisher betrachteten Abnehmerkategorien unterscheiden. Es erfolgt eine
Kurzdarstellung von zwei Messungen, um die Unterschiede im Hinblick auf die Stromqua-
litätskenngrößen mit den anderen Messungen zu vergleichen. Eine der beiden Messungen
erfolgte in einem Wohngebiet mit Einfamilienhäusern, die elektrische Speicherheizungen
sog. Nachtspeicherheizungen einsetzen. Die zweite Messung erfasst einen Netzabschnitt in
einem Wohngebiet mit Mehrfamilienhäusern, in dem ein Fleischereifachgeschäft vorhanden
ist. Die Emissionsprofile für die Einfamilienhäuser mit den Nachtspeicherheizungen sind
in Bild 5.4 dargestellt. Für den Oberschwingungsstrom ist deutlich eine erhöhte Emission
in der Zeit von 4 Uhr bis 6 Uhr erkennbar. Der Oberschwingungsstrom beträgt innerhalb
dieses Intervalls in etwa das Vierfache, verglichen mit den Effektivwerten des restlichen Ta-
gesverlaufes. Bei Betrachtung der Stromharmonischen wird deutlich, dass der Oberschwin-
gungsstrom auch hier durch die 3. Stromharmonische geprägt wird und die Emission der
5. Stromharmonischen nur einen geringen Anteil ausmacht.
Für das Wohngebiet mit Fleischereifachgeschäft ist ein vergleichbares Phänomen für den
Oberschwingungsstrom zu beobachten. Die Emissionsprofile für diese Messung sind in
Bild 5.5 zu sehen. Für den Oberschwingungsstrom ergeben sich für den Zeitraum zwi-
schen 6 Uhr und 10 Uhr ebenfalls deutlich erhöhte Effektivwerte. Diese betragen ähnlich
wie in Bild 5.4 in etwa das vierfache der Effektivewerte des restlichen Tagesverlaufes. Im
Unterschied zum vorherigen Beispiel sind in diesem Fall die 5. und 7. Stromharmonische
maßgeblich an der erhöhten Oberschwingungsemission beteiligt. Das charakteristische Wo-
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Bild 5.4: Emissionsprofile für den Oberschwingungsstrom IOS und die Stromharmonischen
der Ordnung h = {3,5,7,9}; farbliche Kennzeichnung der Leiter L1 (rot), L2
(grün) und L3 (blau); Einfamilienhaussiedlung (39 Häuser und 6 Büros) mit
Nachtspeicherheizungen; Messdauer: November 2012 bis Januar 2013 (96 Tage)
chenmuster für diesen Messort ist W5-2, welcher durch die Geschäfte bestimmt wird. Durch
die Analyse einzelner Wochenzeitreihen wird deutlich, dass die erhöhten Emissionen über-
wiegend von Montag bis Donnerstag auftreten. Zusätzlich zeigen sich hier leiterselektive
Unterschiede für die Emission der 3. Stromharmonische. Im Leiter L1 sind zwischen 13
Uhr und 17 Uhr für die Werktage höhere Emissionswerte zu sehen, die verglichen mit den
Leitern L2 und L3 das Dreifache (3A statt 1A) betragen. Dies ist möglicherweise auf einen
einzelnen Verbraucher zurückzuführen.
Bild 5.5: Emissionsprofile für den Oberschwingungsstrom IOS und die Stromharmonischen
der Ordnung h = {3,5,7,9}; farbliche Kennzeichnung der Leiter L1 (rot), L2
(grün) und L3 (blau); Mehrfamilienhäuser (44 Wohneinheiten) u. a. mit Fleisch-
ereifachgeschäft; Messdauer: Dezember 2010 bis Oktober 2011 (324 Tage)
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Fazit
Grundsätzlich ist festzustellen, dass die Oberschwingungsströme maßgeblich durch die
3. Stromharmonische bestimmt werden, welche für einen Großteil der Messungen den
höchsten Emissionspegel aufweist. Die Höhe der Emission nimmt tendenziell mit steigen-
der Ordnung der Stromharmonischen ab. Innerhalb einer Abnehmerkategorie zeigen die
messortbasierten Emissionsprofile verschiedener Messungen deutliche Gemeinsamkeiten in
Bezug auf deren Verlaufsform. Die für die jeweilige Abnehmerkategorie typischen Emis-
sionsprofile sind am besten für den Oberschwingungsstrom und die 3. Stromharmonische
bestimmbar. Die Ausprägung charakteristischer Merkmale im Verlauf der Emissionsprofile
(z. B. die Abendspitze gegen 20 Uhr für Wohngebiete) nimmt, wie die Höhe der Emissions-
pegel, für die Harmonischen mit steigender Ordnung ab. Die unterschiedlichen Emissions-
profile lassen sich für den Großteil der Messungen qualitativ in drei Klassen einteilen,
die den Abnehmerkategorien Wohngebiete (EFH- und MFH-Siedlungen), Bürostrukturen
(BUR) sowie Geschäfte, Handel und Dienstleistungen (GHD) entsprechen. Die Emissions-
profile der Mischgebiete (MIX) bilden eine vierte Klasse, die sich aus den drei genannten
Klassen zusammensetzt.
5.2 Quantifizierung möglicher Einflussfaktoren
Neben der automatisierten Profilerstellung wurden die vorgestellten Indizes zur quantita-
tiven Bewertung auf die gesamte Datenbasis angewendet. In diesem Abschnitt werden die
wesentlichen Erkenntnisse in Hinblick auf die Beeinflussung der Stromqualität durch die
elektrische und die klimatische Umgebung dargestellt.
5.2.1 Elektrische Umgebung
Die Quantifizierung möglicher Zusammenhänge zwischen der elektrischen Umgebung und
der Stromqualität erfolgt für die Abnehmer-, Erzeuger- und Netzstruktur.
Einfluss der Abnehmerstruktur
Insgesamt wurden 55% der 51 Messungen in Wohngebieten durchgeführt. Die restlichen
Abnehmerkategorien (BUR, GHD und MIX) sind anteilig mit 10% bis 14% vertreten.
Hinsichtlich der Untersuchung von Skalierungseffekten zwischen der Anzahl der Abnehmer
und den Oberschwingungsemissionen sind die Messungen in den Wohngebieten am besten
geeignet, da sich die anderen Abnehmerstrukturen nicht im gleichem Maße quantifizieren
lassen. Unter der vereinfachenden Annahme, dass eine Wohneinheit im Gebiet mit Mehrfa-
milienhäusern mit einem Einfamilienhaus vergleichbar ist, werden die Kundenanzahl nMFH
und nEFH als Anzahl der Haushalte zusammengefasst.
Es wurden 15 Messungen ausgewählt, die in ihrer Zusammensetzung der Abnehmerstruktur
ein reines Wohngebiet bilden und möglichst keine Vertreter der anderen Abnehmerkatego-
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Bild 5.6: Leiterselektive Emissionsprofile auf Basis der 95%-Quantil-Zeitreihen der auto-
matisierten Profilerstellung; 15 Messungen in Abnehmerstrukturen der Kategorie
EFH und MFH für den Oberschwingungsstrom IOS und die Stromharmonischen
der Ordnung 3 bis 9
rien enthalten. Insgesamt variiert die Anzahl der Haushalte zwischen 27 und 709 Haushal-
ten. Des Weiteren wurde darauf geachtet, dass für die gemessenen Niederspannungsnetze
und -abschnitte keine Erzeugungsanlagen vorhanden sind. In Bild 5.6 sind die leiterse-
lektiven Emissionsprofile der 15 Messungen für den Oberschwingungsstrom IOS und die
Stromharmonischen der Ordnung h = {3,5,7,9} dargestellt. In dieser Darstellung werden
die Unterschiede in der Höhe der Emission zwischen den Stromqualitätskenngrößen deut-
lich. Der Oberschwingungsstrom wird deutlich durch die 3. Stromharmonische geprägt und
erreicht bis zu 45 A für das Wohngebiet mit der höchsten Anzahl an Haushalten. Die Emis-
sion der 5. Stromharmonischen liegt in etwa bei der Hälfte mit 25 A und zeigt eine deutlich
weniger ausgeprägte Abendspitze (ca. 20 Uhr). Für die Harmonischen der 7. und 9. Ord-
nung ist die charakteristische Tagesverlaufsform aufgrund der geringeren Effektivwerte in
der absoluten Darstellung nicht sehr deutlich zu erkennen.
In Bild 5.7a sind die leiterselektiven Emissionsprofile der 15 Messungen auf den jewei-
ligen Mittelwert normiert dargestellt. Zusätzlich sind die Mittelwerte der Emissionsprofile
I¯E [95] über der Anzahl der Haushalte (siehe Bild 5.7b) zu sehen. Anhand der Mittelwerte
ist zu erkennen, dass sich die Emissionswerte der einzelnen Leiter deutlich voneinander
unterscheiden können. Für die Messung mit 337 Haushalten betragen diese bspw. für den
Oberschwingungsstrom I¯E [95] = {20 A, 12 A, 17 A} (Leiter L1, L2 und L3) und zeigen, dass
für den Leiter L2 in etwa die Hälfte des Emissionsniveaus verglichen mit den Leitern L1
und L3 bestimmt wurde.
Um eine Abschätzung für den Zusammenhang zwischen mittlerer Emissionshöhe und der
Anzahl der Haushalte für die jeweilige Stromqualitätskenngröße zu ermöglichen, ist zu-
sätzliche eine Regressionsgerade in Bild 5.7b eingezeichnet. Für die Abnehmerkategorie
MFH beträgt die Steigung des Oberschwingungsstromes 4,5 A pro 100 Haushalte. Für die
3. und 5. Stromharmonische betragen diese 3,5 A und 2,5 A sowie für die restlichen Har-
monischen rund 1 A je 100 Haushalte. Innerhalb der Abnehmerkategorie EFH ergeben sich
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(a) Auf den Mittelwert normierte Emissionsprofile
(b) Mittelwerte der Emissionsprofile I¯E [95] über der Anzahl der Haushalte
Bild 5.7: Normierung der leiterselektiven Emissionsprofile aus Bild 5.6 auf den jeweiligen
Mittelwert I¯E [95] (a) und die Darstellung der Mittelwerte in Abhängigkeit der
Anzahl der Haushalte (b)
höhere Werte mit 7 A pro 100 Haushalte für den Oberschwingungsstrom. Für die 3. und
5. Stromharmonische betragen 5,5 A und 3,1 A sowie für die restlichen Harmonischen 2 A
bis 1 A je 100 Haushalte. Ähnliche Erkenntnisse konnten auch in weiteren Untersuchungen
gewonnen werden. Die bundesweite Analyse von Niederspannungsnetzen vergleichbarer
Abnehmerstrukturen in [DBM13] zeigt eine vergleichbare Ausprägung für die 3. und 5.
Stromharmonische.
Um aus den messortbasierten Emissionsprofilen ein normiertes Emissionsprofil für Wohn-
gebiete abzuleiten, wird die Streuung der Verlaufsformen bestimmt. Um diese für ver-
schiedenen Stromqualitätskenngrößen zu quantifizieren, wird die Stichprobe auf Basis der
15 Messungen leiterselektiv durchgeführt. Anhand dieser Stichprobe ist ein Bereich zu
konstruieren, welcher alle möglichen Abweichungen vom Emissionsprofil mit hoher Wahr-
scheinlichkeit enthält. Dieser Bereich wird als Toleranzintervall, das Verfahren zu deren
Bestimmung als Toleranzschätzung bezeichnet [KM09].
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Bild 5.8: Abnehmerbasierte Emissionsprofile für Wohngebiete für den Oberschwingungs-
strom IOS und die Stromharmonischen der Ordnung h = {3,5,7,9} (rot); Toleranz-
intervalle (blau) mittels Toleranzschätzung für β = 0,95 und γ = 0,90
Die Toleranzschätzung ist in Abschnitt A.2.5 auf Seite 135 beschrieben. Grundlegend wird
das Sicherheitsniveau β und das Überdeckungsniveau γ benötigt. Ausgangslage für die
Schätzung ist die Mittelung der 15 verschiedenen Emissionsprofile aus Bild 5.7a, um ein
abnehmerbasiertes Emissionsprofil zu erhalten. Die abnehmerbasierten Emissionsprofile
sind in Bild 5.8 für die jeweiligen Stromqualitätskenngrößen in Form einer rote Linie dar-
gestellt. Die blauen Linien kennzeichnen die Toleranzintervalle für das Sicherheitsniveau
β = 0,95 und das Überdeckungsniveau γ = 0,90. Dies bedeutet, dass 90% der Abwei-
chungen gegenüber dem mittleren Emissionsprofil mit einer Wahrscheinlichkeit von 95%
innerhalb des eingezeichneten Toleranzbereichs liegen.
Einfluss der Erzeugerstruktur
Die Untersuchung des Einflusses der Erzeugerstruktur auf die Stromqualität zeigt, dass in
den untersuchten Verteilungsnetzen ausschließlich PV-Anlagen vorhanden sind. Entspre-
chend sind die für PV-Anlagen charakteristischen Stromharmonischen der Ordnung 3, 5
und 7 zu beobachten, die bei Einzelmessungen der Erzeugungsanlagen eindeutig hervortre-
ten [MMS14]. Hierbei ist hinsichtlich der Anschlussart zu unterscheiden, ob diese ein- oder
dreiphasig ist, da sich für die dreiphasige Variante in der Regel keine nullsystembildenden
Harmonischen (z. B. 3. Stromharmonische) ergeben [Ber12]. In Bild 5.9a sind die leiter-
selektiven Emissionsprofile basierend auf der Messung von 90 Tagen einer PV-Anlage (drei-
phasige Anschlussart) mit 156 kW Erzeugungsleistung zu sehen. Die Oberschwingungsemis-
sion der Anlage wird im Wesentlichen von der 5. und 7. Stromharmonischen geprägt. Trotz
der vergleichsweise hohen Erzeugungsleistung liegen die Emissionspegel für die 5. und 7.
Stromharmonische bei weniger als 6 A bzw. 4 A.
In Bild 5.9b sind Emissionsprofile für die Messung einer Abnehmerstruktur der Kategorie
GHD dargestellt. Neben den drei Geschäften (u. a. mit einem Bau- und einem Sanitär-
unternehmen) und einem Büro ist eine PV-Anlage (dreiphasige Anschlussart) mit 134 kW
Erzeugungsleistung vorhanden. Die Emission der 5. und 7. Stromharmonischen liegen für
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(a) Sondermessung einer PV-Anlage (PE = 156 kW, dreiphasig); Messdauer: März 2014 bis Juni 2014 (90
Tage)
(b) Abnehmerkategorie GHD mit einer PV-Anlage (PE = 134 kW, dreiphasig); Messdauer: März 2011 bis
Dezember (248 Tage)
Bild 5.9: Emissionsprofile für den Oberschwingungsstrom IOS und die Stromharmonischen
der Ordnung h = {3,5,7,9}; farbliche Kennzeichnung der Leiter L1 (rot), L2
(grün) und L3 (blau)
diesen Messort niedriger als 4 A bzw. 2,5 A und sind noch geringer verglichen mit der
Messung aus Bild 5.9a. Die Ausprägung der 3. Stromharmonischen ist durch die im Netz
vorhandenen Abnehmer der Kategorie GHD zurückzuführen.
Die Gesamterzeugungsleistungen der restlichen Messungen betragen weniger als 50 kW
und die PV-Anlagen sind überwiegend einphasig mit dem Verteilungsnetz verbunden. Die
Höhe der Emissionen für die Stromharmonischen wird für diese Messungen durch die je-
weils vorhandene Abnehmerstruktur dominiert. Der Einfluss durch die Erzeugerstruktur
ist aufgrund der geringen Emissionspegel in den Emissionsprofilen nicht eindeutig zuzu-
ordnen.
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Einfluss der Netzstruktur
Die qualitative Einteilung der Netzstruktur in hohe, mittlere, niedrige und sehr niedrige
Kurzschlussleistung wurde in Bezug auf die Unterschiede für die gemessene Stromqualität
untersucht. Ein erkennbarer Einfluss ist hier nicht nachweisbar. Tendenziell treten jedoch
die höchsten Emissionen der Stromharmonischen in den Netzen mit der größten Kurz-
schlussleistungen im Bereich 15MVA auf, gefolgt von Netzen mit mittlerer bis niedriger
Kurzschlussleistung (12 MVA ≥ Sk M > 8 MVA) und sehr niedriger Kurzschlussleistung
(Sk M < 4 MVA). Dies stimmt mit den bisherigen Erkenntnissen überein, da die Ober-
schwingungsströme maßgeblich durch Art und Anzahl der Abnehmer bestimmt werden
und tendenziell in leistungsstärkeren Netzen mehr Abnehmer angeschlossen sind.
Seitens der Netzbetreiber wurden keine Maßnahmen durchgeführt, die Auswirkungen auf
die Struktur der gemessenen Niederspannungsnetze haben. Es wurden keine Umschaltun-
gen während der jeweiligen Messdauer vorgenommen, welche zu einer veränderten Anzahl
der versorgten Abnehmer bzw. der installierten Erzeuger in einzelnen Netzabschnitten füh-
ren können. Des Weiteren wurden keine Umbaumaßnahmen oder Veränderungen an den
jeweiligen Netztopologien, z. B. der Wechsel der speisenden Transformatoren, vorgenom-
men.
Fazit
Die Beeinflussung der Stromqualität ist durch die Abnehmerstruktur am stärksten ausge-
prägt. Neben den qualitativen Unterschieden für die Tages- und Wochenzeitreihen der ver-
schiedenen Abnehmerstrukturen lassen sich Skalierungseffekte bestimmen. Die Abnehmer-
anzahl beeinflusst die Höhe der Emission von Stromharmonischen. Für Wohngebiete kann
dieser Einfluss quantifiziert werden und zeigt, dass die Emissionshöhe mit steigender
Abnehmeranzahl zunimmt. Skalierungseffekte in Bezug auf eine unterschiedlich starke Vari-
anz in Abhängigkeit der Abnehmeranzahl konnten für die durchgeführten Messungen nicht
identifiziert werden. Weiterhin ist zu beachten, dass sich die Emissionswerte für die Strom-
qualitätskenngröße einer Messung auch leiterselektiv deutlich voneinander unterscheiden
können.
Neben der Abnehmerstruktur ist auch ein Einfluss der Erzeugerstruktur des jeweiligen
Niederspannungsnetzes zu beobachten. Für die durchgeführten Messungen besteht die
Erzeugerstruktur ausschließlich aus PV-Anlagen, die fast ausschließlich in ländlichen Re-
gionen bzw. Wohngebieten mit Einfamilienhäusern vorkommen. Die PV-Anlagen emit-
tieren typischerweise die Stromharmonischen der Ordnung 3, 5 und 7. In Abhängigkeit
der Anschlussart (ein- oder dreiphasig) entfallen die nullsystembildenden Harmonischen.
Verglichen mit der Abnehmerstruktur fällt die Beeinflussung der Stromqualität durch die
Erzeugerstruktur gering aus. Die Emissionen für die Anlagen kleiner 50 kW lassen sich nicht
eindeutig von denen im betrachteten Netz bzw. Netzabschnitt angeschlossenen Abneh-
mern unterscheiden. Eine Beeinflussung der Stromqualität durch die Netzstruktur konnte
anhand der durchgeführten Messungen nicht nachgewiesen werden.
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5.2.2 Klimatische Umgebung
Um die Beeinflussung der Stromqualität durch die klimatische Umgebung zu quantifi-
zieren, wird zwischen zwei verschiedenen Einflussarten unterschieden. Zuerst werden für
eine kurze Beobachtungsdauer die Wettereinflüsse auf das Abnehmer- und Erzeugerverhal-
ten dargestellt. Im Anschluss werden die Schwankungen bzw. die Variation quantifiziert,
die über eine mittlere Beobachtungsdauer von mehreren Monaten bis wenigen Jahren zu
beobachten sind.
Einflüsse der Wetterbedingungen
Für eine kurze Beobachtungsdauer (KB) wurde für die Tages- und Wochenzeitreihen be-
reits gezeigt, dass die Ausprägung der Stromqualitätskenngrößen maßgeblich von der im
Niederspannungsnetz vorhandenen Abnehmer- und Erzeugerstruktur bestimmt wird.
Bild 5.10: Tageszeitreihen der 5. Stromharmonischen einer PV-Anlage (PE = 156 kW, drei-
phasig) Einfärbung entsprechend des Tagesmittelwertes der Globalstrahlung E¯d;
Leiter: L1; Aggregierungsintervall: 10min; Messdauer: März 2014 bis Juni 2014
(90 Tage)
Die Tageszeitreihen für die Emission der 5. Stromharmonischen einer PV-Anlage (PE =
156 kW, dreiphasige Anschlussart) sind in Bild 5.10 zu sehen. Jeder der 90 Tage ist entspre-
chend der mittleren Globalstrahlung eingefärbt. Hierbei zeigt sich, dass das Emissionsver-
halten direkt von Wetterbedingungen beeinflusst wird. Das gleiche Emissionsverhalten ist
auch für die 7. Stromharmonische zu beobachten, was bereits anhand der Emissionsprofile
(vgl. Bild 5.9a) zu erkennen ist. Neben der erhöhten Leistung emittieren PV-Anlagen je
nach Anschlussart zunehmend höhere Pegel der Stromharmonischen (vornehmlich 3., 5.
und 7. Ordnung). Wie sich weitere Faktoren, wie z. B. die Spannungsverzerrung des ver-
sorgenden Verteilungsnetzes, auf die Stromverzerrung durch die PV-Anlagen bzw. deren
Wechselrichter auswirken, lässt sich unter Laborbedingungen besser quantifizieren u. a. in
[GLT+13, RAB+15].
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In Bild 5.11 sind die Tageszeitreihen für die 3. Stromharmonische einer Mehrfamilien-
haussiedlung mit 337 Wohneinheiten für das Jahr 2012 zu sehen. Die Zeitreihen sind
entsprechend des Tagesmittelwertes der Globalstrahlung E¯d eingefärbt. Die prinzipielle
Verlaufsform der Tageszeitreihen ändert sich nicht für das dargestellte Jahr. Einzig die
Höhe der Emissionen bzw. die Lage der Tageszeitreihe scheint von der Globalstrahlung
beeinflusst zu sein. Mit zunehmender Strahlungsintensität nehmen die Emissionwerte der
3. Stromharmonischen ab. Ein ähnlicher Effekt ist auch für die Einfärbung der Zeitreihen
entsprechend des Tagesmittelwertes der Außentemperatur zu beobachten (siehe Bild A.5.5
auf Seite 160). Je höher die Außentemperatur desto niedriger ist die Emission der 3. Strom-
harmonischen für das Wohngebiet. Dies könnte durch Unterschiede in der Gerätenutzung
(z. B. Leuchtmittel) während der verschiedenen Jahreszeiten begründet sein.
Bild 5.11: Tageszeitreihen der 3. Stromharmonischen einer Mehrfamilienhaussiedlung; Ein-
färbung entsprechend des Tagesmittelwertes der Globalstrahlung E¯d; Leiter: L2;
Aggregierungsintervall: 10min; Zeitraum: Jahr 2012 (295 Tage)
Diese Abhängigkeiten sind ebenfalls an den Korrelationskoeffizienten ablesbar. Die Korre-
lation zwischen den Tagesmittelwerten der Globalstrahlung und der Temperatur mit dem
tageweise berechneten 95%-Quantil der 3. Stromharmonischen fällt negativ aus. Beide
Zusammenhänge zeigen vergleichbare Ausprägungen mit |r| > 0,6 (vgl. Tabelle 4.4 auf
Seite 74). Gleichzeitig ist der Einfluss des Niederschlags als klimatische Einflussgröße auf
die 3. Stromharmonische zu vernachlässigen (|r| < 0,3). Die Auswertung der Korrelations-
und Regressionskoeffizienten für weitere Messungen und verschiedene Stromqualitätspara-
meter ergeben die gleichen Resultate. Sofern eine Beeinflussung der Stromqualität durch
die klimatischen Kenngrößen Globalstrahlung oder Temperatur vorhanden ist, sind für
beide ähnlich hohe Korrelationskoeffizienten beobachtbar.
In Bezug auf die Stromharmonischen wurde in [KSL+14] für die Messung finnischer Nieder-
spannungsnetze ein vergleichbares Verhalten identifiziert. Sofern eine Abhängigkeit der
Temperatur bzw. der Jahreszeit identifiziert wurde, variiert die Höhe des Emissionsniveaus
des Oberschwingungsstromes bei gleichbleibender Tagesverlaufsform. Dies deutet ebenfalls
auf ein verändertes Abnehmerverhalten durch die klimatischen Umgebungseinflüsse hin,
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das in Form einer saisonalen Variation der Emissionshöhe von Stromharmonischen zu
beobachten ist.
Quantifizierung der saisonalen Variationen
Über eine mittlere Beobachtungsdauer (MB) mehrerer Wochen bis zu Monaten oder Jahren
ist die saisonale Variation im Abnehmerverhalten deutlicher zu erkennen. In Bild 5.12 sind
die wochenweise berechneten 95%-Quantile der 10-Minuten-Mittelwerte für verschiedene
Stromharmonische dargestellt. Durch die Anwendung wochenweise basierter Quantile wer-
den die Unterschiede zwischen verschiedenen Tages- und Wochenzeitreihen maskiert und
ermöglichen den Vergleich für unterschiedliche Messungen. Für die 3., 7. und 9. Stromhar-
monische liegen die niedrigeren Emissionsniveaus jeweils um den Monat Juli. Im Gegensatz
dazu zeigt die saisonale Variation der 5. Stromharmonischen ein entgegensetztes Verhalten
mit den höheren Emissionswerten in den Sommermonaten. Am Beispiel der Bürostruktur
in Bild A.5.6 (S. 160) wird deutlich, dass eine saisonale Variation für die Harmonischen
der Ordnung 3, 5 und 9 existiert und die 7. Stromharmonische eine steigende Tendenz
aufweist.
Bild 5.12: Zeitreihen der wochenweise berechneten 95%-Quantile der 3. bis 9. Stromhar-
monische einer Mehrfamilienhaussiedlung (337 Wohneinheiten); Leiter: L2; Zeit-
raum: 2011 bis 2012
Mithilfe der Kennzahlen zur Beschreibung der saisonalen Variation wurde das Emissions-
verhalten für zehn verschiedene Messungen identifiziert und quantifiziert. Die Messungen
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mit einer kontinuierlichen Messdatenverfügbarkeit von einem Jahr sind in Tabelle 5.1 mit
Angaben zur jeweiligen Abnehmerstruktur und der Messdauer gelistet. Insgesamt wur-
den sechs Messungen in Wohngebieten, zwei Messungen für die Kategorie GHD und zwei
Messungen einer Bürostruktur leiterselektiv analysiert.
Tab. 5.1: Übersicht der Messungen zur Analyse der saisonalen Variation
Abkürzung Abnehmerkategorie Messdauer
MFH1 Mehrfamilienhäuser (337 Wohneinheiten) 201 Wochen
MFH2 Mehrfamilienhäuser (111 Wohneinheiten) 196 Wochen
MFH3 Mehrfamilienhäuser (96 Wohneinheiten) 201 Wochen
MFH4 Mehrfamilienhäuser (90 Wohneinheiten) 61 Wochen
EFH1 Einfamilienhäuser (63 Häuser) 196 Wochen
EFH2 Einfamilienhäuser (16 Häuser) 173 Wochen
BUR1 Bürogebäude (26 Büros und 2 Geschäfte) 184 Wochen
BUR2 Bürogebäude (6 Büros und 1 Geschäft) 82 Wochen
GHD1 Einkaufszentrum mit Elektronikfachmarkt 195 Wochen
GHD2 Elektronikfachmarkt 180 Wochen
Entsprechend Kapitel 4.2.2 wurde eine Vorzugslage A¯1∠ϕ¯1 der saisonalen Variation nur
für Zeitreihen berechnet, für die der Median des Variationsindex v˜ > 1 und der Diversi-
tätsindex d < 0,1 ist. In Tabelle 5.2 ist der Anteil an leiterselektiven Messungen mit einer
signifikanten saisonalen Variation entsprechend der Abnehmerkategorie zusammengefasst.
Tab. 5.2: Anteil leiterselektiver Messungen mit signifikanter saisonaler Variation; Abneh-
merkategorien: Wohngebiete (EFH/MFH), Büros (BUR) und Handel (GHD)
Abnehmerkategorie I I(3) I(5) I(7) I(9) IOS
EFH/MFH (18 Messungen) 17 7 3 7 10 4
BUR (6 Messungen) 3 2 2 1 3 1
GHD (6 Messungen) 6 1 1 0 0 1
Im Folgenden werden die identifizierten saisonalen Variationen für die verschiedenen Strom-
qualitätskenngrößen in Form von Polarkoordinaten dargestellt. Die in den Darstellungen
angegebenen Jahreszeiten beziehen sich auf Deutschland, d. h. dass die erste Kalenderwo-
che (w = 1) eines Jahres in der Wintersaison liegt.
Stromeffektivwert: In Bild 5.13a sind die Ergebnisse für die saisonale Variation des
Stromeffektivwertes zu sehen. Insgesamt haben 87% der Messungen eine saisonale Varia-
tion (vgl. Tabelle 5.2 für I mit 26 von 30 Messungen). Bezugnehmend auf die Übersicht
in Tabelle 5.1 existieren für eine Messung BUR (alle drei Leiter) und eine Messung MFH
(Leiter L1) keine signifikanten Variationen im Jahresverlauf. Hinsichtlich der Abnehmer-
kategorie sind Unterschiede feststellbar. Die Kategorie GHD besitzt ein erhöhtes Niveau
während der Wochen in den Sommermonaten, wobei anzumerken ist, dass die saisonale
Variation bis zu ±150 A beträgt. Hingegen zeigen die restlichen Messungen ein erhöhtes
Effektivwertniveau während der Wintermonate.
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(a) Stromeffektivwert (RMS) (b) 3. Stromharmonische
Bild 5.13: Darstellung der signifikanten saisonalen Variationen in Polarkoordinaten für die
Messungen in Tabelle 5.1; Kennzeichnung der Abnehmerkategorie
3. Stromharmonische: Eine saisonale Variation der 3. Stromharmonischen konnte nur
für 33% der Messungen identifiziert werden. Diese sind in Bild 5.13b dargestellt. Einzelne
Leiter für GHD und die Wohngebiete zeigen Variationen im Bereich ±2 A und für die
Bürostruktur sind Variationen von bis zu±6,6 A zu beobachten. Mit Ausnahme einer Büro-
struktur liegen alle erhöhten Emissionsniveaus um die erste Kalenderwoche und deuten
darauf hin, dass höhere Emissionsniveaus im Januar zu erwarten sind.
Die saisonale Variation für die einzelne Bürostruktur in Bild 5.13b liegt bei knapp±2 A und
weist höhere Emissionspegel um die KW17 auf. Dies deutet darauf hin, dass hier höhere
Emissionen im Frühling bzw. Sommer zu erwarten sind. Die Darstellung der Zeitreihe in
Bild A.5.9 (S. 162) bestätigt, dass die höheren Emissionsniveaus im zweiten Jahr zwischen
KW10 und KW30 liegen. Die Vorzugslage der saisonalen Variation ist für diese Messung
korrekt abgebildet. Jedoch wird darauf hingewiesen, dass die Interpretation von Messungen
mit weniger als zwei Jahren Messdauer unter besonderer Berücksichtigung erfolgen sollte.
Für diese Messung ist nicht feststellbar, ob das erhöhte Emissionsniveau einmalig oder
regelmäßig zu beobachten ist.
5. Stromharmonische: Nur 20% der Messungen für die 5. Stromharmonische zeigen eine
saisonale Variation. Für die Bürostrukturen liegen diese bei ±2 A und für die restlichen
fünf Messungen bei weniger als ±1 A (siehe Bild A.5.7a S. 161). Die höheren Emissio-
nen liegen für die Bürostrukturen sowie die Wohngebiete in den Wochen während der
Frühlings- und Sommersaison. Das Einkaufszentrum zeigt höhere Emissionsniveaus der
5. Stromharmonischen während der Wintersaison. Im Vergleich zum Stromeffektivwert
94
5.2 Quantifizierung möglicher Einflussfaktoren
und zur 3. Stromharmonischen haben die saisonalen Variationen höhere Emissionsniveaus
in der konträren Jahreszeit, z. B. im Winter statt im Sommer.
7. Stromharmonische: Die saisonalen Variationen der 7. Stromharmonischen sind in
Bild A.5.7b (S. 161) dargestellt und nur für Abnehmerkategorien EFH, MFH und BUR
feststellbar. Dies entspricht 27% der gesamten Messungen. Für die Messungen der Katego-
rie GHD besteht keine ausgeprägte Saison. Die mittlere Variation für BUR liegt bei ±0,6 A
und zeigt ein ähnliches Verhalten wie in Bild 5.13b. Die meisten Messungen in den Wohn-
gebieten haben höhere Emissionsniveaus um die erste Kalenderwoche im Januar. Einzig
für eine Messung der Kategorie MFH liegen diese in der Sommersaison. Die Darstellung
der Zeitreihe in Bild A.5.10 (S. 162) bestätigt die höheren Emissionsniveaus während der
Zeit um die Kalenderwoche 26 im Juni.
9. Stromharmonische: Saisonale Variationen der 9. Stromharmonischen existieren nur
für 43% der Messungen. Beide Bürostrukturen zeigen höhere Emissionsniveaus für die
Kalenderwochen 26 bis 30 in der Sommersaison (siehe Bild A.5.8a S. 161). Die jährliche
Variation für die Kategorie BUR liegt bei ±1 A und ist teilweise mit ±0,2 A vernachlässig-
bar klein. Die Wohngebiete haben verglichen mit den Bürostrukturen ein anderes saisonales
Verhalten, welches der 3. Stromharmonischen sehr ähnlich ist und höhere Emissionsniveaus
in der Wintersaison hat. Für die Messungen der Kategorie GHD sind keine saisonalen
Variationen bestimmbar.
Oberschwingungsstrom:Da der Oberschwingungsstrom in der Regel durch die 3. Strom-
harmonische geprägt wird, hat dieser typischerweise eine vergleichbare saisonale Variation
(siehe Bild A.5.8b S. 161). Im Kontrast dazu steht eine einzige Messung der Kategorie
BUR mit Emissionsniveaus im Winter für die 3. Stromharmonische (vgl. Bild 5.13b) und
im Sommer für die 5. und 9. Stromharmonische (vgl. Bild A.5.7a und Bild A.5.8a). Dieser
zeitliche Versatz der Stromharmonischen zwischen Sommer und Winter führt mit Ausnah-
me von einer Messung bei allen anderen Bürostrukturen zu keiner ausgeprägten saisonalen
Variation des Oberschwingungsstromes.
Fazit
Unter Verwendung der wochenweise berechneten 95%-Quantile lassen sich über einen Zeit-
raum von mindestens einem Jahr saisonale Variationen bestimmen. Die Anwendung des
Variationsindex v ermöglicht die Identifikation der saisonalen Variation innerhalb des Am-
plitudenspektrums eines Jahres. Ausgeprägte saisonale Variationen (v > 1) lassen sich mit-
tels Amplitude und Winkel der ersten Spektralkomponente quantifizieren. Die Amplitude
A1 bestimmt die Höhe der Variation und der Winkel ϕ1 lässt sich in die Kalenderwochen
mit den höheren Emissionsniveaus umrechnen. Die Ergebnisse zeigen, dass saisonale Va-
riationen nicht für alle Messungen existieren und Unterschiede zwischen den verschiede-
nen Abnehmerkategorien bestehen. Zusätzlich kann nicht vorausgesetzt werden, dass alle
Stromqualitätskenngrößen innerhalb einer einzigen Messung die gleichen bzw. überhaupt
Saisonvariationen aufweisen. Der Großteil der saisonalen Variationen hat höhere Emissions-
niveaus in den Sommer- oder in den Wintermonaten.
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5.2.3 Identifikation von Langzeitrends
Mit einer Messdauer über mehrere Jahre besteht die Möglichkeit Langzeittrends in den
Zeitreihen von EEQ-Kenngrößen zu identifizieren. Hierfür wurden Messungen aus Tabel-
le 5.1 ausgewählt, welche die erforderliche Mindestmessdauer von 104 Wochen aufweisen.
Die acht Messungen der Kategorien EFH/MFH, BUR und GHD werden leiterselektiv
für den Stromeffektivwert und die fünf Stromqualitätskenngrößen (Oberschwingungsstrom
und Harmonische der Ordnung h = {3,5,7,9}) untersucht. Wie bei der Quantifizierung der
saisonalen Variationen basieren die untersuchten Zeitreihen auf den wochenweise berech-
neten 95%-Quantile der 10-Minuten-Mittelwerte.
Entsprechend jener in Abschnitt 4.2.3 wird die geglättete Trendkomponente mittels STL-
Verfahren für die jeweiligen Zeitreihen bestimmt. Hierbei werden globalen Trendentwick-
lungen, die sich über die gesamte Zeitreihe erstrecken, für einen prozentualen Trendanstieg
|g| ≥ 5 %/y und eine relativen Spannweite s ≥ 40 % als signifikant erachtet. In Tabelle 5.3
ist der Anteil an leiterselektiven Messungen mit einer signifikanten Trendentwicklung ent-
sprechend der untersuchten Abnehmerkategorien zusammengefasst. Für die Trendentwick-
lung wird hier in steigender und fallender Richtung (+/-) unterschieden. Im Ergebnis kann
keine eindeutige Tendenz der identifizierten Trendentwicklungen bestimmt werden. In et-
wa 15% der Trendkomponenten haben einen positiven und rund 13% einen negativen
Trendanstieg.
Tab. 5.3: Anteil leiterselektiven Messungen mit signifikant steigender oder fallender
Trendentwicklung (+/-); Aufteilung der Abnehmerkategorien in Wohngebiete
(EFH/MFH), Büros (BUR) und Handel (GHD)
Abnehmerkategorie I I(3) I(5) I(7) I(9) IOS
EFH/MFH (15 Messungen) 0/1 2/3 3/4 4/1 2/0 3/4
BUR (3 Messungen) 0/0 0/0 0/0 3/0 3/0 0/0
GHD (6 Messungen) 0/0 0/1 0/1 0/2 1/1 1/0
Bei Betrachtung der individuellen Messungen zeigen die Wohngebiete interessante Beson-
derheiten. Innerhalb einer Messung haben Qualitätskenngrößen eines Leiters einen positi-
ven Trendanstieg, währenddessen in einem der anderen beiden Leiter negative Trendan-
steige zu beobachten sind. Die Stromharmonischen der Ordnung fünf und sieben zeichnen
sich durch den größten Anteil an identifizierten Langzeittrends aus. Zur detaillierteren
Analyse wird wie in Bild 5.14 der prozentuale Trendanstieg über der relativen Spannweite
dargestellt.
Stromeffektivwert: Für den Stromeffektivwert wird eine negative Trendentwicklung für
nur einen Leiter eines Wohngebietes mit Mehrfamilienhäusern identifiziert (Bild A.5.11a
auf S. 163). Die Trendkomponente in Bild A.5.13 (S. 164) sinkt mit einem prozentualen
Anstieg von −10 %/y von 170A auf etwa 130A ab.
3. Stromharmonische: Die identifizierten Trendentwicklungen für die 3. Stromharmo-
nische in Bild A.5.11b (S. 163) zeigen die o. g. Besonderheit für die Wohngebiete. Zu den
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zwei positiven Trendanstiegen in jeweils einem Leiter sind in einem der anderen Leiter
einer Messung die entgegengesetzte Trendentwicklungen zu beobachten. Für die Katego-
rie GHD wurde nur in einem Leiter eine Trendkomponente mit signifikantem Trendanstieg
identifiziert. Für die Messung in der Bürostruktur wurden keine Langzeittrends festgestellt.
(a) 5. Stromharmonische (b) 7. Stromharmonische
Bild 5.14: Darstellung der signifikanten Trendentwicklungen aus Tabelle 5.3; farbliche
Kennzeichnung der Abnehmerkategorie
5. Stromharmonische: Die Ergebnisse für die 5. Stromharmonische in Bild 5.14a weisen
die gleichen Besonderheiten der Wohngebiete wie für die der 3. Stromharmonische auf.
Auch hier ist für die Kategorie GHD nur ein Leiter mit einem Langzeittrend bestimmbar,
währenddessen für die untersuchte Bürostruktur kein Trend vorliegt.
7. Stromharmonische: Für die 7. Stromharmonische in Bild 5.14a weisen fast sämtli-
che Trendentwicklungen der Wohngebiete einen positiven Anstieg auf. In der Kategorie
GHD haben zwei leiterselektive Messungen einen negativen Trendanstieg mit −7 %/y. Die
Messung der Bürostruktur zeigt in allen drei Leitern einen positiven Anstieg von etwa
+10 %/y mit einer relativen Spannweite von mehr als 60 %. Dies spricht für eine stark
lineare Trendentwicklung, die exemplarisch für Leiter L3 in Bild A.5.14 (S. 164) zu sehen
ist.
9. Stromharmonische: Die Ergebnisse für die 9. Stromharmonische sind in Bild A.5.12a
auf Seite 163 zusammengefasst. Für die Wohngebiete und die Bürostruktur werden aus-
schließlich steigende Trendentwicklungen identifiziert. Für die Messungen der Kategorie
GHD zeigt sich keine eindeutige Ausprägung, da für den Elektronikfachmarkt eine stei-
gende und eine fallende Trendentwicklung vorliegt.
Oberschwingungsstrom: Die identifizierten Langzeittrends in Bild A.5.12b (S. 163) sind
vergleichbar mit denen der 3. und 5. Stromharmonischen, welche den Oberschwingungs-
strom maßgeblich prägen. Für die Wohngebiete ist folglich die Besonderheit der konträren
Trendentwicklung zwischen verschiedenen Leitern einer Messung zu beobachten. Beach-
tenswert ist die Trendentwicklung für die Kategorie GHD (Bild A.5.15 S. 165, für die sich
die Emissionen von 28A auf 22A reduzieren.
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Für die weiterführende Bewertung der Trendentwicklungen werden die mittels STL-Ver-
fahren geglätteten Trendkomponenten in Halbjahressegmente unterteilt. Sofern die pro-
zentualen Anstiege innerhalb der Segmente nicht zu stark variieren, ist eine Quantifizie-
rung der Trendkomponente durch die globale Trendentwicklung ausreichend. Treten je-
doch deutliche Unterschiede zwischen den halbjährlich berechneten Trendentwicklungen
auf, werden diese durch die ganzheitliche Betrachtung der Zeitreihe nicht identifiziert.
Um die Kontinuität einer Trendentwicklung zu bewerten, wird die Spannweite Rg über
die halbjährlich berechneten prozentualen Anstiege g verwendet [DZMS15]. Die Spann-
weite beschreibt die absolute Differenz zwischen dem Segment mit dem größten und dem
Segment mit dem kleinsten Trendanstieg. Die Spannweiten sind für die insgesamt 144
Trendkomponenten in Bild A.5.16 (S. 165) als kumulierte Häufigkeit dargestellt.
Bild 5.15: Zeitreihe der wochenweise berechneten 95%-Quantile für die 10-Minuten-
Mittelwerte der 3. Stromharmonischen eines Wohngebietes (grau); Leiter: L1;
Zeitraum: Januar 2011 bis Juli 2014; mittels STL-Verfahren geglättete Trend-
komponente (schwarz ) und halbjährliche Segmentierung mit Kennzeichnung der
Tendenz: steigend (rot) und fallend (blau)
Spannweiten kleiner 5% können vernachlässigt werden. Ist die Spannweite Rg jedoch deut-
lich größer als 20%, deutet dies auf eine starke Variation im Verlauf der Trendkomponente
hin. Exemplarisch soll dies am Beispiel in Bild 5.15 veranschaulicht werden, welches eine
Spannweite Rg = 41 % aufweist.
Fazit
Die vorgeschlagenen Kennzahlen und Kenngrößen eignen sich, um Langzeittrends, die sich
über die gesamte Zeitreihe erstrecken, in Richtung und Ausprägung zu quantifizieren. Die
Segmentierung in Halbjahresabschnitte ermöglicht die Identifikation von Trendentwicklun-
gen, die starken Variationen unterliegen und nicht kontinuierlich verlaufen. Die Ergebnisse
zeigen, dass in etwa 30% der untersuchten Zeitreihen einen Langzeittrend aufweisen. Ähn-
lich wie bei den saisonalen Variationen existieren für die Trendentwicklungen der EEQ-
Kenngrößen leiterselektive Unterschiede innerhalb einzelner Messungen und zwischen den
verschiedenen Abnehmerkategorien.
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Qualitätsprofilen
Basierend auf den Erkenntnissen aus der Anwendung der Analyseverfahren wird ein mög-
liches Anwendungsbeispiel für eine praxisorientierte Verwendung aufgezeigt. Es soll eine
automatisierte Klassifizierung von Qualitätsprofilen erfolgen, was u.a. zur Durchführung
von Strukturprüfungen für Messungen genutzt werden kann. Im Falle einer Messung in
einem Wohngebiet ließe sich somit überprüfen, ob das Emissionsverhalten der Stromhar-
monischen (z.B. 3, 5 oder 7) dem typischen Abnehmerverhalten dieser Kategorie entspricht
oder ob im Verlauf des Qualitätsprofils deutliche Abweichungen auftreten.
Ziel dieser Klassifizierung ist die Ableitung eines Systems zur Bestimmung eines wahr-
scheinlichen Qualitätsprofils. Zu Beginn werden in Abschnitt 6.1 Klassen bestehend aus
den typischen Qualitätsprofilen der verschiedenen Abnehmerkategorien (u. a. BUR und
MIX) definiert. Im Anschluss erfolgt die eigentliche Konzeption des Klassifizierungssys-
tems in Abschnitt 6.2 mit dem künftig Qualitätsprofile, welche aus unbekannten Messungen
erstellt werden, den definierten Klassen automatisch zugeordnet werden. Wie erfolgreich
die Klassenzuordnung ist, wird in Abschnitt 6.3 mithilfe von Testdaten evaluiert. Um
ungewöhnliche Qualitätsprofile, die nicht den typischen Abnehmerkategorien bzw. den de-
finierten Qualitätsprofil-Klassen entsprechen, zu identifizieren, wird im letzten Abschnitt
ein Gütemaß der Klassenzugehörigkeit definiert.
6.1 Definition der Qualitätsprofil-Klassen
Grundlage für die Definition der Klassen von Qualitätsprofilen sind die Messungen ein-
zelner Stromqualitätskenngrößen mit einem konstanten zeitlichen Abstand (z. B. zehn
Minuten). Für jede Messung erfolgt eine leiterselektive Behandlung der entsprechenden
Zeitreihen. Die Messung sollte aus mindestens zwei vollständigen Wochen bestehen. Um
das typische Emissionsverhalten der Stromharmonischen für den jeweiligen Messort aus-
reichend gut abzubilden, sollten möglichst alle verfügbaren Wochen verwendet werden.
6.1.1 Minimum-Maximum-Normierung der Zeitreihen
Die Spannweite der Messwerte kann für die verschiedenen Messungen und teilweise inner-
halb der Leiter einer Messung sehr unterschiedlich ausfallen. Um das Problem verschieden
großer Wertebereiche zu vermeiden, werden die Zeitreihen auf einen Wertebereich zwischen
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0 und 1 normiert [CNP08]:
x
′
t =
xt −min(xt)
max(xt)−min(xt) . (6.1)
Die Minimum-Maximum-Normierung (engl. min-max normalization) hat den Vorteil, dass
diese lineare Transformation die Beziehung zwischen den Originalmesswerten bewahrt und
einen definierten Wertebereich ermöglicht.
6.1.2 Bildung der Qualitätsprofile
Die Messungen der Stromqualitätskenngrößen in verschiedenen Abnehmerkategorien haben
gezeigt, dass insbesondere für die Emission der Stromharmonischen regelmäßig wiederkeh-
rende Tagesverläufe zu beobachten sind. Diese stehen im engen Zusammenhang mit den ty-
pischen Gewohnheiten der jeweiligen Abnehmerkategorie und zeigen u. a. unterschiedliche
Ausprägungen für verschiedene Wochentage. Die Wochentage sind innerhalb Deutschlands
in die Werktage (Montag bis Freitag) sowie in Samstage und Sonntage, bedingt durch die
für Deutschland typische Arbeitsruhe und die geltenden Ladenöffnungszeiten [MFAS99],
zu unterteilen. Die Feiertage werden zu den Sonntagen gezählt. Dementsprechend werden
drei Gruppen von Wochentagen definiert:
• Gruppe G1: Werktage (Montag bis Freitag),
• Gruppe G2: Samstage und
• Gruppe G3: Sonn- und Feiertage.
Zur Berechnung der Qualitätsprofile werden die 50%-Quantil-Zeitreihen innerhalb die-
ser drei Gruppen für die jeweils verfügbaren Tage berechnet. Die Verwendung des 50%-
Quantils als robustes Lagemaß stellt zudem sicher, dass für die betrachteten Leiter der
Messung das jeweils typische Emissionsverhalten durch die resultierende Zeitreihe abge-
bildet wird. Gleichzeitig werden Messungen mit unterschiedlich langer Messdauer auf drei
50%-Quantil-Zeitreihen, die Qualitätsprofile der drei Gruppen G1 bis G3, reduziert. Im
Vergleich zu der automatisierten Profilerstellung in Kapitel 4.1 (S. 44) wird somit die
Klassifizierung auch für Messungen mit weniger als neun Wochen Messdauer ermöglicht.
Für das Beispiel der 3. Stromharmonischen ergeben sich für jede Messung drei verschiedene
Qualitätsprofile, welche sämtliche Wochentage der entsprechenden Gruppe beinhalten. Die
Qualitätsprofile für die vier verschiedenen Abnehmerkategorien sind in Bild 6.1 exempla-
risch dargestellt. Für die Klassifizierung werden 40 Messungen verwendet, wobei jeder
der drei Leiter (L1, L2 und L3) separat behandelt wird. Die Abnehmerkategorien für die
Messungen beinhalten sowohl Wohngebiete (EFH oder MFH), Büros (BUR), Elektronik-
fachmärkte und Geschäfte (GHD) als auch Mischgebiete (MIX).
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Bild 6.1: Beispiele der min-max normierten Qualitätsprofile (50%-Quantil-Zeitreihe)
für die 3. Stromharmonische; Gruppen: G1 (Werktage), G2 (Samstage), G3
(Sonn- und Feiertage); Abnehmerkategorien: Büro (BUR), Einfamilienhaus-
siedlung (EFH), Einkaufszentrum (GHD), Durchmischung aus Wohngebiet und
Geschäften (MIX); Leiter: L1; Aggregierungsintervall: 10min
6.1.3 Klassenzuordnung
In Bild 6.1 sind die typischen Vertreter der Qualitätsprofile zu sehen. Anhand dieser Bei-
spiele sollen die fünf zu definierenden Qualitätsprofil-Klassen D0 bis D4 im Folgenden
veranschaulicht werden.
Klasse D0: Die Tagesverläufe ohne ausgeprägten Tageszyklus bzw. mit niedriger bis keiner
Emissionen von Stromharmonischen gehören zur Klasse D0. Beispiele hierfür sind Quali-
tätsprofile für eine Bürostruktur an den arbeitsfreien Samstagen (G2 und G3 für BUR)
oder für ein Geschäft, welches sonntags geschlossen ist (G3 für GHD).
Klasse D1: Die Tagesverläufe der Klasse D1 entsprechen einem Emissionsprofil mit ste-
tig steigendem Emissionspegel bis in die Abendstunden (ca. 20 Uhr), welcher jedoch da-
nach wieder abflacht. Dieser qualitative Verlauf ist typisch für die Abnehmerkategorie der
Wohngebiete (z. B. G1 für EFH). Qualitative Unterschiede zwischen Einfamilienhaus- und
Mehrfamilienhaussiedlungen können nicht festgestellt werden.
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(a) Klasse D0 (50 Qualitätsprofile) (b) Klasse D1 (164 Qualitätsprofile)
(c) Klasse D2 (30 Qualitätsprofile) (d) Klasse D3 (30 Qualitätsprofile)
(e) Klasse D4 (86 Qualitätsprofile)
Bild 6.2: Ergebnis der Klassenzuordnung mittels Clusteranalyse für die 360 Qualitätspro-
file der 3. Stromharmonischen: min-max-normierte 50%-Quantil-Zeitreihen für
40 Messungen je Leiter L1, L2 und L3 für drei Gruppen: G1 (Werktage), G2
(Samstage), G3 (Sonn- und Feiertage)
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Klasse D2: Ein Qualitätsprofil der Klasse D2 lässt sich in zwei Zeitabschnitte einteilen.
Für das Beispiel eines Elektronikfachmarktes (G1 und G2 für GHD) gelten zwei Zeitab-
schnitte: geöffnet (hoher Emissionspegel) und nicht geöffnet (niedriger Emissionspegel).
Die Übergänge zwischen den beiden Zeitabschnitten erfolgen in der Regel innerhalb kurzer
Zeit und richten sich strikt nach den Öffnungszeiten.
Klasse D3: Die Klasse D3 beinhaltet Tagesverläufe, welche typisch für die Abnehmer
der Kategorie Büro sind (G1 für BUR) und sich ebenfalls aus zwei durch die Arbeitszeit
bedingte Abschnitte zusammensetzen. Die Übergänge zwischen den beiden Abschnitten er-
folgen über mehrere Stunden und verlaufen langsamer als bei der Klasse D2. Eine mögliche
Begründung sind unterschiedliche Arbeits- und Beschäftigungszeiten der Angestellten.
Klasse D4: Die Profile der Klasse D4 gehören häufig zu den Messungen in Mischgebieten,
welche sich bspw. aus Abnehmern der Kategorie Wohngebiet und Büro zusammensetzen.
Neben einer ausgeprägten Abendspitze sind hier auch tagsüber (z. B. von 9 Uhr bis 15 Uhr)
ausgeprägte Emissionspegel präsent (G1 für MIX).
Grundlage für die Erstellung des Klassifizierungssystems ist die Klassenzuordnung der 360
Qualitätsprofile (drei Gruppen: G1, G2, und G3 für drei Leiter: L1, L2 und L3 für 40
Messungen). Um eine möglichst gute Zuordnung zu den Qualitätsprofil-Klassen D0 bis
D4 zu erreichen, können verschiedene Verfahren wie bspw. die Clusteranalyse angewendet
werden [AL12]. Die dazu benötigte Distanzmatrix wird für alle Qualitätsprofile mithilfe
des DTW-Distanzmaßes gebildet. Das hierarchische Gruppierungsverfahren wird bei der
Gruppenanzahl von 5 unterbrochen, um der definierten Klassenanzahl zu entsprechen.
Anschließend werden die fünf Gruppen entsprechend den Qualitätsprofil-Klassen D0 bis D4
gekennzeichnet. Die zweidimensionale Darstellung der Distanzmatrix (siehe Bild A.6.1 auf
S. 166) zeigt, dass die Übergänge zwischen den Gruppen nicht gleichermaßen so eindeutig
erscheinen, wie sie es für D0 gegenüber den restlichen Klassen sind. Die Übersicht aller
Qualitätsprofile mit der resultierenden Klassenzuordnung ist in Bild 6.2 dargestellt und
wird als Grundlage für die Entwicklung des Klassifizierungssystems genutzt.
6.2 Konzeption des Klassifizierungssystems
Durch die Definition und Zuordnung der Qualitätsprofil-Klassen sind die Voraussetzun-
gen gegeben, um das eigentliche Klassifizierungssystem zu konzipieren. Hierfür lassen sich
Algorithmen des überwachten Lernens (engl. supervised learning) aus dem Fachbereich des
maschinellen Lernens verwenden. Durch die im Voraus bekannte Klassenzuordnung kann
ein binärer Entscheidungsbaum konzipiert werden, der das bestehende Mehrklassenpro-
blem der fünf Klassen in mehrere Zweiklassenentscheidungen unterteilt. Die Konstruktion
des Entscheidungsbaumes erfolgt nach dem Top-Down-Ansatz und ist in Bild 6.3 dar-
gestellt. Für die angestrebte automatische Klassifizierung kann in der Regel ein besseres
Ergebnis erreicht werden, wenn die einfach zu trennenden Zweiklassenentscheidungen zu
Beginn des Entscheidungsbaumes erfolgen [LO03]. Dementsprechend wird zuerst die Klasse
D0 von allen anderen Klassen {D1,D2,D3,D4} getrennt. Anschließend werden die Klassen
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{D1,D4} und {D2,D3} separiert und jeweils in einem weiteren Schritt in D1 oder D4 und
D2 oder D3 unterteilt. Die Zweiklassenentscheidungen innerhalb des Klassifizierungssys-
tems erfolgen auf Basis geeigneter Merkmale, die für jedes der Qualitätsprofile berechnet,
aber nicht für jede der vier Entscheidungen benötigt werden.
Bild 6.3: Binärer Entscheidungsbaum zur Klassifizierung der Qualitätsprofile
(a) Mittelwert (b) Standardabweichung
Bild 6.4: Merkmale der Qualitätsprofile aus Bild 6.2 zur Trennung der Klassen D0 und
{D1,D2,D3,D4} mit dem Klassifizierer SVM-1
SVM-1: Die erste Zweiklassenentscheidung zwischen D0 und {D1,D2,D3,D4} erfolgt auf
Basis des Mittelwertes x¯ und der Standardabweichung sx (siehe Bild 6.4), da beide Merk-
male für D0 deutlich kleiner ausfallen.
SVM-2: Für die Unterscheidung zwischen den Klassen {D1,D4} und {D2,D3} werden der
Mittelwert x¯21−0 für den Zeitraum von 21 Uhr bis 0 Uhr und die Spannweite R0−3 für den
Zeitraum von 0 Uhr bis 3 Uhr verwendet (siehe Bild A.6.2).
SVM-3: Die Zweiklassenentscheidung zwischen der Klasse D1 und der Klasse D4 erfolgt
auf Basis des Mittelwertes x¯9−15 für den Zeitraum von 9 Uhr bis 15 Uhr und des 60%-
Quantils der Qualitätsprofile (siehe Bild A.6.3a und A.6.3b).
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SVM-4: Um die Klassen D2 und D3 zu separieren, werden der Mittelwert x¯17−20 für den
Zeitraum von 17 Uhr bis 20 Uhr und das 60%-Quantil eingesetzt (siehe Bild A.6.3c und
A.6.3d).
Implementierung der Klassifizierer SVM-1 bis SVM-4
Nachdem die Klassen und Merkmale definiert und die Qualitätsprofile den Klassen zu-
geordnet sind, erfolgt die Implementierung der Klassifizierer. Für die Klassifizierung der
Qualitätsprofile wird die Stützvektormethode (SVM, engl. Support Vector Machines) mit
einer radialen Basisfunktion (RBF-Kernel, engl. radial basis function kernel) eingesetzt, da
sich diese besonders für Zweiklassenentscheidungen bewährt haben. Aufgrund der Robust-
heit einer SVM können typische Probleme, wie z. B. die Überanpassung an die Trainingsda-
ten, vermieden werden. Eine zu starke Anpassung an die Trainingsdaten führt in der Regel
zu schlechteren Klassifizierungsraten der Testdaten. Gleichzeitig ermöglicht die Generalisie-
rungsfähigkeit der SVMs eine gute Anwendbarkeit für reale Probleme [DHS01]. Der rechen-
technische Aufwand gegenüber herkömmlichen Varianten, wie dem Bayes-Klassifikator, ist
als gering einzustufen [BG06]. Die wesentlichen Schritte für die Implementierung des Klas-
sifizierungssystems (vgl. Bild 6.3) sind:
Schritt 1: Zufälliges Aufteilen des Datensatzes in Trainings- und Testdaten
Schritt 2: Bestimmung optimaler Kernel-Parameter für SVM-i, i = 1, . . . , 4
Schritt 3: Training der Klassifizierer SVM-i, i = 1, . . . ,4 mithilfe der Trainingsdaten
Die Aufteilung der Daten in Trainings- und Testdaten in Schritt 1 hat einen wesentlichen
Einfluss auf die Ausprägungen der Klassifizierer. Für die Aufteilung werden verschiedene
Varianten vorgeschlagen. Häufig führen Verhältnisse von 50:50 bis 70:30 zu guten Ergebnis-
sen und für kleine Datensätze sind Verhältnisse von 90:10 geeignet [AL12]. Grundlegend
sollte das Verhältnis so gewählt werden, dass genügend Trainingsdaten vorhanden sind,
um eine gute Generalisierungsfähigkeit der Klassifizierer zu erreichen. Empirische Unter-
suchungen des verwendeten Datensatzes haben ergeben, dass eine Aufteilung in 50 % Trai-
ningsdaten und 50 % Testdaten zu guten Klassifizierungsergebnissen führt. In Tabelle 6.1
ist das Ergebnis einer zufälligen Aufteilung in Trainingsdaten und Testdaten für die Ver-
treter der jeweiligen Klassen gelistet.
Tab. 6.1: Anzahl der Qualitätsprofile nach der zufälligen Aufteilung in 50 % Trainings- und
50 % Testdaten
Klasse D0 D1 D2 D3 D4 Summe
Trainingsdaten 27 85 15 15 38 180
Testdaten 23 79 15 15 48 180
Die Grundidee der SVM ist es, eine Trennfläche (die sogenannte Hyperebene) innerhalb
des Merkmalraums einzupassen, welche die Objekte entsprechend der vorgegebenen Klas-
sen einteilt. Dabei wird versucht, den Randbereich um die Hyperebene möglichst groß zu
105
6 Klassifizierung von Qualitätsprofilen
wählen, um die Testdaten bzw. nicht klassifizierte Daten möglichst zuverlässig einzutei-
len. Für die Konstruktion der Hyperebene sind lediglich die sogenannten Stützvektoren,
die den Trainingsdaten entstammen, entscheidend. Die mathematischen Grundlagen der
Stützvektormethode sind in Abschnitt A.2.6 beschrieben. Aufgrund der guten Generali-
sierungsfähigkeit und der Möglichkeit, auch nicht linear trennbare Daten zu separieren,
wird ein SVM mit RBF-Kernel eingesetzt. Am Beispiel von SVM-1 sollen die hierfür be-
nötigte Bestimmung optimaler Parameter (Schritt 2) sowie das Training des Klassifizierers
(Schritt 3) veranschaulicht werden.
Bestimmung optimaler Kernel-Parameter und Training der Klassifizierer
Grundsätzlich ist für den Einsatz sogenannter SVM mit RBF-Kernel die Auswahl zweier
optimaler Kernel-Parameter, das Fehlergewicht C und der Parameter γ, notwendig. Über
das Fehlergewicht wird die Häufigkeit der zugelassenen Trainingsfehler für die Konstruk-
tion der Hyperebene gesteuert. Ein hoher Wert für C bedingt wenige Fehlklassifikationen
und eine hohe Klassifikationssrate im Training, kann aber zu Überanpassung führen. Der
Kernel-Parameter γ hat ebenfalls einen deutlichen Einfluss auf den Verlauf der Hyperebene.
Ein großer Wert für γ führt zu einer glatten Hyperebene mit wenigen Stützvektoren. Für
niedrigere Werte wird die Hyperebene innerhalb des Merkmalraums sehr stark nicht-linear,
passt sich deutlich dem Trainingsbeispiel an und benötigt wesentlich mehr Stützvektoren
(siehe Bild 6.5).
Die manuelle Festlegung der beiden Parameter C und γ im Voraus führt in der Regel
nicht zu zufriedenstellenden Ergebnissen. Eine hohe Klassifikationsrate für das Training
ist aufgrund der Überanpassung an die Trainingsdaten nicht als Kriterium geeignet. Mit
Hilfe der Rastersuche (engl. grid search) innerhalb ausreichend großer Wertebereiche für
C = {10−1, . . . ,102} und γ = {10−2, . . . ,101} ist es jedoch möglich, eine optimale Para-
meterkombination zu finden [CL11]. Für jede Kombination wird eine Kreuzvalidierung
durchgeführt, welche die Trainingsdaten in k gleichgroße Teilmengen unterteilt. Insgesamt
wird k-mal trainiert und für jedes l-te Training in l = 1,2, . . . , k wird der Klassifizierer
mit allen Teilmengen außer der l-ten Teilmenge trainiert und gegen die l-te Teilmenge
getestet [BG06]. Anschließend wird für die l Klassifizierungen die Fehlerrate bestimmt,
um die getestete Parameterkombination zu bewerten.
Das Ergebnis der Rastersuche nach optimalen Parametern für den Klassifizierer SVM-1 ist
in Bild A.6.4 (S. 167) dargestellt. Der Suchbereich ist durch die beiden Parameter C und
γ abgegrenzt und die Fehlerrate (angegeben in Prozent) ist entsprechend der dargestellten
Farbskala eingefärbt. Die Rastersuche für SVM-1 findet mit den Parametern C = 1 und
γ = 10 eine optimale Kombination mit der niedrigsten Fehlerrate.
Sind optimale Parameter C und γ für die Verwendung des RBF-Kernels gefunden, kann
das eigentliche Training der SVM durchgeführt werden. Die Hyperebene für SVM-1 ist
in Bild 6.6 zu sehen und entspricht nahezu einer Geraden. Die falsche Zuordnung eines
Qualitätsprofils führt zu einer Klassifizierungsrate von 96,3 % für die Klasse D0.
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Bild 6.5: Darstellung der Hyperebene für das Training von SVM-1; Klassen: D0 (Kreise)
und {D1,D2,D3,D4} (Dreiecke); Kennzeichnung der Stützvektoren (ausgefüllte
Symbole); SVM mit RBF-Kernel für γ = 0,1 und C = 10; Klassifikationsrate:
100 %
Bild 6.6: Darstellung der Hyperebene für das Training von SVM-1; Klassen: D0 (Kreise)
und {D1,D2,D3,D4} (Dreiecke); Kennzeichnung der Stützvektoren (ausgefüllte
Symbole); SVM mit RBF-Kernel für optimale Parameter γ = 10 und C = 1;
Klassifikationsrate: 96,3 %
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6.3 Evaluation des Klassifizierungssystems
Nachdem die Bestimmung optimaler Kernel-Parameter und das Training für alle SVM-i,
i = 1, . . . ,4 durchgeführt wurden, erfolgt die Evaluation des gesamten Klassifizierungs-
systems. Die vorhergehende Klassenzuordnung der Qualitätsprofile dient als Referenz für
die Bewertung. Wird ein Qualitätsprofil einer falschen Klasse zugeordnet, wird dies als
Fehlklassifikation bezeichnet. Die Ergebnisse des Trainings sind in Tabelle 6.2 gelistet und
zeigen eine mittlere Fehlerrate von 4,6 % für die Bestimmung der einzelnen Klassen. Dies
entspricht durchschnittlich zwei falsch klassifizierten Qualitätsprofilen.
Tab. 6.2: Ergebnisse für das Training des Klassifizierungssystems
Klasse D0 D1 D2 D3 D4 Mittelwert
Anzahl der Fehlklassifikationen 1 4 0 1 3 1,8
Klassifikationsrate in % 96,3 95,3 100 93,3 92,1 95,4
Fehlerrate in % 3,7 4,7 0 6,7 7,9 4,6
Die eigentliche Evaluierung des Klassifizierungssystems erfolgt mit der Klassifikation der
Testdaten, womit die praktische Anwendung für unbekannte Qualitätsprofile simuliert
wird. Die Klassifikationsraten für die Testdaten sind in Tabelle 6.3 zusammengefasst und
besitzen mit 4,5 % eine ähnliche Fehlerrate wie die der Trainingsdaten.
Tab. 6.3: Ergebnisse für die Anwendung des Klassifizierungssystems auf die Testdaten
Klasse D0 D1 D2 D3 D4 Mittelwert
Anzahl der Fehlklassifikationen 0 4 1 1 2 1,6
Klassifikationsrate in % 100 94,9 93,3 93,3 95,8 95,5
Fehlerrate in % 0 5,1 6,7 6,7 4,2 4,5
Um das Klassifizierungssystem unabhängig von einer einzigen zufälligen Trennung in Trai-
nings- und Testdaten zu bewerten, wird dessen Robustheit untersucht. Hierfür wird die
Aufteilung hundertfach wiederholt, um anschließend das Training und die Anwendung auf
die Testdaten für jeden Durchgang durchzuführen. Die Ergebnisse in Bild A.6.5 zeigen den
Median der Klassifikationsrate des gesamten Systems für Trainingsdaten mit 95,8 % und
für die Testdaten mit 93,4 %.
6.4 Gütemaß der Klassenzugehörigkeit
Die Anzahl der fünf Qualitätsprofil-Klassen stellt ein Problem dar, sobald ein vollkommen
anderes Qualitätsprofil klassifiziert werden soll, welches in seiner Verlaufsform deutlich
abweicht. Das unbekannte Qualitätsprofil wird einer der definierten Klassen zugeordnet
unabhängig davon, ob eine zusätzliche Klassendefinition nötig wäre. Aus diesem Grund
wird ein Gütemaß definiert, das die Identifikation von Qualitätsprofilen ermöglicht, deren
Verlaufsform nicht zur zugeordneten Klasse passt.
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Grundlage für dieses Gütemaß der Klassenzugehörigkeit GK ist die Distanzmatrix für die
Qualitätsprofile der Trainingsdaten einer Klasse (z. B. D1). Die Distanzmatrix setzt sich
aus den Distanzen d(xi, xj) zwischen den verschiedenen Qualitätsprofilen zusammen. Für
jedes Qualitätsprofil xi wird die mittlere Distanz zu allen anderen Qualitätsprofilen be-
rechnet
d¯i = d¯(xi) =
1
N
N∑
j=1
d(xi, xj) für i, j = 1,2, . . . , N und i 6= j (6.2)
und es ergeben sich für eine Klasse mit insgesamt N Qualitätsprofilen entsprechend viele
mittlere Distanzen d¯i = d¯1, d¯2, . . . , d¯N . Für die mittleren Distanzen wird das 25%-Quantil
d¯[25] und das 75%-Quantil d¯[75] berechnet.
Um zu bestimmen, wie gut ein neu klassifiziertes Qualitätsprofil y der zugeordneten Klasse
entspricht, wird die mittlere Distanz des Qualitätsprofil zu den Qualitätsprofilen der Trai-
ningsdaten d¯(y) berechnet. Bestehen gegenüber den Trainingsdaten deutliche Unterschiede
in der Verlaufsform, ergibt sich ein großer mittlerer Abstand d¯(y). Die Ausreißerdefinition
für die Darstellung von Stichproben in Box-Whisker-Plots nach [Tuk77]
d¯(y) > d¯[75] + 1,5 · IQR mit IQR = d¯[75] − d¯[25] (6.3)
wird als Vorlage verwendet. Die Definition besagt, dass jene Werte als Ausreißer gekenn-
zeichnet werden, die weiter als das 1,5-fache des Interquartilsabstandes (IQR, engl. inter-
quartile range) vom 75%-Quantil der Stichprobe entfernt liegen. In Anlehnung an Glei-
chung (6.3) wird das Gütemaß der Klassenzugehörigkeit GK definiert:
GK(y) =
d¯(y)− d¯[75]
IQR
mit IQR = d¯[75] − d¯[25] . (6.4)
Grundlegend sind Werte für GK > 1 ein Hinweis auf klassifizierte Verläufe, die deutlich
von den Verläufen der Trainingsdaten der zugeordneten Klasse abweichen.
Für die klassifizierten Testdaten der Klassen D1 und D2 sind die Gütemaße der Klassen-
zugehörigkeit in Abbildung 6.7 zu sehen. Für die Zuordnungen der Klasse D1 existiert ein
Qualitätsprofil, welches sich mit GK = 4,0 signifikant von den Trainingsdaten unterschei-
det. Wie in Bild 6.8 zu sehen ist, sind die Unterschiede für die beiden Klassenzuordnungen
mit GK = 1,5 gegenüber den Verläufen der jeweiligen Trainingsdaten deutlich geringer.
Qualitätsprofile mit einem GütemaßGK > 1 bedürfen einer Bewertung durch den Anwender
des Klassifizierungssystems. Besonders auffällige Qualitätsprofile benötigen möglicherweise
weitere messtechnische Untersuchungen oder erfordern die Definition zusätzlicher Qualitäts-
profil-Klassen und die erneute Implementierung des Klassifizierungssystems.
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(a) Klassifikation D1 (b) Klassifikation D2
Bild 6.7: Gütemaße der Klassenzugehörigkeit GK für die Klassen D1 (a) und D2 (b) der
klassifizierten Qualitätsprofile der Testdaten
(a) Klassifikation D1 (b) Klassifikation D2
Bild 6.8: Darstellung der klassifizierten Qualitätsprofile der Testdaten mit GK = 1,5 (blau)
und GK = 4,0 (rot) für die Klassen D1 (a) und D2 (b); Qualitätsprofile der
Trainingsdaten (halbdurchlässig schwarz )
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7 Zusammenfassung und Ausblick
Die EEQ im öffentlichen Niederspannungsnetz wird durch eine Vielzahl verschiedener Fak-
toren beeinflusst, die sich u. a. der elektrischen Umgebung und der klimatischen Umgebung
zuordnen lassen. In dieser Arbeit wurden geeignete Kenngrößen zur Beschreibung der EEQ,
der elektrischen sowie der klimatischen Umgebung bestimmt. Zur Identifikation und Quan-
tifizierung von Zusammenhängen zwischen der EEQ und den genannten Umgebungsein-
flüssen wurden Verfahren in Hinblick auf die Analyse unter qualitativen und quantitativen
Aspekten entwickelt und untersucht. Die Verfahren wurden systematisch auf die gesamte
Messdatenbasis angewendet, um die identifizierten Zusammenhänge zu quantifizieren. Die
Niederspannungsnetze lassen sich u. a. anhand der Stromqualitätsprofile klassifizieren. Die
wesentlichen Ergebnisse der Arbeit werden im Folgenden zusammengefasst.
Identifikation beschreibender Kenngrößen
Die verlaufsorientierten EEQ-Kenngrößen und die Wetterkenngrößen der klimatischen Um-
gebung (z.B. die Globalstrahlung) besitzen eine hohe zeitliche und örtliche Abhängigkeit,
welche eine zeitkontinuierliche Erfassung notwendig machen. Um eine gute Handhabung
der Messdaten zu gewährleisten, wird für die Auswertung der verschiedenen Kenngrö-
ßen ein Aggregierungsintervall von zehn Minuten eingesetzt. Durch Verwendung von 10-
Minuten-Intervallen gegenüber kürzeren Intervallen (z. B. einer Minute) entsteht für die
untersuchten Messdaten kein signifikanter Informationsverlust.
Eine indirekte Beeinflussung der EEQ durch die klimatische Umgebung ist bereits für die
Beobachtungsdauer von einem Tag sichtbar. Besonders zwischen Tagen mit unterschiedli-
chen Wetterbedingungen (z. B. trocken-warm gegenüber regnerisch-kalt) lassen sich Unter-
schiede im Verlauf der Stromqualitätskenngrößen deutlich herausstellen. Die Temperatur
und die Globalbestrahlungsstärke zählen zu den Wetterkenngrößen mit dem größten Beein-
flussungspotential. Der Einfluss von Niederschlagsdauer und -menge ist nicht signifikant.
Die für Deutschland typischen Abnehmerstrukturen lassen sich in Wohngebiete mit Ein-
und Mehrfamilienhäusern (EFH/MFH), Büros (BUR) sowie Geschäfte, Handel und Dienst-
leistungen (GHD) unterteilen. Die Mischgebiete (MIX) weisen eine typische Durchmi-
schung der genannten Kategorien auf. Hinsichtlich der Erzeugerstruktur werden die im
Rahmen dieser Arbeit untersuchten Niederspannungsnetze, ausschließlich von PV-Anlagen
dominiert. Die Netzstruktur kann weiterhin in vier Gruppen mit hoher bis sehr niedriger
Kurzschlussleistung klassifiziert werden, für die sich u. a. die Gesamtleitungslänge, der
Freileitungsanteil und die Anzahl der Leitungsabschnitte deutlich unterscheiden.
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Analyseverfahren
Das Abnehmer- und Erzeugerverhalten variiert im Verlauf eines Tages und bedingt eine
Änderung der Stromqualität. Besonders das Verbrauchsverhalten der Abnehmer kann sich
an verschiedenen Wochentagen (z. B. Werktage und Wochenende) deutlich unterscheiden.
Trotz der hohen Variationen kann man ähnliche Tagesverläufe für die Emission der Strom-
harmonischen identifizieren. Aufgrund der Regelmäßigkeiten im Abnehmerverhalten ist die
automatisierte Erstellung von messortbasierten Qualitätsprofilen möglich und kann für die
Verarbeitung großer Datenmengen eingesetzt werden. Grundsätzlich ist eine leiterselektive
Analyse der Stromqualitätskenngrößen zu empfehlen.
Innerhalb eines Jahres sind zusätzlich saisonale Effekte im Verlauf der wochenweise berech-
neten 95%-Quantile verschiedener Stromqualitätskenngrößen durch den neu definierten
Variationsindex identifizierbar. Mithilfe weiterer Kenngrößen lassen sich die Variationen
quantifizieren und die Jahreszeiten bestimmen, in denen die höheren Emissionsniveaus
auftreten (z. B. Sommer und Winter). Über einen Zeitraum mehrerer Jahre können in den
Zeitreihen verlaufsorientierter EEQ-Kenngrößen Trendentwicklungen auftreten, die unter
Anwendung des STL-Verfahrens erfolgreich extrahiert werden können. Hierfür sind Zeitrei-
hen mit einer Mindestdauer von zwei Jahren notwendig. Die Trendentwicklungen über die
gesamte Dauer lassen sich mithilfe einfach anzuwendender Kenngrößen und Indizes in Rich-
tung und Ausprägung quantifizieren. Durch eine Segmentierung (z. B. halbjährlich) können
die Trendentwicklungen hinsichtlich ihrer Kontinuität bewertet werden und ermöglichen
die Bestimmung von nicht-linearen Verläufen.
Anwendung
Die entwickelten Analyseverfahren werden auf die gesamte Datenbasis angewendet. Die
Ergebnisse zeigen, dass der Oberschwingungsstrom in öffentlichen Niederspannungsnetzen
maßgeblich durch die 3. Stromharmonische und die 5. Stromharmonische geprägt wird.
Dieser Zusammenhang ist auch für die Korrelation zwischen den Stromqualitätskenngrö-
ßen zu beobachten. Die Höhe der Emission nimmt tendenziell mit steigender Ordnung
der Stromharmonischen ab. Die messortbasierten Qualitätsprofile für die Messungen in-
nerhalb der jeweiligen Abnehmerkategorien zeigen, dass sich deutliche Gemeinsamkeiten
in Bezug auf die Verlaufsform ergeben. Diese lassen sich qualitativ in drei Klassen von
Stromqualitätsprofilen einteilen, die den Abnehmerkategorien EFH/MFH, BUR und GHD
entsprechen. Eine Zusammensetzung der genannten Kategorien resultiert in der vierten
Qualitätsprofil-Klasse, welche typisch für die Mischgebiete ist.
Im Hinblick auf die elektrische Umgebung ist festzustellen, dass die Beeinflussung der EEQ
durch die Abnehmerstruktur am stärksten ausgeprägt ist. Neben der Abnehmerkategorie
ist die Anzahl der Abnehmer entscheidend, was sich in der Höhe der Emission von Strom-
harmonischen widerspiegelt. Durch die Mehrzahl an Messungen für die Kategorien EFH
und MFH sind Skalierungseffekte zwischen der Abnehmeranzahl und der Emissionshöhe
quantifizierbar. Der Einfluss durch die Erzeugerstruktur beschränkt sich auf die Untersu-
chung der PV-Anlagen. Diese emittieren vornehmlich Stromharmonische der Ordnung 3,
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5 und 7, wobei je nach Anschlussart (ein- oder dreiphasig) die nullsystembildenden Har-
monischen entfallen. Im Vergleich zur Abnehmerstruktur ist der Einfluss von Anlagen mit
Nennleistungen kleiner 50 kW nicht eindeutig zuzuordnen. Eine Beeinflussung der Strom-
qualität durch die Netzstruktur ist für die durchgeführten Messungen nicht nachweisbar.
Zusätzlich sind ab einer Beobachtungsdauer von einem Jahr saisonale Variationen be-
obachtbar. Saisonale Variationen sind für etwa ein Drittel der untersuchten Messungen
vorhanden und haben höhere Emissionsniveaus entweder in den Winter- oder Sommer-
monaten. Für die messtechnische Erfassung der Stromqualität sind diese Erkenntnisse von
praktischer Relevanz. Es kann jedoch nicht vorausgesetzt werden, dass alle Stromqualitäts-
kenngrößen innerhalb einer Abnehmerkategorie die gleichen Saisonvariationen aufweisen.
Selbst innerhalb einer einzigen Messung können leiterselektive Unterschiede existieren. Die
Auswertung der Trendentwicklungen für die Messungen mit einer Dauer von mehr als zwei
Jahren ergibt ein vergleichbares Bild. Ähnlich wie bei den saisonalen Variationen bestehen
Unterschiede zwischen den Stromqualitätskenngrößen, für und innerhalb der Abnehmerka-
tegorien, sowie zwischen den einzelnen Leitern. Eine allgemeine Aussage zu den Tendenzen
der Trendentwicklungen lässt sich nicht ableiten.
Klassifizierung von Qualitätsprofilen
Basierend auf den Erkenntnissen aus der Anwendung der Analyseverfahren, lassen sich die
gemessenen Niederspannungsnetze anhand der Stromqualitätsprofile klassifizieren. Es wur-
de ein Klassifizierungssystem zur Bestimmung eines wahrscheinlichen Stromqualitätsprofils
konzipiert. Die Qualitätsprofil-Klassen entsprechen den vier verschiedenen Abnehmerka-
tegorien (u. a. GHD und MIX) sowie einer fünften Klasse für Verläufe ohne ausgeprägten
Tagesverlauf. Für die Implementierung des Klassifizierungssystems ist eine ausreichend
große Messdatenbasis mit entsprechender Klassenzuordnung notwendig. Im Ergebnis wird
eine mittlere Klassifikationsrate von mehr als 90% erreicht. Zur Identifikation unbekannter
oder falsch zugeordneter Profile wird ein Gütemaß der Klassenzugehörigkeit eingeführt.
Weiterführende Arbeiten
Diese Arbeit schafft eine gute Basis für weitere Untersuchungen zu den Ausprägungen der
EEQ in öffentlichen Niederspannungsnetzen. Die grundlegenden Prinzipien hinsichtlich
der Netzrückwirkungen, besonders der Beeinflussung der Spannungs- durch die Strom-
qualität, sind hierbei von großer Bedeutung. Eine Weiterentwicklung abnehmerbasierter
Qualitätsprofile ist in Hinblick auf die Skalierungseffekte durch weitere Messungen, u. a.
für die Kategorien GHD und BUR, möglich. Ein internationaler Vergleich (z. B. saisonaler
Variationen) ist durch zusätzliche Messprogramme in anderen Ländern bzw. Regionen als
Deutschland denkbar. Das wachsende Bedürfnis nach der Analyse großer Datenmengen hat
häufig das Ziel, statt typischer Ausprägungen, Auffälligkeiten und zeitliche Veränderungen
der EEQ-Kenngrößen zu identifizieren. Aufgrund der zunehmend großen Datenbestände
sind manuelle Techniken ungeeignet, sodass automatisierbare Methoden des maschinellen
Lernens, wie der Bayes-Klassifikator oder Künstliche Neuronale Netze, notwendig werden.
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A Anhang
A.1 Definitionen und Begriffsbestimmungen
Um die verwendeten Begriffe eindeutig zu benennen und/oder deren Abgrenzung mithilfe
einer Definition zu ermöglichen, werden diese in Tab. A.1.1 ausschließlich in deutscher Form
angegeben. Einige der Definitionen sind dem International Electrotechnical Vocabulary
(IEV) [IEC14] entnommen, welches im Rahmen der IEC 60050 veröffentlicht wurde.
Tab. A.1.1: Definitionen und Begriffsbestimmungen
Abnehmerkategorie Gruppe von Abnehmern derselben Art, z. B. Mehrfamilien-
häuser in einem Wohngebiet
Abnehmerstruktur Zusammensetzung von Abnehmern verschiedener oder dersel-
ben Abnehmerkategorie, z. B. ein Gesamtverbund bestehend
aus Büros und einem Wohngebiet mit Mehrfamilienhäusern
Emissionsprofil spezielle Form des Qualitätsprofils basierend auf der 95%-
Quantil-Zeitreihe der Tageszeitreihen einer verlaufsorientier-
ten Qualitätskenngröße zur Bewertung des Emissionsverhal-
tens von z. B. Stromharmonischen
elektrische
Umgebung
wird durch die Art und Anzahl angeschlossener elektrischer
Verbraucher bzw. Erzeuger (Abnehmer- bzw. Erzeugerstruk-
tur) sowie Struktur und technische Parameter des Verteilungs-
netzes (Netzstruktur) bestimmt
Elektrizitätszähler;
Zähler
(IEV 313-01-35)
Messgerät, das zum Messen der elektrischen Energie durch In-
tegration der Leistung über der Zeit vorgesehen ist
Elektroenergie-
qualität
ist die Kombination aus Strom- und Spannungsqualität und
beschreibt die Abweichung von Spannung und/oder Strom
gegenüber einer idealen sinusförmigen Verlaufsform mit kon-
stanter Frequenz und Amplitude
Erzeugerstruktur Zusammensetzung der installierten dezentralen Erzeugungsan-
lagen, die sich im Wesentlichen im Anlagentyp (z. B. Photovol-
taik), Anzahl der Anlagen und der Anschlussart unterscheidet
und vom betrachteten Niederspannungsnetz abhängig ist
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klimatische
Umgebung
wird beschrieben durch klimatische Kenngrößen wie Tempera-
tur oder Niederschlag und beschreibt das Wettergeschehen für
eine bestimmte Zeitperiode (z. B. über mehrere Jahre)
Anmerkung: Im Gegensatz zum Klima beschreibt das Wetter
den Verlauf der klimatischen Kenngrößen für die Dauer weniger
Tage.
Leitungsabschnitt
(IEV 601-02-30)
Teil einer Energieübertragungsleitung, der durch zwei Punk-
te, entweder Leitungsabschlüsse oder Leitungsabzweigungen,
begrenzt wird
Netzstruktur Topologie und technische Parameter des Verteilungsnetzes, die
u. a. die Kurzschlussleistung beeinflussen und im Hinblick auf
die Elektroenergiequalität einen wesentlichen Einfluss auf mög-
liche Netzrückwirkungen haben
nicht-elektrische
Umgebung
umfasst verschiedene Aspekte wie die soziale Struktur, ökono-
mische Anreize oder die klimatische Umgebung und hat einen
indirekten Einfluss auf die Elektroenergiequalität
Qualitätsprofil besteht aus den 5%-, 50%- und 95%-Quantil-Zeitreihen der
Tageszeitreihen einer verlaufsorientierten Qualitätskenngröße
(z. B. 3. Stromharmonische). Die Verlaufsformen der Zeitreihen
sollten sich hierfür nicht signifikant unterscheiden.
Anmerkung: In Anlehnung an die Standardlastprofile können
Klassen von Qualitätsprofilen definiert werden, die einzelnen
Abnehmerkategorien entsprechen
Saisonkomponente jahreszeitlich bedingte Schwankung innerhalb einer ein- oder
mehrjährigen Zeitreihe
Trendentwicklung Entwicklung einer Trendkomponente, die sich durch Richtung,
Ausprägung und linearer bzw. nicht-linearer Verlaufsform be-
schreiben lässt
Anmerkung: die globale Trendentwicklung quantifiziert die ge-
samte Zeitreihe und die lokale Trendentwicklung äquidistante
Segmente (z. B. halbjährlich).
Trendkomponente langfristige, systematische Veränderung innerhalb einer mehr-
jährigen Zeitreihe mit nicht notwendig regelmäßigen Schwan-
kungen
Verknüpfungspunkt
(IEV 161-07-15)
Punkt in einem Elektrizitätsversorgungsnetz, der elektrisch ei-
nem Verbraucher am nächsten liegt und an den andere Ver-
braucher angeschlossen sind oder sein können
Wochenmuster Wochenverlauf mit unterschiedlich ausgeprägten Tagesverläu-
fen, die sich deutlich voneinander unterscheiden können z. B.
Wochenmuster W 5-2 eines Büros für fünf Werktage (Montag
bis Freitag) gegenüber dem Wochenende
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A.2.1 Normierung metrischer Kenngrößen
Ein Datensatz bestehend aus N Objekten und p Merkmalen sei als X definiert:
X =

x11 x12 . . . x1p
x21 x22 . . . x2p
...
... . . .
...
xN1 xN2 . . . xNp
 . (A.1)
Um die Merkmale (Spalten) des Datensatzes untereinander bezüglich Lage und Streuung
vergleichen zu können, werden die Daten spaltenweise zentriert und auf die jeweilige Stan-
dardabweichung normiert [Han10]. Zuerst erfolgt die Bildung der Spaltenmittelwerte zur
Zentrierung der Datenmatrix:
x¯j =
1
N
N∑
i=1
xij für j = 1, . . . , p . (A.2)
Um die Streuung für die zentrierte Datenmatrix zu vereinheitlichen, werden die Standard-
abweichungen
sj =
√√√√ 1
N − 1
N∑
i=1
(xij − x¯j)2 für j = 1, . . . , p (A.3)
gebildet. Durch die Subtraktion der Spaltenmittelwerte und die Normierung auf die Spal-
tenstandardabweichungen ergibt sich die normierte Datenmatrix:
X∗ =

x11−x¯1
s1
x12−x¯2
s2
. . . x1p−x¯p
sp
x21−x¯1
s1
x22−x¯2
s2
. . . x2p−x¯p
sp
...
... . . .
...
xN1−x¯1
s1
xN2−x¯2
s2
. . .
xNp−x¯p
sp
 . (A.4)
A.2.2 Hauptkomponentenanalyse
Das Grundprinzip der Hauptkomponentenanalyse soll hier an einem Beispiel veranschau-
licht werden. Gegeben sei eine Datenmatrix X bestehend aus drei Objekten (N = 3) mit
jeweils zwei Merkmalsvektoren (p = 2) x und y:
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X =
1 24 2
4 5
 mit x =
14
4
 und y =
22
5
 . (A.5)
Die empirische Kovarianz zweier Merkmale wird wie folgt berechnet [SH06]:
s2xy =
1
N − 1
N∑
i=1
(xi − x¯)(yi − y¯) . (A.6)
Die Spaltenvektoren werden zentriert und ergeben:
(x− x¯) = (−2 1 1)T und (y − y¯) = (−1 −1 2)T . (A.7)
Aus den zentrierten Merkmalen lässt sich die symmetrische Kovarianzmatrix C für die
Datenmatrix X berechnen:
C =
[
s2xx s
2
xy
s2yx s
2
yy
]
=
[
3 3
2
3
2
3
]
. (A.8)
Für die Kovarianzmatrix werden die Eigenwerte λ und die Eigenvektoren ν bestimmt, die
folgende Gleichung erfüllen:
(C − λ ·E)ν = 0 . (A.9)
Zur Berechnung der Eigenwerte ergibt sich folgendes charakteristisches Polynom:
det(C − λ ·E) =
∣∣∣∣3− λ 323
2
3− λ
∣∣∣∣ = (3− λ)2 − 94 = 0. (A.10)
Die Eigenwerte (λ1 = 4,5 und λ2 = 1,5) werden der Größe nach sortiert. Der größte
Eigenwert λ1 gehört zur ersten Hauptkomponente HK1 und der zweite Eigenwert zur zwei-
ten Hauptkomponente HK2. Die Bestimmung der Eigenvektoren erfolgt in den folgenden
Gleichungen:
det(C − λ1 ·E)ν1 =
[−1,5 1,5
1,5 −1,5
]
ν1 = 0 (A.11)
det(C − λ2 ·E)ν2 =
[
1,5 1,5
1,5 1,5
]
ν2 = 0. (A.12)
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Die Eigenvektoren ergeben sich zu:
ν1 =
(
1√
2
1√
2
)T
und ν2 =
(
1√
2
− 1√
2
)T
. (A.13)
Mithilfe der Eigenvektoren ergibt sich die Transformationsvorschrift in die Hauptkompo-
nenten:
HK1 = 0,707 · x+ 0,707 · y (A.14)
HK2 = 0,707 · x− 0,707 · y . (A.15)
Der Eigenwert einer Hauptkomponente entspricht der Varianz, die durch die Hauptkompo-
nente erklärt wird. Für die erste Hauptkomponente ist dies deren Eigenwertanteil bezogen
auf die Summe aller Eigenwerte. Der erklärte Varianzanteil νHKm der m-ten Hauptkompo-
nente wird wie folgt angegeben:
νHKm =
λm∑p
i=1 λi
mit m = {1, . . . , p} . (A.16)
Die erste Hauptkomponente beinhaltet demzufolge 75 % der Gesamtvarianz des Datensat-
zes, während die zweite Hauptkomponente die restlichen 25 % erklärt. Die Abbildung des
zweidimensionalen Datensatzes auf die erste Hauptkomponente ist in Bild A.2.1 zu sehen.
Bild A.2.1: Abbildung des zweidimensionalen Datensatzes (blaue Punkte) auf die erste
Hauptkomponente (grüne Punkte)
Eine mögliche Güte GHKA für die Reduzierung auf die m ersten Hauptkomponenten ergibt
sich aus der Summe der jeweiligen erklärten Varianzanteile νHKm:
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GHKA =
m∑
i=1
νHKi . (A.17)
Um den Einfluss stark unterschiedlicher Wertebereiche (z. B. mehrere Zehnerpotenzen)
einzelner Merkmale zu minimieren, kann der Datensatz zu Beginn normiert werden. Das
gleiche Ergebnis kann durch die Anwendung der empirischen Korrelationsmatrix anstelle
der Kovarianzmatrix erzielt werden. Hierbei wird die Kovarianz s2xy aus Gleichung (A.6)
durch die empirische Korrelation ersetzt, die sich wie folgt berechnet [Han10]:
rxy =
s2xy√
s2xx · s2yy
=
∑N
i=1(xi − x¯)(yi − y¯)√∑N
i=1(xi − x¯)2
∑N
i=1(yi − y¯)2
. (A.18)
Die empirische Korrelation kann im Gegensatz zur Kovarianz nur Werte im Bereich [−1,1]
annehmen.
A.2.3 Multidimensionale Skalierung
Zur grafischen Darstellung eines Datensatzes lassen sich mithilfe der multidimensionalen
Skalierung (MDS) Objekte aus mehrdimensionalen Räumen in niedrigdimensionale Räume
abbilden. Im Gegensatz zur Hauptkomponentenanalyse basiert die MDS auf der Distanz-
matrix des darzustellenden Datensatzes. Wird die MDS jedoch mit metrischen Daten
durchgeführt und die Distanzmatrix mit dem euklidischen Distanzmaß gebildet, liefern
HKA und MDS die gleiche Konfiguration [Han10]. Aufgrund der freien Wahl des Distanz-
maßes können auch nicht metrisch skalierte Merkmale verwendet werden, wie z. B. das
Manhattan-Distanzmaß in [Hel12].
Das Grundprinzip der MDS soll anhand der Datenmatrix X aus Gleichung (A.5), wel-
che in Bild A.2.2b dargestellt ist, verdeutlicht werden. Zuerst wird für die N Objekte des
Datensatzes die Distanzmatrix D ∈ RN×N unter Anwendung des euklidischen Distanz-
maßes gebildet. Hierfür werden mithilfe der euklidischen Distanz die Abstände zwischen
sämtlichen Objekten ermittelt [KR90]:
dij =
√
(xi − xj)2 + (yi − yj)2 . (A.19)
Daraus resultiert die Distanzmatrix:
D =
d11 d21 d31d12 d22 d32
d13 d23 d33
 =
0,00 3,00 4,243,00 0,00 3,00
4,24 3,00 0,00
 . (A.20)
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Die Distanzmatrix D wird in zwei Zwischenschritten umgewandelt [Han10]. Im ersten
Schritt geschieht dies durch die Umrechnung in die Matrix A
A =
a11 a21 a31a12 a22 a32
a13 a23 a33
 =
 0,0 −4,5 −9,0−4,5 0,0 −4,5
−9,0 −4,5 0,0
 mit aij = −0,5 · d2ij (A.21)
sowie durch eine doppelte Zentrierung. Hierbei wird die Matrix A erst spaltenweise und
anschließend zeilenweise zentriert:
B =
b11 b21 b31b12 b22 b32
b13 b23 b33
 =
+5,0 −1,0 −4,0−1,0 +2,0 −1,0
−4,0 −1,0 +5,0
 mit bij = aij − a¯i − a¯j + a¯ . (A.22)
Nun werden analog zu dem Vorgehen in den Gleichungen (A.9) und (A.10) die Eigenwerte
und Eigenvektoren von der Matrix B bestimmt, um eine günstige Konfiguration abzu-
leiten. Es ist zu beachten, dass die Eigenwerte ebenfalls der Größe nach absteigend sortiert
sind. Für die Matrix B ergeben sich folgende Eigenwerte: λ1 = 9, λ2 = 3 und λ3 = 0.
Da die ersten beiden Eigenwerte positiv sind und der dritte Eigenwert 0 ist, existiert,
wie zu erwarten, eine exakte Darstellung im zweidimensionalen Raum. Für die Darstel-
lung im eindimensionalen Raum (siehe Bild A.2.2b) wird nur der erste Eigenwert und
der dazugehörige Eigenvektor ν1 benötigt. Die neuen Koordinaten für die eindimensionale
Konfiguration, die sogenannten Scores, ergeben sich folgendermaßen:
Score 1 =
√
λ1 · ν1 =
(
3√
2
0 − 3√
2
)T
(A.23)
für λ1 = 9 und ν1 =
(
1√
2
0 − 1√
2
)T
.
Zur Bestimmung der Güte für die Abbildung einerN -dimensionalen Distanzmatrix in einen
d-dimensionalen Raum kann das Kriterium GMDS nach [Han10] herangezogen werden:
GMDS =
∑d
i=1 λi∑N
i=1 |λi|
. (A.24)
Konfigurationen mit einem Gütekriterium größer 0,7 gelten als verzerrungsarme Darstel-
lungen und Darstellung mit dem Wert 1,0 sind verzerrungsfrei. Für die eindimensionale
Abbildung der Distanzmatrix D ergibt sich ein Wert von 0,75 und die Konfiguration kann
als angemessene Darstellung des Datensatzes gelten.
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(a) Zweidimensionale Darstellung der Ori-
ginaldaten
(b) Eindimensionale Konfiguration der
multidimensionalen Skalierung
Bild A.2.2: Zweidimensionale Darstellung der Originaldaten und eindimensionale Konfi-
guration der multidimensionalen Skalierung; Verwendung des euklidischen Di-
stanzmaßes
A.2.4 Komponentenschätzung der Mischverteilung
Bevor die Mischverteilungsparamter für die Verteilungsdichte einer Kenngröße berechnet
werden können, muss die Anzahl der Komponenten bestimmt werden. Dies ist auf Basis
einer diskreten empirischen Verteilungsdichte (siehe Histogramm in Bild 4.11a) möglich,
welche aufgrund der Diskretisierung sehr stark von der gewählten Klassenbreite abhängt.
In [Mey04] wurde ein Verfahren vorgestellt, welches zur Bestimmung der Komponenten-
anzahl eine stetige empirische Verteilungsdichte verwendet. Jedes lokale Maximum der
Verteilungsdichte entspricht einer Mischverteilungskomponente.
Die Schätzung der stetigen empirischen Verteilungsdichte für die Stichprobe (x1, . . . , xN)
einer Kenngröße x erfolgt mittels Kernschätzverfahren. Die Dichteschätzfunktion
f(x) =
1
N · h ·
N∑
n=1
K
(
x− xn
h
)
mit
∞∫
−∞
K(x) dx = 1 (A.25)
wird durch die verwendete Kernfunktion K und die eingestellte Bandbreite h beeinflusst.
Als KernfunktionK wird ein sogenannter Gauss-Kern verwendet, welcher einer normierten
Normalverteilungsdichte entspricht
K(x) =
1√
2pi
· exp(−1
2
x2). (A.26)
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Wie unterschiedlich die Dichteschätzfunktion für verschiedene Bandbreiten aussehen kann,
ist exemplarisch in Bild A.2.3 dargestellt. Wird die Bandbreite h < hopt zu niedrig gewählt
(siehe Bild A.2.3b), weist die Dichteschätzfunktion eine Vielzahl lokaler Maxima auf und
es werden mehr Komponenten bestimmt, als relevant sind. Wird die Bandbreite h > hopt
zu hoch gewählt, kann die Anzahl der Verteilungskomponenten zu gering ausfallen.
(a) Dreidimensionale Darstellung der Dichteschätzfunktion für die Variation der
Bandbreite hu ≤ h ≤ ho
(b) Dichteschätzfunktionen für zwei verschiedene
Bandbreiten (hu < hopt)
(c) Lokale Maxima der Dichteschätzfunktion für
die Variation der Bandbreite hu ≤ h ≤ ho
Bild A.2.3: Einfluss der Bandbreite h auf die Kernschätzung der stetigen empirischen Ver-
teilungsdichte für den Verlauf der 3. Stromharmonischen in Bild 4.10
Zur möglichst genauen Bestimmung der Anzahl der Komponenten wird die Bandbreite
innerhalb des Intervalls [hu, ho] variiert. Für die Qualitätskenngrößen ist die Wahl der
unteren und oberen Grenze mit
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hu = 0,1 · hE und ho = 1,5 · hE (A.27)
besonders geeignet [Mey04]. Die Bandbreite
hE = 1,06 ·N · s− 15 mit s =
√√√√ 1
N − 1
N∑
n=1
(xn − x¯)2 (A.28)
entspricht der optimalen Bandbreite für eine einfach normalverteilte Stichprobe [WJ95].
In [Mey04] wurde gezeigt, dass für die optimale Bandbreite hopt für Mischverteilungen in
der Regel hopt ≤ hE gilt. Des Weiteren kann die Bandbreite hE aus Gleichung (A.28) für
die Berechnung der Intervallgrenzen hu und ho verwendet werden.
Das Bild A.2.3a zeigt die Dichteschätzfunktionen für die verschiedenen Bandbreiten im In-
tervall [hu, ho]. Die Lage der lokalen Maxima der Dichteschätzfunktionen ist in Bild A.2.3c
aufgetragen. Es ist zu sehen, dass die Anzahl der lokalen Maxima mit zunehmender Band-
breite geringer wird und ausschließlich die zwei wesentlichen Komponenten hervortreten.
Die gesuchte KomponentenanzahlM entspricht der Anzahl der lokalen Maxima, welche für
die Variation der Bandbreite am häufigsten vorkommt. Die manuelle Festlegung der Kom-
ponentenanzahl M = 2 wird durch das vorgestellte Verfahren der Komponentenschätzung
bestätigt.
Berechnung der Mischverteilungsparameter
Nach der Bestimmung der Komponentenanzahl für die Zusammensetzung der Misch-
verteilung, kann die Berechnung der Parameter erfolgen. Die Berechnung der Mischver-
teilungsparameter wird mithilfe des sogenannten Expectation-Maximization-Algorithmus
(EM-Algorithmus) durchgeführt. Der EM-Algorithmus ist ein iteratives Verfahren, das zu
Beginn eine Schätzung der Startwerte voraussetzt. Mithilfe der Startwerte werden zur Be-
stimmung des bedingten Erwartungswertes im ersten Schritt die Messwerte den jeweils M
Komponenten zugeordnet. Im zweiten Schritt werden die Modellparameter für die Kompo-
nenten mithilfe der Maximum-Likelihood-Methode geschätzt [Mey04]. Die beiden Schritte
werden so oft iterativ durchgeführt, bis sich die berechneten Parameter der Mischvertei-
lung nicht mehr wesentlich ändern. Es ist zu beachten, dass der EM-Algorithmus in den
meisten Fällen gegen ein lokales Optimum konvergiert.
Die Berechnung der Mischverteilungsparameter bei bekannter KomponentenanzahlM wird
mit dem klassischem EM-Algorithmus durchgeführt. Hierfür werden die für das Statistik-
programm R bereitgestellten Funktionen aus [BCHY09] eingesetzt.
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A.2.5 Toleranzschätzung
Die Toleranzschätzung erfolgt unter der Annahme, dass ein bestimmter Mindestanteil γ der
Grundgesamtheit mit vorgegebener Wahrscheinlichkeit β innerhalb des Toleranzintervalls
liegt. Die Wahrscheinlichkeit β heißt Sicherheitsniveau und γ ist das Überdeckungsniveau
des Intervalls. Die obere und untere Grenze (To und Tu) dieses Intervalls, die Toleranzgren-
zen, sind Zufallszahlen und werden anhand der Stichprobe vom Umfang N entsprechend
bestimmt [HM11]. Für β = 0,95 und γ = 0,90 bedeutet dies, dass 90% der Messwerte
mit einer Wahrscheinlichkeit von 95% innerhalb der geschätzten Toleranzgrenzen liegen.
Die Toleranzschätzung zählt zu den verteilungsfreien Methoden und kann für Stichproben
angewendet werden ohne die Grundgesamtheit der Stichprobe näher zu spezifizieren (z. B.
eine Normalverteilung).
Die Toleranzgrenzen können folgendermaßen berechnet werden
Tu = x¯− k(N, β, γ) · s und To = x¯+ k(N, β, γ) · s , (A.29)
wobei x¯ und s arithmetisches Mittel und Standardabweichung der Stichprobe sind. Die
Toleranzfaktoren k sind abhängig vom Stichprobenumfang N , vom Sicherheitsniveau β
und vom Überdeckungsniveau γ und liegen in Tabellen vor. Werden keine Annahmen über
den Verteilungstyp in der Grundgesamtheit gemacht, so spricht man von verteilungsfrei-
en statistischen Toleranzgrenzen. Es wird lediglich die Stetigkeit der Verteilungsfunktion
vorausgesetzt. Bei der verteilungsfreien Toleranzschätzung wird der minimale Stichproben-
umfang N0 gesucht. Für diesen gilt mit der Wahrscheinlichkeit β, dass mindestens der An-
teil γ der Grundgesamtheit zwischen dem kleinsten (xmin) und dem größten (xmax) Wert
der Stichprobe liegt [You10].
xmin und xmax werden als verteilungsfreie oder nichtparametrische statistische Toleranz-
grenzen bezeichnet. Der Mindeststichprobenumfang n0 ergibt sich bei zweiseitigem vertei-
lungsfreien statistischem Toleranzintervall aus der Beziehung [KM09]:
N · γN0−1 − (N − 1) · γN ≤ 1− β . (A.30)
Für die einzelnen Werte von n existieren Tafeln, aus denen man den Mindeststichproben-
umfang ablesen kann. Die üblichen Werte basieren auf den Ergebnissen von [Wil41] und
werden rechentechnisch, wie in [You10] beschrieben, zu Berechnung der Toleranzgrenzen
eingesetzt.
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A.2.6 Stützvektormethode
Grundlage für die Implementierung einer SVM sind die Trainingsdaten, bestehend aus
N Objekten (die Qualitätsprofile), für die die jeweilige Klassenzugehörigkeit bekannt ist.
Jedes der Objekte wird durch den Merkmalsvektor xi = (x1, x2, . . . , xM)T , bestehend aus
den M Merkmalen und der Klassenzugehörigkeit yi zur binären Klasse Y = {−1,+1}
beschrieben. Insgesamt bestehen die Trainingsdaten aus N Datenpaaren (xi, di) mit i =
1,2, . . . , N . Es wird eine Entscheidungsfunktion f gesucht, mit der ein beliebiges Objekt
x einer der beiden Klassen zugewiesen werden kann.
Linear trennbare Daten
Die Darstellungen in Bild A.2.4 zeigen das Grundprinzip einer SVM. Für linear trenn-
bare Daten (Bild A.2.4a) ist die Hyperebene in Form einer Geraden konstruierbar. Der
Normalenvektor w steht senkrecht zur Hyperebene und b gibt die Verschiebung an. Für
linear trennbare Daten entsprechen die folgenden Bedingungen einer exakten Trennung in
beide Klassen:
w · xi + b ≥ 0 für yi = +1 (A.31)
w · xi + b < 0 für yi = −1 . (A.32)
Die Bedingungen lassen sich in Gleichungsform bringen, die für alle N Objekte gilt:
yi (w · xi + b) ≥ 1 für i = 1,2, . . . , N . (A.33)
Die gesuchte Entscheidungsfunktion wird ausschließlich durch die Hyperebene (w und b)
bestimmt:
f(x) = sgn(w · x+ b) . (A.34)
Für die Konstruktion der Hyperebene soll der Randbereich möglichst groß werden, d. h.
dass
min
w,b
{
1
2
||w||2
}
(A.35)
minimiert wird, ohne Gleichung (A.33) zu verletzen [Abe05]. Dieses Optimierungsproblem
lässt sich schließlich mit folgender Gleichung formulieren:
L(w, b,α) =
1
2
||w||2 −
N∑
i=1
αi[yi(w · xi + b)− 1] . (A.36)
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(a) Nicht überlappende Daten (b) Überlappende Daten
Bild A.2.4: Darstellung der Hyperebene mit Randbereich einer Support Vector Machine
im zweidimensionalen Raum für linear trennbare Daten
Die Lagrange-Multiplikatoren αi müssen für alle Objekte i = 1,2, . . . , N die Bedingung
αi ≥ 0 erfüllen. Sind die Lagrange-Multiplikatoren bestimmt, ergibt sich die optimale
Lösung der Hyperebene zu:
w =
N∑
i=1
αiyixi und b = 1− (w · xS) . (A.37)
Für die Objekte, die sich exakt auf den Grenzen des Randbereichs befinden, ist αi > 0.
Diese werden Stützvektoren (engl. Support Vectors) genannt [BG06]. Für die restlichen
Trainingsobjekte ergibt sich αi = 0 und sie sind für die Konstruktion der Hyperebene
nicht relevant. Zur Bestimmung von b ist ein einzelner Stützvektor xS, für den gilt yi = +1,
ausreichend.
Überlappende Daten
Einzelne Ausreißer in den Trainingsdaten können die Ausprägung der Hyperebene stark
verändern und die Klassifizierungsrate für die spätere Klassifizierung der Testdaten bzw.
die weitere Anwendung negativ beeinflussen. Aus diesem Grund ist es sinnvoll, eine be-
stimmte Anzahl an Ausreißern bzw. Fehlern im Training zuzulassen. Dadurch wird es
möglich, auch Hyperebenen für überlappende Daten zu konstruieren (Bild A.2.4b). Für die
sogenannten Soft Margin Klassifizierer werden die Randbedingungen abgeschwächt, indem
die Schlupfvariablen ξi ≥ 0 eingeführt werden, welche eine falsche Klassenzuordnung für
das Training erlauben [Abe05]. Die notwendigen Bedingungen und das Optimierungsziel
verändern sich zu:
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min
w,b,ξ
{
1
2
||w||2 + C
N∑
i=1
ξi
}
(A.38)
mit yi (w · xi + b) ≥ 1− ξi für i = 1,2, . . . , N . (A.39)
Durch das Fehlergewicht C wird festegelegt, wie stark Misklassifikationen sanktioniert
werden. Das Optimierungsproblem aus Gleichung (A.36) wird nun zu:
L(w, b,α, ξ,β) =
1
2
||w||2 + C
N∑
i=1
ξi −
N∑
i=1
αi[yi(w · xi + b)− 1 + ξi]−
N∑
i=1
βiξi (A.40)
und mit αi = C−βi wird sichergestellt, dass ξi positiv bleibt. Für korrekt klassifizierte Ob-
jekte ist ξi = 0. Liegen die Objekte innerhalb des Randes, ist 0 < ξi < 1 und für Objekte
auf der falschen Seite ergibt sich ξi > 1. Die optimale Lösung entspricht auch in diesem
Fall einer Hyperebene, wie sie in Gleichung (A.37) angegeben ist. Dies lässt sich zur Über-
führung des Optimierungsproblems in die duale Form nutzen, ohne die Schlupfvariablen
ξi und den Normalenvektor w direkt zu verwenden:
max
α
{
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
αi αj yi yj (xi · xj)
}
(A.41)
mit
N∑
i=1
αiyi = 0 und C ≥ αi ≥ 0 für i = 1,2, . . . , N .
Nach der Lösung des Problems in dualer Form lässt sich die gesuchte Entscheidungsfunk-
tion auch mithilfe der NS Stützvektoren (xj für j = 1,2, . . . , NS) angeben:
f(x) = sgn
(
NS∑
j=1
αj yj (xj · x) + b
)
. (A.42)
Nicht-linear trennbare Daten
In der Praxis zeigt sich, dass nicht alle Daten innerhalb des Merkmalraums linear trenn-
bar sind, auch wenn Trainingsfehler zugelassen werden. Der große Vorteil der SVM ist,
dass auch nicht-lineare Klassifizierer konstruiert werden können. Hierbei werden die Merk-
malsvektoren x ∈ RM der Trainingsdaten in einen Raum M mit so hoher Dimension
transformiert, dass dort eine lineare Hyperebene konstruiert werden kann [Abe05]. Bei
der Rücktransformation in den ursprünglichen Raum wird die Hyperebene zu einer nicht-
linearen Trennfläche. Die nicht-lineare Funktion Φ wird für die Transformation genutzt:
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Φ : RM →M xi → Φ(xi) . (A.43)
Anstatt die Berechnung der Skalarprodukte (Φ(xi) ·Φ(xj)) für das Optimierungsproblem
in Gleichung (A.41) direkt innerhalb des höherdimensionalen Raumes durchzuführen, ist
es ausreichend, eine sogenannte Kernelfunktion k zu verwenden, die sich wie ein Skalar-
produkt inM verhält:
k(xi,xj) = Φ(xi) · Φ(xj) . (A.44)
Für die Lösung des dualen Problems wird hierfür das Skalarprodukt (xi · xj) aus Glei-
chung (A.41) durch die Kernelfunktion k(xi,xj) ersetzt und die gesuchte Entscheidungs-
funktion ergibt sich zu:
f(x) = sgn
(
NS∑
j=1
αj yj k(xj,x) + b
)
. (A.45)
Häufig wird die radiale Basisfunktion, der sogenannte RBF-Kernel (engl. Radial basis
function kernel), eingesetzt:
k(xi,xj) = exp
(−||xi − xj||2
γ
)
für γ > 0 . (A.46)
Der Parameter γ des RBF-Kernels verändert den Wirkungsbereich einzelner Stützvektoren
und hat einen entscheidenden Einfluss auf die Ausprägung der Hyperebene.
A.2.7 Lokal gewichtete Regression
Die lokale gewichtete Regression ist eine spezielle Form der exponentiellen Glättung und
wurde erstmals in [Cle79] vorgestellt und hat in seiner weiterentwickelten Form unter
dem Namen LOESS (engl. local-weighted regression) eine große Verbreitung [CD88]. Das
wesentliche Prinzip für LOESS ist eine lokale nicht-parametrische Regression, welche u. a.
keinen funktionalen Zusammenhang benötigt und nicht-lineare Zusammenhänge identifi-
zieren kann.
Ausgehend von den Datenpaaren (xi, yi) für i = 1,2, . . . , N erfolgt die lokale Regression,
die sich für alle N Wertepaare ähnlich dem gleitenden Mittelwert verhält. Zuerst wird
über eine ungerade Spannweite f festgelegt, wie viele benachbarte Werte um jedes xi in
die Regression einbezogen werden. Die Regression erfolgt mit r benachbarten Werten vor
und nach xi:
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r =
f − 1
2
. (A.47)
Für jeden der Werte xk, k = i − r, . . . , i + r innerhalb der Spannweite wird folgende
Gewichtungsfunktion angewendet
wk(xi) =
(
1−
∣∣∣∣xi − xkd(x)
∣∣∣∣3
)3
für k = i− r, . . . , i+ r , (A.48)
wobei d(x) der maximale Abstand zwischen xi und dem am weitesten entfernten Wert
xk für k = i + r sei [Cle79]. Im Ergebnis hat der zu glättende Wert an der Stelle xi
den größten Einfluss auf die Regression, währenddessen Werte außerhalb der Spannweite
mit einem Gewichtungsfaktor von Null keinen Einfluss haben. In Bild A.2.5a sind die
Gewichtungsfaktoren für xi = 50 mit der Spannweite f = 71 für alle x = 1,2, . . . ,100
dargestellt.
Sind die Gewichte für alle Werte innerhalb der Spannweite berechnet, werden mithilfe
der Methode der kleinesten Fehlerquadrate die Parameter βˆj(xi), j = 0,1, . . . , q für ein
Polynom der Ordnung q bestimmt, sodass folgende Summe minimiert wird [Cle79]:
i+r∑
k=i−r
wk(xi) · (yk − β0 − β1xk − . . .− βdxqk)2 . (A.49)
Das Ergebnis der lokal gewichteten Regression mit dem Polynom q-ter Ordnung ist der
geglättete Wert yˆi an der Stelle xi:
yˆi =
q∑
j=0
βˆj(xi)x
j
i . (A.50)
An einem Beispiel in Bild A.2.5 wird die Anwendung der Glättung gezeigt. Eine Periode
einer Sinusfunktion y(x) = sin(2pi ·x ·100−1) wird mit einer normalverteilten Störgröße für
µ = 0 und σ = 0,5 überlagert. Die Glättung erfolgt mit LOESS für die Parameter f = 71
und q = 2 und ist als rote Linie im Bild A.2.5b mit eingezeichnet.
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(a) Gewichtungsfaktoren (b) Anwendung von LOESS
Bild A.2.5: Lokale Gewichtungsfaktoren für xi = 50 mit f = 71 in (a); Darstellung ei-
nes Sinusverlaufes mit überlagerter normalverteilter Störgröße für µ = 0 und
σ = 0,5 in (b) mit Ergebnis der lokal gewichteten Regression LOESS für f = 71
und q = 2 (rote Linie)
A.2.8 Holt-Winters-Verfahren
Das klassische Holt-Winters-Verfahren ist eine besondere Form der exponentiellen Glät-
tung und wird zur Prognose von Zeitreihen eingesetzt. Das dazugehörige additive Kompo-
nentenmodell der Zeitreihen beinhaltet die drei Komponenten Niveau nt, Trend mt und
Saison st.
Einfache exponentielle Glättung
Für die einfachste Form der exponentiellen Glättung wird das Niveau nt eingeführt, um
die Vorhersage für den Zeitpunkt t+ 1 zu treffen:
xˆt+1|t = nt (A.51)
nt = αxt + (1− α)nt−1 .
Die Beobachtungen starten zum Zeitpunkt n1 = x1. Der Parameter α wird im Intervall
[0,1] variiert und gibt die Stärke der Gegenwartsorientierung des Niveaus nt an. Der Pro-
gnosehorizont H geht über die bekannte Zeitreihe mit t = 1,2, . . . , N hinaus und gibt die
Reichweite h = 1, . . . , H der Prognose an. Die Bedeutung der exponentiellen Glättung wird
deutlich, wenn die rekursive Form in Gleichung (A.52) für die Prognose zum Zeitpunkt
t+ 1 ausgeschrieben wird:
141
A Anhang
xˆt+1|t = α
[
xt + (1− α)xt−1 + (1− α)2xt−2 + . . .+ (1− α)t−1x1 + (1− α)tn1
]
. (A.52)
Holt-Verfahren
Das Holt-Verfahren wurde im Jahr 1957 [Hol04] entwickelt und erweitert die einfache Form
des ES um die Trendkomponente mt:
xˆt+h|t = nt + hmt (A.53)
nt = αxt + (1− α) (nt−1 +mt−1)
mt = β (nt − nt−1) + (1− β)mt−1 .
Der Anstieg des eingeführten Trends wird durch den Parameter β ∈ [0,1] gesteuert. Wird
der Wert für β = 0 gesetzt, bedeutet dies eine geringe Gewichtung der aktuellen Beob-
achtungswerte. Dies führt dazu, dass sich der Anstieg des Trends im Verlauf wenig bis gar
nicht verändert.
Holt-Winters-Verfahren
Unter der Annahme, dass die Dauer der Saisonkomponente p bekannt ist und die Variation
im Verlauf der Zeitreihe annähernd konstant bleibt, wird für das Holt-Verfahren in [Win60]
eine Saisonkomponente st hinzugefügt. Für das sogenannte Holt-Winters-Verfahren
xˆt+h|t = nt + hmt + st−p (A.54)
nt = α (xt − st−p) + (1− α) (nt−1 +mt−1)
mt = β (nt − nt−1) + (1− β)mt−1
st = γ (xt − nt−1 −mt−1) + (1− γ) st−p
ist neben den Parametern α und β zusätzlich der Parameter γ ∈ [0,1] für die Saisonkompo-
nente festzulegen. Über γ wird ähnlich wie bei α und β die Stärke der Orientierung an aktu-
ellen Beobachtungen für die Saisonkomponente festgelegt. Für γ = 0 werden ausschließlich
Beobachtungswerte einbezogen, die eine Periodendauer der Saison p zurückliegen.
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Bestimmung optimaler Parameter
Für die Anwendung des Holt-Winters-Verfahrens werden Startwerte für das Niveau, den
Trend und die Saison benötigt. Für das Niveau wird der Mittelwert eingesetzt. Für die
Initialisierung der Saison werden gleitende Mittelwerte angewendet. Um einen Startwert für
den Trend zu bestimmen, ist eine Mindestlänge der Zeitreihe notwendig, in der die Saison
zweimal vollständig vorkommt (2 p) [MWH98]. Aus diesem Grund ist für die Prognose von
Zeitreihen der EEQ-Kenngrößen mittels Holt-Winters-Verfahren eine Mindestdauer von
zwei Jahren notwendig.
Zusätzlich muss die Festlegung optimaler Werte für α, β und γ erfolgen. Diese lassen sich
heuristisch bestimmen, indem die mittlere Summe der quadrierten Fehler minimiert wird:
min
α,β,γ
{
1
N
N∑
t=1
(
xt − xˆt|t−1(α, β, γ)
)2}
. (A.55)
Die Initialisierung geeigneter Startwerte und die Bestimmung optimaler Parameter für die
Prognose mittels Holt-Winters-Verfahren werden mit bereits implementierten Funktionen
des Statistikprogramms R umgesetzt [R C14].
A.3 Identifikation beschreibender Kenngrößen
A.3.1 Elektrische Umgebung
Hier erfolgt eine Übersicht der primären Kenngrößen für die Abnehmer-, Erzeuger- und
Netzstruktur sowie der sekundären Kenngrößen. Die sekundären Kenngrößen leiten sich
aus den primären Kenngrößen ab und lassen sich nur bedingt einer der drei Strukturen
zuordnen.
Definitionen der Kenngrößen der elektrische Umgebung
Tab. A.3.1: Primäre Kenngrößen der Abnehmerstruktur
Kundenanzahl der Kategorie Einfamilienhäuser
nEFH Die Kundenanzahl der Einfamilienhäuser entspricht der Anzahl der Energie-
zähler für den betrachteten Netzabschnitt.
Kundenanzahl der Kategorie Mehrfamilienhäuser
nMFH Die Kundenanzahl der Mehrfamilienhäuser entspricht der Anzahl der Ener-
giezähler für den betrachteten Netzabschnitt.
Kundenanzahl der Kategorie Büro
nBUR Die Kundenanzahl entspricht der Anzahl der verschiedenen Büros (z. B.
Ingenieurbüros oder Ämter) für den betrachteten Netzabschnitt.
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Kundenanzahl der Gewerbe, Handel, Dienstleistungen
nGHD Die Kundenanzahl entspricht der Anzahl der Geschäfte und Gewerbe-
abnehmer für den betrachteten Netzabschnitt. Hierzu zählen u. a. Hand-
werksbetriebe, Einzelhändler, Elektronikfachgeschäfte, Supermärkte und
Gastronomiebetriebe.
Kundenanzahl der Kategorie Sonstige Abnehmer
nSON Diese Kategorie gibt die Anzahl der Kunden an, die sich in keine der vier
o. g. Kategorien einordnen lassen. Dies sind zum Beispiel Arztpraxen, Bil-
dungseinrichtungen oder Kinos.
Gesamtkundenanzahl
nK Die Gesamtkundenanzahl entspricht der Summe der Kunden aller Abneh-
merkategorien für den betrachteten Netzabschnitt.
Tab. A.3.2: Primäre Kenngrößen der Erzeugerstruktur
Anzahl der installierten Erzeugungsanlagen
nE Die Anzahl der installierten dezentralen Erzeugungsanlagen (DEA) ent-
spricht der Summe aller Einzelanlagen für den betrachteten Netzabschnitt.
Gesamterzeugungsleistung
PE Die Gesamterzeugungsleistung ist die Summe der Erzeugungsleistungen al-
ler in dem betrachteten Netz installierten DEAs.
Maximale Einzelerzeugungsleistung
PE max PE max ist die maximale Einzelerzeugungsleistung für die im betrachteten
Netzabschnitt installierten DEAs.
Tab. A.3.3: Primäre Kenngrößen der Netzstruktur
Kurzschlussleistung am Messort (IEV 601-01-14)
Sk M Die Kurzschlussleistung ist das Produkt aus Kurzschlussstrom am Messort
und einer vereinbarten Spannung, im Allgemeinen die Betriebsspannung.
Anmerkung :
In diesem Fall ist es die minimale Kurzschlussleistung. Ist diese nicht be-
kannt, erfolgt die Abschätzung mittels der Transformatorleistung und der
relativen Kurzschlussspannung. Hierfür gilt die Annahme, dass ein leistungs-
starkes übergeordnetes Mittelspannungsnetz vorhanden ist. Für Messorte
innerhalb des Niederspannungsnetzes werden die Leitungsabschnitte zwi-
schen Transformator und Messort in der Abschätzung berücksichtigt. Die
Bemessungsleistung des speisenden Transformators wird in kVA angegeben.
Transformatorbemessungsleistung
Sr T Die Bemessungsleistung des speisenden Transformators wird in kVA ange-
geben.
Relative Kurzschlussspannung
uk Die relative Kurzschlussspannung wird in Prozent angegeben.
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Gesamtleitungslänge
lges Die Gesamtleitungslänge des Niederspannungsnetzes wird in Meter angege-
ben und ist die summierte Leitungslänge aller Leitungsabschnitte für das
betrachtete Netz. Die Leitungsabschnitte für die Hausanschlüsse sind nicht
berücksichtigt.
Leitungslänge der Freileitungsabschnitte
lFL Die Leitungslänge der Freileitungsabschnitte wird in Meter angegeben und
ist die summierte Leitungslänge aller Freileitungsabschnitte im betrachteten
Netz.
Maximale Länge aller Leitungsabschnitte [Hel12]
lmax Die maximale Länge aller Leitungsabschnitte beschreibt den längsten Lei-
tungsabschnitt des betrachteten Netzes in Metern.
Maximale Entfernung zum Messort
lE Die maximale Entfernung ist die Leitungslänge bis zum am weitesten von
dem Messort entfernten Verbraucher. Der Leitungsabschnitt für den Haus-
anschluss wird nicht berücksichtigt.
Anzahl der Leitungsabschnitte [Hel12]
nL nL ist die Anzahl aller Leitungsabschnitte zwischen den Knotenpunkten im
Netz. Als Knotenpunkt zählen alle Endpunkte, Verteiler und der speisen-
de Transformator. Andere Verzweigungspunkte (z. B. Hausanschlusskästen)
werden nicht einbezogen.
Anzahl der Hausanschlüsse
nHA Die Anzahl der Hausanschlüsse im betrachteten Netz.
Anzahl der Niederspannungsverteilungen
nNSV Die Anzahl der Niederspannungsverteiler beinhaltet alle Verteilerkästen und
Leitungsverzweigungen im betrachteten Netz. Ausgenommen sind die Ab-
gänge zu Hausanschlusskästen, Übergangsstellen zwischen verschiedenen
Leitungen und Verteilerkästen, die als Endpunkte gezählt werden.
Maximale Anzahl der Abgänge pro Niederspannungsverteilung [Hel12]
nA max Die maximale Anzahl der Abgänge pro Niederspannungsverteiler gilt für
den Niederspannungsverteiler mit den meisten Abgängen. Dabei wird die
speisende Leitung der jeweiligen Verteilung nicht mit gezählt.
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Tab. A.3.4: Sekundäre Kenngrößen der Netzstruktur
Mittlere Leitungslänge
lm Die mittlere Leitungslänge ist der Quotient aus der Gesamtleitungslänge lges
und der Anzahl der Leitungsabschnitte nL .
Leitungslänge pro Hausanschluss
lges nHA Die Leitungslänge pro Hausanschluss ist der Quotient aus der Gesamtlei-
tungslänge lges und der Anzahl der Hausanschlüsse nHA.
Transformatorbemessungsleistung pro Hausanschluss [Ker11]
Sr T nHA Sr T nHA ist der Quotient aus der Transformatorleistung Sr T und der Anzahl
der Hausanschlüsse nHA.
Anmerkung :
Die Kenngröße soll die Unterscheidung zwischen Netzen mit hoher und nied-
riger Bebauungsdichte ermöglichen und ist besonders geeignet zur Differen-
zierung zwischen ländlichen und städtischen Regionen.
Kurzschlussleistung am Messort pro Hausanschluss
Sk M nHA Sk M nHA ist der Quotient aus der Kurzschlussleistung Sk M und der Anzahl
der Hausanschlüsse nHA.
Anmerkung :
Die Kenngröße soll die Unterscheidung zwischen Messungen ganzer Nieder-
spannungsnetze und von Teilabschnitten der Netze ermöglichen.
Beispiel der Erfassung der Strukturkenngrößen
Die Bestimmung der definierten Strukturkenngrößen aus den Tabellen A.3.1 bis A.3.4) zur
Beschreibung der elektrischen Umgebung wird im Folgenden am Beispiel eines Netzab-
schnittes veranschaulicht.
Tab. A.3.5: Kenngrößen der Abnehmer- und Erzeugerstruktur (Netzplan in Bild A.3.1)
nEFH nMFH nGHD nBUR nSON nK nE PE PE max
51 0 0 0 1 52 1 5 kW 5kW
Tab. A.3.6: Primäre Kenngrößen der Netzstruktur (Netzplan in Bild A.3.1)
Sk M Sr T uk lges lFL lmax lE nL nHA nNSV nA max
10MVA 400 kVA 5,6% 640m 0m 325m 530m 5 37 2 2
Tab. A.3.7: Sekundäre Kenngrößen der Netzstruktur (Netzplan in Bild A.3.1)
lm lges nHA Sr T nHA Sk M nHA
128m 17,30m 10,81 kVA 0,19MVA
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A.3 Identifikation beschreibender Kenngrößen
(a) Ausschnitt aus dem Netzplan (b) Schematische Darstellung [Hel12]
Bild A.3.1: Netzplan und schematische Darstellung des Netzabschnittes
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Identifikation charakteristischer Netzstrukturkenngrößen
Bild A.3.2: Ergebnis der Hauptkomponentenanalyse mit normierten Originalkenngrößen;
Abbildung in die ersten drei HK mit der Güte GHKA = 73,8 %; 30 Messorte
und 15 Netzstrukturkenngrößen; Kennzeichnung der dominierenden Abneh-
merstruktur
Bild A.3.3: Gewichtungsfaktoren für die Originalkenngrößen innerhalb der ersten vier
Hauptkomponenten; Güte der Abbildung GHKA = 81,4 %; 30 Messorte und
15 Netzstrukturkenngrößen
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A.3 Identifikation beschreibender Kenngrößen
Bild A.3.4: Eigenwerte der Hauptkomponenten für 30 Messorte und 15 Netzstrukturkenn-
größen; Kennzeichnung des Kaiser-Kriteriums zur Bestimmung der Hauptkom-
ponentenanzahl (rote Linie)
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A.3.2 Klimatische Umgebung
Tab. A.3.8: Übersicht der berechneten Quantile zur Kategorisierung der Tage mit charak-
teristischen Wetterbedingungen
Quantil ϑ¯d tNS d E¯d RE d tE>120 d
25% 4,5 ◦C - - 125W/m2 2,6 h
50% 11,0 ◦C - 102W/m2 261W/m2 7,1 h
75% - 2,4 h 192W/m2 566W/m2 10,3 h
Bild A.3.5: Tagesverläufe der Wirkleistung für die sechs Wetterbedingungen regnerisch
(R), sonnig (S ), trocken-bewölkt (T ) kombiniert mit kalten (K ) oder warmen
(W ) Temperaturen; vier Messorte mit den Abnehmergruppen: EFH, MFH,
GHD und BUR; Aggregierungsintervall: 10min; Zeitraum: Jahr 2013
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A.3 Identifikation beschreibender Kenngrößen
Bild A.3.6: Tagesverläufe der 5. Stromharmonischen für die sechs Wetterbedingungen reg-
nerisch (R), sonnig (S ), trocken-bewölkt (T ) kombiniert mit kalten (K ) oder
warmen (W ) Temperaturen; vier Messorte mit den Abnehmergruppen: EFH,
MFH, GHD und BUR; Aggregierungsintervall: 10min; Zeitraum: Jahr 2013
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A.4 Analyseverfahren
Bild A.4.1: Wochenmuster W 5-2 für das synthetische Signal isyn(t) überlagert mit einer
normalverteilten Störgröße (µ = 0) für verschiedene Standardabweichungen σ
Tab. A.4.1: Empirische Intervalle zur Bestimmung des Wochenmusters [DMS12]
Wochenmuster W7-0 W6-1 W5-2 W4-3
Intervall des Verlaufsquotienten R [0,00; 0,25[ [0,25; 0,50[ [0,50; 1,50[ [1,50; 3,00[
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A.4 Analyseverfahren
(a) Wohngebiet mit Mehrfamilienhäusern mit
Wochenmuster W 7-0 (GMDS = 0,44)
(b) Wohngebiet mit Mehrfamilienhäusern
(323 gemessene Tage)
Bild A.4.2: Zweidimensionale Abbildung der Distanzmatrix für die Tagesverläufe der
3. Stromharmonischen mit Hilfe der multidimensionalen Skalierung für ein
Wohngebiet mit Mehrfamilienhäusern (a) und das Profil (b) mit Median
(rot), 5%- & 95%-Quantil (blau), Tagesverläufe (grau); Aggregierungsintervall:
10min; Zeitraum: Jahr 2012
Bild A.4.3: Zeitreihe der wochenweise berechneten 95%-Quantile für die 10-Minuten-
Mittelwerte der 3. Stromharmonischen eines Einkaufszentrums mit Elektronik-
fachmarkt (grau); Leiter: L3; Zeitraum: Januar 2011 bis Oktober 2014; mittels
STL-Verfahren geglättete Trendkomponente (schwarz )
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(a) 7. Stromharmonische eines Wohn-
gebietes mit Mehrfamilienhäusern
(b) 7. Stromharmonische einer Büro-
struktur
(c) 3. Stromharmonische eines Wohn-
gebietes mit Einfamilienhäusern
(d) 5. Stromharmonische eines Einkaufs-
zentrums
Bild A.4.4: Zeitreihe der wochenweise berechneten 95%-Quantile für die 10-Minuten-
Mittelwerte
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A.4 Analyseverfahren
(a) Zeitreihe aus Bild A.4.4a (b) Zeitreihe aus Bild A.4.4b
(c) Zeitreihe aus Bild A.4.4c (d) Zeitreihe aus Bild A.4.4d
Bild A.4.5: Mittlerer Prognosefehler ε¯ in Abhängigkeit des Prognosehorizonts H
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A.5 Anwendung
A.5.1 Gemeinsamkeiten und Unterschiede der Messorte
Bild A.5.1: Median der tageweise berechneten Korrelationskoeffizienten zwischen den
Stromqualitätskenngrößen für fünf Messungen der Abnehmerkategorie GHD;
Aggregierungsintervall: 10min; Mindestmessdauer je Messung: 1 Jahr
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A.5 Anwendung
Bild A.5.2: Median der tageweise berechneten Korrelationskoeffizienten zwischen den
Stromqualitätskenngrößen für sieben Messungen der Abnehmerkategorie MFH;
Aggregierungsintervall: 10min; Mindestmessdauer je Messung: 1 Jahr
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Bild A.5.3: Median der tageweise berechneten Korrelationskoeffizienten zwischen den
Stromqualitätskenngrößen für elf verschiedene Messungen der Abnehmerka-
tegorie EFH; Aggregierungsintervall: 10min; Mindestmessdauer je Messung:
1 Jahr
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A.5 Anwendung
Bild A.5.4: Median der tageweise berechneten Korrelationskoeffizienten zwischen den
Stromqualitätskenngrößen für vier verschiedene Messungen der Abnehmerka-
tegorie MIX; Aggregierungsintervall: 10min; Mindestmessdauer je Messung:
1 Jahr
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A.5.2 Klimatische Umgebung
Bild A.5.5: Tageszeitreihen der 3. Stromharmonischen einer Mehrfamilienhaussiedlung;
Einfärbung entsprechend des Tagesmittelwertes der Temperatur ϑ¯d; Leiter: L2;
Aggregierungsintervall: 10min; Zeitraum: Jahr 2012 (295 Tage)
Bild A.5.6: Zeitreihen der wochenweise berechneten 95%-Quantile für die 3. bis 9. Strom-
harmonische einer Bürostruktur; Leiter: L2
160
A.5 Anwendung
(a) 5. Stromharmonische (b) 7. Stromharmonische
Bild A.5.7: Darstellung der signifikanten saisonalen Variationen in Polarkoordinaten für
die Messungen in Tabelle 5.1; Kennzeichnung der Abnehmerkategorie
(a) 9. Stromharmonische (b) Oberschwingungsstrom
Bild A.5.8: Darstellung der signifikanten saisonalen Variationen in Polarkoordinaten für
die Messungen in Tabelle 5.1; Kennzeichnung der Abnehmerkategorie
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Bild A.5.9: Zeitreihe der wochenweise berechneten 95%-Quantile für die 3. Stromhar-
monische der Bürostruktur BUR2; 82 Wochen; Zeitraum: April 2011 bis
November 2012; Leiter: L2; Kennzeichnung der Kalenderwochen 26 und 1
Bild A.5.10: Zeitreihe der wochenweise berechneten 95%-Quantile für die 7. Stromhar-
monische des Wohngebietes MFH2; 196 Wochen; Zeitraum: Januar 2011 bis
Oktober 2014; Leiter: L3; Kennzeichnung der Kalenderwoche 26
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A.5 Anwendung
A.5.3 Identifikation von Langzeittrends
(a) Stromeffektivwert (RMS) (b) 3. Stromharmonische
Bild A.5.11: Darstellung der signifikanten Trendentwicklungen aus Tabelle 5.3; farbliche
Kennzeichnung der Abnehmerkategorie
(a) 9. Stromharmonische (b) Oberschwingungsstrom IOS
Bild A.5.12: Darstellung der signifikanten Trendentwicklungen aus Tabelle 5.3; farbliche
Kennzeichnung der Abnehmerkategorie
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Bild A.5.13: Zeitreihe der wochenweise berechneten 95%-Quantile für die 10-Minuten-
Mittelwerte des Stromeffektivwertes eines Wohngebietes (grau); Leiter: L3;
Zeitraum: Januar 2011 bis Juli 2014; mittels STL-Verfahren geglättete Trend-
komponente (schwarz )
Bild A.5.14: Zeitreihe der wochenweise berechneten 95%-Quantile für die 10-Minuten-
Mittelwerte des Stromeffektivwertes eines Wohngebietes (grau); Leiter: L3;
Zeitraum: April 2011 bis Oktober 2014; mittels STL-Verfahren geglättete
Trendkomponente (schwarz )
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A.5 Anwendung
Bild A.5.15: Zeitreihe der wochenweise berechneten 95%-Quantile für die 10-Minuten-
Mittelwerte des Oberschwingungsstromes eines Elektronikfachmarktes (grau);
Leiter: L2; Zeitraum: Januar 2011 bis Oktober 2014; mittels STL-Verfahren
geglättete Trendkomponente (schwarz )
Bild A.5.16: Spannweiten der halbjährlich berechneten prozentualen Anstiege
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A.6 Klassifizierung von Qualitätsprofilen
Bild A.6.1: Zweidimensionale Abbildung der Distanzmatrix für 360 Qualitätsprofile
(50%-Quantil-Zeitreihen) der 3. Stromharmonischen mit Hilfe der Multidimen-
sionalen Skalierung; Güte der Konfiguration GMDS = 0,81; Kennzeichnung der
Qualitätsprofil-Klassen D0 bis D4; Aggregierungsintervall: 10 Minuten
(a) Mittelwert für den Zeitraum 21 bis 0
Uhr
(b) Spannweite für den Zeitraum 0 bis 3
Uhr
Bild A.6.2: Merkmale der Qualitätsprofile aus Bild 6.2 zur Trennung der Klassen {D1,D4}
und {D2,D3} mit dem Klassifizierer SVM-2
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A.6 Klassifizierung von Qualitätsprofilen
(a) Mittelwert für den
Zeitraum 9 bis 15 Uhr
(b) 60%-Quantil (c) Mittelwert für den
Zeitraum 17 bis 20
Uhr
(d) 60%-Quantil
Bild A.6.3: Merkmale der Qualitätsprofile aus Bild 6.2 zur Trennung der Klassen D1 und
D4 (a,b) und der Klassen D2 und D3 (c,d) mit den Klassifizierern SVM-3 und
SVM-4
Bild A.6.4: Rastersuche optimaler Parameter C und γ für den Klassifizierer SVM-1; Kreuz-
validierung (k = 10) der Trainingsdaten; Fehlerrate in Prozent (Farbskala)
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(a) Trainingsdaten (b) Testdaten
Bild A.6.5: Ergebnisse für hundertfaches zufälliges Aufteilen der Testdaten in 50%
Trainingsdaten (a) und 50% Testdaten (b); Spannweite der Klassifikations-
raten (Umrandung) und Median (Querbalken) für die Klassen D0 bis D4 und
den Mittelwert
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