The most popular (and practical) approach for stimulating low/ultralow permeability reservoirs (such as shale oil and shale gas reservoirs) has followed two main strategies: (1) to drill horizontal wells to maximize the extension of the wellbore (and to minimize the number of wells), and (2) stimulate the horizontal well by multiple hydraulic fracturing treatments, which create a distribution of multiple vertical fractures along the wellbore.
Introduction
showed that a horizontal well intercepting multiple vertical fractures behaves as an equivalent system of a well intercepting a single hydraulic fracture within a 3D (spherical) reservoir. In their approach, the authors applied the principle of superposition to the models developed for a single hydraulic fracture to make these models suitable for the MFHW case. In this work, we utilized an analogous procedure for the fractal reservoir case presented by Valdes-Perez et al. (2018) .
Based on the work developed by Larsen et al. (1991) , Valdes-Perez et al. (2018) derived models for a horizontal well intercepting a single finite-conductivity fracture within a fractal reservoir. These models can reproduce the results of the models previously developed by Larsen et al. (1991) when the fractal dimension (Df) is equal to three (convergence to the Euclidean limit of a sphere) and the conductivity index (q) is zero (perfectly connected system). Valdes-Perez et al. (2018) assumed either circular transverse or rectangular longitudinal hydraulic fractures, and investigated three fractal reservoir conditions: (1) single porosity fractal reservoir with typical diffusion, (2) dual porosity fractal reservoir with typical diffusion, and (3) single porosity fractal reservoir with anomalous diffusion. In this work, we will focus only on the single porosity with typical diffusion case (proposed by Chang et al., 1990) applied to the case of a horizontal well intercepting multiple vertical fractures.
Proposed Models
Analogous to Larsen et al. (1994) , we have used the principle of superposition in space to model the transient performance behavior of a MFHW in a fractal reservoir. We have considered two scenarios: (1) an unbounded fractal reservoir (infinite thickness) and (2) a fractal reservoir vertically bounded by two parallel boundaries (i.e., a finite thickness reservoir).
The principle of superposition in space takes into account the pressure effects of the individual elements (i.e., the hydraulic fractures and boundaries) which define a system -specifically a MFHW within a fractal reservoir with infinite or finite thickness. In general, the pressure at the wellbore for a system defined by a horizontal well intercepting multiple vertical fractures, along a length LD, in a reservoir with boundaries can be defined by: 2) where Nf is the number of hydraulic fractures and di is the distance from a defined observation point to the i-hydraulic fracture. In this work, we have assumed evenly-spaced hydraulic fractures, separated by a distance Fs between the fractures. The shape and orientation of the hydraulic fractures can be either circular transverse or rectangular longitudinal along the wellbore (see Fig. 1 ). The dimensionless pressure drop for each hydraulic fracture is computed using the models presented by Valdes-Perez et al. (2018) . To use such models in the case of a MFHW, we consider that the well produces only through the hydraulic fractures at a rate equal to: where qw is the total flowrate (production) of the well. Eq. 3 implies that the inner boundary condition (i.e., the "rate per fracture) is defined as the total flowrate (qw) divided by the number of fractures (Nf). For the case of a reservoir with infinite thickness, the dimensionless pressure drop at the boundaries (pBOU) is zero. For the finite thickness case, we have assumed that the horizontal well is drilled along the center of the formation, which is vertically delimitated by two parallel and impermeable boundaries (see Fig. 2 ). Using the method of image wells, the dimensionless pressure drop at the boundaries (pBOU) (4) where lDi is the distance from the wellbore to the vertical axis of the i-image well. Given that the well is placed in a fractal reservoir, the dimensionless pressure of the image wells is:
(where v= [1-b] (5) where b is the spatial dimension parameter and is defined as b =Df-q-1.
Inclusion of Wellbore Storage
Given that the models presented in this paper are expressed in the Laplace domain, the wellbore storage effects can be included using the classic (constant) wellbore storage relation:
. 
Results and Discussion
We have constructed cases similar to those presented by Larsen et al. (1994) . We also observed this phenomenon for the case with rectangular fractures case (i.e., Fig. 4 ) -however; we noted that the interference between fractures for this case is more subtle, exhibiting a smooth transition from the ELF sub-period into the pseudo-fractal flow period.
The pressure derivative function for the FcD=1 case given in Fig. 3 shows numerical instability at tD>10 3 , which is caused by the computation of extremely small arguments of the Modified Bessel Functions in the analytical solution for the circular fracture, and the subsequent numerical solution of the system of equations. This computational instability is systematic, and we have also observed it in the constant-pressure solutions -there may be a mechanism to eliminate/mitigate this instability, but for the purpose of the present work we will note this as an anomaly.
At late-times (pseudo-fractal flow), we noted that the inclusion of parallel impermeable boundaries in a fractal reservoir creates power-law signatures in the pressure and pressure derivative functions (Figs. 3 and 4). As might be expected, the slopes of these power-law signatures are related to the fractal parameters of the reservoir (v and Df) used in Eq. 5. Although different combinations of the Df and q-values can yield the same value of v, the power-law behavior (specifically, the slope of the straight-line in the log-log plot) for the pseudo-fractal flow period depends on the combination of these parameters. We ran several combinations of these parameters and found linear correlations between the fractal parameters and the slope of the pressure derivative function for a fractal reservoir bounded by two parallel impermeable boundaries and present these correlations in 
Influence of the Fractal Parameters on the Pressure and Rate-Transient Performance Behaviors
A horizontal well intercepting a single hydraulic fracture in a fractal reservoir with low fractal dimension (Df) and/or higher conductivity index (q) yields lower values of the dimensionless pressure drop during early and intermediate times compared to a well with the same conditions, but placed in a reservoir with higher Df and/or low q-values. This trend is reversed at late times, i.e., the pressure drop is lower in a well intercepting a hydraulic fracture in a fractal reservoir with high Df and/or low q-values. Consequently, the higher flowrates observed at early and intermediate times for wells intercepting a single hydraulic fracture in a fractal reservoir with a low fractal dimension (Df) and/or a high conductivity index (q) are reversed at late times (Valdes-Perez et al., 2018) . As a summary statement, we expect to observe similar behavior for the multi-fracture horizontal well (MHFW) cases considered in this work. Figure 6 shows the impact of the fractal dimension (Df) on the pressure and pressure transient derivative functions for a horizontal well intercepting multiple (9) hydraulic circular transverse fractures with high-conductivity. In this plot, we observe that the higher Df-values yield a higher dimensionless pressure drop during early and intermediate times, whereas at late times the pressure drop is lower for high Df-values. Consequently, lower Df-values yield higher flowrates (and cumulative production) at early and intermediate times and lower flowrates (and cumulative production) at late times (see Figs. 7 and 8) . The change in these trends is defined by an intersection/inflection point of all the dimensionless pressure curves located at tD ≈ 2 in Fig 6. We have also observed intersection points in the pressure derivative (tD ≈ 0.5), in the dimensionless rate (tD ≈ 0.07 of Fig 7) , and in the dimensionless cumulative production curves (tD ≈ 1.5 of Fig 8) .
Sensitivity to the Fractal Dimension (Df) -Circular Vertical Fracture Cases
Based on the signatures of the pressure derivatives of the cases presented in Fig. 6 , we summarized the start and the end of their periods of flow in Table 1 . In these cases, the pressure derivative functions provide constant values during "Period 1," which is characteristic of the radial (fracture) flow. The constant value of the pressure derivative is also lower as the Df-value increases. The three cases presented in Fig. 6 for "Period 3" yield straight-lines in the pressure derivative function with slope equal to the v-parameter, which is characteristic of the pseudo-fractal flow regime. During "Period 2," the pressure derivative curves show power-law behaviors that correspond to the LRF sub-period of flow and are followed by a prolonged transition period (approximately two log-cycles), where this transition period is the result of the interference between hydraulic fractures. For Df= 2.5, the LRF sub-period yields a straight-line with a slope of 3:4, whereas the slope for Df=2 is slightly below 1 and above 1 (5:4) for Df=1.5. We consider that the fractional values of the slopes that approach unity (exhibited by the LRF sub-periods for Df =2 and Df=1.5) are the result of the combined effect of the fractal nature of the reservoir and the finite extent of the hydraulic fractures.
We conclude that horizontal wells intercepting multiple fractures in a fractal reservoir with low fractal dimension, Df (consequently low v-values) (1) show shorter fracture flow periods and LRF sub-periods and (2) yield steeper straightlines in the pressure derivative during "Period 2." The dimensionless flowrate function for Df =1.5 presented in Fig. 7 shows a disruptive trend within the period of dimensionless time defined by 10 -1 and 10 1 . We associate this erratic behavior with the computation of the uniform flux solution using the "Fractal Point Source" function for Df -values less than 2. Analogous to the sensitivity analysis for the fractal dimension (Df), we observe an intersection/inflection point of the dimensionless pressure and pressure derivative curves located at tD ≈ 3 and tD ≈ 0.7, respectively. Similarly, the constant-pressure solutions also show such intersection points. Considering the rate-transient performance behavior shown in Fig. 10 this feature is located at tD ≈ 0.5, whereas for the dimensionless cumulative production shown in Fig. 11 this feature is observed at tD ≈ 2, where it is logical that such features would be "delayed" for the cumulative production case considering the nature of a cumulative function.
For dimensionless times (tD) greater than 3, systems with higher q -values (consequently, high v-values) yield larger dimensionless pressure drops. This implies that for dimensionless times greater than 0.5, the systems with higher qvalues yield lower flowrates. These tendencies are opposite for tD<3 and tD<0.5 in regard to the pressure and the flowrate, respectively.
As in the previous analyses, we have identified the flow periods in Fig. 9 , using the pressure derivative functions and summed them up in Table 2 . In this case, the pressure derivative for all cases collapse into a single trend at early times (depicting radial (fracture) flow). The duration of the fracture flow is longer for higher q-values (higher vvalues). After the fracture flow period, we observe the appearance of the LRF sub-period, which yields straight-lines with slopes of 3:4, 4:5, and 6:7 for q-values of 0, 0.5 and 1.3, respectively. At late times (Period 3), the signatures of the pressure derivative functions yield straight-lines on a log-log scale with slopes equal to the v-parameter. Similar to the sensitivity analyses presented for the fractal dimension (Df), we identified a transition period between the LRF and the pseudo-fractal flow for all of the cases which illustrate pressure interference between the hydraulic fractures.
In general, we note that the conductivity index (q) has a similar influence on the pressure transient performance behavior in horizontal wells intercepting multiple fractures in a fractal reservoir as the fractal dimension (Df) -that is, the systems with higher q-values (consequently lower v-values) (1) show longer fracture flow periods and shorter LRF sub-periods and (2) yield steeper straight-lines in the pressure derivative during "Period 2." However, we also observe that the behavioral features caused by the conductivity index (q) are less dramatic than those caused by the fractal dimension (Df). 
Sensitivity to the Fractal Dimension (Df) -Longitudinal Rectangular Fracture Cases
In Fig. 12 , we present the sensitivity analysis of the fractal dimension (Df) in the dimensionless pressure and dimensionless pressure derivative functions for a horizontal well intercepting multiple (9) rectangular longitudinal hydraulic fractures of high fracture conductivity. Similar to the cases for a horizontal well intercepting multiple circular transverse fractures, we observe an intersection/inflection point of the dimensionless pressure curves located at tD ≈ 2 and at tD ≈ 0.5 in the dimensionless pressure derivative curves. For tD < 2, the high Df -values (i.e., low vvalues) yield a higher dimensionless pressure drop, which results in lower flowrates (see Fig. 13 ). These trends are reversed at tD-values above the intersection point, i.e., lower pressure drop and higher flowrates for higher Df -values -consequently, lower v-values -for tD > 2. In the case of the cumulative production ( Fig. 14) , we observe three intersection points instead of one: (1) at tD ≈ 1 between the Df -curves of 2 and 2.5, (2) at tD ≈ 7 between the Df -curves of 2.5 and 1.5, and (3) at tD ≈ 15 between the Df -curves of 1.5 and 2.
In Table 3 we present a summary of the flow periods that we identified in the signatures of the dimensionless pressure derivative functions for the cases presented in Fig. 12 . At late times, the pseudo-fractal flow period behaves in the same manner as in the circular fracture cases -i.e., the dimensionless pressure derivative functions yield straight lines with slopes equal to their corresponding v-value in the log-log plot. For the case of "Period 2," for Df =2.5 we observe two power-law trends with slopes of approximately of 2:5 and 3:5 which correspond to the ELF and LLF subperiods. Similarly, during "Period 2," for Df =2, we observe a half-slope behavior during the ELF sub-period and a power-law behavior with slope slightly below 1 during the LLF sub-period.
We also observed that, for the case defined by Df = 1.5, a power-law trend with a slope approximately of 2:3 that corresponds to the ELF sub-period is observed. We could not (specifically) identify the LLF sub-period for the Df =1.5 case -instead, we observed that the dimensionless pressure derivative function is higher than the dimensionless pressure function in the tD range defined by 0.03<tD<1 (which is a somewhat anomalous behavior). Similar to the circular transverse fractures case, this case has an anomalous flowrate function (Fig. 13) in the tD range defined by 10 -2 <tD<10 2 -specifically, zero flowrates are observed in this region. The behavior of the flowrate functions in Fig. 13 leads to observation of the "wavy" and "flat" portions observed in the dimensionless cumulative production (Fig. 14) . 
Sensitivity to the Conductivity Index (q) -Longitudinal Rectangular Fracture Cases
The sensitivity analyses considering variations in the conductivity index (q) on the pressure and rate-transient performance behaviors are shown in Figs. 15 and 16 , respectively. Again, we observed an intersection point for the dimensionless pressure curves at tD ≈ 1 and at tD ≈ 0.2 in the dimensionless pressure derivative curves (Fig. 15) . However, the dimensionless flowrate (Fig.16 ) and the dimensionless cumulative production (Fig. 17) do have exhibit "crossovers," but not a unique intersection point. Although we do not observe a unique intersection point in the ratetransient performance behavior (Fig. 16 ) and the dimensionless cumulative production (Fig. 17) , the influence of the conductivity index (q) is consistent with the circular transverse vertical fractures case. This means that the higher the q-value, the higher flow dimensionless pressure drop and the lower the dimensionless flowrate at early and intermediate times and the trend reverses at late times.
As in the previous analyses, we identified the periods of flow using the pressure derivative function and summarized these results in Table 4 . The ELF and the LLF sub-periods are evident and exhibit power-law behaviors (i.e., straightlines) on the log-log plot of the dimensionless pressure derivative functions for all cases (Fig. 15) . The ELF sub- Use of the "Fractal Line" and "Fractal Point" Source Solutions
Computation of the Uniform Flux Solutions using the Line and Point Source Solutions
The finite-conductivity fracture models are based on the discretization of the hydraulic fracture, which defines a system of equations. The "coupling" between the hydraulic fracture and the reservoir is made by the use of the uniform flux solution of a hydraulic fracture, which implies the superposition of the reservoir (line/point source) solution. Gringarten et al., (1974) presented the uniform flux solution for a vertical well intercepting a rectangular fracture within an infinite-acting reservoir (Fig. 18) .
In 1991, Larsen et al. used the point source solution to develop the model of a horizontal well intercepting a finiteconductivity rectangular fracture within a 3D (spherical) reservoir. Fig. 19 shows a schematics of this system defined for a vertical (instead of a horizontal) well.
The Gringarten et al., (1974) solution is obtained by integrating the line source solution along the lateral extent of the hydraulic fracture (-xfD, xfD) . In Fig. 20 we present the dimensionless pressure and dimensionless pressure derivative functions for the uniform flux fracture model. At early times, this model exhibits the characteristic formation-linear flow (half-slope in the dimensionless pressure derivative) followed by the pseudo-radial flow (horizontal dimensionless pressure derivative). This approach was used later by Cinco-Ley et al. (1978) to develop the finiteconductivity fracture model. Depending on the specific fracture parameters, this model can exhibit fracture linear flow at very early times, then bilinear flow and/or formation linear flow at intermediate times, and then pseudo-radial flow at late times. Fig. 21 shows an example of this model for the case of a high-conductivity vertical fracture.
In 1991, Larsen et al. applied a double integral approach to superimpose the point source solution over the surface of the segments of the rectangular fracture. In Appendix B of Larsen et al. (1991) work, they showed that the uniform flux solution for a hydraulic fracture within a 3D (spherical) reservoir can converge to the 2D (cylindrical) reservoir case if the longitudinal extension of the fracture (yfD) approaches infinity. The trends in Fig. 20 show that the uniform flux point-source solution reproduces the formation linear flow at early times and the characteristic negative half slope for spherical systems at late times. As also shown in Fig. 20 , this solution can reproduce the pseudoradial flow regime if the yfD-value is sufficiently high. Consequently, the finite-conductivity model developed by Larsen et al. (1991) converges to the model presented by Cinco-Ley et al., (1978) for very long longitudinal extensions of the hydraulic fracture (yfD) (see Fig. 21 ).
Extension of the Line and Point Source approaches to Fractal Reservoirs
We have observed that our solutions based on the "fractal point source" approach yield unexpected behaviors in the pressure and rate-transient performance behaviors at intermediate times when v≥0. Beier (1994) re-defined the parameters of the fractal reservoir model presented by Chang et al. (1990) and presented the infinite-conductivity and uniform flux rectangular fracture solutions using a "fractal line" approach. We have observed that the use of this approach can produce unstable pressure and rate behaviors when v<0. We believe that these observed behaviors are related to the treatment of the fractal source function.
Specifically, Beier (1994) used a "line-source" approach, which involves the superposition of the fractal source along the extent of the fracture; whereas, we have applied a "point source" approximation which implies that the superposition of the fractal source is over the entire surface of the fracture. Given the convergence requirements of the fractal models, we recognize that none of these approaches are strictly correct for a fractal reservoir. Therefore, we suggest that the traditional schemes used to model the pressure and rate-transient performance behavior of a well intercepting a hydraulic fracture cannot be directly applied to fractal reservoirs. The use of the traditional schemes to model hydraulic fractures in fractal reservoirs can cause the "over-interpretation" of transient data by the introduction of phenomena unlikely to distinguish in the macro/mega-scale of a reservoir (e.g. anomalous diffusion parameters).
The seminal work presented by Chang et al. (1990) establishes that the fractal reservoir model converges to the Euclidean reservoir models (spherical, cylindrical and linear reservoirs) when (1) Df =3 and q =0 (v=-0.5) for the spherical reservoir model (Chatas, 1966) , (2) Df=2 and q =0 (v=0) for the cylindrical reservoir model (van Everdingen et al., 1949) , and (3) Df =1 and q=0 (v=0.5) for the linear reservoir model (Miller, 1962) . Therefore, the models of hydraulic fractures in fractal reservoirs should be able to reproduce all the Euclidean scenarios -e.g. the uniform flux solution based on the line-source solution presented by Gringarten et al. (1974) when Df=2 and q =0 and the one based on the point source solution presented by Larsen et al. (1991) when Df=3 and q =0. Our "fractal point source"
approach is capable of reproducing the 3D (spherical) reservoir case presented by Larsen et al. (1991) . Consequently, this result can also be used to generate the results presented by Cinco-Ley et al. (1978) for a long rectangular fracture (i.e., one with a high yfD-value). (Larsen et al., 1991) to the uniform flux fracture model using the line source solution (Gringarten et al., 1974) .
Figure 21 -Comparison of the finite-conductivity rectangular fracture model using the point source solution (Larsen et al., 1991) to the finite-conductivity rectangular fracture model using the line source solution (Cinco-Ley et al., 1978 
