Abstract. We write out explicit proper Calabi-Yau structures, i. e. non-degenerate cyclic cocycles on the differential graded categories of matrix factorizations of regular functions with isolated critical points. The formulas involve the Kapustin-Li trace and its "higher corrections".
Introduction
In the 2000's, following a proposal by Kontsevich, physicists established a precise link between D-branes in B-type topological Landau-Ginzburg models and matrix factorizations of the corresponding Landau-Ginzburg superpotentials [12, 2, 17] . Even though the matrix factorizations had, by that time, already been an active area of research in mathematics, the physics interpretation very soon yielded new insights into the subject.
One of the first examples of that was a simple universal formula, discovered in [13] ("the Kapustin-Li formula"), for Calabi-Yau structures on categories of matrix factorizations.
The main result of the present work is a refinement of this formula. In the rest of this introduction we recall what the original formula looks like, explain why (and in what sense) it needs to be refined, and outline our approach to the problem.
Let f be a regular function (a "superpotential") on an open affine subset X ⊂ C n .
Assume that the only critical value of f is 0 and that all the critical points of f are years later [21, 7] .)
From the physics perspective, the formula (1.1) solves a concrete problem: it completes the description of the open topological field theory [16, 20] for MF(f ) (· denotes the composition of morphisms in MF(f )) that is cyclic with respect to θ KL . The latter means that for any l and any factorizations D (i) and morphisms
(HH * is the Hochschild homology) coincides with θ. This result was proven in [14] using tools of formal non-commutative symplectic geometry. The same tools may be used -at least, in principle -to actually construct a cyclic minimal A ∞ model of A starting from any lift Θ of θ and any, not necessarily cyclic minimal model of A [3] .
Thus, we are naturally led to the question: Can θ KL be lifted to H λ n (MF(f ))? The answer is known to be yes [7, 25] but this is not at all straightforward. The naive idea that the same formula (1.1), extended to End n MF(f ) (D), gives a Calabi-Yau structure on MF(f ) is easily seen to be wrong since, in general,
(here | · | denotes the parity of a morphism). Instead, one can argue as follows: According to [25] , θ KL can be extended to a functional on HH n (MF(f )) but this already suffices to claim that an extension to H λ n (MF(f )) exists as well -this follows from the degeneration of the Hochschild-to-cyclic spectral sequence for MF(f ) [6, 7] .
Given the above-mentioned potential practical significance of Calabi-Yau structures, another natural question to ask is: Are there explicit formulas, similar to (1.1), for a lift of θ KL to H λ n (MF(f ))? It is this question that we answer in the present work. The simplest of our formulas looks as follows:
The functional θ is cyclically graded-symmetric:
which means that θ KL + θ is a kind of "infinitesimal lift" of θ KL to the cyclic homology of
It is still not a Calabi-Yau structure and needs to be corrected by "higher order"
terms. Our main result -Theorem 2.4 -provides explicit formulas for all such higher corrections to θ KL , and thereby solves the problem of lifting the latter to a Calabi-Yau structure on MF(f ).
In fact, our result is more general, namely, we construct a family of Calabi-Yau structures on MF(f ) depending on a holomorphic volume form Ω on X; the Kapustin-Li trace and its lift to MF(f ) correspond to the special case Ω = dz 1 ∧ . . . ∧ dz n . The fact that any volume form gives rise to a Calabi-Yau structure on MF(f ) is not surprising and is in agreement with [24, Thm.8.3.4] where the volume forms were shown to determine smooth Calabi-Yau structures on matrix factorization categories. The notion of a smooth Calabi-Yau structure is dual, in some sense, to the one we are interested in here (the latter is also referred to as a proper Calabi-Yau structure) and for "nice" categories, like MF(f ), the two types of Calabi-Yau structures are known to be in bijection [9, Prop.6.10] .
Let us quickly summarize the main ideas of our approach. To begin with, it does not rely on any of the previously mentioned ideas and results. In particular, the nondegeneracy of the pairing associated with θ KL is a consequence of the construction. It is also independent of the original paper [13] in the sense that the trace θ KL is not part of the input data. What we do here is an "open-string" generalization of the approach to the closed-string topological metric in the same setting of Landau-Ginzburg models developed in [18, Sect.2.2] . In [18] the authors construct an explicit quasi-isomorphism
where X h is the analytification of X, PV * (X h ) stands for the space of holomorphic polyvector fields, {·, ·} is the Schouten-Nijenhuis bracket, and E (0, * ) c (X h ) is the space of smooth compactly supported (0, * )-forms. Any holomorphic volume form on X h determines a trace on the right-hand side of (1.4) whose pullback along the quasi-isomorphism can be written in terms of the classical residue trace. This matches the description of the closed-string topological metric found in [27] . We apply the same technique to the matrix factorization categories, namely, we construct an explicit A ∞ quasi-equivalence 5) observe that any volume form gives rise to a Calabi-Yau structure on the right-hand side, and then pull back this Calabi-Yau structure along the quasi-equivalence.
We would like to close by pointing out that the category in the right-hand side of (1. [5, 23] to the Landau-Ginzburg setting. We hope to return to this topic in the future.
Conventions. For a Z/2-graded space V the parity of an element v ∈ V will be denoted by |v|, sV will stand for V with the reversed Z/2-grading, and s by itself will stand for the canonical odd map V → sV . If V = (V, d V ) is a Z/2-graded complex then sV will also denote the complex (sV, d sV ) where d sV (sv) := −sd V (v). The Koszul sign rule will always be assumed when working with tensors and [·, ·] will denote the super-commutator.
We will abbreviate "differential Z/2-graded" and "Calabi-Yau" to "dg" and "CY". 
Let us first recall the definition of the Hochschild complex (C
where the sum is over all length l collections X (1) , . . . , X (l) of objects of A and the Z/2-grading on the left-hand side is the total grading on the tensor products. Then, by def-
.) The differential b is the sum of two anti-commuting differentials b(δ) and b(µ) where
(δ stands for the differential on the Hom-complexes of A and ǫ i := j≥i |sa j |) and
The definition of the cyclic complex (C λ * (A), b) of A involves the cyclic permutation
is the operator on C * (A) given by the second line in (2.1). It follows that the image 
is non-degenerate. Here ι :
is the map induced by the composition of the embedding X (End *
Remark 2.2. We will also speak of chain-level CY structures. By a chain-level CY structure on A we will understand an even/odd functional Θ :
and induces a CY structure in the above sense.
2.2. Matrix factorizations. Let (X, f ) be as in the Introduction, i. e.
• X is an open affine subset of
• f is a regular function on X whose only critical value is 0 ∈ C and whose critical 
(1 k stands for the identity k × k matrix). The space of even resp. odd morphisms between two objects
where Φ ij are arbitrary k × l matrices with entries in C[X]; the composition of morphisms is the usual matrix multiplication. Finally, the differential δ : Hom 
of the set of critical points of f . To see it, pick a point x ∈ X \ C f and assume that ∂ i f (x) = 0 for some i. Then it follows from the equality D ′′2 = f · 1 that in the affine
is a coherent sheaf supported on a finite subset of X which implies the claim. 
(−1)
1 ,...,j
1 , . . . , j
(2.10)
In this formula
) and
• ǫ i := j≥i |sΦ j |;
that contain precisely r 1 copies of 1, r 2 copies of 2 etc.
• S i n (i = 1, . . . , n) stands for the set of all permutations of (1, 2, . . . , n)\{i}; given an element (j 1 , . . . , j n−1 ) ∈ S i n , sgn(j 1 , . . . , j n−1 ) denotes the sign of the corresponding permutation;
• Res x is the local residue at x and str is the supertrace. . As yet another exercise, the reader may try to prove (part of) the theorem for functions of one variable "by hand". Namely, in the special case n = 1 the formula (2.10) becomes quite simple:
and the properties (2.4) can be checked directly.
3. Proof of the main result 3.1. "Dolbeault" models for the category of matrix factorizations.
be the dg categories with the same objects as MF(f ) and with morphism complexes defined as follows:
where X h is the complex manifold (analytic space) associated with X and A(X h )
is the algebra of holomorphic functions.
where (E (0, * ) (X h ),∂) is the differential Z/2-graded algebra of smooth (0, * )-forms on X h (the Z/2-grading comes from the natural Z-grading).
) denotes the subalgebra of compactly supported forms. where Φ ev ij resp. Φ od ij are matrices with entries in E (0,ev) (X h ) resp. E (0,od) (X h ). The odd morphisms have a similar structure. One should be careful with this description though.
Note that in these terms the composition of morphism does not always coincide with the matrix multiplication. Similarly, the action of the differential δ ⊗ 1 is not always given by the formula (2.8) and the action of the differential 1 ⊗∂ is not necessarily given by the componentwise action of∂. This is a consequence of the Koszul rule of signs. To avoid confusion in the future, we will denote the composition of morphisms and the differentials 
is the negative of the matrix product:
As another example, for an odd Φ as abovē
Equivalences between the models. One has obvious dg functors
induced by the natural embeddings of Hom-complexes 
is an isomorphism. As we know from the proof of Proposition 2.3, the sheaf of O Xmodules, underlying the
, is a coherent sheaf supported at the points of C f . In particular, the support is proper and, as a consequence of GAGA, the space of global sections of the sheaf does not change upon the analytification. Let us fix a Hermitian metric ·, · on the bundle of (1, 0)-forms on X h . Then one has the following analog of (2.9): on
Here || · || stands for the norm associated with the metric and ∂D ′′ , ∂f is the result of applying ·, ∂f to every entry of ∂D ′′ (thus, H D ′′ is a matrix of smooth functions
By analogy with the algebraic case, we obtain an odd endomorphism 
(the last equality is a special case of (3 .2)). Together with (3.6) 
this implies that [δ, H] is
an invertible operator on Hom * MF
Consider the operator
Obviously, [δ, H] is the identity operator on Hom
As a consequence of (3.5) and (3.7),
We would like to "extend" H the whole of X h . Let us fix a smooth function ̺ on X h such that
for some relatively compact open neighborhoods (in the analytic topology)
of C f and set
( H is well-defined on the whole of X h because of (3.9)). Thanks to (3.8) H is the operator of left multiplication with an element of End
In particular, H preserves the subspace Hom * MF
Thus, the morphism of complexes
satisfies id − i c π = [δ, H] and id − πi c = [δ, H] which finishes the proof.
3.
3. An A ∞ functor. Unlike i c , its homotopy inverse π that we have just constructed
is not compatible with the composition of morphisms, i. e. does not define a dg functor.
Our goal now is to promote π to an A ∞ functor π :
That is, we want to find a collection {π l } l≥2 of odd maps
) that together with π 1 := π · s satisfy the relations
where
here and in the rest of the paper has the same meaning as in Section 2.1 and in Theorem 2.4).
By (3.8) π is the operator of left multiplication with an even element, namely
Recall also the odd elements H D ′′ defined in (3.10).
Proposition 3.4. The maps
Proof. By the Leibniz rulē
and thereforē
Hence
Remark 3.5. By Proposition 3.3 π is not just an A ∞ functor but an A ∞ quasi-equivalence.
By precomposing it with the dg quasi-equivalence I
by restricting π to the dg subcategory MF(f )) one obtains an A ∞ quasi-equivalence
(f ) which we will still denote by π = {π l } l≥1 . and for any Φ ∈ Hom * MF
CY structures on MF
That the pairing
induces a non-degenerate pairing on theδ-cohomology is a consequence of the classical Serre duality [26] . Let us sketch the proof.
Thanks to Proposition 3.3, it suffices to show that
induces a non-degenerate pairing on theδ-cohomology. The spaces E (0, * ) (X h ) are Fréchet spaces with respect to the topology of uniform convergence of the forms together with all derivatives on the compact subsets of X h [26, Sect.3] . Let D (n, * ) (X h ) denote the (strong) dual topological vector space of compactly supported currents on X h of type (n, * ). Then 
where ∨ indicates the transposed map. By [15, Thm.1.5,1.6] the induced pairing 
and it remains to explain why this embedding is a quasi-isomorphism. In fact, (3.15) implies more, namely, that the above embedding is a morphism of the underlying double complexes. Since both double complexes have bounded antidiagonals, it suffices to show that the morphisms
are quasi-isomorphisms which is a special case of [26, Thm.1].
3.5. CY structures on MF(f ). We want to pull back the above CY structure to MF(f )
Let also N denote the endomorphism of C * (MF(f )) that acts as l−1 i=0 τ i on the tensors of length l (here τ is the cyclic permutation (2.2)).
is a chain-level CY structure on MF(f ) (of the same parity as n = dim X).
Proof. The non-degeneracy of the induced pairings It is easy to see that
explicitly:
As a result,
where µ denotes the composition of morphisms in MF D c (f ) and
Since τ · N = N, one has
Observe that = (−1) and therefore (a) the Hermitian metric ·, · on the bundle of (1, 0)-forms that we used to construct the "homotopies" in (3.4);
(b) the neighborhoods U 1 , U 2 of C f and the smooth function ̺ satisfying the conditions (3.9) for these neighborhoods;
The proof of Theorem 2.4 amounts now to evaluating Θ for a special choice of (a) and (b).
The goal of this final section is to perform this calculation. (A similar calculation was carried out in [18] -cf. the proof of Proposition 2.5 therein -but our case is somewhat more involved.)
Let us start by expanding the formula (3.18) in the general case. As before, we fix some matrix factorizations {D 
