Adversarial training (AT) as a regularization method has proved its effectiveness in various tasks, such as image classification and text classification. Though there are successful applications of AT in many tasks of natural language processing (NLP), the mechanism behind it is still unclear. In this paper, we aim to apply AT on machine reading comprehension (MRC) and study its effects from multiple perspectives. We experiment with three different kinds of RC tasks: span-based RC, span-based RC with unanswerable questions and multi-choice RC. The experimental results show that the proposed method can improve the performance significantly and universally on SQuAD1.1, SQuAD2.0 and RACE. With virtual adversarial training (VAT), we explore the possibility of improving the RC models with semi-supervised learning and prove that examples from a different task are also beneficial. We also find that AT helps little in defending against artificial adversarial examples, but AT helps the model to learn better on examples that contain more low-frequency words.
Introduction
Neural networks have achieved superior performances in many tasks in the fields of computer vision (CV) and natural language processing (NLP). However, they are not robust to certain perturbations. Szegedy et al. (2014) found that in the image classification task, neural network model predicts different labels for the original ("clean") example and the perturbed example even the difference between the two is tiny. They call perturbed examples adversarial examples. Subsequently, Goodfellow et al. (2015) proposed adversarial training (AT) as a regularization method to improve the robustness by training on the mixture of original examples and adversarial examples. Later, in the field of NLP, Miyato et al. (2017) successfully applied ad-versarial training and virtual adversarial training (Miyato et al., 2016 ) -a semi-supervised learning version of adversarial training -on the text classification task.
Though there are some successful applications of adversarial training in NLP tasks (Wu et al., 2017; Yasunaga et al., 2018; Bekoulis et al., 2018) , the mechanism behind adversarial training in the context of NLP is still unclear, and more investigations are required to improve our understanding of adversarial training. To take one step towards this goal, we aim to apply adversarial training on machine reading comprehension (MRC) tasks.
MRC is an important and popular task in NLP. In MRC, a machine is asked to read a passage and then answer the questions posed based on that passage. This task is challenging since it requires sophisticated natural language understanding. Many models have been proposed and achieved superior results (Kadlec et al., 2016; Cui et al., 2017; Seo et al., 2017; Devlin et al., 2018) . Some authors also investigated the robustness of RC models (Jia and Liang, 2017; Wang and Bansal, 2018) .
In this paper our goal is to improve RC models by incorporating adversarial training and analyze its effects from multiple perspectives. First, to verify the generality of adversarial training, we apply it to three different MRC tasks: span-based RC, spanbased RC with unanswerable questions, and multichoice RC; and conduct experiments on the representative datasets: SQuAD1.1, SQuAD2.0 and RACE. We use BERT as our base model and adapt it to each task with task-specific modifications. The experimental results show that adversarial training consistently boosts the performance across multiple datasets. Second, we explore the possibility of semi-supervised training on RC models with virtual adversarial training, and conclude that model can benefit from training on cross-task examples that are from other tasks. Furthermore, we inves-tigate whether adversarial training improves the robustness of RC models on artificial adversarial examples. Lastly, we analyze how the model performance is improved with AT, and find that adversarial training helps the model to learn better on examples that contain more low-frequency words.
Related Work
Reading comprehension. The objective of MRC is to let a machine read given passages and ask it to answer the related questions. In recent years, more and more large-scale RC datasets became available. These datasets focus on different types of RC tasks, such as cloze-style RC (Hermann et al., 2015; Hill et al., 2016) , span-based RC with or without unanswerable questions (Rajpurkar et al., 2016 (Rajpurkar et al., , 2018 and multi-choice RC (Lai et al., 2017) . Some tasks require the model to answer yes/no questions in addition to spans (Reddy et al., 2019) . With the help of the large-scale datasets, the RC models evolve rapidly and even outperform humans on some tasks (Cui et al., 2017; Seo et al., 2017; Xiong et al., 2018; Radford, 2018; Hu et al., 2018) . However, this does not imply that machine has acquired real intelligence, as the machine can be fooled easily on artificial examples (Jia and Liang, 2017) .
BERT (Devlin et al., 2018) as a model of pre-trained deep bidirectional representations has shown excellent performance and set the new state of the arts on various NLP tasks, including MRC. It has become an indispensable part of modern high-performance RC model. In this work, we use BERT as our base model and adapt it for different RC tasks.
Adversarial Training. Szegedy et al. (2014) first discovered the existence of small perturbations to the input images that mislead models to predict wrong labels in the image classification. They called the perturbed inputs adversarial examples. Goodfellow et al. (2015) proposed a simple and fast adversarial training method to improve the robustness of the model by training on both clean examples and adversarial examples. In the context of NLP, Miyato et al. (2017) applied adversarial training and virtual adversarial training (Miyato et al., 2016) to text classification task by perturbing the word embeddings of input sentences. Some authors further applied the adversarial training to various NLP tasks, such relation extraction (Wu et al., 2017) , part-of-speech tagging (Yasunaga et al., 2018) and jointly extracting entities and relations (Bekoulis et al., 2018) . A recent work (Sato et al., 2019) investigates the effects of AT on neural machine translation. studied the effects of applying AT to different set of variables in MRC tasks. Sato et al. (2018) focuses on improving the interpretability of adversarial examples in the context of NLP.
Different from the previously discussed idea of embedding level perturbations, Jia and Liang (2017) generated adversarial examples for MRC tasks at the word token level. They introduced the AddSent algorithm, which generates adversarial examples by appending distracting sentences to the input passages. These sentences resemble the question and do not contradict the correct answer. They focused on the evaluation of the RC systems on these artificial adversarial examples. They showed that even the state-of-the-art RC system could be easily fooled by these adversarial examples. In this work, we focus on improving the generalization performance of the RC system by training on adversarial examples.
Methodology
We first give the formal definitions of the tasks and introduce the corresponding model of each RC tasks in question. Then we describe the adversarial training method. Lastly we present the strategies that are useful or worth discussing in applying the AT method.
Task Definition
We consider three types of reading comprehension tasks: span-based extractive RC (SE-RC), spanbased extractive RC with unanswerable questions (SEU-RC) and multi-choice RC (MC-RC). All of these tasks require the machine to answer questions related to the given passages. We denote the tokenized passage as P = {p 1 , p 2 , . . . , p m } and the tokenized question as Q = {q 1 , q 2 , . . . , q n }. For simplicity, we use the term token and word interchangeably in the following.
• SE-RC. Given P and Q, the answer is a continuous span extracted from the passage :
(1) RC models on this task predict the start position i and the end position j of the answer. 
RC Model Architecture
Bidirectional Encoder Representation from Transformers (BERT) has shown great performance and set the new state-of-the-art of various NLP tasks (Devlin et al., 2018) . It consists of an embedding layer, followed by multi-layer transformers (Vaswani et al., 2017) , and task-specific output heads. For details, the readers may refer to the original paper. We adopt the fine-tuned BERT as our base model and adapt it to the above-listed RC tasks by designing task-specific output heads and loss functions. The model architecture is illustrated in Figure 1 .
• SE-RC Devlin et al. (2018) has shown how to adapt BERT to this task. We briefly recap the input, the outputs and the loss function here. The input is the concatenation of P and Q with special tokens [CLS] and [SEP] as [CLS]Q[SEP]P [SEP] . The outputs are the start/end position probability distributions p s and p e . The training objective L span is the sum of the negative log-likelihood of the correct start and end positions:
where the superscript k indicates the k-th example, y s and y e are the ground truth start and end positions in one-hot representation, N is the total number of examples.
• SEU-RC
The input representation and the span prediction head are the same as span-based extractive RC. We focus on how to deal with no-answer prediction. Some previous works introduced a special NoAnswer token and concatenated it to the passage, or use the existed [CLS] as the NoAnswer token in BERT-based model (Sun et al., 2018; . The no-answer prediction could be easily handled by treating NoAnswer as a valid span position. While in this paper, we separate the predictions for no-answer and span since it allows more flexibility and achieves a better performance.
Denote the output from of the last transformer in BERT as H ∈ R l×h , where l is the sequence length and h is the hidden dimension. We use the pooler of the original BERT to squeeze H into a vector B ∈ R h . The no-answer probability is computed as
The no-answer loss of the k-th example is
where y
In the inference phase, we first find the mostprobable valid non-empty span A and the corresponding span probability p s,i · p e,j , and compare the difference between the no-answer probability p na and the total span probability p s,i · p e,j · (1 − p na ) 2 with a threshold (needs to be searched) to judge whether the example is answerable.
and add different segmentation embedding before and after (including) Q. We feed the m sequences into BERT and collect the outputs from BERT pooler:H
The final prediction is obtained by applying a linear transformation followed by softmax over the m options ofH:
The loss function is the crossentropy loss.
Adversarial Training Method
Adversarial training (AT) (Goodfellow et al., 2015) as a regularization method improves not only the robustness of the classifier against the perturbations but also the performance on clean inputs. In AT, we first construct adversarial examples by generating worst-case perturbations that maximize the current loss function, then train the model on both of clean examples and adversarial examples.
• Adversarial Training
In the context of MRC tasks, the inputs are sequences of words. Following (Miyato et al., 2017) , we define the perturbation at the level of word embeddings. Let θ be the trainable parameters of the model. We denote the word embedding vectors of the input sequence X as
In our model, x is the token embeddings of BERT's embedding layer (see Figure 1 ). Let y denote the target. In SE-RC, y = (y s , y e ); in SEU-RC, y = (y s , y e , y na ); in MC-RC, y is a single value representing the correct option. The worst-case perturbation r AT is the one that maximizes the loss with a bounded norm
whereθ means treating θ as constant. However, the exact value of r AT is intractable. We resort to approximating r AT by linearizing L(x + r; y;θ) around x (Goodfellow et al., 2015) :
The adversarial example is constructed as 1
wherev denote the unit vector in the direction of v. To be more clear, we redefine to be /||x||:
The 
• Virtual Adversarial Training Virtual adversarial training (VAT) (Miyato et al., 2016) extends AT to semi-supervised training and unlabeled examples. VAT constructs adversarial examples by finding the perturbations that most significantly disturb the predicted distributions:
where KL(·||·) is the KL divergence and p(·|x;θ) is the predicted distribution. The exact value of r VAT is also intractable. An approximated solution is (Miyato et al., 2016) 
where d is a unit-norm random vector and ξ is a small positive number. With the redefinition of as above, the loss of VAT is
VAT uses no target y but only x, which makes it possible to be applied on unlabeled data and perform semi-supervised training.
Applying AT on MRC
We propose the following three strategies to be used in combination with AT method in MRC tasks. We found they are either helpful, or worth discussing.
• Negative entropy loss (NEL). In SEU-RC, the span-prediction head is only trained on the answerable questions. On the unanswerable questions, we expect no spikes in the predicted span probability, which means model are less likely to make mistake. To punish any highprobability span predictions on unanswerable questions, we construct the following negative entropy loss (NEL):
where i is summed over all valid start/end positions. The intuition this is that the uniform distribution has the highest entropy. In practice we find training L ne only on the adversarial examples gives the best performance. • Data augmentation (DA). We perform data augmentation to generate unanswerable questions. As will be shown in Section 5.2, DA has a great influence on SQuAD2.0. The details of DA are described in Appendix A.
Experiments

Datasets
We evaluate our method on the representative datasets SQuAD1.1 (Rajpurkar et al., 2016) , SQuAD2.0 (Rajpurkar et al., 2018) and RACE (Lai et al., 2017) . The passages in SQuAD1.1 are retrieved from Wikipedia articles and the questions are crafted by crowd-workers. The answer to each question is a span in the passage. 
Experimental Setup
• BERT. We initialize BERT with the pre-trained weights released by Google 2 . For experiments on SQuAD, we use the cased pre-trained weights; for experiments on RACE, we use the uncased pre-trained weights.
• Hyper-parameters. We set the batch size to 24, learning rate to 5e−5 for BERT BASE and 3e−5 for BERT LARGE . The maximum sequence length is set to 416 for SQuAD and 512 for RACE. The number of training epochs is 3 for SQuAD and 5 for RACE. We keep the other hyper-parameters of BERT default. For adversarial training, the hyper-parameter is set to 1e−2 for SQuAD and 1e−3 for RACE. We have found that the optimal value of of each dataset is rather stable and performs well almost in all experiments. For semi-supervised learning, batch size is 12 for unlabeled samples, and ξ = 1e−5.
• Evaluation. The test sets of SQuAD1.1 and SQuAD2.0 are hidden. Thus we report the results on development sets, except the model we submitted to the official for online evaluation. 
Overall Results
We have observed universal improvements across all three tasks, which prove the generality of adversarial training. We first show the overall results. The analysis is provided later in Section 5. Notice that the current state-of-the-art models (spanBERT, XLNet, RoBERTa, etc.) use different base models from BERT, which have been pre-trained from scratch on large corpora. SQuAD1.1. We submitted our best single model on the development set for evaluation. The overall results are shown in Table 1 . Our best model BERT+AT+VAT(2.0) archives an EM/F1 score of 86.9/92.6. Compared to our BERT baseline, our model improves 1.2/1.0 on EM/F1 with p-value<0.01, which means the improvement relative to BERT is significant. Compared to the other results on the leaderboard, BERT+AT+VAT(2.0) is the best one among the BERT-based models that use weights (no whole word masking) released by Google.
SQuAD2.0. The best model on the development set is submitted for evaluation, and the results are shown in Table 2 . With the help of NEL and AT, our best model BERT+DA+NEL+AT archives 82.9/86.0 on EM/ F1. On the development set, our best model outperforms our baseline BERT+DA by 1.3/1.4 on EM/F1 respectively with p-value<0.01.
RACE. Finally, we show the results on the test set of RACE, see Table 3 . AT improves the overall Table 3 : Accuracy(%) on the test set of RACE. We also list other competing single models on the leaderboard.
Analysis
Is Semi-supervised Learning Helpful?
There are limited studies on semi-supervised learning on RC tasks Dhingra et al., 2018) . In this section, we explore this possibility with virtual adversarial training. We conduct the experiments on SQuAD1. (Miyato et al., 2017) . However, if we only perform VAT on unlabeled examples which is denoted as BERT+VAT(2.0) in the table, we obtain improvements of 0.4/0.5 and 1.6/1.2 on EM/F1 relative to the baseline on BERT LARGE and BERT BASE respectively. Notice that unanswerable questions are out of the domain of the SQuAD1.1 task, and the models in these experiments are not designed for handling unanswerable questions, but with semi-supervised learning they benefit from these questions. The results prove that even crosstask data could help improving RC models.
Ablation Study
We do an ablation study to test the effectiveness of different components in our best model BERT + DA + NEL + AT for SEU-RC on SQuAD2.0. We run each experiment three times and report the best performance. To further corroborate the results, we run ablation experiments on both BERT LARGE and BERT BASE . The ablation results are shown in Table 5 . Data augmentation has a critical influence on the performance, as we expected. Adversarial training boosts the performance in any configuration, no matter on BERT LARGE or BERT BASE , with or without data augmentation, which means that adversarial training and data augmentation are two orthogonal methods. Recall that the effective number of training examples are doubled in AT as we generate adversarial examples for each input examples, thus AT can be view as a kind of data augmentation in some sense. But we see here neither the artificial data augmentation nor the automatic adversarial examples fully exploit the potential of the model by itself. Model benefits from both of them. With negative entropy loss, the performance is further improved. Though the improvement brought by NEL is not so large as AT and DA, it is stable across different configurations.
Robustness on artificial adversarial examples
Jia and Liang (2017) constructed two artificial adversarial examples datasets called AddSent and Ad-dOneSent based on SQuAD1.1 by appending distracting sentences to the passages. Models may be easily fooled on these adversarial examples and predict wrong answers from the distracting sentences because of the high overlap between the distracting sentences and the questions. Although the generation process of these artificial adversarial examples is different from the gradient-based method used in AT, and human annotations are needed during the generation, it is interesting to study how the AT affects the robustness of the model on these human-knowledge-injected adversarial examples.
The results are shown in Table 6 . All models are trained on SQuAD1.1 before evaluation. Though the BERT+AT+VAT(2.0) achieves the best results on AddSent and AddSOneSent, this is largely due to its high performance on the normal dataset, rather than obtaining additional robustness against AddSent and AddOneSent, since the relative improvements are mediocre. While KAR explicitly utilizes external general knowledge (WordNet), and it has the smallest gap ∆ 1 and ∆ 2 between F1 on test and F1 on AddSent/AddOneSent. The results show that while AT improves the generalization performance, it is not designed for defending against adversarial examples generated with human knowledge, at least in the reading comprehension tasks. How to bridge the gap between gradient-based and artificial adversarial examples, and how to achieve improvement and robustness on artificial adversarial examples at the same time is still an open question.
How Does AT Help the Model Learn
Better?
AT perturbs the input directly on the embedding vectors. This operation may help to refine the word embeddings, especially the embeddings of low-frequency words ("rare words") since they are less trained and likely to be under-fitting. The target task may benefit from this refining. We test this hypothesis by studying the performance of the model on different groups of the examples with different number of rare words. We sort all the words by their frequencies of occurrence in the training set and refer the last 10,000 words as rare words. We define the difficulty 3 of each example as the number of rare words in its passage and question normalized by its total number of words. We categorize all the examples in the development set by their difficulty into several buckets and study the performance on each bucket. We perform the analysis on SQuAD2.0 dataset for its variety, and train three BERT LARGE baseline models and three BERT LARGE with AT. For each group of models, we average their scores to improve stability. The results on each bucket are shown in Table 7 . We plot the relative improvements on each bucket in Figure 2 . AT achieves larger improvements on more difficult examples, and the largest improvement is on the examples The reason may be that to judge whether a question is unanswerable requires the model to investigate each word in the passage so to make sure that it does not miss any important information, while a span prediction could be made by simply focusing on the context of the matching words, which means predictions on NA examples are more sensitive to the existence of rare words.
Conclusion
In this work, we applied adversarial training on MRC tasks and inspect the effects from multiple perspectives. We found that AT improves the performance significantly and consistently across different RC tasks. By the virtue of VAT, we performed semi-supervised learning on MRC tasks. The results show that under semi-supervised learning, the model that is not able to tackle unanswerable questions can benefit from training on unanswerable questions. This inspires us to further explore the possibility of semi-supervised learning on RC in the future. We also found that AT cannot defend against artificial adversarial examples.
A Appendices B Data Augmentation Strategies
We propose two simple strategies to generate unanswerable examples from the SQuAD2.0 training set. We denote the answerable example as (p, q, a), where p is the passage, q is the question and a is the answer.
B.1 Question-Passage Shuffle
The first strategy replaces the passage p in (p, q, a) with another passage p that does not contain the answer text. Let P denotes all the passages that are from the same article as p. We compute the BM25 similarity score between q and each passage in P. select the highest-score passage p that does not contain the answer text. We pair p with q to generate unanswerable example (p , q).
B.2 Entity Replacement
The second strategy generates unanswerable questions by replacing entities in the questions. Given a passage p, we denote the set of the named entities in p as T = {e 1 , e 2 , ..., e k }, the sets of answerable and unanswerable questions related to p as Q a and Q na respectively. For each q in Q a , if it contains any entity in T , we generating a new question q by replacing that entity with another randomly chosen entity in T that has the same entity type and does not appear in any question in Q na . The generated unanswerable example is (p, q ).
These two strategies generate about 70k unanswerable examples in total. We randomly choose 4k examples from question-passage shuffle and 4k examples from entity replacement as our data augmentation set. Though the dataset is small, it is quite effective as shown in the experiments. We did not observe any significant improvements by enlarging the data augmentation set.
C Examples with Different Difficulties
To gain some intuition on the difficulty, we show some examples with different difficulties in Table  8 .
Difficulty: 0.0 Passage: After Malaysia ' s independence in 1957 , the government instructed all schools to surrender their properties and be ass ##im ##ilated into the National School system. This caused an up ##roa ##r among the Chinese and a compromise was achieved in that the schools would instead become " National Type " schools . Under such a system , the government is only in charge of the school curriculum and teaching personnel while the lands still belonged to the schools . While Chinese primary schools were allowed to retain Chinese as the medium of instruction , Chinese secondary schools are required to change into English -medium schools . Over 60 schools converted to become National Type schools . Question:What language is used in Chinese primary schools in Malaysia ? Difficulty: 0.017 Passage: In the triple ##t form , O 2 molecules are para ##ma ##gnetic . That is , they imp ##art magnetic character to oxygen when it is in the presence of a magnetic field , because of the spin magnetic moments of the un ##pair ##ed electrons in the molecule , and the negative exchange energy between neighboring O 2 molecules . Li ##quid oxygen is attracted to a magnet to a sufficient extent that , in laboratory demonstrations , a bridge of liquid oxygen may be supported against its own weight between the poles of a powerful magnet .
[ c ] Question:What kind of field is necessary to produce a magnet effect in oxygen molecules ? Difficulty: 0.024 Passage: According to International Mon ##eta ##ry Fund economists , inequality in wealth and income is negatively correlated with the duration of economic growth spells ( not the rate of growth ) . High levels of inequality prevent not just economic prosperity, but also the quality of a country ' s institutions and high levels of education. According to I ##MF staff economists ,ïf the income share of the top 20 percent (the rich) increases, then GDP growth actually decline ##s over the medium term , suggesting that the benefits do not trick ##le down . In contrast, an increase in the income share of the bottom 20 percent (the poor) is associated with higher GDP growth . The poor and the middle class matter the most for growth via a number of interrelated economic , social , and political channels . Question:What is negatively correlated to the duration of economic growth ? Difficulty: 0.041 Passage: The neighborhood features restaurants , live theater and nightclub ##s , as well as several independent shops and bookstore ##s , currently operating on or near Olive Avenue , and all within a few hundred feet of each other . Since renewal , the Tower District has become an attractive area for restaurant and other local businesses . Today , the Tower District is also known as the center of Fresno ' s LGBT and hips ##ter Communities . ; Additionally , Tower District is also known as the center of Fresno ' s local punk / got ##h / death ##rock and heavy metal community . [ citation needed ] Question:What was Tower District known for before the renewal ? Difficulty: 0.061 Passage: It has been argued that the term " civil di ##so ##bedience " has always suffered from am ##bi ##gu ##ity and in modern times , become utterly de ##base ##d . Marshall Cohen notes , " It has been used to describe everything from bringing a test -case in the federal courts to taking aim at a federal official . Indeed , for Vice President A ##gne ##w it has become a code -word describing the activities of mug ##gers , a ##rson ##ists , draft e ##vade ##rs, campaign heck ##lers, campus militants , anti-war demons ##tra ##tors , juvenile del ##in ##quent ##s and political assassins . " Question:Vice President A ##gne ##w describes Civil di ##so ##bedience in what activities? Table 8 : Examples with different difficulties from SQuAD2.0 development set. We show the passages and questions after tokenization. Rare words (tokens) are shown in bold.
