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Abstract
Currently, we are witnessing a growing trend in the study and application of problems in the framework of
Big Data. This is mainly due to the great advantages which come from the knowledge extraction from a
high volume of information. For this reason, we observe a migration of the standard Data Mining systems
towards a new functional paradigm that allows at working with Big Data. By means of the MapReduce
model and its different extensions, scalability can be successfully addressed, while maintaining a good
fault tolerance during the execution of the algorithms. Among the different approaches used in Data Min-
ing, those models based on fuzzy systems stand out for many applications. Among their advantages, we
must stress the use of a representation close to the natural language. Additionally, they use an inference
model that allows a good adaptation to different scenarios, especially those with a given degree of un-
certainty. Despite the success of this type of systems, their migration to the Big Data environment in the
different learning areas is at a preliminary stage yet. In this paper, we will carry out an overview of the
main existing proposals on the topic, analyzing the design of these models. Additionally, we will discuss
those problems related to the data distribution and parallelization of the current algorithms, and also its
relationship with the fuzzy representation of the information. Finally, we will provide our view on the
expectations for the future in this framework according to the design of those methods based on fuzzy
sets, as well as the open challenges on the topic.
Keywords: Big Data, Fuzzy Rule Based Classiﬁcation Systems, Clustering, MapReduce, Hadoop, Spark,
Flink
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1. Introduction
In the last years, we are generating and storing
a larger volume of data than that of the whole
history38,70. Being able of discovering the informa-
tion and knowledge “hidden” into these data, can al-
low a signiﬁcant step forward for dozens of ﬁelds of
application. Citing some interesting examples, we
may refer to e-Sciences30, Social Computing 65, and
large-scale e-commerce43,48, among others.
This new typology of problems in which both
the Volume, Velocity, and Variety of the data has
increased signiﬁcantly, is what is known as Big
Data20,75. In turn, the smart management of these
data to extract rich and valuable information, is de-
ﬁned as Data Science49,52. This speciality includes
several ﬁelds such as statistics, machine learning,
data mining, artiﬁcial intelligence, and visualisation,
amongst others. Hence, Big Data and Data Science
are two terms with a high synergy between them64.
New paradigms for the storage and parallel pro-
cessing of the Big Data has been designed. The
baseline of all functional models to work with
Big Data is the MapReduce environment14, being
Hadoop its most relevant open source implemen-
tation 40. The workﬂow of this paradigm implies
that any algorithm must be divided into two main
stages, Map and Reduce. The ﬁrst one is devoted
to split the data for processing, whereas the second
collects and aggregates the results. By means of the
codiﬁcation of these simple functions, the compu-
tation is distributed automatically, in a transparent
way to the user, also having a robust fault tolerance
mechanism20. Classical methodologies need to be
redesigned and adapted in order to be applied in this
ﬁeld10,70.
Despite its good properties, the MapReduce pro-
gramming model has also some drawbacks that are
crucial for data scientists in data mining. We refer
to the issue about the inefﬁcient processing of iter-
ative tasks, and the slow performance when com-
bining multiple data sources41,20. For these rea-
sons, some alternatives to the standard Hadoop-
MapReduce framework have arisen. Speciﬁcally,
we must stress Spark71,72 and Flink2, both of which
are Apache projects.
Among all possible paradigms to address Data
Mining problems, we focus our attention on those
based on fuzzy sets and fuzzy logic35. This rep-
resentation for the modeling of solutions, allows a
simplicity and ﬂexibility which makes them suit-
able for addressing complex problems. This can be
achieved as they are able to cope with vague, impre-
cise or uncertain concepts that human beings use in
their usual reasoning51, as well as their interpretabil-
ity based on the linguistic variables22.
In the context of Big Data problems, the former
properties make them a valuable tool for developing
robust solutions, handling the variety and veracity
inherent to the available data. Additionally, the use
of fuzzy labels and their overlapping, allows a good
coverage of the problem space. This last fact is es-
pecially signiﬁcant for the MapReduce processing
scheme. Speciﬁcally, we are referring to the case
when the division of the original data into different
chunks may cause a bias for the presence of small
disjuncts67, i.e. those disjuncts in the learned classi-
ﬁer that cover few training examples.
In this paper, our objective is to provide an analy-
sis of fuzzy modeling for different tasks in Big Data
problems, i.e. classiﬁcation, clustering, subgroup
discovery, and so on. Being a novel area of research,
there are still few works on the topic. Therefore, it
is important to understand the nature of Big Data
and how this problem is currently addressed. In this
sense, some criteria for the correct development of
solutions under the umbrella of fuzzy sets must be
established. This way, we can achieve the highest
advantage in extending current approaches. In sum-
mary, we aim at deﬁning the direction for the design
of powerful algorithms based on fuzzy systems, and
how the information extracted with these models can
be useful for the experts.
In order to accomplish these goals, the remain-
der of the manuscript is organized as follows. Sec-
tion 2 introduces the topic of Big Data, including
the MapReduce standard procedure, as well as some
recent extensions to work with iterative algorithms.
Next, Section 3 presents the current state-of-the-art
on fuzzy modeling for Big Data, describing how
these methods are designed, and the inner problems
associated to this framework. Next, in Section 4 we
discuss the prospects on the topic, such as how to
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develop robust methods to take the most advantage
from this scenario. Finally, Section 5 summarizes
and concludes the work.
2. Big data: Deﬁnition, MapReduce
programming model, and New Technologies
In this section, we will ﬁrst introduce some con-
cepts on Big Data (Section 2.1). Then, we present
an overview of the MapReduce programming model
that supports scalability in data processing (Section
2.2). Finally, we will describe two novel program-
ming frameworks developed as an alternative to the
standard MapReduce, under the premise of solving
the shortcomings of this model in certain scenarios
(Section 2.3).
2.1. Introduction to Big Data
There is no commonly accepted deﬁnition for the
Big Data term, but at least the key features involved
in this topic are clear. In this context, data must
be huge in Volume, high in Velocity, and diverse
in Variety10,20,34. All these facts are known as the
3Vs model of Big Data, which are nowadays ex-
tended including up to 9V’s, adding terms like Ve-
racity, Value, Viability, and Visualization, amongst
others75.
The most signiﬁcant issue related with Big Data
analytics refers to those advantages, and also chal-
lenges, derived from collecting and processing vast
amounts of data38,47. The ﬁnal goal is to improve the
productivity (in business) or obtain new scientiﬁc
breakthroughs (in scientiﬁc disciplines). This can be
achieved by the analysis of these large datasets for
the development of custom models and algorithms
in order to extract useful knowledge from it70.
This situation has lead to the rise of the topic of
Data Science49,52. As stated above, it can be deﬁned
as the process carried out to analyze and get insights
from Big Data problems64. This implies a conver-
gence of several ﬁelds into this framework, namely
machine learning, predictive analysis, and statistics,
among others.
To reach the desired level of scalability, new
technology solutions have been developed. The
whole architecture has been rebuild at the storage,
processing, and database levels. The aim is to al-
low a data distribution among different computers,
supporting parallel access from different disks to in-
crease the speed ratio. The main difference for stan-
dard “grid-computing” approaches, is being able to
provide a robust fault tolerance, as well as an efﬁ-
cient data combination from multiple sources.
Among all platforms solutions for Big Data pur-
poses, we must stress the Apache’s Hadoop open-
source software a40. It comprises a number of soft-
ware tools, from the Hadoop Distributed File Sys-
tem (HDFS) to support the parallel data storage of
the large ﬁles, HBase, a key-value store to provide
online access using HDFS for its underlying stor-
age component, and YARN (Yet Another Resource
Negotiator), a cluster resource management system,
which allows any distributed program to run on data
in a Hadoop cluster68.
2.2. MapReduce programming model
There are several tools that have been designed
to address data processing in Big Data problems.
Among them, the most popular one is the MapRe-
duce distributed processing system14,15. Initially
designed as a proprietary software from Google,
Hadoop has implemented its own open source
counterpart40.
The MapReduce programming model simplify
the massive parallel processing of large datasets by
providing a design pattern that instructs algorithms
to be expressed into two primary functions, which
must be designed by users: Map and Reduce. In the
ﬁrst phase, “Map” is used for per-record computa-
tion, i.e. the input data is processed by this function
to produce some intermediate results. Afterwards,
these intermediate results will be fed to a second
phase in a “Reduce” function, which aggregates the
latter output and applies a given function for obtain-
ing the ﬁnal results.
The MapReduce model is deﬁned with respect
to an essential data structure known as <key,value>
a http:http://hadoop.apache.org
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pair. The processed data, the intermediate and ﬁnal
results work in terms of <key,value> pairs. In this
way, the Map and Reduce are deﬁned as follows:
• Map function: the master node takes the input,
divides it into several sub-problems and transfers
them to the worker nodes. Next, each worker node
processes its sub-problem and generates a result
that is transmitted back to the master node. In
terms of <key,value> pairs, the Map function re-
ceives a <key,value> pair as input and emits a
set of intermediate <key,value> pairs as output.
Then, these intermediate <key,value> pairs are
automatically shufﬂed and ordered according to
the intermediate key and will be the input to the
Reduce function.
• Reduce function: the master node collects the
answers of worker nodes and combines them in
some way to form the ﬁnal output of the method.
Again, in terms of <key,value> pairs, the Reduce
function obtains the intermediate <key,value>
pairs produced in the previous phase and gener-
ates the corresponding<key,value> pair as the ﬁ-
nal output of the algorithm.
Fig. 1 illustrates a typical MapReduce program
with its Map and Reduce steps. The terms k and v
refer to the original key and value pair respectively;
k′ and v′ are the intermediate <key,value> pair that
is created after the Map step; and v′′ is the ﬁnal result
of the algorithm.
Fig. 1. The MapReduce programming model.
2.3. Novel technological approaches for iterative
processing
The MapReduce framework has been established as
a powerful solution in order to address Big Data
Problems. However, its functional programming
model is often restrictive under several scenarios. In
particular, among all possible drawbacks of MapRe-
duce, the greatest critic reported is the implementa-
tion of iterative jobs42, due to the launching over-
head when reloading from disk every time a job is
executed.
For this reason, alternative solutions must be
taken into account when developing machine learn-
ing algorithms, due to their implementation struc-
ture. Two novel programming models, Spark and
Flink59 have made available to achieve the highest
performance in the scenario of Big Data. These are
described in the remaining of this section.
2.3.1. Spark
Spark71,72b has been developed to overcome data
reuse across multiple computations. It supports it-
erative applications, while retaining the scalability
and fault tolerance of MapReduce, supporting in-
memory processes. It is implemented in the func-
tional programming language Scala and has fur-
ther programming interfaces in Java, Python and the
declarative query language SparkSQL.
Spark rests upon two main concepts: resilient
distributed datasets (RDD), which hold the data ob-
jects in memory, and transformations or actions that
are performed on the datasets in parallel.
RDDs are a collection of distributed items, with
read-only-mode and fault-tolerant. As stated above,
these data structures allow users making intermedi-
ate results to persist in memory, as well as control-
ling their partitioning to optimize data placement,
and also manipulating them using a rich set of op-
erators.
These operators are based on coarse-grained
transformations. Speciﬁcally, there are 20 transfor-
mations and 12 actions usable. The difference be-
tween the two kinds of operators is that transforma-
tions are functions to generate and manipulate RDDs
b http://spark.apache.org/
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out of input ﬁles or other RDDs, whereas actions can
only be used on RDDs to produce a result set in the
driver program or write data to the ﬁle system71.
In order to manage data objects within the algo-
rithms developed under Spark, two API are avail-
able in current version 1.6.0. On the ﬁrst hand,
DataFrame API, which is clearly the most stable op-
tion and therefore it offers the best performance. On
the other hand, an API simply named as Dataset may
be used also. However, being the most recent add to
this framework, it does not yet leverage the addi-
tional information it has, and it can be slower than
RDDs. It is expected to be fully developed and im-
proved for Spark version 2.0.
It is worth to point out that Spark implements
a Machine Learning library known as MLlibc, in-
cluded within the MLBase platform 39. MLlib cur-
rently supports common types of machine learning
problem settings, as well as associated tests and data
generators. It includes binary classiﬁcation, regres-
sion, clustering and collaborative ﬁltering, as well as
an underlying gradient descent optimization primi-
tive. Finally, Mahout50, maybe the most well-known
Machine Learning library for Big Data, has recently
announced its migration to Spark, due to the good
properties of this framework for the execution of
this type of algorithms. Neither of them support any
fuzzy modeling algorithm yet.
2.3.2. Flink
The Flink frameworkd has its origins in the Strato-
sphere project 2,32. The main idea behind this model
is the optimization of execution plans, which is
based on basic technologies from relational database
systems. It is written in Java, but it also supports
Scala and Python languages. It avoids the use of a
declarative query language with aims at simplifying
the development of applications for those users with
less programming experience.
The Apache Flink framework currently provides
17 functions for data transformation, which are
known as PACT operators, which are quite similar
to that of the Spark framework. The main difference
is based on two unique iteration operators, namely
bulkIteration and deltaIteration. The former opera-
tor employ the whole dataset in every run, whereas
the latter divides the data in a workset and solu-
tion set. One of the advantages of these iterators
is that fewer data has to be computed and sent be-
tween nodes 19. In accordance to the former, these
are better suited for an efﬁcient implementation of
both machine learning and data mining algorithms,
supporting also data stream processing.
As stated at the beginning, one of the most inter-
esting features of the Flink framework is known as
the PACT optimizer. It creates several semantically
equivalent execution plans by reordering the PACT
operators based on code analysis and data access
conﬂicts2,32. The physical optimization chooses ef-
ﬁcient strategies for data transport and operator ex-
ecution on speciﬁc nodes. A cost-based strategy se-
lects the most efﬁcient plan based on criteria like
network or storage I/O costs.
Finally, the Flink ecosystem also provides a Ma-
chine Learning library, FlinkMLf, which includes
several data preprocessing, supervised learning, and
recommender systems. It is still at a preliminary
stage, but it is expected to add new algorithms in
a short future.
3. Fuzzy Modeling in Big Data: Progress and
Design
This section is devoted to present the current fea-
tures related to fuzzy approaches in the scenario of
Big Data. To this aim, we will ﬁrst present those
methodologies that have been already developed in
this area of research (Section 3.1). Then, we will
introduce several guidelines for the implementation
of fuzzy models into a MapReduce framework (Sec-
tion 3.2). Finally, we will point out some problems
associated to the MapReduce execution style, and
how the properties of fuzzy systems make them well
suited to overcome them (Section 3.3).
c http://spark.apache.org/docs/latest/mllib-guide.html
d http://flink.apache.org/
f https://ci.apache.org/projects/flink/flink-docs-release-0.10/libs/ml/
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3.1. What has been done?
The Big Data problem is a recent ﬁeld of study, and
therefore there are just few works which address this
topic from the perspective of fuzzy modeling. Sev-
eral proposals are mistakenly developed using the
“Big Data buzzword,” trying to take advantage of
this hot topic. However, we must only focus on those
procedures that are actually scalable by means of
the proper mechanisms such as the MapReduce pro-
gramming framework. Speciﬁcally, all approaches
reviewed here are based on the Hadoop MapReduce
implementation.
The highest effort has been carried out for clus-
tering algorithms, especially for an scalable fuzzy c-
means approach 5, but differences among these con-
tributions are scarce. For example, in Ref. 46 the au-
thor study a MapReduce implementation using two
jobs, one for the calculation of the centroids, and
another for the membership matrix. The results in
terms of purity shown by this model were compa-
rable to other hard and fuzzy clustering techniques.
Furthermore, a scalability analysis was conducted
to demonstrate the performance of the parallel im-
plementation with increasing number of computing
nodes used. Another approach was based on an
agglomerative implementation, using a novel initial
center selection method for increasing the accuracy
and convergence speed74. In Ref. 25, authors use
Mahout 50 to study the performance of the fuzzy c-
means implementation. Finally, in Ref. 28 the fuzzy
clustering parallel implementation is applied to the
organization of text documents.
In the context of classiﬁcation tasks, the ﬁrst
Fuzzy Rule Based Classiﬁcation System (FRBCS)
adapted to the MapReduce scheme, named as Chi-
FRBCS-BigData, was proposed in Ref. 56. As its
name suggests, this method was based on the Chi
et al.’s approach11, which adapts its working proce-
dure to follow a MapReduce scheme. The baseline
fuzzy learning model had the advantage of provid-
ing fuzzy rules with same structure, and therefore
to be independently created from a subset of exam-
ples. The Chi-FRBCS-BigData approach was based
on two different MapReduce processes: the ﬁrst one
is devoted to the building of the fuzzy Knowledge
Base from a Big Data training set; whereas the sec-
ond procedure is aimed to carry the classiﬁcation of
the examples. Following the MapReduce paradigm,
both schemes distribute the computations along sev-
eral processing units that manage different chunks
of information using Map functions. Then, the ob-
tained results are simply aggregated within the Re-
duce functions.
An extension of this implementation was devel-
oped in Ref. 44. In this work, a cost-sensitive ap-
proach was derived from the original Chi-FRBCS-
BigData approach in order to address classiﬁcation
with imbalanced datasets45. In this case, the com-
putation of the rule weight was modiﬁed in order
to take into account the cost of each class accord-
ing to its representation in the training data. Consid-
ering the limitations of standard fuzzy learning ap-
proaches for high dimensionality and large number
of instances, both approaches enable a good scala-
bility, in terms of both execution time and accuracy,
to millions of examples and half a hundred of at-
tributes.
In Ref. 18 we may ﬁnd the ﬁrst MapReduce-
based fuzzy rule based associative classiﬁer. Stan-
dard associative rule mining algorithms are known
to be of time complexity and with high memory con-
straints. This new model ﬁrst extracts the frequent
items; then, it generates the most signiﬁcant classi-
ﬁcation association rules out of them by exploiting
a parallel version of the well-known FP-Growth al-
gorithm; ﬁnally, it prunes noisy and redundant rules
by applying a parallel dataset coverage technique.
In contrast with several state-of-the-art distributed
learning algorithms, this proposed model achieves
good results in terms of accuracy, model complexity
and computation time.
In Ref. 54 a ﬁrst approach for subgroup dis-
covery tasks7,8,29 was presented for the Big Data
environment. In this contribution, a modiﬁca-
tion of the NMEEFSD algorithm6 was implemented
through the MapReduce paradigm in order to anal-
yse huge quantity of information in a fast and ef-
ﬁcient way. This preliminary version has been ex-
tended in Ref. 53. It modiﬁes the design of the
working MapReduce procedure in order to improve
the inﬂuence of global information in the extrac-
tion process, taking advantage of the opportunities
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that Spark provides to iterative jobs. The beneﬁts
of the NMEEFBD algorithm (NMEEFSD for Big
Data) are contrasted by means of a great reduction
of the total runtime, while maintaining the quality
of subgroups.
3.2. How can it be designed?
In order to develop novel fuzzy models into the
Big Data scenario, a thorough implementation of
the Map and Reduce functions must be provided.
The ﬁnal goal is taking the highest advantage of the
parallelization for both reducing the learning time
costs and maintaining the overall accuracy. We must
stress that this adaptation is not trivial, and requires
some effort when determining how to proceed in a
divide and conquer method from the original work-
ﬂow.
First, we focus on a standard learning algorithm
for fuzzy models with linguistic labels, although
the guidelines given here can be easily extended
to any other representation. There are two basic
approaches that can be followed using the basic
MapReduce programming model:
1. In the Map phase, “key-value” pairs are as-
sociated to the labels of the antecedent of the
rules. In this case, the antecedent is used for
joining rules in the Reduce phase.
2. “Key-value” pairs are linked to the whole rule
antecedent for each Map process. Therefore,
the Reduce stage is devoted to build an ensem-
ble of all learned rules.
Second, we must take into account more sophis-
ticated learning schemes that could require an itera-
tive or a directed acyclic graph model. These cases
implies one step forward in the design process for
being able to provide an efﬁcient scalable approach.
A clear example for the former is the itera-
tive rule learning approach, implicit in several evo-
lutionary fuzzy systems13,12,21,24 . This scenario
also includes boosting of fuzzy rules 16,58. In both
schemes, a single rule is created step by step and ex-
amples are then weighted or removed according to
the coverage of the current rule base at that point.
The latter refers to those fuzzy rule learning algo-
rithms that include a number of basic blocks in their
workﬂow procedure. Speciﬁcally, we are addressing
this scenario when the algorithm comprises differ-
ent stages1,31,36, or when rules are built using several
partitions or models and then later aggregated.
The hitch in these cases is that MapReduce has
a signiﬁcant performance penalty when executing
iterative jobs20, as it reloads the input data from
the disk every time, regardless of how much it has
changed from the previous iterations. In accordance
with the former, both the Spark and Flink program-
ming frameworks must be considered as most pro-
ductive tools. They allow more efﬁcient implemen-
tations regarding their memory management and ad
hoc operators to address both iterative and acyclic
graph workﬂow jobs.
3.3. Associated problems of the MapReduce
paradigm for classiﬁcation
For every MapReduce procedure, original training
data is divided into several chunks, each one with a
disjunct subset of the examples. This issue implies
several problems during the learning stage, that must
be carefully addressed:
• A potential presence of small disjuncts45,67 in the
data associated to each Map as a consequence of
the data division process. Small disjuncts, also
known as “rare cases”, are those disjuncts in the
learned classiﬁer that cover few training exam-
ples. Very speciﬁc rules must be created for these
instances, which are discarded most of the times
in favour of most general ones. On the other hand,
if these rules are maintained in the Rule Base, the
size of the former will be increased and the inter-
pretability of the ﬁnal model will be diminished.
• The skewed class distribution in classiﬁcation
problems45, i.e. when one or several classes con-
tains a lower number of examples than the ones of
the other classes. The hitch in this case is that di-
viding the data intro smaller groups in the Map
phase will cause minority class examples to be
further underrepresented, and the output system
will be biased.
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• The lack of data in the training partitions33,66, that
causes a low density in the problem domain. It
becomes very hard for the learning algorithm to
obtain a model that is able to perform a good gen-
eralization when there is not enough data that rep-
resents the boundaries of the problem. As in the
previous case, the division of the data into subsets
for feeding the Map processes can accentuate this
problem, especially in the case of those concepts
with less representation in the training set. Addi-
tionally, the lack of data in the training data may
also cause the introduction of small disjuncts.
• Finally, the locality of the data from which each
“sub-model” is learned may has as consequence
the generation of non-optimal systems. In such a
case, when these models have opposite outputs at
the classiﬁcation stage, a proper combination of
the former must be carried out to avoid erroneous
results.
4. Discussion for Fuzzy Modeling in a Big Data
Scenario
We must emphasize the necessity of working in
the scenario of Big Data. Clearly, having a larger
amount of data can allow researchers and corpora-
tions to extract better and more useful knowledge
from the applications they are working with. By
achieving higher quality results from data, implies
a stronger support for taking future decisions on this
context.
On the other hand, the signiﬁcance of the use of
fuzzy systems is straightforward. Their ability to
provide a better representation of the problem space
by means of fuzzy labels, makes them a very inter-
esting approach when both the volume and variety of
the dataset increases. Additionally, experts can ben-
eﬁt from the interpretability associated to linguistic
labels.
New research in the Big Data scenario for fuzzy
modeling must be focused on re-designing the state-
of-the-art algorithms, as well as novel approaches
for recent work scenarios. By doing so, a com-
plete library of methods would be available for re-
searchers and experts to take the full advantage of
this novel work area. Additionally, this can be used
as basis for the development of novel and more pow-
erful fuzzy algorithms. However, the transition from
standard learning approaches towards the MapRe-
duce parallel model is not straightforward, and re-
quires a thorough analysis of the designer.
In order to do so, we must focus our attention on
a careful deﬁnition of the mechanisms of informa-
tion combination. In this sense, the “Reduce” phase
must be analyzed in detail. We must take into ac-
count the handicap of the division in the computa-
tion for different Maps, and to study the dependency
of the models that have been learned in each one
of the former. Determining an optimal combination
of these models is a fundamental decision when ap-
plying a MapReduce scheme in Big Data Analytics.
A smart combination of the systems learned within
each Map must be carried out seeking for a good
synergy, thus avoiding the local bias from the sub-
sets they were learned with.
In particular, in Section 3.2 we referred to a
two-fold type of models within the Map processes.
Speciﬁcally, we can manage single rules, or a com-
plete rule base depending on the case. In the ﬁrst
case, we should apply a fusion of the rules in the
Reduce stage, whereas in the latter we will build an
ensemble classiﬁer69. However the performance in
terms of accuracy and testing time of each solution
will depend on the characteristics of the problem to
solve, as well as on the requirements of the applica-
tion. Additionally, when we are using approximate
fuzzy models, the difﬁculties associated to a proper
deﬁnition of the “key-value” pairs grows substan-
tially if we aim at fusing or unifying the fuzzy rules
into a single set.
We have also stressed the problem of the imbal-
anced distribution and the small disjuncts that em-
phasizes as the number of maps increases for a better
scalability. We have referred to a ﬁrst cost-sensitive
model to address the class imbalance44, but there is
still much work to be carried out in this scenario. In
this sense, studying the granularity level in the fuzzy
labels can be a good choice in order to address the
previous issues in a more sophisticated way.
Furthermore, and as stated in Section 3.2, both
the Spark and Flink programming frameworks must
be considered as productive Big Data technolo-
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gies for the development of fuzzy learning algo-
rithms, due to their good management of iterative
and acyclic batch processing.
Finally, there are plenty of new and complex
paradigms that are growing in importance in the last
years that must be also taken into account. We
may refer to multi-instance learning17,62,63, multi-
label 9,26,73, monotonic classiﬁcation27,37, semi-
supervised learning 61, multi-view learning60, social
mining4, and opinion mining 3,55, to enumerate the
most relevant ones. Another source of research is the
management of data streams 23,57 , where the time
constraints and the need for an adaptive learning ap-
proach, imply a higher degree of difﬁculty. Regard-
ing this last scenario, the use of Flink can allow an
easier implementation as well as a robust environ-
ment for the efﬁcient execution of the fuzzy algo-
rithms.
5. Concluding Remarks
The features of fuzzy methods, i.e. their good man-
agement of uncertainty and noisy data, make them
a valuable tool for Big Data tasks. However, their
current development is still at a early stage, as there
are just some few works on classiﬁcation, associa-
tion rule mining, subgroup discovery, and cluster-
ing. However, the initial results obtained implies the
advantage of their use in this context. They allow at
managing big datasets without damaging the classi-
ﬁcation accuracy and providing fast response times
(increasing with the number of Maps). Additionally,
the information in terms of interpretable systems can
be very useful for experts. Fuzzy models provide
a wide amount of advantages when applied to Big
Data problems.
We described some of the main design princi-
ples for fuzzy approaches following the MapReduce
functional programming model, being the standard
in this framework. We have gone one step further,
and we have carried out a brief discussion on the
challenges on the topic. Among these prospects, we
have emphasized the necessity of migrating the cod-
ing schemes towards two of the newest frameworks
of big data analytics, i.e. Spark and Flink.
As future work on the topic, we have stressed
several challenges to be taken into account, includ-
ing the management of the Reduce stage, to address
the imbalanced and small disjuncts problem related
to the data division, as the application of fuzzy sets
into different Big Data Science areas.
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