The ISALOG model and language are presented. The model has complex objects with classes, relations, and isa hierarchies. The language is strongly typed and declarative. The main issue is the definition of the semantics of the language, given in three different wuys, shown t o be equivalent: a model-theoretic semantics, a reduction t o logic programming with function symbols, and a fixpoint semantics. Each of the semantics presents new aspects with respect to existing proposals, because of the interaction of oid-invention with general isa hierarchies. The solutions are based on a new technique, explicit Skolem functors, which provide a powerful tool for manipulating object-identifiers.
Introduction
There has been a great deal of attention towards object-oriented databases in the last years. The main directions of research are concerned with the development of data models that extend the well known relational model allowing classes of objects, that is, sets of real world objects with the same conceptual and structural properties, and is-a relationships, used to organize classes in hierarchies (that is, disjoint taxonomies). Objects identifiers (oid's) are associated with objects, to permit duplicates and to allow for object sharing and inheritance.
At the same time, in order to achieve better flexibility and expressiveness, the integration of declarative languages in this framework has been pursued, since they seem to provide a nice way to express data retrieval, updates, and integrity constraints. The main semantic matter connected with the declarative manipulation of objects is the need for oid-invention [l] . Oid-invention clauses have a slightly different behavior from ordinary Horn clauses, since universal quantification of the variables is not satisfactory.
In this paper we present ISALOG, a model with objects and isa hierarchies along with a strongly typed language that has a declarative semantics for oidinvention. The language makes use of explicit Skolem functors in order to control the generation of duplicates and the well definedness of object values throughout hierarchies.
The main contribution of this paper is the definition of the semantics of the ISALOG language. Specifically, we propose three different semantics and show their equivalence. The first semantics is purely declarative and is based on the notion of a model. To the best of our knowledge, this is the first extension of the modeltheoretic semantics of Datalog to a framework with classes and hierarchies. The second semantics is based on a reduction to logic programming, following and integrating two independent approaches: ILOG [9] (in the management of functors) and Logres [SI (in dealing with hierarchies). The main step in this approach is the introduction of auxiliary clauses that enforce the containment constraints associated with isa relationships. It can be shown that this technique does not catch the complete meaning of isa. In particular, when negation is allowed, programs with a reasonable model seem to be not stratified in the traditional sense. Finally, we provide a fixpoint semantics, based on a trasformation that computes the closure of a set of facts with respect to isa. In a forthcoming paper [3] we will suggest a new notion of stratification that provides a solution to the problem outlined.
This work originates from the papers about ILOG [9] and the so called alphabet logics [11,13]. Many of the issues are inherited from the LOGIDATA+ model and language [4] and are therefore similar in spirit to those of the IQL and Logres languages [1, 6] .
The paper is organized as follows. In Section 2 we informally introduce the data model and the language, and briefly discuss some examples. Section 3 is concerned with the formal definition of the data model. The syntax of the language is presented in Section 4. Section 5 introduces the declarative semantics of ISALOG programs, and gives the definition of model of a program over an instance. Finally, in Section 6 several possible reductions to logic programming are discussed and in Section 7 the fixpoint semantics is proposed. Then, the equivalence of the various semantics is shown. For the sake of space, proofs of results are omitted.
Overview and motivation
The data model is based on a clear distinction beData is organized by tween scheme and instance. means of three constructs:
0 Classes: collections of objects; each object is identified by an object identifier (oid) and has an associated tuple value.
0 Relations: collections of tuples.
0 Functors, mainly used to make oid-invention fully declarative. Each functor has an associated function from tuples to oid's that is stored in the instance. This has been done in order to keep oid's in the instance, while making functors transparent. In this way we can keep track of the generation of each oid through the associated functor term.
Tuples in relations, in object values, and in arguments of functions may contain domain values and oid's, used as references to objects. Isa hierarchies are allowed among classes, with multiple inheritance and without any requirement of completeness or disjointness. Moreover, we do not require, as in other works [l] , the presence of a most specific class for each object of the database, since this usually leads to an unreasonable increase in the number of classes of the database. For example, given the class containing all the persons, and two subclasses containing the married-persons and the students, respectively, with a non empty intersection, the most specific class requirement would impose a class married-students, even when it is not really significant in the application.
The ISALOG language is declarative, a suitable extension of Datalog [SI capable of handling oidinvention and hierarchies. A program is a set of clauses that specifies a transformation from an instance of the input scheme to an instance of the output scheme. Coherently with the presence of isa, we do not require disjointness between input and output schemes (in contrast with other approaches, from Datalog [8, 15] 
IQL PI).
The clause generates an object for each couple, with the associated oid, which has to be different from those already used in the database. Clearly, every variable occurring in the body is supposed to be universally quantified, whereas the variable 2 , representing the oid to be created, should rather be existentially quantified. The real problem arises when trying to establish the correct order among quantifiers: the reasonable semantics of the clause suggests the following order: Unfortunately, there is no way to enforce such a semantics without explicit syntactic tools, so that the only feasible solution is to interpret the clause as if the existential quantifier were at the end of the list (this happens, for example, in IQL [l] and in Logres [SI). In this case, the clause would create a duplicate of the same couple for each of their children. To avoid such an undesirable behaviour, in [9] an automatic form of Skolemization was proposed, that is, a sort of pre-processing of clauses in order to substitute each variable representing an oid to be created with an implicit Skolem term, containing exactly the same arguments as the value associated with the oid. In the example, the Skolemized version of the clause would be: In this way the correct semantics is achieved. Anyway, this approach has important shortcomings as well. The main problem is that implicit functors never allow for duplicates, that is, different objects with the same values. This is a strong drawback in an objectoriented framework, since object identity has been introduced to avoid the value based identification mechanism used in traditional models: since each object can be univocally identified by means of its oid, different objects may have the same values. As a tool for the solution of this problem, we propose explicit functors, typed structures declared in the scheme that generalize implicit functors: an explicit functor term for an oid of a class C has at least the same attributes as the objects of C. This is necessary in order to avoid ill-definedness of object values (that is, the generation of objects with the same oid and different values). In addition, a functor for a class may contain other attributes, and a class may have different functors. In this way a controlled generation of duplicates is allowed.
Let us give an example: suppose we have two electrical networks, made of resistors and capacitors. Each circuit is described by a relation containing the CDordinates of each component along with its type (either resistor or capacitor), its value and a conventional name that identifies the component. We are interested in deriving an "abstract" representation of the complete network, obtained by merging the partial ones. By "abstract" representation we mean the topological representation of the components regardless of node coordinates. We use a quite informal and self-explanatory syntax in the description of types. The same has to be done with respect to the second circuit; note how we make use of only one functor, since in both circuits nodes can be identified by means of their coordinates.
At this point we have obtained an object for each of the nodes of the networks. The generation of the components it is not difficult. For the sake of space, we will consider only the generation of components in the resistor class. Since each resistor is not univocally identified by its name in the global circuit, we have to resort to a couple of functors associated with the resistor class, one for each partial circuit. We believe that explicit functors are a very powerful tool when manipulating objects. In fact, not only do they provide a neat way for handling oid inventions, but they also carry information about oid creation. This permits to distinguish oid's in the same class on the basis of their origin (the class itself or a subclass, for example), and to access the values that "witnessed" the invention of the oid, even if they are transparent with respect to the class.
The Data Model
We fix a countable set C of labels or identifiers, a r l ) a n d f o r e a c h j € { 1 , 2 , ..., h } t h e r e i s a n i c { 1 , 2 , . . . , k} such that A: = Ay and ri 5 rj".
Moreover, if C' and C" have a common ancestor
(that is, there is a class CO such that C'ISAC~ and C'IISAC~) and a common attribute A, then there is a common ancestor C of C' and C" (that may coincide with CO) such that A is an attribute of C .
It is convenient to define the types of a scheme S , where each type is a simple type (that is, either the domain D or a class name) or a tuple type (whose attributes have simple types associated). If we add two special types -(the top type) and r1 (the bottom type), such that for every type r it is the case that r 5 -and r1 5 r , then the notion of subtyping induces a lattice over the types of S.
As in every other data model, the scheme gives the structure of the possible instances of the database. As a first step in the definition of instance, let us define for each type r , the associated value-set VAL(T), that is, the set of its possible values: (i) if r = D, then VAL(P) is the domain D; (ii) if r is a class name C E C, then its value-set is the set of the oid's 0; (iii) if r is a tuple type, then VAL(T) is the set of all possible tuples over r , where a tuple (as in other formal frameworks) is a function from the set of attributes to the union of value-sets of the component types, with the restriction that each value belongs to the value-set of the corresponding type.
Now we introduce the notion of refinement, defined over values, which is the natural counterpart of subtyping, defined over types. With respect to values of simple types, refinement coincides with equality, 90 the definition is really significant with respect to tuples: a tuple t l is a refinement of a tuple t z , if the type of t l is a subtype of the type of t 2 and the restriction of t l to the attributes of t 2 (the projection, in relational database terminology) equals t 2.
With respect to classes, it is important to note that their value-sets contain only oid's. In the definition of instance below, we will show how actual values are associated with oid's. In this way, it is possible to implement indirect references to objects and other features such as object sharing. Also, for each class, the value-set is the set of all possible oid's: essentially, we can say that oid's are not typed, and so they allow the identification of an object regardless of its type (this is an oft-cited requirement for object oriented systems [ 10 , 141).
Following ILOG [9] , we define instances as equivalence classes of pre-instances, where pre-instances depend on actual oid's, whereas instances make oid's transparent. is empty, then o ( o ) is undefined, otherwise it is a value from the value set of the tuple type that is the greatest lower bound (according to the lattice induced by subtyping) of the types of the classes in
CLASSES(O).
0 f is a function that associates with each F E F a function f(F) as follows. Let TYP(F) = ( C , T ) , 
The class name or relation name in an atom is called the predicate symbol of the atom.
Given an atom L, we say that an oid-term t rnnges over a class C in L if one of the following conditions 
' E C ) .
A rule has the form:
where r is the name of the rule (often omitted), An ISALOG program P over a scheme S is a set of oid-invention-clauses, specialization-clauses, and relation-clauses that are well-typed, safe and visible.
Declarative Semantics
Let P be a program over an ISALOG scheme S .
A 
t' = (B1 : I N S T e , S ( t I ) , . . . ,Bp : I N S T e , S ( t p ) ) obtained by recursively applying IN ST^,^ to the terms t l , . . . , t p , and the function f(F). If f(F) is defined over t', then I N S T e , S ( t ) equals the value of f(F) over t', otherwise it is not defined.
The notion of instantiation is extended in the natural way to atoms and sets of atoms (and so to bodies of rules).
Given a simple substitution 6' and an atom L , we say that a pre-instance s = ( c , r , f , o ) satisfies There can be various reasons for which there is no model for a program P over an instance [SI (and there- fore the declarative semantics is not defined). They correspond to various extensions of the model and language with respect to the traditional Datalog framework, where minimum models always exist.
Recursion through oid invention can lead to the generation of infinite sets of facts. For example,
given a class C, whose tuple type is ( C p e j : C), and the rule
x , C r e j : y), the program made of this rule has clearly no model unless the class C is empty in the input instance.
The presence of isa hierarchies and specializationclauses allows for multiple and inconsistent specializations of an oid from a superclass to a subclass: this may lead to non functional relationships from oid's to object values. Consider the following scheme: The problem of inconsistent multiple specializations for the same object arises if persons with more than one wife are allowed in the input instance. In this case, the rule has clearly no model.
Reduction to logic programming
We give an alternative semantics based on a reduction to logic programming with function symbols [12] .
As a preliminary, we briefly explain how an ISA-LOG instance can be represented by means of a set of facts. Let S = ( C , R , F , T Y P , I S A )
be an ISALOG scheme. The Herbrand universe US for S is the set of all ground terms of S. The Herbrand base HS for S is the set of all facts of the language. A Herbrand interpretation IS is a finite subset of Hs. The function q5 is defined for every pre-instance but it can be shown that is not surjective: there are Herbrand interpretations that are not in the image of q5. This happens if one of the following conditions is violated (for the sake of brevity we define them rather informally): Another property of the function q5 is that if #J(s~) = $(82), then s1 and 82 are oid-equivalent pre-instances. Moreover, the notion of oid-equivalence can be easily extended to interpretations: 3-1 is oid-equivalent to 3 2 if there is a permutation of 0 that transforms 3-1 into 3-2. Then, we have that q5 preserves oid-equivalence, that is, q5(s1) and q5(s2) are oid-equivalent if and only if s1 and s2 are oid-equivalent.
Given a scheme S = ( C , R , F , T Y P , I S A ) ,
Therefore, we can define a function (9 that maps instances to equivalence classes of interpretations: (9 : [SI H [q5(s)]. Since q5(s1) is equivalent to ~( s Z ) only if s1 is equivalent to s2, we have that (9 is injective. So, @ is a bijection from the set of instances to the set of equivalence classes of interpretations that satisfy the five conditions above. The inverse of 0 is therefore defined over equivalence classes of interpretations that satisfy conditions WT, CON, DIS, COH, and FUN.
Given a program P over a scheme S and a preinstance s it is therefore possible to build the ISALOG set of clauses PUq5(s) that is essentially a set of clauses of ordinary logic programming with function symbols. In the next subsection we show that, if the scheme does not contain isa relationships, this set of clauses provides an equivalent way of defining the semantics of programs. Then, we extend this result to the general case, considering also isa.
Reduction to Logic Programming if there are no isa
Let us consider an ISALOG scheme S = ( C , R, F, TYP, ISA) where ISA is the identity relation and therefore the classes are disjoint in every preinstance s of S. Also, consider a program P over S. Since there are no significant isa, there can be no specialization-clauses, so P contains only relationclauses and oid-invention-clauses. Given a pre-instance s, let us consider the ISALOG set of clauses P U q5(s). By known results [12] , this set has a unique minimal model M P , + (~) , which can be either finite or infinite. It can be shown that satisfies conditions WT, DIS, COH, F U N , and, trivially, It should be noted that Theorem 2 guarantees the equivalence of various semantics, since it is known that three equivalent semantics exist for ordinary logic programming (model-theoretic, fixpoint, and prooftheoretic).
A comment is useful here. The declarative semantics and the LP-semantics coincide also when undefined: in fact, recursion through oid invention, which, as we saw above, can give rise to model undefinedness (in declarative semantics) corresponds t o an infinite interpretation and unbounded structures for functor terms (in LP-semantics).
Reduction to Logic Programming with nontrivial isa
In contrast with what we saw in the previous subsection, there is no direct reduction to traditional logic programming in the general case: isa relationships require generation of facts for the satisfaction of containment constraints -intuitively, facts that correspond to the propagation of oid's through the class hierarchy.
A possible reduction to logic programming can be obtained by adding, to each program, clauses that enforce the isa relationships defined over the corresponding scheme (as it is done in the Logres language [SI). More precisely, given a scheme S = ( C , R, F, TYP,ISA), we define the isa-clauses I' s for s as follows:
Note that these are neither specialization nor oidinvention clauses. However, this is not contradictory with our approach, as here we refer to logic programs, where clauses of this form are allowed and can be handled in a standard fashion. Given a program P over a scheme S and a preinstance s, it is therefore possible to build the ISALOG set of clauses PUrs Uq5(s), which is essentially a set of clauses of ordinary logic programming with function symbols. Again, this set has a unique minimal model 
Fixpoint semantics
In this section we present the fixpoint semantics for ISALOG programs. Let a program P over a scheme S be fixed. We say that an interpretation Is satisfies a ground atom L if L E Is. Similarly for a set of ground atoms. Given a clause y and an interpretation Is, Is satisfies y if for each substitution 8 ground over 7 such that Is satisfies e(BODY (7)) it is the case that Is satisfies 8 (HEAD(y) ). An interpretation Is is a model for a program P if it satisfies all the clauses in P .
The main step in the definition of a fixpoint semantics is the introduction of a continuous transformation associated with a program. For the sake of space, we omit the technical definition of continuous transfonnation [12] . The presence of isa requires a modification of the traditional approach, as follows. Given a scheme The closure with respect to isa enforces the satisfaction of containment constraints associated with hierarchies, as required by Condition CON defined in the previous section.
Then, given a set of clauses r over a scheme S we define the trasformation Tr,o associated with I' as a mapping from the powerset 2 S to itself, as follows: Given an ISALOG program P over a scheme S , we can therefore define the fixpoint semantics of P 
Conclusions
This paper has presented the ISALOG model and language. The main novel feature is the use of explicit Skolem functors for the generation and manipulation of object identifiers within classes and through hierarchies. The major result is the equivalence of the different semantics introduced. Several issues need to be further investigated, as follows.
