I. INTRODUCTION

Experimental
1, 2 and theoretical 3 approaches for description of deep bed filtration successfully coexist and complement each other leading to improvement in process design in petroleum and geothermal water processes, in environmental processes and other areas dealing with particles migration. Microparticles attachment due to electrostatic attraction to the surface of a porous medium can be studied using colloidal suspension flow through an engineered porous medium. The chemistry and hydrodynamics of the colloidal suspension, surface chemistry of colloids and porous media, and particle and pore sizes are important parameters in the particle attachment process. Attachment of particles onto a porous medium is accompanied by reduction in its permeability due to the deposit of colloidal particles that decrease the cross-sectional area available for suspension flow. The colloids deposition process can be monitored by measuring the permeability decline. This deposition can be reliably determined if experimental uncertainty in the permeability of a porous medium is known. Despite its importance, the uncertainties in experimental permeability data during coreflood tests are not routinely implemented in laboratory investigations and not much attention has been given in the literature.
Nevertheless, Kwon et al. [4] [5] [6] graphically determined permeability of shale specimens to NaCl solutions with standard deviation of 1%-3% excluding any errors in the evaluation of pressure drop across the shale specimen, dynamic viscosity, and compressibility of NaCl solutions. Applying the law of propagation of uncertainties and Monte Carlo simulation to Darcy equation, Dong 7 identified uncertainties in viscosity and pressure as the major sources of uncertainty in permeability. Mazumder and Wolf 8 applied an error analysis to a) Author to whom correspondence should be addressed. Electronic mail: alexander.badalyan@adelaide.edu.au.
Darcy equation and experimental data of sub-and supercritical CO 2 flow through coal samples. Uncertainty in pressure gradient along the coal specimen was the major contributor to the overall uncertainty in permeability of around 20%. Good reproducibility of permeability measurements is important for comparison of experimental data from intra-and inter-laboratory tests. 9 Brighenti and Macini indicated that "a standardization of permeability measurement procedure is necessary, in order to ensure reliable comparisons amongst different sets of data." 10 Such standardization is difficult to achieve due to: unavailability of "certified permeability standards from recognised standard institutions," 11 and the limited information about experimental uncertainties for permeability and particle concentration data. Theoretical models for different particle capture mechanisms have been developed and represent the respective experimental data with various degrees of agreement. [12] [13] [14] [15] However, according to Al-Abduwani et al., 16 validation of such models via different experimental methods is limited. Additionally, unavailability of uncertainty analyses for models describing suspension transport in porous media and limited information about uncertainties for the respective experimental data makes validation of such models difficult.
In the present work, a detailed and systematic analysis of experimental and modelling uncertainties associated with permeability measurements during colloidal particle attachment to an engineered porous medium is done. Particle attachment during colloidal suspension injection at different velocities was monitored via real-time measurements of the porous medium permeability and post-experimental colloids mass balance. The law of propagation of uncertainties was applied for calculation of uncertainties in parameters of Darcy equation. Parameters having the greatest effect on uncertainties in permeability and modelling results were identified, and recommendations for reducing modelling uncertainties 18 uncertainty guidelines were used in this paper.
II. MATERIALS
A. Borosilicate glass filter
A borosilicate sintered glass filter (ROBU R , GlasfilterGeraete GmbH, Hattert, Germany), with pore sizes varying within 10-16 μm (from now on called filter) was used as porous medium. Chemical composition of this filter according to the manufacturer is given in Table I . The filter porosity was determined as 43% by the Archimedes method.
B. Colloidal latex particles
Polystyrene latex microspheres crafted by surface carboxyl groups (Polysciences, Inc., Warrington, PA) were used for the preparation of colloidal suspension. According to the manufacturer, these microspheres have a mean diameter of d c, mean = 1.019 ± 0.032 μm which translates to the mean jamming ratio of j = = 0.08. The colloidal suspension was prepared by adding the microspheres to a 0.1 M NaCl aqueous solution at pH 3. In these conditions there is almost no self-agglomeration, bridging or size exclusion capture. 19, 20 
III. EXPERIMENTAL SECTION
A. Experimental setup
A schematic diagram of the setup for filter permeability measurements is shown in Fig. 1 . The filter 1 is held inside a rubber sleeve 2 located in a high-pressure core holder 3. An overburden pressure is established by pumping MilliQ water through a manual valve 4 (Swagelok R ), and measured by a Bourdon tube pressure gauge 5 (Swagelok). The colloidal suspension was pumped through the filter by a high-performance liquid chromatography (HPLC) pump 6 (Scientific Systems, Inc., Lab Alliance, PA) via a manual valve 7 (Swagelok). A back-pressure regulator 8 (Swagelok) maintains the pore pressure at the desired level.
The pore pressure is measured by a PA 33X gauge pressure transmitter 9 (KELLER AG fur Druckmesstechnik, Winterthur, Switzerland). Differential pressure across the filter is measured by four differential pressure transducers 10-13 (DPTs) (Validyne Engineering, CA) with different measuring ranges. Manual valves 14-17 connect a respective DPT to a flow-through system. Each DPT is connected to a respective readout/signal conditioner. Output signals from readouts/signal conditioners (0 to 10 Vdc) and PA 33X (0-5 Vdc) enter the analog input channels of the ADAM-4019+ analogto-digital data acquisition module 18 (Advantech R , Taipei, Taiwan), which via the ADAM-5060 RS-232/RS-485/RS-422 Particle deposition in the filter was studied at following velocities: 1.32 × 10 −3 , and (7.92, 3.96, 2.64, and 1.32) × 10 −4 m/s. Continuous monitoring of the filter permeability in real-time provided information about attachment of colloidal particles: stabilisation of monotonically reduced permeability within experimental uncertainty in filter permeability (3.09%) assumed the end of particle attachment process for the chosen flowrate. As an example, the decrease of filter permeability with particle deposition at velocity of 1.32 × 10 −4 m/s is shown in Fig. 2 (vertical bars indicate the CSU in permeability).
The effluent stream was collected in plastic beakers 21 ( Figure 1 ), and particle concentrations in the inlet and outlet streams were determined by PAMAS S4031 GO portable particle counter 22 (PAMAS GmbH, Salzuflen, Germany). The difference between these concentrations determines the volumetric concentration of the attached particles. Later, this concentration was converted to dimensionless (reduced by the volume of the filter) volumetric concentration or critical retention concentration. The following relationship was experimentally established ( Fig. 3) : not included in all consecutive calculations and, therefore, not shown in Fig. 3 .
B. Metrological characteristics of instrumentation
Manufacturer-supplied metrological characteristics of instruments used in the setup are the primary source of equipment-related uncertainties used for calculation of measurement-related uncertainties in parameters of Darcy equation, particle concentrations, and modelling results (see Table II ).
Output signal from type-T thermocouple (not shown in • experimental data; quadratic function model fitting using OLSM; quadratic function model fitting using WLSM; ---lower uncertainty limit for Eq. (14); --upper uncertainty limit for Eq. (14). ferential pressure, and absolute pressure of suspension were calculated (see Table III ). The manufacturer calibrated PAMAS using NIST traceable particles without stating its accuracy which is necessary for the evaluation of uncertainties in inlet and outlet particle concentrations. We evaluated the PAMAS repeatability by measuring number of particles across various particle size distributions for the investigated particle size. Ten consecutive measurements of particle numbers resulted in a standard deviation of u(N P AMAS particle ) = 4402 or 1.75% for a narrow particle diameter range from 0.904 to 1.126 μm. Since PAMAS delivers number of particles within the particle size distribution range, the weighted mean value for particle di- is the average number of particles with measured diameters d i ; and 0.068 μm is weighted mean standard deviation. The obtained weighted mean value for particle diameter is in a good agreement with that reported by the manufacturer. According to NIST guidelines, 17 values 4402 and 0.068 μm are adopted as the precision of the PA-MAS particle counter for number of particles and diameter, respectively.
IV. SOURCES OF UNCERTAINTIES AND THEIR CONTRIBUTIONS
According to Taylor and Kuyatt, 17 the CSU of the measurement is calculated according to the law of propagation of uncertainty as follows:
When the second term in Eq. (2) is negligible it translates to
Since the reduction of filter permeability is caused by the increased amount of attached particles, the uncertainty analysis begins from calculation of uncertainties in parameters from Darcy equation and particle concentrations. 
B. Total volume of attached particles and critical retention concentration
Critical retention concentration, σ cr , is calculated according to the following formula:
, where σ at -is the volumetric concentration of attached particles, m 3 . Cumulative volume of particles attached to the filter is calculated as the sum of incremental volumes of particles attached at various flowrates. Since each consecutive deposited volume of colloids is added to the previous one, u c (σ at ) is calculated according to the rules of propagation of uncertainties resulting in the CSU of the next cumulative volume of particles being greater than that for the previous one. As calculated, CSUs for σ cr varies from 1.40 × 10 −2 (corresponding to 100 ml/min) to 2.11 × 10 −2 (corresponding to 10 ml/min), with relative combined standard uncertainty (RCSU), δ c (σ cr ), varying from 7.75% to 7.94% (see Table III ).
C. Pressure and differential pressure measurements
Pressure of suspension passing through the glass filter without a significant error is determined as
where p is the pressure measured by PA 33X, and p is the differential pressure across the glass filter measured by the respective DPT. Parameters in Eq. (4) 
Using data from Table III , the value of CSU in pressure is calculated as u c (p w ) ∼ = u c (p) ∼ = 3.0 × 10 4 , P a, since u c (p) u c ( p). Thus, determined u c (p w ) will be used for the evaluation of uncertainty in density and dynamic viscosity of NaCl solutions.
D. Dynamic viscosity
Dynamic viscosity data for NaCl aqueous solutions were adopted from Kestin et al. 22 with an accuracy of ±0.5% in the temperature and pressure range of the present study. Equations for dynamic viscosity correlations for NaCl solutions 22 include dynamic viscosity data for pure water which were adopted from Cooper and Dooley. 23 Water density data needed for the evaluation of water viscosity were obtained from Wagner et al. 24 Combined standard uncertainties in temperature and pressure measurements evaluated earlier in Sec. III B (see Table III ) were used to calculate the effect of pressure and temperature variation on dynamic viscosity for NaCl solutions at experimental conditions of 2.00 MPa and 298.15 K. Variation of pressure within its CSU resulted in negligible viscosity variation of 5.77 × 10 −3 μPa×s or 6.19 × 10 −4 %.
Temperature effect on dynamic viscosity is greater than that from pressure, reaching 21.8 μPa×s or 2.34%, which is adopted as uncertainty for dynamic viscosity.
E. Evaluation of uncertainty in core permeability through uncertainty propagation and Monte Carlo simulations
Darcy's equation is used for calculation of filter permeability in the following form:
where, k is permeability of the filter, in D; A is the crosssectional area of the filter, in m 2 ; p 1 and p 2 are the inlet and outlet pressure of the stream, respectively, in Pa; Q is volumetric flowrate, in m 3 /s; μ is dynamic viscosity of the fluid, in Pa×s; L is the length of the filter over which the fluid is experiencing the pressure drop, in m. Each parameter in Eq. (6) contributes to the CSU in permeability,
where, u(A), u( p), u(Q), u(μ), and u(L) are earlier calculated CSUs in cross-sectional area of the filter, pressure drop across the core, suspension volumetric flowrate, water dynamic viscosity, and the length of the filter, respectively. Substituting these CSUs into Eq. (7) we obtain the following value of permeability with its CSU equal to k = (8.844 ± 0.274) × 10 −14 m 2 (89.61 ± 2.77 mD) and RCSU of δ(k) 3.09%. A local sensitivity analysis of Eq. (6), where each parameter was varied one at a time within its CSU, identified two major contributors to CSU in permeability: dynamic viscosity (2.34%) and volumetric flowrate of suspension (2.0%). Reduction of CSU in permeability can be achieved by an increase in the accuracy of temperature measurement and by using a more accurate HPLC pump.
Uncertainty in filter permeability was also evaluated via Monte Carlo simulations using @RISK analysis software (Palisade Corporation, ITHAKA, NY) applied to Eq. (6) with the parameters and their CSUs evaluated earlier (see Table III ). Results of this simulations (100 000 iterations) corresponding to the last experimental permeability point from Figure 2 are presented in the form of a histogram in Figure 4 and summarised in Table IV . LogNormal distribution showed the best fit to output results with relative 
V. UNCERTAINTIES FOR THEORETICAL MODELS FOR PARTICLE DEPOSITION
A. Evaluation of uncertainty for extrapolated results
A detailed analysis of physical processes governing particle attachment/detachment in porous media at various flowrates was carried out by Bedrikovetsky et al. 25, 26 resulting in the mathematical model for the critical retention concentration as a function of velocity,
where σ cr (U) is the critical retention concentration of colloidal particles; σ 0 is the maximum retention concentration of colloidal particles at zero velocity; U is the velocity, m/s; and U min is the minimum velocity for which no particles can be held on the grain surface by electrostatic and gravity forces, m/s. Equation (8) is used for the determination of σ 0 and U min from the experimental data via extrapolation of the critical retention concentration curve to U = 0 and σ cr = 0. The model (8) was fitted to the experimental "σ cr vs U"-data corresponding to velocities of (3.96, 2.64, and 1.32) × 10 −4 m/s. Uncertainty in U was calculated according to Eq. (3) using uncertainties in flowrate and cross-sectional area of the filter. Uncertainty in the critical retention concentration of the attached particles, u c (σ cr ), was calculated in Sec. IV B. A different approach should be applied for the evaluation of σ 0 cr , u(σ 0 cr ), U min and u(U min ), since parameters σ 0 and U min cannot be measured directly. Instead, they should be determined by the intersection of the σ cr (U)-curve with σ cr -axis via its extrapolation to U = 0, and with U-axis via its extrapolation to σ 0 cr = 0, respectively. Equation (8) can be re-written as follows:
and experimental data can be fitted by a quadratic equation using mean-least squares approximation. Three experimental points are sufficient to fully determine σ cr (U)-curve according to Eq. (9) . Location of an experimental point along the σ cr (U)-curve affects the location of the two intercept points, σ 0 cr and U min , during data extrapolation. Applying an ordinary least squares method (OLSM) to the experimental data and assuming 68.27% confidence interval (which corresponds to ± one standard deviation) results in the following σ Table III. During particle attachment experiment one moves to the left along the σ cr (U)-curve, then each consecutive u c (σ cr )-value incorporates uncertainties from all previous experimental points and movement towards the lower velocities is accompanied by an increase in u c (σ cr )-values. Therefore, experimental σ cr -values are of various "quality" which can be quantified by a weighting function w i = 1 [u c (σ cr )] 2 , meaning that the last experimental point on the σ cr (U)-curve has the highest uncertainty and the lowest weight. As a result, the above-mentioned three-point curve method gives the lowest possible uncertainty for the last experimental point.
The closer the first experimental point is to U-axis and the last experimental point is to the σ cr -axis, the more accurate U min and σ 0 -values can be determined by extrapolation of the parabolic curve. It is possible to determine the position of the last experimental point before the experiment. However, the location of the first experimental point is problematic since before the experiment it is not possible to predict the minimum velocity at which no particles can be attached to the filter (all particles are swept away by the flowing suspension).
According to Taylor, 27 it is appropriate to use the weighted least squares method (WLSM), which gives the most precise estimate of coefficients a and b from Eq. (9). Although some caution has been expressed towards the use of WLSM for non-precisely estimated weights, 28 in the present study, uncertainties in the volumes of the attached particles and, consequently, in the critical retention concentrations were accurately calculated within the experimental uncertainty of PAMAS. Applying the WLSM to the quadratic function (9), the following expressions and values for coefficients a, b, and model parameter U W LSM min are obtained with their CSUs and RCSUs listed in Table III :
with U min = 6.600 × 10 −4 m/s. The uncertainty in σ cr -values can be calculated via the following expression:
where (σ cr ) i is experimental critical retention concentration of colloidal particles. Although OLSM produced results for σ cr which are in a good agreement with the experimental data, those obtained via WLSM are characterised by relatively smaller errors. Since OLSM treats data without consideration of their uncertainties (or as equally weighed), it underestimates uncertainties in the obtained results. It is, therefore, advisable to use ), it is necessary to know uncertainties in the parameters of these models.
The only parameter in Eq. (13) which varies with velocity is the cake thickness, h c . This parameter can be evaluated by fitting Eq. (13) to experimental data, with obtained results in Figure 5 showing a gradual increase in the internal cake thickness accompanied with an increase in critical retention particle concentration. For the colloidal particle with d c,wm = 1.014 ± 0.068 μm one-layer cake thickness can be evaluated with the uncertainty of u c (h 25 parameter x is the ratio between the drag and electrostatic forces, with the drag force determined according to the following formula:
where ω is the dimensionless empirical drag coefficient. The drag coefficient was adopted as 21 via fitting equation (14) to the experimental critical retention concentration data. Applying formula (3) to (17) Table III ). Model (14) represents experimental σ cr = σ cr (U)-data less accurately than model (13) due to the presence in Eq. (14) of the attractive electrostatic force, whose value and uncertainty cannot be reliably established due to unavailability of dielectric data.
VI. CONCLUSIONS
Calculation of experimental uncertainties for permeability of a borosilicate filter was carried out through propagation of uncertainties for parameters in Darcy's equation and also, using Monte-Carlo simulations. Both methods provided identical values for combined standard uncertainty for permeability. The local sensitivity analysis of Darcy equation showed that the uncertainties in dynamic viscosity and volumetric flowrate of colloidal suspension have the highest impact on the overall uncertainty for filter permeability.
The uncertainty in each consecutive value of critical retention concentration incorporates uncertainties from all previous values. Therefore, the total number of experimental points for critical retention concentrations, as a function of velocity, should be limited to three points in order to reduce the uncertainty in the determination of maximum critical retention concentration. Weighing functions for the critical retention concentrations were accurately calculated through the propagation of uncertainties in the respective experimental parameters. Application of the weighted least squares method resulted in more accurate values for maximum critical retention concentration and minimum velocity.
The local sensitivity analysis of the models showed that internal cake porosity has a significant impact on the modelling results and their uncertainties. The first model, containing the internal cake thickness as one of its parameters, represented experimental critical retention concentration data better than the second model which used dynamic viscosity, particle radius, pore thickness, drag, and total electrostatic forces as model parameters. Higher deviations of the results from the second model are, probably, due to the presence of the total electrostatic force in the model's formula. The values and uncertainty for this force cannot be reliably measured and calculated, due to lack of experimental dielectric data at the current experimental conditions.
The proposed uncertainty analysis was implemented into Microsoft Excel TM spreadsheet coupled with the real-time data acquisition software, such that each experimental data point is accompanied by its uncertainty, leading to timely decisions during particle attachment experiments.
Overall, the presented method for the evaluation of experimental and modelling uncertainties establishes the validity ranges for experimental permeability and particle attachment data and for the corresponding theoretical models. This makes possible intra-and inter-laboratory data comparison which is the first step towards standardizing these types of experiments. 
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