In this paper, a feedback control law based on the singular perturbation method is developed for three-dimensional minimum-time interception. Whereas the heading and flight-path angles are considered fast variables with the same time scale, the relative position and the specific energy are considered slow variables. A zeroth-order optimal control algorithm is developed, and an extension to higher-order analysis is discussed. With the demonstrations of several numerical examples, it is shown that this time-scale separation is physically reasonable and results in a uniformly valid control law for long-, medium-, and short-range interception. (40), (54), (B8), and (B12), respectively bof= parameters defined in Eqs. (41), (55), (B9), and (B13), respectively = parameter defined in Eq. (52) = zero-lift drag coefficient = lift coefficient = drag force = induced drag in rectilinear level flight = zero-lift drag force -capture radius = specific energy of the interceptor = the ratio dy'/d^' evaluated at T = T O = unit tangent vector, cos7 cos\l/ i + COSY sin^/ -sinyk = dynamic function (with subscript) = vector of dynamic functions (with subscript) = acceleration of gravity = quantities defined in Eqs. (A22-A25) = Hamiltonian = interceptor's altitude and target's altitude, respectively = integral (with subscript) = unit vectors in inertial frame OXYZ (see Fig. 1 ) = payoff function = induced-drag parameter = lift force = Mach number -aerodynamic load factor, n cos<£ and n sin$, respectively = L* y '* E \ T and LT ^J r » respectively = separation distance = universal gas constant
carried out an analysis of the horizontal plane interception problem based on a forced singular perturbation method.
In the cases solved in Refs. 3 and 4, either the gravity is neglected or the flight is assumed to be in a horizontal plane; thus, the problems are greatly simplified. The extension of the analysis to include the gravity effect in three-dimensional interception problems is a little more involved. Successful analyses for these problems, including the gravity effect, were made by the energy formulation with suitable time-scale assumptions. 5 ' 12 For example, Calise 11 analyzed a three-dimensional interception problem, using the energy formulation and assuming the altitude to be a faster variable in comparison with the horizontal range components. In that case, the zerothorder approximation leads to an essentially horizontal problem. Since the altitude rate is neglected, range matching is adopted to arrive at the target altitude when the separation in the horizontal plane is driven to zero. Do Khac and Huynh 12 used similar approaches and compared the results with the "exact" open-loop optimal solutions based on the gradient method. It is shown that a better than 99% accuracy is achieved for the performance index.
In this study of three-dimensional minimum-time interception, if the vertical separation z between the interceptor and the target and the specific energy E are scaled as fast variables in comparison with the horizontal distances, in longitude x and latitude y (as has been done in Refs. 11 and 12), the resulting control laws are valid only when x and y are much larger than z and for a speed Kin a range near to its maximum vame F max . In other words, this time-scale separation is most suitable for the case of near-horizontal interception starting with a high initial speed. With this limitation in mind, we assume in this paper that x, y\ z, arid E are slow variables, while only the flight-path angle 7 and the heading angle \[/ are fast variables with the same time scale. This assumption is physically reasonable since z and E cannot increase very rapidly, and the turning rates 7 and ^ should be on approximately the same time scale in order to uniformly rotate the velocity from one direction to another. The resulting algorithm is more involved than those of Refs. 11 and 12, and consequently is more time consuming. As such, an effort has been made to reduce the computation time and to accelerate the convergence of the solution as will be shown in the text.
The derivations of the equations of motion and the necessary conditions for optimality are based on Refs. 13-15. Then the zeroth-order singular perturbation analysis based on the present assumption is carried out. Numerical examples, using basic aircraft parameters from Ref. 16 , are given to demonstrate the effectiveness of the method. Closed-loop simulations are conducted for various interception conditions. The essential features of the optimal trajectories are discussed. To evaluate the accuracy of the zeroth-order solution, a recursive algorithm for higher-order analysis, briefly described is Sec. V, is examined for one numerical case.
II. Formulation of Three-Dimensional Interception
With the assumption of a constant-mass interceptor and a fixed flat Earth, the equations of motion for three-dimensional interception are formulated as
where x, y, and z are the separation distance components of the vector R =/?/-!? r , with the z direction along the gravity acceleration. Figure 1 shows this geometry at the initial time to. Note that OXYZ is an inertial frame. These equations are valid for a point mass interceptor with the thrust T directed along the tangent to the flight path. It is commonly assumed that the thrust T, drag £>, and lift L can be modeled as follows:
where the throttle control t\ and the load factor n are subject to the following constraints:
The maximum load factor « max is constrained by the maximum structural load or the maximum aerodynamic load, whichever is smaller. The energy state E is related to h and V by (12) and the heading and flight-path controls n s and n c are related to the load factor n and the bank angle 0 by
where - Fig. 1 Geometry of interception at initial time.
III. Optimal Control Formulation
The problem of interest is to find a set of controls ri(t) 9 n c (t), and n s (t) that leads to successful interception and minimizes / = (15) subject to the constraints in Eqs. (10) and (11). Successful interception (capture) is determined by the conditions
where d f is the "capture radius" representing the interceptor's firing envelope. 4 The Hamiltonian of the system is
Consequently, the Euler-Lagrange equations and the transversality conditions are
where V h 4 dV/dh and F £ 4 dV/dE. The optimal throttle control 7? op t can be determined by minimizing = 1 + with respect to 17 subject to the constraint of Eq. (10) . From the preceding equation, it is obvious that
Similarly, the optimal controls « c(op t) and « 5(opt) can be determined by minimizing //with respect to n c and n s . Accordingly,
which are adequate in case that n% + nj < n^.
Because the target velocity can be considered a constant for a sampled-data system the Hamiltonian H is not explicitly dependent on the time and the necessary conditions for optimality lead to H=Q, or H = const. Furthermore, because the terminal time //is left open and the terminal condition as given by Eq. (16) is not explicitly dependent on the time, in this pursuit problem, it is necessary that Hf = Q. Accordingly,
when the necessary conditions for optimality are satisfied.
IV. Zeroth-Order Singular Perturbation Analysis
In this paper, we consider the relative position and the specific energy as slow variables and the heading and flight-path angles as fast variables. The outer-layer equations are 
P°(t Q ) = pQ
where (•)' denotes the inner-layer variable.
Outer-Layer Analysis
To find the zeroth-order outer-layer solution, we let e = 0 in Eqs. (30) Because all the variables vary slowly, the time increment for numerical integration of the slow modes alone can be much larger than that for simulation including both the slow and the fast modes. Following the procedure in Appendix A, we find that all the necessary conditions for optimality are satisfied except that the initial conditions are not matched. By assuming that the increments AT^, A^r, A/^, and A.E/ are certain linear functions of the differences between the specified and the computed initial conditions, we can improve 7}, \l/ r , tf, and Ef, correspondingly. Typically, four to six iterations are adequate.
Inner-Layer Analysis
Having obtained the reduced-order solution, we are in a position to find the inner-layer solution. By setting e = 0 in Eqs. (33) and (35), the problem is then to find the optimal controls HC and n l s such that Eqs. (33-36) and the final conditions 7 r (T / ) = 7 r (f 0 ) and i^(T/) = ^r are satisfied and the stretched final time Tf is minimized. In this problem, the initial conditions X^(TO) and X^(TO) are unknown. Instead of guessing both of them directly, it is better to guess the initial ratio dy'/d^' at T=T O (27), we obtain the initial values of X^0 and X^Q. The iteration procedure is described in Appendix B.
In fact, Eq. (53) represents the differential equation of a great circle, which is the optimal trajectory for minimum distance from (^0,7o) to (^r,7o) on a sphere surface. It can be shown that if B R in Eqs. (51) and (52) is independent of ^ and 7', then the great circle is also the optimal trajectory for minimum time. Since B R is a function of \I/' and 7', the minimumtime trajectory is different from the minimum-distance trajectory. However, numerical experience shows that the initial guess of a and b by using Eqs. (54) and (55) is so good that the error is less than 1%. Therefore, we justify Eqs. (56) and (57) and formally let the optimal controls for simulation be
In the preceding, we assumed that n^ +« 5 2 <«max-If from Eqs. (58) and (59) Equations (53) and (60) are used in solving for n c and n s . However, Eqs. (26) and (27) can no longer be used in solving for X!y and X^. They should be modified to include a Lagrange multiplier /*.
Y. Higher-Order Singular Perturbation Analysis
In the last section, we presented the zeroth-order analysis. A natural question to ask is if we can extend the analysis to a higher order with a recursive algorithm, which can be easily implemented. The answer is yes. To achieve this, we smooth out the two conflicting results in the zeroth-order approximation. They are as follows:
1) The changing rate of flight-path angle y° does not vanish identically as assumed in the zeroth-order out layer solution.
2) The flight-path and azimuth angles cannot jump instantly from their initial values to those values obtained from the outer-layer analysis without a finite time interval. This means 7/5*0 in the inner-layer solution.
To improve on such an approximation, we may let ey°Q = y°k_i) in the ^til-order (k>\) outer-layer solution and match x, y, z, E and their adjoint variables at the time r f(k _ 1} instead of TO in the &th-order inner-layer solution. Then we may solve the problem recursively following the procedure described in the Sec. IV with little modification.
VI. Numerical Results
The parameters of the interceptor and atmospheric data for demonstration are taken from Ref. 16 . For convenience of reference, they are listed in Table 1 .
Several cases are studied and the results are shown in Figs. [2] [3] [4] [5] . For all these cases, it is assumed that initially the interceptor flies with 70 = 0 deg and \l/ 0 = 90 deg, and the target flies with F ro = 500 fps, 7™= 0 deg, \I/ TO = -75 deg, F r = 4 ft/s 2 , 7 r = 0.5 deg/s, and \j/T = g/(VT cos7r). Since the interceptor does not previously know how the target will fly in the next second, the target's future velocity is assumed to be frozen at the instant of time when the optimal controls are computed. The throttle control rf=l is employed for simulation since \ r E < 0 is not violated throughout the whole period of interception. The horizontal projections and the altitude profiles of the trajectories are shown in Figs. 2 and 3 , respectively. The difference among the cases studied concerns the initial speed and altitude of the interceptor.
An interesting result found from Fig. 3 is that the interceptor must first dive downward and then pull up to intercept an upward flight target. This result is consistent with those shown by Do Khac and Huynh. 12 An explanation is that the maximum thrust and the drag are modeled as functions of the Mach number and the altitude. The higher the Mach number and the lower the altitude, the higher are the maximum thrust and the drag. When the interceptor first dives downward, it gains its speed and increases the thrust and the drag. Since the increment of the thrust is larger than that of the drag, the net gain of speed is positive. However, the interceptor cannot always dive downward and intercept an upward flight target. There- fore, it must pull up at a certain point and the resulting altitude profiles look like those shown in Fig. 3 .
To understand the characteristics of the altitude profiles better, various combinations of the interceptor's initial altitudes and velocities are examined. Consider that in Fig. 3 the initial altitude of the interceptor is fixed at 8000 ft. Using the case with the initial speed of 900 fps as a baseline, we find that if the initial speed is larger, say 1100 fps, the interceptor is not required to dive downward so much to intercept the target. It can be inferred that if the initial speed of the interceptor is at its maximum, then it is not necessary for the interceptor to initially dive downward to increase speed. Having this idea in mind, we examine several cases with different initial altitudes. As shown in Fig. 3 , we find that if the initial velocity of an interceptor is fixed, then the interception time changes only very little with the variation of its initial altitude. For the case of high initial speed the interception time is 32.5 s, and for all of the other cases it is about 38 s.
Basically, to intercept a target as quickly as possible, the interceptor should turn and accelerate quickly. However, to turn quickly, the interceptor has to bank a large angle. To maintain its altitude, the interceptor has to fly with a high angle of attack, which induces a large drag. Since a large drag decelerates the interceptor, we have to compromise the bank angle with the drag. For all the cases studied in Figs. 2 and 3 , their corresponding load-factor and bank-angle profiles are shown in Figs. 4 and 5, respectively. From Fig. 4 , we find that if the initial speed is larger, the initial load factor can also be larger. All load-factor profiles begin with some large values and decrease to certain values, which are nearly equal to COS7 + Vy/g. To maintain high speed, the interceptor resists an early pull up, preferring to wait until near the final time to satisfy the condition d f = 5QQ ft. Therefore, the load-factor profiles remain nearly constant for a finite period and increase suddenly when the interceptor approaches the target. In the horizontal plane, we find from Figs. 2 and 5 that the interceptor initially has negative bank angle and turns to the left. Later, the bank angle becomes positive and the interceptor turns to the right. The horizontal projections of the trajectories do not change very much with the variation of the velocity or altitude. Since a large part of the lift has been used to pull the interceptor up, there remains not much to follow the turning target. Therefore, the bank angle cannot vanish at the final time as in the case of intercepting a rectilinear flight target.
To understand the singular perturbation method further, an extension to higher-order analysis has been conducted. To perform a first-order analysis, the computation time doubles. Since more computations are involved in the first-order analysis, the load-factor profiles obtained are further corrupted by noise. For the case of intercepting a rectilinear flight target with an initial speed of 900 fps, the interception time is 26.05 s as computed with the first-order analysis in contrast to 26.35 s as computed with the zeroth-order analysis. There is a 1% improvement in this case. Due to the noisy feature of its load-factor profile and a large amount of computations, the higher-order analysis is not very promising for practical implementation. However, it does serve to justify the zeroth-order analysis on a theoretical basis.
VII. Conclusions
It has been shown that it is possible to consider only the flight-path angle and the azimuth angle as fast variables in contrast to other time-scale separations proposed in the published literatures. Physically, this time-scale separation is reasonable and its validity is not limited to the case in which the flight speed of the interceptor is near its maximum and the range of interception is very long. The performance of the controls obtained from the zeroth-order approximation appears to be very satisfactory since the higher-order analysis conducted provides little improvement.
The approach presented in this paper significantly reduces the computations involved in solving the optimal trajectory problems considered. It is observed that optimal trajectory problems of sampled-data type, such as the one presented in this paper, can always be solved with satisfactory results by using only the zeroth-order singular perturbation approach. However, special care should be made for extensions to other performance indices and other forms of terminal constraints. For the problems in which the performance indices are design parameters of vehicles and the terminal constraints are explicitly prescribed, the sampled-data type of approach may not be very efficient and sometimes not meaningful. The approach presented in this paper should then be modified to include higher-order analysis in order to obtain a satisfactory matching between the outer-and the inner-layer solutions. and <JE can be chosen so that 0< a E < 1. A typical value for a E is 0.25.
After obtaining the modified ratio a and b, we can start a new cycle of iteration. Certainly this is not necessary, since the error in the initial guess using Eq. (53) is generally less than 1%.
