Variable neighborhood search for extremal graphs. 21. Conjectures and results about the independence number  by Aouchiche, Mustapha et al.
Discrete Applied Mathematics 156 (2008) 2530–2542
Contents lists available at ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Variable neighborhood search for extremal graphs. 21. Conjectures and
results about the independence number
Mustapha Aouchiche b,∗, Gunnar Brinkmann c, Pierre Hansen a,b
a GERAD, Montréal, QC, Canada
b HEC Montréal, QC, Canada
c Dep. of Appl. Math. and Comp. Sci., Ghent University, Ghent, Belgium
a r t i c l e i n f o
Article history:
Received 29 November 2006
Received in revised form 25 September
2007
Accepted 6 March 2008
Available online 25 April 2008
Keywords:
Independence number
Invariant
Extremal graph
AGX
a b s t r a c t
A set of vertices S in a graph G is independent if no neighbor of a vertex of S belongs to
S. The independence number α is the maximum cardinality of an independent set of G. A
series of best possible lower and upper bounds on α and some other common invariants
of G are obtained by the system AGX 2, and proved either automatically or by hand. In the
present paper, we report on such lower and upper bounds considering, as second invariant,
minimum, average and maximum degree, diameter, radius, average distance, spread of
eccentricities, chromatic number and matching number.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V, E) be a connected graph of order n = |V| and size m = |E|. A subset S of vertices of G is said to be independent
if its vertices are pairwise nonadjacent. The maximum cardinality of such a subset is called the independence number of G
and is denoted by α. The degree d(v) of a vertex v ∈ V , is the number of its neighbors. Theminimum, average andmaximum
degrees of G are denoted by δ, d and ∆ respectively. The distance between two vertices u and v of G, l(u, v), is the length
of a smallest path between u and v. Let l denote the average distance between two distinct vertices in G. The eccentricity,
ecc(v), is the maximum distance from v to another vertex of G, i.e., ecc(v) = max{l(u, v), u ∈ V}. The maximum eccentricity
in G is its diameter, denoted by D, while the minimum is its radius, denoted by r. The spread of eccentricities is the difference
between themaximumandminimumeccentricitiesD−r. Amatching of G is a subset of pairwise disjoint edges. Thematching
number is the maximum cardinality of a matching and denoted by µ. The chromatic number χ of G is the minimum number
of colors to assign to the vertices of G such that any two adjacent vertices have different colors. For any vertex v ∈ V , the open
neighborhood of v, denoted N(v), is the set {u ∈ V|uv ∈ E} and its closed neighborhood is N[v] = N(v) ∪ {v}. For a set U ⊂ V , its
open neighborhood is N(U) = ∪u∈U N(u), and its closed neighborhood is N[U] = ∪u∈U N[u]. The private neighbor set of a vertex
u with respect to U is the set PN[u,U] = N[u] \ N[U \ {u}]. If PN[u,U] 6= φ for some vertex u, then every vertex of PN[u,U] is
called a private neighbor of u with respect to U. A set U is an irredundant set if for every u ∈ U, PN[u,U] 6= φ. The maximum
cardinality of an irredundant set is called upper irredundance number and denoted by IR.
We will consider several classes of extremal graphs. As usual, we denote by Kn the complete graph, Pn the path, Cn the
cycle and Sn the star, all on n vertices. A star on 4 vertices is a claw. A complete bipartite graph Kp,q is composed of two
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disjoint independent sets on p and q vertices respectively, with edges between any pair of vertices one in each of these sets.
A complete split graph SKn,α is composed of an independent set on α vertices, and a disjoint clique on n − α vertices, all
vertices of the independent set being joined to all vertices of the clique.
The results studied in the present paper have the following form, called AGX Form 1 [3],
b(n) ≤ i1 ⊕ i2 ≤ b(n), (1)
where i1 = α and i2 ∈ {∆, d, δ,D, r,D − r, l,χ,µ}, ⊕ is one of the operations −,+, /,×, while bn and bn are, respectively,
lower and upper bounding functions depending on the order n (or number of vertices). For each case we give at least one
family of extremal graphs for which the bound is tight. While many of the bounds are valid for K2 and some of them for K1,
to avoid trivialities, in this paper we only consider graphs of order n ≥ 3.
The relationships of form (1) discussed and proved in this paper were obtained, as well as many others [1,3], with
the system AGX 2 [2]. This “discovery system” is described, together with its results, in a series of papers, to which the
present one also belongs, under the common title “Variable Neighborhood Search for Extremal Graphs”. It is based on the
following observation: a large variety of problems in extremal graph theory can be viewed as parametric combinatorial
optimization ones defined on the family of all graphs (or some restriction thereof) and solved by a generic heuristic. The
parameter is usually the order n of the graphs considered (sometimes the order n and the size m). The heuristic fits in the
Variable Neighborhood Search metaheuristic framework [8,17,18]. Presumably extremal graphs are found by performing
a series of local changes (removal, addition or rotation of an edge, etc. . . ) until a local optimum is reached, then applying
increasingly large perturbations, followed by new descents; if a graph better than the incumbent one is found, the search is
recentred there. After the parametric family of extremal graphs has been found, relationships between graph invariantsmay
be deduced from them using various data mining techniques [9]. These include: (i) a numerical method based on Principal
Component Analysis which yields a basis of affine relations between the graph invariants considered; (ii) a geometric
method which uses a gift-wrapping algorithm to find the convex hull of extremal graphs viewed as points in the invariant
space; facets of this convex hull give inequality relations; (iii) an algebraic method which recognizes families of graphs
then exploits a database of formulae giving expressions of invariants as functions of n on these families; substitution in (1)
then leads to linear or nonlinear conjectures. In [1] a systematic comparison of 20 invariants has been made. Results are
summarized in [3], available in detail on the website “http://www.gerad.ca/~agx”, and currently being proved in a series of
papers (see [4] for references).
The conjectures discussed and proved in the present paper were obtained using the numerical and, mostly, the algebraic
method. Some easy conjectures were proved by the system exploiting the fact that relevant families of extremal graphs for
individual invariantsmay (and quite often do) have nonempty intersection [2,3]. For instance, as the star is the only extremal
graph for the upper bound on α and is also extremal for the upper bound on∆, it follows from the known bounds α ≤ n− 1
and∆ ≤ n− 1 that α ·∆ ≤ (n− 1)2 with equality if and only if G is the star Sn.
This paper is organized as follows: relations involving degrees, i.e., ∆, δ and d are considered in Section 2. In Section 3,
bounds involving metric invariants, i.e., diameter, radius, spread of eccentricities and average distance, are considered.
Bounds involving the chromatic and matching numbers are studied in Sections 4 and 5, respectively. Brief conclusions are
drawn in Section 6. A table of all conjectures obtained in this paper, mentioning also how they were proved, is given in the
Appendix.
2. Independence and degrees
2.1. Independence and maximum degree
When comparing α and∆, AGX 2 obtained and proved easy relations in four out of eight cases and provided conjectures
in two other cases. In one of the two remaining cases it gave no results, the graph obtained being too irregular; in the other
it gave a conjecture which was refuted. Exact formulae for these two last cases were found by hand and are proved in a
companion paper [5]. We next recall these results.
Theorem 1 ([5]). Let G = (V, E) be a connected graph of order n with independence number α and maximum degree∆. Then
α−∆ ≤ n−
⌈
2
√
n− 1
⌉
.
The bound is reached for every n.
Theorem 2 ([5]). Let G = (V, E) be a connected graph of order n with independence number α and maximum degree∆. Then
α+∆ ≥
⌈
2
√
n
⌉
.
The bound is attained for a sequence of about q = ⌈√n ⌉ cliques of about ⌈√n ⌉ vertices each connected by q− 1 disjoint edges.
We now turn to the two remaining conjectures.
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Proposition 1. Let G = (V, E) be a connected graph of order n ≥ 3 with independence number α and maximum degree∆. Then
α
∆
≤ 1
2
⌈
n
2
⌉
with equality if and only if G is a path, an even cycle or a claw.
Proof. In this proof, we discuss cases according to different values of∆.
Case ∆ = 2: Graphs of maximum degree ∆ = 2 are cycles and paths. We have α/∆ = bn/2c /2 for cycles and
α/∆ = dn/2e /2 for paths. Thus, the bound is reached for paths if n is odd, and for paths and cycles if n is even.
Case ∆ = 3: Assume that there exists a connected graph of maximum degree ∆ = 3 such that α/∆ > dn/2e /2. Then,
α/3 > n/4, i.e., α > 3n/4. Let S be an independent set of cardinality α and T = V \ S. Thus |T| < n/4, and then G contains at
most 3n/4 edges. If n ≥ 5 then n− 1 > 3n/4, which is a contradiction with the connectedness of G. If n = 4, it is easy to see
that the bound is attained only for the claw S4.
Case∆ ≥ 4: In this case α/∆ ≤ α/4 ≤ (n− 1)/4 < dn/2e /2. 
Proposition 2. For any connected graph on n ≥ 5 vertices with maximum degree∆ and independence number α,
α ·∆ ≥ n− 1
with equality if and only if G is a complete graph or an odd cycle.
Proof. If G is an odd cycle or a complete graph, then α ·∆ = n− 1.
Assume that G is neither complete nor an odd cycle. Since every class of equally colored vertices is an independent set,
we have that α · χ ≥ n, and according to Brooks theorem [7], in this case χ ≤ ∆. Thus α ·∆ ≥ n > n− 1. 
2.2. Independence and average degree
When comparing α and d, AGX 2 obtained immediate results in four cases out of eight. In the remaining four cases, it
obtained structural conjectures i.e., conjectures about the characterization of extremal graphs, from which algebraic ones
could be deduced in three cases.
Proposition 3. For any connected graph on n ≥ 3 vertices with average degree d and independence number α,
α+ d ≤

5n− 2
4
if n is even
5n− 2
4
+ 1
4n
if n is odd.
The bound is attained for complete split graphs SKn,t with t = α = n+12 if n is odd; and with t = α = n2 or t = α = n+22 if n is even.
Proof. For fixed α and n, as adding edges increases d, α + d is maximum for a complete split graph. For such a graph, we
have
d+ α = n− 1+ α− α
2
n
+ α
= n− 1+ (n+ 1)α− α
2
n
= f (α).
(i) If n is odd, f (α) is maximum for α = n+12 , and so
d+ α = n− 1+ (n+ 1)(
n+1
2 )− ( n+12 )2
n
= n
2 + 2n+ 1+ 4n2 − 4n
4n
= 5n− 2
4
+ 1
4n
.
(ii) If n is even, f (α) is maximum for α = n2 and α = n+22 , and in both cases we have
d+ α = 5n− 2
4
.
This completes the proof. 
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Conjecture 1. For any connected graph on n ≥ 8 vertices with average degree d and independence number α,
α+ d ≥

2p− 1+ 2
p
− 2
p2
if n = p2,
2p− 1+ r(p+ 1)+ 2p− 2
n
if n = p2 + r and 1 ≤ r ≤ p,
2p+ 3p
n
if n = p2 + p+ 1,
2p+ (r + 2)p+ r
n
if n = p2 + p+ r and 2 ≤ r ≤ p.
The bound is attained for a graph G composed of r cliques on p + 1 vertices and p − r cliques on p vertices together with p − 1
edges connecting G if n = p2 + r with 0 ≤ r ≤ p; and of a clique on p + 2 vertices and p − 1 cliques on p + 1 vertices together
with p − 1 edges connecting G if n = p2 + p + 1; and of r cliques on p + 1 vertices and p − r + 1 cliques on p vertices together
with p edges connecting the G if n = p2 + p+ r with 2 ≤ r ≤ p.
The fact that extremal graphs have the described structure, i.e. a set of balanced cliques and edges joining them, follows
from a recent result of [10] on extremal graphs for the connected version of Turan’s theorem [21]. Formulae giving the
corresponding bound in function of the order could be deduced from the extremal graphs obtained. They break down into
four cases. Correctness and sharpness of these formulae was checked for all n up to 80000. However, an algebraic proof of
their validity still eludes us.
The bound in the following theorem follows from the corresponding bound on IR · d (which in fact is the same) proved
in [5] and the well-known relation α ≤ IR (It is easy to see that any independent set is irredundant).
Theorem 3. For any connected graph on n ≥ 3 vertices with average degree d and independence number α,
α · d ≤ max
{ btc (n− btc)(n+ btc − 1)
n
,
dte (n− dte)(n+ dte − 1)
n
}
with equality if and only if G is a complete split graph with α = btc or α = dte, where t = (1+√3n2 − 3n+ 1)/3.
For the lower bound on α · d, AGX 2 led to the structural conjecture that extremal graphs are again connected Turan
graphs [10].
2.3. Independence and minimum degree
When comparing α and δ, AGX 2 obtained immediate results in six cases out of eight. Conjectures were obtained in the
last two cases and are stated and proved next.
Proposition 4. For any connected graph on n ≥ 3 vertices with minimum degree δ and independence number α,
3 ≤ α+ δ ≤ n.
The bound is attained for any graph composed of a clique Kn−2, a vertex u adjacent to one or more vertices in the clique and a
vertex v adjacent just to u. The upper bound is attained for stars and complete graphs among others.
Proof. The upper bound, namely α + δ ≤ n, is Conjecture 158 of [13]. It is proved and the corresponding extremal graphs
are characterized in [6].
For the lower bound we consider two cases.
If α = 1, then the graph is complete and δ = n− 1.
If α ≥ 2, then α+ δ ≥ 3.
Thus the bound is proved. Let G = (V, E) be a connected graph with α = 2 and δ = 1. Let v be the pending vertex and u
its neighbor. The subgraph induced by V \ {u, v} is a clique (otherwise α ≥ 3). Owing to the connectedness, there is at least
a vertex between u and V \ {u, v}. (Note that the graph is a Soltés one [20].) 
Proposition 5. For any connected graph on n ≥ 3 vertices with minimum degree δ and independence number α,
2 ≤ α · δ ≤
⌈
n
2
⌉ ⌊
n
2
⌋
.
The lower bound is attained for a graph composed of a clique Kn−2, a vertex u adjacent to one or more vertices in the clique and a
vertex v adjacent just to u. The upper bound is attained, among others, for the complete bipartite graph Kd n2 e,b n2 c.
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Proof. The lower bound can be proved as in Proposition 4.
Upper bound:
We proved above that α+ δ ≤ n, so
α · δ ≤ α · (n− α).
The right-hand side, as a function of α is maximum if α = bn/2c or α = dn/2e. Thus
α · δ ≤ dn/2e bn/2c .
This bound is attained if and only if α = dn/2e and δ = bn/2c or δ = dn/2e and α = bn/2c, and the corresponding extremal
graphs can be the complete bipartite graph Kd n2 e,b n2 c or one of the complete split graphs SKn,b n2 c and SKn,d n2 e. 
3. Independence and metric invariants
3.1. Independence and diameter
When comparing α and D, AGX 2 found all the eight bounds and proved four of them. The remaining conjectures are
proved by hand in the four propositions below.
Proposition 6. For any connected graph on n ≥ 3 vertices with diameter D and independence number α,
α− D ≥ 1−
⌊
n
2
⌋
with equality if and only if G is the path Pn.
Proof. As any induced path on p vertices contains an independent set of cardinality
⌈
p
2
⌉
, we have α ≥
⌈
D+1
2
⌉
. So α − D ≥⌈
D+1
2
⌉
−D = 1−
⌊
D+1
2
⌋
. Using the fact that D ≤ n− 1, with equality if and only if the graph is a path, the result follows. 
Proposition 7. For any connected graph on n ≥ 3 vertices with diameter D and independence number α,
α+ D ≤
⌈
n
2
⌉
+ n− 1
with equality if and only if G is the path Pn, or, if n is even G is the graph composed of a path on n− 1 vertices with an additional
vertex attached exactly one or two vertices on the path at odd distances from both its endpoints. In case of two neighbors, they
must have a common neighbor on the path.
Proof. By counting theminimumnumber of vertices on an induced path of length D that cannot be in the same independent
set, it is easy to see that α ≤
⌈
D+1
2
⌉
+ n− D− 1. Then α+ D ≤
⌈
D+1
2
⌉
+ n− 1. So α+ D ≤
⌈
n
2
⌉
+ n− 1 with equality if and
only if D = n− 1 or, only if n is even, D = n− 2.
Now, to characterize the extremal graphs, it is obvious that in the case of D = n−1, G is the path Pn. So let G be a graph for
which the bound is reached with D = n− 2 and n even. This implies α = n2 + 1. Due to D = n− 2, there must be an induced
path on n−1 vertices fromwhich, including the endpoints, exactly n2 belong to a maximum independent set. The remaining
vertex must belong to a maximum independent set (since α = n2 + 1), so it cannot be adjacent to the endpoints nor to the
vertices at even distances from the endpoints; it also cannot be adjacent to more than two vertices since D = n− 2. 
Proposition 8. For any connected graph on n ≥ 3 vertices with diameter D and independence number α,
α
D
≥

n
2n− 2 if n is even,
n− 1
2n− 4 if n is odd.
The bound is attained for Pn if n is even and, if n is odd for a path on n − 1 vertices with an additional vertex v that must be at
odd distance from both endpoints of the path and adjacent to two successive vertices on the path, or adjacent to three successive
vertices on the path.
Proof. As in the proof of Proposition 6, we have
α
D
≥
⌈
D+1
2
⌉
D
= f (D) =

D+ 1
2D
if D is odd,
D+ 2
2D
if D is even.
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Since both partial functions are monotonically decreasing, we can assume that in each case D takes the maximum possible
value.
If n is odd, we have
f (D) ≥

n− 1
2n− 4 if D is odd, (D = n− 2),
n+ 1
2n− 2 if D is even, (D = n− 1).
If n is even, we have
f (D) ≥

n
2n− 2 if D is odd, (D = n− 1),
n
2n− 4 if D is even, (D = n− 2).
Comparing these bounds, f (D) is minimum for D = n− 1 if n is even and for D = n− 2 if n is odd. Thus the bound follows.
It is obvious that if D = n− 1 (when n is even), the corresponding extremal graph is the path Pn. Now, if n is odd, let G be
a graph for which the bound is reached. So D = n− 2 and α = (n− 1)/2 and then the graph is composed of a path on n− 1
vertices (for D = n − 2) and a vertex v that must be at odd distance from both endpoints of the path and adjacent to two
successive vertices on the path, or adjacent to three successive vertices on the path. Indeed, if v is adjacent to one vertex on
the path, or v is adjacent to two vertices and at even distances from the endpoints of the path or v is adjacent to two vertices
with a common neighbor on the path, we get α = (n+ 1)/2 > (n− 1)/2; and if v is adjacent to more than three vertices, or
to three nonsuccessive vertices or to two vertices with no common neighbor, we get D ≤ n− 3. 
Proposition 9. For any connected graph on n ≥ 3 vertices with diameter D and independence number α,
α · D ≤

n2 − 4
2
if n is even,
n2 − 1
2
if n is odd.
The bound is attained for Pn if n is odd and, if n is even for a path on n − 1 vertices with an additional vertex v that must be at
odd distance from both endpoints of the path and adjacent to two successive vertices on the path, or adjacent to three successive
vertices on the path.
Proof. As in the proof of Proposition 7, we have
α · D ≤ D
(⌈
D+ 1
2
⌉
+ n− D− 1
)
= D
(
n−
⌊
D+ 1
2
⌋)
. (2)
If D is even the right-hand side of (2) is
D
(
n− D
2
)
= nD− D
2
2
and reaches its even maximum for D = n− 1 if n is odd, and for D = n− 2 if n is even.
If D is odd the right-hand side of (2) is equal to
D
(
n− D+ 1
2
)
= nD− D(D+ 1)
2
and reaches its odd maximum for D = n− 1 if n is even, and for D = n− 2 if n is odd.
Comparing the formulae obtained in the four cases leads to the bound.
The characterization of the extremal graphs can be proven similar to the way it was done in Proposition 7. 
3.2. Independence and radius
The automated comparison betweenα and r reproduced two known results r ≤ α andα ≤ n−r [13,14], which correspond
to three out of eight cases (α − r ≥ 0, α/r ≥ 1 and α + r ≤ n). AGX 2 proved four cases and provided a conjecture in the
remaining case, which is proved by hand in the following proposition.
Proposition 10. For any connected graph on n ≥ 3 vertices with radius r and independence number α,
α · r ≤
⌊
n
2
⌋ ⌈
n
2
⌉
.
The bound is attained for paths and even cycles.
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Proof. We know that α+ r ≤ n, so
α · r ≤ α · (n− α).
The right-hand side as a function of α is maximum for α = bn/2c and for α = dn/2e. Thus
α · r ≤ dn/2e bn/2c
and this bound is attained if and only if α = dn/2e and r = bn/2c (r ≤ bn/2c). It is attained for all values of n for, among
others, paths and even cycles. 
3.3. Independence and eccentricity spread
In all the eight cases, AGX 2 provided conjectures, three of which are immediate; and the remaining ones are proved
below.
Theorem 4. For any connected graph on n ≥ 3 vertices with diameter D, radius r and independence number α,
1 ≤ α− (D− r) ≤ n− 2.
The lower bound is attained for many graphs such as a path, a clique on n − 1 vertices with an additional pending edge and a
complete graph. The upper bound is attained for stars and complete bipartite graphs K2,n−2.
Proof. Lower bound:
We know that r ≤ α [12–15] and D− r ≤ r. So α− (D− r) ≥ α− r ≥ 0. Then α− (D− r) = α− r = 0 leads to D = 2r and
α = r. Let u and v be vertices such that l(u, v) = D = 2r and P = (u = v0, v1, · · · vD = v) a path between u and v. It is easy to
see that S = {v0, v2, · · · vD} is an independent set with |S| = r + 1 > α; contradiction. Thus α− (D− r) ≥ 1.
The bound is attained for many families of graphs such as an even path, a clique on n−1 vertices together with a pending
edge and a complete graph.
Upper bound:
Let G be a graph on n ≥ 3 vertices with diameter D, radius r and independence number α.
If α = n− 1, then G is a star and we have α− (D− r) = n− 2.
If α ≤ n− 2, according to the fact that D ≥ r, we have α− (D− r) ≤ n− 2. Thus we have the bound.
Let G be a graph such that α− (D− r) = n−2 and not a star. So α = n−2 and D = r. Let S be a maximum independent set
of G (|S| = n−2), V− S = {u, v}, Su the set of neighbors of u in S and Sv the set of neighbors of v in S. Due to the connectedness
of G, we have Su ∪ Sv = S, and due to the fact that G is not a star, Su 6= φ and Sv 6= φ.
On the other hand Su ∩ Sv 6= φ, otherwise Gwill be a double-star, and thus D 6= r. Let w ∈ Su ∩ Sv. We have ecc(w) = 2 and
then r = 2 (D = r = 1 leads to a complete graph).
Suppose that Su − Sv 6= φ and Sv − Su 6= φ. Let w1 ∈ Su − Sv and w2 ∈ Sv − Su, then l(w1,w2) ≥ 3 > D = 2; contradiction.
Thus, either Su ⊂ Sv = S or Su ⊂ Sv = S, say Su ⊂ Sv = S. Due to r = 2, uv 6∈ E, otherwise d(v) = n− 1 and then r = 1.
Suppose that Sv = S and Su 6= S and let w ∈ S− Su, then l(u,w) ≥ 3 > D; contradiction.
This proves that G is either a star Sn or a complete bipartite graph K2,n−2. 
Proposition 11. For any connected graph on n ≥ 3 vertices with diameter D, radius r and independence number α,
α+ (D− r) ≤ n.
The bound is best possible as shown by stars, balanced double-comets (two stars with numbers of vertices differing by at most 1,
joined by a path) of diameter 4 and odd paths.
Proof. The bound is a consequence of α+ r ≤ n and D ≤ 2r. 
Theorem 5. For any connected graph on n ≥ 3 vertices with diameter D, radius r and independence number α,
D− r
α
≤
⌊
n−1
2
⌋
⌈
n
2
⌉
with equality if and only if G is the path Pn and if G is composed of a path P = u0, u1, u2, . . . un−1 on n−1 vertices and an additional
vertex linked to two or three successive vertices of P, or to a single inner vertex of even index.
Proof. If α ≤ dn/2e − 1, using the lower bound of Theorem 4 we have
D− r
α
≤ 1− 1
α
≤ 1− 1⌈
n
2
⌉
− 1
<
⌊
n−1
2
⌋
⌈
n
2
⌉ .
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If α ≥ dn/2e + 1, using the fact that r ≤ n− α [14] we have
D− r
α
≤ r
α
≤ n− α
α
≤
⌊
n
2
⌋
− 1⌈
n
2
⌉
+ 1
<
⌊
n−1
2
⌋
⌈
n
2
⌉ .
If α = dn/2e, we have to prove that D− r ≤ b(n− 1)/2c. We have
D− r ≤ r ≤
⌊
n
2
⌋
.
So if n is odd, we are done. If n is even, suppose that D− r = r = n/2, that implies D = nwhich is impossible. Thus the bound
is proved and equality holds if and only if
α =
⌈
n
2
⌉
and D− r =
⌊
n− 1
2
⌋
.
Let G be a graph satisfying these conditions.
If n is odd, D− r = (n− 1)/2 implies r = (n− 1)/2 and D = n− 1. So G is the path Pn.
If n is even, D− r = (n− 2)/2 implies r = n/2 and D = n− 1 or r = (n− 2)/2 and D = n− 2. The first case holds if and
only if G is the path Pn. Adding the condition α = n/2 to the second case, G must be composed of a path on n − 1 vertices,
say P = u0, u1, u2, . . . , un−1 and an additional vertex linked to two or three successive vertices of P or a single inner vertex
of even index. 
Proposition 12. For any connected graph on n ≥ 3 vertices with diameter D, radius r and independence number α,
α · (D− r) ≤
⌊
n− 1
2
⌋
·
⌈
n+ 1
2
⌉
.
The bound is attained for a path if n is odd and for a path on n − 1 vertices with an additional vertex that is adjacent to at least
one vertex of the path and at most two at distance 2 on the path.
Proof. According to the fact that D− r ≤
⌊
n−1
2
⌋
(a proved AGX conjecture [1]) and α+ (D− r) ≤ n, finding an upper bound
on α · (D− r) is equivalent to finding the maximum of x · (n− x) subject to x ≤
⌊
n−1
2
⌋
with x = D− r. Thus the bound follows.

3.4. Independence and average distance
When comparing α and l, AGX 2 reproduced the well-known Chung theorem [11] (l ≤ α) twice (α− l ≥ 0 and α/l ≥ 1).
It gets conjectures together with easy proofs in two cases and conjectures only in three cases; the latter are proved next.
AGX 2 did not find any conjecture for the upper bound on α · l.
Proposition 13. For any connected graph on n ≥ 3 vertices with average distance l and independence number α,
α− l ≤ n− 3+ 2
n
with equality if and only if G is the star Sn.
Proof. If α = n− 1, the graph is a star and α− l = n− 3+ 2/n.
If α ≤ n− 2, as l ≥ 1, then α− l ≤ n− 3 < n− 3+ 2/n. 
Theorem 6. For any connected graph on n ≥ 3 vertices with average distance l and independence number α,
α+ l ≤ n+ 1− 2
n
with equality if and only if G is Sn.
Proof. Let us prove that the extremal graphs are stars by a series of transformations which increase the upper bound.
(a) The extremal graphs are trees T, as eliminating edges increases l, and possibly α.
(b) Let S denote amaximum independent set of a tree T. Without loss of generality, wemay assume that all pending vertices
of T belong to S. Then we may replace internal edges nonincident with a vertex of S by pending edges.
Indeed, letW be the sum of all distances of T, i.e., the Wiener index [23] of T. It is well known that for any tree T
W = ∑
ij∈E(T)
ninj
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Fig. 1. Eliminating internal edges.
Fig. 2. Contracting a tree.
where ni and nj are the number of vertices of the subtrees obtained by removing edge ij. Replacing an edge of weight
ninj = ni(n− ni) by an edge of weight n− 1 (see Fig. 1 where black nodes belong to S) leads to a change inW of
−ni(n− ni)+ n− 1 = n2i − nni + n− 1 ≥ −
n
2
(
n− n
2
)
+ n− 1 = − (n− 2)
2
4
,
and increases α by 1.
Thus the resulting change in α+ l is at least
1− (n− 2)
2
2n(n− 1) =
n2 + 2n− 4
2n(n− 1) > 0.
(c) If T 6= Sn, let v be a vertex adjacent to one or more leafs of T as well as to a single vertex w of T. Note that w belongs
to S. Otherwise, one could apply a transformation as described in (b) to increase α + l. Let z denote another vertex of T
adjacent to w. Then replace all edges incident with v by pending edges incident with vertex z (see Fig. 2).
Let Twv and Twz denote the subtrees obtained from T by removal of the vertex w and containing v and z respectively (see
again Fig. 2). Let p ≥ 1 be the number of vertices that do not belong to Twz ∪ Twv . If |Twv | = k then |Twz | = n− k− p. The change
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inW for the edge vw (which becomes vz after being moved) is
(n− 1)− k(n− k) = k2 − kn+ n− 1; (3)
and the change for the edge wz is
p(n− p)− (n− k− p)(k+ p) = k2 + k(2p− n). (4)
All other weights are unchanged by the transformation. Thus, a lower bound on the change, denoted by f (k), is given by
summing (3) and (4) when p = 1. That leads to
f (k) = 2k2 + k(2− 2n)+ n− 1. (5)
Then
f ′(k) = 0 ⇐⇒ 4k− 2n+ 2 = 0 ⇐⇒ k = n− 1
2
.
This implies the following lower bound for the change inW
2
(
n− 1
2
)2
+ (2− 2n)
(
n− 1
2
)
+ n− 1 = −n
2 + 4n− 3
2
.
One can now compute a lower bound for the change in α+ l as follows
1+ −n
2 + 4n− 3
n(n− 1) =
3
n
> 0.
Thus, α+ l increases by the above contraction. Iterating this operation leads to a star Sn with
α+ l = n+ 1− 2
n
.
This completes the proof. 
Proposition 14. For any connected graph on n ≥ 3 vertices with average distance l and independence number α,
α
l
≤ n
2
with equality if and only if G is Sn.
Proof. As adding an edge decreases the average distance in a graph, for fixed independence number α, the ratio α/l is
maximum for a complete split graph SKn,α with
α
l
= αn(n− 1)
α(α− 1)+ n(n− 1) .
The latter bound is increasing on the interval [1, n− 1]with respect to α and reaches its maximum for α = n− 1, i.e., if and
only if G is the star Sn. 
4. Independence and chromatic number
When comparing the independence and chromatic numbers of graphs, AGX 2 did reproduce four known results; as
mentioned by an anonymous referee, one of them is given as an exercise (5.1.14) on p. 200 in [22]. For completeness, it
is proved below. In the four other cases, AGX 2 obtained and proved the bounds.
Proposition 15. For any connected graph on n ≥ 3 vertices with chromatic number χ and independence number α,⌈
2
√
n
⌉
≤ χ+ α ≤ n+ 1.
The bound is best possible as shown by complete and complete split graphs.
Proof. The lower bound on χ + α as well as the bounds on χ · α are known (see [16,19]). For the upper bound, we assign
the same color to all vertices in a maximum independent set, and one color to each of the remaining vertices. Then
χ ≤ 1+ n− α
and the bound follows. 
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5. Independence and matching number
Among the eight possible cases four are trivial and proved by the system AGX 2. In the four remaining cases, it provided
conjectures proved in the following two propositions.
Proposition 16. For any connected graph on n ≥ 3 vertices with matching number µ and independence number α,
bn/2c + 1 ≤ µ+ α ≤ n.
The lower bound is attained for complete graphs and the upper bound is attained at least for stars and paths.
Proof (Lower bound). Let G be a graph andM a maximummatching of G. Let S be the set of vertices that are not saturated by
M. Since M is maximal, S is an independent set, and then
µ+ α ≥ µ+ n− 2µ = n− µ ≥ n−
⌊
n
2
⌋
=
⌈
n
2
⌉
. (6)
If n is odd, we have the bound.
If n is even, equality holds in (6) if and only if µ = n2 , and since α ≥ 1, the bound follows.
It is easy to see that the bound in (6) is attained if and only if µ =
⌊
n
2
⌋
and then the lower bound is met only for α = 1,
which corresponds to a complete graph Kn.
Upper bound:
Let M = {e1, e2, . . . , eµ} be a maximum matching. At most one endpoint of ei, i = 1, . . . ,µ, will be in a maximum
independent set of G. So α ≤ n− µ, and then the bound follows. It is easy to see that the bound is reached for any value of
n, for example by stars and paths. 
Proposition 17. For any connected graph on n ≥ 3 vertices with matching number µ and independence number α,
bn/2c ≤ µ · α ≤ bn/2c · dn/2e .
The lower bound is attained for complete graphs and the upper bound for even cycles, paths and complete split graphs with
α = dn/2e.
Proof (Lower bound). If G is complete, we have the equality, so assume G is not complete. Then we have α ≥ 2.
Assume, by contradiction, that there exists a graph G such that µ · α < n2 . Then µ < n4 and using (6) α ≥ n − 2µ > n2
which implies µ · α > n2 , a contradiction.
Upper bound:
We proved above (cf. Proposition 16) that α+ µ ≤ n, so
α · µ ≤ µ · (n− µ).
The right-hand side, as a function of µ is maximum for µ = bn/2c. Thus
α · µ ≤ dn/2e bn/2c .
This bound is attained if and only if α = dn/2e andµ = bn/2c and the corresponding extremal graphs can be, among others,
balanced complete bipartite graphs or complete split graphs with α = dn/2e. 
6. Conclusion
Systematic comparison of the independence number α of G with the invariants {∆, d, δ,D, r,D − r, l,χ,µ} comprises
72 cases. Among these bounds nine reproduced known results. In two cases AGX 2 obtained no results, the presumably
extremal graphs being too irregular (for both of them best possible bounds are derived by hand in a companion paper [5]).
In 35 cases, formulae were obtained and proved by the system. In 26 cases, formulae and extremal graphs were obtained by
AGX 2 and, with one exception, are proved by hand in the present paper.
Appendix
Table 1 contains results about all bounds on α⊕ i for the invariants considered in this paper. We provide, when available,
the algebraic formula together with the family(ies) of extremal graphs for each bound. In the status (st.) column (the first
one for the lower bound and last one for the upper bound), we refer to the proposition (P#) or theorem (T #) that contains
the corresponding result in this paper. If the result is known we give a reference. When the result is immediate, we refer to
that using “Im”.
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Table 1
Details of conjectures obtained with AGX2
st. G for bn bn i1 ⊕ i2 bn G for bn st.
Im. Kn 2− n α−∆ n− d2
√
n− 1e T 1
T 2 d2√ne α+∆ 2n− 2 Sn Im.
Im. Kn 1n−1 α/∆
1
2
⌈
n
2
⌉
S4 ,Pn P 1
P 2 odd Cn , Kn n− 1 α ·∆ (n− 1)2 Sn Im.
Im. Kn 2− n α− d n− 3+ 2n Sn Im.
C 1 Connected Turan
graphs
α+ d

5n− 2
4
if n is even,
5n− 2
4
+ 1
4n
if n is odd,
SK
n, n+22
or SKn, n2
SK
n, n+12
. P 3
Im. Kn 1n−1 α/d
n
2 Sn Im.
Connected Turan
graphs
α · d max
{ btc(n−btc)(n+btc−1)
n ,
dte(n−dte)(n+dte−1)
n
}
SKn,btc , SKn,dte [5]
where t = 1+
√
3n2−3n+1
3
Im. Kn 2− n α− δ n− 2 Sn Im.
Im. Kn−1 + e 3 α+ δ n Kn, Kp,q, . . . [6]
Im. Kn 1n−1 α/δ n− 1 Sn Im.
Im. Kn−1 + e 2 α · δ
⌊
n
2
⌋ ⌈
n
2
⌉
K⌊ n
2
⌋
,
⌈
n
2
⌉ P 5
P 6 Pn 1−
⌊
n
2
⌋
α− D n− 3 Sn Im.
Im. Kn 2 α+ D
⌈
n
2
⌉
+ n− 1 Pn P 7
P 8 Pn
⌈
n
2
⌉
/(n− 1) α/D n−12 Sn Im.
Im. Kn 1 α · D
⌈
n
2
⌉
(n− 1) Pn P 9
[12] Kn, Cn, . . . 0 α− r n− 2 Sn Im.
Im. Kn 2 α+ r n Sn, Pn, . . . [14]
[12] Kn, Cn, . . . 1 αr n− 1 Sn Im.
Im. Kn 1 α · r
⌊
n
2
⌋ ⌈
n
2
⌉
Pn, . . . P 10
T 4 Pn, Kn, . . . 1 α− (D− r) n− 2 Sn, Kn−2,2 T 4
Im. Kn 1 α+ (D− r) n Sn , even Pn, · · · P 11
Im. Kn, Cn, . . . 0 D−rα
⌊
n−1
2
⌋
⌈
n
2
⌉ Pn T 5
Im. Kn, Cn, . . . 0 α · (D− r)
⌊
n−1
2
⌋
·
⌈
n+1
2
⌉
oddPn P 12
[11] Kn 0 α− l n− 3+ 2n Sn P 13
Im. Kn 2 α+ l n+ 1− n2 Sn T 6
[11] Kn 1 αl
n
2 Sn P 14
Im. Kn 1 α · l
Im. Kn 1− n α− χ n− 3 Sn Im.
[16,19] d2√ne α+ χ n+ 1 Kn, SKn,p P 15
Im. Kn 1n α/χ
n−1
2 Sn Im.
[16,19] Kn, . . . n α · χ
⌊
n+1
2
⌋ ⌈
n+1
2
⌉ SKn,q
q ∈
{⌊
n+ 1
2
⌋
,
⌈
n+ 1
2
⌉} [16,19]
Im. Kn 1−
⌊
n
2
⌋
α− µ n− 2 Sn Im.
P 16 Kn 1+
⌊
n
2
⌋
α+ µ n Kp,q P 16
Im. Kn 1/
⌊
n
2
⌋
α/µ n− 1 Sn Im.
P 17 Kn
⌊
n
2
⌋
α · µ
⌊
n
2
⌋ ⌈
n
2
⌉
K⌊ n
2
⌋
,
⌈
n
2
⌉ P 17
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