This paper addresses the question of how to perform on-line training of multilayer neural controllers in an efficient way. At first, a plant emulator and a feedforward controller based on multilayer neural networks are described. Only a little qualitative knowledge about the plant is required. The controller must learn the inverse dynamics of the plant from randomly chosen initial weights. Basic control configurations are briefly presented. New on-line training methods, based on efficient use of memorystored data and distinction between sampling and learning frequencies are proposed. One method, called direct inverse control error approach, is effective for small adjustments of the neural controller when it is already reasonably trained; another one, dubbed predicted output error approach, directly minimizes the control error and greatly improves convergence of the controller. Simulation results show the effectiveness of the proposed neuromorphic control structures and training methods.
Introduction
In recent years many efforts have been made in order to apply Artificial Neural Networks (ANNs) to control of processes. Neural or neuromorphic controllers (NCs), i. e., controllers based on an ANN structure, have been proposed to learn the inverse dynamics of the control plant from the observation of the plant's input-output relationship through time.
The training of the ANNs involved in a control system can be performed on-or off-line, depending on whether they execute useful work or not while learning. Although off-line training is usually straightforward, conditions for assuring good generalization of the ANNs through the control space are difficult to attain, making on-line training always necessary in control applications.
In fact, ideally the training should be done exclusively on-line, with the ANNs learning at high speed from any initial weights.
However, normally NCs possess slow convergence, which implies poor control performance and robustness, especially during the first stages of training.
There is an undeniable necessity for efficient on-line 
Neuromorphic Control Structures
Consider the discrete-time single-input-singleoutput process where y denotes the output, u is the input, k is the discrete-time index, P and Q are non-negative integers, and f(.) is a function. In many practical cases, the plant input is bounded in amplitude, i.e., there exists uM and uM such that, for any k, Assume that the control task is to follow some specified reference r(k) in order to minimize some specified norm of the error e(k)=r(k)-y(k) through time. Additionally, assume that p and q, which are respectively good estimates for P and Q, are known.
Recalling that multilayer ANNs (MNNs) have basically a feedforward structure able to learn inputoutput mappings10), two general neural control structures are proposed.
Neural Plant Emulator (PE)
A MNN with m=p+q+1 inputs and single output can be used for emulating f(.) in Eq. (1) . Denoting the input-output mapping of the plant emulator by where xE is an m-dimensional input vector to the PE.
At instant k, the input vector is defined as XE(k) Fig. 1 , where z-1 stands for the unit delay operator, and p and q were employed as estimates of P and Q in Eq. (1). The PE is trained in order to minimize a norm of the error between the true output of the plant and the emulator's output, i. e., y(k+1)-y1.
Feedforward Neural Controller (NC)
Assume that the plant in Eq. (6) and (7)) are briefly indicated in Fig. 2 .
Training Configurations
The training signal in 
Direct Inverse Control
This configuration, depicted in Fig. 3 , can be employed for on-or off-line training. As indicated in Fig.  3 , the minimization of the error signal used for training leads to the direct synthesis of the inverse plant. This is different from usual error functions in control For example, assume that p=P=1, q=Q=0, and that the plant input is directly connected to the output of the NC. The control configuration is the one illustrated in Fig. 2 , whereas training is performed according to the scheme in Fig. 3 . Consider the possible situation in which the weights of NC are such that its output is constant, i. e., independent of the NC's inpu
vector. In such a case, it is straightforward to realize that the training error will be permanently zero (training ceases), independently of the plant output error.
In short, it can be said that the control performance of the direct inverse control configuration depends strongly on the NC's generalization ability. When the NC is trained in such a way that it is able to generalize well through the control space, good control performance can be expected. However, in general, good generalization cannot be assumed and, therefore, the configuration in Fig. 3 should not be used as the only training scheme.
order to minimize an error measure J defined as a function of the difference u(k)-u1(k), where u1(k) easily calculated, enabling BP. For example, defining Therefore, in the direct inverse, control configuration training data for supervised learning is immediately available.
Direct Adaptive Control
This configuration is shown in These vectors and the input values u(6), u(7), and u(8) constitute training patterns available at time k =9. However, since this kind of training does not minimize directly the control error, in order to achieve good control performance, one should combine this approach with one of the methods described in sections 3.2 or 3.3. Fig. 7 shows the training procedure in which multiple learning based on the direct inverse control error and learning based on the indirect adaptive control configuration are combined, resulting in 4 learning operations per sampling period.
The vector xC(8) is given by [r(9), y(8), y(7), u(7), u(6), u(5)]T, the notation NCk,i denotes the NC's state during the k-th sampling interval, after the i-th learning iteration (the corresponding mapping is trained, for the sake of simplicity.
Predicted Output Error Approach
A more complex approach can be derived from the adaptive control configurations. Assume that the t available at instant k+1, in addition to t+p values of y, including y(k+1), and t+q previous values of u.
From Eqs. (6) and (7), this is equivalent to the condition that t input vectors xC(k-i) are available from the memory. According to Eq. (5), at instant k However, at time k+1, the stored input vector xC(k -i) would yield the virtual control input
The corresponding plant response can be predicted from the emulator, as shown in Fig. 8 , by Comparing Eqs. (21) and (1), it is clear that P=1
and Q=0.
The indirect adaptive control configuration shown in Fig. 5 was used to control the plant described in Eq. =Y0, the target is to follow a control reference set to ranging from 1 to 180, is called a trial. Therefore, one the actual control system. After a trial, the weights of both the PE and NC are conserved and a new trial function of the number of trials. In Fig. 11 the NC is initialized in such a way so as to result in small error from the beginning. In Fig. 11(a) , training is performed once a period by using the indirect adaptive control configuration, whereas in the lower graphs (Figs. 11 (b) and 11 (c)) the NC is updated 5 and 10 additional times per period, respectively, by using the direct inverse control error approach. The proposed method improved performance as expected, since the NC is assumed to be relatively well trained from the outset and generalization is, thus, reliable. This fact suggests that this training method can be used for small adjustments of the NC near a good operating point. In Fig. 11 (d) , each simulation trial with usual on-line training (one learning operation per sampling period) was followed by off-line training based on plant input-output data obtained during the trial, under the condition that the total number of learning operations was the same as in Fig. 11 (c) . Although the number of training operations was identical in It is interesting to note that, although the direct inverse control error approach does accelerate the convergence when the controller is already well 
Conclusion
New on-line training methods for multilayer NCs were proposed. The basic idea is to perform several training operations during each single sampling period in such a way that learning is accelerated. Two different approaches were proposed, namely, the direct inverse control error and the predicted output error approaches.
The direct inverse control error approach is based on the direct synthesis of the inverse plant. Good results can be expected when the NC has been already reasonably trained, so that the NC is able to generalize well through the region of interest in the control space.
Conversely, when not enough training has been performed, the direct inverse control error approach may not improve convergence, as shown in the simulation results.
In the predicted output error approach, the error function to be minimized is directly based on the error at the output of the plant, and great convergence speedup can be achieved, even when the NC starts from a random state. In a simulation example, the inclusion of 10 training operations per sampling period, based on the predicted output error approach, resulted in more than five-fold reduction in convergence time and twelve-fold reduction in total squared Starting from a randomly initialized NC, the presented results suggest that the predicted output error approach can be used to accelerate learning until the NC approximates the inverse of the plant, and then the direct inverse control error approach can be applied for small adjustments. Hybrid methods combining the proposed approaches are under study.
Open problems include the selection of optimal values for the backpropagation learning parameters, as well as the internal structure of the MNNs used in the control system.
