In this article we formulate and discuss one particle quantum scattering theory on an arbitrary nite graph with n open ends and where we de ne the Hamiltonian to be (minus) the Laplace operator with general boundary conditions at the vertices. This results in a scattering theory with n channels. The corresponding on-shell S-matrix formed by the re ection and transmission amplitudes for incoming plane waves of energy E > 0 is explicitly given in terms of the boundary conditions and the lengths of the internal lines. It is shown to be unitary, which may be viewed as the quantum version of Kirchho 's law. We exhibit covariance and symmetry properties. It is symmetric if the boundary conditions are real. Also there is a duality transformation on the set of boundary conditions and the lengths of the internal lines such that the low energy behaviour of one theory gives the high energy behaviour of the transformed theory. Finally we provide a composition rule by which the on-shell S-matrix of a graph is factorizable in terms of the S-matrices of its subgraphs. All proofs only use known facts from the theory of self-adjoint extensions, standard linear algebra, complex function theory and elementary arguments from the theory of Hermitean symplectic forms.
Introduction
At present mesocopic quasi-one-dimensional structures like quantum 71, 74] , atomic 42] and molecular 8] wires have become the subject of intensive experimental and theoretical studies. This kind of electronics is still far from being commercially useful. However, the enormous progress that has been made in the past years suggests that it will not be too long before the rst molecule-sized electronic components become a reality (see e.g. 75, 76, 55] ).
According to already traditional physical terminology a quantum wire is a graphlike structure on a surface of a semiconductor, which con nes an electron to potential grooves of width of about a few nanometers. An accurate theory for these nanostructures must include con nement, coupling between closely spaced wires, rough boundaries, impurities, etc. The simplest model describing the conduction in quantum wires is a Hamiltonian on a planar graph. A similar model can be applied to molecular wire { a quasi-one-dimensional molecule that can transport charge carriers (electrons or holes) between its ends 68]. Atomic wires, i.e. lines of metal atoms on the surface of a semiconductor provide another example of such quasi-one-dimensional structures.
Probably it was Pavlov and Gerasimenko 37, 38] who initiated a rigorous mathematical analysis of such models, which later acquired the name of quantum wires. Here we do not intend to give a complete overview of the whole subject. We only mention some related studies. In 13] and 14] networks with leads were used to study adiabatic transport and Chern numbers. Two particle scattering theory on graphs was studied in 57]. Quantum waveguides 72, 10, 25, 19, 20, 21] , where the in uence of con ning potentials walls is modeled by the Dirichlet boundary condition, give a more realistic description of quasi-one dimensional conductors. The wave function is allowed to have several mutually interacting transversal modes. In real quantum wires the number of these modes can be rather large (up to 10 2 { 10 3 ).
In this article we consider idealized quantum wires, where the con guration space is a graph, i.e. a strictly one-dimensional object and the Hamiltonian is minus the Laplacean with arbitrary boundary conditions at the vertices of the graph and which makes it a self-adjoint operator. The graph need not to be planar and may be bent when realized as a subset of the 3-dimensional Euclidean space R 3 . By now many explicit examples have been considered (see e.g. 37, 12, 26, 27, 28, 2, 11, 15, 22, 40, 43] ) including also the Dirac operator with suitable boundary conditions 18]. Our approach gives a systematic discussion and covers in particular all these cases for the Laplace operator. In this article we will, however, not be concerned with the question, which of these boundary conditions could be physically reasonable. The physical relevance of di erent boundary conditions is discussed e.g. in 28, 31] .
The scattering theory for these operators exhibit a very rich structure (see e.g. 78, 63, 53] ) and by Landauer's theory 56] provides the background for understanding conductivity in mesoscopic systems. The on-shell S-matrix at energy E is an n n matrix if the graph has n open ends, which we will show to be given in closed matrix form in terms of the boundary conditions and the lengths of the internal lines of the graph. We exhibit covariance and invariance properties and show in particular that the on-shell S-matrix is symmetric for all energies if the boundary conditions are real in a sense which we will make precise. The main result of this article is that this on-shell S-matrix is unitary, continuous in the energy and even real analytic except for an at most denumerable set of energies without nite accumulation points. This set is given in terms of the boundary conditions and the lengths of the internal lines. This result may be viewed as the quantum version of Kirchho 's rule. For explicit examples this has been known (see e.g. 29, 31] ), but again our approach provides a uni ed treatment. Physically this unitarity is to be expected since there is a local Kirchho rule. In fact, the boundary conditions imply that the quantum probability currents of the components of any wave packet associated to the di erent lines entering any vertex add up to zero. Our discussion of the boundary conditions will be based on Green's theorem and will just re ect this observation. We will actually give three di erent proofs, each of which will be of interest in its own right.
Finally there is a general duality transformation on the boundary conditions (turning Dirichlet into Neumann boundary conditions and vice versa) which combined with an energy dependent scale transformation on the lengths of the internal lines relates the high energy behaviour of one theory to the low energy behaviour of the transformed theory.
This article is organized as follows. In Section 2 we discuss the simple case with one vertex only but with an arbitrary number of open lines ending there. This will allow us to present the main elements of our strategy, which is the general theory of self-adjoint extensions of symmetric operators and its relation to boundary conditions in the context of Laplace operators. This discussion uses some elementary facts about Hermitean symplectic forms. Although some results will be proven again for the general set-up in Section 3, for pedagogical reasons and because they are easier and more transparent in this simple case, we will also give proofs. In Section 3 we discuss the general case with the techniques and mostly with proofs, which extend those of Section 2. We start with a general algebraic formulation of boundary conditions involving a nite set of half lines and nite intervals but without any reference to local boundary conditions on a particular graph. At the end we show that any of these boundary conditions may be viewed as local boundary conditions on a suitable (maximal) graph.
In Section 4 we consider the question what happens if one decomposes a graph into two or more components by cutting some of its internal lines and replacing them by semi-in nite lines. One would like to compare the on-shell S-matrices obtained in this way with the original one. If the graph has two open ends and and its subgraphs are connected by exactly one line, the Aktosun factorization formula 3] (see also 64, 54, 67, 4, 69, 70, 33, 45, 50] ) for potential scattering on the line easily carries over to this case. Such rules are reminiscent of the Cutkosky cutting rules 23] for one-particle reducible Feynman diagrams. Also such relations are well known in network theories and then the composition law for the S-matrices gures under the name star product 64, pp. 285-286] (we would like to thank M. Baake (T ubingen) for pointing out this reference), 65] . If the cutting involves more than one line, the situation becomes more complicated and leads to interesting phenomena related to the semiclassical Gutzwiller formula and the Selberg trace formula 53] (see also 13, 14, 54] ). We provide a general composition rule for unitary matrices, which we will call a generalized star product and by which the on-shell S-matrix of an arbitrary graph (with local boundary conditions) can be factorized in terms of the S-matrices of its subgraphs. We expect that this general, highly nonlinear composition rule could also be of relevance in other contexts. Section 5 contains a summary and an outlook for possible applications and further investigations.
The Quantum Wire with a Single Vertex
In this section we will consider a quantum wire with n open ends and joined at a single vertex. This toy model will already exhibit most of the essential features of the general case and is also of interest in its own right. In particular the general strategy and the main techniques of our approach will be formulated in this section. Let the Hilbert space be given as
Elements 2 H will be written as ( 1 ; 2 ; :::; n ) and we will call j the component of in channel j. There is an alternative and equivalent description of all self-adjoint extensions in terms of symplectic theory and which goes as follows (G. Segal, private communication).
Let D H be the set of all such that each i , 1 i n is smooth -and we will then say is smooth -and has compact support in the interval 0; 1). On where h ; i C 2n now denotes the scalar product on C 2n and where the 2n 2n matrix J is the canonical symplectic matrix on C 2n :
Here and in what follows I is the unit matrix for the given context. Note that the 
where A and B are two n n matrices. If the n 2n matrix (A; B) has maximal rank equal to n then obviously M has dimension equal to n and in this way we may describe all subspaces of dimension equal to n. Also the image of C 2n under the map (A; B) is then all of C n because of the general result that for any linear map T from C 2n into C n one always has dim Ker(T ) + dim Ran(T ) = 2n. Writing the adjoint of any (not necessarily square) matrix X as X y = X T we claim Lemma 2.2. Let A and B be be two n n matrices such that (A; B) has maximal rank. Then M(A; B) is maximal isotropic i AB y is self-adjoint. The proof is easily obtained by writing the condition (2) in the form h k ; ]i C 2n = 0, 1 k n, where k is given as the k-th column vector of the 2n n matrix ( A; B) T = (A; B) y . Obviously they are linearly independent. Then by the previous lemma M (A; B) is maximal isotropic i the space spanned by the k is maximal isotropic. This condition in turn amounts to the condition that (A; B)J(A; B) y = 0, which means that AB y has to be self-adjoint. The converse is also obviously true.
Example 2.1. (n 3; n odd) Consider j (0) + c j ( 0 j?1 (0) + 0 j+1 (0)) = 0 for 1 j n with a mod n convention. The resulting A is the identity matrix and AB y is selfadjoint i all c j are equal (=c) and real. Then B is of the form B jk = c( j+2 k + j k+2 ). We will make use of this observation in Section 4, where we will exploit the fact that this S free 2n (E) serves as a unit matrix with respect to the generalized star product.
In what follows we will always assume that A and B de ne a maximal isotropic subspace M(A; B), such that the resulting operator, which we denote by (A; B), is self-adjoint. A core of this operator D( (A; B)) is given as the preimage of M( (A; B)) under the map ]. Note that D( 0 ) has codimension equal to n in any of these cores.
Thus the quantum mechanical one particle Hamiltonians we will consider are of the form ? (A; B) for any boundary condition (A; B) de ning a maximal isotropic subspace.
The self-adjointness of AB y , i.e. the relation AB y ? BA y = 0, will be the main Leitmotiv throughout this article, since combined with the maximal rank condition it encodes the self-adjointness of the operator (A; B) and is the algebraic formulation of the local Kirchho rule. We will now calculate the on-shell S-matrix S(E) = S A;B (E) for all energies E > 0. This will be an n n matrix whose matrix elements are de ned by the following relations. We look for plane wave solutions k ( ; E), 1 (4) and which satisfy the boundary conditions. Thus S kk (E) has the interpretation of being the re ection amplitude in channel k while S jk (E) with j 6 = k is the transmission amplitude from channel k into channel j, both for an incoming plane wave exp(?i p Ex) in channel k. This de nition of the S-matrix di ers from the standard one used in potential scattering theory 34, 24] , where the equal transmission amplitudes build up the diagonal. In particular for n = 2 and general boundary conditions at the origin as described in Example 2.3 we have 
These S-matrices are unitarily equivalent i (A; B) is real (i.e. e 2i = 1 such that (A; B) commutes with complex conjugation, see also below for a general discussion) and is invariant with respect to re ection at the origin. In the latter case T 1 (E) = T 2 (E) and R(E) = L(E).
We return to the Ansatz (4). After a short calculation the boundary conditions for the k take the form of a matrix equation for S(E) ( (6) and is unitary and real analytic in E > 0. To x the freedom in parametrizing a maximal isotropic subspace by the pair (A; B), consider the Lie group G(2n), consisting of all 2n 2n matrices g which preserve the Hermitean symplectic structure, i.e. g y Jg = J. We claim that this group is isomorphic to the classical group U(n; n) ( 0 ?I such that WG(2n)W ?1 = U(n; n). The group U(n; n) and hence G(2n) has real dimension 4n 2 and the latter acts transitively on the set of all maximal isotropic subspaces. Let K(2n) be the isotropy group of M(A = 0; B = I), i.e. the subgproup which leaves M(A = 0; B = I) xed. It is of real dimension 3n 2 . The set of all maximal isotropic subspaces is in one-to-one correspondence with the right coset space G(2n)=K(2n) which has dimension n 2 as it should. Also this space may be shown to be compact. In Appendix A we will relate the present discussion of selfadjoint extensions of 0 with von Neumann's theory of selfadjoint extensions. In this context it is worthwhile to note that the parametrization of self-adjoint extensions in terms of maximal isotropic spaces is much more convenient for the description of these graph Hamiltonians, rather than the standard von Neumann's parametrization. In particular the content of Appendix A is not needed for an understanding of the main material presented in this article. Now we establish some properties of these on-shell S-matrices. Although we shall prove corresponding results in the general case they are more transparent and easier to prove in this simple situation. In particular, if the boundary condition (A; B) is such that A is invertible one may choose C = A ?1 and similarly C = B ?1 if B is invertible. To determine S A;B (E) for all E in these cases it therefore su ces to diagonalize the selfadjoint matrices A ? 
With the equivalence (A; B) (CA; CB) for invertible C in mind, it follows easily that S A;B (E) is diagonal for all E i A and B are both diagonal (Robin boundary conditions).
Let U be a unitary operator on C n . Then U de nes a unitary operator U on H in a natural way via (U ) i = P n j=1 U ij j . As a special case this covers the situation where U is a gauge transformation of the form j ! exp(i j ) j with constant j . Also (AU; BU) de nes a maximal isotropic subspace and we have (AU; BU) = U ?1 (A; B)U. Correspondingly we have S AU;BU (E) = U ?1 S A;B (E)U. Assume in particular that there is a unitary U and an invertible C such that CA = AU and CB = BU. Then the relations (AU; BU) = U ?1 (A; B)U = (A; B) and S A;B (E) = U ?1 S A;B (E)U are valid. This has a special application. There is a natural unitary representation ! U( ) of the permutation group of n elements into the unitaries of C n and analogously a representation ! U( ) into the unitaries of H. For any permutation such that AU( ) = CA and BU( ) = CB holds for an invertible C = C( ) one has S A;B (E) = U( ) ?1 S A;B (E)U( ). In Examples 2.1 and 2.2 one may take to be the cyclic permutation and C( ) = U( ). Consequently the on-shell S-matrix for the Example 2.1 given by (7) satis es S j+l k+l (E) = S jk (E) mod n for all l (see also e.g. 40] for other examples).
Next we claim that if A and B are both real such that A y = A T and B y = B T then S A;B (E) equals its transpose. In particular the on-shell S-matrix (7) for the Example 2.1 is symmetric. This is in analogy to potential scattering on the line, where the Hamiltonian is also real (i.e. commutes with complex conjugation). There the transmission amplitude for the incoming plane wave from the left equals the transmission amplitude for the incoming plane wave from the right (see e.g. 34, 24] ). In fact one has a general result. For given (A; B) de ning the self-adjoint operator (A; B), ( A; B) also de nes a self-adjoint operator ( A; B), since ( A; B) has maximal rank and A B y is also self- 
for all E > 0. We conclude this section by providing a necessary and su cient condition for S A;B (E) to be independent of E, i.e. to be a constant matrix. In fact this will occur if (A; B) is such that none of the linear conditions involve both (0) and 0 (0). This means that the boundary conditions are scale invariant, i.e. invariant under the variable transformation x ! ?1 x, x; 2 R + . The algebraic formulation is given by Corollary 2. with eigenvalues +1 and ?1 respectively. They span subspaces of dimensions equal to Rank B y = Rank B and Rank A y = Rank A. To see that these vectors combined span all of C n assume there is a vector orthogonal to both these spaces. But this means that A = B = 0 and this is possible only if = 0 since A ? i p EB is invertible. Also eigenvectors for di erent eigenvalues are orthogonal which means AB y = 0. The hermiticity of S A;B (E) and S ?B;A (E) therefore follows easily from (6) . The reality of S A;B (E) and S ?B;A (E) if the boundary conditions are real follows from Corollary 2.1. As for the converse we rst observe that by the above arguments a constant S A;B (E) implies the previous properties concerning eigenvalues and eigenvectors. Let therefore U be a unitary map which diagonalizes S A;B (E), i.e. 
Arbitrary Finite Quantum Wires
In this section we will discuss the general case employing the methods used in the previous section. Let E and I be nite sets with n and m elements respectively and ordered in an arbitrary but xed way. Unless stated otherwise n 6 = 0, since we will mainly focus on scattering theory. The discussion in the previous section already covered the case m = 0 so we will also assume m 6 = 0. where now J is the canonical symplectic form on C 2(n+2m) of the same form as in (1) 
Then M(A; B) has dimension n + 2m i the (n + 2m) 2(n + 2m) matrix (A; B) has maximal rank equal to n + 2m. If in addition AB y is self-adjoint then M(A; B) is maximal isotropic. The resulting self-adjoint operator will again be denoted by (A; B)
. Again in what follows we will always assume that the boundary conditions (A; B) have these properties. Similar to the discussion in the case of single vertex graph (see Appendix A) we can relate von Neumann's parametrization of self-adjoint extensions of 0 to the matrices A and B. Corresponding details can easily be worked out and the therefore we omit them.
To determine the resulting on-shell S-matrix, we now look for plane wave solutions 
The aim is thus to determine the n n matrix S(E) = S A;B (E) and the m n matrices (E) = A;B (E) and (E) = A;B (E). The physical interpretation of the matrix elements S jk (E) is as before and the matrix elements of (E) and (E) are 'interior' amplitudes. (14) We recall that by the Birman-Kato theory S A;B (E) is de ned and unitary for almost all E > 0 because (A; B) is a nite rank perturbation of (A = 0; B = I). We denote by A;B = fE > 0 j det Z A;B (E) = 0g the set of exceptional points for which Z A;B (E)
is not invertible. Now we prove Obviously (x) is the eigenfunction of ? (A; B) . Thus (16) give the eigenvalues and the eigenfunctions of a quantum wire without open ends. As a possible example one might consider the graph associated to the semiclassical description of the fullerene and choose appropriate boundary conditions at the vertices (see e.g. 59]).
Before we proceed further with the study of the equation (13) we consider several examples. Starting with the case, where everything works well without any singularities, we consider the following (17) Equation (13) is solvable for all E 2 A;B and de nes S(E) uniquely. S(E) is well behaved for all E > 0 and there is no in uence of the bound states, except that the (equal) re ection amplitudes vanish for E 2 A;B . This is in contrast to Schr odinger operators of the form ? + P with appropriate real and with P being the orthogonal Therefore if E 2 a = j2I a (j) = j2I fE > 0 j sin p Ea j = 0g then Z A;B (E) will not be invertible for (A; B) de ning Dirichlet or Neumann boundary conditions, since then det Z A;B (E) = det X(E). In particular in these two cases the exterior and the interior decouple such that then we have (A; B) = E (A; B) I (A; B)
Here E (A; B) for both (A = I; B = 0) and (A = 0; B = I) have an absolutely continuous spectrum and I (A; B) has a purely discrete spectrum which on the set E > 0 equals a . This means that we have eigenvalues embedded in the continuum. Now the equation (13) for Dirichlet or Neumann boundary conditions has a unique solution S(E) = ?I and S(E) = I, respectively, and (E) = (E) = 0 whenever E is not in a . If E is in a , then S(E) is still of this form but (E) and (E) are nonunique and of the form (E) = (E) and (E) = ? (E) for Dirichlet and Neumann boundary conditions, respectively, with jk being arbitrary whenever E 2 a (j) and zero otherwise. (20) where the rst term is self-adjoint and the second skew-self-adjoint. Therefore Using the relation P Ran X(E) = I ? P Ran X(E) ? = I ? P Ker X(E) y we may rewrite the l.h.s. of (25) Proof: The proof is quite elementary. By arguments used in the proof of Theorem 3.1 we obtain that any solution of (13) 
S(E) y S(E) + (E) y (E) + (E) y (E) = I+ (E) y (E) + (E) y (E) which gives S(E) y S(E) = I and which is unitarity. A second 'analytic' proof is given in
Appendix B (see also Section 4 for a third proof based on the generalized star product).
We now discuss some properties of S A;B (E). Obviously Z A;B (E) can be analytically 
In particular if U is such that there exists an invertible C = C(U) with CA = AÛ and CB = BÛ then S A;B (E) = U ?1 S A;B (E)U for all E > 0:
We have the following special application. There is a canonical representation ! U( ) of the permutation group of n elements into the unitaries of C n . If there is a and an invertible C = C( ) such that CA = AÛ( ) and CB = BÛ( ) then S A;B (E) = U ?1 ( )S A;B (E)U( ) for all E > 0. The on-shell S-matrix in Example 3.2 is obviously invariant under the permutation 1 $ 2 of the two external legs. Remark 3.2. This discussion may be extended to the case that some of the interval lengths a i are equal resulting in more general covariance and possibly invariance properties described by some U, U andÛ such thatÛ 11 = U andÛ i1 =Û 1i = 0 for i = 2; 3.
We leave out the details, which may be worked out easily. 
In particular for real boundary conditions the transmission coe cient from channel j to channel k; k 6 = j (j; k 2 E) equals the transmission coe cient from channel k to channel j for all E > 0. To generalize the duality map of the previous section, we have to take the a dependence into account, so we write S A;B;a etc. The reason is that the length scales a j induce corresponding energy scales. Also the Hilbert spaces depend on a, H = H a , so we will compare on-shell S-matrices related to theories in di erent Hilbert spaces.
For given a let a(E) be given by a i (E) = Ea i ; i 2 I such that X a(E) (E ?1 ) = X a (E) and Y a(E) (E ?1 ) = Y a (E) for all E > 0. Also set such that T y = T; T 2 = I and TX a (E)T = Y a (E). We now de ne (A; B) = (?BT; AT). It is easy to see that (A; B) de nes a maximal subspace. Also E ?1 is not in (A;B) We conclude this section by giving a geometrical description of an arbitrary boundary condition as a local boundary condition at the vertices of a suitable graph.
For given sets E and I and a, we label the hal ine 0; 1) associated to e 2 E by I e = 0 e ; 1 e ) and the closed interval 0; a i ] associated to i 2 I by I i = 0 i ; a i ] (considering a i as a generic variable there should be no confusion between the number a i and the label a i ). By I = e2E I e i2I I i we denote the disjoint union. Let V = e2E f0 e g i2I f0 i ; a i g I be the set of 'endpoints' in I. Clearly the number of points in V equals j E j +2 j I j= n + 2m. Consider a decomposition V = 2 V (29) of V into nonempty disjoint subsets V with being just an index set. We say that the points in V I are equivalent ( ) when they lie in the same V . By identifying equivalent points in V I we obtain a graph ?, ? = I= . In mathematical language ?
is a one-dimensional simplicial complex, which in particular is a topological space and noncompact if E is nonempty. Obviously the vertices in ? are in one-to-one correspondence with the elements 2 . Note that ? need not be connected. Also there may be 'tadpoles', i.e. we allow that 0 i and a i for some i 2 I belong to a same set V . There is no restriction on the number of lines entering a vertex. In particular this number may equal 1 (so called dead end side Let us brie y indicate the proof. Arrange the 2(n + 2m) columns of the (n + 2m) 2(n + 2m) matrix (A; B) in such a way that the rst n + 2m columns are linearly independent. Call this matrix X. Then there is an invertible matrix C such that the (n + 2m) (n + 2m) matrix made of the rst n + 2m columns of CX is the unit matrix. Now rearrange CX by undoing the previous arrangement giving (CA; CB).The decomposition (29) and hence ?(fA; Bg) may be read o the \connectivity" of (CA; CB). The self-adjointness of AB y may now be veri ed locally at each vertex (the local Kirchho rule), see Examples 3.1 and 3.2. Of course di erent boundary conditions may still give the same ? in this way. Also in this sense the graphs associated to the discussion in Section 2 may actually consist of several disconnected parts, each with one vertex but without tadpoles.
In particular this discussion shows that the results of this section cover all local boundary conditions on all graphs with arbitrary lengths in the interior and which describe Hamiltonians with free propagation away from the vertices.
The Generalized Star Product and Factorization of the S-matrix
In this section we will de ne a new composition rule for unitary matrices not necessarily of equal rank. This composition rule will generalize the star product for unitary 2 2 matrices so we will call it a generalized star product. It will be associative and the resulting matrix will again be unitary. We will apply this new composition rule to obtain the on-shell S-matrix for a graph from the on-shell S-matrices at the same energy of two subgraphs obtained by cutting the graph along an arbitrary numbers of lines. By iteration this will in particular allow us to obtain the on-shell S-matrix for an arbitrary graph from the on-shell S-matrices associated to its vertices (see Section 2), thus leading to a third proof of unitarity.
Let V be any unitary p p matrix (p > 0). The composition rule will depend on V and will be denoted by V , such that for any unitary n 0 n 0 matrix U 0 with n 0 p and any unitary n 00 n 00 matrix U 00 with n 00 p; 2p < n 0 + n 00 and subject to a certain condition (see below) there will be a resulting unitary n n matrix U = U 0 V U 00 with n = n 0 + n 00 ? 2p. This generalized star product may be viewed as an amalgamation of U 0 and U 00 and with V acting as an amalgam. To construct V we write U 0 and U 00 in a 2 2-block form U 0 = U 0 11 Note that by unitarity of U 0 ; U 00 and V one has k V U 0 
In particular if n 0 = 2p then A straightforward but somewhat lengthy calculation presented in Appendix C gives Theorem 4.1. If Condition A is satis ed then the matrix U = U 0 V U 00 is unitary.
Analogously one may prove associativity. More precisely let U 000 be a unitary n 000 n 000 and V 0 a unitary p 0 p 0 matrix with p 0 n 00 , p 0 n 000 . If p + p 0 n 0 , then U 0 V (U 00 V 0 U 000 ) = (U 0 V U 00 ) V 0 U 000 holds whenever Condition A is satis ed for the compositions involved. We apply this to the on-shell S-matrices of quantum wires as follows. For the special case V = I we introduce the notation p = V =I . Let ? 0 and ? 00 be two graphs with n 0 and n 00 external lines labeled by E 0 and E 00 , i.e. jE 0 j = n 0 , jE 00 j = n 00 and an arbitrary number of internal lines. Furthermore at all vertices we have local boundary conditions giving Laplace operators (? 0 ) on ? 0 and (? 00 ) on ? 00 and on-shell S-matrices S 0 (E) and S 00 (E). Let now E 0 0 and E 00 0 be subsets of E 0 and E 00 respectively having an equal number (= p > 0) of elements. Also let ' 0 : E 0 0 ! E 00 0 be a one-to-one map. Recall that the graphs need not be planar. Thus ? has n = n 0 + n 00 ? 2p external lines indexed by elements in (E 0 n E 0 0 ) (E 00 n E 00 0 ) and p internal lines indexed by elements in where exp(i p Ea) again is the diagonal p p matrix given by the p lengths a k , k"E 0 0 . Then we claim that the relation S(E) = S 0 (E) p V (a)S 00 (E)V (a) (34) holds. The operators K 1 and K 2 involved now depend on E and are singular for E in a denumerable set, namely when Condition A is violated. This follows by arguments similar to those made after Theorem 3.3. Thus these values have to be left out in (34) . In the end one may then extend (34) to these singular values of E by arguments analogous to those after Remark 3.1. If ? is simply the disjoint union of ? 0 and ? 00 , i.e. if no connections are made (corresponding to p = 0 and n = n 0 + n 00 ), then S(E) is just the tensor product of S 0 (E) and S 00 (E). In this sense the generalized star product is a generalization of the tensor product. Also by a previous discussion (see (3) We will not prove the claim (34) here but only give formal and intuitive arguments which also apply in the physical context of the usual star product or Aktosun formula for potential scattering on the line and which are based on a rearrangement of the Born series for the on-shell S-matrix. For partial results in potential scattering in higher dimensions when the separation of two (or more) potentials tends to in nity see 48, 49] . The complete proof of (34) will be given elsewhere 52].
For the sake of de niteness we consider the amplitudes S(E) kl , k; l 2 E 0 n E 0 0 , which form U 11 in this context, since we have U 0 = S 0 (E) etc. The other amplitudes may be discussed analogously. The rst nontrivial contribution is S 0 (E) kl corresponding to the rst term in the rst relation of (33) Therefore from (33) the formula (17) again follows. Note that K 1 = K 2 is singular at A;B , but these singularities disappear in the on-shell S-matrix. As already remarked multiple application of (34) to an arbitrary graph allows one by complete induction on the number of vertices to calculate its S-matrix from the Smatrices corresponding to single-vertex graphs. If these single vertex graphs contain no tadpoles, i.e. internal lines starting and ending at the vertex, then (6) and (34) give a complete explicit construction of the S-matrix in terms of the on-shell S-matrices discussed in Section 2. In case when a resulting single-vertex graph contains tadpoles we proceed as follows. Let the graph ? have one vertex, n external lines and m tadpoles of lengths a i . To calculate the S-matrix of ? we insert an extra vertex on each of the internal lines (for de niteness, say, at x = a i =2). At these new vertices we impose trivial boundary conditions given by the choice a ? 1 = d ? 1 = b = c = 0; exp(2i ) = 1 of Example 3.2. With these new vertices we may now repeat our previous procedure. Thus in the end we arrive at graphs with one vertex only and no tadpoles. But the unitarity of the associated on-shell S-matrices was established in Section 2, so unitarity in the general case follows from Theorem 4.1. This is our third proof of unitarity. As an illustration we consider the following (34) the E dependence of the on-shell S-matrix S ? (E) for this graph only enters through the lengths a in the form exp(i p Ea j ). In particular lim a! 0 S ? (E) is independent of the energy. This observation might be helpful in deciding which boundary conditions might be physically realized in a given experimental context.
Conclusions and Outlook
In this article we have established unitaritity of the S-matrix for arbitrary nite quantum wires with a Hamiltonian given by an arbitrary self-adjoint extension of the Laplace operator. The explicit determination of the on-shell S-matrix has been reduced to a nite matrix problem, which thus is accessible to computer calculations. A quantum wire with two open ends but arbitrary interior and arbitrary boundary conditions may be viewed as a theory with point interaction and an internal structure (see e.g. 60, 61] ). Ultimately relativistic, local quantum eld theories provide the appropriate set-up for considering point-like interactions and internal structures. Thus for example the 4 For the case at hand it is easy to see that the isometry corresponding to e de nes an isometric isomorphism f Appendix C This appendix is devoted to a proof of Theorem 4.1. We start with the following observation. For U 0 written in block form as in (30) 
