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Abstract 
Throughout the modern history of design, pedagogues have sought to enhance the level of 
creativity in their students. From time to time educators in other fields have also attempted 
to design courses that will address creative needs. However, because of the early advances 
in our understanding of perception, we have tended to assume that enhanced perception and 
creativity are the same. This is not necessarily the case. Recent advances in the study of 
neuropsychology and psychology are beginning to unlock the secrets of creative thought. 
This paper seeks to establish some fundamental correlations between creativity research in 
neuropsychology and teaching methodologies in at least one applied creativity discipline, 
design. The interest of design educators in developing creativity has been longstanding. A 
number of time-tested design pedagogies have attained widespread respect and success, for 
one good reason, they work. However, if methodologies have been developed in creative 
practice and education that seem to work, we don't really know why they work in terms of 
psychological and neuropsychological processes. 
The study that follows first examines the growing body of knowledge generated by 
neuropsychology, describing those features that are particularly relevant to the creative 
practitioner. The study goes on to describe three prominent pedagogies: the Bauhaus 
including its reflections at Ulm and Chicago, Cranbrook, and Paul Rand's methodologies. 
All of these pedagogies are examined through a textual research methodology. This inquiry 
provides a qualitative description of the ways in which these prominent design pedagogies 
addressed the body of research now emerging in neuropsychology. The results of this study 
should stimulate discussion that can only enhance the educational effectiveness of creative 
practitioners. 
1 
A Brief History of Creativity Research 
In 1950 Paul Guilford, President of the American Psychological Association, delivered 
a presidential address to the APA that forever altered our outlook on creativity and 
creativity research. In his speech, he noted that of 121,000 articles recorded in the Index 
of Psychological Abstracts over a period of 23 years, only 186 dealt with creativity. He 
identified creativity as a fundamentally human quality and challenged practitioners to 
research and discovery in the field. (1950) 
Why had creativity research been so low key prior to Guilford's address? The answer may 
lie in our earlier theories about the nature and source of creative thought. The Greeks, of 
course placed inspiration outside the body by attributing creative inspiration to supernatural 
beings called "muses." Later cultures abandoned the muses, but retained the concept of 
divine inspiration. As recently as 1997 (Maeda interview, 1997), schools of design and other 
members of academia considered creativity a native talent that could not be taught. From the 
vantage point of at least western cultures, the study of creativity was at best useless, and at 
worst futile. 
Fortunately, members of the APA responded to Guilford's address with an intensification 
of creativity research that has lasted through the present time. Some of the earliest of these 
studies established the framework for future creativity research. Among the first to respond 
to the Guilford challenge was Mel Rhodes who noted that creativity is much too broad a field 
to study in its entirety. In order to facilitate further research, Rhodes suggested that research 
be conducted in four fundamental areas: process, product, person and press (Rhodes 1961). 
Process studies, as we might suspect, deal with the manner in which one arrives at a creative 
result. As early as 1957, John Osborne designed a process for Disney studios that has come 
to be called "brainstorming." Osborne was convinced that creativity could be developed. 
(Parnes 1999) Branching from the work of Osborne, two other early researchers in the 
area of creative process were Sidney and Beatrice Parnes who developed the "Creative 
Problem Solving Process." (Parnes 1999) The paper you are presently reading is primarily 
a process study. Product studies deal with the item produced whether abstract or concrete, 
while person studies focus on the qualities of creative people. Studies of Darwin, Piaget, 
(Gruber 1974 & 1977) Picasso, and Einstein (Gardner 1993) have contributed to this body of 
knowledge. Press, deals with environments that tend to foster or inhibit creativity. 
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One of the continuing questions in "Press" studies is the advantage or lack of advantage in 
organizational and group creativity. 
Many of these initial post-1950 studies drew on the work of Graham Wallas (1926) who 
defined the creative process in four steps: preparation, incubation, illumination, and 
verification. In the Wallas model, preparation consisted of the acquisition of background 
knowledge and understanding the nature of the problem. Incubation was the period of time 
during which reflection on the problem might occur. Illumination was the breakthrough 
moment when some solution entered conscious thought. Verification followed illumination 
with some form of test or observation that might prove the revelation in concrete terms. 
What made the new onslaught of creativity studies unique to our time was the assumption 
that creativity is an explainable human function, attributable to the human brain. Many 
early studies considered creative thinking to be a form of "problem solving," and therefore, 
a cognitive study. This is not surprising since psychology at that time was also intensely 
focused on cognition. 
To complicate the issue, creative thinking has been known by a variety of names, ranging 
from Guilford's earliest interest, divergent thinking, to De Bono's lateral thinking, Maslow's 
intuitive thinking, Dewey's reflective thinking, and the variously attributed, "thinking outside 
the box." 
Perhaps the second greatest event in the history of modern creativity studies was the 
publication of the work on "split-brain" patients by Roger Sperry (1982) and Joseph Bogen 
(1988). The phrase "split-brain patient" refers to a group of patients whose corpus callosum 
was severed as a treatment for life-threatening epilepsy. The treatment was reasonably 
effective in saving the lives of the individuals involved by reducing or eliminating the severe 
seizures, however it had serious effects on memory and other mental faculties. Nonetheless, 
the procedure was performed on a fair number of patients when the risk to the individual 
seemed to merit it. This, in turn, generated a group of patients in whom the linkage between 
the right and left hemispheres of the brain had been severed. The two hemispheres of the 
brain, therefore, had ceased to communicate with each other except through external means 
which made it possible to study each hemisphere separately. Sperry's discovery that the 
brain, is, in fact, composed of two individually complete processing systems, each capable 


































Knowledge base • • • 
Motivation or persistence • • 
Curiosity • • • 
Ability to make novel connections • ~ • 
Tolerance for ambiguity • • 
Ability to refine the problem • • • • 
Self evaluation • • 
Desire for recognition • 
Work is fun • • 
Willingness to take risks • • 
Question assumptions • 
Challenge/Problem finding • • 





Highly focused attention • 
Willingness to grow in ideation • • 
altered the thinking of a generation. The really startling discovery was what we now refer to 
as "hemispheric laterality," that is to say that the thought patterns of each hemisphere of the 
human brain are not only able to function independently from one another, but different, and 
in predictable ways. Sperry characterized the right hemisphere (RH) as creative, intuitive, 
and spatial; while the left hemisphere (LH) is logical, analytical, rational, sequential, and 
linguistic. Because researchers initially believed that 
the RH was without language capability, tests of RH thinking were designed to elicit 
response by some form of action. From our point of view, however, the work of Joseph 
Bogen is perhaps the most interesting. His interest in the nature of creativity influenced 
his studies of the split brain patients and continues to inform our understanding of creative 
thinking. Bogen's work may well be the foundation of the neuropsychology of creativity. 
We shall return to Bogen later. 
Next, researchers began to characterize the qualities common to creative individuals and 
creative thinking. The above chart is a consolidation of that research. 
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Addressing the Issues 
It is the purpose of this paper to apply the growing body of knowledge about the brain to 
the initial findings of early creativity research and pedagogic practice. Many of these initial 
research studies were of a behavioral or cognitive nature; my study will attempt to place 
neurological foundations under these findings and relate the neurological information to 
pedagogic practice in design disciplines. In order to develop these relationships, it will be 
necessary to arrive at some understanding of at least the following recurrent questions. 
1. What is creativity, and how can we recognize it? 
2. Why do some people seem to be more creative than others? 
3. How do people develop a preferred thinking style? 
4. How do/can teaching methodologies address creative thinking? 
Not surprisingly, our review of existing research must address each of these questions as well 
as provide an overview of brain function. 
A Definition of Creativity 
There are a number commonly quoted definitions of creativity; virtually all of them agree 
that creativity is about making new or novel connections among existing knowledge. There 
has been debate, however as to what is required in addition to a novel connection, before 
something should be considered creative. Definitions of creativity vary mostly according 
to this question of an additional criterion. Since creativity research has tended to follow 
the P,P,P,P categories; it is not surprising that each of these categories has given rise to an 
additional qualifier in the definition of creativity. 
In the area of "Process," Mihaly Csikszentmihalyi believes that evaluation and revision 
distinguish mere novelty from creativity( Csikszentmihalyi 1996). Morris Stein's definition 
of creativity fits more neatly into the "Press" category: creativity is ". . .a process that 
results in a novel product that is accepted by a significant group of others as useful"(Stein 
8/18/04) .The criterion in this model is the social group that eventually accepts the product 
and determines its value or novelty. Howard Gardener has a similar definition with one 
slight addition. He defines a creative person as one who regularly solves problems, fashions 
products, defines new questions, in a domain, that are considered novel and also become 
accepted in a particular setting. (Gardner 1993 p.35) The two unique features of Gardener's 
definition are that the person must accomplish the creative act with some degree of regularity 
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and that the innovation must become useful in some setting. The concept that a single 
creative act does not necessarily indicate a creative person, fits into the "Person" category. 
The concept that the innovation must be accepted as useful in some setting is a social concept 
more consistent with the "Press" studies. Johnathan Pluckei-'s simple definition of creativity 
is an excellent example of a "Product" based definition: creativity is the production of 
original, useful things. (Whirty 2002) In this definition, the useful product is the criterion, but 
this definition also raises another question: creative to whom? Is an inventive act, which is 
novel to the individual, creative if, without the knowledge of the first party, someone else has 
made the same discovery? Not unlike our present discussion, Colin Martindale has noted 
that definitions of creativity may be subjective, objective or social, according to Martindale's 
viewpoint, Plucker's definition allows for a subjective concept of creativity. Paul Plsek 
has a "Process" definition of creativity that is consistent with a number of design theorists: 
"...creativity is the connecting and rearranging of knowledge in the minds of people who 
will allow themselves to think flexibly—to generate new, often surprising ideas that others 
find useful." Plsek differentiates between creativity and innovation: creativity is about the 
production of ideas, innovation is about the practical implementation of those ideas (Plsek 
1996). We might want to adjust his choice of terminology, but Plsek's concept is sound. 
Robert Sternberg has slightly different approach, an integrative definition that sees creativity 
as an interaction between a person, a task, and an environment. He sees three kinds of 
thinking that must be integrated: synthetic, analytical and practical. Sternberg's description 
of synthetic thinking would make a good definition of creativity to many: "Synthetic 
ability is the ability to generate ideas that are novel, high in quality, and task appropriate." 
(Sternberg 1999 p. 84) Many of the definitions we have seen include the concept of making 
new or novel connections among existing knowledge. There is, however considerable 
difference among researchers as to what is connected and how these connections occur. 
This will be a key focus in our brain-based discussion of creativity. As a preview to that 
discussion, we should also note Joseph Bogen's theory about creative thinking: creative 
thought results from a suspension of hemispheric independence. This definition would 
indicate a unity of left and right hemispheric processing, and is not inconsistent with 
Csikszentmihalyi's concept of novelty tempered by evaluation and revision, since novelty 




At least two of the criteria we have just discussed have also produced tests for creativity. 
Tests for creativity are centered around two concepts: flexibility and fluency or personality 
inventory. The Torrence Tests of Creative Thinking, developed by E. Paul Torrence, are 
perhaps the most widely used tests of creativity. The Torrence tests are tests of flexibility, 
fluency, and originality. This is a "Product-based" criterion in that the evaluation is based on 
the number of different uses the subject can produce for a given product, or the number of 
products the subject can produce from a given stimulus. The innovations are further rated on 
the basis of originality and difference from one another. This testing theory is consistent with 
John Osborne's belief that quantity leads to quality, an issue we will want to discuss later. 
The second common test of creativity is the Kirton Adaptation-Innovation Inventory, 
developed by Michael Kirton. The Kirton measure is a "Person-based" evaluation in which 
the individual is asked to respond to a series of questions about decision-making and personal 
preferences. The goal is to identify patterns that are characteristic of different thinking styles. 
Kirton's studies of thinking style preference will also be of interest to us later. 
"Process-based" evaluation has been a staple of design methodology for some time, but is 
relatively unknown outside the field. These measures include portfolios and process books. 
"Process-based" assessment is one of many areas where designers have an opportunity to 
contribute to creativity research. 
If, at this point, the reader has paused to wonder why "Press-based" assessment has been so 
neglected, it hasn't. The "Press-based" assessment is societal, and therefore not applicable 
to the individual. History is literally the test of creativity in this sense. Csikszentmihalyi has 
said that we tend to confuse success and creativity. He may be correct. (Closer to Truth 211) 
Connectivity —Knowledge -Novelty 
Our discussion of the creativity by definition indicates considerable consistency with regard 
to three elements, connectivity, knowledge, and novelty. These three will be examined 
as brain-based concepts in an attempt to understand creativity as a thought process. The 
work of four researchers in particular will be of interest to us: Antonio Damasio, Elkhonon 
Goldberg, Joaquin M. Fuster, and Joseph LeDoux. 
Of Damasio's three books, Descartes Error: Emotion, Reason, and the Human Brian, 
is fundamental to his thinking and of particular interest to us. The unique qualities in 
Damasio's work are his experience with patients who have experienced damage to the frontal 
lobes, his work with emotional thinking, and his very contemporary and detailed view of 
hemispheric laterality. Chapter five of Descartes Error provides an excellent overview of 
the basis of knowledge with an emphasis on its parcellated nature and dependence on images. 
(85) From Damasio's laboratory, the now famous "gambling experiment" indicates that 
decision-making and formulation of future plans, based on prediction of consequences, is a 
function of the frontal lobes. Damasio's studies of the emotional brain and human subjects 
tend to support the animal based research of figures such as LeDoux. Damasio characterizes 
emotion as a function of the right hemisphere (RH) and continues to acknowledge that 
language is left hemisphere (LH) specific. Of particular interest, is the concept that 
primordial representations of the body in action would offer a spatial and temporal 
framework as a metric on which other representations could be grounded. (235) 
Damasio found patients with damage to the frontal lobes to be rigid in their approach to life, 
resistant or unable to change, unable to set goals or plan future activity, and also lacking in 
creativity and originality. (58) For our purposes, Damasio's observation appears to conflict 
with the earlier accepted view that creativity is a function of the right hemisphere. We now 
have a second issue, back to front. If we want to understand the creative thought process, 
we must now consider two variables, left to right and back to front. Damasio touches on 
creative thinking from time to time. Among these insights is his support for views traceable 
to Maslow (Maslow 1982), but quoted from Jonas Salk: creativity is a combination of the 
intuitive and the rational (189) Damassio's following quote is also quite interesting: 
Among chosen combinations the most fertile will often be those formed of elements drawn 
from domains which are far apart. Not that I mean as sufficing for invention the bringing 
together of objects as disparate as possible; most combinations so formed would be 
entirely sterile. But certain among them, very rare, are the most fniitful of all. (188) 
Like other researchers, Damasio affirms that decision-making, is most likely based on 
existing knowledge, and elaborates by classifying existing knowledge for the purpose of 
decision-making into knowledge about the situation, knowledge about options for action, and 
knowledge about consequences of each option. He notes that conscious or subconscious 
knowledge of consequences, is fundamental to rational decision making. 
It is this theory, the somatic marker theory, that distinguishes Damasio from many other 
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theorists. Other researchers associate somatic markers with facial expressions, Damasio 
extends this to body states. Somatic markers are subconscious, emotion-based, positive 
or negative associations with a given stimulus. In many ways they resemble instinct, we 
know that we should approach or avoid something without a conscious reason. The 
instinct, of course is a genetically acquired marker. In contrast, a somatic marker is 
learned at an emotional level and is, therefore, not accessible to consciousness. In every 
day language, people call this "intuition," or "having a feeling" about something. Our 
emotional subconscious evaluates the degree of "badness" or "goodness" in a situation, 
based, according to Damasio, on subconscious memories of pleasant or unpleasant body 
states. This internal preference system is biased to avoid pain and seek pleasure in a variety 
of circumstances, including social situations. (179-180) 
A student of the celebrated Russian neurologist, Victor Luria, Elkhonon Goldberg, shares 
Damasio's interest in the function of the frontal lobes, which Goldberg calls "executive 
functions." His book, The Executive Brain: Frontal Lobes and the Civilized Mind, (2001) 
is of particular interest for a number of reasons. Insights from this book will contribute 
significant information about the processing of novelty to our present study. Among these 
insights are the results of Goldberg's "Cognitive Bias Task," in which human subjects 
consistently chose the more familiar stimulus while, on the same test, monkeys chose the 
more novel. (99) Similar research is also recorded in LeDoux; and as we shall learn is also 
consistent with Kirton: humans have a marked tendency to reject the novel. Goldberg 
is credited with importing from Russia the concept that the right hemisphere deals with 
cognitive novelty, while the left hemisphere deals with cognitive routines. (43) and 
(Goldberg and Costa 1981) Goldberg's concept of novelty is supported by the work of 
Stephen Grossberg in artificial intelligence. Even an artificial brain is more efficient if the 
system is split into two parts, one dealing with novel inputs and the other with routine inputs. 
(45) These concepts about the processing of novelty will be important to our present study. 
Goldberg acknowledges that, previously, the right hemisphere has been associated with 
spatial processing while the left hemisphere has been associated with language, but cautions 
that some of these rigid beliefs have been challenged by new findings. (43) 
Another useful concept in Goldberg is his "Memories of the Future." In his mind, one of 
the skills that has perpetuated human survival is the ability to take a proactive position by 
making plans, forming goals and creating visions for future actions. These plans and visions, 
of course, must be remembered, and therefore become, "Memories of the Future."(124) 
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Goldberg attributes mental flexibility, the ability to see things in a new light, creativity, and 
originality all to the function of the frontal lobes. In this he is consistent with Damasio also 
raising the issue of back to front as well as right to left. (130) 
Two of Goldberg's revelations are of particular interest to pedagogues. First, neuronal 
regression in infant monkeys deprived of sensory inputs lends credence to the already 
widespread belief that the brain of a child develops along the "use it or lose it" line. More 
surprising, is Goldberg's contention that emerging evidence also indicates that immersion 
in an enriched environment facilitates recovery (204). Admittedly, the nature of neuronal 
regression is comparable to the removal of trees in the forest, while the nature of recovery 
is more akin to the development of additional branches. The effect on the overall canopy is 
essentially the same. 
The second observation of interest to educators is that nearly all schools, and Goldberg 
includes the entirety of western civilization in this concept, practice only what he calls 
"verdical decision-making." That is to say, decisions that have a "right or wrong" answer. 
This, he considers a fault because most of the decisions in life are of a different sort. He 
sees the same issue in standard memory experiments; the subjects don't need to select which 
information they should remember as they would in real life. For Goldberg, the only real 
"freedom of choice," is in ambiguous situations, that is to say situations that don't have a 
"right answer." Disambiguating the situation involves first choosing the right question. In 
this Goldberg is consistent with earlier theorists such as Sternberg and Kirton who noted that 
the ability to seek out and identify problems is a characteristic of creative individuals. 
"Hemisphere Differences in the Acquisition and Use of Descriptive Systems" was written 
just seven years after Goldberg's arrival in the United States. The article, coauthored by 
Louis D. Costa, appeared in Brain and Language (1981). As a result, the article is framed 
in a linguistic context. The implications of the theories presented in the article, however, 
should not be overlooked by educators and designers. Goldberg and Costa present a 
different view of laterality from the rather regional theories of their contemporaries. The 
coauthors characterize the right hemisphere as more able to perform intermodal integration 
(finding relationships) and to process novel stimuli. (144) The left hemisphere, in contrast, is 
more capable of unimodal (one thing at a time) processing, motor processing, and storage 
of compact codes (144). Anatomically, the right hemisphere is larger in the associative 
processing areas such as the temporal lobe and the prefrontal cortex (147-148). It also 
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has more long mylinated fibers indicating perhaps a greater connectivity (147). The left 
hemisphere seems designed to make connections within regions while the right hemisphere 
appears to be structured to make connections between regions. This in turn means that the 
right hemisphere is more able to activate more areas of the brain and more able to activate 
the cortex. The comparison of the two hemispheres might be simply stated as global 
arousal versus local input processing and output execution (150). The right hemisphere 
builds a descriptive system and the left hemisphere organizes and uses it. Language is 
an example of such a system. The right hemisphere finds the relationship between the 
sounds and their significance, while the left hemisphere records the relational system in 
compact form and uses it. Once, we believed that knowledge passed from the dominant left 
hemisphere to the minor right hemisphere. Goldberg's and Costa's findings indicate that 
the reverse is actually true (154). The right hemisphere, which is more able to cope with 
complexity, (148) probably processes all novel stimuli, constructs a conceptual code that 
is remembered and utilized by the left hemisphere. The left hemisphere has great facility 
for utilization of previously stored information (153). It can be induced to process novel 
stimuli when the instructions provide an adequate descriptive system in advance (155). The 
right hemisphere tends to approach every task as a novel experience (153). Although the 
left hemispheric dominance for language is well established, we have also been aware for 
some time that the right hemisphere is not without language. Goldberg cites research by 
Zangwill and Lenenberg which indicates that both hemispheres process language, each in its 
own way (157). Goldberg and Costa conclude by suggesting that hemispheric specialization 
is perhaps not the organizational principle of the human brain, but rather that relative 
hemispheric involvement is based on degree of task routinization (165). 
Joaquin M. Fuster's book, Co~~tex and Mind: Unifying Cognition (2003) is of interest to this 
study because he is trying to build the same kind of relationships between cognitive science 
(psychology) and neuroscience that I hope to establish. Cortex and Mind also devotes a 
several pages of the "Intelligence" chapter to a discussion of creative thinking. A number of 
Fuster's concepts will be important to our discussion. 
First, Fuster supports the neural net concept of encoded knowledge over the localization 
of cognitive functions model. He traces the neural net model to Hebb, the Gestaltists, and 
Friedrich Hayek. The neural net model supports his discussion of analogical reasoning, 
a component of creativity. Analogical reasoning is stimulated by synapses that either 
participate in more than one neural net, or lie near enough to an active neural net to be 
stimulated by the adjacent activity. 
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Second, Fuster acknowledges a right hemispheric role in creativity, but also argues for 
a neocortical role. Of particular interest to our discussion is his "inside out" concept of 
executive functions. 
Like all forms of intelligence, creative intelligence develops from all other cognitive 
functions. It develops from a broad base of knowledge, implicit and explicit, that was 
acquired in the past by attention and perception and symbolized by language. With the 
advent of creative intelligence, however, those functions that helped build it become its 
servants. They turn inside out and become part of the intelligent executive. (243) 
Later, Fuster observes that the dorsolateral prefrontal 
cortex plays a critical role in problem solving and that this 
capacity seems to extend to creative thinking. (243) 
Another important concept offered in Cortex and Mind, 
is Fuster's research in brain imaging during creative 
activity. For this experiment he uses a creative test of 
the "Product" type consistent with Torrence's flexibility 
and fluency model. The key observation from the research is that in very creative subjects, 
both hemispheres of the dorsolateral prefrontal cortex are activated during creative activity, 
while in less creative subjects, only the left hemisphere of the prefrontal cortex seems to be 
involved. 
Dorsolateral Prefrontal Cortex 
On final concept from Fuster will be of interest, and this is more a reiteration of something 
we've heard before, but using a different vocabulary. Fuster uses the term cognit to denote a 
cognitive net circuit. In that context, he believes that to create, is to make new cognits out of 
old or existing cognits. (46) 
Joseph LeDoux might best be characterized as a student of brain mechanics. Two of his 
books, The Emotional Brain: The Mysterious Underpinnings of Emotional Life, and The 
Synaptic Self: How our Brains Become Who We Are, have yielded important insights to this 
study. 
LeDoux is best known for his work with rats and tracing the circuitry of fear processing. 
Subsequently, he and his associates have expanded on this early research to define the 
processing pathways for a number of emotional systems. He breaks apart the older concept 
of the Limbic System and defines the actual functions of its members. In his books, LeDoux 
provides an excellent description of the actual synaptic process of learning. 
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Taking the books in order, The Emotional BJ~ain 
(1996) contains a description of LeDoux's 
research in fear conditioning in Rats. He 
traces the triggering of the fear reaction to the 
amygdala, a small almond shaped structure once 
considered part of the Limbic System. The 
pathway leads from the sensory mechanism 
through the thalamus to the amygdala; at the 
same time the thalamus sends a message to the prefrontal cortex which is capable of more 
detailed processing. The prefrontal cortex then either confirms the danger, or allays the 
emotional reaction by way of a down link to the amygdala. The role of the amygdala is 
rapid response without looking for much in the way of details. The prefrontal cortex focuses 
attention in order to investigate the situation more thoroughly and completes the loop to the 
amygdala. Conscious and unconscious learning are both enhanced by moderate emotional 
reaction, a fact that no doubt has survival value (164-165). Of particular interest to us is the 
fact that the brain treats novel stimuli as potentially dangerous until a full appraisal can be 
made. Better safe than sorry, also applies to neurology (290). 
The Role of the Amygdala 
If we define creativity as a new connection, then the mechanics of making new connections 
should be of interest to us. Here, again, LeDoux has valuable information to offer. His 
discussions of Long Term Potentiation (LTP) and Hebbian plasticity are very useful. 
Hebbian plasticity is named for Donald Hebb who, in 1949, theorized that learning might 
involve strengthening the connectivity between synapses, which has proven to be the 
case. Just how activity in one neuron can cause activity in the next neuron, and how the 
likelihood of synaptic interaction may be increased, requires an understanding of LTP. A 
given neuron is part of many circuits, and it receives inputs from a number of other neurons. 
What LTP actually requires is a greater than usual stimulation on a given neuron. One 
preceding neuron —let's call it neuron "A" -may not have a strong enough connection with a 
subsequent neuron; let's call it neuron "C." When Neuron "A" fires, Neuron "C" will not be 
activated, because the synaptic connection between the two neurons is not strong enough. If 
"A" will not be able to cause neuron "C" to fire, "C" will not activate the next neuron in the 
chain. We tend to assume that one neuron fires one neuron —this is not the case. Something 
like recognition occurs. Neurons that have worked together in the past are more likely to 
activate one another. Anew connection therefore requires something special. Neuron "A" 
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might not be strong enough to stimulate neuron "C" if the two had not worked together in 
the past, however, if neuron "B" and neuron "A" both have contact with neuron "C" and 
both stimulate neuron "C" at the same time, in the future either neuron "A" or neuron 
"B" would be sufficient to activate neuron "C" alone. Another way that a new connection 
might occur would be if neuron "C" was already firing when neuron "A" acted to stimulate 
neuron "C," again, the synapse would be strengthened and "A" would be strong enough 
to activate "C" in the future. Researchers verified the LTP concept by directing a series of 
electric pulses across a neuron and discovered that the connection to the next neuron was 
permanently changed. Another way that LTP can occur is multiple impulses over a pathway. 
What we should understand from this is that forming new connections takes a much stronger 
stimulation than would be required to activate an existing connection. The other bit of 
information, here, is that overlapping stimulation, well timed stimulation and frequent 
stimulation are all means to develop new connections. (216) 
The Emotional Brain provided yet one more valuable bit of information, the involvement 
of the hippocampus in spatial memory and delayed non-matching. These experiments were 
originally done to verify the role of the hippocampus in memory. At this point we know 
that the hippocampus and the surrounding cortex are fundamental to memory (191). At 
first, however, it was difficult to devise a test that would 
consistently reveal whether or not memory had been 
formed. The task that researchers eventually devised 
was delayed non-matching, originally in monkeys. The 
monkey was shown an object. Later the monkey was 
shown a pair of objects. The task was to choose the 
unfamiliar object. If the monkey succeeded, a treat 
followed. Humans and monkeys with damage to the 
hippocampus perform poorly on this task, especially 
if a fair amount of time separates the first and second 
presentation of objects. What interests us in this experiment is less the memory of the 
familiar object than the recognition of the novel one. 
A second task, also developed to test the function of the hippocampus is similarly useful. 
This task involves placing a rat in a swimming pool filled with milky water. A slightly 
submerged platform is invisible to the rat, but the rat has previously learned its location. 
The rat must use spatial memories to swim to the platform. Again, rats with hippocampal 
Hippocampus 
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damage do not complete this task well, especially if some time elapses between practice 
sessions. (189) The issue for us, in this experiment is that spatial learning is processed 
through the hippocampus. We may also be tempted to ponder why spatial learning and 
recognition of novelty have become key issues in hippocampal memory research. Both 
spatial thinking and novelty are key concepts in design education. 
Written later, in 2002, The Synaptic Self seeks to relate our self-perception to our brain 
functions. As a more recent book, it also adds to the information in LeDoux's earlier book, 
The Emotional Bain. 
In The Synaptic Self; LeDoux returns to the topic of the hippocampus and memory noting 
that recent research indicates the hippocampus is fundamental to spatial cognition, spatial 
processing, and spatial memory; the memory role of the hippocampus might be secondary 
to its role as a spatial processor. He also mentions research which suggests that the 
hippocampus slowly feeds memories to the cortex during sleep. 
Perhaps the most significant issue that LeDoux addresses in The Synaptic Self, is the question 
of how genetically similar beings can also be unique. In this he includes discussions of 
nature versus nurture, and also selection versus instruction. In both cases he determines 
that the apparently opposing viewpoints are each partially true. The nature versus nurture 
issue is a question of whether the individual is genetically predetermined, or the product 
of cumulative experience. The selection versus instruction issue is a question of whether 
the neurological architecture is in place at birth, and the unused members deteriorate if 
experience does not provide adequate use; or whether the architecture is constructed on an as-
needed basis. In other words, is the final neural grid the result of an additive or a subtractive 
process? The selection instruction process also bears on the nature versus nurture issue. 
LeDoux submits that the most likely reality is that both selection and instruction play a role 
in shaping the individual. Today, it is widely accepted that an infant is born with a surplus 
of neurons, reaching a peak around two years of age.(74) Unused neurons regress or adopt 
other functions (74). LeDoux illustrates this with a study of deaf adults in whom the brain 
centers normally associated with hearing have been "reprogrammed" for vision. (78) The 
transformative capacity of neurons, however, is of limited duration. After some point, the 
function of the neuron becomes fixed and it can no longer be transformed into another kind 
of neuron. The most likely scenario is that different regions of the brain mature at different 










brain region, the functions of the cells in that region become permanent. (74) Once the 
number and placement of neurons has stabilized, however, the neural grid can still grow and 
increase in complexity by synaptic development, which is also caused by activity. Activity 
in a neural circuit, therefore leads to more than the preservation of existing neurons, it also 
contributes to the increased complexity in the pattern of connectivity. (77) At one time, it 
was also widely assumed that the number of neurons is highest at birth and decreases steadily 
throughout life. It now seems that this is untrue. It is also untrue that neural development 
halts at puberty, in fact neural development probably continues life-long. There is even 
evidence that suggests new neurons continue to be generated in the adult brain over the entire 
course of a lifetime. (67) The uniqueness of the individual is attributable to both additive 
and subtractive processes in brain development; however, neuronal activity is key to both 
processes. With regard to the nature versus nurture question, nature provides the number 
of neurons and a map for their probable pattern of development, while experience/activity 
determines which neurons will be retained. The twist in the apparent orderliness of this 
pattern is that in the early stages of life, neurons may also depart from the "map" and take on 
other functions as determined by activity. 
LeDoux associates working memory with the frontal lobes. Working memory might best be 
described as the capacity to hold bits of information in memory and manipulate them. It has 
been accepted for some time that working memory, once known as short term memory, is 
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approximately seven bits of information in most adults. The capacity of working memory 
can be greatly increased by grouping the bits to be remembered. LeDoux suggests that 
one of the reasons human cognition is so powerful is that language increases the ability 
to group and categorize information. His example is culture; an entire culture can be 
implied by a single word. (177) At one time the general consensus was that the brain was 
composed of specialized systems and a neutral workspace, working memory. Today we are 
beginning to learn that the neutral workspace may not be exactly neutral. (187) LeDoux 
acknowledges that specialized systems exist in at least two general groupings, verbal and 
visual. The presence of language creates a significant structural difference between the 
human brain and all other brains. Animal brains, of course, lack this specialty and process 
visual spatial information in both hemispheres (303) (176). In the human brain, language 
occupies most of the spatial processing space in the left hemisphere. LeDoux cites the work 
of Leslie Ungerleider and Mort Mishkin in identifying two pathways for the processing of 
visual information: the "what" pathway and the "where" pathway. The "what" pathway is 
associated with recognition of the object while the "where" pathway is associated with the 
location of the object in space and in relation to other objects. 
"What" information travels from the sensory processors to the temporal lobe and then to the 
prefrontal cortex. "Where" information travels from the sensory processor to the parietal 
lobe and then to the prefrontal cortex. The prefrontal cortex assembles the "what" and 
"where" aspects of the object. The link between the prefrontal cortex and the specialized 
centers is a two-way link that can both deposit and request information (181-182). Other 
sensory systems follow the same model as visual processing. The brain is organized into 
systems and subsystems, called ensembles. (317) Systems that process the same event tend 
to fire at the same time and therefore become synchronized. (308) Most likely, synchronized 
systems develop the ability to activate one another (317). The concept of synchronized 
systems is consistent with the cognits and neural nets described by Fuster. 
In Tl1e Synaptic Self, LeDoux continues the discussion of emotional processing that began in 
Tire Emotional Brain. In The Emotional Bain, LeDoux described his work with emotional 
(fear) conditioning. The Svnaptic Self takes up the issue of emotional learning, which in 
many ways resembles Damasio's somatic markers. According to LeDoux, emotion is the 
process by which the brain computes the value of a stimulus. (207) Memories formed in 
emotional situations are especially vivid as long as the situation is not lengthy and highly 
stressful. In these highly stressful situations, memory is likely to be impaired. LeDoux's 
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description of the motive state is particularly interesting: 
In the presence of an emotionally aro~ising stimulus, the brain is placed in a state, 
sometimes called a motive state, that leads to coordinated information processing within 
and across regions, and results in the invigoration and guidance of behavior toward 
positive goals and away from aversive ones (247). 
According to LeDoux, novel stimuli and conditioned 
or unconditioned incentives are primary examples of 
invigorating stimuli. The motive state is associated with 
dopamine release in the nucleus accumbens and the 
forebrain (246-247). Dopamine is a neurotransmitter that 
has been associated with reward systems (245). The exact 
role of dopamine is not fully understood. Among the 
prevalent theories are: dopamine notifies the forebrain of a 
novel or unexpected occurrence, or dopamine is involved in 
switching attention and selection of action. LeDoux does not see these theories as mutually 
exclusive. (246) He believes that emotional systems coordinate learning and the broader the 
range of emotions a child experiences, the broader will be the emotional range of the fully 
developed self. (322) The concept that emotional systems coordinate learning is consistent 
with Goldberg's contention that all learning progresses from the novel to the familiar, and 
consequently from the right to the left hemisphere. 
Nucleus Accumbens 
Voyko Kavcic, Jianhui Zhong, Takash Yoshiura and Robert W. Doty have a recently 
published study entitled "Frontal cortex, laterality and memory: encoding versus retrieval" 
(2003) that we will find useful in understanding the functions of the prefrontal cortex. As we 
have noted earlier, the prefrontal cortex, where working memory and the executive functions 
appear to be located, was once thought to be a neutral area for general purpose processing. 
None of the sources we have examined up until this point have addressed laterality of the 
frontal lobes. The fact is: each hemisphere has its own frontal lobe. In what may be the 
most comprehensive study to date, for our purposes, Kavcic, Zhong, Yoshiura and Doty 
undertake the examination of laterality in the frontal lobes. A significant part of their study 
is the HERA (Hemispheric Encoding and Retrieval Asymmetry) phenomenon. A second 
factor, or more accurately, factors, in the Kavcic, Zhong, Yoshiura and Doty study are 
several of the questions they raise based on their findings. Some of these questions are as 
informative as the data itself. 
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The HERA phenomenon, tested as both visual and 
verbal processing in this study, is a phenomenon first 
observed by Tulving (1994) Tulving and Lepage 
(2000) and also Nyberg et al. (1995). The intriguing 
observation in HERA is that as revealed by magnetic 
resonance imaging, the brain seems to retrieve 
information in a manner roughly reverse of the way we 
might expect. Brain research to date has established 
with some assurance that language is processed primarily in the left hemisphere. The 
specific areas of language processing have been identified (Broca's Area and Wernicke's 
Area); both are in the left hemisphere. When the brain works to remember (encode) words 
either spoken or written, there is substantial activation of the left frontal lobe and minimal 
activation of the right frontal lobe. Based on earlier research, this is what we would expect. 
The unexpected discovery of Tulving et. al. is that when the brain works to retrieve verbal 
information, both frontal lobes are activated, and the right frontal lobe is more significantly 
activated than the left. This is not what we might have expected. Kavcic, Zhong, Yoshiura 
and Doty asked whether or not the HERA phenomenon also exists for visual information, 
and discovered that the HERA principle does also exist for visual material with retrieval 
activating the left hemisphere more strongly than the right. The study also compared left 
HERA to right HERA and found them to be similar. The study is threefold, comparing 
passive viewing to encoding to retrieval. One of the questions that arose from Kavcic, 
Zhong, Yoshiura and Doty's review of previous research was that in some instances a 
novel item has been included among the items to be retrieved, and that the novel item 
promoted right pre-frontal activation. The researchers conclude that attempted retrieval of 
verbal information is sufficient to activate the right prefrontal cortex, we will draw another 
conclusion. Another notation indicated that the anterior prefrontal cortex is only activated by 
successful retrieval, and not by novel items. The work of Kavcic, Zhong, Yoshiura and Doty 
also notes briefly a topic that we have touched upon earlier, that even in the prefrontal cortex; 
there probably are regions with specialized functions. While more research is required, it 
now seems apparent that laterality exists, in some form, even in the prefrontal cortex. 
Brocas Area and Wernicke's Area 
Another study that raises questions about earlier research was conducted by Sandra F. 
Witelson. Witelson studies the neuroanatomical basis of hemispheric laterality. In an article 
entitled "Neuroanatomical Bases of Hemispheric Functional Specialization in the Human 
Brain: Possible Developmental Factors" (1992 & 1995), Wittelson notes that hemispheric 
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specialization is present within the first few months of life, and probably from the beginning. 
A growing body of research supports this finding. 
Wittelson also discusses two models of hemispheric interrelationship, the "twinned" model 
which, in radical simplification, might best be described as separate but equal. The second 
model is the "shared" model in which regions of both hemispheres contribute to a single 
function. The "shared" model model assumes that the brain's processing should flow 
between hemispheres. Wittelson favors the "shared" model. In this she is consistent with 
Goldberg and LeDoux. 
Contemporary Creativity Research 
Contemporary research continues to deepen our understanding of creative thinking adding 
both, knowledge and issues for further study. Of particular interest among contemporary 
researchers are Mihaly Csikszentmihalyi, Jonathan Plucker, Thomas B. Ward, Theresa 
Amabile, and Edward Necka. 
Mihaly Csikszentmihali has written a book, Creativity: Flow and the Psychology of 
Discovery and Invention based on the insights of creative individuals. This book is of 
particular interest to us because Csikszentmihali attempts to discover a common thread of 
creativity that runs across disciplines. In Creativity: Flow and the Psychology of Discovery 
and Invention, he identifies a creative state that he calls "Flow." Flow is a highly motivated 
and focused state in which individuals experience joy or extreme contentment, but tend 
to lose track of time. From this research, Csikszentmihali concludes that creative people 
are not isolated, tortured individuals, but happy people. (19) In Creativity: Flow and the 
Psychology of Discovery and Invention, Mihaly Csikszentmihali argues that the climate in 
which creativity exists serves to evaluate innovation and establish its value (24-25). He 
believes that a culture could not survive if all the innovations produced within it were 
put into practice. Csikszentmihali describes three aspects of creativity, bright people, 
personal creativity, and creativity with a capital "C." Bright people tend to be intelligent 
conversationalists, and have a quick mind, but do not contribute anything lasting to the 
culture. Personally creative individuals experience the world in novel and original ways and 
may make important discoveries that only they know about. Capital "C" creativity alters the 
culture. In one particularly interesting observation, Csikszentmihalyi notes that the height 
of Florentine art corresponds to a time period when the rediscovery of ancient art was also 
flourishing in that particular region. He attributes the quality of the Gates of Paradise by 
Ghiberti, at least in part to the rather precise requirements that defined the commission in 
20 
advance. (36) One heading in Csikszentmihalyi's book reads, "Programmed for Creativity," 
under this heading, he reveals that designing and discovering something new, are high on the 
list of what people profess to enjoy most in life. 
Thomas Ward, who frequently collaborates with R.A. Smith and S.M. Smith, is known for 
the Genaplore Model of Creativity. This model suggests a variable cyclical process that may 
alternate between generation and exploration. In design terms, this means that form follows 
function and function also follows form. The Geneplore Model is very much a model that 
supports revision. It also asks an important question, the question of constraints. Constraints 
are a much broader concept than evaluation, but similar in function. The question, now 
initiating debate in creativity research is: where should the constraints enter the process? 
At this point there is evidence to support the older concept (Osborne 1957) that constraints 
should come last in the process after a number of unconstrained options have been generated. 
The corollary to this viewpoint is that quantity is essential to creativity. Constraints then 
function to select among the options generated earlier in the process. The second possibility 
in the issue of constraints is that they may come early in the process; in this case they 
function as criteria and add direction to the thinking process (1992 Finke, Ward, and Smith). 
Ward differentiates between external and internal cognitive constraints (Ward 2004). With 
regard to internal constraints, Ward suggests that people follow the path of least resistance in 
retrieving knowledge to feed creative processing (Ward 2000). This often leads to products 
that resemble basic mental examples quite closely. In his lectures Ward usually includes the 
following as a topic: "Why thinking inside the box can be good, if you know what kind of 
box you're working with." 
Jonathan Plucker's work takes Ward Finke, and Smith a bit farther in questioning the 
conventional wisdom. He believes that some structure (constraint) is actually necessary 
to creative thought, although he also acknowledges that too much constraint can also have 
a negative effect. Plucker has also questioned the superiority of group creativity over 
individual creativity (Ryan Whirty interview 2002). Our question must now be: how much 
constraint is appropriate and at what point in the creative cycle? 
Theresa Amabile began her work in individual creativity, but has moved toward 
organizational creativity. Her article, "How to Kill Creativity" (Harvard Business Review 
1998) is now a widely cited text on motivation and creativity. Amabile demonstrates that 
intrinsic motivation is more effective than extrinsic motivation in promoting creativity. In 
addition to the central concept, however, "How to Kill Creativity" also includes a few other 
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concepts worthy of mention. Amabile quotes Herb Simon on the topic of the knowledge 
base required for creativity. Simon called this concept of intellectual space, "the network 
of possible wanderings." Obviousl~~, the broader the network of possible wanderings, the 
more connections are possible. In this light, Amabile suggests that the creative thinker is 
more likely to be successful if he or she turns things upside down or combines knowledge 
from disparate fields. This seems to indicate that, contrary to Gardener, interdisciplinary 
connections are useful. Consistent with Kirton, Amabile's research indicates that the more 
successful creative thinkers routinely question the status quo. 
Patricia Stokes of Columbia University has done research in novelty and its relationship to 
creativity. In an article that appeared in The Encyclopedia of C~~eativity (1999), Stokes sees 
novelty as a particular way of being variable and creativity as a particular way of being novel 
(p. 298). It is possible to generate a number of variations on something, however, only a 
few will be novel. Similarly, it is possible to produce a number of novelties, only a few of 
which meet the additional creativity criterion of usefulness. She notes that both dolphins and 
pigeons can be trained to produce novel responses in preference to routine responses. Stokes 
believes that novelty can serve as a goal criterion. A goal of this type serves to preclude the 
most probable responses. (298) In her work with children she has observed that if a child is 
rewarded for a novel drawing early in a task environment, the probability of novel responses 
will be quite perseverant. However, if such a reward occurs late in the task timeframe, the 
novel behavior will be temporary. (p. 300) Stokes cites a study by Neuringer that indicates 
speed of response and variability are negatively related. (300) She equates constraint finding 
with problem finding. The successful initial definition of constraints leads to the most 
creative solutions. She also notes that creativity is increased when two random variables 
were selected, for example, a category and parts to be combined. (302) According to Stokes, 
constraint and repertoire interact; one must learn how to do different things as well as how 
to do things differently. (303) The study of Art History meets the repertoire need in many art 
schools. 
Stokes notes the existance of both productive and unproductive constraints (303-304). 
Constraints generate novelty when they preclude common responses, require high variability, 
introduce challenges, or restructure domain-specific wisdom. Constraints preclude novelty 
when they are too narrow for novelty to occur. A classic example of this kind of constraint 
are problems that usually require a single correct answer. She concludes that training for 
novelty should include two kinds of skills: domain-specific skills that increase the range of 
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recombination, and constraints that increase novelty, including problem-finding. Students 
should not only learn how to do things, but also learn how to do things differently. (304) 
Disproportionate Creativity 
The Torrence tests of Creativitive Thinking and the Kirton Adaptation-Innovation Inventory 
were designed to measure something, and by implication something that is variable. 
Kirton sees adaptation and innovation as different styles of creativity, opposite ends of a 
continuum. He believes that all people are creative, but in different ways. Adaptors tend 
to focus on doing the same things better while innovators are interested in doing things 
differently. In an organizational setting, adaptors would tweak the system within existing 
policies and paradigms while innovators would change the system. 
As we have previously observed, the Torrence Tests of Creative Thinking measure flexibility 
and fluency by tabulating the number of novel responses and evaluating the quality of the 
innovation. 
Using a measure resembling the Torrence Tests, Fuster observed that in "very creative 
subjects," both hemispheres of the dorsolateral prefrontal cortex are activated during creative 
activity, while in less creative subjects, only the left hemisphere of the prefrontal cortex 
seems to be involved. (244) 
Many of the researchers engaged in "Person" studies have made a decision by implication 
that the most creative people would make the most desirable subjects. As a result these case 
studies have included such figures as Einstein, Picasso, Piaget, and Darwin. If no individual 
differences in creativity exist, the researchers conducting these studies might have selected a 
much more general sample group. 
The fact is, individual differences in creativity do exist, and we have known this, intuitively 
perhaps, since the time when the early Greeks became aware that certain individuals seemed 
to be favored by the muses. Still, at this point in time, we have no workable theory as to why 
some people seem to be more creative than others. 
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Thinking Styles 
Kirton considered Adaptation and Innovation to be different creative styles. We are also 
frequently advised that one person is a linear thinker, and another is a divergent thinker, 
that learning is explicit, implicit, or that thinking is inductive or deductive, appositional or 
propositional. 
Howard Gardner has identified seven different "intelligences" that should be addressed in the 
classroom. Gardener believes that all people have all seven intelligences but that some are 
stronger for one individual or another. (1999) 
Educators develop lessons to address "higher level thinking skills." 
The understanding that there are two styles of thinking is not new. John Dewey 
acknowledged two kinds of understanding, and noted that most languages have two separate 
words to specify these two thought styles. English, however, lacks the clear distinction we 
would find in French, connaitre vs. savoir, or in Latin, noscere vs. scire. He continues to say 
that our intellectual life consists of the interaction of these two types of understanding (p. 139 
How We Think 1933). His inclusion of Latin, obviously makes this distinction is much older, 
the same distinction also existed in Greek, reproduction of the Greek letter forms, however, 
is problematic. 
Clearly, there is adequate evidence to indicate that different thinking styles exist, and that 
individuals tend to favor some over others. There are, at this point, however, no suggestions 
as to why or how an individual might develop a preferred thinking style. 
Conclusions from the Literature 
We can see that since Guilford's address, psychologists and creativity researchers have 
assembled a reasonable body of knowledge. However, there are numerous areas of apparent 
conflict in the findings and theories. The great majority of the early researchers did not 
consider creativity to be their primary interest area. Sternberg considers intelligence to be 
his primary interest area; Gardner also came to creativity by way of "intelligences," and 
Csikszentmihalyi came to creativity research by attempting to determine the nature of "fun." 
Only in the most recent generation do we find individuals whose primary research interest 
24 
is creativity. While terminology varies, most of the research to date acknowledges at least 
three components, knowledge, novelty, and new connections. There remains considerable 
variability of opinion with regard to the specific nature of creative thinking, the appropriate 
interaction of knowledge and constraints in creative thought, and what elements comprise 
the desired new connections. To the best of my knowledge, no one has asked what causes a 
novel connection to be formed. 
Research has compiled a list of traits that seem common to creative individuals, and upon 
careful examination we will discover some commonality among these lists, but again, no one 
has asked why these traits seem prevalent among creative people. 
Several measures of creativity have been developed and they are moderately successful in 
assessing individual levels of creativity, but we have no understanding of why some people 
seem to be more creative than others, or how preferences in thinking style develop. 
Neuropsychology has begun to shed some light on the actual nature of creative thought; it 
has also raised some new questions. We once believed that creativity is a right hemispheric 
function; many neuroscientists now claim it as a function of the frontal lobes. The 
relationship of the novel to creativity, and executive functions to both creativity and novelty 
are relatively unexplored. Most creativity research is a byproduct of another interest, and the 
neuropsychology of creativity is even more removed from the main stream of brain-based 
research. Fuster and Goldberg contain a couple of pages each on the subject of creativity. 
The others mention creativity or allude to it in more or less random, associative, and scattered 
manner. Few if any attempts have been made to relate the findings from creativity research 
and the psychology of creativity to the neuropsychology of creativity. 
Ironically, another body of information has also been overlooked. As frequently as creativity 
researchers have noted that creativity is determined by usefulness or practical application, 
little research has accessed fields of applied creativity. The creative practitioner, particularly 
has been largely overlooked. Methodologies have been developed in creative practice 
and education that seem to work, but we don't know why. Similarly, no one has ever used 
teaching methodologies in creativity to better define the nature of creative thought. 
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Methodology 
Our purpose will be to establish some fundamental correlations between creativity research 
in neuropsychology and teaching methodologies in at least one applied creativity discipline, 
design. In order to build these correlations, we will need to proceed deliberately, examining 
the bodies of knowledge pertaining to each concept thoroughly. The present study will treat 
three central and widely accepted concepts in the hope that the fundamental correlations 
established will provide a foundation for future research. For purposes of this study, the 




Because our primary goal is to develop a knowledge base that will support pedagogic 
practice, we will concern ourselves with creativity as a thinking skill. Although our primary 
interest is in the neuropsychology of creativity, we will not hesitate to draw upon insights 
from foundational psychology research. To be blind to any existing bodies of knowledge 
would only invite error. 
Our methodology, then, will be simple: Examine and describe existing knowledge with 
regard to the topics chosen, making comparisons between psychology and neuropsychology. 
Then, extract from those descriptions several salient issues. If the issues chosen are the 
product of fundamental brain processes, they should also be issues in practical application. 
As a result, there should be discussion, practices, and/or strategies in design pedagogy and 
methodology that deal with those issues and mental processes. I will then identify, describe 
and compare methodological practices that appear to correlate with our earlier descriptive 
data from brain research, extracting from that correlation any insights that practice can 
provide to pedagogy and other research. 
Design disciplines are especially useful to our purpose because of the value practitioners 
in these fields place on creativity. In the design disciplines, over time, trial and error has 
developed strategies to enhance creativity that seem effective. For purposes of this study, 
we will concern ourselves with three widely recognized schools of design, schools so widely 
respected for the success of their students that practitioners and pedagogues continue to study 
their methodologies. The three schools of design I have chosen to study are: 
1) The Bauhaus with reflections at Ulm and Chicago 
2) CranbrookYale 
3) Paul Rand's Studio Practices 
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In the choice of design pedagogies, I have attempted to incorporate some diversity of practice 
and approach. I have also chosen atext-based approach to these centers of pedagogic theory. 
The text-based approach will make the study more concrete and verifiable. Furthermore, in 
the selection of texts, I seek to incorporate at least three perspectives, the central theorist, a 
student, and some more objective viewpoint. 
Having outlined the basic methodology, let us now turn our attention to the three major 
themes identified earlier, novelty, new connections and motivation. In this discussion we will 
attempt to isolate at least one salient issue in each area. 
Novelty 
As we noted earlier, novelty is a key component of many definitions and descriptions of 
creativity. (Stein 8/18/04) (Gardner 1993 p.35) (Sternberg 1999 p. 84) (Plsek 1996). If we 
accept originality and innovation as parallel terms we will find the concept of novelty in the 
great majority of definitions and descriptions of creativity. 
Novelty has also been a topic of interest to neuropsychologists, but in a slightly different 
sense. Psychologists have focused on novelty as a criterion in order to distinguish the 
creative from the uncreative. Neuropsychologists, on the other hand, have approached 
novelty in two contexts: as a novel stimulus which may well necessitate anovel/creative 
response; and as a search for the specific brain regions that process novelty. 
At this point, it seems that the findings are consistent with earlier suppositions that novelty is 
processed largely in the right hemisphere. The newest information indicates that the frontal 
lobes are also important in creative thinking and responding to novel stimuli. Goldberg 
believes that novelty is the factor that determines whether a stimulus will be processed 
initially in the intermodal right hemisphere or the unimodal left hemisphere. 
Goldberg and Le Doux have both noted that humans tend to reject the novel. This lends 
credence to those who identify persistence as a quality of creative individuals. In fact, 
rejection of novelty is an issue that appears fundamental to human mental processes, and 
curious enough to instigate consideration in other areas. We will want to examine this issue 
in greater detail. 
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Connectivity 
Like the concept of novelty, connectivity or making new connections is a frequent feature in 
theories and definitions of creativity. There is less focus on a single word such as "novelty," 
but we still find an abundance of researchers and theorists who include some reference to 
making connections in their work. (Bogen 2000) (Sternberg 1999) (Amabile 1988) (Plsek 
1996) (Salk in Damassio 1994) (Necka 1999) (Le Doux 1996) An issue of interest in 
creativity research is what it is that the creative thinker connects; the whole concept implies 
two or more somethings are required for a connection. Plsek, Amabile and Fuster are 
especially useful in this regard: 
"...creativity is the connecting and rearranging of knowledge—in the minds of people 
who will allow themselves to think flexibly—to generate new, often surprising ideas 
that others find useful (Plsek 1996) 
"Creative thinking, as noted above, refers to how people approach problems and 
solutions —their capacity to put existing ideas together in new combinations." 
(Amabile 1998) 
To create, in the present context, is to make new cognits out of old ones. At the root of 
this process is the formation of new associations between old cognits. (Fuster 246) 
It would appear that some knowledge or experience base is a necessary prerequisite to the 
formation of new connections. 
Neurospychologists, again, have a slightly different approach to the connectivity concept. 
Their interest is in the actual mechanics and chemistry of connection formation at the 
synaptic level, a process that can now be described in detail. We are also able to classify 
connections or circuits/cognits into several different types. In the neuropsychological 
research "New Connections" becomes a significant issue because, as we have learned, 
new connections are more difficult to establish. One type of new connection is especially 
meaningful: 
A reasonable assumption is that the creative process consists of the formation of new 
cognits, that is, new network representations in the cortex. These representations 
result mostly from divergent thinking as opposed to convergent thinking. (Fuster 2003) 
Divergent thinking has been so closely associated with creative thinking that, over time, the 
two terms have become nearly synonymous. (Guilford 1967) For the neuropsychologist, 
however, divergent thinking has yet another meaning: divergent connections. In 1985, 
Bloom, Lazerson, and Hofstadter identified three kinds of brain circuitry, hierarchical, local, 
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and divergent. (1985) The main feature of the divergent circuit is its fan-like structure, 
capable of simultaneously activating receptors in a variety of directions. Goldberg and Costa 
have perhaps the clearest statement: 
It appears that there is relatively greater emphasis on interregional integration in the 
neuronal organization of the right hemisphere and on intraregional organization in the 
left hemisphere. 
A composite picture of hemispheral asymmetries emerges with two basic features: (1) 
areas of sensory and motor representations are greater in the left hemisphere, while the 
right hemisphere is characterized by greater areas of associative cortex; and (2) the left 
hemisphere displays a predominantly intraregional pattern of connectivity while the 
right hemisphere displays a predominantly interregional pattern of connections. 
Notwithstanding the caveats of making fiinctional inferences on the basis of stnictural 
characteristics, the review of the differential neuroanatomy of the two hemispheres 
makes two hypothetical cognitive consequences plausible: 
1. The right hemisphere has a greater neuronal capacity to deal with 
informational 
complexity. 
2. The right hemisphere has a greater ability to process many modes of 
representation within a single cognitive task, while the left hemisphere is 
superior in tasks which require fixation upon a single mode of representation 
or execution. (1981) 
We have also learned that synaptic connections and therefore brain circuits strengthen 
with use. If creativity and divergent thinking are, in fact, related; can divergent circuits be 
strengthened, and if so, how? 
Motivation 
When we compare the work of Kirton, Amabile, and Csikszentmihaly to our discussion 
of the issues we have just completed; the comparison raises questions. Csikszentmihaly 
has associated the creative state, which he calls, "Flow," with a feeling of exhilaration and 
euphoria. (1996) Kirton has learned that a group of people exists whose thinking style 
preference causes them to be persistently creative, even in the face of continuing rejection. 
(Kirton 1984) Amabile's research indicates that intrinsic motivation is more effective than 
extrinsic motivation in promoting creative thinking (Amabile 1998). We must ask ourselves 
why do some individuals motivate themselves, or continue in a behavior that is apparently 
difficult and results in rejection. Furthermore, why would these apparent negatives result in 
a euphoric state? 
Le Doux's discussion of the motive state combined with the chemistry of synaptic formation 
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may begin to offer us some clues. The release of powerful chemical rewards in the brain, 
which occurs in association with novel experiences and the formation of new connections, 
offers an explanation for the significance of intrinsic motivation. If the experience is 
cluttered with stressful distractions, this natural reward system may be contradicted, or at 
least diminished. Since motivation is an issue central to pedagogy, we must wonder how 
the new dialogues in neuropsychology will relate to the motivational strategies in teaching 
methodology. 
We have, therefore, chosen three key issues for further examination: 
1) Novelty, people tend to reject it, but some people prefer to it, 
2) Connectivity, how can divergent connections be increased/strengthened, and 
3) Motivation, why are some people more self-motivated than others to be creative in the 
face of 
rejection? 
At this point, we might postulate: If overcoming rejection of the novel, strengthening 
divergent neural pathways and developing an affinity for creative thinking through a natural 
internal reinforcement system are key elements in developing creative thought processes; 
then methodologies that have consistently produced innovative and successful designers 
must contain strategies that address these elements. 
We are ready to begin a detailed examination of the neuropsychology that pertains to these 
three issues. 
Processing the Novel: How it Relates to Creativity 
If, as a point of departure, we accept Joaquim Fuster's neuropsychological definition of 
creativity, it should at least provide a basic foundation on which to base further discussion. 
" To create, in the present context is to make new cognits out of old ones."(246) 
What Fuster has provided for us are two related concepts: 
1) Creativity is about connecting two bits of existing knowledge. It follows that the more 
knowledge is available, the more possible connections can be made. This concept is 
consistent with Herb Simon's "Network of possible wanderings." 
(Newell and Simon 1972) 
2) The creative connection is new, at least to the individual in whose brain it occurs. 
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How then do new connections relate to novel connections: Can or should we distinguish 
between the new and the novel? Linguistically, "Novel," is simply "New," spoken in another 
language (French). However, in the English context, "Novel," has an additional connotation 
of the unexpected or the unusual. Therefore, all novel connections should be new, but not 
all new connections would necessarily be novel. What distinguishes the novel, then is that 
the connection is sufficiently inobvious that the individual had not thought of it or learned 
of it previously. The relationship between the two bits of knowledge would therefore be 
unexpected. The Fuster definition, however, overlooks young children whose knowledge 
base is very small, and babies who are just beginning to experience the world. Adding this 
concept from Goldberg will augment the definition. 
At an early stage in every learning process the organism is faced with "novelty" 
and the end stage of the learning process can be thought of as "routinization" or 
"familiarity." The transition from novelty to routinization is the universal cycle of our 
inner world. It is the rhythm of our mental processes... (Goldberg 44) 
Babies and young children clearly make new connections, otherwise learning would never 
occur. In fact, creativity — in our sense —processing the novel —probably occurs on a 
number of levels, if you will, a taxonomy of creativity. Part of the difficulty researchers 
have encountered in studying creativity and how people become creative is that research 
has focused on only the upper level of a thinking skill that is known by different names 
at different levels. Let us see if we can describe these levels in some more objective and 
consistent way. 
1) Connections between two elements in current experience. (Association) 
This involves two or more elements, often from different perceptual sources that 
form a meaningful relationship. Language acquisition in small children utilizes this 
type of connectivity. In a given situation —and for the young child, most situations 
are novel —the child becomes aware of a relationship between a sound and a 
phenomenon in the environment. We call it learning to talk, but for the child, it 
means forming new connections that, at least initially, are novel. Right hemisphere 
language is probably related to this kind of novelty. 
2) Connections between a novel situation and previous experience (Scanning) 
Faced with a novel situation or unknown stimulus, the brain uses divergent 
circuits to search existing knowledge for any similar or possibly related situations/ 
experiences on which to base a response. The formulated reaction will be the result 
of a new connection that, due to the novelty of the stimulus, will also be novel. 
This type of novel connection has probably been a powerful survival skill. 
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3) Connections between two bodies of existing knowledge (Reflectivity) 
When an appropriate motivation causes an individual to consider one element in 
experience to the extent that he or she begins to see similarities to another element 
in experience, that similarity may make it plausible to form a relationship between 
the two, or even apply the attributes of one element to the other. This kind of new 
connection tends to produce new/novel ideas, viewpoints, metaphors, or products. 
The presence of products at this level has, on occasion, allowed us to perceive this 
level of connectivity as creative. However, the individual may not be aware that 
any search for a relationship or solution occurred. It may feel like creativity by 
accident. This level of creativity is distinguished from levels 1 and 2 in that it can 
be independent of existing stimuli, that is to say context independent, and there is 
no pressing need to arrive at a solution. 
4) Connections in Context 
Context can function as an internal constraint. Without the individual actually 
considering the qualities that would be required in a successful solution, sometimes 
experience in a given context causes the individual to shape his or her thinking 
along feasible lines. In this sense, experience forms a system of innate constraints. 
This kind of novel connection is especially desired in business and manufacturing. 
5) Connections shaped by constraints, checks and balances 
More often than not, a given problem or situation has, contained in it, a set of 
criteria or qualities that, perceptually, should characterize the successful solution. 
For example, the interior designer may find that the problem situation requires the 
choice of a wallpaper for a small dark room that will not conflict with the blue 
carpet and be consistent with the client's desire to make the room appear larger and 
brighter. This kind of situation becomes novel due to the constraints that shape it. 
The constrained choice also leads immediately to divergent circuitry because the 
brain must access a variety of knowledge bases and bring them to bear on a single 
issue. Yet another important characteristic of constrained choice is that it is almost 
always intentional. By intentional, we mean that the individual is consciously 
trying to solve a problem thoughtfully. The types of creative connectivity below 
this level tend to lack this quality, none-the less, they utilize the same thinking skill. 
This is the level most commonly known as "creative." 
6) Novelty as a constraint 
In the creative professions and in some other situations, it frequently happens 
that novelty becomes a quality desired in the product or solution to a problem. In 
this case it functions as both a goal and a constraint. The individual divergently 
postulates a possible solution, then checks the potential solution against existing 
knowledge in order to determine whether or not it is novel. Often this process 
initiates a cycle of feedback and revision that extends the reach of existing 
connections. 
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It is probably also reasonable to assume that intermediate levels exist between levels 3 and 
4 and levels 5 and 6. Amore complete taxonomy will emerge, but that is a topic for another 
time. 
The levels of creativity we have just outlined make it clear that processing the novel is 
central to creative thinking, and to learning. The task of the methodologist may be as simple 
as moving the individual progressively forward along the continuum of processing the 
novel. This methodological concept is an area we will also want to refine and examine more 
closely in the future. It should be apparent that Einsteinian creativity did not begin with the 
theory of relativity (if I might speak figuratively), but rather that the thinking skill capable of 
producing such a concept is the product of a lifetime of development. 
Let us begin with how the brain processes novelty. There is a fair amount of agreement in 
this area, and also a fair amount of confusion. For our purposes we will rely heavily on the 
work of Goldberg and Le Doux. 
Whether we like it or not, the brain processes all novel 
stimuli as emotional stimuli. This practice works on the 
"better safe than sorry" principle. It is safer for the brain 
to assume all unknowns are threats until proven wrong 
than to assume all unknowns are safe. This practice is a 
fundamental survival device (Le Doux 290). A stimulus 
enters the brain through any of the sensory organs and is 
processed initially by the Thalamus. The Thalamus makes 
a quick assessment of the incoming information and sends the signal to the cortical area 
associated with that particular type of sensory information, for example, the visual cortex. 
If the Thalamus perceives any suggestion of emotional content, for example a threat, it 
sends a signal to the Amygdala at the same time it relays the perceptual information to 
the cortex. The amygdala initiates survival behaviors. It stimulates various areas of the 
Cortex to increase attention, perception, and long-term memory. The Amygdala also 
stimulates the Thalamus and the brain stem. As a result of stimulation by the Amygdala, the 
Thalamus sends more frequent impulses to the Cortex. The brain stem releases adrenaline, 
acetylcholine, dopamine, and serotonin. Species specific defensive behaviors are initiated: 
flinching, freezing, flight or fight. Once more detailed information reaches the prefrontal 
cortex, it will either continue to activate the amygdala or deactivate it. This process, 
Processing a Novel Stimulus 
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however, is slower than the rapid emergency response of the amygdala. We can all recall 
some occasion when we jumped at a sudden noise only to realize seconds later that the 
source of the noise was quite harmless. This is an example of the rapid response function 
of the amygdala. The emotional response system creates what is known as a motive state, 
a topic we will want to examine more closely in our discussion of motivation. What is 
significant for the present topic is that novelty activates the amygdala briefly, and as a result 
attention, memory, and perception increase. We are more attentive to novel and emotional 
situations/stimuli and we remember them more clearly than other situations/stimuli. 
"Emotions, in short, amplify memories." (Le Doux SS 222) 
From a designer's point of view, this means that while perception may not lead to creativity, 
novelty leads to heightened, but selective perception. 
The activation of long-term memory is two-fold. The 
divergent circuits of the right hemisphere reach out in 
all directions to rapidly retrieve any possibly related 
information and send it to working memory. At the 
same time, an involuntary retention system is activated 
that will create a vivid and enduring memory of the 
novel or emotional stimulus/situation. The increase in 
attention and memory implicit in the motive state relate 
to the importance of creating the novel in many artistic 
pursuits. Meanwhile, the routine memory system through the hippocampus to the temporal 
lobes is also activated. Information from a variety of sensory sources is consolidated in the 
parahippocampus or rhinal areas, this information fed into the hippocampus and the cortex 
where relationships are examined. 
Hippocampus 
Goldberg has argued persuasively that novelty versus familiarity is the organizing principle 
that differentiates the hemispheres; Damassio has suggested time and space. I do not see 
these two concepts as mutually exclusive since both would access the divergent connective 
properties of the right hemisphere and the more linear regional properties of the left. The 
task of the methodologist may be as simple as moving the individual progressively forward 
along the continuum of processing the novel. This methodological concept is an area we 
will also want to refine and examine more closely in the future 
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Our earlier suppositions that linguistic versus non-linguistic is the differentiating principle 
between the two hemispheres is contradicted by evidence of hemispheric differences in 
non-linguistic species (Goldberg p. 42). However, the presence of language in the left 
hemisphere is logical since language is organized in linear sequence. Ancient languages are 
less sequential in nature and instead utilize more linguistic markers to clarify the relationship 
of one word to another, which is another interesting topic for future study. 
Le Doux suggests that language has displaced the spatial processing centers in the left 
hemisphere: 
The human brain is bigger than that of other animals (relative to our body size) and also 
seems to have undergone some reorganization. For example, the neural mechanisms 
underlying the perception of spatial relations is present in both hemispheres of other primates; 
it is mainly on the right side in humans. This implies that spatial perception was forced from 
the left during the language invasion of human synaptic territory (LeDoux 303). 
We believe that this is more an opportunistic development than a structural determiner; the 
effects, however, are interesting. A series of, now well known, experiments by Pribram and 
Mishkin (1955), and another experiment by Goldberg (the Cognitive Bias Task) indicate that 
monkeys and other primates learn tasks involving novelty more rapidly than humans and 
that, given a choice, monkeys are much more likely to select the novel stimulus than are 
humans. It is a reasonable assumption that this phenomenon is attributable to the presence 
of language in the human brain. We will probably never really know the exact mechanics 
of this transformation, however two lines of thought are prevalent. The first is that the 
displacement of spatial processing areas in the human brain make mankind half as able to 
cope with novelty. A second line of thought is related: language facilitates the transmission 
of knowledge from previous generations forward; therefore, the bias toward the familiar 
serves an adaptive function, whereas the primate must learn by exploration and is therefore 
attracted to the novel (Goldberg 99). The finding, however, appears conclusive: humans 
have a marked tendency to reject the novel when compared to non-verbal species. 
As we progress from the explainable patterns of neuropsychology to the more detached 
findings, we must also deal with the recent discoveries with regard to the frontal lobes. 
The Hebb-Penfield, and Ackerly-Benton patients (patients with frontal lobe damage) shared a 
number of personality traits. Rigid and perseverant in their approach to life, they both were 
unable 
to organize future activity and hold gainful employment; they lacked originality and 
creativity; ..." (Damassio 1994 p. 58) 
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Mental flexibility, the ability to see things in a new light, creativity, and originality all depend 
on the frontal lobes. When the frontal lobes are damaged, a certain "stiffness of the mind" 
sets in..." (Goldberg 13 l ) 
Frontal lobes and novelty: The prefrontal cortex is active when the cognitive task is novel but 
frontal activation drops with task familiarization... (Raichle et al 1994 in Goldberg) 
Similar findings are reported by Fuster,(2003) and inadvertently, by Kavcic, Zhong, Yoshiura 
and Doty in their observation that novel items promoted right pre-frontal activation.(1995) 
Somehow, the frontal lobes have an active role in processing the novel/creative. Recalling a 
statement by Fuster may help us understand how this works: 
Like all forms of intelligence, creative intelligence develops from all other cognitive 
functions. It develops from a broad base of knowledge, implicit and explicit, that was 
acquired in the past by attention and perception and symbolized by language. With the advent 
of creative intelligence, however, those functions that helped build it become its servants. 
They turn inside out and become part of the intelligent executive. (243) 
What this means is that the frontal lobes can also do things "on purpose." If the Thalamus 
can send information from the senses, long-term memory, or any other part of the brain, to 
the frontal lobes, then, the frontal lobes can also call on these sources. In a sense, this means 
that the frontal lobes are about intentional thought. Once we have thought to ourselves, 
"We're going to have to think of something," we have entered the realm of executive thought. 
Fuster (p. 242), Damassio (261-262 Descarte's Error) and Goldberg have characterized the 
frontal lobes as the site of planning, goal formation and "memories of the future." 
The transition from mostly reactive to mostly proactive behavior is probably the central theme 
of the evolution of the nervous system. We are able to form goals, our visions of the firture. 
Then we act according to our goals. But to guide our behavior in a sustained fashion, these 
mental images of the firture must become the content of our memory, thus memories of the 
future are formed. (Goldberg 124) 
Surely at the fourth and fifth levels of our taxonomy; constrained connections and novelty 
as a constraint, we are dealing with the kinds of purposeful behaviors that typify the frontal 
lobes, the kind of novelty processing that is widely accepted as "creative." We have learned, 
however, that the reactive functions are the foundation of the proactive functions. Reactive 
processing and the proactive processing are all parts of the same thinking skill. 
As educators, it is also useful to remember that the frontal lobes develop rather late, between 
puberty and early adulthood. (NIMH 2001) 
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Key Points about Processing Novelty 
1) The brain processes novelty through the emotional response system. This means that 
memory, attention, and perception are increased. 
2) Rejection of novelty is a key concept in human neuropsychology. 
3) In order to process the novel, the brain accesses previous knowledge through 
divergent circuits 
4) Purposeful manipulation of bodies of knowledge probably occurs in the frontal lobes. 
5) At some level, all learning begins with the novel. 
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Strengthening Divergent Connections 
Two concepts are inherent in our desire to understand how we might strengthen divergent 
connections. First, and most obvious, divergent connections are divergent because they lead 
in different directions. Second, divergent connections are connections, and in that sense we 
will want to understand some of the fundamentals of brain connectivity. When we say brain 
connectivity, we have in effect said synaptic connectivity because the synapses are the 
key element of neurological connection. On the other hand, we must also remember that 
the essence of divergent thinking is about forming relationships between bits of existing 
knowledge. The purpose of the divergence is to locate and connect. Enhancing the 
knowledge/experience base increases the amount of connectable material. 
Synapses are actually the spaces between two neurons. Neurons are the cellular conductors 
of neurological impulses. Their activities might best be characterized as electrical, 
modulated by the fluids through which the electrical impulses must move. 
The Anatomy of a Neuron 
In shape, a neuron roughly resembles an oak tree. It has dendrites that function as receptors 
for incoming impulses (the roots) and axons that emit outgoing impulses (the branches). 
Continuing our tree metaphor, neurons may have one axon or many; and each axon may, 
or may not have multiple spines (twigs and buds). Neurons also have a cell body located 
between the dendrites and the axons. 
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It has been common to think of the neurons in single file, organized end to end; axon to 
dendrite. Unfortunately it isn't that simple; the brain actually functions through a complex 
network of crisscrossing synaptic connections between neurons. It is true, however, that most 
synaptic connections occur between an axon and a dendrite. The axon transmits an impulse, 
and the dendrite receives it. However, an axon and a dendrite, opposite one another, do not 
necessarily constitute a synapse. Synapses must be formed and the survival of the neuron, 
itself, may depend on the successful formation of synapses. It is this synaptic formation 
process that is of interest to us. 
If `Cell A' is activated, it transmits an impulse outward through its axons. In most cases, 
that impulse will not be sufficient to form a new synapse with `Cell B,' though it will 
probably be enough to activate a previously formed synapse with `Cell X.' As we have 
noted earlier, the formation of a new synapse requires a greater than average stimulation, 
as originally theorized by Hebb. This greater than average stimulation occurs through two 
common methods. First, `Cell A' may fire repeated impulses, a barrage of neurological 
communication, that will eventually activate `Cell B.' The problem is, neurons are structured 
to resist such repetitious transmissions, since continual firing would eventually destroy the 
neuron. However, if sufficient stimulation occurs that `Cell B' is activated, `Cell B' will 
emit a chemical known as a neurotrophin which will be received by `Cell A.' Only a cell that 
has recently fired an action potential is able to absorb the emitted neurotrophin. In the most 
basic sense, this exchange of an activation potential and a neurotrophin between two cells 
is the process of synaptic formation. The neurotrophin received by `Cell A' will stimulate 
growth of axons, spines, and nodes; bringing the axon terminals of `Cell A' into closer 
contact with `Cell B.' `Cell B' will be more responsive to `Cell A' in the future. It is thought 
that receipt of neurotrophins is the factor that determines neuronal survival, while the failure 
to receive neurotrophins leads to degeneration. (Le Doux SS 81) In many ways, human social 
structure mirrors neuronal circuitry. Most of us would be less responsive to a stranger than 
to a friend, and friendship is characterized by an exchange of facilitation in meeting needs. 
A second scenario also leads to synaptic formation, this time involving three or more neurons. 
If `Cell A' transmits an action potential at or near the same time `Cell C' transmits an action 
potential, `Cell B' may be activated to transmit an action potential for one of two reasons. 
Either, `Cell B' has an established synapse with `Cell C,' or the combined stimulation of 
two or more neurons is sufficient to activate `Cell B.' In this case, both `Cell A' and `Cell C' 
will receive the neurotrophin. It is conceivable, therefore, that `Cell A' may form a synapse 
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with `Cell B' by happenstance. Amore likely explanation, however, is that the events that 
activated `Cell A' and `Cell B' were in some way related, in which case, it is appropriate that 
they would be linked. 
The above descriptions are vastly simplified. In fact, neurons can receive action potentials 
through their dendrites, through the brush-like spines along the dendrite fibers, and even 
through the cell wall. There are also different kinds of neurons, structured to perform 
specific functions. For our present purpose, however, the above description of synaptic 
formation will be adequate. 
Synapses relate to divergent thinking in several ways. The simplest of these are neurons 
that have extensively branching of axons. Our present knowledge indicates that the brain 
has relatively few of these neurons. Most of them lead from the brain stem to other areas 
of the brain, or from the hippocampus to the neocortex, primarily the area of the associative 
cortices. Divergent neurons, of this type are found linking the brain stem (or other similar 
areas) to various regions of the brain. They usually respond to emotional stimuli and 
function to release specific neurotransmitters such as serotonin, acetylcholine, or dopamine. 
Le Doux also identifies a group of neurons that he refers to as "projection neurons." The 
characteristic of these neurons is that they have relatively long axons and extend out of the 
area in which their cell bodies are located (Le Doux SS 49). Presumably these projection 
cells include those we have just mentioned, however they could also include neurons such as 
those in the corpus callosum that access the opposite hemisphere. 
An alternative source of divergent thinking would be neurological circuits. Circuit, in this 
sense, is actually a somewhat deceptive term since it implies an end to end continuity that 
may or may not exist. Fuster prefers the term, "cognit," to describe the same concept, a 
group of synapses that contribute to a given representation. 
A cognit is an item of knowledge about the world, the self, or the relations between them. 
(Fuster p. 14) 
Again, we must be careful of oversimplification. It would be easy to imagine that each 
neuron has a function in a single circuit, when in fact; a single neuron could be a part of 
thousands of different circuits. Once we understand this, it is also easy to see that circuits 
link together readily to form systems. Neurological systems are simply circuits or groups 
of circuits linked together to perform some function. (Le Doux SS p. 49) An example of a 
system might be recognition of a stimulus and recalling/implementing a successful reaction 
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to it. We have learned the social property of neurons: those that interact frequently also 
interact more quickly and easily. A similar property is typical of circuits and systems, which 
is sometimes known as synchrony. When one synchronous system is activated, systems 
that have interacted with that system previously will also be easily activated. It would seem, 
though, that this concept of increased connectivity with use, is congruent with familiarity and 
that, in turn, would be the opposite of our desired skill, formation of novel connections. How 
then can neurological systems lead to novel connections through divergent thinking? 
I like to illustrate this concept with a story I once read about a lost calf who finds a 
meandering route through the woods. Soon a flock of sheep follow the same route; then 
it becomes a tribal pathway, and eventually a modern highway. Like the path through the 
woods, the synaptic patterns of neurological connectivity become smoother and easier to 
travel with increased use. They also make it possible to travel quite readily to points more 
distant from the original starting point than would otherwise be possible. The most distant 
point to which one can travel readily, then becomes the point of departure from which a 
new connection could be made. In essence, this means that a network of neural systems and 
circuits that is activated in many ways and many different directions on a regular basis will 
have greater potential for divergent thinking. 
Among chosen combinations the most fertile will often be those formed of elements drawn 
from domains which are far apart. Not that I mean as sufficing for invention the bringing 
together of objects as disparate as possible; most combinations so formed would be entirely 
sterile. But certain among them, very rare, are the most fruitful of all. 
(Henri Poincare in Damassio 1994 p. l88) 
Before we leave this topic, however, we must deal with one additional issue, timing. It 
is reasonable that stimuli that are the result of the same situation would be processed 
simultaneously, and therefore might activate relevant neurons within milliseconds of one 
another. One must still ask, however, how cause and effect relationships might be formed 
when the events involved did not overlap chronologically, or how synchrony might develop 
across a number of brain regions, since transmittal time would likely exceed the window of 
opportunity during which neurons might form synapses. There are actually two answers 
to these issues. First, the directive properties of the frontal lobes allow them to activate 
networks, even in the absence of the initial stimulus, the stimulus may, therefore be internal 
as well as external. (Fuster 44) Given this consideration, later consideration of an experience 
might establish a cause and effect relationship. Second, we must recall that upon perceiving 
a novel stimulus the tegmental areas near the brain stem distribute serotonin, acetylcholine, 
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and dopamine throughout the brain. These neurotransmitters act differently on various 
receptors to increase learning and attention across all circuits activated in a given situation 
and at the same time to focus attention by reducing the activity of unaffected circuits. One 
of many ways in which these modulators increase learning is by prolonging the receptive 
interval of affected synapses. (Le Doux p. 314) 
Motivation 
As we turn our attention to the curious question of motivation, we will want to examine again 
the work of Theresa Amabile, Antonio Damassio, and finally, as we had promised earlier, 
Joseph Le Doux. Research apparently agrees that humans tend to reject the novel. Why, 
then do some individuals exhibit a consistent preference for novelty, and production of novel 
solutions, a process fundamental to creativity? To begin, we should note that research has 
produced evidence that rejection of novelty exists in at least two contexts, individual and 
social. I would not endeavor to argue that these two contexts have not influenced the one 
another. Very possibly they are related. Still, Kirton has noted that in business settings, the 
social structure tends to reject novel ideas, and Goldberg's Cognitive Bias Task indicates that 
humans prefer a familiar stimulus over a novel one. It follows that our motivations are likely 
to proceed from the same two sources. 
As soon as we realize that a behavior which produces novelty is likely to produce internal 
discomfort and/or social rejection, we must admit that we have arisk-taking behavior. This 
is consistent with Sternberg's observation that creative individuals exhibit a willingness to 
take risks. The whole risk-taking concept is congruent with Damassio's somatic marker 
theory and Gamboling Experiments. Briefly summarized, a somatic marker is a conscious or 
unconscious memory of an emotional bodily state. In the gamboling experiments Damassio 
and his students created an ambiguous situation in which subjects experienced both rewards 
and setbacks, but were unable to make notes or consider the situation long enough to 
establish a pattern by cognitive means. The ambiguous experience took the form of a card 
game in which the subjects turned over cards from one of four decks. Two of the decks 
were more rewarding than the others, but also much more punitive. On a largely intuitive 
basis, the subjects arrived at a sense of "goodness or badness" associated with each of four 
decks. Over the course of the experiment, this sense of badness or goodness came to affect 
the subjects' plans for future choices. By process of elimination, Damassio arrived at the 
following explanation of the results: 
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But there is one other possibility. It posits that a covert, non-conscious estimate precedes any 
cognitive process on the topic. The prefrontal networks would hone in on the ratio of badness 
versus goodness for each deck, on the basis of the frequency of bad and good somatic states 
experienced after punishment and reward. Helped by this automated sorting-out, the subject 
would be "helped into thinking" of the likely badness or goodness of each deck, that is, be 
guided into a theory about the game. Basic body regulatory systems would prepare the 
ground for conscious, cognitive processing. Without such preparation, the realization of what 
is good and what is bad would either never arrive, or would arrive too late and be too little. 
(Damassio 1994.p.221) 
Admittedly, the rewards and punishments in Damassio's experiment were play money, which 
conflicts with Amabile's criteria, however the somatic marker theory interacts nicely with 
Amabile and may apply to design methodology in a number of ways. What Damassio has 
described is an internal emotional or value system contributes to future plans and behaviors 
whether or not we are aware of it. 
If we recall Amabile's theory: 
People will be most creative when they feel motivated primarily by the interest, satisfaction, 
and challenge of the work itself —and not by external pressures. (Amabile 1998) 
Amabile considers this to be intrinsic motivation. If we were to expand our resources a bit, 
we would discover that intrinsic motivation has been a popular term in educational circles. 
Amabile's definition of intrinsic motivation is a bit different from the more common sense. 
For Amabile, intrinsic motivation means "passion, interest — a person's internal desire to do 
something." (Amabile 1998) By this definition, intrinsic motivation goes directly to emotion 
and personal values. Motivation to produce the novel must flow through the internal 
emotional system of the individual. This is consistent with the fact that the brain deals with 
novelty through the emotional system. 
Le Doux's description of the motive state offers us some additional insights: 
In the presence of an emotionally arousing stimulus, the brain is placed in a state, 
sometimes called a motive state, that leads to coordinated information processing within 
and across regions, and results in the invigoration and guidance of behavior toward 
positive goals and away from aversive ones. (Le Doux SS p.247) 
Behavior can potentially be invigorated by anything that activates tegmental cells and 
causes them to release dopamine in the accumbens. Novel stimuli, and conditioned and 
unconditioned incentives are prime exampled of invigorating stimuli. 
(Le Doux SS p.251-252 
In fact, we have learned earlier, that in response to an emotional or novel stimulus, tegmental 
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cells are stimulated to release adrenaline, acetylcholine, dopamine, and serotonin into diverse 
regions of the brain. 
Among the regions stimulated by the adrenaline, acetylcholine, dopamine, and serotonin, 
certainly, is the nucleus accumbens. The nucleus accumbens has at least two well-defined 
roles. First, it converts an emotional stimulus into physical motion. Second, it enables the 
body to experience pleasure. Arise in the level of dopamine in the nucleus accumbens has 
been demonstrated in response to such natural stimuli as food, water, and sex. (Le Doux SS p. 
247) Dopamine is related to the cocaine and amphetamine. 
seretonin, facilitates synapse formation and is a key element in learning (Kandel 1991 in 
Fuster p. 48) Furthermore, seretonin works as an antidepressant. 
"In the late 1980's a new chapter in the treatment of depression began with the development 
of drugs that selectively enhanced the availability of seretonin in contrast to the earlier 
generation of drugs which augmented both seretonin and norepinephrine. Offering the relief 
of depression with fewer side effects, and possibly even making "normal" people happier..." 
(Le Doux SS p. 275) 
Acetylcholine is associated with learning; the absence of this neurotransmitter that has been 
linked to Alzheimer's disease. (Le Doux SS p. 59) 
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Clearly, in experiencing the novel, and probably in producing it, there are powerful natural 
motivators. 
In addition to the chemical reward system associated with novelty, a second motivational 
source may be inherent in the process of synaptic formation. We have noted that 
neurotrophins are released in synaptic formation, and neurotrophins, too, have been shown 
to function as anti-depressants (Altar 1999). If synapse formation also involves the release 
of an antidepressant, it follows that simultaneous formation of multiple synapses should 
result in the release of larger amounts of antidepressant neurotrophins. Extending this train 
of thought a bit further, divergent thinking either as a result of divergent neurons or divergent 
circuits, should have the potential to complete more new synapses in response to a given 
stimulus (internal or external) than would linear thought. 
Csikszentmihalyi must be correct, creative people should be happy. 
One of my studio associates recently observed, "Large displays (the most creative work in 
this particular studio) are addictive." She may be correct. We had wondered previously why 
some people might consistently prefer novelty in the face of rejection and the effort required. 
Once we understand the chemistry of synapse formation and reaction to novelty, a better 
question might be: why do people continue to reject the novel? For this, we will want to 
return to Damassio's somatic marker theory. 
We will recall that somatic markers are based on recall of bodily states associated with 
emotional situations. It becomes apparent that the evaluation of goodness or badness in a 
situation must necessarily be based on a cumulative balance. If an individual has, for some 
reason, overcome rejection of novelty to produce a novel concept, and as a result, received 
the inherent rewards, that individual will be more likely to produce novelty in the future. 
The issue is how many times this must occur in order to overcome negative experiences 
stored in emotional memory. In the vernacular, this might be expressed as building 
confidence in creative thinking. 
A second factor may also be at work. Moderate amounts of emotion enhance learning, 
however excess emotion, stress, suppresses cognitive learning. 
As long as the degree of emotional arousal is moderate during memory formation, memory is 
strengthened. But if the arousal is strong, especially if it is highly stressful, memory is often 
impaired. (Le Doux SS p. 222) 
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This includes spatial learning, but emotional (subconscious) memories are retained, a fact 
which accounts for many phobias. 
In our present society, novelty becomes an ideal emotional stimulus to facilitate memory 
enhancement, however childhood memories of explorations involving objects that were 
novel at the time may include unremembered somatic markers of traumatic experiences with 
the novel; for example, the first contact with a stove burner. 
Current studies in neuropsychology have begun to yield results that should interest 
design educators. Based on these studies, we can begin to explain several concepts that 
are fundamental to design process and creative thinking, namely the concepts of novelty, 
divergent thinking, and motivation. 
The Research and the Issues 
Current studies in neuropsychology have begun to yield results that should interest 
design educators. Based on these studies, we can begin to explain several concepts that 
are fundamental to design process and creative thinking, namely the concepts of novelty, 
divergent thinking, and motivation. 
Novelty is important to designers for a number of reasons. First and foremost, the production 
of novelty is the goal of many design processes. A designer's ability to produce the novel 
may well determine his or her success. When we say "novel," we mean the unfamiliar or 
previously un-experienced. Those who are able to produce novelty are said to be "creative." 
The brain, and consequently people, react to the novel with what neuropsychologists call, a 
"motive state." The novel items we encounter are called, "invigorating stimuli," (LeDoux 
Synaptic Self, 246-247).When the brain encounters a novel item, four things happen: 
1) Attention and Perception are heightened 
2) Memory and learning are enhanced (LeDoux Synaptic Self, 246-247) 
3) The experience is routed through the right hemisphere 
4) Information processing becomes more divergent 
(Goldberg &Costa 1981, 144) 
The brain asks itself, "What is that, and what am I going to do about it?" This question 
has two parts, the observation and the reaction. We will deal with them separately. In 
the observation phase, the brain seeks to learn all it can about the novel item in order to 
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formulate an appropriate response. Memory is enhanced because the novel encounter must 
be recalled in detail as a basis for future responses. When the novel item is a design, the 
viewer will focus on it longer, perceive it more clearly, and remember it in greater detail. 
This heightened perception and recall are the reason designers place such a high value on the 
ability to produce the novel. 
The reaction phase is equally interesting. The brain is designed to process from the novel 
to the familiar (Goldberg &Costa 1981, p.43). Novelty processing flows from the right 
hemisphere to the left hemisphere for a number of reasons. First, the right hemisphere 
processes emotional occurrences. The brain treats a novel stimulus initially as a potential 
threat. This is simply a neurological case of, "better safe than sorry."(LeDoux Emotional 
B~~ain, p.290) The result, however, is a mild feeling of exhilaration similar, to what one feels 
after a narrow escape (LeDoux Synaptic Self, p.246-247). The sensation is much briefer and 
less intense, but might be related the feeling of riding a roller coaster or seeing a scary movie. 
The ability to react to novelty probably leads to the production of novelty. 
(Fuster Co~~tex and Mind, p.243) 
Another reason the right hemisphere is uniquely suited to process novelty is what we will call 
"circuitry." More of the neurological circuitry in the right hemisphere is organized radially; 
reaching outward in many directions. It is literally designed to search far and wide. The 
right hemisphere is, therefore, more qualified to do what we call, "divergent thinking." The 
circuitry of the right hemisphere is also designed to connect diverse regions of the brain. In 
comparison, the left hemisphere is designed to make connections within small regions of the 
brain and do input-output processing (Goldberg and Costa 1981, p.144). Because the right 
hemisphere circuitry is designed to search, farther and in more directions, it is better able to 
locate relevant information that will help the brain decide what to do. The unique circuitry of 
the right hemisphere makes it able to see relationships and similarities. Therefore it locates 
similar and possibly related instances which contribute to the eventual choice of response. 
We now believe that all learning probably flows from the novel to the familiar, and 
consequently from the right hemisphere to the left. This makes sense, because all concepts 
to be learned should, initially, be novel (Goldberg Executive Bj~ain, p.44). 
Most of the brain's reaction to novelty is directed by a group chemical transmitters released 
in the brain, by name: seretonin, acetylcholine, dopamine, and neurotrophins (LeDoux 
Svnaptic Self, p.58). The names, however, are less important than the effect. These chemical 
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substances direct attention and rapid reaction. They also extend divergent thinking and are 
a factor in the formation of new connections (LeDoux Synaptic Self, p.81). Nearly all of 
these chemical substances are now in use as anti-depressants (LeDoux Synaptic Self, p.58 & 
275). What this should tell us as designers and design educators is that responding to, and 
producing novelty probably causes a subtle natural, "high." Creativity, therefore, has its own 
internal reward system. 
Despite the natural reward system inherent in creative thinking, and the importance of 
novelty in perception, recall, and learning, there are formidable obstacles to the production 
and acceptance of novel ideas. Humans, have a marked tendency to reject the novel and 
those who produce it (Goldberg Execzrtive Brain, p.99) (Kirton 1989) (LeDoux). This finding 
has been so consistent in both neuropsychology and psychology that we must consider it 
to be true. As design educators, rejection of the novel should tell us that individuals have 
a natural inhibition about producing or accepting the novel. The severity of this inhibition 
probably is determined by emotional experiences associated with previous attempts at 
producing novel concepts (Damassio Descartes Error, p.221). The balance between the 
natural motivational system in creative thinking and the natural inhibitory system is probably 
responsible for the variable we describe as creative or not creative. 
A second obstacle to the development of creative thinking skills is associated with divergent 
thinking. As we have noted earlier, divergent thinking is an important part of reacting to 
novelty. It consists of amulti-directional search for information relevant to the situation at 
hand. Connections formed among the identified bits of information determine the eventual 
response. The issue in this process is at the connective level. In general, divergent think-
ing in response to novelty will tend to connect stored information in new ways. This means 
new connections, and new connections don't form easily. At the neurological level, connec-
tions are formed between one neuron and the next. The connective space is called a synapse. 
Over time these connections form systems, and connections also form between the systems 
(Fuster Cortex and Mind, p.14-15 & 57) (LeDoux Synaptic Self, p.49). The issue is in the 
formation of the individual synapse. The brain uses an approach that resembles caller ID. 
The receptor of a neuron is much more likely to respond to the signal of a familiar neuron 
than to one it has never responded to before (LeDoux Ej~~otional Brain, p.215-216). Neurons 
that have communicated before connect more quickly and efficiently than "strangers." To 
continue the caller ID metaphor, the formation of a new connection would require either a 
louder ring or repeated calls — or both. An alternative would be the occasion when the recep-
tor neuron might receive two calls from different neurons at the same time. This method is 
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especially effective if one of the two transmissions was initiated by a familiar neuron, and 
therefore functions as an introduction. The creation of new connections, therefore, requires 
more stimulation, and perhaps more diverse stimulation than routine neuronal communica-
tion. Fortunately, the chemical transmitters that are released in response to a novel concept 
or object, facilitate the formation of new connections (LeDoux Synaptic Self, p.250). The 
advantage of a diverse knowledge base is that neurological circuits that work together, often, 
(LeDoux Synaptic Self, p.77-78) are more efficient, and diverse bits of information are more 
readily connected if the circuitry is well developed from frequent use. 
Good news for design educators is presently emerging from psychology and neuropsychol-
ogy in the concepts of novelty, divergent thinking, and motivation. The good news is that by 
carefully negotiating experiences with the novel, creativity can be developed The question 
for design educators is how can we best overcome rejection of novelty, enhance divergent 
thinking, and allow our students to experience the natural motivational rewards in creative 
thinking? 
We can begin by asking ourselves how respected design pedagogies have addressed these 
issues. If the factors we have identified are, in fact, central to the development of creative 
thinking skills, successful pedagogies must have found ways to address them, intentionally 
or unintentionally. Our first issue, then, will be how has design instruction moved 
individuals past rejection of the novel in order for them to experience the natural reward 
system associated with creative activity? Achieving this would initiate a cumulative process 
leading toward a preference for an innovative thinking style. Our second issue is how have 
design pedagogies activated and strengthened divergent thinking? Finally, we will want to 
investigate whether or not there is evidence that major instructional theories incorporated 
intrinsic motivational strategies. 
As we examine our three chosen design programs, The Bauhaus, Yale, and Cranbrook, we 
will want to ask ourselves whether or not these programs have elements that enabled students 
to overcome rejection of the novel, be it social or individual. This, in turn, would permit the 
student to accumulate a sufficient number of naturally motivational experiences to overcome 
previous negative somatic markers. We would further expect that successful design 
programs will include some means of stimulating divergent thinking skills. 
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The Bauhaus 
The Bauhaus is a school that originated in Germany, opening its doors in 1919. In fact the 
"new" school was actually two existing schools, the Weimar Arts and Crafts School and the 
Weimar Art Academy, that were at that time merged under a new director, Walter Gropius. 
The Bauhaus remained active until 1928 when the rise of the Third Reich made continuation 
hazardous. The Bauhaus Masters disbanded and many initiated new programs in other 
locations. As part of the present study, we will follow the Bauhaus concepts through at least 
two of these splinter programs, Ulm and Chicago. 
Any examination of the Bauhaus must include an understanding of the turbulent and 
conflicted culture in which it existed. 
In 1926 Gropius himself acknowledged the Bauhaus' debt to "the circumstances and means 
of our time." Nearly fifty years later his wife Ise —who almost always echoed his sentiments 
— declared that any complete study of the Bauhaus would have to take into account the social, 
political, and economic pressures that were brought to bear on the school, as well as its 
relationship to the Weimar Republic's broad cultural scene. Later critics have noted this link 
too between the Bauhaus and its times. (Hochman 1997. p. 3) 
The Bauhaus emerged the year after the end of World War I, in Germany, a defeated nation. 
The Germany of 1919 was the scene of despair, confusion, and economic hardship. It 
was a nation beset by discord within, and retribution without. The one thing apparent to 
most Germans was the need for change. There was an ongoing dispute about the form 
of government. Three different groups advocated conflicting political philosophies: a 
group moving toward a constitutional monarchy or assembly, a coalition of soldiers and 
workers bearing some resemblance to Bolsheviks, and a radical Marxist group. The three 
contending political factions did have one thing in common, all were revolutionary. A 
fragile government, the Weimar Republic was assembled largely from the group seeking a 
constitutional monarchy except that the monarch had abdicated. This circumstance caused 
the movement to focus instead on a constitutional assembly. All three political factions 
were represented in the new government, and were constantly at odds with one another. The 
sentiment of the population might best be characterized as mildly Socialist. It was a recipe 
for internal strife. 
Economically, there was also discord between at least three economic philosophies, the 
handcrafts movement, a remnant of the Guilds system, the agricultural movement, and 
the new industrial movement. Each of them envisioned that the solution to the economic 
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hardships of the period lay in a return to their preferred economic foundation, and each 
blamed the others as the cause. Eventually, more efficient and modern industrial production 
resulted in improved economic conditions. Germany emerged from the chaos following 
World War I and by 1928, Germany's industrial output was second only to the United States. 
(Henig 1998. p. 48) 
All of these conflicted political and economic values were present at the Bauhaus as well 
as an assortment of contradictory aesthetic and methodological theories, ranging from 
Expressionism to DeStijl. 
The discord between revolutionary political factions, contradictory economic agendas, and 
divergent artistic philosophies has been well documented, and the influence of this discord 
has been widely studied by Bauhaus scholars. Few, if any, theorists have suggested that the 
discord, hardship and conflict that the Bauhaus endured both within and without were in any 
way responsible for its success. That, however, is precisely what I am about to suggest. 
The Bauhaus and Rejection of Novelty 
The Bauhaus existed in a time of enormous disenchantment and revolutionary sentiment. 
The question was not whether or not a revolution was in order, but rather which revolution 
would be most successful. 
It would be from this black and despondent mood, and the determination to make all things 
new —which Gropius felt deeply —that the Bauhaus would soon emerge. (Hochman 1997 p. 19) 
There were, to be sure those who envisioned that the new world would be a return to the 
craft guild system, citing quality and pride leading to a sense of satisfaction in the product 
produced. Gropius' vision of a unity between art and handcraft was, therefore both 
insightful and politically astute. As the Bauhaus developed, and industrial success led to 
economic improvement, Gropius would equate handcraft with design for industry. In fact 
the Bauhaus grew and developed not parallel to the culture, but entwined with it, like two 
plants growing toward the same light source. At least three stages are discernable in the 
development of the Bauhaus program. It has been customary to make this distinction based 
on location; Weimar, Dessau, or Berlin. We will take a more program-based approach using 
the three Masters of the preliminary course to define the stages; Itten, Moholy-Nagy, or 
Albers. This distinction will have a greater bearing on our examination of divergent thinking. 
With regard to rejection of novelty, the Bauhaus program was simple and consistent. 
Drawing on the general sentiment of a need for change that was so very prevalent in the 
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German culture of the time, the Bauhaus established a value system that rejected the old and 
pressed toward all things new. 
The Bauhaus had attempted to crystallize the still unformulated desires of a new man —the 
post-war German —who had not yet realized what he needed. This man had to construct a 
new way of life from the debris of a wrecked world —away of life utterly different from that 
of pre-war times. (Bayer &Gropius 1938 p. 83) 
"We must forget the prewar time, which was totally different. The sooner we adjust ourselves 
to the new, changed world, to its new, albeit harsh beauties, the sooner will each individual be 
able to find his own personal happiness. The distress of Germany will spiritualize and deepen 
us. With the falling away of material opportunities, the spiritual possibilities have now risen 
enormously" (Gropius). (Dearstyne 1986 p. 53) 
"We believed literally that we were privileged to participate in the building of a new world, 
conscious of an actual historical turning point in which as in an hour of destiny, creative 
energies were welling forth directly out of the depths of life into the light." (Linzen). 
(Dearstyne 1986 p. 50) 
Linzen's observation that the Bauhaus consciousness of building a new world led to the 
release of creative energies is particularly insightful. 
The doctrine of "new-all-new" pervaded every aspect of the Bauhaus. In earlier art schools 
it might have been expected that the students would imitate the work of the master. The 
Bauhaus was a clear departure from this mentality. In our modern studios, the expectation is 
so universal that students do original work that we scarcely understand the significance of the 
Bauhaus' departure from imitative tradition. Itten did have students study historical pieces, 
but primarily to understand the formal aspects. 
(In the preliminary course) As a matter of principle, each apprentice has to do his own 
designing. No outside designs, not even designs made by Bauhaus masters, may be executed 
in the workshops. (from Bibl. No. 6) (Bayer &Gropius 1938 p. 34) 
"Thus, the treatment of materials is intentionally different from that on the outside, though not 
basically so. The purpose is not to do things in other ways, but rather, not to do things as the 
others do them. This means not to imitate but rather to search by oneself and to learn how to 
discover for oneself —constructive thinking." (Albers) (Dearstyne 1986 p. 92) 
The preliminary course, in fact, represented the formative experience of every new Bauhaus 
student. Itten, designer and first Master of the course was particularly infamous in for his 
often violent rejection of old styles and conventional thinking. 
Its (the Preliminary Course's) chief function is to liberate the individual by breaking 
down conventional patterns of thought in order to make way for personal experience and 
discoveries... (Bayer &Gropius 1938 p. 24) 
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While undeniably effective, Itten's technique —depending on your point of view —was either 
compelling or brutal. The latter was especially tnie for those who had already studied at a 
traditional academy. (Hochman 1997 p. 117) 
Those who had been exposed to traditional academy training had essentially to unlearn what 
Itten referred to as "dead convention".... (Hochman 1997 p. 116) 
This belief in violent rejection of an established student style must precede improvement has 
persisted to the present day. In our modern day critiques we will find at least one faculty 
member in most institutions who believes that harsh critique is an essential formative 
experience. Tearing away the familiar and creating a threatening or traumatic experience, 
in fact, will cause the novel to emerge. Perhaps novel response is most natural in crisis 
situations. At the same time we must also remember the somatic marker system; excess 
stress can impede learning. Itten tended to create both an emotional impact and a novel 
situation in a single outburst and then leave the room abruptly. This action alleviated 
the threat, leaving the students to cope with the novelty. The frequently recounted Mary 
Magdalene incident is perhaps the clearest example of this pedagogy. 
"You can't draw this," he claimed, pointing toward the figure, "It's undrawable...This is the 
noblest portrayal of weeping...a symbol of the tears of the world. You should sit silently 
before this and weep yourselves." With that, Itten stormed out of the classroom, slamming 
the door behind him. (Hochman 1997 p. 117) 
The Moholy-Nagy period at the Bauhaus was no less dedicated to the rejection of the old and 
the quest for all things new, although Moholy probably was not so novel a character as Itten. 
Therefore, first of all: absolute clarity in all typographical work. Communication ought 
not to labor under preconceived esthetic notions. Letters should never be squeezed into an 
arbitrary shape — like a square. A new typographic language must be created, combining 
elasticity, variety and a fresh approach to the materials of printing, a language whose logic 
depends on the appropriate application of the processes of printing. (Moholy Nagy from bibl. 
no. 6) (Bayer &Gropius 1938 p. 78) 
The Bauhaus had a second, but related mentality that also contributed to its ability to over-
come rejection of novelty. We have noted earlier that German government of that time con-
sisted of opposing revolutionary factions. The Bauhaus was less divided, but well steeped in 
revolutionary thinking. The advantage of a revolutionary attitude, in this case, is that revolu-
tion by definition indicates a mentality capable of overthrowing the existing social order. In 
rejecting the social order, one ceases to care about the demands of that society. The revolu-
tionary mentality naturally overcomes at least the social aspects of novelty rejection. 
Gropius had an almost hieratic sense of his mission to reform art, and, along with art, the 
world. (Dearstyne 1986 p. 53) 
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The only certainty was that the country had changed. So too had Gropius. Like so many of 
his countrymen, almost by accident he had become a revolutionary, less from knowing what 
he wanted than from knowing what he did not. (Hochman 1997 p. 43) 
The addition of Lazlo Moholy-Nagy, the Hungarian revolutionary to the faculty only 
intensified the revolutionary undercurrent at the Bauhaus. The new influence that he brought 
to the Bauhaus was Constructivism. Moholy-Nagy, more than any other Bauhausler drew on 
the revolutionary spirit as a creative source. 
Despite the revolution's failure, Moholy-Nagy's leftist sentiments remained unchanged. 
"This is our century: technology, the machine, socialism" he had written in Ma's May 1922 
issue. "Constnictivism is... not confined to the picture frame or the pedestal. It expands into 
industry and architecture...Constructivism is the socialism of vision." (Hochman 1997 p. 147) 
The Bauhaus provided a world apart where the revolutionary spirit could be nourished 
unopposed. It had a unique sense of becoming a higher authority. 
The Bauhaus community proudly continued to regard itself as a society apart, a spiritually 
involved group both removed from the rules and traditions of its chaotic capitalistic 
surroundings and opposed to them. (Hochman 1997 p. 139) 
The spirituality of the Bauhaus, apart from Itten's Mazdaznan cult was about a certain 
integrity of form. The form should not be false, but clearly reveal its structure and function. 
This kind of architecture we disown. We want to create a clear, organic architecture, whose 
inner logic will be radiant and naked, unencumbered by lying facades and trickeries; we want 
an architecture adapted to our world of machines, radios, and fast motor cars, an architecture 
whose function is clearly recognizable in the relation of its forms. 
(Bayer &Gropius 1938 p. 27) 
Once we understand the sense of spirituality at the Bauhaus, we are also prepared to 
understand the nature of its curriculum. If we accept curriculum as design, we begin to see 
similarities between the previous statement and the following: 
The heart of the Bauhaus education was the preliminary course, initially established by 
Johannes Itten (1888 — 1967). His goals were to release each student's creative abilities, to 
develop an understanding of the physical nature of materials, and to teach the fundamental 
principles of design underlying all visual art. Itten emphasized visual contrasts and the 
analysis of Old Master paintings. His methodology of direct experience sought to develop 
perceptual awareness, intellectual abilities and emotional experience. (Meggs 1998 p. 278) 
The object of curriculum design was to strip away the frills and rediscover the most basic 
elements and principles of visual experience, using these to build an intuitive sense of media 
and a new way of rendering visual experience. The extent to which the Bauhaus succeeded 
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in this honest approach to curriculum design is apparent in the influence of the program on 
virtually all design curricula. 
In a sense, the rejection of novelty solution at the Bauhaus was extracted from the cultural 
drive toward a new Germany and a new world. It was a product of the chaos and conflict 
in the post-war German culture, and the desire of the German people to forget the past and 
begin anew. The role of the Bauhaus was to intensify and focus this energy giving it an 
aesthetic embodiment. 
The Bauhaus and Divergent Thinking 
The divergent thinking program at the Bauhaus centered on laterality and was largely 
accidental. "Laterality" is what we call the uniquely different characteristics of the two 
hemispheres of the human brain. In fact, the two hemispheres are more similar than different, 
and capable of developing in a variety of ways. Still, allowing for the rare exception, it 
seems predictable that one hemisphere is more likely to process certain types of information 
than the other. We have already noted that among these are language skills (LH), particularly 
at the semiotic and syntactic levels, quantitative thinking (LH) familiarity (LH), emotion 
(RH), novelty (RH) and spatial perception (RH). 
We should also recall the differently wired hemispheres are connected by a massive bundle 
of fibers known as the corpus callosum. When the brain is given a task that requires 
processing systems in both hemispheres, the number of cognits activated is nearly doubled. 
Hemispheric interaction in such a task is probably more than a simple over and back relay 
across the corpus callosum. More likely, it is a complex interactive system of hemispheric 
communication. All the cognits to and from the corpus callosum in both hemispheres 
will be activated. In addition, because neurons participate in multiple cognits, the cognits 
tangent to the activated circuits will also be potentially activated. If divergent thinking is 
strengthened by thinking in a variety of directions, then lateral thinking should strengthen 
divergent thinking. The influence of laterality at the Bauhaus derived from a number of 
sources. Much of it was unintentional. Gropius, however began with a concept that probably 
permitted the other sources to bear fruit. 
The objective of all creative effort in the visual arts is to give form to space...But what is 
space, how can it be understood and given a form: 
...Although we may achieve an awareness of the infinite we can give form to space only 
with finite means. We become aware of space through our undivided Ego, through the 
simultaneous activity of soul, mind, and body. Alike concentration of all our forces is 
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necessary to give it form. Through his intuition, through his metaphysical powers, man 
discovers the immaterial space of inward vision and inspiration. This conception of space 
demands realization in the material world, a realization which is accomplished by the brain 
and the hands. 
The brain conceives of mathematical space in terms of numbers and dimensions...The hand 
masters matter through the crafts, and with the help of tools and machinery. 
Conception and visualization are always simultaneous. Only the individual's capacity to feel, 
to know and to execute varies in degree and in speed. True creative work can be done only 
by the man whose knowledge and mastery of the physical laws of statics, dynamics, optics, 
acoustics equip him to give life and shape to his inner vision. In a work of art the laws of the 
physical world, the intellectual world, and the world of the spirit function and are expressed 
simultaneously. (Bayer &Gropius 1938 p. 22) 
Gropius' concept here is the intuitive (RH) expressed through mathematics and explained 
using the laws of physics (LH). Later theorists would call this philosophy the unification of 
the rational with the intuitive, in our terms, lateral thinking, intermodal and unimodal. At the 
Bauhaus, the duality of influences that would drive this type of divergent thinking came from 
two main sources: the transitions in Bauhaus theory, and the diversity of instruction. 
Opposition to the Bauhaus began virtually at the time of its founding. And at all times there 
were problems within the Bauhaus as it was the center of individual intellectuals, many of 
whom were seeking their own Bauhaus, but who were nevertheless agreed on the goal: Unity 
in Diversity, as Walter Gropius formulated it. In Weimar, as early as 1921, Paul Klee wrote 
about the coming together of individualists: "I welcome the fact that so many divergent 
forces work together at our Bauhaus. I approve of the contest among those forces, if the 
effect is expressed in the achievement." 
(Neumann ed. 1993 p. 16) 
The students, of course were exposed to this smorgasbord of artistic theory on a daily basis. 
They would have been compelled to arrive at some functional convergence among the 
positions presented. 
In point of fact, not all the instruction contributing to the lateral thinking task was part of 
the Bauhaus program. The presence of Theo van Doesburg in Weimar exerted a powerful 
influence on the students, and eventually on the program. Van Doesburg's approach to 
art was as rational as Itten's was emotional and intuitive. This striking contrast must have 
stimulated lateral thinking among the students exposed to both influences. 
Van Doesburg's severe appearance —monocle, homburg, black suit, black shirt, and white 
tie —contrasted with Itten's flowing monkish robes almost as much as did his artistic 
theory of order, technology, and the virtues of the square. While Itten preached feeling, 
van Doesburg called for sobriety. Itten wanted the students to let go, van Doesburg urged 
restraint, objectivity, and the rule of reason, of pure rectilinear forms and primary colors. 
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Itten proclaimed that truth lay within, van Doesburg that it lay without, that it was universal 
and collaborative. Dynamic and forceful men, they each articulated separate aspects of the 
Bauhaus's program and attracted worshipful Bauhaus acolytes. (Hochman 1997 p. 119) 
Itten's persistent emphasis on the emotional would also have enhanced divergent thinking 
by another avenue. We have noted earlier that an emotional stimulus naturally activates the 
extensively branched neurons extending upward mostly from the area around basal ganglia. 
The emotional stimulus is therefore a powerful stimulus in creative thinking. This emphasis 
on the emotional was typical of the Expressionists. Itten, of course was the most influential 
because of his position as master of the basic course, but Kandinsky and Klee were also 
Bauhaus masters. 
By fair means or foul, every Bauhaus student would be purged of his inhibitions and what 
Itten considered the rational, materialistic, and technological biases of his Western culture, 
and brought — or rather returned to a childlike state of innocence. "...came to realize," 
wrote Itten later, "that an inner-directed thinking {meditation} and spiritual energy must 
counterbalance our outward, technologically oriented point of view." It was this attempt 
to purify and attain oneness with the self (which Itten, like Gropius, saw as constituting a 
spiritual or higher state of existence...." (Hochman 1997 p.118) 
As it became more apparent that industry would eventually solve Germany's economic crisis, 
the Bauhaus's handicrafts program became a model workshop for industrial products. This 
change in focus effected a marked change in Bauhaus theory. 
Schlemmer suggested that the Bauhaus's entire program be changed to better reflect the 
school's new "level-headed and dispassionate" character. His recommendation would 
culminate in the resounding reformulation of the Bauhaus's program as "Art and Technology: 
The New Unity." (Hochman 1997 p. 139) 
The new ideology was, of course opposed by Itten, who left the Bauhaus in 1923. 
In the Bauhaus itself the change of direction from Expressionism and Cubism to 
Constructivism and functionalism was ever more clearly to be felt, as was the conversion 
from handicrafts to machine and industrial production. There were heated discussions and 
intellectual battles among those of different persuasions who were nevertheless still held 
together by Walter Gropius and some of the other masters. 
(Neumann ed. 1993 p. 72) 
Itten was replaced in the basic course by Lazlo Moholy-Nagy, a Hungarian revolutionary and 
constructivist. Functionalism became the new mode of the Bauhaus. 
Moholy-Nagy took charge of the Vorkurs in 1923 after Itten's departure from the Weimar 
Bauhaus. Moholy was a constructivist in his painting, his sculpture, and his thinking, and his 
students were encouraged in the basic course to do constructivist geometric sculpture. These 
so-called exercises were composed of bars and blocks of wood, strips of metal and glass, wire, 
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string, etc.; spatial sculpture in which a minimum of solid material was used for the purpose of 
setting up space relationships. In these works it was the voids which counted rather than, as in 
the case of traditional sculpture, the masses. 
(Dearstyne 1986 p. 88) 
Just as the contrast between the highly rational van Doesburg had created an influence that 
compelled students toward lateral thinking, so the change from Itten to Mohly-Nagy must 
have driven students to arrive at some resolution between the two opposed positions. 
If anything, the exhibition demonstrated a schism at the heart of the Bauhaus, between its 
preaching of artistic unity and its practiced diversity. Indeed, Gropius prided himself on 
the artistic variety the Bauhaus harbored, of which its disparate artistic personalities — Itten, 
Moholy-Nagy, Kandinsky, Klee —spoke eloquently. (Hochman 1997 p. 161) 
Even with Itten's departure, the influence of Expressionism remained at the Bauhaus in the 
persons of Kandinsky and Klee. The influence, however, was less dominant than in the early 
days when Itten taught the basic course. 
We construct and construct and yet intuition still has its uses. Without it we can do a lot, but 
not everything. (Klee) (Bayer &Gropius 1938 p. 170) 
If, in fact, the contrasts between the intuitive/emotional and the rational that developed at 
the Bauhaus created a powerful divergent thinking stimulus in the form of laterality and 
divergence, we would expect that it would have been strongest during the times when van 
Doesburg was lecturing in Weimar and around the time when Moholy-Nagy gained control of 
the basic course. Was the creative influence of the Bauhaus greater at these times? That too 
would make an interesting study at some other time. 
As Moholy-Nagy became established in the basic course, his emphasis on spatial thinking 
replaced Itten's emotional emphasis in the lateral thinking formula. Both sparial thinking and 
emotion have been associated with the right hemisphere. The difference is that emotion also 
accesses the projection neurons of the basal ganglia. 
At least two other methodologies contributed to the divergent thinking stimulation at the 
Bauhaus, we will call these interdisciplinarity and broadfield studies. Interdisciplinarity 
indicates that students should practice in more than one discipline. This practice encourages 
students to observe similarities and differences; it also empowers the students to apply 
knowledge from one discipline to the other. The Bauhaus practiced interdisciplinarity in two 
ways. First, students were required, in the basic course, and later encouraged to dabble in a 
variety of artistic disciplines. 
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In order to provide the students with the most multifaceted, extensive technical and artistic 
education, the work-distribution plan is so arranged that each prospective architect, painter, or 
sculptor may also participate in some of the other courses. (Neumann ed. 1993 p. 14) 
In addition to the diversity of artistic disciplines, students at the early Bauhaus were exposed 
to two masters in every workshop, an artist and a hand craftsman. This practice gave the 
student the broadest possible view of potential treatments of the various media. 
Practical and theoretical studies are carried on simultaneously in order to release the creative 
powers of the student, to help him grasp the physical nature of materials and the basic laws of 
design. Concentration on any particular stylistic movement is studiously avoided. (Bayer & 
Gropius 1938 p. 24) 
Another advantage of handcrafts is that they must usually be done with both hands, a subtle 
laterality stimulus. 
Broadfield studies is a generic term for what in many institutions today would be considered 
"Liberal Studies." It differs from the multidisciplinary, only when, as at the Bauhaus, the 
coursework was only in artistic disciplines. The Bauhaus compensated for the narrower 
focus of the school itself with an ambitious intellectual program designed to keep students 
and faculty alike apprised of new developments in all fields of study. 
Its responsibility is to educate men and women to understand the world in which they live 
and to invent and create forms symbolizing that world. For this reason the educational field 
must be enlarged on all sides and extended into neighboring fields, so that the effects of new 
experiments may be studied. (Bayer &Gropius 1938 p. 29) 
Architects, scholars and painters who were in sympathy with the ideals of the Bauhaus 
generously contributed their services for "Bauhaus evenings." Ainong them were such 
celebrities as the architects Oud, Berlage and Poelzig; the pianist Rudolf Serkin; the violinist 
Adolf Busch, the composer Bela Bartok; the dancer Palucca; the writer Theodor Doubler; 
Professor Freundlich of the Einstein Institute; the physio-chemist Wilhelm Ostwald; and the 
biologist Hans Driesch. Thus the Bauhaus strove to keep in touch with the best and newest in 
other fields of science and art. (Bayer &Gropius 1938 p. 84) 
We have touched on the most central themes contributing to the strengthening of divergent 
thinking at the Bauhaus. Others would certainly include Gropius's desire to unify all the 
arts in architecture, a concept that offers additional divergent thinking through both the 
application of the grid, and the use of constraint through the requirements of function applied 
to space. Time and space simply do not permit a thorough examination of that here. We 
have demonstrated that there are many ways in which the Bauhaus, either accidentally or 
intentionally worked to strengthen divergent thinking. 
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The Bauhaus and Motivation 
Typically, texts on the topic of artistic methodology, mention motivation, at least in our sense 
of the word, fairly seldom. Perhaps we allow ourselves to assume that creativity has its own 
rewards. Gropius, however left us with this fascinating quotation: 
Only work which is the product of inner compulsion can have spiritual meaning. Mechanized 
work is lifeless, proper only to the lifeless machine. So long, however, as machine-economy 
remains an end in itself rather than a means of freeing the intellect from the burden of 
mechanical labor, the individual will remain enslaved and society will remain disordered. 
The solution depends on a change in the individual's attitude toward his work, not on the 
betterment of his outward circumstances, and the acceptance of this new principle is of 
decisive importance for new creative work. (Gropius) (Bayer &Gropius 1938 p. 20) 
Master among theorists that he was, Gropius seems to have been aware that creative 
motivation is intrinsic. 
The Extended Bauhaus 
As the Bauhaus masters and their students fled Hitler's growing power and persecution in 
Germany, they settled in countries perceived as safe, France, England, and especially the 
United States. Because of the Bauhaus's reputation, many of them found teaching and even 
headmaster positions in their new locations. Some of them even founded new schools in the 
Bauhaus tradition. Of particular interest to us will be Moholy-Nagy's "New Bauhaus" in 
Chicago and the Ulm School under the influence of Max Bill, Itten, and Klee. Gropius went 
to Harvard, but continued to influence design methodology. 
Rejection of Novelty at the New Bauhaus 
In conjunction with Walter Paepcke of Container Corporation of America, Lazlo Moholy-
Nagy founded three design schools in the Chicago area. The philosophy of instruction and 
even the faculty in these three institutions was largely continuous; we will consider them 
as one entity. Moholy-Nagy's three schools of Design were known as: The New Bauhaus, 
The School of Design in Chicago, and the Institute of Design. The Chicago branch of the 
Bauhaus, under the direction of Moholy-Nagy incorporated as faculty both students and 
masters from the German Bauhaus. 
Moholy-Nagy's approach to overcoming rejection of novelty drew more on revolutionary 
thinking than the "new-all-new," mode of thought that was dominant at the Bauhaus. The 
difference between these two modes of thought is very subtle. The "new-all-new" mode 
of thought is often in harmony with the culture in which it exists. The revolutionary mode 
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of thought is most often in opposition to the existing social order. In the one, therefore, the 
artist is working within the culture to improve it and in the other, the artist is working against 
the culture to radically modify or overthrow it. It is clear that Moholy-Nagy believed that 
creative thought must draw upon revolutionary attitudes. 
The conservative Paepcke cautioned Moholy against the leftists, but Moholy brushed off their 
ideological zeal as the high-spirited radicalism and curiosity of youth, and he vowed to put it 
to "creative" uses by harnessing it  For Moholy, now perhaps more than ever, the purpose 
of education was "helping the young generation to acquire a philosophy of life." (Allen 2002 
p.78) 
It is unimaginable that, along with the economists, philosophers and politicians who advance 
suggestions for social changes, the most intuitive and responsive people in a society, namely, 
the artists, have no say. Tyranny and dictatorship, manifestos and decrees will not recast 
the mentality of the people. The unconscious but direct influence of art represents a better 
means of persuasion for conditioning people to a new society either by its projective or satiric-
destructive means. (Moholy-Nagy 1969 p. 29) 
Perhaps Moholy believed less that architecture is the unifying format for creative thought and 
the design disciplines than Gropius, and more that this unification is effected by revolution. 
The large scope of such an objective should not be frightening. The hundred year's struggle 
of the workers for solidarity shows that there is nothing more satisfactory to an individual 
than to belong to a group which has a social goal and through it a firm coherence. 
With a social goal, education will develop everyone's capacities for his best performance; at 
the same time it will provide the basis for group cooperation since a common aim is the best 
activating agent for the efforts of the individual. (Moholy-Nagy 1969 p. 24) 
Moholy's concept of mutual cooperation in revolution created a revolutionary culture among 
the participants that would help allay the social aspects of novelty rejection. 
While Moholy-Nagy may have believed in helping each student find his or her own 
revolution, Moholy's personal cause in his mature years was adaptation of the industrial 
culture to human needs. 
To redirect the industrial world toward a balance between a biologically sound human 
existence and the present industrial society, and create a planned cooperative economy, 
requires almost a revolution. Because of the hidden or open animosity against reform, the 
well-knit influence-team of a purely economic leadership usually condemns or suppresses 
constructive proposals for necessary changes. (Moholy-Nagy Vision in Motion. 1947.p. 22) 
This he believed was the proper role of the arts: 
Art may press for the sociobiological solution of problems just as energetically as the social 
revolutionaries do through political action. The so-called "unpolitical" approach of art is a 
fallacy. Politics, freed from graft, party connotations, or more transitory tactics, is mankind's 
method of realizing ideas for the welfare of the community. (Moholy-Nagy 1969 p. 29) 
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Revolutionary thinking as a means of overcoming rejection of the novel may have been 
more workable for the Chicago Bauhaus than the "new-all-new" mode of its German parent. 
When overcoming rejection of the novel is a function of the culture, it may cease to function 
when transplanted. After Moholy's death, Marcel Breuer, the former Bauhausler whom 
Moholy had hoped would succeed him as Director on the Institute of Design declined with 
the following explanation: 
"The Bauhaus ideal was starting from zero in a devastated society of a previous age. And 
although the basic course changed visual education....," The Bauhaus idea as it really existed 
could not be transplanted." (Allen 2002 p.81) 
The United States was not nearly so chaotic a place as Germany had been, nor was the 
United States a defeated nation. Here, there was no real motivation to create a new world 
and a new society. Even the revolutionary thinking that Moholy sought to instill as a creative 
foundation must have been difficult to initiate. In this regard, it is significant that Moholy 
often speaks of youth in his pedagogic discussions. Among youth, there exists a natural 
rebellious nature that would be receptive to revolutionary attitudes. One must wonder 
whether creative thought patterns built on youthful rebellion would persist into maturity. The 
question merits discussion, but perhaps at some later date. 
Strengthening Divergent thinking at the New Bauhaus 
Mohloy-Nagy saw a relationship between what he described as "vocational education" and 
the industrial imposition upon the social and biological lives of humankind, an imposition 
that Moholy opposed strongly. In his resignation from the German Bauhaus, then under 
pressure to conform to fascist demands, Moholy wrote: 
"We are in danger of becoming what we as revolutionaries opposed...a vocational training 
school which evaluates only the final achievement and overlooks the development of the 
whole man." (Allen 2002 p.57) 
Moholy-Nagy's adamant belief that the artist must first be a broadly educated individual 
would be the pedagogic element that would most clearly distinguish the New Bauhaus from 
its German ancestor. 
Moholy ne s'ecarta du programme du Bauhaus allemand que sur un point, mais d'importance: 
it introduisit des cours sur des sujets qui ne faisaient pas partie des arts visuels. Il fit venir 
trois membres de 1'Universite de Chicago pour enseigner a plein temps. (CCI 1974 p.151) 
Translation.... 
Moholy did not swen>e from the Bauhaus program except on one point, bart one of~importance: 
he introduced courses on subjects that are not part of the visual arts. He brought three 
members o f the University of Chicago to teach, full time. 
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From our point of view, what Moholy had done was systematically cause his students to think 
in a number different directions, this would mean the development of new and extended 
cognits, an extended knowledge base. Moholy saw this thinking style as a struggle toward 
the whole man and understanding the impact of artistic products on all aspects of human life. 
In his mind singular specialization, as practiced in vocational schools, compartmentalized 
society blinding one section from the plight of another. From our point of view, he was 
opposed to unimodal thinking. 
Surveying the history of modern culture's disintegration through specialization, vocational 
education, shallow information, and the war between art and science, it outlines a remedy in 
the Bauhaus ideology of good design — "thinking in relationships" with the aim of wresting 
unity from diversity. (Allen 2002 p.79) 
The specialists had much detailed knowledge but their work floated in the air, missing both 
human and social direction. They were busy within their own territory of specialized tasks 
which had trained them to "mind their own business," neutralizing human sympathies, the 
natural social reflexes of a healthily developed individual. (Moholy-Nagy 1969 p. 16) 
Moholy saw the ultimate goal of this divergence as the unification of thought in a visual 
statement. The construction of such relationships is the province of divergent thinking. 
Where we find widely varied topics of study, we find a strategy that should strengthen 
divergent thinking. Moholy would admit on occasion that specialization had its place, and 
that place was last. 
Admittedly, this complex world cannot exist without the arduous detail work of the specialist. 
But the education of the specialist should not start with the training of a single ability before 
a harmoniously related, all-round education has been coimpleted. This specifically must be 
the difference between the new and the old specialist. Otherwise flexibility and adaptability 
will be thwarted. The new specialist will have to integrate his special subject with the social 
whole. (Moholy-Nagy 1969 p. 21) 
Because of his personal philosophy, Moholy was tenacious in his insistence that abroad-
based education was fundamental to the education of the designer/artist. Today we would 
describe his goal as a strong liberal arts education. Such a diverse educational background 
should, indeed strengthen divergent thinking. 
What Moholy would not change, despite all criticism and public concessions, was the priority 
of comprehensive fundamental education over vocational training. 
(Allen 2002 p.73-74) 
In Moholy's pedagogic mind, a variety of considerations must contribute to a successful 
creation. 
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This means that the statement, "form follows function," has to be supplemented; that 
is, form also follows — or at least should follow —existing scientific technical and artistic 
developments, including sociology and economy. (Moholy-Nagy 1969 p. 33) 
Motivation and the New Bauhaus 
Perhaps more than any pedagogue of the modern era, Moholy-Nagy understood the 
relationship of motivation to novelty, and the importance of overcoming rejection of novelty 
to developing a creative thinking style preference. 
Fear and self-consciousness are the most serious psychological hindrances in life. Awed by 
reports of great achievements of historic personalities, most people become perfectionists. 
They "know" beforehand that their work cannot be worthwhile because they can "never" 
match historical standards. The result is paralysis of any creative attempt, brought about by 
the fear of being laughed at. Unfortunately, many educators promulgate the idea that certain 
celebrated accomplishments can never again be achieved. The students walk in the shadow 
of geniuses, often distressed that they can never attain such creative greatness. However, the 
instinct of self-preservation in young people will often react against such a vicious dogma of 
inferiority and will free them for their own individual attempts. (Moholy-Nagy 1969 p. 26) 
Every school should build up an elementary curriculum with exercises that do not allow a 
comparison of the student's self-expression with the work of a "genius." The student must 
gain a range of experience through his own experiments, form his own judgments, develop 
his own abilities before he studies the historically great. Then the student will discover in 
himself something resembling a sixth sense of which he had not been conscious before, a 
coordinating creative ability not to copy from, but to use indigenously. 
(Moholy-Nagy 1969 p. 26) 
Moholy blames the study of Art History as the source of inhibition, however he has clearly 
perceived that there is a tendency to reject novelty, and an innate reward if this inhibition 
can be surmounted. The sixth sense concept in the quotation above clearly relates to Kirton's 
innovators, those unique individuals who would prefer reinventing the wheel to using one 
already made. 
Unlike most of his contemporaries, Moholy-Nagy believed that everyone has creative 
potential. Consider the following two statements of Moholy-Nagy. 
If the ban of self-consciousness and obsolete standards could be removed, everyone could 
retain the truthfulness of observation, fantasy and creativeness which are the preliminaries to 
expression, and — on its highest level —art. And art is the best means to fuse all the elements 
of personality. (Moholy-Nagy l 969 p. 26) 
Cependant, it soutenait que chacun pouvait apprendre a utiliser ces rudiments et disait 
souvent, d'ailleurs, que tout le monde est naturellement doue 
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Translation: 
Meanwhile, he held that evefyone could learn to utilize these rudiments and said often, that in 
general, evervone is natzrrally talented. 
Now compare the Moholy-Nagy attitude toward creative thinking to the common belief, 
stated below by Gropius. 
Whether the finished product is an exercise in ingenuity or a work of art depends on the 
talent of the individual who creates it. This quality cannot be taught and cannot be learned. 
(Gropius) (Bayer &Gropius 1938 p. 21) 
Our present understandings of neuropsychology suggest that creativity is a native human 
quality that cannot be taught because everyone is born with it. Creativity, however can be 
developed. What actually develops over the course of a lifetime is a preference for creative 
thinking. This preference develops as a result of our success in overcoming rejection 
of novelty and strengthening divergent thinking. In his intuitive understanding of these 
concepts, Moholy was clearly ahead of his time. 
The Ulm School 
The Hochschule fur Gestaltung Ulm, for obvious reasons known more commonly in this 
country as the Ulm School flourished from 1953 until 1968. The planning for the school 
began around 1947 to 1948 when Max Bill was contacted and began planning the curriculum. 
This time period coincides roughly with the allied occupation of Germany (1945-1955). The 
Nuremburg trials were recently concluded (1945-1949). 
The Ulm School was probably one of the most revered schools of design to emerge since the 
advent of modernism. 
In an international survey of design since 1945 the HfG Ulm is introduced as follows: "The 
most important school of design of the decade, unequalled in significance even since its 
closing in 1968.", and a few pages later we read that the HfG was "the single most influential 
school of design in this century after the Bauhaus." (Spitz 2002 p.23) 
From the above statements we may infer three things: first, the Ulm School is a topic worthy 
of investigation, and second, that the Ulm School is less influential than the Bauhaus but 
more influential than the New Bauhaus in Chicago. I am certain that there are those who 
would place Ulm even above the Bauhaus, for our purposes that issue is of little importance. 
Despite arguments to the contrary, we will consider Ulm a derivative of the Bauhaus. 
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Overcoming Rejection of Novelty and the Ulm School 
Max Bill, the first headmaster at Ulm, had been a Bauhaus student and brought much of the 
Bauhaus curriculum with him to Ulm. Many of the early instructors and lecturers also had 
Bauhaus roots, Peterahns, Albers, Itten, and Nonne-Schmidt. The linkages to the Bauhaus, 
initially, were intentional, but not unanimously so. 
"The Hochschule fur Gestaltung in Ulm is a new foundation, set up by the Scholl foundation. 
The College is a continuation of the `Bauhaus' (Weiman —Dessau —Berlin), with the addition 
of those areas of work that, twenty of thirty years ago, were not considered so vital to the 
discipline of design as they are today." (Froyn the prospectass) (Lindinger 1990 p.19) 
In contrast, Otl Aicher, Ulm School instructor and, ultimately, Director wrote: 
We had not the slightest intention of setting up a second Bauhaus, a repeat of the first. 
Deliberately, we set out to distance ourselves from it. (Lindinger 1991 p.124) 
Later in the same article, however, Aicher also wrote: 
...and found what we were looking for in the writings of malevich, tatlin, moholy-nagy. 
(Lindinger 1991 p.124) 
It seems that, despite Aicher's allegations, Ulm was a continuation of the direction in which 
the Bauhaus had been evolving. Briefly summarized, Aicher criticized the spirituality of 
pure form, circle, square and triangle. For him, pure form was incompatible with function, 
and limited in communicative value. (Lindinger 1991 p.127-128) In Aicher's thinking we 
see the beginnings of the semantic in design, a sense of meaning. Indeed, the Bauhaus 
had not focused intensely on communication; the spirituality (integrity) of pure form had 
held precedence. (Lindinger 1991 p. 128) The postwar mentality in Germany after the fall 
of Nazism reinterpreted aesthetic philosophies and terminology in ways that we might 
not recognize today. Purity of form acquired an association with racial purification, and 
"idealism" was blamed for the rise of fascism. For the culture at that time, an emotional 
idealism in the absence of rationality had led to the Nazi regime and the crimes prosecuted 
at Nuremburg (Lindinger 1991 p.39). Somehow the cold hearted rationality that enabled 
Hitler's generals to disregard the humanitarian concerns in racial cleansing did not enter into 
the postwar thinking. 
The postwar mentality in Germany at the time of the founding of the Ulm School is a 
prominent differentiating factor between the Ulm School and the New Bauhaus in Chicago. 
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In the cultural climate that surrounded Ulm, the "new-all-new" dialogue of the Bauhaus 
could thrive. 
"To participate in the making of a new culture, from spoon to city" — exerted a great 
fascination on students who faced the spectacle of a devastated Europe. This and his 
preference for the rational in the design process left a durable mark on the institution. 
(Lindinger 1991 p.10) 
The Ulm School also succeeded in drawing on the revolutionary thread that enabled 
overcoming rejection of novelty on the individual level at the Bauhaus. Ulm tended to 
interpret revolution within a context of rebellion against Nazism of the past. This was 
probably a wise choice in occupied Germany. The Ulm School was founded and supported 
by the Scholl Foundation, named for Hans and Sophie Scholl, members of the White Rose 
resistance movement. Hans and Sophie were executed by the Gestapo for their opposition to 
the legalization of genocide and the elitist doctrine of race and state. (Spitz 2002 p.41) The 
older sister, Inge Scholl headed the Scholl Foundation. Otl Aicher, who later married Inge 
Scholl, had been a close friend of the family, and even a secret coconspirator with Hans and 
Sophie Scholl. This spirit of rebellion was an underlying component of the search for a new 
culture at Ulm. Portraits of Hans and Sophie Scholl hung in the Rector's Office at the Ulm 
School. 
Ulm probably approached overcoming rejection of novelty from a lower level of our novelty 
taxonomy than any other school, placing the incoming students in a uniquely novel situation. 
Admission to the College is an initiation rite: the students cut each other's hair. The haircut 
is the first sacrament. Avery short haircut. Very functional and rational; the same length 
all over the head, just as the hair grows the same length all over. Avery monastic hairstyle. 
The second step is the renunciation of capital letters....The third stage: the loss of the family 
name, loss of one's burden of origin. Everyone has only a given name. At the same time, 
conventional habits of address are lost; the familiar "thou" { Du } instead of the formal "you" 
Sie } . The last stage: a revolution in mental function. Thinking and feeling are stripped down 
and reassembled. Mainly through the constant pressure to give a reason for everything. But 
everything. 
(Lindinger 1991 p.44) 
Strengthening Divergent Thinking at Ulm 
Just as the Bauhaus approach to overcoming novelty rejection became a good fit at Ulm, so 
also did at least one part of the Bauhaus divergent thinking formula. Internal diversity and 
even conflict characterized the Ulm school, where there was a continuing debate between the 
various factions and philosophies present on the faculty. 
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In retrospect it becomes apparent that the HfG's most durable legacy was the endemic internal 
strife that kept the institution going. It is widely believed that the HfG was destroyed by 
the "policy conflict" between "designers" and "theorists." The truth is the exact opposite. 
The HfG stayed alive just so long as it remained a hotbed of discord. (Horst W. J. Rittel) 
(Lindinger 1991 p.118) 
In fact, the decline of Ulm could more credibly be traced to the decline of the divergent 
thinking strategy in favor of a philosophy too intensely focused on rationality. Rationality, as 
we have seen was an erroneous, but natural development of the cultural climate. 
It probably wasn't yet possible to realize that Fascism largely pursued a rational course; and 
that —however horrible it may be to contemplate —the murder of Jews, Gypsies, and political 
opponents partly stemmed from plain economical facts. (Lindinger 1991 p.78) 
Divergent thinking at the Bauhaus had drawn heavily on laterality, often the emotional 
related to the functional or the spatial related to the rational and geometric. Like the Bauhaus, 
Ulm passed through several stages. At Ulm, these stages were largely defined by the several 
Rectors of the institution. In the early stages, influenced more heavily by Max Bill and the 
Bauhaus, the intuitive was present at Ulm in the sense of the aesthetic and the arts. Later 
as ration, science, and mathematics became the dominant forces, the balance necessary to 
laterality deteriorated. 
By excluding from our teaching, from the very beginning, not only art but taste and fashion, 
we freed ourselves to some extent from the emotive and irrational characteristics of these 
fields of activity. We set out to work in areas where we could indulge our craving for 
rationality. (Lindinger 1991 p.79) 
The natural compensation was to assume that students must inherently possess creative 
competence. As we might expect, creative talent was a dominant theme in the student 
selection policy at Ulm. 
It was conceived as a training center for a limited number of students, for a creative and 
democratic elite that was to receive intensive attention. This consciousness of being an 
avant-garde shaped the entire institution and those who belonged to it. Nor was the concept 
abandoned as time went by, so that the consistently small number of students represented 
an oddity in the landscape of German institutions of higher learning... ....Herbert Ohl, the 
last rector of the HfG in this connection recalled "the consciousness that created Ulm", and 
spoke about the fact that admission criteria alone ensured that only a special type of people 
were accepted to study at the HfG: "Free of the system, unbiased, task not prestige-oriented..." 
(Spitz 2002 p.21) 
After Bills departure, the foundation course took on a much more rational and mathematical 
aspect. Bill had probably initiated the growing emphasis on the rational himself. 
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It is certainly tnie that at Ulm there was a fixation on geometry as a visual language. The 
emphasis on rationality inevitably favored mathematical thinking in design. All this was very 
largely set off by Max bill in his essay on "The Mathematical Thought Processes of Art in Our 
Century." (Lindinger 1991 p.78) 
....in the foundation course that was mandatory for all first-year students. This course, which 
was established as a Grundelehre by the Argentinian painter/designer Tomas Maldonado, 
ostensibly comprised the following subjects: visual method, workshop practice, presentation 
methods, design methodology, sociology, perception theory, twentieth-century cultural 
history, and a remedial course in mathematics, physics, and chemistry. Judging from the 
highly schematic exposition given in Ulm, this course attempted to place a distinct and 
unusual emphasis on mathematics; first on the creative and manipulative use of mathematical 
constructs in pragmatic design training, and second, on mathematical logic as the conceptual 
basis of design method. (Lindinger 1991 p.134) 
It is true that at Ulm, design became much more scientific and technological than design had 
ever been before. However, if laterality declined, it should also be apparent from the above 
quotation that multidisciplinarity was practiced at Ulm, and practiced at levels well beyond 
what the Bauhaus had done. 
Ulm also practiced multiculturalism at a high level with 44% of the students enrolled having 
foreign origins. 
Many texts comment on the extreme rationality of the Ulm critiques. Students were expected 
to present a reason for every element of a design. 
One of the major foundations of the Basic Course is mutual criticism, leading students to 
justify their own work. Ingrained views and preconceived opinions need to be shaken up in 
order to make it possible to work independently(Lindinger 1991 p.34). 
Not only does driving a wedge between students and established beliefs force them toward 
the novel, but this kind of critique can be a valuable aid to divergent thinking. The value of 
severing students from existing styles by harsh critique is dubious. However, if we refocus 
our attention from the individual whose work is the object of the critique to the members 
of the group doing the critique, the process is altogether different. While the individual is 
defending his or her work by rational (or other) means, the critiquing members must search 
their entire body of knowledge, intuition and feeling for criteria to apply in the critique. This 
is divergent thinking. 
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Motivation at Ulm 
Texts about Ulm yield few clues as to the motivational philosophies of the college. It seems 
that service to humanity through the practice of design was considered to be sufficient 
motivation. 
"At that phase of the reconstruction of Germany there were so many young people who 
wanted to do something; we wanted to give them the opportunity to play their part in the 
reconstniction. And I think it was this that gave the College its necessity and its justification; 
whether it would be justified now is quite another question." (Max Bill) (Lindinger 1991 p.67) 
Bill was, of course, correct; the motivation of reconstruction like the postwar mentality as 
a dialog for overcoming rejection of novelty is limited by the time and culture in which it 
exists. These are extremely effective but ephemeral methodologies. Still, there is a point 
to be learned here. Previously, we have seen intrinsic motivation as present in the natural 
reward system of creative activity. Here, the apparent intrinsic motivation is in satisfaction 
with the value of the project to mankind. Ironically, this is the motivation of the hand 
craftsman. The Bauhaus witnessed the importance of industry and created designs for 
industry, designs that departed from the false handcrafted look and spoke clearly of their 
source. What the Bauhaus drew from the crafts was the necessity for quality and pride in the 
final product. Ulm accepted industry, and succeeded in meshing design with industry, but 
worked to humanize the industrial product, making it compatible with the needs of man. 
We have seen that the Bauhaus conceived of a program that intentionally or unintentionally 
met all of our criteria: overcoming rejection of novelty, strengthening divergent thinking, 
and motivation. The New Bauhaus in Chicago attempted to continue the Bauhaus tradition 
in another culture. Transplanted into another culture, the novelty rejection mode of the 
German Bauhaus was only partially successful. Similarly, the Ulm School began as an 
outgrowth of the Bauhaus program and was able to build on the same novelty rejection 
foundation; because Ulm, too, developed in a postwar era. At Ulm, we see lateral thinking 
initially, but an increasing struggle for the balance, necessary to laterality, as the school 
developed. Otl Aicher once wrote: 
"And so the battle lines were drawn. Is design an applied art, in which case it is to be found 
in the elements of the square, the triangle, and the circle; or is it a discipline that draws its 
criteria from the tasks it has to perform, from use, from making, and from technology? Is 
the world the particular and the concrete, or is it the universal and the abstract`? The Bauhaus 
never resolved this conflict, nor could it, so long as the word art had not been rid of its sacred 
aura, so long as people remained wedded to an uncritical platonist faith in pure forms as 
cosmic principles." (Lindinger 1991 p.126) 
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Perhaps this unresolved conflict between the artistic and the practical, the emotional and the 
concrete was a necessary component of the Bauhaus program. 
Cranbrook 
Cranbrook Academy of Art, outside Detroit, provides another interesting model of design 
education. While there are some commonalities, the Cranbrook model is quite different from 
either Rand's pedagogy or the Bauhaus. 
First and foremost, Cranbrook is a graduate program, which is still active in design education. 
It is the only institution in the United States dedicated solely to graduate education in the 
visual arts, architecture, and design (Cranbrookart.edu 2005). It would be tempting to claim 
Cranbrook as a purely American program, however that would be an exaggeration. In many 
ways the founding of Cranbrook Academy would remind us of the New Bauhaus later known 
as the Institute of Design. Both schools were founded by wealthy industrialists allied with a 
prominent European designer. As we have seen, The New Bauhaus was founded by Walter 
Paepcke and Lazlo Moholy-Nagy; Cranbrook Academy was founded by George Booth 
allied with Finnish architect, Eliel Saarinen. The Academy officially began in 1932 however 
the Booth-Saarinen alliance began in 1925, when planning was initiated. This chronology 
makes Cranbrook more enduring, but roughly contemporary, with the other schools we have 
considered. Like the Bauhaus, Cranbrook sees design as an agent of cultural change. 
Philosophically, there are some noteworthy differences. Saarinen's Finnish background 
allowed a greater affinity for the Arts and Crafts movement and a more post-modern outlook 
than either Rand's studio or the Bauhaus group. This affinity resulted in a more eclectic 
and editorial approach to design than we have seen previously. Where the Bauhaus had 
sought purity of form, basic principles, and industrial alliances, Cranbrook was interested 
in the uniqueness of the individual, semantics, syntax, and human interaction with designed 
products. The Bauhaus considered the "Basic Course," to be fundamental; Cranbrook had 
no courses at all. One might draw an interesting comparison between Paepcke and Booth. 
Paepcke was founder and CEO of the Container Corporation of America (CCA) while 
Booth was a newspaper publisher with a background in craftsmanship, metals design, and 
architecture. The differences between the two patrons may have helped to give each school 
its unique flavor. Booth was initially influenced by the American Academy in Rome. The 
philosophy of the American Academy is informative: 
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The Academy is not a school; it is not for technical training or the teaching of any rudiments; 
it does not have classes nor does it even impose a very rigid prescribed course... The primary 
objective... is to afford to persons of advanced training an opportunity for residence and 
study in Rome and Europe, generally under conditions such, that while they are given 
every freedom for individual development, each member is brought into contact with 
other members working in the various allied arts. This fellowship of the students among 
themselves, and their informal contact with the members of the Faculty, are the means by 
which influence is brought to bear on them rather than by any formal instniction. 
(Clark et. al. 1983 p. 25) 
It is easy to see the influence of this philosophy on the methodologies that developed at 
Cranbrook Academy. Ina 1931 address to the American Institute of Architects, Saarinen 
described the purpose of Cranbrook Academy: 
"....is to afford talented and highly trained students the opportunity of pursuing their studies in 
a favorable environment and under the leadership of artists of the highest standing..." 
(Clark et. al. 1983) 
The Cranbrook of 2005 posts the following on its website: 
Vision 
Cranbrook Academy of Art and Art Museum together form apre-eminent international 
educational community dedicated to creativity as a way of life. 
Mission 
Cranbrook Academy of Art is an independent graduate degree-granting institution 
offering an intense studio-based experience where artists-in-residence mentor students 
in art, architecture and design to creatively influence contemporary culture. 
The educational vision of Cranbrook Academy has been remarkably consistent since its 
earliest beginnings. 
As we examine Cranbrook, it is important to realize that the Academy had at least 
two "Golden Ages:" the first under Eliel Saarinen (1925-1950), and the second under 
Katherine and Michael McCoy (1971-1995). As we have just noted, there is considerable 
philosophical consistency between these two periods of leadership. There are, however some 
distinguishable nuances between the two eras at Cranbrook. Notably, the McCoys were 
more interested in the design as semantics than Saarinen; they also had a greater tendency to 
address design through oppositions and design history. It appears that Saarinen did not do 
critiques, but the McCoys did: 
Eliel was constantly wandering in and out. He never gave what, in common architectural 
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school parlance, would be called a "crit." (Clark et. al. 1983) 
A typical critique at Cranbrook can easily move in a matter of minutes between a discussion 
of the object as a validation of being to the precise mechanical proposal for actuating the 
object. (McCoy et.al. 1991 p. 14) 
We must now ask ourselves whether, even in a curriculum so loosely formed as that at 
Cranbrook, can we identify means by which the educational experiences of the institution 
lead the students past rejection of novelty, whether this methodology, then, permits natural 
reinforcement to support creative activity, and whether, by some means, divergent thinking 
is encouraged. Very possibly, the extremely selective program at Cranbrook simply selects 
students who are already creative enough that no additional development is needed —areal 
possibility in a purely graduate program. We must, at very least, acknowledge the likelihood 
that we are searching for more subtle methodologies than we have seen in the programs at 
the Bauhaus, Chicago, and Ulm. 
Overcoming Rejection of Novelty at Cranbrook 
As we delve into to the our resource texts, two themes are conspicuously recurrent: 
1) The facility, its relative isolation and nearly monastic climate 
2) Interaction with faculty in residence as a learning environment 
These, of course, are also fundamental elements in the Cranbrook vision. 
"While some visitors in the thirties and forties marveled at Cranbrook's special combination of 
creative art and community, others found an air of unreality, a distancing from the problems 
of the larger society. This was a dilemma facing utopian communities more generally 
struggling to perfect a way of life..." (Clark et. al. 1983 p. 19) 
The geographic isolation of Cranbrook adds to its inscrutability 
(Boles, McCoy et. al. 1983 p. 30) 
Cranbrook is like no other institution in the United States. It is part artists' colony, part school, 
part museum and part design laboratory, and it has never allowed its students to be bound by 
the narrow lines separating the various design disciplines 
(Boles, McCoy et.al 1990 p. 9) 
The Design students are exhorted, above all, to take risks that they might not take in the 
outside professional world, to get used to duestioning and growing by doing polemical work 
that could well fail, but in failing teach everyone something. In these pages are the results of 
that risk taking, experimentation, investigation, and growth. 
(Boles, McCoy et. al. p. 19) 
The students are inspired in their own processes of discovery by having the faculty and the 
President working in their own studios near the student studios. There is a mutual atmosphere 
of investigation and experimentation that infuses the studios with energy and a common 
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purpose. (Boles, McCoy et. al. p. 8) 
"What you get at Cranbrook may be only the idea of looking at things slightly askew —taking a 
whimsical, oddball approach" (Boles, McCoy et. al. p. 29) 
Together, these observations describe a learning facility apart from the everyday world, a sort 
of utopian environment, where learners work in studios and modeling is the primary teaching 
methodology. The potential impact of this educational design is intriguing. 
By setting the learning community apart form the real world one essentially turns the social 
aspect of novelty rejection inside-out. One therefore creates an insulated environment 
where novelty is the societal value, an entire community of innovators. Both the faculty in 
residence and the selective nature of the community ensure a sufficient base for this designed 
society. With the social aspect reversed, we find ourselves dealing with only the individual 
aspect of novelty rejection. At least two dialogs in the Cranbrook community help to reduce 
individual trepidations in producing the novel. The first of these dialogs is related to the 
utopian community and probably originated with Saarinen himself. 
"Eliel was constantly wandering in and out, He never gave what, in common architectural 
school parlance, would be called a "crit." Our relationships were different. His genius as a 
teacher was to make it appear that he believed that we knew as much about architecture as he 
did. The only differences were in kinds of experience and points of view. Since we knew that 
that was non-sense, we did everything we could to prove that it wasn't nonsense." 
(Clark et. al. 1983, p. 30) 
What Clark has described for us, in this text, is a fantasy environment, a game of "Let's 
Pretend." This lack of reality parallels Rand's "Play principle," in a more subtle way. If 
we are playing or pretending, we are not engaging in the activities, that we are in fact 
performing. Once the student has learned to live creatively, the intrinsic motivation 
experienced in that lifestyle will perpetuate the behavior even after he or she has left the 
utopian environment. 
A second dialog that permits creative behavior developed a bit later in the history of the 
school. We will call this, the "Scientific dialog." This is the language of experimentation 
and investigation. The scientific dialog at Cranbrook is quite different from at Ulm. It is a 
dialog that, in modern history, has enabled any number of behaviors we might otherwise find 
unacceptable. We find it permissible to perform experiments that may involve risks in the 
expectation these experiments will lead to greater knowledge and a better life for many. At 
least since the McCoys' tenure, the scientific dialog was also a part of Cranbrook. 
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The students are inspired in their own processes of discovery by having the faculty and the 
President working in their own studios near the student studios. There is a mutual atmosphere 
of investigation and experimentation that infuses the studios with energy and a common 
purpose. (Boles, McCoy et. al. p. 8) 
We have noted that the primary teaching behavior is modeling. Perhaps we should take 
a moment to understand how modeling works. This is an almost subliminal teaching 
methodology that may have its roots much lower in the evolutionary chain. In the vernacular, 
modeling amounts to, "monkey see, monkey do." Modeling is about absorbing the behaviors 
of those around us, often without knowing it. A teacher who wants her students to read 
quietly will often sit at her desk and appear to read. Soon the entire class will be reading 
quietly. Many of us have experienced this first hand when we were surprised to find 
ourselves doing or saying the things our parents once said and did. Perhaps this was once a 
means of transmitting species specific behaviors. One of my students once observed, "The 
weird thing about being in your class is pretty soon I found myself turning into you." He had 
observed the effects of modeling. It has been part of the common knowledge, for some time, 
that modeling is an effective methodology in teaching for creativity. (Runco &Plucker 1999) 
The effectiveness of modeling is twofold. First, like the environment at Cranbrook, a 
creative model reverses the polarity of novelty rejection. How can the student feel any 
trepidation about doing what the authoritative figure in his environment is obviously doing? 
Second, the nearly subliminal nature of the methodology may reach into the emotional 
centers of the brain, much nearer to the areas that also process the novel. People have 
a natural tendency to imitate those whom they like and admire. In order for modeling to 
be effective, however, the student must be able to witness the innovative activities of the 
instructor, in most cases an unusual opportunity; but certainly possible at Cranbrook with the 
faculty in residence. 
Strengthening Divergent Thinking at Cranbrook 
We have seen that the Bauhaus integrated disciplines and accidentally linked the emotional 
and intuitive to the rational as a source of divergent thinking through laterality. Later, we 
observed that Moholy-Nagy insisted on a broad liberal arts education at the New Bauhaus. 
Cranbrook uses elements from all of these approaches and more. 
Perhaps the reason that Cranbrook uses such a variety of divergent thinking methodologies is 
the layering of the McCoy's strategies on the base established by Saarinen and Booth. 
75 
There was no accident in Saarinen's intent to unify the emotional and the rational: 
Saarinen believed a balanced attitude toward classical and medieval traditions was essential to 
achieve an expression fully responsive to human memory, and wrote: 
"Our traditions are founded on two great spheres of ideas: classical antiquity (clarity, 
humanity) and gothicism (depth and intensity of feeling) ...classical antiquity created 
...universal human values ...gothicism is consummate in organic and constructive unity ..." 
Saarinen believed that only through an intuitive approach could such a union be properly 
effected, and warned against reliance on strictly academic principles. 
(Clark et. al. 1983, p. 48) 
Saarinen was, at his very core, a divergent thinker with a broad "Network of possible 
wanderings," and this quality was reflected in his methodologies. 
As J.S. Siren emphasized in a memorial oration, the elder Saarinen had always felt that "life 
is too richly faceted to be encompassed in a single theme. The voice of the twentieth century 
must sound orchestral, and personality must have its allotted place in art. 
(Clark et. al. 1983, p. 32) 
Multiculturalism is another source of divergent thinking skills, particularly when the student 
must cope with a second language. In this situation, the student must form new connections 
between virtually every action or object and a sound (word) that represents it. Of necessity, 
this is a lateral connection between the right hemisphere exploratory functions and the left 
hemispheric language centers. Exposure to another culture presses the student to rethink 
his or her worldviews through another construct. From the beginning, Cranbrook had a 
multidimensional mix of both students and instructors. 
Only three of the above (10 instructors) were native-born Americans, and this did not go 
unnoticed by outsiders, some of whom also worried about the possibility of a "monastic 
mentality" at Cranbrook. Nevertheless, there was an impressive sequence of guest lecturers. 
(Clark et. al. 1983, p. 31) 
The Design Department always embraced an interdisciplinary philosophy. Today, the 
Department is divided into two fields of design: two-dimensional visual communications 
design and the three-dimensional design of furniture, interiors, and products. Although many 
students focus upon one area of design, others combine the two fields. Frequently, students 
find that new theories apply to both two-and three-dimensional design problems. Since its 
inception, the Design Department has attracted an international group of graduate students. 
Their backgrounds have ranged from graphic, industrial, and interior design to architecture, 
engineering, crafts, and the fine arts. 
(Boles, McCoy et.al 1990 p.7) 
At Cranbrook, interdisciplinary thinking refers more to design disciplines than to liberal 
studies. Probably, this isn't as powerful as would be a broader approach to interdisciplinarity, 
however, as we have just noted, Cranbrook supplemented their in-house diversity with a 
series of guest lecturers. 
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The Cranbrook of 2005 has moved a step closer to liberal studies by adding a humanities 
and critical studies component that must also serve to stimulate divergent thinking. 
The Academy-wide Critical Studies and Humanities lectures and symposia also offer the 
students opportunities for dialogue about the implications of their work in a larger world. 
(www.cranbrook.art.edu) —July 3, 2005) 
Not only is the student grouping culturally diverse, they are also intentionally diverse 
artistically, methodologically. 
Yet what appears from the outside to be more or less monolithic is revealed from within as 
a welter of diversity. The McCoys are famous for the way in which they select the students 
for each class so as to provide a full spectnim of personality types. "There were people 
interested in digitals, and then there were the people who welded and ate sawdust —sort 
of the Bronze Age meets the Information Age," says former student Lisa Krohn. (Boles, 
McCoy et.al 1990 p. 27) 
Naturally, as the students interact with one another, additional thinking styles will be 
activated. 
Katherine McCoy imported yet another lateral thinking methodology during her tenure 
at Cranbrook: semantics and the metaphoric. Semantics was a very popular topic among 
structuralists and poststructuralists, led by Saussure and Chomsky. For a period of time, it 
was in vogue to relate almost everything to linguistics. Venes has argued that image and the 
linguistic are actually opposite ends of the same continuum, and therefore more opposite 
and complimentary than similar (Venes 2004 -Appendix). Still, a significant lateral 
relationship exists. If we recall LeDoux: 
The human brain is bigger than that of other animals (relative to our body size) and also 
seems to have undergone some reorganization. For example, the neural mechanisms 
underlying the perception of spatial relations is present in both hemispheres of other 
primates; it is mainly on the right side in humans. This implies that spatial perception was 
forced from the left during the language invasion of human synaptic territory (LeDoux 303). 
We should also recall that the corpus callosum, that massive bundle of fibers connecting 
the two hemispheres of the brain primarily serves to connect and coordinate the related 
functions of the two hemispheres, the right ear with the left ear, the right hand with 
the left hand, recognition with response. In this uniquely human case, the spatial 
processing centers of the left hemisphere have been appropriated for language processing. 
Nonetheless, the logical connection between the two processing centers probably remains 
intact. Between image and language, therefore, a natural laterality between opposites 
exists. (for a more complete discussion see Appendix A) Structuralist aestheticians, in their 
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attempts to establish an equality that perhaps cannot exist, had in fact discovered a powerful 
introductory methodology for divergent thinking. 
This thought which really came out of readings and discussions based on reception theory, 
post-Structuralism, and deconstruction, inspired students to spend the next few years 
visualizing these literary concepts and has led to a body of work which, despite its relentlessly 
verbal base, is visually duite inventive. 
(Wild in Boles, McCoy et. al. 1990 p. 36) 
The early part of the decade saw the beginning of work in product, furniture, and interior 
design that referred to the life around it through its form, in an attempt to make connections 
and move away from the hermanetic, self-referential work of the previous decade. The first 
place we looked was language —the world of semiotics and structural linguistics, and the use 
of analogy and metaphor to lift the meaning of the design beyond its immediate circumstance. 
(Boles, McCoy et. al. 1990 p. 17) 
When the semantic is enriched, as the McCoys did, with the metaphoric, it becomes a 
powerful point of departure as a divergent thinking tool. 
Not only did the program at Cranbrook during the McCoy's tenure utilize the opposition 
of the semantic to the linguistic, but nearly any other opposition that could be brought to 
bear on design. This is a divergent thinking strategy that we have not previously discussed. 
Temporarily, we will call the strategy: "Two starting points." Essentially, it works like 
laterality, except that it is more flexible and more variable. With laterality, there is one 
starting point that tends to connect with a corresponding area in the opposite hemisphere 
Because of the plastic nature of the brain it is at best risky to assume that one brain region 
processes any specific kind of information, even if there are definable tendencies. It is, 
however the case that the brain prefers to develop regions around related processing needs. 
This must, if nothing else be more efficient. It is a reasonable assumption, therefore, that in 
most individuals concepts that each particular brain has perceived similarly are likely to be 
regionally cohesive. As we have learned in Fuster, even cognits that are commonly activated 
at the same time tend to alert one another. Fuster call this "analogical reasoning." (Fuster p. 
11) By beginning with two concepts, unlikely to be perceived as related, and asking for some 
common ground between them, one initiates divergent thinking in two areas instead of one. 
Thought proceeds until the two networks begin to overlap. This is essentially metaphoric 
thinking in reverse. In searching for a metaphor, one begins with a single concept and 
endeavors to find a correlate upon some point of similarity. With the two starting points 
methodology, one begins with two concepts and searches through curtains of ambiguity 
for some point of similarity. One need look no further than the structure of Katherine 
and Michael McCoy's contribution to The New C~~anbrook Desibn Discourse in order to 
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illustrate this concept. 
Lines of text are slightly staggered vertically with text expressing opposed concepts between 
the lines. The first few lines on the illustrated page are also informative: 
Nothing pulls you into the territory between art and science quite so quickly as design. It is 
the borderline where contradictions and tensions exist between the quantifiable and the poetic. 
It is the field between desire and necessity. Designers thrive in those conditions, moving 
between land and water. (Boles, McCoy et. al. 1990 p. 14) 
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Motivation at Cranbrook 
As we might expect, no mention of motivational strategies ever appears in the literature 
about Cranbrook. Motivation, we have learned is best when it flows naturally from the 
creative activity itself. On the other hand, there are several mentions of the students working 
independently under good leadership. 
Saarinen had become a strong advocate of "self-education under good leadership" and he 
tried to institute this policy in his seminars at the University. He was to write, "During the 
passing years I had become accustomed to the conviction that any art education must grow 
from personal experience with the life problems of today, and under the good guidance of 
a creatively alert mind. (Clark et. al. 1983, p. 42) Contradicting Saarinen's philosophy, 
however, we also find this text: 
The Academy soon encountered the problem of attracting students worthy of its intentions. In 
many cases when candidates arrived for their postgraduate work, they were not well enough 
prepared. Thus, by 1936 an Intermediate School was developed to provide aquasi-remedial 
function. Although Eliel Saarinen constantly resisted any tendency to formalize the approach, 
classes were organized and eventually a system of credits was adopted. Degrees were 
finally awarded in 1943. Thus the free spirit of Cranbrook became more institutionalized 
in inevitable steps that were taken as students demanded certification of their prowess and 
experience. (Clark et. al. 1983, p. 30) 
Even this is as we might expect based on our study of neuropsychology. Until the student 
has had sufficient opportunity to experience the natural reinforcement of creative thinking, 
motivation may be a difficult issue. Intermediate motivations would be an interesting topic 
of study at some future time. 
Cranbrook did not neglect the bottom to top emotional pathway via projection neurons, it 
simply isn't emphasized in the literature. One of the McCoy's more controversial strategies 
was to encourage students to insert editorial content, expressions of their own feelings about 
the content. 
The raw materials for these projects come from printed ephemera, society's self-commentary, 
and the students are asked to interpret, transform and editorialize. The resulting social or 
political comments are by nature opinionated. This challenges the students to defend their 
editorial statements and stimulates an active involvement rather than a passive or abstracted 
distance toward the subject matter. (Biesele 1981 p. 179) 
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Conclusions on Cranbrook 
What we have seen at Cranbrook is a design program that does not require a feeling of 
rebellion or a cultural drive to make all things new. Cranbrook overcomes rejection of 
novelty by creating an insulated environment where the values themselves are different. At 
one time, we might have expected that graduates of Cranbrook would have struggled outside 
the unique milieu offered by the school. We are now aware that once rejection of novelty has 
been overcome, the student is just as likely to experience a lasting change in thinking style 
preference resulting from the basic neurological reinforcement system of the brain. 
If Cranbrook's rejection of novelty approach is more subtle and less aggressive than either 
Rand or the Bauhaus, the divergent thinking program is certainly more multi-faceted and 
pervasive. 
What eventually developed through the student work at Cranbrook was a third path, a way of 
generating form out of neither formal not sociological extremes, but through a synthesis of 
elements from both sides, plus the addition of ideas from philosophy, linguistics, and critical 
theory. (Boles, McCoy et. al. 1990 p. 32) 
What we must realize, of course, is that before synthesis can occur, divergence must first 
discover and comprehend the elements to be synthesized. 
Paul Rand 
In addition to his noteworthy career as a designer, Paul Rand was a professor at Yale 
from 1956-1969. During this time period, he developed an educational philosophy and 
teaching theories that will be of interest to us. Actually, Yale was not Rand's first teaching 
assignment, he had taught previously at several other institutions, including Pratt Institute. 
Rand's educational theories were perhaps most clearly embodied in his summer institutes at 
Brissago, Switzerland; which were a regular occurrence from 1977 until the early 90's. The 
Brissago workshops allowed students to spend an intensive week, in the studio with Rand. It 
was an immersion experience. We will find in Rand elements that will remind us of both the 
Bauhaus and Cranbrook, but Rand's most unique contribution to pedagogic methodology is 
in the area of overcoming rejection of novelty, a concept he seemed to understand intimately. 
As a theorist, Rand was an eclectic, both educationally and aesthetically. He quotes Dewey, 
James, Kaufman, Leger, and Le Corbusier to name just a few. 
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Overcoming Rejection of Novelty and Paul Rand 
In his book, Fof~m and Chaos, Rand describes both social and individual rejection of the 
novel. 
Individual: 
The question is really less a matter of experiencing than of listening to one's intuitions, 
following rather than dismissing them. It is also the quality of one's intuitions that matters 
— whether they are banal (as most are) or exciting (as very few are). The intuitive process 
can also be seen as an inhibiting one. "What a strange force," reflects Henri Bergson, "this 
intuitive power of negation is ...it forbids." This phenomenon may occur, for example when 
a good idea is abandoned because of doubt, fear, confusion, superstition, prejudice, or habit. 
(Rand 1993 p.46) 
Social: 
Blind acceptance of the results of market research and opinions based exclusively on 
conditions of the past can be destructive in many ways. It tends largely to discourage 
initiative and exploration by the designer. It may even be regressive in that it pins future 
strategy on the opinions of the past. "You cannot measure the future on the basis of the past," 
said the British philosopher Karl Popper, "the past is only an indication, not an explanation." 
It can therefore never be really original. It steps backward, not forward. Its conclusions are 
determined not on the opinions of professionals, but on those of the public, whose attitudes, 
even if predictable, are usually vague and often more emotional than reasonable. Further, 
the public is more familiar with bad design than good design. It is, in effect, conditioned to 
prefer bad design, because that is what it lives with. The new becomes threatening, the old 
reassuring. (Rand 1993 p.30) 
For Rand, the relationship between the designer and the corporate executive, who upheld 
market research, was a frequent concern; and, as we shall see later, an important one. The 
last three lines of the "social" quotation above are particularly significant to us at this 
moment. Rand's understanding of the relationship between the familiar and the novel, 
including the security of the familiar, is extremely reminiscent of Goldberg's observation that 
all learning is processed from the novel to the familiar and that humans tend to prefer the 
familiar. 
Blessed with perhaps the keenest understanding of novelty rejection that we have seen, 
Rand's methodological approach to overcoming rejection of the novel is also inspired and 
informative. His answer was the "Play Principle." According to this strategy, the design 
student (or the designer) should regard design as a game. The game is a function of the rules 
that give it structure. 
Without the basic Hiles or disciplines, however, there is no motivation, test of skill, or ultimate 
reward — in short, no game. (Rand 1985 p.189) 
The game has rules, but the rules can be altered or broken. 
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He implies that rules are broken, that boundaries are tested and crossed, by his desire for 
a design student to achieve a "novel solution." The Hiles, in and of themselves, are not 
sufficient, There must be an added element. Play, then, is a means to forget the rules if only 
for a moment, to return to instinct. The designer then remembers this moment of forgetting, 
this breaking of the Hiles, and applies this memory to the project at hand. (Golec in Heller 
1998 p.105) 
Golec has used the word, "instinct," to refer to reaction to the novel, what artists have come 
to call intuitive behaviors. In Form and Chaos, Rand eliminates this distinction: 
The words intuition, instinct, impulse, hunch, and insight, as used in this chapter, are 
interchangeable. (Rand 1993 p.46) 
The advantage of the "Play Principle" is that it draws on a fundamental human attitude. 
What is play is not real, and therefore the laws of reality do not apply. How often have we 
heard someone excuse a behavior with the words, "We were just playing." The existence 
of such phrases in the vernacular indicates the foundational nature of the play mentality. 
This approach to overcoming rejection of novelty is not dependant on either a utopian 
environment or a cultural affiliation. 
To further elucidate Rand's play principle, I will introduce yet another figure. When playing, 
as the psychoanalyst Sigmund Freud asserts, the subject is removed from the everyday — he 
or she forgets daily concerns, restrictions, rationalizations, etc. The subject acts instinctually. 
Now when the designer plays, he or she also forgets —forgets the rules of the game. (Golec in 
Heller 1998 p.106) 
Golec, goes on to recount an incident when he, a student at Rand's Brissago workshop 
had suffered a mental block in dealing with Rand's celebrated Leger assignment. Rand, 
observing the blank sheet of paper on Golec's table, picked up a pencil and sketched a little 
ghost, then labeled it "le spectre," the ghost. In this small incident, Rand demonstrated the 
approach his student was to absorb. For him, even a blank sheet of paper had something 
playfully hidden upon it. (Golec in Heller 1998 p.107) When the instructor takes such a 
playful approach, how can the student fear any rejection in doing the same? 
Strengthening Divergent Thinking and Paul Rand 
Rand understood clearly that creative thought was about making new connections: 
The role of the imagination is to create new meanings and to discover connections that, even 
if obvious, seem to escape detection. Imagination begins with intuition, not intellect. 
(Rand 1996 p.50) 
It is noteworthy that the creative begins with the intuitive, not with concious cognitive 
83 
processes. This too matches what we have learned from Goldberg, that thought begins with 
the divergent and progresses toward the known. 
Rand was not a proponent of the broad based multidisciplinary foundations we have seen at 
the New Bauhaus and Cranbrook. 
A student whose mind is cluttered with matters that have nothing directly to do with 
design, whose goal is to learn doing and making, who is learning design basics, and who in 
overwhelmed with social problems and political issues is a bewildered student. (Rand 1993 
p.217) 
On the other hand, at least at Yale, the curriculum was also influenced by Josef Albers who 
was an avid proponent of interdisciplinary studies. 
Strengthening Divergent thinking took two rather different forms in Rand's thinking. His 
strategies are built on laterality and constraints. 
The influence of laterality in Rand's thinking is apparent in nearly every one of his books. 
Each contains a sizeable section on the topic of how the designer should relate to the 
corporate executive who is frequently his client. He clearly understands the differences in 
thinking style. 
What has kept the designer and client at odds is the same thing that has kept them in accord. 
For the former, design is a means for invention and experiment, for the latter, a means of 
achieving economic, political, or social ends. (Rand 1993 p.217) 
Rand disliked market research because it makes an attempt to quantify quality in design 
which Rand considered to be intuitive good taste. 
When should market research be used? In the area of corporate identity, for example, the 
need for research, other than to satisfy one's curiosity, is questionable. How can one research 
subjects as arguable as novelty, originality, or uniqueness? (Rand 1993 p.26) 
In order to cope with this difference in thinking preference, Rand wrote a chapter about 
presenting design to the marketing executive in every one of his books. A topic so much on 
the designer's mind must have made its way into his teaching. 
Still another source of laterality in Rand's teaching were his visual semantics assignments. 
We have already observed the benefits of visual semantics in our examination of Cranbrook. 
Rand's most celebrated assignments involved visual semantics, notably, the Leger 
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assignment. This assignment used Leger most frequently, but other artists such as Miro or 
Picasso were also featured on occasion. The problem was to present the name of the artist in 
some way that reflected the nature of the artist's work. It was a task that involved seeing text 
as image, and also adding visual meaning to the word. 
The second, and perhaps the dominant, divergent thinking element in Rand's teaching is his 
use of constraints. Rand related the constraints written into the design problem with the brief 
and client requirements for a design project. For him, constraints were the rules of the game, 
and the game did not exist without rules. 
Innovation does not always, or even necessarily, imply dramatic change. Design is innovative 
even if it is merely interpreted in an unexpected way. Innovative solutions are more the 
product of restraints than of freedoms — of cultural limitations, scarcity of funds and materials, 
production capabilities, and demands of the marketplace. 
(Rand 1993 p.148) 
In his use of constraint, Rand is consistent with Plucker's view that constraints function to 
stimulate creative thought, and that the right kind of constraints placed on the front of the 
problem are constructive. What the constraints can do, if carefully chosen, is to send the 
student down a variety of thought pathways simultaneously. Such a practice could initiate 
a system of checks and balances to be resolved. The effectiveness of carefully written 
constraints is affirmed by one of Rand's students: 
"Mr. Rand's class assignments were a marvel," recalls Hugh Dubberly, "His presentation of 
the problems was brief and clear. He constrained the assignments so well that it was difficult 
to do poor work." (Heller 1999 p.231) 
Rand, apparently, was very aware of the important balance between too much and too little 
constraint: 
"I believe that if, in the statement of a problem, undue emphasis is placed on freedom and 
self-expression, the result is apt to be an indifferent student with a meaningless solution," he 
writes, "Conversely, a problem with defined limits, implied or stated disciplines which are 
in turn, conducive to the instinct of play will most likely yield an interested student and very 
often, a meaningful and novel solution." (Heller 1999 p.231) 
Later, Rand would conclude that class problems should alternate between theoretical and 
practical problems, that is to say, problems with tightly stated "rules" imposed by the 
teacher and those with rules implied by the problem itself. (Heller 1999 p.230) This strategy 
would wean the student away from artificial constraints and gradually move toward the self-
formulated constraints required of the working designer. 
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Motivation and Paul Rand 
Paul Rand apparently had a well formed motivation concept, but occasionally failed to use it. 
He was an advocate of assigning grades and, at times, was a biting critic. Still in Foam and 
Chaos he writes: 
Design is a personal activity and springs from the creative impulse of an individual. Group 
design or design by committee, although occasionally useful, deprives the designer of the 
distinct pleasure of personal accomplishment and self-realization. It may even hinder his or 
her thought processes, because work is not practiced under natural, tension-free conditions. 
Ideas have neither time to develop not even the opportunity to occur. The tensions 
encountered in original work are different from those caused by discomfort or nervousness. 
(Rand 1993 p.19) 
While Rand directs this statement at the question of individual or group creativity, it is 
clear that he sees an internal reward system that creates a pleasure in accomplishment, and 
external pressure is not desired. His reasoning is sound; group creativity can not release 
neurotrophins, adrenaline, acetylcholine, dopamine, and serotonin in someone else's brain. 
Shared creativity probably doesn't have the same impact in the innate reward system of the 
brain. Learning to find the intrinsic motivation of the brain, and in so doing, move away 
from rejection of novelty is the central learning task of creativity. 
Whether the playful moment leads to a good or a bad design is not important; on the contrary, 
what is essential is that the designer retains this moment, which is stored for use. Therefore, 
we can conclude that play always leads to learning, and can be considered, as Rand believes, 
an implement for design education. (Golec in Heller 1998 p.105) 
What is important is that the design student has learned the preference for overcoming 
rejection of novelty, and recalling that experience can revisit it. 
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Conclusions 
The texts, I examined. contained abundant references to the three neuropsychological 
concepts identified earlier: overcoming rejection of novelty, strengthening divergent neural 
pathways, and developing an affinity for creative thinking through intrinsic motivation. 
Often the pedagogues that were studied seemed quite aware of purpose and effect of the 
theories they articulated. At other times, significant practices developed by happenstance 
or reasoning less consistent with the neuropsychological explanation. Perhaps these 
pedagogic references were plentiful because the concepts we had chosen were so central to 
our understandings of creative thinking. Still the relationships established here will provide 
a foundation for further interpretation of neuropsychology in applied creativity disciplines. 
Similarly, neuropsychologicts, such as LeDoux, Damassio, Fuster, and Goldberg, will find in 
studies such as this, a new source of support for their work. 
The strategies by which major design pedagogies overcome rejection of novelty might 
best be described as dialogs. These are narratives that justify novel behaviors. At the 
Bauhaus, the dialog was a function of the post-war culture which necessitated that everything 
be rebuilt in a new way. Inherent in this philosophy was a rejection of past or existing 
behaviors. Rejection of novelty has been identified in two formats, individual and social. At 
the Bauhaus, the widespread cultural support for change created a dialog that rejected the 
old and upheld the new. A second dialog at the Bauhaus further empowered the individual 
to overcome rejection of novelty. This second Bauhaus dialog was revolution or rebellion. 
The revolutionary mindset allowed the individual to reject the societal pressures and choose 
another direction. 
Transplanted to Chicago, the Bauhaus dialogs were only partially successful, largely because 
cultural support for either total change or revolution was lacking. Moholy was able to build 
on the natural rebelliousness of youth to establish the revolutionary dialog — to some extent. 
In contrast, the Ulm School was established in a culture sufficiently similar to the one which 
fostered the Bauhaus philosophies that the same dialog for overcoming novelty rejection was 
also effective at Ulm. The old is undesirable; all things, from spoon to city, must be made 
new. 
Both Cranbrook and the Rand Studios surmounted this problematic cultural dependence of 
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novelty dialogs by different means. Cranbrook created a world apart, a culture of their own, 
in which the societal value was novelty rather than rejection of it. Cranbrook was described 
as both a utopian society and a monastery. Interestingly, references to a retreat or monastic 
existence were discovered in all of the major pedagogies I studied. A second dialog also was 
present at Cranbrook. This was a kind of fantasy dialog, a sense of "let's pretend," fostered 
by Saarinen himself. Still another aspect of the Cranbrook approach to overcoming novelty 
rejection was the powerful modeling effect made possible by faculty in residence. When the 
leadership actively demonstrates creative activities and pursues novelty, a new expectation is 
created. 
Paul Rand's approach to overcoming rejection of novelty was the famous "play principle." 
Rand wanted his students to regard design much like a game to be played. The "play 
principle" accesses a fundamental human attitude that what is play is less real, and also less 
restrictive. "Play," also includes a sense that the activity should be, at some level, fun. If 
we speak of, for example, a playhouse, what comes to mind is not a large domicile with all 
its responsibilities, but a small, cute little construction that is much less real than a house, 
and more amusing. There is something in the word, "play," that harks back to a childhood 
existence. Itten would have said that the childhood element to be recaptured was innocence. 
More likely, the target is the ability to experience things again as novel. Rand's "play 
principle," frees pedagogy from cultural dependence by accessing a fundamentally human 
quality. Very possibly there are other such dialogs that could be incorporated into design 
pedagogy, now that we understand the goal. 
The study of divergent thinking probably produced the most plentiful references in the 
studied texts. Perhaps there was more theoretic support for divergence than for our other 
topics, at least in the time periods in which the various pedagogies flourished. Certainly 
Maslow and Dewey had supported divergence as did our earlier quote by Poincare. 
Divergent thinking strategies were of at least three sorts: laterality, analogical reasoning, and 
dual starting points. Laterality involves accessing and unifying thought processes across 
the two hemispheres of the brain. Analogic reasoning involves establishing relationships by 
association, possibly, but not necessarily including laterality. Analogic reasoning probably 
results from the cross-activation of brain networks. The dual starting points strategy initiates 
divergent thinking from two points of departure and requires that the individual discover 
some common ground or relationship between the two concepts. Because divergent thinking 
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is the kind of thinking that Goldberg has characterized as intermodal, it is more likely to be 
initiated in the right hemisphere, and more likely to begin with a novel or emotional stimulus. 
Art/Design programs that feature interdisciplinary and multidisciplinary curriculae tend to 
strengthen and encourage divergent thinking skills. Although laterality has probably been 
the most productive strategy to engage divergent thinking skills, a measure of balance is 
probably a more ideal situation. 
The Bauhaus used laterality as its primary divergent thinking strategy, in addition to a 
interdisciplinarity and a general broadening of the knowledge base. Bauhaus students had a 
common foundation course which required that the student gain some understanding of all 
the design disciplines. We have tended to focus on the intuitive use of materials and visual 
principles that were important components of the basic course. The interdisciplinary quality 
of the course and the laterality that was incorporated by Itten and Moholy-Nagy may be the 
undiscovered essentials of the Bauhaus basic course. While the laterality of the Bauhaus 
program was largely unintentional, it was none-the-less a potent force. Initially, the laterality 
was between the emotional influence of Itten, balanced by Gropius's architectural rationality. 
Very soon, however, another very powerful influence arrived in Weimar, Theo Van Doesburg. 
Van Doesburg with his De Stijl aesthetic constituted a perfect balance to the Expressionist, 
Itten. 
The unification of thought between the "rational," and the "intuitive," was one of the 
definitions of creativity that gained popularity in the first half of the twentieth century. 
Later, when Moholy-Nagy became master of the basic course, laterality continued, but 
between spatial thinking and the rational requirements of pure form, functionalism, and 
constructivism. In addition to interdisciplinarity and laterality, the Bauhaus maintained an 
impressive evening lecture program that served to broaden the knowledge base of students 
and faculty alike. The topics of this lecture series ranged from Physics to Psychology, to 
Music and Dance. 
When he designed the curriculum for the Chicago Bauhaus, Moholy-Nagy went well beyond 
the German Bauhaus by insisting that a full broad based education be integrated with design 
program. 
Where Ulm was better able to build on the Bauhaus's program to overcome rejection of 
novelty, the Ulm School found it more difficult to maintain the balance that must constitute 
laterality. While the Ulm School did dabble with semantics as a source of laterality, in time, 
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excessive emphasis on the rational made it difficult to maintain laterality as a source of 
divergent thinking. 
The divergent thinking incentives at Cranbrook utilized semantics as a source of laterality, 
and developed the dual starting points strategy to a new level. Cranbrook used a lecture 
series as the Bauhaus had done, and in recent years has added humanities classes. 
Multiculturalism and variety of thinking styles were features of the Cranbrook program, 
though not to the point of conflict as we observed at the Bauhaus and Ulm. The advantages 
of multiculturalism and semantics are similar, and both are similar to foreign language study. 
Language is, in its essence a process of establishing relationships between an experience 
and a sound. Later, the sound will also be associated with a letter form. The experience, 
is initially novel, as is the sound that becomes associated with it. The process of learning 
a language is the process of creating a connection between sound and virtually every 
phenomenon in the environment. This is the semantic process, the process of establishing 
meaning. Exposure to another culture, especially when another language must be learned, 
creates a multitude of novel experiences, and forces the student to the first level on the 
taxonomy of novelty. The relationship between the visual stimulus and the learned meaning 
is, therefore, a powerful source of laterality. The study abroad programs prevalent in so 
many modern universities continue to access this approach advantageously. Cranbrook's 
approach to semantics involved establishing relationships between meaning and visual 
representations, often the reverse of the usual flow: given the meaning, or meanings, the 
student was to develop a visual representation of it. 
Paul Rand's pedagogy also utilized the semantic, as a source of laterality. Like other 
practitioners of his time, Rand believed in the unification of the rational and the intuitive, 
and that talent could not be taught. Unlike the other schools in our study, Rand did not care 
for broad based educational foundations, but his students may have received just such a 
foundation against his wishes. Rand's approach to strengthening divergent thinking was a 
well constrained assignment. His pedagogy centered mostly between levels two and five of 
the novelty taxonomy, with particular emphasis on level five. 
Motivation may be the area in which neuropsychology has the greatest contribution to make 
in building stronger design pedagogies. Most of the practitioners had a general intuitive 
understanding that there is an inherent satisfaction in creativity activity, and even a personal 
drive to create that should not be encumbered. A clear cut description of the exact nature of 
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this reward system has been lacking until recent neuropsychology research began to describe 
the chemical properties of reaction to novelty and the formation of new connections. In fact, 
reacting to novelty and motivation are interrelated concepts. We might, therefore, dare to 
describe the goal of the educational practitioner: 
The goal of the educator who deals with creative processing skills is to overcome 
rejection of novelty and allow the student to experience the innate reward 
system of creative thought. It will be necessary to do this it in such a way that 
the experience is more positive than negative. The effectiveness of this process 
will vary with the individual, depending on the number and nature of previous 
experiences. In a sense developing a preference for, and proficiency in, creative 
thinking is a matter of developing confidence in one's ability to react to novelty. 
Reaction to novelty appears to be foundational to the production of novelty. I have suggested 
a reasonable continuum between reaction and production and from production to intentional 
production. The transitions between reaction, production, and intention are areas where 
design educators might focus future research. Observation of individual students and class 
groups will help to determine the transitional stage of a given class, and might be used as 
a guide to project development. A general rule in sequencing learning should be that the 
we might expect the student to advance from reaction to novelty toward intentional and 
intrinsically motivated production of the novel. 
Intrinsic motivation of two sorts is condusive to creative activity, motivation intrinsic to 
the individual and motivation intrinsic to the activity. Amabile has described a personal 
passion for an activity, which parallels Kirton's innovator behavior. Students motivated in 
this way, presumably would come equiped with all the motivation required to complete a 
project from the outset. A second level or type of intrinsic motivation is the latent emotional 
potential inherent to a given activity. This is a kind of motivation students might discover 
in a carefully planned project. The intrinsic reward of most communicative activities is to 
be understood. We have already established that the intrinsic reward of creative activity is a 
feeling of exhilleration. 
If all learning proceeds from the novel to the familiar, then learning should begin with a 
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stimulus which is perceived as novel. Failure to present the novel will impede learning. If 
there are no new connections to be made, no learning is required. 
We have determined that the foundational concepts emerging in the neuropsychological 
and psychological studies of creativite thinking correlate closely with the foundational 
concepts of at least three major design pedagogies. This seems to indicate that theory and 
practice relationship does, in fact, exist between the two disciplines. Design educators can 
look to neuropsychology as a source of new ideas, and neuropsychology can look to design 
pedagogy as a source of verification. 
Implications for Contemporary Practice 
The implications of this study for those interested in design pedagogy are probably more far-
reaching than time and space will permit at this time. The knowledge and energy of many 
more practitioners will be needed to refine the potential implications of neuropsychology in 
design pedagogy. I have only made a beginning. 
It would seem that schools of design are characterized most clearly by the dialog that 
facilitates overcoming rejection of novelty in their unique situation. We have learned that 
these dialogs are supported by culture, on a large or small scale; or on basic human qualities 
such as Rand's "play principle." Probably more such dialogs are possible; we have only to 
discover them. Each school or educational philosophy should examine its own native culture 
and extract from it the dialogs and values that will enable individuals within the culture to 
overcome rejection of novelty. Planning a message within a known culture is the nature 
of the design process. Curriculum planning is design; it is time to design our curricula in 
such a way that we address overcoming rejection of novelty. If we do this with a reasonable 
understanding of the native reward system, motivation will be implicit. 
Strengthening divergent thinking is one of the areas in which contemporary schools of design 
appear to be effectively addressing the needs of creative thought. Liberal studies programs, 
multiculturalism, and study abroad programs all have the potential to strengthen divergent 
thinking. Liberal studies strengthen divergent thinking skills by increasing the knowledge 
base which, in turn, increases the amount of material that may possibly be connected. 
Multiculturalism and study abroad programs expose the students to different world views, 
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and consequently different thought patterns about reality. The studio environment is 
probably most effective when genuine interaction occurs between individuals who have 
different ways of thinking. Another significant factor in shaping the effectiveness of the 
studio environment would be the presence of an instructor who models creative behavior for 
his or her students. In this respect, the guild style studio probably excelled. 
Motivation in current practice is understood here and there at an intuitive level. Few design 
pedagogues offer incentives and other artificial motivations. In all probability pedagogues 
in creative practice are aware that they are personally motivated by a personal sense of 
satisfaction and that other rewards seem unnecessary. Some schools of design are subject to 
an ongoing debate about the value of grades. It seems that once the student has reached the 
turning point where intrinsic motivations overcome rejection of novelty and somatic markers, 
so that a preference for producing novelty is established, grades may lose their value. Up 
until the time a student reaches that point, some intermediary motivation may be necessary. 
Intermediary motivations would be an excellent topic for discussion among design educators. 
It should be apparent that creativity can not be learned, because everyone is born with 
that innate ability. If we weren't hardwired to react to novelty and make new connections, 
learning would never occur. Amore accurate statement would to be that creativity can be 
developed, and the preference for novelty is a product of past experience. It will take longer 
for some to overcome existing somatic markers than others, but with careful cultivation, the 
natural reward system of the brain will produce a preference for creative thought. 
While the texts studied did not provide sufficient evidence for a thorough examination of 
the topic, it would seem that the most effective schools of design also covered the broadest 
range on the taxonomy of novelty. The Bauhaus and Ulm were particularly noteworthy in 
their ability to span this range. Ulm's practice of placing the student immediately in relevant 
novel situations by means of a haircut and the construction of a functional stool are evidence 
that the curriculum had reached level one of our taxonomy. The Bauhaus achieved a similar 
result with the unique Bauhaus dress, and Itten's Mazdaznan culture and theatrical teaching 
style. The Bauhaus novelty dialog took the students to the upper level of the taxonomy, 
intentional novelty. Perhaps current practice should reexamine the freshman course of study 
as the most opportune time to increase the student's ability to react to novelty. Otherwise 
individual teaching methodologies might seek to create novel situations. I am reminded of 
an assignment in which my major professor assigned an oversized newspaper layout. The 
students immediately rejected the assignment, because it was novel. Having created the 
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novel situation, however, will bring the students to an entry level on the taxonomy of novelty 
and give them the opportunity to experience the genuine rewards of creative activity. 
Areas for Additional Research 
In addition to initiating an ongoing discussion that will one day make it possible to 
understand teaching for creativity, the present study implicates a number of areas for further 
research. 
Because the correlation between the findings of neuropsychology and pedagogic practice 
was so strong, it seems appropriate that other concepts of neuropsychology also will find 
potential applications among creative practitioners. Among these concepts, those that 
seem particularly promising are the flow of leanling from novel to routine, the influence of 
laterality, synchrony of systems, and the role of the frontal lobes. 
This paper has examined three, or perhaps five, schools that are widely accepted as landmark 
pedagogies in design education. The criteria seemed effective in defining the nature of the 
school, and highlighting its strengths. A logical next step would be to apply the same criteria 
to other educational institutions as a means of understanding the actual learning process in 
our educational institutions. 
The taxonomy of creativity, outlined only roughly at this time should be refined and tested 
as a possible teaching methodology. Discussions and observations of other practitioners are 
particularly welcome m this area. 
Next, the relationship of visual creative processing to verbal creative processing is an area 
that requires further investigation. If the factors identified here for visual creativity are, in 
fact fundamental to creative thought, there should be evidence that similar fundamentals 
affect verbal creativity. 
We have observed earlier that ancient languages were less sequential in nature, and more 
inclined to use linguistic markers to clarify the relationship of one word to another. The 
development of sequence as a linguistic marker may relate to a shift in thinking style 
preference. The sequential evolution of language should be examined in relationship to 
visual behaviors. The history of visual preference is another topic of interest. 
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Foreign language study forces the student to develop new lateral connections. It would be 
interesting to do a study of second language proficiency among creative practitioners and 
include in that study the age at which the second language was acquired. 
If a suitable comparative measure of creativity can be defined, we have noted earlier that the 
effects of conflicting philosophies at the Bauhaus merit further investigation. Did the most 
productive periods of time at the Bauhaus parallel the times of conflict between Itten and Van 
Doesberg or the transition from Itten to Moholy-Nagy? In fact, the work produced during 
those particular periods of time and the subsequent lives of students who experienced these 
conflicted philosophies would be an interesting study even without a an assessment tool. 
This paper has already noted that intermediate motivations merit research and discussion by 
educational communities in creative disciplines. 
Finally, this study has questioned earlier whether or not the ability to overcome rejection 
of novelty will persist into maturity, when the ability to overcome rejection of novelty is 
based on youthful rebellion. We know that once the student discovers the natural motivation 
inherent in processing novelty, the preference is developed —rapidly or slowly depending on 
somatic markers. However rebellion and revolution will tend to create additional somatic 
markers as the individual progresses through life. It would be interesting to study one or 
more such individuals should the opportunity arise. 
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An Excerpt from the Visual and the Textual 
Jane Venes 
2004 
Structuralism and the linguistic analogy have always been linked to Freudian psychology, 
a fact that has perhaps precluded other interrogations of the linguistic analogy. Since much 
of Freud's thinking is now considered fantasy in psychological practice, I propose to take a 
new look at the relationship of language to image based on more current psychological and 
neuropsychological concepts. I will propose that text or language and image are opposite 
ends of the same continuum. Let me explain this in terms of the fundamental structure of the 
human brain. 
Antonio Damassio has noted that primordial representations of the body in action would 
be based upon a spatial and temporal framework on which other representations could be 
grounded. (235) This observation will provide us with a simplistic means of characterizing 
the duality of brain function. Stated more simply, the basic organism needs at least two 
representations, time and space. The reason must be that these two representations give the 
organism a sense of where it is relative to other objects, predators, and prey. Considering 
the qualities of space and time, space in organized radially, which is to say reaching outward 
simultaneously in every direction. Time, on the other hand, is organized sequentially, one 
event after another moving forward or backward in linear fashion. LeDoux has characterized 
this same process as the "what and where" pathways. The "what" thought pathway identifies 
the object encountered while the "where" pathway establishes its location (181). We are 
aware that spatial thinking is typical of the right hemisphere of the human brain while linear 
thinking is more characteristic of the left hemisphere. We are equally aware that language 
is primarily a function of the left hemisphere while spatial thinking is more commonly a 
function of the right hemisphere. 
That one hemisphere (in most cases, left) is more intimately linked to language than the other 
has been known for many years. Paul Broca and Carl Wernicke demonstrated in the second 
half of the nineteenth century that isolated lesions of the left hemisphere drastically interfere 
with language (Goldberg 40). 
This should not surprise us. Language is sequentially dependant. Are you going is not the 
same as you are going, and Alice gave Fred an apple is not the same as Fred gave Alice an 
apple. This sequential quality is found in nearly all languages to a greater or lesser degree. 
Semantics, is therefore at least somewhat dependant on syntax. As tempting as it may seem, 
we should not be satisfied to enumerate the functions of the right and left hemispheres and 
believe we understand the brain. The brain may have two halves, but the two halves are 
elaborately interconnected and intended to function as one unit. 
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Of course, under normal circumstances the two hemispheres interact and share information 
owing to the massive fiber bundles connecting them, called the corpus callosum and the 
commissures (Goldberg 47). 
The separate spatial and sequential processing centers are simply the most efficient way to 
process information. 
Stephen Grossberg, one of the pioneers of neural-net modeling, discovered that the 
computational efficiency is indeed enhanced by the splitting of the system into two parts, one 
dealing with novel inputs and the other with routine inputs (Goldberg 45). 
In fact, the evolutionary inventiveness of humankind has adapted the spatially oriented right 
hemisphere to serve a number of thought functions, almost always those dealing with radial 
thought patterns: divergent thinking, holistic thinking, emotion, and dealing with novelty (as 
opposed to routinization) to name only a few. The synaptic structures of the two hemispheres 
are functionally different, but intricately linked. How then, does this affect the relationship 
of the textual to the visual? Each side of the brain processes the same experiences, and 
under normal circumstances the hemispheric linkage is structured to share, compare and 
assemble incoming information. Because the brain's hemispheres have similar (though not 
identical) structure, the interhemispheric connections are inclined to link one of a pair of 
parallel hemispheric structures to the other. We might infer that the right hand actually does 
need to know what the left hand is doing. The interesting thing about the human brain is that 
language has replaced spatial processing in that particular region of the brain. 
The human brain is bigger than that of other animals (relative to our body size) and also 
seems to have undergone some reorganization. For example, the neural mechanisms 
underlying the perception of spatial relations is present in both hemispheres of other primates; 
it is mainly on the right side in humans. This implies that spatial perception was forced from 
the left during the language invasion of human synaptic territory (LeDoux 303). 
The neural connection flows naturally from the image and spatial perception to the linguistic 
centers and vice versa. If we imagine two telephone conversations, Ann with Alice and Betty 
with Barb, shall we conclude that Ann is unrelated to Alice because they are at opposite ends 
of the same line, or is it more logical to conclude that Ann is unrelated to Betty because they 
are not on the same line? If we conclude that the first of these two possibilities is true, then 
we must also admit that image and language are related because they are at opposite ends of 
the same connection. Image and language/text naturally relate to one another; seeing and 
naming are fundamentally connected human behaviors. We should not assume, however 
that this is a clear cut relationship, it has already been established that simple naming also 
exists in the right hemisphere; it is the syntactic and therefore semantic relationships that are 
normally processed in the left hemisphere. 
The right hemisphere disconnected in this manner possesses considerable capacity for 
perceptual functions, notable in the visuospatial domain. In the language domain, it possesses 
a degree of comprehension of speech as well as lexical and pictorial semantics. However, it 
can barely read —one letter at a time —and cannot generate or organize speech or writing. It is 
practically deprived of syntax (Foster 188). 
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At this point, the linguistic analogy unravels. We have noted that linguistics is the scientific 
study of the parts-to-whole relationships in language, relationships such as semantics and 
syntax. 
Research has proven that the organizational properties of language are primarily functions 
of the left hemisphere. Therefore linguistics is opposite visual spatial thinking. Goodman 
is correct in theorizing that art can not be linguistic because it is holistic, and Summers is 
correct in his allegation that image is not linguistic because it is spatial. On the other hand, 
the linguistic is not unrelated to language. Contrary to Foucault, image is the complement of 
text. Humankind has derived great benefits from the ability to name experience. 
No doubt one of the reasons human cognition is so powerful is because we have language in 
our brains, which exponentially increases the ability to categorize information, to chunk. A 
whole culture for instance can be implied by a name (LeDoux 177). 
The ability to "chunk" information expands the capability of short term memory, which 
normally can only accommodate seven items. Groups of items, however, function as a single 
item. The ability to "chunk" means that large concepts can be manipulated mentally. 
