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a b s t r a c t
Facebook is currently the most popular social networking site in the world, providing an
interactive platform that enables users to contact friends and other social groups, as well as
post a large number of photos, videos, and links. Recently, many studies have investigated
the effects of using Facebook on various aspects of education, and it has been used as a
learning platform for sharing auxiliarymaterials. However, not all of the auxiliarymaterials
posted may conform to the individual learning styles and abilities of each user. This study
thus proposes a personalized auxiliary material recommendation system based on the
degree of difficulty of the auxiliary materials, individual learning styles, and the specific
course topics. An artificial bee colony algorithm is implemented to optimize the system. The
results indicate that this method is superior to other schemes, and improves the execution
time and accuracy of the recommendation system in an efficient manner.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, social networking sites (SNSs) have become very popular around the world, promoting relationships
among users and helping individuals to share their ideas,messages, events, and interestswith friends [1,2]. Themost popular
SNSs currently include Facebook, Twitter, MySpace, Plurk, and Google Plus. Most of these provide users with e-mail and
instant messaging services, as well as profiles, including information such as personal background, and interests. Moreover,
social networking sites have become very popular as e-learning tools, and provide a novel platform for constructing
knowledge via collaborative learning [3].
Facebook is the most widely-used social networking site, and supports a number of interactive features to build
relationships with individuals and various social communities [4]. One reason for its success may be that the site provides
more resources to users than other social networking sites, such asMySpace and Friendster, and allows developers to add to
these with the use of relatively simple application programming interfaces [5,6]. According to data on the official Facebook
website, there are nowmore than 800million active users, with eachmember having 130 friends on average, and an average
user being connected to 80 community pages, groups and events [7]. The site offers users a personalized webpage that can
be used to give information about their background and interests, and supports multiple forms of communication, such as
e-mail, instant messaging and a wall on which users can post their own personal messages, which their friends can then
comment on. Moreover, users can also create an activity, and invite their friends to join it [8,9].
Facebook is used for many purposes in addition to maintaining relationships, including education, entertainment, work,
and political activism [10]. Recently many studies have explored the application of Facebook to education, and the results
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Fig. 1. Flow chart of the ABC algorithm.
indicate that social networking services can promote emotional communication and help people to build and maintain
relationships [11]. For example, Garrison and Kanuka indicate that learners can build knowledge, gain meaningful learning
experience and enhance their elaborative faculties through the community-based learning that can occur in this context [12],
while Kabilan et al. show that students can use Facebook to develop their creativity and communication skills [13]. Social
networking services are thuswidely seen as appropriate for use in collaborative learning projects, which encourage students
to engage in communication to enhance their creativity. Facebook has also been used as a virtual classroom for language
learning, andhas nowbecomeboth a communication and entertainment platform formany, if notmost college students [14].
Integrating multimedia materials into an interactive system on a social network can enhance students’ learning
motivation and promote their learning performance [15,16]. Facebook provides a personal wall for users to share ideas
andmultimediamaterials with friends, such as articles, pictures and videos [17]. These walls are thus a convenient platform
for sharing auxiliary materials for many professional courses, although such materials may not meet the learning needs of
all the individuals involved. In addition, the auxiliary materials are unlikely to be based on the individual learning styles of
the learners, which can reduce their effectiveness. A few studies have already examined systems to combine multimedia
materials and Facebook functions by using Facebook development tools [18]. However, to avoid learners being overwhelmed
with unsuitable material, it is necessary to develop an auxiliary material recommendation system that can consider the
learning styles of users and the difficulty of thematerials in order tomakemore effective use of this potentially very powerful
platform.
Recommending suitable materials by using the learning styles of users and the difficulty of the materials is a complex
combinatorial problem that needs to take into account many design parameters. Various approaches have been proposed
to deal with such combinatorial problems, and in recent years artificial bee colony algorithms have attracted increasing
interest [19]. Karaboga suggested that the performance of an artificial bee colony algorithm is better than, or at least similar
to, that of a particle swarm optimization algorithm (PSO), genetic algorithm (GA), and evolution strategy (ES) [20].
In this study, we constructed an auxiliary learning materials recommendation system on Facebook based on both visual
and verbal learning styles, according to the results of a learning style questionnaire [21]. The difficulty of auxiliary materials
was also considered, based on constructivist theory, in order to recommend appropriate materials and achieve better
personalized learning [22]. The proposed auxiliary materials recommendation system can record students’ course interests
by observing user behavior with regard to the learning activities on Facebook, and an artificial bee colony algorithm can
then select appropriate auxiliary materials based on their difficulty, user interests, course topics and a learner’s individual
learning style, thus enhancing the learning effects of the system.
2. Artificial bee colony (ABC) algorithm
Karaboga proposed the ABC algorithm to find near-optimal solutions [18]. The ABC algorithm uses swarm intelligence
to solve optimization problems [23]. Swarm intelligence, such as that seen with particle swarm optimization and the
ant algorithm, mimics the foraging behavior of a group of organisms in the real world to solve large-scale optimization
problems [24–28]. Swarm intelligencehas been successfully applied to various fields, such as scheduling problems, nonlinear
problems, network security, and e-learning problems [29–32]. The procedure of the ABC algorithm is shown in Fig. 1.
First, the algorithm uses employed bees to search randomly for food sources. The amount of nectar at each selected food
source is equal to its fitness value. Second, each employed bee finds a new food source near the original one and shares the
information with onlooker bees. Third, based on the probability of the amounts of nectar at the food sources, an onlooker
bee chooses a food source area, shown in (1):
Pi = F(θi)E
k=1
F(θk)
(1)
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where θi is the position of the ith employed bee; F(θi) is the fitness value of the position of employed bee i, 1 ≤ i ≤ E, where
E is the number of employed bees; and Pi is the probability of the position of employed bee i. The onlooker bee then finds a
new food source near the original one and obtains the amount of nectar using (2):
xig(t + 1) = θig(t)+ φ(θig(t)− θkg(t)) (2)
where g is the dimension of the position in a space; k is the randomly selected employed bee; t means the number of
iterations; φ() indicates a random value in the range [−1, 1]; θig is the position of dimension g of onlooker bee i; θkg is the
position of dimension g of the randomly selected employed bee; 1 ≤ i ≤ E; 1 ≤ k ≤ E; and 1 ≤ g ≤ G. Moreover, if a
specific food source keeps being selected in a continuous predetermined number of iterations, then it will be abandoned by
an employed bee. This predetermined number of iterations is called the limit, and when this is reached, the employed bee
becomes a scout bee that randomly searches for a new food source by using (3), and then becomes an employed bee again.
θig = θigmin + δ × (θigmax − θigmin) (3)
where δ is a random value in the range [0, 1]. Finally, a new fitness value is produced and is compared to the old one to
determine the best fitness value. The procedure is repeated from the second step until a termination condition is satisfied.
3. Personalized auxiliary material recommendation systemmodel
The proposed model defines a fitness function of the ABC algorithm that contains the interests and behaviors of users on
Facebook, as well as the popularity of the materials. There are four variables used to search for suitable materials: (1) the
main topic of interest, (2) learning style, (3) number of ‘‘likes’’ the material has, and (4) the difficulty of the material. Before
the proposed system is described, the important variables are listed, as follows.
• si, the selection of a post i, 1 ≤ i ≤ N .• mi, the selected post i, 1 ≤ i ≤ M .• u, the number of topics of interest, 1 ≤ u ≤ K .
• aik, the element of matrix A, the number k of the topic of interest in a post i, 1 ≤ i ≤ N , 1 ≤ k ≤ K .• b1k, the element of matrix B, the number k of the topic of interest to a learner, 1 ≤ k ≤ K .• ri, the relationship between the topics of interest and the selected post i, 1 ≤ i ≤ N .• l, the number of learning styles of a learner, 1 ≤ l ≤ T .
• xit , the element of matrix X , the number t of the type of learning style of a selected post i, 1 ≤ i ≤ N , 1 ≤ t ≤ T .• y1t , the element of matrix Y , the number t of the type of learning style for a learner, 1 ≤ t ≤ T .• ti, the relationship between the types of learning style and the selected post i, 1 ≤ i ≤ N .• pI , the punishment factor for a selected post about a topic of interest.• µ, the degree to which the content of selected posts and the preference of a learner are related.
• ei, the number of ‘‘likes’’ that a post i has, 1 ≤ i ≤ N .• G(ei), the sigmoidal membership function for transforming the number of ‘‘likes’’ ei of a post i has into a proportional
level.
• σ , the degree of popularity of the selected posts.
• di, the difficulty of the selected post i, 1 ≤ i ≤ N .• Tcurrent , the current ability of a learner.• Ttarget , the target ability of a learner.• H(di), the membership function for transforming difficulty level di into a proportional level.• pD, the punishment factor for a selected post in relation to a difficulty level.• π, the degree of difficulty of the selected posts.
• F(s), the fitness function of the proposed system.
The system relies on the following assumption to construct a fitness function. Assume the system selects M posts,
m1,m2, . . . ,mi, . . . ,mM , to recommend from a database containing N posts in total, M ∈ N . The post si is selected based
on the specific preferences of a learner and the popularity of the material. Suppose that topic u is of interest to a learner, u is
set to 1 in the related element b1k of matrix B that is a 1×K array, where k is equal to topic u. Matrix A that is an N×K array
is used to indicate the relevance which post i has in relation to topic k. The corresponding relevance of post ri is presented
as follows.
ri = Ai×K × Btr1×K . (4)
When the post i matches the topic u, ri is set to 1. Similarly, suppose that learning style l for a learner is determined by
a learning style questionnaire, l is set to 1 in the related element y1t of matrix Y that is a 1 × T array, where t is equal to
learning style l. Matrix X that is an N × T array is used to indicated the relevance which the learning style of post i has in
relation to the learning style t . The corresponding relevance of learning style for post ti is presented as follows.
ti = min(1, Xi×T × Y tr1×T ). (5)
When the post i matches the learning style l, ti is set to 1. To determine the relevance of posts and the preferences of a
learner, the degree of preference relevance µ is calculated using (6), where parameter pI is the punishment factor, and χ is
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a constant that ensures µ is reasonable.
µ =
N
i=1
(si × pI × (1− ri)× (1− ti))
max

N
i=1
(si), χ
 , 1 ≤ i ≤ N. (6)
Next, the system considers the popularity of each set of posts by using the number of ‘‘likes’’. To control the degree of
popularity, the number ei of ‘‘likes’’ for a post is transformed into a proportional level by using a sigmoidal membership
function G(ei), shown in (7).
G(ei) = 11+ exp−0.5(ei−5) . (7)
Eq. (8) calculates the relevance σ of the relationship between the selected posts and the number of ‘‘likes’’, where
parameter α is a constant that ensures σ is reasonable.
σ =
N
i=1
(si × (1− G(ei)))
max

N
i=1
(si), α
 , 1 ≤ i ≤ N. (8)
In addition, the difficulty di of each set of posts is used to provide suitable materials to a learner. The auxiliary materials
are handled by teachers and specialists. When the materials are collected and recorded into the database of the system, the
teachers divide the collected materials into different levels according to their professional abilities and curriculum design
needs. The learner can set the level at their current one Tcurrent , and the system then sets a target level Ttarget that is higher
than this Tcurrent . To select a post which has a difficulty di between Tcurrent and Ttarget , the membership function H(di) is used
to determine a suitable post. When difficulty di is between Tcurrent and Ttarget , H(di) is set to 0. To determine the relevance of
posts and their difficulty, the degree of difficulty relevance π is calculated using (9), where parameter pD is the punishment
factor, and β is a constant that ensures π is reasonable.
π =
N
i=1
(si × pD × H(di))
max

N
i=1
(si), β
 , 1 ≤ i ≤ N. (9)
The formula F(s), below, is the formal definition of the fitness function for the personalized material recommendation
system, where s indicates all the selected posts for the fitness function.
F(s) =
N
i=1
(si × pI × (1− ri)× (1− ti))
max

N
i=1
(si), χ
 +
N
i=1
(si × (1− G(ei)))
max

N
i=1
(si), α
 +
N
i=1
(si × pD × H(di))
max

N
i=1
(si), β
 . (10)
4. System architecture
The personalized auxiliary material recommendation system is built on Facebook to help learners search for suitable
materials based on the following four criteria: learning style, interest, popularity of material, and difficulty of material,
as shown in Fig. 2. The auxiliary material database stores all the materials and records the keywords of interest, amount of
‘‘likes’’, anddifficulty. Before using the system, a questionnaire is used to evaluate the learners’ learning styles.When learners
want to use the system, they can select a topic of interest and the level of difficulty. The keyword method is used to find the
topic of interest in the system, while the amount of ‘‘likes’’ represents the popularity of thematerial. The difficulty is divided
into ten levels. After the settings are chosen, the system uses the ABC algorithm method to list the results automatically in
the Facebook interface, as shown in Fig. 3.
5. Experimental results
Anevaluation of theproposedpersonalized auxiliarymaterial recommendation systemwas conducted to compare fitness
values and execution times in three scenarios: (1) the ABC algorithm vs. the random search method, (2) the 500 iterations
with various numbers of bees, and (3) 40 bees with various numbers of posts. The database included ten datasets in which
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Fig. 2. The architecture of the proposed system.
Fig. 3. User interface of the proposed recommendation system.
the number of posts ranged from 200 to 2000, and the number of selected posts was 10. For the ABC algorithm, the number
of bees ranged from 20 to 100. Themaximumnumber of iterationswas 1000, and the limit number of the ABC algorithmwas
fixed at 100. Every dataset was examined ten times by the ABC algorithm and random search method in the experiments.
Tables 1 and 2 show the results of the fitness values and execution times obtained from the ABC algorithm and the
random search on ten datasets. The fitness values from the random search method were all about 0.62 at 1000 iterations,
while those obtained from the ABC algorithm were all under 0.28 at 500 iterations. The results thus show that the ABC
algorithm is more effective than the random method. The execution time of the ABC algorithm was acceptable, and the
average maximum execution time was under 4 s.
In the second scenario, the experiment used various numbers of bees to examine the impact on the performance of the
ABC algorithm. Figs. 4 and 5 show the average fitness values and execution times with 500 iterations and different numbers
of bees. The results show that the fitness value decreased with the number of bees. The difference in the best fitness value
was under about 0.02 when the number of posts was 100, while the difference was under about 0.05 when the number
of posts was 1000. The results thus show that the number of bees had a small impact on the performance, and that the
execution time increased at a constant rate with the number of bees.
In the third scenario, the experiment used various numbers of posts to examine the performance of the ABC algorithm.
Figs. 6 and 7 show the average fitness values and execution times with 40 bees and three datasets. The results show that
the fitness value fell rapidly to below 0.3 before 100 iterations, and then decreased slightly until 400 iterations, remaining
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Table 1
Comparison of average best fitness values for the random search method and the ABC algorithm.
Number (posts) Randommethod (iterations) ABC algorithm (number of bees/number of iterations)
1000 20/500 20/1000 40/500 40/1000 60/500 60/1000
200 0.624 0.260 0.251 0.241 0.239 0.238 0.235
400 0.648 0.150 0.119 0.129 0.123 0.127 0.118
600 0.622 0.110 0.105 0.126 0.111 0.109 0.095
800 0.650 0.127 0.106 0.110 0.084 0.105 0.092
1000 0.627 0.100 0.087 0.098 0.089 0.105 0.087
1200 0.631 0.113 0.096 0.092 0.083 0.090 0.078
1400 0.648 0.111 0.092 0.102 0.084 0.087 0.081
1600 0.651 0.112 0.093 0.104 0.087 0.082 0.079
1800 0.623 0.110 0.093 0.092 0.086 0.082 0.078
2000 0.622 0.107 0.092 0.084 0.080 0.083 0.078
Table 2
Comparison of average execution times for the random search method and the ABC algorithm.
Number (posts) Randommethod (iterations) ABC algorithm (number of bees/number of iterations)
1000 20/500 20/1000 40/500 40/1000 60/500 60/1000
200 0.007 0.067 0.134 0.132 0.270 0.203 0.406
400 0.014 0.121 0.245 0.239 0.484 0.362 0.726
600 0.020 0.179 0.356 0.359 0.723 0.542 1.082
800 0.028 0.235 0.475 0.476 0.946 0.713 1.423
1000 0.032 0.293 0.589 0.592 1.187 0.881 1.764
1200 0.039 0.351 0.703 0.701 1.406 1.057 2.115
1400 0.045 0.408 0.818 0.820 1.637 1.223 2.453
1600 0.051 0.468 0.929 0.925 1.860 1.392 2.789
1800 0.057 0.525 1.048 1.043 2.090 1.567 3.131
2000 0.064 0.582 1.162 1.168 2.332 1.753 3.498
Fig. 4. Average best fitness values with 500 iterations for various numbers of bees.
almost constant after this. The maximum average execution time of the ABC algorithm was under 5 s. The ABC algorithm is
thus an effective way to find a near-optimal fitness value within reasonable computation time.
6. Conclusion
This study proposed a personalized auxiliary material recommendation system on Facebook using an ABC approach to
recommend appropriate auxiliary materials for a learner according to learning style, interests, and difficulty. The object
of the proposed method was to search for suitable learning materials effectively. To investigate the performance of the
proposed auxiliary material system, several experiments were conducted to compare the fitness values and the execution
times for the solution quality. The results of the experiments clearly demonstrate that the ABC algorithm is an effective
way to obtain better solutions than the random search method. In addition, the ABC algorithm can rapidly obtain the near-
optimal solution within a reasonable execution time.
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Fig. 5. Average execution times with 500 iterations for various numbers of bees.
Fig. 6. Average best fitness values with 40 bees for various numbers of iterations.
Fig. 7. Average execution times with 40 bees for various numbers of iterations.
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This study emphasizes the functions of the proposed auxiliary material recommendation system, and its effectiveness
still needs to be confirmed by observations of student behaviors and outcomes in a real-world e-learning environment. In
future research, the systemwill also be expanded so that it can handle a variety of applications in an e-learning environment.
In addition, the technology acceptance model will be used in future work to assess the acceptance and use of the proposed
system.
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