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Abstract
This paper proposes a model-free approach to analyze panel data with heterogeneous dy-
namic structures across observational units. We first compute the sample mean, autocovariances,
and autocorrelations for each unit, and then estimate the parameters of interest based on their
empirical distributions. We then investigate the asymptotic properties of our estimators using
double asymptotics and propose split-panel jackknife bias correction and inference based on
the cross-sectional bootstrap. We illustrate the usefulness of our procedures by studying the
deviation dynamics of the law of one price. Monte Carlo simulations confirm that the proposed
bias correction is effective and yields valid inference in small samples.
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1 Introduction
Understanding the dynamics of a potentially heterogeneous variable is an important research consid-
eration in economics. For instance, some researchers have investigated the price deviation of the law
of one price (LOP) using panel data analyses, and a recent finding by Crucini, Shintani, and Tsuruga
(2015) indicates that time-series persistence and volatility measures for the LOP deviation are het-
erogeneous across US cities and goods. Other examples include income (e.g., Browning, Ejrnæs, and Alvarez,
2010) and productivity (e.g., Hsieh and Klenow, 2009 and Gandhi, Navarro, and Rivers, 2016) dy-
namics, for which there is a considerable body of research.1
We propose easy-to-implement procedures for analyzing the heterogeneous dynamic structure
of panel data, {{yit}Tt=1}Ni=1, without assuming any specific model.2 To this end, we investigate the
cross-sectional distributional properties of the mean, autocovariances, and autocorrelations of yit
with heterogeneous units. Our model-free approach is especially useful when empirical researchers
are reluctant to assume specific models for heterogeneity given the threat of problems with mis-
specification. Despite the voluminous literature on dynamic panel data analyses, many studies
assume specific models for the dynamics (such as autoregressive (AR) models) and homogeneity in
the dynamics, allowing heterogeneity only in the mean of the process.3 While several other studies
also consider either heterogeneous dynamics or model-free analyses, we are unaware of any specific
study that proposes panel data analysis for heterogeneous dynamics without specifying a particular
model.
The distributional properties of the heterogeneous mean, autocovariances, and autocorrelations
provide various pieces of information and are perhaps the most basic descriptive statistics for dy-
namics. Indeed, a typical first step in analyzing time-series data is to examine these properties. As
we demonstrate in this study, the distributions of the heterogeneous mean, autocovariances, and
autocorrelations can also be useful descriptive statistics for understanding heterogeneous dynamics
in panel data. For example, it would be interesting to examine the degree of heterogeneity of the
1For example, several researchers have pointed out the heterogeneous dynamics of the income process. These
include Meghir and Pistaferri (2004) and Hospido (2012), which both suggest the importance of heterogeneity in
income process volatility, and Botosaru and Sasaki (2018), which develops a nonparametric procedure to estimate
the volatility function in the permanent–transitory model of income dynamics.
2The proposed procedures are readily available via an R package from the authors’ websites.
3See Arellano (2003) and Baltagi (2008) for excellent reviews of the existing studies on dynamic panel data
analyses.
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LOP deviations across items such as goods and services. In this case, the mean and variance of the
heterogeneous means measure the amount and dispersion of the long-run LOP deviations across
items. We can also examine the correlation of the heterogeneous means and autocorrelations that
shows whether the magnitudes of the long-run LOP deviations relate to the speed of price adjust-
ment toward the long-run LOP deviations. Moreover, our analysis provides the entire distribution
of heterogeneity for the long-run LOP deviations or the adjustment speed. This entire distribution
could be useful to investigate, for example, whether goods and services possess different dynamics.
We derive the asymptotic properties of the empirical distributions of the estimated means,
autocovariances, and autocorrelations based on double asymptotics, under which both the number
of cross-sectional observations, N , and the length of the time series, T , tend to infinity. By using
empirical process theory (e.g., van der Vaart and Wellner, 1996) and the inversion theorem for
characteristic functions (e.g., Gil-Pelaez, 1951 and Wendel, 1961), we show that the empirical
distributions converge weakly to Gaussian processes under a condition for the relative magnitudes of
N and T that is slightly “stronger” thanN3/T 4 → 0. The proof is challenging because our empirical
distributions are biased estimators and depend on both N and T , so that we cannot directly
apply standard empirical process techniques. We show that the estimation error in the estimated
mean, autocovariances, and autocorrelations for each unit biases the empirical distributions whose
convergence rates depend on T . We also derive the asymptotic distributions of the estimators for
other distributional properties (e.g., the quantile function) using the functional delta method.
When we can write the parameter of interest as the expected value of a smooth function of the
heterogeneous mean and/or autocovariances, we derive the exact order of the bias. This class of
parameters includes the mean, variance, and other moments (such as correlations) of the heteroge-
neous mean, autocovariances, and/or autocorrelations. Importantly, we can analytically evaluate
the bias, and find it has two sources. The first is the incidental parameter problem originally dis-
cussed in Neyman and Scott (1948). The second arises when the smooth function is nonlinear. We
show the asymptotic distribution of the estimator under the condition N/T 2 → 0 under which both
biases are negligible. As T is often small compared with N in microeconometric applications, we
propose to reduce the biases using Dhaene and Jochmans’s (2015) split-panel jackknife. The jack-
knife bias-corrected estimator is asymptotically unbiased under a weaker condition on the relative
magnitudes of N and T and does not inflate the asymptotic variance.
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We propose to use the cross-sectional bootstrapping (e.g., Gonc¸alves and Kaffo, 2015) to test
hypotheses and construct confidence intervals. The bootstrap distribution is asymptotically equiv-
alent to the distribution of the estimator, but fails to capture the bias. We thus recommend the
bootstrap based on the jackknife bias-corrected estimator because this would not suffer from large
bias.
As an empirical illustration, we examine the speed of price adjustment toward the long-run
LOP deviation using a panel data set of various items for different US cities. We find statistically
significant evidence that long-run LOP deviations in the item–city pairs with more persistent dy-
namics tend to be small and suffer from relatively large shocks. We also find formal statistical
evidence that the distribution of the LOP adjustment speed for goods differs from that for services.
We also conduct Monte Carlo simulations. They demonstrate noticeable performances of the
bootstrap inference based on the jackknife bias-corrected estimation in small samples.
Paper organization Section 2 reviews the studies related to this paper, Section 3 explains
the setting, and Section 4 introduces the procedures. In Section 5, we derive the asymptotics of
the distribution estimators, while Section 6 considers the asymptotics for estimating the expected
value of a smooth function. Section 7 presents Kolmogorov–Smirnov (KS)-type tests based on the
distribution estimators and Sections 8 and 9 develop the application and simulations. Section 10
concludes and Appendix A contains the technical proofs. The supplementary appendix provides
remarks on higher-order bias correction, a test for parametric specifications, other extensions, and
several mathematical proofs, applications for income and productivity, and additional Monte Carlo
simulations.
2 Related studies
This paper most closely relates to the literature on heterogeneous panel AR models, which capture
the heterogeneity in the dynamics by allowing for unit-specific AR coefficients. Pesaran and Smith
(1995), Hsiao, Pesaran, and Tahmiscioglu (1999), Pesaran, Shin, and Smith (1999), Phillips and Moon
(1999), and Pesaran (2006) provide such analyses. The mean group estimator in Pesaran and Smith
(1995) is identical to our estimator (without bias correction) for the mean of the heterogeneous
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first-order autocorrelation if their AR(1) model does not contain exogenous covariates. Hsiao et al.
(1999) show that the mean group estimator is asymptotically unbiased under N/T 2 → 0, which is
the condition we obtain without the bias correction. Building on this literature, we aim to estimate
the entire distributions of the unit-specific heterogeneous mean, autocovariances, and autocorrela-
tions without model specifications.
Researchers have developed econometric methods for investigating features of heterogeneity
other than the mean. For example, Hospido (2015) investigated the variances of individual and job
effects that additively affect the income process. As another example, Botosaru and Sasaki (2018)
estimated the volatility function in a permanent–transitory model of income dynamics. However,
these studies assume some models and have different motivations from ours.
Elsewhere, Mavroeidis, Sasaki, and Welch (2015) identify and estimate the distribution of the
AR coefficients in heterogeneous panel AR models. The advantage of their approach is that T
can be fixed. While we impose T → ∞, our method is much simpler to implement. By contrast,
the estimation method in Mavroeidis et al. (2015) requires the maximization of a kernel-weighting
function written as an integration over multiple variables.
The theoretical results for our distribution estimation relate to Jochmans and Weidner (2018)
who consider estimating the distribution of a true quantity based on a noisy measurement (e.g.,
an estimated quantity). They derive the formula for the bias of their empirical distribution es-
timator under the assumption that their observations exhibit Gaussian errors.4 In contrast, the
present paper does not specify parametric distributions for our observations, at the cost of not
showing the exact formula for the bias of the distribution estimator. Our results and theirs are
thus complementary and thereby represent individual contributions.
In a similar motivation to us, Okui and Yanagi (2019) develop nonparametric kernel-smoothing
estimation based on the estimated means, autocovariances, and autocorrelations for cross-sectional
units in panel data. There are several theoretical differences between the two papers, and they
develop different proof techniques and obtain different results (see Remark 2 for details). Moreover,
4An inspection of their proof leads us to surmise that their results may hold more generally as long as we assume
that the distribution of the standardized quantity is homogeneous (that is, the estimated quantities satisfy a location–
scale assumption). In our setting, heterogeneity can appear in more general ways and this generality is important
because we are interested in heterogeneous dynamics. Indeed, we suspect that it is very difficult, if not impossible,
to arrive at a setting in which all means, autocovariances, and autocorrelations exhibit heterogeneity and satisfy a
location–scale assumption simultaneously.
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an important practical issue also arises in the kernel estimation as the cross-sectional bootstrap
is not suitable for the kernel estimation. This issue comes from the well-known result that the
bootstrap cannot capture kernel-smoothing bias, so that they propose an alternative valid inference.
Several studies propose model-free methods to investigate panel data dynamics. For example,
using long panel data, Okui (2010, 2011, 2014) estimates autocovariances, and Lee, Okui, and Shintani
(2018) consider infinite-order panel AR models. Because we can represent a stationary time series
with an infinite-order AR process under mild conditions, their approach is essentially model-free.
However, these studies assume homogeneous dynamics.
While not directly connected, this study also relates to the recent literature on random coef-
ficients or nonparametric panel data models with nonadditive unobserved heterogeneity.5 For ex-
ample, Arellano and Bonhomme (2012) consider linear random coefficients models for panel data
and discuss the identification and estimation of the distribution of random coefficients using de-
convolution techniques. Chamberlain (1992) and Graham and Powell (2012) consider a model
similar to that of Arellano and Bonhomme (2012), but focus on the means of random coefficients.
Ferna´ndez-Val and Lee (2013) examine moment restriction models with random coefficients using
the generalized method of moments estimation. Their analysis of the smooth function of unit-
specific effects closely relates to our analysis of the smooth function of means and autocovariances,
at least in terms of technique. Finally, Evdokimov (2010) and Freyberger (2018) consider nonpara-
metric panel regression models with unit-specific and interactive fixed effects, respectively, entering
the unspecified structural function, but they do not infer heterogeneous dynamic structures.
3 Settings
We observe panel data {{yit}Tt=1}Ni=1 where yit is a scalar random variable, i a cross-sectional unit,
and t a time period. We assume that {yit}Tt=1 is independent across units. We assume that the law
of {yit}Tt=1 is stationary over time, but its dynamic structure may be heterogeneous. Specifically,
we consider the following data-generating process (DGP) to model the heterogeneous dynamic
structure, in a spirit similar to Galvao and Kato (2014). The unobserved unit-specific effect αi is
5There are also studies, such as Chernozhukov, Fernandez-Val, and Luo (2018), that aim to investigate the het-
erogeneity caused by observable covariates. However, these methods do not use the panel feature of the data and are
distinct from the literature to which the present paper belongs.
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independently drawn from a distribution common to all units. We then draw the time series {yit}Tt=1
for unit i from some distribution L({yit}Tt=1;αi) that may depend on αi. The dynamic structure of
yit can be heterogeneous because the realized value of αi can vary across units. For example, in an
application of the LOP deviations, αi might represent unobservable permanent trade costs specific
to item i. Note that αi is an abstract parameter used to model heterogeneity in the dynamics across
units and does not directly appear in the actual implementation of the procedure. For notational
simplicity, we denote “·|αi” by “·|i”; that is, “conditional on αi” becomes “conditional on i” below.
To infer the properties of heterogeneity in a model-free manner, we aim to develop statistical
tools to analyze the cross-sectional distributions of the heterogeneous means, autocovariances, and
autocorrelations of yit. The mean for unit i is µi := E(yit|i). Note that µi is a random variable
whose realization differs across units. Because we assume stationarity, µi is constant over time. Let
γk,i := E((yit − µi)(yi,t−k − µi)|i) and ρk,i := γk,i/γ0,i be the k-th conditional autocovariance and
autocorrelation of yit given αi, respectively. Note that γ0,i is the variance for unit i. To understand
the possibly heterogeneous dynamics, we estimate the quantities that characterize the distributions
of µi, γk,i, and ρk,i. Below, we often use the notation ξi to represent one of µi, γk,i, and ρk,i.
We consider cases in which both N and T are large. For example, in our empirical illustration
for the LOP deviations, we use panel data where (N,T ) = (2248, 72). A large N allows us to
estimate consistently the cross-sectional distributions of µi, γk,i, and ρk,i. We require a large T to
identify and estimate µi, γk,i, and ρk,i based on the time series for each unit.
Our setting is very general and includes many situations.
Example 1. The panel AR(1) model with heterogeneous coefficients, as in Pesaran and Smith
(1995) and others, is a special case of our setting. This model is yit = ci + φiyi,t−1 + uit, where ci
and φi are the unit-specific parameters, and uit follows a strong white noise process with variance
σ2. In this case, αi = (ci, φi), µi = ci/(1− φi), γk,i = σ2φki /(1 − φ2i ), and ρk,i = φki .
Example 2. Our setting also includes cases in which the true DGP follows some nonlinear process.
Suppose that yit is generated by yit = m(αi, uit), where m is some function and uit is stationary
over time and independent across units. In this case, µi = E(m(αi, ǫit)|αi) and γk,i and ρk,i are the
k-th-order autocovariance and autocorrelation of wit = yit − µi given αi, respectively.
We focus on estimating the heterogeneous mean, autocovariance, and autocorrelation struc-
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ture and do not aim to recover the underlying structural form of the DGP. We understand that
addressing several important economic questions requires knowledge of the structural function of
the dynamics. Nonetheless, the distributions of the heterogeneous means, autocovariances, and
autocorrelations can be estimated relatively easily without imposing strong assumptions and can
provide valuable information, even if our ultimate goal is to identify the structural form. For
example, if our procedure reveals a positive correlation between the time-series variance and the
time-series persistence for the LOP deviations, the structural form on the LOP deviations should
be specified so as to allow for such correlation.
4 Procedures
In this section, we present the statistical procedures to estimate the distributional characteristics
of the heterogeneous mean, autocovariances, and autocorrelations.
We first estimate the mean µi, autocovariances γk,i, and autocorrelations ρk,i using the sample
analogs µˆi := y¯i := T
−1
∑T
t=1 yit, γˆk,i := (T −k)−1
∑T
t=k+1(yit− y¯i)(yi,t−k− y¯i), and ρˆk,i := γˆk,i/γˆ0,i.
We write ξˆi = µˆi, γˆk,i, or ρˆk,i as the corresponding estimator of ξi = µi, γk,i, or ρk,i, respectively.
We then compute the empirical distribution of {ξˆi}Ni=1:
F
ξˆ
N (a) :=
1
N
N∑
i=1
1(ξˆi ≤ a), (1)
where 1(·) is the indicator function and a ∈ R. This empirical cumulative distribution function
(CDF) is interesting in its own right because it is an estimator of the cross-sectional CDF of ξi, say
F ξ0 (a) := Pr(ξi ≤ a).
We can estimate other distributional quantities or test some hypotheses based on the empirical
distribution of ξˆi. For example, we can consider estimating the τ -th quantile q
ξ
τ := inf{a ∈ R :
F ξ0 (a) ≥ τ} by the empirical quantile qˆξˆτ := inf{a ∈ R : FξˆN (a) ≥ τ}. We can also test the difference
in the heterogeneous dynamic structures across distinct groups and parametric specifications for
the heterogeneous means, autocovariances, or autocorrelations based on the empirical distribution.
We develop such tests based on KS-type statistics in Section 7 and the supplementary appendix.
We can also estimate a function of moments of the heterogeneous mean and autocovariances
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straightforwardly. Let S := h(E(g(θi))) be the parameter of interest, where θi is an l × 1 vector
whose elements belong to a subset of (µi, γ0,i, γ1,i, . . . ), and g : R
l → Rm and h : Rm → Rn are
vector-valued functions. We can estimate S by the sample analog:
Sˆ := h
(
1
N
N∑
i=1
g(θˆi)
)
, (2)
where θˆi is the estimator corresponding to θi. For example, we can estimate the correlation between
the mean and variance using the sample correlation of µˆi and γˆ0,i. Note that we do not need to
consider a function of autocorrelations separately given the autocorrelations are functions of the
autocovariances. Section 6 investigates the asymptotics for Sˆ when g and h are smooth, and we
analytically evaluate the bias of order O(1/T ) in Sˆ.
Dhaene and Jochmans’s (2015) split-panel jackknife can reduce the bias in Sˆ if g and h are
smooth. For example, the half-panel jackknife (HPJ) bias correction can delete the bias of order
O(1/T ). Suppose that T is even.6 We divide the panel data into two subpanels: {{yit}T/2t=1}Ni=1
and {{yit}Tt=T/2+1}Ni=1. Let Sˆ(1) and Sˆ(2) be the estimators of S computed using {{yit}
T/2
t=1}Ni=1 and
{{yit}Tt=T/2+1}Ni=1, respectively. Let S¯ := (Sˆ(1) + Sˆ(2))/2. The HPJ bias-corrected estimator of S is
SˆH := Sˆ − (S¯ − Sˆ) = 2Sˆ − S¯. (3)
The HPJ estimates the bias in Sˆ by S¯ − Sˆ, and SˆH does not show bias of order O(1/T ).
We may also consider a higher-order jackknife bias correction to eliminate the bias of an order
higher than O(1/T ), as discussed in Dhaene and Jochmans (2015). In particular, we consider the
third-order jackknife (TOJ) in the empirical application and simulations. However, we must modify
the formula in Dhaene and Jochmans (2015) for TOJ to correct higher-order biases in our setting.
See the supplementary appendix for the details of this modification. Our Monte Carlo results below
indicate that TOJ can be more successful than HPJ when higher-order biases are severe. However,
in some cases, TOJ eliminates biases at the cost of deteriorating precision of estimation. Hence,
6If T is odd, we define S¯ = (Sˆ(1,1) + Sˆ(2,1) + Sˆ(1,2) + Sˆ(2,2))/4 as in Dhaene and Jochmans (2015, page 9),
where Sˆ(1,1), Sˆ(2,1), Sˆ(1,2), and Sˆ(2,2) are the estimators of S computed using {{yit}
⌈T/2⌉
t=1 }
N
i=1, {{yit}
T
t=⌈T/2⌉+1}
N
i=1,
{{yit}
⌊T/2⌋
t=1 }
N
i=1, and {{yit}
T
t=⌊T/2⌋+1}
N
i=1, respectively. Here, ⌈·⌉ and ⌊·⌋ are the ceiling and floor functions, respec-
tively. We note that the asymptotic properties of the HPJ estimator for odd T are the same as those for even
T .
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we recommend adopting both HPJ and TOJ in practical situations.
For statistical inference of parameter S, we suggest using the cross-sectional bootstrap to ap-
proximate the distribution of the bias-corrected estimator. Here, we present the algorithm for the
HPJ estimator. The cross-sectional bootstrap regards each time series as the unit of observation
and approximates the distribution of statistics under the empirical distribution of (θˆi, θˆ
(1)
i , θˆ
(2)
i ),
where θˆ
(1)
i and θˆ
(2)
i denote the estimates of θi from the first and second subpanels, respectively.
The algorithm is:
1. Randomly draw (θˆ∗1, θˆ
∗(1)
1 , θˆ
∗(2)
1 ), . . . , (θˆ
∗
N , θˆ
∗(1)
N , θˆ
∗(2)
N ) from {(θˆi, θˆ(1)i , θˆ(2)i )}Ni=1 with replace-
ment.7
2. Compute the statistics of interest, say ϑ, using (θˆ∗1, θˆ
∗(1)
1 , θˆ
∗(2)
1 ), . . . , (θˆ
∗
N , θˆ
∗(1)
N , θˆ
∗(2)
N )
3. Repeat 1 and 2 B times. Let ϑ∗(b) be the statistics of interest computed in the b-th bootstrap.
4. Compute the quantities of interest using the empirical distribution of {ϑ∗(b)}Bb=1.
For example, suppose that we are interested in constructing a 95% confidence interval for a scalar
parameter S. We obtain the bootstrap approximation of the distribution of ϑ = SˆH−S. Let SˆH∗(b)
be the HPJ estimate of S obtained with the b-th bootstrap sample. We then compute the 2.5% and
97.5% quantiles, denoted as q∗0.025 and q
∗
0.975, respectively, of the empirical distribution of {ϑ∗(b)}Bb=1
with ϑ∗(b) = SˆH∗(b)− SˆH . The bootstrap 95% confidence interval for S is [SˆH−q∗0.975, SˆH−q∗0.025].
5 Asymptotic analysis for the distribution estimators
This section presents the asymptotic properties of the distribution estimator in (1). We first show
the uniform consistency of the empirical distribution and then derive the functional central limit
theorem (functional CLT). We also show that the functional delta method can apply in this case.
All analyses presented below are under double asymptotics (N,T →∞).8
7If bootstrap is used to approximate the distribution of Sˆ − S not SˆH − S, then we just need to resample from
{θˆ1, . . . , θˆN}. If inference is based on the TOJ estimator, estimates of θi from other subpanels are also required.
8More precisely, we consider the case in which T = T (N), where T (N) is increasing in N and T (N) → ∞ as
N →∞, but the exact form of the function T (N) is left unspecified, except the condition imposed in each theorem.
Note that analyses under sequential asymptotics where N →∞ after T →∞ ignore estimation errors in µˆi, γˆk,i, and
ρˆk,i, and they fail to capture the bias. We do not consider the sequential asymptotics where T →∞ after N →∞.
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While our setting is fully nonparametric as introduced in Section 3, the following representation
is useful for our theoretical analysis. Let wit := yit − E(yit|i) = yit − µi. By construction, yit =
µi + wit and E(wit|i) = 0 for any i and t. Note also that γk,i = E(witwi,t−k|i).
5.1 Assumptions
Because we use empirical process techniques, it is convenient to rewrite the empirical distributions
as empirical processes indexed by a class of indicator functions. Let PξˆN := N
−1
∑N
i=1 δξˆi be the
empirical measure of ξˆi = µˆi, γˆk,i, or ρˆk,i, where δξˆi is the probability distribution degenerated at
ξˆi. Let F := {1(−∞,a] : a ∈ R} be the class of indicator functions where 1(−∞,a](x) := 1(x ≤ a).
We denote the probability measure of ξi as P
ξ
0 . In this notation, the empirical distribution function
F
ξˆ
N in (1) is an empirical process indexed by F , and PξˆNf = FξˆN (a) for f = 1(−∞,a]. Similarly,
P ξ0 f = F
ξ
0 (a) = Pr(ξi ≤ a) for f = 1(−∞,a]. We often use shorthand notations such as PN = PξˆN ,
FN = F
ξˆ
N , P0 = P
ξ
0 , and F0 = F
ξ
0 by omitting the superscripts ξˆ and ξ.
Throughout the study, we assume the following summarizes the conditions in Section 3.
Assumption 1. The sample space of αi is some Polish space and yit ∈ R is a scalar real random
variable. {({yit}Tt=1, αi)}Ni=1 is independently and identically distributed (i.i.d.) across i.
We stress that the i.i.d. assumption does not restrict the heterogeneous dynamics.
The following assumptions depend on natural numbers rm and rd, which will be specified in
the theorems that use this assumption. For a strictly stationary stochastic process {Xt}∞t=1, define
α-mixing coefficients as α(m) = supA∈Mk1 ,B∈M∞k+m
|Pr(A ∩ B)− Pr(A) Pr(B)|, where Mba denotes
the σ-algebra generated by Xj for a ≤ j ≤ b, and call the process α-mixing if α(m)→ 0 as m→∞.
Assumption 2. For each i, {yit}∞t=1 is strictly stationary and α-mixing given αi, with mixing
coefficients {α(m|i)}∞m=0. There exists a natural number rm and a sequence {α(m)}∞m=0 such that
for any i and m, α(m|i) ≤ α(m) and ∑∞m=0(m+ 1)rm/2−1α(m)δ/(rm+δ) <∞ for some δ > 0.
Assumption 3. There exists a natural number rd such that E|wit|rd+δ <∞ for some δ > 0.
Assumptions 2 and 3 are mild regularity conditions on the process of yit. Assumption 2 is a
mixing condition depending on rm and restricts the degree of persistence of yit across time. It also
imposes stationarity on {yit}∞t=1, which in particular implies that the initial values are generated
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from the stationary distribution. Note that a large T could also guarantee that such an initial
value condition (see, e.g., Section 4.3.2 in Hsiao, 2014) is negligible in our analysis. Nonetheless, we
impose this condition to simplify the analysis. Assumption 3 requires that wit has some moment
higher than the rd-th order. These assumptions are satisfied, for example, when yit follows a
heterogeneous stationary panel ARMA model with Gaussian innovations.
We also introduce Assumptions 4, 5, and 6 for the uniform consistency and functional CLTs
of the empirical distributions FµˆN , F
γˆk
N , and F
ρˆk
N , respectively. Condition a) in each assumption is
introduced for the uniform consistency, and the remaining conditions are required for the functional
CLTs. We define w¯i := T
−1
∑T
t=1 wit.
Assumption 4. a) The random variable µi is continuously distributed. b) The CDF of µi is thrice
boundedly differentiable. c) The CDF of µˆi is thrice boundedly differentiable uniformly over T . d)
There exists some fixed M <∞ such that E[(w¯i)2|µi = ·] ≤M/T .
Assumption 5. a) The random variable γk,i is continuously distributed. b) The CDF of γk,i is
thrice boundedly differentiable. c) The CDF of γˆk,i is thrice boundedly differentiable uniformly over
T . d) There exists some fixed M <∞ such that E[(w¯i)2|γk,i = ·] ≤M/T and E[(γˆk,i− γk,i)2|γk,i =
·] ≤M/T .
Assumption 6. a) The random variable ρk,i is continuously distributed. b) The CDF of ρk,i is
thrice boundedly differentiable. c) The CDF of ρˆk,i is thrice boundedly differentiable uniformly over
T . d) There exists some fixed M < ∞ such that E[(w¯i)2|ρk,i = ·] ≤ M/T , E[(γˆk,i − γk,i)2|ρk,i =
·] ≤M/T , and E[(γˆ0,i − γ0,i)2|ρk,i = ·] ≤M/T . e) There exist some fixed ε > 0 and M <∞ such
that γˆ0,i > ε, γ0,i > ε, |γˆk,i| < M , and |γk,i| < M almost surely.
Assumption 4 states that µi and µˆi are continuous random variables. This assumption is
restrictive in the sense that it does not allow a discrete distribution of µi or no heterogeneity in the
mean (i.e., µi is homogeneous such that µi = µ for some constant µ for any i).
9 10 The uniform
consistency and functional CLT could not hold without the continuity of µi. The assumption also
9Discrete heterogeneity is considered in, for example, Bonhomme and Manresa (2015) and Su, Shi, and Phillips
(2016) for linear panel data analyses.
10We might consider testing homogeneity in a formal manner by extending the testing procedures in
Pesaran and Yamagata (2008) to our model-free context. The construction of test statistics and the derivation
of their asymptotic distributions for such extensions are nontrivial tasks, and this topic is left for future work.
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imposes restrictions on the distribution of the noise w¯i. These assumptions are satisfied when data
are generated by Gaussian ARMA processes with continuously distributed parameters. That said,
we may be able to relax the continuity of µˆi (the estimated version of µi) in condition c), but this
requires different proofs to evaluate the order of the bias for the functional CLT. Assumption 4 also
restricts the order of the conditional moment of w¯i. Note that Lemma 3 shows that the order of
E(w¯2i ) is 1/T and this assumption states that the same order holds for the conditional counterpart.
Assumptions 5 and 6 are similar to Assumption 4, except Assumption 6.e restricts variances γ0,i
and γˆ0,i that are bounded away from zero and autocovariances γk,i and γˆk,i that are bounded. We
need these additional conditions to examine the empirical distribution for ρˆk,i.
5.2 Uniform consistency
The following theorem establishes the uniform consistency of the distribution estimator.
Theorem 1. Suppose that Assumptions 1, 2, 3, and 4.a hold for rm = 2 and rd = 2 if ξˆi = µˆi and
ξi = µi; that Assumptions 1, 2, 3, and 5.a hold for rm = 4 and rd = 4 if ξˆi = γˆk,i and ξi = γk,i;
and that Assumptions 1, 2, 3, and 6.a hold for rm = 4 and rd = 4 if ξˆi = ρˆk,i and ξi = ρk,i. When
N,T →∞, the class F is P0-Glivenko–Cantelli in the sense that supf∈F |PNf − P0f | as−→ 0 where
as−→ signifies the almost sure convergence.
Note that Theorem 1 cannot be directly shown by the usual Glivenko–Cantelli theorem (e.g.,
Theorem 19.1 in van der Vaart, 1998) because the true distribution of ξˆi changes as T increases.
Nonetheless, our proof follows similar steps to those of the usual Glivenko–Cantelli theorem.
5.3 Functional central limit theorem
We present the functional CLTs for the empirical distributions of µˆi, γˆk,i, and ρˆk,i. We aim to
derive the asymptotic law of
√
N(PNf − P0f) where f ∈ F . We can also obtain the asymptotic
distribution of other quantities via the functional delta method based on this result.
The functional CLT for PN holds under a similar set of assumptions for the uniform consistency,
but we need all of the conditions in Assumption 4, 5, or 6 to evaluate the order of the bias. We also
require a condition on the relative magnitudes of N and T asymptotically to eliminate the bias.
Let ℓ∞(F) be the collection of all bounded real functions on F .
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Theorem 2. Suppose that Assumptions 1, 2, 3, and 4 hold for rm = 4 and rd = 4 if ξˆi = µˆi and
ξi = µi; that Assumptions 1, 2, 3, and 5 hold for rm = 8 and rd = 8 if ξˆi = γˆk,i and ξi = γk,i;
and that Assumptions 1, 2, 3, and 6 hold for rm = 8 and rd = 8 if ξˆi = ρˆk,i and ξi = ρk,i. When
N,T →∞ with N3+ǫ/T 4 → 0 for some ǫ ∈ (0, 1/3), we have
√
N(PN − P0) GP0 in ℓ∞(F),
where  signifies weak convergence, GP0 is a Gaussian process with zero mean and covariance
function E(GP0(fi)GP0(fj)) = F0(ai ∧ aj)− F0(ai)F0(aj) with fi = 1(−∞,ai] and fj = 1(−∞,aj ] for
ai, aj ∈ R and ai ∧ aj is the minimum of ai and aj .
The asymptotic law of the empirical process is Gaussian, which is identical to the limiting
distribution for the empirical process constructed using the true ξi = µi, γk,i, or ρk,i. However, this
result requires that N3+ǫ/T 4 → 0 for some ǫ such that 0 < ǫ < 1/3, which allows us to ignore the
estimation error in ξˆi = µˆi, γˆk,i, or ρˆk,i asymptotically. Note that the condition, N
3+ǫ/T 4 → 0, is
almost equivalent to N3/T 4 → 0 because we can select an arbitrarily small ǫ > 0.
We provide a brief summary of the proof and explain why we require the conditionN3+ǫ/T 4 → 0.
The key to understanding the mechanism behind the requirement that N3+ǫ/T 4 → 0 is to recognize
that E(PNf) 6= P0f . That is, PNf is not an unbiased estimator for P0f . As a result, we cannot
directly apply the existing results for the empirical process to derive the asymptotic distribution.
Let PT = P
ξˆ
T be the (true) probability measure of ξˆi = µˆi, γˆk,i, or ρˆk,i. Note that PT depends on
T and PT 6= P0, and observe that E(PNf) = PT f . Let GN,PT :=
√
N(PN − PT ). We observe that
√
N(PNf − P0f) = GN,PT f (4)
+
√
N(PT f − P0f). (5)
For GN,PT in (4), we can directly apply the uniform CLT for the empirical process based on
triangular arrays (van der Vaart and Wellner, 1996, Lemma 2.8.7) and obtain GN,PT  GP0 in
ℓ∞(F) as N →∞. This part of the proof is standard.
We require the condition N3+ǫ/T 4 → 0 to eliminate the effect of the bias term √N(PT f −P0f)
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in (5). In the proof of the theorem, we show that
√
N sup
f∈F
|PT f − P0f | = O
( √
N
T 2/(3+ǫ)
)
,
for any 0 < ǫ < 1/3. The result is based on the evaluation that the difference between PT and
P0 is of order O(1/T
2/(3+ǫ)). This order is obtained by evaluating the characteristic functions of
ξˆi and ξi, and applying the inversion theorem (Gil-Pelaez, 1951 and Wendel, 1961). We note that
the condition, 0 < ǫ < 1/3, is used to ensure the integrability of integrals for the inversion theorem
(see the proof for details). As a result, we can establish the weak convergence under the condition
N3+ǫ/T 4 → 0 for a sufficiently small 0 < ǫ < 1/3.
Remark 1. When we additionally assume that ξˆi exhibits a Gaussian error, we can derive the exact
bias that is of order O(1/T ) and show the same limiting law as in Theorem 2 under the weaker
condition on the relative magnitudes that N/T 2 → 0. In this case, we can also validate the HPJ
bias correction for the distribution estimator. The proof utilizing the Gaussian assumption (and a
location–scale assumption) can be found in Jochmans and Weidner (2018) in a general setting for
noisy measurement, and we do not explore such a proof here. However, we stress that our proof
for Theorem 2 is distinct from theirs because we do not assume Gaussianity nor any parametric
specification for ξˆi and ξi and it requires a quite different proof technique.
5.4 Functional delta method
We can derive the asymptotic distribution of an estimator that is a function of the empirical
distribution using the functional delta method. Suppose that we are interested in the asymptotics
of φ(PN ) for a functional φ : D(F) → R where D(F) is the collection of all ca`dla`g real functions
of F . For example, the τ -th quantile φ(P0) = qτ = F−10 (τ) = inf{a ∈ R : F0(a) ≥ τ} for τ ∈ (0, 1)
may be estimated by the empirical quantile of ξˆi: φ(PN ) = qˆτ = F
−1
N (τ) = inf{a ∈ R : FN (a) ≥ τ}.
More generally, we can estimate the quantile process F−10 using the empirical quantile process F
−1
N .
The derivation of the asymptotic distribution of φ(PN ) is a direct application of the functional
delta method (e.g., van der Vaart and Wellner, 1996, Theorems 3.9.4) and Theorem 2. We sum-
marize this result in the following corollary.11
11In Corollary 1, we can change the Hadamard differentiability of φ : D(F) ⊂ ℓ∞(F) → E to the Hadamard
15
Corollary 1. Suppose that the assumptions in Theorem 2 hold. Suppose that φ : D(F) ⊂ ℓ∞(F)→
E is Hadamard differentiable at P0 with the derivative φ
′
P0
where E is a normed linear space. When
N,T →∞ with N3+ǫ/T 4 → 0 for some ǫ ∈ (0, 1/3), we have √N(φ(PN )− φ(P0)) φ′P0(GP0).
As an example, we can use this result to derive the asymptotic distribution of qˆτ . The form
φ′P0 for qˆτ is available in Example 20.5 in van der Vaart (1998) and indicates that
√
N(qˆτ − qτ ) 
N (0, τ(1 − τ)/(f(qτ ))2) where N (µ, σ2) is the normal distribution with mean µ and variance σ2
and f = f ξ is the density function of ξi. We can also derive the asymptotic law of the empirical
quantile process F−1N . If f is continuous and positive in the interval [F
−1
0 (p) − ε, F−10 (q) + ε] for
some 0 < p < q < 1 and ε > 0, then Corollary 1 means that
√
N
(
F
−1
N − F−10
)
 −GP0 ◦ F0
(
F−10
)
f
(
F−10
) in ℓ∞[p, q].
This process is known to be Gaussian with zero mean and a known covariance function (e.g.,
Example 3.9.24 in van der Vaart and Wellner, 1996).
6 Function of the expected value of a smooth function of the het-
erogeneous mean and/or autocovariances
In this section, we consider the estimation of a function of the expected value of a smooth function
of the heterogeneous mean and/or autocovariances. We also develop the asymptotic justifications
of the HPJ bias correction and the cross-sectional bootstrap inference.
6.1 Asymptotic results
We derive the asymptotic properties of Sˆ = h(N−1
∑N
i=1 g(θˆi)) in (2) as the estimator of S =
h(E(g(θi))). Define G := E(g(θi)) and Gˆ := N
−1
∑N
i=1 g(θˆi) such that S = h(G) and Sˆ = h(Gˆ).
We make the following assumptions to develop the asymptotic properties of Sˆ.
Assumption 7. The function h : Rm → Rn is continuous in a neighborhood of G.
differentiability of φ : ℓ∞(F) ⊂ D(R¯) → R tangentially to a set of continuous functions in D(R¯), where D(R¯) is
the Banach space of all ca`dla`g functions z : R¯ → R on R¯ equipped with the uniform norm. See Lemma 3.9.20 and
Example 3.9.21 in van der Vaart and Wellner (1996) for details.
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Assumption 8. The function h : Rm → Rn is continuously differentiable in a neighborhood of G.
The matrix of the first derivatives ∇h(G) := (∇h1(G)⊤,∇h2(G)⊤, . . . ,∇hn(G)⊤)⊤ is of full row
rank.
Assumption 9. The function g = (g1, g2, . . . , gm) : O → Rm is twice-continuously differentiable
where O ⊂ Rl is a convex open subset. The covariance matrix Γ := E[(g(θi) − E(g(θi)))(g(θi) −
E(g(θi)))
⊤] exists and is nonsingular. For any p = 1, 2, . . . ,m, the elements of the Hessian matrix of
gp are bounded functions. For any p = 1, 2, . . . ,m, the function gp satisfies E[((∂/∂zj )gp(z)|z=θi)4] <
∞ for any j = 1, 2, . . . ,m.
These assumptions impose conditions on the smoothness of h and g and the existence of mo-
ments. Assumption 7 applies to the continuous mapping theorem for the proof of consistency.
Assumption 8 is stronger than Assumption 7 and is used for the application of the delta method to
derive the asymptotic distribution. Assumption 9 states that the function g is sufficiently smooth.
This assumption is satisfied when the parameter of interest is the mean (i.e., g(a) = a) or the
p-th order moment (i.e., g(a) = ap), for example. However, this assumption is not satisfied when
estimating the CDF (i.e., g(a) = 1(a ≤ c) for some c ∈ R) or quantiles. The existence of the first
derivative is crucial for analyzing the asymptotic property of Sˆ. The second derivative is useful
for evaluating the order of the asymptotic bias. Assumption 9 also guarantees that the asymptotic
variance exists, which rules out homogeneous dynamics, i.e., it excludes the case where θi = θ for
constant θ for any i (see the supplementary appendix for the asymptotic results for homogeneous
dynamics).
The following theorem demonstrates the asymptotic properties of Sˆ.
Theorem 3. Let r∗ = 4 if θi = µi such that S = h(E(g(µi))) for some h and g, and r
∗ = 8 if θi
contains γk,i for some k. Suppose that Assumptions 1, 2, 3, 7, and 9 hold for rm = 4 and rd = r
∗.
When N,T → ∞, it holds that Sˆ p−→ S. Moreover, suppose that Assumption 8 also holds. When
N,T →∞ with N/T 2 → 0, it holds that
√
N(Sˆ − S) N
(
0,∇h(G)Γ(∇h(G))⊤
)
.
The estimator Sˆ is consistent when both N and T tend to infinity and is asymptotically normal
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with mean zero when N/T 2 → 0. Importantly, in contrast to the discussion in Section 5, the
distribution of θi need not be continuous and can be discrete as long as it is not degenerate
(homogeneous). The remarkable result is that the asymptotically unbiased estimation holds under
N/T 2 → 0. This condition is weaker than that for PN , which is N3+ǫ/T 4 → 0 for some 0 < ǫ < 1/3.
This result comes from the smoothness of g and the fact that θˆi is first-order unbiased for θi.
Ferna´ndez-Val and Lee (2013) also observe similar asymptotic results for estimators of smooth
functions of heterogeneous quantities in a different context.
To obtain a better understanding of the results in the theorem, we first consider the case in which
θi = µi such that l = 1, h is an identity function such that n = 1, and g is a scalar function such
that m = 1. Denote our parameter of interest as Gµ := E(g(µi)) and let Gˆ
µˆ := N−1
∑N
i=1 g(µˆi).
By Taylor’s theorem and µˆi = µi + w¯i, we observe the following expansion:
√
N
(
Gˆµˆ −Gµ
)
=
1√
N
N∑
i=1
(
g(µi)− E
(
g(µi)
))
+
1√
N
N∑
i=1
w¯ig
′(µi) +
1
2
√
N
N∑
i=1
(w¯i)
2g′′(µ˜i), (6)
where µ˜i is between µi and µˆi. The second term in (6) has a mean of zero and is of order Op(1/
√
T ).
The fact that it has a mean of zero is the key reason that a milder condition, N/T 2 → 0, is sufficient
for the asymptotically unbiased estimation of Gµ. The third term corresponds to the bias caused
by the nonlinearity of g. When g is linear, this term does not appear and the parameter can be
estimated without any restriction on the relative magnitudes of N and T . The nonlinearity bias is
of order Op(
√
N/T ). We use the condition N/T 2 → 0 to eliminate the effect of this bias.
When our parameter of interest involves γk,i for some k, we encounter an additional source of
bias. Let us consider the case in which θi = γk,i for some k such that l = 1, h is an identity function
such that n = 1, and g is a scalar function such that m = 1. We denote our parameter of interest
as Gγk := E(g(γk,i)) and let Gˆ
γˆk := N−1
∑N
i=1 g(γˆk,i). We can expand γˆk,i as follows:
γˆk,i = γk,i +
1
T − k
T∑
t=k+1
(witwi,t−k − γk,i)− (w¯i)2 + op
(
1
T
)
.
Note that the second term has a mean of zero, although it is of order Op(1/
√
T ). The third
term (w¯i)
2 is the estimation error in y¯i (= µˆi) and is of order Op(1/T ), and causes the incidental
parameter bias (Neyman and Scott, 1948; Nickell, 1981). By Taylor’s theorem and the expansion
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of γˆk,i, we have
√
N(Gˆγˆk −Gγk)
=
1√
N
N∑
i=1
(
g(γk,i)− E
(
g(γk,i)
))
(7)
+
1√
N
N∑
i=1
(
1
T − k
T∑
t=k+1
witwi,t−k − γk,i
)
g′(γk,i) (8)
− 1√
N
N∑
i=1
(w¯i)
2g′(γk,i) +
1
2
√
N
N∑
i=1
(γˆk,i − γk,i)2g′′(γ˜k,i) + op
(√
N
T
)
, (9)
where γ˜k,i is between γˆk,i and γk,i. In contrast to Gˆ
µˆ, this Gˆγˆk has an incidental parameter bias
corresponding to the first term in (9). This bias is of order Op(
√
N/T ) and does not appear in
the expansion of Gˆµˆ. This term makes the condition N/T 2 → 0 necessary, even when g is linear.
The other terms are similar to those in the expansion of Gˆµˆ. The term on the right-hand side of
(7) yields the asymptotic normality of Gˆγˆk . The term in (8) has a mean of zero and is of order
Op(1/
√
T ). The second term in (9) is the nonlinearity bias term that also appears in Gˆµˆ, which is
also of order Op(
√
N/T ).
Remark 2. The analysis here is not applicable to kernel-smoothing estimation, and asymptotic
analyses for kernel-smoothing estimators require different proof techniques. To see this, we consider
the kernel estimator for the density of µi, say (Nh)
−1
∑N
i=1K((x − µˆi)/h), where K is a kernel
function and h → 0 is bandwidth. The summand K((x − ·)/h) depends on the bandwidth h,
which shrinks to zero as the sample size increases, so that the shape of the summand changes
depending on the sample size, unlike the summand g(·) here. As a result, the kernel estimation
requires much more careful investigations for nonlinearity bias terms. Okui and Yanagi (2019)
formally demonstrate this issue for the kernel density and CDF estimation and find that their
relative magnitude conditions of N and T differ from the condition N/T 2 → 0 here and vary in the
number of nonlinearity bias terms that can be evaluated.
6.2 Split-panel jackknife bias correction
We provide a theoretical justification for the HPJ bias-corrected estimator in (3), which we base
on the bias-correction method proposed by Dhaene and Jochmans (2015). We make the following
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additional assumptions to study the HPJ estimator of S.
Assumption 10. The function g = (g1, g2, . . . , gm) : O → Rm is thrice differentiable. The co-
variance matrix Γ = E[(g(θi) − E(g(θi)))(g(θi) − E(g(θi)))⊤] exists and is nonsingular. For any
p = 1, 2, . . . ,m, the function gp satisfies E[((∂/∂zj)gp(z)|z=θi)4] < ∞ for any j = 1, 2, . . . ,m, and
E[((∂2/∂zj1∂zj2)gp(z)|z=θi)4] < ∞ for any j1, j2 = 1, 2, . . . ,m. All third-order derivatives of g are
bounded.
Assumption 10 requires that g is thrice differentiable, contrary to Assumption 9 and imposes
stronger moment conditions. We require this condition to conduct a higher-order expansion of Sˆ.
The following theorem shows the asymptotic normality of the HPJ estimator.
Theorem 4. Let r∗ = 8 if θi = µi such that S = h(E(g(µi))) for some h and g, and r
∗ = 16 if θi
contains γk,i for some k. Suppose that Assumptions 1, 2, 3, 8, and 10 are satisfied for rm = 8 and
rd = r
∗. When N,T →∞ with N/T 2 → ν for some ν ∈ [0,∞), it holds that
√
N(SˆH − S) N
(
0,∇h(G)Γ(∇h(G))⊤
)
.
The HPJ estimator is asymptotically unbiased, even when N/T 2 → 0 is not satisfied. Moreover,
this bias correction does not inflate the asymptotic variance. The reason why the HPJ works is the
same as Dhaene and Jochmans (2015), and the detail can be found in the proof of Theorem 4.
6.3 Cross-sectional bootstrap
In this section, we present the justification for the use of the cross-sectional bootstrap introduced
in Section 4. The first theorem concerns Sˆ and the second theorem discusses the case where SˆH .
We also provide a theorem for distribution function estimators.
We require several additional assumptions. The following assumption is required for Lyapunov’s
conditions for Gˆ∗, which is the estimator of G obtained with the bootstrap sample. Note that
Sˆ∗ = h(Gˆ∗) = h(N−1
∑N
i=1 g(θˆ
∗
i )) where θˆ
∗
i is the estimator of θi based on the bootstrap sample.
Assumption 11. The function g = (g1, g2, . . . , gm) : O → Rm is twice-continuously differen-
tiable. The covariance matrix of g(θi), Γ, exists and is nonsingular. The elements of the Hes-
sian matrices of gp for p = 1, 2, . . . ,m, gp1(·)gp2(·) for p1, p2 = 1, 2, . . . ,m, and (g(·)⊤g(·)) are
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bounded. For any p = 1, 2, . . . ,m, the function gp satisfies E[((∂/∂zj)gp(z)|z=θi)4] < ∞ for
any j = 1, 2, . . . , l. For any p1, p2 = 1, 2, . . . ,m, E[((∂/∂zj)gp1(z)|z=θigp2(θi))2] < ∞. For any
j = 1, 2, . . . , l, E[(g(θi)
⊤g(θi)(∂/∂zj)gp1(z)|z=θigp2(θi))2] <∞ is satisfied.
The following theorem states that the bootstrap distribution converges to the asymptotic dis-
tribution of Sˆ, but fails to capture the bias term. Let P ∗ be the bootstrap distribution (that is
identical here to the empirical distribution of θˆi, or as below, ξˆi).
Theorem 5. Let r∗ = 4 if θi = µi such that S = h(E(g(µi))) for some h and g, and r
∗ = 8 if θi
contains γk,i for some k. Suppose that Assumptions 1, 2, 3, 8, and 11 hold for rm = 4 and rd = r
∗.
When N,T →∞, we have
sup
x∈R
∣∣∣P ∗ (√N(Sˆ∗ − Sˆ) ≤ x)− Pr(N (0,∇h(G)Γ(∇h(G))⊤) ≤ x)∣∣∣ p−→ 0.
The bootstrap does not capture the bias properties of Gˆ shown in Section 6.1. This implies
that when T is small, we must be cautious about using the bootstrap to make statistical inference.
Galvao and Kato (2014), Gonc¸alves and Kaffo (2015), and Kaffo (2014) also observe similar issues.
We can also show that the bootstrap can approximate the asymptotic distribution of the HPJ
estimator. The proof is analogous to the proof of Theorem 5, and is thus omitted.
Theorem 6. Let r∗ = 4 if θi = µi such that S = h(E(g(µi))) for some h and g, and r
∗ = 8 if θi
contains γk,i for some k. Suppose that Assumptions 1, 2, 3, 8, and 11 are satisfied for rm = 4 and
rd = r
∗. When N,T →∞, we have
sup
x∈R
∣∣∣P ∗ (√N(SˆH∗ − SˆH) ≤ x)− Pr(N (0,∇h(G)Γ(∇h(G))⊤) ≤ x)∣∣∣ p−→ 0.
The cross-sectional bootstrap can approximate the asymptotic distribution of the HPJ estimator
correctly under the condition that N/T 2 does not diverge. Because the HPJ estimator has a smaller
bias, the bootstrap approximation is more appropriate for the HPJ estimator.
Lastly, we show the pointwise validity of the bootstrap for the estimator of the distribution
function evaluated at some point a ∈ R.12 Let ξi be one of µi, γk,i, and ρk,i with the distribution
12While a uniform validity of the cross-sectional bootstrap for the distribution estimator would be desirable, this
investigation is challenging because it requires new empirical process techniques. For now, we leave it as an interesting
future research topic.
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function F0 = F
ξ
0 , and ξˆi be the corresponding estimator. The pointwise estimator of F0(a) at
a ∈ R is FN(a) = N−1
∑N
i=1 1(ξˆi ≤ a). The bootstrap estimator is F∗N (a) := N−1
∑N
i=1 1(ξˆ
∗
i ≤ a).
Theorem 7. Suppose that the assumptions in Theorem 1 hold. When N,T →∞, it holds that
sup
x∈R
∣∣∣P ∗ (√N (F∗N (a)− FN (a)) ≤ x)− Pr(N(0, F (a)(1 − F (a))) ≤ x)∣∣∣ p−→ 0.
If the rate condition N3+ǫ/T 4 → 0 is satisfied for some ǫ ∈ (0, 1/3), the bootstrap distribution
consistently estimates the asymptotic distribution of FN (a).
7 Difference in degrees of heterogeneity
We develop a two-sample KS test as an application of the convergence for the distribution estimator
in Section 5. Specifically, we develop a test to examine whether the distributions of µi, γk,i, and ρk,i
differ across distinct groups. In many applications, it would be interesting to see whether distinct
groups possess different heterogeneous structures. For example, when studying the LOP deviation,
we may want to know whether the distribution of LOP adjustment speed differs between goods and
services. We develop a testing procedure for such hypotheses without any parametric specification.
We consider two panel data sets for two different groups: {{yit,(1)}T1t=1}N1i=1 and {{yit,(2)}T2t=1}N2i=1.
We allow T1 6= T2 and/or N1 6= N2. Define yi,(1) := {yit,(1)}T1t=1 and yi,(2) := {yit,(2)}T2t=1.
We estimate the distributions of the mean, autocovariances, or autocorrelations for each group.
Let ξi,(a) = µi,(a), γk,i,(a), or ρk,i,(a) be the true quantity for group a = 1, 2. Let ξˆi,(a) = µˆi,(a),
γˆk,i,(a), or ρˆk,i,(a) be the corresponding estimator of ξi,(a). We denote the probability distribution
of ξi,(a) by P0,(a) = P
ξ
0,(a) and the empirical distribution of ξˆi,(a) by PNa,(a) = P
ξˆ
Na,(a)
for a = 1, 2.
We focus on the following hypothesis to examine the difference in the degrees of heterogeneity
between the two groups.
H0 : P0,(1) = P0,(2) v.s. H1 : P0,(1) 6= P0,(2).
Under the null hypothesis H0, the distributions are identical for the two groups.
We investigate the hypothesis using the following two-sample KS statistic based on our empirical
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distribution estimators.
KS2 :=
√
N1N2
N1 +N2
∥∥PN1,(1) − PN2,(2)∥∥∞ =
√
N1N2
N1 +N2
sup
f∈F
∣∣PN1,(1)f − PN2,(2)f ∣∣ ,
where ‖ · ‖∞ is the uniform norm. This measures the distance between the empirical distributions
of the two groups and differs from the usual two-sample KS statistic in that it is based on the
empirical distributions of the estimates.
We introduce the following assumption about the data sets.
Assumption 12. Each of {{yit,(1)}T1t=1}N1i=1 and {{yit,(2)}T2t=1}N2i=1 satisfies Assumptions 1, 2, 3, and
4 with rm = 4, rd = 4 when ξˆi,(a) = µˆi,(a) and ξi,(a) = µi,(a); Assumptions 1, 2, 3, and 5 with
rm = 8, rd = 8 when ξˆi,(a) = γˆk,i,(a) and ξi,(a) = γk,i,(a); and Assumptions 1, 2, 3, and 6 with
rm = 8, rd = 8 when ξˆi,(a) = ρˆk,i,(a) and ξi,(a) = ρk,i,(a). (y1,(1), . . . , yN1,(1)) and (y1,(2), . . . , yN2,(2))
are independent.
We need the assumptions introduced in the previous sections along with the independence
assumption, which implies that our test cannot be used to determine the equivalence of the dis-
tributions of two variables from the same units. Our test is intended to compare the distributions
of the same variable from different groups. It is also important to note that this independence
assumption may collapse when there are some time effects. For example, when the time periods
of the two panel data sets overlap, the panel data sets can be dependent given the presence of
common time trends.
The asymptotic null distribution of KS2 is derived using Theorem 2.
Theorem 8. Suppose that Assumption 12 is satisfied. When N1, T1 →∞ with N3+ǫ1 /T 41 → 0 and
N2, T2 →∞ with N3+ǫ2 /T 42 → 0 for some ǫ ∈ (0, 1/3) and N1/(N1 +N2)→ λ for some λ ∈ (0, 1),
it holds that KS2 converges in a distribution to ‖GP0,(1)‖∞ under H0.
The asymptotic null distribution of KS2 is the uniform norm of a Gaussian process. We require
the conditions N3+ǫ1 /T
4
1 → 0 and N3+ǫ2 /T 42 → 0 to use the result of Theorem 2. The condition
N1/(N1+N2)→ λ implies that N1 is not much greater or less than N2 and guarantees the existence
of the asymptotic null distribution.
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Note that the asymptotic distribution does not depend on P0,(1), and critical values can be
computed readily. Kolmogorov (1933) and Smirnov (1944) (for easy reference see, e.g., Theorem
6.10 in Shao, 2003 or Section 2.1.5 in Serfling, 2002) showed that
Pr(‖GP0,(1)‖∞ ≤ a) = 1− 2
∞∑
j=1
(−1)j−1 exp (−2j2a2) , (10)
for any continuous distribution P0,(1), with a > 0. The right-hand side of (10) does not depend on
P0,(1). Moreover, the critical values are readily available in many statistical software packages and
it is easy to implement our tests.
Remark 3. When the true distributions of the estimated quantities, ξˆi,(1) and ξˆi,(2), are the same,
i.e., when P ξˆT1,(1) = P
ξˆ
T2,(2)
, neither the condition N3+ǫ1 /T
4
1 → 0 nor N3+ǫ2 /T 42 → 0 is needed to
establish Theorem 8. In particular, when T1 = T2 and the mean and dynamic structures of the
two groups are completely identical under the null hypothesis, we can test the null hypothesis
H0 without restricting the relative order of Na and Ta for a = 1, 2. In this case, both of the
distribution function estimates suffer from the same bias, which is canceled out in KS2 under the
null hypothesis. Note that we still need the condition N1/(N1 +N2)→ λ ∈ (0, 1).
8 Empirical application
We apply our procedures to panel data on prices in US cities. The speed of price adjustment toward
the long-run law of one price (LOP) has important implications in economics. Anderson and Van Wincoop
(2004) survey the literature on price adjustment and trade costs. Several studies focus on the prop-
erties of heterogeneity in price deviations from the LOP based on model specifications. For example,
Engel and Rogers (2001) and Parsley and Wei (2001) examine the heterogeneity in the time-series
volatility of the LOP deviation, and Crucini et al. (2015) consider the heterogeneous properties for
the time-series persistence of the LOP deviation.
We investigate the heterogeneous properties of the LOP deviations across cities and items using
our procedures. We examine whether the LOP deviations dynamics are heterogeneous depending
on the item-specific unobserved component such as city- or item-specific permanent trade costs
or the item category (e.g., goods or services). Our model-free empirical results complement the
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findings in existing studies by investigating the heterogeneous properties of the permanent amount,
time-series volatility, and persistence of the LOP deviations across cities and items.
8.1 Data
We use data from the American Chamber of Commerce Researchers Association Cost of Living
Index produced by the Council of Community and Economic Research.13 Parsley and Wei (1996),
Yazgan and Yilmazkuday (2011), and Crucini et al. (2015) use the same data set as Lee et al.
(2018) do for their empirical illustration. The data set contains quarterly price series of 48 consumer
price index categorized goods and services for 52 US cities from 1990Q1 to 2007Q4.14
The LOP deviation for item k in city i at time t is yikt = ln pikt − ln p0kt where pikt is the
price of item k in city i at time t and p0kt is that for the benchmark city of Albuquerque, NM. In
this empirical application, we regard each item–city pair as a cross-sectional unit, implying a focus
on the heterogeneity of the dynamic structures of the LOP deviations across item–city pairs. The
number of units is N = 2448 (= 48× 51) and the length of the time series is T = 72 (= 18× 4).
8.2 Results
Table 1 summarizes the estimates based on the empirical distribution without bias correction
(ED) and the HPJ and TOJ estimates for the distributional features of the heterogeneous means,
variances, and first-order autocorrelations of the LOP deviations. The estimates of mean, standard
deviation (std), 25% quantile (Q25), median (Q50), and 75% quantile (Q75) for each quantity are
presented. We also estimate the correlations between these three quantities. The 95% confidence
intervals are computed using the cross-sectional bootstrap.
The results show that the bias-corrected estimates can substantially differ from the ED esti-
mates, even though this data set has a relatively long time series. In particular, both HPJ and TOJ
estimates imply more volatile and persistent dynamics than those implied by the ED estimates.
This result demonstrates that the bias correction is important even when T is relatively large.
LOP deviations exhibit significant heterogeneity across item–city pairs, as shown in the esti-
mates of the standard deviations and quantiles of the heterogeneous means, variances, and first-
13Mototsugu Shintani kindly provided us with the dataset ready for analysis.
14While the original data source contains price information for more items in more cities, we restrict the observations
to obtain a balanced panel data set, as in Crucini et al. (2015).
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Table 1: Distribution of price dynamics
(a) Distributions of µ, γ0, and ρ1
mean std Q25 Q50 Q75
Distribution of µ
ED -0.037 0.131 -0.121 -0.040 0.033
95% CI [-0.042, -0.032] [0.127, 0.136] [-0.129, -0.115] [-0.046, -0.035] [0.027, 0.041]
HPJ -0.037 0.120 -0.115 -0.040 0.024
95% CI [-0.042, -0.032] [0.115, 0.125] [-0.125, -0.108] [-0.050, -0.033] [0.018, 0.034]
TOJ -0.037 0.114 -0.110 -0.040 0.014
95% CI [-0.042, -0.032] [0.108, 0.119] [-0.127, -0.097] [-0.055, -0.030] [0.003, 0.034]
Distribution of γ0
ED 0.021 0.021 0.010 0.016 0.025
95% CI [0.020, 0.022] [0.018, 0.024] [0.009, 0.010] [0.015, 0.017] [0.024, 0.026]
HPJ 0.024 0.019 0.013 0.019 0.029
95% CI [0.023, 0.025] [0.017, 0.021] [0.012, 0.013] [0.018, 0.020] [0.028, 0.031]
TOJ 0.026 0.017 0.015 0.021 0.032
95% CI [0.024, 0.027] [0.014, 0.020] [0.014, 0.016] [0.020, 0.023] [0.029, 0.034]
Distribution of ρ1
ED 0.531 0.206 0.386 0.543 0.691
95% CI [0.523, 0.539] [0.201, 0.211] [0.372, 0.393] [0.533, 0.555] [0.679, 0.702]
HPJ 0.627 0.159 0.519 0.644 0.748
95% CI [0.616, 0.636] [0.150, 0.168] [0.497, 0.532] [0.628, 0.664] [0.729, 0.767]
TOJ 0.663 0.134 0.58 0.686 0.760
95% CI [0.645, 0.679] [0.119, 0.149] [0.533, 0.612] [0.651, 0.723] [0.723, 0.796]
(b) Correlation structure
µ vs γ0 µ vs ρ1 γ0 vs ρ1
ED 0.046 -0.128 0.113
95% CI [0.002, 0.092] [-0.166, -0.087] [0.048, 0.177]
HPJ 0.082 -0.160 0.106
95% CI [0.009, 0.143] [-0.218, -0.104] [-0.003, 0.205]
TOJ 0.123 -0.170 0.020
95% CI [0.025, 0.233] [-0.260, -0.086] [-0.151, 0.167]
order autocorrelations. The standard deviation estimate of the heterogeneous mean indicates a
substantial degree of permanent price differences across cities and items. Likewise, the magnitude
of the variance in price differences shows large heterogeneity. Interestingly, the positive correlation
between the means and the variances implies that the larger the permanent LOP deviation is, the
larger the variance of the deviation tends to be.
The results for the first-order autocorrelations indicate that the LOP deviations are serially
positively correlated. The amount of heterogeneity implied by the bias-corrected estimates is less
than that implied by the ED estimate, but all estimates imply that the first-order autocorrela-
tions have a substantial degree of heterogeneity. The first-order autocorrelations are negatively
correlated with the mean LOP deviation, and the correlation between first-order autocorrelations
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Table 2: Items
Goods T-bone steak, Ground beef, Frying chicken, Chunk light tuna, Whole milk,
Eggs, Margarine, Parmesan cheese, Potatoes, Bananas, Lettuce, Bread, Coffee,
Sugar, Corn flakes, Sweet peas, Peaches, Shortening, Frozen corn, Soft drink,
Beer, Wine, Facial tissues, Dishwashing powder, Men’s dress shirt, Shampoo,
Toothpaste, Tennis balls.
Services Hamburger sandwich, Pizza, Fried chicken, Total home energy cost, Telephone,
Apartment, Home purchase price, Mortgage rate, Monthly payment,
Dry cleaning, Major appliance repair, Auto maintenance, Gasoline,
Doctor office visit, Dentist office visit, Haircut, Beauty salon,
Newspaper subscription, Movie, Bowling.
Note: The service category includes those that may be considered as goods, but whose prices
are likely to include the cost of a service. Our results are robust to minor modifications to the
classification.
and variances is slightly positive. This result indicates that item–city pairs with persistent price
difference tend to have small permanent price differences but tend to suffer from relatively large
shocks.
We also examine whether the distribution of the LOP deviations dynamics differs between goods
and services, similarly to prior works that point out different price dynamics between goods and
services (e.g., Parsley and Wei, 1996 and Nakamura and Steinsson, 2008). Table 2 describes the
classification of goods and services in our analysis. Table 3 summarizes the estimation results,
which indicate that price dynamics for goods are markedly different from those of services. In
particular, prices for services tend to have more persistent dynamics. In fact, the value of the
two-sample KS test for the first-order autocorrelations is 0.353, with a p-value of 0. This provides
statistical evidence that the speed of price adjustment for services is slower than that for goods.
Our findings are informative in their own right and are in line with existing results. For example,
Crucini et al. (2015) find significant heterogeneity in LOP deviation dynamics by considering city–
city pairs in addition to the city–item pairs. Choi and Matsubara (2007) find that the speed of
price adjustment is heterogeneous, even among tradable goods using Japanese data. As existing
studies comparing goods and services, Parsley and Wei (1996) and Nakamura and Steinsson (2008)
find that services exhibit slower price adjustments and less frequent price changes. Those findings
are based on model specifications for heterogeneity, so that our results complement them in a
model-free manner with formal statistical procedures.
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Table 3: Distribution of price dynamics for goods and services
(a) Distributions of µ, γ0, and ρ1 for goods
mean std Q25 Q50 Q75
Distribution of µ
ED -0.042 0.120 -0.127 -0.051 0.026
95% CI [-0.048, -0.036] [0.114, 0.125] [-0.134, -0.119] [-0.059, -0.045] [0.016, 0.032]
HPJ -0.042 0.107 -0.121 -0.053 0.019
95% CI [-0.049, -0.036] [0.100, 0.113] [-0.131, -0.109] [-0.064, -0.046] [0.006, 0.027]
TOJ -0.042 0.101 -0.115 -0.054 0.016
95% CI [-0.048, -0.036] [0.094, 0.107] [-0.132, -0.094] [-0.073, -0.040] [-0.005, 0.035]
Distribution of γ0
ED 0.025 0.021 0.013 0.019 0.029
95% CI [0.024, 0.026] [0.019, 0.024] [0.012, 0.014] [0.019, 0.020] [0.028, 0.031]
HPJ 0.028 0.022 0.016 0.023 0.033
95% CI [0.027, 0.030] [0.019, 0.025] [0.015, 0.017] [0.022, 0.024] [0.031, 0.035]
TOJ 0.030 0.021 0.018 0.025 0.033
95% CI [0.029, 0.032] [0.018, 0.025] [0.017, 0.020] [0.023, 0.027] [0.030, 0.038]
Distribution of ρ1
ED 0.474 0.188 0.348 0.480 0.604
95% CI [0.465, 0.484] [0.181, 0.194] [0.333, 0.360] [0.466, 0.491] [0.591, 0.617]
HPJ 0.577 0.140 0.491 0.591 0.673
95% CI [0.564, 0.591] [0.130, 0.150] [0.463, 0.509] [0.564, 0.608] [0.654, 0.697]
TOJ 0.604 0.106 0.553 0.630 0.686
95% CI [0.583, 0.625] [0.086, 0.125] [0.502, 0.594] [0.581, 0.668] [0.649, 0.740]
(b) Distributions of µ, γ0, and ρ1 for services
mean std Q25 Q50 Q75
Distribution of µ
ED -0.030 0.146 -0.113 -0.023 0.046
95% CI [-0.039, -0.022] [0.138, 0.154] [-0.126, -0.101] [-0.031, -0.015] [0.034, 0.057]
HPJ -0.030 0.138 -0.104 -0.024 0.038
95% CI [-0.039, -0.021] [0.129, 0.146] [-0.118, -0.091] [-0.035, -0.013] [0.024, 0.055]
TOJ -0.030 0.131 -0.093 -0.029 0.028
95% CI [-0.039, -0.021] [0.123, 0.140] [-0.117, -0.068] [-0.046, -0.011] [0.005, 0.055]
Distribution of γ0
ED 0.015 0.019 0.006 0.011 0.018
95% CI [0.014, 0.016] [0.011, 0.025] [0.006, 0.007] [0.010, 0.012] [0.018, 0.020]
HPJ 0.018 0.016 0.008 0.014 0.021
95% CI [0.016, 0.019] [0.011, 0.022] [0.007, 0.009] [0.013, 0.016] [0.020, 0.025]
TOJ 0.019 0.018 0.009 0.016 0.023
95% CI [0.018, 0.021] [0.009, 0.027] [0.008, 0.010] [0.014, 0.018] [0.020, 0.028]
Distribution of ρ1
ED 0.610 0.204 0.479 0.655 0.764
95% CI [0.598, 0.624] [0.194, 0.213] [0.453, 0.510] [0.643, 0.669] [0.754, 0.778]
HPJ 0.696 0.161 0.604 0.749 0.809
95% CI [0.679, 0.713] [0.145, 0.174] [0.565, 0.655] [0.731, 0.769] [0.790, 0.828]
TOJ 0.745 0.130 0.684 0.806 0.822
95% CI [0.721, 0.769] [0.103, 0.155] [0.613, 0.778] [0.766, 0.851] [0.781, 0.867]
There could be several potential sources of significant heterogeneity in LOP deviation dynam-
ics. For example, there may be some item- and/or city-specific unobservables, such as permanent
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trade costs and productivity shocks, which can be sources of heterogeneity across items and cities.
As another example, an information difference across items and/or cities may lead to heteroge-
neous dynamic structures. From this viewpoint, Crucini et al. (2015) relate heterogeneity to an
information difference across managers in different cities based on the noisy information model.
The empirical findings here are useful even when the ultimate goal of an application on the LOP
deviations is a structural estimation based on some model specifications. For example, our findings
here illustrate the importance of taking into account heterogeneity and the type of heterogeneity
that needs to be considered in structural estimation. In particular, we demonstrate that goods and
services exhibit different heterogeneous dynamic structures, so that empirical researchers should
consider different heterogeneity for goods and services. Our recommendation is thus to implement
the model-free procedure for understanding the properties of heterogeneous dynamics even when
investigating the underlying mechanism and their implications based on structural estimation.
9 Monte Carlo simulation
This section presents the Monte Carlo simulation results. We conduct the simulation using R with
5,000 replications.
9.1 Design
For N = 250, 1000, 4000 and T = 12, 24, 48, we generate simulated data using an AR(1) process
yit = (1− φi)ςi + φiyi,t−1 +
√
(1− φ2i )σ2i uit,
where uit ∼ i.i.d. N (0, 1). The initial observations are generated by yi0 ∼ i.i.d. N (ςi, σ2i ) and
ui0 ∼ i.i.d. N (0, 1). Note that this DGP satisfies µi = ςi, γ0,i = σ2i , and ρ1,i = φi. The unit-specific
random variables ςi, φi, and σ
2
i are generated by the truncated normal distribution:


ςi
σ2i
φi

 ∼ i.i.d. N




−1
1.5
0.4

 ,


1 0.2 · 1 · 0.7 −0.3 · 1 · 0.2
0.2 · 1 · 0.7 0.72 0.4 · 0.7 · 0.2
−0.3 · 1 · 0.2 0.4 · 0.7 · 0.2 0.22



 ,
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conditional on σ2i > 0 and |φi| < 1.
Parameters. We estimate the means, standard deviations, 25%, 50%, and 75% quantiles, and
correlation coefficients of µi, γ0,i, and ρ1,i.
Estimators. We consider three estimators: the empirical distribution (ED) without bias correc-
tion, the HPJ bias-corrected estimator, and the TOJ bias-corrected estimator.
9.2 Results
Tables 4, 5, 6, and 7 summarize the results of the Monte Carlo simulation and provide the bias and
the root mean squared error (rmse) of each estimator and the coverage probability (cp) of the 95%
confidence interval based on the cross-sectional bootstrap. The column labeled “true” displays the
true value of the corresponding quantity.
The simulation result demonstrates that our asymptotic analyses provide information about the
finite-sample behavior and the importance of bias correction. First, ED has large biases in some
parameters of interest, such as the quantities γ0,i and Cor(γ0,i, ρ1,i). Second, for many parameters,
the coverage probabilities of ED differ significantly from 0.95 because of these large biases. Third,
the biases and coverage probabilities of ED can improve when T is large, although significant
biases can remain, even with a large T . These results recommend the importance of developing a
bias-correction method.
The split-panel jackknife bias correction reduces biases and improves coverage probabilities for
many parameters. HPJ can work well, especially when biases in ED are large. The coverage
probabilities of HPJ are satisfactory for about half of the cases, in particular those with large T
and those in which the parameter of interest is µi and ρ1,i. Conversely, when T is small and when
the parameter of interest is γ0,i or std, they are not satisfactory. We suspect that large higher-
order biases caused by a small T or highly nonlinear parameters may be present in those cases
in which HPJ does not work well. For such cases, TOJ can further improve both the biases and
coverage probabilities, which can be expected by our discussion for higher-order jackknife in the
supplementary appendix. In contrast, in some cases TOJ eliminates biases at the inevitable cost
of inflation of standard deviations, which may lead to wider confidence intervals, and the coverage
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Table 4: Monte Carlo simulation results for µ
ED HPJ TOJ
true N T bias rmse cp bias rmse cp bias rmse cp
µ mean −0.993 250 12 0.000 0.071 0.948 0.000 0.071 0.947 0.000 0.071 0.950
−0.993 250 24 0.001 0.067 0.945 0.001 0.067 0.947 0.001 0.067 0.947
−0.993 250 48 0.000 0.064 0.955 0.000 0.064 0.955 0.000 0.064 0.956
−0.993 1000 12 0.000 0.035 0.954 0.000 0.035 0.952 0.000 0.035 0.954
−0.993 1000 24 −0.001 0.034 0.945 −0.001 0.034 0.947 −0.001 0.034 0.946
−0.993 1000 48 −0.001 0.033 0.946 −0.001 0.033 0.947 −0.001 0.033 0.946
−0.993 4000 12 0.000 0.018 0.947 0.000 0.018 0.949 0.000 0.018 0.945
−0.993 4000 24 0.000 0.017 0.948 0.000 0.017 0.951 0.000 0.017 0.948
−0.993 4000 48 0.000 0.017 0.944 0.000 0.017 0.943 0.000 0.017 0.940
µ std 0.997 250 12 0.135 0.145 0.248 0.042 0.071 0.901 0.005 0.064 0.946
0.997 250 24 0.076 0.091 0.676 0.016 0.055 0.939 0.000 0.057 0.934
0.997 250 48 0.040 0.061 0.891 0.004 0.049 0.943 −0.001 0.050 0.939
0.997 1000 12 0.136 0.139 0.000 0.044 0.052 0.673 0.007 0.033 0.942
0.997 1000 24 0.076 0.080 0.121 0.015 0.030 0.922 −0.001 0.028 0.946
0.997 1000 48 0.040 0.046 0.613 0.004 0.025 0.949 −0.001 0.025 0.944
0.997 4000 12 0.137 0.137 0.000 0.044 0.047 0.110 0.007 0.017 0.931
0.997 4000 24 0.076 0.077 0.000 0.016 0.020 0.780 −0.001 0.014 0.945
0.997 4000 48 0.041 0.042 0.067 0.005 0.013 0.934 −0.001 0.013 0.946
µ 25%Q −1.666 250 12 −0.095 0.133 0.831 −0.030 0.125 0.960 −0.001 0.200 0.989
−1.666 250 24 −0.054 0.103 0.910 −0.010 0.108 0.964 0.003 0.169 0.992
−1.666 250 48 −0.026 0.091 0.941 0.001 0.103 0.966 0.006 0.152 0.993
−1.666 1000 12 −0.099 0.109 0.431 −0.034 0.069 0.928 −0.005 0.099 0.976
−1.666 1000 24 −0.056 0.072 0.754 −0.012 0.056 0.960 0.001 0.088 0.981
−1.666 1000 48 −0.029 0.053 0.896 −0.003 0.052 0.958 0.002 0.077 0.982
−1.666 4000 12 −0.101 0.103 0.010 −0.036 0.048 0.778 −0.007 0.051 0.958
−1.666 4000 24 −0.056 0.060 0.291 −0.012 0.030 0.937 0.002 0.044 0.970
−1.666 4000 48 −0.030 0.037 0.717 −0.003 0.027 0.948 0.002 0.039 0.966
µ 50%Q −0.993 250 12 −0.027 0.092 0.934 −0.018 0.113 0.958 −0.006 0.180 0.988
−0.993 250 24 −0.019 0.085 0.943 −0.010 0.102 0.965 −0.006 0.157 0.991
−0.993 250 48 −0.011 0.082 0.949 −0.004 0.097 0.961 0.000 0.143 0.990
−0.993 1000 12 −0.028 0.052 0.904 −0.019 0.059 0.942 −0.010 0.092 0.972
−0.993 1000 24 −0.019 0.046 0.926 −0.009 0.053 0.952 −0.001 0.082 0.978
−0.993 1000 48 −0.012 0.042 0.940 −0.005 0.048 0.961 −0.002 0.072 0.979
−0.993 4000 12 −0.029 0.036 0.746 −0.020 0.035 0.887 −0.011 0.048 0.951
−0.993 4000 24 −0.018 0.028 0.860 −0.009 0.027 0.944 −0.003 0.041 0.964
−0.993 4000 48 −0.011 0.024 0.904 −0.004 0.025 0.950 −0.001 0.036 0.967
µ 75%Q −0.320 250 12 0.064 0.118 0.909 0.008 0.129 0.965 −0.010 0.214 0.988
−0.320 250 24 0.035 0.099 0.940 0.003 0.116 0.971 −0.002 0.183 0.993
−0.320 250 48 0.014 0.089 0.955 −0.003 0.106 0.969 −0.005 0.161 0.994
−0.320 1000 12 0.067 0.083 0.733 0.012 0.064 0.956 −0.007 0.105 0.978
−0.320 1000 24 0.034 0.058 0.893 0.001 0.059 0.957 −0.005 0.094 0.981
−0.320 1000 48 0.015 0.047 0.936 −0.003 0.054 0.960 −0.004 0.082 0.985
−0.320 4000 12 0.068 0.073 0.223 0.013 0.035 0.935 −0.005 0.054 0.963
−0.320 4000 24 0.035 0.043 0.667 0.002 0.029 0.953 −0.004 0.047 0.967
−0.320 4000 48 0.017 0.029 0.877 0.000 0.027 0.951 −0.001 0.041 0.969
probabilities for TOJ may be over 0.95 when estimating some quantiles.
In summary, our recommendation based on these simulation results is to employ split-panel
jackknife bias-corrected estimation. When HPJ and TOJ estimates are close to each other, both
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Table 5: Monte Carlo simulation results for γ0
ED HPJ TOJ
true N T bias rmse cp bias rmse cp bias rmse cp
γ0 mean 1.529 250 12 −0.291 0.296 0.001 −0.072 0.101 0.804 0.000 0.099 0.938
1.529 250 24 −0.159 0.167 0.151 −0.025 0.063 0.920 0.002 0.073 0.945
1.529 250 48 −0.082 0.094 0.596 −0.007 0.050 0.946 0.002 0.056 0.948
1.529 1000 12 −0.291 0.292 0.000 −0.073 0.081 0.453 −0.002 0.048 0.948
1.529 1000 24 −0.157 0.159 0.000 −0.023 0.037 0.871 0.005 0.036 0.949
1.529 1000 48 −0.082 0.086 0.077 −0.007 0.026 0.940 0.001 0.029 0.947
1.529 4000 12 −0.291 0.292 0.000 −0.073 0.075 0.022 −0.002 0.025 0.943
1.529 4000 24 −0.158 0.158 0.000 −0.024 0.028 0.628 0.004 0.019 0.944
1.529 4000 48 −0.082 0.083 0.000 −0.007 0.015 0.906 0.002 0.015 0.945
γ0 std 0.668 250 12 0.215 0.225 0.022 0.165 0.188 0.462 0.090 0.191 0.913
0.668 250 24 0.144 0.152 0.103 0.074 0.097 0.787 0.020 0.107 0.938
0.668 250 48 0.087 0.095 0.384 0.029 0.054 0.912 0.002 0.067 0.936
0.668 1000 12 0.216 0.219 0.000 0.165 0.171 0.010 0.090 0.124 0.811
0.668 1000 24 0.147 0.149 0.000 0.077 0.084 0.244 0.024 0.060 0.928
0.668 1000 48 0.087 0.090 0.003 0.029 0.037 0.765 0.002 0.034 0.943
0.668 4000 12 0.217 0.217 0.000 0.165 0.167 0.000 0.091 0.100 0.401
0.668 4000 24 0.146 0.147 0.000 0.076 0.077 0.000 0.022 0.035 0.875
0.668 4000 48 0.088 0.088 0.000 0.029 0.031 0.264 0.002 0.017 0.949
γ0 25%Q 1.055 250 12 −0.451 0.453 0.000 −0.221 0.233 0.209 −0.085 0.150 0.923
1.055 250 24 −0.272 0.277 0.001 −0.093 0.121 0.788 −0.017 0.129 0.979
1.055 250 48 −0.152 0.161 0.220 −0.033 0.081 0.942 0.000 0.118 0.986
1.055 1000 12 −0.453 0.454 0.000 −0.224 0.227 0.000 −0.089 0.109 0.742
1.055 1000 24 −0.274 0.275 0.000 −0.094 0.102 0.327 −0.018 0.066 0.958
1.055 1000 48 −0.154 0.156 0.000 −0.034 0.050 0.864 0.000 0.059 0.974
1.055 4000 12 −0.454 0.454 0.000 −0.225 0.226 0.000 −0.090 0.095 0.198
1.055 4000 24 −0.274 0.275 0.000 −0.095 0.097 0.003 −0.018 0.036 0.926
1.055 4000 48 −0.154 0.155 0.000 −0.034 0.039 0.551 0.000 0.030 0.964
γ0 50%Q 1.515 250 12 −0.472 0.476 0.000 −0.182 0.206 0.549 −0.054 0.175 0.960
1.515 250 24 −0.274 0.281 0.006 −0.076 0.115 0.873 −0.015 0.152 0.976
1.515 250 48 −0.150 0.161 0.286 −0.027 0.082 0.951 −0.001 0.128 0.987
1.515 1000 12 −0.473 0.474 0.000 −0.183 0.189 0.048 −0.054 0.100 0.912
1.515 1000 24 −0.274 0.276 0.000 −0.075 0.087 0.605 −0.014 0.075 0.966
1.515 1000 48 −0.151 0.154 0.000 −0.028 0.049 0.894 −0.003 0.066 0.972
1.515 4000 12 −0.474 0.474 0.000 −0.184 0.185 0.000 −0.056 0.070 0.730
1.515 4000 24 −0.275 0.275 0.000 −0.076 0.079 0.071 −0.014 0.040 0.943
1.515 4000 48 −0.152 0.152 0.000 −0.029 0.035 0.696 −0.003 0.033 0.959
γ0 75%Q 1.982 250 12 −0.325 0.337 0.093 −0.037 0.146 0.948 0.029 0.260 0.980
1.982 250 24 −0.169 0.187 0.468 −0.011 0.116 0.965 0.002 0.209 0.987
1.982 250 48 −0.085 0.112 0.773 −0.003 0.100 0.966 −0.001 0.178 0.988
1.982 1000 12 −0.324 0.327 0.000 −0.036 0.079 0.925 0.029 0.132 0.964
1.982 1000 24 −0.165 0.169 0.027 −0.005 0.059 0.956 0.009 0.109 0.967
1.982 1000 48 −0.084 0.092 0.377 −0.003 0.050 0.958 −0.001 0.090 0.970
1.982 4000 12 −0.324 0.324 0.000 −0.036 0.050 0.826 0.029 0.071 0.938
1.982 4000 24 −0.165 0.166 0.000 −0.006 0.031 0.944 0.009 0.055 0.957
1.982 4000 48 −0.083 0.085 0.006 −0.002 0.025 0.950 0.000 0.045 0.962
estimates could be reliable. In contrast, when both estimates differ due to a severe higher-order
bias, we could rely on TOJ, especially when estimating highly nonlinear parameters, while being
cautious about the precision of point estimates. ED is not recommended.
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Table 6: Monte Carlo simulation results for ρ1
ED HPJ TOJ
true N T bias rmse cp bias rmse cp bias rmse cp
ρ1 mean 0.397 250 12 −0.199 0.200 0.000 0.008 0.030 0.939 0.004 0.054 0.949
0.397 250 24 −0.097 0.098 0.000 0.005 0.021 0.944 0.004 0.033 0.951
0.397 250 48 −0.047 0.049 0.087 0.002 0.016 0.945 0.001 0.021 0.948
0.397 1000 12 −0.200 0.200 0.000 0.007 0.016 0.916 0.004 0.028 0.944
0.397 1000 24 −0.097 0.097 0.000 0.005 0.011 0.919 0.003 0.017 0.946
0.397 1000 48 −0.047 0.048 0.000 0.002 0.008 0.939 0.000 0.011 0.946
0.397 4000 12 −0.199 0.200 0.000 0.008 0.010 0.825 0.003 0.014 0.941
0.397 4000 24 −0.097 0.097 0.000 0.005 0.007 0.818 0.004 0.009 0.928
0.397 4000 48 −0.047 0.048 0.000 0.002 0.005 0.907 0.000 0.005 0.941
ρ1 std 0.198 250 12 0.109 0.109 0.000 0.045 0.050 0.496 −0.030 0.055 0.889
0.198 250 24 0.058 0.059 0.000 0.007 0.018 0.931 −0.012 0.034 0.924
0.198 250 48 0.029 0.031 0.128 0.001 0.013 0.945 −0.003 0.021 0.940
0.198 1000 12 0.109 0.109 0.000 0.045 0.047 0.018 −0.030 0.038 0.739
0.198 1000 24 0.058 0.059 0.000 0.008 0.012 0.845 −0.011 0.019 0.885
0.198 1000 48 0.030 0.030 0.000 0.001 0.006 0.950 −0.002 0.010 0.946
0.198 4000 12 0.109 0.109 0.000 0.045 0.046 0.000 −0.030 0.032 0.265
0.198 4000 24 0.058 0.058 0.000 0.008 0.009 0.545 −0.011 0.014 0.697
0.198 4000 48 0.030 0.030 0.000 0.001 0.003 0.940 −0.002 0.006 0.916
ρ1 25%Q 0.263 250 12 −0.275 0.277 0.000 −0.011 0.053 0.957 0.079 0.133 0.926
0.263 250 24 −0.135 0.138 0.000 0.005 0.038 0.957 0.015 0.079 0.975
0.263 250 48 −0.066 0.069 0.105 0.003 0.030 0.964 0.002 0.056 0.985
0.263 1000 12 −0.277 0.277 0.000 −0.013 0.029 0.926 0.079 0.096 0.721
0.263 1000 24 −0.137 0.137 0.000 0.003 0.019 0.951 0.010 0.041 0.956
0.263 1000 48 −0.067 0.067 0.000 0.003 0.015 0.954 0.002 0.028 0.971
0.263 4000 12 −0.277 0.277 0.000 −0.012 0.018 0.840 0.079 0.084 0.170
0.263 4000 24 −0.137 0.137 0.000 0.003 0.010 0.938 0.011 0.022 0.925
0.263 4000 48 −0.067 0.067 0.000 0.003 0.008 0.939 0.002 0.014 0.959
ρ1 50%Q 0.397 250 12 −0.182 0.184 0.000 0.020 0.049 0.944 −0.020 0.098 0.967
0.397 250 24 −0.085 0.088 0.019 0.013 0.036 0.940 0.007 0.068 0.972
0.397 250 48 −0.040 0.045 0.407 0.005 0.027 0.958 0.001 0.049 0.982
0.397 1000 12 −0.183 0.183 0.000 0.019 0.030 0.868 −0.024 0.055 0.938
0.397 1000 24 −0.086 0.086 0.000 0.011 0.020 0.903 0.004 0.034 0.962
0.397 1000 48 −0.041 0.042 0.008 0.004 0.014 0.940 −0.001 0.025 0.968
0.397 4000 12 −0.183 0.183 0.000 0.019 0.022 0.608 −0.025 0.035 0.837
0.397 4000 24 −0.085 0.086 0.000 0.012 0.014 0.710 0.004 0.018 0.946
0.397 4000 48 −0.041 0.041 0.000 0.004 0.008 0.900 0.000 0.013 0.951
ρ1 75%Q 0.531 250 12 −0.106 0.109 0.011 0.045 0.063 0.866 0.012 0.096 0.969
0.531 250 24 −0.047 0.051 0.393 0.012 0.036 0.951 −0.003 0.068 0.980
0.531 250 48 −0.021 0.028 0.782 0.004 0.028 0.961 −0.002 0.051 0.982
0.531 1000 12 −0.106 0.106 0.000 0.045 0.050 0.502 0.013 0.049 0.954
0.531 1000 24 −0.046 0.047 0.009 0.014 0.022 0.879 0.000 0.034 0.968
0.531 1000 48 −0.021 0.023 0.417 0.004 0.014 0.946 −0.002 0.025 0.969
0.531 4000 12 −0.105 0.105 0.000 0.045 0.046 0.021 0.013 0.027 0.920
0.531 4000 24 −0.045 0.046 0.000 0.014 0.017 0.608 0.000 0.017 0.956
0.531 4000 48 −0.020 0.021 0.009 0.004 0.008 0.907 −0.001 0.013 0.964
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Table 7: Monte Carlo simulation results for correlations
ED HPJ TOJ
true N T bias rmse cp bias rmse cp bias rmse cp
µ vs γ0 0.193 250 12 −0.142 0.156 0.377 −0.103 0.136 0.762 −0.066 0.152 0.892
0.193 250 24 −0.098 0.117 0.638 −0.055 0.097 0.884 −0.026 0.112 0.930
0.193 250 48 −0.061 0.088 0.826 −0.024 0.078 0.934 −0.006 0.090 0.941
0.193 1000 12 −0.142 0.146 0.008 −0.103 0.112 0.352 −0.068 0.095 0.799
0.193 1000 24 −0.100 0.105 0.111 −0.057 0.070 0.692 −0.028 0.062 0.912
0.193 1000 48 −0.062 0.070 0.485 −0.025 0.045 0.889 −0.006 0.045 0.939
0.193 4000 12 −0.142 0.143 0.000 −0.103 0.105 0.002 −0.068 0.075 0.467
0.193 4000 24 −0.100 0.101 0.000 −0.056 0.060 0.200 −0.027 0.038 0.825
0.193 4000 48 −0.062 0.064 0.021 −0.025 0.031 0.725 −0.007 0.023 0.938
µ vs ρ1 0.405 250 12 −0.245 0.253 0.014 −0.161 0.191 0.619 −0.087 0.200 0.911
0.405 250 24 −0.158 0.169 0.207 −0.072 0.110 0.863 −0.017 0.134 0.940
0.405 250 48 −0.091 0.107 0.634 −0.024 0.075 0.934 0.003 0.096 0.941
0.405 1000 12 −0.245 0.247 0.000 −0.163 0.170 0.086 −0.092 0.128 0.823
0.405 1000 24 −0.158 0.160 0.000 −0.070 0.082 0.604 −0.014 0.067 0.941
0.405 1000 48 −0.091 0.095 0.095 −0.023 0.042 0.897 0.004 0.048 0.943
0.405 4000 12 −0.245 0.246 0.000 −0.163 0.165 0.000 −0.091 0.101 0.465
0.405 4000 24 −0.158 0.158 0.000 −0.070 0.073 0.074 −0.014 0.036 0.927
0.405 4000 48 −0.090 0.091 0.000 −0.023 0.029 0.745 0.004 0.024 0.946
γ0 vs ρ1 −0.286 250 12 0.367 0.373 0.000 0.326 0.343 0.141 0.240 0.302 0.740
−0.286 250 24 0.271 0.280 0.019 0.175 0.200 0.565 0.076 0.172 0.917
−0.286 250 48 0.172 0.184 0.242 0.072 0.112 0.870 0.011 0.122 0.950
−0.286 1000 12 0.367 0.369 0.000 0.327 0.332 0.000 0.241 0.258 0.247
−0.286 1000 24 0.271 0.273 0.000 0.174 0.181 0.054 0.078 0.110 0.825
−0.286 1000 48 0.170 0.174 0.000 0.070 0.083 0.637 0.008 0.063 0.940
−0.286 4000 12 0.368 0.368 0.000 0.328 0.329 0.000 0.242 0.246 0.000
−0.286 4000 24 0.271 0.271 0.000 0.174 0.176 0.000 0.077 0.086 0.479
−0.286 4000 48 0.171 0.172 0.000 0.070 0.074 0.094 0.009 0.032 0.938
10 Conclusion
This paper proposes methods to analyze heterogeneous dynamic structures using panel data. Our
methods are easily implemented without requiring a model specification. We first compute the
sample mean, autocovariances, and autocorrelations for each unit. We then use these to estimate
the parameters of interest, such as the distribution function, the quantile function, and the other
moments of the heterogeneous mean, autocovariances, and/or autocorrelations. We establish con-
ditions on the relative magnitudes of N and T under which the estimator for the distribution
function does not suffer from asymptotic bias. When the parameter of interest can be written as
the expected value of a smooth function of the heterogeneous mean and/or autocovariances, the
bias of the estimator is of order O(1/T ) and can be reduced using the split-panel jackknife bias
correction. In addition, we develop inference based on the cross-sectional bootstrap and provide an
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extension based on the proposed procedures involving the testing of differences in heterogeneous
dynamic structures across distinct groups. We apply our procedures to the dynamics of LOP de-
viations in different US cities for various items and obtain new empirical evidence for significant
heterogeneity. The results of the Monte Carlo simulations demonstrate the desirable properties of
the proposed procedures.
Future work. Several future research topics are possible. First, it would be interesting to develop
a formal testing procedure to examine whether the dynamics are heterogeneous. We are currently
working on this extension. Second, it would be interesting to examine quantities in addition to
means and autocovariances. For example, Arellano, Blundell, and Bonhomme (2017) highlight the
importance of nonlinearity and conditional skewness in earnings and consumption dynamics. Third,
while we developed our analysis for stationary panel data, it would be interesting to consider
nonstationary panel data. Finally, while we focus only on balanced panel data, an analysis based
on unbalanced panel data would be useful.
A Appendix: Proofs and technical lemmas
This appendix presents the proofs of the theorems and the technical lemmas used to prove the
theorems. Section A.1 contains the proofs for the theorems in the main text. The technical lemmas
are given in Section A.2.
A.1 Proofs of theorems
This section contains the proofs of the theorems in the main text. We repeatedly cite the results
in van der Vaart and Wellner (1996), subsequently abbreviated as VW. We also denote a generic
constant by M <∞ throughout.
A.1.1 Proof of Theorem 1
Let PN = P
ξˆ
N , PT = P
ξˆ
T , and P0 = P
ξ
0 be the probability measures defined in the main body for
ξˆi = µˆi, γˆk,i or ρˆk,i, and ξi = µi, γk,i or ρk,i, respectively. Let FN , FT and F0 be the corresponding
CDFs.
35
By the triangle inequality, we have supf∈F |PNf −P0f | ≤ supf∈F |PNf −PT f |+supf∈F |PT f −
P0f |. For the second term on the right-hand side, Corollary 2 or Lemma 6, or 7 for ξˆi = µˆi, γˆk,i, or
ρˆk,i, respectively, implies that ξˆi converges to ξi in mean square convergence and thus also implies
that ξˆi converges to ξi in distribution. Hence, Lemma 2.11 in van der Vaart (1998) implies that
supf∈F |PT f − P0f | → 0 as ξi is continuously distributed by Assumption 4.a, 5.a, or 6.a.
We then show that the first term almost surely converges to 0. Note that, for f = 1(−∞,a],
PNf = FN(a), and E(FN (a)) = Pr(ξˆi ≤ a) = PT f . We first fix a monotonic sequence T = T (N)
such that T → ∞ as N → ∞, which transforms our sample into triangular arrays. We use the
strong law of large numbers for triangular arrays (see, e.g., Hu, Mo´ricz, and Taylor, 1989, Theorem
2). This is possible because under Assumption 1, 1(ξˆi ≤ a) for any a ∈ R is i.i.d. across units, the
condition (1.5) in Hu et al. (1989) is clearly satisfied, and the condition (1.6) in Hu et al. (1989) is
also satisfied when we set X = 2 in condition (1.6). Thus, we have FN(a) − Pr(ξˆi ≤ a) as−→ 0 and
FN (a−) − Pr(ξˆi < a) as−→ 0 for every a ∈ R, when T (N) → ∞ as N → ∞. Given a fixed ε > 0,
there exists a partition −∞ = a0 < a1 < · · · < aL =∞ such that Pr(ξi < al)−Pr(ξi ≤ al−1) < ε/3
for every l. We showed supf∈F |PT f − P0f | → 0, which implies that for sufficiently large N,T ,
supf∈F |PT f − P0f | < ε/3. Therefore, we have Pr(ξˆi < al) − Pr(ξˆi ≤ al−1) < ε for every l. The
rest of the proof is the same as that for Theorem 19.1 in van der Vaart (1998). For al−1 ≤ a < al,
FN (a)− Pr(ξˆi ≤ a) ≤ FN(al−)− Pr(ξˆi < al) + ε,
FN (a)− Pr(ξˆi ≤ a) ≥ FN(al−1−)− Pr(ξˆi < al−1)− ε.
Accordingly, we have lim supN,T→∞(supf∈F |PNf −PT f |) ≤ ε almost surely. This is true for every
ε > 0, and we thus get supf∈F |PNf −PT f | as−→ 0. We note that this result holds for all monotonic
diagonal paths N →∞, T (N)→∞. As stated in REMARKS (a) in Phillips and Moon (1999), it
thus holds under double asymptotics N,T →∞. Consequently, we obtain the desired result by the
continuous mapping theorem.
A.1.2 Proof of Theorem 2
The proof is based on the decomposition in (4) and (5). To study the asymptotic behavior of (4),
we use Lemma 2.8.7 in VW. We first fix a monotonic sequence T = T (N) such that T (N) → ∞
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as N → ∞, making our sample into triangular arrays. By Theorem 2.8.3, Example 2.5.4, and
Example 2.3.4 in VW, the class F is Donsker and pre-Gaussian uniformly in {PT }. Thus, we need
to check the conditions (2.8.5) and (2.8.6) in VW. The condition (2.8.6) in VW is immediate for
the envelope function F = 1 (constant).
We check the condition (2.8.5) in VW. Let ρPT and ρP0 be the variance semi-metrics with
respect to PT and P0, respectively. Then,
sup
f,g∈F
|ρPT (f, g)− ρP0(f, g)|
= sup
f,g∈F
|
√
PT ((f − g)− PT (f − g))2 −
√
P0((f − g)− P0(f − g))2|
= sup
a,a′∈R
|
√
PT (1(−∞,a] − 1(−∞,a′] − PT (1(−∞,a] − 1(−∞,a′]))2
−
√
P0(1(−∞,a] − 1(−∞,a′] − P0(1(−∞,a] − 1(−∞,a′]))2|
≤ sup
a,a′∈R
|PT (1(−∞,a] − 1(−∞,a′] − PT (1(−∞,a] − 1(−∞,a′]))2
− P0(1(−∞,a] − 1(−∞,a′] − P0(1(−∞,a] − 1(−∞,a′]))2|1/2,
where the first inequality follows from the triangle inequality. Without loss of generality, we assume
a > a′. Then, by simple algebra,
sup
f,g∈F
|ρPT (f, g)− ρP0(f, g)|
≤ sup
a,a′∈R
∣∣(PT1(−∞,a] − P01(−∞,a])− (PT1(−∞,a]1(−∞,a′] − P01(−∞,a]1(−∞,a′])
+ (PT1(−∞,a′] − P01(−∞,a′])− ((PT1(−∞,a])2 − (P01(−∞,a])2)
− ((PT1(−∞,a′])2 − (P01(−∞,a]′)2) + 2(PT1(−∞,a]PT1(−∞,a′] − PT1(−∞,a]P01(−∞,a′])
+ 2(PT 1(−∞,a]P01(−∞,a′] − P01(−∞,a]P01(−∞,a′])
∣∣1/2
≤ 11 sup
a∈R
∣∣PT1(−∞,a] − P01(−∞,a]∣∣1/2
→ 0,
where the last conclusion follows from Lemma 2.11 in van der Vaart (1998), and ξˆi
p−→ ξi, which
follows from Corollary 2 or Lemma 6, or 7 for ξˆi = µˆi, γˆk,i, or ρˆk,i, respectively. Therefore, condition
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(2.8.5) in VW is satisfied.
Therefore, by Lemma 2.8.7 in VW, we show that
GN,PT  GP0 in ℓ
∞(F). (11)
Note that (11) holds for all monotonic diagonal paths T (N) → ∞ as N → ∞. As in REMARKS
(a) of Phillips and Moon (1999), (11) thus holds under double asymptotics N,T →∞.
Next, we study the asymptotic behavior of (5):
√
N(PT f − P0f). Because the nonstochastic
function sequence PT f − P0f is uniformly bounded in f ∈ F , we should consider the convergence
rate of supf∈F |PT f − P0f |. Lemma 8, 9, or 10 for ξˆi = µˆi, γˆk,i, or ρˆk,i, respectively, shows that
supf∈F |PT f − P0f | = O(T−2/(3+ǫ)) for any ǫ ∈ (0, 1/3).
Therefore, given N3+ǫ/T 4 → 0 for some ǫ ∈ (0, 1/3), the desired result holds by Slutsky’s
theorem.
A.1.3 Proofs of Theorems 3-7
These proofs are included in the supplement.
A.1.4 Proof of Theorem 8
We first observe that
KS2 =
∥∥∥∥∥
√
N1N2
N1 +N2
(PN1,(1) − P0,(1))−
√
N1N2
N1 +N2
(PN2,(2) − P0,(2)) +
√
N1N2
N1 +N2
(P0,(1) − P0,(2))
∥∥∥∥∥
∞
.
Note that, under Assumption 12,
√
N1(PN1,(1) − P0,(1)) and
√
N2(PN2,(2) − P0,(2)) jointly converge
in distribution to independent Brownian processes GP0,(1) and GP0,(2) given N1, T1 → ∞ with
N3+ǫ1 /T
4
1 → 0 and N2, T2 →∞ with N3+ǫ2 /T 42 → 0 for some ǫ ∈ (0, 1/3) by Theorem 2. Therefore,
under H0 : P0,(1) = P0,(2), KS2 converges in distribution to ‖
√
1− λGP0,(1) −
√
λGP0,(2)‖∞ by the
continuous mapping theorem given N1/(N1+N2)→ λ ∈ (0, 1). It is easy to see that the distribution
of the limit random variable
√
1− λGP0,(1)−
√
λGP0,(2) is identical to that of GP0,(1) underH0. Thus,
we have the desired result.
38
A.2 Technical lemmas
Lemma 1 (Galvao and Kato, 2014 based on Davydov, 1968). Let {υt}∞t=1 denote a stationary
process taking values in R and let α(m) denote its α-mixing coefficients. Suppose that E(|υ1|q) <∞
and
∑∞
m=1 α(m)
1−2/q < ∞ for some q > 2. Then, we have var
(∑T
t=1 υt
)
≤ CT with C =
12(E(|υ1|q))2/q
∑∞
m=0 α(m)
1−2/q .
Proof. The proof is available in Galvao and Kato (2014) (the discussion after Theorem C.1).
Lemma 2 (Yokoyama, 1980). Let {υt}∞t=1 denote a strictly stationary α-mixing process taking
values in R, and let α(m) denote its α-mixing coefficients. Suppose that E(υt) = 0 and for some
constants δ > 0 and r > 2, E(|υ1|r+δ) < ∞. If
∑∞
m=0(m + 1)
r/2−1α(m)δ/(r+δ) < ∞, then there
exists a constant C independent of T such that E(|∑Tt=1 υt|r) ≤ CT r/2.
Proof. The proof is available in Yokoyama (1980).
Lemma 3. Let r be an even natural number. Suppose that Assumptions 1, 2, and 3 hold for rm = r
and rd = r. Then, it holds that E((w¯i)
r) ≤ CT−r/2.
Proof. The proof is included in the supplement.
Because µˆi − µi = y¯i − µi = w¯i, we obtain the following result as a corollary.
Corollary 2. Let r be an even natural number. Suppose that Assumptions 1, 2, and 3 hold for
rm = r and rd = r. Then we have E((µˆi − µi)r) = O(T−r/2).
Lemma 4. Let r be an even natural number. Suppose that Assumptions 1 and 2 hold for rm = r.
Then, {witwi,t−k}∞t=k+1 for a fixed k given αi is strictly stationary and α-mixing and its mixing
coefficients {αk(m|i)}∞m=0 possess the following properties: there exists a sequence {αk(m)}∞m=0
such that for any i and m, αk(m|i) ≤ αk(m) and
∑∞
m=0(m + 1)
r/2−1αk(m)
δ/(r+δ) < ∞ for some
δ > 0.
Proof. The proof is similar to the proof of Theorem 14.1 in Davidson (1994). Clearly, for any
i and any 0 ≤ m < k, αk(m|i) ≤ 1, and that for any i and any m ≥ k, αk(m|i) ≤ α(m −
k|i) ≤ α(m − k) by the definition of α-mixing coefficients and Assumption 2. Thus, we have∑∞
m=0(m + 1)
r/2−1αk(m)
δ/(r+δ) ≤ ∑k−1m=0(m + 1)r/2−1 +∑∞m=k(m + 1)r/2−1α(m − k)δ/(r+δ) < ∞
under Assumption 2.
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Lemma 5. Let r be an even natural number. Suppose that Assumptions 1, 2, and 3 hold for rm = r
and rd = 2r. Then, it holds that E((
∑T
t=k+1(witwi,t−k − γk,i))r) ≤ CT r/2 for some constant C.
Proof. In view of Lemma 4, the lemma follows the same line as that for Lemma 3.
Lemma 6. Let r be an even natural number. Suppose that Assumptions 1, 2, and 3 hold for
rm = 2r and rd = 2r. Then, we have E((γˆk,i − γk,i)r) = O(T−r/2).
Proof. The proof is included in the supplement.
Lemma 7. Let r be an even natural number. Suppose that Assumptions 1, 2, and 3 hold for rm = 2r
and rd = 2r and that γ0,i > ǫ almost surely for some constant ǫ > 0. We have E((ρˆk,i − ρk,i)r) =
O(T−r/2).
Proof. We observe that E((ρˆk,i − ρk,i)r) = E((γ−10,i (γˆk,i − γk,i)− γ−10,i ρˆk,i(γˆ0,i − γ0,i))r). By Loe´ve’s
cr inequality, we only need to examine the r-order moment of each term in parentheses on the
right-hand side. We have E((γ−10,i (γˆk,i − γk,i))r) ≤ ME((γˆk,i − γk,i)r) for some M < ∞ by the
assumption that γ0,i > ǫ. Lemma 6 implies that E((γˆk,i − γk,i)r) = T−r/2. For the second term, it
holds that E((γ−10,i ρˆk,i(γˆ0,i − γ0,i))r) ≤ME((γˆ0,i − γ0,i)r) for some M <∞ by the assumption that
γ0,i > ǫ and the fact that |ρˆk,i| ≤ 1. Lemma 6 implies that E((γˆ0,i − γ0,i)r) = T−r/2. We thus have
the desired result.
Lemma 8. Suppose that Assumptions 1, 2, 3, and 4 hold for rm = 4 and rd = 4. Let PT = P
µˆ
T and
P0 = P
µ
0 be the probability measures of µˆi and µi, respectively. It holds that supf∈F |PT f − P0f | =
O(T−2/(3+2ǫ)) for any ǫ ∈ (0, 1/3).
Proof. The proof is based on the comparison between the characteristic functions of µˆj and µj. In
the proof, we use the index j instead of the index i because i is reserved for the imaginary number.
We introduce the sum of µˆj and a Gaussian noise to guarantee that terms in the expansion of the
characteristic function below are integrable. Consider µˆj = µj+ w¯j, µ˜j := µˆj+z = µj+ w¯j+z, and
µˇj := µj + z where z ∼ N (0, σ2) for some σ2 > 0 and z is independent of (αj , {wjt}Tt=1). Below we
consider a situation where σ2 → 0 depending on T →∞. Let PT , P˜T , Pˇ , and P0 be the probability
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measures of µˆj, µ˜j, µˇj , and µj, respectively. We observe that
sup
f∈F
|PT f − P0f | ≤ sup
f∈F
|PT f − P˜T f |+ sup
f∈F
|P˜T f − Pˇ f |+ sup
f∈F
|Pˇ f − P0f |. (12)
We examine each term on the right-hand side. For f = 1(−∞,a], we write the CDFs FT (a) = PT f =
Pr(µˆj ≤ a), F˜T (a) = P˜T f = Pr(µ˜j ≤ a), Fˇ (a) = Pˇ f = Pr(µˇj ≤ a), and F0(a) = P0f = Pr(µj ≤ a).
We first examine the first term in (12). For any a ∈ R, we observe that F˜T (a) − FT (a) =
E[E(1{µˆj + z ≤ a}|z)] − FT (a) = E[FT (a − z)] − FT (a) because of the law of iterated expec-
tations and the independence between z and µˆj . We consider the third-order Taylor expansion
of FT (a − z) around z = 0: FT (a − z) = FT (a) − zF ′T (a) + z2F
′′
T (a)/2 − z3F
′′′
T (a˜)/3! where a˜
is between a − z and a. Noting that E(z) = 0, E(z2) = σ2, and E|z|3 = O(σ3), we obtain
that
∣∣∣F˜T (a)− FT (a)∣∣∣ = |E[FT (a− z)]− FT (a)| = O(σ2) uniformly over a ∈ R by Assumption 4.c.
Hence, we have supf∈F |PT f − P˜T f | = O(σ2).
We then examine the third term in (12). The proof is the same as for the first term. Given z is
independent of µj , we observe that Fˇ (a) − F0(a) = E[F0(a − z)] − F0(a). The third-order Taylor
expansion of F0(a− z) around z = 0 is F0(a− z) = F0(a)− zF ′0(a) + z2F
′′
0 (a)/2− z3F
′′′
0 (a˜)/3!. By
Assumption 4.b, we obtain that
∣∣Fˇ (a)− F0(a)∣∣ = |E[F0(a− z)]− F0(a)| = O(σ2) uniformly over
a ∈ R. Hence, we have supf∈F |Pˇ f − P0f | = O(σ2).
Next, we evaluate the second term in (12). To this end, we first expand the characteristic
functions of µˇj and µ˜j. By the independence between z and (αj , {wjt}Tt=1), we have
ψµˇ(ζ) := E[exp(iζµˇj)] = E[exp(iζz)]E[exp(iζµj)] = exp
(
−1
2
σ2ζ2
)
ψµ(ζ),
ψµ˜(ζ) := E[exp(iζµ˜j)] = E[exp(iζz)]E[exp(iζµˆj)] = exp
(
−1
2
σ2ζ2
)
ψµˆ(ζ),
where ψµ(ζ) := E[exp(iζµj)] and ψµˆ(ζ) := E[exp(iζµˆj)] are the characteristic functions of µj and µˆj .
For the characteristic function of µˆj, we observe that ψµˆ(ζ) = E[exp(iζµˆj)] = E[exp(iζµj) exp(iζw¯j)].
By Taylor’s theorem, it holds that exp(iζw¯j) = 1+ iζw¯j − ζ2(w¯j)2/2− iζ3(w¯j)3 exp(iζw˜j)/3! where
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w˜j is between 0 and w¯j.
15 Therefore, it holds that
E[exp(iζµˆj)] =E[exp(iζµj)] + iζE[w¯j exp(iζµj)]
− 1
2
ζ2E[(w¯j)
2 exp(iζµj)]− 1
3!
iζ3E[(w¯j)
3 exp(iζw˜j) exp(iζµj)]
=ψµ(ζ)− 1
2
ζ2E[(w¯j)
2 exp(iζµj)]− 1
3!
iζ3E[(w¯j)
3 exp(iζw˜j) exp(iζµj)],
where E[w¯j exp(iζµj)] = 0 follows from E(w¯j |j) = 0. Hence, it holds that
ψµ˜(ζ) = exp
(
−1
2
σ2ζ2
)(
ψµ(ζ)− 1
2
ζ2E[(w¯j)
2 exp(iζµj)]− 1
3!
iζ3E[(w¯j)
3 exp(iζw˜j) exp(iζµj)]
)
.
We use the inversion theorem (Gil-Pelaez, 1951 and Wendel, 1961) to bound Fˇ (a) − F˜T (a) for
any a ∈ R.
FˇT (a)− F˜ (a) =
(
1
2
+
1
2π
∫ ∞
−∞
eiζaψµˇ(−ζ)− e−iζaψµˇ(ζ)
iζ
dζ
)
−
(
1
2
+
1
2π
∫ ∞
−∞
eiζaψµ˜(−ζ)− e−iζaψµ˜(ζ)
iζ
dζ
)
=
1
π
∫ ∞
−∞
e−iζa
iζ
[ψµ˜(ζ)− ψµˇ(ζ)]dζ
=
1
π
∫ ∞
−∞
e−iζa
iζ
exp
(
−1
2
σ2ζ2
)(
−1
2
ζ2E
[
(w¯j)
2 exp(iζµj)
])
dζ
+
1
π
∫ ∞
−∞
e−iζa
iζ
exp
(
−1
2
σ2ζ2
)(
− 1
3!
iζ3E
[
(w¯j)
3 exp(iζw˜j) exp(iζµj)
])
dζ.
(13)
We examine each of the two terms.
First, we consider the first term in the last line of (13).
1
π
∫ ∞
−∞
e−iζa
iζ
exp
(
−1
2
σ2ζ2
)(
−1
2
ζ2E
[
(w¯j)
2 exp(iζµj)
)]
dζ
=E
[
(w¯j)
2 i
2π
∫ ∞
−∞
exp(iζ(µj − a))ζ exp
(
−1
2
σ2ζ2
)
dζ
]
,
(14)
15Strictly speaking, this expansion may not hold as the mean value expression of the remainder term for Taylor’s
theorem for complex functions may not exist. However, as exp(iζw¯j) = sin(ζw¯j) + i cos(ζw¯j), applying Taylor’s
theorem for real functions to cos : R → [−1, 1] and sin : R → [−1, 1] leads to
exp(iζw¯j) = 1 + iζw¯j −
1
2
ζ2(w¯j)
2 −
1
6
ζ3(w¯j)
3
(
cos(c1)− i sin(c2)
)
,
where c1 and c2 are located between 0 and ζw¯j but c1 6= c2 in general. Given cos(·) and sin(·) are bounded functions,
we can obtain the same result in the main body based on this observation.
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by Fubini’s theorem. Here, it holds that
i
2π
∫ ∞
−∞
exp(iζ(µj − a))ζ exp
(
−1
2
σ2ζ2
)
dζ =
a− µj√
2πσ3
exp
(
−(a− µj)
2
2σ2
)
.
Thus, equation (14) can be written as
Equation (14) = E
[
(w¯j)
2 a− µj√
2πσ3
exp
(
−(a− µj)
2
2σ2
)]
.
To proceed, we define the shorthand notation Zj := a − µj . We consider any nonrandom Aσ > 0
that satisfies Aσ → 0 as σ → 0. We then have
∣∣∣∣∣E
[
(w¯j)
2Zj
σ3
exp
(
− Z
2
j
2σ2
)]∣∣∣∣∣ ≤ 1σ3E
[
(w¯j)
2|Zj | exp
(
− Z
2
j
2σ2
)]
=
1
σ3
E
[
(w¯j)
2|Zj | exp
(
− Z
2
j
2σ2
)
1(|Zj | ≤ Aσ)
]
+
1
σ3
E
[
(w¯j)
2|Zj | exp
(
− Z
2
j
2σ2
)
1(|Zj | > Aσ)
]
.
(15)
For the first term in the last line of (15), it holds that
1
σ3
E
[
(w¯j)
2|Zj | exp
(
− Z
2
j
2σ2
)
1(|Zj | ≤ Aσ)
]
≤Aσ
σ3
exp(0)E
[
(w¯j)
21(|Zj | ≤ Aσ)
]
=
Aσ
σ3
E
[
E
[
(w¯j)
2|µj
]
1(|Zj | ≤ Aσ)
]
≤Aσ
σ3
M
T
E [1(|Zj | ≤ Aσ)]
=O
(
A2σ
σ3T
)
,
where the second inequality follows by Assumption 4.d and the last equality holds by E[1(|Zj | ≤
Aσ)] = Pr(|Zj | ≤ Aσ) =
∫ Aσ
0 fZ(z)dz = O(Aσ) based on the bounded density of µj. For the second
term in the last line of (15), we have
1
σ3
E
[
(w¯j)
2|Zj| exp
(
− Z
2
j
2σ2
)
1(|Zj | > Aσ)
]
≤ 1
σ3
√
E [(w¯j)4]
√√√√E
[
Z2j exp
2
(
− Z
2
j
2σ2
)
1(|Zj | > Aσ)
]
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≤ 1
σ3
√
E [(w¯j)4]
√
E(Z2j ) exp
2
(
− A
2
σ
2σ2
)
= O
(
1
σ3
)
·O
(
1
T
)
·O
(
exp
(
−A
2
σ
σ2
))
= O
(
1
σ3T
exp
(
−A
2
σ
σ2
))
,
where we used the Cauchy–Schwarz inequality, Lemma 3, and E(Z2j ) = O(1). Note that, if Aσ =
σ1−ǫ
′
for any 0 < ǫ′ < 1, it holds that exp(−A2σ/σ2)/A2σ = o(1) as σ → 0. Therefore, by setting
Aσ = σ
1−ǫ′ for any 0 < ǫ′ < 1, we obtain that
Equation (14) = O
(
A2σ
σ3T
)
+O
(
1
σ3T
exp
(
−A
2
σ
σ2
))
= O
(
A2σ
σ3T
)
= O
(
1
σ1+2ǫ′T
)
.
Next, we consider the second term in the last line of (13).
1
π
∫ ∞
−∞
e−iζa
iζ
exp
(
−1
2
σ2ζ2
)(
− 1
3!
iζ3E
[
(w¯j)
3 exp(iζw˜j) exp(iζµj)
])
dζ
= − 1
3!π
E
[
(w¯j)
3
∫ ∞
−∞
exp(iζ(µj + w˜j − a))ζ2 exp
(
−1
2
σ2ζ2
)
dζ
]
.
Note that | exp(iζ(µj + w˜j − a))| ≤ 1 and E|w¯j |3 = O(T−3/2) by Lemma 3 and Ho¨lder’s inequality.
Given (2π)−1/2σ exp(−σ2ζ2/2) is the density function of N (0, 1/σ2), we thus obtain that
∣∣∣∣ 13!πE
[
(w¯j)
3
∫ ∞
−∞
exp(iζ(µj + w˜j − a))ζ2 exp
(
−1
2
σ2ζ2
)
dζ
]∣∣∣∣ = O
(
1
σ3T 3/2
)
.
In sum, we have shown the order of the second term in (12):
∣∣∣F˜T (a)− Fˇ (a)∣∣∣ = O
(
1
σ1+2ǫ′T
+
1
σ3T 3/2
)
,
uniformly over a ∈ R for any 0 < ǫ′ < 1.
Based on the above results, we have shown that
sup
f∈F
|PT f − P0f | = O
(
σ2 +
1
σ1+2ǫ′T
+
1
σ3T 3/2
)
.
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When we set σ = 1/T 1/(3+2ǫ
′) with any 0 < ǫ′ < 1/6, we obtain the following convergence result:
sup
f∈F
|PT f − P0f | = O
(
σ2 +
1
σ1+2ǫ
′
T
)
= O
(
1
T 2/(3+ǫ)
)
,
for any 0 < ǫ = 2ǫ′ < 1/3.
Lemma 9. Suppose that Assumptions 1, 2, 3, and 5 hold for rm = 8 and rd = 8. Let PT = P
γˆk
T and
P0 = P
γk
0 be the probability measures of γˆk,i and γk,i, respectively. It holds that supf∈F |PT f−P0f | =
O(T−2/(3+ǫ)) for any ǫ ∈ (0, 1/3).
Proof. The proof is included in the supplement.
Lemma 10. Suppose that Assumptions 1, 2, 3, and 6 hold for rm = 8 and rd = 8. Let PT = P
ρˆk
T
and P0 = P
ρk
0 be the probability measures of ρˆk,i and ρk,i, respectively. It holds that supf∈F |PT f −
P0f | = O(T−2/(3+ǫ)) for any ǫ ∈ (0, 1/3).
Proof. The proof is included in the supplement.
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