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Abstract
We consider a system of N non-relativistic spinless quantum parti-
cles (“electrons”) interacting with a quantized scalar Bose field (whose
excitations we call “photons”). We examine the case when the veloc-
ity v of the electrons is small with respect to the one of the pho-
tons, denoted by c (v/c = ε ≪ 1). We show that dressed particle
states exist (particles surrounded by “virtual photons”), which, up to
terms of order (v/c)3, follow Hamiltonian dynamics. The effective N -
particle Hamiltonian contains the kinetic energies of the particles and
Coulomb-like pair potentials at order (v/c)0 and the velocity depen-
dent Darwin interaction and a mass renormalization at order (v/c)2.
Beyond that order the effective dynamics are expected to be dissipa-
tive.
The main mathematical tool we use is adiabatic perturbation the-
ory. However, in the present case there is no eigenvalue which is
separated by a gap from the rest of the spectrum, but its role is taken
by the bottom of the absolutely continuous spectrum, which is not an
eigenvalue. Nevertheless we construct approximate dressed electrons
subspaces, which are adiabatically invariant for the dynamics up to or-
der (v/c)
√
ln[(v/c)−1]. We also give an explicit expression for the non
adiabatic transitions corresponding to emission of free photons. For
the radiated energy we obtain the quantum analogue of the Larmor
formula of classical electrodynamics.
1 Introduction
In a system of classical charges the interactions are mediated through the
electromagnetic field. In the case when the velocities of the particles are
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small with respect to the speed of light, it is possible, loosely speaking, to
expand their dynamics in powers of v/c.
The qualitative picture which emerges has three main features. Up to
terms of order (v/c)3, the dynamics of the particles are still of Hamiltonian
form. Moreover,
• at leading order, (v/c)0, the retardation effects can be neglected and
the particles interact through an instantaneous pair potential;
• at order (v/c)2, the particles acquire an effective mass, due to the con-
tribution of the electromagnetic mass and, to take into account the re-
tardation effects, one has to add to the potential a velocity-dependent
term (the so-called Darwin term).
Including the terms of order (v/c)3, the dynamics are not Hamiltonian
anymore, instead
• there is dissipation of energy through radiation. In the dipole approx-
imation, the rate of emitted energy is proportional to the acceleration
of a particle squared.
A formal derivation of this picture, which does not consider the problem
of mass renormalization, can be found in [LaLi]. A mathematical analysis in
the framework of the Abraham model, i. e., for charges which have a rigid
charge distribution, is given in [KuSp1] [KuSp2].
The above description is expected to remain true also for nonrelativistic
quantum electrodynamics, where, neglecting the possibility of pair creation,
one considers a system of N nonrelativistic particles interacting with the
quantized Maxwell field. In physical terms, the particles carry now a cloud
of virtual photons, which makes them heavier, and interact exchanging them
or dissipate energy through photons travelling freely to infinity. However,
in quantum mechanics one describes the interaction of charged particles in
good approximation by introducing instantaneous pair potentials and with-
out treating the field as dynamical variable. If the particles move sufficiently
slowly this is known to be a very good approximation. One goal of our pa-
per is the mathematical derivation of quantum mechanics from a model of
particles that are coupled to a quantized field, but do not interact directly.
Instead of nonrelativistic QED we consider the massless Nelson model,
which describes N spinless particles (which will be called “electrons”) cou-
pled to a scalar Bose field of zero mass (whose excitations will be called
“photons”). In spite of the simplifications introduced, this model is expected
to retain the main physical features of the original one. Therefore, since
its introduction by Nelson [Ne], who analyzed its ultraviolet behavior, it has
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been extensively studied to get information about the spectral and scattering
features of QED, mostly concerning its infrared behavior (not pretending to
be exhaustive, some papers related to this aspect are [Ar] [Fr] [LMS] [Pi] and
references therein). The recent monograph by Spohn [Sp] contains detailed
descriptions of the classical and the quantum mechanical models and results.
In this paper we define and analyze the dynamics of dressed electron
states in the Nelson model in the limit of small particle velocities. Loosely
speaking a dressed electron is a bare electron dragging with it a cloud of
“virtual” photons. We show that the dynamics of dressed electrons have the
features discussed above: an instantaneous pair interaction at leading order
(v/c)0 and a renormalized mass together with the velocity-dependent Darwin
interaction at order (v/c)2. We also provide an analogue to the classical
Larmor formula for the radiated energy, i.e. for the energy carried away by
“real” photons travelling freely to infinity (the heuristic concept of “real”
and “virtual” photons will be made precise below). It is important to note
that we consider the massless Nelson model with an ultraviolet cutoff but
no infrared cutoff. Indeed, the leading order effective dynamics were already
analyzed in [Te2] assuming an infrared regularization. One expects, and we
will show it in this paper, that the dynamics of the dressed electrons even at
higher orders are essentially independent of an infrared regularization, but
the radiation is instead very sensitive to it, which makes the mathematical
analysis much more delicate.
To explain in more detail the kind of scaling we are interested in it is
convenient to look first at the classical case. The classical equations of motion
for N particles with positions qj , mass mj and a rigid “charge” distribution
̺j coupled to a scalar field φ(x, t)
1 with propagation speed c are
1
c2
∂2t φ(x, t) = ∆xφ(x, t)−
N∑
j=1
̺j(x− qj(t)), (1)
mj q¨j(t) = −
∫
dx (∇xφ)(x, t)̺j(x− qj(t)), 1 ≤ j ≤ N . (2)
We assume for simplicity that
̺j(x) = ejϕ(x),
where the form factor ϕ gives rise to a sharp ultraviolet cutoff,
ϕˆ(k) =
{
(2π)−3/2 |k| < Λ ,
0 otherwise .
(3)
1We use bold italic font, x, to denote vectors in R3. The only exception to this, since
there is no possibility of misunderstanding, is the three-dimensional momentum of the
photons, denoted by k. The lightface font, x, will be used to denote vectors in R3N .
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Taking formally the limit c→∞ in (1), we get the Poisson equation for
the field, and so, eliminating the field from (2), we obtain equations of mo-
tion describing N particles interacting through smeared Coulomb potentials.
Mass renormalization does not appear at the leading order.
Instead of taking c→∞, we regard as more natural to explore the regime
of particle properties which gives rise to effective equations. Indeed, if we
look at heavy particles for long times, i. e., if we substitute t′ = εt and
m′j = ε
2mj in (1) and (2), we find that, up to rescaling, the limit ε → 0 is
equivalent to the limit c→∞. After quantization however, the two limiting
procedures are not equivalent anymore.
The case c→∞ was analyzed by Davies [Da] and by Hiroshima [Hi], who
at the same time removed the ultraviolet cutoff, applying methods from the
theory of the weak coupling limit. In this paper we analyze the limit ε→ 0.
We define now briefly the massless Nelson model (whose presentation will
be completed in section 2), we state our main results and the principal ideas
of the proof and then compare them to the above mentioned weak coupling
limit.
The model is obtained through canonical quantization of the classical
system described by (1) and (2). The state space for N spinless particles is
L2(R3N ) and the Hamiltonian, assuming for simplicity that all the particles
have equal mass, is given by (we switch to natural units, fixing ~ = 1 and
c = 1)
Hp := − 1
2m
N∑
j=1
∆xj .
As explained above, we consider the case of heavy particles, i. e.,
m = ε−2, 0 < ε≪ 1, (4)
therefore the Hamiltonian becomes
Hεp = −
ε2
2
∆x =:
1
2
pˆ2 , x ∈ R3N , pˆ := −iε∇x . (5)
The particles are coupled to a scalar field, whose states are elements of
the bosonic Fock space over L2(R3), defined by
F := ⊕∞M=0 ⊗M(s) L2(R3), (6)
where ⊗M(s) denotes theM-times symmetric tensor product and⊗0(s)L2(R3) :=
C. We denote by QM the projector on the M-particles subspace of F and
by ΩF the vector (1, 0, . . .) ∈ F , called the Fock vacuum.
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The Hamiltonian for the free bosonic field is
Hf := dΓ(|k|), (7)
where k is the momentum of the photons (the reader who is not familiar with
the notation can find more details in section 2).
The particle j is linearly coupled to the field through the interaction
Hamiltonian
HI,j :=
∫
R3
dy φ(y)̺j(y − xj), (8)
where φ is the field operator in position representation.
The state space of the combined system particles + field is
H := L2(R3N )⊗F ≃ L2(R3N ,F ) (9)
and its time evolution is generated by the Hamiltonian
Hε := Hε0 +
N∑
j=1
HI,j, H
ε
0 := H
ε
p ⊗ 1+ 1⊗ dΓ(|k|) , (10)
with domain
H0 := H
2(R3N ,F ) ∩ L2(R3N , D(Hf)) , H2(R3N ,F ) := D(pˆ2 ⊗ 1) , (11)
which is a Hilbert space with the graph norm associated to Hε0 .
Note that there are no direct forces acting between the particles, all the
interactions are mediated through the field.
Our goal is to understand the dynamics of the particles for times of order
ε−1. It is necessary to look at long times in order to see nontrivial dynamics
of the particles, because, since their mass is of order O(ε−2) and we con-
sider states of finite kinetic energy, their velocity is of order O(ε). However,
since the coupling between the electrons and the field is not small, standard
perturbation theory is of no use initially. Indeed, since the charge of the
particles is of order one, the local deformation of the field, i. e. the “cloud of
virtual photons”, is of order one. However, the influence of real photons with
finite energy and momentum on the dynamics of the heavy electrons, whose
mass is of order ε−2, is small. Hence one expects that the coupling between
properly defined dressed electron states and real photons is small. To make
this precise, we construct a dressing transformation Uε : H → H , which
allows us to define the dressed particle states as follows. In the new repre-
sentation the vacuum sector L2(R3N ) ⊗ ΩF of H corresponds to states of
dressed electrons without real photons, while in the original Hilbert space a
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state of dressed electrons withM real photons would be a linear combination
of states of the form
U
−1
ε (ψ ⊗ a(f1)∗ · · · a(fM)∗ΩF) with ψ ∈ L2(R3N ) , f1, . . . , fM ∈ L2(R3) .
Recall that QM denotes the projector on the M-particles subspace of Fock
space, then the projector on the subspace corresponding to dressed electrons
with M real photons is
P εM := U
∗
ε (1⊗QM)Uε .
In a nutshell, the main results we prove are the following: the subspaces
P εMH are approximately invariant under the dynamics generated by H
ε for
times of order ε−1. For states inside such a subspace the dynamics of the
particles can be described by an effective Hamiltonian for the particles alone
on the above time scale and with errors of order O(ε2 log(ε−1)). Finally we
can compute the leading order part of the state which leaves the subspace
P ε0H under the time evolution, which corresponds to emission of real pho-
tons. The formula for the energy of the real photons traveling to infinity, i.e.
the radiated energy, yields a quantum mechanical analogue of the classical
Larmor formula for the radiation of accelerated charges.
Before we can state our results in detail, we need to explain the adia-
batic structure of the problem in some detail. The Hamiltonian Hε is the
perturbation of a fibered Hamiltonian, because, since HI,j depends only on
the configuration xj of the jth particle, the operator
Hfib(x) := dΓ(|k|) +
N∑
j=1
HI,j(xj) (12)
acts on F for every fixed x ∈ R3N . This means that
Hε = −ε
2
2
∆x ⊗ 1+
∫ ⊕
R3N
Hfib(x) .
Note the structural similarity with the Born-Oppenheimer approxima-
tion. There the Hamiltonian describes the interaction between nuclei and
electrons in a molecule and the former have a mass of order O(ε−2) with
respect to the latter (the typical spectrum of Hfib(x) for a diatomic molecule
is shown in figure 1). In the present case, the particles take the role of the
nuclei, and the bosons the one of the electrons.
In contrast to the molecular case however, in the Nelson modelHfib(x) has
typically (see lemma 2 and corollaries 1 and 2) purely absolutely continuous
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Figure 1: Schematic spectrum of the fibered Hamiltonian in the case of a diatomic
molecule for energies below the dissociation threshold (r = |x1 − x2|). The different
eigenvalues are pointwise separated by a gap.
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Figure 2: Spectrum of Hfib(x) for N = 2 (r = |x1 − x2|). The spectrum is absolutely
continuous, there is no eigenvalue at the bottom. The oscillations in r caused by the sharp
ultraviolet cutoff are irrelevant, and therefore we do not show them.
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spectrum, which does not display a structure with pointwise separated bands
(absence of both eigenvalues and spectral gap) (see figure 2).
The bottom of the spectrum, E(x), can be explicitly calculated,
E(x) =
1
2
N∑
i,j=1
i 6=j
Vij(xi − xj) + e0, (13)
where
Vij(z) := −
∫
R3×R3
dvdw
̺i(v − z)̺j(w)
4π|v −w| , (14)
and
e0 := −1
2
N∑
j=1
∫
R3×R3
dvdw
̺j(v)̺j(w)
4π|v −w| . (15)
The effective pair-potential Vij(z) coincides, up to the sign, with the electro-
static interaction energy of the charge distributions ̺i and ̺j at distance z,
while e0 is the sum of all the self-energies.
E(x) becomes an eigenvalue ofHfib(x) if the total charge of theN particles
system is equal to zero, as it happens for example in presence of an infrared
cutoff. In this case, it is possible to build for every x a unitary operator,
V (x), called the dressing operator, which diagonalizes Hfib(x) in the sense
that
Hfib(x) = V (x)HfV (x)
∗ + E(x) . (16)
Exploiting this remark, we approximate the time evolution generated by
Hε in two steps. First we define an infrared regular Hamiltonian, Hε,σ, where
the form factor ϕˆ (equation (3)) is replaced by
ϕˆσ(k) :=
{
(2π)−3/2 σ < |k| < Λ ,
0 otherwise .
(17)
Proposition. (see proposition 1) Let L(H 1/20 ,H ) be the space of bounded
linear operators from H
1/2
0 to H equipped with the operator norm. It holds
then that ∥∥e−itHε/ε − e−itHε,σ/ε∥∥
L(H
1/2
0 ,H )
≤ C|t|σ
1/2
ε
, (18)
where H
1/2
0 := D
(
(Hε0)
1/2
)
with the corresponding graph norm.
Choosing σ as a power of ε we can then replace the original dynamics
with infrared regular ones. The latter contain however two parameters, ε
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and σ, therefore it is necessary to control the behavior of all the quantities
that appear with respect to both.
The advantage is that for Hε,σ we can build an approximate dressing op-
erator Uε,σ, acting on the whole Hilbert space H , which is defined for every
positive σ, but whose limit when σ → 0+ does not exist if the system has a
total charge different from zero. Uε,σ is unitary and can be expanded in a
series of powers of ε, with coefficients which are at most logarithmically di-
vergent in σ. Moreover, the zero order coefficient is given by Vσ, the dressing
operator associated to the infrared regular fibered Hamiltonian, which has
therefore the property that
Hε,σ =
1
2
pˆ2 ⊗ 1+ Vσ(x)HfVσ(x)∗ + Eσ(x).
Using Uε,σ, we define the transformed Hamiltonian
Hε,σdres := Uε,σH
ε,σ
U
∗
ε,σ (19)
which can be expanded in a series of powers of ε in L(H0,H ), with coeffi-
cients which are also at most logarithmically divergent in σ. Thus the gain in
switching to the representation defined by Uε,σ is twofold. First we can eas-
ily separate dressed electrons from real photons and second we can expand
the Hamiltonian in powers of the small parameter ε and thereby separate
different physical effects according to their order of magnitude.
The first result we find is that, even though the fibered Hamiltonian has
no eigenvalues and no spectral gap, there are approximateM-photons dressed
subspaces which are almost invariant for the dynamics.
Theorem (Adiabatic invariance of M-photons dressed particles subspaces).
(see theorem 3 and remark 6)
Given any χ ∈ C∞0 (R) and any function σ(ε) such that
σ(ε)1/2ε−3 → 0, ε
√
log(σ(ε)−1)→ 0, ε→ 0+ , (20)
then ∥∥[e−itHε/ε, P εM ]χ(Hε)∥∥L(H ) ≤ C√M + 1|t|ε√log(σ(ε)−1), (21)
where
P εM := U
∗
ε,σ(ε)(1⊗QM )Uε,σ(ε) . (22)
The physical mechanism which leads to the almost invariance of the sub-
spaces is adiabatic decoupling, i. e., the separation of scales for the motion
of the different parts of the system, which lets the fast degrees of freedom,
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in our case the photons, instantaneously adjust to the motion of the slow
degrees of freedom, the electrons. It is a well-known fact however, that the
decoupling becomes poorer and poorer when the kinetic energies and thus the
velocities of the heavy particles grow. The quadratic dispersion relation for
the electrons allows them to become arbitrarily fast, therefore the decoupling
holds uniformly just on states of bounded kinetic energy. This is the reason
why we introduce a uniform bound on the total energy of the system through
the function χ, which obviously implies a bound on the kinetic energy of the
electrons.
For the following we fix the function σ(ε) in some way compatible with
(20), say σ(ε) = ε8. Then we can approximate the dynamics of the particles
for states in the range of P εM in the following sense.
Theorem (Effective dynamics of the particles). (see theorem 5)
Let ω be a (mixed) dressed electrons state with finite energy and a fixed
number of real photons, i. e. ω ∈ I1(P εMχ(Hε)H ) and
ωd := trF (Uε ωU
∗
ε ) (23)
the partial trace over the real photons, i. e. the reduced dressed electron den-
sity matrix. Let the time evolution of ω be the full time evolution
ω(t) := e−itH
ε/ε ω eitH
ε/ε , (24)
and define the effective time evolution of ωd by
ωd(t) := e
−itHεeff/ε ωd e
itHεeff/ε ,
with effective dressed electrons Hamiltonian Hεeff given below.
Let a ∈ C∞b (R3N × R3N ) be a “macroscopic” observable on the classical
phase space of the electrons and OpWε (a) its Weyl quantization acting on
L2(R3N ). Then
trH
((
OpWε (a)⊗ 1F
)
ω(t)
)
= trL2(R3N )
(
OpWε (a)ωd(t)
)
+O(ε3/2|t|)(1− δM0)
+O(ε2 log(ε−1)(|t|+ |t|2)), (25)
where δM0 = 1, when M = 0, 0 otherwise.
The effective dressed electrons Hamiltonian is infrared regular and given
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by
Hεeff :=
N∑
j=1
1
2mεj
pˆ2j + E(x)
− ε
2
4
N∑
l,j=1
(l 6=j)
∫
R3
dk
ˆ̺l(k)
∗ ˆ̺j(k)
|k|2
[
eik·(xj−xl)(κ · pˆl)(κ · pˆj) (26)
+(κ · pˆl)(κ · pˆj)eik·(xj−xl)
]
,
with mεj := 1/(1 +
ε2
2
e˜j) and
e˜j :=
1
4π
∫
R3×R3
dx dy
̺j(x)̺j(y)
|x− y| . (27)
Remark 1. The Hamiltonian Hεeff is equal to the Weyl quantization of the
Darwin Hamiltonian, which, as we mentioned above, appears in classical
electrodynamics when one expands the dynamics for the particles including
term of order ε2 ∼= (v/c)2. At leading order the dressed electrons interact
through instantaneous pair potentials E(x) given in (13). At order ε2 the
mass of the electrons is modified (renormalized) and a velocity dependent
interaction, the so called Darwin interaction, appears.
Remark 2. The statement (25) remains true if one replaces in (23) the dress-
ing operator Uε by its leading order approximation Vε.
The dressed electrons subspaces P εMH are only approximately invariant
and transitions between them correspond to emission or absorption of real
photons. The following theorem describes at leading order the radiated part
of the wave function for an initial state in the dressed vacuum.
Theorem (Radiation). (see corollary 6 and the subsequent remark)
For a system starting in the approximate dressed vacuum (M = 0) we
have,
Ψrad(t) := (1− P ε0 )e−i
t
ε
HεP ε0χ(H
ε)Ψ = (28)
− ε√
2
P ε1 Vε e
−i t
ε
(pˆ2/2+E(x)) e−i
t
ε
|k|
N∑
j=1
ejϕˆε(k)
|k|3/2 κ ·
∫ t
0
ds ei
s
ε
|k|OpWε (x¨
c
j(s; x, p))ψd
+R(t, ε),
where
‖R(t, ε)‖H ≤ Cε2 log(ε−1)(|t|+ |t|2)(‖ψd‖H + ‖|x|ψd‖H + ‖|pˆ|ψd‖H ) ,
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xcj is the solution to the classical equations of motion
x¨cj(s; x, p) = −∇xjE(xc(s; x, p)),
xcj(0; x, p) = xj , x˙
c
j(0; x, p) = pj , j = 1, . . . , N ,
(29)
κ := k/|k| and
ψd := 〈VεΩF, χ(Hε)Ψ〉F (30)
is the projection of the initial state on the dressed vacuum in the field com-
ponent.
Remark 3. Generically (for the precise meaning of this we refer to corollary
6) the norm of the radiated piece is bounded below by O(ε log(ε−1)), which
means that the subspace P ε0 is near optimal, in the sense that the transitions
are at least of order O(ε log(ε−1)).
Remark 4. The radiated wave function Ψrad(t) as given in (28) has no limit as
ε→ 0 because limε→0 ϕˆε/|k|3/2 = ϕˆ0/|k|3/2 /∈ L2(R3). However, the radiated
energy, i. e. the energy of the real photons in (28) has a limit. Indeed, if
we compute the time derivative of the radiated energy in (28) we obtain the
quantum analogue of the Larmor formula from classical electrodynamics. Let
Erad(t) := 〈Ψrad(t), VεHf V ∗ε Ψrad(t)〉 , (31)
then
Prad(t) :=
d
dt
Erad(t) ∼= ε
3
12π
N∑
i,j=1
eiej〈ψd,OpWε
(
x¨ci(t; x, p) · x¨cj(t; x, p)
)
ψd〉
=
ε3
12π
〈ψd,OpWε
(|d¨(t; x, p)|2)ψd〉 , (32)
where d¨(t; x, p) is the second time derivative of the dipole moment
d(t; x, p) :=
N∑
i=1
eix
c
i(t; x, p) ,
and the symbol ∼= means that we keep just the leading order in the expansion
in powers of ε. A formal derivation of equation (32) is given in remark 8.
The technique used for proving these theorems is based on space-adiabatic
perturbation theory, a general scheme designed to expand the dynamics gen-
erated by a pseudodifferential operator with a semiclassical symbol [NeSo]
[PST1] [Te3]. However, this method exploits the assumption that the fibered
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Hamiltonian has a spectral gap, of the kind showed in figure 1, therefore
is not directly applicable and needs some modifications. In particular, the
infrared cutoff σ plays in our context the role of an effective gap.
In the more usual framework of time-dependent Hamiltonians, adiabatic
theorems without gap condition were first proven by Bornemann [Bo] and
Avron and Elgart [AvEl1] (their proof was simplified and the result somewhat
strengthened in [Te1]).
Using similar techniques, a space-adiabatic theorem without gap for the
Nelson model was proven in [Te2]. In the context of quantum statistical me-
chanics, an adiabatic theorem without gap for the Liouvillian (the generator
of the dynamics of the states in a suitable representation of the von Neumann
algebra associated to the system) is discussed in [AbFr1], while in [AbFr2] a
general time-adiabatic theorem for resonances is proved.
All these results are of the first order type, i. e., they describe the leading
order adiabatic evolution and give upper bounds for the transitions.
In our case instead, we build adiabatic dynamics including terms of the
second order, and give an explicit expression for the non-adiabatic transi-
tions, which allows us to give also a lower bound for them. In the time-
dependent case, lower bounds for the transitions were calculated by Avron
and Elgart [AvEl2] for the Friedrichs model, which describes a “small sys-
tem”, whose Hilbert space is one-dimensional, interacting with a “reservoir”,
whose Hilbert space is L2(R+, dµ(k)), with a suitable spectral density µ.
Finally let us compare our results with those obtained by Davies [Da].
He considers the limit c→∞ for the Hamiltonian
Hc := Hp ⊗ 1+ 1⊗ dΓ(c|k|) +
√
cHI
which is equal to Hε=1 not setting c = 1 as we did before. Davies proves
then that for all t ∈ R,
lim
c→∞
e−iH
ct(ψ ⊗ ΩF) = (e−i(−∆/2+E(x))tψ)⊗ ΩF .
This shows that, while at the classical level the limit ε → 0 and c → ∞
are equivalent, they differ at the quantum one. Indeed, the limit ε → 0
is singular, because no limiting dynamics for ε = 0 exist. Moreover, the
effective dynamics we get refer to dressed states, which contain a non zero
number of photons, while the c → ∞ limit is taken on states which contain
no photons.
We summarize the structure of our paper. After some basic facts about
the model recalled in section 2, we explain how to construct the approximate
dressing operator U in section 3. In section 4, we analyze the expansion of
the transformed Hamiltonian and then apply these results to the study of
the effective dynamics and the radiation in section 5.
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2 Description of the model and preliminary
facts
In this section we complete the presentation of the Nelson model, discussing
also the spectrum of the fibered Hamiltonian, and collect some basic facts
we will use in the following.
2.1 Fock space and field operator
(The proofs of the statements we claim can be found in ([ReSi2], section
X.7)).
We denote by Ffin the subspace of the Fock space, defined in (6), for
which Ψ(M) = 0 for all but finitely many M . Given f ∈ L2(R3), one defines
on Ffin the annihilation operator by
(a(f)Ψ)(M)(k1, . . . , kM) :=
√
M + 1
∫
R3
dk f¯(k)Ψ(M+1)(k, k1, . . . , kM) . (33)
The adjoint of a(f) is called the creation operator, and its domain contains
Ffin. On this subspace they satisfy the canonical commutation relations
[a(f), a(g)∗] = 〈f, g〉L2(R3),
[a(f), a(g)] = 0, [a(f)∗, a(g)∗] = 0 .
(34)
Since the commutator between a(f) and a(f)∗ is bounded, it follows that
a(f) can be extended to a closed operator on the same domain of a(f)∗.
On this domain one defines the Segal field operator
Φ(f) :=
1√
2
(a(f) + a(f)∗) (35)
which is essentially self-adjoint on Ffin. Moreover, Ffin is a set of analytic
vectors for Φ(f). From the canonical commutation relations it follows that
[Φ(f),Φ(g)] = iℑ〈f, g〉L2(R3) . (36)
Given a self-adjoint multiplication operator by the function ω on the
domain D(ω) ⊂ L2(R3), we define
Fω,fin := L{ΩF, a(f1)∗ · · · a(fM)∗ΩF : M ∈ N, fj ∈ D(ω), j = 1, . . . ,M},
(37)
where L means “finite linear combinations of”.
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On Fω,fin we define the second quantization of ω, dΓ(ω), by
(dΓ(ω)Ψ)(M)(k1, . . . , kM) :=
M∑
j=1
ω(kj)Ψ
(M)(k1, . . . , kM), (38)
which is essentially self-adjoint. In particular, the free field Hamiltonian Hf ,
equation (7), acts as
(HfΨ)
(M)(k1, . . . , kM) =
M∑
j=1
|kj|Ψ(M)(k1, . . . , kM)
and is self-adjoint on its maximal domain.
From the previous definitions, given f ∈ D(ω), one gets the commutation
properties
[dΓ(ω), a(f)∗] = a(ωf)∗, [dΓ(ω), a(f)] = −a(ωf),
[dΓ(ω), iΦ(f)] = Φ(iωf) .
(39)
2.2 The Nelson model
Using the Segal field operator (which involves taking a Fourier transform)
the interaction Hamiltonian, equation (8) and (10), can be written as
N∑
j=1
HI,j(xj) = Φ(|k|v(x, k)), (40)
where
v(x, k) :=
N∑
j=1
eik·xj
ˆ̺j(k)
|k|3/2 =
N∑
j=1
eik·xjej
ϕˆ(k)
|k|3/2 . (41)
This form is useful to prove some standard properties of Hε and Hfib(x).
Lemma 1. 1. Hε is self-adjoint on H0 (see eq. (11)).
2. For every x ∈ R3N , Hfib(x) is self-adjoint on D(Hf).
Proof. The claims are based on the standard estimates (see, e. g., [Be], propo-
sition 1.3.8)
‖Φ(f)ψ‖2
F
≤ 2‖f/
√
|k|‖2L2(R3)〈ψ,Hfψ〉F + 2‖f‖2L2(R3)‖ψ‖2F , (42)
for ψ ∈ D(Hf), and
‖Φ(f)Ψ‖2
H
≤ 2‖f/
√
|k|‖2L2(R3)〈Ψ, (1⊗Hf)Ψ〉H + 2‖f‖2L2(R3)‖Ψ‖2H , (43)
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for Ψ ∈ L2(R3N , D(Hf)), which imply respectively that, for fixed x, Φ(|k|v(x, k))
is infinitesimally small with respect to Hf and, as an operator on H , is in-
finitesimally small with respect to Hε0 , uniformly in ε.
The fibered Hamiltonian has the form of a quadratic part, which corre-
sponds to the free field, plus a term linear in the annihilation and creation
operators. Hamiltonians of this form are usually called in the literature “van
Hove Hamiltonians” (a review on the subject is given in [De]).
Their simple form allows to analyze in detail their spectral and dynamical
features.
In the finite dimensional case, if one considers an harmonic oscillator with
a linear perturbation, like an external electric field for example, the natural
way to recover the spectrum of the Hamiltonian is to translate the x variable,
transforming the initial Hamiltonian into a purely quadratic one.
In quantum field theory, the analogous strategy would be to find a unitary
operator which translates the annihilation and creation operators. Such op-
erator would implement what is called a Bogoliubov transformation. While
for a finite number of degrees of freedom the Bogoliubov transformation is
always implementable, this may not be the case if the phase space is infinite
dimensional. In particular this is not possible if the van Hove Hamiltonian
is not sufficiently regular in the infrared region.
After this preliminary remarks, we can state
Lemma 2. Given the fibered Hamiltonian
Kfib(x) := Hf + Φ(z(x, k))
where z(x, k) satisfies
α(x) := −1
2
∫
R3
dk
|z(x, k)|2
|k| <∞ ∀x ∈ R
3N
one has:
1. The spectrum of Kfib(x) is given by [α(x),+∞), and
σac(Kfib(x)) = (α(x),+∞) . (44)
2. The infimum of the spectrum, α(x), is an eigenvalue if and only if∫
R3
dk
|z(x, k)|2
|k|2 <∞
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In this case, moreover, the unitary operator
V (x) := eiΦ(iz(x,k)|k|
−1) (45)
is well-defined on the Fock space and
Kfib(x) = V (x)HfV (x)
∗ + α(x). (46)
If z(x, k)|k|−1 /∈ L2(R3, dk), then the spectrum is absolutely continuous.
Proof. Point 1 is proposition 3.10 of [De] and point 2 is proposition 3.13 of
the same paper.
Corollary 1. σ(Hfib(x)) = σac(Hfib(x)) = [E(x),+∞), where
E(x) = −1
2
∫
R3
dk |k||v(x, k)|2 . (47)
A more explicit expression for E(x) is given in (13). We note also for later
use that E is a smooth function, bounded with all its derivatives.
Corollary 2. The infrared regularized fibered Hamiltonian Hfib,σ(x) (see
equation (17)) can be written as
Hfib,σ(x) = Vσ(x)HfVσ(x)
∗ + Eσ(x),
where
Vσ(x) := e
iΦ(ivσ(x,k)) . (48)
Eσ(x) is the only eigenvalue, with eigenvector Ωσ(x) := Vσ(x)ΩF.
Moreover, for every α ∈ N3N ,
∂αxEσ = ∂
α
xE +O(σ|α|+1)L(H ) . (49)
Proof. The only thing left to prove is equation (49), which follows immedi-
ately from the fact that
∂αxE(x)− ∂αxEσ(x) = −
1
2
∫
|k|<σ
dk |k| ∂αx |v(x, k)|2
and
|k| ∂αx |v(x, k)|2 ≤ C|k||α|−2 .
As last preliminaries, we show that we can approximate the true dynamics
with infrared regular ones and that the same holds for the cutoffs in the
energy.
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Proposition 1.
∥∥e−itHε/ε − e−itHε,σ/ε∥∥
L(H
1/2
0 ,H )
≤ C|t|σ
1/2
ε
, (50)
where H
1/2
0 = D
(
(Hε0)
1/2
)
with the corresponding graph norm.
Proof. Both Hamiltonians are self-adjoint on H0, therefore, given Ψ ∈ H0
we can apply the Duhamel formula to get
(e−itH
ε/ε − e−itHε,σ/ε)Ψ = i
ε
∫ t
0
ds ei(s−t)H
ε,σ/ε(Hε −Hε,σ)e−isHε/εΨ =
=
i
ε
∫ t
0
ds ei(s−t)H
ε,σ/εΦ
(|k|v(x, k)1(0,σ)(k))e−isHε/εΨ
⇒ ‖(e−itHε/ε − e−itHε,σ/ε)Ψ‖H ≤ 1
ε
∫ t
0
ds ‖Φ(|k|v(x, k)1(0,σ)(k))e−isHε/εΨ‖H
where 1(0,σ)(k) is the characteristic function of the interval indicated. Using
equation (43) we find that
‖Φ(|k|v(x, k)1(0,σ)(k))e−isHε/εΨ‖H ≤
≤
√
2‖|k|1/2v(x, k)1(0,σ)(k)‖L2(R3)‖(Hε0)1/2e−isH
ε/εΨ‖H
+
√
2‖|k|v(x, k)1(0,σ)(k)‖L2(R3)‖Ψ‖H .
Moreover, for β > 0,
‖|k|βv(x, k)1(0,σ)(k)‖L2(R3) ≤
N∑
j=1
|ej| · ‖|k|β−3/2ϕˆ(k)1(0,σ)(k)‖L2(R3),
‖|k|β−3/2ϕˆ(k)1(0,σ)(k)‖2L2(R3) =
4π
(2π)3
σ2β
2β
.
(51)
Since Φ(|k|v(x, k)) is infinitesimally small with respect both to 1 ⊗ Hf
and Hε0 (as it follows again from (43)), the graph norm defined by (H
ε
0)
1/2
and the one defined by (Hε)1/2 are equivalent, uniformly in ε (theorem X.18,
[ReSi2]). This implies that, for σ sufficiently small,
‖Φ(|k|v(x, k)1(0,σ)(k))e−isHε/εΨ‖H ≤ C˜σ1/2(‖(Hε0)1/2Ψ‖2H + ‖Ψ‖2H )1/2,
which proves the statement.
Lemma 3. Given a function χ ∈ C∞0 (R) then
‖χ(Hε)− χ(Hε,σ)‖L(H ) ≤ Cσ1/2 . (52)
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Proof. Using the Hellfer-Sjo¨strand formula (see, e. g., [DiSj] chapter 8), given
a self-adjoint operator A, we can write
χ(A) =
1
π
∫
R2
dxdy ∂¯χa(z)(A− z)−1, z := x+ iy, (53)
where χa ∈ C∞0 (C) is an almost analytic extension of χ, which satisfies the
properties
∀N¯ ∈ N ∃DN¯ : |∂¯χa| ≤ DN¯ |ℑz|N¯ ,
χa|R = χ .
(For the explicit construction of such a χa see [DiSj]).
Applied to our case (53) yields
χ(Hε)− χ(Hε,σ) = 1
π
∫
R2
dxdy ∂¯χa(z)
[
(Hε − z)−1 − (Hε,σ − z)−1].
Since both Hamiltonians are self-adjoint on H0 we have
(Hε − z)−1 − (Hε,σ − z)−1 = (Hε,σ − z)−1(Hε,σ −Hε)(Hε − z)−1
= −(Hε,σ − z)−1Φ(|k|v1(0,σ))(Hε − z)−1 ,
and hence
‖χ(Hε)− χ(Hε,σ)‖L(H ) ≤
≤ 1
π
∫
R2
dxdy |∂¯χa(z)|‖(Hε,σ − z)−1‖L(H )‖Φ(|k|v1(0,σ))(Hε − z)−1‖L(H ).
In addition we have that
‖(Hε,σ − z)−1‖L(H ) ≤ C|ℑz| . (54)
This follows because H0 is dense in the domain ofH
ε=0,σ=0 = L2(R3N , D(Hf)),
and for every Ψ ∈ H0
Hε,σΨ→ Hε=0,σ=0Ψ as (ε, σ)→ (0, 0) .
According to theorem VIII.25 [ReSi1], this implies that
(Hε,σ − z)−1Ψ→ (Hε=0,σ=0 − z)−1Ψ,
therefore |ℑz|‖(Hε,σ−z)−1Ψ‖ is bounded for every Ψ and the uniform bound-
edness principle gives (54).
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For the second norm we find that for z ∈ suppχa
‖Φ(|k|v1(0,σ))(Hε − z)−1‖L(H ) ≤
≤ ‖Φ(|k|v1(0,σ))‖L(H0,H ) · ‖(Hε − z)−1‖L(H ,H0)
≤ C|ℑz|‖Φ(|k|v1(0,σ))‖L(H0,H ),
because Hε and Hε0 define the same graph norm uniformly in ε, as it follows
from (43). From the same equation and from (51) it follows also that
‖Φ(|k|v1(0,σ))‖L(H0,H ) ≤ ‖|k|1/2v1(0,σ)‖L2(R3) +
√
2‖|k|v1(0,σ)‖L2(R3) ≤ Dσ1/2,
which proves the statement.
3 The approximate dressing operator
In this section we construct the approximate dressing operator Uε,σ for the
infrared regularized Hamiltonian Hε,σ.
We recall at the beginning the formal procedure to build the so called
superadiabatic projectors, introduced first by Berry [Ber] for time-dependent
Hamiltonians and generalized by Nenciu and Sordoni [NeSo] to the space-
adiabatic setting.
The basic idea is to construct a sequence of projectors P εj , j ∈ N, whose
commutator with the Hamiltonian is of order O(εj+1). Then the range of P εj
is almost invariant for the corresponding time evolution in the sense that
[e−itH
ε/ε, P εj ] = O(εj|t|) .
As we have briefly mentioned in the introduction, this procedure, which
allows to build adiabatic dynamics beyond the leading order, has been imple-
mented till now only for fibered Hamiltonians whose spectrum is made up of
eigenvalues separated by a gap. Exploiting the fact that the infrared cutoff
σ gives rise effectively to a gap, we can however carry out the calculations
also in our case.
We proceed first in a formal way, using the superadiabatic projectors just
as a formal tool to deduce the expression of the unitary intertwiner U 1. We
will then show that the expression we find for U actually defines a unitary
operator on H and we will prove some of its useful properties, which allow us
1To simplify the notation, we drop from now on the dependence of the unitary on σ
and ε, denoting it simply by U instead that by Uε,σ, as we did in the introduction.
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to fully characterize the domain of the effective Hamiltonian, and to expand
it in a series of powers of ε which is convergent in L(H0,H ).
The projectors PM on the almost invariant subspaces are then recovered
from U via PM = U
∗QMU .
It is important to stress that, to characterize the transitions between the
different almost invariant subspaces, we need a unitary which maps all of
them simultaneously to the corresponding reference subspaces. For this rea-
son, we cannot use the procedure based on Nagy formula proposed in [MaSo]
[NeSo] and we employ instead a simpler one, based on the construction of
the projectors.
In what follows, σ is considered a parameter independent of ε. Only at
the end, we will choose it as a suitable function of ε.
3.1 Formal definition
Using the dressing operator Vσ(x), whose expression is given in (48), we can
define dressed M-particles projections:
πˆM0 (x) := Vσ(x)QMVσ(x)
∗. (55)
Note that, for M = 0, we have Π
(0)
0 (x) = |Ωσ(x)〉〈Ωσ(x)|, the projection
onto the ground state of Hfib,σ(x), but, for M 6= 0, πˆM0 (x) is not a spectral
projection of the fibered Hamiltonian.
The standard construction we briefly mentioned above, which is used in
the case with gap, is based on an iterative procedure. Starting from a zero
order projection Π(0) = πˆ0, which corresponds to a spectral subspace of the
fibered Hamiltonian, it allows to build an approximate orthogonal projection
Π(n) :=
∑n
j=1 ε
jπˆj which satisfies
(Π(n))∗ = Π(n), (Π(n))2 − Π(n) = O(εn+1),
[Hε,Π(n)] = O(εn+1). (56)
As we already stressed, we avoid on purpose to be more precise on the
sense in which equation (56) holds and on which norm one should use on the
right-hand side, because we will use it just as a formal tool to deduce the
expression of U .
To clarify the method we employ, we recall briefly the derivation of the
first order almost projection Π(1) in the case with gap, i. e., we assume for
the moment that Hfib,σ(x) has a nondegenerate eigenvalue Eσ(x) which is
isolated from the rest of the spectrum. Our discussion is taken from [PST2].
21
Therefore, we start from a projection πˆ0(x) which projects onto the
eigenspace associated to Eσ(x), and we proceed formally, without worrying
about specifying any regularity assumption. It holds then that
πˆ∗0 = πˆ0, (πˆ0)
2 = πˆ0, (57)
[πˆ0, H
ε,σ] = [πˆ0,
1
2
pˆ2] = iε(∇πˆ0) · pˆ+
ε2
2
∆πˆ0, (58)
where the right-hand side of the commutator is of order O(ε) when applied
to functions of bounded kinetic energy. Applying the inductive scheme, we
determine now the coefficient πˆ1 in Π
(1) = πˆ0 + επˆ1 by requiring that
(Π(1))∗ = Π(1), (Π(1))2 −Π(1) = O(ε2),
[Π(1), Hε] = O(ε2). (59)
The first condition gives
(πˆ0 + επˆ1)
2 − (πˆ0 + επˆ1) = ε(πˆ0πˆ1 + πˆ1πˆ0 − πˆ1) +O(ε2) != O(ε2),
so that we must have
πˆ1 = πˆ0πˆ1 + πˆ1πˆ0 +O(ε). (60)
Concerning the commutator, we have
[Π(1), Hε,σ] = iε(∇πˆ0) · pˆ+ ε[πˆ1, Hfib,σ] +O(ε2) != O(ε2),
so πˆ1 has to satisfy
[πˆ1, Hfib,σ] = −i(∇πˆ0) · pˆ+O(ε). (61)
It can be shown ([Te3], lemma 3.8) that the unique solution, up to terms of
order O(ε), of (61) is given by
πˆ1 = −iπˆ0(∇πˆ0)(Hfib,σ − E)−1πˆ⊥0 · pˆ + adj. , (62)
where πˆ⊥0 := 1− πˆ0, and + adj. means that the adjoint of everything which
lies to the left is added. This ensures also that πˆ1 is formally self-adjoint.
If there is a gap, the reduced resolvent is certainly bounded in norm:
‖(Hfib,σ − E)−1πˆ⊥0 ‖L(H ) =
[
inf
x∈R3N
dist
(
Eσ(x), σ(Hfib,σ(x))\{Eσ(x)}
)]−1
,
(63)
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but in general the construction breaks down in the case without gap, because
the reduced resolvent can be unbounded.
A possible way out of this difficulty was proposed in [Te1] and [Te2] to
prove the adiabatic decoupling for the zero order subspaces. It consists in
introducing a second parameter δ > 0, by which the reduced resolvent is
shifted into the complex plane: instead of (Hfib − E)−1πˆ⊥0 , one considers
(Hfib −E − iδ)−1πˆ⊥0 .
In our case, the infrared cutoff σ plays an analogous role. Actually, at
the end of our formal calculations, it will result that the reduced resolvent
of Hfib,σ is bounded.
We carry out another generalization of the standard construction, extend-
ing it to the situation when M 6= 0. To understand the way how we proceed
it is useful to analyze more explicitly the case M = 0. According to the
above discussion we define
Π
(1)
0 (ε, σ) := Π
(0)
0 + επˆ
0
1(σ),
πˆ01(σ) := −i(∇Π(0)0 )R⊥fib(Eσ) · pˆ + adj. ,
where R⊥fib(Eσ) := (Hfib,σ − Eσ)−1Π(0)⊥0 . We have omitted the Π(0)0 because
of the well-known fact that ∇Π(0)0 is off-diagonal with respect to the block
decomposition induced by Π
(0)
0 .
Using the fact that ∇Π(0)0 = iVσ(x)[Φ(i∇xvσ), Q0]Vσ(x)∗, and introducing
the notation R⊥f (0) := H
−1
f Q
⊥
0 , we get then
πˆ01 = Vσ(x)[Φ(i∇xvσ), Q0]R⊥f (0)Vσ(x)∗ · pˆ− pˆ ·Vσ(x)R⊥f (0)[Φ(i∇xvσ), Q0]Vσ(x)∗
= −Vσ(x)
[
dΓ(|k|−1), [Φ(i∇xvσ), Q0]
] · pˆVσ(x)∗ +O(ε),
where we have used that the commutator between pˆ and a function of x is
of order O(ε) (we stress again that we don’t worry here about smoothness
assumptions, the calculations should be considered as formal) and
R⊥f (0)Q≤1 = dΓ(|k|−1)Q≤1,
together with
Q0Φ(i∇xvσ) = Q0Φ(i∇xvσ)Q≤1, Φ(i∇xvσ)Q0 = Q≤1Φ(i∇xvσ)Q0.
Calculating the commutator using equation (39), we get
πˆ01 = iVσ[Q0,Φσ] · pˆV ∗σ ,
where we define
Φσ(x) := Φ
(∇xvσ(x, k)
|k|
)
. (64)
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Since ∇xvσ(x, k)|k|−1 ∈ L2(R3, dk), πˆ01 is well-defined, and one can sym-
metrize it to get a symmetric operator (the fact that πˆ01 is not bounded due
to the presence of pˆ will be dealt with below).
It is now fairly clear how to proceed. For any M , we define
Π
(1)
M := Π
(0)
M + επˆ
M
1 ,
πˆM1 :=
i
2
Vσ
{
[QM ,Φσ] · pˆ+ pˆ · [QM ,Φσ]
}
V ∗σ .
(65)
Formally Π
(1)
M satisfies (59) for any M . In fact, Φσ is self-adjoint, therefore
i[QM ,Φσ] is self-adjoint, and (Π
(1)
M )
∗ = Π
(1)
M . Moreover, since πˆ
M
1 is off-
diagonal with respect to πˆM0 ,
πˆM0 πˆ
M
1 πˆ
M
0 = (1− πˆM0 )πˆM1 (1− πˆM0 ) = 0,
equation (60) holds exactly, without O(ε) corrections.
Concerning the commutator equation (61), we get
[πˆM1 , Hfib,σ] = Vσ
[
[QM , iΦσ] · pˆ, Hf + E(x)
]
V ∗σ +O(ε) =
= Vσ
[
[QM , iΦσ], Hf ]
] · pˆV ∗σ +O(ε) = Vσ[[Hf , iΦσ], QM] · pˆV ∗σ +O(ε).
Applying again equation (39) we get, on F|k|,fin,
[Hf ,Φσ] = Φ(i∇xvσ), (66)
so that
[πˆM1 , Hfib,σ] = −i∇πˆM0 · pˆ +O(ε). (67)
The next step is to find a unitary operator which intertwines the almost
projections Π
(1)
M with the reference projections given by the QM up to terms
of order O(ε2).
Employing a procedure analogous to the one we used for the projections,
we assume that we can write an expansion
U (n) :=
n∑
j=1
εjUj , (68)
starting from a known U0, and imposing that
U (n)U (n)∗ − 1 = O(εn+1), U (n)∗U (n) − 1 = O(εn+1) ,
U (n)Π
(1)
M U
(n)∗ = QM +O(εn+1) ,
(69)
to deduce the coefficients Un iteratively.
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An obvious choice for the zero order unitary is given by
U0(x) := Vσ(x)
∗, (70)
which satisfies U0(x)Π
(0)
M (x)U0(x)
∗ = QM .
Without loss of generality, we assume that U1 = TU0, for some operator
T on H . The requirements (69) then lead to
(U0 + εU1)(U
∗
0 + εU
∗
1 ) = 1 + ε(U0U
∗
1 + U1U
∗
0 ) +O(ε2) =
= 1 + ε(T ∗ + T ) +O(ε2) != O(ε2) ⇒ T ∗ + T = O(ε) ,
and
(U0 + εU1)(Π
(0)
M + επˆ
M
1 )(U
∗
0 + εU
∗
1 ) = (1+ εT )(QM + ε[QM , iΦσ] · pˆ)(1− εT )
+ O(ε2) = QM + ε([QM , iΦσ] · pˆ− [QM , T ]) +O(ε2) .
Therefore, by choosing
T = iΦσ · pˆ ,
we satisfy both requirements for every M . The first order almost unitary is
then given by
U (1) = (1+ iεΦσ · pˆ)V ∗σ . (71)
3.2 Rigorous definition and properties
To give a meaning to the till now formal expression for U (1) we have to deal
with two problems.
The first is due to the fact that the operator Φσ is unbounded. We intro-
duce therefore in its definition a cutoff in the number of particles, replacing
it by
ΦJσ := Q≤JΦσQ≤J. (72)
The operator
U
(1)
J := (1 + iεΦ
J
σ · pˆ)V ∗σ
is again formally almost unitary up to order O(ε2), and intertwines the su-
peradiabatic almost projectors for M < J,
U
(1)
J Π
(1)
M U
(1)∗
J = QM +O(ε2), M < J. (73)
This means that we can use U
(1)
J to study the transitions among superadia-
batic subspaces up to an arbitrary, but fixed J.
The second problem, already mentioned in the introduction, is related to
the presence of the unbounded momentum operator pˆ.
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To make the whole expression bounded we introduce a cutoff in the total
energy. More precisely, given a function χ ∈ C∞0 (R), we define
U
(1)
J,χ := V
∗
σ [1+ iεVσΦ
J
σ · pˆV ∗σ − iε(1− χ(Hε,σ))VσΦJσ · pˆV ∗σ (1− χ(Hε,σ))] =
= V ∗σ [1+ iεχ(H
ε,σ)VσΦ
J
σ · pˆV ∗σ + iε(1− χ(Hε,σ))VσΦJσ · pˆV ∗σ χ(Hε,σ)] .(74)
Note that U
(1)
J,χχ˜(H
ε,σ) = U
(1)
J χ˜(H
ε,σ), for every χ˜ ∈ C∞0 (R) such that χχ˜ =
χ˜. In the context of Born-Oppenheimer approximation, Sordoni [So] applied
a similar strategy in order to define bounded superadiabatic projections.
Our aim in this section is first to prove that U
(1)
J,χ ∈ L(H )∩L(H0). Once
we have shown this, we can define a true unitary U through the formula
U := U
(1)
J,χ[U
(1) ∗
J,χ U
(1)
J,χ]
−1/2.
We will then prove that both U and U −1 = U ∗ belong to L(H ) ∩ L(H0),
i. e., that U is a bijection on H0. We will in addition show that it can be
expanded in a convergent power series both in L(H ) and in L(H0).
Lemma 4. Vσ and V
∗
σ belong to L(H0). Moreover
‖Vσ‖L(H0) ≤ C , (75)
with a constant C < ∞ independent of σ. An analogous estimate holds for
V ∗σ .
Proof. (We give the proof for Vσ. The one for V
∗
σ is the same up to some
changes in the signs).
We can calculate the norm on a dense subset. It is known ([ReSi1],
theorem VIII.33) that H0 is essentially self-adjoint on a set of the form
Dp ⊗Df := L{ψ ⊗ ϕ : ψ ∈ Dp, ϕ ∈ Df},
where L means “finite linear combinations of”, Dp is a core for pˆ2 and Df is
a core for Hf . We can choose then Dp = C∞0 (R3N ) and ([ReSi2], section X.7)
Df = {ϕ ∈ Ffin : ϕ(N) ∈ ⊗Nj=1C∞0 (R3) ∩ L2s (R3N)}, (76)
where ⊗Nj=1C∞0 (R3) := L{ϕ1 ⊗ . . .⊗ ϕN : ϕj ∈ C∞0 (R3), j = 1, . . . ,N}.
The vectors in Ffin are analytic vectors for Vσ(x) ([ReSi2], theorem X.41),
so, if ψ ∈ Dp, ϕ ∈ Df , we have
Vσ(ψ ⊗ ϕ)(x) = ψ(x)Vσ(x)ϕ =
∞∑
j=0
ij
Φ(ivσ(x, ·))j
j!
ψ(x)ϕ.
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Moreover
(pˆ2 ⊗ 1)Φ(ivσ(x, ·))jψ(x)ϕ = −ε2jΦ(ivσ)j−1Φ(i∆vσ)ψ(x)ϕ
− ε2j(j − 1)Φ(ivσ)j−2Φ(i∇xvσ) · Φ(i∇xvσ)ψ(x)ϕ
− 2iεjΦ(ivσ)j−1Φ(i∇xvσ) · pˆψ(x)ϕ + Φ(ivσ)j pˆ2ψ(x)ϕ ,
where we have used (36) and the fact that ℑ〈vσ(x, ·),∇xvσ(x, ·)〉L2(R3) = 0.
From the previous equations it follows that
J∑
j=0
(pˆ2 ⊗ 1)ijΦ(ivσ(x, ·))
j
j!
ψ(x)ϕ
is convergent, so that Vσ(ψ ⊗ ϕ) ⊂ D(pˆ2 ⊗ 1) and
(pˆ2 ⊗ 1)Vσ(ψ ⊗ ϕ) = −iε2VσΦ(i∆vσ)(ψ ⊗ ϕ) + ε2VσΦ(i∇xvσ)· (77)
·Φ(i∇xvσ)(ψ ⊗ ϕ) + 2εVσΦ(i∇xvσ) · pˆ(ψ ⊗ ϕ) + Vσ(pˆ2 ⊗ 1)(ψ ⊗ ϕ) .
This implies
‖(pˆ2 ⊗ 1)Vσ(ψ ⊗ ϕ)‖ ≤ ε2‖Φ(i∆vσ)(ψ ⊗ ϕ)‖+
+ ε2‖Φ(i∇xvσ) · Φ(i∇xvσ)(ψ ⊗ ϕ)‖+ 2ε‖Φ(i∇xvσ) · pˆ(ψ ⊗ ϕ)‖ (78)
+ ‖(pˆ2 ⊗ 1)(ψ ⊗ ϕ)‖ .
Using equation (43) we can bound the first term with some constant inde-
pendent of σ and ε times ‖ψ ⊗ ϕ‖H0 .
This happens because the constants involved in (43) contain terms of the
form ‖f/√|k|‖L2(R3), but when one differentiates vσ with respect to x, one
gets an additional |k|, therefore all the terms of the form ‖∇xvσ/
√|k|‖ and
so on are uniformly bounded in σ. The same reasoning applies also to all the
estimates which follow.
For the second term in (77), using again (43), and the notation Ψ = ψ⊗ϕ
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and f = i∂jvσ, we get
‖Φ(f)2Ψ‖2H ≤ 2‖f/
√
| · |‖2L2(R3)〈Φ(f)Ψ, (1⊗Hf)Φ(f)Ψ〉H +
+2‖f‖2L2(R3)‖Φ(f)Ψ‖2H
≤
√
2‖f/
√
| · |‖2L2(R3)〈Φ(f)Ψ,
[
a(| · |f)∗ − a(| · |f)]Ψ〉H
+2‖f/
√
| · |‖2L2(R3)〈Φ(f)2Ψ, HfΨ〉H + 2‖f‖2L2(R3)‖Φ(f)Ψ‖2H
≤
√
2‖f/
√
| · |‖2L2(R3) · ‖Φ(f)Ψ‖H · ‖
[
a(| · |f)∗ − a(| · |f)]Ψ‖H
+2‖f/
√
| · |‖2L2(R3) · ‖Φ(f)2Ψ‖H ‖HfΨ‖H + 2‖f‖2L2(R3)‖Φ(f)Ψ‖2H
≤ a
2
√
2
‖f/
√
| · |‖2L2(R3)‖Φ(f)Ψ‖2H +
1
a2
√
2
‖[a(| · |f)∗ − a(| · |f)]Ψ‖2H
+ b2‖f/
√
| · |‖2L2(R3)‖Φ(f)2Ψ‖2H +
1
b2
‖f/
√
| · |‖2L2(R3)‖HfΨ‖2H
+2‖f‖2L2(R3)‖Φ(f)Ψ‖2H , ∀a, b > 0 .
Hence
‖Φ(f)2Ψ‖2
H
(
1− b2‖f/
√
| · |‖2) ≤
≤ a
2
√
2
‖f/
√
| · |‖2L2(R3)‖Φ(f)Ψ‖2H +
1
a2
√
2
‖[a(| · |f)∗ − a(| · |f)]Ψ‖2H
+
1
b2
‖f/
√
| · |‖2L2(R3)‖HfΨ‖2H + 2‖f‖2L2(R3)‖Φ(f)Ψ‖2H .
Each term on the right-hand side can be bounded by a constant independent
of σ times ‖Ψ‖H0.
For the third term in (78) we get
‖Φ(f)pˆjΨ‖2H ≤ 2‖f/
√
| · |‖2L2(R3)〈pˆjΨ, Hf pˆjΨ〉+ 2‖f‖2L2(R3)‖pˆjΨ‖2H ≤
≤ 2‖f/
√
| · |‖2L2(R3)〈Ψ, Hf pˆ2jΨ〉+ 2‖f‖2L2(R3)‖pˆjΨ‖2H ≤
≤ ‖f/
√
| · |‖2L2(R3)‖(pˆ2j +Hf)Ψ‖2H + 2‖f‖2L2(R3)‖pˆjΨ‖2H ,
and we can again bound the right-hand side by a constant times ‖Ψ‖H0.
We have now to prove similar estimates for ‖(1⊗Hf)Vσ(ψ⊗ϕ)‖, and we
are done. For this we need that, on Dp ⊗Df ,
[Hf ,Φ(ivσ)] = iΦ(|k|vσ),
and that
[Φ(|k|vσ),Φ(ivσ)] = iℑ〈|k|vσ, ivσ〉 = i
∫
dk |k||vσ(x, k)|2 = −2iEσ(x)
⇒ [Φ(|k|vσ),Φ(ivσ)j] = −2ijEσ(x)Φ(ivσ)j−1.
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We have then
(1⊗Hf)Φ(ivσ(x, ·))j(ψ ⊗ ϕ) = i
j−1∑
l=0
Φ(ivσ)
lΦ(|k|vσ)Φ(ivσ)j−l−1(ψ ⊗ ϕ)+
+Φ(ivσ)
j(1⊗Hf)(ψ ⊗ ϕ)
= ijΦ(ivσ)
j−1Φ(|k|vσ)(ψ ⊗ ϕ) + Eσ(x)j(j − 1)Φ(ivσ)j−2(ψ ⊗ ϕ)
+Φ(ivσ)
j(1⊗Hf)(ψ ⊗ ϕ) . (79)
This means, as for pˆ2 ⊗ 1, that Vσ(ψ ⊗ ϕ) ⊂ D(1⊗Hf), and that
(1⊗Hf)Vσ(ψ⊗ϕ) = −VσΦ(|k|vσ)(ψ⊗ϕ)−Eσ(x)Vσ(ψ⊗ϕ)+Vσ(1⊗Hf)(ψ⊗ϕ).
(80)
Using equation (43), we can again bound each term by a constant indepen-
dent of σ times ‖ψ ⊗ ϕ‖H0 .
Lemma 5. 1. For each x ∈ R3N and l = 1, . . . , 3N , the components ΦJσ,l
of the operator ΦJσ satisfy Φ
J
σ,l(x) ∈ L(F ) and ΦJσ,l(x)∗ = ΦJσ,l(x).
Moreover,
ΦJσ,l : R
3N → L(F ), x 7→ ΦJσ,l(x), ∈ C∞b (R3N ,L(F )), (81)
and, for σ small enough,
‖ΦJσ,l‖L(H ) ≤ C
√
J + 1
√
log(σ−1). (82)
Given α ∈ N3N with |α| > 0, it holds instead
∂αxΦ
J
σ,l = ∂
α
xΦ
J
0,l +O(σ|α|
√
J + 1)L(H ), (83)
where
∂αxΦ
J
0,l := (∂
α
xΦ
J
σ,l)|σ=0 (84)
is a well-defined bounded operator on H .
2. The statements of point 1 (except for the self-adjointness of ΦJσ,l(x))
remain true if F is replaced by D(Hf).
Proof. The proof follows applying the standard inequality
‖Q≤JΦ(f(x, k))Q≤J‖L(H ) ≤ 21/2
√
J + 1 · sup
x∈R3N
‖f(x, k)‖L2(R3,dk),
to the case f = ∂αx∂lvσ
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Corollary 3. The fibered operators ∂αxΦ
J
σ,l belong to L(H ) ∩ L(H0) ∀α ∈
N3N .
Lemma 6. U
(1)
J,χ belongs to L(H ) ∩ L(H0) and
‖U (1)J,χ‖L(K ) ≤ C(1 + ε
√
log(σ−1)), (85)
where K = H or H0. The same holds for U
(1) ∗
J,χ .
Proof. We start considering U
(1)
J,χ. We have already shown that Vσ and V
∗
σ
belong to L(H ) ∩ L(H0) with uniformly bounded norms, so we have to
examine
εχ(Hε,σ)VσΦ
J
σ · pˆV ∗σ , ε(1− χ(Hε,σ))V ΦJσ · pˆV ∗σ χ(Hε,σ) .
Given Ψ ∈ Dp ⊗Df (for the definitions, see the proof of lemma 4) we have
χ(Hε,σ)VσΦ
J
σ · pˆV ∗σΨ = −iεχ(Hε,σ){∇x · (VσΦJσ)}V ∗σΨ+ χ(Hε,σ)pˆ · VσΦJσV ∗σΨ.
Since ∇x · (VσΦJσ) and χ(Hε,σ)pˆ are bounded operators (see lemma 4 and 5)
the left-hand side belongs to L(H ) ∩ L(H0). Moreover, from the previous
lemma it follows that
‖ΦJσ‖L(K ) ≤ C
√
log(σ−1) ,
while all the other terms have uniformly bounded norms.
For the second one,
VσΦ
J
σ · pˆV ∗σ χ(Hε,σ)Ψ = VσΦJσ · [pˆ, V ∗σ ]χ(Hε,σ)Ψ + VσΦJσ · V ∗σ pˆχ(Hε,σ)Ψ.
pˆχ(Hε) ∈ L(H ) ∩ L(H0), and so do all the other terms, as it follows from
lemma 4 and lemma 5.
Concerning U
(1) ∗
J,χ , from equation (74) it follows that
U
(1) ∗
J,χ = [1−iεχ(Hε,σ)Vσpˆ·ΦJσV ∗σ −iε(1−χ(Hε,σ))Vσpˆ·ΦJσV ∗σ χ(Hε,σ)]Vσ, (86)
so one can apply the same reasoning as above.
Theorem 1. Assume that σ = σ(ε) and that conditions (20) hold, then the
operator
U := U
(1)
J,χ[U
(1) ∗
J,χ U
(1)
J,χ]
−1/2 (87)
is well-defined and unitary, for ε small enough.
Both U and U ∗ belong to L(H ) ∩ L(H0), with the property that
‖U ‖L(H0), ‖U ∗‖L(H0) ≤ C , (88)
where C is independent of ε and σ.
Moreover we can expand them in a power series which converges both in
L(H ) and in L(H0).
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Proof. Combining equations (74) and (86), and using the fact that pˆ · ΦJσ =
ΦJσ · pˆ− iε∇ · ΦJσ, we have that
U
(1) ∗
J,χ U
(1)
J,χ = 1+ ε
2Bε,
where
Bε := B0 + εB1,
B0 := −χ(Hε,σ)Vσ∇ · ΦJσV ∗σ − (1− χ(Hε,σ))Vσ∇ · ΦJσV ∗σ χ(Hε,σ)
+ [χ(Hε,σ)Vσ(Φ
J
σ · pˆ)V ∗σ + (1− χ(Hε,σ))Vσ(ΦJσ · pˆ)V ∗σ χ(Hε,σ)]2,(89)
B1 := −i[χ(Hε,σ)Vσ∇ · ΦJσV ∗σ + (1− χ(Hε,σ))Vσ∇ · ΦJσV ∗σ χ(Hε,σ)] ·
·[χ(Hε,σ)Vσ(ΦJσ · pˆ)V ∗σ + (1− χ(Hε,σ))Vσ(ΦJσ · pˆ)V ∗σ χ(Hε,σ)] .
¿From lemma 6 it follows that Bε is a bounded operator both on H and H0,
self-adjoint on H . From equation (85) we have also that
‖Bε‖L(K ) = O
(
log(σ−1)
)
, K = H ,H0 ,
so, under conditions (20), we can assume that ‖ε2Bε‖L(K ) < 1. U (1) ∗J,χ U (1)J,χ is
therefore strictly positive, and the square root in (87) is well-defined.
Moreover, we can express it through a convergent power series, both in
L(H ) and in L(H0):
[U
(1) ∗
J,χ U
(1)
J,χ]
−1/2 = (1+ ε2Bε)
−1/2 =
∞∑
j=0
(−1)j (2j − 1)!!
(2j)!!
ε2jBjε
1 . (90)
We can also explicitly calculate that
U U
∗ = U
(1)
J,χ[U
(1) ∗
J,χ U
(1)
J,χ]
−1U
(1) ∗
J,χ = 1;
U
∗
U = [U
(1) ∗
J,χ U
(1)
J,χ]
−1/2U
(1) ∗
J,χ U
(1)
J,χ[U
(1) ∗
J,χ U
(1)
J,χ]
−1/2 = 1,
where we have used in the first equation the fact that both U
(1)
J,χ and U
(1) ∗
J,χ are
invertible, since they differ by a term of order O(ε√log(σ−1)) from a unitary
operator.
Putting together (87) and (90) we get in the end the expansion for U .
1(2j − 1)!! = 1 · 3 · 5 · · · (2j − 1); (2j)!! = 2 · 4 · 6 · · · 2j = 2jj!
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4 The dressed Hamiltonian
Using the results of the last section, we can define the dressed Hamiltonian
just as the unitary transform of Hε,σ,
Hεdres := U H
ε,σ
U
∗. (91)
It follows from theorem 1 that U is a bijection on H0, so H
ε
dres is self-adjoint
onH0. Moreover, since U can be expanded in a power series in L(H0), we
can expand Hεdres in L(H0,H ). However, putting directly the expansion for
U in (91) we get ε−dependent coefficients, because of the ε−dependence in
Hε,σ. To get the correct expansion we need then to rearrange some terms,
but the remainder we get will in the end be bounded in L(H0,H ).
Theorem 2. The expansion up to the second order of the dressed Hamilto-
nian is given by
Hεdres = h0+εh1,χ+ε
2h2,χ+O(σ)L(H0,H )+O(ε3
(
log(σ−1)
)3/2
)L(H0,H ), (92)
where hi,χ ∈ L(H0,H ),
h0 =
1
2
pˆ2 +Hf + E(x), (93)
h1,χ is given in equation (95) and h2,χ is given in equation (97).
Remark 5. The coefficients in the expansion of Hεdres depend explicitly on the
cutoff function χ (and also on the cutoff J in the number of particles, even
though we have not stressed it in the notation).
However, as we have already mentioned, we expect the adiabatic decou-
pling to be meaningful only on states in the range of χ(Hε,σ) (or χ(Hε),
according to lemma (3) we can interchange the two), which becomes in the
representation space χ(Hεdres).
With this in mind, we will prove later that the effective dynamics on the
range ofQMχ(H
ε
dres) (M < J+1) is generated by an Hamiltonian independent
of χ and J.
Proof. To simplify the following reasoning we write
U
(1)
J,χ = V
∗
σ (1+ εT ) ,
T := iχ(Hε,σ)VσΦ
J
σ · pˆV ∗σ + i(1− χ(Hε,σ))VσΦJσ · pˆV ∗σ χ(Hε,σ) ,
U
(1) ∗
J,χ = (1− εT + iε2S)Vσ ,
S := iχ(Hε,σ)Vσ∇ · ΦJσV ∗σ + i(1− χ(Hε,σ))Vσ∇ · ΦJσV ∗σ χ(Hε,σ) .
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We omit the dependence on σ and ε in T and S to streamline the presentation.
We can then write
Bε = iS − T 2 + iεST.
Expanding the square root according to formula (90) we get
Hεdres = U H
ε,σ
U
∗ = V ∗σ (1+ εT )
[
1− ε
2
2
(iS − T 2)
]
Hε,σ·
·
[
1− ε
2
2
(iS − T 2)
]
(1− εT + iε2S)Vσ +O
(
ε3(log(σ−1))3/2
)
L(H0,H )
= V ∗σH
ε,σVσ + εV
∗
σ TH
ε,σVσ − εV ∗σHε,σTVσ + iε2V ∗σHε,σSVσ
− ε
2
2
V ∗σH
ε,σ(iS − T 2)Vσ − ε2V ∗σ THε,σTVσ −
ε2
2
V ∗σ (iS − T 2)Hε,σVσ
+O(ε3(log(σ−1))3/2)
L(H0,H )
= V ∗σH
ε,σVσ + εV
∗
σ [T,H
ε,σ]Vσ
+
iε2
2
V ∗σ [H
ε,σ, S]Vσ +
ε2
2
V ∗σ
[
[Hε,σ, T ], T
]
Vσ +O
(
ε3(log(σ−1))3/2
)
L(H0,H )
.
We examine now separately the terms coming from different powers of ε.
(0) = V ∗σH
ε,σVσ =
1
2
Vσ(x)
∗pˆ2Vσ(x) +Hf + Eσ(x) (94)
=
1
2
pˆ2 +Hf + Eσ(x) +
1
2
Vσ(x)
∗[pˆ2, Vσ(x)]
(77)
=
1
2
pˆ2 +Hf + Eσ(x) + εΦ(i∇xvσ) · pˆ
+
ε2
2
Φ(i∇xvσ) · Φ(i∇xvσ)− iε
2
2
Φ(i∆vσ)
(49)
=
1
2
pˆ2 +Hf + E(x) +
ε
2
Φ(i∇xvσ) · pˆ+ ε
2
pˆ · Φ(i∇xvσ)
+
ε2
2
Φ(i∇xvσ) · Φ(i∇xvσ) +O(σ)L(H ),
This implies that
h0 =
1
2
pˆ2 +Hf + E(x) .
Summing the term of order O(ε) coming from (0) to the ones coming
from the expansion of U we get
(1) =
ε
2
Φ(i∇xvσ) · pˆ+ ε
2
pˆ · Φ(i∇xvσ) + εV ∗σ [T,Hε,σ]Vσ .
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Here
[T,Hε,σ] =
= iχ(Hε,σ)[VσΦ
J
σ · pˆV ∗σ , Hε,σ] + i(1− χ(Hε,σ))[VσΦJσ · pˆV ∗σ , Hε,σ]χ(Hε,σ)
=
i
2
χ(Hε,σ)[VσΦ
J
σ · pˆV ∗σ , pˆ2] +
i
2
(1− χ(Hε,σ))[VσΦJσ · pˆV ∗σ , pˆ2]χ(Hε,σ) +
+ iχ(Hε,σ)Vσ[Φ
J
σ · pˆ, Hf + Eσ(x)]V ∗σ
+ i(1− χ(Hε,σ))Vσ[ΦJσ · pˆ, Hf + Eσ(x)]V ∗σ χ(Hε,σ) .
The commutator appearing in the last two lines gives
[ΦJσ · pˆ, Hf + Eσ(x)] = [ΦJσ, Hf ] · pˆ+ ΦJσ · [pˆ, Eσ(x)] =
= iQ≤JΦ(i∇xvσ)Q≤J · pˆ− iεΦJσ · ∇Eσ(x) ,
where we have used equation (66) to calculate the first commutator.
Putting together all the terms we have therefore
(1) =
ε
2
Φ(i∇xvσ) · pˆ+ ε
2
pˆ · Φ(i∇xvσ)− εχ(V ∗σHε,σVσ)[ΦJ(i∇xvσ) · pˆ
− εΦJσ · ∇Eσ(x)]− ε(1− χ(V ∗σHε,σVσ))[ΦJ(i∇xvσ) · pˆ
− εΦJσ · ∇Eσ(x)]χ(V ∗σHε,σVσ) +O(ε2
√
log(σ−1))L(H0,H ) ,
where the terms containing the commutator with pˆ2 give rise to higher order
contributions and we abbreviated ΦJ(f) := Q≤JΦ(f)Q≤J.
Analyzing the terms of order O(ε2) we will see that they yield, as it
happens for the zero order one, terms of the form pˆ · Φ, which make the
previous expression a symmetric operator. We have therefore in the end that
h1,χ =
1
2
Φ(i∇xvσ) · pˆ− 1
2
χ(V ∗σH
ε,σVσ)Φ
J(i∇xvσ) · pˆ (95)
− 1
2
(1− χ(V ∗σHε,σVσ))ΦJ(i∇xvσ) · pˆχ(V ∗σHε,σVσ) + “pˆ · Φ” ,
where the symbol “pˆ · Φ” means that, associated to each term of the form
Φ · pˆ, there is another one of the form pˆ ·Φ which makes the sum a symmetric
operator.
To calculate h2 we follow the same route,
(2) =
ε2
2
Φ(i∇xvσ) · Φ(i∇xvσ) + ε2χ(V ∗σHε,σVσ)ΦJσ · ∇Eσ(x)
+ ε2(1− χ(V ∗σHε,σVσ))ΦJσ · ∇Eσ(x)χ(V ∗σHε,σVσ) +
iε
2
χ(V ∗σH
ε,σVσ)
·[ΦJσ · pˆ, V ∗σ pˆ2Vσ] +
iε
2
(1− χ(V ∗σHε,σVσ))[ΦJσ · pˆ, V ∗σ pˆ2Vσ]χ(V ∗σHε,σVσ)
+
iε2
2
V ∗σ [H
ε,σ, S]Vσ +
ε2
2
V ∗σ
[
[Hε,σ, T ], T
]
Vσ .
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We examine separately the different terms.
• ε
2
2
Φ(i∇xvσ) · Φ(i∇xvσ) = ε
2
4
[
a(i∂jvσ) + a(i∂jvσ)
∗
][
a(i∂jvσ) + a(i∂jvσ)
∗
]
=
ε2
4
3N∑
j=1
[
a(i∂jvσ)
2 + a(i∂jvσ)
∗ 2 + a(i∂jvσ)
∗a(i∂jvσ)
]
+ ‖∇vσ‖2L2(R3,dk)⊗C3N .
We remark that the last term, being x-independent, is a c-number.
• [ΦJσ · pˆ, V ∗σ pˆ2Vσ] = [ΦJσ · pˆ, pˆ2] + [ΦJσ · pˆ, V ∗σ [pˆ2, Vσ]] =
= 2iε∂jΦ
J
σ,lpˆlpˆj + ε[Φ
J
σ · pˆ,Φ(i∇xvσ) · pˆ+ pˆ · Φ(i∇xvσ)] +O(ε2)L(H0,H )
= 2iε∂jΦ
J
σ,lpˆlpˆj + ε[Φ
J
σ,l,Φ(i∂jv)]pˆlpˆj + εpˆlpˆj[Φ
J
σ,l,Φ(i∂jvσ)] +O(ε2)L(H0,H )
= 2iε∂jΦ
J
0,lpˆlpˆj + ε[Φ
J
σ,l,Φ(i∂jvσ)]pˆlpˆj + εpˆlpˆj[Φ
J
σ,l,Φ(i∂jvσ)] +O(ε2)L(H0,H )
+O(εσ)L(H0,H ), (96)
where we have used lemma 5.
• [ΦJσ,l, Φ(i∂jvσ)] = [Q≤JΦσ,lQ≤J,Φ(i∂jv)] = [Q≤J,Φ(i∂jvσ)]ΦJσQ≤J
+Q≤JΦ
J
σ[Q≤J,Φ(i∂jvσ)] +Q≤J[Φ
J
σ,Φ(i∂jvσ)]Q≤J
=
1√
2
QJa(i∂jvσ)Φ
J
σQ≤J −
1√
2
a(i∂jvσ)
∗QJΦ
J
σQ≤J
+
1√
2
Q≤JΦ
J
σQJa(i∂jvσ)−
1√
2
Q≤JΦ
J
σa(i∂jvσ)
∗QJ
+ iQ≤Jℜ
〈
∂jvσ(x, ·),
∂lvσ(x, ·)
|·|
〉
L2(R3,dk)
=: R˜J + iQ≤Jℜ
〈
∂jvσ(x, ·),
∂lvσ(x, ·)
|·|
〉
L2(R3,dk)
= R˜J + iQ≤Jℜ
〈∂jv(x, ·)
|·|1/2 ,
∂lv(x, ·)
|·|1/2
〉
L2(R3,dk)
+O(σ1/2)L(H ) ,
where we have bounded the scalar product using the same procedure applied
in lemma 5.
The remainder term R˜J vanishes when applied to states in the range of
QM withM < J−1. The scalar product can be written in a clearer way using
the explicit expression of the function v (l1, j1 = 1, . . . N , l2, j2 = 1, . . . 3):
• ℜ 〈∂(l1,l2)v(x, ·)|·|1/2 ,
∂(j1,j2)v(x, ·)
|·|1/2
〉
L2(R3,dk)
= ℜ
∫
R3
dk ˆ̺l1(k)
∗ ˆ̺j1(k)
eik·(xj1−xl1 )
|k|2 κl2κj2 , κ :=
k
|k| .
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When l1 = j1, since the charge densities are spherically symmetric, we get
ℜ
∫
R3
dk
| ˆ̺l1(k)|2
|k|2 κl2κj2 =
1
3
∫
R3
dk
| ˆ̺l1(k)|2
|k|2 δl2,j2 =
=
1
12π
∫
R3×R3
dx dy
̺l1(x)̺l1(y)
|x− y| δl2,j2 =:
1
3
el1δl2,j2 .
Putting all the terms together, we have in the end
ε
2
[ΦJσ · pˆ, V ∗pˆ2V ] = iε2∂lΦJ0,lpˆj pˆl + iε2Q≤J
N∑
l1=1
el1pˆ
2
l1
+ i
ε2
2
Q≤J
N∑
l1,j1=1
(l1 6=j1)
∫
R3
dk
ˆ̺l1(k)
∗ ˆ̺j1(k)
|k|2
[
eik·(xj1−xl1 )(κ · pˆl1)(κ · pˆj1)
+ (κ · pˆl1)(κ · pˆj1)eik·(xj1−xl1 )
]
+ ε2RM +O(ε3)L(H0,H )
+O(ε2σ)L(H0,H ),
where RJ is a remainder term that vanishes when applied to states in the
range of QM , with M < J − 1, and pˆl1 denotes the three-dimensional mo-
mentum operator associated to each particle.
• iε
2
2
V ∗σ [H
ε,σ, S]Vσ = −ε
2
2
V ∗σ χ(H
ε,σ)[Hε,σ, Vσ∇ · ΦJσV ∗σ ]Vσ
− ε
2
2
V ∗σ (1− χ(Hε,σ))[Hε,σ, Vσ∇ · ΦJσV ∗σ ]χ(Hε,σ)Vσ
= −ε
2
2
χ(V ∗σH
ε,σVσ)[V
∗
σH
ε,σVσ,∇ · ΦJσ]−
ε2
2
(1− χ(V ∗σHε,σVσ)) ·
·[V ∗σHε,σVσ,∇ · ΦJσ]χ(V ∗σHε,σVσ)
= −ε
2
2
χ(V ∗σH
ε,σVσ)[Hf ,∇ · ΦJσ]−
ε2
2
(1− χ(V ∗σHε,σVσ)) ·
·[Hf ,∇ · ΦJσ]χ(V ∗σHε,σVσ) +O(ε3)L(H0,H )
=
iε2
2
χ(V ∗σH
ε,σVσ)Φ
J(i∆vσ) +
iε2
2
(1− χ(V ∗σHε,σVσ))ΦJ(i∆vσ)χ(V ∗σHε,σVσ)
+O(ε3)L(H0,H ) .
This gives exactly the terms needed to make h1 a symmetric operator.
• ε
2
2
V ∗σ
[
[Hε,σ, T ], T
]
Vσ .
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Using the calculations for the first order part h1, we get that
[Hε,σ, T ] = χ(Hε,σ)VσΦ
J(i∇xvσ) · pˆV ∗σ+
+ (1− χ(Hε,σ))VσΦJ(i∇xvσ) · pˆV ∗σ χ(Hε,σ) +O(ε
√
log(σ−1)))L(H0,H ),
we can keep therefore just the first two terms, omitting the remainder.
• ε
2
2
V ∗σ
[
[Hε,σ, T ], T
]
Vσ =
ε2
2
V ∗σ
[
χ(Hε)VσΦ
J(i∇xvσ) · pˆV ∗σ
+ (1− χ(Hε,σ))VσΦJ(i∇xvσ) · pˆV ∗σ χ(Hε,σ), T
]
Vσ +O(ε3
√
log(σ−1))
=
iε2
2
V ∗σ
[
χ(Hε,σ)VσΦ
J(i∇xvσ) · pˆV ∗σ , χ(Hε,σ)VσΦJσ · pˆV ∗σ
]
Vσ
+
iε2
2
V ∗σ
[
(1− χ(Hε,σ))VσΦJ(i∇xvσ) · pˆV ∗σ χ(Hε,σ), χ(Hε,σ)VσΦJσ · pˆV ∗σ
]
Vσ
+
iε2
2
V ∗σ
[
χ(Hε,σ)VσΦ
J(i∇xvσ) · pˆV ∗σ , (1− χ(Hε,σ))VσΦJσ · pˆV ∗σ χ(Hε,σ)
]
Vσ
+
iε2
2
V ∗σ
[
(1− χ(Hε,σ))VσΦJ(i∇xvσ) · pˆV ∗σ χ(Hε,σ),
(1− χ(Hε,σ))VσΦJσ · pˆV ∗σ χ(Hε,σ)
]
Vσ +O(ε3
√
log(σ−1))L(H0,H ) .
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Summing up, we get in the end that
h2,χ =
1
4
3N∑
j=1
[
a(i∂jvσ)
2 + a(i∂jvσ)
∗ 2 + a(i∂jvσ)
∗a(i∂jvσ)
]
(97)
+ ‖∇vσ‖2L2(R3,dk)⊗C3n + χ(V ∗σHε,σVσ)
{
ΦJσ · ∇E(x)
− 1
2
(
∂jΦ0,lpˆlpˆj + pˆlpˆj∂jΦ0,l
)−Q≤J N∑
l1=1
el1pˆ
2
l1
− 1
2
Q≤J
N∑
l1,j1=1
(l1 6=j1)
∫
R3
dk
ˆ̺l1(k)
∗ ˆ̺j1(k)
|k|2
[
eik·(xj1−xl1 )(κ · pˆl1)(κ · pˆj1)
+ (κ · pˆl1)(κ · pˆj1)eik·(xj1−xl1)
]
+RJ
}
+ (1− χ(V ∗σHε,σVσ))
{
· · ·
}
χ(V ∗σH
ε,σVσ)
+
i
2
V ∗σ
[
χ(Hε,σ)VσΦ
J(i∇xvσ) · pˆV ∗σ , χ(Hε,σ)VσΦJσ · pˆV ∗σ
]
Vσ
+
i
2
V ∗σ
[
(1− χ(Hε,σ))VσΦJ(i∇xvσ) · pˆV ∗σ χ(Hε,σ), χ(Hε,σ)VσΦJσ · pˆV ∗σ
]
Vσ
+
1
2
V ∗σ
[
χ(Hε,σ)VσΦ
J(i∇xvσ) · pˆV ∗σ , (1− χ(Hε,σ))VσΦJσ · pˆV ∗σ χ(Hε,σ)
]
Vσ
+
1
2
V ∗σ
[
(1− χ(Hε,σ))VσΦJ(i∇xvσ) · pˆV ∗σ χ(Hε,σ),
(1− χ(Hε,σ))VσΦJσ · pˆV ∗σ χ(Hε,σ)
]
Vσ ,
where we have symmetrized ∂jΦ0,lpˆlpˆj , which is possible up to terms of order
O(ε). The expression is fairly lengthy, but we will show below that many
terms vanish when applied to a state in the range of QMχ(H
ε
dres) (M <
J− 1).
5 The effective dynamics
We start with a number of lemmas we need to analyze the effective time
evolution.
Lemma 7. Assume that σ satisfies conditions (20), then
1. Given a function χ˜ ∈ C∞0 (R), we have
χ˜(V ∗σH
ε,σVσ)− χ˜(h0) = εRεχ, (98)
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where Rεχ ∈ L(H ,H0), ‖Rεχ‖L(H ,H0) = O(1) and
RεχQM = (QM+1 +QM−1)RεχQM +O(ε2)L(H ,H0). (99)
2. Moreover, we have that
χ˜(Hεdres)− χ˜(h0) = O(ε)L(H ,H0), (100)
and that
QM χ˜(H
ε
dres) = QM χ˜(h0) ˜˜χ(H
ε
dres) +O(ε2
√
log(σ−1))L(H ,H0), (101)
where ˜˜χ is any C∞0 (R) function such that χ˜ ˜˜χ = χ˜ and ˜˜χχ = ˜˜χ, M < J− 1.
Proof. Applying the Hellfer-Sjo¨strand formula, equation (53), we get
χ˜(V ∗σH
ε,σVσ)− χ˜(h0) = 1
π
∫
R2
dxdy ∂¯χ˜a(z)
[
(V ∗σH
ε,σVσ − z)−1 − (h0 − z)−1
]
.
Since both Hamiltonians are self-adjoint on H0, we get
(V ∗σH
ε,σVσ − z)−1 − (h0 − z)−1 =
= (h0 − z)−1(h0 − V ∗σHε,σVσ)(V ∗σHε,σVσ − z)−1
= −(h0 − z)−1
[
ε
2
Φ(i∇xvσ) · pˆ+ ε
2
pˆ · Φ(i∇xvσ)
+
ε2
2
Φ(i∇xvσ) · Φ(i∇xvσ)
]
(V ∗σH
ε,σVσ − z)−1 +O(σ|ℑz|−2)L(H ,H0) ,
where we have used equation (94) to calculate the difference of the two
Hamiltonians and estimated the integrand proceeding in the same way as
in lemma 3. Moreover, iterating the formula we get
(V ∗σH
ε,σVσ − z)−1 − (h0 − z)−1 = (102)
= (h0 − z)−1(h0 − V ∗σHε,σVσ)(V ∗σHε,σVσ − z)−1
= −(h0 − z)−1
[
ε
2
Φ(i∇xv) · pˆ+ ε
2
pˆ · Φ(i∇xv)
]
(h0 − z)−1
+O(ε2|ℑz|−3)L(H ,H0) ,
so [
(V ∗σH
ε,σVσ − z)−1 − (h0 − z)−1
]
QM =
= (QM+1 +QM−1)
[
(V ∗σH
ε,σVσ − z)−1 − (h0 − z)−1
]
QM
+O(ε2|ℑz|−3)L(H ,H0).
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Concerning point 2, equation (100) follows immediately from the fact that
Hεdres − z)−1 − (h0 − z)−1 = (h0 − z)−1(h0 −Hεdres)(Hεdres − z)−1 =
= ε(h0 − z)−1h1,χ(Hεdres − z)−1 +O(ε2
√
log(σ−1))L(H0,H ),
while, for equation (101), we have by definition that
QM χ˜(H
ε
dres) = QM χ˜(H
ε
dres) ˜˜χ(H
ε
dres) =
= QM χ˜(h0) ˜˜χ(H
ε
dres) +QM [χ˜(H
ε
dres)− χ˜(h0)] ˜˜χ(Hεdres) .
Proceeding as above we find
QM [χ˜(H
ε
dres)− χ˜(h0)] ˜˜χ(Hεdres) =
=
1
π
∫
R2
dxdy ∂¯χ˜a(z)QM
[
(Hεdres − z)−1 − (h0 − z)−1
]
˜˜χ(Hεdres) ,
(103)
so, if we show that
QMh1,χ ˜˜χ(H
ε
dres) = O(ε
√
log(σ−1))L(H0,H ) (104)
we are done.
From equation (95) (omitting the “pˆ · Φ” part, which can be treated in
the same way) we get
QMh1,χ ˜˜χ(H
ε
dres) =
1
2
QMΦ(i∇xvσ) · pˆ ˜˜χ(Hεdres)−
1
2
QMχ(V
∗
σH
ε,σVσ)·
· ΦJ(i∇xvσ) · pˆ ˜˜χ(Hεdres)−
1
2
QM (1− χ(V ∗σHε,σVσ))ΦJ(i∇xvσ) · pˆχ(V ∗σHε,σVσ)·
· ˜˜χ(Hεdres),
but it follows from point 1, that we can replace χ(V ∗HεV ) with χ(h0) up to
terms of order O(ε), and from equation (103) that we can replace ˜˜χ(Hεdres)
with ˜˜χ(h0) up to terms of order O(ε), therefore we have
QMh1,χ ˜˜χ(H
ε
dres) =
1
2
QMΦ(i∇xvσ) · pˆ ˜˜χ(h0)− 1
2
QMχ(V
∗
σH
ε,σVσ)Φ
J(i∇xvσ)·
·pˆ ˜˜χ(h0)− 1
2
QM(1− χ(V ∗σHε,σVσ))ΦJ(i∇xvσ) · pˆ ˜˜χ(h0) +O(ε)
=
1
2
QMΦ(i∇xvσ) · pˆ ˜˜χ(h0)− 1
2
QMΦ
J(i∇xvσ) · pˆ ˜˜χ(h0) +O(ε) = O(ε) ,
so point 2 is proved.
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The following lemma was proved in ([FGS], Appendix B) and we will use
it to characterize the range of χ(−∞,c)(h0), where χ(−∞,c) is the characteristic
function of the indicated interval.
Lemma 8. Let H˜ be a Hamiltonian of the form
H˜ := 1⊗ dΓ(|k|) +H ⊗ 1, (105)
acting on the Hilbert space H˜ = H ⊗F , where F is the bosonic Fock space
over L2(Rd) and H is a generic Hilbert space.
Then the set of all linear combinations of vectors of the form
ϕ⊗ a(g1)∗ · · · a(gN)∗ΩF, λ+
N∑
j=1
Mj < c, (c > 0), (106)
where ϕ = χ(−∞,λ)(H)ϕ for some λ < c, N ∈ N and
Mj := sup{|k| : k ∈ supp gj}
is dense in χ(−∞,c)(H˜)H˜ .
Lemma 9. Let χ ∈ C∞0 (R) and h˜0 := 1⊗Hf+ pˆ2/2⊗1. Then, ∃ξ ∈ C∞0 (R)
such that χξ = χ and
ξc(h˜0)χ(h0) = O(ε∞)L(H ), (107)
where ξc := 1− ξ.
Moreover, denoting by
cχ := sup{|k| : k ∈ supp χ},
and defining
cξ := 2cχ + E∞, (108)
where E∞ := supx∈R3n |E(x)|, we can choose sup{|k| : k ∈ supp ξ} arbitrarily
close to cξ.
The statement remains true also if we invert the roles of h0 and h˜0.
Proof. It follows immediately from the spectral theorem and the fact that
Hf is a nonnegative operator that, if χ
(s)
(−E∞,cχ)
denotes a smoothed version
of the characteristic function of the interval indicated, then
χ
(s)
(−E∞,cχ)
(hp)χ(h0) = χ(h0),
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where
hp :=
1
2
pˆ2 + E(x).
Our aim is now to use the functional calculus for pseudodifferential op-
erators developed in [HeRo] (see also [DiSj], chapter 8) to show that, if
ξ ∈ C∞0 (R), ξ = 1 on a neighborhood of [0, cχ + E∞], then
ξc(h˜p)χ
(s)
(−E∞,cχ)
(hp) = O(ε∞)L(H ), (109)
where h˜p := pˆ
2/2.
Once we have shown this, we will have
χ(h0) = ξ(h˜p)χ(h0) +O(ε∞)L(H ),
but, applying lemma 8, we can write
ξ(h˜p)χ(h0)Ψ = lim
n→∞
ξ(h˜p)Ψn,
where the Ψn are finite linear combinations of vectors of the form (106), with
ϕ = χ(−∞,λ)(hp)ϕ, 0 < λ < cχ, so that
ξ(h˜p)χ(h0)Ψ = lim
n→∞
ξ(h˜p)Ψn = lim
n→∞
χ
(s)
(0,2cχ+E∞)
(h˜0)ξ(h˜p)Ψn
= χ
(s)
(0,2cχ+E∞)
(h˜0)ξ(h˜p)χ(h0)Ψ
⇒ χ(h0) = χ(s)(0,2cχ+E∞)(h˜0)χ(h0) +O(ε∞)L(H ) .
We proceed now to prove (109). We first recall some facts we need from
[HeRo] and [DiSj]. Given a function χ ∈ C∞0 (R) and a pseudodifferential
operator P with symbol in a suitable symbol class (for our aims it is enough to
say that this holds for both hp and h˜p), then also χ(P ) is a pseudodifferential
operator, with symbol
χ(P ) = OpWε (a), a ∼
∞∑
j=0
εjaj ,
a0 = χ(p0), aj =
2j−1∑
k=1
dj,k
k!
χ(k)(p0),
where OpWε denotes the Weyl quantization, p0 is the principal symbol of P
and the coefficients dj,k depend on the higher order terms in the expansion
of the symbol of P (their precise form is given in [HeRo]).
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We remark that the previous expressions are local in p0, and that for hp
and h˜p the symbol is just the principal symbol, and is given by
h0(x, p) :=
1
2
p2 + E(x), h˜0(x, p) :=
1
2
p2.
If we multiply two pseudodifferential operators, the symbol of the product
is given by the twisted product of the symbols of the two operators involved:
OpWε (a1) ·OpWε (a2) = OpWε (a1♯εa2),
a1♯εa2 ∼
∞∑
j=0
1
j!
((
iε
2
(∇p · ∇x −∇ξ · ∇q)
)j
a1(q, p)a2(x, ξ)
)
∣∣
x=q,ξ=p
.
(110)
Applying these formulas to calculate the product ξc(h˜p)χ
(s)
(−E∞,cχ)
(hp) and
using the locality in the principal symbol, we get that all the terms in the
expansion of the product vanish, i.e., equation (109).
Corollary 4. Given a function χ ∈ C∞0 (R) and a σ > 0, we have
a
(
i∂jvσ(x, ·)
|k|
)
QMχ(h0) = QM−1ξ(h0)a
(
i∂jvσ(x, ·)
|k|
)
QMχ(h0) +O0(ε∞),
(111)
where ξ ∈ C∞0 (R) and
cξ = 2dχ + E∞,
where
dχ := 2cχ + E∞ +min{cχ,Λ} ,
cχ := sup{|k| : k ∈ supp χ} ,
E∞ := sup
x∈Rn
|E(x)| ,
and we can choose sup{|k| : k ∈ supp ξ} arbitrarily close to cξ.
An analogous statement holds for the creation operator.
Proof. Applying twice lemma 9, the thesis will follow if we prove (111) re-
placing h0 with h˜0.
Applying lemma 8, we have
χ(−∞,cχ)(h˜0)QMχ(h˜0)Ψ = QMχ(h˜0)Ψ = lim
n→∞
Ψn,
where Ψn is a linear combination of vectors of the form described in (106),
with ϕ = χ(−∞,λ)(pˆ
2)ϕ. We have therefore
a
(
i∂jvσ(x, ·)
|k|
)
QMχ(h0)Ψ = lim
n→∞
a
(
i∂jvσ(x, ·)
|k|
)
Ψn.
43
Applying the operator to a vector of the form (106) we get
a
(
i∂jvσ(x, ·)
|k|
)
ϕ⊗ a(g1)∗ · · ·a(gM)∗ΩF = ϕ(x)
N∑
l=1
〈 i∂jvσ(x, k)
|k| , gl(k)
〉
L2(R3,dk)
·
·a(g1)∗ · · · a(∨gl)∗ · · · a(gM)∗ΩF ,
with
〈 i∂jvσ(x, k)
|k| , gl(k)
〉
L2(R3,dk)
= −
∫
dk
1(σ,∞)(k)ˆ̺j1(k)
∗
|k|3/2 e
−ik·xj1gl(k)κj2 .
The functions gl have by hypothesis compact support in k, with radius uni-
formly bounded by cχ.
For the part depending on x, calculating the Fourier transform with the
convolution theorem, we have
F
(
ϕ(x)
〈 i∂jvσ(x, k)
|k| , gl(k)
〉)
(p) = −
∫
dk
1(σ,∞)(k)ˆ̺j1(k)
∗
|k|3/2 gl(k)κj2ϕˆ(p+ k˜j1),
where
k˜j1 = (0, . . . , k, 0, . . . 0) ∈ R3N ,
with the k in the entry j1. Now, since ˆ̺j1 , gl and ϕˆ have compact support, also
the Fourier transform will have compact support in p, with radius bounded
by cχ +min{cχ, K} =: dξ. This means that
a
(
i∂jvσ(x, ·)
|k|
)
ϕ⊗ a(g1)∗ · · · a(gM)∗ΩF =
= χ(−∞,dξ)(h˜0)a
(
i∂jvσ(x, ·)
|k|
)
ϕ⊗ a(g1)∗ · · · a(gM)∗ΩF,
so, remarking that h˜0 is a positive operator and that we can smooth χ[0,dξ)
by a C∞0 function with arbitrarily close support, we prove the thesis.
Theorem 3. (Zero order approximation to the time evolution) The following
two estimates hold:
‖(e−iHεdres tε − e−ih0 tε )QM χ˜(Hεdres)‖L(H ) = O
(√
M+1|t|ε
√
log(σ(ε)−1)
)
, (112)
‖QM(e−iHεdres tε − e−ih0 tε )χ˜(Hεdres)‖L(H ) = O
(√
M+1|t|ε
√
log(σ(ε)−1)
)
, (113)
for every χ˜ ∈ C∞0 (R) such that χ˜χ = χ˜.
44
Corollary 5. The subspaces associated to the QMs are almost invariant with
respect to the dynamics generated by Hεdres ∀M ∈ N, i.e.,
‖[e−itHεdres/ε, QM ]χ˜(Hεdres)‖L(H ) = O
(√
M + 1|t|ε
√
log(σ(ε)−1)
)
. (114)
Remark 6. (Adiabatic invariance of M-photons dressed particles subspaces).
Using the unitary U we can translate all the previous results from the
representation space to the original dynamics. This means that if we define
the perturbed dressed projectors
P εM := U
∗QMU , (115)
which satisfy by construction
‖P εM − πˆM0 ‖L(H ) = O(ε
√
log(σ(ε)−1)),
we get that
‖[e−itHε,σ/ε, P εM ]χ˜(Hε,σ)‖L(H ) = O
(√
M + 1|t|ε
√
log(σ(ε))−1
)
,
and
‖[e−itHε,σ/ε, πˆM0 ]χ˜(Hε,σ)‖L(H ) = O
(
(1 + |t|)ε
√
log(σ(ε)−1)
)
, ∀χ˜ ∈ C∞0 (R) .
For the original dynamics we have then
[e−itH
ε/ε, P εM ]χ˜(H
ε) = [(e−itH
ε/ε − e−itHε,σ/ε), P εM ]χ(Hε)+
+ [e−itH
ε,σ/ε, P εM ](χ(H
ε)− χ(Hε,σ)) + [e−itHε,σ/ε, P εM ]χ˜(Hε,σ) .
The first term can be bounded by O(σ(ε)1/2ε−1) = O(ε2) using proposition
1 and equation (88). The second one by O(σ(ε)1/2) using lemma 3, and the
third one has been just estimated above.
Putting together these facts, equation (21) is proved.
For the particular case M = 0, this result, together with the expression
of the zero order Hamiltonian h0, was already shown in [Te2], assuming an
infrared regularized interaction and a relativistic dispersion relation for the
particles, which automatically implies that they have a bounded maximal
velocity, and avoids therefore the introduction of cutoff functions.
Proof. First of all we remark that, employing lemma 7, we can replace
χ˜(Hεdres) with χ˜(h0) up to terms of order O(ε)L(H ), which are smaller than
the error we want to prove.
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Since Hεdres and h0 are both self-adjoint on H0, we can apply the Duhamel
formula, and obtain
(e−itH
ε
dres/ε − e−ith0/ε)QM χ˜(h0) =
= − i
ε
∫ t
0
ds ei(s−t)H
ε
dres/ε(Hεdres − h0)e−ish0/εQM χ˜(h0)
= −i
∫ t
0
ds ei(s−t)H
ε
dres/εh1,χe
−ish0/εQM χ˜(h0) +O(ε
√
M + 1
√
log(σ−1))
= −i
∫ t
0
ds ei(s−t)H
ε
dres/εh1,χQM χ˜(h0)e
−ish0/ε +O(ε√M + 1
√
log(σ−1)) ,
which implies
‖(e−itHεdres/ε − e−ith0/ε)QM χ˜(h0)‖L(H ) ≤
≤ |t| · ‖h1,χQM χ˜(h0)‖L(H ) +O(ε|t|
√
M + 1
√
log(σ−1)).
We proceed now as in the proof of lemma 7. From equation (95) it follows
(omitting the terms of the form “pˆ · Φ”, which can be treated in the same
way)
h1,χQM χ˜(h0) =
[
1
2
Φ(i∇xvσ) · pˆ− 1
2
χ(V ∗σH
ε,σVσ)Φ
J(i∇xvσ) · pˆ
− 1
2
(
1− χ(V ∗σHε,σVσ)
)
ΦJ(i∇xvσ) · pˆ χ(V ∗σHε,σVσ)
]
QM χ˜(h0)
=
1
2
Φ(i∇xvσ) · pˆ QM χ˜(h0)− 1
2
χ(V ∗σH
ε,σVσ)Φ
J(i∇xvσ) · pˆ QM χ˜(h0)
− 1
2
(
1− χ(V ∗σHε,σVσ)
)
ΦJ(i∇xvσ) · pˆ QM χ˜(h0)
− 1
2
(
1− χ(V ∗σHε,σVσ)
)
ΦJ(i∇xvσ) · pˆ[χ(V ∗σHε,σVσ)− χ(h0)]QM χ˜(h0)
= −1
2
[1− χ(h0)]ΦJ(i∇xvσ) · pˆ[χ(V ∗σHε,σVσ)− χ(h0)]QM χ˜(h0)
+
1
2
[χ(V ∗σH
ε,σVσ)− χ(h0)]ΦJ(i∇xvσ) · pˆ[χ(V ∗σHε,σVσ)− χ(h0)]QM χ˜(h0) .
Applying lemma 7, we have immediately that the last term is of order O(ε2).
We examine therefore more closely the second one.
Using equation (102) and the corollary to lemma 9, we get that
[χ(V ∗σH
ε,σVσ)− χ(h0)]QM χ˜(h0) =
= (QM+1 +QM−1)ξ(h0)[χ(V
∗
σH
ε,σVσ)− χ(h0)] ·QM χ˜(h0) +O(ε2)L(H ) ,
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where the function ξ has a support slightly larger than that of the function
χ. Applying again the corollary, we get that, if we choose the support of the
function χ˜ sufficiently smaller than the support of the function χ, then
h1,χQM χ˜(h0) = O(ε2), (116)
so we get the first estimate.
For the second one, we apply again the Duhamel formula, but inverting
the position of the two unitaries:
QM(e
−itHεdres/ε − e−ith0/ε)χ˜(Hεdres) =
= − i
ε
∫ t
0
dsQMe
i(s−t)h0/ε(Hεdres − h0)e−isH
ε
dres/εχ˜(Hεdres)
= −i
∫ t
0
ds ei(s−t)h0/εQMh1,χχ˜(H
ε
dres)e
−isHεdres/ε +O(ε√M + 1
√
log(σ−1)) .
It follows from the proof of lemma 7 (in particular equation (104) and what
follows) that
QMh1,χχ˜(H
ε
dres) = O(ε
√
M + 1
√
log(σ−1))L(H ),
so also the second estimate is proved.
Lemma 10. The truncated dressed Hamiltonian
H
(2)
dres,χ := h0 + εh1,χ + ε
2h2,χ (117)
is self-adjoint on H0 for ε small enough.
Proof. By construction, the coefficients hi,χ belong to L(H0,H ), and define
symmetric operators on H0. Moreover h0 is self-adjoint on H0, therefore
‖(H(2)dres,χ − h0)Ψ‖H ≤ Cε(‖h0Ψ‖H + ‖ψ‖H ), ∀Ψ ∈ H0.
By a symmetric version of the Kato theorem ([ReSi2], theorem X.13) the
claim follows.
Theorem 4. (First order approximation to the time evolution) Given a
function χ˜ ∈ C∞0 (R),
e−itH
ε
dres/εQM χ˜(H
ε
dres) =
= e−itH
(2)
D /εQM χ˜(H
ε
dres)− iε
∫ t
0
ds ei(s−t)h0/εh2,ODe
−ish0/εQM χ˜(H
ε
dres)
+O(ε3/2|t|)L(H )(1− δM0) +O
(
ε2(|t|+ |t|2)
√
log(σ−1)
)
L(H )
, (118)
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where δM0 = 1 when M = 0, 0 otherwise, [H
(2)
D , QM ] = 0 ∀M ,
H
(2)
D :=
N∑
l=1
1
2mεl
pˆ
2
l + E(x) +Hf (119)
− ε
2
4
N∑
l1,j1=1
(l1 6=j1)
∫
R3
dk
ˆ̺l1(k)
∗ ˆ̺j1(k)
|k|2
[
eik·(xj1−xl1)(κ · pˆl1)(κ · pˆj1)
+ (κ · pˆl1)(κ · pˆj1)eik·(xj1−xl1)
]
,
with mεl := 1/(1 +
ε2
2
el), κ := k/|k| and
el :=
1
4π
∫
R3×R3
dx dy
̺l(x)̺l(y)
|x− y| . (120)
The off-diagonal Hamiltonian is defined by
h2,OD := Φσ · ∇E(x) . (121)
Proof. We split the proof into three parts. In the first one, we show that
equation (118) is true with a diagonal Hamiltonian H˜
(2)
D given by
H˜
(2)
D :=
N∑
l=1
1
2mεl
pˆ2l + E(x) +Hf +
ε2
4
3N∑
j=1
a(i∂jvσ)
∗a(i∂jvσ) (122)
− ε
2
4
N∑
l1,j1=1
(l1 6=j1)
∫
R3
dk
ˆ̺l1(k)
∗ ˆ̺j1(k)
|k|2
[
eik·(xj1−xl1)(κ · pˆl1)(κ · pˆj1)
+ (κ · pˆl1)(κ · pˆj1)eik·(xj1−xl1)
]
,
and an off-diagonal one h˜2,OD defined by
h˜2,OD := Φσ · ∇E(x)− 1
2
3N∑
j,l=1
(∂jΦ0,lpˆlpˆj + pˆlpˆj∂jΦ0,l)
+
1
4
3N∑
j=1
[
a(i∂jvσ)
2 + a(i∂jvσ)
∗ 2] .
(123)
In the second part we prove that if one neglects the term
ε2
4
3N∑
j=1
a(i∂jvσ)
∗a(i∂jvσ)
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in H˜
(2)
D , one gets an error of order O(ε3/2|t|) in the time evolution. Note that
this term is exactly zero if the initial state for the field is the Fock vacuum.
In the third part, we prove analogously that we can replace h˜2,OD with h2,OD.
More specifically, the terms which we neglect in H˜
(2)
D and h˜2,OD give rise
to higher order contributions to the time evolution, although their norm in
L(H0,H ) is not small. This is caused by the fact that they are strongly
oscillating in |k|, so that their behavior is determined by the value of the
density of states in a neighborhood of k = 0. For all these terms, the density
however vanishes for k = 0, uniformly in σ, and this implies that they are
of lower order with respect to the leading piece Φσ · ∇E(x), whose density
instead diverges logarithmically in σ (we elaborate on this last observation
in a corollary to this theorem).
We start showing that we can, up to the desired error, replace Hεdres by
H
(2)
dres,χ. By lemma 10, H
(2)
dres,χ is self-adjoint on H0 like H
ε
dres, therefore we
can apply the Duhamel formula and use theorem 2 to get
e−itH
ε
dres/ε − e−itH(2)dres,χ/ε = − i
ε
∫ t
0
ds ei(s−t)H
ε
dres/ε(Hεdres −H(2)dres,χ)e−isH
(2)
dres,χ/ε
= O(ε2( log(σ−1))3/2) .
Moreover, using lemma 7, we can replace QM χ˜(H
ε
dres) by QM χ˜(h0) ˜˜χ(H
ε
dres).
Since the diagonal Hamiltonian H˜
(2)
D is also self-adjoint on H0 for ε suffi-
ciently small (the proof can be given along the same lines of lemma 10), we
apply again the Duhamel formula,
(e−itH
(2)
dres,χ/ε − e−itH˜(2)D /ε)QM χ˜(h0) ˜˜χ(Hεdres) =
= − i
ε
∫ t
0
ds ei(s−t)H
(2)
dres,χ/ε(H
(2)
dres,χ − H˜(2)D )e−isH˜
(2)
D /εQM χ˜(h0) ˜˜χ(H
ε
dres)
= − i
∫ t
0
ds ei(s−t)H
(2)
dres,χ/εh1,χe
−isH˜
(2)
D /εQM χ˜(h0) ˜˜χ(H
ε
dres)
− iε
∫ t
0
ds ei(s−t)H
(2)
dres,χ/ε(h2,χ − h˜2,D)e−isH˜
(2)
D /εQM χ˜(h0) ˜˜χ(H
ε
dres) ,
where
h˜2,D :=
1
4
3N∑
j=1
a(i∂jvσ)
∗a(i∂jvσ)
− ε
2
4
N∑
l1,j1=1
(l1 6=j1)
∫
R3
dk
ˆ̺l1(k)
∗ ˆ̺j1(k)
|k|2
[
eik·(xj1−xl1)(κ · pˆl1)(κ · pˆj1)
+ (κ · pˆl1)(κ · pˆj1)eik·(xj1−xl1 )
]
.
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To analyze the first term, we remark that, proceeding as in lemma 7, one
can prove that
χ˜(h0)− χ˜(H˜(2)D ) = O(ε2
√
log(σ−1))L(H ),
so
[e−itH˜
(2)
D /ε, χ˜(h0)] = O(ε2
√
log(σ−1))L(H ),
therefore, with equation (116),
−i
∫ t
0
ds ei(s−t)H
(2)
dres,χ/εh1,χe
−isH˜
(2)
D /εQM χ˜(h0) ˜˜χ(H
ε
dres) =
= − i
∫ t
0
ds ei(s−t)H
(2)
dres,χ/εh1,χQM χ˜(h0)e
−isH˜
(2)
D /ε ˜˜χ(Hεdres)
+O(ε2|t|
√
log(σ−1))L(H ) = O(ε2|t|
√
log(σ−1))L(H ) .
Concerning the second one, applying once again the Duhamel formula, we
have
−iε
∫ t
0
ds ei(s−t)H
(2)
dres,χ/ε(h2,χ − h˜2,D)e−isH˜
(2)
D /εQM χ˜(h0) ˜˜χ(H
ε
dres) =
= − iε
∫ t
0
ds ei(s−t)H
(2)
dres,χ/ε(h2,χ − h˜2,D)e−ish0/εQM χ˜(h0) ˜˜χ(Hεdres)
+O(ε2|t|2
√
log(σ−1))L(H ) ,
so we have to look at ei(s−t)H
(2)
dres,χ/ε(h2,χ − h˜2,D)QM χ˜(h0). Following a pro-
cedure already employed several times, we first observe that, in the expres-
sion for h2,χ, equation (97), we can replace, making an error of order O(ε),
χ(V ∗σH
ε,σVσ) with χ(h0).
Using the corollary to lemma 9, we can then eliminate from h2,χQM χ˜(h0)
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all the terms containing (1− χ(h0)). What remains is then
ei(s−t)H
(2)
dres,χ/ε(h2,χ − h˜2,D)QM χ˜(h0) =
= ei(s−t)H
(2)
dres,χ/ε
2∑
i=−2
QM+iξ(h0)
{
1
4
3N∑
j=1
[
a(i∂jvσ)
2 + a(i∂jvσ)
∗ 2] + ΦJσ · ∇E(x)
− ∂jΦJ0,lpˆlpˆj −
1
2
N∑
l1=1
el1pˆ
2
l1 −
1
4
N∑
l1,j1=1
(l1 6=j1)
∫
R3
dk
ˆ̺l1(k)
∗ ˆ̺j1(k)
|k|2 ·
·[eik·(xj1−xl1)(κ · pˆl1)(κ · pˆj1) + (κ · pˆl1)(κ · pˆj1)eik·(xj1−xl1)]
}
QM χ˜(h0)
+
i
2
ei(s−t)H
(2)
dres,χ/ε
2∑
i=−2
QM+iξ(h0)
[
χ(h0)Φ
J(i∇xvσ) · pˆ, χ(h0)ΦJσ · pˆ
]
QM χ˜(h0)
+O(ε
√
log(σ−1))L(H ).
Applying theorem 3, we can now replace ei(s−t)H
(2)
dres,χ/ε with ei(s−t)h0/ε making
an error of order O(|t|ε√log(σ−1)).
Concerning the last term, we get, expanding the commutator and apply-
ing again the corollary to lemma 9,[
χ(h0)Φ
J(i∇xvσ) · pˆ, χ(h0)ΦJσ · pˆ
]
QM χ˜(h0) =
=
1∑
i=−1
QM+iξ(h0)
[
ΦJ(i∇xvσ) · pˆ, ΦJσ · pˆ
]
QM χ˜(h0)
=
1∑
i=−1
QM+iξ(h0)
[
ΦJ(i∂lvσ), Φ
J
σ,l
]
pˆlpˆjQM χ˜(h0) +O(ε
√
log(σ−1))L(H ) .
Using equation (96), we can check that this cancels exactly the diagonal
terms in h2,χ − h˜2,D, so that
ei(s−t)H
(2)
dres,χ/ε(h2,χ − h˜2,D)QM χ˜(h0) =
= ei(s−t)h0/εh˜2,ODQM χ˜(h0) +O(ε|t|
√
log(σ−1)) .
We proceed now to show that we can replace H˜
(2)
D with H
(2)
D , up to an
error of order O(ε3/2|t|)L(H ).
Applying repeatedly Duhamel formula, and putting Ψ := QM χ˜(H
ε
dres)Ψ0,
51
we get
(e−itH˜
(2)
D /ε − e−itH(2)D /ε)Ψ =− iε
4
3N∑
j=1
∫ t
0
ds ei(s−t)h0/εa(i∂jvσ)
∗a(i∂jvσ)e
−ish0/εΨ
+O(ε2|t|2)L(H ).
To streamline the presentation, we assume that M = 1, the calculations for
M > 1 are basically the same, but more cumbersome.
The time integral gives
e−ith0
ϕˆσ(k1)
|k1|1/2
N∑
j=1
e2j
∫
R3
dk (κ1 · κ) ϕˆσ(k)|k|1/2 ·
·
∫ t
0
ds eis(|k1|−|k|)/εeishp/εeixj ·(k1−k)e−ishp/εΨ(x, k) =
= e−ith0
ϕˆσ(k1)
|k1|1/2
N∑
j=1
e2j
∫
R3
dk
(κ1 · κ)ϕˆσ(k)
|k|1/2[1 + i(|k1| − |k|)ε−1] [1 + i(|k1| − |k|)ε
−1]·
·
∫ t
0
ds eis(|k1|−|k|)/εeishp/εeixj ·(k1−k)e−ishp/εΨ(x, k).
(124)
Integrating by parts we get
i(|k1| − |k|)ε−1
∫ t
0
ds eis(|k1|−|k|)/εeishp/εeixj ·(k−k1)e−ishp/εΨ(x, k) =
= eit(|k1|−|k|)/εeithp/εeixj ·(k−k1)e−ithp/εΨ− eixj ·(k−k1)Ψ+
− i
ε
∫ t
0
ds eis(|k1|−|k|)/εeishp [hp, e
ixj ·(k−k1)]e−ishpΨ,
where the commutator is of order O(ε) when applied to functions of bounded
kinetic energy, so that the right-hand side is uniformly bounded in ε.
We have now to put this expression back in (124) and estimate the single
terms. We show how to do this for the first one, the others being entirely
analogous. We ignore the unitary on the left, which does not change the
norm, so we have to consider
ϕˆσ(k1)
|k1|1/2 e
2
j
∫
R3
dk
(κ1 · κ)ϕˆσ(k)
|k|1/2[1 + i(|k1| − |k|)ε−1] ·
·
∫ t
0
ds eis(|k1|−|k|)/εeishp/εeixj ·(k1−k)e−ishp/εΨ(x, k).
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for one fixed j. Using twice the Cauchy-Schwarz inequality we get (we put
for brevity f(k) := ejϕ(k)|k|−1/2)
‖· · ·‖2
H
=
∫
R3N
dx
∫
R3
dk1|· · ·|2 ≤ |t|
∫
dx
∫
dk1dk |f(k1)|2 |f(k)|
2
1 + (|k1| − |k|)2ε−2 ·
·
∫
dk
∫ t
0
ds
∣∣∣∣eishpeixj ·(k−k1)e−ishpΨ(x, k)
∣∣∣∣
2
=
= |t|2‖Ψ‖2
H
∫
dk1dk
|f(k, λ)f(k1, λ1)|2
1 + (|k1| − |k|)2ε−2 ≤
≤ Cε4|t|2‖Ψ‖2H
∫ Λ/ε
0
dk1
∫ Λ/ε
0
dk
k1k
1 + (k1 − k)2 = O(ε|t|
2‖Ψ‖2H ).
We examine now separately the last two terms in h˜2,OD. For the first we
get
iε
∫ t
0
ds ei(s−t)h0/ε∂jΦ0,lpˆlpˆje
−ish0/εQM χ˜(H
ε
dres)Ψ0 =
= ie−ith0/ε
ε√
2
∫ t
0
ds eish0/ε
[
a
(
∂l∂jv(x, k)
|k|
)∗
+ a
(
∂l∂jv(x, k)
|k|
)]
pˆj pˆle
−ish0/εΨ
= − ie−ith0/ε ε√
2
∫ t
0
ds eish0/ε
[
a
(
κj2κl2e
ik·xj1
ˆ̺j1(k)
|k|1/2
)∗
+ a
(
κj2κl2e
ik·xj1
ˆ̺j1(k)
|k|1/2
)]
pˆ(j1,j2)pˆ(j1,l2)e
−ish0/εΨ .
The part with the annihilation operator gives
e−ith0/ε
ε√
2
∫ t
0
ds eish0/εa
(
κj2κl2e
ik·xj1
ˆ̺j1(k)
|k|1/2
)
pˆ(j1,j2)pˆ(j1,l2)e
−ish0/εΨ =
= e−ith0/ε
ε√
2
√
M
∫ t
0
ds eis
PM−1
µ=1 |kµ|/εeishp/ε
∫
R3
dk e−ik·xj1
ˆ̺j1(k)
∗
|k|1/2 (κ · pˆj1)
2 ·
·e−ishp/εe−is|k|/εe−is
PM−1
µ=1 |kµ|/εΨ(x; k, k1, . . . , kM−1)
= e−ith0/ε
ε√
2
√
M
∫
R3
dk
ˆ̺j1(k)
∗
|k|1/2
∫ t
0
ds eishp/εe−ik·xj1 (κ · pˆj1)2e−ishp/ε ·
·e−is|k|/εΨ(x; k, k1, . . . , kM−1)
= e−ith0/ε
ε√
2
√
M
∫
R3
dk
ˆ̺j1(k)
∗
|k|1/2(1− i|k|ε−1)(1− i|k|ε
−1)
∫ t
0
ds eishp/ε ·
·e−ik·xj1 (κ · pˆj1)2e−ishp/εe−is|k|/εΨ(x; k, k1, . . . , kM−1) . (125)
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Integrating by parts we have
−i|k|ε−1
∫ t
0
ds eishp/εe−ik·xj1 (κ · pˆj1)2e−ishp/εe−is|k|/εΨ(x; k, k1, . . . , kM−1) =
=
∫ t
0
ds eishp/εe−ik·xj1 (κ · pˆj1)2e−ishp/ε∂se−is|k|/εΨ(x; k, k1, . . . , kM−1)
= eithp/εe−ik·xj1 (κ · pˆj1)2e−ithp/εe−it|k|/εΨ(x; k, k1, . . . , kM−1)
− e−ik·xj1 (κ · pˆj1)2Ψ(x; k, k1, . . . , kM−1)
− i
ε
∫ t
0
ds eishp/ε[hp, e
−ik·xj1 (κ · pˆj1)2]e−ishp/εe−is|k|/εΨ(x; k, k1, . . . , kM−1)
= eithp/εe−ik·xj1 (κ · pˆj1)2e−ithp/εe−it|k|/εΨ(x; k, k1, . . . , kM−1)
− e−ik·xj1 (κ · pˆj1)2Ψ(x; k, k1, . . . , kM−1)
− i
∫ t
0
ds eishp/ε
{[
− i∇xj1 (e−ik·xj1 ) · pˆj1 − ε∆x(e−ik·xj1 )
]
(κ · pˆj1)2
+e−ik·xj1 [E(x), (κ · pˆj1)2]
]}
e−ishp/εe−is|k|/εΨ(x; k, k1, . . . , kM−1)
= eithp/εe−ik·xj1 (κ · pˆj1)2e−ithp/εe−it|k|/εΨ(x; k, k1, . . . , kM−1)
− e−ik·xj1 (κ · pˆj1)2Ψ(x; k, k1, . . . , kM−1)
+ i
∫ t
0
ds eishp/ε
{[
e−ik·xj1κ · pˆj1 − ε|k|e−ik·xj1
]
(κ · pˆj1)2
+e−ik·xj1 [E(x), (κ · pˆj1)2]
]}
e−ishp/εe−is|k|/ε|k|Ψ(x; k, k1, . . . , kM−1) .(126)
We have to put now this expression back into (125) and estimate the result.
We show how to proceed for the most singular term, i. e. the one containing
i
∫ t
0
ds eishp/εe−ik·xj1 (κ · pˆj1)3e−ishp/εe−is|k|/ε|k|Ψ(x; k, k1, . . . , kM−1),
the others can be treated in the same way. Putting this term back in (125),
and ignoring the unitary e−ith0/ε, which does not change the norm, we have
to estimate in the end
iε√
2
√
M
∫
R3
dk
ˆ̺j1(k)
∗
|k|1/2(1− i|k|ε−1)
∫ t
0
ds eishp/εe−ik·xj1 (κ · pˆj1)3e−ishp/ε·
·e−is|k|/ε|k|Ψ(x; k, k1, . . . , kM−1) .
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Applying Cauchy-Schwarz inequality we get
|· · ·|2 ≤ ε
2|t|2M
2
∫
R3
dk
| ˆ̺j1(k)|2
|k|(1 + |k|2ε−2) ·
·
∫
R3
dk
∫ t
0
ds
∣∣eishp/εe−ik·xj1 (κ · pˆj1)3e−ishp/εe−is|k|/ε|k| ·
·Ψ(x; k, k1, . . . , kM−1)
∣∣2.
The first integral gives∫
R3
dk
| ˆ̺j1(k)|2
|k|(1 + |k|2ε−2) = C
∫ Λ
0
dk
k
1 + k2ε−2
= Cε2
∫ Λ/ε
0
k
1 + k2
= O(ε2 log(1/ε)) ,
so, calculating the norm we get
‖· · ·‖2H ≤ Cε4 log(1/ε)|t|2M
∫ t
0
ds
∥∥eishp/εe−ik·xj1 ·
·(κ · pˆj1)3e−ishp/εe−is|k|/ε|k|Ψ(x; k, k1, . . . , kM−1)
∥∥2
H
= Cε4 log(1/ε)|t|2M
∫ t
0
ds
∥∥(κ · pˆj1)3e−ishp/ε|k|Ψ(x; k, k1, . . . , kM−1)∥∥2H
≤ Cε4 log(1/ε)|t|2M
∫ t
0
ds
∥∥(κ · pˆj1)3e−ishp/ε|k|QM χ˜(Hεdres)∥∥2L(H )‖Ψ0‖2H ,
which shows that the norm of this term is of order O(ε2|t|√log(1/ε)) in
L(H ). The part with the creation operator gives
e−ith0/ε
ε√
2
∫ t
0
ds eish0/εa
(
κj2κl2e
ik·xj1
ˆ̺j1(k)
|k|1/2
)∗
pˆ(j1,j2)pˆ(j1,l2)e
−ish0/εΨ =
= e−ith0/ε
ε√
2
∫ t
0
ds eis
PM+1
µ=1 |kµ|/εeishp/ε
1√
M + 1
M+1∑
µ=1
κµ,j2κµ,l2e
iκµ·xj1
ˆ̺j1(kµ)
|kµ|1/2
·pˆ(j1,j2)pˆ(j1,l2)e−is
PM+1
ν=1(ν 6=µ)
|kν |/εe−ishp/εΨ(x; k1, . . . , kˆµ, . . . , kM+1)
= e−ith0/ε
ε√
2(M + 1)
ˆ̺j1(kµ)
|kµ|1/2
∫ t
0
ds eishp/εeiκµ·xj1 (κµ · pˆj1)2e−ishp/εe−is|kµ|/ε ·
·Ψ(x; k1, . . . , kˆµ, . . . , kM+1)
= e−ith0/ε
ε√
2(M + 1)
ˆ̺j1(kµ)
|kµ|1/2(1− i|kµ|ε−1)(1− i|kµ|ε
−1)
∫ t
0
ds eishp/εeiκµ·xj1 ·
·(κµ · pˆj1)2e−ishp/εe−is|kµ|/εΨ(x; k1, . . . , kˆµ, . . . , kM+1) .
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We can now integrate by parts using equation (126). As for the annihilation
part, we examine just one term,
ε√
2(M + 1)
ˆ̺j1(kµ)|kµ|1/2
(1− i|kµ|ε−1)
∫ t
0
ds eishp/εeikµ·xj1 (κµ · pˆj1)3e−ishp/ε·
·e−is|kµ|/εΨ(x; k1, . . . , kˆµ, . . . , kM+1) .
The norm squared is given by
ε2
2(M + 1)
∫
dx
∫
dk1 . . . dkM+1
| ˆ̺j1(kµ)|2|kµ|
1 + |kµ|2ε−2
∣∣∣∣
∫ t
0
ds e−is|kµ|/εeishp/εeikµ·xj1 ·
·(κµ · pˆj1)3e−ishp/εΨ(x; k1, . . . , kˆµ, . . . , kM+1)
∣∣∣∣
2
=
ε6
2(M + 1)
∫
dx
∫
dk1 . . . dkM+1
| ˆ̺j1(εkµ)|2|kµ|
1 + |kµ|2
∣∣∣∣
∫ t
0
ds e−is|kµ|eishp/εeiεkµ·xj1 ·
·(κµ · pˆj1)3e−ishp/εΨ(x; k1, . . . , kˆµ, . . . , kM+1)
∣∣∣∣
2
≤ ε
6|t|
2(M + 1)
∫
dk1 . . . dkM+1
| ˆ̺j1(εkµ)|2|kµ|
1 + |kµ|2
∫ t
0
ds
∥∥e−is|kµ|eishp/εeiεkµ·xj1 ·
·(κµ · pˆj1)3e−ishp/εΨ(x; k1, . . . , kˆµ, . . . , kM+1)
∥∥2
=
ε6|t|
2(M + 1)
∫
dk1 . . . dkM+1
| ˆ̺j1(εkµ)|2|kµ|
1 + |kµ|2
∫ t
0
ds
∥∥e−is|kµ|eishp/εeiεkµ·xj1 ·
·(κµ · pˆj1)3e−ishp/εΨ(x; k1, . . . , kˆµ, . . . , kM+1)
∥∥2
L2(R3N ,dx)
=
ε6|t|
2(M + 1)
∫
dk1 . . . dkM+1
| ˆ̺j1(εkµ)|2|kµ|
1 + |kµ|2
∫ t
0
ds
∥∥(κµ · pˆj1)3e−ishp/ε ·
·Ψ(x; k1, . . . , kˆµ, . . . , kM+1)
∥∥2
L2(R3N ,dx)
≤ Cε
6|t|
2(M + 1)
∫ ̺0/ε
0
d|kµ| |kµ|
3
1 + |kµ|2
∫
dΩµ
∫ t
0
ds
∥∥(κµ · pˆj1)3e−ishp/ε ·
·Ψ(x; k1, . . . , kˆµ, . . . , kM+1)
∥∥2
H
=
Cε6|t|̺20
4(M + 1)
[ε−2 − log(ε−2 + 1)]
∫
dΩµ
∫ t
0
ds
∥∥(κµ · pˆj1)3e−ishp/ε ·
·QM χ˜(Hεdres)Ψ0
∥∥2
H
,
so we get that this term gives a contribution of order O(ε2|t|) in the norm of
L(H ).
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We separate also in the second term of h˜2,OD the annihilation and the
creation part. For the annihilation part we get
− iε
4
∫ t
0
ds ei(s−t)h0/ε
3N∑
j=1
a(i∂jvσ)
2e−ish0/εΨ =
= − iε
4
√
M(M − 1)e−ith0/ε
∑
j1,j2
∫
dξ
∫
dζ ξˆj2 ζˆj2
ˆ̺σj1(ξ)
∗ ˆ̺σj1(ζ)
∗
|ξ|1/2|ζ |1/2 ·
·
∫ t
0
ds e−is(|ξ|+|ζ|)/εeishp/εe−i(ξ+ζ)·xj1e−ishp/εΨ .
We proceed now in the same way as we did for the first term. Integrating by
parts we get
−i(|ξ|+ |ζ |)
ε
∫ t
0
ds e−is(|ξ|+|ζ|)/εeishp/εe−i(ξ+ζ)·xj1e−ishp/εΨ =
= e−it(|ξ|+|ζ|)/εeithp/εe−i(ξ+ζ)·xj1e−ithp/εΨ− e−i(ξ+ζ)·xj1Ψ
−
∫ t
0
ds e−is(|ξ|+|ζ|)/εeishp/εe−i(ξ+ζ)·xj1 [(ξ + ζ) · pˆj1 − ε|ξ + ζ |2]e−ishp/εΨ .
As in the previous case, we examine just one term,
iε
4
√
M(M − 1)
∫
dξ
∫
dζ ξˆj2 ζˆj2
ˆ̺σj1(ξ)
∗ ˆ̺σj1(ζ)
∗
|ξ|1/2|ζ |1/2[1− i(|ξ|+ |ζ |)ε−1] ·
·
∫ t
0
ds e−is(|ξ|+|ζ|)/εeishp/εe−i(ξ+ζ)·xj1 (ξ + ζ) · pˆj1e−ishp/ε ·
·Ψ(x; ξ, ζ, k1, . . . , kM−2) .
the others can be treated in the same way. Using Cauchy-Schwarz inequality
we get that, independently of σ,
‖· · ·‖2H ≤ Cε2|t|M(M − 1)
∫ Λ
σ
d|ξ|
∫ Λ
σ
d|ζ | |ξ||ζ |(|ξ|
2+ |ζ |2)
1 + (|ξ|+ |ζ |)2ε−2 ·
·
∫ t
0
ds
∥∥∥∥ ξ + ζ|ξ + ζ | · pˆj1e−ishp/εQNχ˜(Hεdres)
∥∥∥∥
2
L(H )
‖Ψ0‖2H = O(ε4|t|2)H .
The creation part can be estimated in a way entirely analogous to the
one already employed for the first term of h˜2,OD.
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Corollary 6. The radiated piece (i. e. the piece of the wave function which
makes a transition between the almost invariant subspaces) for a system start-
ing in the Fock vacuum is given by
Ψ˜rad(t) := (1−Q0)e−i tεHεdresψ(x)ΩF =
− ε√
2
e−ith0/ε
N∑
j=1
ˆ̺
σ(ε)
j (k)
|k|3/2 κ ·
∫ t
0
ds eis|k|/εOpWε (x¨
c
j(s; x, p))ψ(x)+
+ R˜(t, ε) ,
(127)
where
‖R˜(t, ε)‖H ≤ Cε2 log(ε−1)(|t|+ |t|2)(‖ψ‖H + ‖|x|ψ‖H + ‖|pˆ|ψ‖H ) ,
and xcj is the solution to the classical equations of motion
x¨cj(s; x, p) = −∇xjE(xc(s; x, p)),
xcj(0; x, p) = xj , x˙
c
j(0; x, p) = pj, j = 1, . . . , n .
(128)
We get the leading order of the radiated piece corresponding to the original
Hamiltonian Hε, for a system starting in the approximate dressed vacuum
Ωσ(ε)(x), applying to this wave function the dressing operator Vσ(ε)(x).
Proof. Applying equation (118) for the case M = 0 we get at the leading
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order
Q⊥0 e
−itHεdres/εψ(x)ΩF = −iε
∫ t
0
ds ei(s−t)h0/εh2,ODe
−ish0/εψ(x)ΩF =
= − ε√
2
∫ t
0
ds ei(s−t)hp/εei(s−t)|k|/ε∇E(x) · i∇xvσ(x, k)|k| e
−ishp/εψ(x)
=
ε√
2
N∑
j=1
ˆ̺σj (k)
|k|3/2 κ ·
∫ t
0
ds ei(s−t)|k|/εei(s−t)hp/εeik·xj∇xjE(x)e−ishp/εψ(x)
=
ε√
2
N∑
j=1
ˆ̺σj (k)
|k|3/2 κ ·
∫ t
0
ds ei(s−t)|k|/εei(s−t)hp/ε(eik·xj − 1)∇xjE(x)e−ishp/εψ(x)
+
ε√
2
N∑
j=1
ˆ̺σj (k)
|k|3/2 κ ·
∫ t
0
ds ei(s−t)|k|/εei(s−t)hp/ε∇xjE(x)e−ishp/εψ(x)
=
ε√
2
N∑
j=1
ˆ̺σj (k)
|k|3/2 κ ·
∫ t
0
ds ei(s−t)|k|/εei(s−t)hp/ε(eik·xj − 1)∇xjE(x)e−ishp/εψ(x)
− e−ith0 ε√
2
N∑
j=1
ˆ̺σj (k)
|k|3/2 κ ·
∫ t
0
ds eis|k|/εOpWε (x¨j(s; x, p))ψ(x)
+O(ε2|t|)L(H )‖ψ‖L2(R3n) ,
where we have used Egorov’s theorem to approximate eishp/ε∇xjE(x)e−ishp/ε
(see, e. g., [Ro]). To end the proof we have to show that the norm of the
first term is small. The procedure to employ is identical to the one applied
several times in the proof of theorem 4: First integrate by parts with respect
to s and then estimate the resulting terms. For the sake of completeness we
show how to estimate one of these terms
ε ˆ̺σj (k)κ√
2|k|3/2(1 + i|k|ε−1) ·
∫ t
0
ds ei(s−t)|k|/εei(s−t)hp/ε(eik·xj−1)∇xjE(x)e−ishp/εψ(x)
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because the others have an analogous structure. Its norm satisfies
‖· · ·‖2H
≤ ε
2|t|
2
∫
dk
| ˆ̺σj (εk)|2
|k|3(1 + |k|2)
∫ t
0
ds
∥∥∥∥(eiεk·xj − 1)∇xjE e−ishp/εψ
∥∥∥∥
2
L2(R3N )
≤ C˜ε4|t|
∫ Λ/ε
σ
d|k| |k|
1 + |k|2
∫ t
0
ds
∥∥∥∥|xj |∇xjE e−ishp/εψ
∥∥∥∥
2
L2(R3N )
= C˜ε4|t| sup
x∈R3N
|∇xjE(x)| log
(
1 + Λε−2
1 + σ(ε)2
)∫ t
0
ds
∥∥∥∥|xj |e−ishp/εψ
∥∥∥∥
2
L2(R3N )
≤ Cε4|t|(|t|+ |t|2) log
(
1 + Λε−2
1 + σ(ε)2
)
(‖|pˆj |ψ‖2 + ‖|xj|ψ‖2 + ‖ψ‖2) ,
where in the last inequality we have applied theorem 2.1 from [RaSi].
Remark 7. The norm squared of the leading part of the radiated piece is
2ε2
3π
∫
dx
∫ ∞
0
dk
|ϕˆσ(k)|2
k
∥∥∥∥OpWε
(∫ t
0
ds e−isk/ε
N∑
j=1
x¨cj(s; x, p)
)
ψ(x)
∥∥∥∥
2
C3
≥
≥ ε
2
12π4
∫
dx
∫ Λ
σ
dk
1
k
∥∥∥∥OpWε
(∫ t
0
ds e−isk/ε
N∑
j=1
x¨cj(s; x, p)
)
ψ(x)
∥∥∥∥
2
C3
≥
≥ ε
2
12π4
∫
dx
∫ Λ
σ(ε)ε−1
dk
1
k
∥∥∥∥OpWε
(∫ t
0
ds e−isk
N∑
j=1
x¨cj(s; x, p)
)
ψ(x)
∥∥∥∥
2
C3
.
The symbol which appears in the Weyl quantization
∫ t
0
ds e−isk
N∑
j=1
x¨cj(s; x, p)
is independent of ε and for k = 0 is a non null function,
N∑
j=1
[x˙cj(t; x, p)− x˙cj(0, x, p)] =
N∑
j=1
[x˙cj(t; x, p)− pj ],
therefore the corresponding operator will be also non null. Therefore, we
expect for a generic state ψ that
inf
0≤k≤Λ
∥∥∥∥OpWε
(∫ t
0
ds e−isk
n∑
j=1
x¨cj(s; x, p)
)
ψ(x)
∥∥∥∥
L2(R3N )⊗C3
> 0 . (129)
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Then the norm of the radiated piece will be bigger than
inf
0≤k≤Λ
∥∥∥∥OpWε
(∫ t
0
ds e−isk
N∑
j=1
x¨cj(s; x, p)
)
ψ(x)
∥∥∥∥
L2(R3n)⊗C3
·
·
(
ε2
12π4
∫ Λ
σ(ε)ε−1
dk
1
k
)1/2
= O(ε log(εσ(ε)−1)),
which gives a lower bound on the transition almost of the same order of the
upper bound.
Remark 8. The radiated energy, defined in equation (31), can be written at
the leading order as
Erad(t) = 〈e−itHεdres/εψd(x)ΩF, (1⊗Hf)e−itHεdres/εψd(x)ΩF〉,
where ψd is defined in (30). Using the expression for the radiated piece we
get
Erad(t) = 〈Q⊥0 e−itH
ε
dres/εψdΩF, (1⊗Hf)Q⊥0 e−itH
ε
dres/εψdΩF〉 ∼=
∼= ε
2
2
N∑
i,j=1
∫
R3
dk
ˆ̺
σ(ε)∗
i ˆ̺
σ(ε)
j
|k|2
∫ t
0
ds
∫ t
0
ds′ ei(s−s
′)|k|/ε ·
·〈κ ·OpWε (x¨ci(s′))ψd, κ ·OpWε (x¨cj(s))ψd〉L2(R3N )
=
ε2
12π2
N∑
i,j=1
eiej
∫ t
0
ds
∫ t
0
ds′
ε
i(s− s′)(e
i(s−s′)Λ/ε − 1) ·
·〈ψd,OpWε (x¨ci(s′) · x¨cj(s))ψd〉L2(R3N ) ,
where we have inserted the explicit expression of the form factor given in (3)
and used the product formula (110) at leading order. The radiated power is
then
Prad(t) =
d
dt
Erad(t) =
ε3
6π2
N∑
i,j=1
∫ t
0
ds
sin[(t− s)Λ/ε]
t− s ·
· 〈ψd,OpWε (x¨ci(t) · x¨cj(s))ψd〉L2(R3N )
which converges formally to the expression given in (32) when ε→ 0+.
Corollary 7. Let
ω(t) := e−itH
ε
dres/εω0e
itHεdres/ε,
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where ω0 ∈ I1(QM χ˜(Hεdres)H ), the Banach space of trace class operators on
QM χ˜(H
ε
dres)H , and let ωp be the partial trace over the field states
ωp(t) := trF ω(t),
then
ωp(t) = e
−itH
(2)
D,p/εωp(0)e
itH
(2)
D,p/ε +O(ε3/2|t|)I1(L2(R3N ))(1− δM0) +
+O(ε2|t|
√
log(σ(ε)−1))I1(L2(R3N ))+O(ε2|t|2
√
log(σ(ε)−1))I1(L2(R3N )),
where
H
(2)
D,p :=
N∑
l=1
1
2mεl
pˆ2l + E(x)
− ε
2
4
N∑
l1,j1=1
(l1 6=j1)
∫
R3
dk
ˆ̺l1(k)
∗ ˆ̺j1(k)
|k|2
[
eik·(xj1−xl1)(κ · pˆl1)(κ · pˆj1)
+ (κ · pˆl1)(κ · pˆj1)eik·(xj1−xl1)
]
,
and I1(L
2(R3N )) denotes the space of trace class operators on L2(R3N).
Proof. The proof follows from the following three facts:
1. the term of order ε in equation (118) is off-diagonal with respect to the
QM ;
2. the diagonal Hamiltonian H
(2)
D , defined in (119), is equal to H
(2)
D,p⊗1+
1⊗Hf , so we have that
trF
(
e−itH
(2)
D /εω0e
itH
(2)
D /ε
)
= e−itH
(2)
D,p/εtrF (ω0)e
itH
(2)
D,p/ε ;
3. the following well know inequality,which holds for any Hilbert space
H :
‖AB‖I1(H ) ≤ ‖A‖I1(H ) · ‖B‖L(H ) .
Theorem 5. Given a macroscopic observable for the particles, OpWε (a),
where a is a smooth function bounded with all its derivatives, and a den-
sity matrix ω ∈ I1(P εMχ(Hε)H ) whose time evolution is defined by
ω(t) := e−itH
ε/εωeitH
ε/ε, (130)
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then
trH
((
OpWε (a)⊗ 1F
)
ω(t)
)
= trL2(R3N )
(
OpWε (a)e
−itH
(2)
D,ptrF ω˜(0)e
itH
(2)
D,p
)
+
+O(ε3/2|t|)(1− δM0) + O
(
ε2(|t|+ |t|2) log(σ(ε)−1)), (131)
where
ω˜(0) := V ∗σ(ε)ωVσ(ε) . (132)
Proof. First of all we observe that, using proposition 1 and lemma 3, we have
trH
((
OpWε (a)⊗ 1F
)
ω(t)
)
= trH
((
OpWε (a)⊗ 1F
)
e−itH
ε,σ(ε)/εωσ(ε)·
· eitHε,σ(ε)/ε
)
+O(σ(ε)1/2) +O(σ(ε)ε−1) ,
where ωσ(ε) ∈ I1(P εMχ(Hε,σ(ε))H ). By the definition of the dressed Hamil-
tonian and the cyclicity of the trace we have then at the leading order
trH
((
OpWε (a)⊗ 1F
)
ω(t)
)
= O(σ(ε)1/2) +O(σ(ε)ε−1)+
+ trH
(
U
(
OpWε (a)⊗ 1F
)
U
∗e−itH
ε
dres/εU ωσ(ε)U
∗eitH
ε
dres/ε
)
.
The transformed observable, using the definition of U and lemma 7, is given
by
U
(
OpWε (a)⊗ 1F
)
U
∗ = V ∗σ
(
OpWε (a)⊗ 1F
)
Vσ + iεχ(h0)Φ
J
σ · pˆV ∗σ ·
·(OpWε (a)⊗ 1F)Vσ + iε(1− χ(h0))ΦJσ · pˆχ(h0)V ∗σ (OpWε (a)⊗ 1F)Vσ
−iεV ∗σ
(
OpWε (a)⊗ 1F
)
Vσχ(h0)pˆ · ΦJσ
− iεV ∗σ
(
OpWε (a)⊗ 1F
)
Vσ
(
1− χ(h0)
)
pˆ · ΦJσχ(h0) +O(ε2 log(σ−1)) .
The operator Vσ can be considered as the Weyl quantization of the operator
valued symbol
(x, p)→ e−iΦ(ivσ(x,·)) ∈ L(F ) .
It is not in the standard symbol classes because the derivative is an un-
bounded operator, but if we multiply it by QM we get a smooth bounded
symbol. In the calculation of the trace Vσ is always multiplied by QM or
QM±1, therefore we can proceed as if it were in a standard symbol class.
A simple application of the product rule for pseudodifferential operators
(equation (A.11) [Te3]) gives then
V ∗σ
(
OpWε (a)⊗ 1F
)
Vσ = Op
W
ε (a)⊗ 1F + V ∗σ [
(
OpWε (a)⊗ 1F
)
, Vσ] =
= OpWε (a)⊗ 1F − iεV ∗σOpWε
({a, Vσ})+O(ε3)L(H ) ,
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where {·, ·} denotes the Poisson bracket. We get therefore
{a, Vσ} = (∇pa) · iΦ(i∇xvσ)Vσ
and
V ∗σ
(
OpWε (a)⊗ 1F
)
Vσ = Op
W
ε (a)⊗ 1F + εΦ(i∇xvσ)
(
OpWε (∇pa)⊗ 1F
)
+O(ε2 log(σ−1)) .
Using this expression we have
U
(
OpWε (a)⊗ 1F
)
U
∗ = OpWε (a)⊗ 1F + εΦ(i∇xvσ)
(
OpWε (∇pa)⊗ 1F
)
+
+ iεχ(h0)Φ
J
σ · pˆ
(
OpWε (a)⊗ 1F
)
+ iε
(
1− χ(h0)
)
ΦJσ · pˆχ(h0)
(
OpWε (a)⊗ 1F
)
− iε(OpWε (a)⊗ 1F)χ(h0)pˆ · ΦJσ
− iε(OpWε (a)⊗ 1F)(1− χ(h0))pˆ · ΦJσχ(h0) +O(ε2 log(σ−1)) .
All the terms of order ε in the previous expression are off-diagonal with
respect to the QMs, and the same holds for the term of order ε in (118).
Therefore, they all vanish when we calculate the trace. Using point 2 and 3
of last corollary we get then (131) with
ω˜(0) = U ωσ(ε)U
∗.
Using again lemma 3 and the fact that the terms of order ε in the expansion
of U are off-diagonal we get in the end also (132).
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