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Data Mining of Telecommunication Network Alarm Data
Teleoperaattorit valvovat verkkojensa toimivuutta ja tarjoamiensa palveluiden laatua auto-
maattisilla verkonvalvontajärjestelmillä. Valvontajärjestelmien kehittäjät toteuttavat valvonta-
automaatiot järjestelmiin. Kehittäjät ja verkkotekniikka-asiantuntijat määrittelevät ja suun-
nittelevat valvonnat. Perustana määrittelyille käytetään toteutuneita vikatilanteita. Tutkielma
perehtyy vikatilanteiden automaattiseen tunnistamiseen ja analysoimiseen hälytysmuotoisesta
valvontadatasta tiedonlouhinnan menetelmin. Analyysi sujuvoittaa määrittelyprosessia mer-
kittävästi ja analyysistä on generoitavissa valmiita hälytysten käsittelysääntöjä osiksi uusia
valvontatoteutuksia.
Tutkielma jakaa hälytysdatan tiedonlouhinnan problematiikan kahteen erilliseen ongel-
maan: toistuvien tapahtumien ja harvinaisten tapahtumien louhinnaksi. Toistuvat tapahtumat
kuvaavat hälytysdatan yleisen käyttäytymisen. Harvinaiset tapahtumat kuvaavat poikkeuksel-
lisia tilanteita, kuten vakavia vikoja.
Toistuvia ja harvinaisia tapahtumia louhitaan eri menetelmillä. Tutkielmassa toistuvien
tapahtumien louhintaan sovelletaan toistuvien joukkojen louhintaa, joka on tiedonlouhinnassa
yleinen menetelmä etsimään datassa yhdessä esiintyviä asioita. Toistuvia joukkoja louhitaan
hälytysdatalle sovellettuina assosiaatiosääntöjen kaltaisina tapahtumaketjuina sekvenssissä.
Algoritmeiksi louhintaan esitetään Apriori-algoritmia, siihen perustuvaa WINEPI-algoritmia
sekä FP-growth-algoritmia. Koska toistuvat joukot määritelmänsä mukaan louhitaan tran-
saktiodatasta, jota hälytysdata ei ole, tutkielma käy läpi hälytysdatan transaktionalisointia
käsittelevän teorian, menetelmän ja Transwindows-algoritmin.
Harvinaisten tapahtumien louhimiseen tutkielma käy läpi luokittelusääntöjä louhivan ge-
neettisen Timeweaver-algoritmin. Algoritmin geneettisyys ratkaisee harvinaisten tapahtumien
louhintaan liittyvää vaikeutta ja suorituskykyhaasteita.
Tutkielman kokeellisessa osiossa on konseptintodistus teleoperaattorin hälytysdatan tois-
tuvien tapahtumien louhinnasta. Todistus päivittää samalla aihetta koskevat vanhat tutki-
mustulokset nykypäivään. Tutkielma esittelee louhinnassa löytyneitä hyödylliseksi arvioituja
malleja. Tutkielma toteaa hälytysdatan louhimisen hyödylliseksi, ehdottaa useita hälytysdatan
ominaisuuksien tehokkaampaa hyödyntämistä koskevia parannusehdotuksia louhinnan eri työ-
vaiheisiin ja lopulta eri jatkotutkimusvaihtoehtoja esiteltyjen menetelmien käyttöönottamiseksi
osaksi teleoperaattorin verkonvalvonnan kehittämisprosessia.
ACM Computing Classification System (CCS):
Information systems → Association rules
Computing methodologies → Rule learning
Networks → Network monitoring
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Teleoperaattorit valvovat tarjoamiensa palveluiden toimintaa ja laatua. Palveluiden huono
toimivuus johtaa sekä teleoperaattorin että asiakkaiden rahallisiin menetyksiin. Palveluiden
toiminnan varmistamiseksi on palveluiden lisäksi valvottava palvelut tuottavaa infrastruk-
tuuria: eri teknologioita edustavia verkkojen laitteita, laitteiden välisestä kommunikaatiosta
vastaavia fyysisiä ja loogisia yhteyksiä, palvelimia sekä laitetiloja. Infrastruktuurin osat
yhdessä muodostavat kokonaisuuden, jonka varassa palveluita tarjotaan.
Palveluita ja sen infrastruktuuria valvotaan automaattisilla valvontajärjestelmillä. Val-
vontajärjestelmien asiantuntijat ovat suunnitelleet ja toteuttaneet valvontajärjestelmiin
valvontatoteutuksia, jotka seuraavat verkon tapahtumia ja tekevät vian selvitys- ja korjaus-
tilauksia verkkolaitteiden asiantuntijoille.
Valvontatoteutusten tekeminen vaatii asiantuntijuutta valvontajärjestelmistä ja valvot-
tavista verkon teknologioista. Seurauksena valvontatoteutusten määrittelyt edellyttävät
tyypillisesti useiden asiantuntijoiden yhteistyötä. Automaatioiden toteutus on työlästä
ja tarkkuutta vaativaa. Valvottaviin laiteteknologioihin perehtyneet asiantuntijatkaan
eivät täysin tunne laitteiden käyttäytymismalleja. Teleoperaattorin verkko muuttuu ja
päivittyy jatkuvasti uusilla laitteilla ja laitekannoilla. Valvonnan kehittäminen on jatku-
vaa. Teleoperaattorin verkot ovat vuosikymmenien saatossa kasvaneet ja valvontadataa
kertyy verkoista yhä enemmän. Valvontoja määriteltäessä on vika- ja häiriötilanteiden
läpikäyminen valvontadatasta automaatioiksi yhä työläämpää.
Vikatilanteiden juurisyy- ja vaikutusanalyysiä varten tarvittavia laitteiden välisiä
verkkotopologisia ja -hierarkisia relaatioita ei aina ole saatavilla laitetietokannoista, koska
kaikkien eri teknologioiden välisiä suhteita ei tyypillisesti ole mallinnettu. Seurauksena
vikatilanteiden syyn ja vaikutuksen selvittäminen on käsityötä.
Tutkielmassa perehdytään teleoperaattoriympäristön verkonvalvonnan hälytysmuo-
toisen valvontadatan tiedonlouhintaan. Tutkielman lähtöasetelmana on yhdistää kaikki
verkosta kerätty hälytysdata yhteen järjestelmään, jotta eri teknologioiden väliset suhteet
on mahdollista mallintaa. Tutkielma syventyy siihen, millaisia malleja hälytysdatassa on ja
millä menetelmillä malleja voi louhia. Tutkielma käsittelee laitteiden käyttäytymismallien,
laitteiden välisten relaatioiden ja vikatilanteiden ennusmerkkien louhintaa. Käyttäytymis-
mallit auttavat ymmärtämään verkon toimintaa ja siten häiriötilanteita. Malleja voi käyttää
valvontajärjestelmissä vikojen tunnistamisessa ja ennakoinnissa. Mallit ovat muunnettavis-
sa automaattisiksi hälytyskäsittelysäännöiksi osaksi valvontajärjestelmän toteutusta. Jos
laitteiden välisiä relaatioita ei ole saatavissa laitetietokannoista, louhittuja laiterelaatioita
voi käyttää juurisyy- ja vaikutusanalyyseissä.
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Tiedonlouhintaa ei ole merkittävästi käytetty Suomessa teleoperaattoreiden verkon-
valvonnan kehittämisessä. Teleoperaattorin verkkojen ja hälytysmäärien kasvaessa paine
automatisoida verkonvalvontaa ja sitä kehittäviä prosesseja kasvaa koko ajan. Tiedon-
louhinnan menetelmien omaksuminen osaksi verkonvalvontatoteutusten määrittelyä ja
toteutusta muuttaa merkittävästi valvonnan kehityksen luonnetta. Se helpottaa valvonto-
jen määrittelyä, vähentää toteutuksesta manuaalista käsityötä ja tukee erilaisten vikati-
lanteiden kattavaa läpikäyntiä. Valvonnan kehittämisprosessin vaiheiden helpottamisen
lisäksi tiedonlouhinnalla voi havaita valvontadatasta malleja, joita ei asiantuntija olisi tullut
ajatelleeksikaan.
Teleoperaattorin verkonvalvonnan hälytysdatan tiedonlouhintaa on tieteessä tutkittu
vuosituhannen vaihteessa. Hyviä ja jossain määrin edelleen ajankohtaisia menetelmiä on
ehdotettu, ja niihin esitetty toisaalta optimointeja ja toisaalta päivityksiä vastaamaan
kehittyneitä suorituskykyvaatimuksia. Tiedonlouhintaratkaisujen tarjonta tieteen puolelta
ja tarve teleoperaattoreiden puolelta ovat osoittaneet konkreettisia kohtaamisen merkkejä
vasta viime vuosien aikana.
Koska teleoperaattoreilla ei ole aiempaa käyttökokemusta tiedonlouhinnasta verkonval-
vonnan kontekstissa, painotan tutkielmani hälytysdatan tiedonlouhinnan perusteorioihin.
Tiedonlouhinnan perusteoriat ovat pysyneet samoina jo vuosikymmenien ajan. Teleoperaat-
torilla ja tieteellisten julkaisujen parissa tekemäni mittavan taustatutkimuksen tuloksena
valitsin hälytysdatalle mielestäni parhaiten sopiviksi louhinnan menetelmiksi assosiaatio-
säännöt, tapahtumaketjut sekvenssissä sekä luokittelun. Menetelmät jakaantuvat kahteen
ryhmään tavoiteperusteisesti. Assosiaatiosäännöt ja tapahtumatketjut sekvenssissä kuvaa-
vat hälytysdatasta toistuvia tapahtumia ja tapahtumaketjuja. Ne pyrkivät mallintamaan
hälytysdatan yleisen käyttäytymisen. Luokittelu, tutkielmani kontekstissa, etsii hälytysda-
tasta harvinaisia tapahtumia ja tapahtumaketjuja, joita vakavat viat ovat. Se etsii hälytys-
datasta hiljaisia ennusmerkkejä vikojen ennustamiseen. Toistensa vastakohtina toistuvien
tapahtumatketjujen ja harvinaisten tapahtumaketjujen louhinnat kattavat näkemykseni
mukaan hälytysdatan kaikki kiinnostavat näkökulmat.
Teorioiden tueksi esittelen muutamia algoritmejä. Toistuvien tapahtumaketjujen louhin-
taan esittelen Apriori-algoritmin, hajautetun Apriori-algoritmin, FP-growth-algoritmin, ke-
hittämäni Transwindows-algoritmin hälytysdatan muuntamiseksi Apriorille ja FP-growthille
yhteensopivaksi, Aprioriin perustuvan WINEPI-algoritmin sekä sitä parantelevan EW-
WINEPI-algoritmin. Harvinaisten tapahtumaketjujen louhintaan esittelen geneettispohjai-
sen koneoppimisalgoritmin Timeweaverin.
Teen tutkielmassani konseptintodistuksen toistuvien tapahtumien louhinnasta. Työn
laajuus rajoitti todistuksen yhteen menetelmään. Valitsin todistettavaksi toistuvat tapahtu-
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mat, koska ne mallintavat hälytysdatan yleiskäyttäytymistä ja toimivat esitietovaatimuksina
ja perusteina harvinaisten tapahtumien louhinnalle.
Konseptintodistusta varten louhin oikeaa nykypäivän teleoperaattorin tuotantoympä-
ristöstä kerättyä verkonvalvonnan hälytysdataa. Tein konseptintodistuksen vastaavalla
WINEPI-algoritmiä vastaavalla menetelmällä käyttäen omaa Transwindows-algoritmiäni
Apriorin kanssa. Vaikka algoritmi on iäkäs, on se saanut tiedepiireistä arvostusta ja sitee-
rauksia, joten arvioin sen olevan hyvä vaihtoehto perustavanlaatuiseen tiedonlouhinnan
tarjoamien mahdollisuuksien kartoittamiseen. Louhintakokeiden päätavoite oli tutkia tois-
tuvien tapahtumien etsinnän hyödyllisyyttä teleoperaattorin hälytysdatalle käytännössä
ja WINEPI-algoritmin ajatusta hälytyssekvenssin transaktionalisoinnista aikaikkunoiksi.
Aikaikkunoista tutkin eri aikaikkunan pituusvalintojen vaikutusta tuloksiin, louhinnan muis-
tinkäyttöön ja suoritusaikaan. Esittelen konseptintodistuksen ohessa WINEPI-algoritmin
suorituskykyä nykypäivän teleoperaattoriympäristön hälytysdatamäärällä ja EW-WINEPI
algoritmin parannuksia suhteessa WINEPI-algoritmiin. Suorituskyky ei ole kuitenkaan
tutkielman pääpainona. Käyn tutkielmassani läpi yksinkertaiset askeleet parantaa merkit-
tävästi louhinnan suorituskykyä uudemmilla ja monimutkaisemmilla algoritmeillä.
Luvussa 2 esitellään teleoperaattoriympäristön verkonvalvonta. Luvussa käydään läpi
verkonvalvonnan peruskäsitteistö, teleoperaattoriympäristön verkonvalvonnan arkkitehtuu-
ri, yleisimpiä verkonvalvontamenetelmiä, hälytysten käsittelyn perusteet ja edellytykset
valvontatoteutusten kehittämisen helpottamiseksi tiedonlouhinnan menetelmin.
Luvussa 3 esitellään tiedonlouhintaprosessi työvaiheineen teleoperaattorin verkonvalvon-
nan tarpeiden ja tavoitteiden lähtökohdista. Tiedonlouhintaprosessin työvaiheista tutkielma
painottuu hälytysdatan esikäsittelyyn, mallien louhimiseen hälytysdatasta sekä tulosten
jälkikäsittelyyn ja analysointiin.
Luvussa 4 käsitellään toistuvien tapahtumien louhintaa hälytysdatasta. Toistuvat ta-
pahtumat kuvaavat hälytysdatan yleiset piirteet, jatkuvasti toteutuvan käyttäytymisen sekä
suurien hälytysmassojen alkuperää. Toistuvat tapahtumat selittävät, miten laitteet käyt-
täytyvät yleisissä tilanteissa, eli kuvaavat laitteiden päivittäiskäyttäytymistä verkossa ja
hälytysdatan suurien kokonaisuuksien toimintaa. Luku jakautuu neljään osaan. Ensimmäi-
sessä osassa käyn läpi Apriori-algoritmin ja sen yhteensopivuusvaatimukset hälytysdatan
muodosta. Toisessa osassa käyn läpi Mannila et al. [MTV97] tekemät kokeet WINEPI-
algoritmillä, ja EW-WINEPI-algoritmin ehdottamat parannukset WINEPI-algoritmiin.
Kolmannessa osassa käyn läpi Transwindows-algoritmini, ja teen konseptintodistuksen
louhimalla Transwindows- ja Apriori-algoritmeilla teleoperaattorilta saamaani hälytysdataa
ja käymällä louhinnan tuloksia läpi. Neljännessä osassa esittelen menetelmiä parantaa
louhinnan suorituskykyä.
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Luvussa 5 käsitellään harvinaisten tapahtumien louhinnan ongelmia ja Timeweaver-
algoritmia ratkaisuna niiden louhimiseksi. Koska vakavat viat verkossa ovat harvinaisia,
toistuvien tapahtumien louhintamenetelmät eivät sovellu niiden louhintaan hyvin. Har-
vinaisten tapahtumien löytäminen suuresta tietomassasta vaatii louhintamenetelmältä
erikoislaatuisia ominaisuuksia. Vaikka tutkielma onkin painotettu toistuviin tapahtumiin,
olisi työ mielestäni jäänyt oleellisesti vajaaksi käsitellessään verkonvalvonnan hälytysda-




Teleoperaattori on tietoliikennepalveluita asiakkailleen tarjoava organisaatio. Tietoliikenne-
palveluita ovat muun muassa lankapuhelinverkon puheliikenne, matkapuhelinverkon puhe-
ja dataliikenne, internetyhteydet, sekä näiden avulla tuotetut lisäpalvelut.
Teleoperaattori tuottaa tietoliikennepalvelut erilaisten tuotantoympäristöjen avulla.
Palvelujen tuottamiseen tarvittavia tuotantoympäristöjä ovat eri teknologioista koostuvat
verkkolaitteet, verkkojen välisestä tiedonsiirrosta vastaavat yhteydet, palvelimet, laitetilat,
ja edellä listattujen varaan toteutetut palvelut asiakkaille [Ant03]. Verkkolaitteita ovat
esimerkiksi IP-verkon verkkokytkimet ja matkapuhelinverkon tukiasemat. Verkkojen väliset
yhteydet ovat fyysisiä tai loogisia [Ant03]. Esimerkiksi kahden tukiaseman välinen looginen
tiedonsiirtoyhteys saattaa koostua kahdesta toisiaan varmentavasta fyysisestä yhteydestä.
Asiakkaille tarjottavat palvelut, kuten matkapuhelut, internetliittymä tai elokuvavuokraamo
suoratoistopalveluna, edellyttävät usean verkon infrastruktuurin yhtäaikaista toimivuutta.
Teleoperaattorin laiteverkot jakaantuvat seuraaviin tyyppeihin: runkoverkko, siirtoverkko,
matkapuhelinverkko, laajakaistaverkko, lankapuhelinverkko ja IP-verkko [Ant03]. Kukin
verkkotyyppi jakautuu edelleen useisiin toteutusteknologioihin.
Kysyntä ja tarpeet teleoperaattorin palveluille ovat viime vuosikymmeninä kasvaneet
merkittävästi. Seurauksena teleoperaattorin verkkojen kokoa ja kapasiteettia on jouduttu
jatkuvasti laajentamaan [LL08, WHYC00]. Verkon koon kasvu tarkoittaa verkon laitteiden
määrän kasvua. Verkkojen kapasiteetit ovat kasvaneet laitemäärän kasvun ja teknologioiden
kehittymisen tuloksena. Jatkuvan globaalin kysynnän tuloksena teknologinen kehitysvauhti
on ollut nopea. Verkkojen laajentamisen ohella verkkojen teknologiaa uudistetaan jatkuvas-
ti [DDM05]. Koska vanhojen verkkojen purkaminen ja korvaaminen uusilla on kallista ja
hidasta, koostuu verkko samanaikaisesti usean sukupolven teknologioista. Kysyntä kapasi-
teetille vaihtelee paikoittain väkiluvusta ja maan infrastruktuurista riippuen. Vanhemman
tekniikan kapasiteetti riittää haja-asutusalueilla pidempään kuin tiheästi asutulla kaupun-
kialueella. Seurauksena teleoperaattorin verkkojen monimuotoisuus ja monimutkaisuus on
kasvussa.
Teleoperaattorin tuottamien palveluiden toimiminen edellyttää saatavuutta ja yhteen-
toimivuutta usealta eri tuotantoympäristöltä. Palveluiden toimivuuden ja laadun varmista-




Teleoperaattorin palveluinfrastruktuurin eri kokonaisuuksia ja eri tekniikoiden verkkolait-
teita valvotaan valvontajärjestelmillä. Valvontajärjestelmät seuraavat verkon kohteiden
tilatietoja, mittaavat verkon suorituskykyä tai vastaanottavat verkon kohteiden lähet-
tämiä hälytysviestejä. Niiden perusteella valvontajärjestelmät tekevät päätelmiä verkon
toimivuudesta. Tuotantoympäristöjen moninaisuus edellyttää useita erilaisia verkkoviko-
jen ja palveluhäiriöiden havaitsemismenetelmiä, sekä tiedonsiirtoprotokollia havaintojen
välittämiseen erilaisista tuotantoympäristöistä valvontajärjestelmille. Valvonnan tiedonsiir-
toprotokolla ei välttämättä perustu IP-liikenteeseen, jolloin sitä ei voi välittää sellaisenaan
verkon yli. Menetelmien ja protokollien monimuotoisuuden takia teleoperaattori tarvitsee
erilaisia valvontajärjestelmiä. Valvontajärjestelmät ovat tyypillisesti erikoistuneet tietyn
laite- tai kohdetyypin valvomiseen sen edellyttämällä tavalla. Esimerkiksi laitetilojen kiin-
teistöistä valvotaan ilmanvaihtoa, sähkönjakelua ja kiinteistöturvaa, kun verkkoreitittimestä
valvotaan verkkoyhteyden toimivuutta ja sen käsittelemien pakettien määrää.
Monet valvontajärjestelmät ovat verkon laitteiden valmistajien omia tuotteita. Ne on
suunniteltu valmistajan oman laitetekniikan lähtökohdista. Laitevalmistajan toimittamaa
järjestelmää käytetään valvonnan lisäksi laitteiden hallintaan. Laitteiden hallintaan ja val-
vontaan suunniteltuja järjestelmiä kutsutaan hallintajärjestelmiksi (engl. element manager,
element management system) [SSAC00]. Hallintajärjestelmiä ei voi korvata muilla valvonta-
järjestelmillä, koska muut järjestelmät eivät tue kyseisen laitekannan valvontamenetelmiä
ja kommunikointiprotokollia. Hallintajärjestelmät puolestaan kommunikoivat vain tietyn
laitekannan kanssa, joten ne eivät sovellu muiden laitteiden valvontaan. Teleoperaattorilla
tekniikkakohtaisia valvontajärjestelmiä ja hallintajärjestelmiä, sekä niiden alaisia laitteita
operoivat kyseiseen laitekantaan ja tekniikkaan erikoistuneet asiantuntijat.
Valvottaviin kohteisiin yhdistettyjen valvonta- ja hallintajärjestelmien lisäksi osaa
verkon laitteista valvotaan valvonta-agenttien [TAP+02, Cle06] avulla. Valvonta-agentti
on valvottavaan kohteeseen suoraan asennettava valvontajärjestelmän alainen älysovel-
lus. Valvonta-agentti vaatii toimiakseen tuetun laitteiston tai käyttöjärjestelmän. Tyy-
pillisimmin valvonta-agentteja käytetään palvelimien valvontaan. Laitteeseen asennet-
tu valvonta-agentti mahdollistaa valvonnan lisäksi laitteen hallinnan valvontajärjestel-
mästä käsin agenttisovellukselle myönnetyin oikeuksin. Valvonta-agenttipohjaisesti toimi-
vaa valvontajärjestelmää voisikin perustellusti kutsua hajautetuksi hallintajärjestelmäk-
si. Valvonta-agenttien valvontatehtävät määritellään keskitetysti valvontajärjestelmästä.
Valvonta-agentin voi automatisoida suorittamaan valvontahavaintojen perusteella komen-












Kuva 1: Vian ja hälytysten välinen suhde
jestelmälle, tai yrittää ratkaista havaittu vika automaattisin toimenpitein.
Vaikka verkon eri tekniikoiden valvomiseen rakennetut valvontatoteutukset ovat it-
senäisiä kokonaisuuksia, vika yhdessä tekniikassa vaikuttaa koko infrastruktuurin ja sen
varassa toimivien palveluiden toimintaan. Esimerkiksi laitetilan sähkönjakelun rikkoutu-
minen vaarantaa laitetilan laitteiden ja palvelinten toiminnan. Yhden vian vaikutuksesta
toimimattomaan tilaan menevät laitteet hälyttävät itsenäisesti omaan valvontajärjestel-
määnsä. Hälytysten sijaitessa eri järjestelmissä on vian alkuperää, eli juurisyytä, vaikea
selvittää. Vian juurisyyn lisäksi teleoperaattoria kiinnostaa vian vaikutusanalyysi korjauk-
sen priorisointia ja tiedottamista varten. Tyypillisesti vikaa selvittävät oireilevien laitteiden
parissa tekniikkakohtaisesti useat asiantuntijat ja alihankkijat toisistaan tietämättä. Ihan-
netilanteessa eri tekniikoiden valvontajärjestelmät kommunikoivat keskenään, päättelevät
vian juurisyyn ja vaikutuksen automaattisesti ja tilaavat korjaustyön ainoastaan vian
alkuperäksi jäljitettyyn kohteeseen.
Kuvassa 1 on monimutkaisempi esimerkki vian ja hälytysten suhteesta. Esimerkki kuvaa
hälytyksiin perustuvan juurisyyn päättelemisen vaikeutta. Kuvassa kaapeli tietoliikenneyh-
teyden DSL-keskittimelle tarjoavan provider edge -reitittimen ja DSL-keskittimen välillä
on katkennut. Seurauksena DSL-keskittimen varassa toimiva tukiasema ja yritysverkon rei-
titin menettävät verkkoyhteytensä. DSL-keskitintä, tukiasemaa ja yritysverkkoa valvotaan
eri valvontajärjestelmillä, jotka vian seurauksena kukin havaitsevat valvomansa laitteen
häviämisen verkosta. Hälytykset sijaitsevat lähtökohtaisesti eri valvontajärjestelmissä, eikä
yksikään hälytys kuvaa vian syytä. Hälytyksistä yksilöinä on mahdoton päätellä mikä on
vian juurisyy. Yhdessä hälytyksistä on verkkotopologian perusteella pääteltävissä verkosta
hävinneille laitteille yhteinen toimimaton verkon piste.























































Kuva 2: Esimerkkikuva teleoperaattorin verkonvalvonnan arkkitehtuurista
jestelmiä. Tekniikkakohtaiset valvonta- ja hallintajärjestelmät välittävät valvontadatansa
keskitetylle valvontajärjestelmälle. Keskitetty valvontajärjestelmä ei tyypillisesti osaa valvoa
mitään tekniikkaa suoraan, mutta on erikoistunut käsittelemään valvontadataa geneerisellä
tasolla koko teleoperaattorin verkon laajuisesti. Keskitetyn valvontajärjestelmän käyttämi-
nen mahdollistaa valvontadatan käsittelytoteutusten uudelleenkäyttämisen verkkotekniik-
kakohtaisista räätälöintitarpeista huolimatta, sekä ennen kaikkea eri verkkotekniikoista
kerätyn valvontadatan käsittelyn yhdessä.
Kuvassa 2 on esitettynä yksinkertaistettu esimerkki teleoperaattorin verkonvalvonnan
arkkitehtuurista. Kuvassa alin kerros esittää teleoperaattorin tuotantoympäristöjä. Toinen
kerros koostuu eri tekniikoihin erikoistuneista valvonta- ja hallintajärjestelmistä. Ylimmässä
kerroksessa on kuvattuna abstraktisti yksi tai useampi keskitetty valvontajärjestelmä, joka
tai jotka tekevät valvontadatan perusteella tiedottamista, automatisoituja toimenpiteitä,
korjaustyötilauksia ja raportteja verkon toimivuudesta ja laadusta.
Keskitettyjä valvontajärjestelmiä on tyypillisesti useita erityyppisille valvontadatoille ja
erilaisten analyysien ja tulosten tuottamiseen. Yksi järjestelmä esimerkiksi käsittelee häly-
tysdataa ja päättelee niistä verkon vikoja, toinen järjestelmä käsittelee palvelujen toimivuus-
ja laatumittauksia luoden analyysejä palveluiden toimivuudesta ja kolmas järjestelmä kerää
eri lähteistä jatkuvana virtana mittaustietoja laitteiden ja verkkojen suorituskyvystä luo-
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den niistä raportteja. Kukin järjestelmä on tehtäväänsä erikoistumisesta huolimatta laaja
kokonaisuus, koska valvonnan on katettava teleoperaattorin laaja-alainen tuotantoympäris-
tö. Edellä listatut valvontamenetelmät vaativat järjestelmältä niin erilaisia ominaisuuksia,
ettei yhden kaikkeen kykenevän järjestelmän tekeminen ole järkevää. Toisaalta kaikkia
menetelmiä tarvitaan verkon toimivuuden ja laadun seurantaan eri näkökulmista, sekä
vikojen havaitsemiseen, selvittämiseen ja kokonaisvaltaiseen vaikutusanalyysiin.
Keskitettyjen valvontajärjestelmien välinen kommunikointi on tärkeää. Kommunikoin-
nin puuttuessa hälytysten ja verkon vikojen vaikutusten välisiä yhteyksiä jää valvontajär-
jestelmiltä havaitsematta. Yksi vika verkossa voi aiheuttaa vaikutuksia useisiin verkko-
tekniikoihin ja palveluihin. Vaikutukset näkyvät verkon mittauksissa ja hälytyksinä eri
järjestelmissä. Kaikkien verkonvalvonnalla kerättyjen hälytysten ja mittaustietojen välisten
korrelaatioden selvittämiseksi kaiken valvontadatan on oltava käytettävissä yhdessä kes-
kitetyssä järjestelmässä. Taustalla saa olla useita valvontadataa välittäviä ja käsitteleviä
järjestelmiä.
Kaiken valvontadatan ohjaaminen keskitettyyn valvontajärjestelmään edellyttää, et-
tä data lähetetään keskitetyn valvontajärjestelmän tukemalla protokollalla, ja että data
muunnetaan keskitetyn valvontajärjestelmän käyttämän formaatin mukaiseksi, eli tieto-
kantarakenteeseen sopivaksi ja toisaalta yhteneväiseksi muun datan kanssa. Erityisesti
hälytysmuotoinen valvontadata on ongelmallinen yhtenäistää, koska hälytysten tietosi-
sältö on hyvin moniulotteista. Yhtenäistämisessä on huomioitava tietokenttien sisällön
vertailukelpoisuus. Esimerkiksi aikaleima ei toisessa hälytyksessä saa tarkoittaa hälytyksen
lähetys- ja toisessa vastaanottoajankohtaa. Mittausdata on muunnettavissa hälytyksiksi
hälytyspohjaiseen valvontajärjestelmään tallentamista varten.
Keskitetyn valvontajärjestelmän tulee olla tarpeeksi yleispätevä [GH96]. Järjestelmän
pitää sopeutua nopeasti etenevään teleoperaattorimaailman tekniseen kehitykseen. Liian
kohdennetusti toteutettu järjestelmä jää nopeasti kehityksen jalkoihin. Teleoperaattori-
verkot kasvavat, tekniikat monimutkaistuvat ja niiden kirjo monimuotoistuu. Verkkojen
kasvaessa hälytysten ja vikatilanteiden määrä kasvaa. Keskitetyn valvontajärjestelmän on
pystyttävä skaalautumaan verkon kehityksen tahdissa [GH96].
Skaalautumisen takaamiseksi keskitetty valvontajärjestelmä on hajautettava usealle
palvelimelle [GH97]. Yhden fyysisen palvelimen suorituskyky ei riitä loputtomiin. Vakavat
viat verkossa aiheuttavat hälytystulvia valvontajärjestelmiin. Riittämätön suorituskyky
viivästyttäisi hälytyskäsittelyä ja viankorjausprosessia sopimattomasti. Ylikuormittunut
palvelin saattaa valvontajärjestelmän epävakaaseen tilaan [GH97].
Ihanteellinen järjestelmä mukautuu automaattisesti alati muuttuvaan verkon rakentee-
seen ja topologiaan [GH97], koska teleoperaattoriverkko muuttuu päivittäin. Uusia laitteita
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ja laitekantoja tulee lisää ja vanhoja poistuu.
Kun keskitetty valvontajärjestelmä on käsitellyt hälytykset ja tehnyt niiden perusteella
päätelmiä, verkossa havaittujen vikojen ja vikojen vaikutusten perusteella viasta ja sen
vaikutuksesta tiedotetaan, vian etäkorjaamiseksi tehdään toimenpiteitä ja tarvittaessa
tilataan paikan päällä tehtävä fyysinen korjaus. Etäkorjaavat toimenpiteet edellyttävät
korjauksen olevan mahdollinen etäkutsuna. Fyysisen vian, eli laiterikon, korjaaminen
edellyttää aina huoltoyhtiön käyntiä paikan päällä.
Jos valvontajärjestelmä on onnistunut analysoimaan vian itsenäisesti, valvontajärjes-
telmä suorittaa etäkorjaavat toimenpiteet automaattisesti tai tilaa fyysisen korjauksen
huoltoyhtiöltä työtikettinä. Jos vikatilanteen analysointi ei onnistunut, valvontajärjestelmä
ilmoittaa havaitusta vikatilanteesta työtikettinä niiden verkkotekniikoiden asiantuntijoille,
joita vikaepäily koskee. Verkkotekniikoiden asiantuntijat analysoivat vian valvontajärjes-
telmän hälytysten perusteella, hoitavat vikatilanteen edellyttävät toimenpiteet ja tilaavat
fyysisen korjauksen tarvittaessa. Vikatilanteiden analysoinnin epäonnistuessa on valvonta-
järjestelmän valvontatoteutuksia tyypillisesti tarve parantaa vikatilanteen jälkeen [GH97].
2.2 Valvontamenetelmiä
Verkonvalvontamenetelmät jakautuvat kahteen kategoriaan: vikojen valvontaan (engl. fault
management) ja suorituskyvyn valvontaan (engl. performance management) [Cle06, Shi07].
Vikojen valvonta on tapahtumapohjaista (engl. event-based, event-driven). Tapahtuma-
pohjaisessa valvonnassa valvontadataa siirtyy valvottavan kohteen ja valvontajärjestelmän
välillä diskreetisti vain tapahtumien yhteydessä. Tapahtuma verkonvalvonnan kontekstissa
on mikä tahansa verkon tapahtuma, jolla on jokin yksittäinen toteutumishetki. Tapahtuma
on esimerkiksi laitteen tilamuutos, kuten varavirtalähteen vikaantuminen, palvelun loki-
tiedostoon kirjaama tapahtuma, kuten käyttäjän antama väärä salasana kirjautumisessa,
tai suorituskykymittauksen ennalta määritetyn raja-arvon ylitys, kuten palvelimen suorit-
timen käyttöasteen nousu liian korkeaksi. Tapahtuman seurauksena laite tai paikallinen
valvontasovellus lähettää valvontajärjestelmälle havaitsemastaan tapahtumasta kertovan
viestin, eli hälytyksen.
Suorituskykyvalvonnassa verkkojen ja palveluiden suorituskykyä mitataan [Cle06,
Shi07]. Mittauksia suoritetaan valituin määräajoin riippumatta ovatko mitattavien verk-
kolaitteiden tai palveluiden tilat muuttuneet. Suorituskykyvalvonnassa valvotun kohteen
mittaustietoja kerätään ja seurataan keskeytyksettä. Valvonta on siis jatkuvaa. Suoritusky-
kymittausdatasta tunnistetaan automatisoidusti huomionarvoisia kehityssuuntamuutoksia
tai piirretään graafisia esityksiä asiantuntijoille havainnollistamaan valvottavan kohteen
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pidempiaikaista käyttäytymistä.
Yleisimmät valvontamenetelmät ovat SNMP-pohjainen valvonta, lokitiedostovalvonta,
suorituskykymittaukset ja päästä päähän -palvelutasomittaukset.
Simple Network Management Protocol, eli SNMP [CFSD90], on verkonvalvon-
taan suunniteltu tietoliikenneprotokolla. SNMP:llä valvontajärjestelmä voi suorittaa tila-
tietoja kerääviä kiertokyselyitä (engl. polling) protokollaa tukeville verkon laitteille, tai
vastaanottaa laitteiden itsenäisesti lähettämiä SNMP-sanomia (engl. SNMP trap). SNMP-
protokolla tukee kiertokyselyin tehtävää verkkotopologian automaattista selvitystä (engl.
network auto discovery) [CFSD90]. Protokollan tuen lisäksi laitekannan on tuettava omi-
naisuutta. Selvityksessä kultakin laitteelta kysellään mihin muihin laitteisiin kyseinen laite
on liitettynä. SNMP-sanomia käytetään tilatietojen ja hälytysten välittämiseen. Kiertoky-
selyt ovat suorituskykyvalvontaa. Laitteet voivat lähettää sanomia määräajoin jatkuvana
suorituskykyvalvontana tai vikavalvontana tapahtumapohjaisesti. Tapahtumapohjaisesti
lähetetty sanoma sisältää käytännössä hälytysviestin.
SNMP-protokollaa käytetään tyypillisimmin yksinkertaisten verkkolaitteiden, kuten
reitittimien valvontaan. Se on pääasiassa suunniteltu IP-verkon laitevalvontaan. Valvonnan
lisäksi SNMP-protokollan käyttö on yleistynyt valvontajärjestelmien väliseen hälytysten
välittämiseen.
Lokitiedostovalvonta on keskeinen valvontamenetelmä, joka soveltuu lähes jokaiseen
ympäristöön [Cle06, Shi07]. Menetelmässä sovellus, tyypillisesti valvonta-agentti, määrite-
tään seuraamaan valittuja lokitiedostoja. Lokitiedosto on esimerkiksi laitteen tai palvelimen
järjestelmäloki (engl. syslog), valvottavan palvelusovelluksen loki tai hallintajärjestelmän
hälytyslokitiedosto. Lokitiedostoa lukevaan agenttiin määritetään esimerkiksi säännölli-
siä lausekkeita, joilla poimitaan lokitiedostosta kiinnostavat tapahtumat. Kiinnostavan
tapahtuman määrityksenä voi olla esimerkiksi sellaiset lokitiedoston rivit, jotka sisältävät
sanan ”error”. Agentti seuraa lokitiedoston kirjauksia reaaliajassa. Kun lokitiedostoon
kirjoittava sovellus kirjaa lokitiedostoon agentin ehtoihin osuvan rivin, eli tapahtuman,
lähettää agenttisovellus ennalta määritetyn hälytyksen valvontajärjestelmään. Hälytyksen
aiheuttanut lokitiedoston rivi, tai osa siitä, kirjataan osaksi hälytystä.
Suorituskykymittauksilla valvotaan verkkojen, laitteiden, palvelimien ja palveluiden
suorituskykyä, käyttöastetta ja laatua [Cle06, Shi07]. Metriikkatietoa kerätään esimerkiksi
onnistuneiden ja katkenneiden puheluiden, tekstiviestien, siirretyn datan ja datasiirtovir-
heiden määristä mobiiliverkossa. Palvelimissa seurataan esimerkiksi prosessorin, muistin ja
kiintolevyjen käyttöasteita, sekä palvelimen sensorien tilatietoja, esimerkiksi lämpötiloja ja
tuulettimien kierrosnopeuksia. Palveluita mitattaessa kerätään esimerkiksi yhtäaikaisten
käyttäjien määriä ja palvelun toimintojen käyttömääriä.
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Suorituskykymittausdataa keräävät verkosta verkkolaitteiden lisäksi verkkojen suoritus-
kykymittauksia varten kehitetyt mittauslaitteet. Palvelin- ja palveluympäristöistä tietoa
keräävät valvonta-agentit.
Suorituskykymittaukset ovat jatkuvaa suorituskykyvalvontaa, mutta mittaustulok-
sia muunnetaan myös vikavalvonnan hälytyksiksi raja-arvoperusteisesti. Jos mitattava
metriikka ylittää tai alittaa määritellyn raja-arvon, luodaan tapahtumasta hälytys. Metrii-
koille voi asettaa useita hälytysraja-arvoja. Ylitetty raja-arvo määrittää luodun hälytyksen
vakavuusluokan.
Päästä päähän -palvelutasomittauksilla (engl. end-to-end service level, E2E) tes-
tataan ja seurataan palvelujen toimivuutta ja laatua [Cle06, Shi07]. Palvelun toimivuudella
tarkoitetaan palvelun vastaamista palvelupyyntöihin oikeellisesti. Palvelun laatu on konteks-
tiriippuvainen suure. Tyypillisesti sillä tarkoitetaan esimerkiksi palvelun vasteaikaa tai tie-
toliikenneyhteyden signaali-kohinasuhdetta, virheilymääriä ja signaalin voimakkuutta sekä
analogisen signaalin tapauksessa signaalin yhtenevyyttä alkuperäisen kanssa. Päästä pää-
hän -palvelutasomittaukset ovat suorituskykyvalvontaa. Mittauksilla pyritään jäljentämään
loppukäyttäjän palvelukokemusta suorittamalla mittaukset loppukäyttäjää vastaavasta
pisteestä verkossa. Mittaus kattaa kaikki palvelun tarjoamiseen käytetyt tuotantoympäris-
töt ja ympäristöjen toimimisen yhdessä. Mittaus sisältää esimerkiksi yhteyden avauksen
mitattavaan palveluun ja palvelun vasteajan mittaamisen lähetetylle pyynnölle. Mitattaessa
esimerkiksi puhe- ja mobiilidatapalveluita, lähetetään mobiiliyhteyden yli testilaitteiden
välillä ennalta tunnettu ääni- tai videonauhoite. Yhteyden yli vastaanotettua dataa ver-
rataan alkuperäiseen dataan. Datan eroavaisuudet kertovat yhteyden signaalin laadusta.
Mittauksia tehdään jollakin määritellyllä intervallilla jatkuvasti ja mittaustulokset ovat
jatkuvaa valvontadataa. Kuten suorituskykymittauksissa, muodostetaan päästä päähän
-palvelutasomittaustuloksistakin hälytyksiä raja-arvoperusteisesti, jos palvelukohtaisesti
määritellyt laatuvaatimukset eivät täyty.
2.3 Hälytykset verkonvalvonnassa
Tapahtumapohjaisessa verkonvalvonnassa välitetään ja käsitellään hälytyksiä. Hälytyk-
set sisältävät informaatioita verkossa tapahtuneista tapahtumista. Hälytyksiä luo itseään
valvovat verkon laitteet, laitteita valvovat hallintajärjestelmät, erilaisia kohteita valvovat
valvontajärjestelmät ja valvonta-agentit. Hälytykset välitetään keskitettyihin valvontajär-
jestelmiin. Valvontajärjestelmät tallentavat, hallinnoivat ja käsittelevät hälytyksiä, sekä
tekevät toimenpiteitä niiden johdosta. Verkonvalvontajärjestelmien käsittelemien hälytysten
määrä riippuu valvottavan verkon koosta sekä valvonnan määrityksistä. Isoissa verkoissa
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tapahtumia tapahtuu koko ajan. Yksi vika saattaa aiheuttaa seurannaisvaikutuksina useita
eri hälytyksiä monista eri lähteistä. Teleoperaattoreiden verkoissa valvontajärjestelmät kä-
sittelevät sadoista tuhansista hälytyksistä miljooniin hälytyksiin päivittäin [GH97, GH98].
Valvontatoteutuksissa määritetään, mihin hälytyksiin valvontajärjestelmä reagoi ja millä
tavoin.
2.3.1 Hälytys
Hälytykset (engl. alarm) ovat lyhyitä viestejä verkon tapahtumista [GH97, JW93, LL10].
Verkon tapahtuma on tilamuutos laitteen tai palvelun tilatiedoissa tai toiminnassa. Laittei-
den ja hallintajärjestelmien luomat hälytykset ovat laitevalmistajien etukäteen määritte-
lemiä [GH97, WDL05]. Valvontajärjestelmien luomat hälytykset on valvontajärjestelmän
asiantuntija määritellyt valvontajärjestelmän valvontatoteutuksiin. Hälytysten perusteel-
la tehdään luvussa 2.1 kuvattuja toimenpiteitä ja työtilauksia. Työtilauksen saatuaan
tekniikan tai palvelun asiantuntijat käyttävät hälytyksiä vian juurisyyn ja vaikutuksen
selvittämiseen.
Hälytys ja vika (engl. fault) ovat eri asioita [GH97]. Hälytys ei aina tarkoita että ver-
kossa on vika. Hälytys voi olla verkon laitteen muuttuneesta tilasta kertova ilmoitus. Jos
taustalla onkin vika, ei se ole aina suoraan jäljitettävissä hälytyksestä. Valvontajärjestel-
mään saapuvasta hälytyksestä ei usein triviaalisti selviä vian syy. Kun verkossa syntyy vika,
on hälytys vain merkki ongelmasta tai ilmiöstä, jonka vika aiheuttaa. Vika on juurisyy
verkossa syntyneelle ongelmalle, ja ongelmasta seuraa erilaisia hälytyksiä, yksi tai useam-
pia. Esimerkiksi saapunut hälytys laitteen ylikuumenemisesta voi olla seuraus laitetilan
jäähdytyksen rikkoutumisesta. Laitteessa itsessään ei ole vikaa. Laitetilan jäähdytys on osa
kiinteistöä, jota saatetaan valvoa kokonaan eri järjestelmällä, jos ollenkaan. Jäähdytyksen
lisäksi laitetilan lämpötilan nousuun vaikuttaa säätila. Jäähdytys on saattanut rikkoutua
kuukausia sitten. Vian aiheuttama ongelma kehkeytyy vasta kesähelteillä.
Hälytysten välillä ei ole kausaliteettia [JW93]. Hälytyksiä seuraamalla asiantuntija
saattaa virheellisesti havaita, että yksi hälytys aiheuttaa muita hälytyksiä. Havaintoa
kutsutaan assosiaatioksi. Assosiaatio ei kuitenkaan ole osoitus todellisesta kausaliteetistä,
vaan hälytykset aiheutuvat aina verkon tapahtumista, ja mahdolliset syy-seuraussuhteet
ovat verkon tapahtumien välillä [JW93, GH97].
Hälytysten tietosisältö on vajavaista, koska laite tai hallintajärjestelmä luovat hälytyk-
siä vain omien havaintojensa perusteella [WDL05, GH97]. Verkon laitteilla ei ole kykyä
ymmärtää verkon ongelmien taustalla olevia syitä eikä siten kykyä määrittää vikojen juuri-
syitä. Laitteiden hallintajärjestelmillä, saati itse laitteilla, ei tyypillisesti ole käytössään
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verkkotopologiaa tai maantieteellistä paikkatietoa, jonka perusteella juurisyyanalyysiä voisi
tehdä.
Hälytykset jakautuvat neljään kategoriaan: laitteistovika, ohjelmistovika, havaitut
ulkopuoliset häiriöt ja ympäristöön liittyvät ongelmat [GH97]. Saman kategorian hälytykset
eroavat paljon toisistaan [KMT99]. Laitteistovikaa koskeva hälytys voi esimerkiksi koskea
fyysistä laitetta, kuten virtalähdettä, tai loogista konseptia, kuten loogista päästä-päähän
-tietoliikenneyhteyttä.
Hälytykset ovat usein tekstimuotoisia [GH97, LL10]. Hälytyksen formaatti vaihtelee
laitevalmistajittain ja järjestelmittäin [LL08]. Hälytys koostuu useista havaintoa kuvaavis-
ta tietokentistä. Hälytyksen tietokenttiä ovat tyypillisesti hälytyksen luonnin aikaleima,
hälytyksen vakavuusluokka, hälytyksen tyypin identifioiva tunniste, hälytyksen katego-
ria, hälytyksen aiheuttaneen laitteen tai muun valvottavan kohteen tyyppi ja yksilöllinen
tunniste, laitteen osoite, hälytyksen aiheuttanut tarkempi komponentti tai muu liitospis-
te sekä hälytyksen tekstuaalinen kuvaus [WHYC00, LL08, WDL05, LL10]. Hälytyksen
tietokentät on määritelty ITU-T standardin suosituksessa X.733 [Uni92]. Vakavuusluo-
kat tärkeysjärjestyksessä ovat: ”Critical”, ”Major”, ”Minor”, ”Warning”, ”Indeterminate”
eli tuntematon ja ”Cleared” eli kuittausviesti aiempaan hälytykseen [Uni92]. Hälytyksen
kategoria liitetään hälytykseen usein jälkikäteen hallintajärjestelmässä tai valvontajärjes-
telmässä. Kategorialla hälytys on tarkoitus jakaa kuuluvaksi johonkin hälytysryhmään.
Jako ryhmiin tehdään jonkin yhdistävän ominaisuuden perusteella. Erilaisia kategorioi-
ta on tyypillisesti vähän. Hälytyksen kategoria voidaan määritellä esittämäni hälytysten
nelikategorisen jaon perusteella, mutta jako voi olla hieman tarkempikin ottaen kantaa
esimerkiksi ympäristöhälytyksestä onko kyse lämpötilasta vai sähköviasta. Laitteen osoite
on esimerkiksi IP-osoite tai sijainti laitekehikossa.
Hälytyksen yleisten tietokenttien lisäksi valvontajärjestelmät tyypillisesti liittävät häly-
tyksiin lisä- ja liitännäistietoja. Valvontajärjestelmä kykenee liittämään hälytykseen esimer-
kiksi hälyttävän laitteen katuosoitteen laitetietokannan avulla. Katuosoitetieto helpottaa
huoltoyhtiön työtä. Muita tyypillisiä liitännäistietoja ovat hälytyksen johdosta suoritetut
automaattiset toimenpiteet, hälytystyypin perusteella liitetyt vikatilanteen operointiohjeet
sekä hälytystä käsittelevän asiantuntijan tiedot ja tekemät muistiinpanot.
2.3.2 Hälytysten automatisoitu käsittely
Hälytysten automatisoitua käsittelyä kutsutaan hälytysten korreloinniksi [JW93, GH96,
GH97, KMT99]. Korrelointi on keskeinen menetelmä löytämään hälytysvirrasta oleellisen
tiedon, juurisyyt sekä vian vakavuuden ja laajuuden [BCF94, KMT99]. Teleoperaattorin
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verkossa hälytyksiä luodaan sadoista tuhansista miljooniin vuorokaudessa [GH97, GH98].
Korreloinnilla vähennetään verkon asiantuntijoille näkyvää hälytysmäärää. Hälytysten kor-
reloinnissa hälytysten vajaavaista informaatiosisältöä tulkitaan, täydennetään, muutetaan
ja hälytyksille annetaan uusia merkityksiä. Asiantuntijoille näkyvä tieto muuttuu hyödylli-
semmäksi. Korrelointi tunnistaa hälytysvirrasta hälytyksien taustalla olevia vikoja. Osana
hälytysten käsittelyä korrelointi kykenee suorittamaan tunnistetuille vikatilanteille auto-
maattisia toimenpiteitä, tai ehdottamaan toimenpiteitä asiantuntijoille hälytyksen liitteenä
tai erillisenä työtikettinä. Korrelointia käytetään verkon vianselvityksen ja -korjauksen
lisäksi vikojen rajauksessa ja maantieteellisessä paikannuksessa, vikojen ennakoinnissa ja
proaktiivisissa huoltotoimenpiteissä sekä verkon käyttäytymistrendien analysoinnissa.
Hälytysten korreloinnin keskeinen haaste on, että hälytyksiä vastaanotetaan hälytysvir-
tana, mutta käsitellään joukkoina. Hälytykset jaetaan joukkoihin hälytyksen ajoituksen ja
sisällön perusteella. Joukkoihin jakamisen tavoitteena on yhdistää samaan vikaan liitty-
vät, mahdollisesti eri hälytyslähteistäkin saapuvat, hälytykset. Aikaleimojen keskinäinen
vertailukelpoisuus on edellytys hälytysten järjestämiselle ja tärkeää hälytysten ajallisten kor-
relaatioiden selvittämiselle. Vertailukelpoisuutta varten aikaleiman tuottavien järjestelmien
kellot pitäisi olla synkronoitu [WHYC00, LL10, KMT99]. Laitteiden ja hallintajärjestel-
mien kellot ovat kuitenkin harvoin synkroonissa [KMT99, LL10]. Laitteiden aikaleima voi
poiketa jopa vuosilla oikeasta, jos oikealla kellonajalla ei ole merkitystä laitteen omalle
toiminnalle. Korreloinnin on pystyttävä käsittelemään hälytykset vääristä aikaleimoista
huolimatta [KMT99]. Koska aikaleimoihin ei voi luottaa, valvontajärjestelmä tyypillisesti
hylkää hälytyksien aikaleimat ja aikaleimoittaa hälytykset uudelleen kellon ajalla, jolla
järjestelmä vastaanotti kunkin hälytyksen. Seurauksena aikaleima eroaa lähetyshetkestä
verkko-, hälytyskäsittely- ja -välitysviiveiden takia. Samojen viiveiden johdosta hälytysten
saapumisjärjestykseenkään ei voi luottaa [GH96, KMT99, WHYC00]. Valvontajärjestelmän
korreloinnin on osattava hyödyntää hälytysten täsmällisten aikaerojen tai saapumisjär-
jestyksen sijaan hälytysten ajallista läheisyyttä [GH96]. Verkko- ja hälytysvälitysviiveistä
johtuen hälytyksen lähetyksestä sen vastaanottamiseen kuluu muutamasta sekunnista usei-
siin minuutteihin. Hälytysten viivästymisestä johtuva epäjärjestys, ajallisten etäisyyksien
vääristyminen ja jopa hälytysten puuttuminen pitää pystyä ottamaan hälytyskäsittelyssä
huomioon [GH96, KMT99]. Väärässä järjestyksessä saapuvien ja puuttuvien hälytysten
tulkinta on tapauskohtaista [KMT99]. Analyysin tekoa on voitava viivästyttää mahdollisten
viivästyneiden hälytysten odottamiseksi. Vaihtoehtoisesti analyysipäätöksiä on pystyttävä
muuttamaan jälkikäteen viivästyneen hälytyksen saapuessa [KMT99].
Hälytysten välisiä suhteita korrelointi päättelee hälytyksen laitetunnisteen ja relaa-
tiotietojen avulla. Laitetunnisteella kohteen mahdollisesti lähettämät useat hälytykset
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liitetään toisiinsa. Relaatiotiedoilla hälytys liitetään muiden kohteiden lähettämiin hä-
lytyksiin, jos kohteilla on riippuvuussuhde relaatiotiedon perusteella. Kohteiden väliset
relaatiot ovat verkkotopologiatietoa ja maantieteellistä sijaintitietoa. Verkkotopologiatietoja
ovat laitteiden väliset verkkotopologiset tai laitehierarkialliset riippuvuussuhteet, laittei-
den käyttämä yhteinen laitetila tai tiedonsiirtoyhteys. Maantieteellisiä sijaintitietoja ovat
koordinaattitieto, paikkakunta ja katuosoite. Koska hälytyksiä lähettävät laitteet eivät
tiedä verkkotopologisia suhteitaan tai maantieteellistä sijaintiaan, ei tietoja saada yleensä
hälytysten mukana. Yksi ratkaisu on tarjota topologia- tai sijaintitieto keskitetylle valvon-
tajärjestelmälle erillisenä tietolähteenä korrelointia varten. Vaihtoehtoisesti sijaintitiedon
voi hälytykseen lisätä kyseisen tekniikan hallintajärjestelmä, jos hallintajärjestelmässä on
laitekannan sijaintitiedot.
Verkkotopologiatiedon vajaavaisuus tai puuttuminen on keskeinen ongelma teleoperaat-
torin verkonvalvonnassa [KMT99]. Tyypillisesti koko teleoperaattorin tuotannon kattavaa
verkkotopologian kuvausta ei ole. Yksittäisten verkkotekniikoiden topologia- ja hierar-
kiakuvauksia on usein olemassa, mutta eri tekniikoiden välisiä relaatioita kuvaavaa ei.
Toisaalta kuvattuna saattaa olla fyysinen verkkokerros, mutta kattavaan vian vaikutus-
ja juurisyyanalyysiin tarvitaan myös loogisen verkon kuvaus. Verkon topologiatiedon yl-
läpito manuaalisesti laitetietokannassa on työlästä. Suurin osa verkkotekniikoista ei tue
topologian automaattista selvitystä.
Hälytykset korreloidaan korrelointisääntöjen perusteella. Kukin sääntö sisältää usei-
ta korrelointioperaatioita, jotka suoritetaan hälytykselle tietyssä järjestyksessä. Säännöt
sisältävät tyypillisesti useita suoritushaaroja, joiden suoritus on ehdollinen ja valinta haa-
rojen välillä tehdään dynaamisesti tilanteesta riippuen. Säännöt on tyypillisesti määritellyt
ja toteuttanut valvontajärjestelmän asiantuntija yhteistyössä valvottavien tekniikoiden
asiantuntijoiden kanssa. Korreloinnin perusoperaatioita ovat hälytysten hahmon tunnis-
tus (engl. pattern matching), luokittelu (engl. classification), suodatus (engl. filtering),
vaimentaminen (engl. suppression), kompressointi (engl. compression), laskenta (engl.
count), viivytys (engl. delay), looginen ehto (engl. boolean), generalisointi ja sisällön muok-
kaus [GH97, JW93, SSAC00, GH98, HZ08]. Osa operaatioista on päällekkäisiä tai toisiaan
tukevia.
Hahmon tunnistus tunnistaa hälytyksiä hälytysvirrasta [ADGI08]. Tunnistuksessa
käytetään säännöllisten lausekkeiden kaltaista kieltä. Hälytys tunnistetaan tyypillisesti
seuraavien tietokenttien perusteella: hälytyksen lähettänyt järjestelmä tai tekniikka jota
hälytys koskee, hälytyksen kategoria, hälytystyyppi, hälytyksen kuvaus ja vakavuusluokka.
Tunnistuksen perusteella hälytyksille tehdään muita operaatioita.
Luokittelu luokittelee hälytykset hierarkiaan tai ryhmiin hierarkian omaisesti [JW93,
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GH97]. Hälytyksen tunnistuksessa käytetyt tietokentät toimivat hierarkian tasoina lis-
tan mukaisessa arvojärjestyksessä. Hierarkian ylimpänä tasona on hälytyksen lähettänyt
järjestelmä ja alimpana vakavuusluokka. Keskitettyyn valvontajärjestelmään tulee teleope-
raattoriverkossa paljon hälytyksiä, joten hälytysten luokittelun on oltava perusteellista.
Tehdyn luokituksen perusteella hälytys ohjataan muille tarvittaville korrelointioperaatioille.
Generalisointi [A,A ⊂ B]→ B muuttaa hälytyksen luokitusta hälytysluokkahierar-
kiassa ylemmän hälytysluokan mukaisesti [JW93, SSAC00]. Luokitushierarkian syvyys
vähenee ja hälytyksiä on helpompi käsitellä isompina kokonaisuuksina. Liiallinen generali-
sointi menettää hälytykselle tärkeää ominaistietoa.
Suodatus [A,B,C]→ A suodattaa hälytysvirrasta mielenkiinnottomia hälytyksiä [HZ08].
Oheisessa loogisessa lauseessa hälytykset B ja C suodatetaan. Esimerkiksi vakavuusluokal-
taan alhaiset hälytykset eivät ole kiinnostavia, jos ne viestivät tilanteesta, johon ei tarvitse
reagoida. Toisaalta kaikki vakavatkaan hälytykset eivät aiheuta toimenpiteitä. Esimerkiksi,
jos tietystä viasta tulee aina useita hälytyksiä, vain parhaiten vikaa kuvaava hälytys on kiin-
nostava. Merkityksettömät hälytykset ovat mielenkiinnottomia ja ne halutaan suodattaa
hälytysvirrasta pois kiinnostavien hälytysten korostamiseksi.
Vaimentaminen [A,B, vakavuus(A) < vakavuus(B)] → B poistaa alemman vaka-
vuusluokan hälytykset, kun samasta viasta vastaanotetaan korkeamman vakavuusluokan
hälytys [SSAC00]. Vian vakavuusluokka voi muuttua vian elinkaaren aikana. Rikkoutunut
jäähdytysjärjestelmä ilmenee laitteen vaiheittaisena lämpenemisenä kuumemmaksi. Laite
lähettää tässä tilanteessa ensin vakavuusluokaltaan vähäisen hälytyksen laitteen ollessa
normaalia lämpimämpi. Laitteen yhä lämmetessä saavutetaan lopulta vakavan korkea
lämpötila ja laite lähettää uuden hälytyksen kriittisellä vakavuudella. Korrelaatio korvaa
aiemman hälytyksen uudella vakavuusluokaltaan korkeammalla hälytyksellä. Toiminteen
ansiosta viasta ei ole useita hälytyksiä.
Kompressointi [A,A, ..., A]→ A yhdistää monta samasta viasta tullutta keskenään
identtistä hälytystä yhdeksi hälytykseksi [SSAC00]. Esimerkiksi, jos laite on konfiguroitu
lähettämään hälytys menettäessään tietoliikenneyhteyden, voi hetkittäin toimiva yhteys
aiheuttaa hälytystulvan. Kompressoinnin jälkeen asiantuntijat näkevät vain yhden hälytyk-
sen. Näytettävään hälytykseen yleensä liitetään poistettujen hälytysten lukumäärä, josta
voi päätellä ongelman luonnetta ja vakavuutta.
Laskenta [n ∗ A] → B luo uuden hälytyksen tietystä määrästä hälytyksen toistumi-
sia [SSAC00]. Tyypillisesti uuden hälytyksen vakavuusluokka on alkuperäisiä hälytyksiä
suurempi. Esimerkiksi tietoliikenneyhteyden hetkittäinen katkeaminen ei välttämättä ole
kiinnostava ongelma vaan tapahtuman vakavuusluokka voi olla informatiivinen. Hälytykset
suodatetaan pois. Jos katkeaminen toistuu 100 kertaa, luodaan uusi, vakavuusluokaltaan
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korkea hälytys toistuvasti katkeilevasta yhteydestä. Luotu uusi hälytys johtaa toimenpitei-
siin yhteyden korjaamiseksi.
Viivytys pidättelee saapunutta hälytystä ennalta määritetyn ajan ennen jatkokäsit-
telyä [GH98]. Tietyt viat korjautuvat usein itsestään pian vian alkamisen jälkeen. Vasta
vian jatkuttua pidempään, hälytyksen on syytä johtaa toimenpiteisiin. Toinen käyttökohde
viivytykselle on odottaa muita samaan vikaan liittyviä hälytyksiä, jotta korrelointi voi
analysoida vikaa paremmin.
Looginen ehto [A ∧B ∨ C¬D]→ E etsii hälytysvirrasta määritellyn logiikan ehdon
toteuttavaa hälytysjoukkoa [SSAC00]. Joukko korvataan uudella hälytyksellä. Oheisessa
esimerkin omaisessa loogisessa lauseessa hälytysvirrasta on löydyttävä joko hälytykset
A ja B tai hälytys C, mutta ei hälytystä D. Mallin löydyttyä malliin osuvat hälytykset
korvataan uudella hälytyksellä E. Looginen ehto voi olla esimerkiksi seuraavanlainen malli:
jos samasta tukiasemasta saapuu hälytykset koskien tukiaseman uudelleenkäynnistymistä
ja huoltoluukun aukioloa, korvaa hälytykset uudella vakavuudeltaan matalalla hälytyksellä
”Huoltomies uudelleenkäynnisti tukiaseman”.
Muokkaus muokkaa hälytyksen tietokenttien sisältöä [GH98]. Yleensä kyse on tar-
peesta lisätä hälytyksen tietosisältöä. Sisällön muokkaus tapahtuu korrelointiin kiinteästi
ohjelmoituna kenttämuutoksena tai ulkoisen tietolähteen avulla. Ulkoinen tietolähde voi ol-
la järjestelmään liitetty paikallinen tiedosto tai ulkoinen tietokanta. Tyypillisesti tietolähde
on laitetietokanta. Hälytykseen lisätään hälytyksestä puuttuvaa korrelointiin tarvittavaa
lisätietoa. Esimerkiksi laitteen lähettämä hälytys ei yleensä sisällä tietoa laitteen käyttämäs-
tä laitetilasta tai siirtoyhteydestä. Tieto lisätään laitetietokannan avulla. Lisätyn tiedon
avulla hälytys on korreloitavissa muiden samaa laitetilaa tai siirtoyhteyttä käyttävien
laitteiden hälytysten kanssa. Lisäksi hälytyksiin lisätään hälytyksen lähettäneen kohteen
osoitetiedot huoltoyhtiötä varten, jos hälytys on tarkoitus muuttaa korjaustyötilaukseksi.
2.4 Verkonvalvonnan kehittämisprosessin parantaminen
Hälytyskäsittelyiden kehitysehdotuksia ideoivat teleoperaattorilla työskentelevät verkko-
tekniikoiden asiantuntijat [LL08]. Ideat syntyvät yleensä tapahtuneiden vikatilanteiden
seurauksena [GH97]. Tavoitteena valvonnan kehittämisessä on vikatilanteista seuranneen
manuaalisen viankorjaustyön automatisoiminen. Viankorjausprosessiin kuuluvat vian ha-
vaitseminen, juurisyyn selvittäminen, vaikutusanalyysi, etäkorjaamisen yrittäminen ja
lopulta tarvittaessa fyysisen korjauksen tilaaminen huoltoyhtiöltä [BCF94, KMT99].
Verkonvalvonnan kehittämisprosessissa valvontajärjestelmien asiantuntijat määrittelevät




















Kuva 3: Teleoperaattorin verkon viankorjaus- ja valvonnan kehittämisprosessit
Prosessi on työläs [HKM+96a, KMT99]. Valvontajärjestelmien asiantuntijat ohjelmoivat
valvontatoteutukset valvontajärjestelmään. Kuvassa 3 on kuvattuna viankorjausprosessi
sinisin ja valvonnan kehittämisprosessi vihrein nuolin.
Valvontatoteutusten kehittäminen ja toteuttaminen on monimutkaista, pitkäveteistä ja
virhealtista työtä [HKM+96b, KMT99]. Korrelointisäännöissä on huomioitava teleoperaat-
torin monipuolinen verkko ja monet toisistaan eroavat hälytystilanteet, jotka kasvattavat
tarvittavien sääntöjen määrän hyvin suureksi. Teleoperaattorin verkkojen kasvaessa ja
muuttuessa asiantuntijoiden on työläs pysyä muutoksen perässä uusiutuvien valvontato-
teutustarpeiden kanssa [LL08]. Paine automatisoida verkonvalvontaa ja sitä kehittäviä
prosesseja kasvaa koko ajan.
Tiedonlouhinnan käyttäminen verkonvalvonnan kehittämisessä automatisoisi, tai vähin-
tään avustaisi, prosessia [HKM+96b]. Tiedonlouhinta helpottaisi valvontojen määrittelyä,
tukisi erilaisten vikatilanneskenaarioiden kattavaa läpikäyntiä ja vähentäisi manuaalista kä-



























Hälytysdata Hälytysvirran yhtenäistäminen 
Kuva 4: Keskitetyn valvontajärjestelmän tavoitearkkitehtuuri
toteutusten määrittelyä ja toteutusta muuttaa valvonnan kehittämisen luonnetta. Val-
vonnan kehittämisprosessin vaiheiden helpottamisen lisäksi tiedonlouhinnalla voi havaita
valvontadatasta malleja, joita ei asiantuntija olisi tullut ajatelleeksikaan [HKM+96b].
Kuva 4 esittelee keskitetyn valvontajärjestelmän tavoitearkkitehtuurin. Nykyiseen hä-
lytyksiä käsittelevään arkkitehtuuriin on lisätty tiedonlouhintakokonaisuus. Keskitetyn
valvontajärjestelmän tekemän hälytysten yhtenäistämisen jälkeen hälytykset ohjataan
hälytyksiä käsittelevään hälytysten korrelointiin ja hälytysdataa tilastollisin menetelmin
analysoivaan tiedonlouhintaympäristöön. Hälytysten korrelointi tekee hälytysvirrasta re-
aaliaikaisia päätelmiä koskien verkon vikatilanteita ja ohjaa reagointia niihin. Tiedonlou-
hintaympäristö tekee hälytysdatasta pidemmän aikavälin päätelmiä, ja täydentää auto-




Tiedonlouhinta (engl. data mining, knowledge discovery from data) [HKP11] on prosessi
tiedon automaattiseen määrittelyyn, mallintamiseen ja jäsentelyyn asetettujen tiedon-
hankintatavoitteiden saavuttamiseksi. Tiedonlouhinnalla analysoidaan tyypillisesti isoja
datamassoja, koska niiden manuaalinen läpikäyminen on hidasta, kallista ja subjektiivis-
ta [FPS96].
Tiedonlouhinnassa informaatiomassan joukosta etsitään päteviä, ennen näkemättö-
miä, potentiaalisesti hyödyllisiä, ja ennen kaikkea asiantuntijalle ymmärrettäviä malleja
ja sääntöjä [FPS96]. Pätevällä tarkoitetaan, että löydetyt mallit kuvaavat tapahtuneen
yleispätevästi sellaisella tarkkuudella, että ne sopivat vastaavaan ilmiön jatkossakin. Jotta
malleista olisi lisäarvoa, niiden tulee olla oppivalle järjestelmälle ennen näkemättömiä, eli
uusia. Hyödyllisyydellä tarkoitetaan, että löydetyt mallit hyödyttävät asetettuja tarpeita
ja tavoitteita. Tarve ja tavoite voi olla esimerkiksi opettaa järjestelmä ennustamaan tiettyä
vikaa, tai kuvata datan käyttäytymistä asiantuntijalle. Mallien on oltava asiantuntijalle
ymmärrettäviä. Louhitun mallin pätevyyden ja hyödyllisyyden mittaamiseen on kehitetty
erilaisia metriikoita [FPS96]. Pätevyyttä mittaa esimerkiksi ennustamisen tarkkuusmetrii-
kat, kuten mallin tekemän ennustuksen onnistumisaste. Hyödyllisyyttä mittaa esimerkiksi
tuloksien avulla parempana korrelointina kehkeytynyt taloudellinen hyöty. Mallin uutuus
ja ymmärrettävyys ovat vaikeammin määriteltäviä subjektiivisia käsitteitä.
Verkonvalvonnan kontekstissa tiedonlouhinnalla voi etsiä hälytysdatasta hälytysten vä-
lisiä riippuvuuksia ja korrelaatioita. Datasta löydetyistä malleista voi luoda automaattisesti
ehdotelmia valvontajärjestelmän korrelointisäännöiksi. Asiantuntijat valitsevat ehdotetuista
säännöistä sopivat tai käyttävät ehdotuksia tietopohjana sääntöjen määrittelyssä. Valituista
säännöistä voi valvontajärjestelmästä riippuen tyypillisesti generoida korrelointitoteutus-
pohjan automaattisesti.
3.1 Tiedonlouhintaprosessin määritelmä
Tiedonlouhintaprosessi on monivaiheinen ja sisältää eri tasoisen informaation käsittelyä ja
jalostamista monessa eri työvaiheessa [FPS96]. Prosessin työvaiheisiin kuuluvat tarpeiden
kartoitus, louhittavan datan esikäsittely, kiinnostaviksi määritettyjen asioiden louhinta
datasta, louhitun informaation jälkikäsittely ja analysointi, sekä löydöksien pohjalta tehdyt
jatkotoimenpiteet. Prosessin työvaiheet ovat eriteltyinä:
1. Tunnista ja määrittele tiedonlouhintaprosessin tavoitteet ja halutut päämäärät. Kerää
tarvittava taustatieto kohteesta, johon tiedonlouhintaa aiotaan soveltaa. Määrittele
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tavoitteiden ja taustatietojen perusteella millaista tietoa louhinnalla etsitään.
2. Valitse louhintamenetelmät ja -algoritmit, joilla louhittavaksi määritelty tieto löyde-
tään.
3. Valitse, kerää, yhtenäistä ja siisti data louhintaa varten. Data on muutettava louhinta-
algoritmin ymmärtämään muotoon. Vaihetta kutsutaan esikäsittelyksi.
4. Valitse louhinta-algoritmin parametrit ja louhi malleja ja sääntöjä datasta.
5. Analysoi, karsi ja jalosta louhittuja malleja ja sääntöjä. Vaihetta kutsutaan jälkikä-
sittelyksi.
6. Testaa sääntöjen pätevyyttä uudella datalla ja arvioi asetettujen päämäärien tavoit-
tamista. Iteroi tarvittaessa prosessia.
7. Vie löydetyt mallit ja säännöt tuotantokäyttöön. Dokumentoi prosessin aikana tehdyt
valinnat ja saadut tulokset raportiksi.
Kuvassa 5 on kaaviomuotoinen esitys prosessin työvaiheista.
Tiedonlouhintaprosessi on epätriviaali (engl. nontrivial) [FPS96], eli prosessi ei ole suo-
raviivainen, kuten esimerkiksi esiintymien laskenta aineistosta, vaan se on tuntemattoman
etsintää ja vaatii päätelmiä saaduista tuloksista. Tiedonlouhintaprosessi on iteratiivinen ja
interaktiivinen [HKM+96a, HKM+96b, FPS96], eli asiantuntija on keskeinen osa prosessia.
22
Asiantuntijan taustatiedot ongelmakentästä ovat tärkeässä asemassa onnistuneelle tiedon-
louhinnalle. Asiantuntijan on määriteltävä, millaisia asioita halutaan löytää. Iteratiivisesti
tiedonlouhinnalla tehtyjen löydöksien pohjalta asiantuntija tarkentaa tätä määritelmää
ja louhintaa tehdään uudelleen ja uudelleen. Iteraatioita voi olla prosessin minkä tahansa
työvaiheiden kesken [FPS96].
Tiedonlouhintaprosessissa on huomioitava, että tiedonlouhinta on tilastollista ongelman-
ratkaisua. Löydetyt mallit eivät ole täsmällisiä totuuksia, vaan pätevät jollakin otannalla
ja jossakin osassa tapauksista. Huonosti toteutetussa tiedonlouhinnassa saadaan tuloksiksi
olemassa olemattomia malleja [FPS96]. Huonosti parametroitu algoritmi löytää tilastollisia
riippuvuuksia sisältäviä malleja jopa satunnaisesta datasta [FPS96].
3.2 Datan esikäsittely
Hälytysdatan esikäsittely (engl. pre-processing) on tiedonlouhintaprosessin työvaihe, jossa
ennen louhintaa lähdedatan laatua parannetaan, virheitä korjataan, määrää karsitaan,
data yhtenäistetään ja muunnetaan louhinta-algoritmin ymmärtämään muotoon [HKP11].
Esikäsittely parantaa lopputuloksen laatua ja nopeuttaa louhintaa.
Jotta tiedonlouhinnalla saadaan laadukkaita tuloksia, on louhittavan datan oltava
laadukasta [HKP11]. Laadukas data tarkoittaa tarkkaa, puutteetonta, yhtenäistä, ajan-
tasaista, totuudenmukaista ja ymmärrettävää dataa. Todellisuudessa isot datamassat
erittäin harvoin ovat mitään näistä. Hälytysten aikaleimat eivät ole välttämättä vertailu-
kelpoisia [KMT99, LL10]. Hälytysten aikaleimoja käytetään tiedonlouhinnassa hälytysten
samanaikaisuuden arvoimiseen. Teleoperaattorin verkonvalvonnan hälytysdata on purs-
keista ja epäsäännöllistä [LL10, LL08, WDL05]. Yksi verkossa oleva vika aiheuttaa useita
samanaikaisia hälytyksiä. Hälytykset ovat seurauksia vian vaikutuksista verkossa, eikä
yksikään hälytys välttämättä kerro juurisyytä. Lisäksi sama hälytys saattaa saapua useita
kertoja. Seurauksena hälytysdatasta on haastava erotella tärkeät hälytykset.
Hälytykset ovat alunperin laitteisiin ja järjestelmiin ihmisen määrittelemiä, joten niissä
on epäjohdonmukaisuuksia ja inhimillisiäkin virheitä, kuten kirjoitusvirheitä. Tietokenttien
sisällöt voivat olla vaihtelevassa järjestyksessä, tai kenttiä on jäänyt tyhjiksi. Hälytyksiä
välittävissä hallinta- ja valvontajärjestelmissä sekä järjestelmien asiantuntijoiden toteutta-
missa valvontatoteutuksissa on ohjelmointivirheitä, jotka sekoittavat hälytysten sisältöä.
Erikoistilanteissa hälytyksistä saatetaan menettää informaatiota hälytysten käsittelyn tai
välityksen yhteydessä [LL10]. Syynä voi olla esimerkiksi tietoliikenneyhteysongelma kesken
hälytyksen siirron tai valvontajärjestelmän tuotannollinen katkos.
Hälytyksien sisällöt ovat usein epäselviä, eikä tiedonlouhintaa valmisteleva työntekijä
23
välttämättä ymmärrä kaikkien erilaisten hälytysten tarjoamaa informaatiosisältöä kokonai-
suudessaan. Eri tekniikoista ja järjestelmistä saadaan erilaista tietoa, minkä takia hälytysten
sisällöt eivät ole vertailukelpoisia keskenään. Hälytykset tyypillisesti sisältävät lukuisia
kenttiä informaatiota, jotka ovat tiedonlouhinnalle merkityksettömiä [LL10]. Esimerkki
potentiaalisesti merkityksettömästä tiedosta on laitteen katuosoite. Tiedonlouhinta ei pysty
suoraan katujen nimistä päättelemään kohteiden etäisyyttä. Osoitetieto saattaa olla muun-
nettavissa koordinaattitiedoksi erillisen sijaintitietokannan avulla. Koordinaattitiedoista on
laskettavissa kahden kohteen välinen etäisyys. Toinen esimerkki hyödyttömästä tiedosta on
redundantti tieto: jos hälytyksessä on hälytyksen identifioiva hälytysnumero, on erillinen
hälytysteksti tai sanallinen kuvaus louhinnalle tyypillisesti merkityksetön. Merkityksettö-
mien kenttien ja informaatiosisällön lisäksi hälytysdatassa on puhtaasti merkityksettömiä
hälytyksiä. Hälytysdatassa saattaa olla kokeellisia testihälytyksiä. Testihälytysten korre-
laatiot eroavat normaalien hälytysten korrelaatioista, koska taustalla ei ole oikeaa vikaa.
Testihälytykset saattavat johdattaa tiedonlouhintaa harhaan. Merkityksetöntä ja turhaa
informaatiota louhittavassa datassa kutsutaan kohinaksi (engl. noise), ja se vaikeuttaa
tiedonlouhintaa [LL10].
Jos hälytysdataa haetaan eri järjestelmien tietokannoista tai vastaanotetaan eri jär-
jestelmistä, hälytysdata ei ole yhtenevässä formaatissa. Eri lähteistä kerättyjen hälytys-
ten kenttien nimet saattavat vaihdella, ja hälytykset saattavat sisältää erilaista tietoa.
Hälytyksiä saattaa olla tallennettu useaan eri valvontajärjestelmän hälytystietokantaan.
Eri lähteistä kerättyjä redundantteja hälytyksiä ei välttämättä ole yksinkertaista saada
karsituksi.
Vaikka valvontajärjestelmien hälytysten käsittely tyypillisesti tekee hälytysdatalle esi-
käsittelyn kaltaista käsittelyä korrelointia varten, ja toisaalta korrelointi suodattaa hälytys-
dataa, se ei poista esikäsittelyn tarvetta tiedonlouhinnasta. Tiedonlouhinnan esikäsittely
on samankaltaisuudestaan huolimatta kuitenkin tehtävä ainakin osittain erikseen, koska
korreloinnilla ja louhinnalla on erilaiset tarpeet ja tavoitteet. Esikäsittelyn on tuettava
louhinnan tarpeita ja tavoitteita täsmällisesti, jotta tulokset ovat laadukkaita. Korrelointia
varten hälytysdataa yhtenäistetään vain siten, että korrelointi onnistuu. Riittävä taso voi
olla esimerkiksi, että yhden valvontatoteutuksen käsittelemät hälytykset ovat keskenään
samassa muodossa. Louhinnassa sen sijaan koko hälytysdatan tulee olla yhtenäisessä ja
ennen kaikkea louhinta-algoritmin ymmärtämässä muodossa. Toisaalta korreloinnin tavoit-
teet ovat edistää viankorjausprosessia yksittäisissä vikatapauksissa, joten yksityiskohtaiset
tiedot on jätettävä hälytyksiin. Yksityiskohtaiset hälytystiedot eivät tyypillisesti ole tarpeel-
lisia tiedonlouhinnassa, joka on luonteeltaan yleisluontoisten tilastollisten mallien etsimistä.
Korrelointi suodattaa hälytysdatasta sellaiset hälytykset, joilla ei tiedetä olevan yhteyt-
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tä vikatilanteisiin. Louhinnan yksi tavoite on sen sijaan selvittää juuri tuntemattomien
hälytysten roolia, joten niitä ei tule suodattaa louhittavasta datasta.
Esikäsittely sisältää neljä eri osa-aluetta: datan puhdistaminen (engl. data cleaning),
datan yhdistäminen useista tietolähteistä (engl. data integration), datan vähentäminen (engl.
data reduction) ja datan muunnos tiedonlouhinnalle sopivaksi (engl. data transformation).
Osa-alueiden sisällöt ovat osittain keskenään päällekkäisiä. Osa-alueet on esitelty yksi
kerrallaan seuraavissa aliluvuissa.
3.2.1 Datan puhdistaminen
Datan puhdistamisessa vähennetään hälytysdatan kohinaa, korjataan datan epäyhdenmu-
kaisuudet, täydennetään puutteelliset sisällöt ja tunnistetaan tai poistetaan hälytysdatasta
selvät poikkeavat havainnot (engl. outlier) [HKP11].
Louhittavan datan puutteelliseen sisältöön Han et al. [HKP11] esittävät seuraavat kuusi
ratkaisuvaihtoehtoa:
1. Hylkää puutteellisia tietoja sisältänyt hälytys. Toisaalta puutteellisetkin hälytykset
sisältävät informaatiota, jonka avulla saattaa löytyä hyödyllisiä malleja ja korrelaatioi-
ta. Ratkaisun käyttöä suunnitellessa kannattaa pohtia, mitkä hälytysten tietokentät
ovat välttämättömiä louhinnan onnistumiselle ja karsia vain välttämättömien kenttien
osalta puutteelliset hälytykset.
2. Syötä puuttuva data manuaalisesti. Käsin syöttäminen on erittäin työläs vaihtoehto
ja jopa mahdoton isoilla datamäärillä.
3. Täytä puuttuvat kentät sovitulla vakiolla, esimerkiksi NULL tai ”tuntematon”. Va-
linta pitää ottaa louhintavaiheessa huomioon tai louhinta saattaa löytää valheellisia
korrelaatioita esimerkiksi ”tuntematon”-arvon esiintyessä toistuvasti.
4. Täytä puuttuvat kentät yleisimmällä arvolla. Numeerisissä kentissä voi käyttää kes-
kiarvoa tai mediaania. Mediaani tulee valita keskiarvon sijasta, jos arvot noudattelevat
jakaumaa. Keskiarvoa tai mediaania ei tule käyttää ainakaan sellaisenaan, jos kaikki
arvot eivät ole sallittuja.
5. Täytä puuttuvat kentät samanlaisten tai samankaltaisten hälytysten vastaavalla
informaatiolla.
6. Täytä puuttuva kenttä todennäköisimmällä arvolla. Todennäköisimmän arvon en-
nustamiseen Han et al. [HKP11] esittävät regressiota, Bayesian formalismia tai
päätöspuita.
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Ratkaisuvaihtoehdot 3-6 vääristävät dataa. Automaattisesti päätelty sisältö ei välttämättä
ole oikeellista. Vaihtoehto 6 hyödyntää olemassa olevaa informaatiota eniten.
Kohinan ja poikkeavien havaintojen vähentämistä kutsutaan tasoittamiseksi (engl.
smoothing). Datan tasoittamiseen numeerisesta datasta Han et al. [HKP11] esittävät kolme
menetelmää: binning, (lineaarinen) regressio ja poikkeavien arvojen analyysi klusteroinnilla.
Menetelmät soveltuvat verkonvalvontakontekstissa suorituskykydatan tasoittamiseen.
Kohinan vähentäminen hälytysdatasta on moniasteisempi ongelma. Numerodatassa
kohina tarkoittaa tyypillisesti virheellistä tai muuten poikkeuksellisen yksittäistapauk-
sen tuloksena syntynyttä numeroarvoa, joka vääristää arvoista saatavaa kokonaistilastoa.
Hälytysdatan kohinaa sen sijaan on monenlaista. Esimerkiksi virheellisiä hälytyskenttien
arvoja, suuren osuuden hälytysdatasta valtaavia muutaman vikaantuneen kohteen lähet-
tämiä jatkuvasti toistuvia hälytyksiä ja vikatilanteisiin liittymättömiä viestin kaltaisia
merkityksettömiä hälytyksiä. Poikkeukselliset numeeriset arvot ovat havaittavissa datasta
huomattavasti helpommin kuin hälytysdatan kohinan eri muodot. Kohinan poistaminen on
tapauskohtaista ja edellyttää kohinan löytämistä datasta. Tyypillisesti kohinan havaitsee
vasta louhinnan tulosten analysointivaiheessa ja sen karsiminen siten edellyttää useita
yritys-erehdys-menetelmällä tehtyjä louhinta-esikäsittely-iteraatioita. Kirjallisuudessa häly-
tysdatan kohinan vähentämistä ei ole yksityiskohtaisesti käsitelty, todennäköisesti edellä
mainitsemistani syistä.
3.2.2 Datan vähentäminen
Datan vähentämisen (engl. data reduction) tavoitteena on esittää data suppeammassa
muodossa siten, että sen ominaisuudet säilyvät ennallaan tiedonlouhinnan tavoitteiden
näkökulmasta. Datan vähentämisen pääasiallinen tavoite on louhinnan resurssivaatimusten
pienentäminen. Ison datamäärän monimuotoinen analysointi, eli louhinta, on hidas ja
resursseja kuluttava prosessi. Koska teleoperaattorille kertyy verkonvalvontadataa runsaasti,
vähentämällä dataa etukäteen, louhintaan tarvittavat tietokoneen resurssivaatimukset
pienevät ja louhinta nopeutuu. Erityisesti, jos louhinta-algoritmin suorituskyvyn kannalta
on tärkeää saada data mahtumaan keskusmuistiin, on datan vähentäminen tärkeää. Han
et al. [HKP11] muistuttavat, että datan vähentämiseen kuluneen suoritusajan ei pidä
ylittää vähennyksen tuloksena louhintavaiheessa säästettyä aikaa. Mielestäni säästetyn
ajan ylittäminen voi olla perusteltua, jos sillä saavutetaan laadukkaampi lopputulos,
esimerkiksi tiivimpinä mallien presentaatioina. Han et al. [HKP11] toteavatkin, että datan
vähentämisellä saatetaan saavuttaa helpommin ymmärrettäviä tuloksia.
Datan vähentämiseen on kolme keskeistä menetelmää: dimensioiden vähentäminen (engl.
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Tutkijat Aikaleima Vakavuus Hälytyksen tyyppi Laitetyyppi Laitetunniste Laitenimi
[LL08] X X X X
[Wei02] X X X X X
[WDL05] X X X X
[WHYC00] X X X
Taulukko 1: Hälytyksen tärkeät kentät tutkijaryhmittäin
dimensionality reduction), määrällinen vähentäminen (engl. numerosity reduction), sekä
datan tiivistys (engl. data compression).
Datan dimension vähentämisessä [HKP11] vähennetään datan kenttien tai attribuuttien
määrää. Jos datalla on useita ulottuvuuksia, niitä voi projisoida pienempään määrään.
Redundantti ja louhinnan kannalta epäolennainen data on syytä karsia. Redundanttia
dataa on esimerkiksi muista attribuuteista johdettavissa oleva data. Epäolennaista dataa
ovat attribuutit, joilla ei ole louhinnan kannalta merkitystä. Menetelmä nimeltä Attribute
subset selection [HKP11] etsii lähdedatasta epäolennaisia ja toisista kentistä johdettavissa
olevia attribuutteja ja poistaa niitä [HKP11]. Menetelmä soveltuu hälytysdatan käsitte-
lyyn. Menetelmä luo lähdedatasta dataa luokittelevan päätöspuun. Menetelmä karsii ne
lähdedatan kentät, joilla ei ole vaikutusta päätöspuun luokitteluun.
Teleoperaattorin hälytysdatan louhintaa koskevissa julkaisuissa [LL08, Wei02, WDL05,
WHYC00] on otettu täsmällisesti kantaa hälytysdatan louhinnassa olennaisista hälytysten
tietokentistä. Verkonvalvonnan hälytyksellä on tyypillisesti kymmenkunta tapahtumas-
ta kertovaa tietokenttää. Hälytyksen tietokentät on käsitelty luvussa 2.3.1. Tiedonlou-
hinnan kannalta oleellisia kenttiä on vähemmän. Louhinnalle tärkeistä kentistä ei ole
kirjallisuudessa [LL08, Wei02, WDL05, WHYC00] täysin yhtenevää näkemystä. Kent-
tien merkitys riippuu louhintamenetelmästä sekä tiedonlouhinnalla etsittävien mallien
luonteesta. Taulukko 1 kuvaa eri tutkijaryhmien näkemyksiä. Yhtenevästi tutkijaryh-
mät [LL08, Wei02, WDL05, WHYC00] ovat todenneet hälytyksen aikaleiman, laitetun-
nisteen ja tyypin olevan tärkeitä. Li et al. [LL08] ja Weiss [Wei02] esittävät vakavuusluo-
kan olevan oleellinen. Weiss [Wei02] esittää lisäksi laitteen tyypin olevan tärkeä. Wu et
al. [WDL05] esittävät laitenimen olevan tärkeä. Kuvassa 6 on taulukon 1 pohjalta tehty
havainnekuva hälytyskenttien karsimisesta.
Datan määrällisessä vähentämisessä data korvataan uudella datalla, jonka esitystapa on
tiiviimpi [HKP11]. Menetelmät jakaantuvat parametrisiin ja parametrittömiin menetelmiin.
Parametrisissä menetelmissä datalle etsitään malli, joka esittää alkuperäisen datan jollakin
asetetulla tarkkuudella. Alkuperäisen datan sijasta tallennetaan luodun mallin parametrit.
Parametrisiä menetelmiä ovat regressio ja log-lineaarinen analyysi. Parametrittömissä

















Kuva 6: Hälytyksen esikäsittely
Käytettyjä menetelmiä ovat histogrammit, klusterointi, otanta (engl. sampling), datan
koostaminen (engl. data aggregation). Menetelmien tarkempi kuvaaminen on jätetty tämän
tutkielman ulkopuolelle.
Verkonvalvonnan kontekstissa määrällinen vähentäminen soveltuu paremmin valvon-
tadatan visualisointiin kuin esikäsittelyyn louhintaa varten. Menetelmät ovat pääasiassa
numeerisia, joten sovellettavuus suorituskykymittausdataan on hälytysdataa suoraviivai-
sempi. Regressio approksimoi numeerista dataa etsimällä datan parhaiten kuvaavan yhtälön.
Menetelmää voi käyttää trendien määrittelyyn suorituskykymittausdatalle, kuten puhelu-
määriin tai palveluiden kuormitukseen suhteessa vuorokauden aikaan ja viikon päivään.
Puhelumäärät sekä palveluiden ja palvelimien kuormitukset voidaan esittää viivadiagram-
mina tai histogrammina asiantuntijoille. Määriteltyjä trendejä käytetään teleoperaattorilla
raportointiin ja valvontaan. Esimerkiksi, jos puhelumäärät putoavat suhteessa trendiin,
onko verkossa vikaa? Jos puhelumäärät kasvavat suhteessa trendiin, onko maailmalla
tapahtunut jotain merkittävää?
Hälytysdatan voi esittää viivadiagrammina esimerkiksi hälytysten vakavuusluokan tai
hälyttävän laitetekniikan ja palvelun tyypin mukaan ryhmiteltynä. Diagrammista näkee
hälytysten jakautumista vakavuusluokittain tai tekniikoittain ja palveluittain. Verkon
yleistä toimivuutta seuratessa on esimerkiksi mielenkiintoista tietää, jos jonkin tekniikan
hälytyksiä on poikkeuksellisen paljon suhteessa trendiin. Hälytysdatan käyttäytymisen
visualisointi on tehokas keino tutustua dataan tiedonlouhintaprosessin alussa, valitessa
menetelmiä ja parametrejä datan esikäsittelyyn ja louhintaan.
Klusteroinnilla hälytysdataa voi ryhmitellä sijaintitiedon mukaan. Laitteen lähettämän
hälytyksen mukana ei tule sijaintitietoa, joten se on liitettävä hälytykseen ulkoisesta tie-
tolähteestä. Laitteita voi klusteroida sijaintitiedon perusteella joko perustuen yhteiseen
laitetilaan, lähekkäiseen laitetilaan, minkä voi päätellä laitetilan katuosoitteesta, tai lä-
hekkäiseen koordinaattitietoon. Sijaintitiedon valinta riippuu käyttötarpeesta: onko tarve
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klusteroida laitteet metrien, kilometrien vai kaupunginosien tarkkuudella.
Datan tiivistyksessä alkuperäinen data muutetaan tiivimpään esitystapaan [HKP11].
Tavoitteena on luoda mahdollisimman paljon alkuperäistä dataa vastaava tiiviste. Jos luotu
tiivistetty data on muunnettavissa takaisin alkuperäiseksi dataksi, on kyseessä häviötön
tiivistys. Jos tiivistetty data ei ole palautettavissa alkuperäiseksi dataksi, on kyseessä
häviöllinen tiivistys. Häviöllisesti tiivistetty data on kuitenkin muunnettavissa alkuperäisen
datan kaltaiseksi, eli approksimaatioksi alkuperäisestä. Juuri esitellyt muut datan vähentä-
mismenetelmät, datan dimensioiden vähentäminen ja datan määrän vähentäminen, ovat
miellettävissä myös datan tiivistysmenetelmiksi.
Esitän seuraavia tiivistysmenetelmiä verkonvalvonnan hälytysdatan tiedonlouhinnalle
tärkeille tietokentille:
1. Aikaleima tulee tiivistää Unix-ajaksi. Unix-aika kuvaa päivämäärän lukuna, jonka
arvo on ajankohdasta 1.1.1970 klo 00:00:00 kuluneiden sekuntien määrä. Unix-ajan
esitys onnistuu kymmenellä merkillä tai kymmennumeroisella luvulla. Tietokone osaa
tulkita Unix-aikaa nopeasti verrattuna muihin päivämäärän esitystapoihin, koska
päivämäärää ei tarvitse tunnistaa merkkijonosta. Esimerkiksi kahden aikaleiman
välinen aikaero saadaan aikaleimojen vähennyslaskulla. Unix-aika on syytä määrittää
koordinoituna yleisaikana (UTC/Coordinated Universal Time), jossa ei ole kesäaikaan
siirtymiä, jotta kellojen siirrot eivät vääristä hälytysten aikaleimojen keskinäisiä
järjestyksiä.
2. Hälytyksen tyyppi on hälytyksissä esitetty vaihtelevin tavoin. Välillä se on tunniste,
välillä se on esimerkiksi sanallinen kuvaus. Sanallinen kuvaus hyödyttää asiantun-
tijoita, mutta on tiedonlouhinnassa merkityksetön. Sanalliset kuvaukset tulee tie-
donlouhintaa varten tiivistää kullekin erilaiselle kuvaukselle uniikiksi tunnisteeksi.
Tunnisteen pituudeksi riittää viisi numeroa, jolla voi kuvata satatuhatta tyyppiä.
3. Mikäli louhittavien hälytysten hälytystyypit määrittelevät samalla vakavuusluokat,
eli yhtä hälytystyyppiä ei esiinny useilla vakavuuksilla, voi vakavuuden karsia koko-
naan. Muutoin vakavuusluokka käännetään numeroarvoksi, jos se on tekstuaalisessa
muodossa.
3.2.3 Datan yhdistäminen
Tiedonlouhinnan lähdedatan keräämistä useasta eri tietolähteestä kutsutaan datan yh-
distämiseksi (engl. data integration) [HKP11]. Datan yhdistämistä tarvitaan, jos kaikki
tarvittava data ei ole saatavilla yhdestä järjestelmästä. Datan yhdistämistä tarvitaan
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verkonvalvonnan hälytysdatan tiedonlouhinnassa, kun hälytykset ovat jakaantuneet eri
valvontajärjestelmien tietokantoihin ja yksikään tietokanta ei sisällä kaikkia louhintaan
tarvittavia hälytyksiä. Datan yhdistämistä tarvitaan esimerkiksi, jos kaikki louhintaan
tarvittavat hälytykset eivät kulje yhteisen valvontajärjestelmän kautta
Datan yhdistämisessä dataan tulee redundanttia tietosisältöä [HKP11]. Teleoperaatto-
rin verkonvalvontaympäristössä on tyypillistä, että valvontadata on jakautunut useisiin
eri valvontamenetelmista vastaaviin keskitettyihin valvontajärjestelmiin. Keskitetyt val-
vontajärjestelmät jakavat keskenään vain sellaista valvontadataa, jota toiset järjestelmät
ehdottomasti tarvitsevat tekemänsä korreloinnin onnistumiseksi. Lisäksi on tyypillistä, että
hälytyksiä suodatetaan muissa valvontajärjestelmissä ennen niiden välitystä keskitetylle
valvontajärjestelmälle. Molemmissa tapauksissa valvontadata monistuu useisiin järjestel-
miin, osan datasta ollessa redundanttia. Yhdistämisvaiheessa kertautuva redundantti data
pitää pystyä havaitsemaan ja poistamaan.
Datan yhdistämisessä dataan tulee epäyhtenevää tietosisältöä [HKP11]. Hälytysten
tietokentät voivat olla eri valvontajärjestelmien tietokannoissa eri nimikkeillä. Laitenimi voi
olla toisessa tietokannassa ”nodename” ja toisessa ”devicename”. Eri kenttänimet on otet-
tava lähdedataa yhdistäessä huomioon tai tuloksena on epäyhdenmukaista tietoa. Kenttien
sisällöt voivat noudattaa erilaisia käytäntöjä. Samalla laitteella voi olla useita laitenimiä
eri laitetietokannoissa. Nimiöinti kahden järjestelmän välillä saattaa olla täysin erilainen,
tai toisen tietokannan nimessä saattaa olla jokin lisätarkenne. Esimerkiksi huoltoyhtiölle
työtilauksia lähettävän valvontajärjestelmän tietokannassa laitenimessä oleva lisätarkenne
saattaa kertoa huoltoyhtiölle laitteen kehikkosijainnin. Hallintajärjestelmä, josta hälytys on
peräisin, ei välttämättä ole käytä kyseistä tarkennetta laitenimessä, koska laitteen fyysinen
kehikkosijainti on hallintajärjestelmälle merkityksetön.
Eri järjestelmistä tulevan datan lisäksi hälytysdata voi olla epäyhtenevää yhdenkin
järjestelmän sisällä. Keskitetyt valvontajärjestelmät sisältävät lukuisia valvontatoteutuksia
eri verkkotekniikan hälytysten vastaanottamiseen. Epäyhtenevien toteutusten seurauksena
hälytysdatakin on epäyhtenevää. Toisaalta eri verkkotekniikoiden hälytyksissä on eri määriä
informaatiota, joten keskitetyssä valvontajärjestelmässä voi olla mahdotonta luoda täysin
yhteneväistä hälytysdataa. Verkkolaitteella saattaa olla esimerkiksi useita eri kohdetunnis-
teita ja on tapauskohtaista milloin mitäkin käytetään. Esimerkiksi hälytyksessä saattaa
olla laitevalmistajan hallintajärjestelmän käyttämä laitetunnus ja hälytyksen korrelointiin
toisten tekniikoiden kanssa käytettävä teleoperaattorin oma laitetunnus. On tyypillistä
että teleoperaattori luo laitteille omat tunnusjärjestelmänsä, koska hallintajärjestelmän
käyttämä laitetunnus ei välttämättä ole yksilöllinen koko teleoperaattorin ympäristön
tasolla. Toisaalta laitteelle saatetaan joutua lisäämään useita teleoperaattorin määrittä-
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miäkin tunnuksia, joilla laite on yhdistettävissä sekä sen käyttämään verkkoyhteyteen
että kiinteistöön. Koska kohdetunniste on käsitteenä moniselitteinen, ei ole selvää mitä
tietoa esimerkiksi keskitetyn hälytysjärjestelmän kenttään ”kohdenimi” on syytä laittaa
ja mihin kenttiin muut vastaavaa tietoa sisältävät tiedot tallennetaan. Tiedonlouhintaa
varten päätös hyvästä kohdenimestä voi olla valvontatoteutuksen kanssa eriävä, jolloin
vain yhdestäkin järjestelmästä kerätty hälytysdata on yhtenäistettävä keräämällä tietoja
joillekin hälytyksille eri tietokentistä kuin toisille.
Datan yhdistämisessä muodostunut redundantti, epäyhtenevä ja muu ylimääräinen tieto
on syytä poistaa tai minimoida datasta ennen louhintaa. Jos sitä ei voi yhdistämisvaiheessa
välttää, on se poistettava erillisenä toimenpiteenä datan puhdistamisena ja tiivistämisenä.
3.2.4 Datan muunnos
Datan muunnoksessa (engl. data transformation) [HKP11] datan formaattia muunnetaan
louhintaan sopivaksi. Sopivalla tarkoitan sellaista formaattia, jossa louhinta on mahdolli-
simman suoraviivainen. Datan muoto ei aiheuta louhintavaiheessa ylimääräisiä operaatioita.
Louhinta nopeutuu ja lopputulos voi olla selkeämmin ymmärrettävä [HKP11]. Erilaisia
lähestymistapoja datan muunnokseen on kuusi [HKP11]:
1. Data tasoitetaan [HKP11], eli siitä poistetaan kohina. Datan tasoitus on myös datan
puhdistusmenetelmä ja esitelty luvussa 3.2.1 (Datan puhdistaminen).
2. Attribuuttien lisäyksessä (engl. attribute construction) [HKP11] dataan lisätään
louhinnalle tärkeitä attribuutteja. Lisätyt attribuutit on muodostettu muista datan
kentistä. Esimerkiksi koordinaattitiedoista muodostetaan klusteroimalla alueita, jotka
lisätään dataan aluekoodina omaksi kentäkseen.
3. Datan koostaminen [HKP11], joka on myös datan määrällisen vähentämisen menetel-
mä, on mainittu luvussa 3.2.2 (Datan vähentäminen).
4. Normalisoinnissa [HKP11] ordinaalidata skaalataan. Ordinaalidata on määrällistä,
lukuarvoista koostuvaa dataa, joka on järjestettävissä. Tyypillisesti normalisoinnis-
sa lukuarvot skaalataan välille -1,0 ja 1,0 tai 0 ja 1,0. Esimerkiksi laitetilojen tai
komponenttien lämpötilamittauksista tehdyt analyysit tuottavat erilaisia tuloksia
riippuen käytetäänkö analyysissä yksiköinä Fahrenheit- vai Celcius-asteikkoa. Ylei-
sesti pienempi käytetty yksikkö johtaa arvon suurempaan painoarvoon analyyseissä.
Normalisoinnissa mittayksikkö menettää merkityksensä. Normalisoinnissa kaikille
attribuuteille annetaan sama painoarvo. Palvelinten kuorma-analyyseissä normali-
sointi on hyvin vakiintunut. Kiinnostavaa ei ole, montako megatavua keskusmuistista
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on käytössä, vaan mikä on prosentuaalinen käyttöaste. Prosessorin, keskusmuistin,
kiintolevyjen ja verkkoliitäntöjen käyttöasteita valvotaan kutakin lähtökohtaisesti
prosentuaalisina kuormitusasteina nollasta sataan prosenttiin tai vaihtoehtoisesto
nollasta yhteen. Kaikille kuormitusasteille 90 prosentin kuorma on samanveroinen
tilanne. Kiintolevyn yhden teratavun käyttöaste kahden teratavun kapasiteetistä
ei jyrää analyysissä tai piirretyssä graafissa keskusmuistin 15 gigatavun käyttöas-
tetta 16 gigatavun kapasiteetistä. Menetelmiä datan normalisointiin on useita. Han
et al. [HKP11] esittelevät kolme: min-max normalisaatio, z-score normalisaatio ja
desimaaliskaalaus normalisaatio.
5. Diskretisoinnissa [HKP11] numeerinen data korvataan intervalleihin luokitellulla da-
talla. Lukuarvot luokitellaan ennalta-asetettuihin lukuarvoväleihin. Diskretisointi
vähentää uniikkien arvojen määrää, eli on samalla datan vähentämistä. Datan vä-
hentäminen käsiteltiin luvussa 3.2.2. Erilaisten arvojen määrän vähentämisestä on
erityistä hyötyä hajautustaululajittelussa ja päätöspuulouhinnassa, jossa arvoille teh-
dään runsaasti vertailuoperaatioita. Menetelmiä datan diskretisointiin ovat lokerointi
(engl. binning), histogrammi-, klusterointi-, päätöspuu- ja korrelointianalyysi. Mene-
telmät ovat luokittelualgoritmeja ja niitä käytetään myös datan louhintavaiheessa.
Verkonvalvonnan kontekstissa valvontadatan diskretisointi tarkoittaa tyypillisesti
suorituskykyvalvonnan tuottaman jatkuvan valvontadatan muuntamista hälytyksiksi.
Muunnos tehdään lokerointimenetelmällä. Muunnos toteutetaan määrittelemällä nu-
meeriselle suorituskykymittausdatalle raja-arvoja, joiden ylittäminen tai alittaminen
on hälytyksen arvoinen tapahtuma. Kuvan 7 esimerkissä prosessorikuormamittauk-
sien mittausarvot on jaettu lokeroihin 0-50, 50-100, 100+ %. Lokerot ovat edelleen
nimetty korkeamman tason luokituksiksi: ”matala kuorma”, ”merkittävä kuorma”,
”ylikuorma” vastaavassa järjestyksessä. Mittausarvon kohotessa kunkin raja-arvon
yli luodaan hälytys. Hälytyksen kriittisyys määräytyy raja-arvon mukaan. Mittausar-
von laskiessa takaisin raja-arvon alle, luodaan kuittausviesti kyseisen raja-arvon
ylityksestä aiemmin luodulle hälytykselle.
6. Käsitehierarkian generointi (engl. concept hierarcy generation) [HKP11] nominaalida-
tasta tarkoittaa datan luokittelua ylä- ja alatason käsitteiksi. Käsitteistä muodostuu
hierarkia. Menetelmää käytetään sellaiselle datalle, jolle ei ole löydettävissä loogis-
ta järjestystä, eli nominaalidatalle. Nominaalidata koostuu nimistä, tunnisteista ja
tyypeistä. Data on usein sanallista. Numeroarvot ovat nominaalisia silloin, kun ne esit-
tävät tunnistetta, eikä niiden arvon suuruusvertailu ole mielekästä. Käsitehierarkian





























































































































































































Kuva 7: Jatkuva valvontadata muunnettuna hälytyksiksi
rarkian generointiin Han et al. [HKP11] esittelevät neljä menetelmää. Menetelmät
eroavat toisistaan automaation tasona. Pienempi automaation taso voi johtaa laaduk-
kampaan lopputulokseen. Suurempi automaation taso on sitä tärkeämpää mitä isompi
ja moninaisempi data on. Menetelmissä asiantuntija valitsee joko osan tai kaikki käsi-
tehierarkian kannalta olennaiset kentät datasta, sekä mahdollisesti määrittelee niiden
väliset suhteet skeemaksi. Suhteet määritellään joko yläluokka-alaluokka jaolla, tai
joukko-opin määritelmin. Asiantuntijan määrittelemättä jättämät asiat täydennetään
automaatiolla. Menetelmien tarkempi kuvaus ei kuulu tähän tutkielmaan.
Datan esikäsittelyyn tarvittavat esikäsittelyn osa-alueet ja niistä valittavat menetelmät
ovat tapauskohtaisia. Koska esikäsittelyn tehtävä on valmistella data louhintaa varten,
riippuvat valittavat menetelmät tiedonlouhintaprosessin tavoitteista ja päämääristä, sekä
louhinta-algoritmin valinnasta.
3.3 Datan louhinta
Datan louhinta (engl. data mining) on tiedonlouhintaprosessin työvaihe, jossa esikäsitellystä
lähdedatasta etsitään kiinnostavaa tietoa [HKP11]. Kiinnostava tieto louhitaan lähdedataa
kuvaaviksi malleiksi. Mallit ovat yksinkertaistuksia datan eri ominaisuuksista. Verkon-
valvonnan hälytysdatan ominaisuudet ovat hälytysten välisiä korrelaatioita, sääntöjä ja
lainalaisuuksia. Yksi malli kuvaa tyypillisesti yhtä ominaisuutta. Esimerkkejä malleista,
joita voisi olla teleoperaattorin verkonvalvontadatassa, ovat 1) kun verkon mikä tahansa
laite hälyttää toistuvasti mistä tahansa viasta yli sata kertaa, on se vikaantunut riippu-
matta hälytysten sisällöstä, 2) kun palvelin hälyttää rikkoutuneesta tuulettimesta, lyhyen
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aikavälin sisällä se usein hälyttää prosessorin ylilämmöstä, ja myöhemmin vikaantuu, 3)
puheluiden määrä arkipäivisin on suurempi kuin viikonlopun päivinä, ja arkiöisin pienempi
kuin viikonlopun öinä.
Dataa kuvaavia malleja on erilaisia. Tiedonlouhintaprosessissa määritellyt louhinnan
tavoitteet ja päämäärät sanelevat millaisia malleja etsitään ja millaisesta verkonvalvonta-
datasta niitä on etsittävä. Louhinnassa käytettävä algoritmi ja sen parametrit valitaan sen
perusteella millaisia malleja halutaan etsiä. Kiinnostavia asioita louhittavaksi verkonvalvon-
nan hälytysdatasta ovat verkon viat ja häiriöt palveluiden toimivuudessa. Vikatilanteisiin
liittyy neljänlaisia analyysejä: vikojen ennustaminen, tunnistaminen, juurisyyanalyysi ja
vaikutusanalyysi. Yksi malli ei voi kerralla kuvata kaiken tyyppisiä analyysejä, vaan datan
mallintamisessa on keskityttävä yhdenlaisen analyysin tekemiseen kerrallaan.
Mallit jakaantuvat datan sisältöä kuvaaviin (engl. descriptive patterns) ja datan käyt-
täytymistä ennustaviin (engl. predictive patterns) ja malleihin [HKP11]. Datan sisältöä
kuvaavia malleja käytetään helpottamaan datan sisällön ymmärtämistä ja merkityksien
hahmottamista. Teleoperaattorin verkonvalvonnassa hälytysdatan sisältöä kuvaavat mallit
auttavat verkkoasiantuntijaa ymmärtämään hälytysdatasta verkkolaitteiden ja -palveluiden
käyttäytymistä sekä eri vika- ja häiriötilanteissa että normaalin toiminnan aikana. Kun
ymmärrys laitteiden käyttäytymisestä eri tilanteissa on selkeämpi, on häiriötilanteiden
tunnistaminen sekä juurisyyn ja vaikutuksen selvittäminen helpompaa.
Ennustavat mallit kuvaavat sellaisia datan alkioiden välisiä suhteita, joissa toisten
alkioiden esiintyminen johtaa jonkin toisen alkion esiintymiseen. Verkonvalvonnan häly-
tysdatassa ennustava malli kuvaa hälytyksiä, jotka johtavat johonkin toiseen hälytykseen.
Koska verkonvalvonnassa verkossa oleva vika ei välttämättä ilmene yhtenäkään sellaisena
hälytyksenä selkeästi, josta vika olisi suoraan havaittavissa ja määritettävissä, on vikojen
ennustaminen ja tunnistaminen useissa tapauksissa samankaltaisia ongelmia. Sekä vian
tunnistamisessa että ennustamisessa tunnistetaan tietty hälytysten joukko, eli tapahtuma-
ketju, joiden tiedetään tarkoittavan että verkossa joko on tapahtunut (tunnistaminen) tai
tapahtumassa (ennustaminen) vika- tai häiriötilanne jollakin todennäköisyydellä.
Sekä datan sisältöä kuvaavia, että käyttäytymistä ennustavia mallityyppejä voi käyttää
hälytysten korreloinnin kehittämiseen. Louhitut hyödylliset mallit ovat muunnettavissa
korrelointisäännöiksi joko automaattisesti tai asiantuntijan avustuksella. Esimerkiksi vikaa
ennustava malli voisi korreloinnissa tunnistaa tiettyä vikaa ennakoivan oiremerkistön, ja tie-
dottaa siitä etukäteen, luoda ennakoiva viankorjaustyötilaus tai suorittaa automatisoituja
etätoimenpiteitä häiriön ehkäisemiseksi tai vakavuuden ja vaikutuksen minimoimiseksi. En-
nakoivia etätoimenpiteitä ovat esimerkiksi laitteiden uudelleenkäynnistys tai varapalvelimen
allokointi palvelulle mikäli sen tuottava palvelin on vikaantumassa.
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Hälytys 1 Hälytys 2 Hälytys 3 Hälytys 4
Aika
P(vika) 2% 40% 65% 100%
Kuva 8: Malli vian ennustamiseen ja tunnistamiseen
Kuva 8 esittää graafisessa muodossa vikatilannetta tunnistavaa tai ennustavaa esimerk-
kimallia. Malliin kuuluu 4 hälytystä, joista jokaisen ilmaantuminen hälytysvirrasta tietyssä
järjestyksessä nostaa todennäköisyyttä, että vikatilanne tapahtuu. Hälytys 1 on esimerkissä
liian yleinen, eikä sen siksi voi määritellä ennakoivan mitään tiettyä tilannetta. Hälytykset
1 ja 2 yhdessä ennakoivat vikatilannetta todennäköisyydellä 40%. Hälytykset 1, 2 ja 3
yhdessä ennakoivat vikatilannetta puolestaan todennäköisyydellä 65%. Kaikkien hälytysten
tai hälytysten 1, 2 ja 4 esiintyminen tunnistaa vikatilanteen 100% todennäköisyydellä,
mutta silloin vika on esimerkissä jo tapahtunut. Hälytyksiä 1 ja 2, tai 1, 2 ja 3 voi käyttää
vian ennustamiseen. Vian ennustaminen kahden ensimmäisen hälytyksen perusteella on
epävarmempaa, mutta tarjoaa pidemmän ennakkovaroitusajan.
Verkon käyttäytymisen ennustettavuus verkonvalvonnassa ei aina ole suoraviivaista.
Verkon palvelut ja laitteet noudattavat samoja käyttäytymismalleja rajallisesti. Syitä ovat
muun muassa laitteisiin vaikuttavat ympäristötekijät tai tapauskohtaisesti varmennetut
laitteistot ja yhteydet. Esimerkiksi rikkoutunut laitetilan jäähdytys johtaa kesällä laittei-
den ylikuumenemisiin useammin kuin talvella. Jos jäähdytys hajoaa talvella, ja laitteet
rikkoutuvat vasta kesän tullen, on syy-seuraus-suhdetta tapahtumien välillä vaikea havaita.
Tutkielmassa käyttämäni louhintamenetelmät ovat assosiaatiosääntöjen louhinta, tapah-
tumaketjut sekvenssissä ja luokittelusääntöjen louhinta. Assosiaatiosääntöjä ja tapahtuma-
ketjuja hälytyssekvenssissä louhivat menetelmät etsivät datasta sekä ennustavia että verkon




Assosiaatiosäännöt (engl. association rules) [HKP11] ovat täsmällisiä ja yksinkertaisia
kuvauksia louhitun datan yksittäisistä ilmiöistä. Ne kuvaavat yksityiskohtaisesti datasta
löytyneitä korrelaatioita datan alkioiden välillä [WZQ+13]. Verkonvalvonnan hälytysdatan
tapauksessa alkiot ovat hälytyksiä, ja esimerkiksi ruokakaupan ostoskoridatassa alkiot
olisivat yksittäisiä ostettuja tuotteita. Assosiaatiosäännöt kuvaavat miten alkiot esiinty-
vät datassa yhdessä. Tiedonlouhinnassa assosiaatiosäännöt louhitaan transaktiodatasta.
Transaktiot ovat sellaisten datan alkioiden joukkoja, jotka muodostavat yksittäisen aikaan
sidotun tapahtuman tai toimenpiteen ja toisaalta loogisen kokonaisuuden. Ruokakaupan
ostoskoridatassa transaktio on asiakkaan yhdellä ostoskerralla tekemät ostokset. Verkonval-
vonnan hälytysdatalle transaktion määritelmä on moniselitteinen, sillä hälytysdatassa ei ole
erillistä transaktiojakoa, vaan se on hälytysten jatkuvaa virtaa. Hälytysdatassa transaktio
voisi esimerkiksi olla yksittäisen verkon vian aiheuttamat hälytykset. Suuressa verkossa
vikoja tapahtuu rinnakkain eikä hälytysvirrasta erota toisiinsa liittyviä ja liittymättömiä
hälytyksiä mitenkään yksinkertaisesti. Assosiaatiosääntöjen louhimiseen hälytysdatasta on
transaktiolle käytettävä jotakin soveltavaa määritelmää.
Assosiaatiosääntö on havainto kahden tai useamman alkion välisestä kausaalisuudesta
yhden transaktion sisällä. Se on havainto, että tiettyjen alkioiden esiintyminen johtaa
jonkin toisen alkiojoukon esiintymiseen jollakin todennäköisyydellä [WHYC00]. Esimer-
kiksi ostoskoridatassa, kun asiakas ostaa juuston ja voin, hän ostaa usein myös leivän.
Hälytysdatassa esimerkki voisi olla, että kun vastaanotetaan laitetilan jäähdytyshälytys,
vastaanotetaan usein myös ylilämpöhälytys joltakin laitetilassa sijaitsevalta laitteelta. Hä-
lytysdatan tapauksessa assosiaatiosääntö ei ole aito kausaalinen syy-seuraussuhde, koska
hälytysten välillä ei ole aitoa kausaliteettiä, kuten on todettu luvussa 2.3.1. Todellinen syy,
vika tai muu verkon ilmiö, on hälytysdatassa näkymätön, ja sen seuraukset, eli hälytykset,
muodostavat keskenään assosiaatiosäännön. Havaittu assosiaatiosääntö voi olla esimerkiksi:
”kun tukiaseman antenni 1 ei välitä puheluita, myöskään antenni 2 ei välitä niitä”. Syy
antenni 2 toimimattomuudelle on kuitenkin todennäköisesti rikkinäinen tukiasema, eikä
antenni 1.
Assosiaatiosääntöjä louhitaan kaksivaiheisesti [HKP11]: 1) etsitään transaktiodatasta
toistuvat joukot (engl. frequent item sets), ja 2) muunnetaan toistuvat joukot assosiaatio-
säännöiksi. Toistuvat joukot ovat datassa usein yhdessä esiintyvien yhden tai useamman
alkion joukkoja. Kunkin joukon alkiot ovat keskenään tasavertaisia. Ostoskoridatassa
esimerkiksi saattavat usein voi, leipä ja juusto esiintyä yhdessä. Toistuvuus on joukon
kiinnostavuusmetriikka. Louhinnan tulokset rajataan joukkoihin, jotka kuvaavat datan
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enemmistön käyttäytymistä. Jos kaksi alkiota esiintyvät datassa yhdessä harvoin, se ei
ole kiinnostavaa, joten kyseiset joukot karsitaan. Joukon toistuvuutta kuvataan suureella
joukon tuki (engl. support). Se kuvaa joukon esiintymistiheyttä datassa. Joukon tuki on
kyseisen joukon sisältävien transaktioiden osuus kaikista datan transaktioista. Jotta jouk-
ko on toistuva, sen tukisuureen on ylitettävä etukäteen määritetty raja-arvo, minimituki
(engl. minimum support). Minimituki määritetään tiedonlouhintaprosessissa algoritmin
parametriksi ennen louhintavaihetta. Sopiva raja-arvo on tapauskohtainen, ja optimaalisen
arvon löytäminen kullekin tilanteelle on iteratiivinen prosessi. Assosiaatiosääntöjen louhinta
on niin sanottua ohjaamatonta oppimista (engl. unsupervised learning), eli algoritmi ei
tarvitse ihmiseltä tulosjoukon rajaukseen käytettyjen raja-arvojen lisäksi muuta louhintaa
ohjaavaa tietoa.
Verkonvalvonnan hälytysdatasta louhitut assosiaatiosäännöt kuvaavat yhdessä esiin-
tyviä hälytystyyppejä, yhdessä hälyttäviä laitteita sekä ennakoivia malleja [WZQ+13].
Yhdessä esiintyvien hälytystyyppien tunteminen auttaa vikojen tunnistamisessa, lyhyen
aikavälin ennustamisessa sekä ymmärtämään vikojen ja muiden verkon ilmiöiden vaikutusta
ja käyttäytymistä. Yhdessä hälyttävistä laitteista voi päätellä verkon topologiaa. Verkko-
topologian avulla voi tehdä juurisyy- ja vaikutusanalyysejä. Ennakoivat mallit kuvaavat
mihin muihin hälytyksiin mikäkin hälytys johtaa.
Assosiaatiosäännöt esitetään muodossa ”X→Y, 0,1%, 85%”. X on säännön edeltäjäosa,
premissi. Osaan kuuluu yksi tai useampi alkio. Y on säännön seuraus, johon vastaavasti
kuuluu yksi tai useampi alkio. Säännön jälkeen on yleensä listattuna säännön kiinnosta-
vuusmetriikoita, kuten tuki ja luottamus.
Assosiaatiosäännön tuki on määritelty kahdella eri tavalla. Agrawal et al. [AS+94]
määrittelivät assosiaatiosäännön tuen tarkoittamaan kaikkien säännössä esiintyvien alkioi-
den muodostaman joukon tukea. Esimerkiksi säännön X,Y→Z tuki on sama kuin joukon
X,Y,Z tuki. Agrawal et al. [AS+94] määrittelemä tuki kuvaa tapausten määrää, joissa koko
sääntö on pätenyt. Borgelt [BK02, Bor15] määritteli sen sijaan assosiaatiosäännön tuen
tarkoittamaan säännön edeltäjäosan muodostaman joukon tukea. Esitetyssä esimerkissä
säännön tuki olisi sama kuin joukon X,Y tuki. Borgeltin [BK02, Bor15] määrittelemä tuki
kuvaa tapausten määrää, joissa säännön pitäisi päteä, mutta ei aina välttämättä päde.
Borgeltin [Bor15] määritelmä kuvaa selkeämmin säännön tilastollista varmuuspohjan: kuin-
ka suureen tilastoon säännön muut kiinnostavuusmetriikat perustuvat. Borgeltin [Bor15]
määrittelemä tuki jättää säännön pätevyyden ilmaisemisen kokonaan luottamus-suureen
tehtäväksi.
Assosiaatiosäännön luottamus (engl. confidence) [HKP11] kuvaa sääntöjen toteutumis-
todennäköisyyttä. Se tarkoittaa osuutta, jolla säännön seuraus toteutuu suhteessa datasta
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havaittuun säännön edeltäjäosaan. Esimerkiksi, jos mallissa X→Y alkio X löytyy hälytysda-
tasta 5 kertaa ja Y sen seurauksena 4 kertaa, on mallin luottamus 4/5. Assosiaatiosäännön
toteutumistodennäköisyys on harvoin 100%. Se ei tee löydetystä säännöstä hyödytöntä.
Assosiosääntöjen louhinnassa havaittuja sääntöjä karsitaan etukäteen määritetyllä raja-
arvolla, jota kutsutaan minimiluottamukseksi. Minimiluottamus määritetään algoritmin
parametriksi vastaavasti kuin minimituki. Ostoskoridatan assosiaatiosääntöesimerkin ”lei-
pä”→ ”voi” luottamus saattaa olla esimerkiksi 90%, koska osa leivän kuluttajista nauttivat
leivän ilman voita. Koska luottamus on suuri, tiedetään leivän hinnan muuttamisen joh-
tavan voin kysynnän merkittävään muuttumiseen vastaavasti. Havainnon perusteella voi
kohdistaa mainontaa leipää ostaneille, mutta voita ostamattomille asiakkaille vaihtoehtoi-
sista voin korvaavista tuotteista. Luottamus ja tuki ovat keskeisimmät assosiaatiosääntöjen
kiinnostavuusmetriikat.
Assosiaatiosäännön noste (engl. lift) [HKP11] on säännön edeltäjän ja seurauksen
välisen riippuvuuden suhdeluku. Noste eroaa luottamuksesta kuvaamalla assosiaatiosäännön
edeltäjän ja seurauksen välistä korrelaatiota, ottamatta kantaa mikä on syy ja seuraus.
Luottamus sen sijaan kuvaa todennäköisyyttä ehdolla että säännön edeltäjä tapahtuu.
Noste on määritelty käyttäen Agrawal et al. [AS+94] määrittelmää säännön tukea kaavalla:
(säännön kaikkien alkioiden tuki) / (edeltäjän tuki * seurauksen tuki). Suhdeluvun ollessa
yksi, edeltäjä ja seuraus ovat täysin riippumattomat. Suhdeluvun poiketessa yhdestä
on edeltäjän ja seurauksen välillä positiivinen tai negatiivinen korrelaatio. Positiivinen
korrelaatio tarkoittaa, että säännön osat esiintyvät satunnaista todennäköisemmin samoissa
transaktioissa, ja negatiivinen korrelaatio tarkoittaa että säännön osat esiintyvät satunnaista
todennäköisemmin eri transaktioissa.
Säännön luottamus muuttuu harhaanjohtavan suureksi, jos datassa on riippumattomasti
jatkuvasti toistuvia alkioita. Esimerkiksi, jos louhittavassa datassa on olemassa alkio Y,
joka toistuu jokaisessa transaktiossa, assosiaatiosääntöjen louhinta löytää runsaasti malleja,
joiden seuraus on Y, kuten X→Y, Z→Y, W→Y, . . . , ja joiden luottamus on 100%. Säännön
suuri luottamus johtaa ajattelemaan sääntöjen olevan hyödyllisiä, vaikka todellisuudessa
alkion Y toistuvuus datassa on muista alkioista riippumatonta. Koska Y on datan jokaisessa
transaktiossa, pätee minkä tahansa alkion x esiintyessä aina sääntö ”kun esiintyy x, esiintyy
Y”, josta seuraa 100% luottamus. Luottamuksen sijaan noste osoittaisi riippumattomuuden
selvästi: säännön X→Y noste X:n tuella esimerkiksi 0.2 ja Y:n tuella 1.0 olisi: 0.2/(0.2*1.0)








Kuva 9: Sarjalliset ja rinnakkaiset tapahtumaketjut
3.3.2 Tapahtumaketjut hälytyssekvenssissä
Hälytyssekvenssissä jokaisella hälytyksellä on itsenäinen tapahtuma-ajankohta. Verkonval-
vonnan hälytysdata on siis aikasidonnaista, ei transaktiomuotoista. Hälytysten keskinäisellä
järjestyksellä ja hälytysten välisillä aikaeroilla on merkitys. Jos hälytysdatassa toisessa
tilanteessa kaksi hälytystä esiintyy muutaman sekunnin päässä toisistaan, ja toisessa tilan-
teessa minuuttien erotuksella, saattavat kyseessä olla eri ilmiöt. Transaktiomuotoinen data
ei pysty kuvaamaan alkioiden välistä keskinäistä järjestystä tai aikaeroa transaktion sisällä.
Hälytysdatan assosiaatiosääntölouhintaan on kehitetty erilaisia soveltavia menetelmiä.
Tieteellisissä julkaisuissa usein käytetty menetelmä on transaktionalisoida hälytysdata pe-
rustuen hälytyssekvenssin yli liukuvaan aikaikkunaan [Wei02], jolla hälytyksiä yhdistetään
toisiinsa. Menetelmää on käytetty esimerkiksi seuraavissa runsaasti tieteellistä huomio-
ta saaneissa algoritmeissä: TASA [HKM+96a, HKM+96b, KMT99], WINEPI [MTV97],
MSAP [WPC01], EW-WINEPI [HZ08], WFP [LL08], ARM-ACAS [LL10] ja MapReduce-
Apriori [WZQ+13]. Lisäksi Wu et al. [WDL05] keskittyivät julkaisussaan tutkimaan teho-
kasta menetelmää hälytysdatan transaktionalisointiin. Eri tutkijaryhmät ovat kehittäneet
erilaisia logiikoita hälytyssekvenssin transaktionalisointiin, joista Mannila et al. [MTV97]
kehittämä esitellään tarkemmin luvussa 4.
Aikasidonnaista lähdedataa ja erityisesti hälytysdataa varten Mannila et al. [MTV97]
ovat esittäneet assosaatiosääntöjen rinnalle käsitteistölaajennoksen: tapahtumaketjut se-
kvenssissä (engl. episodes in sequences). Käsite liittää aikasidonnaisuuden assosiaatiosään-
töhin.
Tapahtumaketju (engl. episode) on osittain järjestetty (engl. partially ordered), suhteelli-
sen lähellä toisiaan esiintyvien ja toisiinsa liittyvien tapahtumien joukko [MTV97]. Osittain
järjestetty tarkoittaa, että tapahtumaketju saattaa määritellä tiettyjen sisältämiensä tapah-
tumien keskinäisen järjestyksen. Tapahtumaketjusäännöt jakaantuvat kahteen alatyyppiin:
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1) sarjalliset tapahtumaketjut (engl. serial episodes), joiden alkioilla on keskinäinen järjes-
tys ja 2) rinnakkaiset tapahtumaketjut (engl. parallel episodes), joiden alkioiden järjestys
on merkityksetön. Tapahtumaketjuja voi kuvata suunnatuilla asyklisillä verkoilla (engl.
directed acyclic graph, DAG) [WHYC00, MTV97], kuten kuvassa 9. Kuvassa 9 tapahtuma-
ketju a on sarjallinen tapahtumaketju, jossa tapahtuma F seuraa E:ta. Tapahtumaketju b
on rinnakkainen tapahtumaketju, jossa tapahtumien G ja H järjestyksellä ei ole merkitystä.
Tapahtumaketju c on sarjallisen ja rinnakkaisen tapahtumaketjun kombinaatio, jossa ta-
pahtumat J:n ja K tapahtuvat määrittämättömällä keskinäisellä järjestyksellä ensin, ja
niiden jälkeen tapahtuu L.
Sekvenssi kuvaa aikajaksoa hälytysdatassa. Se on tyypillisesti louhintaa varten joltakin
aikajaksolta valvontajärjestelmästä kerätty hälytysdata. Se ei ole transaktiodataa, eikä
ota kantaa tapahtumaketjuihin, vaan koostuu tapahtumien virrasta. Tapahtumista on
kuvattuna vähintään tapahtuman tyyppi ja tapahtuma-aika. Tapahtuma-ajan perusteella
tapahtumat on järjestettävissä, ja niiden keskinäinen ajallinen etäisyys määritettävissä.
Molemmat ominaisuudet ovat edellytyksiä tapahtumaketjujen louhinnalle. Mannila et
al. [MTV97] määritelmä tapahtumaketjuista sekvenssissä ei ole merkittävästi yleistynyt
muiden tutkijoiden käyttöön.
3.3.3 Luokittelu
Luokittelussa (engl. classification) [HKP11] luokittelualgoritmi oppii tunnistamaan datas-
ta havaintoja ja jakamaan havainnot etukäteen määritellyihin luokkiin. Algoritmi oppii
louhimalla niin sanottua opetusdataa. Opetusdata on etukäteen kerättyä lähdedataa. Ope-
tusdatan lisäksi algoritmille on kerrottava tavalla tai toisella mihin luokkaan mikäkin
opetusdatan havainto kuuluu. Luokittelu on ohjattua oppimista (engl. supervised lear-
ning). Algoritmin oppimat säännöt ovat muotoa ”havainnot” → ”luokitus”. Tyypillinen
esimerkki on sähköpostin roskapostiluokittelija. Opetusdatana on sähköpostien sisältöjä,
joille on määritetty luokitus roskapostia tai ei roskapostia. Luokittelijan tehtävä on ope-
tusvaiheen jälkeen luokitella ennen näkemättömiä sähköpostisisältöjä vastaaviin luokkiin.
Verkonvalvonnan hälytysdatalle luokittelijaa voisi käyttää tunnistamaan viasta kertovia tai
vikaan johtavia merkkejä hälytysvirrasta. Asiantuntijan on oppimisvaiheessa osoitettava
algoritmille opetusdatana käytettävästä hälytysdatasta vikojen ajan hetket, jotta algoritmi
osaa etsiä niihin johtavia malleja. Jos hälytysdatassa on olemassa etsittävää vikaa kuvaava
hälytys, asiantuntija kuvaa kyseisen hälytyksen tuntomerkit algoritmille ja algoritmi etsii
hälytykseen johtaneet mallit datasta.
Hälytysdatan luokittelusäännöt kuvaavat datassa olevia tapahtumaketjuja, tai toisin
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sanoen datan perusteella muodostettuja syy-seuraussuhteita, joissa syy ovat tiettyjen häly-
tysten joukko, ja seuraus on tunnistettu verkon vikatilanne. Luokittelusääntöjä käytetään
tunnistamaan tai ennustamaan vikatilanne tietyn havaintojoukon perusteella uudesta ennen
näkemättömästä hälytysdatasta. Luokittelusäännöt ovat muotoa: kun havaitaan datassa hä-
lytykset X, Y ja Z, se johtaa kiinnostavaksi määritettyyn ilmiöön. Kiinnostava ilmiö voi olla
asiantuntijan hälytyssekvenssiin syöttämä indikaatio vian ajan hetkestä, tai asiantuntijan
määrittämä vikaa indikoiva hälytys. Täsmällisistä assosiaatiosäännöistä poiketen luokitte-
lusäännöt ovat tarkkuudeltaan geneerisempiä. Luokittelusäännöt eivät tyypillisesti määritä
säännön hälytyksiä eksaktisti, vaan jokainen luokittelusääntö pyrkii geneerisin kuvauksin
kattamaan mahdollisimman ison osan datan alkioita. Siinä missä assosiaatiosäännöt ovat
havaittuja assosiaatioita hälytysten välillä, luokittelusäännön luokitus (säännön seuraus)
ei välttämättä kuvaa mitään hälytysdatan alkiota, vaan luokitus voi olla asiantuntijan
algoritmille kertoma hälytysdatan ulkopuolinen ilmiö. Yksinkertainen luokittelusääntö
hälytysdatasta voisi olla: ”mikä tahansa vakavuudeltaan kriittinen hälytys” → ”vakava
vika”.
Luokittelusäännöllä on jokin tietty onnistumisosuus. Malli ei tyypillisesti onnistu luokit-
telussaan aina, mutta mikäli se onnistuu riittävän usein, on malli hyödyllinen. Edellyksenä
onnistuneelle ennustettavuudelle on, että hälytysdata ylipäätään sisältää ennustettavia
tapahtumaketjuja, joilla on riittävän usein tietty lopputulema. Jotta havaitut mallit pätevät
uuteen dataan, on uuden datan oltava opetusdatan kanssa samankaltaista.
Luokittelualgoritmin on onnistuttava kuvaamaan luokittelusäännöt oikealla tarkkuu-
della [TSK05]. Liian epätarkka sääntö ei ole tallentanut havainnon parametrejä tarpeeksi
tarkasti opetusdatasta, jolloin havinnon kuvaus pätee sellaisiinkin tilanteisiin, joihin sen ei
kuuluisi päteä. Epätarkka sääntö johtaa positiivisiin luokituksiin liian usein. Liian tarkka
sääntö ei ole tarpeeksi yleisluontoinen, jotta se pätisi sellaiseen tilanteeseen, jota ei täs-
mälleen esiintynyt opetusdatassa. Se on erikoistunut liian tarkasti opetusdatassa olleisiin
yksityiskohtiin ja johtaa negatiiviseen luokitukseen liian usein. Dilemmaa kutsutaan tie-
donlouhinnassa mallien ali- ja ylisovittumiseksi (engl. underfitting, overfitting) [TSK05].
Ongelman havaitsemiseksi osa lähdedatasta on tyypillisesti jaettu opetusdatasta erilliseen
testidataan. Testidataa käytetään algoritmin muodostamien luokittelusääntöjen laadun
testaamiseen, muun muassa ali- ja ylisovittumisen analysointiin. Alisovittuneet säännöt
tekevät testidatalle virheellisiä positiivisia luokituksia ja ylisovittuneet säännöt virheellisiä
negatiivisia. Jos testidataa luokittelemalla havaitaan sääntöjen ali- tai ylisovittumista, on
algoritmin oppimislogiikkaa suunniteltava uudelleen.
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3.4 Löydetyn informaation jälkikäsittely
Informaation jälkikäsittelyssä (engl. post-processing) louhintavaiheessa löydetty informaatio
jalostetaan tietämykseksi [HKM+96a, HZ08]. Jälkikäsittely suodattaa, muuntaa, jalostaa
tai jäsentelee datasta löydetyn informaation hyödyllisempään ja käytännöllisempään muo-
toon. Koska tietämyksen saaminen on tiedonlouhintaprosessin perimmäinen päämäärä,
on jälkikäsittely oleellinen prosessin työvaihe [DDM05]. Tietämys tarkoittaa esimerkiksi
asiantuntijan parempaa ymmärrystä verkon käyttäytymisestä tai korrelointijärjestelmän
uutta kykyä ennustaa vika tietyllä todennäköisyydellä. Monet louhintamenetelmät tuot-
tavat tuloksiksi tuhansittain toistensa kaltaisia malleja ja sääntöjä. Louhinnan jälkeiset
tulokset sisältävät mielenkiinnottomia, valheellisia ja toisiaan toistavia, eli redundantteja
malleja [GH97]. Algoritmin tuottamien mallien esitysmuoto ei välttämättä ole asiantun-
tijan näkökulmasta helposti ymmärrettävää, saati yhteensopivaa valvontajärjestelmässä
käyttöönottamisen kannalta.
Malli on tyypillisesti mielenkiinnoton silloin, jos se ei koske mitään sellaista verkon
ilmiötä tai sisällä yhtäkään sellaisesta verkon viasta kertovaa hälytystä, johon verkonval-
vonnan viankorjauksen pitäisi reagoida. Esimerkiksi kahdennetun virtalähteen hajoamiseen
90% onnistumistodennäköisyydellä johtava ennakoiva malli ei välttämättä ole kustannuste-
hokas ottaa ennakoivasti viankorjauksen piiriin, koska varavirtalähteen hajoaminen ei ole
vakavaa laitteen toimiessa muiden virtalähteiden varassa korjaukseen asti ja koska toisaalta
vääristä ennustuksista tulee turhia kustannuksia.
Valheellisilla malleilla tarkoitan hälytysdatasta louhittuja havaintoja hälytysten esiin-
tymisten välisestä yhteydestä, kun todellisuudessa hälytysten välillä ei ole korrelaatiota,
eikä hälytysten kuvaamilla tapahtumilla riippuvuutta, saati kausaliteettia. Valheellisia
malleja syntyy väärin toteutetun louhinnan tuloksena tai vaikeasti louhittavan lähdedatan
takia. Koska valheelliset mallit kuormittavat louhintaa, on väärin toteutetun louhinnan
tapauksessa prosessia syytä korjata. Vaikean lähdedatan louhintaa on helpotettava esikä-
sittelyn menetelmin ja ottamalla datan ongelmat huomioon jo louhinta-algoritmissä ja sen
parametroinnissa. Jälkikäsittelyssä valheellisia malleja karsitaan esimerkiksi käyttämällä
avuksi mahdollisesti saatavilla olevaa verkkotopologiatietoa [DDM05].
Toisiaan toistavat mallit ovat toistensa osa- tai ylijoukkoja, tai muutoin toisen mallin
jo kuvaamaa ilmiötä kuvaavia malleja.
Jälkikäsittely on yleistermi louhinnan tulosten automaattiselle käsittelemiselle. Käytän-
nössä jälkikäsittely tarkoittaa yhtä tai useampaa seuraavista: tuloksia karsiva algoritmi,
tuloksia jäsentelevä, jalostava ja erilaisia hakutoimintoja asiantuntijalle tarjoava älykäs
rajapintasovellus tai tulokset ulkoisen järjestelmän ymmärtämään muotoon muuntava
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algoritmi. Tuloksia karsiva jälkikäsittely karsii tuloksista mielenkiinnottomat, valheelliset
ja toisiaan toistavat mallit [GH97].
Jos informaatio on tarkoitus esittää asiantuntijalle, jälkikäsittely jalostaa tulokset
esityskelpoisiksi [HKM+96b]. Esityskelpoisuus tarkoittaa esimerkiksi mallien jäsentelyä
listauksiksi [HKM+96b] tai muuntamista graafiseen [MTV97] muotoon. Jäsenneltyä mal-
lien listaa voi suodattaa, ryhmitellä ja järjestellä asiantuntijan tarpeiden tai kiinnostuksen
mukaan [HZ08]. Tapahtumaketjut voi visualisoida suunnattuina asyklisinä verkkoina, kuten
luvussa 3.3.2 esitettiin. Mainitut operaatiot helpottavat asiantuntijan työtä ison tulosjou-
kon läpikäynnissä. Tulosten esitysrajapinta usein tarjoaa asiantuntijalle mahdollisuuden
muokata louhinta-algoritmin parametrejä ja suorittaa louhinta uudelleen.
Jos informaatio on tarkoitus viedä ulkoiseen järjestelmään, esimerkiksi korrelointisään-
nöiksi hälytysten reaaliaikaista käsittelyä varten, jälkikäsittelyalgoritmi muuntaa louhitut
mallit kohdejärjestelmän ymmärtämään muotoon [GH97].
Koska yleensä louhittua informaatiota on runsaasti [DDM05] ja se toisaalta halutaan
hyötykäyttöön, on jälkikäsittely tyypillisesti edellä mainittujen yhdistelmä [GH97]. Ensin
löydetyt mallit esitetään asiantuntijalle jäsenneltynä ja ryhmiteltynä. Havaintojensa ja
parantuneen tietämyksensä johdosta asiantuntija louhii dataa iteratiivisena prosessina
muuttaen algoritmin parametrejä. Asiantuntijan mielestä hyvän lopputuloksen saatuaan
hän valitsee löydöksien joukosta tietämyksensä valossa hyödylliset mallit ja muuntaa
ne kohdejärjestelmän ymmärtämään muotoon jälkikäsittelyrajanpinnan automaattisin
työkaluin.
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4 Toistuvien tapahtumien louhinta
Toistuvilla tapahtumilla tarkoitan hälytysdatasta louhittuja toistuvia joukkoja, assosiaatio-
sääntöjä ja tapahtumaketjuja. Ne kuvaavat hälytysdatassa toistuvia hälytyksiä ja toistuvasti
yhdessä esiintyvien hälytysten joukkoja. Assosiaatiosäännöillä ja tapahtumaketjuilla on
lisäominaisuutena havainto hälytysten välisestä seuraamussuhteesta.
Toistuvat tapahtumat kuvaavat hälytysdatan yleiset piirteet, jatkuvasti toteutuvan
käyttäytymisen sekä suurien hälytysmassojen alkuperää. Toistuvat tapahtumat selittävät,
miten laitteet käyttäytyvät yleisissä tilanteissa, eli kuvaavat laitteiden päivittäiskäyttäyty-
mistä verkossa ja hälytysdatan suurien kokonaisuuksien toimintaa. Hälytyskäyttäytymisen
ymmärtäminen on edellytys verkon viankorjauksen sujuvuudelle ja verkonvalvonnan kehit-
tämiselle.
4.1 Apriori-algoritmi
Tunnetuin ja hyvin yleisesti toistuvien joukkojen etsintään käytetty algoritmi on Aprio-
ri [AS+94]. Aprioria käytetään toistuvien joukkojen etsimiseen transaktiodatasta. Apriori
toimii yhdistämällä systemaattisesti datassa esiintyviä alkioita ja joukkoja toisiinsa, ja
laskemalla saadun joukon esiintymismäärän datassa. Ne alkiot ja joukot, joiden esiinty-
mistiheys on suurempi kuin minimituki, ovat toistuvia. Apriori etsii toistuvia joukkoja
leveyssuuntaisesti. Apriori aloittaa etsinnän yhden alkion pituisista joukoista, ja laajentaa
etsintäavaruuttaan iteraatioittain pidempiin joukkoihin. Jokaisessa iteraatiossa etsintäava-
ruudesta karsitaan toistumattomat joukot. Toistuviksi todetuista joukoista generoidaan
uudet yhtä alkiota pidemmät joukot toistuvuustarkastelua varten.
Kuvassa 10 on esitettynä yksinkertainen esimerkki Apriori-algoritmin etsintäavaruudes-
ta. Esimerkissä hälytysdata koostuu vain neljästä erilaisesta hälytyksestä: A, B, C ja D.
Algoritmin edetessä hälytyspari AB havaitaan olevan toistumaton, eli hälykset A ja B eivät
esiinny hälytysdatassa usein yhdessä. Koska algoritmi muodostaa myöhemmillä iteraatioilla
hälytysjoukkoja vain toistuvista osajoukoista, kaikki toistumattoman AB-hälytysparin
sisältävät hälytysjoukot karsiutuvat etsintäavaruudesta. Pisimmät toistuvat hälytysjoukot
ovat ACD ja BCD. Karsintalogiikan lisäksi kuvasta nähdään, että joukkojen hälytysten
järjestyksellä ei ole merkitystä. Esimerkiksi hälytyksistä A ja D muodostaan pari AD, mut-
ta ei erikseen joukkoa DA, koska sen toistuvuus olisi identtinen. Joukkojen permutaatiot
ovat siis merkityksettömiä, mikä osaltaan pienentää merkittävästi etsintäavaruutta.
Apriori algoritmi toimii seuraavasti:
1. Laske kaikkien alkioiden esiintymistiheys ja karsi niistä minimituen alittavat alkiot.
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Kuva 10: Apriori-algoritmin etsintäavaruus
2. Generoi kahden alkion kandidaattijoukot (engl. candidate item sets) toistuviksi
todetuista alkioista.
3. Laske kunkin kandidaattijoukon tuki. Karsi minimituen alittavat joukot. Vaiheen
tuloksena on kaikki kahden alkion kokoiset toistuvat joukot.
4. Generoi kolmen alkion kokoiset kandidaattijoukot yhdistämällä kahden alkion kokoiset
toistuvat joukot toistuviin alkioihin.
5. Laske kunkin kandidaattijoukon tuki ja karsi minimituen alittavat joukot. Vaiheen
tuloksena on kolmen alkion kokoiset toistuvat joukot.
6. Jatka proseduuria generoimalla yhä suurempia kandidaattijoukkoja, kunnes yhtäkään
toistuvaa joukkoa ei niiden joukosta löydy.
Algoritmin päätyttyä tuloksena on kaikki eri pituiset toistuvat joukot. Tuloksia tyypillisesti
karsitaan määrittämällä etukäteen minkä pituiset joukot ovat kiinnostavia.
Apriorin suorituskyky kärsii eksponentiaalisesti lähdedatan koon mukaan kasvavas-
ta kandidaattiavaruudesta [WZQ+13] ja tarpeesta käydä data läpi toistuvasti louhinnan
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aikana [LL08]. Teleoperaattoriympäristössä hälytysdatan määrä on suuri ja kandidaatti-
joukkojen muodostus on laskentatehollisesti vaativaa. Näistä seikoista johtuen algoritmin
suorituskyvyn optimointi on tärkeää.
Suorituskykyä parantaa toistuvien joukkojen alaspäin sulkeutuvuus (engl. downward
closure lemma), jonka mukaan toistuvan joukon osajoukko on myös toistuva. Jos kandi-
daattijoukko todetaan olevan toistumaton, mikään siitä koostuva isompi joukko ei voi
olla toistuva. Lemmaa kutsutaan myös Apriori-ominaisuudeksi (engl. Apriori property).
Lemman ansiosta etsintäavaruudesta karsitaan kaikki kyseisen kandidaattijoukon sisäl-
tämät ylijoukot. Käytännössä kyseistä joukkoa ei käytetä uusien kandidaattijoukkojen
generoinnissa.
Apriori-algoritmi ei sovi teleoperaattorin hälytysdatan louhintaan sellaisenaan [WZQ+13].
Apriori louhii transaktiodataa, mutta hälytysdata ei ole sellaista. Apriori ei osaa käsitel-
lä hälytysten hetkeen sidottua luonnetta ja ajallista etäisyyttä. Apriori tulkitsee datan
alkioiden välisiä yhteyksiä tutkimalla niiden yhteisiä transaktioita. Hälytysdatassa ei ole
transaktioita, vaan data on yksittäisten hälytysten virta, jossa hälytyksillä on toisiinsa
jokin aikaleimalla kuvattu ajallinen etäisyys.
Jotta hälytysdataa voi louhia Apriorin tapaan hyödyntäen muun muassa alaspäin sul-
keutuvuutta, on joko hälytysdataa tai Apriori-algoritmia muunnettava. Algoritmin on
otettava huomioon hälytysdatan ajalliset ominaisuudet ja osattava käsitellä lähtökohtaisesti
transaktionaalitonta lähdedataa. Tyypillisin tapa ratkaista molemmat ongelmat on käsitel-
lä hälytysdataa transaktioina jakamalla sitä aikaikkunoihin. Yksityiskohdat vaihtelevat
tutkijaryhmittäin.
Hälytysdatan transaktionalisointi aikaikkunoilla vääristää jonkin verran dataa. Häly-
tysten täsmälliset etäisyydet menettävät merkityksensä, kun hälytykset joko ovat tai eivät
ole tarpeeksi lähellä toisiaan ollakseen samaa transaktiota. Aikaikkunoinnin toteutusta-
pa ja parametrointi vaikuttavat vääristymisen määrään merkittävästi. Paras menetelmä
on avoin tutkimuksen haara, mutta tapauskohtaisella hälytyskäyttäytymisellä on vahva
rooli parhaan menetelmän ja parametrien valintaan. Toisaalta aikaikkunointi yksinker-
taistaa joitakin hälytysdatan keskeisiä haasteita, kuten hälytysten epäjärjestyksen, pienet
hälytysvälitysviiveet ja menetelmä karsii redundantteja hälytyksiä [WDL05].
4.2 WINEPI ja EW-WINEPI
Hälytysdatan louhintaan soveltuvia Apriori-algoritmiin perustuvia muunnelmia on useita.
Niistä ensimmäisiä on Mannila et al. [MTV97] esittelemä WINEPI-algoritmi. WINEPI
suunniteltiin teleoperaattoriympäristöä varten. Algoritmi louhii toistuvia tapahtumaketjuja
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Kuva 11: Hälytyssekvenssin transaktionalisointi 10 sekunnin aikaikkunalla
verkonvalvonnan hälytyssekvensseistä.
WINEPI-algoritmissä hälytysdatan louhiminen Apriorilla on mahdollistettu jakamal-
la hälytysdata aikaikkunoihin. Aikaikkunat toimivat transaktioina Apriori-algoritmille.
WINEPI-algoritmi tarkastelee sellaisia tapahtumaketjuja, jotka mahtuvat yhteen aikaikku-
naan. Aikaikkunoiden pituus määritetään algoritmin parametrinä.
WINEPI-algoritmissä aikaikkuna on määritelty viipaleeksi hälytyssekvenssistä. Jokaisel-
la aikaikkunalla on ominaisuuksinaan alkamis- ja päättymisajankohta, sekä aikaikkunaan
osuvat hälytykset. Aikayksiköksi on valittu sekunti. Aikaikkunat ovat lomittaisia siten,
että jokaista aikayksikköä kohden alkaa uusi aikaikkuna, kuten kuvassa 11 on esitetty. Al-
goritmin suorituksen aikana aikaikkunaa (kuvassa punaisella) liikutetaan hälytyssekvenssin
(kuvassa aikajana) läpi yhden sekunnin porrastuksella, ja jokaisella iteraatiolla aikaikkunan
hälytyksistä (kuvassa H1, H2, . . . ) muodostetaan transaktio. Algoritmissä ensimmäiset ja
viimeiset aikaikkunat laajentuvat hälytyssekvenssin yli siten, että ensimmäinen aikaikku-
na sisältää vain sekvenssin ensimmäisen aikayksikön, ja viimeinen aikaikkuna viimeisen.
Määritelmän ansiosta sekvenssin päitä lähellä olevat hälytykset kuuluvat yhtä moneen
aikaikkunaan kuin sekvenssin keskellä olevat hälytykset. Aikaikkunoiden määrä on häly-
tyssekvenssin ajallinen pituus laajennettuna yhdellä aikaikkunan pituudella: |W(S,w)| =
Te - Ts + w - 1 [MTV97]. Kaavassa S on hälytyssekvenssi, w on aikaikkunan koko, Ts on
sekvenssin alkuajankohta ja Te on sekvenssin loppuajankohta. Algoritmissä tapahtuma-
ketju on toistuva esiintyessään tarpeeksi monessa aikaikkunassa. Raja-arvo toistuvuudelle
määritetään parametrinä.
Mannila et al. [MTV97] esittelivät useita pseudokoodikielisiä jäsenfunktioita WINEPI-
algoritmiinsa. Algoritmi etsii rinnakkaisia tapahtumaketjuja. Mannila et al. [MTV97]
esittivät yksityiskohtaiset muutosehdotukset algoritmiinsa sarjallisten, injektiivisten rinnak-
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kaisten sekä injektiivisten sarjallisten tapahtumaketjujen louhintaa varten. Injektiivinen
tapahtumaketju ei sisällä mitään alkiota toistamiseen.
Tapahtumaketjujen pituuden rajoittaminen aikaikkunalla karsii merkittävästi erilais-
ten tapahtumakombinaatioiden määrää. Hälytysdatasekvenssin läpikäyntikertoja vähen-
tääkseen Mannila et al. [MTV97] esittelivät optimointiajatuksen yhdistää peräkkäisiä
iteraatioita toisiinsa. Iteraatioita voi karsia generoimalla saman hälytysdatan läpikäynnin
aikana usean tason kandidaattijoukkoja. Ensin generoidaan n+1 tason kandidaattijoukko
ja sen jälkeen n+2 tason kandidaatti karsimatta vielä yhtäkään n+1 tason kandidaat-
tijoukkoa. Toisin sanoen oletetaan kaikkien n+1 tason kandidaattien olevan toistuvia.
Lopuksi karsitaan kaikista luoduista kandidaattijoukoista toistumattomat joukot. Hait-
tana on n+2 tason etsintäavaruuden eksponentiaalinen kasvaminen. Etsintäavaruuden
kasvamisesta johtuva läpikäyntien lisääntyminen saattaa kuitenkin tilanteesta riippuen
hidastaa algoritmiä vähemmän, kuin hälytysdatan ylimääräinen läpikäynti. Mannila et
al. [MTV97] mainitsivat erityisesti viimeisten iteraatiokierrosten olevan hyviä ehdokkaita
iteraatioiden yhdistämiseen, koska Apriori-algoritmin suorituksen loppuvaiheessa iteraatioi-
den kandidaattijoukkojen määrät suppenevat voimakkaasti. Joukkojen kokojen kasvaessa
karsiutumismäärät kasvavat suhteessa generoitujen kandidaattijoukkojen määrään.
Hou et al. [HZ08] esittelivät vuonna 2008 suorituskykyhuomioita WINEPI-algoritmiin.
He totesivat WINEPI algoritmin generoivan aikaikkunan jokaista sekvenssin aikayksikköä
kohden. Aikaikkunoiden määrä on karkeasti siis koko hälytyssekvenssin eli hälytysdatan
kalenteriajallinen pituus. Toisin sanoen datan ensimmäisen hälytyksen aikaleimasta vii-
meisen hälytyksen aikaleimaan. Aikaikkunoiden määrä ei siis riipu lähdedatan hälytysten
määrästä. He esittivät hälytysten tulevan purskeina ja purskeiden välillä olevan hiljaisia
hetkiä. WINEPI-algoritmi luo hiljaisista hetkistä tyhjiä aikaikkunoita. Tyhjät ikkunat
ovat merkityksettömiä ja niiden huomioiminen algoritmissa kuluttaa laskennallisia resurs-
seja. Hou et al. [HZ08] ehdottivat tyhjien ikkunoiden poistamista kandidaattijoukkojen
laskennan yhteydessä. He painottivat suorituskyvyn kannalta oleelliseksi joukkojen toistu-
vuuden alaspäin sulkeutuvuuden huomioimista algoritmissa, mutta Mannila et al. [MTV97]
huomioivat jo tämän asian lemmassaan 1. Hou et al. [HZ08] nimesivät algoritminsa EW-
WINEPI-algoritmiksi (Effective Windows).
Hou et al. [HZ08] ehdotus ikkunoiden poistamisesta ihmetyttää. Mannila et al. [MTV97]
esittämä toteutus WINEPI-algoritmista ei varsinaisesti luo ja tallenna aikaikkunoita muis-
tiin. Aikaikkunat ovat WINEPI-algoritmissä teoreettinen algoritmin toimintaa havainnol-
listava käsite. Käytännössä alkuperäinen hälytysdata käydään alusta loppuun aikayksikkö
kerrallaan silmukassa jokaisen laskentaiteraation yhteydessä. Algoritmi ei tiedä ennen
kunkin aikaikkunan käsittelyä onko se tyhjä vai ei, joten karsinta etukäteen on epätriviaa-
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lia. Hou et al. [HZ08] eivät esittäneet toteutusta idealleen, tai muutenkaan täsmentäneet
kuinka heidän ideansa tulisi toteuttaa.
Ehdotan tyhjien ikkunoiden karsintaan WINEPI-algoritmissä kahta eri mahdollisuutta:
tallentaa ensimmäisessä iteraatiossa tyhjien aikaikkunoiden aikaleimat muistiin erilliseen
listaan tai luoda transaktiodata erillisenä vaiheena ja karsia siitä tyhjät transaktiot. Tyh-
jien ikkunoiden muistiintallennuksessa hälytysdatan ensimmäisen läpikäynnin yhteydessä
kirjataan muistiin tyhjien aikaikkunoiden alkamis- ja päättymishetket. Myöhemmillä datan
läpiluvuilla iteraattorin päästessä kirjanpidossa olevan tyhjän ikkunan alkamishetkeen,
iteraattori siirretään suoraan tyhjän ikkunan päättymishetkeen. Algoritmin nopeutuminen
merkittävästi tämän optimoinnin johdosta on kyseenalaista. Lisäksi toistuvuutta laskies-
sa tyhjien ikkunoiden määrä tulisi vähentää tuen laskukaavan nimittäjänä toimivasta
sekvenssin pituudesta. Tyhjien ikkunoiden poistamisen tuottama korottava vaikutus toistu-
vuussuureeseen on subjektiivisesti mahdollisesti merkityksellinen. Tyhjien transaktioiden
poistaminen nostaa kaikkien joukkojen tukea laskukaavan ”(kaikki transaktiot)/(epätyhjät
transaktiot)” verran. Muuta vaikutusta lopputulokseen ei ole. Asiantuntijan voi olla hel-
pompi hahmottaa tuen suuruus suhteutettuna vain epätyhjien transaktioiden määrään.
Transaktiodatan luominen erillisenä työvaiheena edellyttää WINEPI-algoritmin toiminta-
logiikan muuttamista kaksivaiheiseksi. Ensimmäisessä vaiheessa hälytysdatasta luodaan
transaktiodata ja toisessa vaiheessa algoritmi louhii valmista transaktiodataa. Ensimmäinen
vaihe on miellettävissä datan muunnokseksi. Transaktioita luodessa jätetään tallentamatta
tyhjäksi jääneet transaktiot. Toisessa vaiheessa valmiin transaktiodatan louhintaan kykenee
geneerinen Apriori-toteutus. Koska louhintavaiheen käyttämässä transaktiodatassa on vain
epätyhjät transaktiot, joukkojen tuki korottuu edellä esitetysti.
Toisin kuin Hou et al. [HZ08] julkaisussaan väittivät, tyhjien ikkunoiden määrä ei aina
ole suuri ja merkityksellinen suorituskykyyn. Asia riippuu valvottavan kohteen tai verkon
käyttäytymisestä. Tyhjien ikkunoiden määrään vaikuttaa hälytyssekvenssin pituuden lisäksi
hälytysten keskimääräinen esiintymistiheys, valitun transaktioikkunan pituus, valvottavan
kohteen hälytyskäyttäytyminen, hälytysten mahdolliset suodatukset ennen lähdeaineiston
keruupistettä verkossa sekä lähdeaineiston mahdollisessa esikäsittelyssä tehdyt toimenpiteet.
Hälytyskäyttäytymisellä viittaan siihen, lähettääkö valvontakohde tilatietoja jatkuvasti vai
vain vikatilanteissa, sekä ilmeneekö hälytyksiä isoina purskeina vai jatkuvasti. Jos verkon
laitteissa on paljon vikoja, mutta vian häiriövaikutus verkossa on pieni, tulee hälytyksiä
tasaisena virtana koko ajan. Jos verkon laitteissa on harvoin vikoja, mutta yksittäinen
laitevika vaikuttaa isoon osaan verkkoa, on hälytysdatassa pitkiä hiljaisia hetkiä ja vikojen
toteutuessa isoja purskeita. Esikäsittelyllä viittaan hälytysdatan puhdistamista kohinasta
ja sellaisista hälytyksistä, joita tulee syystä tai toisesta koko ajan. Mikäli louhittavassa
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hälytyssekvenssissä on tauotta hälytyksiä suhteessa valitun aikaikkunan pituuteen, ei tyhjiä
ikkunoita generoidu suhteellisesti montaa. Koko maan kattavissa isoissa teleoperaattorin
verkoissa on laitteita usein niin paljon, ettei hiljaisia hetkiä juuri ole. Ongelmaa voi ratkoa
jakamalla dataa maantieteellisesti tai topologisesti pienempiin osiin, ja esisuodattamalla
hälytyssekvenssistä kohinaa. Aikaikkunan pituus on syytä valita muilla perusteilla kuin
optimoidakseen algoritmin suorituskykyä maksimoimalla tyhjien ikkunoiden määrää.
WINEPI- ja EW-WINEPI-algoritmit tulkitsevat hälytyksiä ottamalla huomioon aikalei-
man ja hälytystyypin. Hälytyksen lähettänyt laite tai kohde on algoritmeille merkityksetön.
Toteutustapa löytää eri kohteiden lähettämien hälytysten keskinäiset suhteet. Se jättää
tärkeää hälytysinformaatiota käyttämättä. Tilanteet, joista toisessa kaksi eri tyyppistä
hälytystä tulevat peräkkäin samalta kohteelta ja toisessa eri kohteilta, ovat todellisuu-
dessa keskenään erilaisia. Algoritmi ei kuitenkaan tee tilanteiden välille eroa. Harvinaiset
hälytystyypit, jotka tulevat eri laitteilta ja joilla ei ole keskinäistä korrelaatiota, osuvat
toistensa aikaikkunaan harvoin, joten ne eivät ole toistuvia. Usein toistuvat hälytystyypit
sen sijaan todennäköisesti tuottavat paljon totuuden vastaisia malleja louhinnan tulok-
seen. Jos esimerkiksi kohde1 hälyttää tauotta hälytystä A ja kohde2 hälyttää tauotta
hälytystä B, saadaan louhinnan tuloksena malli, jossa A ja B esiintyy usein yhdessä. Todel-
lisuudessa kohteet hälytyksineen eivät liity toisiinsa mitenkään. Seurauksena muut mallit
saattavat hukkua tulostulvaan tai jäädä tuloksista pois jos minimitukea nostetaan suuren
tulosmäärän johdosta.
Ehdotan ratkaisuksi louhia kohteiden sisäiset ja kohteiden väliset korrelaatiot erillisinä
louhintoina. Kohteiden sisäisillä korrelaatioilla tarkoitan saman kohteen lähettämien eri
hälytystyyppien välisiä korrelaatioita. Kohteiden välisillä korrelaatioilla tarkoitan usean eri
kohteen hälytysten välisiä korrelaatioita. Kun kohteiden sisäiset ja kohteiden väliset mallit
louhii toisistaan erillisinä, voi louhinnoissa käyttää eri minimitukea ja muista kiinnosta-
vuusmetriikoita, eivätkä kohteiden sisäiset mallit huku kohteiden välisessä louhinnassa
muodostuneiden valheellisten mallien massaan.
Kohteiden sisäisten korrelaatioiden louhinnassa kandidaattijoukot muodostetaan saman
kohteen hälytysten kesken kerrallaan. Toisin sanoen, edettäessä yhtä pidempiin kandi-
daattijoukkoihin, käytetään kunkin kandidaattijoukon generoinnissa hälytyksiä, joiden
lähettävä laite on sama kuin joukon muilla alkioilla. Louhinnan voi toteuttaa toisellakin
tavalla: toteutukseltaan yksinkertaisempana vaihtoehtona on käyttää transaktioiden al-
kioiden presentaationa hälytystyypin sijasta hälytyksen tyypin ja hälytyksen lähettäneen
kohteen kombinaatiota. Toteutustavalla on haittapuolensa. Algoritmi tulkitsee eri kohteiden
hälytysmallit keskenään eri malleiksi riippumatta siitä koostuuko kyseiset mallit samoista
hälytyksistä vai ei. Esimerkiksi, jos kohde1 ja kohde2 hälyttävät molemmat samalla tavalla
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hälytykset A ja B, saadaan louhinnan tuloksena kaksi eri mallia: kohde1:A→kohde1:B ja
kohde2:A→kohde2:B. Kiinnostava laitteille ominainen malli olisi oikeasti vain hälytystyyp-
pien välinen sääntö A→B. Lisäksi toistuvuuden laskenta ei toimi toivotulla tavalla, vaan
mallin toistuvuus jakaantuu esimerkissä kahteen erilliseen malliin. Toistuva malli tulki-
taan tässä tapauksessa toistumattomaksi, jos se ei esiinny yksittäisellä kohteella tarpeeksi
usein. Kolmantena ongelmana kandidaattijoukkojen määrä moninkertaistuu. Toteutustapa
kuitenkin toimii auttavasti, jos toistuvuuksia laskettaessa jätetään hälytyksen lähettänyt
kohde huomiotta, eli niputetaan eri kohteilta havaitut keskenään samanlaiset mallit yhdeksi.
Toisin sanoen hälyttävä kohde otetaan huomioon vain generoitaessa kandidaattijoukkoja.
Toinen ratkaisumalli keskittyy louhimaan valvottavien kohteiden keskinäisiä korrelaa-
tioita. Louhinnassa käytetään transaktioiden alkioiden tunnisteena vain hälytystyyppiä.
Tyypillisesti erilaisia hälytystyyppejä on vähän suhteessa verkon kokoon. Hälytyksen lähet-
täneen kohteen tunniste on tärkeä kohdistin louhittaessa korrelaatiota muihin hälytyksiin.
Ratkaisumallissa kohteen tunniste ei ole käytettävissä, joten virheellisten mallien määrä on
merkittävä. Esimerkiksi, jos valvottavassa verkossa lämpötilahälytys ja jännitehälytys ovat
hyvin yleisiä hälytyksiä, louhinta tuottaa säännön ”Lämpötila→Jännite”, oli hälytyksillä
aito korrelaatio tai ei. Tuloksia tarkasteltaessa pitää ottaa huomioon valheellisten mallien
mahdollisuus. Todellisten mallien erottaminen tuloksista jää asiantuntijan analyysin varaan.
Valheelliset mallit tyypillisesti muodostuvat jatkuvasti toistuvien hälytystyyppien välille
vastaavalla tavalla kuin esimerkissä. Valheellisten mallien määrää voi vähentää esikäsittelyn
menetelmillä. Esikäsittelyssä tulee keskittyä karsimaan valheellisiä malleja synnyttävät
hälytykset pois.
Valheellisten mallien määrää tuloksissa vähennetään karsimalla hälytysdatasta esikäsit-
telyvaiheessa jatkuvasti toistuvat hälytykset, karsimalla louhinnan tavoitteiden kannalta
merkityksettömät hälytykset, karsimalla kohteiden sisäisistä ongelmista kertovat häly-
tykset, jos tavoitteena on louhia kohteiden välisiä relaatiota, sekä jakamalla hälytysdata
verkkotopologisesti ja maantieteellisesti. Jatkuvasti toistuvat hälytykset ovat tyypillises-
ti hälytysdatan yleisimmät hälytykset, eli eniten toistuvat yhden alkion pituiset joukot.
Jatkuvasti toistuvat hälytykset on syytä karsia, sillä ne esiintyvät kohinana toistuvien
tapahtumien malleissa. Hälytysdatasta louhitaan suuritukisimmat yhden alkion pituiset
joukot. Louhitut hälytykset käydään läpi ja niistä valitaan hälytyssekvenssin perusteella
tauotta itseään toistavat tai louhinnan tavoitteiden kannalta merkityksettömät hälytykset
karsittavaksi. Jos louhitaan kohteiden välisiä korrelaatioita, karsitaan hälytysdatasta sellai-
set hälytykset, joista tiedetään etteivät niiden kuvaamat ongelmat vaikuta muihin kohteisiin.
Esimerkiksi palvelimen tuulettimen hajoaminen ei tyypillisesti vaikuta muihin laitetilan
laitteisiin, joten siitä kertovat hälytykset ovat potentiaalisesti karsittavia hälytyksiä. Toi-
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saalta tuulettimen hajoamisen aiheuttamat seuraamukset palvelimessa usein vaikuttavat
välillisesti palvelimen ulkopuolelle: palvelimen ylikuumeneminen ja vikaantuminen saattaa
aiheuttaa kuormaa varapalvelimille tai palvelun alasmenon. Hälytysten, joilla ei ajatella
olevan kohteiden välisiä vaikutuksia, karsimisessa on oltava varovainen. Jos tarjolla on edes
karkeaa tietoa hälytyksien kohteiden verkkotopologisista tai sijaintitiedollisista suhteista,
voi hälytysdataa jakaa useaan louhittavaan sekvenssiin niiden perusteella. Esimerkiksi
eri puolilla maata sijaitsevien kohteiden hälytykset eivät voi korreloida keskenään, joten
hälytykset voi jakaa maantieteellisesti ja louhia erikseen. Maantieteelliseen sijaintitietoon
perustuvan jakorajan lähistöllä sijaitsevien kohteiden hälytykset on syytä sijoittaa rajan
molemmin puolisiin sekvensseihin, ellei ole muista syistä selvää, ettei vaikutusta laaditun
rajan yli ole.
Mannila et al. [MTV97] testasivat algoritmiaan Pentium 166 Mhz tietokoneella, jossa oli
32 megatavua keskusmuistia. Lähdedata, eli hälytyssekvenssi, oli tallennettuna tekstitiedos-
toon. Hälytysdata sisälsi 73679 hälytystä yhteensä 7 viikon ajalta. Erilaisia hälytystyyppejä
oli 287 kappaletta. Keskimäärin hälytyksiä oli noin yksi minuuttia kohden. Todellisuudessa
hälytykset esiintyivät sekvenssissä purskeina, huippuna 40 hälytystä sekunnissa. Purskei-
nen data on työläämpää louhia, koska kombinaatioiden määrä kasvaa eksponentiaalisesti
hälytysmäärän kasvaessa, ja purskeina hälytyksiä mahtuu yksittäisiin aikaikkunoihin enem-
män kuin tasaisella hajonnalla. Toisaalta datan purskeisuus on tyypillisesti osoitus datan
keskinäisistä korrelaatioista.
Mannila et al. [MTV97] louhivat sarjallisia ja injektiivisiä rinnakkaisia tapahtumaketju-
ja. Numeerista tietoa louhinnan suorituksista eri minimitukiarvoilla on esitetty taulukoissa 2
ja 3. Taulukossa 2 on sarjallisten tapahtumaketjujen louhinnan tuloksia ja taulukossa 3 in-
jektiivisten rinnakkaisten tapahtumaketjujen. Kaikissa suorituksissa käytettiin 60 sekunnin
aikaikkunaa.
Louhinnan tuloksissa on kolme kiinnostavaa ominaisuutta: löydettyjen sääntöjen määrä,
louhinnan kesto ja suoritukseen käytettyjen iteraatioiden määrä. Kaikkiin vaikuttaa etukä-
teen valitut louhinnan parametrit, kuten minimituki ja aikaikkunan pituus. Aikaikkunan
pituuden ollessa tuloksissa vakio, tulosmäärät muuttuvat valitun minimituen mukaan. Lou-
hinnan suoritusajat ovat kaikissa minimitukivalinnoissa pysyneet maltillisina. 7 viikon datan
käsittelyyn noin 11 minuuttia pisimmässä skenaariossa on lyhyt aika. Minimitukiraja-arvoa
kasvatettaessa algoritmin suorittamien iteraatioiden määrä vähenee, toistuvaksi todettujen
tapahtumaketjujen määrä vähenee ja louhinnan suoritusaika lyhenee. Esitellyt kolme teki-
jää ovat sidoksissa toisiinsa. Koska Apriori-algoritmissä jokaisella iteraatiolla generoitavien
kandidaattijoukkojen pituutta pidennetään yhdellä, on iteraatioiden määrästä pääteltävissä
pisimmän toistuvaksi havaitun tapahtumaketjun pituus. Sarjallisille tapahtumaketjuille
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Minimituki Kandidaatit Säännöt Iteraatiot Kesto (s)
0.001 4528 359 45 680
0.002 2222 151 44 646
0.005 800 48 10 147
0.010 463 22 7 110
0.020 338 10 4 62
0.050 288 1 2 22
0.100 287 0 1 16
Taulukko 2: Sarjallisten tapahtumaketjujen louhinta [MTV97]. Aikaikkunan pituus 60s.
Minimituki Kandidaatit Säännöt Iteraatiot Kesto (s)
0.001 2122 185 5 49
0.002 1193 93 4 48
0.005 520 32 4 34
0.010 366 17 4 34
0.020 308 9 3 19
0.050 287 1 2 15
0.100 287 0 1 14
Taulukko 3: Injektiivisten rinnakkaisten tapahtumaketjujen louhinta [MTV97]. Aikaikkunan
pituus 60s.
pisin löydetty sääntö käyttäen minimitukena arvoa 0,001 on 44 hälytyksen pituinen ja
injektiivisille rinnakkaisille tapahtumaketjuille neljän hälytyksen pituinen. Suoritusajois-
ta huomataan injektiivisten rinnakkaisten tapahtumaketjujen etsinnän olevan verrattain
nopeaa.
Louhitussa hälytysdatassa on kohtalaisen maltillinen määrä hälytyksiä. 7 viikkoa on
hyvä ajan jakso saada aikaan tilasto, johon poikkeukselliset tapahtumat ja tilanteet ta-
soittuvat. Kaikkia harvinaisia ilmiöitä dataan ei tule, mutta koska nimenomaan louhitaan
toistuvia tapahtumia, asialla ei ole merkitystä. 74000 hälytystä 7 viikon ajalta tarkoittaa
keskimäärin noin 63 hälytystä tuntia kohden. Hälytysmäärästä voi päätellä valvottavan
verkon olevan nykymittapuulla pieni. Riippuen siitä kuinka herkästi kyseisen tekniikan
laitteet hälytysviestejä lähettävät, voi verkon kooksi arvioida kymmenien, satojen, tai
korkeintaan muutamien tuhansien laitteiden verkon. Teleoperaattorin verkossa on nykyään
tyypillisesti tuhansista satoihin tuhansiin erilaisiin kohteisiin, jos kaikki erilaiset teleope-
raattorin valvomat tekniikat lasketaan yhteen. Teleoperaattorin nykyverkolla hälytyksiä
kertyy verkosta sadoista tuhansista miljooniin päivässä. Kaikkia teleoperaattorin hälytyksiä
ei kuitenkaan kannata louhia yhdessä, sillä kaikki tekniikat eivät ole keskenään riippuvuus-
suhteissa. Joka tapauksessa yhdenkin tekniikan hälytysmääräksi 74000 hälytystä 7 viikolle
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edustaa määrällisesti kohtalaisen pientä ja maltillisesti hälytyksiä lähettelevää laitekantaa.
Koska nykypäivänä hälytyksiä tulee huomattavasti tiheämpää tahtia, ovat louhinnan
suorituskykyvaatimukset kasvaneet. Kuten aiemmin on esitetty, louhinnan kesto kasvaa
kombinaatioiden määrän kasvaessa. Kombinaatioiden määrä kasvaa eksponentiaalisesti
hälytysten määrän kasvaessa aikaikkunaa kohden. Hälytysten määrään aikaikkunassa
vaikuttaa hälytysten esiintymistiheyden lisäksi valittu aikaikkunan pituus. Aikaikkunan
pituudeksi oli valittu kokeissa kaikkiin louhintaskenaarioihin 60 sekuntia. Olisi ollut kiinnos-
tavaa nähdä tulosten lisäksi oma taulukointi kiinteällä minimituella aikaikkunan pituuden
vaikutuksesta louhinnan kestoon käytännössä. Ennustavat mallit, joissa yksi tapahtuma
johtaa viipeellä toiseen, eivät usein mahdu 60 sekunnin aikaikkunaan. Malleja, jotka eivät
mahdu valittuun aikaikkunaan, ei algoritmillä löydy. Mannila et al. [MTV97] eivät perustel-
leet aikaikkunavalintaansa. Käytetty 60 sekunnin aikaikkuna on lyhyytensä takia huonon
ennustamiskyvyn lisäksi altis mahdollisille viiveille hälytysten välityksessä. Valittu lyhyt
aikaikkuna on tehokas havaitsemaan kuvaavia malleja, joissa tyypillisesti tapahtumaikkuna
on lyhyt. Lyhyellä aikaikkunalla havaitaan esimerkiksi ilmiöt, joissa yksi vika aiheuttaa
välittömästi vaikutuksena useita hälytyksiä verkossa. Lyhyellä aikaikkunalla louhituista
säännöistä saa esimerkiksi korrelointisääntöjä, jotka suodattavat vastaavan tapahtumaket-
jun vaikutuksista johtuvat hälytykset tai yhdistävät hälytykset yhteen. Valittu aikaikkuna
on tuskin tutkijaryhmän suositus, vaan valittu kokeilutyyppisesti kokeita varten. Olisi silti
ollut kiinnostavaa nähdä algoritmin louhinta-aikoja pidemmilläkin aikaikkunoilla.
Koska algoritmi luo transaktiot peräkkäisistä hälytyksistä, on suorituskyvyllisesti tärke-
ää että hälytysdata on järjestettynä aikajärjestykseen. Louhittava hälytysdata oli tallennet-
tuna tavalliseen tekstitiedostoon. Tietokannan käyttö ei olisi tehostanut louhintaa, koska
algoritmi lukee dataa järjestyksessä alusta loppuun. Valikoivia hakuja, joissa tietokanta
on tekstitiedostoa parempi, ei hälytysdatalle tehdä. Algoritmin suorituskykyä paransi
hälytysdatan mahtuminen keskusmuistiin.
Hou et al. [HZ08] testasivat EW-WINEPI-algoritmiaan sähköyhtiön verkonvalvonnan
hälytysdatalla. Hälytysdataa oli kerätty kolmen kuukauden ajalta 158408 hälytystä. He lou-
hivat hälytysdataa käyttäen 10 ja 20 sekunnin aikaikkunoita. Päätellen keräyksen pitkästä
aikajaksosta suhteessa sen sisältämien hälytysten määrään, hälytyksiä oli louhittavassa hä-
lytyssekvenssissä kohtalaisen harvassa verrattuna nykypäivän teleoperaattoriympäristöön,
kuten Mannila et al. [MTV97] kokeissa. Testeissä käytetyt lyhyet aikaikkunat yhdessä
harvan datan kanssa ylikorostavat tyhjien ikkunoiden poistamisen hyödyllisyyttä.
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4.3 Louhinta nykypäivän hälytysdatasta
Tutkin kokeellisesti WINEPI- [MTV97] ja EW-WINEPI-algoritmin [HZ08] taustalla olevia
teorioita. Kokeiden päätavoitteena oli tutkia toistuvien tapahtumien louhintaa, hälytysda-
tan transaktionalisointia ja algoritmien suorituskykyjä. Toistuvien tapahtumien louhintatut-
kimuksen tavoite oli selvittää löytyykö teleoperaattorin hälytysdatasta hyödyllisiä toistuvia
tapahtumaketjuja. Hälytysdatan transaktionalisoinnista oli tavoitteena tutkia muunnoksen
vaikutusta hälytysdatan luonteeseen ja louhintatuloksiin. Lisäksi transaktionalisoinnin
parametroinnista oli tavoite tutkia eri aikaikkunan pituusvalintojen vaikutusta louhin-
nan suorituskykyyn, muistin käyttöön ja tulosten laatuun. Algoritmien suorituskyvystä
oli tavoitteena tutkia Aprioriin perustuvan algoritmin suorituskykyä nykypäivän teleope-
raattoriympäristön hälytysmäärillä sekä EW-WINEPI-algoritmin suorituskykyparannusta
suhteessa WINEPI-algoritmiin.
Tutkimuksessa käytin teleoperaattorin verkosta keräämääni hälytysdataa. Keräämäni
hälytysdata sisälsi kahden kiinteistövalvontajärjestelmän yhdistetyn hälytysdatasekvens-
sin 41 vuorokauden ajalta ja mobiiliverkon hälytysdatasekvenssin 15 vuorokauden ajalta.
Kiinteistövalvonnan sekvenssissä oli 33706 hälytystä ja mobiiliverkon hälytyssekvenssissä
760198 hälytystä. Kiinteistöhälytysten pidemmästä keräysjaksosta huolimatta kiinteistöhä-
lytyksiä kertyi selvästi mobiilihälytyksiä vähemmän. Hälytysten saapumistiheydet olivat
keskimäärin kiinteistövalvonnassa 34 hälytystä tunnissa ja mobiiliverkonvalvonnassa 2111
hälytystä tunnissa. Kiinteistövalvontadata kattoi tietynlaisia kiinteistökohteita muutamas-
sa maakunnassa. Yhteensä kyseiset kiinteistövalvonnat kattoivat noin 2500 valvottavaa
kohdetta. Mobiiliverkon valvontadata kattoi teleoperaattorin lähes kaikki tukiasemat koko
maassa.
Kuvissa 12 ja 13 on visualisoituna viikon otannat keräämistäni kiinteistövalvonnan ja
mobiiliverkonvalvonnan hälytysdatojen hälytysmääristä. Kuvista näkee hälytysmäärien eri
kokoluokan ja molemmille datoille epätasaisen mutta itseään toistavan hälytyskäyttäytymi-
sen. Kiinteistövalvontadatassa hälytykset painottuvat selvästi loppuvuorokauteen ja yöhön.
Mobiiliverkon hälytysdatassa on voimakkaita hälytysmääräpiikkejä päivisin.
Valitsin kiinteistövalvontadatan tutkimuksiini, koska sen hälytystiheys oli samaa luokkaa
kuin Mannilan et al. [MTV97] ja Hou et al. [HZ08] kokeissa. Tarkoitukseni oli samankaltaista
hälytysdataa louhimalla päivittää heidän kokeittensa tulokset vastaamaan nykypäivän
tietokoneiden suorituskyvyä. Mobiiliverkonvalvontadatan valitsin tutkimuksiini, koska sen
hälytystiheys oli selvästi suurempi kuin Mannilan et al. [MTV97] ja Hou et al. [HZ08]
kokeissa käytettyjen datojen ja siksi louhinnalle haastavampaa. Tarkoitukseni oli päivittää
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Kuva 13: Mobiiliverkon hälytysmäärien käyttäytyminen viikon ajalta
Hälytysdatasta oli tavoitteena louhia toistuvia joukkoja ja assosiaatiosääntöjä. Käyttä-
mälläni louhintamenetelmällä ne vastaisivat Mannila et al. [MTV97] WINEPI-algoritmia
varten määrittelemää käsitettä injektiiviset rinnakkaiset tapahtumaketjut. WINEPI- ja
EW-WINEPI-algoritmeistä ei löytynyt Internetistä valmiita toteutuksia. En toteuttanut
WINEPI-algoritmiä, vaan käytin louhintaan julkisessa jakelussa olevaa Christian Borgel-
tin [BK02] valmista Apriori-toteutusta. WINEPI-algoritmi transaktionalisoi hälytysdatan,
mutta muutoin mukailee Apriori-algoritmin logiikkaa. Jotta hälytysdatan louhiminen Bor-
geltin Apriori-toteutuksella oli mahdollista, oli hälytysdata transaktionalisoitava erillisenä
työvaiheena ennen datan louhimista Apriorilla. Toteutin hälytysdatan transaktionalisointia
varten sovelluksen Transwindows. Sovellus ottaa parametrinään hälytyssekvenssin sisältä-
vän tiedoston, tulostiedoston nimen transaktioiden tallennusta varten, sekä transaktion
aikaikkunan pituuden. Toteutuksestani poiketen, WINEPI-algoritmissa aikaikkunat muo-
dostetaan jokaisella iteraatiolla louhinnan edetessä. Lopullinen sovelluspakettini ei aivan
vastaa tässä suhteessa WINEPI-algoritmiä, mutta perusidea hälytysdatan louhinnasta
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assosiaatiosäännöiksi noudattaa samaa teoriaa ja toimintalogiikkaa. Esimerkiksi louhin-
tatulokset ovat menetelmillä identtiset. Käyttämäni välivaiheistettu menetelmä hukkaa
yhden louhintasuorituksen näkökulmasta resursseja suhteessa WINEPI-algoritmiin, koska
transaktiodata kirjoitetaan levylle transaktionalisointivaiheessa ja luetaan muistiin louhin-
tavaiheessa. Toisaalta käyttämäni välivaiheistus säästää resursseja, jos louhintaa toistetaan
vaihtaen muita louhinnan parametrejä kuin aikaikkunaa, koska transaktionalisointiosuutta
ei tarvitse suorittaa uudelleen.
4.3.1 Hälytysdatan keräys ja esikäsittely
Mobiiliverkon- ja kiinteistövalvonnan hälytykset välittyivät valvontajärjestelmien välillä
SNMP-sanomin (engl. SNMP trap). Keräsin viestit verkonvalvontaympäristöä muutta-
matta tcpdump-sovelluksella TCP-liikenteen seasta. Toteutin sovelluksen, joka muuntaa
tcpdump-sovelluksen syötteen SNMP-sanomia sisältävästä TCP-pakettiliikenteestä sel-
kokielisiksi yhden rivin hälytyksiksi tekstitiedostoon. Kukin valvontajärjestelmä lähetti
hälytykset eri formaateissa. Toisin sanoen kunkin järjestelmän lähettämät SNMP-sanomat
sisälsivät keskenään hieman erilaista tietoa ja eri tietokentissä. Ohjelmoin sovellukseni
tunnistamaan eri hälytysformaatit toisistaan ja määritin tulkinnan kullekin formaatille
hälytyksen tärkeistä tietokentistä. Valitsin tärkeiksi tietokentiksi aikaleiman, vakavuuden,
hälytysviestin ja hälyttävän kohteen tai laitteen tunnisteen. Hälytysviesti toimi hälytystyy-
pin tunnisteena. Tulostiedoston sisältö oli sovellukseni suorituksen jälkeen täsmällisessä
formaatissa oleva hälytysssekvenssi.
Hälytysdataa läpikäymällä havaitsin keräämässäni hälytysdatassa joitakin louhintaa
vaikeuttavia ongelmia, joten tein hälytysdatalle datan puhdistamista parantaakseni lou-
hintatuloksia. Toistin puhdistamista iteratiivisena prosessina yhdessä datan transaktio-
nalisoinnin ja louhinnan kanssa. Osan datan ongelmista havaitsi dataa läpikäymällä heti,
mutta osan havaitsi vasta tuloksista yhden tai jopa usean esikäsittely-louhinta-iteraation
tuloksena.
Yksi hälytysdatan ongelmista oli esimerkiksi hälytysten keräyksessä käyttämäni tcpdump-
sovelluksen puuttuva merkistötuki skandinaavisille kirjaimille. Skandinaaviset kirjaimet
aiheuttivat koko hälytyskentän sisällön esiintymisen heksamerkkijonona lokitiedostossa,
joten hälytysten sisältöä oli vaikea tulkita. Hälytysdatan keräys osui talviaikaan siirtymi-
seen. TCP-loki oli kerätty käyttäen käyttöjärjestelmän Suomen ajassa olevaa kellonaikaa.
Hälytysten aikaleimat hyppäsivät kesken hälytyssekvenssin tunnin taaksepäin, joten häly-
tysten aikaleimat eivät enää kuvanneet hälytysten saapumisjärjestystä oikein. Hälytysten
hälytystyyppien kirjoitusasuissa oli epäjohdonmukaisuuksia. Keskenään saman tyyppiset
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hälytykset olivat välillä esimerkiksi tekstillä ”syncronization” ja välillä ”syncronisation”.
Vaikein esikäsittelyyn liittyvä ongelma, joka tuli esiin lähinnä mobiiliverkon häly-
tysdatan kanssa, oli hälytysdatassa jatkuvasti toistuvat hälytykset. Jatkuvasti toistuvia
hälytyksiä esiintyi kahdesta syystä. Ensimmäinen syy oli, että osa kohteista lähetti tois-
tuvasti samaa hälytystä, joko välissä tulevan kuittausviestin kanssa tai ilman. Toinen
syy oli jokin verkon tasolla toistuva ilmiö, joka sai jokaisella toistumiskerrallaan usean
laitteen lähettämään hälytyksiä yhtäaikaa. Koska louhinta kohdistuu nimenomaan toistu-
viin tapahtumiin, jatkuvasti toistuvat hälytykset dominoivat tuloksia. Jatkuvasti toistuvat
hälytykset esiintyivät kaikissa tulosjoukoissa. Jatkuvasti toistuvista hälytyksistä tuli esi-
merkiksi kaikkien assosiaatiosääntöjen johtopäätös, vaikka säännön hälytyksillä ei oikeasti
ollut mitään tekemistä keskenään. Suurella minimituella tuloksissa oli pelkkiä jatkuvasti
toistuvia hälytyksiä. Minimitukea pienentämällä tuloksiin sai ”tavallisia” hälytyksiä mu-
kaan, mutta jatkuvasti toistuvat hälytykset valtasivat ja sotkivat kaikki säännöt. Toisaalta
pienempi minimituki entisestään voimisti jatkuvasti toistuvien hälytysten kombinoitumista
keskenään, jolloin muut hälytykset hävisivät entistä suurempaan tulosmassaan.
Kaikkein ongelmallisimpia olivat sellaiset jatkuvasti toistuvat hälytykset, joita tuli
satunnaisin väliajoin usealta laitteelta yhtäaikaa. Seurauksena ne kaikki osuivat keske-
nään samoihin transaktioihin, mikä kasvatti niiden kombinoitumista erilaisiksi säännöiksi
merkittävästi. Syy hälytysten purskeisuuteen saattoi olla esimerkiksi hallintajärjestelmän
uudelleenkäynnistys. Koska hälytyksiä tuli muutaman sekunnin aikaikkunassa kymmeniä,
mikä WINEPI-algoritmin transaktionalisointimenetelmällä tuotti monta kyseiset hälytykset
sisältävää transaktiota jo yksittäisenä tapahtumana, ilmiön toistuessa vielä useita kertoja,
tuotti se tuloksiin ison määrän erilaisia kombinaatioita hälytyksistä.
Kuvassa 14 on erään mobiiliverkon hälytystyypin ”Hälytystyyppi 1” esiintymismäärät
histogrammina. Kuvassa näkyy hälytyksen purskeinen klusteroitunut esiintyminen, mikä
oli pääsyy kyseisen hälytyksen voimakkaaseen esiintymiseen tulossäännöissä. Hälytyksiä
esiintyi yhtäaikaa usealta laitteelta. Hälytystyypin hälytykset muodostivat keskenään
runsaasti sääntöjä kombinoituen muun muassa keskenään. Kyseinen hälytystyyppi esiintyi
esimerkiksi lähes kaikissa 60 sekunnin aikaikkunalla louhituissa yli kuuden hälytyksen
säännöissä.
Mielenkiintoisena vertailukohtana ”Hälytystyyppi 1”-hälytyksen käyttäytymiselle on
toisen mobiiliverkon hälytyksen, ”Hälytystyyppi 2”, käyttäytyminen. Vaikka ”Hälytystyyp-
pi 2”-hälytys (9043 kpl) esiintyi hälytysdatassa useammin kuin ”Hälytystyyppi 1”-hälytys
(7857 kpl), esiintyi ”Hälytystyyppi 2”-hälytys louhintatuloksissa huomattavasti harvemmin.
Kuten hälytyksen käyttäytymistä esittämästä kuvasta 15 nähdään, oli ”Hälytystyyppi











Päivä 1 Päivä 2 Päivä 3 Päivä 4 Päivä 5 Päivä 6 Päivä 7 Päivä 8










Päivä 1 Päivä 2 Päivä 3 Päivä 4 Päivä 5 Päivä 6 Päivä 7 Päivä 8
Kuva 15: Mobiiliverkon ”Hälytystyyppi 2”-hälytyksen esiintyminen viikon ajalta
muodostanut isoja transaktioita ja joukkojen kombinatoriikka pysyi maltillisena louhinnas-
sa.
Jatkuvasti toistuvia hälytyksiä piti karsia useassa iteraatiossa. Karsinnan jälkeen suhteel-
linen minimituki muuttui hälytysdataan jääneille hälytyksille radikaalisti. Uudet aiemmin
tuloksista puuttuneet jatkuvasti toistuvat hälytykset tuntuivat valtaavan kaikki mallit jo
karsittujen tapaan. Datassa olikin eri tasoisia jatkuvasti toistuvia hälytyksiä. Mitään selvää
rajaa karsinnalle ei tuntunut olevan. Mitä enemmän karsi, sen parempia tulosmalleja sai,
mutta aina tuloksiin jäi jatkuvasti toistuvista hälytyksistä voimakkaasti häiriötä. Jatkuvas-
ti toistuvien hälytysten karsinta hälytysdatasta vähensi hälytysten määrää paljon, mikä
nopeutti merkittävästi louhintaa. Työssä esitetyt louhinta-ajat pätevät karsimattomaan
hälytysdataan. Osa esitellyistä tulosmalleista on saatu karsitusta datasta.
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4.3.2 Hälytysdatan transaktionalisointi
Transwindows-sovelluksen perusajatus on kuvattu algoritmissä 1. Algoritmi käy läpi jo-
kaisen sekunnin hälytyssekvenssin ensimmäisen ja viimeisen hälytyksen väliltä generoiden
jokaisesta transaktion. Kuten Mannila et al. [MTV97] ehdottivat, transaktioita generoidaan
lisäksi alkuun aikaikkunan pituuden verran, jotta hälytyssekvenssin päissä olevat hälytyk-
set generoidaan yhtä moneen transaktioon kuin sekvenssin keskellä olevat. Käytännössä
ensimmäinen transaktio sisältää vain ensimmäisen hälytyksen, ja viimeinen transaktio
viimeisen hälytyksen. Jos generoitu transaktio ei sisällä yhtäkään hälytystä, sitä ei tallen-
neta vastaavasti kuin EW-WINEPI-algoritmissa [HZ08]. Ehtolause tyhjien transaktioiden
karsimiseen on algoritmissä rivillä 17.
Algoritmi 1 TransWindows
1: Parametrit: hälytyssekvenssi S, aikaikkunan pituus Win.
2: Palauttaa: kaikki epätyhjät transaktiot
3: function TransWindows(S, Win)
4: all_transactions← ∅
5: Ts← timestamp of the first alarm in S
6: Te← timestamp of the last alarm in S
7: alarmsets_in_window ← queue(∅)
8: for window_start← (Ts−Win− 1) to Te do
9: window_end← window_start+Win
10: transaction← ∅
11: new_alarms← all alarms with timestamp window_end
12: alarmsets_in_window.push( new_alarms )
13: if alarmsets_in_window.size > Win then
14: alarmsets_in_window.pop()
15: end if
16: transaction← alarms ∈ alarmsets_in_window
17: if transaction 6= ∅ then





Transaktionalisoinnin yhteydessä hälytyksistä karsittiin aikaleimat pois. Aikaleima oli
olennainen hälytysten jakamisessa transaktioihin, mutta muuta käyttöarvoa en kokenut
sillä olevan. Muodostin useita transaktiodatoja erilaisten mallien etsintää varten. Osasta
datoista karsin kohdetunnisteen pois ja osasta karsin kuittausviestit pois. Kohdetunnisteen
käyttäminen louhinnassa on käsitelty tarkemmin luvussa 4.2. Kuittausviestien käyttämi-
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Win Tyhjät ikkunat Epätyhjät ikkunat Muistin käyttö Suoritusaika Tulostied. koko
60 2363133 (67%) 1181860 21 Mt 22 s 94 Mt
120 2031363 (57%) 1513690 21 Mt 38 s 187 Mt
240 1722645 (49%) 1822528 21 Mt 77 s 375 Mt
300 1626705 (46%) 1918528 21 Mt 91 s 469 Mt
600 1328867 (37%) 2216666 21 Mt 168 s 939 Mt
Taulukko 4: Kiinteistövalvontahälytysten transaktionalisointi
sellä havaitaan hälytys- ja kuittausviestien välisiä malleja, esimerkiksi nopeasti itsensä
kuittaavista hälytyksistä. Kuittausviestit karsimalla tuloksista karsiutuvat pois hälytysten
ja kuittausviestien väliset korrelaatiot, jolloin tuloksista erottuvat paremmin eri hälytysten
väliset mallit.
Taulukkoon 4 on listattu ajonaikaisia tietoja kiinteistöhälytysten transaktionalisoin-
neista eri aikaikkunapituuksilla. Tyhjien ikkunoiden osuus kaikista transaktioista vaihteli
taulukkoon listatuissa transaktionalisoinneissa 67 prosentista 37 prosenttiin, joten niiden
karsinta vähentää merkittävästi transaktioiden määrää. Tyhjät transaktiot vievät tulostie-
dostosta tilaa rivinvaihtomerkin verran. Säästö tulostiedoston koossa on tyhjien ikkunoiden
määrä tavuja. Taulukon 4 tapauksessa yhdestä kahteen megatavua. Tulostiedostojen koon
vaihdellessa sadasta megatavusta gigatavuun, on saavutettu muutaman megatavun säästö
merkityksetön. Louhintaan kulunut suoritusaika kasvaa lähes, mutta ei aivan lineaarisesti
aikaikkunan pidetessä. Algoritmin suorituskyky siis hieman paranee ikkunan pidetessä.
Syy voi olla osittain lähdetiedoston lukemiseen kuluneen ajan merkityksen pieneneminen.
Lähdetiedosto on kaikilla suorituksilla sama, joten sen lukemiseen käytetty aika on va-
kio kaikille suorituksille. Suorituskyvystä ja tulostiedoston koosta on laskettavissa, että
algoritmin suoritusteho on kiinteistöhälytysdatalla 4,3–5,6 Mt/s aikaikkunavalinnasta riip-
puen, suoritustehon parantuessa pidemmällä aikaikkunalla. Muistin käyttö on vakio 21
megatavua kaikissa suorituksissa.
Taulukkossa 5 on listattuna vastaavasti mobiiliverkon hälytysdatan transaktionalisoin-
nin suoritustiedot. Tyhjien ikkunoiden osuus oli kaikilla aikaikkunavalinnoilla mitätön, josta
voi päätellä ettei lähdedatassa ole juurikaan yli minuutin pituisia taukoja. Seurauksena
EW-WINEPI-optimointi ei tee merkittävää muutosta lopputulokseen mistään näkökul-
masta. Muistin käyttö oli lähes vakio 353–355 Mt. Suoritusaika kasvaa lähes lineaarisesti,
kuten kiinteistövalvontadatankin transaktionalisoinnissa. Mobiilidatalla suoritusteho on
merkittävästi parempi kuin kiinteistövalvontadatalla, jopa 70,5–85,4 Mt/s. Käytännössä
käyttöjärjestelmän tarjoamien levynkäyttötietojen perusteella tulostiedoston kirjoitusno-
peus levylle hipoi perinteisen kiintolevyn äärirajoja. Kokeilin transaktionalisointia nopealla
SSD-levyllä selvittääkseni kärsikö algoritmin suoritusteho kiintolevyn hitaudesta, mutta
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Win Tyhjät ikkunat Epätyhjät ikkunat Muistin käyttö Suoritusaika Tulostied. koko
60 2387 (0,2%) 1288224 353 Mt 42 s 2961 Mt
120 1773 (0,1%) 1288898 353 Mt 74 s 5923 Mt
240 1609 (0,1%) 1289182 354 Mt 140 s 11846 Mt
300 1549 (0,1%) 1289302 354 Mt 170 s 14807 Mt
600 1249 (0,1%) 1289902 355 Mt 347 s 29615 Mt
Taulukko 5: Mobiiliverkon hälytysten transaktionalisointi
Min.t. Toist.jouk. Suurin j. Trans.luku Louhinta Tied.kirj. Tulostied. Kok.suor.aika Muistia Ilman EW
10 % 9 2 1,17 s 0,00 s 0,00 s 703 t 1,33 s 81 Mt 1,57 s
1 % 178 4 1,15 s 0,00 s 0,00 s 21 kt 1,33 s 81 Mt 1,57 s
0,1 % 2281 6 1,15 s 0,01 s 0,00 s 381 kt 1,34 s 82 Mt 1,59 s
0,01 % 30822 11 1,17 s 0,04 s 0,02 s 6,5 Mt 1,39 s 81 Mt 1,66 s
0,001 % 12846841 23 1,16 s 0,18 s 52,84 s 5,8 Gt 54,71 s 82 Mt 55,14 s
0,0001 % 16956236 23 1,16 s 0,20 s 83,37 s 8,1 Gt 85,55 s 81 Mt 85,55 s
0,0 % 18033981 23 1,16 s 0,20 s 88,65 s 8,5 Gt 90,61 s 83 Mt 91,49 s
Taulukko 6: Kiinteistöhälytysten Apriori-louhinta aikaikkunalla 120s
SSD-levyn käyttö ei merkittävästi parantanut suoritusaikaa.
Toisistaan merkittävästi eroavilla kiinteistövalvonta- ja mobiiliverkon hälytysdatalla
tekemieni transaktionalisointien perusteella muistinkäyttö on tulosten perusteella sidoksissa
lähdedatan kokoon. Suoritusajat vaikuttavat olevan sidoksissa lähdedatan koon lisäksi valit-
tuun aikaikkunapituuteen lähes lineaarisesti. Tulostiedostojen koot kasvoivat lineaarisesti
aikaikkunan pituuden kasvaessa. Kiinteistö- ja mobiilihälytysdatojen transaktionalisoinnin
merkittävät suoritustehoeroavaisuudet johtuvat eri pituisesta hälytysten keräämisajasta.
Koska transaktionalisointi etenee keräämisajan alusta loppuun 1 sekunti kerrallaan, on
läpikäytäviä iteraatioita kiinteistödatassa huomattavasti enemmän kalenteriajallisesti pi-
demmän hälytyssekvenssin johdosta. Suoritusteho on siis sitä parempi, mitä tiheämmässä
hälytyssekvenssissä on hälytyksiä.
4.3.3 Transaktiodatan louhinnan suorituskyky
Louhinnan suorituskykyä testatessani, louhin Apriori-algoritmillä 120 sekunnin aikaik-
kunalla transaktionalisoimani kiinteistö- ja mobiilihälytysdatat. Valitsin 120 sekunnin
aikaikkunan pituudeksi, sen ollessa Mannila et al. [MTV97] käyttämää 60 sekuntia puolet
pidempi ja siten monta kertaa kombinatorisesti haastavampi. Kokemuksieni mukaan se
kattaa 60 sekunnin aikaikkunaa paremmin erilaisia tapahtumaketjuja hälytysdatassa. Lou-
hin datoja useaan kertaan eri suuruisilla minimituilla. Transaktionalisoinnissa olin karsinut
tyhjät transaktiot. Taulukoissa 6 ja 7 ovat kiinteistöhälytysten ja mobiiliverkon hälytysten
louhintojen suoritustiedot eri minimitukivalinnoillani.
Taulukossa 6 ovat kiinteistöhälytysdatan louhinnan suoritustiedot. Transaktiodatan
tiedostokoko oli 187 megatavua. Tuloksissa näkyy löydettyjen toistuvien joukkojen eks-
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Min.t. Toist.jouk. Suurin j. Trans.luku Louhinta Tied.kirj. Tulostied. Kok.suor.aika Muistia
50 % 9 3 1 min 0 s 0 s 1 kt 61 s 378 Mt
20 % 259 6 1 min 0,1 s 0 s 53 kt 64 s 378 Mt
10 % 2063 9 1 min 1,8 s 0 s 511 kt 66 s 378 Mt
1 % 915397 15 1 min 114 s 0,94 s 355 Mt 149 s 378 Mt
0,5 % 5989546 17 1 min 468 s 17,84 s 2,58 Gt 521 s 378 Mt
0,25 % 36.607.917 18 1 min 29 min 198,51 s 17,4 Gt 1982 s 920 Mt
0,1 % 517169339 – 1 min 2h 40min – >50 Gt – 7824 Mt
Taulukko 7: Mobiilihälytysten Apriori-louhinta aikaikkunalla 120s
ponentiaalinen kasvu minimitukea pienennettäessä. Samalla kasvaa tulostiedoston koko.
Minimitukivalintojen 0,001 ja 0,0001 välillä löydettyjen toistuvien joukkojen määrän kasvu
on hidastunut, koska tulokset kattavat suurimman osan kaikista mahdollisista joukois-
ta, joita lähdedatasta voi saada valitulla aikaikkunan pituudella. Lopulta asettamalla
minimituki nollaan, nähdään tulosmäärästä että datasta on löydettävissä 120 sekunnin
aikaikkunakoolla yhteensä 18 miljoonaa eri pituista joukkoa. Suurin joukko sisältää 23 hä-
lytystä, mikä on samalla transaktiodatan suurimman transaktion koko. Huomion arvoista
tuloksissa on, että toistuvien joukkojen louhinta kestää kaikissa tapauksissa olemattoman
ajan. Isoilla tulosjoukoilla tulostiedoston kirjoittaminen kiintolevylle vei suurimman osan
suoritusajasta. Sarakkeessa ”Ilman EW” on vastaavat kokonaissuoritusajat ilman WINEPI-
EW-optimointia, eli datassa on mukana tyhjät ikkunat. Koska tyhjien ikkunoiden karsinta
muuttaa suhteellista minimitukea, muutin minimitukea vastaavasti. Minimituki tyhjät
ikkunat sisältävälle datalle karsitun datan minimitukea vastaavaksi saadaan: minimituki *
epätyhjien ikkunoiden määrä / kaikkien ikkunoiden määrä.
Taulukossa 7 ovat mobiiliverkonvalvontadatan louhinnan suoritustiedot. Lähdedataksi
loin transaktiodatan 120 sekunnin aikaikkunalla ilman tyhjiä ikkunoita. Transaktiodatan
tiedostokoko oli 5,8 gigatavua. Koska mobiiliverkonvalvontadata on käytettyä kiinteis-
tövalvontadataa tiheämpää, on datasta generoitavissa huomattavasti enemmän malleja
samalla aikaikkunakoolla. Suuren lähdedatan johdosta louhinta-ajat ovat merkittävästi
isommat tuotettua mallia kohden kuin kiinteistödatalla. Pienillä tulosjoukoilla louhinnan
kokonaissuoritusajasta vie merkittävän osuuden suuren lähdedatan lukeminen ja pakkaami-
nen muistiin ennen toistuvien joukkojen etsinnän aloittamista. Lähdetiedoston lukeminen
vie minimitukivalinnasta riippumattoman vakioajan jokaisella suorituksella, ja sen osuus
pienenee minimituen pienentyessä, kun louhinta ja tulosten kirjoittaminen vie enemmän
aikaa.
Louhinnassa käyttämäni transaktiodatan pisin transaktio oli 3729 hälytyksen pituinen.
Pitkät transaktiot tuottavat louhinnassa suuren määrän hälytyskombinaatioita, josta seu-
raa louhinnan hidastuminen ja toisaalta tulosjoukon määrän eksponentiaalinen kasvaminen.
Ero mobiilivalvontadatan hälytystiheydellä ja kiinteistödatan tiheydellä on suuri. Siitä huo-
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limatta louhinnan kesto on pienillä ja keskisuurilla tulosmäärillä pieni. Apriori-sovelluksen
muistinkäyttö pysyy kohtuullisena ja kasvaa suureksi vasta hyvin isoilla tulosmäärillä. Tau-
lukon viimeisen suorituksen tulokset eivät mahtuneet levylle, joten suoritus on keskeytetty
tulosten kirjoitusvaiheessa.
WINEPI-algoritmillä olisi suoritusajasta säästetty transaktiodatan lukemiseen kulunut
minuutti, koska transaktiodataa ei kirjoiteta levylle suorituksen missään vaiheessa. Toisaalta,
kuten taulukosta 5 nähdään, mobiiliverkon transaktionalisointi 120 sekunnin aikaikkunalla
kesti 74 sekuntia, joten aikaa louhintavaiheen kokonaissuoritusajasta säästyi noin 14
sekuntia.
Vastaavasti, jos jälkikäsittelyalgoritmi käyttäisi samaa muistia louhinta-algoritmin
kanssa, säästäisi levylle kirjoittamiseen kuluvan ajan, mikä on merkittävän suuri säästö.
Taulukosta 7 nähdään, että pienillä minimituilla levyllekirjoittamiseen kulunut aika on
niin merkittävä, että paljon tuloksia pois suodattavalla jälkikäsittelyllä ajallinen säästö
tulosten levylle kirjoittamisesta ja uudelleen lukemisesta nousee nopeasti suuremmaksi,
kuin koko louhinnan suorittaminen uudelleen. Jälkikäsittelyalgoritmin liittäminen louhinta-
algoritmin kanssa samaan muistialueeseen siten, että levylle kirjoittaminen algoritmien
välissä vältetään, vaikuttaa siis tärkeältä.
Toinen tapa pienentää kiintolevyn lukemiseen ja kirjoittamiseen kuluvaa aikaa on
tiivistää hälytyspresentaatioita esikäsittelyvaiheessa ennen transaktionalisointia, kun da-
ta on vielä mahdollisimman pieni. Koska jälkikäsittelyn jälkeen tuloksia on tyypillisesti
vähäisiä määriä, on tiivisteiden palauttaminen tuloksista alkuperäiseen muotoonsa no-
peaa. Tiivisteiden kääntämisen selkokieliseksi voi tehdä esimerkiksi tuloksia näyttävä
käyttöliittymäsovellus sitä mukaa, kun asiantuntija tuloksia tarkastelee.
4.3.4 Tulosten jälkikäsittely
Tulokset antavat mielikuvan, että Apriori tuottaa nopeasti suuren määrän tuloksia. Mini-
mituella 10% saatiin 2063 tulosjoukkoa louhinta-ajassa 1,8 sekuntia. Onko se määrältään
tarpeeksi jatkotarpeita varten? Tulosjoukot sisältävät suuren osuuden malleja, jotka ovat
kohinaa, erityyppisiä virheellisiä malleja, toisiaan toistavia malleja eri muodoissa, toisten
tulosmallien osajoukkoja, sekä mielenkiinnottomia malleja, koska esimerkiksi ne eivät kos-
ke mitään kiinnostavaa verkon ilmiötä. Tulosten määrää on karsittava jälkikäsittelyllä.
Kun edellä mainitut epätoivotut tulokset karsitaan, romahtavat tulosmäärät murto-osaan.
Havainto Apriori-algoritmin suorituskyvystä tuottaa valtava määrä tuloksia nopeasti osoit-
tautuu vääräksi.
Tein osoituksena Apriorin epävarmasta suorituskyvystä seuraavan kokeilun: louhin
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mobiiliverkon hälytysdatasta assosiaatiosääntöjä minimituella 0,5%. Tulosjoukon koko noin
kuusi miljoonaa sääntöä. Tarkoituksenani oli etsiä datasta varmatoimisia ja kiinnostavia
malleja, jotka esiintyvät harvoin. Toisin sanoen yritin jäljitellä oikean elämän tilannetta
etsimällä malleja, joista asiantuntija on todennäköisesti kiinnostunut ja joita asiantuntijan
on manuaalisesti hälytysdatasta vaikea havaita. Assosiaatiosääntöjen muodostamisesta
tulee louhintaan ajallinen lisäkustannus verrattuna toistuvien joukkojen etsintään. Louhinta
kesti 646 sekuntia, eli vajaat 11 minuuttia. Käytin mallien karsimiseen minimituen lisäksi
kahta kiinnostavuusmetriikkaa: luottamus ja noste. Louhinnan yhteydessä karsin tuloksista
kaikki säännöt, joiden luottamus oli alle 99%, tai noste alle 100. Suuri minimiluottamus ja
-noste eliminoivat tuloksista valheellisia malleja ja kohinaa tehokkaasti. Käyttämäni erittäin
suuri minimiluottamus toisaalta eliminoi sellaiset mallit, jotka eivät aina päde. Valitsemani
suuri miniminoste eliminoi jatkuvasti toistuvista hälytyksistä koostuvat valheelliset säännöt.
Kiinnostavuusmetriikoilla karsimisen lisäksi karsin tuloksista alle kolmen hälytyksen pituiset
säännöt. Tulokseksi tuli 17181 sääntöä.
Luottamuksen, nosteen ja säännön pituuden perusteella tehdyt karsinnat onnistuivat
louhintavaiheessa parametroimalla käyttämääni Apriori-toteutusta. Jälkikäsittelyvaiheessa
karsin tuloksista sellaiset mallit, joissa ei ole yhtäkään vakavaa vikaa kuvaavaa hälytystä
mukana. Käytin karsinnassa listaa hälytysten hälytystyypeistä. Karsinta vähensi tulosjouk-
koa 449 säännöllä. Lopulta karsin tuloksista redundantit mallit. Redundanttina sääntönä
pidin sellaisia sääntöjä, joille löytyi tuloksista ainakin yksi toinen sääntö samalla seuraus-
osalla. Redundanttien mallien karsinta pienensi tulosjoukkoa merkittävästi. Lopullinen
tulosjoukko oli 143 sääntöä. 143 assosiaatiosääntöä 646 sekunnissa asettaa algoritmille
toiveita paremmasta suorituskyvystä.
4.3.5 Löydetyt mallit
Louhin transaktiodatasta toistuvia joukkoja ja korkean luottamuksen assosiaatiosääntöjä.
Louhinnan transaktiodatana käytin eri pituisilla aikaikkunoilla luotuja transaktiodatoja
aiemmin esitelemistäni kiinteistövalvontojen ja mobiiliverkonvalvonnan hälytyssekvens-
seistä. Loin transaktiodatat käyttäen hälytyksistä kenttiä aikaleima, hälyttävä kohde,
hälytystyypin tunniste. Aikaleimaa käytin vain transaktiodatan luomisessa, eli hälytyksistä
tallennettiin transaktioihin vain kohdenimi ja hälytystyyppi. Hälytystyyppi oli kiinteistö-
valvonnan hälytyksissä tekstimuotoinen ja mobiiliverkon hälytysten osalta hälytysnumeron
ja tekstimuotoisen tarkenteen yhdistelmä. Valitsin kohdetunnisteen mukaan louhintaan
kohteiden välisten relaatioiden selvittämistä varten ja jotta pystyn verifioimaan löytynei-
den kohteiden välisten relaatioiden uskottavuutta laitetietokannan osoitetietojan avulla.
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Hälytystyypin valitsin mukaan erottamaan erilaiset viat toisistaan: eri vikatilanteilla on tyy-
pillisesti erilaiset vaikutukset ja eri hälytystyypeillä erilaiset hälytyskäyttäytymismallit. Jos
olisin halunnut etsiä jotain täsmällistä ominaisuutta hälytyssekvenssistä, olisin saattanut
valita vain jomman kumman kentän, mutta koska halusin kattavan läpivalaisun hälytysse-
kvenssien ominaisuuksista, valitsin molemmat kentät. Loin lisäksi kuitenkin täsmällisempää
hälytystyyppien välisten relaatioiden selvittämistä varten yhdet transaktiodatat molem-
mista hälytyssekvensseistä käyttäen vain aikaleimaa ja hälytystyyppiä. Kohdenimen ja
hälytystyypin valinnan dilemmaa käsittelin aiemmin.
Kiinteistövalvontojen transaktiodataan otin mukaan hälytysten lisäksi kuittausviestit.
Valinnan johdosta tulosjoukkoon tuli mukaan hälytysten ja kuittausviestien välisiä malleja.
Mobiiliverkonvalvonnan hälytysdatalle vaikutti hälytyssekvenssiä etukäteen tarkastelemalla
olevan erittäin yleinen ominaisuus, että verkon häiriöt ilmenevät hälytysdatassa toistuvina
hälytys-kuittaus-pareina. Ei ole selvää, miksi on yleistä, että vikaantunut laite lähettää
usein kuittausviestin hälytyksen perään, vaikka vika ei ole tullut kuntoon. Seurauksena
puolestaan kuittausviestin jälkeen laite lähettää pian uuden hälytyksen samasta ongelmasta.
Koska arvioin, että kuittausviestit dataan jättämällä, louhintatulokset olisivat koostuneet
suurilta osin sinänsä pääasiasa mielenkiinnottomista hälytys-kuittauspareista, ja toisaalta
koska mobiiliverkon hälytysdatassa hälytyksiä oli sekvenssissä jo muutenkin todella tiheään,
jätin mobiiliverkon hälytysdatan transaktionalisoinnissa kuittausviestit pois datasta.
Hälyttävän kohteen ja hälytystyypin yhdistelmällä tuloksiksi tuli pääsääntöisesti lait-
teiden välisiä topologisia riippuvuuksia. Esimerkiksi neljälle kiinteistölle yhteisen sähkönja-
kelun katketessa kaikki neljä kiinteistöä hälyttivät. Louhiessa vain hälytystyypillä luotua
transaktiodataa tuloksiksi tuli odotetusti hälytystyyppien välisiä relaatioita. Ilman kohde-
tunnisteita, usein toistuvat hälytystyypit dominoivat tuloksia. Koska kohdetunniste ei ollut
louhinnassa mukana rajoittamassa hälytysten välisten relaatioiden toistuvuuslaskentaa,
usein datassa toistuvien hälytystyyppien tuki transaktioissa kasvoi merkittävästi. Tilan-
netta pahensi vaikeus verifioida ilman kohdenimeä louhittuja tuloksia. Tuloksia oli vaikea
tai mahdoton verifioida, koska hälytyksen kohdenimen puuttuessa ei tuloksista nähnyt
oliko hälytykset samasta vai eri kohteista, eikä laitetietokannan avulla voinut tarkistaa
oliko hälytykset lähettäneillä kohteilla todellista relaatiota vai ei. Jos käyttämäni algo-
ritmitoteutus olisi sisältänyt ominaisuuden sivuuttaa transaktiodatassa mukana olevia
tietokenttiä tukilaskennassa, olisi kohdetunnisteen voinut sisällyttää transaktiodataan ja
tuloksiin verifiointia varten.
Esittelen alla joitakin esimerkkejä kiinteistöhälytysten Apriori-louhinnan muodosta-
mista malleista. Osa malleista on toistuvia joukkoja ja osa assosiaatiosääntöjä. Asso-
siaatiosääntöjen tuki on määritelty säännön edeltäjäosan muodostaman joukon tueksi
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Borgeltin [BK02, Bor15] ehdottamalla tavalla. Vaihtoehdot ja tekemäni valinnan perustelut
on esitelty tarkemmin luvussa 3.3.1.
Esittelemieni mallien hälytykset on ympyröity suluilla. Hälytysten kentät on eroteltu
kaksoispisteellä. Hälytysten kentät ovat hälytystyyppi ja hälyttävä kohde. Eri vakavuus-
luokkaisia hälytyksiä sisältävissä malleissa on kenttien edessä hälytyksen vakavuusluokka.
Vakavuus ”0” tarkoittaa kuittausviestiä saman kohteen saman tyyppiseen hälytykseen,
”1” tai puuttuva numero tarkoittaa hälytystä ja ”2” tarkoittaa poikkeuksellisen vakavaa
hälytystä. Hälytysdatan arkaluontoisuuden vuoksi kohdenimet on muutettu alkuperäisistä.
Assosiaatiosääntöjä esittävissä malleissa on hälytysten lisäksi nuoli osoittamassa ha-
vaittua seuraus-suhdetta. On huomionarvoista, että säännöt eivät ota kantaa hälytysten
alkuperäiseen saapumisjärjestykseen, vaan säännöt on louhittu ilman saapumisjärjestysin-
formaatiota yhden transaktion hälytysten kesken.
Malli #1
(Jännite:himanka-kohde1) (Jännite:himanka-kohde2) (Jännite:kannus-kohde3) → (Jännite:kannus-kohde4)
Ikkuna Tuki Luottamus Noste
60 s 0,0217454 % (257 kpl) 97,7186 % 712,9
Malli 1: Esimerkki kiinteistödatasta löytyneestä mallista.
Malli #2
(Jännite:kalajoki_kohde4) (Jännite:kalajoki_kohde5) (Jännite:kalajoki_kohde6) → (Jännite:kalajoki_kohde7)
Ikkuna Tuki Luottamus Noste
60 s 0,0216608 % (256 kpl) 100% 2188,63
Malli 2: Esimerkki kiinteistödatasta löytyneestä mallista.
Mallit #1 ja #2 ovat assosiaatiosääntöjä ja kuvaavat kiinteistöjen välisiä topologisia
riippuvuuksia. Täsmällisesti tulkiten sääntö tarkoitttaa, että kun mallien kolmen ensimmäi-
sen kohdettä hälyttää jännitehälytystä, mallin neljäs kohde hälyttää mallissa #1 97,7%,
ja mallissa #2 100% todennäköisyydellä samaa hälytystä. Todellisuudessa hälytysten ku-
vaamilla tapahtumilla on tuskin syy-seuraussuhdetta, koska kiinteistöt ovat keskenään
hierarkisesti tasavertaisia, vaan kohteet hälyttävät jännitehälytystä yhtäaikaa jostakin
ulkoisesta tekijästä johtuen. Joko esimerkiksi kiinteistöillä on yhteinen sähkönjakelu, tai
kyseessä on alueelliset sähkökatkot kyseisellä paikkakunnalla. Mallit ovat kiinnostavia, kos-
ka mallien luottamus on hyvin korkea, eli mallit pitävät paikkansa lähes aina. Suhteellinen
tuki mallille on kohtalaisen pieni, mutta se on ymmärrettävää mallien kohdistuessa vain
neljään nimettyyn kiinteistöön. Mallien absoluuttiset tuet 256 ja 257 eivät tarkoita sähkö-
katkojen yksiselitteisesti erillisten sähkökatkojen määrää. Koska hälytyssekvenssin jokaista
sekuntia kohden on luotu transaktio, kerran lähekkäin tapahtuvat hälytykset päätyvät
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useaan transaktioon. Tarkistin hälytysdatasta että toisistaan erillisiä mallien kuvaamia
sähköongelmia oli noin 30 kumpaakin mallia kohden. Se on kohtalaisen iso määrä seitsemän
viikon seuranta-aikana, joten havainnon perusteella alueiden sähkönjakelun toimivuutta
voisi olla syytä tutkia.
Malli #3
(1:Jännite:kalajoki_kohde6) (1:Jännite:nivala_kohde8) (1:Jännite:nivala_kohde9) (1:Jännite:nivala_kohde10)
→ (2:Tasasuuntaaja:kalajoki_kohde5)
Ikkuna Tuki Luottamus Noste
60 s 0,00321527 % (38 kpl) 100% 9848,83
Malli 3: Esimerkki kiinteistödatasta löytyneestä mallista.
Malli #3 on assosiaatiosääntö ja kuvaa kiinteistöjen välisten topologisten suhteiden
lisäksi matalavakavuuksisten jännitehälytysten korrelaatiota vakavaan tasasuuntaajavikaan.
Vaikka malli näyttää hyödylliseltä vakavan vian ennakoivalta mallilta, on mallin 60 sekunnin
aikaikkuna kovin lyhyt ennakointiin ja toisaalta malli ei ota kantaa hälytysten keskinäiseen




120 s 13,1173 % (198556 kpl)
Malli 4: Esimerkki kiinteistödatasta löytyneestä mallista.
Malli #4 on toistuva joukko, joka kuvaa usein pumppaavaa hälytystä. Pumppaava
hälytys on hälytys, joka kuitataan kuittausviestillä pian saapumisensa jälkeen. Mallissa
samasta kiinteistöstä on tullut 120 sekunnin sisään oletettavasti ensin tasasuuntaajahälytys
ja sen jälkeen hälytykselle kuittausviesti. Joukon tuki on poikkeuksellisen korkea. Saman
joukon tuki 60 sekunnin aikaikkunan transaktiodatalla oli vain 0,06%, joten malli nousi
esiin vasta pidentämällä aikaikkunaa. Hälytyksen ja kuittausviestin väli on siis tyypillisesti
pidempi kuin minuutti. Pelkän hälytyksen tuki 120 sekunnin transaktiodatassa on 28,096%
(425286 kpl), ja se on hälytysdatan toistuvin hälytys. Mallin #4 ja hälytyksen tukien
välisestä kokosuhteesta huomataan, että noin joka toisella kertaa kun kyseinen hälytys
saapuu, saapuu kuittausviesti kahden minuutin sisällä. Muissa tapauksissa kuittausviestin
saapuminen on kestänyt pidempään. Louhin kyseisen mallin esiin 300 sekunnin aikaikku-
nalla ja vastaavasti tukien (37,4% ja 44,7%) kokosuhteesta päätellen hälytys kuittaantui
300 sekunnin sisällä jopa 84% tapauksista. Mallin kuvaama hälytyksen pumppaaminen
on joko kyseisen kiinteistön poikkeuksellinen tilanne, jossa tasasuuntaajalaitteisto toimii
jaksottain, tai vaihtoehtoisesti kyseiselle hälytystyypille tyypillinen käyttäytymismalli. Lou-
hintatuloksissa oli kahdesta muustakin kiinteistöstä samanlaista käyttäytymistä kyseisen
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hälytyksen osalta. Pieni otanta ei anna varmuutta kummasta ilmiöstä on kyse. Varmaa on,
että kyseisissä kiinteistöissä on vikaa.
Mallin hälytys- ja kuittausviestit toistuivat hälytysdatassa niin paljon, että ne esiintyi-
vät monissa malleissa virheellisesti. Mallin sinänsä tärkeän sisällön tiedostamisen jälkeen,
usein toistuva hälytys on hyvä karsia louhintadatasta pois mahdollisissa seuraavissa lou-
hintaiteraatioissa.
Malli #5
(7705:D-CHANNEL FAILURE:BSC-3/BCF-3/BTS-1/TRX-7) (7606:TRX FAULTY:BSC-3/BCF-3/BTS-1/TRX-7)
→ (7603:BTS FAULTY:BSC-3/BCF-3/BTS-1)
Ikkuna Tuki Luottamus Noste
60 s 5,29434 % (68203 kpl) 99,4445 11,018
Malli 5: Esimerkki mobiiliverkonvalvonnan datasta löytyneestä mallista.
Mallit #5 – #7 ovat mobiiliverkon hälytysdatasta louhittuja assosiaatiosääntöjä, joilla
on korkea luottamus ja noste. Mallit liittäävät yhden vian aiheuttamia hälytyksiä toi-
siinsa. Oma arvioni malleista on, että ne voisi ottaa käyttöön korreloinnissa hälytysten
suodattamiseen ja uuden paremmin vikaa kuvaavan hälytyksen luomiseen.
Mallissa #5 on tukiaseman sisäinen malli, jonka mukaan antennikohtaisten (TRX)
hälytysten ”D-CHANNEL FAILURE” ja ”TRX FAULTY” esiintyminen johtaa tukiasema-
kohtaiseen (BTS) hälytykseen ”BTS FAULTY” 99% ajasta.
Malli #6
(7767:BCCH MISSING:BSC-5/BCF-1/BTS-4) (7704:PCM FAILURE:/BSC-5/BCF-1/PCM-1)
(2915:FAULT RATE MONITORING:BSC-5/PCM-1)
→ (7767:BCCH MISSING:BSC-5/BCF-1/BTS-3)
Ikkuna Tuki Luottamus Noste
60 s 1,0967 % (14128 kpl) 99,9646 71,762
Malli 6: Esimerkki mobiiliverkonvalvonnan datasta löytyneestä mallista.
Malli #6 on tukiaseman tiedonsiirtoyhteyden ongelmista kertovia erilaisia hälytyksiä
toisiinsa liittävä sääntö. Hälytyksen tekstitunnisteessa oleva ”BCCH” (yleislähetyksen
ohjauskanava, broadcast control channel) tarkoittaa tukiaseman ja tukiasemaohjaimen
välistä kommunikointikanavaa, jolla tukiasema kertoo ohjaimelle tilatietojaan ja jolla
ohjain komentaa tukiasemaa. ”BCCH MISSING” hälytys kertoo ohjauskanavan toimimat-
tomuudesta. ”PCM” (pulssikoodimodulaatiojärjestelmä, pulse code modulation) tarkoit-
taa tukiaseman siirtoyhteyden signaalin modulointia fyysisellä tiedonsiirtotasolla. ”PCM
FAILURE”-hälytys tyypillisesti tarkoittaa siirtoyhteyden katkeamista esimerkiksi poiken-
neen kaapelin johdosta. Säännössä hälytyksillä on havaittu assosiaatio tukiaseman ja
ohjaimen välisen kommunikoinnin virheilyn havaitsemisesta kertovaan hälytykseen ”FAULT
RATE MONITORING” liki 100% todennäköisyydellä.
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Malli #7
(7522:TRX TEMP HIGH:BSC-9/BCF-4/BTS-3/TRX-5) (7522:TRX TEMP HIGH:BSC-9/BCF-4/BTS-2/TRX-1)
(7806:UNIT TEMP DANGEROUSLY HIGH:BSC-9/BCF-4)
→ (7767:BCCH MISSING:BSC-9/BCF-4/BTS-3)
Ikkuna Tuki Luottamus Noste
120 s 1,13302 % (14561 kpl) 99,8081 58,5778
Malli 7: Esimerkki mobiiliverkonvalvonnan datasta löytyneestä mallista.
Malli #7 liittää toisiinsa kolme lämpötilahälytystä: tukiaseman ohjaustoimintalaite-
kohtaisen (BCF) ja kaksi antennikohtaista (TRX) ylilämpöhälytystä. Mallista on päätel-
tävissä, että tukiaseman jäähdytyksessä saattaa olla vikaa. Hälytysdataa läpi käymällä
löysin lukuisia samaa ohjaustoimintalaitteen jäähdytystä koskevia ”FAULT IN COOLING
FAN”-hälytyksiä, mikä vahvistaa teoriaa rikkoutuneesta jäähdytyksestä.
4.4 Toistuvien mallien louhinnan suorituskyvyn parantaminen
Koska Apriori-algoritmin tehokas alaspäin sulkeutuvuuteen perustuva etsintäavaruuden
karsiminen perustuu minimitukeen, algoritmi suoriutuu louhinnasta huonommin käytet-
täessä tulosten karsintaan muita kiinnostavuusmetriikoita. Kokeissa suorituskyky osoittikin
selvää heikkenemistä haastavilla louhintaparametroineilla.
Tein konseptintodistukseni louhimalla kahden kiinteistövalvontajärjestelmän dataa
yhdessä sekä mobiiliverkon dataa erikseen. Teleoperaattorin verkkojen jatkuvasta kasvus-
ta ja monimutkaistumisesta johtuen hälytysten määrät valvontajärjestelmissä kasvavat.
Koska teleoperaattorin eri tekniikoiden laitteiden välillä on korrelaatioita, on realistinen
skenaario louhia yhtä aikaa usean tekniikan hälytyksiä. Yhdistellessä hälytysdataa eri
tekniikoiden valvonnoista, louhittavan hälytysdatan hälytystiheys kasvaa huomattavas-
ti. Seurauksena Apriori-algoritmin muodostamien kandidaattijoukkojen kombinaatioiden
määrä ja louhinnan suoritusaika kasvavat eksponentiaalisesti.
Tarpeet louhinnan suorituskyvylle ovat tapauskohtaiset. Suorituskyvyllä on merkitystä
silloin, jos louhinnan tulokset on tarve saada lähes välittömästi. Tällaisia tilanteita ovat esi-
merkiksi asiantuntijoiden väliset verkonvalvontatoteutusten määrittelykokoukset sekä muut
yhtenäiset työrupeamat, joissa hälytysdataa saatetaan louhia useita kertoja eri paramet-
rointeja kokeillen. Jos valvontatoteutusten kehittämisprosessia automatisoidaan louhimaan
reaaliaikaisesti hälytysdatasta uusia valvontatoteutuksia, on louhinta-algoritmin pystyttävä
käsittelemään hälytysdataa vähintään sillä nopeudella, kun sitä verkosta vastaanotetaan.
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4.4.1 Apriorin optimointi
Apriori-algoritmin nopeuttamiseen on kirjallisuudessa esitelty useita optimointeja [PCY95b,
PCY95a, FSG+98, LRU14, SON95, Toi96], joilla algoritmin suorityskykyä on parannettu
tai muistivaatimuksia pienennetty.
Park-Chen-Yu-algoritmissä (PCY-algoritmi) [PCY95b, PCY95a] toistuvien alkioiden
laskennan yhteydessä muodostetaan alkioista jo kandidaattiparit. Pareille lasketaan hajau-
tusarvo, jonka perusteella erillisen hajautustaulun alkioiden arvoja kasvatetaan yhdellä.
Hajautustaulun toimintalogiikkaan kuuluu, että keskenään samanlaiset parit saavat saman
hajautusarvon, ja korottavat siten saman alkion arvoa. Toistuvien alkioiden läpikäynnin
jälkeen hajautustaulun alkioiden arvojen perusteella saadaan karsittua kandidaattipa-
reja, jotka varmasti eivät ole toistuvia: niihin hajautustaulun alkioihin, joiden arvo on
iteraation päättyessä pienempi kuin minimituki, ei ole voinut osua yksikään toistuva pari.
Seuraavan iteraation kandidaattiparien tukilaskennassa lasketaan vain niiden parien tuki,
joiden hajautusarvo osuu hajautustaulun toistuvaan alkioon. Optimointi vähentää Apriorin
toisen iteraation muisti- ja suorituskykyvaatimuksia sitä enemmän mitä pienempi osuus
kandidaattipareista on toistuvia.
Multistage-algoritmi [FSG+98] toimii samalla tavalla kuin PCY-algorimit, sillä ero-
tuksella, että hajautustaulun perusteella potentiaalisesti toistuvat kandidaattiparit toistu-
vuuslaskennan sijaan hajautetaan uudelleen toisella hajautusfunktiolla toiseen hajautus-
tauluun. Toistuvuus lasketaan vasta, jos kandidaattiparit ovat toisenkin hajautustaulun
perusteella potentiaalisesti toistuvia. Multi-Hash-algoritmi [FSG+98] toimii samalla lo-
giikalla Multistage-algoritmin kanssa, sillä erotuksella että kandidaattiparit hajautetaan
kahteen hajautustauluun eri hajautusfunktioilla jo ensimmäisessä iteraatiossa. Käytännön
ero Multistage-algoritmiin on joko suurempi muistinkäyttö, tai puolet pienemmät hajautus-
taulut. Pienemmillä hajautustauluilla tapahtuu enemmän hajautuksen törmäyksiä, joten
hajautustaulun pienentäminen kannattaa vain, jos taulun alkioiden arvot ovat keskimäärin
selvästi minimitukea alhaisempia.
Toinen keskeinen tapa nopeuttaa Apriori-algoritmia on approksimoida tulosta [LRU14,
SON95, Toi96]. Perusajatus approksimoinnissa on valita otannalla (engl. sampling) vain
osa lähdedatasta louhittavaksi. Otannan valitsemiseen on ehdotettu eri tapoja: satun-
naisotanta [LRU14], SON [SON95], Toivosen algoritmi [Toi96]. Satunnaisotanta [LRU14]
on triviaali tapa valita otanta. Satunnaisotannassa louhittavien transaktioiden joukosta
valitaan satunnaisesti osa transaktioista louhintaa varten. Karsittujen transaktioiden osuus
on huomioitava muuttamalla minimitukea vastaavalla osuudella pienemmäksi.
SON-optimoinnissa [SON95] data jaetaan pieniin osioihin, joiden alkioiden toistuvuuden
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lasketaan erikseen. Toistuvia joukkoja ovat ne joukot, jotka ovat toistuvia vähintään yhdessä
osiossa. Menetelmä ei paranna sellaisenaan suorituskykyä, mutta käyttää vähemmän
muistia, koska kaikkia datan alkioita ei tarvitse tallettaa muistiin yhtäaikaa. Merkittävä
etu datan osioinnista on saatu kyvykkyys käsitellä datan osiot hajautetusti [LRU14].
Toivosen algoritmi [Toi96] aloittaa louhinnan otannasta dataa alentaen minimitukea
merkittävästi. Pienentämällä minimitukea algoritmi yrittää välttää sellaisten joukkojen
karsintaa, jotka eivät ole toistuvia otannassa, mutta ovat toistuvia koko datassa. Seuraavassa
iteraatiossa lasketaan koko dataa käyttäen niiden joukkojen tuki, jotka ovat toistuvia
piennenetyllä minimituella, sekä niiden joukkojen, jotka eivät olleet, mutta ovat toistuvien
joukkojen välittömiä ylijoukkoja. Jos yksikin otannassa toistumaton ylijoukko onkin toistuva
suhteessa koko dataan, toteaa algoritmi vastauksen approksimoinnin olleen epätarkka, ja
aloittaa suorituksen alusta toisella otannalla.
4.4.2 Hajautettu apriori
Apriori-algoritmin suorituskyky on moninkertaistettavissa hajautuksella. Apriorin hajautta-
mista MapReduce-sovelluskehyksellä on tutkittu runsaasti. SON-menetelmän osioitu data
soveltuu hajautettavaksi MapReducella [LRU14]. Wu et al. [WZQ+13] tutkivat Aprioriin
perustuvan algoritmin hajauttamista MapReducelle tapahtumapohjaisen valvontadatan
louhinnan vaatimusten lähtökohdista.
MapReduce-sovelluskehys on suunniteltu ison datamäärän hajautettua prosessointia
varten. Asiantuntija määrittelee sovelluskehykseen vain funktiot map ja reduce. Funktioi-
den toteutus on tapauskohtainen. Funktioiden tehtävä on yhdessä toteuttaa asiantuntijan
tarvitsema laskenta-algoritmi. Sovelluskehys huolehtii automaattisesti laskentatehtävän
hajauttamisesta laskentaklusteriin, laskentatehtävän suorituksenaikaisesta kuormantasauk-
sesta ja käsittelee klusterissa tapahtuvat laiteviat siirtämällä laskennan vikaantuneelta
palvelimelta toiselle.
Wu et al. [WZQ+13] esittelemässä menetelmässä hälytysdata sijaitsee jaetulla tiedos-
tojärjestelmällä. Jokaisella MapReduce-verkon palvelimella on pääsy jaettuun tiedosto-
järjestelmään ja paikallinen välimuisti. Jotta louhinta onnistuu Apriori-algoritmillä, on
hälytysdata transaktionalisoitava. Transaktionalisointi tehdään erillisenä työvaiheena ja
hajautetusti MapReducella. Map-funktio saa parametrina hälytyksen, jakaa sen aikalei-
man perusteella johonkin aikaikkunaan ja palauttaa aikaikkunaa kuvaavan tunnisteen.
Reduce-funktio yhdistää hälytykset transaktioiksi tunnisteen avulla.
Menetelmä louhii assosiaatiosääntöjä. Louhinta on jaettu kahteen vaiheeseen. Ensim-
mäisessä vaiheessa louhitaan minimituen määrittämät toistuvat joukot. Toisessa vaiheessa
72
toistuvista joukoista generoidaan minimiluottamuksen täyttäviä sääntöjä. Molemmat vai-
heet on toteutettu hajautetusti MapReducella. Joukkojen louhinnassa map-funktio generoi
kandidaattijoukot. Reduce-funktio laskee kandidaattijoukolle tuen ja palauttaa vain mini-
mituen ylittävän joukon. Assosiaatiosääntöjen generointi vaatii jokaisen toistuvan joukon
osajoukon läpikäyntiä. Map-funktio generoi osajoukot. Reduce-funktio laskee kunkin osajou-
kon muodostaman säännön luottamuksen. Funktio palauttaa minimiluottamuksen ylittävät
säännöt. Wu et al. [WZQ+13] ovat kuvanneet algoritmit yksityiskohtaisemmin.
Wu et al. [WZQ+13] testasivat algoritmiaan kahden palvelimen verkossa. Kaksi palve-
linta MapReduce-tason hajautuksen testaamiseen on vähän. Kokeissa louhinnan kuorma
jakautui palvelimille hyvin. MapReduce-hajautuksesta johtuva lisäkuorma oli erittäin pieni,
sillä louhintaan kulunut aika likimain puolittui verrattuna keskitettyyn louhintaan.
4.4.3 FP-growth-algoritmi
Erillisen hälytysdatan transaktionalisointivaiheen etuna on, että transaktiodatan louhintaan
on kehitetty muitakin algoritmejä kuin Apriori. Transaktiodataa louhivat algoritmit pysty-
vät louhimaan dataa ilman toimintalogiikan muutoksia algoritmiin. Jos Apriori-toteutusta
on kehitetty ottamaan hälytysdatan ominaisuuksia yleistä Apriori-algoritmiä paremmin
huomioon, samat kehitysideat ovat toteutettavissa muihinkin toistuvia tapahtumia tran-
saktiodatasta louhiviin algoritmeihin.
Apriori-algoritmin ohella tunnetuimpia transaktiodatasta toistuvia malleja louhivia
algoritmejä on FP-growth [HPY00] (FP tulee sanoista ”frequent pattern”, toistuva malli).
FP-growth-algoritmin merkittävin eroavaisuus Apriori-algoritmiin on, ettei sen tarvitse
generoida kandidaattijoukkoja. Kandidaattien generointi on suorituskyvyllisesti vaati-
vaa [WZQ+13]. Lisäksi FP-growth käy transaktiodatan läpi louhinnan aikana aina vain
kahdesti. Ensimmäisellä läpikäynnillä se etsii toistuvat alkiot. Toistuvat alkiot listataan tau-
lukkorakenteeseen. Taulukko järjestetään alkioiden tuen mukaiseen järjestykseen. Toisella
datan läpikäynnillä transaktioista muodostetaan toistuvien alkioiden osalta puuraken-
ne, FP-puu. Puurakennetta päivitetään transaktiodatasta löytyvillä toistuvilla alkioilla
taulukon kuvaamassa tukien mukaisessa järjestyksessä. Valmiin puurakenteen juuri on
tyhjä solmu, muut solmut ovat hälytyksiä, ja reitit juuresta lehtiin ovat toistuvia joukkoja.
Lopuksi toistuvat joukot puretaan puurakenteesta.
Käyttäen mobiiliverkon hälytysdatasta 120 sekunnin aikaikkunalla luotua transaktioda-
taa, tein louhintanopeusvertailua Apriori- ja FP-growth-algoritmien välillä. Käyttämäni
data oli sama jolla esittelin suorituskykyhuomioita luvussa 4.3.3. Molemmat algoritmit ovat
Christian Borgeltin [BK02, Bor05] julkisessa jakelussa olevia toteutuksia. Taulukossa 8
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Minimituki Toistuvat joukot Apriori (joukot) FP-growth (joukot) Apriori (säännöt) FP-growth (säännöt)
50 % 9 0 s 0,65 s 0 s 0,68 s
20 % 259 0,1 s 0,92 s 0,23 s 1,01 s
10 % 2063 1,8 s 1,15 s 2,51 s 1,99 s
1 % 915397 114 s 1,54 s 207 s 21 s
0,5 % 5989546 468 s 1,70 s 16 min 53 s
0,25 % 36607917 29 min 2,11 s 65 min 193 s
0,1 % 517169339 2h 40min 3,08 s − −
Taulukko 8: Apriori/FP-growth-vertailevat louhinnan kestot mobiiliverkon hälytysdatalla
vasemmalla toistuvien joukkojen louhinnan kestot, ja oikealla yhdistetty kesto toistuvien
joukkojen louhinnalle ja assosiaatiosääntöjen muodostukselle löydetyistä toistuvista jou-
koista ilman minimiluottamusrajoitetta. Kokeessa käytetyllä datalla toistuvien joukkojen
louhinnassa FP-growth on huomattavasti Aprioria nopeampi pienillä minimituen arvoilla,
eli kun etsintäavaruus ja iteraatioiden määrä on suuri. Assosiaatiosääntöjen muodostuk-
sessa eroavaisuus algoritmien välillä on pienempi, mutta FP-growth on selvästi nopeampi
alhaisilla minimituilla. Louhinnan tuloksena saadut toistuvat joukot ja assosiaatiosäännöt
olivat algoritmien kesken identtiset. Koska käyttämäni laitteiston 16 gigatavua keskusmuis-
tia ei riittänyt louhimaan assosiaatiosääntöjä minimituella 0,1, ei sen louhinta-aikoja ole
listattuna taulukossa.
FP-growth-algoritmin on osoitettu [HPY00] olevan merkittävästi Apriori-algoritmia
nopeampi, kun louhinnassa on seuraavia neljästä Apriorille ongelmallisesta piirteestä:
1) louhittavan datan määrä on suuri, 2) datasta muodostuvat toistuvat mallit ovat pitkiä,
3) louhittavassa datassa on suuria transaktioida tai 4) minimituki asetetaan pieneksi. Kun
louhittavan datan määrä on suuri, datan läpikäynti on hidasta. Apriori käy datan läpi joka
iteraatiolla. Mitä pidempiä malleja datasta löytyy, sitä useamman iteraation algoritmi jou-
tuu suorittamaan ne muodostaakseen. Jos hälytyssekvenssissä esiintyy hälytysten ryöppyjä,
muodostuu transaktiodataan suuria transaktioita. Jos transaktiot ovat suuria tai minimi-
tuki on pieni, on etsintäavaruus eli kandidaattijoukkojen määrä suuri. Lisäksi toistuvien
mallien pituus on pidempi. Taulukossa 9 on yhteenveto Apriori- ja FP-growth-algoritmien
eroista.
4.5 Johtopäätökset
Luvussa käsittelin toistuvien tapahtumaketjujen louhintaa teleoperaattorin verkonvalvon-
nan hälytysdatasta. Menetelmä painottuu etsimään datasta hälytysten päivittäiskäyt-
täytymistä ja hälytysten välisiä korrelaatioita kuvaavia malleja. Mallit soveltuvat lyhyen
tarkasteluaikaikkunansa johdosta välttävästi ennakoivien mallien louhintaan ja huonosti
harvinaisten vikojen louhintaan. Menetelmä on altis toistuvalle kohinalle hälytysdatassa
ja seurauksena tuottaa herkästi valheellisia malleja. Koska löydetyt mallit ovat toistuvia,
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Ominaisuus Apriori FP-growth
Louhintamenetelmä Luo iteraatioittain piteneviä kandidaatti-
joukkoja. Laskee kandidaattien toistuuksia.
Karsii joukkoja Apriori-ominaisuudella.
Luo toistuvista alkioista puurakenteen. Tois-
tuvat joukot puretaan valmiista puusta.
Muistin käyttö Etsintäavaruuden kasvaessa muistin käyttö
kasvaa suureksi.
Muistin käyttö vähäinen kompaktin puura-
kenteen ja poistuneen kandidaattigeneroin-
nin tarpeen ansiosta.
Aikavaativuus Transaktiodata käydään läpi jokaisella ite-
raatiolla.
Transaktiodata käydään läpi kaksi kertaa.
Louhinnan kesto Kandidaattijoukkojen generointi ja datan lä-
pikäynti vievät aikaa. Kesto on erityisen suu-
ri tilanteissa, joissa lähdedatan ominaisuuk-
sien johdosta etsintäavaruus kasvaa suurek-
si, datan määrä on suuri ja suorituksessa on
monta iteraatiota.
Apriorille ongelmallisten lähdedatojen kans-
sa louhinnan kesto pysyy maltillisena.
Taulukko 9: Apriori/FP-growth -vertailun yhteenveto
suurin osa tuloksista on tyypillisesti asiantuntijoille jo vanhaa tietoa.
Toistuvien tapahtumaketjujen tiedonlouhintaprosessissa on tehtävä useita louhintaa
parametroivia valintoja. Valinnoilla on vaikutus tulosten laatuun ja luonteeseen. Valinnat
on tehtävä tapauskohtaisesti suhteessa tavoitteisiin ja louhittavaan hälytysdataan. Proses-
sin esikäsittelyvaiheessa on valittava mitä kenttiä hälytyksistä valitaan louhintaa varten
ja suodatetaanko datasta joitakin hälytystyyppejä tai hälyttäviä kohteita pois. Keskeinen
suodatusvalinta on esimerkiksi kuittausviestien karsiminen. Jos hälytysdata transaktio-
nalisoidaan esikäsittelynä, kuten omassa algoritmissäni, valitaan transaktionalisoinnissa
käytettävä aikaikkuna. Muutoin aikaikkuna on louhintavaiheen parametri. Louhintavaihees-
sa valitaan louhinnan parametreiksi kiinnostavuusmetriikat sekä tuotettavien sääntöjen
minimi- ja enimmäispituus. Valittavia kiinnostavuusmetriikoita ovat esimerkiksi minimituki,
-luottamus ja -noste. Assosiaatiosäännöille on kehitetty muitakin kiinnostavuusmetriikoi-
ta [AJ07] kokeissa käyttämieni lisäksi, kuten tuomitsevuus (engl. conviction), nostovoima
(engl. leverage) ja Jaccardin kerroin (engl. Jaccard coefficient), joiden käyttämistä tulosten
karsimiseen on syytä tutkia jatkotutkimuksena.
Johtopäätöksenä tekemistäni kokeista voi todeta hyödyllisten mallien louhimisen haas-
tavaksi ja työlääksi. Prosessin täydellinen automatisoiminen hälytysdatan keräämisestä
valvontajärjestelmään käyttöön otettaviin korrelointisääntöihin vaikuttaa erittäin haasta-
valta. Kaikissa tilanteissa tarvitaan asiantuntijaa analysoimaan tuloksia ja valitsemaan
niiden joukosta hyödylliset mallit. Klemettinen et al. [KMT99] ovat esittäneet saman ha-
vainnon. Hälytysdatassa on paljon toistuvaa kohinaa ja erilaisia louhintaa vaikeuttavia
ongelmia, joiden karsiminen ja siistiminen on erittäin työlästä ja epätriviaalia, vaikka siihen
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joitakin selkeitä työvaiheita onkin hahmoteltavissa. Esikäsittely on prosessin työläin vaihe.
Parhaiden parametrien löytäminen esikäsittelylle ja louhinnalle on työlästä ja aikaa vievää,
ja parhaat parametrivalinnat vaihtelevat riippuen louhittavan datan ominaisuuksista. Jos
esikäsittelyä, louhintaa ja jälkikäsittelyä ei ole tehty parhaalla mahdollisella tavalla, on
tuloksissa valheellisia, mielenkiinnottomia, toisiaan toistavia ja kohinaa sisältäviä malleja.
Ehdotan valvontajärjestelmän korreloinnin käyttöä osana esikäsittelyä. Valvontajärjes-
telmissä on tyypillisesti jo olemassa geneerisiä korrelointisääntöjä esimerkiksi pumppaavien
ja jatkuvasti toistuvien hälytysten suodatukseen, joita kannattaa hyödyntää. Koska kaikki
korrelointijärjestelmässä jo olevat säännöt ovat asiantuntijoiden tiedossa, voi pelkästään
niihin liittyvät hälytykset karsia, jotta tuloksiin saataisiin isompi osuus asiantuntijoille
tuntemattomia malleja. Oman havaintoni lisäksi korrelointia osaksi esikäsittelyä ehdottivat
Gardner et al. [GH97]. Korrelointijärjestelmää esikäsittelyssä käytettäessä on huomioitava,
että korrelointijärjestelmien säännöt on yleensä suunniteltu viankorjausta varten. Kor-
relointi esimerkiksi tyypillisesti suodattaa sellaiset hälytykset, jotka ovat asiantuntijoille
tuntemattomia tai joille asiantuntijat eivät ole havainneet olevan yhteyttä vikatilanteisiin.
Tiedonlouhinnassa tuntemattomat hälytykset ovat hyödyllisiä, joten niitä ei tule suodattaa
pois louhintaa varten kerättävästä datasta.
Hyvin toteutetusta esikäsittelystä ja louhinnassa monipuolisesti käytetyistä kiinnos-
tavuusmetrikkaperusteisista karsinnoista huolimatta tulosmalleissa on kokeitteni perus-
teella erittäin suuri osuus toisiaan toistavia tai mielenkiinnottomia malleja. Johtopää-
töksenä voi todeta jälkikäsittelyn olevan yhtä tärkeä tiedonlouhintaprosessin työvaihe
kuin esikäsittely ja louhinta. Jälkikäsittelyä tarvitaan hyödyllisten mallien erotteluun
tulosmassasta. Johtopäätös hieman yllättää, koska teleoperaattorin hälytysdatan lou-
hintaa koskevissa julkaisuissa, esim. [WHYC00, WPC01, WDL05, LL08, LL10], jälkikä-
sittelyn esitteleminen on ollut hyvin maltillista tai puuttunut. Vain muutama julkai-
su [HKM+96a, HKM+96b, WH98, DDM05] esitteli ratkaisuja tulosten jälkikäsittelyyn.
Havaitsin kokeissani että louhinnan tulosmäärää on tehokasta karsia ainakin perustuen
mallin hälytysten merkittävyyteen ja toisiaan toistaviin malleihin. Jos louhittavassa hälytys-
datassa on mukana hälytysten vakavuusluokat, voi vakavuusluokkaa käyttää tulosmallien
karsinnassa. Esimerkiksi kaikki sellaiset mallit, jotka eivät sisällä yhtäkään vakavuusluokan
perusteella merkittävää hälytystä, eivät todennäköisesti johda toteutuessaan verkonvalvon-
nallisiin toimenpiteisiin, joten ne ovat merkityksettömiä. Vakavuusluokka ei kuitenkaan ole
aina luotettava indikaattori tärkeiden hälytysten erotteluun. Vakavuusluokan käyttämisen
sijaan asiantuntija voi valita hälytysdatasta tärkeät hälytykset, joista vähintään yhden on
esiinnyttävä tulosmallissa tai se karsitaan.
Toisiaan toistavien mallien karsinnassa mallien yhtenevyyden voi määritellä monella
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tapaa. Yksi assosiaatiosäännöille soveltuva tapa määritellä sääntöjen yhtenevyys on esi-
merkiksi säännön seurausosana olevat samanlaiset hälytykset. Toinen assosiaatiosäännöille
ja toistuville joukoille soveltuva yhtenevyyden määritelmä on vaatimus, että malleissa
on vähintään tietty osuus samanlaisia hälytyksiä. Hälytysten samanlaisuuskaan ei ole
yksiselitteistä. Samanlaisuuden voi määritellä tarkoittavan identtistä hälytystyyppiä, ko-
ko hälytyspresentaatiota tai lähes samaa presentaatiota. Esimerkiksi numeerista tietoa
sisältävät hälytykset, esimerkiksi kiinteistöhälytykset ”Ylilämpö 54 C” ja ”Ylilämpö 55
C”, voivat olla hyvä määritellä identtisiksi lähes saman presentaation perusteella. Kolmas
määritelmä mallien yhtenevyydelle on se, että toinen malli on toisen osajoukko. Osajoukko-
jen karsimiseen on keskeinen menetelmä on kohdistaa louhinta vain suljettujen joukkojen
louhimiseen [ZLC10]. Suljettu joukko tarkoittaa joukkoa, jolla ei ole yhtäkään ylijoukkoa,
jonka tuki olisi saman suuruinen.
Louhiessani eri aikaikkunapituuksilla hälytysdatoista luotuja transaktiodatoja havaitsin,
että kasvattaessani aikaikkunaa yli kahden minuutin, alkoi valheellisten mallien osuus
tuloksista kasvaa voimakkaasti. Kuitenkaan uusia hyödyllisiä malleja, jotka eivät olisi
jo esiintyneet lyhyemmillä aikaikkunoilla kokonaisina, ei löytynyt. Louhiessa kahden mi-
nuutin pituisella aikaikkunalla löytyi paljon malleja, joita ei löytynyt yhden minuutin
aikaikkunalla. Aikaikkunan pidetessä yli kahden minuutin, hyödyllisten mallit alkoivat
hukkua tulosmassaan, joten tulosten läpikäynti oli haastavaa. Aikaikkunan pidetessä ja
hälytyskombinatoriikan kasvaessa datan ongelmat, kuten jatkuvasti toistuvat hälytykset,
nousivat suurempaan rooliin tuloksissa. Kombinatoriikan asteeseen vaikuttaa aikaikku-
nan lisäksi kuitenkin hälytysdatan hälytystiheys. Siitä huolimatta, että mobiiliverkon ja
kiinteistövalvonnan hälytysdatojen hälytystiheys eroaa toisistaan voimakkaasti, havaittu
kahden minuutin rajapyykki hyödyllisille malleille päti molempiin datoihin. Havainnon pe-
rusteella mobiiliverkon ja kiinteistövalvonnan toistuvat tapahtumaketjut toteutuvat kahden
minuutin aikaikkunassa.
Käyttämäni Apriori-toteutuksen ominaisuutena oli laskea hälytysten tuki koko hä-
lytyspresentaation perusteella. WINEPI-algoritmin [MTV97] pseudokoodi ei ota kantaa
miten tuki lasketaan, joten oletan että samalla tavalla. Seurauksena havaitsin louhinnassa
ongelman. Algoritmi käsitteli esimerkiksi sääntöjä #1 ”kohde1:tasasuuntaaja→ kohde1:jän-
nite” ja #2 ”kohde2:tasasuuntaaja → kohde2:jännite” täysin itsenäisinä, vaikka sääntö on
identtinen ja säännön tuen laskenta tulisi olla yhteinen. Itsenäinen tuen laskenta alentaa
sääntöjen tukia merkittävästi. Jotta tukilaskennan saisi esimerkkisääntöjen välille yhteisek-
si, tulisi kohdenimet poistaa datasta. Kohdenimi tarvitaan toisaalta säännön luotettavaan
muodostamiseen: algoritmin on pidettävä edellisiin esimerkkeihin verraten sääntöä #3
”kohde1:tasasuuntaaja → kohde2:jännite” sen sijaan eri sääntönä, koska siinä on kyse
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kohteiden välisestä relaatiosta. Ongelman toisena piirteenä hälytysdatasta oli karsittava
ennen louhintaa kaikki tieto mitä ei haluttu tukilaskennassa. Osa tästä tiedosta olisi ollut
hyödyllistä jälkikäsittelyvaiheessa tai asiantuntijan tarkastellessa tuloksia. Ehdotan ongel-
man ratkaisemiseen algoritmin parantamista hälytysten louhintaan paremmin sopivaksi
kahdella ominaisuudella: 1) algoritmille on voitava parametroida, mitkä hälytyskentät
sivuutetaan tukilaskennassa ja 2) algoritmille on voitava parametroida tapa tunnistaa
hälytyksestä hälytyksen kohdetunniste, jolla algoritmi erottelee tukilaskennassa tapaukset,
jossa tapahtumaketju koostuu kohteiden sisäisistä hälytyksistä, ja jossa tapahtumaketju
koostuu yhden tai useamman kohteen välisistä hälytyksistä. Seurauksena esimerkkisääntöjä
#1 ja #2 käsiteltaisiin identtisinä tapauksina ja niiden tuki laskettaisiin yhteen. Esimerkki-
sääntö #3 olisi erillinen tilanne, ja sen tuki laskettaisiin yhteen muiden kahden eri kohteen
välisen ”tasasuuntaaja→jännite”-säännön kanssa.
Vaikka WINEPI-algoritmi toimii ja löytää oikein parametroituna hyödyllisiä ja todelli-
sia hälytysdatan malleja, hälytysten transaktionalisointi liukuvalla aikaikkunalla hieman
arveluttaa. Transaktionalisoinnissa hälytysdata menettää ainakin osittain hälytysten keski-
näisen järjestyksen ja ajallisen etäisyyden [WH98]. Nämä kaksi ominaisuutta muuttavat
transaktionalisoinnissa olomuotoaan: täsmällinen tieto hälytysten järjestyksistä ja etäi-
syyksistä menetetään, mutta tietoa käytetään määrittäessä hälytysjoukkojen tukiarvoa.
Esimerkiksi, mitä lähempänä ajallisesti kaksi hälytystä hälytyssekvenssissä toisiaan ovat,
sen useampaan yhteiseen transaktioon ne päätyvät, ja sitä kautta niiden yhdessä esiinty-
misen tuki on suurempi. Korkea tuki on siis merkki ei vain hälytysjoukon toistuvuudesta
hälytysdatassa, vaan myös joukon hälytysten keskinäisestä läheisyydestä. On vaikea täs-
mällisesti määrittää, onko kaksoismerkityksinen tukisuure hyvä menetelmä määrittää
kiinnostavia hälytysjoukkoja.
Tekemissäni kokeissa transaktionalisoin hälytyssekvenssiä yhden sekunnin aikaikkuna-
porrastuksella, kuten WINEPI-algoritmissa. Toisin sanoen loin hälytysdatasta eri aikaikku-
napituuksilla transaktioita jokaista hälytyssekvenssin sekuntia kohden, kuten kuvassa 11
esitin. Jatkotutkimuksena ehdotan kokeilemaan porrastuksen kasvattamisen vaikutusta
tuloksiin. Esimerkiksi Li et al. [LL08] käyttivät kolmen ja kuuden sekunnin porrastuk-
sia transaktionalisoinneissa, mutta eivät tuoneet eroavaisuuksia tutkimuksessaan esiin.
Itsestäänselvä vaikutus on transaktioiden määrän väheneminen ja sen johdosta louhinnan
nopeutuminen, mutta tulosten laadullinen muuttuminen on epäselvää.
Jatkotutkimuksena ehdotan laajentamaan kokeita sarjallisiin tapahtumaketjuihin, joita
Mannila et al. [MTV97] louhivat rinnakkaisten ohella. Sarjalliset tapahtumaketjut kuvaisi-
vat ehkä rinnakkaisia tapahtumaketjuja paremmin tapahtumien syy-seuraussuhteita, koska
sarjallisissa tapahtumaketjuissa sääntöjen seurausosa olisi tapahtunut edeltäjäosan jälkeen.
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Sarjallisten tapahtumaketjujen louhintaa varten louhinta-algoritmia on muokattava siten,
että se käsittelee transaktioiden alkiot järjestyksessä. Esittämäni Transwindows-toteutus
luo transaktiot hälytysten esiintymisjärjestyksessä, joten muutoksia ei siihen tarvita. Sar-
jalliset tapahtumaketjut kuitenkin löytäisivät kausaliteetin assosiaation sellaisistakin yhtä
aikaa luoduista hälytyksistä, jotka sattuisivat hälytysdatassa esiintymään esimerkiksi sekun-
nin erotuksella toisistaan. Ehdotankin vaihtoehtoisesti muokkaamaan louhinta-algoritmiä
siten, että se muodostaa assosiaatiosäännöt kahdesta peräkkäisestä aikaikkunasta. Peräk-
käiset aikaikkunat eivät saa olla limittäisiä. Säännön edeltäjäosa muodostetaan edellisestä
aikaikkunasta, ja seurausosa jälkimmäisestä. Assosiaatiosääntöjen osat eivät perustuisi
enää yhtäaikaisiin hälytyksiin, vaan tapahtumien syy-seuraussuhteet saataisiin ehkä sel-
keämmin näkyviin. Peräkkäisiä aikaikkunoita käyttäessäkin sekunnin erotuksella esiintyvät
hälytykset muodostaisivat säännön, mutta säännön tuki olisi huomattavasti alhaisempi.
Apriori-algoritmin suorituskyvyn totesin kokeissani olevan potentiaalisesti riittämä-
tön erityisesti, jos hälytysdata olisi tiheämpää. Hälytysdatan hälytystiheys kasvaa, jos
louhittava hälytysdata yhdistetään useasta eri hälytyslähteestä. On esimerkiksi varteen-
otettava jatkokehitysajatus louhia kiinteistöhälytyksiä ja mobiiliverkonhälytyksiä yhdessä,
jotta nähtäisiin miten kiinteistöjen vikatilanteet vaikuttavat tukiasemien toimintaan. Va-
litsin kokeisiini Apriori-algoritmin, koska sen toiminta ja aikavaativuudet ovat WINEPI-
algoritmin kanssa yhtenevät ja oli mielenkiintoista nähdä suoritusaikoja nykypäivän häly-
tysmäärillä ja tietokoneen suorituskyvyllä louhittuna. Jatkotutkimusta tai tuotannollisia
käyttötarpeita varten louhinta-algoritmi kannattaa päivittää nykypäivään optimoimalla
tai hajauttamalla Apriori-algoritmia, tai korvaamalla se uudemmilla algoritmeillä, kuten
FP-growth-algoritmillä.
79
5 Harvinaisten tapahtumien louhinta
Assosiaatiosäännöt ovat hyviä kuvaamaan valvottavan verkon kohteiden sekä niiden lähet-
tämien hälytysten käyttäytymistä. Sääntöjen osoittamien korrelaatioiden avulla voi muun
muassa tehdä juurisyy- ja vaikutusanalyysejä. Yksi verkonvalvonnan keskeinen tavoite on
kuitenkin ennakoida vakavia vikoja. Assosiaatiosäännöt soveltuvat ennakoivien mallien
kuvaamiseen, mutta toistuvien joukkojen louhinnassa on keskeinen ristiriita taustalla ole-
vassa ajatuksessa: vakavat viat ovat harvinaisia, eivät toistuvia. Suuressa verkossa vakavia
vikoja sattuu lähes päivittäin, mutta satojen tuhansien päivittäisten hälytysten joukossa
yksittäinen vakava vika on tiedonlouhinnan näkökulmasta katsottuna harvinainen ilmiö.
Toistuvien joukkojen etsintään pohjautuvat algoritmit eivät löydä harvinaisia vikoja.
Vakaviin vikoihin liittyvät hälytykset esiintyvät yhdessä joka kerta, mutta kertojen lukumää-
rät ovat liian alhaisia suhteessa yleisempiin hälytysjoukkoihin. Yleisesti ottaen harvinaiset
tapahtumat ovat erityisen ongelmallisia tiedonlouhinnalle [Wei05]. Harvinaisia tapahtumia
on haastava louhia siksi, ettei niistä saada paljoa informaatiota. Pitkänkin aikavälin häly-
tysdatassa saattaa olla vain muutama ilmentymä harvinaisesta tapahtumasta. Muutaman
ilmentymän perusteella on vaikea tai mahdoton luoda yleispätevää mallia ja saada sille
vahva näyttö. Toisaalta usein toistuvat tapahtumat hävittävät harvinaiset tapahtumat
paljouteensa ja vaikeuttavat niiden oikeellista tulkintaa. Esimerkiksi WINEPI-algoritmillä
harvinaiset tapahtumat löytyvät vasta, kun minimituki asetetaan hyvin alhaiseksi, lähelle
nollaa. Kuten luvussa 4 todettiin, alhaisella minimituella tulosjoukon koko kasvaa räjäh-
dysmäisesti, koska usein toistuvat hälytykset kombinoituvat keskenään loputtomilla eri
tavoilla. Suurin osa näistä kombinaatioista on liian alhaisen minimituen takia hyödyttömiä
tai kohinan aiheuttamia valheellisia malleja. Lisäksi kohina saattaa sekoittua malleihin
mukaan vääristäen niitä, koska otannat harvinaisista tapahtumista jäävät liian pieniksi
kohinan erottamiseksi kaikissa tilanteissa. Ilmiötä kokonaisuudessaan kutsutaan harvinai-
sen tapahtuman ongelmaksi [LHM99, Wei05]. Vastaavasti kohina vääristää harvinaisten
tapahtumien malleja.
5.1 Timeweaver
Harvinaisten tapahtumien etsintään Weiss ja Hirsh [WH98] esittelivät vuonna 1998 ge-
neettisen algoritminsä Timeweaverin. Weiss [Wei99, Wei02] on sittemmin merkittävästi
tarkentanut algoritmia ja sillä suoritettuja kokeita kahdella julkaisullaan. Timeweaver on
suunniteltu toimimaan teleoperaattoriympäristössä ja löytämään erityisesti harvinaiset
tapahtumat. Se luo sellaisia hälytysdataa kuvaavia malleja, jotka ennustavat määriteltyjä
kohdehälytyksiä. Mallit ovat muotoa: ennustava hahmo → kohdehälytys. Kohdehälytys on
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tyypillisesti teleoperaattoria kiinnostavaa vakava vikaa indikoiva hälytys. Algoritmi louhii
mallin ennustavan hahmon suoraan hälytysdatasta. Transaktionalisointia tai muuta datan
luonnetta muuttavaa ja vääristävää datan muunnosta ei tehdä. Timeweaver on tavallaan
luokittelujärjestelmä. Perinteisestä luokittelujärjestelmästä poiketen Timeweaver tuottaa
luokittelusääntöjä vastaavia malleja yhdensuuntaisesti: vain sellaisia sääntöjä, joiden luoki-
tuksena eli johtopäätöksenä on määritelty kohdehälytys. Koska algoritmi ei täysin täytä
luokittelujärjestelmän määritelmää, Weiss [Wei99] kuvaa Timeweaveriä geneettispohjaiseksi
koneoppimisjärjestelmäksi.
Geneettinen algoritmi on evoluutioalgoritmi, joka toimii etsimällä ja optimoimalla
ratkaisua evoluutiobiologiasta omaksuttujen prosessien kautta. Se luo satunnaisen alkupo-
pulaation ja kehittää populaation jäseniä pienin muutoksin iteraatioissa suotuisampaan
suuntaan. Suotuisuus määritellään kelpoisuusfunktiolla (engl. fitness function). Muutokset
tapahtuvat sukupolvissa periytymisen, mutaatioiden ja rekombinaatioiden kautta.
Timeweaverissä populaatio koostuu hälytysketjuja kuvaavista malleista. Ne ovat mal-
leja, jotka potentiaalisesti ennustavat kiinnostavia kohdehälytyksiä jollakin tarkkuudella.
Algoritmin tavoite on etsiä malleihin sellaisia kohdehälytyksiä hälytysdatassa edeltäviä
hälytyksiä, joiden esiintyminen ennakoi kohdehälytystä. Käytännössä kyseiset hälytykset
kuvaavat verkon sellaisia tapahtumia, jotka ennakoivat kohdehälytyksen osoittamaa vikati-
lannetta. Mallien etsintää on rajattu algoritmille määriteltävin parametrein seuranta-aika
ja varoitusaika. Seuranta-aika määrittelee, kuinka kaukana ennustushetkestä ennustettu
vika saa realisoitua, jotta ennustus todetaan onnistuneeksi. Ehto rajaa kohdehälytyksiä
edeltävien hälytysten etsintää, ja toisaalta vähentää valheellisia malleja. Varoitusaika mää-
rittelee minimiajan, kuinka lähellä ennustus saa tapahtua ennustetusta vikatilanteesta.
Varoitusaika kuvaa mallien hyödyllisyyttä. Jos esimerkiksi ennustus ja vika tapahtuvat se-
kunnin päästä toisistaan, ei ennustus ole hyödyllinen. Pidentämällä varoitusaikaa, algoritmi
yrittää etsiä datasta yhä pidemmälle kantavia ennustuksia.
Geneettisenä algoritminä Timeweaver ei käy läpi koko etsintäavaruutta. Geneettisen
algoritmin idea on olla merkittävästi nopeampi verrattuna kaikki mahdolliset ratkaisut
läpikäyvään algoritmiin. Se soveltuu hyvin louhinta-algoritmiksi tilanteissa, joissa etsintä-
avaruus on hyvin suuri [Wei02]. Se ei löydä kaikkia mahdollisia ratkaisuja, mutta keskittyy
löytämään riittävän hyvät ratkaisut.
Timeweaver käyttää mallien kuvaamiseen omaa säännöllisten lausekkeiden kaltaista
hahmontunnistuskieltä. Kielessä kuvataan mallin sisältämät hälytykset, sekä niiden kes-
kinäinen järjestys. Hälytysten kuvaamiseen Weiss [Wei99] käyttää tietokenttiä aikaleima,
laitetunniste, vakavuusluokka ja hälytystyyppi, kuten on esitetty taulukossa 1. Hälytyksiä
ei määritellä malleissa välttämättä täsmällisesti. Osa hälytysten kentistä saattaa olla mää-
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riteltynä jokerimerkillä, jolloin mikä tahansa kentän arvo täsmää. Kielessä on määriteltynä
mallien sisältämien hälytysten keskinäisen järjestyksen kuvaamiseen kolme järjestysprimi-
tiiviä. Primitiivi jokerimerkki ”*” vastaa mitä tahansa määrää hälytyksiä. Esimerkiksi
malli ”A*D”, jossa kirjaimet A ja D kuvaavat hälytyksiä, vastaa muun muassa hälytysket-
jua ABCD. Primitiivi seuraava ”.” vaatii, ettei ympäröivien hälytysten välissä ole muita
hälytyksiä. Esimerkiksi ”A.B.C” vastaa vain hälytysketjua ABC. Primitiivi epäjärjestys
”|” sallii ympäröivien hälytysten esiintyä missä tahansa keskinäisessä järjestyksessä. Esimer-
kiksi malli ”A|B|C” vastaa muun muassa hälytysketjuja BAC ja CAB. Järjestysmäärittelyn
lisäksi malleille on määritetty enimmäiskestoaika sekunteina. Kestoaika kuvaa aikaikkunaa,
jonka rajoissa mallin on toteuduttava lähdedatassa. Toisin sanoen kestoaika kuvaa malliin
osuvien hälytysten ensimmäisen ja viimeisen hälytyksen välistä suurinta sallittua aikaeroa.
Kestoaika eroaa algoritmin parametrinä määriteltävästä seuranta-ajasta olemalla mallikoh-
tainen ajon aikana määrittyvä mallin ominaisuus. Hahmontunnistuskielellä kuvattu malli
täsmää hälytyssekvenssiin, jos mallissa kuvatut hälytykset löytyvät hälytyssekvenssistä,
ovat kuvatussa järjestyksessä ja tapahtuvat mallin määrittelemän kestoajan sisällä.
Timeweaver-algoritmin suoritus on valmis alkavaksi, kun asiantuntija on valinnut algo-
ritmin parametrit. Parametrejä ovat määrittely hälytyssekvenssistä etsittävistä kohdehäly-
tyksistä, algoritmin suorittamien iteraatioiden enimmäismäärä, alkupopulaation koko sekä
mallien seuranta- ja varoitusaika. Algoritmi louhii hälytyssekvenssistä kohdehälytyksiä
ennustavia malleja. Kohdehälytys voi olla esimerkiksi yksittäinen tietty hälytystyyppi,
jonka ennakoitavuus halutaan selvittää, tai kaikki vakavuudeltaan kriittiset hälytyssekvens-
sin hälytykset, jos ennakoivia malleja halutaan yhdellä suorituksella etsiä summittaisesti
kaikille kriittisille hälytyksille.
Timeweaverin geneettinen algoritmiosuus on kuvattu algoritmissä 2. Algoritmissä luo-
daan alussa alkupopulaatio, jota muokataan iteroiden. Iterointia jatketaan ennalta mää-
ritetyn enimmäismäärän verran, tai kunnes populaation mallien paraneminen pysähtyy.
Alkupopulaatio luodaan yhden hälytyksen pituisista malleista. Tulkitsen Weissin [Wei99]
artikkelista, että algoritmin luodessa alkupopulaation yhden hälytyksen malleja, sisältää
hälytys 50% todennäköisyydellä kenttinään jokerimerkit, eli täsmää mihin tahansa hälytys-
sekvenssin hälytykseen, ja 50% todennäköisyydellä sen yhden satunnaisesti valitun kentän
arvo asetetaan vastaamaan satunnaisesti hälytyssekvenssistä valitun hälytyksen todellista
arvoa. Weiss [Wei99] ei esitä mitään kokoa alkupopulaatiolle. Geneettisen algoritmin te-
hokkuus perustuu suhteellisen suureen diverteettiin populaatioon. Sopiva populaation koko
on suhteellinen kohdehälytysten määrään. Pieni populaatio vaatii enemmän algoritmin
iteraatioita kuin suuri populaatio. Liian suuri populaatio puolestaan hidastaa iteraatioiden
evaluointeja.
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Algoritmi 2 Geneettinen algoritmi
1: Parametrit: hälytyssekvenssi S, kohdehälytykset k, iteraatioiden maksimimäärä n,
mutaatiotodennäköisyys m
2: Palauttaa: populaation kohdehälytyksiä ennustavia malleja
3: function GeneettinenAlgoritmi(S, k, n, m)
4: P ← Alusta populaatio sekvenssistä S
5: while Mallien kelpoisuus paranee ja iteraatioita jäljellä do
6: patterns← Valitse 2 mallia populaatiosta P
7: if Todennäköisyydellä m then
8: newpatterns← Suorita mutaatio-operaatio malleille patterns
9: else
10: newpatterns← Suorita risteytysoperaatio malleille patterns
11: end if
12: Evaluoi newpatterns kelpoisuusarvot ( k )
13: Korvaa populaatiosta P kaksi mallia uusilla malleilla newpatterns
14: end while
15: return populaatio P
16: end function
Timeweaver on tasaisen tilan (engl. steady-state) geneettinen algoritmi. Perinteinen
menetelmä on käydä tasapuolisesti koko populaatio sukupolvena läpi jokaisella iteraatiolla.
Timeweaver poikkeaa perinteisestä geneettisestä algoritmistä siten, että jokaisella iteraa-
tiolla muokataan hyvin pientä osuutta populaation edustajista kerrallaan. Weiss [Wei99]
olettaa tasaisen tilan vaihtoehdon olevan suorituskykyisempi vaihtoehto Timeweaverille,
koska mallien kelpoisuusevaluointi on Timeweaverin tapauksessa hidas operaatio. Iteroi-
malla populaation edustajien käsittelyä kaksi edustajaa kerrallaan, vapauttaa menetelmä
kehitetyt mallit takaisin algoritmin jatkokäyttöön nopeammin.
Algoritmi kehittää malleja valitsemalla populaatiosta jokaisella iteraatiolla kaksi mal-
lia, joille tehdään joko mutaatio- tai risteytysoperaatio. Valinta tapahtuu satunnaisesti.
Mutaatio-operaatio muokkaa satunnaisesti mallin hälytysten sisältöä, järjestysprimitiivejä
tai kestoaikaa. Mutaatio-operaation valintatodennäköisyys määritetään erillisellä muut-
tujalla: algoritmissä 2 muuttuja m. Weiss [Wei99] ei ehdota artikkelissaan mitään arvoa
mutaatiotodennäköisyydelle. Tyypillisesti geneettisissä algoritmeissä mutaation todennäköi-
syys on merkittävästi risteytysoperaatiota pienempi, väliltä 0,1-10%. Mutaatio-operaatio
ylläpitää populaatioon diversiteettiä populaation kehityksen aikana. Liian suuri mutaatio-
nopeus vie pohjan populaation kehittymiseltä. Muuttaessa hälytysten sisältöä, mutaatio
vaihtaa satunnaisesti valitun hälytyksen kentän arvon 50% todennäköisyydellä jokerimer-
kiksi, ja 50% todennäköisyydellä satunnaisesti valittuun toisen hälytyksen vastaavaan
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todelliseen arvoon. Kestoajan muokkauksessa uusi kestoaika valitaan satunnaisesti väliltä
0-2w, jossa w on alkuperäinen kestoajan pituus. Risteytysoperaatiossa kaksi valittua mallia
risteytetään toisiinsa katkaisemalla molemmat mallit satunnaisesti valitusta kohdasta ja
yhdistämällä katkaistut hälytysketjut toisiinsa ristiin. Katkaisu tehdään hälytysten vä-
listä. Esimerkiksi kaksi neljän hälytyksen pituista mallia ABCD ja WXYZ saatettaisiin
katkaista seuraavasti: A|BCD ja WX|YZ. Tuloksiksi risteytyksestä tulisi kaksi uutta mallia:
AYZ ja WXBCD. Katkaisemalla mallit satunnaisesta kohdasta populaation mallien häly-
tyspituudet muuttuvat. Risteytyksellä luotujen mallien kestoaika asetetaan kokeilemalla
kestoajaksi molempien alkuperäisten mallien kestoaikaa sekä näiden keskiarvoa. Kaikille
kolmelle variaatiolle uutta mallia kohden evaluoidaan kelpoisuus. Parhaan kelpoisuuden
saavuttanut kestoaika valitaan alustavasti uuden mallin kestoajaksi. Jos kolmesta kestoai-
kavaihtoehdosta sopivin oli lyhin tai pisin kestoaika, kokeillaan vielä paraneeko mallin
kelpoisuus lyhentämällä kestoaikaa satunnaisesti välille 0-w, jos alustavasti valittiin lyhin,
tai pidentämällä satunnaisesti välille w-2w, jos valittiin pisin kestoaika. Kertoimissa w on
alustavasti valittu kestoajan pituus.
Mallin suotuisuutta kuvaava kelpoisuusarvo on määritelty Timeweaverissä ottamaan
huomioon yhtäaikaa mallin kattavuus kaikista kohdehälytyksistä ja toisaalta mallin ku-
vaaman ennustuksen onnistumistodennäköisyys. Jotta malli ennustaa kohdehälytyksen,
sen on toteuduttava etukäteen määritellyssä aikaikkunassa. Mallin on toteuduttava toi-
saalta vähintään varoitusajan W etäisyydellä kohdehälytyksestä ja toisaalta koko mallin
kohdehälytyksineen on toteuduttava seuranta-ajan M sisällä.
Kattavuutta kuvataan suureella havaintokyky (engl. recall, sensitivity). Mallin ha-
vaintokyky tarkoittaa mallin ennustamien kohdehälytysten lukumäärän osuutta kaikista
kohdehälytyksistä. Havaintokyky on tuen kaltainen suure, ja termejä on joissakin läh-
teissä kuvattu synonyymeinä. Tuki on kuitenkin määritelty vain transaktiodatalle ja se
kuvaa joukon toistuvuutta kaikkia datan transaktioita kohtaan, kun havaintokyky ku-
vaa mallin kattavuutta valittua maalijoukkoa kohtaan. Havaintokyky kasvattaa mallien
yleispätevyyttä. Liian suppean osuuden datasta kattava malli ei saa hyvää havaintokykyä.
Mallin luokitusten onnistumistodennäköisyyttä kuvataan tiedonlouhinnassa täsmälli-
syydellä (engl. precision, positive predictive value). Mallin täsmällisyys tarkoittaa mallin
tuottamien ennustusten onnistumisosuutta kaikista mallin tekemistä ennustuksista. Toisin
sanoen, kuinka suuressa osassa hälytysdatassa mallin ennustama kohdehälytys toteutuu mal-
lin ennustavan hahmon toteuduttua. Timeweaverin tapauksessa täsmällisyys on identtinen
suure transaktiodatasta louhittavien assosiaatiosääntöjen luottamussuureelle. Täsmälli-
syyden käyttäminen määritettäessä mallin kelpoisuutta estää liian yleispätevien mallien
syntymistä. Jos esimerkiksi mallin kestoaika on määritelty liian pitkäksi, luokittelijan
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väärin menneiden myönteisten luokitusten määrä kasvaa, vaikka havaintokyky on hyvä.
Täsmällisyys ottaa kuitenkin huomioon väärin menneiden myönteisten luokitusten määrän.
Täsmällisyyden yleinen määritelmä sisältää Timeweaverin kannalta kaksi keskeistä
ongelmaa [Wei99]: 1) mikäli usea malli ennustaa saman kohdehälytyksen, määrittelee täs-
mällisyys jokaisen ennustuksen itsenäisiksi onnistumisiksi ja 2) täsmällisyys ei huomioi,
että ajallisesti toisiaan lähellä tapahtuneet virheelliset ennustukset eivät ole yhtä vakavia
kuin sama määrä virheellisiä ennustuksia jakaantuneena tasaisesti. Ensimmäiseen ongel-
maan Weiss [Wei99] esitti ratkaisuksi normalisoitua täsmällisyyttä, jossa onnistuneeksi
ennustukseksi lasketaan vain yksi onnistuminen yhtä kohdehälytystä kohden. Toiseen ongel-
maan Weiss [Wei99] esitti ratkaisuksi epäonnistumisten määrän vähentämistä ennustusten
päällekkäisen aikaikkunan osuudella.
Mallin täsmällisyys = Ennustetut kohdehälytyksetEnnust. kohdehälytykset + Vähennetyt epäonnistuneet ennust.
Usein luokittelijoissa on käytetty onnistumisen mittaamiseen suuretta tarkkuus (engl.
accuracy). Tarkkuus eroaa täsmällisyydestä siten, että tarkkuus antaa pisteitä sekä oi-
kein menneistä myönteisistä että kielteisistä ennustuksesta. Kielteinen ennustus tässä
kontekstissa tarkoittaa, että vakavaa vikaa ei ennusteta seuraavan. Koska vakavat viat
ovat harvinaisia ja niitä on vaikea ennustaa oikein, tarkkuuden perusteella pisteytettävä
luokittelija pisteytyisi parhaiten ennustamalla kaikissa tilanteissa ettei vikaa tule. Luokit-
telija ei kuitenkaan onnistuisi ennustamaan yhtäkään vikaa. Vaikeasti ennustettavien ja
harvinaisten tapahtumien louhinnassa tarkkuus ei ole hyvä metriikka [Wei99, Wei05].
Mallin kelpoisuus = (β
2 + 1) ∗ täsmällisyys ∗ havaintokyky
β2 ∗ täsmällisyys+ havaintokyky
Timeweaverin käyttämä kelpoisuusfunktio täsmällisyyden ja havaintokyvyn suhteen on
identtinen tilastollisissa luokittelijoissa yleisesti käytettyyn F-pistemääräfunktioon (engl. F1
score, F-measure) [Rij79]. Se on harmoninen keskiarvo täsmällisyydestä ja havaintokyvystä.
Funktion β-kerrointa käytetään tasapainottamaan täsmällisyyttä suhteessa havaintokykyyn.
Koska täsmällisyys ja havaintokyky ovat tyypillisesti osittain toisiaan poissulkevia suureita,
kuten myöhemmin Weissin [Wei99] kokeista havaitaan, ja tuloksiksi halutaan molemmissa
metriikoissa hyvin pärjääviä malleja, β-arvoa vaihdellaan suorituksen edetessä. β-arvoa
syklitetään jokaisella algoritmin iteraatiolla välillä 0 ja 1 porrastuksella 0,1.
Populaation diversiteetin säilyttäminen suorituksen aikana on tärkeää, jotta koko po-
pulaatio ei keskity lopulta ennustamaan tehokkaasti vain yhtä helppoa tapausta. Koska
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diversiteetti parantaa algoritmin mahdollisuuksia löytää vaihtoehtoisia ratkaisuja jo löyty-
neiden lisäksi, edistää diversiteetti lisäksi parhaimman mahdollisen ratkaisun löytämistä.
Populaation diversiteetin säilymiseksi Timeweaver valitsee mallit lisääntymistä ja poistoa
varten mallien kelpoisuusarvojen lisäksi perustuen mallien samanlaisuusarvoihin. Diversi-
teetin ylläpidon lisäksi menetelmä eliminoi populaatiosta redundantteja malleja. Mallien
samanlaisuuden laskemista varten jokaiselle mallille lasketaan binäärivektori, jonka pituus
on hälytysdatassa olevien kohdehälytysten yhteismäärä. Vektorissa bitit määrittävät, en-
nustaako kyseinen malli kutakin kohdehälytystä vai ei. Kahden mallin välinen etäisyys
lasketaan mallien binäärivektorien osoittamien erilaisten ennustusten osuudesta. Kahden
mallin välinen etäisyys rajoittuu siis välille 0, identtiset ennustukset, ja 1, vastakkaiset
ennustukset. Lopullinen mallin samanlaisuusarvo suhteessa muuhun populaatioon saadaan
summaamalla etäisyyksien käänteisarvot korotettuna kolmanteen potenssiin suhteessa mui-
hin malleihin. Etäisyyden käänteisarvo on tässä 1-etäisyys. Jos esimerkiksi kaikki mallit
ennustavat samat kohdehälytykset, on mallien samanlaisuusarvot yhtä suuria populaation
lukumäärän kanssa.




Kunkin mallin kelpoisuus- ja samanlaisuusarvoa yhdessä kuvaa ”jaettu kelpoisuus”
(alkuperäinen termi ”shared fitness” [Wei99]). Se määritellään mallille jakamalla mallin
kelpoisuusarvo mallin samanlaisuusarvolla.
Mallin jaettu kelpoisuus = Mallin kelpoisuusMallin samanlaisuus
Algoritmissä 2 rivillä 6 valitaan mallit lisääntymistä varten. Valinta suoritetaan sa-
tunnaisesti. Kunkin mallin valintatodennäköisyys on sitä suurempi mitä suurempi mallin
jaettu kelpoisuusarvo on. Lisääntymistä varten valittuja malleja ei korvata uusilla, vaan
korvattaviksi valitut mallit valitaan erikseen algoritmin rivillä 13. Korvattavien mallien
valinta suoritetaan satunnaisesti. Kunkin mallin valintatodennäköisyys on sitä pienempi
mitä pienempi mallin jaettujen kelpoisuusarvojen keskiarvo on β-arvoilla 0, 0,5 ja 1. Laske-
malla jaetun kelpoisuusarvon keskiarvon käyttäen kutakin kolmea β-arvoa, populaatiossa
selviävät ensisijaisesti yhtäaikaa sekä havaintokyvyssä että täsmällisyydessä pärjäävät
mallit.
Algoritmissä 2 rivillä 12 uusille malleille evaluoidaan kelpoisuusarvo. Weiss [Wei99] ei
ota kantaa millä β-arvolla kelpoisuusarvo lasketaan. Oma arvioni on, että suorituskyvyn
kannalta mallille on paras laskea heti seuraavalla iteraatiolla poistovalintaa varten tarvitta-
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vat kolme kelpoisuusarvoa β-arvoilla 0, 0,5 ja 1. Kehitysoperaatiota varten laskettava mallin
kelpoisuuden β-arvo vaihtelee 0–1 välillä 0,1 välein. Ne kannattaa laskea sitä mukaa, kun
algoritmi niitä tarvitsee ja tallettaa mallille muistiin. Saattaahan olla, että malli karsiutuu
jo seuraavalla iteraatiolla, jolloin mallille olisi turhaan laskettu muut kuin poistovalintaa
varten tarvittavat kelpoisuudet.
Valmiiksi lasketuilla ja muistiin tallennetuilla kelpoisuusarvoilla mallien vertailu on
nopeampaa jatkossa, koska kelpoisuuksia ei tarvitse laskea jokaiselle mallille iteraatioittain
uudelleen. Tallentaa kannattaa nimenomaan pelkkä kelpoisuusarvo jaetun kelpoisuusarvon
sijaan, koska kaikkien mallien samanlaisuusarvot muuttuvat jokaisessa iteraatiossa, joten
jaettu kelpoisuuskin muuttuu. Jaettu kelpoisuusarvo on nopea laskea kelpoisuusarvon
avulla.
Weiss [Wei99] esittää, miten samanlaisuusarvojen päivittäminen populaatiolle binääri-
vektorien avulla on puolestaan nopeaa. Uutta etäisyyttä ei tarvitse laskea koko populaatioon,
vaan voi laskea erotuksen poistuneista malleista ja lisätä etäisyyden uusiin malleihin. Sa-
manlaisuusarvojen päivittäminen mainitulla menetelmällä vaatii 6P-10 operaatiota [Wei99],
jossa P on populaation koko. Populaation samanlaisuusarvojen uudelleen laskeminen puh-
taalta pöydältä vaatisi P(P-1) operaatiota. Lisäksi, koska kohdehälytykset ovat harvinaisia,
eli niitä on datassa suhteellisen vähän, ovat mallien binäärivektorit lyhyitä. Etäisyyksien
laskeminen on suhteellisen nopeaa. Weiss [Wei99] esittää kokeidensa perusteella mallien
kelpoisuusarvojen evaluoinnin vievän moninkertaisen ajan samanlaisuusarvojen laskentaan
verrattuna.
Timeweaverin geneettisen osan lisäksi Weiss [Wei99] esitteli toisen algoritmin, joka
jälkikäsittelee geneettisen algoritmin luoman populaation. Algoritmi käy populaation mallit
läpi yksi kerrallaan, karsii niistä redundantit ja järjestää jäljelle jääneet täsmällisyyden
mukaan paremmuusjärjestykseen. Redundantti malli tarkoittaa tässä mallia, joka ei ennusta
yhtäkään sellaista kohdehälytystä, jota jokin muu läpikäyty malli ei ennusta. Tyypillisesti
suurin osa tuloksista on keskenään redundantteja [Wei99]. Algoritmi pisteyttää kunkin
mallin perustuen mallin täsmällisyyteen, ja niiden ennustettujen kohdehälytysten määrään,
joita muut tähän asti läpikäydyt ja hyväksytyt mallit eivät ole ennustaneet.
Weiss ja Hirsh [WH98] testasivat algoritmiään 4ESS-laiteverkon hälytysdatalla. 4ESS-
laitteet ovat lankapuhelinverkon vaihteita. Hälytysdata sisälsi 148886 hälytystä kerättynä
kahden viikon ajalta 75 eri laitteelta [Wei02]. Hälytysdata jaettiin 75% opetusdataksi ja
25% testidataksi [Wei99].
Weiss [WH98] valitsi testeissään kohdehälytyksiksi hälytysdatan kaikki hälytykset,
joiden hälytystyyppi on ”FAILURE”. Esikäsittelynä hälytysdatasta karsittiin redundantit
kohdehälytykset. Kohdehälytyksiä jäi hälytysdataan 1045 kappaletta, jotka kertoivat
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1045:stä erillisestä viasta. Weiss [WH98] käytti mallien etsinnässä 20 sekunnin varoitusaikaa
ja 8 tunnin seuranta-aikaa.
Weiss [WH98] tuloksissa esitetään kuvaajalla kuinka tulosjoukko paranee algoritmin
iteraatiomäärän kasvaessa. Tulosjoukon paraneminen päättyi 2000 iteraation jälkeen. Tu-
losmallien täsmällisyys pienenee havaintokyvyn kasvaessa, ja päin vastoin.
Weiss [Wei02] esittelee tuloksissaan vain tulosjoukon ensimmäisen mallin:
351:<id20,TMSP,?,MJ>*<id20,?,?,MJ>*<id20,?,?,MN>, jossa hälytyksen formaatti on:
<laitetunniste, laitetyyppi, hälytystyyppi, vakavuusluokka>. Mallin kestoaika on 351 se-
kuntia. Kestoajan sisällä saapuu ensin ”merkittävä” (engl. major) hälytys TMSP-tyypin
laitteelta, jota seuraa toinen merkittävä ja yksi vähämerkityksistä (engl. minor) mikä
tahansa hälytys. Kaikki mallin hälytykset tulevat samalta id20-laitteelta, joten ovat var-
masti laitetyypin TMSP-hälytyksiä, vaikka malli ei asiaa kahden jälkimmäisen hälytyksen
osalta täsmennäkään. 4ESS-laitteiden hälytyksissä ”merkittävä” on suurin vakavuusluok-
ka [Wei02]. Hälytystyyppi ja laitetyyppi ”?” on jokerimerkki ja vastaa mitä tahansa arvoa.
Hälytysten välissä oleva järjestysprimitiivi ”*” määrittelee, että hälytysten välissä saa olla
mitä tahansa muita hälytyksiä.
5.2 Johtopäätökset
Harvinaiset tapahtumatketjut kuvaavat verkonvalvonnan hälytysdatasta sen pienen osako-
konaisuuden, jota toistuvat mallit eivät kykene kuvaamaan: harvinaiset viat. Pienuudestaan
huolimatta osakokonaisuus on erityisen kiinnostava, koska erityisesti vakavat viat ovat har-
vinaisia. Käsittelin harvinaisten tapahtumaketjujen louhimista käymällä läpi geneettisen
Timeweaver-algoritmin toiminnan.
Teoriatasolla Timeweaver vaikuttaa lupaavalta. Algoritmin edellyttämä etsittävien koh-
dehälytysten osoittaminen rajaa tehokkaasti mallien etsintäavaruutta. Toisaalta algoritmin
geneettisyys takaa ainakin jonkinlaisten tulosten saamisen järjellisessä ajassa, kunhan suo-
rituksen enimmäisiteraatiomäärä rajataan tarpeeksi alas. Algoritmin tuottamien tulosten
laatu suhteessa suoritusaikaan erilaisilla teleoperaattorin hälytysdatoilla jää kokeellisen
jatkotutkimuksen varaan.
Timeweaver-algoritmin kuvaus, jonka yksityiskohtien tarkennukset jakaantuvat useaan
eri julkaisuun [WH98, Wei99, Wei02], jää muutamilta yksityiskohdiltaan avoimeksi.
Timeweaverin alkupopulaation generoinnista julkaisut [WH98, Wei99, Wei02] jättävät
avoimeksi miten generoitaviin malleihin määritetään kunkin mallin enimmäiskestoaika,
eli mallin toteutumisen aikaikkuna. Yhden hälytyksen pituisissa malleissa kestoaika on
merkityksetön, mutta mallien risteytysoperaatio, jolla malleja laajennetaan kattamaan
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useampia hälytyksiä, edellyttää enimmäiskestosta jonkun alkuarvon.
Risteytysoperaation kuvaus sisälsi monta epäselvyyttä koskien erityisesti 1-2 hälytyksen
pituisten mallien risteytystä. Julkaisut [WH98, Wei99, Wei02] eivät tarkenna saako ristey-
tysoperaation katkaisu tapahtua mallien alusta tai lopusta. Jos katkaisu suoritetaan toisen
mallin alusta tai lopusta, toiseksi jälkeläismalliksi luodaan tyhjä malli. Miten tyhjä malli
käsitellään? Pieneneekö populaation koko yhdellä, vai korvataanko populaatiosta vain yksi
malli epätyhjällä mallilla. Jos katkaisua ei saa suorittaa mallin alusta tai lopusta, miten
yhden hälytyksen pituiset mallit risteytetään, ja miten yhden tai kahden hälytyksen pitui-
sista malleista saadaan ikinä risteytettyä kolmen hälytyksen pituisia, tai pidempiä malleja?
Lisäksi julkaisuissa [WH98, Wei99] oli ristiriita koskien mallin katkaisemista hälytysten
välistä tai keskeltä. Toinen julkaisu [WH98] määritteli katkaisun tapahtuvan hälytysten vä-
listä, ja toinen julkaisu [Wei99] määritteli katkaisun tapahtuvan jonkun mallin hälytyksen
keskeltä. Hälytyksen keskeltä katkaisussa katkaistun hälytyksen presentaatio katkaistaan
jonkin satunnaisesti valitun tietokenttäparin välistä. Ehdotus katkaista mallit hälytysten
keskeltä herättää ihmetystä, koska esikäsittelyvaiheessa valittu hälytyksen tietokenttien
presentaatiojärjestys vaikuttaa siihen, mitkä hälytyksen kentät todennäköisimmin pysyvät
yhdessä ja mitkä katkeavat usein eri malleihin. Esimerkiksi, jos presentaatio on ”<lai-
tetunniste, laitetyyppi, hälytystyyppi, vakavuusluokka>”, kaikissa katkaisuskenaarioissa
laitetunniste ja vakavuusluokka päätyvät toisistaan irralleen. Ominaisuus pitäisi ottaa
jollain tapaa esikäsittelyssä presentaatioita suunnitellessa huomioon. Lisäksi on huomi-
onarvoista, että hälytyksen keskeltä katkaiseminen ja hälytysten tietokenttien yhdistely
luo kokonaan uudenlaisia hälytyksiä. Uudenlaisten hälytysten luomisessa ei mielestäni ole
järkeä, koska malleihin luodaan sellaisiakin hälytyksiä, joita ei ole koko hälytysdatassa.
Seurauksena malli ei voi missään tapauksessa enää sopia hälytysdataan.
Timeweaveriä koskevista julkaisuista [WH98, Wei99, Wei02] ei saa tarkkaa kuvaa etsiikö
algoritmi ennustavia malleja kaikkien hälytyssekvenssin hälytysten kesken, vai käytetäänkö
laitetunnistetta rajaamaan etsintä laitteiden sisäisiin malleihin. Rajatessa etsintä laittei-
den sisäisiin malleihin, ei havaita eri laitteiden ja tekniikoiden välisiä ennustavia malleja,
esimerkiksi ”kiinteistön ilmastointivika → laitteen ylilämpö”. Jos malleja ei rajata mi-
tenkään, primitiivi seuraava (”.”) vaikuttaa käyttökelvottomalta operaattorilta, koska
teleoperaattorin verkosta tulee hälytyksiä lähes tauotta liittyen eri verkon ilmiöihin. Häly-
tysten muodostamat loogiset kokonaisuudet, eli yhteen ilmiöön liittyvät tapahtumaketjut,
ovat usein yhtäaikaisia yhden tai useamman toisen ilmiön kanssa.
Jos Timeweaver-algoritmin aikoo toteuttaa, on algoritmin toimintalogiikan kuvauksen
moniselitteisyydet ja epäselvyydet ratkaistava.
Weissin [WH98] esittämät tulokset ovat hieman vaillinaiset. Weiss [WH98] esittelee
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vain yhden tulosmallin, eikä mainitse muiden tulosmallien laadusta mitään. Weiss [WH98]
ei paljasta kokeissa käyttämäänsä populaation kokoa. Weissin [Wei99] kokeissa mallien
kelpoisuus saavutti huippupisteensä 2000 iteraation jälkeen, mutta iteraatiomäärä on
suhteutettava käytetyn populaation kokoon eikä ole yksinään informatiivinen. Suurin
vajaavaisuus tuloksissa mielestäni on, ettei Weiss [Wei99] kerro louhinnan suoritusaikaa.
Koska Timeweaver-algoritmi on ohjatun oppimisen menetelmä, on algoritmille kerrotta-
va mille tai millaisille hälytyksille ennustavia malleja etsitään. Weissin [WH98] tekemässä
kokeessa valittu kohdehälytys oli helppo valinta, koska oli tiedossa että kyseinen hälytys
indikoi verkossa olevaa vikaa. Kaikilla verkkotekniikoilla ei kuitenkaan päde että verkon
vikoja osoittaisi tietty hälytys tai selkeästi rajattavissa oleva hälytysten joukko. Esimerkiksi
hälytysten vakavuusluokka antaa suuntaa hälytyksen kuvaaman tapahtuman vakavuudesta,
mutta tietyn vakavuusluokan hälytysten taustalla ei ole homogeenisesti saman tasoinen ta-
pahtuma kaikissa tilanteissa. Korkeinkaan vakavuusluokitus hälytyksellä ei takaa verkossa
olevan vakava vika. Toisaalta vakava vika voi joskus synnyttää useita korkean vakavuuden
hälytyksiä. Joskus vakavuusluokaltaan alempienkin hälytysten taustalla on vakava vika.
Johtopäätöksenä voi todeta, ettei parhaiden kohdehälytysten valinta hälytysdatasta ole




Tutkielma käsitteli tiedonlouhintaa teleoperaattorin verkonvalvonnan hälytysdatasta. Tut-
kielma kävi läpi teleoperaattorin ja verkonvalvonnan määritelmät, käsitteli verkonvalvonnan
nyky- ja tavoitearkkitehtuurin tiedonlouhinnan käyttämiseksi verkonvalvonnan kehittämi-
sessä sekä tiedonlouhintaprosessin ja sen työvaiheet. Tutkielman päätavoite oli määritellä
mitä hälytysdatasta on tiedonlouhinnalla mahdollista löytää ja millä menetelmillä. Tut-
kielma päätyi jakamaan hälytysdatan käyttäytymisen kahtia: toistuviin tapahtumiin ja
harvinaisiin tapahtumiin.
Toistuvat tapahtumat kuvailevat verkon kohteiden päivittäiskäyttäytymistä: miten usein
tapahtuvat verkon tapahtumat vaikuttavat toisiinsa ja miten erilaiset tapahtumaketjut eska-
loituvat. Niiden louhintamenetelmäksi valitsin tutkielmaan toistuvien joukkojen louhinnan,
joka on sovellettavissa hälytysdataan, kun hälytysdata ensin transaktionalisoidaan liukuval-
la aikaikkunalla. Menetelmän algoritmi oli tutkielmassa toissijainen valinta, ja tutkielma
päätyi käymään läpi hieman iäkkään, mutta arvostusta ja siteerauksia keränneen WINEPI-
algoritmin toiminnan ja koetuloksia. Tutkielman kokeellisessa osiossa WINEPI-algoritmin
vanhat koetulokset päivitettiin nykypäivään louhimalla tuoretta teleoperaattorilta saatua
hälytysdataa. Teleoperaattorin hälytysdatan louhintaa koskevien tulosten päivittäminen
nykypäivään on tärkeää ja aina ajankohtaista, koska teleoperaattorin verkko kehittyy ja
kasvaa nopeasti. Osana tuloksia esittelin todisteena menetelmän toimivuudesta useita
erilaisia hälytysdatasta louhinnalla löytyneitä potentiaalisesti hyödyllisiä malleja.
Minulla oli ainutlaatuinen tilaisuus tehdä louhintakokeeni aidolla teleoperaattorin
hälytysdatalla. Teleoperaattoreiden verkonvalvontadata sisältää asiakastietoja, monien
valtioiden lain salaiseksi luokittelemaa viestintäverkon tunnistamistietoa ja on ylipäätään
yrityssalaisuuden piirissä, joten hälytysdataa on vaikea saada tutkimuskäyttöön. Usein
tieteelliset julkaisut perustuvatkin synteettiseen hälytysdataan. Aito hälytysdata toi lou-
hintaan kuitenkin omat haasteensa. Valmiiksi generoitu ja dokumentoitu synteettinen data
olisi ollut helpompi lähdedata louhinnan harjoitteluun ja parametrien kokeiluun. Jos syn-
teettisen datan dokumentaatiossa olisi kuvattuna datan hälytyskäyttäytymistä ja datasta
löytyviä malleja, olisi louhinnan onnistumisen verifiointi ollut suoraviivaista. Käyttämäni
aito hälytysdata oli analysoimatonta, joten datan käyttäytyminen ei ollut etukäteen tiedos-
sa. Tuloksista oli ilman kiinteistö- ja mobiiliverkonvalvonnan teknistä osaamista vaikeaa
tulkita mitkä mallit kuvasivat oikeita verkon kohteiden välisiä korrelaatioita, ja mitkä mallit
olivat huonosti toteutetusta esikäsittelystä tai huonoista parametrivalinnoista johtuvia
valheellisia malleja. Toisaalta oikeat parametrivalinnat ja tarvittava esikäsittely ovat ta-
pauskohtaisia ja riippuvat hälytysdatan ominaisuuksista ja mallien etsinnän painopisteestä.
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Hälytysdatan ominaisuudet, kuten keskitiheys, huipputiheys, kohinan määrä ja laatu sekä
hälytyskäyttäytyminen sanelevat tarvittavan esikäsittelyn ja parametrivalintojen rajat.
Johtopäätöksenä arvioin synteettisen datan käyvän tiedonlouhintaprosessin harjoitteluun
hyvin, mutta lopullisten parametrien etsiminen ja valitseminen on tehtävä sen aidon datan
perusteella, jota tiedonlouhinnalla lopulta halutaan mallintaa.
Tutkielmani kokeellisen osion päätavoitteina oli tutkia toistuvien tapahtumien louhinnan
hyödyllisyyttä käytännössä, liukuvalla aikaikkunalla tehtävän hälytysdatan transaktionali-
soinnin vaikutusta datan luonteeseen ja aikaikkunan pituuden vaikutuksia louhintaan.
Toistuvien tapahtumien louhinnan koin hyödylliseksi verkonvalvonnan kehittämisproses-
sin määrittelyissä. Mobiiliverkonvalvonnan kehittämistä koskevissa määrittelypalavereissa
minulla valvontajärjestelmän asiantuntijana oli tutkielmassa tekemääni tiedonlouhintaan
perustuen parempi ymmärrys mobiiliverkon hälytyskäyttäytymisestä. Ymmärsin louhin-
tojen johdosta millaisista hälytyksistä mobiiliverkon hälytysdata koostuu, kuinka paljon
mitäkin hälytystyyppejä datassa esiintyy, miten yksittäiset hälytykset käyttäytyvät sekä
mitkä mobiiliverkon hälytykset liittyvät toisiinsa ja niille yhteisiin vikatilanteisiin. Osan
mainituista hyödyistä sain tutustuessani dataan osatakseni esikäsitellä ja louhia sitä. Osan
ymmärryksestä sain louhinnan tuloksista tai se kirkastui tulosten ansiosta. Kehittynyt
ymmärrykseni mobiiliverkon käyttäytymisestä näkyi määrittelypalavereissa parempana
yhteisymmärryksenä tekniikan asiantuntijoiden kanssa, sekä kykynä täydentää tekniikan
asiantuntijan käsitystä hälytyskäyttäytymisestä.
Louhintatulosten käyttämistä korrelointisääntöinä osana verkonvalvontaa on kokeiltava
jatkotutkimuksena. Kokeilu tehtäisiin muuntamalla louhittuja malleja korrelointisäännöiksi
ja viemällä niitä osaksi teleoperaattorin verkonvalvonnan analytiikkaa. Kokeilu edellyttää
louhintaprosessin työvaiheiden, etenkin jälkikäsittelyn viimeistelyä ja kokeeseen valitun
verkkotekniikan asiantuntijan arvioimaan louhittujen tulosten, valvontaan valikoituneiden
sääntöjen sekä sääntöjen perusteella valvontajärjestelmän tekemien muuttuneiden päätösten
laatua.
Tutkielmassa todettiin olevan vaikea täsmällisesti määrittää miten transaktionalisointi
vaikuttaa hälytysdatan luonteeseen ja tulosten laatuun. Koska louhinta tuottaa hyviä
tuloksia ja toisaalta koska liukuva aikaikkuna eri tavoin toteutettuna on yleisesti käytetty
tapa saattaa hälytysdata louhintakelpoiseksi toistuvien tapahtumien louhimista varten,
ei menetelmä voi olla kelvoton. Jatkotutkimukseksi nostan tarpeen tutkia eri aikaikku-
nointimenetelmien vaikutusta tulosten laatuun. Lisäksi on tarve tutkia mahdollisuuksia
jakaa hälytykset transaktioiksi perustuen ajallisen läheisyyden sijaan, tai lisäksi, hälytys-
datalle ominaisiin muihin ominaisuuksiin. Muita ominaisuuksia voisivat olla esimerkiksi
laitteiden maantieteellinen tai verkkotopologinen sijaintitieto. Sijaintitietoon perustuva
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jako edellyttää tiedon saatavuutta laitetietokannasta.
Aikaikkunan pituuden vaikutuksesta tulosmäärään, muistinkäyttöön ja louhinnan suo-
rituskykyyn tutkielma totesi kaikkien kasvavan eksponentiaalisesti aikaikkunan pituuden
kasvaessa. Algoritmin muodostamien joukkojen kombinatoriikan aste on aikaikkunan pi-
tuuden ja hälytysdatan hälytystiheyden tulo. Jos hälytystiheys on vakio, aikaikkunaa
pidentämällä kombinatoriikka kasvaa. Hälytystiheyttä voi kuitenkin pienentää paranta-
malla esikäsittelyä, jolloin aikaikkunan pituutta voi kasvattaa ilman että tulosmäärä,
suorituskyvyvaatimukset ja muistinkäyttö kasvaa.
Kokeissa kuitenkin havaittiin, että iso osa tapahtumaketjuista näytti rajoittuivan kah-
teen minuuttiin. Pidemmillä aikaikkunoilla uusia todellisia malleja ei enää tuloksissa
havaittu. Toisaalta kasvava tulosmäärä ei välttämättä tarkoita suurempaa määrää hyö-
dyllisiä tuloksia, vaan epätodellisten mallien osuuden lisääntymistä. Koska aikaikkunan
pidentäminen kasvattaa tulosmäärää, luotettava tulosten analysointi pidemmillä aikaik-
kunoilla edellyttää louhintaprosessilta tehokkaampaa esi- ja jälkikäsittelyä. Yli kahden
minuutin tapahtumaketjuja saattoikin tuloksissa olla, mutta selvästi vähemmän, ja ne
hukkuivat muiden mallien enenevään massaan.
Tuloksissa havaittiin muistinkäytön pysyvän käyttämälläni Apriori-toteutuksella koh-
tuullisena suhteessa tietokoneiden nykyisiin muistikapasiteetteihin tiettyyn pisteeseen asti.
Tietyn kombinatoriikan räjähdyspisteen jälkeen muistinkäyttö ja toisaalta tulosmäärä
alkoivat kasvaa nopeasti. Suorituskyvystä todettiin sitä olevan suoraviivaista parantaa
algoritmiä optimoimalla, hajauttamalla tai vaihtamalla uudempaan vastaavaan algoritmiin.
Tutkielman tavoitteiden saavuttamisen ohella, kokeellisissa tutkimuksissa todettiin
kaikkien tiedonlouhintaprosessin kokeellisten työvaihden, esikäsittelyn, louhinnan ja jälki-
käsittelyn, olevan tärkeää toteuttaa hyvin, jotta saadut tulokset ovat hyödyllisiä. Yhden
vaiheen laiminlyönti heikentää oleellisesti tulosten laatua ja tulosten tulkinta jää ihmisen
ison tulosmassan läpikäynnin varaan – juuri sen, jota tiedonlouhinnalla on tarkoitus vält-
tää. Kuhunkin työvaiheeseen liittyvien algoritmien optimaalisten parametrien etsintä on
haastavaa ja työlästä. Jää jatkotutkimuksen varaan, kuinka hyvin erilaisiin hälytysdatoihin
yleispäteviä suuntaviivoja algoritmien parametrointiin on mahdollista määritellä.
Kokeellisen osion lopussa käytiin läpi louhinnasta saadut johtopäätökset, jossa tutkielma
ehdotti jatkotutkimusideoita. Parannusehdotuksissa kävin läpi keinoja parantaa louhinta-
algoritmiä ottamaan verkonvalvonnan hälytysdatan ominaisuuksia paremmin huomioon,
tutkia vaihtoehtoja parantaa jälkikäsittelyä ja louhia teleoperaattorin eri verkkotekniikoiden
hälytysdatoja yhdessä.
Harvinaiset tapahtumat kattavat hälytysdatan käyttäytymisestä sen asiantuntijoita
kiinnostavan osuuden, jota toistuvat tapahtumat eivät kuvaa: harvoin tapahtuvat vaka-
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vat viat. Tutkielma käsitteli harvinaisten tapahtumien louhintaan liittyviä ongelmia ja
geneettistä luokitteluun perustuvaa Timeweaver-koneoppimisjärjestelmää. Järjestelmä opet-
telee ennustamaan asiantuntijan hälytysdatasta osoittamat tapahtumat. Johtopäätöksissä
nostin esiin muutamia algoritmin toteutusta koskevia moniselitteisyyksiä, joiden ratkaise-
minen on edellytys algoritmin käyttämiselle. Johtopäätöksissä ehdotin jatkotutkimukseksi
Timeweaver-algoritmistä konseptintodistusta nykypäivän teleoperaattorin verkonvalvonnan
hälytysdatalla, jossa tutkimuksen painopisteenä olisi erityisesti tulosten laatu suhteessa
algoritmin suoritusaikaan.
Tiedonlouhinnan ottamisessa mukaan verkonvalvonnan kehittämisprosessiin, on huo-
mioitava hälytysdatan vanheneminen. Teleoperaattorin verkkoon jatkuvasti tehtävät verk-
kotopologiset muutostyöt muuttavat laitteiden relaatioita ja laitekantaan, valvonta- ja
hallintajärjestelmiin tehtävät päivitykset muuttavat hälytyskäyttäytymistä ja hälytysten
sisältöä. Seurauksena tiedonlouhintaa varten kerätty hälytysdata vanhenee. Kerätty häly-
tysdata kuvaa verkon rakennetta ja käyttäytymistä kullakin ajan hetkellä. Pitkään kerätyn
datan alku- ja loppupäät kuvaavat käytännössä erilaista verkkoa, eikä keräyksen alku-
pään data välttämättä kuvaa verkkoa keräyksen päättymishetkellä. Louhinnassa onkin
syytä käyttää mahdollisimman tuoretta hälytysdataa, eikä hälytysdataa ole syytä kerätä
tarpeettoman pitkältä ajanjaksolta. Verkon jatkuvasta muuttumisesta johtuen verkonval-
vonnan kehittäminen on myös jatkuvaa, joten uuden hälytysdatan louhintaa on syytä tehdä
säännöllisesti päivittäen verkonvalvonnan kykyä vastata muuttuneisiin valvontatarpeisiin.
Verkonvalvonnan kehittämisen automatisointi tiedonlouhinnalla mahdollisimman pitkälle
säästää asiantuntijoiden työmäärää.
Teleoperaattorin seuraavana askeleena verkonvalvonnan kehittämisprosessin helpottami-
sessa tiedonlouhinnalla on ottaa tiedonlouhinta mukaan osaksi prosessia. Tiedonlouhinnan
jalkautuksen voi toteuttaa esimerkiksi työpajana valvontajärjestelmien ja tekniikan asian-
tuntijoiden välillä. Vaihtoehtoisesti tiedonlouhinnan voisi ottaa mukaan uuden valvonnan
määrittelyn yhteyteen pilottikokeiluna. Työmäärällisiä hyötyjä louhinnasta saavutetta-
neen vasta tiedonlouhintaprosessin oppimisen, jalkautuksen, ja automatisoinnin tuloksena.
Tarvittava lisätyömäärä alkuvaiheessa on resurssiallokoinnillinen haaste. Tiedonlouhinta
saattaa todistaa hyödyllisyytensä heti, jos louhinnalla löydetään hälytysdatan osoittamia




[ADGI08] Agrawal, Jagrati, Diao, Yanlei, Gyllstrom, Daniel ja Immerman, Neil: Efficient
Pattern Matching over Event Streams. Teoksessa Proceedings of the 2008
ACM SIGMOD International Conference on Management of Data, SIGMOD
’08, sivut 147–160, New York, NY, USA, 2008. ACM, ISBN 978-1-60558-102-6.
http://doi.acm.org/10.1145/1376616.1376634.
[AJ07] Azevedo, Paulo J ja Jorge, Alípio M: Comparing Rule Measures for Predictive
Association Rules. Teoksessa Machine Learning: ECML 2007, sivut 510–517.
Springer, 2007.
[Ant03] Anttalainen, Tarmo: Introduction to Telecommunications Network En-
gineering. Artech House telecommunications library. Artech House,
2003, ISBN 9781580536165. https://books.google.fi/books?id=S0_
Pvzr-TeEC.
[AS+94] Agrawal, Rakesh, Srikant, Ramakrishnan et al.: Fast algorithms for mining
association rules. Teoksessa Proc. 20th int. conf. very large data bases, VLDB,
nide 1215, sivut 487–499, 1994.
[BCF94] Bouloutas, A.T., Calo, S. ja Finkel, A.: Alarm Correlation and Fault Identi-
fication in Communication Networks. Communications, IEEE Transactions
on, 42(234):523–533, Feb 1994, ISSN 0090-6778.
[BK02] Borgelt, Christian ja Kruse, Rudolf: Induction of Association Rules: Apriori
Implementation. Teoksessa Compstat, sivut 395–400. Springer, 2002. http:
//www.borgelt.net.
[Bor05] Borgelt, Christian: An Implementation of the FP-growth Algorithm. Teoksessa
Proceedings of the 1st international workshop on open source data mining:
frequent pattern mining implementations, sivut 1–5. ACM, 2005.
[Bor15] Borgelt, Christian: Apriori Documentation, 2015. http://www.borgelt.net/
doc/apriori/apriori.html.
[CFSD90] Case, J. D., Fedor, M., Schoffstall, M. L. ja Davin, J.: Simple Network
Management Protocol (SNMP). RFC, RFC Editor, United States, 1990.
[Cle06] Clemm, Alexander: Network Management Fundamentals. Cisco Press, 2006,
ISBN 1587201372.
[DDM05] Devitt, Ann, Duffin, Joseph ja Moloney, Robert: Topographical Proximity
for Mining Network Alarm Data. Teoksessa Proceedings of the 2005 ACM
SIGCOMM Workshop on Mining Network Data, MineNet ’05, sivut 179–184,
New York, NY, USA, 2005. ACM, ISBN 1-59593-026-4. http://doi.acm.
org/10.1145/1080173.1080179.
95
[FPS96] Fayyad, Usama, Piatetsky-Shapiro, Gregory ja Smyth, Padhraic: From Data
Mining to Knowledge Discovery in Databases. AI magazine, 17(3):37, 1996.
[FSG+98] Fang, Min, Shivakumar, Narayanan, Garcia-Molina, Hector, Motwani, Rajeev
ja Ullman, Jeffrey D.: Computing Iceberg Queries Efficiently. Teoksessa
Proceedings of the 24rd International Conference on Very Large Data Bases,
VLDB ’98, sivut 299–310, San Francisco, CA, USA, 1998. Morgan Kaufmann
Publishers Inc., ISBN 1-55860-566-5. http://dl.acm.org/citation.cfm?
id=645924.671338.
[GH96] Gardner, R.D. ja Harle, D.A.: Methods and Systems for Alarm Correlation.
Teoksessa Global Telecommunications Conference, 1996. GLOBECOM ’96.
’Communications: The Key to Global Prosperity, nide 1, sivut 136–140 vol.1,
Nov 1996.
[GH97] Gardner, R.D. ja Harle, D.A.: Fault Resolution and Alarm Correlation in High-
Speed Networks using Database Mining Techniques. Teoksessa Information,
Communications and Signal Processing, 1997. ICICS., Proceedings of 1997
International Conference on, nide 3, sivut 1423–1427 vol.3, sep 1997.
[GH98] Gardner, R.D. ja Harle, D.A.: Pattern Discovery and Specification Techniques
for Alarm Correlation. Teoksessa Network Operations and Management
Symposium, 1998. NOMS 98., IEEE, nide 3, sivut 713–722 vol.3, Feb 1998.
[HKM+96a] Hätönen, Kimmo, Klemettinen, Mika, Mannila, Heikki, Ronkainen, Pirjo ja
Toivonen, Hannu: Knowledge Discovery from Telecommunication Network
Alarm Databases. Teoksessa Proceedings of the Twelfth International Confe-
rence on Data Engineering, ICDE ’96, sivut 115–122, Washington, DC, USA,
1996. IEEE Computer Society, ISBN 0-8186-7240-4. http://dl.acm.org/
citation.cfm?id=645481.653281.
[HKM+96b] Hätönen, Kimmo, Klemettinen, Mika, Mannila, Heikki, Ronkainen, Pirjo
ja Toivonen, Hannu: TASA: Telecommunication Alarm Sequence Analyzer
or how to enjoy faults in your network. Teoksessa Network Operations and
Management Symposium, 1996., IEEE, nide 2, sivut 520–529 vol.2, apr 1996.
[HKP11] Han, Jiawei, Kamber, Micheline ja Pei, Jian: Data Mining: Concepts and
Techniques. Morgan Kaufmann Publishers Inc., San Francisco, CA, USA,
3rd painos, 2011, ISBN 0123814790, 9780123814791.
[HPY00] Han, Jiawei, Pei, Jian ja Yin, Yiwen:Mining Frequent Patterns Without Candi-
date Generation. SIGMOD Rec., 29(2):1–12, toukokuu 2000, ISSN 0163-5808.
http://doi.acm.org/10.1145/335191.335372.
[HZ08] Hou, Sizu ja Zhang, Xianfei: Alarms Association Rules Based on Sequential
Pattern Mining Algorithm. Teoksessa Fuzzy Systems and Knowledge Discovery,
96
2008. FSKD ’08. Fifth International Conference on, nide 2, sivut 556–560,
Oct 2008.
[JW93] Jakobson, G. ja Weissman, M.: Alarm Correlation. Network, IEEE, 7(6):52–59,
nov. 1993, ISSN 0890-8044.
[KMT99] Klemettinen, Mika, Mannila, Heikki ja Toivonen, Hannu: Rule Discovery in
Telecommunication Alarm Data. Journal of Network and Systems Manage-
ment, 7(4):395–423, 1999, ISSN 1064-7570. http://dx.doi.org/10.1023/
A%3A1018787815779.
[LHM99] Liu, Bing, Hsu, Wynne ja Ma, Yiming: Mining Association Rules with Multiple
Minimum Supports. Teoksessa Proceedings of the fifth ACM SIGKDD inter-
national conference on Knowledge discovery and data mining, sivut 337–341.
ACM, 1999.
[LL08] Li, Tong-yan ja Li, Xing-ming: The Study of Alarm Association Rules Mining
in Telecommunication Networks. Teoksessa Communications, Circuits and
Systems, 2008. ICCCAS 2008. International Conference on, sivut 1030–1034,
may 2008.
[LL10] Li, Tong-yan ja Li, Xing-ming: Novel Alarm Correlation Analysis System
Based on Association Rules Mining in Telecommunication Networks. Inf. Sci.,
180(16):2960–2978, elokuu 2010, ISSN 0020-0255. http://dx.doi.org/10.
1016/j.ins.2010.04.013.
[LRU14] Leskovec, Jure, Rajaraman, Anand ja Ullman, Jeffrey David: Mining of
Massive Datasets. Cambridge University Press, 2014.
[MTV97] Mannila, Heikki, Toivonen, Hannu ja Verkamo, Inkeri A.: Discovery of
Frequent Episodes in Event Sequences. Data Min. Knowl. Discov., 1(3):259–
289, tammikuu 1997, ISSN 1384-5810. http://dx.doi.org/10.1023/A:
1009748302351.
[PCY95a] Park, Jong Soo, Chen, Ming-Syan ja Yu, Philip S.: An Effective Hash-based
Algorithm for Mining Association Rules. Teoksessa Proceedings of the 1995
ACM SIGMOD International Conference on Management of Data, SIGMOD
’95, sivut 175–186, New York, NY, USA, 1995. ACM, ISBN 0-89791-731-6.
http://doi.acm.org/10.1145/223784.223813.
[PCY95b] Park, Jong Soo, Chen, Ming-Syan ja Yu, Philip S.: Efficient Parallel Data
Mining for Association Rules. Teoksessa Proceedings of the Fourth Inter-
national Conference on Information and Knowledge Management, CIKM
’95, sivut 31–36, New York, NY, USA, 1995. ACM, ISBN 0-89791-812-6.
http://doi.acm.org/10.1145/221270.221320.
[Rij79] Rijsbergen, C. J. Van: Information Retrieval. Butterworth-Heinemann, New-
ton, MA, USA, 2nd painos, 1979, ISBN 0408709294.
97
[Shi07] Shields, Greg: The Shortcut Guide to Network Management for the Mid-
Market. Realtimepublishers.com, 2007.
[SON95] Savasere, Ashoka, Omiecinski, Edward ja Navathe, Shamkant B.: An Ef-
ficient Algorithm for Mining Association Rules in Large Databases. Teoksessa
Proceedings of the 21th International Conference on Very Large Data Bases,
VLDB ’95, sivut 432–444, San Francisco, CA, USA, 1995. Morgan Kaufmann
Publishers Inc., ISBN 1-55860-379-4. http://dl.acm.org/citation.cfm?
id=645921.673300.
[SSAC00] Sterritt, Roy, Shapcott, C Mary, Adamson, Kenny ja Curran, Edwin P:
High Speed Network First-Stage Alarm Correlator. Teoksessa International
Conference Intelligent Systems And Control, sivut 391–397, 2000.
[TAP+02] Tripathi, A., Ahmed, T., Pathak, S., Carney, M. ja Dokas, P.: Paradigms
for Mobile Agent Based Active Monitoring of Network Systems. Teoksessa
Network Operations and Management Symposium, 2002. NOMS 2002. 2002
IEEE/IFIP, sivut 65–78, 2002.
[Toi96] Toivonen, Hannu: Sampling Large Databases for Association Rules. Teoksessa
VLDB, nide 96, sivut 134–145, 1996.
[TSK05] Tan, Pang-Ning, Steinbach, Michael ja Kumar, Vipin: Introduction to Data
Mining, (First Edition). Addison-Wesley Longman Publishing Co., Inc.,
Boston, MA, USA, 2005, ISBN 0321321367.
[Uni92] Union, International Telecommunication: ITU X.733 Recommendation, 1992.
http://www.itu.int/rec/T-REC-X.733.
[WDL05] Wu, Yangyang, Du, Shuguang ja Luo, Wei: Mining Alarm Database of Te-
lecommunication Network for Alarm Association Rules. Teoksessa Dependable
Computing, 2005. Proceedings. 11th Pacific Rim International Symposium on,
sivu 6, dec. 2005.
[Wei99] Weiss, Gary M.: Timeweaver: a Genetic Algorithm for Identifying Predictive
Patterns in Sequences of Events. Teoksessa In Proceedings of the Genetic and
Evolutionary Computation Conference, sivut 718–725. Morgan Kaufmann,
1999.
[Wei02] Weiss, Gary M.: Industry: Predicting Telecommunication Equipment Failures
from Sequences of Network Alarms. Teoksessa Klösgen, Willi ja Zytkow, Jan M.
(toimittajat): Handbook of data mining and knowledge discovery, sivut 891–896.
Oxford University Press, Inc., New York, NY, USA, 2002, ISBN 0-19-511831-6.
http://dl.acm.org/citation.cfm?id=778212.778336.
[Wei05] Weiss, Gary M.: Mining with Rare Cases. Teoksessa Maimon, Oded ja Rokach,
Lior (toimittajat): Data Mining and Knowledge Discovery Handbook, sivut
98
765–776. Springer US, 2005, ISBN 978-0-387-24435-8. http://dx.doi.org/
10.1007/0-387-25465-X_35.
[WH98] Weiss, Gary M. ja Hirsh, Haym: Learning to Predict Rare Events in Event
Sequences. Teoksessa KDD, sivut 359–363, 1998.
[WHYC00] Wang, Xin-miao, Huang, Tian-xi, Yan, Pu-liu ja Chong, Yan-wen: Knowledge
Discovery from Communication Network Alarm Databases. Wuhan University
Journal of Natural Sciences, 5(2):194–198, 2000.
[WPC01] Wu, Pei-Hsin, Peng, Wen-Chih ja Chen, Ming-Syan: Mining Sequential
Alarm Patterns in a Telecommunication Database. Teoksessa Procee-
dings of the VLDB 2001 International Workshop on Databases in Te-
lecommunications II, DBTel ’01, sivut 37–51, London, UK, UK, 2001.
Springer-Verlag, ISBN 3-540-42623-X. http://dl.acm.org/citation.cfm?
id=646121.756723.
[WZQ+13] Wu, Gang, Zhang, Huxing, Qiu, Meikang, Ming, Zhong, Li, Jiayin ja Qin,
Xiao: A Decentralized Approach for Mining Event Correlations in Distri-
buted System Monitoring. Journal of Parallel and Distributed Compu-
ting, 73(3):330–340, 2013, ISSN 0743-7315. http://www.sciencedirect.
com/science/article/pii/S0743731512002225, Models and Algorithms for
High-Performance Distributed Data Mining.
[ZLC10] Zhou, Wenzhi, Liu, Hongyan ja Cheng, Hong: Mining closed episodes from
event sequences efficiently. Teoksessa Advances in Knowledge Discovery and
Data Mining, sivut 310–318. Springer, 2010.
99
