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GENERAL INTRODUCTION 
This condensed matter physics thesis is written in the area of the phenomenolog-
ical theory of type-II superconductivity. Specifically, it concerns the electrodynamic 
properties of type-II superconductors, including the relatively new high-transition 
temperature materials. After some background remarks on type-II superconductors, 
an overview of the contents of the thesis is given here. This is followed by an expla­
nation of the thesis format. 
Superconductors are of two types, I and II. depending upon their behavior in an 
applied magnetic field. A type-1 superconductor possesses a single critical magnetic 
field He- For fields below He the superconductor is in the Meissner state and for fields 
above He the specimen is in the normal state. In contrast to a type-I superconductor, 
a type-II superconductor has two critical fields. For magnetic fields less than the lower 
critical field H(.\y a sample is in the Meissner state and magnetic flux penetrates a 
bulk sample only over a distance characterized by the London penetration depth 
A. For intermediate fields. H^i < H < H^o^ where H^2 is the upper critical field, 
magnetic flux penetrates the sample in the form of vortices. Each vortex has a 
quantum of magnetic flux ©Q = hc/'2e. Each vortex has an accompanying azimuthal 
supercurrent density whose magnitude is inversely proportional to the distance p from 
the vortex axis, for small distances from the axis. This Ijp divergence is cutoff' by 
2 
the coherence length at which distance the supercurrent density has reached the 
depairing critical current density, where Cooper pairs are broken due to the increase 
in kinetic energy. The resulting vortex core region {p < i) can be thought of as 
containing normal-like charge carriers. The ratio k = A/<f, called the Ginzburg-
Landau parameter, can be used to distinguish type-1 and type-II superconductors. 
For type-1 superconductors k < l/v/2 and for type-II superconductors k > l/\/2. In 
the thesis type-II superconductors are considered, often under the assumption that 
the Ginzburg-Landau parameter is large, k » 1. 
Thinking in terms of an isolated vortex in a bulk continuous type-II superconduc­
tor. the coherence length also serves to cutoff a logarithmic divergence in the vortex 
magnetic field at small distances from the axis and to give the range of significant 
spatial variation in the magnitude of the superconducting order parameter. (The 
superconducting order parameter, the macroscopic wave function or some equiva­
lent. is a complex quantity with both a magnitude and phase.) In the London limit, 
where the magnitude of the order parameter is assumed to be strictly zero out to the 
distance ^ ^ A. these remarks can be confirmed by employing fluxoid quantization. 
The nature of the vortex core is of interest in the thesis in considering, e.g., critical 
fields and dissipation. 
In the vortex state the vortices form a lattice, as first discussed by .A.brikosov 
2:. .A.s the field H increases, the number density of vortices increases and the lattice 
parameter of the flux line lattice decreases. The vortex lattice in an ideal, isotropic 
type-II superconductor arises from the repulsive interaction between vortices. If part 
of the vortex lattice is acted upon by a driving force, the dynamic response of the vor­
tices is nonlocal, in the sense that the interaction force on a given vortex depends on 
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the location of all other vortices. An analytical description of the interaction between 
vortices then requires the inclusion of the coupling between vortex displacement and 
supercurrent density. Such a procedure is followed in this thesis. Lastly, for magnetic 
fields above the upper critical field, bulk superconductivity is destroyed in a sample 
of type-II material. 
In Sections I. II, and IV of the thesis, some of the electrodynamic properties are 
studied of type-II superconductors possessing discreteness at the atomic level. This 
discreteness is modelled as .Josephson-coupled superconducting layers separated by 
insulating layers. The result of Section I for the viscous drag coefficient for the given 
geometry can be viewed as a continuation of the corresponding result of Ref. 3] to 
lower temperatures. The subject of dimensional crossover in a layered anisotropic 
superconductor and its implications for vortex structure is discussed in Sections I. 
II. and IV. Section II takes up the well-studied problem of the lower critical field, 
developing a novel approach to evaluating the vortex line energy, and refining ear­
lier results. Sections III and IV discuss the concept of a vortex inertial mass for a 
continuous and discrete superconductor. The temperature dependence of the vortex 
mass is shown to be parallel to that of the viscous drag coefficient. The topic of the 
vortex dynamic mobility, with or without mass term, appears in Sections IV. VI. and 
VII. This frequency- and temperature-dependent mobility provides a unifying tool 
for describing vortex dynamics. By including a random force in the vortex equa­
tion of motion and treating it in analogy to Brownian motion, the vortex mobility is 
extended to include flux creep effects. 
Sections V-IX constitute a phenomenological theory for the response of type-II 
superconductors in the vortex state to small-amplitude, time-varying external elec­
4 
tromagnetic fields. The superconductor response is described in terms of the rf sur­
face impedance for bulk samples and in terms of the rf magnetic susceptibility for 
finite-thickness samples. In addition to its intrinsic theoretical interest, this work has 
several practical applications. For experimentalists, the phenomenological develop­
ment of the theory provides results in a form which may be useful in the description 
of their data. For those developing superconducting electronics, a theoretical descrip­
tion of the surface impedance, e.g.. provides information on energy dissipation which 
may be useful in the design of circuit elements. In fact, it has recently been possi­
ble to develop passive microwave devices from high-temperature superconductors 1 . 
The type of work described in Sections V-IX of the thesis can provide a tool in the 
further development of such applications. A description of energy dissipation and 
screening is given in terms of the complex rf surface impedance and permeability in 
Sections V-IX. In particular, screening is related to the imaginary part of the surface 
impedance and real part of the permeability, and dissipation is related to the real 
part of the surface impedance and imaginary part of the permeability. 
A common thread through the various papers of the thesis is the topic of vortex 
dynamics. In Sections I-IV isolated moving vortices are treated while in Sections V-IX 
the dynamic response of a flux line lattice is examined. These latter sections exploit a 
self-consistent approach for describing the various fields and densities associated with 
a vortex lattice subject to small-amplitude driving forces. This approach takes into 
account the nonlocality of vortex interactions, yielding a complex penetration depth 
which in turn gives certain linear response functions such as the complex permeability. 
The resulting theory is expected to be valid over a wide range of magnetic inductions, 
temperatures, and frequencies. A subsidiary theme common to nearly all the papers 
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in the thesis is that of energy dissipation in type-II superconductors. In the beginning 
sections of the thesis the energy dissipation associated with a vortex moving in a 
discrete superconductor is examined, while in the later sections the energy dissipation 
associated with a lattice of moving vortices in a continuous superconductor is among 
the topics described. 
The remainder of this introduction gives a brief description of the phénoméno­
logie al approach used in the thesis. In a phenomenological theory, as opposed to a 
first principles or microscopic theory, of superconductivity certain facts about the 
superconducting state are assumed. Primary among these assumptions is that an 
underlying interaction accounts for the macroscopic superconductivity. The detailed 
nature of this interaction is usually not required, but it is assumed that the parame­
ters used in the phenomenological theory can. at least in principle, be recovered from 
a sufficiently precise theory of the interaction. Example phenomenological theories 
are those of Ginzburg and Landau (GL) 4:. which can include anisotropy but not 
discreteness, and those of Kats 5i and Lawrence and Doniach 61 which incorporate 
.Josephson tunnelling across insulating layers. Another example of a phenomenologi­
cal theory of superconductivity is the two-fluid model i7. 8. 9i. Contrary to what is 
done in the thesis, a microscopic calculation for a .Josephson-coupled model of high-
temperature superconductors would typically start with a Hamiltonian in second 
quantized form. The Hamiltonian would need to include a tunnelling term to account 
for the .Josephson-coupling of the layers, a term giving the efl'ective electron-electron 
(or hole-hole) interaction responsible for superconductivity, and possibly other terms, 
e.g., representing scattering processes or magnetic interactions. Evidently more detail 
is required to formulate the microscopic model as opposed to the phenomenological 
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model. On the other hand, in general, the phenomenological model will be limited 
in validity to a certain range of parameters. E.g., the GL theory is strictly valid only 
near the transition temperature Tq and the London limit is useful when the condition 
of large GL parameter holds. Examples of some basic quantities usually calculated 
from a microscopic theory are the transition temperature Tc, energy gap A [10], and 
maximum .Josephson tunnelling current Jq [11]. 
Explanation of dissertation format 
The thesis follows the .Alternate Format, which allows the inclusion of (but is 
not limited to) papers submitted or to be submitted to scholarly journals. The 
various papers of the thesis were prepared for publication in four different journals, 
as listed below. Therefore the appearance is slightly different for papers prepared 
for different journals. The most number of papers (six) for the same journal were 
prepared for Physical Review B and the manuscripts for that journal follow the 
style of the .American Physical Society. Each paper contains its own introductory 
and summary remarks on the given subject, usually in separate subsections. For all 
the papers, the figures are included at the end of the respective manuscript, with a 
corresponding set of figure captions preceding the References. 
The research in all sections of the thesis was largely suggested by Professor 
John R. Clem. .A.11 papers included except for one are joint papers with him. The 
paper of Section Three was co-authored with a fellow graduate student. Zhidong 
Hao. The paper of Section Four on the vortex inertial mass is a sort of sequel to 
that work. In preparing the body of the thesis for publication, the candidate had 
major responsibilities for all Sections but Eight for which he had lesser responsibility. 
The shorter Sections Five and Eight were prepared as contributions to Conference 
proceedings, respectively, the 1990 Applied Superconductivity Conference, published 
in the IEEE Transactions on Magnetics, and the 1991 International Conference on 
Materials and Mechanisms/High-Temperature Superconductors, to be published in 
Physica C. Section Nine provides an extension and elaboration of the research of 
Section Eight. Section Six has appeared in Physical Review Letters. The remaining 
papers have either been published in (Sections I. II. Ill, IV), accepted for (Section 
VII). or submitted to (Section IX) Physical Review B. 
References 
1, J. S. Martens et al.. Proc. 3rd Int. Symmp. on Supercond. (ISS'90). to be pub­
lished. 
2! A. A. .A.brikosov, Zh. Eksp. Teor. Fiz. 32. 1442 (1957); Soviet Phys.-.JETP 5 
1174 (1957). 
_3j Z. Hao and .J. R. Clem, IEEE Trans. Magn. 27. 1086 (1991). 
4! V. L. Ginzburg, Zh. Eksp. Teor. Fiz. 23. 236 (1952). 
,5; E. I. Katz. Zh. Eksp. Teor. Fiz. 56. 1675 (1969); 58 1471 (1970). 
6; W. Lawrence and S. Doniach, Proceedings of the Twelfth International Confer­
ence on Low Temperature Physics, ed. by E. Kanda (.Academic Press of .Japan. 
Kyoto. 1971 ), p. 361. 
7: C. J. Gorter and H. G. G. Casimir. Physica 1, 306 (1934); Z. Techn. Phys. 15. 
539 (1934). 
;8j D. R. Tilley and J. Tilley, Superfluidity and Superconductivity, .Adam Hilger 
Ltd., Bristol, 1986. 
9' F. London, Superfluids. Dover. New York. 1961. 
8 
10! J. Bardeen, L. N. Cooper, J. R. SchriefFer, Phys. Rev. 108, 117.5 (1957). 
ill! V. Ambegaokar and A. BaratoE. Phys. Rev. Lett. 10, 486 (196.3); Ell. 104 
(1963). 
9 
SECTION I. VISCOUS FLUX MOTION IN A JOSEPHSON-COUPLED 
LAYER MODEL OF HIGH-Tc SUPERCONDUCTORS 
1. Introduction 
The high-Tc copper-oxide superconductors are well-known to have anisotropic 
magnetic properties. In a compound like YBa2Cu30j_^ the magnetic properties are 
very similar (although not exactly the same) in the a and b directions, parallel to the 
CuOg layers, but quite different in the c direction perpendicular to the layers. It has 
been customary to describe the high-Tc copper-oxide materials within the framework 
of anisotropic Ginzburg-Landau theory, in which an effective mass tensor is employed 
_1, 2, 3, 4. 5, 6, 7, 8]. In a reference frame aligned with the principal axes, this mass 
tensor is diagonal, and the diagonal elements mi {i = 1.2,3 = a.b.c) are normalized 
7. 8; such that = 1. The penetration depths describe the decay 
of components of the supercurrent pointing along the principal directions, and the 
corresponding coherence lengths = (/characterize the spatial variation of the 
order parameter along these directions. The Ginzburg-Landau parameter k = A/^ 
is defined in terms of the scalars A = (A^AgAj)^/"^ and ( = We note 
that for a copper-oxide high-Tc material, the smallest length scale in the anisotropic 
Ginzburg-Landau description is ^c-
We briefly touch on how the parameters of the anisotropic Ginzburg-Landau 
theory are measured. The coherence lengths and ^c are usually inferred from 
measurements of the upper critical fields 5^2j temperatures near To. with 5c2a — 
OQl'iTr^b^c^ •®c26 ~ ^c2c - being the critical fields along 
the a. b. and c axes, respectively. The Ginzburg-Landau theory is expected to be 
valid only in a certain temperature range close to Tc- The temperature must be 
close enough to Tc for the theory to be valid, where ^[{T) is much larger than the 
corresponding lattice parameter. On the other hand, the temperature cannot be too 
11 
close to Te, since otherwise critical thermodynamic fluctuations arise. 
Measured temperature derivatives of at T" = Zc commonly have been 
used in conjunction with the Werthamer-Helfand-Hohenberg dirty-limit formula 9{ 
5^2(0) — 0.Q9Z]dBf.2/9T]j^^Tc to obtain values for the upper critical fields extrap­
olated to zero temperature turn, the coherence lengths extrapolated 
to zero temperature ^j(O) have been obtained from = OQ/2Tr^^(0)^c(0), 
5^,26(0) = oo/2?(a(0)(c(0), and 6c2c(0) = OQ/2%(a(0)(()(0). Using this proce­
dure. the authors of Reference [lOi. for example, found ^a(O) = ^^(0) = 16.4 and 
^e(O) = 3.4 for single crystals of YBa2CugO-_,i;. 
For isotropic superconductors, a simple model for the viscous drag coefficient, 
which generally is in good agreement with experiments, is due to Bardeen and Stephen 
(BS) 11,. In their model, the dissipation occurs inside and in the immediate vicinity 
of the vortex core, approximated as a normal core of radius Anisotropy can be 
incorporated into the BS calculation by use of the same effective mass tensor as used 
in the Ginzburg-Landau theory 12;. The smallest length scale in this theory is T). 
and a calculation of the viscous drag coefficient that results in an expression involving 
is not expected to be valid for temperatures below the crossover temperature 
5. 13. 14i where ^c{T) < c. the lattice parameter in the c direction. In particular, at 
low temperature, the anisotropic BS theory cannot be expected to give the correct 
expression for the viscous drag coefficient for a vortex parallel to the C'uOo layers, 
moving parallel to these layers. 
Viscous flux motion in anisotropic type II superconductors has been considered, 
e.g., in '15, 161. Using a simple microscopic theory for energy dissipation, these 
authors have discussed a phenomenological theory of vortex motion and flux flow 
12 
resistivity. 
In this paper we calculate the viscous drag coefficient t] for a vortex in a micro­
scopically layered high-Tc superconductor, the vortex being parallel to the a axis, 
and moving in the b direction under the influence of an applied driving current in the 
c direction (see Fig. 1). For this geometry, according to the anisotropic BS theory, 
the flux flow resistivity should vary approximately as Z: pc(Bjwhere pc 
is the normal state resistivity along the c direction. By equating the Lorentz force 
per unit length of vortex to the viscous drag force per unit length, the anisotropic 
BS model in the dirty limit gives, for this vortex orientation, current direction, and 
direction of motion, 12] // = This expression is expected to be valid 
for temperatures close to Tc and for low magnetic field. In the BS model, the dissipa­
tion that contributes to the viscous drag is concentrated in the vicinity of the vortex 
core. We see that the above expression involves the cross-sectional dimensions 
of the vortex core region. We anticipate that if the vortex core region has altered 
behavior at low temperature due to the atomic scale discreteness of the supercon­
ductor's structure, then the corresponding expression for the viscous drag coefficient 
is also altered. 
This paper proceeds as follows. We first review (a) the core structure of a 
straight vortex threading through the insulating barrier of a Josephson junction and 
(b) the calculation of the viscous drag coefficient when such a vortex moves through 
the insulating region. Next we develop the theory for the vortex structure in a 
.Josephson-coupled layer model of a high-Tc superconductor. This model takes into 
account the discreteness of the copper-oxide planes, which is expected to be important 
when ^c{T) is less than the lattice parameter c. We then apply this description to 
13 
compute the viscous drag coefficient 7. 
2. Vortex structure in a Josephson junction and viscous drag coefficient 
We briefly review some of the characteristics of an isolated, singly-quantized 
magnetic vortex in the insulating region of a single Josephson junction and then 
indicate how the viscous drag on such a vortex, moving parallel to the plane of the 
junction, can be calculated. We use the geometry of Fig. 2. with the insulating 
barrier, of thickness in the xy plane. For the sake of simplicity we take the 
superconductors to be isotropic and of the same material. Then the basic relations 
governing the magnetic and electric fields in the junction are 17. 18. 19. 20 
Here. A-y is the gauge-invariant phase difference across the junction and the magnetic 
thickness cl = 2A — t/j, assuming that the superconductors have thicknesses much 
larger than the London penetration depth A. The penetration depth A gives the scale 
over which the magnetic field enters the superconductors and. correspondingly, the 
scale over which the supercurrents decay in the superconductors. 
Along with (2.1) we have the .Josephson tunneling current relation J; — ./q sin A'/ 
where JQ is a temperature-dependent amplitude (the maximum Josephson current 
density). Equation (2.1), together with the Josephson current relation and Maxwell's 
equation including the displacement current, yields the 2D sine-Gordon equation 
d^A'i 1 1 ^ 
<5x2 " Syi f),-2 
where c" = c " i A T r d C .  C  is the junction capacitance per area, and \ " j  =^c^/STrerfjQ. 
Equation (2.2) is a nonlinear wave equation for the gauge-invariant phase difference 
which does not contain any dissipative terms. For the calculation of the viscous drag 
coefficient below, we assume that these terms can be ignored to leading order. A 
mathematical justification for this procedure is provided by the perturbation treat­
ment of 21;. In Eq. (2.2) the quantity c gives the speed of electromagnetic radiation 
i n  t h e  b a r r i e r ,  a n d  \ j  i s  t h e  . J o s e p h s o n  p e n e t r a t i o n  d e p t h .  W e  r e c a l l  t h a t  j j j  =  c ' \  j  
is the angular frequency of longitudinal plasma waves in the insulating barrier. The 
.Josephson penetration depth gives the length scale over which the gauge-invariant 
phase difference varies, and therefore, over which the .Josephson tunneling current 
varies. The supercurrent distribution about a vortex in the insulating region of a 
single .Josephson junction is sketched in Fig. 2. The various penetration depths are 
indicated in Fig. 2 and we note that typically \ j > A. 
The sine-Gordon equation (2.2) has been well-studied and is known to possess 
many special properties. The single soliton solution of (2.2) is identified physically 
with a fluxon. or isolated magnetic vortex, in the junction (e.g.. ilT ). If we consider 
a one-dimensional .Josephson junction with external field in the .r-direction only, then 
t h e  s i n g l e  s o l i t o n  s o l u t i o n ,  i n  t h e  n o n r e l a t i v i s t i c  l i m i t ,  i s  g i v e n  b y  \ - ( y . t )  =  o ( y -  v t )  
where 
o { y )  = 4tan~^ e.xp(-(//Aj ) j  (2.3) 
and i' c is the fluxon velocity. The kink (or "shelf) solution (2.3) goes from 2-
to zero as y goes from -oc to oc. The kink solution (2.3) and the corresponding 
•Josephson current density 
J z i y , -  = 0) = 2./otanh{y/A j)sech(t//A j )  (2.4) 
15 
are plotted as a function of distance y / X j  in Fig. 3. (In Fig. 3 the phase difference 
and .Josephson current have been normalized by dividing by 2? and 7g, respectively.) 
The magnetic field corresponding to the fluxon solution (2.3) is given by 
hxiy, : = 0) = 6osech(î//Aj) (2.5) 
where ôq = f i c j e d X j .  We see that for a single .Josephson junction there is only one 
length scale, \ j, characterizing the spatial variation of Jz(y, - = 0) and hxiy. z = 0). 
The peak value of JziH'- = 0) occurs at y ~ O.SSAj and for large values of y both 
Jz(y-~ = 0) and 6,r(t/,r = 0) vary as exp(-i//Aj). 
The rate of dissipation of energy per unit length as a vortex moves through the 
insulating region of a one-dimensional junction is 
where R' = pd^ is the contact resistivity. Expression (2.6) follows from considering 
the Ohmic currents produced in the junction barrier by the induced electric field 
as the vortex moves. We can find a phenomenological viscous drag coefficient 7 by 
equating (2.6) to r^v^. By using the fluxon solution (2.3) in (2.6) we then obtain 
The result (2.7) was first obtained by Lebwohl and Stephen [22\ who also calculated 
the viscous drag coefficient for N fiuxons moving uniformly in a one-dimensional 
junction. 
16 
3. A Josephson-coupled layer model for anisotropic high-Te 
superconductors 
In i23] a model for anisotropic high-temperature copper-oxide superconductors 
was developed from the point of view of an array of Josephson-coupled supercon­
ducting blocks. When the blocks are fused in the a and b directions, but weakly 
coupled in the c direction, a layer model results which is similar to that of Lawrence 
and Doniach [241. The Lawrence and Doniach model has been extended, e.g., in 
Ô, 25. 26;. Bulaevskii also considered .Josephson-coupled layered superconducting 
structures f27, 28. 29, 30. 31'. We wish to consider in addition the vortex structure 
close to the core region. 
The layer model we use is an infinite stack of parallel superconducting layers see 
F i g .  4 }  s e p a r a t e d  b y  i n s u l a t i n g  l a y e r s  c e n t e r e d  o n  t h e  p l a n e s  z  =  w h e r e  Z n  =  n s  
( n  =  0 .  = 1 ,  = 2 . . . . ) .  T h e  l e n g t h  s  i s  t h e  s u m  o f  t h e  s u p e r c o n d u c t o r  l a y e r  t h i c k n e s s  d j  
and the junction barrier thickness c/^. We assume that only a single vortex is present 
in the model. It is located in the n = 0 layer and is parallel to the .r-axis. so that 
b ( i / , z )  =  x b ( t / , z ) .  
The relation between the magnetic field of the vortex and the gauge-invariant 
p hase difference A-/r](t/) of the superconducting wave function across layers n and 
n — 1 can be found by integrating the vector potential 
« / = - - — ( i  =  1 , 2 . 3  =  x . t / .  z )  (3.1) 
C  I n  a x  I  
around a rectangular contour C, as shown in Fig. 4. This contour is parallel to the 
yz plane, with a pair of opposite sides in the n and n + 1 superconducting layers. 
Here j is the supercurrent density, we set A'fri —In ~ ^n-f-l Jn~^ the 
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flux quantum Og = h c j ' I e .  The penetration depth A g appearing in Eq. (3.1) is that 
of individual superconducting layers and is assumed to be isotropic. The .Josephson 
tunneling current density is given by the relation J- = jQs'mA'fn(y)- We have the 
magnetic flux within the semi-infinite contour as 
$ = s / d y b ( y ' , z ) =  f  S - d l .  (3.2) 
J y  J C  
By using the expression (3.1) in (3.2), performing the integrations, and then 
differentiating with respect to y, we have 
(3.3) 
By taking into account the relation s J y  = d s j y  between the current densities and 
converting the difference in supercurrent densities in adjacent layers occurring in (3.3) 
to a partial derivative with respect to z we have 
= ,3.4, 
2ts r j y  c s  a y  c  o z  "  
where = (3, t/g )Ag. By linearizing the Josephson current relation to J z i y . : )  = =  
J^A'^niy) we obtain 
= 61,.:) at) 
c  o y  c  "  a z  
with Ac = c o q /S t t ^s J q  - \ ^ d s / s .  Using Ampere's law J = x h .  we obtain from 
(3.3) an anisotropic London equation 
o d ^ b  . 2 ' ^ ^  , ,  
^ c T T ô  ~  ~  f 3 - 6 )  
o y "  " a : "  
For a single vortex centered on the origin, we know by the London model 7; that the 
solution of Eq. (3.6) at large distances is given by 
b{y^ = ) = A'o(p). p'^=y'^ + :'^. y = ylXc, = = (3.7) 
^ T T A L A c  
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where K p  is a modified Bessei function of the second kind of order p .  This result 
obtains in the large-K limit which is the case for the known high-Tc superconductors. 
An improved solution to Eq. (3.4) can be obtained by extending the use of the vari­
ational model for a vortex core in a Type II superconductor [321. By minimizing the 
free energy with respect to a core-radius parameter, it is found that, to an excellent 
approximation when s < A^, 
b { y ,  =  )  =  .) A"o(^) (3.8) 
where 
Â = ( rQ — y = yi^c - = FQ = s '2A^. (3.9j 
An alternative derivation of the result (3.8) for the magnetic field and the gauge-
invariant phase difference is given in the following section. In that section we derive 
an analog of the sine-Gordon equation, which we call the sine-Bessel equation, and 
discuss the picture of the vortex core structure that emerges from it. 
Figure .5 provides a sketch of the supercurrent distribution around a single vortex 
located in the barrier region of the central .Josephson junction. For the component of 
the supercurrent density pointing in the b direction, the length scale for exponential 
decay along the z(c) axis is set by the penetration depth A^. Similarly, for the 
component pointing in the c direction, the length scale for decay along the y (b) axis 
is set by Ac. The streamlines of the supercurrent. which also represent contours of 
constant magnetic field, are elliptical except for the zig-zags due to the intervening 
insulating layers. 
For the central junction (at z = 0), by using Eq. (3.8), .Ampere's law. and the 
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Josephson relation Jz = JQ sin we have the gauge-invariant phase difference as 
= sin ^ 
. (3.10) 
(•r'o -
For very small values of y in (3.10), we can use the asymptotic form Â'|(j) ^ l/j. 
for .r near zero, to write the phase difference as 
-^70(i/) = - 2 tan~^(y/,ro) . (3.11) 
For junctions with n ^ 0, the phase difference found by linearizing the .Josephson 
relation and using .Ampere's law is 
^Iniy) = (n # 0). (3.12) 
'*6 " 
These expressions for the gauge-invariant phase difference will be applied in the 
calculation of the viscous drag coefficient in Section 5. 
In Eqs. {3.8)-(3.12). .rg serves as a dimensionless vortex-core radius. Equations 
(3.10) and (3.11) give the distance at which the .Josephson current reaches its maxi­
mum (Jq) in the central junction as ymax = jg or ymax = (-s'2A^)Ac. We note that 
for temperatures below the crossover temperature the core does not correspond to a 
region of suppressed order parameter but is rather the region in which the magnitude 
of the .Josephson current varies from zero to its maximum value (JQ) see Fig. 6 . 
That is. for C s/"' the continuum description for b and loses its validity, 
and the vortex, which fits between neighboring superconducting layers, behaves as a 
.Josephson vortex rather than an .Abrikosov vortex. In the z direction the core radius 
is j = .FQ or z = 5/2. The continuum description for b or A'/n ceases to be valid at 
distances in the : direction comparable to the layer spacing. If 5 were less than 
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then we would have to consider suppression of the amplitude of the order parameter, 
but we are interested in the opposite case s .> (c here. As s is on the order of 10A 
for a high-Tc superconductor, this distance is clearly much less than the penetration 
depths and Ac. Typically, JQ = is of the order of the reciprocal of the 
Ginzburg-Landau parameter k, or approximately 10"^ in a high-Tc superconductor. 
For the central junction [ n  = 0), the normalized phase difference A^Q, 2-
(dash e d )  o f  E q .  ( 3 . 1 1 )  a n d  t h e  r e s u l t i n g  n o r m a l i z e d  . J o s e p h s o n  c u r r e n t  d e n s i t y  J z .  J q  
(solid) in the core region are plotted as a function of distance y/Ac in Fig. 6a. In 
this Figure, .rg has been set to 1/200. This small but representative value of ,rg 
means that the transition region for the phase difference and .Josephson current is 
very small on the length scale of the penetration depth Ac. The maximum of the 
•Josephson current density occurs at ymax = rgAc = (a/2A&)Ac. 
In Fig. 6b the normalized .Josephson current density J - q / J q  =  sin A-.Q is plot­
ted as a function of y/Ac for distances in the central junction exceeding the core 
size ymax/^c- For distances large compared to the core size. Jz Jq drops off very 
rapidly. Indeed, from Eq. (3.10). we have that the .Josephson current density de­
creases exponentially over the scale of Ac. 
For the Josephson-coupled layer model, we see that there are two length scales 
required to characterize the spatial variation of Jziy.z = 0) and b(y.: = 0). The 
peak value of Jz{y^~ = 0) occurs at i/ = while for large values of y. both 
J z i y - -  = 0) and b { y . :  = 0) are dominated by the exponential exp( —(//Ac). The 
existence of two length scales to characterize and 6 is in contrast to the single 
.Josephson junction reviewed in the previous section. 
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4 .  The sine-Bessel equation and vortex core structure 
In analogy to the sine-Gordon equation for a single Josephson junction there is a 
differential equation governing the gauge-invariant phase difference for the Josephson-
coupled layer model. Due to the form of this equation, which combines aspects of 
the Bessel equation and the static sine-Gordon equation, we have termed it the sine-
Bessel equation. The derivation and approximate solution of this equation are the 
subject of this section. The approximate solution of the sine-Bessel equation is made 
possible by the anisotropy of the superconductor together with the very small size of 
the stacking periodicity s compared to the penetration depth 
We recall that Eq. (3.4). found by calculating the magnetic flux through a rect­
angular contour across adjacent superconducting layers, is an exact relation between 
the gauge-invariant phase difference, the supercurrent, and the magnetic field of the 
vortex. We also recall that the linear Eqs. (3.5) and (3.6) are approximate equations. 
Here we refrain from linearizing (3.4) in order to investigate the vortex core region. 
Using the .Josephson relation for J; we can write equation (3.4) in the form 
•s d y  c  d :  
y . : ) .  (4.1) 
By the inequality Aj > X'lds/s we can neglect the term with cosA'm on the right 
hand side of Eq. (4.1). This approximation is well-justified for high-Tc supercon­
ductors. since, for example, in YBa2CugOy_^ 33. 34j we have \c : = 5.5 ; 1. 
The resulting equation together with the Josephson relation provides us with the two 
basic first-order differential equations 
On d  4%A ?  Q  
- 7 ^ — -  — J y i y , : )  =  b { y , : )  (4.2a) 
2 x 5  a y  c  o z  ^  
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Jz(y,:) = JQsinA'fniy) = -^^{y.z). (4.26) 
4T d y  
Motivated by Eq. (3.6), we look for b  in the form b  —  b ( p )  where p  is defined in Eq. 
(3.7). That is. we assume that the contours of constant b are ellipses. We are most 
interested in the central junction where z = 0. p = y, and set 6 = b{'2-;rs\c/OQ). In 
this case Eq. (4.2) gives 
(4.3», 
d p  p  d p  
^ = -sinAiQ. (4.36) 
The coupled Eqs. (4.3) are the focus of this section. By eliminating thé scaled 
magnetic field 6 from (4.3) we obtain an equation referred to as the sine-Bessel equa­
tion 
d"o Id. ( 1 \ . 
—IT — — -T— sm o — I 1 — —1 sin o = 0 (4.4 ) 
P CJX V J- / 
where o = A-.g. .r = p. We anticipate a static kink solution for o from (4.4) in 
analogy with the single junction case. For the sine-Bessel equation (4.4) we have the 
boundary conditions o = 2~ at .c = — "x. and o = 0 at .r = oc. Due to the presence 
of the vortex there, we should also have o = t at j = 0. By the flux quantization 
relation 
J J b ( y . z )  d y d z  =  2-A^Ae ,r6(J) d . v  = OQ (4.5) 
and Eq. (4.3b) there results the normalization condition 
/"% 
J .r" sin o (/.r = 2^; (4.6) 
on the solution of the sine-Bessel equation. We remark that the term of unity in the 
coefficient of the last term of (4.4) prevents this equation from being scale invariant 
in the independent variable x. In addition, this term prevents a straightforward first 
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integration of the sine-Bessel equation. We argue below that this term is insignif­
icant for small j. For small o, the linearized version of Eq. (4.4) holds, giving a 
Bessel equation whose solution is (i) = [s/\i^)Ki(x) where the constant is set by the 
normalization condition (4.6). This result gives that b = {s/Xfj)KQ{x) for small o. 
i.e., outside the core region. On the other hand, when dealing with the behavior of 
the phase difference for small .r, it appears simplest to deal directly with the first-
order Eq. (4.3a). By the normalization condition, the value of b in the core region 
is controlled by a ratio of lengths of order 2a/A^. This ratio is the value at which 
the logarithmic divergence of (3.7) will be cut off. We may then estimate 6(0) as 
6(0) % (oo/27rA^Ac)ln(A^/5) so that 6(0) = (5/A^) ln( A^/.s) < 1. 
For small x .  we let o { x )  =  T - a { x )  (so that a(0) = 0) and substitute into (4.3a). 
neglecting 6. The simple equation da/dx — (sina)/.r = 0 may be integrated to yield 
a = 2 tan~^(.r/JQ) where .ÛQ is a constant of integration. This result for o gives, 
when inserted into Eq. (4.3b). the expression 6(.r) = —.fg ln(.r" — ,r^). We find .rg by 
matching this form of 6 to its form for larger values of x. i.e.. b = (a/A^) ln( l/,r ). This 
gives .rQ = •s/2A^ ^ 1. This small value of jg indicates that the approximations used 
are self-consistent. In particular, the value of 6 in the core is negligible compared to 
the right-hand side of Eq. (4.3a). We recall that since we are considering the central 
junction, x = p = y. By employing the variable - .rg of Eq. (3.9). we obtain 
the expressions (3.10)-(3.12) as stated in that section. 
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5. Calculation of viscous drag coefficient 
We consider the motion of a single vortex experiencing a viscous drag force per 
unit length -rjv, where r is the vortex velocity, assumed to be constant. The flux 
flow viscosity is to be calculated by equating the energy dissipation rate per unit 
length to t]v^. For an applied current I, flowing in the z direction, the dissipation 
rate per unit area across junction n is 
^ = iî'j? = lv'2 (5.1) 
where R '  =  R A  = P C S  is the contact resistivity in the c-direction. The voltage across 
the nth junction is given by 
h  d A ' . r d y . t )  h  d A - i n ( y )  
where the gauge-invariant phase difference A-^niy.t) is taken to be of the travelling 
wave form :l-in{y,t) = A7n((/ — vt). Using (5.1) and (5.2) we have the expression 
as the contribution from the nth junction. The total viscous drag coefficient can be 
found by summing over all junctions. 
oc 
7= ^ rjn. (5.36) 
n = -3C 
For the central junction ( n  = 0 )  w e  u s e  E q .  ( 3 . 1 1 )  t o  o b t a i n  
9 2  
Since it can be shown that the maximum of A'm decreases with n approximately 
as l/2;n . we can well approximate for :ni > 1 by using the asymptotic form of 
1 ? 
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(3.12) valid for small R, where the greatest contribution to x] occurs. We have 
^ln(y) ^ "^^0- for À < 1. (5.5) 
By using the form (5.5) we obtain 
^  ( d ^ ' i n \ ^  / 5 \ 2 l 7 r l ^  1  
where the approximate numerical value of the sum on the right-hand side of (5.6) 
is 0.11308. By the use of (5.3b), (5.4), and (5.6). we obtain for the viscous drag 
coefficient 
,  =  0 . 3 5 4 3  ( = ^ ) ^ ^  I Ô . 7 )  
V MC ) PCS~C^ 
where the approximate value of the infinite sum of (5.6) and a factor with TT have been 
included in the numerical coefficient, j is the layer periodicity length, and c is the 
speed of light. The result (5.7) is to be compared to the anisotropic BS model which 
in the dirty limit gives 12] rj = Pc- Therefore, we see that the vortex 
core area -x in the anisotropic BS expression has been replaced by an area of 
order symax ~ s^^c/^c •s'^(mc/m^)^'due to the superconductor discreteness. 
Equation (5.7) thus yields the flux flow resistivity, 
for flux density B  5^2a' current in the c direction, and vortex motion in the b 
direction. 
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6. Summary 
In this paper we reviewed the core structure of a straight vortex threading 
through the insulating barrier of a Josephson junction and the calculation of the 
viscous drag coefficient when such a vortex moves through the insulating region. 
Next we developed the theory for the vortex structure in a Josephson-coupled layer 
model of a high-Tc superconductor. This model consists of superconducting layers 
of thickness dg alternating with insulating layers of thickness c/j, giving a stacking 
periodicity of 5 = ds- This model takes into account the discreteness of the 
copper oxide planes in a high-Tc material, which is expected to be important when 
^c{T), the coherence length in the c direction, is less than the lattice parameter c. 
Our layer model involves a parameter .fg = a/2A&, of the order of the inverse of the 
Ginzburg-Landau parameter K, or approximately 10~" in a high-7^ superconductor. 
This parameter serves as a dimensionless vortex-core radius. We noted that for tem­
peratures below the crossover temperature the core does not correspond to a region 
of suppressed order parameter but is rather the region in which the magnitude of the 
•Josephson current varies from zero to its maximum value. That is, for <^c Z. •s/2 the 
continuum description for the magnetic field of the vortex and the gauge-invariant 
phase difference loses its validity, and the vortex, which fits between neighboring 
superconducting layers, behaves as a Josephson vortex rather than an Abrikosdv vor­
tex. For the central junction the maximum value of the Josephson current occurs at 
ymax = fQ^c. In contrast to the case of a single Josephson junction, this second 
length is required in addition to Ac to describe the spatial variation of the magnetic 
field and Josephson current. We then applied the theory for the vortex structure to 
compute the viscous drag coefficient 7. 
We calculated the viscous drag coefficient // for a vortex in a microscopically 
layered high-Tc superconductor, the vortex being parallel to the a axis, and moving 
in the b direction under the influence of an applied driving current in the c direction 
and compared the result to the anisotropic Bardeen-Stephen (BS) model 12!. In the 
BS model, the dissipation that contributes to the viscous drag is concentrated in the 
vicinity of the vortex core. The anisotropic BS result for the viscous drag coefficient 
contains a cross-sectional area of the vortex core region proportional to In 
contrast, our result (5.7) contains an area proportional to s y m a x  ^  •s'(mc/ m^)^ 
owing to the discreteness of the high-Tc superconductor. So as anticipated, if the 
vortex core region has altered behavior at low temperature due to the atomic scale 
discreteness of the superconductor's structure, then the corresponding expression for 
the viscous drag coefficient is also altered. 
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Figure Captions 
FIG. 1. Geometry for the calculation of the viscous drag coefficient. The vortex 
(bold arrow) is parallel to the a axis and nioves with velocity v (arrow) in the b 
direction under the influence of an applied driving current in the c direction. Shown 
in the sketch are two superconducting layers. 
FIG. 2. A sketch of the supercurrent distribution about a vortex in the insulating 
barrier of a single .Josephson junction. The various penetration depths are indicated, 
and typically \j > A. The London penetration depth A gives the length scale 
over which the magnetic field enters the superconductors and. correspondingly, the 
scale over which the supercurrents decay in the superconductors. The .Josephson 
penetration depth Aj gives the length scale over which the gauge-invariant phase 
difference varies and, therefore, over which the .Josephson tunneling current varies. 
FIG. 3. The single-soli ton (fiuxon) solution lEq. (2.3)] of the ID sine-Gordon 
equation for the normalized gauge-invariant phase difference o/'Itt (dashed) and the 
resulting normalized Josephson tunneling current density Jz/Jq (solid) are plotted as 
a function of y. The maximum .Josephson current occurs at t/ = —\ j ln(tan-/S) Z: 
O.SSAj. 
FIG. 4. Geometry of the Josephson-coupled layer model. The insulating layers 
of thickness di alternate with superconducting layers (cross hatched) of thickness dg. 
The middle of the insulating layers are in the planes z n  =  n s  { n  =  0. =1. =2 ) 
where s  =  d  •  —  d s .  The rectangular contour C  parallel to the y z  plane with a pair of 
opposite sides in superconducting layers n and n -f 1 is used to compute the magnetic 
flux in Eq. (3.2). 
FIG. 5. .A sketch of the supercurrent distribution around a single vortex in 
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the barrier region of the central Josephson junction in an infinite layer model of an 
anisotropic h'gh-Tc superconductor. The vortex is parallel to the .r-axis (a direc­
tion). The London penetration depths Ac and give the scale for the decay of 
the supercurrent in the y (b) and c (c) directions, respectively. The streamlines of 
the supercurrent, which also represent contours of constant magnetic field, would be 
ellipses in the absence of the intervening insulating layers. 
FIG. 6a. The normalized phase difference A7o/27r (dashed) of Eq. (3.11) and 
the resulting normalized .Josephson current density Jz. Jq (solid) in the core region 
of the central junction are plotted as a function of distance yiXc- In this figure, .rg 
has been set to 1/200. The maximum of the .Josephson current density occurs at 
Umax = fgAc = (.S/2A^)Ac, where Aig = T/2. 
FIG 6b. The normalized .Josephson current density JCZ-ZQ = sinA'/Q is plotted 
as a function of y Xc for distances in the central junction exceeding the core size 
ymaxi^c- By Eq. (.3.10), for distances large compared to the core size, the .Josephson 
current density decreases exponentially over the scale of Ac. 
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SECTION II. LOWER CRITICAL FIELD OF A 
JOSEPHSON-COUPLED LAYER MODEL OF HIGH-Tc 
SUPERCONDUCTORS 
1. Introduction 
Measurements of the lower critical field either by rf surface resistance il, 2. 
3] or magnetization [4. 5, 6j techniques, have usually been interpreted using Ginzburg-
Landau (GL) theory. The determination of which provides valuable information 
on ab plane versus c axis anisotropy. is all the more useful for high-Tc materials, 
since it can be measured directly, whereas the upper critical field cannot. The 
known high-Tc compounds are generally accepted to. have a layered structure and an 
associated small coherence length (^c) in the c direction. The anisotropic GL theory 
T provides an adequate description for for these materials when the applied field 
is oriented perpendicular to the layers. However, when the applied field is oriented 
parallel to the layers, the anisotropic GL theory may not be appropriate when (fc is of 
the size of the c direction lattice constant. The present work addresses this point by 
using the detailed result for the vortex core structure in a layered anisotropic high-Tc 
superconductor 8|. 
In an earlier work [8; we developed a model of anisotropic high-Tc superconduc­
tors based on an infinite periodic stack of .Josephson-coupled, parallel superconduct­
ing layers. This model, which is similar to those of Bulaevskii J9, 10, 11. 12. 13. 14. 15; 
and Lawrence and Doniach 116 . consists of alternating superconducting and insu­
lating layers of thickness ds and respectively, giving a stacking periodicity of 
s = (/j — ds- In Ref. ,17' Volkov developed a .Josephson-coupled layer model where 
the insulating regions have zero thickness. In Ref. Igi a model for anisotropic 
high-Tc superconductors was constructed by using an array of .Josephson-coupled 
superconducting blocks. When the blocks are fused in the a and b directions, but 
weakly coupled in the c direction, a layer model is obtained which is similar to that 
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which we use. The theory for the structure of an isolated vortex parallel to the layers 
developed in 'Sj is used in this paper to find the lower critical field 
For calculational purposes in the following, the layers in our model are taken to be 
parallel to the xy (ab) plane, with the center of the insulating layers at : = zn = "-s, 
[n = 0,±1,±2...) (see Fig. 1). In this phenomenological description of a high-Tc 
superconductor, we regard the superconducting layers as corresponding to the double 
Cu02 planes in compounds like Y123 ( YBaoCugOy^^) or Bi2212 (Bi2Sr2C'aCu20g ). 
The insulating regions roughly correspond to the other layers, with the values of 
a n d  s  d e p e n d i n g  o n  t h e  d e t a i l s  o f  t h e  p a r t i c u l a r  m a t e r i a l .  I n  g e n e r a l ,  t h e  l e n g t h  s  
is typically on the order of 10 A. In \'123. we take s to correspond to the lattice 
constant c. but in Bi2212. which has two formula units per unit cell, we take s = c, 2. 
We note that our theory may apply to the new organic superconductors. For 
instance, in the 6;'6(ethylenedithio)tetrathiafulvalene (BEDT-TTF) family, the com­
pound K-(BEDT-TTF)2-C 'U(NCS)2 has a layered structure consisting of alternating 
sheets of BEDT-TTF molecules and Cu(NCS)2 ions ,19i. It has been reported that 
the parallel penetration depth at low temperatures is very large (on the order of 
several mm) in this compound and therefore .Josephson coupling of the layers may 
be important 19;. This particular BEDT-TTF compound has a resulting anisotropy 
of approximately z: 19 20, 21:. We mention that both the upper 20. 21 and 
lower critical fields 22] have been estimated in this organic superconductor. 
In this paper we calculate the lower critical field for a magnetic field applied 
parallel to the layers of the above model. The lower critical field is obtained from the 
vortex line energy by the usual thermodynamic relation (e.g., [23. 24. 2.5') 
ei = T^^cl (1-1) 
4/1 
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where og = h c / 2 e  is the flux quantum. However, itself is found by employing a 
novel expression explicitly involving the gauge-invariant phase difference A-R across 
successive superconducting layers. In the following section, we recall the necessary 
results [8] for calculating e^. After evaluating the vortex line energy in Section 3 we 
discuss the consequences for the lower critical field. We finish with a brief summary 
and some concluding remarks in Section 4. 
Expressions derived from GL theory that involve cannot remain valid when fc 
becomes smaller than the periodicity length. In general, we expect such expressions 
to be replaced by corresponding expressions in which is replaced by c or the layer 
spacing, which becomes the smallest length in the problem. While expressions for 
based upon the anisotropic GL theory should be correct at temperatures sufficiently 
high that the coherence length ^c(T) is much larger than the lattice constant c. our 
result applies for low temperatures, below a crossover temperature, at which ^ciT) 
becomes approximately equal to the lattice constant c. We note that the existence of 
such a crossover temperature may be indicated by data from torque-magnetometry 
experiments on untwinned single crystals of Y12.3 26!. Current theory based on a 3D 
London treatment appears inadequate to explain these results at lower temperatures 
when the magnetic field lies close to the CuO planes _26j. We expect that at low 
enough temperature the discreteness of the superconductor will become manifest. In 
the theory presented in ^8;. the discreteness of the superconductor, for temperatures 
below the crossover temperature, was reflected in the dimensions of the vortex core 
area, which in turn modified the result for the viscous drag coefficient and flux flow 
resistivity (calculated for vortex motion parallel to the layers). 
Our discussion assumes some knowledge of the behavior of Josephson junctions. 
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Background information on single Josephson junctions, including the basic relations 
between the gauge-invariant phase difference and electric and magnetic fields, can be 
found, e.g.. in [27, 28, 29, 30, 31j. 
2. Summary of model of anisotropic layered superconductors 
Here we recall and discuss the results from Ref. iSj that we need for calculating 
the vortex line energy in the next section. For that purpose we assume that a single 
vortex is present in the central (or /? =0) insulating layer of the model. With the 
vortex parallel to the .r-axis (a direction) and centered on the origin, the magnetic 
field produced, b(y,z) = xb(y,:), is to a high-degree of accuracy when s •< 8 , 
= A'o(fi) (2.1) 
where K p  is a modified Bessel function of the second kind of order p  and 
^  =  ( " O  ~  y "  ~ y  =  y / ^ c ^  -  = { ' ( g  =  . S / 2 / \ j ^ .  ( 2 . 2 )  
The relation between the magnetic field of the vortex, the supercurrent density j { y .  : ) .  
and the superfluid velocity as{y,=) in a superconducting layer can be expressed as 
a, = a + ^V7, J = ^<1, • (2.3) 
47rA| 
where a(y. c) is the vector potential, V  y  a  —  b .  and ' / { y ,  c) is the phase of the order 
parameter. In Eq. (2.3), \s is the intrinsic penetration depth, taken to be isotropic, 
of the individual superconducting layers of thickness ds- The penetration depths 
and Ac govern the behavior of the vortex magnetic field and screening supercurrent 
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density outside the core region, as briefly discussed below. These penetration depths 
are related to \s by [8, 18, 32] 
The geometric factor ds/s in Eq. (2.4) may be thought of as arising from conservation 
of the supercurrent density in the periodic layers. It is seen that the penetration depth 
Ac is composed of two parts: one due to the intrinsic screening and the other due 
to the weak .Josephson coupling. In the extreme limit of infinite .Josephson coupling 
(./Q — ) the latter contribution vanishes, the geometric mean of ,\^ and Ac is simply 
Aj, and we recover the case of a continuous anisotropic type-II superconductor. In the 
limit that the insulator thickness c/j — 0. we again have a continuous superconductor. 
ds — •s. -/q — (ind A^ — A3, Aci — Aj. For further discussion along these lines, we 
mention Ref. 18;. In the case of the known high-Tc materials the .Josephson coupling 
term dominates in the penetration depth Ac so that we typically have A^ •-> aJ. 
For instance, in Y123 33. 34. 35; the anisotropy ratio A^/A^ % 30 and in Bi and T1 
compounds this ratio is far larger [36;. 
In the following we also require expressions for the gauge-invariant phase differ­
ence. 
—  —  —  [  â  •  d l .  (2.5) 
OQ J C n  
of the superconducting wave function across the junction between superconducting 
layers n and nT 1. In Eq. (2.5). -m is the phase of the order parameter at the top 
of the nth superconducting layer (where : = - d^/'l) and is the phase at 
the bottom of the n  ~  1st superconducting layer (where z  =  z n  ^  -). The contour 
C'n connects these two points; i.e., it extends directly across the junction, from the 
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bottom to the top of the nth insulating layer. By using Eq. (2.1), Ampere's law. and 
the Josephson relation Jziy-,-) = Jg sin A'yn(!/), we have the phase difference (2.5) 
as 
smù>. ' t n ( y )  =  (2.6a) 
where the good approximation [8, 18, 32! L/A^ — STT^SJQ/COQ was used. Since it can 
be shown that the maximum of Ùk-jn decreases with n approximately as 1/2In \ we can 
well approximate the phase difference by using the asymptotic form A'i(.r) l/.c. 
for X near zero, giving 
sin Ain(^) = (2.66) 
We recall that for the component of the supercurrent density j  pointing in the 
b direction, the length scale for exponential decay along the z (c) axis is set by the 
penetration depth A^. Similarly, for the component pointing in the c direction, the 
length scale for decay along the f/ (b) axis is set by Ag. The streamlines of the super-
current. which also represent contours of constant magnetic field, are elliptical except 
for small zig-zags due to the intervening insulating layers (see Fig. 2). The explicit 
solution (2.1) does not model the straight supercurrent streamlines in the insulating 
layers. However, the error introduced in this approximation is small because the 
magnetic field outside of the vortex core changes significantly in magnitude only over 
a distance A^ or Ac, and these lengths are normally much larger than the insulator 
thickness d^. 
In Eq. (2.1), «Q serves as a dimensionless vortex-core radius. Typically. (IQ = 
sl'lXjj is of the order of the reciprocal of the Ginzburg-Landau parameter k. or ap­
proximately 10in a high-Tc superconductor. It gives the distance at which the 
.Josephson tunneling current density reaches its maximum value (JQ) in the central 
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junction as y m a x  = "0' C •s/2, the continuum description for the mag­
netic field of the vortex and the gauge-invariant phase difference loses its validity, 
and the vortex, which fits between neighboring superconducting layers, behaves as a 
Josephson vortex rather than an Abrikosov vortex. This is the case with which we 
are concerned, where the amplitude of the order parameter is not suppressed in the 
vortex core, for temperatures below the crossover temperature. 
It can be noted that for the Josephson-coupled layer model 8\ there are two 
len g t h  s c a l e s ,  y m a x  a n d  A ^ .  r e q u i r e d  t o  c h a r a c t e r i z e  t h e  s p a t i a l  v a r i a t i o n  o i  J z ( y ,  -  =  
0) and h{y.z = 0). The peak value of Jz{y,z = 0) occurs at y = ymax = •sAc/2A^, 
while for large values of y. both Jz(y^: = 0) and h{y,z = 0) are dominated by the 
exponential exp( —y/\c)- This is in contrast to the case of a single .Josephson junction 
where the .Josephson penetration depth Xj is the sole length scale needed to describe 
Jz and 6. 
3. Calculation of vortex line energy 
The free energy per unit length of vortex line, measured relative to the free 
energy per length in the Meissner state, can be written as a sum of electromagnetic 
and .Josephson coupling contributions 
n  =  n e m - - n j -  (3-1) 
Each energy contribution is described in more detail below. We note however, that 
no condensation energy term is included in Eq. (3.1) to reflect variation in the 
order parameter on each layer. .Although we expect such variation to be small, a 
condensation energy term for the superconducting layers closest to the vortex axis 
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would be needed if dimensional crossover and its effects were to be studied in detail. 
In Eq. (3.1), eiem the electromagnetic field energy per unit length of vortex, 
which is the sum of the magnetic field energy per unit length, and the energy per unit 
length due to the kinetic energy of supercurrents. The respective energy densities 
of these two contributions are proportional to the square of b and the square of 
the supercurrent density. We have for the electromagnetic energy density in the 
superconducting layers 
F e r n  =  ^  (3.2) 
oTT c  
A s  a first step in writing directly in terms of the gauge-invariant phase difference, 
we transform Eq. (3.2). From a vector identity and Ampere's law we have 
V-(-7 X 6) = 6-- a-— J. (3.3) 
c  
Then by employing the expressions (2.3) for the supercurrent density and superfluid 
velocity, respectively, in terms of the vector potential à we obtain 
f e r n  = 3—V • ((7 X 6) — —^V • { j ' j n  )• (3.4) 
OTT A ~ c  
As usual, b  —  V  K  a  and V • j = 0 were also used. For the insulating layers in the 
model, only the term b^/Sir is present in Fern- which by Eq. (3.3) can be written in 
the form 
^ = 13.5) 
The term eji j  in Eq. (3.1) is the .Josephson coupling energy per length. The 
.Josephson coupling energy per unit area of junction n is 
^Jn ^ -cosA-n). (3.6) 
" 2TTC 
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To obtain e-^j we must integrate (3.6) over the junction area corresponding to unit 
length of the vortex and sum over all junctions. 
We now find the electromagnetic line energy for an infinite stack of .Joseph-
son junctions, obtained from Eqs. (3.4) and (3.5). By integrating over all supercon­
ducting and insulating layers and summing, to obtain an integration over all space, 
and applying the divergence theorem, (assuming that h vanishes at infinity) the first 
term on the right-hand side (RHS) of (3.4) and (3.5) contributes nothing to . 
The contribution of the second term on the RHS of (3.4) would similarly be zero 
except that the gauge-invariant phase difference across the junction does not vanish. 
By using (3.4) and (3.5) and applying the divergence theorem to each junction of our 
model, we thus obtain 
=  " 2 :  /  ' ^ y  ' n ( y ) - - n ' l i y ) - ^  L  d :  a : { y )  .  
« = -00*'"'^ 0 n -I 
(3.7a) 
Since jz = Jz = JQ sin A'/n. the .Josephson tunneling current density. Eq. (3.7a) can 
be written in terms of the gauge-invariant phase difference Eq. (2.5), as 
n e m  =  y ]  [  d y  A ' l n i y )  s i n  A - , n { y ) .  (3.76) 
Combining Eq. (3.7b) with Eq. (3.6) integrated and summed over all junctions, 
we have for the vortex line energy 
n =  ^  /  d y [ l  -  c o s  A - i n ( y )  -  ] : A ' , n { y ) s i n  A - i n i y ) , .  (3.8a) 
Because of the symmetry of the phase difference in each junction of the stack, 
•^7o(i/) = 2^ - •^7o(-1/)' ^ F 0. 
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Eq. (3.8a) can be written in terms of the current per unit length flowing around the 
vortex, /q = Jziy,- = 0)jy, as 
"04 , "O-'O 1 = 
2c TTC 
n = — oc 
E /«OO i  / c/y[l - cos A7n(i/) --A7n(y)sin A7n(y)i. (3.86) 
-  ^  jo  ^  
Alternatively, /q  = c6(0,0)/4<r by Faraday's law. so that the vortex line energy 
becomes 
^ OQ^0^_o^ ^ f A7n(i/)-iA7n(!/)sin A7n(î/);. (3.9) 
STT XC 
which is a general expression showing a dominant electromagnetic line energy 
term plus a sum over all junctions of .Josephson and electromagnetic line energy 
contributions. For the case of a single superconducting film, the electromagnetic line 
energy was calculated by the above means in Ref. 3T . However, to our knowledge. 
Eq. (3.9) is a novel expression for the vortex line energy in a layered. .Josephson-
coupled type-II superconductor. 
As applied to our layer model, separating out the contribution of the central 
junction. Eq. (3.9) yields 
o  j  t  og  ^  
^l_0_0 ^ / f/yil - cos A7n(!/) --A7n((/)sin A7^(i/)i, (3.10) 
where Eq. (2.1) was used for 6 and Eq. (2.6b) with f = 0. to very good approximation, 
for sinA7(). Since A7n is fairly small for layers with n ^ 0. there is a great deal of 
cancellation in the integrand in the last term of Eq. (3.10): 
n i y )  s i n  A - f n { y )  =  1 - c o s A ' i n i y )  -  - A - i   i  — ; n —  1  -  0 ( A 7 ô ( i / ) )  0 , (3.111 
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Therefore, using Eq. (2.6b), for n > I, we can well approximate 
A-)n(i/) z: sinA7n(.t/) = ——(s = a/A^,, n 7^ 0). 
«g 4- y  
When Eqs. (3.11)-(3.12) are used, the last term of Eq. (3.10) becomes 
(3.12) 
' 0  
384-2A5AC ^1' 
(3.13a) 
where we define the infinite sum 
oc 
(3.1.36) 
By using the expression (3.13a) for the last term of Eq. (3.10) we find that the 
total energy per unit length of vortex line (3.1) can be written as 
) 
6 1  =  •"o 
ICtt-A^Ac 
1 
AO(T/Q) - 1 - IN2 - — (3.141 
From Eqs. (1.1) and (3.14) we then have the lower critical field for vortices parallel 
to the layers as 
hc i  =  
oq  
47rA^A(; (3.151 
The result (3.15) can be expanded for very small arguments of the zeroth-order 
mod i f i ed  Besse l  func t ion ,  due  to  the  sma l lnes s  o f  hq ,  u s ing  A 'Q( r )  % -  ln( r  2 )  -  c .  
c 0.5772 being Euler's constant, as 
<=>0 
(3.16) 
^<-'1 47rAi(f)Ac(r) 
where the approximate numerical values of and c  have been used and we have 
explicitly indicated the temperature dependence of the penetration depths. In Ref. 
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11] Bulaevskii considered a discrete, Josephson-coupled superconductor and calcu­
lated to logarithmic accuracy. This paper refines that result by including the 
line energy contributions from the core region. 
The result (.3.16) can be compared to the standard result [23, 24, 25, 38, 39, 40j 
for a continuous anisotropic type-II superconductor where the Ginzburg-Landau pa­
rameter Ka = \ij(T)i '^c{T) is only weakly dependent on temperature. Because the 
stacking periodicity .s has replaced the coherence length in the expression (3.17). Eq. 
(3.16) will yield a modified temperature dependence for This effect occurs at 
and below a crossover temperature 26. 41. 42, 43j where the coherence length ^ciT) 
becomes comparable with the lattice constant c. 
An idea of the temperature dependence of the lower critical field (3.16) can be 
found by using, for instance, the result of the "two-fluid" approximation 24: 
for A^. (Here t  =  T j T c  is the reduced temperature.) Using expression (3.18) in Eq. 
(3.16) we have 
In Fig. 3a we have plotted the expression (3.19) for 47rA^(0)A<;(0). (^0 ^'^rsus 
reduced temperature for the ratio A^(0)/a = 100, approximating Y123. .Also plotted 
(dashed) for comparison is the corresponding expression from (3.17) with Kq = 330. 
Below some (reduced) crossover temperature will follow the temperature 
dependence of (3.19) instead of (3.17). 
(In/Cfl -rO.50) 
'±7^ ajyaq (3.17) 
(3.18) 
(3.19) 
52 
In order to obtain a rough estimate of the crossover temperature 26. 41, 42, 43', 
we note that ^c(O) = 3 .4, Tc = 92.5 K and c = 11.9 A for the ¥123 compound 
[33], If we use the rough temperature dependence ^ c(T) = ^c(0)( 1 - we have 
or r* % 0.94Ic % 87 K. Therefore. = c % 6 when T *  =  T c  1 - (^c(0)/c)^ 
the crossover temperature can be quite near T c -  Of course, the precise value of t "  
depends on the criteria used to obtain it. In turn, the condition for crossover to 
occur should be found by a detailed theory taking into account variation of the order 
parameter. 
Shown in Fig. 3b are similar results corresponding to the Bi2212 compound, 
which has an effective-mass anisotropy ratio of 3000 36;. Using £c(0) % 0.6.4 and 
c = 30.6.4 44], and ) = s = c/2 we obtain t" == 0.9985. so that the crossover 
temperature is very close to Tc- The Abrikosov core result applies only for a very 
limited temperature range near Tc-
4. Summary 
We have determined the lower critical field for a magnetic field applied 
parallel to the layers of a .Josephson-coupled layer model of high-Tc superconduc­
tors, based on the theory of the structure of an isolated vortex :Sj. In so doing, we 
developed a novel expression (3.9) involving the gauge-invariant phase difference for 
the vortex line energy in a layered, Josephson-coupled type-II superconductor. Our 
result (3.16), like that of Ref. Ill;,  takes into account the discreteness of a high-Te 
superconductor. 
The orders of magnitude of the expressions for the .Josephson-core case 
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:Eq. (3.16)] and the .A.brikosov-core case Eq. (3.17)] are the same because of the 
common-prefactor oqI The strong similarities between the two expressions 
arise because the magnetic field and supercurrent density distributions for the two 
cases look identical at distances r well outside the core region. Differences arise, 
however in the logarithmic factors; their arguments can be thought of as the ratios of 
upper to lower cutoffs of a logarithmically divergent integral. As we explain below, 
although the upper cutoffs are the same for both Eqs. (3.16) and (3.17), the lower 
cutoffs are not, because the dimensions of the .Josephson and Abrikosov cores differ. 
The contours of constant magnetic field and the current-density streamlines for 
both cases are ellipses for which the ratio of the semi-major axis to the semi-minor axis 
is Xci^i} = (where rric and are the dimensionless effective masses 
in the anisotropic Ginzburg-Landau theory .45]. Outside the cores but within a 
distance Ac along the y axis (b axis) and within along the z axis (c axis) (see Fig. 
2), the main contributor to the logarithmic factor in Eq. (3.17) is the supercurrent 
kinetic energy density, which varies roughly as l/r", where r is the distance from 
the vortex axis. The logarithmic factor in Eq. (3.16). on the other hand, arises from 
a combination of the supercurrent kinetic energy density parallel to the layers and 
the .Josephson coupling energy associated with currents perpendicular to the layers. 
Well outside the core, the .Josephson term can be linearized, the two terms can be 
combined, and the result can be written in a form identical to the supercurrent kinetic 
energy contribution with an Abrikosov core. Thus the effective upper cutoffs are the 
same for the two cases. 
The Abrikosov core has an elliptical shape for which the ratio of the semi-
major axis to the semi-minor axis is the same as the ratio 
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for the elliptical magnetic field contours. The supercurrent kinetic energy thus con­
tributes a term involving a logarithm, whose argument is the ratio of the upper 
cutoff to the lower cutoff. This ratio is, aside from numerical factors of order unity. 
^ along the y  axis (b axis). The 
. same result is obtained along the z axis (c axis), where the corresponding ratio is 
= ( ^ ! i ) l r r } j ' '  =  «a-
As discussed in Ref. ,8i. the .Josephson core can be approximated as an ellipse 
with semi-major axis ymax = (-s.'"-)-V\'-'^è ~ (3/2)(mc/ m^)^'' ^ and semi-minor axis 
.5 /2  (ha l f  t he  pe r iod ic i ty  l eng th ) .  Here  y m a x  i s  t he  d i s t ance  f rom the  ax i s  a long  the  y  
direction at which the gauge-invariant phase difference ^ -Q(!/) across the central junc­
tion becomes equal to - i ' l  and the .Josephson current density Jc( £/. 0) = ./g sin A-q(^) 
reaches its maximum value, ./g 46;. The ratio of the semi-major axis to the semi-
minor axis of the .Josephson core is then ymaxii^/-) = ("'c/'"/,)^ "• the same ratio 
as for the Abrikosov core. The contributions that play the role of the supercurrent 
kinetic energy density again contribute a term involving a logarithm whose argument 
can be thought of as the ratio of an upper cutoff to a lower cutoff. This ratio is 
1 / 2  Ac i'ma.r = (2A/(^)m^ = 2A^/s along the y  axis (b axis): the corresponding ratio 
along the z axis (c axis) is A^/(5/2). the same result. We stress that, although a 
description in terms of cutoffs is helpful in understanding the origin of the arguments 
of the logarithmic factors, we actually used more sophisticated methods to obtain 
the logarithmic and constant terms in Eqs. (3.16) and (3.17). 
In our calculation we ignored the small condensation energy contribution to the 
total line energy of a .Josephson vortex. Inclusion of this term would be required to 
precisely determine the crossover temperature, below which our type of result should 
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hold. In Sec. 3. we illustrated the behavior of as a function of temperature for 
parameters corresponding to Y123 and 812212. Referring to Fig. 3a. we can note 
that there is surprisingly little difference between the Josephson core result (3.16) 
and the .^brikosov core result (3.17) for ¥123. Because the c direction coherence 
length ^c(T) can be so small (in comparison with c) in a high-Tc superconductor, 
the crossover temperature can be very near the transition temperature. A case in 
point is provided by the Bi2212 compound, results for which are shown in Fig. 3b. 
where the Josephson core model applies over nearly the entire range of temperatures. 
Our model assumes .Josephson-coupled superconducting layers separated by in­
sulating material only. It is possible that a more suitable model for some high-Tc 
compounds should include normal metal layers, in which case proximity effects will 
occur in addition to Josephson tunneling. Such a model might be appropriate in Hi 
and T1 compounds which have a similar layered structure. We mention that a result 
for in a layer model with proximity effect has been given in Ref. 47'. Addi­
tionally. in the study of magnetization data, the possible breakdown of an intrinsic 
proximity effect has been discussed in Ref. 48;. 
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Figure Captions 
FIG. 1. Geometry of the Josephson-coupled layer model. The insulating layers 
of th i ckness  a l t e rna te  wi th  supe rconduc t ing  l aye r s  ( c ros s  ha t ched)  o f  t h i ckness  d s -
The middle of the insulating layers are in the planes z n  =  n s  ( n  =  O.rrl,—2 ) 
where s  =  d i  ^  d s .  
FIG. 2. A sketch of the supercurrent distribution around a single vortex in 
the barrier region of the central .Josephson junction in an infinite layer model of an 
anisotropic high-Te superconductor. The vortex is parallel to the .r-axis (a direction). 
The London penetration depths and Ac give the scale for the decay of the super-
current components pointing in the b and c directions, respectively. The streamlines 
of the supercurrent, which also represent contours of constant magnetic field, would 
be ellipses in the absence of the intervening insulating layers. 
FIG, 3a. Lower critical field iï"^]^(r)/ og/4-A^(0)Ac(0) for a vortex along 
the a axis versus reduced temperature t = TiTc for parameters corresponding to 
YBa2C'ugO';'. Solid curve shows the Josephson core model result derived in this pa­
per. Eq. (3.19), shown here for A^(0)/5 = 100. Dashed curve shows the Abrikosov 
core model. Eq. (3.17), for kq = 330. At low temperatures, below a (reduced) 
crossover temperature of the order of t" = 0.9. the temperature dependence of 
shou ld  fo l low the  . Josephson  co re  r e su l t ,  wh i l e  a t  h igh  t empera tu res  above  t " .  
should follow the Abrikosov core result. 
FIG. 3b. Same as 3a. but for parameters corresponding to BioSr-^CaCuoOg: 
Aj(,(0)/5 = 100 for the .Josephson core result and = A^/'^c = 2000 for the .Abrikosov 
core result. 
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SECTION III. ON THE DIPOLAR ELECTRIC FIELD INDUCED BY 
A VORTEX MOVING IN AN ANISOTROPIC SUPERCONDUCTOR 
65 
In Réf. 11! the Bardeen-Stephen model [2. 3. 4, 5, 6. 7' of viscous flux motion 
in a type-II superconductor was extended to the anisotropic case. The total rate of 
energy dissipation was calculated, and from it, the viscosity tensor, in terms of a 
phenomenological effective mass tensor and the normal state conductivity tensor. In 
this paper we further investigate the dipolar electric field induced by the motion of 
a single vortex moving at constant velocity in an anisotropic superconductor. We 
show that the standard dipolar field case can be extended by the inclusion of a mass 
anisotropy parameter 3. We show that the streamlines of the electric field can be 
easily calculated analytically. We also calculate the surface charge density at the 
vortex core boundary in this local model of a type-II superconductor. In addition, by 
computing the electric field energy per unit length of vortex, we find a vortex inertial 
mass tensor per unit length. 
For comparison purposes, we first recall a few selected facts concerning the elec­
tric field of a point dipole. Locating the dipole at the origin, the electric field is given 
by :8.9.10. ii; 
where jo is the dipole moment. We wish to consider the electric field in the plane. 
We take r = 0 and set p — /j(cos o. sin o). Then the equation of the electric field 
streamlines (lines of force) is 
In the anisotropic model l i .  the vortex core is taken to be elliptical in shape 
and its boundary is specified by the equation 
£(f) = 477 [^r-
p O  p O  
( 1 )  
d x  E , - c ( ' V . y )  2j--r 3.r^tan o — (/' 
( 3 )  
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where the coherence lengths i  = 1.2 = x . y  are related to the effective masses 
by = ^/y'TïïJ. (Further information on the anisotropic Ginzburg-Landau theory 
may be found, e.g., in Ref. tl].) 
The electric field induced outside the core of an isolated vortex oriented along 
the z axis (a principal axis) and moving with constant velocity V = V'(cos (9.sin in 
an anisotropic type-II superconductor may be written as 1; 
^ ( [ • ' > .  .  ) 
e . s ( r )  =  s  ô ~ ô  m , - p x ' s i n  0  -  2 m X ' V y  c o s  $ - m y y ~  s i n O  
' l e imx ' t ^  myy]^  ^ 
r .) ^ ') 
~ y  m - ^ x "  c o s  0  —  2 m  y x y  s i n O  -  m y  y "  c o s  $  
where m,r. my are effective masses. Inside the vortex core, the field is uniform: 
,  •  -  ( - i s \ n $ ~ y c o s d ) .  (5) 
These expressions for the electric field are expected to hold for low field ( h  ) 
when the Ginzburg-Landau parameter h  = is large and only for temperatures 
close to the transition temperature 1;. Furthermore, the quasi-static approximation 
to the superfiuid velocity was made to obtain Eqs. (4) and (5). along with the use of 
the asymptotic forms of modified Bessel functions AV '1.'. 
The electrostatic potential, defined by e = —V#. can be readily found from Eqs. 
(4) and (5). Inside the core region we have 
hv  x^  i / -( i c ( r )  =  - — - — l y c o s O  -  x s in O ) .  ' — r  Ô -
while outside the core we have 
2 e  ( m j ; x ^ ^ m y y - )  ^  
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Equations (6) extend the electrostatic potential of Ref. [7j to the anisotropic case. 
The potential $ is continuous across the vortex boundary, implying that its tan­
gential derivative is continuous there. However, the normal derivative d^/dn is not 
continuous across the boundary and the corresponding surface charge density will be 
calculated later on. The equipotential curves $ = constant are everywhere locally 
orthogonal to the electric field streamlines, the calculation of which a large part of 
this paper is devoted. Inside the vortex core there are straight line equipotentials. 
By Eq. (6b), outside the core the equipotentials are given by a family of ellipses. 
Specifically, if we define the constant = ~h ^ TrTpff^V/'Ie^s we then have the 
equation of the equipotentials there as 
t r i x i ' V - x c )  -  m u ( y  -  y c ) "  =  - ~  i  s i n "  0  cos" (9 . (6c) 
4  \  m y  J  
The centers of the ellipses, i x c - y c )  = f - s i n c o s  b  ). vary with the value 
y  /  
of the potential. In Fig. 1. the equipotentials have been plotted for the three direc­
tions of vortex motion B = 0.-/4.-/2 with the mass ratio myjmx = 5. 
Inside the vortex core, the electric field streamlines are simply straight lines. 
Outside the core, the equation analogous to (2) for the streamlines is 
d y  _ e s y i - v . y )  _  j : "  ~  2 3 . v y t a . n B  -  J y ' ^  
d x  e . s . T ( ' P - i / )  t h R  0  — ' 2 x y  —  3 y ^  t u n  B  
where 3  is the effective mass anisotropy ratio m y j m x -  C'omparing Eq. (7) to Eq. 
(2). we can note that vortex motion in the direction V corresponds to an induced 
dipole with axis perpendicular to V {o = B - 7r/2). The isotropic case J = I was 
treated by Bardeen and Stephen 2!. 
The first-order, nonlinear differential equation (7) will be discussed from several 
mathematical points of view. Although Eq. (7) is nonlinear, its special form makes it 
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elementary, in the sense that the solution may be reduced to a quadrature. General 
equations of the form (7) have been well-studied in nonlinear systems. E.g., by 
elimination of the independent variable, it arises in the investigation of the phase 
space of a 2D autonomous system. Eq. (7) is especially important in giving the local 
behavior around the critical point (at the origin) for such a system where the leading 
terms in the functions egy and esx are quadratic 121. 
The right-hand side of Eq. (7). e s y / e s x ^  is a homogeneous function of .r and y  of 
degree zero. Then Eq. (7) has an integrating factor, (xesy - and with the 
aid of Euler's theorem, its solution may be reduced to a quadrature 12. 13. .14. 15 . 
By using the transformation 
y { , r )  =  . V V ( . T ) ,  ( 8 )  
we have 
In .r = - / : , ,,— ( 9 )  
J . —e.sy( 1. t') ~ 1< t'); 
The transformation (8) results from other methods of solution, as seen below, and 
an equivalent form of Eq. (9) will also appear. 
It is useful in the following to consider the special solutions of Eq. (7) given 
by y = ax, i.e.. the function i' of Eq. (8) is taken to be a constant, a, to be 
determined. These solutions, if continued into the origin (within the vortex core) 
would be tangential to the streamlines there. With this form of the solution, we find 
that a must satisfy the cubic equation 
3oc ^ tan ^ -r ( 2 — 3)ci'' -r ( '23 — 1 )o( tan ^ — 1=0. ( 10 ) 
•Although the discriminant of this cubic equation can be calculated and the solution 
of Eq. (10) given explicitly, we will not do so here; the expression for the discrimi­
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nant is sufficiently complicated to be unilluminating by itself. However, on physical 
grounds, we expect the general cubic equation (10) to have one real root and two 
complex conjugate roots. The solution y = ax with a real gives the separatrix of the 
streamlines: each streamline forms a closed path on one side or the other of this line. 
This can be seen in the plots of the streamlines for 0 = 0.-/4. and -/2. with 3 = 5. 
given in Ref. '_1 . For the case that tan^ = 0. the cubic equation in (10) degenerates 
into a simple quadratic equation. In this case of vortex motion in the .r-direction. we 
have the slope of the séparatrices as a— = —1;' yJ — 2. 
The right-hand side of Eq. (7) is a function of y  x  alone. This means that the 
differential equation for the streamlines is invariant under the simple stretching or 
perspective transformation y — y' = ny. x — x' = ax. We have here a simple 
example of a group invariance of a differential equation 15. 16. 17. 18. 19 . This 
implies that a similarity variable exists, namely the function v = y x oi Eq. ( S). The 
particular importance of the differential equation for the function v. 
d v  1 — (23 — l)r tan <9 — (2 - 3)r~ — 3i'^ tan Û 
X —  -  —5 , (11) 
—( Jr-tan 0 — 2r — tan 9) 
is that it is separable. 
Integrating Eq. (11) for arbitrary direction of vortex motion 0  we have 
In J - constant = - - In - J tan O v ^  - (J - 2)i'" - ( 1 - 2J) tan f f v  -  1 
- 5 ( j - i i / - T  " - ' r " *  • ii-'i 
3 J Jf'tan (9 — (2 - J)t— - (2J - 1 )r tan ^ - 1 
In principal, the integral in Eq. ( 12) can always be done. Solving the cubic equation 
(10). the denominator of the integrand can be factored, resulting in a sum of elemen­
tary integrations. Denoting the roots of the cubic equation (10) by a^-. i = 1.2.3. 
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the solution of Eq. (7) can be put in the form 
{ y  - - a 2 ' V ) ' ^ ^ { y  -  =  constant (13) 
where the constants z/j, i  = 1,2,3 are such that i/j -f u o  + z/g = —1 and are related 
to ai by :12] 
— sa j  tan 0  — 2aj 4- tan i9 
3>3ci^ tan ^ — 2(2 — ~ (2/j — 1 ) tan B 
(f = 1.2.3). (14) 
Eq. (13) gives the general form of the electric field streamlines or lines of force due 
to an isolated vortex moving in an anisotropic type-II superconductor. 
By the construction in Ref. H;, the electric field Eqs. (4). (5) satisfies the 
condition that the tangential component is continuous across the vortex boundary. 
However, the normal component is discontinuous, with an associated surface charge 
density a. We can find a from the relation T = (e,s — ec) • h '4- where h is the unit 
outward normal vector 
(13) 
It is easily checked that h  is orthogonal to the superfluid velocity v s  1 at the core 
boundary. With the use of Eq. (15). the surface charge density is given as 
^c2 \ \ - ^  sin(t' - I?)y cos' f -r 3^  sin" v  
a= JL- (16) 
COS" c — Jsin'^ ti' 
where is the upper critical field for an applied field oriented 
along the r axis and c is the angle between the position vector on the vortex core 
boundary and the .r axis. This surface charge density results from the use of a local 
model for the superconductor. I.e., the charge density would not exist solely on the 
vortex core boundary but would be smeared out over a finite distance in a nonlocal 
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theory, as pointed out by Bardeen and Stephen. We have plotted the diniensionless 
surface charge density as a function of the angle f around the vortex 
core, in Fig. 2. Figures 2 (a)-(c) correspond to vortex motion given by ^ = 0, ;r/4. and 
7r/2, respectively. For each figure, the mass ratio 3 takes the values 1, 0, and 25, giving 
the three curves displayed. For vortex motion along the y axis, the isotropic case in 
Fig. 2(c) shows the simple cos li' dependence obtained by Bardeen and Stephen 2 . 
However, for general J ^ 1. these figures show that anisotropy introduces additional 
. local maxima and minima in the surface charge density. 
We conclude by finding a vortex inertial mass tensor per unit length asso­
ciated with the induced electric field. For an expression for the inertial mass of a 
vortex in the isotropic case, obtained by means of time-dependent Ginzburg-Landau 
theory, we mention Ref. 20' by Suhl. In our simple approach, we do not consider any 
variation in the order parameter which could contribute to the inertial mass. (We 
recall that we are discussing only the high temperature case. T - Tc Tc. where 
the order parameter is small.) For a counterpart of an inertial mass per unit length 
f o r  a  . J o s e p h s o n  v o r t e x ,  w e  m e n t i o n  R e f .  ' 2 1  i .  
We equate the vortex kinetic energy per unit length I, I j to the electric field 
energy = J e^d'^x/Sir per unit length produced by the vortex motion. Writing 
~ ^1/c ~ ^ 1/5 ^ sum of field contributions within and without the core region, 
respectively, we have 1 
°0^c2|i 
l^( 1 ^ j l 1 -r j) (176) 
Then we find the inertial mass tensor to be diagonal, f i i j  = i-j = 1.2 = x . y .  
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with components 
It can be shown that the same expression ( 18) for the inertial mass tensor is obtained 
if the expression for the electric field involving modified Bessel functions is used. 
It is seen that anisotropy in the effective mass tensor (with components m^.i = 
1. 2.3 = x.y.z) is reflected in anisotropy in the inertial mass tensor. The inertial 
mass anisotropy ratio 3 = Hy/Hx = (3 — •i)/(3 — 1/J) ranges from 1 in the isotropic 
case to j/3 in the large 3 case. The vortex mass per unit length vanishes at the 
transition temperature Tc, where , vanishes. 
To estimate the size of the inertial mass for high-Tf materials, we can consider 
the limiting isotropic case. 3 — I. .A.s a function of temperature we have that 
/,(T) = 20^4^. (19) 
•Assuming a 1—<' dependence for where t  =  T / ' T c  is the reduced temperature, 
if we take = 10^ Tesla and t  = 0.99. then we obtain an inertial mass per 
unit length of vortex on the order of several hundred electron masses. Because of 
the dependence on for conventional superconductors (for which is much 
smaller), (.i is on the order of the electron mass. It is also interesting to compare the 
inertial mass (19) with the rest mass per unit length defined by 
/,o(T)=!l^ = 20^^ (20) 
where is the energy per length of a vortex at rest and is the lower critical 
field .3, 4, 22|. Then the ratio /'q//' = ^cll^c'2 ^'^ry small for high-Te materials. 
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Finally, we make a brief comparison to Suhl's work 20]. Our inertial mass is 
most closely related to his electromagnetic mass nem = where Xj is 
a shielding length for the electrostatic potential and He is the bulk thermodynamic 
critical field. Replacing by the coherence length ^ [20] and using the relation 
AttX" He = ®0-^c2 (P- 129) we have fiem = /(/4. Using the limiting form of the 
viscosity [1; as J — 1. // = o^HeOCnlc^^ where cr-a is the normal state conductivity, 
we may estimate the vortex relaxation time r - ///7. We ind that r = 1 TO-/?, which 
is to be compared with Suhl's //em/7 = A^/37r«'Aj(T^. Therefore, these simple 
estimates show that our vortex mass per unit length and relaxation time are on the 
order of Suhl's results when the shielding distance is taken to be the coherence 
length 
We recall that in the above we have taken the vortex to be aligned along the z 
axis. Corresponding results for a vortex along the .r or y axis may be obtained by 
cyclic permutation (.r — y ~ ~ — ,r). Again, we point out that the results presented 
here are expected to be valid only for temperatures close to the transition tempera­
ture. for low magnetic field (h hc2^' the high k limit. The result (18) for 
the inertial mass has recently been extended to lower temperatures for a discrete 3D 
superconductor in the case that the vortex is oriented parallel to the superconducting 
layers of a Josephson-coupled layer model 23% In this work ,23i the authors account 
for dimensional crossover in the vortex structure and discuss the importance of the 
inertial mass in the dynamics of high-temperatures superconductors. 
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Figure Captions 
FIG. 1. The equipotentials for vortex motion along (a) the x  axis, (b) the line 
.r = y, and (c) the y axis, for a fixed mass anisotropy ratio 3 = 5. The horizontal 
axis is the .r axis, the vertical axis is the y axis, and the : axis points out of the page. 
The equipotentials are straight lines within the vortex core, whose boundary is also 
shown, and given by the ellipses in Eq. (6c) outside the core. 
FIG. 2. The dimensionless surface charge density ( 2 T T C /  from Eq. ( 16) 
is plotted as a function of the angle w around the vortex core, for differing values 
of the mass anisotropy ratio 3. Parts (a)-(c) correspond to vortex motion given by 
0 = 0. -/4. and respectively. 
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SECTION IV. VORTEX INERTIAL MASS FOR A DISCRETE 
TYPE-II SUPERCONDUCTOR 
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1. Introduction 
The inertial mass of a vortex threading a type-II superconductor is of interest be­
cause of its importance in the description of either single or collective vortex dynamics 
(e.g.. il, 2'). For instance, using a Hamilton!an formalism, collective vortex oscilla­
tions can be studied and dispersion relations derived [11. The relevance of retaining 
a vortex inertial mass in the equation of motion in the study of microwave response 
was observed some time ago ;2j and the added importance for high-temperature su­
perconductors has been pointed out 31. 
In this paper we are concerned with calculating the inertial mass of a vortex 
penetrating a type-II superconductor, taking into account atomic-level discreteness in 
the material. We expect the resulting expression for the inertial mass to be applicable 
to various layered superconductors, including the high-temperature copper oxides. 
The known high-Tc superconductors are generally accepted to have a perovskite 
crystal structure 4l and an associated layered structure and small coherence length 
(^c) in the c direction. The anisotropic Ginzburg-Landau (GL) theory employing 
an effective mass tensor (e.g.. 5. 6;) provides a useful tool for the phenomenology 
of these materials. However, the theory is strictly valid only over a very limited 
temperature range (near the transition temperature Tc). Further, the GL theory is 
inadequate for those situations where atomic-level discreteness of the superconductor 
comes into play. When calculating the inertial mass of a vortex for a discrete type-II 
superconductor both of these considerations apply. 
It is possible for the vortex inertial mass to arise from several mechanisms, in­
cluding variation of the magnitude of the order parameter J\ elastic deformation 
with an accompanying strain field 8;, and generation of an electric field from vor­
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tex motion. For a discrete superconductor with Josephson vortices present, as we 
consider, a major contribution is expected to be the latter electromagnetic one. 
Using a .Josephson-coupled layer model [9], the expression for the inertial mass 
per unit length for a continuous type-II superconductor found from anisotropic GL 
theory [lOj is continued from high temperatures to zero absolute temperature for the 
case that the vortex is oriented parallel to the layers. We expect our result to be valid 
below a crossover temperature T", where ^c(T) becomes of the order of the lattice 
constant c [11. 12. 13. 14, loi. To our knowledge, this provides the first estimate of 
the vortex inertial mass for discrete 3D superconductors. In particular our result may 
apply to the classes of layered organic superconductors 16. 17. 18. 19j. organically-
intercalated metals loj. and high-Tc materials 12, 13, 14;. Our form of the inertial 
mass fi is compared to that of Lebwohl and Stephen 20i who treated the case of a 
vortex in a single .Josephson junction. (In a well-known mechanical analogy, the mass 
of a fluxon in a single .Josephson junction is related to the junction capacitance 21 ). 
We point out the great enhancement in // for high-Tc materials, which arises from 
the small .Josephson core size. This also leads us to discuss the possible application 
of the vortex inertial mass in studies of superconductor microwave and infrared re­
sponse. An appropriate function for characterizing vortex dynamic response in these 
applications is the complex-valued dynamic mobility 22;. In this paper it is shown 
how the dynamic vortex mobility previously obtained to include both pinning and 
flux creep effects can be extended to include a nonzero inertial mass. The mobility 
is written in terms of a general inertial mass per length so that other forms of the 
mass could be employed. 
Using a model square lattice of superconducting grains weakly coupled by Joseph-
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son junctions, Eckern and Schmid have studied quantum vortex dynamics in granular 
superconducting films [23]. These authors have developed an effective action for a 
fluxon which uses an effective mass. A similar 2D model for granular superconducting 
systems has been used by Larkin et al. [24] to study quantum tunnelling of vortices. 
Larkin et al. found an effective Lagrangian and action, incorporating an effective 
mass for vortices, and used it to examine collective low-frequency 2D vibrations in a 
network of .Josephson junctions. A recent work [2.5] employed an effective mass for a 
vortex in a 2D superconducting ring to study voltage quantization. 
The subject of dimensional crossover in a layered anisotropic superconductor was 
studied by Klemm. Luther, and Beasley ill;. .\t a crossover temperature, defined 
by = v 23, where 5 is the stacking periodicity, the upper critical Held parallel 
to the layers can show a strong upward curvature [11]. Possible experimental 
verification of this theory for 77^., in intercalated layer compounds may be found 
in Ref. _1.5]. The existence of a crossover temperature for high-Tc materials may be 
indicated by data from torque-magnetometry experiments on untwinned single crys­
tals of YBa2C'ugO';-_,^ (Y12.3) :12'. Current theory based on a 3D London treatment 
appears inadequate to explain these results at lower temperatures when the magnetic 
field lies close to the CuO planes 12, 26]. 
When a vortex is present in a layered, discrete superconductor, as the tempera­
ture is lowered, several related effects occur. For the sake of simplicity, unless stated 
otherwise in this paper, the vortex will be assumed to be oriented parallel to the 
superconducting layers of the specimen. .A.s the temperature passes through T'. the 
vortex core structure changes, from an .Abrikosov type to a .Josephson type 9]. (The 
order parameter is no longer depressed to essentially zero on the vortex axis.) The 
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dimensions of the vortex core change, which affects derived quantities such as the line 
energy, lower critical field, and viscous drag coefficient [9. 271. Specifically, if <^c is the 
smallest length entering in a GL expression, it is replaced with some other length, 
usually the repeat distance s between superconducting layers. One example of this 
is the lower critical field where the Ginzburg-Landau parameter k is replaced by 
the ratio of penetration depth to the stacking periodicity [27;. .A.s the vortex inertial 
mass at high temperatures is proportional to the upper critical field expect 
the product of coherence lengths, which is a measure of the vortex core area, to be 
replaced by an altered vortex core size. 
2. Background on model of discrete, layered superconductors 
Here we recall and slightly extend some of the results of Ref. 9; that we re­
quire in computing the vortex inertial mass in the next section. For description and 
application of the layer model with more detail than is provided here, the reader 
may consult Refs. 9, 27% The model used is based on an infinite periodic stack 
of Josephson-coupled. parallel superconducting layers. The superconducting layers 
of thickness ds alternate with insulating layers of thickness </j. giving a periodicity 
l e n g t h  o f  3  =  —  d g -  T h e  l a y e r s  i n  t h e  m o d e l  a r e  t a k e n  t o  b e  p a r a l l e l  t o  t h e  x y  
(ab) plane, with the center of the insulating layers at r = rn = n s .  n  = 0. — 1. —2 
The major results that we require include expressions for the gauge-invariant phase 
difference. A-,n{y), of the superconducting wave function across the junction between 
successive superconducting layers when a single vortex is present in the central (or 
n = 0) insulating layer and is aligned parallel to the z-axis (a direction). In giving 
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the expressions for Afn it is convenient to make use of the abbreviations 
y = yl^ci ~ = -/'^t "0 = ^ = («Q-f -i-(1) 
where the penetration depths A^, Ac govern the exponential decay of the components 
of the supercurrent density along the 6, c directions, respectively. In the Josephson 
weak-coupling limit, we have A^ = côQj%~^sjQ to good approximation (oq is the 
flux quantum and Jq is the maximum Josephson current density). For the central 
junction (at ; = 0) an expression for the gauge-invariant phase difference well-suited 
to our purposes is 
• ^ * 0 ( y )  = -  2  t a n ~ ^ ( i f / « O ) .  y  • - <  1  ( 2 )  
valid for small values of y. Similarly, for junctions with n 0. a useful approximation 
for the gauge-invariant phase difference is 
A-niy)^^. R-t'-l (3) 
valid for small R .  Equations (2). (3) result from the asymptotic forms of modified 
Bessel functions AV 9'. 
In this paper we also make use of the results of fluxoid quantization obtained 
in Ref. 9;. .A.n extension made here is deriving a modified 2D time-dependent 
sine-Gordon equation for the phase difference jl-,Tj{y.t). Subject to the assumption 
A^. there results from fluxoid quantization the equation 
On d d 
I-» 
where 6 is the magnetic field of the vortex and J  y  is the y  component of the super-
current in the layers. By combining the .Josephson tunneling current relation with 
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Ampere's law including the displacement current we obtain 
Jz(y.=.t) = JosinA7n(y,0 = (5) 
47r o y  a t  
when there is an applied electric field in the z direction, e being the electrical per­
mittivity of the insulating layers. The assumption is made here that the electric field 
i s  s m a l l  e n o u g h  s o  t h a t  t o  f i r s t  o r d e r  i t  i n d u c e s  a  m a g n e t i c  f i e l d  n e g l i g i b l e  t o  h .  
Now we use the relation between the electric field and the time variation of the 
phase difference [21, 28. 291. 
and Eqs. (4). (5) to obtain a modified 2D sine-Gordon equation 
where the term with J y  is a modification of the usual 1-^1 dimensional (Lorentz-
invariant) sine-Gordon equation. From Eq. (7) we have thus found the speed of 
light c in the insulating layers of the stack model. We have es, with the 
geometrical factor d ^ / s ,  which is usually of order unity. This geometrical factor is 
analogous to. but distinct from, that for a single .Josephson junction (e.g.. 20. 21. 28; ) 
where the geometrical factor is the ratio of insulator thickness to magnetic thickness 
and is usually very small. We further have the plasma frequency in the stack, = 
c 'Ac =  C Y / d j j e s / \ C .  .Alternatively, the plasma frequency -jjp = 1/y ZqC where 
the junction inductance lq = hj'leaj^ and capacitance c = éaj\-d[ with area 
.4. It is then possible to define a McCumber-Stewart parameter 291 for the stack 
3(^1 = ^-pRC, where R is the normal resistance, which characterizes the eff"ect of the 
junction capacitance. As seen below, the identification of the speed of light in the 
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insulating layers of the stack model is useful in rewriting the expression for the vortex 
inertial mass. 
the J y  term in Eq. (7) may be neglected. (This is probably a valid approximation 
outside of the vortex core region.) However, in the core region, specifically in the 
central layer, the behavior of the phase difference is truly 2D :9]. Equation (7) is 
a nonlinear wave equation for the gauge-invariant phase difference which does not 
contain any dissipative terms. For the calculation of the vortex inertial mass below, 
we assume that such terms can be ignored to leading order. In this regard, we 
mention that perturbed versions of the 1 — 1 dimensional sine-Gordon equation have 
been studied iSOj. These treatments have usually focused on soliton dynamics in the 
presence of weak perturbations. 
We consider the vortex to move at constant velocity v  in the y  direction (see Fig. 
1). This is similar to the situation where the vortex (moving parallel to the layers) is 
acted upon by a Lorentz force due to an applied current density in the r direction. It 
will be seen that the calculation of the inertial mass is similar to that for the energy 
dissipation (e.g.. _9. '29|). The vortex inertial mass is obtained by equating the vortex 
kinetic energy to the electric field energy produced by the vortex motion. This yields 
the expression for the inertial mass per unit length 
As we have assumed < 1, for those cases where \ d ^ ( J y l  J q ) / d y d z '  <  
3. Calculation of vortex inertial mass 
(V << c). (S) 
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If we were to include relativistic effects, we would need to use the expression 31 
k = (7 - l)/(c' for the kinetic energy where the factor 7 = 1/yl - By using 
Eq. (6) to express the electric field in terms of the gauge-invariant phase difference, 
integrating over the y direction, and summing over all junctions in the model (in the 
- direction) we have 
where we took A'in( y ,t) = ^ ' n i y  — cf). which should be valid for v  c  (cf. Eq. 
(7)). Using Eq. (2). it is found that the central junction provides the dominant 
contribution to the inertial mass. Using Eq. (3). all the other layers in the model 
simply provide a small correction to //. For this correction from all layers j = 0 we 
introduce the infinite sum 
^ 1 
0.11.308. (10) 
Then the vortex inertial mass per unit length is 
Eq. (11) can be rewritten in several forms. One particularly illuminating form is to 
recognize that wgAc = (s/2)Ac/Aj = ymax is the dimension of the .Josephson core 
along the y axis 9j. (This is the distance from the vortex axis along the y direction 
at which the gauge-invariant phase difference A7Q(^) across the central junction 
becomes equal to ~/'2 and the .Josephson current density reaches its maximum value 
of ./q 9j.) By also employing the expression for the speed of light in the insulating 
layers, c, we have for the inertial mass per unit length 
^ • ^ ^c^d i ymax  
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for a vortex aligned and moving parallel to the layers. Now the appearance of the 
Josephson vortex core area can be seen, for the core dimension in the : direction is 
of order 5/2 which in turn is roughly of the size of dy We next compare the result 
(12) with that from anisotropic GL theory and the single Josephson junction case of 
Lebwohl and Stephen, respectively. 
In Ref. :10! the dipolar electric field induced by the motion of a single vortex 
moving at constant velocity in a continuous anisotropic superconductor was inves­
tigated. We showed that the standard dipolar field case can be extended by the 
inclusion of a mass anisotropy parameter 3. Furthermore, by computing the electric 
field energy per unit length of vortex, we found a vortex inertial mass tensor per 
unit length. For comparison purposes in this paper, we recall that component of the 
(diagonal) inertial mass tensor corresponding to a vortex along the ,r axis moving in 
the y direction lOj: 
where 3  =  m z / m y .  H ^ 2 \ . x  ~  m z  are the GL effective masses 
5. 6;. The result (13) should be very analogous to (12) because although the 
(.Abrikosov) vortex was assumed to have a normal core. (13) was derived by ne­
glecting any variation in the order parameter as a result of the vortex motion. The 
r e su l t  (  13 )  f o r  a  c on t i nuous  supe rconduc to r  shou ld  be  va l i d  a t  l ow  f i e l d s  (  B << 8 ^2  )•  
high temperatures ( T — TQ Tc). and when the GL parameter is large, K §> 1. We 
recall that in the anisotropic model 6. lOj, the vortex core is taken to be elliptical in 
shape with semi-major axis and semi-minor axis (the GL coherence lengths). 
For a typical anisotropic high-Tc superconductor, (e.g., Y123 13') the term 1/J can 
be ignored in Eq. ( 13). Then the vortex inertial mass for a continuous superconductor 
(13) 
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is of the order of 
3<PQ 
''' -
The forms (12), (14) exhibit the vortex inertial mass at low and high temperatures 
respectively. .A.s anticipated, as the temperature falls below the crossover temperature 
T*, the vortex core area is replaced in the GL expression. Specifically, aside from 
numerical factors of order unity, is replaced by c/j, by ymax' and c by the speed 
of light in the insulating barriers c. 
Using a relativistic formulation, Lebwohl and Stephen .20; (LS) found an effective 
mass per unit length of vortex line. They considered a vortex in a single .Josephson 
junction, assuming isotropic superconductors with thicknesses much larger than the 
London penetration depth A. Using the speed of light in the single insulating barrier. 
c = Cyd^/sd, their result 20] can be written as 
1 Oq 
where d  = 2A-J,' is the magnetic thickness and Aj = y  cOQ/'Sir^djQ is the Josephson 
penetration depth. In terms of the lower critical field of a Josephson junction. H^,^j = 
2oQ/Tr^Xjd 21 (p. 109). 32]. the Lebwohl and Stephen effective vortex mass per 
length becomes . Because the product d^ymax is much smaller 
than the product d X j ,  or alternatively, because C -^^02' ^ke LS result is much 
smaller than the inertial mass for a vortex in a Josephson-coupled stack. It is also 
smaller than the inertial mass obtained by Suhl by means of time-dependent GL 
theory 'J] for an isotropic superconductor. (In Ref. ilOi the result for an anisotropic 
superconductor was compared with Suhl's result.) This situation for the inertial 
masses is parallel to that for the viscous drag coefficients. As pointed out by Lebwohl 
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and Stephen, the drag coefficient for a single Josephson junction is proportional to 
^c\J' However, for a continuous superconductor, the drag coefficient is proportional 
to the upper critical field [6j. 
To estimate the size of the inertial mass for high-Tc materials, we replace Eq. 
(12) by the approximation 
Considering Y123 as an example [131. we take = 1/5.5 and s = 12.4. Assuming 
that rfj = si ' l  and % c"/100 we have ^ % 3x 10^ me/cm for temperatures 
below r". In making this estimate we ignored a possible frequency dependence in 
the dielectric constant e for the insulating layers 33!. The corresponding vortex 
relaxation time is r = /<//; where rj is the viscous drag coefficient [9;. We have that 
r = c sIc'A'diCTn' where crn is the normal state conductivity, which compares with 
i/~crn for the case of an .A.brikosov vortex in a continuous superconductor lOl. 
4. Vortex mobility 
The above estimate suggests that inertial effects may be significant in the vortex 
dynamics of high-temperature superconductors. An appropriate function for charac­
terizing vortex dynamic response is the complex-valued dynamic mobility 22'. The 
dynamic mobility is useful in describing many applications, including high-frequency 
phenomena such as microwave i2. 3. 22, 34] or infrared [35. 36. 37l absorption or 
reflection. The mobility has the added attraction that new mechanisms in the vor­
tex dynamics, e.g., thermal activation, can be included in a systematic manner. In 
particular, we show here how the dynamic vortex mobility obtained in Ref. 22i to 
include both pinning and flux creep effects can be extended to include a nonzero 
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inertial mass. 
As an illustration, an often used vortex equation of motion is 
-r i ] i i ( x j )  +  K p u ( x . t )  =  { 1 7 )  
where u is the vortex displacement from its equilibrium pinning potential well. 7 
is the viscous drag coefficient (e.g. !27]), Kp is the restoring force constant of the 
pinning potential, and is the driving force, often the Lorentz force from a local 
current density. The corresponding mobility in linear response at angular frequency 
u )  i s  g i v e n  b y  -  7 , 7 / -  I X P / .  
To go further, the dynamic mobility can be computed from its definition as 
a velocity correlation function which is a Fourier transform .38. 39]. In a manner 
analogous to our treatment of the rf surface impedance 22% we employ the result 
of Ref. 38; for a particle undergoing Brownian motion in a periodic potential. The 
effect of thermal agitation of the particle is described by the addition of a Langevin 
force on the right-hand side of Eq. (17). which is assumed to be Gaussian white 
noise with zero mean 38, 40j. The form of the dynamic mobility that we use is 
based on Schneider's continued-fraction expansion of the Laplace transform of the 
velocity time correlation function i41j. A truncated continued fraction expansion of 
the dynamic mobility has proven successful provided that independent information 
is built in for the dc mobility fi{0,T) 40. 41% 
The truncated continued fraction form of f i  that we use is 
OKp/// 
— lui  T 7/ /'  ~ 18) 
- i u )  + (7o(î')J 
where a { i y )  is the ratio I i [ u ) l I q [ u ) ,  I p  is a modified Bessel function of the first kind 
of order p. the temperature-dependent argument u = f.'{T)i2kgT, and f is the 
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barrier height of the periodic potential. In Eq. (18). at nonzero temperatures, due 
to anharmonicity of the potential well, the squared frequency tip/{.i is replaced by 
an effective squared frequency aKp/fi [.38j. Our requirement on the dc limit of the 
mobility gives the condition GQ(T) = aKp/[[7<(0,— TJ]. This condition specifies 
the dynamic mobility (18), which includes inertial, viscous damping, pinning, and 
thermal activation effects. Of course, the mobility is written in terms of a general 
inertial mass per length so that forms of the mass other than Eq. (12) can be used. 
With Eq. (18), the effective dynamic resistivity due to vortex motion is given by 22! 
pvi^.T) = BoQfi('jj.T) where B is the magnetic induction. 
.Analytic results for f i (O .T )  exist in certain limiting cases. The limit of extreme 
damping was considered in Ref. 22]. Here we consider the opposite case of no 
damping, 7 — 0. suitable only when inertial effects dominate the dynamics. In this 
limit the function gg which specifies the dynamic mobility is given by 38i 
go(n = - fi(z/) e-'' (19) 
where a, the period of the pinning potential, is related to the height by a = t t  y'2U, (np 
and f is the length of vortex. 
5. Summary 
By employing a .Josephson-coupled layer model, we calculated the inertial mass 
per unit length of vortex in a discrete type-II superconductor. The resulting expres­
sion. Eq. (12), includes the effect of superconductor discreteness and may be applica­
ble.to layered organics, intercalated metals, and high-temperature superconductors. 
The result (12) is expected to hold at low magnetic fields and at temperatures below 
a crossover temperature T*, where the coherence length becomes of the order 
of the lattice constant. Combining this result with Eq. (13) from anisotropic GL 
theory ilO], the expression for the vortex inertial mass has been continued from high 
temperatures (near the transition temperature Tc) to zero absolute temperature for 
the case that the vortex is oriented parallel to the layers. As anticipated, once the 
temperature falls below T*, the vortex core area is replaced in the GL expression. In 
addition, the speed of light in Eq. ( 13) is replaced with the speed of light in the insu­
lating layers, a further reflection of the change in vortex structure as the temperature 
decreases. 
A rough estimate suggests that inertial effects may be significant in the vortex 
dynamics of high-temperature superconductors. .Accordingly, there may be a need to 
include the vortex inertial mass in descriptions of microwave and infrared response. .A. 
convenient function for characterizing vortex dynamic response in such applications 
is the complex-valued dynamic mobility 22'. We showed how the dynamic vortex 
mobility obtained in Ref. 22 to include pinning, flux flow, and flux creep effects can 
be extended to include a nonzero inertial mass. 
In this paper we considered a 3D vortex with .Josephson core aligned and moving 
parallel to the superconducting layers. One may wonder about obtaining an expres­
sion for the inertial mass for a discrete superconductor when the vortex is at an angle 
to these layers. .A.n appropriate starting point for such a study may be provided 
by Ref. 42j, which describes 2D pancake vortices in an infinite stack of .Josephson-
decoupled superconducting thin films. If Josephson coupling can be included in this 
model, a generalization of our result to a vortex inertial mass tensor may be possible. 
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Figure Caption 
FIG. 1. Geometry for the calculation of the vortex inertial mass in a Josephson-
couplecl layer model. The vortex (bold arrow), in the central insulating layer, is 
aligned parallel to the a axis and moves with constant velocity v in the b direction. 
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SECTION V. MAGNETIC FIELD DEPENDENCE OF RF SURFACE 
IMPEDANCE 
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1. Introduction 
Measurement of the surface resistance of high-Tc type-II superconductors (e.g.. 
Refs.^~^) provides useful information regarding the penetration depth and energy 
loss^"^. Such information is of importance to applications including power transmis­
sion lines and resonant cavities^. In this paper we follow a general approach, making 
use of a complex penetration depth, for calculating the surface impedance Zg. from 
which the surface resistance Rs is readily found as the real part. Two representative 
special cases are then examined for Rs and the surface power loss SP 
We are interested in finding the dependence of the surface impedance of a type-
II superconductor upon various parameters. In this study we concentrate on the 
dependence on penetration depths, static magnetic field, and frequency. We are here 
concerned with angular frequencies in the approximate range of 10^*^-10^' Hz. 
For the expression for the surface impedance resulting from the phenomenological 
two-fluid model, references'^*^®""may be consulted. In this study the influence of 
the normal fluid upon the current distribution of a lattice of vortices is ignored. 
Motion of the vortex cores, however, leads to dissipation. 
2. Calculation of surface impedance 
The complex-valued surface impedance (u/) is given by 
7 n ^(0) £"(0) , , Zs = l is-  >\s  = = «mts) (I) 
where £(0) is the electric field, /f(0) the magnetic field, and J ' ( 0 }  =  j y d . v  the 
total electric current per length, parallel to the surface, at the surface of the super­
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conductor. In Eq. (1), Rs is called the surface resistance, .Yg the surface reactance, 
and the form of Zs involving H{0) follows from Faraday's law. In this paper we con­
sider planar geometry, with the superconductor-vacuum interface located at j = 0. 
the superconductor being located in the semi-infinite region .r > 0. 
We are particularly concerned in this paper with the contribution of shaking (i.e.. 
oscillating) vortices to the surface impedance. W'e assume that a static magnetic field 
applied parallel to the r-axis. of magnitude Haz- has established the vortex state. 
We assume for simplicity that the vortices are located on a square lattice with lattice 
parameter ag A. the low field penetration depth. That is. the resulting fiux density 
in the interior of the superconductor 5Q//<Q > is given by BQ = OG/A^. The 
final results, however, do not depend upon the vortex lattice structure. 
We consider the superconductor to be subjected to microwave radiation, such 
that at the surface 6^^ = cÔq exp(—i<jjt), èg BQ. That is. the rf field is applied 
parallel to the static field. The Meissner response to the rf field is 
b^fix.t) = (2) 
which serves as the source of the primary driving force on the vortices. The driving 
force per unit length of vortex from the rf field only, at a distance .T from the surface, 
is 
= ; r X OQ = (3) 
.An additional driving force acting on the vortices arises from the magnetic field 
generated by the motion of the vortices themselves. Moving vortices have the ability 
to carry field variations far deeper than A into the superconductor. To quantify 
this, we need to calculate the change in the field and current distribution due to 
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the displaced vortex array. For vortices uniformly spaced in rows located at x j .  a 
distance ag apart, the change in field can be found from 
x- ^ d b ( x , x j )  
6 b ( x J )  =  Y ^ — — — u ( x j , t )  (4) 
j  
where u is the vortex displacement from its equilibrium pinning site. The vortex 
displacement is assumed to be of the form 
u  =  "  ( 5 )  
where t/Q is a complex amplitude and the decay constant k is also complex in general. 
By using a vector superposition of fields due to vortices and image vortices, we find 
the field produced by a vortex row to be 
Inserting Eq. (6) into Eq. (4). using the vortex displacement (.5) and converting the 
sum over rows. Vj. to an integral over ,r'. (1/£2Q)(/(^ - J^)dx'. we find 
—  i u j t  .  .  
S h ( x , t )  =  B ^ u ^ k  ' •  )  
1 — k^\^ 
Equation (7) gives the driving force per length due to the vortex motion. j i y { x , t ) O Q .  
where the current density is 
(3, 
Neglecting the effect of a vortex inertia term, we obtain the equation of motion for a 
vortex, 
hfy'^0 -^j^vyOQ = /?« ~ Kpu. (9) 
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where i] is the viscous drag coefficient and Kp is the restoring force constant of a 
pinning potential well^^. The inclusion of the driving force jvyOQ in the equation of 
motion represents an important addition to the usual treatment of vortex dynamics, 
as given, e.g., in Ref.^"^. 
When the ansatz (.5) is substituted into Eq. (9) and the coefficients of the 
exponential are equated, the complex amplitude for vortex displacement is 
found to be 
Equating the coefficients of the exponential e~^'^ gives a self-consistency condition, 
which can be written in the form 
, f ° ° °  ,  - i l l )  
Equation (11) is the analog of a dispersion relation between the complex propagation 
number k and angular frequency u,'. 
The electric field, obtained from Faraday's law, is 
É = ( 1 2 )  
Therefore, forming the ratio of the rf fields at the interface, by Eqs. ( 1) and ( 12) we 
have the surface impedance 
Z.S = = -iu;fiQ/k. (13) 
b o i h o  
We now define the pinning penetration depth Xp and flux-flow penetration depth Sj: 
byl4 
( u )  
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in terms of which the complex penetration depth A' (the reciprocal of the complex 
decay constant k), the surface impedance, and the surface resistance become, respec­
tively, 
A' = A -  +  ^ ,  ( 1 5 a )  \| 
Z s  =  ( l o b )  
= 0.7/0 ImA'. (15c) 
The surface resistance directly gives the surface power loss We have for 
the time-averaged rate of energy dissipation per unit area = ( 1, 2):j'(0)'^i?5 = 
( 1/2)/:^ A J where /ÎQ = This result also follows from considering the magni­
tude of the time-averaged Poynting vector. ( 1; 2)Re(Ej7'" ). evaluated at the super­
conductor surface. 
Due to the algebraic complexity of Eqs. ( 1.5) for the complex penetration depth 
and Z3, it is useful to consider some special cases for the static magnetic field depen­
dence of the surface resistance. In the case of weak pinning, where the dynamics are 
governed by viscous motion, we have ujr]/Kp = 2\p/ 6j :§> 1. Then A' = ^ A- — /«Sy /2 
so that when 6j A, A' ^ ( 1 — i)(5j/2 and 
0-7/0(5/: 
Rs = o-'/ZQlmA = —-—. A -Ç 6j: << 16a 1 
1 2 Here, by Eq. (14). we have for the static magnetic field dependence R , s  ^  Bg " .  
w h i l e  t h e  f r e q u e n c y  d e p e n d e n c e  i s  R , s  
If the pinning force becomes strong, such that we have the limit A « Ap •< ôj:. 
I l l  
then A' % Ap( 1 - iX^/Sj;), giving 
^ 5  ~ ( 1 6 6 )  
In this case Rg and Rg -- u)^. We have considered the cases where both 
the pinning penetration depth X p  and flux-flow penetration depth 6 j  are large in 
c o m p a r i s o n  w i t h  t h e  l o w  f i e l d  p e n e t r a t i o n  d e p t h  A .  s o  t h a t  X '  %  { X p  ^  -  ' 2 i 6 J ~ ) ~ ^ '  ^  
and Zs = Rs — i^s = —iijsfiQX'. We have shown that the resulting magnetic field 
dependence of the surface resistance is the same in these two cases. However, the 
frequency dependence of Rs differs, which should be reflected in measurements of the 
surface power loss 
3. Summary 
We have calculated the surface impedance Zg and power loss ^ and their 
dependence on various length scales, magnetic field, and frequency. We used a model 
of vortex dynamics which included the change in field distribution produced by the 
motion of the vortices themselves. Inclusion of this response has an important efl'ect 
o n  t h e  f o r m  o f  Z g -
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SECTION VI. UNIFIED THEORY OF EFFECTS OF VORTEX 
PINNING AND FLUX CREEP UPON THE RF SURFACE 
IMPEDANCE OF TYPE-II SUPERCONDUCTORS 
115 
Fundamental information about high-temperature superconductors can be ob­
tained from studies of their high-frequency electrodynamic response. Probes in the 
microwave and radio-frequency range, while too low in energy to probe the super­
conducting energy gap, nevertheless yield important details about electromagnetic 
screening and dissipative processes. The microwave surface impedance Zs = Rs^i-^s 
contains basic information about the surface resistance, power absorption 1% and 
penetration depth. 
•Application of a sufHciehtly large magnetic field is well known to introduce vor­
tices into type-II superconductors. Vortices are known to have important effects upon 
the surface impedance 2, 3. 4, 5. 6'. and such effects even can be used as an indicator 
of superconductivity [7'. However, the theory of such effects is presently incomplete. 
In this paper, we extend earlier work 8] and develop a unified theoretical approach 
that permits the influence of both vortex pinning and flux creep upon the surface 
impedance to be calculated over a wide range of angular frequencies a,', magnetic 
inductions 5, and temperatures T. This work is novel in at least three important 
respects. First, in our treatment of the vortex dynamics, we self-consistently include 
the coupling of supercurrent density and vortex displacements, thereby including non­
local effects; our results are expressed in terms of a general complex-valued dynamic 
mobility for vortex motion. Second, using a truncated continued-fraction form of 
this mobility, we incorporate dynamical flux-creep effects into the surface impedance 
by accounting for Brownian motion. Third, we include the response of normal-like, 
quasiparticle excitations, thereby generalizing the two-fluid model 9. 10. 11 in the 
presence of moving vortices. 
In this paper we consider planar geometry, with the superconductor surface 
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defined as the plane x  =  0. the superconductor occupying the half-space .r > 0. 
We assume that a static magnetic field, applied parallel to the r-axis, establishes the 
vortex state. We consider the superconductor.to be subjected to microwave radiation, 
such that at the surface = zùg exp(iu,'t). where 6Q b, the static magnetic flux 
density in the interior of the superconductor. We assume for simplicity that the 
vortex density is nearly uniform and that the intervortex spacing CQ obeys OQ A. 
the weak-field penetration depth. That is. b/fiq ^cl' lower critical field, 
w h e r e  b  %  o q / a q .  
The Lorentz force arising from the induced ac currents causes vortices near the 
surface to shake back and forth, thereby inducing alternating supercurrents that 
act on other vortices farther into the sample. The vortex response effectively gives 
rise to a redistribution of the induced ac current density, characterized by a complex 
penetration depth A(a,'. b. T), which depends upon the angular frequency a,', magnetic 
flux density b. and temperature t. In turn, the surface impedance can be expressed 
as 
z s  =  r s  —  i x s  =  b . t ) .  ( 1 )  
In order to calculate A, we must flrst compute how far the vortices move in 
response to a local driving force. The more mobile the vortices are, the further they 
can move during each rf period, the deeper into the sample the induced currents 
will flow, and the larger the resulting A will be. We describe the electrodynamics of 
the superconductor in terms of Faraday's and Ampere's laws, the two-fluid equation 
J = Jn ^ , the constitutive relation Jn = cr^jE, and two equations which describe 
t h e  s o u r c e  o f  t h e  t o t a l  c u r r e n t  d e n s i t y  j .  [ H e r e  j n  i s  t h e  n o r m a l  c u r r e n t  d e n s i t y ,  j s  
is the supercurrent density, and cr^jiB.T) = \lp^j(B.T) is the local dc electrical 
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conductivity of the normal fluid.) Employing a local density of vortices n{,v, t )  leads 
to the equation 
V X Js = î^(5-(?o"â)- (2) 
This equation accounts for nonlocal effects (on the length scale of A) and permits B  
to deviate from nOQ. In the present discussion, the local direction of the vortices, 
given by the unit vector ti, is simply i. Equation (2) is supplemented with the vortex 
equation of motion. 9; 
rji7{ x , t )  -  K p i t i x . t )  =  J { x . t )  X  OQ, (3) 
from which we can determine how the density n varies with position (OQ = OGA). In 
Eq. (3). iTis the vortex displacement from its equilibrium pinning site (assumed to be 
periodically distributed), rj is the viscous drag coefficient in the absence of flux creep. 
Kp is the restoring force constant ( Labusch parameter 12! ) of a pinning potential well, 
and we ignore a possible vortex mass term ,13'. The detailed form of the Labusch 
parameter as a function of temperature and field in principle could be obtained from 
collective pinning theory. The driving (Lorentz) force fj = JyOQ on the right-hand 
side of Eq. (3) includes the supercurrent density due to all of the applied field, the mi­
crowave field and the vortex-motion-generated field bf. The ansatz used for the 
vortex displacement. u{x,t) = iuQe~^' includes both a complex amplitude (/g 
and the complex penetration depth A to be determined self-consistently. The complex 
amplitude is related to the driving force by HQ = = 0) where the 
dynamic mobility is given by /l = ( 1 - iKp/r]~^. Combining the above equa­
tions results in the following expression, which can be viewed as the self-consistency 
condition for the complex penetration depth in terms of the field-dependent pénétra-
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tion depth A, the normal-fluid skin depth = ('2p^j:/f.iQUi)^' ^, and the complex 
effective skin depth arising from vortex motion 6i< = 
( 4 )  
This expression also can be written in terms of the Campbell penetration depth 
\(^'{b,t) and flux-How penetration depth sj^ib. t.u;), which are defined 14. 15 and 
related via 
When we limit attention to frequencies for which the effects of the vortex inertial mass 
13; are negligible and we ignore the vortex-motion-generated magnetic field, then Eq. 
(4) and its associated vortex dynamic mobility become equivalent to the results of 
Gittleman and Rosenblum 9], who considered only thin-film superconductors. 
Measurement of the rf surface impedance can give information on the frequency-
d e p e n d e n t  i r r e v e r s i b i l i t y  l i n e  c h a r a c t e r i z e d  b y  t h e  f u n c t i o n  o r  h ) .  
which determines a boundary in the h  versus t  phase diagram for high-To super­
conductors for experiments done at angular frequencies u). Related theoretical work 
on the role of thermal activation in the frequency response of pinned vortex lattices 
recently has been done by Koshelev and Vinokur ^4i and Ye h iô . 
Especially important in the high-temperature superconductors, because of the 
relatively low pinning activation energies and the high temperatures that can be 
reached in the superconducting state, are the effects of thermal agitation: thermally-
activated fiux flow and flux creep 16. IT, 18, 19. 20. 21]. At low temperatures and 
\ 2  _  
aft ----- 2  _  2 b o q  0 r = / f i q r ] u j  ( ô a  ) 
(56) 
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high frequencies, each pinned vortex will be confined to its pinning potential well 
during the rf period. At higher temperatures or lower frequencies, however, because 
of Brownian motion, a vortex may have time during each half cycle to diffuse out of its 
pinning potential well and wander some distance away from its initial well before the 
driving forces reverse direction and cause the vortex to return. The response function 
needed is the frequency-dependent complex resistivity pvl^} associated with the local 
vortex-motion-induced electric field. 
To model this effect, we make use of earlier work on an analogous problem, the 
dynamic mobility ftiui.T) of a particle undergoing Brownian motion in a periodic 
potential 22. 23. 24 . According to this analogy, the vortex equation of motion (3) 
is now supplemented with a random or Langevin force on the right-hand side, which 
is assumed to be Gaussian white noise with zero mean 22. 23. 24 . The form of the 
dynamic mobility that we use is based on Schneider's continued-fraction expansion of 
the Laplace transform of the velocity time correlation function 25'. In using this form 
of we terminate the continued-fraction expansion 22. 23 in such a way that 
the Ambegaokar and Halperin result ;26; for the static mobility /'/(O. T )  is reproduced 
exactly. The resulting expression for the complex-valued dynamic mobility is 
where q is the viscous drag coefficient. Kp is the restoring force constant of a pinning 
potential well, Ip is a modified Bessel function of the first kind of order p. a is the 
E y { u j )  =  =  p i ' { u ; ) J y { u . ' ) .  ( 6 )  
where Jy{u;) = 
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ratio /]I (I/)//Q(I/). the temperature-dependent argument u = rQ{T)/2kj^T, and f Q 
is the barrier height of the periodic potential [27]. Using Eq. (6). we have pv(<j^) = 
BoQfiiuJ.T). The resulting complex-valued effective resistivity can be written as 
p i ; { u j )  e  + { < j J T z( 1 — e)u>T 
P f  1 - i ^ r } "  
(8)  
where P f  =  B o q / t ]  is the flux-flow resistivity, e = l//g(M) is the flux-creep factor, 
and 
• r = (9) 
«P i i ( u ) i q ( u )  
is the characteristic relaxation time. Because p i ( 0 } / p j :  =  e .  the flux creep factor 
measures the degree to which thermal activation assists the vortex-motion-generated 
electric field to approach the value that it would have had in the absence of pinning. 
The imaginary part of pv is maximized when a;r = 1. When i/ > 1. the characteristic 
relaxation time is simply r % rjjKp. the exponential decay time for a plucked vortex. 
As can be seen from expanding the Bessel functions for small arguments, when v 1. 
the relaxation time is r % d~^(a, the time required for a vortex to thermally 
diffuse a distance of the order of the spacing between pinning centers. (The diffusion 
constant is related to the viscous drag coefficient rj and the characteristic length 
l of moving vortex via the Einstein relation d — k^t/ril.) Figure 1 shows the 
behavior of the relaxation time and the flux creep factor e as functions of 
By accounting for the role of the normal fluid and the above thermal effects, 
we have generalized our previous result for the surface impedance '8% .As mentioned 
previously, an essential step in the derivation is to include self-consistently the local 
supercurrent-density modifications arising from vortex displacements. The key result 
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IS 
• >  ;  - o  1  1/2 
\ ( u j .  B ,  T )  =  10) 
where now 6^^ = 2pt,/;(QW is the contribution to the complex-valued effective skin 
depth arising from vortex motion and flux creep, with pi< given by Eq. (8). At low 
temperatures where e % 0. the influence of flux creep is negligible, and Eq. (10) 
reduces to Eq. (4) (cf. :8i). At sufficiently high temperatures that e % 1. on the 
other hand, the vortices respond as if there were no pinning centers present. In 
this limit. pv(u;) % pj. so that iSvc % fy. and Eq. (10) reduces to Eq, (4) with 
t h e  p i n n i n g  t e r m  A ^ t  i n v o l v i n g  K p  a b s e n t .  F o r  T  —  T ^ 2  o r  S  —  B ^ 2 ^ T ) .  \ { B . T )  
d i v e r g e s .  ' 5 „ y  —  6 n  =  ( 2 p n ,  " •  ^ h e  n o r m a l - s t a t e  v a l u e s  À  —  ' 5 n ( l  -  i ] ' 2 .  
R . S  = A's = i i Q u ; 6 n i 2  are obtained. 
In Fig. 2 (a) and (b) we plot the surface resistance Rs (log scale) and reac­
tance Xs (linear scale) resulting from Eq. (10) versus temperature at 10 GHz. The 
models used to approximate the temperature and field dependences of the various 
characteristic lengths in Eq. (10) are A = A(0. T)/^ 1 - BjB^o^T), where A(0. T) = 
A ( 0 ) / \ / l  -  S j i B . T . j j )  =  2 p j ( B . T ) i w h e r e  p j { B . T )  —  p n { T ) B  B ^ o i T ) .  
and S^j.{B.T,u;) = 6^ / f{B.T) where / = 1 — (1 - 1 — B / B^^oiT)]', the temper­
ature dependence used for the pinning force constant is kp = KpQ(l - (J T,,-))")" 
28;: the temperature and field dependence used for the activation energy is f'g = 
f'( 1 ~T/T^2}^' ^  B 17, 19. 20'. and the temperature dependence of the upper critical 
field is taken to be B^2 — ^02'*^)^ 1 - (^ )/( 1 — ). The material parameters used are 
on the order of those for Y123 20. 29. 30!, but the particular values 31 are chosen to 
be illustrative of the high-temperature superconductors and not to describe a specific 
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sample. The curves labelled a in Figs. 2(a) and (b) are for zero field. The curves 
labelled b and c are for an applied field of 1..5 T and correspond to (b) vortices but 
no thermally activated effects Eq. (4)!. and (c) vortices undergoing flux creep and 
thermally activated flux flow [Eq. ( 10)]. The vertical arrows indicate the temperature 
at which e = 0.5. Our result exhibits a rapid rise in surface resistance and reactance 
near (^nd includes the normal state "plateau". (The surface reactance in very 
small fields has a peak very close to Tc which shows in Fig. 2(b) as a vertical line.) 
Flux creep has a significant effect on the values and shape of the surface resistance 
but has relatively little effect on the surface reactance. 
In Fig. 2(c) we plot the temperature dependence of the penetration depth 
\{b.t). the normal-fluid skin depth the flux-flow penetration depth 
ô j i b . t . j j ) .  and the pinning (or Campbell 14 ) penetration depth \ ( ^ < { b . t )  (Eq. 
•5). .Although with this choice of material constants, pinning dominates over viscous 
flux flow at lower temperatures in Fig. 2(c). in general all four lengths A. 
and A^-. are needed to fully describe the surface impedance over the full range of 
temperatures below Tc- The only general simplification that appears to be valid at 
lower temperatures (below 7^2)'s to ignore the term involving the ratio A" 6~j: in 
Eq. (10). leading to the expression obtained in Ref. 'Si by neglecting thermal effects 
and the normal-fluid contribution. For temperatures near it is vital to include 
all of the lengths presented in Fig. 2(c). 
In summary, we have presented a theory for the surface impedance that accounts 
for the effects of vortices over a wide range of temperatures, magnetic inductions, and 
frequencies. Our key result. Eq. (10), is expressed in terms of a complex penetration 
depth A. from which the surface resistance rs = —//Qa.Im A and surface reactance 
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A's = /<gu;Re À are directly obtained. Equation (10), which accounts for flux creep, 
shows a continuous change in behavior as the temperature increases; the theory thus 
accounts for the possibility that flux pinning may dominate the vortex dynamics at 
l o w  t e m p e r a t u r e ,  g r a d u a l l y  g i v i n g  w a y  t o  f l u x  f l o w  a t  h i g h  t e m p e r a t u r e  3 2 %  A s  T  
approaches however, the surface resistance is dominated by dissipation in the 
normal fluid, and the complex penetration depth reduces to its normal-state value. 
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Figure Captions 
FIG. 1. The relaxation time T/{rifKp), Eq. (9), (left ordinate) is plotted versus 
the ratio of activation energy to thermal energy i/ = UqI'IUqT. Also shown is a 
semilogarithmic plot of the flux creep factor e(i/) = l//g(z>') (right ordinate) as a 
function of u. 
FIG. 2 (a) The surface resistance (log scale) and (b) reactance (linear scale) (in 
ohms), respectively, from Eq. (10) are plotted as a function of reduced temperature 
t = T/Tc at frequency 10 GHz. The curve labelled a is for zero applied magnetic 
field, while the curves labelled b (vortices but no flux creep), and c (vortices with 
flux creep and thermally activated flux flow included) are for a field of 1.5 T. The 
vertical arrows at ( Z: 0.72 indicate where the flux creep factor e = 0.5. (c) Plot of the 
temperature dependence of the characteristic lengths (log scale) in //m. The labelled 
curves are for the field-dependent penetration depth (A), the normal-fluid skin depth 
(6^y). the flux-flow penetration depth ((5^). and the pinning penetration depth 
(Eq. 5). The temperature dependence of the flux creep factor e (log scale on right) 
also is shown. 
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SECTION VII. THEORY OF RF MAGNETIC PERMEABILITY OF 
ISOTROPIC TYPE-II SUPERCONDUCTORS IN PARALLEL FIELD 
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1. Introduction 
In this paper we present a new theoretical descript ion of the rf  complex magnetic 
permeabil i ty /"/ = / /  + i / / '  of type-II superconductors, based upon a self-consistent 
treatment of vortex dynamics in the l inear response regime. The result ing theory 
includes in a unif ied manner vortex pinning, f lux f low, and, i f  desired, flux creep. 
Our phenomenological theory includes nonlocal effects, and this feature is expl ici t ly 
verif ied for several superconductor geometries. Since our result for the rf  permeabil i ty 
is continuously val id over a wide range of f ield, temperature, and frequency, i t  is 
possible to numerical ly evaluate our results using various models of vortex response 
to systematical ly show the behavior of f i  as a function of al l  these parameters. In 
part icular, in this paper, we make use of two-f luid-l ike approximations for obtaining 
numerical results to i l lustrate the various parameter dependences. The theory is 
completely independent of such models, however, and one is free to use. e.g.. BCS-
l ike expressions. We demonstrate numerical ly how a // ' -peak l ine, closely related 
to the irreversibi l i ty l ine, arises from the theoretical result for the permeabil i ty as 
a function of temperature, field, and frequency. The addit ional complication of flux 
creep effects can be readily incorporated into the theory or numerical results by use 
of the complex-valued dynamic vortex mobil i ty which was developed in the context of 
the theory of r f  surface impedance 1.2]. The essential phenomena in the permeabil i ty, 
such as a possible step-l ike r ise in the real part and a peak in the imaginary part as a 
function of temperature, are i l lustrated for microwave frequencies. For a quantitat ive 
fit to experimental data i t  is expected to be necessary to include the effect of flux 
creep for those high-Tc compounds with relat ively small act ivation energies. These 
compounds usually are the more anisotropic ones, including T1 and Bi materials 3. 4l.  
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The rf  permeabil i ty provides a highly sensit ive means of probing vortex dynamics 
in type-II superconductors. The real or inductive part of f i  is associated with f lux 
expulsion (screening) which in turn is related to the effective penetration depth for 
applied magnetic f ields. The real part of the permeabil i ty can be measured from 
the frequency shift  of cavity resonators due to a cavity perturbation (e.g., 5; ) .  The 
imaginary part of f i  is connected with the losses. We recall  that the dissipative or 
lossy component / / '  is directly related to the area of the hysteresis loop, the plot of 
the volume average of magnetic induction versus the applied f ield 6j.  From changes in 
the quali ty factor Q of cavity resonators due to a cavity perturbation, the imaginary 
part of the permeabil i ty can be determined. 
The self-consistent coupling of vortex displacement and current density is usually 
not included in theoretical investigations in the l i terature. When i t  is examined, 
we know of no treatment where the Brownian motion of vort ices is also included 
quantitat ively. Without these ref inements, the results describing dissipation and 
screening have obvious l imitat ions. Our approach substantial ly improves upon several 
discussions which employ seemingly ad hoc or under-justi f ied assumptions concerning, 
e.g., the combination of various dif fusivit ies, resist ivi t ies, or other circuit elements. In 
addit ion, many treatments of electrodynamic response functions give results which 
are inval id in important l imit ing cases, such as near the transit ion temperature. 
Our approach overcomes al l  of these drawbacks, yielding results in a large region of 
the parameter space of frequency, field, and temperature, using a part icular (and 
extendable) model of the thermal activation of vort ices. Our work should provide 
an important bridge between the quantitat ive descript ion of experimental results 
and possible future microscopic theory based on not-yet-ful ly-understood underlying 
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interactions. 
The frequency-dependent irreversibi l i ty l ine, characterized by the function h ' ( ^ .  t )  
or h). determines a boundary in the h versus t phase diagram for high-Tc 
superconductors for experiments done at angular frequencies The exact location 
of this curve is dependent on the cri teria used to define i t .  Furthermore, whether this 
l ine has a true thermodynamic interpretation, e.g., as a phase transit ion boundary, 
has been debated. Depending on the respective weight given to pinning, flux creep 
processes, or other flux l ine latt ice behaviors, i t  may be possible to relate the complex 
rf  permeabil i ty to the irreversibi l i ty l ine of high-Tc superconductors. 
Below the irreversibi l i ty l ine various propert ies are thought to be irreversible be­
cause of strong flux-pinning ef fects. For example, there the superconductor supports 
a nonzero cri t ical current density and has zero dc resistance 7 .  Because our theory 
can continuously model many flux l ine latt ice behaviors, the condit ions for a diamag-
netic transit ion in and/or a peak in /(" can be examined in terms of the coupled 
superconductor and vortex latt ice response. As regards the role of pinning, we can 
then expect our theory to provide information not only on the irreversibi l i ty l ine but 
on the depinning l ine of ultrasonic 8; and vibrating reed 9j attenuation experiments. 
I f  one wishes to emphasize the role of flux creep in the posit ion of the irre­
versibi l i ty l ine, then questions arise such as the source of the creep and the nature 
of the thermal activation barriers. .A. theoretical descript ion of the ac-susceptibi l i ty 
based on a dislocation mediated flux-creep approach has been given by van der Beek 
and Kes 10j and by Kes et al.  11;. Their thermally assisted flux f low (T.\FF) 
model successful ly reproduces an irreversibi l i ty l ine, although i t  does not use a self-
consistent formulation. They consider the creep to come from two sources: both 
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elastic and plastic. The elastic creep contr ibution comes from elastic deformation 
and col lect ive flux l ine effects, while the plastic contr ibution originates with vortex 
latt ice dislocations-typical ly vacancies or interst i t ials [10]. These authors argue that 
elastic response and thermal activation can be combined, leading to a flux d i f fusion 
equation. Our approach, as seen below, shares this feature, although i t  leads to a 
more general dif fusion equation. Our theory should therefore describe experimental 
data ! 10, l l j  with an improved formulation of vortex effects. 
.A.t f requencies of the order of MHz i t  lately has been possible to interpret the 
irreversibi l i ty l ine with the vortex glass model 12. 13. 14% which evidently corre­
sponds to the case for which only elastic flux creep contr ibutes. In this model the 
activation energy diverges as the current density (driving force) goes to zero 15. 16 .  
Then no relat ion involving a thermally activated resist ivi ty exists between the total 
local electr ic field and current density. We do not expect the elastic flux creep con­
tr ibution to dominate al l  the way to zero current density. We consider the l imit of 
small  drive currents and expect flux creep from dislocations or some other source to 
then contr ibute. The precise form of the associated activation energy requires a more 
detai led analysis. 
We recall  that the ac permeabil i ty is typical ly found for audio frequencies and 
large vortex displacements. In this very low frequency regime, flux creep effects 
can be substantial.  We wish to consider much smaller amplitudes and much higher 
frequencies, on the order of 10 GHz, where flux creep can be important, but not 
necessari ly so, and in addit ion the effects of vortex pinning and flow can be large and 
comparable and in turn compete with the effect of the response of the normal-state 
electrons (quasipart icle excitat ions). 
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In this work magnetic history effects are neglected for simplici ty. These history 
effects could arise from the trapping of f lux in the sample upon f ield cooling. Such 
effects could be included in our theory by the use of the cri t ical state model to 
properly describe f ield profi les for the dc f ield increasing or decreasing. 
In the fol lowing we present the detai ls of a self-consistent treatment of the vortex-
latt ice response for finding the rf  magnetic permeabil i ty. The vortex latt ice response 
effectively gives r ise to a redistr ibution of the induced rf  current density, character­
ized by a complex penetration depth which depends upon the angular 
frequency ui. magnetic f lux density b, and temperature t .  We show here that the 
magnetic permeabil i ty is readily found from the complex penetration depth. 
2. Self-consistent theory of vortex dynamics 
2.1 Governing equations and complex penetration depth in the absence 
of flux creep 
In this paper we concentrate on slab geometry for the superconductor. This 
geometry provides a convenient si tuation for discussing the physics involved, for we 
do not expect the quahtative features of the major results to be different for other 
geometries where the superconductor has a finite thickness in at least one dimen­
sion. The coupled governing equations even for l inear response present a challenge 
to analyt ic treatment, with the solut ion being very dependent on specif ic geometry 
and boundary condit ions. To i l lustrate the applicabi l i ty of our theory, therefore, we 
also give in Appendix A the expressions for r ight circular cyl indrical geometry. We 
have in addit ion considered other geometries, and in .Appendix B we summarize the 
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expressions for one of these, that of a rectangular prism. Here we consider examples 
of paral lel applied stat ic magnetic field. Each of these can be expected to have appli­
cations to other experiments, including ultrasonic [8] and vibrating reed attenuation 
[9], when appropriate extensions are made. A forthcoming art icle 17! examines the 
situation of a more general orientation of the stat ic field. 
For the slab geometry we take the superconductor, assumed to be isotropic, to 
be bounded by the planes x = =:(r/2. We assume that the sample has been cooled 
in a stat ic magnetic field, appl ied paral lel to the r-axis. producing a uniform array 
of vort ices. We assume that the slab thickness satisf ies w oq .  where aq is the 
intervortex spacing. We consider the superconductor to be subjected to microwave 
radiat ion, such that at both the surfaces x = —ic,' '2 we have h ^j = ièg exp( 
where 6q = ^0' stat ic magnetic flux density in the interior of the 
superconductor. We assume for simplici ty that B Q  is uniform and that ag obeys ag <?' 
A. the weak-f ield penetration depth. That is. Bq /hq :g> the lower cri t ical field, 
where Bg % og/ag. (The flux quantum og = hi ' l e . )  For high-K superconductors, (k 
is the Ginzburg-Landau parameter) a continuum approximation for the local vortex 
density, which we use. is well- just i f ied for even smaller applied fields, being val id 
on a length scale larger than a few intervortex latt ice spacings 18'.  For the slab 
geometry the boundary condit ions at x = —a'/2 are H = {HQ — for the 
magnetic field. For the current density the symmetry requires J(-.r) — -J(.r) and 
J(0) = 0. The result ing electr ic field, vortex displacement, and vortex density wi l l  
al l  have definite parity with respect to the x coordinate. 
Here we outl ine the key ingredients in the derivation of the expression for the 
complex penetration depth A from which the complex rf  permeabil i ty can be obtained. 
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The electrodynamics of the superconductor are described by Maxwell 's curl equations 
(Faraday's and Ampere's laws), the two-f luid equation J = Jn-*- </s, the consti tut ive 
relat ion Jn = and two equations which describe the source of the total current 
density J .  (Here J n  is the normal current density, J s  is the supercurrent density, 
and T) = T) is the local electr ical conductivi ty of the normal fluid.) 
The supercurrent density derives from the applied field and the total vortex-generated 
field. A local vortex magnetic field Bv = n(.r, t)OQâ, where Oq is the flux quantum 
and à is the local vortex direction, can be developed by averaging over distances 
larger than several intervortex spacings. Then taking the curl of the London relat ion 
between the supercurrent density, vector potential,  and gradient of the phase of the 
macroscopic wavefunction and averaging gives the equation 
- 1 -
V X Js = -^(g -  on n â ) .  ( 1 )  
In this paper we consider only the longitudinal orientation of Bq,  where â = i .  Equa­
t ion ( 1 ) accounts for nonlocal effects ( the motion of a vortex produces a magnetic-f ield 
perturbation out to a distance A) and permits B to deviate from nog. 
Concerning the equation of motion of the vortex latt ice, we use l inear response 
theory, examining the behavior for vortex displacements of very small ampli tude. 
These displacements, typical ly less than 1.4 10, 19, 201. are assumed to be much less 
than the intervortex spacing for small  driving fields and current densit ies. In this 
l imit,  a perturbation approach for the change in vortex density is well-suited. 
Equation ( 1 ) is supplemented with a vortex equation of motion arising from the 
ba l a n c e  o f  f o r c e s  p e r  u n i t  l e n g t h ,  w h i c h  c a n  b e  u s e d  t o  f i n d  t h e  c h a n g e  i n  d e n s i t y  n  
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with posit ion. We have 
T]ii( . v , t )  -f  K p u { x , t )  =  J ( x , t )  X opâ. (2) 
where u is the vortex displacement from its equil ibrium pinning site (assumed to be 
periodical ly distr ibuted), r] is the viscous drag coeff icient ( in the absence of pinning 
and flux creep), and Kp is the restoring force constant (Labusch parameter 21 ) 
of a pinning potential well .  In Eq. (2) we take a possible vortex mass term 22 
to be negligible even for high-Tc superconductors. The viscous drag coeff icient is 
assumed to be that of the Bardeen-Stephen model or i ts extensions, such as that in 
Ref. •23j for vortex motion along a principal axis. The detai led form of the Labusch 
parameter as a function of temperature and field in principle could be obtained from 
collective pinning theory. I t  is a common phenomenological approach to al low the 
Labusch parameter to include nonlocal effects in the vortex latt ice on a length scale 
less than A due to a high density of pinning centers. The change in vortex density. 
6n(j;.t)  = can be found by integrating the vortex continuity equation. 
The equations apart from the vortex equation of motion lead to a general ized 
d i f f u s i o n - L o n d o n  e q u a t i o n  f o r  B :  
V2B = _L(S_OQnd). 13) 
P n  f  A -
For equations similar to Eq. (3) without the vortex density term we mention Refs. 
10. 24 .  I t  is the latter term which al lows us to general ize the two-f luid model 25. 26. 
27. in the presence of moving vort ices. Two features which complicate the solut ion of 
the ful l  set of equations may be stressed. One is the need for a self-consistent solut ion 
for the fields. Changes in the magnetic field, e.g., feed back into the vortex dynamics, 
which in turn alter the field. The other feature is the nonlinearity present arising from 
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f ield-dependent coeff icients such as the dc conductivi ty, penetration depth, pinning 
potential,  and drag coeff icient. I t  is to be noted that the driving (Lorentz) force 
on the r ight-hand side of Eq. (2) includes the supercurrent density due to al l  of 
the applied field, the microwave field and the vortex-motion-generated field 
b i<. The self-consistent inclusion of the vortex displacement and total magnetic field 
and supercurrent density represents a signif icant ref inement of vortex dynamics 28 .  
The ansatz used for the vortex displacement, given below, includes both a complex 
amplitude u q  to be determined and the complex penetration depth A. Then the 
fol lowing equation can be viewed as the self-consistency condit ion for the complex 
penetration depth in terms of the field-dependent penetrat ion depth A. normal-f luid 
skin depth Caii .pbell  penetration depth A^-. and flux-f low penetrat ion depth 
Â(u. ' .  Bq ,T) = 
A-( BQ.T)- ( A^2( 5O, T) -  2iS^-(Bo.T. ^ 
1 -2/y^(BQ,T)/c<l '^^(Bo.T.u,-) 
where we have used the definit ions 19, 29; 
\2 _ c2 _ 2^000 c2 -
'V' = • •• f  = '  f — • f l Q K p  J  " /  / ( Q u . '  
The width w of the superconducting slab does not enter in expression (4). For 
T — T^2 or BQ — B^oiT). the upper cri t ical field, X{BQ ,T) diverges. — 6n = 
(2pn '  ^, and the normal-state value À — (1 — is obtained. (At the 
temperature T^o^H) bulk superconductivi ty is quenched by an applied field H.) 
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2.2 Inclusion of flux creep 
The result for the complex penetration depth is general ized in the presence of 
the effects of thermal agitat ion on vort ices, as treated in analogy to Brownian motion, 
as :2j 
arising from vortex motion and flux creep, and the complex-valued effective resis­
t i v i t y  P \ '  i s  g i v e n  i n  t e r m s  o f  t h e  d y n a m i c  m o b i l i t y  F I V I U ) .  B Q . T )  b y  B Q , T )  =  
boqfii '(^\ Bq.T) 2;. Equation (6a) fol lows from including a random (or Langevin) 
force 30; on the r ight-hand side of the vortex equation of motion (2) to represent 
thermally-generated forces. This makes the vortex equation of motion analogous to 
that of a part icle undergoing Brownian motion at the bottom of a local potential well  
i n  a  p e r i o d i c  p o t e n t i a l  L ' {  u  )  =  ( f  q /  2 ) i l - c o s ( 2 T t // a p ) ] ,  w h e r e  x p  =  ( U Q ; 2 L  ) ( 2 - : a p  ) "  
and L is the characterist ic length of moving vortex. The Langevin force is assumed 
to be Gaussian white noise, with a delta-function autocorrelat ion function and zero 
t ime average >30, 31. 32]. This makes the vortex equation of motion analogous to 
that of a part icle undergoing Brownian motion in a periodic potential.  The dynamic 
mobil i ty can be computed from its définit ion as a velocity correlat ion function, which 
is a Fourier transform. Since vortex inert ial mass effects are here taken to be negli­
gible. we require the highly-damped l imit of the dynamic mobil i ty corresponding to 
Eq. (2) with the random force term. This l imit can be obtained by taking the mass 
m — 0 l imit of the result of Ref. [31] and noting that the vortex equation of motion 
has dimensions of force per length. The form of the dynamic mobil i ty used is based 
(6(1) 
where 2/5['//(qj ;  is the contr ibution to the complex-valued effective skin depth 
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on Schneider's continued-fraction expansion of the Laplace transform of the velocity 
t ime correlat ion functions [33].  The continued-fraction expansion is truncated in such 
a way as to incorporate the dc mobil i ty result of Ambegoakar and Halperin [34i.  The 
result ing expression for the complex-valued dynamic mobil i ty of vort ices is 1, 2: 
where 7 is the viscous drag coeff icient, Kp is the restoring force constant of a pinning 
potential well .  Ip is a modif ied Bessel function of the f irst kind of order p. a is the 
rat io I i iv)/ ' Iq(i /) .  the temperature-dependent argument u = l 'Q{BQ.T)' '2kqT. and 
Tq is the barrier height of the periodic potential.  By way of the parameter a. which 
varies between 0 and 1. the temperature modif ies the contr ibution of the squared 
rat io of the Campbell  penetration to the f lux f low penetration depth to the dynamic 
mobil i ty when f lux creep is present. 
We now give the corresponding expressions for the various f ields and densit ies in 
slab geometry. We also give the complex f ield coeff icients, including the forms when 
f lux creep is present. We have 
for the magnetic f lux density, where we assumed B  =  / /giï ,  and 
18) 
( 1 0 )  
(9)  
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for the supercurrent. normal current, and total current densit ies, respectively. The 
corresponding expressions for the electr ic field, vortex displacement, and vortex areal 
density are, respectively, 
n ( x . t )  =  r i Q -  ô n Q  •  ( 1 3 )  
cosh( i f /2A) 
where h q  = l/«g- Evaluating the various coeff icients gives J y  = —/îq /A. E y  =  
Jny = a^jEy, foQ = -uquq/X ,  uq = OQjy/(Kp -  irju;).  and Jgy = 
— (Â/îQ -T- Hquq )/X^. When the Langevin term is included in the vortex equation of 
motion, the vortex displacement coeff icient is modif ied to uq = ioQfi i ' i ' j j .  B q, T)Jy ,\ i ; .  
The respective self-consistency condit ions (4) or (6a) can be obtained by rewrit ing 
t h e  ^ - c o m p o n e n t  o f  t h e  t w o - f l u i d  e q u a t i o n  J  =  J s  —  J n -
The local t ime-averaged rate of energy dissipation per unit volume of supercon­
ductor is 6; 
d ( S )  =  —  f  J  •  É  d t  =  - R e i J ( x , t )  •  È ' i x . t ) ' ,  (14a) 
^ 0  J o  2 
where T q  =  2t /u <' is the period of the radiat ion. In Eq. (14a), the middle expression 
is for real quantit ies and the expression on the r ight is for the complex quantit ies we 
are employing. Using Eqs. (10) and (11), d(.v) for slab geometry is 
0 
.  (146) 
By integrating over the thickness of the slab, and sett ing A = Aj^ — iA->. we find the 
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t ime-averaged power dissipation per unit volume to be 
J - w l ' 2  2"-' 
which agrees with the result of applying Poynting's theorem, /<ou . ' /?q /u "/2 ;6i .  
Once the complex penetration depth is known, various l inear response functions 
can be writ ten. These are local total response functions which are useful in dif­
ferent applications. The complex rf  resist ivi ty p gives the connection between the 
total electr ic field and current density. Using the geometry employed here, we have 
p = Ey/Jy = We also can write p = 1 / i t .  where à is the complex rf  
conductivi ty, which includes the response of vort ices; the complex penetration depth 
A also is related to a complex propagation wavenumber by k = i The expressions 
for (7 and k are well-suited for applications such as optical transmission studies where 
propagation dominates. 
3. Numerical results and discussion 
The dimensionless complex magnetic permeabil i ty f t  can be defined as the rat io 
of the volume-averaged rf  magnetic induction to the applied rf  induction 6 .  Using 
Eq. (7) to evaluate the average rf  induction in the slab and by integrating over ,r.  we 
find 
-  2Â ,  w  
11 — — tanh —. ( Lo) 
2 A 
The associated magnetic susceptibi l i ty is given by \  =  f i  -  1. (We also recal l  that 
there is a 4? factor in the susceptibi l i ty for Gaussian units. \q = {fi -  l ) ' '4rr.) In the 
very thin film l imit.  w/2IÂi 1, we have p — 1 -  ( w/Â)2/12. I t  is useful to examine 
,t 9. A2 sinh(Aj^it ' / |Ai '^) -  sinfA^d'/ Âi2) 
SINH2(A2 W/2|ÂI2) 4- COS2(A2 W2LÀI2) (14c)  
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the special case of flux-f low dominating the vortex dynamics, so that, ignoring the 
normal fluid. A — (1 + i)6jl '2. The result ing permeabil i ty f i  = n' + /// ' is plotted in 
Fig. 1 as a function of .r = wj'26 The label led curves show the real and imaginary 
parts, the rat io / / ' / / / ,  and the magnitude i / i j .  The maximum value of the imaginary 
part (0.417) occurs for x 2: 1.13 [11]. This case is similar to that examined in Ref. 
•.35; for a defect-free superconducting cyl inder. 
In Fig. 2 we plot the real and imaginary parts of the permeabil i ty. Eq. (15), 
where À is given by Eq. (6a), versus the reduced stat ic field b = 5/5^2'^) for fixed 
f requency of 10 GHz at various reduced temperatures t  = T/Tc = 0.6.0.7.0.8.0.9. 
The models used to approximate the temperature and field dependences of the var­
ious characterist ic lengths in Eqs. (5) and (6a) are A = A(0. T); y 1 -  B 
w h e r e  A ( 0 .  T )  =  A ( 0 ) / \ / l  —  ô j i  B . T . a / )  =  2 p j : {  B . T ) / f i Q u ;  w h e r e  p j ( B . T )  =  
p n ( T ) B i  B ^ 2 ^ T ) .  a n d  6 ^  j ^ ( B . T , a j )  =  ( 5 ^ /  f ( B .  T )  w h e r e  /  =  l - ( l - ( ^ )  1 - B '  B ^ 2 ^  T )  
and the temperature dependence used for the pinning force constant is Kp = KpQ( 1 — 
(T/T^2)^)^ .361. The temperature and field dependence used for the activation en­
ergy is f  Q = r( l  -  T^^/B 11. 7. 37: and the temperature dependence of the 
upper cri t ical field is taken to be BçO = ^ -  (") ( 1 — <').  The slab thickness 
is taken to be w  =  5 //m. The material parameters used are on the order of those 
for Y123 37, 38, 391, but the part icular values ,40j are chosen to be i l lustrat ive of 
the high-temperature superconductors and not to describe a specif ic sample. I t  is 
seen that the higher the temperature, the more sharply / /  rises, nearly reaching one 
at high values of the field. .As the temperature is increased, the imaginary part / /"  
develops a well-defined maximum, which occurs at a successively lower value of the 
field. The presence of flux creep causes the peak in to be much more pronounced 
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than i t  otherwise would be. The application of magnetic f ield lowers the activation 
barrier, al lowing diffusive vortex motion to dominate. 
In Fig. 3a we plot the real and imaginary parts of the permeabil i ty over the ful l  
range of temperature from zero to above the transit ion temperature, 0 < ( < 1.1. 
at 10 GHz for dif ferent values of the applied stat ic f ield. The real part / /  exhibits a 
step-l ike r ise which broadens with increasing f ield. The imaginary part shows a 
maximum which is also broadened as the f ield increases. The presence of f lux creep 
causes the peak in / / '  to be moved to a lower temperature than when i t  is absent 
(Fig. 3b). I t  also causes the peak in / /" to be much larger-both higher and wider, 
indicating an increase in dissipation over a larger temperature range. The presence 
of f lux creep also raises the curve of / / '  versus t ,  indicating that vortex dif fusion 
interferes with the expulsion of the microwave flux. 
A plot of the reduced f ield b  versus the temperature at which the maximum 
in f i"  occurs has been interpreted as an approximation to the irreversibi l i ty l ine 
10. 7. 37. l l j .  Such a plot is given in Fig. 4 where the curves are for frequencies of 
1. 10. 100. and 500 MHz. and 1. 5. 10, and 50 GHz. I t  is seen that this / /"-peak l ine 
H''(u!,T) shifts to higher f ields and temperatures with increasing frequency. 
In Fig. 5 we plot the (a) real and (b) imaginary parts of the permeabil i ty, 
with f lux creep included Eqs. (15) and (6a)!,  over the reduced temperature range 
0 < f < 1.1 at a f ixed f ield of 1.5 T for dif ferent values of the frequency. In the 
absence of f lux creep (not shown), the step-l ike r ise in the real part /( '  appears to 
approach a l imit ing curve with decreasing frequency: the imaginary part / . t" shows a 
maximum which not only broadens but decreases in height as the frequency decreases. 
Further, the temperature at which the maximum in ft" occurs appears to depend 
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only weakly on the frequency in the absence of f lux creep. However, Fig. 5 shows 
the signif icant effect of f lux creep. Over this range of frequencies, the real part does 
not approach a l imit ing curve as the frequency decreases. Neither does the maximum 
value of the imaginary part vary much over this frequency range. The location of 
the maximum in definitely varies with frequency, moving to lower temperatures 
at lower frequencies. The substantial size of the peaks in show that much larger 
dissipation takes place at low frequencies than in the absence of flux creep. 
In Fig. 6 we plot the temperature dependence of the penetration depth m b . t ) .  
t h e  n o r m a l - f l u i d  s k i n  d e p t h  T . u ,  ) .  t h e  f l u x - f l o w  p e n e t r a t i o n  d e p t h  6 j (  b .  t . ^ ) .  
and the pinning (or Campbell  29]) penetration depth x ( ^ < { b . t )  (Eq. -5). Although 
with this choice of material constants, pinning dominates over viscous flux f low at  
lower temperatures in Fig. 6. in general al l  four lengths are needed to ful ly describe 
the magnetic permeabil i ty over the ful l  range of temperature below Tc- This points 
up the need for a theory that includes the continuous variat ion of vortex, superf luid. 
and normal fluid response with temperature and field. 
At low frequencies, the normal-state skin depth is much larger than the sample 
thickness. I f  the flux-f low skin depth is much larger than the Campbell  penetration 
depth at al l  temperatures, the response of the vortex array is primari ly inductive 
and the corresponding flux response is very nearly in phase with the applied field. 
T h e  a v e r a g e  f l u x  d e n s i t y  5 ( i )  =  5 q  - r  6 ( f )  a s  a  f u n c t i o n  o f  t i m e  t  i s  s u c h  t h a t  b { t )  
is proport ional to the applied rf  field hQ(t] throughout the rf  cycle, so that to good 
approximation b(t) = /i /^(q /iq (<). The effective penetration depth for changes in the 
applied field is given approximately by 
( 1 6 )  
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and / /  is a simple function of the rat io of T )  to the sample thickness. Since 
the hysteresis loop is very nearly closed, the losses are very small throughout the nor­
mal and superconducting states, and thus remains very small at al l  temperatures. 
A pronounced peak in can occur below Tc only for two reasons. I t  can arise 
i n  t h e  a b s e n c e  o f  f l u x  c r e e p  f r o m  v o r t e x  m o t i o n  w h e n  \ q ( B , T )  »  S j : ( B . T . u i )  >  
\(B.T) and 6j:{B,T,ui) — u\ or i t  can arise from dissipation due to the normal fluid 
under the condit ions X{B,T) > S^j[B,T.^) and 6j^j:(B.T.jj) w. When flux 
creep is included in the vortex response, no new lengths appear in the expression for 
the complex permeabil i ty. However, the field, temperature, and frequency condit ions 
for a peak in ft" change as a result of flux creep. We have shown that the effect 
of flux creep is to suppress pinning and enhance the flux f low contr ibution to the 
permeabil i ty. 
When X i B . T . a ; ) '  «  w .  we have / /  •< 1 and / / '  -C 1. and when M B . T . u , ' )  : »  
w .  we have / / '  % 1 and / /" < 1. I f .  as the temperature increases. \(B. T.u;) varies 
from being much smaller than w to being much larger than w without developing an 
appreciable imaginary part,  then n'  wil l  vary from nearly zero to nearly one. while 
remains very small.  
On the other hand, i f .  as the temperature increases, A| varies from being much 
smaller than w to being much larger than w, and i f  \\{B.T,jj)\ has an appreciable 
imaginary part when Àj u>, than as ft '  varies from nearly zero to nearly one. / /"  
wil l  have a pronounced peak at about the same point where / /  12. 
I f  the frequency is such that the lengths A( B ,  T), A^-( B ,  T ) .  ^ f ( B .  T .  x ) .  B .  T . a j ) .  
and SjiiB.T.' j j)  are al l  much smaller than the sample size w, then al l  the action oc­
curs very close to the surface, and i t  is more appropriate to express the results in 
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terms of the rf  surface impedance Zs = Rs — i-^s- Under these condit ions we have 
the simple relat ions Zs = w/zgA = iuiWftQfi l '2. 
4. Summary 
We have presented a new theory for the rf  magnetic permeabil i ty that accounts 
for the effects of vort ices over a wide range of temperatures, magnetic inductions, 
and frequencies. Our result for the permeabil i ty. Eq. (1.5), is expressed in terms 
of a complex penetration depth A that was derived on the basis of self-consistent 
vortex latt ice dynamics. The inclusion of nonlocal effects in our theory has now been 
demonstrated for several superconductor geometries where the superconductor has 
a f inite thickness in at least one dimension. Various plots of the permeabil i ty show 
how the imaginary part / /"  can develop a maximum as a function of temperature 
or magnetic field. .Accordingly, we were able to demonstrate numerical ly how a / /"-
peak l ine arises from the theoretical result for the susceptibi l i ty as a function of 
temperature and field and how i t  shifts with frequency. Depending on the respective 
weight given to pinning, flux creep processes, or other flux l ine latt ice behaviors, this 
l ine can be related to the irreversibi l i ty l ine of high-Tc superconductors in various 
ways. We have shown that for a /t"-peak l ine to arise i t  is not necessary to assume that 
a thermodynamic phase transit ion occurs in the dynamical transit ion from pinning 
to flux creep and flow. 
Our theory al lows for a continuous variat ion in vortex dynamics, so that dif­
ferent mechanisms may dominate the dissipation at dif ferent fields or temperatures. 
In part icular, we discussed how the response of either vort ices undergoing flux f low 
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or the normal fluid could lead to a well-defined maximum in the imaginary part of 
the susceptibi l i ty; the corresponding characterist ic lengths become of the order of 
the thickness of the superconductor. Using the dynamic vortex mobil i ty developed 
in Refs. 11, 2j.  i t  is possible to include, i f  desired, the effects of flux creep upon the 
permeabil i ty in a unif ied manner. Such inclusion is expected to be important at ac 
frequencies or for high-Tc materials with relat ively low activation energies. In part ic­
ular. the numerical results indicate that the presence of flux creep can quali tat ively 
alter the behavior of the rf  permeabil i ty. Due to the diffusive motion of vort ices at 
intermediate temperatures, the result ing dissipation can be drastical ly increased and 
can exhibit  a high and wide maximum. Our theory, by encompassing many flux 
l ine latt ice behaviors, may provide a framework for describing the irreversibi l i ty l ine 
and several of i ts interpretations. 
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Appendix A 
We present here the expressions for the various fields and densit ies for an isotropic 
superconducting r ight circular cyl inder of radius a. A few remarks are made on 
the derivation of these self-consistent expressions, and the result for the complex rf  
magnetic permeabil i ty is given. The applied stat ic magnetic f ield and rf  field are 
paral lel to the --axis, which is the axis of the cyl inder. In the fol lowing. Ip denotes 
a  m o d i f i e d  B e s s e l  f u n c t i o n  o f  t h e  f i r s t  k i n d  o f  o r d e r  p .  
For the magnetic flux density, assuming B  =  f i ^ H ,  we have 
For the supercurrent. normal current, and total current densit ies, respectively, we 
have 
The corresponding expressions for the electr ic field, vortex displacement, and vortex 
areal density are, respectively. 
/0(u/A) 
( .4 .1)  
(  .4 .4)  
( .4 .3)  
( .4 .2)  
E { p , t )  -  O E q  
^/0(a/Â)'  
( .4 .5)  
l H p , t )  =  p l l Q  
/o(a/Â) 
( .4 .6)  
n ( p . t )  =  U Q  ~  S n ( p , t )  =  n g  +  ( S n g  
/o(a/Â) 
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where riQ = 1/«q. In finding the perturbation in vortex density we used the relat ion 
,A.8, 
P  O p  
which fol lows from the form of the divergence operator in cyl indrical coordinates, 
together with a relat ion for the derivative of / j i ,  d\pl:^{p)\ldp = plQ(p). Evaluating 
the remainder of the various coeff icients as described in the text gives Jf) = —Ag/A. 
Eq = i^fiQhQX. Jj ^0 = Stiq = -n^iiQ/X, uq = OQjgjiKp - iqaj),  and = 
- ( â / î q  —  H Q I I Q ) / \ ^ .  When the Langevin term is included in the vortex equation of 
m o t i o n ,  t h e  v o r t e x  d i s p l a c e m e n t  c o e f f i c i e n t  i s  m o d i f i e d  t o  h q  =  i o Q P v i u j .  B q ,  T ) j Q i ^ \  
where BQ ,T) is the complex dynamic mobil i ty. Eq. (6b). Taking the 9 com­
ponent of the two-f luid equation J = Jn — Js gives the self-consistency condit ion. 
Eq. (4). or Eq. (6a) when flux creep is present. The complex penetration depth A is 
i n d e p e n d e n t  o f  t h e  c y l i n d e r  r a d i u s  a .  
Using Eq. (A.l) to evaluate the average induction in the cyl inder, by integrating 
over the radial coordinate p. the dimensionless magnetic permeabil i ty is found to be 
= (.-1.9) 
a  /o(a/A) 
In the l imit of a very thin rod. a/ À: -C 1. we have f i  — 1 — (a/Â)~ 8. 
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Appendix B 
Here we consider the type-II superconductor to be in the form of an inf inite prism 
of rectangular cross section. The expressions for the various fields and densit ies are 
given, as well  as the result ing rf  complex magnetic permeabil i ty. The applied stat ic 
magnetic field and rf  field are paral lel to the r-axis, which is the axis of the prism. The 
prism's cross section has length Lx in the .r-direction and width Ly in  the (/-direction. 
The superconductor is assumed to be isotropic, with field-dependent penetrat ion 
depth A. .Again the complex penetration depth A is determined self-consistently. The 
results for the prism, which are based on an inf inite series representation, reduce 
to those for the slab geometry considered in the text when Z,r — oc. We employ 
the standard abbreviat ions for hyperbolic tr igonometric functions, ch for cosh, sh for 
sinh. and th for tanh. 
For the magnetic flux density, assuming B  = h q H .  we have 
B ( x . y A )  
( B . l )  
where 
For the total current density we have 
— ,v 'Jx s h ( y / \ )  4 ^  (-1)" chqn-c sin A'ny 
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with similar forms for the normal and supercurrent densit ies. The electr ic field, 
vortex displacement, and vortex areal density are given by, respectively, 
oo 
E ( x , y , t )  =  x E x  
- y E y  
û { x , y . t )  =  - y u Q y  
- . V U Q y .  
sh(i/ /A) 4_ ^  (-1)" chgnxsinkny 
c h ( L y / 2 X )  Z y Â  ^  q ' ^  c h ( q n L x / 2 )  
oc 
4 ^  (-1)" s ï i q n x  c o s  k n y  
L y X  h n q n  c h ( q n L . T / 2 )  
n = 0  
sh((//Â) 
—  i ' j j t  (5.4) 
ch(Zy/2/\) L y \  
4 ( -1)" chqnx sin kny 
i i r ,  a ' n  2 )  
. — I  > j j t  
oc 
4 ^  (-1)" s h q n x c o s k n y  
L i j X  k n q n  ch((^n^,r -)  
^  n  = U  
(5.5) 
n ( x . y j )  =  n Q - 6 n ( x . y , t ]  =  n Q - ( S n Q y  
3C 
ch(^/A) 4 Y"» 
— 6 n  0.T L  u  k n  
- l ) " A - f ;  c h q n  x  sin k n  y  
c h { L y / 2 \ )  I n  c h { q n L x  ' 2 )  
— 
4 (-1)" chqn.r cosA'n^ 
•%"3) 
( £ . 6 )  
c h { q n L x , ' 2 )  
In evaluating the various coeff icients, the fol lowing Fourier cosine series are useful 
oc 
ch(î/ /  A) 4 ( -1)^ ,  ,  
—^ > T T  COS k n y  =  I  -
n ^ O  f ^ - n q n  c h ( L y , 2 \ )  
(5.7a) 
4 ^  {-l)"kn ,  ch(y/A) 
— > cos k n  y  =  — .  
n = Q  ch(Zy/2A) 
4 ^  (-1)" . ,  
—cosA,. i ,= l .  
(5.76) 
(5.7c) 
/7=0 
The series (B.7) converge uniformly and (B.7b) fol lows from (B.7a) by taking two 
d e r i v a t i v e s  w i t h  r e s p e c t  t o  y .  
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We find that J x  =  J y  =  h ^ j X ,  E x  =  E y  =  - i u ; f i Q h Q \ ,  J n x  =  J n y  =  ( T ^ y F . r ,  
J sx  -  Jsy  = 'V/'o'^O ~ •S0"0j '"Or = "Oy = JxOç^l(Kp -  i'r jo, ') .  and 
(SnQp = —«•' '"Oy ~ When the Langevin term is included in the vortex 
equation of motion, the vortex displacement coeff icients are modif ied to «Qj  = "Qy = 
iOQ/<f(u- ' ,  5q ,  r )Jj /u, ' ,  where 5q ,  T) is the complex dynamic mobil i ty, Eq. (6b). 
The result ing complex penetration depth is again given by Eq. (4). or Eq. (6a) when 
f l u x  c r e e p  i s  p r e s e n t ,  a n d  A  i s  f o u n d  n o t  t o  d e p e n d  o n  t h e  l e n g t h s  L x  o r  L y .  
Using Eq. (B.l) to evaluate the average induction in the prism and by integrating 
over the cross section, we have for the dimensionless r f  magnetic permeabil i ty 
where the inf inite sum may be thought of as providing correction terms to the slab 
geometry discussed in the text. The inf inite sum is rapidly convergent, with nth term 
^ n~^  for large n .  By expanding the respective permeabil i t ies in power series, one 
may compare the forms (15). (A.9). and (B.8) in detai l .  
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Figure Captions 
FIG. 1. The magnetic permeabil i ty. Eq. (15), is plotted in the flux-f low l imit,  
where A = ( 1 4- y/2 and fy is the flux-f low penetrat ion depth. Eq. (5). The real 
( / /)  and imaginary (n") parts, their rat io / / ' / / / ' ,  and the magnitude I// :  are plotted 
as a function of a: = wj' lôj: ,  where w is the thickness of the slab. 
FIG. 2. Plot of the real and imaginary parts of the permeabil i ty, Eq. (15). with A 
given by Eq. (6a). versus the value of the reduced stat ic field h = 5/5^,2(0) for a fixed 
f requency of 10 GHz at various reduced temperatures t  = T/Tc = 0.6.0.7.0.8.0.9. 
The slab thickness is 5 f im and the material constants used are given in the text 40_. 
FIG. 3(a) Plot of the real and imaginary parts of the permeabil i ty. Eq. (15). 
versus reduced temperature. 0 < t = T 1 at 10 GHz for dif ferent values 
of the reduced applied stat ic field b = B = 0.005.0.01. 0.02 in the presence 
of flux creep, for which A is given by Eq. (6a). The slab thickness is 5 /mi and the 
material constants used are given in the text 40;. (b) Plot of the same quantit ies 
in the absence of flux creep, where the complex penetration depth A is given by Eq. 
(4). 
FIG. 4. A plot of reduced field b  =  versus the temperature of the 
maximum in //".  for frequencies of 1. 10. 100, and 500 MHz and 1. 5. 10. and 50 
GHz. The slab thickness is 5 / /m and the material constants used are given in the 
text 40j. 
FIG. 5. Plot of the (a) real and (b) imaginary parts of the permeabil i ty Eqs. 
( 15) and (6a); over the reduced temperature range 0 < t < 1.1 at a fixed f ield of  1.5 
• T for dif ferent values of the frequency. The slab thickness is 5 /<m. and the material 
constants used are given in the text 401. 
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FIG. 6. Plot of the temperature dependence of the characterist ic lengths ( log 
scale) in /tm. The labelled curves are for the f ield-dependent penetration depth (A), 
the normal-f luid skin depth flux-f low penetrat ion depth ( '5^). and the 
pinning penetration depth (A^-) [Eq. (5)j .  
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SECTION VIII. RADIO-FREQUENCY SURFACE IMPEDANCE OF 
TYPE-II SUPERCONDUCTORS: DEPENDENCE UPON THE 
MAGNITUDE AND ANGLE OF AN APPLIED STATIC FIELD 
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1. Introduction 
In this paper we briefly describe a theoretical calculation of the radio-frequency 
(rf ) surface impedance Z$ = Rs-r iXs of an isotropic type-II superconductor. In par­
ticular. we show how Zs depends upon the magnitude and direction of the internal 
magnetic induction BQ generated by a uniform array of vortices in the supercon­
ductor. The method is based on that of Refs. 1 and '2' but ignores flux creep 
effects. 
2. Method and Results 
We consider a superconductor filling the half space x  >  0. The interior contains 
an array of vortices which generate a uniform magnetic flux density BQ. Let a 
denote the angle between the ,c axis and BQ. as sketched in Fig. 1. The Bx plane 
(the plane containing the vectors BQ and x) is inclined at the angle f relative to the 
z axis. It is convenient to define the unit vector triad .r. 3 = y cos v - i sin f. and 
7  =  X  Y  3  =  y  s i n  f  —  i  c o s  V .  
An applied rf magnetic field =  H Q  e x p { i a : t ) '  generates 
an rf current density J { x . t ) .  which produces a Lorentz force per unit length /(t  ) on 
t h e  v o r t i c e s .  T h e  r e s u l t i n g  v o r t e x  m o t i o n ,  d e s c r i b e d  b y  t h e  d i s p l a c e m e n t  f i e l d  i i { x J ) .  
causes the vortex density distribution to have a time-varying component, which in 
turn drives an rf magnetic flux density distribution b{x.t). All these efl'ects must be 
calculated self-consistently as follows. 
The resulting rf magnetic flux density b ( x . t )  in the region .r ^ 0 can be resolved 
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into independent components, b  =  j b j  — 76-j., where 
b ^ ( x , t )  =  - i . i Q h j , j : { t ) s i n  u ' e x p ( - x / \ j ) ,  (1) 
b f ( x , t )  = H Q h j , j ( t ) c o s  t i 'exp( - j :/A-y), (2) 
and Aj and A-y are complex-valued penetration depths. 
Similarly, the net rf current density can be expressed as J — jjj — y J-,, where 
•Ampere's law yields Jj = t-yZ/^gA-y and J-y = -6 j /7<qA j. This current density 
generates a Lorentz force per unit length f  = J x {OQBQ) the unit vector in the 
vortex direction is BQ = BQ/BQ . The force balance between this force, the viscous 
drag force per unit length -r]v = and a restoring pinning force per unit length 
-Kpiî  yields the vortex displacement field i t  = //(«p - where i i  is resolved into 
independent components, i7 = Su ^  — 6u^. where S = ,3 x BQ = ,r sin a - -• cos a. 
" j  =  ( d q  j ' y  /  ( k p  —  i a - ' / / ) ]  c o s  a ,  a n d  =  O Q j j / { K p  -  i ' J J T ] ) .  
The corresponding change in the vortex density, expressed as hi in units of 
magnetic flux density, is obtained from the vortex continuity equation bi< = -V x 
(BQ X u), which can be resolved into components 6%, = — ihi",. where b^,j = 
—  ( B Q U J / X j ) c o s q , and b y - f  =  B Q U ^ / X - , .  
The rf supercurrent density .1$ is obtained from the London equation, supple­
mented by a vortex source term (&;,), V x Js = —{b — bi<)/.IQX ' .  where A is the 
London penetration depth. 
The rf electric field is obtained from Faraday's law, V x E = -i:lb' dt = —iusb. 
We obtain E = 3Ej t- '/E^, where Ej — iu/bjX'y and E-^ — —iu>b^XJ.  Using the 
two-fluid model, we obtain the normal current density Jn = cr^jE, where cr^ j is the 
conductivity of the normal fluid. The total rf current density is J = - J^. 
Combining the above equations results in consistency equations determining A j 
and A-y. For example, all the terms in the equation Jj = can be shown 
to be proportional to and exp(), and the resulting equation yields 
Here S i  = (6^ " - j' 2 ) ~ ^ I^  is the complex-valued effective skin depth arising 
from vortex motion = is the flux-flow skin depth and A(-' = 
(5qG)q///q«p)^''- is the Campbell penetration depth; and 6^,y = (2. jç" is 
the normal-fluid skin depth. 
Similarly, the equation J-, = .1$-, — Jn', yields the result 
The surface impedance 1$ = Rs ~ (-Yg, obtained from Faraday's law and the defini­
tion Zs = Ey, hj.j. is 
Z s  = cos L' - A j sin" v ) .  (5) 
3. Conclusions 
We have derived the surface impedance in a type-II superconductor for arbitrary 
orientation of the vortices relative to the surface and the rf magnetic field. The 
surface resistance and reactance are maximized when the induced rf currents are 
perpendicular to the vortices. 
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FIGURE 1 Caption 
Sketch of magnetic flux density vector 5q , angles a and c, and unit vectors ,r. 
J, and 7. 
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1. Introduction 
The dynamic response of vortices in a type-II superconductor strongly affects 
the electrodynamic response functions. Indeed, recent experimental work on high-
temperature superconductors ''li shows, e.g., that the complex surface impedance in 
the presence of a static magnetic field can be dominated sufficiently by the vortex 
contribution that using this term alone provides a reasonable, if not excellent, fit to 
the data over a wide temperature and field range. Using a self-consistent treatment 
of vortex dynamics in the linear response regime, in this paper we describe the rf 
complex magnetic permeability /I suitable for slab geometry and accounting for the 
complicating effect of an arbitrarily oriented oblique applied static magnetic field. 
The resulting theory includes in a unified manner vortex pinning, flux flow, and flux 
creep by using the complex dynamic vortex mobility, taking into account both viscous 
damping and the accompanying thermally-generated random forces. In particular, 
we show how fi depends upon the magnitude and direction of the internal magnetic 
induction 5q  generated by a uniform array of vortices in the superconductor. The 
angular dependence of the complex permeability is demonstrated numerically by 
making use of illustrative models for the penetration depths associated with pinning, 
flux flow, the Meissner effect, and the response of the normal fluid. 
In this paper we extend the results of Ref. [2! from semi-infinite to slab geoinetry. 
We take into account the second superconductor surface, which modifies the bound­
ary conditions on the fields and introduces a new length in the problem, namely the 
superconducting slab thickness w. When the applied static field is parallel to the su­
perconductor surface, we assume that w is much larger than the intervortex spacing 
OQ. We use a vortex areal density and continuity equation in preference to a super-
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position of direct and image vortices [31 in order to insure the boundary condition of 
vanishing normal component of the current density at the superconductor surfaces. 
For the very small driving fields considered here, the vortex displacements have 
very small amplitude, usually less than IA [4]. Since the range of the pinning potential 
is typically of the size of the coherence length [5], the oscillatory part of the vortex 
motion stays very close to the bottom of the potential well. 
The elastic response of a flux-line lattice is nonlocal in the sense that the in­
teraction force on a vortex in general depends on the position of all other vortices. 
Typically, the range of the vortex interaction is A. the field-dependent penetration 
depth, which we assume satisfies A S- «q. This assumption can be relaxed if the 
governing field equations are supplemented with a relation connecting the magnetic 
induction B and field H. Since the vortex lattice response is nonlocal, the associated 
elastic constants are in general wavevector-dependent. Nonetheless, it is possible to 
obtain an analytical solution for the vortex fields and densities. We show this can be 
done by suitable determination of two complex penetration depths which characterize 
the spatial variation of the fields and densities. The existence of a second complex 
penetration depth leads to a component of the rf induction in the superconductor 
which is perpendicular to the applied rf induction but still parallel to the slab. From 
this situation we can then define two complex permeabilities, fi,,. fi . corresponding 
respectively to the resulting rf induction in the sample parallel and perpendicular to 
the applied rf induction. 
Our approach self-consistently includes vortex interactions by accounting for the 
coupling of current density and vortex displacement. The governing electrodynamical 
equations include a generalized diffusion-London equation with vortex-density term 
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and a vortex equation of motion. The latter includes a random or Langevin force 
[6j when flux creep is modelled. The solution is obtained as a linearization about 
zero vortex velocity and constant vortex density. The resulting expression for the rf 
permeability is expected to be valid over a broad range of static field magnitude and 
of frequency, for temperatures from absolute zero through the transition temperature, 
and for all angles of applied static field with respect to the superconductor surface 
and microwave field. 
Now that the full angular dependence has been accounted for in the complex 
permeability, we expect that this self-consistent theory- can be extended to model 
other experiments involving vortex dynamics. For instance, in vibrating reed 7 or 
oscillator 8. 9] experiments, a sample of type-II superconductor periodically tilts in 
a fixed magnetic field. The frequencies concerned in these types of experiments can 
vary widely, from less than a Hz 8; to several hundred KHz 9;. Yet one finds a 
peak in the attenuation as a function of temperature, which is similar to the peak 
in the imaginary part of the permeability. We expect these peaks to occur under 
similar conditions which will be related to characteristic penetration depths and the 
size or thickness of the sample. We can therefore expect our approach of obtaining 
self-consistent complex penetration depths to find application in this or other areas. 
2. Theory 
We take the superconductor, assumed to be isotropic, to be bounded by the 
planes .r = We assume that the interior contains an array of vortices which 
generate a uniform magnetic flux density B Q  of magnitude B Q  = Mgog % o q / iIq . 
Although we are assuming that Bq / / /q  , the lower critical field, this assumption 
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could be relaxed as discussed earlier. .A.n rf magnetic field = 
i/îQ exp( — iu;/), where 6q = /(g/zQ 5q, is assumed to be applied at both surfaces 
.r = :rw/'2. The rf field generates an rf current density J{x,t), which produces a 
Lorentz force per unit length on the vortices. Additionally, the vortices are 
acted upon by viscous drag, pinning, and thermally induced forces. The resulting 
vortex motion, described by the displacement field ii(x.t). causes the vortex density 
distribution to have a time-varying component, which in turn drives an rf magnetic 
flux density distribution b(x,t). All these effects are calculated self-consistently as 
detailed below. 
For the slab geometry the boundary conditions at x = z:w''2 are H — HQ  -
for the magnetic field. For the current density the symmetry requires 
J(-x) = -J(x) and .7(0) = 0. The resulting electric field, vortex displacement, and 
vortex density all have definite parity with respect to the x coordinate. 
The electrodynamics of the superconductor are described by Maxwell's curl equa­
tions (Faraday's and Ampere's laws), the two-fluid equation J = Jn - Jg. the con­
stitutive relation Jn = and two equations which describe the source of the 
total current density J. (Here Jn is the normal current density, Js is the supercur-
rent density, and cr^j(B,T) = l//)^y(B, T) is the local electrical conductivity of the 
normal fluid.) The supercurrent density derives from the applied field and the total 
vortex-generated field. Employing a local areal density of vortices n(x.t] leads to the 
equation 
V  • <  J s  =  ^ (  B  —  o q u B Q )  ( 1 ) 
/ '0'\ 
where og is the flux quantum. This equation follows from taking the curl of the 
London relation between the supercurrent density, vector potential, and gradient of 
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the phase of the macroscopic wavefunction and taking an average over distances larger 
than several intervortex spacings. Equation ( 1) accounts for nonlocal effects, whereby 
t h e  f l u x - l i n e - l a t t i c e  e l a s t i c  c o n s t a n t s  b e c o m e  w a v e v e c t o r  d e p e n d e n t ,  a n d  p e r m i t s  B  
to deviate from UOQÈQ. In Eq. (1), the local direction of the vortices is given by the 
unit vector ÈQ = BQ/BQ. Equation (1) is supplemented with a vortex equation of 
motion from which we can determine how the density n varies with position. The 
equations apart from the vortex equation of motion lead to a generalized diffusion-
L o n d o n  e q u a t i o n  f o r  B { , v . t ) :  
V25= ^(5-oo«5o). (2) 
P n f  A -
For equations similar to Eq. (2) without the vortex density term we mention Refs. 
10, 111. It is the latter term which allows us to generalize the two-fluid model 
12. 13. 14' in the presence of moving vortices. 
We let a denote the angle between the x  axis and B Q ,  as sketched in Fig. 1. 
The Bx p l a n e  ( t h e  p l a n e  c o n t a i n i n g  t h e  v e c t o r s  B Q  a n d  . r )  i s  i n c l i n e d  a t  t h e  a n g l e  c  
relative to the z axis. It is convenient to make use of the orthornormal triad .r. .3. 
and 7. where the unit vectors 
3  =  y  cos c' - : sin ( .3a ) 
7 = .r X j = y sin c -r i cos c. (36) 
In Eq. (3a), 3  is a unit normal vector to the B x  plane. Figure 2 is a sketch of 
t h e  g e o m e t r y  a s  v i e w e d  a l o n g  t h e  J - a x i s .  . A .  u n i t  v e c t o r  a l o n g  t h e  d i r e c t i o n  o f  B Q  
decomposes as BQ = .r cos a 4-  7 sin a. 
The resulting rf magnetic field h ( x , t )  in the slab can then be resolved into inde­
pendent components, h = 3hj -t- 7Ay, assuming two different complex penetration 
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lengths A j and A-j . We have 
cosh(.c/A,j) . , 
and 
AT,(,,f) = «oe<>s«'£^y^e (0) 
Similarly, the net rf current density can be expressed as ./ = JJj — -) , where 
Ampere's law yields 
and 
Since J  is parallel to the y :  plane, the boundary condition .r • J ( — w  ' 2 . t )  = 0 is 
s a t i s f i e d .  T h e  c u r r e n t  d e n s i t y  ( 6 )  g e n e r a t e s  a  L o r e n t z  f o r c e  p e r  u n i t  l e n g t h  / ( • r . t )  =  
J(x . t )  x  ( o q b o ) .  
The force balance between this force, a viscous drag force per unit length, and 
a restoring pinning force per unit length gives the vortex equation of motion 
q û ( x . t )  -  K p i t i x J )  =  J { . r , t )  x Oq-^O' (T) 
In Eq. (7). il is the vortex displacement from its equilibrium pinning site (assumed 
to be periodically distributed), i] is the viscous drag coefficient (in the absence of 
pinning and flux creep), Kp is the restoring force constant (Labusch parameter 15 ) 
of a pinning potential well, and we ignore a possible vortex mass term 16'. The 
viscous drag coefficient is assumed to be that of the Bardeen-Stephen model or its 
extensions, such as that in Ref. '17j for vortex motion along a principal axis. In 
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general the Labusch parameter depends upon temperature, vanishing as T — T^2(H). 
the field-dependent transition temperature. (The detailed form of Kp as a function of 
temperature and field in principle could be obtained from collective pinning theory.) 
It is a common phenomenological approach to allow the Labusch parameter to include 
nonlocal effects in the vortex lattice on a length scale less than X due to a high 
density of pinning centers. Equation (7) yields the vortex displacement field, where 
l i  i s  r e s o l v e d  i n t o  i n d e p e n d e n t  c o m p o n e n t s ,  u  =  3 u j  ~  6 u ^ .  S e t t i n g  6  =  3  /  B Q  =  
,r sin a - 7 cos a (see Fig. 2), we have 
• 18.) 
(  K p  —  
and 
O Q J  D ( X . t )  
= :  - .  (86)  
( K p - l ^ T ] )  
The corresponding change in the vortex density, expressed as bv in units of 
magnetic flux density, can be obtained from the vortex continuity equation, which is 
most easily expressed in terms of Faraday's law dBi</dt = —VxE^. where Ei- = B > v 
is the vortex-motion-induced electric field and v = u is the vortex velocity. We write 
TIOQBQ = By = BQ — BY. Then the vortex continuity equation can be integrated 
with respect to time to yield b^ = —V x (5q  x  ;T). Resolving into components 
bv = 3b^,j ~ -/bvi', we have 
d u  
b^,j{,r.t) = BQCOsa — . (9 ( 7 )  
and 
d u d x ^ t )  
bv^(x,t) = -BQ—^—. (96) 
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The rf electric field is obtained from Faraday's law, V  x  È  =  — d b / d t  =  i u i b .  We 
find È = — jE-y, where 
and 
V I • u \ • sinh(i/A-y) ^ 
sinh(jz/A 3) . , 
= ju-y/q/îq sin ti'Aj -
(10a) 
106) 
cosh( wl'2\.^ ) 
Using the two-fluid model, we obtain the normal current density Jn = E. where 
is the conductivity of the normal'fluid. 
The rf supercurrent density Jg is obtained from the London equation, supple­
m e n t e d  b y  t h e  v o r t e x  s o u r c e  t e r m :  E q .  ( 1 ) .  a n d  s e t t i n g  B ( x . t )  =  B q  -  h { , v . t ) .  
J )  =  n { , v . t ) O Q B Q  -  B q  -  b f i x . t ) .  g i v i n g  V  : <  J ,s - -{b - bi)//.(qX - .  The com­
ponents of this equation can be integrated with respect to x with the aid of Faraday's 
law and Eq. (9) to yield 
J g j i x . t )  —  ^ 2  
and 
J s f { x ,  t )  —  - p j  
A-
—  E j ( x . t )  -  B Q U - . ( x . t ]  
E - j ( x . t )  -  B q  cos a u  j ( x j ]  
lia) 
116) 
The total rf current density is J — Jg - ./,j. 
Combining the above equations results in consistency equations determining the 
complex penetration depths Aj and A-j. For example, all the terms in the equation 
J J = Js3~'^n3 proportional to the function 6q  cos  f  sinh(.r/A-, cosh ( i f  2A-y ). 
and the resulting equation yields 
1/2 
A-,(a-', 5, T )  =  A^ Tz6;/2 
l-2;A2/62^ 
12)  
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Here 
S,, = (5j'^ - (13) 
is the complex-valued effective skin depth arising from vortex motion in the absence 
is the normal-fluid skin depth. Similarly, the equation = J5-, — Jn-, yields the 
result 
The result for the complex penetration depths can be generalized in the presence 
of the effects of thermal agitation on vortices. In this circumstance a random (or 
Lange vin) force 6 Fix.t) per unit length is included on the right-hand side of the 
vortex equation of motion (7) to represent thermally-generated forces: 
This makes the vortex equation of motion analogous to that of a particle undergoing 
Brownian motion at the bottom of a local potential well in a periodic potential {'( h). 
On the left-hand side of Eq. (15). the pinning term is the linear approximation 
to dr du per unit length of vortex about an equilibrium pinning site. Taking the 
periodic pinning potential to have the form C(u) = (f q/2) 1 — cos(2-u ap) . the 
f o r c e  c o n s t a n t  i s  r e l a t e d  t o  t h e  a c t i v a t i o n  e n e r g y  b y  K p  =  ( U Q ,  ' 2 L ) { 2 -  a p ) ~  w h e r e  L  
is the characteristic length of moving vortex. The characteristic volume for pinning, 
which is of the order of a^L, is discussed, e.g.. in Ref. ol. The Langevin force in Eq. 
(15) is assumed to be Gaussian white noise, with a delta-function autocorrelation 
of flux creep, where = V ^B Q O Q /~ is the flux-flow skin depth. = 
{BQOQ/f.iQKp)^^" is the Campbell penetration depth [18^ and 6^y = (2//<Qu.cr^y )^' -
(14) 
rn7{.r,t) — KpiUxJ) = J(x,t) x O Q B Q  - F { . r . t ) .  (15) 
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function and zero time and ensemble average [6, 19. 20]: 
<  F { x , t )  >=0, 
<  F i { x , t ) F j ( x ' > =  ' 2 T ] k Q T 6 i j ô ( x  -  x ' ) 6 { t  -  t ' )  
(16a) 
(166) 
where < ... > denotes the ensemble average and is the ith-component of F .  X s  
usual, the autocorrelation function and drag coefficient are linked by the fluctuation-
dissipation theorem [61. 
The dynamic mobility is computed from its definition as a velocity correlation 
function. Since vortex inertial mass effects are taken to be negligible, the highly-
damped limit of the dynamic mobility for Eq. ( 15) is used. The form of the dynamic 
mobility used is based on Schneider's continued-fraction expansion of the Laplace 
transform of the velocity time correlation functions 21:. The continued-fraction 
expansion is truncated in such a way as to incorporate the dc mobility result of 
.•\mbegoakar and Halperin 221. The resulting expression for the complex-valued 
dynamic mobility of vortices in a periodic pinning potential is 23. 24; 
where t] is the viscous drag coefficient, Kp is the restoring force constant of a pinning 
potential well, Ip is a modified Bessel function of the first kind of order p. ay is the 
ratio /]^(i/)//Q(j^). the temperature-dependent argument U = ['Q(B.T) and 
Tq  is the barrier height of the periodic potential. By way of the parameter ai>. which 
varies between 0 and 1, the temperature modifies the contribution of the squared 
ratio of the Campbell penetration to the flux flow penetration depth to the dynamic 
mobility when flux creep is present. 
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The complex-valued effective resistivity Bg, T) associated with the local 
vortex-motion-induced electric field Eiu as given by the relations 
^v3 = ^0^'^ = ff-y = -Bqvj = pvJ^, ( 18) 
is written in terms of the dynamic mobility f i v  as B q , T )  =  FgOQ/l; B q . T ) .  
For simple harmonic vortex motion in a parabolic pinning potential well, the dynamic 
mobility is /"/ = 7~^(] iKpf t]u!)~^. In this event, the vortex resistivity is given as 
the harmonic sum of the flux-flow and pinning resistivities. 
m  ( 1 9 )  
where we have introduced p p  = -i u i B q o q , k p  and P f  =  B q o q /  r j .  Thus when pinning 
dominates the dynamics. pi< — pp. which is purely imaginary, and the vortex electric 
field is 90^ out of phase with the current density. 
With rearrangement into real and imaginary parts, we have generally for the 
effective resistivity for the vortex motion in the presence of flux creep 
P v i ' M .  B q ,  T )  _  e  ~  (o-'T)*• — j(l — e)u,T , 
— - ;  T)  .  ( -U) 
Pf 1 - (wr)*-
where e = l/7g(i/) is the flux-creep factor and 
K p  I i { u ) I q { u )  
is the characteristic relaxation time 24\ Because pv(^' = 0)//)y = c. the flux creep 
factor measures the degree to which thermal activation assists the vortex-motion-
generated electric field (responding to a dc electrical current density) to approach 
the value that it would have had in the absence of pinning. The imaginary part or 
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out-of-phase component of the vortex-motion-generated electric field (i.e., the com­
ponent that, because of relaxation effects, is 90 degrees out of phase with respect to 
the driving current) is maximized when OJT = 1. When U » 1, the characteristic 
relaxation time is simply r % 7/Kp, the exponential decay time for a plucked vortex. 
As can be seen from expanding the Bessel functions for small arguments, when u C 1. 
the relaxation time is r % the time required for a vortex to thermally 
diffuse a distance of the order of the spacing a p  between pinning centers. Here, D  is 
the diffusion constant which can be defined from the mean-square vortex displacement 
per time, in the limit of large time. The diffusion constant is related to the complex 
d y n a m i c  m o b i l i t y  v i a  t h e  g e n e r a l i z e d  E i n s t e i n  r e l a t i o n  6 '  D  —  k B . T ) /  L .  
which reduces at high temperature to the form D = hgT/rjL. Figure .3 shows the 
real and imaginary parts of pv(^) as functions of .JJT for various values of e.  
Characteristic frequencies which enter the dynamic mobility and vortex resistiv­
ity are o^q = and = ^^1(1^(1/) — 1)^ '^. The frequency determines 
the crossover from flux-creep to pinning-dominated dynamics and a,'Q determines the 
change over to flux-flow-dominated dynamics. In the latter case, the real part of the 
mobility approaches its high-frequency value of lir]. These frequencies govern the 
dynamics as general functions of temperature, kt high temperature, a,'Q goes to zero 
as (i^l''2)(Kplq) and ^'x becomes Kp/A.t low temperature, the characteristic fre­
q u e n c i e s  s p e c i a l i z e  t o  —  r j / K p  a n d  a i x  —  ( r j j K p ) { - U I k -  V ;  2 k q T ) .  
Using the relations 
v ( x . t )  -  - i u j î i ( x , t )  =  f i i < ( u j , T ) f { . v , t )  ( 2 2 )  
between the vortex velocity and Lorentz force, we find that Eq. (8) for the vortex 
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displacement is modified in the presence of thermal activation: 
U3{x,t)= J, i) cos a. 
• u !  '  
and 
[23a) 
[236) 
When this form of u ( x , t )  is used throughout the self-consistent procedure, the com­
plex penetration depths in the presence of thermally produced random forces become 
1 / 2  
B .  T )  A (5î: , . ( B .  T . U . ' )  cos" a 
A j (u ; ,  5 .  T ]  
X ' ^ i B . T ) -  ^ % ( F . r , v v ) c -  
1 - •2i\-(B.T)/Sl^{B.T.^-) 
|24n| 
and 
X ' j { u j .  B . T )  =  \ " { B . T )  ^  i j S ' i c i B . T , ^ )  
I  > 2  
1246) 
1 - 2i.V{B,T)i6f^j{B.T,^') 
where 6^^ = 2pi'/HQaJ is the contribution to the complex-valued effective skin depth 
arising from vortex motion and flux creep. 
The width w of the superconducting slab does not enter in expressions (24). For 
T — T(.2{H) or 5 — B^2(T)-, the upper critical field, \(B.T) diverges. 6^^ — Hfn = 
[2pnl, and the normal-state values A^, A-y — (1 -f- i)Sn/2 are obtained. 
Once the complex penetration depths are known, various linear response func­
tions can be written. These are local total response functions which are useful in 
different applications. The complex rf resistivity p gives the connection between the 
total electric field and current density. Using the coordinate system employed here, 
we have pj  = Ej/J.^ = and p-y  =  Ef/J-^ = -/u- ' / zqA^. .A.s  examples, we 
mention the special cases of the flux-flow limit where p  becomes P f  = and 
becomes pp = in the pinning-dominated limit, relating the resistivity to 
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the square of a characteristic length. (Of course, when the normal state is reached, 
we have p — pn = /fQW^^/2.) We also can write p = 1/(T, where à is the complex rf 
conductivity, which includes the response of vortices; a complex penetration depth A 
also is related to a complex propagation wavenumber by k = ij\. The expressions 
for à and k are well-suited for. applications such as optical transmission studies where 
propagation dominates. 
3. Numerical results and discussion 
The dimensionless complex magnetic permeability fi can be defined as the ratio 
of the volume-averaged rf magnetic induction to the applied rf induction 25 . By 
using Eq. (3). we can find the y and r components of b{,v.t}. Then by evaluating the 
a v e r a g e  r f  i n d u c t i o n  i n  t h e  s l a b  a n d  b y  i n t e g r a t i n g  t h e  r e s p e c t i v e  c o m p o n e n t s  o v e r  x .  
we find, with the definitions 
<  b y ( x . t )  > =  f L _ h j . j : { t ) .  (25) 
and 
<  h z i x . t )  > =  ( 2 6 )  
where < ... > denotes the volume average, and 6^y(() = 
sin 2f I . , tr , w \ 
t a n h — - A T  t a n h — 1 ,  ( 2 , )  
and 
f t  — — I A J sin" f/' tanh — r A-y cos' w  tanh 
w  \  2AJ  ' 2A^ 
1 2 8 )  
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Our notation is such that the subscript on /i indicates the orientation of the resulting 
rf induction (both components of which are parallel to the slab's surface) with respect 
to the applied rf induction [along i]. The associated magnetic susceptibility is given 
by \ = fi — 1. (We also recall that there is a 47r factor in the susceptibility for Gaussian 
units, \Q = (/'( - l)/47r.) In the normal state, the perpendicular permeability /<_ 
vanishes. In the thin-film limit, ic •C A j i ,  ;A- ,  i ,  we have 
sin 2%' 
- --24--
and 
(29a) 
— cos" L' 1 — (296) 
The local time-averaged rate of energy dissipation per unit volume of supercon­
ductor is 25l 
d { x )  =  —  [  J { T . t ) - É ( , r . t ) d t  =  - R e J { x . t ) - Ë ' ' { x . t )  (.30a) 
-'0 ^0 2 • 
where TQ = 27r /a . '  is the period of the radiation. In Eq. (30a). the middle expression 
is for real quantities and the expression on the right is for the complex quantities we 
are employing. Using Eqs. (6) and (10), we have 
j m y e - m )  = jcos^ " 4  "shd a/j) 
(306) 
By integrating over the thickness of the slab, and writing A^ = A^j - ~ 
A^. — (Ao^, we find the time-averaged power dissipation per unit volume to be 
1 ^O^An f  9 iA2-.sinh (A i -av A-,  - )  -  A^.  sin (A.2, a'/ A-, - ) • ;  
-  /  d { x ) d x  =  —-—^ < cos" t i '  —^ ^5 := ^ 
J — w / 2  [ •sinh"(A]^-a'/2IA-y *") 4-cos-(A2-a''2 A-, *• ) 
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2 [Ag J sinh( A1J w/ ! A j I ^ - A 2 j sin( Ag j w/ i A j r 
+ sin (/' : —vr :r : :r > . (30c) 
sinh'^(Ajjit'/2!A^|^) 4-cos-(A2^ii'/2|A'y 1^) J 
Equation (30c) shows the angular dependence of the power dissipation. By using Eq. 
(28), we find that this expression is the same as Therefore the parallel 
permeability describes the power dissipation, and Poynting's theorem 25] can be 
applied with this form of fi. 
Equations (30) exhibit explicitly the need for a self-consistent approach in order 
to quantitatively describe the specific power dissipation in type-II superconductors. 
Some authors (e.g.. 26;) have estimated the dissipation by using only the vortex-
motion contribution without coupling to the rest of the dynamics. However, the 
net fields in the superconductor derive from all of the applied fields, the Meissner 
response to all fields, the vortex-motion-generated field, and their dynamical inter­
action. .A. proper description of screening or dissipation should account for all these 
sources. In particular, dissipation is a quadratic function of the fields and cannot be 
quantitatively obtained from a summation of uncoupled sources. 
We have extended our previous computer program 31] to include the angular (a 
and ii') dependence in both fi\\ and fiWe refer to Ref. 31 for representative nu­
merical results for the complex permeability as a function of temperature, frequency, 
and applied static magnetic field along the z direction. In particular, it was discussed 
how the imaginary part of the permeability can develop a maximum as a function of 
temperature or magnetic field. The relevance to the irreversibility line was also dis­
cussed there. Here we concentrate on the angular dependence of the rf permeability. 
In Fig. 3 we plot the real and imaginary parts of the parallel permeability. Eq. (28), 
where AA-y are given by Eqs. (24), versus a for w = QO'^. In this case Bq lies 
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in the .vy plane and the perpendicular permeability vanishes. In Fig. 3 the applied 
static field is 1.5 T, the microwave frequency is 10 GHz, the reduced temperature 
t = T/'Tc = 0.9. and the slab thickness is 5 /<m. The models used to approxi­
mate the temperature and field dependences of the various real penetration depths 
are  A = A (O.T)/ / l  -  where A(0,T) = A(0)/\ / l  -  6j(B.T.u,-)  = 
2 p j : ( B . T ) ! ^ Q u j  where p j { B , T )  =  p n ( T ) B I B ^ 2 i T ) .  and 6^j ( B . T . ^ )  =  6 ^ ; f ( B . T )  
where / = 1 — (1 - i"^)[l — B/ Bi^oiT)] and the temperature dependence used for 
the pinning force constant is Kp = 1 - '27% The temperature 
and field dependence used for the activation energy is f'g = f'( I - T 'T^oy^ ~ ^ 
28. 29. 30 and the temperature dependence of the upper critical field is taken to be 
Bf-o = B^.2(0)(i - '")/ (l — ). The material parameters used are on the order of 
those for Y123 30. 32. 33!, but the particular values 34 are chosen to be illustrative 
of the high-temperature superconductors and not to describe a specific sample. The 
superconductor appears to be most permeable, as evidenced by the real part of /i . 
when Bq lies along the .r axis. The imaginary part of ft appears to have a broad 
maximum about a = 45'^. 
In Fig. 4 we plot the real and imaginary parts of (a) the parallel permeability. 
Eq. (28). and (b) the perpendicular permeability. Eq. (27), where Aj. A-j are given 
by Eqs. (24), versus w for a = 90*^.  In this case Bq lies in the i / ;  plane and the 
perpendicular permeability vanishes only at c = 0. 90*^. In Fig. 4. the applied 
static field, frequency, temperature, and slab thickness are the same as for Fig. 3. 
Here the superconductor appears most permeable for Bq along the z axis. For Bq in 
the yz plane, /t" appears nearly symmetric about u' = 45^. 
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4. Summary 
We have derived the rf permeability in slab geometry for a type-II superconductor 
for arbitrary orientation of the vortices relative to the surface and the rf magnetic 
field. Our self-consistent approach, including the effect of nonlocal vortex interaction, 
has been extended to slab geometry. Two complex penetration depths, Eqs. (24). 
are required. The existence of the second complex penetration depth leads to a 
component of the rf induction in the superconductor which is perpendicular to the 
applied rf induction. From this result, we defined the two complex permeabilities 
ft,'. //j_, corresponding respectively to the rf induction components in the specimen 
parallel and perpendicular to the applied rf induction, both components being parallel 
to the slab's surface. Sample numerical results were given for both the parallel and 
perpendicular permeabilities. Eqs. (27) and (28). for the applied static field both in 
the plane of the superconductor surface and at angle from it. 
From the complex penetration depths various linear response functions can be 
found. One of the examples which we discussed was the total local complex rf resis­
tivity, relating the total electric field and current density. The utility of the dynamic 
mobility as a unifying concept in vortex dynamics was shown throughout this work. 
Use of this function allowed the effects of fiux pinning, viscous drag, and flux creep 
upon the linear response functions to be included simultaneously over a wide range 
of magnetic field, temperature, and frequency. Further, the dynamic mobility can be 
used to directly give the vortex diffusion constant and local vortex resistivity. We 
mentioned the general temperature-dependent characteristic frequencies which enter 
the dynamic mobility and vortex resistivity and aid in describing the electrodynamics. 
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Equation (24a) predicts that the second penetration depth A^ should be much 
smaller than A-y when a = k/2. Physically this is because the current density J-, 
associated with hj is then parallel to the straight vortices and thus cannot produce 
a Lorentz force on them. It follows that there is no contribution from induced vortex 
motion, and the resulting expression for Aj corresponds solely to that of the two-
fluid response. The reduced magnitude of the order parameter in the vortex cores, 
however, is responsible for somewhat weaker Meissner screening and an increased 
normal-fluid conductivity, resulting in B dependence of \(B.T) and <5^5, r.o,'). 
It would be interesting to determine both experimentally and theoretically whether 
t h e r e  a r e  s i g n i f i c a n t  c h a n g e s  i n  A  ^  f o r  a  =  ~  " 2  a t  t e m p e r a t u r e s  c l o s e  e n o u g h  t o  T c  
that a large amount of thermally induced vortex bending occurs. At such tempera­
tures. it is possible that so much vortex bending occurs that the local Lorentz forces 
due to the rf currents flowing parallel to the average vortex direction would amplify 
any thermally induced bending. This might therefore produce a significant vortex-
motion contribution to A j even in a nominally zero-Lorentz-force orientation. 
.A, description of the volume-specific power dissipation in type-II superconductors 
was given in terms of the parallel permeability. Equations (.30) include not only the 
frequency, temperature, and magnitude of the applied static field dependence, but 
also exhibit the angular dependence of the power dissipation. We discussed the 
need for a self-consistent procedure in order to quantitatively describe screening or 
dissipation, because of the dynamic vortex response. 
In a recent paper ;.35i. on the dynamical response of a vortex array, it was claimed 
that the calculation of the response was valid for "arbitrary" orientation with respect 
to the surface. Reference 351. however, considered only the limited range of vortex 
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orientations for which B q  is in the x - z  plane { w  = 0). Reference 35! therefore found 
only the penetration depth for the rf current induced in response to the component 
of the rf induction that is parallel to the plane containing BQ and the surface normal; 
the resulting penetration depth is analogous to (but less general than) our A-y ;Eq. 
(24b)]. By restricting attention to field orientations for which w = 0. Ref. 35' failed 
to discover the existence of a second penetration depth analogous to our Xj, Eq. 
(24a)] for the rf current induced in response to the component of the rf induction 
that is perpendicular to the plane containing BQ and the surface normal. 
The characteristic times of Ref. 35] correspond to the low-temperature forms of 
the reciprocals of the general characteristic frequencies (^Q and JJX) presented here. 
In addition, since the result of Ref. 35i does not include the effect of the normal 
fluid, it does not reduce to the correct normal-state values. In particular, the result of 
Ref. 35; will not reduce to the correct limit when either the temperature approaches 
the field-dependent transition temperature or when the field reaches the upper 
critical field 
It would be of interest to extend our theory in several directions. One extension 
that would be needed for a full description of the intragranular properties of the high-
temperature superconductors, as well as other strongly anisotropic superconductors, 
is to take into account the strong anisotropy that occurs in the penetration depth 
appearing in Eq. (1). This could be accomplished with the help of an effective mass 
tensor :36;. which introduces three different penetration depths for currents flowing 
along the three principal directions. 
.Another important extension would be to incorporate microscopic aspects of 
collective-pinning 37. 38] or vortex-glass [39, 40, 41] theory. While it is likely that 
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the radio-frequency response probes vortex displacements with relatively short length 
scales and small pinning energies, the response at lower frequencies probes vortex 
motions over longer length scales with correspondingly larger pinning energies. Ac­
cording to collective-pinning or vortex-glass theory in the limit of zero frequency, the 
small-current vortex response is characterized by a diverging length scale with di­
verging pinning energy. Such behavior is not accounted for in the present treatment, 
which makes use of a barrier height assumed to be independent of both 
frequency and current density. 
We expect our approach of determining self-consistent complex penetration depths 
to find applications in other areas involving vortex dynamics. One such example is 
in the modelling of vibrating reed 7' and oscillator ^8. 9i experiments. 
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Figure Captions 
FIG. I. Sketch of magnetic flux density vector B Q ,  rf magnetic field angles 
a and d', and unit vectors x, i3, and 7. 
FIG. 2. Sketch of magnetic flux density vector 5Q, angle a, and unit vectors .r. 
7, and 6. looking down along the 3 direction. 
FIG. 3. The real and imaginary parts of the effective resistivity p i i - j j .  B q ,T )I p y = 
(pi^l 4- Eq. (20), for the vortex-motion-produced electric field are plotted 
as functions of a.'r for various values of the flux creep factor e (0 £ e < 1). 
FIG. 4. Plot of the real and imaginary parts of the parallel permeability. Eq. 
(28), where Aj, A-y are given by Eqs. (24), versus a for v = 90'^. The applied 
static field is 1.5 T. the microwave frequency is 10 GHz. the reduced temperature 
t = T/Tc = 0.9. and the slab thickness is 5 //m. The material constants used are 
given in the text 34;. 
FIG. 5. Plot of the real and imaginary parts of the (a) parallel permeability. Eq. 
(28), and (b) perpendicular permeability. Eq. (27). where Aj, A-, are given by Eqs. 
(24), versus w for a = 90". The applied static field, frequency, temperature, and slab 
thickness are the same as for Fig. 4. The material constants used are given in the 
text :'.34j. 
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SUMMARY 
This thesis has presented a phenomenological theory for various electrodynamic 
properties of type-II superconductors. Many of the results are expected to apply 
specifically to the relatively recently-discovered high-transition temperature com­
pounds. Prominent among such results are the inertial mass for .Josephson-coupled 
layered materials possessing atomic-level discreteness, and the complex dynamic vor­
tex mobility and linear response functions which include it. One of the reasons for 
the appropriateness of the general vortex mobility for high-Tc compounds is that flux 
creep can play a major role in the dynamics. It is hoped that the results presented 
in the thesis are of interest to both theorists and experimentalists in the respective 
areas of investigation. 
In Sections I. II, and IV of the thesis, some of the electrodynamic properties 
were studied of discrete type-II superconductors. This discreteness was modelled by 
employing an extension of the Lawrence-Doniach theory for .Josephson-coupled super­
conducting layers separated by insulating layers. The subject of dimensional crossover 
in a layered anisotropic superconductor and its implications for vortex structure was 
discussed in Sections I, II, and IV. It was shown that this crossover is of prime con­
c e r n  a t  a n d  b e l o w  a  t e m p e r a t u r e  w h e r e  t h e  c o h e r e n c e  l e n g t h  b e c o m e s  o f  o r d e r  o f  t h e  
lattice constant perpendicular to the layers. Section II examined the well-studied 
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problem of the lower critical field and developed a novel approach to evaluating the 
vortex line energy explicitly in terms of the gauge-invariant phase difference. Sec­
tions III and IV discussed the concept of a vortex inertial mass for a continuous 
and discrete superconductor. The approach of Section III was based on anisotropic 
Ginzburg-Landau theory and results for the dipolar electric field extended those of 
the well-known Bardeen-Stephen theory. The temperature dependence of the vortex 
mass was shown to be parallel to that of the viscous drag coefficient. In particu­
lar. it was shown quantitatively how the altered vortex core size appears in these 
expressions at low temperature. 
The topic of the frequency- and temperature-dependent vortex mobility, with or 
without mass term, was treated in Sections IV. VI, and VII. By including a random 
force in the vortex equation of motion and treating it in analogy to Brownian motion, 
the vortex mobility was extended to include flux creep effects. The complex mobility 
then provided a unifying element in the description of vortex dynamics. 
Sections V-IX constitute a phenomenological theory for the response of type-II 
superconductors in the vortex state to small-amplitude, time-varying external elec­
tromagnetic fields. The superconductor response was described in terms of the rf 
surface impedance for bulk samples and in terms of the rf magnetic susceptibility for 
finite-thickness samples. A description of energy dissipation and screening was given 
in terms of the complex rf surface impedance and permeability in Sections V-IX. 
In particular, screening is related to the imaginary part of the surface impedance 
and real part of the permeability, and dissipation is related to the real part of the 
surface impedance and imaginary part of the permeability. Various numerical results 
in Sections VII and IX illustrated the behavior of the complex rf permeability and 
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in particular it was shown how the imaginary part of the permeability can develop 
a maximum as a function of temperature or magnetic field. This allowed the identi­
fication of a frequency-dependent curve in the temperature and field phase diagram 
of type-II superconductors which is closely related to the irreversibility line. The 
inclusion of the effect of nonlocal vortex interaction in our theory was demonstrated 
for many superconductor geometries in Sections V-IX. It is expected that the results 
for the rf surface'impedance and permeability will find application over a broad range 
of temperatures from absolute zero through the transition temperature, over a wide 
range of frequency, of magnitude of applied static magnetic field, and for all angles 
of the applied static field with respect to the superconductor surface and rf magnetic 
field. 
& 
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