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Model-Based Event-Triggered Control over Lossy Networks
Eloy Garcia and Panos J. Antsaklis
Abstract— The event-triggered control problem over lossy
communication networks is addressed in this paper. Although
packet dropouts have been considered in the implementation
of event-triggered controllers, the assumption of protocols that
employ acknowledgement messages persists. This paper pro-
vides an approach that relaxes such assumption. An event-based
controller is implemented at the sensor node of the networked
and uncertain system and it transmits feedback measurements
to the controller node at asynchronous time instants. The
transmitted packets of information are subject to dropouts by
the lossy network. We show that the uncertain system can be
asymptotically stabilized, that a positive minimum inter-event
time exists, and that the proposed approach does not require
acknowledgement messages.
I. INTRODUCTION
Event-triggered control of networked systems has received
increased attention in recent years. The development of this
control and scheduling approach has been motivated by the
extensive use of digital communication networks with limited
bandwidth. In networked systems, the communication chan-
nel is shared by different applications and in many instances
only a reduced number of nodes are able to send information
through the network within some specified time interval. The
main goal in an event-triggered feedback control system is to
reduce the number of instances where the sensor node needs
to transmit feedback updates to the controller node.
In event-triggered broadcasting [1]–[5] a subsystem sends
its local state to the network only when it is necessary,
that is, only when a measure of the local subsystem state
error is above a specified threshold. The problem of packet
dropouts in event-triggered or similar frameworks has been
addressed by different authors. In reference [6], the authors
considered packet losses for control of discrete-time systems.
It was assumed that at every time step the scheduler is
aware whether the transmission has been successful or not,
which is equivalent to implementing acknowledgment (ACK)
messages. Bommannavar and Basar [7] addressed a finite-
time networked control problem similar to event-triggered
control where there is a limit on the number of times that
control signals can be transmitted to the plant. The authors
also considered the case where transmissions are subject
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to packet dropouts. In [8] the event-triggered control of
linear systems with a similar constraint to packet dropouts
was considered. The constraint is now given by channel
blackouts, which are intervals of time during which no packet
can be successfully transmitted.
Event-triggered control strategies have also been applied
to stabilize multiple coupled subsystems as in [9]–[12].
The paper [13] considered delays and packet losses in the
stabilization problem of coupled subsystems. Two event-
triggered communication protocols were proposed in [13].
The first protocol preserves state consistency in the sense
that all neighbors of a given node use the same version of
the transmitted state by that node. In the presence of packet
losses multiple retransmissions of the same measurement
may be needed until it is guaranteed that all neighbors receive
the update. At that point the transmitting node sends a per-
mission message that allows neighbors to start using the new
transmitted measurement. Due to disadvantages concerning
retransmissions and associated overuse of the communication
channel, a second protocol was presented in [13] where the
state consistency is relaxed and the neighbors of a given node
are allowed to use different versions of the state of that node.
However, acknowledgment (ACK) messages are required. In
this case, retransmissions are used for neighbors whose ACK
message is not received by the transmitting node. Meanwhile,
the neighbors that successfully received the measurement
update can use it to recalculate their control inputs regardless
of any remaining neighbor nodes that have not received the
update.
Other approaches for event-triggered control over unre-
liable communication networks have been documented in
[14]–[17]. However, the references above assume the imple-
mentation of reliable ACK messages. The assumption that
ACK messages can be transmitted without packet dropouts
makes the stability analysis easier by guaranteeing consis-
tency of state error at different node locations. In the present
paper we consider the more general and also more practical
case where ACK messages are not implemented since they
may be subject to losses as well.
Seeking to relax the constrain imposed by ACK messages
the authors of [18] provided an approach which does not
employ the ACK scheme. This case presents an additional
challenge since the transmitting device cannot distinguish
between a successful and a failed transmission. Reference
[18] represents a rare instance where packet dropouts without
ACK messages are considered in event-triggered control
of networked systems over lossy networks. The work is
motivated by established protocols that do not employ ACK
messaging, such as, user datagram protocol (UDP). An ad-
ditional motivation is that in lossy networks such as wireless
communication networks, ACK messages can be dropped
which will cause significant disruption to the event-based
approaches that assume that ACK packets are never lost.
Similar to our work, reference [18] assumed the existence
of a Maximum Allowable Number of Successive Dropouts
(MANSD). One key aspect in [18] is that, in the imple-
mentation of the event-triggering mechanism, it is required
to keep track of 2M+2 auxiliary variables which include
past measurements that were transmitted to the controller
node. The augmented state containing this variable could be
significantly large depending on the value of the MANSD.
In our work, we present a much simpler scheme where there
is no need to augment the state with extra variables. A
similar approach was considered in [19]; however, events
were generated by implementing a combined state error and
time-based threshold function. In other words, a maximum
inter-event time was arbitrarily chosen and implemented in
order to guarantee that a packet of information eventually
arrives at the controller node. This is not the ideal case
in event-triggered control since wasteful transmissions may
be triggered when it is not necessary. Besides considering
uncertain systems, this paper overcomes the limitations in
[19] by implementing a simpler threshold function which is
based only on state errors.
The remainder of this paper is organized as follows.
Section II states the problem and describes the model-based
event-triggered control approach. The analysis of state errors
in the sensor and the controller nodes in the presence of
packet dropouts is performed in Section III. Stability and
Zeno behavior results are presented in Section IV. Examples
are given in Section V and Section VI concludes the paper.
II. PROBLEM STATEMENT
Consider the networked system in Fig. 1 where a model-
based networked control framework is implemented [20],
[21]. We consider linear systems represented by
x˙(t) = Ax(t) +Bu(t) (1)
where x ∈ Rn is the state of the system, u ∈ Rm is the
control input, and the matrices A and B are uncertain matri-
ces of appropriate dimensions. We assume that A is unstable
with distinct eigenvalues, with nu unstable eigenvalues and
n− nu stable eigenvalues for 1 ≤ nu ≤ n.
Since the system parameters are uncertain, then the avail-
able model matrices denoted by Aˆ and Bˆ are used for
Fig. 1. Model-based event-triggered control implementation
implementation of the controller and for evaluating the
conditions to trigger events. Using Aˆ and Bˆ, a model of
the system is implemented in the sensor node and a second
model of the system is implemented in the controller node.
However, duet to packet losses, these two models do not
generate the same estimate of the state. The dynamical model
implemented at the sensor node is given by
x˙s(t) = Aˆxs(t) + Bˆus(t)
xs(ti) = x(ti)
(2)
where us(t) = Kxs(t) is the sensor model control input and
ti, for i = 0, 1, 2, ..., is the sequence of event time instants.
The dynamical model implemented at the controller node
is given by
x˙c(t) = Aˆxc(t) + Bˆu(t)
xc(ti∗) = x(ti∗)
(3)
where u(t) = Kxc(t) is the control input of the model
implemented at the controller node. Note that u(t), being
the control input generated at the controller node, is also
the control input of the real system (1). The model based
approach generalizes the zero-order-hold (ZOH) implemen-
tation by using the model parameters to estimate the state
of the system between updates. The state error is reset
when the controller node receives a state update. The model-
based event-triggered (MB-ET) framework helps to extend
inter-event time intervals and, hence, reduce communication
traffic, especially when the model parameters are a close
representation of the real system parameters.
In the control architecture of Fig. 1 is important to note
that, due to packet losses, the states of the models are not
equal to each other all the time. Since ACK messages are
not assumed in this paper, it is not possible to synchronize
the state of the model in the sensor node with the state
of the model in the controller node. The sensor model is
updated more frequently than the controller model. As it is
shown in (2), the sensor model is updated every event time
instant ti while the controller model is updated only at time
instants ti∗ , when the transmitted update is not lost and it is
successfully received at the controller node.
The sequence of time instants ti∗ corresponds to the
time instants when a packet of feedback information is
successfully received at the controller node. The transmitted
state is then used to update the state of the controller model
(3), that is, xc(ti∗) = x(ti∗). The sequence ti∗ is a subset of
the sequence ti. Then, we note that
xc(t) = xs(t), t ∈ [ti∗ , ti∗+1) (4)
xc(t) 6= xs(t), t ∈ [ti∗+1, ti∗+M ′) (5)
where 1 < M ′ ≤M .
The event time instants ti are generated by the event-
triggering mechanism (ETM) located at the sensor node.
Events are triggered according to the condition
ti+1=min
{
t > ti
∣∣ ‖es(t)‖ > βe−αt} (6)
where β, α > 0, and
es(t) = xs(t)− x(t). (7)
This means that the sequence ti represents the time instants
at which events are generated at the sensor node because the
state error es(t) grows larger than the specified threshold.
At these time instants an event is generated where the
sensor model (2) is updated using the state of the system
xs(ti) = x(ti). With this update, the state error is reset
to zero, that is, es(ti) = 0. Additionally, the state of the
system is transmitted to the controller through the lossy
communication channel. Some of these updates will be lost
and will not arrive at the controller node. This is a particular
problematic situation in event-triggered control; in contrast
to periodic feedback, where an update is expected in periodic
manner, the absence of updates in an event-triggered control
implementation does not provide any useful information at
the controller node. In other words, it is not known at the
controller node whether an update was transmitted and lost
or an update has not been transmitted at all. In the following,
we will analyze this problem. We will provide stability and
Zeno exclusion results; but first, we analyze the response of
the state of the model implemented at the controller node in
the presence of packet dropouts.
III. PACKET DROPOUTS ANALYSIS
The assumption that ACK messages can be transmitted
without packet dropouts makes the stability analysis easier by
guaranteeing that the estimates xs(t) = xc(t) for all t > 0.
In this work we consider the more general and more practical
case where ACK messages are not implemented since they
may be subject to losses as well. In such a case the estimates
xs(t) and xc(t) are not always equal to each other.
Let us define the state error at the controller node
ec(t) = xc(t)− x(t). (8)
Since xc(t) and xs(t) are different for some time intervals,
then the error ec(t) and the error es(t), defined in (7), are
not the same. In general, the norm of the error ec(t) will
grow larger than the norm of the error es(t) since the model
at the controller node is being updated less frequently than
the model at the sensor node. The error es(t), the error at the
sensor node, can be continuously measured in order for the
event scheduler to decide when to transmit the state. On the
other hand, the error ec(t) represents the state error at the
controller node and it cannot be measured since the state of
the system, x(t), is not available at the controller side of the
networked system. How to manage and establish bounds on
the error ec(t) in the presence of packet dropouts represents
an important challenge. This problem is addressed in the
remaining of this section.
Let us assume that there exist a Maximum Allowable
Number of Successive Dropouts (MANSD) [11], [18], [22],
denoted as M − 1, where M > 1 is an integer. This means
that if a measurement transmitted by the sensor node at time
ti∗ is successfully received at the controller node, then, at
most M − 1 consecutive dropouts are allowed and, in the
worst case, the state measurement transmitted at time ti∗+M
will be successfully received at the controller node.
In the following theorem we use the following notation
to denote the current time in terms of the last successful
update time instant. Let t = ti∗ + δ, for δ ∈ [0, δM ). Also,
let 0 < δj < δj+1 denote time instants such that ti∗+j =
ti∗ + δj and ti∗+j+1 = ti∗ + δj+1, with ti∗+j < ti∗+j+1 for
j = 1, ...,M − 1.
Theorem 1: Assume that the MANSD isM−1, forM >
1. If the events at the sensor node are generated according
to (6) where β, α > 0, then, the error ec(t) at the controller
node satisfies the following
‖ec(t)‖ ≤ ∆βe
−αt (9)
for t ≥ 0, where
∆ = 1 +
∑M−1
k=1 e
αδ˜k ||e(Aˆ+BˆK)(δ−δk)|| (10)
and δ˜k =
∑M−1
j=k δ¯j . Also, δ¯j =
1
γ+α ln
( ζj+βe−αti∗+j
ηj
)
if
κ ≥ α and δ¯j =
1
γ+κ ln
( ζj+βe−αti∗+j
ηj
)
if κ < α, for positive
constants γ, κ, ηj > 0, and ζj ≥ ηj .
Proof. Let us consider the state error due to packet losses.
Assume without loss of generality that the last update
transmitted by the sensor node and successfully received at
the controller node takes place at time instant ti∗ . The next
event will be generated at time ti∗+1; this event is generated
because the condition (6) is satisfied. The current state of the
system, x(ti∗+1), will be transmitted from the sensor node to
the controller node. Simultaneously, the state of the model at
the sensor node is updated using the same state measurement
that was just transmitted, that is, xs(ti∗+1) = x(ti∗+1). Thus,
the error at the sensor node (7) resets to zero, es(ti∗+1) = 0.
The error es(t) did not trigger any event during the time
interval [ti∗ , ti∗+1). By definition of the threshold function
(6) and the reset es(ti∗+1) = 0 at time ti∗+1, we have that
‖es(t)‖ = ‖xs(t)− x(t)‖ ≤ βe
−αt for t ∈ [ti∗ , ti∗+1).
Additionally, we have that
‖es(ti∗+1)‖ =
∥∥xs(t−i∗+1)− x(ti∗+1)∥∥ = βe−αti∗+1
where the notation t−i∗+1 denotes the time instant just before
the update of the state of the model at the sensor node. Note
that we consider the state errors evaluated just before the
event time instants ti (which can be denoted as t
−
i ); however,
to simplify notation, we will refer to the error e(t) evaluated
at time instants t−i simply as e(ti).
Let us now assume that the update at time ti∗+1 is
dropped, so ec(ti∗+1) = βe
−αti∗+1 . The next event will be
generated at time ti∗+2. The state of the system, x(ti∗+2)
will be transmitted to the controller node. Following similar
steps we have that
‖es(ti∗+2)‖ =
∥∥xs(t−i∗+2)− x(ti∗+2)∥∥ = βe−αti∗+2
holds. More generally, we have that
‖es(ti∗+j)‖ =
∥∥xs(t−i∗+j)− x(ti∗+j)∥∥ = βe−αti∗+j (11)
for j = 1, ...,M . Consider the worst case scenario where
the number of successive dropouts after the last successful
update at time ti∗ is the MANSD, M − 1. In such a case we
have that the error ec(t) at time t = t
−
i∗+M , just before the
update x(ti∗+M ) is successfully received at the controller
node, satisfies the following
‖ec(t)‖ = ||xc(t)− x(t)||
= ||xc(t)− x(t)± xs(t)
± e(Aˆ+BˆK)(t−ti∗+M−1)xs(t
−
i∗+M−1)
± e(Aˆ+BˆK)(t−ti∗+M−2)xs(t
−
i∗+M−2)
...
± e(Aˆ+BˆK)(t−ti∗+1)xs(t
−
i∗+1)||
(12)
for t ∈ [ti∗+M−1, ti∗+M ). Given the sensor model dynamics
and update law of the sensor model state defined in (2), we
have that
xs(t
−
i+1) = e
(Aˆ+BˆK)(ti+1−ti)x(ti)
for any event time instants ti. Also note that, due to the
controller model dynamics and update law of the controller
model state defined in (3), we have that
xc(t) = e
(Aˆ+BˆK)(t−ti∗ )x(ti∗)
for successful transmission time instants ti∗ . Thus, we can
write (12) as follows
‖ec(t)‖ =
||e(Aˆ+BˆK)(t−ti∗ )x(ti∗)− x(t) + xs(t)
+ e(Aˆ+BˆK)(t−ti∗+M−1)[xs(t
−
i∗+M−1)− x(ti∗+M−1)]
+ e(Aˆ+BˆK)(t−ti∗+M−2)[xs(t
−
i∗+M−2)− x(ti∗+M−2)]
...
+ e(Aˆ+BˆK)(t−ti∗+1)[xs(t
−
i∗+1)− x(ti∗+1)]
− e(Aˆ+BˆK)(t−ti∗ )x(ti∗)||
(13)
Cancelling the first and last term of the previous equation
and writing the state differences in terms of the state error
es, we have the following
‖ec(t)‖ = ||es(t)
+ e(Aˆ+BˆK)(t−ti∗+M−1)es(ti∗+M−1)
+ e(Aˆ+BˆK)(t−ti∗+M−2)es(ti∗+M−2)
...
+ e(Aˆ+BˆK)(t−ti∗+1)es(ti∗+1)||.
(14)
We now note that each error term ||es(ti∗+j)|| = βe
−αti∗+j
for j = 1, ...,M − 1. Additionally, ||es(t)|| ≤ βe
−αt;
therefore (14) satisfies
‖ec(t)‖ ≤ βe
−αt
+ βe−αti∗+M−1 ||e(Aˆ+BˆK)(t−ti∗+M−1)||
+ βe−αti∗+M−2 ||e(Aˆ+BˆK)(t−ti∗+M−2)||
...
+ βe−αti∗+1 ||e(Aˆ+BˆK)(t−ti∗+1)||.
(15)
Using the notation described prior to this theorem, we have
that t = ti∗ + δ, where, in this case, δ ∈ [δM−1, δM ). We
can write the following expression
‖ec(t)‖ ≤ βe
−αt
(
1 + eα(δ−δM−1)||e(Aˆ+BˆK)(δ−δM−1)||
+ eα(δ−δM−2)||e(Aˆ+BˆK)(δ−δM−2)||
...
+ eα(δ−δ1)||e(Aˆ+BˆK)(δ−δ1)||
)
(16)
where δ − δj > 0, for j = 1, ...,M − 1. Let us now look
at the response of the error es(t) defined in (7) in order
to determine whether the differences δ − δj are finite for
j = 1, ...,M−1, that is, to determine if a successful feedback
update eventually arrives at the controller node. Consider the
following augmented system[
x˙(t)
x˙c(t)
]
=
[
A BK
0 Aˆ+ BˆK
][
x(t)
xc(t)
]
(17)
with update law given by[
x(ti∗)
xc(ti∗)
]
=
[
x(ti∗)
x(ti∗)
]
. (18)
The update (18) simply denotes the fact that the state of the
system is continuous. However, the state of the controller
model is discontinuous and it is updated using x(ti∗), that
is, the model state is updated at time instants ti∗ using the
state of the system. Define
Γ =
[
A BK
0n Aˆ+ BˆK
]
where the eigenvalues of Γ are the eigenvalues of A and
the eigenvalues of Aˆ + BˆK . Thus, Γ is unstable since it
contains the eigenvalues of A. Hence, Γ has nu unstable
eigenvalues and 2n−nu stable eigenvalues for 1 ≤ nu ≤ n.
Define Rs = span{vι}, for ι = nu+1, ..., 2n, where vι are
the right eigenvectors of matrix Γ associated with the stable
eigenvalues λι, for ι = nu + 1, ..., 2n. Now, let us compute
the response of the error es as follows
es(t) = xs(t)− x(t)
= e(Aˆ+BˆK)(t−ti∗+j)x(ti∗+j)−Ψx(ti∗)
(19)
for t ∈ [ti∗+j , ti∗+j+1) and j = 1, ...,M − 1, where
es(ti∗+j) = 0 and
Ψ = [In 0n]e
Γ(t−ti∗ )
[
In
In
]
(20)
where In is the identity matrix of size n and 0n is a square
matrix of size n containing zeros in each entry.
Proposition 1: The response of the state x(t) can be
bounded from below by an exponential term as follows
||x(t)|| = ‖Ψx(ti∗)‖ ≥ ηe
γ(t−ti∗)
for t ∈ [ti∗ , ti∗+M ) and for some η, γ > 0.
Proof. The proof is provided in the Appendix. 
We now proceed with the proof of the theorem. The
response of the state can be further described in terms of
initial conditions at time ti∗+j as follows
x(t) = Ψj
[
x(ti∗+j)
xc(ti∗+j)
]
for t ∈ [ti∗+j, ti∗+j+1) and j = 1, ...,M − 1, where
Ψj = [In 0n]e
Γ(t−ti∗+j)
and [
x(ti∗+j)
xc(ti∗+j)
]
= eΓ(ti∗+j−ti∗ )
[
In
In
]
x(ti∗).
The response of the state x(t) can be bounded from below
by an exponential term as follows
||x(t)|| =
∥∥∥∥Ψj
[
x(ti∗+j)
xc(ti∗+j)
]∥∥∥∥ ≥ ηjeγ(t−ti∗+j)
for t ∈ [ti∗+j, ti∗+j+1) and for some ηj > 0.
On the other hand, the response of the model state xs in
(2) is exponentially stable for t ∈ [ti∗+j , ti∗+j+1) and there
exist κ > 0 and ζj ≥ ηj such that
||xs(t)|| = ||e
(Aˆ+BˆK)(t−ti∗+j)x(ti∗+j)||
≤ ζje
−κ(t−ti∗+j)
for t ∈ [ti∗+j, ti∗+j+1). Then, we have that
||es(t)|| ≥
∥∥∥∥Ψj
[
x(ti∗+j)
xc(ti∗+j)
]∥∥∥∥
−||e(Aˆ+BˆK)(t−ti∗+j)x(ti∗+j)||
≥ ηje
γ(t−ti∗+j) − ζje
−κ(t−ti∗+j)
with ||es(ti∗+j)|| = 0. Hence, the norm of es(t) grows as
time increases while the threshold function βe−αt in (6)
decreases with time. Therefore, there exists a finite time
instant ti∗+j+1 > ti∗+j such that ||es(t)|| grows from zero at
time instant ti∗+j , to βe
−α(ti∗+j+1) at time instant ti∗+j+1.
Thus, an upper-bound on the difference ti∗+j+1 − ti∗+j can
be obtained by solving the following equation
ηje
γ(ti∗+j+1−ti∗+j) − ζje
−κ(ti∗+j+1−ti∗+j)
= βe−αti∗+j+1 .
Multiplying and dividing the right-hand side of the previous
equation by eαti∗+j we obtain
ηje
γ(ti∗+j+1−ti∗+j) − ζje
−κ(ti∗+j+1−ti∗+j)
= βe−α(ti∗+j+1−ti∗+j)e−αti∗+j
⇒ ηje
γ(δj+1−δj) − ζje
−κ(δj+1−δj)
= βe−α(δj+1−δj)e−αti∗+j .
In order to obtain an explicit upper-bound δ¯j ≥ δj+1 − δj
we consider two possible cases. In the case where κ ≥ α we
have that
ηje
γ(δj+1−δj) − ζje
−κ(δj+1−δj)
≥ ηje
γ(δj+1−δj) − ζje
−α(δj+1−δj).
Then, the explicit upper-bound δ¯j is obtained by solving the
following equation
ηje
γδ¯j − ζje
−αδ¯j = βe−αδ¯j e−αti∗+j .
In this case the solution is given by
δ¯j =
1
γ+α ln
( ζj+βe−αti∗+j
ηj
)
(21)
where
ζj+βe
−αti∗+j
ηj
> 1, since ζj > ηj . On the other hand,
consider the case where κ < α, then, we have that
βe−αδ¯j < βe−κδ¯j
and the explicit upper-bound δ¯j in this case is obtained by
solving the following equation
ηje
γδ¯j − ζje
−κδ¯j = βe−κδ¯je−αti∗+j .
In this case the solution is given by
δ¯j =
1
γ+κ ln
( ζj+βe−αti∗+j
ηj
)
. (22)
Finally, the divergent terms in (16), which are eα(δ−δk), for
k = 1, ...,M − 1, can be upper-bounded by eα(δ−δk) ≤ eαδ˜k
where δ˜k =
∑M−1
j=k δ¯j and δ¯j is given by (21) and (22). Also
note that at each time instant ti∗ we have that ec(ti∗) = 0.
Therefore, the norm of the state error at the controller node
is bounded by (9) where ∆ is given by (10). 
IV. STABILITY AND MINIMUM INTER-EVENT TIME
In this section we show that the networked system with
events based on events triggered by (6) is stable under packet
losses and without need for ACK messages. Let x0 = ||x(0)||
and A˜ = A − Aˆ and B˜ = B − Bˆ denote the modeling
error matrices. Also, we assume that the controller gain K
stabilizes the closed loop matrix (A+BK). Then, there exist
constants c, α¯ > 0 such that ||e(A+BK)t|| ≤ ce−α¯t. It is also
shown in this section the existence of a positive inter-event
time, that is, Zeno behavior is excluded.
Theorem 2: Assume that the MANSD is M − 1, for
M > 1. Then, system (1) with control input u(t) = Kxc(t),
where xc(t) is generated by (3) is asymptotically stable in
the presence of packet losses if the event time instants, ti,
are generated according to condition (6) where β > 0 and
0 < α < α¯. Furthermore, the system does not exhibit Zeno
behavior and the transmission inter-event times ti+1− ti are
bounded below by the positive time δ, that is,
0 < δ < ti+1 − ti. (23)
The lower-bound on the inter-event times, δ, is explicitly
given by
δ = 1
aˆ+α¯ ln
(
1 + β
F
)
(24)
where aˆ = ||Aˆ+ BˆK||,
F =
F¯ e(α−α¯)ti
aˆ+ α¯
+
F
aˆ+ α
, (25)
F¯ = a˜c(x0 −
β∆||BK||
α¯−α ), F = (1 +
a˜c
α¯−α )β∆||BK||, a˜ =
||A˜+ B˜K||, and ∆ is given by (10).
Proof. We can write (1) as follows
x˙(t) = Ax(t) +BKxc(t)
= Ax(t) +BK(x(t) + ec(t))
= (A+BK)x(t) +BKec(t).
(26)
Then, the response of the system is given by
x(t) = e(A+BK)tx(0) +
∫ t
0
e(A+BK)(t−s)BKec(s)ds
for t ≥ 0. Using the main result of the previous section given
by the expression in (9), we can write
||x(t)|| =
∥∥∥e(A+BK)tx(0) + ∫ t0 e(A+BK)(t−s)BKec(s)ds
∥∥∥
≤ ce−α¯tx0 +
∫ t
0 ce
−α¯(t−s)||BK||∆βe−αsds
≤ cx0e
−α¯t + βc∆||BK||
α¯−α (e
−αt − e−α¯t).
(27)
Since 0 < α < α¯ we conclude that
lim
t→∞
‖x(t)‖ = 0
and the system is asymptotically stable.
In order to determine the lower-bound on positive mini-
mum inter-event time, δ, we write the dynamics of the error
at the sensor node as follows
e˙s(t) = x˙s(t)− x˙(t)
= (Aˆ+ BˆK)xs(t)−Ax(t) −BKxc(t)
(28)
for t ∈ [ti, ti+1), where es(ti) = 0. Substituting (8) into (28)
we obtain
e˙s(t) = (Aˆ+ BˆK)es(t)− (A˜+ B˜K)x(t) −BKec(t).
Thus, we can write the following
||e˙s(t)|| ≤ aˆ||es(t)||+ a˜||x(t)|| + ||BK||||ec(t)||. (29)
We now substitute (9) and (27) into (29) to obtain
||e˙s(t)|| ≤ aˆ||es(t)||+ F¯ e−α¯t + F e−αt
for t ∈ [ti, ti+1), where ||es(ti)|| = 0. Therefore, we have
that the response of the error at the sensor node satisfies the
following
||es(t)|| ≤
F¯
aˆ+α¯ (e
aˆt−(aˆ+α¯)ti − e−α¯t)
+ F
aˆ+α (e
aˆt−(aˆ+α)ti − e−αt).
Let us now substitute t = ti + δ into the previous equation
and we have that
||es(t)|| ≤
F¯
aˆ+α¯ (e
aˆδ − e−α¯δ)e−α¯ti
+ F
aˆ+α (e
aˆδ − e−αδ)e−αti , f(δ).
Therefore, the time δ > 0 that the function f(δ) takes to
grow from zero, at time ti, in order to reach the threshold
βe−αt = βe−α(ti+δ) is less or equal than the time it takes the
error at the sensor node ‖es(t)‖ to grow from zero, at time
ti, to reach the same threshold and generate the following
event at time ti+1, that is, 0 < δ ≤ ti+1 − ti. Then, the
minimum inter-event time is the greatest δ > 0 that satisfies
the following expression
f(δ) ≤ βe−α(δ+ti) (30)
which can also be written as follows
F¯
aˆ+α¯ (e
aˆδ − e−α¯δ)e(α−α¯)ti + F
aˆ+α (e
aˆδ − e−αδ) ≤ βe−αδ.
An explicit expression for δ, which is denoted by δ, can be
obtained by noticing that
F¯
aˆ+α¯ (e
aˆδ − e−α¯δ)e(α−α¯)ti + F
aˆ+α (e
aˆδ − e−αδ)
≤ F¯
aˆ+α¯ (e
aˆδ − e−α¯δ)e(α−α¯)ti + F
aˆ+α (e
aˆδ − e−α¯δ)
and
βe−αδ ≥ βe−α¯δ
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for δ ≥ 0, since 0 < α < α¯. Thus, the solution of the
following equation
F¯
aˆ+α¯ (e
aˆδ − e−α¯δ)e(α−α¯)ti + F
aˆ+α (e
aˆδ − e−α¯δ) = βe−α¯δ
guarantees that (30) holds, that is, δ < ti+1−ti. The solution
is given by δ = 1
aˆ+α¯ ln
(
1+ β
F
)
, which is clearly greater than
zero, that is, the transmission inter-event time intervals are
lower-bounded by a strictly positive value and the system
does not exhibit Zeno behavior. 
V. EXAMPLES
Consider the model of the vehicle for lane following
control in [23] which is given by

V˙
r˙
ψ˙
Y˙g




a11 a12 0 0
a21 a22 0 0
0 1 0 0
1 0 U 0




V
r
ψ
Yg

+


b1 0
0 b2
0 0
0 0

u
where V is the lateral velocity, r is the yaw velocity, ψ is the
yaw position, and Yg is the y-axis coordinate of the vehicle’s
center of gravity. U is the speed of the vehicle, considered
in the opposite direction, and it is assumed to be constant.
The steering control law is
u =
[
0 0 −K K/d
0 0 −K K/d
] [
ψ
Yg
]
where ψ and Yg can be used for event-triggered feedback and
d is the look-ahead distance. Consider the following nominal
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values aˆ11 = −1.6579, aˆ12 = 10.4500, aˆ21 = 0.4886,
aˆ22 = −2.7180, bˆ1 = −12.1053, and b2 = 13.1429. The
real parameters contain perturbations around the nominal
parameters a = aˆ+a˜ and b = bˆ+b˜, where a˜ ∈ [−0.1, 0.1] and
b˜ ∈ [−0.05, 0.05]. Let d = 40, KL = 1, and U = −12. In
such a case the open-loop system is unstable and the aim is to
stabilize it (converge to the lane and stay on it) using event-
triggered feedback updates which may be subject to packet
loss. Assume that M = 5 and we choose the parameters
β = 0.5 and α = 0.25.
The results of the simulation are shown in Fig. 2. The
top plots show the state of the system x(t) and the states of
the models xs(t) and xc(t). It can be seen that, because of
packet dropouts, xc(t), the state of the model at the controller
node, is updated less frequently than xs(t), the state of
the model at the sensor node. The bottom plot shows the
broadcasting/transmission time intervals and the receiving
time intervals where we note that transmissions occur more
frequently; however most of this transmitted packets are lost
and they do not arrive at the controller node. The receiving
time intervals measure the time interval between updates
at the controller node, where a feedback measurement is
successfully received.
The approach discussed through this paper is not particular
to the model-based event-triggered framework. The typical
zero-order-hold (ZOH) event-triggered control approach also
provides asymptotic stability of the system in the presence
of packet losses and without ACK messages.
Theorem 3: Assume that the MANSD isM−1, forM >
1; also assume that ZOH mechanisms are implemented at the
sensor node and at the controller node. If the events at the
sensor node are generated according to (6) where β, α > 0,
then, the error ec(t) at the controller satisfies the following
‖ec(t)‖ ≤ ∆zohβe−αt (31)
for t ≥ 0, where
∆zoh =
∑M
k=1 e
αδ˜zohk (32)
and δ˜zohk =
∑M−1
j=k δ¯
zoh
j . Also, δ¯
zoh
j is the solution of the
equation
⇒ ηzohj e
γzohδ¯zohj − ||x(ti∗+j)|| = βe
−αδ¯zohj (33)
for γzoh > 0, and 0 < ηzohj ≤ ||x(ti∗+j)||.
Proof. The proof is given in Appendix B.
We will now compare the same example using the same
event-triggered control parameters but instead of implement-
ing a model-based approach, we use ZOH mechanisms. The
results are shown in Fig. 3 where it can be seen that the
system is stabilized; however, it takes longer for the system
to settle at the steady-state response and, especially, the
number of updates increases with respect to the MB-ET
implementation presented in this paper.
VI. CONCLUSIONS
The stabilization of uncertain systems interconnected over
an unreliable communication network subject to packet
dropouts was addressed. The model-based event-triggered
control framework was implemented together with the typical
assumption of Maximum Allowable Number of Successive
Dropouts. The model-based event-triggered control frame-
work extends inter-event time intervals, by using an estimate
of the system state to generate the control input, compared
to the zero-order-hold event-triggered control approach; this
was illustrated in the examples. A great advantage is that
this framework does not require the use of acknowledge-
ment messages as it is common in event-triggered control
approaches. This work provides a more general approach for
control and stabilization over lossy communication networks.
APPENDIX A
Proof of Proposition 1. Even when the matrix Γ is unstable
it is not guaranteed that all trajectories of (17) will be
unstable. Because Γ has both stable and unstable eigenvalues,
the unstable modes of Γ can be suppressed if the update
conditions of system (17) are such that[
x(ti∗)
x(ti∗)
]
∈ Rs. (34)
We will now show that (34) is not the case for system (17)
with updates given by (18). This will guarantee that the next
event will be triggered in finite time when the response of
the system becomes unstable.
Let ωι be the right eigenvector of matrix A associated with
its eigenvalue λι, for ι = 1, ..., n. This means that (λιIn −
A)ωι = 0. Also, let
vι =
[
ωι
0
]
(35)
and compute
(λiI2n − Γ)vι =
[
λιIn −A −BK
0n λιIn − (Aˆ+ BˆK)
][
ωι
0
]
=
[
(λιIn −A)ωι
0
]
=
[
0
0
]
.
Hence, the right eigenvectors of Γ associated with the
eigenvalues λι of A are given by (35), for ι = 1, ..., n.
Now, let χι be the right eigenvector of matrix (Aˆ+ BˆK)
associated with its eigenvalue λι, that is, (λιIn − (Aˆ +
BˆK))χι = 0. This second set of eigenvalues correspond to
the eigenvalues λι of Γ for ι = n+1, ..., 2n. Let us consider
vι =
[
µι
χι
]
(36)
and compute
(λiI2n − Γ)vι =
[
λιIn −A −BK
0n λιIn − (Aˆ+ BˆK)
][
µι
χι
]
=
[
(λιIn −A)µι −BKχι
(λιIn − (Aˆ+ BˆK))χι
]
.
Solving for µι in (λιIn −A)µι −BKχι = 0 we obtain
µι = (λιIn −A)
−1BKχι
6= χι
since (λιIn −A)
−1BK 6= In.
Hence, the right eigenvectors of Γ associated with the
eigenvalues λι of (Aˆ + BˆK) are given by (36), for ι =
n+ 1, ..., 2n, where µι 6= χι. Thus, the set Rs is given by
Rs = span
{[
ως
0
]
,
[
(λιIn −A)
−1BKχι
χι
]}
for ως , for ς = nu + 1, ..., n, are the eigenvectors of A
associated with its stable eigenvalues and χι, for ι = 1, ..., n
are the eigenvectors of (Aˆ + BˆK). Let us now write the
following
n∑
ς=nu+1
aς
[
ως
0
]
+
n∑
ι=1
bι
[
(λιIn −A)
−1BKχι
χι
]
=
[∑n
ς=nu+1
aςως +
∑n
ι=1 bι(λιIn −A)
−1BKχι∑n
ι=1 bιχι
]
for aς , bι ∈ R, ς = nu + 1, ..., n, and ι = 1, ..., n. Now, in
order to determine whether (34) holds, we look at whether
there exist aς such that
n∑
ς=nu+1
aςως +
n∑
ι=1
bι(λιIn −A)
−1BKχι =
n∑
ι=1
bιχι
⇒
n∑
ς=nu+1
aςως =
n∑
ι=1
bι
(
In − (λιIn −A)
−1BK
)
χι.
(37)
Note that there are n−nu eigenvectors ως , for 1 ≤ nu ≤ n;
hence, the previous equation results in an overdetermined
system of equations and, in general, there are no solutions.
Then, we conclude that the updates (18) are such that[
x(ti∗)
x(ti∗)
]
/∈ Rs
and the response x(t) grows exponentially. 
APPENDIX B
Proof of Theorem 3. In the case where ZOH mechanisms
are implemented in the sensor node and in the controller
node, we have that
xs(t) = x(ti), t ∈ [ti, ti+1)
and
xc(t) = x(ti∗), t ∈ [ti∗ , ti∗+M ′)
for 1 < M ′ ≤ M . The analysis of the state error at the
sensor node due to packet losses is similar to Theorem 1
and (11) holds.
Consider the worst case scenario where the number of
successive dropouts after the last successful update at time
ti∗ is the MANSD, M − 1. In such a case we have that
the error ec(t) at time t = t
−
i∗+M , just before the update
x(ti∗+M ) is successfully received at the controller node,
satisfies the following
‖ec(t)‖ = ||xc(t)− x(t)||
= ||x(ti∗ )− x(t) ± x(ti∗+M−1)
± x(ti∗+M−2)± ...± xs(ti∗+1)||
= ||x(ti∗+M−1)− x(t)
+ [x(ti∗+M−2)− x(ti∗+M−1)]
...
+ [x(ti∗ )− x(ti∗−1)]||
(38)
for t ∈ [ti∗+M−1, ti∗+M ). Each state difference within
brackets corresponds to the state error es, evaluated at
different transmission time instants. Substituting (11) into
(38) we obtain
‖ec(t)‖ ≤ βe
−αt + βe−αti∗+M−1
+ βe−αti∗+M−2 + ...+ βe−αti∗+1 .
(39)
We can now use the notation t = ti∗ + δ, for δ ∈ [0, δM ) to
obtain the following expression
‖ec(t)‖ ≤ βe
−αt[1 + eα(δ−δM−1)
+ eα(δ−δM−2) + ...+ eα(δ−δ1)].
(40)
Let us now look at the response of the error es(t) defined in
(7) in order to determine whether the differences δ − δj are
finite for j = 1, ...,M−1, that is, to determine if a successful
feedback update eventually arrives at the controller node.
Consider the following augmented system[
x˙(t)
x˙c(t)
]
=
[
A BK
0n 0n
] [
x(t)
xc(t)
]
(41)
with update law given by[
x(ti∗)
xc(ti∗)
]
=
[
x(ti∗)
x(ti∗)
]
. (42)
We now define
Γzoh =
[
A BK
0n 0n
]
where the first n eigenvalues of Γ are the eigenvalues of A
and the rest of its eigenvalues are equal to zero. Thus, Γ
is unstable since it contains the eigenvalues of A. Hence,
Γ has nu unstable eigenvalues and 2n − nu either stable
eigenvalues or eigenvalues at the origin, for 1 ≤ nu ≤ n.
Define Rs = span{vι}, for ι = nu + 1, ..., 2n, where vι
are the right eigenvectors of matrix Γ associated with the
eigenvalues λι, for ι = nu + 1, ..., 2n. Now, let us compute
the response of the error es as follows
es(t) = xs(t)− x(t)
= x(ti∗+j)−Ψ
zohx(ti∗)
(43)
for t ∈ [ti∗+j , ti∗+j+1) and j = 1, ...,M − 1, where
es(ti∗+j) = 0 and
Ψzoh = [In 0n]e
Γzoh(t−ti∗ )
[
In
In
]
(44)
where In is the identity matrix of size n.
Proposition 2: The response of the state x(t) can be
bounded from below by an exponential term as follows
||x(t)|| =
∥∥Ψzohx(ti∗)∥∥ ≥ ηzoheγzoh(t−ti∗ )
for t ∈ [ti∗ , ti∗+M ) and for some η
zoh, γzoh > 0.
Proof. The proof is similar to the proof of Proposition 1 and
it is ommitted. 
Proceeding with the proof of the theorem we have that
the response of the state can be further described in terms
of initial conditions at time ti∗+j as follows
x(t) = Ψzohj
[
x(ti∗+j)
xc(ti∗+j)
]
for t ∈ [ti∗+j, ti∗+j+1) and j = 1, ...,M − 1, where
Ψzohj = [In 0n]e
Γzoh(t−ti∗+j)
and [
x(ti∗+j)
xc(ti∗+j)
]
= eΓ
zoh(t−ti∗+j)
[
In
In
]
x(ti∗).
The response of the state x(t) can be bounded from below
by an exponential term as follows
||x(t)|| =
∥∥∥∥Ψzohj
[
x(ti∗+j)
xc(ti∗+j)
]∥∥∥∥ ≥ ηzohj eγzoh(t−ti∗+j)
for t ∈ [ti∗+j , ti∗+j+1) and for some 0 < η
zoh
j ≤
||x(ti∗+j)||.
The norm of the error at the sensor node satisfies the
following
||es(t)|| ≥
∥∥∥∥Ψzohj
[
x(ti∗+j)
xc(ti∗+j)
]∥∥∥∥− ||x(ti∗+j)||
≥ ηzohj e
γzoh(t−ti∗+j) − ||x(ti∗+j)||
with ||es(ti∗+j)|| = 0. Hence, the norm of es(t) grows as
time increases while the threshold function βe−αt in (6)
decreases with time. Therefore, there exists a finite time
instant ti∗+j+1 > ti∗+j such that ||es(t)|| grows from zero
at time ti∗+j to βe
−α(ti∗+j+1) at time ti∗+j+1. In addition,
an upper-bound, δ¯zohj , on the difference ti∗+j+1− ti∗+j can
be obtained by writing the following
⇒ ηzohj e
γzohδ¯zohj − ||x(ti∗+j)|| = βe
−αδ¯zohj .
The previous equation can be solved numerically for δ¯zohj
where we note that δ¯zohj > 0 since η
zoh
j ≤ ||x(ti∗+j)||.
Finally, the divergent terms in (40), which are eα(δ−δk),
for k = 1, ...,M − 1, can be upper-bounded by eα(δ−δk) ≤
eαδ˜
zoh
k where δ˜zohk =
∑M−1
j=k δ¯
zoh
j and δ¯
zoh
j > 0 is the
solution of (33). Also note that at each time instant ti∗ we
have that ec(ti∗) = 0. Therefore, the norm of the state error
at the controller node is bounded by (31) where ∆zoh is
given by (32). 
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