The Generative Adversarial Networks (GAN) has been successfully applied to the generation of text content such as poetry and speech, and it is a hot topic in the field of text generation. However, GAN has been facing the problem of training and convergence. For the generation model, this paper redefines on the loss function. The truth-guided method has been added to make the generated text closer to the real data. For the discriminant model, this paper designs a more suitable network structure. The self-attention mechanism has been added to the discrimination network to obtain richer semantic information. Finally, some experiments under different model structures and different parameters indicates the model with truthguided and self-attention mechanism gets better results.
I. INTRODUCTION
With the rapid development of information network, service depth and service content are developing to a higher level. How to communication with service objects determines the accuracy and quality of information services. Text is one of the main carrier of information service. Text-based information service technologies include word segmentation, text classification [1] , feature extraction and text generation. Text generation can provide information services in a certain area of interest and improve the enthusiasm and personality of the service object.
Text generation is an important research direction in the field of natural language processing, and text generation technology has great application prospects. For example, text generation technology can be applied to intelligent question and answer, machine translation and other systems to achieve more intelligent and natural human-computer interaction [2] . Text generation system can also implement automatic writing and publishing of news [3] . The current text generation technology has been used to generate scenes such as Jin Yong's novels, Shakespeare's works, and US President Trump's speech.
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Besides, generated texts could be used in different areas nowadays, including the network text analysis [4] that can be better express the relationship and meaning between words. Amancio and Raphael [5] proposed another great application of text generation technology, which is a methodology to distinguish real manuscripts from those generated models.
Text generation refers to using Machine Learning and Natural Language Processing technologies to enable artificial intelligence to have human language expression capabilities, including machine translation, sentence generation, and dialogue generation. Usually the strategy for text generation is using language model. This probabilistic model can predict the next most likely word based on the input data. Moreover, as a sequence data, there is a contextual relationship between two words. Therefore, deep learning-based text generation usually uses Recurrent Neural Networks and their variants (LSTM, and GRU) for semantic modeling.
Character based Recurrent Neural Network is a classic text generation technology based on deep learning [6] . Char-RNN's input and output are all in character units. The learning target of the network is to make the next character consistent with the target output of the training sample. Based on the classical sequence-to-sequence model, Gehrmann et al. [7] introduce multiple decoders, and use the hidden variable factor to specify which decoder generates the final text.
In addition to using basic Recurrent Neural Network, Variational Auto Encoder is often used in text generation tasks [8] . VAE adds constraints to the encoder so that the encoder produces potential variables that obey the Gaussian distribution. The loss function of the network consists of two parts. One is the reconstruction error, which can be measured by the mean square error; the other is the difference between the distribution of potential variables and the Gaussian distribution, which can be measured by KL divergence. Ankush Gupta [9] proposed a new simplified framework based on VAE and LSTM, which can generate paraphrase for a given sentence.
Similar to VAE, Generative Adversarial Networks [10] contains two sub-models: the generation model G and the discriminant model D. The role of the generation model is to simulate the distribution of real data. The role of the discriminant model is to determine whether a sample is a real sample or a fake sample. The training goal of the network is to make the generation model perfectly fit the distribution of real data, make the discriminant model indistinguishable. GAN is very suitable for continuous data such as images, but it has difficulties in the face of discrete data such as text. The most fundamental reason is that during the sampling process, the probability output is extracted into discrete output. Some research scholars have directly improved the network by micro tuning the internal calculation methods of GAN. From the point of view, through replacing KL divergence, the return value of the Wasserstein GAN [11] is smoother. Some scholars have improved the Softmax function, such as Gumbel-Softmax [12] .
Reinforce Learning is currently one of the most advanced learning methods. SeqGAN [13] for the first time combines the reinforce learning and Generative Adversarial Networks and receives an outstanding representative of GAN's application to text generation. The paper [14] proposes that discriminator D is used as the source of reward value in reinforce learning. The generator looks for the word with the highest expectation of reward word by word. The discriminator gives a reward for the generated sequence in units of the whole sentence. During the training process, a discriminator training follows the multiple rounds of generator training.
The proposal of SeqGAN has made the application of reinforce learning and GAN to text generation a focus. However, GAN is difficult to train, and that limits its potential in the field of natural language processing. Since the output of generator G is discrete, discriminator D is difficult to update the gradient of generator G, so it is necessary to learn from the idea of reinforce learning. SeqGAN regards the generated word as the current state and the next word to be generated as an action. Since the discriminator D can only score a complete sequence, the possibility of subsequent occurrence of each action is supplemented by the Monte Carlo tree search method. The discriminator D judges these complete sequences and produces rewards. The parameters are updated back to the generator G, and the network can be trained to produce the next optimal action by reinforce learning.
Some people continue to improve based on SeqGAN. JiWei et al. [15] applied it to the dialogue generation task, and used the classic seq2seq model as the generator. They also used the result of discriminator D as the reward in reinforce learning, but it was calculated differently. The paper randomly selected one of the sequences of positive and negative sequences to train discriminator D. LeakGAN [16] mainly starts from the perspective of the input text length, and through the discriminator extracting the characteristics in the intermediate time step, the generator is instructed to generate a more complete sequence. Cooperative Training [17] proposed a new network training method, mainly to solve the problem that SeqGAN needs to perform pre-training using maximum likelihood. The paper introduced the harmonic M and used the estimate of the harmonic to replace the real value to train the generator G.
In SeqGAN, the Monte Carlo method is used to sample text sequences. Since there is no real data boot, it may repeatedly generate useless text, making the training unable to converge for a long time. In order to make SeqGAN more design in training, this paper proposes a new way to improve the generation model and discriminant model. The main works are:
1) A formal description of the generation model of SeqGAN based on truth guidance is established, including the initial state, transfer model, and cost function of the text generation problem. In the definition of cost function, the distance difference between generated text sequence and real text data is introduced as the total reward value to guide the network to converge to the optimal value faster.
2) A discriminant network model based on self-attention mechanism is designed to enable the model to synthesize the semantic expression of the entire text sequence for generation, called Self_combined model.
3) Experiments have verified the generation performance of the truth-guided generation model and the Self_combined model under the conditions of different proportional coefficients β, different hidden layers, and window size.
II. MODEL FRAMEWORK A. FORMAL DESCRIPTION OF THE GENERATION MODEL
In this paper, the model under the truth guided based on the reinforcement learning and is called TG-SeqGAN. Each text generation process is regarded as a decision, and the discriminator D is used to judge the reward value of the current decision. The purpose of generator G is to make the next decision obtain a higher reward value. The product of the two is the target function that the network wants to maximize at that time. The sketch map of the whole model is shown in Figure 1 .
As you can see, compared to the classic SeqGAN, TG-SeqGAN redefines the calculation of the reward value returned to the generator G. The total reward value is divided into two parts. Network-Reward is the discriminant score of the discriminator D for the sampled complete sequence. The closer it is to a real text sequence, the closer the score is to 1. TG-Reward represents the semantic distance between the current sequence and the real text data in a batch. The smaller the distance, the closer the text sequence is to the expression of a real text. How the two rewards are calculated will be introduced in the following.
1) NETWORK-REWARD
Network-Reward is the normal reward obtained by the discriminator D. To introduce more clearly, in this paper, a formal description of the generation model is given, including: initial state, transfer model, cost function, etc.
Definition 1: The initial state S Random refers to a randomly generated discrete vector whose length is the maximum length of the text sequence.
Definition 2: After S Random passes through the pre-training network, a text vector S 0 with a certain semantic expression ability is obtained, and this state becomes the initial input state of the generation model.
As shown in the Figure2, the target sequence is ''I have an apple and it tastes good.''. The initial state is a random sequence vector, denoted as S random , which represents a text whose semantic information is not clear. Due to the difficulty of training the GAN, the maximum likelihood method is used to do the pre-training. After the pre-training, the initial sequence S 0 entered into TG-SeqGAN is obtained. For each sequence state S i , the total reward value determines which state S i+1 is to be transferred next. After N epochs, it finally reaches the target state S epoh .
for a single time step refers to the reward value corresponding to the new word generated for each time step, which is accumulated to calculate the total Network-Reward value of the sentence generated by the entire network. The Network-Reward calculation for a single time step is shown in formula1:
Among them, G (θ|S i ) represents a generated text vector under the parameter θ and state S i . D represents the discriminant score of discriminator D; Y i represents the sequence obtained at the time i. The state S can be taken from time 1 to time T-1, and the final output is the cumulative reward result from time 1 to time T.
Since discriminator D can only score complete sequences, if the word generated at the current moment is not the last word of the sentence, all of the possible sequences need to be filled through the Monte Carlo search. Then the reward values for each possible sequence are calculated. Take the average value as the reward value for the current text sequence.
TG-SeqGAN calculates the Network-Reward value only through the feedback of discriminator D, and then adjusts the network that have the same problem as training RNN. At the beginning of the training, due to the randomness of the initial value S0, many texts that are clearly ''fake data'' after judging by discriminator D. In the absence of truth data booting, such repeated generation can cause waste. In this paper, we propose to add the truth-guided to the calculation process of this reward and optimize the network by calculating the distance between the current text sequence and the training text data.
The calculation of the reward value depends on the results of the current state Si and Monte Carlo sampling. For each time step T, assuming that the current T word of the generator can be generated correctly, the rest of the words are required to complete this complete sequence. Finally, the sum of the Network-Reward of all time steps is calculated to obtain the total reward of the target state transfer.
Definition 4: The sentence credibility α is the proportion that words that have been generated in the current time step of the total number of words in the sentence. When the ratio is greater than the set threshold, it means that the current sentence is credible and the calculation results are added to the final loss function. Otherwise, the randomness of the sentence is too large to be added to the calculation of the loss function. 
where n represents the number of words that have been generated by the generator, N represents the total number of words in the sentence, and F represents whether the text sequence is added to the final cost function.
2) TG-REWARD Definition 5: Lsim measures the similarity between the current sequence and the real text data that measures it by means of European distances, cosine distances, etc., and optimizes it as part of the final objective function. The calculation formula is as follows:
where gt represents the vector representation of real text; Dis cosθ represents the cosine distance between two vectors, and Dis o represents the European distance. It is introduced in Definition 3 that when the state S is between 1 and T-1, since the discriminator D can only calculate a complete sequence. SeqGAN uses the Monte Carlo search method to sample the sentence for completion. Therefore, the proportion of non-sampling parts in a complete sentence also changes with the time step. The larger the proportion of non-sampling parts, the greater the ability of the sentence to express the generator G's ability to generate, it is more credible.
Total reward means the sum of the TG-Reward and the Network-Reward. As can be seen from Figure 3 , the two reward values are obtained at the same time, the sentence reliability is mainly in the Network-Reward, TG-Reward is calculated by vector distance alone, and can be obtained synchronously with the training. In this Figure, the threshold is 0.5 when calculates F. In addition, as you can see, α depends on the number of word that has already been generate.
3) TRAINING OF THE TG-SeqGAN
For GAN-based models, the overall goal of optimization is shown in formula.
That is, the generator G hopes to minimize this cost function, so that the discriminator D cannot distinguish between the text it generates and the real text data. The discriminator D is just the opposite, trying to maximize this difference to distinguish whether the current text data is generated data.
Among them, for the generator G part, the reward value corresponding to each time step is calculated by means of reinforce learning as part of the generator G cost function. The reward value is calculated as follows:
Under the conditions determined by the initial state S0 and the model parameter θ , the calculation results of definition 2 and definition 3 can be obtained. In the truth-guided model proposed in this paper, the calculation of J (θ ) is different. The formula is as follows:
The loss item Lsim is the difference between the generated result of generator G and the real text data gt. The weight of this loss is determined by the credibility α and the ratio coefficient β. The credibility α is different for different time steps. The ratio coefficient β is a definite value for the same network and the optimal solution can be determined by multiple experiments.
B. DISCRIMINANT MODEL
In the original SeqGAN, the generator G uses a traditional RNN structure, which can select an optimized LSTM or GRU structure. The discriminator D uses a one-dimensional convolution neural network, and at the same time, the classification effect is better. TG-SeqGAN also introduced highwaynetwork [18] .
For discriminators, the network structure is simple and fast, but it can be further optimized in terms of accuracy and convergence speed.
The self-attention mechanism is first proposed in the paper [19] and has a very strong ability to solve the problem of long-distance dependence sequences. In the original SeqGAN, the convolution neural network is used to encode the output vector sequence. This is actually a ''local code'' that can only establish short-distance dependence. The attention mechanism can ''dynamically'' generate different connection weights and can handle longer information sequences.
Text classification models that combine Convolutional Neural Network (CNN) and Attention Mechanisms has already been widely used, and there are many ways to combine the two structures. These two structures capture different text features. Therefore, the best way they work together is in parallel. If you design self-attention after CNN, it will result in semantic loss, and the attention mechanism will make mistakes. In this paper, the Self_combined model is composed of two parallel modules. On the left is the convolution neural network CNN. It is used to extract the strong semantic information in the sequence. On the right is the self-attention layer. Both of them use the generation vector as input.
In the self-attention layer, attention focus and attention source are the generating vector matrices of the input generator. The formula for the attention weight is:
Considering that the characteristics obtained by convolution neural network or recurrent neural network model are also very helpful for classification, the discriminant network model combines the results of the attention layer with the output results of the parallel neural network layer. The neural network layer formula combining two parts is as follows:
Among them, a is the output of the attention layer, which is the result of the maximum pooling of the convolution neural network layer, and b represents bias.
The improvement of the network structure can be seen in the Figure 4 . The input sequence is ''I have an apple and it tastes good.''. Using CNN will obtain some local semantic information, such as ''I have an'',''an apple and'',''it tastes good''. Meanwhile, using self-attention will connect ''apple'' and ''it'' together. After combined there semantic features, the discriminant model of the TG-SeqGAN using Highway Network to keep important information of the input sentence and then obtain the output result.
III. MODEL PERFORMANCE ANALYSIS
In this paper, the model based on truth guidance and the discriminant model based on self-attention mechanism is analyzed and compared experimentally. In addition, the variable parameters (such as reward weight β) are optimized.
MS COCO Dataset:
The MS COCO dataset originated from Microsoft COCO dataset, which is funded by Microsoft in 2014. It is a large, rich object detection, segmentation and subtitle dataset. Includes 80 categories object instance segmentation, 91 categories item segmentation, key point detection of character instances, and 5 image titles for each image.
A. EVALUATION INDICATORS 1) NLL-TEST LOSS
The new metric NLL-test loss is defined, which is the average negative logarithmic possibility of real test data from the generator. The calculation formula is as follows:
Among them, G oracle [20] represents the result of a True Model that has been trained before, and the True Model refers to a randomly Initialized LSTM. G θ (y t |Y 1:t−1 ) represents the result of the generator G from time step 1 to time step t − 1 under parameter θ .
2) EMBEDDING SIMILARITY
Inspired by BLEU, compared to the traditional method of similarity calculation words one by one, the literature proposes a word vector based method to judge the similarity of the two documents. First, text in a real data set is trained to express word vectors through a skip-gram model. For each word vector, calculate the cosine distance of the word for other words and get the matrix W, where each Wi, j = cos e i , e j . This matrix is defined as a similar matrix of a real data set. By the same method, the word vector is calculated for generating data and a similar matrix, W 'is obtained.
Through these two similar matrices, we can calculate Embedding Similarity. The calculation formula is as follows:
Among them, W i represents the line i in the similarity matrix W, and N represents the total number of words. 
B. PARAMETER ANALYSIS AND SETTINGS
1) In the truth guidance generation model, in addition to the original reward value in SeqGAN, this article adds a new reward value to the generation model: the semantic distance between the text sequence generated by the current generator G and a batch of true text data. The optimal value of the proportional coefficient β can be obtained through experiments.
In the process of network convergence, as the number of hidden layer nerve elements increases, the value of NLL-test loss also increases, indicating that too many neurons will produce over fitting and reduce the performance of the network, so the optimal number of hidden layers is 50. By the time the number of hidden layers is 150, the network has experienced dramatic fluctuations and is very unstable.
2) There are two hidden layer parameters from the attention layer, U and V. Where U represents the number of hidden layer units from the attention layer, which can be compared with values 50, 100, and 150, respectively. V can be seen as each input has a corresponding score of V. These scores can be added and then normalized, and values 1, 3, and 5 can be compared, respectively.
The window here refers to the entered fractions, which can be added to obtain more balanced semantic information. The window here refers to the entered fractions, which can be added to obtain more balanced semantic information. It can be seen that when the window is 1, the effect is better, so the window value is fixed to 1 in the later experiment.
C. MODEL PERFORMANCE ANALYSIS
The performance analysis of the model is compared from two aspects: adjusting the network structure and adjusting the proportional coefficient of the reward value. From the point of view of network structure, there are several different ways of attention mechanism combined with convolution neural network: the attention layer can be used instead of the pool layer in convolution neural network and try to accumulate the results of multiple attention fusion, called Cov_attention model. It is also possible to add self-attention mechanism to the input layer to make the semantic information of the input layer more abundant. In order not to affect the extraction of strong semantic information in the sentence by the original convolution neural network, this paper designs a combination of two encoding results.
From the point of view of adjusting the proportional coefficient β of the reward value, the β can measure the importance of the discriminator D Network-Reward and the true value part TG-Reward. Under different β, the comparison of the model's NLL-test loss and Embedding Similarity is shown in the Figure 7 .
As can be seen from Figure 7 , when the ratio coefficient is 0.001, the experimental results obtained are better, and as the ratio decreases, the effect of the reward value of the truthguided part decreases, and the quality of the model generation decreases. It shows that the truth guidance part does play a positive role in guiding the generation model to continuously generate text that is close to real data. Table 1 shows the difference in Embedding Similarity under different proportional coefficients. As the proportion of truth guidance decreases, the semantic similarity between word vectors gradually increases. By adjusting β, the optimal ratio of Network-Reward to TG-Reward can be obtained. Help the model get better word vector similarity.
2) Under different network structures, the comparison of the model's NLL-test loss and Embedding Similarity is shown in the Figure 8 :
As can be seen from Figure 8 , the structure of the Self_combined model is very helpful for extracting semantic information in the original text. By extracting semantic features from the text sequence generated by generator G from self-attention and convolution, the convergence of the network can be accelerated. The smaller generated text of NLL-test Loss is obtained, and the overall effect is increased by 0.1 %. The method of using attention mechanism to replace convolution pool layer has reduced the performance of the model because it loses the expression of the strongest semantic information. Table 2 compares the differences in Embedding Similarity under different network structures. After changing the network structure, the generated words are more diverse and learn semantic rather than Glyph information, so the semantic similarity will decrease, but the overall deviation is not large.
IV. SUMMARY
In this paper, the text generation task is studied and analyzed and SeqGAN is used as the base model. To accelerate the convergence of the network and guide the generation model to generate more similar to real text, TG-SeqGAN chose to use truth-guided. At the same time, the network structure of the discriminant model is improved, and the semantic information of the whole sentence is fused by the self-attention mechanism. SeqGAN based on true value guidance has improved the convergence speed of the text generation model, and the text quality generated by the network has also been improved after stabilization, both on NLL-test loss and Embedding Similarity.
