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Abstract
Maass–Shimura operators on holomorphic modular forms preserve the modularity of modular forms but
not holomorphy, whereas the derivative preserves holomorphy but not modularity. Rankin–Cohen brackets
are bilinear operators that preserve both and are expressed in terms of the derivatives of modular forms.
We give identities relating Maass–Shimura operators and Rankin–Cohen brackets on modular forms and
obtain a natural expression of the Rankin–Cohen brackets in terms of Maass–Shimura operators. We also
give applications to values of L-functions and Fourier coefficients of modular forms.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Maass–Shimura operators δ(n)κ map holomorphic modular forms of weight κ to nearly holo-
morphic modular forms of weight κ + 2n. Rankin–Cohen brackets [·,·]n are bilinear operators
that map holomorphic modular forms of weights κ and  to holomorphic modular forms of
weight κ +  + 2n. These operators are closely related and have applications to the Rankin–
Selberg method and values of L-functions. See [6,11,16,19], and [20] for further discussions of
δ
(n)
κ and [·,·]n. Connections between these operators have been studied in [3] and [20].
In this paper we give a very simple identity relating these operators. The proof of the identity
given here is combinatorial. We also give applications of the results to values of L-functions and
identities among Fourier coefficients of modular forms.
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2468 D. Lanphier / Journal of Number Theory 128 (2008) 2467–2487Let H denote the complex upper-half plane {z ∈ C | Im(z) > 0}. Let Γ be a congruence sub-
group of SL2(Z). For an even positive integer κ denote the space of holomorphic modular forms
of weight κ on Γ byMκ(Γ ). Let Sκ (Γ ) denote the subspace of cuspforms.
A function of the form
∑n
j=0 cj y−j fj (z) that has the usual transformation behavior with
respect to Γ and so that fj (z) is holomorphic for each j is called a nearly holomorphic modular
form, in the sense of Shimura [16]. We denote the space of nearly holomorphic modular forms
with respect to the congruence group Γ by M˜κ(Γ ). If f˜ (z) ∈ M˜κ(Γ ) vanishes at every cusp of
Γ \H then we say that f˜ (z) is a nearly holomorphic cuspform and we denote the space of nearly
holomorphic cuspforms by S˜κ (Γ ).
The Maass–Shimura differential operator δ(n)κ :M˜κ(Γ ) → M˜κ+2n(Γ ) is
δ(n)κ =
(
1
2πi
)n(
κ + 2n− 2
2iy
+ ∂
∂z
)(
κ + 2n− 4
2iy
+ ∂
∂z
)
· · ·
(
κ
2iy
+ ∂
∂z
)
where δ(0)κ is the identity operator and z = x + iy ∈ H [11]. The nth Rankin–Cohen bracket of
f (z) ∈Mκ(Γ ) and g(z) ∈M(Γ ) is
[f,g]n(z) =
∑
r+s=n
(−1)r
(
n+ κ − 1
s
)(
n+ − 1
r
)
f (r)(z)g(s)(z)
where f (r)(z) = 1
(2πi)r
∂r
∂zr
f (z). Then [f,g]n(z) ∈Mκ++2n(Γ ) and is a cuspform for n > 0.
The nth Rankin–Cohen bracket is the unique bilinear operator, up to constants, that maps modular
forms of weight κ and  to modular forms of weight κ +  + 2n. This can be proved in many
ways, using theta series for example, as in [20]. These operators are related by the following
combinatorial identity.
Theorem 1. Let f (z) ∈Mκ(Γ ) and g(z) ∈M(Γ ). Then
δ(n)κ f (z)× g(z) =
n∑
j=0
(−1)j (n
j
)(
κ+n−1
n−j
)(
κ++2j−2
j
)(
κ++n+j−1
n−j
) δ(n−j)κ++2j [f,g]j (z).
The Maass–Shimura operator can be obtained from the Rankin–Cohen bracket [ , ]n as δ(n)
is a scalar multiple of yκ [y−κ , ·]n, see [3]. As a consequence of Theorem 1 we can express the
Rankin–Cohen brackets in a surprisingly simple way in terms of the Maass–Shimura operators
(in particular, compare the following to the definition of the Rankin–Cohen brackets).
Corollary 1. Let f (z) and g(z) be as in Theorem 1. Then
[f,g]n(z) =
∑
r+s=n
(−1)r
(
n+ κ − 1
s
)(
n+ − 1
r
)
δ(r)κ f (z)× δ(s) g(z).
Similar relations between these operators are discussed in [3]. As a consequence, we can show
that for appropriate cuspforms of level greater than 1, the Rankin–Cohen brackets commute with
Atkin–Lehner involutions [1]. Note that other consequences, such as a generalization to Hilbert
modular forms, would also readily follow. Note also that in [9] Maass–Shimura operators are
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given a Lie-theoretic interpretation.
To f (z) =∑∞m=1 ame(mz) ∈ Sκ(Γ ) we associate the Dirichlet series L(s,f ) =∑∞m=1 amm−s
which converges for Re(s) > (κ + 1)/2 and has an analytic continuation and functional equation
via the Mellin transform [5]. For a Hecke eigenfunction f (z) ∈ Sκ(Γ ) the series has an Euler
product expansion
L(s,f ) =
∏
p prime
1
(1 − αpp−s)(1 − βpp−s)
where αp , βp are the Satake parameters of f (z). From the gamma factors, the critical points of
L(s,f ) in the sense of [7] are {1,2, . . . , κ − 1}.
For eigenfunctions f (z) ∈ Sκ (Γ ) and g(z) ∈ S(Γ ) with κ >  and Satake parameters αp,βp
and γp, δp respectively, we associate the Rankin-product L-function
L(s,f ⊗ g) =
∏
p prime
1
(1 − αpγpp−s)(1 − αpδpp−s)(1 − βpγpp−s)(1 − βpδpp−s)
which converges for Re(s) > (κ + )/2. From [14] this has an analytic continuation and
functional equation with critical points {,  + 1, . . . , κ − 1}. The Petersson inner product for
f (z), g(z) ∈Mκ(Γ ) with at least one a cuspform is
〈f,g〉 =
∫
Γ \H
f (z)g(z)yκ
dx dy
y2
.
Let Bκ ⊆ Sκ(SL2(Z)) be an orthogonal basis of Hecke eigenfunctions normalized so that their
first Fourier coefficients are 1.
Corollary 2. Let g(z) ∈ S(SL2(Z)) be a Hecke eigenfunction normalized so its first Fourier
coefficient is 1. For m = κ − − 2n 4 we have
∑
f (z)∈Bκ
L(κ − 1 − n,f ⊗ g)
〈f,f 〉 =
(−1)m/2+122κ+m−3Bmπκ+m−1
m!(κ − 1)
where Bm is the mth Bernoulli number.
The condition m  4 is necessary for the convergence of the holomorphic Eisenstein series
which occurs in the Rankin–Selberg integral representation of the L-function, see [14,16]. By
considering nonholomorphic Eisenstein series of weight 2 one can obtain explicit results for the
rest of the critical points. However, for this paper we apply the restriction. We can study the
values at other critical points using the functional equation of L(s,f ⊗ g), as in [17].
If a space of cuspforms of weight κ and level 1 is 1-dimensional then we denote the nor-
malized cuspform by Δκ(z) =∑∞m=1 τκ(mz)e(mz) where τκ(1) = 1. For example, if κ = 20,
 = 12, and n = 2 (so that m = 4), then Corollary 2 gives
L(17,Δ20 ⊗Δ12) = 〈Δ20,Δ20〉π23 · 221/
(
310 · 54 · 72 · 11 · 13 · 17).
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n  (κ + )/2 + 1. For f (z) = ∑∞m=1 ame(mz) ∈ Sκ(SL2(Z)) and g(z) = ∑∞m=1 bme(mz) ∈
S(SL2(Z)) normalized so that a1 = b1 = 1, we have
∑
f (z)∈Bκ
(
1
〈f,f 〉
∞∑
n=1
ambm
mn
)
= 2
2κ−2πκ−1
(κ − 2)! .
This generalizes Theorem 7 from [14]. Note that for κ ∈ {16,18,20,22,26} and  and n
as above, then
∑∞
m=1 τκ(m)τ(m)m−n depends only on κ . Summing the first 20,000 terms
we verified some of the numbers above to a few places. For n ∈ {20,21,22,23,24,25} the
sums
∑20,000
m=1 τ26(m)τ12(m)m−n are 1.0000076 . . . , while for n ∈ {18,19,20,21} the sums∑20,000
m=1 τ22(m)τ12(m)m−n are 1.0010935 . . . . I thank Lloyd Kilford for performing these cal-
culations using the MAGMA computing package, see [4].
In the following let δn,0 = 1 if n = 0 and 0 otherwise.
Corollary 3. For m = κ − − 2n 4 we have
∑
f (z)∈Bκ
L(κ − 1 − n,f )L(m+ n,f )
〈f,f 〉 =
(−1)m/222κ+m−2Bmπκ+m−1
m!(m)n(κ − 1)
× ((m)nB−1 + (−1)n()nmB−1m − δn,0κB−1κ )
where Bm is the mth Bernoulli number.
For example, if we take κ = 20, m = 8 and n = 4 then Corollary 3 gives
L(15,Δ20)L(12,Δ20) = 〈Δ20,Δ20〉π27 · 227/
(
311 · 53 · 73 · 112 · 13 · 17).
Similar results to Corollary 3 are in [10] and [19].
2. Combinatorics of differential operators on modular forms
Recall the notation (a)n = (a + n)/(a). From [2,13] we have the explicit action of δ(n)κ on
f (z) =∑∞m=0 ame(mz) given by
δ(n)κ f (z) =
∞∑
m=0
am
(
n∑
u=0
P (n)u,κ (−4πy)−umn−u
)
e(mz)
= (−4π)−n(n)κy−n
∞∑
m=0
ame(mz)+
n−1∑
u=0
P (n)u,κ (−4π)−uy−uhu(z, gκ) (1)
where P (n)u,κ =
(
n
u
)
(κ + n− u)u and hu(z, gκ) =∑∞m=0 ammn−ue(mz).
The following lemma is a slightly more general version of a lemma in [16], and see [18] for
more general discussions of nearly holomorphic modular forms and differential operators.
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c d
) ∈ Γ we have
f˜
(
γ (z)
)= (cz + d)κ f˜ (z) and f˜ (z) = n∑
j=0
cj y
−j fj (z) ∈ M˜κ(Γ )
where for each j , fj (z) is holomorphic on H and has a Fourier expansion at ∞. Then
f˜ (z) = cn(−4π)n (κ − 2n)
(κ − n) δ
(n)
κ−2nfn(z)+
n−1∑
j=0
c˜j δ
(j)
κ−2j h˜j (z)
where h˜j (z) ∈Mκ−2j (Γ ) and fn(z) ∈Mκ−2n(Γ ).
Proof. For n = 0 the result is trivial, so suppose the result holds for n − 1 and let f˜ (z) be as
above. For γ = ( a b
c d
) ∈ Γ and z = x + iy we have Im(γ (z)) = y|cz + d|−2 and so (γ (y))−1 =
y−1(cz + d)2 − 2ci(cz + d). Therefore,
f˜
(
γ (z)
)= n∑
j=0
cj
(
γ (y)
)−j
fj
(
γ (z)
)
= cn
(
y−1(cz + d)2 − i2c(cz + d))nfn(γ (z))+ n−1∑
j=0
cj
(
γ (z)
)−j
fj
(
γ (z)
)
= cny−n(cz + d)2nfn
(
γ (z)
)+ cnfn(γ (z))
×
n−1∑
k=0
(
n
k
)
y−k(cz + d)2k(−i2c)n−k(cz + d)n−k +
n−1∑
j=0
cj
(
γ (y)
)−j
fj
(
γ (z)
)
.
The y−n term for χ(d)(cz + d)κ f˜ (z) is (cz + d)κcnfn(z)y−n. This implies fn(γ (z)) = (cz +
d)κ−2nfn(z) and so fn(z) ∈Mκ−2n(Γ ).
Eq. (1) now gives
f˜ (z)− cr(−4π)n (κ − 2n)
(κ − n) δ
(n)
κ−2nfn(z)
= f˜ (z)−
(
cny
−nfn(z)+ cn(−4π)n (κ − 2n)
(κ − n)
n−1∑
j=0
P
(n)
j,κ (−4π)−j y−jhj (z, fn)
)
=
n−1∑
j=0
cjy
−j fj (z)− cn(−4π)n (κ − 2n)
(κ − n) P
(n)
j,κ (−4π)−j y−j hj (z, fn)
=
n−1∑
c˜j y
−j h˜j (z)j=0
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The result follows by the induction hypothesis. 
As a consequence of Lemma 1 and the uniqueness of the brackets [·,·]n for f (z) ∈Mκ(Γ )
and g(z) ∈M(Γ ) we can write
δ(n)κ f (z)× g(z) =
n∑
j=0
αj (n)δ
(n−j)
κ++2j [f,g]j (z)
for certain constants αj (n) = αj (n, κ, ) ∈ R, [3].
From Eq. (1),
δ(n)κ f (z) =
∞∑
m=0
am
(
n∑
u=0
pnu,κ(m)y
−u
)
e(mz)
where pnu,κ(m) = P (n)u,κ (−4π)−umn−u. Note that pnu,κ(0) = 0 if u < n and pnn,κ (0) =
(−4π)−n(κ)n. Therefore, for f (z) =∑∞m1=1 am1e(m1z) and g(z) =∑∞m2=1 bm2e(m2z) we have
δ(n)κ f (z)× g(z) =
( ∞∑
m1=0
am1
(
n∑
u=0
pnu,κ(m1)y
−u
)
e(m1z)
)( ∞∑
m2=0
bm2e(m2z)
)
=
∞∑
m=0
(
n∑
u=0
( ∑
m1+m2=m
am1bm2p
n
u,κ(m1)
)
y−u
)
e(mz). (2)
In order to be consistent with the notation in (2) and to somewhat simplify the later com-
putations, we solve for the αn−j (n)’s from the equation above. That is, we determine αn−j (n)
from
δ(n)κ f (z)× g(z) =
n∑
j=0
αn−j (n)δ(j)κ++2n−2j [f,g]n−j (z).
Writing [f,g]n−j (z) =∑∞m=0 dn−j (m)e(mz), we have
δ
(j)
κ++2n−2j [f,g]n−j (z) =
∞∑
m=0
dn−j (m)
(
j∑
u=0
p
j
u,κ++2n−2j (m)y
−u
)
e(mz).
Note that if neither f (z) nor g(z) are cuspforms then
dn−j (1) = (κ)n−j
(n− j)!a0b1 + (−1)
n−j ()n−j
(n− j)!a1b0.
We assume for the computations that follow that f (z) and g(z) are not cuspforms.
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n∑
j=0
αn−j (n)δ(j)κ++2n−2j [f,g]n−j (z)
=
n∑
j=0
[
αn−j (n)
∞∑
m=0
dn−j (m)
(
j∑
u=0
p
j
u,κ++2n−2j (m)y
−u
)
e(mz)
]
= α0(n)d0(0)pnn,κ+(0)y−u
+
∞∑
m=1
[
n∑
u=0
(
n−1∑
j=u
αn−j (n)dn−j (m)pju,κ++2n−2j (m)
)
y−u
]
e(mz)
as pnu,κ+(0) = 0 for u < n. We can set the above result equal to (2), and setting the terms indexed
by m = 0 and y−u equal we get the equation
a0b0p
n
n,κ (0) = α0(n)c(0)pnn,κ+(0).
This gives α0(n) = (κ)n/(κ + )n.
For m = 1 we set the y−ue(z) terms equal and get
a0b1p
n
u,κ(0)+ a1b0pnu,κ(1) = α0(n)c(1)pnu,κ+(1)+
n−1∑
j=u
αn−j (n)dn−j (1)pju,κ++2n−2j (1)
(3)
and for m 2
∑
m1+m2=m
m2
am1bm2p
n
u,κ(m1) = α0(n)c(m)pnu,κ+(m)+
n−1∑
j=u
αn−j (n)dn−j (m)pju,κ++2n−2j (m).
The equations in (3) can be rewritten
⎛⎜⎜⎝
A0
A1
...
An
⎞⎟⎟⎠=
⎛⎜⎜⎜⎝
C00 C
1
0 · · · Cn0
0 C11 · · · Cn1
...
. . .
. . .
...
0 · · · 0 Cnn
⎞⎟⎟⎟⎠
⎛⎜⎜⎝
β0
β1
...
βn
⎞⎟⎟⎠
where Cju = pju,κ++2n−2j (1), Aj = a0b1(κ)nδn,j + a1b0
(
n
j
)
(κ + n − j)j and βj =
αn−j (n)dn−j (1).
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βj =
(
n∏
u=0
Cuu
)−1
det
⎛⎜⎜⎜⎜⎜⎜⎝
C00 C
1
0 · · · A0 · · · Cn−10 Cn0
0 C11 · · · A1 · · · Cn−11 Cn1
...
. . . · · · · · · ...
...
...
...
...
0 · · · 0 An · · · 0 Cnn
⎞⎟⎟⎟⎟⎟⎟⎠
=
(
n∏
u=0
Cuu
)−1 n∑
k=0
Ak det
(
Anj,k(κ + + 2n)
) (4)
where
Anj,k(x) =
⎛⎜⎜⎜⎜⎜⎜⎝
C00(x) C
1
0(x) · · · 0 · · · Cn−10 (x) Cn0 (x)
0 C11(x) · · ·
... · · · Cn−11 (x) Cn1 (x)
...
. . . 1
...
...
...
...
...
...
0 · · · · · · 0 · · · 0 Cnn(x)
⎞⎟⎟⎟⎟⎟⎟⎠ , C
s
r (x) =
(
s
r
)
(x − s − r)r
and the j th column consists of 0’s for all entries except with a 1 in the kth row. Note that we
write Csr = Csr (κ + + 2n).
Lemma 2. If j > k then det(Arj,k(x)) = 0. If j  k then
det
(
Anj,k(x)
)= (−1)j+k(kj)
(x − 2j)j (x − j − k − 1)k−j
×
n∏
u=0
u/∈[j,k]
(x − 2u)u
k−j∏
u=0
(x − 2j − 2u)u(x − 2j − u)j .
Proof. If j > k then it is easy to see that det(Anj,k(x)) = 0. Further, if j = k then the determinant
is just the product of the diagonal entries and the result holds. So assume j < k.
It follows that
det
(
Anj,k(x)
)= (−1)j+k j−1∏
u=0
Cuu(x)
× det
⎛⎜⎜⎜⎜⎜⎜⎝
C
j+1
j (x) C
j+2
j (x) · · · · · · Ckj (x)
C
j+1
j+1(x) C
j+2
j+1(x) · · · · · · Ckj+1(x)
0
. . .
...
...
. . .
. . .
...
k−1 k
⎞⎟⎟⎟⎟⎟⎟⎠ ·
n∏
u=k+1
Cuu(x).0 · · · 0 Ck−1(x) Ck−1(x)
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n
j,k(x) is a polynomial in x. The
determinant of the matrix consisting of the highest degree terms of each entry in Cnj,k(x) is
det
⎛⎜⎜⎜⎜⎜⎜⎜⎝
(
j+1
j
)
xj
(
j+2
j
)
xj · · · (k
j
)
xj(
j+1
j+1
)
xj+1
(
j+2
j+1
)
xj+1 · · · ( k
j+1
)
xj+1
0
(
j+2
j+2
)
xj+2 . . .
...
...
. . .
. . .
0 · · · 0 (k−1
k−1
)
xk−1
(
k
k−1
)
xk−1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= xk(k−1)/2−j (j−1)/2 det
⎛⎜⎜⎜⎜⎜⎜⎜⎝
(
j+1
j
) (
j+2
j
) · · · (k
j
)(
j+1
j+1
) (
j+2
j+1
) · · · ( k
j+1
)
0
(
j+2
j+2
) . . . ...
...
. . .
. . .
0 · · · 0 (k−1
k−1
) (
k
k−1
)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Setting D(k − j) to be the determinant on the right-hand side above, we perform induction on
k − j  1 to show that D(k − j) = (k
j
)
. It is trivial that D(1) = ( k
k−1
)
. So assume that D(m) =(
k
m
)
for m < k − j . Let d(ab) be the determinant of the (a, b)th minor of the above matrix.
That is, the determinant of the matrix obtained by removing the ath column and bth row. Let
d(a1b1, a2b2, . . . , ambm) be the determinant of the matrix obtained by taking successive minors,
so removing the a1, . . . , am columns and the b1, . . . , bm rows. Note that
d(12, . . . ,12︸ ︷︷ ︸
m
) =
(
j +m+ 1
j
)
d(12, . . . ,12︸ ︷︷ ︸
m
,11)− d(12, . . . ,12︸ ︷︷ ︸
m+1
),
d(12, . . . ,12︸ ︷︷ ︸
m
,11) = D(k − j − m − 1) and d(12, . . . ,12︸ ︷︷ ︸
k−j
) = 0. Using our induction hypothesis
we calculate
D(k − j) =
(
j + 1
j
)
d(11)− d(12)
=
(
j + 1
j
)
D(k − j − 1)−
(
j + 2
j
)
d(12,11)+ d(12,12).
Continuing in this way, it follows that we get
D(k − j) =
k−j∑
u=1
(−1)u+1
(
j + u
j
)
D(k − j − u)
=
k−j∑
(−1)u+1
(
j + u
j
)(
k
j + u
)u=1
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(
k
k − j
) k−j∑
u=1
(−1)u+1
(
k − j
u
)
=
(
k
k − j
)
=
(
k
j
)
.
Therefore the highest degree term of det(Cnj,k(x)) is
(
k
j
)
xk(k−1)/2−j (j−1)/2. So as a polynomial
in x, det(Cnj,k(x)) has k(k − 1)/2 − j (j − 1)/2 zeros, counting multiplicities.
Denote the uth column of Cnj,k(x) by cj+u(x), and note that the top entry of cj+u(x) is
C
j+u
j (x). It follows that any factor of C
j+u
j (x) occurs in C
j+u
j+u′(x) for 0  u′  u. Therefore,
occurring as factors of det(Cnj,k(x)) are
k−j∏
u=1
(x − j − u− 1)(x − j − u− 2) · · · (x − j − u− j) =
k−j∏
u1=1
j∏
u2=1
(x − j − u1 − u2)
=
k−j∏
u=1
(x − u− j)j .
This gives j (k − j) factors of det(Cnj,k(x)).
Let cr,k(x) denote the kth entry of cr(x). Then cr,k(x) = Crj+k+1(x) if j + k + 1  r and
cr,k(x) = 0 otherwise. We claim that for distinct column vectors cr(x), cs(x) with r, s ∈ {j +
1, . . . , } and r  s + 1, we have cr(r + s + 1) = cs(r + s + 1).
Suppose j + k > r . By definition we have
cs,k(r + s + 1) =
(
s
j + k + 1
)
(r + 1)
(r − (j + k + 1)) .
If j + k + 1 > s or s  j + k + 1 > r then this is 0 by the definition of Csj+k(x) and the claim
holds for j + k + 1 > r . So suppose j + k + 1 r . Then
cs,k(r + s + 1) =
(
s
j + k + 1
)
(r + 1)
(r − j − k)
= s!
(j + k + 1)!(s − j − k − 1)!
r!
(r − j − k − 1)!
=
(
r
j + k + 1
)
(s + 1)
(s − j − k) = cr,k(r + s + 1),
and this demonstrates the claim. So for any pair r, s ∈ {j + 1, . . . , k} we have cr(r + s +
1) = cs(r + s + 1), and this implies that x − (r + s + 1) is a factor of det(Cnj,k(x)). Thus∏
r,s∈{j+1,...,k}, r<s(x − (r + s + 1)) are factors of det(Cnj,k(x)).
As there are
(
k−j
2
)
such factors, and previously we determined j (k − j) other factors, then
this gives a total of
j (k − j)+
(
k − j)= k(k − 1) − j (j − 1)2 2 2
D. Lanphier / Journal of Number Theory 128 (2008) 2467–2487 2477factors. This accounts for all the zeros of det(Cnj,(x)). Since the coefficient of the highest degree
term is
(
k
j
)
it follows that we have
det
(
Cnj,k(x)
)= (k
j
) k−j∏
u1=1
j∏
u2=1
(x − j − u1 − u2)
∏
r,s∈{j+1,...,k}
r<s
(
x − (r + s + 1)).
We now claim that
∏
r,s∈{1,...,a}
r<s
(
x − (r + s + 1))= (x − a − 1)
(x − 1)
a∏
u=0
(x − u)
(x − 2u) .
For a = 2 both sides are easily x − 4, so assume this holds for a − 1. Then the induction hypoth-
esis is
∏
r,s∈{1,...,a−1}
r<s
(
x − (r + s + 1))= (x − a)
(x − 1)
a−1∏
u=0
(x − u)
(x − 2u)
and multiplying both sides by
∏
s=a
r∈{1,...,a−1}
(
x − (r + s + 1))= (x − a − 1)
(x − 2a)
gives the result. Thus we have∏
r,s∈{j+1,...,k}
r<s
(
x − (r + s + 1))= ∏
r−j,s−j∈{1,...,k−j}
r−j<s−j
x − 2j − ((r − j)+ (s − j)+ 1)
= (x − 2j − k + j − 1)
(x − 2j − 1)
k−j∏
u=0
(x − 2j − u)
(x − 2j − 2u) .
Therefore we get
det
(
Anj,k(x)
)= (−1)j+k n∏
u=0
u 
=[j,k]
(x − 2u)u det
(
Cnj,k(x)
)
= (−1)j+k
n∏
u=0
u/∈[j,k]
(x − 2u)u
(
k
j
)
×
k−j∏ j∏
(x − j − u1 − u2)
∏ (
x − (r + s + 1))
u1=1 u2=1 r,s∈{j+1,...,k}
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(
k
j
) n∏
u=0
u/∈[j,k]
(x − 2u)u
×
k−j∏
u=1
(x − 2j − u)j
(
x − 2j − (k − j)− 1)−1
k−j
k−j∏
u=0
(x − 2j − 2u)u
= (−1)
j+k(k
j
)
(x − 2j)j (x − j − k − 1)k−j
n∏
u=0
u/∈[j,k]
(x − 2u)u
×
k−j∏
u=0
(x − 2j − 2u)u(x − 2j − u)j .
This gives the lemma. 
From the definition of the βj ’s from (4) we have
βj =
(
n∏
u=0
Cuu
)−1 n∑
k=j
Ak det
(
Anj,k(κ + + 2n)
)
=
n∏
u=0
(κ + + 2n− 2u)−1u
(
a0b1(κ)n det
(
Anj,n(κ + + 2n)
)
+ a1b0
n∑
k=j
(
n
k
)
(κ + n− k)k det
(
Anj,k(κ + + 2n)
))
.
From Lemma 2 we can determine the first term of this expression as follows
n∏
u=0
(κ + + 2n− 2u)−1u det
(
Anj,n(κ + + 2n)
)
=
n∏
u=0
(κ + + 2n− 2u)−1u
(−1)n+j (n
j
)
(κ + + 2n− 2j)j (κ + + n− j − 1)n−j
×
n∏
u=0
u/∈[j,n]
(κ + + 2n− 2u)u ·
n−j∏
u=0
(κ + + 2n− 2j − 2u)u(κ + + 2n− 2j − u)j
= (−1)
n+j (n
j
)
(κ + + 2n− 2j)j (κ + + n− j − 1)n−j
×
n−j∏
(κ + + 2n− 2j − 2u)−1u+j (κ + + 2n− 2j − 2u)u(κ + + 2n− 2j − u)j
u=0
D. Lanphier / Journal of Number Theory 128 (2008) 2467–2487 2479= (−1)
n+j (n
j
)
(κ + + 2n− 2j)j (κ + + n− j − 1)n−j
as the terms in the product cancel. Similarly, we compute the second term as follows
n∏
u=0
(κ + + 2n− 2u)−1u
n∑
k=j
(
n
k
)
(κ + n− k)k det
(
Anj,k(κ + + 2n)
)
=
n∏
u=0
(κ + + 2n− 2u)−1u
×
n∑
k=j
(
n
k
)
(κ + n− k)k
(−1)j+k(k
j
)
(κ + + 2n− 2j)j (κ + + 2n− j − k − 1)k−j
×
n∏
u=0
u/∈[j,k]
(κ + + 2n− 2u)u
k−j∏
u=0
(κ + + 2n− 2j − 2u)u(κ + + 2n− 2j − u)j
=
n∑
k=j
(−1)j+k
(
n
k
)(
k
j
)
(κ + n− k)k
(κ + + 2n− 2j)j (κ + + 2n− j − k − 1)k−j
×
k−j∏
u=0
(κ + + 2n− 2u− 2j)−1u+j (κ + + 2n− 2j − 2u)u(κ + + 2n− 2j − u)j
=
n∑
k=j
(−1)j+k
(
n
k
)(
k
j
)
(κ + n− k)k
(κ + + 2n− 2j)j (κ + + 2n− j − k − 1)k−j
where we again used Lemma 2 and the terms in the product cancel. Rewriting this, we get
n∑
k=j
(−1)j+k
(
n
k
)(
k
j
)
(κ + n− k)k
(κ + + 2n− 2j)j (κ + + 2n− j − k − 1)k−j
=
(
n
j
)
(κ + n)(+ n− j)
(κ + + 2n− 2j)j(κ + + 2n− 2j − 1)
×
n−j∑
k=0
(−1)k
(
n− j
k
)(
κ + + 2(n− j)− 2 − k
κ + n− j − 1 − k
)
.
We now apply the following Vandermonde convolution identity, which is Eq. (5) on p. 8 of [15]
and can also be proved inductively,
m∑
(−1)k
(
m
k
)(
N − k
M − k
)
=
{(
N−m
M
)
if mN and M N −m,
0 otherwise.
(5)k=0
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and so (5) gives us(
n
j
)
(κ + n)(+ n− j)
(κ + + 2n− 2j)j(κ + + 2n− 2j − 1)
(
κ + + 2(n− j)− 2 − (n− j)
κ + n− j − 1
)
=
(
n
j
)
(κ + n− j)j ()n−j
(κ + + 2n− 2j)j (κ + + n− j − 1)n−j .
Putting the two terms together we can simplify and get
βj = a0b1
(
n
j
)
(κ)n
(−1)n+j
(κ + + 2n− 2j)j (κ + + n− j − 1)n−j
+ a1b0
(
n
j
)
(κ + n− j)j ()n−j
(κ + + 2n− 2j)j (κ + + n− j − 1)n−j
= (−1)
n−j (n
j
)(
κ+n−1
j
)(
κ++2n−2j−2
n−j
)(
κ++2n−j−1
j
)dn−j (1).
This gives the αn−j (n)’s and proves Theorem 1.
3. Applications to Rankin–Cohen brackets
We now give various applications of the identity from Theorem 1. First we demonstrate Corol-
lary 1, expressing Rankin–Cohen brackets in terms of Maass–Shimura operators.
Using Theorem 1 and induction it is easy to see that we can write
[f,g]n(z) =
n∑
j=0
γj (n)δ
(n−j)
κ++2j
(
δ(j)κ f (z)× g(z)
)
for some constants γj (n) = γj (n, κ, ) ∈ R. This gives us
[f,g]n(z) =
n∑
k=0
γk(n)δ
(n−k)
κ++2k
(
k∑
j=0
αj (k)δ
(k−j)
κ++2j [f,g]j (z)
)
=
n∑
k=0
k∑
j=0
γk(n)αj (k)δ
(n−j)
κ++2j [f,g]j (z)
=
n∑
j=0
(
n∑
k=j
γk(n)αj (k)
)
δ
(n−j)
κ++2j [f,g]j (z).
From the uniqueness of the expression above, this implies γn(n)αn(n) = 1 and
n∑
γk(n)αj (k) = 0
k=j
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γj (n) = (−1)j
(
κ + n− 1
n− j
)(
κ + + n+ j − 2
j
)
.
Clearly γn(n) = 1/αn(n) = (−1)n
(
κ++2n−2
n
)
holds, and so assume the result for γj (n) for j =
k + 1, . . . , n. As j < n this gives us
γj (n)αj (j) = −
n∑
k=j+1
γk(n)αj (k)
= −
n∑
k=j+1
(−1)k
(
κ + n− 1
n− k
)(
κ + + n+ k − 2
k
)
(−1)j (k
j
)(
κ+k−1
k−j
)(
κ++2j−2
j
)(
κ++k+j−1
k−j
)
= (−1)
j+1(κ + n− 1)!(κ + + j − 2)!(κ + + 2j − 1)
(κ + + n− 2)!(κ + j − 1)!(n− j)
×
n∑
k=j+1
(−1)k
(
n− j
n− k
)(
κ + + n− 2 + k
κ + + j − 1 + k
)
.
Letting r = n− k this becomes
(−1)n+j+1(κ + n− 1)!(κ + + j − 2)!(κ + + 2j − 1)
(κ + + n− 2)!(κ + j − 1)!(n− j)
×
n−j−1∑
r=0
(−1)r
(
n− j
r
)(
κ + + 2n− 2 − r
κ + + j + n− 1 − r
)
.
Now we can apply Eq. (5) and get
γj (n)αj (j) = (−1)
n+j+1(κ + n− 1)!(κ + + j − 2)!(κ + + 2j − 1)
(κ + + n− 2)!(κ + j − 1)!(n− j)
×
(
−(−1)n−j
(
κ + + 2n− 2 − (n− j)
κ + + n+ j − 1 − (n− j)
))
= (κ + n− 1)!(κ + + j − 2)!(κ + + n+ j − 2)!
(κ + + n− 2)(κ + j − 1)!(n− j)!(κ + + 2j − 2)! .
As αj (j) = (−1)j /
(
κ++2j−2
j
)
we have
γj (n) = (κ + n− 1)!(κ + + j − 2)!(κ + + n+ j − 2)!
(κ + + n− 2)(κ + j − 1)!(n− j)!(κ + + 2j − 2)! × (−1)
j
(
κ + + 2j − 2
j
)
= (−1)j
(
κ + n− 1)(κ + + n+ j − 2)
.
n− j j
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[f,g]n(z) =
n∑
j=0
(−1)j
(
κ + n− 1
n− j
)(
κ + + n+ j − 2
j
)
δ
(n−j)
κ++2j
(
δ(j)κ f (z)× g(z)
)
=
n∑
j=0
(−1)j
(
κ + n− 1
n− j
)(
κ + + n+ j − 2
j
) n∑
m=j
(
n− j
m− j
)
δ(m)κ f (z)× δ(n−m) g(z)
=
n∑
m=0
m∑
j=0
(−1)j
(
κ + n− 1
n− j
)(
κ + + n+ j − 2
j
)(
n− j
m− j
)
δ(m)κ f (z)× δ(n−m) g(z)
=
n∑
m=0
(κ + n− 1)!
(κ + + n− 2)!(n−m)!δ
(m)
κ f (z)× δ(n−m) g(z)
×
m∑
j=0
(−1)j (κ + + n+ j − 2)!
(κ + j − 1)!j !(m− j)!
=
n∑
m=0
(−1)m (κ + n− 1)!
(κ + + n− 2)!(n−m)!δ
(m)
κ f (z)× δ(n−m) g(z)
×
m∑
j=0
(−1)j
(
κ + + n+ j − 2
κ + j − 1
)(
m
j
)
.
Applying the same Vandermonde identity as before we obtain
n∑
m=0
(−1)m (κ + n− 1)!
(κ + + n− 2)!(n−m)!
(
κ + + n− 2
κ +m− 1
)
δ(m)κ f (z)× δ(n−m) g(z)
=
n∑
m=0
(−1)m
(
κ + n− 1
n−m
)(
+ n− 1
m
)
δ(m)κ f (z)× δ(n−m) g(z)
which gives Corollary 1.
As a consequence of Corollary 1 we can show that for appropriate modular forms, these
operators commute with Atkin–Lehner involutions. Let N,Q be positive integers so that Q | N
and (Q,N/Q) = 1. Let wQ =
(Qa b
Nc Qd
) ∈ GL2(Z) with a ≡ 1 (mod N/Q), b ≡ 1 (mod Q) and
det(wQ) = Q. Let
Γ1(N) =
{(
a b
c d
) ∣∣∣ c ≡ 0 (mod N), a ≡ d ≡ 1 (mod N)}
and let χN be a Dirichlet character with conductor N . Let Mκ(Γ1(N),χN) be the space of
modular forms on Γ1(N) with character χN . The Atkin–Lehner involution [1] acts on f (z) ∈
Mκ(Γ1(N),χQ · χN/Q) by
f |w (z) = det(wQ)κ/2(Ncz +Qd)−κf (wQz).Q
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involution commutes up to a constant with the Hecke operators associated to a positive integer
relatively prime to N . See [12], for example. With the same action the involution can act on nearly
holomorphic modular forms and so maps M˜κ(Γ1(N),χQ · χN/Q) → M˜κ(Γ1(N),χQ · χN/Q).
Thus we can consider the involution acting on (δ(n)κ f )(z).
Proposition 1. Let f (z) ∈Mκ(Γ1(N),χQ · χN/Q) and let g(z) ∈M(Γ1(N),χQ · χN/Q).
(i) (δ(n)κ f )|wQ(z) = δ(n)κ (f |wQ)(z),
(ii) [f,g]n|wQ(z) = [f |wQ,g|wQ ]n(z).
Proof. (i) For f (z) as above we have
(δκf )|wQ(z) = Q(κ+2)/2(Ncz +Qd)−κ−2
1
2πi
(
κ
2i Im(wQz)
+ ∂
∂(wQz)
)
f (wQz).
For z = x + iy we have Im(wQz) = yQ|Ncz+Qd|2 and
∂(wQz)
∂z
= Q
(Ncz+Qd)2 . This implies
(δκf )|wQ(z) = Q(κ+2)/2
(Ncz +Qd)−κ−2
2πi
(
κ
2iyQ
|Ncz +Qd|2 + (Ncz +Qd)
2
Q
∂
∂z
)
f (wQz)
= 1
2πi
κ
2iy
Qκ/2(Ncz +Qd)−κ−2|Ncz +Qd|2f (wQz)
+ 1
2πi
Qκ/2(Ncz +Qd)−κ ∂
∂z
f (wQz).
As (Ncz+Qd)−(Ncz+Qd)2iyNc = 1 then
(Ncz +Qd)2
2iy
− (Ncz +Qd)Nc = |Ncz +Qd|
2
2iy
.
Thus the above terms are
1
2πi
κ
2iy
Qκ/2(Ncz +Qd)−κf (wQz)− κ2πiQ
κ/2(Ncz +Qd)−κ−1Ncf (wQz)
+ 1
2πi
Qκ/2(Ncz +Qd)−κ ∂
∂z
f (wQz).
Now we have
δκ(f |wQ)(z) =
1
2πi
(
κ
2iy
+ ∂
∂z
)
Qκ/2(Ncz +Qd)−κf (wQz)
= 1
2πi
κ
2iy
Qκ/2(Ncz +Qd)−κf (wQz)
+ 1 Qκ/2(−κ)(Ncz +Qd)−κ−1Ncf (wQz)2πi
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2πi
Qκ/2(Ncz +Qd)−κ ∂
∂z
f (wQz)
and we see that this is equal to the expression for (δκf )|wQ(z).
Assume the result for δ(m)κ for m < n. As the operators are associative and δ(n)κ = δκ+2n−2 ◦
δ
(n−1)
κ we get(
δ(n)κ f
)∣∣
wQ
(z) = (δκ+2n−2(δ(n−1)κ f ))∣∣wQ(z) = δκ+2n−2((δ(n−1)κ f )∣∣wQ)(z)
= δκ+2n−2
(
δ(n−1)κ (f |wQ)
)
(z)
= δ(n)κ (f |wQ)(z).
(ii) This follows immediately from Corollary 1 and part (i). 
4. Applications to values of L-functions
In this section we compare the integral representation of D(s,f, g) in [16] (see also [14]) to
the identity in Theorem 1. For simplicity we restrict to level 1.
Consider the following Eisenstein series inMκ(SL2(Z)) with κ  4,
Eκ(z) = 1 − 2κB−1κ
∞∑
m=1
σκ−1(m)e(mz)
where σκ−1(m) =∑d|m dκ−1. Let f (z) =∑∞m=1 ame(mz) ∈ Sκ(SL2(Z)) and denote by f c(z)
the function obtained from f (z) by taking complex conjugation of the Fourier coefficients. Let
g(z) =∑∞m=0 bme(mz) ∈M(SL2(Z)). By Theorem 2 of [16] we have
〈
δ
(n)
κ−−2nEκ−−2n × g,f c
〉= (κ − 1 − n)(κ − − n)
(κ − − 2n)
(−1)nπ−κ+1
22κ−2
D(κ − 1 − n,f,g)
where D(s,f, g) =∑∞m=1 ambmm−s . This implies
δ
(n)
κ−−2nEκ−−2n(z)× g(z)
= (κ − 1 − n)(κ − − n)
(κ − − 2n)
(−1)nπ−κ+1
22κ−2
∑
f (z)∈Bκ
D(κ − 1 − n,f,g)
〈f,f 〉 f (z)+Φ(z)
where 〈Φ,f 〉 = 0 for all f (z) ∈ Sκ (SL2(Z)). From Theorem 1 we have
δ
(n)
κ−−2nEκ−−2n(z)× g(z) =
(−1)n(
κ−2
n
) [Eκ−−2n, g]n(z)+Ψ (z)
where 〈Ψ,f 〉 = 0 for all f (z) ∈ Sκ(SL2(Z)). It follows that for n > 0 or g(z) a cuspform we
have the identity
[Eκ−−2n, g]n(z) = π
−κ+1(κ − − n)(κ − 1)
22κ−2n!(κ − − 2n)
∑ D(κ − 1 − n,f,g)
〈f,f 〉 f (z).
f (z)∈Bκ
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identity we immediately get
∑
f (z)∈Bκ
D(κ − 1 − n,f,g)
〈f,f 〉 =
22κ−2πκ−1
(κ − 1) .
For f (z) ∈ Sκ(SL2(Z)) and g(z) ∈ S(SL2(Z)) both eigenforms we have L(s,f ⊗ g) = ζ(2s +
2 − κ − )D(s, f, g) where ζ(s) is the Riemann zeta function. Therefore we get
∑
f (z)∈Bκ
L(κ − 1 − n,f ⊗ g)
〈f,f 〉 =
ζ(κ − − 2n)22κ−2πκ−1
(κ − 1) .
The well-known values ζ(n) = −(−1)n/22n−1Bnπn/n! for positive even integers n give Corol-
lary 2.
If g(z) = E(z) then ζ(2s + 2 − κ − )D(s, f, g) = L(s,f )L(s − + 1, f ) and for n > 0 the
above computations imply
[Eκ−−2n,E]n(z) = π
−κ+1(κ − − n)(κ − 1)
22κ−2n!(κ − − 2n)ζ(κ − − 2n)
×
∑
f (z)∈Bκ
L(κ − 1 − n,f )L(κ − − n,f )
〈f,f 〉 f (z).
Setting the Fourier coefficients of e(z) of both sides equal gives
−
(
κ − − n− 1
n
)
2B−1 − (−1)n
(
n+ − 1
n
)
2(κ − − 2n)B−1κ−−2n
= π
−κ+1(κ − − n)(κ − 1)
22κ−2n!(κ − − 2n)ζ(κ − − 2n)
∑
f (z)∈Bκ
L(κ − 1 − n,f )L(κ − − n,f )
〈f,f 〉 .
As above, the values of ζ(s) give Corollary 3 for the n > 0 case. If n = 0 then we have
Eκ−(z)×E(z) = Eκ(z)+ π
−κ+1(κ − 1)
22κ−2ζ(κ − )
∑
f (z)∈Bκ
L(κ − 1, f )L(κ − ,f )
〈f,f 〉 f (z)
so setting the Fourier coefficients of e(z) equal here we get
−2B−1 − 2(κ − )B−1κ− = −2κB−1κ +
π−κ+1(κ − 1)
22κ−2ζ(κ − )
∑
f (z)∈Bκ
L(κ − 1, f )L(κ − ,f )
〈f,f 〉 .
The values of ζ(s) give Corollary 3.
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In this section we give a couple of examples to show how Theorem 1 can be applied to obtain
some new and some known identities of Fourier coefficients of modular forms. First note that the
mth Fourier coefficient of the holomorphic projection of δ(n)κ Eκ(z)×E(z) is
−2κB−1κ σκ−1(m)mn + 4κB−1κ B−1
∑
m1+m2=m
m1,m2>0
σκ−1(m1)mn1σ−1(m2).
From Theorem 1 we have
δ
(2)
4 E4(z)×E4(z) =
5
18
δ
(2)
8 [E4,E4]0(z)−
1
8
δ
(1)
10 [E4,E4]1(z)+
1
45
[E4,E4]2(z)
which simplifies to
δ
(2)
4 E4(z)×E4(z) =
5
18
δ
(2)
8 E8(z)+
320
3
Δ12(z).
The mth Fourier coefficients of the holomorphic part of both sides of the above equation then
give the known identity
τ12(m) = −54σ7(m)m
2 + 9
4
σ3(m)m
2 + 540
∑
m1+m2=m
m1,m2>0
σ3(m1)m
2
1σ3(m2).
In a similar way Theorem 1 gives us
δ
(4)
4 E4(z)×E6(z) =
(7
4
)(13
4
)δ(4)10 [E4,E6]0(z)− 4
(7
3
)
10
(14
3
)δ(3)12 [E4,E6]1(z)+
(4
2
)(7
2
)(12
2
)(15
2
)δ(2)14 [E4,E6]2(z)
−
(4
3
)
7(14
3
)
16
δ
(1)
16 [E4,E6]3(z)+
1(16
4
) [E4,E6]4(z)
which simplifies to
δ
(4)
4 E4(z)×E6(z) =
7
13 · 11δ
(4)
10 E10(z)+
1728
13
δ
(3)
12 Δ12(z)+
1470
13
δ
(1)
16 Δ16(z)+
90
13
Δ18(z).
As above, determining the mth Fourier coefficients of the holomorphic parts of both sides give
the new identity
15
13
τ18(m)+ 24513 τ16(m)m+
288
13
τ12(m)m
3
= 28
13
σ9(m)m
4 + 40σ3(m)m4 − 20160
∑
m1+m2=m
m1,m2>0
σ3(m1)m
4
1σ5(m2).
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