Data-driven surrogate models are widely used for applications such as design optimization and uncertainty quantification, where repeated evaluations of an expensive simulator are required. For most partial differential equation (PDE) simulators, the outputs of interest are often spatial or spatial-temporal fields, leading to very high-dimensional outputs. Despite the success of existing data-driven surrogates for high-dimensional outputs, most methods require a significant number of samples to cover the response surface in order to achieve a reasonable degree of accuracy. This demand makes the idea of surrogate models less attractive considering the high computational cost to generate the data. To address this issue, we exploit the multi-fidelity nature of a PDE simulator and introduce deep coregionalization, a Bayesian non-parametric autoregressive framework for efficient emulation of spatial-temporal fields. To effectively extract the output correlations in the context of multi-fidelity data, we develop a novel dimension reduction technique, residual principal component analysis. Our model can simultaneously capture the rich output correlations and the fidelity correlations and make high-fidelity predictions with only a few expensive, high-fidelity simulation samples.
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Introduction
Applications such as uncertainty quantification, design optimization, and inverse parameter estimation demand repeated simulations of partial differential equations (PDEs) in an input parameter space [1, 2] . Due to the high computational cost of a simulation, a data-driven surrogate model, also known as an emulator, is often employed in place of the simulator [3, 4] . In practice, simulations of PDEs generally produce large spatial or spatial-temporal fields (e.g., velocity, temperature, or electric fields). Due to the large size, modeling the field results directly poses a huge challenge in terms of model capacity and scalability for the surrogate model [5, 6, 7] .
Gaussian process (GP) modeling is one of the most commonly used data-driven surrogates due to its capability to (1) quantify model uncertainty, (2) adopt prior knowledge, and (3) avoid overfitting for small datasets [3, 8, 9, 10, 11, 12] . Unfortunately, GPs do not naturally extend to multiple output scenarios, especially the high-dimensional simulator spatial-temporal fields. Modeling the high-dimensional outputs entails efficiently learning the output correlations. A naive approach is to simply treat the output indexes (indicating the output value at a particular location of the spatial-temporal domain) as additional input parameters [13] . This approach is infeasible for highdimensional outputs since the computational complexity for a general GP is O(
where N is the number of training samples and d is the output dimensionality [14] . If we assume a separable structure between the input correlations and the output correlations, the high computational issues could be efficiently circumvented. Such a relaxation gives rise to the linear model of coregionalization (LMC), the classical framework for multi-output regression [15, 16] . LMC linearly combines base functions with latent processes to model the high-dimensional output. Many modern multi-output GP models can be considered special instances or variants of LMC [17, 18, 19, 20] . Conti and O'Hagan [21] proposed a simplified LMC model, namely, the intrinsic coregionalization model (ICM) [22] , which assumes a single latent process with a correlation matrix to govern the output correlations. To enhance the flexibility of ICM, Higdon et al. [5] found a set of bases from singular value decomposition (SVD) on the training outputs to encode the complicated spatial-temporal correlations for PDE simulation problems. This approach is further extended by using nonlinear dimension reduction techniques, such as Kernel PCA [7] and Isomap [6] for nonlinear correlations. Recent developments of GP further introduce latent coordinate features and tensor algebra to improve the model flexibility and scalability [20, 23] . Other methods that relax the separable assumption include process convolution [24, 25, 26, 27] and deep learning hybrid GPs [28, 29] . These methods, however, either are non-scalable to very highdimensional outputs or require massive tuning. They are thus not suitable for emulations of spatial-temporal simulator fields.
Despite the success of LMC-based methods for emulations of spatial-temporal fields, in order to achieve a reasonable degree of accuracy, they require a large number of samples (corresponding to different inputs) that adequately cover the response surface. We will further show that the LMC model expressiveness is indeed limited by the number of training samples. As the number of required training samples grows drastically for a highly non-linear response surface, the idea of data-driven surrogate modeling becomes less practical.
From the data-driven surrogate perspective, an efficient way to relax the high demand of training data is to inject prior knowledge of the PDE models into surrogate models, e.g., physical informed neural networks [30] , conservation kernels [31] , and hybrid physics-based data-driven surrogates [32] . Despite their success, these approaches cannot generalize effectively to the emulation of spatial-temporal fields. Neural networks based method require massive model tunning and are prone to overfitting; conservation kernels only apply to specific types of PDEs; hybrid physics methods require modification of original simulation codes as an intrusive method. Another more common solution for the emulation is to take the advantage of the multi-fidelity nature of a simulator [33, 34, 35, 36] and fuse information from different fidelities. More specifically, when generating training data for the data-driven surrogate models, we can easily reduce the computational cost by using a low-fidelity simulator (e.g., a simulator with a sparse discretization mesh) at the price of getting less accurate samples.
The low-fidelity samples, despite being noisy and biased, normally show a strong correlation with the high-fidelity samples. Thus, the low-fidelity samples can be used in numerous ways to accelerate many science and engineering processes [33] In this paper, we focus on how to harness the fidelity correlations such that we can approximate the simulator with many affordable low-fidelity samples and transfer the knowledge to predict highly accurate results without full reliance on expensive high-fidelity data. To this end, we propose deep coregionalization, an efficient data-driven surrogate for emulations of very high-dimensional spatial-temporal fields. Our model simultaneously captures the correlation in the spatial-temporal fields and the correlations between different fidelity observations to provide accurate high-fidelity predictions. Our contributions are as follows:
• We prove that under a mild assumption of the kernel structure, the propagation of fidelity knowledge of spatial-temporal fields could be done efficiently though a univariate GP autoregressive model of latent processes.
• To improve the model capacity for complex problems, we introduce deep coregionalization, which generalizes the GP auto-regressive model for spatial-temporal fields by integrating into the classic linear model of coregionalization (LMC).
• To efficiently capture the output correlations of different fidelities without introducing an over-complicated model with excessive parameters, we propose residual principal component analysis (ResPCA), a dimension reduction technique that can effectively encode the rich correlations of high-dimensional fields, efficiently preserve a compact representation for multi-fidelity fields, and easily scale to high-dimensional field outputs (e.g., 1 million).
• We validate the proposed method on three canonical PDEs (Poisson's equation, Burger's equation, and the heat equation) and a fluid dynamics problem. The results show a significant improvement not only on reducing the simulation budget (for generating the training data) but also on improving the predictive accuracy for the high-fidelity results, compared with models based on single fidelity data.
The rest of this paper is organized as follows: Section 2 makes clear the problem of the emulation of spatial-temporal fields . Section 3 discusses the background, including univariate GP, LMC, and GP autoregression for emulation problems. It then combines the LMC and the GP autoregression to derive the proposed deep coregionalization model. After some discussions on the model training, ResPCA algorithm is introduced to extract compact representations of the multi-fidelity data. Section 4 demonstrates the superiority of the proposed method compared with the state-ofthe-art high-dimensional GP emulators on three canonical PDEs-Poisson's equation, Burger's equation, and the heat equation-and a fluid dynamics problem, the lid-driven cavity. Section 5 concludes this paper with discussions on deep coregionalization's connections to the existing models and further improvements.
Statement of the Problem
Consider a parameterized nonlinear system of steady-state or transient PDEs of arbitrary order for dependent variables (scalar fields) u(x, s, t), where x ∈ R l is a vector that parameterizes the PDEs, s is the spatial index, and t denote the temporal index. The PDEs can be fully nonlinear and parameterized in an arbitrary fashion (including the initial and boundary conditions); they are also assumed to be well-posed (i.e., solutions always exist and are unique) for the range of values of x considered.
The quantity of interest is the function u(x, s, t) in the given range of x. Direct approximation of this function is difficult due to the amount of samples we need to cover the response surface for such a high-dimensional space [5] . Instead, we can record values at specified (fixed) spatial locations, s i , i = 1, . . . , d s , and temporal locations, t i , i = 1, . . . , d t . For different input parameters x i ∈ R l , the outputs of the simulator are represented as vectors: y
Here, we use the superscript (F ) to denote that the resulting vector is from an accurate, high-fidelity simulation. The value at different spatial-temporal locations can be achieved easily through interpolation provided that the spatial-temporal fixed points are dense enough; interpolation in this case comes with ignorable extra computational effort [5] . With the preceding process, the simulation is now treated as a mapping from R l to R d , where d is extremely large. The goal of a data-driven surrogate is to approximate the mapping given training set
Provided that we have adequate number of samples to cover the response surface, we can approximate the mapping accurately.
As discussed in the introduction, we intend to avoid relying on only high-fidelity data. The low-fidelity data can be cheaply obtained by reducing the fidelity setting (e.g., the number of nodes of a discretization mesh and the order of basis functions of the finite element method) of a simulator. In general, we can run a simulation at different fidelity settings to obtain a multi-fidelity dataset
for the corresponding inputs. We use f = F to denote the highest fidelity and f = 1 the lowest. Following the common setting for multi-fidelity data in [35, 36] , we also require that the training inputs of fidelity f is a subset of the previous fidelity f − 1, .i.e,
. For convenience, we introduce the index notation e to extract rows form a standard matrix such that X (f ) = X e f ,: , where e f indicates the subset indexes for fidelity data f and X contains all candidates. Our goal of surrogate model becomes: given multi-fidelity data
, how do we efficiently approximate the mapping between x and y (F ) .
Model Formulation

Univariate Gaussian Process
We first review the GP regression for learning a univariate function using a high-
The quantity of interest is assumed univariate, i.e., d = 1. We use y Here m = [m(x 1 ), . . . , m(x n )] ⊤ is the mean function that is usually set to 0 after centering Y (F ) , and τ is the inverse noise variance, which accounts for model inadequacies and numerical error [13, 37] . K is the covariance
is a kernel function for the corresponding inputs. Choosing the right kernel function for a specific application is nontrivial. When there is no prior knowledge to guide the choice, the automatic relevance deterrence (ARD) kernel [37] ,
is often utilized. The ARD kernel can freely capture the individual influence of each input parameter on the output results. The hyperparameters {τ, θ 0 , . . . , θ l } can be estimated by maximizing the marginal likelihood of the GP regression,
The main computational cost is the inversion of K, which is O(N 3 ) and O(N 2 ) for time and space complexity, respectively. Given a new input x * , we can derive its posterior using a conditional Gaussian distribution,
where, k * = [k(x * , x 1 ), . . . , k(x * , x NF )] ⊤ is the vector of covariance between x * and X.
Linear Model of Coregionalization
In order to model the high-dimensional output correlations within limited computational resources, the linear model of coregionalization [15] assumes a separable decomposition structure,
In this formulation,
RF (x)] T is the collection of corresponding latent processes, i.e., GPs. It is assumed that the latent processes are independent (i.e., Cov(z
r ′ (x ′ )) = 0 for r = r ′ ) and the bases are orthogonal (B (F ) T B (F ) = I). The LMC model essentially assumes several independent latent processes to fully characterize the data variability. The model has been shown particularly effective for the emulations of fields problems [5] . The formulation implicitly places the following GP prior:
Given the high-fidelity observations {X, Y (F ) }, we can derive the posterior
where k r * = [k r (x * , x 1 ), . . . , k r (x * , x NF )] ⊤ is the vector of covariance between x * and X. We can see that flexibility of the posterior of y (F ) * is heavily determined by the size of K r , which is the number of high-fidelity samples N f .
Deep Gaussian Process Autoregression
Before we move to our model, we make a brief review of deep GP auto-regression, which is used later to derive our model. Let us consider the multi-fidelity, univariate
N f ] T is a collection of samples at fidelity f . The general auto-regressive formulation for multi-fidelity data is
where g (f ) (y (f −1) (x)) is an arbitrary function that maps the low-fidelity results to the high-fidelity ones and ǫ (f ) captures the model inadequacies and numerical errors. If we assume a simple linear form for the mapping, i.e.,
we recover the classic auto-regressive model [34] . This method is further improved by Le Gratiet [38] , who used a deterministic parametric form of g (f ) and an efficient numerical scheme to reduce the computational cost. Despite successfully dealing with some demonstrated problems, this parametric approach does not generalize well due to the difficulty of model selection and the demand for large training datasets [35] . To resolve this issue, a Bayesian non-parametric treatment can be implemented by placing a GP prior over the function g (f ) . This is also known as the deep GP [39] . Although being capable of modeling complex problem, deep GP is infamous for its intractability. It requires computationally expensive variational approximation for model training and thus quickly becomes infeasible for multi-fidelity simulation problems. Perdikaris et al. [35] put forward a GP-based nonlinear autoregressive scheme with an additive structure,
where the error term is absorbed into g (f ) (x), and y
. This formulation specifies that y (f ) (x) is a GP given the previous fidelity observations and the model inputs. To better reflect the autoregressive nature, Perdikaris et al. [35] suggested a covariance function that decomposes as
where k (f )
x and k This method requires estimation of (l + 3) hyperparameters with an ARD kernel for each fidelity model.
Deep Coregionalization
Despite being much more efficient than single-fidelity models, the GP autoregres- Cov y
Where k
is an arbitrary valid kernel function encoding the output correlation between i-th output y 
where
is a base vector corresponding to the sum of eigenvectors times square roots of eigenvalues of kernel matrix K d , where
We leave the proof in Appendix ?? for the sake of clarity. The advantage of Eq. (11) is that the number of (unknown) hyperparameters we need to consider reduces from d(d + 1)/2 to d for f = 1, · · · , F . Substituting Eq. (11) into Eq. (10), we have
Cov y
and most practical kernels, e.g., the ARD kernel, requires more than d hyperparameters to be opti-
lives. This particular structure allows us to find a compact representation of the kernel function k
which is also a stationary kernel absorbing the base vector b (f −1) . Lemma 2, whose proof is given in Appendix ??, suggests that the model complexity can be significantly reduced by absorbing the base vector b (f ) into the kernel function.
This simplification makes modeling of very high-dimensional fields feasible. Applying this conclusion to Eq. (12) gives a compact representation for the full kernel function:
wherek
is a composite kernel of k (f )
x and k 
whereẑ
Recursively using Eq. (14) and Lemma 2 for f = 1, · · · , F , we can see clearly that the lower-fidelity knowledge propagates to the higher-fidelity model only through the univariate latent processẑ 4) and (5), we immediately note that Lemma 1 corresponds to a special case of LMC, where only one latent process and one base vector composed via eigen analysis of a simple output correlation matrix is considered. As suggested in Higdon et al. [5] , a complicated stochastic process, even a non-separable one, can be well approximated using a sum of simple latent processes. Thus, we place a prior of GP sum for the spatial-temporal field of each fidelity,
where R f is the number of latent processes, {b Cov y
where k 
whereĝ (f ) is the composite function absorbing B (f ) and B (f −1) into the multivariate mapping g (f ) . 
We provide the proof in Appendix ??. With this conclusion, we can see that the high-fidelity field depends only on the latent process of its previous fidelity and the inputs once the bases are found. The output correlations are captured independently for each fidelity, whereas the fidelity correlations are propagated through independent univariate GPs. We thus call the model deep coregionalization. The joint likelihood given the multi-fidelity data is
where z
f r I is the covariance matrix with the noise term for r-th latent process of f-fidelity observations, and
is the covariance matrix for the latent processĝ 
Residual Principal Component Analysis
The challenge for deep coregionalization is the optimization of the bases B (f ) and the low-rank R f for each fidelity. If we set R f = 1 for each fidelity data, we recover the intrinsic coregionalization model (ICM) [40] where an efficient Kronecker structure could be utilized to speed up the computation. However, the model capacity can be quite limited due to the oversimplified latent process. A larger R f enables us to model outputs with different characteristics [41] with the cost of more hyperparameters to infer. The output correlation can be indirectly modeled using a full-rank or low-rank Cholesky decomposition to allow flexible output correlations [27] . The number of parameters to infer for the aforementioned methods is proportional to d × R f , resulting into a impractical approach for high-dimensional outputs. Since the simulation outputs are always complete and can be efficiently represented via principal components [42] , Higdon et al. [5] suggested using the principal components as the bases. More specifically, after standardizing the data, singular value decomposition (SVD) is applied to Y (f ) , and the first R f left singular vectors are then used as the bases B (f ) . Another benefit of this approach is a heuristic method to choose the number of bases by choosing R f such that at least 90% of the variance of the output is covered by the bases. It is reported that the components that explain minor trend of the variation do not add to the predictive ability of the GP model [5] .
This approach works well for many single-fidelity applications [5, 20] , but a direct implementation to our model here is inappropriate. First, the principal components (the bases) are essentially based on the empirical covariance matrix given data Y (f ) . Since we can afford to have only a limited number of high-fidelity samples, the empirical covariance matrix is a very rough approximation to the real one, and the resulting principal components are consequently inaccurate. Second, even provided that we are always given enough samples to explore the output correlation at each fidelity, direct implementation of Higdon et al. [5] is of low efficiency. According to our experiments, when directly implementing SVD, the dominant components and their corresponding coefficients for each fidelity are always similar. The similarity implies that a using a complicated nonlinear model, e.g., GP, to propagate such a simple correlation in a deep structure is of low efficiency and may lead to inferior model accuracy. Instead, we can limit the information passing down the model and only model the updated (added) information. Specifically, we specify
In this formulation, each fidelity layer learns the residual (additional) information compared with the previous fidelity layer rather than the whole output information, and thus we call this a residual deep structure similar to the work of He et al. [43] . Except for efficiency, another advantages of this approach is that the predictive posterior for high-fidelity results naturally decompose into an additive structure. The additive structure can help us identify the main sources of uncertainty and adjust our model at each fidelity accordingly to reduce model uncertainty and improve model accuracy.
Inspired by the practical approach of [5] to extract the bases, we introduce the residual principal component analysis (ResPCA) for our model. The method is a modification of PCA applied to the residual information instead of the original data. We use SVD, which is more numerical stable than direct eigendecomposition on the empirical covariance matrix, to extract the eigenvectors. The detailed steps of this method are presented in Algorithm 1. We can now substitute the projections of residual information Z (f ) into Eq. 18 for model training.
Algorithm 1 ResPCA
Input: multi-fidelity multivariate data
4:
Achieve residual base,
Prediction and Uncertainty Propagation
Due to the intractability of a deep GP structure, except for the latent posterior z (1) (x) corresponding to the lowest fidelity y (1) (x), the predictive latent posterior for each fidelity is
This integral is intractable and the posterior is no longer a Gaussian, but we can approximate it numerically using sampling-based methods. We can further reduce the complexity due to the independent assumption of the LMC; Eq. (20) naturally decomposes as
We can now easily implement a Monte Carlo sampling method to calculate the latent process posteriors. Another way to solve the intractable integral is to apply a Gaussian approximation of each latent posterior as in Perdikaris et al. [35] and Girard et al. [44] . Once we obtain the approximated posterior, the first two order statistic admits a tractable solution due to the summation structure. Given the posterior of the latent processes z (f ) (x) and the bases B (f ) , the mean and variance of the finest fidelity field y (F ) (x) can be calculated as
where Var[z (f ) (x)] is the diagonal covariance matrix of the fidelity-f latent posterior,
. This covariance matrix does not have an analytical form and can be calculated empirically using sampling methods.
Implementation and Model Complexity
Before we describe our experiments, we review our model and the its implementation details for the emulation of spatial-temporal fields. 1). To build a surrogate model, We need to firstly collect different fidelity data from a simulator at design inputs X. To better explore the response surface, we use a Sobol sequence [45] to generate the design points. For fidelity-f , we choose the first N f design points of X to generate the corresponding outputs Y (f ) . The computational cost at this stage depends on the simulator and the fidelity setting. 2). We then apply Algorithm 1 to get the residual bases {B (f ) } F f =1 and corresponding projections {Z (f ) } F f =1 . The computational cost for fidelity-f data is O(min(N 2 f d, N f d 2 )) using SVD. For the choice of low-rank R f , we can set a variance ratio as in Higdon et al. [5] . Specifically, the minimum number of bases to capture the variance ratio (calculated by the eigenvalues of the covariance matrix) is used. 3). We maximize the joint likelihood function of Eq. (18) w.r.t. the hyperparameters using gradient-based optimization method, e.g., L- 
BFGS-B. This optimization consists of
Experiments
In this section, we first examine our model with three canonical PDEs and compare it with other methods in terms of model capacity and accuracy. We then apply our model to a fluid dynamic problem to demonstrate the advantages of our model in more complicated real-world applications.
Competing methods. We compared deep coregionalization (DC) with four low-rank GP models for emulations of spatial-temporal fields: (1) PCA-GP [5] , the popular LMC-based GP model for high-dimensional simulation data via principal component analysis (PCA), (2) IsoMap-GP [6] , an extension of PCA-GP based on IsoMap [48] , a classic nonlinear dimension reduction method, (3) KPCA-GP [7] , another extension of PCA-GP based on implicit nonlinear bases through kernel PCA [49] , and (4) HOGP [20] , a very recent approach that tensorizes the outputs and introduces latent coordinate features (in tensor space) to model the output correlations. Evaluation. We varied the number of bases and the number of training samples to compare the performance of each method. The performance was measured using the rootmean-square error (RMSE), defined as RM SE = i,j (ŷ ij − y ij ) 2 /N d, where hereŷ ij is the j-th dimension of predictionŷ i , y i is the ground truth, and i = 1, . . . , N is the index of the total N test points. We also used the mean absolute error (MAE) field, defined as i (|ŷ i − y i |)/N , to demonstrate the local error. Data was normalized beforehand to provide a fair comparison between all competing methods.
Modeling Fundamental PDEs
We consider three canonical PDEs: Poisson's equation, the heat equations, and Burger's equation. These PDEs play important roles in scientific and engineering applications [50, 51, 52] . They provide some common scenarios in simulations, such as highdimensional spatial-temporal field outputs, nonlinearities, and discontinuities, and are often used as benchmark problems for surrogate models [53, 54, 55, 56] . For our ex- (ranging from 0 to 1), the flux rate of the right boundary at x = 1 (ranging from -1 to 0), and the thermal conductivity (ranging from 0.01 to 0.1); it was solved using finite difference in space and backward Euler in time.
Simulation and data generation. The number of node/steps used in the solver determines the data fidelity: the more nodes/steps in the solver, the higher the fidelity of the results. For each PDE, we first generated 256 design inputs using Sobol sequence [45] and 128 test inputs using uniform sampling. For each input, three fidelity field outputs are generated by running the simulation with three meshes, i.e., 16 × 16, 32 × 32, and 64 × 64 regular rectangular meshes. The simulation results are recorded using a 100 × 100 spatial-temporal (or just spatial) grid. Since random shuffling can invalidate the Sobol sequence for a better response surface coverage, we did not test each method using cross-validation.
We first conducted a two-fidelity test. We provided each model with 256 fidelity- Predicting the fidelity-2 can be easy considering how simple the fidelity-2 simulations are. Thus, we extend the experiment to include three fidelities and to predict the 128 fidelity-3 fields. Since it is difficult to show all the combinations of different training number settings for three fidelities, we introduced the fidelity ratio, defined by the ratio of training points at different fidelities. We can change the fidelity ratio freely here to explore the influence of the training setting to the model performance. In practice, this fidelity ratio should be adjusted to reflect the ratio of simulation costs to maximize the efficiency. The RMSEs of fidelity ratios of 4 : 2 : 1 and 16 : 4 : 1 are shown in Figs. 3 and 4 
Applications to Real Simulation Problems
Next, we applied deep coregionalization in a more difficult and large-scale physical simulation problem of fluid dynamics. Specifically, we emulated the spatial-temporal pressure field generated in a square 2-d cavity [0, 1] × [0, 1] filled with liquid water that is driven by the top boundary representing a sliding lid. The problem is governed by the incompressible dimensionless Navier-Stokes equations [57] :
where u = (u 1 , u 2 ) T is the liquid velocity, p is the liquid pressure and Re is the Reynolds number. The Navier-Stokes (NS) equation is known computationally challenging and has been a frequent benchmark problem for surrogate models [35, 7] . We first conducted the similar two-and three-fidelity experiments as before to examine the model capacities. The two-fidelity test was done with fixed 256 fidelity-1 samples; the resulting RMSEs are shown in Fig. 6 . Results of the three-fidelity test with a fidelity ratio of 16 : 4 : 1 are shown in Fig. 7 . It is obvious that deep coregionalization outperforms others methods in most cases except for the second case in Fig. 7 with 256 fidelity-1 samples. achieve performance that other methods cannot beat even with about five times more simulation cost. Note that fidelity ratio has only small influence at low simulation cost in terms of model accuracy. PCA-GP is overall a stable method, but it requires many expensive high fidelity data to slowly improve. ISOMAP-GP and KPCA-GP do not perform well even compared with PCA-GP. According to Xing et al. [6, 7] , these two methods have a slow improvement after the low-rank exceeds a certain value, which is clearly the case here as we are preserving 99% of output variance. Another interesting discovery is that deep coregionalization does not just converge quicker but also converges to a much lower error bound. According to Perdikaris et al. [35] , due to the Markov properties, the high-fidelity predictions can benefit from the low-fidelity predictions only with the same input. When using 256 samples for all fidelities, we should see no improvement compared to directly using an LMC on 256 fidelity-5 samples,
i.e., the PCA-GP-F5. We believe this is due to the residual additive structure, which not only learns correlations between fidelities but also improves model capacity via the deep structure. The MAE as a function of time at the cost of around 0.7 hour is shown in Fig. 9 . KPCA-GP-F5 and ISOMAP-GP-F5's error accumulates as time increased and propagates from the top (the driven lid) to the bottom. PCA-GP-F5 shows much better performance in reducing the error; the error is significant at the beginning first second as due to the drastic changing of the pressure field. In contrast, deep coregionalization show more than an order of magnitude lower error compared to PCA-GP-F5 before t = 4s, after which the error increases possibly due to the lack of high-fidelity samples to capture the evolving dynamics. 
Discussion and Conclusion
We have presented a novel framework for efficient emulations of spatial-temporal fields of an expensive simulator by utilizing its multi-fidelity setting. Our model can be seen as a fundamental generalization of the classic autoregressive model for highdimensional problems based on the general assumption of LMC. To focus on the model framework itself, our implementation is based on a simple yet successful two-stage method [5] . Nevertheless, deep coregionalization is also a natural extension of LMC for multi-fidelity data; thus, it is readily implemented with the state-of-the-art methods based on LMC. For instance, joint learning of the bases can be implemented as suggested in Goovaerts et al. [40] , Bonilla et al. [27] , and Alvarez et al. [41] to potentially improve the model performance. Tensor decomposition can be applied to the high-dimensional outputs to improve the model scalability when conducting a joint learning [20] . To improve model flexibility, the bases can be assumed functions of the inputs x [29] . The process convolution [24, 25] can be implemented for non-stationary output correlations. Manifold learning [6, 7] can be used to derive implicit bases to capture the nonliner output correlations. Sparse GPs can be implemented for the latent process to reduce computational cost when dealing with large datesets [47, 59] .
The other contributions of this work include the proposed ResPCA algorithm, which presents a new dimension reduction treatment for multi-fidelity data based on an addictive structure across different fidelity. This method can be potentially used for efficient base extractions for applications such as reduced order models [55, 60, 61] and sensitivity analysis [62, 63] when multi-fidelity data is available.
The proposed method, deep coregionalization, consistently shows superior performance compared to the state-of-the-art GP based high-dimensional emulators. Considering the extremely high computational cost for high-fidelity simulations in real-life applications, we believe the proposed method should serve as a baseline for emulations of spatial-temporal fields.
