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Abstract
We here apply the recently developed initiator density matrix quantum Monte Carlo
(i-DMQMC) to a wide range of chemical environments using atoms and molecules in
vacuum. i-DMQMC samples the exact density matrix of a Hamiltonian at finite tem-
perature and combines the accuracy of full configuration interaction quantum Monte
Carlo (FCIQMC) full configuration interaction (FCI) or exact energies in a finite basis
set with finite temperature. By way of exploring the applicability of i-DMQMC for
molecular systems, we choose to study a recently developed test set by Rubenstein
and coworkers: Be, H2O, and H10 at near-equilibrium and stretched geometries. We
find that, for Be and H2O, i-DMQMC delivers energies which are sub-millihartree ac-
curacy when compared with finite temperature FCI. For H2O and both geometries of
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H10 we examine the difference between FT-AFQMC and i-DMQMC which in turn is
an estimate of the difference in canonical versus grand canonical energies. We close
with a discussion of simulation parameters (initiator error and different basis sets) and
by showing energy difference calculations in the form of specific heat capacity and
ionization potential calculations.
December 3, 2019
1 Introduction
The last decade has seen a remarkable growth in the study or warm dense matter.1,2 En-
compassing conditions intermediate between plasma and condensed matter physics, warm
dense matter is relevant to the study of planetary interiors3,4, hot-electron chemistry5 and
laser excited solids6. Experimentally, warm dense matter can now be routinely investigated
in large scale laser facilities7. However, the theoretical description of warm dense matter is
challenging due to equal importance of electron-electron, quantum degeneracy and thermal
electronic effects. Finite temperature density functional theory (FT-DFT)8, coupled with
molecular dynamics, is currently the method of choice, due to its relatively low computa-
tional cost and often satisfactory agreement with experiment9. However, unlike its ground
state counterpart, there is not the same level of understanding of its limitations and depen-
dence on the form of exchange correlation free energy functional used10–13. Thus, there is a
need to develop more accurate approaches which can benchmark, and potentially supplement
FT-DFT.
Much like the more familiar zero temperature wavefunction-based quantum chemistry
methods there is in principle a hierarchy of finite temperature methods starting with ther-
mal Hartree–Fock theory14 and ending in finite temperature full configuration interaction
theory15. The performance of this hierarchy of approaches in a quantum chemical context
have only recently begun to be explored. For example, finite temperature perturbation the-
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ories16,17, Green’s function methods18 as well as coupled cluster theory19,20 have all been
developed in recent years with promising results. Other approaches include thermofield the-
ory21 with extensions to time-dependent coupled cluster22 and cumulant-based approaches23.
Quantum Monte Carlo (QMC) methods offer an alternative stochastic approach to simu-
lating systems at finite temperature. QMC methods are attractive as they offer a favourable
scaling with system size O(N3−N4) and can scale on modern supercomputing architectures.
Unfortunately, they also suffer from the fermion sign problem at low temperatures and large
system sizes that can only be overcome at polynomial cost by imposing a constraint. The
bias resulting from this constraint, while typically small, can only be systematically removed
at an exponential cost in general.
Of the finite temperature QMC methods available, real space path integral Monte Carlo
(PIMC) is perhaps the most widely used24. It has the significant advantage of working in the
complete basis set limit which is otherwise challenging to reach at finite temperature due to
the thermal occupation of virtual states. As a result, PIMC is already a standard method in
the simulation of warm dense matter25,26. To overcome the sign problem at low temperature,
one can use the restricted path integral formalism (RPIMC)27, similar in spirit to the fixed-
node approximation in diffusion Monte Carlo (DMC)28, which enforces a constraint using a
trial density matrix. The quality of this constraint is largely unknown, however results for the
uniform electron gas suggest it is unreliable at high densities and at lower temperatures29–31.
We note there have been promising developments in extending the scope of PIMC to lower
temperatures and higher densities through algorithmic developments32–34.
Auxiliary-Field QMC (AFQMC) is another promising QMC method capable of simu-
lating matter at finite temperature35–38. In contrast to PIMC, AFQMC works in a second
quantized framework, utilizing the Hubbard-Stratonovich transformation to write the parti-
tion function as an integral over auxiliary fields of fermion determinants. Motivated by the
remarkable accuracy of AFQMC for the ground state properties of model Hamiltonians and
ab-initio systems39–41, Liu et al. recently extended the finite temperature phaseless AFQMC
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algorithm42 to simulate ab-initio systems and developed a set of molecular benchmarks for
small atoms and molecules for which no constraint was required.43 Each of these systems
had its temperature-dependent internal energy calculated in the grand canonical ensemble,
in a vacuum, and also in a finite basis set: Be (MIDI) atom, H2O (STO-3G) molecule, C2
(STO-6G) molecule, H10 (STO-6G), and stretched H10 (STO-6G). This interesting test set
deserves attention because it represents a range of different chemical environments, incorpo-
rating both weak and strong correlation.
In this paper we investigate the ability of an alternative QMC method, the density ma-
trix quantum Monte Carlo method (DMQMC)44 in its initiator variant31 (i-DMQMC) to
simulate real ab-initio systems. DMQMC is the finite temperature analogue of the full
configuration interaction QMC method (FCIQMC)45 and is capable of simulating systems
outside the reach of conventional FCI without imposing a constraint. To date, DMQMC
has been applied to simulate the 2D-Heisenberg model44 and the warm dense uniform elec-
tron gas31,46, however its performance for real systems is largely unknown. DMQMC is a
promising tool in the benchmarking of finite temperature methods as it provides access to a
statistical representation of the N -electron thermal density matrix. Thus, arbitrary expecta-
tion values can be evaluated as well as free energy differences31 and Renyi entropies44 which
are often a challenge for QMC methods. Moreover, it can build on the many advancements
made in the FCIQMC community such as the initiator approximation47, semi-stochastic
approaches48,49, better excitation generators50,51, and perturbative corrections52,53. Addi-
tional exciting advancements based on coupled cluster equations include cluster-analysis-
driven FCIQMC (CAD-FCIQMC) for accelerating convergence of FCIQMC,54 as well as
the EOMCC(P) approach, that uses the early stages of FCIQMC to converge excited state
energies at the EOMCCSD(T) level of theory.55. Stochastic approaches that build off of the
deterministic CC(P;Q) methodology have also been developed.56–58
Given that the scope of benchmark systems accessible to FCIQMC includes the UEG,
as well as atoms, ions, molecules, dimers, and most recently, solids59, it is important to
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investigate to what extent DMQMC follow this success. To begin answering this question,
we present a set of calculations on previously established benchmark systems.
Our paper is organized as follows: In Section 2, we present a brief overview of the
DMQMC method, following the derivation from Blunt and coworkers44 and including the
initiator approximation to DMQMC. Section 3 presents the comparison of full configuration
interaction to i-DMQMC, a comparison to FT-AFQMC, a demonstration of the initiator
approximation in DMQMC, i-DMQMC results for H2O in three finite basis-sets and finally,
additional applications of finite-temperature results. In Section 4, we conclude with final
thoughts and future work.
2 Methods
Following the derivation from Blunt and coworkers,44 it can be shown that the N -particle
density matrix in the canonical ensemble can be sampled by solving the symmetrized Bloch
equation using a stochastic approach. Starting with the thermal density matrix
ρˆ(β) = e−βHˆ , (1)
where Hˆ is the Hamiltonian operator and β = 1
kBT
is the inverse temperature, differentiation
with respect to β shows that the density matrix obeys the symmetrized Bloch equation
dρˆ(β)
dβ
= −1
2
(Hˆρˆ+ ρˆHˆ) = −1
2
{Hˆ, ρˆ}. (2)
The density matrix at any temperature can then be found using a finite difference approach:
ρˆ(β + ∆β) = ρˆ(β)− ∆β
2
(Hˆρˆ(β) + ρˆ(β)Hˆ) +O(∆β2) (3)
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where a finite time step ∆β has been introduced. Eq. (3) coupled with the the initial
condition ρˆ(β = 0) = Iˆ is sufficient to determine to density matrix at any temperature.
To proceed we represent the density matrix in a basis of outer products of Slater deter-
minants and rewrite Eq. (3) as
ρij(β + ∆β) = ρij(β) + ∆ρij(β) (4)
∆ρij(β) = −∆β
2
∑
k
[(Hik − Sδik)ρkj − ρik(Hkj − Sδkj)]
=
∆β
2
∑
k
(Tikρkj + ρikTkj).
, (5)
where ρij = 〈Di|ρˆ|Dj〉 and |Di〉 is a Slater determinant, S is a variable shift to be defined, and
Tij = −(Hij−Sδij). The idea of DMQMC is to now introduce a population of Nw signed walk-
ers which sample elements of the density matrix and evolve according to (5). At β = 0 walkers
are uniformly distributed among the diagonal density matrix elements. At each time step
walkers then undergo a series of spawning cloning/death and annihilation steps analogous to
those in FCIQMC. Spawning is the probability a particle will spawn from a density matrix
element ρik to ρij and is given as ps(ik→ ij) = ∆β|Tkj|2 , with sign(ρij) = sign(ρik)× sign(Tkj),
with a similar expression for ps(kj → ij). The cloning/death process, where the number
of walkers on a given density matrix element is either increased or decreased, is given by
probability of pd(ij) =
∆β
2
|Tii + Tjj|. The particles clone if sign(Tii + Tjj) × sign(ρij) > 0
and die otherwise. To help control the sign problem, particles of opposite signs on the same
density matrix element are annihilated; this annihilation does not affect the distribution of
particles. Similar to other QMC methods we must use population control to avoid either a
population explosion or collapse. We use a variable shift, S, which is adjusted according to
S(β + A∆β) = S(β)− ζ
A∆β
ln
(Nw(β) + A∆β
Nw(β)
)
(6)
where A is the number of beta steps between shift updates, ζ is a shift damping parameter,
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Nw(β) is the total number of walkers at β. The shift damping parameter is chosen by the
user when necessary to prevent large fluctuation in the shift. This process is repeated until a
desired inverse temperature is reached. One complete evolution of walkers is called a β-loop
and we average results over many such (independent) β-loops to obtain statistical estimates
for physical observables.
At a specific temperature, the quantum mechanical expectation value for any quantum
mechanical operator, Oˆ, can be found through the stochastic sampling of
〈Oˆ〉 = Tr(ρˆOˆ)
Tr(ρˆ)
=
1
Nβ
∑Nβ
α
∑
ijw
(α)
ij Oji
1
Nβ
∑Nβ
α
∑
iw
(α)
ii
, (7)
where w
(α)
ij is the walker population on ρij for simulation α of Nβ β-loops and the β depen-
dence has been omitted from the expression for clarity. The numerator and denominator are
sampled separately over the course of the evolution, and the average for each value is cal-
culated at discrete temperature values. Calculations are averaged over a number of β-loops
until the desired statistical accuracy is achieved.
The goal of the initiator approximation for DMQMC (i-DMQMC)31 is similar to that
of i-FCIQMC60: Restrict the spawning of walkers from negligibly small elements to other
negligibly small elements. A threshold is set to determine ”initiator determinants”, where
the walker population on those elements are higher than that of the threshold. The approx-
imation then restricts the algorithm such that only the ”initiator determinants” can spawn
children onto unoccupied matrix elements. Children can also be spawned from multiple sign-
coherent events. In the infinite population limit, the initiator approximation is recovered as
the orginal DMQMC algorithm.
The DMQMC calculations that follow used a timestep of 0.001 (Ha−1). The target
population was chosen to be 5 × 106; we show in section IIIA that the finite-temperature
results are converged at a target population of 106, similar to FCIQMC. We found that
25 β-loops gave us the desired statistical accuracy without being overly computationally
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demanding. Each calculation completed in less than a week. All of the calculations that
follow were performed with the initiator approximation to DMQMC (i−DMQMC )31, unless
noted otherwise. All calculations were performed using the HANDE code61.
3 Results
To assess the capabilities of i-DMQMC on small molecules, we have performed a series of
simulations on a small set of systems. We first present a comparison to finite temperature
and ground state full configuration interaction (FCI) for Be and H2O to assess the accuracy
of the method, and show that i−DMQMC can treat small molecules and atoms without
modifications such as importance sampling44 or the interaction picture46. We then provide
a comparison of H2O in the canonical (i−DMQMC ) and grand canonical ensembles (FT-
AFQMC). Next, we investigate the rate of convergence of i−DMQMC with respect to target
population and show i−DMQMC results for H2O in a varity of basis-sets to determine the
ease of applicability of i−DMQMC to molecular systems. Finally, due to the small errors
in the i−DMQMC results, we investigate additional applications of i−DMQMC , where we
show that we can take energy differences and calculate properties such as specific heat and
ionization energy as functions of temperature.
3.1 Agreement between i-DMQMC and FCI
In this section we first compare our i−DMQMC results on small molecules to FT-FCI.
For such small systems, we can determine all eigenstates of the Hamiltonian and compute
the temperature-dependent internal energy (U) using: 〈Hˆ〉 =
∑
i Eie
−βEi∑
i e
−βEi , where Ei is an
eigenvalue of the FCI Hamiltonian computed in a given basis set.
In Fig. 1, i−DMQMC is compared with FT-FCI for (a) the beryllium atom in the MIDI
basis set and (b) H2O in the STO-6G basis set. The energies were calculated for a range
of inverse temperatures (0.01 ≤ β ≤ 35.00) and averaged over 25 β-loops. Both i-DMQMC
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Figure 1: The energy of the (a) Be atom (MIDI) and (b) H2O (STO-6G) at various inverse
temperatures using i−DMQMC (black), FT-FCI (magenta) and ground state FCI (blue).
The integral files were generated in pySCF62; H2O was generated with an O−H bond length
of 0.96A˚ and a bond angle of 109.5 degrees. The error bars are plotted in the main graph, but
may be too low to see their actual scale. The inset presents the statistical errors (grey) more
clearly, as well as the absolute difference between FT-FCI and i-DMQMC (green), plotted
on a logarithmic y-axis. As a reference, a black dashed line is provided in the inset at 10−3.
FCI results were obtained using the FCI routine in HANDE-QMC; FT-FCI is described in
the text. The i−DMQMC simulation was run with a timestep of 0.001 Ha−1, the target
population was set to 5× 106, and run to β= 35.
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Figure 2: The relative weights of matrix elements in a single β-loop simulation of H2O
(STO-6G). The i−DMQMC simulation was run with a timestep of 0.001 Ha−1, the target
population was set to 5× 106, and run to β= 5. The higher the relative weight in, the more
off-diagonal the element is.
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Figure 3: The i-DMQMC results for H2O (STO-3G, black) as a function of temperature,
plotted on a logarithmic x-axis, with the ground state FCI value (magenta) shown for com-
parison. The statistical error is plotted for the i-DMQMC result, but is invisible on this
scale.
and FT-FCI can be computed straightforwardly for these systems so the sampling in β
can be made arbitrarily fine. As can be seen in both figures, the FT-FCI points agree
with the i−DMQMC calculations to within the i−DMQMC statistical error bar (±σU¯),
indicating that the systematic error has been eliminated to at least below the statistical
error. i−DMQMC and ground state FCI values agree within 2σ at β > 5. At β < 5,
the deviations are larger but the energy gap is still small relative to the total energy. The
statistical error bar in the i−DMQMC calculation is invisible on the graphs as shown but
has been added as an inset. The errors in both the Be and H2O systems are sub-milliHartree,
and a dashed line has been provided on the insets at 10−3 as a reference. The i−DMQMC
and FCI errors are the same order of magnitude, and although the difference is greater than
the error at some points, we attribute this to an error in the error calculation.
We used 25 β loops for these simulations in order to achieve error bars of the desired
accuracy ; this is a significantly lower number of loops than previous studies but we wanted to
consider what was a typical cost-effective simulation.44 The time taken to run the i−DMQMC
simulation on H2O to β = 35 over 25 β-loops is 110 core-hours.
The relative weights for each state in a single β-loop simulation on H2O are shown in
Fig. 2, for 0.00 < β ≤ 5.00 where the higher the relative weight, the more off diagonal the
element is. It can be seen from this plot that the relative weight of the diagonal (excitation
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level 0) dominates the simulation at β < 1. The off-diagonal elements, besides excitation level
2, have low relative weights, showing the sparsity of the density matrix. This is significant
because analyzing the distribution of weights in the density matrix can provide information
for other methods that utilize trial density matrices, such as AFQMC.
In Fig. 3, we show the i−DMQMC energy for H2O as a function of temperature, compared
to the ground state FCI energy. We expect the i−DMQMC energy to converge to the FCI
ground state in the zero-temperature limit, and this is confirmed in the plot. This is a
critical test for finite-temperature methods to assess the accuracy of the method because if
the simulation does not converge to the ground state FCI energy in the zero temperature
limit, then this is indicative of a sampling error. Our prior work investigated this in the
context of the uniform electron gas.31 As the temperature approaches zero, the energy we
obtain using i−DMQMC approaches the FCI energy which is seen both in this figure and in
Fig. 1(b), where the i−DMQMC result overlaps with the ground state FCI. At temperatures
lower than 0.1 Ha, the statistical error in i−DMQMC makes it impossible to distinguish the
energy difference from zero. These results are noteworthy in light of the fact that we have not
yet applied algorithmic improvements beyond the initiator approximation; in future studies
it would be interesting to see the effect of importance sampling44 or the interaction picture.46
By showing agreement between i−DMQMC and ground state FCI at the zero temperature
limit, as well as agreement between FT-FCI and the i−DMQMC results, we have shown
evidence that strongly suggests i−DMQMC is a highly accurate method for treating small
molecular and atomic systems.
3.2 Comparison to AFQMC
Due to the success of the recently developed finite-temperature auxiliary field quantum
Monte Carlo (FT-AFQMC) method for small molecules, atoms, solids and models, we choose
to directly compare our results for an equilibrium and stretched H10 molecule (STO-6G)
and H2O (STO-3G) to Rubenstein and coworkers.
43 One significant difference between the
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Figure 4: The i−DMQMC results of (a) equilibrium H10, (b) stretched H10 and (c) H2O
(STO-3G) compared to FT-AFQMC at discrete values of β. The equilibrium H10 has a
bond length of 1.786 A˚and the stretched H10 molecule has a bond length of 2.4 A˚and was
generated using the STO-6G basis set. The integral files for the H10 systems were generated
in MOLPRO63.
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Figure 5: The energy results of three different methods:i−DMQMC (black), i−DMQMC ,
sampled over all symmetries and spin polarizations (grey, dotted); GC-FCI (orange crosses);
FT-FCI (magenta circles) and FT-AFQMC(blue squares). The same H2O geometry was
used for these calculations as above, but the integral was produced in the STO-3G basis set
for comparison with Rubenstein and coworkers. The i−DMQMC calculation details can be
found in the main text.
i−DMQMC method utilized here and the FT-AFQMC used by Rubenstein and coworkers
is that they are performed in different ensembles. FT-AFQMC works in the grand canonical
ensemble, while i-DMQMC works in the canonical ensemble. It is possible for both of these
methods to work in each of the two ensembles, but this is not addressed here. We note
that differences between the two ensembles are expected to be most pronounced in the small
systems studied here.
We present FT-AFQMC results, as reported by Rubenstein and coworkers,43 in compar-
ison with i−DMQMC results in Fig. 4 for H10, stretched H10 and H2O (STO-3G) in the
range of 0.01 ≤ β ≤ 35.00. The difference between the FT-AFQMC and the i−DMQMC
results cannot be seen clearly in this figure, because the energy differences are small on this
scale. The greatest differences are at low values of beta for each of the three systems. For
H2O the highest difference occurs at 0.1 Ha
−1, where the absolute difference between the
two methods is approximately 1.01 Ha. The difference between the two methods decreases
as β increases, which suggests they are both converging to the zero-temperature limit.
In Fig. 5 we have plotted both grand canonical FCI (GC-FCI) and FT-FCI results with
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the FT-AFQMC and i−DMQMC results for an intermediate β range. The FT-AFQMC
agrees with the GC-FCI results, as is to be expected, while the FT-FCI results agree with
the i−DMQMC simulations.
To investigate whether the differences between the i−DMQMC and FT-AFQMC results
is indeed an artifact of ensemble differences, the internal energy of H2O was also calculated
in Fig. 5 wherein all spin sectors are sampled over (DMQMC Sym/Spin), as opposed to the
usual case when only elements with Ms = 0 are sampled. As can be seen from the figure,
this approximation is well controlled with the effect of spin sampling being most noticeable
in intermediate β ranges.
3.3 Initiator error and basis sets
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Figure 6: The i−DMQMC energies of H2O (STO-6G) at β =1 (circles), β =2 (squares) and
β =5 (diamonds), as a function of target population. i−DMQMC was performed with 6
different target populations of 10 to 106 in logarithmic steps.The error bars are plotted for
each marker, but may be invisible on this scale for the larger target populations.
The initiator approximation is used in i-DMQMC to exploit the sparsity of the density
matrix by controlling the ability of walkers to spawn from very small matrix elements to
other small elements,31 as adapted from the FCIQMC initiator method.60 The initiator ap-
proximation was designed to restrict spawning from negligibly small matrix elements to other
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Figure 7: Energy results for 0.01 ≤ β ≤ 5.00 for H2O in three basis sets: STO-6G (black),
cc-pVDZ (grey circles) and cc-pVTZ (light grey squares) The number of orbitals in each
basis set for H2O is 7, 24 and 58, respectively. . The results for cc-pVDZ and cc-pVTZ were
obtained using the interaction picture variant of DMQMC46. The simulations were run over
25 β-loops. The interaction picture calculations were performed with a timestep of 0.0001
Ha−1 and a target population of 105.
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small matrix elements. This is accomplished by setting a nadd, a threshold that determines
a set of ”initiator determinants”, where particles can only be spawned to unoccupied matrix
elements if the particles originate from the set of elements with a population greater than
nadd. Here, nadd = 3.0.
In Figure 6 we compare the rate of convergence for three values of β with respect to
target population for i−DMQMC . The energy decreases with increasing target population
until the energy is converged. As shown in the plot, the results for β=2 and β=5 converge
at a target population of 103. The absolute differences between Nw=10
3 and Nw=10
4 for
β=2 and β=5 are 0.007 Ha and 0.001 Ha respectively. β=1 converges at a slightly higher
population of 104, and the absolute difference between Nw=10
4 and Nw=10
5 is 0.004 Ha.
For this target population range, the error is visible for Nw=10 and Nw=10
2, but decreases
as Nw increases, such that the error bar becomes invisible on this scale. We can see from
the relatively fast convergence rate and decreasing error, that i−DMQMC is well-controlled
with respect to target population. This data suggests that the i−DMQMC energy converges
similarily to i-FCIQMC with respect to target population, and is a vital part of showing the
validity of this method in the long-term.
Fig. 7 compares the i−DMQMC results of H2O in the STO-6G basis set compared to
the interaction picture i−DMQMC results in the cc-pVDZ and cc-pVTZ basis sets. The
interaction picture is a modification to the original DMQMC algorithm that was developed
to stabilize sampling in larger basis sets at the cost of only sampling one β at a time.46 We
see that the internal energy converges with basis set differently depending on the β value.
At high temperatures the internal energy increases which is caused by the increase in kinetic
energy as higher single-particle states become occupied. As the temperature is decreased
(large β) we see that increasing the basis set size serves to lower the internal energy, which
is to be expected as we approach the T = 0 limit. Comparing the three basis-sets, we see
that i−DMQMC controls the error for all three relatively well. This is similar to FCIQMC
and shows promise for the applicability of i−DMQMC to molecular systems. The use of
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interaction picture DMQMC has not yet been studied extensively; that work is out of the
scope of this paper, but is a future line of inquiry.
3.4 Applications with energy differences
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Figure 8: The specific heat of H2O, calculated numerically as described in the text, from the
internal energy output of the i−DMQMC calculation (black) and from FT-FCI (magenta).
Note the specific heat presented is dimensionless because DMQMC works in atomic units.
The specific heat is presented as a function of temperature, with temperature on a logarithmic
scale in order to see the low temperature limit with more detail. The propagated error is
plotted for the i−DMQMC result, but is invisible on this scale.
The internal energy is not the only physical observable that can be studied from the i-
DMQMC method. We demonstrate here that due to the small errors, this method is a strong
candidate for taking energy differences, such as those that are used for calculating numerical
derivatives and those used for calculating the ionization energy of atoms and molecules. We
show the specific heat as a function of temperature can be calculated from i−DMQMC with
accuracy at the FT-FCI level.
The specific heat, CV , was computed from the usual expression
CV =
(
∂U
∂T
)
V
= − 1
kBT 2
(
∂U
∂β
)
V
, (8)
where we used finite-differences to numerically compute the derivative of the internal energy.
The results for the specific heat of H2O in the STO-6G basis-set , are shown in Fig. 8 for both
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i−DMQMC and FT-FCI. By visual inspection, the curves overlap exactly, which is indicative
of the two methods being in agreement. The specific heat of H2O in two larger basis sets,
cc-pVDZ and cc-pVTZ, were also investigated, and the results of these plots showed a similar
shape to the STO-6G data, but the noise is overwhelming at higher temperature values than
that of the STO-6G results. At lower temperature this procedure became overwhelmed by
noise, which is to be expected due to issues differentiating stochastic functions64. A more
direct approach, would be to compute 1
kBT 2
(〈Hˆ2〉−〈Hˆ〉2) directly in the simulation, however
this would be computationally challenging and we did not attempt it here.
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Figure 9: The ionization potential for Be as a function of inverse temperature (0.01 ≤ β ≤
35.00). Two calculations were performed, one on Be and one on Be+, both in the MIDI basis
set. The propagated error is plotted, but is invisible on this scale.
In Fig. 9 we plot the energy difference, ∆U = UBe+−UBe, representing the first ionization
potential of Be. As can be seen from the plot, the calculated ionization energy is less than 0.5
Ha for most values of β, which indicates a method with milliHartree accuracy is needed in
order to accurately capture energy differences such as ionization potential We hope to extend
this procedure in future work by investigating high oxidation states of transition metals.
We have shown i−DMQMC is well-equipped for calculating properties than involve en-
ergy differences. The stochastic nature of i−DMQMC gives good control of the noise in the
calculation, allowing for calculated differences between energy to be physically significant.
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4 Conclusions
The main achievement of the DMQMC method to date has been been to treat model systems
such as the 2d-Heisenberg model44 and the uniform electron gas.31 In the latter, DMQMC
was recently used to benchmark the warm dense electron gas with implications to finite
density temperature functionals.31 In these systems it has shown that Hilbert spaces of
significant system sizes can be treated with exact-on-average accuracy.
In this paper, we took a first look at DMQMC as it applies to ab initio systems. We aimed
to reproduce the same series of calculations presented by Rubenstein et al. who used FT-
AFQMC on Be, H2O, and H10 at near-equilibrium and stretched geometries. We successfully
showed that i-DMQMC can reproduce FCI results within 1 millihartree (stochastic and
systematic error) for Be and H2O for a wide range of inverse temperatures. The initiator
error was shown to be well-controlled by raising the walker population size. In comparing
i-DMQMC with FT-AFQMC, we were able to benchmark the difference between the grand
canonical ensemble and canonical ensemble energies for finite systems, specifically, for H2O
and H10 at near-equilibrium and stretched geometries. Finally, we demonstrated that it was
possible to take numerical differences between i-DMQMC results since the stochastic noise
is sufficiently well-controlled.
The DMQMC method is a close relation to FCIQMC45 and, as such, it remains an open
question as to whether DMQMC can have the same success in treating systems with larger
system sizes. We note that we have left open the question of how the method scales, although
it is anticipated that it will scale in a similar fashion to FCIQMC.65 In the early days of
FCIQMC, it went through significant development that saw it reduce the scaling of the
method considerably and it is hoped that with sufficient attention DMQMC may be able to
follow suit. Another way that DMQMC could find a niche is if it can treat (and benchmark)
finite temperature energies for solids, which appears to be one of the large open questions
in finite temperature electronic structure theory. We are indeed interested in this question
and it will be investigated in future work which is forthcoming.
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