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We consider functions f = f(z) of several complex variables which are 
analytic on 1 z 1 < 1 and we obtain sufficient conditions and necessary con- 
ditions in order that the sum of absolute values of the Fourier coefficients off” 
remains bounded as m tends to infinity. 
In this paper we consider the problem of characterizing those 
functions f of n complex variables which are analytic on Dn, the 
n-fold Cartesian product of the closed unit disc with itself, and for 
which the sum of absolute values of the Fourier coefficients of .f m 
remains bounded as m tends to infinity. In the case n = 1 this problem 
has been solved [l, 31 and related problems have been studied (cf. 
[2,4, 6-8, 1 l-131). The problem which we consider is a special case 
of the problem of determining all endomorphisms of the Banach 
algebra of power series of n complex variables which converge 
absolutely on Tn (see [lo, 14]), the n-fold Cartesian product of the 
unit circle with itself. This last problem is unsolved even in the case 
n = 1. 
1. NOTATION 
For functions f defined on Tn with absolutely convergent Fourier 
series we shall throughout this paper let fj denote the jth Fourier 
coefficient of f and 11 f 11 the sum of absolute values of the Fourier 
coefficients off. 
* This paper is based on a portion of the author’s doctoral dissertation, which was 
written at The Ohio State University and partially supported by NSF Grant GP 8959. 
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For points p = (p, ,..., p,), t = (tr ,..., tn) of Rn we shall let p - t 
denote the usual dot product 
and 
e it = (eitl,..., eitn) 
ZO = .gl . . . . . z”” 
n9 for all z E C”. 
Finally, we denote the identity of Tn by 1, the origin of Rn by 0 
and we let all products indexed by the empty set equal one. 
2. FACTS AND DEFINITIONS 
We may assume that 
sup If I = 1, 
T” 
(1) 
since by the spectral radius formula 
and 
IIf” II -+ 0, as m-co, if suplfl < 1 
T” 
IIf” II -+ 00, as m-co, if suplfl > 1. 
Tn 
Let f be analytic on D” and satisfy (1). We shall say that a point 
x E P is a maximum point off if 
Ifc4l = 1. 
Let eia be a maximum point off. Then for t in some neighborhood 
of 0 
f (e”(s+t’ ) =exp(Ai+B+ti-xCc,P), (2) 
where A E R, B E R”, the sum is over all p E 2% having nonnegative 
components which sum to at least 2 and the series converges absolutely 
for all t in that neighborhood. 
Let 
?r&) = c cp, for j > 2 
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where the sum is over all p E Z7b having nonnegative components 
which sum to j. Then either 
rj f 0, for some j > 2, 
or 
f(Z) = &?a~, for all z E Cfl, 
where 0 E R, p E Zn and p, > 0, 1 < k < n. In the former case we let 
J denote the smallest integer j such that rri + 0 and call Re n, the 
polynomial associated with the maximum point eis. 
Finally, either 
Re rri + 0, for some j 3 2, 
In the former case we let Ja denote the smallest integer j such that 
Re rj + 0 and note that Re rrJO is positive semidefinite, Jo 3 J >, 2 
and Jo is an even integer. 
3. MAIN RESULT 
THEOREM. Let f be analytic on IF, sup,. 1 f I = 1. 
(9 If IfI = 1 on T”, then either 
f(z) = e%~ 
forsome8ER,pEZn,wherepk),0, 1 <k<n,or 
llf” II + ah as m-+w. 
w v If \ f- 1 on Tn and if for every muximzbm point off the 
associated polynomial vanishes only at 0, then 
Ilf” II = O(l), as m--+a3. 
(iii) If If I + 1 on T” and if for some maximum point off the 
associated polynomial is identically zero, then 
Ilf” II * 00, as m+cn. 
Remarks. For n = 1 the cases given in (i)-(iii) are exhaustive 
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so that we have a restatement of the already known characterization 
(see [1, 31) of those f, analytic on D, for which 
Ilf” II = O(l), as m-co. 
We have shown in [9] that already for n = 2 the cases given in 
(i)-(iii) are not exhaustive and that there exists a class of functions 
of two complex variables whose behavior relative to the problem 
under consideration and related problems has no analog for functions 
of one variable. 
LEMMA 1. Let k be a positive integer and 
g(z) z ,& + (-l)k-l (%L)“, for all complex z. 
Then 
(i) lg(z)I < 1 for 1x1 = 1, x # 1, 
(ii) g(ei”) = exp(ksi - CTZak d,sj), (dzk > 0), for all s in some 
neighborhood of 0 and 
(iii) (1 gm 11 = O(l), as m -+ 00. 
Proof, Since 
(v)” = ---sin2 (z) eiu for all real oL, 
we have that 
g(dS) = eik8 (1 - sinzk (+)) 
from which (i) is immediate. 
We deduce (ii) from this last equality and the fact that g has an 
expansion of the form 
g(eis) = exp (Ai + Bsi - z2 d@), 
valid for s in some neighborhood of 0. 
The estimate (iii) follows from (i) and (ii) (see [14]). 
Proof of Theorem, part (i). If 
f (2) # e*%P 
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for all real 0 and p = (p, ,..., p,) with pj nonnegative integers, then 
for all t in some neighborhood of 0 
f(&) = exp (AZ’ + B * ti - jgJ~j(t)), (3) 
where A E R, B E Rn, rj is a homogeneous polynomial in the tk’s of 
degree j, 7rj + 0 and z:j”=, rj(t) converges absolutely for all t in that 
neighborhood. 
Let 
and 
for all z in the domain of J From Lemma l(iii) it follows that 
II g” II = O(l)* as m-+00, 
so that for some positive constant C 
II h” II G II g” I/ Ilf” II d c llf” IL 
Thus, to prove that 
llf”II = + *, as m-+co, 
it suffices to show that 
llhrnll -+ co, as m-+cO. 
But h is analytic on D”, 
I W)l = 1 
and from Lemma l(i) we deduce that 
I WI < 1 for I.zI=l, z#l. 
Thus, we may apply part (iii) of this theorem to show that 11 hm 11 + co, 
asm+ co. 
For this purpose we show that the polynomial associated with the 
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maximum point 1 is identically zero. From the definition of g, 
Lemma l(ii), (3), and the definition of h we obtain that 
h(e**) = exp (Ai + C - ti - gJ77j(t) - C d#) 
for all t in some neighborhood of 0, where C E Rn and the second sum 
is over all j E 2” having nonnegative components which sum to at 
least 41. So Re 7r, is the polynomial associated with the maximum 
point 1 of h. But IfI = 1 on Tn so that by section II we deduce that 
Re nJ = 0. 
LEMMA 2. Let C c#’ be absolutely convergent for all t E R” in some 
neighborhood of 0, and let qj(t) = C cptP, where both sums are over all 
p E Zn having nonnegative components which, for the second sum, add to j. 
Then for any nonnegative integer J 
(i) $?.=J / rj(t)j = o(\ t iJ), as 1 t 1 -+ 0. 
If in addition rJ(t) is positive for all t # 0, then 
(ii) 0 < & tkJ < crJ(t) 
for some constant C and all t # 0, and 
tiii) cjm_J+1 1 nj(t)I = 0 (n,(t)), m 1 t 1 + 0. 
Proof (i). There exists a constant C such that for all t # 0, 
Proof (ii). Since, as a function of the tk's, nJ iS a homogeneous 
positive-definite polynomial of degree J it follows that J is even, 
proving the left inequality of (ii). 
since vJ is positive definite we have 
nJ(t/! t 1) >, m for all t # 0 and some m > 0 
so that 
n.r(t) = 1 t IJn&/l t I), (t f o>, 
implies (ii). 
sw4/4-s 
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Proof (iii). By (i) 
jg+l I vdt)l = 00 t I’+% as I t I - 0, 
and from (ii) it follows that 
ItI J+l = o(q(t)), as ( t I -+ 0. 
LEMMA 3. There exists a constant M = M(n) so that for any 
sequence {aplpEZ ,, of complex numbers and any constant b E Cn 
(n b l), (4) 
where the sums are over allp E Zn, theproduct is over all q E A, 3 (0, I}* 
and 
h% 4) = fi (l + 1 Pk - 6k I”>““* 
k=l 
(5) 
Proof. The proof is by induction on n, the case n = 1 being a 
lemma of Newman [14]. A ssuming (4) to be true for 71 = N - 1 
and writing the left side of (4) (in the case n = N) as 
we deduce that for some positive constant L 
(6) 
where 
It follows easily from Cauchy’s inequality by induction on N that 
1 n: w, q) < n (c 6(& q)+ytl, (N Z 2). (7) 
ZEZ @AN-1 (IE+-1 E.?i 
Combining inequalities (6) and (7) and using (4) (with n = 1) to 
estimate each of the sums on the right side of (7) yields 
n (n c Y(S’)S(I,q)2N)e-N-‘), 
WAN+ +EAl ZEZ 
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which proves (4) for n = N since the right sides of (4) and this last 
inequality are equal. 
Proof of Theorem, part (ii). Assume that for every maximum 
point off the polynomial associated with that point vanishes only at 
the origin, that is, if eis is a maximum point off, then 
f(&(s+t)) = exp (Ai + B . ti - grrj(t)) (8) 
for t in some neighborhood of the origin of R”, where A E R, B E R”, 
and Re 7~~ vanishes only at the origin. 
By Lemma 2(iii) 
1 f(ei(“*“))l < exp( -9 Re rJ(t)) (9) 
for all t in some neighborhood of the origin. It follows that eis is an 
isolated maximum point off since Re r,(t) > 0 for t # 0. Thus, f 
has only finitely many maximum points. 
For each maximum point et” off there exists a positive constant C 
such that 
] f(ei(s+t))] < exp (-C ;I tjJ) (10) 
for all t E Rn in some neighborhood of 0. 
To each maximum point eiS of f we correspond a closed 
neighborhood V, of eis in such a way that the Vs’s are pairwise 
disjoint and that (8) and (10) hold for all ei(s+f) E VFr, . In addition to 
each maximum point eis off we correspond a real-valued, infinitely 
differentiable function &(e i(s+l)) defined on Tn in such a way that 
5, 3 1 on V, , 
0 < 5, < 1 on Tn, 
c 5, = 1 on Tn, 
s 
and the support of 5, contains only one maximum point off, namely 
kc? 
For each maximum point ei* off the function {Jm, being infinitely 
differentiable, has an absolutely convergent Fourier series and 
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Thus, to prove that IIf” )I = O(l), as m ---f co, it suffices to show that 
PL’ 
%m I = O(l)> as m+cus, (11) 
where the ap,m are defined by 
For this purpose we let b = -mB and ap = apsm, where B and 
ap,m are defined by (3) and (1 I), respectively, and show that the right 
side of (4) remains bounded as m tends to infinity by showing for 
each q in A, that 
p& Y(% P) I a,,, 12 = O(m-(fi+21KKI)IJ), (12) 
as m --+ co, where K denotes the set of k for which qk # 0 and 1 K 1 
denotes the number of elements in K. 
Let N, denote the support of 5, and 9 the differential operator 
l-j (-i& - bk). 
keK 
To prove (12) we use Parseval’s equality to write that 
and we show that 
IS I zzz (3(&n+2lKI)lJ), as m+oo, “3 
and for some positive constant c that 
ll I = O(eecm), as m-+co. N,\ “8 
This last estimate follows easily since on iV, 
gm = bsf”, 
IfI<% for some 8 in (0, l), and 
I <,I < 1. 
(14) 
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Since (8) and g, = f m hold at all points of V, and since b = --mB 
we have that the integrand of JV, equals 
By expanding this expression we see that it is less than or equal to a 
finite sum of terms of the form 
where the initial product is over all subsets H belonging to a particular 
partition of K. Thus, by using Lemma 2(i) to estimate each term of the 
product and (9) with Lemma 2(G) to estimate the exponential we 
obtain that 1 
By substitut 
.  I  .  ,  
Jr,, 1 is less or equal a finite sum of terms of the form 
s IJJ V, 
m2t2J-21HI ) exp (-mC $r tkJ). 
ing um-lIJ for t we complete the proof of (14). 
Proof of Theorem, part (iii). Let the polynomial associated with 
some maximum point off be identically zero. Without any loss of 
generality we assume that 1 is a maximum point off, that f (1) = 1 
and that the polynomial associated with 1 is identically zero. 
Then since f is analytic on P and ) f j f 1 on Tn we have for all 
t E P in some neighborhood of 0 that 
where B E R”; J,, is an even integer larger than J; qj , respectively, 
~~ is a real-valued, respectively, complex-valued homogeneous 
polynomial in the tk’s of degree j; C? 3=.J0 r&t) converges absolutely 
and neither qJ nor Re rJ are identically zero. 
Let 
g(z) = kfil ((p + (-1)(JO’2)fl(2E#) 
and 
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for all z in the domain off. From Lemma l(iii) it follows that 
II g” II = O(l), as m-+co, 
so that for some constant C 
II hrn II < II g” II Ilf” II d c Ilf” I/* 
Thus, to prove that 
Ilf” II -+ *9 as m-+a, 
it suffices to show that 
/IW-+ 009 as m-cc. 
For this we use the inequality 
I, hm ,I > c lb” I2 = II hn”l122 
’ SUP I &I” I SUP I h” I ’ 
(16) 
where the sum and supremums are over all p in P, and end the proof 
by showing that the following two estimates hold: 
Ilhmll,2 > Cm-n'Jo, for some positive constant C, (17) 
sup ) hPm ) = o(m-n'JO), as m-too. (18) 
For each of these estimates we shall use the expansion of h, 
A(&) = exp b * ti - i ‘2’ qj(t) - f (r,(t) + d, i &i)], 
j-J id, X=1 
EER~, (19) 
which by (15), the definition of g, Lemma l(ii) and the construction 
of h holds for all t E RIZ in some neighborhood of 0. 
The estimate (17) is easy to obtain. Namely, by (19), 
1 h(eit)l = exp (-Re & (dt) + 4 cl tk’)) 
Z exp (- i 
0 
1 Re (G) + 4 Fl Q)I) 
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for all t in some neighborhood of 0. This and Lemma 2(i) imply 
for some neighborhood V of 0 and some positive constant c that 
By substituting urn- 1 Jo for t in this last integral we obtain (17). / 
The estimate (18), which is all that remains to be proved, is quite 
difficult. 
By the definition of g and Lemma l(ii) we have that 
I g(eit)l < exp(--0l I t IJO) (20) 
for some positive constant 01 and for all t in some neighborhood of 0. 
Let D, denote an open open ball of radius p which is centered at 
the origin and contained in the cube [-rr, 7~1~ and CD, the 
complement of D, with respect to that cube, where p is chosen so 
that (19) and (20) hold for all t in D, . Then 
(21) 
The function 1 h I, which is continuous on the compact set CD,, , 
attains there its supremum j? and j3 is strictly less than 1, since h was 
constructed so as to have only 1 as a maximum point. Thus, 
for some constant K, . 
To estimate the second integral on the right side of (21) we introduce 
a parameter 8 which takes values in (0, t). For each fixed value of 8 
and each m sufficiently large we partition the disc D, into three sets 
c = {t : 0 < 1 t 1 < 6?tr1’Jo}, 
F = {t : 6-1m-1’Jo < I t 1 < p}, and 
A = {t : i3?z-1’J~ < 1 t 1 < s-l?z-l’Jo). 
We have then 
(23) 
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Since 1 h 1 < 1 on Tn, 
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Is I < measure of C = Ki S”mWnfJo c (24) 
for some constant KY1 = K,(n). 
Since 1 f ( < 1 on P we have by the construction of h that for all t 
I43 < I deft)1 
so that by (20) 
1 h(e*“)l < exp(--a! 1 t jJ0) 
for ail t in some neighborhood of 0. It follows 
(25) 
that 
< K, 8nm-n’J0 
for some constant K, . 
To estimate 1 sA I, the last term on the right side of (23), we first 
use (19) to write 
hm(eft) e-i@ = exp m(iu(t) + v(t)) (27) 
valid for t in some neighborhood of the origin, where u is the following 
sum of linear terms and of nonlinear terms of degree J 
u(t) = E * t - q&) 
and where v is the following sum of higher order terms 
Introducing spherical coordinates (r, 8); 8 E Rn-l (see [5}), we define 
a corona to be any set in Rn of the form 
where rl and r2 are functions defined on Rn-1, are 2w-periodic in each 
variable, and satisfy 0 < ri(6) < ~~(8) for all 8. 
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Using the previously defined function u and the term corona we can 
easily state the following result on which our estimate of \ SA 1 will be 
based. (Here and subsequently for g(t), a differentiable function on I?“, 
we will denote the first partial of g with respect to r by g, .) 
(28) The annulus A can be represented as a union of three 
pairwise disjoint sets 2, 0, , 0, such that 
(i) the measure of 2 is less than C’&z-“lJb for some positive 
constant C, 
(ii) I u, I > C 8m-fJ-1)IJo on 0, V 0, for some positive constant c 
69 
(iii) each of the sets 0, and 0, is a corona. 
We postpone the proof of (28) until the end of this paper. 
We use (28) to write 
(29) 
and since ) h ) < 1 on Tn we obtain from (28)(i) that for some positive 
constant C 
(30) 
We shall prove that 
Is I < ~&n+‘)/Jo, (j = 1,2), 01 (31) 
for some positive constant M, . Once (31) is proved we obtain from 
(29)-(31) that 
Is I 
A < c&&Jo f &f$+l)fJo, 
This together with (21)-(24) and (31) gives that 
sup 1 h,” 1 < CGm-n’Jo + M6m-(n+1)‘Jo + KJ?“, 
DEZn 
which proves (18) since 6 in (0, *) was arbitrary. 
To prove (31) we will need the following facts: 
(32) Let Q be a corona contained in the n-dimensional ball of 
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radius R which is centered at the origin. Let U and V be twice 
differentiable complex-valued functions defined on 9. If 
s = sip 1 .c?*U+” 1 and I = i;f 1 U, /, 
then for some constant K = K(n) 
(33) j u,, 1 < CrJ-2 for some constant C and all r and 
(34) 1 v, 1 < Cr’ for some constant C and all r in some neighbor- 
hood of 0. 
To verify (32) we write 
0 = {(r, e> : Y#3) < Y < r&y}, 
so that for some constant C = C(n) 
and then we integrate by parts the integral on the right side of the 
last inequality. 
We observe that (33) follows from the fact that, as a function of the 
tk’s, r%,, is a homogeneous polynomial of degree J. To obtain (34) 
we observe that since v is a power series in the tk’s starting with terms 
of degree J + 1 the function ra, will also be a power series in the tk’s 
starting with terms of degree J + 1 so that (34) follows from Lemma 
2(i). 
To prove (31) we set in (32) 0 = 0,) U = mu, V = mu. Then 
I > C’~Z~-(J-~)~J~ by (28)(i), R = 6-lm-l/Jo since oj C A and S < 1 
since 1 h 1 < 1 on P. Thus, by (32), 
+ r(m, 8) s;p JoA’“‘“’ 1 exp m(h + v)I y I up, I dr, (35) 
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where 
h(m, S) = s-1w2-1’~, LY(m, 6) = (2/C,) ?++J~-J)‘Jo, 
fi(m, 8) = (1,/C,) Y.&‘-~)‘~o and rfw, S) = (l/C~) lf~-(~+~O-~~)‘~~. 
By (27) and (25), for all (r, 6) E Oj 
1 exp m(& + w)I < exp(---rn~ur~~). 
From this inequality, (33) and (34) we deduce that the two integrals 
on the right side of (35) are less or equal a constant times 
I 
Nn,8) 
exp(--narrJO) rJ+l dr, respectively, 0 
s l(%8) exp(--ncrrh) yJdl dr. 0 
By substituting x = &Jv into the last two integrals and taking into 
account the values of ar(m, a), /3(nz, S), r(m, 6) we obtain (31). 
To complete the proof of the theorem we have still to prove (28). 
Let t(r, 0) denote that point of Rn having spherical coordinates (r, 0) 
and write q(O) = pJ(t(l, 8)), C(r, 6) = u(t(r, 0)). We begin by 
defining two auxilary sets 2, and 2, which are closed and contain 
the zeros of 4 and u”, , respectively. 
Namely, to each zero 01 = (01~ ,..., (Y,-~) of p” we correspond the 
angular region defined by 
and let 2, be the union of these regions; to each zero (r, 0) of 9, we 
correspond the radial segment containing that zero and defined by 
(1 - Sn+l)r < 1 t 1 < (1 + P+l)r, 
and let 2, be the union of all such segments. 
We define 2, 0, , 0, as follows: 
u1 = {(T, e) E A\2 : S&, e> > O}, 
0, = {(r, 8) E A\2 : z&(7, e) < O}. 
To prove (28)( ) i we observe that since, as a function of the tk’s, 
qJ(t) is a homogeneous polynomial of degree J, p” has for each fl E p--2 
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at most 2 J zeros (II such that (II~ = & , 1 < k < n - 2. Thus, 
{(r, 0) E Z, : 8, = & , 1 ,< k < n - 2) consists of at most 2 J 
angular regions of the form 
Ok = ak , 1 <k<n-2, 
1 on-1 - a,-1 ( < Wl. 
Since every point of A is within the distance 8-1m-1JJo of the origin 
we conclude that 
measure of A n 2, ,< K Gm+lJo, (36) 
for some constant K = K(n). 
To estimate the area of A n (Z,\Z,) we first observe that 
&(Y, 6) = -Jfl-‘q(e) + a term depending only on 0. (37) 
Let L = {(r, e) : 6 = p) be a ray not lying in 2,. Then q(‘(8) # 0, 
which with (37) pl im ies that on the ray L the function 6, can have 
at most one zero. By the definition of the sets 2, and 2, , we obtain 
then that the intersection of A n (Z,\Z,) with an arbitrary ray is 
either empty or is just one segment. Denote this intersection by I(e). 
We have then for some constant C = C(n) that 
* measure of (A n (Z,\Z,)) < C rnOz (J yn-l dr). (38) I(0) 
If I(0) is a segment, say with endpoints ~~(0) and Y,(O), r,(d) > rr(e), 
then by the definitions of Z, and A we have that 
and 
y2(e) - Yl(e) < 2S”m-“Jo. 
This implies that 
n Y-l dr = Y&q - Yl"(o) 
n-1 
G (y2(e) - qe)) c c-k-w 4v) 
k=O 
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for some positive constant C, which with (36) and (38) proves (28)(i). 
To prove (28)(iii) fi rs note that each ~j is open since A is open, t 
Z is .closed and Zz, is continuous. To show that each Oj is a corona it 
suffices to show that each ray L emanating from the origin intersects 
0, in a (possibly empty) segment. This follows easily from the 
definitions of the sets A, Z, , Z, , 0,) 0, , and the fact that the 
restriction of ii, to such a ray L has, according to (37), the simple 
form 
CYrJ-1 + /3. 
We finally prove (33)(ii). 
Since 8j is contained in the complement of Z, we obtain from the 
definition of Z, that there exists a positive constant Ma such that 
I ml 2 Ma for all (r, 0) E Uj . (39) 
Let 01 E R-l be such that the ray L, given by {(r, 13) : 8 = a} 
intersects 0, . From (37) and (39) we obtain that on the ray L, the 
function u”, has either one zero or no zeros at all. In the first case we set 
ru equal to the distance from the origin to the zero of 22, on L, ; in 
the second case we let ror = @m-l/Jo. In the second case we have from 
(42) that I - ( u, r, 01 )I is an increasing function of r and from Oj C A we 
obtain that r > r, for all (r, a) c Oj so that 
I %(y, 4 2 I zi,(r, 4 - I zi,(ya , 41 
2 I G(y, 4 - 2i,(ra 5gl. 
Since the same inequality is obviously valid in the first case, we obtain 
from it, using (37) and (39) that 
1 zi,.(r, a)1 > Jib&. I rJ-l - r;-‘] w 
for all (r, a) E Oj . 
We observe that 
1 rJ-l - rJ--l 1 > I r - Y 01 oL rJ-2, [ 
and that, because Oj C A, 
r 3 6m-1’JQ for all (r, 01) E 0, . 
So to deduce (28)(ii) f rom (40) it is sufficient to verify that 
If- r, 1 > K,m-lfJo for all (r, a) E Oj . 
(41) 
(42) 
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If ror < *6m-1iJo then (42) obviously holds because of (41). If 
Y, > #m-lJJo, then) by our definition of ra , the point (r, , a) is a zero 
of i& . Since (r, a) E Oj , which is contained in the complement of 2, , 
we obtain from the definition of 2, that Y $ [(l - S4) Y, , (1 + a4) r,]. 
This implies that / r - rar 1 > S4r,, which proves (42) in the case 
ra > $3m-1/Jo. 
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