By making use of the method of differential subordination, we investigate some properties of certain classes of p-valent meromorphic functions, which are defined by means of a certain operator .
. Introduction
Let p,m denote the class of all meromorphic functions f normalized by:
which are analytic and p-valent in a punctured unit disk U * = {z : z ∈ C and 0 < |z| < 1} = U\ {0} . If f and g are analytic functions in U, we say that f is subordinate to g, written f ≺ g if there exists a Schwarz function w, which (by definition) is analytic in U with w(0) = 0 and |w(z)| < 1 for all z ∈ U, such that f (z) = g(w(z)), z ∈ U. Furthermore, if the function g is univalent in U, then we have the following equivalence (see [3] , [8] and [9] ): f (z) ≺ g(z) (z ∈ U) ⇔ f (0) = g(0) and f (U) ⊂ g(U).
For functions f (z) ∈ p,m given by (1.1) and g(z) ∈ p,m given by g(z) = z −p + ∞ k=m b k z k , the Hadamard product of f (z) and g(z) is given by:
For complex numbers α 1 , α 2 , ..., α l and β 1 , β 2 , ..., β s (β j / ∈ Z − 0 = {0, −1, −2, ...}; j = 1, 2, ..., s), we define the generalized hypergeometric function l F s (α 1 , ..., α l ; β 1 , ..., β s ; z) by (see, for example, [14] ) by the following infinite series:
where
We now introduce the operator Ω p,l,s (α 1 , ..., α l ; β 1 , ..., β s ; z) : p,m → p,m , which is defined by: 
If f (z) is given by (1.1), then from (1.6), we dedeuce that
).
(1.7) From equation (1.7), it can be easily verify that:
Specializing the parameters λ, α i (i = 1, 2, ...l), β j ( j = 1, 2, ..., s), l and s, we obtain the following:
, where the operator D n+p−1 f (z) was studied by Yang [19] and Aouf ( [1] and [2] [6] ). We also observe that, for m = 0, replacing λ by λ − p and p = 1, we have the operator H λ,l,s (α 1 ) defined by Cho and Kim [4] .
Making use of the principle of differential subordination as well as the linear operator M 
In view of the definition of differential subordination, (1.10) is equivalent to the following condition:
For convenience, we write 
. In the present paper, we derive several inclusion relationships for the function class λ p,m (α 1 ; A, B). To prove our main results, we need the following lemmas.
(1.14)
With a view to stating a well-known result ( Lemma 2 below), we denote by P (γ) the class of functions Φ given by
which are analytic in U and satisfy the following inequality:
Lemma 2 [11] .Let the function Φ(z), given by (1.15), be in the class P (γ).
Lemma 3 [16] . For 0 ≤ γ 1 , γ 2 < 1,
The result is the best possible.
Lemma 4 [17] .Let µ be a positive measure on the unit interval
In addition, suppose that Re {g(z, t)} > 0, g(−r, t) is real and
If the function G is defined by
Each of the identities ( asserted by Lemma 5 below ) is fairly well known ( cf., e.g., [18, Ch. 14 ] ).
Lemma 5 [18] . For real or complex numbers a, b and c (c = 0, −1, −2, ...),
Lemma 6 [13] . Let Φ be analytic in U with
Then, for any function F analytic in U, (Φ * F )(U) is contained in the convex hull of F (U ).
Main Results
Unless otherwise mentioned, we shall assume in the reminder of this paper that
Theorem 1. Let the function f given by (1.1) satisfy the following subordination condition: is the best dominant of (2.2). Furthermore,
3)
Then φ is of the form (1.12) and is analytic in U. Applying the identity (1.8) in (2.5) and differentiating the resulting equation with respect to z, we get
Now, by using Lemma 1 for γ = λ+p δ
, we deduce that Letting r → 1 − in the above inequality, we obtain the assertion (2.3). Finally, the estimate (2.3) is the best possible as the function Q * (z) is the best dominant of (2.2). Taking δ = 1, A = 1 − 2η p (0 ≤ η < p) and B = −1 in Theorem 1, we obtain Corollary 1. The following inclusion property holds true for the function class
The result is the best possible. Taking δ = 1 and m = 1 − p (p ∈ N) in Theorem 1, we obtain. Corollary 2. The following inclusion property holds for the function class 
Then, u is of the form (1.12) , analytic in U and has a positive real part in U. Making use of (1.8) in (2.9) and differentiating the resulting equation with respect to z, we have
(2.10) Applying the following estimate [7] :
in (2.10), we get
It is easily seen that the right-hand side of (2.11) is positive, if r < R, where R is given by (2.8).
In order to show that the bound R is the best possible, we consider the function f ∈ p,m defined by
Noting that
This completes the proof of Theorem 2. Putting δ = 1 in Theorem 2, we obtain the following result.
The result is the best possible. Theorem 3. If the function f ∈ p,m satisfies
and
, where Q * (z) and ρ are given as in Theorem 1. The result is the best possible. Proof. The proof follows by taking the same lines as in the proof of Theorem 1 and taking 2, 3 , ..., s + 1), β j = 1 (j = 2, 3, ..., s) and λ = 0 in Theorem 3, we have Corollary 4. If f ∈ p,m satisfies
For the function f in the class p,m , the integral operator F µ,p : p,m → p,m , is defined by:
We note that F µ,p (f )(z) ∈ p,m and 14) where the function Θ(z) given by
is the best dominant of (2.14). Furthermore, Proof. Let
then φ is of the form (1.12) and is analytic in U. Using the following operator identity (2.13) in (2.14), and differentiating the resulting equation with respect to z, we have
Now the remaining part of Theorem 4 follows by employing the technique that used in proving Theorem 1 above. Theorem 5. Let the function F µ,p (f )(z) defined by (2.12) satisfies: The result is the best possible. 18) then φ is of the form (2.1) and is analytic in U. Differentiating (2.18) and using (2.13) and (2.16), we have
Now the remaining part of Theorem 5 follows by employing the technique that used in proving Theorem 1 above. Taking A = 1 − 2η (0 ≤ η < 1), B = −1, l = s = 2, α 1 = p + 1 and β 1 = β 2 = α 2 = λ = δ = 1, in Theorem 5, we obtain the following result.
so that that we find from (2.22) that
(2.23) Using the following known estimates [12] ( see also [7] 
