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We present the first numerical calculation of the (local) metric perturbation produced by a small
compact object moving on an eccentric equatorial geodesic around a Kerr black hole, accurate to
first order in the mass ratio. The procedure starts by first solving the Teukolsky equation to obtain
the Weyl scalar ψ4 using semi-analytical methods. The metric perturbation is then reconstructed
from ψ4 in an (outgoing) radiation gauge, adding the appropriate non-radiative contributions arising
from the shifts in mass and angular momentum of the spacetime.
As a demonstration we calculate the generalized redshift U as a function of the orbital frequencies
Ωr and Ωφ to linear order in the mass ratio, a gauge invariant measure of the conservative corrections
to the orbit due to self-interactions. In Schwarzschild, the results surpass the existing result in the
literature in accuracy, and we find new estimates for some of the unknown 4PN and 5PN terms in
the post-Newtonian expansion of U . In Kerr, we provide completely novel values of U for eccentric
equatorial orbits. Calculation of the full self-force will appear in a forthcoming paper.
I. INTRODUCTION
With Advanced LIGO scheduled to start data collection
this year [1], the detection of gravitational waves seems
imminent. One of the main expected sources of gravi-
tational waves are binary systems of compact objects in
close orbits. Detection of gravitational waves from these
systems is dependent on our ability to model them ac-
curately, requiring us to solve the two-body problem in-
cluding general relativistic effects. Unlike its Newtonian
counterpart, the general relativistic two-body problem
admits no analytic solutions and requires some sort of ap-
proximation scheme to solve. There are currently three
main approaches, which are largely complementary.
Numerical relativity (NR) works by discretizing space-
time and numerically solving the nonlinear field equa-
tions of general relativity on a grid. Spectacular progress
has been made in this approach over the last few decades
(see [2] and the references therein). However, discretiza-
tion of spacetime means that this approach has lim-
ited use in systems with vastly differing length and time
scales.
Post-Newtonian (PN) theory (effectively) expands the
equations of motion in the binary separation, obtain-
ing corrections to Newtonian theory order-by-order (see
[3] and the references therein). This provides extremely
good models for the motion at large separations. But as
one enters the strong gravity regime, convergence of the
post-Newtonian expansion is poor.
Black hole perturbation theory (used in this paper) ap-
proximates the motion of the binary by expanding in the
mass-ratio of the components, starting from test par-
ticle (geodesic) motion in the geometry generated by
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the largest mass[4–6]. This is most naturally applied
to systems with a very small mass ratio, such as ex-
treme mass ratio inspirals (EMRIs) formed by a stellar
mass compact object spiralling towards a (super)massive
black hole, expected to occur regularly in galactic cores.
The gravitational waves produced by an EMRI fall out-
side the sensitivity range of ground based interferometers
(LIGO/Virgo/KAGRA), but are expected to be one of
the prime sources for the space-based gravitational wave
observatory eLISA, slated for launch in the 2030s [7].
In the meantime, black hole perturbation theory can be
used to validate and inform NR and PN techniques by
comparing results in regions of the compact binary pa-
rameter space where its range of applicability overlaps
with the other methods. To compare results between
different approximation methods requires studying quan-
tities that are insensitive to the approximation used. In
particular, since different approaches tend to work in dif-
ferent gauges, we need the quantities to be gauge invari-
ant.
In addition, results can be used to tune the effective-one-
body (EOB) formalism developed by [8]. This formal-
ism takes results from PN theory, black hole perturba-
tion theory and numerical relativity to reduce the two-
body problem to an effective analytical model of a single
point particle moving in an effective metric [9] similar to
that of the Newtonian reduced mass problem. Advances
have been made with the latest being the evolution of
a non-spinning binary-neutron-star by [10, 11] whose re-
sults agree to those of NR within numerical accuracy.
The free parameters in this theory are fixed by compar-
ing gauge-invariants of physical interest from the above
three approaches.
First such invariant to be calculated was the “redshift”
invariant [12], the linear-in-mass-ratio change in the time-
component of the 4-velocity of the compact object in cir-
cular orbit around a Schwarzschild black hole which was
2then used to calibrate the binding energy and angular
momentum of a binary in the EOB model [13]. Later
on, many other invariants have been calculated for cir-
cular orbits, including corrections to the circular limit of
the periastron advance[14], change in innermost-stable-
circular orbit [15, 16], spin precession [17], quadrupolar-
tidal [18], and octupolar-tidal invariants [19]. PN expan-
sions of the latter three have been studied to very high
order [19, 20], and were used to calibrate the EOB model
further [21].
Calculations of the redshift invariant for circular orbit
in Schwarzschild spacetime have been generalized to ec-
centric orbits around a Schwarzschild black hole where
they calculated the orbit-averaged value of the invari-
ant, U , for given azimuthal and radial frequencies using a
Lorenz gauge in the time-domain [22], and recently, a suc-
cessful comparison was performed for this orbit-averaged
quantity between the self-force and PN theories using
frequency domain methods [23].
All these calculations for orbits around a non-rotating
(Schwarzschild) black hole have been performed either
in a Lorenz gauge or in the Regge-Wheeler-Zerilli gauge
(or both). In both gauges, the linearized Einstein equa-
tion is separable. In the frequency-domain, they may be
solved mode-by-mode by solving second order ordinary
differential equations.
A major obstacle in generalizing these calculations to
rotating (Kerr) black holes has been that there are no
known gauges for which the linearized Einstein equation
in Kerr spacetime is separable. In recent years, an alter-
native approach has been put forward that exploits the
fact that the Teukolsky equation for the Weyl scalars ψ0
and ψ4 are separable and can be solved efficiently. Using
the formalism developed by Chrzanowski [24], Cohen and
Kegeles [25, 26], and Wald [27] (CCK or CCKW), one can
reconstruct the metric perturbation in a radiation gauge
from the Weyl scalars.
This approach has been implemented to obtain the met-
ric perturbation produced by a particle moving on a
circular orbit around Schwarzschild [28, 29], and Kerr
black holes [30]. Using this technique high precision re-
sults for some of the invariants above have been obtained
in the Schwarzschild case and employed to extract very
high PN-expansion using a numerical fitting technique
[20, 31, 32]. In the Kerr case, the shift in the inner-
most-stable circular equatorial orbit [16], and the red-
shift invariant [30] have been calculated. Work on the
PN-expansion of the latter is in progress [33].
Despite the success of [28–30], it was unclear that the self-
force corrections to the motion that they calculated were
well-defined due to radiation gauge metric perturbations
being irregular in a neighbourhood of the particle world-
line. The use of radiation gauge metric perturbations to
obtain self-force corrections to the motion of a particle
was put on a firm formal footing in [34]. In particular,
they showed how the mode-sum regularisation formula
for the self-force needs to be modified to use radiation
gauge metric perturbations as its input.
The goal of this paper is to implement the formalism set
out in [34] for eccentric (equatorial) orbits to obtain—
for the first time—the metric perturbation produced by
a particle moving on an eccentric orbit around a Kerr
black hole. A problem with extending this approach
to eccentric orbits is that the CCK procedure for ob-
taining the metric perturbation from the Weyl scalars is
only well-defined for vacuum spacetimes. However, when
solving the Teukolsky equation sourced by a particle on
an eccentric orbit in the frequency domain, the particle
point source gets smeared out of the entire region be-
tween the periapsis rmin and apapsis rmax of the orbit.
We overcome this problem utilizing the method of ex-
tended homogeneous solutions [35] to avoid dealing with
non-vacuum solutions at any stage of the calculation.
Our procedure will be as follows. We obtain highly accu-
rate solutions to the Teukolsky equation using the semi-
analytical Mano-Suzuki-Takasugi (MST) formalism. We
then algebraically invert the fourth order differential
equation for the intermediate Hertz potential, from which
we obtain the (singular) metric perturbation using the
CCK procedure. The regular part of the metric pertur-
bation is obtained using mode-sum regularization. The
missing pieces of the metric perturbation due to pertur-
bations of the mass and angular momentum of the back-
ground spacetime, which cannot be recovered using the
CCK procedure, are obtained using the result from [36].
Using the obtained (regular part of the) metric pertur-
bation we calculate the self-force correction to general-
ized redshift invariant U for eccentric orbits as a function
of the orbital frequencies. In Schwarzschild, our results
match to the previously published results of [22] and [23]
to all given digits, surpassing them in accuracy and com-
putational efficiency. By fitting to a large dataset of or-
bits, we are able to recover all known coefficients of the
PN expansion of the generalized redshift in Schwarzschild
and obtain estimates for some of the unknown 4PN and
5PN terms.
In Kerr, our result matches the previously published in
circular limit [30]. Our completely novel results for the
generalized redshift for eccentric equatorial orbits around
a Kerr black hole, pass all the consistency checks that we
can perform. In particular, we numerically match the an-
alytically known leading regularization parameters. Be-
sides verifying our numerical method, this provides the
first every test of their analytical calculation for eccentric
orbits in Kerr.
The paper is organized as follows. In section II we re-
view some of the background need to setup our calcu-
lation, introducing the notation and conventions we will
need. In particular, we will define the generalized red-
shift invariant that we will be calculating. Section III
3then describes the method that we will use to calculate
the metric perturbations generated by a particle orbiting
a Kerr black hole on an equatorial eccentric orbit. Details
of the numerical implementation of this method are given
in section IV. In section V we numerically calculate the
generalized redshift invariant U . We first compare the
results from our code to values in the existing literature
in limits of eccentric orbits around a Schwarzschild black
hole and circular equatorial orbits around a Kerr black
hole. We then give the first ever numerical values of U for
eccentric equatorial orbits around a spinning black hole.
We conclude in section VI with a discussion of the limita-
tions of our code, and how it can be extended to calculate
different quantities derived from the metric perturbations
including the full (first order) self-force correction to the
motion.
II. PRELIMINARIES
A. Some conventions and notation
In this paper, we use geometric units c = G = 1. In
addition, we will usually set the mass of the central black
hole, M to 1 as well.
Whenever a sum is written without explicit bounds on
the indexed summed over, it is assumed to be summed
over its full natural range, i.e. all (integer) values of the
index for which the summand is well-defined and non-
zero. For example, sums over ` will typically range from
|s| to ∞, sums over m will range from −` to `, etc.
When in this paper we refer to (spin-weighted) spheri-
cal/spheroidal harmonics, we generally mean the “polar”
part of the function, i.e. the part that depends on the
polar coordinate θ (or z, see below). These functions are
normalized such that∫ 1
−1
dz sYlm(z)
2 = 1. (1)
The usual spherical harmonics are therefore
Ylm(θ, φ) =
0Ylm(cos θ)e
imφ
√
2pi
. (2)
We use overbars to denote complex conjugation, i.e. x¯ is
the complex conjugate of x.
In this paper, we write the metric generated by a rotating
black hole with mass M = 1 and spin a as,
gµν = −
(
1− 2r
Σ
)
dt2 +
Σ
∆
dr2 +
Σ
1− z2 dz
2
+
1− z2
Σ
(
2a2r(1− z2) + (a2 + r2)Σ) dφ2
−4ar(1− z
2)
Σ
dtdφ,
(3)
with
∆ = r(r − 2) + a2, (4)
Σ = r2 + a2z2. (5)
Here t, r, and φ are the usual Boyer-Lindquist coordi-
nates, while z is related to the usual Boyer-Lindquist co-
ordinate θ by z = cos θ. In particular, the equator of our
black hole spacetime is given by z = 0. The two roots of
∆ indicating the location of the inner and outer horizon
are denoted
r± = 1±
√
1− a2. (6)
Much of the techniques used in this paper rely on the
Newman-Penrose formalism. We use the following null
tetrad (the Kinnersley tetrad in our modified Boyer-
Lindquist coordinates),
eµ1 = l
µ =
1
∆
(r2 + a2,∆, 0, a), (7)
eµ2 = n
µ =
1
2Σ
(r2 + a2,−∆, 0, a), (8)
eµ3 = m
µ = − ρ¯
√
1− z2√
2
(ia, 0,−1, i
1− z2 ), (9)
eµ4 = m¯
µ =
ρ
√
1− z2√
2
(ia, 0, 1,
i
1− z2 ), (10)
with
ρ =
−1
r − iaz . (11)
We will use Greek letters to represent spacetime indices
and Latin letters for tetrad indices. In particular,
gab = e
µ
agµνe
ν
b =
 0 −1 0 0−1 0 0 00 0 0 1
0 0 1 0
 , (12)
is the metric in tetrad indices, and will be used to raise
and lower tetrad indices.
B. Two-body problem in black hole perturbation
theory
We are interested in the motion of a pair of gravitation-
ally bound compact masses m and M , in the limit that
m  M .1 In this limit, the gravitational field produced
by the smaller object m can be treated as a perturbation
to the black hole geometry generated by the larger object
1 With some abuse of notation we will use m and M both as labels
for the two objects and as the value of their masses.
4M . If we place ourselves in a frame in which M is at rest,
we can study the motion of m as a perturbative series in
the mass ratio µ = m/M  1.
Both masses are assumed to be compact enough that
they can be treated as black holes. Moreover we assume
both masses to have no charge. We allow the larger mass
to have non-zero spin a = J/M . The background geom-
etry is therefore described by the Kerr metric, which in
addition is assumed to be sub-extremal, i.e. a/M < 1.
We further assume the smaller object to have zero spin.
C. Geodesics in Kerr spacetime
In the limit µ → 0, the smaller object will follow a
geodesic of the Kerr spacetime generated by the larger
objectM . The geodesic equations in Kerr spacetime have
the following form:(dr
dτ
)2
=
R(r)
Σ(r, z)2
, (13)(dz
dτ
)2
=
Z(z)
Σ(r, z)2
, (14)
dφ
dτ
=
Φr(r) + Φz(z)
Σ(r, z)
, (15)
dt
dτ
=
Tr(r) + Tz(z)
Σ(r, z)
, (16)
where R, Z, Φr, Φz, Tr, and Tz are known functions of
r and z (see e.g. [37]).
As first shown by Carter [38], this set of equations is
separable. This separation can be achieved easily, by
changing to a convenient time variable λ to parametrize
the orbit,
dτ
dλ
= Σ(r, z) = r2 + a2z. (17)
The time variable λ is commonly referred to as “Mino
time”. This parametrization allows for an analytic solu-
tion of geodesic equations in terms of elliptic functions
[37].
The solutions in [37] are most naturally expressed in
terms of the periapsis rmin, the apapsis rmax, and the
maximum value of the z coordinate zmax. In this paper
we are concerned only with equatorial orbits. Conse-
quently, we will set zmax = 0. Instead of the parameters
(rmin, rmax) we use the semilatus rectum p and eccentric-
ity e, defined by
rmin =
p
1 + e
, (18)
rmax =
p
1− e , (19)
to indentify orbits.
To compare orbits between different spacetimes we need
a gauge invariant way of identifying orbits. A useful set
of invariants is given by the orbital frequencies [22],
Ωr =
2pi
Tr
, (20)
Ωφ =
〈dφdτ 〉
〈 dtdτ 〉
, (21)
where Tr is Boyer-Lindquist coordinate time between two
passes through periapsis, and the angular brackets 〈·〉
denote averaging with respect to proper time,
〈F 〉 ≡ lim
T→∞
1
2T
∫ T
−T
F (τ) dτ. (22)
For future reference we note that for periodic quantities
this definition reduces to,
〈F 〉 = 1Tr
∫ Tr
0
F (τ) dτ (23)
=
1
Tr
∫ Λr
0
F (λ)Σ dλ, (24)
where Tr is the proper time between two passes through
periapsis, and Λr is the corresponding amount of Mino
time.
The pair (Ωr,Ωφ) provides a gauge independent char-
acterization of eccentric equatorial orbits. This charac-
terization is almost (but not quite) unique. In a small
region near the transition to plunging orbits, all orbits
come in isofrequency pairs of distinct orbits with identi-
cal frequencies (Ωr,Ωφ) [39].
D. Self-force corrected motion
We now consider the situation that 0 < m << M(= 1).
In that limit, we can study the effect of the small mass m
on the gravitational field as a perturbation to the black
hole geometry generated by the larger mass M , using the
mass-ratio µ = m/M as an expansion parameter. The
corrections to the motion of the smaller object due to self-
interactions can thus also be studied order-by-order in µ.
Detweiler and Whiting [40] showed that, to first-order
in µ, the mass m will follow a geodesic in the effective
spacetime
g˜µν = gµν + h
R
µν , (25)
where gµν is the background Kerr geometry generated
by the larger mass M , and hRµν is a certain smooth piece
of the retarded metric perturbation generated by the
smaller mass m.
The regular piece of the metric perturbation, hRµν , can be
further split in a dissipative piece hR,dissµν , and a conserva-
tive piece hR,consµν . By setting appropriate boundary con-
ditions on the retarded metric perturbation, the effects
5of the dissipative and conservative piece can be studied
independently. The dissipative piece encodes all effects
on the motion of m due to energy and angular momen-
tum being carried away by gravitational waves causing
the orbit to slowly decay and spiral towards the larger
mass M . The conservative piece then encodes all other
effects like changes in the orbital periods.
Because the motion in the “conservative” effective space-
time,
g˜consµν = gµν + h
R,cons
µν , (26)
is free from dissipation, there exist bound eccentric equa-
torial orbits in the effective spacetime with well-defined
orbital frequencies
Ω˜r =
2pi
T˜r
, (27)
Ω˜φ =
〈dφ˜dτ˜ 〉
〈 dt˜dτ˜ 〉
, (28)
where the tildes denote quantities calculated in the effec-
tive spacetime.
E. Generalized redshift invariant
To compare the conservative effect of the self-interaction
between various computational approaches one needs a
gauge invariant measure of this effect. In this paper we
will calculate one such measure, the so-called (general-
ized) redshift. This was first introduced for circular or-
bits by Detweiler [12], and later generalized to eccentric
orbits by Barack and Sago [22, 23]. Recent work by Le
Tiec [41] has shown that the generalized redshift plays a
key role in the ‘first law of mechanics’ for compact bina-
ries, where it acts as a conjugate variable to the particle
mass. In its generalized form the redshift invariant is
defined as,
U ≡ 〈 dt
dτ
〉. (29)
For circular orbits (and a helically symmetric choice of
gauge) dtdτ is independent of τ and this definition reduces
Detweiler’s original definition
U =
dt
dτ
. (30)
For eccentric orbits we have,
U =
1
Tr
∫ Tr
0
dt
dτ
dτ =
Tr
Tr . (31)
The redshift invariant U is invariant under gauge trans-
formations that are asymptotically flat and preserve the
periodic nature (or helical symmetry in the case of circu-
lar orbits) of the spacetime [22]. Consequently, U viewed
as a function of the orbital frequencies (Ωr,Ωφ) provides
a gauge invariant measure of the conservative motion.
We can thus compare U in the background spacetime gµν
and the conservative effective spacetime g˜consµν (at fixed
orbital frequency),
∆U(Ωr,Ωφ) ≡ U˜(Ωr,Ωφ)− U(Ωr,Ωφ)
µ
. (32)
Following [23] we obtain U in terms of quantities that we
can calculate directly for perturbation theory,
U =
1
µ
(
Tr
T˜r
− TrTr
)
(33)
= − Tr
µT 2r
(
T˜r − Tr
)
dτ +O(µ) (34)
= − Tr
µT 2r
∫ Tr
0
(
dτ˜
dτ
− 1) dτ +O(µ). (35)
From the normalization conditions for the 4-velocity
uµ = dx
µ
dτ ,
gµνu
µuν = g˜consµν u˜
µu˜ν = −1, (36)
one readily obtains
dτ˜
dτ
= 1− 1
2
hR,consµν u
µuν +O(µ2), (37)
and consequently
∆U =
Tr
2µTr 〈h
R
uu〉, (38)
where hRuu ≡ hRµνuµuν = hR,consµν uµuν .
F. Radiation gauge
In this paper, we will obtain the metric perturbation hµν
in the so-called outgoing radiation gauge or ORG. This
gauge is defined by the gauge conditions
eµ2hµν = 0, and (39)
hµµ = 0. (40)
This gauge is naturally asymptotically flat, and the gauge
conditions respect the periodic nature of orbits in the
background spacetime. As such the ORG is a natural
gauge to calculate ∆U .
A complicating factor of work in radiation gauges is that
they are known [42, 43] to develop singularities in the
presence of matter, and this singularity will generally ex-
tend away from the worldline. This issue was studied in
great detail by Pound et al. [34]. They found that radi-
ation gauges fall in one of four classes. In the first two
6classes, the gauge irregularity forms a string-like singu-
larity extending along one of the principle null-directions,
either towards infinity or the horizon. These are known
as half-string gauges. In the so-called full-string gauge
the singularity extends in both directions. Finally, one
can stitch together two regular halves from the half-string
gauges to form a gauge that is regular both at the hori-
zon and infinity. The price paid is that this “no-string”
gauge is discontinuous on a sphere containing the particle
worldline.
In this paper, we obtain the local metric perturbation
generated by a particle by approaching the particle’s
worldline either from the inside or outside in the half-
string gauge that is regular on that side. The inside and
outside limits are therefore obtained in different gauges.
This will not cause problems as long as we remain aware
that the limits of gauge dependent quantities may not
agree.
III. METHOD
A. Strategy
The core idea of our strategy is to separate the metric
perturbation in modes depending on just one coordinate
variable, and find these functions mode-by-mode. Such
‘frequency domain’ methods have previously been used to
great success to solve the linearized Einstein equation in
a Lorenz gauge for small objects orbiting a Schwarzschild
black hole [35, 44, 45]. Although this method has previ-
ously been applied to scalar waves on a Kerr background
[46–48], it cannot be applied directly to find perturba-
tions to the metric on a Kerr background, because the
linearized Einstein equation in Kerr is not separable. In-
stead we have to work around this issue.
Teukolsky famously showed that the linear equations for
scalar fields with arbitrary spin-weight on a Kerr back-
ground are separable [49]. In particular, this holds for
the equations for the Weyl scalars ψ0 and ψ4, which have
spin-weight +2 and −2, respectively. In a 1973 theorem
[50], Wald showed that the perturbations to the Weyl
scalars ψ0 and ψ4 individually contain almost all infor-
mation about the metric perturbations (up to global per-
turbations of the mass and angular momentum). Cohen,
Chrzanowski, and Kegeles (CCK) [24–27] developed a
procedure to reconstruct vacuum metric perturbations
in a radiation gauge from ψ0 or ψ4.
Our strategy will be first to solve the Teukolsky equation
numerically by separation of variables, and then obtain
the metric perturbations using the CCK reconstruction
procedure. This technique was pioneered by the group
of Friedman et al in Milwaukee [28–30, 51], applying it
successfully to obtain the metric perturbations produced
by a mass moving on a circular equatorial orbit around a
Figure 1. Graphical representation of the method of extended
homogeneous solutions. The field equations are solved in the
interior and exterior vacuum regions in the frequency domain.
To obtain the field at the particle the time domain solutions
are constructed and analytically extended towards the world-
line (either from the inside or outside).
Kerr black hole [30]. Here we are extending these results
to eccentric equatorial orbits in Kerr.
The extension to eccentric orbits brings new challenges.
For one, the Teukolsky equation for the radial functions
now has a non-zero source in a region extending from rmin
to rmax. This causes a problem because the CCK recon-
struction procedure is ill-defined for non-vacuum regions
[43]. Consequently, it cannot be applied mode-by-mode
in the source region.
We avoid this issue by applying the so-called “method
of extended homogeneous solutions”. This method was
originally introduced [35] to avoid poor convergence of
the mode-sum at the particle for eccentric orbits due to
the Gibbs phenomenon. The basic idea is as follows. A
particle traveling on an eccentric orbit naturally splits
the rt-plane into an interior and exterior region (see Fig.
1). Outside of the region between rmin and rmax, the
frequency domain equations are free of source terms and
the field perturbation is given as a sum of homogeneous
frequency modes with appropriate (retarded) boundary
conditions at infinity (in the exterior) or at the horizon
(in the interior). In the (1+1) time domain, the solution
in the entire exterior/interior region is vacuum. So it can
be obtained by analytically extending the frequency do-
main solution in the appropriate vacuum region. This an-
alytic extension can in fact be done on a mode-by-mode
basis, yielding mode-by-mode contributions to the field
perturbation at the particle. The sum of these contribu-
tions (over the frequency modes) converges exponentially
[35].
Schematically, our approach will be as follows. For each
frequency mode we solve the Teukolsky equation to find
the interior and exterior vacuum solutions for ψ4. Al-
though these will only represent the physical perturba-
tion of ψ4 in the interior and exterior regions respec-
7tively, these solutions will be valid vacuum solutions ev-
erywhere. We then apply the CCK reconstruction pro-
cedure to obtain the metric perturbation corresponding
to these vacuum solutions. The time domain form of the
frequency domain modes of the metric perturbation are
then evaluated at each point along the orbit. The full
metric perturbation is the sum of all these contributions.
The plan for the rest of this section is as follows. In
section III B, we review the Teukolsky formalism for ob-
taining ψ4. We pay particular attention to obtaining the
asymptotic behaviour at infinity and the black hole hori-
zon of the homogeneous solutions of the radial Teukol-
sky equation. The first step in the CCK procedure is
to obtain the so-called Hertz potential, which itself is
a solution of the Teukolsky equation with spin s = 2.
Section III C leverages the asymptotic behaviour of the
solutions to the Teukolsky equation to solve the equa-
tions for the Hertz potential algebraically. The rest of
the steps of the CCK procedure are discussed in section
III D, where we explicitly obtain an operator that pro-
duces the (spherical harmonic) modes of huu from the
(spheroidal spin-weighted harmonic) modes of the Hertz
potential. Section III E discusses the procedure for ob-
taining the remaining pieces of the metric perturbation
due to perturbations to the total mass and angular mo-
mentum of the spacetime. This gives us the modes of the
retarded metric perturbations, whose sum diverges at the
particle. Section III F discusses the mode-sum regulariza-
tion procedure for obtaining the regular “R” part of the
perturbations.
B. Teukolsky Equation
We here review the Teukolksy formalism focussing on the
asymptotic properties of the solutions of the Teukolsky
equation. For a more comprehensive review see [52] and
the reference therein. Discussion of the static modes sim-
ilar to ours can be found in [53].
A classical result from Teukolsky [49, 54] is that the equa-
tions for fields Φs with spin-weight s on a Kerr back-
ground can be solved by separation of variables. Writ-
ing2
Φs =
1√
2pi
∑
l,m,n
sΦlmn sRlmn(r) sSlmn(z)e
i(mφ−ωmnt),
(41)
one finds that the radial mode functions sRlmn(r) and
spheroidal mode functions sSlmn(z) satisfy individual
2 Here we anticipate that we will deal with solutions with a discrete
spectrum indexed by the integers m and n. In the more general
case of fields with a continuous spectrum the sum over n would
be replaced by an integral over ω.
(uncoupled) ordinary differential equations,{
∆−s
d
dr
(
∆s+1
d
dr
)
+
K2mn − 2is(r − 1)Kmn
∆
+ 4isωmnr − sλlmn
}
sRlmn(r) = sTlmn(r),
(42)
{ d
dz
(
(1− z2) d
dz
)
− (m+ sz)
2
1− z2 + (aωmnz − s)
2
−s(s− 1) + sAlmn
}
sSlmn(z) = 0,
(43)
where
Kmn ≡ (r2 + a2)ωmn − am, (44)
sλlmn ≡ sAlmn + a2ω2mn − 2maωmn. (45)
The polar mode functions sSlmn(z) are known as spin-
weighted spheroidal harmonics. In the limit aωmn → 0,
the eigenvalues reduce to
sAlmn = sλlmn = l(l + 1)− s(s+ 1), (46)
and equation (43) reduces to the familiar equation for
spin-weighted spherical harmonics. In this paper we
choose to normalize the spin-weighted spheroidal har-
monics such that
1∫
−1
dz sSlmω(z)
2 = 1. (47)
For our purpose, the most relevant examples of spin-
weighted fields are the linear perturbations of the Weyl
scalars Φ2 = ψ0 and Φ−2 = ρ−4ψ4. The rest of this sec-
tion will deal with the properties of the solutions of the
radial Teukolsky equation (42) with |s| = 2. For reasons
that will become apparent in Sec. III C, we will focus
on determining the asymptotic behaviour of the homo-
geneous solutions at infinity and near the horizon.
We will distinguish three separate cases depending on
whether ωmn and/or ma vanish.
1. Homogeneous solutions (generic case ωmn 6= 0 and
ma 6= 0)
In the most generic case, where neither ωmn nor ma van-
ish, the homogeneous solutions of the radial Teukolsky
equation (42) are oscillatory. One straightforwardly es-
tablishes that at infinity and near the horizon the homo-
geneous solutions behave as [55],
sRlmn(r) = sαlmnr
−1 exp(−iωmnr∗)
+sβlmnr
−(2s+1) exp(iωmnr∗)
r →∞, (48)
sRlmn(r) = sAlmn∆
−s exp(−ikmnr∗)
+sBlmn exp(ikmnr
∗)
r → r+, (49)
8where kmn = ωmn − ma2r+ , and r∗ = r+
2r+
r+−r− log
r−r−
2 −
2r−
r+−r− log
r−r+
2 is the tortoise coordinate.
The positive and negative frequency modes (±ωmn, or
±kmn) are naturally identified as representing incoming
and outgoing waves at infinity and the horizon. The
physical solution at infinity, sR
+
lmn, is the solution with
no waves coming in from infinity, implying sα
+
lmn = 0.
We further normalize this solution by setting sβ
+
lmn = 1.
Similarly, the physical solution at the horizon, sR
−
lmn,
is the solution with no waves coming “up” the black
hole horizon, leading to the conditions sB
−
lmn = 0 and
sA
−
lmn = 1. For later reference the complementary “un-
physical” solutions at infinity and the horizon are de-
noted sR
6+
lmn (defined by sβ
6+
lmn = 0 and sα
6+
lmn = 1) and
sR
6−
lmn (defined by sA
6−
lmn = 0 and sB
6−
lmn = 1).
Since (42) is a second order linear differential equation,
its space of homogeneous solutions is two dimensional.
Consequently, any of the four solutions sR
±
lmn and sR
6±
lmn
can be written as a linear combination of two other solu-
tions. In particular, we can write the “unphysical” solu-
tions as a linear combination of the “physical” solutions
sR
6+
lmn =
sR
−
lmn − sβ−lmn sR+lmn
sα
−
lmn
, (50)
sR
6−
lmn =
sR
+
lmn − sA+lmn sR−lmn
sB
+
lmn
. (51)
2. Axisymmetric static modes (ωmn = 0 and ma = 0)
The asymptotic behaviour of the homogeneous solutions
changes in the special (static) case that ωmn vanishes. In
that case (42) becomes
0 = R′′(x) +
(1 + s)(1 + 2x)
x(1 + x)
R′(x)+(σ2 − 2is(1 + 2x)σ
4
(
x(1 + x)
)2 − (l − s)(1 + l + s)x(1 + x) )R(x),
(52)
where x = r−r+2κ , σ = −maκ , and κ =
√
1− a2.
This equation has explicit analytic solutions. When the
product ma also vanishes (i.e. for general static modes
in Schwarzschild (a = 0) or axisymmetric (m = 0) static
modes in Kerr), eq. (52) is solved by
sRlmn =sAlmn (x(1 + x))
− s2 P sl (1 + 2x)
+ sBlmn (x(1 + x))
− s2 Qsl (1 + 2x),
(53)
where Pmn (x) and Q
m
n (x) are associated Legendre P and
Q functions.
These solutions have the asymptotic form,
sRlmn(x) =
x−ssAlmn
(
(1− s)s + (2− s)s−1l(l + 1)x
+ (3− s)s−2(l − 1)4x2 +O(x3)
)
+sBlmn (divergent terms)
as x→ 0,
(54)
and
sRlmn(x) =
xl−s
(
sAlmn
(2l)!
(l)!(l − s)! +O(
1
x )
)
+
x−l−s−1
(
XsAlmn
− sBlmn
√
pis(l + 32 )−s− 12
22l+1
+O( 1x )
)
as x→∞,
(55)
where X is an unspecified function of s and l that we will
not need. Note the use of the Pochhammer symbol
(x)n =
Γ(x+ n)
Γ(x)
= x(x+ 1) · · · (x+ n− 1). (56)
The physical solutions are identified by imposing regular-
ity at the horizon and infinity. At first glance this may
seem impossible, since both solutions in (53) appear di-
vergent at the horizon. This is due to irregularity of the
Kinnersley tetrad at the horizon, and the physical regu-
larity condition is that ∆sR(r) should be smooth at the
horizon [53]. We thus identify the physical solution at
infinity, sR
+
lmn, as set by the conditions
sA
+
lmn = 0 and (57)
sB
+
lmn = (−1)s+12s(2κ)−s
(l − s)!
(l + s)!
, (58)
and the physical solution at the horizon, sR
−
lmn, as set
by
sA
−
lmn = (2κ)
−s and sB−lmn = 0. (59)
3. Static modes (ωmn = 0 and ma 6= 0)
We finally consider the very special case that ωmn = 0
while both a and m are non-zero. For modes sourced
by a particle moving on an equatorial orbit this can only
happen if an integer combination of the radial and az-
imuthal frequencies Ωr and Ωφ vanish. Such special or-
bits are known as rφ-resonances, which can cause a co-
herent build up of linear momentum flux to infinity [56],
but should not have a direct impact on the local dynam-
ics of the binary system at leading order in µ.
9The most general solution in the case that ma 6= 0 is
given by,
sRlmn = sAlm
(
1 + x
x
)iσ2
(x(1 + x))
−s
× 2F1(−l − s; 1 + l − s; 1 + s− iσ;−x)
+ sBlm
(
1 + x
x
)−iσ2
× 2F1(−l + s; 1 + l + s; 1− s+ iσ;−x),
(60)
where 2F1 a hypergeometric function.
Near infinity and the horizon this solution has the fol-
lowing asymptotic form
sRlmn(x) = x
−s−iσ2 (sAlm +O(x))
+ xi
σ
2 (sBlm +O(x))
as x→ 0,
(61)
and
sRlmn(x) = x
l−s
(
sAlm
(1 + l + s)l−s
(1− s− iσ)l+s
+ sBlm
(1 + l − s)l+s
(1 + s+ iσ)l−s
+O( 1x )
)
+ x−l−s−1
(
XsAlm + Y sBlm +O( 1x )
)
as x→∞,
(62)
where X and Y are unspecified functions of s, l, and σ
that we will not need.
Again imposing regularity, we identify the physical solu-
tions at infinity sR
+
lmn by
sA
+
lmn = −(2κ)−s
(l − s)!(1− s− iσ)l+s
(l + s)!(1 + s+ iσ)l−s
, and (63)
sB
+
lmn = 1, (64)
and the physical solution at the horizon, sR
−
lmn, by
sA
−
lmn = (2κ)
−s and sB−lmn = 0. (65)
Moreover, we will need the irregular solution at the hori-
zon sR
6−
lmn defined by
sA
6−
lmn = 0 and sB
6−
lmn = (2κ)
−s, (66)
which can be written as a linear combination of the phys-
ical solutions at the horizon and infinity,
sR
6−
lmn =
sR
+
lmn − sA+lmn sR−lmn
sB
+
lmn
(67)
= sR
+
lmn +
(l − s)!(1− s− iσ)l+s
(l + s)!(1 + s+ iσ)l−s
sR
−
lmn. (68)
4. Inhomogeneous modes
The solution of the inhomogeneous Teukolsky equation,
sourced by a particle moving on an equatorial orbit, in
the vacuum regions inside (−) and outside (+) the orbit
can be written as a linear combination of the homoge-
neous solutions,
ψ±4 =
ρ4√
2pi
∑
l,m,n
Z±lmn −2R
±
lmn(r) −2Slmn(z)e
i(mφ−ωmnt).
(69)
The coefficients Z±lmω can be determined using variations
of parameters,
Z±lmn =
∫ rmax
rmin
−2R∓lmn(r)−2Tlmn(r)
W [−2R+lmn, −2R
−
lmn](r)
dr, (70)
where W [f1, f2] denotes the Wronskian of the solutions
f1 and f2. An explicit expression for the “source” term
−2Tlmn(r) is given in [57].
C. Hertz Potential
The reconstruction of the metric perturbations in the
CCK formalism is defined in terms of the so-called Hertz
potential. In vacuum regions, the Hertz potential for
metric perturbations in the outgoing radiation gauge
ΨORG satisfies two conditions [58]. First, ΨORG satis-
fies the Teukolksy equation for s = 2 fields in vacuum.
Second, ΨORG satisfies a fourth order differential equa-
tion with ψ4 acting as a source term,
1
32
∆2(D†0)
4∆2Ψ¯ORG = ρ
−4ψ4, (71)
where D†0 = ∂r− (r
2+a2)∂t+a∂φ
∆ , and the over bar denotes
complex conjugation.
The first condition implies that ΨORG in the interior
and exterior vacuum regions can be decomposed in spin-
weighted spheroidal harmonics,
Ψ±ORG =
1√
2pi
∑
l,m,n
Ψ±lmn 2R
±
lmn(r) 2Slmn(z)e
i(mφ−ωmnt).
(72)
Furthermore, the linear operator on the left hand side in
(71) neatly separates over the spheroidal modes, with the
operator acting on the radial modes given by
D†mn = ∂r + i
ωmn(r
2 + a2)−ma
∆
≡ D−m−n. (73)
Consequently, (71) can be solved mode-by-mode. In par-
ticular, we observe that the resulting operator acting on
the radial modes is a linear operator that maps solutions
of the radial (vacuum) Teukolsky equation with s = 2
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into solutions of the radial (vacuum) Teukolsky equation
with s = −2. Consequently, if we fix a basis on the (2-
dimensional) space of solutions of the (vacuum) Teukol-
sky equation (as we did in section III B), the action of
this operator is given by a 2-by-2 matrix, which can eas-
ily be inverted. The basis in section III B was chosen to
ensure that this matrix is diagonal, simplifying the in-
version. Moreover, the action of the radial operator can
be determined at any radius r. In particular, we can
determine the action (and its inverse) in the asymptotic
regions at infinity and near the horizon, requiring only
the asymptotic behaviour of the homogeneous solutions
as obtained in the previous section.
Ori [43] performed this analysis for the relation between
(generic) modes of the incoming radiation gauge (IRG)
Hertz potential and ψ0. We here extend that analysis to
the ORG Hertz potenital, ΨORG, and ψ4, also including
all the static modes.
Expanding the left hand side of (71) using (72) we find
1
32
∆2(D†0)
4∆2Ψ¯±ORG =
∑
l,m,n
Ψ¯±lmn
32
∆2(D†−m−n)
4∆2
× 2R¯±lmn(r) 2Slmn(z)e−i(mφ−ωmnt). (74)
Relabelling (m,n) to (−m,−n) and using the identi-
ties sSlmn(z) = (−1)s+m −sSl−m−n(z) and sR¯lmn =
sRl−m−n, this becomes
1
32
∆2(D†0)
4∆2Ψ¯±ORG =
∑
l,m,n
(−1)m Ψ¯
±
l−m−ω
32
×
∆2(D†mn)
4∆2 2R
±
lmn(r) −2Slmn(z)e
i(mφ−ωmnt). (75)
Comparing with the expansion (69) of the right hand side
of (71), and noting the orthogonality of the spheroidal
and Fourier modes, we obtain,
Z±lmn −2R
±
lmn(r) =
(−1)m
32
Ψ¯±l−m−n∆
2(D†mn)
4∆2 2R
±
lmn(r).
(76)
By the Teukolsky-Starobinsky identities (see e.g. [59]
section 81) this is equivalent to
Z±lmn(Dmn)
4 −2R±lmn(r) =
(−1)m
32
Ψ¯±l−m−nplmn 2R
±
lmn(r),
(77)
where
plmn =
(
(−2λlmn + 2)2 + 4maωmn − 4a2ω2mn
)
× (−2λlmn2 + 36maωmn − 36a2ω2mn)
+ (2−2λlmn + 3)(96a2ω2mn − 48maωmn)
+ 144ω2mn(1− a2).
(78)
We now observe that if f(r) solves the radial Teukolsky
equation (42) with spin s, then ∆sf¯(r) solves the radial
Teukolsky equation with the opposite spin −s, as can eas-
ily be verified by inserting ∆sf¯(r) in (42) with spin −s.
For generic (ω 6= 0) modes, the asymptotic behaviour
tells us that this relation exchanges physical (retarded)
for unphysical (advanced) boundary conditions,
∆s sR¯
±
lmn = −sR
6∓
lmn. (79)
Using this relation Eqs. (76) and (77) become
Z±lmn −2R
±
lmn(r) =
(−1)m
32
Ψ¯±l−m−n∆
2(D†mn)
4 −2R
6±
l−m−n(r)
(80)
and
Z±lmn(Dmn)
4∆2 −2R±lmn(r) =
(−1)m
32
Ψ¯±l−m−nplmn −2R
6±
l−m−n(r).
(81)
If we insert the asymptotic expansion (48) into (80) we
find
Z+lmnr
3 exp(iωmnr
∗) =
(−1)m
32
Ψ¯+l−m−n16ω
4r3 exp(iωmnr
∗),
(82)
for the solution at infinity. This can easily be solved for
Ψ+lmn,
Ψ+lmn = (−1)l+m2
Z+lmn
ω4mn
, (83)
where we used that Z¯lmn = (−1)lZl−m−n.
However, for the physical mode at the horizon if one in-
serts the asymptotic expansion near the horizon (49) into
(80), one finds that the leading terms cancels, yielding no
useful information. Using (81) instead one finds,
Z−lmn(2κ)
4(i(σ + 2ωmn)− 2)4 exp(−ikmnr∗) =
(−1)m
32
Ψ¯−l−m−nplmn exp(−ikmnr∗),
(84)
which we can solve for Ψ−lmn,
Ψ−lmn = (−1)l+m
32Z−lmn
plmω
(2κ)4(i(σ + 2ωmn)− 2)4. (85)
For the static case ω = 0, but ma 6= 0, one easily verifies
that
∆s sR¯
+
lmn =
(l − s)!(1− s− iσ)l+s
(l + s)!(1 + s+ iσ)l−s
−sR+lmn, (86)
and
∆s sR¯
−
lmn = −sR
6−
lmn. (87)
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Repeating the analysis above we find
Ψ+lmn = (−1)l+m
32
(iσ − 2)4Z
+
lmn, (88)
Ψ−lmn = (−1)l+m32
(iσ − 2)4(
(l − 1)4
)2Z−lmn. (89)
Similarly, for ω = ma = 0,
∆s sR¯
+
lmn = −
(l − s)!
(l + s)!
−sR+lmn, and (90)
∆s sR¯
−
lmn =
(l + s)!
(l − s)! −sR
−
lmn, (91)
leading to
Ψ+lmn = (−1)l+m+132Z+lmn, (92)
Ψ−lmn = (−1)l+m
32
((l − 1)4)2
Z−lmn. (93)
This brings us to the main result from this section: a set
of algebraic expressions for the asymptotic amplitudes
Ψ±lmn of the outgoing radiation gauge Hertz potential in
terms of the asymptotic amplitudes Z±lmn of ψ4. In sum-
mary, these expression are,
Ψ+lmn =

(−1)l+m 2ω4mnZ
+
lmn for ωmn 6= 0,
(−1)l+m 32(iσ−2)4Z
+
lmn for ωmn = 0 but ma 6= 0,
(−1)l+m+132Z+lmn for ωmn = ma = 0,
(94)
Ψ−lmn =

(−1)l+m 32plmω (2κ)4(i(σ + 2ωmn)− 2)4Z
−
lmn for ωmn 6= 0,
(−1)l+m32 (iσ−2)4(
(l−1)4
)2Z−lmn for ωmn = 0 but ma 6= 0,
(−1)l+m 32
((l−1)4)2Z
−
lmn for ωmn = ma = 0.
(95)
In addition, by combining (50), (51), (67), (79), (86), (87), (90), and (91), we can obtain the s = 2 homogeneous
solutions of the radial Teukolsky equation needed in (72) explicitly in terms of the s = −2 homogeneous solutions,
2R
+
lmn(r) =

1
∆2
(
1
−2α¯−lmn
−2R¯−lmn(r)− −2β¯
−
lmn
−2α¯−lmn
−2R¯+lmn(r)
)
for ωmn 6= 0,
(1−2+iσ)l+2
∆2(l−1)4(1+2−iσ)l−2 −2R¯
+
lmn(r) for ωmn = 0 but ma 6= 0.
−1
∆2(l−1)4 −2R¯
+
lmn for ωmn = ma = 0,
(96)
2R
−
lmn(r) =

1
∆2
(
1
−2B¯+lmn
−2R¯+lmn(r)− −2A¯
+
lmn
−2B¯+lmn
−2R¯−lmn(r)
)
for ωmn 6= 0,
1
∆2
(
−2R¯+lmn +
(l−1)4(1+2+iσ)l−2
(1−2−iσ)l+2 −2R¯
−
lmn
)
for ωmn = 0 but ma 6= 0,
(l−1)4
∆2 −2R¯
−
lmn for ωmn = ma = 0.
(97)
Consequently, once we have obtained the mode expansion
(69) for ψ4, we can use these algebraic relations to ob-
tain ΨORG (in the interior and exterior vacuum regions)
without solving any further differential equations.
D. Metric Reconstruction
The next step in the CCK procedure is to produce the re-
constructed metric components from the Hertz potential.
These will be produced in an outgoing radiation gauge
defined by
h2a ≡ eµ2eνahµν = 0, (98)
h34 ≡ eµ3eν4hµν = 0. (99)
The CCK procedure obtains the remaining non-zero com-
ponents of the metric perturbation by acting on ΨORG
with certain second order linear differential operators (see
e.g. [58]). With our sign conventions these are given by
h11 ≡ eµ1eν1hµν = Hˆ11ΨORG + c.c., (100)
h13 ≡ eµ1eν3hµν = Hˆ13ΨORG, and (101)
h33 ≡ eµ3eν3hµν = Hˆ33ΨORG, (102)
with
Hˆ11 = ρ−4
(
δ¯ − 3α− β¯ + 5pi) (δ¯ − 4α+ pi) , (103)
Hˆ13 = ρ
−4
2
{(
δ¯ − 3α+ β¯ + 5pi + τ¯)(∆ˆ + µ− 4γ) (104)
+
(
∆ˆ + 5µ− µ¯− 3γ − γ¯)(δ¯ − 4α+ pi)}, and
12
Hˆ33 = ρ−4
(
∆ˆ + 5µ− 3γ + γ¯
)(
∆ˆ + µ− 4γ
)
. (105)
Here δ¯ = eµ4∂µ, ∆ˆ = e
µ
2∂µ, and the remaining Greek
letters are the usual spin-coefficients in the Newman-
Penrose formalism. (Explicit expressions consistent with
our conventions are given in [57]).
Our goal in the rest of this section is to construct huu
from ΨORG,
h±uu = lim
x→x±0
uaubhab = lim
x→x±0
HˆuuΨ±ORG + c.c. (106)
with
Hˆuu = u1u1Hˆ11 + 2u1u3Hˆ13 + u3u3Hˆ33, (107)
and where the limit x→ x±0 symbolizes approaching the
particle worldline from either the exterior (+) or interior
(−) vacuum region. As written here Eq. (106) makes lit-
tle sense, since the particle four-velocity uµ is not a field,
but a quantity defined only on the particle worldline. To
make sense of the limiting procedure we must extend uµ
to a suitably smooth field defined in a neighbourhood of
the worldline. Following the literature [5, 60], we choose
a “rigid” extension, i.e. we choose to extend the four-
velocity uµ such that
uµ(t0, r, z, φ) = u
µ(t0, r0, z0, φ0), (108)
using that the particle crosses each t0-slice at a unique
point (r0, z0, φ0).
A second issue with (106) is that the limit towards the
particle worldline will obviously diverge. However, to
obtain ∆U we only need the regular “R” part of hab.
To obtain the regular part, we will utilize the mode-sum
formalism [61–63]. This requires that we expand huu in
spherical harmonics, whereas we obtain ΨORG expanded
in spin-weighted spheroidal harmonics. The remainder of
this section will be devoted to explicitly evaluating the
action of Hˆuu and “re-expanding” the result in spherical
harmonics to obtain the “l-modes”.
We start by inserting the expansion of the Hertz potential
(72) in (106),
h±uu = lim
x→x±0
1√
2pi
∑
l,m,n
Hˆuu
{
Ψ±lmn 2R
±
lmn(r)
× 2Slmn(z)ei(mφ−ωmnt)
}
+ c.c.
(109)
The first step towards re-expanding the result in spheri-
cal harmonics is to expand the spin-weighted spheroidal
harmonics sSlmn(z) in spin-weighted spherical harmon-
ics sYlm(z),
sSl1mn(z) =
∑
l2
(sbmn)
l1
l2 s
Yl2m(z). (110)
Hughes [64] has described a robust way of numerically
obtaining the transformation matrix (sbmn)
l1
l2
.
After expanding to spherical harmonics, we can evaluate
the action of the linear operator Hˆuu. Observing that
derivatives with respect to z can be rewritten in terms
of the spin-weight lowering operator ð¯s =
√
1− z2(∂z +
i
1−z2 ∂φ +
sz
1−z2 ), the result has the schematic form
h±uu = lim
x→x±0
∑
m,n
ei(mφ−ωmnt)
∑
l1,l2,i,s
Cl1mnsi(r, z)
×Ψ±l1mn 2R
±,(i)
l1mn
(r)(2bmn)
l1
l2 s
Yl2m(z) + c.c.,
(111)
where C is a numerical coefficient depending on the field
point (r, z), the particle position (r0, z0), and the indices
(l1,m, n, s, i).
Next, we expand the spin-weighted spherical harmonics
sYlm(z) to ordinary spherical harmonics by using the fol-
lowing identities
2Yl1m(z) =
∑
l2
2mAl1l2 Yl2m(z)
1− z2 , (112)
1Yl1m(z) =
∑
l2
1mAl1l2 Yl2m(z)√
(l1 − 1)(l1 + 2)
√
1− z2 , (113)
0Yl1m(z) =
∑
l2
0mAl1l2 Yl2m(z)√
(l1 − 1)l1(l1 + 1)(l1 + 2)
, (114)
where (using Wigner 3j-notation)
2mAl1l2 = (−1)m
√
8
3
(2l1 + 1)(2l2 + 1)
×
(
2 l1 l2
0 m −m
)(
2 l1 l2
2 −2 0
)
,
(115)
1mAl1l2 =(−1)m+1
√
2(l1 − 1)(l1 + 2)(2l1 + 1)
×
√
2l2 + 1
(
1 l1 l2
0 m −m
)(
1 l1 l2
1 −1 0
)
,
(116)
and
0mAl1l2 =
√
(l1 − 1)l1(l1 + 1)(l1 + 2)δl1l2 . (117)
The normalization of the coefficients smAl1l2 has been cho-
sen as to cancel the l1 dependence of the coefficients
Cl1mnsi. The result is
h±uu = lim
x→x±0
∑
m,n
ei(mφ−ωmnt)
∑
i,s
Cmnsi(r,z)
×
∑
l1,l2,l3
Ψ±l1mn 2R
±,(i)
l1mn
(r)(2bmn)
l1
l2
×smAl2l3 Yl3m(z) + c.c.,
(118)
where C is now a different coefficient that (among other
things) still depends on the field point z. Observing the
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identities
C¯mnsi(r, z) = (−1)sC−m−nsi(r,−z), (119)
Ψ¯±l1mn = (−1)lΨ±l1−m−n, (120)
2R¯
±,(i)
l1mn
(r) = 2R
±,(i)
l1−m−n(r), (121)
(2bmn)
l1
l2
= (−1)l1+l2(2b−m−n)l1l2 , (122)
smAl2l3 = (−1)s+l2+l3s−mAl2l3 , (123)
Yl3m(z) = (−1)m Yl3−m(z), (124)
and relabelling appropriately, we can evaluate the com-
plex conjugate terms,
h±uu = lim
x→x±0
∑
m,n
ei(mφ−ωmnt)
∑
i,s
l1,l2,l3
(Cmnsi(r, z) + (−1)l3+mCmnsi(r,−z))Ψ±l1mn 2R±(i)l1mn(r)(2bmn)l1l2smAl2l3 Yl3m(z) (125)
= lim
x→x±0
∑
m,n
ei(mφ−ωmnt)
∑
i,s
l1,l2,l3
Cl3mnsi(r, z2)Ψ±l1mn 2R
±,(i)
l1mn
(r)(2bmn)
l1
l2
smAl2l3z
1−(−1)l3+m
2 Yl3m(z), (126)
where in the last line we have redefined the coefficients
C, which are now only a function of z2.
To eliminate the dependence on the field point z in the
coefficients we utilize the freedom granted by the pres-
ence of the limit towards the worldline. Since we are
only interested in the limiting value at the worldline, we
are in principle free to multiply each term in the sum in
(126) by a function f(r, z) that smoothly approaches 1
at the worldline.3 For each term in the expansion (126)
we choose f such that
f(r, z) =
Cmnsi(r0, z20)
Cmnsi(r, z2) . (127)
That is, we keep only the leading constant term of each
of the coefficients C.
We finally rid ourselves of the final dependence on z by
utilizing the identity
zj Yl1m(z) =
∑
l2
jmBl1l2 Yl2mn(z), (128)
with
1mBl1l2 = (−1)m+l1+1(l1 − l2)
×
√
l1 + l2 + 1
2
(
1 l1 l2
0 m −m
)
,
(129)
and
jmBl1l2 =
(
1mBl1l2
)j
(130)
=
∑
`1,...,`j−1
1mBl1`1
( j−2∏
k=1
1mB`k`k+1
)
1mB`j−1l2 . (131)
This allows us to completely evaluate the limit and obtain
the l-modes of huu,
h±uu =
1√
2pi
∑
m,n
ei(mφ0−ωmnt0)
∑
i,s
∑
l1,l2,
l3,l4
Cl3mnsi(r0, z20)Ψ±l1mn 2R
±,(i)
l1mn
(r0)(2bmn)
l1
l2
smAl2l3
(
1−(−1)l3+m
2
)
mBl3l4 Yl4m(z0) (132)
=
∑
l
1√
2pi
∑
m,n
ei(mφ0−ωmnt0)
∑
i,s
Csi(m,n, r0)
∑
l1,l2
Ψ±l1mn 2R
±,(i)
l1mn
(r0)(2bmn)
l1
l2
smAl2l Ylm(0) (133)
=
∑
l
hl,±uu , (134)
3 Although any choice is allowed a priori, the price we pay is that
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where in the second line we utilized that Yl4m(z0) van-
ishes on the equator for odd values of l4 +m, and conse-
quently that
∑
l4
(
1−(−1)l3+m
2
)
mBl3l4 Yl4m(0) = Yl3m(0). (135)
Equation (133) thus gives the explicit expression for the
l-modes of huu that we were after. Following the above
steps the coefficients Csi(m,n, r0) can be computed ex-
plicitly, with their final form given in Table I. The proce-
dure in this section was purposely written more general
than strictly necessary for the calculation of huu. In prin-
ciple, the procedure described here can be applied to any
quantity constructed from the metric and its derivatives,
such as the self-force. This will just yield a different set
of coefficients Csi(m,n, r0). For more general quantities,
the expansion coefficients jmBl3l4 will not disappear from
the final expression.
E. Completion
Although the Weyl scalars ψ0 and ψ4 contain most of
the information about linear metric perturbations, they
cannot contain all information. The simplest coun-
terexamples are perturbations of the background Kerr
metric within the Kerr family. These necessarily have
ψ0 = ψ4 = 0, and can thus not be distinguished from the
zero perturbation on the basis of ψ0 and ψ4. The CCK
procedure can thus at best return a representative of the
equivalence class of metric perturbations with the same
ψ0 and ψ4. In general, we can write
hfullµν = h
CCK
µν + h
comp
µν , (136)
where hCCKµν is the metric perturbation obtained by con-
structing ψ4 from h
full
µν and then applying the CCK pro-
cedure. The procedure described in the previous sections
will produce (the regular part of) hCCKµν produced by a
particle moving on an equatorial orbit. However, to cal-
culate ∆U , we need hfullµν ; i.e. we need to find h
comp
µν . This
is known as the “completion problem”.
The completion problem is made tractable by a very use-
ful theorem due to Wald [50]. Wald showed that, up to
gauge terms, the completion part in any vacuum region
is given by,
hcompµν = cMh
M
µν + cJh
J
µν + cCh
C
µν + cNUTh
NUT
µν , (137)
we have to account for the choices made in the calculation of
the singular part in Sec. III F. In practice, we want to make
our choice such that the leading order divergent structure of the
singular field encoded in the regularization parameters is unaf-
fected.
where the metric perturbations h∗µν are obtained by
embedding the background Kerr metric in the four-
dimensional family of vacuum Pleban´ski-Demian´ski met-
rics [65] and varying with respect to the mass M , angular
momentum J = Ma, C-metric acceleration αC , or NUT
charge qNUT , and the c∗ are constants.
This reduces the completion problem to finding four num-
bers in each of the two vacuum regions in our problem.
The perturbations hCµν and h
NUT
µν have conical singular-
ities extending from the horizon to infinity. Since the
metric perturbation in the interior vacuum region must
be regular at the horizon and the perturbation in the ex-
terior vacuum region must be regular at infinity, we must
have c±C = c
±
NUT = 0.
Requiring that the perturbed spacetime has the correct
ADM mass and angular momentum fixes the parameters
in the exterior vacuum region, c+M = mE and c+J = mL.
We obtain
hcomp,+µν = 2µ
(E
r
dt2 +
r2
(
(r + a2)E − aL)
∆2
dr2
+
a ((r + 2)L − 2a(r + 1)E)
r
dφ2 − 2L
r
dtdφ
)
.
(138)
By requiring continuity of certain gauge invariant quan-
tities away from the equatorial plane, Merlin et al. [36]
have shown that for particles moving on equatorial orbits
c−M = c
−
J = 0.
Wald’s theorem only fixes the completion part up to
gauge modes. Recall that to calculate U we must be
in a gauge that is asymptotically flat and respects the
periodic structure of the orbit. The two components of
the metric perturbation in the exterior vacuum region,
hCCK,+µν and h
comp,+
µν , naturally satisfy these conditions.
On the other hand, the reconstructed metric perturba-
tion in the interior vacuum region hCCK,−µν has (gauge)
string like singularity extending towards infinity [34]. We
must therefore construct ∆U from the values of huu ob-
tained from the exterior vacuum region.
F. Regularization
The procedure above calculates hRetuu constructed from
the retarded solution to the linearized Einstein equation.
This quantity obviously diverges at the location of the
particle. This manifests itself in (133) as the outer sum
over l diverging, while the individual l-modes, hluu are all
finite.
A key result of the self-force program is that the retard
metric perturbation can be split into a smooth regular
“R” piece, and a singular “S” piece, in such a way that
the contribution of the singular “S” piece to the equations
of motion of the particle vanish (see [4] and the references
therein). Moreover, this split can be arranged in such a
way that the regular “R” piece is a vacuum solution to
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i s Cis(m,n, r0)
0 0 r20u
1u1
0 1 −2ar0(r0ωmn + i)u1u1 −
√
2
(
ir0Kmn + 2(r
2
0 − a2)
)
u1u3
0 2 a2r0ωmn(r0ωmn + 2i)u
1u1 +
√
2aωmn
(
ir0Kmn + 2(r
2
0 − a2)
)
u1u3
+
(
∆0
(4− iKmn
r0
+ ir0ωmn − 2
)− 1
2
(
Kmn − 2i(r0 − 1)
)(
Kmn − 4i(r0 − 1)
))
u3u3
1 1 −
√
2∆0r0u
1u3
1 2
√
2a∆0r0ωmnu
1u3+
(
− ∆
2
0
r0
+ ∆0 (iKmn + 4(r0 − 1))
)
u3u3
2 2
∆20
2
u3u3
Table I. This table shows all the non-zero coefficients Csi(m,n, r0) of huu in Eq. (133). Here r0 is the radial coordinate at the
particle worldline, and ∆0 is ∆ evaluated at r = r0. The u
i are the tetrad components of the four-velocity of the particle.
the linearized Einstein equation and the particle follows
a geodesic effective space time
g˜µν = gµν + h
R
µν . (139)
Consequently, as mentioned in Sec. II D, ∆U is defined
with respect to this regular effective spacetime. Hence
we want to calculate
hRuu(x0(λ)) = lim
x→x0(λ)
(
hRetuu (x)− hSuu(x)
)
. (140)
Both hRetuu and h
S
uu diverge at the particle. Since the
individual l-mode contributions to hRetuu and h
S
uu are finite
at the particle one can write following [61],
hRuu(x0) = lim
x→x0
(
hRetuu (x)− hSuu(x)
)
(141)
=
∞∑
l=0
(
hRet,luu (x0)− hS,luu(x0)
)
. (142)
A key idea behind the mode-sum regularization scheme
is that the l-modes of the singular field can be written as
hS,luu = E0 +
E1
l + 12
+O( 1
(l + 12 )
2
)
. (143)
In general this expansion depends on the chosen gauge
and extension of uµ and more generally the extension of
the individual terms of huu. It is most easily calculated
in the Lorenz gauge. Working in that gauge (and the
same “rigid” uµ is constant extension as used in Sec.
III D), one can show [60] that for a particle moving on an
equatorial orbit around a Kerr black hole,
(B =) ELor0 =
4K(
L2+a2+ 2a2r0
L2+r20+a2+ 2a
2
r0
)
pi
√
L2 + r20 + a2 + 2a2r0
, (144)
(C =) ELor1 = 0, (145)
(D =)
∞∑
l=0
hS,luu − E0 −
E1
l + 12
= 0, (146)
where the letters in parentheses are the traditional names
for these “regularization parameters” used in [5, 61, 62].
Vanishing of the C and D parameters means that the
mode-sum for the regular part of huu simply becomes (in
Lorenz gauge),
hRuu =
∞∑
l=0
(
hRet,luu − E0
)
. (147)
However, the metric reconstructed using the CCK proce-
dure is obtained in an outgoing radiation gauge. A main
obstruction in radiation gauge is that in general the full
retarded metric perturbation is also singular away from
the particle with a string like singularity radiating from
the particle in one of the principle null directions.
An in depth analysis of this problem was given by Pound
et al. in [34]. They calculate the radiation gauge reg-
ularization parameters of the self-force by finding a lo-
cal gauge transformation that transforms the radiation
gauge to a gauge that locally near the particle resembles
the Lorenz gauge. This “locally Lorenz gauge” falls in the
class of gauges related to Lorenz gauge by a continuous
gauge transformation, for which one can show that one
can use the Lorenz form of the mode-sum formula. Pound
et al. find that for self-force in one of the “half-string”
radiation gauges (regular in either the interior or exterior
region) the A, B, and C parameters are unchanged, but
the D parameter gains a finite correction.
Using the results from [34] it is elementary to extend their
analysis to the regularization parameters for 〈huu〉 in ra-
diation gauge. Let ξµ be the gauge vector that transforms
the radiation gauge to a locally Lorenz gauge. Under its
action the change in huu is
δξhuu = u
µuνδξhµν (148)
= 2uµuν∇µξν (149)
= 2uµ∇µ(uνξν)− 2ξνuµ∇µuν . (150)
The first term is a proper time derivative of a spacetime
scalar. Consequently, it will vanish after averaging over
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the orbit. In [34] it is shown that
ξµ = O(log s), and (151)
uµ∇µuν = O(s), (152)
where s is the separation from the worldline. Conse-
quently, the second term in (150) vanishes as one takes
the limit to the worldline. We thus find that 〈huu〉 is in
fact invariant under the gauge transformation defined by
ξµ. Therefore, we find that the correction to the regular-
ization parameters for 〈huu〉 in radiation gauge must be
zero.
The mode-sum formula 〈huu〉 in radiation gauge is thus,
〈hR,Rad,±uu 〉 =
∞∑
l=0
(〈hRet,Rad,l,±uu 〉 − 〈ELor0 〉) . (153)
We can apply this formula to numerically obtain the reg-
ular field from our reconstructed metric.
IV. NUMERICAL IMPLEMENTATION
We have developed a numerical code in Mathematica
which implements the above method for a mass follow-
ing an equatorial geodesic around a Kerr black hole. The
code uses the following steps:
1. Calculate the geodesic sourcing the gravitational
perturbation. (To be discussed in Sec. IV A.)
2. Solve the Teukolsky equation to obtain the linear
perturbation to ψ4. (To be discussed in Sec. IV B.)
3. Reconstruct the linear (retarded) metric perturba-
tion and h±uu.
4. Regularize h±uu using the mode-sum formula. (See
Sec. III F.)
5. Estimate the contribution from the high l tail. (To
be discussed in Sec. IV D.)
6. Add the contribution from the completion. (See
Sec. III E.)
Step 1 only needs to be done once, and is done in a
matter of seconds. Steps 2 and 3 need to be iterated
over all modes. Section IV C discusses the criteria used
to truncate the infinite sums over modes. Once this loop
is complete the remaining steps can be done in one go.
A. Geodesics
We start our calculation by specifying a spin a for the
central black hole, and an eccentricity e and semilatusrec-
tum p, which define an equatorial bound geodesic orbit.
From a, p, and e we calculate the values of the (specific)
energy (E), (specific) angular momentum (L), orbital fre-
quencies (Ωr and Ωφ), and periods (Tr, Tr, and Λr) using
the analytical formulas from [37, 66].
A key observation used throughout the code is that all
the quantities that we are interested in are smooth peri-
odic functions along the orbit. As a consequence, numeri-
cal calculations of orbital integrals and averages converge
exponentially with the number of sampling points, if one
uses an even sampling. To make maximal use of this, we
fix an evenly spaced (in Mino time) grid of N points along
the orbit, and precomputed as many quantities along the
orbit as possible. The number of points N will determine
the precision of the orbital integrals used to obtain the
orbital averages and the coefficients Z±lmn of the inhomo-
geneous solutions of the Teukolsky equation. In practice
n will range from 1 for circular orbits to about 400 for the
most eccentric orbits (e = 0.4) that we calculate here.
We start by computing the geodesics. Fujita and Hikida
[37] have derived analytic solutions for bound geodesics
around a Kerr black hole in terms of elliptic functions.
Evaluation of elliptic functions is relatively costly. To
save computation time we evaluate the analytic solutions
(and their first derivatives) on our orbital grid and save
these as arrays for future use.
Further savings can be made by precomputing some func-
tions along the orbit that will be used frequently. For
example, the coefficients in Table I can be split in terms
independent of l, m, and n, which are functions along the
orbit that can be computed along the orbit. To avoid
recalculating these functions for each mode, we evalu-
ate them once on the grid at this stage of the compu-
tation and cache their values. A similar procedure can
be used for the coefficients appearing in the source term
−2Tlmn(r) in (70) (see [57]).
B. MST method
We solve the radial Teukolsky equation using the semi-
analytical method developed by Mano, Suzuki, and Taka-
sugi (MST) [67, 68], see [52] for a review. In this method,
solutions to the homogeneous radial Teukolsky equation
are obtained as a series expansion in certain hypergeo-
metric functions. Details of our numerical implementa-
tion can be found in [57], which refines numerical meth-
ods developed in [69–71].
When presented with the orbital data calculated in the
first step, the code detailed in [57] will return the homo-
geneous solutions −2R±lmn and their first radial deriva-
tives evaluated at the grid points along the orbit. In
addition the code returns values for the coefficients of
the inhomogeneous solutions Z±lmn, and the coefficients
of the asymptotic expansion at infinity and the horizon
of the homogeneous solutions, −2A±lmn, −2B
±
lmn, −2α
±
lmn,
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and −2β±lmn.
We can then use Eqs. (94),(95),(96), and (97) to con-
struct the value of the modes of the Hertz potential at
each grid point along the orbit. The first radial deriva-
tives are obtained from the radial derivatives of Eqs. (96)
and (97). Any higher order radial derivatives (huu needs
only the second radial derivative) can be obtained from
recurrence relations obtained from the radial Teukolsky
equation (see [57]).
C. Truncation
We now have all ingredients needed to evaluate Eq.
(133). However, we need to decide how to truncate the
infinite sums (over, l, li, n and m). Since the (retarded)
metric perturbation is divergent, we do not expect the
outer sum over l to converge. Instead the “l-modes”,
hl,±uu =
1√
2pi
∑
m,n
ei(mφ0−ωmnt0)
∑
i,s
Csi(m,n, r0)
×
∑
l1,l2
Ψ±l1mn 2R
±,(i)
l1mn
(r0)(2bmn)
l1
l2
smAl2l Ylm(0),
(154)
are expected to converge to a constant value E0 given by
(144). Note that a single lmn mode of huu requires data
from l1mn modes of the Hertz potential with the same
m and n but different various values of l1. This suggests
that the most natural way to loop over the modes is to
first fix values for m and n and calculate all l1mn modes
of the Hertz potential up till a certain predetermined
l1,max. If we treat the Ψ
±
l1mn 2
R
±,(i)
l1mn
(r0)’s with different
l1 as forming a vector, then
Ml1,l =
1√
2pi
ei(mφ0−ωmnt0)Cis(m,n, r0)
×
∑
l2
(2bmn)
l1
l2
smAl2l
(155)
defines a linear operator that produces a vector of con-
tributions to the hl,
±
uu ’s. The re-expansion of the spin-
weighted spherical harmonics to ordinary spherical har-
monics, smAl2l , only introduces a coupling between a finite
number of l1-modes. The re-expansion for spheroidal to
spherical harmonics (2bmn)
l1
l2
, on the other hand, causes
a coupling between an infinite number of l1-modes. How-
ever, Ml1,l can be seen to decay exponentially away from
the diagonal. We can thus control the error caused by
the finite truncation by choosing a maximum value lmax
for l that is smaller than l1,max. In practice, the code (at
each contribution to an mn-mode) determines the largest
lmax such that
max
l≤lmax
(
|Ml1,max+1,l
Ml,l
|+ |Ml1,max+2,l
Ml,l
|
)
< . (156)
The final lmax will be the minumum of the lmax’s deter-
mined at each mode. We can now sum the contributions
of all i, s, and j in (154) to obtain all lmn-modes of huu
with fixed m and n up to lmax,
hlmn,±uu =
1√
2pi
(
ei(mφ0−ωmnt0)
∑
i,s,j
Cis(m,n, r0)
×
∑
l1,l2
Ψ±l1mn 2R
±,(i)
l1mn
(r0)(2bmn)
l1
l2
smAl2l
)
Ylm(0).
(157)
For the final sum over m and n we observe that
hlmn,±uu = h
l−m−n,±
uu , (158)
and use this to limit our computation to modes with
n ≥ 0, obtaining the rest by symmetry. Furthermore, to
calculate ∆U we only need the orbital average 〈hlmnuu 〉.
For fixed l and m, and large enough n, the magnitude
of 〈hlmn,±uu 〉 decays exponentially with increasing n. This
leads us to the following truncation procedure. Starting
at n = 0, we calculate 〈hlmn,±uu 〉 for all |m| ≤ lmax. For
each next n we calculate 〈hlmn,±uu 〉, for the same set of m
as n− 1, except for those m’s for which
max
l≤lmax
| 〈h
lmn−1,±
uu 〉
〈ELor0 〉
| < . (159)
In addition, each computation of 〈hlmn,±uu 〉 will also pro-
duce an estimate of the relative error on its value. Gen-
erally, this error will increase as we increase n, mainly
because the integrand (70) becomes more oscillatory. If
for some n the maximum estimated relative error for
〈hlmn,±uu 〉 becomes larger than our target precision , we
adjust our target precision upwards to match the esti-
mated error.
We continue this procedure until 〈hlmn,±uu 〉 has converged
to our target precision  for all m.
D. Tail estimation
Adding together all m and n modes, the procedure above
will give us all 〈hl,±uu 〉 up to lmax. This allows us to get
an estimate of 〈hR,±uu 〉,
〈hR,±uu 〉 ≈
lmax∑
l=0
(〈hl,±uu 〉 − 〈E0〉). (160)
However, we expect 〈hluu,±〉 − 〈ELor0 〉 to be order l−2.
Consequently, the missing tail,
∞∑
l=lmax+1
(〈hl,±uu 〉 − 〈ELor0 〉) ∼ 1lmax . (161)
With a typical value of lmax = 20 this would gives us only
two digits of precision. We know the individual l-modes
to a much higher precision. We can leverage that fact to
get an estimate of the missing tail.
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p e Here Akcay et al. [23] Barack and Sago [22]
10 0.10 −0.1277540232(10) −0.1277540(3) −0.1277554(7)
15 0.10 −0.07687063237(5) −0.0768706(2) −0.0768709(1)
20 0.10 −0.055221659739(6) −0.05522166(7) −0.05522177(4)
100 0.10 −0.010101234326660(2) −0.0101012344(10) —
10 0.20 −0.123647888(2) −0.123648(3) −0.1236493(7)
15 0.20 −0.07431375582(4) −0.07431376(9) −0.0743140(1)
20 0.20 −0.0534085449572(6) −0.05340854(9) −0.05340866(4)
100 0.20 −0.0097893279221005(14) −0.0097893274(4) —
10 0.30 −0.1168019818(2) −0.1168020(6) −0.1168034(6)
15 0.30 −0.07007684538(10) −0.0700768(5) −0.0700771(1)
20 0.30 −0.050403774160(6) −0.05040377(4) −0.05040388(4)
100 0.30 −0.009270280959(2) −0.009270281(4) —
10 0.40 −0.107220(6) −0.107221(2) −0.1072221(5)
15 0.40 −0.0641988(4) −0.064199(1) −0.0641991(1)
20 0.40 −0.0462337(4) −0.0462337(9) −0.04623383(4)
100 0.40 −0.0085452(4) −0.0085453(2) —
Table II. Numerical results for ∆U from our new code for eccentric orbits around a Schwarzschild a = 0 compared with previous
frequency domain from Akcay et al. [23] and time domain results from Barack and Sago [22].
Our procedure is as follows. We first calculate the partial
sums
S±L ≡
L∑
l=0
(〈hl,±uu 〉 − 〈ELor0 〉). (162)
We can model SL as an expansion in 1/L
S±L =
∞∑
k=0
S±k
Lk
, (163)
with the total sum being estimated as
〈hR,±uu 〉 = lim
L→∞
S±L = S±0 . (164)
We can estimate S±0 by fitting a truncated version of the
model (163),
kmax∑
k=0
S±k
Lk
, (165)
to the S±L . This fit is improved by weighting the data
point S±L with their estimated errors. In practice (es-
pecially for low L) this error is dominated by the part
of (163) that is not included in the truncated model. If
we assume that all S±k are order unity, we can estimate
this error to be approximately L−kmax−1. This estimate
is good for all but the smallest L, consequently we want
to exclude those points from the fit. Similarly, the data
points with the largest L may be so dominated by the
truncation errors that they would introduce a systematic
bias in the fit. We thus fit the SL data in a window
Lmin ≤ L ≤ Lmax.
To find the optimal values for Lmin, Lmax, and kmax, we
perform the fit for a wide range of (reasonable) choices
for their values. For each fit we calculate the estimated
error on S±0 . From these fits we choose the ones with the
lowest estimated error on S±0 . We then estimate S±0 to
be the median prediction from this set, and estimate the
error in S±0 to be the maximum of the error estimated
from the fit and the median deviation of the estimates of
S±0 among the best fits.
This allows us to get a much more accurate estimate of
〈hR,±uu 〉. In particular, this estimate can be more accurate
than the estimated errors on the l-modes with the largest
l.
V. RESULTS
A. Comparison with existing results
An important verification of the numerical procedure dis-
cussed in this paper is that it reproduces existing results
from the literature in the relevant limits. The general-
ized redshift invariant for eccentric orbits around a non-
spinning Schwarzschild black hole was first calculated by
Barack and Sago [22] using a time domain based code.
Later, Akcay et al. [23] published more accurate results
using their frequency domain code.
In table II, we compare results from our new code with
these previous publications. For low eccentricities our
results are consistently within the error bars from [23]
providing more significant digits. In fact, our more accu-
rate results suggest that the error bars given in [23] are
slightly pessimistic. Whereas the results from [23] and
[22] were marginally compatible due to overlapping error
bars, the tighter error bars on the new data are incon-
sistent with the last digit of [22]. It appears the time
domain results consistently overestimate the magnitude
of ∆U .
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Figure 2. Convergence of the l-modes with increasing n-
modes (for an orbit with spin a = 0.9, semilatus rectum
p = 3.32, and eccentricity e = 0.2). Each line represents
the n-mode contributions to one l-mode with darkers shades
representing higher values of l. The two horizontal lines rep-
resent the target accuracy and the regularization parameter
B to which the sum of the n-modes will (approximately) con-
verge for each l-mode.
Figure 3. The maximal contribution to the l-modes at each
m and n n-modes (for an orbit with spin a = 0.9, semilatus
rectum p = 3.32, and eccentricity e = 0.2). The horizontal
plane represents the value of the accuracy goal.
The results for [23] were generated using the same com-
puter cluster in Southampton. This gives us the opportu-
nity to compare the computational efficiency of our new
semi-analytical Mathematica based code, with the older
C-based frequency domain code which numerically solved
the linearized field equations. Running on two 16 proces-
sor nodes, the old code took 3915 seconds to calculate all
the modes for the orbit with p = 10 and e = 0.1. Run-
ning on just one node our code took just 1009 seconds to
reproduce their result at a similar precision.
In [23], a procedure for extracting the coefficients of an
expansion of ∆U in powers of e and p from their data was
described, comparing the result to the post-Newtonian
(PN) predictions. It is relatively easy to produce a similar
dataset with our new code, but at a higher accuracy, and
follow their procedure. The results are listed in table III.
We were able to extract all known PN coefficients up to
e6 accurate to at least five digits.
We also obtain fairly accurate estimates for the e2 and
e4 4PN coefficients, which will also have log p terms. The
e2 coefficients probably have a similar expansion in tran-
scendental numbers as the 4PN terms of the expansion
of ∆U for circular orbits. This means that the coeffi-
cient of e2p−5 probably is some rational combination of
log 2, pi2, and the Euler-Mascheroni constant γ. With the
limit number of digits available we are unable to guess
what this combination is. The coefficient of e2p−5 log p,
on other hand is probably a rational number. Based on
our numerical fit, it is most likely 99/5. We finally get
some very rough estimates for the coefficients of the e6
4PN and e2 5PN terms, which at least get the sign and
order of magnitude correctly.
Shah et al. [30] previously calculated the redshift invari-
ant for a particle in a circular equatorial orbit around
a Kerr black hole using similar techniques as here, but
numerically solving the Teukolksy equation. In Table IV
we compare their results with the results from our new
code. The results agree to the expected accuracy. In gen-
eral the new code matches the accuracy of the code from
[30] with exception of some of the strong field modes.
The accuracy is currently limited by the highest value
of l1,max = 30 that our MST Teukolsky solver [57] can
currently handle, whereas [30] goes up to l1,max = 80.
There is no principle obstruction to raising the l1,max
limit of our code, it simply requires some time and effort
to further populate some lookup tables used to seed the
numerical root finding routines.
B. Generalized redshift for eccentric orbits in Kerr
Agreement with existing results in the relevant limits in-
stils some confidence that our code is operating correctly.
To further check our code we perform some consistency
checks.
We first check that the truncated sums have indeed con-
verged to the expected level. Fig. 2 shows the conver-
gence of the sum over n-modes for a sample orbit with
spin a = 0.9, semilatus rectum p = 3.32, and eccentricity
e = 0.2. The low l-modes converge much faster than the
high l-modes, but all l-modes eventually settle into an
exponential convergence for large n.
The characteristic two “hump” structure in Fig. 2 is
the result of a qualitative difference in the convergence
behaviour of the high and low m-modes. This behaviour
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Term Coefficient
Est. Here Est. [23] Exact PN[23]
e2
p2
4± 6 · 10−12 4.0002(8) 4
e4
p2
−2± 4 · 10−10 −2.00(1) −2
e6
p2
0± 4 · 10−9 0
e2
p3
7± 6 · 10−9 7.02(3) 7
e4
p3
1
4
± 4 · 10−7 1
4
e6
p3
5
2
± 4 · 10−6 5
2
e2
p4
−14.3120980(5) −14.5(4) ≈ −14.31209731
e4
p4
83.38298(7) ≈ 83.38296351
e6
p4
−36.421(3) ≈ −36.42197567
e2
p5
−345.37(5) −1500± 500
log p e
2
p5
19.733(5) 250± 100
e4
p5
737(4)
log p e
4
p5
−48.6(4)
e6
p5
−185(12)
log p e
6
p5
7(2)
e2
p6
−2000± 400
log p e
2
p6
−40± 20
Table III. Numerical estimates of the coefficients of the ex-
pansion of ∆U in Schwarzschild as a power series in p−1 and
e. The first column shows numerical estimates obtained by
fitting a large data set of eccentric orbits in Schwarzschild
with 10 ≤ p ≤ 1000 and 0 ≤ e ≤ 0.4 obtained using our new
code. The second column shows the numerical results from
Akcay at el. [23]. The last column show the exactly known
values of the coefficients up to 3PN.
is shown in Fig. 3, where we see a 3D representation
of the mn-mode contributions to the l-modes. At low
n, the l-mode is dominated by the contributions from
the modes with small m. However, these contributions
decay much more quickly than the large m contributions.
Consequently, at large values of n the roles are reversed
and the l-modes are dominated by m = |l| contributions.
A second apparent feature in Fig. 2 is that some of the n-
mode contributions to the (high) l-modes are much bigger
(in magnitude) than the expected final value of the l-
mode (as represented by the value of the regularization
parameter B). This indicates that the sum over n-modes
is very oscillatory and has a larger degree of cancellation.
For this reason our convergence checks in section IV C are
relative to B, aiming for a fixed accuracy.
Having established convergence of the truncated n-sums,
we turn our attention to the l-modes. Fig. 4 shows the
values of the l-modes (again for the same reference or-
bit with spin a = 0.9, semilatus rectum p = 3.32, and
eccentricity e = 0.2) both for the outside (+) and inside
(−) limits of huu. As expected, the values of the l-modes
do not decay for large l. Instead the l-modes converge
to some constant value. In section III F we argued that
the asymptotic behaviour of our radiation gauge should
Figure 4. The l-modes hl,±uu for an orbit with spin a = 0.9,
semilatus rectum p = 3.32, and eccentricity e = 0.2. The top
lines are the values of the retard field before subtraction of
the regularization parameters. The bottom lines give the val-
ues after subtraction of the regularization parameters. They
follow the diagonal gridlines which represent l−2 decay.
Figure 5. The difference between the partial sums of the l-
modes of 〈h±uu〉 (excluding completion terms) of an orbit with
spin a = 0.9, semilatus rectum p = 3.32, and eccentricity e =
0.2 . As L increases the difference decays as approximately
l−4 (diagonal gridlines).
match the analytically known values for Lorenz gauge
regularization parameters (B, C, and D). This can be
checked numerically, by subtracting the analytical val-
ues of B and C from our numerical data. The results are
also shown in Fig. 4. After subtraction of B, the l-modes
decay as l−2. This implies that our data is compatible
with the value of both the B and the C = 0 terms. This
agreement exists for both the outside (+) and inside (−)
limits of huu. Similar agreement is found for other or-
bits. Besides providing a consistency check of our data,
this is also the first numerical confirmation of the an-
alytical calculation of the regularization parameters for
orbits in Kerr for eccentric orbits.
Not only do the l-modes of the reconstructed metric ob-
tained from the interior and exterior regions have similar
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r a = −0.9 a = −0.7 a = −0.5 a = 0.5 a = 0.7 a = 0.9
4 — — — — −0.3934469(1) −0.325705(1)
−0.3934452987(3) −0.325704499(2)
5 — — — −0.3135068(1) −0.2776815(1) −0.25072625(8)
−0.3135069374 −0.2776815518(1) −0.2507261858(1)
6 — — — −0.23426933(1) −0.21718074(2) −0.20325499(2)
−0.2342693592(1) −0.2171807422 −0.2032550190
7 — — — −0.188583050(1) −0.1788453416 −0.170547666(3)
−0.1885830414 −0.1788453294 −0.1705476660
8 — — −0.204384597(2) −0.158300271(2) −0.152122681(2) −0.146708039(2)
−0.2043845850 −0.1583002707 −0.1521226786 −0.1467080374
10 −0.151451799(1) −0.1456824115(2) −0.1404058589(3) −0.1201650349(3) −0.1171389690(2) −0.1143966838
−0.1514517993 −0.1456824108 −0.1404058593 −0.1201650350 −0.1171389696 −0.1143966840
15 −0.0833104689 −0.0819468044 −0.0806554028 −0.0751903937 −0.0742790117 −0.0734230600
−0.0833104689(1) −0.0819468043(7) −0.080655402(6) −0.07519039(3) −0.074279012(3) −0.0734230600(6)
20 −0.0581474333 −0.0575935465 −0.0570620298 −0.0547222331 −0.0543144710 −0.0539257152
−0.0581474333 −0.0575935465 −0.0570620298 −0.0547222331 −0.0543144710 −0.0539257152
30 −0.0365055425 −0.0363353216 −0.0361700729 −0.0354163457 −0.0352797020 −0.0351476286
−0.0365055425 −0.0363353216 −0.0361700729 −0.0354163457 −0.0352797020 −0.0351476286
50 −0.0210263381 −0.0209844570 −0.0209434412 −0.0207511788 −0.0207152577 −0.0206801699
−0.0210263381 −0.0209844570 −0.0209434412 −0.0207511788 −0.0207152577 −0.0206801699
70 −0.0147844703 −0.0147673393 −0.0147504968 −0.0146705787 −0.0146554476 −0.0146405986
−0.0147844703 −0.0147673393 −0.0147504968 −0.0146705787 −0.0146554476 −0.0146405986
100 −0.0102349197 −0.0102281718 −0.0102215165 −0.0101896244 −0.0101835216 −0.0101775103
−0.0102349197 −0.0102281718 −0.0102215166 −0.0101896245 −0.0101835217 −0.0101775104
Table IV. Numerical results for ∆U for circular orbits in Kerr from our new code, compared with previous results from the
circular orbit code of Shah et al. [30]. In each cell, the top number in each cell is the result from our new code, and the
bottom number the result from [30]. (Note that these are not the values published in [30], but values from an updated version
of that code with some errors fixed.) Parenthetical figures indicate the estimated error on the last displayed digit. When no
parenthetical figure the error is at least an order of magnitude smaller than the last shown digit.
p e a = −0.9 a = 0.0 a = 0.9
pISO + 1 0.00 −0.1591225238(2) −0.2208475274(2) −0.40871659(2)
pISO + 1 0.10 −0.150998651(3) −0.209375588(9) −0.391205(6)
pISO + 1 0.20 −0.142034175(2) −0.195877797(5) −0.3635027(6)
pISO + 1 0.30 −0.13127905(3) −0.179591180(7) −0.327109(4)
pISO + 1 0.40 −0.1182790(4) −0.160212(3) −0.283764(2)
pISO + 10 0.00 −0.062991300291(4) −0.072055057429096(4) −0.09093033701(3)
pISO + 10 0.10 −0.061183242(1) −0.070241089(2) −0.089218442(2)
pISO + 10 0.20 −0.058180786(3) −0.066951046(3) −0.085406440(1)
pISO + 10 0.30 −0.054043290(2) −0.06226898(1) −0.0796315937(2)
pISO + 10 0.40 −0.048833176(5) −0.0562888674(2) −0.072058378(4)
pISO + 100 0.00 −0.009395362239424(0) −0.009616383265554(0) −0.009942932464012(0)
pISO + 100 0.10 −0.00927472002(8) −0.00950017309(4) −0.0098334067(4)
pISO + 100 0.20 −0.0089653010(1) −0.00918951172(9) −0.0095209535(1)
pISO + 100 0.30 −0.00846904194(5) −0.00868616413(8) −0.00900719351(3)
pISO + 100 0.40 −0.007788207(3) −0.00799229975(7) −0.0082942072(9)
pISO + 1000 0.00 −0.000993413311181(0) −0.000996016937701(0) −0.000999595649400(0)
pISO + 1000 0.10 −0.000983179941(7) −0.00098584074(1) −0.000989496817(4)
pISO + 1000 0.20 −0.000953066056(2) −0.000955719551(2) −0.000959363369(3)
pISO + 1000 0.30 −0.000903093610(8) −0.000905672227(9) −0.000909211662(8)
pISO + 1000 0.40 −0.0008332886(4) −0.000835722608(2) −0.000839062961(5)
Table V. Numerical data for ∆U for a selection of orbits with eccentricity e varying from 0.0 (circular) to 0.4, and black hole
spin a = −0.9 (retrograde), a = 0 (Schwarzschild), or a = 0.9 (prograde). The semi-latus rectum p for each orbit has been
chosen relative to the semi-latus rectum of the last stable orbit pISO at that eccentricity and spin. Parenthetical figures indicate
the estimated error on the last displayed digit, with (0) indicating that the error is at least an order of magnitude smaller than
the last shown digit. Note that the data used for the location of pISO is accurate only to about 5 digits. For compactness, the
table does not show the actual value of p used for each orbit. This data is available as supplementary data.
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Figure 6. Commutative diagram representing (an idealized
version of) the CCK metric reconstrunction procedure fol-
lowed in this paper. Commutativity of the diagram suggests
that we should expect the inside anc outside limits of hR,CCKµν
to be the same. However, beware the caveat mentioned in the
text.
convergence behaviour, in fact they turn out to converge
to the same value as can be seen in Fig. 5. At first
sight, this is some what surprising since the exterior and
interior metric perturbations are obtained in different ra-
diation gauges. Since the gauge used to obtain the field
in the interior vacuum region is irregular at infinity, we
have no reason to expect 〈hR,−uu 〉 to be the same as 〈hR,+uu 〉
when we do not include the completion terms.
An intuitive understanding of why we would expect
agreement can be gained from considering the diagram
in Fig. 6 representing an (idealized) version of the proce-
dure used to obtain the regular metric perturbation. The
vertical arrows in this diagram all represent linear opera-
tors, while the horizontal arrows are simple subtractions.
Hence the diagram commutes. Following the left side
of the diagram (roughly) corresponds to our procedure;
Applying the CCK procedure to fields with a non-zero
source leads to a gauge ambiguity between the values of
the retarded and singular fields obtained from the inte-
rior and exterior vacuum regions. A similar ambiguity
is thus expected in their difference, hR,CCKµν . However,
if one follows the right-hand side of the diagram, then
it follows from the fact that hR,Lorµν is a vacuum solution
of the linearized Einstein equation that there is no am-
biguity in applying the CCK procedure. Consequently,
commutativity of the diagram implies that there is also
no gauge ambiguity from other route.
It must however be noted that the above diagram is not
exactly the procedure that we follow. In particular, we do
not obtain the singular field by calculating the singular
part of ψ4 and applying the CCK procedure. Instead, the
Lorenz gauge singular field is obtained as an asymptotic
power series in l, and the radiation gauge version of this
expansion is obtained by studying the effect of a local
gauge transformation. It is not clear that this procedure
will commute with the diagram. In particular, it is very
well possible that this different route would still induce
a gauge difference between pointwise values of regular
metric perturbation in the interior and exterior.
We conclude by giving values for ∆U for a selection of
sample orbits around a spinning black hole in table V.
On a single 16 processor node of our computing cluster,
the computation time for these orbits ranges from about
2 minutes for the circular orbits to just over 5 and a half
hours for the 0.4 eccentricity orbits.
VI. DISCUSSION AND CONCLUSIONS
In this paper we have described the first ever numeri-
cal computation of the gravitational perturbations pro-
duced by a small mass m orbiting a Kerr black hole on
an equatorial eccentric orbit to first order in m. This
was achieved by applying the CCK metric reconstruction
to a perturbed Weyl scalar calculated using the semi-
analytical MST formalism.
As a demonstration of our code’s capabilities we calcu-
lated the (generalized) redshift gauge invariant, U . In the
regimes that were previously explored in the literature—
circular equatorial orbits in Kerr and eccentric orbits in
Schwarzschild—our code matches the previously avail-
able results.
The results for eccentric orbits around a Kerr black hole
are completely new. They have not been calculated nu-
merically, nor are there (to our knowledge) any post-
Newtonian expansions of the generalized redshift avail-
able to compare against. Comparison against the an-
alytically known regularization parameters verifies that
the metric perturbations calculated by our code have
the correct singular structure. It also provides the first
numerical confirmation of the analytical calculation of
the mode-sum regularization parameters for gravitational
perturbations produced by eccentric orbits in Kerr.
The semi-analytical nature of the MST formalism at the
basis of our numerical computation means that very high
accuracies can be achieved at a relatively low cost. In
particular, the method is unaffected by the numerical
problems caused by the near degeneracy of ingoing and
outgoing modes at very low frequencies, which fundamen-
tally limited the accuracy of the Lorenz gauge frequency
domain code of [23].
The main limiting factor for the accuracy of our code is
the limit on the number of l-modes that can be calcu-
lated. This can be traced back to our ability to calculate
the so-called “renormalized angular momentum” param-
eter ν that is needed to evaluate the MST series. This
involves numerically finding the root of an algebraic equa-
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tion involving continued fractions. This is only possible
if a good enough initial guess for ν is available. For low
frequency modes, this guess is provided by an analytic
low frequency expansion. However, no such expansion is
available for higher frequencies. To enable calculations in
the strong field regime, our code relies on interpolation
of a table of known high frequency modes. At this stage,
this table has been populated up to l = 30, limiting our
code to l ≤ 30 modes. However, with not too much effort
it should be possible to populate this table to any value
needed lifting this limitation.
For high eccentricities a secondary limiting factor to our
accuracy is the number of n-modes needed to achieve the
required accuracy. This limitation is inherent to the fre-
quency domain approach. It can be overcome in two prin-
ciple ways: more computation time or better efficiency.
The first is currently still an option with the most de-
manding orbits in table V completing in just over 5 hours
on a single node of our cluster. On the other hand, our
code has not been fully optimized yet. For example, our
code has many internal parameters controlling the inter-
nal working precision of various components of the code.
These are currently set to “safe” high values to ensure
loss of internal precision is never an issue. Optimization
of these values could probably reduce runtime by an order
of magnitude. Once optimal values for the internal preci-
sion have been established further performance could be
gained by porting the most CPU intensive parts of the
code to fixed precision C code.
With relatively little effort, we were able to substan-
tially improve on the numerical estimates of the post-
Newtonian expansion of the generalized redshift invariant
presented in [23]. It should be possible to obtain much
better results by following the strategy set out in [32] to
estimate the post-Newtonian coefficients for the redshift
from circular orbits. There the calculations were per-
formed in the extreme weak field (with radii ∼ 1020M),
where it is much easier to distinguish the log p terms in
the expansion. In the extreme weak field very good es-
timates for the renormalized angular momentum exist,
allowing the MST method to solve the field equations
to essentially arbitrary precision, thousands of digits if
necessary. With some tuning our new code should also
work in that regime, and it should be possible to get ex-
tremely accurate results for the generalized redshift in
the extreme weak field, both for Schwarzschild and Kerr
black holes.
The method presented in this paper can in principle be
applied to any quantity constructed from the metric and
its derivatives. In particular, it should be possible to ob-
tain the full self-force correction to the orbital motion
(which requires covariant derivatives of the metric). The
first (and most CPU intensive) stage of the calculation to
obtain the Hertz potential would remain identical. For
the new quantities we would need the relevant counter
parts of eq. (132) and table I. However, the general pro-
cedure for obtaining them should be identical to the pro-
cedure set out in Sec. III D. The occurrence of higher
derivatives of the metric simply requires the indices i and
s to have a wider range. In addition, quantities involv-
ing derivatives of the metric will be more singular, and
may therefore require a smoother choice of the extension
in (127), and final expression will contain a sum over
several jmBl1l2 . However, since the bulk of computational
time is spent obtaining the Hertz potential, performance
should be very similar to the implementation for huu.
In principle, it should also be possible to apply simi-
lar methodology to obtain the gravitational perturba-
tions produced by a mass on a generic—eccentric and
inclined—orbit around a Kerr black hole. Our solver for
the Teukolsky equation [57] can already handle such or-
bits. Moreover, the general techniques used here (ex-
tended homogeneous solutions, mode-by-mode CCK re-
construction) are equally applicable to the generic case.
Obviously, the results in sec III E and III F would have
to be generalized to the generic case. However, we see
no reason to believe that there are any fundamental ob-
structions (other than complexity) to doing so.
For generic orbits, computational costs are expected to
become an issue due to the number of modes that need to
be calculated in the frequency domain. Some savings can
however be attained by first considering eccentric inclined
orbits exhibiting a (low order) rθ-resonance [72]. Access
to the full self-force on rθ-resonant orbits should further
allow verification for approximate results for the effect of
such resonances using orbit averaged fluxes [73, 74]. It
would also provide valuable input for the open question
whether motion under the conservative self-force in Kerr
is integrable [75].
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