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Abstract 
Best, E. and M. Koutny, Petri net semantics of priority systems, Theoretical Computer 
Science 96 (1992) 175-215. 
The specification of priorities provides a convenient way of resolving conflicts in the 
design of concurrent computing systems. Priorities have been widely used by operating 
systems to enforce the preferred order of the execution of jobs waiting for processing; 
while programming languages often provide primitives, such as prioritised choice oper- 
ator, for expressing the intended preference of the execution of one enabled section of 
the program over another enabled section of the program. 
In this paper we consider priority systems (C, p), where C is a bounded Petri net, 
and p is a priority relation on the transitions of the net. Our main goal is to give a 
formal semantics of (C, p) by constructing a Petri net 21p which would retain as much 
of the concurrency semantics of Z as possible and at the same time not violate the 
priority constraints imposed by p. In the construction provided by this paper, Zp is 
derived from C by adding additional places and arcs, and by splitting the transitions of 
the original net Z if necessary. The way in which these new places are added generalises 
the standard complementation technique introduced for P/T-nets. For safe nets C he 
construction can be simplified and JIp built without splitting of any transitions. We then 
outline how the translation from (C, p) to Z, might be used to give a formal semantics 
of the prioritised choice operator. 
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1. Introduction 
In designing a concurrent computing system, it may be desirable to specify 
priorities, the preference of executing one process over another one. Most 
operating systems, for instance, allow the specification of a priority for a job 
waiting for processing. Widely used programming languages such as occam 
[ 2 1 ] and Ada [ 1 ] provide constructs to specify priorities, e.g. in the form of 
a prioritised choice operator. It is also worth noting that some fundamental 
programming problems entail the specification of priorities; for example, 
the priority of writers over readers in [ 121. In all these cases priorities are 
used as a natural and convenient way of resolving conflicts between two or 
more enabled activities during the evolution of a concurrent system. 
In this paper we are concerned with a formal semantics of priority systems 
in the framework provided by Petri nets. While it is relatively unproblem- 
atic to give an interleaving semantics of priorities in the context of process 
algebras [2,11] or Petri nets [ 171, the interplay between the specification 
of priorities and concurrency makes the noninterleaving behaviour of pri- 
ority systems awkward to formalise and analyse. One of the reasons why 
priorites may be difficult to formalise in the presence of concurrency has 
been discussed in [ 3 1,341, and is related to what in Petri net theory is 
called “asymmetric confusion” [ 13,351. Basically, the specification of prior- 
ity between a pair of actions may contradict the specification of concurrency 
between another pair of actions (see the discussion in Section 3 below). 
Taking this into account, Janicki [ 191 proposed to abandon the partial 
order approach to concurrency semantics of priorities and defined-in the 
framework of COSY programs-a different semantics of priority systems in 
terms of the step sequences they generate. It is worth observing that Hack 
[ 17 ] describes a translation of priority Petri nets into standard Petri nets 
which is based on their interleaving behaviour and gives different results 
(as far as concurrency is concerned) than that introduced in [ 191. 
In this paper we consider priority systems (C, p), where C is a bounded 
Petri net and p is a priority relation defined on the transitions of this net. 
Our main aim is to construct a Petri net C, which would retain as much of 
the concurrency semantics of C as possible and at the same time not violate 
the constraints imposed by p. .Z is assumed to be bounded since unbounded 
Petri nets with priority specilication have greater computational power than 
standard Petri nets [ 17 1. The translation from (LX’, p) to C, that we provide 
satisfies the following three properties. 
(i) C, gives a partial order semantics of the priority system represented 
by (C, p) which retains as much of the concurrency present in C as possible. 
(ii) On the level of step sequence semantics C, generates a subset of the 
behaviours when compared with the semantics of [ 191, while both semantics 
coincide as far as the interleaved behaviours are concerned. 
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(iii) When the refinement of transitions, by which each transition t is 
replaced by its beginning t, followed by its end tb, is allowed, our approach 
generates (modulo refinement) all step sequences of [ 191. 
In our construction C, is derived from C by splitting the transitions and 
adding new places and arcs. The way in which these new places and arcs 
are added is a generalisation of the standard notion of place complement 
defined for Petri nets [ 71. It should also be emphasized that for safe nets C 
no splitting of transitions is needed, leading to a translated system C, which 
is very close to the original priority system (C, p). In the concluding part 
of the paper, we will address the question to what extent the construction 
of C,, could be used to give semantics to the prioritised choice and parallel 
composition operators in an occam-like programming language. 
The paper is organised as follows: Section 2 gives basic definitions. Sec- 
tion 3 introduces priorities and Janicki’s semantics (rewritten in terms of 
Petri nets). Section 4 defines generalised place complements, the basic in- 
gredient of our new construction. Section 5 introduces the construction by 
means of an important special case, namely safe Petri nets. Section 6 ex- 
tends it to general bounded Petri nets and gives the main results. Section 7 
contains concluding discussions and comparisons with related work. 
2. Basic definitions 
Throughout the paper we use standard mathematical notation. In partic- 
ular, for any relation R g X x X and x E X we denote: 
dam(R) = {y E X 132 E X: (y, z) E R}, 
cod(R) = {y E X [3z E X: (2,~) E R}, 
R(x) = {Y E X I (x,Y) E R}, 
R-’ (x) = {y E X 1 (y,x) E R}. 
Also, for any function f : X + Y we denote by cod(f) the set 
cod(f) = {v E Y ( 3x E X:_/-(x) = y}. 
Let X be a finite set. By a bag of elements of X we will mean any mapping 
B : X + N. We will say that an element x of X belongs to B, or x E B, 
if B (x ) > 0. The bag will be called empty, or B = 0, if B (x ) = 0 for all 
x E X. A sub-bag of B is any bag C : X --f N such that for all x E X, 
C(x) < B(x). Occasionally, we will use the notation {a,, . . . , a,} as an 
explicit representation of a bag; e.g., {a, a, b} will denote a bag B such that 
B(a) = 2, B(b) = 1 and B(x) = 0 for x $ {a,b}. 
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The class of Petri nets we are considering are the bounded P/T-nets with 
weighted arcs [ 17,291. We could not use a simpler class of nets since our 
modelling of priority nets would in general result in non- 1 -bounded nets with 
nonunitary arcs even if the original nets were safe. The nets are assumed 
to be bounded since unbounded priority nets cannot be modelled by finite 
P/T-nets [ 171. 
Definition 2.1. (i) A net is a triple N = (S, T, W) with S n T = (b and 
W: ((SxT)U(TxS))-+N.ThesetSisthesetofplaces, Tisthesetof 
transitions and W is the interconnection function between them. Throughout 
this paper we will assume that both S and T are finite sets. 
(ii) For x E S u T, the pre-set of x is defined as 
l x = {y E SU T 1 W(y,x) > 0}, 
and the post-set is defined as 
X* = {~ESUTI W(x,y)>O}. 
We will require that for all t E T, ‘t # 0 and t* # 0. 
(iii) N is ordinary if cod(w) C (0, l}. 
Definition 2.2. (i) A marking of a net N = (S, T, W) is defined as a 
function M : S --t N. For s E S, M(s) denotes the number of tokens in s. 
(ii) A system C = (S, T, W, MO) is a net N = (S, T, W) with an initial 
marking MO. We transfer the properties of N to C, e.g. C is ordinary if N 
is ordinary. 
(iii) A transition t E T is enabled at marking M, or t E enabled= (M), 
if for all s E S: M (s ) 3 W (s, t ). If t is a transition which is enabled 
at M then t may occur, producing a new marking K such that K (s ) = 
M(s) - W(s, t) + W(t,s) for all s E S. We denote this by M[t)K. 
(iv) [MO) is th e smallest set of markings of E such that MO E [MO) and 
if K E [MO) and K [ t)t for some t E T then L E [MO). 
(v) An occurrence sequence of Z is a finite sequence of transitions o = 
t1t2.. . tn (n > 0) such that there are markings MI, Mz, . . . , Mn satisfying 
Mi_1 [ti)Mi, for i = 1,. . _ , n. The set of the occurrence sequences of C will 
be denoted by seq(C). 
Next we introduce step sequences [6,32,33] which generalise occurrence 
sequences by allowing any number of transitions to occur simultaneously. 
Definition 2.3. Let M E [MO) be a reachable marking of a system C = 
(S, T, W, MO ), and B # 0 be a bag of transitions of T. 
(i) B is concurrently enabled at M, or B E Enabledz (M), if for all 
s ES, M(s) a CtET W(s, t) . B(t). 
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Proof. Follows directly from Definition 2.3. 0 
We finally define an important behavioural property of systems which 
captures a restriction on the number of tokens in places. 
Definition 2.6. Let C = (S, T, W, MO) be a system. 
(i) A place s E S is n-boundedfor n E N if for all M E [Ma), M(s) d II. 
(ii) ,E is bounded if there is n such that all s E S are n-bounded. 
(iii) Z is safe if it is ordinary and all s E S are l-bounded. 
(iv) A capacity function of a bounded system is any mapping c : S -+ N 
such that for all s E S we have 
c(s) > max({M(s) 1 A4 E [MO)} u {W(s,t) 1 t E s*} 
u {W(t,s) 1 t E OS},. 
Remark 2.7. ( 1) If c(s) = 0 then the place s is redundant in the sense that 
it is an isolated unmarked place which does not contribute to the behaviour 
of the net. Thus we may assume, without loss of generality, that c(s) 2 1 
for all s E S. 
(2) For a safe system the capacity function will normally be assumed to 
satisfy cod(c) = { 1). 
(3 ) Capacities are sometimes defined in such a way that they constrain 
the possible transition occurrences (compare [ 71). As such they lead to 
non-contact-free marked nets and raise problems in the definition of partial 
order semantics (see the discussion in [ 14,181). 
3. Priorities 
In this section we introduce the notion of a priority system and both its 
sequential and nonsequential operational semantics. 
Definition 3.1. A priority system is a pair (C, p) such that C = (S, T, W, MO) 
is a system and p C T x T is a relation called the priority relation. 
Remark 3.2. (1) (t, u) E p is intended to mean that t has lower priority 
than u. 
(2) We consider static rather than dynamically changing priorities. 
(3) We place no restrictions on the priority relation p. However, it would 
normally be sensible to restrict p in some way, e.g. by requiring it to be 
irreflexive or transitive. 
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It is rather straightforward to give an interleaving semantics (i.e. one in 
terms of occurrence sequences) of a priority system (C, p). We just let a 
transition be enabled at a marking only when no transition with higher 
priority is enabled at that marking. 
Definition 3.3. Let (C, p) be a priority system, and let M be an arbitrary 
marking of C = (S, T, W, MO). A transition t E T is p-enabled at M, denoted 
by t E enabled=,, (Al), if 
t E enabled=(M) and p(t) n enabled=(M) = 0. 
If t is p-enabled and M[t)K then we denote this by M[ t)J. 
An occurrence sequence of (C, p ) is a sequence of transitions c = tl t2 . . . t,, 
(n b 0) such that there are markings Ml, Adz,. . . , Ad, satifying M;_r [ti)pMi, 
for i = I,... , n. The set of occurrence sequences of (C, p) will be denoted 
by seq(C, p). 
Introducing the interleaving semantics for a priority system posed no 
problems. Our intuitive understanding of what priority means operationally 
did not give rise to any ambiguity. The situation changes radically when we 
are about to introduce a noninterleaving operational semantics. Let us take 
as an example the priority system (Co, PO) in Fig. 2 which was discussed in 
[ 19,31,34]. 
PO = {(s,g)l 
Fig. 2. An example priority system. 
A natural attempt to introduce a noninterleaving operational semantics 
for (20, PO) might be to define a kind of step sequence semantics based 
on the step sequence semantics of &, which would be consistent with the 
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priority relation po, i.e. no transition could occur if there were an enabled 
transition with higher priority. The step sequence semantics of CO is 
The first six step sequences in this set do not violate the priority constraint. 
However, the last step sequence, {z}{x}, is not consistent with po since after 
the occurrence of z transition y becomes enabled and transition x must not 
occur. Thus the step sequences of CO which are consistent with po are 
We now observe that no system without priorities could possibly generate 
exactly these six step sequences. The reason is very simple: If a system was 
to generate {z, x} then due to Proposition 2.5 (2) it would also have to 
generate {z}{x} as it is a valid linearisation of {z, x}. Note that in fact 
no system whose semantics can be adequately expressed in terms of causal 
partial orders can generate {z, x} yet not generate { z}{x}. Therefore it is 
not possible to construct a system which would generate exactly the six step 
sequences of Co which are consistent with the priority relation, and one 
has to look for some other means to describe the concurrency semantics of 
(Co, po ). At least three approaches have been suggested to cope with this 
problem: 
(1) Translate a system with priorities into another system without priori- 
ties and define the semantics of the former in terms of the known semantics 
of the latter. This approach has been taken by Hack [ 171 and others for the 
interleaving semantics of priority Petri nets. 
(2) Allow the specification of priorities only in those cases in which 
priorities cannot mix with concurrency as in the above example. Such 
a restriction has been suggested by Reisig [ 311 and also, implicitly, by 
Lamport [ 231. 
(3) Abandon the use of partial orders to express concurrency and use 
some other means instead. In [ 191, Janicki proposes to use step sequences 
alone to model the nonsequential behaviour, while in [20] an invariant 
model generalising the notion of causal partial orders is proposed which is 
consistent with that step sequence semantics. 
In this paper we use an approach similar to ( 1 ), but we will propose 
a construction which differs from that due to Hack. The main difference 
between the two constructions stems from the difference in the objectives: 
Hack’s objective was to define a system Zu such that seq(ZH) = seq(Co, PO), 
while our objective is to construct a system Cnx such that the difference 
between steps(&, pe ) and steps (.&k ) would be possibly smallest. That is, 
we would like to give (Co, po) a noninterleaving semantics in terms of 
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Fig. 3. A non-contact-free C/E-system example. 
the behaviour of Cak which is compatible with the priority specification, 
and which would retain as much concurrency present in Co as it is only 
possible. As the result, Hack’s construction would normally yield systems 
whose behaviour is unnecessarily sequentialised. Note that there is another 
important difference betweeen Hack’s translation and our translation. Hack 
translated priority nets into nets with inhibitor arcs. This, however, means 
that the problem which we came across when discussing (Co, pc) does not 
disappear; it comes back in a different setting of inhibitor arcs. Other 
differences are mentioned in Section 7. 
From Proposition 2.5 (2) it follows that C ak should satisfy StepS(zsK) C 
ker(&, PO), where ker(CO, po) is the maximal subset of steps(&, po) which 
is closed under the linearisation operation (see Definition 3.4 below). That 
is, the set ker(&, po) comprises all step sequences whose linearisations 
would not violate the priority constraint; in Fig. 2, for instance, {z, x} $! 
ker (Co, po ) . We would then claim that a system zak satisfying steps (CBK ) = 
ker(Co, po) is the best possible representation of (Co, pa) within the class of 
systems without priority specification. The main result of this paper will be 
the construction of such a system csk for all safe systems and a large class 
of bounded systems. 
To some extent the problems which we have encountered when dealing 
with the step sequence semantics of (Co, po), are similar to those which are 
making difficult a direct construction of a process semantics for non-contact- 
free C/E-systems. To illustrate this we consider the C/E-system in Fig. 3. We 
here have a contact situation which means that although the step sequence 
cr = {a, b} would not violate the safeness of the net, it is nevertheless to be 
rejected since one of its linearisation, {a}(b), is not a valid behaviour. The 
usual way of handling this problem would be to introduce a complement 
place for SO. It is worth noting that going from (CO, po) to Cak will involve 
a construct generalising the single place complement. 
Definition 3.4. Let (C, p) be a priority system, and M be a marking of C. 
(i) A bag of transitions B is concurrently p-enabled at M, denoted 
by B E Enabledc,P(M), if B E Enabled=(M), and for all t E B, p(t) n 
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enabled= (M) = 0. 
(ii) A marking K is p-produced from A4 by the concurrent occurrence of 
B, denoted by M[B),K, if B E Enabled=,,(M) and M[B)K. 
(iii) A step sequence of (2, p) is a sequence of bags of transitions (T = 
B,B2.. . B, (n > 0) such that there are markings MI, M2,. . . , Al,, satisfying 
YI~,_~[B,),M,, for i = l,... , n. We also denote this by Me [a)+Un. The set 
of the step sequences of (Z, p) will be denoted by steps(Z, p). 
(iv) The concurrency kernel ker(C, p ) of (C, p ) is the maximal subset of 
steps(C,p) such that lin(ker(C,p)) = ker(C,p). 
4. Generalised n-complement 
In our modelling of priority systems, the central role will be played 
by a construct similar to the notion of place complement [ 71. Let C = 
(S, T, W, MO) be a bounded system with a capacity function c lixed for the 
rest of this section. 
Definition 4.1. Let P C_ S be a nonempty set of places, and n > 1. 
(i) A generalised n-complement of P is a new place denoted y (P, n ) such 
that for every t E T 
@(t,y(P,n)) = max{O,n.C(W(s,t) - w(t,s))} 
SEP 
and 
@(y(P,n),t) = max{O,n.C(W(t,s) - wb,t))}, 
SEP 
Note: If s is a place such that l S n S* = 0 then the standard notion of the 
place complement of s coincides with t&at of the l-complement y({s}, 1). 
(ii) For ezery marking M of C let M : S U_{(y (P, n)} ---f N be a mapping 
defined by M(s) = M(s) for all s ES, and M(y(P,n)) = n.C,,,(c(s) - 
A4 (s ) ). By adding the n-complement of P to C we obtain a new system 
zr>(P,n) = (Su{y(P,n)},T,Wu^W,&&). 
We will denote y(P) = y(P, 1) and CDP = CD (P, 1). 
For the sake of completeness we also define Z D (8, n) = C. 
In the sequel we shall use the same letter--W-to denote the intercon- 
nection function in C and in C D (P, n); this will not lead to any confusion 
since the latter is an extension of the former. 
As an example, consider the system in Fig. 4 (a) and P = {q, r}. The 
2-complement of P yields the system C D (P, 2) shown in Fig. 4(b). 
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Fig. 4. A place complementation example. 
The basic idea of the n-complement is that it is a place which (i) does not 
have any significant effect on the concurrent behaviour of the system (see 
Theorem 4.6 below), and (ii) allows one to keep track of the total number 
of tokens in the set of places P (see Proposition 4.4). The multiplying of arc 
weights and tokens is needed to avoid unnecessary sequentialisation when 
the n-complement is used to model priority systems. 
For the remainder of this section we assume that C D (P, n) is as in 
Definition 4.1. 
Lemma 4.2. If M is a marking of C and G [ B)K in C D (P, n) then there is 
a marking L such that M [B)L in C and K = e 
Proof. Clearly, B E Enabledz,cp,n, (M^) implies B E Enabledz (M). Suppose 
that M[B)L. 
We have K(s) = e(s) for all s E S. Furthermore, by Definiton 2.2, we 
have 
K(yU’,n)) = G(y(P,n)) 
+x(w(t,yU’,n)) - w(y(P,n),t)).B(t) 
ET 
= n. ~(~6s) -M(s)) 
SEP 
+ ~(w(t,y(P,n)) - w(rU’,n),t)) *B(t). 
IET 
From Definition 4.1 it follows that for all t E T, 
W(t,y(P,n)) - w(y(P,n),t) = n.C(W(s,t) - w(t,s)). 
SEP 
Thus we obtain 
K(y(P,n)) = n+x(c(S) -M(s)) 
SEP 
+ n.x(x(W(S,t) - w(t,.r))).B(t) 
JET SEP 
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= n.Jgc(s) --M(s) + C(w(s,t) - W(t,s)).B(t)) 
SEP iET 
= n.C(c(s) -L(s)), 
SEP 
which means K = i. 0 
Corollary 4.3. [GO) C (2 I M E [MO)). 
Proposition 4.4. For every M E [GO), 
-&bf(s) = c c(s) -; .M(y(P,n)). 
SEP SEP 
Proof. Follows from Corollary 4.3 and Definition 4.1. 0 
The-next lemma establishes a strong connection between the markings M 
and A4 as it says that they both enable the same bags of transitions. 
Lemma 4.5. If A4 is a marking of C then 
Enabled=(M) = Enabledzpcp,,, (M^). 
Proof. Clearly, Enabledz,(p,n) (2) G Enabled= (M). 
Suppose B E Enabled2 (M). To show B E Enabledz,cp,n, (%) it suffices 
to show that 
G(y(P,n)) > xw(y(P,n),t) .B(t). 
fET 
Clearly, if CIEr W(y(P,n),t) . B(t) = 0 then this is satisfied, so assume 
that 
c @‘(yU’,n),t) .B(t) > 0. 
E7 
Define a bag of transitions C as follows: 
c(t) = 
{ 
B(t) if f+‘(y(I’,n),t) > 0, 
0 if W(y(P,n),t) = 0. 
C is a nonempty bag which, by Proposition 2.5 ( 1 ), is enabled at M. Hence 
there is a marking K such that A4 [ C)K. We have: 
CK(S) = CM(s) -~~VUs,t) - w(t,s)) .C(l). 
SEP 3EP SEP IET 
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From the definition of C and Definition 4.1 it follows that 
~(~(W(t,s) - W(s,t))) . C(t) = i. c W(lJ(P,n),t) ’ C(f). 
II 
IET SEP ET 
Thus 
pw = -p(S) + f .c w(y(P,n),r). C(l). 
SEP SEP tcT 
Since Z is bounded we obtain 
Cc(s) 2 Cm 
SEP SEP 
= CM(S) + ;. c w(y(P,n),t). C(t), 
SEP tET 
so we have 
M^WW) = n.Ck(s) -M(s)) 
SEP 
> II ;. c W(y(P,n),t) C(l). 
fET 
Thus from the definition of C we obtain 
mw,n)) > c W(y(P,n),t) .C(t) 
ET 
= c w(lJv,n),~) .B(t). 0 
1ET 
Next we obtain that as far as the step sequence semantics is concerned, 
the two systems C and C D (P, n) are identical. 
Theorem 4.6. steps(Z) = steps(C D (P, n)). 
Proof. Follows from Lemma 4.5 and Lemma 4.2. •I 
Moreover, it turns out that if we add to both C and Z D (P, n) the same 
priority specification, then the resulting priority systems generate the same 
sets of step sequences. 
Theorem 4.7. Let p c T x T be a priority relation. Then 
steps(Z,p) = steps(Z D (P, n), p) 
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and 
kU(C, /I) = kU(C D (p, n), p). 
Proof. Follows from Theorem 4.6, Lemma 4.2 and Lemma 4.5. 0 
Consequently, modelling of the priority system (C, p) can be replaced by 
the modelling of the priority system (E D (P, n), p 1. In both cases the sets 
of step sequences which are to be generated are the same. 
5. Safe priority systems 
In this section we give a construction which translates a safe priority 
system (C, p) into a (not necessarily ordinary or l-bounded) system without 
priorities C, satisfying steps(C,, ) = ker( C, p ). In the next section this 
construction will be generalised to an arbitrary bounded system. There are 
essentially two reasons why we introduce a separate construction for the 
safe systems. First, the principal idea behind the general construction in 
Section 6 is more clearly visible in this more restrictive case. Second, for 
safe nets the translation yields a system satisfying steps(C,) = ker(C, p), 
while for bounded systems such an equality would in general hold only after 
a suitable re-labelling of the transitions in C,, due to the necessary splitting 
of transitions. 
Let C = (So, T, W”,Mo), where T = {tl, . . . , tn}, be a safe system, and 
let p c T x T be a priority relation fixed for the rest of this section. 
Furthermore, let c (s ) = 1, for all s E S, be the capacity function for C. 
Definition 5.1. Let S, = l ti and yI = y (Si, n ) for i = 1,. . . , n. Define 
Co = (S, T, W1,Mo) to be the system 
ZD (S),?z)D (S~,~Z)D...D (Lsn,n). 
Note: Co is well defined since the order of carrying out the complementations 
is irrelevant. 
Then C, = (S, T, W, MO), where W is defined in the following way: 
(1) If s E S and t E T are such that there is i < n satisfying: s = yi, 
(t, ti) E p and IV’ (yi, t) = 0 then W(s, t) = 1; otherwise W(s, t) = 
w’ (s, t). 
(2) For all s ES and t E T, W(t,s) = W’(t,s) - W’(s,t) + N’(s,t). 
The construction is carried out in two steps. We start out with the priority 
system (C, p). First we construct generalised n-complements yi for the set 
of input places of each transition in T, obtaining the intermediate priority 
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system (Lo, p). Then for every pair (t, ti) E p we add a loop between t and 
yi (or, to be more precise, we increase by 1 the weights of arcs between yi 
and t), unless there is already an arc from yi to t. In this way we ensure 
that t will never be enabled when tl is enabled since that would imply 
M( yi) = 0 (see Proposition 4.4). This second step yields the system C, 
without priorities. We note that each place yi is in general an mn-bounded 
place, where w1 is the number of places and n is the number of transitions 
OfC. 
Before proving that steps( C, ) = ker( C, p ) we revisit our example from 
Section 3 ( (2’0, po ) in Fig. 2). The system C,, resulting from the application 
of the construction described in Detinition 5.1 to (CO, PO) is shown in 
Fig. 5 (a). We note that z and x are no longer concurrent in Cpo, and that 
we indeed have 
We further note that the places Y(*z, 3) and y(‘x, 3) do not affect the 
step sequence semantics of CpO, hence we may safely remove them. The 
resulting system C’ is shown in Fig. 5 (b) and it still satisfies steps(C’ ) = 
ker(&, po ). Another simplification is to replace the 3-complement of ‘y 
by the l-complement obtaining system C2 in Fig. 5 (c) which satisfies 
steps(C*) = ker(Co,po) as well. After the proof of the next theorem, we 
will show that both simplifications may be formally justified. 
Theorem 5.2. We have: 
steps(Zp) = ker(C, p). 
Proof. We will prove steps(2,) = ker(C”, p) which, due to Theorem 4.7, is 
equivalent to showing that steps(C, ) = ker(C, p ) . 
Part I: steps(C,) s ker(C”,p). We will first show that steps(C,) L 
steps(CO, p). The proof proceeds by induction on the length of a step 
sequence. 
Clearly, 2 E steps(CO, p). 
Suppose that g E steps(C,) n steps(C’, p) and aB E steps(C,). Let M be 
a marking such that Mo[a)M in C,. By Definition 5.1(2), we also have 
MO [a),M in Go, P). 
From B E Enabled=, (M) and Detinition 5.1(l) it follows that B E 
Enabledzo (M). Thus, if B $ Enabledzo,p (44) then there is (t, ti) E p such 
that t E B and ti E enabled,0 (Al). Since ti is enabled at M, CsES, M(s) = 
(S,l. Hence, we have by Proposition 4.4 that M(yi) = 0. But this means 
that B $ Enabled~o (M) since W(y,, t) > 0 (see Definition 5.1(l) ), yielding 
a contradiction. 
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(a) The system C,, 
. 9 
i 
z 
3 
y(‘Y,3) 
. h :* 6 4 Y x 
(h) A simplification C’ 
. 
? 
z 
+y(‘Y,l) 
. . h 2 2 Y x 
(c) A further simplification Cz 
Fig. 5. An example for Definition 5.1. 
Thus B E Enabledzo,,(M) and aB E steps(C”,p). 
We have shown that steps (C,, ) C steps ( Co, p ) . This and lin (steps (C, ) ) = 
steps(L’,) implies that steps(C,) C ker(C”, p) (since ker(L’O, p) is the max- 
imal subset of steps(ZO, p ) which is closed under linearisation), completing 
the first part of the proof. 
Part 2: ker(C’, p ) c steps(C, ). The proof is again by induction on the 
length of a step sequence. 
Clearly, A E steps (C, ) . 
Suppose that G E ker(CO, p) n steps(C,) and aB E ker(CO, p). By Defini- 
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tion 5.1(2) there is a marking A4 such that MO [a)M in C, and MO [a),M 
in (CO,p). 
Note: In the proof below it suffices to assume that the n-complement 
operation is such that n 2 CtEdomcpj B(t), not necessarily n = ) TI. Clearly, 
since C is safe, assuming n = ITI guarantees that n > &dom(pj B(t) holds. 
If B $ Enabled~p (M) then there is i d n such that the following hold. 
(1) M(E) <&JJ’(Y~J)~B(~. 
(2) M(Yi) B CfET W’(yi,t). B(t) (since B E EnabZedzo,,(M)). 
From (1 ), (2) and Definition 5.1(l) it follows that there is to E B such 
that 
(3) (to,ti) E p and W’(y,,to) = 0 and W(yi,ta) = 1. 
Consequently, by Definition 3.3, and because to is in B E Enabled=0 (M), 
(4) ti 4 enabledzo (M). 
Furthermore, from the definition of W and the assumption about II, we 
have 
(5) n B CtET(W(Yi,t)-Wl(Yi,t)).B(t). 
Let C and D be two bags of transitions such that for every t E T, 
c(t) = 
I 
B(t) if W’(yi,t) > 0, 
0 if W’(yj,t) = 0; 
D(t) = 
{ 
0 if W’ (ri, t) > 0, 
B(t) if W’(yi,t) = 0. 
We observe that from (3) it follows that D is nonempty, since to E D. We 
also observe that if C was empty then, by (5), 
n > c W(yi,t) . B(t) 
fCZT 
which together with 
t4) *Prop. 4.4 M(Yi) > 0 *Prop. 4.4 M(Yi) > n 
would yield 
contradicting ( 1). Thus C is also nonempty. 
From aB E ker(Z”, p) it follows that aCD E ker(ZO, p). 
Let M[C),K[D),L. From to E II it follows that t, q! enabledLo (K). Hence, 
by Definition 4.1 and Proposition 4.4, K(yi) B n. We obtain the following. 
K(Yi) = M(Yi) + C(w’(t,yi)-W’(yi,t)).C(t) 3 f2. 
ET 
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We then observe that for all t E T, W’ (t, ri) > 0 + W’ (yi, t) = 0 + 
c(t) = 0. 
Thus we have 
M(yi) > n + Cwl(yi,t)‘C(t). 
ET 
Furthermore, for all t E T, W’(yi, t) > 0 + C(t) = B(t). Hence we obtain 
M(R) a n + 1 w’ (Yi, t) . C(t) 
ICT 
= n + c W’(y,,t). B(t) 
IET 
b(5) C(w(vi,t)-wl(vi,t))‘B(t) +Cw’(Yi~t)‘B(t) 
IET 1ET 
= c W(n,t) .B(l), 
IET 
which yields a contradiction with (1) and completes the proof. q 
It is possible to simplify the construction of C, in at least two ways. 
( 1) If ti 4 cod(p ) then yi can be removed from C,. 
(2) If 1 > max{&dom(p) B(t) ) B1.. . BkB E ker(C, p)} then we can use 
I-complements in the construction rather than n-complements. 
Note that ( 1) is justified by Theorem 4.6 and Definition 5.1, and that (2) 
follows from the note in Part 2 of the proof of Theorem 5.2 (Part 1 would 
hold for any n b 1). Hence the simplifications illustrated in Fig. 5 (b,c) are 
indeed valid ones. 
Remark 5.3. In general, it is not possible to avoid losing 1 -boundedness when 
going from (L’, p ) to C,. To show this we consider the safe priority system 
(C, p ) in Fig. 6. Suppose that C, = (S, T, W, MO ) is a l-bounded system 
such that steps(C,) = ker(C,p). We observe that {a,b,c} $ ker(Z,p) since 
{a, b}(c) @ steps(L’, p). Thus there is s E S such that 
MO(S) < W(s,a) + W(s,b) + W(s,c). 
On the other hand, {a,~} E ker(.Z,p), {a,b} E ker(C,p) and {c,b} E 
ker(C, p)- 
Thus we have 
MO(S) 2 W(s,a) + W(s,c), 
MO(S) 2 W(S,U) + W&b), 
MO(S) 2 W(s,c) + W(S,b). 
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EB c a b 
Fig. 6. An example showing that I-boundedness cannot be preserved. 
It is not difficult to see that the above four inequalities produce a contra- 
diction with the fact that MO(S) < 1. 
c 
Fig. 7. An example showing that unitary arcs cannot be preserved. 
Remark 5.4. In general, it is not possible to avoid introducing nonunitary 
arcs when going from (Z, p ) to C,. To show this we consider the safe 
priority system (C, p ) in Fig. 7. Suppose that ZP = (S, T, W, MO ) is a 
(possibly unbounded) ordinary system such that steps( 2, ) = ker(J’, p ). 
We observe that 
(1) ({a,b}{c})* 5 kr(C,p) = step@,). 
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(2) ({~,b>{c>)*{e}nker(~‘,P) = 0. 
Let A4 be a marking such that Me [{a, b}{c})M in ZP. From ( 1) it follows 
that 
(3) M(s) b MO(S) for all s E S. 
From (2) it follows that e @ enabled~P (440 ) and e 6 enabledxP (Al). This 
and (3) mean that there is SO E l e (in CP) such that Mo(.so) = M(Q) = 0. 
We now observe that from MO(SO) = 0, e @ enabledzP (M), SO E l e, {a}{e} E 
ker(E, p) and {b}(e) E ker(L’, p) it follows that 
W(SO,~) = 0 = W’(sg,b) and W(a,so) = 1 = W(b,so). 
Thus we have 
0 = M(so) 
= M,,(so) + W(a,so) + W(b,so) + W(c,so) - W(SO,Q) 
- w(.so,b) - W(so,c) 
= 2 + W(c,s()) - W(so,c). 
Hence W(so,c) = 2 + W(c,so) > 2, contradicting cod(W) & (0, l}. 
The last two remarks show that any algorithm translating safe priority sys- 
tems yields in general systems which are not l-bounded and have nonunitary 
arcs, unless one is prepared to take silent transitions into account. In the 
latter case, one may always produce a finite safe ordinary system from a 
finite bounded nonordinary one by standard constructions [ 27 1. 
The translation of (C, p ) which we provided in Definition 5.1 adds 
to C n places which are mn-bounded, where m and n are the numbers, 
respectively, of places and transitions in C. It is possible to slightly modify 
that construction in such a way that it adds n2 places which are m-bounded, 
as follows. 
Definition 5.5. Let Si = l ti and yl = r(Si,n) for i = l,...,y1. Define Co to 
be the system Zt>S, DS~D...DS,,. Define Z“ = (S, T, W’,Mo) to be the 
system obtained from Co by splitting each yI into n places yI (tl ), . . . , yi (t, ) 
and connecting these in the same way as yI. 
Then 17 = (S, T, W, MO), where W is defined in the following way: 
( 1) If s E S and t E T are such that there is i < n satisfying: s = yi (t ), 
(t, ti) E p and I+” (si, t) = 0 then W(s, t) = 1; otherwise W(s, t) = 
w’ (s, t). 
(2) For all s ES and t E T, W(t,s) = W”(t,s) - W’(s,t) + W(s,t). 
Theorem 5.6. We have: 
steps(l7) = ker(Z, p). 
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Proof. Similar to the proof of Theorem 5.2. q 
6. Bounded priority systems 
In this section we introduce a construction which translates a given 
bounded priority system (Z, p) into a system without priorities -C, in such 
a way that S(ste~s(L’~)) 2 ker(C,p), where f is a suitable relabelling of 
transitions. Although the reverse inclusion will not hold in the general case, 
we will provide a simple sufficient condition for f (steps( ZP ) ) = ker(Z, p ). 
In any case we will have f (seq(L’, ) ) = seq( C, p ). That is, as far as the 
interleaving semantics is concerned, our translation always produces an 
equivalent result. 
Fig. 8. An example showing the necessity for transition splitting. 
Remark 6.1. To demonstrate that relabelling of the transitions of ZP is in 
the general case unavoidable, we consider the priority system (Z, p) in 
Fig. 8. (Note that by Corollary 6.12, this priority system can be translated 
into a system ZP such that f (steps( C, ) ) = ker( C, p ) holds. ) Suppose that 
C, = (S, T, W, AJo) is a (possibly unbounded) system such that 
steps(Cp) = ker(Z, p). 
Observe that {v,v,x} E ker(Z,p), {z,z,x} E ker(C,p) and {z,w,x} $ 
ker(C, p). From {z, V,X} $! steps(C,) it follows that there is s E S such 
that W(s,z) + W(S,V) + W(s,x) > Ma(s). On the other hand, from 
{v,v,x} E steps(C,) and {z,z,x} E steps(C,) it follows that 
MO(S) 2 2W(s,v) + W(s,x) 
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and 
MO(S) > ZW(s,z) + W(s,x). 
Thus 2Me(s) > 2W(s,z) + 2W(s,zl) + 2W(s,x), a contradiction with 
W(s,z) + W(s,‘u) + W(s,x) > MO(S). 
Thus, it will not be possible to give a construction of ZP satisfying 
steps(C, ) = kev(C, p) in the general case. However, the class of systems 
for which such a system EP exists is not only the safe systems and the 
extensions thereof. For example, Fig. 9 (a) shows a nontrivial, i.e. 
keG,p) # steps(~) # steps(C,p) # fwC,p), 
priority system which cannot be derived from a safe system (i.e. there is 
no safe system Co such that steps(Co) = steps(C) ), for which a system C, 
satisfying steps(L’,) = ker(C,p) does exist and is shown in Fig. 9(b). 
(a) 4 priority systvrn with ,I = {(z.y)) (1,) Its translatio~l 
Fig. 9. A bounded priority system and its translation. 
We now proceed with the main construction of this paper. Let Z = 
(So, To, W”, MO) be a bounded system with a capacity function c, and let 
p C To x To be a priority relation fixed for the rest of this section. 
The idea behind the construction is essentially the same as that behind the 
construction in Definition 5.1. To ensure that a transition u cannot occur 
if a transition t E p(u) is enabled, we keep track of the number of tokens 
in the pre-set of t. 
We first introduce auxiliary notation. 
Notation 6.2. For every t E cod(p), 
(i) ‘t, = d(t) U {act, 1),...,6(t,k(t))), 
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where 
d(t) = {s E l t 1 W’(s,t) = c(s)} and 
{6(41),..., s&k(t))} = {s E*t 1 WO(s,t) <c(s)}. 
(A describes the input places of t which do not give rise to self-concurrent 
occurrences of t, while the 6 describe the other places.) 
(ii) d(t,i) = {6(t,i)} for i = l,..., k(t). 
(iii) p-l (t) = {l(t, 1) ,..., <(t,l(t))}. 
(The transitions dominated by t in terms of priority.) 
For every t E dam(p), 
(iv) d(t) is a positive integer such that 
d(t) 3 max{B(t) 1 3a:oB E ker(Z,p)} and d = c d(t). 
tEdom(p) 
(d (t ) is the maximal number of times t can occur concurrently with itself.) 
Note: d(t) can always be found since C is bounded. 
(v) p(t) = {Y(t,l),...,~(t,m(t))}. 
(The transitions dominating t in terms of priority.) 
(vi) T(t) = {(t,{(p(t, l),gl),..., (~(t,m(t)),gm(t))),h) 
1 (Vi:0 < gj d k(p(t,i)))A (g, = O*d(p(t,i) # 0) 
A (1 6 h < d(t))}. 
(The new set of transitions to replace t in C,; gi = 0 corresponds to 
d (p (t, i) ) while g, # 0 corresponds to A (P (t, i), gl ), as explained below. 1 
Furthermore, we assume 
(vii) cod(p) = {tl,...,tn}. 
(viii) T(t) = {t} for TO\dom(p). 
(ix) f : UtEp T (t ) --f To is a relabelling defined by 
f(T(t)) = {t} for all t E To. 
Note: It is implicitly assumed that above we have 6 (t, i) # 6 (t, j ), 
<(hi) # C(t,j) and p(t, i) # p(t,j) for i # j. 
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We construct C, from (Z, p) in four steps, 
(c,p)4P-z2-c3~~p. 
as follows: 
The first three steps correspond to the first part of Definition 5.1 (in 
which the place complements are added, not changing the behaviour) while 
step 4 corresponds to the second part of Definition 5.1 (in which loops are 
added, suitably preventing the occurrence of lower priority transitions.) 
Definition 6.3. (1) We define: 
C’ = CD (~l(t~),d)t>...~ (d(t,),d)~d(t,,l)D...~d(t~,k(t~)) 
D...Dd(t,, 1) D...Dd(t,,k(t,)). 
(2) Z2 is obtained from C’ by splitting each transition t onto transitions 
T ( t ) and connecting these in the same way as t. 
(3) C3 = (S,T, W1,&) is obtained from Z2 by splitting each y(d(t,i)) 
onto places 
r(t,i,<(t, 1), l),... ,r(t,i,C(t, l),d(<(t, 1))) 
. . . 
r(t,i,5(t,r(t)),l),..., r(t,i,5(t,I(t)),d(5(t,I(t)))) 
and connecting these in the same way as y (A (t, i) ). 
(4) Finally, Z, = (S, T, W, MO), where W is defined in the following 
way. Let s E S and u E T be such that 
t = f(u) E dam(p), 
u = (t,{(pL(t, 1),81),..., (~(t,m(t)),g,(t,)},h), 
and one of the following holds for some i d m (t ): 
(a) s = y(d(,u(t,i)),d) and gi = 0 and W’(S,U) = 0; 
(b) s = r(p(t,i),gi,t,h) and 
W’(S,U) G c(a(p(t,i),g,)) - w0(6(y(t,i),g~),~(t,i)). 
If (a) holds, then we set W(s, U) = 1, and if (b) holds then we set 
W(S,U) = c(s(p(t,i),gi) - wO(s(~(t,i),gi),~(t,i)) + 1. 
Otherwise W(S,U) = W’(s,u). 
Furthermore, for all s E S and u E T, 
W(u,s) = W’(u,s) - W’(s,u) + W(s,u). 
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Consider t E T and l t = d(t) U {S(t, l),...,s(t,k(t))} as in Notation 
6.2. Clearly, t is enabled in C if and only if M(s) = c(s) for all s E d(t) 
and M(6 (t, i) ) 3 W” (6 (t, i), t) for all i. It is not difficult to keep track 
of the number of tokens on the places A (t ). By constructing a generalised 
complement SO = y (A (t ), d) we obtain a single control place which shows 
whether the places A (t) have enough tokens for t to be enabled. For the 
places 6 (1, i) the scheme is somewhat more elaborate, as we need k (t ) 
control places Si = y(A(t,i)) = y({b(t,i)}) which show the number of 
tokens “missing” from 6 (t, i). We thus obtain a set of k(t) + 1 control 
places SO,SI,...,S~(~) with the property that t is enabled if and only if 
M(sc) = 0 and M(si) d c(b(t,i)) - W”(b(t,i),t) for i = l,...,k(t). 
Having constructed such control places for all transitions in 
P(U) = (~(U,l),...,~u(U,rn(U))} 
for a transition U, we then need to split u onto a number of transitions ui 
which are adjusted according to Definition 6.3(4) such that each of them 
tests a particular combination of the control places of the transitions in p (u). 
Each such transition uI = (u,{(,~(u,l),gi),..., (Y(u,m(u)),g,(,,)},h) is 
enabled provided that the input place 6 (,u (u, i), gi) (if gi 3 1) or some 
s E A (,u (u, i)) (if gi = 0) does not contain enough tokens for ,U (u, i) to 
occur. 
There is one extra problem that needs to be taken care of, namely that 
a transition in the net can exhibit self-concurrency in addition to being 
concurrent with other transitions (see Notation 6.2 (iv) ). We therefore have 
multiple copies of each control place sI for i b 1 according to Definition 
6.3(3) and multiple copies of each transition ui identified by different h 
(Notation 6.2 (vi) ). For places in the sets A (t ), such a multiplication is 
carried out implicitly in the definition of the generalised complement, due 
to the number d (Notation 6.2 (iv) ). 
The whole construction is illustrated in Fig. 10. 
Note that the construction coincides with that in Definition 5.1 if we 
only assume that d ( w1 ) = . . . = d(w,_l) = 1 and d(w,) = [ToI --s + 1, 
where dam(p) = {wl,. . . , w,_I, w,}, and do not carry out the splitting of 
the transitions. 
In the rest of this section we will show a number of properties that the 
translation of bounded priority systems enjoys. The technical proofs are 
omitted; the interested reader is referred to [ 8 1. 
For every bag B of transitions of T, let f (B) be the bag of transitions of 
To defined for every t E To by 
f(B)(t) = c B(u). 
UET(l) 
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c 
v Z 
c=2 v c= I Y P= t(~.Y)>(~u,Yll d=3 d(s) = 2 d(w) = 1 
3’1 = (~,{(Y.l)).I] J.7 = (3..{(y,O)).l) 
3’1 = (~.{(Y.l)}.2) .C( = (I, ((y,O)}.2) s2 
WI = (W.{(Y.l)},l) U’Z = (U’.{(J/.O)}.l) 
Fig. 10. An example illustrating the general COnStrUctiOn 
We extend f to sequences of bags of T in the obvious way, i.e. 
f (BI... &) = f(B~)...f(&). 
We first cite a number of lemmata in which the notation of 6.2 and 6.3 
is used. j denotes an auxiliary priority relation j = UCl,ujEP T(t) x T(u), 
i.e. the extension of p to C* and C3. 
Lemma 6.4. Let A4 E [MO) be a marking of Z3. 
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(1) M(y(d(u),d)) = d.C,,,t,, (c(s) - M(s)) fir all u E cod(p) with 
d(u) # 0. 
(2) M(T(u,i,t,h)) =c(6(u,i))-M(6(u,i))SoraZlr(u,i,t,h)~S. 
Proof. See [ 81, Lemma 6.3. 0 
Lemma 6.5. We have: 
steps(Ep) g ker(C3, p). 
Proof. See [8], Lemma 6.4. 0 
Definition 6.6. A potentially inconsistent pair, (t, u) E PIP, are two transi- 
tions of To for which there is w E p (t ) and S, q E l w such that s $Z d (w ) 
and one of the following holds: 
(1) W”(s,u) - W”(u,s) > 0 and WO(u,q) - WO(q,u) > 0. 
(2) WO(u,s) - WO(s,u) > 0 and WO(q,u) - WO(u,q) > 0. 
A consistent bag of transitions of To, B E CBT, is a bag satisfying the 
following: 
A consistent bag of transitions of T, B E CBT, is a bag for which f (B) is 
a consistent bag of transitions of To. 
See Fig. 11 for an example of a nonempty set PIP. 
Lemma 6.7. Let u E ker(z3, p) and A4 be a marking such that 440 [ a),M 
in (X3, p). Furthermore, let B E CBT be such that aB E ker(C3, p). 
Then there is a bag E E Enabled=,(M) such that f(E) = f(B). 
Proof. See [ 81, Lemma 6.6. 0 
Corollary 6.8. IfBl . . . B, E ker(Z3, p) is such that Bi E CBT for all i, then 
f(B1. ..B,) E f (steps(C,)). 
Proof. Follows from Lemma 6.7 and the fact that if f (B) = f (E) and 
M[B)$ in (Z3, j) and M[E)L in C,, then K = L (according to Definition 
6.3(4)). 
We are now in a position to translate the above results into theorems 
establishing the relationship between the behaviour of the original priority 
system (C, p) and the newly constructed system C,. Below, 
kYER(z,p) = {B, . . . Bi E ker(C, p) 1 Vi: Bi E CBT). 
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Lemma 6.9. We have f (ker(C3, j)) = ker(C, p). 
Proof. From Theorem 4.7 and Definition 6.3. 0 
With the above lemma, Lemma 6.5 and Corollary 6.8 can be rendered in 
terms of C, and (C, p). 
Theorem 6.10. We have: 
f (steps(z,) ) C keG, p). 
Theorem 6.11. We have: 
It is possible to give a simple static sufficient condition guaranteeing that 
the nonsequential semantics of the priority system (C, p ) and of ZP are the 
same up to relabelling of transitions. 
Corollary 6.12. Zf PIP = 0 then f(steps(C,)) = ker(C, p). 
Proof. If PIP = 8 then ker(C, p) = KER (C, p). Then we apply Theorems 
6.10 and 6.11. 0 
The interleaving semantics of the priority system (Z, p) and the con- 
structed system C, is always the same up to relabelling of transitions: 
Corollary 6.13. f (seq(Cp)) = seq(,X, p) 
Proof. We have seq (C, p ) C KER (2, p ) . Then we apply Theorems 6.10 and 
6.11. 0 
It is not possible to reverse the inclusion in Theorem 6.10. Consider the 
priority system (C, p ) in Fig. 11. We observe that in this case ker(C, p ) = 
{A {b, c}, {b}, {c}} while f btep.s(C,)) = {A, {b}, {c}} (note that (c, b) E 
PIP). We also note that the implication in Corollary 6.12 cannot be reversed. 
A trivial counterexample would be a dead priority system with PIP # 8. We 
finally observe that the following result may be directly derived from the 
previous results of this section. 
Theorem 6.14. Let (C, p) be a bounded priority system such that for all 
t E cod(p), l t = A(t). Then there is a system I7 satisfying steps(U) = 
ker(C, p). 
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Fig. 11. A counterexample for the reverse of Theorem 6.10, (c, b) E PIP. 
Proof. Let .Z’, be obtained from (C, p) by applying the construction from 
Definition 6.3. From l t = A (t), for all t E cod(p), and Corollary 6.12, it 
follows that f (steps(C,)) = ker(C,p). Furthermore, we have W(S,U) = 
W(s,w) and W(u,s) = W(w,s) for all t E To, s E S and u,w E T(t). 
Thus it is possible, for every t E To, to collapse all the transitions in T (t ) 
into a single transition t. Let II be the resulting system; for II, the equality 
steps(l7) = f(steps(C,)) is true. 0 
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Next we come back to the question whether splitting of transitions in the 
construction of ZP in Definition 6.3 was necessary. As we have already seen 
in Fig. 8, there are priority systems for which splitting cannot be avoided. 
On the other hand, for some nontrivial priority systems which are not direct 
generalisations of safe systems, such as that of Fig. 9, no splitting seems to 
be necessary. The question which we would like to address now is how rich 
is the class of systems for which we can avoid the splitting of transitions. 
Trying to answer such a question in the general case would presumably 
be very difficult, since it would require a very thorough investigation of the 
behaviour of (C, p ). One might, however, hope to get at least a partial answer 
which would be based on some static properties of (C, p). In the discussion 
below we consider only ordinary systems, although the conclusions might 
be easily rendered in terms of general priority systems. Also, we assume 
PIP = 0 since this guarantees that Definition 6.3 produces a system satisfying 
f(ste~s(Z,)) = keG,p). 
Looking at the construction in Definition 6.3 and the two example systems 
of Figs. 8 and 9, one may make an observation that the need for splitting 
transitions, if it is going to be captured by some static properties of the 
priority system, should in some way be related to the capacities of the input 
places of the transitions in cod( p ). 
Definition 6.15. Let N be the set of all finite tuples of positive integers such 
that if (C, p) is an ordinary bounded priority system with PIP = 0 and for 
every t E cod(p) with l t = {sI,s~, . . . ,sk}, (c(s~), . . . ,c(sk)) E N holds, then 
it is possible to construct of a system C’ satisfying steps(L”) = ker(C, p). 
The set N captures those situations in which it can be determined statically, 
only by checking the capacities of the input places of transitions in cod(p), 
that a priority system can be transformed into an equivalent nonprioritised 
system without splitting any transitions. From Theorem 6.14 it follows that 
(l,..., 1) E N, and from the example in Fig. 8 it follows that (2,2) $- N. It 
turns out that it is possible to give a characterisation of the set N. 
Proposition 6.16. (d,, . . .,dk) E i-4 iffd, = ‘.. = dk = 1 
Proof. The implication (+) follows directly from Theorem 6.14. To prove 
the implication (=+-) we proceed as follows. 
Suppose dj > 1 for some 1 < j < k. 
Let (C, p) be a priority system such that C = (N, Me) and p = {(c, b)}, 
where N is shown in Fig. 12 and Ms(si) = c(v,) = di and iMe = 0 for 
i=l ,..., k, MO(~) = 0 and MO(q) = 2. 
Suppose that there is C, = (S, T, W,M) such that steps(C,) = ker(C, p). 
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Fig. 12. An example showing that N must satisfy certain properties. 
We first observe that B = {c,ul,u2,. . . ,ak} $ ker(C, p). Hence, there is 
s E S such that 
M(S) < W(s,c) + W(s,a,) + ..’ + W(.s,Lzk). 
Let C be a bag of transitions obtained from B by removing c and adding 
another a,; and let D be a bag obtained from B by removing a, and adding 
another c. 
Clearly, both C and D belong to ker(C, p), which means 
C, D E EnabledIp (M). 
We thus have 
M(s) 3 W(s,c) + W(s,a,) + ..’ + W(S,Uk) 
- w(S~C) + W(S,"j), 
M(s) 3 W(s,c) + W(s,a1) + ‘.. + W(S,Uk) 
+ W(s,c) - W(s,a,), 
a contradiction to our previous inequality involving M(s). 0 
From this result it follows that it is very unlikely that one could improve 
Theorem 6.14 by providing a better static characterisation of priority systems 
for which there exists a translation into equivalent nonprioritised unlabelled 
systems. The main conclusion which can be drawn from the above discussion 
is that in the general case without a thorough inspection of the behaviour of 
the priority system, very little can be done to avoid the splitting of transitions 
when translating a bounded priority system into a system without priorities. 
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At the end of this section, we again discuss the question of whether the 
possible loss of concurrency entailed when PIP # 0 can be avoided. In order 
to discuss this question, we reconsider the example of Fig. 2. Should x and 
z really be allowed to occur concurrently in this example? We think that 
both answers, yes and no, are possible, depending on whether the transitions 
involved are viewed as taking time or not. 
If z takes a nonzero amount of time to occur, then there should be 
some moment during the occurrence of z in which the priority requirement 
between y and x does not yet take effect, because the occurrence of z has 
not yet finished. In this case, intuition does seem to allow the concurrent 
occurrence of z and x-as is expressed by means of the step sequences 
steps(C, p ) . If the occurrence of z takes zero time, however, then no such 
moment can be assumed to exist, and the priority constraint between y 
and x takes effect at the very same time that z occurs (it does not make 
sense to speak of a beginning or an end of z ). Hence in this case, an 
intuitive argument would require that the concurrent execution of z and x 
is excluded-as expressed by means of the step sequences in ker(C, p). 
A transition t which takes nonzero time can be modelled by two consec- 
utive transitions taking no time, called the beginning of t and the end of l, 
respectively. We may apply this refinement of t along with the C, semantics 
and then derive a >relined net which-as will be detailed below-contains 
(modulo refinement) all of the step sequences of the steps(C, p) semantics. 
Thus, it is important to note that the impossibility argument we give after 
Definition 3.3 relates only to transitions at a certain level of atomicity. 
More formally, let C be a bounded system, and let Cs be a system obtained 
from C by splitting each transition t into a beginning ta and an end tb (see 
Fig. 13). 
Fig. 13. Splitting of transitions. 
Then we have the following result. 
Theorem 6.17. Let j be any priority relation for Cs. Then the system Ci 
satisfies 
f (steps(Zi)) = ker(C’,p). 
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Proof. Follows from Corollary 6.12, because PIP = 0 in (ZS, j ). 0 
If p is a priority relation on Z, there are at least two ways how j 
could interpret p on Cs. Firstly, for every pair (t’, t2) E p one could 
introduce four different pairs { (t:, t,‘), (td, t,‘), (t:, t,“), (ti, t,“)} s b. Or, for 
every pair (t’, t2) E p one could introduce only one pair (t;, tz> E j. 
Theorem 6.17 states that under both interpretations, the resulting system 
Cj fully captures the concurrency present in the step sequence semantics 
of the original priority system. For our example of Fig. 2, we observe 
that {z,, xa} E ker(C”, p) which, by Theorem 6.17, means that modulo 
refinement, the system Cj allows a concurrent occurrence of x and z. 
7. Conclusion and discussion 
This paper has discussed the formal semantics of static priorities in the 
context of Petri nets. In this section we will discuss a possible application to 
concurrent languages; the relationship to existing work; and planned future 
work. 
7.1. Priorities in an occamlike language 
Let us consider the following two abstract occam-like programs: 
7r1 = (c! +ja) 11 (b;c?) 
~2 = (c! 0 a) 11 (b;c?) 
where (( denotes parallelism (PAR), 0 denotes choice (IF,ALT) and a denotes 
prioritised alternative (PRI ALT); n2 is just a version of rcl without the 
priority constraint. In general, the intuitive understanding of the meaning 
of a and +(I (the prioritised version of the parallel composition operator 
I], [ 2 1 ] ) is as follows: nl d 7r2 is just like nl 0 7~2, except that if any 
initial transition of rci is enabled, then no initial transition of 712 may occur; 
nl +I] 7~2 is just like ni 1) 7~2, except that if any transition of ni is enabled, 
then no transition of 712 may occur. 
The paper [9] elaborates on the syntax of abstract occam programs and 
defines a compositional semantics of such programs without priorities in 
terms of Petri nets. The semantics of nl, for instance, would be a net which 
is similar to the one shown in Fig 2. In the following, we sketch two possible 
approaches of extending this semantics to the two operators d and *II. 
The first, rather straightforward, approach consists of the following steps. 
In a given program, all priority operators are replaced by their corresponding 
versions without priorities; then the Petri net corresponding to the resulting 
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program is derived; finally, the constructions of this paper are applied to 
the Petri net. This approach has the advantage of being simple; since the 
Petri nets associated to nonpriority programs are essentially safe [9], the 
construction of Section 5 essentially suffices. However, it is noncomposi- 
tional. 
The compositionality principle would demand that the construction of a 
net associated to a program satisfies the following three properties: 
(i) It should start with the initial nets corresponding to the basic pro- 
grams constituing the program in question; e.g. in both 7~~ and ~2, there are 
four basic constituents: a, c!, b and c?. 
(ii) It should associate an operation on the semantic domain (that is, 
on nets in our case) with each syntactic operation. 
(iii) At each stage of the construction, the intermediate nets should be 
faithful models of the intermediate programs. 
In order to achieve this for the prioritised operators we are faced with 
two additional problems. Since we are looking for semantical correspondents 
of the syntactical operators d and +]I, at some stage of the inductive 
construction, we may have to combine two programs which contain internal 
priority operators and whose net models cannot therefore be assumed to be 
safe. Hence, the construction given in Section 5 is not sufficient; we will 
have to use the more general construction of Section 6. Since all marked 
nets involved in the construction are bounded, however, this can be done. 
The second additional problem is due to the fact that the part of the net 
model which describes the priority operator may extend over a larger part 
of the net, not just over the two subprograms which are connected by the 
priority operator. For instance, in the program 7~1 = (c! a a ) 11 (b ; c? ), the 
priority operator between c! and a concerns not only c?, but also the first 
action, b, of the second constituent, since b may enable the communication 
along c. In the Petri net construction, this is taken care of by the fact 
that the relevant place complement is connected to b as well as to a and 
to c. However, there is a difficulty in achieving the correct construction 
compositionally, since when treating a and c as the immediate participants 
of the +/J operator, nothing is yet known about b. 
We may propose a way out of the difficulty which is based on Theorems 
4.6 and 4.7 (which state that nothing is gained or lost in terms of behaviour 
when generalised complements are added to a net), and on the observation 
that the loops which have to be added (by Definition 6.3) between the 
place complement(s) and the nonprioritised transition(s) do indeed refer 
only to the transitions and places of the programs which are combined by 
the operators. In the case of >I], they refer only to the initial places (and 
their complements); but in the case of +)I, unfortunately, they refer to all 
internal transitions of the nonprioritised program and all internal places of 
the prioritised program (respectively, their complements). 
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Because of the last remark, it seems quite hopeless to give a compositional 
semantics for the PRI PAR operator +]I, unless one is prepared to include the 
whole internal structure of a program as a part of its description. 
For the PRI ALT operator >I], however, we may propose a compositional 
semantics by adopting the following policy: 
(i) Keep information about place complements around permanently. 
This involves making place complements available already in the initial nets 
and maintaining place complements properly over every other semantic 
operation. Since complements do not affect the behaviour, nothing is lost 
by adding these complements; they are simply redundant if there is no 
priority operator. 
(ii) Add a so-called priority enforcer if necessary. 
If a fl operator is encountered, then the place complements provided for 
the two programs it combines may be used to add appropriate loop(s)- 
which might be called the “priority enforcer”-in the appropriate way as 
prescribed in Sections 5 and 6 (the last parts of Delinitions 5.1 and 6.3), 
possibly after the appropriate splitting of transitions. 
An example can be found in [ 81. 
7.2. Comparison with other work 
In this subsection we will briefly outline some other work in the area of 
modelling of priority systems. In our discussion we will be looking at the 
approaches due to Hack [ 17 1, Janicki [ 19 1, Okulicka [ 28 1, Baeten, Bergstra 
and Klop [ 2 1, Cleaveland and Hennessy [ 111, Barrett [ 3 1, and Janicki and 
Koutny [ 201. 
In [ 171 a translation of a priority net (C, p ) into an inhibitor net CL 
is introduced such that f (seq( Cj ) ) = seq(C, p ), where f is a suitable 
relabelling of transitions. It is assumed that p is a partial order, and that 
C is a finite net. If one restricts the construction of [ 171 to bounded nets 
then one can make the following comments. 
(i) It is generally the case that seq(C,’ ) # seq( C, p ). A necessary con- 
dition for seq( L’i ) = seq( C, p ) is rather strong as it requires that I* tl = 1 
holds for all t E cod(p). 
(ii) In most cases there will be step sequences of (C, p) which the net 
constructed in Sections 5 and 6 can simulate and which cannot be simulated 
by Zi, one of the reasons being that the first step in the construction of L’i 
completely removes any self-concurrency that might be present in C. 
(iii) Although it is not difficult to define a step sequence semantics for 
inhibitor nets, it is not possible to give a partial order semantics which 
would be consistent with that step sequence semantics. It may be noticed 
that inhibitor arcs in Petri nets are analogous to what has been termed 
“negative premises” in [ 161. Thus, there could well be a relationship between 
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Hack’s description of priorities by inhibitor arcs and Groote’s description 
of priorities by rules with negative premises. 
In [ 2,4] an algebra of process expressions [ 5 ] which includes a priority 
operator, 8, is considered. The paper deals only with processes without 
silent moves, and the priority operator is based on an implicit partial order 
relation Q. It is further assumed that 8 should have some intuitively correct 
or desirable properties. For example, if (a, b) E e and a and c are not 
related, then 19(a + b) = b and 6’(a + c) = a + c. The main question 
discussed in [2] is under what conditions it is possible to add such a 1’3 to a 
given process semantics (introduced via a set of axioms) in a consistent way. 
The consistency criterion in this case requires that it will not be possible 
to derive an equation tl = t2 between two closed processes with different 
sets of traces. It is shown that the failure and readiness semantics cannot be 
extended in a consistent manner. Then another semantics, called ready trace 
semantics [ 301, is examined for which it is proven that it can be extended 
by adding the priority operator 0. For obvious reasons, the treatment in [2] 
does not consider the concurrency issues. The main result of the paper is an 
axiom system which allows one to transform any process expression t with 
the priority operator 8 into a process expression u without 8. The assumption 
about Q being transitive is an important one, since otherwise it would not 
be possible to obtain consistency. For example, if (a, b) E Q, (b, c) E e, 
and a and c are unrelated, then by using the standard commutativity laws 
it would be possible to reduce 8 (a + b + c) to two process expressions with 
different sets of traces, a + c and c. It is worth noting that the transitivity 
of e is a property which must be assumed if one aims at a proper treatment 
of the priority operation within a process algebra. Also it is important to 
assume that e is irreflexive. Otherwise, if (a, a) E e then one might reduce 
8 (a + a) to two process expressions with different sets of traces, a and 6. 
In [ 191 the COSY path programs formalism [ 241 provides a model within 
which the priority systems are discussed. The priority relation is assumed to 
be irreflexive, and it can only relate two atomic actions which are in a local 
conflict. The nonsequential semantics of a priority path program (C, p) is 
then defined as steps(C, p), i.e. it is the full operational semantics of (C, p) 
in terms of step sequences (called “multiple sequences” in [ 191). Of course, 
this leads to an inconsistency between the multiple sequence semantics and 
the standard vector firing sequence semantics of path programs, similar 
to that discussed in Section 3. In spite of this, it turns out that the vector 
firing sequences can be used to verify some important dynamic properties of 
path programs, such as deadlock-freeness and adequacy, defined in terms of 
multiple sequences. [ 191 also gives a necessary and sufficient condition for 
(C, p) to be serialisable, which in our notation is a property characterised 
by V’a E steps(C, p)3l E seq(C, p):t E h(o). 
The main issue in [28] appears to be a question which in our termi- 
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nology could be rendered as: How can priority systems (C, p) for which 
steps( cr, p ) = ker( C, p ) be characterised? [ 281 proposes to answer this 
question by breaking down the original priority relation p onto a number 
of smaller (not necessarily disjoint) priority relations ~1,. . . , pn. It is then 
proved that steps(Z, pi) = ker(C, pi), for i = 1,. . . , n, suffices to guarantee 
that steps(C, p ) = /CO-( C, p ). It is not difficult to see that such a result 
holds also for the systems discussed in this paper. 
The impossibility to define a causality based partial order semantics 
consistent with the full operational semantics for some priority systems, 
such as that in Fig. 2, has led to the introduction in [20] of a new invariant 
semantics of concurrent systems which employs combined partial orders, 
or composets. Each composet is essentially a pair (-, /“) consisting of a 
partial order, +, and a weak causal partial order, /‘. The weak causal partial 
order has the property that if a /‘ b then a and b can occur simultaneously, 
or a can precede b, in each step sequence consistent with that composet. 
It can be shown that the resulting invariant model is consistent with the 
operational behaviour of priority nets expressed in terms of step sequences. 
In [ 111 a process algebra derived from CCS [ 261 is studied after dividing 
the set of atomic actions into two groups, low priority actions, r, a, b, . . ., 
and high priority actions, ~,a, b, . . . The aim here is to define a process 
equivalence which would be a congruence in the process algebra. The first 
operational process semantics which is discussed assumes that each high pri- 
ority action has a pre-emptive power over any low priority action. However, 
under such an assumption it is possible to show that a.nil + b.nil and b.nil 
are strongly bisimilar (where the bisimulation is the strong bisimulation in- 
duced by the operational semantics), yet after applying the hiding operator 
to b, one obtains two process expressions which are nonequivalent, a and 
nil. To avoid this kind of problems, [ 111 restricts the pre-emptive power 
of actions, and only high priority silent action can pre-empt low priority 
actions (note: it is not possible to “hide” internal events). The resulting 
strong bisimulation is a congruence in the algebra extended by two new op- 
erators, prioritisation and de-prioritisation. A complete axiomatisation for 
this congruence is given for nonrecursive process expressions. The kind of 
priority relation used in [ 111 is a rather restrictive partial order. It would 
presumably be quite difficult to generalise the whole approach to arbitrary 
partial order priority relation. A disadvantage of the model developed in 
[ 111 is that it appears that only silent prioritised actions and visible ac- 
tions for which the hiding operator is not allowed syntactically, can have a 
pre-emptive power. 
The last of the approaches which we discuss in this section is [3] which 
presents an operational semantics for occam with the PRI PAR and PRI 
ALT constructs. The semantics of [ 3 ] is defined by structural induction on 
the shape of the language constructs, and is based on the state transitions 
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made by a transputer during the execution of an occam program. To model 
priorities [3] introduces the notion of ready guards which essentially is 
a mechanism by which a process which might input on two channels is 
informed that the other process using that channel is ready to send a 
communication. Since only one of the two processes sharing a channel can 
activate it, this allows one to introduce an operational semantics of the 
two priority constructs. The kind of partial order relation in [3] is partial 
order which follows implicitly from the syntax of the language. The paper 
does not discuss any formal properties which the semantics introduced in 
an operational way might enjoy. 
7.3. Summary and future work 
The emphasis of our investigations has been on the concurrency semantics 
of priorities. For priority Petri nets, we have given two semantics of this kind: 
directly through appropriate step sequences (as pioneered by Janicki [ 191) 
and indirectly through the translation into plain Petri nets for which both 
step sequence and partial order semantics are well defined [6]. Thus, in 
principle, we have defined a partial order semantics of priorities which, 
moreover, preserves concurrency as fully as possible (Theorems 6.10-6.17). 
As far as the construction for bounded nets is concerned, the reader 
might wonder why we did not first use a standard Petri net construction 
which transforms bounded nets into safe nets [ 151, and then apply the 
transformation introduced in Section 5. There are two reasons. The minor 
reason is that this standard construction produces labelled nets (or silent 
transitions), so that Section 5 would have to be generalised correspondingly. 
The major reason is that we wanted to keep the splitting of transitions to a 
minimum, obtaining f as close as possible to an injective labelling. However, 
the standard construction involves a great deal of splitting, even for nets 
in which no splitting is necessary according to the construction we give. 
Nevertheless, this way of approaching the problem of translating priority 
nets into plain nets might be an interesting topic for future investigation. 
In combination with [ 91, our translation yields a noncompositional con- 
currency semantics of occam’s priority constructs PRI ALT and PRI PAR 
through a translation into Petri nets. We have also indicated how it could 
be turned into a compositional semantics for PRI ALT. The literature already 
contains some formal semantic approaches to describe occam’s PRI ALT con- 
struct [3,10], but the one we propose could be the first one which is both 
compositional and noninterleaving. 
In [ 3 1, amongst others, a convincing case has been made for the need to 
describe the concept of priority formally. If one accepts this need, then it 
is necessary, in our opinion, to obtain a good understanding of its interplay 
with concurrency. This is because the problems we pointed out in this paper 
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arise only when concurrency is taken into account and do not manifest 
themselves in interleaving semantics. In this respect, the priority concept 
is similar to the concept of fairness which is also best understood in the 
context of concurrency semantics [ 22,25,3 11. 
The discrepancy between the concurrent behaviour and interleaved be- 
haviour is exhibited in our main results. While Corollary 6.13 states that 
the two semantics we consider are equivalent when restricted to interleaving 
behaviour, Theorems 6.10 and 6.11 show that they differ with respect to the 
concurrency semantics. Theorem 6.10 states that the direct step sequence 
semantics defines more behaviours than the indirect one, while Theorem 
6.11 leads to a condition (in Corollary 6.12) for the reverse inclusion to 
hold. 
Another direction of research is to investigate the connection between 
priorities and what in Petri net theory is called asymmetric confusion [ 131. 
A conjecture here is that the absence of asymmetric confusion can lead to 
another sufficient condition for the equivalence of the direct and the indirect 
semantics. 
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