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Abstract.
The objective of this thesis research was to investigate the tradeoffs between
the number of quantization levels and spatial addressability of printed color
images. Image quantization was done by employing the error-diffusion
algorithm. The diffusion of error was performed in CMYK color space. The
resulting images were printed on a color output device simulating different
spatial addressabilities. To evaluate the perceived image quality, a
psychophysical experiment was conducted followed by a statistical analysis of
the experimental data. Based on the results of this analysis, the conclusions
on the tradeoffs between the number of quantization levels and spatial
addressability were drawn. It was determined that the tradeoffs were scene
dependent with photographic scenes being able to sustain greater reduction in
addressability without perceived image quality being decreased than graphics.
The experiment showed that photographic scenes were sufficient to be printed
with 5 bits per pixel per color at 100 dots per inch, and graphics with 3 bits per
pixel per color at 300 dots per inch. If a single bits per color / dots per inch
combination is to be named as the optimum combination equivalent to the best
possible image for the given system (8bpc/300dpi), it would have to be
3bpc/300dpi. This combination was found to be equivalent to the quality of the
best possible image at the normal viewing distance for all scenes in the
experiment.
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1. Introduction
Since the early days of printing, the challenge of rendering
continuous-
tone images existed. One of the solutions for the printing industry was bilevel
halftoning, which is a process based on the integration property of the human
eye11,16. It sacrifices spatial resolution in order to create an illusion of multiple
intensity levels in an image. Figure 1.1 shows a 2 x 2 pixel area of a bilevel
device which is referred to as a superpixel. As seen, a 2 x 2 superpixel is
capable of reproducing five distinct gray levels: 0, 25, 50, 75, and 100%, at the
cost of reducing the spatial resolution by a factor of two along each axis.
0 1 2 3
Figure 1 . 1: A 2 x 2 halftone superpixel.
In general, a n x n area of bilevel pixels can produce n +1 gray levels.
However, this is accompanied by the reduction of spatial resolution n times
along each axis.
There exists a considerable number of various halftone techniques that
provide acceptable renditions of original continuous tone images . One of
these techniques is error diffusion, which was introduced by Floyd and
Steinberg in the mid-1970's10, and is able to produce high-quality
reproductions by improving the renditions of detail in an image and appearing
less noisy than other halftone techniques. Error diffusion is a sequential
algorithm whose feedback mechanism propagates the error due to
thresholding to the neighboring pixels that have not yet been quantized.
The original error-diffusion algorithm was intended to produce a bilevel
output for monochrome input images. It is not very difficult to adapt this
algorithm to produce multilevel output by employing more than one threshold17.
This modification coupled with the capability to print multiple levels made it
possible to obtain soft- and hardcopy reproductions of original continuous-tone
images with a quality superior to that of bilevel renditions. In addition, the
application of error diffusion can easily be extended from monochrome images
to color images. For instance, each channel of an RGB or CMYK image may be
treated as a single independent monochrome image and error diffused.
Another important issue in printing is the spatial addressability or
resolution of output devices. Spatial addressability refers to how closely
adjacent dots may be printed. In general, printing on a device of higher
addressability results in an output of higher quality than that of the output
obtained on a lower addressability device.
Multilevel halftoning can be used to compensate for image quality
limitations of devices with poor spatial addressability. The relationship of this
tradeoff had to be thoroughly investigated. In order to achieve this goal, a
psychophysical experiment was conducted to evaluate perceived quality of
images quantized to different numbers of levels at different spatial resolutions.
Subsequent statistical analysis provided the necessary data to evaluate
tradeoffs between the number of quantization levels or color resolution
expressed in bits per color (bpc), and spatial addressability expressed in dots
per inch (dpi).
2. Background
In the mid-1 960's, digital halftoning algorithms utilizing newly available
computing equipment were starting to become available. Since that time,
significant advances in digital halftoning have been made. A large number of
techniques have been developed27,30 which can be categorized by different
criteria30
such as type of pattern (periodic or aperiodic), type of
"dot" (dispersed
or clustered), type of processing operation (point or neighborhood), etc.
Several authors compared the performance of the various
techniques9'17,22. Their findings indicate that error diffusion provides the
higher-quality renditions of the continuous-tone originals than Bayer's
(dispersed-dot) or clustered-dot dithering. The basic concept of binary error
diffusion is depicted in Figure 2.130. The threshold is fixed to 0.5, and the input
J[n] takes on values between 0 (white) or 1 (black). The thresholding operation
produces the binary output l[n], and the error for the particular location n is the
difference between the output and the input: J[n] - l[n]. This error is passed
through the error filter or kernel e[n] yielding the correction terms to be added to
the future input values. This error is
"diffused"
over a weighted neighborhood
as specified by e[n].
J[n]
Threshold
e[n]
Error Filter
l[n]
Figure 2.1: The error diffusion algorithm.
Since the original error diffusion algorithm was introduced by Floyd and
Steinberg in 197510, many modifications have been introduced. Each altered
some of the parameters of the process such as the kernel size and weights,
the threshold values, the order of processing, etc.7,20,27,30 For instance, Figure
2.2 shows different error-diffusion kernels. The specified fraction of the
thresholding error is distributed over the indicated unprocessed pixels. Some
authors examined the effects of the response of the human visual system on
the perception error diffusion21,22,29. These modifications result in various
degrees of improvement in the quality of output images. However, the alteration
of the original Floyd and Steinberg algorithm almost always leads to a more
complex and time-consuming implementation.
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Figure 2.2: Error diffusion kernels: (a) Floyd and Steinberg (1975), (b) Jarvis,
Judice and Ninke (1976), (c) Stucki (1981), (d) Fan (1993).
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represents the
pixel being processed.
Another very important issue is bilevel versus multilevel output. The early
implementations of the error-diffusion algorithm produced bilevel (black-and-
white) reproductions that could be printed by the available devices. Once the
technology advanced sufficiently for multilevel output devices to become
available, error-diffusion algorithms were adapted to multilevel output2,3,30 by
introducing of multiple thresholds. For example, the binary case requires a
single threshold - usually halfway between the two available levels. The
multilevel case requires one less threshold than the number of output levels.
As the studies indicate, the transformation from the binary to the multilevel
system results in a considerable improvement in image quality of the
output
13,14
This research examined the tradeoffs between the number of
quantization levels in the color error-diffused images versus the spatial
addressability at which these images were printed. The literature does not
indicate that a comprehensive study has been performed to investigate these
particular tradeoffs. Sigiura and Makita28 (citing Roetling26) gave a formula that
relates the printer's addressability and the number of primary gray levels.
However, noting that both of these parameters affect image quality, they
resorted to examining image quality by varying only the number of gray levels.
Most research in this area concentrated on monochrome or grayscale
text8,13,14,15
or line art images4. Some limited research involving color images12
has been done for low resolution and/or CRT images as opposed to images
printed on devices with high spatial addressability. Appendix A shows an
example of an image at various spatial and color resolutions.
The idea of diffusing the error in a perceptually uniform color space such
as CIELAB or CIELUV rather than RGB or CMYK device color space was
investigated18,24,31. Some authors18,24 report improved quality of reproduction
when the error is diffused in a device-independent color space (CIELAB, XYZ).
Yet, it is noted33 that the luminance information (L*) has to be quantized with
eight times the resolution of the chrominance information (a* and b*). In
addition, regardless of the space where the quantization occurs, the final
image has to be printed by some device, which means that image ultimately
must be converted to a device-dependent color space (e.g., CMYK). Thus,
performing error diffusion in CIELAB will require constant forward and inverse
transformations between CMYK (image space) and CIELAB (error space).
These color transformations can considerably slow down the image
processing.
Therefore, the contributions of this thesis research are intended to help
determine the tradeoffs between the degree of quantization and the spatial
addressability of color images being quantized via error diffusion in the CMYK
color space and printed on a continuous-tone color output device. If it is
determined that the increase of either color resolution or spatial addressability
(or both) leads to higher perceived quality of images, substantial savings in
terms of storage and processing of images could be achieved by choosing the
image configuration of he same perceived quality yet actually having lower
parameter(s).
3. Approach
3.1 Image Selection
The goal of this research was to investigate the tradeoffs between the
number of quantization levels and spatial addressability of printed color
images. The realm of color images can be divided into two broad categories:
pictorial images and graphics or lineart. Therefore, two of the scenes
presented for evaluation were photographic images ("Girl" and "Harbor"), and
the third one ("Train") was a graphic. Appendix B shows all three scenes.
3.2 Image Processing Path
The photographic image original were actual photographs printed on
Kodak photographic paper, and the graphic original was a digital file in
Encapsulated PostScript (EPS) format. Consequently, the image processing
path was somewhat different for the two types of images. Figure 3.1 shows the
sequence for the pictorial images. Operations are represented by rectangles,
and the color space at each step is indicated by the text next to the arrow. Solid
line rectangles designate mandatory steps, whereas dotted ones refer to the
optional operations. Resolution adjustment may be optional because an
image at nominal addressability is being processed. The quantization step
may be optional because an 8 bit image is being processed.
in
Scan
Device
RGB
CMYK
Convert
Dev.
Indep.
Quantize
CMYK
* Convert
CMYK
Res. t CMYK
^ Rps J
CMYK
W Print
out
Figure 3.1: The pictorial image processing path.
The photographic original was scanned and saved as a device RGB file.
The scanned image was converted from the device-RGB to device-independent
color space using the calibration for the Kodak paper and D50 illuminant. This
conversion employed a look-up table (LUT) derived from the calibration. The
image in device-independent color space was then converted to CMYK also by
using an LUT designed for the particular printer and D50 illuminant. The
resolution adjustment steps are described in detail below. The quantization
step was performed using error-diffusion algorithm. Finally, the quantized
image was printed.
The image processing path for the graphic image is shown in Figure
3.2.
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RIP
'CMYK CMYK CMYK
Res. 1 j ?Quantize. ? Res. f . *. Print
out
Figure 3.2: The graphic image processing path.
The difference between this path and the pictorial image path is that the
CMYK image is obtained not by scanning and then going through the chain of
color space conversions, but rather by rasterizing an EPS image.
The error-diffusion algorithm was used with the weights proposed by
Fan7
shown in Figure 3.3.
1
16
Figure 3.3: Error diffusion weights used.
These weights had been shown to reduce the "worming" artifact observed in
error-diffused images.
Resolution adjustment consisted of two steps. It was important to
maintain the order shown in Figures 3.1 and 3.2, i.e., the two resolution
11
adjustment steps had to be separated by the quantization step (obviously if this
step is needed). Knowing the nominal resolution, it was possible to simulate
lower resolutions by using the following two-step process. "Resolution
adjustment"
reduced both the height and width of the image by some factor
using interpolation to minimize the moire when rescaling periodic images30,31.
For instance, if the nominal resolution was 300 dpi and the simulated
resolution was 150 dpi, then the resolution factor was 2. Thus, a 1000 x 1000
pixel image became a 500 x 500 pixel image. The second step returned the
original image size by converting each pixel to a square of pixels depending on
the resolution factor. This conversion was done by using the nearest-neighbor
method to duplicate the pixel's digital count. Figure 3.4 shows an example of
the two resolution steps done in sequence. The resolution factor is 2, therefore,
a 2 x 2 yields a single pixel. If resolution factor is 3, a 3 x 3 square would have
yielded a single pixel.
100 150
200 250
175 175
175 175
Figure 3.4: An example of resolution adjustment steps.
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3.3 Device Calibration
As the imaging paths indicate, up to 2 devices used in creating the
output prints: a scanner (for photographic scenes) and a printer. The
photographic originals were scanned on the Umax "Power
Look" 400 dpi
flatbed scanner. The scanner was calibrated for D50 illuminant and Kodak
paper. The images were printed on a continuous-tone dye diffusion printer. It
was a Tektronix Phaser 440 printer, with the nominal addressability of 300 dpi.
The printer was also calibrated for D50 illuminant.
For the given printer, it was necessary to determine its capability to
produce enough distinguishable levels to achieve the required color resolution.
Two targets were printed to test the printer's color resolution. These targets
consisted of a collection of 256 gray patches with each patch representing a
single digital count in the range between 0 and 255. This range corresponds to
8 bits per pixel of color resolution. One target had these patches ordered,
whereas in the other target, the patches were arranged in random order on the
page.
All patches on both targets were measured to obtain their L* values. The
measurements for the patches of equal digital counts were compared to obtain
the absolute difference in L* units. In addition, the
L*
values of the patches of
13
equal digital counts were averaged, and the
L*
range that the printer was
capable of producing was determined. By using these two values, the number
of gray levels that the printer could produce was calculated. Table 3.1
summarizes these results.
Table 3.1: Number of gray levels reproducible on Tektronix Phaser 440.
Average Abs. Difference Range of L* Number of Levels
1.67 83.19 =50
Fifty levels correspond to approximately 5.6 bits of quantization.
Therefore, it was safe to claim that more than 5 bpc could be produced on the
given continuous-tone printer. This number of gray levels does not necessarily
mean that only 50 levels could be produced. These are so called
"safe"
levels,
i.e., at least 50 levels could be produced.
3.4 Test Images
Eighteen images were printed for each of the three original scenes.
These 18 images resulted from combining three addressabilities of 100, 150,
and 300 dpi with six quantization levels of 2, 4, 8, 16, 32, and 256 levels of gray
for each of the four channels (these levels correspond to 1,2, 3, 4, 5 and 8 bits
14
per pixel). For 100- and 150-dpi images, resolution adjustment operations
were performed. Error-diffusion was required for all levels quantized at fewer
than 8 bits per pixel. For example, a 1-bit image contained digital counts 0 and
255, a 2-bit image contained digital counts 0, 85, 170, and 255, and so forth.
Table 3.2 summarizes the physical parameters of the three scenes
presented in the experiment.
Table 3.2: Physical parameters of presented images.
"Girl"
Image "Harbor" image
"Train" Image
100 150 300
dpi dpi dpi
100 150 300
dpi dpi dpi
100 150 300
dpi dpi dpi
Pixels
(WxH)
750 x 1125 x 2250 x
950 1425 2850
1000 x 1500 x 3000 x
710 1065 2130
1020 x 1530 x 3060 x
590 885 1770
Size 7.5" x 9.5" 10" x 7.1" 10.2" x 5.9"
3. 5 Experiment Setup and Execution
To achieve the objectives of this research, a graphical rating scale
experiment was carried out. Figure 3.5 displays the instructions presented to
observers participating in the experiment. A tool written in Java was used to
assist in collecting the data. Figure 3.6 shows Graphical User Interface of the
data collecting tool. By positioning the diamond on the provided scale, the
15
observers indicated the perceived quality of the given test image with respect to
the two anchors. The width of the scale was 440 units. The mark
corresponding to the
"Poor"
anchor was positioned at 80 units, and the mark
corresponding to the
"Good"
anchor was positioned at 360 units. In between
each trial, the diamond was automatically repositioned to the center at 220
units. After all 16 test images for a given scene had been presented, the
observer's answers were saved in a text file. The entries in the file consisted of
two numbers for each test image. The first number was the position of the
diamond in absolute units, and the second number was the relative score
calculated by normalizing the absolute position value by the size of the scale.
For instance, an entry in the response file could be:
182 0.413636
16
Experiment Instructions.
You will be shown 3 series of 16 images. You are to judge the overall quality of each
image relative to the perceived quality of the reference images (labeled
"Good"
and
"Poor"). When you have made your judgement, position the pointer on the slider in the
location that indicates the relative quality of the test image and press
"Next" button to
begin the next trial. For example, if the test image appears equal in quality to the
"Good"
reference image, by clicking at the location marked
"Good"
position the pointer there. If
the test image appears to be lower quality than the
"Good"
reference, but higher quality
that the "Poor" reference, position the pointer between the two marks such that the
pointer's location reflects the relative quality of the test image with respect to the two
anchors. You may position the pointer beyond the reference image marks if you feel it is
necessary. If you are uncertain about these instructions, please ask the experimenter for
clarification.
Thank you for participating in this experiment.
Figure 3.5: Experiment instructions.
Graphical Rating Scale
Sesnspo.: 1 Next tan-age no.:
Poor Good
i
I
l
Figure 3.6: Data collection tool GUI.
The experiment was carried out in a room with lighting simulating D50
illumination. Figure 3.7 depicts the overhead view of the experimental setup.
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The images were presented to observers at the normal viewing distance of 35
cm (14 inches). Observer responses were not constrained by any time limits.
The graphic image "Train" was always presented as the second scene
between the two photographic scenes. The photographic images
"Girl"
and
"Harbor were presented either as the first or the third scenes. Half of the
observers saw the "Girl" image first and the "Harbor image third, and the other
half in reverse order. Within each scene, the test images were presented in
random order that was selected from the three possible variations. It took an
average 35 minutes for observers to complete the experiment.
"Poor" Anchor Test Image "Good" Anchor
35 cm
V
Figure 3.7: The overhead view of the experimental setup.
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3. 6 Observer Selection
All observers participating in the experiment were screened for color
deficiencies using Ishihara Pseudoisochromatic Plates and for spatial acuity
using a Landolt-C acuity test target (Figure 3.8). At the normal viewing distance
of 35 cm, observers with normal spatial acuity should be able to resolve the
direction of openings in the rings in the line 6 and not in the line 7.
OCOO i
ooco 2
cooo
oooc 4
s= 6
Figure 3.8: Landolt-C acuity test target.
The screening process resulted in the total of 6 potential observers being
rejected (3 each due to color deficiencies and spatial acuity).
A total of 16 observers participated in the experiment. These observers
were classified as experienced and inexperienced based on education and
experience. Table 3.3 presents the observer statistics.
19
Table 3.3: The observer statistics.
No. No.
Persons Males
No.
Females
Mean
Age (yrs.)
Min. Age
(yrs.)
Max. Age
(yrs.)
Experienced 8 7 1 33.3 27 48
Inexperienced 8 4 4 31.4 22 41
All 16 11 5 32.3 22 48
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4. Results and Discussion
All observer responses were collected, and sorted to order the data
1bpc/100dpi, 1bpc/150dpi, .... 8bpc/300dpi. Each response was converted to a
number between 0 to 100. The data were analyzed done using Miscrosoft
Excel.
The 8bpc/300dpi image is the highest quality image the output system
could physically produce. Thus when analyzing the results, the scaled image
quality of the test images was compared to that of the 8bpc/300dpi image. By
doing so, the optimum image configuration was determined.
4. 1 Experienced and Inexperienced Observer Differences
The data were sorted according to the observer groups: experienced vs.
inexperienced. It was necessary to determine whether there were significant
differences between the two groups. To accomplish this, a paired f-test
comparing the mean scale values for each image/scene combination of the
two groups with 95% confidence was performed. Appendix C summarizes this
analysis. The critical region for a two-tailed ^-distribution with 7 degrees of
freedom and a = 0.05 is (-~,-2.36) and (2.36, + ~). Therefore, if the test
statistic falls in this critical region, the two means are concluded to be
21
significantly different. Of 48 test images (3 scenes with 16 test images) for only
4, the mean scale values were determined to be significantly different. For
these 4 images, the t statistic fell in the critical region. The 4 images were
"Girl"
scene 1bpc/150dpi,
"Harbor"
scene 1bpc/150dpi,
"Train" image 4bpc/150dpi
and
"Train"
scene 4bpc/300dpi.
Considering that the scale values for experienced and inexperienced
were significantly different for only slightly over 8% of the images presented, the
data for these two groups were pooled to obtain a single set of scale values
with higher precision.
4.2 "Girl" Scene
Appendix D presents the scale values for all observers for "Girl" scene.
Table 4.1 shows the statistics of these scale values on each image in the
scene individually (entries corresponding to the anchors are in italics). Figures
4.1 and 4.2 show the data from Table 4.1 plotted with error bars representing
the 95% confidence intervals on the mean estimates.
Using overlapping of confidence intervals as the criterion for two images
being perceptually equivalent, the following images were judged to be of the
same quality as the 8bpc/300dpi image (bpc - dpi):
8-150, 8-100, 5-300, 5-150, 4-300, 4-150, 3-300.
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Table 4.1: "Girl" scene statistics on image-per-image basis.
Image
bpc-dpi
Mean Std. Dev 95% C.I. Lower
Limit
Upper
Limit
1-100 2.50 2.56 1.25 1.25 3.75
1-150 4.13 3.52 1.72 2.40 5.85
1-300 8.13 4.33 2.12 6.00 10.25
2-100 16.25 19.39 9.50 6.75 25.75
2-150 18.00 0.00 0.00 18.00 18.00
2-300 47.69 20.45 10.02 37.67 57.71
3-100 30.31 9.69 4.75 25.56 35.06
3-150 61.94 18.06 8.85 53.09 70.79
3-300 80.19 4.78 2.34 77.85 82.53
4-100 66.13 11.53 5.65 60.48 71.77
4-150 81.25 3.80 1.86 79.39 83.11
4-300 76.63 11.29 5.53 71.09 82.16
5-100 77.94 4.81 2.36 75.58 80.29
5-150 82.00 0.00 0.00 82.00 82.00
5-300 78.69 6.43 3.15 75.54 81.84
8-100 80.44 4.46 2.18 78.25 82.62
8-150 78.38 7.84 3.84 74.53 82.22
8-300 82.81 5.08 2.49 80.33 85.30
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"Girl" Scene
100
-1 bpcw
--W-
-2 bpc
--A- - 3 bpc
--X-- -4 bpc
--x-
-5 bpc
-8 bpc
50 100 150 200 250 300 350
dpi
Figure 4.1: Scaled image quality for
"Girl"
scene with number of bits per color
as a parameter.
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Figure 4.2: Scaled image quality for
"Girl"
scene with addressability as a
parameter.
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4.3 "Harbor Scene
Appendix E presents the scale values for all observers for
"Harbor"
scene. Table 4.2 shows the statistics of these scale values for each image in
the scene individually (entries corresponding to the anchors are in italics).
Figures 4.3 and 4.4 show the data from Table 4.2 plotted with error bars
representing the 95% confidence intervals on the mean estimates.
The following images were perceived to be of the same quality as the
8bpc/300dpi (bpc - dpi):
8-150, 8-100, 5-300, 5-150, 5-100, 4-300, 4-150, 3-300, 3-150, 2-300.
4.4 "Train" Scene
Appendix F presents the scale values for all observers for "Train" scene.
Table 4.3 shows the statistics of these scale values on each image in the
scene individually (entries corresponding to the anchors are in italics). Figures
4.5 and 4.6 show the data from Table 4.3 plotted with error bars representing
the 95% confidence intervals on the mean estimates.
The following images were perceived to be of the same quality as the
8bpc/300dpi image (bpc - dpi):
5-300, 4-300, 3-300.
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Table 4.2: "Harbor" scene statistics on image-per- image basis.
Image
bpc-dpi
Mean Std. Dev. 95% C.I. Lower
Limit
Upper
Limit
1-100 2.50 2.25 1.10 1.40 3.60
1-150 5.19 2.95 1.44 3.74 6.63
1-300 7.88 4.50 2.20 5.67 10.08
2-100 11.94 3.59 1.76 10.18 13.69
2-150 18.00 0.00 0.00 18.00 18.00
2-300 73.69 13.04 6.39 67.30 80.08
3-100 39.38 14.41 7.06 32.32 46.43
3-150 72.69 10.56 5.18 67.51 77.86
3-300 84.19 4.17 2.04 82.15 86.23
4-100 62.38 12.94 6.34 56.04 68.71
4-150 76.31 8.78 4.30 72.01 80.62
4-300 83.69 5.88 2.88 80.80 86.57
5-100 73.13 9.82 4.81 68.31 77.94
5-150 82.00 0.00 0.00 82.00 82.00
5-300 79.13 10.90 5.34 73.78 84.47
8-100 70.69 11.13 5.46 65.23 76.14
8-150 80.94 4.46 2.19 78.75 83.12
8-300 79.56 15.97 7.83 71.74 87.39
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Table 4.3: "Train" scene statistics on image-per-image basis.
Image
bpc-dpi
Mean Std. Dev. 95% C.I. Lower
Limit
Upper
Limit
1-100 4.31 2.77 1.36 2.95 5.67
1-150 7.25 5.04 2.47 4.78 9.72
1-300 8.94 4.01 1.96 6.97 10.90
2-100 12.25 3.73 1.83 10.42 14.08
2-150 18.00 0.00 0.00 18.00 18.00
2-300 43.81 16.11 7.90 35.92 51.71
3-100 22.31 6.69 3.28 19.03 25.59
3-150 57.06 13.88 6.80 50.26 63.86
3-300 84.13 8.00 3.92 80.21 88.04
4-100 48.44 15.38 7.53 40.90 55.97
4-150 77.50 6.69 3.28 74.22 80.78
4-300 86.06 5.69 2.79 83.28 88.85
5-100 56.38 15.66 7.67 48.70 64.05
5-150 82.00 0.00 0.00 82.00 82.00
5-300 87.56 5.21 2.56 85.01 90.12
8-100 60.13 15.67 7.68 52.45 67.80
8-150 80.31 2.94 1.44 78.87 81.75
8-300 84.75 4.80 2.35 82.40 87.10
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4.5 Photographic Scenes
The scaled image quality ratings for photographic scenes exhibited a lot
of similarities. Therefore, it was useful to determine whether the data for these
two scenes could be pooled to obtain image quality ratings with higher
precision. Similarly to the analysis of experienced vs. inexperienced observer
data, a paired f-test was performed to compare the mean scale values for each
image for the two scenes with 95% confidence. Appendix G summarizes this
analysis. The critical region for a two-tailed ^-distribution with 15 degrees of
freedom and a of 0.05 is (-,-2.13) and (2.13, + ). Therefore, if the test
statistic falls in this critical region, the two means are concluded to be
significantly different.
Out of 16 images, only 5 were determined to have mean scale values
significantly different for the two scenes. Therefore, the data for the two
photographic scenes were pooled together, and the resulting statistics are
shown in Table 4.4. Figures 4.7 and 4.8 depict those results plotted with error
bars representing the 95% confidence intervals on the mean estimates.
The following images were perceived to be of the same quality as the
8bpc/300dpi (bpc - dpi):
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Table 4.4: Photographic scenes statistics on image-pe r-image basis.
Image
bpc-dpi
Mean Std. Dev. 95% C.I. Lower
Limit
Upper
Limit
1-100 2.50 2.37 0.82 1.68 3.32
1-150 4.66 3.24 1.12 3.53 5.78
1-300 8.00 4.35 1.51 6.49 9.51
2-100 14.09 13.89 4.81 9.28 18.91
2-150 18.00 0.00 0.00 18.00 18.00
2-300 60.69 21.42 7.42 53.26 68.11
3-100 34.84 12.93 4.48 30.36 39.32
3-150 67.31 15.54 5.39 61.93 72.70
3-300 82.19 4.86 1.68 80.51 83.87
4-100 64.25 12.20 4.23 60.02 68.48
4-150 78.78 7.12 2.47 76.32 81.25
4-300 80.16 9.55 3.31 76.85 83.47
5-100 75.53 7.99 2.77 72.76 78.30
5-150 82.00 0.00 0.00 82.00 82.00
5-300 78.91 8.80 3.05 75.86 81.96
8-100 75.56 9.70 3.36 72.20 78.92
8-150 79.66 6.41 2.22 77.44 81.88
8-300 81.19 11.77 4.08 77.11 85.27
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8-150, 8-100, 5-300, 5-150, 5-100, 4-300, 4-150, 3-300.
4.6 Discussion
Table 4.5 lists the images that were rated equivalent in quality to
8bpc/300dpi image.
Table 4.5: Images equivalent to 8bpc/300dpi.
scene list of images equivalent to 8bpc/300dpi (bpc-dpi)
"Girl"
8-150, 8-100, 5-300, 5-150, 4-300, 4-150, 3-300
"Harbor"
8-150, 8-100, 5-300, 5-150, 5-100, 4-300, 4-150, 3-300, 3-
150, 2-300
"Train"
5-300, 4-300, 3-300
Photographic 8-150, 8-100, 5-300, 5-150, 5-100, 4-300, 4-150, 3-300
From these results the following can be noted:
"Girl"
scene: maintaining the same image quality as the 8bpc/300dpi
image, the minimum number of bits per pixel needed is 3 at 300 dpi,
and the lowest addressability is 100 dpi at 8 bpc.
"Harbor scene: maintaining the same image quality as the 8bpc/300dpi
image, the minimum number of bits per pixel needed is 2 at 300 dpi,
and the lowest addressability is 100 dpi at 5 bpc.
"Train"
scene: maintaining the same image quality as the 8bpc/300dpi
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image, the minimum number of bits per pixel needed is 3 at 300 dpi,
and no other addressability is acceptable.
Photographic scenes: maintaining the same image quality as the
8bpc/300dpi image, the minimum number of bits per pixel needed is 3
at 300 dpi, and the lowest addressability is 100 dpi at 5 bpc.
There is a clear difference between the results for the two types of scenes.
Decreasing the addressability is acceptable for photographic scenes, however,
this is not true for the graphics scene. In a graphics scene that has relatively
few colors, sharp fine lines, and large uniform areas, even a small reduction in
resolution exhibits the objectionable
"jaggies"
and moire patterns. There also
exist the differences in the results between the two photographic scenes. The
observers rated fewer images to be as good as the 8bpc/300dpi image for the
"Girl"
scene than for the
"Harbor"
scene. This can be explained by greater
observer sensitivities to the contouring on a human face showing at lower color
resolution and addressability than to the same artifacts occurring in the image
areas containing water and sky.
Figures 4.9 through 4.12 are 3-D bar graphs where bars with black tops
show 8bpc/300dpi image and the ones equal to it in perceived quality.
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The obtained results should be interpreted using the measure of
information capacity IC:
IC = N x M x log2[#levels) x [^channels),
where N and M correspond to the width and height of the image, log2(#levels)
is the number of bits per channel, and number of channels for a CMYK image
is 4. By examining the tradeoffs from this perspective, the optimum allocation of
computer bits between color and spatial resolution can be determined. Table
4.6 lists the IC values for each image presented in the experiment normalized
to the IC of 8bpc/300dpi.
As seen from the data in Table 4.6, it is more beneficial to allocate the
bits in the computer file to color resolution rather than to storing more pixels at
lower bits per pixel. For instance, a 5bpc/1 50dpi file is smaller than a
3bpc/300dpi file by a factor of = 2.4. If the two images are of the same
0.1 563
physical size in terms of length units (say
1"
x 1"),a 150 dpi image is 150 x 150
pixels and 300 dpi image is 300 x 300 pixels, then the storage sizes are
112,500 bits per color channel and 270,000 bits per color channel respectively.
For a CMYK color image, the total image sizes are 450,000 bits and 1,080,000
bits respectively.
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Table 4.6: Information capacity for images in the experiment.
Images IC
1-100 0.0139
1-150 0.0313
1-300 0.1250
2-100 0.0278
2-150 0.0625
2-300 0.2500
3-100 0.0417
3-150 0.0938
3-300 0.3750
4-100 0.0556
4-150 0.1250
4-300 0.5000
5-100 0.0694
5-150 0.1563
5-300 0.6250
8-100 0.1111
8-150 0.2500
8-300 1.0000
Tables 4.7 through 4.10 list the images equivalent to 8bpc/300dpi
together with their respective ICs for each of the scenes.
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Table 4.7: "Girl" scene images equivalent to 8bpc/300dpi with ICs.
Image
(bpc-dpi)
3-300 4-150 4-300 5-150 5-300 8-100 8-150
IC 0.3750 0.1250 0.5000 0.1563 0.6250 0.1111 0.2500
Table 4.8: "Harbor" scene images equivalent to 8bpc/300dpi with ICs.
Image
(bpc-
dpi)
2-300 3-150 3-300 4-150 4-300 5-100 5-150 5-300 8-100 8-150
IC 0.2500 0.0938 0.3750 0.1250 0.5000 0.0694 0.1563 0.6250 0.1111 0.2500
Table 4.9: "Train" scene images equivalent to 8bpc/300dpi with ICs.
Image (bpc-dpi) 3-300 4-300 5-300
IC 0.3750 0.5000 0.6250
Table 4.10: Photographic scenes images equivalent to 8bpc/300dpi with ICs.
Image
(bpc-dpi)
3-300 4-150 4-300 5-100 5-150 5-300 8-100 8-150
IC 0.3750 0.1250 0.5000 0.0694 0.1563 0.6250 0.1111 0.2500
Now looking at the tradeoffs between color and spatial resolutions, the
consideration can be given not only to the lowest values for each parameter but
also to the combination that results in the smallest IC value. For the "Girl"
scene, the image that is equivalent in quality to the best available
(8bpc/300dpi), and that has the lowest IC is the 8bpc/1 00dpi image. For the
photographic scenes, it is the 5bpc/1 00dpi image, while for the "Train" scene, it
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is the 3bpc/300dpi image. Where the type of the scene allows (photographic),
retaining relatively high color resolution allows for printing images at low
addressability without sacrificing perceived image quality at normal viewing
distances.
The tradeoffs between color resolution and addressability are scene
dependent. Photographic scenes can sustain greater reduction in
addressability without loss of perceived image quality than graphics. As this
experiment showed, the photographic scenes may be printed with 5 bpc at 100
dpi, while graphics images require 3 bpc at 300 dpi. If a single bpc/dpi
combination is to be considered optimum compared to 8bpc/300dpi, it would
have to be 3bpc/300dpi because this combination was found to be equivalent
in quality to the best possible image at the normal viewing distance.
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5. Conclusions
A psychophysical experiment was designed and carried out to
investigate the tradeoffs between the degree of quantization and addressability
of color images. The results of the experiment were interpreted with respect to
the best physically possible image for the given system: 8 bits per pixel, at 300
dpi. These results show that an optimum image configuration regardless of the
scene is 3 bits per pixel, at 300 dpi. However, for photographic scenes there
can be even greater gains because the addressability required to maintain the
same perceived image quality is lower than 300 dpi.
Commonly, an image printed at higher addressability is regarded to be
of higher quality. Though this may be true for text, it is not necessarily so for
photographic and graphic scenes. For such scenes, color resolution plays an
increasingly important role. If the issue is maintaining the image quality and
keeping the storage constant, it is more beneficial to allocate computer
resources to store an image with higher degree of quantization and lower
addressability.
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Appendix A: An Example of an Image at Different Spatial and Color
Resolutions.
8 bit image at 300 dpi
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8 bit image at 150 dpi 8 bit image at 100 dpi
4 bit image at 300 dpi 2 bit image at 300 dpi
FM-SMtfi
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Appendix B: Experiment Scenes.

L-
Appendix C: Paired t-Test Results of Mean Scale Values with 95%
Confidence for Experienced and Inexperienced Observers.
Images Experienced Inexpe ienced t
statistic
In
Crit.
Reg.
Scene bpc-dpi Mean Vari
ance
Mean Vari
ance
"Girl" 1-100 1.50 2.86 3.50 8.86 -1.53 N
1-150 2.25 4.79 6.00 13.71 -3.52 Y
1-300 7.25 18.50 9.00 20.00 -0.70 N
2-100 11.38 15.13 21.13 736.13 -1.02 N
2-300 41.88 384.13 53.50 434.57 -0.87 N
3-100 31.00 87.14 29.63 113.13 0.23 N
3-150 61.38 311.98 62.50 386.00 -0.10 N
3-300 80.63 13.13 79.75 35.36 0.54 N
4-100 65.00 169.14 67.25 112.79 -0.41 N
4-150 80.86 6.41 81.63 24.27 -0.69 N
4-300 80.00 27.41 73.25 219.36 1.20 N
5-100 78.63 11.98 77.25 36.50 0.45 N
5-300 78.63 73.13 78.75 15.36 -0.04 N
8-100 82.50 12.86 78.38 19.98 2.04 N
8-150 76.25 112.79 80.50 8.57 -1.42 N
8-300 81.00 11.43 84.63 36.27 -1.66 N
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"Ha- 1-100 2.50 6.57 2.50 4.29 0 N
rbor
1-150 3.50 6.00 6.00 6.13 -3.58 Y
1-300 6.75 17.07 9.00 23.43 -1.19 N
2-100 12.88 17.84 11.00 7.71 1.23 N
2-300 70.38 153.13 77.00 186.00 -1.03 N
3-100 38.63 74.55 40.13 368.98 -0.20 N
3-150 75.75 68.21 69.63 149.41 1.41 N
3-300 84.75 20.50 83.63 15.98 0.46 N
4-100 63.50 163.43 61.25 192.21 0.28 N
4-150 76.63 81.98 76.00 83.14 0.14 N
4-300 81.00 13.71 86.38 43.98 -1.64 N
5-100 75.75 71.07 70.50 120.00 1.23 N
5-300 79.75 172.50 78.50 81.14 0.21 N
8-100 75.50 38.00 65.88 174.70 1.49 N
8-150 82.00 1.14 79.88 38.98 0.97 N
8-300 77 484.86 82.13 46.70 -0.62 N
59
"Train" 1-100 4.63 11.41 4.00 4.86 0.55 N
1-150 5.13 15.55 9.38 28.55 -2.05 N
1-300 8.00 28.57 9.88 3.84 -1.21 N
2-100 12.75 9.64 11.75 19.64 0.50 N
2-300 41.25 190.50 46.38 350.84 -0.41 N
3-100 22.00 72.00 22.63 23.70 -0.18 N
3-150 51.63 132.27 62.50 213.14 -1.49 N
3-300 82.75 31.93 85.50 100.86 -0.55 N
4-100 43.75 251.07 53.13 205.27 -1.66 N
4-150 73.50 54.00 81.50 5.43 -3.77 Y
4-300 82.50 18.29 89.63 21.98 -2.72 Y
5-100 58.38 424.55 54.38 91.98 0.39 N
5-300 86.75 27.64 88.38 29.13 -0.54 N
8-100 62.25 387.36 58.00 128.29 0.45 N
8-150 80.25 16.79 80.38 1.70 -0.08 N
8-300 83.38 5.70 86.13 39.28 -1.09 N
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Appendix D: "Girl" Scene Scale Values.
Im
age
Observers
experienced inexperienced
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 #15 #16
1-
100
0 2 0 0 2 5 2 1 2 8 7 1 5 1 0 4
1-
150
0 7 3 1 1 3 1 2 2 11 10 6 8 1 3 7
1-
300
4 10 12 2 7 13 2 8 10 14 12 9 4 1 13 9
2-
100
3 15 13 12 9 14 11 14 8 15 12 88 14 9 10 13
2-
150
18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18
2-
300
55 77 52 50 26 27 23 25 31 32 50 44 43 91 67 70
3-
100
41 40 39 31 15 25 23 34 31 33 28 14 50 23 35 23
3-
150
75 50 65 82 85 40 48 46 38 80 37 50 81 82 55 77
3-
300
76 85 76 82 82 85 78 81 73 82 79 73 82 90 75 84
4-
100
59 55 50 82 72 73 79 50 58 80 50 61 78 64 74 73
4-
150
82 80 75 82 83 81 82 82 88 80 71 83 82 85 82 82
4-
300
83 84 75 81 69 83 82 83 46 80 69 59 80 91 75 86
5-
100
82 75 78 80 73 82 77 82 74 77 82 73 82 67 86 77
5-
150
82 82 82 82 82 82 82 82 82 82 82 82 82 82 82 82
5-
300
82 81 82 82 58 78 85 81 83 76 73 76 76 82 81 83
8-
100
82 82 89 81 85 77 80 84 80 80 75 76 82 72 86 76
8-
150
82 82 70 82 79 82 52 81 79 83 82 82 82 82 74 80
8-
300
82 81 82 82 75 85 84 77 80 81 79 85 84 98 83 87
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Appendix E: "Harbor" Scene Scale Values.
Im
age
Observers
experienced inexperienced
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 #15 #16
1-
100
0 4 7 1 2 1 5 0 1 2 3 0 6 2 1 5
1-
150
4 3 5 0 8 1 3 4 5 9 10 2 7 8 7 7
1-
300
1 8 10 1 10 11 9 4 3 6 17 13 12 10 4 7
2-
100
8 8 17 20 10 13 14
I
13 12 7 15 10 12 8 14 10
2-
150
18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18
2-
300
68 55 83 50 85 74 75 73 76 83 50 64 82 83 92 86
3-
100
50 34 30 50 40 41 26 38 38 31 20 31 82 37 52 30
3-
150
82 79 61 81 81 73 66 83 60 83 48 63 82 71 80 70
3-
300
82 93 82 83 82 82 83 91 86 86 82 82 86 82 89 76
4-
100
66 50 59 80 78 56 46 73 62 79 48 42 70 50 78 61
4-
150
71 75 83 82 57 81 84 80 59 80 80 68 82 82 86 71
4-
300
82 79 87 74 80 83 81 82 80 82 83 100 81 91 87 87
5-
100
76 82 65 82 80 61 84 76 77 80 64 50 82 63 70 78
5-
150
82 82 82 82 82 82 82 82 82 82 82 82 82 82 82 82
5-
300
82 89 87 82 48 81 83 86 88 82 81 60 82 83 82 70
8-
100
77 73 68 80 65 81 80 80 46 79 77 67 82 50 62 64
8-
150
84 81 81 82 83 82 81 82 82 81 79 65 83 82 82 85
8-
300
82 90 84 82 23 85 82 88 87 81 67 87 82 81 89 83
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Appendix F: "Train" Scene Scale Values.
Im
age
Observers
experienced inexperienced
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 #15 #16
1-
100
5 1 8 3 4 6 10 0 4 3 7 2 7 1 5 3
1-
150
3 5 13 1 8 5 5 1 11 12 11 1 11 1 15 13
1-
300
13 1 16 3 6 9 12 4 13 9 12 7 9 9 9 11
2-
100
14 7 17 10 12 13 15 14 9 15 15 13 13 2 12 15
2-
150
18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18
2-
300
54 50 39 22 32 64 38 31 35 31 48 38 87 34 59 39
3-
100
42 17 23 18 22 15 19 20 25 21 24 21 13 30 22 25
3-
150
65 58 50 60 33 62 45 40 60 76 67 55 82 50 72 38
3-
300
73 82 87 82 81 82 82 93 86 84 88 91 87 98 87 63
4-
100
57 47 24 70 32 54 36 30 61 60 35 68 50 35 72 44
4-
150
80 67 72 71 80 79 60 79 86 80 82 82 82 82 78 80
4-
300
82 90 84 75 82 82 80 85 92 85 90 90 90 99 87 84
5-
100
56 69 25 79 84 69 47 38 59 49 66 50 50 37 61 63
5-
150
82 82 82 82 82 82 82 82 82 82 82 82 82 82 82 82
5-
300
85 98 88 82 84 84 83 90 92 84 87 88 87 99 81 89
8-
100
77 64 47 88 76 58 63 25 42 54 57 66 50 50 70 75
8-
150
82 82 71 82 81 78 84 82 79 79 80 79 82 81 82 81
8-
300
85 88 81 82 82 82 85 82 87 83 87 83 88 99 85 77
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Appendix G: Paired t-Test Results of Mean Scale Values with 95%
Confidence for "Girl" and "Harbor" Scenes.
Images
bpc-dpi
"Girl" Scene "Harbor' Scene t
statistic
In Crit.
Region
Mean Variance Mean Variance
1-100 2.5 6.53 2.5 5.07 0 N
1-150 4.13 12.38 5.19 8.70 -1.24 N
1-300 8.13 18.78 7.88 20.25 0.18 N
2-100 16.25 375.93 11.94 12.86 0.86 N
2-300 47.69 418.10 73.69 169.96 -4.25 Y
3-100 30.32 93.96 39.38 207.58 -3.05 Y
3-150 61.94 326.06 72.69 111.56 -2.84 Y
3-300 80.19 22.83 84.19 17.36 -2.47 Y
4-100 66.13 132.92 62.38 167.32 1.12 N
4-150 81.25 14.47 76.31 77.16 1.80 N
4-300 76.63 127.45 83.69 34.63 -2.10 N
5-100 77.94 23.13 73.13 96.52 1.86 N
5-300 78.69 41.30 79.13 118.78 -0.24 N
8-100 80.44 19.86 70.69 123.96 3.46 Y
8-150 78.38 61.45 80.94 19.93 -1.11 N
8-300 82.81 25.76 79.56 255.06 0.88 N
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