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PREFACE 
Special functions and their generating relations arise in a diverse range 
of applications in harmonic analysis, multivariate statistics, quantum physics, 
moleculer chemistry and number theory. The majority of the functions used in 
technical and applied mathematics have originated as the result of investigating 
practical problems. The study of special functions is not only useful for mathe-
matics but for physics, engineering, science, statistics and for technology also. 
In the present work, we explore the interconnection of the general double and 
triple functions introduced by Appell and Kampe de Feriet [6], Lauricella [50], 
Horn [30; p.36], Saran [73], Srivastava [84], [81]', Exton [30] and many others 
and discuss their expansions, summations, identities, transformations and reduc-
tions. This work is an attempt to give new results and to unify and generalize 
certain results scattered in literature by various researchers such as Srivastava 
and Manocha [95], Rassias and Srivastava [71], Brown [15], Chen, Chyan and Sri-
vastava [21], Carlitz [19], Beniwal and Saran [12], Exton [33], Srivastava, Pathan 
and Bin Saad [97], Pandey and Srivastava [61], Prudnikov et.al. [69] Pathan and 
Bin Saad [64], Das [23], Brafman [13], Burchnall and Chaundy [17], Karlsson [44], 
45], Pathan and Khan [65] and others. 
This thesis comprises of six chapters. Each chapter is divided into a number 
of sections. Equations have been numbered chapterwise. The equations are 
numbered in such a way that, when read as decimals they stand in their proper 
order. For example, the bracket (a.b.c) specified the result, in which the last 
decimal place represents the equation number, the middle one represents the 
section and the first indicates the chapters to which it belongs. 
The thesis has been made selfcontained by the inclusion, in chapter 1, of 
the breif treatment of the definitions and notations of the special functions with 
their convergence conditions. This chapter intended to provide an introduction 
to variety of hypergeometric functions together with other special functions used 
in the thesis. This would serve two purposes. First, it does discuss the basic 
concepts of the functions, more or less from scratch. Second, it seeks to place the 
study of later chapters in such a way that explicit references may be applied and 
be brought gradually to a level of the considerable proficiency. 
Chapter 2 aims at presenting a number of representations of generalized 
Voigt functions in terms of special functions of mathematical physics. In particu-
lar, several general expansions involving generalized Bessel, Laguerre and Weber 
polynomials, Appell's and Kampe de Feriet functions are established. Generating 
functions involving Srivastava's triple hypergeomtric function, Kampe de Feriet 
function. 
In chapter 3, we present several (presumably new) classes of generaing func-
tions for Kampe de Feriet functions and their extensions in terms of Pathan's 
function and Srivastava's triple hypergeometric function. We also discuss decom-
position technique to derive generating functions for Laguerre polynomials. Many 
special cases are also discussed. 
In chapter 4, we generalize some results on a two variable analogue of general-
ized Laguerre polynomials, which were given by Beniwal and Saran [12]. Several 
other generalizations, which indeed are relevant to the present investigation of 
bilinear and bilateral generating functions involving hypergeometric functions of 
two and three variables are also considered. Also, we use recent results of Exton, 
to establish certain generating relation of hypergeometric functions of two and 
three variables. These formulas are rather peculiar, in that they become tauto-
logical if any attempt is made to reduce the general case of double series to single 
series. Some interesting special cases of our results are also discussed. 
In chapter 5, we have developed a multivariable generalization of bilateral se-
ries of functions of Appell's, Srivastava, Kampe de Feriet and generalized Kampe 
de Feriet involving Laurent series with the help of a result recently given by Sri-
vastava, Pathan and Bin Saad. In this chapter, we also corrected some results 
of Pandey and Srivastava [61]. In addition, we obtain some bilateral generating 
relations of hypergeometric functions of two and three variables. Also, some of 
the special cases are discussed. 
Chapter 6 is devoted to establish certain representations of Bessel functions 
in terms of Srivastava's triple series, Appell's double series and Gauss series. An 
application to the formulas of Exton, Pathan and Bin Saad, Pathan and Khan, 
M. K. Das, Burchnall and Chaundy and Srivastava and Karlsson yields some 
transformations formulas of hypergeometric series. Some special cases of interest 
are also given. 
This thesis concludes with bibliography and an appendix which contains 
reprints of a few published papers. 
A part of our work has been published/accepted/communicated for publica-
tion. A list of research papers is given below. 
(1) On bilateral series of multivariable hypergeometric functions, J. Nat. Acad. 
Math., 13 (1999), 105-109. 
(2) On double generating relations involving Lauricella hypergeometric func-
tions, Proc. Int. Conf. SSFA., 2 (2001), 173-179. 
(3) Certain transformations and reduction formulae for hypergeometric func-
tions, South East Asian Journal of Mathematics and Mathematical Sci-
ences, 1 No. 3 (2003), (To appear) 
This paper is also presented at 68*'' annual conference of "Indian Mathe-
matical Society" (2002) held at Kolhapur, India. 
(4) Some transformations of multiple hypergeometric series (communicated). 
This paper is also presented at annual conference of "Indian Mathe-
matical Society." (2001) held at Aligarh, India. 
(5) On bilateral generating relations involving hypergeometric series (commu-
nicated). 
(6) On transformations of certain hypergeometric functions of two and three 
variables (communicated). 
(7) On generalized Voigt functions (communicated). 
(8) Some general families of generating functions for the Kampe de Feriet func-
tion (communicated). 
CHAPTER 1 
PRELIMINARIES 
1.1 INTRODUCTION 
Theory of special functions plays an important role in mathematical physics. 
These functions commonly arise in such areas of applications as heat conduction, 
communication systems, electro-optics, non linear wave propagation, electromag-
netic theory, quantum mechanics, approximation theory, probability theory and 
electrocircuit theory, among others (see Luke [53], Morse and Feshback [59]). 
Special functions are sometimes discussed in certain engineering and physics 
courses, as we can find in Andrews [4], Bell [11] and mathematics courses like 
partial differential equations [14 . 
The advent of large, fast and sophisticated computing machines did not di-
minish the importance of special functions within the context of applied sciences. 
They provide a unique tool for developing simplified yet realistic models of physi-
cal problems, thus allowing for analytic solutions and hence a deeper insight into 
the problem under study. A vast mathematical literature has been devoted to the 
theory of these functions as constructed in the works of Euler, Gauss, Legendre, 
Hermite, Riemann, Hardy, Littlewood, Ramanujan and other classical authors, 
for example, Erd%i, A. et al [24],[25],[26],[27] and [28], McBride [56] Szego [100], 
Watson [104], Bailey [9], Bell [11], Exton [30],[31], Braun [14], Grosswald [37] and 
Slater [79 
As soon as the group concepts and methods had penetrated into physics, 
it became natural and desirable to present in the same way special functions 
employed in the description of physical models. This theory appeared in math-
ematics in the work of Miller [57],[58], Sasaki [75], Vilenkin [103], Wawrzynczyk 
106] Aleksander [3], Askey [8], Talman [101] and Wigner [108 . 
Brief historical synopsis can be found in Aksenov [2], Chihara [22], Klein [46] 
Lavrent'ev and Shabat [51], Watson and Whittaker [105] 
Each special function can be defined in variety of ways and different le-
searchers may choose dilTerent definitions (Rodrigues formula, generating func-
tions etc). Most of the special functions have a common root in their relation to 
the hypergeometric function 
The aim of the present chapter is to introduce the several classes of special 
functions which occur rather more frequently in the study of Gaussian hyper-
geometric series and needed for presentation of the subsequent chapters. First, 
we recall some definitions and important properties of such elementary functions 
as Gamma and Beta functions and related functions and then proceed to the 
hypereometric functions in one, two and more variables. We present definitions 
of the classical orthogonal polynomials and some hypergeometric representations 
of polynomials A concept of geneiatmg function and their classification is also 
given m this chapter 
The Gamma Function 
The familiar factorial function vl is well defined when ?7 is a positive integer 
In an attempt to give a meaning to r! when a' is any positive number, Euler 
in 1729, undertook the problem of interpolating t?! between the positive integral 
values of r?. He was thus led to what is now wellknown as the gamma function 
which IS encountered fairly frequently in the study of special functions It has 
several equivalent definitions. 
We define the gamma function due to Euler by 
/OO 
r ( z ) - / r-^e-' dt, Re(2) > 0 ( 1 1 1 ) 
10 
Upon intigration by parts, definition (1.1.1) yields the recurrence relation for 
r(^): 
r ( z + i) = zv{z) ( 1 . 1 . 2 ) 
From the relations (1.1.1) and (1.1.2) it follows that: 
r (z) = 
/•oo 
/ e - ' f - U f , Re(z) > 0 
Jo 
Tiz + 1) 
(1.1.3) 
, Re (z )<0 , 2 ^ 0 , - 1 , - 2 , - 3 , . . . 
By repeated applications of the recurrence relation (1.1.2), it follows that 
r(?? + i) = 77! (1.1.4) 
The Beta Function 
The Beta function B{a,P) is a function of two complex variables a and /?, 
defined by the Eulerian integral of the first kind 
B{a, f3) = C (1 - dt, Re(a) > 0, Re(/?) > 0 (1.1.5) 
Jo 
The Beta function is closely related to the Gamma function; infact, we have 
(1.1.6) 
r(a + /?) 
We may write by analogy with (1.1.3) 
r ^ - ^ (1 - t f - ^ d t , Re(a) > 0, Re(^) > 0 
Jo 
r ( a ) r ( ^ ) 
r ( a + /?) 
, Re(a) < 0, Re(/?) < 0 , - 2 , - 3 , 
(1.1.7) 
Pochhammer's Symbol and the Factorial Function 
Throughout this work we shall find it convenient to employ the Pochhammer 
symbol (A)„ defined by 
= 
1 • , if n = 0 
^ A(A + 1) • • • (A + n - 1) , if n = 1 ,2 ,3 , . . . 
(1.1.8) 
Since (l)n = n!, (A)„, may be looked upon as a generalization of the elemen-
tary factorial; hence the symbol (A)„. is also referred to as the factorial function. 
In terms of Gamma functions, we have 
= A ^ 0 , - 1 , - 2 , (1.1.9) 
which can be easily verified. Furthermore, the binomial coefficient may now be 
expressed as 
^ A ^  A ( A - l ) . . . ( A - ? 7 , + l) ( -1)" ( -A)„ 
n! n! 
(1.1.10) 
or, equivalently as 
^n J 
r(A + l) 
n! r(A - n + 1) 
(1.1.11) 
It follows from (1.1.10) and (1.1.11) that 
r(A + i) 
r(A - n.+ 1) 
which for A — Of — 1, yields 
r ( a - n ) ( - 1 ) -
= ( - i r ( - A ) „ (1.1.12) 
, a 7^0 ,±1 ,±2 , . . . (1.1.13) 
r ( a ) (1 -
Equations (1.1.9) and (1.1.13) suggest the definition 
= = 2,3, • • •; A # 0, ±1, ±2, • • • (1.1.14) 
Equation (1.1.9) also yields 
(A)^+„ = (A)^(A + m)„ (1.1.15) 
which, in conjunction with (1.1.14), gives 
(X)n-k = , 0<k<n (1.1.16) (^ i — A — n)k 
For A = 1, we have 
{n-k)\=\ \ •, 0 < k < n , (1.1.17) 
(-n)k 
which may alternatively be written in the form 
( - l ) ^ n ! 
( ~ n h = 
, 0 < k < n , 
(n - k)\ 
0 , k> n 
(1.1.18) 
Gauss's Multiplication Theorem 
For every positive integer m, we have 
/ \ J. n _ 1 \ 
( A U ^ r T ^ - ^ n ' " = 0,1,2, . (1119) 
J=1 \ ^ Jn 
Starting from (1 1 19) with A = mz, it can be proved that 
771 / o 1 \ 
= T ] t ( z + ^ — ) , (1120) 
;=i V m ) 
m m 
which IS known in the literature as Gauss's multiplication theorem for the Gamma 
function 
1.2 GAUSSIAN HYPERGEOMETRIC FUNCTION A N D ITS GEN-
ERALIZATIONS 
The Hypergeometric Function 
The term 'hypergeometric' wais first used by Wallis m Oxford as early as 
1655 in his work "Arithmetrica Infinitorum" when referring to any series which 
could be legarded as a generalization of ordinary geometric series 
oo 
= l + z + • (121) 
n = 0 
Because of the many relations connecting the special functions to each other 
and to the elementary functions, it is natural to enquire whether more general 
functions can be developed so that the special functions and elementary functions 
are merely specializations of these general functions 
General functions of this nature have infact been developed and are collec-
tively referred to as functions of the hypergeometric type. 
There are several varieties of these functions, but the most common are the 
standard hypergeometric function. 
Some important results concerning the hypergeometric function had been de-
veloped earlier by Euler and others, but it was Gauss who made the first system-
atic study of the series that define this function. Gauss's work was of great histor-
ical importance because it initiated for reaching developments in many branches 
of analysis not only in infinite series, but also in the general theories of linear 
differential equations and functions of a complex variable. The hypergeometric 
function has retained its significance in modern mathematics because of its pow-
erful unifying influence, since many of the principal special functions of higher 
analysis are also related to it. 
The main systematic development of what is now regarded as the hypergeo-
metric function of one variable 
2F1 
a,b • 
C O , - 1 , - 2 , . . . 
n = 0 ic)n 
( 1 . 2 . 2 ) 
was undertaken by Gauss in 1812. 
In (1.2.2), {a)n denotes the Pochhammer symbol defined by (1.1.8), z is a 
real or complex variable, a, b and c are parameters which can take arbitrary real 
or complex values and c 0, — 1, - 2 , • • •. If c is zero or a negative integer, the 
r 0,6 ; 
series (1.2.2) does not exist and hence the function 2F1 z is not defined 
[ c ; J 
unless one of the parameters 0 or 6 is also a negative integer such that —c < —a. 
If either of the parameters 0 or 6 is a negative integer -m then in this case (1.2.2) 
reduces to the hypergeometric polynomial defined by 
-rri.,b ; 
2F1 
n = 0 (C)n 
— 00 < 2 < 00. :i.2.3) 
By d'Alembert's ratio test, it is easily seen that the hypergeometiic beiies lu 
(1.2.2) converges absolutely within the unit circle, that is, when | 2 |< 1, provided 
that the denominator parameter c is neither zero nor a negative integer. Notice, 
however, that if either or both of the numerator parameters a and b in (1.2.2) is 
zero or a negative integer, the hypergeometric series terminates, and the question 
of convergence does not enter the discussion. 
Further tests show that the hypergeometric series in (1.2.2), when | z |= 1, 
(i.e on the unit circle), is 
(i) absolutely convergent, if Re(c — a — b) > 0; 
(ii) conditionally convergent, if — 1 < Re(c — a — b)<0, zj^l 
(iii) divergent, if Re(c — 0 — 6) < —1 
a,b ; 
2F1 is a solution, regular at 2 = 0, of the homogeneous second 
order linear differential equation 
^d'^u , , . -.du 
z{l-z)— + [c-{a + b + l)z]—-abu = 0 (1.2.4) 
where a, b and c are independent of 2, (1.2.4) is called the hypergeometric equa-
tion and has atmost three singularities, 0, 00 and 1 which are all regular (see for 
example, [78]) 
Confluent Hypergeometric Function 
a,b • 
Since the Gauss function 2F1 is a solution of the differential equa-
tion (1.2.4), replacing z by - in (1.2.4) we have 
z / z\ ( f u , , 1+0, 
C - I I + — I Z 
du 
dz 
— au = 0 
Obviously 2F1 
a,b ; . 
z 
b 
is a solution of (1.2.5) as b 00 
hm 2F1 6—>00 
is a solution of differential equation 
" a, 6 ; 
y • a ; " 
b 
. c ; . 
= iFi 2 
d^u , , du 
z—x + [c- z)- au ~ 0 
dz^ dz 
where 
li^i = E {0)n Z^ 
t'o n\ 
(1.2.5) 
( 1 . 2 . 6 ) 
(1.2.7) 
and is called the confluent hypergeometric function or Rummer's function given 
by E. E. Rummer in 1836 [49]. It is also denoted by Humbert's symbol (j){a;c;z) 
The differential equation (1.2.6) has a regular singularity at 2 = 0 and an 
irregular singularity at z = 00 (see [78]). 
Generalized Hypergeometric Function 
The hypergeometric function defined in (1.2.2) has two numerator parameters 
a and b and one denominator parameter c. It is a natural generalization to move 
from the definition (1 2 2) to a similar function with any number of numerator 
and denominator parameters 
We define a generahzed hypergeometric function by 
p 
f? 
p ' 
9 ' 
CO 
= 
n {bj)n r)\ 
1=1 
(1.2.8) 
where p and q are positive integers or zero. The numerator parameters ai,02, - • • ,ap 
and the denominator parameters bi,b2,---,bg take on complex values, provided 
t h a t f o , / 0 , - l , - 2 , - - - ; J = 
An apphcation of the elementary ratio test to the power series on the right 
in (1.2 8) shows at once that: 
(i) if p < g; the series converges for all finite 2:; 
(ii) if p = g + 1; the series converges for | 2; |< 1 and diverges for | z |> 1; 
(ill) if p > g + 1; the series diverges for 2; 0. If the series terminates, there is 
no question of convergence, and the conclusions (ii) and (iii) do not apply, 
(iv) if p = 9 + 1; the series in (1.2.8) is absolutely convergent on the circle 
= 1 if Re Zbj-Ea^ 
\j=i «=i , 
> 0 
Also, for p = g + 1, the series is conditionally convergent for | z 1, 2 1, if 
- 1 < Re E - E Oj < 0 and divergent for | 2 1 if Re E - E < 
^ \j=i 1=1 / \j=i ,=i / 
1.3 HYPERGEOMETRIC FUNCTIONS OF TWO VARIABLES 
Appell's Functions 
In addition to increasing the number of parameters, hypergeometric functions 
may be generahzed along the lines of increasing the number of variables. Appell 
10 
5; p.296(1)] defined the four hypergeometric functions of two variables which 
follows: 
m,n=0 {C)m+n ml 77.! 
(1.3.1) 
max{| X I, I 1} < 1; 
(c) .(C). 
(1.3.2) 
X + I y |< 1; 
F3[a,a',b,b'-,c;x,y]= ^ 
m,n—0 
{a)m{ann{b)rr,{b')nX^y^ 
(c)„+n m! 77,! ' 
max{| .T 1,1 ?/ 1} < 1; 
{a.)r.+n{b)m+n 2/" 
X 
(1.3.3) 
(1.3.4) 
The functions Fi,F2,F3 and F4 given above are all generalizations of the 
Gauss hypergeometric function 2F1. Here as usual, the denominator parameters 
c and c' are neither zero nor a negative integers. The standard work on the theory 
of Appell series is the monograph by Appell and Kampe de Feriet [6]. See Erdelyi 
et al [24; p.222-245] for a review of the subsequent work on the subject (see also 
Slater [80; Ch. 8], Exton [30; p.23-28]) and Srivastava and Karlsson [93 
Horn Functions 
In the year 1931, J. Horn defined ten hypergeometric functions of two vari-
ables and denoted them by Gi, G2, G3, Hi,- - •, Hj-, he thus completed the set of 
11 
all possible second order (complete) hypergeometric functions of two variables in 
the terminology given in Appell and Kampe de Feriet [6; p. 143] (see also [24; pp. 
224-228], [95; pp. 56-57]). Some of them are 
oo m n 
m4n 
rr),n=0 m,\ ni 
(1.3.5) 
3 : | < r , | y | < 5 , r + s = 1] 
(1.3.6) 
.t|<1, \y\<l-, 
Gz[a,a'-,x,y] = Y , {a)2,i-m{a'hm-n — 
m,n=0 m\ n\ 
(1.3.7) 
a: |< r, \y\< s, 27r^s^ -f 18rs ± (r - s) - 1 = 0; 
77} , 7 7 = 0 
{aU-r, (7).^"' 
(^ )r 7 ? ? ! ? ? ! 
(1.3.8) 
a: |< r, | t/ |< s ,4rs = (s - 1)^; 
H 2 a , P , ^ , d ] e , x , y ^ — (1-3.9) 
m,n=0 m! n! 
•T |< r, I y |< s, ( r - | - l ) s = l; 
12 
X 
1x9 1 
m^O (7)m (<5)n "7,! ?7,! 
(1.3.10) 
(1.3.11) 
| . ' r | < r , | y | < s , 4 r = ( s - l ) 2 ; 
m,n=0 (7)n TV.! ni 
(1.3.12) 
x\<r, I y |< s, - 36rs ± (8r - 5 + 27r5^) + 1 = 0; 
n—m 
m,n=0 m ! n ! 
(1.3.13) 
I y |<-5, r5^ + s - l = 0; 
and 
m,n=0 777! 77,! 
(1.3.14) 
3 : |< r , I y |< s,4r = - 1)^. 
Humbert Functions 
In 1920, Humbert [39] has studied seven confluent forms of the four Appell 
functions and denoted them by (/>i, 02, 03, ijji, tl>2, Hi, S2 and are defined as 
follows (see [95; p.58 and 59]) 
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and 
m,n=0 iVm+n ml ul 
X < 1, | y | < o o ; 
(1.3.15) 
m,n=0 iVm+n W,! ul 
X <00, | y | < o c ; 
(1.3.16) 
m,n=0 (7)n.+n W,! 77,! 
•r |< 00, I ^ |< 00; 
(1.3.17) 
(7) n? (7')n ml 77,! 
(1.3.18) 
x |< 1, [ y | < o o ; 
(7)m(7')n w! 77! 
X |< 00, \y |< 00; 
(1.3.19) 
a, a', f3] 7; x,y]= J] 
=0 (7)07+71 m,\ 77,! 
. t | < 1 , | t / | < o o ; 
(1.3.20) 
m,n=0 (7)77,+n m\ 77,! 
.7:|<1, | t / | < 0 0 . 
(1.3.21) 
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Kampe de Feriet's Function 
In an attempt to generalize the four Appell function^ to F4, Kampe 
de Feriet [41] defined a general hypergeometric series in two variables (see [6; 
p. 150(29)]) Kampe de Feriet function is denoted by 
(a) :(6) •,{d) ; 
; 
= E {{9))m {{h))n m\ n\ 
(1.3.22) 
where for convergence • 
(i) A + B<E + G, A + D<E + H for max{| x |< 00, | y} |< 00 
(ii) A + B ^ E + G+1, A + D^E + H + l,8.nd 
X |(A-£;) + I y |(:4::g)< if A > E, 
max{| .T I, I y 1} < 1, if A < E. 
1.4 HYPERGEOMETRIC FUNCTIONS OF SEVERAL VARIABLES 
Lauricella's Functions of n-Variables 
In 1893, Lauricella [50] further generahzed the four Appell functions Fi, F2, F3, F^ 
to functions of n-variables and defined his functions as follows [95; p. 60 
FA^a, bi, 62, • • •, 6„; Ci, • • •, c„; x i ,x2 , . . . , 
= E 
mi ,r;l„=0 (Cl)mi • • • (Cri)m„ TOi! wj 
(1.4.1) 
•Tl + . . . + X„ < 1 ; 
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• • , a„, 61, • • • , bn] c; .Ti, • • • , Xn 
E 
m i , - , m „ = 0 
• • • {anUMrm • " • ^ ^ 
l -m„ mi! m„! 
(1.4.2) 
maxd xi 1} < 1; 
F^l'^^fa,6;Ci, • • • ,c„;3;i, • • • ,.T„ 
= E (Cl)mi • • • (Cn)m„ ^.1! m„! (1.4.3) 
+ I < 1; 
= E 
"ii,—,m„=0 (c) miH hT7i„ mi! m.„! 
(1.4.4) 
niax{| .Ti I , . . . , I 1} < 1; 
In particular, we have 
p(2) _ F . p(2) _ P . r.(2) _ p . p(2) _ p 
and 
-^B -2-f^l 
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Confluent forms of Lauricella functions 
Two important confluent hypergeometric functions of n variables are the 
functions and defined by (see [95; p.62(10) and (11)]) 
and 
= E 
mi,--,m„=0 
(blU • • • {bnU ^ r ,mn 
mi! m„! 
(1.4.5) 
Clearly, we have 
= E 
mi 
(1.4.6) 
= h, = 
where (f)2 and •02 are Humbert's confluent hypergeometric functions of two vari-
ables. 
Generalized Lauricella Function 
A further generalization of Kampe de Feriet function F^:^}^ and the Lau-
ricella functioMFl"\ F ^ and is due to Srivastava and Daoust (see 
90] and [91]) who indeed defined an extension of Wright's pi/*, function (see [95; 
p.50(21)]) in two variables. 
The generalized Lauricella function is defined as follows: 
: m : 0'] > * ' * ) [(feW) : 
[(c) : V^ ', • : lid') : 5'] ? ' ' ' ) [(dH) : 
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mi!' '777, 
(1.4.7) 
The coefficients 
are real and positive and {b^ ^^ ) abbreviates the array of parameters 
J = 1 ,2 , . . . , yk G {1, 2,. ., 77} with similar interpretations for {S^^), k = 
1,2,...,77 etc. A detailed discussion of the conditions of convergence of the 
multiple series occurmg m (1.4 7) is given in a paper of Srivastava and Daoust 
91 
If the positive constants O's, ip^s, 0's and S's are all choosen as unity, then 
(1.4.7) reduces to the generahzed Kampe de Feriet function given by Karlsson 
43] m its more general form 
CD', 
i{o)U 
(a) :(6') ; 
[ W -.{d') ; 
mi, ,Tn„ = 0 ((c))r77i+ +m„((ci'))mi 
;(6(")) ; 
((c?("))),,„ 777 i! 777J' 
(14 
clearly, we have 
pi 1, ,1 _ p{n) J^0 2, ,2 jp(n) 
-^ 01, ,1 - ^A ) -'^ lO, ,0 = ^B 
p2 0, ,0 _ p(n) 1, ,1 _ „(n) 
^0 1, ,1 - ^C > -^ 10, ,0 - ^D 
(1 4.9) 
18 
Lauricella function of three variables 
Lauricella [50; P-114] introduced 14-complete hyper geometric functions of 
three variables and of second order. He denoted his triple hypergeometnc func-
tions by the symbols Fi, F2, F3, • • •, F14 (see [95; p.66-68]) of which Fi, F2, F5 and 
Fg correspond, respectively to the three variables Lauricella functions 
and defined by (1.4.1), (1.4.2), (1.4.3) and (1.4.4) with n = 3. The remaining 
ten functions F3, F4, Fe, F7, Fg, Fio, • • •, F14 of Lauricella's set apparently fell into 
oblivion (except that there is an isolated appearance of the triple hypergeometric 
function Fg in a paper by Mayr [55; p. 265] who came across this function while 
evaluating certain infinite integrals). Saran [73] initiated a systematic study of 
these ten triple hypergeometric functions of Lauricella's set. 
For the purpose of our present work, we shall require only three functions. 
We give below the definitions of these functions using Saran's notations F^, Fq 
and Fp and also indicating Lauricella's notations: 
F4 : FE{ai,ai,Cki,pi,/32,p2;ii,l2,j3]r;y,z) 
= E (7l)m(72)n(73)p ml 77,! pi 
(1.4.10) 
^ | < r , \y\<s, \z\<t, r + {^/s + = 1] X 
E 
m,n,p=0 (71)777 (72)n+p 777,! 77! pi 
(1.4.11) 
x\<r, I y |< s, \z\<t, r + s = l=r + t] 
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Fi4 : F^-(Q;i,ai,Q;i,/?i,/?2,/3i;7i>72,72,72;-'J^,2/)^) 
(7l)m(72)n+p m\ ul p\ 
(1.4.12) 
I y l< s, \ z \< t, {1 - s){s - t) = rs] 
Srivastava's Triple Hypergeometric Function 
In 1967, a unification of Lauricella fourteen hypergeometric functions Fi, • • •, F14 
of three variables [50] and Srivastava's three additional functions Ha, Hb, Hq [81 
was introduced by Srivastava (see for example [84; p.428] and [95; p.69]) in the 
form of a general triple hypergeometric series z] defined as 
(a) ::(6) ; (6') ; (6") : (c) ; (c') ; (c") ; 
.(e) •.•.{g) ;{9') ;{g") : (h) •,{h') -{h") • 
X, y, z 
= E 
((e))m+n+p((^))..+n((p'))n+p((5")Wm((/^0)m((^/))n((/^/'))p rn.l ul p\ 
(1.4.13) 
For the convergence of the series (1.4.13) see [95; p. 70(41) 
Triple Hypergeometric Series of Horn's Type 
While transforming Pochhammer's double loop contour integrals associated 
with the functions Fg and F u (that is Fq and Fp, respectively) belonging to 
the Lauricella's set of hypergeometric functions of three variables, the following 
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two interesting triple hypergeometric series of Horn's type were encountered by 
Pandey [60; pp.115-116]: 
m,n,p=0 \l)n+p-m P-
which provides a generahzation of Appell's functions Fi and Horn's functions Gi 
and G2', 
m,n,p=0 
{a)n+p-miPl)miP2)nmp x"^ y" 
(7)n+p-m m.\ n\ p\ 
(1.4.15) 
which generahzes the Appell's functions Fi and Horn's function G2. 
Srivastava [85; p. 104] observe that, interms of the function Gb defined by 
(1.4.15), a solution of the system of partial differential equations associated with 
the Lauricella function 
/?i, /?2, ^3; 7; y, z] can be expressed in the form 
which is valid near the singularity x = = z = 0 
A similar investigation of the system of partial differential equations asso-
ciated with the triple hypergeometric function H e defined by [95; p.69(38)] led 
him to the new function [85; p. 105 
t ^ f ! (1.4.16) 
{l)m+n-p W,! n! p\ 
which is evidently furnishes a generalization of Appell's function Fi and Horn's 
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functions G2 and H\. 
Pathan ' s Function 
In 1979, a general quadruple hyper geometric series was considered by 
Pathan [62; p.l72(1.2), (see also [63; p. 51(1)]) in the form 
M •• (c^d); ies)] (go) • (hH); (^i^); (^M); (•nN)] 
(a'^,) :: {b'^,)-, {d'^,)-(e'^,); io'c) • {h'A. {^'K')'. ("^'m'); ("'A.'); 
.r, y, u 
= E 
q,r,s,]=Q 
M (j+r+s+j q+r+s [(dD)] r+s+] ieE)l s+]+q 
[W] q+r+s+] ib's,)] q+r+s [{e'E') 
3+q+r[{hH)]q[ikK)]r \rnM)]s 
{9G')]j+q+r J q\r\s\j\ 
It being understood that X y 
(1.4.17) 
and I u I are sufficiently small to 
ensure the convergence of the concerned quadruple series 
By suitable adjustment of parameters and variables in Fp\ we can easily 
find that Fp^ is the unification of triple hypergeometric series F^ ®^  of Srivastava, 
Exton's g E g ) g E g ) , /^n, Lauricella's 
F i ; \ Erd£y's Chandel's and Hum-
bert's 
For the definition of the above functions we refer the book of Exton [30] and 
Srivastava and Manocha [95 . 
1.5 ORTHOGONAL POLYNOMIALS 
Orthogonal polynomials are of great importance in mathematical physics, 
approximation theory, the theory of mechanical quadratures, etc This class 
contains many special functions commonly encountered in the applications, e.g. 
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Legendre, Hermite, Gegenbauer, Jacobi and FUce polynomials. Orthogonal poly-
nomials are treated in many excellent books such as Rainville [70], Lebedev [52] 
and Prudnikov et al (see [67],[68] and [69]). Some of the orthogonal polynomials 
used in our work are given below. 
Laguerre Polynomials 
Laguerre polynomials Ln(^) of order n are defined by means of generating 
relation 
oo f - — ) 
= (1.5.1) 
n=0 ••• ^ 
Lti(x) can also be written in series form as 
" C—11'" r)l r^ 
Associated Laguerre Polynomials 
We define, for n a non-negative integer, 
" ^ ^ hin-ry.{a + ry.rl 
where 
are associated Laguerre polynomials. This is also called generalized 
Laguerre or Sonine polynomials [70 . 
When a = 0, equation (1.5.3) becomes simple Laguerre polynomials given by 
equation (1.5.2). 
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Bessel Polynomials 
The Bessel polynomials are among the most, important cylinder polynomials, 
with very diverse applications to physics, engineering and mathematical analysis. 
In 1949, Krall and Frink [48] initiated serious study of what they called Bessel 
polynomials. 
Exton [33; p.4(3.1)] has introduced a Bessel polynomial in several variables. 
This is defined as follows 
mi rrin 
ymu-,mni^-U . . . , X n , a ) = ^ • • • J]) (o - 1 + W-i + • • • + 
fci=0 fc„=0 
i-xx)'^ {-XnY 
u 
(1.5.4) 
If all but one of the variables are suppressed, we recover the Bessel polynomial 
ym{a.] x) = 2F0 
- m, a - 1 + m ; 
-X (1.5.5) 
X 
which on replacing 3; by —, gives us Bessel polynomial 
0 
ym(a,b;x) = 2^0 
— TO, 0, — 1 + m ; 
X 
"b 
(1.5.6) 
The Bessel polynomials (1.5.6) were introduced by Krall and Frink [48 
connection with solution of the wave equation in spherical co-ordinates. 
m 
The multivariable Bessel polynomial ' ' ' i^r?) is defined as fol-
lows 
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m j m„ 
• • •, = E • • • E + + + • • • + 
fci=0 fc„=0 
n (1.5.7) 
In (1.5.7), we set a j = 1 { j = 1,2, • • •, n) and = a - 2, we shall readily 
obtain Exton's Bessel polynomial (1.5.4) 
J a c o b i p o l y n o m i a l s 
The classical Jacobi polynomial of order (a ,^ ) and degree n in x, 
defined (in terms of the Gauss hypergeometric function 2^1) (see [70; p.254 (1)]) 
by 
-n, 1 + a + p + n ; 
1 + a 
1 - 3 ; 
(1.5.8) 
When we take a = 0 = 0, in equation (1.5.8), we get the Legendre polynomials 
P„(.t;) given by (see [70; p.l66(2)]) 
Pn{x) = 2F1 
- n , n + 1 ; 
1 - x 
(1.5.9) 
The Laguerre polynomials and the generalized Bessel polynomials ?/„(a, 6; x) 
are, infact, limiting cases of the Jacobi polynomials (see [95; p.l31(l)] and [1; 
p.411(2)]) 
|/3|->oo 
/ 
(1.5.10) 
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, 6 - = lim ( i _ ^ ^ n 5 11) yn[a,b,x) ii  K [ b ) 
1.6 GENERATING FUNCTIONS 
The term "generating function" was introduced by Laplace in 1812. Since 
then the theory of generating functions has been developed into various direc-
tions and found wide applications in various branches of science and technology. 
A generating function may be used to define a set of functions, to determine a 
differential recurrence relation or a pure recurrence relation, to evaluate certain 
integrals, et cetera. 
Linear Generating Functions 
Consider a two-variable function F{x, t) which possesses a formal (not nec-
essarily convergent for t ^ 0) power series expansion in t such that 
( 
F{x,t)^f:u{xr, (1.6.1) 
n=0 
where each member of the coefficient set {fni^)}'^=o is independent of t. Then the 
expansion (1.6.1) of F{x,t) is said to have generated the set {fni^)} and F{x,t) 
is called a linear generating function (or, simply, a generating function) for the 
set iUix)} . 
The foregoing definition may be extended slightly to include a generating 
function of the type: 
(1 .6 .2) 
n = 0 
where the sequence contain the parameters of the set gr,{x), but is 
independent of x and t. 
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If Cn and in (1.6.2) are prescribed, and if we can formally determine 
the sum function G{x, t) in terms of known special functions, we shall say that 
the generating function G{x, t) has been found. 
Bilinear Generating Functions 
If a three-variable function G{x,y,t) possesses a formal power series expan-
sion in t such that 
oo 
G{x, y,t) = Y^ 7n/n(rr)/n(y)r, (1.6.3) 
n=0 
where the sequence {7„} is independent of and t, then G{x,y,t) is called a 
bilinear generating function for the set {/n(.'?^)}. 
More generally, if Q{x, y, t) can be expanded in powers of t in the form 
oo 
= j:^nfa(n){x)fl3in){yr, (1.6.4) 
T 7 , = 0 
where a{n) and P{n) are functions of n which are not necessarily equal, we shall 
still call Q{x,y,t) a bilinear generating function for the set {fn{^')}-
Bilateral Generating Functions 
Suppose that a three variable function H{x, y, t) has a formal power series 
expansion in t such that 
oo 
H{x,y,t) = Y.^'nfn{x)gn{y)f" (1.6.5) 
n = 0 
where the sequence {hn} is independent of .r, y and t and the sets of functions 
{/„,(.r)}^Q and different. Then H{x,y,t) is called a bilateral 
generating function for the set {fni^)} or {5't,(.t)}. 
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The above definition of a bilateral generating function, used earliar by Rainville 
[70; p. 170] and McBride [56; p. 19] may be extended to include bilateral generating 
function of the type: 
oo 
H{x, y,t) ^ Y . 7n fain) C )^ (v) (1-6.6) 
n = 0 
where the sequence {7„} is independent of x, y and t, the sets of functions 
{/n(.7:)}^o ^^^ different, and a{n) and /?(n) are functions of r? 
which are not necessarily equal. 
Multivariable Generating Functions 
In each of the above definitions, the sets generated are functions of only one 
variable. Suppose now that G{xi,x2, • • • ,Xr',t) is a function of r + 1 variables, 
which has a formal expansion in powers of t such that 
oo 
G{Xu---,Xr-,t) = (1.6.7) 
n = 0 
where the sequence {c„} is independent of the variables Xi,X2, - • •, Xr and t. Then 
we shall say that G{xi, • • • ,Xr]t)is& generating function for the set {gni^i, • • •, 
corresponding to the non zero coefficients c„. 
It is not difficult to extend the definitions of bihnear and bilateral generating 
functions to include such multivariable generating functions as 
J^{Xi,---,Xr-,yi,---,yr\t) = fl3{n)iyi,---,yr)f-'' (1.6.8) 
n = 0 
and 
7i{xi,--- ,Xr;yi,--- ,ys-,f') = Y. • • ,Xr) go(„)iyi,-• • ,ys)f\ (1.6.9) 
T)=0 
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respectively. 
Multilinear and Multilateral Generating Functions 
A multivariable generating function G{xi, • • • ,Xr]t) given by (1.6.7), is said 
to be multilinear generating function if 
,Xr) = far{n){Xl)---far(n)(Xr), (1.6.10) 
where ai (??,), - • • ,ar{n) are functions of n which are not necessarily equal. More 
generally, if the functions occuring on the right hand side of (1.6.10) are all dif-
ferent, the multivariable generating function (1.6.7) will be called a multilateral 
generating function. 
Generating Functions involving Laurent series 
We now extend our definition of a generating function to include functions 
which possess Laurent series expansions. Thus, if the set {fni^-)} is defined for 
n = 0, ±1, ±2, • • • the definition (1.6.2) may be extended in terms of the Laurent 
series expansion: 
oo 
F*{x,t) = (1.6.11) 
n=—oo 
where the sequence is independent of x and t. Similar extensions of 
the generating functions (1.6.7) is 
oo 
G*{xi,---,Xr-,t) = Cr,gr,{x,,---,xr)e (1.6.12) 
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CHAPTER 2 
ON GENERALIZED VOIGT FUNCTIONS 
2.1 INTRODUCTION 
The Voigt functions K{x,y) and L{x,y) play an important, role in several 
diverse fields of physics such as astrophysical spectroscopy and the theory of 
neutron reaction. Furthermore, the function K{x, y) + iL{x, y) is, except for a 
numerical factor, identical to the so called plasma dispersion function which is 
tabulated by Pried and Conte [35] and Fettis et al [34]. 
In many given physical problems, a numerical or analytical evaluation of 
the Voigt functions is required. For an excellent review of various mathematical 
properties and computational methods concerning the Voigt functions, see (for 
example) Armstrong and Nicholls [7] (see also Haubold and John [38], Srivastava 
and Miller [96], Siddiqui [77], Srivastava and Chen [89], Srivastava, Pathan and 
Kamrujjama [98] and Kamrujjama [42]). 
In this chapter we present a number of representations of generalized Voigt 
functions in terms of special functions of mathematical physics. In particular, sev-
eral general expansions involving generalized Bessel, Laguerre and Weber poly-
nomials, Appell and Kampe de Feriet functions are estabhshed. A generating 
function involving the product of Laguerre polynomials is also given. 
For the purpose of our present study, we begin by recalling here the following 
representations due to Rieche [72] 
1 roo \ 
K{x,y) = exp{-yt --t^) cos(xt) dt (2.1.1) 
VTT Jo 4 
and 
L{x,y)- = rexp{-yt - sinixt) dt (2.1.2) 
y/TT Jo 4 
(xeR; yeR^), 
so that 
1 f ^ 
K{x, y) + iL{x, = exp 
VTT Jo 
= exp[(y - ix)"^] {1 - erf{y - ix)} 
dt 
and 
1 r 1 " 
K{x, y) - iL{x., ?/) = — / exp - ( y + ix)t - - f 
V7I" -lo I 4 . 
^ TOO 
= exp[(?/ + i x f ] {1 - erf(y + z.?:)} , 
dt 
(2.1.3) 
(2.1.4) 
where the error function erf(z) is given by (see Srivastava and Kashyap[94; p. 17(71) 
(2.1.5) 
and iFi is the famihar confluent hypergeometric functions defined by (1.2.7). 
For the Bessel function J^{z) of the first kind (and of order u), defined by 
[93; p.50(ll)] 
\m I z 
(2.1.6) 
it is well known that 
J-i{z) = \ — cos2 and Ji{z) = \l— sinz. irz TTZ 
(2.1.7) 
Motivated by the relationship (2.1.7), Srivastava and Miller [96] introduced 
and studied rather systematically a unification (and generalization) of the Voigt 
functions K{x, y) and L{x, y) in the form 
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(2 1.8) 
/?+; R{ i^ + U) > -1 ) , 
so that 
K{x,y) = and L{x,y) = Vi_i{T,y). (2.1.9) 
Subsequently, following the work of Srivastava and Miller [96] Closely, Klusch 
47] proposed a unification (and generalization) of the Voigt functions K{x, y) 
and L{x, y) in the form: 
2 /o 
ff" exp(-?/f - z f ) J^{Tf) df (2 1 10) 
In fact, it is easily verified by comparing (2.1.8) and (2.1.10) that 
or, equivalently, that 
(2 .1 .11) 
X 
(2 .1 .12) 
This last relationship (2.1.12) can indeed be used to obtain many of Klusch's 
results [47] for z) from those given by Srivastava and Miller 
appropriately changing the variables involved. 
b^ 
In (2.1.8), making use of series representation (2.1.6) and expanding the expo-
nential function exp(—yt) — J2 ^ V > we can integrate the resulting (absolutely 
r=0 
convergent) double series term by term, and thus obtain 
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^^ + m + 1) 
r + 1/ + 2m + n + 1) 
z 
(2.1.13) 
Re(/7,+ > - 1 . 
Now, seperate the n-series into its even and odd terms with the help of 
identity [95; p.200(l) 
E = E + E + 1) 
n=0 n=0 n=0 
(2.1.14) 
we find that 
O i^-i I/+I 
-22/r 
+ 1 ) 
+ + (2.1.15) 
Re(/7, + I/) > - 1 
where •02 denotes one of the Humbert's confluent hypergeometric functions of two 
variables, defined by (1.3.19). 
For iji. = - V = i , (2.1.15) evidently reduces to the known represenation of Exton 
32; p.L76(8) 
K{x,y) = V2 1 i 1 _ 2 2 
2 ' 2 ' 2 ' 
2t/ , 
1=V2 
1 ^ ^ 2 2 ( 2 . 1 . 1 6 ) 
while the special case f j . - 1/ = ^ of (2.1.15) yields the following corrected version 
of another result due to Exton [32; p.L76(9)]: 
2x 
L{x,y) = 
VTT 
1 ^ ^ 2 2 - 2.ry t/;2 
3 3 3 2 2 
(2.1.17) 
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2.2 REPRESENTATIONS FOR THE GENREALIZED VOIGT FUNC-
TIONS 
We have form a result of Srivastava and Manocha [95; p.255(34)], (see also 
99; p.427(2.1)]) 
E 
n = 0 
(a + 2n) r ( a + n) 
n! + = k ^ ^ P ^ ' (2-2-1) 
where Ja+2n('2) is Bessel function defined by (2.1.6) and yn{x,(y + 1,(0) is gen-
eralized Bessel polynomial defined by (1.5.6) (see also Krall and Frink [48]; and 
Grosswald [37]). 
We have the generating function [26; p.262(9)] (see also [95; p.257(42)]) 
„=o ' r ( a + n + l ) ' 
(2.2.2) 
where is the generahzed Laguerre polynomial defined by (1.5.3). 
Also, we have the generating function involving the product of Laguerre 
polynomials [95; p.251(14)] (see also [16; p.l41(16a)]) 
V 
^ , r { a + m, + n + l ) 
(xt) — PC 2 
m! 
(2.2.3) 
The various explicit representations for the generalized Voigt function can 
be deduced by appropriately changing the variables involved. To find the repre-
sentatoions of Voigt functions we use the above expressions as the starting point 
of our study. 
Now, to make use of these results, first in (2.2.1) we put 2 = Xt, multiply 
both sides by t^ exp(-y^ - Zt?) and then integrate with respect to t between the 
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limit 0 and oo In left hand side, we use the result (2 1 10) and in right hand side 
we use the resuU [27, p 146(24) 
h 
Re(fl) > 0, Re(i/) > 0, 
(2 2 4) 
Thus we get 
~ (a+ 277) r{a + n) , , ^^^ 
n = 0 
n' 
X,Y,Z + 
xX^ 
A(3 
/ \ 
= + « + Z - C ^ j e ' - V ' - D . , , , . , , , ( ^ ) , (2 2 5) 
\ y l / j ) 
where is the parabolic cylinder (Weber) function (see [27, p 386]) 
In (2 2 2), if we replace t by f by and employ the same technique as 
m the derivation of (2 2 5), we get 
T{^ x + a + l) ^ / 1 
r(a+l) 2z, 
n=0 + \2zJ 
' y ' 
\V2z/ 
(2 2 6) 
In (2 2 3), we replace r by ru, t by tu, multiply both the sides by ti" exp{—yu— 
zv?-) and integrate the result wi.h respect to u between the hmits 0 and oo In 
the left hand side if we use the result [95, p 260 2(ii)] (see also [66, p 243(3 2)]) 
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J 0 
m 
pa 
ai + mi 
mi 
Oik + rn-k 
m,k 
F. (k) 
Xi Xk 
a, - m i , • • •, -m.k ; ai + 1, • • •, + 1 ; — , • • • , — 
P P 
Re(a) > 0, Re{p) > 0 
(2.2.7) 
and in the right hand side we use (2.1.10) then we get the representation of Voigt 
function in terms of Appell's function in the form: 
m,! (xt) f + i 00 , ^ 1 / 
E 
r(a + n + 1 + 2r) 
+ m + n + l) r\ 
a + m, + n W a m . + n 
m. j \ n 
t X 
a + n + 1 + 2r, -m,, - n ; a + n + 1, o; + m, + 1; -
y y 
yn+2r 
= y - t, Z (2.2.8) 
Now, we use the result (2.2.3) again, to get the representation of Voigt func-
tion in terms of Kampe de Feriet function. To start with the result (2.2.3), we 
first replace x by ^ by and multiply both sides by t"-exp{-yt - z f ) . In the 
left hand side we use the result [95; p.207(2) 
(2.2.9) 
expand iFi in the series form (1.2.7), expand the exponential function e as 
2 OO , zt^)^ 
= E it and then integrate the result with respect to t between the 
r=o • 
limits 0 and oo with the help of [27; p. 133(3) 
roo 771 
Jq 
Re{p) > 0. ( 2 . 2 . 1 0 ) 
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Finally, we sum the double series and use (2.1.10) to get 
r(l+a) ^ l)2n (f) 
r(i 
0,1 
^ 0 0,1 
l+n+l^+n+1: _ ; - m 
2 ' 2 
: _ ; 1+a+n ; 
-4z ± 
y2 , y2 
(2 .2 .11 ) 
2.3 GENERATING FUNCTION 
In this section, we obtain a generating function by means of the repre-
sentation (2.2.3). In (2.2.3) if we replace a by 2/7,, multiply both sides by 
g-ptf-x-i use the result (2.2.9), expand iFi and J2u(2v^) in series 
given by (1.2.7) and (2.1.6) respectively and then integrate the result term by 
term with the help of (2.2.10) and [27; p. 187(42) 
"/i + iz + l , /i + i^  + l , A + + 
2/J. + 1 , 2i/ + l , 2/i + 2i/ + l 
3-^ 3 /3 (2.3.1) 
Re(p) > 0, Re(A + / / + ly) > 0, 
we get 
= ( l - V r ' - ' s F s 
A + n + 1/ : —m 
: 2iy + l; 2/j, + v + l; 
2// + 1 , 2iy + l, 2fi + 2iy+l 
• ' 1-y (2.3.2) 
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In (2.3.2), if we put m = 0, replace A by u-{-1 and use successively the results 
[95; p.37(l)] 
(2.3.3) 
and (2.2.9), then after some calculation it is not difficult to obtain the following 
interesting generating function involving product of Laguerre polynomials: 
'a ; ' c — 0 ; 
iFi z = e\F, —z 
. c ; . 
^ (2, ,+ l)„ n=0 
2^2 
fj+ U+-,(J+ V + 1 ; 
4X 
_2(j + l,2fj + 2u+l ; 
1-Y 
(2.3.4) 
In (2.3.4), if we replace X by Xt, express Laguerre polynomials in terms of 
confluent hypergeometric function with the help of (2.2.9), expand iFi and 2F2 
in series, multiply both the sides of and then integrate the result 
term by term with the help of [27; p.216(16) 
2F1 P - f 
P+-, 
u-k + l 
where is the Whittaker function defined by [24; p.264(5) 
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(2.3.5) 
= e - i x' 
^ - k + - k - fj. ; 
1 
X 
(2.3.6) 
In the resulting equation if we expand 2-^ 1 in series and then sum the triple 
series, we get 
n\ 
r ) = 0 
A+ /?, + § :: A- /? .+ ! ;. 
X-k + 2 :: ; 
: - 7 7 , ; - 7 7 . ; 
:2// + l ;27/ + 1 ; 
X X 1 - f 
y(i+f) ' i+f ' i+t 1 -
^ y(X+h+l) 
] + S 
4 X i - f r ^ 
X-k + 2 : 2fj.+ l,2fj. + 2u + l 
For a = 2, (2.3.7) reduces tc 
(i-x+f )(i-y)' i + f - x 
(2.3.7) 
^ {2u + l ) T) -tyn i-»2:l;l 
n = 0 X-k + 2 
- n — n 
2// + 1 ]2u+l ; 
V ' ^ 
771:3;! 
X + h + l : fi + u + l,fj. + u + l,X-h+l -^h-k+l ; 
4X X 
_ X - k + 2 : 2 / i + 1 , 2 / 7 , + 27/ + 1 
(i-x)(i-y)' x-i 
(2.3.8) 
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If we put = - i /r = 0 in (^ 2 3 8), we get 
7 > = 0 
(1 -
AX 
2 / 7 + 1 , 2 / 7 + 2 i / + 1 
(2 3.9) 
In (2.3.9), if we put 2/; = = A and use the result [69; p.452(71) 
F2[a,b,b' a,a-,w,z] = {1 - w)-'{I - z)-''2F, 
b,b' ; 
wz 
{l-w){l-z) 
(2.3.10) 
then we get 
E 
n=0 
(A+l )n 
7 7 ! 
( y - x ) ( i - x ) r 2F1 
-n, ~v ; 
A + 1 
( i - x ) ( i - y ) -(A+l) T^ 2-i } 
A + l,A + i ; 
4X 
2A + 1; 
( l - X ) ( l - y ) 
(2 3 11) 
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C H A P T E R 3 
SOME GENERAL FAMILIES OF GENERATING 
FUNCTIONS FOR THE KAMPE DE FERIET 
FUNCTIONS AND THEIR EXTENSIONS 
3.1 INTRODUCTION 
In the usual notation, let 
= E 
k=0 n — k k\ 
(3.1.1) 
where L^^^x) denotes the classical Laguerre polynomial of order a and degree ?? 
in .r. 
For the Laguerre polynomials, the following generating functions are well 
known [71; p.530(1.10), (1.11)] (see also [95; p.84(14),(15)]) 
(3.1.2) 
° ° / —rf \ 
n = 0 
and 
(3.1.3) 
n = 0 
Some useful generalizations of the classical results (3.1.2) and (3.1.3) include the 
following generating functions appeared in [71; p.531(1.14), (1.15) 
oo / 
n = 0 V 
m + n 
n 1 - f J 
(|t| < 1 ;meiVo) 
(3.1.4) 
and 
~ / 7 7 7 + 7 ? ^ 
„=0 V " / 
= (1 + t r exp ( -Tf )Lf„" ) ( .T ( l + f ) ) 
f I < 1 , 7 7 ? G No] 
(3 15) 
which in the special case when t7? = 0, would immediately yield (3.1 2) and (3 1 3) 
respectively. With a view to obtaining bilinear, bilateral or mixed multilateral 
generating functions for the Laguerre polynomials and several 
workers have successfully applied the generating functions (3.1.4) and (3.1 5). 
The most general apphcations of the generating functions (3.1.4) and (3.1.5), of 
the type just mentioned, yield two classes of mixed unilateral generating functions 
for L'i^^x) and which were given by Srivastava [88; p.231. Corollaries 
8,9] and which have since been reproduced by Srivastava and Manocha [95, pp 
424-425, Corollaries 8,9 . 
Brown obtained the following two generating functions for Laguerre polyno-
mial [15; p.266] involving exponential function and the confluent hypergeomotuc 
function respectively as follows. 
E K 
n = 0 1 + 
(3 16) 
and 
nt^oa+f 
2a 
2a + 1 
- xu{f) (3 17) 
t 
where u ( f ) = 7:[t + Vt^ + 4 
Recently Chen, Chyan and Srivastava [21], obtained the following generating 
fucntions [21; p.358(2.48) and (2.49)] (see also [102]) 
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k=0 
exp 
V / 
—X 
/ . 
\\ 
< 4 
(3.1.8) 
and 
1 + 
exp 
(3 19) 
Also, an interesting generalization (and unification) of (3.1.2) and (3.1.3) is 
due to Carlitz [19] (see also [95; p.84(16)] who derived the generating function 
where is a function of f defined by ^ = f( l + {(0) = 0 
(3.1.10) 
3.2 GENERATING FUNCTIONS 
In this section, with the help of the generating functions mentioned in pre-
vious section, we obatin several (presumably new) classes of generating functions 
for the Kampe de Feriet function 
For this purpose, first we consider the generating function (3 1.4) In (3 14), 
we use the relation (2 2.9) expand iFi in series, replace r by .ru, multiply both the 
bides by and integrate the result term by term with respect to 
u between the limit 0 and oo with the help of (2.3.5). In the resulting equation, if 
we expand 2F1 in series by (1.2.2) and sum the double series then after adjusting 
the parameters, we can obtain 
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^ ^ ^ ^11,0 
r )=0 
(7 : —m — n,c \h — c ; 
X l - y 
b :/3 
1 + y'l + y 
1 2 , 1 
r Tt 
a : -m,c \b ~ c ; 
X 
: /? 
xt 
xt ' xf 
1 + — + y l + 
) 1 
(3.2.1) 
If we employ the same technique which we applied in the derivation of the 
generating function (3.2.1) on the relations (3.1.5), (3.1.6), (3.1.7), (3.1.8), (3.1.9) 
and (3.1 10) successively, then we can readily obtain 
OO ffl 
1 2,1 
1 1,0 
0 : —777 — 77, c \b — c ; 
.T l - y 
b : / ? - r 7 
1 + y l + y 
{i+tr-'ii+vY 
Z ? 1 2 , 1 
(l + xt + y)-
a : -777,c c ; 
. t ( 1 + 1 ) l + x f - y 
[b 
1 + a;?; + y' 1 + .r^  + y 
(3.2.2) 
E 
r 7 = 0 
K l l Z p i y 
7 7 ! 
1 1,0 
a : —n,c ;b — c ; 
X l - y 
l + y'l + y 
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1 + 
Tu{ty 
TTy 
[l + u{t)f 
a,b — c 
1 — y + ru{t) 
l + y + ru{f) 
(3 2 3) 
Z^ -7 ^ 
- 1 + t ) 
1 1,0 
a . -77,c ,b - c , 
b 
^ i - y 
l + y l + y 
1 + u{t) (3-1 
W - l ) 
p i 2,1 
1,0 
'a .20-2,c ,b-c ; 
ft 2P-1 
-rujt) 1 - y 
1 + y ' 1 + y 
(3 2 4) 
~ 1 2 , 1 
a • c, —77 -jb — c , 
6 + " 
1 + y' 1 + 2/ 
(i + y)° 
I + y + Tv{f) 
1 + v ^ r ^ 1 - / 3 1 
x / r ^ 2^1 
a,b — c 
1 — y + Tv{f) 
1 + y H- r77(f) 
(3 2 5) 
where v{f) = 
1 - y i - ^ 
E 
n = 0 7 7 ' 
1 1,0 
a • — 7 7 , c , b — c , 
6 / ? - 2 ? 7 
l + y ' 1 + 7 / = (i + y r 
45 
1 
VTTAf 
1 + V T T W 
a,b — c , 
l + 2X-y 
l + 2X + y 
, (3.2.6) 
where X = 
and 
xf 
- pi 2,1 
n = 0 
0 . —77, c ; 6 — c ; 
T 1 - y 
6 : 7 + /??? ;. 
1 + 2/' ! + (/ 
(1 + e r (i + y)" iFi 
o,b-c ; 
1 + - y 
1 + .r^ + y 
(3.2.7) 
where ^ s a function of f defined by ^ = f( l + C(0) = 0-
3.3 FURTHER EXTENSIONS 
With a view to obtaining generating functions for the multivariable hypergeo-
metric functions, we observe that each of the generating functions (3.2.1) to(3.2.7) 
can be generahzed To generahze the classical result (3.1.2), first we replace r 
by xu in (3.1.2) multiply both sides by Wk,h{yu), 
express the Laguerre polynomials in terms of confluent hypergeometric function 
iFi with the help of (2.2.9) and then expand iFi in series. Integrate the resulting 
equation with respect to u between the limit 0 and oo with the help of integral 
(2.3.5). Finally, we expand 2^1 in series and then sum the resulting series, to get 
the following generating function after the adjustment of the parameters 
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r ) = 0 
11 \ 
a v.c ;_ : -77 ;-777i ; 
-13 ;7 ; b :: 
- 7 7 7 2 ; 
.T .Ti .r2 1 - y 
1 + 1 + 1 + 1 + y = ( 1 - 0 
-P 1 + 
xf 
{ i - m + y) 
0 ::c ; _ ; _ :-rr7i ;-r??2 -b-c ; 
b ::_ ;_ 17 1 — 1 
(3.3.1) 
where i^p ^ is the Pathan's function defined by (1.4.17) and is the Snvastava's 
triple series defined by (1.4.13). This evidently completes the proof of the gener-
alization of (3.1.2). In general, we can employ the same technique to generalize 
(3.1.3) and (3.2.1) to (3.2.7). Thus we get the following generahzation of (3.1.3). 
~ ( 4 ) 
n = 0 n! 
0 ::c ;_ ;_ :-n ;-r7?i ; 
b ::_ ;_ : - r? ;7 ; 
-7772 ]b-c ; 
X xi X2 I — y 
l + y' l + y' 1 + y ' 1 + 7/ 
= + 1 + 
xf 
0 c ;_ ;_ : —?77i ; —7772 \b — c ; 
•-Ti 
1 + yJ 
X2 1 +xf - y 
b ::_ ;_ :7 ; <5 
1 + xt + y' l + rt + if l + xt + y 
(3.3.2) 
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3.4 DECOMPOSITION TECHNIQUE 
In this section, we describe an interesting technique, known as decomposition 
technique, employed by Alanocha [54], by means of which a generating function is 
decomposed into two generating functions. This technique is based, in part upon 
a well known identity which is applied here to derive some generating functions 
for Laguerre polynomials. The idea of seperation of a power series into its even 
and odd terms, exhibited by the elementary identity (see equation (2 1 14)) is 
at least old as the series themselves. 
In (3.1.6), if we use (2.1.14), then we get 
00 oo J 
7 1 = 0 n=0 
1+a 
exp 
-xf 
[f + Vf^ + 4) (3.4.1) 
In (3.4.1), if we replace t by if and then equate real and imaginary parts, we 
get 
uu 
= exp 
T ) = 0 
cos(/!) + 
t 
V A ^ 
siiKp (3 4.2) 
and 
= expGxf^) 
1 1 = 0 
(3.4.3) 
where tan 9 — 2 - / 2 
xt 
and (j)={l + a)d-
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In (3.1 2), if we use the same technique, we get 
= exp 
n=0 Vl + f^/ 
{l + f y i ^ ) c o s i j (3 4 4) 
and 
= exp 
7 1 = 0 
/ xf ^ 
+ is ini / ; (3 4 5) 
Tf 
where tan <5 = f and ijj = {a + 1)6 - ^ ^ ^^ 
In a similar way from (3.1.3), we can obtain the following two generatmg 
functions 
oo . 
ELt'^'^^X-t'T = il + f'PhosX (3 4 6) 
7 J = 0 
and 
oo 1 / s 
z = -Ai+t'Phmx 
n=0 ' 
(3 4.7) 
where tan r] = f and X = arj — xt 
3.5 SPECIAL CASES 
In this section, we will obtain some of the special cases of the generatmg 
functions obtained in section 3 3 
If we put y = 1 successively in the generating functions (3.2.1), (3.2 2), 
(3.2.3), (3.2.4), (3.2.5), (3.2.6) and (3.2.7), we get the following generatmg func-
tions 
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n = 0 n[ 
a, c, - m - n ; 
X 
a : —m, c ; 6 — c ; 
(1 _ 
xt r 
1 + 
X 
xt 
1-t 
xt ' xt 
1 + z : 1 + 
[b -.p 
oo n^ 
l - t l - t 
a, c, —m — n ; 
b j - n 
( 1 + t r -1 
(1+.Tt)" 
1:2;1 K.f.: 1:1;0 
a : —m, c ; 6 — c ; 
.t;(1 +1) xt 
b :I3 
1 + xt ' 1 + xt 
r i 3^2 
n = 0 
—n, a, c ; 
.T 
M - i ; 
1 + x^x(t) 
1 + u{t) 
1 + uit) 
2FI 
a,b-c ; 
xu{t) 
1 + xu(t) 
(3.5.1) 
(3.5.2) 
(3.5.3) 
[1 + uit)]^-' 
—n, a, c 
X 
W - i ) 
3-^ 2 
a , 2 / 5 - 2 , c ; 
b,2p-l 
— xu{t) (3.5.4) 
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where u(t) = Ut + 4 
n 3^2 
n = 0 
a, -n, c ; 
6,/? + n ; 
1 + v T ^ ^ 1-/3 1 
2FI 
1 + xv{t) 
a,b-c ; 
XV (t) 
1 + xv{t) (3.5.5) 
where v{t) = 
1 - y i ^ 
Z . It n=0 
a, c, -n 
X 
2 
b,P-2n ; 
a,b — c ; 
i + v/TTi^i 
where X = 
xt 
(1 + X r 2F1 
1 + X 
1 + 
and 
z^ n 
n = 0 n! 
( 1 + 0 " 
a, -r?., c 
.T 
6,7 + 
a,b-c ; 
2F1 
.re 
where { is a function of t defined by ^ = ^(1 + ^(0) = 0. 
(3.5.6) 
(3.5.7) 
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For y = I, (3.2.5) reduces to 
n = 0 n! 
-n, a, c ; 
_b,P + n ; 
X 
2 1 + 
1 + v / n ^ 1-/3 
1 
a,b-c ; 
XV (T) 
2 + 
(3.5.8) 
where = 
1 - v / r ^ 
1 + V T ^ 
In (3.5.8), if we use the transformation [95; p.33(19) 
a,b ; ' a,c — b ; 
2 - 1 (3.5.9) 
c 7 ^ 0 , - 1 , - 2 , |arg(l - z)| <7r 
we get 
^ (/? + "On t^ . 
i 3^2 
71=0 n< 
-n, a, c ; 
X 
_b,p + n • 
a,c ; 
b 
1 1 / 3 - 1 
V T ^ 
- 4^(1 + 
1 + y r ^ i 
(3.5.10) 
which is known result of Prudnikov et al [69; p.417(7) 
For a — b, (3.5.3) reduces to 
n = 0 
-n, c 
•T 1 + xu{t) l + uit)f 
1 + 
u{t) (3.5.11) 
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In (3.5.6), if we use the transformation (3.5.9), we get 
g (/j - 2n)„ t" ^^^ 
n = 0 
1 
7?,! 
Vl+Tt 
where X = 
2 
xt • 
a, —n, c 
b,p-2n • 
a,c 
X 
2 
b ; 
l + x / T T ^ 
If we put c = -a, b = - and use [69; p.486(3) 
(3.5.12) 
iFx 
a, -a ; 
1 
2 
— 2 ( V m + + (A/TTi - (3.5.13) 
we get from (3.5.12) 
g (/3 - 2n)„ r ^^^ 
n = 0 nl 
a, —n, —a ; 
X 
2 
1 
v / r + 4 ^ 
i i + \ / r + 4 t 
( v / I T x + + {Vr+x- y/x) 2a 
where X = 
xt 
1 + v r + 4 t 
1 
If we put c = l - a , 6 — - and use [69; p.486(4) 
z 
(3.5.14) 
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2F, 
a , 1-0. ; 
1 
2 
— 2 1 (./TT^ + + {VlT~Z - ^zf^-' 
(3.5.15) 
(3.5.12) gives 
2n)n t" 
z ^ n 3^2 
n = 0 n! 
1 
a, —n, 1 — a ; 
X 
2 
1 
VT+M 
1 + V T T 4 ^ 
2 v T T x 
( v / T T x + ^ ( x / I T x - (3.5.16) 
If we put c — 1 - a, b — - and use [69; p.486(5) 
2-^ 1 
a, 1 - a ; 
3 
2 
— z 1 
2 ( 2 a - l ) v / i ( 7 1 + ^ + - (x /TT^ - ^zf"-' 
(3.5.17) 
we get from (3.5.12) 
(/? - 2n)„ r ^^^ 
7 7 = 0 
n! 
a, —n, 1 — a ; 
.r 
2 
1 
/ T T ^ 
i + x / T T ^ 
2 ( 2 a - 1)\/X 
+ (3.5.18) 
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If we put c = 2 — a,b= - and use [69; p.486(6) 
0 , 2 - 0 ; 
3 
2 
— 2 ( y n ^ + _ ( y r n - ^zf^-' 
(3.5.19) 
(3.5.12) gives 
n = 0 
a, —n, 2 — (7. ; 
X 
2 
A{a-l)sJX{l + X) 
xt 
\ / r T 4 i 
( \ / r T X + - ( ^ / ^ T X - (3.5.20) 
where X = 
1 + v T + 4 t 
Finally, if we put .Ti = x2 = 0 in (3.3.1) and (3.3.2) respectively, we get 
E 
71=0 
1 . 1 , 0 
a : —n, c \h — c ; 
X l - y 
- ( 1 - 0 1 + 
b : /? 
i + y l + y 
> I 
2F1 
a,b-c ; 
xt 
and 
(3.5.21) 
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oo ±n 
p i 2,1 
1 , 0 
Q : —77, c ]b — c ; 
.T 1 - y 
6 :P-n 
1 + y' 1 + j/ 
= + 1 + 
xf 
1 + y 
iF, 
o,b-c ; 
1 + xf - y 
l + xf + y 
(3.5.22) 
Each of the results (3.5.21) and (3.5.22) would follow immediately when we 
take m = 0 in the results (3.2.1) and (3.2.2). 
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CHAPTER 4 
ON DOUBLE GENERATING FUNCTIONS OF 
CERTAIN HYPERGEOMETRIC FUNCTIONS OF 
TWO AND THREE VARIABLES 
4.1 INTRODUCTION 
A two variable analogue of generalized Laguerre polynomial given by Beniwal 
and Saran [12; p.358(l)] has been defined as follows 
ml m 
(4.1.1) 
where F2 is Appell's function defined by (1.3.2) 
Also, we note that 
(.) { l . f j - it'Hr) L t % ) 
where L^^Kx) is generalized Laguerre polynomial defined by (1.5.3) 
(ii) P ^ i . — ) ( 1 - 2y) 
where is Jacobi polynomial defined by (1.5.8). 
Beniwal and Saran [12] studied some properties of a two variable analogue 
of generalized Laguerre polynomials. They also connected n variable analogue 
of generalized Laguerre polynomials to Lauricella's Fa of n variables (see [12; 
p.364(13)]). The following results involving a two variable analogue of generahzed 
Laguerre polynomial [12; p.359 (3),(5),(6), p.363(13), p.360(9)] are relevant to the 
present investigation. 
oo / rt nT \ 
E r " = (1 - 1 ) - ' (1 - T ) - ( l + + Y ^ ) (4.1.2) 
m,T)=0 
E r " = (1 + t)''-^ (1 + TY-\l + xt + yT)-" (4.1.3) 
771 ,n=0 
m^ ^ n ^ (6)^ (c)„ m! n! 
(4.1.4) 
MA,B;D;axJy] = E 
m,n=0 {D) m+n 
Fslb + m,c + n,A + m , B + n ] D + m + n;a,/3] L^-'H^^) (4.1.5) 
and 
oo 
m,n=0 
2F1 
b + m,A + m, ; 
a 
B + m 
(5)77, {D)n 
c + n, E + n ; 
P Lti '^H^.y) (4.1.6) 
D + n ; 
( |a| < 1, \p\ < 1, Re(5) > 0, Re{D) > 0) 
where 02 and •02 are Humbert's polynomial defined by (1.3.16) and (1.3.19) re-
spectively and F3 is Appell's function defined by (1.3.3) 
Exton [33] introduced the following two interesting generating functions of 
exponential forms (see [33; p.12(6.11) and (6.12)]) 
00 f / ) fZii") r ' ^ f - r ) " 
Y^ ^^^m+nV 2 Jm+n ^ ' ^(/-i+Tn+n)^^^ 
771,71=0 (/)777 + 27l Tt}. 
• exp 
V " 4 (4.1.7) 
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and 
m , n = 0 
(4.1.8) 
Sums of the types (4.1.7) and (4.1.8) do not posses a counterpart as a single 
series which is not tautological. 
If in (4.1.7) and (4.1.8), we replace y by yt, multiply both the sides by t^ and 
take the Laplace transform with the help of the results [95; p.220(12) 
a + n \ r(A) 
n iFi 
-n,X ; 
X 
s 
(4.1.9) 
a + 1 ; 
Re(A) > 0, Re(s) > 0 
and (2.2.10) we get successively from (4.1.7) and (4.1.8) the following double 
series representations of binomial forms: 
' f \ /'/+1 
E 
777., n = 0 
and 
/ f A 1 \ 
2 / \ / / V / m+n \ " / m+n 
x)"' 
(/)m+n m.\ n! 
2F, 
f + 2m. + n,b ; 
/ + m + n 
-y 
i - y 
1 + xy-
i - y 
(4.1.10) 
-b 
z^ —r—i 2^1 
m.,n=0 m! n! 
1 - 0, - n, 6 
1 — a — m — n ; 
- y 
i - y 
X - 6 
\ y J 
n - x y 
i - y 
(4.1.11) 
Using the hnear transformations (3.5.9) and [95; p.33(20),(21)] of 2^1 
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a,b ; 
c ; 
c - a , 6 ; 
z - l 
(4.1.12) 
o,b ; 
2F1 = ( i - ^ r ^ - V i 
c — a^c — b ; 
(4.1.13) 
c ^ 0 , - l , - 2 , - - - ; I arg(l - z ) \ < t t 
in (4.1.10) and (4.1.11) additional series representations may be written in the 
form 
' f \ f f + i ) 
E 
m,n=0 
\ 2 / m+n 
( 1 - y ) 2fn+n 
\ ^ / m + n 
2F1 
(/)m+n m! n 
f + 2m + n, f + rn, + n-b ; 
y 
f + m + n 
1 + f j i i - y ) ' - ' (4.1.14) 
X - 6 
E 
m,n=0 
/ 1 T \ 
V ^ / m + n V ^ / m + n 
( -x ) " 
if)m+n m\ n\ 
2Fx 
—m, b 
f + m, + n ; 
y 
E 
m,n=0 
\ 2 / m+n \ ^ / m+Ji 
iFx 
(/)m+r, rn\ n! 
- m , / + r??, + 77, - 6 ; 
/ + 7??, + n 
- y 
1 - 2 / + 4 y 
= 1 + 
xy -b 
4; 
(4.1.15) 
(4.1.16) 
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E 
m,n—0 
( « ) „ ( 1 - 0 - 7 7 7 - 77), 
2^1 
ml v\ 
1 — 0 — 77, 1 - (7—777 — ? 7 — 6 ; 
1 — — 77? — ?7 
y 
\n+b-l (4.1 17) 
~ ( « ) „ ( l - 0 - r 7 7 - 7 7 ) „ , . t ' " + " ^ 
r - ; 2-^ 1 
m,n=0 777! 77! 
—m,b 
1 — a — 77?, — 77 ; 
y ^ ( l - . r y ) - " 
(4.1.18) 
and 
E 
m,n=0 
(fl)„ ( l - f l - 777 - 77),„.r-+"(l-y)^ 
2F1 
ml vl 
— 7 7 7 , 1 - 0 - 7 7 7 - 7 7 , - 6 ; 
1 — 0 - 777 — 77 
- y 
i - y = { l - x y ) 
-b (4.1.19) 
The purpose of this chapter is to introduce equations (4.1.2), (4.1.3), (4.1.4), 
(4.1.5), (4.1.6), (4.1.7) and (4.1.8) as a main working tools to develop a theory of 
generating relations of hypergeometric functions of two and three variables which 
are double generating functions of single polynomials or functions. We analyze 
different cases and show that the method (which we propose here) may lead to 
further generahzations. 
In Section 4.2, we obtain some generating functions using the results of Beni-
wal and Saran [12] and Exton [33]. In Section 4.3, we obtain some generating 
functions in generalized form of some results obtained in Section 4.1. In the last 
Section 4.4, we discuss some interesting special cases of the results obtained in 
previous sections. 
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4.2 GENERATING FUNCTIONS 
For the derivation of generating function, first we would involve the use of 
-t -T 
(4.1.2). In (4.1.2), we replace t by - — j and T by -—— and use (4.1.1) to get 
°° / f / T 
( i - ' ) - ' ( i - r r E ( t t y ) ( - 1 ) 
\m+n 
m,n—0 
°° (n) 
= (l-/.r-ry)-« = ^ U^{fr + Tyr (4.2.1) 
n = 0 
1 / n (^)m (c)„ ^ r , . where w{x,y) = F2 a,-m,-iT,b,c-,x,y 
ml ri\ 
In (4.2.1), replace .r by xu and y by yu, expand F2 in series (1.3.2), multiply 
both the sides by u^'^e^P^Wk^hizu) and then integrate the result term by term 
with the help of (2.3.5). Finally, we expand 2F1 in series and sum the resulting 
series to get 
7 -o^fi w - f ; 
V • ; 
- 2,1 
- ^10,0 tX + TY, Z (4.2 2) 
where 
F[X,Y,Z] = 
1 • • o , i j \ _ ; _ : - m ] - 7 1 ; 7 ^ - / 7 ; 
V •• ; _; b] c; ; 
(4.2.3) 
t T 
Now, in (4.1.3), we replace t by -—j, T by ^^ —— and proceed on the same 
hne as above to get 
62 
E 
in,n=0 
[b-m)^ {c-n)„ f f 
77?! ??! i - f j v i - r 
T 
^ ••0,fi; _; _ : - m ; - v, r] - /j; 
rj ;: ; _; _: b — m; c — n; 
X,Y,Z 
l-cril 2;1 
7 
V • 
/ Xt YT \ ^ 
( 4 2 . 4 ) 
In the similar way, we obtain the following generating function with the help 
of equation (4.1.4) 
(7)^ -1-, {liU, Xr' Y^ p + 9 + 7> ^ - ; 
p + q-\-r} 
P,Q 
= E 
W p ( c ) , FIX, Y, Z (4.2.5) 
In (4.1.5) if we replace x by xt, y by y f , multiply both the sides by t^'exp 
- + 0 Wk^hipi), expand (j)2 in series by (1.3.16), writing the Laguerre 
polynomials in terms of confluent hypergeometric functions iFi, expand iFx in 
series and then proceed on the same hne as above, we get 
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_p(3) 
/I : :A; A; B; O - A; 
aX,PY,Z 
0. :: D-, _; _: _; _; 
= E 
iTJ,n=0 
/?(3) 
{-ir^^ianpriAUBUbUci, 
{D)R„+N ML ??,! 
// :: A; _; _ : - m ; - ??,; o - A; 
b] 
Fslb+m., c+n, A+m., B+n-, D+m.+n\ a, /?' 
c; 
(4.2.6) 
In the similar way from equation (4.1.6), after adjusting the parameters we 
can obtain 
7 " _ : 77 - m 
aX,PY,Z 
rj :: B; D-
= E 
m,n—0 
{-ir^-{aripriAUEUbUc)n 
{B)m {D)n m.\ 71,! 
2F1 
b + m., A + m, ; 
a 
B + w. 
2F1 
c + n,E + n ; 
P 
D + v 
F[X, Y, Z] (4.2.7) 
Now, we turn to the results (4.1.7) and (4.1.8) to get other generating func-
tions. For this, first in (4.1.7), we replace y by yt, multiply both the sides by 
and take the Laplace transform with the help of 
the result [27; p.216(14) 
) 
FA 
./o 
ki,fi2 -ka,---, ^n - 2/ii, 2/i2, • • •, 2//^; • • •, 
p + A' p + A 
(4.2. 
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where N = /xi + + • • • + Mn, A = + as + • • • + + N) > 0, 
Re(p ± ± • • • ± > 0, and is the Whittaker function defined by (see 
27; p.386]) 
1 
2 + / - A : ; 
2//, + 1 ; 
to get 
/ f \ 
m,n=0 
f f + 1) 
N / m+n \ ^ / m+n 
(f)m+n ml nl 
x'^i-xY 
f d i + c l o x 
oo ( / + 2m + n ) . [-yY [l - y + 
S ( / + m + n ) , r ! r(A + //i + /;2 + r) 
Fo A + /y,i + /i2 + r, fj.i - ki, fj^ - A;2; 2/7,i, 2/i.2; 
4 2 
^2 
ai + a2\ Q-i + ^2 
Fo A + /Yi + 11.2, Ih - ki,iJ.2 - k2\2//1,2//2; a'2 xy Q'l + a'2' ry ni + Qj 
(4.2.9) 
Next on expanding F2 into series and summing the triple series, we have 
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/ f\ 
E 
TT?.,r7.=0 
n 
V 2 / m+n. V ^ / m-f-^  
(/)m+n m! 7l! 
[c, / + 2m + n, //I - ki, //2 -k.2;f + m + n, 2//i, 2//2; 
- y "1 
+ — ^ 1 - 2 / + — ^ 1 - 2 / + — — 
4 2 
ttl + Q;2 
F2 C, /ii - - 2/y.i, 2/i2; ^y ^ ^^ , xy + as 
2 4 ^ 2 
(4.2.10) 
where F\ is the Lauricella function of three variables defined by (1.4.1) for = 3 
Proceeding on the similar lines, (4.1.8) yields 
E 
m,n=0 
(1-a-w.- n)^ (a)n 
m ! n ! 
F^^' [c, 1 - a - n, iJ.1 - ki, 11,2 - k.2\l - a - m. - n; 2/ii, 2^2] 
- y as 
ai + a2 ' + 02 V ai + a2 
^ 1 - Z / + ^ 1 - 2 / + 
I — xy 
i - y + 
ai + a2 
Fo C,Ml - - 2^1,2^,2-, 
a i "2 
1 — .ry + 
ai + a2 ' 
1 - .xy + 
ai + a2 (4.2.11) 
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4.3 GENERALIZATIONS OF (4.1.10) A N D (4.1.11) 
We start with results of Exton [33; p.l2(6.9) and (6.10) 
m , n = 0 
id) 
and 
g mUn (oQn-r--^" Li-'^'-'-Ky) ^ 
m,n=0 
id) ; 
[(g) 
xy 
xy 
(4.3.1) 
(4.3.2) 
where for the brevity {d) denotes D parameters c?i,c?2, • • • with similar inter-
D 
pretation for {g) and so on. Also {{d))rr,+n stands for 0 {dj)m+r} and so on. 
In (4.3.1),we replace y by yt, multiply both the sides by t^ and take Laplace 
transform with the help of the result [95; p.219(6) 
L I' v^q 
tti, • • • , « „ ; 
zt • ^ > = s (4.3.3) 
A , 
where Re(A) > 0, p < q] Re(5) > 0 if p < g; Re(s) >Re(z) if y? = g; then we get 
{{9))m+n{f)2m+n m\ n! ^ 
{d),b 
= {l-yfD+lFG+2 
f + 2m + n,b ; 
f + m. + n 
' -xy 
-y 
i - y 
(4.3.4) 
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Proceeding on the smiilar lines, (4.3 2) yields 
Z^ TTT^  r-^ 2^1 
7 7 7 , T ) = 0 
W! 77! 
1 — (7 — 77, 6 
1 — 0 — 777 — 77 ; 
-y 
i - y 
{d),b ; 
Ag) 
xy (4.3.5) 
(4.3.4) and (4.3.5) are generalizations of (4.1.10) and (4.1.11) respectively. 
Again, in (4.3.1) if we replace y by y f , multiply both the sides by 
and take the Laplace transform with the help of 
the result (4.2.8), we get 
- m u ^ r , t - ( - t ) " ^ ( / + 2777 + 77) , ( - y ) -
nt io m m+n 
l - y + 
ai + a2 -\-Hl-ll2-T 
(A + III + IJ2)r 
F2 X + fJi + fi2 + r, fii - ku li2 - 2/71,2/^2; ai + ^2 ' ai + a2 I - y + —-— l-y+ —-— 
= E 
m)r 
f-xyY / oil + 
V 4 
r=0 mr 1-) ( m rl 
-(A + //I + Il2)r 
Fo A + //I + /V2 + r, /^i - A-i, ti2 - A-2; 2/7I, 2//2; ^ ^ ^ ^ ^ ^^, ^ ^ al-\- Q2 
(4.3.6) 
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On expanding F2 into series and summing the triple series, we get 
E / + 2 7 7 7 + - h , f ' 2 - A - 2 , / + 7 7 7 + 7 7 , 
r,%0 {{9))iv+n{fU+u m\ 77! 
-y Qi 
tti + Q2 ' cti + a2 ' ai + a2 
1 - 2 / + — ^ — l - y + — ^ — + — F ; — 
1 + ai + a^ 
i - y + 
ai + a2 
fj2 - h ; 
pi DX\ 
1,1 
- x y 
c : i d ) 
2 2 
«1 0^ 2 
4 1 + 
<^1 + CI2 \ ' a i + a2 ' cii + 0:2 1 + 1 + (4.3 7) 
2/72 ; 
where FJg+^Ii is the generahzed Kampe de Feriet function of several variables 
defined by (1.4 8) 
Proceeding on the similar hnes, (4.3.2) yields 
00 
E 
777 , 77 = 0 
((d))„+„ (1 - 0 - 777 - 77)^  (o)„ 
^ [ C , 1 - fl - 7 7 , / / I - A ' l , f J 2 - k 2 \ 
{{g))m+v ml n\ 
1 - 0 - 7 7 7 - 7 7 , 2 / 7 1 , 2 / ^ 2 ; 
~y "2 
1-2/ + —^— i - y + —^— i - y + —^— 
1 + ai + a2 
i - y + 
ai + a2 
r y 
2 " 2 
c :{d) ; / i i - / r i ; 
. _ -{g) ;2//i ;2/y2 ; 
Q l Q 2 
^ ^ Qfi + ' ^ ^ 0^1+^2' ^ ^ Ql + ^ 2 (4.3.8) 
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4.4 S P E C I A L CASES 
If in (4.2.4), we put Z = 0, 7 = 77, /i = a + r — 1 and a = —r then we get 
{ i - t f - ' i i - T r ' E 
(6-m)™ ( c - 7 7 ) , , / f X"- / T X" 
m,n=0 m,\ nl \l-tJ \1-T 
1;1 
•^0 1,1 
—r, a + r — 1 : —m ; —n 
X,Y 
: b — m ]C — n ; 
= Vr 
tX TY 
+ l - T ' 
(4.4.1) 
where yn{x,a,P) is a Bessel polynomial defined by (1.5.6). 
In (4.2.5), if we put Z = 0, then it reduces to 
{V)p+q {o.)p+g {p ~ m)\ {q - n)\ m! ??,! 
p3:l;l 
For Z = 0, (4.2.6) becomes 
_ 77 :b ;c 
X,Y (4.4.2) 
-'^ 2:0,0 
/7,,A ; 
aX,0Y 
= E 
m,Ti =0 
{-ir+VfS- {A)m {B)„ {b)rr, (c)„ 
F3[b+m.,c+n,A + m,B + n-,D + 'm.+n]a,p] 
777,! 77,! 
//, A: -77?,; -77; 
a : b c 
X,Y 
(4.4.3) 
If we put //, = a, a = p and X = Y in (4.4.3), and use [93; p.34(6)], 
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a, + 62 H h b„ ; 
X (4.4.4) 
we get 
iFi 
X,A + B ; 
a X 
D 
= E 
rn,n=0 
^.n-fr, 
(D),n+n ml ?ll 
Fslb+rn,, c+7i, A+m,, B+n; D+m+n; a, a] F2[A, - m , -n; b, c; X, X] (4.4.5) 
Again, If we put /i = a and a — /3 = X = V—lin (4.4.3) and use [93; p.34(7) 
r ( c ) r ( c - a - b i 6„) 
Fo [o; bi,---,bn;c;l,l,---,l r(c - a) r(c - 6i b„) 
(4.4.6) 
c + 0, - 1 , - 2 , • • •; Re(c -a-b^ 6„) > 0. 
we get 
r(D)r(D-A-yl-B) ^ ^ ^ 1 ) - + " (/!)„ (6)„ (c)„ 
r ( Z } - A ) r ( D - y i - B ) m,n=0 (1))^,+^ m! n! 
Fsffe + m, c+77,y4 + n7,, 5 + + m + 1,1] F2[A, - m , -n ;b ,c ; 1,1 (4.4.7) 
In (4.4.5), if we use [93;, p.301(84) 
F 3 l a , a ' J J ' ; r , x , y j = (1 -
7 - a ' , 7 - / ? ' :«, /? 
p2 :2 ; 0 
7 
(4.4.8) 
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then we get 
X,A + B • 
2F1 aX 
D 
— 2. TTTT j j r2 
2-2,0 
1:2;0 
D + m.-c,D + B : 6 + m, /I + m 
Z) + m + 11 : D+ m-c,D+ m-B ; ; 
Q;(l - a ) , a 
(4.4.9) 
In (4.4.3), if we replace fj, by a, A and 5 by A + | and D by 2A and use a 
result of [40; p.963(ll) 
Fi 1 1 . 1 + 
y r ^ v T ^ . V T ^ + VI -
(4 ." 
2a 
.10) 
we get 
1 + 
v/1 - - PY_ 
2A 
= E 
m,n=0 
(_ ! ) -+" a - /?" (a + i ) (a + i ) (6)^ (c)„ 
\ ^ / m V ^ / T? 
(2A)^+„ mini 
F3[b+'m,c+n,X + ~+m.,\ + l-+n; 2X+m-+n;a,P] i^2[A, -m, -n;b, c;X, Y 
z z 
(4.4.11) 
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Again, in (4.4.3), if we put // = fl,^ = 5 = A+ - , D = 2A + l and use the 
A 
following result (see [40; p.965]); 
Fx = (1 - z r \ F r 
l - z 
2a+ 1 
(4.4.12) 
then we get 
A,A + i ; 
2 A + 1 
aX-l3Y 
1-I3Y 
= (i-pY)' y: 
7 7 7 , 7 1 = 0 
(2A + l)^+„ w \v \ 
F3[6 + rr?,c+7?,A + ^ + 777,A + ^ + ??;2A + l + r7? + n;a,/?] F2[A,-m,-r?; b,c-,X,Y 
(4.4.13) 
If we put X = 0 in (4.4.5) and use a result [69; p.453(76) 
Fs[a,c~a,b,c-b-c;w,z] = {1 - z^-^'-'^Fi 
o,b ; 
w + z — wz 
C ; 
(4.4.14) 
then after simplification, we get 
1 = (1 -
_ ::_ ;_ •,b,A D - A, D ~ b ;_ 
—a 
- a ( l - a), , a ( 2 - a ) 
1 — a 
) 
(4.4.15) 
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If we put Z = 0 in (4.2.7), then we get a formula involving Kampe de Feriet 
functions 
ZTiS:!:! 
7, a, n : A \E ; 
aX, !5Y 
A ••B -D • 
= E 
m,n=0 
f^n f^c)^  
{ b ) m { d ) „ m ! 77,! 
b + m, >1 + 77?, ; 
a iFi 
c + 77, E + n ; 
P 
B + m. ; J [ D + n 
For a2 = 0, (4.2.10) becomes 
7 , A, /J. : -777, ; - 7 7 , ; 
A -.b -c 
(4.4.16) 
E 
m , n = 0 
m+n 
( / ) n , + n m ! 77,! 
C, / + 2777 + 77, AZ-l - ; / + 777, + 77, 2//,i; - 2 / 
a 
a ' a 
1 + + a 
. 2/y,i 
(4.4.17) 
For a2 = 0, (4.2.11) reduces to 
E 
m,n=0 
(1 - a - 777, - 77,)^ (a)„ . t , m + n 
777,! 77,! 
Fo c, 1 — a — 77, //i — fci; 1 — a — 777, — 77, 2//i; - y 
a 
a ' a 
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J 
c, fii - ki ; 
a 
2 fix 
a 
1 - + 2 
(4.4.18) 
For a2 = 0, (4 3.7) reduces to 
F2 c j + 2m+v,fji - ki'J + m + n,2fJi; -y a' 
2 
-^ OG+2,1 
••(d) ; /A - A-i ; 
aX 
4 ( l + j ) 
2 ' 2 
Similarly, for a2 = 0, (4.3.8) reduces to 
a ' + f 1 
a 
a 
a 
1 + 2 (4.4.19) 
E 
tn,T)=0 
((d))^+„ { 1 - 0 - m - 77),. (o)„ 
((^))m+n W! ??! 
c, 1 — 0 — 77, — /ti; 1 — 0 — 777 — 77, 2/yi; - y 
Q-
o- ' q 
i - y + 2 1 - S / + 2 
1 - S / + 2 
c :{d) ]fii-ki ; 
xy a 
a> ^ a 
' ^ 2 ' ^ 2 
- -(g) ;2/7I ; 
If we put c = 2/71 in (4.4.17) and use the result [95; p.295(4)], 
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(4.4.20) 
F2[a,(5,p'-n,a-x,y] = {I - y)-^'F, 
X 
i - y 
(4.4.21) 
then after simplification, we get 
(L] 
oo I 2 / 2 / 
\ / m+n \ / m+n E 
m,n=0 (/);„+„ m! 77.! 
f + 2m. + n, iJ. + k, fi - t,f + m. + n; -y -y Of' a 
1-V + - 1-v+-^ 
2 
L \ 
2{l-y) + a 
4 + xy + 2cl 
\ • n+k ' / 
2 
. v 
2 ( 1 - y ) - a 
4 + .xy — 2Qf )\ 
fi-k 
(4.4.22) 
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CHAPTER 5 
GENERATING FUNCTIONS OF MULTIVARIABLE 
HYPERGEOMETRIC FUNCTIONS INVOLVING 
LAURENT SERIES 
5.1 INTRODUCTION 
Recently, Srivastava, Pathan and Bin Saad [97] gave an interesting multi-
variable generalization of a known result (see [95; p.325(9)]) 
( i - y ) 
- A X 1 + -
V y / 
oo 
= E m! 2^1 
fj.,X + m ; \ 
— X 
\m.+ l ; ) 
, < y 
( 5 . 1 . 1 ) 
in the form of a Lauricella function Fj''^ of r-variables defined by (1.4.3) as 
( 1 - 2 / 1 - 2 / 2 2/r 
Xi , X2 XR 
1 + — + — + ••• + — 
yi y2 2/r / 
oo 
= E (A) +rr7r 'mi! 777,2! 777,J.! 
[ / y , , A + 7 7 7 , 1 + 7 7 7 , 2 H H T^r] + 1, 77?,2 + 1, • • • , 7 7 7 . ^ + 1; - . T i , -.T2, " " " , -^-t 
( 5 . 1 . 2 ) 
where m = (777,1,777,2, • • •, tt?,^) 
We see for r — 2, (5.1.2) reduces to 
( 1 - 2/1 - 2/2) 
- A 1 + ^ + 2 
00 
= E (A) 
V 2 / 1 2 / 2 / m i l m s ! 
F 4 [//,, A + 777,1 + 777,2; mi + 1 , 777,2 + 1 ; -••J^l, ( 5 . 1 . 3 ) 
where F4 is Appell's function of two variables defined by (1.3.4) 
The purpose of this chapter is to introduce (5.1.1) as a main working tool 
to develop a generating function involving Laurent series of functions of Appell 
and Kampe de Feriet. By appropriately specializing variables and parameters 
a number of new generating functions of Gaussian and Appell's hypergeometric 
series are shown to follow as applications of the main result 
Also, we have obtained the corrected forms of some of the lesults of Pandey 
and Srivastava [61]. Many general families of bilateral generating relations involv-
ing the functions Ga, Gb and Gc defined by (1.4.14) (1.4.15) and (1.4.16), respec-
tively which are seemingly relevant to corrected forms of results of Pandey and 
Srivastava [61] are also considered here. Furthermore, we obtain some additional 
bilateral generating relations involving Appell's and Lauricella's hypergeometric 
fvmctions. 
In Section 5.4, we extend our definition of a generating function to include 
functions which possess Laurent series expansions. Thus, if the set {fni^)} is 
defined for r? = 0, ±1 ,±2 , , the definition of the generating function may 
be extended in terms of the Laurent series expansion. We have developed a 
multivariable generalization of bilateral series of functions of Appell, Srivastava. 
Kampe de Feriet and generalized Kampe de Feriet with the help of a result re-
cently given by Srivastava, Pathan and Bin Saad (5.1.2). Some interesting special 
cases are also considered in section 5.5. 
5.2 C O R R E C T I O N TO P A N D E Y A N D SRIVASTAVA'S RESULTS 
In 1996, Pandey and Srivastava [61] obtained some bilateral generating re-
lations involving hypergeometric functions of two and three variables in the fol-
lowing forms: 
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( - y ^ 
n = 0 ^ ( 1 - Q - V l - f 
/ —jr iif yf \ 
FsU + qA + qA + q, a', l ' ] l - / 3 - q , P, 7; — (5.2.1) 
T , = 0 g = 0 VJ- P P j q 
/ —T 7lf vf \ 
Fa (a, a, a, ft t ; 1 - /3 - 9; a , q; — , — , j (5.2 2) 
y wf vf 
l - r t - V f - l 
(5.2.3) 
and 
00 /x\ ±n 
e g i ( a + 77, /?, (3'-.t, y ) 
n = 0 r?! 
- " , ( 0 ) ; 
ip) • 
= Gi(A + r , / ? , ^ ' ; . r ( l - f ) , ^ / ( l - f ) ) (5.2.4) 
where are Horn's series defined by (1.3.5) and (1.3.6) and Fe and Fq are 
triple hypergeometric series of Horn's type defined by (1.4.10) and (1.4.11) 
Formulae (5.2.1) to (5.2.4) appear erroneously in the work of Pandey and 
Snvastava [61; p.l7 and p.l8, equations (2.1), (2.2), (2.5) and (2.7)] A closer 
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look at these formulas would evidently expose a number of superfluous parameters 
and variables on their right hand side. We choose first to give here the followmg 
corrected forms of [61; pp.17-18, eqns. (2.1),(2.2),(2.5) and (2 7) 
E ^ Gi(A+77, a , a'; .r, y) /y; /?, 7; u, v^ = (L-/)"' E 
(A)9(a), ( -y ^ 
n = 0 ^ 0 ( 1 - a ' ) , q m - f 
—X lit vf \ 
A + + + j (5.2.5) 
g=0 V-*- P ' I 1-r>=0 77! 
r \ \ I P -T Uf vf \ 
Fg a, a, a, /? - g, //, r A - p - q , a ; 1 7, : r, ; r 
\ i — t t — i t — 1/ 
(5 2 6) 
E ^ H,(A+n,a,/3;T,y) F^(-n,,J,r,l^;u,vr = (l-O-'E ^ "" 
n = 0 
Fg ( a + 2p, a + 2p, A + 2p,a-p, p, 7; P, u, u- (5.2.7) 
and 
00 / \ \ ±TI 
r ) = 0 77! 
- " , ( 0 ) ; 
( ( % r ! V f - i y (5.2.8) 
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Various generalizations of results (5.2.5) and (5.2.6) are proved in the next 
Section which provide the corrected version of [61; pp.17-18, eqns. (2.1) and 
(2.2)]. Other results (5.2.7) and (5.2.8) can be proved similarly. 
5.3 BILATERAL GENERATING FUNCTIONS 
In our present investigation, we need the following formulas 
n = 0 ^ I L T, I / 
max 
n = 0 ^ t 1 t i / 
xt yf- If 
t - 1 ) t - i > 1'' 
(A,//; a j 
(5.3.2) 
and 
f (A)„ r 
Z^ —Ti— a+I^B 
r ) = 0 
n! 
- n , (a) ; 
{b) ; 
X 
A,(a) ; 
(b) ; 
xt 
(5.3.3) 
Equations (5.3.1) and (5.3.2) are known results of Srivastava [86; p.86(4.1) and 
(4.3)] and equation (5.3.3) is a known result of Chaundy [20; p.62(25) . 
We prove the following bilateral generating relations 
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°° (A) 
— + n, a, a'] u] x, y, z) fj:, /?, 7 ; u, v)e 
n = 0 
P,9=0 {u - p)q (i/)p p! g! 1 
/ z ut vt \ 
i^ E A + - p , A + g - p , A + 9 - p , a + p , /j,, /v,; jy - p + /? , 7; 
\ i — t t — i t — 1/ 
(5.3.4) 
00 
^ ^ ^ ^ ( A + n, P, 13'• u; x, y, z) 7; a; u, v)e 
n=0 
A + 9 - p : : _ ; _ ; _ : P + p ]iJ. ; 7 ; 
y _y 
tl 
2 ut vt 
1 - f / t - r t - i 
(5.3.5) 
°° fA) 
E + n, /?1, /?2, 3:, y, z) F,{-n, m /?, 7; u, v^' 
n=0 
= a-1)-' E 
X + q-p ;//, : /Jg 
{.r(i - or 
Vl 
2 ut ut 
;_ ;_ :a-p + q ;/? ;7 ; 
l - t ' t - V t - 1 
(5.3.6) 
E + n, y, z) F,{-n, IJ., 7; t;)r 
n = 0 
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X + q~p ;_ ;_ : 03 
.1-t 
W ; 7 ; 
uf vi 
1 - f ' f - l ' f - l 
(5.3.7) 
OO fy\ 
E + ?7, a , A ; /?2; -r, y, Z) ir, /?, 7; v, v)f" 
n=0 
_p(3) 
;_ : I - P2 - p - q ;_ ;_ ; 
ut vf 
1 - f V - l ' f - l 
(5.3.8) 
00 
E + A; /?2; T, y, z) Fi(-V, f j , /?; 7 ; u, v)r 
71=0 
- A ^ ( A ) , / r \ 
p^^o (^2)^+9?!?! V i - t y 
A + P : :_ : l-p2-p-q \ I' ; 
2 ut 
l - V t - V f - l 
1 — 1 — ) 
(5.3 .9) 
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oo 
E -~G2{\ + 77, beta'-, .r, y) 7 ; u , v)f' 
n=0 7?' 
/ ^ N 
• - • - " " ' - S ' ^ ^ 
Fg 
.T —ut —vt 
l + . r - f ' l + . T - f ' l + r - / ^ . 
(5 3.10) 
and 
v=0 
-n,{a) ; 
(fc) ; 
- A 
• . . I - P - P ' ,A ;A 
: 1 - / ? ;A, (6) ; 
(5 3 11) 
where 
l + 2 x ~ f - ^(1 - ty - Axy l + 2y-t - ^(1 - ty - Ary 
X = tt:: ^ ^ , Y — — 
Z = 
2{1-f + .T + y) 
-zf 
2{1-f + T + y) 
1-t+x+y 
To prove (5.3.4), we consider 
5 = Y.-TGA{X + n,a,a'-,i.-,x,y,z)F,{-7i,tj-,P,r,u,vr 
n=0 
Expanding Ga in series as given in (1.4.14), using the relation 
(A)„ (A + 7?)p4.5 = (X)n+p+q = (X)p+q{X + P + q)„ (5.3.12) 
and (5.3.2), we get 
S = E 
p,g , r=0 
-X-q—r+p 
X + q + r ~ p , 11] /?, 7; 
ut vt 
Expanding F4 in series form by (1.3.4), using the relation (1.1.16) and finally 
summing the resulting series, we get (5.3.4). 
If we proceed on the Unes similar to the one which we employed in proving 
(5.3.4), we can easily prove (5.3.5), (5.3.6), (5.3.7), (5.3.8) and (5.3.9). 
Now, to prove (5.3.10), we consider 
00 
n = 0 
First of all we use the transformation [93; p.319(169) 
G2[a,a',PJ'-,x,y] = (l + , : )-°(l + y)"-' 
F2 
1 + x l + y 
(5.3.13) 
expand F2 in series form, use the results (5.3.12) and (5.3.1) and then sum the 
resulting series to get (5.3.10). 
Finally, for the proof of (5.3.11), we consider 
00 
7 1 = 0 
7?,! 
-n,(a) ; 
(b) ; 
e, 
expanding Gi in series form by (1.3.5), using (5.3.12) and (5.3.3) and summing 
the double series, we get 
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^ = ( 1 - ^ r ' E 
((a))r (X)r ( Zt 
Gi A + r,/?,/?'; 
. t y 
l - t : 1-t 
Again using the transformation [93; p.319(171) 
Fo 
G,[a,/3,p'-x,y] = (l + x + y)-" 
1 - /y - ^ , a , a ; 1 - /y, 1 - /y ; 
2{l+x + y) ' 2{l + x + y) 
( 5 . 3 . 1 4 ) 
expanding F2 in series and summing the resulting series, we get the generating 
relation (5.3.11) 
5.4 GENERATING FUNCTIONS ASSOCIATED W I T H LAURENT'S 
SERIES 
In (5.1.1), we replace x by xt and y by yt, multiply both the sides by 
(y -— ^ and integrate the result with respect to t between the limits 0 and 
(1 — tz)P 
y with the help of [69; p.316(20) 
•y - xf-^ 
Jo (1 - xz)p 
- B{cJ) 
2FI[a,b-,c-,wx] dx 
y ,c+l3-l 
{l-yzY 
F, p,a,0,b,c +p] 
yz 
yz-V 
wy (5.4.1) 
y, Re(c), Re(/?) > 0; |arg(l - wy)l |arg(l ~ z ) \ < t t 
Finally adjusting the parameters, we get the following generating relation of Ap-
pell's function of two variables 
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OO /XN ym 
^ = -oo vm + -l-jm 
In view of the result [69; p.453(76) 
F : i [ o , c - a A c - b - c - w , z \ = (1 -
a,h ; 
w z ~ wz 
the special case A = 1 + /? — p may be written in the form 
(5.4.2) 
(5.4.3) 
oo (A f} - n) Y 
fr?=-oo 
= ( i + f ) Y + Z-YZ . (5.4.4) 
1 + /? ; 
The result (5.4.2) is fairly important and offers the possibiUty of obtaining 
further generalization. 
We note indeed that, in the case of r = 2, by exploiting the same procedure 
and (5.1.3), we can expand Appell's function F4 into series and combine the result 
with (5.4.1) to got 
(A)mi+rr72 ^ (c)mi+ni2 E 
_p(3) 
mi+7712 ^'l! '>^'2-
::/j.,X + mi + m2,c + mi + m2 ; _ : 
W2 + 1; 
C + + 777,1 + 777,2 :: 
—Xi, —X2, z 
; _ : 7771 + 1 ; 
F3 IP,c,/3,A;C + 0;Z,Yi + Y2 
(5.4.5) 
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We shall now generalize (5 4 2) and (5 4 5) m terms of generalized Kampe de 
Fenet series in the form 
OO ( \\ ( \ V"'^ yrnr °° 
EV y^mi+7n2+ +mr \^Jmi+m2+ +mr 1 2 _ _ r \ ^ i ^ i ' ' ' ^ i Z^ 
j-.3 0,0, ,0 
1 , 1 , , 1 
{c + P)mi+m2+ milm^^ 777^ ! ^ (c + ^ + Wj + 7712 + ^ 
/;, A + 7771 + 7772 H h 77?^ , C + r??i + 7772 H h 777, , 
C + + 9 + 7771 + 77?2 H \-mr : TH i + 1 ; 
-Xi, ~X2, • • • , -Xr 
7772 + 1 ; ; 777r + l j 
Xs XrV 
= 1 + — + — H + — 
' ^ y i 72 YrJ 
Fs[p,c,P,X;c + /3; +Y2 + • • • + Yr 
(5 4 6) 
The proof of (5.4.6) is similar to the proof of (5.4.5). 
5.5 SPECIAL CASES 
For X — 0, (5.3.4) reduces to 
E ^ Fi(A + 77, a, a'; z.; y, z) /?, 7; 7;) ^ = (1 - f)-' £ 
n = 0 
y \ 9 / z uf vi 
F b A + + + + 
I — T / \ I — t J— It— I 
(5.5.1) 
If we put ?/ = 0 and ^ = 0, successively in (5.3.4), then it gives the following 
generating relations 
£ A+77, - x , - z ) 7; n , ^ = ( l -^)"^ f i ^ h ^ 
p=o MpP-
{.t(1 - t)Y FE (x - X - p,X - p,a + p, fj., fi] iy-p,P, 7; ^ ^ ^ J ^ ^ 
' (5.5.2) 
and 
f ^ Gsla, a', X+n, l-w, -x, -y) 7; t;) e = ( l - f ) " ' f ^ ^ ^ ^ 
( y ut i)t X-p,X-p,X-p,a', - p, A 7; jTTY' jT^ 
(5.5.3) 
For y = 0, we get from (5.3.10) 
77=0 
— .T 
1 - / 3 
Fi [ -n , fj., 7; T = (1 + .r - t) 
Fr: A, A, A, 1 - /? - fj., 7; 1 - /?, a , a; •T —u;^ —vt 
l + x-V \ + x-V l^-x-t. 
(5.5.4) 
For Z = 0, (5.4.5) reduces to 
E 
773 0,0 
^ 1 : 1 , 1 
n,um2=-oo + mi! 777-2! 
(J., A + 777,1 + 177,2, C + 777-1 + ^-2 : 
0 + ^ + 7771 + 777-2 
- Xi, -X2 
: 777-1 + 1 ; m-2 + 1 ; 
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/ 
c + 13 
Yi + y^ (5 5 5) 
Setting p = (3 and A — c in (5.4.5) and using result (5.4.3), we get 
E 
rr)i,m2=-t» + mi! mz! 
: : + W i + W2,c+77?i + ?7?2 ; _ ; _ : 
c + /? + mi + m2 :: 
; 
+ 1; 
—Xi, —X2, 
Yx YJ 
iFi 
c + P ; 
Z+(Y, + Y2)il-Z) (5 5.6) 
For Xi = 0, (5.4.5) becomes 
E 
77? 2 
mi,7712=—00 
r0 3, 
1,c 
2 
0 
: A+ ?7?1 + 7772,0 + W i + 777 2 ] p, ^ ] 
-X2,Z 
c + /9 + 7771 + 777 2 : " 7 2 + 1 
1 f 
X2V 
F2[p,\,p,c-,c + p-Z,Yy+Y2 
\ ^2/ 
Interchanging p and P in right hand side of (5.4.5) to use [69; p.450(36) 
(5.5 7) 
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F3[a, a', b, b'; a + a'; w, z] = {1 - z)-'''F^ a, 6, b'\a + a'; w, 
- I J 
(5.5.8) 
we get 
E 
7^(3) 
:: /y., A f mi + 777,2, c + 777,1 + 777,2 ; _ ; _ : 
m-2 + 1; 
C + + 777,1 + 777,2 " 
-Xi, -X2, z 
: 777,1 + 1 ; 
{l-Y.-Y^r^ 
Yr+Y2 
yi + y 2 - i J 
(5.5.9) 
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C H A P T E R 6 
CERTAIN TRANSFORMATION AND REDUCTION 
FORMULAE FOR H Y P E R G E O M E T R I C FUNCTIONS 
6.1 INTRODUCTION 
Transformation and reduction formulae for single and double functions have 
been given considerable attention in the literature (see for example, Prudnikov 
et al [69 Saran [731, Exton [291, Srivastava Buschman and Srivastava [18 
81],[82],[83],[87], Srivastava and Exton [92]). Prudnikov, Brychkov and Marichev 
69] provides an impressive and a wealth of information on series and transforma-
tions. Transformation and reduction formulae have been used rather extensively 
in the widely scattered literature on generating functions (see for details, Srivas-
tava and Manocha [95] and Srivastava and Karlsson [93] and the references cited 
therein). 
In this chapter, making use of certain known summation formulae given in 
Prudnikov et al [69], Exton [33], Pathan and Bin Saad [64], Das [23], Burchnall 
and Chaundy [17] (see also Glasser and Montaldi [36]), Srivastava and Karls-
son [93] and Pathan and Khan [65], we obtain a number of transformations and 
reduction formulae involving functions of Appell and Kampe de Feriet and Sri-
vastava's triple series. Although various transformations and reduction formulae 
are known, we hope that our results are also worth attentions for one reason that 
some of our formulae have something of the simplicity because they typically 
involve variables which are not equal or opposite. 
In section 6.2, we have obtained some transformations and reduction formuu-
lae and in section 6.3, we discuss some of the special cases of the results of the 
section 6.2 which give some known as well as new results. 
6.2 TRANSFORMATION A N D REDUCTION FORMULAE 
We have from a well known result [69, p.412(3)] involving generalized La-
guerre polynomial, Confluent hypergeometnc function and Bessel function 
. \ 
y 
1 - 6 
= T{b) (xy)^ ey (6.2.1) 
V b + k ; 
In (6.2.1), if we put 6 - 1 = a, use the result (2.2.9) and expand iFi 's in 
series succesively in the resulting equation and then summing the series, we get 
a transformation 
ir(3) 
_ :: a — a + 1 ; ]a — o + l : } — 1 
;a + l : a - a + 1 ;a - o + 1 
Exton [33] in 1993 gave the following result (see [33; p.7(4.9)]) 
y, -y 
( 6 . 2 . 2 ) 
E 
m,n=0 77?i V\ 
" - m ; " -11 ; 
li^l z iFi y 
a + 1 ; a + 1 ; 
= exp(r?/ - Tz) oFi — T yz 
a + 1 ; 
(6.2.3) 
First, if we use the result (2.3.3), write o^ i^ interms of Bessel function [70; 
p.l08(l)] 
Mz) = r{ii + 1) 
df I —z 
V + 1 
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(6.2.4) 
we get 
m,Ti=0 m.\ n! 
a + 777, + 1 ; 
— 2 
O + l 
iF, 
a+n+l ; 
- y 
a + 1 
= r ( a + 1) { x ^ z ) " ' (2.TV^). (6.2.5) 
On expanding iFi's in (6.2.5) into series and summing the resulting series will 
evidently lead us to 
oo £2+?/ (-z)P (-v)'' 
y , , Fila + l,a + p + l,a + q + l]a + l,a + l-,x, -X 
r{a + l) (.rVP)-" Ja (2.xV^) ( 6 . 2 . 6 ) 
Using the formula (2.3.10) in (6.2.6), we get 
p,q=0 
-z \ P / - y Y 1 
1 + xJ p\ q\ 
a + p+ l,a + q + l ; 
X 
x^-1 
a + 1 
= r{a + 1) (1 - x'r^'ix^)"^ exp[.7:(y - z) - z - y\U2x^). (6.2.7) 
On expanding 2^1 in (6.2.7) into series and summing the triple series, we get 
_ : : _ ; a + l ; a + l : ) ? . 
: « + ! ; a + l ; a + l ; 
-y 
1 — .r' 1 + .r' .-r^  — 1 
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= r{a + 1) (1 - exp[T(j/ - z) - y - z\U2r^z) (6.2.8) 
Pathan and Bin Saad [64] obtained the following generating function (see 
64; p.l56(4.16)]) 
E 
777 = 0 
; (a + l). 
m\ 
X 
1 + . t ( 1 - y) 
a :: a+l\ 
'F, 
b — m, a ; 
Q+l 
—x'^yz 
-XZ, ,2 
1-xy 
c :: -1 — ) — 1 
(6.2.9) 
In (6.2.9), if we use the transformations (4.1.12) and (4.1.13) expand in 
series and then sum the resulting series, we get the following transformations 
a+1 
a :. a + 1 ;. 
c + b :. ) ? -
; b ; 
-r^yz 
-rz, z , 2 1 - ry' 
1 ) . 
= F2 c,a + l, c + b-a] c, c + b; -, z 
- (1 - z r F2 c, a + 1, a; c, c + 6; 
l + . t ( l - y ) ^ 
X 
l + T(l-y)' z-1 
( 6 . 2 . 1 0 ) 
If we use the transformation (4.1.12) in the left hand side of a result of Pathan 
and Bin Saad [64; p. 146(2.3) 
95 
~ ( a + l W „ . r " ' (-.T)' 
Z^ ;—^  2-^ 1 
m,n=0 ml ni 
-77?,/, 
a+l 
2^1 
—??, 7' 
a + l 
/, r 
-x^zy 
+ l ; 
{l + xz){l-xy) 
( 6 . 2 . 1 1 ) 
we get 
a + 77? + 1, / ; 
2 - 1 
a + l 
r a + 7? + 1, r ; 
a + l 
1 - ^y 
\ 1 - 2 / / 
\ 1 + .T2 
1-z 
-I 
2^1 
/, r 
2 —xzy 
. a + l ; 
(l+xz){l-xy) 
( 6 . 2 . 1 2 ) 
Expanding 2F1S in the left hand side of (6.2.12) in series and summing the 
triple series, we get a representation of 2F1 in the form 
- ( a + l ) „ (- . r)" 
n = 0 
_ : : a + l ; _ : q + ?7 + 1 ; I 
; _ : a + 1 ; a + 1 , 
a + 7? + l , r ; 
•T, 
a + 1 
y__ 
z - V y - 1 
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1 - '^V 
/ 
n + xzy^ 
V 1 j 
L r 
a + l 
-x'^zy 
{l + zx){l-xy) 
(6.2.13) 
For / = Of + 1, (6.2.13) reduces to 
~ (a + 1)^ . r - ( l - z)^ ^ 
-7 
m=0 m! 
a + l,a + m+l,r]a + l,a+ l;-x, 
y - 1 
= ( 1 + {1 + z x - xy)-' ( 1 - yy (6.2.14) 
which is equivalent to the following reduction formula 
i?(3) 
_ :: a + l ; a + l ; _ : _ ; r 
.r(l - 2), - . r , 
; _ : _ ; a + 1 ;« + 1 ; 
2 / - 1 
= (1 + (1 + z.r - xy) - ' (1 - yY (6.2.15) 
M. K. Das [23] generalized the following relation of Brafman [13 
oo 
n=0 
- n , c ; 
y 
l + a • 
w" = {1- wy'-^il -w + wy)-
exp 
/ —xw 
\1 -w 
iFi 
xyw 
l + a ; 
(1 - + wy){l - w) (6 .2 .16 ) 
in the form 
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n=0 
—ri,o 
b+a+1 ; 
y 
exp 
/ —xw 
\1 -W/ 01 
a-,b,b + a + 1] 
yw ryw 
I — w + wy' {1 — w + wy){l — w) 
(6 2 17) 
where (pi is the confluent hypergeometric function of two variables defined by 
(1.3.15) 
Now, in (6 2.17), if we replace r by zix, multiply both the sides by 
expand (p\ in series (1.3.15) and integrate the result term by term with the help 
of (2.2.7), we get 
E 
.=0 \ " / 
—r?, a 
y 
b+a+1 ; 
F2[X + 1,-77, - m ; a + 1, /? + 1; Zi, Z2 
= (1 - -w + yw^il -w + 7021)-^-^ J] {oUs{b)r 
yw \ r / \ s ^ ' Ziyw \ (A + 1). 
1 - w + yw J \l-w + ywj (1-w + wzi) 
+ si 
- 7 7 7 , A + s + 1 , 
P+l 
^2(1 - to) 
1 — W + lUZi 
(6 .2 .18) 
which obviously contains, as its special cases, numerous generating functions 
for the Srivastava's triple series, Appell's series and many other hypergeometric 
functions These special cases are considered in section 6.3. 
We have from a well known result of Burchnall and Chaundy [17; equation 
(53)] (see also Glasser and Montaldi [36; p 585(2 35)]) 
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__ ; 
oF, X oFi y 7 + IJ 
o + 2r ; 
(6.2.19) 
In (6.2.19), we expand qFi in series, replace x by .ru, y by yu, multiply both 
the sides by — and integrate the result with respect to u between 
the limits 0 and 1 with the help of Eulerian mtegral (see [93; p.275(l)]) 
- u f - ' du ^ Re(a) > 0, Reip) > 0. (6.2.20) 
0 l ( a + p) 
Next, if we seperate the series in right hand side into its even and odd terms 
with the help of the identity (2.1.14), then after some calculations we get the 
transformation formulae involving Kampe de Feriet functions 
0 ,0 
•^4 1,1 
pio.o 
a a + 1 
Q 
a + p : 0 ; 
2 ' 2 
(7 0 + 1 a + p a + p+1 
2' 2 ' 2 ' 2 
a + 1 q + 2 
xy {x + yf 
4 ' 16 
- ;2 ; 
Q 
aia + 0) 
{r+y) 
0 , 0 
1,1 
2 ' 2 
0 + 1 0 + 2 A + P + 1 A + P + 2 
xy (x + yf 
4 ' 16 
: 0 
' 2 ' 
( 6 . 2 . 2 1 ) 
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Karls&on ([44],[45]) derives a number of interesting reduction formulas for 
various hypergeometnc series in three variables One of these triple series identi-
ties (see [93; p.311(135)]) is 
~ A{m+71,p) ^ y" _ ~ A{m + 2v,p) (.r + y)'" {ry)" ^ 
p! ~ (i^)r. rn\ 77' p\ 
(6 2 22) 
If we take 2 = 0 then (6.2 22) reduces to 
~ A{m + ii) ^ y ^ ^ ^ Ajrn + 277) (r + y)"- ^ 
(^U H n "! ( ^ W m\ n! 
Now, in order to make use of the equation (6.2.23), we put A{'m + v) = 
{a)rr,+„{P)m+n and in the right hand side we seperate the m series into its even 
and odd with the help of identity (2.1.14) and then sum the double series, we get 
I a 1 p P+l 
2' 2 ' 2 ' 2 
u u+1 
Ary, (r + ijf 
L 2 ' 2 
r a + 1 a + 2 p+1 p + 2 
2 ' 2 ' 2 ' 2 
iy + 1 u + 2 
2 
' 0, 
ATy,{r + yf 
' ' 2 ' 
(6 2 24) 
Again, in (6.2.23) in right hand side we use the identity (2.1.14) in m-senes, 
replace .r by ru, y by yu, multiply both the sides by - v?)~2Pl^{u)Jy{ou), 
express J^{au) in series (2.1.6) and integrate term by term with the help of the 
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result, [9; p. 172] (see also [65; p. 178(7)]) 
r { l ± a 
x" ( l - x ^ ) ^ P ! ; ( x ) d x = —TTi ^ ' J (6.2.25) 
Jo ^ ' ^ /2 + c r \ ^ / 3 + + - / / \ ^ ' 
2 J 2 
Re(/i) < 1, Re{a) > - 1 
then after some calculation if we adjust the parameters, it is not difficult to obtain 
the transformation formula involving hypergeometric function and Srivastava's 
triple series 
V^ V ^/rn+v ^p^ 
m Ti=0 \y)m 
m n , 1 m n 
—a 
m n m. n 
= f ( ^ ) 
^ ^ 1 a a + 1 / ? + l 
c, d 
2 •• 2 ' 2 ' 2 ' 2 
+ 1 
a 
•• 2' 2 
r(c) r(cf) (.r + (3) 
/ 1\ / 1\ 
. 1 . ^ a + 1 a + 2 (3+1 (3 + 2 
1 , 1 u + l u + 2 
{x + y f , Axy, —-
: u; u + 1; 
( 6 . 2 . 2 6 ) 
We have from a known result of Pathan and Khan [65; p. 181 (16) 
' _ ; ' " _ ; " 
oFi X oFi y 
.b ; 
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p 2 0,0 
^ 0 3,1 
b,n + b- 1 : 
: a,b,o + b — I ; 
. t ( 1 - ^ 
•r/ 
yV y 
X 
(6.2.27) 
In (6.2.27), if we replace x by y by and 2 by multiply 
both the sides by o^i , expand F^^f in series by (1.3.22) and 
integrate the result term by term with the help of [93; p.286(41)] (see also [92; 
p.40, equation(lO)]) 
a a 1 2 2 
2 ' ' ' ' ' • • • ' '^TJ 
1 /'OO 
= r R /o 
-xh^ 
4 ^ 
7 i 
••qFI 
Ir, 
df ( 6 . 2 . 2 8 ) 
1 >1 R e ( . t i ) I + • • • + I Re(.r„) |, Re(a) > 0, 
then on adjusting the parameters, we get 
a a + 1 
L2' 2 
a a + 1 
•,a,b,c]X,y,z = xj 
_p(3) 
_ :: 6 , 0 + 6 - 1 ; 
— 1 n ' 2 ' 2 ) — 1 — ) 
: a, 6, (7 + 6 - 1 ; 6 ; c ; 
.T (1 - ^ 
X/ 
yV y 
X 
(6.2.29) 
where ^ is the Lauricella function of three variables. 
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6.3 SPECIAL CASES 
Some special cases of the formula (6.2.18) are worthy of note. For mstance, 
if = 22 = 0, it would reduce to 
E 
T7=0 
— ??, 0 
b+a+1 ; 
y 
{1-w) a—a—l 
(1 - + ywY 
iFi 
a,b 
yw 
b+a+1 : 
I — w + wy 
(6.3.1) 
On the other hand, if we use the transformation (4.1.12) in right hand side, put 
zi = Z2 = z, (6.2.18) becomes 
E 
n = 0 \ 
n 
w\Fi 
—71, a 
y 
b+a+1 • 
FafA + l,-v,-m]a + l,P + 1; z, 2 
{1 - - w + yw)-" 
where Xi = 
(1-W-Z + 
_:: 0 •,\ + l\_:b;_;P + m + l-, 
^•••b + a + 1; P+1 ; 
yw ^^ wyz 
{w-l)z 
1 — w + yw^ ( 1 — ro + yw){l — w — z + 2wz) 
(6.3.2) 
and Zi = 
1 — w — z + 2wz 
Again, if we apply the Hnear transformation (4.1.12) in (6.2.18), expand 2F1 
and F2 in series and then sum the triple series, we get 
r)=0 \ n / 
_-,X + l]_: n, b + a + 71+ 1] 
h + a + 1 ; a + l ; / ? + l ; 
y 
y - 1 
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(1 - -w + ywyil - yY 
{\ — W + lUZi — Z2 + 
_ : : 0 ;A + 1; ;/? + m,+ l; 
::b + a + l]. J P + 1 ; 
(6.3.3) 
where Y2 = 
wyzi 
{1 - w + wy){l -w + wzi - 22 + WZ2) 
For zi = Z2 = 0, (6.3.3) reduces to 
, ^2 = 
(1 - W)Z2 
W — WZi + 22 — WZ2 — 1 
° ° ^ a + ?7 ^ E 
T1=0 V 
w'' 2F1 
(7, 6 + a + 77 + 1 ; 
y 
b + a + 1 
y - i 
= (1 - wr-'^-' il-w + yw)-^ (1 - yT 2F1 
(7, b 
b+a+l ; 
(6.3.4) 
For 22 = 0, (6.3.3) reduces to 
E 
n = 0 \ 
n 
o,b + a + n + 1 ; 
y 
b + a + l 
y - i 
2F1 
A + 1 , - 7 1 ; 
z\ 
a + 1 
(1 - (1 - + yw)-" (1 - y)" 
{1 - w + 
Fi[a,b,X+l] b+a+l] ^1,73] (6.3.5) 
where Y^  = 
wyzi 
(1 ~ w + yw)(l — w + wzi) 
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On using the transformation (3 5 9), the result (6 3 5) becomes 
- 7 7 , 0 ; 1 r - 7 ? , 1 + A ; 
r)=0 n\ 
y 
6 + a + l ; 1 ; 
= + + b + a + 1] X^Y^ 
(6.3 6) 
which is a known result of Das [23; p.572(3.12)]. A particular case of the relation 
(6.3.6) is noteworthy. Putting 6 = 0 and changing A and a to A — 1 and a — 1 
respectively, we get the following result proved by Weisner [107 
n = 0 
" - 7 7 , a ; 
y 2 f 1 
a ; 
= (1 - - w + - w + wzi)-^ 2F1 - A 
a,X ; 
a 
(6 3 7) 
Thus our result (6.2.18) may be considered to be a generahzation of the result 
of Das as well as the result of Weisner given by equations (6 3 6) and (6 3 7) 
respectively 
For zi = Z2 — z, (6.3.3) becomes 
_ •: _; A + 1;_ : 0, 6 + a + 77 + 1; - r? ;-777 ; 00 / , \ 
a+ 71 
77 
r)=0 \ 
W 
n p{3) y 
b + a + l 
y - 1 
(1 - (1 - + yw)-" (1 - y)" 
{1-W + 2WZ-
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i?{3) 
a. ;A+1; : b ;/3 + m + l; 
b + a+l]. 
(6.3.8) 
_; P + 1 ; 
Comparing (6.3.2) and (6.3.8) and collecting the coefficients of w", we get 
. 1 
2F, 
—77, a 
y 
b+a+1 ; 
F2[A+ 1, - 7 7 , , - 7 7 ? ; a+lJ + U z,z] = (1 -
A + 1; : fl, 6 + a + 77 + 1; - n ; -m. ; 
y 
b + a + 1 ;a + Ul3+l-, 
2 / - 1 
(6.3.9) 
Formvila (6.3.9) is a generalization of [69; p.452(68)] 
a a + l 
2 ' 2 
7 7 + 1 
, ^ 7 - / 5 ; 
L 2 ' 2 -,7 
(6 .C . 1 0 ) 
and incorporates, as its special case 
_ ;A + 1 ; _ :a,b + p + n+l • -77 ;/? + 77,+ l ; 
;_ : b + P+1 ;/?+! ;/? + ! 
y - 1 
—77, a 
6 + q + I ; 
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4^3 
A + 77, A + 77, + 1 
2 ' ~2 
/3+1 0 + 2 
, - n , /? + 77, + 1 ; 
2 ' 2 
For 6 = 0, (6.3.3) reduces to 
(6.3.11) 
oo / 
n = 0 \ 
a + 77. \ „ 
n / 
_ : : _ ;A + 1 ; _ :a , a + T i + l ; — n ; —m. 
a + 1 ; a + l + l ; 
y - 1 
(1 - (1 - w + ( 1 - vY 
(1 - W + WZi - 22 + 
F2[A + 1, a,/? + m + l ; a + 1, / ? + l ; Z2 
For 6 = 0, (6.3.5) gives 
(6.3.12) 
00 / , \ a + 77, E 
n = 0 \ n 
a, a + n + 1 ; 
a + 1 
y - i 
2F1 
A+ 1,-77, ; 
a + 1 
(1 - (1 - w + yw)-" (1 - vY 
(1 - w + wz)^-^^ 
a,A + l ; 
Y 
a+1 
where Y = 
wyz 
{1 — w + yw){l — w + ivz) 
If we put a = a + 1 in (6.3.12) and use the result [69; p.452(70) 
(6.3.13) 
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1 — w 
(6.3.14) 
we get 
~ ^ a + v ^ 
E 
n=0 \ " / 
W 
npm 
_ : : _ ; a + 1 ; a + 7? + l ; - ?? ; - n ? ; 
y 
? .; a+1] p+1-
y - i 
= (1 - - w + ywy-^' i l -
A + 1, /? + ?7? + 1 ; 
0 + 1 
Z2{w — 1)(1 — w + yw) 
e 
(6.3.15) 
where 6 = {I — w + yw){l — lu + wzi — Z2 + WZ2) — wyzi. 
For y = —.r, (6.2.24) reduces to a well known result given in Prudnikov et al 
[69; p.453(83)] (see also [95; p.55(17)] and [93; p.321(179)]) 
F4[a,p-,u,iy]x, -x] = 4F3 
a a + 1 p (3+1 
2 ' 2 ' 2 ' 2 
-4 . t2 
V p + 1 
2 ' " T 
(6.3.16) 
If we put 2 
p.i8i(i7); 
= 0, (6.2.29) becomes a known result of Pathan and Khan [65; 
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F, 
a a + l 
2 ' 2 
; b ; X, y 
/ y 
1 - ^ 
V X 
a + 6 - l 
a a + 1 
f . a + f - l 
: a, 6, a + 6 — 1 ; 6 ; 
(6.3.17) 
Thus our result (6.2.29) may be taken as a generalization of the result of Pathan 
and Khan given by (6.3.17). 
In (6.2.24), if we set.y = x and use the result [93; p.28(33) 
x,x — p+2Fq+Z 
A(2;i/ + c r - 1) ; 
4.T 
(6.3.18) 
where A(/; A) abbreviates the array of I parameters 
A A + 1 A + / - 1 
V I I 
we get 
FAa,^] u, v]x,x] = 6^5 
\ a a + l P (3+1 V I u 1 
2' 2 ' 2 ' 2 ' 2 ~ 4 ' 2 ^ 4 ' 
u u + l 1 _ 1 
L 2 ' 2 2 
16.7:2 
2aPx 
H 6-^ 5 u 
a + l a + 2 P + 1 (3 + 2 u I u 
2 ' 2 ' 2 ' 2 ' 2 ^ 4 ' 2 ^ 4 ' 
u+l v + 2 ?> u+\ 
16.T2 
) 
(6.3.19) 
109 
In (6.2.29), if we set a = 2b-l, o = ~,c = band use the result [95: p 117(50) 
(see also [76; p.716(2.4)]) 
+ + + + + = (1 + .r - y -
Fa 
1 1 4 t Ai/z 
(6.3.20) 
we get 
F4 
b l b 1 _ 1 4. t Ayz 
6-A 
j?{3) 
1 — ) — ) 
X J 
y y y 
! 1 
T 
(6.3.21) 
In (6.3.17), if we replace .r by 7; ^ and y by ^ and com-
(1 - .r - yy (1 - .T - yy 
pare with the result [10; p.ll(3.1)] (see also [95; p.l30(27)]) 
F^la, b, b'-2b, 2b'- 2x, 2y] = (1 - .r - y)-" 
r.2 
F, 
0 0 + 1 1 ,, 1 .r' t 
_2' 2 ' 2' 2 ' ( l - . r - y ) 2 ' ( l - . T - y ) ^ 
(6.3 22) 
we get 
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Fo Q , a - i 6 - 1 , 2 6 - 1 ; 2 . t , 2 y 
p 2 : 2 ; 0 
a q; + 1 
x^ - y 
:. a, 6,0, + 6 - 1 ; 6 ; 
x{l - X - y) 
r 
.r2 
(6.3.23) 
d Q; + 1 —X 
In (6.3.17), if we replace a by - , b by ^ r — , x by ry- r 
2 2 ( l - . T : ) ( l - y ) 
- y 
and y by 
( l - . 7 ; ) ( l - y ) 
and use the result [69; p.453(87) 
a, b; a, b; 
—w —z 
{i-w){\-zy[\-w){\-z) 
(1 - wY{l - z)" 
1 — wz 
(6.3.24) 
we get 
p2:0;0 
a + 1 1 
{x - y 
1 a + 1 
.7;(1 - 5 ; ) ( 1 - y Y X 
(1 - .t)°2'(1 - y ) 2 
(6.3.25) 
Also, if we put 6 = i in (6.3.17) and use the result [69; p.453(80) 
F, 
1 I 
- 2 
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0,0 + -
w(l - yfz) - 2 (6.3.26) 
we get 
a a + 1 
2 ' 2 
+ y/y) - 2 
a Q 4- 1 
2 ' 2 
•''•(1 - x/^) -2 
1 1 a a + 1 
• 2 ' 2 
.r 
1 1 1 
' 2 ' 
1 - ^ 
V X/ 
yy v 
X 
. (6.3.27) 
For y = —.r, (6.2.21) reduces to 
p.10,0 
a 
X, —X 
a + p : a; o; 
— 2-^ 5 
« a + 1 
2 ' 2 
a + f3 a + p + l 0, 1 
(6.3.28) 
which is a particular case (for p = q = 1) of the result [93; p.31(49)] (see also [74; 
pp.91-92]) 
pp.0,0 X, —X 
2pr2q+3 
A(2;ai ) , - - - ,A(2;a^) 
(6.3.29) 
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where A(2;ai) and so on are defined in (6.3.18). 
If we compare (6.3.17) and (6.3.20), we get 
T^  \ a+6-1 
1 \ 2 , 0 
a a + 1 
:: a,b,a + b - 1 ;b ; 
y x 2 Y 
= (1 + . t - y - z)" F^^ [a, 6; a, b, 6; x, y, z 
Ax ,. Ayz 
where X = 
(6.3.30) 
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Abstract 
In this paper we have developed a multivariable generalization of bilateral series of 
fimctions of Appell, Srivastava, Ka'mpe de Fe'riet and generalized Ka'mpe de Fe'riet with 
the help of a result recently given by Srivastava, Pathan and Bin Saad. Some interesting 
special cases are also considered. 
Key Words : Multivariable generalization, Lauricella Function, Bilateral series. 
Generating function, Gaussian and Appell's hypergeometric series and Ka'mpe de 
Fe'riet function. 
1. Introduction 
An interesting multivariable generalization of a known results [3, p. 325 Equation 
6.5 (9)]. 
(1-y)' = Z 
for the Lauricella function F^ "^^ ^ of r variables [3, p. 60 (3)] is given in a recent work of Sri-
vastava, Pathan and Bin Saad [5] in the form 
,m 
m! I r-1 
ji, + m; 
m + 1; 
- X |x|<|y (1.1) 
^ -r 
X F^ '^) (ji, + m,-Hn2+ mj+1, m^+l,..., m+1; -Xj, -X2, , -x .^) 
where ( k ) ^ and m = (mj, m^, , m^ 
For r = 2, (1.2) reduces to 
(1.2) 
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(i-yi-y2> Yi y2 
= z 
rtij+m^ 
i h j ! 1112! 
x F4(mA, + m j + m 2 ; m j + l , m 2 + l ; - x j , - x 2 ) (1.3) 
where F^ is Appell's function of two variables [3, p. 53]. 
The piupose of this work is to introduce equation (1.1) as a main working tool to 
develop a multivariable bilateral series of functions of Appell, Ka'mpe de Fe'riet [3, p. 63], 
Srivastava [2, p. 69] and generalized Ka'mpe de Fe'riet [1, p. 28 (1.4.3)]. By appropriately 
specializing variables and parameters a number of new generating functions of Gaussian 
and Appell's hypergeometric series are shown to follow as applications of the main result. 
2. Generating functions involving bilateral series 
In (1.1), we replace x and y by xt and yt, respectively, multiply both the sides by 
(y-t) p-1 and integrate with respect to t between the limits 0 and y. On using [2, p. 136 
(l-t2)P 
(20)] and adjusting the parameters, we get the following bilateral series of Appell's flmction 
F j [3, p. 53] of two variables 
m 
F3(p,X + m,P,n;m+l+P; Z , - X ) 
1 X F3 (p,X,p,l;l+P;Z, Y) (2.1) 
In view of the resuU [2, p. 453 (76)], the special case X, = 1+ P - p may be written in the 
form 
m 
Z 
m = — 00 
F3 (p,l + p - p + m, p,^;p + m + l ; Z , - X ) 
(l-Y)P-^ 2^1 p,P; 
1 + P; 
Y + Z - Y Z (2.2) 
The result (2.1) is fairly important and offers the possibility of obtaining fiirther generaliza-
tions. 
We note indeed that, in the case of r = 2, by exploiting the same procedure and 
(1.3), we can expand Appell's F^ into double series and combine the results with [2, p. 316 
(20)] to get 
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m 
xF' .(3) I 1 ^ 1 z 
c+p+mj+m^::-;-;-: iTij+I; m2+l;-; ' ' 
M 
F3(P,C,P,^;C+P;Z,YJ+Y2) (2.3) 
where F^^ ^ is the general triple hypergeometric function of Srivastava [3, p. 69] and F^ is 
Appell's double hypergeometric function ([3, p. 53] see also[4, p.23]) 
We shall now generalize (2.1) and (2.3) in terms of generalized Ka'mpe de fe'riet 
series [l,p. 28 (1.4.3)] in the form 
(X) rin 
I • 
m = - ~ 
(P). (P)nZ'^  '^ q " q 
(c+6) rn,! m-! m ! „ (c+B+m,+m.+...+m ) f '^mj+m^+.-.+m^ 1 2 r q = 0' ' ^ 1 2 r^ q 
^ p3;0;0,..;0 +m^,c+mj+m2+....+m^:-;-; ; ^^  1 
|^c+P+q+mj+m2+....+m^: m^+l; m2+l; ; m^+1; 
r x^ X2 x ; 
^ F 3 ( P , C , P , > ^ ; C + P ; Z , Y j + Y 2 + + Y ^ ) (2.3) 
where generalized Ka'mpe de Fe'riet flmction of several variables is defined by 
r(a):(b'); ;(b«); J 
;(d«); J^ 
« ......n, ((b^^ )^), x^. x^ "^  x^r 
1 2 
m = 0 "^r' 
(2.5) 
The proof of (2.4) is similar to the proof of (2.3). 
3. Special cases 
Now, we obtain some special cases of (2.3). For Z = 0, (2.3) reduces to 
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(c+P)^ ^^ mjinij! j^c+P+mj+m2:mj+l;m2+l; 1' 2j 
- n 
2^1 cip 
For p = 0, (3.1) reduces to [5, (3.18)]. 
Setting P = pand A,= cin (2.3) and using the result [2,p. 413(76)], we get 
(3.1) 
(c+p) , m ' m . ! ^ ^^ mj+m^ 1 2 
c+P+mj+m2::-;-;-:mj+l; 1112+1;-; 1' 2' J 
= (1-Yj-Y2) 2^1 (3.2) 
For Xj = 0, (2.3) becomes 
Z — — pOA^ i ^ ^ - X Z 
1 + 
I 
Y. F3 (P,>,P,c;C+P;Z,Y,+Y2) 
Interchanging p and P in right hand side of (2.3) and using [2, p. 450 (36)], we get 
(3.3) 
{X) ^ (c) ^ Y™iY™2 ^ "^ nij+m^  rrij+m^ 1 2 
(c+p) 
+m c+m +m •-;-;-:-;p, p; ] 
^ c+p+mj+m2::-;-;-:m+I;m2+1;-; 1 2 J 
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• 
Y +Y 
(1 - Y^ - Y^)^ F3 (p, p, c Z ) (3.4) 
1 "2 
V / 
where F, is the Appell double hypergeometric series ([3,p.53] see also[4,p. 23]). 
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Abstract : We use recent results of Exton to establish certain generating 
relations of hypergeometric fimctions of two and three variables. These 
formulas are rather pecular, in that they become tautological if any attempt is 
made to reduce the general case of double series to single series. 
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1. Introduction 
Two interesting double generating relations of exponential forms 
are given by Exton ([3], p. 12 (6.11) and (6.12)) 
Z 
m,n=0 
l2 I 2 ) -xy 
(1.1) 
and 
z 
m,n=0 
(a)„ ^m+n j^-a-m-n 
n! 
where for brevity (a)n = 
(y)= exp(xy) 
r(a + n)! 
r(a) 
(1.2) 
and Ln"(x) denotes Laguerre function 
([4], p. 200). Sums of the types (1.1) and (1.2) do not possess a counter 
part as a single series which is not tautological. 
If in (1.1) and (1.2), we replace y by yt, multiply both the sides by 
t^  and take Laplace transform with the help of the results ([5], p. 220(12), 
p.218 (3)) we obtain the following double series representations of 
binomial form 
I 
r.i,n=0 
u / m + n V 
f + l 
2 ) 
x-(-x)" 
-2F, 
f + 2 m + n , b - y 
f + m + n ' 1 -Y J / 
1 + 
xy 
1 - y 
(1.3) 
-b 
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and 
ra,n=0 m!n! 
l - a - n , b \ -y 1 - x y 
l - y j ki-yJ 
- b 
(1.4) 
where ^ F, is Gauss hypergeometric function ([4], p. 46(6)) 
Using linear transformations ([5], p.33 (19), (20) and (21)) of 
jF, additional series representations may be written in the form 
m Tf+o 
S 
z 
ra,n»0 
I 2 
x"(-x)"(i-y) .2mhi 
mm^  /mm 
V /^m+n 
(O^rrin! 
'f + V 
. 2 ; 
+2m+n,f+m+n-b 
f+m+n ; y 
\ / \ 1+^1 
/ I 4 ; 
(i-y) b - f 
(1.5) 
x'"(-x)" 
E nyM) 
(0..„ni!n! 
r f + n 
-m,b 
f + m + n ; y 
\ 
/ 
- b 
(1.6) 
''m+n I 2 
x-(-x)"(l-y)'" 
>'m+n _ 17 2^ 1 (O^m'n! f+m+n 
X -y ^ 
l - y j 
- b 
i i m!n!(l-y)" ' ' 
E DV)=0 
(a)Jl-a-m-n)^x-
m!n! 
l - a - n , l - £ - .n-n-b 
1-a-m-n ; y 
(1.7) 
= ( l - x y r ( l - y ) ' ^ ' 
(1.8) 
1-a-m-n ; y =(i-xyr 
^ (a)Jl-a-m-n)^x-"(l-y)" ^f -n; l -a-m-n-b -y ^ 
/ . , , 2^ 1 1 > , ^ m!n! 1-a-m-n i - y j nv»=0 
(1.9) 
=(l-xy)-
(1.10) 
The purpose of this paper is to introduce equations (1.1) and (1.2) 
as a main working tools to develop a theory of generating relations of 
hypergeometric functions of two and three variables which are double 
generating relations of single polynomials or functions. We analyze 
different cases and show that the method (which we propose here) may 
lead to further generalizations. 
2. Generating Relations 
In (1.1), we replace y by yt, multiply both sides by 
and take the Laplace transform with the help of the result ([1], p. 
216(14)) to get 
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n •f+n l-y+ Oi+O^ 
(f+m+nXr! 
x F , a, 
a . 
a , + a , , a , + a , l _ y + _ ! L l _ y + —! L 
1 + — + 
4 
\ a , +a2 1 F 
2 ; 
a. 
xy _ a , +a2 
T 
1 + ^  + 
2 (2.1) 
where F2 is the Appell's function of two variables ([5]. p. 53(5)) 
Next on expanding F2 into series ([5], p. 53(5)) and sunjning the 
triple series, we have 
z 
f 
9 I 2 ) 
-y a, a , 
, a . + a , , a , + a 2 , a , + a 2 l - y + —! ^ l - y + —' l - y + —! 
^ 2 
11 xy 1 
4 2 
l - y + 
.^2 c, |ii-ki, ^2-k2; 2^1, 2^2; 
a, 
4 2 4 2 
(2.2) 
where Fa^ '^ is the Lauricella function of 3-variabIes ([5], p. 60(1)). 
Proceeding on the similar lines, (1.2) yields 
irin! 
c,I-a-n,^, -k„p2 -k2;l-a-m-n,2^i„2|J2;- -y 
l - y+ 
a,+0(2 
a, a . 
l-xy + -^ 
l - y + 
-c l - y + 
a , 
l - y + 
a , + a . 
^ 
c, ^i-ki, ^2-k2; 2^1, 2fi2; a,+OL', a,+a, 
' ^ l-xy+-! ^ 
(2.1) 
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3. Generalizations of (1.3) and (1.4) 
We start with results of Exton ([3], p. 12, (6.9) and (6.10)) 
(d) 
D^G+2 
and 
n.'io ((g))„.„n! 
f f + i • JEl. 
( 4 ^ ' 4 
(3.1) 
•(d) 
(g) 
; xy (3.2) 
where for the brevity (d) denotes D parameters di, d2,....,dD with similar 
interpretation for (g) and so on. Also ((d))m+n stands for n (dj)n»fn and so 
on. 
In (3.1), we replace y by yt, multiply both sides by t^  and take the 
Laplace transform with the help of the result ([5], p. 219(6)) to get 
y ((d))^„x°(-x)-'(l-y)-'' prf+2ni+n,b 
((g))„.«(f)2„.,.ni!n! ' \ f+m+n ' 1-yJ 
• -xy 
f f + 1 ; J 5 : 
( g ) , - . — 4 ' 2 ' 2 
nyi-O 
Proceeding on the similar lines, (3.2) yields 
((d)U(a)„(l-a-m-n)„x°«(l-y)-'' 
(3.3) 
((^Umin! 
\ -y r(d),b ] 
l -y j 
(3.4) 
(3.3) and (3.4) are generalizations of (1.3) and (1.4) respectively. 
Again, in (3.1) if we replace y by yt muhiply both sides by ,^ (a,t) 
M^ ^ take the Laplace transform with the help of the result' 
([lfp'216(14)), we get 
..-x-hi-hj-r 
y ((d))a>.nx'"(-x)° y (f+2m+n),(-y)' 
nyi-O ((g))im.n (f)nRD in' I^ ! n.0 (f + m+ h) J ! 
l - y + 
a , + a j 
XF: X+Hi+H2+r, ni-ki, H2-k2; 2^1, 2^2,-
a a . 
. a , + a , , a , + a , l _ y + _ ! L l _ y + _ ! 1 
r=0 
((d)), 
/ -xy 
I 4 
1+ 
((g)), 
r f + n 
A \ 
r! 
a , a 
J , q . + q ^ J , a ,+cx, 
(3.5) 
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On expanding F2 into series ([5J, p. 53(6)) and summing the triple 
series, we get 
f+m+n, 
- y "2 
a , +a2 , a , + a , , a , 
1 + 
a , 
-i-c 
pi.t>.i.i 
c: (d); 
-xy a , 02 
2 ; 2 2 
(3.6) 
where p ' i s the generalized Kampe de Feriet Function of several 
variablest®p.28( 1.4.3)). 
Proceeding on the similar lines (3.2), yields « 
m ,n = 0 ( ( g ) ) . . n n i ! n ! 
c , l - a -n , ( i , -k2 ; l -a -m-n ,2 | i „2p2; - -y a, "2 
2 ^ 2 2 . 
-c 
2 pLD,U 
Oi+Oj 1 
02 
2 2 2 _ 
(3.7) 
4, Special Cases 
In this section we will mention some special cases of our results 
(2.2), (2.3), (3.6) and (3.7), 
For a2=0, (2.2) becomes 
' f ^ T f + n ^ ' x'"(-x)" 
c, f+2m+n, - k,; f+m+n,2n,; 
- y g 
a ' a 
] - y + — ] - y + — -
E V'^ /nw-n 
9 
V /nw-n 
, xy a 
1 + — + -
4 2 
-c 
F 
oc 
1 - y + T 2 _ 
\ 
a 
xy a 
+ — + — 
4 2 
(4.1) 
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For a2=0, (2.3) reduces to 
mp-o iria» 
-y a 
a 
1 - xy + y 
-c 
|F< 
c.H, - k , a 
' l - x y - . ^ 
2 ; 
a 1 a 
l - y + — l - y + — 
' 2 
(4.2) 
For a2=0, (3.6) reduces to 
c, f+2m+n, m - kp f + m + n ^ m ; . -y a 
a , a 
l - y + - l - y + -
-c 
2 pl:D;l 
[ • - - f j 
c: (d);^,-k,; -xy a 
/ \ a 5 / \ 1 ct 
1 + - 1 + -
l 2 j ^ 2 j 
(4.3) 
Similarly, for a2=0, (3.7) reduces to 
I 
f ^ 
-c 
2 pI;D;I 
— 1 
. -y a 
c:(d);n,-k,; ^y « 
-:(g);2M,; i + « i + « 
2 2J 
a , a i-y+- i-y+2 
(4.4) 
If we put c = 2|ii in (4.1) and use the results ([5],p.44(8) and 
p.295(4)), then we get 
f 
'/m« V ^  /tan 
lOD-O 
-F, f+2niri-n,n+k,^-k;f+nH-n; 
-y -y 
^ 2 
/ \ 
1 « 1 
i - y - 2 
1 xy a 
1 + — + -
. 4 2 . I 4 2>' 
H-k 
a ' a 
l - y + - 1 - y — 
^ 2 2. 
(4.5) 
On double generating relations of... 1 
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