Context. Dense highly ionized boundary layers (IBLs) outside of the neutral Photon Dominated Regions (PDRs) have recently been detected via the 122 and 205 µm transitions of ionized nitrogen. These layers have higher densities than in the Warm Ionized Medium (WIM) but less than typically found in H II regions. Observations of [C II] emission, which is produced in both the PDR and IBL, do not fully define the characteristics of these sources. Observations of additional probes which just trace the PDRs, such as the fine structure lines of atomic oxygen, are needed derive their properties and distinguish among different models for [C II] and [N II] emissison. Aims. We derive the properties of the PDRs adjacent to dense highly ionized boundary layers of molecular clouds. 
Introduction
In an interstellar cloud the spatial transition from atomic to molecular gas takes place in photon dominated regions (PDRs; see reviews by Hollenbach & Tielens 1997 , which are also a source of a significant fraction of the far-infrared emission from the Milky Way and other galaxies. Exterior to the PDRs the gas makes the transition from neutral to ionized hydrogen. The ionized gas can take the form of a low density ionized boundary layer (IBL) in the case of weak UV fields, or a dense H II region in the proximity to a strong UV field arising from massive star formation. PDRs and H II regions are the boundary regions where the effects of star formation on molecular clouds manifest themselves. They have been the focus of a considerable modeling effort (see Tielens & Hollenbach 1985; Sternberg & Dalgarno 1989; Kaufman et al. 1999; Abel et al. 2005; Le Petit et al. 2006; Bron et al. 2018 , and references therein). The observational analysis of PDRs, H II regions, and IBLs has improved considerably since the availability of far-infrared spectroscopic data from the Herschel Space Observatory (see Ossenkopf et al. 2013; Köhler et al. 2014; Stock et al. 2015; Joblin et al. 2018; Wu et al. 2018 , and references therein) and the Stratospheric Observatory for Infrared Astronomy (SOFIA; e.g., Schneider et al. 2012; Pérez-Beaupuits et al. 2015; Pabst et al. 2017; Mookerjea et al. 2018) . Most of these studies of the ionized and PDR layers have focused on very bright H II regions where high UV flux, density, and temperature produce strong far-infrared emission, making such regions easily observable in key gas tracers such as the fine-structure lines of C + , N + , and O. Less is known about the IBL-PDR conditions for typical molecular clouds where the UV field is smaller and, thus, the lines are weaker. The Herschel Space Observatory HIFI GOT C+ survey (Langer et al. 2010; Pineda et al. 2013 ) took a step in studying molecular cloud PDRs and IBLs in that it sampled [C II] along several hundred lines of sight (LOS) in the Galaxy producing an unbiased database of a few thousand clouds of various evolutionary stages with most LOS not containing H II regions as indicated by weak [C II] emission. However, because [C II] samples both weakly and highly ionized regions, there remains some uncertainty about the relative contributions of the ionized and PDR regions. Furthermore, because [C II] has only one fine-structure transition one cannot solve uniquely for the properties of the gas. For the GOT C+ survey Langer et al. (2014) derived the column density of material traced by [C II] by assuming a thermal pressure and its Galactic gradient.
In contrast to C + , ionized nitrogen, N + , arises only from highly ionized gas as its ionization potential, 14.5 eV, requires the UV photons with λ ≤ 912 Å, such as found in H II regions, or high temperatures, 6000 K, where electron collisional ionization or proton charge transfer maintains a high fractional ionization , such as in the warm ionized medium (WIM). The fine-structure lines of N + , [N II], at 122 and 205 µm, provide a probe of the highly ionized gas and having two transitions makes it possible to derive the electron/proton density using radiative transfer models because the solutions are not temperature sensitive in these environments.
To determine the density of the highly ionized gas associated with the [C II] detected in the GOT C+ survey, Goldsmith et al. (2015) (Langer et al. 2010; Pineda et al. 2013; Langer et al. 2014) . They detected 96 LOS in both transitions (205 and 122 µm) mostly at longitudes between −60
• and +60
• . They found that the density of the highly ionized gas responsible for [N II] is typically in the range n(e) ∼ 5-50 cm −3 , much higher than in the WIM (∼0.05 cm −3 ). To better identify the sources of highly ionized gas, the [N II] survey included ten lines of sight observed at high spectral resolution with HIFI and found over 30 distinct cloud components in nine of these (excluding the Galactic Center) as identified by their [C II] and [N II] emission (Langer et al. 2016 ). In addition, Goldsmith et al. (2015) and Langer et al. (2016) found that a significant fraction of the [C II], of order 20%-30%, comes from highly ionized dense gas. A related study of the Scutum spiral arm tangency found that [N II] 205 µm emission arose from two components, a low density, n(e) ∼ 0.9 cm −3 , compressed WIM at the arm-interarm interface and from high density, n(e) ∼ 30 cm −3 , ionized gas associated with the molecular clouds deep in the arm .
In contrast to [N II], which probes only highly ionized gas, and [C II], which probes weakly and highly ionized gas, the fine structure lines of atomic oxygen, [O I] at 63 and 146 µm, probe exclusively the neutral, weakly ionized PDR regions. Oxygen is readily ionized in H II and IBL regions as its ionization potential is only about 0.02 eV above that of hydrogen, so that electron collisional ionization and especially, proton charge transfer are very efficient, even at low temperatures ( 100 K). Therefore, in principle, by observing [O I] we can determine the properties of the neutral gas probed by [C II] . Strong [O I] emission is detected in H II regions (e.g., Boreiko & Betz 1996; Oberst et al. 2011; Leurini et al. 2015) ([O I] is also readily detected in absorption against hot cores (Wiesemeyer et al. 2016) ). However, [O I] emission will be more difficult to detect in PDRs not illuminated by strong UV sources because the 3 P 1 level that gives rise to the [O I] 63-µm line, lies at 227.7 K above the ground state (Schöier et al. 2005) . In contrast, the 3 P 3/2 upper level of C + which gives rise to the 158-µm line, is only at 91.2 K. Furthermore, using the collisional de-excitation rates at T k ∼ 100 K (Schöier et al. 2005; Wiesenfeld & Goldsmith 2014) , the [O I] transition has a high critical density (n(H 2 ) ∼ 6 × 10 5 cm −3 ) compared to [C II] which has a much lower critical density (n(H 2 ) ∼ 3 × 10 3 cm −3 ). To determine the nature of the neutral gas adjacent to the dense highly ionized gas seen in [N 
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Observations
We observed four lines of sight labeled G031.1+0.0, G049.1+0.0, G305.1+0.0, and G337.0+0.0, using the GOT C+ notation Gxxx.yy+x.x (Langer et al. 2014) , which refers to their approximate longitude and latitude. The actual longitudes and latitudes are given in Risacher et al. 2016 ) HFA-band 7-pixel single polarization array onboard SOFIA (Young et al. 2012 ). The upGREAT HFAband uses NbN hot electron bolometer (HEB) waveguide mixers (Büchel et al. 2015 ) with a quantum cascade laser providing the local oscillator (Richter et al. 2015) . The total bandwidth is 2.5 GHz and the spectral resolution was smoothed to 1.08 km s Our program (proposal ID 05_0015; PI Langer) was part of the Guest Observer Cycle 5 campaign. The observations were made on June 14, June 28, and July 4, 2017. The data were processed with the GREAT calibrator using the atmospheric transmission model of Guan et al. (2012) to correct for atmospheric opacity. The observing times on-source for G031.3+0.0, G049.1+0.0, G305.1+0.0, and G337.0+0.0 were 4.3, 6.7, 7.3, and 7.3 min, respectively. To get properly calibrated [O I] spectra we need to check for any emission in the reference OFF positions for every ON position at b = 0
• . The observing limits with SOFIA allow a maximum offset of the OFF position to be b = 0.
• 4 (in latitude). Therefore, we used 0.
• 4 as a primary OFF position, and we observed this position using 0.
• 8 as a secondary OFF position to check if it were free of [O I] emission. No emission was detected at the OFF positions.
The [O I] data show standing waves having a characteristic period of about 15-20 km s −1 . We removed these standing waves using an asymmetric least squares smoothing approach (Eilers & Boelens 2005) which identifies and removes a smooth baseline to the data. This approach is appropriate for our data, as the [O I] line detected in G337.0+0.0 has a linewidth much smaller than the longer period standing waves. Each pixel of the 7-pixel GREAT HFA-band array has a FWHM beam size of 6.3 at 4.7 THz. The array is arranged in a hexagonal pattern with a central beam. The beam spacing is approximately two beam widths and the array has a footprint about 27 across. We did not detect [O I] in any of the individual pixels, so we combined all seven [O I] pixels at each LOS to increase the sensitivity, and the resulting rms noise is listed in Table 1 .
The intensities have been converted to main beam temperature, T mb (K), using beam efficiencies appropriate to each pixel with a typical value of η mb ([O I]) = 0.63, and the data were smoothed in velocity to a channel width of 1.08 km s −1 to improve the signal-to-noise. In Fig. 1 Langer et al. 2016 In Fig. 1 , we see that there is no [O I] detected from G031.3+0.0, G049.1+0.0, and G305.1+0.0, but there is a detection at the 3.5-σ level in G337.0+0.0 exactly at the peak of the [C II] Kaufman et al. (1999) and is in units of the Habing field, 1.6 × 10 −3 ergs cm −2 s −1 .
GOT C+ LOS
give the rms per 1.08 km s −1 channel for the [O I] observations. In Table 2 , we give the integrated intensities for the far-IR lines in units appropriate for heterodyne systems, K km s −1 , while in Table 3 , we convert these to standard units of W m −2 sr −1 , assuming that the source fills the beam. In Table 2 
Discussion
Atomic oxygen has two fine structure transitions, at 63 and 146 µm, and so, in principle, these can be used to derive two of the three fundamental parameters in the PDR consisting of density, temperature, and column density, using radiative transfer models. When combined with the [C II] emission, all three parameters can be derived if we know the carbon to oxygen ratio and if their emission arises from the same volume. However, we only have one of the [O I] emission lines, so at best we can derive constraints on the conditions in PDRs. We will use the [O I] to [C II] intensity ratio to constrain P th in the PDRs and, indirectly, bounds on the density and kinetic temperature.
To derive the intensity ratio I([O I])/I([C II])
we start with the relationship between intensity and column density for an optically thin species (Goldsmith et al. 2012 ),
where T ul is the antenna temperature of the upper (u) to lower (l) transition, ν ul is the transition frequency, A ul the Einstein A-coefficient, and N u the column density of the upper level. In a uniform medium we can employ Eq. (1) with N u = f u n(X)L, where n(X) is the density of the emitting species, X, L the path length of the emission region, and f u is the fractional population of the upper level, to yield,
The ratio of the [O I] 63 µm to [C II] 158 µm intensity from the neutral gas of the PDR associated with H 2 (we neglect the contribution from the low density H layer) is given by
assuming uniform conditions along the emitting region, and where x(X) = n(X)/n(H 2 ) is the fractional abundance of species X. Substituting for A ij and λ ij using the values in Schöier et al. (2005) in Eq. (3), we obtain
Equation (4) can be solved exactly as a function of n(H 2 ), T k , and the fractional abundance ratio of O to C + . The carbon to oxygen ratio has been derived from UV absorption measurements and results vary somewhat from 1.5 to 2.1 (Sofia et al. 2004; Asplund et al. 2009 ). For convenience we adopt a value x(O)/x(C + ) = 2. We further assume that the [O I] emission from H I regions can be neglected compared to the H 2 region, because the H I density is too low to contribute significantly to the overall emission. A useful form in which to display the solutions to Eq. (4) thermal pressures, P th , over a range of kinetic temperatures T k appropriate for PDRs. Figure 2 shows the intensity ratio as a function of n(H 2 ) for different values of thermal pressure, P th (blue solid lines), ranging from 2 × 10 4 to 5 × 10 6 K cm −3 , for kinetic temperatures in the range 50 to 200 K, representing a lower bound on T k required for significant [C II] emission and an upper limit for standard PDRs. The solutions along constant T k are indicated by the set of solid black lines for T k = 50, 75, 100, 150, and 200 K. The model results in Fig. 2 use the collisional excitation rate coefficients of Jaquet et al. (1992) and assume an H 2 ortho-to-para ratio of 3 (this ratio is not critical as the O de-excitation rates for collisions with ortho-and para-H 2 with O are similar). For each value of P th (blue solid lines) the ratio drops as the temperature decreases from 200 to 50 K.
In order to compare the model to the observed ratio of [O I] to [C II] we need to determine how much of the LOS [C II] arises from the neutral gas, I n ([C II]). We adopt the procedure outlined in Langer et al. (2016) for four [C II] components. These measurements constrain the conditions in the PDRs, which are discussed below.
To solve for P th we only consider solutions with kinetic temperatures in the range 75-150 K. The lower limit is consistent with the [C II] intensity in these sources and the upper limit corresponds to the maximum predicted in PDRs without H II regions. For G337.0+0.0, where we have a 3.5-σ detection, there are reasonable solutions only for P th in the range 5 × 10 4 K cm
). For the 3-σ upper bound on G031.3+0.0 V = 25→55 km s −1 we can only set an upper limit P th 5 × 10 5 K cm −3 . For the remaining two sources, G031.3+0.0 V = 85→120 km s −1 and G049.1+0.0 the 3-σ limits on the ratio imply that P th 5 × 10 6 and 2 × 10 6 K cm −3 , respectively. We can further constrain the conditions in the PDRs by deriving the C + column density, N(C + ), from I([C II]) as a function of P th . Langer et al. (2014) showed that to a good approximation N(C + ) is a simple function of I([C II])/P th (Langer et al. 2014 , see Eq. (4)) for low pressure PDRs. This relationship was later generalized to all pressure regimes (assuming optically thin emission) Appendix B) and it is this form we use to calculate N(C + ) as a function of I([C II]) and P th . We rewrite Eq. (19) from Velusamy et al. (2017) to solve for N(C + ) as a function of P th ,
where the column density, N 17 , is expressed in units of 10 17 cm −2 . In Fig. 3 , we plot N(C + ) as a function of P th for the [C II] intensity from the neutral PDR, I n ([C II]), for the four sources listed in Table 2 .
Models of PDRs by Wolfire et al. (2010) show that the column density of the C + layer, N(C + ) is about 2-3 × 10 17 cm −2 roughly independent of mass, ambient radiation field, metallicity, and thermal pressure for a wide range of clouds typical of the ISM. Wolfire et al. (2010) consider clouds with P th ∼ 10 4 to 10 5 K cm −3 , based on the pressures derived from 12 CO and 13 CO (Sanders et al. 1993 ). If we assume N(C + ) ∼ 2-3 × 10 17 cm −2 from the results of Wolfire et al. (2010) then the curves in Fig. 3 imply that P th for G337.0+0.0 and G031.3+ 0.0 V = 25 → 55 km s −1 lie in the range 2-5 × 10 5 K cm −3 . While for G049.1+0.0 P th = 8 × 10 4 -1.2 × 10 5 K cm −3 and for G031.3+0.0 V = 85 → 120 km s −1 we have P th = 5 × 10 4 -8 × 10 4 K cm where we have a good upper limit. For G337.0+0.0 the P th lies in the range 2 × 10 5 K cm to the PDR models of Kaufman et al. (1999) we need to use the ratios in Table 3 ).
In Table 3 Kaufman et al. (1999) for the low end of the density range characteristic of our solutions, 2 × 10 3 cm −3 because it gives the maximum limit on G o . The solutions for the [O I] detection in G337.0+0.0 and the limit on G013.3+0.0 (V LSR = 25 → 55) to constrain the FUV field intensity G o , to about 15 or less, thus indicating that these sources are bathed in a low to moderate FUV field. The constraints on the other two sources restrict G o to be less than 50-100. By comparison, H II regions have much larger thermal pressures and values of G o . For example, in H II regions, the CO spectral line energy distribution (CO SLEDs) (along with other tracers) along with PDR models (cf., Bron et al. 2018) have been used to derive P th and G o (Stock et al. 2015; Joblin et al. 2018; Wu et al. 2018) . Among several sources studied, P th and G o range from 10 6 to a few × 10 8 (K cm −3 ) and 10 2 to 10 8 , respectively (Stock et al. 2015; Joblin et al. 2018; Wu et al. 2018) , much larger than the values derived for our sources.
Based on our analysis of the thermal pressures and FUV field, the weak [O I] emission in G337.0+0.0 and the limits on [O I] emission in the other 3 sources, indicates that these sources are likely standard molecular clouds with PDRs and IBLs immersed in low to moderate UV fields (G o ≤ 100), similar to those modeled by Wolfire et al. (2010) , rather than strong H II regions in the references given above.
The presence of dense highly ionized gas, as derived from [N II], is an indication that the edge of the neutral gas does not transition rapidly to the low density WIM. Langer et al. (2017) have argued, based on [N II] and [C II] observations of the Scutum arm tangency, that the dense ionized gas is a result of the compression of the WIM as it falls into the gravitational well of the spiral arm. The widespread distribution of dense highly ionized gas in the Goldsmith et al. (2015) 
Summary
We observed the [O I] 63 µm line at high spectral resolution using the GREAT H-band array on SOFIA towards four lines of sight with strong [N II] and [C II] emission. Our goal was to use the [O I] along with [C II] to constrain the conditions in the PDRs associated with the highly ionized dense gas traced with [N II] emission arising from the adjacent IBLs. We detected [O I] at the 3.5-σ level towards G337.0+0.0, but could only determine upper limits on the other sources. Comparing the ratio of [O I] to [C II] and N(C + ) to models incorporating the thermal pressure allowed us to place constraints on the thermal pressure, density, and kinetic temperature of the PDRs, even in some of the cases where we only had upper limits on [O I]. In two sources we were able to place tight constraints on the strength of the FUV radiation field, using the [O I] to [C II] ratio in conjunction with PDR models, G o 15. In these two sources the PDRs appear to be bathed in low to moderate FUV radiation fields. In the other two, the limits on the FUV field are larger, G o < 50 to 100. Using these constraints on thermal pressure we derived a range of carbon and oxygen column densities, N(C + ) and N(O), consistent with PDR models. The weak to absent [O I] emission indicates that the PDRs are dense regions associated with standard molecular clouds immersed in moderate UV fields, and not H II regions.
