Purpose. The purpose of this study is to evaluate the performance of the OphtAI © system for the automatic detection of referable diabetic retinopathy (DR) and the automatic assessment of DR severity using color fundus photography.
INTRODUCTION
Annual retinal screening is recommended for all diabetic patients. 1 It can be made through clinical examination or grading of retinal photographs. However, the goal of annual screening for all diabetic patients is far from being achieved 2 and it represents a huge burden for ophthalmologists. A number of systems have thus been developed for the automated detection of DR which have the potential to improve DR screening programs.
METHODS
The purpose of the present study is to develop and evaluate an artificial intelligence (AI)
solving the following three classification tasks:
1. laterality identification (left eye versus right eye) for an image, 2. referable DR detection in one eye, 3 . DR severity assessment in one eye.
This study followed the principles of the declaration of Helsinki and was approved by the French CNIL (approval #2166059).
Datasets of color fundus photographs
Models for the three classification tasks were developed and evaluated on color fundus photographs extracted from the OPHDIAT © telemedical network. 10 For comparison purposes, models for the second classification task were evaluated on the public Messidor-2 dataset. To insure the efficacy and safety of the program, quality insurance procedures were set up.
This includes double reading of 5% of photographs and assessment of image quality. Before For each classification task, a development and a test set were defined as described hereafter. The development set was further divided into a training set (80% of the development set), used to optimize the CNN weights, and a validation set (20% of the development set), used to decide when to stop the optimization process and select the best set of CNNs.
Laterality identification
A subset of 9,019 images from 2,121 patients was extracted from the OPHDIAT-1 export to develop and test a laterality classifier. Images were selected according to the following distribution of DR severity: 121 (i.e. all) patients with proliferative DR, 500 patients with every other DR severity level, 500 patients without DR. Besides DR severity, patients were selected randomly. 80% of these patients (1,697 patients -7,151 images) were assigned to the development set and the others (424 patients -1,868 images) were assigned to the test set. Laterality was annotated by two readers and their annotations were adjudicated in order to define the ground truth.
Referable DR detection
Two referable DR detection models were developed: one using the OPHDIAT-1 export, the other using the OPHDIAT-2 export. The ground truth was collected by one OPHDIAT © ophthalmologist or more. Eyes without DR severity annotations, generally because of ungradable photographs, were discarded. The remaining eyes were included in the development set. The first model relied on a development set of 46,209 eyes, and the second one relied on a development set of 290,632 eyes.
The Messidor-2 dataset (1,748 images from 874 patients) was used as the test set. The
University of Iowa's reference standard was used: presence of referable DR was annotated by three ophthalmologists and the ground truth was defined by a majority vote.
DR severity assessment
The OPHDIAT-2 export was also used to develop and test the DR severity assessment model. The ground truth was collected by one OPHDIAT © ophthalmologist or more. Eyes without DR severity annotations were discarded. Eyes with DR severity annotations verified by two ophthalmologists (9,734 eyes) were assigned to the test set. Among the remaining eyes, those of patients already included in the test set were discarded, the others (275,236 eyes) were included in the development set.
Deep learning models
Each deep learning model involves preprocessing steps and multiple convolutional neural networks (CNNs).
As preprocessing steps, images were resized and cropped to a small square size (ranging from 224x224 pixels to 448x448 pixels) and their intensity was normalized to compensate for illumination variations within and across images.
Several CNN architectures were investigated in this study: Inception-v3, 14 Inception-v4, 15 VGG-16 and VGG-19, 16 ResNet-50, ResNet-101 and ResNet-152, 17 and NASNet-A. 18 For each classification task, pre-trained CNNs were fine-tuned independently or jointly using the development set, using various initial learning rates and various input image sizes. After CNN training, CNNs were added sequentially to form a CNN ensemble until convergence on the validation set.
Training the referable DR detection models and the DR severity assessment model relies on ground truth annotations assigned to eyes. However, CNN training algorithms require that ground truth annotations are assigned to images. Because there are multiple images per eye, the following two steps are performed alternatively:
1. The "most pathological" image of each eye is selected using the current state of the CNNs (expectation step).
2.
CNNs are trained for an epoch using the "most pathological" image of each eye (maximization step).
After training, the referable RD detectors and the DR severity grader can be applied to full examination records as follows. First, eye laterality is determined for each image. Then, a severity score is assigned to each image, and a heatmap showing pathological pixels is computed. 9 Finally, a score is assigned to each eye: this score is defined as the maximal severity score among images of that eye.
Statistical analysis
The main outcome measures were 1) AUC for detecting referable DR, 2) AUC for detecting advanced stages of DR, and 3) computation times. Referable DR is defined as moderate or severe NPDR or proliferative DR, with or without ME, or mild NPDR with ME; ME is defined as the presence of hard exudates within 1-disc diameter of the fovea. Secondary outcome measures were 1) sensitivity and specificity for detecting referable DR, 2) AUC for detecting any stage of DR and 3) accuracy of laterality classification. Confidence intervals (CI) on AUC were computed according to DeLong's method. 19 Statistical analysis was conducted using the R environment. To illustrate how the AI can efficiently separate referable from non-referable patients, a t-SNE representation 21 of the Messidor-2 dataset is reported in Fig. 3 Assessing DR severity in one color fundus photographs takes 0.33s using the GeForce GTX
DISCUSSION

