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1. Introduction.
This paper studies the regularity of the free boundary which arises from
a stationary problem of singular stochastic control in which the state space
has dimension greater than one. The optimal cost function u will be shown
to satisfy a variational inequality of the form
Lu  f; ru+ c  0;
(Lu  f)
nY
i=1
(
@u
@xi
+ ci) = 0;
where L is a second-order linear elliptic operator with constant coecients,
f is a given function, and c = (c1; : : : ; cn) is a given constant vector. It is
well known that such a variational inequality gives rise to a free-boundary
problem.
In one dimension, this type of singular control problem has been investi-
gated by many authors, including Bather and Cherno [BC], Benes, Shepp,
and Witsenhausen [BSW], Karatzas [Kar], Menaldi and Robin [MR], and
Chow, Menaldi, and Robin [CMR]. One result shown in these papers is that
the optimal control is a diusion process with reection at the free boundary
(one or two points in the one-dimensional case). In the higher-dimensional
case, a similar optimal policy has not been constructed (except in the [SS]
paper described below) due to the lack of information about the regular-
ity of the associated free boundary. This regularity question has been a
Research of these authors was supported by NSF grant DMS-87-02236.
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long-standing open question and a serious obstacle to the development of a
satisfactory theory of singular stochastic control in higher dimensions.
In the present paper, the regularity question will be partially answered.
We will show that under certain assumptions the free boundary is smooth
away from some \corner points" (see Theorem 4.11). The method used is
to show that the optimal cost function u is smooth enough to apply the
known results of Caarelli [Caf] and Kinderlehrer and Nirenberg [KN] which
then guarantee the required degree of smoothness of the free boundary. In
a closely related work, Soner and Shreve [SS] used this same method to
prove the regularity of the free boundary for the singular stochastic control
problem they studied. (In their problem it is possible to exert control in
any direction, while in the problem considered here control can be exerted
only in the positive coordinate directions. Largely as a result of this, their
free boundary is bounded and has no \corner points", while in this paper
the free boundary is unbounded and points can exist having less than C1
regularity.) Their paper is limited to two dimensions while this paper is not.
On the other hand, their paper constructs an optimal control process (as a
diusion with reection at the free boundary) while this paper does not. (In
[MT] an optimal control is constructed in a higher-dimensional setting by
use of probabilistic methods which do not require precise knowledge about
the regularity of the free boundary.)
This paper is organized as follows. Section 2 introduces the singular
control problem to be studied and some important notation. Section 3 proves
some preliminary results about the smoothness of the optimal cost function
and studies certain other functions that approximate it. The smoothness of
the free boundary is proved in Section 4, with the main result being Theorem
4.11.
The authors would like to give special thanks to Avner Friedman for
making three crucial suggestions. The authors would also like to thank Luis
Caarelli for his help.
2. Preliminaries and Notation.
Let y(t) = (y1(t); : : : ; yn(t)) denote the state at time t of a controlled
system governed for t  0 by the following Ito^ equations
yi(t) = xi + i(t) +
Z t
0
gi(y(s))ds+
nX
j=1
Z t
0
ij(y(s))dwj(s); (2.1)
i = 1; : : : ; n;
where x = (x1; : : : ; xn) is the initial state,  = (1; : : : ; n) is the control
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vector, g = (g1; : : : ; gn) is the drift vector,  = [ij]
n
i;j=1 is the diusion
matrix, and w(t) = (w1(t); : : : ; wn(t)) is a standard Wiener process in R
n.
The control vector f(t); t  0g is assumed to be a progressively measurable
random process whose components are non-negative, right continuous, and
nondecreasing and have nite moments of all orders for every t  0 (see [MR]
and [CMR]). The set of all such controls  will be denoted by V .
The associated optimal control problem is to minimize an expected cost
function dened by
Jx() = Ef
Z 1
0
f(yx(t))e
 tdt+
nX
i=1
ci
Z 1
0
e tdi(t)g; (2.2)
where yx is used in place of y to emphasize the dependence on the initial state
x, f(x) and ci  0; i = 1; 2; : : : ; n, represent the unit costs for operating and
controlling the system, respectively, and  > 0 is the discount factor. (A good
way to think of this is as an inventory problem, with yi(t) the stock level at
time t of the i-th product. Interpreting i(t) as the cumulative amount of
the i-th product ordered up to time t, it is natural that i be non-negative
and nondecreasing.)
The value function u is the optimal cost given by
u(x) = inffJx();  2 V g; x 2 Rn; (2.3)
where the inmum is over the admissible set V of singular controls . To
reduce the diculties of dealing with singular controls, related problems with
classical control will now be introduced (which will be seen later to be pe-
nalized problems). For each " > 0, let V" denote the set of all controls  2 V
such that  is Lipschitz continuous with probability one and
0  di
dt
(t)  1
"
a.e. for t  0; i = 1; 2; : : : ; n; almost surely. (2.4)
The corresponding optimal cost function u" is given by
u"(x) = inffJx();  2 V"g: (2.5)
In the subsequent analysis it is assumed that the following conditions
hold:
(i) the drift vector g = (g1; : : : ; gn) is constant
(ii) the diusion matrix  = [ij]
n
i;j=1 is constant, with
T positive denite (T denotes the
transpose of ).
9>>>=>>>;(2.6)
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Let L be the linear elliptic operator dened by
Lu   
nX
i;j=1
aij
@2u
@xi@xj
 
nX
i=1
gi
@u
@xi
+ u; (2.7)
where aij =
1
2
nX
k=1
ikjk. Then for problem (2.5) an application of the dy-
namic programming principle yields the following Hamilton-Jacobi-Bellman
equation (see [MR] or [CMR]) for the value function u":
Lu" +
1
"
nX
i=1
(
@u"
@xi
+ ci)
  = f; x 2 Rn: (2.8)
(Throughout this paper, for any t 2 R, let t+ = maxft; 0g and t  =
maxf t; 0g be the positive and negative parts of t as usual.) As "! 0+, one
deduces from (2.8) that the solution u of the original problem (2.3) satises
the following variational inequality
Lu  f; @u
@xi
+ ci  0; i = 1; : : : ; n;
(Lu  f)
nY
i=1
(
@u
@xi
+ ci) = 0
9>>>=>>>; a.e. for x 2 R
n; (2.9)
which involves a free-boundary problem [KS].
In other terminology and notation, for any open 
  Rn, let (; ) denote
the usual inner product in L2(
). Let Wm;p(
) denote the usual Sobolev
space of real-valued functions on 
 whose generalized derivatives of order
less than or equal to m are in Lp(
); 1  p  1. Let Hm(
) = Wm;2(
)
for m = 0; 1; 2; : : : ; and let H10 (
) denote the closure of C
1
0 (
) in H
1(
). A
bilinear form a(u; v) is coercive on H10 (
) if there is a constant 0 > 0 such
that
a(u; u)  0kuk2 for every u 2 H10 (
); (2.10)
where kk is the norm in H1(
) (and also the norm in H10 (
) when restricted
to that space). The bilinear form a(u; v) we will consider is that associated
with the operator L of (2.7), namely
a(u; v) 
Z


f
nX
i;j=1
aij
@u
@xi
@v
@xj
 
nX
i=1
gi
@u
@xi
v + uvgdx; (2.11)
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where the open set 
  Rn will be chosen later. LetW 2;1loc denote the Sobolev
space of functions on Rn whose restrictions to any bounded open 
  Rn
are in W 2;1(
).
3. Preliminary Results on the Smoothness of u. Study of Certain
Approximating Functions u".
To obtain some a priori estimates for the value function, we assume that
there exist constants K  k > 0 and m  1 such that the unit-cost function
f : Rn ! R, the unit-cost vector c 2 Rn for control, and the discount factor
 2 R satisfy the following conditions:
(i) kjx+jm  K  f(x)  K(1 + jxjm); 8x 2 Rn,
(ii) jf(x)  f(x0)j  K(1 + jxjm 1 + jx0jm 1)jx  x0j,
8x; x0 2 Rn,
(iii) f 2 C3(Rn) and f is convex, with
0  @
2f
@z2
(x)  K(1 + jxjq) 8x 2 Rn,
q = (m  2)+, and for any second order
directional derivative @2=@z2,
(iv)  > 0 and ci  0 for i = 1; : : : ; n,
9>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>;
(3.1)
where x+ = (x+1 ; : : : ; x
+
n ).
Theorem 3.1. Suppose that the conditions (2.6) and (3.1) hold. Then the
optimal cost function u dened by (2.3) is a continuous function such that,
for the samem  1 and q = (m 2)+ and for some other constantsK  k > 0
(independent of x and x
0
), the following properties are satised:
(i) kjx+jm  K  u(x)  K(1 + jxjm); 8x 2 Rn
(ii) ju(x)  u(x0)j  K(1 + jxjm 1 + jx0jm 1)jx  x0 j;
8x; x0 2 Rn,
(iii) u belongs to W 2;1loc and is convex, with
0  @
2u
@z2
(x)  K(1 + jxjq); a.e. for x 2 Rn,
for any second order directional derivative @2=@z2.
9>>>>>>>>>>>=>>>>>>>>>>>;
(3.2)
Proof: Under the conditions (2.6) and (3.1), it follows from a known estimate
(see (2.15) in [MR] with p = m, T !1 and  large enough so that p < =2)
that the solution y0x of (2.1) with  = 0 satises
E
Z 1
0
jy0x(t)jme tdt  K(1 + jxjm); 8x 2 Rn; (3.3)
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for some constant K > 0. Using (2.3), (2.2), and (3.1 - i), we easily obtain
u(x)  Jx(0)  K(1 + jxjm); 8x 2 Rn;
where K > 0 is some other constant. (In what follows, for convenience, K
and k will denote \generic" positive constants which may denote dierent
constants in dierent estimates.) Thus the upper bound of (3.2-i) is proved.
For each xed x 2 Rn, let
Vx  f 2 V ; Jx()  Jx(0)g:
Using (2.2) and the lower bound from (3.1-i), we obtain for some K > 0 that
E
Z 1
0
j[yx(t)]+jme tdt  K(1 + jxjm); 8x 2 Rn; 8 2 Vx: (3.4)
Because of assumption (2.6), y0x = yx   , so (3.3) gives
E
Z 1
0
jyx(t)  (t)jme tdt  K(1 + jxjm); 8x 2 Rn: (3.5)
Since each i  0; jyx(t)j  j[yx(t)]+j + jyx(t)   j, so (3.4) and (3.5) imply
that there is a constant K > 0 (independent of x and ) such that
E
Z 1
0
jyx(t)jme tdt  K(1 + jxjm); 8x 2 Rn;8 2 Vx: (3.6)
On the other hand, dening (t) = tg + w(t) (w is a matrix product
with w considered a column vector here), (2.1) gives yx(t) = x+  + (t), so
j[yx(t)]+j  j(yx(t) )+j = j(x+)+j, and jj = jx (x+)j  jx+ (x+)+j 
jx+j   j(x+ )+j, so that
j[yx(t)]+j  jx+j   j(t)j:
Thus for some constants K  k > 0 we have the lower bound
E
Z 1
0
j[yx(t)]+jme tdt  kjx+jm  K; 8x 2 Rn: (3.7)
In view of the fact that
Jx()  E
Z 1
0
f(yx(t))e
 tdt; 8 2 V;
(2.3), (3.1-i) and (3.7) easily give the lower bound in (3.2-i).
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For any x; x
0 2 Rn, it is easy to check that
ju(x)  u(x0)j  supfjJx()  Jx0 ()j;  2 Vx
[
Vx0g: (3.8)
But
jJx()  Jx0 ()j  E
Z 1
0
jf(yx(t))  f(yx0 (t))je tdt:
Property (3.2-ii) for u follows from this by using (3.1-ii), the fact that yx(t) 
yx0 (t) = x   x0 (from (2.1) and (2.6)), and the fact that there is a positive
constant K such that for any  2 Vx SVx0 we have
E
Z 1
0
jyx(t)jm 1e tdt  K(1 + jxjm 1 + jx0jm 1); (3.9)
with the corresponding fact also true for yx0 (t). In fact, if  2 Vx, (3.9)
follows immediately from (3.6) by using the Holder inequality. On the other
hand, if  2 Vx0 , (3.9) follows from the corresponding fact for yx0 (t) and the
estimate
jyxjm 1  [jyx0 j+ jx  x
0j]m 1  2m 1[jyx0 jm 1 + 2m 1(jxjm 1 + jx
0jm 1)]:
For i = 1; : : : ; n, let ix be the row n-vector with xi as i-th entry and
all other entries zero. For i = 1; : : : ; n and for any function F : Rn ! R,
dene the second dierence of F in the xi direction by
2i F (x) = F (x+ix)  2F (x) + F (x ix); 8x 2 Rn: (3.10)
It is easy to check the fact that
2i u(x)  supf2i Jx();  2 Vxg: (3.11)
Since f 2 C2(Rn), we clearly have for i = 1; : : : ; n and x 2 Rn that
2i f(x) = (xi)
2
Z 1
0
Z 
 
@2f
@x2i
(x1; : : : ; xi + xi; : : : ; xn)dd: (3.12)
Since yxix(t) = yx(t)ix, the results (3.11), (2.2), (3.12), condition (3.1
- iii), and the Holder inequality applied to (3.6) imply the upper bound on
the following:
0  2i u(x)  K(1 + jxjq)(xi)2; 1  i  n; x 2 Rn; jxij  1: (3.13)
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To prove the lower bound of (3.13), it clearly suces to prove the convexity
of u. In view of the denition of u in (2.3), to show the convexity of u it
clearly suces to prove the joint convexity of Jx() in (x; ), that is, that
Jx+(1 )x0 ( + (1  )
0
)  Jx() + (1  )Jx0 (
0
);
for any x; x
0 2 Rn, any ;  0 2 V , and any  2 [0; 1]. But convexity of Jx()
in (x; ) clearly follows from the fact that yx(t; ) depends linearly on (x; )
and from the fact that the set V and the function f are both convex.
It remains only to prove that u 2 W 2;1loc . Let B be any open ball and
let ' 2 C10 (Rn) be any test function with support contained in B. Since
(xi)
 22i u(x) is bounded on B for jxij  1 (by (3.13)), there is a sequence
k ! 0+ as k ! 1 such that, denoting by gk the result of replacing xi
by k in (xi)
 22i u(x), we have gk ! Q weakly in Lp(B) for some p with
1 < p <1. It is then easy to show thatZ
Rn
'(x)Q(x)dx =
Z
Rn
@2'
@x2i
u(x)dx; 8' 2 C10 (B);
so that Q = @2u=@x2i is a generalized derivative. Existence and local bound-
edness of mixed second order generalized derivatives can now be proved easily
as follows. For k = 1; : : : ; n, let ek denote the unit vector in the direction
of the positive xk axis. For any xed i 6= j with 1  i; j  n, let y be
a new coordinate whose axis points in the (ei + ej)=
p
2 direction. Then
@2u=@xi@xj = @
2u=@y2   (@2u=@x2i + @2u=@x2j)=2: 2
Recall that equation (2.8) is
Lu" +
1
"
nX
i=1
(
@u"
@xi
+ ci)
  = f; x 2 Rn: (3.14)
In what follows, we will study the related equation
Lu" +
1
"
nX
i=1
(
@u"
@xi
+ ci) = f; x 2 Rn; (3.15)
in which the nonsmooth function   has been replaced by a smooth (),
with  2 C1(R),  convex and nonincreasing, and
() =
8><>:
0 if   0
 2  1 if    1
positive if  < 0:
(3.16)
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Notice that such a  can easily be constructed by mollication of a function
with similar properties which is only piecewise smooth.
We will now show that (3.15) is the Hamilton-Jacobi-Bellman equation
of a control problem. For any " > 0, let U" denote the set of all progressively
measurable random processes (; ) from [0;1) into Rn  Rn whose com-
ponents i and i are nonnegative and satisfy for 1  i  n, t  0, and all
s 2 R that
 si(t)  1
"
(s)  i(t)  1
"
:
Note that for s =  1 this gives i(t)  2=". Let
Jx(; ) = Jx() + E
Z 1
0
nX
i=1
i(t)e
 tdt; (3.17)
with  =
Z t
0
(s)ds:
Dene
u"(x) = inffJx(; ); (; ) 2 U"g; x 2 Rn: (3.18)
The Hamilton-Jacobi-Bellman equation for this problem is fairly easily seen
to be (3.15). (In checking this it is useful to keep in mind that for each
xed t and i, the condition  si(t)   (s)="  i(t) for all s 2 R in the
denition of U" is equivalent to the line y =  i(t)   si(t) in the sy-plane
being below y = (s)=", the graph of =". Clearly, the convex function ="
is the supremum of all such linear functions.)
Theorem 3.2. With the same assumptions as in Theorem 3.1, there exist
positive constants K; k; and "0 such that for all " with 0 < " < "0, the
optimal cost u" given by (3.18) satises the following:
(i) kjx+jm  K  u"(x)  K(1 + jxjm)
(ii) j@u"
@xi
(x)j  K(1 + jxjm 1)
(iii) u" 2 W 2;1loc ; u" is convex, and
0  @
2u"
@z2
(x)  K(1 + jxjq)
with q = (m  2)+; for every x 2 Rn
and every second order directional derivative
@2=@z2.
9>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>;
(3.19)
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Moreover, for each x 2 Rn; u"(x)! u(x) as "! 0+.
Proof: The properties (3.19) can be proved in virtually the same way as the
properties (3.2) were proved in Theorem 3.1. In place of Vx in that proof,
use
Vx;" = f(; ) 2 U"; Jx(; )  Jx(0; 0)g:
To show the pointwise convergence of u" to u, let V0 denote the set of all
controls in V such that (t) is uniformly Lipschitz continuous for t  0. It
was proved in [CMR] that the optimal cost u can alternatively be dened by
u(x) = inffJx();  2 V0g; 8x 2 Rn: (3.20)
It is obvious that u"(x)  u(x) for every " > 0 and every x 2 Rn. For any
 > 0 and any x 2 Rn, because of (3.20) we can nd a  2 V0 such that
Jx()  u(x) + =2. Taking i(t)  (2n) 1 for 1  i  n and t  0 and
 so that  =
R t
0 (s)ds, for " > 0 small enough, (; ) 2 U", so (3.17) gives
Jx(; )  u(x) + : 2
The following six lemmas and all the related denitions are used only for
the proof of the next theorem (Theorem 3.9). Dene
A0 =  
nX
i;j=1
aij
@2
@xi@xj
 
nX
i=1
gi
@
@xi
; (3.21)
i.e., A0u  Lu   u. Dene  (x) = ( + jxj2) P for each x 2 Rn, where
 > 0 and P > 0 are constants to be chosen later. Dene
H = f';' 1=2 2 L2(Rn)g with the norm (3.22)
j'jH = j' 1=2jL2(Rn)
V = f' 2 H; for i = 1; : : : ; n; @'
@xi
exists and (3.23)
@'
@xi
 1=2 2 L2(Rn)g;
where @'=@xi denotes the generalized derivative. In V use the norm
j'jV = [j'j2H +
nX
i=1
j @'
@xi
 1=2j2L2(Rn)]1=2: (3.24)
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Clearly H is a real Hilbert space with inner product
< w; z >=
Z
Rn
w(x)z(x)  (x)dx 8w; z 2 H: (3.25)
Let V
0
be the space dual to V . We consider V  H = H 0  V 0 . For v0 2 V 0
and v 2 V , denote the value of v0 on v by < v0 ; v >. (This can be done so as
not to conict with the use of < ; > in (3.25).) For V
0
, use the usual norm
jv0jV 0 = sup
v2V;jvjV 1
< v
0
; v >; 8v0 2 V 0 : (3.26)
For any y 2 Rn, dene B(y) = Pni=1 (yi + ci). For any ? > 0 and F 2
L1loc(R
n) we say that U 2 W 1;1loc (Rn) is a weak solution of
A0U +
1
"
B(rU) + ?U = F (3.27)
if and only if for every test function v 2 C1(Rn) of compact support we haveZ
Rn
[
nX
i;j=1
aij
@U
@xi
@v
@xj
 
nX
i=1
gi
@U
@xi
v +
1
"
B(rU)v + ?Uv   Fv] dx = 0:(3.28)
Lemma 3.3. There is a large enough constant 0 >  such that for every
g 2 V 0 there exists a unique weak solution u 2 V to the equation
A0u+
1
"
B(ru) + 0u = g: (3.29)
Moreover, the solution u 2 V depends continuously on g 2 V 0 .
Proof: Use Corollary 1.8 in Chapter III of [KS] with their K = X equal to
our V and their Au equal to our A0u+
1
"
B(ru)+0u  g. It is easy to show
that A is continuous from V into V
0
. It is straightforward to show that for
a large enough 0 >  there is a constant 0 > 0 such that
< Au  Av; u  v >  0ju  vj2V 8u; v 2 V: (3.30)
This shows that A is monotone and coercive. Thus Corollary 1.8 of [KS]
guarantees the existence of a weak solution u 2 V for every g 2 V 0 .
From (3.30) we also easily obtain uniqueness and continuous dependence.
2
For any  > 0, q > 0, and f : Rn ! R, dene
kfk;q = jf(x)(+ jxj2) qjL1(Rn): (3.31)
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For any q > 0, let Zq be the set of all continuous functions f : R
n ! R such
that f(x)(1 + jxj2) q ! 0 as jxj ! 1.
Lemma 3.4. If q > 0 and P > n
2
+ 2q, then
(a) f 2 Zq =) f 2 V 0 and
(b) if f 2 Zq; fk 2 Zq for k = 1; 2; : : : ; and for some  > 0 we have
kfk   fk;q ! 0 as k !1, then fk ! f in V 0 as k !1.
Proof:
(a) It is easy to see that if f 2 Zq with P > n2 + 2q, then f 2 H  V
0
.
(b) Again using P > n
2
+ 2q, it is easy to use the Cauchy-Schwarz inequality
to show that jfk   f jV 0  Kkfk   fk;q for some constant K. 2
Let ' be a mollication kernel (xed in what follows), i.e., ' 2 C1(Rn); '(x) 
0 for all x 2 Rn; '(x)  0 for jxj  1, and RRn '(x)dx = 1. For any
f 2 Zq; k = 1; 2; : : : ; and x 2 Rn, dene
Fk(x) =
(
f(x) if jxj  k
0 if jxj > k fk(x) =
Z
Rn
kn'(k(x  y))Fk(y)dy:
Lemma 3.5. Let q > 0. Let f 2 Zq and let f1; f2; : : : be dened as above.
Then
(a) fk 2 C10 (Rn) for k = 1; 2; : : : ;
(b) for every x 2 Rn; limk!1 fk(x) = f(x), the convergence being uniform
on any compact set,
(c) for every constant  > 0; kfk   fk;q ! 0 as k !1, and
(d) for every constant  > 0; limk!1 kfkk;q = kfk;q.
Proof: Properties (a) and (b) follow immediately from Theorems 1.5 and 1.7
of [Ag]. The proof of (c) is straightforward. Once (c) has been proved, (d)
follows immediately. 2
Lemma 3.6 Let q > 0. For i = 1; 2; let Fi 2 Zq and ui 2 C1(Rn) \ Zq. Let "
and ? be positive constants. For i = 1; 2; let ui be a weak solution of
A0ui +
1
"
B(rui) + ?ui = Fi:
Then for every  with 0 <  < ? there is a 0 > 0 such that for   0,
(?   )ku1   u2k;q  kF1   F2k;q:
0 here depends only on n, the coecients of A0; q; ", the Lipschitz constant
of B, and .
Proof: This follows from the method of proof of Theorem 2.14 in [MT]. The-
orem 8.19 of [GT] is also used. 2
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Lemma 3.7. Let u be the weak solution guaranteed by Lemma 3.3 of (3.29),
where g 2 V 0 \ C(Rn). Then for any  2 (0; 1); u 2 C1;loc(Rn). If also
g 2 C0;loc(Rn), then u 2 C
2;
loc(R
n).
Proof: A bootstrap argument repeatedly using Theorems 8.3 and 8.9 and
Lemma 9.16 of [GT] and Theorem 5.4 in [Ad] shows that u 2 C1;loc(Rn) for
any  2 (0; 1). If also g 2 C0;loc(Rn), by the Schauder theory (e.g., Lemma
6.10 of [GT]) we have u 2 C2;loc(Rn): 2
Lemma 3.8. Let " > 0; P > 0, and q > 0 be constants, with P > n
2
+ 2q.
Then there is a 1 > 0 such that for   1, if f 2 Zq and if u is the unique
weak solution guaranteed by Lemmas 3.3 and 3.4 to
A0u+
1
"
B(ru) + 0u = f;
then kfk;q  02 kuk;q:
Proof: Let f1; f2; : : : be dened as they were immediately before Lemma 3.5.
For k = 1; 2; : : : ; let uk be the unique solution in C
2(Rn) \ W11 (Rn) of
A0uk +
1
"
B(ruk) + 0uk = fk guaranteed by Propositions 3.2 and 3.3 of
[Bur]. Apply Lemma 3.6 with ? = 0; F1 = fk, and F2 = 0. Thus for
 = 0=2 there is a 1 > 0 such that for   1 we have
0
2
kukk;q  kfkk;q: (3.32)
By Lemma 3.5 (c) we have kfk   fk;q ! 0 as k ! 1. Thus by Lemma
3.4 (b) we have fk ! f in V 0 . By the continuity part of the statement of
Lemma 3.3, uk ! u in V . Thus some subsequence of fukg1k=1 converges
almost everywhere to u. Taking k !1 in (3.32) for this subsequence, using
Lemma 3.5 (d), we get the stated result. 2
Theorem 3.9. Let " > 0. Let  > 0 be our discount factor. Let m and
f be as in (3.1). Let q > m=2. Then (3.15) has a weak solution u" 2
Zq. This weak solution is unique among all continuous functions of at most
polynomial growth (i.e., functions in Zq0 for some q
0
> 0). Moreover, for
every  2 (0; 1); u" 2 C2;loc(Rn).
Proof: We assume as usual that P > n
2
+ 2q. Choose q
0
with m
2
< q
0
< q.
Note that f 2 Zq0 . For any u 2 Zq0 , dene U = Tfu to be the weak solution
of
A0U +
1
"
B(rU) + 0U = (0   )u+ f
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guaranteed by Lemmas 3.3 and 3.4. For u1 and u2 in Zq0 , let U1 = Tfu1
and U2 = Tfu2. Apply Lemma 3.6 with F1 = (0   )u1 + f and F2 =
(0  )u2 + f . By Lemma 3.8 (with q replaced by q0), kU1k1;q0 and kU2k1;q0
are nite, so U1   U2 2 Zq. Thus for  = =2, for large enough 0 we have
(0   
2
)kTfu1   Tfu2k0;q  k(0   )(u1   u2)k0;q: (3.33)
From the last part of the statement of Lemma 3.6, this same 0 works for
all q
0
with m
2
< q
0
< q. Notice that (3.33) shows that Tf is a contraction
map in k  k0;q norm with contraction constant (0   )(0   =2) 1 < 1.
Since any weak solution of (3.15) in some Zq0 space is a xed point of Tf ,
this proves the uniqueness part of the theorem. Having proved this, we may
assume hereafter that P = n+m. Since Zr  Zs for 0 < r < s, it suces to
continue our proof assuming that q < m
2
+ n
4
(so that P = n+m > n
2
+ 2q).
We will now prove that Tf is a contraction map of Zq into itself. Assume
now that u1; u2 2 Zq. We wish to prove that (3.33) remains true. Using
Lemma 3.5, we can nd sequences fu1;kg1k=1 and fu2;kg1k=1 in C10 (Rn) which
converge in k k0;q norm to u1 and u2 respectively. Equation (3.33) is clearly
true when u1 and u2 are replaced by u1;k and u2;k, respectively. Since, for
i = 1; 2; (0   )ui;k + f ! (0   )ui + f in k  k0;q norm as k ! 1, by
Lemma 3.4 this convergence also occurs in V
0
; thus by Lemma 3.3, Tfui;k !
Tfui in V , so some subsequence of fTfui;kg1k=1 converges almost everywhere
to Tfui, so
kTfu1   Tfu2k0;q 
0   
0   =2ku1   u2k0;q 8u1; u2 2 Zq:
(The above argument shows that Tfu1   Tfu2 2 Zq. A similar argument
shows that Tfu1 and Tfu2 are individually in Zq.)
Let u be the unique xed point of Tf in Zq. Clearly then u is a weak
solution of (3.15), so u = u" in the sense of the statement of this theorem.
(We will see in the next theorem that this does not conict with our previous
denition of u" in (3.18).) by Lemma 3.7, the assertions about the smoothness
of u = u" follow immediately. 2
Remark. The previous theorem proved existence and uniqueness among all
functions with at most polynomial growth as jxj ! 1. That these are the
appropriate functions to study is seen by considering the corresponding linear
problem (the above problem with B  0). See p. 226 of [Mir] for a brief
discussion and a reference to a paper which solves the linear problem in such
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spaces.
Theorem 3.10. Make the same assumptions as in Theorem 3.2. Then the
optimal cost u" given by (3.18) is the solution u" of the Hamilton-Jacobi-
Bellman equation (3.15). Moreover, for every  2 (0; 1), u" 2 C2;loc(Rn).
Proof: Fix " > 0 and q > m=2. Let u" be the unique solution of (3.15) in
C2;loc(R
n) \ Zq, for every  2 (0; 1), guaranteed by Theorem 3.9. We will
prove that
u"(x) = inffJx(; ); (; ) 2 U"g; x 2 Rn: (3.34)
Indeed, for any (; ) 2 U" we can use Ito^'s formula to get
u"(x) = Ef
Z T
0
(Lu")(yx(t))e
 tdt 
Z T
0
(t)  ru"(yx(t))e tdt+
+u"(yx(T ))e
 Tg
for any T > 0. Because u" 2 Zq, we may let T go to innity and use (3.15)
to deduce that
u"(x) = Ef
Z 1
0
f(yx(t))e
 tdtg+ (3.35)
+
nX
i=1
Ef
Z 1
0
[ 1
"
(
@u"
@xi
(yx(t)) + ci)  i(t)@u"
@xi
(yx(t))]e
 tdtg:
By the denition of U", we obtain from (3.35) the inequality
u"(x)  Jx(; ) 8(; ) 2 U";8x 2 Rn: (3.36)
Now dene ^(y) = (^1(y); : : : ; ^n(y)) and ^(y) = (^1(y); : : : ; ^n(y)) by
^i(y) =  1"
0
(@u"
@xi
(y) + ci)
^i(y) =
1
"

0
(@u"
@xi
(y) + ci)[
@u"
@xi
(y) + ci]  1"(@u"@xi (y) + ci)
i = 1; : : : ; n; y 2 Rn,
9>>=>>; (3.37)
which produces an optimal feedback law for the penalized problem. That
is, we solve the stochastic dierential equation (see [BL], Theorem 3.5 in
Chapter 2)(
dy^x(t) = [g + ^(y^x(t))]dt+ dw(t); t > 0;
y^x(0) = x;
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and for ^(t)  ^(y^x(t)) and ^(t)  ^(y^x(t)), we have
u"(x) = Jx(^; ^) and (^(t); ^(t)) 2 U": (3.38)
Clearly (3.36) and (3.38) together prove (3.34). 2
Theorem 3.11 Make the assumptions of Theorem 3.2. Fix p with n < p <1.
Let 
  Rn be an open ball. Then there is a sequence f"kg1k=1 with "k ! 0+
as k !1 such that for 1  i; j  n
u"k ! u and
@u"k
@xi
! @u
@xi
uniformly on 

and
@2u"k
@xi@xj
! @
2u
@xi@xj
weakly in Lp(
); as k !1:
Proof: By the proof of Theorem 3.2, there is a K1 > 0 such that
ju"j  K1; j@u"
@xi
j  K1; and j @
2u"
@xi@xj
j  K1 on 
 for 1  i; j  n; 0 < " < "0:
Since W 2;p(
) is reexive (see, for example, [Ad], p. 46), there is a se-
quence f"kg1k=1 with "k ! 0+ as k ! 1 such that u"k converges weakly in
W 2;p(
). Since u"k ! u pointwise (by Theorem 3.2) and since weak lim-
its are unique, u"k ! u weakly in W 2;p(
) as k ! 1. Since p > n, by
the Rellich-Kondrachov Theorem (Theorem 6.2 in [Ad]) the imbedding map
W 2;p(
) ! C1(
) is compact. Thus u"k ! u and @u"k=@xi ! @u=@xi (for
i = 1; : : : ; n) uniformly on 
 as k !1: 2
Theorem 3.12 Make the same assumptions as in Theorem 3.2. Then for
every  2 (0; 1); u" 2 C4;loc(Rn).
Proof: Since u" satises (3.15), we have
Lu" = f   1
"
nX
i=1
(
@u"
@xi
+ ci); x 2 Rn: (3.39)
Let  2 (0; 1). Since u" 2 C2;loc(Rn) (by Theorem 3.10), f 2 C3(Rn), and
 2 C1(R), the R.H.S. of (3.39) is in C1;loc(Rn). Thus by Theorem 36, V
of [Mir], u" 2 C3;loc(Rn). Thus the R.H.S. of (3.39) is in C
2;
loc(R
n), so again
applying Theorem 36, V of [Mir] we have u" 2 C4;loc(Rn). 2
4. Regularity of the Free Boundary away from \Corner Points".
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Theorem 4.1 Let the assumptions of Theorem 3.1 be satised. Then for
i = 1; : : : ; n there exists a real-valued function  i(x1; : : : ; xi 1; xi+1; : : : ; xn),
such that
@u
@xi
(x) + ci = 0 if xi   i(x1; : : : ; xi 1; xi+1; : : : ; xn)
and
@u
@xi
(x) + ci > 0 if xi >  i(x1; : : : ; xi 1; xi+1; : : : ; xn)
for each x = (x1; : : : ; xn) 2 Rn.
Proof: The proof is essentially the same as that given for Theorem 4.1 in
[MR]. 2
Denition 4.2. For any i with i = 1; : : : ; n, dene
Si = fx 2 Rn; @u
@xj
(x) + cj > 0 for all j 6= ig and (4.1)
Fi = Si \ fx = (x1; : : : ; xn) 2 Rn;xi =  i(x1; : : : ; xi 1; xi+1; : : : ; xn)g:(4.2)
The free boundary is Si \ : : : \ Sn  (S1 \ : : : \ Sn). We will show that
each portion Fi; i = 1; : : : ; n, of this is regular. All other free boundary
points will be called corner points. By symmetry, it clearly suces to study
the regularity of Fn. This is what will be done below.
If n = 3 with  1(x2; x3)   2(x1; x3)   3(x1; x2)  0, S1 \S2 \S3 is the
principal octant. F1;F2, and F3 are quarter planes, and the corner points
are points on the nonnegative coordinate axes. The reader should be warned
that this paper does not prove that the corner points always have this simple
type of structure (although the authors believe that to be true).
Lemma 4.3. Assume (2.6) and assume that  > 0 is constant. Let 
  Rn
be an open ball. Let a(u; v) be dened by (2.11). Then a(u; v) is coercive on
H10 (
).
Proof: For any u 2 H10 (
) it is easy to prove thatZ


u
@u
@xi
dx = 0 for i = 1; : : : ; n:
From the positive deniteness of (aij) and the fact that  > 0, the coercivity
of a(u; v) on H10 (
) follows easily. 2
Denition 4.4. (Compare with problem 5 on pp. 30, 31 of [Fr].) We say that
w is a local solution of
a(w; v   w)  (F; v   w) for every v 2 K; (4.3)
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where
K = fv 2 H1(
); v  0 a.e. in 
g; (4.4)
if and only if w 2 K and for every  2 C10 (
) with   0 we have
a(w; (v   w)) 
Z


F(v   w)dx for every v 2 K: (4.5)
Theorem 4.5. Let the assumptions of Theorem 3.2 be satised. Let 
 be an
open ball with 
  Sn. Then w  @u=@xn + cn is a local solution of (4.3)
with K given by (4.4) and F  @f=@xn + cn.
Proof: Let f"kg1k=1 be the sequence in Theorem 3.11 and let uk = u"k for
k = 1; 2; : : :. Since @u=@x1 + c1 > 0; : : : ; @u=@xn 1 + cn 1 > 0 on 
, since
u 2 C1(Rn) (by Theorem 3.1), and since @uk=@xi ! @u=@xi for 1  i  n
uniformly on 
 as k ! 1 (by Theorem 3.11), there is a K2 such that for
k  K2 we have @uk=@x1 + c1 > 0; : : : ; @uk=@xn 1 + cn 1 > 0 on 
. Thus
(@uk=@x1 + c1)  : : :  (@uk=@xn 1 + cn 1)  0 on 
 for k  K2 so that
(3.15), which uk satises because of Theorem 3.10, becomes
Luk +
1
"k
(
@uk
@xn
+ cn) = f; x 2 
; k  K2:
Fix  2 (0; 1). By Theorem 3.10, uk 2 C2;(
) for k = 1; 2; : : :. Thus
f   1
"k
(@uk=@xn+ cn) 2 C1;(
), so that the Schauder theory (see Theorem
6.17 of [GT]) shows that uk 2 C3;(
), so that
L
@uk
@xn
+
1
"k

0
(
@uk
@xn
+ cn)
@2uk
@x2n
=
@f
@xn
on 
 for k  K2:
Let K be given by (4.4), let  2 C10 (
) with   0, and let v 2 K. Dening
wk  @uk=@xn + cn for k = 1; 2; : : : ; we clearly have for k  K2 that
(Lwk; (v   wk)) + ( 1
"k

0
(wk)
@2uk
@x2n
; (v   wk)) = ( @f
@xn
+ cn; (v   wk)):
The rst term is clearly equal to a(wk; (v   wk)). At points where wk 
v  0,  0(wk) = 0, so the integrand of the second term is zero. But at
points where wk < v, the integrand of the second term is nonpositive, since
"k > 0; 
0
(wk)  0, @2uk=@x2n  0 (by Theorem 3.2),   0, and v   wk > 0.
Thus
a(wk; (v   wk))  ( @f
@xn
+ cn; (v   wk)) for k  K2:
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Taking the limit as k !1, using the full strength of the convergence of uk
to u described in Theorem 3.11, we now wish to obtain
a(w; (v   w))  ( @f
@xn
+ cn; (v   w)):
This does not come trivially, since a(wk; (v   wk)) involves the termZ


 
nX
i;j=1
aij
@wk
@xi
@wk
@xj
dx;
which does not necessarily converge to
R

 
nX
i;j=1
aij
@w
@xi
@w
@xj
dx as k ! 1.
However, all the other terms of a(wk; (v   wk)) converge to their expected
limits, whileZ


nX
i;j=1
aij
@w
@xi
@w
@xj
dx  lim inf
k!1
Z


nX
i;j=1
aij
@wk
@xi
@wk
@xj
dx:
(To see this, apply Lemma II. 3.27 of [DS] to L2(D)  : : :  L2(D) [with n
terms in this sum] with
k(f1; : : : ; fn)k 
vuutZ
D
nX
i;j=1
aijfifj; where D = fx 2 Rn; (x) > 0g:)
The desired result now follows with no problem. Note that w  0 a.e. in 

because of (2.9). 2
Theorem 4.6. Let the assumptions and notations be the same as in Theorem
4.5. Then w = @u=@xn + cn 2 W 2;1(
) and w satises
Lw  F; w  0; (Lw   F )w = 0 a.e. in 
: (4.6)
Proof. Let B be an open ball with 
  B  B  Sn. By ([Fr], problem 5,
pp. 30, 31), the fact that w = @u=@xn + cn is a local solution as described
in Denition 4.4 (with 
 replaced by B) proves that w 2 W 2;p(
) for every
p with 1 < p < 1. (The authors actually used Theorem I.1 on p. 7 of [Br]
to prove problem 5 of [Fr] instead of using problem 1 on p. 29 of [Fr].)
Using ([Fr], problem 1, p. 44), we then get w = @u=@xn+ cn 2 W 2;1(
).
The method of proof of the special case of ([Fr], problem 1, p. 44) sucient for
our needs involves showing that (3.18) on p. 26 of [Fr] holds with A; f; u;
; g,
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and ' replaced by L; F ?; w;B; 0, and 0, respectively. Here  2 C10 (B) with
0    1 on B and   1 on 
, while
F ?  F  
nX
i;j=1
faijw @
2
@xi@xj
+ 2aij
@w
@xi
@
@xj
g  
nX
i=1
gi
@
@xi
w:
(To understand F ?, see the hint for problem 5 on pp. 30, 31 of [Fr].) Then
Theorem 4.1 of [Fr] can be applied with the same replacements as above.
Since   1 on 
, an easy consequence of this proof is that (4.6) holds. 2
Lemma 4.7. As in problem 6 on p. 203 of [Fr], for xn > 0 dene  = (x) =
cos 1(xn=jxj). Let z = cos  = xn=r, where r = jxj as usual. If for some
constant ; u = rg(z) on some open subset of fx 2 Rn; xn > 0g, where
g 2 C2(R), then
u = r 2[g
00
(z)(1  z2) + g0(z)(1  n)z + (+ n  2)g(z)]:
Proof. This can be shown by straightforward (but tedious) computation. 2
To obtain a crucial technical result (that F = @f=@xn + cn < 0 on Fn),
we need a generalization of Lemma 7.3 on p. 195 of [Fr]. This generalization
may be of interest in its own right. Except for ' (which we will take to
be 0 in our application) and 
 (which we will take to be an open ball with

  Sn), the notation chosen below shows how we will apply the theorem.
Theorem 4.8. Let 
 be a domain in Rn and let w be a solution of the obstacle
problem
Lw   F  0; w  '; (Lw   F )(w   ') = 0 a.e. in 
;
jwjC1;1(
) M <1; ' 2 C3(
):
Here L is given by (2.7). We assume that (2.6) holds, that (aij) =
1
2
T , and
that   0.
Assume also that F 2 C1(
) and that  F +L' and r( F +L') do not
vanish simultaneously in 
. Then  F + L' > 0 on the free boundary of w
in 
.
Proof. Let the coincidence set  of w in 
 be dened by  = fx 2 
;w(x) =
'(x)g. Let the free boundary of w in 
 be denoted by  , where   = @\
.
We will rst show that  F + L'  0 on  . Assume for contradiction that
there were an x0 2   at which ( F +L')(x0) < 0. Then v  w ' satises
Lv = Lw   L'  F   L' > 0 and v  0 in a neighborhood of x0, with
the minimum 0 of v being attained at the interior point x0. By the strong
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maximum principle (e.g., Theorem 8.19 of [GT] with their L and u replaced
by our  L and  v, respectively) we have v  0 on that neighborhood. Thus
w  ' on that neighborhood, contradicting our assumption that x0 2  .
Making the nonsingular linear change of variables y = 2 1=2 1x converts
the above problem into a similar one in which (aij) is replaced by the indentity
matrix. Thus, without loss of generality, we will assume from now on that
(aij) is the identity matrix , so that Lw =  w  
nX
i=1
gi@w=@xi + w.
Using problem 6 on p. 203 of [Fr] there is a  with 0 <  < 
2
and
a  with 1 <  < 2 such that the function v = jxjf() is harmonic and
positive on the cone K = fx;xn > 0; cos 1(xn=jxj) <  g, with v = 0 on
@K . (The method of construction of v in [Fr] guarantees that v will also be
harmonic on a slightly larger cone K ? introduced below.) Taking z = cos 
and g(z) = f(), we have g(cos ) = f( ) = 0. Clearly g
0
(cos ) 6= 0
(since otherwise g(z) would be the zero solution of its ordinary dierential
equation). Since g(z) > 0 for cos < z  1 (i.e., for  >   0), we clearly
must have g
0
(cos ) > 0. Thus there is a  ? with  <  ? < =2 such that
f() = g(cos ) < 0 for  <    ?. This  ? gives us the opening size we
will use for a new cone
K ? = fx; xn > 0; cos 1(xn=jxj) <  ?g:
Let 	   F + L'. We have already proved that 	  0 on  . What
we have to prove is that 	 > 0 on  . Thus assume for contradiction that
for some point x0 2   we have 	(x0) = 0. Since, by assumption, 	(x0) and
r	(x0) cannot both be zero, we must have r	(x0) 6= 0. We can assume,
without loss of generality (by translating and rotating our coordinate system
if necessary), that our origin is at x0 and that the positive xn-axis points
opposite to the direction of r	(x0). For a small enough R > 0 we then have
	 < 0 in K ? \BR(x0);
where BR(x0) is the open ball of radius R centered at x0. The function
V  w   ' has LV = Lw   L'  F   L' =  	, so
LV > 0 in K ? \BR(x0):
Since V  0, the strong maximum principle (e.g., Theorem 8.19 of [GT];
note that   0 is used here) gives
V > 0 in K ? \BR(x0):
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Fix an " > 0 such that + " < 2. Let r = jxj as usual. As we will prove
below, there is an r0 with 0 < r0 < R such that
L(rf() + r
+") < 0 in K ? \Br0(x0): (4.7)
Since f( 
?) < 0 and " > 0, there is an r1 with 0 < r1  r0 such that
rf( 
?)+ r+"  0 for 0  r  r1. Thus for any K with 0 < K < 1 we have
V  0  K(rf() + r+") in @K ? \Br1(x0):
But on the other portion of the boundary of K ? \ Br1(x0) (i.e., on K ? \
@Br1(x0)), since V > 0 on K ? \ @Br1(x0), we can easily nd a constant K
with 0 < K < 1 such that
V  K(rf() + r+") on K ? \ @Br1(x0):
Thus (as soon as we have proved that (4.7) holds for some 0 < r0 < R), we
have
V  K(rf() + r+")  0 on the boundary of K ? \Br1(x0)
and
L(V  K(rf() + r+"))
= LV  KL(rf() + r+") > 0 on K ? \Br1(x0);
so that by the maximum principle (e.g., Theorem 8.1 of [GT]) we have
V  K(rf() + r+")  0 on K ? \Br1(x0):
But on the coincidence set ; w  ' so that V  0 and rV  0. Since
x0 2 @; V (x0) = 0 and rV (x0) = 0. Since w and ' are both in C1;1(
),
so is V = w   '. Thus for some M1 > 0 and some neighborhood N of x0,
V (x) M1jx  x0j2 for x 2 N;
so that V (x) can grow no faster than M1r
2 going away from x0. But on the
positive xn-axis (with  = 0) we have
V (x)  Krf(0) +Kr+" for 0  r  r1;
so (since 1 <  <  + " < 2; K > 0, and f(0) > 0) V (x) is growing faster
than M1r
2, which gives our contradiction.
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Thus it remains only to prove that there is an r0 with 0 < r0 < R
such that (4.7) holds. Note that rf() and r
+" are both of the form
considered in Lemma 4.7 (with g(cos )  f() in the rst case and g(z)  1
in the second). Using the fact that jg(cos )j and jg0(cos )j are bounded for
0     ?, while (rf()) = 0 and r+" = r+" 2(+ ")(+ "+n  2),
straightforward calculations and estimates give the result without too much
diculty. 2
In addition to the above assumptions on f , we will also assume that
for i = 1; : : : ; n;
@f
@xi
+ ci and r @f
@xi
never vanish simultaneously:(4.8)
Corollary 4.9. Let the assumptions and notation be the same as in Theorem
4.5. Assume that (4.8) holds. Then @f=@xn + cn < 0 on Fn.
Proof. Let x0 be any point of Fn. Let 
 be an open ball centered at x0
with 
  Sn. Let '  0. Let w = @u=@xn + cn and F = @f=@xn + cn as
usual. Then the hypotheses of Theorem 4.8 are satised because of Theorem
4.6 and (4.8). (w 2 C1;1(
) follows from w 2 W 2;1(
).) The conclusion
is that  F + L' =  @f=@xn   cn > 0 on the free boundary of w in 
.
Because of the result of Theorem 4.1, w(x) = 0 and w(x) > 0 both happen
at points x arbitrarily close to x0, so x0 is in the free boundary of w in 
.
Thus @f=@xn + cn < 0 at x0: 2
One more technical result must be proved before the main result can be
stated and proved. The proof of the following theorem is a modied form of
the proof in [Ath], which itself derived from the original idea in [Alt].
Theorem 4.10. Let the assumptions and notation be the same as in Theorem
4.5. Assume that (4.8) holds. Then any point x 2 Fn is a point of positive
Lebesgue density for the coincidence set.
Proof. Let x = (x1; : : : ; xn) 2 Fn. Let 
0 be an open ball of radius 2R (with
R > 0) centered at x with 
0  Sn. By Corollary 4.9 we may take R small
enough so that @f=@xn + cn < 0 on 
0. Since w(x1; : : : ; xn 1; xn +R) > 0,
we may take r with 0 < r < R so that w(x) > 0 whenever x 2 Rn is no more
than r units of distance away from (x1; : : : ; xn 1; xn + R). Let  = (x) be
the function which assigns to any x 2 Rn its distance to the \vertical" line
through x, i.e.,
(x) = (x1; : : : ; xn) = [(x1   x1)2 +   + (xn 1   xn 1)2]1=2:
Now dene the set
D = f(x1; : : : ; xn) 2 Rn; (x1; : : : ; xn) < r and  n(x1; : : : ; xn 1) < xn < xn +Rg:
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Note that since @f=@xn + cn < 0 on D \ fxn = xn + Rg, the fact that
@2f=@x2n  0 on Rn implies that @f=@xn + cn < 0 on D. Also dene
 = (x1; : : : ; xn) =
"
(x1; : : : ; xn)  r
2
+#4
:
Note that   0,  2 C2(Rn), and that when   r=2 we have   0. For a
(\large") M > 0 and for (\small")  > 0 and  > 0 to be chosen later, for
any  = (1; : : : ; n 1) 2 Rn 1 with jj < , and for any x 2 D, dene
W (x) M @w
@xn
(x) +
n 1X
k=1
k
@w
@xk
(x)  w(x) + (x):
We will apply the maximum principle (e.g., Theorem 6 in Chapter 2 of [PW])
to the function  W , the operator  L, and the set D.
Before we do this, let us make the (trivial) modication of Theorem 4.5
and our other results which allows 
 to be a ball which has been (linearly)
stretched in the xn-direction. Since the set D might be extremely long in
the xn-direction, we may need such a set in order to have D  
  
  Sn.
(It may be that no ball 
 can satisfy these inclusions.) We will assume
that Theorem 4.5 and our other results have been modied in this way and
that D  
  
  Sn: To achieve this last, it is crucial to know that
x = (x1; : : : ; xn) 2 Fn implies that x^ = (x1; : : : ; xn 1; xn) 2 Sn for every
xn < xn. (To see this, assume for contradiction that @u=@xj + cj = 0 at
x^ for some j = 1; : : : ; n   1. Dene  = xn   xn. Choose  > 0 such
that every point no more than  units from x is in Sn. Let x and x^ be
 units in the negative j-coordinate direction from x and x^, respectively.
Since @u=@xj   cj on the segment from x^ to x^ and @u=@xn   cn on the
segment from x^ to x, u(x)   u(x^) =  cj   cn. Since @u=@xn   cn on
the segment from x^ to x and @u=@xj >  cj on the segment from x to x,
u(x)  u(x^) >  cj   cn. This contradiction proves the result.)
Returning to the problem of applying the maximum principle, since Lw 
@f=@xn + cn on D (by Theorem 4.6),
LW =M
@2f
@x2n
+
n 1X
k=1
k
@2f
@xk@xn
 
 
@f
@xn
+ cn
!
+ L on D:
Since @f=@xn+cn < 0 on D while L and all the @
2f=@xk@xn are bounded
on D and since @2f=@x2n  0, it is clearly possible to choose  > 0 and  > 0
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small enough so that LW  0 on D whenever jj < . Thus either W > 0
on D or W attains its minimum on D at some point of @D. (The continuity
of W on D comes from Theorem 4.6.) Our goal (as we shall see) is to show
that W  0 on D, so if W > 0 on D, we are done. Thus it suces to show
that W  0 on @D. We will do this by proving that W  0 on each of the
following subsets of @D:
(a) First consider @D \ fw = 0g. At any x in this set, @w=@xk = 0 for
1  k  n. (To see this, consider the line l through x in the xk-
coordinate direction. Restrict w to l and consider the result a function
of the single variable xk. This function has @w=@xk restricted to l as
its derivative [by Theorem 4.6] and attains its minimum value [zero] at
the xk-value corresponding to x.) Thus on this set W (x)  (x)  0.
(b) Next, consider
N = fx 2 @D; w(x) > 0 and dist(x; @D \ fw = 0g) < g;
where  > 0 is chosen small enough so N contains no point x with
xn = xn+R. Thus for x 2 N we must have (x) = r. Since @w=@xn =
@2u=@x2n  0, while w, @w=@x1; : : : ; @w=@xn 1 are Lipschitz continuous
on D (by Theorem 4.6) and are 0 on @D \ fw = 0g (See (a) above.),
we may clearly choose  > 0 smaller if necessary so that W > 0 on N.
(c) Finally, consider the remaining set R = fx 2 @D; w(x) > 0 and x 62
Ng. At any x 2 R, @2u=@x2n > 0. (To see this, assume for con-
tradiction that there is an x0 2 R with @2u=@x2n = 0 there. Since
@2u=@x2n  0 on 
 \ fw > 0g, @2u=@x2n takes an interior minimum
on 
 \ fw > 0g at x0. But on 
 \ fw > 0g, by Theorem 4.6 we
have L(@2u=@x2n) = @
2f=@x2n  0. Thus by the maximum principle
@2u=@x2n  0 on 
\fw > 0g, from which we can prove that w(x0) = 0,
which gives a contradiction.) Therefore @2u=@x2n  m > 0 on R for
some constant m. Thus for large enough M we have W  0 on this
portion of the boundary.
Thus W  0 on @D, so W  0 on D by the maximum principle. For   r=2
we have   0, so on D \ f  r=2g we therefore have that
M
@w
@xn
+
n 1X
k=1
k
@w
@xk
 w > 0:
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Note that the L.H.S. is the directional derivative of w in the direction
(1; : : : ; n 1;M). It is easy to see that each point x of the region
fx 2 Rn; (x) < r=2 and x  x is a positive multiple of
(1; : : : ; n 1;M) for some  2 Rn 1 with jj < g
(which coincides with a cone in a neighborhood of x) must be in the coinci-
dence set. (Otherwise x 2 D, w(x) > 0, and going from x in the direction
(1; : : : ; n 1;M) increases w, so we stay in D. This contradicts the fact that
we eventually come to x with w(x) = 0.) Since this region is in the coinci-
dence set, it follows trivially that x is a point of positive Lebesgue density
for the coincidence set. 2
Theorem 4.11. Let the assumptions and notation be the same as in Theo-
rem 4.5. Assume that (4.8) holds. Then in some neighborhood of any point
x0 2 Fn,
(1) Fn is a C1 hypersurface and, in the w > 0 region, @2w=@xi@xj (for
any i; j = 1; 2; : : : ; n) is continuous up to Fn.
(2) Fn is a C1; hypersurface for every positive  < 1.
(3) If f 2 Ck; with k an integer, k  2, and 0 <  < 1, then Fn is a Ck;
hypersurface.
(4) If f is real analytic, then Fn is a real analytic hypersurface.
Proof. Assertion (1) comes from applying Theorem 3 of [Caf]. All but one
of Caarelli's main hypotheses are stated in 1.2 on p. 157. Let x0 2 Fn.
Then x0 is a point of positive Lebesgue density for the coincidence set by
Theorem 4.10. Let 
 be an open ball centered at x0 with 
  Sn. Caarelli's
W is that portion of our 
 for which w > 0. His elliptic operator A is ourPn
i;j=1 aij@
2=@xi@xj. His v is our w. From Theorem 4.6 we have w 2 W 2;1(
)
so that w 2 C1;1(
). From (4.6) we have w  0. His f (dened by A(v) = f
on W ) is our
G   
nX
i=1
gi
@w
@xi
+ w   @f
@xn
  cn (
nX
i;j=1
aij
@2w
@xi@xj
 G on fx 2 
;w(x) > 0g):
In Corollary 4.9 we proved that @f=@xn+cn < 0 at x0. Since w 2 C1;1(
),
clearly w(x0) = 0 and rw(x0) = 0, and clearly by choosing our ball 
 small
enough there is a constant 0 such that G  0 > 0 on a neighborhood of

. Thus we may take G to be the f ? of [Caf]. (Note that f ? 2 C0;1=2 is
guaranteed, since G 2 C0;1.) The @1W of [Caf] is our Fn \
. As mentioned
above, w and rw are zero on this set. The only remaining hypothesis that
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needs to be checked is that x0 is a point of positive Lebesgue density for the
coincidence set (see Theorem 2). That is assured by Theorem 4.10.
Assertions (2), (3), and (4) of our theorem then follow from Theorem 1
0
of [KN]. Their u is our w, their 
 is our fx 2 
;w(x) > 0g, their equation
F (x; u;Du;D2u) = 0 is our Lw @f=@xn cn = 0. Our w has zero Cauchy
data on Fn since w and rw are zero there. With our x0 2 Fn as \origin",
the condition F (0; 0; 0; 0) 6= 0 becomes @f=@xn + cn 6= 0 at x0, which was
proved in Corollary 4.9. Conditions (I) and (II) hold because of assertion
(1) of our theorem, proved above. Thus the conclusions of Theorem 1
0
hold
in our case. If we assume that f 2 Ck; with k  2; 0 <  < 1, then
F (x;w;Dw;D2w) = Lw   @f=@xn   cn is of class Ck 1; as a function of
its arguments, so (with our k  1 taken as the m of [KN]) the free boundary
  (our Fn \ 
) is of class Ck;. If f is assumed to be real analytic, then Fn
is a real analytic hypersurface. 2
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