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It is well established (see Stoer and Witzgallr) that, under certain conditions, 
(1) 
The purpose of this note is to show how, using a quite elementary pro- 
cedure, the above maximin result can be established using induction. We 
begin with a lemma which is a little tedious to establish rigorously, but which 
is, intuitively, very evident. The remainder of the proof is elementary. 
The lemma is itself a very special case of the work of Stoer and Witzgall, 
but in a very much more simplified form. 
LEMMA. Let @(x, y) be convex in y, concave in x, and continuous in (x, y) in 
theregionO<x<k, O<y<l, k>O, l>O. Then: 
PYOO~. Let: 
X = {x: 0 < x < k}; Y = {y: 0 \c y < I}; 
a(x) = Iji$@(x, r>>; B(Y) = ~$w> r>>; 
Y(x) = {y E Y: qx, y) = a(x)}; and X(y) = {x E X: @(x, y) = /3(y)). 
Then clearly Y(x), X(y) are convex, closed and nonempty, and 01(x), /3(y) 
are concave, convex, and continuous is their respective domains X, Y. For 
each u > 0, x E X, x # k, 32 E X, y’ E Y(x), y” E Y(x), such that 
1(x, y’) - (z, y”)J < u, z > x. The reasons are as follows. Let x1, 2 ,..., xn ,... 
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be a monotonic decreasing sequence converging to x. Choose yn E Y(x”). 
Because X, Y are compact, 3 subsequences lx, 2x ,..., n~, ‘y, “y ,..., “y ,... 
scuh that lx, 2x ,..., “x ,... converges to x and ly, “y ,..., “y ,... converges to some 
y f Y. Since a(x) is continuous in x, c@x) = @(“x, ny) -+ a(x), and since 
@(x, y) is continuous in (x, y), @(*x, fly) -+ @(x, y). Hence y E Y(x). Then 
for n sufficiently large \(x, y) - (no, ny)] < 0 as required (i.e. set z = no for 
some such n). 
Define 
P(X, ~‘1 = min{l(x, Y) - (x’, y’)l , Y E Y(x), y’ E W’N~ 
(3) 
x(x, u) = sup(x’ >, x, p(x, x’) < u). 
If 0 f z(x, a) < k, then we cannot have p(x, z(x, u)) - u = -7 < 0. 
For, otherwise, we can find k > X’ > z(x, U) with p(z(x, a), x’) < 7, whence 
p(x, x’) f p(x, ,x(x, u)) + p(z(x, u), x’) < (T, contrary to the definition of 
z(x, u). Hence p(x, z(x, u)) 2 U. 
Let 
x0 = 0, x1 = 2(x0, a),. . .) x” = x(x+1, u),. *.. 
Either: 
(a) the sequence ix”} converges to x = k in a finite number of steps; or 
(b) the sequence {x”) contains an infinite number of steps. 
Consider case (b). 
Let yn be an arbitrarily chosen point in Y(x”). 
Since Y is compact, {yn} contains a convergent subsequence, say (y”}. 
Let (x*} be the corresponding subsequence in X. {x~} must converge, since 
it is a monotonic increasing uniformly bounded subsequence of X. Hence 
Iy”+l-yy”( and (~~+r--~j must -+ 0 as m -+ a. However we have 
p(xm, xm+l) >, 0, Vm contradicting the previous requirement. 
Hence case (a) prevails; which we assume to be the case from now on. 
Let p(x”, x~+‘) attain its value at bn E Y(x”), an+1 E Y(xn+l). Let G(Y/X, cr) 
be the one dimensional graph obtained by joining the pairs of points 
((x”, b”), (xn+l, @+I)} 1 inearly, and including all points in Y(x”) between 
(x”, an) and (x”, b”). 
Similarly, define a one-dimensional graph G(X/Y, a), by interchanging 
the roles of X and Y in the previous analysis. 
Now G(Y/X, u) meets the x = 0 line at y = a0 > 0, whereas G(X/Y, a) 
meets the x = 0 line at y = 0. 
Also G(X/Y, u) meets the x = k line at y = bN < I, whereas G(Y/X, u) 
meets the x = k line at y = 1. 
The two graphs must intersect at some point. We choose one such point 
and label it (x*(u),~*(u)). L t e u -3 0. From the compactness of X x Y, 
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3 convergent subsequence (x*(u), y*(u)) -+ (x*, y*) say. Clearly x* E X(y*), 
y* E Y(zc*). Hence (x*, y*) is a saddle point of @(x, y) in X x Y. The 
required result now follows. 
THEOREM. Let @(g, y) be continuous in 3, y, concave in g, convex in y, over 
the region: xi 3 0, i = 1, 2 ,..., m, XL, xi = k, yj 3 0, j = 1, 2 ,..., n, 
‘&yi = I, k > 0, 12 0. Then: 
(4) 
Proof. Let 
X = g: xi > 0, Vi; f xi = k 
I a’=1 
X/x, = X given x,; Y/y, = Y given yr; T,,,(k, 1, a(., .)) denote the general 
theorem. 
T,,,(k’, Z’, 19(*, .)) is true, by the lemma, for all k’ 3 0, I’ > 0, 0(-, *) 
satisfying the continuity, convexity, concavity conditions. 
Assume T,, ,n (k’, I’, 13(., e)) is true for all k’ > 0, 1’ 3 0, 0(., a) satisfying 
the continuity, concavity and convexity conditions, with m’ + n’ < m + n. 
We will demonstrate T,,,(k, Z, @(., .)). 
(since the function @(z,y) restricted to X/xl satisfies the requirements of 
T,,+l,,(k - x1 , I, f+, y)), where f?(_x, y) = @(x, y) restricted to X/xl) 
y$; n$m{@(x, y)} = max min { min max {@(g, y)} OSx,Sk osylsz pcY/yl xsx/q 
= min max { min max{@(g, y)]) 
OSY,<Z OSs,SR IEY/Y, XEX/XI 
(5) 
(by the lemma, since the function inside the outer brackets satisfies the 
requirements of the lemma) 
ma; $~{@(a y)} = min max max min {@(z, y)}, 
osy,<z OSr,Sk &SX/X, pcY/y, 
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(since Tm,n-l (k, I - y1 , @(z,J)) is true when restricted to Yjyr) 
Tgs n&y%, $1 = y$ ye$% y)), - _ 
as required. 
The continuity property used in (5) is routinely, if tediously, established. 
We establish to convexity property, the concavity property being similarly 
established. 
Step (6) follows since t_u + (1 - t) 3, u E Y/U, , 9 E Y/V, , is a subset of 
y E Y/tu, + (1 - t) v’1 .
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