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Abstract Quantum computational logics have recently stirred increasing attention (Catta-
neo et al. in Math. Slovaca 54:87–108, 2004; Ledda et al. in Stud. Log. 82(2):245–270, 2006;
Giuntini et al. in Stud. Log. 87(1):99–128, 2007). In this paper we outline their motivations
and report on the state of the art of the approach to the logic of quantum computation that
has been recently taken up and developed by our research group.
1 Introduction
Recently, logical and algebraic structures essentially related to quantum computation have
been introduced and investigated; let us recall, among the others, [4, 6, 9]. In particular,
in [6, 9] the varieties of quasi-MV algebras and of
√′ quasi-MV algebras have been in-
troduced. These structures represent a convenient algebraic generalization of the algebra of
density operators equipped with the operations “Łukasiewicz sum”⊕ and square root of the
negation
√
NOT [5].
In Sect. 2 we will present the foundational motivations of the above mentioned structures,
and in Sect. 3 we will summarize the main results in the theory of
√′ quasi-MV algebras.
2 From Quantum Computational Structures to Algebras from Quantum
Computation
The purpose of this section is to recall some basic notions from the theory of quantum
computation. In particular we will compare two different models: the first one based on
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unitary operators (quantum gates) acting on unit vectors (quantum registers), and the second
one based on quantum operations acting on density operators.
In quantum mechanics every physical system S is associated to an appropriate Hilbert
space HS . A state of the physical system S is said to be pure if and only if it represents
a maximal information quantity, that is an information which cannot be increased by any
further observation. A pure state is mathematically represented by a unit vector in the Hilbert
space HS .
Let us first consider a physical system S whose associated Hilbert space is C2 and let
B = {|0〉, |1〉} be its (canonical) computational basis, where |0〉= (10) and |1〉= (01). In this
case, the general form of a vector is the following:
|ϕ〉= a0 |0〉+ a1 |1〉 ,
where a0 and a1 are complex numbers such that |a0|2 + |a1|2 = 1.
A pure state in C2 is usually called qubit; it represents the quantum computational coun-
terpart of the classical bit. As dictated by the Born rule, |a0|2 (|a1|2, respectively) yields the
probability of the information described by the pure state |0〉 (|1〉, respectively), which, from
a logical point of view, corresponds to the falsity (truth).
As regards the mathematical representation of a number of certain physical systems in-
teracting with one another, we resort the notion of tensor product Hilbert spaces. Suppose
we have to deal with a physical system S composed by n subsystems, say S1, . . . , Sn. Let
HSi be the Hilbert spaces associated to Si , for 1≤ i ≤ n. The Hilbert space H associated to
S will be the tensor product HS1 ⊗ · · ·⊗HSn of the spaces associated to S1, . . . , Sn. If, for
every i, j , Si = Sj , we use the notation ⊗nHSi in place of HSi ⊗ · · ·⊗HSi .
As we have seen, qubits “live” in the space C2. Quregisters are the tensor product ana-
logues of qubits: by quregister, in fact, we mean any unit vector in
⊗nC2. Quregisters are
the quantum counterpart of classical registers—i.e. finite strings of bits.
Let R(
⊗nC2) be the set of all quregisters of ⊗nC2. We denote by
R :=
∞⋃
n=1
(
R
(
n⊗
C2
))
the set of all quregisters in C2 or in a tensor power of C2. The (canonical) computational
basis of
⊗nC2 is defined accordingly and will be denoted by B(n).
Like in the classical case, also in quantum computation the evolution of a state is obtained
by the application of a (quantum) gate to a (quantum) register.
In classical computation a gate is a generally irreversible function f : {0,1}n → {0,1}.
On the contrary, in quantum computation a quantum gate is a reversible operator U (trans-
forming quregisters into quregisters), since U is unitary.
By looking at the output quregister, we can always trace back the corresponding input
quregister.
Typical examples of quantum gates are the quantum Not and
√
Not gates:
Example 1 For any n≥ 1 and for every element |x1, . . . , xn〉 of the computational basis B(n),
Not(n)(|x1, . . . , xn〉) = |x1, . . . , xn−1〉 ⊗ |1− xn〉 ;
√
Not
(n)
(|x1, . . . , xn〉) = |x1, . . . , xn−1〉 ⊗ 12 ((1 + i) |xn〉+ (1− i) |1− xn〉) .
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The basic property of
√
Not
(n) is the following: for any |ψ〉 ∈ R(⊗nC2),√
Not
(n)
(
√
Not
(n)
(|ψ〉))= Not(n)(|ψ〉).
All the notions previously mentioned are formulated in the framework of the usual ap-
proach to quantum computation, based on unitary transformations of pure states.
According to [2], however, such a representation is unduly restrictive insomuch as it does
not encompass open systems where, for example, coupling with environment and measure-
ment processes may occur. In these cases, the evolution of a state is no longer reversible.
In [2], the authors formulate a more general model of quantum computational processes,
where quregisters and unitary operators are replaced by density operators1 (qumixes, mix-
tures of pure states) and quantum operations [7].
Let D(
⊗nC2) be the set of all density operators on ⊗nC2. We denote by
D :=
∞⋃
n=1
(
D
(
n⊗
C2
))
the set of all density operators in C2 or in a tensor product of C2. This set is a convenient
representation of the set of all qumixes.
Any quregister can be regarded as a limit case of a qumix: a quregister is a density
operator which is also a projection operator.
If ρ ∈D(⊗nC2) is a qumix, the probability of truth (denoted by) p(ρ) of a density oper-
ator ρ is given by tr(P (n)1 ρ), where tr is the trace functional, P
(n)
1 = I(n−1)⊗ (|1〉〈1|) and
I is the 2×2 identity matrix; analogously, the probability of falsity of ρ is tr(P (n)0 ρ), where
P
(n)
0 = I(n−1)⊗ (|0〉〈0|). Intuitively, p(ρ) (1−p(ρ), respectively) represents the probability
that the information stored by the qumix ρ is true (false).
Interestingly enough, qumixes are connected with the real closed unit interval [0,1]. For,
given a real number λ ∈ [0,1] and n ∈N+, we can define a qumix ρ(n)λ in the following way:
ρ
(n)
λ = (1 − λ)knP (n)0 + λknP (n)1 .2 This observation will play a key role in what follows.
Moreover, one can verify that p(ρ(n)λ )= λ.
From a physical point of view, using qumixes instead of pure states has plenty of ad-
vantages. First of all, every physical system is not completely isolated from the rest of the
universe, but it always interacts with it, and by this reason a state of a physical system is
better represented by a qumix (mixed state) instead of a quregister (pure state). Moreover,
as Aharonov, Kitaev and Nisan have shown [2], taking into account quantum circuits with
qumixes allows us to treat some critical problems (such as measurements in the middle of
computation, decoherence and noise, etc. . . ) that are difficult or impossible to be dealt with
the usual approach. It should be noticed, however, that the Aharonov-Kitaev-Nisan model
and the standard model are polynomially equivalent in computational power [2].
We have seen that evolutions of pure states are unitary transformations. If we are con-
cerned with mixed states, evolutions are mathematically represented by quantum operations.
Definition 2 [8] A quantum operation is a trace preserving, completely positive, linear map
from density operators to density operators.
Let us stress the fact that the notion of quantum operation includes both reversible and
irreversible transformations [10].
1A density operator is a positive, self adjoint, trace class operator ρ such that tr(ρ)= 1.
2Where kn is a normalization coefficient equal to 12n−1 .
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Examples of reversible quantum operations are NOT and
√
NOT:
Example 3 Let ρ ∈D(⊗nC2), then:
NOTρ = Not(n)ρNot(n),
√
NOTρ =√Not(n)ρ√Not(n)∗,
where ∗ is the adjoint of √Not(n).
It can be seen that:
√
NOT
(n)√
NOT
(n)
ρ = NOT(n)ρ .
As an example of an irreversible quantum operation we can consider the partial trace
operation.
There are interesting transformations of density operators into density operators that are
not even quantum operations but that can be approximated via quantum operations [5], for
example the Łukasiewicz disjunction:
Example 4 Let σ ∈D(⊗nC2) and τ ∈D(⊗mC2), then:
σ ⊕ τ = ρ(1)p(σ )⊕p(τ )
where ⊕ is the Łukasiewicz “truncated sum”, i.e. min(x + y,1), for x, y ∈ [0,1].
We have now all the required ingredients [4] to define a preorder relation / on D
as follows: for any ρ,σ ∈ D, ρ / σ if and only if p(ρ) ≤ p(σ ) and p(√NOT(n)ρ) ≤
p(
√
NOT
(n)
σ ). In virtue of the definition above we can introduce an equivalence relation
! on D in the following way: for any ρ,σ ∈D, ρ ! σ if and only if ρ / σ and σ / ρ. It
turns out that ! is a congruence relation with respect to⊕ and√NOT [4]. Therefore we end
up with the following quantum computational structure:
D/! =
〈
D/!,⊕,
√
NOT,P (1)0 /!,P
(1)
1 /!,ρ 12
/!
〉
. (1)
Let us consider the relation !!C2 , the restriction of ! to C2; it can be straightforwardly ver-
ified that !!C2 is a congruence relation on D(C2) with respect to ⊕ and
√
NOT. Therefore
we obtain the algebra
D
(
C2
)
/!!C2 =
〈
D
(
C2
)
/!!C2 ,⊕,
√
NOT,P (1)0 /!!C2 ,P
(1)
1 /!!C2 ,ρ 12 /!!C2
〉
. (2)
Surprisingly enough, as a consequence of Theorem 7.1 in [4], the algebra D(C2)/!!C2 in (2)
is isomorphic to the algebra D/! in (1).
It is well known that every density operator ρ in D(C2) can be represented via Pauli
matrices (σx , σy , σz), i.e.
ρ = 1
2
(
I+ r1σx + r2σy + r3σz) ,
where r1, r2, r3 are real numbers such that r21 + r22 + r23 ≤ 1. Thus, it is possible to uniquely
identify any density operator ρ inD(C2) with a triple of real numbers 〈r1, r2, r3〉. Moreover,
notice that in the definition of!!C2 , for any density operator ρ inD(C2)/!!C2 , just p(ρ) and
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p(
√
NOTρ) come into play, since a routine calculation shows that, for any ρ ∈D(C2)/!!C2 ,
p(ρ)= 1−r22 and p(
√
NOTρ)= 1−r32 . Therefore, we can uniquely associate to every density
operator ρ in D(C2)/!!C2 a pair of real numbers 〈r2, r3〉.
Thus, we finally end up with the set
D = {〈a, b〉 : (1− 2a)2 + (1− 2b)2 ≤ 1} (3)
where, for any ρ in D(C2)/!!C2 , a = p(ρ) and b = p(
√
NOTρ).
The geometrical representation of D amounts to the closed disc with radius 12 and center
〈 12 , 12 〉.
As a last step, it is straightforward to verify that the algebra D(C2)/!!C2 is isomorphic to
the algebra Dr = 〈D,⊕,
√′,0, 12 ,1〉, where:3
〈a, b〉 ⊕ 〈a, b〉=
〈
a⊕ b, 1
2
〉
; √′〈a, b〉=〈 b,1− a〉;
0 =
〈
0,
1
2
〉
; 1
2
=
〈
1
2
,
1
2
〉
;
1 =
〈
1,
1
2
〉
.
3 Square Root Quasi-MV Algebras
In the previous section we have seen that the set of all qumixes ofD(C2)/!!C2 is in bijective
correspondence with a subset of the unit complex interval [〈0,0〉, 〈1,1〉], i.e. with the lattice
ordered set D = {〈a, b〉 : a, b ∈R and (1− 2a)2 + (1− 2b)2 ≤ 1}. Moreover, we have seen
how the operations ⊕ and √NOT are realized in this setting.
The algebraic structure Dr is based on the “concrete” universe D(C2)/!!C2 . We will
show that it is possible to “distill” an algebraic abstraction that captures, so to say, all the
logical properties of D(C2)/!!C2 . To this aim we need to introduce the notion of
√′ quasi-
MV algebra.
Definition 5 [6] A
√′ quasi-MV algebra (for short, √′qMV algebra) is an algebra A =
〈A,⊕,√′,0,1, k〉 of type 〈2,1,0,0,0〉 such that, upon defining a′ =√′√′a for all a ∈ A,
the following conditions are satisfied:
A1. x ⊕ (y ⊕ z)≈ (x ⊕ z)⊕ y A5. (x ⊕ 0)′ ≈ x ′ ⊕ 0
A2. x ′′ ≈ x A6. (x ⊕ y)⊕ 0≈ x ⊕ y
A3. x ⊕ 1≈ 1 A7. 0′ ≈ 1
A4. (x ′ ⊕ y)′ ⊕ y ≈ (y ′ ⊕ x)′ ⊕ x A8. k =√′k
A9.
√′(x ⊕ y)⊕ 0 = k
3For sake of notational clarity we will use the notation introduced in [9] and [6].
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Clearly, the class of all
√′qMV algebras is a variety4 in their own similarity type, referred
to as
√′qMV.5 As one can easily realize, the reduct 〈A,⊕,′ ,0,1〉 is a generalization of an
MV algebra, in that it satisfies all the MV algebraic equations except for x ⊕ 0≈ x.
Let us notice in passing that it is impossible to add a square root of the inverse to a
nontrivial MV algebra: letting y be 0 in A.9, for all x ∈A we would have √′x = k, whence
by A.8 x ′ =√′√′x =√′k = k and so x = x ′′ = k′ =√′√′k = k.
In
√′qMV algebras we have not only regular elements [9], i.e. elements satisfying the
equation x ⊕ 0 = x, but also coregular elements, i.e. elements whose square roots of the
inverse are regular. In other words, a is coregular just in case (√′a)⊕ 0 =√′a. We denote
by R(A) and COR(A) the sets of regular and coregular elements, respectively, of A.
In
√′qMV algebras, a “crucial” role is played by the binary relations λ and µ, which are
defined as follows:
Definition 6 Let A be a
√′qMV algebra and let a, b ∈A. We set:
aλAb iff a ≤A b, b ≤A a,√′a ≤A √′b and √′b ≤A √′a,
where x ≤ y iff x ′ ⊕ y = 1 is a preordering relation on √′qMV. It turns out that λA is a
congruence on every
√′qMV algebra. Following the literature [6], we refer to the relation
λA as the Cartesian congruence on a given
√′qMV algebra, and drop once again the super-
scripts whenever it is clear which algebra is at issue. Likewise, we introduce a congruence
which we call the flat congruence on a√′ qMV algebra. Omitting superscripts from the very
beginning, we put:
Definition 7 Let A be a
√′qMV algebra and let a, b ∈A. We define:
aµb iff a = b or a, b ∈R(A)∪ COR(A).
Let us now introduce two special classes of
√′ qMV algebras: Cartesian algebras—
where λ is the identity, '- and flat algebras—where λ is the universal relation, ∇ .
Definition 8
1. A
√′ qMV algebra A is called Cartesian iff λ =', that is if and only if it satisfies the
quasiequation
x ⊕ 0≈ y ⊕ 0∧√′x ⊕ 0≈√′y ⊕ 0⇒ x ≈ y.
2. A
√′ qMV algebra A is called flat iff λ=∇ .
We denote by F the class of flat
√′ qMV algebras, and by CAR the class of Cartesian√′ qMV algebras.
As a consequence of the definition, it can be easily realized that the unique
√′qMV
algebra which is both Cartesian and flat is the trivial one-element algebra. It is worth noticing
4A variety of algebras is the class of all algebraic structures of a given signature satisfying a given set of
identities.
5We remark that a variety of term reducts of algebras in
√′qMV, whose language includes just ⊕, ′ , 0 and
1, namely quasi-MV algebras, has been deeply investigated in [3, 9, 11].
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that F is a variety, whose equational basis in
√′qMV is given by the single equation 0≈ 1,
while CAR is a quasivariety which is not a variety [6].
Cartesian
√′qMV algebras are special in that they are amenable to a neat representation
in terms of algebras of pairs. We first introduce a convenient construction on MV algebras
having a fixpoint for the inverse:
Definition 9 Let A = 〈A,⊕A,′A ,0A,1A〉 be an MV algebra and let k ∈ A be such that
k = k′. The pair algebra over A is the algebra
P(A)=
〈
A2,⊕P(A),√′P(A),0P(A),1P(A), kP(A)
〉
where:
〈a, b〉 ⊕P(A) 〈c, d〉= 〈a⊕A c, k〉 ; √′P(A) 〈a, b〉= 〈b, a′A〉 ;
0P(A) = 〈0A, k〉 ; kP(A) = 〈k, k〉 ;
1P(A) = 〈1A, k〉 .
It can be proved that, on the one hand, every pair algebra P(A) over an MV algebra A is
a Cartesian
√′qMV algebra; on the other hand, conversely, every Cartesian√′qMV algebra
is embeddable into a pair algebra via the mapping f (a)= 〈a⊕ 0,√′a⊕ 0〉:
Theorem 10 Every Cartesian
√′qMV algebra A is embeddable into the pair algebra
P(RA) over its MV polynomial subreduct RA of regular elements.
We are now ready to state a direct decomposition theorem [6]: any
√′qMV algebra can
be thought of as composed by a Cartesian component (P(RQ), the pair
√′qMV algebra over
the MV algebra RQ of regular elements of Q) and a flat component (A/µ):
Theorem 11 For every
√′qMV algebra Q, there exist a Cartesian algebra C and a flat
algebra F such that Q can be embedded into the direct product C× F.
It is shown in [6] that the whole variety
√′qMV is generated by the quasivariety of
Cartesian
√′qMV algebras; in the same paper is also proved a standard completeness result
for
√′qMV.
Theorem 12 V(CAR)=√′qMV.
Theorem 13 Let t, s ∈ Term(〈2,1,0,0,0〉). Then
Dr " t ≈ s iff
√′qMV " t ≈ s.
Among the additional results proved for
√′ quasi-MV algebras in [3, 6, 11], we mention
the following: finite model property, congruence extension property, amalgamation property,
failure of several algebraic properties (including congruence modularity, subtractivity and
point regularity), a characterization of free algebras, a characterization of quasi-MV term
reducts and subreducts of
√′quasi-MV algebras.
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Conclusion 14 Theorem 13 shows that the logic of quantum computation (whenever
qumixes, “Łukasiewicz sum” and square root of the negation are considered) can be for-
mulated in a pure abstract logical way. Identities that hold in the class of all
√′quasi-MV
algebras are exactly the same as those identities that hold in the concrete standard model Dr
based on the class of qumixes of the Hilbert spaceC2. Further work is needed to characterize
quantum computational logics based on qumixes and quantum gates (operations) that are, in
some sense, more representative of the class of all quantum gates. Particularly interesting to
this aim is the pair of quantum gates Toffoli and Hadamard that D. Aharonov has proved to
be quantum universal [1].
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