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A KVA´ZI-HESSE-MA´TRIX
KOMLO´SI SA´NDOR1
Optimumsza´mı´ta´ssal foglalkozo´k ko¨re´ben jo´l ismertek minimum felada-
tok esete´n a konvex modellek elo˝nyo¨s tulajdonsa´gai. A to¨bbva´ltozo´s fu¨ggve´-
nyek klasszikus elme´lete´bo˝l jo´l ismert, hogy ke´tszer differencia´lhato´ fu¨ggve´-
nyek konvexita´sa egyene´rte´ku˝ a ma´sodik deriva´ltjuk, a Hesse-ma´trixuk po-
zit´ıv szemidefinita´sa´val. A mu´lt sza´zad ma´sodik fele´ben komoly e´rdeklo˝de´s
mutatkozott a konvexita´s fu¨ggve´nytulajdonsa´g lehetse´ges e´s ce´lszeru˝ a´lta-
la´nos´ıta´sait illeto˝en. Ezek ko¨zu¨l ebben a tanulma´nyban a pszeudokonvex
fu¨ggve´nyek ma´sodrendu˝ jellemze´se´t ismertetem a kva´zi-Hesse-ma´trix seg´ıt-
se´ge´vel, nevezetesen azt, hogy a pszeudokonvexita´st a kva´zi-Hesse-ma´trix
pozit´ıv szemidefinita´sa jellemzi. Alkalmaza´ske´nt megmutatom, hogyan le-
het a kapott eredme´nyeket to¨rtfu¨ggve´nyek pszeudolinearita´sa´nak vizsga´lata´-
ra felhaszna´lni.
1. Bevezete´s
A XXXII. Magyar Opera´cio´kutata´si Konferencia´n va´lt publikussa´ a Magyar
Opera´cio´kutata´si Ta´rsasa´g (MOT) Elno¨kse´ge´nek 2016-os do¨nte´se, hogy az Eger-
va´ry Jeno˝ emle´kplakettel abban az e´vben az e´n szakmai-ko¨ze´leti teve´kenyse´gemet
jutalmazza´k. Mint a MOT egyik alap´ıto´ tagja´nak, egykori vezeto˝se´gi tagja´nak,
elno¨ke´nek jo´l esett az elismere´s.
Az elismere´s az embert o¨nvizsga´latra is ke´szteti. Vajon mivel e´rdemeltem ki ezt
a megtiszteltete´st, e´s kik seg´ıtettek abban, hogy sikeres legyek? Annak ellene´re,
hogy sokat tanultam szegedi professzoraimto´l, a seg´ıtse´g Martos Be´la´to´l jo¨tt, akit
soka´ig nem is ismertem szeme´lyesen. A nemlinea´ris programoza´sro´l ı´rt ko¨nyve [17],
1Komlo´si Sa´ndor tudoma´nyos eredme´nyei kiemelkedo˝ek, szakmai ko¨ze´leti hata´sa jelento˝s,
teve´kenyse´ge jelento˝sen hozza´ja´rult az opera´cio´kutata´s fejlo˝de´se´hez mind hazai, mind nemzetko¨zi
szinten. (E´letrajza a cikke ve´ge´n olvashato´ - a szerk. megj.) A fent ismertetettek miatt u´gy
do¨nto¨ttu¨nk, hogy az Egerva´ry Jeno˝ emle´kplakett 2016-os d´ıjazottja Komlo´si Sa´ndor.
A Magyar Opera´cio´kutata´si Ta´rsasa´g Elno¨kse´ge
Esztergom, 2016. december 14.
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amely a maga kora´ban vila´gszerte az egyik alapmu˝nek sza´mı´tott, adott sza´momra
u´tmutata´st, hogy merre e´rdemes ta´je´kozo´dnom.
Ez a dolgozat az Alkalmazott Matematikai Lapok Szerkeszto˝bizottsa´ga´nak fel-
ke´re´se´re ke´szu¨lt, hagyoma´nyteremte´s ce´lja´bo´l. Nem tartalmaz u´j eredme´nyeket,
munka´ssa´gom egy szelete´t pro´ba´lja bemutatni. Azt a szeletet, melyet alapveto˝en
Martos Be´la gondolatai inspira´lta´k.
2. Egy elnagyolt pa´lyake´p
Programtervezo˝ matematikuske´nt diploma´ztam Szegeden 1972-ben, de mivel
e´rdeklo˝de´sem ma´r hallgato´ koromban a funkciona´lanal´ızis fele´ fordult, eze´rt fel-
mente´st kaptam a
”
program-terveze´s” alo´l. 1972 e´s 1976 ko¨zo¨tt a JATE Bolyai
Inte´zete´ben Szo˝kefalvi-Nagy Be´la tana´rsege´deke´nt kezdtem oktato´i e´s tudoma´-
nyos pa´lyafuta´somat. Egyetemi doktori disszerta´cio´mat a Von-Neumann-algebra´k
elme´lete´bo˝l ı´rtam, melyet 1978-ban summa cum laude mino˝s´ıte´ssel meg is ve´d-
tem. Disszerta´cio´m ı´ra´sa ko¨zben azonban egyre ero˝so¨do¨tt bennem a ke´tely, hogy
a Szo˝kefalvi-Nagy Be´la a´ltal vezetett vila´gh´ıru˝ Funkciona´lanal´ızis Iskola szakmai
sz´ınvonala´nak meg tudok-e majd hosszu´ta´von is felelni. Ve´gu¨l is a ta´voza´s mellett
do¨nto¨ttem. Ebben az is seg´ıtett, hogy komoly h´ıva´st kaptam a Pe´csi Tudoma´ny-
egyetem e´ppen azokban az e´vekben forma´lo´do´ Ko¨zgazdasa´gtudoma´nyi Kara´ra.
1976 o´ta – ma ma´r csak emerituske´nt – ennek a karnak a munkata´rsa vagyok.
A megva´ltozott ko¨ru¨lme´nyek e´s a megva´ltozott feladatok hata´rozott szakmai
ira´nyva´lta´st is eredme´nyeztek. A nemlinea´ris programoza´s fele´ fordult az e´rdeklo˝-
de´sem. Az optimaliza´la´s elme´lettel foglalkozo´k sza´ma´ra jo´l ismert, hogy a nemli-
nea´ris programoza´s alapproble´ma´ja a ko¨vetkezo˝:
f(x)→ min
felte´ve, hogy
gi(x) ≤ 0, i = 1, . . . ,m
(NLP)
ahol f(x) e´s gi(x) n-va´ltozo´s differencia´lhato´ fu¨ggve´nyek. A klasszikus anal´ızisbo˝l
ismert, hogy amennyiben a felte´teli fu¨ggve´nyek konvexek, akkor a felte´teli hal-
maz za´rt e´s konvex halmaz, ha ra´ada´sul a ce´lfu¨ggve´ny is konvex, akkor a loka´lis
optimalita´s szu¨kse´ges felte´telei a globa´lis optimalita´s ele´gse´ges felte´telei.
A II. vila´gha´boru´ uta´n ero˝so¨dtek fel azok a kutata´sok, melyek azt igyekeztek
kider´ıteni, hogy vannak-e olyan, a konvex fu¨ggve´nyekne´l a´ltala´nosabb fu¨ggve´nyosz-
ta´lyok, melyekkel az (NLP) feladat a konvex esettel megegyezo˝ jo´ tulajdonsa´gokkal
rendelkezik. A kezdetekro˝l re´szletes to¨rte´neti a´ttekinte´st ad Angelo Guerraggio e´s
Elena Molho´ cikke [1], melyben ku¨lo¨n fejezetben elemzik Neumann Ja´nos hozza´-
ja´rula´sa´t az adott te´mako¨rho¨z. A cikkbo˝l megtudhato´, hogy a matematikai iroda-
lomban a kva´zikonvexita´s/kva´zikonkavita´s fu¨ggve´nytulajdonsa´g Neumann Ja´nos-
na´l jelenik meg elo˝szo¨r [18]. Nem, mint defin´ıcio´, hanem a ma´trixja´te´kok egzisz-
tencia te´tele´nek bizony´ıta´sa´na´l, mint egy technikai felte´tel. Ezekbe a kutata´sokba
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– melyeket alapveto˝en ko¨zgazdasa´gi alkalmaza´sok inspira´ltak – kapcsolo´dott be
Martos Be´la is e´s v´ıvott ki eredme´nyeivel nemzetko¨zi elismere´st.
Szerencse´mre az ismerkede´st a nemlinea´ris programoza´ssal Martos Be´la kiva´lo´
ko¨nyve alapja´n kezdtem, e´s ami azonnal komoly e´rdeklo˝de´st e´bresztett bennem,
azok az a´ltala´nos´ıtott konvexita´ssal foglalkozo´ fejezetek voltak. Ezen a teru¨leten
sikeru¨lt szakmai sikereket ele´rnem. E´rdeklo˝de´sem ke´t re´szteru¨let ko¨re´ o¨sszponto-
sult.
Az egyik azt a ke´rde´sko¨rt vizsga´lta, hogyan lehet nemdifferencia´lhato´ fu¨ggve´-
nyekre ce´lszeru˝en kiterjeszteni a differencia´lhato´ fu¨ggve´nyekre e´rtelmezett pszeu-
dokonvexita´s fogalma´t. Komoly o¨szto¨nze´st jelentett sza´momra, hogy a Mathemati-
cal Programming folyo´irat leko¨zo¨lte elso˝ pro´ba´lkoza´somat [7]. Ebben a cikkemben
a gradiens vektor e´s az ira´nymenti deriva´lt szerepe´t a Dini-deriva´ltak vette´k a´t.
A Dini-deriva´ltak optimaliza´la´selme´letben valo´ alkalmaza´sa´ro´l Giorgio Giorgi olasz
professzorral to¨bb cikket is ı´rtunk [3,4,5]. Ke´so˝bb tova´bbi a´ltala´nos´ıtott deriva´ltak
szerepe´t is vizsga´ltam a nemdifferencia´lhato´ optimaliza´la´s ku¨lo¨nbo¨zo˝ te´mako¨rei-
ben, mely eredme´nyeket a Handbook on Generalized Convexity and Generalized
Monotonicity [6] 10. fejezete´ben o¨ssze is foglaltam [13].
A ma´sik, sza´momra e´rdekesnek ı´ge´rkezo˝ teru¨let, a differencia´lhato´ pszeudo-
konvex fu¨ggve´nyek loka´lis anal´ızise´nek kimunka´la´sa volt. Ebben a cikkben az ezen
a teru¨leten ele´rt eredme´nyeimro˝l adok egy ro¨vid a´ttekinte´st. E´rdeklo˝de´semet a
te´ma ira´nt Martos Be´la ko¨nyve [17] keltette fel, de megero˝s´ıte´st kaptam Rapcsa´k
Tama´sto´l is [19], aki ma´s mo´dszerekkel ugyan, de hasonlo´ proble´ma´kat is vizsga´lt.
Tudoma´nyos pa´lya´m alakula´sa´t sza´mos ku¨lso˝ te´nyezo˝ is ta´mogatta. Ma´r a
kezdetekto˝l fogva rendszeres re´sztvevo˝je voltam az MTA SZTAKI-ban Rapcsa´k
Tama´s a´ltal vezetett opera´cio´kutata´si e´s do¨nte´studoma´nyi szemina´riumnak, mely
abban az ido˝ben az opera´cio´kutata´ssal foglalkozo´ kolle´ga´k egyik jelento˝s szakmai
”
gyu˝jto˝helye” is volt. Ennek a szemina´riumnak egyik fontos melle´kterme´ke lett
a Magyar Opera´cio´kutata´si Ta´rsasa´g megalap´ıta´sa 1991-ben. Egy cikluson a´t
(2000–2002) a ta´rsasa´g elno¨keke´nt is teve´kenykedtem.
Sza´momra meghata´rozo´ jelento˝se´gu˝ volt az OTKA megjelene´se a tudoma´nyta´-
mogata´si paletta´n. Ma´r az elso˝ alkalommal, 1986-ban – annak daca´ra, hogy egye´ni
pa´lya´zo´ voltam – kaptam annyi ta´mogata´st, melynek seg´ıtse´ge´vel leheto˝ve´ va´lt sza´-
momra jelento˝s nemzetko¨zi konferencia´kon valo´ re´szve´tel. Az OTKA ta´mogata´sa
tova´bbi 3 ta´mogatott pa´lya´zat re´ve´n biztos´ıtotta sza´momra ke´so˝bb is a nemzetko¨zi
jelenle´tet.
Pa´lya´m alakula´sa szempontja´bo´l ku¨lo¨no¨s jelento˝se´ge volt az 1990 augusztusa´-
ban, Be´csben rendezett Nemzetko¨zi Opera´cio´kutata´si Konferencia´nak, ahol szeme´-
lyesen is megismerkedhettem Siegfried Schaible akkor e´ppen Kanada´ban e´lo˝ ne´met
professzorral. Vele kora´bban ma´r intenz´ıv leveleze´sben voltam, nagy tisztelo˝je volt
Martos Be´la´nak, e´s hihetetlen energia´val pro´ba´lta le´trehozni az a´ltala´nos´ıtott kon-
vexita´ssal valamilyen szinten foglalkozo´ kolle´ga´k szakmai ko¨zo¨sse´ge´t. Oroszla´n-
re´sze volt ha´rom nemzetko¨zi konferencia le´trejo¨tte´ben e´s megszerveze´se´ben (1980.
Alkalmazott Matematikai Lapok (2018)
46 KOMLO´SI SA´NDOR
Vancouver/Kanada, 1986. Canton/USA, 1988. Pisa). Be´csi tala´lkoza´sunk alkal-
ma´val szo´ba hozta, hogy jo´ lenne folytatni, e´s 3–4 e´ves gyakorisa´ggal rendszeresse´
tenni a ma´r megkezdett nemzetko¨zi konferencia´kat. Az egyetlen gond,
”
panasz-
kodott”, hogy nincs jelentkezo˝ a ko¨vetkezo˝ tala´lkozo´ megszerveze´se´re. Gondol-
tam egy mere´szet e´s nagyot, e´s elva´llaltam a IVth International Symposium on
Generalized Convexity konferencia megszerveze´se´t, mely 1992 augusztusa´ban Vo¨-
ro¨s Jo´zsef kolle´ga´m, bara´tom, a kar akkori de´ka´nja hathato´s ta´mogata´sa´val to¨bb
mint 70 fo˝ re´szve´tele´vel meg is valo´sult Pe´csett, a Pe´csi Tudoma´nyegyetem Ko¨z-
gazdasa´gtudoma´nyi Kara´n. Ezen a konferencia´n Martos Be´la is jelen volt, mint
a konferencia d´ıszvende´ge. A konferencia ko¨tete´t a Springer Verlag adta ki 1994-
ben [11]. A pe´csi konferencia sikere nagyban hozza´ja´rult ahhoz, hogy 1994-ben a
15th International Symposium on Mathematical Programming konferencia´n (Ann
Arbor/USA) a jelenlevo˝ kolle´ga´kkal megalak´ıtottuk a Working Group on Genera-
lized Convexity szakmai ko¨zo¨sse´get, melynek 1997 e´s 2000 ko¨zo¨tt elno¨ke is voltam.
Ennek az ido˝szaknak tala´n a legjelento˝sebb eredme´nye az volt, hogy sikeru¨lt egy
sz´ınvonalas ke´ziko¨nyvet [6] o¨sszea´ll´ıtanunk e´s egy rangos kiado´val megjelentetni.
A ta´rsasa´gnak jelenleg 52 orsza´gbo´l 455 regisztra´lt tagja van. A konferencia´k rend-
szeresse´ va´ltak, e´s ku¨lo¨n o¨ro¨m, hogy 2011-ben Kolozsva´r, az ide´n pedig (2017-ben)
Debrecen/Hajdu´szoboszlo´ adott otthont az e´ppen esede´kes szakmai tala´lkozo´knak.
Visszatekintve pa´lya´mon, sz´ıvesen emle´kezem meg a XXIII. Magyar Opera´-
cio´kutata´si Konferencia´ro´l, melynek megrendeze´se´t a BJMT felke´re´se´re magamra
va´llaltam e´s melyre 1997 okto´bere´ben keru¨lt sor a Pe´csi Tudoma´nyegyetem Ter-
me´szettudoma´nyi Kara´n. A konferencia´n megemle´keztu¨nk a 150 e´vvel kora´bban
szu¨letett Farkas Gyula´ro´l. A konferencia kiadva´nyko¨tete
”
U´j utak a magyar opera´-
cio´kutata´sban, In memoriam Farkas Gyula” c´ımmel 1999-ben jelent meg a Dialo´g
Campus Kiado´ gondoza´sa´ban [12].
3. To¨bbva´ltozo´s differencia´lhato´ fu¨ggve´nyek a´ltala´nos konvexita´sa´nak
loka´lis jellemze´se a kva´zi-Hesse-ma´trix seg´ıtse´ge´vel
A konvexita´s sza´mos a´ltala´nos´ıta´sa ko¨zu¨l, csak ketto˝t eml´ıtek.
3.1. Defin´ıcio´.
(i) A g(x) (nem felte´tlenu¨l differencia´lhato´) fu¨ggve´nyt kva´zikonvexnek ne-
vezzu¨k a K ⊆ Rn konvex halmazon, ha ba´rmely c ∈ R esete´n az
{x ∈ K : g(x) ≤ c} also´ n´ıvo´halmaz konvex.
(ii) A differencia´lhato´ f(x) fu¨ggve´nyt pszeudokonvexnek nevezzu¨k a K
konvex halmazon, ha ba´rmely x1,x2 ∈ K esete´n teljesu¨l az ala´bbi
implika´cio´
f(x1) < f(x2)⇒ Of(x2)T (x1 − x2) < 0. (PCX)
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Megjegyze´s. A differencia´lhato´ fu¨ggve´nyek esete´n a kva´zikonvexita´s defin´ıcio´ja
ekvivalens a ko¨vetkezo˝vel: ba´rmely x1,x2 ∈ K esete´n teljesu¨l az ala´bbi implika´cio´
f(x1) ≤ f(x2)⇒ Of(x2)T (x1 − x2) ≤ 0. (QCX)
Ra´ada´sul ba´rmely x1,x2 ∈ K esete´n a (PCX) ⇒ (QCX) implika´cio´ is teljesu¨l.
Martos Be´la [16, 17] to¨bb e´rdekes eredme´nyt e fogalmak pontbeli va´ltozataival
bizony´ıtott.
3.2. Defin´ıcio´. (Martos): A differencia´lhato´ f(x) fu¨ggve´nyt loka´lisan kva´zi-
konvexnek / loka´lisan pszeudokonvexnek nevezzu¨k az a ∈ K pontban a K konvex
halmazra ne´zve, ha ba´rmely x ∈ K esete´n teljesu¨l a (QCXa)/(PCXa) implika´cio´:
f(x) ≤ f(a)⇒ Of(a)T (x− a) ≤ 0. (QCXa)
f(x) ≤ f(a)⇒ Of(a)T (x− a) ≤ 0.
f(x) < f(a)⇒ Of(a)T (x− a) < 0. (PCXa)
Martos Be´la a
”
loka´lis” jelzo˝t nem a matematikai anal´ızisben megszokott e´rte-
lemben haszna´lja. Az a´ltala is haszna´lt fogalmak (a loka´lis jelzo˝ ellene´re) az adott
fu¨ggve´nynek nem csupa´n loka´lis (az adott pont ko¨zele´ben valo´) viselkede´se´t feje-
zik ki. A matematikai anal´ızisben nem csak egy pontot ro¨gz´ıtu¨nk, hanem annak
egy ko¨rnyezete´t is. Elso˝ pro´ba´lkoza´saim egyike volt a matematikai anal´ızis meg-
ko¨zel´ıte´smo´dja´t alkalmazni kva´zikonvex, pszeudokonvex fu¨ggve´nyek jellemze´se´re
[8].
3.3. Defin´ıcio´. (Komlo´si): A differencia´lhato´ f(x) fu¨ggve´nyt loka´lisan kva´zi-
konvexnek/ loka´lisan pszeudokonvexnek nevezzu¨k az a ∈ K pontban a K konvex
halmazra ne´zve, ha van az a pontnak olyan G ko¨rnyezete, hogy ba´rmely x ∈ K∩G
esete´n teljesu¨l az (LQCXa)/ (LPCXa) implika´cio´:
f(x) ≤ f(a)⇒ Of(a)T (x− a) ≤ 0. (LQCXa)
f(x) ≤ f(a)⇒ Of(a)T (x− a) ≤ 0.
f(x) < f(a)⇒ Of(a)T (x− a) < 0. (LPCXa)
A defin´ıcio´kbo´l la´tszik, hogy loka´lisan pszeudokonvex fu¨ggve´ny loka´lisan kva´zi-
konvex is. Bizony´ıthato´, hogy amennyiben Of(a) 6= 0, akkor az a pontbeli loka´lis
kva´zikonvexita´s ekvivalens a loka´lis pszeudokonvexita´ssal.
Amint az va´rhato´, igaz a ko¨vetkezo˝ te´tel.
3.1. Te´tel. (8, 2.4. te´tel) A K ⊆ Rn konvex, ny´ılt halmazon differencia´lhato´
f(x) fu¨ggve´ny akkor e´s csak akkor pszeudokonvex K-n, ha a K halmaz ba´rmely
pontja´ban loka´lisan pszeudokonvex K-ra ne´zve.
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E´rdekes mo´don loka´lis kva´zikonvexita´s e´s kva´zikonvexita´s ko¨zo¨tt nem a´ll fenn
hasonlo´ kapcsolat. Az f(x) = −x2 fu¨ggve´ny R minden pontja´ban loka´lisan kva´z-
ikonvex, de f(x) nem kva´zikonvex R-en. Eze´rt a tova´bbiakban csak a pszeudo-
konvex esettel fogok foglalkozni.
Elo˝szo¨r is az (LPCXa) tulajdonsa´got egy egyszeru˝bbel helyettes´ıtju¨k.
3.2. Te´tel. Ha Of(a) 6= 0, akkor az (LPCXa) felte´tel ekvivalens az ala´bbi
”
szintvonal-felte´tellel”. Ba´rmely x ∈ K ∩G esete´n
f(x) = f(a)⇒ Of(a)T (x− a) ≤ 0. (LSCa)
3.1. Ko¨vetkezme´ny. A differencia´lhato´ f(x) fu¨ggve´ny akkor e´s csak akkor
loka´lisan pszeudokonvex az a ∈ K pontban a K konvex halmazra ne´zve, ahol
Of(a) 6= 0, ha van az a pontnak olyan G ko¨rnyezete, hogy ba´rmely x ∈ K ∩ G
esete´n teljesu¨l az (LSCa) implika´cio´.
A tova´bbiakban f(x) loka´lis pszeudokonvexita´sa´t olyan a ∈ K pontban vizs-
ga´ljuk, ahol Of(a) 6= 0. Az f(x) = f(a) szintvonalat az implicitfu¨ggve´ny te´tel
([23], 6. fejezet, 3. te´tel) seg´ıtse´ge´vel vizsga´ljuk. Hogy ezt megtehessu¨k, feltesszu¨k,
hogy f(x) folytonosan differencia´lhato´.
Legyen {b1,b2, . . . ,bn−1,d} egy olyan ortonorma´lt ba´zis Rn-ben, melyre
Of(a)Td 6= 0. Jelo¨lje B a bi oszlopvektorok ma´trixa´t, azaz legyen
B = [b1 b2 . . . bn−1].
Legyenek u ∈ Rn−1 e´s v ∈ R az x ∈ Rn vektor koordina´ta´i a {B,d} ba´zisban,
azaz legyen
x = Bu + vd.
A tova´bbiakban x-et (u, v)-vel azonos´ıtjuk. Tekintsu¨k most az f(x) = f(a)
egyenletet az f(u, v) = f(a) alakban, ahol a = (u0, v0). Az implicitfu¨ggve´ny te´tel
szerint van a-nak olyan G e´s van u0-nak olyan N ko¨rnyezete e´s van egyetlen olyan
N -en e´rtelmezett e´s ott folytonosan differencia´lhato´ h(u) fu¨ggve´ny, hogy
(i) minden u ∈ N -re (u, h(u)) ∈ G, e´s f(u, h(u)) = f(a),
(ii) minden x ∈ G-re Of(x)Td 6= 0, e´s ha f(x) = f(a), akkor van olyan
u ∈ N , hogy x = (u, h(u)).
Ha f(x) ke´tszer folytonosan differencia´lhato´, akkor h(u) is ke´tszer folytonosan
differencia´lhato´.
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3.4. Defin´ıcio´.
(i) A H(u) =
(−Of(a)Td)h(u), u ∈ N fu¨ggve´nyt az f(x) = f(a) szint-
vonal a pontbeli korriga´lt implicitfu¨ggve´nye´nek nevezzu¨k.
(ii) A H(u) fu¨ggve´nyt loka´lisan konvexnek nevezzu¨k az u0 pontban, ha
ba´rmely u ∈ N esete´n
H(u) ≥ H(u0) + OH(u0)T (u− u0). (LCX)
A korriga´lt implicitfu¨ggve´ny szerepe e´s haszna a ko¨vetkezo˝ te´telbo˝l deru¨l ki
([8], 3.2., 3.6. e´s 3.8. te´telek).
3.3. Te´tel.
(i) A folytonosan differencia´lhato´ f(x) fu¨ggve´ny akkor e´s csak akkor loka´-
lisan pszeudokonvex az a = (u0, v0) pontban, ha a H(u) korriga´lt
implicitfu¨ggve´ny loka´lisan konvex az u0 pontban.
(ii) Ha f(x) ke´tszer folytonosan differencia´lhato´ e´s loka´lisan pszeudokon-
vex az a = (u0, v0) pontban, akkor a O2H(u0) Hesse-ma´trix pozit´ıv
szemidefinit.
(iii) Ha f(x) ke´tszer folytonosan differencia´lhato´ az a = (u0, v0) pont-
ban, e´s a O2H(u0) Hesse-ma´trix pozit´ıv definit, akkor f(x) loka´lisan
pszeudokonvex a-ban.
















ahol u ∈ N , e´s x = (u, h(u)).
3.5. Defin´ıcio´. A O2H(u0) Hesse-ma´trixot a ke´tszer folytonosan differencia´l-
hato´ f(x) fu¨ggve´ny a pontbeli kva´zi-Hesse-ma´trixa´nak nevezzu¨k. Jelo¨lje a tova´bbi-
akban QB,df(a) a O2H(u0) ma´trixot.
Az elmondottakbo´l nyilva´nvalo´, hogy f(x) a pontbeli kva´zi-Hesse-ma´trixa nem
egye´rtelmu˝. Ku¨lo¨nbo¨zo˝ ba´zisokhoz e´s azon belu¨l is azok ku¨lo¨nbo¨zo˝ {B,d} partici-
ona´la´sukhoz ku¨lo¨nbo¨zo˝ kva´zi-Hesse-ma´trixok tartoznak. Bizony´ıthato´, hogy ezek
a kva´zi-Hesse-ma´trixok hasonlo´ak. Mindegyiknek ugyanaz a saja´te´rte´k rendszere,
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ko¨vetkeze´ske´ppen valamennyi QB,df(a) kva´zi-Hesse-ma´trix ugyanabba a definita´-
si oszta´lyba tartozik.
A kva´zi-Hesse-ma´trixok ko¨zo¨tt vannak egyszeru˝bb szerkezetu˝ek is. Ha a d











Alkalmasan va´lasztott QB,df(a) kva´zi-Hesse-ma´trix seg´ıtse´ge´vel sikeru¨lt egy-
se´ges ta´rgyala´sa´t adnom a pszeudokonvexita´s (az irodalombo´l ma´r ismert) sza´mos
ma´sodrendu˝ jellemze´se´nek [8, 9].
Egy tova´bbi lehetse´ges alkalmaza´si teru¨let a to¨rtfu¨ggve´nyek vizsga´lata. Ismert,
hogy to¨rtlinea´ris fu¨ggve´nyek, amennyiben gradiens vektoruk egy konvex halmaz
minden pontja´ban ku¨lo¨nbo¨zik 0-to´l, az adott halmazon pszeudolinea´risak, vagyis
egyideju˝leg pszeudokonvexek e´s pszeudokonka´vak. Rapcsa´k Tama´snak [20] a psze-
udolinea´ris fu¨ggve´nyekre vonatkozo´ vizsga´latai is inspira´ltak arra, hogy ennek a
fu¨ggve´nyoszta´lynak az elemze´se´t is ve´gezzem el a kva´zi-Hesse-ma´trixok seg´ıtse´ge´-
vel.
A tova´bbiakban ke´tszer folytonosan differencia´lhato´ pszeudolinea´ris fu¨ggve´nyt
vizsga´lunk az a pontban olyan {B,d} ortonorma´lt ba´zis seg´ıtse´ge´vel, ahol
OT f(a)d 6= 0, e´s d saja´tvektora O2f(a)-nak λ(d) saja´te´rte´kkel. Mivel
QB,df(a) = 0, eze´rt
BTO2f(a)B = c(d)rrT ,
ahol c(d) = − λ(d)
(Of(a)Td)2
e´s r = BTOf(a).


















. Ebben az esetben O2f(a) = 0.






az esetben O2f(a) rangja egy, e´s pozit´ıv, vagy negat´ıv szemidefinit atto´l fu¨ggo˝en,
hogy λ(d) > 0, vagy λ(d) < 0. Vegyu¨k e´szre, hogy ebben az esetben Of(a) = δd,
vagyis Of(a) saja´tvektora O2f(a)-nak.
Ha λ(d) 6= 0, e´s r = BTOf(a) 6= 0, akkor PTO2f(a)P rangja ketto˝, c(d)
e´s λ(d) ku¨lo¨nbo¨zo˝ elo˝jelu˝ egyszeres saja´te´rte´kek. Sylvester inerciate´tele szerint
O2f(a) rangja ugyancsak ketto˝, egy negat´ıv e´s egy pozit´ıv saja´te´rte´kkel rendelke-
zik.
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3.4. Te´tel. Legyen a ke´tszer folytonosan differencia´lhato´ f(x) fu¨ggve´ny loka´-
lisan pszeudolinea´ris az a pontban, ahol Of(a) 6= 0. Ekkor a O2f(a) Hesse-
















= 2, O2f(a) indefinit.
Riccardo Cambini e´s Laura Carosi [2], majd Rapcsa´k Tama´s [21,22] a
q(x) =
xTCx + cTx + γ
bTx + β
kvadratikus to¨rtfu¨ggve´ny pszeudolinearita´sa´t vizsga´lta´k a K = {x ∈ Rn :
bTx + β > 0
}
ny´ılt konvex halmazon, ahol C 6= 0 szimmetrikus ma´trix. Meg-
mutatta´k, hogy amennyiben q(x) pszeudolinea´ris a K ny´ılt, konvex halmazon,
akkor ke´t eset lehetse´ges:







+ τ , ρ, σ, τ ∈ R e´s
ρσ < 0,
(ii) rang(C) = 2, e´s f(x) = pTx + pi.
Ezt a karakteriza´cio´t a 3.4. te´tel seg´ıtse´ge´vel egyszeru˝bben e´s gyenge´bb felte´te-
lek mellett is el lehet e´rni. To¨rtfu¨ggve´nyek vizsga´lata´na´l azonban komoly technikai
nehe´zse´get okoz a Hesse-ma´trix kisza´mı´ta´sa. Az ala´bbi
”
redukcio´s te´tel” ne´mileg
enyh´ıt ezen a proble´ma´n.
3.5. Te´tel. (15) Legyenek g(x) e´s h(x) folytonosan differencia´lhato´ fu¨ggve´-




to¨rtfu¨ggve´ny akkor e´s csak akkor loka´lisan pszeudolinea´ris az a pontban, ha a
φ(x) = g(x)− f(a)h(x)
sege´dfu¨ggve´ny loka´lisan pszeudolinea´ris a-ban.
A q(x) to¨rtlinea´ris fu¨ggve´ny pszeudolinearita´sa ezzel a mo´dszerrel ko¨nnyebben
vizsga´lhato´. A redukcio´s te´tel szerint ez a vizsga´lat
”
a´tja´tszhato´” a
φ(x) = xTCx+ cTx + γ − f(a) (bTx + β)
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kvadratikus fu¨ggve´ny vizsga´lata´ra, melynek Hesse-ma´trixa ko¨nnyen sza´mı´thato´:
O2φ(x) = 2C.
Ezek szerint, ha q(x) loka´lisan pszeudolinea´ris az a ∈ K pontban, ahol
Oq(a) 6= 0, akkor a 3.4. te´tel szerint a C ma´trix rangja vagy 1, vagy 2. Egy-
szeru˝ linea´ris algebrai megfontola´sok seg´ıtse´ge´vel a Cambini-Carosi-te´tel a´ll´ıta´sa
gyenge´bb felte´telek mellett is e´rve´nyes.
3.6. Te´tel. [14, 15] Legyen q(x) loka´lisan pszeudolinea´ris az a ∈ K pontban,
ahol Oq(a) 6= 0. Ekkor a C ma´trix ragja vagy 1, vagy 2.
(i) Legyen rang(C) = 1. Ha q(x) loka´lisan pszeudolinea´ris egy a-to´l ku¨lo¨n-








+ τ, ρ, σ, τ ∈ R, e´s ρσ < 0,
amibo˝l az is ko¨vetkezik, hogy q(x) pszeudolinea´ris a K = {x ∈ Rn :
bTx + β > 0
}
ny´ılt, konvex halmazon.
(ii) Ha rang(C) = 2, akkor C indefinit, e´s amennyiben q(x) a K halmaz
legala´bb 3 ku¨lo¨nbo¨zo˝ pontja´ban – ahol a gradiensek nem tu˝nnek el, e´s
a fu¨ggve´nye´rte´kek ku¨lo¨nbo¨zo˝ek – loka´lisan pszeudolinea´ris, akkor q(x)
linea´ris fu¨ggve´ny K-n, q(x) = pTx + pi.
4. Ko¨szo¨netnyilva´n´ıta´s
Ko¨szo¨nettel tartozom anonim lektoraimnak jobb´ıto´ javaslataike´rt e´s a ge´pele´si
pontatlansa´gaimra to¨rte´no˝ figyelmeztete´seike´rt.
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It is well known that for optimization problems, the convexity/concavity of the problem func-
tions plays crucial role in characterizing and finding optimal solutions. Moreover the convexi-
ty/concavity of a given twice differentiable function can be tested by the positive/negative semi-
definiteness of its second derivative (which, in the several variable cases, is called the Hessian
matrix). Since the second half of the last century there have been devoted many ef-forts to find
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suitable generalizations for the convexity/concavity property. The present paper reviews some
former results obtained by the author on the second order characterization of pseudoconvex and
pseudolinear functions by the help of the quasi-Hessian matrix.
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