Abstract. In view of inaccurate prediction of a single prediction model and nonstationarity of wind speed data, a wind power prediction method based on local mean decomposition (LMD) and modified Elman neural network is proposed, that is LMD-improved Elman combination forecasting method. Firstly, the wind speed data is decomposed into a series of components which have their respective characteristics by using LMD. Then, according to characteristics of each component, different model is established and the prediction results is added up. Finally, the prediction power is obtained by power curve. Experiment results show that this model can improve the accuracy of the prediction and it's superior to the Elman model, the mean absolute error of LMD-Elman model decreased by 35.75kW.
Introduction
In recent years, wind power has developed energetically in our country. Annual wind power installed capacity performance is increased. But wind power's unstable and random defects lead to instability of wind power's output, which will bring great influences to the safety impact of the grid. Wind power forecasting is the way to solve the problem [1] .
At present, the prediction error of the single prediction model is generally in 25%-40% [2] . Therefore, the single forecasting model can not meet the demand of prediction accuracy. In order to improve the prediction accuracy, this paper comprehensively considers the characteristics of each single prediction method. The local mean decomposition method (mean decomposition Local, LMD) and the improved Elman dynamic neural network are combined together and the LMDimproved Elman combination forecasting method is proposed. In this method, firstly the wind speed sequence is decomposed into a component with its own characteristics. Then, different network parameters are selected according to the characteristics of each component, so as to set up different Elman network to forecast and get the results of the prediction stack. Finally, predictive power will be got through the power curve. The simulation results show that the proposed method improves the accuracy of wind power pre-diction.
Improved Elman Neural Network
Improvement of network structure. The improved Elman neural network is to improve the structure of the neural network and the function of the hidden nodes, adding a node of context nodes in the network to improve the dynamic performance of the network. On the basis of this, to choose the incentive function that is more suitable for the improvement of Elman, so that the network has a better approximation ability. In this chapter, we use the improved Elman network to establish the model of wind power prediction.
The difference between Elman neural network and feed forward static neural network is that it has a feedback from context nodes to hidden nodes. The feedback mechanism can store the internal state of the network [3] , that is, the context nodes can not only store the current input data, but also can store some information of the input data in the past. On the basis of this structure, this paper in order to improve the dynamic performance of Elman neural network, in the network, adding a node of structural elements ( Context2 node) placed in the second node as the feedback of the output node.
Basic ABC algorithm firstly generate bees and can't guarantee the global importance. The search of followers may be trapped in local search. Therefore, this paper introduced a adaptive factor w, it can expand the scope of the search initially and narrow the scope around the optimal solution. The improved Elman network structure is shown in Fig. 1 . In order to verify the effectiveness of the improved structure of the network, compared with the basic Elman neural network. Using 3 input nodes, 3 hidden nodes and 1 output nodes of the network structure, and using a set of data of wind field wind power to carry it out simulation experiments. Using two kinds of networks to train the first 300 groups of data, each iteration of the 1000 generations and the 100 groups of data are predicted. The performance comparison results are shown in Table 1 . Experimental results show that the two networks' average errors are although very close when they are trained, but the convergence speed of the improved network is significantly fast than the basic Elman neural network. And the mean absolute error, root mean square error and maximum absolute errors are less than traditional Elman network. The better generalization ability of it is visible. As can be seen from the table 2, the parameter b through the translation so that the range of x is (b, 1+b). When b=-0.5, equivalent to translate the definition domain of the function to fall faster range, then you can speed up the convergence rate of the function, but its accuracy has been reduced; the parameter k is larger, higher precision; parameter a can reduce the range of a function f.Under the comprehensive consideration, the prediction accuracy can be greatly improved by using the function 
An Engineering Example Analysis Based on LMD-Elman Prediction Model
Establishment of prediction model. Wind power series has strong nonlinear and non -stationary, so it can not get a better result by using conventional single -prediction method. In view of the advantages of LMD technology in non stationary data processing, this paper presents a short term forecasting method for wind power in LMD-Elman. The specific process is shown in fig. 2 . 
Analysis of engineering examples.
Wind power series has strong nonlinear and non -stationary, so it can not get better results by using conventional single -prediction method. In view of the advantages of LMD technology in non stationary data processing, this paper presents a short term forecasting method for wind power in LMD-Elman. According to the different characteristics of the PF components, the Elman model is built to predict respectively. In this paper, the structure of neural network is trained by analyzing the com-plexity of sample sequence. For the high complexity of PF1, PF2, PF3 components corresponding to the neural network, using 20 hidden nodes neurons; for the relatively smooth change of PF4, PF5 and r6 components corresponding to the neural network, using 10 hidden nodes neurons. The number of network training is 1000 times. The input neuron number is 5, the output nodes neuron number is 1, the network training target error function uses the least square error function, the training target error is set to 0.0001.
In order to verify the effectiveness of the algorithm proposed in this paper. Respectively, for the input data to establish a LMD-Elman combination forecasting model and a single method to improve the Elman prediction model, and the forecast of the 240 hour data that is 10 days of data for comparison. This paper will be 24 hours of wind power output per day for an average. The daily predicted average daily power and the actual daily average power are calculated. Based on the forecast and the actual daily average power value, the absolute error values of the two prediction methods are calculated. As shown in table 3-4. Then the respective prediction results are compared with the actual power values. The root mean square error (RMSE), the absolute mean error (MAE) and the Max-AE are calculated respectively. Where RMSE reflects the degree of dispersion of the sample. MAE reflects the actual situation of predictive value error. The errors of the two models are shown in Table 3 . Figure 3 . LMD decomposed. In order to more clearly see the effect of the prediction model, this paper selects 50 hours of wind power prediction curve for reference from the forecast of 240 hours. Fig. 4 is comparison of results for wind power prediction.It can be seen from the figure that the prediction value of LMD-Elman model is closer to the actual value. It can be seen that the prediction accuracy of the LMD-Elman model is improved compared with the traditional Elman model. Especially at the turning point of the power is more obvious. This shows that the LMD decomposition to a certain extent improves the accuracy of wind power prediction. 
Summary
In this paper, a short term wind power prediction model of LMD-Elman is proposed, and the wind speed series is decomposed into relatively stable wind power, which weakens the stability of the nonlinear power series. For each sequence component, the Elman dynamic neural network is established, and the appropriate network parameters of each component are selected to reduce the influence of wind speed sequence on wind power prediction. The numerical examples show that the LMD-Elman combination forecasting model can better predict the wind power, and effectively improve the prediction accuracy of short-term power forecasting.
