The advent of the Cloud and the popularization of mobile devices have led us to a shift in computing access where users have an interactive display, and heavy computations run remotely, in the Cloud servers. COMPSs-Mobile is a framework that aims to ease the development of energy-efficient and high-performing applications for this kind of environment. The framework provides an infrastructure-unaware programming model that allows developers to code regular Android applications whose computation is transparently parallelized and partially offloaded to remote resources. This paper gives an overview of the programming model and describes the internal components of the toolkit which supports it focusing on the offloading and checkpointing mechanisms. It also presents the results of some tests conducted to evaluate the behavior of the solution and to measure the potential benefits in Android applications.
Introduction
In the recent years, we have assisted to a revolution in IT technologies. The traditional centralized paradigm, where the whole application runs on local resources, has evolved into a distributed model where users have a simple device to interact with the application, but the heavy-weighted computation is performed remotely.
On one end, smartphones and tablets are devices with little computing capability that stand out for their high mobility and the wide range of possibilities to interact with the user: multi-touch screens, cameras or a large set of sensors such as GPS, light, movement, ... People permanently bring a mobile device that connects them to the Internet and provides them with immediate access to all kind of services that support them in their work or daily life. For instance, a doctor who is visiting interned patients in their rooms can check on a tablet results of previous tests and the patient evolution within the last hours to decide the most suitable treatment.
On the other end, the Cloud has emerged as the response to the growing need of computing power. Cloud technologies allow any person or organization to use an infinity of computing resources. These services have reduced the costs of owning a large computing infrastructure by converting the expenses of purchase, maintenance, and operation into a pay-asyou-go bill.
Mobile Cloud Computing (MCC) brings together the benefits of both: it gathers the immediacy of access of mobile devices with the infinite computing capacity of the Cloud. Thus, mobile users can increase the computing capacity of their devices and solve more complex computational problems. Instead of consulting the evolution of the patients, doctors could simulate the impact of several treatments on them and pick the most suitable one.
Developing applications that fully exploit MCC is not straight-forward. To achieve high performance on complex applications, developers must face all the concerns of parallelizing the application and the distribution of its components. Besides, the developer has to deal with the rapid variability of the network conditions induced by the high mobility of the mobile device. Applications should adapt their execution according to the current conditions; thus avoids harming the energy-efficiency and performance of the application. Facing these issues taking into account all the variables requires a high level of expertise. For experts in distributed computing, dealing with them means to increase the development time of the application. For developers without the expertise, they are an impassable wall.
In this article, we present COMPSs-Mobile: a framework that aims to ease the development of MCC applications by freeing the developer of all these concerns. At packaging time, applications, written following its own programming model, are modified to invoke a runtime toolkit included in the application bundle as a library. This toolkit manages the parallelization and distribution of the application execution aiming to reduce the execution time and the energy consumption of the mobile device. To the best of our knowledge, COMPSs-Mobile is the first framework that applies the automatic parallelization and distribution of applications on mobile environments.
The main contributions of this article can be summarized in 5 points:
-The re-designed architecture of the COMPSs runtime targeting MCC environments -The model considering the temporal, economic and energetic cost to decide whether to offload a task execution -The data-sharing mechanism via a distributed data directory -The checkpointing mechanism that avoids the reexecution of the whole application in case of network failure -The validation of a first prototype experimenting on real platforms
The document continues by delving into the MCC concept, its characteristics, and the different approaches to exploit it while positions our work respect to the state of the art (Section 2). After that, it introduces the COMPSs-Mobile system along Section 3. Once our solution has been described, Section 4 presents the methodology and results of the evaluation of the resulting prototype. To end up the article, Section 5 extracts some conclusions of the presented work and defines the directions of the future work.
State of the Art on Mobile Cloud Computing
Mobile Cloud Computing is the technology resulting from the aggregation of Cloud Computing and mobile devices. In other words, MCC allows the usage of smartphones and tablets to access/offer computational resources or software as a service. Generally, the most used implementation to exploit this technology consists on running applications on a server hosted in a datacenter and access them through a thin client executed in the mobile device. For instance, an example of application following this architecture is an app on the phone recording the sound of the heartbeat of a patient and submitting the audio to an external service for detecting cardiovascular diseases such as arrhythmia or tachycardia. Eventually, the service returns the result of the audio processing to the mobile device, and the application displays it.
Applications implemented like this require a fast connection to the Internet to run. Within cities, network protocols that allow these conditions are easily met and applications behave properly. However, they are not likely on rural environments where networks are slower or even unavailable in some areas. Consequently, applications might perform poorly or, in the worst-case scenario, not work since the resources of the mobile are too scarce to host the computation. For these situations, MCC allows offloading parts of the computation onto local cloudlets [1] -nearby resource-rich nodes -or onto peer-to-peer networks made up of several mobile devices [2] .
A key aspect in MCC is the high mobility of the device. At any point of the execution, the device can undergo changes in the strength and speed of the network, network technology shifts (Wi-Fi to 3G), or temporary, or even permanent, network breakdowns. For applications to keep behaving properly, developers must consider these situations and enable intelligent mechanisms on the application to handle them and provide a seamless service.
Revisiting the health application example, the application could keep invoking the same service when using the Wi-Fi interface. When using mobile networks, it could apply a preprocessing of the audio signal to reduce the number of bytes transferred and, consequently, its energetic and monetary costs. And, in the case of being isolated, the application should compute the result using the computing devices embedded in the mobile. Moreover, developers should provide the application with the logic to adapt its behavior to the dynamically changing conditions; and, in the case of a network breakdown while waiting for the result of the service, launch the computation on the local devices.
Programming applications that exploit MCC properly is complex. [3] performs a conscientious analysis of the issues related to MCC; here, we stand out only those regarding the offloading of computation to other resources. Besides, the network protocols and mobility management, developers need to decide -What parts compose the application and considered which ones could be offloaded (Application partitioning) -When is it worth to offload something (Cost/Benefit analysis) -Where and when should the offloaded computation run (Scheduling) -How to perform the offloading (Offloading mechanism)
Application partitioning, task scheduling, and offloading mechanisms are all problems widely explored in the field of distributed computing for Grid Computing -and later on Cloud Computingpresented similar issues [4] [5] [6] [7] [8] [9] . Using programming models, developers describe their applications in such a way that a runtime toolkit executed along with the application could identify the composing blocks of code/components/agents to execute and the parallelism inherent in the application. Section 2.1 introduces several of these frameworks and explains how they deal with application partitioning and parallelism detection.
Besides the application partitioning, runtime toolkits are aware of the resources available to host the computation and their features; therefore, they have all the required knowledge to implement policies to schedule the execution of the detected components on the resources. For grids and clusters, these policies generally pursue maximizing the resource usage to reduce the execution time. Cloud environments evolved them to multi-target policies trying to reduce both, the execution time and the monetary cost of the execution; and for private clouds also considering the energy consumption. Given the heterogeneous nature of these infrastructures with different access mechanisms, their respective communities fostered research on multiple offloading mechanisms, interoperability, and standardization.
The main differences between Cloud Computing and MCC lie on two aspects related to the high mobility of the device. First, mobile devices are tied to a battery, a limited source of energy; therefore their lifetime depends on the battery capacity and the usage of the available energy. Reducing the energy consumption of the master node extends the life of the device and applications can last longer. On the other hand, as aforementioned, mobility has an impact on the network: different protocols and interfaces (bandwidth, latency, and energy consumption), instability (performance fluctuation and reliability) and monetary cost (data access fees).
Consequently, the decision of which parts of the code should run on the mobile device and which ones should be offloaded is of great importance. Running a long-lasting, compute-intensive code on the mobile may consume most of the battery, offloading that part could save all that energy. On the other hand, offloading a task may require shipping a big amount of data out from the phone to a cloud node; while sending it through a Wi-Fi connection could speed-up the execution and reduce the energy consumption, transferring it through mobile networks may produce the opposite effect at a higher cost. Therefore, the decision is to be carefully made considering the available resources and their computing features, the locality of the data, the current capabilities of the network and the energy consumption and monetary cost arising from their usage. To tackle the problem, researchers have taken several approaches basing the models of the costs of the execution on the monitoring and profiling of the resources [10, 11] , on a parametrical analysis [12] , on stochastic methods [13] or even on machine learning algorithms [14] .
Using frameworks for programming applications targeting MCC environments (Section 2.2 compares several of them), allows developers to code focusing on the problem within their area of knowledge. They write their applications totally isolated from the technological issues described above; while their applications exploit the MCC technology and adapt their behavior according to the current environmental conditions to avoid harming the performance and energy consumption of the application.
Distributed Computing Programming Models
Some models, such as Aneka [15] , require programmers to create explicitly new tasks and add them to a bag from which any of them can be selected to be executed. Their main drawback is that developers still need to deal with data dependencies among tasks. Other models opt for predefining a particular parallelism pattern and restrict the workflow (skeleton programming), as MapReduce [16] does. In this kind of models, programmers only need to implement a set of methods that compose the predefined workflow.
More ambitious programming model designers allow programmers to describe any workflow. Within this approach, there is a range of trends that go from defining a specific syntax to describe the application parallelism to automatically detect the parallel code blocks and data dependencies among them leveraging on some meta-data provided by the user. JOLIE [17] and Microsoft Dryad [18] are examples of the former approach, and models like Taverna [19] and WS-BPEL [20] have gone one step further by hiding the syntax behind a visual development environment. On the other end, an example of the latter is Swift [21] , which is based on a scripting language.
In addition to all these programming models, there exists another important family of programming models called concurrency-oriented programming models. Applications following these models are implemented as a system composed of a set of isolated components which communicate exclusively by exchanging messages. Each component has its own exclusive mailbox where all the messages addressed to it are left; later on, the component processes a single message at a time. The processing of the message varies depending on the current state of the component and its behavior, a function that defines the state changes or message submissions in response to an input message according to the current component state. One of the most successful models within this family is the actors model implemented by Akka [22] or Erlang [23] .
MCC Frameworks
We have identified a set of three distinguishing features that allow generating a taxonomy of the MCC models. The first factor, the migration granularity, is determined by the size of the application pieces that are offloaded to the remote resources. The coarser grained it is, the more data needs to be transferred to the resource. Transferring the whole state of a VM (or keeping synchronized the state of two VMs) requires more data than transferring only the state of one single thread and the data values it accesses; in turn, offloading a single method execution avoids shipping all the state of the thread.
The second classifying factor lies on how the model decides whether a part of the application runs on the local device or it is offloaded. It could be statically defined in the application code or decided dynamically at runtime depending on the environmental conditions.
Finally, every computation has blocks that can be executed concurrently on different resources to reduce the execution time. Depending on the model, the management of the parallelism is left to the programmer, or the runtime exploits it automatically.
Satyanarayanan et al. define in [1] a coarse-grain model where a whole VM is shipped to a nearby resource-rich computer, the cloudlet, taking advantage of hardware VM technology. They propose two approaches: migrate the VM or synthesize a small VM overlay to be applied on a base VM already present in the cloudlet (dynamic VM synthesis). Evidently, offloading a whole VM implies that any parallelism must be explicitly stated in the application. About the offloading decision, they do not specify whether if the programmers specify when to offload or if the runtime toolkit decides it at execution time.
CloneCloud [24, 25] offers the developer a finer level of granularity: threads. The strong point of CloneCloud is its partitioning mechanism that combines a static analysis of the code with a dynamic profiling of the application to pick the optimal migration and re-integration points. When a thread reaches a migration point, it suspends, and its state (including virtual state, program counter, registers, and stack) is shipped to a synchronized clone. When the migrated thread reaches a re-integration point, it is similarly suspended and shipped back to the mobile device. Finally, the returned packaged thread is merged into the state of the original process. Although thread level is finer than VM, it still requires the developer to create new threads and manage the application parallelism.
The partition granularity can still be reduced. Many models operate at method-level granularity. Cuckoo [26] takes benefit of the architecture of Android applications and hides the partitioning problem by exploiting the service component of Android. During the build process, the stubs generated to access service components are replaced by invocations to the Cuckoo framework that decides, at runtime, whether to run the service on the local device or a remote implementation. Since the framework only replaces calls, all the parallelism must be managed by the programmer on the service invocations.
Other models force the programmer to identify the methods to offload (or to consider their offloading). MAUI [27] offloads the execution of .NET methods to a remote clone of the application deployed in the cloud. Developers annotate the remotable methods, and the framework decides whether to offload the method invocation taking into account the application and network characteristics. To submit the method the system computes an incremental delta of the application state (method inputs and some static data) and ships them with the task description. The weakness of this model is the application parallelism. It is completely managed by the programmer, and it only exploits the computing resources of a single clone.
ThinkAir [28, 29] follows the same partitioning method than MAUI, but it works around its parallelism shortcoming by allowing the use of multiple surrogates. ThinkAir already provides a mechanism to automatically parallelize the execution of an offloaded method considering intervals of input variables. The main drawback of ThinkAir is that the offloading mechanism works synchronously: the executing thread is suspended until the method invocation is performed and its result collected. Thus, any subsequent method invocation is not executed until previous ones are executed even when they could run concurrently.
COMPSs-Mobile also does a method-level partitioning, decides dynamically where to run the method, and allows the use of multiple resources; however, it follows an asynchronous execution model. When a remotable method is invoked, the calling thread creates an asynchronous task and continues executing the application. Thus, the same thread keeps executing the application code and intercepting other invocations to remotable methods that may run concurrently what results in a higher level of parallelism.
Also the concurrency-oriented approach has been explored on MCC. There exist tailored applications such as the recommender system introduced by Nawrocki in [14] . The system is built on learning agents and determines the place where to run software operations choosing between several service providers as well as performing them locally on the phone. As a more general solution, AlfredO [30, 31] is a framework that deploys applications built in a modular fashion (OSGI components). Initially, the system extracts a description of the modules composing the application as well as CPU and communication statistics. With that information, the optimizer component -running on the cloud side-identifies an initial partition of the application and offloads on the mobile device the minimum functionality to start the application. At runtime, a profiler component monitors the CPU utilization and network usage and reports them to the optimizer so the latter can adapt the partitioning on the fly. Table 1 summarizes the features of the MCC frameworks exposed along the section and highlights the characteristic features that distinguish them.
COMPSs-Mobile Overview
COMPSs-Mobile is a whole framework that aims to ease the development of MCC applications. The core of the framework is a programming model that abstracts application developers from the parallelization and distribution details. Developers code applications in a sequential fashion without making any reference to the underlying infrastructure nor any particular API. At compilation time, the application is modified to insert a set of invocations to a runtime system that actually manages the partitioning of the application and its deployment on the underlying infrastructure. Once modified, the application is packaged along with the runtime library so it runs as a regular application.
The following subsections describe the programming model, the instrumentation process and the architecture and running of the runtime toolkit. Although the description considers Android devices and Java as native programming language, the described methods could be adapted to any other platform and its native programming language.
Programming Model
The goal of the programming model is to allow developers to write applications without being concerned about the parallelism or infrastructure details. The COMPSs Programming model [32] aims to ease the development of distributed services by abstracting the programmer of the parallelization concerns and offering a way to describe distributed applications. Applications developed following the model are considered as composites of methods that run parallelly in remote resources. Each of these components is called Core Element (CE), and each new composition is named Orchestration Element (OE).
The CE selection is done with the help of an interface, Core Element Interface (CEI), which declares those methods along with some meta-data in the form of annotations [33] . To pick a regular Java method as a CE to be run remotely, the programmer declares the method in the CEI adding the @Method annotation indicating the implementing class. For the runtime system to determine the dependencies between CE invocations, developers specify how each CE operates on the accessed data (its parameters) by adding (@Parameter) annotations to the CE declaration indicating the data type and directionality (in, out, in-out) depending on the operation performed on it (reading, creation, modification). The code snippet in Fig. 1 contains a simple COMPSs application example. Figure 1a is the sequential code of the application which runs N simulations and then it selects the best result of all of them. As shown in the CEI presented in Fig. 1b , only two methods are chosen as CE: simulate and getBest.
Application Modification and Packaging
Android applications are written in Java language and bundled in Android package (.apk) files for distribution. The building process for this package starts with the automatic generation of a Java class to ease the access to non-source code entities (resources) such as images, sounds and layouts (Android Resource Manager); and all the proxy-stub classes required for interprocess communications (Android Pre Compiler). At this point, all the application code is completely composed of Java code and resources. Then all the Java classes that compose the application are compiled to generate a Java bytecode (Java Builder) that is finally translated into Dalvik bytecode to be bundled together with the resources into the package file.
In order to parallelize and distribute the sequential code provided by the developer, every CE invocation has to be replaced by an asynchronous task creation whose execution will be orchestrated by the programming model runtime. Similarly, when the main application accesses a data value generated or updated by a surrogate, the local replica of the value needs to be synchronized with the remote one. Thus, the runtime library fetches the actual value from the surrogate that computed it before the application reads it.
For that purpose, we have extended the building process by adding an extra step after the Java Builder, the Parallelization, to perform the instrumentation of the application. On this step, not only the application code is instrumented to include task creations and synchronizations but also the Android Manifest of the application is edited to include the application components that compose the runtime toolkit.
To perform the code instrumentation, the framework leverages on Javassist [34] , a library for Java class editing, which takes the original Java bytecode and creates new Java classes that will replace the original ones. After that, the packaging process progresses, as done for any regular Java application, converting the Java bytecode into Dalvik VM bytecode and bundling all the application in an .apk file.
Programming Model Runtime
Once the application has been packaged and installed in the device, and the user launches it, the instrumented calls are executed and the runtime toolkit is invoked. The main purpose of the runtime is to orchestrate the execution of these CE invocations fully exploiting the application parallelism guaranteeing the sequential consistency. To achieve a higher level of parallelism, the runtime applies a renaming technique to every data value, so false dependencies (WaW and WaR) do not reduce the potential parallelism.
The runtime library is twofold. The front-end of the toolkit is instantiated in every COMPSs-Mobile application, and the threads of the application are the ones who execute its code. This part is responsible for registering accesses to private data of the application, such as objects, and giving an id, unique in the whole system, to each version. The other part of the runtime, the back-end, is deployed as an Android service running in an independent process. Since there is only one instance of it and the front-ends of all the applications access it, it becomes the proper component to manage the accesses to those pieces of data that are shared among applications like files.
In addition to the shared data management, the back-end of the runtime orchestrates the execution of tasks on the distributed resources. To achieve this, the runtime is composed of a set of subcomponents that take care of specific issues on the distribution and parallelization of the application. For the runtime to ensure the sequential consistency of the application, the Workflow Manager component checks the renamings of the input and output parameters looking for any data dependency with previous tasks and stores a representation of the application workflow as a directed acyclic graph where each task appears as a node and each arc depicts a data dependency among the tasks on its ends.
Once the dependencies of the task have been defined, the library has to decide whether the task runs on local computing devices or a surrogate node. This decision is taken by an engine located on the Task Offloader component. If the engine decides to run the task locally, it submits the task to the Task Executor component which schedules its execution and runs it on the local devices; otherwise, the Task Offloader submits the task to a surrogate node. So the engine takes a beneficial decision, it requires information about the capabilities of the infrastructure and the characteristics of the task. The information about the available infrastructure is provided by the Resource Manager, a component that monitors the capabilities of the available resources, their load and the network conditions to access them. On the task information side, the Profiler component provides the engine with statistical data from previous task executions. Section 3.4 gives more details on the offloading decision and the offloading mechanisms.
Due to the high mobility of mobile devices, connection losses are very likely. While the network is down, the toolkit must keep executing the application running tasks on the local computing devices. In the most common case, tasks that were already offloaded have to be computed in the mobile platform. Often, tasks that generate the input data for a task were executed remotely, and their output is not available in the mobile node. The only way to obtain the input data is to execute the preceding tasks on the phone to obtain the input values. This mechanism can turn out to a waterfall of requirements that ends with the re-execution of all the task of the application. The runtime library needs a checkpointing mechanism that picks some strategical data values, so the mobile node fetches them and stops this effect. Further details of this checkpointing mechanisms are described in Section 3.6.
Finally, the last component of the architecture is the remote worker nodes. Each worker node runs a process whose main goals are executing application tasks and sharing data values with other nodes of the platform. For that purpose, each worker node hosts one thread that permanently listens for network communications and a pool of threads dedicated to task executions. Worker nodes are responsible for fetching all the input data required to run the tasks, notifying the creation of their results and transferring these values to other nodes that need them to follow on with the computation. On this initial version of the prototype, the Task Offloader is manually configured with the list of available worker nodes detailing their endpoints, but we envisage to enable some mechanism for an automatic, dynamic discovering of worker nodes. Figure 2 depicts an overview of the runtime library.
Offloading Mechanism
The key to achieving the optimal temporary, energetic and economic costs of the application lies in the decision of where to run each task. As explained in the previous section, the offloading decision is taken by an engine in the Task Offloader component. This engine uses on three models as oracles to predict the energy consumption, economic cost and execution time in case of offloading the task and in the case of computing the task on the mobile device based on the variables described in Table 2 . With an accurate prediction of each of these three parameters in both cases, the decision engine evaluates the improvement/worsening of each one, and then it decides according to a three-variable inequality (representing the improvement for time, energy and cost).
The values of the variables presented in Table 2 depend on the characteristics of the application, the features of the hardware included in the device, the external resources, and the network interface. To obtain the network-related values, the ResourceManager leverages on a subcomponent, Network Monitor, that handles notifications from the operative system upon changes on the network to determine the network interface being used and signal strength, and returns the economic and energetic cost of transferring data according to values preset by the user. To determine the characteristics related to the workload of application, the runtime profiles the tasks executed and makes a statistical analysis for each Core Element. For those Energy spent to run a CE i task on the phone The motivation for the development of COMPSsMobile is to enable the execution of parallel applications with a significant computational load on mobile devices. Given the characteristics of the applications that we envisage to use the framework, the current models assume that applications have a high number of parallel tasks that take several seconds (or minutes) to run while data (objects and files) are relatively small since they should fit in the mobile device memory/sd card. Table 3 contains the equations used for each prediction when processing a CE i task t. To compute the timespan, the model considers two aspects: the waiting time before the computation starts and the actual computation time. Since we assume that data transfers can overlap with the computation of other tasks in both cases, they are not considered in the time model. 1 For the local economic cost, it only considers the cost to transfer back the data values that are not on the phone yet; whereas for the remote case, it considers the cost of shipping the input data only available at the phone and transferring back the results. A similar approach is taken for the energy prediction where instead of taking the price per byte sent, it uses the energetic cost of transmitting/receiving the data values. For the local case, it also considers the energy spent on the actual task computation.
When the runtime system intercepts a CE invocation and decides to offload its execution, it sends a control message to the executing remote worker specifying the method to run, the declaring class and the identifiers of all the parameter values (actual value for primitive types). The receiving node monitors the existence of the input values and, once all of them are available, the worker schedules the task execution and decides the best moment to fetch each input value.
Data transfers are one of the most influential factors on the execution time, energy consumption and cost of the application execution. If the mobile node needs to send to remote nodes every input value of a task and then collect the results of the execution, all the performance indicators (execution time, energy consumption and cost) increase considerably.
One way to reduce the execution time of the whole application is to reduce the idle time of the worker processors by overlapping the data transfers with the execution of other tasks. Thus, while one task is running, the worker node can fetch the input for other tasks and the transfer time becomes negligible. For this purpose, each worker has a scheduler that plans the execution of tasks so it can fetch the data before the computation starts.
On the energy side, the most efficient way to reduce the consumption is to avoid transferring data from and to the mobile. COMPSs-Mobile enhances datasharing among workers by leveraging on a publishsubscribe system that relates data value identifier with the locations where that value is available: the data directory. When a worker receives a task, it waits until the preceding tasks or the main application generate the input values, fetches all those that are not located in the local node, and, finally, runs the task to compute the output values. Figure 3 illustrates all the interactions that enable worker A to obtain the value d1v1 created by another task that runs on worker B. When worker A receives the task, it checks out the existence of all the input values (among them d1v1) by querying the data directory (1) . If the data value is not available yet, the directory registers the requests and waits for the value creation notification (2); conversely, if the value existence is When the worker notices that all the input values already exist, its scheduler processes the task and checks the local availability of the input data. In the case of any input value missing (for instance, d1v1), the scheduler decides when to trigger the obtention of that piece of data. To obtain a value, the worker retrieves all the available locations from the data directory (4 and 5), randomly picks one of them and opens a connection to the corresponding node (worker B) through which the worker asks for the actual value (6) and the hosting node sends it (7). Once copied, worker A registers a new location for data d1v1 in the data directory (8) .
Once all the input data has been obtained, the worker node can execute the task according to the plan established by the scheduler. Once the task ends, the node publishes the creation of the output values (created by the task or updated) into the directory (9) and the notification is forwarded to every worker that is waiting for that value; thus, enabling the execution of successor tasks, as happened with step 3.
Data Directory Implementation
The data directory is a data structure that can be accessed by any process that is part of the infrastructure COMPSs-Mobile either for querying or updating its values. The main application updates it when it creates new values that will be used by the tasks and queries it to retrieve values generated by tasks. Worker nodes request the locations of the input values of a task before executing it and update the locations of each execution results at completion; the same way that the runtime system does when it decides to run a task on the mobile device itself or some value is obtained for checkpointing purposes.
A first simplistic approach consists in deploying one single instance of this structure on the runtime service process since it hosts information about data created by all the applications. This strategy has two strong points. The first one: the ease and quickness of implementing it; we just need the workers to contact with the mobile device to access the structure. The second advantage is that it ensures that, in the case of network breakdown, the mobile device can keep consulting the structure to know which pieces of data have already been created and which ones are available. Conversely, this also shows up one of the drawbacks: in the case of network disconnection, worker nodes can not know when a data value has been computed nor their locations. Thus, only those tasks whose input values are already on the local node can run. The execution of tasks with unresolved dependencies (not created values or unknown locations) blocks until the mobile device re-connects to the network.
Other problems of this approach are the overheads caused by hosting this structure on the mobile device. Processing the accesses to the data directory implies an additional computational load that could turn the host into a bottleneck. In addition to the computational factor, the network conditions on the mobile also have a significant impact on the whole system performance. Regarding the execution time, networks with high latencies slow down every query to the directory. The energy consumption of the phone also increases with the reception, processing and reply of each access to the data directory. Finally, transferring data in and out from the phone or the cloud may also incur in some economic expenses.
To avoid all these problems, COMPSs-Mobile takes another approach: implementing the directory as a distributed hash table hosted on the worker nodes. Thus, the computational cost of hosting the structure is shared among all of the workers, and the possible bottleneck is solved. Cloud infrastructures are interconnected with high-speed and high-reliability networks; thus, the latency problems disappear when the workers interact with the data directory since they no longer need to contact the mobile device. The master only interacts with the data directory to solve the dependencies of its own tasks, obtaining values used by the main code of the application or for checkpointing purposes. This reduction in the number of messages has a significant impact on the economic and energetic performance of the runtime system. In the case of network breakdown, the mobile device can check which values remain available by looking at its local data store, and the workers can run all those tasks whose input values are available in any of the worker nodes.
The distributed hash table is implemented as a peerto-peer network organized as a ring. Each worker node is responsible for a subset of the hash function image corresponding to the hash value of a set of value version identifiers. The first value of this subset is the hash value of a random number, and the end is the first value of the subset corresponding to the next node in the ring. The nodes are ordered according to these random initial values. Each node in the ring knows its successor in the ring and has a lookup table that indicates the responsible node for a set of hashcodes: its first hashcode plus an offset (powers of 2). When the worker needs to interact with the data directory for a given value version, it computes the hashcode of its identifier, looks for the corresponding node in this table and sends the query/update. In the case that the receiving node is not responsible for that hashcode, the latter forwards the request according to the values in its table. Figure 4 depicts an example with a five-nodes network and 32 possible hashcodes. Worker A responds for the interval starting at hashcode 8 and ending at 13; worker B, 14 to 19; C, 20 to 25; D, 26 to 1; and E, 2 to 7. The figure also shows the lookup table in worker A and the route followed by an interaction for hashcode 29 from worker A. In this example, worker A queries the locations for the data value d1v1 with hashcode 29. First, it checks if the hashcode is within its responsibilities; it is not, so it looks for the node responsible for hashcode 29. Since that entry does not exist, it looks for the closest lower hashcode in the table, 24 (8+16); and sends the request to the corresponding node. Upon the query reception, WorkerC follows the same process: it checks if hashcode is within its range, looks for the next possible responsible, worker D and forwards the request. Worker D is the actual responsible for hashcode 29; therefore, it looks for the registered locations for that value and ships them to worker A.
The described lookup procedure ensures reaching the responsible node in min ( N, O(log 2 (H ) ) hops, where N is the number of nodes in the network and Fig. 4 Example of a data directory query in a 5-nodes peer-to-peer network sharing a [0-32] hashcode range and the route followed by a query access to hashcode 29 from Worker A H the size of the hash function image. For small networks, this system does not show any inconveniences; for large networks or hash function images, the request should do several hops before reaching its target. To avoid this problem, only a reduced subset of worker nodes are part of the ring and store the data of the distributed hash table. The rest of worker nodes are represented in the ring by one of these selected nodes, the one with the closest lower hash to its initial hash value. These represented nodes only store a replica of the lookup table of its representative node so they can access the data directory without the need for using their representative as a proxy; thus, avoiding an additional hop on their route.
Network Disruptions Tolerance
As aforementioned, the high mobility of mobile devices leads to temporary or persistent network disruptions; applications are to be prepared to monitor the environmental conditions and react to changes on them.
Typical causes of network disruptions are Wi-Fi network handovers and switches on mobile network protocol which produce a temporary isolation of the mobile and may change the network address of the device. To tolerate these situations and avoid losing the master-workers connection persistently the mobile sends a message to every worker node upon the reconnection indicating its new address, so worker nodes update every reference to it and re-establish the interrupted connections.
For long-lasting disruptions, both, mobile and worker nodes, should keep progressing despite being isolated. Workers autonomy ensures that the network interruption has the smallest impact possible on the performance of the application in the case of reconnection. By storing the data directory distributed among the surrogates, workers notice the creation of data values on other nodes and retrieve them. Therefore, all tasks can be computed except for those with some input value located only in the mobile.
On the other end, the mobile device is to run the missing tasks locally to compute the result of the application even if the network is never re-established. It is likely that some input values of a task are the output of an offloaded task, and the value is not present in the master. Therefore, to continue the execution, the value must be generated again by running on the master its producing task. This mechanism results in a backtracking process that only stops when all the input data required by a task exists in the device. So the runtime can go back in the execution, tasks can not be removed from the graph until the master will never need to re-execute them again -i.e., all its output values have been transferred back to the mobile, or the result of all the readers of its output has also been saved and the values can not be accessed by the application in the future.
Upon the detection of the network breakdown, the Network Manager notifies the Task Executor so it prioritizes the execution of those tasks that were not offloaded and whose input values are already on the mobile. When there are not enough tasks to use all the computing devices within the mobile, the Task Executors picks one of the not offloaded tasks and triggers the backtracking process to generate the missing input values for the task. Finally, once all the not offloaded tasks have started their execution, it runs pending offloaded tasks (if necessary, re-computing the input data values).
To prevent that this backtracking process ends up running all the offloaded tasks locally, the runtime transfers the output values back to the mobile to establish checkpoints; and thus avoiding the re-execution of the whole sequence of tasks to compute each value. To evade transferring all the output values of every task, the runtime picks some strategic values splitting the graph -currently, fixed-size partitions according to the chronological order of task generation-and analyzing each partition looking for all the output values of the block that might be used on succeeding partitions. All these values are transferred back to the mobile device as soon as the producing worker notifies their creation. Once the runtime fetches all the output values from a block, the tasks of the block are removed from the graph.
In the case of not recovering the connection, the runtime finishes the computation executing all the missing tasks on the local devices. If at some point during the application execution the connection is reestablished, the master sends a message detailing the new network conditions (with its new IP address) and notifies the creation of every data value created during the network disruption. Upon the reception of this message, the worker nodes update every location referencing the master with its new IP address and resend the failed notifications via new connections.
Evaluation
To evaluate the behavior of the COMPSs-Mobile toolkit in different situations, we have ported a scientific application: HeatSweeper; and executed it considering two different scenarios where COMPSsMobile uses resources within a local network or geographically distributed resources. The following subsections describe the HeatSweeper application and the testbeds used to run these tests and presents the results obtained.
Use Case: HeatSweeper
The HeatSweeper application is an excerpt of the workflow of several engineering solutions. Its goal is to find the optimal placement of 1-to-N heat sources on the surface of a solid body to reduce the time to heat it up. For that purpose, the application performs an intensive search algorithm looking for the best combination of 1-to-N location for the heat sources, and relies on two different solvers to simulate the heat diffusion based on the Jacobi (used on the tests) and Gauss-Seidel equations.
To port this application to the COMPSs-Mobile programming model, we have encapsulated each simulation within a task (simulate) that receives the simulation parameters containing the heat sources along with a surface description and some algorithmconstant parameters, and generates a report describing the results of the simulation. The selection of the best locations is done in a second phase where another Core Element, getBest, compares two output reports and selects the best-performing. Figure 5 depicts the task dependency graph of a HeatSweeper execution that optimizes the placement of up to three heat sources with four possible locations.
For a better COMPSs-Mobile performance analysis, we have used two different configurations that aim to optimize the placement of up to two heat sources. We selected a low-resolution configuration representing short-lasting applications where there are nine possible locations and short simulations (up to 50 iterations each); which creates 45 simulate and 44 getBest executions. To emulate large computations, such as scientific applications, we selected a high-resolution configuration where the sources can be located in 25 different spots on the surface and long simulations (up to 10,000 iterations each) generating 325 simulate and 323 getBest tasks.
Testbed
For evaluating COMPSs-Mobile, the HeatSweeper application runs on a OnePlus One (OPO) smartphone, equipped with a Krait 400 quad-core processor at 2.5GHz and 3GB of RAM memory, which takes the role of COMPSs-Mobile master. As mentioned above, we have considered to different environments. For the Local Area Network, tasks are offloaded to a laptop equipped with an Intel i7-2760QM quad-core at 2.40GhZ and 8 GB of RAM memory that is connected to the mobile device via a 802.11g wireless network. On the other scenario, the wide area network, the phone uses cloud instances as surrogates. We have created a cluster composed of eight quad-core VMs on an OpenNebula cloud hosted by nodes with six-core Intel Xeon X5650 at 2.67 GHz processors and 24 GB of memory interconnected by a Gigabit Ethernet network. In this case, the connection between the mobile device and the surrogates has an 85.5 ms RTT. Table 4 contains the energy and time-related measurements obtained when benchmarking the computing devices that compose the testbed. The power and energy consumption have been computed based on the measures given by operative system of the electric current and voltage outcoming from the battery at the beginning and end of the benchmark execution. As expected, the brightness of the display is directly linked to the power consumption, power can vary by 0.7 W depending on the brightness of the screen. Keeping the screen on, has a substantial impact on the power around 0.3 W are spent by the display.
Since the responsiveness of the phone is less important than the battery lifetime, the default processor governor reduces the CPU frequency to a 5% to save energy when the display is off. Thus, every computation performed while the screen is off lasts longer and, indeed, the final amount of energy spent on the operation grows despite the reduction in the power consumption. Computing at 100% of the processors capacity consumes about 1.5 extra W while after the frequency reduction it only increases consumption by 0.1 W.
As Table 5 shows, this battery-saving procedure does not impact on the network capabilities of the mobile device, the network bandwidth and power consumption are independent of the display state. Enabling the Wi-Fi interface sets a base power consumption of 0.04W -0.12W depending on the strength of the signal. The power difference due to the signal strength is constant regardless the action performed on the network and latency of the network; however, all of them have a significant impact on the effective bandwidth of the network connection.
Given that the brightness of the screen does not impact on the computing capabilities of the mobile device and, on the contrary, it increases the energy consumption; in our tests we only consider two possible configurations: when the screen is on with a level of 0% brightness and when the screen is off. Regarding the network conditions, we will only consider a Wi-Fi signal at 80-100% of its power.
Performance Evaluation on Low-Resolution Case
Running the low-resolution test case as a regular Android application takes 71 s and has an energy consumption of 135.52 J when the screen is on; and 1,631 s and 251.72 J when it is off. We select the scenario where the screen stays on as the representative for the phone since it is better performing and less consuming that switching it off. Figure 6 contains two charts that illustrate the relation between the number of surrogate resources and the application timespan (Fig. 6a) and energy consumption (Fig. 6b) when the data directory is placed on the mobile device. The two isolated points represent the obtained values for the mobile submitting tasks to the laptop, and the continuous lines illustrate the evolution of the runtime while offloading to one, two, four and eight cloud instances (4 to 32 cores). The cross and the dotted line show the ideal values that we expected to obtain in each platform according to the execution times and energy consumptions displayed in Table 4 with a perfect load balancing and without exchanging messages nor data across the nodes of the platform.
Data Directory on the Mobile Device
The best performing testbed for the low-resolution scenario is using the laptop as a surrogate. If the screen is kept on during the application, the execution achieves a speed up 46 times faster than the isolated phone case (1,532 ms) and reduces the energy consumption to a 0.5% of the original (0.74 J).
Any Cloud scenario behaves better than using only the phone, but the execution time does not reduce when the number of surrogate nodes is increased. The high latency on the network slows down the offloading mechanism performance, and the exchange of messages to run a task takes longer than its computation. Indeed, the more nodes are used, the longer it takes to execute. This time increase happens because of the data creation notifications to the directory when data dependencies are across different surrogates. When a data value is generated, all the tasks within the creating node can already access it while other surrogates need the data directory to notify them the existence and sources for that piece of data. Therefore, the best performing case is the one with a single surrogate since only the task description messages and the data sharing protocol messages for the initial data transfers are affected by the high network latency. 
Distributed Data Directory
The placement of the data directory has a significant impact on the kind and number of messages transferred from and to the mobile. Table 6 shows which types of message are sent and received by the mobile device depending on the deployment of the data directory. Regardless of its locations, every time that the mobile device fetches a data value located at a remote node, it sends a data value request to the remote node and receives the value; and vice versa when a remote node needs a value hosted by the mobile.
In case of a centralized data directory on the mobile, the device receives the creation notifications of every value remotely computed, and receives and replies all the existence or sources queries required by the workers. Conversely, when the directory is located on the worker nodes, the mobile publishes the creation of data values (locally computed or received from a remote node), subscribes for the existence and sources of remote values and receiving their corresponding notifications. In the case where one share of the directory is located on the phone and the other parts are distributed among the workers, the interactions with the directory depend on the specific hashcode of the value and the responsibilities of the mobile device. If the mobile node is responsible for the hashcode of one data value, it receives any remote data creation notification; else, it sends the local creations notifications. Similarly, the subscriptions to existence/sources and their corresponding notifications also depend on specific data hashcode. Table 7 presents the number of messages and amount of bytes transferred in to and out from the mobile device along a low-resolution execution according to the number of workers used and the same data directory placements as in the previous table (only in the phone node, shared among the workers or across the whole infrastructure).
Despite the locality-aware scheduling, a task may depend on the values generated by tasks on other nodes. The more nodes are part of the infrastructure, the more queries to the data directory. Therefore, when the mobile device hosts the data directory, either the whole of it or just a share, the number of messages increases along with the size of the infrastructure. Table 7 Number of messages and amount of bytes received/transmitted by the mobile during a low-resolution execution according to the size of the underlying infrastructure and the nodes hosting the data directory (the mobile device, the worker nodes or shared across the whole infrastructure Conversely, when the directory is hosted only by worker nodes, the mobile only interacts with the data directory to fetch remote data and to notify the local creation of data value. In this case, the number of messages depends on the application itself rather than on the infrastructure; the size of the output data (queries and notifications) remains constant, but the input size may change depending on the amount of sources for the accessed values (the more nodes, the more likely to grow). Distributing the data directory among all the nodes, including the mobile device, may enforce the master to interact with remote nodes for every locally created/accessed value and, in addition, to reply queries from other nodes fetching remote values. Depending on the directory distribution, this option can reduce or increase the number of messages comparing it to the centralized approach. When the directory is deployed only atop worker nodes, the number of messages and the size of the input communications is always reduced and, the more nodes in the infrastructure, the more significative is this reduction.
The checkpointing mechanism enforces some additional accesses to the data directory so the mobile device fetches the required data values. Since the sizes of the existence and sources queries are bigger than their responses, the total amount of bytes transmitted out from the mobile device can be higher when only the workers host the data directory than in the centralized scenario. Figure 7 compares the execution time (Fig. 7a ) and energy consumption (Fig. 7b) using the same surrogate infrastructures as in the previous test, but changing the data directory placement. For the mobile case, we studied the application behaviour while using 4 cores and the directory was completely hosted by the mobile device (laptop-mobile) or by the surrogate node (laptop-1w). Since for the cloud infrastructure we used up to 8 worker nodes, the data directory has been distributed either across the whole infrastructure or a subset of workers. The cloud-mobile line illustrates the evolution of the timespan and energy consumption according to the infrastructure size when the whole data directory is on the phone; cloud-1w, when the directory is hosted by a single worker node; cloud-2w, when it is distributed among two workers; and cloud-4w and cloud-8w, for 4 and 8 workers respectively. Regarding the environment conditions, we only consider the scenario where the mobile device works with its screen on with a 0% brightness and a 100% Wi-Fi signal.
Both charts demonstrate the performance benefits of moving the directory away from the mobile device. With one single worker (4 cores), storing the directory on the surrogates side speeds up the obtention by the workers of the input values created on the phone; thus, tasks start earlier. When using the laptop as the surrogate platform, the execution time shrinks from 1.632 s to 1.156 s. The latency to the cloud nodes is much higher than in a local area network; therefore, the impact when using geographically distributed resources is more significative. For the 1 cloud worker node (4 cores) scenario, the execution time is reduced up to a 55% (from 6.074 s to 3.372 s), and for the 32 cores one, it needs 8.717 s to run when the directory is on the phone and only 4.035 s when it is located in Fig. 7 Low-resolution scenario results according to the surrogate platform (laptop or 1, 2, 4 and 8-nodes cloud) comparing the centralized data directory deployment on the mobile node approach with a distributed deployment across 1, 2, 4 and 8 worker nodes a single worker node (46%). Given the small reduction in the amount of data transferred in and out of the phone, the energy consumption due to the network becomes negligible compared to the energy spent on the display and the processor.
On the other hand, the test also studies the impact of the directory distribution among the workers. All the cases where the worker nodes host the data directory have a similar behaviour with slight differences in the execution time. However, the bestperforming one when the ring grows is using a single node to host the whole table. The size of the application and the number of exchanged messages are small enough not to saturate the node; conversely, enlarging the data directory ring, increases the number of hops of some queries.
Performance Evaluation on High-Resolution Case
Solving the high-resolution problem takes 99,641 seconds (more than 27 hours) on the phone with the screen on and the phone needs to keep plugged to an energy source. It is an example of the large set of applications whose executions are not viable in current mobile devices; however, COMPSs-Mobile provides them with an extra computing power that enables its execution by reducing the execution time and the energy consumption. Figure 8a and b show the execution time and energy consumption according to the surrogate platform when mobile device hosts the whole data directory.
Data Directory on the Mobile Device
Since the Core Element execution time and the network latency are lower when the runtime uses a laptop as a surrogate than to a cloud platform when only four cores are available, the first behaves much better than the latter. Offloading to the laptop, it takes 1368 seconds to solve the problem, achieving a 72.83x speedup compared to running the application on the phone. This severe reduction on the timespan has a significant impact on the energy consumption that enables the application execution on the mobile device: 621.63 J when brightness is at 0%. Switching off the screen has a small impact on the application performance 1,401 s and gets a better energy consumption 216 J.
On the cloud scenario, when using only four cores, the execution time is significantly higher; and, therefore, the energy consumption too. In the respective best cases, the application lasts 2,318 s (42.99x), and the consumption is 363 J. However, the strong point of the cloud is the amount of resource available for the runtime to offload tasks. When the resource pool is increased up to 32 cores and the display is on, the application execution time is reduced to 320 seconds, and it consumes 146 J. This is 310 times faster than the isolated phone scenario and 4.26 times faster than offloading tasks to a laptop. Switching off the screen allows the runtime to obtain a lower energy consumption 54.61 J. Table 8 show the same information as presented in Table 7 but for a high-resolution execution. Despite the bigger number of messages and the larger amount of bytes transferred in to and out from the mobile Table 8 Number of messages and amount of bytes received/transmitted by the mobile during a high-resolution execution according to the size of the underlying infrastructure and the nodes hosting the data directory (the mobile device, the worker nodes or shared across the whole infrastructure device, we can extract the same conclusions as for the low-resolution testcase.
Distributed Data Directory
When the data directory is hosted by the mobile, either partially or totally, the number of messages and the amount of transferred bytes grows along with the infrastructure; while they remain almost constant when the data directory is placed on the mobile. Sharing the data directory across the whole infrastructure may increase or decrease the number of exchanged messages depending on the hashcode set associated to each node when compared to the centralized approach. When the data directory is deployed only atop worker nodes, it requires fewer messages; however, the amount of transferred bytes can be higher due to the checkpointing mechanism.
Given the long timespan of the simulations done for the high-resolution case and that the time, several magnitudes smaller, required to exchange messages and transfer data, we have decided not to study the data directory distribution for this scenario since its impact on the execution time is negligible.
Conclusions and Future Work
This paper presents the features of COMPSs-Mobile, a framework for the development and execution of parallel MCC applications. To the best of our knowledge, it is the first framework to bring together Mobile Cloud Computing and automatic parallelization. It provides developers with a clean sequential programming model that allows them to describe parallel applications that run on top of a distributed platform without being aware of the parallelism nor the infrastructure details. The application is instrumented at compilation time to add some invocations to a runtime system that automatically detects parallelism within the application and orchestrates the execution of these applications atop a distributed infrastructure. Surrogate nodes share every piece of data leveraging on a data directory that keeps a registry of every location where to find each data value.
When a network breakdown happens, the mobile device can keep the execution on, and the workers can keep executing the tasks whose input data had been already staged in. But if any data values of a task are not present in the worker node when the network breaks down, the task can not run since the node can not obtain its input values. To improve the independence of the surrogate platform and the performance of the whole system, we considered organizing the surrogate nodes as a peer-to-peer network hosting the data directory as a distributed hash table using either all the worker nodes or a subset of them. Thus, even when the mobile node is down, the surrogate nodes can fetch the input values for any offloaded task and the application computation would keep progressing.
Results presented in Section 4 show that using the framework application can shorten the execution time while reducing the energy consumption of the mobile device; thus improving the user-experience with a very low cost for the application developers.
For heavy-computation applications, the prototype has presented a behavior achieving a usage of the available infrastructure close to the optimal. For those applications with less intensive computation, COMPSs-Mobile shows some shortcomings caused by the high latencies in the communications between the mobile node and geographically distributed workers. Distributing the data directory across the worker nodes mitigates this effect and improves the performance of the application; for the evaluated application, it speeds-up the application by a factor of 2.2.
Despite the contributions presented in this article, we are aware that there are several aspects on which we have to work. First, the models used for the tests should be replaced by better models able to predict the cost, time and energy consumption for each task more accurately.
Although tests in Section 4 have been conducted on VMs deployed in a private Cloud, the toolkit is not exploiting the most important capability of the Cloud: its elasticity. By appropriately increasing/shrinking the pool of available resources, the execution time and the cost of running an application could be reduced. We envisage to adapt the number of worker nodes in the peer-to-peer network according to the application workload.
Finally, the performance of the tasks executed on the mobile device can also be improved if they are executed in GPU devices located in the mobile. GPUs devices can reduce both, execution time and energy consumption; however, not all the smartphones and tablets have one of them. Thus, GPU usage should be included in the programming model transparently, so non-GPU devicesuld run the application without losing performance.
