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Soit X un convexe ferme d’un Banach reel reflexif V, A un operateur non 
necessairement lineaire de V dans I” (dual de V) et f un Clement de V’. 
On cherche u E X tel que 
(Au, ‘u - 4 b ( f, v - 4 vv E x (1) 
oti (,) designe la dualite entre Vet V’. 
Si X = V le probleme (1) se met sous la forme 
Au =f. (2) 
Par ailleurs, minimiser une fonctionnelle F sur le convex X, est un probleme 
qui peut se ramener a (1). 
Des problbmes du genre (1) interviennent en mecanique, en theorie du 
controle optimal, et contiennent une classe assez large d’equations et inequa- 
tions aux derivees partielles lineaires et non lineaires. 
Notre travail consiste alors: 
(1) A assurer l’existence et l’unicite de u E X solution de (1) et a Clargir 
le cadre de (1) aux problemes d’optimisation (chap. I, I-l, I-2, I-3). 
(2) Nous donnons ensuite des procedes systtmatiques pour l’approxima- 
tion de II solution de (1): 
Le premier procede est une regularisation elliptique (chap. I, I-4) de 
l’operateur A (cf. [17]) Clargissant en fait le cadre des hypotheses dun pro- 
&de d’approximation de la solution de (1) a l’aide dune methode iterative, 
cf. Sibony [22]. Ce meme pro&de est par ailleurs utilid (chap. I, I-6) pour 
ramener le probleme (1) a un probleme analogue a (2). 
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Ensuite nous approchons a la man&e d’dubin (cf. [l]) l’espace V par des 
espaces de dimension finie Vh; ce qui revient B discretiser le probkme (chap. I, 
I-5). 
11 restera alors a donner une methode constructive permettant de resoudre 
le nouveau probleme en dimension finie. 
La methode de la mire (chap. I, I-8) permet alors de resoudre directement 
le nouveau probleme. 
Dans [22] nous Ctudions des methodes iteratives, basees sur le calcul de la 
projection sur X, permettant de resoudre les problemes (1) et (2). 
Le chapitre II est consacre aux applications et aux resultats numkiques. De 
nombreux exemples de ce chapitre sont trait& numeriquement dans [22] a 
I’aide de methodes iteratives. 
CHAPITRE I 
I-l. Thbm?mes d’existence t d’unicite’. 
Soit V un espace de Banach sur R de dual V’. On dbigne par jj jl et (1 ((* 
les normes de V et V’ respectivement. La forme bilineaire (,) designe la 
dualite entre V et V’. Soit X un convexe ferme de V. On se donne un optra- 
teur A non necessairement lineaire de X dans V’; et l’on cherche u E X 
verifiant: 
(A% fJ - 4 2 (f, fl - 4 VVEX (1.1) 
pour f donne dans V’. 
Le thtoreme 1.1 qui suit assure I’existence et I’unicite de la solution. 
Auparavant rappelons la terminologie: 
DI~FFINITION 1.1. On dit qu’un espace norm6 V est uniformement con- 
vexe si, Ve tel que 0 < c < 2,3 S > 0 tel que les relations: /I II I( < 1, )I w /I < 1 
et 1) 24 - v 11 > e, 24, 0 E V impliquent /I 24 + e, )I < 2 - 6. 
DEFINITION 1.2. (1) On dit que A : X --+ V’ est monotone si 
(Au-&u-v)>0 vu, a E x. 
(2) On dit que A est strictement monotone si 
(Au-Av,u-w)>O pour tout II, v E X tels que u f v. 
~FINITION 1.3. On dit que A : X -+ v’ est hemicontinu si pour tout 
couple 24, v E X I’application i E [0, I] + (A((1 - t) r4 + ta), 24 - w) est con- 
tinue. 
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THBORBME 1.1. Soit V un Banach SW R, refEex;f; X un convexe fermi de V 
contenant l’origine. On pose : 
(HI) A est un opkateur strictement monotome hemicontinu de X duns V’ tel 
QUe 
lim (Au’ ‘) --zYz 
“kg II u II 
+ co (hypothdse saris objet si X est borne’) (1.2) 
(H2) V est uniforme’ment convexe et A est un opkateur monotone hdmi- 
continu de X dans V’ ve’ri$ant (1.2); de plus (Au - Av, u - v) = 0 entraine 
Ilull =/Ivll. 
Alors, sous l’une des deux hypotheses (Hl) ou (H2) on a l’existence et l’unicite’ de 
la solution u E X de (1.1). 
Demonstration. (1) Supposons (Hl). Nous avons l’existence de la solution 
d’aprb un theoreme de [9] cf. aussi [4], [13], [14]. 
Montrons I’unicid de la solution. Soient u1 et ua deux solutions de (1 .I) 
distinctes. On a: 
(4 B v - Ul) z (f, v - u,), VVEX, (1.3) 
(A% ? v - U%) 2 ( f, v - uz), vv E x. (l-4) 
Posons v = us dans (1.3) et v = ur dans (1.4). Par addition on a: 
(Au, - Au, , u1 - us,) < 0 
et d’apres la stricte monotonie de A on a u1 = ua . 
(2) Montrons l’unicite sous l’hypothese (H2). 
D’apres la monotonie de A on a cette fois: 
0 < (Au, - Au, , u1 - u2) < 0. 
Done 
II Ul II = II % II * 
Soit S l’ensemble des solutions de (1.1). Comme dans [6] on montre que S 
est un ensemble convexe ferme. Comme V est uniformement convexe, done 
strictement convexe; alors S, convexe ferme situ6 sur une pshere est reduit 
a un point. D’oh l’unicid. 
Remarque 1.1. (1) L’hypothbe (H3) suivante entraine (Hl) et (H2). 
(H3) V est uniformbment convexe et A est un operateur hemicontinu de 
X dans V’ tel que 
(Au - Av, u - 4 2 Ml1 u II) - (~(11 v II)) (II u II - II v II) U-5) 
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oh p = R, -+ R strictement croissante telle que 
hi q(r) = + co. 
(2) Au lieu de (1.5) on fait l’hypothese: 
(Au-AAv,u-v)~cllu-wl12 c > 0. (1.6) 
Sous cette hypothese plus restrictive, d’autres demonstrations de l’existence 
et I’unicitt de la solution u de (1.1) sont donnees dans [17] et [23] dans le cas 
oh V est un Hilbert et A est un operateur lineaire. 
(3) On demontre facilement que toute solution u E X de (1.1) est solution 
de 
(A% ‘u - u) 3 ( f, 0 - 4 VVEX (1.7) 
et reciproquement (cf. [6]). Cette remarque est utile dans de nombreux pas- 
sages B la limite. 
Remarque 1.2. Si on fait X = V le theoreme 1.1 donne l’existence et 
I’unicid de u E V solution de l’equation 
Au =f pourf don& dans V’. (1.8) 
Dans ce qui suit nous donnons un autre theortme d’existence et unicite de 
u E V solution de (1.8). 
Posons 
B, = {u E V I II u II < r>; sr = {u E v I II 24 II= r>, r reel > 0 
(i) V est un Banach reflexif et A est un operateur strictement monotone 
hemicontinu de B, dans V’ tel que 
(Au, u) > 0 vu E S, 
(ii) Vest un Banach uniformement convexe et A est un operateur mono- 
tone hemicontinu de B,. dans V’ verifiant 
(Au, 4 > 0 vu E s, . 
De plus si (Au - Ao, u - ZJ) = 0 alors 11 u 11 = I( e, II . Nous avons alors le 
THBOFCJIME 1.2. On suppose (i) ou (ii) alms, il existe u E B, unique solution de 
Au = 0. (1.9) 
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DPmonstration. L’existence de u est montree dans [3] sous l’hypothbe (i). 
Rlontrons I’unicite sous la mime hypothbe: Soient u, et us deux solutions de 
(I .9) avcc ut g Us. On a: 
0 -- (Au, - Au, 7 u1 - u,); 
d’apres la stricte monotonie de A, on a u, = ul . 
Sous I’hypothise (ii) on montre que l’ensemble S des solutions de (1.9) est 
un convexe fermi situ6 sur une sphere. Comme V est uniformdment convexe; 
alors S est reduit h un point. 
COROLLAlRE I. I. Pour tout f E V’, il existe u E V unique solution de 
Au-f (1.10) 
sous l’une &s deux hypothkses suivantes : 
(iii) V est Banuch rPfk+f et ‘4 est une application strictemnt monotone 
hkmicontinue de V dans V’ telle que 
lim (Au’ ‘) 
- E 
IIYII.m II u ‘I 
+ 00 (u E V). 
(iv) V est un Banach unifor knent convexe et A est monotone hkmicontinu 
tel que 
lim (Au’ ‘) - _I_ 03 - - 
:u:1*b. ‘1 u 1; 
(u E v>, 
et si de plus (Au - Av, u - v) = 0 implique 1) u 11 = 11 v 11. 
DPmonstratia. Si lim,,,,,,, (Au, u)/li u 1, -1 + co alors 3 r > 0 tel que si 
u E V avec 11 u II =I r on a: (Au, u) 2 w(r) ou c est une application de R, dans 
R_ telle que lim,,, c(r) = _t 00. En posant Au .= Au -f on a (Au, u) 2 0 
Vu E S, pour r suffisamment grand. On applique alors le thkoreme I .2. 
I-2. Problbne de minimisation SW un convexc fermi. 
Rappelons un resultat bien connu: Soit V un espace de Hilbert sur R; 
a(u, v) une formr bilineaire continue sur V x V symktrique et verifiant 
a(u, u) 2 a 11 u II* avec CI > 0 pour tout u E V. On se donne un ensemble X, 
convexe fermt de V. On sait que minimiser la forme: 
j(v) =. a(v, v) - 2(f, v) v E x, (2.1) 
pour f donnt dans V’, Cquivaut a trouver la solution u E X de 1’ioCquation 
&v--u) 2(f,v-u) vv E x. (2.2) 
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Le theoreme 2.1 qui suit donne une gtneralisation non lineaire de ce r&ul- 
tat. Reciproquement nous allons montrer que tout probleme d’optimisation 
(sur un convexe X) de la for-me: 
F(u) <F(v) VW E x (2.3) 
ou F est une fonctionnelle definie sur X, peut s’ecrire sous forme d’inegalite 
variationnelle non lineaire. 
DEFINITION 2.1. Soit V un Banach sur R; soit u E V et X un voisinage 
de u et F une fonctionnelle sur X, on dit que F est derivable au sens de Gateaux 
au point u E X, si pour tout w E V, l’application t + F(u + tw) est derivable 
en t = 0. SoitF’(u) . w cette dCrivCe; on suppose que l’application o + F’(u) * w 
est lineaire et continue de V dans R. On note: 
(F’(u), w) = l$ 
F(u + tw) -F(u) 
. t 
Rappelons (cf. [3]) pour la commoditt du lecteur la 
PROPOSITION 2.1. Soit V un Banach r&lex;f SW R; F : V -+ R a%iwable 
au sens de Gateaux. Les conditions suiwantes ont .4quiwaIentes: 
(i) F est conwexe 
(ii) L’application u -+F’(u) E V’ est monotone sur V. 
Dtkwnstration. Posons 
4(t) = F(tu + (1 - t) w); a, w E V. 
(i)a (ii), L’hypothese entraine que I/ est convexe et derivable sur [0, I] 
et on a: 
f(t) = (F’(tu + (1 - t) w), U - w). 
Done 4’ est croissante et par suite I/J’(O) 6 $‘(l). D’oh 
(F(u) - F’(w), u - w) > 0 vu, w E v. 
(ii) + (i). L’hypothese entraine que I/ est derivable avec I/J’ croissante. 
Done 4 est convexe et done F aussi. 
T&OR&ME 2. I. Soit V un Banach r@!exz~, F une fonhmmlle convexe sur X 
(conwexe f rmi’ de V), &riwable au sens de Gateaux. 
Posons A = F’. Soit f donnt dam V’. Alors toute solution de PinkgalitC 
(Au, w - 4 2 (f, w - 4 VWEX (2.4) 
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est solution de 
J(u) < J(v) vv E x 
et r6!ciproquement. 
oh I(4 = F(v) - ( f, 4 (2.5) 
Dt!monstration. (I) Soit u solution de (2.5). Alors 
w - ( f, 4 G w - ( .f, 4 VVEX. 
Posons 
On obtient: 
v = u + t(w - u) t >o, w EX. 
En passant h la limite quand t -+ 0 on a: 
vqu), w - 4 > ( f, w - 4. 
D’oh 
(A% w - u) > (f, w - u) VW EX. 
(2) Rkiproquement, soit u solution de (2.4). D’aprb la monotonie de F 
on a : 
ce qui donne 
(F’(v), v - u) 2 (F’(u), v - u) 
(F’(v), v - u) 2 (f, v - u) vu E x. 
Faisons v = u + t(w - u) t > 0, w E X. 11 vient: 
(F’(u + t(w - u)), w-u>>,(f,w-u) pour tout t E [O, 11. (2.6) 
Posons: 
h(t) = F(u + t(w - u)) - t( f, w - u); 
h est convexe car F Vest. Or 
h’(t) = (F’(u + t(w - u)), w - u) - (f, w - u). 
11 rhulte de (2.6) que 
h’(t) > 0 Vt E]O, 11. 
Done h(t) est croissante. En particulier h(0) < h(l), ce qui donne 
F(u) <F(w) - (f, w - u). 
D’oh 
.Jo4 G J(w) VW EX. 
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Remarque 2.1. En particulier si V est un Hilbert et a(u, V) est une forme 
bilirkaire symttrique et continue sur V x V telle que a(~, w) > 0 Vo E V. 
Alors trouver u E X tel que 
a@, ZJ - u) 3 (f, CJ - 4 VVEX 
Cquivaut a minimiser dans X la fonctionnelle 
J(4 = a@, 4 - WI 4. 
Remarque 2.2. Comme le convex X peut &tre non borne, si on fait 
X = V, le theoreme 1.1 redonne I’existence et l’unicite de la solution u E V 
de l’tquation Au = f pour f donne dans V’. 
Le theortme 2.1 dit alors que toute solution de l’tquation Au = f realise 
le minimum dans V de la fonctionnelle J(V) = F(o) - (f, V) et reciproque- 
ment. 
Cette remurque st vuluble pour toute la suite. 
Remarqne 2.3. Soit F : X -+ R convexe, derivable au sens de Gateaux. 
Si A = F’ verifie les hypotheses du theoreme 1.1; nous aurons l’existence 
et l’unicite de la solution u E X de l’intgalid F(u) <F(a) Vv E X. 
Nous allons montrer qu’on peut affaiblir ces hypotheses pour avoir un 
tel theoreme d’existence et d’unicite de u solution de l’inegalite: 
THBORBME 2.2. Soit V un Bunuch reflexif, X un convexe farnb de V. SoifF 
une upplicution de X duns ]- co, + co] semi-continue infkrieurement (s.c.i.) 
pour la topologie induite par o(v, V’). On suppose que F est non identique d + co 
et; 
,$g4 = + a (hypothese suns objet si X est borne’). (2.7) 
UOX 
Alors 
(1) I1 existe u E X tel que 
F(u) \<F(4 VVEX. 
(2) Si F est de plus strictement convexe; on u l’unicitk de u. 
Demonstration. 
(1) Soit o,, fix6 dans X. Posons 
Ku, = {u 1 u E X; F(u) <F(Q)). 
cw 
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(a) Montrons que (2.8) Cquivaut a 
F(u) < F(w), VWE K,,,. (2.9) 
Dans un sens l’assertion est Cvidente. Reciproquement supposons (2.9) et 
soit z, E X. Si TJ E K,0 on a l’implication; sinon on a: F(o) > F(v&. Done 
F(u) <F@) VVEX. 
(b) Montrons que K,O est borne. Nous avons 
F(u) s F(Q). (2.10) 
D’aprts (2.7), si KU0 n’etait pas borne alors 3u, E KY0 avec 11 Us II--+ co et le 
premier membre de (2.10) tendrait vers + 00, ce qm est impossible. 
(c) KvO est done borne dans V reflexif. 11 est faiblement fermC car F est 
s.c.i. pour la topologie faible done faiblement compact. L’application 
F : KvO -+ R est s.c.i. pour la topologie faible. Done 3~ E K,,,, qui r&alise la 
borne inferieure de F. 
(2) Soient u1 et us deux solutions distinctes. Nous avons 
F(% + (1 - 4 ud < W4 + (1 - WW vt E]O, l[. 
Ceci entraine que ur = u2 . 
COROLLAIRE 2.1. Soit V un Banuch r@exif; X un convexe fend de V. 
Soit F une application de X duns ]- a; + CQ] non identique h + 00; s.c.i. 
et strictement convexe. On suppose de plus que F est dt%vable au sens de Gateaux 
et wkije (2.7)’ F(u)/11 u (I -+ co quand (1 u 11 --f CCL Alors, il existe u E X unique 
tel que 
VW, 53 - 4 2 (f, v - 4 VVEX (2.11) 
pour f don& duns V’. 
Dbmonstration. D’apres le theortme 2.1 la relation (2.11) Cquivaut 8 
chercher u E X tel que J(u) < J(v) VW E X oii J(v) = F(v) - (f, v). 
Le theoreme 2.2 donne alors l’existence et l’unicite de la solution u E X 
de (2.11); car si F est convexe et s.c.i. alors J est s.c.i. pour la topologie faible 
induite par u(V, V’). 
Remarque 2.4. Dans le corollaire 2.1 on peut remplacer l’hypothbe: 
‘% strictement convexe” par “F convexe et F’ vCrifiant: 
(F’(u) - F’(v), u - w) > 0 
pour u # v”. Ces deux assertions sont d’ailleurs equivalentes. 
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I-3. Gas ou F est we fonctionnelle non ds$..entiable. 
Nous avons le 
TH~OR~WE 3.1. Soit V un Banach rr$exsf sur R; X un convexe fermi de V. 
Soit F : X ---f ] - co, + 001 non identique a + 03. On suppose : 
(i) F s.c.i. et strictement convexe 
6) limllzli-f~,so~ F(u) = + 00. Alors 
(1) II existe u E X unique solution de 
F(u) d F(v) vv EX. (3.1) 
(2) II existe un opkateur A de X darts V’ monotone hkmzkontinu non nul et 
we fonctionnelle G sur X a valeur darts ] - co, + co] G f F non identique a 
+ 03, s.c.i. et convexe tels que toute solution de (3.1) est solution de 
(- Au, v - u) < G(v) - G(u) VVEX 
et rkaproquement. 
(3) L’inegalite’ (3.2) peut se mettre sous la forme : ul E Xl 
(A,u, 3 ~1 - 4 3 ( fi 9 vl - ~1) vv, E Xl 
avec 
(3.2) 
(3.3) 
Xl = {vl 1 vl = (a, A) E X x R; G(v) < X} 
A,u, = (Au, 0) fi = (0, - 1). 
Auparavant dkmontrons le 
LEMME 3.1. Soient F1 et F, deux fonctionnelles convexes ur X. On suppose 
F1 derivable au sens de Gateaux. Alors toute solution de 
F(u) <F(v) Vv E X avec F=F, j-F, (3.4) 
est solution de 
(- Fl’(u), v - u) < F,(v) - F,(u) VVEX (3.5) 
et rf?ciproquement. 
Dt+nonstration. (a) En posant v = u + t(w - u) t > 0, w E X, la 
relation (3.4) entraine: 
&5;(u) - &(u + t(w - 4) < F,(u + t(w - 4) - 4(u) 
t t 
512 SIBONY 
comme Fp cst convcxc on a: 
F&d) - F,(u L t(w - u)) , _---- 
t 
- 2.. F*(w) - F*(u). 
Ik passant $ la limite quant 1 + 0 on a: 
(- Fr’(tl), ZC - u) : -: F*(w) - F&4) 
D’oG (3.5). 
VW E x. 
(b) Reciproquement supposons (3.5); nous avons alors: 
F(u) - F(c) = F,(u) + II;@) - Fr(F) - I;,(c) T (- F,‘(u), V - u) 
+ (Fr’(u), z’ - u). 
D’apres (3.5) on a: 
F(u) - F(z) S; F,(u) - F,(w) + (FI’(U), C - 24) 
or si F, est derivable on a: 
(F,‘(u), ‘L’ -- u) ‘.i F,(s) - F,(u) 
ce qui donne: 
F(u) - F(v) < 0. 
D’ou 
F(u) < F(r) vv E x. 
DPmonstraiion du t&o&me 3. I. (I) Lc theoreme 2.2. assure l’existence 
et l’unicite de la solution u E X de (3.1). 
(2) Posons F = F, + F - F,, _: F, + G avec F, continue derivable au 
sens de Gateaux et tellc que G = F - Fu soit convexe (on pourra prendre 
F,, lineaire). Posons A = F,,‘. Nous avons alors, G s.c.i. et convexe. D’aprks 
le lemme 3.1, toute solution de (3.1) est solution de (3.2) et reciproquement. 
(3) U. Mosco a montre dans [19] qu’on 
la forme 
(I- Au, w - u) < G(v) - 
sous la forme: ut E X, . 
(A 1% , 2’1 - 4 z (h ? q - 
avec 
et 
a, = (v, A) E X x R 
A,u, = A,@, h) = (Au, 0) 
II - (L - 1) 
X, : {or 1 VI = (v, A) E x 
D’oh le theoreme. 
pouvait mettre toute inegalite de 
G(u) vv E x (3.6) 
4) vet, E X, (3.7) 
x R; G(v) < 4. 
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Remarque 3.1. D’apres la remarque 1.1, (3), et ce qui precede on demontre 
facilement les assertions suivantes: 
(1) Si F est une fonctionnelle sur X differentiable au sens de Gateaux 
alors toute solution u E X de 
F(u) <F(v) vv E x 
est solution de 
(F’(u), v - u) > 0 vv E x 
ou de 
(F’(v), v - u) > 0 vv E x 
et reciproquement. 
(2) Si F = FI + F, avec FI differentiable alors toute solution u E X de 
F(u) d F(o) VVEX 
est solution de 
ou de 
(- FI’(u), v - ti) <F,(v) - F,(u) V-a E X 
(-- F,‘(v), r~ - 4 <F&4 - F,(u) VVEX 
et rtciproquement. 
(3) Si F n’est pas differentiable alors toute solution u E X de 
F(u) <FM VVEX 
est solution de 
(- Au, w - u) < G(v) - G(u) VVEX 
ou de 
(- Av, v - u) < G(v) - G(u) QVEX 
et reciproquement. 
Les operateurs A et G &ant ceux du theoreme 3.1. 
Dans les paragraphes qui suivent on se propose de donner quelques 
methodes permettant de resoudre l’inequation 
(Au, v - u) 3 (f, 0 - u) vvex pour f don& dans V’. 
I-4. Une mkthode d’approximation par rt$wlarisation elliptique. 
Soit V un Banach uniformement convexe; K est un convexe ferme de V 
contenant I’origine. On fait les hypotheses suivantes: 
(H4) B est un operateur de K dans V’ monotone hemicontinu tel que 
(Bu - Bv, u - w) 2 (dll u II) - dll v II) (II u II - II v II) Vu, v 
avec CJJ strictement croissante de R, dans R tel que lim,, p(r) = + 03. 
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(H5) Soit A : K-t V’ monotone hemicontinu. Soit X l’ensemble con- 
vexe fermC des solutions de u E K 
(Au, v - u) > (f, w - u) VVEK; pour f donne dans V’. (4.1) 
(H6) On suppose X# a. 
Pour g donne dans V’, d’aprb le theoreme 1.1, 3u, E X tel que 
(J% 9 v - %l) >, (g, v - %) VW E x (4.2) 
un tel u,, est unique en raison de (H4). 
On va donner un thtoreme d’approximation de u,, , adaptation au cas non 
lintaire de la methode de [ 171. 
'I'H&OR&ME 4.1. On suppose (H4) et (H5) alors 
(1) V/E > 0, 3u, E K unipe solution de 
(Au, , u - we> + c(& , u - 4 b ( f + 8, u - u<) VW E K, (4.3) 
pour f et g dontis duns V’. 
(2) Si de plus on a (H6) alors u, -+ 11s duns Vfort quand l --t 0, oh u,, est 
une solution de (4.1) &z$znt (4.2). 
Dimonstration. (1) L’existence et l’unicid de u, resulte du theoreme 1 .l. 
(2) (a) Montrons que (u,) est borni dans V. 
En effet, il resulte de (4.1) et (4.3) que 
(Au, - Au,, o fd - UC> + l G , %J - u,) 3 &, uo - u,). 
Done 
(g - Bu, , uo - u,) d 0. 
11 en resulte que 
(Bu, - But, , u, - ~0) < (g - % , u, - ~0). 
Comme 
(~(11 u, II) - ~(11 uo II)> (II u, II - II u, II) G Vh - Buo 9 uc - uo), 
et done 
Ml u. IO - 941 uo II)) (1 - /#) < (R - Buo 9 y&o ) (4.4) 
11 resulte de (4.4) que // u, II < cte. 
Done il existe un ultrafiltre %!, tel que lim, u, = 4 dans V faible. 
(b) Montrom que [ E X. 
La relation (4.3) est Cquivalente d’aprb la remarque 1.1 a 
(Ao -t EBV, v - u,) 2 (f + q, v - u,) VW E K. (4.5) 
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En passant A la limite suivant 9% on a : 
(Af4~-f)>(f,~-5) VVEK 
ce qui est equivalent a 
(A59 ‘u - 6) 3 (.f, -7J - S) VVEK, d’oh VEX. 
(4 II~,//--II EII wnd c-+0. 
On fait v = 6 dans (4.3) et dans (4.1) on fait v = u, et u = t. Par addition 
il vient: 
(4 - &, I - u,) + l u, I 4 - u,) 3 +, 4 - u,). 
D’aprb la monotonie de A, nous avons: 
4g - Bu, > 5 - ~6) < (Au, - 4, I - u,) < 0. (4.6) 
Posons u = u, et z, = 8 dans (H4), alors 
(dll us II) - dll 5 II)) (II ur II - II 5 II) G (But - X, u, - 5). 
Posons w = ur dans (4.1); par addition avec (4.5) oh on a fait pl = u on a: 
W u - u,)’ b (g, u - u,) VUEX. (4.7) 
En passant a la limite suivant @: 
(Bu, u - 4 b (g, u - t) VUEX. 
Ce qui Cquivaut a: 
(Ku-t)>(g,u--5) Vu~x. 
Done 5 est solution de (4.2) et d’apres l’unicite on a 6 = uO. Par ailleurs de 
(4.6) on deduit 
ce qui donne 
(Bu, 9 u, - 5) < (g, u, - 5) 
0 d (till 21, II) ,- dll t II)) (II uc II - II f II) < (g - B5, ue - f) - 0 
suivant %. I1 resulte de la stricte monotonie de p que I/ ur I/ -+ )I [ I/ . Done 
u, + us suivant Q! dans Y fort. D’oh le theoreme. 
THBOR?ME 4.2. On suppose (H4) et (H5) ah X non vide o Z’etwemble 
(24,) bornf!. 
Dkmonstration. (I) Si X 4 IZ( ; alors II ur 11 < cte d’apres le theortme 4.1 
c% (4. 
(2) Si I/ u, )I ,( cte; alors suivant 9 on a 24, -+ 5 et on montre que ,$ E X. 
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I-5. Une me’thode d’approximation par discre’tisation. 
Soit h = (h, ,..., h,) E R” un parametre destine a tendre vers zero; h > 0. 
On se propose dans ce paragraphe d’approcher la solution de l’inequation 
(&v--u)>(f,v-u) VVEX 
pour f don& dans I/’ et A : X --+ V’ par la solution de l’inCquation plus 
simple 5 resoudre 
(A huh > vh - Uh)h > (fh > % - Uh)h vv, E x,, 
ou Xh est un convexe ferme d’un espace de dimension finie Vh et A, un 
operateur de X, dans V,‘. 
Plus precisement soit V un Banach sur R, uniformement convexe de norme 
Jj /] . On se donne un convexe X ferme de V contenant l’origine. 
Soit V, un espace de dimension finie (associe au parametre h) de dual V*‘; 
muni de la norme I/ llh . On se donne un prolongementph E LZ’(V, , V) injectif 
de V, dans V. On note par ih sa transposee cf. [I]. 
Posons 
I/ uh ilh = /I PhUh 11 vu,, E v, 
A, = fhAph; x, = p;‘(x). 
Nous avons alors le schema suivant: 
VAV 
Nous notons par (,)h le produit scalaire qui met Vh et V,’ en dualit& Pour 
f,, e vhf on pose: 
Posons d’aprb [l] la 
DEFINITION 5.1. Soient fh E vh’ et f E V’. On dit que fh converge dis- 
cretement vers f si 
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On fait alors les hypotheses suivantes: 
(H’2) A est un operateur monotone hemicontinu de X dans V’ tel que 
lim (Au’ ‘) -= 
lb&; 1) 24)) 
+ co 
* 
Si pour une suite xi on a: (Axi - Au, xi - u) + 0 alors )/ xi 1) -+ 11 u 11 . 11 est 
clair que (H’2) 3 (H2). 
(H7) A transforme tout borne de I’ en un borne de V’. 
Nous avons alors le 
TH~OF&ME 5.1. On suppose (H’2) et (H7). De plus 071 suppose 
(H8) ‘dx E X, 3uh E X, tel que phuh -+ x dans V fort. 
Alors 
(1) ‘dfh E V,’ 3un E Xh unique tel que 
(A huh 7 vh - %)h b (fh 9 vh - Uh)h VV,EXh. (5.1) 
(2) De plus si fh converge discrbtement vers f on a : 
phuh -+ u dans Vfort quand h -+ 0 
oic u est I’unique solution dans X de l’inbquation 
C&v-u)>(f,v-u) VVEX. (5.2) 
Dt!monstration. (1) Le theoreme 1.1 d’existence et d’unicite s’applique 
directement B (5.1). 
(2) (a) Montrons que )I phuh II est borne. 
Nous avons: 
(A huh 3 Ilh)h = (&iPh 3 Ph%) < (fh 3 Ph”hL) < l,jh ll; 
I/ uh Iih 11 Ph”h It iIPh”h 11 ’ 
Si fh converge discretement vers f alors 11 fh I$ est borne. Supposons mainte- 
nant que 11 phuh I/ ne soit pas borne, alors il existerait une suite extraite encore 
notke phuh telle que 1) phuh 11 + m et alors (Ahuh , uh)h/l] uh Ilh 4 a; ce qui 
est impossible. Done 11 p& 11 < cte. 
(b) Done suivant un ultrafiltre phuh + 5 dans X faible. 
D’apres (H7): Aphuh -+ 7 dans V’ faible. Puisque 5 E X, alors 3fh E X, 
tel quep,& -+ 5 dans V fort. 
Nous avons alors 
(APi& 9 Ph%) = b%% , %>h < (fh , uh - vh)h + (AhUh 9 vh)k * (5.3) 
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Faisons nh = & dans (5.3) il vient alors 
lim s”p(Aphuh , Phuh) < lim s”p(fh , uh - &)h + lim ~up(~ph~hj phfh) 
comme 
il resulte que 
lim sup( fh , uh - th) + 0 
lim s”p(Aphuh , f&h) < b?, 8. 
Or si A est monotone hemicontinu et si un filtre xi converge vers x dans V 
faible Axi - y dans V’ faible et lim sup(Ax, , xi) < (y, x) alors Ax = y. 
On en deduit alors que A{ = 7. 
(c) Montrons la convergence forte. 
Posons 
Nous avons alors 
ah = (bJh% 3 phi(h) - (&&t 3 8 + (At, t) - 6% l’d‘d 
et lim sup 01~ < 0. D’oh 
(Aphu,, - At, phuh - 5) -+ 0 quand h -+ 0. 
11 resulte de (H’2) que IIphuh iI-+ // g Ij . Comme I’ est uniformement 
convexe et phuh + 4 dans F faible; alors phuh -+ [ dans v fort. 
Soit e, E X. D’apres l’hypothbe (H8), 30, E X, tel que p#h --+ v dans I’ 
fort. En passant a la limite dans 
(A huh 3 vh - Uh)h b (fh > vh - %)h 
on a: 
(At-, v - Q > (f, 53 - ‘3. 
D’apres l’unicid on a: E = u. 
Done @huh -+ u dans v fort. 
Remarque 5.1. Si X = I’ l’hypothkse (H8) est rCalisCe si 
$@?+‘Yhu-u//=o VuEV oti Th E s( v, vh) 
+ 
appelee restriction de V dans Vh . 
Remarque 5.2. Si X # V l’hypothese (HS) est rCalisCe, si l’approximation 
{V, V, , p, , rh} est stable et consistante (cf. [l]) et si de plus 
phtXh) c ph’cXh’) pour h<h 
et &ph(Xh) est dense dans X. 
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Soit V un Banach reflexif de norme III\ . Soit h > 0 un parametre (destine 
a tendre vers 0). Nous introduisons comme precedemment le quadruplet 
{V, V, , p, , rh} ou V, est un espace de dimension finie de norme /I /lh 
p, E 9( V, , V) appele prolongement de V, dans V et rh E _Ep( V, Vh) appele 
restriction de V dans V, . 
On dtsigne par +h et jh les transposees de p, et yh respectivement. Les 
applications p, et rh sont dites stables si on a: 
IlPhuhIl dcIlluhllh et 11 rh” i/h < % I/ u 11 
oh cr et ca sont des constantes independantes de h. On sait cf. [I] que les 
familles {v, vh , p, , rh} et {v’, vh’, $h , +h} sont stables en m&me temps. 
Nous rappelons alors par commodite pour le lecteur les definitions sui- 
vantes: 
DEFINITION 5.2. La famille (V, vh , p, , rh} est dite consistante si 
& llpg)J4 - 24 )/ = 0 vu E v. + 
DEFINITION 5.3. uh E V,, converge discretement vers u E V si 
On a une definition analogue pour la convergence discrete de fh E V,’ vers 
f E V’. Dans ce cas on montre facilement que 11 fh 11: est borne. 
DEFINITION 5.4. On dit que l’operateur Ah de Vh dans V,’ est consistant 
a l’operateur A : V + V’ si 
2% 11 ihAu - Ag,u 11; = 0 vu E v. 
Dans toute la suite de ce paragraphe nous allons nous occuper plus parti- 
culierement et uniquement pour simplifier, de l’approximation de u E V 
solution de l’equation 
Au =f pour f donnt dans V’, A monotone hemicontinu. (5.4) 
On suppose maintenant que (5.4) admet une solution unique u E V. Con- 
siderons alors l’equation 
Ah% = fh pour fh donne dans V,‘. (5.5) 
Sous certaines conditions, nous allons montrer que (5.5) admet une solution 
unique ulr E Vh; quep& --t u dans V fort quand h -+ 0 et on a des estimations 
de l’erreur sur la discretisation. 
40913413-4 
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On fait les hypotheses suivantes: 
(Kl) La famille {V, V, , p, , rh) est stable et consistante. 
(K2) Ah est hemicontinu de V, dans V,’ et verifie 
(A huh - A,%, uh - vh)h > c I/ uh - vh iih c > 0. 
(K3) A, est consistant a l’operateur A. 
Posons les notations suivantes: 
On suppose: 
/I ph”h I/ < c’ /I uh ilh 
a(h) = /I r^,AU - &,U 11; 
P(h) = 11 phrhu - u /I * 
r(h) = iifh - ihfllh* -+ o quand h + 0. 
Nous avons alors le 
THBOR~ME 5.2. On suppose (Kl), (K2), (K3) alors 
(1) Il e&e uh E vh unique solution de (5.5). 
(2) p,u, ---+ u dans Vfort quand h -+ 0 u e’tunt la solution de (5.4). 
(3) On a: 
II ?,%a - u iI < f (44 + r(h)) + /W. 
Ddmonstration. (1) L’existence et l’unicite de uh E V, est Cvidente. 
(2) Montrons que uh converge vers u discretement. 
Nous avons: 
c (1 u,, - rhu /I2 < (Ah% - AhrhU, uh - rhU)h . 
Ce qui donne: 
I/ uh - rh” /ih < ; 11 &‘h - A,r,u it < ; (44 + y(h)) -+ 0 
quand h -+ 0 d’aprb (K3) et la convergence discrete de fh . 
(3) phuh + u dans V fort. En effet: 
11 PhUh - u 11 < 11 ph”h - Phrh@ 11 + 11 Phrhu - u 11 
< f (44 + y(h)) + B(h) + 0 
quand h ---+ 0 d’aprks (Kl) et (K2). D’oh le thCor&me. 
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Remurque 5.3. Dans le theorbme precedent nous pouvons munir V, de la 
norme 11 u,, IJh = lIphuh 11 sip, est injective, et poser A, = +hApR; fh = fhf, ce 
qui donne: 
avec 
+) d II Au - AP,W II*. 
Plus precisement si A est hemicontinu, lipschitzien et drifie 
(Au - Ao, u - u) > c 1) u - ZJ II2 c > 0; de plus si on suppose (Kl) et 
Ah = %Ap, , fh = +h f, 11 u,, /Ih = II phuh I( alors Ahuh = fh admet une solution 
unique uh E V, et on a la majoration a priori de I’erreur: 
liPhUh - u II G w4 
Dans [2] Aubin donne des majorations de /3(h) en fonction de h dans le cas 
Oh 
V = H”(S2) = {u [ u EP(Q), D,u E&?), 1 p j < m}. 
Nous donnons maintenant le “discrCtisC” du thtoreme 1.2. On suppose: 
(K4) V est un Banach uniformement convexe. A est un operateur 
monotone hemicontinu de B, dans V’; verifiant (Au, u) > 0, Vu E S,. . 
De plus si pour un filtre xi on a (Axi - Au, xi - u) --f 0 alors /I xi /I -+ 11 u 11. 
(K5) La famille {V, V, , p, , Ye) est consistante. 
On pose: 
II % I/h = II P/&s II; 4 = pil(B,); sr = Pa%) 
A, = &Ap, = B,, --f V,‘. 
THBOR~ME 5.3. On suppose (K4) et (K5) alors 
(I) I1 existe uh E Bh unique tel que Ahuh = 0. 
(2) Si A est un ophateur born4 (transforme un borne’ de V en un bornt! de 
V’) alors p,u, ---f u dans V fort oic u est solution de Au = 0. 
D&on&ration. (1) Cette assertion se deduit directement du theoreme 
1.2. 
(2) Montrons la convergence forte. Comme uh E Bh alors 
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Done suivant un ultra filtre phuh + 5 dans V faible et Aphur --f v dans I” 
faible. Or 
Done n = 0. Comme lim sup(Aphuh , pluA) = 0, il resulte que At = 0. 
Done 5 = u d’apres l’unicid de la solution u de l’equation Au = 0. Par 
ailleurs nous avons: 
?+$AP,uh - Au, PAUA - U) = 0 * II PAUA II -+ II U II; 
et d’apres l’uniforme convexitt de V on a: 
D’oh le theoreme. 
PA”h - u dans V fort. 
Remarque 5.4. Si au lieu de l’hypothese (K2) on suppose 
(K’2) (A huh - AAVA 9 uA - %)A 2 (dii uA br) - d/i vA iih)) (11 uh /iA - 11 VA [IA) 
oh q est strictement croissante de R+ dans R et tel que limr+m v(r) = + co. 
(1) on peut se ramener a l’hypothese (K2) par rtgularisation elliptique 
(cf. theoreme 4.1): L’operateur BA = A, + A(h) * Id avec X(h) -+ 0 quand 
h ---f 0, verifie alors K2. 
(2) si A, = fhAph et A verifie (K’2) done Ah aussi; alors B = A + xld et 
Bh = AA + hid verifient (K2) et la solution u~,~ , de l’equation BAuA.~ = fh , 
est telle que p$h,A + u,, , solution de Bu, = f. Le thtoreme 4.1 dit que 
uA + u dans V fort quand X--f 0, u &ant la solution de Au = f. 
(3) le parametre h peut aussi &tre choisi su&ament grand de maniere a 
minimiser l’erreur de discretisation /I pAuA - u I(; puisque h = c, constante 
intervenant dans l’hypothbe (K2). 
I-6. Mkthode de ptkalisation des contraintes. 
Soit V un Banach rtflexif de dual V’. Soit A un operateur non necessaire- 
ment lintaire de V dans V’ et X un convexe ferme de V. On cherche u E X 
solution de l’inegalite: 
t&v--)>(f,u--1 VVEX, pourf don& dans V’. (6.1) 
Soit E > 0 un paramktre destine B tendre vers 0. On se propose maintenant 
d’approcher u E X solution de (6.1) par uE E V solution d’une equation de la 
forme: 
Au, + + Bu, = f. (6.2) 
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Dans ce nouveau probleme les contraintes ont disparues. Ce pro&de Porte 
le nom de “penalisation des contraintes” cf. [16] et l’idee en remonte a 
Courant [12]. 
Plus precisement on fait les hypotheses suivantes: 
(i) Le convexe X est de la forme 
X={vEVIBv=Oj 
oti B est un operateur monotone et hemicontinu. 
(ii) A est un operateur hemicontinu tel que 
(Au - & u - v) 3 b(II u II) - ~(11 v II>) (II 1~ II - II v II) vu, v E v 
oh v est une application de R, dans R strictement croissante telle que 
(iii) V est un espace uniformement convexe. 
Nous avons alors le 
THBOR&ME 6.1. (1) II existe u E X unique solution de (6.1). 
(2) Pour tout E > 0 3u, E V unique solution de (6.2). 
(3) u,+u duns V fort quand E -0. 
Dbmonstration. Pour avoir les deux premieres assertions, il suffit d’appli- 
quer le theoreme 1.1. 
(3) Soit K I’ensemble convexe des solutions de (6.1) (ici rtduit a un 
point). Toute solution de (6.2) est solution de 
cAu, + Bu, = <f (6.3) 
ou de 
(Bu, + l AU, , v-uJ>:E(f,v--J vv E v (6.4) 
et reciproquement. On applique alors le theoreme 4.1 qui dit que u, -+ u 
dans V fort quand E -+ 0 tel que u E X c’est-A-dire Bu = 0 et verifiant 
(Au,v--u) >(f,v-- u) Vv E X. D’ou le theoreme. 
Remarque 6.1. La demonstration du theoreme 6.1 deduite de celle du 
theoreme 4.1 montre l’analogie entre la regularisation elliptique et la penali- 
sation des contraintes. 
On trouvera dans [21] une demonstration directe du thtoreme 6.1. 
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COROLLAIRE 6.1. Soit X un convexe fermi’ d’un espace de Hilbert H de 
norme // // et P E’ophateur de projection de H sur le convexe X. On se donne 
A : H---f H’ ve’rifant (ii) alors 
(1) I1 existe u E X unique solution de 
(Au,v-u)>(f,v-u) vu E x. (6.5) 
(2) Pour tout l > 0 3u, E H unique solution de 
Au, + f (uE - Pu,) = 0. (6.6) 
(3) u, -+ u dans H fort quand E + 0. 
Dkmonstration. Posons I? = I - P. C’est un opkrateur monotone hCmi- 
continu car /j Pu - Pv )( < 11 u - v I/ . De m&me, nous avons: 
X={u~u~H;Pu=u}={u~H~Bu=0}. 
On applique alors le thCortme 6.1. 
Remarque 6.2. Le th&ork.me (6.1) est encore valable dans le cas oh 
X=(vjBv=O} avec B monotone 
hkmicontinu et multivoque. 
On dCmontre dans [21] le: 
COROLLAIRE 6.2. On suppose 
x = {v E v 1 g(v) = O} 
avec g 2 0 convexe s.c.i. et dhivable au sens de Gateaux. 
Soit F : X -+ R une fonctionnelle strictement convexe s.c.i. non identiqw h 
+ 00 dkivable au sens de Gateaux et telle que 
,,$nmF(4 = + 00. 
UEX 
Alors 
(1) I1 existe u E X unique solution de 
F(u) <F(u) VVEX; 
(2) Pour tout E > 0 3u, < V unique solution de 
(6.7) 
F(u,) + $ &4 G F(v) + +- g(v), vv E v; (64 
(3) uE + u dans V fort quand E + 0. 
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Dans le cas oh F et g ne sont pas differentiables au sens de Gateaux on a le 
THBOR~JME 6.2. On suppose X = (v E V ) g(v) = 0} avec g > 0 convexe 
et s.c.i. 
Soit F : X - R une fonctionnelle strictement convexe s.c.i. telle que 
,,&F!“, = + ~0. 
UEX 
Si deplus on suppose la condition : (a) u, -+ w dans Vfaible et F(u,) -+ F(w) 
entrahe que u, + w dans V fort; alors 
(1) II existe u E X unique solution de (6.7). 
(2) Pour tout E > 0 3u, E V unique solution de (6.8). 
(3) u, -+ u dans V fort quand E -+ 0. 
D.4monstration. Les deux premieres assertions decoulent du theoreme 2.2. 
(3) Soit va E X on a: 
F(uJ + f&J d Wd (6.9) 
Done 11 u, (1 < cte sinon le premier membre de (6.9) tendrait vers + co ce 
qui est impossible. 
Done suivant un ultrafiltre Q on a u, -+ [ dans V faible. Par ailleurs, nous 
avons 
Comme 
F(t) < lim*inf F(u,) < F(Q), vvo E x. (6.10) 
+4 + c&4 G +) + &I vv E v 
on a a la limite: 
A0 < limeinfg(4 < g(v), vv E v. 
Done g(t) = 0 et 6 E X. Comme la solution est unique, on a 5 = u et 
done u, + 11 dans V faible. 11 suffit de montrer maintenant que F(u,) -+ F(u) 
pour avoir la convergence forte de u, vers u. Nous avons successivement 
F(u) < lim%inf F(u,), 
limpp F(u,) < Fh), vvo E x. 
Done 
1ir~1 F(u,) = F(u). 
Done u, -+ u dans V fort. 
(6.11) 
(6.12) 
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Remarque 6.3. La condition (w.) du theoreme precedent se trouve toujours 
verifiee si l’espace I’ est uniformement convexe et la fonctionnelle F est de la 
forme F(u) = [j u II* + F,,(u) avec F,, convexe s.c.i. 
En effet. nous avons 
lim inf /I u, lip 3 /j u lip, 
lim sup I/ u, IlP < lim sup(/I us lip + F,,(uJ) - lim inf F,,(u,), 
lim SUP II u, P’ < II u IY + F,,(u) - F,(u) = II u /Ip. 
Done 
II *, lIP - II u IIP quand E -+ 0. 
I-7. Mkthode d’tklatement et pknalisation partielle des contraintes. 
Soit V un Banach uniformement convexe de dual V’ et A un operateur 
non necessairement lineaire de V dans V’. On se propose de resoudre l’in- 
egalite 
(Au,a-u)>(f,u-U) VUEX pour f don& dans V’ oh X (7-l) 
est un convexe ferme de V de la forme: 
x=(jxi avec Xi convexe ferme de V; i = l,..., q. (7.2) 
i=l 
Dans un grand nombre d’applications, il arrive que le convexe X soit un 
ensemble avec beaucoup de “contraintes”. 11 est bon alors d’utiliser la penali- 
sation uniquement pour certaines contraintes. Plus precistment: 
Supposons que le convexe X soit de la forme: 
X=X,nX, avec x1 = ij x, ) x2 = /J xj , y+s=q, 
i=l j=l 
(7.3) 
oh les Xi sont des convexes sur lesquels on sait projeter et les Xj sont des 
convexes sur lesquels la projection numerique n’est pas immediate. 
Nous allons maintenant appliquer une methode due a [18] et ramener la 
resolution de (7.1) a celles de q problbmes de la forme: 
(Au, 21 - 4 2 (fi , ZJ - 4, vv E xi ) i = I,..., q. (7.4h 
On a alors les deux possibilittk: 
(1) Si la projection sur Xi est immediate pour i = iO; on applique les 
methodes de [22], pour resoudre par iterations l’inegalid (7.4),0 . 
DiRIV&?S PARTIELLES NON LINkIRES DE TYPE MONOTONE 527 
(2) Si pour i = j,, la projection sur la convexe xjO est difficile on peut alors 
par “pCnalisation” ramener I’inCgalitC (7.4),0 a Sequation saris contraintes 
de la forme: 
Aiou + f Biou = fj, (avec E > 0 destine g tendre vers 0) (7*5)jo 
que l’on sait resoudre par une methode iterative cf. [6]. 
Evidemment il y a une relation entre la solution du probleme (7.1) et les 
solutions des problemes (7.4)i i = l,..., 4 et Cventuellement (7.5)j0 . Plus 
precisement, soient Vi (i = I,..., 4) des Banach uniformement convexes de 
normes /I Iii . On pose V = fi:=r Vi . L’espace V est muni de la norme /I // 
equivalente a CL, jj jji . On se donne un Hilbert H muni de la norme [ ( , 
avec VC Vi C H C Vi’ C V’; les injections &ant continues, (,) designe le 
produit scalaire dans H, dans la dualite entre Vi , Vi’ et V, V’. 
Soit X un convexe ferme de V. On suppose 
x= fj xi; ave Xi convexe ferme de Vi , contenant l’origine. (7.6) 
i=l 
Soient 
A:X+V’ et Ai:Xi+Vi’ i = l,..., y 
tels que 
A=iAi et f = i fi 
i=l i=l 
(7.7) 
VP - &A u - 4 2 Ml u Iti> - 4ll v Iii>> 01 u 11; - I/ 21 IL> (7.8) 
avec yi strictement croissante de R, dans R et tel que lim,,, vi(r) = + co. 
On se donne u” E X, . Ayant determine zP+(~-~)/Q E X,-r on obtient un+(llq) 
comme solution dans Xi de l’inequation (e,, don& positif) K > 0 
((A, + +) un+iJq, v _ Un+iJq 1 i 3 fi + 5 p+(i-U/9, e, - p+ilq k 1 
‘de, E Xi . t7e9)i 
Nous avons alors le 
THBOGME 7.1. On suppose (7.6), (7.7), (7.8). Soit k = l/N * T; T fix& 
et N entier. On se donne deux parambtres e. , tels que c,, -+ 0, k -+ 0 avec 
k/e + 0. Alors 
(1) Quel que soit i (i = I,..., q) 
UWlP + u danr VifOrt, (7.10) 
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u &ant la solution de 
(4 v - u) > (f, v - u), vv E x. 
Posons 
B,=Ai+$Id. 
(7.11) 
(2) On suppose maintenant que Vi i = l,..., q sont des espaces de Hilbert et 
que I$ : Vi -+ Vi’ vkiJient (cf. remarque (7.1) 
(i) (&ff - &v, u - v) > 01 j/ u - v 11: , a > 0; 
(ii) VNi constantepositive, X&Vi) > 0 telle que si 11 24 jji < IVi ,[I v Iji < Ni, 
alors 
Alors pour i, n, Q, , k Jixb posons wi = un+(ilq), 
La suite (Wi”) dt@ie par l’ithation : 
(7.12) 
converge fortement vers Wi solution de (7.9)i pour wiO convenable t 
p = c,2;4, Oh &Ii =fi + 8 un+ca-l,lq; 
Ni = i II gi - Ai(O)(li (si wz = 0). 
Dbmonstration. (1) Pour cette assertion cf. H. Brezis [5]. 
(2) Comme l/N x:1,’ un+tilq) ---f u dans V fort; il s’agit maintenant de 
calculer #+(*/a) solution de (7.9)i pour ts , k, n et i fix&. 
Posons 
B,=A,+TI, gi =fi + j!.u~+(i-U/q et u)( = un+wm 
Le probleme (7.9)i est alors equivalent B 
(Biwi , V - Wt) > (gi 7 V - Wi), VVEXi. (7.13), 
On applique alors a (7.13)< le theoreme 1.1 de [22]. 
Remarque 7.1. Dans le cas ou V et Vi i = l,..., q sont des Banach Me- 
xifs, on peut utiliser des it&rations analogues a (7.12)i moyennant une dis- 
cretisation du probleme (7.9)i et ceci de la maniere suivante: 
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(1) On se donne un parametre h > 0 destine a tendre vers 0 et un espace 
de dimension finie Vi,. Comme dans le paragraphe I-5, on remplace le 
probleme (7.9)i par le probleme 
((A,, + +) g+(ilq), V, - u;+(iIu))h > (fi, + g *;+(i-l)lq, z, _- .;+(yh , 
vv, E x,, . (7.14)i 
On munit Vi, de deux normes Cquivalentei jj (lib et j lib . Soit 
Pih E L?(V,, , Vi) un prolongement de Vi, dans Vi injectif. On applique 
le theoreme 5.1 pour montrer que sous les hypotheses du theoreme 5.1 on a 
phpila~ + un+o/q) dans Vi fort quand h -+ 0. 
(2) I1 reste maintenant a rtsoudre par iterations le probleme (7.14)i pour 
i, 1z, E,, , k et h fixes. On remplace alors les hypotheses (i) et (ii) du theoreme 
7.1 par les suivantes plus &n&ales: 
(iii) (4 - &4 11 - 4 b Ml 24 lli) - 9-41 v II8 (II u Iii - II v Iii). 
(iv) VNi constante positive 3Ci(N) > 0 telle que si 11 u IJi < Ni ,I/ vi 1) < Ni 
on ait: 
(Au - &A w) G ci(l\ri) II @I - v IL II w Iii , VW E vi . 
Posons alors wih = u:+@‘~). La suite (We;) definie par les iterations: 
Oh 
W;+l = P~ih (Wg - pih (A,hWg + 4 Wg - gih)) (7*15)i 
gih Efih + x u;+(i--l)/Q 
converge dans v& (h fix& et m + co) vers wih = Uz+(i’q) solution de (7.14), 
pour wfh convenable et 
%C12W 
Pih = k (C,(N) + 2 C,z(h))’ 
oh C,(h) et C,(h) sont telles que 
Cl(h) it uh Ilih d 1 uh lib < C2(h) 11 uh Ilih . 
(3) Dans les iterations (7.12) et (7.15)i on peut avoir inter& a utiliser des 
parametres p et pi calcules a chaque iteration (p = pn , pa’ = pin) cf. [22]. 
Remarque 7.2. Soit F une fonctionnelle sur V convexe et derivable au 
sens de Gateaux. Alors minimiser F sur un convexe ferme X de V de la 
530 SIBONY 
forme X = fib, Xi revient a rboudre une inequation de la forme (7.1) et le 
theoreme 7.1 s’applique. En effet, le probleme 
e4 < WJ), VWEX== fixi (7.16) 
i=l 
est equivalent au probleme: 
(F’(u),w-u)>O, VoEX=(jX,. (7.17) 
i=l 
Remarque 7.3. Si le convexe X = V, on peut toujours resoudre l’tqua- 
tion 
Au =f oti f est don& dans V’ et A : V + V’ (7.18) 
par decomposition de l’operateur A et du second membre f. On pose: 
A=iA, et f = i fi 
i=l i-l 
on part de u” = 0; ayant dCterminC u n+(i-U/q E V on &&nt p+(l/Q) E V 
comme solution de 
(Ai + +) 
ph-(i/ql = 
fi k 
‘+ Eo Un+(i-l)/a (7.19) 
sous les hypotheses (7.8) et les hypotheses sur Q, et k on a: 
& 2 un+(ilq) -+ u dans V fort; 
u &ant la solution du probltme (8.18). La deuxibme partie du theoreme 7.1 
et la remarque 7.1 s’appliquent encore (cf. resultats numeriques dans [22]). 
La methode (7.12) suppose que l’on sache projeter par un pro&de nume- 
rique simple sur le convexe X, ou que l’on ramene la projection sur X, a la 
projection sur xi convexe plus simple (cf. [22] theoremes 2.1; 2.2). Dans le cas 
contraire, on aura a resoudre pour i = i. l’inequation 
AioU~+(i~/P) + $ u?Z+(i,/P), w _ un+(i,:Q)) > ( fi, + 2 un+(io--l)/Q, w _ u?Z+‘+(i.ld), 
vu E xi, , (7.20) 
pour 11, c0 et k fixes et oh Xi, est un convexe “complique”. Aprb un change- 
ment de notations evident, rtsoudre (7.20) Cquivaut a resoudre une inbquation 
de la forme 
@u, fJ - u) ,>, (g, v - u), VVEX, (7.21) 
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oh X est un convexe sur lequel on ne sait pas projeter. On fait les hypotheses 
suivantes: 
(i) Le convexe X est de la forme 
X={wEv~cv=0} 
oh C est un operateur monotone hemicontinu. 
(ii) B est un operateur hemicontinu de I’ dans F” tel que 
(Bu - BG ZJ - v) 2 (dll u II) - dll ZJ II) (II 11 II- II v II), vu, v E v 
avec ‘p strictement croissante de R, dans R tel que lim,.+, cp(r) = + 00. 
Soit c > 0 un paramkre destine a tendre vers 0. 
Le theoreme 7.1 dit alors que la solution Us E V de l’equation 
Bus + Lhp=g E (7.22) 
converge fortement dans V vers u solution de 7.21 quand E -+ 0. 
Remarque 7.4. (1) Si le convexe X est de la forme 
X = {v E VI G(v) = 0} 
avec G > 0 convexe s.c.i. et derivable au sens de Gateaux alors la suite u, 
solution de 
Bu,+fG’u,=g (7.23) 
converge dans V fort vers u solution de (7.21). 
(2) Si X = {a E V, G,,(o) < 0) avec Go : V--P R convexe s.c.i. On pose 
alors G = HG,,2 oh 
Hz; ‘: 
I 
G,, > 0, 
Sl G,, < 0. 
Si G est derivable au sens de Gateaux alors la suite u, solution de 
Bu,+fG’u=g 
converge dans V fort vers u solution de (7.21). 
(3) Si X = {w E V ( G,(a) < 0, i = l,...,~} 
avec Gi convexe s.c.i.; on introduit alors la fonctionnelle 
(7.24) 
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et l’on pose E = (Q ,..., l ,) cl > 0. Alors la solution u, solution de (7.24) con- 
verge vers u solution de (7.21) dans V fort quand E + 0. 
I-8. Optimisation de fonctionnelle SW un convexe fermi: me’thodes directes de 
rksolution. 
Soit V un Banach reflexif de dual V’. Soit X un convexe ferme de V et F 
une fonctionnelle definie sur X a valeurs dans ] - co, + co] non identique a 
+ co. On suppose que X contient l’origine. 
On se propose d’approcher la solution u E X du probltme 
F(u) < F(v), vv E x. (8.1) 
Soit h > 0 un parametre destine a tendre vers 0. On lui associe un espace 
de dimension V, de dual V,‘. On munit V, du produit scalaire (,)h et la 
norme I/ ]lh . Soit p, E 9( V, , V) un prolongement injectif de V, dans V. On 
pose Ij uh Ilh = I] p,u, /I Vuh E V, . On se donne un convexe X, ferme de V, . 
On cherche maintenant uh E X, tel que 
F(PA) G F(P,v,)> VV,EXh. (8.2) 
Nous allons montrer que sous certaines conditions on a phuh -+ u solution de 
(8.1) quand h + 0. Plus precisement, on fait les hypotheses suivantes: 
(i) F est une fonctionnelle strictement convexe telle que 
derivable au sens de Gateaux avec F’ borne et verifiant: 
(F’u - F’vTI, u - v) 3 (~(11 u II> - ~(11 v II)) (II u II - II v II), vu, v E x 
ohp:R, - R strictement croissante et telle que lim,+m dr) = + 00. 
(ii) V est un Banach uniformement convexe et Vx E X, 3u, E X, tel que 
phuh -+ x dans V fort. 
(iii) F est strictement convexe continu et tel que 
(iv) Les conditions phuh --t u dans V faible et F(phuJ -+ F(u) entrainent 
phuh+ u dans V fort. 
Nous avons le 
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THBOR~~ME 8.1. (1) 0 n su ose i e ii * a ors pp () t ( ), 1 3 u E X unique solution de 
(8.1). II existe u,, E X, unique solution de (8.2) et p,u, + u dam J’fort. 
(2) Si on suppose (iii) et (iv) on a les m&mes conclusions que dans (1). 
Dtkmstration. (1) L’existence et I’unicitC de u E X solution de (8.1) 
et de uh E X, solution de (8.2) resultent du theoreme 2.2 car (i) + F est 
continu. 
Montrons maintenant que phuh -+ u dans V fort. On montre facilement 
que 11 phuh 11 est borne. Done suivant un ultrafiltre % on a p,u, + 6 dans V 
faible. Comme F’ est borne alors F’p,u, -+ 7 dans V’ faible. On sait que toute 
solution de (8.1) est solution de: 
ce qui donne: 
(FIPh.uh 9 Phvh - PhUh) 3 O, vv, E x, (8.3) 
(F’PTA > PA%) d (~f’~h% 3 ?‘IL%), VV,EX,. 
Puisque 6 E X d’aprb (ii) 3& E X, tel que p& -+ [ dans V fort. 
Posons alors vh = & dans (8.4) il vient: 
limpP(F)Ph% , PhUh) < (7, 0. 
(8.4) 
(8.5) 
Done F’[ = 7. En passant a la limite dans (8.3) on a d’aprlts (ii) 
(F’t, v - 5) b 0, VVEX, (8.6) 
ce qui Cquivaut a 
F(t) < F(v), VVEX. (8.7) 
D’aprts l’unicite de la solution on a [ = u. 
Done p,u, --+ u dans V faible. 
Par ailleurs d’aprts (8.5) on a: 
lim SUp(F’p$l, - F’U, p,Uh - U) < 0. 
9l 
Done 
t$di!PhUh 11) - dii 24 II)) (ilph% II - II u Ii) = 0. 
Done 11 p&, I( -+ 11 u II . Comme v est uniformement convexe et p&, -+ u 
dans V faible alors p,u, -+ u dans V fort suivant @ et suivant tout ultrafiltre 
plus fin. 
(2) Soit vho fix& dans X, . Posons 
Kv”, = {% E xh 1 F(Ph%) < F(P,v,~)~ 
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On montre facilement que toute solution de (8.2) est solution de 
F(Ph%) < F(P,%), %I E KVX > W) 
et rtciproquement. Par ailleurs, K 
et on aurait F(phuh,) 
uho est borne sinon 3q, tel que jl phuh, II-+ co 
--f w ce qui contredit (8.8). 
Done /j phuh 11 est borne et suivant un uhrafiltre 4 on a phuh --+ t dans I/ 
faible. Par ailleurs 
F(t) B limeinfF(phuh) < F(phvh), VW, EX, (8.9) 
or Vv E X, 30, E X, tel que phvh -+ v. 
En passant a la limite dans (8.9) on a: 
WI) d F(v), VVEX. (8.10) 
D’aprbs l’unicid de la solution de (8.1) on a [ = II. 
Done phu, --f u dans V faible. Comme F est continu, d’apres (iv) on a 
phuh -+ u dans V fort. D’oh le theoreme. 
Nous allons donner maintenant une methode numerique permettant de 
rtsoudre le probleme (8.2), qui peut encore s’enoncer ainsi: (cf. aussi [21], 
[l 11, [24]) on cherche x E X, convexe ferme de R” tel que 
f(x) <‘f(Y), tJr EX, (8.11) 
oti j est une fonction de n variables a valeurs dans R de classe %?I strictement 
convexe et telle que 
,,gJ(x) = + 00. 
XCX 
Approximation de x et f (x): Me’thode de la Mire 
La methode suivante permet d’approcher x et f(x) verifiant (8.11). On 
suppose dans une premiere &ape que X est un convexe compact de Rn. 
On se passera ensuite de cette hypothbe. 
Notations. Soit p un parametre positif destine B tendre vers 0, Pour 
x E X, x = (x1 ,..., x,) on note: 
e, = (1, 0 ,..., 0), es = (0, l,..., 0); f?i = (0 ,..., 1, 0 ,..., 0) 
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C’est la mire de centre x et de rayon p (cf. figure) 
x,+iJ 
a -I- X2-P XpP 
X,-P 
n=2 
On dCsigne par 
l’ensemble des extrCmitCs de la Aire. 
Mire de type I 
On dtsigne par zcp = (xlP,..., x,P) le point ghhrique x = (x1 ,..., x,) 2 
l’ithation p et par pD la valeur du paramkre p & l’itkration p. 
On dira que M,, L) est de type I, s’il existe y E E(MzP,J tel que 
xp c’es -A-’ ke si le minimum sur la mire est unj point de l’extrk ZL)<f( ) ( t d 
. , 
Mire de type II 
On dira que MzP,09 est de type II si Vy E E(M,,,,). 
On a: f(r) > f(xP) ( c’estkdire le minimum est au centre de la mire). 
Soient x0 E X et p. > 0. On leur associe une premibre mire M,o,Po. 
On d&nit par rkcurrence la suite M,,,,% de la manike suivante: 
(1) Si M,s,,~ est de type I, on pose xi+l = l’un des points de E(M,l,,t) oh 
le minimum est atteint et pi+l = pi . 
x:+pi 
x++-p+ 
X:-Pi 
409134/3-5 
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(2) Si Mz,,Oi est de type II alors soit I’i la mire dont l’une des extremites 
est xi; une autre etant l’un des points y E E(M,t,,i) oti f atteint son minimum 
sur E(M,i,,J. Le rayon de ri est alors p = pJ2. 
Nous avons alors deux cas 
(a) Si I’$ est de type I on pose 
.&++1 - xi + Y et Pt -- 
2 Pi+1 = - 2 
ce qui dkfinit M3C~fl,pi+l . 
pi . 
‘I- 
Xi 4++=‘2- 
4 ,)$+I = x’+y 
2 
. 
(8) Si ri est de type II, on pose alors Mzi+~,p,+l = Mz<,+ . 
La technique consiste done en ceci: si M,i,,i est de type I on poursuit le 
pro&de et au bout d’un nombre fini d’iterations (car le convexe X est borne) 
la mire devient de type II qu’on quitte en deux coups aprts avoir diminuC le 
parametre p. On reprend alors la recherche du minimum avec une mire de 
type I. 
Si certains points de la mire Mei,pi n’appartiennent pas au convexe X, on 
n’en tiendra pas compte m8me si f est detini sur tout R”. 
On designe maintenant par C,,,,* la suite infinie des mires de type II de 
centre 5” et de rayon p,, . 
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Nous avons alors le 
THBORAME 8.2. Soit X un convexe fermt de Rn. Soit f : X -+ R strictement 
convexe, s.c.i. et tel que 
,,$pmf(4 = + 03. 
XEX 
Soit x E X unique solution de 
f (4 Gf (Y), b E x* (8.12) 
On d&i&e par C, ‘,Pg la suite des mires de type II dt$nie plus haut (p,, + 0 
qwnd p -+ ~0). Si f est d@nie SW un voisinuge compact de X et de classe c1, 
alors la suite (@‘) converge vers x solution de (8.12): quand p + a~ De plus 
f (4 = j”xff (Y). 
Dt%onstration. Voici une dCmonstration dans le cas oh X = R” 
(a) Soit y0 E Rfl fkC. Posons: 
Kg0 = iY E x If(Y) G f (Yd 
alors KY, est un convexe fermC et born6 de Rn et toute solution de (8.12) est 
solution de 
f(x) <f(Y), VY E Kilo (8.13) 
et rkiproquement. 
On est done ramen au cas oti la solution se trouve A l’indrieur du convexe 
ferm6 KV, de Rn. (Si le minimum est sur la front&e alors il est confondu 
avec yO). 
(b) La suite (6~) &ant bornbe, on peut extraire une sous suite encore 
nothe (6”) --f 5 = (tl ,..., 5,). P ar ailleurs, on a pour pz, sufiamment petit: 
f w,..., 5i” + Pp ,---9 &&,“) 
=f (5P,..., 5i”,..., 5:) + PJ&(~lZ)YV 5: + f&P?, ***9 f,“> 
avec 0 < 4(P,) < 1 
f(&P,..., &'i" - pg ,***, &a,") 
=f (51P ,..., St”,..., &a”) + ppf;*9(5A’., ti” - OilPp, >**-, 5,“) 
avec 0 < &ypp) < 1 
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ce qui donne 
f’(&” + 4PQ) 3 0 et f’(Q - 0:~~) < 0 pour i = l,..., n. 
Doncf’(5) = 0. Comme le minimum est unique, il resulte que 5 = x et la 
suite (p) entiere convergevers x verifiant 
f(x) df(Yh vy E x. 
Remarque pratique. Si le convexe X est trop effilt, il y a lieu de faire une 
rotation des axes avant de Cdmarrer la methode. Dans certains cas, ceci 
accelbre nettement la convergence. Au stade de l’exploitation numerique de 
cette methode nous avons une “stategie” d’execution qui donne le resultat 
en un temps tres nettement inferieur a celui de la methode brute. 
CHAPITRE II 
II-l. ,Rt%olution d’une In&quation Variationmlle nonlinbaire 
Soit Q un ouvert borne de Rn de front&e r = aJ2 suffisamment regulike. 
On note par x = (x1 ,..., x,J un point de R”. On designe par W*p(Q), 
1 < p < + co l’espace des (classes de) fonctions u E LQ(51) telles que 
D,u = g E LQ(l-2); 
I 
les dCrivCes &ant prises au sens des distributions. W~9Q(sZ) dtsigne l’adherence 
de .9(Q) dans W:p(Q). 
On note par W-iyq(sZ), l/p + l/q = 1, le dual de W$*(Q). 
V = Weep, on sait (cf. [15]) que, V coincide avec l’espace 
{u 1 u ELQ(SZ), Diu EL”(S), i = l,..., n; u lr = 0} 
et 
V’= W-l”(G)= fjf=f”+i Difi,fo,fiELQ(SZ) . 
i=l t 
Muni de la norme 
II u II = (i: II Diu lIr,mr)l’p> 
i=l 
Posons 
V est un espace uniformement convexe. 
Soit X un convexe de V contenant l’origine. 
On pose: 
AU = - i Di( 1 D~u /‘-’ Diu), P2=2 
i=l 
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et l’on cherche u E X tel que 
(Au, c’ - u) > (f, 21 - u), VW E x (1.1) 
pour / don& dans V’. 
I. I. Existence et unicite’ de la solution. 
Nous avons le 
TH~OR~ME I. 1. I1 existe u E X unique solution de ( I. 1). 
Dbmanstration. L’application t + (A(u + (I - I) u), w) est continue 
Vu, w, w E V. De plus on a: 
;(A#, U)I = 1 i (: Diu I~-* Diu, Diu, 1 < i !I D,u II:;;,, 1s D,v IlLsIR, . 
a=1 1-I 
Done 
(Au, 
ce qui donne: 
(Au - Av, u - u) 3 
D’aprPs le thborkme I. I, chap. I 
de (1.1). 
(II u lip-l - II v IF-‘) (II u II - II fJ II). 
on a I’existence et I’unicitt de u E X solution 
1.2. MPthode d’approximation par rPg&risation. 
On dbmontre de mime le theorime suivant: 
TH~OR~ME 1.2. Soit X un convexe fmnb de We*” cantenunt l’ot@ine. 
Soit B un op&ateur de Wia9(Q) a5m.s W_l*‘~(l2) monotone h&uiontinu. On pase :
A,u = - 2 Di(i D~u IP-p D,u) t MU, A 2 0. 
1=I 
Alors 
(I ) Pour tout f E W-‘*“(Q), il existe u1 E X unique solution de 
(A+, 9 * u - %) 3 (_L f,J - 4), vu E x. (1.2) 
(2) Si B vkific de plus 
(Bu - Bv, u - v) 3 (~4 u Ii) - dl! v II)) (II u II - II v II) 
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avec p strictement croissante de R, dans R, telle que lim,,, F(Y) = + co; alors 
la solution u,, de (1.2) converge fortement dans Wi*p(Q) quund h + 0 vers u 
solution de (1.1). 
1.3. Problime de minimisation correspondant ; au&es exemples. 
Nous allons maintenant prkciser les problkmes de minimisation SW le 
convexe X correspondants aux inCgalitCs variationnelles (1.1) et (1.2). 
THI~O&ME 1.3. Soit 
Aloes F est une fonctionnelle cwvexe sur Wi*p(s)) dt!rivable au sens de Gateaux et 
F’(u) = - i Dl(l Diu 1n-2 Diu). 
i=l 
Nous utiliserons le lemme suivant: 
LEMME 1.1. 
G(u) = $ II u II&-J) 9 P > 2, 
et q donne’ par 
Soit 
UP + l/q = 1. Alors G est une fonction convexe sur Lo d&i- 
vable au sens de Gateaux et G’ : Lp(Q) -+ Lq(s2) est d@niepar G’(u) = 1 u Ipea u. 
D&non&ration. 11 suffit de montrer que 
(G’(u), v) = 1, 1 u I~--2 ue, dx = f l$ II ’ + to ‘1” - 1) ’ 11’ .
Mais 
II f.4 + tv IIP - II u IP = 
t s R 
1 u + tv ; - / u 1’ dx. 
On montre facilement que l’application 
t 3 h(t) = I a + tb Ip - I a ID 
t , te]O,l]; a,bsR; pb2, 
est croissante de t et 
lirir h(t) = p 1 a Ip-2 ab. 
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Ce qui donne 
i u(x) + tw(x)IP - 1 u(x)Ip 
t 
< I u(*) + +)lp - I +vI vr E IO, 
D’aprb le thkoreme de la convergence dominCe de Lebesgue, on a: 
lirn I: ’ + te, IID - 1; ’ II” _- 
1+0 t -I n’“‘P-2UVdx* 
D’oti le lemme. 
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Dhonstration du tht%mhe. Soient u, v E W,‘*‘(J2) alors D,u ELP(Q), 
D,w ELP(SZ) pour i = l,..., n. 11 suffit alors de montrer que 
(F’(U), W) = i 1 ) D~u I+* D~u DiV dX 
i-1 fl 
n II DiU + tDiu Ili~c~) - II DP 11:~) 
= $ $7 ; 
I 1 t 
Ce que I’on a d’aprb le lemme 1. I. 
Soit A une application de W,‘VP(Q) dans W-1*~(f2) dkfinie par 
Au = - i Di( 1 Diu ( p-* Diu), P 3 2. (l-3) 
i=l 
Soient X un convexe fermC de Wt*P(J2) et f donnt dans W-lvq(J2). Posons 
alors 
J(U) = $ t II DiU I!En - (f, U)t (1.4) 
r-1 
A,u = Au - Mu + /.Lu, 4 CL k 0, P 3 2, 
II(U) = J(U) + p i II DiU IIF* f 4 II U 112 - (h U)* 
a-1 
Kous avons alors le 
(1.5) 
(1.6) 
COROLLAIRE 1.1. (I ) Toute solution u E X de 
(Au, v - u) 3 (f, v - u), VW E x, 
est solution de 
l(u) G _I(47 VW E x, 
et rtfciproquement. 
(1.7) 
(1.8) 
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Posons alors 
x, = PLl(X). (1.11) 
fh = & j-, fh dx 
1 
oh 0, est la fonction caracteristique dun pave de centre x et de cot& IQ ,..., h, 
respectivement paralleles aux axes de coordonnees Ox, ,..., Ox, . Le probleme 
(1.9) se discretise alors sous la forme: 
et on a le 
(A huh , % - %)h 2 (fh I vh - %)h 9 bb, E x,; (1.12) 
THBORBME 1.4. Le probl&ne (1.12) admet une solution unique uh E X, . 
De plus phiu, -+ u dans Wj*p(Q) fort pour i = 0, I,..., n; u &ant la solu- 
tion de (1.9). 
Dans [22] nous Ctudions la resolution numerique, a l’aide de methodes 
iteratives, du probleme (1.9) et (1.12); pour les convexes suivants: 
(1.14) 
X3 = {u 1 u E We*‘; ( grad u 1 < 1 p ‘p SW Q}. (1.15) 
H-2. Une Gt%t%alisation on Liniaire de 1’Opkateur du Second Ordre 
Soit 52 un ouvert borne de Rn. On se donne un operateur A de Wi*p(s)) 
dans W-l,*(Q) avec l/p + l/q = 1 defini par 
On suppose: 
a, EL”(Q), agi = aj, 
et (2.2) 
E a&& t 0~ gl I t!i I’, 01 > 0 et -5 5 R. 
Posons 
X = {u E W:*“(Q) 1 1 grad u 1 < 1 p*psurQ}. (2.3) 
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On cherche u E X solution de 
(Au, v - u) 3 (f, v - u), VVEX, 
pour f don& dans W-1*~(s2). 
Nous avons le 
TE&OR&ME 2.1. On suppose (2.1), (2.2), (2.3) alors lors 
(1) Toute solution de (2.4) est solution de 
J(u) f J(v), VVEX 
(2.4) 
(2.5) 
et rfh$roquement. 
(2) Le problhme (2.4) admet we solution unique. 
Auparavant, nous dkmontrons le 
LEMME 2.1. Soient a, b, c, p E R ; p 3 2. Alors la fonction 
t 4 h(t) = I a + tb + t2c In - I a Ip 
t > t]O, 11 
est croissante t 
~XJI h(t) = p ( a I@ ab. 
Dkmonstration. Le fonction t + ( a + tb + t2c (P est convexe. Done h(t) 
est croissante. 
Si a = 0 on a 
$3 h(t) = 0. 
Si a#0 on a 
h(t) = 1 a )P 
(I l+t;+tq-l) 
t 
Quand t-+0; 
D’oti 
hi h(t) = p ) Q I@ ab. 
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Dkmonstration du tht!ort+me 2.1. (1) Montrons que l’ophrateur F dCfini 
Par 
F(U) = $1, (,tI aii D~u D,u)pip dx 
vkrifie les assertions suivantes: 
(a) F applique Weep dans R. 
(6) F est convexe. 
(y) F est dkrivable au sens de Gateaux et F’ = A. 
(CY) Soit aij EL(Q). 11 suffira de montrer que 
I (D,u DjU)p” dx < + 03. a 
Or pour u E Weep on a: 
J 
n 
(D,u DjU)“j2 dX < (1 
R 
1 D,u /PdX)“’ (S, ] Dju I’dX)“’ < + 03. 
@) Les applications suivantes sont convexes 
Done F(u) est convexe. 
(y) Nous avons successivement: 
F(u + tv) - F(4 = z 
1 I[ 
C aij Di(u + tw) Dj(u + to) 
I 
P/2 t Pt f2 ij 
- [x aij Diu Dju]“2/ dx. 
id 
Posons 
Yl - Y2 = i atj Di(u + tu) D~(u + tv) 
I 
912 
aii DiU DjU 
i.i=l 
on a 
YI - Yz G 
C 
i % DS Dju + 2 i aij Diu Dp + i a, Div Dje, 
I 
P/2 
i.j=l id-1 i.f=l 
1 pi2 a,, D~u DjU 
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D’aprb le theoreme de la convergence dominCe de Lebesgue on a: 
lim F(” + tv> - F(u) = 2 s lim ” - y2 dx t-0 t P Q t-0 t * 
D’aprb le lemme 2.1 nous avons: 
dx. 
Done nous avons au sens des distributions 
(F’(u), W) = (( i 
i.j=l 
aij Diu Dp)(p-2)‘2, itl aii DP DP) ) 
D’oh F’(u) = Au. Le theoreme 2.1, chap. I donne alors l’equivalence entre 
(2.4) et (2.5). 
(2) Posons 
on munit alors W$p(Jz) de la norme 1) u 11 = 1) Vu IILL, . Nous avons alors: 
Done 
F# >, c, II u \lp-1 avec Cl>0 et p>2. 
D’aprbs le theorbme 2.2, chap. I nous avons alors l’existence et l’unicite 
de la solution. 
Gas parthlier. Sip = 2; nous avons alors 
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Toute solution u E X C Hol(sZ) de 
J(u) < J(o), Va E x oh JbJ) = w - ( f, f4 (2.6) 
est solution de 
(A&W-u)>(f,v-u), VVEX pour f don& dans H-l(Q) (2.7) 
Oil 
Au = - i Dj(aij Dp); 
id=1 
A : H&J) -+ H-l(Q) 
et rkiproquement. 
Nous allons donner maintenant une autre mkthode pour rksoudre (2.7). 
On suppose: 
aij EL@(Q); Uij = Ujf; 
lim aijti& _ -- f GO, VIER”; 
llfll-+~ 1) 5 1) 
II 5 II = (i I & 18)liz. 
i=l 
On munit H,l(Q) de la norme: 
II u It = (i /I DiU Il:y’2 
i=l 
on note par T et A les matrices de termes g6nCraux (aii) et (hii) respective- 
ment. 
Nous avons le 
THBOR~ME 2.2. Soit f donne’ darts H-l(Q) alors 
(1) Toute solution de (2.7) est solution de 
I(4 G JW, vv E x 
Oil 
(2.8) 
et rfhjwoquement. 
Les )lij sont dorm&spar l’hpation 
T=AtA At itant la matrice transpost!e de A. (2.9) 
(2) On a E’existence et l’unicitt! de la solution. 
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On demontre le lemme suivant: 
LEMME 2.2. Si T est une matrice d’ordre n 6 klkments rt!els, est dkjinie 
positive; alors il existe une matrice A (rCelle d’ordre n) triastgulaire supt%eure t 
non singuli&e telle que 
T = At/l. 
Si on choisit Xii > 0 la dkomposition est unique. 
Dbmonstration du tht!or&ne 2.2. (1) 
est strictement convexe. 
Montrons que F est derivable au sens de Gateaux et F’ = A. Nous avons en 
effet: 
Comme 
Done 
(Au, v) = i (i aik Dtu, Dkv) 
i-1 k-1 
et 
Nous avons: F’ = A; si, et seulement si on a: 
VVEX. 
ajk = akj . 
T = AtA; avec T = (aij). 
Comme T est definie positive; une telle decomposition existe d’aprbs le 
lemme 2.2. Le theoreme 2.1, chap. I donne alors l’equivalence entre (2.7) et 
(2.8). 
(2) F(u) est strictement convexe, s.c.i. 
De plus 
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Posons ti = Dp il vient: 
Done 
0) 1 -=- i 
Ilull ( 2 i j=l 
(aijfi 9 ‘fj) , 
II I II 
Ce qui donne 
D’oti l’existence et l’unicid de la solution. 
Nous allons nous placer dans le cadre du paragraphe 5, chap. I pour 
approcher la solution u du probltme (2.4) ou (2.5). 
Posons: 
W;sp(12) = {cp 1 tp EL”(Q), D,cp EL”(Q), i = I,..., n>. 
Comme dans le paragraphe II-l, 1.4 on se donne un espace de dimension 
finie Vh; un prolongement phi E dtp(V, , W,‘*“(Q)) injectif et tel que 
DiphCh = Viuh , Quh E V, pour i = l,..., n, 
V,Uh(X) = qx++, -uh(*-+) hi . 
Posons: 
ai&,” dx, 
Nous avons alors le 
Qv, E X, (2.10) 
A,u, = - i Vi a?. V u 1 a3 i h ( i a!, viuh vjuh)‘pm2”2/ , 
i.i=l i&l 
p > 2. 
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(2) De plus p,%, -+ u duns W,‘*“(Q) f t or u e’tant la solution de (2.4) ou de 
(2.5). 
Auparavant, nous allons dkmontrer le 
LEMME 2.3. On se donne aii E L”(Q) tels que aii = aii . Posons le produit 
scalaire 
[u, w] = i a,* Diu Djv 
i,j=l 
et la norme induite 
[u] = ( i$l aij DiU DP)“~- 
Soit 1) )] la norme sur W,‘VP(Q) dhjinie par 
II u II = (s, [ulfyP. 
Alms l’opkateur d@ni par 
P p > 2 (2.11) 
vkifie : 
(Au - Aa, u - 0) 2 (II u llp-1 - II TV II”-‘) (II u II - II u II). (2.12) 
Dthnstration. Nous avons successivement: 
(AU, U) = I, (c aij Diu D*u)“~ dx = j, [u]P dx = I( u i\P, 
ij 
= 
s 
a [u]“-2 [u, u] dx, 
(Au, v) < j 
s) 
[u]p-1 [w] dx < (j, [w]” dx)1” (j, [~](p-~)f’~ = I( PI [I 11 u ((P-1. 
D’oh 
(Au - A% u - 4 3 (II u IP - II u P> (II 7.4 II - II fl II>. 
Remarque 2.1. Du lemme prCckdent et du thborbme 1.1, chap. I, on 
dCduit facilement une demonstration directe de l’existence et l’unicitb de la 
solution il E X C WEEP vCrifiant: 
(Au, w - u) > (f, w - u), Vo E X pourf don& dans W-QJ(sZ). (2.13) 
DlhVkES PARTIELLES NON LINhRES DE TYPE MONOTONE 551 
Dhomtration du thhrhm 2.3. Nous allons vCtifier les hypotheses du 
theoreme 5.1, chap. I. L’optrateur A est monotone hemicontinu et verifie 
d’aprirs le lemme precedent. Toujours d’aprb le lemme 2.3; si 
(Au-Ao,u-w)=O 
alors on a: 1; u 11 = 11 w 11 . De plus, A est un operateur borne. 
Puisque X, = P;‘(X) I’hypothkse (H8) du theoreme 5.1, chap. I est 
verifite. D’ou le theoreme. 
11-3. &de d’une &uation twn Linkaire 
Soit R un ouvert borne de Rn suffisamment regulier. On munit I’espace 
W$p(J2) de la norme 
I’u Ii = II vu !IL,@) avec Vu= ($r, Diu,p)li2 
qui en fait un Banach uniformement convexe. 
On cherche u E W,$8(s2) verifiant 
Avec 
Au=/ pour f donne dans W-r+?). (3.1) 
Au = - i Di() Vu /o-2 D,u); 
1-l 
Vu= (g,, Diu,2r’2. 
Nous avons la 
PROPOSITION 3.1. Pour tout f E W-‘+I), I/p + l/q = 1, il existe 
u E W,‘*p(Q) unique solution de (3.1). 
Dkmonstration. On montre facilement que I’operateur A est hemicontinu. 
De plus 
(Au, u) = I! u I!p et (Au, u) < I( u I/P-l 1’ w (I . 
Done 
(Au - & u - W) 3 (II u IIDel - Ii w V) (II u /I - II v II). 
On applique alors la remarque 1.1 du chap. I. 
On se propose maintenant d’approcher la solution u E V de (3.1). Pour 
plus de commodite pour le lecteur, nous reprenons les notations habituelles. 
40913413-b 
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Soit BTh le rCseau des points 
M = (ml4 ,..., m,$,), ml EZ, i = l,..., n. 
Nous posons: 
w:, = fi [(mi - *) hi, (mi + +) h6] , q = (qi), 1 < i < n 
i=l 
oh pi est un entier positif et 
l4/= i Qi* 
i=l 
phMz u M. 
wh,q, Q;={MIME&,plLMCQ); In, = u wh,O 
141 G 1 MERh’ 
~9,~ = fonction caractkristique de we0 
V, = espace des suites de nombres r&els uh = (uAM)MEI); . 
C’est un espace de dimension finie. Si uh E v,&Ih; uh est identifik g la fonction 
Posons 
uh = c UhMehM. 
MERh’ 
V&(X) = 
On munit alors vh de la norme 
Soit 
W?‘(Q) = t’p I 9 %&Q), Dig, EJW~~)). 
On sait cf. [l] qu’il existe 
Phi E dp( V, , Wjsv(.Q)} et rh E Y( Wf’(Q), V,) 
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tels que la famille {WEEP, V, , Phi, rh} soit stable et consistante et l’on a: 
DiPhiuh = Vp, . 
A l’equation (3.1) nous associons alors l’equation 
Ahuh = fh 
avec 
(3.2) 
Ahuh = - f V,(l V,u, (p-2 Viu,J (3.3) 
i=l 
h = & j-,jehM dx. (3.4) 
1 
Nous avons alors la 
PROPOSITION 3.2. L’t!quation (3.2) admet une solution unique uh E V, . 
De plus PiuB + u dans I@“(J2) fort j i ( < 1; u &ant la solution de (3.1). 
Dans [22] nous donnons une methode iterative permettant de resoudre 
numeriquement I’tquation (3.2), (3.3) (3.4). 
H-4. Etude d’un ProbEme de M&unique 
Soit a resoudre l’inequation 
(&v--u)>(f,o--1, VVEX 
avec 
X = {v E H,,‘(Q); 1 grad u 1 < Ip * p sur .Q) 
Q &ant un ouvert borne de R”. 
On prendra 
(4-l) 
(4.2) 
A=-d+ud=-f a2 -+W 
i=l axi 
x 2 0, 
et f donne tel que h 3 1 grad f 1 . 
L’inegalitt (4.1) est le problbme physique correspondant a la torsion 
Clastoplastique d’une barre (cf. [7], [8], [13] et [24]). 
On se propose maintenant de rtsoudre le probleme (4.1) a l’aide de la 
mkthode de la mire du paragraphe I-8. 
Auparavant, nous avons le 
THI%OR~ME 4.1 (cf. H. Brezis et M. Sibony [7]). (I) Le probEme (4.1) 
tfquivaut b trouver u” E 8 solution de 
(Au”, d - u”) > (f, 5 - Zz), VBEX (4.3) 
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La relation (4.6) s’ecrit alors en dimension finie: 
~(~~,I) = f c (%+1.i - %-l,d2 + hi+1 - %,d 
i=1,n 
j=l.?l (4.8) 
+ i C (4.j + &j) + * C (4.1 + 4.78) - 2h2 C fi,Pd,j * 
j-1,s k1.n i=1.n 
i=1,n 
Les conditions aux limites s’ecrivent en dimension finie: 
U&j = 0 pour i = 0, i=n+l et j=o, j=n+l. 
(4.9) 
Done F({ui,j)) est une fonction de n2 variables {u~~}~,~ = 1, it qui sont les 
valeurs de r~ aux limites i, j internes du reseau. 
(1) Premihre expkrience : cas 02r f est quelconque. On applique directement 
la methode de la mire pour minimiser F({r+)) don& par (4.8) avec f = f (x, y) 
(= eS@e+~) pour l’experience) sur le convexe X donne par (4.2) pour un pas de 
discretisation h = l/IO (domaine $2 a 100 points interieurs). Le probleme 
est resolu en plus de 15mn sur ordinateur UNIVAC 1108. Nous avons pris 
comme valeur de depart ui, ’ = 0, Vi, j. Le tableau no 4.1 donne la distribution 
de 1 grad u(i, j) 1 . 
Cette premiere experience correspond a l’application brutale de la methode. 
Les ameliorations que nous allons decrire peuvent evidemment &tre appliquees 
dans le cadre g&r&al. 
TABLEAU No 4.1 
h = l/IO f= p+Y) 
. 11 11 11 11 1 
1 
1 ; 
1 1 1 1 1 1 1 ; 
1 1 ; 
1 1 1 1 1 i 1 
1 1 1 i 1 1 
111; . . . ; 111 
11 11 . . . 11 11 
1111 ..llll 
1 1 1 i 1 1 1 1 1 
1 1 i 1 1 1 ; 1 1 
1 i 1 1 1 1 1 ; 1 
. i 1111111;. 
. signifie 1 grad uu 1 < 1 au point (i, j). 
1 signifie 1 grad uu 1 = 1 au point (i, 31. 
Am&t de? i&rations quand p = 7,6 * 10-t 
p &ant le paramktre de cheminement de la m&ode de la mire. 
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(2) Deuxidme exphience : cas oh f = ~9. On applique la m&me methode 
pour f = cte (= 10 p our l’experience) pour un pas h = l/10. 
Le tableau no 4.2 donne la repartition de ] grad u(i, j) ) aux differents points 
du reseau gh associe a I’ouvert 52. Nous comparerons dans Ia suite les resultats 
du tableau no 4.2 B ceux du tableau no 4.4 resolvant le m&me pro- 
bleme (f = 10) p a rts amelioration de la methode dans la 3eme experience. 
Le temps d’execution en UNIVAC 1108 est de l’ordre de 15 mn. 
(3) Am&oration du temps d’exhtion. Nous pouvons rendre la methode 
de la mire t&s performante (en ce qui concerne le temps d’execution), en 
operant comme suit: 
Au lieu de calculer F(u,, ,.,., uLz + t,..., unn) aux extremites d’une mire 
Mij,p (de centre (i,j) et de rayon p) a I’aide dune formule analogue B (4.8), 
nous calculons cette valeur a l’aide dune formule approchee utilisant la 
valeur F((u,,}) deja connue. Plus precistment nous avons: 
F(uz, >**., ukZ + b.*, %a,) = F(@,d) + MkZ + NkZ - 2h2f,luk, (4.10) 
oh Mk, et Nkz sont donnes par 
/ 
$ @kZ - uk-2.2 - uk+2,Z f t, 
; (2ukZ - uk+2,Z + t, 
MIcz = ( + (2%z - uk-2.Z + t> 
1 (3ukZ - uk+2,Z + $ t, 
+ (3ukZ - uk-2,Z + + t, 
l 
si 
si 
i 
+ (2ukZ - uk.Z-2 - uk,1+2 - t, 
+ czukZ - uk.Z+2 + t, 
NkZ = + (2ukZ - uk.Z-2 + t, 
+ (3ukZ - uk.Z+2 + + t, 
+ @kZ - uk,Z-2 + 5 t, 
si 
si 
si 
si 
si 
2<k<n-1 VI, 
k=2 Vl, 
k=n-1 Q4 
k=l Vl, 
k=n Qk 
2<1<n Vk, 
1=2 Vk’K, 
z=n-1 Vk, 
I=1 ‘dk, 
l=n k. 
Les formules (4.10) permettent done de calculer F({z+)) de proche en 
proche, sachant qu’au depart F(O,..., 0) = 0 (cas ou la valeur initiale u” = 0). 
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TABLEAU No 4.2 
h = l/10; f =cu= 10 
..*******.. 
. ..*****... 
*...***...* 
**.......** 
***.....*** 
***.....*** 
***.....*** 
**.......** 
*...***...* 
. . . * ****... 
..**** * + * . . 
* signifie 1 grad u 1 = 1 au point (i,j). 
. signifie 1 grad u 1 < 1 au point (i,j). 
Rbsultats quand p < 10e5 p &ant le parambre de cheminement de la mkthode 
de la mire. 
Aountuges des formules (4.10). Le calcul de F par la formule (4.8) com- 
Porte: 
3ns + 4n + 4 multiplications 
6 divisions 
5n2 additions. 
Alors que le calcul par la formule (4.10) compte au plus: 
10 multiplications 
4 divisions 
8 additions. 
Dans le cas oti h = l/10 (n = 9) 1 e calcul par approximation est environ 
50 fois plus rapide que le calcul B l’aide des formules (4.8). Une analyse 
detaillee des formules (4.10) per-met de conclure que l’effet cumulatif des 
erreurs d’approximation est negligeable vis a vis de l’erreur de discretisation 
du probleme (4.3), (4.4). 
Modulo l’introduction de formules d’approximation telles que (4.10) la 
methode de la mire semble etre une des methodes directes les plus perfor- 
mantes. 
(4) Troidme expbrimce: cas oh f = ctr. Si f = ct6 on a vu que le pro- 
blbme (4.1), (4.2) Cquivaut a resoudre 
(4.11) 
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avec 
Au” = - A&, 
X={wEH,1(Q)I Id(<6surQ) 
avec 
6(x) = distance(x, SJ). 
Le probkme consiste done g minimiser la fonctionnelle 
(4.12) 
(4.13) 
F(o) = /,I grad v 12 dx - 2 j,jv dx, f = cte (4.14) 
sur 8 donnC par (4.13) et non sur X don& par (4.2). 
Le tableau no 4.3 donne la r&partition des contraintes pour h = 10-l 
(rkseau h 121 points) etf = cte = 5. 
TABLEAU No 4.3 
f= , @ = 5. h = 10-l 
Tableau de la valeur du gradiant 
. 1 1 1 1 1 1 1 . . 
; : : 1 . 1 . 1 . 1 . 1 . . . i 
11 . . . . . . . 11 
11 . . . . . . . 11 
11 . . . . . . . 11 
11 . . . . . . . 11 
11 . . . . . . . 11 
1 . . 
i i i ; i : 
1 
. . i : . 
. 1 1 1 1 1 1 . . 
. signifie 1 grad u 1 < 1 au point (i, j). 
1 signifie ( grad u 1 = 1 au point (i, j). 
A&t des calculs quand p = 3 . IO+. 
En poursuivant les itkations jusqu’g p = 3 . 10-O on obtient approximativement 
les m&mes rksultats pour 1 grad u ( et u(i,~?. 
Le tableau no 4.4 donne les memes rCsultats pourf = cts = 10. 
Le temps d’exkution de chacune de ces deux exphiences (f = 5 et 
f = 10) jusqu’;i p < 10e6 est de Imn en C.D.C. 3.600. 
Par ailleurs la comparaison des rhsultats complets pour u et ) grad u 1 
dans les expkriences (2) et (4) conduisent B penser que les rksultats de (4) 
kitent beaucoup les erreurs d’arrondi et sont nettement plus p&is que ceux 
de (2). En effet dans (2) le calcul de / grad u ( (au lieu de ( u [ dans (4) & 
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chaque idration, introduit beaucoup d’erreurs et un temps d’exkcution on 
nkgligeable. 
TABLEAU No 4.4 
h = l/IO; f = & = 10 
. . x * * z * * % . . 
. . . * * ***... 
*...***...* 
*;........* 
***.....*** 
***.....*** 
***.....*** 
**.......** 
C...t**...* 
. ..*****... 
..***** * * . . 
* signifie I grad u 1 = 1 au point (i, j). 
. signifie I grad u 1 < 1 au point (i,j). 
Le tableau 4.5 donne la repartition du 1 grad u 1 pour f = 15. 
La comparaison des 3 tableaux: 4.3, 4.4, 4.5 rend compte de la r&partition des 
contraintes X = {u 1 ( grad u 1 < 1 p.p} lorsque f = cp (cl = 5, ca = 10, cg = 1.5) 
croft. 
TABLEAU N” 4.5 
Tableau de la valeur du gradiant 
. 11 11 11 11 1 
1 1 1 1 
1 i . 1 1 
1 1 1 1 i 
1 1 1 i 1 
1 1 1 1 
111; . 
1 1 i 1 1 
. . ; 111 
11 11 . . . 11 11 
11 11 . . . 11 11 
1 1 1 1 
1 1 . ; 1 
1 1 . 1 1 1 
1 1 1 1 1 
1 1 1 1 
. i 1 1 1 
1 1 1 ; 1 
1 1 1 1 ; . 
. signifie I grad ui, I < 1 au point (;,I’), 
1 signifie 1 grad uil 1 = 1 au point (i,~]. 
Arrdt des calculs quand p = 3 * 10V3 les rkultats sont approximativement les 
memes si on poursuit les idrations jusqu’8 p = 9 . 10e5. 
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(5) Conclusion sur la m&hode de la mire. La methode de la mire semble 
t&s performante moyennant les ameliorations du point (3). On peut aussi 
mener les calculs de la maniere suivante: on se donne les parametres 
h, = ha = h = 3; on calcule u~,~ a l’aide de la methode de la mire pour p 
suffisamment petit, en prenant comme valeur initiale a la premiere iteration 
u”h p = 0. 
kuis on fait 
h, = hz = G et &a , p = u”h,r, 
. a ou q., est une interpolation de u~,~ pour le reseau de pas h, = h, = h/2. On 
peut ensuite reproduire le procede pour h, = h, = h/4. 
Cette methode donne de bons resultats (nous l’avons appliquee % d’autres 
problemes cf. [20]). 
11 est facile de voir que la methode de la mire est d’autant plus rapide que le 
convexe X dans lequel on cherche la solution est “petit”. Nous l’appliquons 
aussi pour minimiser une fonctionnelle dans l’espace entier cf. les problemes 
du Sec. 11-5. Neanmoins, elle devient onereuse quand le nombre de points de 
discretisation augmente beaucoup, surtout en dimension 71 = 2. 
11-5. Applications de la M&hode de la Mire 
ProbEme 1. On cherche Q minimiser dans H,1(s;Z), Q = (0, 1) x (0, l), 
la fonctionnelle 
A4 = gl II Diw II:, - 2(f, 4 (5.1) 
ce qui correspond aussi a resoudre dans H,,l(Q) l’equation 
-Au =f. (5.2) 
Ce probltme est un cas particulier du precedent (avec contraintes) mais 
c’est un bon moyen de controler la precision de la methode de la mire. 
On se donne 
et 
u = (x - x2) (y - y”) (5.3) 
On pose alors 
dans 
f = - Au = 2(x - x2 + y - y2). (5.4) 
fh =f (5.5) 
(5.6) 
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et on minimise Jh(Q dans I’espace 
v, = v* ( Vh = c g%f, vj& IT = 0 
I M I 
a l’aide de la methode de la mire (cf. chap. I, paragraphe I-8), en prenant 
comme valeur initiale uho = 0. Nous comparons alors le resultat obtenu 
u,,,(p < lo-+) a u don& par (5.3). 
La methode de la mire brute (cf. premiere experience du probleme prect- 
dent) donne pour h = l/8: 
u &ant la solution exacte don&e par (5.3). 
Je remercie J. P. Yvon qui a programme ce probleme. 
ProbZ&ze 2. On cherche u E H,‘(O, 1) solution de 
Inf J(u), 
ueFrp 
avec 
J(u) = ,: (u’~ + u’ + 2u) dx. 
L’Cquation d’Euler donne une solution exacte a ce probleme: 
u(x) = - 1 + -+& (e5 + el+). (5.8) 
(5.7) 
On discretise le probleme avec un pas h = l/20 et on applique la methode 
de la mire en prenant comme valeur initiale 
u”(i) = 0, i = l,..., N + 1. 
Au bout de 360 iterations, nous obtenons les resultats suivants: 
0 0 0 
0.05 -0.021865 -0.022827 
0.10 -0.41285 -0.041016 
0.15 -0.058307 -0.058838 
0.20 - 0.072974 -0.072510 
0.25 -0.085324 -0.085571 
0.30 -0.095386 -0.094604 
0.35 -0.10319 -0.10315 
0.40 -0.10874 -0.10779 
0.45 -0.11207 -0.111820 
0.50 -0.11318 -0.112060 
5 % 
0.7 % 
0.9 % 
0.7 y/i0 
0.3 % 
0.8 70 
0.04% 
0.95% 
0.25% 
1 % 
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Problime 3. On cherche u E Hol(O, 1) solution de 
.Tw G JW, VW E H,‘(O, 1) 
avec 
J(u) = 1: (IP + 2e”) dx. 
(5.9) 
L’tquation d’Euler donne pour solution 
u(x) = 2 Log x - Log 2 - 2 Log (co,; (x - +,, , (5.10) 
oh h est la solution positive de SCquation 
x = &OS+ 
ce qui donne 
X = 1,3361. 
(5.11) 
On applique alors la methode de la mire au probleme (5.9) avec un pas h 
discretisation h = l/20; ce qui donne une solution ula que nous comparons a u 
don& par (5.10). 
Nous obtenons les resultats suivants au bout de 301 iterations: 
Y - Uh 
X 11 Uh 
I I u 
0 0 0 
0.05 - 0.02246 -0.02194 
0.10 -0.04064 -0.04143 
0.15 -0.05810 -0.05853 
0.20 -0.07202 -0.07327 
0.25 - 0.08447 -0.08568 
0.30 -0.09423 -0.09580 
0.35 -0.10205 -0.10365 
0.40 -0.10742 -0.10924 
0.45 -0.11084 -0.11259 
0.50 -0.11182 -0.11371 
(Nous avons pris comme vecteur initial u” = 0) 
2.5 % 
2 % 
0.7 % 
1.7% 
1.4% 
1.7 yo 
1.6% 
1.6% 
1.4% 
1.7% 
Je remercie Glowinski pour avoir programme ce probleme. 
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