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ON Lp-THEORY FOR PARABOLIC AND ELLIPTIC
INTEGRO-DIFFERENTIAL EQUATIONS WITH SCALABLE
OPERATORS IN THE WHOLE SPACE
R. MIKULEVICˇIUS AND C. PHONSOM
Abstract. Elliptic and parabolic integro-differential model problems
are considered in the whole space. By verifying Ho¨rmander condition,
the existence and uniqueness is proved in Lp-spaces of functions whose
regularity is defined by a scalable, possibly nonsymmetric, Levy mea-
sure. Some rough probability density function estimates of the associ-
ated Levy process are used as well.
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2 R. MIKULEVICˇIUS AND C. PHONSOM
1. Introduction
Let σ ∈ (0, 2) and Aσ be the class of all nonnegative measures pi on
Rd0 = R
d\ {0} such that ∫ |y|2 ∧ 1dpi <∞ and
σ = inf
{
α < 2 :
∫
|y|≤1
|y|α dpi <∞
}
.
In addition we assume that for pi ∈ Aσ,∫
|y|>1
|y| dpi < ∞ if σ ∈ (1, 2) ,∫
R<|y|≤R′
ydpi = 0 if σ = 1 for all 0 < R < R′ <∞.
In this paper we consider the parabolic Cauchy problem with λ ≥ 0
∂tu(t, x) = Lu(t, x)− λu (t, x) + f(t, x) in E = [0, T ]×Rd,(1.1)
u(0, x) = 0,
and the elliptic problem with λ > 0,
(1.2) λu (x)− Lu (x) = g (x) , x ∈ Rd,
with λ ≥ 0 and λ > 0 and integrodifferential operator
Lϕ (x) = Lpiϕ (x) =
∫
[ϕ(x+ y)− ϕ (x)− χσ (y)∇ϕ (x) y]pi (dy) , ϕ ∈ C∞0
(
Rd
)
,
where pi ∈ Aσ , χσ (y) = 0 if σ ∈ [0, 1), χσ (y) = 1{|y|≤1} (y) if σ = 1 and
χσ (y) = 1 if σ ∈ (1, 2). The symbol of L is
ψ (ξ) = ψpi (ξ) =
∫ [
eiξ·y − 1− iχσ (y) ξ · y
]
pi (dy) , ξ ∈ Rd.
Note that pi (dy) = dy/ |y|d+σ ∈ Aσ and, in this case, L = Lpi = c (σ, d) (−∆)σ/2,
where (−∆)σ/2 is a fractional Laplacian. Let pi0 ∈ Aσ and
(1.3) c1 |ψpi0 (ξ)| ≤ |ψpi (ξ) | ≤ c2 |ψpi0 (ξ)| , ξ ∈ Rd,
for some 0 < c1 ≤ c2. Given pi0 ∈ Aσ, p ∈ [1,∞), we denote Hpi0p
(
Rd
)
(resp.
Hpi0p (E)) the closure in Lp
(
Rd
)
(resp. Lp (E)) of C
∞
0
(
Rd
)
(resp. C∞0 (E))
with respect to the norm
|f |pi0,p = |f |Lp(Rd) + |Lpi0f |Lp(Rd) , resp. |g|pi0,p = |g|Lp(E) + |Lpi0g|Lp(E) .
If fn ∈ C∞0
(
Rd
)
, fn → f and Lpifn → g in Lp
(
Rd
)
we denote g = Lpif .
In this note, under certain ”scalability” assumptions (see Assumption
D(κ, l) below), we prove the existence and uniqueness of (1.1) and (1.2) in
Hpi0p
(
Rd
)
(resp. Hpi0p (E)). Moreover the following estimates hold:
(1.4) |u|Hpi0p ≤ C |f |Lp(E) , |u|Hpi0p ≤ C |f |Lp(Rd) .
The symbol ψpi (ξ) is not smooth in ξ and the standard Fourier multiplier
results do not apply in this case. In order to prove (1.4), we associate to Lpi
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a family of balls and verify Ho¨rmander condition (see Theorem 5 and (5.5)
below) for it, and apply Calderon-Zygmund theorem. As an example, we
consider pi ∈ Aσ defined in radial and angular coordinates r = |y| , w = y/r,
as
(1.5) pi (Γ) =
∫ ∞
0
∫
|w|=1
χΓ (rw) a (r, w) j (r) r
d−1S (dw) dr,Γ ∈ B
(
Rd0
)
,
where S (dw) is a finite measure on the unit sphere on Rd. In [9], the
parabolic equation (1.1) was considered, with pi in the form (1.5) with a =
1, j (r) = r−d−σ, and such that∫ ∞
0
∫
|w|=1
χΓ (rw) r
−1−σρ0 (w)S (dw) dr
≤ pi (Γ) =
∫ ∞
0
∫
|w|=1
χΓ (rw) r
−1−σa (r, w) S (dw) dr
≤
∫ ∞
0
∫
|w|=1
χΓ (rw) r
−1−σS (dw) dr,Γ ∈ B
(
Rd0
)
,
and (1.3) holds with ψpi0 (ξ) = |ξ|σ , ξ ∈ Rd. In this case, Hpi0p (E) = Hσp (E)
is the fractional Sobolev space. The solution estimate (1.4) for (1.1) was
derived in [9], using L∞-BMO type estimate. In [3], the elliptic problem
(1.2) was studied for pi in the form (1.5) with S (dw) = dw being a Lebesgue
measure on the unit sphere in Rd, with 0 < c1 ≤ a ≤ c2, and a set of
technical assumptions on j (r). The inequality (1.4) for (1.2) was obtained
using sharp function estimate based on the solution Ho¨lder norm estimate
(following the idea in [1], where (1.2) was considered in Hσp
(
Rd
)
with pi as
in (1.5) with j (r) = r−d−σ and 0 < c1 ≤ a ≤ c2.
The note is organized as follows. In Section 2, the main theorem is stated,
and an example of the form (1.5) considered. In Section 3, the essential
technical results are presented. The main theorem is proved in Section 4.
2. Notation and Main Results
Denote E = [0, T ] × Rd,N = {0, 1, 2, . . .} ,Rd0 = Rd\ {0}. If x, y ∈ Rd,
we write
x · y =
d∑
i=1
xiyi, |x| = (x · x)1/2 .
For a function u (t, x) on E, we denote its partial derivatives by ∂tu (t, x) =
∂u/∂t,∂iu = ∂u/∂xi, and D
γu = ∂|γ|u/∂x
γ1
1 . . . ∂x
γd
d , where multiindex
γ = (γ1, . . . , γd) ∈ Nd,∇u = (∂1u, . . . , ∂du) denotes the gradient of u with
respect to x. For k ∈ N, we denote Dku = (∂γu)|γ|=k.
Let Lp(T ) = Lp(E) is the space of p−integrable functions with norm,
p ≥ 1,
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|f |Lp(T ) =
(∫ T
0
∫
|f(t, x)|p dxdt
)1/p
, |f |L∞(T ) = ess sup
(t,x)∈E
|f(t, x)| .
Similar space of functions on Rd is denoted Lp
(
Rd
)
.
Let S (Rd) be the Schwartz space of smooth real valued rapidly decreasing
functions. For s ∈ N, we define the Sobolev space Hnp
(
Rd
)
(resp. Hnp (E))
as closure of C∞0
(
Rd
)
(resp. C∞0 (E)) with respect to the norm
|f |n,p =
∑
|β|≤n
∣∣∣Dβf ∣∣∣
Lp(Rd)
, resp. |g|n,p =
∑
|β|≤n
∣∣∣Dβf ∣∣∣
Lp(E)
.
For σ ∈ (0, 2) and v ∈ C∞0
(
Rd
)
, we define the fractional Laplacian
∂σv (x) =
∫
∇σyv (x)
dy
|y|d+σ , x ∈ R
d,
where
∇σyv (x) = v (x+ y)− v (x)− (∇v (x) , y)χσ (y)
with χσ (y) = 1{|y|≤1}1σ=1 + 1{σ∈(1,2)} is the integrand in the definition of
Lpi.
Given pi0 ∈ Aσ, p ∈ [1,∞), we denote Hpi0p
(
Rd
)
(resp. Hpi0p (E)) the
closure in Lp
(
Rd
)
(resp. Lp (E)) of C
∞
0
(
Rd
)
(resp. C∞0 (E)) with respect
to the norm
|f |pi0,p = |f |Lp(Rd) + |Lpi0f |Lp(Rd) , resp. |g|pi0,p = |g|Lp(E) + |Lpi0g|Lp(E) .
If fn ∈ C∞0
(
Rd
)
, fn → f and Lpifn → g in Lp
(
Rd
)
we denote g = Lpif .
Notice that fn → 0, Lpifn → h in Lp
(
Rd
)
implies that h = 0. Indeed,∫
ϕLpifn =
∫
fnL
pi∗ϕ→ 0, ϕ ∈ C∞0
(
Rd
)
,
where pi∗ (Γ) = pi (−Γ) ,Γ ∈ B (Rd0), i.e. pi∗ ∈ Aσ as well. Note that if
pi ∈ Aσ, then for any f ∈ C∞0
(
Rd
)
,
|Lpif |Lp(Rd) ≤
∣∣∣∣∣
∫
|y|≤1
...
∣∣∣∣∣
Lp(Rd)
+
∣∣∣∣∣
∫
|y|>1
...
∣∣∣∣∣
Lp(Rd)
≤ C |f |2,p ,
that is H2p
(
Rd
) ⊆ Hpip (Rd) and the embedding is continuous. The same
holds for H2p (E) ⊆ Hpip (E) .
We denote A = ∪σ∈(0,2)Aσ.
We denote Fourier transform and its inverse
Fv (ξ) = vˆ (ξ) =
∫
v (x) e−i2pix·ξdx, ξ ∈ Rd,
F−1v (x) =
∫
v (ξ) ei2pix·ξdξ, x ∈ Rd, v ∈ S
(
Rd
)
.
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We denote C∞b (E) the space of bounded infinitely differentiable in x
functions whose derivatives are bounded.
C = C (·, . . . , ·) denotes constants depending only on quantities appearing
in parentheses. In a given context the same letter is (generally) used to
denote different constants depending on the same set of arguments.
We also introduce an auxiliary Levy measure µ0 on R
d
0 such that the
following assumption holds.
Assumption A0. Let µ
0 ∈ A,χ{|y|≤1}µ0 (dy) = µ0 (dy), and∫
|y|µ0 (dy) +
∫
|ξ|2 [1 + ζ (ξ)]d+3 exp {−φ0 (ξ)} dξ ≤ N0 if σ ∈ (0, 1) ,∫
|y|2 µ0 (dy) +
∫
|ξ|4 [1 + ζ (ξ)]d+3 exp {−φ0 (ξ)} dξ ≤ N0 if σ ∈ [1, 2),
where
φ0 (ξ) =
∫
|y|≤1
[1− cos (2piξ · y)]µ0 (dy) ,
ζ (ξ) =
∫
|y|≤1
χσ (y) |y| [(|ξ| |y|) ∧ 1]µ0 (dy) , ξ ∈ Rd.
In addition, we assume that for any ξ ∈ Sd−1 =
{
ξ ∈ Rd : |ξ| = 1} ,∫
|y|≤1
|ξ · y|2 µ0 (dy) ≥ c1 > 0.
For pi ∈ A = ∪σ∈(0,2)Aσ and R > 0, we denote
piR (Γ) =
∫
χΓ (y/R)pi (dy) ,Γ ∈ B
(
Rd0
)
.
Definition 1. We say that a continuous function κ : (0,∞) → (0,∞) is
a scaling function if limR→0 κ (R) = 0, limR→∞ κ (R) = ∞ and there is a
nondecreasing continuous function l (ε) , ε > 0, such that limε→0 l (ε) = 0
and
κ (εr) ≤ l (ε) κ(r), r > 0, ε > 0.
We call l (ε) , ε > 0, a scaling factor of κ.
For a scaling function κ with a scaling factor l and pi ∈ Aσ we introduce
the following
Assumption D(κ, l). (i) For every R > 0,
p˜iR (dy) = κ (R)piR (dy) ≥ 1{|y|≤1}µ0 (dy) ,
with µ0 = µ0;pi satisfying Assumption A0. If σ = 1 we, in addition assume
that
∫
R<|y|≤R′ yµ
0 (dy) = 0 for any 0 < R < R′ ≤ 1. Here p˜iR (dy) =
κ (R) piR (dy) .
(ii) There exist α1 and α2 and a constant N > 0 such that∫
|z|≤1
|z|α1 p˜iR(dz) +
∫
|z|>1
|z|α2 p˜iR(dz) ≤ N ∀R > 0,
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where α1, α2 ∈ (0, 1] if σ ∈ (0, 1); α1, α2 ∈ (1, 2] if σ ∈ (1, 2); α1 ∈ (1, 2]
and α2 ∈ [0, 1) for σ = 1.
(iii) Let γ (t) = inf (s > 0 : l (s) > t) , t > 0. With I1 = {t > 0 : γ (t) ≤ 1} , I2 =
{t > 0 : γ (t) > 1} we have∫
I1
[tγ(t)−α1 + 1σ∈(1,2)γ (t)
−1]dt ≤ N1 <∞,
and ∫
I2
[γ (t)−(1+α2) + γ (t)−2α2 ]dt ≤ N1 <∞.
The main result of this paper for (1.2) is
Theorem 1. Let p > 1, pi0, pi ∈ Aσ, λ > 0. Assume there is a scaling
function κ such that D(κ, l) hold for both, pi and pi0.
Then for each f ∈ Lp(Rd) there is a unique u ∈ Hpi0p
(
Rd
)
solving (1.1).
Moreover, there is C = C (d, p, κ, l,N0, N,N1, c1) such that
|Lpi0u|Lp(Rd) ≤ C |f |Lp(Rd) ,
|u|Lp(Rd) ≤
1
λ
|f |Lp(Rd) .
The main result for (1.1) is
Theorem 2. Let p ∈ (1,∞) , pi0, pi ∈ Aσ. Assume there is a scaling function
κ such that D(κ, l) hold for both, pi and pi0.
Then for each f ∈ Lp(E) there is a unique u ∈ Hpi0p (E) solving (1.1).
Moreover, there is C = C (d, p, κ, l,N0, N,N1, c1) such that
|Lpi0u|Lp(E) ≤ C |f |Lp(E) ,
|u|Lp(E) ≤
(
1
λ
∧ T
)
|f |Lp(E) .
Remark 1. Assumption D(κ, l) holds for both, pi, pi0, means that κ, l, and
the parameters α1, α2, N,N1, N0, c1 are the same.
2.1. Example. Let µ (dt) be a measure on (0,∞) such that ∫∞0 (1 ∧ t)µ (dt) <∞, and let
φ (r) =
∫ ∞
0
(
1− e−rt)µ (dt) , r ≥ 0,
be Bernstein function (see [4], [3]). Let
j (r) =
∫ ∞
0
(4pit)−
d
2 exp
(
−r
2
4t
)
µ (dt) , r > 0.
We consider pi ∈ A = ∪σ∈(0,2)Aσ defined in radial and angular coordinates
r = |y| , w = y/r, as
(2.1) pi (Γ) =
∫ ∞
0
∫
|w|=1
χΓ (rw) a (r, w) j (r) r
d−1S (dw) dr,Γ ∈ B
(
Rd0
)
,
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where S (dw) is a finite measure on the unite sphere on Rd. If S (dw) = dw
is the Lebesgue measure on the unit sphere,then
pi (Γ) = piJ,a (Γ) =
∫
Rd
χΓ (y) a (|y| , y/ |y|) J (y) dy,Γ ∈ B
(
Rd0
)
,
where J (y) = j (|y|) , y ∈ Rd. Let pi0 = piJ,1, i.e.,
(2.2) pi0 (Γ) =
∫
Rd
χΓ (y)J (y) dy,Γ ∈ B
(
Rd0
)
.
We assume
H. (i) There is N > 0 so that
N−1φ
(
r−2
)
r−d ≤ j (r) ≤ Nφ (r−2) r−d, r > 0.
(ii) There are 0 < δ1 ≤ δ2 < 1 and N > 0 so that for 0 < r ≤ R
N−1
(
R
r
)δ1
≤ φ (R)
φ (r)
≤ N
(
R
r
)δ2
.
G. There is ρ0 (w) , |w| = 1, such that ρ0 (w) ≤ a (r, w) ≤ 1, r > 0, |w| = 1,
and for every |ξ| = 1, ∫
|w|=1
|ξ · w|2 ρ0 (w)S (dw) 6= 0.
For example, in [4] and [3] among others the following specific Bernstein
functions satisfying H are listed:
(0) φ (r) =
∑n
i=1 r
αi , αi ∈ (0, 1) , i = 1, . . . , n;
(1) φ (r) = (r + rα)β , α, β ∈ (0, 1) ;
(2) φ (r) = rα (ln (1 + r))β , α ∈ (0, 1) , β ∈ (0, 1− α) ;
(3) φ (r) = [ln (cosh
√
r)]
α
, α ∈ (0, 1) .
The following statement holds.
Remark 2. Let pi, pi0 be given by (2.1) and (2.2). Assume H and G hold.
a) If 2δ1 > 1, then Theorems 2 (resp. 1) hold in H
pi0
p (E) (resp. H
pi0
p
(
Rd
)
).
b) If 2δ2 < 1 and 2δ1 > δ2, then Theorems 2 (resp. 1) hold in H
pi0
p (E)
(resp. Hpi0p
(
Rd
)
).
Proof. We verify that the assumptions of Theorems 2 and 1 hold. Indeed,
H implies that there are 0 < c ≤ C so that
cr−d−2δ1 ≤ j (r) ≤ Cr−d−2δ2 , r ≤ 1,
cr−d−2δ2 ≤ j (r) ≤ Cr−d−2δ1 , r > 1.
Hence 2δ1 ≤ σ ≤ 2δ2. In this case κ (R) = j (R)−1R−d, R > 0, is a scaling
function: κ (εR) ≤ l (ε) κ (R) , ε, R > 0, with
l (ε) =
{
C1ε
2δ1 if ε ≤ 1,
C1ε
2δ2 if ε > 1
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for some C1 > 0. Hence
γ (t) = l−1 (t) =
{
C
−1/2δ1
1 t
1/2δ1 if t ≤ C1,
C
−1/2δ2
1 t
1/2δ2 if t > C1.
We see easily that α1 is any number > 2δ2 and α2 is any number < 2δ1.
The measure µ0 for pi is
µ0 (dy) = µ0,pi (dy) = c1
∫
χdy (rw)χ{r≤1}r
−1−2δ1ρ0 (w)S (dw) dr;
and µ0 for pi0 is
µ0 (dy) = µ0,pi0 (dy) = c′1
∫
χdy (rw)χ{r≤1}r
−1−2δ1dwdr.
Integrability conditions D(κ, l)(iii) easily follow from a) or b). 
3. Auxiliary results
In this section we present some auxiliary results.
3.1. Some Lp estimates. We start with the following observation.
Remark 3. If pi ∈ Aσ, then for any f ∈ C∞0
(
Rd
)
,
|Lpif |Lp(Rd) ≤
∣∣∣∣∣
∫
|y|≤1
...
∣∣∣∣∣
Lp(Rd)
+
∣∣∣∣∣
∫
|y|>1
...
∣∣∣∣∣
Lp(Rd)
≤ C |f |2,p .
Hence H2p
(
Rd
) ⊆ Hpip (Rd) and the embedding is continuous. The same
holds for H2p (E) ⊆ Hpip (E) .
We will use the following equality for Sobolev norm estimates.
Lemma 1. (Lemma 2.1 in [5]) For α ∈ (0, 1) and u ∈ S(Rd),
(3.1) u (x+ y)− u(x) = C
∫
k(α)(y, z)∂αu(x− z)dz,
where the constant C = C(α, d) and
k(α)(z, y) = |z + y|−d+α − |z|−d+α.
Moreover, there is a constant C = C(α, d) such that for each y ∈ Rd∫
|k(α)(z, y)|dz ≤ C|y|α.
Corollary 1. Let α ∈ (0, 1), p ≥ 1. Then
(i) for y ∈ Rd,
(3.2) |∂αu|Lp(Rd) ≤ C |u|H1p(Rd) , u ∈ S
(
Rd
)
;
|u (·+ y)− u|Lp(Rd) ≤ C |∂αu|Lp(Rd) |y|
α ,(3.3)
|u (·+ y)− u− y · ∇u|Lp(Rd) ≤ C |∂α∇u|Lp(Rd) |y|
1+α ,(3.4)
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u ∈ S (Rd) .
(ii) for any ε > 0,
∂α [u (ε·)] = εα(∂αu) (εx) , ∂α∇ [u (ε·)] = ε1+α(∂α∇u) (εx) , x ∈ Rd,
Proof. Let u ∈ S(Rd). Since for x ∈ Rd,
|∂αu (x) | ≤
∫
|y|≤1
∫ 1
0
|y · ∇u (x+ sy) |ds dy|y|d+α
+
∫
|y|>1
[|u (x+ y)|+ u (x)] dy
|y|d+α
(3.2) follows. Applying generalized Minkowski inequality to (3.1), we derive
easily (3.3). Similarly, using
u (x+ y)− u (x)− y · ∇u (x) =
∫ 1
0
y · [∇u (x+ sy)−∇u (x)] ds
and (3.3) we derive (3.4).
Changing the variable of integration,
∂α[u (ε·)] (x) = εα
∫
[u (εx+ y)− u (εx)] dy|y|d+α = ε
α(∂αu) (εx) , x ∈ Rd.

Corollary 2. Let pi ∈ Aσ and∫
|z|≤1
|z|α1 pi(dz) +
∫
|z|>1
|z|α2 pi(dz) ≤ N,
where α1, α2 ∈ (0, 1] if σ ∈ (0, 1); α1, α2 ∈ (1, 2] if σ ∈ (1, 2); α1 ∈ (1, 2]
and α2 ∈ (0, 1] for σ = 1.
Then there is a constant C = C (N) such that for any v ∈ S (Rd) ,
(assuming ∂γ = ∇ if γ = 1),
|Lpiv|L1 ≤ C
(|∂α1v|L1 + |v|L1) ,
|Lpiv|L1 ≤ C
(|∇v|L1 + |∂α2v|L1) ,
if σ ∈ (0, 1);
|Lpiv|L1 ≤ C
(∣∣∂α1−1∇v∣∣
L1
+ |v|L1
)
,
|Lpiv|L1 ≤ C
(∣∣D2v∣∣
L1
+ |∂α2v|L1
)
if σ = 1 ;
|Lpiv|L1 ≤ C
(∣∣∂α1−1∇v∣∣
L1
+ |∇v|L1
)
,
|Lpiv|L1 ≤ C
(∣∣D2v∣∣
L1
+
∣∣∂α2−1∇v∣∣
L1
)
if σ ∈ (1, 2).
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Proof. By Corollary 1, for |y| ≤ 1
|v (·+ y)− v − χσ (y) y · ∇u|L1 ≤
{ |∂α1v|L1 |y|α1 if σ ∈ (0, 1)∣∣∂α1−1∇v∣∣
L1
|y|α1 if σ ∈ [1, 2)
and for |y| > 1,
|v (·+ y)− v − χσ (y) y · ∇u|L1 ≤
{
2 |v|L1 if σ ∈ (0, 1],
2 |∇v|L1 |y|α2 if σ ∈ (1, 2).
On the other hand, for |y| ≤ 1
|v (·+ y)− v − χσ (y) y · ∇u|L1 ≤
{ |∇v|L1 |y|α1 if σ ∈ (0, 1) ,∣∣D2v∣∣
L1
|y|α1 if σ ∈ [1, 2),
and for |y| > 1,
|v (·+ y)− v − χσ (y) y · ∇u|L1 ≤
{ |∂α2v|L1 if σ ∈ (0, 1],
2
∣∣∂α2−1∇v∣∣
L1
|y|α2 if σ ∈ (1, 2).
The statement follows. 
In addition, the following holds.
Lemma 2. For any β ∈ [0, 1] , a ≥ 0, |z| ≤ 1 and u ∈ S (Rd) ,∫
|x|≥a
|u (x+ z)− u (x)| dx
≤ 21−β
(∫
|x|≥(a−1)∨0
|u (x)| dx
)1−β (∫
|x|≥(a−1)∨0
|∇u (x)| dx
)β
|z|β ,
Proof. Let u ∈ S (Rd). For β ∈ [0, 1] , x, z ∈ Rd,
|u (x+ z)− u (x)| ≤ |u (x+ z)− u (x)|1−β
(∫ 1
0
|∇u (x+ sz)| ds
)β
|z|β ,
and
|u (x+ z)− u(x)− z · ∇u(x)|
≤
∫ 1
0
|∇u (x+ sz)−∇u (x)| ds |z|
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By Ho¨lder inequality, for |z| ≤ 1,∫
|x|≥a
|u (x+ z)− u (x)| dx
≤
∫
|x|≥a
|u (x+ z)− u (x)|1−β
(∫ 1
0
|∇u (x+ sz)| ds
)β
dx |z|β
≤
(∫
|x|≥a
|u (x+ z)− u (x)| dx
)1−β (∫ 1
0
∫
|x|≥a
|∇u (x+ sz)| dsdx
)β
|z|β
≤
(
2
∫
|x|≥(a−1)∨0
|u (x)| dx
)1−β (∫
|x|≥(a−1)∨0
|∇u (x)| dx
)β
|z|β .

Corollary 3. For any β ∈ [0, 1] , a ≥ 0, |z| ≤ 1 and u ∈ S (Rd) ,∫
|x|≥a
|u (x+ z)− u(x)− z · ∇u(x)| dx
≤ 21−β
(∫
|x|≥(a−1)∨0
|∇u (x)| dx
)1−β (∫
|x|≥(a−1)∨0
∣∣D2u (x)∣∣ dx)β |z|1+β .
Proof. For β ∈ [0, 1] , x, z ∈ Rd, |z| ≤ 1,
|u (x+ z)− u(x)− z · ∇u(x)|
≤
∫ 1
0
|∇u (x+ sz)−∇u (x)| ds |z| ,
and the claim follows by Lemma 2. 
3.2. Density estimates. We start with the following simple statement
about the existence of a probability density function (pdf).
Lemma 3. Let µ0 be a nonnegative measure on Rd0 such that χ|y|≤1µ
0 (dy) =
µ0 (dy) and ∫
|y| dµ0 ≤ K0 if σ ∈ (0, 1) ,∫
|y|2 dµ0 ≤ K0 if σ ∈ {1, 2).
Let η be a r.v. such that
(3.5) Eei2piξ·η = exp {ψ0 (ξ)} , ξ ∈ Rd,
where
ψ0 (ξ) =
∫ [
e−i2piξ·y − 1− χσ (y) i2piξ · y
]
µ0 (dy) , ξ ∈ Rd.
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Assume n ≥ 0 and
(3.6)
∫
|ξ|n [1 + 1n≥1ζ (ξ)]d+3 exp {φ0 (ξ)} dξ ≤ K0,
where φ0 (ξ) = Reψ0 (ξ) , ξ ∈ Rd and
ζ (ξ) =
∫
|y|≤1
χσ (y) |y| [(|ξ| |y|) ∧ 1]µ0 (dy) , ξ ∈ Rd.
Then η has a pdf p0 (x) , x ∈ Rd, such that
sup
x
∣∣∣∂βp0 (x)∣∣∣+ ∫ (1 + |x|2) ∣∣∣∂βp0 (x)∣∣∣ dx ≤ C ∀ |β| ≤ n
for some C = C (d,K0) .
Proof. By Proposition I.2.5 in [7], η has a continuos bounded density
(3.7) p0 (x) =
∫
e−i2pix·ξ exp {ψ0 (ξ)} dξ
if ∫
exp {−φ0 (ξ)} dξ <∞.
The assumption (3.6) implies that for any multiindex |β| ≤ n,
∂βp0 (x) =
∫
e−i2pix·ξ (−i2piξ)β exp {ψ0 (ξ)} dξ, x ∈ Rd,
is a bounded continuous function. The function
(
1 + |x|2
)
∂βp0 is integrable
if
(−i2pixj)d+1 (−i2pixk)2 ∂βp0 (x)(3.8)
=
∫
∂d+1ξj
∂2ξk [e
−i2pix·ξ] (−i2piξ)β exp {ψ0 (ξ)} dξ
= (−1)d+3
∫
e−ix·ξ∂d+1ξj
∂2ξk [(−i2piξ)
β exp {ψ0 (ξ)}]dξ
is bounded for all j, k. Since ∂µψ0 (ξ) is bounded for |µ| ≥ 2 and
|∇ψ0 (ξ) | ≤ C (1 + ζ (ξ)) , ξ ∈ Rd,
the boundedness of (3.8) follows from assumption (3.6). Therefore p0 (x)
has n bounded continuous derivatives and for any multiindex |β| ≤ n,
(3.9)
∫ (
1 + |x|2
) ∣∣∣∂βp0 (x)∣∣∣ dx ≤ C
with C = C (d,K0) . 
We will need the following tail estimate.
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Lemma 4. Let pi ∈ A. Assume
(3.10)
∫
|z|≤1
|z|α1 pi(dz) +
∫
|z|>1
|z|α2 pi(dz) ≤ N,
where α1, α2 ∈ (0, 1] if σ ∈ (0, 1); α1, α2 ∈ (1, 2] if σ ∈ (1, 2); α1 ∈ (1, 2]
and α2 ∈ [0, 1) if σ = 1. Let ζt be the associated Levy process, that is
Eei2piξ·ζt = exp{ψ (ξ) t}, t ≥ 0,
with
ψ (ξ) =
∫ [
ei2piξ·y − 1− i2piχσ (y) y · ξ
]
dpi, ξ ∈ Rd.
Let t > 0 and Lt (dy) be the distribution measure of ζt on Rd. Then for
each δ > 0 there is a constant C = C (δ,N) such that
Lt({|y| > δ}) ≤ Ct.
Proof. Recall
(3.11) ζt =
∫ t
0
∫
χσ(y)yq(ds, dy) +
∫ t
0
∫
(1− χσ(y))yp(ds, dy), t ≥ 0,
p(ds, dy) is Poisson point measure with
Ep (ds, dy) = pi (dy) ds, q (ds, dy) = p (ds, dy)− pi (dy) ds.
Now, ζt = ζ¯t + ζ˜t with
ζ¯t =
∫ t
0
∫
|y|≤1
χσ(y)yq(ds, dy) +
∫ t
0
∫
|y|≤1
(1− χσ(y))yp(ds, dy),
ζ˜t =
∫ t
0
∫
|y|>1
χσ(y)yq(ds, dy) +
∫ t
0
∫
|y|>1
(1− χσ(y))yp(ds, dy),
t ≥ 0.
Case 1: σ ∈ (0, 1). In this case (3.10) holds with α1, α2 ∈ (0, 1]. Then∣∣ζ¯t∣∣α1 =∑
s≤t
[∣∣ζ¯s− +∆ζ¯s∣∣α1 − ∣∣ζ¯s−∣∣α1] ≤∑
s≤t
∣∣∆ζ¯s∣∣α1 ,
and
E
∣∣ζ¯t∣∣α1 ≤ t ∫
|y|≤1
|y|α1 pi (dy) ≤ Nt.
Similarly, E
∣∣∣ζ˜t∣∣∣α2 ≤ Nt.
Case 2: σ ∈ (1, 2). In this case, α1, α2 ∈ (1, 2]. Then
E[ζ¯
2
t ] =
∫
|y|≤1
|y|2 pi (dy) t ≤ Nt,
and
E[ζ˜t] ≤ 2t
∫
|y|>1
|y|α2 pi (dy) ≤ Nt
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Case 3: σ = 1. In this case, α1 ∈ (1, 2] and α2 ∈ [0, 1). Similarly as
above, we find that
E[ζ¯
2
t ] = t
∫
|y|≤1
|y|2 pi (dy) ≤ Nt,
E[ζ˜
α2
t ] ≤ Nt.
The statement is proved. 
Let pi ∈ Aσ and p (dt, dy) be a Poisson point measure on [0,∞) × Rd0
such that Ep (dt, dy) = pi (dy) dt. Let q(dt, dy) = p (dt, dy) − pi (dy) dt. We
associate to Lpi the stochastic process with independent increments
(3.12) Zt = Z
pi
t =
∫ t
0
∫
χσ(y)yq(ds, dy)+
∫ t
0
∫
(1−χσ(y))yp(ds, dy), t ≥ 0.
By Ito formula,
(3.13) Eei2piξ·Z
pi
t = exp {ψpi (ξ) t} , t ≥ 0, ξ ∈ Rd,
where
ψpi(ξ) :=
∫
[exp(i2piξ · y)− 1− i2piy · ξχσ (y)] pi(dy).
Let κ (R) , R > 0, be a scaling function, Zt = Z
R
t be the stochastic process
with independent increments associated with p˜iR = κ (R) piR, i.e.,
Eei2piξ·Z
R
t = exp
{
ψp˜iR (ξ) t
}
with
ψp˜iR (ξ) =
∫ [
ei2piξ·y − 1− i2piχσ (y) y · ξ
]
dp˜iR, ξ ∈ Rd.
Note ZRt and R
−1Zpiκ(R)t, t > 0, have the same distribution.
Lemma 5. Let pi ∈ Aσ, κ be a scaling function with scaling factor l. Assume
p˜iR (dy) = κ (R) piR (dy) ≥ 1{|y|≤1}µ0 (dy)
with µ0 satisfying the assumptions of Lemma 3 (in particular, (3.6) with
n ≥ 0 and the constant K0), and Let
ψ0 (ξ) =
∫ [
e−2piξ·y − 1− χσ (y) ξ · y
]
µ0 (dy) , ξ ∈ Rd.
a) For each t > 0, R > 0, we have ZRt = ηt + η
′
t (in distribution), ηt and
η˜t are independent with
(3.14) Eei2piξ·ηt = exp{ψ0 (ξγ (t))}, ξ ∈ Rd,
and µ0
γ(t)−1
≤ tp˜iR, where γ (t) = l−1 (t) = inf (s : l (s) ≥ t) . Moreover, ηt =
γ (t) η (in distribution), where η is a r.v. in Lemma 3.
b)For every t > 0, R > 0, the process ZRt (equivalently R
−1Zpiκ(R)t) has a
bounded continuous probability density function
pR (t, x) = γ (t)−d
∫
p0
(
x− y
γ (t)
)
Pt,R (dy) , x ∈ Rd,
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where Pt,R (dy) is the distribution measure of η
′
t on R
d and p0 is pdf of η.
Moreover, pR (t, x) has n bounded continuous derivatives such that for any
multiindex |β| ≤ n,∫ ∣∣∣∂βpR (t, x)∣∣∣ dx ≤ γ(t)−|β| ∫ ∣∣∣∂βp0 (x)∣∣∣ dx,
sup
x∈Rd
∣∣∣∂βpR (t, x)∣∣∣ ≤ γ (t)−d−|β| sup
x
∣∣∣∂βp0 (x)∣∣∣ ,
and for any α ∈ (0, 1) such that |β|+ α < n
(3.15)
∫ ∣∣∣∂α∂βpR (t, x)∣∣∣ dx ≤ γ(t)−|β|−α ∫ ∣∣∣∂α∂βp0 (x)∣∣∣ dx.
c) Assume, in addition, that there exist α1 and α2 and a constant N > 0
such that ∫
|z|≤1
|z|α1 p˜iR(dz) +
∫
|z|>1
|z|α2 p˜iR(dz) ≤ N ∀R > 0,
where α1, α2 ∈ (0, 1] if σ ∈ (0, 1); α1, α2 ∈ (1, 2] if σ ∈ (1, 2); α1 ∈ (1, 2]
and α2 ∈ [0, 1) if σ = 1. Then for each a > 0 there is C = C (d, a,N,K0, n)
such that for any multiindex |β| ≤ n,R > 0, t > 0,∫
|x|>a
∣∣∣∂βpR (t, x)∣∣∣ dx ≤ C (γ (t)2−|β| + tγ (t)−|β|) .
Proof. a) LetR > 0, t > 0. Since l
(
l−1 (t)
)
= t, we have κ(R)t ≥ κ (Rl−1 (t)) =
κ (Rγ (t)). Hence
(3.16) p˜iRt ≥ κ (Rγ (t))piRγ(t)/γ(t) ≥ µ0γ(t)−1 ,
and µ0
γ(t)−1
(dy) = µ0
(
γ (t)−1 dy
)
is the Levy measure of a random variable,
denoted ηt, such that (3.14) holds. Let
ψtp˜iR (ξ) = ψ0 (ξγ (t)) + ψ
′ (ξ) , ξ ∈ Rd.
The inequality (3.16) implies that (see e.g. [2]) ψ′ = ψΠt with Πt = p˜iRt −
µ0
γ(t)−1
and exp{ψ′ (ξ)} is characteristic function of a random variable η′t
independent of ηt. Obviously the distribution of Z
R
t coincides with the
distribution of the sum ηt + η
′
t. If η is a r.v. with characteristic function
(3.5), then ηt = γ (t) η in distribution.
b) First we prove the existence of the probability density function of η
whose characteristic function is exp {ψ0 (ξ)}. Note that φ0 (ξ) = Reψ0 (ξ) , ξ ∈
Rd. Let t > 0. By part a), ZRt = γ (t) η + η
′
t (in distribution), η and η
′
t are
independent. The pdf of ηγ (t) is
(3.17) p0 (t, x) = γ (t)
−d p0 (x/γ (t)) , x ∈ Rd.
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Let Pt,R (dy) be the distribution measure of η
′
t on R
d. Since ηγ (t) and η′t
are independent, ZRt has a density
pR (t, x) =
∫
p0 (t, x− y)Pt,R (dy) , x ∈ Rd.
According to (3.17) (see (3.9) as well) , for any |β| ≤ n,
∂βpR (t, x) =
∫
∂βp0 (t, x− y)Pt,R (dy) ,
and, according to Corollary 1(ii),
sup
x,R
∣∣∣∂βpR (t, x)∣∣∣ ≤ γ (t)−d−|β| sup
x
∣∣∣∂βp0 (x)∣∣∣ <∞,(3.18) ∫ ∣∣∣∂βpR (t, x)∣∣∣ dx ≤ γ (t)−|β| ∫ ∣∣∣∂βp0 (x)∣∣∣ dx <∞.
Similarly, see Corollary 1, (3.15) follows.
c) Let a > 0, |β| ≤ n.
Then∫
|x|>a
∣∣∣∂βpR (t, x)∣∣∣ dx = γ (t)−d−|β| ∫
|x|>a
∣∣∣∣∫ (∂βp0)(x− yγ (t)
)
Pt,R (dy)
∣∣∣∣ dx
≤
∫ ∫
|x−y|>a/2
...+
∫ ∫
|y|>a/2
...
≤ C[γ (t)2−|β|
∫
|x|2
∣∣∣∂βp0 (x)∣∣∣ dx+ tγ (t)−|β| ∣∣∣∂βp0∣∣∣
L1
],
because by Lemma 4 there is C = C(N, a) such that
Pt,R (|y| > a/2) ≤ Ct.

We will need some estimates involving the operators Lpi.
Lemma 6. Let pi0 ∈ Aσ, κ be a scaling function with scaling factor l, and
D(κ, l)(i)-(ii) hold for pi0. Let pi ∈ Aσ be such that∫
|z|≤1
|z|α1 p˜iR(dz) +
∫
|z|>1
|z|α2 p˜iR(dz) ≤ N ∀R > 0,
for some N2 > 0, where p˜iR (dy) = κ (R) piR (dy), and α1, α2 are expo-
nents in assumption D(κ, l) for pi0. Let R > 0 and p
R (t, x) , x ∈ Rd,
be pdf of R−1Zpi0κ(R)t (see Lemma 5), γ (t) = l
−1 (t) , t > 0, and L0,R be
the operator corresponding to Levy measure κ (R)pi0 (Rdy) . Then there is
C = C (d,N0, N) such that
a) ∫
|x|>2
∣∣Lp˜iRpR (t, x)∣∣ dx(3.19)
≤ C
[
1 + 1σ∈(1,2)γ (t)
−1 + γ (t)−α1
(
γ (t)2 + t
)]
,
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for all t > 0;
b) denoting I2 = {t > 0 : γ (t) > 1},
(3.20)
∣∣Lp˜iR∇pR (t, ·)∣∣
L1
≤ Cγ (t)−(1+α2) , t ∈ I2
c)
(3.21)
∣∣Lp˜iRL0,RpR (t, ·)∣∣
L1
≤ Cγ (t)−2α2 , t ∈ I2.
Proof. a) For any t > 0,∫
|x|>2
∣∣Lp˜iRpR (t, x)∣∣ dx ≤ ∫ ∫
|x|>2
∣∣∇σz pR (t, x)∣∣ dxpi (dz) .
Now, for |z| ≤ 1, by Lemmas 2 and 5,∫
|x|>2
∣∣∇σz pR (t, x)∣∣ dx
≤ C |z|α1
(∫
|x|>1
∣∣pR (t, x)∣∣ dx)1−α1 (∫
|x|>1
∣∣∇pR (t, x)∣∣ dx)α1
≤ C |z|α1
[
γ (t)2 + t
]
γ (t)−α1 if σ ∈ (0, 1) ;
and by Corollary 3 and Lemma 5,∫
|x|>2
∣∣∇σz pR (t, x)∣∣ dx
≤ C |z|α1
(∫
|x|>1
∣∣∇pR (t, x)∣∣ dx)2−α1 (∫
|x|>1
∣∣D2pR (t, x)∣∣ dx)α1−1
≤ C |z|α1 [t+ γ (t)2]γ (t)α1 if σ ∈ [1, 2).
For |z| > 1, ∫
|x|>2
∣∣∇σzpR (t, x)∣∣ dx ≤ 2 if σ ∈ (0, 1],
and∫
|x|>2
∣∣∇σz pR (t, x)∣∣ dx ≤ C(1 + |z| ∫
|x|>2
∣∣∇pR(t, x)∣∣ dx) if σ ∈ (1, 2).
Hence by Lemma 5 c),∫ ∫
|x|>2
∣∣∇σz pR (t, x)∣∣ dxpi (dz) ≤ C [1 + γ (t)−α1 (γ (t)2 + t)]
if σ ∈ (0, 1], and∫ ∫
|x|>2
∣∣∇σz p∗R (t, x)∣∣ dxpi (dz) ≤ Cγ (t)−α1 (γ (t)2 + t)
+C
(
1 + γ (t)−1
)
if σ ∈ (1, 2).
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b) Let t ∈ I2. By Corollary 2 and Lemma 5 b),∣∣Lp˜iR∇pR (t, ·)∣∣
L1
≤ C
(∣∣D2pR (t, ·)∣∣
L1
+
∣∣∂α2∇pR (t, ·)∣∣
L1
)
≤ C
[
γ (t)−2 + γ (t)−(1+α2)
]
≤ Cγ (t)−(1+α2)
if σ ∈ (0, 1). Similarly,∣∣LR∇pR (t, ·)∣∣
L1
≤ C
[
γ (t)−3 + γ (t)−(1+α2)
]
≤ Cγ (t)−(1+α2)
if σ = 1, and∣∣LR∇pR (t, ·)∣∣
L1
≤ C
(∣∣D3pR (t, ·)∣∣
L1
+
∣∣∂α2−1D2pR (t, ·)∣∣
L1
)
≤ C
[
γ (t)−3 + γ (t)−(1+α2)
]
≤ Cγ (t)−(1+α2)
if σ ∈ (1, 2).
c) Let t ∈ I2, i.e., γ (t) > 1. By Corollary 2,
∣∣Lp˜iRL0,RpR (t, ·)∣∣
L1
≤ C
(∣∣L0,R∇pR (t, ·)∣∣
L1
+
∣∣L0,R∂α2pR (t, ·) v∣∣
L1
)
≤ C(∣∣D2pR (t, ·)∣∣
L1
+
∣∣∂α2∇pR (t, ·)∣∣
L1
+
∣∣∂α2∂α2pR (t, ·) v∣∣
L1
)
if σ ∈ (0, 1);∣∣Lp˜iRL0,RpR (t, ·)∣∣
L1
≤ C
(∣∣L0,RD2pR (t, ·)∣∣
L1
+
∣∣L0,R∂α2pR (t, ·) v∣∣
L1
)
≤ C(∣∣D4pR (t, ·)∣∣
L1
+
∣∣∂α2D2pR (t, ·)∣∣
L1
+
∣∣∂α2∂α2pR (t, ·) v∣∣
L1
)
if σ = 1 ;∣∣Lp˜iRL0,RpR (t, ·)∣∣
L1
≤ C
(∣∣L0,RD2pR (t, ·)∣∣
L1
+
∣∣L0,R∂α2−1∇pR (t, ·) v∣∣
L1
)
≤ C(∣∣D4pR (t, ·)∣∣
L1
+
∣∣∂α2−1D3pR (t, ·)∣∣
L1
+
∣∣∂α2−1∂α2−1D2pR (t, ·) v∣∣
L1
)
if σ ∈ (1, 2). The estimate (3.21) follows by Lemma 5. 
3.3. Estimates of ψpi. We present now some properties of the functions
ψpi (ξ) , ξ ∈ Rd, with pi ∈ Aσ.
Lemma 7. Let pi ∈ Aσ and κ (R) , R > 0, be a scaling function, and
p˜iR (dy) = κ (R)pi (Rdy).
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a) Assume there is N1 > 0 so that∫
(|y| ∧ 1) p˜iR (dy) ≤ N2 if σ ∈ (0, 1),(3.22) ∫ (
|y|2 ∧ 1
)
p˜iR (dy) ≤ N2 if σ = 1,∫
|y|≤1
|y|2 p˜iR (dy) +
∫
|y|>1
|y| p˜iR (dy) ≤ N2 if σ ∈ (1, 2)
for any R > 0. Then there is a constant C1 so that for all ξ ∈ Rd,∫
[1− cos (2piξy)]pi (dy) ≤ C1N2κ
(
|ξ|−1
)−1
,∫
|sin (2piξ · y)− 2piχσ (y) ξ · y|pi (dy) ≤ C1N2κ
(
|ξ|−1
)−1
,
assuming κ
(
|ξ|−1
)−1
= 0 if ξ = 0.
b) Assume there is a n1 > 0 such that
(3.23)
∫
|y|≤1
|ξ · y|2 p˜iR (dy) ≥ n1,
for all R > 0 and ξ ∈ Sd−1 =
{
ξ ∈ Rd : |ξ| = 1} . Then there is a constant
c2 = c2 (l) > 0 such that∫
[1− cos (2piξy)]pi (dy) ≥ c2n1κ
(
|ξ|−1
)−1
for all ξ ∈ Rd, assuming κ
(
|ξ|−1
)−1
= 0 if ξ = 0.
Proof. The following simple trigonometric estimates hold:
|sinx− x| ≤ |x|
3
6
, 1− cosx ≤ 1
2
x2, x ∈ R,(3.24)
1− cos x ≥ x
2
pi
if |x| ≤ pi/2.
a) Let ξ 6= 0. Denoting ξˆ = ξ/ |ξ| , and using (3.24),∫ ∣∣∣1− cos(2piξˆ |ξ| y)∣∣∣ pi (dy) = κ(|ξ|−1)−1 ∫ ∣∣∣1− cos(2piξˆ · y)∣∣∣ p˜i|ξ|−1 (dy)
≤ κ
(
|ξ|−1
)−1
2pi2
∫ (
|y|2 ∧ 1
)
p˜i|ξ|−1 (dy) ,
and there is C1 so that∫
|sin (2piξ · y)− 2piχσ (y) ξ · y|pi (dy)
= κ
(
|ξ|−1
)−1 ∫ ∣∣∣sin(2piξˆ · y)− 2piχσ (y) ξˆ · y∣∣∣ p˜i|ξ|−1 (dy)
≤ C1N2κ
(
|ξ|−1
)−1
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for all ξ ∈ Rd.
b) By (3.24), for all ξ ∈ Rd,∫
[1− cos (2piξ · y)]pi (dy)
=
∫
[1− cos
(
2piξˆ · y
)
]pi|ξ|−1 (dy) ≥
∫
|y|≤ 1
4
4pi
∣∣∣ξˆ · y∣∣∣2 pi|ξ|−1 (dy)
= 4−1
∫
|4y|≤1
pi
∣∣∣ξˆ · 4y∣∣∣2 pi|ξ|−1 (dy) = 4−1κ(|4ξ|−1)−1 ∫
|y|≤1
pi
∣∣∣ξˆ · y∣∣∣2 p˜i|4ξ|−1 (dy)
≥ n14−1piκ
(
|ξ|−1
)−1 κ(|ξ|−1)
κ
(
|4ξ|−1
) .
Let l be a scaling factor of κ, i.e., κ (εR) ≤ l (ε)κ (R) , ε, R > 0. Then
κ
(
|ξ|−1
)
κ
(
|4ξ|−1
) ≥ 1
l (4−1)
> 0 ∀ξ ∈ Rd.
The claim follows. 
For pi ∈ Aσ, let
ψ˜ (ξ) = ψ˜
pi
(ξ) =
∫
[cos (2piξy)− 1] pi (dy) = Reψpi (ξ) ,
ϕ (ξ) = ϕpi (ξ) =
∫
[sin (2piξ · y)− 2piχσ (y) ξ · y]pi (dy) = Imψpi (ξ) ,
ξ ∈ Rd. An obvious consequence of Lemma 7 (note ψpi∗ (ξ) = ψpi (−ξ) , ξ ∈
Rd) is the following
Corollary 4. Let κ be a scaling function with scaling factor l and both
assumptions, (3.22) and (3.23), of Lemma 7 hold for pi ∈ Aσ. Then there
is constant c = c(n1, N1, l) > 0 such that
c |ψpi (ξ)| ≤
∣∣∣ψ˜pi (ξ)∣∣∣ ≤ |ψpi (ξ)| , ξ ∈ Rd,
and |ϕpi (ξ)| ≤ c−1
∣∣∣ψ˜pi (ξ)∣∣∣ , ξ ∈ Rd.
Note that it implies
c
∣∣∣ψpi∗ (ξ)∣∣∣ ≤ ∣∣∣ψ˜pi (ξ)∣∣∣ = ∣∣∣ψ˜pi (−ξ)∣∣∣ ≤ ∣∣∣ψpi∗ (ξ)∣∣∣ , ξ ∈ Rd,
where pi∗ (dy) = pi (−dy) .
4. Proof of the main results
In this section we prove the main results in three steps. First we prove the
existence and uniqueness of classical solutions for smooth input functions.
Then we derive |u|Lpi0 -norm estimates with constants independent of the
regularity of the input function. Finally, continuity estimate of Lpi with
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respect to |u|Lpi0 -norm allows to pass to the limit and derive the results for
the input function f ∈ Lp.
4.1. Existence and uniqueness for smooth input functions. For E =
[0, T ]×Rd, we denote by C˜∞(E) the space of all measurable functions f on
E such that for any multiindex γ ∈ Nd0 and for all 1 ≤ p <∞
sup
(t,x)∈E
|Dγf (t, x)|+ sup
t∈[0,T ]
|Dγf(t, ·)|Lp(Rd) <∞.
Similarly, let C˜∞(Rd) be the space of all measurable functions f on Rd such
that for any multiindex γ ∈ Nd0 and for all 1 ≤ p <∞
sup
x∈Rd
|Dγf (x)|+ |Dγf |Lp(Rd) <∞.
Next we suppose that f ∈ C˜∞(E) and derive some estimates for the
solution.
Lemma 8. Let f ∈ C˜∞(E) then there is unique u ∈ C˜∞ (E) solving (1.1).
Moreover,
(4.1) u(t, x) =
∫ t
0
e−λ(t−s)Ef
(
s, x+ Zpit−s
)
ds, (t, x) ∈ E,
and for p ∈ [1,∞] and any mutiindex γ ∈ Nd0,
|Dγu|Lp(E) ≤ ρλ |Dγf |Lp(E) ,(4.2)
|Dγu (t)|Lp(Rd) ≤
∫ t
0
|Dγf (s)|Lp(Rd) ds, t ≥ 0.(4.3)
where ρλ = (1/λ) ∧ T .
Proof. Denote Zt = Z
pi
t , t ≥ 0. Uniqueness. Let u1, u2 ∈ C˜∞ (E) solve (1.1)
and u = u1 − u2. Then u solve (1.1) with f = 0. Let (t, x) ∈ E. By Ito
formula for eλ(t−s)u (t− s, x+ Zs) , 0 ≤ s ≤ t, we have
−u (t, x) = E
∫ t
0
eλ(t−s)[−∂t + Lpi − λ]u (t− s, x+ Zs) ds = 0.
Hence u (t, x) = 0 for all (t, x) ∈ E.
Existence. Let f ∈ C˜∞ (E). Set
u(t, x) =
∫ t
0
e−λ(t−s)Ef
(
s, x+ Zpit−s
)
ds, (t, x) ∈ E.
Then
Dγu(t, x) =
∫ t
0
e−λ(t−s)EDγf
(
s, x+ Zpit−s
)
ds, (t, x) ∈ E,
and (4.3) follows.
By Ho¨lders inequality for λ > 0,
|Dγu|pLp(T ) ≤ λ−p
∫ T
0
∫ t
0
λe−λ(t−s)|Dγf (s, ·) |p
Lp(Rd)
dsdt ≤ λ−p|Dγf |pLp(T ).
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By Ho¨lder inequality for λ ≥ 0,
|Dγu|pLp(T ) ≤
∫ T
0
tp−1
∫ t
0
|Dγf (s, ·) |p
Lp(Rd)
dsdt ≤ T
p
p
|Dγf |pLp(T ) .
We fix s ∈ [0, T ] , x ∈ Rd, and applying Ito formula with e−λrf(s, x + ·)
and Zr, 0 ≤ r ≤ t− s, we have
e−λ(t−s)f(s, x+ Zt−s)
= f(s, x) +
∫ t−s
0
∫
R0
e−λr [f(s, x+ Zr + y)− f(s, x+ Zr−)] q(dr, dy)
+
∫ t−s
0
e−λr (Lpi − λ) f (s, x+ Zr) dr
Taking expectation on both sides, and integrating with respect to s, we
obtain by Fubini’s theorem for each (t, x) ∈ E,∫ t
0
e−λ(t−s)Ef(s, x+ Zt−s)ds
=
∫ t
0
f(s, x)ds +
∫ t
0
∫ t−s
0
e−λrE [Lpi − λ] f (s, x+ Zr) drds
=
∫ t
0
f(s, x)ds +
∫ t
0
∫ t
s
e−λ(r−s)E[Lpi − λ]f (s, x+ Zr−s) drds
=
∫ t
0
f(s, x)ds +
∫ t
0
∫ r
0
e−λ(r−s)E[Lpi − λ]f (s, x+ Zr−s) dsdr.
Since for each (r, x) ∈ E∫ r
0
e−λ(r−s)ELpif (s, x+ Zr−s) ds = L
piu (r, x) ,
it follows that for each (t, x) ∈ E,
u(t, x) =
∫ t
0
f(s, x)ds +
∫ t
0
[Lpiu (r, x)− λu (r, x)] dr.
The statement follows. 
Similarly we can handle the problem (1.2).
Lemma 9. Let f ∈ C˜∞(Rd) then there is unique u ∈ C˜∞ (Rd) solving
(1.2). Moreover,
(4.4) u(x) =
∫ ∞
0
e−λtEf (x+ Zpit ) dt, x ∈ Rd,
and for p ∈ [1,∞] and any mutiindex γ ∈ Nd0,
(4.5) |Dγu|Lp(Rd) ≤ (1/λ) |Dγf |Lp(Rd) .
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Proof. Denote Zt = Z
pi
t , t ≥ 0. Uniqueness. Let u1, u2 ∈ C˜∞ (E) solve (1.1)
and u = u1−u2. Then u solve (1.1) with f = 0. Let x ∈ Rd. By Ito formula
for e−λtu (x+ Zt) , 0 ≤ s ≤ t, we have
e−λtEu (x+ Zt)− u (x) = E
∫ t
0
e−λs[Lpiu (x+ Zs)− λu (x+ Zs)]ds = 0.
Passing to the limit as t→∞ we obtain that u (x) = 0 for all x ∈ Rd.
Existence. Let f ∈ C˜∞ (Rd). Set
u(x) =
∫ ∞
0
e−λtEf (x+ Zpit ) dt, x ∈ Rd.
By direct estimate using Ho¨lder inequality, as in Lemma 8, (4.5) readily
follows, i.e. u ∈ C˜∞ (Rd). We fix x ∈ Rd, and applying Ito formula with
e−λtf(x+ Zt), 0 ≤ t, we have for all t > 0, x ∈ Rd,
e−λtEf(x+ Zt) = f(x) +
∫ t
0
e−λsE (Lpi − λ) f (s, x+ Zs) ds
Passing to the limit as t→∞ we have
Lpiu(x)− λu (x) + f (x) = 0, x ∈ Rd.
The statement follows. 
An obvious consequence of Lemma 9 is
Corollary 5. Let f ∈ C˜∞(Rd) and
u(x) =
∫ ∞
0
e−λtEf (x+ Zpit ) dt, x ∈ Rd.
Then u ∈ C˜∞(Rd), and
Lpiu(x) = Lpi
∫ ∞
0
e−λtEf (x+ Zpit ) dt =
∫ ∞
0
e−λtELpif (x+ Zpit ) dt,
(Lpi − λ) u(x) = (Lpi − λ)
∫ ∞
0
e−λtEf (x+ Zpit ) dt
=
∫ ∞
0
e−λtE(Lpi − λ)f (x+ Zpit ) dt = −f (x) , x ∈ Rd.
4.2. L2-estimates. We derive first some L2-estimates independent of the
regularity of f . Given pi ∈ Aσ, let
ψ˜ = ψ˜
pi
= Reψpi (ξ) =
∫
[cos (2piy · ξ)− 1] pi (dy) , ξ ∈ Rd.
Let for v ∈ C˜∞ (Rd) or v ∈ C˜∞ (E) we define
|v|ψ˜,2 =
∣∣∣F−1ψ˜pivˆ∣∣∣
L2(Rd)
or |v|ψ˜,2;E =
∣∣∣F−1ψ˜pivˆ∣∣∣
L2(E)
;
in the case v ∈ C˜∞ (E), vˆ denotes Fourier transform in x.
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Lemma 10. Let pi ∈ Aσ.
a) Let f ∈ C˜∞(E) and u ∈ C˜∞(E) be the unique solution to (??), defined
in Lemma 8. Then
(4.6) |u|ψ˜,2;E ≤ |f |L2(T ) .
Moreover,
(4.7)
|u|L2(T ) ≤
(
λ−1 ∧ T ) |f |L2(T ) , |u (t)|L2(Rd) ≤ ∫ t
0
|f (s)|L2(Rd) ds, t ≥ 0,
and for t ≥ 0,
(4.8)∫ t
0
∫ ∫
[u (s, x+ y)− u (s, x)]2 pi (dy) dxds ≤
(∫ t
0
|f (s)|L2(Rd) ds
)2
.
b) Let f ∈ C˜∞(Rd) and v ∈ C˜∞(Rd) be the unique solution to (1.2),
defined in Lemma 9. Then
(4.9) |v|ψ˜,2 ≤ |f |L2(Rd) .
Moreover,
(4.10) |v|L2(Rd) ≤ (1/λ) |f |L2(Rd) ,
and
(4.11)
∫ ∫
[v (x+ y)− v (x)]2 pi (dy) dx ≤ 2
λ
|f |2
L2(Rd) .
Proof. a) Let f ∈ C˜∞(E). Taking Fourier transform in x in the representa-
tion (4.1) we find that
uˆ (t, ξ) =
∫ t
0
e−λ(t−s) exp {ψpi (ξ) (t− s)} fˆ (s, ξ) ds, (t, ξ) ∈ E.
Hence, by Ho¨lder inequality, for any (t, ξ) ∈ E,∣∣∣ψ˜pi (ξ) uˆ (t, ξ)∣∣∣2 ≤ ∣∣∣ψ˜pi (ξ)∣∣∣ ∫ t
0
exp
{
ψ˜
pi
(ξ) (t− s)
} ∣∣∣fˆ (s, ξ)∣∣∣2 ds,
and, by Fubini theorem, ∣∣∣ψ˜piuˆ∣∣∣2
L2(T )
≤
∣∣∣fˆ ∣∣∣
L2(T )
.
The inequality (4.7) is derived in Lemma 8. We derive the remaining
inequalities using chain rule and integrating. For any (t, x) ∈ E,
(4.12) u(t, x)2 = 2
∫ t
0
u(s, x) [Lpiu(s, x)− λu(s, x) + f(s, x)] ds.
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Now, for any (s, x) ∈ E, y ∈ Rd,
2u (s, x) [u(s, x+ y]− u (s, x)− χσ (y) y · ∇u (s, x)]
= − [u (s, x+ y)− u (s, x)]2(4.13)
+u (s, x+ y)2 − u (s, x)2 − χσ (y) y · ∇[u (s, x)2].
Using (4.13) and integrating both sides of (4.12) in x, we have for any
t ∈ [0, T ] ,
|u (t)|2
L2(Rd) +
∫ t
0
∫ ∫
[u (s, x+ y)− u (s, x)]2 pi (dy) dxds
≤ 2
∫ t
0
∫
f (s, x) u (s, x) dxds ≤ 2
∫ t
0
|f (s)|L2(Rd) |u (s)|L2(Rd)
≤
(∫ t
0
|f (s)|L2(Rd) ds
)2
and (4.8) follows.
b) Let f ∈ C˜∞(Rd). Taking Fourier transform in (4.4) we find that
vˆ(ξ) =
∫ ∞
0
e−λt exp {ψpi (ξ) t} fˆ (ξ) dt, ξ ∈ Rd.
Hence for any ξ ∈ Rd,∣∣∣ψ˜pi (ξ) vˆ (ξ)∣∣∣2 ≤ ∣∣∣ψ˜pi (ξ)∣∣∣ ∫ ∞
0
exp
{
ψ˜
pi
(ξ) t
} ∣∣∣fˆ (ξ)∣∣∣2 dt ≤ ∣∣∣fˆ (ξ)∣∣∣2 ,
and ∣∣∣ψ˜pivˆ∣∣∣2
L2(Rd)
≤
∣∣∣fˆ ∣∣∣
L2(Rd)
.
Inequality (4.10) was derived in Lemma 9. Multiplying both sides of (5.1)
by 2v and integrating as in the part a), we have∫ ∫
[v (x+ y)− v (x)]2 pi (dy) dx
≤ 2 |v|L2(Rd) |f |L2(Rd) ≤
2
λ
|f |2
L2(Rd) .

Remark 4. For v ∈ C˜∞ (Rd) , by Plancherel’s equality,∫ ∫
[v (x+ y)− v (x)]2 pi (dy) dx =
∫ ∫
|ei2piξ·y − 1|2pi (dy) |vˆ (ξ) |2dξ
= 2
∫ (
−ψ˜pi (ξ)
)
|vˆ (ξ)|2 dξ
= 2
∣∣∣∣√−ψ˜vˆ∣∣∣∣2
L2(Rd)
= 2 |v|2
(−ψ˜)
1/2
,2
,
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where |v|
(−ψ˜)
1/2
,2
=
∣∣∣∣F−1√−ψ˜vˆ∣∣∣∣
L2(Rd)
.
4.3. Continuity of Lpi and proof of Theorem 1. We show first the L2
continuity as follows.
Lemma 11. Let pi, pi0 ∈ Aσ. Assume there is C0 > 0 so that
|ψpi (ξ)| ≤ C0 |ψpi0 (ξ)| , ξ ∈ Rd.
Then
(4.14) |Lpiϕ|L2(Rd) ≤ C0 |Lpi0ϕ|L2(Rd) , ϕ ∈ C˜∞(Rd).
Proof. Let ϕ ∈ C˜∞ (Rd). By Plancherel equality,
|Lpiϕ|L2(Rd) = |ψpiϕˆ|L2(Rd) ≤ C0 |ψpi0ϕˆ|L2(Rd) = C0 |Lpi0ϕ|L2(Rd) .

Let pi0 ∈ Aσ, κ be a scaling function with a scaling factor l and D(κ, l)(i)-
(ii) hold for pi0. Let γ (t) = inf (s > 0 : l (s) > t) , t > 0. According to Lemma
5, for each t > 0, the associated Levy process Zpi0t has a bounded probability
density function ppi0 (t, x) , x ∈ Rd. Also, ∫ |∇ppi0 (t, x)| dx ≤ Cγ (t)−1 , t > 0,
if σ ∈ (1, 2).
Define for v ∈ C˜∞ (Rd) , λ > 0, ε ≥ 0,
Kελv (x) =
∫ ∞
ε
e−λtEv (x+ Zpi0t ) dt =
∫ ∞
ε
∫
e−λtv (x+ y) ppi0 (t, y) dydt
=
∫
v(x− y)
∫ ∞
ε
e−λtppi
∗
0 (t, y) dtdy
=
∫
v(y)
∫ ∞
ε
e−λtppi
∗
0 (t, x− y) dtdy, x ∈ Rd.
Let
T ελv (x) = L
piKελv (x) =
∫
Lpiv(x− y)
∫ ∞
ε
e−λtppi
∗
0 (t, y) dtdy
=
∫ ∞
ε
e−λt
∫
Lpippi
∗
0(t, x− y)v (y) dydt(4.15)
=
∫
mελ (x− y) v (y) dy, v ∈ C˜∞
(
Rd
)
,
with
mε (x) = mελ (x) =
∫ ∞
ε
e−λtLpippi
∗
0(t, x)dt, x ∈ Rd.
Note that according to Lemma 5b) and Corollaries 2 and 1,∫
|mελ (x)| dx <∞.
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Lemma 12. Let pi0 ∈ Aσ, κ be a scaling function with scaling factor l, and
D(κ, l) hold for pi0. Let pi ∈ Aσ be such that∫
|z|≤1
|z|α1 p˜iR(dz) +
∫
|z|>1
|z|α2 p˜iR(dz) ≤ N ∀R > 0,
where p˜iR (dy) = κ (R)piR (dy), and α1, α2 are exponents in assumption
D(κ, l) for pi0.
Then for each p ∈ (1,∞) there is a constant C = C (d, p, κ, l,N0, N,N1, c1)
such that
|T ελv|Lp ≤ C |v|Lp , v ∈ C˜∞
(
Rd
)
.
Proof. 1. First we prove the statement for p = 2. Observe that
m̂ελ (ξ) = ψ
pi (ξ)
∫ ∞
ε
exp
{
ψpi
∗
0 (ξ) t− λt
}
dt, ξ ∈ Rd.
Hence by Lemma 7 and Corollary 4 there is C = C (N, c1) such that∣∣∣m̂ελ (ξ)∣∣∣ ≤ CN2 ∣∣∣ψpi∗0 (ξ)∣∣∣ ∫ ∞
0
exp
{
ψ˜
pi∗0 (ξ) t− λt
}
dt ≤ CN2
for all ξ ∈ Rd, and
|T ελv|L2 ≤ C |v|L2 , v ∈ C˜∞
(
Rd
)
.
2. Since we already have an L2 -estimate, according to Theorem 3 of
Chapter I in [8], it suffices to show that
(4.16)
∫
|x|≥3|s|
|mελ(x− s)−mελ(x)| dx ≤ C, ∀s 6= 0.
Let s 6= 0, R = |s|. Changing the variable in (4.16), we see that we have
to prove that
(4.17) Rd
∫
|x|≥3
|mελ(R (x− sˆ))−mελ(Rx)| dx ≤ C, |sˆ| = 1, R > 0.
Let p∗R be the pdf corresponding to the Levy measure κ (R)pi∗0 (Rdy), and
let LR = Lp˜iR with p˜iR = κ (R)pi (Rdy). For R > 0, changing the variables
of integration, we have
mελ(Rx) =
∫ ∞
ε
e−λt(∇σyppi
∗
0) (t, Rx) piε (dy) dt
=
∫ ∞
ε/κ(R)
e−λκ(R)t(∇σRyppi
∗
0) (κ (R) t, Rx)piR (dy) dt
=
∫ ∞
ε/κ(R)
e−λκ(R)tR−d(LRp∗R) (t, x) dt, x ∈ Rd.
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In order to prove (3.11) it is enough to show that∫
|x|>3
∫ ∞
0
∣∣LRp∗R (t, x− sˆ)− LRp∗R (t, x)∣∣ dtdx(4.18)
≤ C, |sˆ| = 1, R > 0,
with C = C = C (d, p, κ, l,N0, N,N1) .
Let I1 = {t > 0 : γ (t) ≤ 1}, I2 = {t > 0 : γ (t) > 1}. Now,∫
|x|>3
∫ ∞
0
∣∣LRp∗R (t, x− sˆ)− LRp∗R (t, x)∣∣ dtdx
≤
∫
|x|>3
∫
I1
∣∣LRp∗R (t, x− sˆ)− LRp∗R (t, x)∣∣ dtdx
+
∫
|x|>3
∫
I2
∣∣LRp∗R (t, x− sˆ)− LRp∗R (t, x)∣∣ dtdx
= A1 +A2.
By Lemma 6,
A1 =
∫
|x|>3
∫
I1
∣∣LRp∗R (t, x− sˆ)− LRp∗R (t, x)∣∣ dtdx
≤ 2
∫
|x|>2
∫
I1
∣∣LRp∗R (t, x)∣∣ dtdx
≤ C
∫
I1
(
1 + tγ (t)−α1 + 1σ∈(1,2)γ (t)
−1
)
dt ≤ C.
By Fubini theorem,
A2 =
∫
|x|>3
∫
I2
∣∣LRp∗R (t, x− sˆ)− LRp∗R (t, x)∣∣ dtdx
≤
∫
|x|>3
∫
I2
∫ 1
0
∣∣LR∇p∗R (t, x− rsˆ)∣∣ drdtdx
≤ 2
∫
I2
∫
|x|>2
∣∣LR∇p∗R (t, x)∣∣ dxdt ≤ 2∫
I2
∣∣LR∇p∗R (t, ·)∣∣
L1
dt.
By Lemma 6,∫
I2
∣∣LR∇p∗R (t, ·)∣∣
L1
dt ≤ C
∫
I2
γ (t)−(1+α2) dt ≤ C.
The statement is proved. 
Corollary 6. Let pi0 ∈ Aσ, κ be a scaling function with scaling factor l, and
D(κ, l) hold for pi0. Let pi ∈ Aσ be such that∫
|z|≤1
|z|α1 p˜iR(dz) +
∫
|z|>1
|z|α2 p˜iR(dz) ≤ N ∀R > 0,
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where p˜iR (dy) = κ (R)piR (dy), and α1, α2 are exponents in assumption
D(κ) for pi0. Let v ∈ C˜∞
(
Rd
)
and u ∈ C˜∞ (Rd) be the unique solution to
(4.19) (Lpi0 − λ) u = v in Rd.
Then for each p ∈ (1,∞) there is a constant C = C (d, p, κ, l,N0, N,N1, c1)
such that
|Lpiu|Lp ≤ C |v|Lp .
Proof. Let v ∈ C˜∞ (Rd) , λ > 0. There is a unique u ∈ C˜∞ (Rd) solving
(4.19). According to Lemma 9,
Lpiu(x) =
∫ ∞
0
e−λtELpiv (x+ Zpi0t ) dt, x ∈ Rd.
By (4.15),
T ελv (x) =
∫
Lpiv(x− y)
∫ ∞
ε
e−λtppi
∗
0 (t, y) dtdy(4.20)
=
∫ ∞
ε
e−λtELpiv (x+ Zpi0t ) dt, x ∈ Rd.
By Lemma 12, for each p ∈ (1,∞) there is a constant C = C = C (d, p, κ, l,N0, N,N1, c1)
such that
(4.21) |T ελv|Lp ≤ C |v|Lp .
Passing to the limit in (4.21) and (4.20) as ε→ 0, we have
|Lpiu|Lp ≤ C |v|Lp .

Now we prove the continuity of Lpi-norm.
Proposition 1. Let pi0 ∈ Aσ, κ be a scaling function with scaling factor l,
and D(κ, l) hold for pi0. Let pi ∈ Aσ be such that∫
|z|≤1
|z|α1 p˜iR(dz) +
∫
|z|>1
|z|α2 p˜iR(dz) ≤ N ∀R > 0,
where p˜iR (dy) = κ (R)piR (dy), and α1, α2 are exponents in assumption
D(κ) for pi0.
Then for each p ∈ (1,∞) there is a constant C = C = C (d, p, κ, l,N0, N,N1, c1)
such that
|Lpif |Lp ≤ C |Lpi0f |Lp , f ∈ C˜∞
(
Rd
)
.
Proof. Let f ∈ C˜∞ (Rd) , λ > 0. Then v = (Lpi0 − λ) f ∈ C˜∞ (Rd), and, by
Corollary 6, there is C = C
(
d, p, κ, µ0, N2, N,C0
)
such that
|Lpif |Lp ≤ C |v|Lp = C |(Lpi0 − λ) f |Lp .
Since C does not depend on λ > 0, the statement follows. 
30 R. MIKULEVICˇIUS AND C. PHONSOM
4.3.1. Proof of Theorem 1. Existence. Let f ∈ Lp
(
Rd
)
. There is a sequence
fn ∈ C∞0
(
Rd
)
such that fn → f in Lp. For each n, there is unique un ∈
C˜∞
(
Rd
)
solving (1.2). Hence
(Lpi − λ) (un − um) = fn − fm.
By Corollary 6 and Lemma 9,
|Lpi0 (un − um)|Lp ≤ C |fn − fm|Lp → 0,
|un − um|Lp ≤
1
λ
|fn − fm|Lp → 0,
as n,m → ∞. Hence there is u ∈ Hpi0p so that un → u in Hpi0p . Using
Proposition 1, we can pass to the limit in (Lpi − λ)un = fn as n → ∞.
Obviously, (Lpi − λ)u = f in Lp.
Uniqueness. Assume u1, u2 ∈ Hpi0p
(
Rd
)
solve (1.2). Then u = u1 − u2 ∈
Hpi0p solves (L
pi − λ)u = 0, i.e. ∀ϕ ∈ C˜∞ (Rd)∫
ϕ (Lpi − λ)u =
∫
u
(
Lpi
∗ − λ
)
ϕdx = 0
According to Lemma 9,
∫
ufdx = 0 ∀f ∈ C˜∞ (Rd). Hence u = 0 a.e. The
statement is proved.
4.4. Proof of Theorem 2. Let f ∈ C˜∞ (E) and u ∈ C˜∞ (E) be the solu-
tion to
∂tu = L
piu− λu+ f in E,(4.22)
u (0, ·) = 0.
By Lemma 5, the associated process Zpit has a density function p
pi (t, x) , x ∈
Rd. Then ppi
∗
(t, x) = ppi (t,−x) , x ∈ Rd, is pdf of Zpi∗t . By Lemma 8,
u (t, x) =
∫ t
0
e−λ(t−s)Ef
(
s, x+ Zpit−s
)
ds
=
∫ t
0
∫
e−λ(t−s)f (s, x− y) ppi∗ (t− s, y) dyds
=
∫ t
0
∫
e−λ(t−s)ppi
∗
(t− s, x− y) f (s, y) dyds,
and
Lpi0u (t, x) =
∫ t
0
e−λ(t−s)ELpi0f
(
s, x+ Zpit−s
)
ds(4.23)
=
∫ t
0
∫
e−λ(t−s)Lpi0f (s, x− y) ppi∗ (t− s, y) dyds
=
∫ t
0
∫
e−λ(t−s)(Lpi0ppi
∗
) (t− s, x− y) f (s, y) dyds.
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Hence
Lpi0u (t, x) =
∫ ∞
−∞
∫
e−λ(t−s)K (t− s, x− y)χ[0,∞) (t− s) f (s, y) dsdy,
where f(s, y) = χ[0,∞) (s) f (s, y) , (s, y) ∈ Rd+1,
K (t, x) = Lpi0ppi
∗
(t, x)χ[0,∞) (t) , (t, x) ∈ Rd+1.
Let ε ∈ (0, 1),
Kε (t, x) = Lpi0ppi
∗
(t, x)χ[ε,∞) (t) , (t, x) ∈ Rd+1,
and consider for h ∈ C∞0
(
Rd+1
)
,
T ελh (t, x) =
∫ t−ε
−∞
∫
e−λ(t−s)ppi
∗
(t− s, x− y)Lpi0h (s, y) dyds(4.24)
=
∫ ∞
−∞
∫
Kελ (t− s, x− y)h (s, y) dyds, (t, x) ∈ Rd,
where Kελ (t, x) = e
−λtKε (t, x) , (t, x) ∈ R×Rd = Rd+1.
Claim 1. For each p ∈ (1,∞) there is a constant C = C (d, p, l,N,N0, N1, c1)
such that
(4.25) |T ελh|Lp ≤ C |h|Lp , h ∈ C∞0
(
Rd+1
)
,
here Lp = Lp
(
Rd+1
)
.
Proof. We will apply Calderon-Zygmund theorem (see Theorem 5 in Appen-
dix). First we will prove the estimate in L2. Then, according to Theorem 5,
the proof reduces to verification of Ho¨rmander condition (see below).
1. We start with p = 2. Obviously,∣∣∣T̂ ελh (t, ξ)∣∣∣ ≤ ∫ t
−∞
e−λ(t−s)|ψpi0 (ξ) | exp
{
Reψpi
∗
(ξ) (t− s)
} ∣∣∣hˆ (s, ξ)∣∣∣ ds,
(t, ξ) ∈ E. Hence by Ho¨lder inequality, Fubini theorem, Lemma 7 and
Corollary 4, we have |ψpi0 (ξ) | ≤ C|Reψpi∗ (ξ) |, ξ ∈ Rd, for some C =
C (N, c1, l) and ∣∣∣T̂ ελh∣∣∣2
L2
≤ C |h|L2(T ) ,
i.e., (4.25) follows (cf. the proof of Lemma 10).
2. We prove (4.25) for p ∈ (1, 2) using a version of Calderon-Zygmund
theorem (Theorem 5 in Appendix). Let Q be the collection of sets Qδ =
Qδ (t, x) = (t− κ (δ) , t+ κ (δ))×Bδ (x) , (t, x) ∈ R×Rd = Rd+1, δ > 0.
Note
(i) (t, x) /∈ (s− κ (cδ) , s+ κ (cδ)) × Bcδ (y) ⇐⇒ (t− s, x− y) /∈ Qcδ (0)
⇐⇒ |t− s| ≥ κ (cδ) or |x− y| ≥ cδ;
(ii) (s¯, y¯) ∈ Qδ (s, y) ⇐⇒ (s¯− s, y¯ − y) ∈ Qδ (0) ⇐⇒ |s − s¯| < κ (δ) and
|y − y¯| < δ.
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According to Theorem 5, it is enough to show
(4.26)∫
χQcδ(0)c (t− s, x− y) |Kελ (t− s¯, x− y¯)−Kελ (t− s, x− y)| dxdt ≤ A
for all (s¯, y¯) ∈ Qδ (s, y) ⇐⇒ (s¯− s, y¯ − y) ∈ Qδ (0). Equivalently, we have
to prove that∫
χQcδ(0)c (t, x) |Kελ (t− s˜, x− y˜))−Kελ (t, x)| dxdt
= δdκ (δ)
∫
χQcδ(0)c (κ (δ) t, δx)
∣∣∣Kε,δλ (t− sˆ, x− yˆ))−Kε,δλ (t, x)∣∣∣ dxdt
≤ A ∀ |sˆ| ≤ 1, |yˆ| ≤ 1,
where
Kε,δλ (t, x) = K
ε
λ (κ (δ) t, δx) , (t, x) ∈ Rd+1.
Fix c > 4 such that (c¯ − 1,∞) ⊆ I2 with c¯ = l (1/c)−1 > 3. Let G =
(−c¯, c¯) × Bc (0) . Since χG (t, x) ≤ χQcδ(0) (κ (δ) t, δx), it is enough to prove
that
(4.27) δdκ (δ)
∫
Rd+1
χGc (t, x)
∣∣∣Kε,δλ (t− sˆ, x− yˆ))−Kε,δλ (t, x)∣∣∣ dxdt ≤ A
for all |sˆ| ≤ 1, |yˆ| ≤ 1. Since
δdκ (δ)Kε,δλ (t, x) = e
−λtL0,δpp˜i
∗
δ (t, x)χ(ε/κ(δ),∞) (t) , (t, x) ∈ Rd+1,
with L0,δ = Lp˜i0;δ , p˜i0;δ (dy) = κ (δ) pi0 (δdy) , p˜i
∗
δ (dy) = κ (δ)pi
∗ (δdy) , we
rewrite (4.27) as
B =
∫
Rd+1
χGc (t, x) |e−λ(t−sˆ)L0,δppi
∗
δ (t− sˆ, x− yˆ)χ(ε/κ(δ),∞) (t− sˆ)
−e−λtL0,δppi∗δ (t, x)χ(ε/κ(δ),∞) (t) |dxdt(4.28)
≤ A
Since Gc ⊆ {(t, x) : |t| ≤ c¯, |x| ≥ 3} ∪ {(t, x) : |t| ≥ c¯} = G1 ∪G2,
B ≤
∫
G1
...+
∫
G2
... = B1 +B2.
By Lemma 6 a),
B1 ≤ 2
∫ c¯+1
0
∫
|x|>2
∣∣∣L0,δppi∗δ (t, x)∣∣∣ dtdx
≤ C
∫ c¯+1
0
(
1 + tγ (t)−α1 + 1σ∈(1,2)γ (t)
−1
)
dt.
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Estimate of B2. We have
B2
≤
∫ ∞
c¯
∫
|L0,δppi∗δ (t, x) |
∣∣∣χ(ε/κ(δ),∞) (t)− χ(ε/κ(δ),∞) (t− sˆ)∣∣∣ dtdx
+
∫ ∞
c¯
∫
|e−λ(t−sˆ)L0,δppi∗δ (t− sˆ, x− yˆ)− e−λtL0,δppi∗δ (t, x) |dtdx
= B21 +B22.
Then B21 ≤ C by Lemma 5 b). Since
e−λ(t−sˆ)L0,δppi
∗
δ (t− sˆ, x− yˆ)− e−λtL0,δppi∗δ (t, x)
=
∫ 1
0
[−λe−λ(t−rsˆ)L0,δppi∗δ (t− rsˆ, x− ryˆ)
+e−λ(t−rsˆ)L0,δ∂tp
pi∗δ (t− rsˆ, x− ryˆ)](−sˆ)dr
+
∫ 1
0
e−λ(t−rsˆ)yˆ · L0,δ∇ppi∗δ (t− rsˆ, x− ryˆ) dr
we have
B22
≤
∫ ∞
c¯
∫ ∫ 1
0
λe−λ(t−rsˆ)|L0,δppi∗δ (t− rsˆ, x− ryˆ)|drdtdx
+
∫ ∞
c¯
∫ ∫ 1
0
|L0,δ∂tppi∗δ (t− rs, x− ryˆ) |drdtdx
+
∫ ∞
c¯
∫ ∫ 1
0
|L0,δ∇ppi∗δ (t− rsˆ, x− ryˆ) |drdtdx
= b1 + b2 + b3.
By Lemma 5 b),
b1 ≤
∫ ∞
c¯−1
∫
λe−λt|L0,δppi∗δ (t, x)|dtdx ≤ C.
Since ∂tp
pi∗ (t, x) = Lpip (t, x) , t > 0, we have by Lemma 6 c),
b2 =
∫ ∞
c¯
∫ ∫ 1
0
|L0,δLpiδppi∗δ (t− rs, x− ryˆ) |drdtdx
≤
∫ ∞
c¯−1
∫
|L0,δLpiδppi∗δ (t, x) |dtdx ≤ C
∫ ∞
c¯−1
γ (t)−2α2 dt.
Finally, by Lemma 6 b),
b3 ≤
∫ ∞
c¯−1
∫
|L0,δ∇ppi∗δ (t, x) |dtdx
≤ C
∫ ∞
c¯−1
γ (t)−1−α2 dt.
Claim is proved for p ∈ (1, 2) by Theorem 5.
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3. We prove the statement for p > 2 in a standard way (by duality
argument). First note that
Lpi0ppi
∗
(t,−x) = Lpi∗0ppi (t, x) , (t, x) ∈ Rd+1,
and let
K˜ε (t, x) = Kε (t,−x) = Lpi∗0ppi (t, x)χ[ε,∞) (t) , (t, x) ∈ Rd+1,
and
T˜ ελg (s, y) =
∫
e−λ(s−t)K˜ε (s− t, y − x) g (t, x) dtdx, (s, y) ∈ Rd+1.
Let 1/p+1/q = 1, h, g ∈ C∞0
(
Rd+1
)
. Then, denoting g˜ (t, x) = g (−t, x) , (t, x) ∈
Rd+1, we have (by Fubini theorem and changing the variable of integration)∫
T ελh (t, x) g (t, x) dtdx
=
∫ ∫
e−λ(t−s)Kε (t− s, x− y) h (s, y) dsdyg (t, x) dtdx
=
∫ ∫
e−λ(s−t)K˜ε (s− t, y − x) g (−t, x) dtdxh (−s, y) dsdy
=
∫
T˜ ελ g˜ (s, y)h (−s, y) dsdy,
and (4.25) holds for T˜ ελ and q ∈ (1, 2) (see Corollary 4). Hence by Ho¨lder
inequality, ∣∣∣∣∫ T ελh (t, x) g (t, x) dtdx∣∣∣∣
≤
∣∣∣T˜ ελ g˜∣∣∣
Lq
|h|Lp ≤ C |g|Lq |h|Lp ,
and (4.25) holds for p > 2 as well, that is for all p ∈ (1,∞). The claim is
proved. 
Now, we see that for h (t, x) = χ[0,T ] (t) f (t, x) with f ∈ C˜ (E) ,
(4.29) T ελh (t, x) =
∫ t−ε
0
e−λ(t−s)ELpi0f
(
s, x+ Zpit−s
)
ds, (t, x) ∈ E.
If u ∈ C˜∞ (E) solves (4.22), then
(4.30) Lpi0u (t, x) =
∫ t
0
e−λ(t−s)ELpi0f
(
s, x+ Zpit−s
)
ds,
and |T ελh− Lpi0u|Lp → 0 as ε→ 0. Since the constant C = C (d, p, l,N,N0, N1, c1)
in the above Claim 1 does not depend on ε, passing to the limit in it we get
the estimate
(4.31) |Lpi0u|Lp ≤ C |f |Lp .
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We finish the proof of Theorem 2 the same way as the proof of Theorem
1. Let f ∈ Lp
(
Rd
)
. There is a sequence fn ∈ C˜∞ (E) such that fn → f in
Lp (E). For each n, there is unique un ∈ C˜∞ (E) solving (1.1). Hence
∂t (un − um) = (Lpi − λ) (un − um) + fn − fm.
By (4.31) and Lemma 8,
|Lpi0 (un − um)|Lp(E) ≤ C |fn − fm|Lp(E) → 0,(4.32)
|un − um|Lp(E) ≤
(
1
λ
∧ T
)
|fn − fm|Lp(E) → 0,
|un (t)− um (t)|Lp(Rd) ≤ |fn − fm|Lp(E) ∀t ∈ [0, T ] ,
as n,m→∞. Hence there is u ∈ Hpi0p so that un → u in Hpi0p . Moreover,
(4.33) sup
t≤T
|un (t)− u (t)|Lp(Rd) → 0,
and, according to Proposition 1,
(4.34) |Lpif |Lp(E) ≤ C |Lpi0f |Lp(E) , f ∈ C˜∞ (E) .
Hence (see (4.32)-(4.34)) we can pass to the limit in the equation
(4.35) un (t) =
∫ t
0
[Lpiun (s)− λun (s) + fn (s)]ds, 0 ≤ t ≤ T.
Obviously, (4.35) holds for u and f . We proved the existence part of Theo-
rem 2.
Uniqueness. Assume u1, u2 ∈ Hpi0p solve (1.1). Then u = u1 − u2 ∈
Hpi0p solves (4.22) with f = 0. Now, let ϕ ∈ C˜∞ (E), and ϕ˜ (t, x) =
ϕ (T − t, x) , (t, x) ∈ E. By Lemma 8, there is unique v˜ ∈ C˜∞ (E) solving
(4.22) with f = ϕ˜ and pi∗ instead of pi. Let v (t, x) = v˜ (T − t, x) , (t, x) ∈ E.
Then ∂tv+L
pi∗v− λv+ ϕ = 0 in E and v (T ) = v (T, ·) = 0. Integrating by
parts, ∫
E
ϕu =
∫
E
u
(
−∂tv − Lpi∗v + λv
)
=
∫
E
v (∂tu− Lpiu+ λu) = 0.
Hence
∫
E uϕdx = 0 ∀ϕ ∈ C˜∞ (E). Hence u = 0 a.e. Theorem 2 is proved.
5. Appendix
Given a function κ : (0,∞) → (0,∞), consider the collection Q of sets
Qδ = Qδ (t, x) = (t− κ (δ) , t+ κ (δ))×Bδ (x) , (t, x) ∈ R×Rd = Rd+1, δ >
0. The volume |Qδ (t, x)| = c0κ (δ) δd. We will need the following assump-
tions.
A1. κ is continuous, limδ→0 κ (δ) = 0 and limδ→∞ κ (δ) =∞.
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A2. There is a constant C1 and a nondecreasing continuous function
l (ε) , ε > 0, such that limε→0 l (ε) = 0 and
κ (εr) ≤ l (ε) κ(r), r > 0, ε > 0.
Since Qδ (t, x) not ”exactly” increases in δ, we present the basic estimates
involving maximal functions based on the system Q = {Qδ}.
5.1. Vitali Lemma, maximal functions. We start with engulfing prop-
erty.
Lemma 13. Let A2 hold. If Qδ (t, x)∩Qδ′ (r, z) 6= ∅ with δ′ ≤ δ, then there
is K0 ≥ 3 such that QK0δ (t, x) contains both, Qδ (t, x) and Qδ′ (r, z) , and
|Qδ (t, x)| ≤ |QK0δ (t, x)| ≤ Kd0 l (K0) |Qδ (t, x)| .
Proof. Let (s, y) ∈ Qδ (t, x) ∩ Qδ′ (r, z) with δ′ ≤ δ. If (r′, z′) ∈ Qδ′ (r, z),
then |z′ − x| ≤ 3δ, and using A2,∣∣r′ − t∣∣ ≤ ∣∣r′ − r∣∣+ |r − s|+ |s− t| ≤ 2κ (δ′)+ κ (δ) ≤ [2l (1) + 1]κ (δ) .
We choose K0 ≥ 3 so that [2l (1) + 1]l(1/K0) ≤ 1. By A2,
[2l (1) + 1]κ (δ) ≤ [2l (1) + 1]l(1/K0)κ (K0δ) ≤ κ (K0δ) .
Hence Qδ′ (r, z) ⊆ QK0δ (t, x) and, obviously, Qδ (t, x) ⊆ QK0δ (t, x). Also,
|QK0δ (t, x)| = c0Kd0δdκ(K0δ) ≤ c0Kd0δdl(K0)κ(δ) = Kd0 l(K0) |Qδ (t, x)| .

Now, following 3.1.1 in [8], we prove Vitali covering lemma.
Lemma 14. Let E ⊆ R×Rd be a union of a finite collection {Q′} of sets
from the system {Qδ (t, x) : (t, x) ∈ Rd+1, δ > 0} and A2 hold.
There is a positive c = 1
Kd0 l(K0)
and a disjoint subcollection{
Qk = Qδk (tk, xk) , 1 ≤ k ≤ m
}
such that
m∑
k=1
∣∣∣Qk∣∣∣ ≥ c |E| .
Proof. Let Q1 = Qδ1 (t1, x1) be the set of the collection {Q′} with maximal
δ. Let Q2 = Qδ2 (t2, x2) be the set with maximal δ among remaining sets
in {Q′} that do not intersect Q1. According to Lemma 13, QK0δ1 (t1, x1)
contains Q1 and all Qδ in {Q′} that intersect Q1 and such that δ ≤ δ1. Con-
tinuing we get QK0δk (tk, xk) containing Q
k = Qδk (tk, xk) and all Qδ in {Q′}
that intersect Qk and such that δ ≤ δk. So we obtain a finite disjoint subcol-
lection
{
Qk = Qδk (tk, xk) , 1 ≤ k ≤ m
}
such that ∪mk=1QK0δk (tk, xk) ⊇ Qδ
for any Qδ in {Q′} . Hence ∪mk=1QK0δk (tk, xk) ⊇ E, and by Lemma 13,
|E| ≤
m∑
k=1
|QK0δk | ≤ Kd0 l (K0)
m∑
k=1
∣∣∣Qk∣∣∣ .

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Remark 5. The statement of the Lemma 14 still holds if instead of A2 we
assume that there is a constant C so that Cκ (δ) ≥ κ (δ′) whenever δ ≥ δ′.
Following [8], for a locally integrable function f (t, x) on Rd+1 we define
(Aδf) (t, x) =
1
|Qδ (t, x)|
∫
Qδ(t,x)
f (s, y) dsdy, (t, x) ∈ R×Rd, δ > 0
and the maximal function of f by
Mf (t, x) = sup
δ>0
(Aδ |f |) (t, x), (t, x) ∈ Rd+1.
We use collection Q to define a larger, noncentered maximal function of f ,
as
M˜f (t, x) = sup
(t,x)∈Q
1
|Q|
∫
Q
|f (s, y) |dsdy, (t, x) ∈ Rd+1,
where sup is taken over all Q ∈ Q that contain (t, x).
Remark 6. Let A2 hold and K0 be a constant in Lemma 13. For a locally
integrable f on Rd+1,
Mf ≤ M˜f ≤ 1
Kd0 l (K0)
Mf.
Indeed, if (t, x) ∈ Q′=Qδ (t′, x′), then by Lemma 13
1
|Q′|
∫
Q′
|f | ≤ K
d
0 l (K0)
|QK0δ (t, x)|
∫
QK0δ(t,x)
|f | .
Note M˜f is lower semicontinuous as a sup of lower semicontinuous func-
tions.
Theorem 1.3.1 in [8] holds for Q (we sketch its proof).
Theorem 3. Let A2 hold and f be measurable function on Rd+1 = R×Rd.
(a) If f ∈ Lp, 1 ≤ p ≤ ∞, then Mf is finite a.e.
(b) If f ∈ L1, then for every α > 0,
|{Mf (t, x) > α}| ≤ c
α
∫
|f |dm.
(c) If f ∈ Lp, 1 < p ≤ ∞, then Mf ∈ Lp and
|Mf |Lp ≤ Np |f |Lp ,
where Np depends only on p, l and K0.
Proof. (b) Let Eα =
{
M˜f (t, x) > α
}
and E ⊆ Eα be any compact subset.
Since M˜f is lower semicontinuous, Eα is open. By definition of M˜f for
each (t, x) ∈ E, there is Q ∈ Q so that (t, x) ∈ Q and
|Q| ≤ 1
α
∫
Q
|f | .
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SinceE is compact there exist a finite numberQδ1 (t1, x1) , . . . , Qδn (tn, xn) ∈
Q so that E ⊆ ∪nj=1Qδj (tj , xj). By Lemma 14, there is a subcovering of
disjoint sets Q1, . . . , Qm so that
|E| ≤ c
m∑
k=1
∣∣∣Qk∣∣∣ ≤ c
α
m∑
k=1
∫
Qk
|f | ≤ c
α
∫
|f | .
with c = Kd0 l (K0). Taking sup over all such compacts E we get (b).
c) Let f1 = fχ{|f |>α/2}. Note that M˜f ≤ M˜f1 + α2 . Hence by part (b)∣∣∣{M˜f > α}∣∣∣ ≤ ∣∣∣{M˜f1 > α/2}∣∣∣ ≤ 2c
α
∫
|f |>α/2
|f | dm.
On the other hand,∫ (
M˜f
)p
= p
∫ ∞
0
∣∣∣{M˜f > α}∣∣∣αp−1dα ≤ p2c
α
∫ ∞
0
∫
|f |>α/2
|f |αp−1dα
= 2cp
∫ ∫ 2|f |
0
αp−2dα |f | = c p
p− 12
p
∫
|f |p .

Corollary 7. Let f ∈ L1. Then
lim
δ→0
Aδf (t, x) = f (t, x) a.e.
and |f (t, x)| ≤ Mf (t, x) a.e. Moreover, for every α > 0,∣∣∣{M˜f (t, x) > α}∣∣∣ ≤ 2c
α
∫
{M˜f(t,x)>α/2}
|f |dm,
where c is a constant in Theorem 3.
Proof. Let f ∈ L1, ε > 0. There is g ∈ Cc
(
Rd+1
)
so that |f − g|L1 ≤ ε. Let
η > 0. Since g is uniformly continuous, for all (t, x)
|Aδg (t, x)− g (t, x)|
≤ 1|Qδ (t, x)|
∫
Qδ(t,x)
|g (s, y)− g (t, x)| dsdy ≤ η
if δ ≤ δ0 for some δ0 > 0. Hence supt,x |Aδg (t, x)− g (t, x)| → 0 as δ → 0.
Now for (t, x) ∈ Rd+1,
lim sup
δ→0
|Aδf (t, x)− f (t, x)|
≤ lim sup
δ→0
|Aδf (t, x)−Aδg (t, x)|+ |g (t, x)− f (t, x)|
≤ M (f − g) (t, x) + |g (t, x)− f (t, x)| .
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Hence for any α > 0, by Theorem 3,∣∣∣∣{lim sup
δ→0
|Aδf (t, x)− f (t, x)| > α
}∣∣∣∣
≤ |{M (f − g) > α/2}|+ |{|g − f | > α/2}|
≤ 2cε
α
+
2ε
α
.
Since ε and α are arbitrary, it follows that lim supδ→0 |Aδf (t, x)− f (t, x)| =
0 a.e. Hence for almost all (t, x) ,
|f (t, x)| =
∣∣∣∣limδ→0Aδf (t, x)
∣∣∣∣ ≤ limδ→0 1|Qδ (t, x)|
∫
Qδ(t,x)
|f (t, y)| dtdy
≤ sup
δ>0
1
|Qδ (t, x)|
∫
Qδ(t,x)
|f (t, y)| dtdy =Mf (t, x) .
Finally, for f1 = fχ{|f |>α/2} we have M˜f ≤ M˜f1 + α2 , and by Theorem
3(b),∣∣∣{M˜f > α}∣∣∣ ≤ ∣∣∣{M˜f1 > α/2}∣∣∣ ≤ 2c
α
∫
|f |>α/2
|f | dm ≤ 2c
α
∫
M˜f>α/2
|f | dm.

5.2. Calderon-Zygmund decomposition. Assume A1, A2 hold. Let
F ⊆ R×Rd be closed and O = F c = Rd+1\F. For (t, x) ∈ O, let
D (t, x) = inf {δ > 0 : Qδ (t, x) ∩ F 6= ∅} .
For each (t, x) ∈ O, D (t, x) ∈ (0,∞). Let K0 be a constant in Lemma 13.
We fix A > 1 so that l (1/A) < 1 and ε > 0 so that l (2K0ε) < 1, ε ≤ 14AK30 <
1. Then, denoting D = D(t, x), we have
κ (εD) ≤ l (2ε)κ (D/2) ≤ κ
(
D
2
)
, κ (εD) ≤ l (ε)κ (D) ≤ κ (D) ,
κ(D) ≤ l (1/A) κ (AD) < κ (AD) ,
and
κ (εD) ≤ l (2K0ε) κ (D/2K0) ≤ κ (D/2K0) .
Consider the covering QεD(t,x) (t, x) , (t, x) ∈ O, of O. Let
Qk = QεD(tk ,xk) (tk, xk) , k ≥ 1,
be its maximal disjoint subcollection: for any QεD(t,x) (t, x) there is k so
that Qε(t, x) ∩Qk 6= ∅. Let
Q∗k = QD(tk ,xk)/2 (tk, xk) , Q
∗∗k = QAD(tk ,xk) (tk, xk) .
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Note that Qk ⊆ Q∗k ⊆ QD(tk ,xk) (tk, xk) ⊆ O,Q∗∗k ∩ F 6= ∅. We will show
that ∪kQ∗k = O. Let (t, x) ∈ O and QεD(tkxk) (tk, xk) ∩ QεD(t,x) (t, x) 6= ∅
for some k. Since
QεD(tk ,xk) (tk, xk) ⊆ QD(tk ,xk) (tk, xk) ⊆ QAD(tk ,xk) (tk, xk) ,
QεD(t,x) (t, x) ⊆ QD(t,x)/(2K0),
it follows that
QD(t,x)/(2K0) (t, x) ∩QAD(tk ,xk) (tk, xk) 6= ∅.
We show by contradiction that AD (tk, xk) ≥ D (t, x) /2K0. If not so,
then AD (tk, xk) < D (t, x) /2K0, and, by Lemma 13, QD(t,x)/2K0 (t, x)
and QAD(tk,xk) (tk, xk) are contained in QD(t,x)/2(t, x) ⊆ O: a contradiction
to QAD(tk,xk) (tk, xk) ∩ F 6= ∅. Therefore AD (tk, xk) ≥ D (t, x) /2K0 and
2AK0εD (tk, xk) ≥ εD (t, x). Now, QεD(tkxk) (tk, xk) ⊆ Q2AK0εD(tkxk) (tk, xk)
and QεD(tkxk) (tk, xk) ∩ QεD(t,x) (t, x) 6= ∅ . Hence by Lemma 13, QεD(t,x)
is contained in Q2AK20εD(tk,xk) (tk, xk). Since 2AK
2
0ε ≤ 12K0 , it follows by
Lemma 1 that
QεD(t,x) (t, x) ⊆ Q2AK20εD(tk ,xk) (tk, xk) ⊆ QD(tk ,xk)/2 (tk, xk) = Q
∗k.
So we proved the following statement.
Lemma 15. Assume A1, A2 hold. Given a closed nonempty F , there are
sequences Qk, Q∗k and Q∗∗k in Q having the same center but with radius
expanded by the same factor c∗∗1 > c
∗
1 > c1 so that Q
k ⊆ Q∗k ⊆ Q∗∗k (all of
them are of the form QbD(tk ,xk) (tk, xk) with b = c1, c
∗
1, c
∗∗
1 correspondingly)
and
(a) the sets Qk are disjoint.
(b) ∪kQ∗k = O = F c.
(c) Q∗∗k ∩ F 6= ∅ for each k.
Remark 7. Assume A1, A2 hold and Qk ⊆ Q∗k ⊆ Q∗∗k be the sequences
in Q from Lemma 15. It is easy to find a sequence of disjoint measurable
sets Ck so that Qk ⊆ Ck ⊆ Q∗k and ∪kCk = O. For example (see Remark,
p. 15, in [8]),
Ck = Q∗k ∩ (∪j<kCj)c ∩ (∪j>kQj)c .
Now we derive Calderon-Zygmund decomposition for Q.
Theorem 4. Assume A1, A2 hold. Let f ∈ L1
(
R×Rd), α > 0 and
Oα =
{
M˜f > α
}
. Consider the sets Qk ⊆ Ck ⊆ Q∗k ⊆ O of Lemma 15
and Remark 7 associated to Oα.
There is a decomposition f = g + b with
(5.1) g (x) =
{
f(x) if x /∈ Oα,
1
|Ck|
∫
Ck f if x ∈ Ck, k ≥ 1,
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and with b =
∑
k bk, where
(5.2) bk = χCk
[
f (x)− 1|Ck|
∫
Ck
f
]
, k ≥ 1,
(note Ck are disjoint, ∪kCk = Oα). Also,
(i) |g (x)| ≤ cα for a.e. x.
(ii) support(bk) ⊆ Q∗k,∫
bk = 0 and
∫
|bk| ≤ cα
∣∣∣Q∗k∣∣∣ .
(iii)
∑
k
∣∣Q∗k∣∣ ≤ cα ∫ |f | .
Proof. The set Oα =
{
M˜f > α
}
is open. We cab apply Lemma 15 and
Remark 7 to it and consider the sets Qk ⊆ Ck ⊆ Q∗k ⊆ Eα with Ck disjoint
and ∪kCk = Eα.
Define g by (5.2). Hence f = g+
∑
k bk with bk given by (5.2). Obviously∑
k
∣∣∣Qk∣∣∣ ≤ |Eα| .
(i) By Corollary 7, |f (x)| ≤ α a.e. on Ocα =
{
M˜f (t, x) ≤ α
}
. Hence: so
|g (x)| ≤ α a.e. on Ecα. On the other hand, if Q∗∗k ∈ Q is the sequence of
Lemma 15, then
1
|Q∗∗k|
∫
Q∗∗k
|f | ≤ α
because Q∗∗k∩Ocα 6= ∅ and M˜f (t, x) ≤ α on Ocα (the definition of M˜ implies
it). Since
∣∣Qk∣∣ ≤ ∣∣Ck∣∣ ≤ ∣∣Q∗k∣∣ ≤ ∣∣Q∗∗k∣∣ ≤ l ( c∗∗1c1 ) ∣∣Qk∣∣ and Ck ⊆ Q∗∗k, it
follows that
|g| ≤ c¯α.
(ii) Only inequality is not trivial:∫
|bk| ≤ 2
∫
Ck
|f | ≤ 2
∣∣∣Q∗∗k∣∣∣ 1|Q∗∗k|
∫
Q∗∗k
|f | ≤ cα
∣∣∣Q∗k∣∣∣ .
(iii) We have
|Oα| =
∣∣∣{M˜f (t, x) > α}∣∣∣ ≥∑
k
∣∣∣Qk∣∣∣ ≥ c˜∑
k
∣∣∣Q∗k∣∣∣
and the inequality follows by Theorem 3. 
42 R. MIKULEVICˇIUS AND C. PHONSOM
5.3. Lp-estimates. Let now
(Tf) (t, x) =
∫
Rd+1
K (t, x, s, y) f (s, y) dsdy, (t, x) ∈ Rd+1.
We assume that T is defined and bounded on Lq:
(5.3) |Tf |Lq ≤ C |f |Lq , f ∈ Lq.
In addition, we assume that there is a constant A > 0 so that (denoting
(sk, yk) the center of Q
∗
k,
(5.4) sup
(s,y)∈Q∗k
∫
(Q∗∗k )
c
|K (t, x, s, y)−K (t, x, sk, yk) |dtdx ≤ A.
The assumption (5.4) holds if there are constants c > 1, A > 0 so that for
any Qδ ∈ Q,
(5.5)∫
Rd+1\Qcδ(s,y)
|K (t, x, s¯, y¯)−K (t, x, s, y)| dxdt ≤ A ∀(s¯, y¯) ∈ Qδ (s, y)
Theorem 5. Let A1, A2, (5.3) and (5.5) hold. Then T is bounded in
Lp-norm on Lp ∩ Lq if 1 < p < q. More precisely,
|T (f)|Lp ≤ Ap |f |Lp , f ∈ Lp ∩ Lq, 1 < p < q,
where Ap depends only on the constant A and p.
Proof. As [8] says, it is enough to prove that
m (|Tf | > α) ≤ A
′
α
∫
|f | dx, f ∈ L1 ∩ Lq, α > 0,
where A′ depends on A.
For a large constant c′ (to be determined) we estimate m (|Tf | > c′α).
For a fixed α > 0 we consider the decomposition f = g + b in Theorem 4.
First note that
m (∪nQ∗∗n ) ≤
∑
n
m (Q∗∗n ) ≤ c
∑
n
m (Q∗n) ≤
c
α
∫
|f | .
It is enough to show that∣∣{|Tg| > (c′/2)α}∣∣+ ∣∣{|Tb| > (c′/2)α}∣∣ ≤ A′/α ∫ |f | dx.
First g ∈ Lq. Indeed,∫
|g|q dx =
∫
(∪kQ∗k)
c
|g|q +
∫
∪kCk
|g|q ≤ cαq−1
∫
|f |
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because ∫
(∪kQ∗k)
c
|g|q ≤ cαq−1
∫
(∪kQ∗k)
c
|f |,∫
∪kQ
∗
k
|g|q ≤ cαq
∑
k
|Q∗k| ≤ cαq−1
∫
|f | .
By Chebyshev inequality,∣∣{|Tg| > (c′/2)α}∣∣ ≤ (c′α
2
)−q
|Tg|qLq ≤
(
c′α
2
)−q
Aq |g|qLq
≤ c
(
c′α
2
)−q
Aqαq−1
∫
|f | ≤ A
′
α
|f |L1 .
Now, ∫
(∪kQ∗∗k )
c
|Tb| ≤
∑
k
∫
(Q∗∗k )
c
|Tbk|
Since for x /∈ Q∗k, denoting by (sk, yk) the center of Q∗k (and Q∗∗k ), we have.
denoting fk = 1/
∣∣Ck∣∣ ∫Ck f ,
Tbk =
∫
Ck
K (t, x, s, y) [f (s, y)− fk]dsdy
=
∫
Ck
[K (t, x, s, y)−K (t, x, sk, yk)][f (s, y)− fk]dsdy
and∫
(Q∗∗k )
c
|Tbk| dx ≤
∫
|bk| dsdy sup
(s,y)∈Q∗k
∫
(Q∗∗k )
c
|K (t, x, s, y)−K (t, x, sk, yk) |dtdx
≤ cAα |Q∗k| .
Hence ∫
(∪kQ∗∗k )
c
|Tb| ≤ cAα
∑
k
|Q∗k| ≤ cA
∫
|f | .

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