Abstract. This paper describes the application of a numerical method for the solution of the nonlinear Fokker-Planck-Kolmogorov (FPK) equations of Probabilistic Elastoplasticity. We employ both a collocation and a Galerkin approach that utilize radial basis functions (RBFs) of various types, while time integration is achieved with the Crank-Nicolson scheme. The efficiency of the solution is demonstrated through simple linear elastic and elastic-perfectly plastic examples of various dimensionalities. In addition, we briefly address the accuracy and stability of the method with respect to the choice of RBF and the associated shape parameter. Finally, we provide a comparison with conventional solutions of the FPK equation to indicate the superiority of the approach.
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INTRODUCTION
Deterministic elastoplasticity has seen considerable advances during the last decades and advanced constitutive models are now able to capture the most inctricate aspects of material behaviour. However, most materials in nature are heterogeneous and thus inherently uncertain, which renders the treatment of uncertainty in this framework a necessity. Calibrating the components (elasticity, yield function, flow rule) of such a model by simply taking the mean of an experimental data set leads to a poor prediction of the actual response of a system. So far most of the available approaches regarding the modeling of stochastic irreversible behaviour has been based on Monte Carlo methods [1, 2] . The first attempt to propagate the uncertainties through elastoplastic constitutive equations was made by Anders and Hori, [3] who relied on a bounding media analysis. Later, Jeremić et al., [4, 5] developed a second-order exact E-L form of the Fokker-Planck-Kolmogorov (FPK) equation for the general elastoplastic constitutive rate equation. Finally, Rosić and Matthies, [6] presented the variational theory behind the mixed-hardening stochastic plasticity problem along with stochastic versions of the relevant established computational algorithms.
In this work, we deal with the FPK approach for stochastic plasticity. Its numerical solution is known to be computationally demanding especially in high dimensionalities and a number of solution procedures have been applied in the past. Traditionally it has been solved using the finite difference or finite element method [7, 8, 9] , while a few researchers have also applied the path integration method [10, 11] as well as a multiscale finite element approach [12] . Only lately researchers have used a radial basis function (RBF) approach [13, 14] as well as a hybrid spectral-finite difference method [15] . Especially for high dimensional problems, researchers have combined sparse grid quadrature with several of the above techniques [16] .
This work is divided into a theoretical part, where the basic features of FPK-based probabilistic elastoplasticity are laid out and a numerical part, which involves the application of a meshfree RBF-based solution, including convergence and basic stability analysis. Results of probabilistic constitutive integration are presented and verified against pertinent Monte Carlo simulations (MCS).
THEORY
The incremental form of spatial-average elastoplastic constitutive equation in 3D may be written as
where D ijkl is the continuum stiffness tensor which can be either elastic or elasto-plastic
where D el ijkl is the elastic stiffness tensor, f is the yield function, which is a function of stress σ ij and internal variables q * and U is the plastic potential function. In its most general form, the incremental constitutive equation takes the form
where the stochasticity of the operator β is induced by the stochasticity of D ijkl , q * , r * . This renders the above equation a linear/non-linear ordinary differential equation with stochastic coefficients. Similarly randomness in the forcing term ( kl ) results in a linear/non-linear ordinary differential equation with stochastic forcing. Combining the two cases yields, of course, a linear/non-linear ordinary differential equation with stochastic coefficients and stochastic forcing. Using the Eulerian-Lagrangian form of the FPK equation [17] , the above equation takes the following form in the probability density space
where P (σ(t), t) is the probability density of stress, · is the expectation operator, Cov 0 [·] is the time-ordered covariance operator and η ij is a generalized random operator tensor (see previous equation). Details of this derivation can be found in [4] . The above equation is equivalent to the following simplified version:
where N (1) and N (2) are appropriate advection and diffusion coefficients respectively. With appropriate initial and boundary conditions, and given the second-order statistics of material properties,the equation can be solved with second-order accuracy. The advection and diffusion coefficients are particular to the constitutive model.
To introduce the uncertainty in the probabilistic yielding we apply the probability of yielding as a weight factor in the plastic corrector, denoted by D pl ijkl . This allows us to derive the stochastic elastoplastic stiffness tensor:
where e.g for J 2 plasticity:
Introducing Eq. (7) to Eq. (6) we can derive the general form of the elastoplastic advection and diffusion coefficients as follows:
Assuming a linear elastic stiffness tensor the above simplifies to
For the elastoplastic diffusion coefficient we have:
It is important for the accuracy of the method that the evolving correlation structure be captured to a satisfactory accuracy. For this reason, Monte Carlo simulations need to be employed in order to construct an analytical function describing the evolving correlation kernel for a specific type of elastoplastic model.
Finally, when hardening is described by a vector internal variable q, the evolution of the latter is captured through a coupled FPK equation, in which the drift and diffusion coefficients are given by:
where L is the loading index:
NUMERICAL METHOD
An RBF approximant depends on the distance to a center point x j and is usually of the form φ( x − x j ). Some commonly used infinitely smooth RBFs are given in Table 1 [18] . It is considered a meshless method, since it only requires a set of scattered nodes which are located in the domain of interest. An RBF interpolant is a linear combination of RBFs centered at the aforementioned points:
where · denotes the Euclidian distance between two points and u i appropriate coefficients to be determined. The latter may be achieved by collocation, in which case the residual is minimized at as many spatial points as possible. Straight or asymmetric collocation involves collocating with boundary data at the boundary points and with the PDE at the interior points, which is what is used herein. This may sometimes lead to a singular coefficient matrix, which is why some researchers have introduced symmetric collocation approaches to assure non-singularity of the coefficient matrix. A more detailed study of different radial basis functions and collocation methods can be found in [18] . Apart from collocation, we will investigate a BubnovGalerkin projection approach to a trial space same as the test space.
For the purpose of our problem, let Ω, ∂Ω be the set of interior points and boundary points of the domain of interest respectively. Then the constitutive equation may be described by:
where L is a linear (elastic):
or nonlinear (elastoplastic) differential operator:
and B is the boundary condition operator:
derived from the application of reflective boundaries, necessary to enforce a zero probability current ζ.
Taking the RBF interpolants over the domain grid, we may approximate the probability density as:
where φ denotes the radial basis functions and a i appropriate coefficients to be determined. Then, following the notation of [19] , we may write:
where N I , N B = N − N I denote the interior and boundary points. It is evident that spatial derivatives are determined by simply differentiating the RBFs. In order to determine the grid, boundaries (∂Ω) are covered in an equispaced fashion and a spacing algorithm (e.g Greedy algorithm) may be employed for the interior domain (Ω). The use of Gaussian kernels is a good choice for this particular application, since we expect the solution to remain gaussian in the elastic regime and approximately skewed gaussian in the elastoplastic regime.
The Crank-Nicolson scheme is employed for time integration due to its unconditional stability:
Linear Elastic Problem
Specializing the problem to the case of linear elasticity yields:
where summation is implied over the repeated indices m, n associated with the dimensionality of the problem. Looking at the solution in a point σ i = {σ 1 , . . . , σ m } i in the discretized space, we have:
where φ ij = φ(||(σ i − σ j )||).
Notice that the summation associated with the RBF representation is stated explicitly.
Direct collocation renders the last equation equivalent to:
where
Similarly the boundary conditions of Eq. (23) can be written as:
where according to Eq. (20)
Therefore, the system of equations to be solved becomes:
Note that the non-periodic nature of the solution domain (in contrast to the Fourier approach) necessitates the explicit imposition of the reflective boundary conditions as shown above. Alternatively one may apply a Galerkin projection rather than direct collocation. Thus, the error of the representation is minimized in an average sense rather than in discrete points. In this sense, we can easily derive the following weak form of Eq. (26) as:
where φ j = φ(||σ − σ j ||) and φ i = φ(||σ i − σ||).
Thus the Eq. (28), (29) analogue is derived as
Finally, the Eq. (31) analogue is derived as:
Elastoplastic problem
Generalization to the nonlinear problem yields state dependent coefficients in Eq. (25), so that we get:
After introducing the RBF discretization the resulting system of equations becomes:
where according to direct collocation:
or by employing Galerkin projection:
Results/Verification
In Figures 1,2 we provide results from 1D elastic-perfectly plastic simulations, which we verify against pertinent Monte Carlo simulations. Only a slight error can be identified in the transition region. To illustrate the applicability of the method to higher dimensions, Figure 3 shows a simulation in the case of plane strain elastic-perfectly plastic Mises material. Both the stress solution and the Mises yield criterion are depicted with 3-D probability contours.
Convergence/Stability of the method
The stability and accuracy of the method generally still remains a open problem in the literature. It is well known that it is generally susceptible to the Runge Phenomenon, in which the amplitude of the oscillations near the boundaries grows exponentially. When RBF centers cover a domain in a fairly uniform manner, the largest errors occur near the boundary [19] . Thus, different node-clustering techniques at the boundaries (e.g. Chebyshev grid) have been suggested to overcome this instability [20] .
The accuracy of the method depends on the location of the centers with respect to the points where the interpolating functions are evaluated, which in general need not coincide. In addition, the value of the RBF shape parameter has been shown to play an important role. In general it needs to be chosen in such a way that the interpolation matrix remain relatively well-conditioned while keeping a satisfactory order of accuracy (theoretically spectral for Gaussian RBFs). As the basis functions become flatter, the accuracy increases but then the resulting system becomes ill-conditioned. Special techniques can be employed to lower the condition number κ(Φ) of the coefficient matrix and lead to stable computations with Gaussian RBFs [21, 22] . Fig. 4 ,5 portray the spatial convergence and stability properties of Gaussian and MQ RBFs in accordance with the above observations. In this work, the convergence rate is evaluated through the root mean square error:
while the stability is evaluated by means of the condition number, namely the ratio of the largest to the smallest singular values of the coefficient matrix:
It has been heuristically argued that should vary with the center location, thereby improving the condition number of the coefficient matrix [23] . Simple rules to advanced evolutionary optimization can been applied to assist the choice of the shape parameters.
Finally, the temporal convergence of the Crank-Nicolson scheme is shown in Fig. 6 .
Comparison with other methods
To illustrate the efficiency of the method, we compare the root mean square error and the associated computational time for the meshless RBF method and for a forward finite difference -method of lines (MOL) scheme applied in a 1-D problem. Table 2 clearly indicates the superiority of the RBF solution, under the condition that the shape parameter is appropriately selected. 
CONCLUSIONS
• Either through collocation or Galerkin projection, RBF methods are easy to implement and have low algorithmic complexity.
• Being meshless, they overcome the problem of generating a mesh over a potentially irregular domain in multiple dimensions.
• There is a trade-off between accuracy and stability, which requires the careful selection of the shape parameter.
• Under the optimal choice of shape parameter and for a nearly Gaussian problem, Gaussian RBF interpolation displays spectral convergence.
• The asymmetric interpolation matrix constructed by RBFs can be ill-conditioned, so that an appropriate preconditioner may be required to solve the resulting equations.
