We focus on two forecasting models for a monthly time series. The first model requires that the variable is first order and seasonally differenced.
Introduction and summary
In this paper the focus is on two forecasting models for monthly time series. The first is the well-known multiplicative seasonal model advocated by Box and Jenkins (1970) which requires that the variable is transformed to annual differences of the monthly growth rates. The second is an autoregressive-moving average model for the variable in its first differences, in which seasonality is modeled with a constant and 11 seasonal dummy variables. The primary motive of the present study is the observation that the forecasts for the number of airline passengers from the first model, as it is applied in box and Jenkins (1970) are all too high. This might indicate that the model may be r&specified.
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evidence, that this can be caused by considering the first model while the second would have been more appropriate.
It will be shown that the conventional autocorrelation checks are often not discriminative, but that the method described in Franses (1990) which is an extension of the one in Hylleberg et al. (1990) allows to distinguish empirically between the two models.
In Section 2, the two competing forecasting models will be introduced, and a small simulation experiment will illustrate the impact on forecasting of using one model while the alternative is correct. In Section 3, a brief account is given of a method to test for seasonal unit roots in monthly data, being a method to choose between the models. It will be applied to three empirical series, one of which is the aforementioned airline data. In Section 4, both forecasting schemes will be used for the three series. From an extensive forecasting performance evaluation it will emerge that indeed the first model yields far worse results when the second model is appropriate.
In Section 5, some concluding remarks will be given.
Two forecasting models for monthly time series
Consider the following forecasting models for a monthly time series y,. The first is the multiplicative seasonal model, to be denoted as MSBJ in the sequel, which is advocated in Box and Jenkins (1970) and which is often used in practice, or A,A,,?i= Ei + P,%l + P2%,2 + P3%,1.
where (If
AAy,= (1 -B")y, -y, --_v,__~,
and where E, is assumed to be a white noise process with E(E,) = 0, and
This interpretation for F, will be used throughout the paper. Arguments to be d&us& below may naturally apply to more complicated autoregressive-moving average models for A,A,,y[, but eq. (1) suffices for the present purposes.
The second model consists of an autoregressive-moving average model for the variable y, in first differences, a constant and 11 seasonal dummy variables, or where I),, are seasonal dummies with a "1" in the corresponding month, and a "0" in other months, with D,, representing January, etc. The q+,(B) and 8,,(B) are polynomials in the backward shift operator B, for which the usual assumptions apply (see, e.g.. Granger and Newbold. 1986 ). In the sequel, model (2) with deterministic seasonality will be labeled the FDSD model.
The MSBJ model is often used in forecasting exercises. A phenomenon which is sometimes encountered in practice is that its forecasts may all be too low or too high -see, e.g.. the example of forecasting the number of airline passengers in Box and Jenkins (1970) , where all 36 monthly forecasts are too high. This may suggest that model (1) is misspecified. This may be caused by the fact that the appropriate model for .yt is eq. (2), while using eq. (1) results in overdifferencing and misspecification. Transforming a series with the A,A,, filter assumes the presence of 13 roots on the unit circle (see also eq. (4) below), two of which are at the zero frequency.
Hence, in case only the A, filter is sufficient to remove non-stationarity, the incorrect assumption of the presence of the other roots implies overdifferencing.
The misspecification originates from treating deterministic seasonality incorrectly as being stochastic. In Osbom (1990) 
where, in case (a), the LYE through (Y,, have been set equal to -1, -4, -3, -1, 2, 5, 7, 9, 4, 2, 1, -2, yielding a time series resembling the airline data and, in case (b), the ty's are -1, -1, 1, 2. 3, -5, 6, 8, -6, 4, 2, -2. Furthermore, E, is drawn from a standard normal distribution, and y0 = 0 and y, = 0. From this large sample, the first eight years are deleted to reduce starting-up effects, and the last three years will be used for out-of-sample forecasting.
To the remaining 120 observations, model (1) is fitted, after which the residuals are checked for autocorrelation with the usual portmanteau test statistic (see Box and Jenkins, 1970; Granger and Newbold, 1986) . This exercise has been carried out for 100 replications, where all calculations have been performed with TSP version 6. 53 (1989) . The results for the auto~orrelation tests are summarized in Exhibit 1. Suppose that a 10% level of significance is used, and also that the strategy is adopted that models where too much autocorrelation is left in the residuals will not be used in a forecast evaluation, for they are already misspecified; then it can be seen that for cases (a) and (b) there remain 69 and 64 is certainly not the case here. Furtheremore, it can be seen that the forecasts can be too high or too low about equally well.
These simulation experiments strongly suggest that considering the incorrect model can yield biased forecasts. Furthermore, it emerges that the usual specification checks are often not discriminative enough to reject this incorrect model. This calls for a method to empirically distinguish between the MSBJ and the FDSD model. which will be briefly described in the next section.
Testing for seasonal unit roots
The differencing operator A,, assumes the presence of 12 roots on the unit circle, which becomes clear from noting that
where all terms other than ('1 -B) correspond to seasonal unit roots. In Hylleberg et al. (1990) a method has been developed for testing for the presence of seasonal unit roots in quarterly data. In Franses (1990) this method has been extended to time series consisting of monthly observations. To save space only the final test equation will be presented to ensure that the reader can verify some of the claims made here.
Testing for unit roots in monthly time series is equivalent to testing for the significance of the parameters in the auxiliary regression Furthermore. the EL, in eq. (5) covers the deterministic part and might consist of a constant, seasonal dummies, or a trend. This depends on the hypothesized alternative to the null hypothesis of 12 unit roots.
Applying ordinary least squares to eq. (5) gives estimates of the n;. In case there are (seasonal) unit roots, the corresponding V, are zero. Due to the fact that pairs of complex unit roots are conjugates, it should be noted that these roots are only present when pairs of 7:'s are equal to zero simultaneously, for example the roots i and -i are only present when nX and r4 are equal to zero (see Franses, 1990 , for detailed derivations).
There will be no seasonal unit roots if V? through rr,? are significantly different from zero. If V, = 0. then the presence of root 1 can not be rejected. When 71, = 0, r2 through v,? are unequal to zero. and when, additionally. seasonality can be modeled with seasonal dummies, an FDSD model as in eq. (2) may emerge. In case all 5i-,, i = 1.. . . ,12, are equal to zero, it is appropriate to apply the A,, filter, and hence the MSBJ model may be useful. Extensive tables with critical values for t-tests of the separate v 's, and for F-tests of pairs of v 's. as well as for a joint F-test of T? = . . . = v12 can be found in Franses (1990) . Some critical values which will be of relevance later in this section are given in Exhibit 3.
In Beaulieu and Miron (1990) the Hylleberg et al. ('1990) procedure is also extended to monthly data, but their test equation differs from eq. (5) and is somewhat more complicated.
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logarithms.
Graphs of hip and lnqc are given in Exhibits 5 and 6.
The last 36 observations are again not used, for they will be used for forecast evaluation.
From Exhibits 5 and 6, and from the graph in Box and Jenkins (1970, p. 308) it is clear that the alternatives for non-stationary stochastic seasonality, necessitating the use of a A,, filter, may be a deterministic seasonal pattern and, additionally, a trend for ip and hip. The test results are displayed in Exhibit 7.
Simulation evidence in Franses (1990) shows that the power of the test statistics may be low, except for the joint F-test for all complex r,, and hence that significance levels of lo%, or even higher, may be more appropriate.
Considering the results in Exhibit 7, it seems that the general result is that seasonality and non-stationarity in the three time series can be appropriately modeled with an FDSD model as in eq. (2) although the evidence for lnqc is not overwhelming. Anyhow, the regularly applied A,, filter, not to mention the A,A,, filter, is certainly not appropriate.
This corresponds to the results in Beaulieu and Miron (1990) and also in Osborn (1990) similar findings for quarterly data are reported.
Forecasting
Now the type of seasonality and non-stationarity has been established, several FDSD models for Inp, hip, and lnqc can be built. The models, which have been found after a brief specification search, are given in Exhibit 8, together with their estimation results and some evaluation criteria. The statistical package used is TSP version 6. 53 (1989) , and the estimation method is iterative least squares. From Exhibit 8 it is obvious that the FDSD type of model gives a fairly good representation of the data for all three variables.
Most parameters for the seasonal dummies are highly significant, the adjusted coefficients of determination are high and the checks on autocorrelation do not provide strong arguments to suspect misspecification. The estimation and evaluation results of models of type (l), which will be the competitors in the forecasting exercises below, are displayed in Exhibit 9. These models also show significant estimated parameters and no significant residual autocorrelation.
Hence, on the basis of these criteria, the choice for an MSBJ model might be defended.
To evaluate the FDSD and MSBJ models in Exhibits 8 and 9 with respect to their forecasting performance, forecasts for 36 months out-of-sample are generated from each of these models. The values of several forecast evaluation criteria are given in Exhibit 10.
A test to investigate whether there are significant differences between the forecasts is the Wilcoxon signed-rank test (see, e.g., Flores, 1989 
Concluding remarks
In this paper it has been shown that correctly taking account of the type of seasonality and non-stationarity in monthly data can improve forecasting performance. This is illustrated for the case where a moving average model is fitted to a first order and seasonally differenced variable, while an autoregressive-moving average model for the first order differenced variable together with the inclusion of a constant and seasonal dummies would have been more appropriate.
A method to choose empirically between these models is also given. Of course, these results may naturally be extended to time series consisting of quarterly observations, and those which contain deterministic trends instead of stochastic trends.
The major result of the present paper is that the recognition of the presence, or better, of the absence of seasonal unit roots can have important implications for forecasting and model building. Recent additional arguments for not automatically doubly differencing a seasonal variable can be found in Bodo and Signorini (1987) , where econometric models with seasonal dummies also yield better forecasts, and in Heuts and Bronckers (1988) , where doubly differencing the same production index as above makes that this variable shows no correlation with other variables.
