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Abstract
We prove a regularity result for Lagrangian flows of Sobolev vector fields over RCD(K, N)
metric measure spaces, regularity is understood with respect to a newly defined quasi-metric
built from the Green function of the Laplacian. Its main application is that RCD(K, N)
spaces have constant dimension. In this way we generalize to such abstract framework a result
proved by Colding-Naber for Ricci limit spaces, introducing ingredients that are new even in
the smooth setting.
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Introduction
It is well known that many analytical and geometrical properties of Riemannian manifolds are
deeply related to lower bounds on the Ricci curvature. Moreover, the class of n-dimensional Rie-
mannian manifolds with Ricci curvature uniformly bounded from below and diameter bounded
from above being precompact with respect to Gromov-Hausdorff convergence (see [Gro81]) was
the starting point for the study of the so-called Ricci-limit spaces, initiated by Cheeger-Colding in
the series of works [CC96, CC97, CC00a, CC00b].
Their deep analysis motivated the interest on finding a way to talk about Ricci curvature lower
bounds without having a smooth structure at disposal, in analogy with the theory of Alexandrov
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spaces with sectional curvature bounded from below (see [BGP92] and [CC97, Appendix 2]). Mean-
while, it became soon clear that Ricci curvature lower bounds should be seen as a property coupling
the measure and the distance, in contrast with sectional curvature bounds, depending solely on
the metric structure.
The investigation around a synthetic treatment of lower Ricci bounds began with the semi-
nal and independent works by Lott-Villani [LV09] and Sturm [S06a, S06b] in which the class of
CD(K,N) metric measure spaces was introduced with the aim to provide a synthetic notion of
having Ricci curvature bounded from below by K ∈ R and dimension bounded from above by
1 ≤ N ≤ +∞. The CD(K,N) condition was therein formulated in terms of convexity-type prop-
erties of suitable entropies over the Wasserstein space. Crucial properties of such a notion are
the compatibility with the smooth Riemannian case and the stability with respect to measured
Gromov-Hausdorff convergence.
However the class of CD(K,N) metric measure spaces is still too large to some extent. For in-
stance, it includes smooth Finsler manifolds (see the last theorem in [V09]) which are known not
to appear as Ricci limit spaces after the above mentioned works by Cheeger-Colding.
To single out spaces with a Riemannian-like behaviour from this broader class, Ambrosio-Gigli-
Savaré introduced in [AGS14b] the notion of metric measure space with Riemannian Ricci curva-
ture bounded from below (RCD(K,∞) m.m.s. for short), adding the request of linearity of the
heat flow to the CD(K,∞) condition. Building upon this, the definition of RCD(K,N) metric
measure spaces, which will be the main object of our study in this paper, was proposed by Gigli
in [G15] as a finite-dimensional counterpart to the RCD(K,∞) condition, coupling the CD(K,N)
condition with the linearity of the heat flow.
In the last years, this has been a considerably increasing research area, with several contribu-
tions by many authors (see for instance [AGMR12, AGS14a, AMS15, BS10, CM16, EKS15, G18,
JLZ14, VR08]) that have often given new insights over more classical questions, both of analytical
and geometric nature.
With the aim of better introducing the reader to the statement of the main result of this note,
let us briefly describe which was the state of the art around the so-called structure theory of
RCD(K,N) metric measure spaces.
Given an arbitrary metric measure space, there is a well defined notion of measured tangent
space at a fixed point, as pointed measured Gromov-Hausdorff limit of a sequence of rescalings of
the starting space. In particular, in the case of an RCD(K,N) metric measure space (X, d,m), we
can define, for any 1 ≤ k ≤ N , the k-dimensional regular set Rk to be the set of those x ∈ X such
that x belongs to the support of m and the tangent space of (X, d,m) at x is the k-dimensional
Euclidean space. Better said, x ∈ Rk if (X, r−1d,mxr , x)→ (Rk, dRkck,L k, 0Rk , ) as r ↓ 0, where
m
x
r :=
(∫
B(x,r)
1− d(x, y)
r
dm(y)
)−1
m, ck :=
(∫
B(0,1)
(1− |y|) dL k(y)
)−1
and the convergence is understood with respect to the pointed measured Gromov-Hasdorff topology.
In [MN14] Mondino-Naber proved that, for any RCD(K,N) metric measure space (X, d,m),
the regular sets Rk are (m, k)-rectifiable and that
m

X \ [N ]⋃
k=1
Rk

 = 0. (0.1)
Later on, their result was sharpened in the independent works [KM16, GP16, DPhMR17], where it
was proved that RCD(K,N) spaces are rectifiable in the stronger sense of metric measures spaces,
that is to say, for any 1 ≤ k ≤ N , the restriction of the reference measure m to Rk is absolutely
continuous with respect to the k-dimensional Hausdorff measure Hk.
Let us mention that a structure theory for Ricci limit spaces has been already developed by
Cheeger-Colding in the aforementioned series of papers. Moreover, in [CC97], they conjectured
that there should be exactly one k-dimensional regular set Rk having positive measure. However,
it took more than ten years before the work [CN12], where Colding-Naber affirmatively solved this
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conjecture.
The analogous problem in the abstract framework of RCD(K,N) metric measure spaces remained
open since the work of Mondino-Naber and, building upon almost all the ingredients developed in
this note, we are able to solve it, proving the following:
Theorem 0.1 (Constancy of the dimension). Let (X, d,m) be an RCD(K,N) for some K ∈ R
and 1 < N < +∞. Then, there is exactly one regular set Rk having positive m-measure in the
Mondino-Naber decomposition of (X, d,m).
In order to motivate the development of this work, we find it relevant to spend a few words, first
trying to explain why it seems hard to adapt the strategy pursued by Colding-Naber in the case of
Ricci limits to the setting of RCD(K,N) spaces and then to present the heuristic standing behind
our new approach.
The technique developed in [CN12] is based on fine estimates on the behaviour of balls of small
radii centered along the interior of a minimizing geodesic over a smooth Riemannian manifold
(with Ricci bounded from below) that are stable enough to pass through the possibly singular
Gromov-Hausdorff limits.
When dealing with an abstract RCD(K,N) space there is no smooth approximating sequence one
can appeal on. Nevertheless, one could try to reproduce their main estimate (see [CN12, Theorem
1.3]) directly at the level of the given metric measure space but, up to our knowledge, the calculus
tools available at this stage, although being quite powerful (see for instance [G18]), are still not
sufficient to such an issue.
This being said, the study of the flow of a suitably chosen vector field, which was at the technical
core of the proof in the case of Ricci limit spaces, will be the starting point in our approach too.
A key idea is the following: one would expect the geometry to change continuously along a flow
and that, as a consequence, flow maps might be a useful tool to prove that the space has a certain
“homogeneity” property.
Let us illustrate what we mean with a completely elementary example. Consider a smooth and
connected differentiable manifold M . Given x, y ∈ M , there exists a diffeomorphism ϕ : M → M
such that ϕ(x) = y. Moreover, a rather common way to build such a map is as flow map at a fixed
time of a suitably chosen smooth vector field and we could rephrase this statement by saying that
“flows of smooth vector fields act transitively on M”. Of course this construction gives nothing
more, at the level of the structure of M , than a confirmation of the fact that that different points
in M have diffeomorphic neighbourhoods. Instead, an adaptation to the non smooth setting of
this strategy will have as deep consequence the proof of Theorem 0.1 above.
Trying to pursue such a plan, we are left with the following questions: given an RCD(K,N)
metric measure space (X, d,m),
i) can we find a notion of vector field, a notion of flow associated to it and a class of vector
fields “rich enough” for the sake of the applications and “regular enough” to prove existence
and uniqueness for such a generalized notion of flow?
ii) What do we mean by rich enough in the question above? And, can we gain some transitivity
in the spirit of the smooth elementary example?
iii) Are the flows considered in i) regular in some sense?
iv) Eventually, are the regularity in iii) and the transitivity in ii) strong enough to be incompat-
ible with the possibility of having regular sets of different dimensions with positive measure
in (0.1)?
We might say that this whole note will be dedicated to the treatment of the above raised
questions. In the case of i) and ii), this will be a matter of collecting ingredients that were already
present in the literature. Instead, our main original contribution stands in section 2 and section 3
below, where we give positive answers to iii) and iv), respectively.
The remaining of this introduction is dedicated to a brief overview of this plan.
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It is known that any metric measure space has a first order differential structure (see for instance
[G15, W00] and [Ch99], dealing with the particular case of spaces satisfying doubling and Poincaré
inequalities) which let it possible to give a meaning to the notion of vector field in such an abstract
framework.
Furthermore in [G18], building upon some results obtained by Savaré in [Sa14], Gigli proved that
any RCD(K,∞) metric measure space has also a second order differential structure (see also
[S14]). Roughly speaking, this turns into the possibility of finding many functions with second
order derivatives in L2. At the level of vector fields, which are by themselves first order differential
objects, this has the outcome that one can define a notion of covariant derivative and that the
class of Sobolev vector fields with covariant derivative in L2 is a rich one. Let us stress that the
bounds on second derivatives being only of integral nature is one of the key differences between
the theory of lower Ricci bounds and the theory of Alexandrov spaces, where lower bounds on the
sectional curvature turn into the existence of many semi-convex functions thus having, at least
formally, bounded second order derivatives (see [P07]).
Nevertheless, having at disposal a rich family of vector fields, one can start investigating the
associated theory of flows, trying to answer to the second part of question i).
Let us remark, however, that the study of ordinary differential equations and flows associated
to non Lipschitz vector fields is a difficult task also in the Euclidean context, where there is a
huge literature on this topic that still reserves challenging open problems and questions. The first
contribution to this theory was due to Di Perna-Lions: motivated by the study of some PDEs
in kinetic theory and fluid mechanics, in [DPL89] they introduced a generalized notion of flow
and studied the associated existence and uniqueness problem when the vector field has Sobolev
regularity. Later on, their theory was revisited and extended to the case of vector fields with
BV spatial regularity by Ambrosio in [A04], where the notion of regular Lagrangian Flow was
introduced as a good global selection of integral curves of the vector field.
Keeping in mind what we observed at the beginning of this paragraph, when trying to develop
a theory of flows on RCD(K,∞) spaces it is more natural to look at a generalized theory of regular
Lagrangian Flows than at the Cauchy-Lipschitz one. In [AT14], Ambrosio-Trevisan introduced
the natural extension to this framework of the notion of regular Lagrangian flow and proved well
posedness for the associated existence and uniqueness problem for Sobolev vector fields over a large
class of metric measure spaces including that one of RCD(K,∞) spaces.
Let us deal with question ii), that is to say the “transitivity” issue. Over an RCD(K,N) metric
measure space (X, d,m) a pointwise notion of transitivity might be out of reach. Nevertheless,
what we learn from the literature about analysis on metric spaces is that some of the known
constructions and results of the smooth category can be recovered in this fairly more general
framework by looking at measures absolutely continuous with respect to the reference measure
and curves of measures instead of points and curves (see [AGS14a, ACD15], [G13] and [GH15a] for
the application of this general idea to the construction of Sobolev spaces, the proof of the splitting
theorem in non smooth context and the study of the continuity equation, respectively).
In this regard, here is a natural question towards a weak form of transitivity: is it true that, for
any probability measures µ0, µ1 absolutely continuous and with bounded densities with respect
to m, we can find a Sobolev vector field such that, calling F its regular Lagrangian flow at a
fixed time, it holds F♯µ0 = µ1? In subsection 3.2 below, we will see how the Lewy-Stampacchia
inequality, proved in this abstract framework by Gigli-Mosconi in [GM15], allows to give an (almost)
affirmative answer to this question.
Next we pass to the regularity issue. As in the case of the well-posedness problem, the study
of regularity for Lagrangian flows associated to Sobolev vector fields is far from being trivial also
in the Euclidean setting. The first result in this direction was obtained by Crippa-De Lellis in
[CDL08] building upon some ideas that have previously appeared in [ALM05].
We wish to explain the reasons behind these difficulties and why they required some new ideas
to be settled in the case of a Riemannian manifold and a change of perspective in the case of an
RCD(K,N) metric measure space.
To this aim let b : Rd → Rd be a vector field and denote by X : [0, T ]×Rd → Rd its flow map,
that we assume to be well-defined for every t ∈ [0, T ] and for every x ∈ Rd. A natural way to
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measure the regularity of X is in terms of Lipschitz continuity and it is a rather elementary fact
that, whenever b is Lipschitz, the flow map Xt is Lipschitz as well. Indeed, willing to control the
distance between trajectories starting from different points x, y ∈ Rd, it is sufficient to compute
d
dt
|Xt(x)−Xt(y)| ≤ |b(Xt(x)) − b(Xt(y))| ≤ Lip(b)|Xt(x) −Xt(y)|, (0.2)
to obtain that
|Xt(x) −Xt(y)| ≤ etLip(b)|x− y|, for any t ∈ [0, T ].
Lowering the regularity assumption on the vector field from Lipschitz to Sobolev, the second
inequality in (0.2) fails and we cannot expect Lipschitz regularity for the regular Lagrangian flow
Xt that, in general, might even be discontinuous. However, in the aforementioned paper, Crippa-
De Lellis obtained a Lusin-Lipschitz regularity result for Lagrangian flows associated to vector
fields b ∈ W 1,p(Rd;Rd) for p > 1. That is to say, they proved that, for every bounded K ⊂ Rd and
for every ε > 0, there exist C = C(ε, ‖b‖W 1,p ,K) > 0 and E ⊂ K with L d(K \ E) < ε such that
Xt is C-Lipschitz over E, for any t ∈ [0, T ].
The key tool exploited by Crippa-De Lellis seeking for an analogue of (0.2) is the so-called
maximal estimate for Sobolev functions: there exists Cd > 0, such that any f ∈ W 1,p(Rd;R)
admits a representative, still denoted by f , such that
|f(x)− f(y)| ≤ Cd(M |∇f |(x) +M |∇f |(y)) |x− y| , for any x, y ∈ X , (0.3)
where M |∇f | is the maximal operator applied to |∇f |. Observe that, if p > 1, then ‖M |∇f |‖Lp ≤
Cp,d ‖|∇f |‖Lp for some constant Cp,d > 0. Moreover, since on Rd a vector field is Sobolev if and
only if its components are so, (0.3) holds true also for any b ∈W 1,p(Rd;Rd).
This being said, the replacement of (0.2) in the Sobolev case is
d
dt
|Xt(x)−Xt(y)| ≤ C {M |∇b|(Xt(x)) +M |∇b|(Xt(y))} |Xt(x)−Xt(y)|. (0.4)
The sought regularity for Xt does not follow any more applying Gronwall lemma to (0.4). However,
one might think of (0.4) as a quantitative infinitesimal version of the regularity result for the
Lagrangian flow.
Having such a perspective in mind, the situation changes significantly passing from the Eu-
clidean space to an RCD(K,N) metric measure space or, more simply, to a smooth Riemannian
manifold. Indeed, while the maximal estimate for real valued Sobolev functions (0.3) is a very
robust result, which holds true in every doubling metric measure space satisfying the Poincaré
inequality and in a relevant class of non-doubling spaces (see [ACD15, ABT17]), we are not aware
of any intrinsic way to lift it to the level of vector fields.
Therefore we chose for an alternative approach to the problem. Let us introduce the more
appealing notation d for the distance function but still think, for sake of simplicity to the Euclidean
case. Trying to turn the Sobolev regularity of the vector field into some bound for the right hand
side in the expression
d
dt
d(Xt(x),Xt(y)) = b · ∇dXt(x)(Xt(y)) + b · ∇dXt(y)(Xt(x)), (0.5)
a natural attempt could be to appeal to the interpolation
b · ∇dx(y) + b · ∇dy(x) =
∫ 1
0
∇symb(γ′(s), γ′(s)) ds, (0.6)
where γ : [0, 1]→ Rd is the geodesic joining x to y and ∇symb is the symmetric part of the covariant
derivative of b. However, when the bounds on ∇symb are only of integral type, it is not clear how
to obtain useful estimates from (0.6) without deeply involving the Euclidean structure, that is
something to be avoided in view of the extensions to the metric setting.
The starting point of the study in our previous paper [BrSe18] was, instead, the following
observation: suppose that d ≥ 3, then, calling G the Green function of the Laplacian on Rd, it holds
G(x, y) = cdd(x, y)
2−d. This implies in turn that controlling the distance between two trajectories
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of the flow is the same as controlling the Green function along them. Moreover, computing the
rate of change of the Green function along the flow, we end up with the necessity to find bounds
for the quantity
b · ∇Gx(y) + b · ∇Gy(x),
that, assuming div b = 0 for sake of simplicity, we can formally rewrite as
b · ∇Gx(y) + b · ∇Gy(x) = −
∫
Rd
b(w) · ∇Gx(w) d∆Gy(w)−
∫
Rd
b(w) · ∇Gy(w) d∆Gx(w)
= 2
∫
Rd
∇symb(∇Gx,∇Gy) dm. (0.7)
Observe that, being (0.7) in integral form, we can expect it to fit better than (0.6) with the
assumption ∇symb ∈ L2 and this expectation is confirmed by the validity, for some C > 0, of the
key estimate ∫
Rd
f |∇Gx||∇Gy| dm ≤ CG(x, y)(Mf(x) +Mf(y)), for any x, y ∈ X (0.8)
and for any Borel function f : Rd → [0,+∞), see Proposition 2.10 below.
Starting from this idea, in [BrSe18] we obtained the first extension of the Lusin-Lipschitz
regularity estimate for Lagrangian flows of Sobolev vector fields outside from the Euclidean setting,
covering the case of Ahlfors regular, compact RCD(K,N) spaces. In that case, which includes
for instance Riemannian manifolds, Alexandrov spaces and non-collapsed RCD(K,N) spaces (see
[DPG17]), a uniform control over the volume growth of balls turns into a global comparison between
the Green function, that was introduced as an intermediate tool, and a negative power of the
distance, by means of which we wanted to measure regularity.
The key novelty in the approach of this paper is a change of perspective. Inspired by [C12],
where the deep links between the Green function and the geometry of the space are investigated in
the case of Riemannian manifolds with nonnegative Ricci curvature, in Theorem 2.20 we prove that,
on any RCD(0, N) metric measure space (X, d,m) satisfying suitable volume growth assumptions at
infinity, a version of Crippa-De Lellis’ result holds true if we understand Lusin-Lipschitz regularity,
not anymore with respect to the distance d, but with respect to a newly defined quasi-metric
dG = 1/G, G being the minimal positive Green function of the Laplacian over (X, d,m). In
subsection 2.3 we also adapt our arguments to cover the case of an arbitrary lower Ricci curvature
bound.
Both our main regularity results, in their intrinsic and quantitative form, and some of the
tools we develop in order to prove them are new, up to our knowledge, also in the case of smooth
Riemannian manifolds.
After finding the answers above to i), ii) and iii) we address iv). Let us point out, just at a
speculative level, that, having at our disposal a perfect extension of Crippa-De Lellis’ result to the
metric setting, it would have been rather easy to exclude the possibility of regular sets of different
dimensions with positive measure in the Mondino-Naber decomposition of an RCD(K,N) metric
measure space, just building on the transitivity result in ii) and the observation that, given k < n,
it is impossible to find a Lipschitz map Φ : Rk → Rn such that Φ♯L k ≪ L n.
Here we exploit a modification of this idea. As we explained at the very beginning of this
introduction, the RCD(K,N) condition concerns neither the distance nor the reference measure by
themselves but a coupling of these objects, as it happens for the Laplacian, the heat flow and the
Green function. Moreover, it is possible to catch, in a quantitative way, the asymptotic behaviour
of the Green function near to regular points of the metric measure space in terms of distance,
measure and dimension (see Lemma 3.3). This allows to find a counterpart for the “preservation
of the Hausdorff dimension via biLipschitz maps” formulated just in terms of Green functions (see
Theorem 3.4) and to complete the proof of Theorem 0.1, the spirit being that a control over two
among distance, reference measure and Green function gives in turn a control over the remaining
one.
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Let us conclude this introduction with two comments. The first concerning the fact that our reg-
ularity result for Lagrangian flows, although being quantitative, enters in the proof of Theorem 0.1
only in its qualitative form. The second is about its range of applications, that we expect to be
wide in the study of fine structure properties of spaces with Ricci curvature bounded from below,
both in the smooth and in the non-smooth category.
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1 Preliminaries
We begin this preliminary part of the note introducing the basic terminology and notions about met-
ric measure spaces, that will be the main object of our study. In subsection 1.1 and subsection 1.2
below we will focus on the class of finite dimensional RCD spaces and on the notion of Regular
Lagrangian flow, respectively.
Throughout this note by metric measure space (m.m.s. for short) we mean a triple (X, d,m)
where (X, d) is a complete and separable metric space and m is a nonnegative Borel measure
satisfying the exponential volume growth condition m(B(x, r)) ≤ M exp(cr2) for some constants
M, c ≥ 0. We shall adopt the standard metric notation. We indicate by B(x, r) the open ball of
radius r > 0 centred at x ∈ X , by Lip(X), Liploc(X), Lipbs(X) the spaces of real valued Lipschitz,
locally Lipschitz, and boundedly supported Lipschitz functions over (X, d), respectively. We denote
by Lip f the global Lipschitz constant of f ∈ Lip(X). Moreover we introduce the notation
lip f(x) :=
{
lim supy→x
|u(x)−u(y)|
d(x,y) if x is not isolated,
0 otherwise,
,
for the so-called slope of a function f : X → R.
By Geo(X) we indicate the space of (constant speed minimizing) geodesics on (X, d), parametrized
on [0, 1], endowed with the sup distance and by et : Geo(X) → X, t ∈ [0, 1] the evaluation map
defined by et(γ) := γ(t).
We denote by P(X) the class of Borel probability measures on (X, d) and by P2(X) the
subclass of those with finite second moment.
For µ0, µ1 ∈ P2(X) the quadratic Wasserstein distance W2(µ0, µ1) is defined by
W 22 (µ0, µ1) := inf
π
∫
X×X
d
2(x, y) dπ(x, y),
where the infimum runs over all π ∈ P(X×X) with µ0 and µ1 as the first and the second marginal.
It is well known that many geometric properties of (X, d) are inherited by the Wasserstein space
(P2(X),W2). For instance, if (X, d) is a length space (P2(X),W2) is a length space itself. More-
over, it turns out that any geodesic µt ∈ Geo(P2(X)) can be lifted to a measure Π ∈ P(Geo(X)),
that we shall call optimal geodesic plan, in such a way that (et)♯Π = µt for any t ∈ [0, 1].
We denote by Lp(X,m) = Lp(X) = Lp the spaces of Borel p-integrable functions over (X,m)
for any 1 ≤ p ≤ +∞ and by L0(X,m) the space of m-measurable functions over X .
For any f ∈ L1(X,m) we shall denote by Mf the Hardy-Littlewood maximal function of f , which
is defined by
Mf(x) := sup
r>0
−
∫
B(x,r)
|f(z)|dm(z), ∀x ∈ suppm, (1.1)
where
−
∫
B(x,r)
f(z) dm(z) :=
1
m(B(x, r))
∫
B(x,r)
f(z) dm(z).
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We go on with a brief discussion about Sobolev functions and Sobolev spaces over an arbi-
trary metric measure space, referring to [AGS13, AGS14b, G18] and [ACD15] for a more detailed
discussion about this topic.
Definition 1.1. For any 1 < p < +∞ we define W 1,p(X, d,m)(= W 1,p(X)) to be the space of
those f ∈ Lp(X,m) such that there exist fn → f in Lp(X,m) with fn ∈ Lip(X) for any n ∈ N and
supn ‖lip fn‖Lp < +∞.
The definition of Sobolev space is strongly related to the introduction of the Cheeger energy
Chp : L
p(X,m)→ [0,+∞] which is defined by
Chp(f) := inf
{
lim inf
n→∞
∫
(lip fn)
p
dm : fn → f in Lp, fn ∈ Lip(X)
}
(1.2)
and turns out to be a convex and lower semicontinuous functional from Lp(X,m) to [0,+∞] whose
finiteness domain coincides with W 1,p(X, d,m).
By looking at the optimal approximating sequence in (1.2) one can identify a distinguished object,
called minimal relaxed gradient and denoted by |∇f |p, which provides the integral representation
Chp(f) =
∫
X
|∇f |pp dm,
for any f ∈ W 1,p(X, d,m). As the notation suggests, |∇f |p depends a priori on the integrability
exponent p.
The spaceW 1,p(X, d,m) is a Banach space when endowed with the norm ‖f‖pW 1,p := ‖f‖pLp+Chp(f).
Moreover, the inequality |∇f |p ≤ lip f holds truem-a.e. onX for any f ∈ Liploc(X)∩W 1,p(X, d,m).
We further introduce, following [AD14], the space of functions of bounded variation over
(X, d,m).
Definition 1.2. For any f ∈ L1(X,m) and for any open set A ⊂ X we introduce the relaxed total
variation of f over X by
|Df |∗ (A) := inf
{
lim inf
n→∞
∫
A
lip fh dm : fh ∈ Liploc(A), fh → f in L1(A,m)
}
.
Moreover we let BV(X, d,m) := { f ∈ L1(X,m) : |Df |∗ (X) < +∞} be the space of functions with
bounded variation on (X, d,m).
It is proved in [M03] that, for any f ∈ BV(X, d,m), the map A 7→ |Df |∗ (A) is the restriction
to open sets of a finite Borel measure, for which we keep the same notation. It is then natural
to let W 1,1(X, d,m) be the space of those functions f ∈ BV(X, d,m) with the following property:
there exists |∇f |∗ ∈ L1(X,m) such that |Df |∗ = |∇f |∗m. The space W 1,1(X, d,m) endowed with
the norm ‖f‖W 1,1 := ‖f‖L1 + ‖|∇f |∗‖L1 is a Banach space.
Next we pass to the introduction of the spaces of locally Sobolev functions. For every 1 < p <∞,
we defineW 1,ploc (X, d,m) as the space of those f ∈ Lploc(X,m) such that fχ ∈W 1,p(X, d,m) for every
χ ∈ Lip(X) with compact support. Using the strong locality property of the minimal relaxed
gradient in W 1,p(X, d,m), 1 < p <∞, i.e.
|∇g|p = |∇h|p m-a.e. in { h = g }, for any h, g ∈ W 1,p(X, d,m), (1.3)
it is possible to define a minimal relaxed gradient |∇f |p ∈ Lploc(X,m), which retains the same
strong locality property, for every f ∈W 1,ploc (X, d,m).
In an analogous way one can define the space W 1,1loc (X, d,m), exploiting the strong locality of the
relaxed gradient |∇f |∗ for f ∈W 1,1(X, d,m).
1.1 RCD(K, N) metric measure spaces
The notion of RCD(K,N) m.m.s. was proposed in [G15] (see also [AMS15, EKS15]), as a finite
dimensional counterpart to RCD(K,∞) m.m. spaces which were introduced and firstly studied
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in [AGS14b] (see also [AGMR12], dealing with the case of σ-finite reference measures). We point
out that those spaces can be introduced and studied both from an Eulerian point of view, based
on the so-called Γ-calculus, and from a Lagrangian point of view, based on optimal transportation
techniques, which is the one we shall adopt in this brief introduction.
Let us start recalling the so-called curvature dimension condition CD(K,N). Its introduction
dates back to the seminal and independent works [LV09] and [S06a, S06b], while in this presentation
we closely follow [BS10].
Definition 1.3 (Curvature dimension bounds). Let K ∈ R and 1 ≤ N < +∞. We say that a
m.m.s. (X, d,m) is a CD(K,N) space if, for any µ0, µ1 ∈ P(X) absolutely continuous w.r.t. m
with bounded support, there exists an optimal geodesic plan Π ∈ P(Geo(X)) such that for any
t ∈ [0, 1] and for any N ′ ≥ N we have
−
∫
ρ
1− 1
N′
t dm ≤ −
∫ {
τ
(1−t)
K,N ′ (d(γ(0), γ(1)))ρ
− 1
N′
0 (γ(0)) + τ
(t)
K,N ′(d(γ(0), γ(1)))ρ
− 1
N′
1 (γ(1))
}
dΠ(γ),
where (et)♯Π = ρtm, µ0 = ρ0m, µ1 = ρ1m and the distortion coefficients τ
t
K,N (·) are defined as
follows. First we define the coefficients [0, 1]× [0,+∞) ∋ (t, θ) 7→ σ(t)K,N (θ) by
σ
(t)
K,N (θ) :=


+∞ if Kθ2 ≥ Nπ2,
sin(tθ
√
K/N)
sin(θ
√
K/N)
if 0 < θ < Nπ2,
t if Kθ2 = 0,
sinh(tθ
√
K/N)
sinh(θ
√
K/N)
if Kθ2 < 0,
then we set τ
(t)
K,N (θ) := t
1/Nσ
(t)
K,N−1(θ)
1−1/N .
The main object of our study in this paper will be RCD(K,N) spaces, that we introduce below.
Definition 1.4. We say that a metric measure space (X, d,m) satisfies the Riemannian CD(K,N)
condition (it is an RCD(K,N) m.m.s. for short) for some K ∈ R and 1 ≤ N < +∞ if it is a
CD(K,N) m.m.s. and the Banach space W 1,2(X, d,m) is Hilbert.
Notice that, if (X, d,m) is an RCD(K,N) m.m.s., then so is (suppm, d,m), hence in the following
we will always tacitly assume that suppm = X .
Let us point out that, in the last few years, many results have been proven for spaces satisfying
the so-called reduced curvature dimension condition CD∗(K,N) or reduced Riemannian curvature-
dimension condition RCD∗(K,N), which were known to have better localization and tensorization
properties since the work [BS10]. However, one of the main consequences of the recent work
[CM16] is that the classes of RCD∗(K,N) and RCD(K,N) spaces do actually coincide provided
m(X) <∞.
1.1.1 Geometric and analytical properties of RCD(K,N) spaces
Unless otherwise stated, from now on we let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R
and 1 ≤ N < +∞.
In Proposition 1.5 below we collect some results concerning the improved regularity of W2-
geodesics on RCD(K,N) metric measure spaces. The results are mainly taken from [G12, G13,
R12].
Proposition 1.5. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 < N < +∞. Let
µ0, µ1 ∈ P2(X) be absolutely continuous w.r.t. m, with bounded densities and bounded supports.
Then:
(i) there exists a unique W2-geodesic (µt)t∈[0,1] joining µ0 and µ1. Moreover, it holds µt ≤ Cm
for any t ∈ [0, 1] for some C > 0;
9
(ii) letting ρt be the density of µt w.r.t. m, it holds that, for any t ∈ [0, 1] and for any sequence
(tk)k∈N converging to t, there exists a subsequence (tnk)k∈N such that
ρtnk → ρt m-a.e. as k →∞.
As a non trivial geometric property of RCD(K,N) metric measure spaces, we recall that they
satisfy the Bishop-Gromov inequality (which holds true more generally for any CD(K,N) m.m.s.,
see [S06b, V09]). That is to say
m(B(x,R))
m(B(x, r))
≤ VK(R)
VK(r)
, (1.4)
for any 0 < r < R and for any x ∈ X , where VK(s) stands for the volume of the ball of radius s
in the model space for the curvature-dimension condition CD(K,N). In particular, when K ≥ 0,
(1.4) implies that (X, d,m) is doubling with doubling constant 2N , i.e.
m(B(x, 2r)) ≤ 2Nm(B(x, r)) for any x ∈ X and for any r > 0. (1.5)
In the case of a possibly negative lower Ricci curvature bound we can achieve the weaker conclusion
that (X, d,m) is locally uniformly doubling, that is to say, for any R > 0 there exists CR > 0 such
that
m(B(x, 2r)) ≤ CRm(B(x, r)) for any x ∈ X and for any 0 < r < R. (1.6)
As a consequence of (1.6), any RCD(K,N) m.m.s. (X, d,m) is proper.
We recall that, when the space (X, d,m) is doubling, the maximal operatorM is bounded from
Lp(X,m) into itself for any 1 < p ≤ +∞, however if X satisfies only the local doubling condition
(1.6) one can prove a following local version of this fact. Let us fix 1 < p ≤ ∞ and a compact set
P ⊂ X . Then, there exists a constant C > 0, depending only on the diameter of P and the local
doubling constant of the space, such that for every f ∈ Lp(X,m) with supp f ⊂ P , it holds
‖Mf‖Lp(P ) ≤ C ‖f‖Lp(X) . (1.7)
Below we pass to an overview about the consequences of the RCD(K,N) condition at the level
of Sobolev calculus.
One of the main contributions of [GH16] has been to prove, roughly speaking, that, under the
RCD(K,∞) assumption, the minimal relaxed slope |∇f |p is independent of p, for any 1 < p <∞.
Moreover (see [GH16, Remark 3.5]), since RCD(K,N) spaces are proper as we already remarked,
if f ∈ W 1,1(X, d,m) ∩ Lp(X,m) and |∇f |∗ ∈ Lp(X,m) for some p > 1, then f ∈ W 1,p(X, d,m)
with |∇f |p = |∇f |∗ m-a.e.. Vice versa, if f ∈ W 1,p(X, d,m) ∩ L1(X,m) and |∇f |p ∈ L1(X,m),
then f ∈ W 1,1(X, d,m) and |∇f |∗ = |∇f |p m-a.e..
For these reasons we will omit the dependence on the integrability exponent in the notation for
the minimal relaxed gradient.
The following deep identification result was first proven by Cheeger in the seminal paper [Ch99]
in the context of metric measure spaces satisfying doubling and Poincaré inequalities. We refer
to [ACD15, Theorem 8.4] for the present formulation and for a different proof. We remark that
Theorem 1.6 applies in particular to RCD(K,N) spaces since, they are locally doubling (see (1.6)
above) and satisfy a local Poincaré inequality (see [VR08]).
Theorem 1.6. Let (X, d,m) be a m.m.s. with m doubling, suppm = X and supporting a weak
(1, p)-Poincaré inequality for some 1 < p < +∞. Then, for any f ∈ W 1,p(X, d,m) ∩ Liploc(X), it
holds lip f = |∇f |p m-a.e. on X.
Next we recall that the global assumption about W 1,2(X, d,m) being a Hilbert space (a condi-
tion known in the literature as infinitesimal Hilbertianity, which can be rephrased by saying that
Ch is a quadratic form) has the following outcome. We can introduce a symmetric bilinear operator
Γ :W 1,2(X, d,m)×W 1,2(X, d,m)→ L1(X,m) by
Γ(f, g)(x) :=
1
4
|∇(f + g)|2 (x)− 1
4
|∇(f − g)|2 (x) for m-a.e. x ∈ X ,
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for any f, g ∈ W 1,2(X, d,m). In the rest of the note we shall adopt the notation ∇f ·∇g to indicate
Γ(f, g).
In order to introduce the heat flow and its main properties we begin by recalling the notion of
Laplacian.
Definition 1.7. The Laplacian ∆ : D(∆)→ L2(X,m) is a densely defined linear operator whose
domain consists of all functions f ∈W 1,2(X, d,m) satisfying∫
hg dm = −
∫
∇h · ∇f dm for any h ∈ W 1,2(X, d,m)
for some g ∈ L2(X,m). The unique g with this property is denoted by ∆f .1
More generally, we say that f ∈W 1,2loc (X, d,m) is in the domain of the measure valued Laplacian,
and we write f ∈ D(∆), if there exists a Radon measure µ on X such that, for every ψ ∈ Lip(X)
with compact support, it holds ∫
ψ dµ = −
∫
∇f · ∇ψ dm.
In this case we write∆f := µ. If moreover∆f ≪ m with L2loc density we denote by ∆f the unique
function in L2loc(X,m) such that ∆f = ∆fm and we write f ∈ Dloc(∆).
The heat flow Pt is defined as the L
2(X,m)-gradient flow of 12Ch, whose existence and uniqueness
follow from the Komura-Brezis theory. It can equivalently be characterized by saying that for any
u ∈ L2(X,m) the curve t 7→ Ptu ∈ L2(X,m) is locally absolutely continuous in (0,+∞) and
satisfies
d
dt
Ptu = ∆Ptu for L
1-a.e. t ∈ (0,+∞).
Under our assumptions the heat flow provides a linear, continuous and self-adjoint contraction
semigroup in L2(X,m). Moreover Pt extends to a linear, continuous and mass preserving operator,
still denoted by Pt, in all the L
p spaces for 1 ≤ p < +∞.
In [AGS14b, AGMR12] it is proved that for RCD(K,∞) metric measure spaces the dual semi-
group P¯t : P2(X)→ P2(X) of Pt, defined by∫
X
f dP¯tµ :=
∫
X
Ptf dµ ∀µ ∈ P2(X), ∀f ∈ Lipb(X),
isK-contractive (w.r.t. theW2-distance) and, for t > 0, maps probability measures into probability
measures absolutely continuous w.r.t. m. Then, for any t > 0, we can introduce the so called heat
kernel pt : X ×X → [0,+∞) by
pt(x, ·)m := P¯tδx.
From now on, for any f ∈ L∞(X,m) we will denote by Ptf the representative pointwise everywhere
defined by
Ptf(x) =
∫
X
f(y)pt(x, y) dm(y).
Since RCD(K,N) spaces are locally doubling, as we already remarked, and they satisfy a local
Poincaré inequality (see [VR08]) the general theory of Dirichlet forms as developed in [S96] grants
that we can find a locally Hölder continuous representative of p on X ×X × (0,+∞).
Moreover in [JLZ14] the following finer properties of the heat kernel over RCD(K,N) spaces,
have been proved: there exist constants C1 > 1 and c ≥ 0 such that
1
C1m(B(x,
√
t))
exp
{
−d
2(x, y)
3t
− ct
}
≤ pt(x, y) ≤ C1
m(B(x,
√
t))
exp
{
−d
2(x, y)
5t
+ ct
}
(1.8)
for any x, y ∈ X and for any t > 0. Moreover it holds
|∇pt(x, ·)| (y) ≤ C1√
tm(B(x,
√
t))
exp
{
−d
2(x, y)
5t
+ ct
}
for m-a.e. y ∈ X, (1.9)
1The linearity of ∆ follows from the quadraticity of Ch.
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for any t > 0 and for any x ∈ X . We remark that in (1.8) and (1.9) above one can take c = 0
whenever (X, d,m) is an RCD(0, N) m.m.s..
We go on by stating a few regularizing properties of the heat flow on RCD(K,N) spaces (which
hold true more generally for any RCD(K,∞) m.m.s.) referring again to [AGS14b, AGMR12] for
a more detailed discussion and the proofs of these results.
First we have the Bakry-Émery contraction estimate:
|∇Ptf |2 ≤ e−2KtPt |∇f |2 m-a.e., (1.10)
for any t > 0 and for any f ∈ W 1,2(X, d,m).
Another non trivial regularity property is the so-called L∞−Lip regularization of the heat flow,
that is to say, for any f ∈ L∞(X,m), we have Ptf ∈ Lip(X) with√
2I2K(t) Lip(Ptf) ≤ ‖f‖L∞ , for any t > 0, (1.11)
where IL(t) :=
∫ t
0 e
Lr dr and Lip(Ptf) denotes the Lipschitz constant of Ptf .
Then we have the so-called Sobolev to Lipschitz property: any f ∈ W 1,2(X, d,m) with |∇f | ∈
L∞(X,m) admits a Lipschitz representative f¯ such that Lip f¯ ≤ ‖∇f‖∞. We also have a local
version of the Sobolev to Lipschitz property: any f ∈ W 1,2loc (X, d,m) with |∇f | ∈ L∞(B(x, 2r),m)
for some x ∈ X and r > 0, admits a Lipschitz representative f¯ in B(x, r) such that Lip f¯|B(x,r) ≤
‖∇f‖L∞(B(x,2r),m).
Following [G18] we introduce the space of “test” functions Test(X, d,m) by
Test(X, d,m) := {f ∈ D(∆) ∩ L∞(X,m) : |∇f | ∈ L∞(X) and ∆f ∈ W 1,2(X, d,m)}. (1.12)
We remark that, for any g ∈ L2∩L∞(X,m), it holds that Ptg ∈ Test(X, d,m) for any t > 0, thanks
to (1.10), (1.11), the fact that Pt maps L
2(X,m) into D(∆) and the commutation ∆Ptf = Pt∆f ,
which holds true for any f ∈ D(∆).
Below we state a useful result about the existence of smooth cut-off functions on RCD(K,N)
spaces. Its proof can be obtained arguing as in [MN14, Lemma 3.1].
Lemma 1.8 (Cut-off functions). Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and
1 < N < +∞). Then, for any x ∈ X and for any r > 0, there exists ψr ∈ Test(X, d,m) such that
0 ≤ ψr ≤ 1 on X, ψr ≡ 1 on B(x, r) and suppψr ⊂ B(x, 2r).
1.1.2 Structure theory of RCD(K,N) spaces
This subsection is dedicated to a brief overview about the so-called structure theory of RCD(K,N)
metric measure spaces. The presentation is aimed at introducing the notation and the terminology
that we shall adopt in the rest of the note. Moreover, the results below will play a deep role in the
proof of Theorem 3.8.
We assume the reader to be familiar with the notion of pointed measured Gromov Hausdorff
convergence (pmGH-convergence for short), referring to [V09, Chapter 27] for an overview on the
subject. Given a m.m.s. (X, d,m), x ∈ X and r ∈ (0, 1), we consider the rescaled and normalized
pointed m.m.s. (X, r−1d,mxr , x), where
m
x
r :=
(∫
B(x,r)
1− d(x, y)
r
dm(y)
)−1
m.
Then we introduce the following.
Definition 1.9. Let (X, d,m) be an RCD(K,N) m.m.s. for some 1 < N < +∞ and K ∈ R
and let x ∈ X . We say that a p.m.m.s. (Y, dY , η, y) is tangent to (X, d,m) at x if there exists a
sequence ri ↓ 0 such that (X, r−1i d,mxri , x) → (Y, dY , η, y) in the pmGH topology. The collection
of all the tangent spaces of (X, d,m) at x is denoted by Tan(X, d,m, x).
A compactness argument, which is due to Gromov, together with the rescaling and stability
properties of the RCD(K,N) condition yields that Tan(X, d,m, x) is non empty for every x ∈ X
and its elements are all RCD(0, N) p.m.m. spaces.
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In [GMR15] it was proved that at m-a.e. x ∈ X there exists at least an Euclidean space of
dimension 1 ≤ n ≤ N in Tan(X, d,m, x). This conclusion was greatly improved in [MN14], where it
was proved that RCD(K,N) spaces are rectifiable as metric spaces and that, up to an m-negligible
set, the tangent space is always unique. To better state the main result proved therein we introduce
the following.
Definition 1.10 (Regular k-dimensional set). Let (X, d,m) be an RCD(K,N) m.m.s. for some
K ∈ R and 1 < N < +∞. For any k ∈ N the k-dimensional regular set Rk is the set of those
x ∈ X such that Tan(X, d,m, x) = { (Rk, dRk , ckHk, 0k) }, where
ck :=
(∫
B(0,1)
(1− |y|) dL k(y)
)−1
.
With the terminology above introduced we can rephrase [MN14, Theorem 1.3] as follows.
Theorem 1.11. Let (X, d,m) be an RCD(K,N) metric measure space for K ∈ R and 1 < N <
+∞. Then
m

X \ [N ]⋃
k=1
Rk

 = 0.
Moreover, there exists ǫ¯ = ǫ¯(K,N) > 0 such that, for every 0 < ǫ < ǫ¯(K,N), Rk is (m, k)-
rectifiable via (1 + ǫ)-biLipschitz maps. That is to say, for any ǫ > 0 we can cover Rk, up to an
m-negligible set, with a countable family of subsets {Uk,iǫ }i∈N with the property that each of them
is (1 + ǫ)-biLipschitz to a subset of Rk.
The investigation was pushed further in the independent works [KM16, GP16, DPhMR17],
where it was proved that RCD(K,N) spaces are rectifiable as metric measure spaces. We refer to
[AHT18, Theorem 4.1] for the present formulation.
Theorem 1.12 (Weak Ahlfors regularity). Let (X, d,m) be an RCD(K,N) metric measure space
for some K ∈ R and 1 < N < +∞. Denote by
R∗k := { x ∈ Rk : ∃ lim
r→0+
m(B(x, r))
ωkrk
∈ (0,+∞) } . (1.13)
Then m(Rk \ R∗k) = 0. Moreover mxR∗k and HkxR∗k are mutually absolutely continuous and
lim
r→0+
m(B(x, r))
ωkrk
=
dmxR∗k
dHkxR∗k
(x),
for m-a.e. x ∈ R∗k.
1.2 Regular Lagrangian flows and Sobolev vector fields
In this subsection we recall the notion of regular Lagrangian flow (RLF for short), firstly introduced
in the Euclidean setting by Ambrosio in [A04], inspired by the earlier work by Di Perna and Lions
[DPL89]. It was defined as a generalized notion of flow in order to study ordinary differential
equations associated to weakly differentiable vector fields. It is indeed well-known that, in general,
it is not possible to define in a unique way a flow associated to a non Lipschitz vector field, since
the trajectories starting from a given point might be non unique.
We begin by introducing vector fields over (X, d,m) as derivations over an algebra of test
functions, following the approach adopted in [AT14, AT17].
Definition 1.13. We say that a linear functional b : Lip(X) → L0(X,m) is a derivation if it
satisfies the Leibniz rule, that is
b(fg) = b(f)g + fb(g), (1.14)
for any f, g ∈ Lip(X).
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Given a derivation b, we write b ∈ Lp(TX) if there exists g ∈ Lp(X,m) such that
b(f) ≤ g |∇f | m-a.e. on X , (1.15)
for any f ∈ Lip(X) and we denote by |b| the minimal (in the m-a.e. sense) g with such property.
We also say that b has compact support if |b| has compact support.
We will use the notation b · ∇f in place of b(f) in the rest of the paper. We remark that, if
a derivation b is in Lp(TX) for 1 < p ≤ ∞, then it can be extended in a unique way to a linear
functional
b :W 1,qloc (X, d,m)→ L1loc(X,m)
still satisfying (1.15), where q is the dual exponent of p. If b ∈ Lp(TX) has compact support, then
the associated derivation maps W 1,qloc (X, d,m) into L
1(X,m).
Let us remark that any f ∈ W 1,2(X, d,m) defines in a canonical way a derivation bf ∈ L2(TX)
through the formula bf (g) = ∇f · ∇g, usually called the gradient derivation associated to f .
A notion of divergence can be introduced via integration by parts.
Definition 1.14. Let b be a derivation in L1(TX). We say that div b ∈ Lp(X,m) if there exists
g ∈ Lp(X,m) such that ∫
X
b(f) dm = −
∫
X
gf dm (1.16)
for any f ∈ Lipbs(X). By a density argument it is easy to check that such a g is unique (when it
exists) and we will denote it by div b.
We refer to [G18] for the introduction of the so-called tangent and cotangent moduli over an
arbitrary metric measure space and for the identification results between derivations and elements
of the tangent modulus L2(TX) which justifies the use of this notation, at least in the case p = 2.
Given a derivation b ∈ Lp(TX) we shall denote by ‖b‖Lp := ‖|b|‖Lp(X,m) its Lp-norm.
A notion of time dependent vector field over (X, d,m) can be introduced in the natural way.
Definition 1.15. Let us fix T > 0 and p ∈ [1,+∞]. We say that b : [0, T ] → Lp(TX) is a time
dependent vector field if, for every f ∈W 1,q(X, d,m) (where q is the dual exponent of p), the map
(t, x) 7→ bt · ∇f(x)
is measurable with respect to the product sigma-algebra L 1⊗B(X). We say that b is bounded if
‖b‖L∞ := ‖|b|‖L∞([0,T ]×X) <∞,
and that b ∈ L1((0, T );Lp(TX)) if ∫ T
0
‖bs‖Lp ds <∞.
In the context of RCD(K,∞) spaces the definition of Regular Lagrangian flow reads as follows
(see [AT14, AT17]).
In the sequel we shall stress the dependence of a vector field b on the time variable only in case it
is relevant for the sake of clarity.
Definition 1.16. Let us fix a time dependent vector field b (see Definition 1.15). We say that
X : [0, T ]×X → X is a Regular Lagrangian flow associated to b if the following conditions hold
true:
1) X(0, x) = x and X(·, x) ∈ C([0, T ];X) for every x ∈ X ;
2) there exists L ≥ 0, called compressibility constant, such that
X(t, ·)♯m ≤ Lm, for every t ∈ [0, T ];
3) for every f ∈ Test(X, d,m) the map t 7→ f(X(t, x)) belongs to AC([0, T ]) for m-a.e. x ∈ X
and
d
dt
f(X(t, x)) = bt · ∇f(X(t, x)) for a.e. t ∈ (0, T ). (1.17)
14
The selection of “good” trajectories is encoded in condition 2), which is added to ensure that
the RLF does not concentrate too much the reference measure m.
We remark that the notion of RLF is stable under modification in a negligible set of initial
conditions, but we prefer to work with a pointwise defined map in order to avoid technical issues.
Remark 1.17. Under the additional assumption b ∈ L1((0, T );L2(TX)), equality (1.17) holds true
for every g ∈W 1,2(X, d,m) (where it is understood that in this case the map t 7→ g(Xt(x)) belongs
to W 1,1((0, T )) for m-a.e. x ∈ X) if and only if it holds for every h ∈ D with D ⊂ W 1,2(X, d,m)
dense with respect to the strong topology. Indeed, if this is the case, for any g ∈ W 1,2(X, d,m)
and every ε > 0 we can find h ∈ D such that ‖g − h‖W 1,2(X,d,m) < ε. Hence, since (1.17) holds
true for h, we can estimate∫
X
∣∣∣g(X(t, x)) − g(x)− ∫ t
0
bs · ∇g(X(s, x)) ds
∣∣∣2 dm(x)
≤2
∫
X
|g(X(t, x)) − h(X(t, x))|2 dm(x) + 2
∫
X
|g(x)− h(x))|2 dm(x)
+ 2
∫
X
∣∣∣∣
∫ t
0
bs · ∇(g − h)(X(s, x)) ds
∣∣∣∣
2
dm(x)
≤2(L+ 1) ‖g − h‖2L2(X,m) + 2L ‖g − h‖2W 1,2(X,d,m)
√
t
∫ t
0
‖bs‖2L2 ds
≤ε2C(L, t, ‖b‖L1((0,T );L2(TX))),
that, together with an application of Fubini’s theorem, implies the validity of (1.17) for g.
Moreover, one can easily prove, via a localization procedure, that also functions in the class
W 1,2loc (X, d,m) are admissible tests in (1.17).
The theory of existence and uniqueness for regular Lagrangian flows in the context of RCD(K,∞)
metric measure spaces was developed by Ambrosio and Trevisan in [AT14]. The authors work with
a very weak notion of symmetric covariant derivative for a vector field (see [AT17, Definition 5.4])
and prove existence and uniqueness of the RLF associated to any bounded vector field b with sym-
metric derivative in L2 and bounded divergence, over an RCD(K,∞) space (actually the results
in [AT14] cover also more general settings).
When trying to develop a regularity theory for RLFs, as we shall do in the forthcoming section 2,
we will consider a class of vector fields smaller than the one for which existence and uniqueness
hold. Nevertheless, this class will be still rich enough for the sake of the applications.
Below we introduce our working definition of Sobolev vector field with symmetric covariant deriva-
tive in L2. We refer the reader to [G18, Chapter 1] for the construction of the modulus L2(T⊗2X).
Definition 1.18. The Sobolev space W 1,2C,s(TX) ⊂ L2(TX) is the space of all b ∈ L2(TX) with
div b ∈ L2(X,m) for which there exists a tensor S ∈ L2(T⊗2X) such that, for any choice of
h, g1, g2 ∈ Test(X, d,m), it holds∫
hS(∇g1,∇g2) dm = 1
2
∫
{−b(g2) div(h∇g1)− b(g1) div(h∇g2) + div(hb)∇g1 · ∇g2}dm.
(1.18)
In this case we shall call S the symmetric covariant derivative of b and we will denote it by ∇symb.
We endow the space W 1,2C,s(TX) with the norm ‖·‖W 1,2
C,s
(TX) defined by
‖b‖2W 1,2
C,s
(TX) := ‖b‖2L2(TX) + ‖∇symb‖2L2(T⊗2TX) .
Remark 1.19. It easily follows from the definition that the symmetric covariant derivative of any
vector field in W 1,2C,s(TX) is a symmetric tensor.
Moreover, any b ∈ W 1,2C (TX) such that div b ∈ L2(X,m) belongs to W 1,2C,s(TX) and ∇symb is the
symmetric part of ∇b (we refer to [G18, Section 3.4] for the definition of space W 1,2C (TX) and of
the associated notion of covariant derivative). In particular, the assertion we made above about
W 1,2C,s(TX) being a rich class is justified, since we know from [G18] that W
1,2
C (TX) is dense in
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L2(TX) for any RCD(K,∞) m.m.s. (X, d,m).
Finally, let us remark that Definition 1.18 above is stronger than [AT17, Definition 5.4], as one
can check passing to the moduli in (1.18) and applying Hölder’s inequality. Therefore, the theory
developed by Ambrosio and Trevisan grants in particular existence and uniqueness of the RLF
associated to any bounded vector field b ∈ W 1,2C,s(TX) with bounded divergence.
2 G-regularity of Lagrangian flows
This section is dedicated to establish a regularity results for Lagrangian flows of Sobolev vector
fields. As we anticipated in the introduction, the main novelty with respect to our previous work
[BrSe18] is that regularity is understood with respect to a newly defined quasi-metric dG = 1/G,
where G is the Green function of the Laplacian.
A natural setting to have existence of a positive Green function is that one of RCD(0, N) metric
measure spaces satisfying suitable volume growth conditions (see assumptions 1 and 2 below).
Under these assumptions, in subsubsection 2.1.1 we prove that (X, dG,m) is a doubling quasi-
metric space and in subsection 2.2 we exploit this structural result, together with the maximal
estimate (2.33), to implement the Crippa-De Lellis’ scheme (see [CDL08]).
In subsection 2.3 we show how this strategy can be adapted to cover the case of a possibly
negative lower Ricci curvature bound.
2.1 Key properties of the Green function
In this section we study the properties of the Green function, that is a central object in our work.
From now on we assume that (X, d,m) is an RCD(0, N) metric measure space. Further assumptions
on the space will be added in the sequel.
We set
G(x, y) :=
∫ ∞
0
pt(x, y) dt
and, for every ε > 0,
Gε(x, y) :=
∫ ∞
ε
pt(x, y) dt. (2.1)
We shall adopt in the sequel also the notation Gx(·) := G(x, ·) (and analogously for Gǫ).
Before going on let us observe that, at least at a formal level, the Green function is the funda-
mental solution of the Laplace operator. Indeed
∆yGx(·) = ∆y
(∫ ∞
0
pt(x, ·) dt
)
=
∫ ∞
0
∆ypt(x, ·) dt =
∫ ∞
0
d
dt
pt(x, ·) dt = [pt(x, ·)]∞0 = −δx.
In order to get the good definition of both G and Gε, up to the end of this section, unless
otherwise stated, we will work under the following assumption.
Assumption 1. There exists x ∈ X such that∫ ∞
1
s
m(B(x, s))
ds <∞. (2.2)
Recall that, for a non compact Riemannian manifold with nonnegative Ricci curvature, it was
proved by Varopoulos that (2.2) is a necessary and sufficient condition for the existence of a positive
Green function of the Laplacian (and this condition is known as non-parabolicity in the literature).
Remark 2.1. Let us observe that all the metric measure spaces obtained as tensor products between
an arbitrary RCD(0, N) m.m.s. (X, d,m) and an Euclidean factor (Rk, dRk ,L
k) for k ≥ 3 do satisfy
assumption 1.
We now introduce functions F, H : X × (0,+∞)→ (0,+∞) by
F (x, r) :=
∫ ∞
r
s
m(B(x, s))
ds (2.3)
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and
H(x, r) :=
∫ ∞
r
1
m(B(x, s))
ds. (2.4)
They are the objects we will use to estimate the Green function and its gradient (see [Gr06] for
analogous results in the smooth setting). As for the Green function, we will often write Fx(r) or
Hx(r) in place of F (x, r) and H(x, r).
Remark 2.2. Let us remark that both F and H are continuous w.r.t. the first variable. It can
be seen recalling that spheres are negligible on doubling m.m.s and using the continuity of the
function x 7→ m(B(x, r)) (with r > 0 fixed).
The next proposition has the aim to provide estimates for the Green function and its gradient,
in terms of Fx(d(x, y)) and Hx(d(x, y)) that are simpler objects to work with.
Proposition 2.3 (Main estimates for G). Let (X, d,m) be an RCD(0, N) m.m.s. satisfying as-
sumption 1. Then there exists a constant C2 ≥ 1, depending only on N , such that, for any x ∈ X,
1
C2
Fx(d(x, y)) ≤ Gx(y) ≤ C2Fx(d(x, y)) for any y ∈ X. (2.5)
Moreover for any x ∈ X it holds that Gx ∈ W 1,1loc (X, d,m) and
|∇Gx|(y) ≤
∫ ∞
0
|∇pt(x, ·)|(y) dt ≤ C2Hx(d(x, y)), for m-a.e. y ∈ X. (2.6)
Before giving the proof of Proposition 2.3 let us state and prove some technical lemmas. The
first one deals with the integrability properties of the maps y 7→ Fx(d(x, y)) and y 7→ Hx(d(x, y)).
Since its formulation and its proof do not require any regularity assumption for the metric measure
space, apart from the validity of assumption 1, we state it in this great generality.
Lemma 2.4. Let (X, d,m) be a m.m.s. satisfying assumption 1. Then for every x ∈ X, the
functions y 7→ Fx(d(x, y)) and y 7→ Hx(d(x, y)) belong to L1loc(X,m). Moreover the map (w, z) 7→
H(w, d(w, z)) belongs to L1loc(X ×X,m×m).
Proof. Let g : R→ [0,+∞) be a Borel function, define f(r) := ∫∞
r
g(s) ds. Observe that∫
B(x,R)
f(dx(w)) dm(w) =
∫ R
0
g(s)m(B(x, s)) ds+ f(R)m(B(x,R)), for any R > 0, (2.7)
as an application of Fubini’s theorem shows. Fix now any x ∈ X . Applying (2.7), first with
g(s) = s
m(B(x,s)) and then with g(s) =
1
m(B(x,s)) , we get∫
B(x,R)
Fx(dx(w)) dm(w) =
R2
2
+ Fx(R)m(B(x,R)), (2.8)
and ∫
B(x,R)
Hx(dx(w)) dm(w) = R +Hx(R)m(B(x,R)), (2.9)
that imply in turn that y 7→ Fx(d(x, y)) and y 7→ Hx(d(x, y)) belong to L1loc(X,m).
We now prove the local integrability of (w, z) 7→ H(w, d(w, z)). It suffices to show that∫
B(x¯,R)
∫
B(x¯,R)
H(w, d(w, z)) dm(z) dm(w) <∞, ∀R > 0, ∀x¯ ∈ X. (2.10)
Observe that for every w ∈ B(x¯, R) it holds B(x¯, R) ⊂ B(w, 2R). Hence∫
B(x¯,R)
∫
B(x¯,R)
H(w, d(w, z)) dm(z) dm(w)
≤
∫
B(x¯,R)
∫
B(w,2R)
H(w, d(w, z)) dm(z) dm(w)
=
∫
B(x¯,R)
[2R+m(B(w, 2R))Hw(2R)] dm(w)
≤2Rm(B(x¯, R)) +m(B(x¯, 3R))
∫
B(x¯,R)
Hw(2R) dm(w),
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where we used (2.9) passing from the second to the third line above. Since B(x¯, s/2) ⊂ B(w, s) for
every w ∈ B(x¯, R) and s > 2R, we obtain∫
B(x¯,R)
Hw(2R) dm(w) =
∫ ∞
2R
∫
B(x¯,R)
1
m(B(w, s))
dm(w) ds
≤
∫ ∞
2R
∫
B(x¯,R)
1
m(B(x¯, s/2))
dm(w) ds
=m(B(x¯, R))
∫ ∞
2R
1
m(B(x¯, s/2))
ds <∞.
The following lemma deals with the regularity properties of Gεx, that is a regular approximation
of Gx.
Lemma 2.5. Let (X, d,m) be an RCD(0, N) space satisfying assumption 1 and fix x ∈ X. For
every 0 < ε < 1 the function Gεx belongs to Lipb(X) ∩ Dloc(∆) and it holds ∆Gεx = −pε(x, ·).
Moreover Gx ∈W 1,1loc (X, d,m) and
lim
ε→0
Gεx = Gx in W
1,1
loc (X, d,m). (2.11)
Proof. First of all let us prove that Gεx ∈ L∞(X,m). Using (1.8) and assumption 1 we have
Gεx(y) =
∫ ∞
ε
pt(x, y) dy ≤
∫ ∞
ε
C1
m(B(x,
√
t))
dt = 2C1
∫ ∞
√
ε
t
m(B(x, t))
dt <∞.
The proof of the regularity statement Gεx ∈ Lipb(X) will follow after proving that the identity
Gα+tx = PtG
α
x holds true for any α, t ∈ (0,+∞) by the regularization properties of the heat
semigroup (since we proved that Gα ∈ L∞). To this aim, for any x, y ∈ X and for any t, α > 0,
we compute
PtG
α
x (y) =
∫
X
pt(y, z)G
α
x(z) dm(z) =
∫ ∞
α
∫
X
pt(y, z)ps(x, z) dm(z) ds
=
∫ ∞
α
pt+s(x, y) ds =
∫ ∞
α+t
ps(x, y) ds = G
α+t
x (y).
In order to prove that Gεx ∈ Dloc(∆) and ∆Gεx = pε(x, ·) we consider a function f ∈ Test(X, d,m)
and we compute ∫
X
Gǫx(w)∆f(w) dm(w) =
∫ ∞
ε
Pt∆f(x) dt = −Pεf(x),
where the last equality follows from the observation that Prf → 0 pointwise as r → ∞ for any
f ∈ L1 ∩ L2(X,m), that is a consequence of the estimates for the heat kernel (1.8) and the fact
that m(X) =∞.
Let us prove (2.11). We preliminary observe that Gεx → Gx in L1loc(X,m), since Gx −Gεx ≥ 0
and ∫
X
{Gx(y)−Gεx(y)}dm(y) =
∫
X
∫ ǫ
0
pt(x, y) dt dm(y) =
∫ ε
0
∫
X
pt(x, y) dm(y) dt = ε.
To conclude the proof it suffices to show that Gεx is a Cauchy sequence in W
1,1
loc (X, d,m). We claim
that, for every 0 < ε1 < ε2 < 1,
|∇(Gε1x −Gε2x )|(y) = lip(Gε1x −Gε2x )(y) ≤
∫ ε1
ε2
lip pt(x, ·)(y) dt, for m-a.e. y ∈ X . (2.12)
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As a consequence of the Bishop-Gromov inequality (1.5) we get
sup
t>0
∫
X
e−
d
2(x,y)
5t
m(B(x,
√
t))
dm(y) = sup
t>0
1
m(B(x,
√
t))
∫
X
∫ ∞
d2(x,y)/t
e−s/5
5
ds dm(y)
= sup
t>0
∫ ∞
0
e−s/5
5
m(B(x,
√
st))
m(B(x,
√
t))
ds
≤
∫ ∞
0
e−s/5
5
max { s; 1 }N/2 ds <∞,
that, together with the estimates for the gradient of the heat kernel (1.9), implies
∫ 1
0
∫
X
|∇pt(x, ·)|(y) dm(y) dt ≤
∫ 1
0
C2√
t
∫
X
e−
d
2(x,y)
5t
m(B(x,
√
t))
dm(y) dt <∞,
therefore (2.12) will yield the desired conclusion. This being said let us pass to the verification of
(2.12). Observe that the m-a.e. identifications between slopes and minimal weak upper gradients
above follow from the local Lipschitz regularity of the heat kernel and Gǫx for ǫ > 0 thanks to
Theorem 1.6. Observe that the very definition of Gǫ grants that
lip(Gε1x −Gε2x )(y) ≤ lim sup
z→y
∫ ε1
ε2
|pt(x, y)− pt(x, z)|
d(y, z)
dt, for every y ∈ X. (2.13)
Moreover, for any r < 12d(x, y), the gradient estimate for the heat kernel (1.9) yields
|∇pt(x, ·)|(w) ≤ C1e
− r25t√
tm(B(x,
√
t))
for m-a.e w ∈ B(y, r). (2.14)
Hence pt(x, ·) is Lipschitz in B(y, r/2) with Lipschitz constant bounded from above by the right
hand side of (2.14), thanks to a local version of the Sobolev to Lipschitz property (see subsection 1.1).
Summarizing we obtain the bound
|pt(x, y)− pt(x, z)|
d(y, z)
≤ C1e
− r25t√
tm(B(x,
√
t))
, (2.15)
for every z ∈ B(y, r/2) and every t ∈ (0,∞). Hence we can apply Fatou’s lemma and pass from
(2.13) to (2.12).
Remark 2.6. Proceeding as in the proof of Lemma 2.5 above, one can prove that, for any η ∈
Test(X, d,m) with compact support, it holds that ηGǫx ∈ Test(X, d,m) for any x ∈ X and for any
ǫ > 0.
We state another technical lemma, its elementary proof can be obtained with minor modifica-
tions to the proof of [Gr06, Lemma 5.50].
Lemma 2.7. Let ϕ : (0,+∞)→ (0,+∞) be monotone increasing and set
ψ(r) :=
∫ +∞
0
1
ϕ(
√
t)
exp
(
−r
2
t
)
dt.
If ϕ satisfies the local doubling property
ϕ(2r) ≤ C(R)ϕ(r) for any 0 < r < R,
for some non decreasing function C : (0,+∞) → (0,+∞), then there exists a non decreasing
function Λ : (0,+∞)→ (0,+∞), whose values depend only on the function C, such that
1
Λ(R)
∫ ∞
r
s
ϕ(s)
ds ≤ ψ(r) ≤ Λ(R)
∫ ∞
r
s
ϕ(s)
ds, (2.16)
for any 0 < r < R and for any R ∈ (0,+∞). Moreover, when C is constant, we can choose Λ to
be constant.
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Proof of Proposition 2.3. The proof of (2.5) follows from the estimates for the heat kernel (1.8)
applying Lemma 2.7 with ϕ(r) := m(B(x, r)).
In order to prove (2.6) we observe that, arguing exactly as in the proof of (2.11), one can prove
that, for any ǫ > 0 and any x ∈ X ,
|∇Gεx| (y) ≤
∫ ∞
ε
|∇pt(x, ·)|(y) for m-a.e. y ∈ X . (2.17)
The sought conclusion follows from (2.11). The proof of the inequality∫ ∞
0
|∇pt(x, ·)|(y) dt ≤ C2Hx(d(x, y)), for m-a.e. y ∈ X
follows from the gradient estimate for the heat kernel (1.9), applying Lemma 2.7 with choice
ϕ(r) := rm(B(x, r)).
Remark 2.8. It is clear from the proof of Proposition 2.3 that the regularized functions Gǫ satisfy
|∇Gεx|(y) ≤
∫ ∞
ε
|∇pt(x, ·)|(y) dt ≤ C2Hx(d(x, y)), for m-a.e. y ∈ X. (2.18)
Remark 2.9. As a consequence of (2.6) and of the continuity of the map x 7→ Hx(r), exploiting the
monotonicity w.r.t. r of H and a local version of the Sobolev to Lipschitz property, one can prove
that Gx is continuous in X \ { x }.
Let us state and prove a maximal estimate that, as we anticipated in the introduction, is a key
tool to bound the rate of change of the Green function along trajectories of a Lagrangian flow. It
will be crucial in the proof of the vector-valued maximal estimate Proposition 2.18.
Proposition 2.10 (Maximal estimate, scalar version). Let (X, d,m) be an RCD(0, N) m.m.s.
satisfying assumption 1. Then there exists CM > 0, depending only on N , such that, for any Borel
function f : X → [0,+∞), it holds∫
f(w) |∇Gx(w)| |∇Gy(w)| dm(w) ≤ CMG(x, y) (Mf(x) +Mf(y)) , (2.19)
for every x, y ∈ X.
Proof. Fix two different points in x, y ∈ X . Thanks to (2.6) we can estimate the left hand side of
(2.19) with
C22
∫ ∞
0
∫ ∞
0
∫
X
f(w)
1B(x,r)(w)
m(B(x, r))
1B(y,s)(w)
m(B(y, s))
dm(w) ds dr.
By splitting the domain (0,+∞)×(0,+∞) intoA1, A2 andA3, with A1 := { (s, r) | d(x, y) + s ≤ r },
A2 := { (s, r) | d(x, y) + r ≤ s } and A3 := { (s, r) | d(x, y) > |r − s| } we are left with the esti-
mates of the following quantities:
I1 :=
∫
A1
∫
X
f(w)
1B(x,r)(w)
m(B(x, r))
1B(y,s)(w)
m(B(y, s))
dm(w) ds dr,
I2 :=
∫
A2
∫
X
f(w)
1B(x,r)(w)
m(B(x, r))
1B(y,s)(w)
m(B(y, s))
dm(w) ds dr
and
I3 :=
∫
A3
∫
X
f(w)
1B(x,r)(w)
m(B(x, r))
1B(y,s)(w)
m(B(y, s))
dm(w) ds dr.
In order to estimate I1, we observe that B(y, s) ⊂ B(x, r) for every (s, r) ∈ A1, thus
I1 =
∫
A1
1
m(B(x, r))
−
∫
B(y,s)
f(w) dm(w) ds dr
≤Mf(y)
∫ ∞
d(x,y)
∫ r−d(x,y)
0
1
m(B(x, r))
ds dr
≤Mf(y)
∫ ∞
d(x,y)
r
m(B(x, r))
dr
≤C2G(x, y)Mf(y).
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By symmetry we get
I2 ≤ C2G(x, y)Mf(x).
To estimate I3 let us observe that, if r + s < d(x, y), then B(x, r) ∩ B(y, s) = ∅. Thus the inte-
gration can be restricted to the smaller domain B := { (s, r) | d(x, y) > |r − s|, r + s ≥ d(x, y) }
that we split once more into B1 := { (s, r) | d(x, y) > r − s, r + s ≥ d(x, y), r ≥ s } and B2 :=
{ (s, r) | d(x, y) > s− r, r + s ≥ d(x, y), r < s }. Therefore we have
I3 =
∫
B
∫
X
f(w)
1B(x,r)(w)
m(B(x, r))
1B(y,s)(w)
m(B(y, s))
dm(w) ds dr
=
∫
B1
∫
X
f(w)
1B(x,r)(w)
m(B(x, r))
1B(y,s)(w)
m(B(y, s))
dm(w) ds dr
+
∫
B2
∫
X
f(w)
1B(x,r)(w)
m(B(x, r))
1B(y,s)(w)
m(B(y, s))
dm(w) ds dr
=:I13 + I
2
3 .
We now deal with I13 . Using the rough estimate 1B(x,r) ≤ 1 we obtain
I13 ≤
∫
B1
1
m(B(x, r))
−
∫
B(y,s)
f(w) dm(w) ds dr
≤Mf(y)
∫ ∞
d(x,y)/2
∫ r
|d(x,y)−r|
1
m(B(x, r))
ds dr
≤Mf(y)
∫ ∞
d(x,y)/2
r
m(B(x, r))
dr
=Mf(y)
1
4
∫ ∞
d(x,y)
r
m(B(x, r/2))
dr.
With a simple application of (1.5) and (2.5) we conclude that I13 ≤ C(C2, N)Mf(y)G(x, y). By
symmetry we also have I23 ≤ C(C2, N)Mf(x)G(x, y). Putting all these estimates together we
obtain the desired result.
Remark 2.11. It is clear from the proof of Proposition 2.10 and from Remark 2.8 that the same
estimate holds true if one puts ∇Gεx and ∇Gǫy in place of ∇Gx and ∇Gy at the left hand side of
(2.19). More precisely it holds that∫
f(z) |∇Gεx(z)|
∣∣∇Gεy(z)∣∣ dm(z) ≤ CMG(x, y) (Mf(x) +Mf(y)) , (2.20)
for every x, y ∈ X .
2.1.1 The Green quasi-metric
This section is devoted to the study of the following function
dG(x, y) :=
{
1
G(x,y) if x 6= y,
0 otherwise.
(2.21)
Our aim is to prove that dG is a quasi-metric on X (i.e. it satisfies an approximated triangle
inequality, see Proposition 2.13 below) and that m is still a doubling measure over (X, dG) (see
Proposition 2.16 below for a precise statement). The terminology, quite common in the literature
about analysis on metric spaces, is borrowed from [H01, Chapter 14]. In order to do so we will
need to impose an assumption slightly stronger than assumption 1 to the m.m.s. (X, d,m).
Assumption 2. There exists an RCD(0, N − 3) metric measure space (X¯, d¯, m¯) such that (X, d,m)
is the tensor product between (X¯, d¯, m¯) and (R3, dR3 ,L
3).
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First of all observe that dG is symmetric and positive whenever x 6= y. Moreover, for every
x ∈ X , the map y 7→ dG(x, y) is continuous. Indeed, thanks to the continuity of Gx in X \{ x } (see
Remark 2.9 above), we need only to show that dG(x, ·) is continuous at x, and this is the content
of the following lemma.
Lemma 2.12. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying assumption 2. Then for any
x ∈ X it holds that dG(x, y)→ 0 if and only if d(x, y)→ 0.
Proof. Suppose that dG(x, y)→ 0. Then, by the very definition of dG, it must be G(x, y)→ +∞.
Hence, since we have the uniform control G(x, y) ≤ C2F (x, d(x, y)) and F (x, ·) is bounded away
from 0, we conclude d(x, y)→ 0.
In order to prove the converse we observe that, if d(x, y)→ 0, then F (x, d(x, y))→∞. Indeed,
under our assumptions, s 7→ s/m(B(x, s)) is not integrable at 0 and to conclude we just need to
exploit the bound G(x, y) ≥ 1/C2F (x, d(x, y)) (see Proposition 2.3 above).
Let us now state and prove the almost triangle inequality property of dG.
Proposition 2.13 (Almost triangle inequality). Let (X, d,m) be an RCD(0, N) space satisfying
assumption 1. Then there exists a constant CT ≥ 1, depending only on N , such that
dG(x, y) ≤ CT (dG(x, z) + dG(z, y)) for any x, y and z ∈ X. (2.22)
The core of the proof of Proposition 2.13 is contained in the following elementary lemma.
Lemma 2.14. Let (X, d,m) be a doubling metric measure space satisfying assumption 1. Then
there exists a constant C, depending only on the doubling constant of (X, d,m), such that
Fx(d(x, z))Fy(d(y, z)) ≤ C(Fx(d(x, y))Fy(d(y, z)) + Fy(d(x, y))Fx(d(x, z))),
for any x, y, z in X.
Proof. Let us fix x, y, z in X . We can assume without loss of generality that they are all different.
Starting from the identity
Fx(d(x, z))Fy(d(y, z)) =
∫ ∞
d(x,z)
∫ ∞
d(y,z)
t
m(B(x, t))
s
m(B(y, s))
dt ds,
and exploiting the inclusion
{ d(x, z) < t, d(y, z) < s } ⊂ { d(x, y) < 2t, d(y, z) < s } ∪ { d(x, y) < 2s, d(x, z) < t } ,
we get
Fx(d(x, z))Fy(d(y, z)) ≤
∫ ∞
d(x,y)/2
∫ ∞
d(y,z)
t
m(B(x, t))
s
m(B(y, s))
dt ds
+
∫ ∞
d(x,z)
∫ ∞
d(x,y)/2
t
m(B(x, t))
s
m(B(y, s))
dt ds
=Fx(d(x, y)/2)Fy(d(y, z)) + Fy(d(x, y)/2)Fx(d(x, z)).
To conclude, observe that Fw(r/2) ≤ CFw(r) for any r > 0 and w ∈ X , where C depends only on
the doubling constant of m.
Proof of Proposition 2.13. The desired conclusion (2.22) is equivalent to
Gx(z)Gy(z) ≤ CTG(x, y)(Gx(z) +Gy(z)),
that follows from Lemma 2.14 taking into account Proposition 2.3.
We introduce the notation
BG(x, r) := { y ∈ X | dG(x, y) < r } (2.23)
to denote the balls with respect to the quasi-metric dG. The next result of this short section is
about the doubling property of the measure m in the quasi-metric space (X, dG).
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Lemma 2.15 (Reverse Bishop-Gromov inequality). Let (X¯, d¯, µ) be a doubling m.m.s. with dou-
bling constant Cµ and denote by (X, d,m) the tensor product between (X¯, d¯, µ) and (Rk, dRk ,L k)
for some k ≥ 1. Then
m(B(x,R))
m(B(x, r))
≥ 1
Cµ
√
2
k
(
R
r
)k
, (2.24)
for every 0 < r < R and for any x ∈ X.
Proof. The following chain of inclusions holds true for any x ∈ X , any v ∈ Rk and any r > 0:
B(x, r/
√
2)×B(v, r/
√
2) ⊂ B((x, v), r) ⊂ B(x, r) ×B(v, r).
It follows that
m(B(x, v), R)
m(B(x, v), r)
≥m(B(x,R/
√
2)×B(v,R/√2))
m(B(x, r) ×B(v, r)) =
1
√
2
k
µ(B(x,R/
√
2))
µ(B(x, r))
(
R
r
)k
≥ 1√
2
k
µ(B(x, r/2))
µ(B(x, r))
(
R
r
)k
≥ 1
Cµ
√
2
k
(
R
r
)k
.
We finally state and prove the doubling property of m with respect to the new quasi-metric dG.
Proposition 2.16 (Doubling property). Assume that (X, d,m) is an RCD(0, N) m.m.s. satisfying
assumption 2. Then there exists a constant CG > 0, depending only on N , such that
m(BG(x, 2r)) ≤ CGm(BG(x, r)), (2.25)
for every x ∈ X and every r > 0.
Proof. We begin by observing that, under assumption 2, an application of Lemma 2.15 yields the
existence of constants a > 1 and b < 1 such that Fx(aR) ≤ bFx(R) for any x ∈ X and for any
R > 0. It follows that
Fx(R) = Fx(aR) +
∫ aR
R
s
m(B(x, s))
ds ≤ bFx(R) + a R
2
m(B(x,R))
,
for any x ∈ X and R > 0, thus we get
Fx(R) ≤ a
1− b
R2
m(B(x,R))
for any x ∈ X and for any R > 0. (2.26)
The inequality in (2.26) yields the existence of α > 0 such that r 7→ rαFx(r) is nonincreasing on
(0,+∞) (just take α := (1− b)/a and differentiate w.r.t. r). Hence we can find γ < 1 such that
Fx(2R) ≤ γFx(R) for any x ∈ X and for any R > 0. (2.27)
Inequality (2.27) implies in turn that
F−1x (γR) ≤ 2F−1x (R) for any x ∈ X and for any R > 0. (2.28)
The last ingredient we need are the estimates, valid for any λ > 0 and for any x ∈ X :
m({Gx > λ }) ≤ m({Fx(dx) > λ/C2 }), m({Fx(dx) > λ }) ≤ m({Gx > λ/C2 }), (2.29)
where C2 is the constant appearing in (2.5).
In order to conclude let us show that
m
(
BG
(
x,
1
γMC2
r
))
≤ 2M·Nm(BG(x,C2r)), (2.30)
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for every r > 0, x ∈ X and M ∈ N.
Using (2.29), the definition of BG and the fact that F−1x is non-increasing we find
m
(
BG
(
x,
1
γMC2
r
))
= m
({
Gx >
C2γ
M
r
})
≤ m
({
Fx(dx) >
γM
r
})
= m
(
B
(
x, F−1x
(
γM/r
)))
.
Applying first M -times (2.28) and then the doubling inequality (1.5) in the RCD(0, N) m.m.s.
(X, d,m), we get
m
(
BG
(
x,
1
C2γM
r
))
≤ m(B(x, 2MF−1x (1/r))) ≤ 2M·Nm(B(x, F−1x (1/r)))
= 2M·Nm({Fx(dx) > 1/r }).
Using again (2.29), we obtain:
m
(
BG
(
x,
1
C2γM
r
))
≤ 2M·Nm({Gx > 1
C2r
}) = 2M·Nm(BG(x,C2r)). (2.31)
Setting s := C2r in (2.31), we have that
m
(
BG
(
x,
1
C22γ
M
s
))
≤ 2(M+1)Nm(BG(x, s)),
for any s > 0, any x ∈ X and every real numberM > 1. ChoosingM = logγ−1(2C22 ) we eventually
obtain (2.25).
The last lemma of this subsection deals with the integrability properties of the maximal function
associated to the quasi metric dG.
Lemma 2.17. Assume that (X, d,m) is an RCD(0, N) m.m.s. satisfying assumption 2. Then
there exists a constant C > 0, depending only on N , such that for any f ∈ L1loc(X,m) it holds
MGf(x) ≤ CMf(x), ∀x ∈ X, (2.32)
where MGf(x) := supr>0 −
∫
BG(x,r)
|f | dm and Mf is the Hardy Littlewood maximal function asso-
ciated to f .
In particular MG is a bounded operator from L2(X,m) into itself.
Proof. Exploiting the inclusions (see (2.5))
{Fx(dx) > C2r } ⊂ BG(x, r) ⊂ {Fx(dx) > r/C2 } ,
we get
−
∫
BG(x,r)
|f | dm ≤ m(B(x, F
−1
x (r/C2)))
m(B(x, F−1x (C2r)))
Mf(x).
Using the Bishop-Gromov inequality (1.4) and (2.27) we get
m(B(x, F−1x (r/C2)))
m(B(x, F−1x (C2r)))
≤
(
F−1x (r/C2)
F−1x (C2r)
)N
≤ C(γ, C2, N).
Recalling that C2 and γ are constants depending only on N , (2.32) follows.
Finally observe that the maximal operator M maps L2(X,m) into itself since (X, d,m) is a
doubling m.m.s., this property is inherited by MG thanks to (2.32).
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2.2 A Lusin-type regularity result
This section is dedicated to the study of the regularity of a flow Xt associated to a Sobolev time
dependent vector field b. The regularity will be understood with respect to the newly introduced
quasi-metric dG.
Let us begin with a crucial maximal estimate for vector fields. As we pointed out in the
introduction of the paper it can be seen as an infinitesimal version of Theorem 2.20.
Proposition 2.18 (Maximal estimate, vector-valued version). Let (X, d,m) be an RCD(0, N)
m.m.s. satisfying assumption 1. Assume that b ∈W 1,2C,s(TX) is a compactly supported and bounded
vector field. Then, setting g := |∇symb|+ | div b|, it holds
|b · ∇Gx(y) + b · ∇Gy(x)| ≤ 2CMG(x, y)(Mg(x) +Mg(y)), (2.33)
for m×m-a.e. (x, y) ∈ X ×X, where M stands for the maximal operator.
Proof. The heuristic standing behind the proof of this result, which was already present in [BrSe18],
is the following one: assuming that b is divergence free we can formally compute
b · ∇Gx(y) + b · ∇Gy(x) =−
∫
X
b · ∇Gx(w) d∆Gy(w)−
∫
X
b · ∇Gy(w) d∆Gx(w)
=2
∫
X
∇symb(w)(∇Gx(w),∇Gy(w)) dm(w),
so that, taking the moduli and applying Proposition 2.10, we would reach the desired conclusion.
This being said the proof of this result will be divided into two steps: in the first one we are
going to prove an estimate for the regularized functions Gǫ; in the second one the sought conclusion
will be recovered by an approximation procedure.
Step 1 We start proving that, for every ε ∈ (0, 1) and for every x, y ∈ X , it holds∣∣∣∣
∫
X
{
b · ∇Gεx∆Gεy + b · ∇Gεy∆Gεx
}
dm
∣∣∣∣ ≤ 2CMG(x, y) (Mg(x) +Mg(y)) . (2.34)
To this aim, we choose a cut-off function with compact support η ∈ Test(X, d,m) such that η ≡ 1
on supp b (the existence of such function follows from Lemma 1.8). Applying (1.18) with h = η,
f = ηGǫx and g = ηG
ǫ
y (observe that they are admissible test function in the definition of symmetric
covariant derivative thanks to Remark 2.6) we obtain:
∣∣∣ ∫
X
{
b · ∇Gεx∆Gεy + b· ∇Gεy∆Gεx
}
dm
∣∣∣
≤
∣∣∣∣
∫
X
{
b · ∇Gεx∆Gεy + b · ∇Gεy∆Gεx − div b ∇Gεx · ∇Gεy
}
dm
∣∣∣∣
+
∣∣∣∣
∫
X
div b ∇Gεx · ∇Gεy dm
∣∣∣∣
=2
∣∣∣∣
∫
X
∇symb (∇Gεx,∇Gεy) dm
∣∣∣∣+
∣∣∣∣
∫
X
div b ∇Gεx · ∇Gεy dm
∣∣∣∣
≤2
∫
X
g(w)|∇Gεx(w)||∇Gεy(w)| dm(w).
The estimate in (2.34) follows from the inequality we just obtained applying (2.20).
Step 2 The second step of the proof aims into proving that, as ε→ 0, it holds∣∣∣∣
∫
X
{
b · ∇Gεx∆Gεy + b · ∇Gεy∆Gεx
}
dm
∣∣∣∣→ |b · ∇Gx(y) + b · ∇Gy(x)| (2.35)
in L1loc(X ×X,m×m). This will allow us to get (2.33) by choosing a sequence ǫi ↓ 0 such that the
convergence in (2.35) holds true m×m-a.e. on X ×X and exploiting what we proved in the first
step.
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In order to prove (2.35), we start recalling that ∆Gεy(w) = −pε(y, w) for any ǫ > 0 (see
Lemma 2.5). Thus ∫
X
b · ∇Gεx∆Gεy dm = −Pε(b · ∇Gεx)(y) for any x, y ∈ X . (2.36)
Moreover for our purposes it suffices to check that
∫
K
∫
K
|Pε(b·∇Gεx)(y)−b·∇Gx(y)| dm(x) dm(y)→
0 as ǫ→ 0, for every compact K ⊂ X . Adding and subtracting Pε(b ·∇Gx)(y) (that is well defined
since b · ∇Gx ∈ L1(X,m)), we obtain∫
K
∫
K
|Pε(b · ∇Gεx)(y)− b · ∇Gx(y)| dm(x) dm(y)
≤
∫
K
‖Pε(b · ∇(Gεx −Gx))‖L1(X,m) dm(x) +
∫
K
‖Pε(b · ∇Gx)− b · ∇Gx‖L1(X,m) dm(x).
Using the L1-norm contractivity property of the semigroup Pε, we deduce that
‖Pε(b · ∇(Gεx −Gx))‖L1(X,m) ≤ ‖b · ∇(Gεx −Gx)‖L1(X,m) for any x ∈ X .
Hence, for any x ∈ X ,
‖Pε(b · ∇(Gεx −Gx))‖L1(X,m) → 0 as ǫ ↓ 0,
since Gεx → Gx in W 1,1loc (X, d,m) by Proposition 2.3 and b has compact support by assumption.
Also the term ‖Pε(b · ∇Gx)− b · ∇Gx‖L1(X,m) goes to zero for every x ∈ X since, as just remarked,
b · ∇Gx ∈ L1(X,m). Moreover both these terms are uniformly bounded by the function x 7→
C ‖b‖L∞ ‖Hx(dx(·))‖L1(supp(b),m) that is locally integrable, since the map (x, y) 7→ H(x, d(x, y))
belongs to L1loc(X × X,m × m) in view of Lemma 2.4. The conclusion of (2.35) can now be
recovered applying the dominated convergence theorem.
Up to the end of this section we let (X, d,m) be an RCD(0, N) m.m.s. satisfying assumption 2.
Let us fix T > 0 and let bt ∈ L∞((0, T ) × X) be a time dependent vector field with compact
support, uniformly w.r.t. time. We further assume that bt ∈ W 1,2C,s(TX) for a.e. t ∈ (0, T ) and
that |∇symbt| ∈ L1((0, T );L2(X,m)) and div bt ∈ L1((0, T );L∞(X,m)).
Under these assumptions, the theory developed in [AT14] grants existence and uniqueness of the
Regular Lagrangian Flow (Xt)t∈[0,T ] of b. We shall denote by L ≥ 0 its compressibility constant.
Our aim is to implement a strategy very similar to the one adopted in [CDL08] (in the Euclidean
setting) and in our previous work [BrSe18] (in the context of Ahlfors regular, compact RCD(K,N)
m.m. spaces), in order to prove a Lusin-type regularity result for RLFs in terms of the newly
defined quasi-metric dG (see Theorem 2.20 below for a precise statement).
Let us spend some words to explain the very simple idea behind the just mentioned strategy.
Having in mind the standard Gronwall argument explained in the introduction (see (0.2)), it is
natural to try to estimate the time derivative of dG(Xt(x),Xt(y)). In order to do so, we use
Corollary A.3 and Proposition 2.18 obtaining∣∣∣∣ ddtG(Xt(x),Xt(y))
∣∣∣∣ ≤ 2CMG(Xt(x),Xt(y)) {Mg(Xt(x)) +Mg(Xt(y))} , (2.37)
for L 1-a.e. t ∈ (0, T ) and for m×m-a.e. (x, y) ∈ X ×X .
Integrating with respect to the time variable and recalling that dG := 1/G, we get, for any
t ∈ [0, T ],
dG(Xt(x),Xt(y)) ≤ dG(x, y) exp
{∫ T
0
Mg(Xs(x)) ds+
∫ T
0
Mg(Xs(y)) ds
}
(2.38)
for m × m-a.e. (x, y) ∈ X ×X . Note that the function g∗(x) := ∫ T0 Mg(Xs(x)) ds belongs to L2
with
‖g∗‖L2 ≤ CL
∫ T
0
‖|∇bs|+ | div bs|‖L2 ds, (2.39)
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where C is a universal constant and L is as in Definition 1.16. Putting (2.38) and (2.39) together,
we get a weak version of the sought Lusin-Lipschitz estimate, since the inequality in (2.38) is not
point-wise but it holds only m×m-almost everywhere. In order to fix this issue we adopt a slightly
different approach (borrowed from [CDL08]). We consider the family of functionals
Φt,r(x) := −
∫
BG(x,r)
log
(
1 +
dG(Xt(x),Xt(y))
r
)
dm(y), (2.40)
for r ∈ (0,∞) and t ∈ [0, T ] and we bound its time derivative performing the same estimate in
(2.37).
This gives an L2 bound on the function
Φ∗(x) := sup
0≤t≤T
sup
0<r<∞
Φt,r(x), (2.41)
that will play the role of g∗ in (2.38). Let us remark that in order to perform such a plan we need
to use the doubling and quasi-metric property of dG (see subsubsection 2.1.1).
Proposition 2.19. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying assumption 2. Let moreover
b, (Xt)t∈[0,T ] and L be as in the discussion above. Then for any compact P ⊂ X there exists a
constant C = C(T,m(P ), N) such that
‖Φ∗‖L2(P,m) ≤ C
[
1 + L
∫ T
0
‖|∇symbs|+ | div bs|‖L2(X,m) ds
]
. (2.42)
Proof. By Corollary A.3 we can say that, form×m-a.e. (x, y) ∈ X×X , the map t 7→ G(Xt(x),Xt(y))
belongs to W 1,1((0, T )) and its derivative is given by
d
dt
G(Xt(x),Xt(y)) = bt · ∇GXt(x)(Xt(y)) + bt · ∇GXt(y)(Xt(x)) for L 1-a.e. t ∈ (0, T ). (2.43)
It follows that, for m-a.e. x ∈ X , the map t 7→ Φt,r belongs to W 1,1((0, T )) as well (and actually
it is absolutely continuous, since it is continuous) and it holds
Φt,r(x) =Φ0,r(x) +
∫ t
0
d
ds
Φs,r(x) ds
≤Φ0,r(x) +
∫ t
0
−
∫
BG(x,r)
| ddsG(Xs(x),Xs(y))|
G(Xs(x),Xs(y))
· 1
G(Xs(x),Xs(y))r + 1
dm(y) ds
≤Φ0,r(x) +
∫ t
0
−
∫
BG(x,r)
|bs · ∇GXs(x)(Xs(y)) + bs · ∇GXs(y)(Xs(x))|
G(Xs(x),Xs(y))
dm(y) ds.
Applying Proposition 2.18 and observing that Φ0,r ≤ log 2, we conclude that
Φt,r(x) ≤ log 2 +
∫ t
0
−
∫
BG(x,r)
{Mgs(Xs(x)) +Mgs(Xs(y))} dm(y) ds for m-a.e. x ∈ X,
where gs := |∇symbs| + | div bs|. We can finally estimate Φ∗ obtaining that, for m-a.e. x ∈ X , it
holds
Φ∗(x) ≤ log 2 + sup
0≤t≤T
sup
0<r<∞
∫ t
0
−
∫
BG(x,r)
{Mgs(Xs(x)) +Mgs(Xs(y))} dm(y) ds
≤ log 2 +
∫ T
0
Mgs(Xs(x)) ds +
∫ T
0
MGMgs(Xs(·))(x) ds,
where MG is the maximal operator associated to the quasi-metric dG (while M still denotes the
maximal operator associated to the m.m.s. (X, d,m)).
We remark that MG maps L2(X,m) into itself (see Lemma 2.17).
Passing to the L2(m)-norms over P and taking into account the assumption that the RLF has
compressibility constant L <∞ we obtain (2.42).
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Below we state and prove our main regularity result for Regular Lagrangian flows.
Theorem 2.20. Let (X, d,m), b, (Xt)t∈[0,T ] and L be as in the assumptions of Proposition 2.19
above. Then there exists C = C(N) such that, for any x, y ∈ X and for any t ∈ [0, T ], it holds
dG(Xt(x),Xt(y)) ≤ CeC(Φ∗(x)+Φ∗(y))dG(x, y), (2.44)
where Φ∗ was defined in (2.41).
Moreover, for any compact P ⊂ X, the following property holds: for every ǫ > 0 there exists a
Borel set E ⊂ P such that m(P \ E) < ε and
dG(Xt(x),Xt(y)) ≤ C exp
(
2C
‖Φ∗‖L2(P,m)√
ǫ
)
dG(x, y) for any x, y ∈ E, (2.45)
for every t ∈ [0, T ]. We remark that this last statement is meaningful since, under our regularity
assumptions on b, Proposition 2.19 grants that ‖Φ∗‖L2(P,m) < +∞.
Proof. Fix x, y ∈ X such that x 6= y and set r := dG(x, y). Exploiting Proposition 2.13 and the
subadditivity and monotonicity of s 7→ log(1 + s), we obtain that, for any z ∈ X , it holds
log
(
1 +
dG(Xt(x),Xt(y))
CT r
)
≤ log
(
1 +
dG(Xt(x),Xt(z))
r
)
+ log
(
1 +
dG(Xt(z),Xt(y))
r
)
.
Taking the mean value w.r.t. the z variable of the above written inequality over BG(x, r) and
exploiting the inclusion BG(x, r) ⊂ BG(y, 2CT r) which follows from Proposition 2.13, we obtain
log
(
1 +
dG(Xt(x),Xt(y))
CT r
)
≤−
∫
BG(x,r)
log
(
1 +
dG(Xt(x),Xt(z))
r
)
dm(z)
+−
∫
BG(x,r)
log
(
1 +
dG(Xt(z),Xt(y))
r
)
dm(z)
≤Φ∗(x)
+
m(BG(y, 2CT r))
m(BG(x, r))
−
∫
BG(y,2CT r)
log
(
1 +
dG(Xt(z),Xt(y))
r
)
dm(z).
Thanks to Proposition 2.16 we can estimate m(B
G(y,2CT r))
m(BG(x,r))
with a constant depending only on CG
and CT . Hence, there exists C = C(N) (recall that CT and C
G depend only on N) such that
log
(
1 +
dG(Xt(x),Xt(y))
CT dG(x, y)
)
≤ C(Φ∗(x) + Φ∗(y)), (2.46)
for any x, y ∈ X such that x 6= y and for any t ∈ [0, T ] and it is easily seen that (2.46) implies
(2.44).
Letting now E := { x ∈ P : Φ∗(x) ≤ ‖Φ∗‖L2(P,m)) /
√
ǫ }, by Chebyshev inequality we deduce
that m(P \ E) < ǫ. Conclusion (2.45) directly follows now from (2.44).
2.3 Extension to the case of an arbitrary lower Ricci bound
The aim of this section is to provide regularity results for Regular Lagrangian Flows of Sobolev
vector fields over RCD(K,N) metric measure spaces in the case of a possibly negative lower Ricci
bound K.
The main difference with respect to the previously treated case of nonnegative lower Ricci curvature
bound is that the regularity has to be understood in terms of the fundamental solution of an elliptic
operator different from the Laplacian.
This being said the spirit of this part will be to show how to adapt the estimates of subsection 2.1
and subsection 2.2 above to this more general setting up to pay the price that they become local
and less intrinsic.
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Assumption 3. Throughout this section we assume that (X, d,m) is the tensor product between
an arbitrary RCD(K,N − 3) m.m.s. for some K ∈ R and 4 < N < +∞ and a Euclidean factor
(R3, dR3 ,L
3).
Let us stress once more that, for the purposes of the upcoming section 3, it will be not too
restrictive to have a regularity result for Regular Lagrangian flows just over spaces satisfying
assumption 3.
Let c ≥ 0 be the constant appearing in (1.8) and (1.9) and set
G¯(x, y) :=
∫ ∞
0
e−ctpt(x, y) dt for any x, y ∈ X, (2.47)
and, in analogy with (2.1),
G¯ε(x, y) :=
∫ ∞
ε
e−ctpt(x, y) for any ǫ > 0 and any x, y ∈ X . (2.48)
As in the case of the Green function G, we shall adopt in the sequel also the notation G¯x(·) = G¯(x, ·)
(and analogously for G¯ǫ).
Observe that, assuming that c > 0, G¯x is well defined and belongs to L
1(X,m) for every x ∈ X .
Indeed an application of Fubini’s theorem yields∫
X
G¯x(w) dm(w) =
∫ ∞
0
e−ct
∫
X
pt(x,w) dm(w) dt =
∫ ∞
0
e−ct dt <∞. (2.49)
We can also remark that the above stated conclusion holds true without any extra hypothesis on
the RCD(K,N) m.m.s. (X, d,m). Nevertheless, the validity of assumption 3 will be crucial in
order to obtain meaningful estimates for G¯ and its gradient in terms of the functions F and H
introduced in (2.3), (2.4).
At least at a formal level one can check that G¯ solves the equation ∆G¯x = −δx + cG¯x. Indeed
∆yG¯x(·) =∆y
(∫ ∞
0
e−ctpt(x, ·) dt
)
=
∫ ∞
0
e−ct∆ypt(x, ·) dt =
∫ ∞
0
e−ct
d
dt
pt(x, ·) dt
= [pt(x, ·)]∞0 + c
∫ ∞
0
e−ctpt(x, ·) dt = −δx + cG¯x(·).
To let the above computation become rigorous, one can proceed as in the proof of Lemma 2.5
and check firstly that G¯εx ∈ Lipb ∩Dloc(∆) for any x ∈ X and any ǫ > 0, with
∆G¯εx(y) = −e−cǫpε(x, y) + cG¯ǫx(y), for m-a.e. y ∈ X , (2.50)
and then that
lim
ε→0
G¯εx → G¯x in W 1,1(X, d,m). (2.51)
Our primary goal is now to obtain useful local estimates for G¯ and its gradient in terms of F
and H .
Proposition 2.21 (Main estimates for G¯). Let (X, d,m) be an RCD(K,N) m.m.s. satisfying
assumption 3. Then, for any compact P ⊂ X, there exists C¯ = C¯(P ) ≥ 1 such that
1
C¯
Fx(d(x, y)) ≤ G¯x(y) ≤ C¯Fx(d(x, y)) for any x, y ∈ P . (2.52)
Moreover for any x ∈ X it holds G¯x ∈ W 1,1loc (X, d,m) and, for any x ∈ P ,
|∇G¯x|(y) ≤
∫ ∞
0
e−ct|∇pt(x, ·)|(y) dt ≤ C¯Hx(d(x, y)) for m-a.e. y ∈ P . (2.53)
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Proof. Applying the estimates for the heat kernel (1.8) we find out that
1
C1
∫ ∞
0
e−2cte−
d(x,y)2
3t
m(B(x,
√
t))
dt ≤ G¯x(y) ≤ C1
∫ ∞
0
e−
d(x,y)2
5t
m(B(x,
√
t))
dt for any x, y ∈ X . (2.54)
Exploiting (1.6) and Lemma 2.7, we obtain from (2.54) that
G¯x(y) ≤ C1Λ(R)Fx(d(x, y)√
5
) for any x, y such that d(x, y) < R, (2.55)
where Λ is the function in the statement of Lemma 2.7.
The bound from above in (2.52) follows from (2.55) together with the following observation, that
will play a role also in the sequel: for any compact P ⊂ X , for any R > 0 and for any λ < 1, there
exists C(P,R, λ) ≥ 0 such that
Fx(λr) ≤ C(P,R, λ)Fx(r) for any x ∈ P and any 0 < r < R. (2.56)
Indeed (2.56) can be checked splitting
Fx(λr) =
∫ λR
λr
s
m(B(x, s))
ds+
∫ ∞
λR
s
m(B(x, s))
ds, (2.57)
Fx(r) =
∫ R
r
s
m(B(x, s))
ds+
∫ ∞
R
s
m(B(x, s))
ds (2.58)
and using the local doubling property (1.6) together with a change of variables to bound the first
term in (2.57) with the first one in (2.58) and the continuity of x 7→ Fx(R) to compare the second
terms (here the compactness of P comes into play).
To obtain the lower bound in (2.52) we proceed as follows. Starting from the lower bound in
(2.54), exploiting the elementary inequality e−d
2/3t ≥ e−1/31[d,∞](
√
t) and changing variables, we
obtain ∫ ∞
0
e−2cte−
d(x,y)2
3t
m(B(x,
√
t))
dt ≥ e−1/3
∫ ∞
d(x,y)
e−2ct
2 t
m(B(x, t))
dt.
To conclude it suffices to observe that, splitting the integral in two parts and using a continuity
argument, as in the verification of (2.56) above, it is possible to find a constant C(P ) > 0 such
that ∫ ∞
d(x,y)
e−2ct
2 t
m(B(x, t))
dt ≥ C(P )
∫ ∞
d(x,y)
t
m(B(x, t))
dt = C(P )Fx(d(x, y)),
for any x, y ∈ P .
The proof of (2.53) can be obtained with arguments analogous to those one we presented above,
starting from (1.9) and following the strategy we adopted to prove (2.6).
Another crucial ingredient to perform the regularity scheme by Crippa-De Lellis in the case
of nonnegative lower Ricci curvature bound was the scalar maximal estimate we obtained in
Proposition 2.10. In Proposition 2.22 below we prove that an analogous result holds true, in
local form, also in the case of an arbitrary lower Ricci bound.
Proposition 2.22 (Maximal estimate, scalar version). Let (X, d,m) be an RCD(K,N) m.m.s.
satisfying assumption 3. For any compact P ⊂ X, there exists CM (P ) > 0 such that, for any Borel
function f : X → [0,+∞) supported in P , it holds∫
X
f(w)
∣∣∇G¯x(w)∣∣ ∣∣∇G¯y(w)∣∣ dm(w) ≤ C¯M (P )G¯(x, y) (Mf(x) +Mf(y)) , (2.59)
for any x, y ∈ P .
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Proof. We begin by recalling that, as an intermediate step in the proof of Proposition 2.10, we
obtained the following inequality:∫
X
f(w)Hx(d(x,w))Hy(d(y, w)) dm(w) (2.60)
≤ C
(
Fx
(
d(x, y)
2
)
+ Fy
(
d(x, y)
2
)
+ Fx(d(x, y)) + Fy(d(x, y))
)
(Mf(x) +Mf(y)) ,
for any x, y ∈ X , for some numerical constant C > 0 (the assumptions concerning the m.m.s.
(X, d,m) played no role in that part of the proof).
Let us observe then that, thanks to (2.53),∫
X
f(w)
∣∣∇G¯x(w)∣∣ ∣∣∇G¯y(w)∣∣ dm(w) ≤ C¯(P )2
∫
X
f(w)Hx(d(x,w))Hy(d(y, w)) dm(w) (2.61)
for any x, y ∈ P . Exploiting (2.56) with λ = 1/2, (2.60) and (2.61), we obtain that, up to increasing
the constant C¯(P ), it holds∫
X
f(w)
∣∣∇G¯x(w)∣∣ ∣∣∇G¯y(w)∣∣ dm(w) ≤ C¯(P ) (Fx(d(x, y)) + Fy(d(x, y))) (Mf(x)+Mf(y)), (2.62)
for any x, y ∈ P .
The sought conclusion (2.59) follows from (2.62) and the lower bound in (2.52).
Remark 2.23. It follows from the proof of Proposition 2.22 above that also the estimate∫
X
f(w)
∣∣∇G¯ǫx(w)∣∣ ∣∣∇G¯ǫy(w)∣∣ dm(w) ≤ C¯M (P )G¯(x, y) (Mf(x) +Mf(y)) (2.63)
holds true, for any ǫ > 0 and for any x, y ∈ P .
By analogy with (2.21), we introduce a function dG¯, that we will use to measure the regularity
of RLFs, in the following way:
dG¯(x, y) :=
{
1
G¯(x,y)
if x 6= y,
0 otherwise.
(2.64)
It is immediate to check that is symmetric, nonnegative and that dG¯(x, y) = 0 if and only if x = y.
Moreover, following verbatim the proof of Lemma 2.12 and exploiting the two-sided bounds in
(2.52), it is easy to prove that, for any x ∈ X , the map y → dG¯(x, y) is continuous with respect to
d.
By analogy with (2.23), we introduce the notation BG¯ for the “balls” associated to dG¯, that is to
say, for any x ∈ X and for any r > 0, we let
BG¯(x, r) := { y ∈ X : dG¯(x, y) < r } .
The aim of Proposition 2.24 and Proposition 2.26 below is to show that, at least locally, dG¯ is
a quasi-metric on X and that (X, dG¯,m) is a locally doubling quasi-metric measure space.
Proposition 2.24 (Local almost triangle inequality). Let (X, d,m) be an RCD(K,N) m.m.s.
satisfying assumption 3. Then, for any compact P ⊂ X, there exists a constant C¯T (P ) ≥ 1 such
that
dG¯(x, y) ≤ C¯T (P )(dG¯(x, z) + dG¯(z, y)) for any x, y, z ∈ P . (2.65)
Proof. Recall that, as an intermediate step in the proof of Lemma 2.14, we proved that, without
any further assumption on the m.m.s. (X, d,m), it holds
Fx(d(x, z))Fy(d(y, z)) ≤ Fx(d(x, y)/2)Fy(d(y, z)) + Fy(d(x, y)/2)Fx(d(x, z)), (2.66)
for any x, y, z ∈ X .
Applying (2.56) with λ = 1/2 and exploiting the two-sided bounds in (2.52), we pass from (2.66)
to the sought (2.65).
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Remark 2.25. A first non completely trivial consequence of Proposition 2.24 is that any compact
P ⊂ X is bounded w.r.t. the dG¯ quasi-metric.
Proposition 2.26 (Local doubling property). Let (X, d,m) be an RCD(K,N) m.m.s. satisfy-
ing assumption 3. Then, for any compact P ⊂ X and for any R > 0, there exists a constant
C¯G¯(P,R) > 0 such that
m(BG¯(x, 2r)) ≤ C¯G¯m(BG¯(x, r)), for any x ∈ P and for any 0 < r < R. (2.67)
Proof. The conclusion can be obtained arguing as in the proof of Proposition 2.16, exploiting
the fact that (X, d,m) is locally doubling (see (1.6)) and the local comparison between G¯ and F
obtained in (2.52). We just indicate here the adjustments one has to do.
First of all, we observe that a local version of Lemma 2.15 holds true, namely if (X¯, d¯, µ) is a
locally doubling m.m.s. with function Cµ : (0,+∞)→ (0,+∞) and (X, d,m) is the tensor product
between (X¯, d¯, µ) and (Rk, dRk ,L
k), it holds
m(B(x,R))
m(B(x, r))
≥ 1
Cµ(R)
√
2
k
(
R
r
)k
, (2.68)
for any x ∈ X and for any 0 < r < R.
We wish to obtain a local version of (2.27), that is to say the existence of γ = γ(P,R) such that
Fx(
r
2
) ≤ γFx(r), for any x ∈ P and for any 0 < r < R. (2.69)
This can be obtained arguing as in the proof of (2.27), exploiting the splitting of the integra-
tion intervals we introduced in (2.57), (2.58) and assumption 3 together with (2.68) in place of
Lemma 2.15.
The validity of (2.68) implies in turn that, for any S > 0, we can find γ < 1 such that
F−1x (γs) ≤ F−1x (s), for any x ∈ P and for any s > S. (2.70)
Having (2.70) at our disposal, we can achieve (2.67) exploiting the local version of (2.29), which
is a consequence of (2.52)2.
We end this introductory discussion about the properties of the modified Green function G¯
with a vector valued maximal estimate. In the proof of Theorem 2.28 below it will play the same
role that Proposition 2.18 played in the proof of Proposition 2.19.
Proposition 2.27 (Maximal estimate, vector-valued version). Let (X, d,m) be an RCD(K,N)
m.m.s. satisfying assumption 3 and let P ⊂ X be a compact set. Then, for any b ∈ W 1,2C,s(TX)
bounded and with compact support in P , there exists a positive function F ∈ L2(P,m) such that∣∣b · ∇G¯x(y) + b · ∇G¯y(x)∣∣ ≤ G¯(x, y)(F (x) + F (y)) for m×m-a.e. (x, y) ∈ P × P , (2.71)
and
‖F‖L2(P,m) ≤ CV ‖|∇symb|+ | div b|‖L2(X,m) , (2.72)
where CV = CV (P ) > 0.
Proof. The strategy we follow is the same proposed in the proof of Proposition 2.18.
First we are going to prove that there exists F as above such that∣∣∣∣
∫
X
{
b · ∇G¯εx(w)pε(y, w) + b · ∇G¯εy(w)pε(x,w)
}
dm(w)
∣∣∣∣ ≤ G¯(x, y) (F (x) + F (y)) , (2.73)
for any x, y ∈ P and for any 0 < ǫ < 1. The stated conclusion will then follow from (2.73), taking
into account (2.51) and following verbatim the second step of the proof of Proposition 2.18.
2In the whole proof we tacitly exploited the fact that any compact subset of X is both d-bounded and d
G¯
-bounded,
see Remark 2.25 above.
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Recall from (2.50) that pε(x,w) = e
cǫ[−∆G¯εx(w) + cG¯ǫx(w)] for m-a.e. w ∈ X . Hence we can
estimate∣∣∣ ∫
X
b · ∇G¯εx(w)pε(y, w) + b · ∇G¯εy(w)pε(x,w) dm(w)
∣∣∣
=ecǫ
∣∣∣∣
∫
X
{
b · ∇G¯εx(w)(−∆G¯εy(w) + cG¯ǫy(w)) + b · ∇G¯εy(w)(−∆G¯εx(w) + cG¯ǫx(w))
}
dm(w)
∣∣∣∣
≤ecǫ
∣∣∣∣
∫
X
{
b · ∇G¯εx∆G¯εy + b · ∇G¯εy∆G¯εx
}
dm
∣∣∣∣+ cecǫ
∣∣∣∣
∫
X
{
b · ∇G¯εx G¯εy + b · ∇G¯εy G¯εx
}
dm
∣∣∣∣
=:Iǫ1(x, y) + I
ǫ
2(x, y).
Arguing as in the first step of the proof of Proposition 2.18 and applying Remark 2.23, we obtain
that
Iǫ1(x, y) ≤ ecǫC¯M (P )G¯(x, y)(Mg(x) +Mg(y)), for any x, y ∈ P and for any 0 < ǫ < 1, (2.74)
where g := |∇symb| + | div b|. Dealing with Iǫ2, let us apply (1.16), Leibniz rule and eventually
Proposition 2.24, to obtain that
Iǫ2(x, y) = ce
cǫ
∣∣∣∣
∫
X
div b G¯εxG¯
ε
y dm
∣∣∣∣ ≤ cecǫC¯T (P )G¯(x, y)
(∫
X
gG¯x dm+
∫
X
gG¯y dm
)
, (2.75)
for any x, y ∈ P .
Let us set
F (x) := ecCM (P )Mg(x) + ce
c
∫
X
gG¯x dm, ∀x ∈ P.
It remains only to show (2.72). To this aim we recall (1.7) and we observe that,
∫
X
(∫
X
gG¯x dm
)2
dm(x) =
∫
X
(∫ ∞
0
e−ctPtg(x) dt
)2
dm(x) ≤ c−1 ‖g‖2L2(X,m) (2.76)
The proof is complete.
With Proposition 2.24, Proposition 2.26 and Proposition 2.27 at our disposal we can develop a
regularity theory for Regular Lagrangian flows of Sobolev vector fields in terms of the quasi-metric
dG¯.
To this aim let us fix T > 0 and let bt ∈ L∞((0, T ) × X) be a time dependent vector field with
compact support, uniformly w.r.t. time. We further assume that bt ∈ W 1,2C,s(TX) for a.e. t ∈ (0, T ),
that |∇symbt| ∈ L1((0, T );L2(X,m)) and that div bt ∈ L1((0, T );L∞(X,m)).
Let (Xt)t∈[0,T ] be the Regular Lagrangian flow of b, whose existence and uniqueness follow by
the theory developed in [AT14]. In analogy with the case of nonnegative lower Ricci curvature
bound, we set
Φ¯t,r(x) := −
∫
BG¯(x,r)
log
(
1 +
dG¯(Xt(x),Xt(y))
r
)
dm(y), (2.77)
for r ∈ (0,∞) and t ∈ [0, T ] and, for any R > 0,
Φ¯∗R(x) := sup
0≤t≤T
sup
0<r<R
Φ¯t,r(x). (2.78)
Below we state the main regularity result of this part. Its proof can be obtained from the result
of this subsection, using Remark A.4, recalling (1.7) and arguing as in the proofs of Proposition 2.19
and Theorem 2.20.
Theorem 2.28. Let (X, d,m) be an RCD(K,N) m.m.s. satisfying assumption 3. Let b and
(Xt)t∈[0,T ] be as in the discussion above. Then, for any compact P ⊂ X such that P contains the
(T ‖b‖L∞)-enlargement of supp b, there exist C¯ > 0 and R > 0, depending on P , such that for any
x, y ∈ P and for any t ∈ [0, T ], it holds
dG¯(Xt(x),Xt(y)) ≤ C¯eC¯(Φ¯
∗
R(x)+Φ¯
∗
R(y))dG¯(x, y).
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Moreover, Φ¯∗R belongs to L
2(P,m) and the following Lusin-approximation property holds: for every
ǫ > 0 there exists a Borel set E ⊂ P such that m(P \ E) < ε and
dG¯(Xt(x),Xt(y)) ≤ C¯ exp
(
2C¯
∥∥Φ¯∗R∥∥L2(P,m)√
ǫ
)
dG¯(x, y) for any x, y ∈ P and for any t ∈ [0, T ].
In analogy with the case of real valued functions (where the Lipschitz regularity is understood
w.r.t. the distance d) we introduce the following.
Definition 2.29. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying assumption 1. We say that a
map Φ : X → X is dG-Lusin Lipschitz if there exists a family {En : n ∈ N } of Borel subsets of X
such that m(X \ ∪n∈NEn) = 0 and
dG(Φ(x),Φ(y)) ≤ ndG(x, y),
for any x, y ∈ En and for any n ∈ N.
By analogy, if (X, d,m) is an RCD(K,N) m.m.s. satisfying assumption 3, we say that Ψ : X → X
is dG¯-Lusin Lipschitz if it satisfies the above conditions with dG¯ in place of dG.
Let us remark that, with the terminology we just introduced, we can combine Proposition 2.19
and Theorem 2.20 above to say that the Regular Lagrangian flow of a sufficiently regular vector
field over an RCD(0, N) m.m.s. satisfying assumption 2 is a dG-Lusin Lipschitz map (the RLF of
a sufficiently regular vector field over an RCD(K,N) m.m.s. satisfying assumption 3 is a dG¯-Lusin
Lipschitz map, respectively).
3 Constancy of the dimension
The aim of this section is to prove Theorem 3.8 below, that could be restated by saying that, if
(X, d,m) is an RCD(K,N) m.m.s. for some K ∈ R and 1 ≤ N < +∞, then there exists a natural
number 1 ≤ n ≤ N such that the tangent cone of (X, d,m) is the n-dimensional Euclidean space
at m-almost every point in X . 3 In this way we extend to this abstract framework a relatively
recent result obtained by Colding-Naber in [CN12] for Ricci-limit spaces.
Let us spend a few words about the strategy we are going to implement, which is of different
nature with respect to the one adopted in [CN12], since we cannot rely on the existence of a smooth
approximating sequence for (X, d,m).
We begin remarking that the statement of Theorem 3.8 is not affected by taking the tensor product
with Euclidean factors and, by means of this simple observation, we will put ourselves in position
to apply the results of section 2 and subsection 3.1.
This being said, we will argue as follows. In subsection 3.1 below we start proving that dG/dG¯-
Lusin Lipschitz maps with bounded compressiblity from an RCD(K,N) m.m.s. into itself are
regular enough to carry an information about the dimension from their domain to their image.
This rigidity result has to be compared with the standard fact that biLipschitz maps preserve the
Hausdorff dimension.
Then we are going to prove that the class of RLFs of Sobolev vector fields, that we know to be
dG/dG¯-Lusin Lipschitz from section 2, is rich enough to gain “transitivity” at the level of probability
measures with bounded support and bounded density w.r.t. m. Better said, the primary goal of
subsection 3.2 below will be to show that any two probability measures which are intermediate
points of a W2-geodesic joining probabilities with bounded support and bounded density w.r.t. m
can be obtained one from the other via push-forward through the RLF of a vector field satisfying
the assumptions of Theorem 2.20 (or Theorem 2.28).
Eventually in subsection 3.3 we will combine all the previously developed ingredients to prove that
the above mentioned “transitivity” is not compatible with the “rigidity” we obtain in subsection 3.1
and the possibility of having non negligible regular sets of different dimensions in the Mondino-
Naber decomposition of (X, d,m).
3We point out that, in the very recent [Ho18], Honda constructs a family of spaces satisfying the Bakry-Émery
condition (see [AMS15, EKS15]), but not the Sobolev to Lipschitz property, having regular sets of different dimen-
sions with positive measure
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3.1 A rigidity result for dG-Lusin Lipschitz maps
The aim of this subsection is to prove a rigidity result for dG and dG¯-Lusin Lipschitz maps (see
Definition 2.29) that we are going to apply later on to Regular Lagrangian Flows of Sobolev vector
fields.
Roughly speaking, given an RCD(K,N) m.m.s. satisfying assumption 3, we are going to prove that
a dG/dG¯-Lusin Lipschitz map with bounded compressibility cannot move a part of dimension n of
(X, d,m) into a part of dimension k < n (see Theorem 3.4 below for a precise statement). Just at a
speculative level, let us point out that, in the case of d-Lusin Lipschitz maps, this conclusion would
have been a direct consequence of standard geometric measure theory arguments. However, a
priori, it is not clear how to build non trivial maps from the space into itself with d-Lusin Lipschitz
regularity, while in section 2 above we were able to obtain dG-Lusin Lipschitz regularity for a very
rich family of maps4.
We begin with a Euclidean result. It can be considered in some sense as a much simplified
version of Sard’s lemma.
Proposition 3.1. Fix k, n ∈ N such that 1 ≤ k < n. Let A ⊂ Rn, Φ : A→ Rk be such that
lim
r→0+
sup
y∈A∩B(x,r)
|Φ(y)− Φ(x)|
|y − x|nk
= 0, for any x ∈ A. (3.1)
Then Hk(Φ(A)) = 0.
Proof. We wish to prove thatHkδ (Φ(A)) = 0 for any δ > 0. Let us assume without loss of generality
that A ⊂ P for some compact P ⊂ Rn. Fix now ǫ > 0. It follows from (3.1) that, for any x ∈ A,
we can find rx < δ/10 such that, for any y ∈ B(x, 5rx) ∩A, it holds
|Φ(y)− Φ(x)| ≤ ǫ |x− y|nk . (3.2)
Moreover, if ǫ, δ < 1, then (3.2) grants that Φ(B(x, 5rx) ∩ A) has diameter less than δ, for any
x ∈ A.
Applying Vitali’s covering theorem we can find a subfamily F := {B(xi, ri) : i ∈ N } such that
the balls B(xi, ri) are disjoint and A ⊂ ∪i∈NB(xi, 5ri). Hence {Φ(A ∩B(xi, 5ri)) : i ∈ N } is an
admissible covering of Φ(A) in the definition of Hkδ (Φ(A)). Therefore
Hkδ (Φ(A)) ≤ ωk5nǫk
∞∑
i=0
rni ,
since it follows from (3.2) that Φ(B(xi, 5ri)∩A) ⊂ B(Φ(xi), ǫ5nk r
n
k
i ) for any i ∈ N. Observing now
that
∑∞
i=0 ωnr
n
i ≤ Hn(P 1) < +∞, where P 1 is the 1-enlargement of the compact P , we conclude
that Hkδ (Φ(A)) = 0 for any δ > 0, as we claimed.
Remark 3.2. The proof of Proposition 3.1 above resembles the part of the proof of Sard’s lemma
where it is shown that the image of the set of points where all the derivatives vanish up to a certain
order is negligible (see for instance [F08]). Recall that the classical Sard’s lemma requires some
regularity of the map and that the highest is the difference between the dimension of the domain
an the dimension of the codomain the highest is the regularity to be required. Actually, even if we
do not explicitly require any sort of regularity for Φ, (3.1) is essentially telling us that the map is
differentiable with vanishing derivatives up to the order n/k.
It is a rather classical fact in Riemannian geometry that on an n-dimensional compact Rieman-
nian manifold with n > 2 the Green function behaves locally like the distance raised to the power
2 − n (see [Au98, Chapter 4]). The comparison is also global on a non compact manifold with
nonnegative Ricci curvature and Euclidean volume growth (see [D02]) and, in our previous work
[BrSe18], we extended these results to Ahlfors regular RCD(K,N) metric measure spaces.
The aim of Lemma 3.3 below is to prove that the weak Ahlfors regularity result of Theorem 1.12
is enough to obtain an asymptotic version of the comparison above on any RCD(K,N) m.m.s.
satisfying assumption 1.
4A posteriori, one of the consequences of Theorem 3.8 will be that flow maps are also d-Lusin Lipschitz, see
Theorem 3.9
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Lemma 3.3. Let (X, d,m) be an RCD(K,N) m.m.s. satisfying assumption 1. Suppose that
x ∈ R∗k for some k ≥ 3 and denote by θk(x) ∈ (0,+∞) the value of the limit appearing in (1.13).
Then
lim
r→0+
F (x, r)
1
rk−2
=
k − 2
ωkθk(x)
.
Proof. Let us observe that
F (x, r)
1
rk−2
= (k − 2)
∫ +∞
r
s
m(B(x,s)) ds∫ +∞
r
1
sk−1 ds
.
An application of De L’Hopital’s rule yields now
lim
r→0+
F (x, r)
1
rk−2
= lim
r→0+
(k − 2)
r
m(B(x,r))
1
rk−1
=
k − 2
ωkθk(x)
,
since, by the very definition of θk(x), it holds limr→0+
m(B(x,r))
ωkrk
= θk(x).
Let us assume, up to the end of this section that (X, d,m) is an RCD(K,N) m.m.s. satisfying
assumption 3. It is not difficult to check that, under this assumption, the regular sets Rk of
(X, d,m) associated to k = 0, 1 and 2 are empty.
Below we state and prove the main result of this part of this subsection. Roughly speaking it can
be rephrased by saying that a dG/dG¯-Lusin Lipschitz map with bounded compressibility cannot
map a portion of the space of a certain dimension into a lower dimensional one.
Theorem 3.4. Let (X, d,m) be as in the discussion above. Let Φ : X → X be either a dG-Lusin
Lipschitz or a dG¯-Lusin Lipschitz map (see Definition 2.29 above). Fix µ ∈ P(X) absolutely
continuous w.r.t. m and assume that ν := Φ♯µ ≪ m. If µ is concentrated on Rn for some n ≥ 3,
then ν is concentrated on ∪k≥nRk.
Proof. Before entering into the details of the proof, that we will divide into two steps, we briefly
outline its strategy.
The first step consists into proving that, if we have a dG/dG¯-Lusin Lipschitz map which maps a
subset of R∗n into R∗k for some n > k ≥ 3 and we read it after the composition with bi-Lipschtiz
charts, then we essentially end up with a map from a subset of Rn into Rk which satisfies the
assumptions of Proposition 3.1.
In the second step we show how this information can be used to prove that ν = Φ♯µ is concentrated
over ∪k≥nRk, a formal argument being the following one: suppose that m(Φ(R∗n)∩R∗k) = 0, then,
neglecting the measurability issues, we could compute
Φ♯µ(R∗k) = µ
(
Φ−1(R∗k)
)
= µ
(
Φ−1(R∗k) ∩R∗n
) ≤ µ (Φ−1(R∗k ∩Φ(R∗n))) = Φ♯µ(R∗k ∩R∗n) = 0.
Step 1. Recall from Theorem 1.11 that, for any 3 ≤ l ≤ N , we can find S∗l ⊂ R∗l such that
m(R∗l \ S∗l ) = 0 and S∗l is a countable union of Borel sets which are 2-biLipschitz equivalent to
subsets of Rl.
We want to prove that, if P ⊂ S∗n is such that Φ is dG/dG¯-Lipschitz over P , thenHk(Φ(P )∩R∗k) = 0
for any 3 ≤ k < n. Since HkxR∗k and mxR∗k are mutually absolutely continuous (see Theorem 1.12)
and m(R∗k \ S∗k ) = 0, it suffices to prove that Hk(Φ(P ) ∩ S∗k ) = 0. Therefore, to prove the claimed
conclusion, we can reduce ourselves to the case when P is contained into the domain of an n-
dimensional 2-biLipschitz chart, that we shall call α, and Φ(P ) is contained in the domain of a
k-dimensional 2-biLipschitz chart, that we shall call β.
Next, with the aid of Lemma 2.12 and Lemma 3.3 above, we wish to prove that, for any x ∈ P , it
holds
lim
r→0+
sup
y∈B(x,r)∩P
d(Φ(x),Φ(y))
d(x, y)
n−2
k−2
< +∞. (3.3)
To this aim we observe that, by the very definition of dG and thanks to the two-sided bounds we
obtained in Proposition 2.3, the dG-Lipschitz regularity assumption can be turned into
lim
r→0+
sup
y∈B(x,r)∩P
F (x, d(x, y))
F (Φ(x), d(Φ(x),Φ(y)))
< +∞
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and the same holds true in case we are working with dG¯, thanks to (2.52). Observe now that
Lemma 2.12 grants that, as d(x, y) → 0, also dG(x, y)→ 0 (and an analogous result holds for dG¯,
as we observed after (2.64)). Hence we can apply Lemma 3.3 to obtain, taking into account the
fact that x ∈ R∗n and Φ(x) ∈ R∗k,
lim
r→0+
sup
y∈B(x,r)∩P
d(Φ(x),Φ(y))k−2
d(x, y)n−2
<∞,
which easily yields (3.3).
This being said, observe that, denoting by ϕ := β◦Φ◦α−1 : α(P )→ β(Φ(P )) (where we remark
that α(P ) ⊂ Rn and β(Φ(P )) ⊂ Rk), the map ϕ satisfies the assumptions of Proposition 3.1, since
(n−2)/(k−2) > n/k. Therefore Hk(β(Φ(P ))) = 0. Hence Hk(Φ(P )) = 0, since β is 2-bi-Lipschitz.
It easily follows that, if Q ⊂ S∗n, Q = ∪i∈NQi where Φ|Qi is dG/dG¯-Lipschitz for any i ∈ N,
then Hk(R∗k ∩ Φ(Q)) = 0 for any 3 ≤ k < n.
Step 2. Suppose by contradiction that
ν
(⋃
k<n
Rk
)
> 0.
Then we can find k < n such that ν(Rk) > 0. Moreover, thanks to Theorem 1.12 and to the
assumption ν ≪ m, we can also say that ν(R∗k) > 0.
We want to prove that, if this is the case, we can find a compact P ⊂ R∗n such that P = ∪i∈NPi,
where Φ
∣∣
Pi
is dG/dG¯-Lipschitz for any i ∈ N, Φ(P ) ⊂ R∗k and m(Φ(P )) > 0. This would contradict
what we obtained in step 1 above, since by Theorem 1.11 we know that m R∗k is absolutely
continuous w.r.t. Hk and Hk(Φ(P ) ∩R∗k) = 0.
We are assuming that ν(R∗k) = Φ♯µ(R∗k) > 0, hence µ(Φ−1(R∗k)) = µ(Φ−1(R∗k)∩S∗n) > 0, since
µ is concentrated on Rn and therefore it is concentrated on S∗n. Thus, the inner regularity of µ
and the assumption on Φ grant that we can find a compact P ⊂ Φ−1(R∗k)∩S∗n such that µ(P ) > 0
and P is the union of countably many subsets where Φ is dG/dG¯-Lipschitz. It remains to prove
that m(Φ(P )) > 0. To this aim, observe that
0 < µ(P ∩ Φ−1(R∗k)) ≤ µ(Φ−1(Φ(P ) ∩R∗k)) = Φ♯µ(Φ(P ) ∩R∗k).
The claimed conclusion m(Φ(P ) ∩R∗k) > 0 follows recalling that ν = Φ♯µ≪ m.
3.2 Regularity of vector fields drifting W2-geodesics
In Theorem 3.5 below, which is [GM15, Theorem 3.13], we state a version of the so-called Lewy-
Stampacchia inequality. It will be the key tool in order to apply the regularity theory of Lagrangian
Flows we developed in section 2 to vector fields drifting W2-geodesics.
Below we will indicate by lK,N : [0,+∞) → [0,+∞) the continuous function, whose explicit
expression will be of no importance for our purposes, appearing in the Laplacian comparison
theorem (see [G15] and [GM15, Theorem 3.5]).
We will denote by Qt the Hopf-Lax semigroup defined by
Qtf(x) := inf
y∈X
{
f(y) +
d
2(x, y)
2t
}
for any (x, t) ∈ X × (0,+∞),
for any f : X → R ∪ {+∞}, referring to [AGS13, ACD15] for a detailed discussion about its
properties.
Theorem 3.5. Let (X, d,m) be an RCD(K,N) metric measure space for some K ∈ R and 1 <
N < +∞. Let µ0, µ1 ∈ P(X) be absolutely continuous w.r.t. m and with bounded supports,
(µt)t∈[0,1] be the W2-geodesic connecting them and φ : X → R be a Kantorovich potential inducing
it (which we can assume to be Lipschitz and with compact support).
Then, for every t ∈ (0, 1), there exists ηt ∈ Lip(X) with compact support, uniformly w.r.t. time,
and such that
−Qt(−φ) ≤ ηt ≤ Q(1−t)(−φc), (3.4)
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(tηt)
cc(x) = tηt(x) and (−(1− t)ηt)cc(x) = −(1− t)ηt(x) for any x ∈ suppµt
and ηt ∈ D(∆) with
‖∆ηt‖L∞ ≤ max
{
lK,N (2
√
t ‖φ‖L∞)
t
,
lK,N (
√
2(1− t) ‖φ‖L∞)
1− t
}
. (3.5)
Remark 3.6. We remark that, passing from the starting potentials to the regularized potentials ηt,
we gain global regularity without modifying the potential in the support of µt, as it follows from
(3.4) recalling that −Qt(−φ) = Q(1−t)(−φc) on suppµt (see [GM15, Proposition 3.6]).
In view of the applications of the forthcoming subsection 3.3, in Proposition 3.7 below we collect
some consequences of the improved regularity of Kantorovich potentials.
Proposition 3.7. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 < N < +∞.
Let µ0, µ1 ∈ P(X) be absolutely continuous w.r.t. m with bounded densities and bounded supports.
Then there exists a time dependent vector field (bt)t∈(0,1) such that the following conditions are
satisfied:
(i) for any t ∈ (0, 1) it holds bt ∈ W 1,2C (TX) and∫ 1−ǫ
ǫ
{
‖∇symbs‖L2(X,m) + ‖div bs‖L2(X,m)
}
ds < +∞ for any 0 < ǫ < 1; (3.6)
(ii) for any 0 < s < 1, denoting by (Xts)t∈[s,1) the Regular Lagrangian flow of (bt)t∈(s,1), it holds
that (Xts)♯ µs = µt for any s ≤ t < 1.
Proof. We claim that the vector field (∇ηs)s∈(0,1) (where ηs are the regularized Kantorovich po-
tentials we introduced in Theorem 3.5) does the right job.
Observe that, for any s ∈ (0, 1), it holds that ∇ηt is bounded with bounded support, as
it was stated in Theorem 3.5, Moreover, since ηs ∈ D(∆), [G18, Corollary 3.3.9] implies that
ηs ∈ W 2,2(X, d,m) which yields, in turn, ∇ηs ∈W 1,2C (TX).
Let us check (3.6). To this aim we observe that the construction described in the proof of [GM15,
Theorem 3.13] grants that the regularized potentials can be chosen to have all support contained
in the same compact set C ⊂ X . Hence
∫ 1−ǫ
ǫ
‖div bs‖L2 ds ≤
∫ 1−ǫ
ǫ
max
{
lK,N (2
√
s ‖φ‖L∞)
s
,
lK,N (
√
2(1− s) ‖φ‖L∞)
1− s
}
m(C) ds < +∞.
Dealing with the bound of the Sobolev norm we recall that [G18, Corollary 3.3.9] provides the
quantitative bound ∫
X
|Hess f |2HS dm ≤
∫
X
{
(∆f)2 −K |∇f |2
}
dm (3.7)
for any f ∈ D(∆). Recalling that the regularized potentials can also be chosen uniformly Lipschitz
on (0, 1), the sought bound for
∫ 1−ǫ
ǫ
‖∇symbs‖L2 ds follows applying (3.7) to the functions ηs, taking
into account the L∞-bound for the laplacian (3.5) and the uniform boundedness of the supports.
Passing to the proof of (ii), observe that the very construction of the regularized Kantorovich
potentials (see Remark 3.6) ηs grants that (µs, bs)s∈(0,1) is a solution to the continuity equation with
uniformly bounded density (the uniform bound for the densities is a consequence of Proposition 1.5).
Moreover, (3.6) grants, via the results of [AT14], that, for any 0 < s < t < 1, there exists a unique
Regular Lagrangian flow (Xrs )r∈[s,t] of (br)r∈(s,t). Observe that, by the very definition of RLF, also
r 7→ (Xrs )♯µs is a solution, with uniformly bounded density and initial datum µs, to the continuity
equation induced by (br)r∈(s,t). Hence (Xts)♯µs = µt for any s ≤ t < 1, since the conclusion in (i)
implies that the continuity equation induced by (br)r∈(s,t) has a unique solution with uniformly
bounded density (again by the results of [AT14]).
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3.3 Conclusion
Below we state and prove our main theorem concerning the constancy of the dimension for finite
dimensional RCD metric measure spaces. Its proof involves almost all the ingredients we developed
so far in the note.
Theorem 3.8 (Constancy of the dimension). Let (X, d,m) be an RCD(K,N) m.m.s. for some
K ∈ R and 1 ≤ N < +∞. Then there is exactly one regular set Rn having positive m-measure in
the Mondino-Naber decomposition of (X, d,m).
Proof. As we already observed, the statement is not affected by tensorization with Euclidean
factors. Thus we assume without loss of generality that (X, d,m) satisfies either assumption 2 or
assumption 3.
Suppose by contradiction that there exist 3 ≤ k < n such that m(Rk),m(Rn) > 0. Then we can
find η0, η1 ∈ P(X), absolutely continuous w.r.t. m, with bounded densities and bounded supports,
such that η0(Rn) = 1 and η1(Rk) = 1.
Let (ηr)r∈[0,1] be the W2-geodesic joining them and recall from Proposition 1.5 that the measures
ηr are absolutely continuous w.r.t. m, with uniformly bounded densities and uniformly bounded
supports. Applying the second conclusion in Proposition 1.5, we can also conclude that there exist
0 < s < t < 1 such that ηs(Rn) > 1/2 and ηt(Rk) > 1/2. Calling Π ∈ P(Geo(X)) the unique
geodesic plan lifting (ηr)r∈[0,1], it follows from what we just observed that
Π({ γ ∈ Geo(X) : γ(s) ∈ Rn and γ(t) ∈ Rk }) > 0.
Hence, setting
A := { γ ∈ Geo(X) : γ(s) ∈ Rn and γ(t) ∈ Rk } , Π¯ := 1
Π(A)
ΠxA and µr := (er)♯Π¯,
for any r ∈ [0, 1], we obtain a W2-geodesic (µr)r∈[0,1] which joins probabilities with bounded sup-
port and bounded densities w.r.t. m and such that µs is concentrated on Rn and µt is concentrated
on Rk.
Next we apply Proposition 3.7 to the W2-geodesic (µr)r∈[0,1] to obtain that, with the notation
therein introduced, Xst is the RLF of a Sobolev time dependent vector field satisfying the assump-
tions of Theorem 2.20 (or Theorem 2.28). Hence Xst is a dG/dG¯-Lusin Lipschitz map such that
(Xts)♯ µs = µt and, applying Theorem 3.4, we eventually reach a contradiction.
Let us conclude this section stating and proving some corollaries of Theorem 3.8 that might be
useful for the future investigation in this framework.
As a consequence of Theorem 3.8, the quantitative dG/dG¯-Lusin Lipschitz regularity results
for Lagrangian flows Theorem 2.20 and Theorem 2.28 can be turned into the following qualitative
d-Lusin Lipschitz regularity statement.
Theorem 3.9. Let (X, d,m) be an RCD(K,N) m.m.s for some K ∈ R and 1 < N < +∞. Let
b be a compactly supported bounded vector field such that bt ∈ W 1,2C,s(TX) for a.e. t ∈ (0, T ) and
that |∇symbt| ∈ L1((0, T );L2(X,m)) and div bt ∈ L1((0, T );L∞(X,m)). Let Xt be the regular
Lagrangian flow associated to b. Then, for any t ∈ [0, T ] the map Xt : X → X is d-Lusin Lispchitz
regular (compare with Definition 2.29).
Proof. To begin we remark that, arguing as in [BrSe18, Subsection 3.4], we can reduce ourselves
to the case of an RCD(K,N) space satisfying assumption 3.
Let us fix t ∈ [0, T ] and call Φ := Xt. Applying Theorem 2.28, exploiting Lemma 3.3, the
bounded compression property of the flow and Theorem 3.8 we get
lim
r→0
ess supy∈B(x,r)
d(Φ(x),Φ(y))
d(x, y)
< +∞ (3.8)
for m-a.e. x ∈ X .
The claimed conclusion follows applying [Fe69, Theorem 3.1.8], taking into account the rectifi-
ability of (X, d,m) and the bounded compression property of Φ once more.
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In view of the results of [GP16b], the constancy of the dimension, that we stated and proved
in Theorem 3.8 at the level of the Mondino-Naber decomposition, can be equivalently rephrased
at the level of the dimensional decomposition of the tangent module L2(TX). We refer to [G18,
Theorem 1.4.11] for the basic terminology and results about this topic.
Corollary 3.10. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 < N < +∞. Let
n ∈ N, 1 ≤ n ≤ N be such that Rn is the unique regular set with positive measure in the Mondino-
Naber decomposition of (X, d,m). Then the tangent module L2(TX) has constant dimension equal
to n.
Proof. The result directly follows from [GP16b, Theorem 3.3] and Theorem 3.8.
Remark 3.11. With the notation introduced in Corollary 3.10, one has that n is the analytic
dimension of (X, d,m) (see [H18, Definition 2.10]).
To let the picture about the different notions of dimension introduced in the literature so far
be more complete, we also point out that n is also the dimension of (X, d,m) according to [K18,
Definition 4.1]. Indeed, as it is observed in [K18, Remark 4.14], if Rn is the unique regular set of
positive measure, the results of [K18] grant that it is also the non empty regular set of maximal
dimension.
Up to our knowledge, the problem of whether n is the Hausdorff dimension of (X, d) or not is
still open also in the case of collapsed Ricci limit spaces (see [CN12, Remark 1.3]) essentially due
to the lack of knowledge about the Hausdorff dimension of the singular set.
Eventually we give a positive answer to a conjecture raised in [DPG17, Remark 1.13]. As it is
therein observed, its validity follows from the fact that the tangent module has constant dimension
exploiting the results of [H18]. We wish to thank Nicola Gigli for pointing this out to us.
Theorem 3.12. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 ≤ N < +∞.
Assume that (referring to [G18] for the terminology) H2,2(X, d,m) = D(∆) and
tr Hess f = ∆f, for any f ∈ H2,2(X, d,m). (3.9)
Then, there exists n ∈ N, 1 ≤ n ≤ N such that, with the terminology introduced in [DPG17,
Definition 1.10], (X, d,m) is a weakly non collapsed RCD(K,n) m.m.s..
Proof. We wish to prove that the statement holds true with n equal to the dimension of the unique
regular set with positive measure in the Mondino-Naber decomposition of (X, d,m).
By the very definition of weakly non collapsed RCD(K,n) m.m.s., we just need to prove that
(X, d,m) is an RCD(K,n) m.m.s.. The sought conclusion will follow after proving that we are
under the assumptions of [H18, Theorem 4.3]. To this aim, observe that the first and the second
assumption in the statement of [H18, Theorem 4.3] are fulfilled thanks to our choice of n and the
validity of (3.9). To see that also the third one is satisfied, it suffices to observe that
Ricn(∇f,∇f) = Γ2(∇f,∇f)− |Hess f |2HSm ≥ K |∇f |2m,
for any f ∈ H2,2(X, d,m), where the equality above follows from (3.9) and the inequality from the
assumption that (X, d,m) is an RCD(K,N) m.m.s..
A Appendix
This appendix is dedicated to the proof of a general result about the structure of regular Lagrangian
flows associated to vector fields with product structure over product spaces. As a corollary we will
obtain that, for m×m-a.e. (x, y) ∈ X×X , the map t 7→ G(Xt(x),Xt(y)) is differentiable L 1-a.e.,
with the explicit and expected formula for the derivative we used in the proof of Proposition 2.19.
Let (X, dX ,mX) and (Y, dY ,mY ) be RCD(K,∞) m.m. spaces. Let Z := X × Y be endowed
with the product m.m.s. structure, namely
d
2
Z((x, y), (x
′, y′)) := d2X(x, x
′) + d2Y (y, y
′) and mZ := mX ×mY
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and recall from [AGS14b, AGMR12] that (X, dZ ,mZ) is an RCD(K,∞) m.m.s itself.
We will denote by πX and πY the canonical projections from Z onto X and Y respectively. This
being said we introduce the so-called algebra of tensor products by
A :=


n∑
j=1
gj ◦ πXhj ◦ πY : gj ∈W 1,2loc ∩ L∞loc(X) and hj ∈W 1,2loc ∩ L∞loc(Y ) ∀j = 1, . . . , n

 .
Below we state and prove a useful density result concerning the density of the algebra of tensors.
Theorem A.1. Let X,Y and Z be as above. Then, for any f ∈ W 1,2loc (Z, dZ ,mZ)∩L∞loc(Z,m) and
for any compact P ⊂ Z, there exists a sequence (f)n∈N in A with ‖fn‖L∞(P ) uniformly bounded
and such that ‖fn − f‖L2(P,mZ) + ‖|∇(fn − f)|‖L2(P,mZ) → 0 as n→∞.
Proof. Let us denote by A¯ the set of functions f ∈ W 1,2loc (Z, dZ ,mZ) ∩ L∞loc(Z,m) for which the
statement of the theorem holds true. LetAd be the smallest subset of Lipb(X) containing truncated
distances from points of Z and closed with respect to sum, product and lattice operations, let
Adbs ⊂ W 1,2(Z, dZ ,mZ) ∩ L∞(Z,mZ) be the subalgebra of Ad made by functions with bounded
support. In [AST17, Theorem B.1] it is proved that Adbs is dense in W 1,2(Z, dZ ,mZ) and it
is straightforward to check that one can approximate any bounded function in W 1,2(Z, dZ ,mZ)
with a sequence of uniformly bounded functions in Adbs. Hence, to get the stated conclusion, it
is sufficient to prove that dZ(z, ·) ∧ k ∈ A¯ for any z ∈ Z, for any k ≥ 0, and the implication
f, g ∈ A¯ =⇒ f ∧ g ∈ A¯.
Let us first prove that dZ(z, ·) ∈ A¯ for any z ∈ Z. For any natural n ≥ 1 let (hkn)k∈N be a
sequence of polynomials converging to t 7→√1/n+ t in C1loc([0,+∞)) as k →∞. Let us fix z ∈ Z,
it is simple to see that hkn(dZ(z, ·)2) converges inW 1,2loc (Z, dZ ,mZ)∩L∞loc(Z,mZ) to
√
1/n+ d2Z(z, ·)
when k → ∞ and that √1/n+ d2Z(z, ·) → dZ(z, ·), in the same topology, when n → ∞. Observe
that the very definition of dZ yields dZ(z, w)
2 = dX(πX(z), πX(w))
2 + dY (πY (z), πY (w))
2 for any
w ∈ Z, therefore hkn(dZ(z, ·)2) ∈ A.
Let us now prove the implication g ∈ A¯ =⇒ |g| ∈ A¯. With this aim, let us fix g ∈ A¯
and a sequence gm ∈ A converging to g in W 1,2loc (Z, dZ ,mZ) ∩ L∞loc(Z,mZ) when m → ∞. Set
gkn,m := h
k
n ◦ g2m, we have gkn,m ∈ A and it is easy to check that it converges to
√
1/n+ g2m in
W 1,2loc (Z, dZ ,mZ) ∩ L∞loc(Z,mZ) as k → ∞. Moreover
√
1/n+ g2m → |gm| in W 1,2loc (Z, dZ ,mZ) ∩
L∞loc(Z,mZ) when n → ∞ and eventually |gm| → |g|, in the same topology, when m → ∞. By a
diagonal argument, we recover the sought approximating sequence.
Finally we exploit the identity
a ∧ b = |a+ b| − |a− b|
2
, ∀a, b ∈ [0,∞),
to deduce that dZ(z, ·) ∧ k ∈ A¯ for any z ∈ Z, for any k ≥ 0 and the implication f, g ∈ A¯ =⇒
f ∧ g ∈ A¯.
Let us consider now bXt ∈ L1((0, T );L2(TX)) and bYt ∈ L1((0, T );L2(TY )). We introduce the
“product” vector field bZt by saying that, for every f ∈ W 1,2(Z, dZ ,mZ),
bZt · ∇f(x, y) := bXt · ∇fy(x) + bYt · ∇fx(y), (A.1)
for mZ-a.e. (x, y) ∈ Z, where fx(y) := f(x, y), fy(x) := f(x, y) and we are implicitly exploiting
the tensorization of the Cheeger energy (see [AGS14b, AGMR12]). It is simple to check that
bZt ∈ L1((0, T );L2loc(Z,mZ)) and
|bZt |2(x, y) ≤ |bXt |2(x) + |bYt |2(y), for m×m-a.e. (x, y) ∈ X × Y.
Proposition A.2. Let bXt and b
Y
t be as above and X
X
t and X
Y
t be regular Lagrangian flows
associated to bXt and b
Y
t , respectively. Then
X
Z
t (x, y) := (X
X
t (x),X
Y
t (y))
is a regular Lagrangian flow associated to bZt .
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Proof. We need to check the validity of the three defining conditions in Definition 1.16.
The first one is trivial and the bounded compressibility property of XZt is a direct consequence of
the bounded compressibility property of XXt and X
Y
t .
Dealing with the third one, we observe that, thanks to Theorem A.1 and Remark 1.17, it is
sufficient to check its validity testing it for any f ∈ A. Moreover, by the linearity of (1.17)
w.r.t. the test function, we can assume without loss of generality that f = g ◦ πXh ◦ πY , with
g ∈ W 1,2loc (X, dX ,mX) ∩ L∞loc(X,mX) and h ∈ W 1,2loc (Y, dY ,mY ) ∩ L∞loc(Y,mY ). We need to prove
that for mZ-a.e. (x, y) ∈ X×Y the map z 7→ f(XZt (z)) belongs to W 1,1((0, T )) and has derivative
given by
d
dt
f(XZt (z)) = b
Z
t · ∇Zf(Xt(z)) for L 1-a.e. t ∈ (0, T ). (A.2)
To this aim we observe that, since XXt and X
Y
t are regular Lagrangian flows of b
X
t and b
Y
t
respectively, it holds that the maps t 7→ g(XXt (x)) and t 7→ h(XYt (y)) are bounded and belong to
W 1,1((0, T )) for mX -a.e. x ∈ X and mY -a.e. y ∈ Y respectively. Moreover
d
dt
g(XXt (x)) = b
X
t · ∇g(XXt (x)) and
d
dt
h(XYt (y)) = b
Y
t · ∇h(XYt (y)) for L 1-a.e. t ∈ (0, T ),
for mX-a.e. x ∈ X and mY -a.e. y ∈ Y , respectively. Applying Fubini’s theorem and the Leibniz
rule we obtain that, for mX × mY -a.e. (x, y) ∈ X × Y , the map t 7→ g(XXt (x))h(XYt (y)) belongs
to W 1,1((0, T )), moreover
d
dt
(
g(XXt (x))h(X
Y
t (y))
)
=
(
d
dt
g(XXt (x))
)
h(XYt (y)) + g(X
X
t (x))
(
d
dt
h(XYt (y))
)
=h(XYt (y))b
X
t · ∇g(XXt (x)) + g(XXt (x))bYt · ∇h(XYt (y))
=bZt · ∇f(XZt (x, y)),
for L 1-a.e. t ∈ (0, T ), which implies (A.2).
The following corollary of Proposition A.2 plays an important role in the proof of Proposition 2.19.
Corollary A.3. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying assumption 1. Let moreover
b ∈ L1((0, T );L2(TX)) and Xt be a regular Lagrangian flow associated to b. Then, the map
t 7→ G(Xt(x),Xt(y))
belongs to W 1,1((0, T )) for m×m-a.e. (x, y) ∈ X ×X and its derivative is given by
d
dt
G(Xt(x),Xt(y)) = bt · ∇GXt(x)(Xt(y)) + bt · ∇GXt(y)(Xt(x)),
for L 1-a.e. t ∈ (0, T ).
Proof. Let us start observing that Gε ∈ W 1,2loc (X × X) for any ǫ > 0 (actually it has locally
bounded weak upper gradient as one can prove with the same techniques introduced in the proof
of Proposition 2.3, taking into account also Remark 2.2).
It follows from Proposition A.2, applied with X = Y and bX = bY =: b, that
Gε(Xt(x),Xt(y))−Gε(x, y) =
∫ t
0
{
bs · ∇GεXs(x)(Xs)(y) + bs · ∇GεXs(y)(Xs(x))
}
ds, (A.3)
for m × m-a.e. (x, y) ∈ X ×X for every t ∈ [0, T ]. We wish to pass to the limit as ǫ ↓ 0 in (A.3)
to obtain that for any t ∈ [0, T ] it holds
G(Xt(x),Xt(y))−G(x, y) =
∫ t
0
{
bs · ∇GXs(x)(Xs(y)) + bs · ∇GXs(y)(Xs(x))
}
ds, (A.4)
for m×m-a.e. (x, y) ∈ X×X . The sought conclusion would easily follow. To this aim let us observe
that the left hand side in (A.3) converges to G(Xt(y),Xt(x)) − G(x, y) in L1loc(X × X,m × m).
Thus, it suffices to prove that the right hand side in (A.3) converges to∫ t
0
{
bs · ∇GXs(x)(Xs(y)) + bs · ∇GXs(y)(Xs(x))
}
ds in L1loc(X ×X,m×m).
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To this aim we fix z ∈ X such that d(Xs(z), z) ≤ ‖b‖L∞ t for every s ∈ [0, t] (observe that this
property holds true for m-a.e. point). The triangle inequality yields
d(Xs(z),Xs(y)) ≤ 2t ‖b‖L∞ + d(z, y), for m-a.e. y ∈ X. (A.5)
Thus, setting B := B(z,R), for some R > 0, and B¯ := B(z,R+ 2t ‖b‖L∞), we have
(Xs)#(1Bm) ≤ L1B¯m. (A.6)
The bounded compressibility property of the RLF allows us to estimate∫
B×B
∣∣∣∣
∫ t
0
bs · ∇GεXs(x)(Xs(y)) ds−
∫ t
0
bs · ∇GXs(x)(Xs(y)) ds
∣∣∣∣ dm(x) dm(y)
≤
∫ t
0
∫
B
∫
B
|bs|(Xs(y)) · |∇(GεXs(x) −GXs(x))|(Xs(y)) dm(y) dm(x) ds
≤L2t ‖b‖L∞
∫
B¯
‖∇(Gεx −Gx)‖L1(B¯) dm(x).
The last term goes to zero, as a simple application of dominated convergence theorem shows (for
more details about this step we refer to the proof of Proposition 2.18, where we dealt with a similar
term). Arguing similarly for the term
∫ t
0 bs · ∇GεXs(y)(Xs(x)) ds we obtain the thesis.
Remark A.4. A conclusion analogous to the one stated in Corollary A.3 holds true with G¯ in place
of G assuming that (X, d,m) is an RCD(K,N) m.m.s. satisfying assumption 3. To get this result it
suffices to argue as in the proof of Corollary A.3 using Proposition 2.21 instead of Proposition 2.3.
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