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Face Recognition has been applied in many areas, especially in the security system.  Avoiding the 
spoofing face [1], usually, stereo cameras have been applied to face recognition systems [2]. 
Nowadays, face recognition is supported by a deep learning method, which is reduced machine 
learning procedures [3]. When applying machine learning methods, feature extraction is done 
manually and trained to get the models. By using the deep learning methods, the creation model 
achieved high accuracy in prediction [4]. The other method to identify the real person is by using a 
thermal camera which records the subject temperature. Thermal is mostly applied in contactless 
temperature measurements, such as the steel industry. The thermal camera is not only applied in the 
industrial field, but also applied in a biomedical application, such as contactless breath rate 
measurement [5][6], breast health, musculoskeletal, neurological medicine, dermatology, and dental 
care [7].  
Convolutional Neural Network (CNN) is the common method in deep learning which has been 
applied in many areas such as in biomedical images [8]. Deep Learning has some famous frameworks, 
which are Tensorflow, Keras, PyToch, Caffe, CNTK, and MXNet [4]. Region Based Convolutional 
Neural Networks (RCNN) is one of the best methods for object detection. RCNN has been applied in 
some applications which are finding optical nerve in fundus images [9], face detection in RGB images 
[10], and facial detection [11]. In this research, we proposed a segmentation method, Mask RCNN, to 
create a face model from thermal images. The model will detect and locate the face from thermal 
images. 
Face images were recorded by using a FLIR Lepton thermal camera, which has specification as a 
military standard device [12]. The dataset was created by combining direct recorded images and 
images from the online dataset. The dataset was expanded using the data augmentation method to 
achieve accurate prediction models [13]. The face model was created by using the segmentation 
method of Mask RCNN. The Mask RCNN is covered by TensorFlow-GPU and Keras framework 
[14]. To reduce training time, TensorFlow-GPU is applied in this research. The final model was 
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Face detection is mostly applied in RGB images. The object detection usually applied 
the Deep Learning method for model creation. One method face spoofing is by using 
a thermal camera. The famous object detection methods are Yolo, Fast Region Based 
Convolutional Neural Networks (RCNN), Faster RCNN, SSD, and Mask RCNN. We 
proposed a segmentation Mask RCNN method to create a face model from thermal 
images. This model was able to locate the face area in images. The dataset was 
established using 1600 images. The images were created from direct capturing and 
collecting from the online dataset. The Mask RCNN was configured to train with 5 
epochs and 131 iterations. The final model predicted and located the face correctly 
using the test image. 
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applied in real-time detection by using OpenCV. In future works, this model will be embedded in mini 
PC, such as Raspberry Pi. This model will be developed to measure face temperature from thermal 
images. 
II. Methods and Materials 
A. Data Collection 
Data collection was done by using FLIR Lepton Thermal Camera. Data collection is not only from 
Flir Lepton Thermal images, but also collected from online dataset. The thermal images have some 
formats which are contrast, gray, artic, and lava. Each format has their own function. In this research, 
we only selected contras format for all dataset. Figure 1 shows the thermal images formats. 
To increase the dataset size, image augmentation was applied to the original dataset. Image 
augmentation could be done by rotating, flipping, etc. The data augmentation methods will create 100 
images from each original image. The final dataset size is 1600 images. Figure 2 shows the image 
augmentation result of the chest X-Ray image [15]. 
B. Training Preparation 
For object detection purposes, every object has to label indicating the object location in images. 
Label creations were done by using labeling. The final files were saved in XML files. The system was 
trained and deploy in Ubuntu 16.04 operating system. The dataset was separated into images train and 
annots folder. Labeling was installed by using a command. 
Figure 3 Shows the XML result, which contained object location, image size, image deep. The red 
square box shows the object location. 
C. Mask RCNN 
Mask RCNN was a development model of RCNN and fast RCNN. The Fast RCNN produced a 
class label and a bounding box offset for every candidate object. Mask RCNN has the same output as 
well as RCNN, but it also created the object Mask. The other important thing that made Mask RCNN 
 
Fig. 1. Thermal image format 
 
 
Fig. 2. Augmentation result of the chest X-Ray image 
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better than RCNN is pixel-to-pixel alignment. ROI Alignment has the function of creating a small 
feature map for each RoI. The final stage of Mask RCNN is an instance of segmentation. An instance 
segmentation generates a pixel-wise mask for each object in the image. Even though two objects are 
in the same class, Mask RCNN treats them as a different instance. Figure 4 shows the framework 
mask RCNN with instance segmentation. 
Training Mask RCNN in python required some libraries to install correctly, especially for CUDA 
and CUDNN. In this training, we used CUDA 9.0 with Nvidia driver 384. We must consider the laptop 
specification to decide the version of CUDA, and CUDNN. TensorFlow-GPU and Keras install to the 
device. It generates an error core dump if the installation is not proper. In this research, we used a 
laptop which has a specification, as mention in Table 1. The thermal image dataset was divided into 
train datasets and test datasets. The train dataset size is 80% of all datasets, and the test set is 20%. 
 
Fig. 3. Object location in XML file 
 
 
Fig. 4. Mask RCNN framework with instance segmentation 
Table 1. Laptop specifications 
No Device Specification 
1 CPU Core i7 
2 GPU GTX 750 
3 RAM 16 GByte 
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III. Results and Discussions 
Figure 5 shows the result of image augmentation process. The images became 100 images from 
each source image. The total images for the dataset are 1600. The training set was configured with 
epoch = 5 and iteration =131. By setting 5 for the epoch value, the training loop ended at 5 the epoch. 
After 6 hours, the model was created in h5 formats. Figure 6 shows the created model from training. 
Because we configured 5 for the epoch value, the model was also created as mask_rcnn_cfg_0001.h5 
for 1st epoch, mask_rcnn_cfg_0002.h5 for 2nd epoch, mask_rcnn_cfg_0003.h5 for 3rd epoch, 
mask_rcnn_cfg_0004.h5 for 4th epoch, and mask_rcnn_cfg_0005.h5 for 5th epoch. All models were 
saved automatically by training program. To find out the performance, each model was tested by using 
test dataset. Figure 7 depicts the test image which deployed mask_rcnn_cfg_0005.h5 in the program. 
The face was predicted perfectly by using the face model. The program automatically created red 
rectangle to visualize the detected face in thermal images. This stage tested a model with a single 
image. 
 
Fig. 5. Image augmentation result 
 
 
Fig. 6. The face models 








Fig. 8. Face detection of new images; (a) actual images and (b) predicted images 
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Beside a single image, the model was also verified by using test images. Test images mean a 
number of images which were prepared to test the model. The models were tested with test images 
which have five images. Figure 8 shows the result of image prediction. The result displayed two 
outputs which were actual and predicted. The predicted images visualized by square with white color. 
Based on the 5th model, all faces from thermal images were predicted correctly by displaying white 
square.  
IV. Conclusion 
This research proposed a segmentation method for face modelling by using thermal images. The 
model was created by using a Mask RCNN methods. The data collection was done by using Flir 
Lepton 3.5 thermal camera which is military standard camera. The model was tested by using test 
images which have been prepared during data preparation. A final model successfully located faces 
in thermal images which have contrast type. The model was successfully predicted all tested images 
through some experiment. 
For future work, this model will be deployed in Nvidia embedded device such as Jetson Nano. Our 
goal is to make a portable device to measure temperature from all detected faces in frame. We will 
extend the dataset by re-capturing images from public area such as airport. 
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