The call admission control (CAC) optimizes the use of allocated channels against offered traffic maintaining the required quality of service (QoS). Provisioning QoS to user at cell-edge is a challenge where there is limitation in cell resources due to inter-cell interference (ICI). Soft Frequency Reuse is ICI mitigation scheme that controls the distribution of resources between users. In this paper, the Impact of four CAC schemes (Cutoff Priority scheme (CP), Uniform Fractional Guard Channel (UFGC), Limited Fractional Guard Channel (LFGC), New Call Bounding (NCB) scheme) at cell-edge have investigated using queuing analysis in a comparative manner. The comparison is based on two criteria. The first criterion guarantees a particular level of service to already admitted users while trying to optimize the revenue obtained. The second criterion determines the minimum of number of radio resources that provides hard constraints in both of blocking and dropping probabilities. The four schemes are compared at different scenarios of new and handover call arrival rates.
minimum number of radio resources required to fulfil blocking and dropping constraints.
Another important aspect of these criteria is the design of algorithms for determining the optimal setting for parameters associated with the criteria. It is important that the algorithms are simple and efficient.
Schemes Models
In the following, Four CAC schemes will be introduced and modeled using queuing theory. In order to investigate the traffic analysis at cell-edge, the CAC schemes are merged with SFR in the proposed models. Then their performance metrics will be deduced in order to compare between them according to the mentioned criteria.
The cutoff priority technique keeps a certain amount of channels to handover calls only while the rest of the channels can be shared by both new calls and handover calls. Hence, handover calls are given higher priority over new calls, and as a result the reduction in the handover probability comes at the expense of higher blocking rate. Figure 1 illustrates the state diagram of Cutoff priority scheme with SFR.
In Fractional Guard Channel the new call is admitted by a certain probability which is a decreasing (or, more accurately, non-increasing) function of the number of occupied channels while a handover call is admitted as long as there is a free channel. Uniform FGC is special case of FGC where the acceptance probability has a constant probability that is independent of number of occupied channel. While Limited FGC is another type of FGC in which the acceptance probability varies between three values (1, β l , 0) according to channels occupation. In New Call Bounding scheme, a threshold is used to limit the number of new calls in the cells. Handover calls are only blocked if all channels are occupied. The scheme works as follows: if the number of new calls in a cell exceeds a threshold when a new call arrives, the new call will be blocked; otherwise it will be admitted. The handover call is rejected only when all channels in the cell are used up. The idea behind this scheme is that we would rather accept fewer customers than drop the ongoing calls in the future, because customers are more sensitive to call dropping than to call blocking. The four schemes are modelled using queuing analysis. For the sake of more inspection of traffic analysis at cell-edge, the resources at cell-edge are modelled in a separate dimension. The resources are distributed between cell-edge and cell-core according to SFR policies.
In the Markov representation of the four schemes which shown in Figures 1-3 , Cutoff priority scheme, LFGC and UFGC scheme are modelled using two dimension Markov chains while NCB is modelled using three di- mensions Markov chain to separate between new and handover call at cell-edge. In each scheme, the state space Γ is defined with i representing the number of RBs used by cell-core users, j representing the number of RBs used by cell-edge users and k representing the number of RBs used by handover users (for NCB only). Let N denotes the number of available RBs that can be used for transmission in each transmission time interval (TTI) in the cell. The maximum number of RBs that can be assigned to the edge-users and core-users is E and C respectively; so we get E + C = N. Let λ denotes the arrival rate of new call and λ c , λ e , denote the arrival rate for new calls in cell-core, cell-edge respectively. So λ = λ c + λ e. . λ h is the arrival rate for handover calls. The current work considers that the arrival process for new calls and the arrival process for handoff calls are all Poisson. The channel holding times (μ) for new calls and handoff calls are exponentially distributed, and for simplicity it is assumed to be equal for three users. Each scheme has its own parameter setting as follow:
Cutoff priority scheme: the number of guard channels reserved for handover users T as shown in Figure 1 . Let E e denotes the number of cell-edge radio resources which are available for new call and handover users.
Uniform Fractional Guard Channel: the percent at which the new call is admitted at cell-edge which is called "acceptance probability β * " as shown in Figure 2 (a). Limited Fractional Guard Channel: The number of guard channels T and the new call acceptance probability β l as shown in Figure 2(b) .
New Call Bounding scheme: the maximum number of RB that can be assigned for new call M as shown in Figure 3 .
The proposed queuing model can be solved using Successive over Relaxation (SOR) method to get steady state probability for each state. The SOR is an iterative method [14] [15] that used to solve the set of linear equation. Most models under investigation are irreversible Markov process. So, the SOR may be one of the most suited techniques to obtain steady state probabilities and the required performance metrics. SOR not only supports the feasible solution but also, it gives sufficient stability for the obtained results. Performance metrics can be obtained from this steady state probability.
In this method, a new set of equations, called SOR equations, are deduced from balance equations, the left hand side of these equations is a new value of steady state probability which is obtained iteratively using previous value for steady state probability on the right hand side. The speed of convergence is determined by relax-ation factor ω, the choice of relaxation factor is not necessarily easy, and depends upon the properties of the coefficient matrix. For symmetric, positive-definite matrices it can be proven that 0 < ω < 2 will lead to convergence, but we are generally interested in faster convergence rather than just convergence. Figure 4 depicts the flow chart of SOR algorithm.
System Performance Metrics
In this work, we will use blocking and dropping probabilities to evaluate system performance. Cell blocking probability is the probability that a new arriving cell-core user and a cell-edge user are blocked. In this work, only cell-edge part will be evaluated. Let ψ b be the subsets of states where a new arriving cell-edge user are blocked. 
Then the blocking probability is calculated as [10] :
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where ξ e is the probability that there are users at the edge of the cell. Finally let ψ d be the subsets of states where the system forces to terminate the ongoing handover call.
Then the cell dropping probability is calculated as:
Comparison Criteria

Schemes Behavior with Hard Constraint on Dropping Probability
For a given number of channels, algorithms for determining the optimal parameters setting for each scheme will be deduced.
Cutoff Priority Scheme
The objective of this part is to minimize the number of guard channels T opt which meets a hard constraint on dropping probability D h . Algorithm 1 is used to find T opt . It can be described from Figure 5 as follows: At the beginning, the algorithm starts with minimum number of guard channels (T opt = 1) then increase T opt until the handover dropping probability P D meets its constraint. If T opt = E while handover dropping probability P D does not meet its constraint then the available radio resources for handover calls does not satisfy the level of QoS and the number of allocated channels to the cell is not sufficient and the algorithm terminates.
Uniform Fractional Guard Channel
The optimal value of new call acceptance probability * opt β that fulfils the first criteria in UFGC will be deduced.
This will minimize the new call blocking probability subjected to a hard constraint on handover dropping probability or minimize
The presented algorithm in [5] will be used to find * opt β . This algorithm is given in Figure 6 and can be described as follows: At the beginning, the algorithm considers two cases: the first the case when all channels are β . The search method used in this algorithm is binary search.
Limited Fractional Guard Channel
In LFGC, there are two parameters to adjust; the number of guard channels T and the new call acceptance probability β l . The presence of two parameters instead of one as other schemes leads to more flexibility and more capability for scheme control but this is in price of scheme complexity. The proposed algorithm should control the two parameters. So, it is more complex and depends on merging Algorithm 1 & 2. Figure 7 illustrates Algorithm 3 to adjust both of T and β l to minimize blocking probability while maintain dropping probability under specific level. The algorithm starts by T = 1 and β l = 0, then the number of guard channels increases one by one till satisfy the level of QoS. While the required level is met, the new call acceptance probability β l is adjusted using Algorithm 2 to fine tuning the scheme parameters with required constraints and obtaining minimum blocking probability.
New Call Bounding Scheme
The objective of this part is to obtain the maximum number of allowable new calls that maintain the dropping probability less than D h . Figure 8 illustrates Algorithm 4 for optimizing M opt which can be described as follows: At the beginning, the algorithm starts with maximum number of allowable new call (M opt = E) then decrease M opt until the handover dropping probability P D meets its constraint. If M opt = 0 while handover dropping probability P D does not meet its constraint then the available resources for handover calls does not satisfy the level of QoS and the number of allocated channels to the cell is not sufficient and the algorithm terminates. 
Schemes Behavior with Hard Constraint on Dropping Probability and Blocking Probability
The blocking probability and the dropping probability are two contradictory performance metrics. It is very difficult to meet specific constraint in both of them by only adjust one parameter. So to solve this trade-off; the number of resources should be increased at each scheme. The objective of algorithms in this section is to minimizing the number of additive channels while satisfying the constraint in dropping and blocking probability. The algorithms in the last section can be used to meet the first metric constraint and then we can add more resources till we meet second metric constraint. In the following, the algorithms to apply the second criteria at each scheme are concluded. Then the scheme with least resources will be elected.
Cutoff Priority Scheme
The objective of this algorithm is obtaining the minimum number of channels that meet the two constraints. The algorithm starts as illustrated in Figure 9 with minimum number of channels (E c = 1) and minimum number of guard channels (T opt = 1) then increase E c until the new call blocking probability meets its constraint. Then the algorithm starts to satisfy the dropping probability constraint without loose the adjusted blocking level. This is done by increasing T opt until the handover dropping probability P D meets its constraint without any increase in radio resources. After that a final check for blocking probability is executed and if it does not satisfy the required level, the radio resources should increase one by one again. Any tuning in T opt should starts with T opt = 0 to maintain optimality in blocking probability. Figure 10 depicts the algorithm to meet second criteria in UFGC. At the beginning, E c and β * are proposed to be 1 for both then the radio resources increase one by one till The blocking probability constraint is met. Then β * is tuned according to Algorithm 2 to satisfy the dropping probability constraint. Applying Algorithm 2 may deviate the blocking over its constraint so additional radio resources may be added. Algorithm 2 should be applied each time channel is added.
Uniform Fractional Guard Channel
Limited Fractional Guard Channel
In LFGC, there are three parameters to adjust (T, β l , E c ). So, it is more complex and depends on merging Algo- Figure 11 illustrates the algorithm to meet second criteria. At the beginning, the three parameters are adjusted to 1. The blocking level of QoS is satisfied by adding channel one by one. T & β l are then adjusted using Algorithm 3 to meet the dropping level of QoS. A transition between blocking adjust and dropping adjust is executed till the two metrics are met. Figure 12 illustrates applying the second criteria with new call bounding scheme. The algorithm starts with maximum number of allowable new call (M = E) and minimum number of radio resources (E c = 1) then increase E c until the new call blocking probability P B meets its constraint. After that M decreases one by one till dropping probability meets its constraint. An important check should be done to M opt after adding each channel in order to optimize M to be compatible with number of channels change.
New Call Bounding Scheme
Numerical Results and Analysis
In this section, the impact of four schemes of CAC in collaboration with SFR on cell-edge is analyzed and evaluated in comparative manner. The blocking probability P B and dropping probability P D are the metrics under consideration for QoS. The queuing model parameters for the presented results are as follow: the available RB in the cell (N) is 48, the ratio of cell-edge RBs to total cell RBs is 1/3; the probability that there are users at the edge of the cell ξ e is 1/2, the mean service period (μ) is 90 seconds. The SOR parameters are ω = 1.05, the convergence condition ε = 10 −5 and n = 1000. Comparison between the schemes based on first criteria at different handover arrival rate. Figure 13 and Figure 14 illustrate the blocking probability at cell-edge as a function of new call arrival rate at light and heavy handover traffic load when the maximum allowable dropping probability D h is 0.2. The proposed handover arrival rate at Figure 13 and Figure 14 are 0.25 and 0.5 of new call arrival rate at cell-edge respectively. It is clear that the LFGC scheme provides minimum blocking probability than the other three schemes as illustrated from Figure 13 .
Schemes Comparison Based on First Criteria
Similar results are observed from Figure 14 when the handover arrival rate is 0.5 of new call arrival rate. The LFGC provides best performance then NCB, UFGC and finally the cutoff priority scheme. Figure 15 illustrates the obtained blocking probability as a function of handover arrival rate. The maximum allowable dropping probability at cell-edge in the obtained results D h is 0.2 and The proposed new call arrival rate is 0.7 call/sec. It can be noticed from the results that the impact of increasing handover arrival rates on LFGC scheme dose not differ much than its impact in new call arrival rates. LFGC provides minimum blocking probability than the other schemes regardless of handover traffic. After LFGC with significantly great values, NCB scheme appears and then UFGC and finally cutoff priority scheme.
The comparison between the schemes according to Figures 13-15 refers that the best network performance under hard constraint of dropping probability can be obtained using LFGC scheme at different new call and handover arrival rate. The interpretation of the obtained results as follow: each scheme has its own parameters that deeply affect the obtained performance metrics. In the cutoff priority scheme, the dominant parameter is the number of guard channels T. By adjusting T, the minimum blocking probability that maintain the dropping probability at certain level can be obtained. This can be adopted by increase (or decrease) T by unity step. Changing the number of guard channels by one channel has significant effect on both of blocking and dropping probabilities. So the unity step in cutoff priority scheme is significant large and will lead to have bad blocking probability. On the other hand, the dominant parameter in UFGC is the acceptance probability of new call β * . Although the unity step of β * is extremely low (fraction or less), but its effects covers all channels. So, any slight change in β * has significant effect on blocking and dropping probabilities. The unity step in NCB is one channel and its effect is similar to cutoff priority scheme. On the contrary, LFGC is adjusted by using of the two parameters T & β l . So, large steps can be adjusted by changing the number of guard channels while the acceptance probability can be used for fine tuning as its impact cover only one channel.
It can be concluded that to guarantee a particular level of service for admitted call while minimizing the blocking of new one, the best scheme to use is LFGC scheme then NCB and after that UFGC & cutoff priority scheme. This is valid at different traffic load of new call and handover arrival rate as illustrated in Figures 13-15. 
Schemes Comparison Based on Second Criteria
In order to meet the contradictory constraints of dropping and blocking probability, we will follow Algorithms 4, 5 & 6 for the schemes under investigation. Figures 14-16 depict the minimum number of required channels at cell-edge for each scheme to meet the second criteria constraint. It can be observed from Figure 16 that LFGC & NCB require less channels to satisfy the QoS levels with a comparative advantage to LFGC at low new call arrival rates and to NCB at large new call arrival rates. While the cutoff priority scheme and UFGC act similar at different new call arrival rates.
When the handover arrival rate increases to 0.5 of new call arrival rate, it does not affect on similarities between cutoff priority and UFGC scheme as shown in Figure 17 . While LFGC requires the least channels regardless of the rates of new call arrival. Figure 18 depicts the no of channels at different handover arrival rate. The proposed new call arrival rate in the obtained results is 0.7 call/sec. It can be noticed from the results that the LFGC scheme requires minimum channels, then NCB scheme. UFGC requires almost the same radio resources as the cutoff priority schemes. Figures 16-18 illustrate that generally LFGC requires minimum radio resources to meets hard constraint of QoS. NCB provides better system performance than UFGC and Cutoff priority scheme. Finally UFGC and Cutoff priority scheme behave similar at different new call and handover rates.
Although LFGC provides best performance in the investigated criteria, but this is in price of scheme complexity. LFGC depends on two parameters as explained before. In addition, the associated algorithms to perform the criteria are more complex than other schemes as there are two parameters to adjust in case of first criteria and three parameters in case second criteria.
Conclusion
In this paper, the impact of call admission control schemes on cell-edge is discussed. A traffic analysis at the cell-edge is addressed by merging different CAC schemes with Soft Frequency Reuse. Four CAC schemes have investigated using queuing analysis in a comparative manner. The comparison is based on two criteria. The first criterion guarantees a particular level of service to already admitted users while trying to optimize the revenue obtained. The second criterion provides hard constraints in blocking new call and dropping handover one by control the number of radio resources. Algorithms for optimal parameters setting to meet criteria constraint for the four schemes are developed. From numerical analysis and results we can conclude that each scheme has its condi- tions to provide best performance. The LFGC scheme behaves better even under heavy load of dropping and blocking rates but this is in price of the complexity. The performance of the other three schemes is close with comparative advantage to NCB.
