= 174 words Full Text = 3962 words Abstract Previous studies of psychosis using machine learning methods have primarily been concerned with binary classification of patients and healthy controls. The aim of this study was to use electroencephalographic (EEG) data and pattern recognition to predict individual psychotic experiences on a continuum between these two extremes in otherwise healthy people. From responses evoked by an auditory oddball paradigm, behavioural measures, neural activity, and effective connectivity were extracted as potential contributing features. Optimal performance was achieved using spatiotemporal maps of neural activity in response to frequent sounds, with late-P50 and early-N100 time windows contributing most to higher schizotypy scores. Effective connectivity estimates, in particular top-down frontotemporal connections, were also predictive of psychotic symptoms.
Introduction
Schizotypy, or psychotic-like experiences in the healthy population 1 , is considered a potential phenotype for schizophrenia, particularly as those with schizotypal personality traits are at heightened higher risk of developing more severe schizophrenia spectrum disorders 2 . Consequently, delineating the brain mechanisms underlying the continuum of psychosis in the healthy population could potentially help in understanding the disease trajectory.
Multivariate machine learning regression 3, 4 ,5 is a pertinent means for modelling psychosis on a continuum and making predictions at the individual level. Machine learning algorithms can automatically detect patterns in data and train computational models to make such predictions about new test data, based on prior observations from the training data 6 . In the field of psychiatry, previous machine learning studies using neuroimaging data have primarily been concerned with the binary classification of patient groups and healthy controls. Stephan et al 7 recently argued against this dichotomy and questioned the utility of models capable of reproducing discrete, predefined categories. In order to model the complete spectrum of possible disease states, it is equally important to include those with symptoms between these two extremes, such as psychotic experiences in otherwise healthy individuals. For example, Jeong et al 8 classified individuals into high (top 10% of Schizotypal Personality Questionnaire 9 scores) and low schizotypy groups (defined by the sample mean ± 0.5 SD) with 98% accuracy using event-related potentials from an emotional perception paradigm. However, thus far it is unclear whether the degree of psychosis can be predicted from neuroimaging data when treating the severity of schizotypal experiences as a continuous variable 4,10 .
The aim of this study was to predict a range of psychotic experiences on a continuum within a healthy population using machine learning regression methods on electrical brain activity, recorded non-invasively during a sensory learning task 11 . We applied two approaches: 1) a pipeline incorporating sequential feature selection from a range of behavioural measures, event-related potential components, as well as 2. Methods
Participants
A group of 31 functioning individuals with no prior history of psychiatric or neurological disorders (age 19 to 38 years, mean = 24.65 years, SD = 4.85, 14 males) participated in this study. All participants provided written informed consent and were paid for their participation. The study received approval by the University of Queensland Human Research Ethics committee.
To obtain individual schizotypy scores, all participants completed the Prodromal Questionnaire 12 (PQ), which comprises of 92 items assessing four subscales; positive, negative, disorganised and general symptoms. Responses recorded the frequency of psychotic experiences ('never', 'once or twice per month', 'once per week', 'few times per week', 'daily'), and for those which had occurred, whether the experience was distressing.
Experimental design
EEG was recorded whilst participants listened to an auditory oddball paradigm in which streams of tones were presented at 500ms intervals, with frequency of 500Hz, occasionally with differing duration (20% of trials). The duration assigned to 'standard' and 'deviant' stimuli alternated between 'short' (50ms) and 'long' (100ms) tones at varying regularities within 'stable' and 'volatile' blocks. At the end of each block, participants reported the probability of the more frequent tones heard and level of confidence in their estimate, both on a scale of 0 to 100%. For more detail regarding the task, refer to Dzafic et al 11 . ! 2.3. Data collection and pre-processing 2.3.1. EEG Continuous EEG data was recorded using a 64 channel Biosemi ActiveTwo system (Amsterdam, Netherlands) with electrode placement according to the international 10-20 standard 13 at a sampling rate of 1024Hz. Offline signal processing was performed using SPM12 (www.fil.ion.ucl.ac.uk/spm) 14 . Data were referenced to the scalp average, downsampled to 200Hz, and bandpass filtered with a 0.5Hz high-pass
Butterworth filter. Eye blinks were detected using the vertical electrooculogram channel and corrected using the Berg method 15 . Events were epoched using a −100 to +400ms peri-stimulus time window. Trials were thresholded for artefacts at 100µV, robustly averaged 16 , low-pass filtered at 40 Hz, and baseline corrected between −100 and 0ms.
2.3.2.

Feature selection approach
To facilitate feature selection, a subset of 20 variables was extracted from the dataset; A similar approach, referred to a generative embedding has been used before 21 , although in that paper, model optimization was done using the pooled data (both training and testing). For more detail regarding DCM fitting and parameter estimation, refer to Dzafic et al 11 .
Spatiotemporal approach
To facilitate spatiotemporal analyses, the ERPs for each participant, response and condition were converted to NIfTI images. At each time point, data were spatially interpolated between channels to form a two-dimensional scalp map, represented by a 32 × 32 matrix. These spatial images were then concatenated in temporal order, resulting in a three-dimensional spatiotemporal volume. Images were smoothed using a Gaussian filter with full width at half maximum (FWHM) of 12mm × 12mm × 20ms. In contrast with the feature selection approach, we did not make any further assumptions about channel locations or time windows.
Modelling
In all approaches described below, the target variables were the individual PQ scores, weighted by the frequency of occurrence and log transformed to fulfil normality assumptions.
Feature selection approach
Regression modelling was performed on three sets of features extracted from behavioural, ERP and DCM data using the Huber regressor 22,23 with an additional sequential feature selection process 24 , reducing the dimensionality of the data from the complete set of M features, X M , to a subset of m features, where m ≤ M. Our pipeline, as illustrated in Figure 1 , was implemented in the Scikit-learn 25 library (version 0.19.1) for Python (version 3.6.1; www.python.org) with sequential feature selection using the mlxtend library (version 0.10.0; rasbt.github.io/mlxtend).
All features were rescaled from their respective maximum and minimum values to range from zero to one. Stratified K = 5-fold cross-validation was performed on the whole data set ( Figure 1 , shown in red) with R = 10 repetitions, resampling the data whilst ensuring that the distribution of scores was sampled uniformly between folds. We therefore obtain 50 sub-models (K folds × R repetitions, highlighted in green), one for each subset, all of which contribute to a collective ensemble model 26 . To summarise the frequency at which a given feature is selected, we average across all feature selection matrices (! ), sorting features according to mean selection rate (i.e. the average across all columns) and in particular, inspect the optima from column m. To assess the weightings assigned to each feature upon selection, we also average across all weight vectors for the feature count m (! ).
Spatiotemporal feature sets
Regression modelling was performed using the kernel ridge regression algorithm 30 
Evaluation of performance
Mean square error (MSE), as well as the linear dependence between predictions and target variables, as measured using Pearson's correlation coefficient (R) were used to evaluate model performance. Both measures were used to examine model performance and identify any potential biases.
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Results
The overall performance of all models is summarised in Table 1 . Below, we describe the findings from the two approaches used. Of all models using feature extraction and selection procedures, the model based on DCM connectivity estimates yielded best performance. All models based on spatiotemporal ERPs were statistically significant, with the standard response proving more accurate than the deviant and MMN. p-values were computed via 1000 permutations with Šidák correction for multiple comparisons.
3.3.1.
Feature selection approach
The model containing only connectivity parameters outperformed both ERP components and behavioural metrics, with higher correlation (R = 0.43) and lower mean-squared error (1.267, p = 0.047).
To assess which features are driving model performance, the mean feature selection matrices and weight vectors are shown below in Figure 2 . In the connectivity model, the right IFG → right STG parameter was chosen earliest in the sequence, with greatest frequency (0.98) and was also assigned higher weighting ! 13 frequency for the remaining features, the weights were markedly lower by comparison (0.80-1.78) and the level of variability amongst folds and repetitions remains inconclusive. These four features were also selected with highest frequency in the model using a combined feature set.
3.3.2.
Spatiotemporal approach
Overall, the spatiotemporal approach yielded greater performance in comparison with the feature selection procedure (Table 1) were non-significant.
Observed and predicted PQ scores are shown in Figure 3 for the best performing models in the two approaches. Although the stable standard spatiotemporal model ( Figure 3B ) has demonstrably lower error on the mid to highrange band of the spectrum, we can observe that despite fewer examples at the lower end of the spectrum, the DCM feature selection model ( Figure 3A) is able to capture more of this information.
The distribution of all signed feature importances within the volume is shown in Figure 4C , with positive importances contributing to a higher PQ and negative importance contributing to lower PQ. To intuit which features are driving the model predictions, we threshold the top 5% of both positive and negative importances for the purposes of visualisation in Figures 4A and 4B . Note however, that although the majority of features have zero or low importance, all voxels in the image contribute towards the model predictions. The voxels contributing most to lower scores ( Figure   4A ) peak at fronto-central channels at approximately 50ms and between 150 and 275ms, whereas those contributing most to high scores ( Figure 4B 
Discussion
In this study, we demonstrate that psychotic experiences in the healthy population can be predicted from EEG data using machine learning. Specifically, we show that the dynamics of brain activity captured by EEG and its underlying effective connectivity, are predictive of Prodromal Questionnaire scores at the individual level, with top-down frontotemporal connectivity and early ERP components having greatest contribution.
Using a sequential feature selection pipeline, we observed that of all models based on behavioural measures, ERP components, effective connectivity (DCM), and combined feature sets, the connectivity parameters alone achieved the greatest performance. Within both the DCM and combined models, the right IFG to right STG connection was the main feature driving the prediction of PQ. Note that the optimal feature count for our DCM-based model was four (including primarily the left STG → left IFG, as well as the right A1 and left A1 intrinsic connections), which suggests that this right top-down frontotemporal connection holds greater predictive value when combined with other features. In our spatiotemporal models, we found that the brain responses to standard, predictable sounds, were more predictive of PQ scores than the deviant and differential MMN responses (standard ERP components were also selected before deviants and MMN in our feature selection routine). Within the corresponding feature importance maps, voxels contributing most to higher predicted scores lie in the late-P50 and early-N100 time windows, in keeping with known alterations in schizophrenia 32 and genetically high risk groups 33 . Most cross-validation schema commonly used to assess model generalisability have an inherent bias and variance in their error estimation. Throughout our analysis, we have been conscious of limiting potential biases in our sampling and thus estimated model performance using a stratified 5-fold cross-validation scheme with 10 repetitions. Varoquaux recently demonstrated that commonly used schema in neuroimaging studies may report an inflated level of performance 55,56 , namely leaveone-out cross-validation 57 . Although it is commonplace in neuroimaging to compute a single cross-validation split, the broader field of machine learning typically perform repeated cross-validation schema with varied sampling, averaging the results across replicates 58 , which is demonstrably more robust to random variations in the training and test partitioning 59 . By employing these methods here, our reported performance metrics are thus conservative estimates of model generalisability.
In summary, we have demonstrated the validity of predicting schizotypal personality traits via machine learning regression techniques on an individual, rather than group basis. Moreover, we provide a proof-of-concept with potential applications in precision psychiatry, aligned with the dysconnection hypothesis of schizophrenia and the notion that psychosis exists on a continuum, even in the healthy general population. ! 20
