Abstract-By deriving a factorization of Toeplitz matrices into the product of Vandermonde matrices, we demonstrate that the Euclidean norm of a filtered signal is equivalent with the Euclidean norm of the appropriately frequency-warped and scaled signal. In effect, we obtain an equivalence between the energy of frequencywarped and filtered signals. While the result does not provide tools for warping per se, it does show that the energy of the warped signal can be evaluated efficiently, without explicit and complex computation of the warped transform. The main result is closely related to the Vandermonde factorization of Hankel matrices.
I. INTRODUCTION
T OEPLITZ matrices appear frequently in signal processing applications, especially when filtering is involved. In fact, filtering can be expressed by a convolution matrix, which is a non-square Toeplitz matrix, and further, the product of a convolution matrix with itself is a square, Hermitian, positive definite, Toeplitz matrix.
The purpose of this work is to demonstrate a connection between filtering, Toeplitz matrices and warped time-frequency transforms. Here, warping refers to sampling of a signal at points which are not necessarily regularly spaced. For example, audio applications frequently employ frequency-warping on to the perceptually motivated Bark-scale, whereby the signal representation corresponds to the characteristics of the ear [1] .
In short, the main result of this paper shows that in terms of signal energy, that is, Euclidean distance, filtering corresponds to frequency-warping. In practical terms, whenever our objective is to measure the energy of a filtered signal, we can equivalently measure the energy of an appropriately frequency-warped and scaled signal, and vice versa. The strictly analytic relation always contains all three operations, filtering, warping and scaling, but as we will find out, the relationship can be in some cases approximated by a relation between filtering and warping only.
The result will be useful for example in speech and audio coding applications, where quantization error is usually optimized by a mean square error in a perceptually weighted domain. Since such weighting can be represented by time-domain filtering as in speech coding by the ACELP algorithm [2] - [4] , by frequency-domain weighting as in speech and audio coding in the MDCT domain [4] , [5] , or by frequency-warping as described by perceptual theory [1] , [5] , the results presented here will show relationships between these domains.
The presented results are based on a Vandermonde factorization of Toeplitz matrices, which is very similar to the Vandermonde factorization of Hankel matrices [6] and it is in fact also a special case of the Carathéodory parametrization of covariance matrices [7, Sec. 4.9.2] . While the factorization is thus known within both numerical analysis, systems identification and spectral analysis, to the author's knowledge, its interpretation with respect to filtering and warping has not been provided before.
II. VANDERMONDE FACTORIZATION
A Vandermonde matrix is defined as [8] . . . . . . . . . . . .
In this work, the scalars are always distinct, whereby is full rank. A special type of Vandermonde matrices that we will encounter are those that have all on the unit circle , which we call balanced Vandermonde matrices. Observe that Fourier transform matrices are thus up-to scaling equal to balanced Vandermonde matrices since the corresponding are equi-spaced on the unit circle. Also other balanced Vandermonde matrices correspond to time-frequency transforms, even if the would lie un-evenly distributed on the unit circle. Balanced Vandermonde matrices are thus warped Fourier transforms. Observe that Fourier matrices are often scaled by whereby is unitary, but here we omit this normalization in the interest of notational simplicity.
Toeplitz and Hankel matrices, , and , are defined as [8] . . . . . .
. . . . . . . . .
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The current work is closely related to the Vandermonde factorization of Hankel matrices [6] (4) where is a diagonal matrix and superscript denotes the transpose without complex conjugation. Observe that methods exist for fast factorization of with complexity [9] . Since a Toeplitz matrix is an upside-down Hankel matrix, we can readily find the Vandermonde factorization of Toeplitz matrices as (5) where the Vandermonde matrix is defined by the scalars . Note that here we use the super-script to indicate the complex conjugate transposition of matrices and super-script to indicate complex conjugation of scalars. Since this factorization can be obtained from the Hankel factorization by trivial steps, also the fast factorization methods for Hankel matrices can be used here.
Some Toeplitz matrices, most notably positive definite Hermitian Toeplitz matrices, can be factorized such that the Vandermonde matrix is balanced, whereby and thus . We then obtain the balanced Vandermonde factorization (6) The proof has appeared in [10] , but for completeness, it is presented also in the Appendix of this work.
The set of Toeplitz matrices for which a balanced Vandermonde factorization can be generated is not restricted to positive definite Hermitian matrices. For example, consider an circulant matrix , defined by its elements , and where is the modulo-operator. Recall that circulant matrices have a well known factorization employing Fourier matrices , such that , where is again some diagonal matrix. Clearly this is also a balanced Vandermonde factorization, although is not necessarily definite nor Hermitian.
Other Toeplitz matrices, such as convolution matrices and lower-triangular matrices have also Vandermonde factorizations with interesting structure, but those are beyond the scope of this article and left to further study. 
A. Euclidean Norms
Then consider a signal convolved with , that is, consider the product . Its Euclidean norm can be written as (8) where is a positive definite Hermitian Toeplitz matrix, corresponding to the autocorrelation of the sequence . We can then apply the balanced Vandermonde factorization to obtain (9) Since is definite, also will be definite, that is, its diagonal elements are real and positive. We can then define a definite diagonal matrix such that , whereby and (10) Recall that balanced Vandermonde matrices correspond to warped Fourier transforms. This formula thus states that we can, instead of evaluating the energy of a filtered signal , equivalently evaluate the energy of the frequency warped signal weighted by .
While (10) is already a useful relation, sometimes multiplication by can be undesirable. It is however generally possible to find factorizations such that
The approximation is accurate as long as is well-behaved. Estimation of such will be discussed in more detail in Section III.
Observe that while the length of vector always exceeds that of , the terms and are the same length as . In coding theory, such transforms are said to have critical sampling. Moreover, since is full rank, the transform has also the perfect reconstruction property, that is, from the transform , we can perfectly reconstruct by . Note that this inverse can be readily obtained [11] . The critical sampling and perfect reconstruction properties are important in coding applications, since they ensure that no information is lost or added in the transform. Since the objective is to minimize quantization error energy in a perceptual domain, if the filtered signal describes the signal in a perceptual domain, we can equivalently minimize error in the transform domain . Time-warping is the dual of frequency-warping in the sense that the sampling grid of the time-signal is modified. This effect can be achieved by applying a warped transform on a frequencydomain signal. In other words, if is a balanced Vandermonde matrix and is the Fourier transform, then will be a timewarped version of . From (10) it follows that (12) This relationship can be interpreted such that a signal warped, or re-sampled in the time-domain, has the same energy as a signal suitably filtered in the frequency domain. Note that, if our task is to find a convolution matrix for a given time-warping operation , then the diagonal matrix is a free parameter, for which we can choose for example the trivial case, . However, if our objective is to find the time-warp corresponding to a given frequency-domain filter , then the diagonal matrix is required.
III. ALGORITHMS

A. Vandermonde Factorization
We will here present an algorithm for calculation of the Vandermonde factorization of an Toeplitz matrix . While factorizations could be obtained using the algorithms developed for Hankel matrices, the current approach always gives balanced Vandermonde matrices, which is required for the link to warping.
Vandermonde factorizations are not unique, whereby we always have to begin by choosing a starting point, a scalar which is to be the coefficient for the first row of the Vandermonde matrix. The value is usually as good as any. Define a vector and solve , where is a vector with elements .
Determine the polynomial roots of . Define the Vandermonde matrix using the coefficients and calculate the diagonal matrix . Since is definite and Hermitian, the roots are on the unit circle, distinct and is full rank (for proof, see Appendix).
In terms of complexity, the two most difficult steps are estimation of the roots of and calculation of the inverse of . When is large, then it is important to consider the numerical stability of these operations as well. The inversion of will be discussed in more detail in the following section. With respect to finding the roots of , observe that since the roots are on the unit-circle, they can be found at the zero-crossings of the sufficiently over-sampled Fourier transform of the coefficients of .
B. On Inversion of Vandermonde Matrices
The inverses of Vandermonde matrices have an analytic form and can be readily determined [11] , [12] . Using the results of the current paper, we find an additional approach for inverting Vandermonde matrices. Namely, consider the pseudo-inverse of , that is,
where we have used the fact that is a positive definite Toeplitz matrix. Since super-fast methods for solving Toeplitz systems exist, e.g. [13] , the main complexity of the pseudo-inverse approach comes from multiplication by . The complexity of the pseudo-inverse approach is thus .
C. Euclidean Distance Estimates
There are four cases to consider here: 1) Filter to warping and scaling-From a given matrix obtain and such that (10) holds. 2) Filter to approximate warping-From a given matrix obtain such that (11) holds. 3) Warping to filter-From a given matrix (and ) obtain such that (10) holds exactly. 4) Warping to approximate filter-From a given matrix (and ) obtain such that (10) holds approximately. The Case 1 is trivial and can be obtained by calculating from (8) and applying the algorithm presented in Section III-A.
For Case 2, the problem is to determine such a that . A sufficient solution would be to find a such that . A heuristic approach would be to place the points such that the energy distribution is retained. Specifically, if is the Fourier transform of the coefficients of , then one possibility is to define such that (14) In effect, the formula places an analysis point with steps in cumulative energy.
To understand why this is a valid approximation, consider the following. Define the Toeplitz matrices , where the diagonal matrix has elements . It follows that . It also follows that the Fourier spectrum corresponding to the sequence defining is a peak at . Where peaks are dense, their energies accumulate and where peaks are sparse, there is less energy. Any filter can thus be approximated in this domain by moving along the unit circle.
Note that since (14) can be readily implemented by calculating the cumulative sum of the discrete Fourier transform, this approach can be computationally highly effective. In comparison, Case 1 requires the estimation of the accurate Vandermonde factorization, which involves estimation of the roots of an order-polynomial, which is a computationally intensive operation.
The opposite direction, Case 3, where the objective is to calculate from such that (10) holds, that is, . Clearly, if only is given and no , then we can replace by an identity matrix. In any case, is Hermitian Toeplitz and positive definite if is positive definite. We can then use the normal equations of linear prediction [14] , to obtain a vector . The impulse response of can then be used as a filter to form the convolution matrix . It follows that . To avoid filtering with the infinite-length impulse response of , we can use as an IIR filter. However, filtering the vector with a length IIR filter is still as complex as multiplication by , whereby this form provides no benefit in complexity.
Case 4, on the other hand, provides an approximation that can be used to decrease complexity. As in Case 3, we form the Toeplitz matrix , but instead of the matrix, we consider a principal sub-matrix . Solving again provides an IIR filter that can be used to filter . Since it is of length , it can be achieved with much less complexity than multiplication by . The accuracy of the approximation naturally depends on the characteristics of . Generally, if the points are sufficiently evenly distributed over the unit circle, then it is easy to find good approximations.
IV. APPLICATION EXAMPLES
A. ACELP-Filtering to Frequency Warping
As an example of the basic principles how frequency warping can be used instead of filtering, let us study algebraic code excited linear prediction (ACELP). The ACELP paradigm is currently the most frequently used approach for speech coding and it is employed in standards such as AMR-WB, G.718 and MPEG USAC [2] , [3] , [15] . The parameters of ACELP are optimized in a perceptual domain where the perceptual model is represented by a filter. The optimization problem is of the form (15) where is a convolution matrix, the target signal and the quantized signal. For simplicity, this formulation deviates slightly from convention, the implications of which are described in [16] , [17] . Quantization of presents one of the main computational challenges of ACELP, since in (15), samples of are correlated with each other and they can thus not be independently quantized. It follows that the only possibility is to try a large number of different quantizations to find that which minimizes (15) . This process is also known as the analysis-by-synthesis approach, since each potential quantization has to be synthesised by filtering with , to find the best quantization. Quantization of is therefore computationally a very complex process.
An alternative would be to quantize the filtered signal . However, is an oversampling transform, which means that the number of samples in is larger than in . It follows that quantization of will be inefficient in terms of entropy, although the samples are uncorrelated in terms of the Euclidean norm of (15) .
Using (10) we can, however, replace the optimization problem of (15) by (16) The balanced Vandermonde matrix represents here a warped Fourier transform and the diagonal matrix corresponds to a weighting of the frequency components. In terms of the objective function, it is then equivalent to evaluate the Euclidean norm of the filtered signal or the warped Fourier transform . Instead of quantizing or , we can thus consider quantizing samples of the or . Since is a transform with critical sampling, it follows that quantization does not suffer from inefficiency due to oversampling. Note, however, that distribution of error will be different depending on whether or quantized and further study is required to determine if that has an perceptual effect. Still, the warped signal provides a domain where samples can be independently quantized, such that the cross-products of samples have no effect on the total quantization noise energy. It follows that the computationally complex analysis-by-synthesis approach can be replaced by simple quantization.
Note that any other factorization, such as the eigenvalue or Cholesky decompositions, of the Toeplitz matrix could be used equally well to orthogonalize the objective function. The benefit of the Vandermonde factorization is, however, that it bears a physical interpretation as a description of frequency content of the signal. It follows that this domain has a straightforward perceptual interpretation. 
B. Perceptual Models-Frequency Warping to Filtering
Perceptual frequency scales, such as Mel-and Bark-scales, describe auditory signals on a scale where the frequency steps are perceptually equal. For example, the Bark-scale corresponds to the frequency bandwidth of the auditory filter and thus relates to the perceptual resolution [1] , [18] . In speech and audio coding applications, clearly it can be useful to evaluate coding performance in a domain where resolution corresponds to perceptual resolution. The Bark-scale is thus an attractive warped frequency scale. Assuming a sampling frequency of , the Bark-scale frequencies would be . The corresponding Vandermonde matrix can be formed by setting the analysis points to and their complex conjugates.
The autocorrelation matrix is obtained by and the first column is illustrated in Fig. 1(a) , where the black line depicts the autocorrelation obtained this way. In the Fourier spectrum, Fig. 1(b) , we can clearly see the analysis points for example at 4800, 5800, 7000 and 8500 Hz. In other words, the spectrum is sampled at these points, but the bandwidth of the analysis points is too narrow to capture the space between the analysis points. By interpolating frequencies between the analysis points , for example by up-sampling by a factor of 32 and low-pass filtering, we obtain the autocorrelation depicted by the dashed blue line. Clearly, the spectrum is now much more well-behaved and the noise appearing at the end of the autocorrelation in Fig. 1(a) is also gone. It seems reasonable to assume that the spectral characteristics of perception would be continuous, whereby this interpolated model is likely to more accurately correspond to human perception.
To obtain a filter corresponding to the Bark-scale, a first-order linear predictive (LP) filter was calculated from the interpolated autocorrelation and it is depicted by the red dotted line and crosses. Since the LP filter models only the two first autocorrelation points accurately, it remains suboptimal on the higher lags. To get an overall better match, we manually tuned a second filter to match the overall shape of the autocorrelation. This manually tuned filter is depicted by the green dash-dot line. These LP filters can then be used in (11) to evaluate the energy of a signal on a Bark-scale.
We can thus see that the sampling points must be sufficiently dense that an accurate autocorrelation can be formed. As a rule of thumb, the largest distance should be at most as large as the corresponding linear sampling. In other words, the warped domain must have more analysis points than the linear domain. In our example, however, the LP model was a first-order filter with 2 taps, whereby the oversampling ratio of our example was much above the necessary.
Concluding, it is clear that evaluation of signal energy on the Bark-scale can be readily approximated by determining the energy of a filtered signal. By avoiding the computationally complex frequency warp, this approximation can provide a significant advantage. In other words, a codec which models the signal efficiently in the linear domain, can evaluate quantization error energy on a warped scale, without the computationally complex, explicit evaluation of the warped signal, but with a simple first order filter in the time-domain.
C. Time-Warped MDCT-Time Warping to Frequency Domain Filtering
As a final example, consider the case of estimating the SNR of a signal modelled in a time-warped domain but evaluated in linear domain. Specifically, consider coding of speech signals with a frequency-domain codec. Speech signals have a rapidly changing fundamental frequency, which distorts the frequencydomain representation. However, by time-warping the signal prior to the time-frequency transform, the harmonic structure of voiced signals can be retained [19] .
Let be the warped Fourier transform corresponding to the transform from time-warped frequency-domain to linear timedomain. If we want to evaluate the energy of the time-warped frequency-domain error signal in linear time, we have . In other words, by applying an appropriately approximated convolution matrix , we can evaluate the signal to noise ratio as (17) If is approximated by a simple filter, then significant gains in computational complexity can achieved by replacing by . In a speech and audio coding application, time-warping is usually a tool which is used if it improves SNR. If the SNR does not improve with time-warping, then non-warped coding will be used. Moreover, if the SNR can be estimated without a time-warp operation, then the choice between warped and non-warped coding can be done without an explicit warping-operation, and the warping-operation is needed only when the option of time-warping is chosen. Since time-warping is a computationally complex operation, this way it can be avoided in many cases and overall complexity is significantly reduced.
V. DISCUSSION AND CONCLUSION
This article presents a Vandermonde factorization of Toeplitz matrices, similar to the well-known factorization of Hankel matrices [6] . The presented factorization can be applied to give a relation between the Euclidean distance of filtered signals and the Euclidean distance of frequency warped and scaled signals. By an approximation, the relation can be shown to apply also without scaling, whereby the density of the spectral lines comes to correspond to the energy of the corresponding filter. In retrospect, this result is not surprising; Analyzing a signal at frequencies close to each other gives, in terms of the norm, more weight to that area, and the same weighting can be performed by filtering the time-signal.
Observe that this result has already been implicitly used in coding of linear prediction coefficients with line spectral frequencies (LSF) [10] . There, a linear predictive filter is converted to an ordered set of spectral lines, whose positions uniquely encode the information of that filter. The positions of the spectral lines exactly correspond to the analysis points of the Vandermonde matrix which factorizes the autocorrelation matrix corresponding to the filter. In difference, however, LSFs encode the information through two sets of frequency-lines but omits the information embedded in the diagonal matrix . Due to their symmetric relationships of the two line frequency sets, the information can be retained even without the diagonal matrix.
Windowing is the time-frequency dual of filtering, whereby a natural question is whether the presented results apply also on windowing functions. It should be noted, however, that in discrete time, windowing in the time-domain corresponds to circular filtering in the frequency domain. Circulant matrices already have a well-known decomposition employing Fourier matrices, whereby this case is not interesting from the current perspective. For band-limited signals it is, however, possible to employ relationships between (non-circular) filtering and windowing, such that Vandermonde factorization can be again employed. Still, detailed analysis of this topic is beyond the scope of the current work.
The presented results can be applied in a wide array of topics within signal processing. For example, i. speech coding by the ACELP algorithm employs the norm of a filtered signal in its objective function. Applying a convolution matrix on a vector introduces a correlation between samples such that they cannot be quantized independently. By quantizing the frequency-warped signal instead, the samples become independent, whereby complexity of the quantization can be significantly reduced.
ii. Perceptual analysis of signals often employ warped frequency scales. Using the results of the current work, the energy of such warped signals can be calculated without explicit warping, but filtering only. Since re-sampling and warped time-frequency transforms are both computationally complex operations, replacing them by filtering can significantly reduce complexity.
iii. Signals with continuously varying pitch, such as speech, are difficult to analyze or encode with methods which assume local stationarity. Time-warping of such signals alleviates the problem but introduces computational complexity. Through the results of the current paper, such complexity can be reduced since the SNR can be estimated without explicit calculation of the warped signal, but only filtering.
These applications present the most important combinations of the filtering and warping results of this paper. In fact, the presented results demonstrate that the perceptual models commonly used, which take the forms of warping, frequency weighting and time-domain filtering all have an analytic connection to each other. We have not, however, taken a position on whether perceptual theory has to be adjusted accordingly, but left that for further study.
Simultaneously, the presented applications demonstrate the wide variety of applications where the results can be used. Most important, however, are the theoretical implications of this work. Namely, with respect to the Euclidean norm, filtering is equivalent to an appropriately re-sampled and scaled frequency representation of the signal. 
where corresponds to a zero of the polynomial . This defines the polynomial which thus corresponds to the matrix in a slight abuse of notation. We have . . .
Multiplying by yields (20) where is positive real and since is positive definite. Solving for by eliminating from this two-equation system yields (21)
We can readily show that is equivalent with (22) which is equivalent with , since . In other words, if is on the unit circle, then all are also on the unit circle.
From [10] , we know that the roots are also always distinct, for . Moreover, from (19) It follows that since has the zeros for , then the product will be diagonal. Moreover, is a unit matrix and (33) where is a diagonal matrix. This proves that (6) can be developed for any positive definite, Hermitian Toeplitz matrix. The opposite, that the product is always Toeplitz, can be readily shown by writing out the formula for each element of matrix .
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