The positive stability and D-stability of singular M-matrices, perturbed by (non-trivial) nonnegative rank one perturbations, is investigated. In special cases positive stability or D-stability can be established. In full generality this is not the case, as illustrated by a counterexample. However, matrices of the mentioned form are shown to be P-matrices.
considered the main results of this paper (Section 2). A counterexample is provided to show that we cannot hope to establish D-stability for the general class of singular M-matrices with positive rank one perturbations. To provide direction for further research, we state as a conjecture that if A is a singular and symmetric M-matrix, which geometrically simple eigenvalue 0, and if vw T is a positive rank one perturbation, then A + vw T is D-stable; see Section 2.1 for the counterexample and the conjecture. A result that is potentially useful in this direction, and interesting in its own right, is that all matrices in this class are P-matrices, i.e. matrices with positive principal minors (Section 2.2).
The problem is part of a wider context: in the last two decades the study of eigenvalues and Jordan structure of rank-one perturbations of matrices has seen rapid development. For unstructured matrices we refer to [4, 6, 13, 14, 15] . For matrices that exhibit structure in the setting of an indefinite inner product space several surprising results have been obtained, see [5, 9, 10, 11] . From this point of view the problem we study here is natural: given an M-matrix A = ρ(H)I − H, and given positive vectors v, w, it is natural to ask whether or not all eigenvalues of A + vw T are in the open right half plane.
Notation and definitions
The euclidean norm in C n is denoted by | · |, with corresponding inner product ·, · . The matrix norm induced by | · | is denoted by || · ||. The identity matrix is denoted by I. If x 1 , . . . , x m are vectors in C n , then [x 1 , . . . , x m ] denotes the matrix in C n×m that has x 1 , . . . , x m as its columns, in the specified order. Entries of a matrix A ∈ C n×n or a vector x ∈ C n are denoted by (a ij ) i,j=1,...,n or (x i ) i=1,...,n , respectively. For a matrix A we denote its spectrum by σ(A) = {λ ∈ C : det(λI − A) = 0} and its spectral radius by ρ(A) = max {|λ| : λ ∈ σ(A)}. We say that a matrix A is (strictly) positive stable if Re λ ≥ 0 (Re λ > 0) for all λ ∈ σ(A). If a matrix A or a vector x has only nonnegative (positive) entries, we write A ≥ 0, (A > 0), x ≥ 0, (x > 0), respectively. A positive diagonal matrix is a diagonal matrix with positive entries on the diagonal.
1.3 Origin of the problem: a dynamical system for the solution of an eigenvalue problem
Suppose H, C ∈ R n×n with C nonsingular. For z ∈ R n , z = 0, let P z = zz T |z| 2 . Note that for z ∈ R n , P z is the matrix corresponding to orthogonal projection onto the span of z. Consider the following coupled system of ordinary differential equations.
It turns out that the equilibrium points of (1) are exactly the pairs (z, λ) with z an eigenvector corresponding to the eigenvalue λ of H. Furthermore (z, λ) is a locally (asymptotically) stable equilibrium point if and only if C λI − H + zz T is (strictly) positive stable. The proofs of these results are relegated to Appendix A. We are especially interested in the case where λ = ρ(H) ∈ σ(H), which is the case for H nonnegative and for H symmetric positive semidefinite.
Nonnegative case
In this section we consider the case where H ≥ 0 and v, w ∈ R n . The main results are Theorem 2.7, in which positive stability is established in certain special cases, and Corollary 2.14, which states the implications of Theorem 2.7 regarding D-stability (as defined below) under certain conditions. Inevitably, this section will strongly depend on the theory of M-matrices; see [1, Chapter 6] or [8, Section 2.5].
Definition 2.1. An M-matrix is a matrix of the form γI − P , where P ∈ R n×n , P ≥ 0, and γ ≥ ρ(P ). We call A ∈ R n×n D-stable if DA is strictly positive stable for any positive diagonal matrix D.
M-matrices γI − P , P ≥ 0, where γ > ρ(P ) will be explicitly referred to as nonsingular Mmatrices here, in contrast to singular M-matrices for which γ = ρ(P ). Throughout this section, let A = ρ(H)I − H ∈ R n×n denote a singular M-matrix, with H ≥ 0, and let v, w ∈ R n . We will focus our attention to the following problem:
Remark 2.3. We are considering stability under left-multiplication by a diagonal matrices, since both M-matrices and rank two matrices behave well under multiplication with a positive diagonal matrix. For multiplication on the left by more general matrices, we cannot expect to achieve general results. Recall that we assume that the zero eigenvalue of A is geometrically simple (see Observation 1.2), with z ℓ ≥ 0 and z r ≥ 0 left-and right eigenvectors of A corresponding to the eigenvalue 0, respectively (the nonnegativity of z ℓ , z r being a consequence of Perron's theorem, [7, Theorem 8.3.1] ). If A is symmetric (or more generally, normal), we will write z = z ℓ = z r . As usual, A = ρ(H)I − H for H ≥ 0. Remark 2.6. A sufficient condition for the zero eigenvalue of A to be algebraically simple, and hence geometrically simple, is that A is irreducible (by the Perron-Frobenius theorem [7, Theorem 8.4.4] ). If this is the case, z ℓ and z r have strictly positive entries. It is not a necessary condition, see e.g. Example 2.13 (b) below. The irreducible case is the typical case from the perspective of applications.
In partial solution to Problem 2.5, we establish the following result, which is the main result of this section. 
(vi) A is symmetric, and ||v|| ||w|| 2
τ , where τ = min {µ ∈ σ(A) : µ = 0} and
where z = z ℓ = z r . We assume here that v and w are not both parallel to z, so that α < 1.
(If either v z or w z, then (ii) of this theorem may be applied to deduce strict positive stability).
Proof. (i) For n = 2, if 0 is an algebraically simple eigenvalue of A, it follows that A has one other eigenvalue µ = 0. Then µ is real-valued because complex eigenvalues of real matrices would come in conjugate pairs, and since A is an M-matrix, µ > 0. In either of the cases (algebraically simple eigenvalue, or w (ii) This is a special case of Proposition 1.3.
(iii) This is a special case of Proposition 1.6. 
Applied to our case, the comparison matrix
where we used 2h ij ≥ v i w j . Note that, since 2h ij ≥ v i w j > 0 for all i, j, by Perron's theorem z r > 0. Pick E = diag(z r ), then M E is strictly row diagonally dominant (using v i w i > 0), and so M is an M-matrix ([8, Theorem 2.5.3]). Furthermore, A + vw T has positive entries on the diagonal: a ii + v i w i > a ii ≥ 0, using that A has nonnegative entries on the diagonal and v, w are positive. Therefore A + vw T is an H-matrix with positive entries on the diagonal, so that it is strictly positive stable (see [8] , p. 124).
(v) The proof consists of an application of Fan's theorem, [7, Theorem 8.2.12] : for a nonnegative matrix K and a matrix M satisfying |m ij | ≤ k ij for all i, j = 1, . . . , n, the eigenvalues of M are contained in
Applying this result for M = H − vw T , we find that for any eigenvalue λ ∈ C of M ,
Hence the spectrum of ρ(
(vi) For the proof of this result, a number of lemmas are needed. The proof will be continued below.
Remark 2.8. Theorem 2.7 (iv) may also be considered as a consequence of Theorem 2.7 (v), by taking K = H. However, the proof of (iv) given above will play a role in the proof of Corollary 2.14.
Lemma 2.9. Let A ∈ R n×n and v, w ∈ R n . Then for all µ ∈ C, µ / ∈ σ(A), we have that
Proof. Let µ ∈ C, µ / ∈ σ(A), so that µI−A is invertible. It may be verified that, if w T (µI−A) −1 v = 1, the inverse of µI − (A + vw T ) exists and is given by
which may be verified by computation; see also [7, Section 0.7.4] . So in this case µ / Proof. Since A is an M-matrix, the real parts of the nonzero eigenvalues are positive. Let ε > 0 such that zero is the only eigenvalue of Γ(0) in a open disc B(0, ε) ⊂ C of radius ε around 0 (and note that the eigenvalue has algebraic multiplicity one). By continuous dependence of the eigenvalues on the entries of a matrix [7, Appendix D], we may choose t 1 sufficiently small so that the number of eigenvalues of Γ(t) in B(0, ε) remains equal to one for 0 ≤ t < t 1 . Let 0 ≤ t < t 1 and write λ(t) for the unique element in σ(Γ(t)) ∩ B(0, ε). Since Γ(t) is realvalued, it follows that λ(t) ∈ R (otherwise there would be a conjugate eigenvalue, also in B(0, ε)). By Lemma 2.10, λ(t) ≥ 0. By condition (NZP) and Lemma 1.4 in fact λ(t) > 0 for all 0 ≤ t < t 1 . Now choose t 0 ≤ t 1 so that all other eigenvalues of Γ(t) remain to be contained in the open right half plane for 0 ≤ t ≤ t 0 (again using the continuity of the eigenvalues as function of t). 
Proof. Let 0 = λ 1 < τ = λ 2 ≤ λ 3 ≤ . . . λ n denote the eigenvalues of A, listed multiple times according to their algebraic multiplicity. The eigenvalues of (A − bıI) −1 are
so that the eigenvalues of Im(A − bıI) −1 are given by
and the eigenvalues of Re(A − bıI) −1 are given by
Proof of the lower bound for b: Let P = zz T /||z|| 2 denote the orthogonal projection in the direction of z. Note that A and P commute (in fact AP = P A = 0), and
Furthermore,
using that the norm of a symmetric real matrix is equal to its largest eigenvalue. We have P (bıI − A) −1 (I − P ) = (bıI − A) −1 P (I − P ) = 0, and analogously (I − P )(bıI − A)
In order for Im w T (bıI − A) −1 v = 0 (as required by Lemma 2.9), we therefore require that
The righthand side may, by (6), be estimated as
which is seen to be equivalent to the lower bound by elementary algebraic manipulation.
Proof of the upper bound for b: By (5),
.
Then the upper bound follows since we require, by Lemma 2.9, that
Proof of Theorem 2.7 (vi):
Consider the mapping t → Γ(t) := A + tvw T for 0 ≤ t ≤ 1. It is our aim to show that Γ(1) is strictly positive stable. Suppose now that Γ(1) is not strictly positive stable, so that some eigenvalue of Γ(1) lies in the closed left halfplane. By Lemma 2.11, there exists a t 0 > 0 so that Γ(t) is strictly positive stable for 0 < t ≤ t 0 . If t 0 ≥ 1 then we reach a contradiction with the assumption that Γ(1) is not stable, so we may further assume that t 0 < 1. By continuous dependence of the eigenvalues of Γ(t) on t (see [7, Appendix D], the trajectory of at least one eigenvalue must cross the vertical axis in the complex plane, i.e. there exists a time t 1 ≥ 0, t 0 < t 1 ≤ 1 such that Γ(t 1 ) has a purely imaginary eigenvalue µ = ıb for some b ∈ R. Because Γ(t 1 ) is nonsingular by Lemma 1.4 b = 0. Since Γ(t 1 ) is real, there will exist a pair of conjugate eigenvalues, so we may assume b > 0. Note that α as given by (3) (ii) To see the equivalence of the stated conditions under (ii), note that (ii-c) trivially implies (ii-b). We will show (ii-b) ⇒ (ii-a) and (ii-a) ⇒ (ii-c). Assume (ii-b) holds. Then EA is congruent to E 1/2 AE −1/2 , which is therefore symmetric; similarly for Evw T . Now assume (ii-a) holds. Then
for some c > 0, with E as in (ii-c). Now E 1/2 AE −1/2 = DAD −1 is symmetric, so by congruence, EA is symmetric, and similarly for Evw T , so that (ii-c) holds. Now (ii-a) states that A + vw T is similar to a matrix satisfying the conditions of Theorem 2.7 (iii), so that it has the same spectrum. 
Counterexample and conjectures
In view of Theorem 2.7, one might wonder whether any ρ(H)I − H + vw T , with H nonnegative with ρ(H) as geometrically simple eigenvalue, v > 0 and w > 0, is strictly positive stable, or equivalently D-stable. It is a challenging task to come up with numerical counterexamples to such a conjecture by randomly generated matrices. However, counterexamples do exist, as illustrated by the following example. 
The spectral radius of H is ρ(H) = 1.000 (up to four decimal places) and the zero eigenvalue of ρ(H)I − H is algebraically simple. Condition (NZP) is satisfied since v, w > 0. However, the spectrum of ρ(H)I − H + vw T is given, in up to four decimals, by −0.0093 ± 0.9949ı, 1.1649 ± 0.2223ı, 1.3460, 1.1377. In particular ρ(H)I − H + vw T is not strictly positive stable. Note that H is not irreducible; however it can be made irreducible by setting h 61 = ε > 0. For ε sufficiently small, e.g. ε = 10 −6 , this does not alter the given approximations of the eigenvalues of H. Therefore strengthening the condition on H, demanding irreducibility, will not remedy this counterexample.
In view of this counterexample, we have to lower our expectations. We raise the following conjecture, which adds the requirement that H is symmetric.
Conjecture 2.16. Suppose H ∈ R n×n , H ≥ 0 is symmetric, with geometrically simple eigenvalue
As a potentially significant step towards a better understanding of this problem, we also raise the following conjecture (which might apply to the general case, i.e. also in case A is not symmetric).
Conjecture 2.17. Let Γ(t) be as defined in Lemma 2.11. There exists a t 1 > 0 such that for t > t 1 the matrix Γ(t) is strictly positive stable.
Positive principal minors
The following result could play a part in a proof of Conjecture 2.16. As is well known, D-stability is implied by Lyapunov diagonal stability [ 
Conclusion
Under certain conditions stability or D-stability can be established for singular M-matrices, perturbed non-trivially by a rank one matrix. As illustrated by a counterexample, this is not possible in general. However we have shown that these matrices are 'close' to being positive stable, in the sense that all principal minors are positive.
Starting from z(0) ∈ R n with |z(0)| = 1, we may therefore consider (1) as defining a flow on S n−1 × R (with S n−1 the unit sphere in R n ). The equilibrium points of (1) may be characterized as follows.
Observation A.2. (z, λ) is an equilibrium point of (1) if and only if z is an eigenvector of H with eigenvalue λ.
Proof. The point (z, λ) ∈ S n−1 × R is an equilibrium point of (1) if and only if
This is the case if and only if C(H − λI)z = (I − P z ) + zz T C(H − λI)z = 0. Since C is nonsingular, the assertion follows.
According to Observation A.2, the system (1) has the potential to locate eigenvalues and eigenvectors of H. It is then natural to investigate the stability of the equilibrium points.
The following proposition shows that the stability of an equilibrium point depends on the stability properties of a matrix of the type considered in this paper. Proof. Suppose (z, λ) is an equilibrium point of (1). By straightforward computation, the linearization of (1) in (z, λ) is given by the matrix
where we used that (H − λI)z = 0. This linearization is with respect to the standard basis in R n × R. However, we are interested in the flow on S n−1 × R. Choose v 1 , . . . , v n−1 in R n such that {v 1 , . . . , v n−1 , z} is an orthonormal system in R n . The set {v 1 , . . . , v n−1 } may be identified in a canonical way with an orthonormal basis of the tangent space of S n−1 in z, denoted by T z S n−1 . Leaving the basis in the one-dimensional factor R (where λ resides) unchanged, we have thus obtained a basis of the tangent space of S n−1 × R in the point (z, λ), consisting of n vectors
. . , w n−1 = v n−1 0, , w n = 0 1 .
Let V = v 1 . . . v n−1 , the matrix with v 1 , . . . , v n−1 as columns. A vector in the canonical basis in R n × R may be expressed in the new basis w 1 , . . . , w n by multiplying it from the left by
The inverse operation (i.e. transforming a vector that is expressed with respect to the basis w 1 , . . . , w n , into its representation with respect to the canonical basis of R n × R) consists of left-multiplication by V 0 0 1 ∈ R (n+1)×n .
Note that V V T = I − zz T . Now the linearization (9) of (1) can be expressed with respect to the basis w 1 , . . . 
