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Abstract
In this work we present an extension to arbitrary unital Banach algebras of a result due to Phillips
[R.S. Phillips, Spectral theory of semigroups of linear operators, Trans. Amer. Math. Soc. 71 (1951)
393–415] (Theorem 1.1) which provides sufficient conditions assuring the uniform continuity of strongly
continuous semigroups of linear operators. It implies that, when dealing with the algebra of bounded op-
erators on a Banach space, the conditions of Phillips’s theorem are also necessary. Moreover, it enables
us to derive necessary and sufficient conditions in terms of essential spectra which guarantee the uniform
continuity of strongly continuous semigroups. We close the paper by discussing the uniform continuity of
strongly continuous groups (T (t))t∈R acting on Banach spaces with separable duals such that, for each
t ∈ R, the essential spectrum of T (t) is a finite set.
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Throughout this paper X will denote a complex Banach space, and L(X), K(X) the Banach
algebra of all bounded linear operators on X, and the ideal of compact operators of L(X) while
F(X) stands for the ideal of all finite rank operators of L(X). For an operator T ∈ L(X), let, as
usual, N(T ), R(T ), σ(T ) and ρ(T ) denote the kernel, the range, the spectrum and the resolvent
set of T , respectively. We set α(T ) = dim(N(T )), β(T ) = codim(R(T ))(= dim(X/R(T )). If
R(T ) is closed, then T is a Φ+-operator (T ∈ Φ+(X)) if α(T ) < ∞, and T is a Φ−-operator
(T ∈ Φ−(X)) if β(T ) < ∞. Φ±(X) := Φ+(X) ∪ Φ−(X) is the set of semi-Fredholm operators
while Φ(X) := Φ+(X) ∩ Φ−(X) denotes the set of Fredholm operators. For T ∈ Φ±(X), the
index of T is defined by i(T ) = α(T ) − β(T ). For T ∈ Φ(X), the Fredholm domain of T , ΦT ,
is the set of all complex numbers λ such that λI − T ∈ Φ(X). Finally we denote by Φ0(X) the
set of Weyl operators on X, that is, Φ0(X) = {T ∈ Φ(X) such that i(T ) = 0}.
The following definitions are well known: the approximate point spectrum of T ∈ L(X) is
σa(T ) = {λ ∈ C: λ− T is not bounded below},
the Kato essential spectrum of T is
σk(T ) =
{
λ ∈ C such that λ− T /∈ Φ±(X)
}
,
the essential spectrum of T (the spectrum of T in the Calkin algebra) is
σe(T ) :=
{
λ ∈ C such that λ− T /∈ Φ(X)},
the Weyl essential spectrum of T is
σw(T ) =
{
λ ∈ C such that λ− T /∈ Φ0(X)
}
,
and the Browder essential spectrum is
σb(T ) =
⋂
K∈K(X)
{
σ(T +K) such that TK = KT }.
Let π0(T ) denote the set of isolated points of σ(T ) whose associated spectral projections have
finite dimensional ranges. It is well known that σb(T ) = σ(T ) \ π0(T ). Note that these various
essential spectra are closed and satisfy
σk(T ) ⊆ σe(T ) ⊆ σw(T ) ⊆ σb(T ) ⊆ σ(T ). (1.1)
The collection of all nonempty compact subsets of the field of complex numbers C shall be
denoted by 2C. For K and K ′ in 2C, we define the Hausdorff distance dH (K,K ′) between K
and K ′ by
dH (K,K
′) = max(δ(K,K ′), δ(K ′,K)),
where δ(K,K ′) = supx∈K d(x,K ′). The set 2C endowed with the Hausdorff distance is a metric
space.
Let X be a topological space. A subset A of X is called nowhere dense if its closure A¯ has
empty interior. A subset A of X is of the first category or meager if it is a countable union of
nowhere dense sets. LetM be the set of all meager subsets of X. We say that A,B ⊂ X are equal
modulo M, A ∼= B , if the symmetric difference AB = (A \ B) ∩ (B \ A) belongs to M. It is
an equivalence relation that respects complementation and countable unions and intersections.
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(BP) if A ∼= B for some open set B ⊂ X.
(ii) Let X and Y be topological spaces. A function f :X → Y is Baire measurable if the
inverse image of any open set in Y has the BP in X.
For completeness we recall the following result.
Theorem 1.1. Let (T (t))t0 be a C0-semigroup on a Banach space X. Suppose that there exists
an unbounded open connected set Ω ⊆ C such that 0 ∈ Ω and σ(T (t))∩Ω = ∅ for t belonging
to some interval ]α,β[ with 0 α < β . Then the infinitesimal generator of (T (t))t0 is bounded.
This paper is motivated by Theorem 1.1 proved by R.S. Phillips [13, Corollary 4.1] (see also
[8, Theorem 16.5.2]) which provides sufficient conditions guaranteeing the uniform continuity of
strongly continuous semigroups. Although this result first appeared in 1951, to our knowledge, it
was exploited only in the beginning of the seventies of the late century by Cuthbert [3]. However,
it played a crucial role in the recent works [10,11].
In [3] Cuthbert considered a class of strongly continuous semigroups (T (t))t0 having the
property of being near the identity, in the sense that, for some t > 0, T (t) − I ∈ K(X). His re-
sult asserts that, if (T (t))t0 is a strongly continuous semigroup with infinitesimal generator
A and O = {t > 0 such that T (t) − I ∈ K(X)}, then the statements O = ]0,∞[, A is com-
pact and λR(λ,A) − I is compact for some (and then for all) λ > ω (where ω denotes the
type of (T (t))t0) are equivalent. In [10], it was proved that these three statements remain
equivalent if the set of compact operators is replaced by any arbitrary closed proper two-sided
ideal of L(X) contained in the set of Riesz operators. In [11], these results were extended to
polynomially compact strongly continuous semigroups, that is, strongly continuous semigroups
(T (t))t0 such that, for each t > 0, there is a nonzero complex polynomial pt (·) such that
the operator pt (T (t)) belongs to K(X). It is shown that if there exist an integer n  1 and
a function ϕ :D(ϕ) ⊆ R → Cn, t → (ϕ1(t), . . . , ϕn(t)) such that ϕ(·) is continuous and for
each t ∈ D+(ϕ) := D(ϕ) ∩ [0,∞), ϕi(t) = 0 and ∏ni=1(T (t) − ϕi(t))αi ∈ K(X), then the fol-
lowing conditions are equivalent: D+(ϕ) = ]0,+∞[; the operator A is polynomially compact;
(λR(λ,A)− I ) is polynomially compact for every λ ∈ ρ(A). (In fact, this result holds true if we
replace the ideal of compact operators by any proper two sided ideal of L(X) contained in the set
of Riesz operators.) Consequently, the semigroup is uniformly continuous. It is not difficult to
see that, for each t > 0, σe(T (t)) = {ϕ1(t), . . . , ϕn(t)}, so the continuity hypothesis of ϕ(·) im-
plies that σe(T (t)) depends continuously on t as a map from [0,∞) into 2C. But this conclusion
is not, in general, true and so the continuity hypothesis on ϕ(·) is very restrictive. The purpose
of this paper is twofold: First we will relax the condition in Phillips’s theorem concerning the
spectrum. More precisely, does Theorem 1.1 remain valid if instead of considering the condition
σ(T (t))∩Ω = ∅, we suppose that σ∗(T (t))∩Ω = ∅, where σ∗(·) stands for any one of the essen-
tial spectra σk(·), σe(·), σw(·) and σb(·)? (Because in applications such a condition may be easily
verified for any one of these essential spectra than that for the whole spectrum.) The response
to this question is positive (cf. Theorem 3.1 and Corollary 3.1). To prove these results we first
extend Phillips’s theorem to locally bounded semigroups on unital Banach algebras (Theorem
2.1). This result is interesting in itself and provides a spectral characterization of the continuity
at the origin of locally bounded semigroups on unital Banach algebras. It is of the same nature as
the results obtained by Esterle and his collaborators [5–7]. (Let us point out that the statements
of [5] are also valid for groups which admit continuous division by n, for every n 1, and not
only continuous division by 2.) Theorem 2.1 enables us to consider the semigroup (π(T (t)))t0
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L(X)/K(X)) where the spectrum of any element π(T (t)) is nothing else but the essential spec-
trum of T (t), and then Theorem 3.1 follows from Proposition 3.2. The extension of the Phillips
theorem to the other essential spectra uses Lemmas 3.3 and 3.4 and Eq. (1.1) (Corollary 3.1).
Second, using the fact that the map A → σe(A) is a Borel function from Ls(X) (Ls(X) denotes
L(X) endowed with the strong operator topology) into 2C in the case where the dual of X is sep-
arable (cf. Theorem 1.1(4) in [12]) we will show that strongly continuous groups such that, for all
t ∈ R, cardσe(T (t)) < ∞ are uniformly continuous (Theorem 4.1). Evidently our conclusion is
less precise than that concerning polynomially compact semigroups (cf. [11, Theorem 1.1]) but
the continuity hypothesis of ϕ(·), which seems to be very strong, is dropped. It follows from our
result that polynomially Riesz strongly continuous groups (T (t))t∈R are uniformly continuous.
This paper is organized as follows. In Section 2 we extend Theorem 1.1 to locally bounded
semigroups on unital Banach algebras. In Section 3 we give necessary and sufficient conditions
in terms of essential spectra ensuring the uniform continuity of strongly continuous semigroups.
In the last section we discuss the uniform continuity of strongly continuous groups (T (t))t∈R
acting on Banach spaces with separable duals and satisfying, for each t ∈ R, cardσe(T (t)) < ∞.
2. Extension of Phillips’s theorem
The goal of this section is to prove that the Phillips theorem remains valid for locally bounded
semigroups on unital Banach algebras.
Let A be a unital Banach algebra with unit e. By a semigroup on A we mean a family of
elements of A, (at )t0, satisfying a0 = e and at+s = at .as .
The aim of this section is to establish
Theorem 2.1. Let A be a unital Banach algebra with unit e and let (at )t0 be a semigroup on
A. If (at )t0 is locally bounded, then the following assertions are equivalent:
(i) there exists a ∈A such at = exp(ta) for all t  0;
(ii) there exist an unbounded open connected set Ω ⊂ C containing 0 and α,β ∈ R with 0 
α < β such that σ(at )∩Ω = ∅ for all t ∈ ]α,β[.
This theorem provides necessary and sufficient conditions guaranteeing the continuity at the
origin of locally bounded semigroups on unital Banach algebras in terms of their spectral proper-
ties. Its proof requires some preparations and for the reader convenience we will first recall some
preliminary lemmas needed in the sequel.
The following result is well known for the algebra L(X), where X is a Banach space. The
proof is the same for any arbitrary unital Banach algebras.
Lemma 2.1. Let (at )t0 be a semigroup on a unital Banach algebra A. Then the map t → at is
continuous for the norm of A if and only if there exists a ∈A such that at = exp(ta).
We will make use also of the next lemma due to R.S. Phillips [13, Lemma 4.1].
Lemma 2.2. Let Λ be a compact topological space, ϕ : Λ → C and for all t ∈ [0,∞) we define
the function ψt :Λ → C, ψt(x) = exp(tϕ(x)). If, for all t ∈ [0,∞), ψt(·) is continuous, then ϕ
is continuous.
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p. 220].
Lemma 2.3. Let A be a unital Banach algebra with unit e. Let a ∈ Inv(A) (the set of invertible
elements of A) be such that σ(a) = {1}. If {‖an‖, n ∈ Z} is bounded, then a = e.
We need also the following known fact which is a consequence of Zorn’s lemma.
Lemma 2.4. Let A be an algebra and let S be a commutative subset of A. Then there exists a
maximal commutative subalgebra Sm containing S. If A is unital with unit e, then e ∈ Sm.
Let A denote a complex unital algebra. A character on A is a nonzero homomorphism from
A into C. The set of characters on A is the character space of A, denoted by ΦA.
Let (at )t0 be a semigroup on A and denote by S the set {at : t ∈ [0,+∞[}. Clearly S is a
commutative subset of A and e ∈ S. Following Lemma 2.4 there exists a maximal (then closed)
commutative subalgebra of A containing S which we denote by B.
Proposition 2.1. Let A be a unital Banach algebra with unit e and let (at )t0 be a semigroup
on A. If (at )t0 is locally bounded, that is, ∀t ∈ [0,∞) sup0st ‖as‖ < ∞, then the following
assertions are equivalent:
(i) (at )t0 is continuous, i.e., t → at is continuous;
(ii) ∀χ ∈ ΦB , ∃α(χ) ∈ C such that χ(at ) = exp(tα(χ)),
where ΦB stands for the character space of B.
Proof. (i) ⇒ (ii). Following Lemma 2.1, there exists a ∈ A such that at = exp(ta) for all t ∈
[0,+∞). Let χ ∈ ΦB . Using the Dunford calculus we can write χ(exp(ta)) = exp(tχ(a)) with
α(χ) = χ(a) ∈ σ(a) ⊂ C. This yields (ii).
(ii) ⇒ (i). Note that the subalgebra B is commutative, thus according to the Gelfand theory
(see, for example, [4,8]) ΦB is a compact Hausdorff space for the weak topology. By hypothe-
ses, for all t ∈ [0,∞), there exists α(χ) ∈ C such that χ(at ) = exp(tα(χ)). Let t ∈ [0,∞) be
fixed. The function χ → χ(at ) is continuous on ΦB , then by Lemma 2.2 the map χ → α(χ) is
also continuous on ΦB . Using the compactness of ΦB we infer that there exists M > 0 such that
|α(χ)| M for all χ ∈ ΦB . So, for any t ∈
[
0, π2M
[
, we have |tα(χ)| < π2 . This shows in par-
ticular that −π2 < arg(χ(at )) < π2 for all χ ∈ ΦB . Thus χ(at ) ∈ {z ∈ C: Re z > 0}. This yields
that
σ(at ) ⊂ {z ∈ C: Re z > 0} ∀t ∈
[
0,
π
2M
[
. (2.1)
On the other hand, for z ∈ G := C \ {z ∈ R: z < 0}, z can be uniquely determined by z = |z|eiθ ,
θ ∈ ]−π,π[, so we have a branch of the logarithm on G. This combined with (2.1) shows that,
for each t ∈ [0, π2M [, the logarithm is well defined on a neighborhood of σ(at ). Consequently,
one can define log(at ) by means of the Dunford calculus. Set
At = 1 log(at ), t ∈
]
0,
π
[
.t 2M
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χ(At ) = 1
t
χ
(
log(at )
)= 1
t
log
(
χ(at )
)= 1
t
log(etα(χ)) = α(χ). (2.2)
Moreover, for all t ∈ ]0, π2M [,
etAt = elog(at ) = at . (2.3)
Let ξ ∈ ]0, π2M [ and n ∈ N. An easy calculation shows that anξ = (aξ )n = enξAξ . Now set bt :=
e−tAξ at . Clearly, (bt )t0 is a semigroup on A. On the other hand, using (2.3) one sees that
bξ = e, so one has bt+ξ = bt and bt+nξ = bt . This shows that (bt )t0 is a periodic semigroup
with period ξ and so it can be extended to a periodic group on R with period ξ . Note that, since
(at )t0 is assumed to be locally bounded, then (bt )t0 is also locally bounded on [0,∞) and
therefore, by periodicity, it is locally bounded on R. Accordingly, {‖bnt ‖: n ∈ Z} is bounded for
all fixed t ∈ R. Let χ be a character in ΦB . Then, making use of (2.2), we get
χ(bt ) = e−tχ(Aξ )χ(at ) = e−tα(χ)etα(χ) = 1.
So, for all t ∈ R, σ(bt ) = {1}. Next applying Lemma 2.3 we infer that bt = e for all t ∈ R. This
yields that
at = etAξ for all t ∈ R.
Now the use of Lemma 2.1 completes the proof. 
We may now proceed to the proof of Theorem 2.1.
Proof of Theorem 2.1. (i) ⇒ (ii). If (i) is satisfied, then (at )t0 may be embedded in a group
on A by setting a−t = exp(−ta) with t  0. The set S = {at : t ∈ R} is a commutative subset
of A, so by Lemma 2.4 there is a maximal unital commutative subalgebra B of A containing S.
Since the map t → at from R into B is continuous (use Lemma 2.1) and the map from B into
2C which assigns to each element its spectrum is continuous (see [1, Theorem 3.4.1]), so by
composition the map t → σ(at ) from R into 2C is also continuous. Note that σ(a0) = {1}. If
0 < ε < 13 , then, by continuity, there exists δ1 > 0 such that t ∈ [0, δ1[ implies that σ(at ) ⊂
Bε , where Bε := {z ∈ C: |z − 1| < ε}. Accordingly, σ(at ) ∩ B(0, ε) = ∅ for all t ∈ [0, δ1[. On
the other hand, since a ∈ A, the spectral mapping theorem implies that, for any t ∈ [0,∞),
σ(at ) = exp (tσ (a)) and therefore |arg(μt )|  t‖a‖ for any μt ∈ σ(at ). So, if 0 < δ2 < ε‖a‖ ,
then for any t ∈ [0, δ2[ we have |arg(μt )| < ε, where μt ∈ σ(at ). Accordingly, for all t ∈ [0, δ2[,
σ(at ) ⊂ {μ ∈ C: |arg(μ)| < ε}. Set δ = min(δ1, δ2) and Ω = B(0, ε) ∪ {λ ∈ C: |arg(λ)| > ε}.
Thus, for all t ∈ [0, δ[, σ(at )∩Ω = ∅ which ends the proof of the implication.
(ii) ⇒ (i). Striving for a contradiction, assume that (at )t0 is not in the form (exp(ta))t0
for some a in A, then according to Lemma 2.1 and Proposition 2.1, there exists χ ∈ ΦB such
that ρ(t) := χ(at ) is not in the form exp(tα(χ)) (α(χ) ∈ C). Clearly, ρ : [0,∞) → C, t →
ρ(t) is nontrivial and satisfies ρ(0) = 1 and ρ(t + s) = ρ(t)ρ(s). So, applying the corollary of
Theorem 4.17.3 in [8, p. 145] one sees that ρ(·) is not measurable. On the other hand, since
(at )t0 is locally bounded, then |ρ(t)| is locally bounded. So, by Theorem 4.17.2, for all t ∈
[0,∞), |ρ(t)| = 0. So, we may set ρˆ(t) := ρ(t)|ρ(t)| . It is clear that
ρˆ(t + s) = ρˆ(t)ρˆ(s) and ρˆ(t) = 1. (2.4)
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ρˆ(t) is a character of R. Note that, since |ρ(t)| is locally bounded (then measurable), we conclude
that ρˆ(t) is not measurable. Now, using [8, Theorem 4.17.4] we infer that, for all α,β ∈ [0,∞[,
α < β , {ρˆ(t), t ∈ ]α,β[} is a dense subset of the unit circle T. But ρ(]α,β[) ⊂⋃t∈]α,β[{σ(at )},
then
⋃
t∈]α,β[{exp(i arg(σ (at )))} is dense in T which contradicts the existence of Ω . 
3. The uniform continuity of strongly continuous semigroups
Throughout this section X will denote a complex infinite-dimensional Banach space. Our ob-
jective here is to give necessary and sufficient conditions which guarantee the uniform continuity
of strongly continuous semigroups on X in terms of essential spectra.
We start our study by observing that when dealing with the algebra L(X) the conditions of
Phillips’s theorem (Theorem 1.1) are also necessary. More precisely:
Proposition 3.1. Let (T (t))t0 be a strongly continuous semigroup on X. If (T (t))t0 is uni-
formly continuous, then there exist an unbounded open connected set Ω ⊆ C containing the
origin and numbers 0 α < β such that σ(T (t))∩Ω = ∅ for all t ∈ ]α,β[.
Proof. It is similar to that of the implication (i) ⇒ (ii) in Theorem 2.1, so we omit the details. 
Remark 3.1. It should be observed that, in view (1.1) and Proposition 3.1, it is obvious that if
(T (t))t0 is uniformly continuous, then there exists an unbounded open connected set Ω ⊆ C
such that 0 ∈ Ω and σ∗(T (t))∩Ω = ∅ for all t belonging to some interval ]α,β[ with 0 α < β ,
where σ∗(·) stands for any one of the essential spectra σk(·), σe(·), σw(·) and σb(·).
Theorem 3.1. Let (T (t))t0 be a strongly continuous semigroup of operators on X. The follow-
ing statements are equivalent:
(i) (T (t))t0 is uniformly continuous.
(ii) There exist an unbounded open connected set Ω ⊂ C containing 0 and α,β ∈ R with 0 
α < β such that σe(T (t))∩Ω = ∅ for all t ∈ ]α,β[.
Let Q(X) denote the Calkin algebra L(X)/K(X). The canonical homomorphism from L(X)
onto Q(X) is denoted by π(·) (π(A) stands for the residual class in Q(X) which contains A ∈
L(X)). If (T (t))t0 is a strongly continuous semigroup of operators on X, its range in Q(X) by
π(·) is denoted by (π(T (t)))t0. Obviously (π(T (t)))t0 is a semigroup in the algebra Q(X).
Proposition 3.2. Let (T (t))t0 be a strongly continuous semigroup of operators on X and as-
sume that there exists a ∈ Q(X) such that π(T (t)) = exp(ta) for all t  0. Then (T (t))t0 is
uniformly continuous on X.
The proof of Proposition 3.2 is essentially based on the next lemmas.
Lemma 3.1. Let (T (t))t0 be a strongly continuous semigroup of operators on X. If (π(T (t)))t0
is embeddable in a group of Q(X), then (T (t))t0 is also embedded in a strongly continuous
group on X.
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spectrum of T (t) in the Calkin algebra) or equivalently 0 ∈ ΦT (t) (the Fredholm domain of T (t)).
Now the result follows from [10, Theorem 2.1]. 
Lemma 3.2. Let (T (t))t∈R be a strongly continuous group of operators on X. Then, for all τ > 0,
there exists ε > 0 such that ∀t ∈ [−τ, τ ], we have
σ
(
T (t)
)∩ {z ∈ C: |z| < ε}= ∅.
Proof. Let τ > 0. For t ∈ [0, τ ], T (−t) = (T (t))−1 is bounded, and so there exists M > 0, ∀t ∈
[0, τ ] and ∀x ∈ X, one has ‖T (−t)x‖ M‖x‖. Thus, for all x ∈ X, ‖x‖ = ‖T (t)T (−t)x‖ 
M‖T (t)x‖ and therefore ‖T (t)x‖ 1
M
‖x‖. So, if |λ| < 1
M
, then
∥∥(T (t)− λ)x∥∥ ∣∣∥∥T (t)(x)∥∥− |λ|‖x‖∣∣ ( 1
M
− |λ|
)
‖x‖ for any t ∈ [0, τ ].
Consequently, for each λ in the ball B
(
0, 1
M
)
and t ∈ [0, τ ], the operator (T (t) − λ) is injective
with closed range. This yields that B
(
0, 1
M
) ∩ σa(T (t)) = ∅. Since ∂σ (T (t)) ⊂ σa(T (t)), we
have also B
(
0, 1
M
)∩ ∂σ (T (t)) = ∅. But, for t ∈ [0, τ ], 0 /∈ σ(T (t)) and the fact that B(0, 1
M
)
is
connected implies that σ(T (t))∩B(0, 1
M
)= ∅. This concludes the proof because the restriction
of the group to [−τ,0] satisfies the same properties. 
Lemma 3.3. Let A ∈ L(X), then ∂σb(A) ⊂ σe(A).
Proof. As mentioned in the Introduction, we have σb(A) = σ(A) \ π0(A). Thus ∂σb(A) =
∂σ (A) \ π0(A). It follows from a result due to Kato (see, for example, [2, Theorem 3.2.10])
that if λ ∈ ΦA, then there exists ε > 0 such that α(z − A) and β(z − A) are constant on the set
{z ∈ C: |z− λ| < ε and λ = z}. If λ ∈ ΦA ∩ ∂σ (A), then any open disc centered at λ meets ρ(A)
and therefore α(z − A) = β(z − A) = 0 near λ. So λ is an isolated point of σ(A). But isolated
points in σ(A) which are not eigenvalues with finite algebraic multiplicity belong to σe(A). This
contradicts the fact that λ ∈ ΦA and therefore ∂σb(A) ⊂ σe(A). 
Lemma 3.4. Let S be an angular sector of the complex plane with vertex 0 and A ∈ L(X). If
σe(A)∩ S = ∅, then σb(A)∩ S = ∅.
Proof. Assume that σb(A)∩ S = ∅. Then there exists z ∈ S such that |z| > ‖A‖ (so, z /∈ σb(A)).
Thus, S is a connected subset of C which is not contained in σb(A) neither in C \ σb(A). So,
∂σb(A)∩ S = ∅. Now Lemma 3.3 implies σe(A)∩ S = ∅ which ends the proof. 
Lemma 3.5. Let (T (t))t0 be a strongly continuous semigroup on X with generator A and
assume that there exists a ∈Q(X) such that π(T (t)) = eta for all t  0. Then
sup
{∣∣Im(λ)∣∣: λ ∈ σp(A)}< +∞.
Proof. Let us first observe that, according to Lemma 3.1, (T (t))t0 is embeddable in a strongly
continuous group on X. Thus 0 /∈ σ(T (t)) ∀t ∈ R and therefore the spectral mapping theorem
for the point spectrum writes in the form σp(T (t)) = exp(tσp(A)). To prove the lemma we will
proceed by contradiction. Set
I := {∣∣Im(λ)∣∣: λ ∈ σp(A)}.
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as n → +∞ and βn > βm if n > m or βn → −∞ as n → +∞ and βn < βm if n > m. The
treatment of these two cases is the same, so we restrict our attention to the first one.
Let S = {π(T (t)): t ∈ [0,∞)}. Clearly S is a commutative subset ofQ(X), so making use of
Lemma 2.4 we infer that there is a closed maximal commutative subalgebra B of Q(X) contain-
ing S . Note that π(T (t)) = eta for all t ∈ [0,∞), thus the spectral mapping theorem in Q(X)
implies σe(T (t)) = σQ(X)(π(T (t))) = σB(π(T (t))) = exp(tσQ(X)(a)). Since σe(T (0)) = {1},
then Lemma 2.1 and the continuity of the map b → σ(b) in B [1, Theorem 3.4.1], yield that
∀ε > 0, ∃δ > 0 such that, for all t ∈ [0, δ[, σe(T (t)) ⊂ {z ∈ C such that |arg(z)| < ε2 }. This to-
gether with Lemma 3.4 shows that, for all t ∈ [0, δ[, σ(T (t)) ∩ {z ∈ C such that |arg(z)| > ε2 }
consists of at most a finite number of isolated eigenvalues with finite algebraic multiplicity.
If βn → +∞ as n → +∞, then, for all t ∈ [0, δ[, {eλnt : |arg(eλnt )| > ε2 } is a finite set, i.e.,∀t ∈ [0, δ[, {n ∈ N: tβn /∈ ⋃k∈Z[2kπ − ε,2kπ + ε]} is finite. In other words, ∀t ∈ [0, δ[,
∃N ∈ N∗ := N \ {0}, such that ∀nN, t /∈⋃k∈Z[ 2kπ−εβn , 2kπ+εβn ]. (One can assume that βn > 1
in order that the intervals
[ 2kπ−ε
βn
, 2kπ+ε
βn
]
do not overlap each others.) Consequently,
[0, δ[ ⊂
⋃
N∈N∗
( ⋂
nN
(⋃
k∈Z
[
2kπ − ε
βn
,
2kπ + ε
βn
]))
.
For each n ∈ N∗ we let
Fn :=
⋃
k∈Z
[
2kπ − ε
βn
,
2kπ + ε
βn
]
.
Clearly Fn is closed because its complement is a union of open intervals and whose connected
components are the intervals
[ 2kπ−ε
βn
, 2kπ+ε
βn
]
and then the sets
⋂
nN Fn, N ∈ N∗, are closed.
Applying the Baire category theorem we conclude that there exists P ∈ N such that ⋂nP Fn
has nonempty interior. Therefore, there exist a, b ∈ R, a = b, such that ]a, b[ ⊂⋂nP Fn and so
]a, b[⊂ Fn for all n  P . This implies that ∀n  P , ∃k ∈ Z such that ]a, b[ ⊂
[ 2kπ−ε
βn
, 2kπ+ε
βn
]
,
i.e., ∀n P , |b − a| < 2ε
βn
. This contradicts the fact that βn → +∞ as n → +∞. 
We may now proceed to the proof of Proposition 3.2.
Proof of Proposition 3.2. Let (T (t))t0 be a strongly continuous semigroup of operators sat-
isfying the hypotheses of the proposition and let A be its generator. The proof of Lemma
3.5 shows that ∀ε > 0, ∃δ > 0 such that t ∈ [0, δ[ implies σb(T (t)) ⊂ {z ∈ C: |arg(z)| < ε}.
Moreover, σ(T (t)) \ σb(T (t)) ⊂ σp(T (t)) = etσp(A). According to Lemma 3.5, we let M :=
sup{r: r ∈ I} < ∞. Obviously, if t ∈ [0, ε
M
[
, then sup{|arg(μt )|: μt ∈ σp(T (t))} < ε. Conse-
quently, there exists β = min(δ, ε
M
)
such that ∀t ∈ [0, β[ we have σ(T (t)) ⊂ {z ∈ C: |arg(z)| <
ε}. On the other hand, Lemma 3.1 shows that (T (t))t0 is embeddable in a strongly continuous
group on X. So, according to Lemma 3.2, there is τ > 0 such that ∀t ∈ [0, τ [, σ(T (t))∩B(0, ε) =
∅. Thus, if γ = min(β, τ ) and Ω = B(0, ε)∪{z ∈ C: |arg(z)| < ε}, then σ(T (t))∩Ω = ∅ for all
t ∈ ]0, γ [. Since Ω is an open unbounded connected subset containing 0 and (T (t))t0 is locally
bounded, the use of Theorem 2.1 achieves the proof. 
Now we are ready to prove Theorem 3.1.
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(ii) ⇒ (i). Assume that there exist an unbounded open connected set Ω ⊂ C containing 0
and α,β ∈ R with 0  α < β such that σe(T (t)) ∩ Ω = ∅ for all t ∈ ]α,β[. Since (T (t))t0
is locally bounded, then (π(T (t)))t0 is also locally bounded in Q(X). Hence the semigroup
(π(T (t)))t0 satisfies the hypotheses of Theorem 2.1, so we conclude that there exists a ∈Q(X)
such that π(T (t)) = exp(ta) for all t  0. Now the fact that (T (t))t0 is uniformly continuous
follows from Proposition 3.2. 
Note that the assertion (ii) in Theorem 3.1 may be somewhat relaxed. Indeed, instead of as-
suming that σe(T (t)) ∩ Ω = ∅ for all t ∈ ]α,β[, we suppose that σk(T (t)) ∩ Ω = ∅ for all
t ∈ ]α,β[. More generally we have:
Corollary 3.1. Let (T (t))t0 be a strongly continuous semigroup of operators on X. The follow-
ing assertions are equivalent:
(i) (T (t))t0 is uniformly continuous.
(ii) There exist an unbounded open connected set Ω ⊂ C containing 0 and α,β ∈ R with 0 
α < β such that σ∗(T (t)) ∩ Ω = ∅ for all t ∈ ]α,β[, where σ∗(·) stands for any one of the
spectra σk(·), σw(·) and σb(·).
Proof. (i) ⇒ (ii). This implication follows from Remark 3.1. Conversely, assume that (ii) is
satisfied, since σe(T (t)) ⊂ σw(T (t)) ⊂ σb(T (t)), then we infer that σe(T (t)) ∩ Ω = ∅ for all
t ∈ ]α,β[. Now applying Theorem 3.1 we see that (i) holds true in the case where σ∗(·) is one
of the two subsets σw(·) and σb(·). Let us now assume that σ∗(·) = σk(·). We first observe that,
for any operator B ∈ L(X), we have ∂σe(B) ⊂ σk(B). So, if σk(T (t))∩Ω = ∅ ∀t ∈ ]α,β[, then
∂σe(T (t)) ∩Ω = ∅ for all t ∈ ]α,β[. Since Ω is an open unbounded connected subset of C and
σe(T (t)) is bounded, then σe(T (t)) ∩ Ω = ∅ for all t ∈ ]α,β[. Now applying Theorem 3.1 we
obtain (i) which ends the proof. 
Let (T (t))t∈R be a strongly continuous group on X. Since, for all t ∈ R, 0 /∈ σ(T (t)), then we
can define the set
σ 1
(
T (t)
)= { z|z| : z ∈ σ
(
T (t)
)}= {eiθ : θ = arg(z), z ∈ σ (T (t))}.
On the other hand, making use of (1.1) together with the fact that, for all t ∈ R, 0 /∈ σ(T (t))
we can define (in the same way as for σ 1(T (t))) the sets σ 1k (T (t)), σ 1e (T (t)), σ 1w(T (t)) and
σ 1b (T (t)). Clearly, σ
1
k (T (t)), σ
1
e (T (t)), σ
1
w(T (t)), σ
1
b (T (t)) and σ 1(T (t)) are compact subsets
contained in the unit circle T. Hence one can define the functions ζσ (·), ζσk (·), ζσe (·), ζσw(·)
and ζσb (·) from R into 2T by ζσ (t) = σ 1(T (t)), ζσk (t) = σ 1k (T (t)), ζσe (t) = σ 1e (T (t)), ζσw(t) =
σ 1w(T (t)) and ζσb (t) = σ 1b (T (t)), respectively, where 2T denotes the set of all nonempty compact
subsets of T equipped with the Hausdorff topology.
Proposition 3.3. Let (T (t))t∈R be a strongly continuous semigroup of operators on X. The fol-
lowing statements are equivalent:
(i) (T (t))t0 is uniformly continuous.
(ii) There exists t0 ∈ R such that t0 is a point of continuity of ζ∗(·) and ζ∗(t0) = T, where ζ∗(·)
is any one of the functions ζσ (·), ζσk (·), ζσe (·), ζσw(·) and ζσb (·).
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uniformly continuous group denoted by (T (t))t∈R. According to Lemma 2.4 we denote by B a
maximal unital commutative subalgebra of L(X) containing the commutative set {T (t): t ∈ R}.
Clearly the map t → T (t) from R into B is continuous and the map from B into 2C which assigns
to each operator its spectrum is continuous (see [1, Theorem 3.4.1]), so by composition the map
t → σ(T (t)) from R into 2C is also continuous. This implies the continuity of ζσ (·) on R. On
the other hand, σ 1(T (0)) = ζσ (0) = {1} = T, hence (ii) holds true for t0 = 0 and ζ∗ = ζσ .
To complete the proof let us first note that σ(T (0)) = {1} and α(1 − I ) = β(1 − I ) = ∞
which shows that 1 ∈ σk(T (0)). This together with (1.1) shows that σk(T (0)) = σe(T (0)) =
σw(T (0)) = σb(T (0)) = σ(T (0)) = {1} and therefore
ζσ (0) = ζk(0) = ζe(0) = ζw(0) = ζb(0) = {1} = T. (3.1)
Let ε > 0. By the continuity of the map t → ζσ (t) at t = 0, there exists δ > 0 such that |t | < δ im-
plies dH (ζσ (t), ζσ (0)) < ε, i.e., ζσ (t) ⊂ B(1, ε) and {1} ⊂ Vε(ζσ (t)), where B(1, ε) is the open
ball with center 1 and radius ε, and Vε(ζσ (t)) denotes the ε-neighborhood of ζσ (t). Obviously
the inclusion ζσ (t) ⊂ B(1, ε) together with (3.1) shows that, for all t ∈ ]−δ, δ[, ζ∗(t) ⊂ B(1, ε),
where ζ∗(·) is any one of the maps ζσk (·), ζσe (·), ζσw(·) and ζσb (·). This may be written in
the form supλ∈ζ∗(t) d(λ, ζ∗(0)) < ε. Hence combining this together with (3.1) and the inclusion{1} ⊂ Vε(ζσ (t)) we get dH(ζ∗(t), ζ∗(0)) < ε for all t ∈ ]−δ, δ[ which proves the continuity of
the functions ζσk (·), ζσe (·), ζσw(·) and ζσb (·) at t = 0.
(ii) ⇒ (i). It suffices to observe that if ζσ (t0) = T, then there exists an open neighborhood
U in T of ζσ (t0) such that T \ U with no empty interior. Hence it contains an open interval
in T ⊃ ]θ1, θ2[ = {eit : θ1 = eit1, θ2 = eit2, t1 < t < t2}. Using the continuity at t0 we see that
there exists α > 0 such that t ∈ ]t0 − α, t0 + α[ implies ζσ (t) ⊂ U , and then ζσ (t)∩ ]θ1, θ2[ = ∅.
Consequently, for all t ∈ ]t0 − α, t0 + α[, σ(T (t))∩ {z ∈ C: θ1 < arg(z) < θ2} = ∅. On the other
hand, by Lemma 3.2, there exists ε > 0 such that σ(T (t))∩B(0, ε) = ∅ for all t ∈ ]t0 −α, t0 +α[.
Set Ω = B(0, ε) ∪ {z ∈ C: θ1 < arg(z) < θ2}. Obviously, Ω is an open unbounded connected
subset of C containing 0 such that σ(T (t)) ∩ Ω = ∅ for all t ∈ ]t0 − α, t0 + α[. Now using
Proposition 3.1 we conclude that (i) is satisfied in the case where ζ∗(·) = ζσ (·). Finally, this
together with Remark 3.1 shows that (i) holds true also for the other functions. 
Example 3.1. Let (T (t))t∈R be the translation group on the Banach space L2(R), that is,
T (t)(f )(s) = f (t + s), t, s ∈ R,
for all f ∈ L2(R). Its generator is the unbounded operator Af := f ′ whose domain is given by
D(A) = {f ∈ L2(R): f is absolutely continuous and f ′ ∈ L2(R)}. Obviously (T (t))t∈R is not
uniformly continuous. Let us show that (T (t))t∈R cannot satisfy the assertion (ii) of Proposi-
tion 3.3 at any point of the real axis. Indeed, using the fact that σ(A) = iR and etσ (A) ⊂ σ(T (t)),
one sees that σ(T (t)) = T for t ∈ R \ {0}. On the other hand, for all t ∈ R, T (t) is a unitary
operator, then σ(T (t)) ⊂ T and therefore the map ζσ (·) is continuous on R \ {0}. Moreover,
since σ((T (0)) = {1} and ζσ (0) = {1}, then 0 is the only point at which ζσ (t) = T and it is
not a continuity point of ζσ (·). This shows that (T (t))t∈R does not satisfy the statement (ii) of
Proposition 3.3.
4. Strongly continuous groups with finite essential spectrum
Throughout this section we will concentrate ourselves on strongly continuous groups
(T (t))t∈R such that, for each t ∈ R, the essential spectrum of T (t) is a finite set.
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φ(t + t ′) = φ(t)φ(t ′) for all t, t ′ ∈ R. Assume that, for all t ∈ R, κ(t) possesses a neighborhood
Ut in T such that Ut(Ut )−1 = T, where Ut(Ut )−1 =
{
z · 1
z′ : z, z
′ ∈ Ut
}
. If, for all t ∈ R, φ(t) ∈
κ(t), then φ(·) is continuous.
Proof. Since κ(·) is Borel, it follows from [9, Proposition 11.5] that it is Baire measurable. Since
2T is second countable, applying [9, Theorem 8.38] we infer that there exists a subset M of the
first category such that κ|R\M is continuous. Let t0 ∈ R \M and Ut0 a neighborhood of κ(t0) such
that Ut0(Ut0)−1 = T. It follows from the continuity of κ(·) on R \M that there is α > 0 such that∀t ∈ ]t0 − α, t0 + α[ \ M , κ(t) ⊂ Ut0 . Let (ηn)n∈N be a sequence in R converging to zero (we
may suppose that |ηn| < α2 ). According to the Baire category theorem the set M ∪ (
⋃
n∈N(ηn +
M)) has empty interior. Then there exists t1 ∈ ]t0 − α2 , t0 + α2 [ such that t1 /∈ M ∪ (
⋃
n∈N(ηn +
M)). Hence t1 /∈ M and t1 /∈ ηn + M for all n ∈ N, i.e., t1 − ηn /∈ M ∀n ∈ N. Next, using the
hypotheses and the fact that t1 − ηn ∈ ]t0 − α, t0 + α[ (because |ηn| < α2 ) we see that φ(t1) ∈ Ut0
and φ(t1 − ηn) ∈ Ut0 . But φ(t1) = φ(t1 − ηn)φ(ηn) implies un = φ(t1 − ηn) = φ(t1)[φ(ηn)]−1
and so u−1n = [φ(t1)]−1φ(ηn). Consequently, φ(ηn) = φ(t1)u−1n ∈ Ut0(Ut0)−1 for all n ∈ N. If
φ(·) is not continuous, then according to [8, Theorem 4.17.4], for all  ∈ T, there is a sequence
(which we denote again) (ηn)n∈N in R converging to zero such that φ(ηn) →  as n → +∞. So,
if  /∈ Ut0(Ut0)−1, the preceding calculations imply that  ∈ Ut0(Ut0)−1 which is impossible.
This completes the proof. 
Corollary 4.1. Let κ(·) :R → 2T be a Borel map and let φ(·) :R → T be a function satisfying
φ(t + t ′) = φ(t)φ(t ′) ∀t, t ′ ∈ R. If, for all t ∈ R, κ(t) is a finite subset of T and φ(t) ∈ κ(t), then
φ(·) is continuous.
Proof. Let t0 be a fixed real and set κ(t0) = {eiθ1, . . . , eiθn}. For any ε > 0 (small enough) we let
Ut0,ε = {eiθ : ∃j ∈ {1, . . . , n}, |θ − θj | < ε} =
⋃
1jn{eiθ : |θ − θj | < ε}. Clearly
(Ut0,ε)
−1 =
( ⋃
1jn
{
eiθ : |θ − θj | < ε
})−1 = ⋃
1jn
{
eiθ : |θ + θj | < ε
}
.
Consequently,
Ut0,ε(Ut0,ε)
−1 =
⋃
1j,kn
{
eiθ :
∣∣θ − (θj − θk)∣∣< 2ε}
is a union of n2 intervals of T with amplitude less than 2ε. This shows that, for ε small enough,
we have Ut0,ε(Ut0,ε)−1 = T. Now the result follows from Lemma 4.1. 
Let (T (t))t∈R be a strongly continuous group on X. In what follows we will make use of the
following assumption:{
X′ (the topological dual of X) is separable
and for all t ∈ R, σe(T (t)) is a finite set. (A)
Remark 4.1. In the assumption (A), the separability hypothesis of X′ is required to guarantee the
Borel character of the function T → σe(T ) from Ls(X) into 2C (cf. [12, Theorem 1.1]) which is
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with the strong operator topology.
Let ς(·) be the function from R into N∗ ∪ {+∞} defined by
ς(t) =
{
card(σe(T (t)) if σe(T (t)) is finite,
∞ if σe(T (t)) is infinite,
where N∗ = N \ {0} and card(σe(T (t))) denotes the cardinal of the set σe(T (t)).
Lemma 4.2. Assume that the condition (A) is satisfied. Then ς(·) is bounded.
Proof. Let ν be the function from 2C into N∗ ∪ {+∞} defined by
ν(K) =
{
card(K) if K is finite,
∞ if K is infinite.
Clearly ν(·) is a Borel map. On the other hand, according to [12, Theorem 1.1(4)], the map
from Ls(X) into 2C defined by t → σe(T (t)) is Borel. So, by composition, ς(·) is a Borel map.
Next using the fact that σe(t + t ′) ⊂ σe(t)σe(t ′) we infer that ν(σe(t + t ′))  ν(σe(t))ν(σe(t ′))
and therefore ς(t + t ′)  ς(t)ς(t ′). Set (t) := log(ς(t)). Clearly (·) is a nontrivial Borel
subadditive function, so it follows from [8, Theorem 7.4.1] that it is bounded in any com-
pact interval of R. On the other hand, since, for any t ∈ R, 0 /∈ σ(T (t)), the use of the
spectral mapping theorem in Q(X) shows that σe(T (nt)) = {λn: λ ∈ σe(T (t))} for all n ∈ Z.
This implies that ς(nt)  ς(t), and therefore (nt)  (t). Let μ > 0. For any t ∈ R, there
is a unique decomposition of t in the form t = nμ + q , where n ∈ Z and q ∈ [0,μ[. So,
(t)  (nμ) + (q)  (μ) + (q) and consequently (t)  2 sup{(s): s ∈ [0,μ]} because
(·) is bounded on [0,μ]. This proves the boundedness of (·) which ends the proof. 
Remark 4.2. It follows from Lemma 4.2 that under the hypothesis (A) there exists t0 ∈ R such
that ς(t0) = supt∈R(ς(t)).
We are now in a position to state and prove the main result of this section.
Theorem 4.1. Let (T (t))t∈R be a strongly continuous group on X. If the hypothesis (A) is satis-
fied, then (T (t))t∈R is uniformly continuous.
Proof. As in the proof of Lemma 3.5, we denote by B the closed maximal commutative sub-
algebra of Q(X) containing {π(T (t)): t ∈ R}. For any t ∈ R there exist n characters of B,
χ1, . . . , χn, such that σe(T (t)) = {χ1(π(T (t))), . . . , χn(π(T (t)))}, where n = ς(t). Define the
maps χTi : R → C by χTi (t) = χi(π(T (t))), i = 1, . . . , n. Clearly, χTi (t + t ′) = χTi (t)χTi (t ′)
and for all t ∈ R, χTi (t) ∈ σe(T (t)), i = 1, . . . , n. Moreover, since (T (t))t∈R is a group, then
χTi (t) = 0 for all t ∈ R, i = 1, . . . , n.
Set ξTi (t) = |χTi (t)| for i = 1, . . . , n. We claim that the functions ξTi (·), i = 1, . . . , n, are
continuous. To see this, let us first observe that ξTi (0) = 1, ξTi (t + t ′) = ξTi (t)ξTi (t ′) and ξTi (t) ∈
]0,∞[. Hence, applying [8, Theorem 4.17.2], we infer that either ξTi (·) is continuous or else
unbounded on each interval [a, b] of [0,∞[ with a < b. But, according to the Banach–Steinhaus
theorem, for any τ > 0, there exists M > 0 such that ‖T (t)‖ M on [0, τ ], and so ξTi (t) =
|χT (t)|M on [0, τ ] which proves our claim.i
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T
i (t)
|χTi (t)|
. Clearly ψTi (t+ t ′) =
ψTi (t)ψ
T
i (t
′) and ψTi (t) ∈ ζe(t) (the definition of ζe(·) is given just before Proposition 3.3). On
the other hand, according to Theorem 1.1(4) in [12], the map t → σe(T (t)) is Borel, so by
composition we infer that the function t → ζe(t) is Borel too. Since, for each t ∈ R, ζe(t) is
finite, applying Corollary 4.1 we see that ψTi (·) is continuous. Accordingly, the function t →
χTi (t) = ξTi (t)ψTi (t) is also continuous on R.
For 1  i, j  n and i = j , set Hij = {t ∈ R: χi(t) = χj (t)}. Obviously Hij has the form
ωijZ, where ωij ∈ R and therefore R \ (⋃i =j Hij ) has nonempty interior. So, there exist
α,β ∈ R, α < β , such that ∀t ∈ ]α,β[ and i = j we have χTi (t) = χTj (t). On the other hand,
for all t ∈ ]α,β[, χTi (t) ∈ σe(T (t)) for i ∈ {1, . . . , n}. Since ς(σe(T (t)))  n, then we have
∀t ∈ ]α,β[, σe(T (t)) = {χT1 (t), . . . , χTn (t)} and σ 1e (T (t)) = {ψT1 (t), . . . ,ψTn (t)}. Now Proposi-
tion 3.3 applies to each t ∈ ]α,β[ which gives the desired result. 
Corollary 4.2. Let A be the generator of a strongly continuous group (T (t)t∈R. If the hypothesis
(A) is satisfied, then σe(A) is finite.
Proof. It follows from Theorem 4.1 that A ∈ L(X) and T (t) = exp(tA) for all t ∈ R. Next,
applying the spectral mapping theorem in the algebra Q(X) we get σe(T (t)) = exp(tσe(A))
for all t ∈ R. Let t0 ∈ R be such that ς(σe(T (t0))) is maximal (see Lemma 4.2), then there
exist λ1, . . . , λn ∈ σe(A) such that σe(T (t0)) = {et0λ1 , . . . , et0λn}. By continuity of the map
t → σe(T (t)) (here evidently, as in the proof of Lemma 3.5, we work in a maximal closed
commutative subalgebra of Q(X) containing {π(T (t)): t ∈ R}) there exist α,β ∈ R, α < β ,
such that t0 ∈ ]α,β[ and for all t ∈ ]α,β[ and i = j we have etλi = etλj and therefore, by
the maximality of ς(σe(T (t0))), for all t ∈ ]α,β[; σe(T (t)) = {etλ1, . . . , etλn} because etλi ∈
σe(T (t)), i = 1, . . . , n. Suppose that there exists λ ∈ σe(A) such that λ /∈ {λ1, . . . , λn} and
etλ ∈ {etλ1, . . . , etλn} ∀t ∈ ]α,β[. Thus, there exists i ∈ {1, . . . , n} such that exp(t (λ − λi)) = 1.
But the set {t ∈ R such that exp(t (λ − λi)) = 1} is of the form ωiZ with ωi ∈ R. This yields
that ]α,β[ ⊂ ⋃1in ωiZ which is impossible because ⋃1in ωiZ has empty interior. Ac-
cordingly, σe(A) = {λ1, . . . , λn} and ς(σe(A)) = supt∈R ς(σe(T (t))). 
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