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Summary 
Introduction 
The polar winter stratosphere is dominated by strong thermally-driven westerly winds 
(Andrews et al. 1987). Every two years on average (Charlton and Polvani 2007), this 
polar vortex is disrupted by a Sudden Stratospheric Warming (SSW), whereby the polar 
stratosphere warms rapidly (McInturﬀ 1978). SSWs are related with enhanced plane­
tary wave (PW) activity reaching the polar stratosphere and depositing momentum to 
the zonal mean ﬂow (Matsuno 1971). Also wave-driven, the Brewer-Dobson Circulation 
(BDC) is responsible for the equator-to-pole mass transport (e.g., Andrews et al. 1987), 
specially its deep branch, in the middle and upper stratosphere (Plumb 2002). SSWs and 
BDC are the most illustrative examples of the polar stratospheric variability. However, 
there are still open questions regarding their underlying processes, mutual interactions 
and the expected trends under climate change scenarios. Some of them are explored in 
this thesis. 
Objectives 
1. To assess the discrepancies in SSW frequencies and signatures across diﬀerent SSW 
deﬁnitions. 
2. To understand how new model developments, and in particular the Turbulent Moun­
tain Stress (TMS) parameterization inﬂuences SSW occurrence. 
3. To explore the relationship between SSWs and the polar downwelling of the deep 
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branch of the BDC. 
4. To investigate the driving processes of the BDC and its future trends under climate 
change scenarios. 
Results 
This thesis is presented in four chapters with the following results: 
1. Eight SSW deﬁnitions were applied to reanalysis data for the 1958-2014 period. 
Dynamical benchmarks were constructed to compare the climatological characteris­
tics of the SSWs across deﬁnitions. The comparison showed that the stratospheric 
signatures of SSWs are not sensitive to the detection method, and case-to-case vari­
ability among SSWs is larger than the inter-method spread. However, the decadal 
distribution of SSWs is method-dependent, and only the traditional deﬁnition based 
on the wind reversal at 60◦N displays a minimum occurrence in the 1990s. The 
largest diﬀerences among deﬁnitions are due to the detection of minor warmings, 
which show weaker stratosphere-troposphere coupling and non-robust surface sig­
nals. Conversely, major warmings, which are commonly detected by most deﬁni­
tions, show consistent surface responses during the month following SSWs. These 
results are robust for three analyzed reanalyses. 
2. Two historical simulations, TMS-on and TMS-oﬀ, of the Whole Atmosphere Com­
munity Climate Model (WACCM4) diﬀering only in the TMS implementation were 
compared to understand the diﬀerences in SSW frequency between them. PW drag 
and Orographic Gravity Wave drag (OGWD) in the northern stratosphere are found 
to vary to compensate each other, so that the total forcing remains unchanged. In 
early winter, when the surface winds are stronger in TMS-oﬀ, the OGWD increases 
at mid and high latitudes of the stratosphere, compared to TMS-on. Then, by com­
pensation, there is less PW forcing at these latitudes to perturb the polar vortex 
and trigger SSWs. In late winter (March), when the OGWD is reduced in TMS-oﬀ, 
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the PW forcing increases and reaches similar values in both simulations, consistent
 
with their comparable frequencies of SSWs.
 
3. The BDC and SSW relationship was analyzed using a ﬁxed-GHGs and increasing 
GHGs (RCP8.5) simulations of WACCM4 for 1955-2099. Composites of the BDC 
and the Eliassen-Palm (EP) ﬂux reveal that enhanced PW convergence induces 
an acceleration of the polar downwelling of the deep branch of the BDC during 
the month before SSWs. Conversely, PW propagation is inhibited and the BDC 
decelerates for several weeks after SSW occurrence. On the other hand, March SSWs 
and early (March) SFWs (referred to as March warmings) lead to an anticipated 
winter-to-summer transition of the BDC. In the RCP8.5, the BDC transition to a 
summer regime is delayed, but winters with March warmings show not delay in such 
transition. Consequently, the net eﬀect of March warmings becomes stronger in the 
future. 
4. The climatology (1960-2005) and trends (2005-2100) of the BDC in three climate 
change scenarios (RCP2.6, RCP4.5 and RCP8.5) are studied using WACCM4. The 
shallow and the less investigated deep branch of the BDC are similar to Reanalysis 
(Seviour et al. 2012). Both branches accelerate in response to increasing green­
house gases, and the tropical upwelling of the deep branch displaces upward to the 
stratopause. Analysis of the forcings reveals that PWs dominate the climatological­
mean tropical upwelling in the lower and upper stratosphere as well as the trends 
in the lower stratosphere. The role of Gravity Waves (GWs) associated with fronts 
becomes dominant in the trends of the upper stratosphere. The strengthening and 
upward displacement of the subtropical tropospheric jets in the future inhibit the 
propagation of the westerly part of the spectrum of frontal GWs into the upper 
stratosphere, so that the deep branch of the BDC accelerates. 
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Conclusions 
1. The SSW signatures in the stratosphere are captured similarly by all methods but 
there are diﬀerences in the stratosphere-troposphere coupling when minor SSWs are 
considered. SSW detection should include a range of latitudes around 60◦N. 
2. The underestimation of SSWs in TMS-oﬀ is associated with compensation between 
PWs and GWs, with weaker PW forcing in response to stronger OGWD. In TMS­
on, OGWD diminishes, thus enhanced PW drag occurs in the stratosphere and 
SSWs are more likely. 
3. The deep branch of the BDC accelerates before and decelerates after SSWs.	 The 
winter-to-summer transition of the BDC is modulated by the timing of SSWs and 
early SFWs, and is projected to be delayed in the future. 
4. There is an upward expansion of the tropical upwelling as a consequence of the BDC 
acceleration under climate change in WACCM4. Frontal GWs dominate this trend 
in the BDC deep branch, and their changes are related to the enhancement of the 
subtropical jets. 
4
 
Resumen 
Introduccio´n 
La estratosfera polar de invierno esta´ dominada por vientos del oeste forzados te´rmica­
mente (Andrews et al. 1987). Cada dos an˜os aproximadamente, este vo´rtice polar se ve 
perturbado por un calentamiento su´bito estratosfe´rico (SSW, del ingle´s) (Charlton and 
Polvani 2007) que produce un ra´pido aumento de la temperatura polar (McInturﬀ 1978). 
Los SSWs se relacionan con un aumento de actividad de ondas planetarias (PW, del 
ingle´s) en la estratosfera polar que ceden momento al ﬂujo medio (Matsuno 1971). La 
rama profunda de la circulacio´n de Brewer-Dobson (BDC, del ingle´s) en la media y alta 
estratosfera (Plumb 2002), tambie´n forzada por ondas, es responsable del transporte de 
masa entre el ecuador y el polo (e.g., Andrews et al. 1987). Ambos feno´menos suponen 
los ejemplos ma´s ilustrativos de la variabilidad de la estratosfera polar. Sin embargo, 
todav´ıa hay preguntas abiertas sobre los procesos que los modulan, sus interacciones y 
sus posibles cambios en un clima futuro. Algunas de estas cuestiones son exploradas en 
esta tesis. 
Objetivos 
1. Evaluar las caracter´ısticas de los SSWs y su robustez al aplicar diferentes deﬁniciones 
de SSWs. 
2. Entender co´mo la parametrizacio´n TMS (del ingle´s, Turbulent Mountain Stress) 
afecta a la ocurrencia de SSWs en el modelo Whole Atmosphere Community Climate 
Model (WACCM4). 
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3. Investigar la relacio´n entre SSWs y la rama profunda polar de la BDC.
 
4. Caracterizar la climatolog´ıa de la BDC en WACCM4 e investigar sus cambios en el 
futuro en diferentes escenarios de cambio clima´tico. 
Resultados 
La tesis se presenta en cuatro cap´ıtulos con los siguientes resultados: 
1. Utilizando datos de reana´lisis y ocho deﬁniciones distintas de SSWs en el per´ıodo 
1958-2014, se han comparado sus distintas climatolog´ıas asi como un conjunto de 
diagno´sticos. Los resultados indican que las caracter´ısticas estratosfe´ricas de los 
SSWs son insensibles al me´todo, siendo la variabilidad entre casos es mayor que entre 
me´todos. Sin embargo, la distribucio´n decadal de SSWs s´ı depende del me´todo, 
y solo cuando se usa la inversio´n del viento en 60◦N aparece un mı´nimo en la 
de´cada de 1990. Las principales diferencias entre deﬁniciones se deben a los SSW 
menores, que muestran un acoplamiento estratosfera-troposfera ma´s de´bil y sen˜ales 
poco robustas en superﬁcie. Por el contrario, los SSW mayores, que detectan la 
mayor´ıa de me´todos, presentan respuestas consistentes en superﬁcie durante un mes 
despue´s del SSW. Los resultados son coherentes en los tres reana´lisis utilizados. 
2. Se han comparado dos simulaciones histo´ricas con (TMS-on) y sin (TMS-oﬀ) la 
parametrizacio´n TMS de WACCM4 para analizar los mecanismos que explican sus 
diferencias en la frecuencia de SSWs a principios del invierno. Se ha constatado que 
los forzamientos de PWs y ondas de gravedad orogra´ﬁcas (OGWD, del ingle´s) se 
compensan el uno con el otro de forma que el forzamiento total no var´ıa. Al principio 
del invierno, cuando los vientos en superﬁcie son ma´s fuertes en TMS-oﬀ, hay ma´s 
OGWD . Por compensacio´n, se reduce el forzamiento de PWs en el vo´rtice y la 
probabilidad de generar SSWs. A ﬁnales de invierno, como el OGWD disminuye en 
TMS-oﬀ, el forzamiento de PWs es similar en TMS-on y TMS-oﬀ, y las frecuencias 
de SSWs son comparables. 
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3. Se ha analizado la relacio´n entre la BDC y los SSWs en simulaciones (1955-2099)
 
de WACCM4 con y sin cambios en el forzamiento antropoge´nico. El ana´lisis de 
la BDC y el ﬂujo de Eliassen-Palm (EP) muestran que la convergencia de PWs 
antes del SSW induce una aceleracio´n de la rama profunda de la BDC. Por el con­
trario, la propagacio´n de PWs se inhibe y la BDC se debilita durante varias semanas 
despue´s del SSW. Adema´s, los calentamientos de marzo, que incluyen SSWs y ca­
lentamientos su´bitos ﬁnales (SFWs, del ingle´s) tempranos adelantan la transicio´n 
del invierno al verano de la BDC. Con un aumento del forzamiento antropoge´nico 
(RCP8.5), la transicio´n de la BDC se retrasa, pero las fechas de transicio´n durante 
los calentamientos de marzo no cambian, haciendo que su efecto neto aumente en 
el futuro. 
4. Se ha estudiado la climatolog´ıa (1960-2005) y tendencias (2005-2100) de la BDC en 
tres escenarios de cambio clima´tico (RCP2.6, RCP4.5 y RCP8.5) con WACCM4. 
El modelo reproduce las ramas somera y profunda de la BDC de forma similar al 
Reana´lisis. Como respuesta al aumento de gases de efecto invernadero, ambas ramas 
de la BDC se aceleran y el upwelling tropical de la rama profunda se eleva hacia 
la estratopausa. El ana´lisis de forzamiento de ondas revela que la climatolog´ıa del 
upwelling tropical en la baja y alta estratosfera esta´ dominado por PWs, as´ı como 
las tendencias en la baja estratosfera. Sin embargo, las ondas de gravedad (GWs, 
del ingle´s) asociadas a frentes dominan las tendencias de la alta estratosfera. El 
ascenso y fortalecimiento de los jets subtropicales en el futuro inhibe la propagacio´n 
vertical de la parte occidental del espectro de las GWs, permitiendo que la rama 
profunda se acelere. 
Conclusiones 
1. Todos los me´todos capturan de forma similar los rasgos estratosfe´ricos de los SSWs, 
pero existen diferencias en el acoplamiento estratosfera-troposfera cuando se con­
sideran SSW menores. La deteccio´n de SSWs deber´ıa incluir un rango de latitudes 
alrededor de 60◦N. 
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2. La infraestimacio´n de SSWs en TMS-oﬀ se asocia a una compensacio´n entre PWs
 
y GWs. Como en TMS-on el OGWD disminuye en la estratosfera, el forzamiento 
de PWs aumenta y los SSWs son ma´s probables. 
3. La	 rama profunda de la BDC se acelera antes de la ocurrencia de SSWs, y se 
debilita en la fase de recuperacio´n del vo´rtice. La transicio´n al verano de la BDC 
esta´ modulada por los calentamientos de marzo, y se retrasa en el futuro. 
4. Como consecuencia de la aceleracio´n de la BDC bajo cambio clima´tico, el upwelling 
tropical de la rama profunda se expande hacia la estratopausa. Los cambios en 
las FGWs dominan la tendencia en la rama profunda de la BDC, y se asocian al 
fortalecimiento de los jets subtropicales. 
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Chapter 1 
Introduction 
1.1 Background 
The measurements of L. Teisserenc de Bort in 1896 based on paper balloons revealed 
an inversion of the temperature above 11 km. This was the beginning of the studies on 
the stratosphere. This layer extends from the isothermal tropopause (∼10 km) up to 
stratopause (∼50 km). Diﬀerent from the troposphere, the temperature proﬁle in the 
stratosphere rises with height. Given its temperature stratiﬁcation, vertical motions are 
very slow compared to those in the troposphere and are limited to upwelling and down­
welling regions located in the tropics and the poles, respectively. 
The stratosphere contains 90% of the atmospheric ozone, while only 10% stays in the 
troposphere. This makes the stratosphere essential for life sustainability since ozone ab­
sorbs the incoming ultraviolet radiation from the Sun (e.g., van der Leun et al. 1995). On 
the other hand, it contains low concentrations of water vapor and only ∼15% of the total 
mass of the atmosphere, so that clouds are no commonly developed in the stratosphere, 
with the exception of polar stratospheric clouds (PSCs), which favor ozone depletion. 
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1.2 The winter stratosphere 
Since there is no radiative heating over the pole during winter, the stratosphere cools, 
and a negative temperature gradient sets up between the tropics and high latitudes. 
Assuming the atmosphere in geostrophic and hydrostatic balance, the zonal-mean wind 
and temperature are balanced by the thermal wind relation in the steady-state state 
(Equation 1.1). 
∂ug R ∂T 1 ∂Z 
= − ug = − (1.1)
∂z f · H ∂y f ∂y 
being Z the geopotential height, f the Coriolis parameter (f = 2Ωsinφ , where Ω is the 
Earth’s angular velocity), R the speciﬁc gas constant and H the scale height. Thus, a 
westerly wind circulation is induced in the stratosphere due to the equator-to-pole temper­
ature diﬀerence during the extended winter. The distribution of zonal-mean temperature 
and zonal-mean zonal wind is illustrated in Figure 1 in a latitude-altitude cross section for 
boreal (December-January-February, DJF) and austral (June-July-August, JJA) winters. 
In the winter hemisphere, westerly winds in the stratosphere extend from the subtropics 
to the pole, with the strongest winds located in the polar latitudes. This results in the 
stratospheric polar vortex or the so-called polar night jet, which dominates the circulation 
of the polar stratosphere in winter. The largest positive values of the wind in the strato­
sphere correspond to the vortex edge, which is located around 60◦ and extends from 20 
km to 50 km approximately. The stratospheric polar vortex develops at the northernmost 
latitudes of the stratosphere during late fall, is maximum in midwinter, and persists until 
the next spring. In the summer hemisphere, the polar vortex is replaced by weak easterlies. 
There are hemispheric diﬀerences in the polar vortex strength and variability that 
must be highlighted. Comparison between the boreal and austral winter in Figure 1 
shows a stronger and colder polar vortex in the Southern Hemisphere (SH) than in the 
Northern Hemisphere (NH). For a more clear comparison, Figure 2 shows the seasonal 
cycle of the zonal-mean zonal wind at 10hPa averaged over the 50◦-70◦ latitudinal belt 
of each hemisphere. The maximum strength of the polar vortex in the SH is more than 
twice than in the NH (cf. blue lines in Figure 2). Stronger wind speeds in the Antarctic 
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are consistent with the cold polar vortex, which is crucial for the formation of PSCs and
 
ozone depletion, as will be discussed later in Section 1.4. Moreover, the transition to 
easterlies occurs earlier in the Arctic than in the Antarctic, resulting in a longer lifespan 
of the Antarctic polar vortex. 
Figure 1: Zonal-mean temperature (shading) and zonal wind (contours) climatology from 
the 1ERA-Interim reanalysis for the period 1979-2016 in DJF (left) and JJA (right). 
Shaded contour intervals are every 10 K and black contour intervals are every 10 ms−1. 
Solid: eastward ﬂow, dotted: westward ﬂow. 
The Artic vortex shows large variability on both intraseasonal and interannual time 
scales (cf. top and bottom panels of Figure 2). Interannual variability is associated with 
natural external forcings such as the solar cycle or volcanic eruptions (Chiodo et al. 2012), 
and also with internal variations of the Earth’s climate such as the Quasi-Biennial Oscilla­
tion (QBO), El Nin˜o-Southern Oscillation (ENSO) and their nonlinear interactions (e.g., 
Calvo et al. 2009). The observational record of the stratosphere is too short to isolate the 
statistical inﬂuence of some forcings. This is particularly true for the case of the 11-year 
solar cycle and volcanic eruptions as there are only stratospheric measurements for about 
three solar cycles and three major eruptions (Matthes et al. 2010, Mitchell et al. 2011). 
1Interim European Centre for Medium-Range Weather forecasts Reanalysis (Dee et al. 2011): 
https://www.ecmwf.int/en/research/climate-reanalysis/era-interim 
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Even more, there is superposition of diﬀerent forcings in the observational record, with 
two or more factors operating at the same time, such as warm ENSO years with easterly 
phases of the QBO, or volcanic eruptions with solar maxima (e.g., Chiodo et al. 2014). 
This aliasing eﬀect makes diﬃcult to isolate the stratospheric response to a single forc­
ing. Moreover, several studies found that signals of combined factors are non-additive, 
showing strong nonlinear responses on the stratosphere (e.g., Calvo et al. 2009; Richter 
et al. 2011). All these aspects illustrate the complex challenge of understanding polar 
stratospheric variability. 
Figure 2: Time series of the daily zonal-mean zonal wind at 10 hPa in the NH (top) and 
the SH (bottom) averaged over 50◦-70◦ latitudes. Black lines indicate daily values for 
each year of the 1979-2016 period from ERA-Interim and blue lines are the corresponding 
average. 
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On the other hand, Figure 2 also shows noticeable intraseasonal variability, which
 
again is larger for the NH polar vortex than for its SH counterpart. The climatolog­
ical spatial conﬁguration of the two vortices can be compared in Figure 3, showing a 
more stable Antarctic polar vortex, with a stronger and less perturbed potential vorticity 
(PV) gradient (Figure 3b), compared to the Arctic one (Figure 3a). These diﬀerences 
are caused by the more pronounced large-scale topography and land-sea contrast in the 
NH, which lead to stronger tropospheric wave activity in the NH and enhanced upward 
wave propagation towards the stratosphere, where it can disturb the polar vortex from 
radiative equilibrium (e.g., Wexler 1959). 
Figure 3: Climatological mean PV on the 850 K isentropic surface (∼10 hPa) for NH in 
January (a) and SH in July (b). From Waugh and Polvani (2010) 
1.3 Wave dynamics 
The radiative time scales in the stratosphere are of the order of weeks, and hence its 
variability occurs on longer time scales than in the troposphere. However, under certain 
conditions, waves excited in the troposphere can propagate into the stratosphere in a 
few days (e.g., Charney and Drazin 1961). Atmospheric waves are propagating distur­
bances resulting from a restoring force that acts to recover the balance over air parcels 
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displaced from their equilibrium. Waves in the atmosphere can be classiﬁed depending 
on the restoring force. Particularly important for this thesis are Planetary Waves (PWs), 
induced by the poleward gradient of planetary vorticity, and Gravity Waves (GWs), gen­
erated by gravity or buoyancy. GWs are excited when air parcels are displaced vertically, 
usually due to the presence of obstacles as small-scale mountains (orographic GWs) or 
by frontal, convective systems or other instabilities (non-orographic GWs) (e.g., Fritts 
and Alexander 2003). The wave impact on the atmospheric ﬂow is characterized by its 
angular momentum transfer, which is referred to as wave drag (Shepherd 1990). The sign 
of the wave drag is related to the phase speed of the waves relative to the mean ﬂow. In 
this sense, PWs are always associated with a negative (westward) drag, while GWs can 
generate both, typically westward drag in winter and and eastward drag in summer. 
Since the circulation in the stratosphere is zonally symmetric, it is usually charac­
terized by a zonal mean u, which results from the decomposition of the total ﬁeld as: 
u = u + u', where the prime denotes the eddy components. Upward propagation of waves 
from the troposphere into the stratosphere is governed by the Charney-Drazin criterion 
(Equation 1.2; Charney and Drazin 1961): 
β 
0 < u − c < Uc = (1.2)
(k2 + l2) + f0
2/4H2N2 
It states the conditions for upward propagation of waves with a certain phase speed 
(c) , where u is the background wind speed and Uc is the critical wind speed. This critical 
value is proportional to β = ∂f , and depends on f0 = 2Ωsinφ0 , the scale height (H),∂y 
the buoyancy frequency (N) and the zonal and meridional wave numbers k and l. Rossby 
waves are mostly forced at the surface by static sources, and according to Eq. 1.2, station­
ary waves (c = 0) can only propagate in westerly winds (u > 0) as long as they are weaker 
than the critical wind speed (Uc). This means that only large-scale Rossby waves (zonal 
wavenumbers 1 - 3), also referred to as PWs, can propagate into the stratosphere in the 
winter hemisphere, while smaller-scale waves are ﬁltered out at lower levels. Moreover, 
while propagation is favored in the NH, the strong westerlies of the SH winter prevent 
wave penetration and waves are often trapped vertically. This fact contributes to a more 
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perturbed polar vortex in the NH, as shown in Figure 3.
 
Figure 4: Approximated altitude proﬁles of the zonal-mean zonal wind in winter (left 
panel) and summer (right panel). The permitted phase speeds for the propagation of 
GWs and their breaking levels are also shown. From Brasseur and Solomon (2006). 
Figure 4 illustrates the upward propagation of GWs in both hemispheres. At a cer­
tain altitude (called the critical level), the wave phase speed is equal to the zonal wind 
background, and the wave is absorbed by the mean ﬂow. Otherwise, as they continue to 
move upwards, their amplitude grows as the inverse square of the density, and at some 
altitude they become convectively unstable and break (Brasseur and Solomon 2006). The 
role of GWs in the global momentum budget increases with altitude (as atmospheric 
density decreases and their amplitude increases) so their largest eﬀects occur above the 
mesosphere (>50 km). Nevertheless, they can also play a role in the stratospheric circu­
lation and the PW propagation into the stratosphere, as it will be illustrated in this thesis. 
In the atmosphere, the strength and distribution of the zonal-mean ﬂow that gov­
erns wave propagation varies with latitude and height, Matsuno (1970) introduced the 
so-called refractive index to diagnose the characteristics of Rossby wave propagation. For 
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a zonal wave number, k, the squared refractive index is given by:
 
1 ∂q k2 f 2 
n 2 = − 
2
− (1.3)k au ∂φ a cos2φ 4N2H2
 
∂q
where is the latitudinal gradient of PV, which mostly depends on the zonal and 
∂φ 
vertical shear of u. Following Matsuno’s interpretation, planetary waves tend to propa­
gate to regions of high values of n2 and be refracted away from regions of low n2 values. 
Similar to GWs, the amplitude of PWs increases exponentially as they propagate 
upwards, and when the phase velocity of the wave approaches to that of the background 
ﬂow, wave breaking occurs. Then, propagation is prohibited close to critical surfaces 
(e.g., c = u). When PWs reach those regions, they break transferring momentum to 
the zonal ﬂow. Since PWs transfer westward momentum to the background westerlies 
their breaking acts to decelerate the mean ﬂow in the stratosphere (Shepherd 2007). This 
feature was observed by McIntyre and Palmer (1983) as deformations in the PV contours. 
The regions where this occurs are referred to as the surf zone by analogy with waves on 
a shoreline. PW wave breaking also causes turbulence and mixes chemical constituents 
(Fritts and Alexander 2003). 
1.4 Stratosphere-troposphere coupling 
Until the early 1990s, interactions between the troposphere and the stratosphere were 
assumed to be one way, consisting in upward wave perturbations from the troposphere per­
turbing the stratosphere (e.g., Matsuno 1971). Studies about the inﬂuence of the strato­
sphere on the troposphere (also known as downward coupling or stratosphere-troposphere 
coupling) have increased exponentially in the last two decades. A major step into the 
stratosphere-troposphere coupling was the introduction of annular modes to describe the 
state of the atmosphere at hemispheric scale (e.g., Thompson and Wallace 1998). These 
studies started with those on the Artic Oscillation (AO), which is the ﬁrst mode of vari­
ability of the NH sea level pressure ﬁeld (e.g., Ambaum et al. 2001). When it is extended 
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to all vertical levels in the troposphere and the stratosphere using geopotential height, 
the result is known as the Northern Annular Mode (NAM, e.g., Thompson and Wallace 
2000), and it is often used as a measure of the stratosphere-troposphere coupling. In the 
stratosphere, positive (negative) NAM values consist of a strong meridional pressure gra­
dient and then a strong (weak) polar vortex, whereas in the troposphere, the NAM index 
is associated with ﬂuctuations of the eddy-driven jet stream (e.g., Gerber et al. 2012). Us­
ing NAM-based composites, Baldwin and Dunkerton (2001) illustrated that stratospheric 
anomalies can propagate downwards from the stratosphere into the troposphere and even 
the surface in their well-known “dripping paint” (Figure 5). 
Figure 5: Composite of time-height sections of the NAM index (dimensionless) for 18 
weak vortex events. The events are determined by the dates on which the 10-hPa daily 
NAM index crosses –3.0. The contour interval for the color shading is 0.25, and 0.5 for 
the white contours. Values between -0.25 and 0.25 are unshaded. The thin horizontal 
line indicates the approximate boundary between the troposphere and the stratosphere. 
From Baldwin and Dunkerton (2001). 
The set of events composited in Figure 5 reﬂects extreme conditions in the strength 
of the stratospheric polar vortex, more speciﬁcally anomalously weak vortex events, iden­
tiﬁed as large negative NAM values at 10 hPa. Although these phenomena have received 
many names in the literature, they are usually referred to as Sudden Stratospheric Warm­
ings (SSWs) and represent one of the clearest examples of the stratospheric inﬂuence on 
the tropospheric circulation through downward coupling on intraseasonal time-scales. 
17
 
Stratosphere-troposphere coupling also appears on longer time-scales. Thus, it is
 
known that ENSO, which operates on interannual scales, has an impact on European 
weather through the stratosphere (e.g., Ineson and Scaife 2009, Bell et al. 2009, Cagnazzo 
and Manzini 2009, Palmeiro et al. 2017a) favored by the occurrence of SSWs ocurrence. 
A well-resolved stratosphere in climate models is also been shown to be key to reproduce 
other atmosphere-ocean coupled phenomena, such as the relationship between the sea sur­
face temperatures of the North Atlantic Ocean and the North Atlantic Oscillation (NAO), 
which is often considered as the regional manifestation of the AO over the Euro-Atlantic 
sector (e.g., Omrani et al. 2014). 
1.4.1 SSWs in observations 
SSWs are the most impressive phenomena of the stratosphere on intraseasonal time 
scales. They occur during the extended winter (from November to March), mainly in the 
NH, and are associated with polar cap temperature increases above 20 K in less than one 
week (Nakagawa and Yamazaki 2006) and a weakening of the polar vortex, which might 
even break down. 
The major interest on SSWs arises from their inﬂuence on tropospheric weather, which 
can potentially be exploited for seasonal predictions of the extended winter in extratropical 
regions of the NH (e.g., Sigmond et al. 2013). Some studies argued that the morphology 
of the polar vortex during these events is important for their surface responses. For in­
stance, Mitchell et al. (2013) showed a more robust signal after SSWs when the vortex 
splits in two pieces (the so-called splitting SSWs) compared to the events in which the 
one-piece polar vortex is shifted oﬀ the pole (displacement SSWs). However, Maycock and 
Hitchcock (2015) argued that diﬀerences between the impacts of splits and displacements 
were not consistent. Later, Kodera et al. (2016) classiﬁed SSWs depending on whether 
they were or not followed by a reﬂection of PWs in the stratosphere (i.e., reﬂective and 
absorptive events, respectively), concluding that only absorptive SSWs are characterized 
by robust annular responses in the tropospheric ﬂow. Recently, Karpechko et al. (2017) 
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suggested that more important than these diﬀerentiations are the conditions of the lower
 
stratosphere during the ﬁrst days after SSW occurrence. If there is wave propagation to 
the stratosphere at the SSW onset, and the NAM index is negative in the lower strato­
sphere, the probability for the SSW to be followed by tropospheric impacts increases. 
SSWs are also essential to understand the Arctic ozone variability (Schoeberl and 
Hartmann 1991). When SSWs occur, the polar vortex dissipates, and ozone-rich air en­
ters into the polar stratosphere (Madhu 2016). This occurs frequently in the NH, whereas 
in the SH, SSWs rarely occur given the smaller PW amplitudes (e.g., van Loon et al. 
1973). In September 2002, the ﬁrst SSW was recorded in the SH (Kruger et al. 2005). 
The Antarctic ozone hole split in two pieces and a strong increase in the total ozone 
column was registered (Allen et al. 2003). Several studies associated this event with 
anomalous wave activity from the troposphere to the stratosphere (e.g., Allen et al. 2003, 
Nishii and Nakamura 2004), which highlights the key role of stratospheric dynamics in 
ozone depletion and recovery. 
SSWs have been studied since 1952 (Scherhag 1952). Since then, the most extended 
theory behind SSW precursors refers to enhanced PW activity entering the stratosphere 
and breaking in the vicinity of the polar vortex (Matsuno 1971). However, the mecha­
nisms behind their occurrence are not fully clear. Furthermore, a uniﬁed deﬁnition of 
SSWs has not been established yet. The World Meteorological Organization (WMO) de­
ﬁned SSWs using the zonal-mean zonal wind and the meridional temperature gradient 
at 10 hPa (McInturﬀ 1978), further distinguishing between minor SSWs (deﬁned as a 
meridional temperature gradient reversal) and major warmings (when, in addition, there 
is a reversal of the zonal-mean zonal wind). However, some studies only use the wind 
criterion, while many others elaborated their own methods to detect what they called 
weak vortex events (e.g., Butler et al. 2015). The use of diﬀerent deﬁnitions to analyze 
SSWs can imply discrepancies in the detection of events and their associated signals, with 
potential implications on the skill assessment of SSWs in seasonal predictions. 
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Figure 6: Total number of SSWs for 1979-2012 in ERA-Interim reanalysis as a function 
of the latitude where the zonal wind reverses from westerly to easterly (0 ms−1 critical 
threshold). “Local” events (blue) occur when the zonal winds at one particular latitude 
fall below the critical threshold. “Coherent” reversals (red) occur when the zonal winds 
reverse at all latitudes poleward of the given latitude within 20 days. “Averaged” reversals 
(black dashed) occur when the zonal winds averaged from a particular latitude to 90◦N 
fall below the critical threshold. From Butler et al. (2015). 
Apart from the use of diﬀerent ﬁelds to detect SSWs, the latitude factor is an im­
portant source of discrepancy among deﬁnitions. Figure 6 shows the number of SSWs 
obtained using the concept of coherent reversals (e.g., McInturﬀ 1978), which demands 
the wind reversal to occur everywhere north of a given latitude (red lines), as compared to 
those obtained using a single latitude (i.e., local reversals, blue line) or using an averaged 
latitude (black dashed lines). The similarities between the red and blue lines north of 
60◦N indicate that most SSWs obtained at 60◦N are also coherent wind reversals. How­
ever, a latitudinal average can increase by ∼30% the obtained frequency of SSWs. 
The dilemma of using an absolute criterion (such as the zero zonal-mean zonal wind 
threshold) or a criterion relative to the background conditions is also under discussion 
(e.g., McLandress and Shepherd 2009a, Butler et al. 2015, Kim et al. 2017). If the mean 
strength of the polar vortex changes, the absolute criterion might produce trends in the 
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SSW frequency that might not be reproduced by a method based on anomalies.
 
The variety of the deﬁnitions found in the literature highlights the need to 
clarify which are the robust signatures among SSW deﬁnitions and to what 
extent their diﬀerences are important. In this concern, Chapter 3 (Palmeiro 
et al. 2015) reviews eight diﬀerent SSW deﬁnitions found in the literature, 
based on diﬀerent variables and methods, and compare the characteristics of 
the obtained catalogues of events using three reanalysis datasets. The study 
pays special attention to the diﬀerentiation between major and minor SSWs 
and their associated stratosphere-troposphere coupling. 
1.4.2 SSWs in models 
As SSWs impact the troposphere and surface weather for several months, they provide 
new opportunities for seasonal forecasting (e.g., Baldwin et al. 2003). The improvement of 
tropospheric forecasts when including a well-resolved stratosphere in models was already 
suggested in Boville and Baumhefner (1990). Charlton et al. (2004) noted the importance 
of the initial conditions in the stratosphere for the quality of short-term tropospheric 
forecasts. The potential of SSWs as a predictive tool for seasonal forecasting was shown 
in Sigmond et al. (2013). They found that forecast runs initialized at the onset date of 
SSWs led to an improved forecast skill for certain regions during several months after 
the SSW. Figure 7 compares the surface climate responses of sea Level Pressure and 
temperature after SSWs in the model forecast and in observations. The forecasts were 
able to reproduce adequately the observed surface temperatures over northern Russia and 
eastern Canada as well as the precipitation anomalies over the North Atlantic. 
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Figure 7: Composites of sea level pressure (contours, in hPa) and surface temperature 
(shading, in K) anomalies for 16–60 days after SSWs in the observations (a) and the model 
forecasts (b). Contour interval for sea level pressure is 1 hPa and solid (dashed) contours 
denote positive (negative) values starting at 0.5 (-0.5) hPa. Black dots represent statistical 
signiﬁcance in temperature at the 90% conﬁdence level determined by bootstrapping. 
From Sigmond et al. (2013). 
In spite of this, there are still many uncertainties on the triggering processes of SSWs, 
so ﬁnding the best model conﬁguration to obtain realistic frequencies of SSWs is still a 
challenge, particularly in global climate models (Charlton-Pe´rez et al. 2013). In this re­
gard, the SPARC (Stratosphere-troposphere Processes And their Role in Climate) project, 
within the World Climate Research Programme, includes the Chemistry-Climate Mod­
elling Initiative that aims to achieve a better representation of the atmospheric processes 
in Chemistry-Climate Models (CCMs). This collaborative activity uses global circula­
tion models with interactive chemistry and vertical extension from the surface to the 
stratosphere and above (the so-called high-top models). Comparison of high- and low-top 
models is very useful to assess the impact of the stratosphere on tropospheric climate. In 
particular, several studies within the framework of the last Coupled Model Intercompari­
son Project phase 5 (CMIP5) have stressed the importance of a well-resolved stratosphere 
to properly account for the impact of the stratosphere-troposphere coupling from intra­
seasonal (e.g., SSWs) to interannual (e.g., ENSO, QBO) time-scales (e.g., Gerber et al. 
2012; Hardiman et al. 2012; Calvo et al. 2017). For example, Charlton-Pe´rez et al. 
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(2013) evidenced the importance of a high model lid to obtain realistic SSW frequencies
 
in CMIP5 models (Figure 8). High-top models in Figure 8 (red bars) are mostly within 
the 95% conﬁdence interval of the reanalysis. However, there are still some high-top mod­
els that underestimate the observed frequency of SSWs and some low-top models that 
reproduce it reasonably well. 
Figure 8: Climatological mean decadal frequency of SSWs for 1960–2000 in 19 historical 
simulations of CMIP5 models. Colored bars show the number of SSW events per decade, 
along with 95% conﬁdence intervals for each estimate. Models shown in red are classiﬁed 
as high-top models, those shown in blue as low-top models. The climatological mean 
decadal frequency in the 2ERA-40 reanalysis data set is shown by the horizontal dashed 
black line and the 95% conﬁdence interval for this estimate in gray. On the right of 
the plot, median estimates for the low-top and high-top ensembles are shown. From 
Charlton-Pe´rez et al. (2013). 
In addition to the model lid height, the spatial resolution and sub-grid parameter­
izations are also essential factors to obtain realistic results in stratospheric variabil­
ity, stratosphere-troposphere coupling and SSW frequencies (e.g., Butler et al. 2015). 
Charlton-Pe´rez et al. (2013) showed an improved SSW frequency with the same high-top 
model by only increasing its horizontal resolution. This is in agreement with previous re­
sults reporting a strong sensitivity of the stratospheric variability to the spatial resolution 
(Scott et al. 2004, Coy et al. 2009, Roﬀ et al. 2011). This is because high-resolution is 
important to resolve wave propagation and dissipation throughout the atmosphere. For 
2ERA-40 European Centre for Medium-Range Weather forecasts Reanalysis (Uppala et al. 2005): 
https://www.ecmwf.int/en/research/climate-reanalysis/ 
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example, SSWs involve the interaction of upward planetary waves with the background 
ﬂow of the stratosphere during episodes of enhanced planetary wave activity in the tro­
posphere (e.g., Matsuno 1971, Polvani and Waugh 2004). In particular, they are often 
preceded by tropospheric blocking (e.g., Barriopedro and Calvo, 2014), whose represen­
tation in climate models depends on the spatial resolution (e.g., Davini and D’Andrea 
2016). 
Another important factor to obtain realistic stratospheric variability is the appropriate 
representation of GWs (Palmer et al. 1986, McFarlane 1987). The wave drag of small­
scale GWs must be parametrized in climate models given the computational resources 
required to simulate them explicitly. Unfortunately, there are other issues to represent 
GWs realistically, and several simpliﬁcations and assumptions are often adopted by most 
global models (e.g., Richter et al. 2010). In climate models where GWs are not internally 
simulated but parameterized, they are considered as propagating disturbances only in the 
vertical, that break when they reach their amplitude threshold, depositing momentum 
ﬂux and generating GW drag (McLandress 1998). As introduced in Section 1.3, GWs can 
be originated by diﬀerent sources (orography, convection, fronts. . . ). Orographic GWs are 
generated from a static source and so, are better understood than non-orographic ones. 
For non-orographic or non-stationary GWs, models usually include arbitrary sources that 
are not necessarily realistic (Garcia and Solomon 1985). In this sense, the Whole Atmo­
sphere Community Climate Model (WACCM), in its version 3.5 implemented an improved 
GW parameterization that does not include any arbitrary wave source. It consists in the 
individual parameterization of the sources, being possible to distinguish between frontal 
and convective wave sources (Richter et al. 2010). 
A well represented Orographic Gravity Wave Drag (OGWD) is also essential in cli­
mate models to reproduce the winter circulation in the stratosphere (e.g., Palmer et al. 
1986). Most of this drag occurs in the lowest levels of the stratosphere, at mid-latitudes, 
and acts to decelerate the background ﬂow. As a result, the subtropical jet separates from 
the polar jet, modifying the refractive conditions of the background ﬂow and the propa­
gation patterns for PWs (Sigmond and Scinocca 2010). Apart from the model-resolved 
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orographic sources that can generate GWs, WACCM3.5 also included the parameteri­
zation of surface stress due to non-resolved orography (Richter et al. 2010). This is
 
denoted as Turbulent Mountain Stress (TMS) and follows the approach used in numer­
ical prediction models as, for instance, the Met Oﬃce uniﬁed model (Webster et al. 2003).
 
The TMS parameterization was found to be crucial to reproduce a realistic 
SSW frequency in WACCM. Richter et al. (2010) found diﬀerences in the 
OGWD due to the implementation of the TMS. Similar to the explanations 
in Sigmond and Scinocca (2010), they related the improved SSW frequency 
to changes in PW refraction. However, this mechanism is not able to explain 
the seasonally varying ability of WACCM to reproduce SSWs. Chapter 4 
(Palmeiro et al., 2017b) revisits this issue in an attempt to describe in detail 
the mechanisms associated with the TMS implementation that lead to an im­
proved frequency of SSWs in WACCM. This study assesses the TMS-induced 
changes in OGWD through the extended winter season and its role in trig­
gering SSWs. 
1.5 The Brewer-Dobson circulation 
As stated in the previous sections, the interactions between diﬀerent types of waves and 
the mean ﬂow are essential to understand the stratospheric circulation and its variability. 
The interactions between the mean ﬂow and the eddies can be characterized by using 
a set of primitive equations and quasi-geostrophic assumptions, as stated in Equations 
3.3.2a-e in Andrews et al. (1987). However, the Eulerian approach described therein does 
not explicitly reproduce key processes occurring in the real atmosphere. In fact, with this 
formulation and in the case of stationary and conservative waves, the mean meridional 
eddy heat ﬂux is canceled by the adiabatic heating/cooling associated with the mean 
vertical motion. Hence, the net eddy transport in the meridional plane is neglected 
(Andrews and McIntyre 1978). Therefore, to describe a more meaningful connection 
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between the eddies and the mean ﬂow, Andrews and McIntyre (1976) introduced the 
Transformed Eulerian Mean (TEM), which results in the residual circulation (v ∗ ,w ∗), 
whose components in spherical coordinates are: 
  'θ'1 ∂ v 
v ∗ = v − ρ0 (1.4)
ρ0 ∂z θz  'θ'1 ∂ v 
w ∗ = w − cosϕ (1.5) 
a · cosϕ ∂ϕ θz
Under this formulation, the zonal momentum equation can be expressed as: 
  
∂u 1 ∂ ∂u V · F 
+ v ∗ (ucosφ) − f + w ∗ = + X (1.6)
∂t acosφ ∂φ ∂z ρ0 · acosφ 
where X represents the force due to small-scale eddies, and F is the Eliassen-Palm (EP) 
ﬂux vector, which represents the ﬂux wave activity (Andrews et al. 1987). The divergence 
of the EP ﬂux, V · F, is often used as a diagnostic of the wave-mean ﬂow interaction. 
Thus, when V·F is negative, there is wave convergence that can be interpreted as regions 
of potential wave breaking and hence wave drag on the mean ﬂow. The meridional and 
vertical components of the EP ﬂux are deﬁned as: 
  
v 'θ' 
F φ = ρ0acosφ
∂u − v ' u ' (1.7)
∂z ∂θ/∂z 
'θ'1 ∂ v 
F z = ρ0acosφ f − (ucosφ) − w ' u ' (1.8)
acosφ ∂φ ∂θ/∂z 
Following Equation 1.6, for a steady zonal-mean ﬂow, a wave-driven residual circula­
tion (v ∗ ,w ∗) is induced when there is wave dissipation (V· F = 0). The downward control  
principle introduced by Haynes et al. (1991) states that the vertical component of the 
residual circulation at a certain altitude, z, can be estimated between latitudes φ1 and φ2 
by the wave drag from above, as: 
 ∞ φ21 | {ρacos2φ [(ρacosφ)−1V · F(φ, z ' ) + X(φ, z ' )] /mφ} dz ' |ρ(z) z φ1(w ∗ (z)) = (1.9)|sinφ|φ2 φ1 
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where m = acos(φ)(u + Ωacos(φ)), is the angular momentum. Thus, wave forcing
 
produces a response that is predominantly downwards, and hence, the circulation at a 
given altitude can be inﬂuenced by the forcing from above (Thompson et al. 2006). 
This principle provides a practical way to estimate the contribution of diﬀerent waves 
to the residual circulation deﬁned in Eq. 1.4 and 1.5. When averaged over time, this 
circulation appears as a meridional overturning in the stratosphere, also known as the 
Brewer-Dobson Circulation (BDC), responsible for the mass transport between the tropics 
and extratropics. In fact, the BDC reproduces the meridional and vertical transports 
described by observations of water vapor in Brewer (1949) and ozone in Dobson (1956). 
The residual circulation can thus be interpreted as the wave-driven part of this meridional 
circulation and hence is considered a good proxy to diagnose the BDC (e.g., Holton 1990). 
Note that in a strict way the BDC refers to the chemical transport of tracers, which also 
involves two-way mixing without net transport of mass (e.g., Shepherd 2002). 
Figure 9: Schematic of the BDC in the atmosphere. The heavy ellipse denotes the 
thermally-driven Hadley circulation of the troposphere. The shaded regions (labelled 
“S”, “P”, and “G”) denote regions of wave breaking (synoptic, PWs and GWs, respec­
tively), responsible for driving branches of the stratospheric and mesospheric circulation. 
From Plumb (2002). 
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Following the schematic representation in Figure 9, the BDC consists in several cells of
 
upwelling and downwelling (Plumb 2002). In the stratosphere, two diﬀerent branches of 
the circulation can be distinguished, operating at diﬀerent time-scales (Birner and Bo¨nisch 
2011). One is referred as the shallow branch, with maximum upwelling in the tropical 
lower stratosphere and downwelling in the subtropics, and it is mostly driven by synoptic­
scale waves. The upper branch, referred to as the deep branch, is mostly driven by PWs, 
and it is characterized by upwelling in the upper tropical stratosphere and downwelling in 
the polar stratosphere of the winter hemisphere. This seasonality is associated with the 
limitations of the background ﬂow to wave propagation in the stratosphere described in 
Section 1.3. In the mesosphere, there is a global pole-to-pole circulation from the summer 
to the winter hemisphere, and it is mostly driven by GWs (Plumb 2002). 
1.5.1 SSWs and the BDC 
As discussed above, SSWs are associated with anomalous PW dissipation in the strato­
sphere. They are usually preceded by a cold and strong polar vortex that acts as a waveg­
uide enhancing PW propagation into high latitudes (McIntyre 1982). Dunn-Sigouin and 
Shaw (2015) came to the same ﬁnding, showing enhanced planetary-scale stratospheric 
heat ﬂuxes before SSWs. The opposite occurs after SSWs, as shown by Shaw and Per­
witz (2013). This is consistent with the analysis in Limpasuvan et al. (2004), which 
illustrates inhibition of wave propagation following the occurrence of SSWs and hence 
reduced PW dissipation. Therefore, these wave drag variations observed before and after 
SSWs must have an imprint on the BDC strength (Matsuno 1971). In this sense, Gerber 
(2012) argued that increased PW drag must lead to a deepening of the BDC and Go´mez-
Escolar et al. (2014) reported an enhancement of the tropical upwelling in the middle 
stratosphere prior to SSWs. Comparing winters with and without SSWs in the Canadian 
Middle Atmosphere Model, McLandress and Shepherd (2009a) showed an ∼10% increase 
in the BDC strength due to SSWs. Abalos et al. (2015) identiﬁed peaks of strong tropical 
upwelling at 70 hPa during winters with SSWs in several reanalyses (Figure 10). 
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Figure 10: Time series of deseasonalized tropical upwelling near 70 hPa after removing the 
variability associated with QBO and ENSO. A ﬁve-point running mean has been applied to 
the monthly time series. Black triangles show SSWs (in green the SH event of September 
2002), and red triangles at the bottom correspond to the El Chicho´n (approximately April 
1982) and Pinatubo eruptions (June 1991). From Abalos et al. (2015) 
Apart from the previous studies, the relationship between the BDC and 
SSWs has not been assessed in detail. In particular, the interactions between 
SSWs and the downwelling of the deep branch of the BDC, which occurs at 
the location of the polar vortex, remains unexplored. Chapter 5 examines the 
variations in the BDC during the SSW lifecycle (i.e., the onset and recovery 
phases of the polar vortex) by using 150-year data from WACCM simulations. 
Moreover, the modulating eﬀect of SSWs in the BDC transition from the 
winter to the summer circulation is also investigated. These issues are also 
explored in a future warming scenario to assess changes in the BDC-SSW 
relationship under increasing anthropogenic forcing conditions. 
1.5.2 Future changes in the BDC 
The impact of human activities on the climate system has also been detected in the 
chemical composition of the stratosphere, which subsequently alters atmospheric dynam­
ics (IPCC 2013). The detection of the Antarctic ozone hole associated with increased 
emissions of chloroﬂuorocarbons (CFCs) and other halogenated Ozone Depleting Sub­
stances (ODS), its recovery, and the interplay of increasing Greenhouse Gases (GHGs) 
constitute one of the major concerns in studies of recent and future changes in the strato­
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sphere (WMO/UNEP 2014).
 
Figure 11: Schematic diagram illustrating the catalytic destruction of ozone in the middle 
and upper stratosphere. The simpliﬁed cartoon illustrates only the key net processes 
(including the BDC) that transport CFCs and other ODS in a zonally averaged sense. 
From Solomon (1999). 
As previously introduced, the BDC is responsible for air transport between the tropics 
and the poles. Figure 11 illustrates the BDC transport of ozone and ODS through the 
stratosphere and their interactions. Studies from Schmidt and Khedim (1991) found that 
air masses need ∼5 years to be transported from the troposphere to the upper strato­
sphere. Given that only 10% of the tropospheric air mass is exchanged with the upper 
stratosphere within this period, the lifetime of ODS would be from 50 to 500 years de­
pending on the particular substance (Solomon 1999). The role of the BDC in the ongoing 
ozone recovery is of particular importance for three reasons. One is because the main 
source region of ozone is the tropical upper stratosphere, where photolysis of oxygen oc­
curs. The second is related to the destruction of the ODS, since the circulation rates of 
the BDC determine the timescales at which ODS are processed and then removed from 
the atmosphere (e.g., Holton et al. 1995). Finally, the strength of the BDC determines 
how much the pole warms by adiabatic warming and the likelihood of PSCs to develop 
(Calvo et al. 2017). Hence, changes in the BDC speed might have important implications 
in the future ozone recovery. 
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In this sense, there is general agreement across models on projecting a BDC accelera­
tion as a direct response to increasing GHGs in future climate change scenarios (Butchart 
2014). However, this has not been detected yet in reanalysis datasets or observations. 
Abalos et al. (2015) compared recent changes in the BDC obtained from three diﬀerent 
reanalyses and found discrepancies in the sign of the trend between ERA-Interim and 
other reanalyses (3JRA-55 and 4MERRA, which showed an acceleration of the BDC, con­
sistent with model simulations). Controversy is also large in observational studies. Fu 
et al. (2015) reported an accelerated BDC from 1980 to 2009, contrary to results based 
on age of air estimations (e.g., Engel et al. 2009, Ray et al. 2010, Stiller et al. 2012). 
These inconsistencies are considered the result of several factors. Since the BDC has to be 
inferred indirectly in observations, and any forced change must be separated from those 
due to natural variability, the detection of signiﬁcant trends in the short observational 
record is diﬃcult (e.g., Forster and Thompson et al. 2011). Detecting a statistically sig­
niﬁcant trend in reanalyses might not yet be possible, either. In this sense, Hardiman et 
al. (2017) argued that uncertainties associated with vertical motions are larger than the 
predicted trends in reanalyses, and dynamical variability can mask long-term trends. 
Therefore, long model simulations are a useful tool to investigate the mechanisms be­
hind the BDC and their possible future changes. Although positive trends in the strength 
of the shallow branch of the BDC are robust in model studies (e.g., Butchart et al. 2006, 
Garcia and Randel 2008, McLandress and Shepherd 2009b, Butchart et al. 2010), there 
is no consensus regarding the dynamical mechanisms behind these trends, and certain 
model dependence is found when attributing them to diﬀerent waves. Models agree that 
∼70% of the BDC is driven by resolved waves, but there is disagreement regarding the 
speciﬁc contributions of the diﬀerent types of GWs, which account for the remaining 30% 
of the total wave drag (e.g., Butchart et al. 2011). This disagreement is particularly 
3Japanese 55 year Reanalysis (Ebita et al. 2011): 
https://jra.kishou.go.jp/index.html/ 
4Modern-Era Retrospective Analysis for Research and Applications (Rienecker et al. 2011): 
https://gmao.gsfc.nasa.gov/reanalysis/MERRA/ 
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acute in the middle and upper stratosphere, where the role of non-orographic GWs be-
comes larger. In this regard, few studies have explored the driving mechanisms behind 
the deep branch of the BDC. In spite of this, there is general agreement between CCMs 
and CMIP5 models on a projected strengthening of the deep branch (Lin and Fu 2013, 
Hardiman et al. 2014) and changes in parameterized GWs seem to play a key role in 
driving this trend (Oberla¨nder et al 2013). Thus, the speciﬁc parameterizations imple­
mented in each particular model might be key for the interpretation of the deep branch 
mechanisms and its future trends (Garny et al. 2011). 
Using WACCM4, which is fully coupled to an interactive ocean model and 
includes non-arbitrary sources in the parameterizations of GWs (Richter et 
al. 2010), Chapter 6 (Palmeiro et al. 2014) analyzes the mechanisms driving 
the BDC, and the changes due to anthropogenic forcings under three diﬀerent 
climate change scenarios. The focus of this study is the deep branch of the 
BDC, which has been less investigated, and has a major role in polar ozone 
recovery. Given the hemispheric diﬀerences due to ozone recovery projected 
for the 21st century in the SH, polar downwelling in the NH and SH are an­
alyzed separately. Diﬀerent wave forcings are also considered, including their 
respective contributions in driving the BDC and its future trends. 
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Chapter 2 
Objectives - Scientiﬁc questions 
In an attempt to better understand the processes that drive stratospheric variability, 
stratosphere-troposphere coupling and their future changes, this thesis aims to answer the 
following scientiﬁc questions: 
•	 To which extent is the SSW deﬁnition important? In this sense, diﬀerent deﬁnitions 
will be used to diagnose and characterize SSW characteristics and to investigate 
their implications for stratosphere-troposphere coupling, including a discussion on 
the best method to deﬁne SSWs. 
•	 How do new model implementations such as the TMS parameterization aﬀect the 
representation of stratospheric variability and the occurrence of SSWs in WACCM4? 
The dynamical processes whereby the TMS modulates the stratospheric circulation 
will be analyzed, paying special attention to the propagation and dissipation of PWs 
and OGWs. 
•	 How do SSWs interact with the polar downwelling of the deep branch of the BDC 
in WACCM4? The potential eﬀects of the timing of SSWs on the winter-to-summer 
transition of the BDC will also be assessed. The projected changes of these inter­
actions will be explored in a future climate change scenario. 
•	 Which are the driving processes of the BDC and its projected changes under diﬀerent 
climate change scenarios in WACCM4? The shallow and the deep branches of the 
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BDC will be evaluated separately, assessing the role of diﬀerent waves to the total 
wave driving. 
The above questions are addressed in the next chapters, which are presented as a com­
pendium of papers. Chapter 3 compares eight SSW climatologies obtained by applying 
diﬀerent deﬁnitions to detect SSWs in three reanalysis datasets (Palmeiro et al. 2015). By 
using two simulations, one with and one without the TMS parameterization, the dynam­
ical mechanisms whereby the TMS leads to realistic SSW frequencies in WACCM4 are 
explored in Chapter 4 (Palmeiro et al. 2017b, submitted). In Chapter 5, the relationship 
between SSWs and the deep polar branch of the BDC is assessed using WACCM4 sim­
ulations under both, ﬁxed and increasing GHGs. Finally, Chapter 6 analyzes the future 
trends of the deep and shallow branches of the BDC in three climate change scenarios 
run with WACCM4 (Palmeiro et al. 2014). 
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Chapter 3 
Comparing sudden stratospheric 
warming deﬁnitions in reanalysis 
data 
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ABSTRACT
Sudden stratospheric warmings (SSWs) are characterized by a pronounced increase of the stratospheric polar
temperature during the winter season. Different definitions have been used in the literature to diagnose the oc-
currence of SSWs, yielding discrepancies in the detected events. The aim of this paper is to compare the SSW
climatologies obtained by differentmethods using reanalysis data. The occurrences ofNorthernHemisphere SSWs
during the extended-winter season and the 1958–2014 period have been identified for a suite of eight representative
definitions and three different reanalyses. Overall, and despite the differences in the number and exact dates of
occurrence of SSWs, the main climatological signatures of SSWs are not sensitive to the considered reanalysis.
Themean frequency of SSWs is 6.7 events decade21, but it ranges from 4 to 10 events, depending on themethod.
The seasonal cycle of events is statistically indistinguishable across definitions, with a common peak in January.
However, the multidecadal variability is method dependent, with only two definitions displaying minimum fre-
quencies in the 1990s. An analysis of the mean signatures of SSWs in the stratosphere revealed negligible differ-
ences among methods compared to the large case-to-case variability within a given definition.
The stronger andmore coherent tropospheric signals before and after SSWs are associated withmajor events,
which are detected by most methods. The tropospheric signals of minor SSWs are less robust, representing
the largest source of discrepancy across definitions. Therefore, to obtain robust results, future studies on
stratosphere–troposphere coupling should aim to minimize the detection of minor warmings.
1. Introduction
The winter stratospheric polar circulation is charac-
terized by strong westerly winds referred to as the
polar vortex. This circulation is disturbed by upward
propagating waves from the troposphere that dissipate
in the stratosphere (e.g., Andrews et al. 1987). An ex-
treme manifestation of this wave–mean flow in-
teraction can lead to a dramatic weakening of the polar
vortex and a rapid warming of the polar stratosphere
(e.g., Matsuno 1971), referred as a sudden stratospheric
warming (SSW). This phenomenon was detected
for the first time during the 1952 winter (Scherhag
1952). SSWs are a clear manifestation of stratosphere–
troposphere coupling, and the downward propagation of
the anomalies from the stratosphere to the troposphere
after SSW occurrence can be used to improve the
Northern Hemisphere winter weather forecasts (e.g.,
Sigmond et al. 2013). This has launched international
initiatives that aim to better understand the precursor
* Supplemental information related to this paper is available at
the Journals Online website: http://dx.doi.org/10.1175/JCLI-D-15-
0004.s1.
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forcings, the underlying dynamics, and the potential pre-
dictive skill of these extreme events, such as the Strato-
spheric Network for the Assessment of Predictability
(SNAP; e.g., Tripathi et al. 2015).
The World Meteorological Organization (WMO)
distinguishes between two types of events: 1) major
midwinter warmings, characterized by a ‘‘complete cir-
culation reversal,’’ and 2) minor warmings, with ‘‘lim-
ited circulation changes’’ (WMO/IQSY 1964). Based on
this general form of the WMO definition, minor warm-
ings have traditionally been detected as a reversal of the
meridional temperature gradient over the polar cap at
10 hPa, whereas an additional reversal of the zonal-
mean zonal wind (ZMZW) at 10 hPa is often required
for major warmings (e.g., Labitzke 1981). On the other
hand, the term ‘‘final warming’’ is often employed to
refer to those SSWs that do not display a return to
westerly winds and hence mark the transition to the
easterly summer circulation (e.g., Labitzke and Naujokat
2000). In the last decade, many authors have identified
SSWsmodifying the formerWMO definition or applying
different diagnostic variables (Table 1). Here, we exam-
ine whether the climatological signatures of SSWs
depend on the definition used. Thus, we review all defi-
nitions of SSWs found in the literature, including those
publications that do not deal specifically with SSWs, but
with polar vortex extreme events in general. Figure 1
summarizes these definitions and classifies them accord-
ing to the nature of the basic field used in the diagnosis
and the specific methodology applied. Some definitions
only refer to major SSWs, although most methods do not
discriminate between major and minor events. Several
methods include final warmings, while others filter them
out by imposing conditions to the timing and character-
istics of the events. All these differences highlight the
different perceptions of SSWs, and contribute to the
discrepancies in the detected events. Furthermore, some
methods allow differentiation of events in types, accord-
ing to 1) the morphology of the polar vortex, which leads
to displacement SSWs (in which the vortex is displaced
off the pole), and splitting SSWs (when the polar vortex
is divided into two pieces) (e.g., Andrews et al. 1987),
and 2) the dominant wavenumber signatures in the polar
stratosphere preceding the SSW, which leads to events
of wavenumbers 1 to 2 (e.g., Bancalá et al. 2012;
Barriopedro and Calvo 2014).
TABLE 1.Methodologies for SSWdetection. For eachmethod, the first six columns show the original reference, the acronym used in the
text, the winter period of SSW detection, the basic criterion, and the region and pressure level employed in the definition. The last column
indicates the minimum time interval demanded between two consecutive events.
Definition Acronym Period Criterion Latitude Level Time of recovery
WMO (McInturff 1978) U&Ta Nov–Apr u60N , 0m s
21 T90N2T60N . 0K 608–908N 10 hPa 20 days
Baldwin and Dunkerton
(2001)
EOFzb Nov–Apr NAM , 23.0 208–908N 10 hPa 60 days
Limpasuvan
et al. (2004)
EOFuc Oct–Apr SZI , 21.0 208–908N 50 hPa 40 days
Taguchi and
Hartmann (2005)
Tanomd Oct–May ZM Temperature
anomalies . 30K
888N 10 hPa 60 days
Kodera (2006) Uratee Dec–Feb D[u50270N]7days , 22.0m s
21 508–708N 10 hPa —
Nakagawa and
Yamazaki (2006)
Tratef Oct–May D[T80290N]6days . 20K 808–908N 10, 20, 30 hPa 30 days (the weakest
event is discarded)
Charlton and
Polvani (2007)
U60 Nov–Mar u60N , 0m s
21 608N 10 hPa 20 days
fromu60N . 0m s
21
Seviour et al. (2013) MOM Dec–Mar Centroid latitude , 668N
(displacements) Aspect
ratio . 2.4 (splits)
508–908N 10 hPa 30 days
aWe herein adopt the Limpasuvan et al. (2004) criterion, according to which the temperature difference has to be positive for at least 5
days within the period from 10 days before to four days after the first day of wind reversal. Note that U&T is basically the WMO
definition with some added specifications.
b See text for details.
c The SZI index is calculated as the PC1 of the daily ZMZWarea-weighted anomalies at 50 hPa, north of 208N and fromOctober to April.
The resulting PC1 is then standardized for the same period and low-pass filtered with a cutoff value of 15 days. The midpoint since the
15-day low-passed SZI drops below 21 standard deviation and raises again above 21 standard deviation is the detection date in the
original definition.We take instead the first day when the 15-day low-passed SZI drops below21 standard deviation (see text for details).
d The onset date is defined when the temperature anomaly becomes maximum.
e For each day, the ZMZW tendency, Ut, is constructed from centered running means as the difference between two seven-day mean
values spaced by eight days. The onset date is the day with the largest deceleration among those below 22m s21 day21.
f The area-weighted zonal mean temperature north of 808N is first computed at 10, 20, and 30 hPa. The warming rate is computed at each
level. The onset date occurs when the warming rate at 10 hPa is maximum as long as it exceeds 20K per 6-day period in one of the three
levels. If the criterion is only satisfied for one day at 10 hPa the event is discarded.
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The first category of methods shown in Fig. 1 includes
those based on imposed thresholds over absolute fields.
Within this group, and similar to the WMO’s definition
of major SSWs (U&T; see acronyms for the eight
methods listed in Table 1), many authors consider ex-
clusively the 10-hPa ZMZW reversal at 608N to di-
agnose the occurrence of SSWs (e.g., Charlton and
Polvani 2007; Matthewman et al. 2009; U60). There are
also more sophisticated methods such as those based
on vortex moments (e.g., Waugh and Randel 1999;
Hannachi et al. 2011). In particular, Mitchell et al.
(2011) perform elliptical diagnoses of the polar vortex
through potential vorticity (PV) fields to diagnose
SSWs, and this methodology has been recently adapted
to 10-hPa geopotential height input data, yielding sim-
ilar results (Seviour et al. 2013; MOM).
Definitions based on relative fields appear in the right-
hand side of Fig. 1. These methods do not distinguish
between major and minor SSWs and can, in turn, be
classified into two groups, depending on whether the
departure fields are defined as 1) anomalies with respect
to a climatological long-term mean or 2) rates of change
(i.e., tendency), computed as the difference between two
consecutive short-term periods, ranging from one day
to one week. The first group of definitions considers
methods that impose thresholds on the anomaly field
(e.g., Yoden et al. 1999; Thompson et al. 2002; Taguchi
and Hartmann 2005; Tanom) and those based on prin-
cipal component analysis (PCA). Among those in-
volving PCA, Baldwin andDunkerton (2001; EOFz) use
the northern annular mode (NAM) index, defined as the
projection of the geopotential height anomalies at 10hPa
onto the first empirical orthogonal function (EOF)
pattern. Similar to Kodera et al. (2000), Limpasuvan
et al. (2004; EOFu) employ the stratospheric zonal index
(SZI), which is defined as the first principal component
(PC1) of the ZMZW latitudinal distribution at 50 hPa,
while Blume et al. (2012) use the PC1 of the 10-hPa
polar cap temperature. Methods based on short-term
tendencies include the definition of Nakagawa and
Yamazaki (2006; Trate), which sets a minimumwarming
rate at several pressure levels, and that ofMartineau and
Son (2013), employing the NAM index tendency at
10 hPa to identify SSWs. Finally, Kodera (2006; Urate)
demands a minimum deceleration rate of the 10-hPa
ZMZW over the polar cap.
It is therefore clear that these methods differ not only
in the basic field employed to detect SSWs, but also in the
data treatment (zonalmeans, anomalies, etc.), the specific
region of the polar stratosphere considered (i.e., a given
latitude or the polar cap average, the vertical level cho-
sen), and the different nature of the events (i.e., minor,
major, and final warmings). Some of these issues have
been noticed by Butler et al. (2015), who found differ-
ences in the total frequency of the events resulting from
small changes in the demanded criteria. Most of the
methodologies have been applied to reanalysis data, and
some differences have also been obtained for different
reanalysis products, revealing that the specific reanalysis
can be an additional source of discrepancy. In fact, dif-
ferent reanalysesmay involve time lags in the detection of
the same event and different frequencies of occurrence
FIG. 1. Review of SSWdetectionmethodologies.Methods are classified according to the nature (absolute and relative
fields) and the specific diagnostic applied in the detection (colored boxes). The color indicates the field used to identify
the events: geopotential height (blue), zonal-mean zonal wind (green), and temperature (red). (See text for details).
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(e.g., Charlton and Polvani 2007) and hence potential
differences in the SSW signatures.
The aim of our study is to perform a systematic com-
parison of the SSW definitions used in the literature in
reanalysis datasets.Wehave applied the originalmethods
(or slightly modified versions, for the sake of fair com-
parisons) to three different reanalyses over the same time
period (section 2). To assess whether the SSW signatures
are sensitive to the chosen definition, an intercomparison
exercise is performed among all methods, focusing on the
intraseasonal and decadal distributions of events (section
3a), the SSW characteristics in the middle stratosphere
(section 3b), the downward propagation anomalies, and
the surface signals before and after events (section 3c).
Conclusions are presented in section 4.
2. Data and methods
We have used daily mean data from 1958 to 2014 from
the NCEP–NCAR (Kalnay et al. 1996), the JRA-55
(Ebita et al. 2011) and the ERA (ERA-40 for 1957–2002
plus ERA-Interim for 2002–14; Uppala et al. 2005; Dee
et al. 2011) reanalyses. All datasets were first in-
terpolated to a common regular grid of 2.58 3 2.58 spatial
resolution. The basic fields computed in this study in-
clude zonal means of temperature, zonal wind, and geo-
potential height at various vertical levels, as required
from the different definitions of SSWs. In addition,
mean sea level pressure (MSLP) anomalies and several
products were derived at daily time scales. They include
the zonal mean meridional eddy heat flux y0T 0 at 100hPa
averaged over 458–758N (where the overbar indicates
the zonal mean and the primes deviations from it) and
the NAM index. To calculate this index we use the daily
anomalies of the zonal mean geopotential height north
of 208N for the entire year. Then, we perform a PCA for
each pressure level separately, and the resulting PC1
(standardized for the whole year) is taken as the NAM
index. In all the results presented here, latitudinal av-
erages are always weighted by the cosine of latitude, and
anomalies are computed with respect to a daily-based cli-
matology over the 1958–2014 period. Different ways
of merging ERA data products were tested, all leading
to similar results. An additional comparison of the
ERA-40 and ERA-Interim reanalyses for their common
period (1979–2002) revealed negligible differences in
the results of this study.
We have used eight definitions of SSWs (see Table 1),
which are considered representative of all of those
shown in Fig. 1: U&T, EOFz, EOFu, Tanom, Urate,
Trate, U60, and MOM. The detection of SSWs has been
carried out by applying the original definitions given in
the corresponding papers for the three reanalyses
(except MOM, for which the onset dates of SSWs in
ERA were directly provided by the authors). Although
the WMO distinguishes between major and minor
SSWs, we only used its definition for major events since
the inclusion of minor warmings led to a dispropor-
tionate number of SSWs as comparedwith the rest of the
methods. We are aware that the U60 and U&T defini-
tions can be considered redundant as they both are based
on the reversal of the ZMZW at 10hPa. However, the
U&T definition additionally requires a reversal of the
temperature gradient, and, given the popular use of these
definitions, we decided to include both in our analysis.
Note also that all methods except Urate demand a min-
imum time interval between consecutive events that
ranges from 20 to 60 days. The Urate definition instead
picks for each winter the event with the largest wind de-
celeration among those satisfying its criteria, so only one
event per winter can be detected.
The dates of detection of SSWs will be referred to
hereafter as onset dates. In some methods, the onset
corresponds to the day with the largest value of the
diagnostic parameter, while in others it is defined as the
first time the required conditions are satisfied. In this
regard, some minor modifications were introduced in
some original definitions to provide a fair comparison
across methods. EOFu required a readjustment in the
definition of the onset dates of SSWs since there was a
systematic lag of about 20 days in the dates of the
events in comparison with the other methods. This is
not surprising, since in their original study, Limpasuvan
et al. (2004) already denoted the beginning of the SSW
as the [237,223]-day period before the detection date.
This is the midpoint between the day when the SZI
exceeded 21 standard deviation and the day when the
SZI returned to values below that threshold. However,
this methodology depends on the persistence of the
event and hence it can depart considerably from the
timing used in the other definitions (the beginning or
the peak of the anomalous period). Thus, in our study,
and for the EOFu definition only, we settled the onset
of the warming as the first day the SZI becomes lower
than 21 standard deviation, which yields results more
comparable with the other methods. In the case of
EOFz, we followed the methodology described by
Baldwin and Dunkerton (2001), although we have
taken unfiltered data for the entire year. In addition,
zonal mean geopotential height anomalies have been
used to obtain the first EOF, instead of the full 2D field
that was employed in the original study, as recom-
mended later by Baldwin and Thompson (2009).
U60 is the only method that explicitly defines final
warmings as those for which the ZMZW does not return
to westerlies for at least 10 consecutive days before
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30April.We have applied this criterion to all methods in
order to identify and exclude these events from our
analyses. Note that Tanom and Urate do not need this
consideration because their period of detection ends in
February. Table S1 in the supplementary material
(available online at http://dx.doi.org/10.1175/JCLI-D-
15-0004.s1) lists the SSWs identified by the different
definitions, with events in bold indicating final warm-
ings. Note that there are SSWs that are detected by
several methods, albeit with different onset dates. These
events will be hereafter referred to as common events,
and appear in the same row of the table. For all defini-
tions, events reaching the wind reversal (according to
the U60 definition) are denoted as major SSWs. The
remaining events will be classified as minor SSWs, even
if they do not satisfy the WMO temperature gradient
condition. However, similar results are obtained if the
minor warming group only includes those events that are
catalogued as such by the WMO. A separated analysis
betweenmajor andminor SSWs will be performed when
indicated. Otherwise, all events in Table S1 except final
warmings will be considered.
Note that our study does not classify the events with
respect to either the spatial structure of the stratospheric
polar vortex (i.e., vortex splits and displacement SSWs)
or the preconditioning of the polar vortex (i.e., events of
wavenumber 1 and 2). This is because there is not a
unique criterion to perform these classifications. For
example, Charlton and Polvani (2007) and Mitchell
et al. (2011) have their own criteria to classify SSWs into
splitting/displacement events, and discrepancies in the
classification of their common events were reported in
the latter (Mitchell et al. 2011, their Table 1). Addi-
tionally, the split/displacement catalogue is sensitive to
the reanalysis product (Charlton and Polvani 2007, their
Table 1). Consequently, the arrangement of SSWs by
their type is not consistent across reanalyses and
methods, and would add unnecessary complexity to the
intercomparison exercise.
In the following analyses, two types of composites will
be used. The first is an SSW-based composite, which is
specific for each definition according to its detected
events. All SSWs are included in the composites of each
method, regardless of its winter period, unless otherwise
stated. Our results hold when the analysis is performed
over the December–February period (common to all
definitions). The second is a multimethod mean (MMM),
constructed from the SSW-based composites of all
methods derived from the first type. Similar results were
obtained using other compositing approaches that mini-
mize the influence of outliers (e.g., scaled composites
weighted by the standard deviation). The standard de-
viation of a SSW-based composite (intramethod spread)
will be denoted as s, while sM will indicate the inter-
method spread associated to the MMM. To assess the
statistical significance of the first type, we compute a
Monte Carlo test of 1000 samples with the same number
of cases as in the composite. In each sample, the days and
months of the selected cases are fixed to those of the
original SSW onset dates and only the years are chosen
randomly. The signal is statistically significant when the
corresponding value in the SSW-based composite is
outside of the 5th to 95th percentiles of the Monte Carlo
distribution. The robustness of the MMM signal is as-
sessed by computing the percentage of methods that
agree on the sign and significance. The SSW signal is
considered robust across definitions when the agreement
is higher than 75%.
3. Results
Our analyses have been performed on the eight se-
lected definitions and applied to ERA, JRA-55, and
NCEP–NCAR reanalysis data for the 1958–2014 pe-
riod. We have chosen these three datasets because they
are the only ones that include stratospheric data and
extend back beyond 1979. While for several methods
we have identified differences across datasets in the
exact dates of SSW occurrence or even in the number of
the detected SSWs, a pairwise t test comparison of the
reanalysis results for the decadal frequency of SSWs
revealed no significant differences at the 95% confi-
dence level in any of the methods analyzed in this
study. In addition, the results shown later are not sen-
sitive to the reanalysis product, and hence the conclu-
sions of this paper are not affected by the reanalysis
used, which is in agreement with Martineau and Son
(2010). Given that one of the methods is only available
for the ERA datasets, we will only show results from
this reanalysis, unless otherwise stated. Some of the
corresponding results for the JRA-55 and NCEP–
NCARdatasets can also be found in the supplementary
material. Further comparison among reanalysis prod-
ucts will be included in the ongoing Stratosphere–
Troposphere Processes and Their Role in Climate
(SPARC) Reanalysis Intercomparison Project (S-RIP)
report (http://s-rip.ees.hokudai.ac.jp/).
a. Time distribution
The MMM frequency of SSWs is 6.7 events per de-
cade, although there is considerable variability among
definitions. Trate and Urate show frequencies larger
than 9 events per decade because they detect a large
number of events that are catalogued asminor warmings
(Table S1). On the contrary, MOM and EOFz show the
lowest frequencies (;5 events per decade). This is
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related to the highly demanding threshold imposed on
the NAM index in EOFz, and to the MOM tendency to
capture many events in March, some of which were
catalogued as final warmings (Table S1) and excluded
from our analysis, as explained in section 2. To test
whether the SSW frequencies are significantly different
across methods, we have performed a pairwise com-
parison of the mean decadal frequencies. A t test re-
vealed that 11 out of a total of 28 possible combinations
were significantly different at the 95% confidence level.
A binomial test was applied to assess collectively the
significance of these differences, indicating that the
probability of obtaining this result by chance is lower
than 1%. Thus, the SSW frequency depends on the
chosen definition (at 99% confidence level).
Figure 2 shows the monthly frequency distribution of
SSWs for the eight different methods. The black line is
the MMM, and the gray shading denotes the corre-
sponding 2-sM interval. We restricted the analysis of
Fig. 2 to the December–March period, which is covered
by all methods except Urate and Tanom, whose analysis
ends in February. Some methods also include October
(EOFu and Trate), April (EOFu, U&T, and EOFz) or
even May (Trate). However, no SSWs were detected
later than March or earlier than November, and for the
period of study only EOFu found a considerable number
of SSWs in November, which partially results from our
redefinition of the onset dates (see section 2). In the
remainder of the paper, all SSWs will be included, re-
gardless of the winter period defined by each method.
Figure 2 shows similar distributions of SSWs, with the
largest frequency in January in most definitions, except
for Trate and EOFu. To evaluate the degree of de-
pendence of the monthly distributions of events on the
specific method, an analysis of variance (ANOVA;
Wilks 2011) has been performed. This test is based on
the comparison of the variance within two groups (e.g.,
the methods and the seasonal distribution) with the total
variance. The ratio of these variances is given by the F
factor, whose distribution follows a Fisher’s F. Then,
assuming the null hypothesis of similar population
means within groups, the F factor is evaluated under an
F test, thus determining whether the seasonal distribu-
tion depends or not on the method used. According to
the ANOVA test, there is a significant seasonal vari-
ability in the occurrence of SSWs, which is statistically
indistinguishable across methods at the 95% confidence
level. This means that the seasonal cycle of SSWs is in-
dependent of the chosen method.
The decadal distribution of SSWs from 1960 to 2009 is
shown in Fig. 3. In this case, the ANOVA test reveals
that there is a significant amount of decadal variability
associated with the occurrence of SSWs, but its decadal
distribution does depend on the definition employed (at
FIG. 2. Total monthly mean frequency distribution of SSWs for the 1960–2009 period. Color
bars represent the number of events detected by each method (see legend). The black line
represents the multimethod mean monthly frequency and the gray shadow denotes the62-sM
interval across methods. Gray squares (circles) indicate the corresponding values for the
NCEP–NCAR (JRA-55) reanalysis.
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the 95% confidence level). EOFz and EOFu have the
lowest decadal variability in their distributions, while
U&T and U60 show the largest variances, with a pro-
nounced minimum in the 1990s. The latter is in agree-
ment with relatively cold stratospheric conditions
(Naujokat and Pawson 1996) and fewer occurrences of
wind reversals at 608N during the 1990s (Butler et al.
2015). Interestingly, methods based on other diagnostic
variables (e.g., Tanom) or methodological approaches
(e.g., Urate and Trate) do not display anomalously low
frequencies of SSWs in the 1990s. Thus, the widely re-
ported drop in the occurrence of SSWs during the 1990s
is not significantly different from the behavior in other
decades when definitions other than U&T or U60 (i.e.,
major warmings) are used, and hence it must be con-
sideredmethod dependent. Asmethods includingminor
SSWs do not show lower frequencies in the 1990s, this
result also implies a near-normal occurrence of minor
warmings in this decade. Similar results are obtained for
the seasonal and decadal distribution of SSWs inNCEP–
NCAR and JRA-55 reanalyses (Figs. 2 and 3).
b. Characteristics of SSWs
1) LIFE CYCLE
To assess the performance of themethods in capturing
the main signatures of SSWs in the polar stratosphere
and their temporal evolution, we have computed com-
posites of different diagnostic variables for each day of
the [240, 40]-day period around the SSW onset (Fig. 4).
Figure 4a shows the daily evolution of the 10-hPa
ZMZW at 608N for each definition. While U&T,
EOFz, and U60 cross the 0m s21 threshold near the
onset, Tanom, Trate, Urate, EOFu, and MOM do not
reach the wind inversion, although the latter two remain
close to it. However, when the 10-hPa ZMZW is ana-
lyzed at higher latitudes (e.g., 658N), EOFu and MOM
do cross the zero wind line, indicating certain latitudinal
dependence of the ZMZW reversal (not shown).
Several methods display the minimum ZMZW some
days later than the others (Fig. 4a). This time lag among
definitions is also clearly seen in the composites of wind
tendency (Fig. 4b) and the intensity of the warming
(Fig. 4c), particularly for those methods based on short-
term tendencies (Urate, Trate). The maximum wind
deceleration (Fig. 4b) occurs some days before the SSW
onset except inUrate and Trate, for which it peaks at the
time of the SSW, as expected from their tendency-based
approach to establish the onset dates. In addition to the
different diagnostics used in the detection, the time lags
are also influenced by the specific criterion adopted to
set the onset day. While some definitions consider the
onset date as the crossing-threshold day, others use the
day when the polar vortex is more perturbed. All this
FIG. 3. As in Fig. 2, but for the total decadal distribution of events from the 1960s to the 2000s
(only complete decades are shown). Numbers next to the legend show the average decadal
frequency of SSWs for each method with its interdecadal standard deviation in parentheses.
Gray squares (circles) indicate the corresponding values for the NCEP–NCAR (JRA-55)
reanalysis.
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explains why common events can be detected at differ-
ent times of their life cycle in different methods (see
Table S1). Note also that, for all definitions, the mini-
mum in wind tendency occurs before the minimum
ZMZW (Fig. 4a) and the largest warming (Fig. 4c). This
is in agreement with theoretical expectations, as the
minimum in the wind tendency is related to the strong
wave dissipation in the polar stratosphere preceding the
breakdown of the polar vortex (e.g., Andrews et al. 1987;
Kodera 2006). Similarly, for all methods, the amplitude
of the maximum warming is in good agreement with the
magnitude of the wind deceleration (cf. Figs. 4b and 4c),
as expected from the thermal wind balance.
The NAM index presents a minimum around the
onset date in all methods (Fig. 4d). Overall, the evolu-
tion of the NAM index is very similar to that of the
ZMZW. Thus, some methods place the minimum NAM
value some days later than the detection of the event,
and those that show the strongest easterly winds
(Fig. 4a) also show the largest (negative) NAM values.
In particular, the definitions that impose a wind reversal
(U&T and U60) reach NAM index values around 23
and show a similar behavior to EOFz, which identifies
SSWs from a NAM index crossing threshold.
The overall comparison of all metrics shown in Fig. 4
reveals that the life cycle of the SSWs detected by
EOFu displays weaker signatures than those reported
by the other methods. As this is the only method based
on data at 50 hPa (Table 1), we recomputed the life
cycle composites by applying the EOFu definition at
10 hPa. In that case (not shown), the results displayed
much better agreement with the other methods. This
implies that the level chosen to detect SSWs can in-
fluence the life cycle of SSWs.
2) DYNAMICAL BENCHMARKS
Charlton and Polvani (2007) defined some bench-
marks for SSWs based on time-averaged parameters
around the SSW onset dates and they have been used in
other studies (e.g., de la Torre et al. 2012) to validate the
models’ performance to reproduce SSW characteristics.
However, the temporal windows for the calculations
FIG. 4. Composites of different diagnostics at 10 hPa for the SSWs’ life cycle: (a) zonal mean zonal wind (m s21),
(b) time tendency of the zonal mean zonal wind area-weighted over 508–708N (m s22), (c) zonal mean temperature
anomalies area-weighted over 608–908N (K), and (d) the NAM index (in standard deviation units). Each color line
denotes a differentmethod (see legend in the top left panel). The abscissa denotes time (in days) since the SSWonset.
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were subjectively chosen according to the onset dates of
the U60 definition and are not necessarily compatible
with other methods included herein. To compare the
different benchmarks across definitions, in our study,
the time intervals have been modified to avoid biasing
the results toward certain methods. Thus, we con-
structed the following benchmarks: 1) the amplitude of
the SSWs in the midstratosphere, defined as the maxi-
mum 10-hPa warming rate over 508–908N and for the
[220, 20]-day period relative to the onset date of the
SSW; 2) the maximum 10-hPa ZMZW deceleration rate
at 608N for the [220, 20]-day period of the SSW; 3) the
amplitude of the SSWs in the lower stratosphere, de-
fined as in 1) but at 100hPa; and 4) the troposphere–
stratosphere coupling, as measured by the maximum
anomaly of the zonal mean meridional eddy heat flux
averagedover (45–75)8Nat 100hPaduring the [230, 0]-day
period (i.e., an indicator of the upward propagation of
tropospheric Rossby waves preceding SSWs). To avoid
assigning short-lasting (i.e., daily) values to the bench-
marks, the rating changes defined in benchmarks 1–3 are
calculated as centered differences of 7-daymean periods
separated by 8 days. As the time lags among the onsets
of common events are usually lower than 30 days, this
procedure also ensures that the same value of the
benchmark is taken for common events, regardless of
the definition employed in the detection.
To investigate the downward propagation of the
SSW signatures through the lower stratosphere, a new
benchmark has also been constructed. It accounts for
the relative number of SSWs (with respect to the total
number of SSWs) that display a sizable NAM signal
response through the middle to the lower stratosphere
and will be referred to as the ratio of propagating
SSWs. These events have been identified by tracking
negative NAM values in a time–height cross section
from 10 hPa to the lower stratosphere. Our criterion of
propagation is that the NAM value stays equal to or
lower than 20.5 standard deviations as we descend in
the stratosphere. We start by searching for the latest
day (after the SSW onset) when the NAM value cri-
terion is satisfied at 10 hPa. Then, for the so-detected
day we move down to the following pressure level.
From this point, we step forward (or backward) in time
searching for the latest day with NAM values reaching
that threshold. This procedure is repeated until
200 hPa; if at this level the criterion is satisfied at least
10 days after the onset, the event is considered as a
propagating SSW. The 20.5 standard deviation value
was chosen as a threshold because it provides an upper
limit to the significant signal of the NAM composites
(shown later in Fig. 6). Qualitatively, the results do not
vary substantially if similar thresholds are used instead.
Note that a propagating event is not required to reach
the troposphere.
Figures 5a–d show the SSW-based composites of
each benchmark computed for each of the eight
methods (colored squares) with their 62-s levels, to-
gether with the MMM (black circle) and the associated
62-sM interval. The most outstanding result is the
large dispersion of values within methods, which
highlights a strong case-to-case variability for all defi-
nitions. These within-method changes are much larger
than the intermethod spread, making the differences in
the dynamical benchmarks among methods not sta-
tistically significant. The overall good agreement of
benchmarks across methods confirms that the method
discrepancies observed in Fig. 4 can be largely allevi-
ated by accounting for the lags in the times of detection
(as done in Fig. 5).
Even though the differences in the benchmarks
are not significant, EOFu shows the smallest SSWs
amplitudes (Fig. 5a) and wind deceleration rates
(Fig. 5b) in the midstratosphere and the largest
warming in the lower stratosphere (Fig. 5c). Again,
this is related to the choice of 50-hPa data for the
detection of SSWs (not shown). Interestingly, the
signal-to-noise ratio (MMM/sM) for the SSW ampli-
tude at 10 hPa is around 5 times larger than at 100 hPa
(Figs. 5a,c). This indicates an increasing intermethod
spread of the benchmarks toward the lower strato-
sphere, and suggests that discrepancies among
methods in the SSWs signatures increase as we move
down from the level of detection.
Figure 5e shows the relative number of propagating
SSWs detected by each method. On average, nearly
70% of the SSWs are propagating events. There is
agreement between the two definitions that explicitly
demand ZMZW reversal (i.e., U&T and U60) but al-
though they only include major warmings, they show
lower ratios of propagating SSWs than EOFz and
EOFu. This agrees with Baldwin and Thompson (2009),
who showed that NAM-like indices can lead to stronger
stratosphere–troposphere coupling than SSWs based on
ZMZW reversal at 608N. On the other hand, there is
large variability in the number of propagating events
among themethods with the largest percentage of minor
warmings (i.e., Tanom, Trate, and Urate). This may in-
dicate discrepancies in the propagating behavior of mi-
nor SSWs. Note, however, that benchmarks are affected
by a large dispersion in all methods, which makes it
difficult to establish robust conclusions based solely on
the mean values of these diagnostics. Thus, in the next
section, we will analyze in more detail how major and
minor SSWs contribute to the discrepancies in the re-
sulting tropospheric signal and surface impacts of SSWs.
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c. Downward propagation signal and surface effects
of SSWs
1) DOWNWARD PROPAGATION
The downward propagating signal of the SSWs can
be better illustrated by computing the cross-section
SSW-based composite of the NAM index for the [290,
90]-day period around the onset dates of the SSWs, as
shown in Fig. 6 for each of the eight methods. All
definitions show the typical ‘‘dripping paint’’ pattern of
the NAM illustrated by Baldwin and Dunkerton
(2001), with persistent negative NAM values propa-
gating downward after the occurrence of SSWs. How-
ever, not all the methods show this stratosphere–
troposphere coupling with equal intensity. The stron-
gest tropospheric NAM response is found for EOFz
and EOFu. As mentioned above, this is very likely re-
lated to the NAM-based definition of EOFz, and a
similar reasoning could be sustained for EOFu, as both
definitions account for the first mode of variability in
the winter stratosphere. However, the level used in
EOFu to detect SSWs (50 vs 10 hPa) also plays an im-
portant role in modulating the tropospheric response.
In fact, when the EOFu procedure is applied at 10 hPa,
the downward signal weakens (not shown). In addition,
these two methods are those showing the largest ratios
of propagating events into the lower stratosphere
(Fig. 5e). This could indicate a relationship between the
ratio of propagating events and the amplitude of the
tropospheric response. However, this behavior is not
observed in methods with a large fraction of minor
warmings (see Fig. 6). For example, Tanom shows a
high ratio of propagating events into the lower strato-
sphere (70%) but the tropospheric response is one of
the weakest (together with Urate and Trate; cf.
Figs. 6d–f). One possible explanation could be that the
largest relative frequency of minor SSWs in these
methods is weakening the NAM signal observed for the
other definitions. This possible influence of minor
SSWs will be analyzed later.
To evaluate the level of agreement among methods,
Figs. 7a and 7b show the MMM composite of the NAM
signal (computed from panels of Fig. 6) and the inter-
method spread, respectively. Despite the considerable
dispersion of NAM values around the onset date of
SSWs, the MMM displays a robust downward propa-
gating NAMpattern in the stratosphere across methods.
On the contrary, there are substantial differences among
methods in the significance and even the sign of the
NAM response in the troposphere, as reflected by the
reduced multimethod agreement therein (cross-hatched
areas in Fig. 7a). The intermethod spread in the NAM
FIG. 5. SSW-based composites of dynamical benchmarks for the
different methods (colored squares; see legend) and the corresponding
62-s interval (whiskers): (a) maximum 10-hPa warming rate area-
weighted over 508–908N(inK), (b)maximum10-hPa zonalmean zonal
wind deceleration rate at 608N (in ms21 day21), and (c) maximum
100-hPawarming rate area-weighted over 508–908N(inK). For (a)–(c),
daily rates are computed as centered differences of 7-daymean periods
and the maximum value is chosen over the [220, 20]-day interval
around the onset date. Also shown are (d) maximum 100-hPa y0T 0
anomaly area-weighted over 458–758N in the [230, 0]-day period be-
fore the onset date (in K ms21) and (e) percentage of propagating
events into the lower stratosphere (relative to the total number of
SSWs), with numbers showing the absolute number of propagating
events (see text for details). Black circles and the associated whiskers
are themultimethodmean (MMM)of eachbenchmark and the62-sM
interval among methods, respectively.
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values around the day of detection in the stratosphere
(Fig. 7b) is largely due to discrepancies in dating the
SSWs. To illustrate this, we have readjusted all the SSW
onsets to the date of minimum NAM index at 10 hPa.
Thus, for every event, the onset is reassigned by
searching the day with the minimum NAM value in a
temporal window from 10 days before the earliest de-
tection to 10 days after the latest detection among
methods. This condition is applied to all SSWs, not only
to common events. The MMM composite with the
readjusted dates (Fig. 7c) shows stronger signals and
better agreement across methods, as shown by the in-
termethod spread sM (Fig. 7d), which is now largely
reduced. To test the robustness of these results to the
reanalysis product, we have repeated theMMManalysis
using the NCEP–NCAR and JRA-55 data products
(Fig. S1). Despite the weaker signal in the NCEP–
NCAR MMM, the three reanalyses show a robust
downwardNAMpropagation acrossmethods. From this
point, all the analyses will be performed using the
readjusted onset dates. Next, we evaluate to what extent
major and minor events contribute to the discrepancies
among methods, as previously suggested. To do so, we
have computed the MMM and intermethod spread for
major and minor events separately. The downward
propagation of major SSWs (Fig. 7e) shows a similar
picture to the MMM of all events, but the NAM signals
around the onset and the tropospheric response are
FIG. 6. Time–height composites of the northern annularmode (NAM) index (in standard deviation units) for SSWs
events detected by (a) U&T, (b) EOFz, (c) EOFu, (d) Tanom, (e) Trate, (f) Urate, (g) U60, and (h)MOM. Numbers
next to the titles indicate the relative frequency of major SSWs (with respect to the total number of events) detected
by each method. Solid (dashed) lines denote positive (negative) NAM values. The abscissa denotes days relative to
the SSW onset date. The red horizontal line highlights the 200-hPa pressure level (approximately the extratropical
tropopause). Horizontal (vertical) hatched areas indicate negative (positive) anomalies that are statistically signif-
icant at the 95% confidence level according to a 1000-trial Monte Carlo test.
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stronger and more robust. Moreover, the intermethod
spread sM (Fig. 7f) is noticeably reduced as compared to
that of all SSWs (Fig. 7c). For minor warmings, the
MMM (Fig. 7g) displays a weak and short-lasting
downward propagation after the SSW onset, and large
discrepancies among methods, as indicated by sM
(Fig. 7h). In fact, the composites of minor SSWs for in-
dividual definitions show very different results (Fig. S2).
In particular, EOFz and EOFu display significant
propagation signals, albeit less persistent than that for
major SSWs, while the others show weak negative NAM
values around the onset, without clear downward
propagation. Therefore, the large rates of minor SSWs
in Tanom, Urate, and Trate can explain the weaker
NAM propagation signals found in their all-SSWs
composites.
Finally, the very small discrepancies (sM) among the
composites of major SSWs suggest that these events may
be detected by several methods and thus may be com-
mon events. Table 2 corroborates this hypothesis. It
reveals that the conditional probability of an event for
being major SSW grows with the number of methods
that capture it. Thus, if one event is detected by half or
more of the methods (i.e., 4 out of 8), the probability of
being a major SSW is ;88%. On the contrary, minor
SSWs are less prone to be common events. Therefore,
FIG. 7. (left)Multimethodmeans (MMMs) of the time–heightNAM index composites (in standard deviation units)
for (a) all SSWs, and (c),(e),(g) all, major, andminor SSWswith the readjusted onset dates (see text for details). Note
that U&T and U60 are not included in the minor SSW MMM. (right) Intermethod standard deviation (sM) of the
time–height NAM composites for (b) all SSWs, and (d),(f),(h) all, major, and minor SSWs with the readjusted onset
dates. Solid (dashed) lines denote positive (negative) NAM values. The abscissa denotes days relative to the SSW
onset date. The red horizontal line indicates the 200-hPa pressure level (i.e., approximately the extratropical tro-
popause). Hatched areas indicate regions where more of 75% of the methods agree in the sign and significance of the
NAM signal.
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given the inherent case-to-case variability of SSWs (see
section 3b), the inclusion of minor SSWs contributes
notably to the intermethod discrepancies in the zonal
mean tropospheric signals of SSWs, as minor events are
more likely to be exclusive of each method.
2) SURFACE IMPACT AND TROPOSPHERIC
PRECURSORS
Figures 8 and 9 show the MMMs of the MSLP
anomalies [5, 35] days after and [240,210] days before
the events, respectively. These time intervals were se-
lected according to the NAM composites of Fig. 7 and
the onset dates were readjusted as previously de-
scribed. However, and similar to the previous section,
the conclusions here remain if the original SSW onsets
are used, although the signal is not so strong (not
shown). The MMMs of major and minor SSWs are also
shown in Figs. 8 and 9 (middle and right panels, re-
spectively), together with their sM values (bottom
panels). Individual composites for each method are
shown in Figs. S3 and S4.
Overall, the MMM of MSLP after all SSWs (Fig. 8a)
shows positive anomalies over the polar cap and nega-
tive anomalies over Europe, in agreement with Fig. 7
and previous studies (e.g., Limpasuvan et al. 2004;
Charlton and Polvani 2007). However, high agreement
among methods is mainly restricted to the polar cap
only. This negative NAM pattern is more robust across
methods when including only major warmings (Fig. 8b),
and becomes weaker and not robust in the MMM of
minor SSWs (Fig. 8c). Similar to the downward propa-
gation of the SSW signals, the intermethod spread re-
veals better agreement across definitions in the major
warming signatures (Fig. 8e), since most of them are
common events, while the largest differences among
methods are associated with minor SSWs (Fig. 8f). In
fact, Fig. S3 indicates that there is not a unique response
pattern across definitions after minor SSWs. EOFz and
EOFu show similar NAM patterns after major and mi-
nor SSWs, albeit much weaker for the latter, consistent
with the results shown for the downward propagation of
the NAM signal. However, the other definitions display
different patterns after minor warmings, which vary
from method to method and show significant responses
over small regions only, thus revealing a strong method
dependence on the surface impact of these events.
Finally, we compare the MSLP precursor signal of
SSWs, computed for the [240, 210]-day period before
the onset dates (Fig. 9). The MMM shows negative
anomalies over northern North America and North
Pacific and positive anomalies in Eurasia and is quali-
tatively similar to that obtained in previous studies for
certain individual definitions (e.g., Limpasuvan et al.
2004; Cohen and Jones 2011). The MMM precursor
pattern of SSWs shows higher agreement across
methods than the MMM response to SSWs (Fig. 8a)
and is also robust when only major warmings are con-
sidered (Fig. 9b). However, the MMM precursor signal
of minor SSWs does not show a robust pattern (Fig. 9c),
in agreement with the large sM values (Fig. 9f). In ad-
dition, the discrepancies between major and minor
SSWs precursors are larger than those found for the
SSWs responses (mainly in the Atlantic). Note that
this result does not imply the absence of surface pre-
cursors for minor SSWs. Instead, Fig. S4 reveals sig-
nificant surface signals prior to minor SSWs, but these
are largely variable among methods, leading to a weak
agreement in the MMM. Again, this corroborates that
minor SSWs—those warmings that do not reverse the
circulation—are the main source of discrepancies
among the definitions.
4. Conclusions and discussion
In this study we have compared the occurrence of
SSWs and their signatures among eight different defi-
nitions of SSWs, using three reanalysis datasets.
Overall, the differences among reanalyses are much
smaller than those across definitions. More specifically,
no significant differences were found in the decadal
frequencies of SSW among ERA, NCEP–NCAR, and
JRA-55 reanalysis for any of the definitions, and the
conclusions shown here are fairly robust to the re-
analysis. Our main findings in the intermethod com-
parison are the following:
1) The mean frequency of SSWs is 6.7 events per
decade, but it is method dependent, with some of
TABLE 2. Probability of an event being a major/minor SSW given the number of methods that detect it. Each cell shows the conditional
probability (i.e., the number of major/minor events detected in n or more methods divided by the total number of events detected in n or
more methods). Note that for each n, the conditional probability for minor warmings is complementary to that of major warmings.
$2 methods
(9 events)
$3 methods
(15 events)
$4 methods
(7 events)
$5 methods
(3 events)
$6 methods
(24 events)
Major 0.66 0.69 0.88 0.96 1.0
Minor 0.34 0.31 0.12 0.04 0.0
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the definitions that consider minor warmings reach-
ing frequencies larger than 10 events per decade. All
methods show indistinguishable intraseasonal distri-
butions of SSWs at the 95% confidence level, with
the largest occurrence in January. In contrast, the
decadal variability of SSWs depends on the method.
Only definitions based on wind reversal at 608N show
significant minimum frequencies in the 1990s.
2) The temporal evolution of different variables in the
stratosphere through the SSW life cycle reveals lags
among some definitions. These time lags are due to
the use of different variables, approaches (instanta-
neous or rating changes values), and criteria adop-
ted for dating the onset (e.g., peak values or crossing
thresholds). These methodological issues involve
different events and detection dates across defini-
tions. In particular, methods based on wind and
temperature rates tend to detect SSWs earlier than
the others. Nevertheless, these lags are not a major
issue and can be easily corrected by readjusting the
onset dates (e.g., by redefining the onset as the day
of minimum NAM index in a given time interval
around the detection).
3) The mean values of the SSW dynamical benchmarks
are not statistically different across definitions due to
large case-to-case variability within methods. Al-
though the multimethod agreement decreases for
lower stratospheric benchmarks, the intramethod
variability is still larger than the intermethod spread,
which highlights the strong differences among events
for a given definition.
4) One of the methods included herein (i.e., EOFu) is
based on data at 50 hPa, instead of the traditional
10-hPa level included in the other definitions. Using
this lower level leads to discrepancies with other meth-
ods in several SSW features. This suggests that the
FIG. 8. (top)Multimethodmeans (MMM)of themean sea level pressure (MSLP) anomalies (in hPa) for the [5, 35]-day
period after (a) all, (b) major, and (c) minor SSWs. (bottom) Intermethod standard deviation (sM) of the MSLP
composites for (d) all, (e) major, and (f) minor SSWs. Values between 20.5 and 0.5 are unshaded. Hatched areas
indicate regions wheremore of 75%of themethods agree in the sign and significance of theMSLP signal. Results are
shown for the readjusted onset dates.
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chosen level for the detection plays a role inmodulating
the SSW signatures.
5) All methods show a significant downward propagation
of the negative NAM signal from 10hPa to the lower
stratosphere, persisting therein for more than 45 days
after the SSW onset. However, not all methods show
the same level of stratosphere–troposphere coupling.
The strength of the coupling, as measured by the
NAM index, is affected by the relative frequency of
minor SSWs (with respect to the total number of
events) detected in each definition. Overall, methods
with larger ratios ofminor SSWs involveweakerNAM
propagating signals.
6) Minor SSWs are also the main source of uncertainty
in the precursor and response signals of SSWs at the
surface. In contrast, major SSWs show significant
NAM-like patterns at the surface that are robust
across definitions, since they aremore likely detected
by most methods.
Therefore, any of the definitions analyzed here
would be equally suitable for further research on the
seasonal cycle, dynamical benchmarks, and life cycle
of SSWs. However, the decadal variability of SSWs is
sensitive to the chosen definition, which calls for
caution in studies of low-frequency variability and
trends of SSWs. There are also substantial differences
among methods in the tropospheric signal before and
after SSWs, with the relative frequency of minor
SSWs being an important source of discrepancy. This
indicates that only major warmings in which wind
reverses its sign should be considered to obtain ro-
bust results. This is particularly relevant when SSW
occurrence is used to improve winter weather pre-
dictability or to explore tropospheric precursors
of SSWs.
Since a discussion on a new SSW definition is un-
dergoing (Butler et al. 2014), the results presented here
lead us to suggest the following recommendations,
which may contribute to the decision making:
d Revision of the vertical level of detection. We have
found that the pressure level used to detect SSWs
plays a role in modulating the downward propagation
FIG. 9. As in Fig. 8, but for the [240, 210]-day period prior to events.
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signal, with 50 hPa leading to stronger responses in
the troposphere than the traditional 10-hPa level.
While this may argue for choosing the lower level,
our view is that the detection of the SSW should be
independent of its impacts. On the other hand,
previous studies have shown that 10 hPa may not
be the most suitable level to define SSWs because of
potential artifacts at this specific level associated
with the incorporation of satellite data in reanalyses
extending back beyond 1979 (Gómez-Escolar et al.
2012, and references therein) and hence it should be
revised.
d Revision of the latitude of detection. Previous analyses
(e.g., Butler et al. 2015) have shown that the SSW
detection performed by the wind-reversal methods
depends on the latitude chosen, and several alternatives
(658N or a latitudinal average) have been suggested.
We rather propose evaluating the ZMZW reversal
within a latitudinal range. This has the advantage of
assuring that the detection includes the polar vortex
edge, even in climate change scenarios andmodels with
vortex biases.
To test this methodology we have identified events
for which the 10-hPa ZMZW reversal occurs in at least
one of the latitudes between 558 and 708N (U5570
hereafter). The results obtained with this definition are
consistent with the MMM values found in this paper
and do not show outliers (see Fig. 10 and Fig. S5).
Similar to most of the methods explored here, the
minimum occurrence of major SSWs in the 1990s (as
found in U&T and U60) diminishes, and although the
frequency of occurrence in U5570 is comparable to
methods including minor warmings (e.g., Trate), the
new captured events show a major warming–like behav-
ior in the downward propagation signal, which is similar
to that shown by the definitions with the strongest
stratosphere–troposphere coupling (cf. Figs. 6 and 10a).
Additionally, the surface responses and precursors cap-
tured by U5570 show significant and coherent patterns,
similar to those depicted by the major MMM composites
(Figs. 10b,c).
d Minimizing minor SSWs detection. As shown in this
study, the specific variables and criteria adopted in the
FIG. 10. (a) As in Fig. 6, but for the U5570 method. Also shown are MSLP anomalies composites for (b) the
[5–35]-day period after and (c) the [240,210]-day period before SSW occurrence. Values of the MSLP anomalies
between20.5 and 0.5 are unshaded. Horizontal (vertical) hatched areas indicate negative (positive) anomalies that
are statistically significant at the 95% confidence level according to a 1000-trial Monte Carlo test.
6838 JOURNAL OF CL IMATE VOLUME 28
52
 
new definition might not be as relevant as long as it
keeps the detection of minor SSWs to a minimum.
Thus, efforts to define SSWs should aim to minimize
minor warming events.
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SUPPLEMENTARY MATERIAL 
Table S1: SSW onset dates according to the different methods. Dates in bold indicate 
final warmings (those events where the ZMZW becomes easterly but does not return to 
westerly for at least 10 consecutive days before 30 April, as in Charlton and Polvani 
(2007)). SSWs listed in the same row indicate the same event and are denoted as 
common events (See the main text for details).  
U&T EOFz EOFu Tanom Urate Trate U60 MOM 
12 Feb 1958 30 Jan1958 27  Jan 1958 8 Feb 1958 27 Jan 1958  5 Feb 1958 31 Jan 1958 - 
- 29 Nov 1958   26 Nov 1958 - - - - - 
- 22 Mar 1959 - - - 13 Mar 1959 - - 
17 Jan 1960 5 Jan 1960 30 Dec 1959   5 Jan 1960 4 Jan 1960 1 Jan 1960 17 Jan 1960 - 
- - - - - 26 Mar 1960 - - 
- 16 Dec 1960  - - - 8 Dec 1960 - - 
- -  20 Mar 1961 - 28 Feb 1961 4 Mar 1961 - 9 Mar 1961 
- - - 20 Feb 1962 - - - 30 Jan 1962 
- - - - - - - 7 Mar 1962 
28 Jan 1963 28 Jan 1963  6  Feb 1963 - 24 Jan 1963 21 Jan 1963 28 Jan 1963 - 
- 23 Mar 1964 22 Mar 1964 - - 28 Feb 1964 - 15 Mar 1964 
- - - - 5 Jan 1965 - - - 
- 16 Dec 1965   20 Nov 1965 - - - 16 Dec 1965 - 
23 Feb 1966 -  19 Feb 1966 - 28 Jan 1966 - 23 Feb 1966 26 Feb 1966 
7 Jan 1968 31 Dec 1967  5 Jan 1968   2 Jan 1968 1 Jan 1968 27 Dec 1967 7 Jan 1968 29 Dec 1967 
- -   22 Nov 1968 - - - 28 Nov 1968 - 
- - - - - 10 Mar 1969 13 Mar 1969 - 
26 Jan 1970 1 Jan 1970  18 Dec 1970 - 29 Dec 1969 28 Dec 1969 2 Jan 1970 5 Jan 1970 
18 Jan 1971 13 Jan 1971  15 Jan 1971 - 11 Jan 1971 7 Jan 1971 18 Jan 1971 15 Jan 1971 
21 Mar 1971 -  7 Mar 1971 - - - 20 Mar 1971 - 
- - - - 21 Feb 1972 20 Feb 1972 - 4 Feb 1972 
31 Jan 1973 31 Jan 1973 21 Feb 1973  29 Jan 1973 28 Jan 1973 26 Jan 1973 31 Jan 1973 - 
- - 20 Mar 1974 - 20 Feb 1974 23 Feb 1974 - 12 Mar 1974 
- - -  10 Jan 1975 1 Jan 1975 28 Dec 1974 - - 
- - 18 Mar 1975 - 26 Feb 1975 - - 16 Mar 1975 
- - - - - 27 Mar 1976 - 31 Mar 1976 
9 Jan 1977 25 Dec 1976  19 Dec 1976  21 Dec 1976 19 Dec 1976 17 Dec 1976 9 Jan 1977 7 Jan 1977 
- - - - - 7 Mar  1977 - - 
- - -  31 Jan 1978 - 27 Jan 1978 - - 
- - 28 Mar 1978 - - - - 25 Mar 1978 
- - 4 Dec 1978 - 21 Jan 1979 - - - 
22 Feb 1979 23 Feb 1979 -   7 Feb 1979 21 Feb 1979 3 Feb 1979 22 Feb 1979 18 Feb 1979 
17 Mar 1980 29 Feb 1980 - 28 Feb 1980 23 Jan 1980 25 Feb 1980 1 Mar 1980 - 
- - -  31 Jan 1981 24 Jan 1981 1 Feb 1981 - - 
- -  1 Mar 1981 - - - 4 Mar 1981 - 
4 Dec 1981 - - - 1 Dec 1981 - 4 Dec 1981 - 
- - -  27 Jan 1982 21 Jan 1982 21 Jan 1982 - - 
- - - - - 31 Mar 1982 - - 
- - -  28 Jan 1983 24 Jan 1983 20 Feb 1983 - - 
- - 18 Mar 1983  - - - - - 
1 Mar  1984 25 Feb 1984  10 Mar 1984 - 12 Jan 1984 17 Feb 1984 24 Feb 1984 25 Feb 1984 
55 
1 Jan 1985 30 Dec 1984  26 Dec 1984  31 Dec 1984 28 Dec 1984 26 Dec 1984 1 Jan 1985 25 Dec 1984 
- - - - 14 Feb 1986 13 Feb 1986 - 7 Jan 1986 
- - - - - - - 21 Mar 1986 
24 Jan 1987 23 Jan 1987  21 Jan 1987  18 Jan 1987 20 Jan 1987 19 Jan 1987 23 Jan 1987 20 Jan 1987 
8 Dec 1987 6 Dec 1987  1 Dec 1987 - 2 Dec 1987 18 Nov 1987 8 Dec 1987 10 Dec 1987 
14 Mar 1988 - - - 20 Feb 1988 7 Mar 1988 14 Mar 1988 - 
21 Feb 1989 19 Feb 1989  12 Mar 1989  12 Feb 1989 24 Jan 1989 8 Feb 1989 21 Feb 1989 - 
- - - 9 Feb 1990 7 Feb 1990 4 Feb 1990 - - 
- -  5 Feb 1991 28 Jan 1991 11 Dec 1990 17 Jan 1991 - - 
- - -  18 Jan 1992 11 Jan 1992 8 Jan 1992 - - 
- - - - - - - 22 Mar 1992 
- - - - 11 Feb 1993 - - - 
- 2 Jan 1994 30 Dec 1993  30 Dec 1993 29 Dec 1993 27 Dec 1993 - - 
- - - - - 24 Mar 1994 - - 
- - -  29 Jan 1995 19 Jan 1995 24 Jan 1995 - 2 Feb 1995 
- - - - - 20 Mar 1995 - - 
- - - - 13 Feb 1996 14 Feb 1996 - - 
- - 17 Nov 1996 - 12 Jan 1997 - - - 
- - 26 Dec 1997 26 Dec 1997 3 Dec 1997 17 Dec 1997 - - 
- 6 Jan 1998 - - - 30 Jan 1998 - - 
- - 30 Mar 1998 - - - - - 
15 Dec 1998 14 Dec 1998 12 Dec 1998 - 14 Dec 1998 11 Dec 1998 15 Dec 1998 15 Dec 1998 
26 Feb 1999 27 Feb 1999  27 Feb 1999  26 Feb 1999 23 Feb 1999 19 Feb 1999 26 Feb 1999 24 Feb 1999 
20 Mar 2000 - - - - 10 Mar 2000 20 Mar 2000 - 
- -   18 Nov 2000  20 Dec 2000 - 7 Dec 2000 - - 
11 Feb 2001 13 Feb 2001  4 Feb 2001 - 31 Jan 2001 25 Jan 2001 11 Feb 2001 15 Mar 2001 
31 Dec 2001 25 Dec 2001 29 Dec 2001  27 Dec 2001 23 Dec 2001 19 Dec 2001 31 Dec 2001 - 
18 Feb 2002 - - - 12 Feb 2002 11 Feb 2002 18 Feb 2002 21 Mar 2002 
18 Jan 2003 18 Jan 2003 -  31 Dec 2002 14 Jan 2003 26 Dec 2002 18 Jan 2003 17 Jan 2003 
- - - - - 28 Mar 2003 - - 
- 3 Jan 2004 30 Dec 2003  20 Dec 2003 16 Dec 2003 15 Dec 2003 5 Jan 2004 2 Jan 2004 
- - - - - - - - 
- - 15 Mar 2005 - 26 Jan 2005 20 Feb 2005 - 11 Mar 2005 
21 Jan 2006 21 Jan 2006 10Jan 2006  12 Jan 2006 21 Jan 2006 9 Jan 2006 21 Jan 2006 17 Jan 2006 
- - - - - 31 Dec 2006 - - 
24 Feb 2007 - - - 21 Feb 2007 20 Feb 2007 24 Feb 2007 - 
- - -  25 Jan 2008 22 Jan 2008 20 Jan 2008 - - 
22 Feb 2008 24 Feb 2008 - - - - 22 Feb 2008 18 Feb 2008 
25 Jan 2009 23 Jan 2009  25 Jan 2009 - 22 Jan 2009 17 Jan 2009 25 Jan 2009 18 Jan 2009 
- - 21 Nov 2009 - - - - - 
- - 26 Jan 2010 - 22 Jan 2010 18 Jan 2010 9 Feb 2010 - 
- - 22 Mar 2010 - - - 24 Mar 2010 - 
- - - - - 28 Jan 2011 - - 
- - 9 Feb 2012 18 Jan 2012 11 Jan 2012 12 Jan 2012 - 7 Mar 2012 
- - - - 1 Dec 2012 - - - 
- 6 Jan 2013 23 Dec 2012 6 Jan 2013 5 Jan 2013 1 Jan 2013 6 Jan 2013 - 
- - - - - 13 Mar 2014 - - 
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 FIG. S1. Left: Multi-method means (MMM) of the time-height NAM index composites 
(in standard deviation units) for the: (a) ERA; (c) NCEP/NCAR; and (e) JRA-55 
reanalysis from 1958 to 2014. Right: Inter-method standard deviation (σM) of the time-
height NAM composites for the: (b) ERA; (d) NCEP/NCAR; and (f) JRA-55 reanalysis. 
The abscissa denotes days relative to the SSW onset date. The red horizontal line 
indicates the 200 hPa pressure level (i.e., approximately the extratropical tropopause). 
Hatched areas indicate regions where more of 75% of the methods agree in the sign and 
significance of the NAM signal. MOM definition is not included in the composites. 
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FIG. S2. Same as Fig. 6 but for minor SSWs only. Note that U&T and U60 are not 
included herein. Results are shown for the readjusted onset dates (See the main text for 
details). 
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FIG. S3. SSW-based composites of the mean sea-level pressure (MSLP) anomalies (in 
hPa) in the [5,35]-day period after events for: (a) U&T; (b) EOFz; (c) EOFu; (d) 
Tanom; (e) Urate; (f) Trate; (g) U60; and (h) MOM. The three panels of each method 
show the corresponding composites for: (left) all; (middle) major and; (right) minor 
SSWs. Horizontal (vertical) hatched areas indicate negative (positive) anomalies that 
are statistically significant at the 95% confidence level according to a 1000-trial Monte 
Carlo test. Results are shown for the readjusted onset days (See the main text for 
details). Note that U&T and U60 do not include minor SSWs.  
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 FIG. S4. Same as Fig. S3 but for the [-40,-10]-day period prior to events. 
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FIG. S5. (a) As Fig. 2 and (b) as in Fig. 3 but adding the U5570 method (See the main 
text for details). 
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Chapter 4 
On how turbulent mountain stress 
inﬂuences the sudden stratospheric 
warming frequency in WACCM 
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Abstract
The implementation of the Turbulent Mountain Stress (TMS) parametrization in the Whole At-
mospheric Community Climate Model is found to be critical to obtain a realistic Sudden Stratospheric
Warming (SSW) frequency in the Northern Hemisphere. The comparison of two 50-year runs, one
with TMS (TMS-on) and one without (TMS-off) reveals lower than observed SSW frequency in TMS-
off from December to February, while in March both simulations show SSW frequencies comparable
to reanalysis. Meridional eddy heat fluxes in the lower stratosphere are stronger in TMS-on than in
TMS-off, except in March. These differences are accompanied by increased orographic gravity wave
drag (OGWD) in TMS-off that comes mainly from the Himalayas and the Rocky Mountains in re-
sponse to stronger surface winds. Two different mechanisms of how planetary and GWs interact are
identified in the simulations. In the lower stratosphere, enhanced dissipation of GWs in TMS-off mod-
ifies the subtropical jet and thus the conditions for refraction of planetary waves, which then propagate
preferentially towards the equator instead of towards the pole. In the middle and upper stratosphere,
compensation between resolved and parametrized GWs leads to weaker Eliassen-Palm flux divergence
(EPFD) in response to stronger OGWD in TMS-off. While the former mechanism persists for the
entire winter, the OGWD in TMS-off decreases in March and is compensated by enhanced EPFD,
which might explain the reduced TMS-off bias in the frequency of March SSWs.
1 Introduction
Sudden Stratospheric Warmings (SSWs) are the
most extreme dynamical events in the northern
winter stratosphere, with an evident imprint on
stratospheric variability and climatology (e.g.,
Limpasuvan et al. 2004, Gómez-Escolar et al.
2012). There are at least two important reasons
to reproduce accurate frequencies of SSWs in
General Circulation Models (GCMs). First, to
obtain a realistic stratospheric winter variabil-
ity, and second, because SSWs can impact the
tropospheric flow during several weeks after the
event, making them a potentially powerful tool
for improving weather forecasts (e.g., Baldwin
and Dunkerton 2001; Sigmond et al. 2013).
Within the fifth Coupled Model Intercom-
parison Project (CMIP5), Charlton-Pérez et al.
(2013) showed discrepancies among GCMs in re-
producing SSW frequencies (see their Table 1). In
particular, low-top models, defined as those with
an upper boundary below 1 hPa, were the largest
outliers in reproducing SSW frequencies and also
stratospheric variability. Later on, Shaw et al.
(2014) found that a low model top is not enough
to explain the under-representation of the winter
stratospheric variability in GCMs since several
high-top models still exhibit certain biases in
reproducing extreme stratospheric events. Using
idealized models, Scott et al. (2004) demonstrated
that stratospheric winter variability is strongly
sensitive to the horizontal resolution of GCMs,
in agreement with previous studies regarding
SSW predictability (e.g., Mechoso et al. 1985;
Coy et al. 2009). In particular, Charlton-Pérez
et al. (2013) showed that the same high-top
model simulated an improved SSW frequency
by simply increasing its horizontal resolution,
so that orography is better represented which
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is important to resolve planetary wave (PW)
structures and its propagation and dissipation.
Early studies on SSW precursors considered the
upward propagation of PWs and their interaction
with the zonal mean flow as the main dynamical
mechanism for the occurrence of SSWs (e.g.,
Matsuno 1971). The inter-hemispheric asymme-
try in the PW forcing explains the differences in
the SSW frequency between hemispheres. While
SSWs are commonly observed in the Northern
Hemisphere (NH), usually more than once every
two years (Charlton and Polvani 2007), only one
event has ever been observed in the Southern
Hemisphere (Krüger et al. 2005). This has been
attributed to the preponderance of topography in
the NH, which favors the generation of upward-
propagating PWs that can disrupt the polar
vortex (e.g., Wexler 1959).
In addition to PWs, which are resolved in
GCMs, the other main forcing of the lower
stratospheric circulation comes from the dis-
sipation of orographic gravity waves (OGWs).
Due to the small scale of these waves, their
effect has to be parametrized in the models
as OGW drag (OGWD). OGWD weakens the
subtropical jet in the lower stratosphere, can
alter the refractive conditions for PWs (Sigmond
and Scinocca 2010) and hence, modify the strato-
spheric climatological flow and its variability
(Siskind et al. 2007). Another paradigm of how
PWs interact with OGW was first considered
in McLandress and McFarlane (1993). Their
experiments suggested different responses in the
Eliassen-Palm flux divergence (EPFD) depending
on the location of the applied OGWD. This idea
was further explored in Cohen et al. (2013) and
refined in Cohen et al. (2014), who proposed a
compensation mechanism to understand the role
of different waves in driving the Brewer-Dobson
circulation. This compensation occurs in the
stratospheric ’surf zone’ when GWs perturb the
potential vorticity structure and PWs respond
to counteract the GWs effects and maintain the
original conditions. Consideration of this effect
was found to be key for interpreting the role of
different waves in the Brewer-Dobson circulation
changes simulated under a changing climate
(Sigmond and Shepherd 2014).
Thus, a correct representation of OGW forcing
is arguably essential for GCMs to obtain realistic
stratospheric winter variability. In the case of the
Whole Atmospheric Community Climate Model
(WACCM), Richter et al. (2010) demonstrated
that adding a turbulent mountain stress (TMS)
parametrization increased the winter frequency
of SSWs and made it comparable to reanalysis
data. They proposed that the surface roughness
prescribed by the TMS parametrization leads
to weaker surface winds, which, in turn, imply
weaker OGWD in the lower stratosphere and a
stronger subtropical jet. The associated changes
in the index of refraction result in stronger PW
flux towards the Pole, eventually disrupting the
polar vortex and leading to more SSWs.
Here, we examine in detail the effect of the TMS
parametrization in the intra-seasonal variations of
the stratospheric circulation, which were not ad-
dressed by Richter et al (2010). To understand
the differences between simulations, we assess the
hypothesis of Richter et al. (2010) and the com-
pensation mechanism between OGWs and PWs.
Since both processes are predicated on changes in
OGWD inducing changes in PWs, this approach
might be useful to better understand the strato-
spheric biases in other GCMs.
2 Data and Methods
We compare two 50-year historical (1955-2005)
simulations with the atmosphere-ocean coupled
WACCM4 (Marsh et al. 2013) instead of the
purely atmospheric version (WACCM3.5) used in
Richter et al. (2010). We have used daily-mean
and monthly-mean model output with 2.5◦ x
1.9◦ horizontal resolution. There are 66 levels
distributed every 1.5 km up to 25 km, then
every 2 km up to the stratopause, every 3.5
km throughout the mesosphere, and at half of
the local scale height from the mesopause to
the upper boundary of the model at about 140
km. The study focuses on the seasonal evolution
throughout the extended winter, defined as
November through March. Where appropriate,
we also compare the simulation results to daily-
mean and monthly-mean data from the 1955-2005
period of the NCEP-NCAR reanalysis (Kalnay
et al. 1996), with 2.5o x 2.5o horizontal resolution.
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Figure 1: SSW total frequency distribution within
±10-days of the date in the x-axis for 1955 to 2005
derived from NCEP-NCAR reanalysis (black), TMS-
on (red) and TMS-off (blue). The frequencies are
smoothed with a 10-day running mean.
To elucidate the mechanisms whereby TMS
leads to realistic SSW frequencies, we compare two
different simulations, one that includes the TMS
parametrization (TMS-on) and one that does not
(TMS-off). In WACCM, this TMS parametriza-
tion consists in a surface stress that is proportional
to the horizontal wind vector V at the surface, as
follows:
τ = ρCd |V|V (1)
where ρ is the air density and Cd is a drag
coefficient, which depends on the standard devi-
ation of the topography that is not resolved by
the model horizontal grid. For a more detailed
description of the drag coefficient in Eq. (1) see
Richter et al. (2010). The OGWD parameteri-
zation in WACCM is based on McFarlane (1987)
and the amplitude of the parametrized GWs
is proportional to the surface mean flow times
the height of the local topography. This means
that stronger surface wind over regions of steep
orography will produce more OGWD at upper
levels.
SSWs are identified from November to March,
as in Palmeiro et al. (2015), evaluating the
zonal-mean zonal wind reversal from westerlies
to easterlies at 10 hPa over a range of latitude,
55-70oN. The methodology adopted herein en-
sures that the polar vortex edge is included in
the evaluation of the zonal-mean wind so that
possible biases in the location of the polar vortex
are not affecting the counting of SSWs (Butler et
al. 2015). Consecutive SSWs can be detected if
there are at least 20 days of westerlies between
them, and those events for which the zonal-mean
wind does not return to westerly for at least 10
days before the 30 of April are considered final
warmings and are discarded.
To assess the discrepancies in SSW frequency
between simulations, we have computed on a daily
basis the [45-75oN] area-weighted meridional eddy
heat flux [v′T ′] at 100 hPa, an indicator of the up-
ward PW propagation into the stratosphere (An-
drews and McIntyre, 1976). Following Nishii et
al. (2009), the meridional eddy heat flux anoma-
lies can be decomposed as follows:
[v′T ′]a = [v′aT ′c] + [v′cT ′a] + [v′aT ′a]a (2)
where v is the meridional wind, T the temper-
ature, primes denote departures from the zonal
mean, represented by brackets, and the subscripts
c and a indicate the climatological annual cycle
and the daily deviation therefrom, respectively.
The first two terms on the right-hand side of
Eq. (2) represent the interaction between the
climatological and the anomaly fields, and they
will be referred together as the interference term.
The last term of Eq. (2) may be interpreted as
the high-frequency PW interactions (also referred
to as the instantaneous wave anomaly term).
Additional diagnostics have been used to ex-
amine the differences between simulations on
monthly-mean time-scales. To characterize the
regions where PWs propagate and dissipate, the
Eliassen-Palm flux and its divergence (EPFD)
(Andrews and McIntyre 1976) have been com-
puted from monthly-mean data, so that only the
contribution of stationary waves is considered.
The refractive index (Matsuno, 1970) is also com-
puted to illustrate the origin of the differences in
PW propagation between simulations. This index
has been calculated based on monthly-mean data
following Eq. (12) of Matsuno (1970). This diag-
nostic uses the quasi-geostrophic approximation,
which has been considered appropriate to study
the dynamics of PWs and SSWs (Matsuno 1971
and Palmer 1981a,b among others). Contribution
to the momentum budget from OGWs is quanti-
fied by the OGWD. To evaluate the compensation
mechanism between PWs and GWs proposed in
Cohen et al. (2013), we examine the zonal-mean
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Figure 2: Climatological (1955-2005) mean PDF of the daily [45-75oN] meridional eddy heat flux anomalies at
100 hPa (m K s−1) in (left panels) December and (right panels) March for: (a,b) total eddy heat flux anomalies;
(c,d) interference term; (e,f) anomalous term; (g,h) interference term for TMS-on and the hybrid simulation
(see text for details). TMS-on (TMS-off) PDF are shown in blue (red). Note that panels (a-f) correspond to
each term of Eq. (2).
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torque due to wave forcing in an atmospheric torus
bounded by given latitudes and levels:
T =
∫ z2
z1
∫ θ2
θ1
2pia2ρcos2θ
( 1
ρacosθ
∇ · F+ 1
ρ
∂
∂z
(ρu′w′)
)
adθdz (3)
where:
∇ · F = 1
acosθ
∂
∂θ
(Fycosθ) +
∂(Fz)
∂z
(4)
is the EPFD, F = (Fy, Fz) (Andrews et al.,
1987); ρu′w′ is the vertical eddy momentum flux
of (parameterized) GWs; a is the Earth’s radius;
ρ is the log-pressure density; θ is latitude and z is
log-pressure altitude. The integration limits, z1,
z2 and θ1, θ2, are the bottom, top, left and right
boundaries of the region evaluated.
Following Cohen et al. (2014), we apply Green’s
theorem to Eq. (3) and obtain:
T =
∫ z2
z1
2piacosθFydz|θ2 −
∫ z2
z1
2piacosθFydz|θ1 +
∫ θ2
θ1
2piacosθFzadθ|z2 (5)
−
∫ θ2
θ1
2piacosθFzadθ|z1 +
∫ θ2
θ1
2piacosθFgwadθ|z2 −
∫ θ2
θ1
2piacosθFgwadθ|z1
where Fgw is a flux of gravity wave activity, de-
fined as:
Fgw = ρacosθ · u′w′ (6)
such that is has the same units (N m−1, or
kg s−2) as Fy and Fz.
In our analysis, we perform a systematic com-
parison between TMS-on and TMS-off throughout
the extended winter. However, for simplicity, we
will only show the results for the beginning (De-
cember) and the end (March) of the winter, since
they are the months with the largest and smallest
differences between simulations. Similar conclu-
sions are obtained comparing early and late winter
(e.g., November and December versus February
and March). Significant differences are assessed
with a two-tailed Student’s t-test at the 95% con-
fidence level.
3 Results
The frequency of occurrence of major SSWs is
5.5 events per decade in the TMS-off simulation
and 8.2 events per decade in TMS-on, which is
closer to the 10.3 events per decade found for
the NCEP-NCAR reanalysis. If only early and
mid-winter (November to February) SSWs are
considered, this difference increases from 2.2
events per decade in TMS-off to 6.8 in TMS-on.
The monthly distribution of events (Figure 1) is
also very different between simulations. While
TMS-on shows a rather homogeneous occurrence
of SSWs throughout the entire winter, similar
to the behavior observed in the reanalysis, most
events in TMS-off occur in late winter, with the
largest occurrence in March. Note that none of
the events in Fig. 1 are final warmings, which are
excluded by the detection criteria. The above re-
sults are robust if other methods of detecting SSW
are used (e.g., WMO or Charlton and Polvani,
2007). The differences in the intra-seasonal dis-
tribution of events suggest that the mechanisms
that produce SSWs operate differently in early
and late winter. Consequently, from now on,
we will perform the analysis on a monthly basis
and compare December and March systematically.
To further understand the intra-seasonal differ-
ences between simulations in the SSW frequency,
we have compared the distributions of the daily
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Figure 3: Climatological (1955-2005) mean surface zonal wind (m s−1) in (left column) December, (middle
column) March, and (right column) December minus March for: (a-c) NCEP-NCAR reanalysis; (d-f) TMS-
on; (g-i) TMS-off; and (j-k) TMS-on minus TMS-off. Contour intervals are every 2 m s−1. Only significant
differences at the 95% confidence level are shaded.
meridional eddy heat flux anomalies at 100 hPa
and their contributing terms (see Eq. (2)) for
December and March (Figure 2). Interestingly,
the TMS-on simulation (blue lines) has more days
with large positive heat flux values (blue lines)
than TMS-off (red lines) in December (Fig. 2a)
but a similar distribution in March (Fig. 2b),
consistent with the corresponding behavior in
the SSW frequency distribution (Fig. 1). These
differences arise from the interference term of
Eq. (2) (Figs. 2c and 2d), which, according
to Smith and Kushner (2012), is particularly
important before SSW occurrence. Thus, the
differences between TMS-on and TMS-off in the
interference term are large in December, with
stronger constructive interference in TMS-on, and
vanish in March. Since the interference includes
cross-terms of climatological and anomalous val-
ues, the differences between TMS-on and TMS-off
could be attributed to either one or another (or
both). To assess this question, we have recal-
culated the interference term for TMS-off using
its own values for the anomalies, Va(off) and
Ta(off), but imposing the TMS-on climatological
values, Tc(on) and Vc(on), respectively. The
resulting distributions for this hybrid interference
term (Fig. 2g,h) are comparable to the original
interference term distribution of the TMS-on
simulation (also included in Fig. 2g,h for conve-
nience). Moreover, we repeated this methodology,
but testing the anomalies in TMS-on over the
TMS-off climatology, and obtained a similar
distribution to the original interference term of
TMS-off (not shown). These results demonstrate
that the main difference between simulations
lays in the climatological amplitude of the PWs
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entering the lower stratosphere and not in the
amplitude of the daily anomalies. Therefore, in
the remaining, we will focus on monthly-mean
fields.
The question then is how the climatologi-
cal configurations are set up in TMS-on and
TMS-off. Differences between simulations ulti-
mately originate at the surface, where the TMS
parametrization is implemented. Figure 3 depicts
the surface wind for December and March in
reanalysis and both simulations. We recall that
TMS surface drag is, by definition, directly pro-
portional to the surface wind in TMS-on, whereas
it is identically zero in TMS-off. Compared to
reanalysis, TMS-on reproduces the surface wind
more accurately than TMS-off, which tends to
overestimate the wind values, particularly in
December, due to the lack of surface drag. The
most noticeable differences between simulations
are found over North America and the North
Atlantic Ocean, and in South Asia and the West
Pacific Ocean, that is, downstream of the regions
of high topography (the Rocky Mountains, and
the Himalayas, respectively). Moreover, there
are differences between the simulations in the
intra-seasonal changes of the surface wind (Fig. 3,
right column). While the intra-seasonal variations
are small and similar to reanalysis in TMS-on
(Fig. 3f), TMS-off shows a marked intra-seasonal
cycle in zonal wind, specifically along the belt of
westerlies (around 30◦N to 55◦N, Fig. 3i). As a
consequence, the differences between simulations
are large in December and diminish in March (cf.
Fig. 3j and Fig. 3k).
The stronger surface wind in TMS-off implies
stronger OGW forcing, and thus stronger OGWD
on the zonal-mean flow at higher levels. To
illustrate this, Figure 4 shows the refractive index
squared (n2), with EP flux vectors superimposed
for TMS-on, TMS-off and their differences in
December and March. As reported by Richter et
al. (2010) for the atmosphere-only WACCM3.5,
the main difference between simulations is the
location of the minimum n2. According to
refractive index theory, waves tend to propagate
towards regions of maximum n2 and away from
regions of minimum n2 values (Matsuno, 1970).
In TMS-on (Fig. 4a, b), the minimum values of
n2 are located farther poleward than in TMS-off
(Fig. 4c, d). Consequently, upward propagating
PWs from the troposphere tend to be preferably
refracted to the Pole in TMS-on, while equator-
ward propagation is more pronounced in TMS-off.
Note that the differences in the refractive index
between simulations persist the entire winter,
that is, they are present with similar magnitude
and spatial distribution in both early (December,
Fig. 4e) and late (March, Fig. 4f) winter. On
the other hand, the differences in the EP flux
field reveal substantial intra-seasonal variability
(compare vector differences in Fig. 4e,f). In
December, there is stronger upward PW propa-
gation in TMS-on compared to TMS-off, whereas
upward PW propagation is similar in March. The
largest intra-seasonal changes in EP flux occur
for TMS-off, which displays an increased PW
activity in the polar stratosphere by late winter.
This is consistent with the results for the surface
wind (Fig. 3), the heat fluxes (Fig. 2) and the
SSW frequencies (Fig. 1). Therefore, changes in
the refractive index do not appear to be sufficient
to explain differences in PW propagation across
the winter.
Next, we compare the wave drag from PWs and
from OGWs in the northern winter stratosphere.
Figure 5 shows the latitude-height cross sections
of EPFD and OGWD for TMS-on and TMS-off
in December and March. The zonal-mean wind is
also shown in thick black contours, superimposed
on the OGWD. In the lower stratosphere, the
largest wave forcing is located around the sub-
tropical jet maximum for both PWs and GWs.
The reduced OGWD in TMS-on modifies the
subtropical jet and this in turn, changes the
refractive conditions for PWs shown previously.
The differences in OGWD and EPFD between
simulations remain similar from December to
March in the lower stratosphere, consistent with
the behavior of the refractive conditions for PWs
(Figs. 4a,b). On the contrary, in the upper
stratosphere, differences between simulations
in both OGWD and EPFD are much larger in
December (Fig. 5i,j) than in March (Fig. 5k,l).
More specifically , in December the OGWD
is weaker in TMS-on compared to TMS-off
(Figs. 5b,f), while the opposite occurs for the
EPFD (Figs. 5a,e). In fact, for this month,
the dominant forcing in TMS-on is the EPFD,
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Figure 4: Climatological (1955-2005) mean wave-1 refractive index squared (shading, dimensionless) and EP
flux (vectors, kg s−1day−1) in (left panels) November-December and (right panels) February-March for: (a,b)
TMS-on; (d,e) TMS-off; and (c,f) TMS-on minus TMS-off. The refractive index squared has been multiplied by
the radius of the earth squared (a2n2) so it is dimensionless. Contour interval is 10. Only significant differences
at the 95% confidence level are shown. Maximum EP flux values are indicated below each panel.
which is consistent with more frequent SSW
occurrence, whereas the leading driver in TMS-off
is the OGWD. Therefore, in December, there
is apparently a large degree of compensation
between resolved EPFD and OGWD, such that
the total forcing in the stratosphere remains
relatively constant between TMS-on and TMS-off
(cf. Fig. 5i,j). In March both OGWD and
EPFD in TMS-off are close to their values in
TMS-on, such that the difference between the
two simulations is much smaller (cf. Figs. 5k,l)
than in December.
To quantify this potential compensation mech-
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Figure 5: Climatological (1955-2005) mean (first and third column) EP flux divergence (shading,m s−1 day−1)
and (second and fourth column) zonal-mean zonal wind tendency due to OGWD (shading, m s−1 day−1) in
December and March for (top row) TMS-on, (middle row) TMS-off and (bottom row) TMS-on minus TMS-off.
For panels showing the zonal-mean zonal wind tendency, black contours denote the zonal-mean zonal wind
(m s−1). Contours are every 1 m s−1 day−1 for the wave forcings and every 10 m s−1 for the zonal-mean zonal
wind. Top row is for TMS-on, middle for TMS-off and bottom for TMS-on minus TMS-off. Only significant
differences at the 95% confidence level are shaded.
anism along the lines of Cohen et al.’s (2014) anal-
ysis, the EP fluxes, the OGW fluxes and the asso-
ciated divergences were calculated in torque units
following Eq. (5). Using the same units allow us
to estimate the net torque in a given region simply
by adding the torques across its boundaries. Fig-
ure 6 shows a schematic of the PWs and OGWs
relative contributions to the net torque within the
region of larger EPFD and OGWD in Fig.5. The
dashed (solid) circled values indicate the contri-
bution of PWs in TMS-on (TMS-off) in red and
the same is shown in green for the OGWs. Re-
call that the main difference between simulations
is the enhanced OGWD for TMS-off in December
(Fig. 5e), which is accompanied by reduced EPFD
in the upper stratosphere (Fig. 5b). The net
forcing in the considered region (PWs plus GWs)
relative to the incoming upward torque is simi-
lar for both TMS-on (78%) and TMS-off (74%).
This is consistent with the hypothesis in Cohen et
al. (2014) that the total forcing from PWs and
OGWs remains constant. In TMS-off, the torque
associated with OGWs implies a 34% of the total
upward torque, while in TMS-on represents only
the 20%. Since the torque associated to OGWs
mostly acts in this region (i.e., there is almost
no upward outgoing torque from OGWs into de
mesosphere), the contribution from PWs to the
total torque reduces to 40% instead of the 58%
in TMS-on. This means a larger forcing due to
resolved PWs in the TMS-on polar stratosphere
(Fig. 6a), which agrees with enhanced heat flux
(Fig. 2) and the increased frequency of SSW (Fig.
1). In March (Fig. 6b), the total forcing rela-
tive to the incoming upward fluxes remains simi-
lar to that of December, and between simulations
(77% in TMS-on and 76% in TMS-off in March).
However, the OGWs contribution to the total up-
ward torque from OGWs in TMS-off is reduced
for March (from 34% to 20%), so the contribution
from PWs in the region increases to maintain the
76%. This enhanced relative contribution from
PWs in TMS-off is similar to the PW contribu-
tion in TMS-on, which explains that the TMS-off
frequency of SSWs in March is higher than in De-
cember and similar to that on TMS-on. Overall,
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our results reveal a compensation mechanism be-
tween PW and GW forcing that takes place in the
northern winter stratosphere and is able to explain
the intraseasonal effects of the TMS parametriza-
tion.
4 Conclusions
This study identifies the mechanism by which
turbulent mountain stress (TMS) influences
stratospheric winter variability in WACCM
and leads to a realistic frequency of Sudden
Stratospheric Warmings (SSWs). Comparison
of two runs with the only difference being the
implementation of TMS parametrization in one
of them (TMS-on) revealed that the difference
between simulations resides on the configuration
of the climatological flow, rather than in its vari-
ability (anomalous transient eddies). In TMS-off,
the climatological planetary waves (PWs) in the
lower stratosphere are weaker from December to
February, and their interference with transient
eddies do not reach the required strength to ini-
tiate SSW. In March, the background conditions
become similar between simulations, as do the
SSW frequencies.
The main effect of including a TMS
parametrization is to reduce the surface winds
and thus to decrease the upward propagation and
dissipation of orographic gravity waves (OGWs)
in the stratosphere. We have shown that this
effect is particularly important above regions with
high topography, primary the Rocky Mountains
and the Himalayas, and exhibits intraseasonal
variations, being stronger in early than in late
winter. As a result, the surface wind configuration
in TMS-on is closer to reanalysis, displaying a
weak seasonal cycle, while in TMS-off the surface
winds are overestimated, mainly in early winter,
and so it is the OGWD in the stratosphere . The
increased OGWD in TMS-off forces weaker zonal
winds in the lower stratosphere, particularly in
the southern flank of the subtropical jet. The
associated changes in the refractive index favor
enhanced (reduced) PW propagation towards
subtropical (high) latitudes. However, this
mechanism is observed to persist for the entire
winter, and thus appears unable to explain the
intraseasonal differences found in SSW frequency
between simulations.
Figure 6: Climatological (1955-2005) zonal-mean
torque fluxes (arrows) and budgets (circles) integrated
over [30− 80]◦N and from 25 to 62 km for: (a) Decem-
ber and (b) March. The black box delimits the region
where the torques are integrated. Dashed (solid) ar-
rows represent the relative contributions of the wave
torques in the TMS-on (TMS-off) simulation, with the
arrow head denoting the direction of wave propagation.
Dashed (solid) encircled numbers are the result of eval-
uating the sum of the wave torques across all bound-
aries in TMS-on (TMS-off) and characterize the wave
forcing in that region. Red (green) colors are used for
PWs (OGWs). For each simulation and month, torques
are expressed in percentage with respect to the total
(PWs + OGWs) incoming wave fluxes.
To explain the intraseasonal effects of the
TMS, we examine the compensation mechanism
between resolved PWs and parametrized OGWs
first proposed by Cohen et al. (2013, 2014).
Although a similar process was claimed to explain
the timing of the final warming in the Southern
Hemisphere (Scheﬄer and Pulido 2015) there is,
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as far as we know, no study that has appealed
to this mechanism in the context of SSW oc-
currence. This compensation paradigm consists
of a PW response to the OGWD that acts to
preserve the total forcing in the middle and upper
stratosphere by modification of their relative
contributions. Accordingly, the Eliassen-Palm
flux divergence (EPFD) increases in TMS-on due
to a decreased OGWD, favoring the probability
of SSWs. The opposite occurs for TMS-off,
showing reduced EPFD in December due to
the enhanced OGWD in the stratosphere. The
intra-seasonal (December-to-March) differences in
surface wind and OGWD are weaker in TMS-on
than in TMS-off, which displays less OGWD in
March compared to December. Hence, consistent
with the compensation paradigm, the EPFD is
enhanced in March in TMS-off, which explains
why this simulation displays increased SSW
frequency in late winter.
The failure of most GCMs to produce a realistic
intra-seasonal variation of SSW frequency was
noted by Charlton-Pérez et al. (2013) in the
models that participated in the CMIP5 project.
All GCMs showed SSW frequencies shifted to
late winter, similar to our TMS-off simulation,
and in particular low-top models overestimated
the occurrence in March. Herein, we have found
that the compensation mechanism between PWs
and OGWs operates in WACCM. It would be
interesting to see if it does in other models.
This would help to improve GW parametriza-
tions in order to reproduce an adequate winter
background for SSW occurrence and hence, to
improve stratospheric winter variability.
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Interactions between sudden stratospheric warmings and the
Brewer-Dobson circulation
Abstract
The Brewer-Dobson circulation (BDC) and sudden stratospheric warmings (SSWs) represent the
most illustrative phenomena of polar stratospheric variability in the winter Northern Hemisphere.
While several studies have assessed the influence of SSWs on tropical upwelling, the interactions
between SSWs and the deep branch of the BDC have not been addressed in detail. Here, two simulations
performed with the Whole Atmospheric Community Climate Model (WACCM) were analyzed to explore
the BDC response to SSW occurrence in a fixed and increasing greenhouse gases (GHGs), respectively.
Results indicate that the increased wave activity at extratropical latitudes of the upper stratosphere
before the SSW induces an acceleration in the downwelling branch of the BDC. After the vortex
disruption by the SSW, wave activity towards the upper polar stratosphere is inhibited, resulting in the
opposite effect, so that the BDC weakens for several weeks. These responses of the BDC depend on
the timing of the SSW. If a SSW occurs in March, the onset of the polar upwelling of the BDC that
characterizes the summer circulation starts earlier. A similar result is obtained for early (i.e., March)
final warmings, indicating that these events also advance the BDC transition. The results for a future
warming climate scenario project an overall delayed transition of the BDC, but without changing the
transition date of all March warmings (either SSWs or SFWs) when compared to the present climate.
This means that their effect on the BDC transition becomes stronger.
1 Introduction
The Brewer-Dobson Circulation (BDC) is a
large-scale meridional overturning responsible
for the mass transport between the tropics and
the poles in the stratosphere. Attending to the
location and timescale of the air movements, two
main branches of the BDC can be distinguished
(e.g., Beagley et al. 1997, Plumb 2002, Birner and
Bönisch 2011). The faster shallow branch shows
tropical upwelling up to the lower stratosphere
and downwelling confined to low latitudes. The
upper and slower cell is referred to as the deep
branch, and connects the middle and upper
tropical stratosphere of the summer hemisphere
with the mid- and high-latitudes of the winter
hemisphere. The BDC is wave driven, mostly by
planetary waves (PWs), and hence its fluctuations
can be explained by wave interactions with the
background flow (Holton et al. 1995). On
the other hand, sudden stratospheric warmings
(SSWs), characterized by a rapid temperature
increase of the polar stratosphere, are capable
of altering stratospheric and tropospheric condi-
tions for several weeks (e.g., Limpasuvan et al.
2004), thus becoming a prominent example of
stratosphere-troposphere coupling (Baldwin and
Dunkerton 2001).
Interactions between the BDC and SSWs are
known since the early studies of Matsuno (1971).
The wave dissipation in the polar stratosphere
associated with SSWs induces upwelling and
cooling at low latitudes (e.g., Randel et al.
2002, Kodera 2006). Distinction between the
shallow and the deep branches of the BDC has
been recently considered (Birner and Bönisch
2011), but the SSW signatures on the BDC have
focused on the tropical upwelling of the lower
stratosphere. Thus, using model simulations,
McLandress and Shepherd (2009) showed an
increase in the tropical upwelling at 70 hPa
during SSWs, while in reanalysis data Abalos
et al. (2015) found a correspondence between
strong upwelling events and SSW occurrence at
the same altitude. Gómez-Escolar et al. (2014)
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even quantified the SSWs effects on the tropical
cooling in the middle stratosphere. However,
the signature of the SSW life cycle on the
polar downwelling of the deep branch have not
been assessed in detail. At their onset, SSWs
are characterized by anomalous upward wave
activity coming from the troposphere (Polvani
and Waugh 2004, Limpasuvan et al. 2004) while
after the vortex breakdown, upward propagation
is inhibited and wave convergence in the upper
stratosphere is dramatically reduced. Since the
downwelling branch of the BDC is also driven by
planetary wave dissipation (Plumb 2002), some
imprint on the BDC might be expected.
On the other hand, the rate at which the BDC
pumps tropospheric air into the stratosphere
determines the time scales at which Ozone
Depleting Substances (ODS) are processed and
removed (Holton 1995), which is relevant in the
context of anthropogenic activities. Therefore,
the impact of SSWs on the BDC might involve
changes regarding how ODS and other chemical
processes are processed in the upper stratosphere.
Since the world is undergoing an anthropogenic
climate change, it is also important to investigate
if the relationship between SSWs and the BDC
changes in a warming climate scenario. This is
an interesting question because of the current
uncertainties regarding future changes in the
BDC and SSWs. Many model studies have
shown an acceleration of the shallow branch of
the BDC in a warmer climate (Butchart 2014
and references therein), which is consistent with
results from observations (Arblaster and Gillet et
al. 2014). However, trends in the deep branch
under climate change conditions are not clear in
the observational record, and both positive and
negative trends have been reported (e.g., Engel
et al. 2009, Bonisch et al. 2011, Diallo 2012,
Monge-Sanz et al. 2013). These contradictory
results are associated with the fact that the BDC
cannot be directly measured from observational
data and has to be estimated by tracers. This
includes too many uncertainties, making difficult
to find significant trends (Arblaster and Gillet
et al. 2014). Future changes in SSW frequency
are also controversial. Although Charlton-Perez
et al. (2008) obtained a small positive trend
in SSW occurrence, McLandress and Shepherd
(2009) argued that the result depended on the
method to define SSWs, and found no trends
using a SSW definition insensitive to changes
in the background flow. Moreover, Kim et
al. (2017) reported that most CMIP5 models
project an increasing trend in SSW occurrence,
although it is not significant and the dynamical
mechanisms remain unclear. In particular, for the
Whole Atmosphere Community Climate Model
(WACCM), Hansen et al. (2014) did not find
a significant increase in SSW occurrence due to
changes in anthropogenic forcing.
This study aims to explore the influence of
SSWs on the deep branch of the BDC. We attempt
to contribute to a better understanding of the
BDC-SSW interactions and their future changes
by analyzing two simulations from WACCM for
the 1955-2099 period. One of the simulations uses
fixed Greenhouse Gases (GHGs) and ODS, and
the other includes time-evolving GHGs and ODS,
based on the Representative Concentration Path-
way 8.5 (RCP8.5).
2 Model simulation and
Methods
The use of reanalysis data to characterize the
BDC might be misleading due to data uncer-
tainties in the vertical motion, which motivates
the use of model integrations. We used daily
data from the WACCM model in its version
4 (Marsh et al. 2013). The model consists of
four coupled components: land, sea ice, ocean
and atmosphere with fully interactive chemistry.
The atmospheric component of WACCM extends
up to 140 km along 66 vertical levels and has
a longitude-latitude resolution of 2.5o x 1.9o.
The model includes natural forcings, such as
the solar cycle (Lean et al. 2005) and volcanic
aerosols (Tilmes et al. 2009), as well as a nudged
quasi-biennial oscillation (Matthes et al. 2010).
Two simulations of 145 years each (from 1955
to 2099), denoted as fixed-GHG and RCP8.5,
have been analyzed. The RCP8.5 simulation
includes observed CO2 concentrations up to
2005 and a continuous CO2 increase, which is
approximately linear (80 ppmv per decade) from
2050 to 2099 (van Vuuren et al. 2007). The
fixed-GHG experiment is similar to the RCP8.5
run, but keeps GHGs and ODS fixed at the
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Figure 1: Monthly climatology of w∗ in the fixed-GHGs simulation from November to April. Contour intervals
are: 0, ±0.1, ±0.2 mm s−1 and every 0.2 mm s−1 up to ±1 mm s−1, and then every 1 mm s−1. Orange (blue)
shading and solid (dashed) lines represent positive (negative) values.
1960s values, which correspond to an annual
CO2 mean value of 316 ppmv. Mixing ratios
of ozone depleting substances (ODS) decrease
from approximately 4ppbv in 2005 to approxi-
mately 1.7ppbv in 2100 in terms of equivalent
effective stratospheric chlorine (EESC). Thus, the
only difference between simulations is the con-
sideration of changes in the anthropogenic forcing.
The BDC is diagnosed by the residual vertical
velocity, w∗, as the mathematical approach to the
residual mean meridional circulation in the trans-
formed Eulerian-mean (TEM) framework (Eq. 1,
Andrews et al. 1987):
w∗ ≡ w + (a · cosφ)−1
(
cosφ
v′θ′
θz
)
φ
(1)
where the asterisk represents TEM notation,
the overbars indicate zonal-mean and primes
deviations from it; v and w are the meridional
and vertical components of the wind, θ is the
potential temperature, a is the Earth’s radius and
φ is the latitude.
We also defined the BDC transition from winter
to summer circulation, i.e., the date when the
summer polar upwelling branch of the BDC is well
established in the northern upper stratosphere.
This is identified as the day, between 1 March
and 31 May, when w∗ changes from negative
(downwelling) to positive (upwelling) values at
70oN and 0.3 hPa. To avoid high frequency
variations, w∗ has been previously smoothed with
a 15-day running mean. Our conclusions hold
even though the resulting exact BDC transition
dates are sensitive to variations of the previous
parameters.
SSWs are defined as zonal-mean zonal wind
reversals at 10 hPa from November to March in
a range of latitudes from 60 to 75oN, following
Palmeiro et al. (2015). Those events at which
the zonal-mean zonal wind does not return to
westerly for at least 10 days before the 30 of
April are considered stratospheric final warmings
(SFWs), as in Charlton and Polvani (2007).
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Figure 2: Monthly climatology of the EPFD in the fixed-GHG simulation from November to April. Contours
are every 2.5 m s−1day−1. Orange (blue) shading and solid (dashed) lines represent positive (negative) values.
Anomalies in the fixed-GHG simulation are cal-
culated with respect to the climatology of the en-
tire period. In the RCP8.5 simulation, anomalies
are computed from the climatology of the first 50
years. This allows us to take into account anthro-
pogenic induced changes, which will be quantified
by comparing the last 50 years with the first 50
years of the RCP8.5 simulation. The significance
of the anomalies in the composites is assessed with
a 1000-trial Monte Carlo test at the 95% confi-
dence level. A Mann-Whitney test at the 95%
confidence level is also used to assess whether two
distributions are significantly different.
3 Sudden stratospheric warming
influence on the strength of
the Brewer-Dobson
circulation
Figure 1 illustrates the monthly-mean cli-
matological w∗ from November to April in the
fixed-GHG simulation. As expected, upwelling
(w∗ > 0) appears in the tropical middle and
upper stratosphere (where it is maximum) and
the midlatitudes of the Southern Hemisphere
(SH) during the boreal winter. Downwelling
w∗ < 0) occurs mostly in mid and high latitudes
of the Northern Hemisphere (NH) from December
to February. The transition to the summer
circulation begins in March, when the upwelling
in the stratosphere is centered in the tropics,
and the downwelling occurs simultaneously in
both hemispheres. The BDC seasonality is
driven by that of the wave forcing, which is well
documented in the literature (e.g., Charney and
Drazin 1961). The main forcing of the deep
branch is the momentum deposited by PWs (not
shown), which are resolved in WACCM and
thus can be characterized by the Eliassen-Palm
flux divergence (EPFD) (Andrews et al. 1987).
Figure 2 shows the monthly evolution of the
EPFD through the extended winter. A direct
comparison with Fig. 1 shows that the months
with the largest wave convergence (EPFD < 0) in
the NH (December and January) correspond to
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Figure 3: Composites of w∗ (top) and EPFD (bottom) anomalies for the [-30,0]-day period before the SSW
central date (a,b,c,d) and for the [5,35]-day period after the SSW central date (e,f,g,h). Contour intervals
are every 0.1 mm s−1 up to ±0.5, ±1 mm s−1, and then every 1 mm s−1 for w∗ (top panels) and every 1
m s−1day−1 for EPFD (bottom panels). Orange (blue) shading and solid (dashed) lines represent positive
(negative) values. Only significant values at the 95% confidence level under a 1000-trial Monte Carlo test are
shaded.
those showing the strongest downwelling in the
polar stratosphere. As wave convergence starts to
decrease in the upper northern stratosphere, the
NH polar downwelling weakens and by March –
April it is well established in the SH.
To analyze the impact of SSWs on the BDC,
we have composited the anomalies of w∗ and the
EPFD for the [-30,0]-day period before the central
date of the SSWs and for the [5,35]-day period
after SSWs (Figure 3). These periods are chosen
following previous studies (e.g., Limpasuvan et
al. 2004) and they will be referred to as the SSW
“onset” and “recovery”, respectively. Since there
is intraseasonal variability in the background
winter climatology, we have composited the SSW
events of December-January-February (DJF)
separately from those of March. This classifica-
tion of SSWs is further justified by additional
analyses at monthly time scales (not shown),
which confirm a distinctive signal of March
SSWs. Overall, SSW occurrence acts to strength
the BDC during its onset. This is particularly
true for SSWs in DJF. In this case, the largest
tropical upwelling and polar downwelling in the
upper stratosphere increase by 25% compared
to climatological values, while the largest polar
downwelling in the middle and lower stratosphere
increases up to 50%. However, the effect of the
SSWs that occur in March is only significant over
the downwelling branch. These results agree with
composites of the EPFD, which show larger wave
convergence during the onset of DJF SSWs than
of March events (Fig. 3, bottom panels). These
differences could be related to the weaker polar
vortex at the end of the winter, which would
require less wave forcing for a SSW to occur
and hence a weaker imprint on the BDC. The
SSW effect on the BDC reverses after the vortex
disruption, in the recovery phase. Since upward
wave propagation diminishes at high latitudes
because of the zonal wind reversal, the recovery
period is characterized by positive anomalies of
the EPFD (i.e., the climatological convergence
weakens, Figs. 3g and 3h), which is in agreement
with the slowdown of the BDC shown in Figs. 3e
and 3f. This interaction between SSWs and the
BDC is consistent with the “stratospheric con-
trol” of the BDC introduced in Gerber (2012). It
establishes that the strength of the stratospheric
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Figure 4: Composites of w∗ anomalies for the [-30,0]-day period before the DJF SSW (a,c) and March SSW
(b,d) and for the [5,35]-day period after the DJF SSW (e,g) and March SSW (f,h) central date for the period
1955-2004 (top) and the period 2050-2099 (bottom). Contour intervals are every 0.1 mm s−1 up to ±0.5, ±1
mm s−1, and then every 1 mm s−1 for w∗. Orange (blue) shading and solid (dashed) lines represent positive
(negative) values. Only significant values at the 95% confidence level under a 1000-trial Monte Carlo test are
shaded.
polar vortex modulates the wave breaking level.
Accordingly, the stronger polar vortex preceding
the SSW (Limpasuvan et al. 2004) favors the
increase of wave convergence that accelerates the
BDC during the SSW onset (Figs. 3c and 3d).
This “stratospheric control” suggests that the
occurrence of SSWs affects the BDC, instead of
the BDC affecting the SSW occurrence.
Next, we explore possible anthropogenic
changes on the reported SSW impacts on the
BDC. To do that, we compare the last 50 years
(from 2050 to 2099, future) with the first 50
years (from 1955 to 2004, past) of the RCP8.5
simulation. Figure 4 shows the composites of w∗
anomalies for the onset and the recovery phase
of SSWs occurring in DJF and March of the
first and the last 50 years of RCP8.5. The onset
(Figs. 4a and 4b) and recovery (Figs. 4e and 4f)
composites for the past show a similar picture
as in the fixed-GHG simulation (Figs.3a and 3b
and Figs. 3e and 3f, respectively), as one would
expect since there are small differences between
the anthropogenic forcings of fixed-GHG and
the past period of the RCP8.5 experiment. On
the contrary, composites for the future indicate
an enhanced response of the BDC to the SSW
onset, with w∗ anomalies that double those of the
past in the middle and the upper stratosphere.
However, this intensification of the downwelling
is no longer observed when the composites of
the future are computed with respect to the
climatology of the last 50 years. In this case,
the composites resemble those for the past (not
shown). This indicates an overall acceleration of
the BDC in the future, rather than a stronger
impact of SSWs on the BDC. Finally, as for the
recovery phase of SSWs, the positive anomalies
of w∗ at high latitudes in the future are weaker
compared to the past (cf. Figs. 4g and 4h).
Again, this is related to the stronger downwelling
in the background climatology in the future.
4 Sudden stratospheric warming
effect on the BDC summer
transition
The transition from the winter to the summer
BDC is marked by the reversal of w∗ (i.e., down-
welling is replaced by upwelling in the northern
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Figure 5: Composites of w∗ anomalies for March SFWs (a,d), March SSWs (b,e) and all March warmings (c,d)
for the [-30,0]-day period before events (top) and the [5,35]-day period after events (bottom). Contour intervals
are every 0.1 mm s−1 up to ±0.5, ±1 mm s−1, and then every 1 mm s−1 for w∗. Orange (blue) shading and
solid (dashed) lines represent positive (negative) values. Only significant values at the 95% confidence level
under a 1000-trial Monte Carlo test are shaded.
upper stratosphere). Figure 1 shows that this
occurs, on average, from March to April. Since
March SSWs were found to decrease the BDC
polar downwelling after their occurrence, this
raises the question of whether they might have an
impact on the BDC transition date to the summer
circulation. On the other hand, stratospheric
final warmings (SFWs), characterized by the non-
return reversal of the zonal-mean zonal wind in
the polar upper stratosphere, are often considered
as a benchmark of the transition to the summer
circulation. SFWs occasionally occur in March
(early SFWs, hereafter), suggesting that these
events should also be characterized by an early
transition to the summer regime. Therefore, in
the following analyses, we have considered early
SFWs together with March SSWs and we referred
to this entire set as March warmings. The joint
analysis of March warmings is further supported
by previous studies about early SFWs, which have
reported similar effects on the polar stratosphere
to those of SSWs (Hu et al. 2014). This is because
even though the vortex does not recover after
SFWs, the polar jet is also disrupted, such that a
similar inhibition of upward propagating waves as
that after SSWs occurs. In fact, Figure 5 clearly
shows that the impact of early SFWs on the BDC
is indistinguishable to that of March SSWs in
the fixed-GHG simulation. Similar results are
obtained for the RCP8.5 experiment (not shown).
To understand the potential influence of March
warmings on the BDC transition, Figure 6a
shows the time-height evolution of w∗ for the
composite of March warmings (shaded colors)
with the climatological BDC superimposed in
black contours. Comparison between the w∗
composite for March warmings and the entire
climatology shows that the shift in the timing
of the transition (zero w∗ line) is larger in the
middle and upper stratosphere (cf. black zero
curve and green curve). Vertical lines indicate
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Figure 6: Composites of the time height evolution
of w∗ averaged between (65-90)oN in the fixed-GHG
simulation for winters with: (a) March warmings, (b)
March SSWs and (c) Early SFWs (shading) and all
winters (black contours). Green (black) vertical line
indicates the average date of the BDC transition for
the composite (climatology). Contours are every 0,
±0.5, ±1, ±2, and then every 2 mm s−1. Orange
(blue) shading and solid (dashed) lines represent posi-
tive (negative) values.
the dates of the climatological BDC transition
(black) and the mean transition date for winters
with March events (green). The BDC transition
date during winters with March warmings occurs
10 days earlier than the climatological transition
date. This advance of the summer regime is
statistically significant at the 95 % confidence
level, using a t-test. It might be argued that
the advance of the BDC transition for March
warmings is exclusively due to early SFWs, which,
by definition, mark the transition to the summer
regime. However, this is not the case since, in
agreement to Figs. 6b and 6c, the effect of March
SSWs on the transition is comparable to that of
early SFWs. In fact, the effect of March SSWs
becomes stronger as they occur later towards the
Figure 7: Composite of March events (Top) and May
final warmings (Bottom) for the Time-height evolution
of w∗ averaged between (65-90)oN (shading) for (a,b)
March events, (c,d) May SFWs of the (a,c) first 50 years
(b,d) last 50 years of the RCP8.5 simulation, with the
corresponding climatology superimposed in black con-
tours. The zero w∗ line of the corresponding composite
is plotted in green. Green (black) vertical line indicates
the average date of the BDC transition for the compos-
ite (climatology). Contours are every 0, ±0.5, ±1, ±2,
and then every 2 mm s−1. Orange (blue) shading and
solid (dashed) lines represent positive (negative) val-
ues.
end of the month. Thus, SSWs of the second half
of March have a stronger impact on advancing
the BDC transition than early SFWs (not shown).
Then, differences between Figs. 6b and 6c are due
to a tendency of early SFWs to occur, on average,
later than March SSWs, and hence closer to the
climatological BDC transition. Nevertheless, the
fact that both March SSWs and early SFWs
have qualitative similar impacts justifies the joint
analysis of these events.
Under increasing anthropogenic forcing, the
average BDC transition into the summer regime
occurs later in the future (last 50 years of the sim-
ulation) than in the past (first 50 years) (compare
black lines in Figures 7a and 7b). However, the
dates of the BDC transition for March warmings
(green lines) are similar in both periods, which
indicates that winters with March warmings do
not have an effect on the climatological delay
of the BDC transition in the future. Then, the
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resulting advance of the transition date due to
March warmings is larger (14 days, p < 0.05)
in a future climate (cf. distance between green
and black vertical lines in Figs. 7a and 7b), as
compared to the past (10 days, p < 0.05).
Given the advance in the BDC transition caused
by March warmings, a similar but opposite effect
might be expected for late SFWs, i.e. those oc-
curring in May. Indeed, additional analyses (not
shown) confirm that late SFWs are associated with
a delayed BDC transition Based on this result,
one may argue that the climatological delay of the
BDC transition is due to an increased frequency
of late SFWs (i.e., a delayed timing in the oc-
currence of SFWs). To illustrate that this is not
the case, Figure 8a shows the distributions of the
BDC transition dates in the two subperiods of the
RCP8.5 experiment. Both distributions are signif-
icantly different and as expected, its comparison
shows a shift towards the summer in the future,
in agreement with Fig. 7. However, this shift into
the summer is not reproduced in the distributions
of the SFW dates (Fig. 8b), whose difference is
not statistically significant between past and fu-
ture periods. This means that the overall delay
in the BDC transition cannot be a consequence of
a corresponding delay in the occurrence of SFWs.
An important conclusion of these results is that
the timing of SFWs does not necessarily reflect the
BDC transition (as measured by w∗). Therefore,
the BDC transition and the SFWs seem to occur
with relative independence. This further corrobo-
rates that the advancing effect of the BDC transi-
tion by March warmings is not an artefact due to
the inclusion of early SFWs.
5 Conclusions
This study shows a direct relationship between
Sudden Stratospheric Warmings (SSWs) and the
Brewer-Dobson Circulation (BDC). Moreover, we
have found that the occurrence of March SSWs
and the timing of the Stratospheric Final Warm-
ing (SFW) can modulate the BDC transition from
the winter to the summer circulation. The anal-
ysis of two simulations with the WACCM model,
one with only natural forcings evolving and an-
other based on a climate change scenario lead to
the following conclusions:
• There is a tight link between SSWs and the
Figure 8: Histograms of the (a) BDC transition and
(b) SFWs dates for the 1955-2004 period (blue) and
the 2050-2099 period (red) of the RCP8.5 simulation.
Abscissas indicate the number of days from the 1st of
January.
deep branch of the BDC, with an increase of
up to ∼50% in the climatological polar down-
welling during the month before the occur-
rence of SSWs. The maximum polar down-
welling of the BDC weakens during the month
following the SSW by a similar magnitude.
These changes are larger when SSWs occur in
December-January-February (DJF) than for
those occurring in March. The latter show in
turn a similar impact on the BDC to that of
early (March) SFWs.
• There is an increased planetary wave conver-
gence in the polar stratosphere prior to SSWs,
which is consistent with the strengthening of
the BDC circulation. After the vortex break-
down, planetary wave propagation is inhib-
ited, in agreement with the simulated BDC
deceleration.
• Under enhanced anthropogenic forcing, the
influence of the SSW lifecycle on the BDC
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strengthens. These changes are due to a pro-
jected acceleration of the BDC, because they
are no longer observed when the polar down-
welling trend is removed.
• Winters with warmings close to the summer
regime (i.e., either SSWs in March or early
SFWs) show an advanced winter-to-summer
transition of the BDC. Thus, March warm-
ings lead to an anticipated polar upwelling in
the middle and high latitudes of the upper
northern stratosphere.
• Under increasing greenhouse gases, the clima-
tological winter-to-summer transition of the
BDC is shifted into the summer. This change
cannot be explained by a corresponding delay
in the date of occurrence of SFWs, nor by win-
ters with March warmings, whose transition
dates remain similar in the future. As a con-
sequence, the future effect of March warmings
on advancing the BDC transition gets ampli-
fied.
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ABSTRACT
The climatology and future changes of the Brewer–Dobson circulation (BDC) in three climate change
scenarios are studied using the latest version of the Whole Atmosphere Community Climate Model
(WACCM4), which is fully coupled to an ocean model. The results show an acceleration in both the shallow
and deep branches of circulation in response to increasing greenhouse gases (GHGs) together with an upward
displacement of the tropical upwelling in the deep branch near the stratopause. The downward control
principle reveals that different waves are involved in forcing the acceleration of the upper and lower branches.
Climatological-mean tropical upwelling in both the lower and upper stratosphere is dominated by explicitly
resolved, planetary-scale waves. Trends in the tropical upwelling in the lower stratosphere are mainly at-
tributed to explicitly resolved, planetary-scale waves.However, in the upper stratosphere, despite the fact that
resolved waves control the forcing of the climatological upwelling, their contribution to the long-term trend
diminishes with increasing GHGs, while the role of gravity waves associated with fronts increases and be-
comes dominant in the model scenario with the largest GHG increases. The intensification and upward
displacement of the subtropical tropospheric jets due to climate change leads to filtering of thewesterly part of
the frontal gravity wave spectrum, leaving the easterly components to reach the upper stratosphere and force
the changes in the circulation there.
1. Introduction
The stratospheric meridional overturning circulation,
also known as the Brewer–Dobson circulation (BDC), is
responsible for mean mass transport of chemical tracers
from the equator to the poles (Birner andBönisch 2011).
Several modeling studies have shown an acceleration of
the BDC with increasing greenhouse gas (GHG) con-
centrations (e.g., Butchart et al. 2006), which led to
growing interest in this circulation. Changes in the BDC
can modify the distribution of ozone and other chemical
compounds, resulting not only in a dynamical alteration
of the stratosphere and stratosphere–troposphere in-
teractions but also to changes in the tropospheric radi-
ative balance.
Recent studies have clearly differentiated two branches
of the stratospheric mean meridional circulation: a shal-
low branch, located in the lowermost stratosphere, with
upwelling in the tropics and downwelling in the subtropics
and middle latitudes, and a deep branch with maximum
upwelling in the tropical upper stratosphere and down-
welling in the middle and high latitudes throughout the
entire height of the stratosphere. Birner and Bönisch
(2011) distinguish between shallow and deep branches on
the basis of the stratospheric transit times in each branch,
with the result that the shallow branch extends to about
50hPa and the deep branch is located above that altitude.
Here we follow Birner and Bönisch and adopt 50 hPa
as the approximate level separating shallow and deep
branches.
Recently, Lin and Fu (2013) looked at the climatol-
ogy and changes in all branches of the BDC using
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chemistry–climate models from the second Chemistry–
Climate Model Validation (CCMVal2) activity. These
authors define a transition layer between 100 and 70hPa,
with the shallow branch extending up to 30 hPa, and the
deep branch beginning above 30hPa. They found a larger
acceleration in the shallow branch than in the deep
branch. Similarly, Hardiman et al. (2014) investigated
future changes in the Brewer–Dobson circulation in the
entire stratosphere in high-top phase 5 of the Coupled
Model Intercomparison Project (CMIP5) models (with
model lids above 1 hPa). They found differences in the
width of the changes in tropical upwelling above and
below 20 hPa. These differences suggest that different
dynamical behaviors may be related to different driving
mechanisms.
The stratospheric mean meridional circulation is driven
by wave dissipation (Holton et al. 1995). The downward
control principle (DCP; Haynes et al. 1991) makes it
possible to identify quantitatively the waves that are
responsible for driving this circulation. This principle
establishes that, in steady state, the mean vertical ve-
locity at any vertical level is controlled only by the
density-weighted integral of the wave forcing acting
above that level. Different studies using both reanalysis
and general circulation models suggest that the BDC in
the lower stratosphere is mainly forced by large-scale
waves [e.g., Fig. 4.10 of Eyring et al. (2010)], although
there is considerable intermodel variability. In particular,
in CCMVal2 models, more than 70% of the climatolog-
ical tropical upwelling at 70hPawas due towaves that are
explicitly resolved by the models, 21.1% to parame-
terized (unresolved) orographic gravity wave drag, and
7.1% to parameterized nonorographic gravity wave
drag (Butchart et al. 2011). These percentages agree
well with results from the 1989–2009 Interim European
Centre forMedium-RangeWeather Forecasts (ECMWF)
Re-Analysis (ERA-Interim), although in the latter only
4% of the tropical upwelling at 70hPa was attributed to
parameterized wave drag (nonorographic gravity waves
are not included in ERA-Interim; Seviour et al. 2012).
Regarding changes in tropical upwelling associated
with increasing greenhouse gases, there is a general con-
sensus that changes in resolved wave drag are the main
driver of the acceleration in the lower stratosphere [e.g.,
Fig. 4.11 of Eyring et al. (2010)]. The multimodel analysis
of Butchart et al. (2010) revealed contributions at 70hPa
of up to 67% from these waves and 30% from orographic
gravity waves. These results agree with other individual
model studies, such as those by Garcia and Randel (2008;
hereafter GR08), McLandress and Shepherd (2009),
Garny et al. (2011), and Shepherd and McLandress
(2011). GR08 pointed out that, as the subtropical tropo-
spheric jets intensify in response to tropospheric warming
driven by GHG, the contribution of gravity waves in-
creases above 70hPa in the middle stratosphere. This
altitude dependence of the different wave contributions
to the upwelling highlights the importance of analyzing
the two branches of the circulation separately.
Several studies have attempted to determine whether
changes in wave forcing that drive changes in the circu-
lation are due to differences in wave transmission or in
wave excitation. In particular, Calvo and Garcia (2009)
found that changes in the transmission of explicitly re-
solved waves were the main mechanism in simulations
of the last half of the twentieth century. This was in con-
trast with simulations of the twenty-first century, where
changes in the excitation of resolved waves, related to
anomalous convection, dominated over changes in wave
transmission. Olsen et al. (2007) showed changes in tro-
pospheric wave propagation due to warmer sea surface
temperatures (SSTs) in the tropics. Furthermore, Deckert
and Dameris (2008) demonstrated that higher tropical
SSTs enhance tropical deep convection, amplifying the
generation of tropical waves, as well as poleward-
propagating waves that can intensify the BDC in the
extratropics. Finally, Garny et al. (2011) showed that both
wave propagation and wave generation are affected by
increasing SSTs as a result of climate change and, thus,
both mechanisms can generate changes in the BDC. In
particular, Shepherd and McLandress (2011) found that
changes in wave drag in their model were largely ex-
plained in terms of changes in the location of the critical
layers within the subtropical lower stratosphere.
The fact that SSTs represent an important atmosphere–
ocean feedback and that its explicit simulation in climate
models is complex has been noted in many previous
studies (e.g., Braesicke and Pyle 2004; Kosaka and Xie
2013). Up to now, most studies that investigated changes
in the BDC with general circulation models that include
a well-resolved middle atmosphere used prescribed
SSTs from observations for past simulations or SSTs
from low-top atmosphere–ocean models to understand
future changes associated with GHGs. This lack of in-
teractive atmosphere–ocean feedbacks adds uncertainty
to the understanding of the mechanisms involved in the
BDC changes. In the present study, we use a fully coupled
atmosphere–ocean climate model with its top in the
thermosphere to analyze the BDC and its forcing in the
entire stratosphere. Special attention is paid to the less-
investigated deep branch of the circulation and to future
changes under different climate change scenarios.
This paper is organized as follows: Section 2 presents the
model and simulations used here together with the meth-
odology. Results concerning the BDC climatology are
shown in section 3, while section 4 presents future trends in
the circulation. Section 5 summarizes the main results.
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2. Simulations and method
The latest version of the Whole Atmosphere Com-
munity Climate Model (WACCM4) is part of the
Community Earth System Model, version 1 (CESM1),
developed by the U.S. National Center for Atmospheric
Research (NCAR). This improved version of WACCM
integrates a four-component coupled system, including
atmosphere, ocean, land, and sea ice models. The ocean
and sea ice components are described in Holland et al.
(2012) and Danabasoglu et al. (2012). The atmospheric
component, which includes fully coupled chemistry,
has a longitude–latitude resolution of 2.58 3 1.98 and 66
vertical levels up to about 140km. The vertical resolution
is finer than 1.5km in the first 25km, with a gradual in-
crease up to 2 km at the stratopause, 3.5 km in the me-
sosphere, and half of the local scale height beyond the
mesopause. The model includes heating from volcanic
aerosols (Tilmes et al. 2009), solar variability is specified
from themodel of Lean et al. (2005), and a quasi-biennial
oscillation is imposed by relaxing the winds to observa-
tions in the tropics (Matthes et al. 2010). The parame-
terization of orographic gravitywaves is related to surface
roughness, and nonorographic gravity waves are param-
eterized based on the diagnosis of frontogenesis and the
occurrence of deep convection in the model. These pa-
rameterizations are described in detail by Richter et al.
(2010). Additional information about the model can be
found in Marsh et al. (2013).
Three historical runs were performed from 1960 to
2005, each with slightly different initial conditions, and
observed concentrations of GHGs at the surface. Three
future simulations from 2005 to 2100 were run based
on the representative concentration pathways (RCPs)
adopted by the Intergovernmental Panel on Climate
Change (IPCC) for its Fifth Assessment Report. RCP2.6
is the most optimistic scenario and prescribes a decrease
in CO2 starting in 2050, reaching 400ppmv in 2100. In
RCP4.5, the CO2 concentration increases from 400ppmv
to slightly less than 550ppmv in 2100. The RCP8.5 sim-
ulation represents a CO2 doubling from 2005 to 2080,
reaching values of 950 ppmv in 2100. Mixing ratios of
ozone depleting substances (ODS) in terms of equivalent
effective stratospheric chlorine (EESC) decrease from
maximum values of approximately 4ppbv in 2005 to ap-
proximately 1.7 ppbv in 2100.
To characterize the mean meridional circulation of
the stratosphere, we examine the vertical component of
the transformed Eulerian-mean (TEM) residual circula-
tion w* (Andrews et al. 1987). We will refer to upwelling
when w* is positive and to downwelling when w* is
negative. Possible changes in the future are assessed by
calculating linear trends derived from deseasonalized
monthly-mean time series. The significance of trends at
the 95% confidence level is evaluated using a Monte
Carlo test. Differences between climatological values
from the first and last 20 years of the simulation are also
shown, as needed. Significant differences are assessed
at the 95% confidence level by a Student’s t test.
3. Climatology of the BDC in WACCM4
a. Circulation
Figure 1a shows the latitude–altitude cross section of
the annual-mean w* for the ensemble mean of the three
historical simulations (1960–2005). This figure clearly
distinguishes the two different circulation branches dis-
cussed in the introduction. The shallowbranch, in the lower
stratosphere, is principally responsible for troposphere–
stratosphere mass exchange and consists of two cells with
rising motion in the tropics and sinking in the subtropics
andmiddle latitudes (Holton 1990). Tropical upwelling in
the shallow branch is stronger in December–February
(DJF) than in June–August (JJA). In the deep branch,
the largest tropical upwelling occurs in the upper strato-
sphere around 45–50 km. The associated downwelling
extends from midlatitudes to the poles, reaching a maxi-
mum at polar latitudes in the upper stratosphere and
extending down toward the polar troposphere. Similar to
the shallow branch, the deep branch is equatorially cen-
teredwhen the annual average is computed.However, the
seasonal averages show an intensification of the winter
cell and a shift of the tropical upwelling toward the sum-
mer hemisphere, also stronger in DJF (Seviour et al.
2012). The deep branch cell in the summer hemisphere is
very weak below 40 km, in contrast with the behavior of
the shallow branch (Figs. 1b,c). Note that the summer
to winter hemisphere branch of the TEM circulation
starts above 65–70 km in WACCM4, beyond the upper
boundary of the figures shown here.
A different look into the climatological seasonal
behavior of the BDC is presented in Fig. 2. It shows the
latitudinal distribution of the ensemble-mean, annual-
mean w* as a function of time and latitude at 1 hPa
(Fig. 2a) and 100 hPa (Fig. 2b). These are the levels
where the tropical upwelling in WACCM4 is largest in
the deep and shallow branches, respectively (Fig. 1a).
The seasonal behavior ofw* is similar in both the lower
and the upper stratosphere, although the seasonal cy-
cle is muchmore pronounced in the upper stratosphere
(Fig. 2a). Thus, at 1 hPa the upwelling can comprise the
entire winter hemisphere while downwelling occurs in
the summer hemisphere from about 158 latitude to the
pole. The magnitude of the tropical upwelling is very
similar throughout the year, slightly larger in boreal
2964 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 71
97 
winter months. In the Southern Hemisphere (SH), the
largest downwelling occurs at middle latitudes and not
in the polar region. In the lower stratosphere, upwell-
ing is confined to lower latitudes, maximizing in the
summer hemisphere in the subtropics. Downwelling is
simulated from the subtropics to the polar latitudes, and it
is larger in the winter half of the year. Note, however, that
downwelling at polar latitudes in the lower stratosphere
comes mainly from the deep branch (e.g., Birner and
Bönisch 2011). The seasonal distribution of w* at 100hPa
can be compared with results from the ERA-Interim,
as shown by Seviour et al. (2012, their Fig. 4c). Although
the period is not exactly the same (1989–2009 for the re-
analysis versus 1960–2005 for the model) the agreement
is excellent, not only regarding the spatial distribution of
the regions of upwelling and downwelling, but also their
FIG. 1. Climatology of the TEM (y*, w*) vector circulation (ar-
rows) and magnitude of w* (contours) as functions of latitude and
log-pressure altitude zp for the ensemblemean of three simulations
of the historical period 1960–2005. (a) Annual-mean climatology,
(b) DJF mean, and (c) JJA mean. For w*, variable contours are
shown for 0,60.1,60.2mm s21, every 0.2mms21 up to61mms21,
and every 1mms21 thereafter. Orange shading and solid lines
represent positive values; blue shading and dashed lines represent
negative values. The arrows on the lower-left-hand corner of each
panel indicate the scale of the vector circulation.
FIG. 2. Ensemble-mean seasonal climatology of w* (1960–2005)
at (a) 1 and (b) 100 hPa. Contour intervals are 0.2mms21 up to
1mms21 and every 1mms21 thereafter. Orange shading and solid
lines represent positive values; blue shading and dashed lines
represent negative values.
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magnitude. This good agreement lends confidence to our
results and supports the use of WACCM4 to investigate
future changes in the BDC.
b. Wave forcing
In WACCM4, the wave drag from resolved and pa-
rameterized waves is output separately. Within the
gravity wave parameterization, orographic gravity waves
and nonorographic gravity waves of frontal and con-
vective origin are also distinguished. Thus, it is possible
to use the DCP to quantify the different contribution of
these waves to the tropical upwelling. The DCP esti-
mate of w* averaged between latitudes f1 and f2 is
given by
hw*(z)i5
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where r is the density, z is log-pressure altitude, m5
a cosf(u1Va cosf) is the zonal-mean angular mo-
mentum, V is Earth’s rate of rotation, and a is the radius
ofEarth. The terms in the integrand include theEliassen–
Palm flux divergence due to resolved waves, $  F, and
the parameterized wave drag X due to orographic
gravity waves and gravity waves associated with con-
vective and frontal sources. We average (1) over the
turn-around latitudes (i.e., f1 and f2 are taken to be the
latitudes where w* changes sign on each pressure level;
Rosenlof 1995). In what follows, the individual pa-
rameterized wave drag components will be denoted by
OGWD, CGWD, and FGWD, which stand for oro-
graphic, convective, and frontal gravity wave drag, re-
spectively. This methodology is similar to that used in
GR08 except that, for each altitude, we evaluate the
integrand in (1) between the turn-around latitudes in-
stead of using fixed latitudes as in GR08. Note that, in
order for the DCP to be applicable, the turn-around
latitudes where the integrand is evaluated need to be
approximately parallel to lines of constant angular
momentum, and thus (1) is not valid in the deep tropics
where lines of constant m form closed contours.
Figure 3 shows w* computed from (1) for the en-
semble mean of the three historical simulations. The
latitude limits used in the calculation correspond to the
annual-mean climatological turn-around latitudes for
1960–2005. These latitude limits are far enough from the
equator that application of (1) is justified. The estimated
value for w* computed from the DCP (dashed line) and
its actual value output from the model (black line) are in
very good agreement everywhere except near 48km, al-
though the difference there is only about 15%. The trop-
ical upwelling clearly shows the two maxima, in the
lowermost and upper stratosphere, corresponding to the
shallow and deep branches of the circulation. The largest
values (about 1mms21) occur at about 48km. Through-
out the entire stratosphere, resolved waves are the main
driver of the climatological tropical upwelling. In the
lower stratosphere, at 70hPa (;18.6 km), their contri-
bution is about 70% of the total, versus 30% for oro-
graphic gravity waves. The contributions of convective
gravity waves (CGWs) or frontal gravity waves (FGWs)
are negligible in the lower stratosphere. These results are
consistent with other modeling studies and reanalysis
data (e.g., Butchart et al. 2011; Seviour et al. 2012).
In the upper stratosphere, at about 48 km (where the
largest upwelling occurs), most of the upwelling is at-
tributable to resolved waves. In fact, upwelling due to
resolved waves is actually larger than the total upwelling
near the stratopause because FGWs produce downwel-
ling at this level. BothOGWDandCGWDmake a small
contribution to upwelling near the stratopause—about
10% of total upwelling. Note that in WACCM4 the
contribution of CGWs to themean tropical upwelling is
close to zero throughout the stratosphere. The wave
contribution to the climatological-mean tropical up-
welling in future scenarios (not shown) is similar to the
one shown in Fig. 3 for the recent past.
4. Future trends in the BDC due to increases
in GHG
a. Circulation trends
Long-term trends, 2005–2100, in w* for three future
scenarios are shown in Fig. 4, with the trend in the vector
TEM circulation (y*, w*) superimposed (arrows). The
spatial configuration of the trends can be compared with
that of the 1960–2005 climatology shown in Fig. 1a, as
the climatologies for the future simulations showed very
similar spatial patterns. Figure 4 shows an intensification
of both branches of the circulation with increasing GHG
concentrations. The intensification is very weak inRCP2.6,
where only the change in the upper branch near the stra-
topause is significant. In RCP4.5, there is a moderate,
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statistically significant acceleration of the circulation in the
regions of maximum upwelling and downwelling in the
upper stratosphere and lowermost stratosphere. RCP8.5
shows the largest trends in theTEMcirculation, both in the
deep and the shallow branches. The upper-stratosphere
trend implies an increase in w* over the period of analysis
of approximately 50% of the climatological-mean value.
Note that the regions of positive upwelling trends in the
lower stratosphere and in the vicinity of the stratopause are
narrower than the climatological upwelling (1960–2005) at
those locations (red lines), indicating that the upwelling
becomes more concentrated around the equator. This is in
agreement with results (for the lower stratosphere) ob-
tained from an ensemble of several high-top CMIP5
models (Hardiman et al. 2014). A common feature in all
our simulations in the SH is the positive trend inw* at high
latitudes, implying a deceleration of the climatological
downwelling over the southern polar cap (cf. Fig. 1).
Comparison of the trends in the RCP4.5 scenario (Fig. 4b)
with trends derived from a pair simulations (not shown),
where either the mixing ratios of ODS or those of GHG
were held constant at 2001 values, revealed that the de-
celeration of downwelling over the southern polar cap is
related to ozone recovery. This has also beenpointed out in
FIG. 3. Tropical average ofw* calculated from theDCP, showing
the contributions due to different waves in the 1960–2005 ensemble-
mean simulation. The black curve includes the total wave drag, the
red curve is the resolved wave drag, the blue curve is FGWD, the
green curve is OGWD, and the yellow curve is CGWD. The dashed
curve is the TEMvertical velocity computed directly from themodel
output. Similar results hold for all other simulations discussed in this
paper.
FIG. 4. Trends in the TEM (y*, w*) vector circulation (arrows)
and w* (contours) as functions of latitude and zp over the period
2005–2100 for (a) RCP2.6, (b) RCP4.5, and (c)RCP8.5. Contours are
0,60.01,60.02mms21 decade21, and every60.02mms21 decade21
thereafter. Stippling indicates where trends in w* are not significant
at the 2s level. Orange shading and solid lines represent positive
values; blue shading and dashed lines represent negative values. Red
lines indicate the climatological (1960–2005) turn-around latitudes.
The arrow on the lower-left-hand corner of each panel indicates the
scale of the vector trend.
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other, recent studies (e.g., McLandress and Shepherd
2009).
In addition to the intensification of the BDC shown in
Fig. 4, the largest trends in tropical upwelling in the
upper stratosphere indicate an upward displacement of
the region of upwelling with increasing GHG concen-
trations. Thus, for simulation RCP2.6, the maximum
trend in upwelling is centered near 48 km, while for
RCP8.5, it occurs near 52 km. To analyze this behavior
in more detail, differences between the averages of the
last and the first 20 years of the simulations were com-
puted. The results are shown in Fig. 5 for RCP8.5, which
is the scenario with the largest changes. Significant dif-
ferences at the 95% level were computed with a Stu-
dent’s t test. The difference pattern (Fig. 5b) in the upper
stratosphere is centered at a higher altitude than the
climatological upwelling. This upward displacement is
larger in RCP8.5 than in RCP4.5, and it is not present in
the RCP2.6 simulation (not shown), which indicates that
certain changes only occur for the larger increases in
GHGs concentrations. The behavior illustrated in Fig. 5
may be understood as an upward expansion of the deep
branch tropical upwelling.
b. Trends in wave forcing
To investigate the contribution of the different waves
to changes in the BDC, the latitude–altitude distribution
of forcing is first examined. Figure 6 depicts the latitude–
altitude cross sections of the climatologies and trends in
the four types of wave forcing studied here [Eliassen–
Palm (EP) flux divergence of resolved waves, OGWD,
FGWD, andCGWD]. Results are shown for the RCP8.5
climate change scenario since it produces the largest
changes. In the lowermost stratosphere, significant neg-
ative trends in EP flux divergence appear in the sub-
tropics (Fig. 6b). These represent an intensification and
upward extension of the climatological wave dissipation
in this region (Fig. 6a). Significant trends in orographic
wave forcing also appear in the lower stratosphere be-
tween 308 and 408N, intensifying the climatological drag
between 20 and 25km and weakening it below 20km
(Figs. 6c,d). Nonorographic gravity waves do not dissipate
in the lower stratosphere, in agreement with results from
the DCP, which showed no contribution from FGWs and
CGWs to the climatological tropical upwelling in this re-
gion. In addition, no changes in FWGD or CGWD were
found in the future simulation in this region.
Significant trends in EP flux divergence are also found
in the upper stratosphere. Significant negative trends
enhance the climatological wave dissipation in the high
latitudes of the NH and shift upward that one in the
subtropics and midlatitudes of the SH, above 50 km. At
lower altitudes, between 40 and 50 km, there are positive
trends in EP flux divergence that weaken the climato-
logical wave dissipation therein. Taken together, the
trend patterns above and below 50kmmay be interpreted
as an upward shift in the region of the largest EP flux
divergence with respect to climatology. There is also
a significant positive trend in the SH at high latitudes,
probably related to ozone recovery, as the abundance of
ozone over Antarctica impacts resolved wave propaga-
tion (Li et al. 2008). Here, this is manifested as a positive
FIG. 5. (a) w* averaged over the first 20 years of the RCP8.5 simulation (2005–25); contour interval is 0.5mms21.
(b) Difference in w* averaged over 2080–99 minus 2005–25. Variable contours are 0,60.05,60.1,60.2mms21, and
every 0.2mms21 thereafter. Stippling indicates where trends in w* are not significant at the 2s level according to
a Student’s t test. Orange shading and solid lines represent positive values; blue shading and dashed lines represent
negative values.
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FIG. 6. (left) RCP8.5 climatological annual means and (right) trends per decade for (a),(b) EP
flux divergence, (c),(d) OGWD, (e),(f) FGWD, and (g),(h) CGWD. In the left panels, contours
are every 60.1m s21 day21 up to 60.5m s21 day21 and then every 61m s21 day21. In the right
panels, contours are every 60.01m s21 day21 decade21 up to 60.05m s21 day21 decade21 and
then every60.1m s21 day21 decade21. Orange shading and solid lines represent positive values;
blue shading and dashed lines represent negative values. Stippling indicates where trends are not
significant at the 2s level.
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EP flux divergence trend associated with a decrease in
wave dissipation in the southern polar latitudes.
Significant negative trends inOGWDare simulated in
the subtropical upper stratosphere of the NH, enhancing
the climatological wave-induced acceleration. Significant
negative (easterly) trends in FGWD are simulated in the
subtropics and NH midlatitudes (Fig. 6f). They indicate
a decrease of the climatological westerly FGWD in the
subtropics and an enhancement of the climatological
easterly component in the NH midlatitudes (Fig. 6e).
These changes occur mainly during winter in each
hemisphere, as explained below. TheCGWD is the result
of dissipation of gravitywaves excited by deep convection
in the tropics. These waves dissipate at much higher al-
titudes (mainly above 50 km; Fig. 6g) and, accordingly,
they were not found to drive the climatological tropical
upwelling in the stratosphere (Fig. 3). In terms of trends,
weaker trends than in the case of FGWD are observed
above 50km in the tropical and subtropical regions, al-
though they intensify during JJA (not shown).
To quantify the contribution of each of these waves to
the trends in the climatological tropical upwelling, the
DCP has been applied to the RCP4.5 and RCP8.5 sim-
ulations (Fig. 7) in a similar way as it was applied to the
historical climatology. That is, we have applied (1) to
each RCP scenario between the climatological annual-
mean turn-around latitudes of the historical ensemble
(1960–2005). No results are shown for RCP2.6 since no
significant trends in w* were found in the tropical region
in this case (Fig. 4a).
In the lower stratosphere, the net trends in tropical-
mean upwelling in RCP4.5 andRCP8.5 seen in Fig. 7 are
consistent with the results shown in Fig. 4. Trends in
resolved wave drag and in OGWD are the only impor-
tant driver of the enhanced upwelling of the shallow
branch up to about 18 km (;70 hPa); above this level,
orographic gravity waves (OGWs) play a nonnegligible
role. In the lower stratosphere, the relative contribution
of the different waves to the total trend is similar in both
RCP scenarios, although the magnitude of the trends is
larger in RCP8.5. Our results in this region are consis-
tent with those obtained byGR08, who applied theDCP
between fixed latitudes in a previous version ofWACCM.
In the upper stratosphere, RCP4.5 and RCP8.5 show
significant trends inw* centered above 50 km (;1 hPa),
above the location of maximum climatological w*
(Fig. 1a), in agreement with the upward extension of the
circulation pointed out above. Interestingly, the contri-
bution of FGWs to the trend inw* increases dramatically
from RCP4.5 to RCP8.5 compared to the increase driven
by resolved EP flux divergence. Thus, while in RCP4.5,
36% of the total upwelling trend near 50km is attributed
to FGWs (and 64% to resolved waves), in RCP8.5 the
FGW contribution increases up to 56% versus 30% for
resolved waves, such that changes in FGW driving be-
come the largest contributor to the trend in tropical up-
welling in the upper stratosphere in the scenario with the
largest increase in GHGs.
We have also applied the DCP in simulation RCP8.5
between the climatological turn-around latitudes and the
pole in each hemisphere (Figs. 8a,b)—that is, over the
latitude rangeswhere there is climatological downwelling.
We note, however, that in these regions the trends in
vertical velocity are not uniformly negative. This is par-
ticularly true of the SH, where poleward of 658S the trend
in vertical velocity is actually positive below about 45 km
FIG. 7. Trends in w* due to different waves between the turn-around latitudes of the climatological ensemble mean
(1960–2005) for (a) RCP4.5 and (b) RCP8.5. Color lines are as in Fig. 3. Shadowing indicates the 2s confidence limits.
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(cf. Fig. 4). In the NH (Fig. 8a), the mean downwelling
trend between the northern turn-around latitude and the
pole in the lower stratosphere is attributed to resolved
waves and OGW; at 18km, the percentages are 70% and
30%, respectively. In the upper stratosphere, 50% of the
trend is attributed to FGWswhile the other 50% is due to
OGWsand resolvedwaves; above 50km, the contribution
of FGWs is dominant. CGWs contribute negligibly to the
intensification of downwelling in the NH, as near zero
trends were found everywhere.
In the SH, Fig. 8b shows that in the lower stratosphere,
almost 100%of the downwelling trend is due to resolved
waves. However, above 45 km, where the downwelling
trend extends to polar latitudes, FGW, CGW, and re-
solved wave contributions increase reaching similar
magnitudes at 53 km. Above this altitude, resolved waves
become again the principal contributor. OGW were
found to contribute negligibly to the SH downwelling
trends. Finally, in order to determine the cause of the
positive trend in vertical velocity over the southern
polar cap at altitudes below 45 km (implying a weaker
downwelling), we have applied the DCP between 658S
and the South Pole (Fig. 8c). The results show that re-
solved waves and OGW are responsible for this positive
trend over the southern polar cap, with negligible con-
tributions from other waves. This result is consistent with
the pattern of trends shown for the EP flux divergence
(Fig. 6b), which shows a decrease in resolved wave forc-
ing below 50km at high southern latitudes.
Changes in tropical upwelling are forced by changes in
wave dissipation, which in turn aremodulated by changes
in the background winds. To understand the mechanisms
that drive the changes in wave forcing with increasing
GHGs, Fig. 9 shows the climatology (contours) and the
trends (colors) of the zonal-mean zonal wind for the three
RCP scenarios. There is a direct relationship between the
intensification and upward shift of the subtropical jets
and the increasing load of GHGs. The largest trends
are present in the extreme scenario, RCP8.5 (Fig. 9c),
consistent with the largest trends in meridional temper-
ature gradient (not shown). In agreement withGR08 and
Shepherd and McLandress (2011), the intensification of
the subtropical jets enhances wave propagation and dis-
sipation in the subtropical stratosphere (Fig. 7b). The
negative trends in the SH present in all the RCP simu-
lations reflect the impact of ozone recovery.
Changes in the zonal-mean zonal wind can affect the
propagation and dissipation of gravity waves. We show
here how these changes affect FGWs, which are the main
contributor to the changes in tropical upwelling found
in the upper stratosphere in the RCP8.5 simulation (see
Fig. 6f). Figures 10a and 10b show vertical profiles of the
climatological FGW eddy momentum flux associated
FIG. 8. Trends in w* attributable to different waves for simula-
tion RCP8.5: (a) in the Northern Hemisphere, between the
northern turn-around latitude and the North Pole; (b) in the
Southern Hemisphere, between the southern turn-around latitude
and the South Pole; and (c) between 658S and the South Pole. Line
colors are as in Fig. 3. Shadowing indicates the 2s confidence limits.
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with waves of easterly (red) and westerly (blue) phase
velocity, together with the zonal-mean zonal wind (black)
at 208N and 208S. These are approximately the latitude
limits for the maximum trend in the deep branch up-
welling, near the stratopause. The net FGW momentum
flux (green curve) is zero at the source but quickly
becomes positive below 20 km owing to the filtering of
westerly components of the spectrum by the climato-
logical subtropical jet (black curve). Above 20 km,
where the climatological zonal-mean zonal wind turns
negative, easterly components of the spectrum are at-
tenuated sharply, and the net FGW momentum flux be-
comes negative. The negative net flux decreases above
50km, giving rise to the climatological positive wave drag
seen in Fig. 6e.
Trends in FGWmomentum flux are shown in Figs. 10c
and 10d. At the source of the waves, near 5 km, both
westerly and easterly components of the spectrum be-
come weaker with respect to climatology; that is, the
tendencies have the opposite sign of the climatological
values. This behavior is associated with a weakening of
the zonal-mean zonal wind below 10 km. It is not alto-
gether clear why this weakening of the tropospheric
zonal-mean wind reduces the FGWmomentum fluxes at
their source, but a possibility is that the frequency of
occurrence of fronts diminishes at this location; since the
diagnosis of frontogenesis is the trigger for the FGWs in
themodel (Richter et al. 2010), infrequent frontogenesis
will result in a weakening of the momentum flux asso-
ciated with these waves. Some distance above the wave
source, at 15–20 km, there is a sharp intensification of
the momentum flux carried by the easterly components
of the spectrum, which is most pronounced in the SH.
This is related to the strengthening of the subtropical
jets with increasing GHG concentrations (black curves).
Above about 25 km, where the trends in the zonal-mean
wind become negative, the flux carried by the easterly
components is in turn attenuated, such that the momen-
tum flux tendency of the easterly components of the
FGW spectrum becomes small everywhere above 30 km.
This, together with the decrease in the flux associated
with westerly components of the spectrum noted above,
produces a positive tendency in the net flux (green lines).
Above 50km, where thewaves dissipate, this in turn gives
rise to a negative tendency on FGWD, consistent with
Fig. 6f.
5. Summary
WACCM4, the latest version of the Whole Atmo-
sphere Community Climate Model, coupled to a fully
interactive ocean model, has been used to investigate
trends in the Brewer–Dobson circulation due to climate
FIG. 9. Trends (shaded) and climatology (black contours) of the
zonal-mean zonal wind for three RCP scenarios: (a) RCP2.6,
(b) RCP4.5, and (c) RCP8.5. Contour interval for the trend is
60.2m s21 decade21; for the climatology, the interval is610m s21.
Orange shading and solid lines represent positive values; blue
shading and dashed lines represent negative values. Stippling in-
dicates where trends are not significant at the 2s level. Note that
the altitude range starts from the surface in these plots.
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change. The model reproduces both branches of the
climatological circulation as previously documented in
ERA-Interim (e.g., Seviour et al. 2012) and other
modeling studies (e.g., Birner and Bönisch 2011). The
shallow branch, in the lowermost stratosphere, has up-
welling in the tropics and downwelling in the subtropics;
the deep branch, whose maximum upwelling is located
in the upper stratosphere (;48 km) is global in extent,
with downwelling extending to polar latitudes and
down into the polar troposphere (not shown). A seasonal
analysis shows the shift of the tropical pipe into the
summer hemisphere in both branches of the circulation;
this shift is more noticeable in the deep branch.
The application of the DCP between the turn-around
latitudes of the climatological tropical upwelling revealed
that different waves are involved in driving the clima-
tology of the shallow and the deep branches. The clima-
tological upwelling of the shallow branch is mainly driven
by resolved waves (70%) with a nonnegligible contribu-
tion of OGWs (30%) at 70hPa (;18.6km), in agreement
with Butchart et al.’s (2011) multimodel and reanalysis
study. Resolved waves are also dominant in forcing the
upwelling of the deep branch, followed by FGWs, which
contribute negatively and consequently slow down the
climatological circulation at these altitudes. Contribu-
tions from OGWs and CGWs are less than 10% to the
deep branch upwelling.
Simulations using climate change scenarios show an
acceleration of the BDC that increases with increasing
loading of GHGs. Significant trends are found in both
FIG. 10. Annual-mean (a),(b) climatology and (c),(d) trends of the frontal gravity wave momentum flux (red for
waves of easterly phase velocity, blue for waves of westerly phase velocity, and green for the net flux) at (left) 208S
and (right) 208N. Also shown in (c),(d) are trends in zonal-mean zonal wind (m s21 decade21; black). Shadowing
indicates the 2s confidence limits.
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branches of the BDC in RCP4.5 and RCP8.5 scenarios
(larger in RCP8.5), but the trends are much weaker and
mostly not significant in the RCP2.6 scenario. Trends in
tropical upwelling are confined to lower latitudes than
the climatological upwelling in the lower and upper
stratosphere, where the maximum upwelling in both
branches occurs, which indicates a narrowing of the
tropical upwelling region in the lower stratosphere and
in the stratopause region. In addition, the maximum
changes in the upwelling of the upper stratosphere appear
at higher altitudes than the climatology, indicating an
upward extension of the circulation in these climate
change scenarios. In WACCM4, the largest changes in
the tropical upwelling occur at 100 hPa and at 1 hPa. In
the upper stratosphere, the tropical upwelling increases
up to 50% in the RCP8.5 scenario compared to clima-
tology over the period covered by this simulation.
To identify the waves involved in the acceleration of
the mean meridional circulation, we have applied the
downward control principle, choosing the climatological
turn-around latitudes of the historical period as the
limits of integration for calculating tropical and extra-
tropical mean w* tendencies. The trend in the shallow
branch upwelling is mainly due to waves that are explic-
itly resolved in the model (70%) while parameterized
orographic gravity waves account for 30% in the lower
stratosphere (at 70 hPa). This agrees with results from
other chemistry–climate models such as the Atmospheric
Model with Transport and Chemistry (AMTRAC) (Li
et al. 2008), the Canadian Middle Atmosphere Model
(CMAM) (McLandress and Shepherd 2009), and the
previous version of WACCM, WACCM3.5 (GR08). In
addition, Calvo and Garcia (2009) showed that the main
driver of trends in the tropical upwelling of the lowermost
stratosphere in WACCM3.5 was the EP flux divergence
due to large-scale tropical Rossby waves. We note,
nevertheless, that models are by no means unanimous
in their attribution of trends in the shallow branch; in
a minority of the models included in Fig. 4.11 of Eyring
et al. (2010), the trend is due to changes in parameterized
wave driving. In addition, the absolute magnitude of the
trend, regardless of its source, varies considerably among
models.
In the upper stratosphere, where frontal and convec-
tive gravity waves start to break, the contribution to the
trend in the tropical upwelling is more heterogeneous
than in the lower stratosphere. At these altitudes, frontal
gravity waves play an important role in determining the
upwelling trend, and their contribution becomes larger
as the GHG burden increases. Trends in w* calculated
from the DCP revealed that more than 50% of the
tropical upwelling trend near the stratopause in simu-
lation RCP8.5 is due to changes in frontal gravity wave
drag while resolved wave drag accounts for 30%. The
same methodology applied to the extratropics confirmed
that frontal gravity waves are the main contributor to
extratropical downwelling trends. The dominant role of
frontal gravity waves in driving the mean meridional
circulation trends in the upper stratosphere is related to
changes in the background zonal-mean zonal winds.
These changes in the winds modify the spectrum of
frontal gravity waves such that the net momentum flux
becomes more positive above the region where the
subtropical jet intensifies (;15 km), such that the flux
divergence in the upper stratosphere becomes more
negative, which enhances tropical upwelling.
Finally, it should be borne in mind that the results
presented here must be presumed to be model dependent.
This is particularly the case in theupper stratosphere,where
gravity waves are a major driver of the trends, since gravity
waves are parameterized in general circulation models and
these parameterizations differ among the models. Even in
the lower stratosphere, Fig. 4.11 of Eyring et al. (2010)
shows that, while all models produce positive tropical mass
flux trends at 70hPa, the magnitude of the trends and the
relative contribution thereto by different waves varies from
model to model. Nevertheless, insofar as the trends com-
puted here depend on filtering of the (parameterized)
upward-propagating gravity wave spectra by the evolving
zonal-mean wind distribution, the sign and vertical dis-
tribution of the trends should be robust.
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Chapter 7 
Discussion 
This thesis has addressed several questions regarding two major phenomena of strato­
spheric variability: SSWs and the BDC. Vertical motions of the BDC can be well di­
agnosed by the zonal-mean residual circulation in the TEM framework, as described in 
Chapter 1. However, the SSW deﬁnition is still under discussion (e.g., Butler et al. 2015). 
The ﬁrst part of this thesis, Chapter 3, has dealt with the relevance of the method used to 
detect SSWs. Previous studies argued that the SSW deﬁnition can aﬀect relevant results 
such as their surface impacts (Maycock and Hitchcock 2015) or the future trends in SSW 
frequency under climate change conditions (McLandress and Shepherd 2009a). The eight 
methods selected in this thesis are representative of all deﬁnitions found in the litera­
ture, based on diﬀerent variables (temperature, zonal wind, etc.), approaches (absolute 
methods, Principal Component Analysis, etc.) or latitudes to detect SSWs (see Fig.1 in 
Palmeiro et al. 2015). We evaluate these deﬁnitions in ERA reanalysis data from 1958 to 
2014 and in two other long reanalyses (JRA-55 and NCEP-NCAR). The reanalyses com­
parison is motivated by the rising interest of reporting diﬀerences among these datasets 
under the SRIP-Project initiative (http://s-rip.ees.hokudai.ac.jp/) 
The average frequency of SSWs for all deﬁnitions is almost 7 events per decade re­
gardless of the reanalysis dataset, with values that range from 4 to 11 events dec−1 , 
mostly depending on the consideration of minor SSWs. While the resulting intraseasonal 
distributions of SSW occurrence are similar among deﬁnitions, and display the largest fre­
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quency in January, the interdecadal distribution is method-dependent, and the minimum
 
frequency in the 1990s reported in several studies is only captured by methods demanding 
the wind reversal at 60◦N. This condition is indeed the most widely employed to deﬁne 
SSWs in the literature, and thus, previous studies addressing low-frequency variations 
of SSWs might not be robust. Apart from small variations in the SSW frequencies, no 
signiﬁcant diﬀerences were obtained in the main signatures of SSWs among these three 
reanalyses. 
Dynamical benchmarks of SSWs in the middle and lower stratosphere indicated that 
case-to-case variability within methods is larger than the inter-method diﬀerences, so all 
deﬁnitions are equally suitable to study the stratospheric signatures of SSWs. At the 
surface, major SSWs, which are commonly detected by most methods, show the strongest 
and most coherent responses. In contrast, minor SSWs are more speciﬁc of each method 
and do not show robust stratosphere-troposphere coupling. An important question arises 
about the causes of the case-to-case variability in the stratospheric signatures of SSWs 
and how they are related to the spread in the surface responses. In this sense it would 
be useful to explore if, in addition to major SSWs, there are other factors that modulate 
the degree of stratosphere-troposphere coupling. This would be informative to assess the 
potential skill of SSWs in seasonal forecasts. 
The results reported here have also implications for the undergoing revision of the 
SSW deﬁnition (see e.g. discussion in Butler et al. 2015). As shown in Chapter 3, al­
though the stratosphere-troposphere coupling is well captured by zonal-mean zonal wind 
reversals at 60◦N and 10hPa this diagnostic is not robust, causing a spurious minimum 
of SSW occurrence in the 1990s. Instead, we propose to use a range of latitudes, from 
55◦N to 70◦N, ensuring that the polar vortex edge is being evaluated. This is important 
to account for cases when the vortex is diﬀerent to the observed climatological mean con­
ditions, as it might occur in climate models, under climate change conditions, or in the 
1990s. This method increases the sample size, and shows strong signals in the downward 
propagation and the surface imprints before and after SSWs. Moreover, it is simple and 
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similar to previous deﬁnitions proposed in the literature but it avoids the aforementioned
 
methodological artefacts. Therefore, it was applied to detect SSWs in the remainder of 
this thesis (Chapters 4 and 5). 
SSWs are the main source of intraseasonal variability in the polar winter stratosphere. 
Thus, it is essential for climate models to reproduce the observed frequencies and signa­
tures of SSWs (e.g., Gerber and Polvani 2009). Many climate models, including some 
high-top models, tend to underestimate the SSW occurrence (e.g., Charlton-Pe´rez et al. 
2013). This was the case of WACCM3 and previous versions of this model. In WACCM3.5, 
and subsequent releases, the TMS parameterization was found to be critical to reproduce 
the observed SSW frequencies (Richter et al. 2010). Chapter 4 addresses how the TMS 
modulates SSW occurrence in WACCM4 by comparing two simulations with (TMS-on) 
and without (TMS-oﬀ) the TMS parameterization. This version of WACCM is coupled 
to an interactive ocean (Marsh et al. 2013), such that sea surface temperatures and sea 
ice do not need to be prescribed, thus including important atmosphere-ocean feedbacks 
that add realism to the results. Moreover, the parameterization of GWs includes non­
arbitrary GW sources and hence the representation of these waves and the associated drag 
is more realistic than in previous versions of the model. The results indicate that TMS-oﬀ 
strongly underestimates the observed SSW frequencies in early winter (from December 
to February), but reproduces March SSW frequencies adequately. Diﬀerently, TMS-on 
shows realistic SSW frequencies throughout the winter, including the observed peak of 
occurrence in January found in reanalysis (Chapter 3). Additional analysis show that 
the TMS parameterization decreases OGWD in the NH, modifying the refractive condi­
tions in the subtropical jet region and favoring poleward PW propagation, as reported in 
Richter et al. (2010). However, this mechanism operates throughout the whole season 
and hence it is not able to explain the intraseasonal diﬀerences in the occurrence of SSWs 
between TMS-on and TMS-oﬀ. 
A new mechanism is proposed here through compensation between OGWs and PWs in 
the middle and high latitudes of the stratosphere. This means that PW forcing increases 
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or decreases depending on the OGWD existing in that region in order to preserve the total 
forcing. This compensation is in line with that proposed in Cohen et al. (2014) regarding 
the diﬀerent wave contributions to the BDC. They showed that an imposed torque in 
a certain region of the middle stratosphere causes the PWs to respond with a similar 
decrease in their torque. In Chapter 4, the TMS-oﬀ simulation would be analogue to the 
case in which an additional torque (OGWD) is applied, so that PW forcing decreases in 
the stratosphere and SSWs are less likely to occur. 
Although the particular causes of SSWs occurrence are not well understood, the model 
of Matsuno (1971) based on the PW interaction with the polar vortex has been widely 
assumed (Andrews et al. 1987). In contrast, the role of GWs in relation to SSWs is not 
well understood (Yamashita et al. 2010). Recent studies have pointed to an inﬂuence of 
GWs in preconditioning the polar vortex (Albers and Birner 2014), and prior studies even 
suggested that GWs can trigger SSWs (Pawson 1997). Results from Chapter 4 highlight 
the requirement of a large PW drag to produce SSWs, while the role of GWs would be 
limited to modulate the PW drag through the compensation mechanism. If the paradigm 
of compensation operates in other climate models, it might indicate that improving GW 
parameterizations can lead to changes in the simulation of resolved PWs which in turn, 
might help to solve models’ deﬁciencies in reproducing realistic SSW frequencies, as shown 
in Charlton-Pe´rez et al. (2013). 
Interactions between PWs and GWs have been considered in many modeling studies 
regarding the so-called SH cold-pole bias (e.g., Austin et al. 2003, Hurwitz et al. 2010, 
McLandress et al. 2012, Scheﬄer and Pulido 2015). This bias refers to the lower than 
normal temperatures simulated by most CCMs (Eyring et al. 2006) in the southern polar 
vortex. These lower temperatures are accompanied by a stronger polar vortex, delaying 
the occurrence of the SFW. Using a middle-atmosphere dynamical model, Scheﬄer and 
Pulido (2015) showed that decreasing the GW ﬂuxes from the lower stratosphere leads 
to an increase of PW drag that resulted in the improvement of the SFW date. What is 
clear, is that GWs are critical in climate models to reproduce the observed stratospheric 
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variability (Fritts and Alexander 2003), and hopefully, the enhanced resolution of incom­
ing climate models might shed some light on how PWs and GWs interplay. 
Similar to SSWs, the BDC is also wave-driven, with the downwelling of its deep branch 
occurring within the stratospheric polar vortex location. The potential interactions be­
tween the deep branch of the BDC and SSWs are assessed in Chapter 5 by using WACCM4 
simulations with and without increasing concentrations of GHGs. Consistent with the en­
hanced Eliassen-Palm (EP) ﬂux convergence before SSWs, there is an increment of up 
to 50% in the BDC strength, while the opposite is obtained after SSWs. Under climate 
change conditions (RCP8.5 scenario) the future impact of SSWs on the BDC appears to 
be stronger, but considering the accelerating trend of the BDC (Chapter 6), the BDC 
responses to SSWs remain similar to those in the present-day. 
Interestingly, the impacts of March SSWs on the BDC resemble those obtained for 
early (March) SFWs. The fact that early SFWs behave like SSWs was already suggested 
in Hu et al. (2014) and this has been conﬁrmed by other studies addressing their surface 
responses over the Euro-Atlantic sector (e.g., Ayarzagu¨ena and Serrano 2009, Palmeiro 
et al. 2017a). However, Chapter 5 demonstrates that SSWs and early SFWs (referred 
here as March warmings) have weaker impacts on the BDC than mid-winter SSWs. This 
might be related to the weaker westerlies in March, such that less forcing is needed to 
disturb the polar vortex which would also result in weaker NAM anomalies. The results 
of Chapter 5 suggest that early SFWs should be considered as (March) SSWs and hence, 
future catalogues should include these events. However, it remains to be explored whether 
or not March warmings as a whole are distinguishable of (and hence should be separated 
from) mid-winter SSWs in what concerns their tropospheric impacts and forecast skill. 
Given that March warmings also weaken the polar downwelling during their recovery 
phase in late winter, they can modulate the winter-to-summer transition of the BDC 
(i.e., the shift from downwelling to upwelling in the polar stratosphere). The overall 
eﬀect of March warmings is to anticipate the BDC transition by ∼10 days, on average. 
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When compared to present-day conditions, the impact of March warmings increases in the 
RCP8.5, thus anticipating the BDC transition by ∼14 days in the future. This ampliﬁed 
eﬀect is due to an overall delay of the BDC transition rather than to a future change in 
the transition dates of winters with March warmings. Assuming that the beginning of 
the winter circulation in the stratosphere does not change under increasing GHGs, the 
future delay of the BDC transition would involve a more extended winter season and 
hence a longer-lasting control of the stratosphere on the troposphere. Together with the 
projected acceleration of the BDC, this raises the question of whether the potential skill 
of the stratosphere in seasonal predictions would also increase in the future. The BDC 
transition, as deﬁned in this thesis, and the SFW might be interpreted as diﬀerent mea­
sures of the same phenomenon. Although they are both driven by waves, SFWs are also 
partially driven by the radiative cycle. Forster et al. (1997), showed in fact, that what 
advances the occurrence of the SFW is wave forcing. 
The basis of the interaction mechanism between SSWs and the BDC suggested here 
relies on the “stratospheric control” of the BDC introduced in Gerber (2012) and the ex­
tratropical pump of Holton et al. (1995). This stratospheric control refers to the control 
that the characteristics of the stratospheric polar vortex exert on wave breaking. Before 
SSWs, enhanced wave propagation and dissipation into the stratosphere accelerate the 
BDC downwelling. By mass conservation, this implies an enhancement of the tropical 
upwelling of the deep branch that induces tropical cooling. The tropical signal of the 
SSW was previously reported in other studies (e.g., Kodera 2006, Taguchi 2011, Go´mez-
Escolar et al. 2014). In particular, Go´mez-Escolar et al. (2014) showed how the SSWs 
response in the tropical upwelling is modulated by the phase of the Quasi-Biennial Os­
cillation (QBO), although they did not look at the deep branch of the BDC directly. It 
is known that the tropical QBO can aﬀect the strength of the polar vortex (Holton-Tan 
relationship, Holton and Tan, 1980). In this sense, further analyses on the relationship 
between the deep branch of the BDC and SSWs regarding the phase of the QBO might 
elucidate any potential modulation of the QBO on the results of Chapter 5. 
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Finally, a deeper analysis to characterize the wave driving of the BDC and the anthro­
pogenic induced changes is carried out in Chapter 6 by evaluating the climatology of the 
BDC in present-day conditions and in three diﬀerent climate change scenarios (RCP2.6, 
RCP4.5 and RCP8.5) with WACCM4. 
WACCM4 reproduces the shallow and deep branches of the BDC similar to reanalysis 
data (see e.g. Seviour et al. 2012). Using the downward control principle, the shallow 
branch in WACCM4 was found to be driven by PWs (∼70%) and GWs (∼30%), similar 
to most models included in the CMIP5 and to reanalysis (Butchart et al. 2011, Seviour 
et al. 2012). Although the deep branch is also dominated by PWs, FGWs act to slow 
down the upwelling in the upper stratosphere. 
In response to increasing GHGs, both branches of the BDC accelerate by up to 50% in 
the RCP8.5, and an expansion of the deep branch tropical upwelling can be observed at 
the end of the 21st century. In the shallow branch, the acceleration trends in the diﬀerent 
scenarios were attributed to similar contributions of both planetary and gravity waves 
(70% vs 30% respectively). This is in agreement with results from previous versions of 
WACCM (Garcia and Randel 2008) and other individual modeling studies (e.g., Li et al. 
2008, McLandress and Shepherd 2009b). Trends in the upwelling of the deep branch are 
dominated by changes in FGWs, whose deceleration contribution diminishes in the future, 
allowing the deep branch upwelling to increase. The mechanism behind this trend relies 
on the projected strengthening of the subtropical jets under climate change conditions. 
The stronger subtropical jets ﬁlter out the westerly spectrum of GWs and hence, the net 
spectrum of FGWs becomes more easterly, and thus larger negative wave drag in the 
upper stratosphere enhances tropical upwelling in the deep branch. 
While trends in the downwelling branch of the NH are also dominated by changes 
in FGWD, the attribution of trends in the SH is more complicated as the eﬀect of both 
increasing GHGs and decreasing ODS might aﬀect future changes. In this case, the eﬀects 
of ozone recovery dominate in the three scenarios, showing a deceleration of the climato­
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logical downwelling in the SH, as reported in McLandress and Shepherd (2009b). This
 
response to ozone recovery is consistent with enhanced downwelling reported in austral 
summer in response to ozone depletion (e.g., Manzini et al. 2003, Li et al. 2008, Calvo 
et al. 2017). Given the strong repercussions that ozone depletion and recovery have in 
the global climate system (Arblaster and Gillet et al. 2014), further research on the deep 
branch of the BDC is essential to determine the time scales at which ODS are processed 
and removed. In this context, the impact of SSWs in accelerating and decelerating the 
BDC might involve changes on the ODS and other chemical species in the upper strato­
sphere. This is not only important in the southern but also in the northern pole, given 
the uncertainties and expected increase in Arctic ozone holes in the future (Hand 2016). 
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Chapter 8 
Conclusions 
The main conclusions of this thesis are listed next: 
1.	 The comparison of eight diﬀerent SSW deﬁnitions in three reanalysis 
datasets revealed that the particular details of the deﬁnition used to 
detect SSWs are not relevant as long as the number of minor warmings 
is minimized. In particular: 
•	 The average frequency of SSWs is 6.7, 6.8 and 6.5 events per decade in the 
ERA, NCEP-NCAR and JRA-55 reanalyses, respectively. This average fre­
quency ranges from 4 to 11 depending on the SSW deﬁnition. All methods 
show a similar intraseasonal distribution but the decadal variability is method­
dependent. 
•	 The exact central dates of SSWs depend on the deﬁnition, and those based 
on relative ﬁelds (i.e., long-term anomalies or short-term tendencies) tend to 
detect SSWs earlier. 
•	 Regarding the characteristics of the SSWs’ lifecycle and the associated bench­
marks in the stratosphere, the case-to-case variability among SSWs is larger 
than the inter-method spread. 
•	 Minor SSWs are the main source of discrepancy across deﬁnitions, showing 
weak stratosphere-troposphere coupling and less robust surface precursors and 
responses. 
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• A latitudinal belt centered on the vortex edge rather than a given latitude seems
 
to be more appropriate to detect SSWs as zonal-mean zonal wind reversals. In 
this fashion, the results are more robust and avoid spurious eﬀects. 
2.	 Analysis of the role of TMS on SSW occurrence in WACCM simulations 
reveals that a realistic simulation of OGWD, which needs to be parame­
terized in this model, is essential to reproduce the observed PW forcing 
and stratospheric variability. 
•	 With the TMS implementation, WACCM4 is able to reproduce the observed 
frequencies and intraseasonal distributions of SSWs. The SSW frequency in 
early winter is drastically reduced in equivalent simulations without TMS. 
•	 The TMS has a direct eﬀect on decreasing the OGWD by decelerating the 
surface winds. The largest eﬀects of the TMS occur over the Rocky Mountains 
and the Himalayas. 
•	 The resulting changes in the refractive properties of the subtropical jet region 
tend to enhance PW propagation towards high latitudes in TMS-on through 
the entire winter, while the opposite is observed in TMS-oﬀ. This mechanism 
cannot explain why TMS-oﬀ reproduces the observed frequencies of March 
SSWs. 
•	 Compensation between PWs and GWs can explain the TMS diﬀerences in the 
intraseasonal SSW occurrence. Thus, the reduced OGWD induced by the TMS 
at middle latitudes in early and mid-winter is balanced by an increase in PW 
drag and hence, improved frequencies of SSWs. 
3.	 SSW occurrence in WACCM4 aﬀects the deep branch of the BDC. SSWs 
are associated with a strengthening of the polar downwelling of the deep 
branch in the NH before the vortex breakdown and a weakening during 
the vortex recovery. 
•	 Enhanced PW convergence preceding SSWs strengthens the polar downwelling 
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of the deep branch of the BDC by up to 50%. The BDC weakens during the
 
month following the SSW due to the inhibition of PW upward propagation. 
•	 The eﬀects of March SSWs on the BDC are similar to those of early (March) 
SFWs, and weaker than those of mid-winter SSWs. 
•	 March warmings, including both March SSWs and early SFWs, lead to an 
anticipated BDC transition to the summer regime. 
•	 These conclusions remain qualitatively similar in the future under a climate 
change (RCP8.5) scenario, although the quantitative eﬀects are modulated by 
anthropogenic trends in the polar downwelling of the deep branch of the BDC, 
which experiences an overall strengthening and a delayed transition to the 
summer regime. 
4.	 WACCM4 reproduces the shallow branch and the less investigated deep 
branch of the BDC similar to reanalysis. The BDC shows an acceleration 
due to increasing GHG concentrations. While PWs dominate the trends 
in the upwelling of the shallow branch, FGWs are responsible for trends 
in the upwelling of the deep branch. 
•	 The dominant forcings in driving the climatological tropical upwelling of the 
deep branch of the BDC in WACCM4 are PWs followed by FGWs, whose 
contribution is negative (i.e., a positive wave drag and a slowdown of the BDC). 
•	 There is a projected increase in the tropical upwelling of the deep branch of 
the BDC of up to 50% in the RCP8.5 scenario. 
•	 The accelerating trends in the shallow branch are due to increased wave drag 
from resolved PWs (∼70%) and OGWs (∼30%). 
•	 The deep branch enhancement entails an upward expansion to the stratopause 
due to reduced FGWD (> 50%), and from PWs. The upward intensiﬁcation 
of the subtropical jets in the future simulations modiﬁes the FGW spectrum, 
resulting in a less positive wave drag in the upper stratosphere that accelerates 
the BDC. 
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