Abstract-A recent investigation on the medium access control (MAC) layer in cognitive radio networks (CRNs) proposed the primary packet relaying by the secondary node maintaining an extra queue used for this particular addable functionality. Nevertheless, relaying of primary packets may introduce delays on secondary packets called secondary delay and may require an additional power budget to forward the primary packets. Power budget is particularly crucial when a type of sensor network is deployed using devices of limited power resources. In this paper, admission control is employed to efficiently manage this packet-wise relaying process in cognitive radio sensor networks (CRSNs). To be specific, we assume a cognitive packet-relaying scenario with two pairs of primary and secondary users, i.e., transmitter and receiver. We analyze and formulate the secondary delay and the required power budget of the secondary sensor node in relation to the acceptance factor (i.e., admission control parameter) that indicates whether the primary packets are admitted for relaying or not. Having defined the above, we present a tradeoff between the secondary delay and the required power budget by tuning the acceptance factor, which can be tailored to specific chosen values. Based on this behavior, we formulate an optimization problem to minimize the secondary delay over the admission control parameter subject to a limit on the required power budget. Additionally, the constraints related to the stabilities of all individual queues at the primary and secondary networks are taken into account in the proposed optimization problem, due to their interdependence relations. The solution of this problem is provided using iterative decomposition methods, i.e., dual and primal decompositions, using Lagrange multipliers that simplify the original complicated problem and result in a final equivalent dual problem that includes the initial Karush-Kuhn-Tucker (KKT) conditions. We obtain the optimal acceptance factor, while in addition, we highlight the opportunities for extra delay minimization that is provided by relaxing the initial constraints through changing the values of the Lagrange multipliers. Finally, we present the behavior of the secondary delay, assuming infinite and finite queues and assessing thereby the overflow and blocking probabilities, respectively.
I. INTRODUCTION C OGNITIVE radio (CR) has attracted significant interest in the last decade from research and industrial communities in communications and networking. In general, a CR network (CRN) allows the spectrum utilization of a licensed frequency channel by a secondary system (unlicensed) without significantly affecting the efficiency of spectrum utilization of the primary (licensed) user [1] . To exploit this functionality, a new type of deployment is needed using nodes that continuously acquire knowledge of channel occupancy. The new demands for CRNs' deployment demonstrated by the standardization activities indicate that a new type of wireless sensor networks (WSNs) is going to be shaped targeting exploitation of the benefits of efficient spectrum utilization [2] . This type of CRN is called a cognitive radio sensor network (CRSN) [3] .
Such additional functionalities of this new type of WSNs could be considered error-free spectrum sensing (SpSe), new lightweight communication protocols based on SpSe results [4] and new resource allocation mechanisms taking into account packet relaying through the secondary nodes [5] . Packet relaying was originally proposed in [6] by Simeone et al. , where a secondary node retains two queues: first for its own secondary packets and second for relaying primary packets. Based on this concept, the authors studied the maximum allowable throughput achieved by the cognitive user while maintaining the stability of the overall distributed queueing system. However, the delay imposed on the secondary packets was not studied. Moreover, the additional power budget required for the relaying process was not taken into account, which is very important in the case of CRSNs with limited power resources. A recent work has considered a cognitive relaying framework that forwards primary information [7] ; although delay expressions were given, power constraints were not considered, and an optimization solution is not provided in general. A more recent work presents the tradeoff between the spectrum sensing and the energy consumption in relays [8] ; however, relaying takes place at the physical layer but, at the physical layer, focusing on the corresponding cooperative strategies. In [9] , Elsaadany et al. derived the delay and power consumption involved in the relaying process in a CRSN.
It should be noted that the packet relaying model with two queues at the secondary transmitter providing both secondary packet transmission and primary packet relaying differs from other relaying approaches found in the literature, which they used to divide the data transmission into two phases. For example, in [10] , Yulong et al. presented relaying capabilities of extra nodes on the CR side, facilitating the transmission of the secondary packets from the cognitive source to the corresponding destination. The transmission phase is divided into two phases to allow the source to repeat the packet transmission in case of decoding failure from the relaying node that is known as the decode-and-forward strategy. Moreover, another known relaying technique is the amplify-and-forward strategy, which again divides the data communication into two time slots allowing the relay to amplify and retransmit these noisy data to the destination [11] .
In this paper, we rely on that packet relaying model and define and solve a specialized optimization problem to choose the optimal admission control parameter that allows the secondary user (SU) to decide whether or not to relay the primary packets using that extra primary queue. To be specific, we consider that secondary node (i.e., cognitive) that retains its own traffic in the secondary queue while the relayed primary packets are stored in a separate devoted relaying queue as first presented in [9] . The secondary node is able to control the admission of primary packets passed through the relaying queue using an admission control parameter. We also assume a scheduling strategy that provides priority to relayed primary traffic over the secondary traffic. Based on this CRSN model, we first find out and highlight the following relaying tradeoff: A higher admission of primary packets requires a lower secondary delay and a higher power budget.
This particular tradeoff can be investigated by taking into account different objectives. In the proposed optimization problem of this paper, we opt to minimize the secondary delay over the admission control parameter (i.e., acceptance factor) subject to a constraint on the power budget and the separate stability rules of each individual queue. Using optimization theory and decomposition methods in particular, to address the original complicated problem that depends on several constraints, we prove that indeed an optimal acceptance factor value exists under several conditions in which the minimum delay is achieved and yet the power budget is sufficiently kept within the specified upper bound. To this end, this paper advocates an optimal decomposition methodology to manage the apparent complexity. The admission control is provided preserving stabilities' queues and limited power budget demands, and this is the main contribution of this paper. To be specific, the overall optimization problem is divided into first and second levels of decomposition. At the first level, lower and higher master problems are defined choosing a specific pair of constraints. In the sequel, the first-level master problems are solved using dual and primal decomposition, respectively, since the higher problem is no longer related to the acceptance factor, and thereby, it could be accomplished in a more direct resource allocation method [13] . Finally, the original optimization problem results in an equivalent optimization problem, which can be managed using the subgradient-based hierarchical decomposition algorithm. As for an additional final contribution of this paper, we discuss the relaying behavior considering different queue models for the secondary queue in terms of buffer size (i.e., infinite or finite), shedding more light from a practical point of view.
The rest of this paper is organized as follows: Section II provides the system model and the necessary assumptions. The analysis is provided in Section III, and in Section IV, we formu- late the optimization problem and provide its solution in the sequel. Section V presents the behavior of the relaying queue under infinite and finite buffers, whereas the simulation results are presented in Section VI. This paper is concluded with Section VII.
II. SYSTEM MODEL
We consider the CRSN shown in Fig. 1 , which consists of a pair of primary users (PUs), i.e., a transmitter and a receiver denoted as PU-Tx and PU-Rx, respectively, and a pair of secondary transmitter (SU-Tx) and secondary receiver (SU-Rx). There are three links of interest, namely, the primary link between the PU-Tx and the PU-Rx with a channel gain denoted by g p , the link between the SU-Tx and the PU-Tx with a channel gain denoted by g sp , and the link between the PU-Rx and the SU-Tx with a channel gain denoted by g ps . All channel gains are assumed to be a zero-mean circularly symmetric complex Gaussian random variable with variance σ 2 i and independent for all i, where i takes the values p , s , ps , and sp indicating the primary, secondary, primary-to-secondary, and secondaryto-primary links, respectively. Each link is affected by additive white Gaussian noise with zero mean and unit variance independent for all links. We assume that successful transmission is achieved when the instantaneous signal-to-noise ratio (SNR) on the ith link, employing the maximum transmission power P i , given by | g i | 2 P i , exceeds a predefined threshold γ th,i . Based on this model, the following scenario is assumed: The SU-Tx utilizes the spectrum holes whenever the primary is idle or the primary link is in outage to serve the PU-Rx by relaying the primary packets that were not successfully delivered or serve the SU-Rx by sending its own packets in case there are no primary packets waiting for relaying. To this end, we consider that the SU-Tx maintains two queues denoted as Q s and Q ps for serving its own packet, i.e., secondary packets and the primary relayed packets, respectively. Moreover, we assume that the PU-Tx retains a queue Q p to store its own primary packets. Finally, it is assumed that the SU-Tx has the capability to decide whether to relay or not to relay the primary packets, taking into account several aspects of the particular model, as described in the following section.
A few additional assumptions are also presented here. For concreteness, we assume that all packets are transmitted in a time-slotted fashion, where they have the same size, and one time slot is required for transmission of a single packet. Initially, we assume that all queues are of infinite lengths. The packet arrival processes of self-traffic at each node are discrete time-independent Bernoulli processes with mean arrival rates λ p and λ s (packet/slot) for the Q p and Q s queues, respectively. The medium access control (MAC) layer is assumed to obey the following MAC protocol. At a certain time slot and given the priority to grant the PU unconditional access to the channel, the PU-Tx transmits a packet to the primary destination, i.e., PU-Rx. A correctly received packet by the primary destination is acknowledged by sending an ACK message resulting in the primary queue Q p dropping this packet. In case of packet failure (indicated by ACK timeout) and assuming that the SU-Tx can listen to all PU-Tx transmissions, the SU-Tx can accept a fraction of the undelivered primary packets in its relaying queue Q ps , if it was able to correctly decode them and send ACK messages to the primary user PU-Tx. In case both the SU-Tx and the PU-Rx fail to decode the primary data, a retransmission of the packet is initiated by the PU-Tx. We assume that the overhead for transmitting the ACK and NACK messages is very small compared with packet sizes. In addition, we assume that the ACK messages are always perfectly decoded at the PU-Tx and the SU-Tx. It is assumed that the PU will ignore any duplicate ACK message and that the SU-Tx will drop a packet from its queue as soon as it receives its ACK from PU-Rx. At the beginning of each time slot, the SU-Tx is allowed to sense the channel, and if it is declared idle, the SU-Tx transmits from one of its queues under the conditions discussed below.
It is noted that, although the scenario considered is with the single model of one pair of primary transmitter-receiver served by one pair of secondary transmitter-receiver, it can be applied and extended to a more generic scenario with multiple primary pairs [12] . In this case, interacting queues under a randomaccess protocol with priority can be employed. If a randomaccess strategy is considered, we can allow multiple primary sources to independently provide their packets, and the question is how to give priorities to multiple primary packets at the SUTx. In this case, the admission control parameter should be decided for each forward strategy separately based on the channel conditions, i.e., feedback. Thereby, the optimization problem will be adapted to the random multiple-access feedback from the primary nodes to the secondary node.
III. BACKGROUND ANALYSIS AND RELAYING TRADEOFF
Here, we first present the analysis and the corresponding metrics of interest of the application scenario in CRSNs with packet relaying capabilities, and next, we show a deduced relaying tradeoff expressed as follows: to relay or not to relay.
A. Relaying Factor and Scheduling
We introduce a random relaying factor (probability) f ∈ [0, 1] that is managed by the SU-Tx as an admission control factor for making the decision to relay or not to relay the secondary packets. Increasing f to 1 means that all considered (undelivered) primary packets will be admitted to Q ps ; thus, relaying without any restriction is taking place. Assuming that f is equal to 0 means that no relaying is accomplished; thus, the packets are blocked from Q ps , and thereby, the system falls back to cognitive without relaying. Each link has a transmission power level just sufficient to achieve a target SNR threshold γ th,i at a specific destination acquired for correct decoding, which is equal to γ th,i / | g i | 2 ∀i. An outage probability is defined for each link denoted as P out,i ∀i ∈ [p, s, ps, sp]. The arrival and service rates of the difference queues, denoted as λ i and μ i for each i queue, respectively, encompass the relaying factor f in their formulation as follows [9] .
-Primary Queue Service Rate μ p : The primary queue Q p is capable of forwarding packets as long as the primary link does not experience outage or when the primary-tosecondary link does not also experience outage taking into account the relaying factor and its service rate. Thus, its service rate is obtained as follows:
-Relaying Queue Arrival Rate λ ps : The relaying queue Q ps will receive a packet arrival when the primary queue is not empty and the primary link experiences outage and the primary-to-secondary link does not experience outage taking into account the relaying factor. Thus, its arrival rate is obtained as follows:
-Relaying Queue Service Rate μ ps : The relaying queue Q ps will be able to forward packets to the PU-Rx if Q p is empty and if the secondary-to-primary link does not experience outage. Thus, its service rate is obtained as follows:
-Secondary Queue Service Rate μ s : The secondary queue Q s will forward its own secondary packets to the secondary destination once the secondary link is not in outage and Q p is empty or not empty while the secondary-toprimary link is in outage. Thus, its service is obtained as
The outage probability P out,i for a given threshold in SNR γ th,i is obtained as follows:
B. Interacting Queuing Model and Secondary Delay
The overall system queueing model and the secondary packet delay are presented in this section. Per the discussion given in [14] and [15] about interacting queues and their corresponding dominant systems, it is concluded that the primary queue can be uncoupled from the overall system of queues. This isolation allows us to model the primary queue as a discrete M/M/1 queue. Hence, the expected value of the delay imposed on the primary packets in the primary queue is given bȳ
Notably, the overall system stability mandates that the arrival rates on each individual queue must satisfy the stability conditions of its queue in isolation. For a more-detailed discussion about the stability and its conditions, see [9] and [15] . 
Similarly, we can obtain the first and second moments of the average service time for the secondary queue, i.e., E[S s ] and E[S 2 s ]. Taking into account the scheduling strategy previously presented, the different delay factors for a secondary packet of interest inside the secondary queue can be calculated as follows [7] : 1) the waiting time for the currently transmitted packet to be served by the secondary queue Q s , i.e., once the packet of interest has arrived, which is known as the residual time and is denotedD 1 ; 2) the waiting time for all the packets already in the secondary queue Q s ahead of the packet of interest to be served calculated upon the arrival of the packet of interest, which is known as the queueing time and where the service call is denoted asD 2 ; 3) the waiting time for the service call of all the primary packets either from the primary queue Q p or the relaying queue Q ps inside in both queues after the arrival of the packet of interest to the head of the secondary queue Q s , which is denoted asD 3 . We define the utilization factor ρ i for each queue i as
is the conditional probability that the packet of the ith queue is being transmitted given that no primary packet is transmitted. Following the analysis in [9] , the delays of the secondary packets are given byDD 
C. Relaying Power Budget
In addition to the delay at the secondary queueD s , the other important metric for our model is the average power consumed on the relayed traffic relative to the total power consumed by the SU-Tx. An expression for the average power consumed by the SU-Tx on its own traffic, as well as the relayed packets, are derived below. We define the relaying power budget, i.e., Γ, as the ratio between the average power per slot consumed on the relaying effort P relay and the total average power per slot consumed, P total . Therefore 
where
D. Relaying Tradeoff: To Relay or Not to Relay
In the previous section, we described the formulation of the secondary delayD s and introduced the power budget Γ of the secondary queue Q s in terms of the acceptance factor f of the admission control policy applied at Q s . Here, we present the relaying tradeoff delay-power budget, which implied the decision making to relay or not to relay. This particular tradeoff relies on the observation that when Γ increases the acceptance factor f , the secondary average packet delayD s decreases, while the relaying power budget Γ increases, as shown in Fig. 2 for some specific values of the considered network.
This behavior leads us to the definition of a minimization problem over the acceptance factor f considering the average delayD s as an objective function subject to a constraint on the required power budget Γ, as discussed below, along with the given solution.
IV. PROBLEM FORMULATION AND SOLUTION
Taking into account the imposed constraints to retain the stability of each queue, then the optimization problem can be defined as follows:
This problem is highly complicated and, thus, difficult to solve in this form due to the following reasons.
1) The objective functionD s is not easily differentiable over the acceptance factor f ; hence, proving convexity is intractable. 2) There are four complicated highly coupled constraints that are functions of the acceptance factor f . 3) The expectations are taken over three random variables g ss , g sp , and g ps . 4) The constraints cannot be easily shown to constitute a convex set.
Therefore, the coordination in such a modularized and collaborative environment with mutual interdependence relations can be accomplished through a decentralized optimization method. To this end, we will pursue the concept of decomposition method for solving the proposed optimization problem [13] . To be specific, we will decompose the original complicated problem into equivalent subproblems. The existing decomposition techniques can be classified into primal decomposition and dual decomposition methods. Primal decomposition provides the decomposition of the original primal problem, and it is appropriate when the objective function is convex and formulated over two parameters. On the contrary, dual decomposition is based on decomposing the Lagrangian dual problem derived from the Lagrange multiplier application, and it can result in a dual convex problem even when the primal problem is not convex.
In our case, we will follow a hierarchical decomposition that applies to a presumed layered architecture by exchanging primal and dual decompositions recursively. In particular, the basic decompositions are repeatedly applied to the problem to obtain smaller and smaller subproblems. This approach corresponds to first applying full dual decomposition and then primal decomposition on the dual problem. As shown in Fig. 3 , the master problem is decomposed into two levels using dual decomposition for the two pairs of constraints where the first level includes one lower and one higher master problems, and the second level includes the dual and primal decompositions of the resulting master problems.
A. First-Level Decomposition
For the problem in (12), we will use first dual decomposition using only two pairs of constraints. The choice of the pair of constraints is a matter of discussion and depends on the desired system's convergence and stability. In general, using decomposition methods, the convergence and stability are guaranteed if the lower level problem is solved on a faster time scale than the higher level problem. Thus, we choose to have at the lower level the stabilities of primary and secondary queues Q p and Q s since we want to converge first on these constraints as they present the simple case without relaying. At the higher level, we incorporate the constraints stemming from the stability of the relaying queue Q ps and power budget Γ limitations. These constraints are significantly more demanding for the considered optimization problem, and they additionally represent the relaying scenario.
Going into details, while working at the first level, we obtain the Lagrangian function of (12) considering the constraints of the stability of secondary-primary queue Q ps and power budget Γ that can be written as follows:
which has the Lagrangian dual problem
The dual function in (13) serves as a lower bound on the optimal value of the primal problem (12) [16] . For instance, if we denote the minimization problem in (14) as g 1 (ν 1 , ν 2 ) and the optimal value of (12) by d * s , then the inequality d * s ≥ g 1 (ν 1 , ν 2 ) holds for any nonnegative values of ν 1 and ν 2 . Having defined the lower master problem as in (14) , then the higher master problem using the dual optimization problem of (12) is formulated as follows:
This approach provides in fact the solution of the dual problem instead of the original primal problem, and it will only give appropriate results if strong duality holds. The problem in (15) is convex, even if the original problem in (12) is not convex because it is the pointwise maximum (i.e., supremum) of a family of affine functions g 1 (ν 1 , ν 2 ), and thus, the Karush-KuhnTucker (KKT) conditions are satisfied, and the duality gap is indeed zero, i.e., strong duality holds, as we prove below [16] . Proposition 1: Let f be a feasible solution f ∈ [0, 1], λ ps ≤ μ ps , and Γ ≤ Γ th to the primal problem in (12) . Let (ν 1 , ν 2 ) be a feasible solution, ν 1 ≥ 0 and ν 2 ≥ 0, to the dual problem in (13) . Then,D s (f ) ≥ g 1 (ν 1 , ν 2 ) .
Proof: We recall that g 1 (ν 1 , ν 2 ) = min fD s (f )+ν 1 (λ ps − μ ps ) + ν 2 (Γ − Γ th ), and then, we obtain that
and if the min is achieved at f * , then ν * 1 (λ ps − μ ps ) = 0, ν * 2 (Γ − Γ th ) = 0, and thus, strong duality holds.
Afterward, we can solve the primal problem by solving the dual problem based on the dual function g 1 (ν 1 , ν 2 ). This type of problem is solved by using iterative gradient or subgradient algorithms according to the differentiable capabilities of the dual problem. In our case, since the dual function is not differentiable, we will choose the subgradient solution [17] . The iterative algorithm will be described at the end of this section since we should provide the second-level decomposition.
B. Second-Level Decomposition
After performing dual decomposition at the first level, the derived lower and higher master problems expressed by (14) and (15) , respectively, are solved using dual and primal decomposition methods, respectively. More specifically, the lower master problem presented by (14) is solved using dual decomposition since the optimization parameter is still the acceptance factor f . Thus, we obtain the Lagrangian function of (14) , considering the constraints of the stability of secondary and primary queues that can be written as follows:
in which the Lagrangian dual lower level problem is obtained as follows:
For the same reasons previously discussed for the first-level decomposition, the dual higher level optimization problem of (14) is written as follows:
where g 2 (ξ) is the minimization problem in (18) . The duality gap can be proved again to be zero using a similar proposition to Proposition 1 provided for the first-level decomposition, and the dual problem in (19) is solved by using an iterative subgradient algorithm. The higher master problem at the first level expressed by (15) is solved using primal decomposition since the optimization is over two parameters, i.e., ν 1 and ν 2 . This is separated again into two levels of optimization for each optimization parameter, and thus, two subproblems are produced, namely, lower and higher subproblems. In the same notion, as to which subproblem will be considered lower or higher depends on the convergence conditions that we are willing to retain. To this end, we prefer to keep the optimization at the higher level over the Lagrange multiplier ν 2 that is related to the power budget constraint. The lower subproblem is defined as follows over the Lagrange multiplier ν 1 :
while in parallel at the higher level, we have the following problem in charge of updating the coupling variable ν 2 by solving
where g * 1 (ν 1 , ν 2 ) is the optimal objective value of problem (20) for a given ν 2 . Both lower and higher subproblems in (20) and (21) are convex since the original problem in (15) is a convex optimization, as stated earlier. Therefore, based again on the subgradient method, we will use an iterative algorithm where the lower problem in (20) will converge first for given ν 2 . Details will be given below for the overall algorithm.
Gathering all decompositions in one formula, we formulate the equivalent optimization problem of the original problem in (12) as follows:
Equation (22) substitutes the original optimization problem in (12) where the constraints have been introduced multiplied with the Lagrange multipliers ν 1 , ν 2 , and ξ, which can be considered as shadow prices providing a freedom to potentially improve the objective function, i.e., minimize the average delay. Notably, the Lagrange multipliers can be assumed as shadow prices, when the duality gap is zero [18] . The duality gap is guaranteed for both dual problems g 1 (ν 1 , ν 2 ) and g 2 (ξ) at the first-and second-level decompositions, respectively, as we have previously discussed.
The additional decrease in the objective function is accomplished due to relaxation of some of the given constraints [19] . The performance improvement achieved by overoptimizing the objective function is determined by an allowable gap between the original problem and the dual problem. Nevertheless, by conducting simulation results, we observe that the system can achieve better relaying tradeoffs without breaking the initial rules, i.e., the constraints. All this discussion will shed more light on the formulated relaying tradeoff by looking into the sensitivity (shadow prices) analysis based on the formulated KKT conditions that retain the restrictions of the initial constraints [20] . In Appendix A, we analyze the sensitivity of the problem in (22) , proving that the Lagrange multipliers play the role of shadow prices.
Moreover, the equivalent problem in (22) will be solved by the following iterative subgradient-based algorithm as has been derived from the hierarchical decomposition previously described. To be specific, the algorithm follows the principles of a primal-dual iteration order in which the outer maximization of the dual problem g 1 (ν 1 , ν 2 ) is fully performed for each update of the inner primal problem of maximization over ξ and minimization over f . To this end, subgradients' employment is required for both the problem in (15) and (20) . We give below the algorithm and the propositions for subgradient definitions. i) Calculate the acceptance factor f from (18) . ii) Calculate the subgradient at ξ 
Proposition 2:
The subgradient of g 1 (ν 1 , ν 2 ) is s 1 (f ) = μ s − λ s for the jth iteration, and
2 [16] , [17] . Moreover, since f ν 1 ,ν 2 achieves the maximum, we have ,ν 2 , μ 1 , μ 2 ) . Combining the pieces, we obtain
Using a similar methodology, we can prove the existence of the subgradient g 2 (ξ), and then, the problem can be solved by Algorithm 1, which requires the calculation of the subgradients g 1 (ν 1 , ν 2 ) and g 2 (ξ) at each of their own iterations.
V. BEHAVIOR OF THE M/G/1 RELAYING QUEUE MODEL
One important issue in networks in general is to model the traffic of PUs and SUs [22] . Here, we will translate the acceptance factor f into a specific metric of M/G/1 queuing model, throwing more light on the performance impact in the considered CR model under realistic applications. More specifically, since the acceptance factor determines whether a new primary flow can be admitted to the secondary relaying queue, we can merge it in the overflow probability and blocking probability for the infinite and finite buffer cases, respectively [23] .
Infinite Buffer: Although, in the case of infinite buffer, the notion of admission control cannot be claimed, we can adopt the term of overflow or tail probability that is defined as the probability in which an arriving packet finds no room in a hypothetical finite queue residing inside the infinite queue. This aspect is identical to the example where in a waiting room, there is limited number of chairs for the customers, and any customer that, upon arrival, does not find a seat has to stand [24] . Let us denote the limit on the number of packets as K, and thus, the overflow probability is expressed as follows:
where N is the total number of packets in the system, and p n is the queue state, namely, the probability that there are n packets in the queue. The probability p n is obtained as the Laplace inverse transform of its generating function defined as follows:
which represents the Pollaczek-Khinchin formula, where the Laplace inverse transform, when the Poisson arrival process and the generalized service time are assumed, results in the following expression for the probability p n :
Substituting (26) into (24), we can derive the overflow probability for the infinite M/G/1 queue that is associated with the acceptance factor through the arrival rate and the utilization factor of the queues in general.
Finite Buffer: In case of finite buffer, the blocking probability plays the role of the admission control metric in an admission control policy. A well-known example of finite systems is the blocking probability in cellular networks where the limited resources can be fully allocated. There are numerous approximations for the blocking probability for M/G/1/K queuing systems, as described in [24] . A good approximation of the blocking probability p b is that which is based on the overflow probability of an infinite buffer queue that we have previously discussed, and thus, we can associate it with the analysis of the overflow probability. To this end, the blocking probability is defined as follows [24] :
where p ov is the overflow probability obtained by (24) using (26), and eventually, the blocking probability is associated with the acceptance factor, as previously mentioned.
To solve the problem in (12) over the overflow probability p ov defined in (24) and the blocking probability p b defined in (27), we need to discuss the convexity of these equations over the utilization factor ρ that is a linear function of the acceptance factor f , and thus, we can directly infer its convexity over f as well.
Proposition 3: For the range of value ρ, 0 < ρ < 1, the first derivative of p ov (ρ) is increasing and convex on ρ.
Proof: Taking the first derivative of overflow probability p ov in (13) with respect to ρ gives
For 0 < ρ < 1, it is evident that p ov (ρ) > 0, and thus, p ov (ρ) is increasing in ρ i.e., is convex in ρ.
Regarding the convexity of blocking probability in (24) , it can be considered as (1 − ρ)x/(1 − ρx) that is convex increasing to the interval ρ ∈ [0, 1] with f (0) = (1 − ρ) and f (1) = 1, as discussed in [26] . Fig. 4 shows the optimal acceptance factor f * and the corresponding average delayD s (f * ) on the left axis and the corresponding power budget Γ th on the right axis. Eight different curves are illustrated assuming for the primary arrival rate λ p equal to [0.5,02] and for the secondary arrival rate λ s equal to [0.1,0.2]. Based on these curves, we highlight the intersection optimization points, i.e., points that answer the question of: to relay or not to relay. To be specific, for small values of λ p , there is low traffic in the primary queue, and the SU-Tx (i.e., cognitive node) has more opportunities to access the channel; hence, it can accept all the undelivered primary packets for relaying. However, for low λ p = 0.2, the secondary delayD s is low for all values of the acceptance factor f , as shown in Fig. 4 . This is also clearly evident when the secondary arrival rate λ s is adjusted. Thereby, it could be said that the decision to relay or not is now a matter of the power budget constraint Γ th . Looking at Fig. 4 and to retain the power consumption low, the SU-Tx should choose a low acceptance factor around f * = 0.1 as deduced by Intersection3 and Intersection4 in Fig. 4 . In particular, it should be chosen lower than f < 0.1 when the secondary arrival rate is equal to λ s = 0.1 (i.e., Intersection3), and it should be chosen higher than f > 0.1 when the secondary arrival rate is equal to λ s = 0.2 (i.e., Intersection4). This was expected since higher λ s means higher opportunities for the SU-Tx to transmit both secondary and primary packets. Looking now at high values of primary arrival rate λ p = 0.5, it is inferred that the same secondary delay and power budget levels can be retained changing the acceptance factor (i.e., Intersection1 and Intersection2). Apparently, the same outcome is confirmed again here, which advocates that the higher the λ s , the higher the acceptance factor that can be chosen. Fig. 5 shows the optimal acceptance factor f * and corresponding average delayD s and power budget Γ th for variance σ 2 p = 6 dB of the primary link. The difference between Figs. 4 and 5 is the fact that both the secondary delayD s and the power budget Γ th are getting lower. This is applied since the primary packets are forwarded from the primary network with a greater probability, and the secondary relaying process does not have too many opportunities to forward the packets. This can be noticed in the case in which the power link has greater power, i.e., P p > 1, due to the same reason when the channel of the primary link is getting stronger. Due to space limitations, we do not depict more figures by changing all network settings. However, we noticed from our simulation results that if the variance of secondary link σ 2 s is decreased, then secondary delay increases, and the power budget decreases. This was expected since the link is not that strong and the delay increases with an impact on the power budget. The same impact is evident when the variance of the secondary to the primary link σ 2 sp increases, since the original secondary packets in queue Q s are being delayed. On the other hand, the transmit power P s and P sp have the same impact on the tradeoffs as the corresponding variance of these two links. Fig. 6 shows the sensitivity of the average secondary delaȳ D s on the KKT conditions of the original optimization problem in (12) as introduced by the equivalent dual problem in (22) . We retain identical values for the parameters as previously done. A 3-D plot is used for the three KKT conditions ν 1 (λ ps − μ ps ), ν 2 (Γ − Γ th ), and ξ(λ s − μ s ), which are denoted as ν 1 (f ), ν 2 (f ), and ξ(f ) and appeared over x-, y-, and z-axes, respectively. Practically, Fig. 6 shows the freedom of shadow prices to improve further the proposed optimization. For example, it is obvious in Fig. 6 that the KKT condition related to the power budget threshold, i.e., ν 2 (f ), might not be guaranteed when the Lagrange multiplier ν 2 increases to more than a threshold, since in this case, ν 2 (f ) increases beyond the zero value, which is called the sensitivity bound. This phenomenon is more evident when the primary arrival rate λ p is getting higher, e.g., λ p > 0.3. On the other hand, if there is a higher increase of the Lagrange multipliers ν 1 and ξ, a higher decrease of the KKT conditions ν 1 (f ) and ξ(f ) is obtained. Fig. 7 shows the KKT conditions changing the secondary arrival rate λ s keeping the primary arrival rate λ p = 0.1. We highlight that all shadow prices ν 1 (f ), ν 2 (f ), and ξ(f ) can potentially decrease the average delay without having a harmful impact on the stability of the secondary queue. This is due to the low arrival rate on the primary queue λ p = 0.1. If λ p increases, then the impact is identical to that explained below. In other words, the overall distributed system is struggling to achieve higher performance, due to the competitive behavior of the primary and secondary queues. Fig. 8 shows the sensitivity of the power budget Γ to shadow prices, i.e., Lagrange multipliers, for different threshold values Γ th . We retain the aforementioned parameters for the CRSN, and for the arrival rates, we assume λ s = 0.1 and λ p = 0.5. Notably, as long as the power budget threshold Γ th is low, the increase in the ν 2 (Γ − Γ th ) KKT condition will not exceed the tolerable limit on average delay. However, the decrease in ν 2 (Γ − Γ th ) is retained for low values of the corresponding shadow price ν 2 (f ) and not for the high power budget threshold values, i.e., Γ th = 0.4 and Γ th = 0.6.
Summarizing, it could be said that an additional decrease in the secondary delay can be achieved by studying the sensitivity results thoroughly. All the same, a competition is noticed among the primary stability constraint and the power budget threshold. This confirms to us that the choice of having both of Fig. 9 . Overflow and blocking probabilities for the optimal acceptance factor versus primary arrival rate λp, secondary arrival rate λs, and power budget threshold Γ th , respectively. them at different levels of the devised decomposition method, i.e., lower and higher, has an impact as long as the primary stability is retained according to CR requirements.
Moreover, Fig. 9 shows in the top axis the overflow and blocking probabilities denoted as p ov and p b , respectively, for different values of primary arrival rate λ p . We assume that the secondary arrival rate is λ s = 0.1 and that the threshold on the power budget is Γ th = 0.2. Using the same concept, the middle axis depicts the overflow and blocking probabilities p ov and p b , respectively, for different values of secondary arrival rate λ s . We assume that the primary arrival rate is λ p = 0.3 and that the threshold on the power budget is Γ th = 0.2. Finally, the bottom axis depicts the overflow and blocking probabilities p ov and p b , respectively, for different values of threshold on the power budget Γ th with λ p = 0.5 and λ s = 0.1. It is realized that the overflow probability is always more than the blocking probability in general, which is due to the ideal relaxing behavior of infinite buffers instead of the blocking probability of finite buffers. On the other hand, the convex properties of both probabilities are confirmed. It can be noticed that overflow and blocking probabilities exhibit a ceiling effect when λ s increases due to the limitation of the acceptance factor to satisfy stability joint with priority given to primary packet relaying and limitations on relaying budget. It can be seen that as the power budget is increased, these probabilities approach higher values close to one.
VII. SUMMARY
In this paper, we have considered a CRSN in which the cognitive node is able to relay the primary packets at the MAC layer when the primary cannot achieve adequate communication. The relaying model is based on queue modeling where the stability rules should be satisfied accompanying the customized rules of our investigation, which are the minimum delay induced in the secondary packets and the power budget required for relaying the primary packets. The relaying capability is controlled by an admission control factor that is associated with all available distributed queues in the system. Based on the considered model, we define an optimization problem with four several constraints. To be specific, the problem is formulated as the minimization of average delay at secondary packets, as long as all queue stabilities and the power limit are guaranteed. We solve this complex optimization problem using the hierarchical decomposition method; thereby, the several constraints are separately imposed using first-and second-level decomposition. The decomposed problems are further broken into more concrete subproblems. This method results in an equivalent dual problem that encompasses all constraints as KKT conditions. We obtain results that highlight useful outcomes in terms of system performance, as well as indicate the sensitivity strength of the objective function to the separate numerous constraints. We show the crucial relaying decision regions and point out the different decisive factors for each region. We also assess our solution considering infinite and finite buffer capacity for the queue Q ps that forwards the primary packets.
APPENDIX SENSITIVITY ANALYSIS TO THE CONSTRAINED PARAMETERS
Proposition 4: Lagrange multiplier ν 1 represents a shadow price of (22) 
Notably, the quantity in the parenthesis is equal to 1 since λ ps = λ ps (f (μ ps )) = μ ps , and hence, by differentiation 
and thus, it is equal to a Lagrange multiplier. Using a similar methodology, we can prove that ν 2 and ξ Lagrange multipliers represent shadow prices of the problem in (22) .
