Abstract. We prove that viscosity solutions to fully nonlinear elliptic equations with degeneracy of double phase type are locally C 1,γ -regular.
Introduction
We prove C 1,γ -local regularity for viscosity solutions of problem
a new model of singular fully nonlinear elliptic equation with inhomogeneous degeneracy term switching between two different powers according to the zero set {x ∈ Ω : a(x) = 0} of the modulating coefficient a. Under minimal assumptions on a and on the forcing term f , we are able to prove that continuous viscosity solutions of (1.1) are differentiable in the classical sense with Hölder continuous gradient. This is the content of Theorem 1. Under assumptions (2.2)-(2.5), let u ∈ C(Ω) be a viscosity solution of problem (1.1). Then there exists γ = γ(n, λ, Λ, p) ∈ (0, 1) such that u ∈ C We stress that the result in Theorem 1 is optimal, in the light of the observation made in [23, Example 1] . It is in fact consistent with our case when a ≡ 0. A crucial step towards the proof of Theorem 1, consists in showing that normalized viscosity solutions of a suitable switched version of problem (1.1) are β 0 -Hölder continuous for some β 0 ∈ (0, 1), i.e., Theorem 2 provides a first compactness result for solutions of (1.1), which in turn will be fundamental in proving aF -harmonic approximation lemma, crucial for transferring the regularity from solutions of the homogeneous equation
to solutions of (1.1). The degeneracy term appearing in (1.1) is modelled upon the DoublePhase energy, which first appeared in [24] [25] [26] in the study of the Lavrentiev phenomenon and Homogeneization theory. It received lots of attention also from the viewpoint of regularity theory, look at [1, 2, 11, 13] for a rather comprehensive account on the regularity of local minimizers of the variational integral
see also [10] for the obstacle problem and some potential theoretic considerations, [19] for the manifold constrained case, [12, 18] for nonlinear Calderón-Zygmund-type results and [20] for the regularity features of viscosity solutions of the fractional Double-Phase operator |w(x) − w(y)| p−2 (w(x) − w(y))
It is worth mentioning that, if in the local setting examined in [2, 11, 13] the Hölder continuity exponent of a is strictly connected to the ratio q/p and crucially influences regularity/irregularity of solutions [21, 22] , such a relation is drastically weakened in the nonlocal setting [20] and disappears in the framework of viscosity solutions of fully nonlinear elliptic equations. In fact, as assumption (2.3) shows, as to prove C 1,γ -local regularity for viscosity solutions of problem (1.1) we just ask that the coefficient a is continuous and no restriction on the size of the difference 0 ≤ q − p is imposed. Moreover, all the constants and the parameters appearing in the proof of Theorems 1-2 do not depend on the modulus of continuity of a, nor on its L ∞ -norm. Equation (1.1) is an instance of singular fully nonlinear elliptic equations, whose most celebrated prototype is
Several aspects of this class of partial differential equations have already been investigated: comparison principle and Liouville-type theorems [3] , properties of eigenvalues and eigenfunctions [4, 5] , Alexandrov-Bakelman-Pucci estimates [15, 17] , Harnack inequalities [16, 17] and regularity [6, 7, 23] . In particular, in [8] the variable exponent case for the degeneracy is analyzed: precisely, it is shown that viscosity solutions of equations modelled on
have Hölder continuous gradient. The paper is organized as follows: in Section 2 we describe our framework, fully detail the problem and list the main assumptions we adopt. In section 3 we first explain how to reduce the problem to a smallness regime, then prove that normalized viscosity solutions of a certain switched version of (1.1) are Hölder continuous. Finally, Section 4 is devoted to the proof of Theorem 1 which crucially relies on a compactness argument leading to the construction, via an iterative procedure, of a uniform modulus of continuity of the difference between the solution and a suitably rescaled plane.
Preliminaries
We shall split this section in three parts: first, we display our notation, then we collect the main assumptions governing problem (1.1), and finally we report some well-known results on the theory of viscosity solutions to uniformly elliptic operators.
2.1. Notation. In this paper, Ω ⊂ R n , n ≥ 2 is a bounded domain, the open ball of R n centered at x 0 with positive radius ̺ is denoted by B ̺ (x 0 ) := x ∈ R n : |x − x 0 | < ̺ . When not relevant, or clear from the context, we will omit indicating the center, B ̺ ≡ B ̺ (x 0 ). In particular, for ̺ = 1 and x 0 = 0, we shall simply denote B 1 ≡ B 1 (0). With S(n) we mean the space of n × n symmetric matrices. As usual, we denote by c a general constant larger than one. Different occurrences from line to line will be still indicated by c and relevant dependencies from certain parameters will be emphasized using brackets, i.e.: c(n, p) means that c depends on n and p. For g : B 1 → R k and U ⊂ B 1 , with β ∈ (0, 1] being a given number we shall denote
It is well known that the quantity defined above is a seminorm and when [g] 0,β;U < ∞, we will say that g belongs to the Hölder space
Finally, given any n × n matrix A, with tr(A) we will denote the trace of A, i.e., the sum of all its eigenvalues and by tr(A + ) the sum of all positive eigenvalues of A and by tr(A − ) the sum of all negative eigenvalues of A.
Main assumptions.
When dealing with problems (1.1)-(1.3), the following assumptions will be in force. The set Ω ⊂ R
n is an open and bounded domain. Up to dilations and translations, there is no loss of generality in assuming that B 2 ⋐ Ω. Definition 1. Let ξ ∈ R n be any fixed vector. The function u ∈ C(Ω) is a viscosity supersolution of equation
if whenever ϕ ∈ C 2 (Ω) and x 0 ∈ Ω is a local minimum point of u − ϕ, then
while, u is a viscosity subsolution provided that if x 0 is a local maximum point of u − ϕ, there holds
The map u ∈ C(Ω) is a viscosity solution of (2.1) if it is a the same time a viscosity subsolution and a viscosity supersolution.
Definition 1 trivially adjusts for viscosity solutions of (1.1) by choosing ξ = 0. The nonlinear operator F is continuous and (λ, Λ)-elliptic in the sense of (2.5) below. Moreover
Concerning the non-homogeneous degeneracy term appearing in (1.1), we shall ask that the exponents p, q and the modulating coefficient a are so that
Finally, the forcing term f verifies
2.3. On uniformly elliptic operators. The (λ, Λ)-ellipticity condition for an operator F : S(n) → R prescribes that, whenever A, B ∈ S(n) are symmetric matrices with B ≥ 0,
for and some fixed constants 0 < λ ≤ Λ. As stressed in [23] , under this definition F (A) := −tr(A) is uniformly elliptic with λ = Λ = 1, so the usual Laplace operator is uniformly elliptic. Moreover, it is easy to see that, if L is any fixed, positive constant, then the operator
2) and (2.5) with the same constants 0 < λ ≤ Λ. Moreover, (2.2)-(2.5) are also verified by the operatorF (M ) := −F (−M ). Verifying (2.2) is trivial, while if for A, B ∈ S(n) with B ≥ 0, we set A 1 := −A − B we immediately see that
In the framework of (λ, Λ)-elliptic operators, important concepts are the so-called Pucci extremal operators M ± λ,Λ , which are, respectively, the maximum and the minimum of all the uniformly elliptic functions F with F (0) = 0. In particular, M − λ,Λ admits the following compact form
With the Pucci operators at hand, we can reformulate Definition 2.5 as
, for all A, B ∈ S(n). The first result we present is the celebrated Ishii-Lions lemma.
and the matrix inequality
holds true.
In our case, the operator G will take the form
Viscosity solutions of the homogeneous problem F (D 2 w) = 0 in B 1 will have a crucial role in the proof of the main results of this paper.
As one could expect, maps as in Definition 2 have good regularity properties, as the next proposition shows. For a proof, we refer to [9, Corollary 5.7] .
Proposition 2.2. [9]
Let F be as in (2.2)-(2.5) and h ∈ C(B 1 ) be a viscosity solution of
Then there exist α = α(n, λ, Λ) ∈ (0, 1) and c = c(n, λ, Λ) > 0 such that
Remark 2.1. Proposition 2.2 in particular states that if h ∈ C(B 1 ) is F -harmonic in the sense of Definition 2, then it is C 1,α around zero, which means that for all ̺ ∈ (0, 1) there exists a ξ ̺ ∈ R n such that
Now fix δ ∈ (0, 1) be so small that
where c = c(n, λ, Λ) is the constant appearing in (2.7) and let ξ δ ∈ R n be the corresponding vector in (2.8). According to the choice in (2.9), (2.8) reads as
This will be helpful later on.
β 0 -Hölder continuity
In this section we will prove that normalized viscosity solutions of problem
whereξ ∈ R n is a vector, are locally β 0 -Hölder continuous for some β 0 ∈ (0, 1). A direct consequence of this, is equicontinuity for sequences of normalized viscosity solutions to certain problems of the type (1.1), see the proof of Lemma 4.1 in Section 4.
3.1. Smallness regime. In this part, we use the scaling features of the shifted operator in (2.1) to trace the problem back to a smallness regime. In other terms, we blow and scale u in order to construct another mapū, solution in B 1 of a problem having the same structure as (2.1), and such that, for a given ε > 0,
wheref is a suitable modified version of the forcing term appearing in (2.1). Under these conditions,ū is called "normalized viscosity solution". Let us show this construction. Take any ε > 0, set
and let
be a constant whose size will be quantified later on. Notice that, if u ∈ C(Ω) is a viscosity solution to (2.1) and x 0 ∈ Ω, then clearly u is a continuous viscosity solution of (2.1) in B m (x 0 ), with m as in (3.3). Now, for x ∈ B 1 , M ∈ S(n), K and m as in (3.2)-(3.3) respectively, define the following quantities:
Since u is a viscosity solution to (1.1) in B m (x 0 ), it is easy to see thatū is a viscosity solution of
whereξ := (m/K)ξ. In particular, when ξ = 0, we have (1.1) in smallness regime
By definition, there holds
moreover, a quick computation shows that, since F satisfies (2.5),F is (λ, Λ)-elliptic as well. Fixing m = ε 1 p+2 , it follows that f L ∞ (B1) ≤ ε, thereforeū is in smallness regime. Finally, notice that ifū is a solution of equation (1.3), thenū c :=ū + c for any c ∈ R is a solution as well, so there is no loss of generality in takingū(0) = 0. We will assume this throughout the paper.
Remark 3.1. Owing to the non-homogeneity of problem (1.1), the scaling factor m appears also in the expression ofā, thus leading to the bound (3.5) 2 . As we shall see, m will never influence the constants appearing in the forthcoming estimates and it will ultimately depend only from (n, λ, Λ, p, q).
Remark 3.2. Clearly, it is enough to prove Theorem 1 forū ∈ C(B 1 ) solution of (1.3). In fact, as soon as we know that
[ū] 1+γ;B 1/2 ≤ c(n, λ, Λ, p, q), then, from the definitions in Section 3.1, it directly follows that, after scaling,
for some s 0 = s 0 (n, λ, Λ, p, ̺) ∈ (0, 1).
. We shall prove that there are two constants
where β 0 ∈ Let (x,ȳ) ∈B ̺ ×B ̺ be a point of maximum for φ, i.e., φ(x,ȳ) = L(x) > 0, and notice that by the fact that L(x) > 0,
and notice that this position forces the maximum point (x,ȳ) to lie inside B ̺ × B ̺ . For reasons that will be clear in a few lines, define also
and
Clearly,x =ȳ, otherwise L(x) < 0 and the reductio ad absurdum argument would be already closed. Proposition 2.1 renders the existence of a limiting sub-jet (ξx, X) ofū atx and a limiting super-jet (ξȳ, Y ) ofū atȳ, wherē
and the matrices X, Y ∈ S(n) satisfy the inequality
where
and κ ∈ (0, 1) can be made as small as necessary and will depend on Z . We apply now (3.12) to vectors of the form (z, z) ∈ R 2n , to obtain (X − Y )z, z ≤ (4A 2 + 2κ)|z| 2 . This means that all the eigenvalues of (X − Y ) are less than or equal to 4A 2 + 2κ. In particular, applying (3.12) to the vectorz :=
This yields in particular that at least one eigenvalue of X − Y is less than 2(
and, using (2.6) there holds that
At this point we study separately the two cases |ξ| > s and rewrite (2.1) as
Notice that, by (3.1), f L ∞ (B1) ≤ s p 0 ε < ε and that, in this case, (3.14) reads as
where we also used κ ∈ (0, 1) and |x −ȳ| < 1. Withξx,ξȳ obtained before, we write the two viscosity inequalities (3.17) and notice that, by (3.7), the definition in (3.11) yields that
Manipulating the inequalities in (3.17), we obtaiñ
and so
The content of the previous display is a clear contradiction with (3.10), and we are done.
0 . In this case we do not need to rescale (2.1), but only notice that, by (3.7) 1 and (3.12), the inequality in (3.14) now is
where we used that κ ∈ (0, 1) and β 0 ∈ 1 4 , 1 2 . Because of (3.10), there holds that
where we also used that β 0 ∈ 1 4 , 1 2 and that ̺ < 20000 −1 . Hence we can directly jump to inequalities (3.17) and get, as in the previous step,
which cannot be possible, given (3.10).
Combining the two previous cases, we obtain that ifū ∈ C(B 1 ) is a normalized viscosity solution of (2.1) andx ∈ B 1/2 , then L(x) ≤ 0, which means that, if |ξ| > s Remark 3.3. The definitions of A 2 and A 1 fix the dependencies: s 0 = s 0 (n, Γ, γ, p, ̺) and κ = κ(n, Γ, γ, p, ̺). Having a proper look to (3.10) we notice also the presence of ω 0 , but this really does not matter, since we can set it equal to 1/6 and we are out of troubles.
Notice that the exponent β 0 in the proof of Proposition 3.1 does not depend on ̺, therefore, ifū ∈ C(B 1 ) regardless to the magnitude of |ξ|, we can use a standard covering argument to deduce thatū ∈ C 0,β0 loc (B 1 ) and for any B ̺ ⊂ B 1 there holds that
[ū] 0,β0;B̺ ≤ c(n, γ, Γ, p, ̺).
The proof of Theorem 2 is now complete.
C 1,γ -local regularity
We open this section with aF -harmonic approximation result, which essentially states that, under suitable smallness assumptions, a normalized viscosity solution of problem (1.3) in B 1 can be approximated by a linear function on a smaller ball up to an error which can be controlled via the radius of the ball.
Lemma 4.1. Let δ > 0 be as in (2.9). Under assumptions (2.2)-(2.5), letū ∈ C(B 1 ) be a viscosity solution of
withξ ∈ R n arbitrary. Then there exists a positive ι = ι(δ, n, λ, Λ, p, q) such that if
then there existsξ ∈ R n such that
Proof. By contradiction there exist sequences of fully nonlinear operators
of vectors {ξ j } j∈N ⊂ R n and of functions
Moreover,ū j solves
The uniformity prescribed by (4.1) with respect to assumption (2.5) assures that
and, by Theorem 2,ū j ∈ C 0,β0 loc (B 1 ) ∩ C(B 1 ) for some β 0 ∈ (0, 1) thus, using (1.4) and Arzela-Ascoli theorem we have that u j →ū * locally uniformly in B 1 . (4.8)
In particular, from (4.4) 2 and (4.8) there holds that u * ∈ C(B 1 ) and osc
Let us show thatū * is a viscosity solution of equation
To do so, we first show thatū * is a supersolution of (4.11). Let ϕ be any test function touchinḡ u * from below inx ∈ B 1 . For simplicity, we takex = 0 thus, by (4.4) 3 , ϕ(0) =ū * (0) = 0 (recall the comment made at the end of Section 3.1) and that ϕ(x) <ū * (x) for all x ∈ B ̺ \{0} for ̺ > 0 sufficiently small. There is no loss of generality in assuming that ϕ is a quadratic polynomial, i.e.,
In view of (4.8), we see that the polynomial
touchesū j from below in x j belonging to a small neighborhood of zero. By (4.5) we immediately deduce that
If the sequence {ξ j } j∈N is unbounded, then we can find a (non relabelled) subsequence such that |ξ j | → j→∞ ∞ and, choosing j ∈ N so large that |ξ j | ≥ max 1, 2|b| , by triangular inequality we also have that
Combining (4.12) and (4.14) we obtainF * (M ) ≥ 0. Now we look at the case in which {ξ j } j∈N is bounded. Thus we can extract a (non relabelled) subsequence ξ j → j→∞ ξ * . As a consequence, (ξ j + b) → j→∞ ξ * + b. If |ξ * + b| > 0, then we can find aj ∈ N so large that |ξ j + b| > 0 for all j >j, thus
Merging the content of the previous display with the viscosity inequality (4.12), we get also in this case thatF * (M ) ≥ 0. Finally, we look at the case |ξ * + b| = 0. By contradiction, let us assume thatF * (M ) < 0. By ellipticity, this means that M has at least one positive eigenvalue. Let Σ be the direct sum of all the eigensubspaces corresponding to non-negative eigenvalues of M and Π Σ be the orthogonal projection over Σ. Since |ξ * + b| = 0, two situations can occur: ξ * = −b with |ξ * |, |b| > 0 or |ξ * | = |b| = 0.
Case 1: ξ * = −b with |ξ * |, |b| > 0. Since ϕ touchesū * in zero from below, then, for κ > 0 sufficiently small, by (4.8) the map
touchesū j in a pointx j belonging to a neighborhood of zero. Given that sup j∈N |x j | ≤ 1, up to (non relabelled) subsequences, we can assume thatx j → j→∞ x * for some x * ∈ B 1 . At this point we examine two scenarios:
therefore the mapφ
touchesū j inx j for any e ∈ S n−1 . A straightforward computation shows that
Notice that e ∈ S n−1 ∩ Σ ⇒ Π Σ (e) = e, so if |M x * | = 0, we can fixj ∈ N so large that |Mx j | + |b + ξ j | ≤ κ 2 for all j >j, thus
It is easy to see that (4.15) thus, looking at the viscosity inequality we havē
Sending j → ∞ in the previous display, we obtainF * (M ) ≥ 0 and we contradict the assumptionF * (M ) < 0. On the other hand, if |M x * | > 0, we can takej ∈ N large enough that
With these positions at hand, we get that
As before, we compute
Sending j → ∞ in the above display, we conclude withF * (M ) ≥ 0, which contradict the assumptionF * (M ) < 0. Now let us consider the occurrence |Π Σ (x * )| > 0. In this case the map x → |Π Σ (x)| is smooth and convex in a neighborhood ofx j and, being Π Σ a projection map, there holds (4.20) therefore the variational inequality reads as
In all the cases we exposed we obtained a contradiction toF * (M ) < 0, and this shows thatū * is a supersolution of (4.11) in B 1 . For the case of subsolutions, we only need to point out that showing thatū * is a subsolution of equation
is equivalent to prove thatũ * := −ū * is a supersolution of equatioñ
where we setF * (M ) := −F * (−M ), M ∈ S(n), which is elliptic in the sense of (2.5). Hence, we can apply all the previous machinery onũ * and conclude thatū * is a viscosity solution of (4.11), thus Proposition 2.2 applies andū * ∈ C 1,α (B 1/2 ). In particular, (2.10) is in force, thus contradicting (4.10) and the proof is complete.
Remark 4.1. In the statement of Lemma 4.1, ι = ι(δ, n, λ, Λ, p, q), but since (2.9) prescribes that δ = δ(n, λ, Λ), we can simply say that ι = ι(n, λ, Λ, p, q).
4.1.
Proof of Theorem 1. Lemma 4.1 builds a tangential path connecting normalized viscosity solutions to problem (1.1) to normalized viscosity solutions of the limiting profile, for which the Krylov-Safonov regularity theory is available. The core of the proof of Theorem 1 will be transferring such regularity to normalized viscosity solutions of (1.3) . This is the content of the next lemma.
Lemma 4.2. There are δ = δ(n, λ, Λ) ∈ (0, 1) and γ = γ(n, λ, Λ, p) ∈ (0, 1) such that if u ∈ C(B 1 ) is a normalized viscosity solution of (3.4), then for any κ ∈ N there existsξ κ ∈ R n such that
Proof. Let δ > 0 be as in (2.9) and γ ∈ 0, min α, 1 p + 1 , log(2) − log(δ) . In (4.25), α ∈ (0, 1) is the same exponent appearing in (2.8). Moreover, we fix the parameter m ∈ (0, 1) defined in (3.3) equal to ι 1 p+2 , where, by Remark 4.1, ι = ι(n, λ, Λ, p, q) > 0 is the same as in Lemma 4.1. In this way we also determine the dependency m = m(n, λ, Λ, p, q), thus closing the ambiguity due to the presence of m in the scaled problem (1.3). Notice that none of the quantities appearing in the estimates provided so far depend on the sup-norm ofā, nor on its modulus of continuity. For κ ∈ N∪{0}, set δ κ := δ κ . We proceed by induction. Inductive assumption. We assume that there exists aξ κ ∈ R n such that and we are done.
Once Lemma 4.2 is available, we can complete the proof of Theorem 1 in a straightforward way. Whenever ̺ ∈ (0, 1], we can find κ ∈ N ∪ {0} such that δ κ+1 < ̺ ≤ δ κ . So we have
thereforeū is C 1,γ around zero. This is enough, in fact by standard translation arguments we can prove the same for any point of B 1/2 thus getting thatū ∈ C 1+γ (B 1/2 ) and then conclude with Remark 3.2 and a covering argument.
