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The Lagrangian formalism utilized by Ilinskii, Hamilton and Zabolotskaya [J. Acoust. Soc. Am.
121, 786-795 (2007)] to derive equations for the radial and translational motion of interacting
bubbles is extended here to obtain a model for the dynamics of interacting bubbles and elastic
particles. The bubbles and particles are assumed to be spherical but are otherwise free to pulsate
and translate. The model is accurate to fifth order in terms of a nondimensional expansion param-
eter R/d, where R is a characteristic radius and d is a characteristic distance between neighboring
bubbles or particles. The bubbles and particles may be of nonuniform size, the particles elastic or
rigid, and external acoustic sources are included to an order consistent with the accuracy of the
model. Although the liquid is assumed initially to be incompressible, corrections accounting for
finite liquid compressibility are developed to first order in the acoustic Mach number for a cluster
of bubbles and particles, and to second order in the acoustic Mach number for a single bubble. For
a bubble-particle pair consideration is also given to truncation of the model at fifth order in R/d
vii
via automated derivation of the model equations to arbitrary order. Numerical simulation results
are presented to demonstrate the effects of key parameters such as particle density and size, liq-
uid compressibility, particle elasticity and model order on the dynamics of single bubbles, pairs
of bubbles, bubble-particle pairs and clusters of bubbles and particles under both free response
conditions and sinusoidal or shock wave excitation.
viii
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Chapter 1
Introduction
This dissertation is concerned with the interaction of gas bubbles with solid particles in liquid.
While the initial formation of bubbles or, more generally, cavities in liquid is an interesting process
in and of itself, in the present work we assume that a population of small bubbles, called cavitation
nuclei, is initially present in the liquid. While bubble nuclei in still water dissolve slowly due to
surface tension, they may be stabilized by cracks at liquid-solid interfaces2,3 or grow through a
process called rectified diffusion if excited acoustically.4 Once formed, these gas-filled cavities,
normally spherical due to the presence of surface tension, may interact with other cavities or solid
bodies present in the liquid. It is the nature of this interaction with which the present work is
concerned.
1.1 Motivation
The motivation for this study resulted from a demand for more thorough understanding of the influ-
ence that kidney stone fragments have on clusters of gas bubbles which routinely form in the urine
during extracorporeal shock wave lithotripsy (ESWL).5 Therefore, ESWL is briefly explained be-
low. However, the extreme conditions present during lithotripsy make the process exceedingly
difficult to model, and this work represents only the first steps towards modeling the interaction
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of kidney stones with bubble clusters. While lithotripsy provided the initial motivation, there are
other applications, including acoustic sterilization and drug or gene delivery, where the model
should prove useful.
1.1.1 Extracorporeal shock wave lithotripsy
Extracorporeal shock wave lithotripsy is a medical procedure introduced in the 1980s in which
acoustic shock waves are used to comminute kidney stones into fragments small enough to be
passed through the urinary tract, thereby eliminating the need for surgery. In most cases, it is an
outpatient procedure requiring only local anesthesia. The acoustic wave may be coupled to the
patient via a liquid-filled bag making a water bath, originally used to provide impedance match-
ing, unnecessary. Stone localization is often accomplished via combined X-ray and ultrasound
imaging.6
There are two general mechanisms thought to contribute to kidney stone disintegration.
Initially the acoustic shock wave may induce internal tensile and shear stresses in larger stones
which are strong enough to break them into smaller fragments.7 These fragments, however, are
still too large to be passed safely through the body. The mechanism thought to be responsible
for breaking up the smaller fragments is the activity of bubble clusters surrounding the stone
fragments, i.e., cavitation activity. Cavitation can occur when the negative acoustic pressure due
to the shock wave causes small gas nuclei already present in the liquid to grow to hundreds of
times their initial size. After the wave passes the bubbles collapse violently and produce secondary
shock waves and high-velocity liquid jets which are thought to be responsible for breaking up the
fragments.
Lithotripsy provides many advantages over traditional surgical removal of the stones. Be-
cause it is an extracorporeal procedure, collateral damage and patient recovery time may be re-
duced. One disadvantage of ESWL is that, in contrast to surgery, patients might need to undergo
re-treatment because the stones may not be completely pulverized after a single session. There is
also a danger that the cavitation activity will cause collateral damage to surrounding tissue.8
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Techniques such as combining shock wave sources and adjustment of focal size and shape
have been used to increase the efficacy of ESWL.6 It is hoped that through this research, a better
understanding of cavitation activity in the presence of kidney stones will also improve current
lithotriptor technology.
1.1.2 Other applications
As mentioned previously, cavitation activity has been tied to biological tissue damage. While this
is an unintended consequence in most cases, if properly controlled cavitation may be used to kill
harmful bacteria. The ability of high-intensity sound waves to kill bacteria has been known since
at least the 1920s.9 More recently, devices producing controlled cavitation have been developed
to sterilize medical and dental instruments without the need for high temperatures.10 Although
we do not attempt to model this process in the present work it is hoped that the model may be of
use in explaining the interaction between cavitation bubbles and bacteria modeled as soft elastic
particles.
Additionally, there is currently much interest in the use of ultrasound contrast agents
(UCA), which are gas-filled microbubbles with elastic shells, for both untargeted (e.g., blood
flow measurement) and targeted (e.g., cancer detection and gene or drug delivery) applications of
contrast enhanced ultrasound (CEU).11,12 While untargeted CEU is in wide clinical use, targeted
CEU is still in preclinical development, and there is much improvement that could be made. In
targeted CEU, the microbubbles can be coated with ligands which bond preferentially with tissue
of interest, e.g., cancerous or inflamed tissue. Some of the challenges facing wider use of targeted
CEU could be addressed through better understanding of the interaction between the microbubble
and the blood vessel or cellular walls.
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1.2 Brief overview of previous research
1.2.1 Bubble interaction dynamics
Studies involving the interaction of two or many gas bubbles in liquid have been in progress for
over a century.13–22 The first studies of the translational force existing between two pulsating gas
bubbles were performed by V. F. K. Bjerknes and C. A. Bjerknes,15,23,24 who observed that the
sign of the translational force depends on the relative phases of the bubble oscillations. This force,
which acts between two pulsating bubbles, is now known as the secondary Bjerknes force. The
force due to radiation pressure from an external acoustic source is known as the primary Bjerknes
force. Both primary and secondary Bjerknes forces are discussed throughout the present work.
In the years since these preliminary studies were performed, research has shed more light
on the behavior of two interacting bubbles. For example, Zabolotskaya14 showed that the natural
frequencies of the bubbles depend on the distance separating them and the relative phase of their
pulsations. Harkin et al.15 provided one of the most comprehensive studies concerning the dynam-
ics of two interacting bubbles and parameterized the range of possible translational motions. More
recent research by Ilinskii et al.20,25 and Doinikov19,26 have extended these two-bubble models to
clusters of interacting bubbles in three-dimensional space.
1.2.2 Bubble-particle interaction
There currently exist several models for the interaction between bubbles and solid objects. Coak-
ley and Nyborg27 derived an expression for the time-averaged force generated between a spheri-
cal bubble and a rigid, immovable sphere. Their expression is recovered as a special case of the
present model. More recently, theoretical, numerical and experimental analyses of bubble behav-
ior near rigid boundaries of infinite extent have shown that a pulsating bubble translates towards
plane, convex and concave boundaries.28–33 Other investigations have focused on bubble motion
near rigid and deformable spheres.34,35 These latter studies have concentrated primarily on mod-
eling the violent aspherical collapse of the bubble and have employed boundary integral or other
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numerical techniques. In contrast, the present theory is restricted to the dynamics of spherical
bubbles near spherical particles. In comparison to bubble-bubble interaction, we will find that a
more accurate model is required to describe bubble-particle interaction. It is shown that the model
equations must be accurate to order R5/d5, where R is a characteristic radius and d is the distance
separating a pair of bubbles or particles. In contrast, the corresponding model equations for the
coupled pulsation and translation of bubbles need only be accurate to order R2/d2.
1.3 Summary and preview of dissertation
Several theoretical models have been developed which describe the dynamics of isolated and clus-
tered bubbles, and numerical simulations utilizing computational fluid dynamics codes have been
used to investigate the interaction of a bubble-particle pair. However, to date there exist no dy-
namic analytic models describing the interaction of clusters containing both bubbles and solid
particles. One advantage of an analytical model is that it can provide insights into the underlying
physics of the system, which are often obscured in a pure numerical solution. In addition, numeri-
cal integration of the analytical model equations is much less computationally intensive than using
computational fluid dynamics codes. The goal of this work is to extend a model for the interaction
of bubble clusters25 to clusters containing both bubbles and particles. The dissertation involves
the development of a theoretical model for the motion of clusters of bubbles and particles, as well
as simulations obtained via numerical solution of the model equations.
In Chap. 2 we derive model equations which describe the dynamics of a cluster of spherical
bubbles and elastic particles suspended in an incompressible liquid. Lagrange’s equations are used
to obtain the model equations, and therefore the kinetic and potential energies of the system must
be found. Special cases of the model for systems containing a single bubble interacting with a
single elastic or rigid particle are discussed in significantly greater detail.
The assumption of an incompressible liquid introduced in Chap. 2 is valid if the wave-
length of the acoustic excitation is much larger than the characteristic separation distance between
the objects. In addition, the magnitudes of the radial and translational velocities in the system
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must be much less than the speed of sound in the liquid. These conditions are not satisfied in
applications involving high-frequency or high-amplitude acoustic excitations or extreme initial
conditions. Corrections accounting for finite liquid compressibility are necessary in these cases.
In Chap. 3 we develop appropriate corrections for finite liquid compressibility for the cases of a
single bubble, a pair of bubbles and a cluster of bubbles. Further discussion of previous work
relevant to the effect of finite liquid compressibility is included in this chapter.
In Chap. 4 results obtained via numerical integration of model equations presented in
Chaps. 2 and 3 for single bubbles, single particles, pairs of bubbles and bubble-particle pairs are
presented. The influence of liquid compressibility corrections introduced in Chap. 3 for a single
bubble and a pair of bubbles is investigated. Finally, the influence of particle density, size, and
elasticity on the dynamics of a single bubble interacting with a single particle under both free
conditions and excitation by a sinusoidal acoustic wave are discussed.
In Chap. 5 results obtained from numerical solution of the model for clusters of bubbles
and particles, first presented in Chap. 2 and modified in Chap. 3 to account for liquid compressibil-
ity, are presented. Results are discussed for clusters of varying size containing different numbers
of bubbles. In addition to the free and sinusoidally forced conditions discussed in Chap. 4, the
system response to shock wave excitations is briefly discussed.
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Chapter 2
A Model for a Cluster of Bubbles and
Particles in an Incompressible Liquid
In this chapter a mathematical model describing the dynamics of a cluster of spherical bubbles
and elastic particles suspended in an incompressible liquid are developed. Lagrange’s equations
are used to obtain model equations describing the radial and translational motion of the bubbles
and particles. Special limiting cases of the model for a system containing a bubble-particle pair
are considered in more detail. Numerical solutions of the models are presented in Chaps. 4 and 5.
2.1 Lagrangian formalism
The geometry of the cluster is presented in Fig. 2.1. The cluster is comprised of a total of N
spherical gas bubbles or solid elastic particles that are arbitrarily positioned in an infinite liquid. In
the following figures the particles are denoted with shaded circles and bubbles with empty circles.
For example, in Fig. 2.1 sphere i is a particle while sphere k and all other spheres are bubbles.
The positions of the bubbles and particles are defined relative to a fixed origin by the vectors r0i,
while their instantaneous and equilibrium radii are given by Ri and R0i, respectively. Inter-sphere
separations are denoted by the vectors dik = r0k − r0i. Motion of the spheres is described by
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their radial velocity R˙i and translational velocity Ui = r˙0i, where dots over quantities indicate
time derivatives. Although there are several methods available to derive the equations of motion
(see for example Harkin et al.15 and Doinikov19) we follow the Lagrangian approach of Ilinskii
et al.25 Lagrange’s equations describing the dynamics of the system are
d
dt
(
∂L
∂R˙i
)
=
∂L
∂Ri
,
d
dt
(
∂L
∂Ui
)
=
∂L
∂r0i
, (2.1)
where K is the kinetic energy, V is the potential energy, and L = K − V is the Lagrangian of the
system. A shorthand notation is used for the vector operations, e.g., where ∂/∂r0i designates the
gradient∇. The first of Eqs. (2.1) is a scalar equation of motion for the radial dynamics, and the
second is a vector equation describing the translational dynamics. In order to obtain the equations
of motion, the potential and kinetic energies must be calculated.
O
ρi
r0i
Ui
R˙i
Ri
r0k
Rk Uk
R˙k
dik
ρ
Figure 2.1: Geometry and notation for a cluster of bubbles and particles with arbitrary translational
motion.
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2.2 Potential energy
Potential energy is stored via the compression or expansion of the gas bubbles and elastic particles.
In differential form, the potential energy is expressed as
dV =
∑
i
(P0 − Pi) dVi = 4pi
∑
i
(P0 − Pi)R2i dRi, (2.2)
where Pi is the pressure in the liquid just outside bubble or particle i, P0 is the atmospheric
pressure and Vi = 43piR
3
i is the volume of the bubble or particle.
The gas inside each bubble is assumed to be ideal, and therefore Pi,intV
γ
i is constant,
where γ is the ratio of specific heats and Pi,int is the homogeneous gas pressure inside the ith
bubble. When the bubble is at its equilibrium radius, for which Ri = R0i and Vi = V0i, the
equilibrium internal pressure is taken to be
Pi,int
∣∣∣
Ri=R0i
= P0 +
2σ
R0i
, (2.3)
where σ is surface tension. Therefore, the instantaneous pressure in the liquid just outside bubble
i is2
Pi = Pi,int
∣∣∣
Ri=R0i
(
V0i
Vi
)γ
− 2σ
Ri
=
(
P0 +
2σ
R0i
)(
R0i
Ri
)3γ
− 2σ
Ri
. (2.4)
Additional effects that contribute to this pressure, such as heat transfer, gas diffusion, and conden-
sation, are not considered here. Corrections for shear viscosity are discussed in Sec. 2.5.
It is assumed that vibrational energy in the system is predominantly at frequencies below
the lowest natural frequency of the particle. In this case the radial motion within the particle may
be characterized by homogeneous deformation. Implications of this assumption are discussed in
Secs. 2.3.1 and 4.1. The pressure just outside the particle may therefore be introduced through the
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definition of the bulk modulus of the material forming the ith particle, Ki:36
dPi = −KidVi
Vi
= −3KidRi
Ri
. (2.5)
For infinitesimal, quasi-static radial deformation of particle i, Ki is a constant, and the integral of
Eq. (2.5) is
Pi = −3Ki
∫ Ri
R0i
dRi
Ri
= −3Ki ln
(
Ri
R0i
)
+ P0. (2.6)
Surface tension exerts a negligible influence on an elastic particle and is therefore ignored. Equa-
tions (2.4) and (2.6) may be substituted directly into Eq. (2.2).
2.3 Kinetic energy
The motion of the liquid and particles, as well as the motion of the gas inside the bubbles and
the influence of any acoustic sources, all contribute to the kinetic energy of the system. In the
case of gas bubbles in water, the density of the gas is negligible compared to the liquid density,
and therefore the kinetic energy associated with the motion of the gas is ignored. The particle
density, however, may be comparable to the liquid density, and therefore kinetic energy due to
both translation and pulsation of the particles must be taken into account. The total kinetic energy
is then
K = Ktranspart +Kradpart +Kliq +Ke, (2.7)
where Kliq is the kinetic energy of the surrounding liquid, Kradpart and Ktranspart account for radial and
translational motion of the solid particles, and Ke is the kinetic energy due to external acoustic
sources.
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2.3.1 Kinetic energy of the particles
The kinetic energy due to particle motion has two components, Kradpart due to pulsation and Ktranspart
due to translation, which are found as follows. Consider a homogeneous elastic sphere of radius
Ri undergoing small sinusoidal pulsation at angular frequency ω. The expression describing the
amplitude of the radial velocity inside the particle is37
uri (ri, t) =
j1 (kpri)
j1 (kpRi)
u0 cos (ωt+ α) , (2.8)
where j1(x) is the spherical Bessel function of order 1, R˙i = u0 cos (ωt+ α) is the radial velocity
at the sphere surface, kp is the wavenumber in the particle, and ri is the distance from the center
of the particle to a point inside the particle. Without loss of generality we can assume the phase α
is zero. Equation (2.8) is valid for a homogeneous sphere undergoing linear pulsation. A formal
bound for the assumption of homogeneous particle deformation may be found by examining the
power series form of j1(x):38
j1(x) =
x
3
(
1− x
2
10
+ · · ·
)
. (2.9)
Therefore kpRi/3 is a good approximation for j1(kpRi) if
(kpRi)2  10 , (2.10)
and the quasi-static approximation of the radial velocity in a pulsating particle is
lim
kpRi→0
uri (ri, t) = lim
kpRi→0
j1 (kpri)
j1 (kpRi)
u0 cosωt =
ri
Ri
u0 cosωt. (2.11)
The expression u0 cosωt in Eq. (2.11) is the time derivative of the sphere radius Ri at any angular
frequency ω which satisfies Eq. (2.10). For general radial motion u0 cosωt can be replaced by R˙i
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if the frequency content of the radial oscillation satisfies Eq. (2.10), giving
uri (ri, t) =
ri
Ri
R˙i (2.12)
as the expression describing the internal radial velocity of the sphere, a homogeneous deformation.
The homogeneous radial strain is associated with a uniform instantaneous particle density, ρi.
Therefore, the kinetic energy due to pulsation of the particles is
Kradpart =
1
2
∑
i
∫
Vi
ρi (uri )
2 dVi =
1
2
∑
i
∫ Ri
0
3mi
4piR3i
(
ri
Ri
R˙i
)2
4pir2i dri
=
3
10
∑
i
miR˙
2
i , (2.13)
while the kinetic energy due to particle translation is
Ktranspart =
1
2
∑
i
miU
2
i , (2.14)
where mi is the mass of the ith particle.
2.3.2 Kinetic energy of the liquid
The remaining component of the total kinetic energy, Kliq, accounts for the motion of the invis-
cid incompressible liquid surrounding the bubble-particle cluster. The liquid is assumed to be
irrotational, and its motion is described by a scalar velocity potential φ which satisfies Laplace’s
equation,
∇2φ = 0. (2.15)
The kinetic energy of the liquid is the integral
Kliq = ρ2
∫
V
|∇φ|2 dV (2.16)
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over the volume surrounding the spheres, where ρ is the liquid density. For an incompressible
liquid at rest at infinity, Green’s first identity,
∫
V
(|∇φ|2 + φ∇2φ) dV = −∫
S
φ
∂φ
∂r
dS, (2.17)
can be used to re-express Eq. (2.16) as39
Kliq = −ρ2
∑
i
∫
Si
φ (ri)
∂φ (ri)
∂ri
dSi. (2.18)
The surface Si coincides with the ith sphere wall, and ri = |ri| is the magnitude of the local
coordinate vector ri that defines position relative to the sphere center. Calculation of the kinetic
energy thus requires knowledge of the velocity potential in the liquid and its normal derivative
on the surface of each sphere. Moreover, the velocity potential must be expressed in the local
coordinates of each sphere.
The total velocity potential in the liquid surrounding the cluster can be written as
φ (ri) = φr (ri) + φt (ri) , (2.19)
where φri is the component due to radial pulsation and φ
t
i is the component due to translation. The
normal derivative of the velocity potential on the sphere surface is determined by the boundary
condition
∂φ (ri)
∂ri
∣∣∣
ri=Ri
=
(
∂φri (ri)
∂ri
+
∂φti (ri)
∂ri
) ∣∣∣
ri=Ri
= R˙i +Ui · ni , (2.20)
where R˙i accounts for pulsation, Ui ·ni accounts for translation, and ni = ri/ri is the unit vector
in the direction of ri. There is no known expression for φ which satisfies the boundary condition
on all spheres exactly. However, an approximate expression can be found which satisfies the
boundary conditions to an arbitrary power of R/d, where R is a characteristic radius and d is a
characteristic distance separating two spheres in the cluster. As shown in Sec. 2.6.3, in order
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to adequately describe the interaction between a bubble and particle, it is necessary to obtain an
expression for φ accurate to at least order R5/d5.
Derivation of the radial velocity potential
For an isolated pulsating sphere with radius Ri and radial wall velocity R˙i in an infinite, incom-
pressible liquid, the radial component of the velocity potential a distance ri from the sphere center
is
φr0i(ri) = −
R2i R˙i
ri
= −Ai
ri
, (2.21)
where for convenience later we define Ai = R2i R˙i. A first approximation of the radial velocity
potential of an infinite liquid containing a cluster of pulsating spheres is the sum
φr0 =
∑
i
φr0i = φ
r
0i +
∑
k
k 6=i
φr0k. (2.22)
While Eq. (2.22) satisfies Eq. (2.15), the summation does not obey the boundary condition
on any of the spheres. To illustrate this, the velocity potential is expressed in terms of the coor-
dinates of the ith sphere, and the liquid velocity at the bubble wall is calculated for comparison
with Eq. (2.20). The velocity potential of the kth sphere, φr0k (rk), can be expressed in terms of ri
by expanding the potential due to the kth sphere in a Taylor series evaluated at the wall of the ith
sphere (see Fig. 2.2) as
φr0k (rk) = φ
r
0k (dki + ri) ' φr0k (dki) +∇rkφr0k (rk)
∣∣∣
rk=dki
· ri
= −Ak
dki
+
Ak
d2ki
ri (nki · ni) =˙φr0k (ri) , (2.23)
where nki = dki/dki is the unit vector pointing in the direction of dki.
In Eq. (2.23) and all subsequent expansions the series is truncated after the linear (dipole)
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iri
k
rk
dki
Figure 2.2: Notation used to express the velocity potential due to sphere k in terms of the local
coordinate system of sphere i.
term because all higher order terms are orthogonal to the monopole and dipole terms in the in-
tegrand of Eq. (2.18) and therefore cannot contribute to the kinetic energy. Equation (2.22) then
becomes
φr0 = φ
r
0i +
∑
k
k 6=i
φr0k (rk) = φ
r
0i +
∑
k
k 6=i
φr0k (dki + ri)
' φr0i +
∑
k
k 6=i
[
φr0k (dki) +∇rkφr0k (rk)
∣∣∣
rk=dki
· ri
]
, (2.24)
where
φr0k (dki) = −
Ak
dki
, (2.25)
∇rkφr0k (rk)
∣∣∣
rk=dki
· ri =
(
Ak
r2k
nk
) ∣∣∣
rk=dki
· ri = Ak
d2ki
(nki · ri) = riAk
d2ki
(nki · ni) . (2.26)
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The Taylor series expansion may also be expressed in terms of Legendre polynomials as
φr0k (rk) = φ
r
0k (dki + ri) =
∞∑
n=0
Akr
n
i (−1)n+1
dn+1ik
Pn (nki · ni) , (2.27)
where Pn is the nth Legendre polynomial with argument nki · ni. Equations (2.25) and (2.26) are
the first two terms in the Legendre or Taylor series expansion.
Examining the radial velocity at the ith sphere wall due to φr, consisting of the term φr0,
∂φr
∂ri
∣∣∣
ri=Ri
= R˙i +
∑
k
k 6=i
Ak
nki · ni
d2ik
, (2.28)
and comparing with Eq. (2.20) shows that the boundary condition error is of order R2/d2. The
boundary condition error may be reduced by adding a correction term φr1 to φ
r
0 which satisfies
Eq. (2.15) as well as
∂φr1
∂ri
∣∣∣
ri=Ri
= −∂φ
r
∂ri
∣∣∣
ri=Ri
+ R˙i. (2.29)
Since φr is of the form
1∑
n=0
fnr
n
i Pn (nki · ni) , (2.30)
where
fn =
(−1)n+1Ak
dn+1ik
, (2.31)
the correction terms will be of the form39
1∑
n=0
gnr
−(n+1)
i Pn (nki · ni) . (2.32)
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Application of Eq. (2.29) shows that the expression for gn is
gn =
n
n+ 1
fnR
2n+1
i . (2.33)
Therefore, the appropriate correction, applied to all of the spheres and expressed in terms of the
local coordinate of sphere i, is
φr1(ri) = φ
r
1i +
∑
k
k 6=i
φr1k (dki + ri)
' φr1i +
∑
k
k 6=i
[
φr1k (dki) +∇rkφr1k (rk)
∣∣∣
rk=dki
· ri
]
, (2.34)
where
φr1i (ri) =
∑
k
k 6=i
AkR
3
i
2d2ik
(nki · ni)
r2i
, (2.35)
φr1k (dki) =
∑
j
j 6=k
AjR
3
k
2d2kj
(njk · nki)
d2ki
, (2.36)
∇rkφr1k (rk)
∣∣∣
rk=dki
· ri =
∑
j
j 6=k
AjR
3
k
2d2kj
∇rk
(
njk · rk
r3k
) ∣∣∣
rk=dki
· ri
=
∑
j
j 6=k
riAjR
3
k
2d2kj
[
−3 (njk · rk)nk
r4k
+
njk
r3k
] ∣∣∣
rk=dki
· ni
=
∑
j
j 6=k
riAjR
3
k
2d2kj
[
− 3
d3ki
(njk · nki) (nki · ni) + (njk · ni)
d3ki
]
. (2.37)
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The radial component of the velocity potential is now
φr (ri) =φr0 + φ
r
1 = φ
r
0i +
∑
k
k 6=i
φr0k + φ
r
1i +
∑
k
k 6=i
φr1k
=− Ai
ri
+
∑
k
k 6=i
[
−Ak
dik
+
riAk
d2ik
(nki · ni) + AkR
3
i
2d2ik
(nki · ni)
r2i
]
+
∑
j,k
k 6=i,j
{
AjR
3
k
2d2kjd
2
ki
(njk · nki)− riAjR
3
k
2d2kjd
3
ki
[3 (njk · nki) (nki · ni)− (njk · ni)]
}
.
(2.38)
Examining the radial velocity at the ith bubble wall due to terms φr0 and φ
r
1,
∂φr (ri)
∂ri
∣∣∣
ri=Ri
= R˙i +
∑
j,k
k 6=i,j
{
− AjR
3
k
2d2kjd
3
ki
[3 (njk · nki) (nki · ni)− (njk · ni)]
}
, (2.39)
shows that the boundary condition error is of order R5/d5, and therefore another correction term,
φr2, must be included. The appropriate correction is
φr2 = φ
r
2i +
∑
k
k 6=i
[
φr2k (dki) +∇rkφr2k (rk)
∣∣∣
rk=dki
· ri
]
, (2.40)
where
φr2i (ri) = −
∑
j,k
k 6=i,j
AjR
3
kR
3
i
4d2jkd
3
kir
2
i
[3 (njk · nki) (nki · ni)− (njk · ni)] , (2.41)
φr2k (dki) = −
∑
j,l
l 6=k,j
AjR
3
lR
3
k
4d2jld
3
lkd
2
ki
[3 (njl · nlk) (nlk · nki)− (njl · nki)] . (2.42)
The expression for φr2k (dki) in Eq. (2.42) is of order R
7/d7 and therefore will not be included in
the kinetic energy associated with free response, but it is needed to calculate the kinetic energy
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due to acoustic sources to order R5/d5, as discussed in Sec. 2.3.3. The velocity at the ith sphere
wall, based on the sum of φr0 and correction terms φ
r
1 and φ
r
2, is
∂φr (ri)
∂ri
∣∣∣
ri=Ri
= R˙i +O
(
R8
d8
)
. (2.43)
Comparison with Eq. (2.20) shows that the expression is accurate to the desired order R5/d5.
The final form of the free response velocity potential due to radial motion, expressed in the local
coordinates of the bubble and consisting of terms φr0 , φ
r
1 and φ
r
2, is
φr (ri) =φr0 + φ
r
1 + φ
r
2 = φ
r
0i +
∑
k
k 6=i
φr0k + φ
r
1i +
∑
k
k 6=i
φr1k + φ
r
2i
=− Ai
ri
+
∑
k
k 6=i
[
−Ak
dik
+
riAk
d2ik
(nki · ni) + AkR
3
i
2d2ik
(nki · ni)
r2i
]
+
∑
j,k
k 6=i,j
{
AjR
3
k
2d2kjd
2
ki
(njk · nki)− riAjR
3
k
2d2kjd
3
ki
[3 (njk · nki) (nki · ni)− (njk · ni)]
}
−
∑
j,k
k 6=i,j
{
AjR
3
kR
3
i
4d2jkd
3
kir
2
i
[3 (njk · nki) (nki · ni)− (njk · ni)]
}
. (2.44)
Derivation of the translational velocity potential
For an isolated translating sphere with radius Ri and translational velocity Ui, the velocity poten-
tial in an infinite, incompressible liquid at a distance ri from the sphere center is
φt0i = −
R3i (Ui · ni)
2r2i
= −Bi (Ui · ni)
r2i
, (2.45)
where for convenience later we define Bi = R3i /2. As with the radial component, the individual
contributions from each sphere are summed, and the contribution from the kth sphere is expressed
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in terms of the local coordinate of sphere i as
φt0 =
∑
i
φt0i = φ
t
0i +
∑
k
k 6=i
φt0k (rk) = φ
t
0i +
∑
k
k 6=i
φt0k (dki + ri)
' φt0i +
∑
k
k 6=i
[
φt0k (dki) +∇rkφt0k (rk)
∣∣∣
rk=dki
· ri
]
, (2.46)
where
φt0k (dki) = −
Bk
d2ki
Uk · nki, (2.47)
∇rkφt0k (rk)
∣∣∣
rk=dki
· ri = −∇rk
(
Bk
r3k
Uk · rk
) ∣∣∣
rk=dki
· ri
=
[
3Bk
r4k
(Uk · rk)nk − Bk
r3k
Uk
] ∣∣∣
rk=dki
· ri
=
Bkri
d3ki
[3 (Uk · nki) (nki · ni)−Uk · ni] . (2.48)
Evaluating the translational velocity at the wall of the ith sphere,
∂φt0 (ri)
∂ri
∣∣∣
ri=Ri
= Ui · ni +
∑
k
k 6=i
{
0 +
Bk
d3ki
[3 (Uk · nki) (nki · ni)−Uk · ni]
}
, (2.49)
and comparing with Eq. (2.20) shows that the error is of order R3/d3. A correction term φt1 which
satisfies Eq. (2.15) as well as the condition
∂φt1
∂ri
∣∣∣
ri=Ri
= −∂φ
t
∂ri
∣∣∣
ri=Ri
+Ui · ni (2.50)
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is needed. Application of Eq. (2.50) yields the appropriate correction, which is applied to all
bubbles and particles in the cluster and expressed in terms of ri as
φt1 = φ
t
1i +
∑
k
k 6=i
φt1k (dki + ri) = φ
t
1i +
∑
k
k 6=i
[
φt1k (dki) +∇rkφt1k (rk)
∣∣∣
rk=dki
· ri
]
, (2.51)
where
φt1i =
∑
k
k 6=i
R3i
2r2i
{
Bk
d3ki
[3 (Uk · nki) (nki · ni)−Uk · ni]
}
=
∑
k
k 6=i
R3iR
3
k
4r2i d
3
ki
[3 (Uk · nki) (nki · ni)−Uk · ni] , (2.52)
φt1k (dki) =
∑
j
j 6=k
R3k
2d2ki
{
Bj
d3jk
[3 (Uj · njk) (njk · nki)−Uj · nki]
}
=
∑
j
j 6=k
R3kR
3
j
4d2kid
3
jk
[3 (Uj · njk) (njk · nki)−Uj · nki] . (2.53)
Evaluating the translational velocity at the wall of the ith sphere,
∂φt (ri)
∂ri
∣∣∣
ri=Ri
= Ui · ni +O
(
R6
d6
)
, (2.54)
shows that the expression for the translational velocity potential is accurate to the desired order of
R5/d5. The final form of the translational velocity potential, consisting of φt0 and the correction
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term φt1, is
φt (ri) =φt0 + φ
t
1 =
− R
3
i
2r2i
(Ui · ni) +
∑
j,k
k 6=i,j
R3kR
3
j
4d2kid
3
jk
[3 (Uj · njk) (njk · nki)−Uj · nki]
−
∑
k
k 6=i
R3k
2d2ki
{
Uk · nki −
(
ri
dki
+
R3i
2r2i dki
)
[3 (Uk · nki) (nki · ni)−Uk · ni]
}
.
(2.55)
Calculation of the liquid kinetic energy
The kinetic energy of the liquid is calculated by using Eqs. (2.20), (2.44) and (2.55) to evaluate
Eq. (2.18). To order R5/d5 the liquid kinetic energy is
Kliq = 2piρ
{∑
i
R3i R˙
2
i +
1
6
∑
i
R3iU
2
i +
∑
i,k
k 6=i
R2iR
2
k
dki
R˙iR˙k +
1
2
∑
i,k
k 6=i
R3iR
2
k
d2ki
R˙k(Ui · nik)
+
1
2
∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i(Uk · nki) + 14
∑
i,k
k 6=i
R3iR
3
k
d3ki
[(Ui ·Uk)− 3(Ui · nki)(Uk · nki)]
+
1
2
∑
i,j,k
k 6=i,j
R2iR
2
jR
3
k
d2kid
2
kj
R˙iR˙j(njk · nik)
+
1
4
∑
i,j,k
k 6=i,j
R3iR
2
jR
3
k
d2kjd
3
ki
R˙j [3(njk · nki)(Ui · nki)−Ui · njk]
+
1
4
∑
i,j,k
k 6=i,j
R2iR
3
jR
3
k
d3kjd
2
ki
R˙i [Uj · nki − 3(Uj · njk)(njk · nki)]
}
. (2.56)
2.3.3 Kinetic energy due to external acoustic sources
External acoustic sources may be included in the model by calculating the kinetic energy due to
the interaction of the bubbles and elastic particles with an additional sphere which is fixed in space
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but pulsates with prescribed wall velocity R˙e.25 In this section it is shown that the contribution to
the liquid kinetic energy from radial sphere motion must be calculated to order R7/d7 to account
for source interaction at order R5/d5. The order R7/d7 contribution to the liquid kinetic energy is
obtained by substituting Eq. (2.42) into Eq. (2.18), and the result of this calculation is
2piρ
14 ∑
i,k,j,l
l 6=k,j k 6=i
R2i R˙iR
2
j R˙jR
3
lR
3
k
d2jld
3
lkd
2
ki
[3 (njl · nlk) (nlk · nki)− (njl · nki)]
 . (2.57)
The additional kinetic energy due to the interaction of the other spheres with the source sphere
is obtained from Eqs. (2.56) and (2.57) by fixing one sphere as the source (subscript e) and con-
sidering only those terms which account for the interaction of the source sphere with the other
spheres. Terms not accounting for source-sphere interaction and those not containing the source
radial velocity, R˙e, are ignored. The result is
Ke = 2piρ
{
2
∑
i
R2iR
2
e
dei
R˙iR˙e −
∑
i
R3iR
2
e
d2ei
R˙e (Ui · nei) + 12
∑
i
R3iR
4
e
d4ei
R˙2e
+
∑
i,k
k 6=i
R2iR
2
eR
3
k
d2ikd
2
ek
R˙iR˙e (nik · nek)
+
∑
i,k
k 6=i
R3iR
3
kR
2
e
d3kid
2
ek
R˙e [3 (Ui · nki) (nek · nki)−Ui · nek]
+
∑
i
R5iR
5
e
d7ei
R˙iR˙e −
∑
i,k
k 6=i
R5kR
3
iR
2
e
d5ikd
2
ek
R˙eR˙k (nki · nek)
+
∑
i,k
R2iR
3
kR
5
e
d5ekd
2
ei
R˙iR˙e (nek · nei)
+
1
2
∑
i,j,k
k 6=i 6=j
R2iR
3
kR
3
jR
2
e
d3kjd
2
kid
2
ej
R˙iR˙e [3 (njk · nki) (njk · nej)− nki · nej ]
}
. (2.58)
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The last four terms in Eq. (2.58) are obtained from Eq. (2.57) by letting l → i and j → k, j → k,
l→ i, or i 6= j 6= k 6= l respectively.
The source kinetic energy can be expressed in terms of a source pressure and particle
velocity as follows. The source pressure and particle velocity at sphere i are18
pei = −ρ∂φ0e
∂t
∣∣∣
re=dei
− 1
2
ρu2ei =
ρV¨e
4pidei
− 1
2
ρu2ei, (2.59)
uei =∇φ0e
∣∣∣
re=dei
=
R2e
d2ei
R˙enei, (2.60)
where φ0e = −R2eR˙e/re is the velocity potential due to the source, and Ve = 43piR3e is the volume
of the source sphere. Ilinskii et al.25 showed that the first term in Eq. (2.58) can be expressed as
4piρ
∑
i
R2iR
2
e
dei
R˙iR˙e = ρ
d
dt
∑
i
Vi
R2eR˙e
dei
− ρ
∑
i
Vi
d
dt
(
R2eR˙e
dei
)
= ρ
d
dt
∑
i
Vi
R2eR˙e
dei
−
∑
i
Vi
(
pei +
1
2
ρu2ei − ρUi · uei
)
. (2.61)
The first term in Eq. (2.61) can be ignored since the total time derivative of any quantity cannot
contribute to the system dynamics.25 Therefore, we can express Eq. (2.58) in terms of the source
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pressure and particle velocity as
Ke = 2piρ
{
− 2
3ρ
∑
i
R3i pei +
1
6
∑
i
R3i u
2
ei −
1
3
∑
i
R3i (Ui · uei)
+
∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i (uek · nik) +
∑
i,k
k 6=i
R3iR
3
k
d3ki
[3 (Ui · nik)nik −Ui] · uek
+
∑
i
R5iR
3
e
d5ei
R˙i (uei · nei) +
∑
i,k
R2iR
3
kR
3
e
d5ek
R˙i (uei · nek)
−
∑
i,k
k 6=i
R3iR
5
k
d5ki
R˙k (uek · nki)
+
1
2
∑
i,j,k
k 6=i 6=j
R2iR
3
jR
3
k
d2kid
3
kj
R˙i [3 (njk · nki)njk − nki] · uej
}
. (2.62)
Expressing the source kinetic energy in terms of a source pressure and particle velocity reduces
the accuracy of Ke from order R7/d7 to order R5/d5. Therefore the accuracy of Ke is consistent
with the rest of the model. If we assume that the distance dei to the source from any bubble or
particle is much larger than the inter-bubble or particle distances, then the terms containing dei in
the denominator can be neglected. This leaves
Ke = 2piρ
{
− 2
3ρ
∑
i
R3i pei +
1
6
∑
i
R3i u
2
ei −
1
3
∑
i
R3i (Ui · uei)
+
∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i (uek · nik) +
∑
i,k
k 6=i
R3iR
3
k
d3ki
[3 (Ui · nik)nik −Ui] · uek
−
∑
i,k
k 6=i
R3iR
5
k
d5ki
R˙k (uek · nki)
+
1
2
∑
i,j,k
k 6=i 6=j
R2iR
3
jR
3
k
d2kid
3
kj
R˙i [3 (njk · nki)njk − nki] · uej
}
(2.63)
as the order R5/d5 expression for the source kinetic energy.
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2.4 Equations of motion
The equations of motion for the bubble-particle cluster system are obtained by forming the La-
grangian
L = K − V =
(
Ktranspart +Kradpart +Kliq +Ke
)
− V (2.64)
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and applying Eqs. (2.1). The first of Eqs. (2.1) is
(
1 +
3mi
20piρR3i
)
R¨iRi +
3
2
R˙2i
=
Pi − P0
ρ
+
1
4
U2i −
∑
k
k 6=i
Rk
dik
(
RkR¨k + 2R˙2k
)
+
1
2
∑
k
k 6=i
R2k
d2ik
[
R˙k (5Uk +Ui) +Rk
(
U˙k
)]
· nik
+
1
4
∑
k
k 6=i
R3k
d3ik
[
3 (Ui ·Uk)− 5 (Uk · nik) (Ui · nik)− 4 (Uk · nik)2
]
− 1
4
∑
k
k 6=i
R2k
d4ik
[
2R2iRkR¨i + 4RiRkR˙
2
i + 6R
2
i R˙iR˙k − 3R2kR˙2k
]
− 1
2
∑
j,k
j 6=k 6=i
RjR
2
k
d2ikd
2
jk
(
2RkR˙2j + 3RjR˙jR˙k +RjRkR¨j
)
(nik · njk)
+
3
4
∑
j,k
j 6=k 6=i
R2jR
2
kR˙jR˙k
d2ikd
2
ij
(nji · nki)
− 1
2
∑
k
k 6=i
R2k
d5ik
[
3R3i R˙kUi +R
3
iRkU˙i + 3R
3
kR˙kUk + 4R
2
iRkR˙i (Ui −Uk)
]
· nik
+
1
4
∑
j,k
j 6=k 6=i
R2jR
3
kR˙j
d3ikd
2
kj
[(4Uk + 5Ui) (nik · njk) · nik + 3Ui · nkj ]
+
∑
j,k
j 6=k 6=i
R2jR
3
kR˙j
d2ikd
3
jk
(Uk −Uj) (nik · njk) · njk
+
3
4
∑
j,k
j 6=k 6=i
R2jR
2
k
d2ikd
3
jk
(
RkR˙j +RjR˙k
)
[Uj − 3 (Uj · njk)njk] · nik
+
1
4
∑
j,k
j 6=k 6=i
R3jR
3
k
d2ikd
3
jk
[
U˙j − 3
(
U˙j · njk
)
njk
]
· nik
+
3
4
∑
j,k
j 6=k 6=i
R3jR
2
kR˙k
d2ikd
3
ij
[Uj − 3 (Uj · nji)nji] · nik +Qre. (2.65)
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This is the equation of radial motion for the ith sphere, where Qre represents the influence of
external acoustic sources and is given by
Qre =−
pei
ρ
+
1
4
u2ei −
1
2
(Ui · uei)− 12
∑
k
k 6=i
R2k
d2ki
[
3R˙k (uek + uei) +Rku˙ek
]
· nik
+
∑
k
k 6=i
R3k
d3ki
[(uek · nik) (Uk −Ui) · nik]
+
3
2
∑
k
k 6=i
R3k
d3ki
{3 [(Ui · nik)nik −Ui] · uek + 3 [(Uk · nik)nik −Uk] · uei}
− 1
2
∑
k
k 6=i
R2k
d5ki
(
3R3i R˙kuei +R
3
iRku˙ei − 3R3kR˙kuek
)
· nik
+
1
4
∑
j,k
i 6=j 6=k
R2jR
2
k
d2kid
3
kj
[
RjRku˙ej + 3
(
RkR˙j +RjR˙k
)
uej
]
· [3 (njk · nik)njk − nik]
+
3
4
∑
j,k
i 6=j 6=k
R3kR
2
j R˙j
d2jkd
3
ki
[njk − 3 (nik · njk)nik] · uei
+
3
4
∑
j,k
i 6=j 6=k
R2kR
3
j R˙k
d2ikd
3
ji
[3 (nji · nik)nji − nik] · uej . (2.66)
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The second of Eqs. (2.1) is
1
3
(
1 +
3mi
2piρR3i
)
R3i U˙i +R
2
i R˙iUi =
∑
k
k 6=i
R2iRk
d2ik
(
RkR˙iR˙k + 2RiR˙2k +RiRkR¨k
)
nki
+
1
2
∑
k
k 6=i
R2iR
2
k
d3ik
[(
5RkR˙i + 13RiR˙k
)
(Uk · nki)nki − 3Uk
(
RkR˙i +RiR˙k
)]
+
3
2
∑
k
k 6=i
R3iR
3
k
d4ik
{
[Uk − 3 (Uk · nki)nki] (Ui −Uk) · nki
+ [Ui ·Uk − 3 (Ui · nik) (Uk · nik)]nik
}
+
∑
k
k 6=i
R3iR
2
k
d5ik
(
3RiRkR˙2i + 3R
2
i R˙iR˙k +R
2
iRkR¨i − 2R2kR˙2k
)
nki
+
1
2
∑
j,k
j 6=k 6=i
R2iRjR
2
k
d3kid
2
kj
{(
3RjRkR˙iR˙j + 2RiRkR˙2j + 3RiRjR˙jR˙k +RiRjRkR¨j
)
×
[njk − 3 (njk · nki)nki]
}
+ 2
∑
j,k
j 6=k 6=i
R2iR
2
jR
3
k
d3kid
2
kj
R˙iR˙j (njk · nik)nik
+
∑
j,k
j 6=k 6=i
(
nik
d3ikd
2
ij
+
nij
d2ikd
3
ij
)
(nji · nki)R2kR2jR3i R˙kR˙j +Qte. (2.67)
This is the equation of translational motion for the ith sphere, where Qte represents the influence
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of external acoustic sources and is given by
Qte =
R2i
3
{
3R˙iuei +Ri
(
u˙ei − 2
ρ
∇pei +∇uei · (uei −Ui)
)}
+
∑
k
k 6=i
R3iR
2
kR˙k
d2ki
(∇uei · nki)
−
∑
k
k 6=i
R2iR
2
k
d3ki
{
3
(
RkR˙i +RiR˙k
)
[3 (uek · nik)nik − uek]
+RiRk [3 (u˙ek · nik)nik − u˙ek] + 2RiR˙k (uei · nik)nik
− 2RkR˙i (uek · nik)nik −RiRk∇uei · [3 (Uk · nik)nik −Uk]
}
+ 3
∑
k
k 6=i
R3iR
3
k
d4ki
{
[3 (uek · nik)nik − uek] (Uk −Ui) · nik
+ nik [3 (Uk · nik)nik −Uk] · uei + nik [3 (Ui · nik)nik −Ui] · uek
}
−
∑
k
k 6=i
R5iR
3
kR˙i
d5ik
(∇uei · nik) + 12
∑
j,k
k 6=j 6=i
R3iR
2
jR
3
kR˙j
d2kjd
3
ki
{[3 (nik · nkj)nik − nkj ] ·∇uei} .
(2.68)
The dominant term in Eq. (2.68), −23R3i /ρ∇pei = −Vi∇pei/(2piρ), accounts for what is com-
monly called the primary Bjerknes force. Detailed documentation of the intermediate steps taken
in deriving Eqs. (2.65)–(2.68) are provided in Appendix A.
Acoustic scattering
Terms in Eqs. (2.66) and (2.68) involving summations account for the scattering of acoustic source
energy from other bodies in close proximity to sphere i. For example, consider the simple system
shown in Fig. 2.4 consisting of a bubble and rigid particle which are fixed in space (U1 = U2 = 0)
and excited by a sinusoidal acoustic wave with vector k. Variables corresponding to the bubble
have subscript 1 and variables corresponding to the particle have subscript 2.
Since the particle is rigid its radial velocity R˙2 is zero. Equation (2.66) shows that to
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k
2
1
x1
d12
Source
Figure 2.3: A bubble and particle excited by a sinusoidal acoustic source.
leading order the influence of the acoustic wave on the bubble is
Qre = −
pe1
ρ
+
1
4
u2e1 −
1
2
R32
d221
u˙e2 · n12 +O
(
R3
d3
)
. (2.69)
We assume that the acoustic source produces a time harmonic plane wave at angular frequency ω
such that the pressure at the bubble due to the source is
pe1 = p0 cos (ωt− k · x1) , (2.70)
where x1 = r01 − rsource, and k is the wave vector pointing in the direction of propagation
(|k| = ω/c, where c is the speed of sound). In this case Eq. (2.69) becomes
Qre = −
p0
ρ
{
cos (ωt− k · x1)− 14
p0
ρc2
cos2 (ωt− k · x1)
− 1
2
R32
d221
(k · n12) sin [ωt− k · (x1 + d12)]
}
. (2.71)
If we assume that the acoustic Mach number p0/ρc2 is small then the second term in Eq. (2.71)
can be neglected. The remaining terms may be expressed as
Qre = −
p0
2ρ
ej(ωt−k·x1)
[
1 + j
1
2
R32
d221
(k · n12) e−jk·d12
]
+ c.c. (2.72)
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where j =
√−1, and c.c. represents the complex conjugate. In deriving Eq. (2.66) it is assumed
that the separation distance between the bubble and particle is small compared to a wavelength,
i.e., |k · d12|  1, and therefore Eq. (2.72) can be simplified to obtain
Qre = −
p0
2ρ
ej(ωt−k·x1)
(
1 + j
R32
2d221
k · n12
)
+ c.c. (2.73)
The second term in the parenthesis is the expression for the pressure scattered by a rigid immovable
sphere in the nearfield. See, for example, Eq. (9-1.8) in Pierce40 in the limit of kr  1 (this
limiting case in acoustics is called Rayleigh scattering). Equation (2.73) shows that if the bubble
is positioned behind the particle (i.e., k · n12 < 0) then the effect of the source on the bubble is
diminished, i.e., the bubble is shielded by the particle. However, the magnitude of the correction
scales with the product of two small parameters, i.e., kR2 < kd12  1 and R22/d212  1, so its
influence is small.
2.5 Additional effects
In this section the inclusion of bubble coalescence, liquid viscosity and buoyancy in the model is
addressed.
2.5.1 Bubble coalescence
If the walls of two bubbles, say with indicies i and j, happen to touch then it is assumed that they
coalesce instantaneously into a single bubble with index k. The state of the newly-formed kth
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bubble is specified by41
Vk = Vi + Vj , (2.74)
V˙k = V˙i + V˙j , (2.75)
Pk,intVk
γ − 1 + 4piR
2
kσ =
Pi,intVi
γ − 1 + 4piR
2
i σ +
Pj,intVj
γ − 1 + 4piR
2
jσ, (2.76)
r0kVk = r0iVi + r0jVj , (2.77)
UkVk = UiVi +UjVj . (2.78)
Expressions (2.74)–(2.78) correspond to conservation of volume, liquid velocity far from the bub-
ble pair, internal energy, mass center, and momentum, respectively.
2.5.2 Viscosity
The effect of viscosity on the radial motion is taken into account by adding the quantity−4ηR˙i/Ri
to the right-hand sides of Eqs. (2.4) and (2.6), where η is the shear viscosity coefficient.2 The
effect of viscosity on the translational motion is taken into account by including the viscous drag
term42,43
Fvisi = −4piηRiUri , Rei  1 and Ui Rei  1 (2.79)
= −12piηRiUri , Rei  1 or Ui Rei  1 (2.80)
on the right-hand side of Eq. (2.100), where to order R2/d2
Uri = Ui − uei −
∑
k
k 6=i
R2k
d2ki
R˙knki (2.81)
is the translational velocity of the ith sphere relative to the surrounding liquid and Ui = |Ri|/Uri
is the ratio of the radial to relative translational velocity. The last term in Eq. (2.81) is the leading
order correction to the relative fluid velocity. The appropriate magnitude of the drag force depends
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both on the Reynolds number Rei = ρRiUri/η, and Ui.
2.5.3 Buoyancy
The body force acting on the bubbles and particles due to buoyancy is
Fb,i = g (ρ− ρi)Vinz, (2.82)
where g is the acceleration of gravity. The term Fb,i/2piρ can be added to Eq. (2.67) to account for
the buoyancy force on the bubbles and particles. In order to focus on interaction dynamics we do
not include the effect of gravity in this work. Of course, with particles having densities comparable
to or greater than that of water, the buoyancy force will, over time, separate the bubbles from the
particles.
2.6 Models for one and two spheres
Special cases of the cluster model for a single bubble and a bubble-particle pair are now consid-
ered. In the case of a single bubble all summations in Eqs. (2.65) and (2.67) are eliminated, while
in the case of a bubble-particle pair the problem may be cast as one-dimensional in space if the
axis connecting the sphere centers is chosen to be collinear with a coordinate axis. With these
simplifications more in-depth analysis of the model equations is facilitated.
2.6.1 Model for a single bubble
The equation for the radius R of a single bubble is obtained from Eq. (2.65) by neglecting all
summations. If viscosity and the leading order term in Eq. (2.66) accounting for an external
acoustic source are included the result is
RR¨+
3
2
R˙2 =
1
ρ
[(
P0 +
2σ
R
)(
R0
R
)3γ
− 2σ
R
− P0 − 4η R˙
R
− pac(x, t)
]
+
1
4
U2, (2.83)
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where pac(x, t) is the acoustic source pressure for a plane wave. The equation describing the trans-
lation of the bubble is obtained from Eq. (2.67) by neglecting all terms containing summations. If
the leading order term accounting for an external acoustic source is included the result is
1
3
R3U˙ +R2R˙U =
Fac
2piρ
, (2.84)
where Fac = −V ∂pac/∂x = −43piR3∂pac/∂x is the leading order term in Eq. (2.68) accounting
for radiation force due to the acoustic source.
Assuming small linear radial motion of the form R(t) = R0 + ξ(t) in Eq. (2.83), where
|ξ|  R0, we may linearize the equation with respect to ξ to obtain
ξ¨ + δξ˙ + ω20ξ = −
pac(x, t)
ρR0
, (2.85)
where δ = 4η/ρR20 accounts for viscous damping and
ω0 =
√
3γP0 + 2σ/R0
ρR20
(2.86)
is the undamped natural angular frequency. Taking the acoustic source pressure to be pac(x, t) =
p0e
jωt and expressing the radial response as ξ(x, t) = Ξ(ω)ejωt, one obtains following substitu-
tion in Eq. (2.85)
Ξ(ω) = − p0
ρR0
(
ω20 − ω2 + jδω
)−1 = − p0e−jψ
ρR0
√(
ω20 − ω2
)2 + (δω)2 , (2.87)
where
ψ = tan−1
(
δω
ω20 − ω2
)
. (2.88)
We now review the properties of the primary Bjerknes force on a single bubble, given by
Fac in Eq. (2.84). The reader is referred to Leighton2 for further discussion of this topic.
35
Radiation force in a progressive wave field
For time-harmonic excitation by a progressive wave the acoustic pressure may be expressed as
pac(x, t) = p0ej(ωt−kx), where k = ω/c is the wavenumber and x is the location of the particle.
The solution for the radial displacement is now determined by Eq. (2.87) multiplied by e−jkx.
Since the bubble volume may be expressed as V = 43pi(R0 + ξ)
3 = 43piR
3
0(1 + 3ξ/R0) +O(ξ
2),
the time-averaged value of the radiation force in Eq. (2.84) is
〈Fac〉 = −4piR20
〈
ξ
∂pac
∂x
〉
= −2piR20 Re
[
jkp0e
jkxΞ(ω)
]
=
2piR0kp20 sinψ
ρ
√(
ω20 − ω2
)2 + (δω)2 . (2.89)
An expression for sinψ may be found by equating the polar and rectangular forms of Eq. (2.87),
i.e.,
ω20 − ω2 − jδω(
ω20 − ω2
)2 + (δω)2 = cosψ − j sinψ√(ω20 − ω2)2 + (δω)2 , (2.90)
to obtain
sinψ =
δω√(
ω20 − ω2
)2 + (δω)2 . (2.91)
After substitution of Eq. (2.91) into Eq. (2.89) one obtains for the time-averaged radiation force
on the bubble
〈Fac〉 = 2piR0p
2
0
ρcω0
δω2/ω30(
1− ω2/ω20
)2 + δ2ω2/ω40 . (2.92)
Equation (2.92) shows that in the absence of damping the radiation force vanishes in a progressive
wave field.
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Radiation force in a standing wave field
For a time-harmonic standing wave the acoustic pressure may be expressed as pac(x, t) = p0ejωt sin kx.
Now the radial response of the bubble is given by Eq. (2.87) multiplied by sin kx. In this case the
time-averaged radiation force from Eq. (2.84) is given by
〈Fac〉 = −4piR20
〈
ξ
∂pac
∂x
〉
=
2piR0kp20
ρ
sin kx cos kx cosψ√(
ω20 − ω2
)2 + (δω)2 . (2.93)
An expression for cosψ is found by again equating the polar and rectangular forms of Eq. (2.87)
to obtain
cosψ =
ω20 − ω2√(
ω20 − ω2
)2 + (δω)2 . (2.94)
After Eq. (2.94) is substituted into Eq. (2.93) the time-averaged radiation force on the bubble
becomes
〈Fac〉 = piR0p
2
0
ρcω0
(ω/ω0)(1− ω2/ω20)(
1− ω2/ω20
)2 + δ2ω2/ω40 sin 2kx. (2.95)
Equation (2.95) shows that the radiation force vanishes if the acoustic driving frequency ω is either
much smaller than, much larger than, or equal to the resonance frequency of the bubble, ω0. It also
reveals the well known result that the radiation force pushes a bubble toward a pressure antinode
for ω < ω0 and toward a pressure node for ω > ω0.
Comparison of the radiation force in progressive and standing wave fields
Figure 2.4 shows the frequency dependence of a bubble with quality factor Q = ω0/δ = 10 in
both progressive [Fig. 2.4(a)] and standing [Fig. 2.4(b)] wave fields. For a progressive wave the
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frequency response is given by the frequency dependent part of Eq. (2.92):
fprogressive =
Q−1ω2/ω20(
1− ω2/ω20
)2 +Q−2ω2/ω20 , (2.96)
and for a standing wave field the frequency response is given by the frequency dependent part of
Eq. (2.95) with sin 2kx held constant:
fstanding =
(ω/ω0)(1− ω2/ω20)(
1− ω2/ω20
)2 +Q−2ω2/ω20 . (2.97)
As Fig. 2.4(a) shows, for a progressive wave the peak amplitude of fprogressive is approximately Q
with bandwidth 1/Q, and the peak occurs at ω/ω0 = 1. In the case of a standing wave [Fig. 2.4(b)]
the peaks have values ±Q/2 and occur at approximately ω/ω0 = 1± (2Q)−1.
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Figure 2.4: Frequency dependence of the time-averaged radiation force acting on a bubble in
progressive [part (a)] and standing [part (b)] wave fields. The quality factor is Q = ω0/δ = 10.
2.6.2 Model for a single bubble and single elastic particle
The case of a single bubble interacting with a single particle is now considered. Quantities with
subscript 1 correspond to the bubble, and quantities with subscript 2 correspond to the elastic
particle. It is convenient to place the bubble and particle in the one-dimensional orientation shown
in Fig. 2.5. The bubble and particle are positioned along the x axis, where the position vectors
become r01 = X1nx and r02 = X2nx, and the translational velocities are U1 = U1nx and
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U2 = U2nx. Note that d21 = d12 = d, d12 = dnx, and d21 = −dnx.
X1
U1
R˙1
R1
ρ2
d
X2
U2
R˙2
R2
Figure 2.5: Notation for a bubble and particle with collinear translational motion.
The equations of radial and translational motion for the bubble and particle may be ob-
tained directly from Eqs. (2.65) and (2.67). The equations of radial motion are
R1R¨1 +
3
2
R˙21 =
P1 − P0
ρ
+
1
4
U21 −
R2
d
(
R2R¨2 + 2R˙22
)
+
R22
2d2
[
R˙2 (5U2 + U1) +R2U˙2
]
− R
3
2
2d3
U2 (U1 + 2U2)
− R
2
2
4d4
(
2R21R2R¨1 + 4R1R2R˙
2
1 + 6R
2
1R˙1R˙2 − 3R22R˙22
)
− R
2
2
2d5
[
3R31R˙2U1 +R
3
1R2U˙1 + 3R
3
2R˙2U2 + 4R
2
1R2R˙1 (U1 − U2)
]
,
(2.98)(
1 +
3m2
20piρR32
)
R¨2R2 +
3
2
R˙22 =
P2 − P0
ρ
+
1
4
U22 −
R1
d
(
R1R¨1 + 2R˙21
)
− R
2
1
2d2
[
R˙1 (5U1 + U2) +R1U˙1
]
− R
3
1
2d3
U1 (U2 + 2U1)
− R
2
1
4d4
(
2R22R1R¨2 + 4R2R1R˙
2
2 + 6R
2
2R˙2R˙1 − 3R21R˙21
)
+
R21
2d5
[
3R32R˙1U2 +R
3
2R1U˙2 + 3R
3
1R˙1U1 + 4R
2
2R1R˙2 (U2 − U1)
]
.
(2.99)
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The equations of translational motion are
M˙1 = −F , M˙2 = F, (2.100)
where
M1 = 2piρ
(
1
3
R31U1 +
R31R
2
2
d2
R˙2 − R
3
1R
3
2
d3
U2 +
R51R
3
2
d5
R˙1
)
, (2.101)
M2 = 2piρ
(
1
3
R32U2 −
R32R
2
1
d2
R˙1 − R
3
2R
3
1
d3
U1 − R
5
2R
3
1
d5
R˙2 +
m2
2piρ
U2
)
(2.102)
are generalized momenta and
F = 2piρ
[
−2R
2
1R
2
2
d2
R˙1R˙2 +
2R21R
2
2
d3
(
U2R2R˙1 − U1R1R˙2
)
+
3R31R
3
2
d4
U1U2 − 2R
3
1R
3
2
d5
(
R2R˙
2
2 +R1R˙
2
1
)]
(2.103)
is the force acting between the bubble and particle. Except for the terms of order R5/d5 and
those containing the particle mass, Eqs. (2.98)–(2.103) coincide with the corrected order R4/d4
equations published by Harkin et al.15 describing coupled pulsation and translation of two bubbles
(see footnote 17 in Ilinskii et al.25 for discussion of the corrections).
It is straightforward, albeit tedious, to obtain expressions for the velocity potential to
higher orders of accuracy than Eqs. (2.44) and (2.55) when the system is limited to one or two
spheres. The steps necessary to derive φ, calculate the kinetic energy and obtain the equations of
motion to arbitrary accuracy in Rn/dn were automated with the aid of a computer algebra system
for the limiting cases of a single bubble, or a bubble-particle pair. Harkin et al.15 used a differ-
ent approach to derive the velocity potential, which the present author also automated to arbitrary
accuracy inRn/dn in order to verify the present method. The resulting equations are identical. An-
alytical and numerical results from higher order models are presented in the remaining sections.
The consequences of truncating the model at various orders are addressed in Sec. 4.5.3 and details
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concerning the software developed for the automated derivation of the equations of motion are
given in Appendix B.
2.6.3 Model for a single bubble and single rigid particle
The limiting forms of Eqs. (2.98)–(2.103) for a rigid particle are obtained by setting R2 = R02
and R˙2 = R¨2 = 0, after which it is found that R02 only appears cubed in the equations of motion.
In this limit Eq. (2.99) disappears, Eq. (2.98) reduces to
R1R¨1 +
3
2
R˙21 =
P1 − P0
ρ
+
1
4
U21 +
R302
2d2
U˙2 − R
3
02
2d3
U2 (U1 + 2U2)
− R
3
02
4d4
(
2R21R¨1 + 4R1R˙
2
1
)
− R
3
02
2d5
[
R31U˙1 + 4R
2
1R˙1 (U1 − U2)
]
, (2.104)
and Eqs. (2.100)–(2.103) become
M˙1 = −F , M˙2 = F, (2.105)
M1 =
1
2
ρV1U1 − 32ρV02
(
R31
d3
U2 − R
5
1
d5
R˙1
)
, (2.106)
M2 =
(
1
2
ρ+ ρ2
)
V02U2 − 32ρV02
(
R21
d2
R˙1 +
R31
d3
U1
)
, (2.107)
F = 3ρV02
(
R21
d3
R˙1U2 +
R31
d4
U1U2 − R
4
1
d5
R˙21
)
. (2.108)
In Eqs. (2.106)–(2.108) it proved convenient for interpretation to introduce the volumes V1 =
4
3piR
3
1 and V02 =
4
3piR
3
02 and the particle density ρ2 = m2/V02.
It is informative to consider higher order model equations obtained through the automated
derivation technique mentioned earlier. For example, to order R10/d10 the interaction force be-
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tween a bubble and a rigid sphere is given by
F =
2
5
ρpiR21R
3
02
[
10
d3
U2R˙1 + 15
R1
d4
U1U2 − 10R
2
1
d5
R˙21 − 25
R31
d6
R˙1U1
− R1
d7
(
15R31U
2
1 + 15R
3
02U
2
2 + 27R
3
1R˙1U2 + 20R1R˙
2
1R
2
02
)
− 70R
3
1R
4
02
d8
R˙1U1
− 2R
2
1
d9
(
15R402R˙
2
1 + 30R
2
1R
2
02U
2
1 + 30R1R
3
02U
2
1 − 18R41R˙21 − 20R1R302R˙1U2
)
+
9
2
R31
d10
U1
(
9R41R˙1 + 10R1R
3
02U2 − 30R402R˙1
)]
. (2.109)
An analytic expression for the time-averaged interaction force 〈F 〉 can be derived for infinitesimal
bubble pulsation at the instant when the particle is at rest. At this instant M1 = M2 = 0 and
Eqs. (2.107) and (2.106) can be rearranged to obtain
U2 =
3ρ
ρ+ 2ρ2
R21
d2
R˙1 +O
(
R3
d3
)
, (2.110)
U1 = 3
R302
d3
U2 =
9ρ
ρ+ 2ρ2
R21R
3
02
d5
R˙1 +O
(
R6
d6
)
. (2.111)
Substitution of Eqs. (2.110) and (2.111) into Eq. (2.109), assuming small periodic bubble pulsa-
tions with
R1(t) = R01 + ξ0 sinωt, ξ0  R01, (2.112)
and time-averaging over one acoustic cycle yields to leading order in ξ0 the following non-zero
contributions at fifth, seventh and ninth order, respectively:
〈F5〉 = 4piρ
(
ρ− ρ02
ρ+ 2ρ02
)
R401R
3
02
d5
ω2ξ20 , (2.113)
〈F7〉 = −4piρR
4
01R
5
02
d7
ω2ξ20 , (2.114)
〈F9〉 = −35piρ
[
R401 (15ρ− 24ρ02) +R402 (10ρ+ 20ρ02)
] R401R302
d9 (ρ+ 2ρ02)
ω2ξ20 . (2.115)
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There are no time-averaged contributions from terms at first through fourth order, or from any even
order terms in R/d. The result also demonstrates why it is essential to retain terms through fifth
order in R/d in the equations of motion. Equation (2.113) is the expression derived by Coakley
and Nyborg,2,27 by an entirely different approach, for the force acting between a bubble and a
rigid, stationary particle. To show more clearly its proportionality to particle volume, Eq. (2.113)
may be written as
〈F5〉 = 3V02ρ
(
ρ− ρ02
ρ+ 2ρ02
)
R401
d5
ω2ξ20 . (2.116)
Equation (2.113) [or Eq. (2.116)] indicates that, to leading order, for a particle of greater density
than that of the liquid, ρ02>ρ, the time-averaged interaction force is negative, and the bubble and
particle are attracted toward one another. For a less dense particle, ρ02<ρ, the bubble and particle
repel. Despite the restrictive conditions under which Eq. (2.113) is derived, the same trends are
predicted by numerical solutions of Eqs. (2.104)–(2.108) even for large bubble pulsations and with
the particle in motion. Examples of these effects obtained from numerical integration of the model
equations are discussed in Chap. 4.
While it is true that the influence of terms at higher orders, proportional to Rn/dn, tends to
decrease with increasing order n, the higher-order contributions to the translational force may not
be negligible for sufficiently small separation distances. For a neutrally buoyant particle (ρ02 = ρ)
the contribution of the fifth order terms, given by Eq. (2.113), vanishes. This may seem to suggest
that a seventh-order model is needed whenever considering neutrally buoyant particles but we will
show in Chap. 4 that the contribution of the higher order terms is usually small unless the bubble
and particle are extremely close. Note that the time-averaged contribution from the seventh-order
force terms is always attractive, regardless of the relative particle density, while the contribution
from the ninth-order terms is attractive except in the case of very dense, small particles.
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The effect of particle size and separation distance on the interaction force
The dependence of the interaction force on the size of the particle can be determined through
examination of Eq. (2.113). The separation distance between the bubble and particle centers can
be expressed as d = R02 + δ, where δ is the distance between the bubble center and particle wall
(see Fig. 2.6). In this notation Eq. (2.113) can be rewritten as
R01
ρ02
δ
R02
Figure 2.6: Notation for the bubble-particle separation distance d expressed in terms of the dis-
tance between the bubble center and particle wall δ.
〈F5〉 = 4piρω2ξ20
(
ρ− ρ02
ρ+ 2ρ02
)
R401R
3
02
(R02 + δ)
5
= 4piρω2ξ20
(
ρ− ρ02
ρ+ 2ρ02
)
R401
R202 (1 + δ/R02)
5 . (2.117)
We first consider the limit of very large particles. Letting the particle radius approach infinity
while the bubble radius and δ remain fixed shows that the force approaches zero for very large
particles. In particular the force does not approach the result for a bubble near a wall. This is
understandable because the perturbation technique used to derive the model equations depends on
the condition R/d  1, and in the limit of an infinitely large particle one obtains R/d → 1.
For a fixed δ Eq. (2.113) suggests that there is an optimal particle radius which maximizes
the magnitude of the force acting between the bubble and particle. To find the optimal particle size
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Eq. (2.117) can be differentiated with respect to the particle radius to obtain
d〈F5〉
dR02
= 4piρω2ξ20
(
ρ− ρ02
ρ+ 2ρ02
)
R401R
2
02
d5
(
3− 5R02
d
)
, (2.118)
d2〈F5〉
dR202
= 24piρω2ξ20
(
ρ− ρ02
ρ+ 2ρ02
)
R401R02
d5
[
1− 5R02
d
(
1 +
R02
d
)]
. (2.119)
The roots of Eq. (2.119) are given by the solutions of
[
1− 5R02
d
(
1 +
R02
d
)]
= 0, (2.120)
which are R02/d ' −1.17 and R02/d ' 0.17 but since R02/d must be lie between zero (vanish-
ingly small particle) and unity (particle wall touching the wall of a vanishingly small bubble) the
only physically meaningful root is R02/d ' 0.17. This point marks a shift in concavity of 〈F5〉,
i.e., 〈F5〉 is concave up/down for 0 < R02/d < 0.17 and concave down/up for 0.17 < R02/d < 1
depending on the relative particle density, ρ02/ρ. The root of Eq. (2.118) is the solution of
(
3− 5R02
d
)
= 0, (2.121)
orR02/d = 35 (equivalentlyR02/δ =
3
2 ). Therefore an extremum (a local maximum or minimum)
of 〈F5〉 occurs when R02/d = 35 . For a heavy particle, in which case 〈F5〉 is always negative,
Eq. (2.119) shows that 〈F5〉 is concave up at R02/d = 35 , indicating a minimum while for a
light particle, in which case 〈F5〉 is always positive Eq. (2.118) shows that 〈F5〉 is concave down,
indicating a maximum.
The effect of the particle on the natural frequency of the bubble
The natural frequency of a bubble is also affected by the presence of a rigid particle. For a system
initially at rest Eqs. (2.111) and (2.110) can be substituted into Eq. (2.104). Assuming small bubble
pulsations of the form given by Eq. (2.112) and linearizing the resulting equation, we obtain the
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equation for a simple harmonic oscillator with natural frequency
ω′0 = ω0
[
1− R01R
3
02
d4
(
ρ− ρ02
ρ+ 2ρ02
)
+
9
2
R401R
6
02
d10
(
ρ
ρ+ 2ρ02
)]−1/2
, (2.122)
where ω0 is given by Eq. (2.86). The natural frequency of a bubble in close proximity to a particle
is seen to decrease if the particle is heavy, or is seen to increase if the particle is light. This effect
is of order R4/d4, however, so the frequency shift is slight.
2.7 Summary
In this chapter a mathematical model describing the dynamics of a cluster suspended in an in-
compressible liquid was developed. A special case of the model for a bubble-particle pair was
explored in considerably more detail. Before presenting numerical solutions of the model equa-
tions we develop corrections accounting for finite liquid compressibility in Chap. 3. Chapter 4 is
devoted to numerical solutions of the models describing the dynamics of one bubble, a bubble pair
or a bubble-particle pair developed in Sec. 2.6. Chapter 5 then presents solutions of the full cluster
model developed in Sec. 2.4.
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Chapter 3
Corrections for Liquid Compressibility
One assumption inherent in the development of the models presented in Chap. 2 was that the liquid
surrounding the cluster of bubbles and particles is incompressible. In an incompressible liquid
the sound speed is infinite and therefore motion from one bubble or particle influences the other
bubbles or particles instantaneously. For the assumption of an incompressible liquid to be valid
the diameter of the cluster must be much smaller than the shortest wavelength of acoustic energy
present in the liquid (due to either bubble or particle motion or external acoustic excitations).
In addition, all velocities must be small in comparison to the speed of sound. These conditions
are not satisfied in situations in which bubbles undergo violent collapse, such as during shock
wave lithotripsy or high intensity focused ultrasound therapy. At the time of collapse, radial and
translational velocities predicted by models presented in Chap. 2 can approach the speed of sound,
and the wavelength of acoustic energy generated during the collapses can be much shorter than
the cluster diameter. Furthermore, in the case of shock wave excitation, the wavelength of the
acoustic source waveform may itself be smaller than the cluster size.
In reality, the liquid is finitely compressible and has a finite sound speed. As a conse-
quence, the motion of one bubble or particle does not affect the surrounding bodies instanta-
neously, but instead the disturbances travel at the speed of sound. In addition, acoustic distur-
bances emanating from a source (such as a bubble) in the liquid radiate energy away from the
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source, resulting in increased damping. This radiation damping mechanism, if included in the
model, can bring model predictions much more closely in line with observed behavior of violently
collapsing bubbles. To see that finite liquid compressibility does indeed imply energy radiation
we can examine the energy flow in the liquid. The time average of the energy flow in a particular
direction is given by the acoustic intensity37
I =
1
tav
∫ tav
0
pu dt, (3.1)
where p is the acoustic pressure, u is the particle velocity and tav is the averaging time, normally
chosen as the repetition period for periodic signals. For simplicity we assume that the field is
time-harmonic, in which case Eq. (3.1) may be expressed as37
I = Re(Z)u2rmsn, (3.2)
where Z = p/u is the local acoustic impedance, urms is the root-mean-square particle velocity and
n is the unit vector pointing in the direction of propagation. We consider the acoustic impedance
seen by a bubble of equilibrium radius R0 undergoing linear time-harmonic oscillations in a com-
pressible fluid with sound speed c,
Z =
ρc
1 + 1jkR0
, (3.3)
where k = ω/c is the wave number, j =
√−1, and ω is the angular frequency of oscillation.
Substitution of Eq. (3.3) into (3.2) shows that the acoustic intensity pointing radially away from
the bubble center is given by
I = ρc
ω2R20
ω2R20 + c2
u2rmsnr. (3.4)
Since Eq. (3.4) is in general nonzero this shows that energy is radiated away from the bubble.
However, note that in the limit of an incompressible liquid [let c → ∞ in Eq. (3.4)] the intensity,
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and therefore the radiation damping, vanishes. We could also show this by calculating the particle
velocity and pressure in an incompressible liquid due to the pulsating bubble:
u =∇φ = R
2
r2
R˙nr =
V˙
4pir2
nr, (3.5)
p = −ρ∂φ
∂t
− 1
2
ρu2 =
ρ
4pi
(
V¨
r
− 1
2
V˙ 2
4pir4
)
, (3.6)
where φ = −R2R˙/r is the velocity potential in the liquid due to bubble pulsation, and r is the
radial distance of the observer from the bubble center. Linearizing Eqs. (3.5) and (3.6) (assuming
small sinusoidal bubble pulsations) and substitution into Eq. (3.1) shows that the intensity is zero,
i.e., there is no energy loss.
In the present chapter, corrections to the models presented in Chap. 2 are developed to
account for finite liquid compressibility, thereby allowing application of the model to situations
involving high amplitude acoustic excitations. The model equations for clusters of bubbles and
particles presented in Chap. 2 were developed as perturbations of the single bubble solution in the
ordering parameter R/d. Similarly, corrections presented in the present chapter which account for
liquid compressibility are perturbations of the incompressible liquid model with the appropriate
ordering parameter being the acoustic Mach number. The acoustic Mach number is defined as
|R˙|/c or |U |/c where R˙ and U are characteristic radial and translational velocities, respectively.
Compressibility correction terms will be ordered in powers of the parameter 1/c, which is meant
to represent both radial and translational Mach numbers.
We begin by presenting model equations describing the dynamics of an isolated gas bubble
which is either pulsating in place or free to translate while pulsating. We then discuss the dynamics
of a pair of coupled bubbles restricted to collinear translation before concluding with clusters of
bubbles and particles. The dynamics of a translating rigid sphere in a compressible liquid are
covered in Appendix C.
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3.1 Pulsating bubble
The radial dynamics of a pulsating bubble in an incompressible liquid are described by the Rayleigh-
Plesset equation [Eq. (2.83)], repeated here for convenience:
RR¨+
3
2
R˙ =
P − P∞
ρ
+O
(
1
c
)
, (3.7)
where
P =
(
P0 +
2σ
R0
)(
R0
R
)3γ
− 2σ
R
(3.8)
is the liquid pressure at the bubble wall [recall Eq. (2.3)], R is the instantaneous bubble radius and
O
(
1
c
)
represents the neglected terms accounting for liquid compressibility of order 1/c and higher.
Note that P0 on the right-hand side of Eq. (2.83) has been replaced by P∞, the liquid pressure at a
large distance from the bubble. An external acoustic pressure source pac(x, t) may be included in
the radial dynamics as a perturbation of the quiescent pressure at infinity as P∞ = P0 + pac(x, t).
This is the dominant term accounting for an external acoustic source in the radial dynamics [set
pei = pac(x, t) in Eq. (2.66)].
The behavior of an isolated pulsating gas bubble in a compressible liquid has been thor-
oughly discussed in the literature.18,44–50 Prosperetti and Lezzi47,48 provided perhaps the most
complete analysis to orders 1/c and 1/c2. They showed that at order 1/c the equation describing
the radial dynamics of an isolated gas bubble in a compressible liquid is47
[
1− (λ+ 1) R˙
c
]
RR¨ +
3
2
[
1−
(
λ+
1
3
)
R˙
c
]
R˙2 =
[
1 + (1− λ) R˙
c
]
hl +
R
c
h˙l, (3.9)
where hl is the liquid enthalpy at the bubble wall, and λ is a free parameter varying between 0
and 1. Equation (3.9) is therefore a family of solutions equally valid at order 1/c. Setting λ = 1
recovers the model equation derived by Herring44 and Trilling,45 and setting λ = 0 recovers
the model equation derived by Keller and Miksis51 if the enthalpy is replaced by the differential
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pressure at the bubble wall divided by the liquid density, (P − P∞) /ρ. By comparing analytical
model solutions with finite element solutions of the full Navier-Stokes equations, Prosperetti and
Lezzi found that the Keller-Miksis form gives the most accurate results.
Ilinskii and Zabolotskaya18 showed that losses due to compressibility can be taken into
account for a single isolated pulsating bubble by including the term
...
V /4pic, where V is the bubble
volume and c is the speed of sound in the liquid, on the right-hand side of Eq. (3.7):
RR¨+
3
2
R˙ =
P − P∞
ρ
+
...
V
4pic
. (3.10)
The additional term represents the radiated pressure field and is obtained by expanding the pressure
due to the bubble [the first term on the right-hand side of Eq. (3.6), the second term is negligible
in the farfield] at the retarded time t− r/c in a Taylor series about time t. However, examination
of the Jacobian of Eq. (3.10) reveals that the equation is unstable, i.e., the eigenvalues of the
Jacobian have positive real parts. The i, jth entry in the Jacobian matrix is calculated as ∂yi/∂xj
where in this case y = [R˙ R¨ f(R, R˙, R¨)], where f(R, R˙, R¨) is the expression obtained by solving
Eq. (3.10) for
...
R and x = [R R˙ R¨]. One way to stabilize Eq. (3.10) is to eliminate the third time
derivative in the model equation by substituting a new expression which is equivalent to
...
V /4pic at
order 1/c but contains only first and second order time derivatives. For example, while the most
obvious form of the correction term results from straightforward time differentiation of the bubble
volume,
...
V
4pic
=
1
c
(...
RR
2 + 6R¨R˙R+ 2R˙3
)
, (3.11)
it can also be written as
...
V
4pic
=
1
c
d
dt
[
R
(
RR¨+ 2R˙2
)]
=
1
c
d
dt
{
R
[(
RR¨+
3
2
R˙2
)
+
1
2
R˙2
]}
=
1
c
d
dt
{
R
[(
P − P∞
ρ
+O
(
1
c
))
+
1
2
R˙2
]}
, (3.12)
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where in the last line the right-hand side of Eq. (3.7) was substituted for RR¨ + 32R˙
2. Evaluation
of the time derivative in Eq. (3.12) and substitution into Eq. (3.10) gives
(
1− R˙
c
)
RR¨+
3
2
(
1− R˙
3c
)
R˙2 =
1
ρ
(
1 +
R
c
d
dt
)
(P − P∞) +O
(
1
c2
)
(3.13)
as the order 1/c equation describing the radial dynamics of an isolated pulsating bubble in a
compressible liquid. Examination of the eigenvalues of the Jacobian of Eq. (3.13) show that the
differential equation is stable. Equation (3.13) is the Keller-Miksis form of Eq. (3.9) obtained by
setting λ = 0. Additional forms of Eq. (3.11) equivalent to order 1/c can be derived by performing
alternate substitutions to eliminate
...
R from the equation. For example an expression for
...
R could
be found in a straightforward manner by solving Eq. (3.7) for R¨ and differentiating with respect to
time before substitution in Eq. (3.11). This particular approach will be used in subsequent sections
to eliminate higher order time derivatives of the state variables.
3.2 Pulsating and translating bubble
We now treat the case of a gas bubble which is free to simultaneously pulsate and translate recti-
linearly. In an incompressible liquid the radial dynamics are described by
RR¨+
3
2
R˙ =
P − P∞
ρ
+
1
4
U2 +O
(
1
c
)
, (3.14)
while the translational dynamics are described by
RU˙ + 3R˙U = O
(
1
c2
)
(3.15)
if there is no external force [see Eqs. (2.65) and (2.67)]. The influence of an acoustic source on
the translational dynamics may be included by adding −23(R/ρ)∇pac(x, t) to the right hand side
of Eq. (3.15). This term is the dominant term in Eq. (2.68) [set pei = pac(x, t)] and represents the
primary Bjerknes force. The right-hand side of Eq. (3.15) denotes terms of order 1/c2 and higher
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which are neglected. In 2005 Doinikov52 derived a set of equations describing the coupled radial
and translational motion of a bubble in a compressible liquid accurate to order 1/c, including the
influence of an external force F . His equation describing the radial dynamics is
(
1− R˙
c
)
RR¨ +
3
2
(
1− R˙
3c
)
R˙2 =
1
ρ
(
1 +
R˙
c
+
R
c
d
dt
)(
P − P∞ + 14U
2
)
, (3.16)
while the translational motion of the bubble is described by
RU˙ + 3R˙U =
3F
2piρR2
+O
(
1
c3
)
. (3.17)
As Eq. (3.17) shows, Doinikov claims that compressibility corrections to translation first appear at
order 1/c3. However, earlier work suggests that corrections to translation will appear at order 1/c2.
In 1987 Leppington and Levine53 expressed the velocity potential due to a pulsating, translating
bubble in a compressible liquid as
φ = φ0 +
1
c
φ1 +
1
c2
φ2 +
1
c3
φ3, (3.18)
where φi/ci is the contribution to the velocity potential at ith order in Mach number. Here we
concern ourselves only with terms of order 1/c2 and lower. Their expressions for the velocity
potential contributions at zeroth, first and second order are
φ0 =− R
2R˙
r
P0 (cos θ)− 12
R3U
r2
P1 (cos θ) , (3.19)
φ1 =
(
2RR˙2 +R2R¨
)
P0 (cos θ) =
V¨
4pi
P0 (cos θ) , (3.20)
φ2 =
(
1
8pi
V¨ r + · · ·
)
P0 (cos θ) +
[
1
4
(
U¨R3 + 8U˙R˙R2 + · · ·
)
+ · · ·
]
P1 (cos θ) , (3.21)
where Pn(cos θ) is the nth Legendre polynomial and θ is the angle between r and the direction
of translation. Their expression for φ2 is quite long and is truncated for brevity. 1 Note that φ0
1Equations (3.19)–(3.21) were verified by hand and one typographical error was found. The third term of Eq. (2.19)
in Leppington and Levine 53 should read − 3
4
UAA¨ instead of − 3
4
UAA˙.
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and φ2 contain terms proportional to both P0 (cos θ) and P1 (cos θ) while φ1 is proportional to
P0 (cos θ) only. Since P0 (cos θ) is associated with pulsation and P1 (cos θ) is associated with
translation we may expect that corrections to the radial motion will appear at orders 1/c and 1/c2,
while corrections to translation will only appear at order 1/c2.
Lagrange’s equations [Eqs. (2.1)] used in Chap. 2 to obtain the equations of motion are
not applicable in this case because the expressions for the velocity potential [Eq. (3.18)] (and
therefore the Lagrangian) contains time derivatives of the generalized coordinates of higher than
first order, which violates an assumption inherent in the derivation of Lagrange’s equations. We
must therefore seek an alternative means of obtaining equations of motion from Eq. (3.18). The
Oguz-Prosperetti virial theorem may be used to obtain equations of motion without any restrictions
on the order of the time derivatives.
The Oguz-Prosperetti virial theorem states that for any smooth, time-dependent surface S
in an inviscid potential flow with velocity potential φ
d
dt
∫
S(t)
φfdS =
∫
S(t)
φ
[
Df
dt
− fn · (∇u) · n
]
dS +
1
2
∫
S(t)
(u · u) f dS −
∫
S(t)
P − P∞
ρ
f dS
(3.22)
for any differentiable function f : S(t) → <, where u = ∇φ is the velocity field of the flow.54
Equation (3.22) follows directly from Eq. (2.7) in Oguz and Prosperetti and can be used to map
the velocity potential onto a set of ordinary differential equations for the bubble radius and po-
sition.15,54 The reader is encouraged to consult Oguz and Prosperetti54 for detailed derivation of
Eq. (3.22) and Harkin et al.15 for application of the theorem to bubble dynamics. In our example
the surface S is chosen to coincide with the bubble wall and f is selected based on whether the
radial or translational dynamics are desired.
To obtain the radial equation of motion the function f in Eq. (3.22) is set to f = 1.15 The
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result is
RR¨ +
3
2
R˙2 =
P − P∞
ρ
+
1
4
U2 +
1
c
fr(R, R˙, R¨,
...
R)
+
1
c2
gr(R, R˙, R¨,
...
R,
....
R,U, U˙, U¨) +O
(
1
c3
)
, (3.23)
where
fr =−R2
...
R− 6RR˙R¨ − 2R˙3, (3.24)
gr =R¨
(
2RU2 +
104
5
RR˙2
)
+ 7R¨2R2 + U˙
(
1
4
R2U˙ +
53
12
R˙RU
)
+
1
20
U4 +
9
4
R˙2U2 + 9R2R˙
...
R+
5
12
U¨R2U +
18
5
R˙4 +
....
RR
3, (3.25)
are the correction terms at first and second order in the Mach number. To obtain the translational
equation of motion we set f = cos θ in Eq. (3.22).15 The result is
1
3
R3U˙ +R2R˙U =
1
c2
gt(R, R˙, R¨,
...
R,U, U˙, U¨,
...
U ) +O
(
1
c3
)
, (3.26)
where
gt =
R2
60
(
10
...
UR
3 + 170RR˙2U˙ + 130R2R¨U˙ − 77R˙U3 − 90UR˙3
+ 320RUR˙R¨ + 80R2
...
RU + 100R2R˙U¨ − 41RU2U˙
)
(3.27)
is the correction term at second order in the Mach number. However, like Eq. (3.10), Eqs. (3.23)
and (3.26) are unstable. In order to stabilize Eqs. (3.23) and (3.26) the higher order derivatives
(i.e.,
...
R,
....
R, U¨,
...
U ) can be eliminated. The process is straightforward but extremely tedious and
complicated algebraically. Therefore the following substitutions were performed by a computer
algebra program. First note that expressions for
...
R,
....
R , U¨ and
...
U accurate to order 1 (i.e., order
1/c0) can be substituted into gr and gt while maintaining the order 1/c2 accuracy of Eqs. (3.23)
and (3.26). Appropriate order 1 expressions can be found by solving Eqs. (3.14) and (3.15) for R¨
55
and U˙, respectively,
R¨ =
1
R
(
P − P∞
ρ
+
1
4
U2 − 3
2
R˙2
)
+O
(
1
c
)
, (3.28)
U˙ =− 3R˙U
R
+O
(
1
c2
)
, (3.29)
and differentiating with respect to time. By iterative substitution of the time derivatives of Eqs. (3.28)
and (3.29), expressions equivalent to gr/c2 and gt/c2 at order 1/c2 can be found which contain
only R¨, U˙, and lower order time derivatives. While Eq. (3.28) is sufficient for substitution in gr
and gt to eliminate
...
R, retaining order 1/c2 accuracy in fr requires an expression for
...
R accurate to
order 1/c. Such an expression may be found by solving
RR¨+
3
2
R˙ =
P − P∞
ρ
+
1
4
U2 +
...
V
4pic
+O
(
1
c2
)
(3.30)
for
...
R. The resulting expression can then be substituted into Eq. (3.24) to eliminate
...
R from fr.
After the higher order time derivatives are eliminated Eq. (3.23), describing the radial dynamics,
becomes
(
1− 2R˙
c
+
P − P∞
ρc2
− 17
10
R˙2
c2
)
RR¨ +
3
2
(
1− 4
3
R˙
c
− 13
5
R˙2
c2
)
R˙2 =
1
4
(
1− 1
5
U2
c2
− 28R˙
2
c2
)
U2
+
1
2
(
1− 35
6
R˙
c
)
RUU˙
c
−
[
1− 5R˙
2
c2
+
(
1− R˙
c
)
R
c
d
dt
]
P − P∞
ρ
+O
(
1
c3
)
, (3.31)
while Eq. (3.26), describing the translational dynamics, becomes
1
3
RU˙ +
(
1 +
29
60
U2
c2
+
21
6
RR¨
c2
)
R˙U =
5
6
UR
c2
d
dt
(
P − P∞
ρ
)
+O
(
1
c3
)
. (3.32)
Note that Eq. (3.32) contains correction terms of order 1/c2, which is in conflict with Doinikov’s
conclusion that corrections to translation will appear at order 1/c3. Also note that the model equa-
tions are non-unique, i.e., using alternate methods to eliminate the higher order time derivatives
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would result in alternate model equations.
3.3 Two interacting bubbles
Model equations for multiple interacting bubbles positioned along a common axis may be derived
given Leppington and Levine’s expression for the single bubble velocity potential, Eq. (3.18). The
procedure is similar to that used in Chap. 2 to derive the total cluster potential from the single bub-
ble potential. Since Leppington and Levine’s expression assumes rectilinear translational motion
it is not applicable to the arbitrary three-dimensional geometry of a bubble cluster. If the bubbles
are restricted to lie along a common axis, chosen to be collinear with a coordinate system axis,
the techniques described in Appendix B can be used to derive the total velocity potential for the
bubble system accurate to an arbitrary order of R/d.15 Here we discuss model equations describ-
ing the dynamics of two interacting bubbles accurate to first order in 1/c and second order in R/d.
The geometry of the system is shown in Fig. 3.1.
X1
U1
R˙1
R1
d
X2
U2
R˙2
R2
Figure 3.1: Notation for two bubbles with collinear translational motion.
The expression for the total velocity potential, found via automated derivation, contains
over 90 individual terms and is omitted for brevity. Straightforward application of the Oguz-
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Prosperetti formula to the total velocity potential gives
R1R¨1 +
3
2
R˙21 =
P1 − P∞
ρ
+
1
4
U21 +
...
V1
4pic
+
...
V2
4pic
− 1
d
(
2R2R˙22 +R
2
2R¨2
)
+
R22R˙2 (U1 + 5U2) +R
3
2U˙2
2d2
, (3.33)
R2R¨2 +
3
2
R˙22 =
P2 − P∞
ρ
+
1
4
U22 +
...
V2
4pic
+
...
V1
4pic
− 1
d
(
2R1R˙21 +R
2
1R¨1
)
− R
2
1R˙1 (5U1 + U2) +R
3
1U˙1
2d2
, (3.34)
as the radial equations of motion for bubbles 1 and 2, respectively. The compressibility correction
terms for the neighboring bubble, i.e.,
...
V2/4pic in Eq. (3.33) and
...
V1/4pic in Eq. (3.34), are valid
only within a distance away from bubbles 1 and 2 that is much smaller than an acoustic wavelength.
Therefore these corrections are neglected. To obtain stable model equations the remaining third
order time derivatives in Eqs. (3.33) and (3.34) can be eliminated as before. The translational
equations of motion are thus
R1U˙1 + 3R˙1U1 =
3R2
d2
[
R2
(
R1R¨2 − R˙1R˙2
)
+ 2R1R˙22 +
2R2
c
(
R1R˙2R¨1 + 2R˙21R˙2
)]
,
(3.35)
R2U˙2 + 3R˙2U2 =
3R1
d2
[
R1
(
R2R¨1 − R˙2R˙1
)
+ 2R2R˙21 −
2R1
c
(
R2R˙1R¨2 + 2R˙22R˙1
)]
.
(3.36)
Note that corrections to the translational motion occur at order 1/c in this case instead of order
1/c2. However, they are embedded within a term of order R2/d2. Therefore their influence will be
negligible in most situations.
3.4 Clusters of bubbles and particles
Deriving equations of motion for a cluster of bubbles and particles in a compressible liquid using
the methods described in Sec. 3.3 would be prohibitively difficult because an expression for the
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velocity potential valid for three-dimensional geometries must be found. However, corrections of
order 1/c are relatively straightforward to apply. As shown in Chap. 4, the order 1/c corrections
provide the bulk of the radiation damping for situations we will consider and therefore omission
of the order 1/c2 terms will have negligible impact on simulation results.
3.4.1 Self-action correction
Ilinskii and Zabolotskaya18 showed that to order 1/c compressibility effects can be accounted for
by adding the quantity
∑
i
...
Vi
4pic
(3.37)
to the right-hand side of the radial equations of motion, where the summation is over all spheres
within a distance much less than a wavelength of sphere i. Since the wavelength of the acoustic
excitation is often extremely short the correction term is applied for sphere i, as in Eqs. (3.33) and
(3.34). The summation in Eq. (3.37) can therefore be neglected. However,
...
R must be eliminated
from Eq. (3.37) to stabilize the equation. After elimination of
...
R expression (3.37) can be written[
1
c
(
RiR˙i − 4η
ρ
)
R¨i +
1
2c
RiUi · U˙i + 1
c
R˙i
(
Pi
ρ
+
U2i
4
+
R˙2i
2
)
+
Ri
c
{[
2
σ
R2i
+ 4
ηR˙i
R2i
− 3γ
Ri
(
P0 + 2
σ
R0i
)(
R01
Ri
)3γ] R˙i
ρ
− p˙ac
ρ
}]
(3.38)
at order 1/c in Mach number and order 1 in R/d if translation, surface tension and shear vis-
cosity are accounted for. Equation (3.38) can now be added to Eq. (2.65) to account for liquid
compressibility in the radial dynamics.
3.4.2 Time delay of state variables
As mentioned at the beginning of the chapter, a finite sound speed implies that motion from one
sphere does not affect the surrounding spheres instantaneously. Instead, disturbances travel at
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the speed of sound. As Eqs. (2.65) and (2.67) show, the motion of each sphere is determined by
the state [i.e., Rk(t), R˙k(t), Uk(t), etc.] of the other spheres. In order to account for the time
delay the state variables must be evaluated at a retarded time. For example, from the point of
view of sphere i, the information it receives from sphere k is delayed by dki/c. Therefore the
state variables of sphere k should be evaluated at time t − dki/c instead of time t [e.g., Rk(t) →
Rk(t − dki/c)]. Equations (2.65) and (2.67) thus become history-dependent. Consequences of
this change relating to the numerical solution of the cluster model are discussed in Appendix D.
3.5 Summary
In the present chapter corrections accounting for liquid compressibility in the model for clusters of
bubbles and particles developed in Chap. 2 were presented. These corrections are needed to model
situations involving high amplitude excitations where violent bubble collapses often occur. After
a review of model equations presented in the literature describing the dynamics of a stationary
bubble in a compressible liquid, an existing expression for the velocity potential of a pulsating and
translating sphere was used to derive new model equations for a pulsating and translating bubble
in a compressible liquid to order 1/c2, and a pair of coupled bubbles to order 1/c in Mach number
and second order in R/d. Finally, appropriate corrections for liquid compressibility to the cluster
model were presented to order 1/c. Chapters 4 and 5 contain simulation results obtained from
numerical solution of model equations developed in Chap. 2 and the present chapter.
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Chapter 4
Dynamics of Single Bubbles, Single
Particles, Pairs of Bubbles and
Bubble-Particle Pairs
In this chapter, results obtained from numerical solution of the models developed in Chaps. 2 and
3 for a single bubble, a pair of bubbles, and a bubble-particle pair are presented. In all cases the
equations of motion are integrated numerically with a standard backward differentiation routine.
After covering appropriate loss mechanisms and acoustic source parameters, the chapter proceeds
by investigating the influence of liquid compressibility corrections introduced in Chap. 3 for a
single bubble and a pair of bubbles. The remainder of the chapter focuses on the case of a bubble
interacting with a rigid or elastic particle for situations in which the effects of compressibility
and other damping mechanisms can be approximated as an increased effective viscosity. The
influence of particle density, size, and elasticity on the system dynamics under both free and
forced conditions are discussed.
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4.1 Simulation parameters and losses
Inclusion of loss factors is guided by parameter values used for the numerical simulations in the
present chapter. We consider first the bubble. The equilibrium radius of the bubble was always
taken to be R01 = 100µm, the parameters for the surrounding liquid to be ρ = 1000 kg/m3
and σ = 0.73 N/m, and the ambient pressure and gas constant to be P0 = 101 kPa and γ = 1.4,
respectively, corresponding to an air bubble in water at one standard atmosphere. The sound speed
in the water was taken to be c = 1480 m/s.
The natural frequency of the bubble is 32 kHz [in the absence of viscosity; recall Eq. (2.86)].
For all simulations the bubble is either released from a non-equilibrium radius and allowed to ring
down at its natural frequency, or it is driven at its natural frequency by an acoustic source. In
Secs. 4.5 and 4.6, where liquid compressibility is not explicitly modeled, it is therefore suffi-
cient for our purposes to introduce a damping term in the radial equation of motion that provides
the correct attenuation at the natural frequency. We accomplish this by introducing the quantity
−4(ηeff/ρ)R˙1/R1 on the right-hand side of Eq. (2.98).55 Here, ηeff is an effective viscosity that
is assigned the value ηeff = 20η = 20 mPa-s, where η = 1 mPa-s is the viscosity of water. This
choice of ηeff approximates the total damping, due to heat transfer and radiation as well as vis-
cosity, of a 100µm bubble that pulsates at its natural frequency.2 Harkin et al.15 used the same
relation in their simulations of interacting bubbles with radii on the order of 100µm. The transla-
tional velocity of the bubble is very low, and viscous drag on the translational motion was taken
into account by introducing the drag force −4piηR1Ur1 on the right-hand side of Eq. (2.100) for
M1, where Uri is the translational velocity of the bubble (or particle) relative to the local velocity
of the surrounding liquid.25
Although the bubble pulsates at its natural frequency, and the radial oscillation of the
particle responds at this same frequency, transient effects cause the particle to respond also at its
own natural frequency. Bulk moduli of elastic solids are four to six orders of magnitude greater
than that of gas, and therefore the lowest natural frequency of an elastic particle exceeds that of
a gas bubble with the same radius by two to three orders of magnitude. Radiation damping can
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be very pronounced at these much higher frequencies. We determine the amount of radiation
damping by considering radial oscillation of the particle in a compressible liquid.
We thus consider the linear solution for radial oscillation of an elastic particle driven by
acoustic pressure pac = p0 cosωt and radiating sound into the surrounding liquid. The radius of
the particle may then expressed in the form R2(t) = R02 + Re[Ξ2(ω)ejωt], where
Ξ2(ω)
Ξ2(0)
= −3
(
ρ2/ρ
k22R
2
02
)
(1 + jkR02)(1− tanc k2R02)
{
1− tanc k2R02
+(1 + jkR02)
ρ2
ρ
[
tanc k2R02 +
4µ
K + (4/3)µ
(
1− tanc k2R02
k22R
2
02
)]}−1
. (4.1)
Here, tanc z = (tan z)/z, k2 = ω/c2 and k = ω/c are the wave numbers in the particle and
liquid, respectively, c2 = [(K+ 43µ)/ρ2]
1/2 and c = (Kliq/ρ)1/2 the corresponding compressional
wave speeds, µ the shear modulus of the particle, Kliq the bulk modulus of the liquid, and the
reference quantity Ξ2(0) = −(p0/3K)R02 is the static displacement at zero frequency.
The particle material was taken to be soft rubber in order to maximize the radial response
and thus emphasize differences with rigid particles. We thus setK = 1 GPa and ρ2 = 1000 kg/m3.
The shear modulus of soft rubber is negligible in comparison with its bulk modulus, so in the
calculations we set µ = 0. Equation (4.1) is plotted in Fig. 4.1 for a soft rubber particle of radius
R02 = 200 µm. The structure in the frequency response above 2 MHz is associated with normal
modes of the particle.
The limit of Eq. (4.1) corresponding to the model developed in Sec. 2.1 is for a small
particle (k2R02  1) in an incompressible liquid (kR02 = 0):
Ξ(ω)
Ξ(0)
=
1
1− ω2/ω202
, kR02 = 0 , k2R02  1 , (4.2)
where ω02 is the natural frequency of the particle, given by
ω202 =
3K
R202(ρ+ ρ2/5)
. (4.3)
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Figure 4.1: Equation (4.1): frequency response of the radial motion of an elastic sphere (R02 =
200µm, ρ2 = 1000 kg/m3, K = 1 GPa, µ = 0) in water (ρ = 1000 kg/m3, c = 1480 m/s).
Equation (4.2): sphere radius assumed to be small compared with the wavelength in water. Equa-
tion (4.2) with damping: sphere radius assumed to be small, but with artificial viscous damping
included to approximate radiation damping.
Equation (4.2) is in agreement with the natural frequency predicted by Eq. (2.99) in the linear
approximation, and in particular it agrees with the fractional increase in inertia, 3m2/20piρR302 =
ρ2/5ρ, due to the mass of the particle. It is thus consistent with the assumptions of homogeneous
radial particle deformation [Eq. (2.11)] and liquid incompressibility [Eq. (2.15)] introduced in
Sec. 2.1. The natural (Minnaert) frequency for a gas bubble is obtained from Eq. (4.3) by setting
K = γP0 and ρ2 = 0.
Equation (4.2) is plotted in Fig. 4.1 for the same rubber particle. Comparison with Eq. (4.1)
suggests that radiation damping due to liquid compressibility eliminates the resonance at ω02/2pi
(1.2 MHz). One solution is to formally account for liquid compressibility in Eq. (2.99).18 How-
ever, this introduces additional complications that we wish to avoid in Secs. 4.5 and 4.6. As we
did for the bubble, we therefore seek an effective viscosity that introduces appropriate radiation
damping at the natural frequency of the particle.
The quantity−4(ηeff/ρ)R˙2/R2 is thus introduced on the right-hand side of Eq. (2.99), and
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a value of ηeff is sought that produces damping consistent with Eq. (4.1). This is accomplished
by linearizing Eq. (2.99) to obtain the complex natural frequency ω˜02 = ω02 + j4(ηeff/ρ)/R202,
replacing ω02 by ω˜02 in Eq. (4.2), and varying ηeff to obtain the appropriate damping. The desired
effective viscosity was found to be ηeff = 60 Pa-s, for which Eq. (4.2) with ω02 replaced by
ω˜02 yields the result plotted in Fig. 4.1. This value was confirmed by numerical solutions of
Eqs. (2.98)–(2.100). That is, the damping is sufficient to eliminate ringing at frequency ω02, but
the response of the particle is otherwise unaltered for the bubble pulsations and acoustic excitations
of interest in the present work, even though the effective viscosity is more than four orders of
magnitude greater than the actual viscosity of water. The reason the low-frequency response of
the particle in our simulations is virtually unaffected by the high effective viscosity is that the
particle responds quasistatically, independent of viscosity, at frequencies well below its natural
frequency. This correction damps the radial motion of the particle by an appropriate amount
without the complications introduced in Chap. 3.
Viscous drag on the translational motion of the particle was taken into account by intro-
ducing the Stokes drag term −6piηR2Ur2 on the right-hand side of Eq. (2.100) for M2.
4.2 Acoustic source parameters
For simplicity, the acoustic wave originating from the source is assumed to be planar at the location
of the cluster so that the pressure due to the source can be expressed as pei = f(t − n·xc ), where
x = r0i − rsource, rsource is the source location and n is the unit vector pointing in the direction
of wave propagation. The additional quantities needed to calculate Qre and Q
t
e in Eqs. (2.66) and
65
(2.68) are then
pei = f
(
t− n · x
c
)
, (4.4)
p˙ei = f ′
(
t− n · x
c
)
, (4.5)
∇pei = −nf ′
(
t− n · x
c
)
, (4.6)
uei = −1
ρ
∫
∇pei dt, (4.7)
u˙ei = −1
ρ
∇pei, (4.8)
∇uei = −1
ρ
∇
∫
∇pei dt. (4.9)
Specific values of the quantities in Eqs. (4.4)–(4.9) for sinusoidal and shock waveforms are given
in Table 4.1. The shock waveform is taken from Church.50
Monofrequency Shock wave
pei p0 sin
[
ω(t− n·xc )
]
2p0exp[−α(t− n·xc )] cos
[
ω(t− n·xc ) + pi3
]
p˙ei p0ω cos
[
ω(t− n·xc )
] −αpei − 2ωp0exp[−α(t− n·xc )] sin [ω(t− n·xc ) + pi3 ]
∇pei −(n/c)p˙ei −(n/c)p˙ei
uei (n/ρc)pei (n/ρc)pei
u˙ei (n/ρc)p˙ei (n/ρc)p˙ei
∇uei (n/ρc)∇pei (n/ρc)∇pei
Table 4.1: Source parameters for monofrequency and shock wave acoustic excitation.
4.3 Single bubble dynamics
Simulations presented in Fig. 4.2 for the dynamics of a single bubble were obtained via numerical
integration of Eqs. (3.31) and (3.32) by neglecting the compressibility corrections altogether (in-
compressible liquid model, blue curve), including order 1/c corrections only (order 1/c model,
green curve) or including both order 1/c and 1/c2 corrections (order 1/c2 model, red curve).
Figure 4.2(a-d) shows the radial and translational dynamics for the free response of a
single bubble of equilibrium radius R0 = 100µm, given an initial radius of 40R0, zero radial
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velocity [R˙(0) = 0] and an initial translation speed U(0) = 15 mm/s. If the bubble had not been
given an initial translational velocity it would remain stationary [solving Eq. (3.32) for U˙ with
P∞ = P0 shows that U˙ = 0 for all time if U is initially zero]. The bubble radius normalized
by its equilibrium radius is shown in Fig. 4.2(a). Differences between the incompressible liquid
model and either model accounting for radiation damping are quite dramatic in Fig. 4.2(a). In
particular, radiation damping causes significant attenuation of the rebounds following the initial
collapse. The radial Mach number R˙/c is shown in Fig. 4.2(b) with an insert zoomed in around the
time of initial bubble collapse. Here the contribution of the order 1/c2 terms are more apparent.
Note that while the bulk of the damping is provided by the order 1/c terms, inclusion of order
1/c2 terms provides enough additional damping to prevent supersonic wall velocities (R˙/c > 1).
Figure 4.2(c) shows the position of the bubble normalized by the equilibrium radius. The bubble
translates forward during collapse because the generalized momentum of the bubble, 12ρV U , must
be conserved. As the bubble collapses its volume shrinks rapidly and therefore its translational
velocity grows rapidly to compensate. Note that while in all cases the total translation distance
is less than one tenth of R0, inclusion of compressibility corrections still reduces the translation.
Finally, the translational Mach number U/c is shown in Fig. 4.2(d), where it is apparent that
compressibility corrections are necessary to prevent supersonic bubble translation. As was the
case with the radial dynamics, the order 1/c terms provide the bulk of translational damping.
Figure 4.2(e-g) shows the dynamics of the bubble excited by a left-traveling sinusoidal
pressure wave of amplitude 1 MPa and frequency equal to the natural frequency of the bubble (32
kHz). In this case the bubble was initially in its equilibrium state with R(0) = R0 = 100µm,
R˙(0) = 0 and U(0) = 0. The radial dynamics [Fig. 4.2(e)] show a less dramatic difference be-
tween the incompressible model and either model accounting for liquid compressibility. However,
differences between the order 1/c and 1/c2 solutions in Fig. 4.2(e) are more apparent than in the
free response simulation [Fig. 4.2(a)]. The radial and translational Mach numbers [Fig. 4.2(f,h)]
show that accounting for liquid compressibility results in significant damping. Also note that the
translational dynamics [Fig. 4.2(g)] show that the bubble is pushed away from the source (due to
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the primary Bjerknes force).
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Figure 4.2: Normalized radius [parts (a,e)], radial Mach number [parts (b,f)], position [parts (c,g)]
and translational Mach number [parts (d,h)] of a single bubble of equilibrium radiusR0 = 100µm.
Free response [parts (a-d)]: Bubble given initial radius of 40R0 and initial translation velocity of
U = 15 mm/s. Forced response [parts (e-h)]: Bubble initially in equilibrium state but driven by a
left-traveling sinusoidal pressure excitation of amplitude 1 MPa.
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4.4 Two-bubble dynamics with liquid compressibility
Simulations presented in Fig. 4.3 for the dynamics of a single bubble were obtained via numerical
integration of Eqs. (3.33)–(3.36) by neglecting the compressibility corrections altogether (incom-
pressible liquid model, blue curve), or including order 1/c corrections (order 1/c model, green
curve). The bubbles were given identical equilibrium radii R01 = R02 = 100µm, initial radii
R1(0) = R2(0) = 2 mm = 20R01,02, zero initial radial or translational velocity, and they were
separated by a distance d = 7 mm. Due to the identical initial conditions the radial dynamics
of the bubbles are identical and the translational dynamics are mirrored. The normalized radial
response of bubble 1 is shown in Fig. 4.3(a). The collapse time is half of the collapse time shown
in Fig. 4.2(a) because the initial radii of the bubbles are half of the initial radius of the bubble in
Fig. 4.2(a-d). The maximum radial and translational Mach numbers, shown in Fig. 4.3(b,d), are
significantly reduced by the liquid compressibility corrections, while the separation distance be-
tween the bubbles, plotted in Fig. 4.3(c), show that the compressibility corrections cause a reversal
of the translation direction immediately after bubble collapse.
4.5 Bubble-particle system—free response
In this section the free response of a bubble-particle system is investigated for different separation
distances, and values of equilibrium radius, density, and compressibility of the particle using mod-
els developed in Chap. 2. The effects of liquid compressibility and other damping mechanisms,
while not modeled explicitly, are approximated as discussed in Sec. 4.1. The reason for investigat-
ing the free response first is to avoid the primary Bjerknes force produced by acoustic excitation
and thus isolate the bubble-particle interaction forces, i.e., the secondary Bjerknes forces.
The free response of the system is investigated by setting the initial bubble radius to a
non-equilibrium value R1(0) 6=R01 and releasing it from rest. The particle is initially at rest in its
equilibrium state. The simulations in this section were run with model equations accurate to order
R9/d9 at which the numerical solution converges, as will be demonstrated in Sec. 4.5.3.
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Figure 4.3: Dynamics of two coupled bubbles with identical equilibrium radii of 100µm and
initial radii of 2 mm initially separated by d = 7 mm. The normalized radius [part (a)], radial
Mach number [part (b)], and translational Mach number [part (d)] are shown for bubble 1. The
normalized separation distance between the bubbles is shown in part (c).
4.5.1 Rigid particle
The motion of the system is described by the higher order extensions of Eqs. (2.104)–(2.108),
accurate to orderR9/d9. Presented in Fig. 4.4 are results for a particle of equilibrium radiusR02 =
2R01 = 200µm. Large particles are used to emphasize interaction effects because, as seen from
Eqs. (2.104) and (2.108), to leading order the interaction effects are proportional to the volume
of the particle. The initial positions of the bubble and particle are, respectively, X1(0) = 0 and
X2(0) = 2.5R02 = 500µm when the bubble is released from its initial radius R1(0) = 120µm,
a value 20% greater than its equilibrium radius. Responses are shown for three different particle
densities: ρ2 = 500, 1000, and 2000 kg/m3 (ρ2/ρ = 0.5 , 1 and 2). To aid the reader, the indices
i = 1 and i = 2 on parameters shown in the figures are replaced with the subscripts “bub” and
“part”, respectively, and the density of the liquid is denoted by ρliq.
The radial response of the bubble, which is independent of the density ratio ρpart/ρliq to
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within graphical resolution, is shown in Fig. 4.4(a). Parts (b)–(d) of Fig. 4.4 display the positions
of the bubble and particle for the three density ratios (note the split vertical axes). Consistent with
the approximate analytical result for the time-averaged interaction force given by Eqs. (2.113)–
(2.115), the bubble and particle repel for ρpart/ρliq = 0.5, and they attract for ρpart/ρliq = 2 and
ρpart/ρliq = 1, although the attractive force is much less when the particle is neutrally buoyant
(ρpart/ρliq = 1). The attractive force in the case of a neutrally buoyant particle is due only to the
inclusion of the higher order terms which, as Eqs. (2.114) and (2.115) show, are both attractive for
these parameters. If instead the order R5/d5 model equations were used, there would be virtually
no translation in the case of a neutrally buoyant particle. Note that whereas the bubble is observed
to come to rest within the time frames shown, the inertia of the particle causes it to drift for
considerably longer times.
The dependence on particle size is illustrated in Fig. 4.5. Figure 4.5(a) is repeated from
Fig. 4.4(d) (on an expanded axis), and part Fig. 4.5(b) shows the effect of increasing the particle
radius by 50%. Equation (2.109) indicates that the interaction force will increase for larger parti-
cles, although the actual increase is larger than the R302 dependence suggested by Eq. (2.108) due
to the inclusion of the higher order terms in the simulation model.
4.5.2 Elastic particle
Here we consider a soft rubber (K = 1 GPa) particle of radius 200µm located initially at distance
500 µm from a bubble released from rest withR1(0) = 1.4R01 = 140µm, and for ρpart/ρliq = 2.
Again, the motion of the system is described by the higher order extensions of Eqs. (2.98)–(2.103),
accurate to orderR9/d9. The radial responses are shown in Fig. 4.6(a) and (b). Given the extremely
small radial oscillations of the particle, it is helpful for interpretation to let R2(t) = R02 + ξ2(t)
and linearize Eq. (2.99) with respect to ξ2. We furthermore keep only the leading order interaction
term on the right-hand side, (R1/d)(R1R¨1 + 2R¨21), which is rewritten as V¨1/4pid to obtain
ξ¨2 + ω202ξ2 ' −
V¨1
4pidR02
. (4.10)
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Figure 4.4: Response of a bubble with equilibrium radius 100µm and initial radius 120µm with
rigid particles of different densities. Bubble and particle initially separated by 500µm. Part (a):
Radial response of the bubble (independent of ρpart/ρliq). Part (b): Positions for a light particle
(ρpart/ρliq = 0.5). Part (c): Positions for a neutral particle (ρpart/ρliq = 1). Part (d): Positions
for a heavy particle (ρpart/ρliq = 2).
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Figure 4.5: Response of a bubble with equilibrium radius 100µm and initial radius 120µm with
rigid heavy (ρpart/ρliq = 2) particles of different radii. Bubble and particle initially separated by
500µm. Part (a): Particle radius R02 = 200µm. Part (b): Particle radius R02 = 300µm.
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Figure 4.6: Response of a bubble with equilibrium radius 100µm and initial radius 140µm with
heavy (ρpart/ρliq = 2) rigid or elastic particles of equilibrium radius 200µm and bulk modulus
K=1 GPa in the case of an elastic particle. Bubble and particle initially separated by 500µm.
Part (a): Radial response of the bubble. Part (b): Radial response of the elastic particle. Part
(c): Pressure radiated by the bubble at the location of the particle. Part (d): Separation distance
between the bubble and particle.
The radial oscillations of the particle are thus determined primarily by the second time derivative
of the bubble volume, which is plotted in Fig. 4.6(c). It is observed that the spikes in V¨1 are the
source of the strong asymmetry observed in the radial response of the particle during the first
several hundred microseconds. If we now ignore these spikes and suppose the bubble pulsates
sinusoidally at frequency ω01  ω02 and let R1(t) = R01 + ξ1(t), with |ξ1|  R01, Eq. (4.10)
yields ξ2 ' (R201/dR02)(ω01/ω02)2ξ1. This relation correctly describes the peak amplitude and
phase of Rpart relative to Rbub in Fig. 4.6(a) and (b).
Finally, the most important conclusion to be drawn from this example, as shown in Fig. 4.6(d),
is that compressibility of the particle has negligible influence on the translational motions of the
bubble and particle. It is therefore sufficient to consider the particle to be rigid and use the simpli-
fied set of equations given by Eqs. (2.104)–(2.108).
74
ρpart/ρliq = 2
n = 5
n ≥ 9
(c)
n ≥ 9
0.4
0.45
0.5
X
p
ar
t
−
X
b
u
b
[m
m
]
0 250 500 750 1000
Time [µs]
ρpart/ρliq = 0.5
n = 5
(b)
0.5
0.52
0.54
X
p
ar
t
−
X
b
u
b
[m
m
]
ρpart/ρliq = 0.5
ρpart/ρliq = 2
n ≥ 5
(a)
1.4995
1.4996
1.4997
1.4998
1.4999
1.5
X
p
ar
t
−
X
b
u
b
[m
m
]
0 250 500 750 1000
Time [µs]
Figure 4.7: Numerical solution of models accurate to various orders ofR/d for a bubble of equilib-
rium radius 100µm and initial radius of 120µm with rigid particles of radius 200µm and various
densities. Part (a): Bubble and particle initially separated by 1.5 mm for models of order R5/d5
and higher for heavy (ρpart/ρliq = 2) and light (ρpart/ρliq = 0.5) particles. Part (b): Bubble and a
light (ρpart/ρliq = 0.5) particle initially separated by 0.5 mm for models accurate to order R5/d5
or R9/d9 and higher. Part (c): Bubble and a heavy (ρpart/ρliq = 2) particle initially separated by
0.5 mm for models accurate to order R5/d5 or greater than R9/d9.
4.5.3 Truncation error
The orderR5/d5 model presented in Sec. 2.6.3 is accurate to the minimum order inR/d required to
account for the interaction force between the bubble and a rigid particle. As described previously,
the steps outlined in Sec. 2.1 were automated with the aid of a computer algebra system to generate
models of arbitrary accuracy in Rn/dn for the case of two interacting spheres. Here we discuss
higher order models of the dynamics of a bubble interacting with a rigid particle. Equation sets
accurate up to and including orderR15/d15 were solved numerically at various separation distances
to determine the influence of higher order terms on the system dynamics. Figure 4.7 shows cases
of different initial separation distances for heavy (ρpart/ρliq =2) and light (ρpart/ρliq =0.5) rigid
particles of radius R02 = 200µm. The bubble and particle were initially separated by d(0) =0.5
mm or 1.5 mm (i.e. 2.5 or 7.5 particle radii).
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The time-averaged contributions of the higher order terms in the interaction force are at-
tractive for these particle parameters (see Sec. 4.5.1). Therefore, we expect the inclusion of the
higher order terms to result in more translation in the case of a heavy particle [Fig. 4.7(c)], but less
translation in the case of a light particle [Fig. 4.7(b)]. This prediction is confirmed by the simu-
lations. As Fig. 4.7(a) shows, at large separation distances it is sufficient to truncate the model at
n = 5 [Eqs. (2.104)–(2.108)]. However, as the bubble and particle move closer together the con-
tribution of the higher order terms becomes significant. In the cases considered here the solution
converges numerically at order n = 9, for both light [Fig. 4.7(b)] and heavy [Fig. 4.7(c)] particles.
4.6 Bubble-particle system—forced response
We now consider the response of the bubble-particle system to a sinusoidal acoustic pressure
wave. While source interaction terms were included to order R5/d5 [see Eqs. (2.66) and (2.68)
and Table 4.1], terms accounting for bubble-particle interaction were included up to R9/d9 as in
Sec. 4.5. Simulation results for the source parameters used in the present section suggest that
source interaction terms are negligible beyond R3/d3, and therefore omission of the higher order
source terms will not affect the system dynamics. A log-sigmoidal envelope
E(t) =
1
1 + e−(t−tshift)/τ
(4.11)
was used to shape the source pressure waveform to suppress transient effects when the source is
turned on. Parameters tshift and τ in Eq. (4.11) were adjusted so that the source pressure achieved
its maximum amplitude after approximately 15 cycles.
4.6.1 Rigid particle
The same parameter set outlined in Sec. 4.5.1 was used, with an initial separation distance of
500µm and a source amplitude of p0 = 1 kPa. See the first column of Table 4.1 for the relevant
source terms. Figure 4.8 shows the positions and separation distances between the bubble and
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particle for the three density ratios (ρpart/ρliq = 0.5, 1, 2) when the source is located at −10 cm
[Fig. 4.8(a-c)] or +10 cm [Fig. 4.8(d-f)] along the x axis. The high frequency oscillations espe-
cially apparent in Fig. 4.8(b,c,e,f) are due to the translation of the particle in response to the radial
pulsation of the bubble.
Notice that the direction of particle motion [Fig. 4.8(b,e)] is determined by the particle
density [repulsive for a sufficiently light particle but attractive otherwise; recall Eqs. (2.113)–
(2.115)]. However, because the bubble is driven at its natural frequency, the source radiation pres-
sure (primary Bjerknes force) on the bubble has a non-zero time average. Therefore, the direction
of bubble motion [Fig. 4.8(a,d)] is influenced by the source propagation direction. In the case of
a right-traveling wave [Fig. 4.8(a-c)] the radiation pressure tends to push the bubble towards the
particle. This force, in combination with the higher-order interaction terms, causes the bubble and
particle to attract [Fig. 4.8(c)], regardless of particle density. In the case of a left-traveling wave
[Fig. 4.8(d-f)], the radiation pressure tends to push the bubble away from the particle. For the light
particle its effect is sufficient to overcome the attractive force of the higher-order contributions
[see Eqs. (2.113)–(2.115)] and cause overall repulsion of the bubble and particle. However, for
heavy and neutrally buoyant particles, forces due to bubble-particle interaction dominate, resulting
in attraction [Fig. 4.8(f)].
4.6.2 Elastic particle
As discussed previously, effects of particle elasticity increase with the radial pulsation amplitude
of the particle, and the latter is determined by pressure variations produced by the bubble and the
bulk modulus of the particle. The source amplitude was adjusted to maximize the pressure on the
particle due to the bubble. A source amplitude of approximately 2 kPa is the maximum amplitude
at which the quasi-static assumption is valid because at higher source amplitudes the harmonic
content of the bubble’s radial response is too high in frequency for Eq. (2.10) to be satisfied. As
before, the bulk modulus was set to 1 GPa. Figure 4.9 shows the bubble and particle radii, as well
as their separation distance, for a bubble and heavy (ρpart/ρliq = 2) particle as a function of time
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Figure 4.8: Translational motion of a bubble of equilibrium radius 100µm interacting with rigid
particles of radius 200µm and density ratios ρpart/ρliq = 0.5, 1 and 2 excited by right- [Parts (a-
c)] and left-traveling [Parts (d-f)] sinusoidal plane waves of amplitude 1 kPa. Bubble and particle
initially separated by 500µm. Parts (a,d): Bubble position. Parts (b,e): Particle position. Parts
(c,f): Separation distance between bubble and particle.
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Figure 4.9: Forced response of bubble with equilibrium radius 100µm and initial radius 140µm
interacting with a heavy (ρpart/ρliq = 2) rigid or elastic particle of equilibrium radius 200µm and
bulk modulus K=1 GPa (in the case of an elastic particle). Bubble and particle initially separated
by 500µm. Part (a): Radial response of the bubble. Part (b): Radial response of the particle. Part
(c): Separation distance between the bubble and particle.
in the case of a rigid (solid line) or elastic (dashed line) particle. The bubble and particle were
initially separated by a distance of 500µm and excited by a right-traveling sinusoidal plane wave.
The source was located at −10 cm. All other parameters are identical to those in Sec. 4.5.1. The
results show that discrepancies in the response of the rigid and elastic models can be significant.
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4.7 Summary
In this chapter simulation results were presented for models developed in Chaps. 2 and 3 describ-
ing the dynamics of a single bubble, a bubble pair or a bubble-particle pair. Simulations for single
bubbles and bubble pairs demonstrated the influence of the compressibility corrections developed
in Chap. 3. Simulations of the bubble-particle model developed in Chap. 2 demonstrated the influ-
ence of parameters such as particle density, size and elasticity, as well as the influence of external
acoustic sources. In the next chapter, simulations are presented for the bubble-particle cluster
models developed in Chaps. 2 and 3.
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Chapter 5
Coupled Dynamics of Bubble Clusters
In this chapter results obtained from numerical solution of the model for clusters of bubbles and
particles, first presented in Sec. 2.4 and modified in Sec. 3.4 to account for liquid compressibil-
ity, are presented. In all cases the equations of motion are integrated numerically with a standard
backward differentiation routine. The flexibility of the cluster model necessitates that we restrict
discussion in the present chapter to a limited number of situations chosen to demonstrate the influ-
ence of cluster size, the number of bubbles contained in the cluster, particle density, and external
acoustic excitations on the system dynamics. After first discussing the specific cluster geometry
utilized throughout the chapter we develop a set of metrics which are used to measure aggregate
cluster dynamics. We restrict the present discussion to clusters containing at most one particle
because the presence of multiple particles increases the chance of a bubble-particle collision. Al-
though the algorithm includes a procedure based on Eqs. (2.74)–(2.78) for coalescence of bubbles
that come into contact, we have not yet addressed the physics of adhesion between a bubble and a
solid surface. This investigation is planned in the future.
The free response of clusters containing various numbers of bubbles in close proximity to
a particle is investigated first. Next we demonstrate the system response to an external sinusoidal
acoustic pressure source of moderate amplitude. The remainder of the chapter focuses on the
response of the cluster to high-amplitude shock waves. Appropriate loss mechanisms are discussed
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in each case.
5.1 Geometry
The geometry used in simulations presented in this chapter is shown in Fig. 5.1. A cluster contains
N bubbles at t = 0 that are initially uniformly distributed throughout a spherical volume of radius
Rcl(0). The current number of bubbles in the cluster is denoted Nbubs. Since coalescence always
decreases the number of bubbles in the cluster Nbubs ≤ N for all time. For simplicity, we assume
that there is at most one particle and, if present, it is placed adjacent to the bubble cluster. For
simulations in which a particle is present it is denoted by the index ipart = Nbubs + 1.
O
ipart
imax
δmin
i
rcl
Rcl(0)
r0i r0imax − rcl
δavg
Figure 5.1: Geometry and notation for the cluster of bubbles and a single particle.
The position of the mass center of the bubble cluster relative to the coordinate system
having origin O is
rcl =
1
Vtot
Nbubs∑
i=1
Vir0i, (5.1)
where r0i is the vector pointing from the origin to the center of the ith bubble, Vi = 43piR
3
i is
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the volume of the ith bubble and Vtot is the total volume of all the bubbles. Equation (5.1) takes
into account the instantaneous volumes of the bubbles and is therefore sensitive to both radii and
positions. In the present chapter we wish to focus on the translational motion of the cluster and
we therefore define the cluster center to be
rcl =
1
Nbubs
Nbubs∑
i=1
r0i, (5.2)
which only takes into account the position of the bubbles. Equations (5.1) and (5.2) are equiva-
lent for clusters containing bubbles of equal volume, but Eq. (5.2) is preferable for our purposes
because plots of Eq. (5.1) contain rapid oscillations, due to the bubble pulsations, that are super-
imposed on the translational motion of interest.
The bubble farthest from the cluster center is indexed with subscript imax. The particle,
if present, is positioned so that its wall is a distance δmin from the center of bubble imax in the
direction of the vector r0imax − rcl. Care must be taken to choose an initial value for δmin which
is large enough to prevent a bubble-particle collision, because if at any time the walls of a bubble
and particle touch the simulation must be immediately stopped.
The bubbles are distributed uniformly throughout the spherical volume in such a way that
each differential volume element dV has equal probability of containing a bubble. The differential
volume element in spherical coordinates is
dV = r2 sinφdθ dr dφ = dθ d
(
1
3r
3
)
d(cosφ) , (5.3)
where r is the radial distance from the cluster center (initially chosen to be the origin of the
coordinate system), φ is the polar angle measured from the z axis, and θ is the azimuthal angle in
the xy plane. In order for the distribution to be uniform over the volume the quantities θ, u = 13r
3
and w = cosφ must be distributed uniformly on the intervals, [0, 2pi], [0, 13R
3
cl(0)], and [−1, 1],
respectively. Given specific values for ui, wi and θi chosen from the aforementioned intervals, the
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Cartesian coordinates of the ith bubble at t = 0 are
xi = ri sinφi cos θi = 3
√
3ui
√
1− w2i cos θi, (5.4)
yi = ri sinφi sin θi = 3
√
3ui
√
1− w2i sin θi, (5.5)
zi = ri cosφi = wi 3
√
3ui. (5.6)
5.2 Metrics
We now define a set of metrics which capture the aggregate cluster dynamics over a broad range
of cluster parameters, i.e., number of bubbles and cluster size.
5.2.1 Mean bubble radius
The radial dynamics of the cluster can be described by the mean radius of the bubbles in the
cluster. The mean bubble radius is defined as
Ravg =
1
Nbubs
Nbubs∑
i=1
Ri, (5.7)
and the mean equilibrium radius as
R0,avg =
1
Nbubs
Nbubs∑
i=1
R0i. (5.8)
The mean bubble radius allows comparison of the radial dynamics within clusters containing dif-
ferent numbers of bubbles. The mean bubble radius normalized by the initial mean equilibrium
radius R0,avg(0) is plotted in part (a) of the figures presented in Secs. 5.5 and 5.6.
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5.2.2 Total pressure at the cluster center
The total pressure at the cluster center due to bubble pulsation is [recall Eq. (2.59)]18
pbubs = ρ
Nbubs∑
i=1
[
Ri
di
(
RiR¨i + 2R˙2i
)
− R
4
i
2d4i
R˙2i
]
. (5.9)
The first (farfield) term in the summation is proportional to the second time derivative of the bubble
volume, and the second (nearfield) term represents the Bernoulli pressure drop due to liquid flow.
Here we choose the distance di to be the distance from the ith bubble center to the cluster center,
i.e.,
di = |r0i − rcl|. (5.10)
The pressure pbubs is plotted in part (b) of the figures presented in Secs. 5.5 and 5.6. For clusters
containing a single bubble di is zero, and in this case we let pbubs be undefined.
5.2.3 Minimum and mean distance from the particle
As predicted by the model equations in Chap. 2 and verified by simulation results presented in
Chap. 4, the presence of a particle can affect the translational dynamics of a single bubble. We
may reasonably expect this to be true of a bubble cluster as well. Since Eq. (2.113) shows that
the time-averaged translation force decreases rapidly with distance, the presence of the particle is
felt most strongly by bubble imax positioned the minimum distance δmin from the particle (recall
Fig. 5.1). The distance δmin can be calculated as
δmin = min
Nbubs
i=1
(|r0i − r0ipart |)−Ripart , (5.11)
where the function minNbubsi=1 (·) returns the minimum value of its argument for i = 1, 2, . . . , Nbubs.
The presence of a particle may also affect the aggregate translational dynamics of the
cluster. A measure of the translation of the bubble cluster is given by the distance between the
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cluster center and the particle:
δavg = |rcl − r0ipart | −Ripart . (5.12)
The minimum distance δmin and the average distance δavg normalized by the initial mean equilib-
rium bubble radius R0,avg(0) is plotted in parts (c) and (d), respectively, of the figures presented
in Secs. 5.5 and 5.6.
5.2.4 Bubble cluster radius
While the mean bubble radius Ravg provides a measure of the radial dynamics of the bubbles,
we would also like to monitor changes in the size of the cluster throughout the simulations. An
estimated cluster radius R̂cl can be obtained through calculation of the sample variance of the
bubble positions. By definition, the variance σ2cl of an infinite number of bubbles distributed
uniformly throughout a spherical volume of radius Rcl is
σ2cl =
3
4piR3cl
∫ 2pi
0
∫ 1
−1
∫ 1
3
R3cl
0
(w − w)2 (u− u)2 (θ − θ)2 du dw dθ
=
pi2
972
R6cl, (5.13)
where w = 0, u = 16R
3
cl and θ = pi are the expected values of w, u and θ discussed in Sec. 5.1.
The unbiased sample variance estimated for the current bubble cluster can be computed from the
current positions of the bubbles at any time during the simulation as
σ̂2cl =
1
(Nbubs − 1)3
Nbubs∑
i,j,k=1
(
wi − ŵ
)2 (
uj − û
)2 (
θk − θ̂
)2
, (5.14)
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where ŵ, û and θ̂ are the estimated mean values of w, u and θ given by
ŵ =
1
Nbubs
Nbubs∑
i=1
wi =
1
Nbubs
Nbubs∑
i=1
z˜i
r˜i
, (5.15)
û =
1
Nbubs
Nbubs∑
i=1
1
3
r˜i
3 =
1
3Nbubs
Nbubs∑
i=1
r˜i
3, (5.16)
θ̂ =
1
Nbubs
Nbubs∑
i=1
θi =
1
Nbubs
Nbubs∑
i=1
tan−1
(
y˜i
x˜i
)
, (5.17)
and where x˜i = xi − xcl, y˜i = yi − ycl, z˜i = zi − zcl and r˜i =
√
x˜i
2 + y˜i2 + z˜i2 define the
position of the ith bubble relative to the cluster center rcl. Equating the analytic variance given by
Eq. (5.13) and the sample variance given by Eq. (5.14) shows that the estimated cluster radius can
be calculated as
R̂cl =
(√
972
pi
σ̂cl
)1/3
' 2.149 3
√
σ̂cl. (5.18)
The estimated cluster radius normalized by its initial value R̂cl(0) is plotted in part (e) of the
figures presented in Secs. 5.5 and 5.6.
In order to verify Eq. (5.18), bubble distributions containing 5 to 1000 bubbles were gen-
erated using Eqs. (5.4)–(5.6) for a fixed cluster radius Rcl. The cluster radius was then estimated
using Eq. (5.18). The process was repeated twenty times for each number of bubbles. The results,
plotted in Fig. 5.2, show that as the number of bubbles in the cluster increases the estimated cluster
radius converges to the actual cluster radius. For clusters containing fewer than three bubbles σ̂2cl
is extremely sensitive to the bubble positions, and we therefore let R̂cl be undefined for clusters
containing one or two bubbles.
5.2.5 Current number of bubbles
As discussed in Sec. 2.5.1, if the walls of two bubbles touch then we assume that they coalesce
instantaneously into a single bubble. Therefore, the current number of bubbles present in the
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Figure 5.2: The ratio of estimated cluster radius R̂cl calculated via Eq. (5.18) and the radius Rcl
used to generate the cluster via Eqs. (5.4)–(5.6) for clusters containingNbubs = 5 to 1000 bubbles.
Points show the value of R̂cl/Rcl for twenty distinct clusters, for each value of Nbubs.
cluster may change during a simulation. Since coalescence events cause instantaneous changes
in bubble coordinates (see Sec. 2.5.1), the events correlate with rapid changes in the previously
defined metrics. It is therefore useful to monitor the occurrence of coalescence events, indicated
by a decrease in the current number of bubbles, Nbubs. The current number of bubbles is plotted
in part (f) of the figures presented in Secs. 5.5 and 5.6.
5.3 Description of figures
In addition to the metrics described in the present section, a projection of the bubble cluster and
particle is shown in most of the figures presented in Secs. 5.4–5.6. These diagrams are located
above the two columns of plots. The diagram above the left column shows the cluster distribution
at the beginning of the simulation (the same for all cases) while the diagram above the right
column shows the distribution at the end of the simulation for the case listed last in the figure
legend. The particle is denoted by a solid black circle, bubbles with transparent blue circles and
the cluster center with a black star. The maximum cluster radius Rcl(0) is denoted by the dashed
circle outline. In Secs. 5.4 and 5.5 the bubbles, particles and cluster radii are drawn to scale in the
diagrams. However, in Sec. 5.6 the bubbles are so much smaller than the particle that the sizes of
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the bubbles in the diagrams must be exaggerated so that they are visible.
5.4 Free response
In this section the free response of a bubble cluster interacting with a single particle is investigated
for clusters varying in both cluster radiusRcl and number of bubblesN . The reason for investigat-
ing the free response first is to avoid the primary Bjerknes force produced by the acoustic source
and thus isolate the bubble-particle interaction forces, i.e., the secondary Bjerknes forces.
Simulation results presented in Figs. 5.3 and 5.5–5.11 were obtained via numerical solu-
tion of Eqs. (2.65) and (2.67) after setting the source terms Qre and Q
t
e equal to zero. The free
response of the system is investigated by setting the initial radii of the bubbles to a non-equilibrium
valueRi(0) 6=R0i and releasing them from rest. All bubbles in the present section had equilibrium
radii of R0i = 100µm and were given equivalent initial radii of Ri(0) = 120µm, and zero radial
and translational velocities. In each of the figures (except Fig. 5.5) results are shown for a light
particle (ρpart/ρliq = 0.5, blue curve), a neutrally buoyant particle (ρpart/ρliq = 1, red curve) and
a heavy particle (ρpart/ρliq = 2, green curve). The particle is rigid, is initially at rest in its equilib-
rium state and has a radius of 200µm. In all cases the particle was positioned so that its wall was
initially distance δmin = 300µm from bubble imax (recall Fig. 5.1). In this case the maximum
value of the expansion parameter R/d for any bubble in the cluster is approximately 0.33, and for
clusters containing more than one bubble the average value of R/d is much less than 0.33. This
is important because in deriving the equations of motion we assumed that R/d  1. The effects
of liquid compressibility and other damping mechanisms, while not modeled explicitly, are ap-
proximated as an increased effective viscosity ηeff = 20η = 20 mPa-s, where η = 1 mPa-s is the
viscosity of water. As discussed in Sec. 4.1 this is a reasonable approach since the bubbles pulsate
at their natural frequency and the amplitude of pulsation is moderate. Under these conditions the
quality factor of the bubble is approximately 4.
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Simulations
Figure 5.3 shows the free response of a single bubble next to particles of density 500, 1000 or 2000
kg/m3 and radius 200µm. The bubble center was positioned a distance δmin = 2R0 = 300µm
from the particle wall. Note that the radial response of the bubble [part (a)] is insensitive to the
particle density. The distance from the bubble to the particle wall [parts (c) and (d)] is identical
in each case since there is only one bubble. As expected from Eq. (2.113) the bubble is repelled
from a light particle and is attracted to a heavy particle, while there is no translation if the particle
is neutrally buoyant. Since there is only one bubble the pressure radiated by the bubble [part (b)]
and the estimated cluster radius [part (e)] are undefined. There are no coalescence events, so the
number of bubbles [part (f)] is constant.
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Figure 5.3: Free response of one bubble and a single particle. Bubble has equilibrium radius
R0 = R0,avg(0) = 100µm and initial radius R(0) = 120µm when released from rest. The rigid
particle has density ρpart = 500 (blue lines), 1000 (red lines), or 2000 (green lines) kg/m3 and
radius Ripart = 200µm.
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As the radius of the heavy rigid particle in the system discussed in Fig. 5.3 is increased its
effect on the bubble might be expected to resemble the effect of a rigid wall. However, as discussed
in Sec. 2.6.3 [see Eq. (2.117) in particular], the model will not yield the correct translational force
in the limit of an infinitely large particle. This is because in deriving the equations of motion we
assumed thatR/d  1, but as the particle radius grows with δmin held fixed,R/d approaches unity.
Alternatively, the rigid wall may be modeled by removing the wall and satisfying the boundary
condition with an image bubble placed a distance 2δ away. The bubble (solid circle) and its image
(dashed circle) are shown in Fig. 5.4. If the wall is located at the origin and the bubbles are located
1 2
δ δ
Figure 5.4: Geometry and notation for a bubble adjacent to a rigid wall. The image of the bubble
is denoted by the dashed circle.
along the x axis we have X2 = −X1 = δ and U2 = −U1. From Eq. (2.65) the radial motion of
the bubble, to leading order in R/d, is described by
R¨1R1 +
3
2
R˙21 =
P1 − P0
ρ
+
1
4
U21 −
R2
2δ
(
R2R¨2 + 2R˙22
)
, (5.19)
while Eq. (2.67) shows that, to leading order, the bubble translation is described by
1
3
R31U˙1 +R
2
1R˙1U1 = −
R21R2
4δ2
(
R2R˙1R˙2 + 2R1R˙22 +R1R2R¨2
)
. (5.20)
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From symmetry considerations, requiring the radial motion of the image to mirror the radial mo-
tion of the bubble (i.e., R2 = R1, R˙2 = R˙1, and R¨2 = R¨1) causes the normal component of
the liquid velocity at the wall to vanish, which is the required boundary condition for a rigid wall.
Since the coordinates of the bubble and its image are equal we can eliminate the subscripts and de-
note the radius of the bubble by R and its translational velocity by U . Equation (5.19), describing
the radial motion of the bubble, becomes
(
1 +
R
2δ
)
RR¨+
(
3
2
+
R
δ
)
R˙2 =
P − P0
ρ
+
1
4
U2, (5.21)
while Eq. (5.20), describing the translation, becomes
1
3
R3U˙ +R2R˙U = −R
4
4δ2
(
RR¨+ 3R˙2
)
. (5.22)
Figure 5.5 shows the free response of a single bubble placed 300µm from either a rigid
particle of density 2000 kg/m3 and radius 200µm (heavy particle, blue lines), or a rigid wall of
infinite extent (red lines). The radial response of the bubble [part (a)] indicates that the frequency
of bubble pulsation is decreased slightly when it is adjacent to a wall. This is a result of the fact that
the increase in inertia due to the wall is larger than the increase due to a rigid particle. Equation
(2.65) or (2.104) shows that the radial motion of a bubble next to a rigid particle is described by
[
1 +
RR3part
2 (Rpart + δ)
4
]
RR¨+
[
3
2
+
RR3part
(Rpart + δ)
4
]
R˙2 =
P − P0
ρ
+
1
4
U2 + · · · . (5.23)
Recall that for a bubble-particle system d = Rpart + δ, where δ is the distance between the bubble
center and the particle wall. From Eq. (5.21) we see that the increase in inertia due to the wall
is R/2δ, and examination of Eq. (5.23) shows that the presence of the rigid particle increases the
inertia by the factor RR3part/2(Rpart + δ)
4. The natural frequency of the bubble adjacent to the
wall ωwall should be less than the natural frequency of the bubble adjacent to the particle ωpart by
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the factor
ωwall
ωpart
=
1 + RR
3
part
2(Rpart+δ)
4
1 + R2δ

1
2
, (5.24)
and therefore ωwall/ωpart ' 0.92 for the case at hand, which is indeed observed in Fig. 5.5(a).
Note that the translation [Fig. 5.5(c,d)] in the case of the rigid wall is significantly greater
than in the case of the heavy particle. The latter discrepancy may be explained by considering
the force exerted on the bubble adjacent to the wall. The time-averaged translational force acting
on the bubble (assumed to pulsate linearly as R = R0 + ξ0 sinωt with |ξ0|  1) is obtained by
averaging the right-hand side of Eq. (5.22) over one period and multiplying by 2piρ. The time-
averaged translational force acting on the bubble adjacent to the wall is
〈Fwall〉 = 2piρ R
4
0
4δ2
ξ20ω
2, (5.25)
where ω is the angular frequency of oscillation. Comparison of Eq. (5.25) with Eq. (2.113) shows
that, ignoring the dependence on particle density, the force between the bubble and wall is larger
than the bubble-particle interaction force by the factor
〈Fwall〉
〈F5〉 =
d5
8δ2R3part
=
1
8
(
Rpart
δ
)2(
1 +
δ
Rpart
)5
. (5.26)
In our example the predicted force between the bubble and the wall is roughly 5.5 times greater
than the force between the bubble and particle at the beginning of the simulation. The discrep-
ancy in the translational force indicated by Eq. (5.26) accounts for the large difference in bubble
translation noted in parts (c) and (d). In the case of the bubble next to a rigid wall the simulation
is stopped at approximately t = 250µs because the bubble collides with the wall.
Figure 5.6 shows the free response of a cluster of two bubbles next to a particle of density
500, 1000 or 2000 kg/m3 and radius 200µm. The particle was positioned so that its wall was a
distance δmin = 300µm from the bubble positioned the largest distance from the cluster center.
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Recall that the black stars in the diagrams at the top of the figures represent the location of the
cluster center, rcl. Again we see that the radial response [part (a)] is insensitive to the particle
density. This is the first case in which the pressure radiated by the bubbles at the cluster center
[part (b)] is defined. Note that the decay rate of the radiated pressure pbubs roughly matches the
decay of the average bubble radius [part (a)]. As shown in part (c), the bubble nearest to the
particle moves away from the particle and towards the second bubble regardless of the particle
density. While this may be expected immediately in cases of light and neutrally buoyant particles,
for heavy particles this effect requires some explanation.
To leading order the time-averaged translational (secondary Bjerknes) force acting be-
tween two bubbles pulsating linearly with radii R1 = R01 + ξ01 sin (ωt+ ψ1) and R2 = R02 +
ξ02 sin (ωt+ ψ2) is15
〈Fbubs〉 = 2piρR
2
01R
2
02
d2
ξ01ξ02ω
2 cos (ψ1 − ψ2) , (5.27)
where ω is the angular frequency of oscillation, d is the distance separating the bubbles, and ψ1,2
are the phases of their oscillations. Equation (5.27) is obtained by averaging the leading order
term in Eq. (2.103) over one period and multiplying by 2piρ. In principle, the assumed time
dependence of the bubble pulsations, at a single natural frequency, presupposes that the bubbles
are either pulsating in phase (ψ1−ψ2 = 0) or in antiphase (ψ1−ψ2 = pi), the difference being only
that the Bjerknes force is either negative or positive, respectively, but having the same magnitude.
Equation (5.27) shows that the force acting between two bubbles is much larger than the force
acting between a bubble and particle, given by Eq. (2.113) [ignoring the dependence on particle
density in Eq. (2.113)], by the factor
〈Fbubs〉
〈F5〉 =
d3
R201Rpart
=
(
Rpart
R01
)2(
1 +
δ
Rpart
)3
, (5.28)
where δ is the distance between the bubble center and particle wall. In the cases we consider the
particle radius is larger than the equilibrium bubble radii so Eq. (5.28) suggests that the force due
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to bubble-bubble interaction will normally be greater than that due to bubble-particle interaction.
However, as Fig. 5.6(c) shows, the particle still has some influence on the dynamics. Note that
while the overall translation of the bubble nearest to the particle carries the bubble away from
the particle regardless of density, the translation is greatest for a light particle (in which case the
bubble-particle translation force is repulsive), less for a neutrally buoyant particle (in which case
the bubble-particle force is zero) and less still in the case of a heavy particle (in which case the
bubble-particle force is attractive). While the bubble closest to the particle always moves away
from the particle, the cluster center [denoted by the black star in the diagrams and plotted in part
(d)] shows that the direction of the motion of the cluster center is dictated by the particle density,
i.e., the center is attracted to a heavy particle, repelled by a light particle and does not move in the
case of a neutrally buoyant particle. Since there are only two bubbles, the cluster radius [part (e)]
is again undefined, and there are no coalescence events.
Figure 5.7 shows the free response of a cluster of five bubbles next to particles of density
500, 1000 or 2000 kg/m3 and radius 200µm. The particle was positioned so that its wall was a
distance δmin = 300µm from the bubble positioned the largest distance from the cluster center.
This is the first example in which a coalescence event occurs [note the decrease of Nbubs in part
(f)]. In this case the event occurs at approximately t = 550µs regardless of particle density.
The pressure radiated by the bubbles [part (b)] is larger in this case in comparison to Fig. 5.6
because there are five bubbles instead of two. Also note the sharp discontinuity in the radiated
pressure at the time of the coalescence event. The minimum distance to the particle [part (c)]
again increases regardless of the particle density. The fact that the minimum distance is unaffected
by the coalescence event suggests that the nearest neighbor bubble was not involved in the event,
and indeed this is the case. Since there are more than two bubbles in the cluster, this is the
first case in which the cluster radius [shown in part (e)] is defined. Initially the cluster radius
decreases, indicating that the bubbles are moving closer to each other. However, as a result of
the coalescence event one of the bubbles (positioned below the particle in the right-hand diagram
showing a projection of the cluster at the end of the simulation) moves rapidly away from the
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cluster center, causing the estimated cluster radius to increase.
Figures 5.8 and 5.9 show the free response of a cluster of ten or twenty bubbles, respec-
tively, next to a particle of density 500, 1000 or 2000 kg/m3 and radius 200µm. The particle was
positioned so that its wall was a distance δmin = 300µm from the bubble positioned the largest
distance from the cluster center. In both cases the dynamics are dominated by coalescence events
and any dependence on the particle density is impossible to predict. In general we can conclude
from these results that coalescence events tend to obscure any effect of the particle on the bub-
ble cluster dynamics. Since we are interested chiefly in the influence of the particle we shift our
attention to situations in which coalescence events are less likely to occur, namely sparse bubble
clusters. We therefore increase the maximum cluster radius from 1 to 3 mm so that the bubble
density is decreased and fewer coalescence events should occur. Results for clusters containing
10 and 20 bubbles are presented in Figs. 5.10 and 5.11, respectively. In both cases the expected
dependence on particle density is observed in δmin [part (c)], δavg [part (d)] and R̂cl [part (e)].
Note in particular the dependence of R̂cl on the particle density in Figs. 5.10(e) and 5.11(e). A
heavy particle (green lines) attracts the bubbles closest to it and therefore decreases their motion
toward the cluster center. As a result the cluster radius is largest for a heavy particle. On the
other hand, a light particle (blue lines) repels the bubbles closest to it and therefore increases their
motion towards the cluster center. As a result the cluster radius is smallest for a light particle.
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Figure 5.5: Comparison of the free response of one bubble adjacent to a rigid particle of density
ρpart = 2000 kg/m3 and radius Ripart = 200µm (blue lines) or one bubble adjacent to a rigid
infinite planar wall (red lines). Bubble has equilibrium radius of R0 = 100µm, initial radius of
R(0) = 120µm and is positioned 300µm from the particle wall or the planar wall when released
from rest.
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Figure 5.6: Free response of a cluster of 2 bubbles and a single particle positioned adjacent
to the cluster. Bubbles have equilibrium radii R0 = R0,avg(0) = 100µm and initial radii
R(0) = 120µm when released from rest. Radius of sphere containing initial uniform distri-
bution of bubbles is Rcl = 1.0 mm. The rigid particle has density ρpart = 500 (blue lines), 1000
(red lines), or 2000 (green lines) kg/m3 and radius Ripart = 200µm.
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Figure 5.7: Free response of a cluster of 5 bubbles and a single particle positioned adjacent
to the cluster. Bubbles have equilibrium radii R0 = R0,avg(0) = 100µm and initial radii
R(0) = 120µm when released from rest. Radius of sphere containing initial uniform distri-
bution of bubbles is Rcl = 1.0 mm. Initial estimate of cluster radius is R̂cl(0) =1.05 mm. The
rigid particle has density ρpart = 500 (blue lines), 1000 (red lines), or 2000 (green lines) kg/m3
and radius Ripart = 200µm.
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Figure 5.8: Free response of a cluster of 10 bubbles and a single particle positioned adjacent
to the cluster. Bubbles have equilibrium radii R0 = R0,avg(0) = 100µm and initial radii
R(0) = 120µm when released from rest. Radius of sphere containing initial uniform distri-
bution of bubbles is Rcl = 1.0 mm. Initial estimate of cluster radius is R̂cl(0) =1.17 mm. The
rigid particle has density ρpart = 500 (blue lines), 1000 (red lines), or 2000 (green lines) kg/m3
and radius Ripart = 200µm.
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Figure 5.9: Free response of a cluster of 20 bubbles and a single particle positioned adjacent
to the cluster. Bubbles have equilibrium radii R0 = R0,avg(0) = 100µm and initial radii
R(0) = 120µm when released from rest. Radius of sphere containing initial uniform distri-
bution of bubbles is Rcl = 1.0 mm. Initial estimate of cluster radius is R̂cl(0) =0.97 mm. The
rigid particle has density ρpart = 500 (blue lines), 1000 (red lines), or 2000 (green lines) kg/m3
and radius Ripart = 200µm.
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Figure 5.10: Free response of a cluster of 10 bubbles and a single particle positioned adjacent
to the cluster. Bubbles have equilibrium radii R0 = R0,avg(0) = 100µm and initial radii
R(0) = 120µm when released from rest. Radius of sphere containing initial uniform distri-
bution of bubbles is Rcl = 3.0 mm. Initial estimate of cluster radius is R̂cl(0) =3.53 mm. The
rigid particle has density ρpart = 500 (blue lines), 1000 (red lines), or 2000 (green lines) kg/m3
and radius Ripart = 200µm.
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Figure 5.11: Free response of a cluster of 20 bubbles and a single particle positioned adjacent
to the cluster. Bubbles have equilibrium radii R0 = R0,avg(0) = 100µm and initial radii
R(0) = 120µm when released from rest. Radius of sphere containing initial uniform distri-
bution of bubbles is Rcl = 3.0 mm. Initial estimate of cluster radius is R̂cl(0) =2.92 mm. The
rigid particle has density ρpart = 500 (blue lines), 1000 (red lines), or 2000 (green lines) kg/m3
and radius Ripart = 200µm.
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5.5 Response to sinusoidal excitations
In this section we investigate the response of a bubble cluster and single particle driven by a si-
nusoidal plane pressure wave of amplitude p0 = 4 kPa. In this case radiation pressure from the
source (primary Bjerknes force) plays a role in the system dynamics. To prevent the primary
Bjerknes force from pushing the bubbles into the particle we position the source so that the acous-
tic wave travels perpendicular to the line connecting the cluster center and particle center. Sim-
ulation results presented in Figs. 5.12–5.16 were obtained via numerical solution of Eqs. (2.65)
and (2.67). The source terms Qre and Q
t
e are obtained via the quantities in the first column of
Table 4.1. All bubbles in the present section had an equilibrium radius of R0i = 100µm and
were initially at rest at their equilibrium radius. The source frequency was set to the natural fre-
quency of the bubbles (32 kHz). In Figs. 5.12, 5.14 and 5.15 results are shown for a light particle
(ρpart/ρliq = 0.5, blue curve), a neutrally buoyant particle (ρpart/ρliq = 1, red curve) and a heavy
particle (ρpart/ρliq = 2, green curve). The particle is rigid, is initially at rest in its equilibrium
state and has a radius of 200µm. In all cases the particle was positioned so that its wall was a
distance of δmin = 300µm from the bubble positioned the largest distance from the cluster center.
As in Sec. 5.4, the maximum value of R/d for any bubble in the clusters is approximately 0.33.
The effects of liquid compressibility and other damping mechanisms, while not modeled explic-
itly, are again approximated as an increased effective viscosity. As in the previous section, this
is a reasonable approach since the bubbles pulsate at their natural frequency and the amplitude of
pulsation is moderate.
Simulations
The response of a system containing a single bubble and single particle is shown in Fig. 5.12. At
a source amplitude of 4 kPa the radial pulsation amplitude of the bubble is approximately 20% of
its equilibrium radius [part (a)]. Since there is only one bubble the radiated pressure [part (b)] and
cluster radius [part (e)] are both undefined. The distance from the bubble to the particle wall [parts
(c) and (d), which are identical] shows that, as expected, the bubble is repelled by a light particle
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and attracted to a heavy particle. However, notice that while in Fig. 5.3(c,d) there is absolutely
no translation in the case of a neutrally buoyant particle, in Fig. 5.12(c,d) the bubble is pushed
away from a neutrally buoyant particle by the radiation pressure from the external acoustic source
(primary Bjerknes force).
For comparison with the case of a bubble adjacent to a heavy particle in Fig. 5.12 we
consider in Fig. 5.13 the response of a single bubble placed 300µm from either the wall of a rigid
particle of density 2000 kg/m3 and radius 200µm (heavy particle, blue lines), or a rigid wall of
infinite extent (red lines). In the case of the rigid wall the simulation is stopped at approximately
t = 600µs because the bubble collides with the wall. Note that, as was the case in the free
response comparison presented in Fig. 5.5, the translation in the case of the rigid wall [parts (c)
and (d)] is significantly greater than in the case of the heavy particle. The radial response of the
bubble is much smaller when it is positioned near the wall because the increase in inertia due to
the wall is greater than the increase due to the particle. As Eq. (5.25) shows, the force between the
bubble and the wall increases quadratically with the pulsation amplitude of the bubble, ξ0. When
driven by a sinusoidal acoustic source, the bubble’s radial pulsation amplitude is much smaller
when placed adjacent to a rigid wall than when near a spherical particle. Therefore differences in
translational motion are less dramatic in comparison to the free response considered in Fig. 5.5,
where the radial response of the bubble was the same for the particle and rigid wall.
The response of clusters of two or ten bubbles adjacent to a single particle is shown in
Figs. 5.14 and 5.15, respectively. First note that the maximum amplitude of the radial response
of the bubbles is reduced [part (a)] in comparison to Fig. 5.12 and the amplitude of pulsation
decreases with time. This effect is due to the increase in effective inertia resulting from the fact
that the bubbles are in close proximity. To leading order, Eqs. (2.65) and (2.66) show that the
radial dynamics of the bubbles in the cluster are described by
R¨iRi +
3
2
R˙2i =
Pi − pac(x, t)
ρ
+
1
4
U2i −
∑
k
k 6=i
Rk
dik
(
RkR¨k + 2R˙2k
)
. (5.29)
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In the present case the cluster size is small compared to the wavelength of the external excitation
pac(x, t) so we can assume that all bubbles pulsate in phase and experience the same source
pressure (i.e., Ri = Rk ' R and Pi ' P ). For a spherical cluster of Nbubs uniformly distributed
bubbles the summation on the right-hand side of Eq. (5.29) can be approximated as41
∑
k
k 6=i
Rk
dik
(
RkR¨k + 2R˙2k
)
' R
(
RR¨+ 2R˙2
) Nbubs
Vcl
∫
cl
dV
r
' Nbubs
Rcl
R
(
RR¨+ 2R˙2
)
(5.30)
and Eq. (5.29) becomes
R¨R+
3
2
R˙2 =
P − pac(x, t)
ρ
+
1
4
U2 − Nbubs
Rcl
R
(
RR¨+ 2R˙2
)
. (5.31)
Linearization of Eq. (5.31) assuming R = R0 + ξ, where |ξ|  R0, gives
(
1 +Nbubs
R0
Rcl
)
ξ¨ +
4η
ρR20
ξ˙ +
3γP0 + 2σ/R0
ρR20
ξ =
pac(x, t)
ρR0
(5.32)
as the equation describing the amplitude of bubble pulsation. Comparison with Eq. (2.85) shows
that the effective inertia is increased by the factor NbubsR0/Rcl and therefore increasing Nbubs or
decreasing the cluster radius Rcl causes the pulsation amplitude to decrease. Expressions for this
increase in inertia which are qualitatively equivalent have been reported in the literature.56 The
cause of the decrease in pulsation amplitude is now clear. The maximum pulsation amplitude is
smaller because there are multiple bubbles instead of one (Nbubs is greater), and it decreases with
time because the bubbles tend to move closer to each other, decreasing the estimated cluster radius
R̂cl. Also note that the pressure measured at the cluster center [part (b)] is significantly greater
than the source pressure amplitude in both cases.
For comparison with Fig. 5.15 we consider the response of a cluster of ten bubbles with
and without a neutrally buoyant (ρpart/ρliq = 1) rigid particle adjacent to the cluster plotted in
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Fig. 5.16. A neutrally buoyant particle was selected because the time-averaged translation force
between the bubbles and the particle is zero in this case. Note that within graphical resolution
there is absolutely no difference in any of the metrics. This suggests that, as confirmed by further
numerical experiments, the presence of the particle only affects the translational dynamics of the
cluster.
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Figure 5.12: Response of one bubble and a single particle excited by a sinusoidal plane wave of
amplitude 4 kPa and frequency 32 kHz (equal to the natural frequency of the bubble). Bubble has
equilibrium radius R0 = R0,avg(0) = 100µm and is initially at rest at its equilibrium radius. The
rigid particle has density ρpart = 500 (blue lines), 1000 (red lines), or 2000 (green lines) kg/m3
and radius Ripart = 200µm.
109
(f)
0
2
4
N
b
u
b
s
0 250 500 750 1000
Time [µs]
heavy particle
rigidwall
(d)
1
2
3
δ a
v
g
/
R
0
,a
v
g
(0
)
(b)
−1
−0.5
0
0.5
1
p
b
u
b
s
[P
a]
(e)
−1
−0.5
0
0.5
1
R̂
c
l/
R̂
c
l(
0)
0 250 500 750 1000
Time [µs]
(c)
1
2
3
δ m
in
/
R
0
,a
v
g
(0
)
(a)
0.9
1
1.1
1.2
R
a
v
g
/R
0
,a
v
g
(0
)
Figure 5.13: Comparison of the response of one bubble adjacent to a rigid particle of density
ρpart = 2000 kg/m3 and radius Ripart = 200µm (blue lines) or one bubble adjacent to a rigid
infinite wall (red lines) when excited by a sinusoidal plane wave of amplitude 4 kPa. Bubble has
equilibrium radius of R0 = 100µm, and was initially at rest at its equilibrium radius positioned
300µm from the particle wall or the planar wall.
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Figure 5.14: Response of a cluster of 2 bubbles and a single particle positioned adjacent to the
cluster excited by a sinusoidal plane wave of amplitude 4 kPa and frequency 32 kHz (equal to
the natural frequency of the bubbles). Bubbles have equilibrium radii R0 = R0,avg(0) = 100µm
and are initially at rest at their equilibrium radii. Radius of sphere containing initial uniform
distribution of bubbles is Rcl = 1.0 mm. The rigid particle has density ρpart = 500 (blue lines),
1000 (red lines), or 2000 (green lines) kg/m3 and radius Ripart = 200µm.
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Figure 5.15: Response of a cluster of 10 bubbles and a single particle positioned adjacent to the
cluster excited by a sinusoidal plane wave of amplitude 4 kPa and frequency 32 kHz (equal to
the natural frequency of the bubbles). Bubbles have equilibrium radii R0 = R0,avg(0) = 100µm
and are initially at rest at their equilibrium radii. Radius of sphere containing initial uniform
distribution of bubbles is Rcl = 1.0 mm. Initial estimate of cluster radius is R̂cl(0) =1.17 mm.
The rigid particle has density ρpart = 500 (blue lines), 1000 (red lines), or 2000 (green lines)
kg/m3 and radius Ripart = 200µm.
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Figure 5.16: Response of a cluster of 10 bubbles with and without a single particle posi-
tioned adjacent to the cluster excited by a sinusoidal plane wave of amplitude 4 kPa and fre-
quency 32 kHz (equal to the natural frequency of the bubbles). Bubbles have equilibrium radii
R0 = R0,avg(0) = 100µm and are initially at rest at their equilibrium radii. Radius of sphere
containing initial uniform distribution of bubbles is Rcl = 1.0 mm. Initial estimate of clus-
ter radius is R̂cl(0) =1.17 mm. The rigid particle has density ρpart = 1000 kg/m3 and radius
Ripart = 200µm.
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5.6 Response to shock wave excitations
In this section we investigate the response of a cluster of bubbles and particles driven by a plane
shock wave which was defined in Table 4.1 and is repeated here for convenience:
pac(x, t) = 2p0e−α(t−
n·rcl
c ) cos
[
ω
(
t− n · x
c
)
+
pi
3
]
. (5.33)
As was the case in the previous section, radiation pressure from the source (primary Bjerknes
forces) plays a role in the system dynamics. We again position the source so that the acoustic
wave travels perpendicular to the line connecting the cluster center and particle center in order to
prevent the primary Bjerknes force from pushing the bubbles into the particle. Simulation results
presented in Figs. 5.18–5.22 were obtained via numerical solution of Eqs. (2.65) and (2.67). The
source terms Qre and Q
t
e are obtained via the quantities in the second column in Table 4.1. All
bubbles in the present section had an equilibrium radius of R0i = 1µm and were initially at rest
at their equilibrium radius. The parameters α and ω are chosen to be 0.3 MHz and 2pi(9 × 104)
radians per second (90 kHz), respectively, and the shock amplitude is p0 = 6 MPa. These param-
eters approximate the shape of the rarefaction phase (negative acoustic pressure) of the waveform
observed by Pishchalnikov et al.1 The shock waveform, Eq. (5.33), is plotted in Fig. 5.17. The
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Figure 5.17: Pressure waveform used in shock wave simulations.
particle, if present, is rigid, is initially at rest in its equilibrium state and has a radius of 200µm.
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In all cases the particle was positioned so that its wall was a distance of δmin = 300µm from the
bubble positioned the largest distance from the cluster center. Unlike in the previous examples, the
conditions in this case are not moderate and the bubbles are not driven at their natural frequency.
Therefore the loss corrections introduced in Sec. 4.1 are no longer appropriate. However, correc-
tions accounting for liquid compressibility introduced in Sec. 3.4 may be applied in this case to
provide some damping.
Simulations
Figure 5.18 shows the response of a single bubble adjacent to a particle without the corrections for
liquid compressibility discussed in Sec. 3.4. As part (a) shows there is virtually no damping of the
bubble’s radial motion. Since there is a single bubble the radiated pressure [part (b)] and cluster
radius [part (e)] are undefined. The pressure incident on the particle radiated by the bubble [part
(b)] can be much larger than the incident source pressure amplitude. The direction of translation
of the bubble, as shown in parts (c,d), is dependent on the density of the particle. As expected,
the bubble is attracted to a heavy particle and repelled from a light particle. Translational motion
in the case of a neutrally buoyant particle is due to the radiation pressure from the source. Note
that the bulk of the translational motion occurs when the bubble collapses. This is because the
generalized momentum of the bubble, 12ρV U , must be conserved. As the bubble collapses its
volume shrinks rapidly and therefore its translational velocity grows rapidly to compensate.
Figure 5.19 shows the response of a single bubble next to a particle with the corrections
for liquid compressibility discussed in Sec. 3.4. As part (a) shows, the bubble’s radial motion is
significantly damped in this case. The direction of translation of the bubble, as shown in parts
(c,d), is independent of the particle density. The bubble is repelled from the particle in all cases,
and the cause of this is not known. However, the magnitude of translational motion is sensitive to
the particle density. The bubble moves the farthest from a light particle (when the bubble-particle
force is repulsive), not as far from a neutrally buoyant particle (when the bubble-particle force is
zero) and remains closest to a heavy particle (when the bubble-particle force is attractive).
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Figure 5.18: Response of one bubble and a single particle excited by a planar shock wave of
amplitude 1 MPa without corrections for liquid compressibility. Bubble has equilibrium radius of
R0 = 1µm and is initially at rest at its equilibrium radius. The rigid particle has density ρpart =
500 (blue lines), 1000 (red lines), or 2000 (green lines) kg/m3 and radius Ripart = 200µm.
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Figure 5.19: Response of one bubble and a single particle excited by a planar shock wave of
amplitude 1 MPa with corrections for liquid compressibility. Bubble has equilibrium radius of
R0 = 1µm and is initially at rest at its equilibrium radius. The rigid particle has density ρpart =
500 (blue lines), 1000 (red lines), or 2000 (green lines) kg/m3 and radius Ripart = 200µm.
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5.7 Shock wave tail suppression
The model may be used to explain the observed suppression of the rarefaction phase of a shock
wave propagating through a bubbly liquid.1 Suppression of the rarefaction phase of the shock
wave is of interest in shock wave lithotripsy because decreased stone comminution is observed
when the rarefaction phase is suppressed. Figure 5.20 reproduces a series of photographs and
hydrophone measurements published by Pishchalnikov et al.1 The three sets of photographs and
Figure 5.20: Observed suppression of the rarefaction phase of a shock wave reproduced from
Pishchalnikov et al.1 Left column: photographs of the bubble cluster and hydrophone. The hy-
drophone and lithotripter focus are located at the tips of the blue arrows. Right column: measured
pressure due to the shock wave without (blue line) and with (red line) cavitation.
hydrophone data shown in Fig. 5.20 are recorded from three consecutive lithotripter pulses (top
to bottom), with a pulse repetition frequency of 0.5 Hz. In each photograph, shown in the left
column, the focus of the lithotripter and location of the hydrophone is indicated by the blue arrow.
The photographs show that the cavitation cluster drifts towards the lithotripter focus at a nominal
rate of 0.5 cm/s. Two hydrophone measurements are shown in each plot in the right column.
The blue curve is an averaged waveform without cavitation and the red curve is the hydrophone
measurement taken at the lithotripter focus. Note that as the bubble cluster moves closer to the
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hydrophone, suppression of the rarefaction phase is observed to increase.1
As the bubbles in the cluster begin to expand in response to the rarefaction phase of the
shock wave they radiate a net positive pressure which, when added to the source pressure, tends
to counteract the negative pressure due to the shock wave. In Figs. 5.21 and 5.22 we report the
mean bubble radius [part (a)], the source pressure given by Eq. (2.59) [part (b)], the pressure at
the cluster center due to radiation from all the bubbles [part (c)], and the total pressure [part (d)],
which is the sum of the source pressure and radiated bubble pressure. The last quantity [part (d)]
is the pressure that would be measured by a hydrophone placed at the center of the bubble cluster.
Suppression of the rarefaction phase is not dependent on the presence of a particle, and therefore
the particle is removed in the following simulations.
Figure 5.21 shows results for a cluster of radius Rcl = 2 mm containing 5, 20 or 50 bub-
bles. These cases correspond to cluster densities of approximately 150, 600 or 1500 bubbles per
cubic centimeter, respectively. As the number of bubbles is increased the amplitude of the pres-
sure radiated by the bubbles increases [part (c)], which results in more reduction of the rarefaction
phase of the total pressure [part (d)].
We next set the maximum cluster radius to be 0.5, 1, or 2 mm and keep the number of bub-
bles fixed at 20. These cases correspond to cluster densities of approximately 38000, 4800 or 600
bubbles per cubic centimeter, respectively. As Fig. 5.22 shows, the suppression of the rarefaction
phase is greater for higher bubble densities. The dependence of the rarefaction phase suppression
on number of bubbles and cluster density are in qualitative agreement with experimental observa-
tions.1
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Figure 5.21: Response of a cluster of 5 (blue lines), 20 (red lines), or 50 (green lines) bub-
bles excited by a planar shock wave of amplitude 6 MPa. Bubbles have equilibrium radii
R0 = R0,avg(0) = 1µm and are initially at rest at their equilibrium radii. Radius of sphere
containing initial uniform distribution of bubbles is Rcl = 2.0 mm.
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Figure 5.22: Response of a cluster of 20 bubbles excited by a planar shock wave of amplitude 6
MPa. Bubbles have equilibrium radii R0 = R0,avg(0) = 1µm and are initially at rest at their
equilibrium radii. Radius of sphere containing initial uniform distribution of bubbles is Rcl = 0.5
(blue lines), 1.0 (red lines), or 2.0 (green lines) mm.
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5.8 Summary
In this chapter simulation results were presented for models developed in Chaps. 2 and 3 describ-
ing the dynamics of bubble-particle clusters under both free and forced conditions. Simulation
results showed that bubble-bubble interactions tend to overshadow bubble-particle interactions. In
addition, coalescence events, which occur more frequently in high density bubble clusters, tend
to dominate the cluster dynamics. However, in low density clusters the expected dependencies
on parameters such as particle density are observed. The influence of compressibility corrections
was demonstrated in the case of a shock wave excitation. Finally, the bubble cluster model was
used to explain the experimentally observed suppression of the rarefaction phase of a shock wave
propagating through a bubbly liquid.
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Chapter 6
Summary and Future Research
This dissertation has undertaken the development of a theoretical model describing the dynamic
interaction of clusters of gas bubbles and particles suspended in a liquid, based on the Lagrangian
formalism of Ilinskii et al.25 A review of the literature reveals that while models describing the dy-
namics of bubble clusters have been developed and several numerical studies have been performed
on the interaction of a single bubble with a single particle, no model for a cluster containing both
bubbles and particles has been reported. The goal of this work was to extend the theoretical
methods of Ilinskii et al.25 to clusters containing both bubbles and particles and to investigate the
coupled dynamics.
Chapter 2 began by describing the geometry of the cluster and presenting Lagrangian
equations which describe the radial and translational motion of the bubbles and particles. The
Lagrangian approach adopted from Ilinskii et al. requires that the kinetic and potential energies
of the system be known. Calculation of the kinetic energy due to motion of the liquid required
derivation of an expression for the liquid velocity potential accurate to order R5/d5. The presence
of an external acoustic source was considered as well and taken into account consistently through
order R5/d5. After equations describing the radial and translational motion of the bubbles and
particles were presented the remainder of the chapter focused on the dynamics of a single bubble-
particle pair. It was shown analytically that the translation force between a bubble and a rigid
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particle is attractive if the particle is more dense than the surrounding fluid, and repulsive if the
particle is less dense, confirming earlier work based on a quasistatic approximation. Moreover,
the magnitude of the force is proportional to the particle volume and decays rapidly with the
separation distance between the bubble and the particle.
Chapter 3 discussed corrections to the model developed in Chap. 2 which account for finite
compressibility of the liquid. These corrections must be incorporated when radial or translational
velocities in the liquid approach the speed of sound or for external acoustic excitations with wave-
lengths of the same order as the cluster size or smaller. Several previous models for single bubble
dynamics in a compressible liquid were discussed. Next an expression for the velocity potential
of a pulsating and translating sphere in a compressible liquid was used to obtain new equations of
motion describing the dynamics of a pulsating and translating bubble or two interacting bubbles.
Finally, corrections for liquid compressibility applicable to the bubble-particle cluster model were
discussed.
Chapter 4 presented simulation results obtained from numerical integration of the equa-
tions presented in Chaps. 2 and 3 describing the dynamics of a single bubble, a pair of bubbles
or a bubble-particle pair. For cases involving a single pulsating and translating bubble or a bub-
ble pair it was shown that the compressibility corrections developed in Chap. 3 provide sufficient
damping to prevent supersonic radial and translational velocities even under extreme conditions.
The remainder of the chapter focused on the case of a single bubble interacting with an elastic
or rigid particle. The dependence of the translation force on the density and size of the particle
was verified under both free conditions and when the system was driven by an external sinusoidal
acoustic pressure source traveling along the axis connecting the bubble and particle. The results
for the forced response revealed that the bubble translation is dependent on the direction that the
acoustic source propagates.
Chapter 5 presented simulation results obtained from numerical integration of the equa-
tions presented in Chaps. 2 and 3 describing the dynamics of a bubble-particle cluster. The depen-
dence of bubble translation on particle density, first noted in Chap. 4, was also observed for bubble
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clusters. Response of the model to non-equilibrium initial conditions (free response) and to an ex-
ternal sinusoidal acoustic source were investigated as in Chap. 4. In addition the system response
to an external shock wave excitation was also investigated in order to demonstrate the effect of
compressibility corrections for the cluster model introduced in Chap. 3. Finally, the model was
used to demonstrate the truncation of the rarefaction phase of a shock wave that has been observed
for propagation through bubbly media.
Finally, several appendices were added which provide detailed derivation of the bubble-
particle cluster model equations, discussion of the code developed to automatically derive the
equations of motion of a system containing two spheres to arbitrary order in R/d, the dynamics of
a translating rigid sphere in a compressible liquid and details concerning the numerical solution of
the equations of motion.
Future theoretical work in this area should involve a systematic parametric study of the
model developed in Chap. 5 for the dynamics of clusters of bubbles and particles as well as de-
velopment of a model for the adhesion of bubbles to solid surfaces. Particular parameters of
interest include the statistical distributions of bubble or particle radii and their spatial distribution
in the cluster. For clusters containing more than about one hundred bubbles or particles, previous
research25 has suggested that the numerical solution may become unstable when the model equa-
tions are cast in Lagrangian mechanics. However, the instability is eliminated if the equations are
recast in terms of Hamiltonian mechanics.25 Therefore, it may also be useful to recast the present
cluster model in terms of Hamiltonian mechanics so that the model may be used for simulations
involving large numbers of bubbles. It may also be interesting to couple the bubble cluster model
with the nonlinear acoustic wave equation to investigate effects such as self focusing or defocus-
ing of sound beams in bubbly media. Future experimental work will concentrate on verifying the
model presented in Chap. 2 for a bubble-particle pair. Verification of the predicted dependence of
the translation force on the particle density and size are of particular interest.
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Appendix A
Derivation of the Kinetic Energy and
Equations of Motion
Here we begin by deriving the expressions presented in Chap. 2 for the kinetic energy due to motion of the
liquid [Eq. (2.56)] and due to external acoustic sources [Eq. (2.63)]. Next, the equations of motion for the
bubble-particle cluster [Eqs. (2.65) and (2.67)] are derived. This is a very tedious process to do by hand.
Therefore a set of LATEX macros was developed to automate some of the steps. The derivations given here
are provided so that the expressions for the kinetic energy and the equations of motion may be verified.
A.1 Kinetic energy of the liquid and external acoustic sources
From Eq. (2.18) the kinetic energy of the liquid is
Kliq =− ρ2
∑
i
∫
Si
φ (ri)
∂φ (ri)
∂ri
dSi
=− ρ
2
∑
i
∫
Si
[
φr (Ri) + φt (Ri)
] (
R˙i +Ui · ni
)
dSi, (A.1)
where
∫
Si
dSi =
∫ pi
−pi
∫ pi
0
R2i sinθi dθi dφ = 2pi
∫ pi
0
R2i sinθi dθi.
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Equation (A.1) can be broken into four integrals, each of which will be treated in turn. We first calculate
terms in the kinetic energy due to the integral
−ρ
2
∑
i
∫
Si
φr (Ri) R˙i dSi. (A.2)
The radial velocity potential evaluated on the surface of the ith sphere is given by
φr (Ri) =−RiR˙i −
∑
k
k 6=i
R2kR˙k
dki
+
3
2
∑
k
k 6=i
RiR
2
kR˙k
d2ki
(nki · ni)
+
1
2
∑
j,k
k 6=i,j
R2j R˙jR
3
k
d2jkd
2
ki
(njk · nki)
− 3
4
∑
j,k
k 6=i,j
RiR
2
j R˙jR
3
k
d2jkd
3
ki
[3 (njk · nki) (nki · ni)− (njk · ni)]
− 1
4
∑
k,j,l
l 6=k,j k 6=i
R2j R˙jR
3
lR
3
k
d2jld
3
lkd
2
ki
[3 (njl · nlk) (nlk · nki)− (njl · nki)] . (A.3)
The sixth term in Eq. (A.3) [which is Eq. (2.42)] is included so that the kinetic energy due to external
sources can be calculated. The individual contributions from each term in Eq. (A.3) after application of
Eq. (A.2) are calculated below.
Term 1
−ρ
2
∑
i
∫
Si
R˙i
(
−RiR˙i
)
dSi = 2piρ
(
R3i R˙
2
i
)
Term 2
−ρ
2
∑
i
∫
Si
R˙i
−∑
k
k 6=i
R2kR˙k
dki
 dSi = 2piρ
∑
i,k
k 6=i
R2iR
2
kR˙iR˙k
dik

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Term 3
−ρ
2
∑
i
∫
Si
R˙i
32 ∑
k
k 6=i
RiR
2
kR˙k
d2ki
(nki · ni)
 dSi = 0
Term 4
− ρ
2
∑
i
∫
Si
R˙i
12 ∑
j,k
k 6=i,j
R2j R˙jR
3
k
d2jkd
2
ki
(njk · nki)
 dSi
= 2piρ
12 ∑
i,j,k
k 6=i,j
R2i R˙iR
2
j R˙jR
3
k
d2jkd
2
ki
(njk · nik)

Term 5
−ρ
2
∑
i
∫
Si
R˙i
−34 ∑
j,k
k 6=i,j
RiR
2
j R˙jR
3
k
d2jkd
3
ki
[3 (njk · nki) (nki · ni)− (njk · ni)]
 dSi = 0
Term 6
− ρ
2
∑
i
∫
Si
R˙i
−14 ∑
k,j,l
l 6=k,j k 6=i
R2j R˙jR
3
lR
3
k
d2jld
3
lkd
2
ki
[3 (njl · nlk) (nlk · nki)− (njl · nki)]
 dSi
= 2piρ
14 ∑
i,k,j,l
l 6=k,j k 6=i
R2i R˙iR
2
j R˙jR
3
lR
3
k
d2jld
3
lkd
2
ki
[3 (njl · nlk) (nlk · nki)− (njl · nki)]

We next calculate terms in the kinetic energy due to the integral
−ρ
2
∑
i
∫
Si
φr (Ri) (Ui · ni) dSi. (A.4)
The individual contributions from each term in Eq. (A.3) after application of Eq. (A.4) are calculated below.
128
Term 1
−ρ
2
∑
i
∫
Si
Ui · ni
(
−RiR˙i
)
dSi = 0
Term 2
−ρ
2
∑
i
∫
Si
Ui · ni
−∑
k
k 6=i
R2kR˙k
dki
 dSi = 0
Term 3
− ρ
2
∑
i
∫
Si
Ui · ni
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k
k 6=i
RiR
2
kR˙k
d2ki
(nki · ni)
 dSi
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3
piρ
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i,k
k 6=i
R3iR
2
kR˙k
[
3 (Ui · nki)
2d2ik
]
= 2piρ
12 ∑
i,k
k 6=i
R3iR
2
kR˙k
d2ik
Ui · nik

Term 4
−ρ
2
∑
i
∫
Si
Ui · ni
12 ∑
j,k
k 6=i,j
R2j R˙jR
3
k
d2jkd
2
ki
(njk · nki)
 dSi = 0
Term 5
− ρ
2
∑
i
∫
Si
Ui · ni
−34 ∑
j,k
k 6=i,j
RiR
2
j R˙jR
3
k
d2jkd
3
ki
[3 (njk · nki) (nki · ni)− (njk · ni)]
 dSi
=
2
3
piρ
∑
i,j,k
k 6=i,j
R2iR
2
j R˙j
(
3RiR3k
4d2jkd
3
ki
)
[3 (njk · nki) (nki · ni)− (njk · ni)]
= 2piρ
14 ∑
i,j,k
k 6=i,j
R3iR
3
kR
2
j R˙j
d2jkd
3
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[3 (njk · nki) (Ui · nki)− (Ui · njk)]
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Term 6
−ρ
2
∑
i
∫
Si
Ui · ni
−14 ∑
k,j,l
l 6=k,j k 6=i
R2j R˙jR
3
lR
3
k
d2jld
3
lkd
2
ki
[3 (njl · nlk) (nlk · nki)− (njl · nki)]
 dSi = 0
We next calculate terms in the kinetic energy due to the integral
−ρ
2
∑
i
∫
Si
φt (Ri) R˙i dSi. (A.5)
The translational velocity potential evaluated on the surface of the ith sphere is given by
φt (Ri) =− 12Ri (Ui · ni)−
1
2
∑
k
k 6=i
R3k
d2ki
(Uk · nki)
+
3
4
∑
k
k 6=i
RiR
3
k
d3ki
[3 (Uk · nki) (nki · ni)−Uk · ni]
+
1
4
∑
j,k
k 6=i,j
R3kR
3
j
d2kid
3
jk
[3 (Uj · njk) (njk · nki)−Uj · nki]
The individual contributions from each term in Eq. (A.1) after application of Eq. (A.5) are calculated below.
Term 1
−ρ
2
∑
i
∫
Si
R˙i
(
−1
2
Ri (Ui · ni)
)
dSi = 0
Term 2
−ρ
2
∑
i
∫
Si
R˙i
−12 ∑
k
k 6=i
R3k
d2ki
(Uk · nki)
 dSi = 2piρ
12 ∑
i,k
k 6=i
R2i R˙iR
3
k
d2ki
Ui · nki

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Term 3
−ρ
2
∑
i
∫
Si
R˙i
34 ∑
k
k 6=i
RiR
3
k
d3ki
[3 (Uk · nki) (nki · ni)−Uk · ni]
 dSi = 0
Term 4
− ρ
2
∑
i
∫
Si
R˙i
14 ∑
j,k
k 6=i,j
R3kR
3
j
d2kid
3
jk
[3 (Uj · njk) (njk · nki)−Uj · nki]
 dSi
= 2piρ
14 ∑
i,j,k
k 6=i,j
R2i R˙iR
3
jR
3
k
d2kid
3
jk
[Uj · nki − 3 (Uj · njk) (njk · nki)]
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We next calculate terms in the kinetic energy due to the integral
−ρ
2
∑
i
∫
Si
φt (Ri)Ui · ni dSi. (A.6)
The individual contributions from each term in Eq. (A.1) after application of Eq. (A.6) are calculated below.
Term 1
−ρ
2
∑
i
∫
Si
Ui · ni
(
−1
2
Ri (Ui · ni)
)
dSi =
ρ
4
∑
i
R3i
(
4pi
3
U2i
)
= 2piρ
16 ∑
i
R3iU
2
i

Term 2
−ρ
2
∑
i
∫
Si
Ui · ni
−12 ∑
k
k 6=i
R3k
d2ki
(Uk · nki)
 dSi = 0
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Term 3
− ρ
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∑
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Si
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Term 4
−ρ
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∑
i
∫
Si
Ui · ni
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k 6=i,j
R3kR
3
j
d2kid
3
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[3 (Uj · njk) (njk · nki)−Uj · nki]
 dSi = 0
The contributions calculated above can now be summed to obtain the order R5/d5 expression for the kinetic
energy which is Eq. (2.56):
K = 2piρ
{∑
i
R3i R˙
2
i +
1
6
∑
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R3iU
2
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∑
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k 6=i
R2iR
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k
dki
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1
2
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k 6=i
R3iR
2
k
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R˙k(Ui · nik)
+
1
2
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3
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R˙iR˙j(njk · nik)
+
1
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∑
i,j,k
k 6=i,j
R3iR
2
jR
3
k
d2kjd
3
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R˙j [3(njk · nki)(Ui · nki)−Ui · njk]
+
1
4
∑
i,j,k
k 6=i,j
R2iR
3
jR
3
k
d3kjd
2
ki
R˙i [Uj · nki − 3(Uj · njk)(njk · nki)]
}
(A.7)
In addition, the order R7/d7 contribution to the kinetic energy due to pulsation (needed for source terms) is
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[Eq. (2.63)]
2piρ
14 ∑
i,k,j,l
l 6=k,j k 6=i
R2i R˙iR
2
j R˙jR
3
lR
3
k
d2jld
3
lkd
2
ki
[3 (njl · nlk) (nlk · nki)− (njl · nki)]
 . (A.8)
A.2 Equations of motion
A.2.1 Radial equation of motion
The radial equation of motion for the ith sphere is obtained from the first of Eqs. (2.1), repeated here for
convenience:
d
dt
(
∂L
∂R˙i
)
=
∂L
∂Ri
. (A.9)
Recall the Lagrangian L is equal to the kinetic energy minus the potential energy. We first calculate the
quantity ∂K∂Rq for each term in the kinetic energy expression, Eq. (A.7). Here Rq is the radius of a specific
sphere (i.e., q is fixed) and δqi = 1 if i = q and is zero otherwise (Kronecker delta).
Term 1
∂
∂Rq
(∑
i
R3i R˙
2
i
)
=
∑
i
3R2i R˙
2
i δqi = 3R
2
qR˙
2
q
We are able to use any free index for our fixed bubble and choose index i by convention. Replacing q with
i yields
∂
∂Rq
(∑
i
R3i R˙
2
i
)
= 3R2i R˙
2
i . (A.10)
This convention will be used for all subsequent terms.
Term 2
∂
∂Rq
(
1
6
∑
i
R3iU
2
i
)
=
1
6
∑
i
3R2iU
2
i δqi =
1
2
R2qU
2
q =
1
2
R2iU
2
i
Term 3
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∂∂Rq
∑
i,k
k 6=i
R2iR
2
k
dki
R˙iR˙k
 = ∑
i,k
k 6=i
2RiR2k dki
R˙iR˙kδqi +
∑
i,k
k 6=i
2RkR2i dki
R˙iR˙kδqk
=
∑
k
k 6=q
2RqR2k dkq
R˙qR˙k +
∑
i
i 6=q
2RqR2i dqi
R˙iR˙q
∂
∂Rq
∑
i,k
k 6=i
R2iR
2
k
dki
R˙iR˙k
 = ∑
i,k
k 6=i
2
RiR
2
k
dki
R˙iR˙kδqi +
∑
i,k
k 6=i
2
RkR
2
i
dki
R˙iR˙kδqk
=
∑
k
k 6=q
2
RqR
2
k
dkq
R˙qR˙k +
∑
i
i 6=q
2
RqR
2
i
dqi
R˙qR˙i
The choice of summation index is arbitrary. By convention we will use index i for the fixed bubble and
indicies k and j for the other bubbles in the cluster. Therefore we can replace q with i in both sums, and
in the second sum we replace i with k since the index i is a summation index and corresponds to the other
bubbles in the cluster. After these substitutions the two sums are equivalent so we combine them to obtain
4
∑
k
k 6=q
RiR
2
k
dki
R˙iR˙k.
This convention will be used for all subsequent terms.
Term 4
∂
∂Rq
12 ∑
i,k
k 6=i
R3iR
2
k
d2ki
R˙k(Ui · nik)
 = 12 ∑
i,k
k 6=i
3R2iR
2
k
(Ui · nik)
d2ki
R˙kδqi +
1
2
∑
i,k
k 6=i
2RkR3i
(Ui · nik)
d2ki
R˙kδqk
=
1
2
∑
k
k 6=q
3R2qR
2
k
(Uq · nqk)
d2kq
R˙k +
1
2
∑
i
i6=q
2RqR3i
(Ui · niq)
d2qi
R˙q
=
3
2
∑
k
k 6=i
R2iR
2
k
(Ui · nik)
d2ki
R˙k +
∑
k
k 6=i
RiR
3
k
(Uk · nki)
d2ik
R˙i
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Term 5
∂
∂Rq
12 ∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i(Uk · nki)
 = 12 ∑
i,k
k 6=i
2RiR3k
(Uk · nki)
d2ki
R˙iδqi +
1
2
∑
i,k
k 6=i
3R2kR
2
i
(Uk · nki)
d2ki
R˙iδqk
=
1
2
∑
k
k 6=q
2RqR3k
(Uk · nkq)
d2kq
R˙q +
1
2
∑
i
i 6=q
3R2qR
2
i
(Uq · nqi)
d2qi
R˙i
=
∑
k
k 6=i
RiR
3
k
(Uk · nki)
d2ki
R˙i +
3
2
∑
k
k 6=i
R2iR
2
k
(Ui · nik)
d2ik
R˙k
Terms 4 and 5 are identical and can be combined to obtain
2
∑
k
k 6=i
RiR
3
k
(Uk · nki)
d2ki
R˙i + 3
∑
k
k 6=i
R2iR
2
k
(Ui · nik)
d2ik
R˙k
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Term 6
∂
∂Rq
14 ∑
i,k
k 6=i
R3iR
3
k
d3ki
[(Ui ·Uk)− 3(Ui · nki)(Uk · nki)]

=
1
4
∑
i,k
k 6=i
3R2iR
3
k
[(Ui ·Uk)− 3(Ui · nki)(Uk · nki)]
d3ki
δqi
+
1
4
∑
i,k
k 6=i
3R2kR
3
i
[(Ui ·Uk)− 3(Ui · nki)(Uk · nki)]
d3ki
δqk
=
1
4
∑
k
k 6=q
3R2qR
3
k
[(Uq ·Uk)− 3(Uq · nkq)(Uk · nkq)]
d3kq
+
1
4
∑
i
i 6=q
3R2qR
3
i
[(Ui ·Uq)− 3(Ui · nqi)(Uq · nqi)]
d3qi
=
3
4
∑
k
k 6=i
R2iR
3
k
[(Ui ·Uk)− 3(Ui · nki)(Uk · nki)]
d3ki
+
3
4
∑
k
k 6=i
R2iR
3
k
[(Uk ·Ui)− 3(Uk · nik)(Ui · nik)]
d3ik
=
3
2
∑
k
k 6=i
R2iR
3
k
[(Ui ·Uk)− 3(Ui · nki)(Uk · nki)]
d3ki
Term 7
First we consider the case where j = i.
∂
∂Rq
12 ∑
i,k
k 6=i
R4iR
3
k
d4ki
R˙2i
 = 12 ∑
i,k
k 6=i
4R3iR
3
k
R˙2i
d4ik
δqi +
1
2
∑
i,k
k 6=i
3R4iR
2
k
R˙2i
d4ik
δqk
=
1
2
∑
i,k
k 6=q
4R3qR
3
k
R˙2q
d4qk
+
1
2
∑
i,k
i 6=q
3R4iR
2
q
R˙2i
d4iq
= 2
∑
i,k
k 6=i
R3iR
3
k
R˙2i
d4ik
+
3
2
∑
i,k
k 6=i
R4kR
2
i
R˙2k
d4ik
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Now for the case when j 6= i 6= k.
∂
∂Rq
12 ∑
i,j,k
k 6=i,j
R2iR
2
jR
3
k
d2kid
2
kj
R˙iR˙j(njk · nik)

=
1
2
∑
i,j,k
k 6=i,j
2RiR2jR
3
k
(njk · nik)
d2kid
2
kj
R˙iR˙jδqi +
1
2
∑
i,j,k
k 6=i,j
2RjR2iR
3
k
(njk · nik)
d2kid
2
kj
R˙iR˙jδqj
+
1
2
∑
i,j,k
k 6=i,j
3R2kR
2
iR
2
j
(njk · nik)
d2kid
2
kj
R˙iR˙jδqk
=
1
2
∑
j,k
j 6=k 6=q
2RqR2jR
3
k
(njk · nqk)
d2kqd
2
kj
R˙qR˙j +
1
2
∑
i,k
i6=k 6=q
2RqR2iR
3
k
(nqk · nik)
d2kid
2
kq
R˙iR˙q
+
1
2
∑
i,j
i 6=j 6=q
3R2qR
2
iR
2
j
(njq · niq)
d2qid
2
qj
R˙iR˙j
=
∑
j,k
j 6=k 6=i
RiR
2
jR
3
k
(njk · nik)
d2kid
2
kj
R˙iR˙j +
∑
j,k
j 6=k 6=i
RiR
2
jR
3
k
(nik · njk)
d2kjd
2
ki
R˙jR˙i
+
3
2
∑
j,k
j 6=k 6=i
R2iR
2
jR
2
k
(nji · nki)
d2ikd
2
ij
R˙kR˙j
= 2
∑
j,k
j 6=k 6=i
RiR
2
jR
3
k
(nik · njk)
d2kjd
2
ki
R˙jR˙i +
3
2
∑
j,k
j 6=k 6=i
R2iR
2
jR
2
k
(nji · nki)
d2ikd
2
ij
R˙kR˙j
Term 8
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First we consider the case where j = i. In this case terms 8 and 9 are identical and can be combined.
∂
∂Rq
2
14 ∑
i,k
k 6=i
R5iR
3
k
d5ki
R˙i (2Ui · nik)


= 2
14 ∑
i,k
k 6=i
5R4iR
3
k
(2Ui · nik)
d5ki
R˙iδqi +
1
4
∑
i,k
k 6=i
3R2kR
5
i
(2Ui · nik)
d5ki
R˙iδqk

=
1
2
∑
k
k 6=q
5R4qR
3
k
(2Uq · nqk)
d5kq
R˙q +
1
2
∑
i
i 6=q
3R2qR
5
i
(2Ui · niq)
d5qi
R˙i
=
5
2
∑
k
k 6=i
R4iR
3
k
(2Ui · nik)
d5ki
R˙i +
3
2
∑
k
k 6=i
R2iR
5
k
(2Uk · nki)
d5ik
R˙k
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Now for the case when j 6= i 6= k.
∂
∂Rq
14 ∑
i,j,k
k 6=i,j
R3iR
2
jR
3
k
d2kjd
3
ki
R˙j [3(njk · nki)(Ui · nki)−Ui · njk]
 =
1
4
∑
i,j,k
k 6=i,j
3R2iR
2
jR
3
k
[3(njk · nki)(Ui · nki)−Ui · njk]
d2kjd
3
ki
R˙jδqi
+
1
4
∑
i,j,k
k 6=i,j
2RjR3iR
3
k
[3(njk · nki)(Ui · nki)−Ui · njk]
d2kjd
3
ki
R˙jδqj
+
1
4
∑
i,j,k
k 6=i,j
3R2kR
3
iR
2
j
[3(njk · nki)(Ui · nki)−Ui · njk]
d2kjd
3
ki
R˙jδqk
=
1
4
∑
j,k
j 6=k 6=q
3R2qR
2
jR
3
k
[3(njk · nkq)(Uq · nkq)−Uq · njk]
d2kjd
3
kq
R˙j
+
1
4
∑
i,k
i6=k 6=q
2RqR3iR
3
k
[3(nqk · nki)(Ui · nki)−Ui · nqk]
d2kqd
3
ki
R˙q
+
1
4
∑
i,j
i6=j 6=q
3R2qR
3
iR
2
j
[3(njq · nqi)(Ui · nqi)−Ui · njq]
d2qjd
3
qi
R˙j
=
3
4
∑
j,k
j 6=k 6=i
R2iR
2
jR
3
k
[3(njk · nki)(Ui · nki)−Ui · njk]
d2kjd
3
ki
R˙j
+
1
2
∑
j,k
j 6=k 6=i
RiR
3
jR
3
k
[3(nik · nkj)(Uj · nkj)−Uj · nik]
d2kid
3
kj
R˙i
+
3
4
∑
j,k
j 6=k 6=i
R2iR
2
jR
3
k
[3(nji · nik)(Uk · nik)−Uk · nji]
d2ijd
3
ik
R˙j
Term 9
The case of i = j is identical to that for term 8 and was already accounted for in the previous calculations.
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For j 6= i 6= k we obtain
∂
∂Rq
14 ∑
i,j,k
k 6=i,j
R2iR
3
jR
3
k
d3kjd
2
ki
R˙i [Uj · nki − 3(Uj · njk)(njk · nki)]

=
1
4
∑
i,j,k
k 6=i,j
2RiR3jR
3
k
[Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
R˙iδqi
+
1
4
∑
i,j,k
k 6=i,j
3R2jR
2
iR
3
k
[Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
R˙iδqj
+
1
4
∑
i,j,k
k 6=i,j
3R2kR
3
iR
2
j
[Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
R˙iδqk
=
1
4
∑
j,k
j 6=k 6=q
2RqR3jR
3
k
[Uj · nkq − 3(Uj · njk)(njk · nkq)]
d3kjd
2
kq
R˙q
+
1
4
∑
i,k
i 6=k 6=q
3R2qR
2
iR
3
k
[Uq · nki − 3(Uq · nqk)(nqk · nki)]
d3kqd
2
ki
R˙i
+
1
4
∑
i,j
i 6=j 6=q
3R2qR
2
iR
3
j
[Uj · nqi − 3(Uj · njq)(njq · nqi)]
d3qjd
2
qi
R˙i
=
1
2
∑
j,k
j 6=k 6=i
RiR
3
jR
3
k
[Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
R˙i
+
3
4
∑
j,k
j 6=k 6=i
R2iR
2
jR
3
k
[Ui · nkj − 3(Ui · nik)(nik · nkj)]
d3kid
2
kj
R˙j
+
3
4
∑
j,k
j 6=k 6=i
R2iR
2
kR
3
j
[Uj · nik − 3(Uj · nji)(nji · nik)]
d3ijd
2
ik
R˙k
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The results for terms 8 and 9 can be combined to obtain
∑
j,k
j 6=k 6=i
RiR
3
jR
3
k
[Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
R˙i
+
3
2
∑
j,k
j 6=k 6=i
R2iR
2
jR
3
k
[Ui · nkj − 3(Ui · nik)(nik · nkj)]
d3kid
2
kj
R˙j
+
3
2
∑
j,k
j 6=k 6=i
R2iR
2
kR
3
j
[Uj · nik − 3(Uj · nji)(nji · nik)]
d3ijd
2
ik
R˙k
Term 10
∂
∂Rq
(
2piρ
(
1
4piρ
∑
i
miU
2
i
))
= 0
Term 11
∂
∂Rq
(
2piρ
(
3
20piρ
∑
i
miR˙
2
i
))
= 0
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Now we must calculate ∂K/∂R˙q for each term:
Term 1
∂
∂R˙q
(∑
i
R3i R˙
2
i
)
=
∑
i
2R˙iR3i δqi = 2R˙qR
3
q = 2R˙iR
3
i
Term 2
∂
∂R˙q
(
1
6
∑
i
R3iU
2
i
)
= 0
Term 3
∂
∂R˙q
∑
i,k
k 6=i
R2iR
2
k
dki
R˙iR˙k
 = ∑
i,k
k 6=i
R˙k
R2iR
2
k
dki
δqi +
∑
i,k
k 6=i
R˙i
R2iR
2
k
dki
δqk
=
∑
k
k 6=q
R˙k
R2qR
2
k
dkq
+
∑
i
i6=q
R˙i
R2iR
2
q
dqi
=
∑
k
k 6=i
R˙k
R2iR
2
k
dki
+
∑
k
k 6=i
R˙k
R2kR
2
i
dik
= 2
∑
k
k 6=i
R˙k
R2iR
2
k
dki
Term 4
∂
∂R˙q
12 ∑
i,k
k 6=i
R3iR
2
k
d2ki
R˙k(Ui · nik)
 = 12 ∑
i,k
k 6=i
R3iR
2
k(Ui · nik)
d2ki
δqk
=
1
2
∑
i
i6=q
R3iR
2
q(Ui · niq)
d2qi
=
1
2
∑
k
k 6=i
R3kR
2
i (Uk · nki)
d2ik
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Term 5
∂
∂R˙q
12 ∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i(Uk · nki)
 = 12 ∑
i,k
k 6=i
R2iR
3
k(Uk · nki)
d2ki
δqi =
1
2
∑
i
k 6=q
R2qR
3
k(Uk · nkq)
d2kq
=
1
2
∑
k
k 6=i
R2iR
3
k(Uk · nki)
d2ki
Terms 4 and 5 then can be combined to obtain
1
2
∑
k
k 6=i
R3kR
2
i (Uk · nki)
d2ik
+
1
2
∑
k
k 6=i
R2iR
3
k(Uk · nki)
d2ki
=
∑
k
k 6=i
R2iR
3
k(Uk · nki)
d2ki
Term 6
∂
∂R˙q
14 ∑
i,k
k 6=i
R3iR
3
k
d3ki
[(Ui ·Uk)− 3(Ui · nki)(Uk · nki)]
 = 0
Term 7
The case when j = i:
∂
∂R˙q
12 ∑
i,k
k 6=i
R4iR
3
k
d4ki
R˙2i
 = 12 ∑
i,k
k 6=i
2R˙i
R4iR
3
k
d4ki
δqi =
∑
k
k 6=q
R˙q
R4qR
3
k
d4kq
=
∑
k
k 6=i
R˙i
R4iR
3
k
d4ki
The case when i 6= j 6= k:
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∂∂R˙q
12 ∑
i,j,k
k 6=i,j
R2iR
2
jR
3
k
d2kid
2
kj
R˙iR˙j(njk · nik)
 = 12 ∑
i,j,k
k 6=i,j
R˙j
R2iR
2
jR
3
k(njk · nik)
d2kid
2
kj
δqi
+
1
2
∑
i,j,k
k 6=i,j
R˙i
R2iR
2
jR
3
k(njk · nik)
d2kid
2
kj
δqj
=
1
2
∑
j,k
j 6=k 6=q
R˙j
R2qR
2
jR
3
k(njk · nqk)
d2kqd
2
kj
+
1
2
∑
i,k
i 6=k 6=q
R˙i
R2iR
2
qR
3
k(nqk · nik)
d2kid
2
kq
=
1
2
∑
j,k
j 6=k 6=i
R˙j
R2iR
2
jR
3
k(njk · nik)
d2kid
2
kj
+
1
2
∑
i,k
i 6=k 6=q
R˙j
R2jR
2
iR
3
k(nik · njk)
d2kjd
2
ki
=
∑
j,k
j 6=k 6=i
R˙j
R2iR
2
jR
3
k(njk · nik)
d2kid
2
kj
Term 8
First we consider the case where j = i. In this case terms 8 and 9 are identical and can be combined.
∂
∂R˙q
2
14 ∑
i,k
k 6=i
R5iR
3
k
d5ki
R˙i (2Ui · nik)

 = 2
14 ∑
i,k
k 6=i
R5iR
3
k (2Ui · nik)
d5ki
δqi

=
1
2
∑
k
k 6=q
R5qR
3
k (2Uq · nqk)
d5kq
=
1
2
∑
k
k 6=i
R5iR
3
k (2Ui · nik)
d5ki
Now for the case where i 6= j 6= k.
144
∂∂R˙q
14 ∑
i,j,k
k 6=i,j
R3iR
2
jR
3
k
d2kjd
3
ki
R˙j [3(njk · nki)(Ui · nki)−Ui · njk]

=
1
4
∑
i,j,k
k 6=i,j
R3iR
2
jR
3
k [3(njk · nki)(Ui · nki)−Ui · njk]
d2kjd
3
ki
δqj
=
1
4
∑
i,k
i 6=k 6=q
R3iR
2
qR
3
k [3(nqk · nki)(Ui · nki)−Ui · nqk]
d2kqd
3
ki
=
1
4
∑
j,k
j 6=k 6=i
R3jR
2
iR
3
k [3(nik · nkj)(Uj · nkj)−Uj · nik]
d2kid
3
kj
Term 9
The case of i = j is identical to that for term 8 and was already accounted for in the previous calculations.
For j 6= i 6= k we obtain
∂
∂R˙q
14 ∑
i,j,k
k 6=i,j
R2iR
3
jR
3
k
d3kjd
2
ki
R˙i [Uj · nki − 3(Uj · njk)(njk · nki)]

=
1
4
∑
i,j,k
k 6=i,j
R2iR
3
jR
3
k [Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
δqi
=
1
4
∑
j,k
j 6=k 6=q
R2qR
3
jR
3
k [Uj · nkq − 3(Uj · njk)(njk · nkq)]
d3kjd
2
kq
=
1
4
∑
j,k
j 6=k 6=i
R2iR
3
jR
3
k [Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
For the case where i 6= j 6= k terms 8 and 9 are identical and can be combined to obtain
1
4
∑
j,k
j 6=k 6=i
R3jR
2
iR
3
k [3(nik · nkj)(Uj · nkj)−Uj · nik]
d2kid
3
kj
+
1
4
∑
j,k
j 6=k 6=i
R2iR
3
jR
3
k [Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
=
1
2
∑
j,k
j 6=k 6=i
R2iR
3
jR
3
k [Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
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Term 10
∂
∂R˙q
(
2piρ
(
1
4piρ
∑
i
miU
2
i
))
= 0
Term 11
∂
∂R˙q
(
2piρ
(
3
20piρ
∑
i
miR˙
2
i
))
= 2piρ
(
3
10piρ
∑
i
miR˙iδqi
)
= 2piρ
(
3
10piρ
mqR˙q
)
= 2piρ
(
3
10piρ
miR˙i
)
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The next step is to take the time derivative of the terms resulting from the calculation of ∂K/∂R˙q . These
calculations are presented below.
Term 1
d
dt
(
2R˙iR3i
)
= 2
(
R¨iR
3
i + 3R˙
2
iR
2
i
)
Term 3
d
dt
2∑
k
k 6=i
R2iR
2
kR˙k
dki

= 2
∑
k
k 6=i
((
R2iR
2
kR¨k + 2RiR
2
kR˙iR˙k + 2RkR
2
i R˙
2
k
) 1
dki
+R2iR
2
kR˙k
(
(Ui −Uk) · nik
d2ki
))
Terms 4 and 5
d
dt
∑
k
k 6=i
R2iR
3
k(Uk · nki)
d2ki

=
∑
k
k 6=i
((
2RiR3kR˙i + 3R
2
iR
2
kR˙k
) (Uk · nki)
d2ki
+
R2iR
3
k
d2ki
(
U˙k · nki
)
+R2iR
3
k(Uk · nki)
(
2 (Ui −Uk) · nik
d3ki
))
Term 6
d
dt
(0) = 0
Term 7
For j = i we obtain
d
dt
∑
k
k 6=i
R4iR
3
kR˙i1
d4ki

=
∑
k
k 6=i
((
4R3iR
3
kR˙
2
i + 3R
4
iR
2
kR˙iR˙k +R
4
iR
3
kR¨i
) 1
d4ki
+R4iR
3
kR˙i
(
4 (Ui −Uk) · nik
d5ki
))
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For j 6= k 6= i we obtain
d
dt
 ∑
j,k
j 6=k 6=i
R2iR
2
jR
3
kR˙j(njk · nik)
d2kid
2
kj

=
∑
j,k
j 6=k 6=i
((
2RiR2jR
3
kR˙iR˙j + 2R
2
iRjR
3
kR˙
2
j + 3R
2
iR
2
jR
2
kR˙jR˙k +R
2
iR
2
jR
3
kR¨j
) (njk · nik)
d2kid
2
kj
+R2iR
2
jR
3
kR˙j(njk · nik)
(
2 (Ui −Uk) · nik
d3kid
2
kj
+
2 (Uj −Uk) · njk
d2kid
3
kj
))
Terms 8 and 9
For j = i we obtain
d
dt
12 ∑
k
k 6=i
R5iR
3
k(2Ui · nik)
d5ki

=
1
2
∑
k
k 6=i
((
5R4iR
3
kR˙i + 3R
5
iR
2
kR˙k
) (2Ui · nik)
d5ki
+
R5iR
3
k
d5ki
(
2U˙i · nik
)
+O
(
R6
d6
))
For j 6= k 6= i we obtain
d
dt
12 ∑
j,k
j 6=k 6=i
R2iR
3
jR
3
k [Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki

=
1
2
∑
j,k
j 6=k 6=i
((
2RiR3jR
3
kR˙i + 3R
2
iR
2
jR
3
kR˙j + 3R
2
iR
3
jR
2
kR˙k
) [Uj · nki − 3(Uj · njk)(njk · nki)]
d3kjd
2
ki
+
R2iR
3
jR
3
k
d3kjd
2
ki
(
U˙j · nki − 3(U˙j · njk)(njk · nki)
)
+O
(
R6
d6
))
Term 11
d
dt
(
2piρ
(
3
10piρ
miR˙i
))
= 2piρ
(
3
10piρ
miR¨i
)
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Finally the equation for radial motion,
d
dt
(
∂L
∂R˙i
)
=
∂L
∂Ri
, (A.11)
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can be written as
(
1 +
3mi
20piρR3i
)
R¨iRi +
3
2
R˙2i
=
Pi
ρ
+
1
4
U2i −
∑
k
k 6=i
Rk
dik
(
RkR¨k + 2R˙2k
)
+
1
2
∑
k
k 6=i
R2k
d2ik
[
R˙k (5Uk +Ui) +Rk
(
U˙k
)]
· nik
+
1
4
∑
k
k 6=i
R3k
d3ik
[
3 (Ui ·Uk)− 5 (Uk · nik) (Ui · nik)− 4 (Uk · nik)2
]
− 1
4
∑
k
k 6=i
R2k
d4ik
[
2R2iRkR¨i + 4RiRkR˙
2
i + 6R
2
i R˙iR˙k − 3R2kR˙2k
]
− 1
2
∑
j,k
j 6=k 6=i
RjR
2
k
d2ikd
2
jk
(
2RkR˙2j + 3RjR˙jR˙k +RjRkR¨j
)
(nik · njk)
+
3
4
∑
j,k
j 6=k 6=i
R2jR
2
kR˙jR˙k
d2ikd
2
ij
(nji · nki)
− 1
2
∑
k
k 6=i
R2k
d5ik
[
3R3i R˙kUi +R
3
iRkU˙i + 3R
3
kR˙kUk + 4R
2
iRkR˙i (Ui −Uk)
]
· nik
+
1
4
∑
j,k
j 6=k 6=i
R2jR
3
kR˙j
d3ikd
2
kj
[(4Uk + 5Ui) (nik · njk) · nik + 3Ui · nkj ]
+
∑
j,k
j 6=k 6=i
R2jR
3
kR˙j
d2ikd
3
jk
(Uk −Uj) (nik · njk) · njk
+
3
4
∑
j,k
j 6=k 6=i
R2jR
2
k
d2ikd
3
jk
(
RkR˙j +RjR˙k
)
[Uj − 3 (Uj · njk)njk] · nik
+
1
4
∑
j,k
j 6=k 6=i
R3jR
3
k
d2ikd
3
jk
[
U˙j − 3
(
U˙j · njk
)
njk
]
· nik
+
3
4
∑
j,k
j 6=k 6=i
R3jR
2
kR˙k
d2ikd
3
ij
[Uj − 3 (Uj · nji)nji] · nik +Qre. (A.12)
The contribution of external sources to the radial motion, Qre can be found from the source kinetic energy,
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Eq. (2.63), repeated here for convenience
Ke = 2piρ
{
− 2
3ρ
∑
i
R3i pei +
1
6
∑
i
R3i u
2
ei −
1
3
∑
i
R3i (Ui · uei)
+
∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i (uek · nik) +
∑
i,k
k 6=i
R3iR
3
k
d3ki
[3 (Ui · nik)nik −Ui] · uek
−
∑
i,k
k 6=i
R3iR
5
k
d5ki
R˙k (uek · nki) + 12
∑
i,j,k
k 6=i 6=j
R2iR
3
jR
3
k
d2kid
3
kj
R˙i [3 (njk · nki)njk − nki] · uej
}
.
(A.13)
First we calculate ∂Ksrc/∂R˙q for each term in Eq. (A.13):
Term 1
∂
∂R˙q
(
− 2
3ρ
∑
i
R3i pei
)
= 0
Term 2
∂
∂R˙q
(
1
6
∑
i
R3i u
2
ei
)
= 0
Term 3
∂
∂R˙q
(
−1
3
∑
i
R3i (Ui · uei)
)
= 0
Term 4
∂
∂R˙q
∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i (uek · nik)
 = ∑
i,k
k 6=i
R2iR
3
k (uek · nik)
d2ki
δqi =
∑
k
k 6=q
R2qR
3
k (uek · nqk)
d2kq
=
∑
k
k 6=i
R2iR
3
k (uek · nik)
d2ki
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Term 5
∂
∂R˙q
∑
i,k
k 6=i
R3iR
3
k
d3ki
[3 (Ui · nik)nik −Ui] · uek
 = 0
Term 6
∂
∂R˙q
−∑
i,k
k 6=i
R3iR
5
k
d5ki
R˙k (uek · nki)
 = −∑
i,k
k 6=i
R3iR
5
k (uek · nki)
d5ki
δqk = −
∑
i
i 6=q
R3iR
5
q (ueq · nqi)
d5qi
= −
∑
k
k 6=i
R3kR
5
i (uei · nik)
d5ik
Term 7
∂
∂R˙q
12 ∑
i,j,k
k 6=i 6=j
R2iR
3
jR
3
k
d2kid
3
kj
R˙i [3 (njk · nki)njk − nki] · uej

=
1
2
∑
i,j,k
k 6=i 6=j
R2iR
3
jR
3
k [3 (njk · nki)njk − nki] · uej
d2kid
3
kj
δqi
=
1
2
∑
j,k
k 6=q 6=j
R2qR
3
jR
3
k [3 (njk · nkq)njk − nkq] · uej
d2kqd
3
kj
=
1
2
∑
j,k
k 6=i6=j
R2iR
3
jR
3
k [3 (njk · nki)njk − nki] · uej
d2kid
3
kj
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The next step is to take the time derivative of the ∂Ksrc/∂R˙q terms:
Term 4
d
dt
∑
k
k 6=i
R2iR
3
k (uek · nik)
d2ki
 = ∑
k
k 6=i
[(
2RiR3kR˙i + 3R
2
iR
2
kR˙k
) (uek · nik)
d2ki
+
R2iR
3
k
d2ki
(u˙ek · nik)
+R2iR
3
k (uek · nik)
(
2 (Ui −Uk) · nik
d3ki
)]
Term 6
d
dt
−∑
k
k 6=i
R5iR
3
k (uei · nik)
d5ik

= −
∑
k
k 6=i
[(
5R4iR
3
kR˙i + 3R
5
iR
2
kR˙k
) (uei · nik)
d5ik
+
R5iR
3
k
d5ik
(u˙ei · nik) +O
(
R6
d6
)]
Term 7
d
dt
12 ∑
j,k
k 6=i 6=j
R2iR
3
jR
3
k [3 (njk · nki)njk − nki] · uej
d3kjd
2
ki

=
1
2
∑
j,k
k 6=i 6=j
[(
2RiR3jR
3
kR˙i + 3R
2
iR
2
jR
3
kR˙j + 3R
2
iR
3
jR
2
kR˙k
) [3 (njk · nki)njk − nki] · uej
d3kjd
2
ki
+
R2iR
3
jR
3
k
d3kjd
2
ki
([3 (njk · nki)njk − nki] · u˙ej) +O
(
R6
d6
)]
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Next we calculate the quantity ∂Ksrc/∂Rq for each term in Eq. (A.13):
Term 1
∂
∂Rq
(
− 2
3ρ
∑
i
R3i pei
)
= − 2
3ρ
∑
i
3R2i peiδqi = −
2
ρ
R2qpeq = −
2
ρ
R2i pei
Term 2
∂
∂Rq
(
1
6
∑
i
R3i u
2
ei
)
=
1
6
∑
i
3R2i u
2
eiδqi =
1
2
R2qu
2
eq =
1
2
R2i u
2
ei
Term 3
∂
∂Rq
(
−1
3
∑
i
R3i (Ui · uei)
)
= −1
3
∑
i
3R2i (Ui · uei) δqi = −R2q (Uq · ueq) = −R2i (Ui · uei)
Term 4
∂
∂Rq
∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i (uek · nik)
 = ∑
i,k
k 6=i
2RiR3k
(uek · nik)
d2ki
R˙iδqi +
∑
i,k
k 6=i
3R2iR
2
k
(uek · nik)
d2ki
R˙iδqk
= 2
∑
k
k 6=q
RqR
3
k
(uek · nqk)
d2kq
R˙q + 3
∑
i
i 6=q
R2iR
2
q
(ueq · niq)
d2qi
R˙i
= 2
∑
k
k 6=i
RiR
3
k
(uek · nik)
d2ki
R˙i + 3
∑
k
k 6=i
R2kR
2
i
(uei · nki)
d2ik
R˙k
154
Term 5
∂
∂Rq
∑
i,k
k 6=i
R3iR
3
k
d3ki
[3 (Ui · nik)nik −Ui] · uek

=
∑
i,k
k 6=i
3R2iR
3
k
[3 (Ui · nik)nik −Ui] · uek
d3ki
δqi +
∑
i,k
k 6=i
3R3iR
2
k
[3 (Ui · nik)nik −Ui] · uek
d3ki
δqk
= 3
∑
k
k 6=q
R2qR
3
k
[3 (Uq · nqk)nqk −Uq] · uek
d3kq
+ 3
∑
i
i 6=q
R3iR
2
q
[3 (Ui · niq)niq −Ui] · ueq
d3qi
= 3
∑
k
k 6=i
R2iR
3
k
[3 (Ui · nik)nik −Ui] · uek
d3ki
+ 3
∑
k
k 6=i
R3kR
2
i
[3 (Uk · nki)nki −Uk] · uei
d3ik
Term 6
∂
∂Rq
−∑
i,k
k 6=i
R3iR
5
k
d5ki
R˙k (uek · nki)

= −
∑
i,k
k 6=i
3R2iR
5
k
(uek · nki)
d5ki
R˙kδqi −
∑
i,k
k 6=i
5R3iR
4
k
(uek · nki)
d5ki
R˙kδqk
= −3
∑
k
k 6=q
R2qR
5
k
(uek · nkq)
d5kq
R˙k − 5
∑
i
i6=q
R3iR
4
q
(ueq · nqi)
d5qi
R˙q
= −3
∑
k
k 6=i
R2iR
5
k
(uek · nki)
d5ki
R˙k − 5
∑
k
k 6=i
R3kR
4
i
(uei · nik)
d5ik
R˙i
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Term 7
∂
∂Rq
12 ∑
i,j,k
k 6=i6=j
R2iR
3
jR
3
k
d2kid
3
kj
R˙i [3 (njk · nki)njk − nki] · uej

=
1
2
∑
i,j,k
k 6=i6=j
2RiR3jR
3
k
[3 (njk · nki)njk − nki] · uej
d2kid
3
kj
R˙iδqi
+
1
2
∑
i,j,k
k 6=i 6=j
3R2iR
3
jR
2
k
[3 (njk · nki)njk − nki] · uej
d2kid
3
kj
R˙iδqk
+
1
2
∑
i,j,k
k 6=i 6=j
3R2iR
2
jR
3
k
[3 (njk · nki)njk − nki] · uej
d2kid
3
kj
R˙iδqj
=
∑
j,k
k 6=q 6=j
RqR
3
jR
3
k
[3 (njk · nkq)njk − nkq] · uej
d2kqd
3
kj
R˙q
+
3
2
∑
j,i
q 6=i 6=j
R2iR
3
jR
2
q
[3 (njq · nqi)njq − nqi] · uej
d2qid
3
qj
R˙i
+
3
2
∑
i,k
k 6=i 6=q
R2iR
2
qR
3
k
[3 (nqk · nki)nqk − nki] · ueq
d2kid
3
kq
R˙i
=
∑
j,k
k 6=i 6=j
RiR
3
jR
3
k
[3 (njk · nki)njk − nki] · uej
d2kid
3
kj
R˙i
+
3
2
∑
j,k
i 6=k 6=j
R2kR
3
jR
2
i
[3 (nji · nik)nji − nik] · uej
d2ikd
3
ij
R˙k
+
3
2
∑
j,k
k 6=j 6=i
R2jR
2
iR
3
k
[3 (nik · nkj)nik − nkj ] · uei
d2kjd
3
ki
R˙j
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After the above contributions are summed we obtain Eq. (2.66):
Qre =−
pei
ρ
+
1
4
u2ei −
1
2
(Ui · uei)− 12
∑
k
k 6=i
R2k
d2ki
[
3R˙k (uek + uei) +Rku˙ek
]
· nik
+
∑
k
k 6=i
R3k
d3ki
[(uek · nik) (Uk −Ui) · nik]
+
3
2
∑
k
k 6=i
R3k
d3ki
{3 [(Ui · nik)nik −Ui] · uek + 3 [(Uk · nik)nik −Uk] · uei}
− 1
2
∑
k
k 6=i
R2k
d5ki
(
3R3i R˙kuei +R
3
iRku˙ei − 3R3kR˙kuek
)
· nik
+
1
4
∑
j,k
i 6=j 6=k
R2jR
2
k
d2kid
3
kj
[
RjRku˙ej + 3
(
RkR˙j +RjR˙k
)
uej
]
· [3 (njk · nik)njk − nik]
+
3
4
∑
j,k
i 6=j 6=k
R3kR
2
j R˙j
d2jkd
3
ki
[njk − 3 (nik · njk)nik] · uei
+
3
4
∑
j,k
i 6=j 6=k
R2kR
3
j R˙k
d2ikd
3
ji
[3 (nji · nik)nji − nik] · uej .
A.2.2 Translational equation of motion
The translational equation of motion for the ith sphere is obtained from the second of Eqs. (2.1), repeated
here for convenience
d
dt
(
∂L/∂U〉
)
= ∂L/∂r′〉 (A.14)
First we calculate the quantity ∂K/∂Uq for each term in Eq. (A.7):
Term 1
∂
∂Uq
(∑
i
R3i R˙
2
i
)
= 0
Term 2
∂
∂Uq
(
1
6
∑
i
R3iU
2
i
)
=
1
6
∑
i
2UiR3i δqi =
1
3
UqR3q =
1
3
UiR3i
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Term 3
∂
∂Uq
∑
i,k
k 6=i
R2iR
2
k
dki
R˙iR˙k
 = 0
Term 4
∂
∂Uq
12 ∑
i,k
k 6=i
R3iR
2
k
d2ki
R˙k(Ui · nik)
 = 12 ∑
i,k
k 6=i
nik
d2ik
R3iR
2
kR˙kδqi
=
1
2
∑
k
k 6=q
nqk
d2qk
R3qR
2
kR˙k =
1
2
∑
k
k 6=i
nik
d2ik
R3iR
2
kR˙k
Term 5
∂
∂Uq
12 ∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i(Uk · nki)
 = 12 ∑
i,k
k 6=i
nki
d2ki
R2iR
3
kR˙iδqk
=
1
2
∑
i
i 6=q
nqi
d2qi
R2iR
3
qR˙i =
1
2
∑
k
k 6=i
nik
d2ik
R2kR
3
i R˙k
Terms 4 and 5 can be combined to obtain
∑
k
k 6=i
nik
d2ik
R3iR
2
kR˙k
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Term 6
∂
∂Uq
14 ∑
i,k
k 6=i
R3iR
3
k
d3ki
[(Ui ·Uk)− 3(Ui · nki)(Uk · nki)]

=
1
4
∑
i,k
k 6=i
[Uk − 3 (Uk · nki)nki]
d3ki
R3iR
3
kδqi +
1
4
∑
i,k
k 6=i
[Ui − 3 (Ui · nki)nki]
d3ki
R3iR
3
kδqk
=
1
4
∑
k
k 6=q
[Uk − 3 (Uk · nkq)nkq]
d3kq
R3qR
3
k +
1
4
∑
i
i 6=q
[Ui − 3 (Ui · nqi)nqi]
d3qi
R3iR
3
q
=
1
4
∑
k
k 6=i
[Uk − 3 (Uk · nki)nki]
d3ki
R3iR
3
k +
1
4
∑
k
k 6=i
[Uk − 3 (Uk · nik)nik]
d3ik
R3kR
3
i
=
1
2
∑
k
k 6=i
[Uk − 3 (Uk · nki)nki]
d3ki
R3iR
3
k
Term 7
∂
∂Uq
12 ∑
i,j,k
k 6=i,j
R2iR
2
jR
3
k
d2kid
2
kj
R˙iR˙j(njk · nik)
 = 0
Term 8
First we consider the case where j = i. In this case terms 8 and 9 are identical and can be combined.
2
∂
∂Uq
14 ∑
i,k
k 6=i
R5iR
3
k
d5ki
R˙i (2Ui · nik)
 = 2
14 ∑
i,k
k 6=i
2
nik
d5ki
R5iR
3
kR˙iδqi
 = ∑
k
k 6=q
nqk
d5kq
R5qR
3
kR˙q
=
∑
k
k 6=i
nik
d5ki
R5iR
3
kR˙i
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Now the case for j 6= k 6= i
∂
∂Uq
14 ∑
i,j,k
k 6=i,j
R3iR
2
jR
3
k
d2kjd
3
ki
R˙j [3(njk · nki)(Ui · nki)−Ui · njk]

=
1
4
∑
i,j,k
j 6=k 6=i
[3 (njk · nki)nki − njk]
d2kjd
3
ki
R3iR
2
jR
3
kR˙jδqi =
1
4
∑
j,k
j 6=k 6=q
[3 (njk · nkq)nkq − njk]
d2kjd
3
kq
R3qR
2
jR
3
kR˙j
=
1
4
∑
j,k
j 6=k 6=i
[3 (njk · nki)nki − njk]
d2kjd
3
ki
R3iR
2
jR
3
kR˙j
Term 9
The case where j = i has already been accounted for.
The result when j 6= k 6= i is
∂
∂Uq
14 ∑
i,j,k
k 6=i,j
R2iR
3
jR
3
k
d3kjd
2
ki
R˙i [Uj · nki − 3(Uj · njk)(njk · nki)]

=
1
4
∑
i,j,k
j 6=k 6=i
[nki − 3 (njk · nki)njk]
d3kjd
2
ki
R2iR
3
jR
3
kR˙iδqj
=
1
4
∑
i,k
q 6=k 6=i
[nki − 3 (nqk · nki)nqk]
d3kqd
2
ki
R2iR
3
qR
3
kR˙i
=
1
4
∑
j,k
q 6=k 6=i
[nkj − 3 (nik · nkj)nik]
d3kid
2
kj
R2jR
3
iR
3
kR˙j
The results for terms 8 and 9 are identical and can be combined to obtain
1
2
∑
j,k
j 6=k 6=i
[3 (njk · nki)nki − njk]
d2kjd
3
ki
R3iR
2
jR
3
kR˙j
Term 10
∂
∂Uq
(
2piρ
(
1
4piρ
∑
i
miU
2
i
))
= 2piρ
(
1
2piρ
mqUq
)
= 2piρ
(
miUi
2piρ
)
160
Term 11
∂
∂Uq
(
2piρ
(
3
20piρ
∑
i
miR˙
2
i
))
= 0
The next step is to take the time derivative of the ∂K/∂Uq terms:
Term 1
d
dt
(0) = 0
Term 2
d
dt
(
1
3
R3iUi
)
=
1
3
((
3R2i R˙i
)
Ui +R3i
(
U˙i
))
= R2i R˙iUi +
1
3
R3i U˙i
Term 3
d
dt
(0) = 0
Terms 4 and 5
d
dt
∑
k
k 6=i
R3iR
2
kR˙knik
d2ik

=
∑
k
k 6=i
((
3R2iR
2
kR˙iR˙k + 2R
3
iRkR˙
2
k +R
3
iR
2
kR¨k
) nik
d2ik
+R3iR
2
kR˙knik
(
2 (Ui −Uk) · nik
d3ik
))
Term 6
d
dt
12 ∑
k
k 6=i
R3iR
3
k (Uk − 3 (Uk · nki)nki)
d3ki
 = 12 ∑
k
k 6=i
(
3R2iR
3
kR˙i + 3R
3
iR
2
kR˙k
) (Uk − 3 (Uk · nki)nki)
d3ki
+
1
2
∑
k
k 6=i
R3iR
3
k
d3ki
(
U˙k − 3
(
U˙k · nki
)
nki
)
+
1
2
∑
k
k 6=i
R3iR
3
k (Uk − 3 (Uk · nki)nki)
(
3 (Ui −Uk) · nik
d4ki
)
Term 7
d
dt
(0) = 0
Terms 8 and 9
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First the case where j = i
d
dt
∑
k
k 6=i
R5iR
3
kR˙inik
d5ki
 = ∑
k
k 6=i
(
5R4iR
3
kR˙
2
i + 3R
5
iR
2
kR˙iR˙k +R
5
iR
3
kR¨i
) nik
d5ki
+O
(
R6
d6
)
Now when j 6= k 6= i
d
dt
12 ∑
j,k
j 6=k 6=i
R3iR
2
jR
3
kR˙j (3 (njk · nki)nki − njk)
d2kjd
3
ki
 =
1
2
∑
j,k
j 6=k 6=i
(
3R2iR
2
jR
3
kR˙iR˙j + 2R
3
iRjR
3
kR˙
2
j + 3R
3
iR
2
jR
2
kR˙jR˙k +R
3
iR
2
jR
3
kR¨j
) (3 (njk · nki)nki − njk)
d2kjd
3
ki
+O
(
R6
d6
)
Term 10
d
dt
(
2piρ
(
miUi
2piρ
))
= 2piρ
(
miU˙i
2piρ
)
Term 11
d
dt
(0) = 0
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Next we calculate the quantity ∂K/∂r0q for each term in Eq. (A.7). Calculation of the derivative with
respect to r0q of terms containing dki requires some care. We know dki = dkinki and therefore
1
dki
=
(
1
dki
)
· nki =
(
1
r0i − r0k
)
· nki.
The derivative of 1/dki with respect to r0q is then
∂
∂r0q
(
1
dki
)
=
∂
∂r0q
((
1
r0i − r0k
)
· nki
)
=
−nki
(r0i − r0k)2
δqi +
nki
(r0i − r0k)2
δqk
=
−nki
d2ki
δqi +
nki
d2ki
δqk =
−nkq
d2kq
+
nqi
d2qi
=
−nki
d2ki
+
nik
d2ik
= 2
nik
d2ik
Keeping this in mind we now proceed through each term in Eq. (A.7): Term 1
∂
∂r0q
(∑
i
R3i R˙
2
i
)
= 0
Term 2
∂
∂r0q
(
1
6
∑
i
R3iU
2
i
)
= 0
Term 3
∂
∂r0q
∑
i,k
k 6=i
R2iR
2
k
dki
R˙iR˙k
 = ∑
i,k
k 6=i
−nki
d2ki
R2iR
2
kR˙iR˙kδqi +
∑
i,k
k 6=i
nki
d2ki
R2iR
2
kR˙iR˙kδqk
=
∑
i,k
k 6=i
−nkq
d2kq
R2qR
2
kR˙qR˙k +
∑
i,k
k 6=i
nqi
d2qi
R2iR
2
qR˙iR˙q
=
∑
k
k 6=i
−nki
d2ki
R2iR
2
kR˙iR˙k +
∑
k
k 6=i
nik
d2ik
R2kR
2
i R˙kR˙i
= 2
∑
k
k 6=i
nik
d2ik
R2kR
2
i R˙kR˙i
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Term 4
∂
∂r0q
12 ∑
i,k
k 6=i
R3iR
2
k
d2ki
R˙k(Ui · nik)
 = 12 ∑
i,k
k 6=i
−2 (Ui · nik)nki
d3ki
R3iR
2
kR˙kδqi +
1
2
∑
i,k
k 6=i
2 (Ui · nik)nki
d3ki
R3iR
2
kR˙kδqk
= −
∑
k
k 6=q
(Uq · nqk)nkq
d3kq
R3qR
2
kR˙k +
∑
i
i6=q
(Ui · niq)nqi
d3qi
R3iR
2
qR˙q
= −
∑
k
k 6=i
(Ui · nik)nki
d3ki
R3iR
2
kR˙k +
∑
k
k 6=i
(Uk · nki)nik
d3ik
R3kR
2
i R˙i
Term 5
∂
∂r0q
12 ∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i(Uk · nki)
 = 12 ∑
i,k
k 6=i
−2 (Uk · nki)nki
d3ki
R2iR
3
kR˙iδqi +
1
2
∑
i,k
k 6=i
2 (Uk · nki)nki
d3ki
R2iR
3
kR˙iδqk
= −
∑
k
k 6=q
(Uk · nkq)nkq
d3kq
R2qR
3
kR˙q +
∑
i
i6=q
(Uq · nqi)nqi
d3qi
R2iR
3
qR˙i
= −
∑
k
k 6=i
(Uk · nki)nki
d3ki
R2iR
3
kR˙i +
∑
k
k 6=i
(Ui · nik)nik
d3ik
R2kR
3
i R˙k
Terms 4 and 5 can be combined to obtain
2
∑
k
k 6=i
(Uk · nki)nik
d3ki
R2iR
3
kR˙i + 2
∑
k
k 6=i
(Ui · nik)nik
d3ki
R2kR
3
i R˙k
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Term 6
∂
∂r0q
14 ∑
i,k
k 6=i
R3iR
3
k
d3ki
[(Ui ·Uk)− 3(Ui · nki)(Uk · nki)]

=
1
4
∑
i,k
k 6=i
−3 ((Ui ·Uk)− 3(Ui · nki)(Uk · nki))nki
d4ki
R3iR
3
kδqi
+
1
4
∑
i,k
k 6=i
3 ((Ui ·Uk)− 3(Ui · nki)(Uk · nki))nki
d4ki
R3iR
3
kδqk
= −3
4
∑
k
k 6=q
((Uq ·Uk)− 3(Uq · nkq)(Uk · nkq))nkq
d4kq
R3qR
3
k
+
3
4
∑
i
i 6=q
((Ui ·Uq)− 3(Ui · nqi)(Uq · nqi))nqi
d4qi
R3iR
3
q
= −3
4
∑
k
k 6=i
((Ui ·Uk)− 3(Ui · nki)(Uk · nki))nki
d4ki
R3iR
3
k
+
3
4
∑
k
k 6=i
((Uk ·Ui)− 3(Uk · nik)(Ui · nik))nik
d4ik
R3kR
3
i
=
3
4
∑
k
k 6=i
((Ui ·Uk)− 3(Ui · nik)(Uk · nik))nik
d4ki
R3iR
3
k
+
3
4
∑
k
k 6=i
((Uk ·Ui)− 3(Uk · nik)(Ui · nik))nik
d4ik
R3kR
3
i
=
3
2
∑
k
k 6=i
((Ui ·Uk)− 3(Ui · nik)(Uk · nik))nik
d4ki
R3iR
3
k
Term 7
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First we consider the case where j = i.
∂
∂r0q
12 ∑
i,k
k 6=i
R4iR
3
k
d4ki
R˙2i
 = 12 ∑
i,k
k 6=i
−4nki
d5ki
R4iR
3
kR˙
2
i δqi +
1
2
∑
i,k
k 6=i
4nki
d5ki
R4iR
3
kR˙
2
i δqk
= −2
∑
k
k 6=q
nkq
d5kq
R4qR
3
kR˙
2
q + 2
∑
i
i 6=q
nqi
d5qi
R4iR
3
qR˙
2
i = −2
∑
k
k 6=i
nki
d5ki
R4iR
3
kR˙
2
i + 2
∑
k
k 6=i
nik
d5ik
R4kR
3
i R˙
2
k
= 2
∑
k
k 6=i
nik
d5ik
R4iR
3
kR˙
2
i + 2
∑
k
k 6=i
nik
d5ik
R4kR
3
i R˙
2
k
Now we consider the case where j 6= k 6= i.
∂
∂r0q
12 ∑
i,j,k
k 6=i,j
R2iR
2
jR
3
k
d2kid
2
kj
R˙iR˙j(njk · nik)

=
1
2
∑
i,j,k
k 6=i,j
−2 (njk · nik)nki
d3kid
2
kj
R2iR
2
jR
3
kR˙iR˙jδqi +
1
2
∑
i,j,k
k 6=i,j
−2 (njk · nik)nkj
d2kid
3
kj
R2iR
2
jR
3
kR˙iR˙jδqj
+
1
2
∑
i,j,k
k 6=i,j
2
(
nki
d3kid
2
kj
+
nkj
d2kid
3
kj
)
(njk · nik)R2iR2jR3kR˙iR˙jδqk
= −
∑
j,k
j 6=k 6=q
(njk · nqk)nkq
d3kqd
2
kj
R2qR
2
jR
3
kR˙qR˙j −
∑
i,k
q 6=k 6=i
(nqk · nik)nkq
d2kid
3
kq
R2iR
2
qR
3
kR˙iR˙q
+
∑
i,j
j 6=q 6=i
(
nqi
d3qid
2
qj
+
nqj
d2qid
3
qj
)
(njq · niq)R2iR2jR3qR˙iR˙j
= −
∑
j,k
j 6=k 6=i
(njk · nik)nki
d3kid
2
kj
R2iR
2
jR
3
kR˙iR˙j −
∑
j,k
j 6=k 6=i
(nik · njk)nki
d2kjd
3
ki
R2jR
2
iR
3
kR˙jR˙i
+
∑
j,k
j 6=k 6=i
(
nik
d3ikd
2
ij
+
nij
d2ikd
3
ij
)
(nji · nki)R2kR2jR3i R˙kR˙j
= −2
∑
j,k
j 6=k 6=i
(njk · nik)nki
d3kid
2
kj
R2iR
2
jR
3
kR˙iR˙j +
∑
j,k
j 6=k 6=i
(
nik
d3ikd
2
ij
+
nij
d2ikd
3
ij
)
(nji · nki)R2kR2jR3i R˙kR˙j
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Term 10
∂
∂r0q
(
2piρ
(
1
4piρ
∑
i
miU
2
i
))
= 0
Term 11
∂
∂r0q
(
2piρ
(
3
20piρ
∑
i
miR˙
2
i
))
= 0
Finally the equation for translational motion, Eq (2.67),
d
dt
(
∂L
∂Ui
)
=
∂L
∂r0i
(A.15)
can be written as
1
3
(
1 +
3mi
2piρR3i
)
R3i U˙i +R
2
i R˙iUi =
∑
k
k 6=i
R2iRk
d2ik
(
RkR˙iR˙k + 2RiR˙2k +RiRkR¨k
)
nki
+
1
2
∑
k
k 6=i
R2iR
2
k
d3ik
[(
5RkR˙i + 13RiR˙k
)
(Uk · nki)nki − 3Uk
(
RkR˙i +RiR˙k
)]
+
3
2
∑
k
k 6=i
R3iR
3
k
d4ik
{
[Uk − 3 (Uk · nki)nki] (Ui −Uk) · nki
+ [Ui ·Uk − 3 (Ui · nik) (Uk · nik)]nik
}
+
∑
k
k 6=i
R3iR
2
k
d5ik
(
3RiRkR˙2i + 3R
2
i R˙iR˙k +R
2
iRkR¨i − 2R2kR˙2k
)
nki
+
1
2
∑
j,k
j 6=k 6=i
R2iRjR
2
k
d3kid
2
kj
{(
3RjRkR˙iR˙j + 2RiRkR˙2j + 3RiRjR˙jR˙k +RiRjRkR¨j
)
×
[njk − 3 (njk · nki)nki]
}
+ 2
∑
j,k
j 6=k 6=i
R2iR
2
jR
3
k
d3kid
2
kj
R˙iR˙j (njk · nik)nik
+
∑
j,k
j 6=k 6=i
(
nik
d3ikd
2
ij
+
nij
d2ikd
3
ij
)
(nji · nki)R2kR2jR3i R˙kR˙j
The contribution of external sources to the radial motion, Qre can be found from the source kinetic energy,
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Eq. (A.13). First we calculate ∂Ksrc∂Uq for each term in Eq. (A.13):
Term 1
∂
∂Uq
(
− 2
3ρ
∑
i
R3i pei
)
= 0
Term 2
∂
∂Uq
(
1
6
∑
i
R3i u
2
ei
)
= 0
Term 3
∂
∂Uq
(
−1
3
∑
i
R3i (Ui · uei)
)
= −1
3
∑
i
ueiR3i δqi = −
1
3
ueqR3q = −
1
3
ueiR3i
Term 4
∂
∂Uq
∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i (uek · nik)
 = 0
Term 5
∂
∂Uq
∑
i,k
k 6=i
R3iR
3
k
d3ki
[3 (Ui · nik)nik −Ui] · uek
 = ∑
i,k
k 6=i
[3 (uek · nik)nik − uek]
d3ki
R3iR
3
kδqi
=
∑
k
k 6=q
[3 (uek · nqk)nqk − uek]
d3kq
R3qR
3
k
=
∑
k
k 6=i
[3 (uek · nik)nik − uek]
d3ki
R3iR
3
k
Term 6
∂
∂Uq
−∑
i,k
k 6=i
R3iR
5
k
d5ki
R˙k (uek · nki)
 = 0
Term 7
∂
∂Uq
12 ∑
i,j,k
k 6=i6=j
R2iR
3
jR
3
k
d2kid
3
kj
R˙i [3 (njk · nki)njk − nki] · uej
 = 0
The next step is to take the time derivative of the ∂K∂Uq terms:
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Term 1
d
dt
(0) = 0
Term 2
d
dt
(0) = 0
Term 3
d
dt
(
−1
3
R3iuei
)
= −1
3
((
3R2i R˙i
)
uei +R3i (u˙ei)
)
= −R2i R˙iuei −
1
3
R3i u˙ei
Term 4
d
dt
(0) = 0
Term 5
d
dt
∑
k
k 6=i
R3iR
3
k [3 (uek · nik)nik − uek]
d3ki

=
((
3R2i R˙iR
3
k + 3R
2
kR˙kR
3
i
) [3 (uek · nik)nik − uek]
d3ki
+
R3iR
3
k
d3ki
(3 (u˙ek · nik)nik − u˙ek)
+R3iR
3
k [3 (uek · nik)nik − uek]
(
3 (Ui −Uk) · nik
d4ki
))
Term 6
d
dt
(0) = 0
Term 7
d
dt
(0) = 0
169
Next we calculate the quantity ∂K∂r0q for each term in the kinetic energy expression.
Term 1
∂
∂r0q
(
− 2
3ρ
∑
i
R3i pei
)
= − 2
3ρ
∑
i
∇peiR3i δqi =
−2R3q
3ρ
∇peq = −2R
3
i
3ρ
∇pei
Term 2
∂
∂r0q
(
1
6
∑
i
R3i u
2
ei
)
=
1
6
∑
i
2 (∇uei · uei)R3i δqi =
1
3
(∇ueq · ueq)R3q
=
1
3
(∇uei · uei)R3i
Term 3
∂
∂r0q
(
−1
3
∑
i
R3i (Ui · uei)
)
= −1
3
∑
i
(∇uei ·Ui)R3i δqi = −
1
3
(∇ueq ·Uq)R3q
= −1
3
(∇uei ·Ui)R3i
Term 4
∂
∂r0q
∑
i,k
k 6=i
R2iR
3
k
d2ki
R˙i (uek · nik)

=
∑
i,k
k 6=i
[
(∇uek · nik)
d2ki
+
2nki (uek · nik)
d3ki
]
R2iR
3
kR˙iδqk − 2
∑
i,k
k 6=i
nki (uek · nik)
d3ki
R2iR
3
kR˙iδqi
=
∑
i
i 6=q
[
(∇ueq · niq)
d2qi
+
2nqi (ueq · niq)
d3qi
]
R2iR
3
qR˙i − 2
∑
k
k 6=q
nkq (uek · nqk)
d3kq
R2qR
3
kR˙q
=
∑
k
k 6=i
[
(∇uei · nki)
d2ik
+
2nik (uei · nki)
d3ik
]
R2kR
3
i R˙k − 2
∑
k
k 6=i
nki (uek · nik)
d3ki
R2iR
3
kR˙i
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Term 5
∂
∂r0q
∑
i,k
k 6=i
R3iR
3
k
d3ki
[3 (Ui · nik)nik −Ui] · uek

=
∑
i,k
k 6=i
(
[3 (Ui · nik)nik −Ui] ·∇uek
d3ki
+
3nki
d4ki
[3 (Ui · nik)nik −Ui] · uek
)
R3iR
3
kδqk
−
∑
i,k
k 6=i
(
3nki
d4ki
[3 (Ui · nik)nik −Ui] · uek
)
R3iR
3
kδqi
=
∑
i
i 6=q
(
[3 (Ui · niq)niq −Ui] ·∇ueq
d3qi
+
3nqi
d4qi
[3 (Ui · niq)niq −Ui] · ueq
)
R3iR
3
q
−
∑
k
k 6=q
(
3nkq
d4kq
[3 (Uq · nqk)nqk −Uq] · uek
)
R3qR
3
k
=
∑
k
k 6=i
(
[3 (Uk · nki)nki −Uk] ·∇uei
d3ik
+
3nik
d4ik
[3 (Uk · nki)nki −Uk] · uei
)
R3kR
3
i
−
∑
k
k 6=i
(
3nki
d4ki
[3 (Ui · nik)nik −Ui] · uek
)
R3iR
3
k
Term 6
∂
∂r0q
−∑
i,k
k 6=i
R3iR
5
k
d5ki
R˙k (uek · nki)

= −
∑
i,k
k 6=i
(∇uek · nki
d5ki
)
R3iR
5
kR˙kδqk +O
(
R6
d6
)
= −
∑
i
i 6=q
(
∇ueq · nqi
d5qi
)
R3iR
5
qR˙q
= −
∑
k
k 6=i
(∇uei · nik
d5ik
)
R3kR
5
i R˙i
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Term 7
∂
∂r0q
12 ∑
i,j,k
k 6=i 6=j
R2iR
3
jR
3
k
d2kid
3
kj
R˙i [3 (njk · nki)njk − nki] · uej

=
1
2
∑
i,j,k
k 6=i 6=j
(
[3 (njk · nki)njk − nki] ·∇uej
d2kid
3
kj
)
R2iR
3
jR
3
kR˙iδqj +O
(
R6
d6
)
=
1
2
∑
i,k
k 6=q 6=i
(
[3 (nqk · nki)nqk − nki] ·∇ueq
d2kid
3
kq
)
R2iR
3
qR
3
kR˙i
=
1
2
∑
j,k
k 6=j 6=i
(
[3 (nik · nkj)nik − nkj ] ·∇uei
d2kjd
3
ki
)
R2jR
3
iR
3
kR˙j
After the above contributions are summed we obtain Eq. (2.68):
Qte =
R2i
3
{
3R˙iuei +Ri
(
u˙ei − 2
ρ
∇pei +∇uei · (uei −Ui)
)}
+
∑
k
k 6=i
R3iR
2
kR˙k
d2ki
(∇uei · nki)
−
∑
k
k 6=i
R2iR
2
k
d3ki
{
3
(
RkR˙i +RiR˙k
)
[3 (uek · nik)nik − uek]
+RiRk [3 (u˙ek · nik)nik − u˙ek] + 2RiR˙k (uei · nik)nik
− 2RkR˙i (uek · nik)nik −RiRk∇uei · [3 (Uk · nik)nik −Uk]
}
+ 3
∑
k
k 6=i
R3iR
3
k
d4ki
{
[3 (uek · nik)nik − uek] (Uk −Ui) · nik
+ nik [3 (Uk · nik)nik −Uk] · uei + nik [3 (Ui · nik)nik −Ui] · uek
}
−
∑
k
k 6=i
R5iR
3
kR˙i
d5ik
(∇uei · nik) + 12
∑
j,k
k 6=j 6=i
R3iR
2
jR
3
kR˙j
d2kjd
3
ki
{[3 (nik · nkj)nik − nkj ] ·∇uei} .
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Appendix B
Automated Derivation of the Equations
of Motion
For systems containing a single sphere or two spheres, derivation of the equations of motion was
automated using a computer algebra system (CAS). For this project two different CAS systems
were used. The first was the symbolic math toolbox available for the MATLAB computing envi-
ronment. This is a commercial package which maps MATLAB commands to a Maple kernel. The
second CAS was Maxima, an open source project derived from Macsyma, one of the oldest CAS
systems. While MATLAB may be more familiar to most readers, it is possible to express ideas
much more elegantly in the Maxima language.
Below we outline the steps taken to derive the equations of motion for a system containing
two spheres. We begin by deriving the total velocity potential, which is by far the most challenging
step. Automating the steps outlined in Sec. 2.3.2 for a two-bubble system is significantly simplified
by the fact that the system is one-dimensional. As in Sec. 2.6.2 we assume that the bubble and
particle lie along the x axis, where the position vectors become r01 = X1nx and r02 = X2nx,
while the translational velocities are U1 = U1nx and U2 = U2nx. Note that d21 = d12 = d,
d12 = dnx, and d21 = −dnx. As Fig. B.1 shows, the quantities n21 · n1 and n12 · n2 can be
expressed as n21 · n1 = − cos θ1 or n12 · n2 = cos θ2.
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Figure B.1: Notation used to express the velocity potential due to sphere 2 in terms of the local
coordinate system of sphere 1.
Description of algorithm
The first step is to obtain an expression for the total velocity potential in the liquid accurate to a de-
sired order ofR/d. Given a seed potential and the desired order ofR/d, the function expandSeed
returns two expressions. The first is the seed potential and all correction terms expressed in terms
of the local coordinates of the bubble. The second expression is the seed potential and all cor-
rection terms expressed in terms of the local coordinates of the particle. For example, given the
expression φr01(r1) for the radial velocity potential of the bubble and a desired order of accuracy
of R5/d5 expandSeed would return the array
expandSeed(φr01(r1), 5) =
 φr01(r1) + φr11(r1) + φr21(r1)
φr01(r2) + φ
r
11(r2) + φ
r
21(r2),
 , (B.1)
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while given the expression φr02(r2) for the radial velocity potential of the particle and a desired
order of accuracy of R5/d5 expandSeed would return the array
expandSeed(φr02(r2), 5) =
 φr02(r1) + φr12(r1) + φr22(r1)
φr02(r2) + φ
r
12(r2) + φ
r
22(r2),
 . (B.2)
The total radial potential expressed in terms of the bubble’s coordinates is just the sum of the first
entries in arrays (B.1) and (B.2) while the sum of the second entries in arrays (B.1) and (B.2) gives
the total radial potential expressed in terms of the particle’s coordinates.
As an example, we calculate a few of the terms in array (B.1). Given the radial velocity
potential due to the isolated bubble expressed in coordinates r1,
φr01(r1) = −
R21R˙1
r1
, (B.3)
the term φr01(r2) may be found by applying Eq. (2.27) to obtain
φr01(r2) =R
2
1R˙1
[
−1
d
+
r2
d2
P1 (n12 · n2)
]
=R21R˙1
(
−1
d
+
r2
d2
cos θ2
)
. (B.4)
The function taylorExpand performs this operation. Given an expression in terms of r1
or r2 the function applies Eq. (2.27) and returns an equivalent expression in terms of r2 or
r1, respectively. If the expression given to taylorExpand contains cos θ1 or cos θ2 (as it
does when contributions from translation are calculated) then taylorExpand uses the relation
d = r1 cos θ1 − r2 cos θ2 to express cos θ1 in terms of r2 and θ2 or cos θ1 in terms of r1 and θ1.
The correction term φr11(r2) may now be found from Eq. (B.4) by applying Eq. (2.32) to obtain
φr11(r2) = R
2
1R˙1
(
R32
2r22d2
cos θ2
)
. (B.5)
The function findCorrection performs this operation. Given an expression of the form of
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Eq. (2.30) the function applies Eq. (2.32) to return an appropriate correction term.
At this point the function taylorExpand may be applied to find φr11(r1) given φ
r
11(r2),
after which the correction term φr21(r1) can be found via the function findCorrection . The
process continues until the expressions returned by both taylorExpand and findCorrection
only contain terms of higher order in R/d than the desired order.
After the total velocity potential is found the kinetic energy is found via Eq. (2.18), which
is implemented in the function calcKinEnergy. Equations (2.1) are then applied to obtain the
equations of motion in the function evalLagrange.
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Appendix C
Dynamics of a Rigid Translating Sphere
in a Compressible Liquid
The case of a rigid translating sphere moving through a compressible fluid has been of interest to
many researchers in the past century.57–59 G. I. Taylor showed that the rectilinear motion of an
impulsively accelerated rigid sphere of radius R0 and mass m in a compressible fluid is given by
U(t) =
U0
1 + β
[
1 + β
√
2/(1 + β)e−ct/R0(1+β) cos
(
ct
R0
√
1− β2
)
+ 
]
, (C.1)
where
tan  =
√
1 + β
1− β (C.2)
and β = 23ρpiR
3
0/m is half the ratio of mass of the displaced liquid to the sphere mass, andU0 is the
initial velocity.59 For example, Fig. C.1 shows the motion of a rigid sphere with a radius of 1 mm
and initial velocity of 10 mm/s. Notice that the motion of the sphere, perhaps unexpectedly, has
the form of an exponentially damped sinusoid, i.e., its velocity does not decrease monotonically
with time.
Longhorn57 showed that the drag force acting on a rigid sphere moving rectilinearly
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Figure C.1: Translational motion of an impulsively accelerated rigid sphere.
through a compressible fluid is
D(t) = 2m′ω0
∫ t
0
U˙e−ω0(t−τ) cosω0 (t− τ) dτ = 2m′ω0
[
U˙ ∗ h(t)
]
, (C.3)
where ω0 = c/R0, and m′ = 23piρliqR
3
0 is half of the mass of the liquid displaced by the sphere.
The convolution can be expressed in the frequency domain as
D(ω) = 2jωω0m′U(ω)H(ω), (C.4)
where H(ω) is given by
H(ω) = F {e−ω0t cosω0t u(t)} = ω0 + jω
ω20 + (ω0 + jω)
2 . (C.5)
If the sphere massm and an external force F (ω) are accounted for, then the full expression relating
the external force and the sphere velocity is
F (ω) = 2jωω0m′U(ω)H(ω) + jωmU(ω) (C.6)
= U(ω)
[
2jωω0m′H(ω) + jωm
]
. (C.7)
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After substitution of Eq. (C.5), Eq. (C.7) can be rearranged as
(
2ω20 + 2ω0jω − ω2
)
F (ω) =jω
[
2(m+m′)ω20 + 2(m+m
′)ω0jω −mω2
]
U(ω). (C.8)
An ordinary differential equation may be obtained by taking the inverse Fourier transform
2ω20F + 2ω0F˙ + F¨ = 2(m+m
′)ω20U˙ + 2(m+m
′)ω0U¨ +m
...
U, (C.9)
and dividing by 2ω20 = 2c
2/R20:
F +
R0
c
F˙ +
R20
2c2
F¨ =(m+m′)U˙ +R0
m+m′
c
U¨ +
R20m
2c2
...
U. (C.10)
The real part of the eigenvalues of the Jacobian of this equation is negative and therefore the system
is stable. Letting c → ∞ (taking the incompressible limit) recovers Eq. (2.67) for the case of a
single rigid sphere undergoing one dimensional translation in an incompressible liquid. Equation
(C.10) can also be derived from the velocity potential solution of the linear acoustic wave equation
with a boundary condition on the surface of the rigid sphere:60
φ(ω) = ejk(r−R0)
(
R0
r
)3 [(U · n) (jkr − 1)
2− 2jkr − k2R20
]
. (C.11)
In this case the drag force may be obtained by integrating the pressure, −jρωφ, over the surface
of the sphere in the direction of motion as
D(ω) = −jωρ
∫
S
φ cos θdS, (C.12)
to obtain Eq. (C.4).
179
Appendix D
Numerical Solution and High
Performance Computing Optimization
This appendix covers the numerical solution of the model equations and optimization of that so-
lution to run efficiently on modern computer architectures. The equations of motion are nonlinear
ordinary differential equations with no known analytic solution. However, they may be integrated
numerically with standard techniques. For this project we chose to use the freely available CVODE
numerical integration package developed at Lawrence Livermore National Laboratories.
D.1 Numerical solution of the equations of motion
Each bubble or particle is associated with four coordinates, its radius and three position coordi-
nates. Therefore, at each time step 4N quantities need to be found in order for the solution to
progress to the next time step.
D.1.1 Incompressible liquid model
In an incompressible liquid (e.g., the model developed in Chap. 2) the sound speed is infinite
and therefore the motion of each sphere is felt instantaneously by all other spheres. In this case
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the equations of motion must be solved simultaneously. The system of second-order ordinary
differential equations (ODEs) in R¨ and r¨ = U˙ may be decomposed into an equivalent set of first
order ODEs in s and v via the following transformation:
s = R˙, (D.1)
s˙ = R¨, (D.2)
v =U, (D.3)
v˙ = U˙. (D.4)
These quantities can be found using any number of standard algorithms (e.g., Runge-Kutta, back-
ward differentiation). Since the system is second order the quantities R˙ and U must be given as
initial conditions and therefore are known at each time step throughout the simulation. For small
N , s˙ and v˙ can be solved in sequence for each of the spheres, but for large N the equations must
be solved simultaniously. At each time step the system to be solved is
Ax = b, (D.5)
where A is a 4N × 4N matrix, while x and b are length 4N vectors.
Vector x contains the second-order time derivatives of the coordinates Ri,j,k and ri,j,k,
x =

R¨i
R¨j
R¨k
U˙i
U˙j
U˙k

. (D.6)
The matrixA is constructed from the coefficients of Eqs. (2.65) and (2.67) multiplying the second-
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order time derivatives R¨i,j,k and U˙i,j,k:
A =

Ri + 3mi20piρR2i + 12 ∑
k
k 6=i
R3kR
2
i
d4ik
 12 ∑
j,k
j 6=k 6=i
R2jR
3
k
d2ikd
2
jk
(nik · njk) · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·

, (D.7)
and the vector b is comprised of the remaining terms,
b =

Pi
ρ − 32R˙2i + 14U2i − 2
∑
k
k 6=i
RkR˙
2
k
dik
+ · · ·
· · ·
· · ·
−R2i R˙iUi +
∑
k
k 6=i
R2iRk
d2ik
(
RkR˙iR˙k + 2RiR˙2k +RiRkR¨k
)
nki · · ·
· · ·

. (D.8)
In practice we solve this linear system by calling the LAPACK routine DGESV, which returns x
given A and b.
D.1.2 Compressible liquid model
In the case of a compressible liquid the equations of motion become history dependent due to time
delays associated with the finite sound speed. The terms in Eqs. (2.65) and (2.67) need only be
time-delayed by the appropriate amount as explained in Sec. 3.4. Since the equations of motion are
history dependent, the 4N × 4N system of simultaneous equations [Eq. (D.5)] need not be solved
at each time step. Instead, the model equations for each sphere are independent and therefore A is
a 4× 4 matrix and the vectors x and b have length 4 (the radial velocity and the three components
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of the translational velocity).
While the size of the system of simultaneous equations is greatly reduced for large N ,
from a programming standpoint the history dependence introduces some significant complications.
Previous values of the state variables must be stored and recalled. To facilitate this a family of first-
in-first-out (FIFO) queues were implemented to store the previous values of Ri, R˙i, R¨i, r0i, Ui
and U˙i.
D.2 Opportunities for optimization
Most computers architectures available today, and certainly all those on which this code was tested,
are cache based architectures with small level 1 (L1) and level 2 (L2) memory caches which
store data fetched from main memory and feed it directly to the registers. Memory latency is a
chief bottleneck in high performance computing. Any time that registers must wait for data to be
delivered from memory is wasted time because no useful computations are being performed. Peak
performance can be achieved when the most computation is performed on the least data because
less time is spent fetching data from memory.
There are two areas in which most of the computation takes place. The first is in comput-
ing the coefficients ofA and b. Examination of Eqs. (2.65) and (2.67) shows that this is anO(N3)
operation due to the order R5/d5 terms including double summations. The second operation with
high computational cost is the solution of Eq. (D.5), also an O(N3) operation. The solution of
Eq. (D.5), a linear system of simultaneous equations, is a very general problem best relegated to
library routines such as those contained in BLAS and LAPACK. Fortunately, libraries such as the
GotoBLAS library developed by Kazushige Goto at the University of Texas at Austin are capable
of achieving near-optimal performance on DGESV. On a very general level, the GotoBLAS im-
plementation of DGESV obtains high performance by couching the solution of Eq. (D.5) in terms
of LU decomposition, which can in turn be implemented as a series of matrix-matrix multipli-
cations. Matrix-matrix multiplication is inherently high performance because it involves O(N3)
computations on O(N2) data.
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Further performance gains for this particular problem can be realized through parallelizing
the computation (if multi-core processors are available) or precomputation (caching) of terms in
A and b which are reused multiple times.
D.2.1 Parallelization
Notice that Eqs. (2.65) and (2.67) can be computed independently for each bubble or particle. That
is to say, the result from one sphere does not affect any of the other spheres. Therefore computation
of the terms in A and b can easily be computed in parallel. In this case the target architectures
were shared memory architectures and the parallelization was achieved through OpenMP.
D.2.2 Caching
It may also be possible to reduce the effort needed to calculate the terms in A and b. We can store
the portion of the terms with double sums which only contain variables for spheres j and k. These
terms will be used roughly N times while A and b are computed. For example, the term
1
2
∑
j,k
j 6=k 6=i
R2jR
3
kR¨j
d2ikd
2
jk
(nik · njk) (D.9)
may be rearranged as
1
2
∑
j,k
j 6=k 6=i
R¨j
[
R2jR
3
k
d2jk
njk
]
·
(
nik
d2ik
)
(D.10)
by grouping the first-order state variables associated only with spheres j and k together in the
square brackets. The term in square brackets may be precomputed and stored in an array to be
reused roughly N times per time step instead of being recomputed. This is a technique known as
caching because the precomputed values are stored in a cache to be accessed at a later time.
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D.3 Results
Test runs were made on two different computers using two different compilers to test the perfor-
mance increase of both parallelization and term caching. The two computers were a single core
AMD Athlon 3500+ processor and an Intel Core 2 quad processor. Both were running Gentoo
Linux as the operating system. The compilers that were tested were the GNU gfortran compiler
version 4.1 and the Intel ifort compiler version 9.1.
Results are reported in terms of speedup with respect to the slowest running case. For
example, a speedup of 2.8 would indicate that the program ran 2.8 times faster than the base case
in a particular configuration.
D.3.1 Speedup with OpenMP parallelization
Parallelization tests were only performed on the Intel machine because the AMD machine is not
multiprocessor and therefore cannot parallelize code. The Intel ifort compiler was used for all
cases. The number of active processors was controlled with an OpenMP call in the code.
1 core 2 cores 4 cores
n=500 1.0 1.8 3.5
n=1000 1.0 1.8 3.6
n=2000 1.0 1.8 3.7
Table D.1: Speedup on Intel Core 2 architecture.
It appears that parallelization delivers good performance in this case, which suggests that
most of the work is being done to compute the coefficients inA and b since this is the only portion
of the code that is parallelized. As processors containing more cores become available in the future
we expect the performance to scale accordingly.
D.3.2 Speedup with caching terms
In this case tests were performed on both the Intel and AMD machines. The test problem was a
cluster with 200 bubbles excited by a sinusoidal acoustic wave of amplitude 1 MPa.
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gfortran ifort
vanilla 1.0 2.5
cache 1.5 2.1
Table D.2: Speedup on Intel Core 2 architecture.
gfortran ifort
vanilla 1.0 2.2
cache 1.6 1.9
Table D.3: Speedup on AMD Athlon 64 architecture.
The results show that caching gives some improvement in the case of the gfortran compiler
but gives worse performance if the Intel ifort compiler is used. This suggests that the Intel compiler
is performing some kind of caching automatically while the gfortran compiler does not.
186
Bibliography
[1] Yu. Pishchalnikov, W. Kreider, J. McAteer, J. Williams, I. Pishchalnikova, and M. Bailey.
Measurements of acoustic pulses in shock wave lithotripsy in the presence of cavitation. In
Proceedings of the 19th International Congress on Acoustics, Madrid, Spain, 2-7 September
2007. Paper NLA-02-005-IP.
[2] T. G. Leighton. The Acoustic Bubble. Academic, San Diego, 1994.
[3] A. Atchley and A. Prosperetti. The crevice model of bubble nucleation. J. Acoust. Soc. Am.,
86:1065–1084, 1987.
[4] L. A. Crum. Measurement of the growth of air bubbles by rectified diffusion.
J. Acoust. Soc. Am., 68:203–211, 1980.
[5] Yu. A. Pishchalnikov, O. A. Sapozhnikov, M. R. Bailey, J. C. Williams, Jr., R. O. Cleveland,
T. Colonius, L. A. Crum, A. P. Evan, and J. A. McAteer. Cavitation bubble cluster activity in
the breakage of kidney stones by lithotripter shockwaves. J. Endourol., 17:435–446, 2003.
[6] J. J. Rassweiler, G. G. Tailly, and C. Chaussy. Progress in lithotriptor technology. EAU
Update Series, 3:17–36, 2005.
[7] W. Eisenmenger. The mechanisms of stone fragmentation in extracorporeal shock wave
lithotripsy. Ultrasound Med. Biol., 27:683–693, 2001.
[8] N. Fischer, H. M. Mu¨ller, A. Gulham, M. Sohn, F. J. Deutz, H. Riibben, and W. Lutzeyer.
187
Cavitation effects: Possible cause of tissue injury during extracorporeal shock wave
lithotripsy. J. Endourol., 2:215–220, 1988.
[9] E. Harvey and A. Loomis. The destruction of luminous bacteria by high frequency sound
waves. J. Bacteriology, 17:373–376, 1928.
[10] E. Maisonhaute, C. Prado, P. White, and R. Compton. Surface acoustic cavitation understood
via nanosecond electrochemistry. Part III: Shear stress in ultrasonic cleaning. Ultrasonics
Sonochemistry, 9:297–303, 2002.
[11] S. Mitragotri. Healing sound: the use of ultrasound in drug delivery and other applications.
Nature, 4:255–259, 2005.
[12] C. Coussios and R. Roy. Applications of acoustics and cavitation to noninvasive therapy and
drug delivery. Annu. Rev. Fluid Mech., 40:395–420, 2008.
[13] G. N. Kuznetsov and I. E. Shchekin. Interaction of pulsating bubbles in a viscous liquid. Sov.
Phys. Acoust., 18:466–469, 1973.
[14] E. A. Zabolotskaya. Interaction of gas bubbles in a sound field. Sov. Phys. Acoust., 30:
365–368, 1984.
[15] A. Harkin, T. J. Kaper, and A. Nadim. Coupled pulsation and translation of two gas bubbles
in a liquid. J. Fluid Mech., 445:377–411, 2001.
[16] A. A. Doinikov. Translational motion of two interacting bubbles in a strong acoustic field.
Phys. Rev. E, 64:026301–1–026301–6, 2001.
[17] T. Barbat, N. Ashgriz, and C. Liu. Dynamics of two interacting bubbles in an acoustic field.
J. Fluid Mech., 389:137–168, 1999.
[18] Yu. A. Ilinskii and E. A. Zabolotskaya. Cooperative radiation and scattering of acoustic
waves by bubbles in liquid. J. Acoust. Soc. Am., 92:2837–2841, 1992.
188
[19] A. A. Doinikov. Mathematical model for collective bubble dynamics in strong ultrasound
fields. J. Acoust. Soc. Am., 116:821–827, 2004.
[20] M. F. Hamilton, Yu. A. Ilinskii, G. D. Meegan, and E. A. Zabolotskaya. Interaction of
bubbles in a cluster near a rigid surface. Acoust. Res. Lett. Online, 6:207–213, 2005.
[21] O. V. Voinov and A. M. Golovin. Lagrange equation for a system of bubbles of varying radii
in a liquid of small viscosity. Fluid Dynamics, 5:458–464, 1970.
[22] N. Wang and P. Smereka. Effective equations for sound and void wave propagation in bubbly
fluids. SIAM J. Appl. Math., 63:1849–1888, 2003.
[23] V. F. K. Bjerknes. Fields of Force. Columbia University Press, 1906.
[24] C. A. Bjerknes. Hydrodynamische Fernkrafte. Engelmann, Leipzig, 1915.
[25] Yu. A. Ilinskii, M. F. Hamilton, and E. A. Zabolotskaya. Bubble interaction dynamics in
Lagrangian and Hamiltonian mechanics. J. Acoust. Soc. Am., 121:786–795, 2007.
[26] A. A. Doinikov, R. Manasseh, and A. Ooi. Time delays in coupled multibubble systems.
J. Acoust. Soc. Am., 117:47–50, 2005.
[27] W. T. Coakley and W. L. Nyborg. Cavitation dynamics of gas bubbles. In F. J. Fry, editor,
Applications in Ultrasound: Its Applications in Medicine and Biology, pages 77–159, New
York, 1978. Elsevier.
[28] Y. Tomita, P. B. Robinson, R. P. Tong, and J. R. Blake. Growth and collapse of cavitation
bubbles near a curved rigid boundary. J. Fluid Mech., 466:259–283, 2002.
[29] J. R. Blake, B. B. Taib, G. Doherty, and Y. Tomita. Transient cavities near boundaries. part
1. rigid boundary. J. Fluid Mech., 170:479–497, 1986.
[30] J. R. Blake and D. C. Gibson. Cavitation bubbles near boundaries. Annual Rev. Fluid Mech.,
19:99–123, 1987.
189
[31] J. R. Blake, P. B. Robinson, A. Shima, and Y. Tomita. Interaction of two cavitation bubbles
with a rigid boundary. J. Fluid Mech., 255:707–721, 1993.
[32] M. S. Plesset and R. B. Chapman. Collapse of an initially spherical vapour cavity in the
neighbourhood of a solid boundary. J. Fluid Mech., 47:283–290, 1971.
[33] E. A. Brujan, G. S. Keen, A. Vogel, and J. R. Blake. The final stage of the collapse of a
cavitation bubble close to a rigid boundary. Phys. Fluids, 14:85–92, 2002.
[34] H. Miao and S. M. Gracewski. Response of an ultrasonically excited bubble near a fixed
rigid object. Acoust. Res. Lett. Online, 6:144–150, 2005.
[35] S. M. Gracewski, H. Miao, and D. Dalecki. Ultrasonic excitation of a bubble near a rigid or
deformable sphere: Implications for ultrasonically induced hemolysis. J. Acoust. Soc. Am.,
117:1440–1447, 2005.
[36] L. D. Landau and E. M. Lifshitz. Theory of Elasticity, chapter 1. Butterworth-Heinemann,
Oxford, 3rd edition, 1986.
[37] D. T. Blackstock. Fundamentals of Physical Acoustics, chapter 10. Wiley-Interscience,
2000.
[38] M. Abramowitz and I. A. Stegun, editors. Handbook of Mathematical Functions with For-
mulas, Graphs, and Mathematical Tables, chapter 9–10. Dover, New York, 1972.
[39] H. Lamb. Hydrodynamics, chapter 46 and 81. Dover, New York, 6th edition, 1993.
[40] A. Pierce. Acoustics, an Introduction to Its Physical Principles and Applications, chapter 9.
Acoust. Soc. Am., Woodbury, New York, 1989.
[41] Yu. A. Ilinskii, M. F. Hamilton, E. A. Zabolotskaya, and G. D. Meegan. Influence of com-
pressibility on bubble interaction. In A. A. Atchley, V. W. Sparrow, and R. M. Keolian,
editors, Proceedings of the 17th International Symposium on Nonlinear Acoustics, pages
303–310, New York, 2006. AIP.
190
[42] J. Magnaudet and D. Legendre. The viscous drag force on a spherical bubble with a time-
dependent radius. Phys. Fluids, 10:550–554, 1998.
[43] A. J. Reddy and A. J. Szeri. Coupled dynamics of translation and collapse of acoustically
driven microbubbles. J. Acoust. Soc. Am., 112:1346–1351, 2002.
[44] C. Herring. Theory of the pulsations of the gas bubble produced by an underwater explosion.
OSRD Report, 236, 1941.
[45] L. Trilling. The collapse and rebound of a gas bubble. J. Appl. Phys., 23:14, 1952.
[46] F. R. Gilmore. The growth or collapse of spherical bubble in a viscous compressible liquid.
1952.
[47] A. Prosperetti and A. Lezzi. Bubble dynamics in a compressible liquid. Part 1. First-order
theory. J. Fluid. Mech., 168:457–478, 1986.
[48] A. Lezzi and A. Prosperetti. Bubble dynamics in a compressible liquid. Part 2. Second-order
theory. J. Fluid. Mech., 185:289–321, 1987.
[49] A. Prosperetti. The equation of bubble dynamics in a compressible liquid. Phys. Fluid Mech.,
30:3626–3628, 1987.
[50] C. Church. A theoretical study of cavitation generated by an extracorporeal shock wave
lithotripter. J. Acoust. Soc. Am., 86:215–227, 1989.
[51] J. B. Keller and M. Miksis. Bubble oscillations of large amplitude. J. Acoust. Soc. Am., 68:
628–633, 1980.
[52] A. A. Doinikov. Equations of coupled radial and translational motions of a bubble in a
weakly compressible liquid. Phys. Fluids, 17:128101–1–128101–4, 2005.
[53] F. G. Leppington and H. Levine. The sound field of a pulsating sphere in unsteady rectilinear
motion. Proc. R. Soc. Lond. A, 412:199–221, 1987.
191
[54] H. N. Oguz and A. Prosperetti. A generalization of the impulse and virial theorems with an
application to bubble oscillations. J. Fluid Mech., 218:143–162, 1990.
[55] E. A. Zabolotskaya, Yu. A. Ilinskii, G. D. Meegan, and M. F. Hamilton. Modifications of
the equation for gas bubble dynamics in a soft elastic medium. J. Acoust. Soc. Am., 118:
2173–2181, 2005.
[56] M. Arora, C.D. Ohl, and D. Lohse. Effect of nuclei concentration on cavitation cluster
dynamics. J. Acoust. Soc. Am., 121:3432–3436, 2007.
[57] A. L. Longhorn. The unsteady, subsonic motion of a sphere in a compressible inviscid fluid.
Quart. J. Mech. Appl. Math, V1:64–81, 1952.
[58] A. E. H. Love. Some illustrations of modes of decay of vibratory motions.
Proc. Lond. Math. Soc., s2-2(1):88–113, 1904.
[59] G. I. Taylor. Collected Works, volume 33, chapter The motion of a body in water when
subjected to a sudden impulse, pages 306–308. 1942.
[60] L. D. Landau and E. M. Lifshitz. Fluid Mechanics. Butterworth-Heinemann, Oxford, 2nd
edition, 1986.
192
Vita
Todd Allen Hay was born in Lancaster, Pennsylvania on May 23, 1979, the son of John and
Kathleen Hay. He graduated from the Pennsylvania State University with a Bachelor of Science
degree in Electrical Engineering in 2002 before moving to Austria for a year to work at the Institut
fu¨r Wiener Klangstil in Vienna as a United States Fulbright Grantee. In Austria his work focused
on the acoustics of violins and, as a result, he decided to study acoustics at the University of Texas
at Austin. In the summer of 2008 he will return to Europe with a postdoctoral appointment at the
University of Twente in the Netherlands as the 2008-09 Frederick V. Hunt Postdoctoral Research
Fellow of the Acoustical Society of America. At the University of Twente he plans to perform
experiments on bubble dynamics. In his spare time he bikes, plays music and dances.
Permanent Address: 34 Country Lane
Landisville, PA 17538
This dissertation was typeset with LATEX 2ε1 by the author.
1LATEX 2ε is an extension of LATEX. LATEX is a collection of macros for TEX. TEX is a trademark of the American
Mathematical Society. The macros used in formatting this dissertation were written by Dinesh Das, Department of
Computer Sciences, The University of Texas at Austin, and extended by Bert Kay, James A. Bednar, and Ayman
El-Khashab.
193
