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Abstract
The nullity of a graph is the multiplicity of the eigenvalue zero in its spectrum. In this
paper, we obtain the nullity set of n-vertex unicyclic graphs, and characterize the unicyclic
graphs with extremal nullity.
© 2005 Elsevier Inc. All rights reserved.
AMS classification: 05C50
Keywords: Eigenvalues (of graphs); Nullity; Unicyclic graph
1. Introduction
Let G be a simple undirected graph with vertex set V and edge set E. The number
of vertices of G is denoted by ν(G). For any v ∈ V , denote by d(v) and N(v) the
degree and neighborhood of v, respectively. Let W ⊆ V . Then the subgraph induced
by W is the subgraph of G obtained by taking the vertices in W and joining those
pairs of vertices inW which are joined inG. We writeG− {v1, . . . , vk} for the graph
obtained from G by removing the vertices v1, . . . , vk and all edges incident to any
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of them. The disjoint union of two graphs G1 and G2 is denoted by G1 ∪G2. The
disjoint union of k copies of G is often written kG. The null graph of order n is the
graph with n vertices and no edges. As usual, the complete graph, cycle and star of
order n are denoted by Kn, Cn, and Sn, respectively. An isolated vertex is sometimes
denoted by K1.
The adjacency matrix A(G) of graph G of order n, having vertex set V (G) =
{v1, v2, . . . , vn} is the n× n symmetric matrix [aij ], such that aij = 1 if vi and vj
are adjacent and 0, otherwise. A graph is said to be singular (nonsigular) if its adja-
cency matrix A is a singular (nonsigular) matrix. The eigenvalues λ1, λ2, . . . , λn
of A(G) are said to be the eigenvalues of the graph G, and to form the spectrum
of this graph. The number of zero eigenvalues in the spectrum of the graph G is
called its nullity and is denoted by η(G). Let r(A(G)) be the rank of A(G). Clearly,
η(G) = n− r(A(G)). The following result is clear.
Proposition 1.1. Let G be a graph on n vertices. Then η(G) = n if and only if G is
a null graph.
Proposition 1.2. Let G = G1 ∪G2 ∪ · · · ∪Gt, where G1,G2, . . . ,Gt are con-
nected components of G. Then
η(G) =
t∑
i=1
η(Gi).
In [1], Collatz and Sinogowitz first posed the problem of characterizing all graphs
which satisfy η(G) > 0. This question is of great interest in chemistry, because,
as has been shown in [2], for a bipartite graph G (corresponding to an alternant
hydrocarbon), if η(G) > 0, then it indicates that the molecule which such a graph
represents is unstable. The nullity of a graph is also important in mathematics, since it
is related to the singularity ofA(G). The problem has not yet been solved completely.
Some results on trees and bipartite graphs are known (see [2,3]). More recent results
can be found in [4–10].
For trees the following theorem gives a concise formula:
Theorem 1.1 [3]. If T is an n-vertex tree and m is the size of its maximal matchings,
then its nullity is equal to
η(T ) = n− 2m. (1)
If a tree contains a perfect matching, we call it a PM-tree for convenience. In fact,
Theorem 1.1 implies the following corollary.
Corollary 1.1. Let T be an n-vertex tree. The nullity η(T ) of T is zero if and only if
T is a PM-tree.
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Let Gn be the set of all n-vertex graphs, and let [0, n] = {0, 1, 2, . . . , n}. A subset
N of [0, n] is said to be the nullity set of Gn provided that for any k ∈ N , there exists
at least one graph G ∈ Gn such that η(G) = k.
A unicyclic graph is a simple connected graph with equal number of vertices and
edges. Obviously, a unicyclic graph contains a unique cycle. Denote by Un the set
of all n-vertex unicyclic graphs.
In Section 2, we characterize the nullity set of Un. In Section 3, we give some
other bounds of the nullity of unicyclic graphs. In Section 4, we characterize the
unicyclic graphs with minimal and maximal nullity.
2. The nullity set of Un
First, we introduce some results which we use later.
Lemma 2.1 [3]. A path with four vertices of valency 2 in a graph G can be replaced
by an edge (see Fig. 1) without changing the value of η(G).
By using Lemma 2.1, after a finite number of steps, we can get the following
corollary.
Corollary 2.1. If n ≡ 0 (mod 4), then η(Cn) = 2; otherwise, η(Cn) = 0.
Equivalently,
Corollary 2.2. If n ≡ 0 (mod 4), then r(A(Cn)) = n− 2; otherwise, r(A(Cn)) =
n.
For convenience, from now on, we call a cycle Cn with n /= 0 (mod 4) the first
kind of cycle, and a cycle Cn with n ≡ 0 (mod 4) the second kind of cycle, respec-
tively.
Lemma 2.2 [3]. For a graph G containing a vertex of degree 1, if the induced sub-
graph H (of G) is obtained by deleting this vertex together with the vertex adjacent
to it, then the relation η(H) = η(G) holds.
Lemma 2.3. For any U ∈ Un (n  5), η(U)  n− 4.
Fig. 1.
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Fig. 2.
Proof. Let the length of the cycle in U be l and let the cycle be denoted by Cl .
Case 1. l = 3 or 4.
Since n  5, there must exist one of the following graphs (shown in Fig. 2) as a
vertex-induced subgraph of U .
So the adjacency matrix A(U) contains one of the following matrices as a princi-
ple submatrix.
M =


0 1 1 0
1 0 1 0
1 1 0 1
0 0 1 0

 M =


0 1 0 1 0
1 0 1 0 0
0 1 0 1 0
1 0 1 0 1
0 0 0 1 0


In each case, r(M) = 4. Hence r(A(U))  r(M) = 4 andη(U) = n− r(A(U)) 
n− 4.
Case 2. 5  l  n.
Since Cl is a vertex-induced subgraph of U , A(U) contains A(Cl) as a princi-
ple submatrix. From Corollary 2.2, r(A(U))  r(A(Cl))  4. Hence η(U)  n−
4. 
Theorem 2.1. The nullity set of Un (n  5) is [0, n− 4].
Proof. By Lemma 2.3, we only need to show that for each k ∈ [0, n− 4], there exist
a unicyclic graph U ∈ Un such that η(U) = k.
Case 1. k = 0.
If n ≡ 0 (mod 4), then the graph U obtained by joining an isolated vertex to a
vertex of Cn−1 satisfies η(U) = 0. If n /= 0 (mod 4), then U = Cn.
Case 2. 1  k  n− 4.
If n /= k (mod 2), then let U = U1 (Fig. 3). Using Lemma 2.2, after n−k−32 steps,
we get C3 ∪ kK1. Hence η(U) = η(C3 ∪ kK1) = k. If n ≡ k (mod 2), then let U =
Fig. 3. n /= k (mod 2).
216 T. Xuezhong, B. Liu / Linear Algebra and its Applications 408 (2005) 212–220
Fig. 4. n ≡ k (mod 2).
U2 (Fig. 4). Using Lemma 2.2, after n−k−22 steps, we get C4 ∪ (k − 2)K1. Hence
η(U) = η(C4 ∪ (k − 2)K1) = k − 2 + 2 = k. 
3. Other bounds of η(U)
A vertex-induced subgraph H of a graph G is called a pendant star of order k if
H = Sk (k  3) and all pendant vertices of H are also pendant vertices in G. Let
t be the number of pendant stars in graph G. An induced cycle of length l in G
is a vertex-induced cycle. Using these concepts we can obtain some more general
results as the following theorems shows. We give improved bounds of the nullity of
unicyclic graphs as a corollary of these theorems.
Theorem 3.1. If a graph G contains an induced cycle of length l, then
η(G) 
{
n− l, l /= 0 (mod 4);
n− l + 2, l ≡ 0 (mod 4).
Proof. Similar to Lemma 2.3. 
Theorem 3.2. If a graph G contains t pendant stars, and the sum of vertices of all
pendant stars is k, then
η(G)  k − 2t.
Proof. Let the t pendant stars be Sk1 , Sk2 , . . . , Skt , where
∑t
i=1 ki = k. Using
Lemma 2.2, each time delete a pendant vertex together with its neighbour in each
pendant star. After t steps, we get
∑t
i=1(ki − 2) = k − 2t isolated vertices, which
contribute k − 2t to η(G). Hence η(G)  k − 2t. 
Corollary 3.1. If a graph G contains a pendant star Sk, k  3, then η(G) > 0.
Corollary 3.2. Let U ∈ Un with cycle length l contains t pendant stars. If the sum
of vertices of all pendant stars is k, then
k − 2t  η(U) 
{
min{n− 4, n− l}, l /= 0 (mod 4);
min{n− 4, n− l + 2}, l ≡ 0 (mod 4).
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Example. For the graph G in Fig. 5, by Theorems 3.1 and 3.2, 2  η(G)  4. By
Lemma 2.2, η(G) = 3.
4. The unicyclic graph with extremal nullity
In this section, we consider the unicyclic graphs with extremal nullity, i.e., the
unicyclic graphs satisfying η(U) = 0 or η(U) = n− 4.
We call U an elementary unicyclic graph if
(a) U is the first kind of cycle, or
(b) let t be an integer satisfying 0 < t  l, and l ≡ t (mod 2). U is obtained from
Cl and tK1 by the rule: First select t vertices from Cl such that there are an
even number (which may be 0) of vertices between any two consecutive such
vertices. Then join an edge from each of the t vertices chosen in Cl to an
isolated vertex.
The elementary unicyclic graphs with cycle length 5 are shown in Fig. 6.
Theorem 4.1. If U is an elementary unicyclic graph, or a graph obtained by joining
a vertex of PM-trees with an arbitrary vertex of an elementary unicyclic graph, then
U is a nonsingular unicyclic graph.
Proof. If U is an elementary unicyclic graph in (a), then U = Cn, n /= 4k, k ∈ Z+.
From Corollary 2.2, U is a nonsingular unicyclic graph. If U is an elementary unicy-
clic graph as in (b), then deleting the t pendant vertices together with their neighbours
one by one, we get a set of separate paths of even order or an empty graph. By
Lemma 2.2 and Theorem 1.1, η(U) = 0. Hence U is a nonsingular unicyclic graph.
Next, we assume that U is a graph obtained by joining a vertex of one PM-tree
with an arbitrary vertex of an elementary unicyclic graph. Let the size of the perfect
matching in the PM-tree be m. We proceed by induction on m.
If m = 1, the PM-tree is K2. The result is clear. Assume the result holds for any
positive integer less than m. We shall prove that it is still true for m.
Let M be a perfect matching in the PM-tree. Choose a pendant edge uv ∈ M . Let
d(u) = 1. Delete u and v. Then U is split into U1 and some PM-trees, where U1 is
the elementary unicyclic graph in U joined with a PM-tree in which the size of its
perfect matching is less than m. Then by the induction assumption and Theorem 1.1,
G
Fig. 5.
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Fig. 6.
U is a nonsingular unicyclic graph. If U contains more than one PM-tree, the result
remains true by induction on the number of the PM-trees. 
Remark. Let NS(U) and U1 be the set of nonsingular unicyclic graph on n ver-
tices and the set of unicyclic graph which satisfies the condition in Theorem 4.1,
respectively. Clearly, U1 ⊆ NS(U). However, whether U1 = NS(U) or not is an
open problem.
Use the method in the proof of Theorem 4.1, we can obtain a more general result.
Theorem 4.2. Let G be a graph obtained by joining a vertex of graph H with an
edge to a vertex of a PM-tree. then
η(G) = η(H).
For the unicyclic graph with maximal nullity, we have
Theorem 4.3. Let U ∈ Un (n  5). Then η(U) = n− 4 if and only if
U ∼= U∗1 or U ∼= U∗2 or U ∼= U∗3 ,
where U∗1 , U∗2 and U∗3 are shown in Fig. 7.
Proof. ⇐ If U ∼= U∗i (i = 1, 2, 3), it is easy to check that η(U) = n− 4.
Fig. 7.
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⇒ Assume that η(U) = n− 4. By Corollary 2.1, U /= Cn. Hence we can find
a pendant vertex, say x, in U . Let N(x) = y. Delete x, y from U , let the resul-
tant graph be G1 = G11 ∪G12 ∪ · · · ∪G1t , where G11,G12, . . . ,G1t are connected
components of G1. Some of these components may be trivial, i.e. K1. But not all
components are trivial, otherwise, adding x, y to G1 gives a star, a contradiction.
In fact, there is a unique nontrivial component in G1. Otherwise, we can nec-
essarily find a pendant vertex v in one of these nontrivial components. Delete this
pendant vertex together with its neighbour, denoted by w. Then U − {x, y, v,w}
has order n− 4. On the other hand, by Lemma 2.2, η(U − {x, y, v,w}) = η(U) =
n− 4. Hence U − {x, y, v,w} is a null graph (n− 4)K1. But this is impossible,
because if you delete two vertices in one component of G1, you cannot remove the
edges in other components.
Without loss of generality, assume that G11 is nontrivial. Let ν(G11) = n1, then
G1 = G11 ∪ (n− n1 − 2)K1.
Case 1. The minimum degree of G11 is 1.
Let v be a pendant vertex of G11, and N(v) = w. Delete v,w from G11, let the
resultant graph be G21. Write G2 = G21 ∪ (n− n1 − 2)K1. From Lemma 2.2, we
have η(G2) = η(G1) = η(U) = n− 4. On the other hand, ν(G2) = n− 4. By Prop-
osition 1.1, G2 is the null graph. Hence G21 = (n1 − 2)K1. In order to recover G11,
return v,w to G21; then G11 must be a star Sn1 and G1 = Sn1 ∪ (n− n1 − 2)K1.
Finally to add x, y to G1, we need to insert edges from y to each of n− n1 − 2
isolated vertices of G1. This gives another star Sn2(n2 = n− n1). In order to assure
that there is a cycle in U , two edges must be added from the center of Sn2 to G1. If
we select the centre and a pendant vertex in Sn1 as two ends of these two edges, then
U ∼= U∗1 ; if both ends chosen in Sn1 are pendant vertices, then U ∼= U∗2 .
Case 2. The minimum degree of G11 is equal or greater than 2 .
Since the minimum degree of G11 is equal or greater than 2 and U is a unicyclic
graph, then G11 is a cycle. Let the length of this cycle be l. From Lemma 2.2 and
Theorem 3.1,
n− 4 = η(U) = η(G1) 
{
n− 2 − l, l /= 0 (mod 4);
n− l, l ≡ 0 (mod 4).
If l /= 0 (mod 4), then n− l − 2  n− 4, i.e. l  2, which is impossible.
If l ≡ 0 (mod 4), then n− l  n− 4, i.e. l  4. Hence l = 4. In this case, G1 =
C4 ∪ (n− 6)K1. Now recover x, y to G1, we get U ∼= U∗3 . 
Remark. In U∗1 and U∗2 , one of n1 and n2 might be equal 1, but the other must be
equal or greater than 2.
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