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Principles of efﬁcient coding suggest that the peripheral units of any sensory processing system are
designed for efﬁcient coding. The function of the lateral geniculate nucleus (LGN) as an early stage in
the visual system is not well understood. Some ﬁndings indicate that similar to the retina that decorre-
lates input signals spatially, the LGN tends to perform a temporal decorrelation. There is evidence sug-
gesting that corticogeniculate connections may account for this decorrelation in the LGN. In this study,
we propose a computational model based on biological evidence reported by Wang et al. (2006), who
demonstrated that the inﬂuence pattern of V1 feedback is phase-reversed. The output of our model
shows how corticogeniculate connections decorrelate LGN responses and make an efﬁcient representa-
tion. We evaluated our model using criteria that have previously been tested on LGN neurons through
cell recording experiments, including sparseness, entropy, power spectra, and information transfer. We
also considered the role of the LGN in higher-order visual object processing, comparing the categorization
performance of human subjects with a cortical object recognition model in the presence and absence of
our LGN input-stage model. Our results show that the newmodel that considers the role of the LGN, more
closely follows the categorization performance of human subjects.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
The lateral geniculate nucleus (LGN) is the major thalamic
nucleus that begins the processing of the visual information
received from the retina. The LGN is located between the retina
and the V1 area in the visual pathway. Each LGN neuron connects
to one or two retinal ganglion cells that have overlapping receptive
ﬁelds (Cleland, Dubin, & Levick, 1971; Usrey, Reppas, & Reid, 1999),
from which it establishes its concentric center-surround receptive
ﬁeld. The main role that the LGN plays as an early stage of the
visual processing pathway is not yet fully understood. However,
many studies have been done, using visual tasks that modulate
LGN responses (e.g. eye movements, contrast gain control and
directed attention) to better understand the role of LGN (Kastner,
Schneider, & Wunderlich, 2006; O’Connor et al., 2002; Reppas,
Usrey, & Reid, 2002; Schneider & Kastner, 2009). Efﬁcient codinghas been suggested as one of the main LGN functionalities (Dong
& Atick, 1995).
Studies suggest that the early stages of each sensory system
(such as the LGN in the visual system) is designed to reduce the
redundancy of input signals to make the processing more efﬁcient
(Atick & Redlich, 1990, 1992; Attneave, 1954; Linsker, 1989). Dong
and Atick proposed that the LGN makes an efﬁcient representation
of input information by temporal decorrelation (Dong & Atick,
1995). Some neurophysiological studies (Babadi et al., 2010; Casti
et al., 2008; Dan, Atick, & Reid, 1996; Kaplan & Shapley, 1982;
Levine & Troy, 1986) have found that LGN output ﬁring rates are
substantially lower than the ﬁring rates of retinal inputs, with
the further suggestion that any model of LGN should account for
this fact. Since the percent decrease in the amount of information
in LGN spike train is smaller than the percent decrease in the ﬁring
rate, each LGN spike contains more information than each retinal
spike (Sincich, Horton, & Sharpee, 2009). This can be referred to
as sparse representation.
We can think of efﬁcient coding in two ways: the ﬁrst approach
is similar to several mechanisms that may facilitate sensory
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of the input signal through the tuning and response properties of
its lagged and non-lagged cells (Dong & Atick, 1995). Dong and
Atick (1995) were able to predict temporal response properties of
the LGN neurons by assuming that the LGN performs temporal dec-
orrelation. This concept of efﬁciency is independent of the meaning
of the visual scene; it can occur at the very ﬁrst levels of processing
without requiring feedback information from higher levels of
visual cortical areas (Dan, Atick, & Reid, 1996). In the second
approach, the strategy is to amplify important signals (e.g., variable
signals) and suppress unimportant signals (e.g., invariable signals).
It has been shown the ﬁring of LGN neurons increase in response to
moving parts of an stimulus; Fig. 3 in Lesica and Stanley (2004).
Andolina et al. (2007) compared responses of LGN neurons with
and without feedback connections from higher visual cortical areas
while a drifting grating stimulus was presented. Their results show
that, the mean/median responses for the with-feedback cell group
were lower (13.0/10.4 spikes per second) than those for the with-
out-feedback group (19.1/17.8 spikes per second) (Andolina et al.,
2007). This further emphasizes on the role of feedback in LGN
functions.
Feedback projections from V1 comprise approximately 30% of
the LGN modulatory inputs, which is a higher percentage than that
of retinogeniculate afferents (Erisir, Van Horn, & Sherman, 1997;
Sherman & Guillery, 2002). However, the role of this pathway in
regulating the sensory information of the LGN neurons is not yet
clear (Briggs & Usrey, 2008, 2011; Erisir, Van Horn, & Sherman,
1997; McClurkin, Optican, & Richmond, 1994). Briggs and Usrey
considered two prominent roles for corticogeniculate feedback
(Briggs & Usrey, 2008): (1) sharpening of the spatial receptive
ﬁelds of the LGN neurons and (2) enhancing the transmission of
the signals relayed through the LGN. Corticothalamic feedback
enhances the stimulus response precision in the visual system,
suggesting that the response of LGN cells is temporally sharp only
in the presence of feedback (Andolina et al., 2007). In this study, by
modeling the role of corticogeniculate feedback, we further explore
the above-mentioned roles for the LGN using statistical measure-
ments, such as sparseness and entropy of the model output.
Our study is inspired by Wang et al. (2006), who showed that
the inﬂuence of the pattern of cortical feedback on LGN neurons
is phase reversed (Fig. 1). The effects of a phase-reversed inﬂuenceFig. 1. Reverse-pattern effect of corticogeniculate feedback. While an on-center cell in
excites the LGN off-center cells and inhibits the LGN on-center cells in its receptive ﬁeld –
effect.of corticothalamic feedback has been shown in the results of a
computational study by Jehee and Ballard (2009). They have devel-
oped a model of LGN-V1 connectivity that encodes an image using
predictive feedforward–feedback interactions between LGN and
V1. The model captures several characteristics of LGN responses
including biphasic responses and also a phase-reversed pattern of
inﬂuence of feedback from V1 to the LGN (Jehee & Ballard, 2009).
Here, we also propose a computational model for the corticotha-
lamic connections and we further explore some of the conse-
quences of this model of temporal decorrelation in the LGN. We
show that the temporal decorrelation discussed in Dong and
Atick (1995) can be formed in LGN neurons by taking advantage
of these feedback connections. Furthermore, we also consider the
role of LGN in higher-level visual object processing. We show that
the proposed LGN model – if added to a cortex-like object-vision
model – improves the object recognition performance.
To evaluate our model, we investigated whether it can explain
biological ﬁndings observed in LGN responses: First, we used
power spectrum and autocorrelation functions to show that the
output of our model is temporally decorrelated in response to a
sequence of natural images, similar to LGN output (Atick &
Redlich, 1990; Dan, Atick, & Reid, 1996; Dong & Atick, 1995). Sec-
ond, we used entropy and sparseness as additional criteria for efﬁ-
cient coding (Wiltschut & Hamker, 2009) to compare this study
with some previously studied characteristics of LGN neurons
(Andolina et al., 2007; Casti et al., 2008; Uglesich et al., 2009).
Third, in our model, similar to real LGN responses, corticothalamic
feedback has an effective role in forming LGN responses (Andolina
et al., 2007; Briggs & Usrey, 2008).
To investigate the effect of corticothalamic feedback in object
recognition, we compared human visual psychophysical data to
predictions of the cortex-like object recognition model with our
proposed LGN model added as its early processing stage. Sillito
et al. (1994) has already proposed that corticothalamic feedback
enhances feature detection; this can be helpful for object recogni-
tion as well. We introduced a demanding object recognition task
by making a new dataset that was collected from documentary
movies. We used our model as the input stage of a biologically-
motivated object recognition model called HMAX. This approach
allowed us to simulate the effect of our LGN model on higher-level
object-vision processing; alternatively, our model can simply bethe LGN excites an on-center simple cell in V1, feedback from that V1 simple cell
the same happens for off-center simple cells – and this is called the reverse-pattern
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Ghodrati et al. (2012), Rajaei et al. (2012), and Riesenhuber and
Poggio (1999). To compare the model and human performance in
this object recognition task, we designed a psychophysical experi-
ment in which human subjects performed a rapid animal vs. non-
animal categorization task. Subjects were instructed to recognize a
camouﬂaged animal in a natural scene. The results indicate that
the proposed model follows the pattern of human categorization
performance in this categorization task.
2. Materials and methods
2.1. Model mechanism and biological evidence
The receptive ﬁeld of a V1 simple cell is constructed by the con-
vergence of inputs from lateral geniculate cells (Hubel & Wiesel,
1962; Priebe & Ferster, 2012; Reid & Alonso, 1995). In addition,
feedback connections link simple cells in V1 layer 6 to the LGN
neurons that are in their receptive ﬁeld (Wang et al., 2006). In con-
trast with the phase-direct pattern of inﬂuence in the feedforward
pathway from the LGN to V1, in which V1 on-center cells are
excited by on-center cells in the LGN (Hubel & Wiesel, 1962), the
feedback pathway from layer 6 of V1 has a phase-reversed pattern
of inﬂuence, in which the ON center geniculate cells are inhibited
by the on-center cells of layer 6 of V1 (Wang et al., 2006). Fig. 1
illustrates the concept of the phase-reversed pattern. This ﬁgure
demonstrates that a feedback connection from a V1 on-center cell
inhibits on-center geniculate cells and excites off-center cells in its
receptive ﬁeld. The receptive ﬁeld of V1 simple cells can be mod-
eled by a two-dimensional Gabor function. Lee demonstrated that
an image can be represented and easily reconstructed as a linear
superposition of the receptive ﬁeld structure of the simple cells
weighted by their ﬁring rate (Lee, 1996). From the perspective of
predictive coding (Huang & Rao, 2011), corticogeniculate connec-
tions transmit a reconstruction of the input image from this set
of Gabor ﬁlters (Deco & Schuermann, 2001). Here, we also assumed
that the feedback is responsible for the reconstruction task. Our
LGN model response is obtained by the effect of corticogeniculate
information on retinal inputs to the LGN. Retinal afferents relay
information about the current state of the presented stimulus,
whereas V1 feedback carries information about the preceding
states of the stimulus.
A model that comprises three components was considered in
this study: an LGN layer, a simple S layer corresponding to simple
cells, and corticothalamic feedback from V1 to LGN. The LGN layer
performs a simple integration over its retinal and feedback inputs,
and then a simple normalization operator normalizes the output
between 0 and 1 (Eq. (1)). It should be noted that we considered
the original gray-level image to be the retinal input of the LGN;
thus, each pixel in the input image corresponds to a retinal afferent
to the LGN. The simple cell S layer combines its inputs according to
a Gabor function (Gabor, 1946). The parameters of the Gabor func-
tion were set up to match the tuning properties of simple cells in
V1 (Serre et al., 2007).
Corticogeniculate feedback (CG) units map the S unit output to
the LGNunit. Information from theprevious frameof an inputmovie
is obtained from the S unit output in the CG unit. Then, a reverse
operator inverts the reconstructed image. Thus, the CGunit prepares
the inverse formof theprevious retinal input image (Eq. (2)). In other
words, by reconstruction, the model predicts the next frame of the
input that is expected to be seen based on the preceding frames;
and by reversing this effect, it calculates the error of this prediction.
LGNðtÞ ¼ NðCGðSðLGNðt  1ÞÞÞÞ þ RðtÞ ð1Þ
CG ¼ 1 RECðSÞ ð2Þwhere R is the retinal image, S stands for the simple unit output, N
performs the normalization, CG indicates the corticogeniculate unit
function and REC is a function that reconstructs an image from its
Gabor ﬁlters (using the methods described in Lee) (Lee, 1996).
Finally, the output of the CG unit will be the reverse form of the pre-
vious image that was seen by the retina. If we assume that gray lev-
els above 0.5 are simulated representations of the activities of the
on-center cells and that gray levels below 0.5 are simulated repre-
sentations of the activities of the off-center cells, then by using Eq.
(2), the gray levels above 0.5 are changed to a value of less than 0.5
and the gray levels below 0.5 are changed to a value of more than
0.5. In this way, the model implements the reverse-pattern effect
of the on-center and off-center cells in V1 to the off-center and
on-center cells in the LGN, respectively (see, Wang et al., 2006, for
more details about the reverse-pattern effect of corticogeniculate
feedback). For example, a gray level value of 0.8 in the recon-
structed image, which corresponds to an on-center cell with a 0.3
activity level above the baseline, is changed to 0.2 in the output
of the corticogeniculate unit, which corresponds to a 0.3 activity
below the baseline of an on-center cell (or an off-center cell with
a 0.3 activity above the baseline). Thus, excitation in an on- (or
off-) center cell of a CG unit inhibits an on- (or off-) center cell in
the LGN unit. The corticogeniculate unit changes the activity pat-
tern of the on- and off-center cells. The next frame enters the LGN
while the CG unit output is performing its calculations.
2.2. Model dynamics
When a stimulus is exposed at the input of the model as the ﬁrst
frame, the whole image will be represented at the output of the
LGN unit without any changes, and then the S unit responses are
calculated. Then, the next frame reaches the LGN; each LGN unit
neuron (pixel) receives its current frame pattern from the retina
and receives the reversed pattern of the previous frame from the
CG unit. Therefore, each LGN neuron, whose pattern in the previ-
ous frame is the same as the current frame, will be suppressed
by feedback from the CG unit; otherwise, if the current frame pat-
tern of the neuron is different from the preceding frame, then feed-
back does not suppress the neuron in the LGN. As a result, the parts
of the current frame that are matched with the preceding frame
will be suppressed, and the parts that are different will become
salient and will be sent to higher layers. Fig. 2 illustrates a sche-
matic view of our model.
2.3. Data analysis methods
Temporally efﬁcient coding has been theoretically and experi-
mentally suggested to be an important characteristic of LGN coding
(Dan, Atick, & Reid, 1996; Dong & Atick, 1995). Autocorrelation,
power spectrum, entropy and sparseness have been introduced
as measures of efﬁcient coding (Wiltschut & Hamker, 2009). To
evaluate our model, we compared the responses of our model, in
terms of temporally efﬁcient coding, with the LGN neural
responses. We used our second dataset to investigate this charac-
teristic of the LGN cells.
2.3.1. Correlation and power spectrum
In natural images, pixels are spatially highly correlated
(Ruderman & Bialek, 1994). In addition, in sequences of natural
images, pixel values of each frame have signiﬁcant correlation with
the pixel values in the subsequent frames (Dong & Atick, 1995;
Hyvärinen, Hurri, & Hoyer, 2009). Thus, the pixels are both tempo-
rally and spatially highly correlated. In other words, in natural
movies, successive frames usually have a low amount of variation
over time, and rapid changes are rare. In contrast to the character-
istics of natural movies, the autocorrelation of LGN responses to
Fig. 2. Schematic of the proposed LGN model. The blue circle shows a stationary part of the input image that is a part in which pixels remain the same in the second frame.
The red circle shows a non-stationary part of the input image, in which pixels have changed in the second frame. (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)
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zero, corresponding to a white noise signal in the frequency
domain (Dan, Atick, & Reid, 1996).
The autocorrelation function of a signal describes the correla-
tion between the values of the signal at different times. If xn is
the signal, then Rxx, which is the autocorrelation of xn, can be calcu-
lated as follows:
RxxðjÞ ¼
X
n
xnxnj ð3Þ
Another property of natural movies is the presence of a
descending temporal power spectrum; the power spectrum is the
Fourier transform of the autocorrelation function, which is the
square of the absolute value of the signal Fourier transform
(Hyvärinen, Hurri, & Hoyer, 2009):
PðwÞ ¼ jFðwÞj2 ð4Þ
where F(w) is the Fourier transform of the pixel values in different
frames of a movie. Fig. 5A demonstrates the average temporal
power spectrum of the pixel values over 200 sequential frames of
a sample natural movie.
Conceptually, a ﬂat temporal (spatial) power spectrum indi-
cates that the pixels are temporally (spatially) decorrelated, as in
white noise (Dan, Atick, & Reid, 1996). Dong and Atick (1995) pro-
posed that, as the retina decorrelates the input image spatially, the
LGN would decorrelate its input signal temporally. Based on this
hypothesis, these authors could predict the temporal receptive
ﬁeld of the LGN neurons. This predicted temporal properties are
quantitatively comparable with physiological observations (Saul
& Humphrey, 1990). The participation of the LGN in the temporal
decorrelation was conﬁrmed in a cell recording study (Dan, Atick,
& Reid, 1996).
2.3.2. Information transfer
Although LGN cells respond typically to less than half of the
spikes that they receive from the retina (Carandini, Horton, &
Sincich, 2007; Casti et al., 2008; Kaplan & Shapley, 1984), more
than half of the retinal information is preserved in the LGN output
spikes. As a result, the spikes of the retina that are removed by theLGN carry less information than those that evoke an LGN spike
(Sincich, Horton, & Sharpee, 2009); thus, it appears that each
LGN spike is much more informative than the retinal spikes
(Uglesich et al., 2009). To compare the input and the output infor-
mation content of each LGN-simulated cell through a unit of time,
we calculated the temporal entropy using the following formula:
E ¼ RipðxiÞ log 2ðpðxiÞÞ ð5Þ
Here, xi represents all of the different possible responses of the neu-
rons that are stimulated by one frame, which correspond to differ-
ent values of luminance in our model. Neural responses of the LGN
model are in the range of 0–255 corresponding to 256 different grey
levels of the input image. The variable p(xi) is the number of
responses xi divided by the number of frames. Assuming m frames
of N  N images, for each pixel position – e.g. (n1, n2), where n1,
n2 ( N-histogram of grey levels are made over the m frames The
histogram shows how many times each grey value is repeated dur-
ing the movie (i.e.m frames) in the pixel position (n1, n2). Here each
pixel corresponds to a cell in the LGN model, and the same proce-
dure (i.e. Eq. (5)) is used to calculate the temporal entropy for each
cell.
For each frame, we also compare the amount of information
contained in the input and output of all of the simulated LGN cells.
In this respect, the input signal is an image that we assume is car-
ried by the retinal afferents to the LGN; the computed output is the
same image except that the moving parts have become salient and
the other parts are inhibited (using the reversed-pattern mecha-
nism of corticothalamic feedback).
2.3.3. Sparseness
The concept of sparse coding denotes a neural representation in
which the number of active cells in response to a stimulus is
decreased sufﬁciently to allow only redundant information to be
lost (Field, 1994). In other words, only a few cells, out of a large
population, are effectively used to represent the input signal.
Hoyer introduced a sparseness measure of a cell population
(Hoyer, 2004). We used this measurement to investigate whether
the response of each LGN neuron is more distributed (sparser) than
the response of retinal ganglion cells over a period of time. Eq. (6)
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in the model.
sðriÞ ¼
ﬃﬃﬃﬃﬃ
nf
p
 Rt jrit jﬃﬃﬃﬃﬃﬃﬃ
Rt r2it
p
ﬃﬃﬃﬃﬃ
nf
p
 1 ð6Þ
where s(ri) represents the temporal sparseness of the ith neural
response, rit is the response of the ith neuron in the frame in time
t and nf refers to the number of frames. Thus, the temporal sparse-
ness of a neuron would be 1 if the neuron responds to only one
frame, and it would be 0 if it responds to all of the frames equally.
s(r) is one if and only if r contains a non-zero element and is zero if
the neuron responds equally all the time.
2.4. A temporal object recognition task
2.4.1. Stimuli
2.4.1.1. Dataset A. We collected a speciﬁc dataset from a set of nat-
ural documentary movies freely available from the internet. In
each movie, we looked for three consecutive frames in which the
camera was ﬁxed and a camouﬂaged object (an animal or non-ani-
mal) was moving. Small movements of an object in consecutive
frames help in ﬁnding the position of the camouﬂaged object,
which facilitates categorization. The dataset comprised 240 animal
and 240 non-animal images, in which each of the three images
were sequential frames. We chose a variety of both animals and
non-animal images. For example, moving objects in non-animal
frames included categories such as stones, leaves, waterfalls and
rivers. Animal frames contained categories such as mammals,
insects, ﬁshes, reptiles and birds. The collected frames were gray-
scaled and resized to 256  256 pixels (Fig. 5).
2.4.1.2. Dataset B. To investigate the statistics of the model output,
such as the power spectrum, correlation, entropy and sparseness,
the movies must have a sufﬁcient number of frames. Therefore,
in these datasets, we chose 29 movies from the UCF YouTube
action dataset (http://www.cs.ucf.edu/vision/public_html/data).
Each movie was originally 8–9 s, with 25–29 frames per second.
To be able to detect the movements more clearly in each movie,
the frame rate was changed to 11–13 frames per second. The cam-
era was ﬁxed, and the frames were grayscaled and resized to
256  256 pixels.
2.4.2. Psychophysical experiment
We used 30 human subjects in two different psychophysical
experiments (19–35 years old, 8 females and 22 males). All of the
subjects had normal or corrected-to-normal vision and were com-
pletely unfamiliar with the images presented. We used dataset A in
this experiment. To avoid presenting the same movie to the same
subject in both tasks, images of this dataset were divided into
two different blocks. Each block contained 80 movies (40 animals
and 40 non-animal images). Each movie included three sequential
frames; thus, each block contained 240 different images. Each sub-
ject saw images from two blocks, each of which was shown in one
of the tasks (i.e., non-temporal and temporal tasks). In the tempo-
ral task, all three frames were shown for 37.5 ms (each frame
12.5 ms), but in the non-temporal task, one frame out of the three
frames was presented for 37.5 ms (Fig. 3). Each subject answered
in response to one block in the temporal task and in response to
the other block in the non-temporal task. As a result, for each sub-
ject, the images in each task were completely different from the
images in the other task.
The experiment was performed in a dark room. The participants
were seated 0.5 m away from a computer screen (Intel core i7 pro-
cessor (3.40 GHz), 6 GB RAM, 80 Hz monitor refresh rate). MATLAB
software was used with the psychophysics toolbox (Kleiner et al.,2007). To familiarize the subjects with the experiment and to
reduce the effect of unfamiliarity with the task, the subjects per-
formed the same tasks using different movies as a training dataset
before participating in the main experiment. The subjects were
instructed to respond as accurately as they could as to whether
the image contained an animal by pressing the ‘‘YES’’ or ‘‘NO’’
key on the computer keyboard3. The subjects were respectively
asked to use their left or right hand for ‘‘YES’’ vs. ‘‘NO’’ answers.2.4.3. Computational object recognition model
To simulate the temporal task of the psychophysical experi-
ment, we extended the HMAXmodel of object recognition by using
our LGN model (Serre et al., 2007). Then, we compared the catego-
rization performance of the new extended model with the results
from the temporal psychophysical experiment. Similar to the tem-
poral psychophysical experiment, in which three sequential frames
of a movie were shown to the subjects, the extended model also
uses three sequential frames in its training and testing phase
(the testing and training movies are different) to classify the movie
into animal and non-animal categories. The decision of HMAX
model for a movie in the temporal task was calculated using the
majority vote among three ﬁnal decisions on the three input
frames. Our LGN model uses these three frames from each movie
to make its moving parts salient. Then, the salient parts are sent
to the HMAX model, in which relevant features will be extracted
for animal vs. non-animal classiﬁcation. Moreover, the HMAX
model, without the LGN model, is used to simulate a non-temporal
task (Fig. 4). Thus, for the non-temporal experiment, only one
frame is shown to the HMAX model in the training and testing
phases of the categorization.
The HMAX model is comprised of four computational layers of
simple and complex units (software implementation is accessible
at http://cbcl.mit.edu/software-datasets/serre/SerreOlivaPoggioP-
NAS07/index.htm). The ﬁrst layer in the model contains S1 units
that perform edge detection by simulating the simple cells in V1.
The responses of complex units in C1, simulating the complex cells
in V1, are acquired by pooling over a group of simple S1 units that
have the same preferred orientation but with slightly different
positions and sizes (Riesenhuber & Poggio, 1999). In the next layer,
S2, the cells respond to more complex features than bars and
edges, similar to neurons in the higher levels of the visual cortex.
These features were extracted from a set of animal images in an
initial learning phase. C2 is the last layer of the model, and it
receives input from several S2 units that have the same features
except that the features have different sizes and positions.
For all of the images in the training and testing sets, each image
was passed through the layers of the model, and the responses of
the C2 units were computed as a vector that represents the input
image. Next, these vectors were passed to a linear classiﬁer (i.e.,
a simple linear SVM classiﬁer) for classiﬁcation (for more details
of the test and training phase in the classical HMAX model, refer
to Ghodrati et al. (2012), Rajaei et al. (2012), Serre et al. (2007)).
The S2 features in both models were extracted from 300 images
of animal vs. non-animal datasets (which have previously been
used by Serre et al. (2007)).3. Results
We proposed a computational model based on the reverse-pat-
tern effect of corticogeniculate feedback observed by Wang et al.
(2006). We evaluated our LGN model by comparing the statistical
properties of LGN spike trains with the model’s responses to
time-varying stimuli.
Fig. 3. Samples of our collected data set. Each movie contains 3 sequential frames that are shown in the ﬁgure. The columns on the left are samples from the animal category
and the columns on the right are samples from the non-animal category.
Fig. 4. Psychophysics experiment. (A) Non-temporal experiment. After the ﬁxation point, ﬁrst frame of each movie is presented for 36.5 ms and then subjects are asked to say
whether they have seen an animal in the image or not; using YES or NO keys provided on the keyboard. (B) Temporal experiment. After the ﬁxation point three sequential
frames are presented, each of which lasts for 12.5 ms, then subjects are asked to say whether they have seen an animal or not.
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known object recognition models and then compared the new
extended model with human subjects in an object recognition task.
When we temporally calculated the entropy, power spectrum
or autocorrelation, we calculated them by collecting neuronal
responses in the model that were obtained by presenting a
sequence of frames to the model. In this case, each neuron’s
response is a vector in which its length is equal to the number of
frames. In addition, the number of neurons is equal to the number
of pixels. Thus, each neuron sees a sequence of pixels, and the out-
put of that neuron is the response that is obtained through the
model functions.3.1. Evaluating temporal decorrelation using power spectrum and
autocorrelation
LGN response to a sequence of natural stimuli has the charac-
teristics of a white noise signal (Dan, Atick, & Reid, 1996). Thus,
the temporal power spectrum is ﬂat, and the temporal autocorre-
lation function has a large peak at zero and a random pattern of
small values elsewhere. However, the temporal autocorrelation
function for the sequence of natural images is not ﬂat, and the tem-
poral power spectrum is descending.
We used 80 frames from each movie in dataset B as inputs to
the model. We sequentially presented frames of each movie to
88 S. Zabbah et al. / Vision Research 101 (2014) 82–93the model and then calculated the temporal power spectrum and
autocorrelation of both the input frames and the model outputs
using Eqs. (4) and (5). Figs. 6 and 7 show the autocorrelations
and power spectrums of the input frames and model outputs,
respectively. Fig. 6A shows the average autocorrelation function
over all of the neurons (pixels) for a sample movie of dataset B
and demonstrates that the model outputs are temporally more
decorrelated than the input frames. Fig. 6B shows the same com-
putation for all of the movies in dataset B, and Fig. 6C shows the
average across all of the movies. Fig. 6D shows the autocorrelation
of the white noise, which has the same pattern as the autocorrela-
tion of the model outputs.
Fig. 7A shows the normalized temporal power spectrum of the
LGN output averaged over the responses of all of the neurons to a
movie (randomly selected from data set B). This ﬁgure demon-
strates that the model output has ﬂattened the slope of the tempo-
ral power spectrum of the input signal.
Thus, we have shown that both the power spectrum and the
autocorrelation function of the model output are consistent withFig. 5. Extension of the HMAX model with our LGN model. Using three frames, our
LGN model extracts the non-stationary parts of the input stimulus over time. Then
the input to HMAX model is the output of our LGN model.the results that were obtained from real LGN neurons in a previous
study (see Section 2) (Dan, Atick, & Reid, 1996).
Conceptually, ﬂattening the slope of the descending power
spectrum of a signal is equivalent to decreasing the energy in
low frequencies and increasing it in high frequencies. This action
is performed in our model by removing repetitive temporal pat-
terns and making non-stationary patterns more salient.
3.2. Entropy and sparseness as two other measures of efﬁcient coding
3.2.1. Entropy
Andolina et al. (2007) showed that the LGN has an enhanced
and temporally sharpened response to a stimulus in the presence
of feedback. Uglesich et al. (2009) measured this enhancement
by comparing the entropy of the LGN input and output signals.
We also compared the temporal entropy of our model input
with the model response; the input stimuli were movies from
dataset B. In 81% of the model neurons, the entropy of the neuron
output was higher than the entropy of the input signal. We pre-
sented all of the movies in dataset B to the model, and for each
movie, we averaged the temporal entropy of each neuron in the
model input and output separately; the result is shown in
Fig. 8A. The red dashed line indicates places where the input and
output have the same entropy; the area above the line indicates
places where the entropy of the model output is higher than the
input. The model placed 29 points, one for each movie, above this
line. These results are consistent with cell recording data from
Uglesich et al. (2009), which showed that LGN cell spikes carry
more information than LGN afferents from the retina.
We also calculated the spatial entropy (the entropy of all neu-
rons that have seen the same frame) of the model input and out-
put. For each movie, we obtained 80 spatial entropies (80 is
equal to the number of frames in each movie); each point in
Fig. 8B shows the average of the 80 values for each movie. In
99.32% of the frames, the spatial entropy of the model output
was less than the entropy of the input signal. However, when we
calculate the spatial entropy locally (i.e. including active neurons
only), the spatial entropy of the LGN output becomes more than
that of the input signal. Active neurons were deﬁned as those that
had an activity of 1.5 times greater than their normal activity.
3.2.2. Sparseness
There is a decrease in the ﬁring rate of the LGN responses com-
pared to the retinal ﬁring rate (Babadi et al., 2010; Casti et al.,
2008; Dan, Atick, & Reid, 1996; Kaplan & Shapley, 1982; Levine &
Troy, 1986). This decrease may be related to the temporal sharpen-
ing of the LGN responses shown by Andolina et al. (2007) (see, also,
Kaplan & Shapley, 1982; Levine & Troy, 1986). The concept of
sparseness is related to the response distribution in the presence
of a stimulus. For our LGN model, we calculated the sparseness
of each neural response across time, which can also be a measure
of efﬁcient coding. A temporally sharper response equals a tempo-
rally sparser response. Using Eq. (6), we calculated the temporal
sparseness of all of the neural responses after presenting movies
in dataset B to the model. The results showed that 91.30% of the
responses are sparser than their input. Fig. 8C shows the average
temporal sparseness of the input and output of the LGN neurons
in response to the movies. In Fig. 8C, each point compares the
sparseness of the input and output of the model in one of the mov-
ies. The LGN output is temporally sparser than its input signal. The
average of the temporal sparseness for all of the movies is approx-
imately 0.11 before entering the LGN and is 0.32 afterward. In the
absence of feedback, responses of LGN neurons are not sparser
than retinal neurons. These results seem in line with Andolina
et al. (2007), in which the authors show that in the presence of cor-
ticogeniculate feedback LGN responses are temporally sharpened.
Fig. 6. Temporal autocorrelation of the input (red) and output (Blue) (time unit 5 ms) of our LGN model. (A) Temporal autocorrelation of a sample movie in dataset B. (B)
Temporal autocorrelation of all movies in dataset B. (C) Average autocorrelation over all movie (D), white noise autocorrelation. (For interpretation of the references to color
in this ﬁgure legend, the reader is referred to the web version of this article.)
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To observe how the reversed pattern of corticogeniculate feed-
back can affect object recognition, we designed an object recogni-
tion task that used successive frames of natural scenes (see
Section 2.4.1.1). We also designed psychophysical experiments
for use on our dataset and compared the results of human subjects
with the HMAX model. In another experiment, we added our LGN
model as the ﬁrst layer of the HMAX model, and we again com-
pared the results with human subjects.
We used two conditions (temporal and non-temporal) under
which we tested human subjects, HMAX model and its extended
version. In the non-temporal condition, we showed a single frame
of images in dataset A to a pre-trained HAMX model; we also
showed the same frame to human subjects and asked them to
press ‘‘YES’’ if there is an animal and press ‘‘NO’’ if there is no ani-
mal in that image. In the temporal condition, we showed three
sequential frames of a movie from our dataset to the models. We
also presented the same frames to human subjects and asked them
to indicate whether the movie (i.e., three sequential frames) con-
tained an animal or not (see and Section 2 for more details).
As shown in Fig. 9A, the performance for the temporal experi-
ment of HMAX did not differ signiﬁcantly from human non-tempo-
ral task (p-value = 0.4771) while it had a signiﬁcant difference with
human temporal task (p-value = 7.3607  104). We also used the
extended model for the temporal data. The extended model and
HMAX model do not differ in the non-temporal task (i.e. their dif-
ference in the categorization task is not statistically signiﬁcant, p-
value = 0.10); and their categorization performance is close to the
human categorization performance. In the temporal experiment,
the extended model and human subjects did not have a signiﬁcant
difference in categorization performance (p-value = 0.6279).We also show the results of the two experiments using ROC
curves. The blue curve in Fig. 9B is the average of all of the ROC
curves across 40 random runs. We represented the true-positive
to false-positive ratio of each subject using blue circles for the tem-
poral psychophysical experiment and red squares for the non-tem-
poral task. The ROC curve also shows that the categorization
performance in the temporal experiment is higher (ROC curves
obtained from our extended model). In addition, the more adjacent
the blue circles are to the blue curves and the red squares are to the
red curves, the better the model resembles the performance of
human observers.
Table 1 shows p-values for all pairwise performance compari-
sons. We showed that a speciﬁc extension of the HMAXmodel with
our LGN model can predict the level of performance achieved by
humans on a temporal animal vs. non-animal categorization task.
This result was obtained after 10 runs using k-fold cross validation,
with k = 4 in each run. All 160 movies of dataset A were used (80
animal and 80 non-animal); thus, each fold contained 40 movies
(20 animal and 20 non-animals).4. Discussion
In this study, we propose a computational model for simulating
the inﬂuence of corticogeniculate connections on LGN neural
responses. An on-center neuron in V1 has an inhibitory effect on
its afferent on-center neurons originated from the LGN (This is also
true for off-center cells). We accounted for the corticogeniculate
feedback as a predictor of the input image and the phase-reversed
pattern effect of the feedback as a comparator operator that calcu-
lates the prediction error. Presenting a sequence of images and
Fig. 7. Temporal power spectrum of the input (red) and output (blue) of our LGN model. (A) Temporal power spectrum of a sample movie in dataset B. (B) Temporal power
spectrum of all movies in dataset B. (C) Averaged temporal power spectrum over all movies. (D) White noise power spectrum. (For interpretation of the references to color in
this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 8. The entropy and the sparseness of output and input signal. In all ﬁgures each square stands for a movie of dataset B. (A) Temporal entropy; the average value of
temporal entropy over all pixels. (B) Spatial entropy; the average value of spatial entropy over all frames of each movie. (C) Temporal sparseness; the average value of
temporal sparseness over all pixels.
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Fig. 9. Comparison between human subjects and the object recognition model in the temporal and non-temporal conditions. (A) categorization performance of human
subjects and the object recognition model in the temporal and non-temporal tasks. In the temporal task the object recognition model has our LGN model as its ﬁrst layer
(error bars are standard errors of the mean). (B) ROC curves for the non-temporal model (HMAX without our LGN model) and the temporal model (the LGN model + HMAX);
each point stands for human performance either in the temporal (blue circles) or the non-temporal (red squares) psychophysical task. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 1
Comparison of distribution of performances.
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represents the previously shown stimulus while the retina carries
information about the currently presented stimulus. The LGN
response at each time represents the difference between the previ-
ous stimulus and the current stimulus. As a result, if the input
stimulus to the LGN does not change for a period of time, then
information will reach V1 and return to the LGN and inhibit
responses of LGN neurons. Based on this interpretation, our LGN
model suppresses slowly varying parts of the current frame; on
the other hand moving parts are sent to higher cortical areas with-
out any suppression.
The proposed LGN model operates in discrete time. We
assumed that feedback delay from cortex to the LGN is one frame
of the stimulus movie. To test the effect of this assumption on the
model output, we tried different frame rates (e.g. 29–19 frames per
second) but there was no signiﬁcant difference in the decorrelation
results of the model output. Therefore, we think this is a reasonable
simpliﬁcation for the model, though maybe not biologically realis-
tic. In the primate brain, some corticogeniculate axons are very fast
and can relay signals back to the LGN in less than 10 ms, while
other populations of corticogeniculate neurons are slow(10–60+ ms conduction times) (Briggs & Usrey, 2005, 2007,
2008). Depending on the cells which relay information from retina
to cortex – for example M or P cells – the delay in corticogeniculate
loop is different. M cells relay information faster while they are
sensitive to the stimuli with higher temporal frequencies; P cells
are slower and they are sensitive to lower temporal frequencies.
In this study for simplicity we assumed that Gabor ﬁlters
account for non-temporal processes from retina to V1; so, for
example we did not made a separate unit as retina that does the
spatial decorrelation considering the fact that the output of Gabor
ﬁlters are already spatially decorrelated. Instead, we tried to focus
on modeling time-related processes happening in the LGN. We also
considered only the feedback connections from simple cells that
are shown to have a reverse pattern effect on the geniculate cells
to which they are connected. In fact in many species (i.e. rodent,
rabbits, forest, cats, primate) corticogeniculate feedback is medi-
ated by both simple and complex cells. The effect of feedback from
complex cells is a topic of interest to be covered in future studies.
To investigate whether our model satisﬁes the LGN neuronal
response characteristics, we calculated the power spectrum, auto-
correlation and entropy of our model responses and compared
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LGN neurons. Our results were in accordance with the biological
ﬁndings. The temporal power spectrum of LGN neuronal responses
shows decreased power at low frequencies to produce a ﬂattened
temporal power spectrum (Dan, Atick, & Reid, 1996). We showed
that this effect occurs because the LGN excites neurons in response
to non-stationary parts of the frame and suppresses neurons in
response to static parts. This type of power distribution reduces
the temporal redundancy in the input signal and tends to produce
a temporal decorrelation of the inputs. The amount of decorrela-
tion depends on the distribution of power in different frequencies;
therefore, the amount of decorrelation is different between moving
parts of the image and slowly varying parts (stationary parts).
We found that the spatial entropy of the LGN neural responses
in our model is lower than the entropy of the retinal input of the
LGN. By suppressing the static parts of the input images, we
expected to observe such a decrement in the LGN output entropy.
The reason is that the LGN model output reﬂects the difference
between two consecutive frames. If the difference between two
consecutive frames is small – this happens when only a small part
of the input image is moving – entropy of the LGN output will be
smaller than the entropy of each of the input frames. In our dataset
moving objects are rarely big. Therefore, on average, the entropy of
the LGN output is smaller than the entropy of input frames. On the
other hand, when we calculate the spatial entropy locally (i.e.
including active neurons only), the spatial entropy of the LGN out-
put is higher than the entropy for each of the input frames.
The sparseness measurement showed that the LGN neurons
have sparser responses over time than their retinal input. We
relate this property of our LGN model to an editorial mechanism,
in which the LGN removes some of the retinal spikes. This is also
related to the process of sharpening LGN responses that is found
in real LGN neurons (Andolina et al., 2007). In this mechanism,
LGN neurons remove more than half of the retinal spikes, but each
spike now carries more information (Kaplan & Shapley, 1984;
Uglesich et al., 2009).
In an object recognition task, we added our LGN model as the
primary layer of an instance of an object recognition model that
has not previously modeled LGN function (i.e. the HMAX model).
We designed a psychophysics animal vs. non-animal task using
three sequential frames of documentary movies. The original
HMAX model could not match the performance of humans; how-
ever, when the LGN was added before the S1 layer of the HMAX
model, the categorization performance of the model was increased
signiﬁcantly and followed the human patterns of categorization
performance.
5. Conclusion
By observing our model output, we suggest certain roles for a
phase-reversed pattern of corticogeniculate feedback. First, this
feedback reverses the pattern of information from previous frame
and affects current information from the retina. Second, it reduces
the temporal redundancy of input signals of the LGN and results in
temporal decorrelation, a ﬂat temporal power spectrum, higher
temporal entropy and a low ﬁring rate. Third, corticogeniculate
feedback makes moving parts of an input image more salient. This
mechanism helps in directing attention and detection of moving
objects in a scene, which can also lead to better recognition.
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