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ABSTRACT
Let K be a complete ultrametric algebraically closed field and let M(d(0,R−)) be the field of
meromorphic functions inside the disk d(0,R−) = {x ∈ K | |x| < R}. Let Mb(d(0,R−)) be the
subfield of bounded meromorphic functions inside d(0,R−) and let Mu(d(0,R−)) = M(d(0,R−)) \
Mb(d(0,R−)) be the subset of unbounded meromorphic functions inside d(0,R−).
Initially, we consider the Yosida Equation: ( dydx )
m = F(y), where m ∈ N∗ and F(X) is a rational function
of degree d with coefficients in Mb(d(0,R−)). We show that, if d  2m + 1, this equation has no
solution in Mu(d(0,R−)).
Next, we examine solutions of the above equation when F(X) is a polynomial with constant coefficients
and show that it has no unbounded analytic functions in d(0,R−). Further, we list the only cases when
the equation may eventually admit solutions in Mu(d(0,R−)). Particularly, the elliptic equation may
not.
INTRODUCTION
In the field C of complex numbers, the differential equation known as Malmquist–
Yosida Equation, is an equation of the form (y′)m = F(x, y), with F(X,Y ) a
rational function in two variables X,Y and y = f (x) a meromorphic function in C.
(Particularly, Weierstrass’ function obviously satisfies such an equation, with m = 2
and F a polynomial of degree 3). This equation was first considered, (for m = 1),
by J. Malmquist in 1913 [9] and next in by K. Yosida who generalized that study in
1934 [12].
E-mail: abdelbaki.boutabaa@math.univ-bpclermont.fr (A. Boutabaa).
397
The study of the Malmquist–Yosida Equation y′m = F(y) in a p-adic field K of
zero characteristic began in [1] with a rational function F(X,Y ) with coefficients
in K(X), where it was shown that, if the equation has solutions meromorphic in the
whole field K , then F is a polynomial in Y of degree d  2m. In [3], we studied
this equation when F has constant coefficients and we showed that if F ∈ K[X],
then any solution in A(K) actually is a polynomial. In [4], we showed that F is
just of the form A(Y − b)d and the only solutions are the functions b + λ(x −
α)
m
m−d where m − d divides m and λm−s( m
m−d )
m = A. In [5] this characterization
of solutions and of functions F letting solutions exist was generalized in a field of
non-zero characteristic. All these studies (in a p-adic field) involved meromorphic
functions in the whole field K and used the p-adic Nevanlinna Theory. These results
obviously apply to rational functions in an algebraically closed field.
However, a Nevanlinna theory for meromorphic functions inside an “open disk”
does exist [5]. Here we mean to consider that problem concerning the so-called
unbounded meromorphic functions inside an “open disk”, in order to examine
whether we can claim that in various situations, the equation has no solution.
For this, we first recall some notations.
Let K be a complete ultrametric algebraically closed field. Given a ∈ K and
r > 0, we define the disks d(0, r) and d(0, r−) by d(0, r) = {x ∈ K | |x|  r} and
d(0, r−) = {x ∈ K | |x| < r}.
We denote by A(K) the K-algebra of entire functions in K and by M(K) the
field of meromorphic functions in K , i.e. the field of fractions of A(K).
In the same way, we denote by A(d(0,R−)) the K-algebra of analytic functions
inside the disk d(0,R−), i.e. the set of power series converging inside d(0,R−) and
by M(d(0,R−)) the field of meromorphic functions in d(0,R−), i.e. the field of
fractions of A(d(0,R−)).
Moreover, we consider the K-subalgebra Ab(d(0,R−)) of bounded analytic
functions inside d(0,R−), and we denote by Mb(d(0,R−)) its field of fractions.
We also set Au(d(0,R−)) = A(d(0,R−)) \ Ab(d(0,R−)) and Mu(d(0,R−)) =
M(d(0,R−)) \ Mb(d(0,R−)).
Finally, we denote by Mb(d(0,R−))[X] the ring of polynomials in one variable
with coefficients in Mb(d(0,R−)) and we denote by Mb(d(0,R−))(X) the field of
fractions of Mb(d(0,R−))[X].
A rational function F(X) ∈ Mb(d(0,R−))(X) is said to be irreducible if F(X) =
G(X)
H(X)
, where G(X) and H(X) are relatively prime elements of Mb(d(0,R−))[X].
We then call degree of F(X) the number degF(X) = max{degG(X),degH(X)}.
In the first part of this paper, we give sufficient conditions to assure that such an
equation has no solution in Mu(d(0,R−)). More precisely, we show the following
result:
Theorem 1. Let m ∈ N∗ and let F(X) be a rational function with coefficients in
Mb(d(0,R−)). We suppose that the differential equation (E), (y′)m = F(y), admits
a solution f ∈ Mu(d(0,R−)). Then F(X) is a polynomial with coefficients in
Mb(d(0,R−)) of degree d  2m.
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This raises the problem of the equation (y′)m = F(y), where F(X) ∈ Mb(d(0,
R−))[X] and is of degree  2m. Does this equation admit solutions in Mu(d(0,
R−))? This seems to be a difficult question. In the last part of this paper we only
study the particular case where F(X) is a polynomial of coefficients in a field K of
zero characteristic. More precisely, we prove the following results:
Theorem 2. Suppose that the polynomial F(X) has at most 1 zero (ignoring
multiplicity). If a function f ∈ M(d(a,R−)) is a solution of the differential equation
(E ′), (y′)m = F(y), then f belongs to K(x).
Theorem 3. Suppose that the field K is of zero characteristic. Let F(X) be
a non-zero polynomial of K[X] and let m ∈ N∗. Then the differential equa-
tion (E ′), (y′)m = F(y), does not admit any solution f such that f ∈ Au(d(a,R−))
or f is of the form f = a + 1
h
with h ∈ Au(d(a,R−)).
Theorem 4. Suppose that the field K is of zero characteristic and suppose that
the differential equation (E ′), (y′)m = F(y), has a solution f ∈ M(d(a,R−)) \
A(d(a,R−)) that takes all values of K . Then (E ′) is a power of one of the following
forms:
(1) y′2 = A(y − a1)(y − a2)(y − a3);
(2) y′2 = A(y − a1)(y − a2)(y − a3)(y − a4);
(3) y′3 = A(y − a1)2(y − a2)2;
(4) y′3 = A(y − a1)2(y − a2)2(y − a3)2;
(5) y′6 = A(y − a1)3(y − a2)4(y − a3)5;
(6) y′4 = A(y − a1)2(y − a2)3(y − a3)3;
(7) y′6 = A(y − a1)4(y − a2)5;
(8) y′4 = A(y − a1)3(y − a2)3;
(9) y′6 = A(y − a1)3(y − a2)5;
(10) y′4 = A(y − a1)2(y − a2)3;
(11) y′6 = A(y − a1)3(y − a2)4.
Remark. Suppose that the field K is of zero characteristic. Let p  0 be the
residual characteristic of K and let us put ρp = 1 if p = 0, ρp = 18 if p = 2
and ρp = p− 1p−1 if p  3. Now let us consider the above equation (1) y′2 =
A(y − a1)(y − a2)(y − a3). We see that Y 2 = A(X − a1)(X − a2)(X − a3) is the
equation of an elliptic curve and admits, by mean of a birational transformation,
an affine model of the form (E),Y 2 = X3 − aX − b, with a, b ∈ K such that
4a3 −27b2 = 0. Let P be the ultrametric elliptic function (defined as in [8] or [11]).
Then P = 1
ϕ2
with ϕ ∈ A(d(0, ρ−p )) and hence P is an element of M(d(0, ρ−p )).
On the other hand, we have ( P
′
2 )
2 = P 3 − aP − b, hence we deduce that ϕ satisfies
ϕ′2 = 1 − aϕ4 − bϕ6. Then, from Theorem 1, it is easily seen that ϕ is bounded.
This means that P ∈ Mb(d(0, ρ−p )).
Thus any solution of Equation (1) in M(d(0, (ρp)−)) is bounded.
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From the previous theorems, we can derive the following corollary.
Corollary. Suppose that the field K is of zero characteristic. Let F(X) ∈ K(X)
be a non-zero rational function and let m ∈ N∗. Suppose that one of the following
statements is satisfied:
(i) F(X) ∈ K(X) \ K[X];
(ii) F(X) ∈ K[X] is a polynomial of degree  2m + 1;
(iii) F(X) ∈ K[X] and has at most 1 zero (ignoring multiplicity);
(iv) F(X) ∈ K[X] and has at least 5 distinct zeros;
(v) m = 2, F(X) ∈ K[X] and has at least 1 multiple zero;
(vi) m = 3, F(X) ∈ K[X] and has at least 4 distinct zeros;
(vii) m = 3, F(X) ∈ K[X] and has at least 1 zero of order = 2;
(viii) m is odd, F(X) ∈ K[X] and has 4 distinct zeros;
(ix) m  4,m ≡ 0 (mod 12), F(X) ∈ K[X] and has 2 or 3 distinct zeros;
(x) m  4, F(X) ∈ K[X] is of degree  6m7 and has 2 distinct zeros.
If a function f ∈ M(d(a,R−)) is a solution of the differential equation (E ′), (y′)m =
F(y), then f belongs to Mb(d(a,R−)).
1. PROOF OF THEOREM 1
The proof of this theorem is based upon the ultrametric Nevanlinna Theory. So we
first have to recall some basic notions of this theory.
For x > 0 we put log+(x) = max(0, logx), where log is the real logarithm
function. Let R > 0. For every r ∈]0,R[ we define a norm ||(r) on A(d(0,R−))
by |f |(r) = supn0 |an|rn for every function f (x) =
∑
n0 anx
n of A(d(0,R−)).
We extend this to M(d(0,R−)) by setting |f |(r) = |g|(r)|h|(r) for every element f = gh
of M(d(0,R−)).
Finally, for every f ∈ M(d(0,R−)) \ {0} and every α ∈ d(0,R−), we denote by
ωα(f ) the integer iα of Z such that f (x) = ∑iiα ai(x − α)i and aiα = 0.
Lemma 1.1 is well known [6].
Lemma 1.1. Let f ∈ M(d(0,R−)). Then, for every r ∈]0,R[ we have:
∣
∣f ′
∣
∣(r)  1
r
|f |(r).
The following property is an immediate consequence of the above definitions [1].
Lemma 1.2. Let R > 0 and let f ∈ M(d(0,R−)) be such that 0 is neither a zero
nor a pole of f . Then, for every r ∈]0,R[, we have:
log |f |(r) = log |f (0)| +
∑
|α|r
ωα(f ) log
r
|α| .
400
Let f ∈ M(d(0,R−)) be such that 0 is neither a zero nor a pole of f . For every
r ∈]0,R[, we denote by Z(r,f ) and N(r,f ) the counting functions of zeros and
poles of f in the disk d(0, r) defined by:
Z(r,f ) =
∑
ωα(f )>0,|α|r
ωα(f ) log
r
|α| and N(r,f ) = Z
(
r,
1
f
)
.
The Nevanlinna function T (r, f ) is then defined by:
T (r, f ) = N(r,f ) + log+ |f |(r).
The following properties are easily checked [1].
Proposition 1.1.
(i) Let f ∈ M(d(0,R−)) be such that 0 is neither a zero nor a pole of f . It is
easily seen that, for every r ∈]0,R[, we have: 0  Z(r,f )  T (r, f ) and 0 
N(r,f )  T (r, f ).
(ii) Let f,g ∈ M(d(0,R−)) be such that f,g,f + g and fg have no zero and no
pole at 0. Then, for every r ∈]0,R[, we have:
0  Z(r,f + g)  Z(r,f ) + Z(r, g),
0  Z(r,fg)  Z(r,f ) + Z(r, g),
0  N(r,f + g)  N(r,f ) + N(r, g),
0  N(r,fg)  N(r,f ) + N(r, g),
0  T (r, f + g)  T (r, f ) + T (r, g),
0  T (r, fg)  T (r, f ) + T (r, g).
(iii) Let f ∈ M(d(0,R−)) have no zero and no pole at 0. Then f belongs to
Mb(d(0,R−)) if and only if T (r, f ) is bounded for 0 < r < R.
With the above notation, using the fact that logx = log+ x − log+ 1
x
, for x > 0,
we can rewrite Lemma 1.2:
Proposition 1.2. Let f ∈ M(d(0,R−)) such that f (0) = 0,∞. Then, for every
r ∈]0,R[, we have:
T
(
r,
1
f
)
= T (r, f ) + O(1), ∀r ∈]0,R[.
We have also the following proposition [1]:
Proposition 1.3. Let f ∈ M(d(0,R−) be such that f (0) = 0,∞. One has, for
every n ∈ N and every r ∈]0,R[:
T
(
r, f (n)
)
 (n + 1)T (r, f ).
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Definition. A valued field L is said to be spherically complete, if it satisfies the
following condition: for every sequence of disks (d(an, rn))n1 of L such that
d(an, rn) ⊃ d(an+1, rn+1) for all n  1, one has ⋂n1 d(an, rn) = ∅.
A spherically complete field is complete; but the converse is false, as shown in
the example of the field Cp of p-adic numbers [10]. However, it is well known that
every valued field admits a spherically complete algebraically closed extension [6].
We denote by K̂ a spherically complete algebraically closed extension of K .
Given R > 0, we will denote by d̂(a,R−) the disk {x ∈ K̂ | |x − a| < R} of K̂ .
Definition and notation. We call a divisor of d(a,R−)) a mapping x → nx from
d(a,R−) to Z such that, for every r ∈]0,R[, only a finite number of elements x of
d(a, r) are such that nx = 0. A divisor of d(a,R−) is noted by D = (x,nx)x . The
set of divisors of d(a,R−) is denoted by R .
We define in R a law in the following way: if D = (x,nx)x and D′ = (x,n′x)x
are two elements of R wet set DD′ = (x,nx + n′x)x , and we easily see that R
equipped with this law is an abelian group: the unit element is the divisor D0 =
(x,0)x and the inverse of a divisor D = (x,nx)x is D−1 = (x,−nx)x .
We also define in R a partial order in the following way: for every elements
D = (x,nx) and D′ = (x,n′x) of R wet set D  D′ (or D′  D) if and only if
nx  n′x,∀x ∈ d(a,R−).
An element D = (x,nx)x of R is a positive divisor if and only if D  D0 (i.e.,
if and only if nx ∈ N,∀x ∈ d(a,R−)).
Recall that, for every f ∈ M(d(0,R−)) \ {0} and every α ∈ d(0,R−), we denote
by ωα(f ) the integer iα of Z such that f (x) = ∑iiα ai(x − α)i .
Then, to every f ∈ M(d(0,R−))\{0}, we associate its divisor (f ) = (x,ωx(f ))x .
The following properties are easily checked:
Proposition 1.4.
(1) If f and g are two non-zero elements of M(d(a,R−)), we have: (fg) = (f )(g).
(2) A non-zero element f of M(d(a,R−)) belongs to A(d(a,R−)), if and only if
(f ) is a positive divisor.
(3) If f and g are two non-zero elements of A(d(a,R−)), then f divides g in
A(d(a,R−)) if and only if (f )  (g).
(4) A non-zero element f of A(d(a,R−)) is invertible in A(d(a,R−)) if and only
if (f ) = D0.
(5) Given a positive divisor D ∈ R , there exists f ∈ A(d(a,R−)) \ {0} such that
(f )  D.
But if the field K is spherically complete, we have a more precise result [7]:
Proposition 1.5. Suppose that the field K is spherically complete and let D ∈ R
be a positive divisor. Then there exists f ∈ A(d(a,R−)) \ {0} such that (f ) = D.
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Now, we can generalize a little bit more the result of Proposition 1.2.
Proposition 1.6. Let F(X) ∈ Mb(d(0,R−))(X) be an irreducible rational function
of degree   1. Let f ∈ M(d(0,R−)). We suppose that the functions f et F ◦ f
have neither a zero nor a pole at 0. Then we have:
T (r,F ◦ f ) = T (r, f ) + O(1), ∀r ∈]0,R[.(∗)
Proof. Let K̂ be a spherically complete algebraically closed extension of K . We
see that if f is an element of M(d(0,R−)), f is also an element of M(d̂(0,R−))
which has the same zeros and poles and hence the quantities Z(r,f ),N(r, f ) and
T (r, f ) are the same in d(0,R−) and in d̂(0,R−). So we may suppose, without lost
of generality, that the field K is spherically complete.
Moreover, if f belongs to Mb(d(0,R−)), so does F ◦ f . In this case, according
to Proposition 1.2, the quantities T (r, f ) and T (r,F ◦ f ) are bounded and hence
the equality (∗) above is trivially verified. Therefore we may assume that f is not
bounded. The rest of the proof follows step by step the one given for Theorem II.1
in [1]. 
As a particular case of Proposition 1.6 we have the following result:
Corollary 1.1. Let σ(x) = αx+β
γ x+δ , where α,β, γ, δ ∈ Mb(d(0,R−)) are such that
αδ − βγ ≡ 0. For every f ∈ M(d(0,R−)) such that f and σ ◦ f have no zero
and no pole at 0, we have T (r, f ) = T (r, σ ◦ f ) + O(1) (0 < r < R). Hence we
see that σ ◦ f belongs to Mb(d(0,R−)) (resp. Mu(d(0,R−))) if and only if so
does f . Particularly if f ∈ Mu(d(0,R−)) and h ∈ Mb(d(0,R−)), h = 0, then f h ∈
Mu(d(0,R−)).
Corollary 1.2. Let f ∈ M(d(0,R−)) and F(X) ∈ Mb(d(0,R−))(X) \ Mb(d(0,
R−)). Then: f ∈ Mb(d(0,R−)) if and only if F ◦ f ∈ Mb(d(0,R−)).
Remark. Corollary 1.2 means that the field Mb(d(0,R−)) is algebraically closed
in M(d(0,R−)).
Theorem 1 will be a consequence of the following proposition.
Proposition 1.7. Let F(X),G(X) be two irreducible elements of Mb(d(0,
R−))[X]. If the differential equation F(dny
dxn
) = G(y) admits a solution y(x) in
Mu(d(0,R−)), then we have (n + 1)degF  degG.
Proof. Let us suppose that f ∈ Mu(d(0,R−)) is a solution of the above equation.
So we have T (r,F ◦ f (n)) = T (r,G ◦ f ) for 0 < r < R. Applying Proposition 1.3
and Proposition 1.6, we have: (n + 1)(degF)T (r, f )  (degG)T (r, f ) + O(1) for
0 < r < R. As f ∈ Mu(d(0,R−)), T (r, f ) is unbounded when r tends to R. So we
deduce that: (n + 1)degF  degG. 
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Proof of Theorem 1. We can write F(X) in the form:
F(X) = a0(x) + a1(x)X + · · · + a(x)X

b0(x) + b1(x)X + · · · + bκ(x)Xκ ,
where a0(x), a1(x), . . . , a(x) and b0(x), b1(x), . . . , bκ(x) are elements of Ab(d(0,
R−)) such that a(x)bκ(x) ≡ 0.
Suppose that Equation (E) admits a solution f (x) ∈ Mu(d(0,R−)).
Hence (f ′(x))m = F ◦ f (x) = a0(x)+a1(x)f (x)+···+a(x)f (x)
b0(x)+b1(x)f (x)+···+bκ (x)f κ (x) . Let α ∈ K be such
that the bounded function a0(x) + αa1(x) + · · · + αa(x) is not identically zero in
d(0,R−). Putting g = 1
f−α , from Equation (E), we have:
(g′)m = G ◦ g,(1)
where G(X) = (−1)m c0(x)X2m+c1(x)X2m−1+···+c(x)X2m−
d0(x)+d1(x)X−1+···+dκ (x)X−κ , with c0(x) = a0(x) +
αa1(x) + · · · + αa(x) ≡ 0.
• If  − 2m  κ , we have:
G(X) = (−1)m c0(x)X
 + c1(x)X−1 + · · · + c(x)
d0(x)X−2m + d1(x)X−2m−1 + · · · + dκ(x)X−2m−κ .
So, we have degG(X) =  and, applying Proposition 1.7 to relation (1), we
obtain 2m   and hence κ = 0.
• If  − 2m < κ , we have:
G(X) = (−1)m c0(x)X
2m+κ + c1(x)X2m+κ−1 + · · · + c2m+κ−(x)
d0(x)Xκ + d1(x)Xκ−1 + · · · + dκ(x) .
So, we have degG(X) = 2m + κ and, applying again Proposition 1.7 to rela-
tion (1), we obtain 2m  2m + κ and hence κ = 0 and  < 2m. 
Remark. By Theorem 1, if in the equation (y′)m = F(y) we have degF(X) > 2m,
then all its solutions are in Mb(d(0,R−)). But what about these solutions in the case
when degF(X)  2m? May then be unbounded solutions? We have an affirmative
answer because, for instance, the equation y′ = 11+x admits the unbounded solution
y = log(1 + x) which is an element of Mu(d(0,1−)).
As a consequence of the above, we have the following corollary.
Corollary 1.3. If F(X) ∈ Mb(d(0,R−))(X) \ Mb(d(0,R−))[X] then every solu-
tion f ∈ M(d(0,R−)) of the equation (y′)m = F(y) is an element of Mb(d(0,R−)).
2. PROOF OF THEOREMS 2−4
We shall need the following result which is classical and easily checked [6]:
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Lemma 2.1. Let a ∈ K and let f ∈ M(d(a,R−)) be such that f (x) = a ∀x ∈ K .
Then there exists h ∈ A(d(a,R−)) such that f = a + 1
h
.
The following proposition is a particular case of Theorem 3.2 in [5].
Proposition 2.1. Let  and κ be two positive integers. Let f,g ∈ A(d(a,R−))
satisfy f  + gκ = 1. Then f and g are bounded in d(a,R−).
Proposition 2.2. Let f ∈ A(d(a,R−)) have no zero in d(a,R−) and let s ∈ N∗.
Then, there exists g ∈ A(d(a,R−)) such that f = gs .
Proof. It is well known (as in Theorem 33.3 in [6]) that ϕ :u → us is a bianalytic
application from d(1,1−) into d(1,1−). Let ψ :u → s√u be the reciprocal applica-
tion of ϕ. Hence ψ ∈ A(d(1,1−)).
Now, since f has no zero in d(a,R−), it is of the form f (a)(1 + ∑∞n=1 λn(x −
a)n) with |λn|Rn  1∀n  1. Let b ∈ K such that bs = f (a). Since |λn(x −
a)n| < 1∀n  1, ∀x ∈ d(a,R−), we deduce that |λn(x − a)n| < 1∀n  1 and hence
|∑∞n=1 λn(x − a)n)| < 1. So, we may apply ψ to the element 1 +
∑∞
n=1 λn(x − a)n
of d(1,1−). 
If we set g(x) = b s
√
1 + ∑∞n=1 λn(x − a)n, then clearly g belongs to A(d(a,R−))
and satisfies f = gs .
Proposition 2.3. Let f ∈ A(d(a,R−)) have a divisor of the form (x, snx) with
s ∈ N∗. Then, there exists g ∈ A(d̂(a,R−)) such that f = gs .
Proof. By Proposition 1.5, there exists h ∈ A(d̂(a,R−)) admitting as divisor (h) =
(x,nx)x and hence (hs) = (x, snx). So the element fhs of M(d̂(a,R−)) admits as
divisor D0 = (x,0)x . Consequently, fhs belongs to A(d̂(a,R−)) and has no zero in
d̂(a,R−). Then, by Proposition 2.2 there exists u ∈ A(d̂(a,R−)) such that us = f
hs
.
Finally, by setting g = uh, we have gs = f . 
Proof of Theorem 2. Recall that, we assume F(X) to be a polynomial of K[X] of
degree  2m.
Let f ∈ M(d(a,R−)) be a solution of Equation (E ′), (y′)m = F(y).
If F(X) is constant, the conclusion is immediate. Hence we may suppose that
F(X) = A(X − a)d , where A,a ∈ K and d is an integer such that 1  d  2m.
If α is a zero of f − a of order s, we have:
s = m
m − d and m > d.(1)
So all zeros of f − a are multiple and have the same multiplicity order.
If β is a pole of f of order t , we have:
t = m
d − m and hence m < d.(2)
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So all poles of f have the same order.
Hence f − a cannot have both zeros and poles in d(a,R−). So, by Lemma 2.1,
either f ∈ A(d(a,R−)) or f is of the form f = a + 1
h
with h ∈ A(d(a,R−)). Let us
show that, in both situations, f ∈ K(X).
Indeed, if f ∈ A(d(a,R−)), then every zero α of f has the same multiplicity
ωα(f ) = μ = mm−d , with d < m, and hence ωα(f ′) = μ − 1 = dm−d . So, by
Proposition 2.3, there exists g ∈ A(d̂(a,R−)) such that f = gμ. By substitution
in (4), we have g′ = B , with some B ∈ K such that Bm = (μ)−mA. We deduce
that f is a polynomial of the form f = (Bx + C)μ.
Now, if f = a + 1
h
with h ∈ A(d(a,R−)), then h satisfies:
h′m = (−1)mAh2m−d .(3)
But then every zero α of h has the same multiplicity ωα(h) = μ = md−m , with d >
m, and hence, ωα(h′) = μ − 1 = 2m−dd−m . So, by Proposition 2.3, there exists g ∈
A(d̂(a,R−)) such that h = gμ. By substitution in (4), we have g′ = B , with some
B ∈ K such that Bm = (−μ)mA. We deduce that f is a rational function of the form
f = a + (Bx + C)−μ. This completes the proof of Theorem 2. 
Proposition 2.4. Let F(X) ∈ K(X) be a non-zero rational function and let m ∈ N∗.
If the differential equation (E ′), (y′)m = F(y), has a solution f ∈ Mu(d(a,R−)),
then F(X) is a polynomial of degree  2m.
Proof. Suppose that F(X) has a pole b and suppose that β is a zero of f −b. Then β
is a pole of F ◦ f , which contradicts the fact that f is a solution of Equation (E).
Then f does not take the value b. But f is unbounded and therefore may avoid
at most one value. Thus b is the only pole of F(X) and, consequently, we have
F(X) = G(X)
(X−b)ν , with G(X) ∈ K[X],G(b) = 0 and ν ∈ N∗. Then, by Lemma 2.1,
f is of the form f = b + 1
h
with h ∈ Au(d(a,R−)), and up to a change of variable,
we may suppose that b = 0.
From (E) we can deduce that h satisfies (h′)m = (−1)mh2m+νG(b + 1
h
).
Since h ∈ Au(d(a,R−)), there exists ρ ∈]0,R[ such that |h|(r) > |b|−1,∀r ∈
[ρ,R[.
Then, |b + 1
h
|(r) = |b|,∀r ∈ [ρ,R[, and hence |G(b + 1
h
)|(r) = |G(b)|,∀r ∈
[ρ,R[.
As a consequence we have (|h′|(r))m = (|h|(r))2m+ν |G(b)| ∀r ∈ [ρ,R[.
Using Lemma 1.1, we have: (|h|(r))m+ν |G(b)|rm  1.
Now, since h ∈ Au(d(a,R−)), we have limr→R(|h|(r))m+ν |G(b)|rm = +∞,
a contradiction to the above inequality.
Consequently, F(X) has no poles and hence is a polynomial F(X) = a0 + a1X +
· · · + adXd , where a0, a1, . . . , ad ∈ K and ad = 0. Finally, applying Proposition 1.3
and Proposition 1.6, we see that d  2m. This completes the proof of Proposi-
tion 2.4. 
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Proposition 2.5. Suppose that the polynomial F(X) has at least 2 distinct zeros.
Then the differential equation (E ′), (y′)m = F(y), does not admit any solution f ∈
Au(d(a,R−)) or of the form f = a + 1h with h ∈ Au(d(a,R−)).
Proof. Suppose that P(X) = A∏ki=1(X − ai)di with k  2,A,a1, . . . , ak ∈ K .
Without lost of generality, we may also suppose that a1, . . . , ak are different from
zero.
If f ∈ Au(d(a,R−)), it takes all the values a1, . . . , ak . For every i ∈ {1, . . . , k},
let i = gcd(m,di),m = iμi, di = iδi so that μi and δi are coprime integers. Since
ai = aj for i = j , the functions f − ai and f − aj have no common zero. So if α
is a zero of f − ai , we have mωα(f ′) = diωα(f − ai). Consequently, μiωα(f ′) =
δiωα(f − ai) and hence μi divides ωα(f − ai) for every zero α of f − ai . So, by
Proposition 2.3, there exists gi ∈ Au(d̂(a,R−)) such that f − ai = (gi)μi . Now, if
μi = 1, then m divides di , which is excluded because di < m by (2). Consequently,
μi  2 for every i = 1, . . . , k.
Finally, if i, j are two distinct integers among 1, . . . , k, we have (gi)μi − (gj )μj =
f − ai − (f − aj ) = aj − ai = 0. Since min(μi,μj )  2, we see by Proposition 2.1
that gi, gj are bounded, a contradiction with the fact that h is unbounded.
Now, if f = a + 1
h
, with h ∈ Au(d(a,R−)) then h satisfies:
h′m = (−1)mAh2m−d
k∏
i=1
(1 − aih)di .(1)
As h ∈ Au(d(a,R−)), one has for r < R sufficiently close to R:
|1 − aih|(r) = |ai ||h|(r), ∀i = 1, . . . , k.
Using Lemma 1.1, we obtain from relation (1):
(|h|(r))m  1
rm
∏k
i=1 |ai |
.(2)
This is, again, in contradiction with the fact that h is unbounded and, finally,
completes the proof of Proposition 2.5. 
Proof of Theorem 3. It is a consequence of Theorem 2 and Proposition 2.5. 
According to the above, it remains to identify the situations where the equation
(y′)m = F(y) may admit solutions that are meromorphic functions in d(a,R−) and
take any value of P1(K) = K ∪ {∞}. Theorem 4 gives sufficient conditions for such
a phenomenon not to happen. To prove this Theorem, we will need the following
elementary lemma:
Lemma 2.2. Let n be an integer such n = 5 or n  7. Then the number n−1
n
is not
of the form n−1
n
= 1
λ
+ 1
ν
, with λ, ν ∈ N∗.
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Proof of Theorem 4.
Let F(X) = A∏ki=1(X − ai)di and d =
∑k
i=1 di .
We remark that, for every 1  i  k, every zero α of f − ai is also a zero of
(f − ai)′ = f ′ and hence:
ωα(f − ai) = m
m − di  2.(3.1)
We deduce that:
m  2,(3.2)
m
2
 di  m − 1,(3.3)
From (3.3), we obtain km2  d  k(m − 1).
Furthermore, for each pole β of f , we have:
ωβ(f ) = m
d − m  1.(3.4)
Hence m + 1  d  2m and therefore:
max
{
m + 1, km
2
}
 d  min{2m,k(m − 1)},(3.5)
m + 1
m − 1  k 
2d
m
 4.(3.6)
Let μ = m
d−m and μi = mm−di , for i = 1, . . . , k. Then we have:
1
m
 1
μi
 1
2
.(3.7)
From (3.5), we deduce that:
max
{
1
m
,
k − 2
2
}
 1
μ
 min
{
1,
k(m − 1)
m
− 1
}
.(3.8)
We have also:
1
μ
+
k∑
i=1
1
μi
= k − 1.(3.9)
(I) Suppose that m = 2. So, from (3.3), (3.5) and (3.6), we deduce that k = d = 3
or 4 and d1 = · · · = dk = 1. This leads to Equations (1) and (2).
(II) Suppose now that m  3. Since m − 1 does not divide m, we deduce that di 
2,∀i = 1, . . . , k. Hence we have:
max
{
m
2
,2
}
 di  m − 1,(3.3′)
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From (3.3), we obtain max{ km2 ,2k}  d  k(m − 1). Hence, (3.5) becomes:
max
{
m + 1, km
2
,2k
}
 d  min{2m,k(m − 1)}.(3.5′)
So, we have m+1
m−1  k  min{m, 2dm }. As 1 < m+1m−1  2, for m  3, (3.6) becomes:
2  k  min
{
m,
2d
m
}
 4.(3.6′)
Using (3.3′), we obtain: 1
m
 m−di
m
 min{m−2
m
, 12 }, i.e.,
1
m
 1
μi
 min
{
m − 2
m
,
1
2
}
.(3.7′)
From (3.8) and (3.5′), we deduce that:
max
{
1
m
,
k − 2
2
,
2k − m
m
}
 1
μ
 min
{
1,
k(m − 1)
m
− 1
}
.(3.8′)
(II.1) m = 3. From (3.3′) and (3.5′), we have:
di = 1,∀i = 1, . . . , k;
max
{
4,
3k
2
,2k
}
 d  min{6,2k}.
Hence
{
d = 4
k = 2 or
{
d = 6
k = 3 .
This leads to Equations (3) and (4).
(II.2) m  4. We can distinguish the following cases.
(II.2.1) k = 4. Then, using respectively (3.6′), (3.7′), (3.8′) and (3.9), we obtain:
d = 2m  8; 1
m
 1
μi
 1
2
; 1
μ
= 1;
4∑
i=1
1
μi
= 2.
Hence:
1
μ1
= 1
μ2
= 1
μ3
= 1
μ4
= 1
2
and d1 = d2 = d3 = d4 = m2 .
This gives the equation:
y′m = A(y − a1)m2 (y − a2)m2 (y − a3)m2 (y − a4)m2 ,
where m  4 and m ≡ 0 (mod 2),
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which is a power of an equation of the form (2).
(II.2.2) k = 3. Then, using respectively (3.3′), (3.5′), (3.7′), (3.8′) and (3.9), we
obtain:
m
2
 di  m − 1; 3m2  d  2m;
2  μi  m; 1  μ  2; 1
μ
+
3∑
i=1
1
μi
= 2.
We may assume that 2  μ1  μ2  μ3  m, i.e., 12 
1
μ1
 1
μ2
 1
μ3
 1
m
.
(i) If μ = 1, the only possible values for the triplet ( 1
μ1
, 1
μ2
, 1
μ3
) are:
(
1
2
,
1
3
,
1
6
)
;
(
1
2
,
1
4
,
1
4
)
;
(
1
3
,
1
3
,
1
3
)
.
Hence the only possible values of the triplet (d1, d2, d3) are:
(
m
2
,
2m
3
,
5m
6
)
;
(
m
2
,
3m
4
,
3m
4
)
;
(
2m
3
,
2m
3
,
2m
3
)
.
This gives the equations:
y′m = A(y − a1)m2 (y − a2) 2m3 (y − a3) 5m6 ,
where m  4 and m ≡ 0 (mod 6),
y′m = A(y − a1)m2 (y − a2) 3m4 (y − a3) 3m4 ,
where m  4 and m ≡ 0 (mod 4),
and
y′m = A(y − a1) 2m3 (y − a2) 2m3 (y − a3) 2m3 ,
where m  4 and m ≡ 0 (mod 3),
which are, respectively, a power of an equation of the form (5), (6) and (4).
(ii) If μ = 2, the only possible value for the triplet ( 1
μ1
, 1
μ2
, 1
μ3
) is:
(
1
μ1
,
1
μ2
,
1
μ3
)
=
(
1
2
,
1
2
,
1
2
)
.
Hence the only possible value of the triplet (d1, d2, d3) is:
(d1, d2, d3) =
(
m
2
,
m
2
,
m
2
)
.
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This gives the equation:
y′m = A(y − a1)m2 (y − a2)m2 (y − a3)m2 ,
where m  4 and m ≡ 0 (mod 2);
which is a power of an equation of the form (1).
(II.2.3) k = 2. Then, using again (3.3′), (3.5′), (3.7′), and (3.8′), we obtain:
m
2
 di  m − 1; m + 1  d  2m − 2;
2  μi  m; m
m − 2  μ  m and hence 2  μ  m.
From (3.9), obtain 1
μ1
+ 1
μ2
= μ−1
μ
.
Hence, by Lemma 2.2, we have 2  μ  min{6,m} and μ = 5.
We may assume that 2  μ1  μ2  m, i.e., 12 
1
μ1
 1
μ2
 1
m
.
(i) If μ = 2, the only possible values for the couple ( 1
μ1
, 1
μ2
) are:
(
1
3
,
1
6
)
;
(
1
4
,
1
4
)
.
Hence the only possible values of the couple (d1, d2) are:
(d1, d2) =
(
2m
3
,
5m
6
)
; (d1, d2) =
(
3m
4
,
3m
4
)
.
This corresponds to the equations:
y′m = A(y − a1) 2m3 (y − a2) 5m6 ,
where m  4 and m ≡ 0 (mod 6),
y′m = A(y − a1) 3m4 (y − a2) 3m4 ,
where m  4 and m ≡ 0 (mod 4),
which are, respectively, a power of an equation of the form (7) and (8).
(ii) If μ = 3, the only possible values for the couple ( 1
μ1
, 1
μ2
) are:
(
1
μ1
,
1
μ2
)
=
(
1
2
,
1
6
)
;
(
1
μ1
,
1
μ2
)
=
(
1
3
,
1
3
)
.
Hence the only possible values of the couple (d1, d2) are:
(d1, d2) =
(
m
2
,
5m
6
)
; (d1, d2) =
(
2m
3
,
2m
3
)
.
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This corresponds to the equations:
y′m = A(y − a1)m2 (y − a2) 5m6 ,
where m  4 and m ≡ 0 (mod 6),
y′m = A(y − a1) 2m3 (y − a2) 2m3 ,
where m  4 and m ≡ 0 (mod 3);
which are, respectively, a power of an equation of the form (9) and (3).
(iii) If μ = 4, the only possible value for the couple ( 1
μ1
, 1
μ2
) is:
(
1
μ1
,
1
μ2
)
=
(
1
2
,
1
4
)
.
Hence the only possible value of the couple (d1, d2) is:
(d1, d2) =
(
m
2
,
3m
4
)
.
This corresponds to the equation:
y′m = A(y − a1)m2 (y − a2) 3m4 ,
where m  4 and m ≡ 0 (mod 4),
which is a power of an equation of the form (10).
(iv) If μ = 6, the only possible value for the couple ( 1
μ1
, 1
μ2
) is:
(
1
μ1
,
1
μ2
)
=
(
1
2
,
1
3
)
.
Hence the only possible value of the couple (d1, d2) is:
(d1, d2) =
(
m
2
,
2m
3
)
.
This corresponds to the equation:
y′m = A(y − a1)m2 (y − a2) 2m3 ,
where m  4 and m ≡ 0 (mod 6),
which is a power of an equation of the form (11).
This completes the proof of Theorem 4. 
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