Abstract. Let {X n , n ≥ 1} be a sequence of independent random variables with common general error distribution GED(v) with shape parameter v > 0, and let M n,r denote the rth largest order statistics of X 1 , X 2 , · · · , X n . With different normalizing constants the distributional expansions of normalized powered order statistics |M n,r | p are established, from which the convergence rates of powered order statistics to their limits are derived. This paper generalized Hall's results on powered-extremes of normal sequence.
Introduction
The general error distribution is an extension of normal distribution. The density of general error distribution, say g v (x), is given by 2010) and Jia and Li (2014) showed that the optimal convergence rate is proportional to 1/ log n, similar to the results of Hall (1979) and Nair (1981) on normal extremes. In order to improve the convergence rate of normal extremes, Hall (1980) studied the asymptotics of |M n,r | p , the powered rth largest order statistics, and showed that the distribution of normalized M 2 n,r converges to its limit at the rate of 1/(log n) 2 under optimal normalizing constants, while the convergence rates are still the order of 1/ log n in the case of p = 2. For more details, see Hall (1980) . For more work on higher-order expansions of powered-extremes from normal samples, see Zhou and Ling (2016) Hüsler-Reiss models.
Motivated by the work of Peng et al. (2010) , Jia and Li (2014) and Hall (1980) , the objective of this paper is to consider the higher-order expansions of powered order statistics from GED(v) sample. Let X 1 , X 2 , · · · , X n be independent identically distributed random variables with common distribution function G v following GED(v) with density given by (1.1). For positive integer r, let M n,r denote the rth largest order statistics of X 1 , X 2 , · · · , X n and M n = M n,1 = max 1≤k≤n {X k } for later use. It is known that the distributional convergence rate of normalized maximum may depend heavily on the normalizing constants, see Leadbetter et al. (1983) , Resnick (1987) , Hall (1979 Hall ( , 1980 and Nair (1981) for normal samples. For the GED(v) distribution and positive power index p, it is necessary to discuss how to find the normalizing constants c n > 0 and d n such that
where Λ r (x) = Λ(x) r−1 j=0 e −jx /j! with Λ(x) = exp(− exp(−x)), x ∈ R, and further work on distributional expansions and convergence rates of |M n,r | p with different normalizing constants.
For v > 0 with normalizing constants α n and β n given by 4) where M follows the Gumbel extreme value distribution Λ(x). With normalizing constants α * n and
(1.5)
We will show that (1.2) holds and investigate further the higher-order expansions and convergence rates of (1.2). Similarly, with p = v the optimal convergence rates of |M n,r | p is derived under the following normalizing constants 6) where constant b n is the solution of the equation
Note that for the normal case, it follows from (1.6) that c n = pb
which are just the normalizing constants given by Hall (1980) .
For the normal case, Hall (1980) showed that the optimal convergence rate of M 2 n,r is the order of 1/(log n) 2 if we choose the normalizing constants c * n = 2(1 − b −2 n ) and d * n = b 2 n − 2b −2 n . For the powered rth largest order statistics |M n,r | p from the GED(v) sample, it follows from (1.6) that the convergence rate can be improved if p = v. Some techniques are used here to find the optimal normalizing constants c * n and d * n as p = v. Details are given as follows.
By Eq. (3.1) of Lemma 1 in Jia and Li (2014), for v ∈ (0, 1) ∪ (1, +∞) and large x we have 8) where
where
(1.10)
Now similar to Hall (1980) , we choose
where b n is given by (1.7). Note that if v = 2, λ = 1, the normal case,
just the normalizing constants given by Hall (1980) .
Rest of this paper is organized as follows. Section 2 provides the main results. Proofs of the main results with some auxiliary lemmas are deferred to Section 3.
Main results
In this section, we provide the higher-order distributional expansions of powered order statistics under different normalizing constants. Throughout this paper, let Λ r (x) = Λ(x) r−1 j=0 e −jx /j! for positive integer r and Λ r (x) = 0 for r ≤ 0.
Theorem 2.1. Let {X n , n ≥ 1} be a sequence of independent random variables with common distribution G v (x), v > 0, and M n,r denotes the rth largest order statistics of
Then, (i) if v = 1 and p = 1, with normalizing constants α * n and β * n given by α * n = 2
(ii) if v = 1 and p = 1, with normalizing constants α * n and β * n given by α * n = p2
(iii) if v ∈ (0, 1) (1, +∞) and p > 0, with normalizing constants α * n and β * n given by (1.5), we
Theorem 2.2. Let M n,r denotes the rth largest order statistics of
(1, +∞) and p = v, with normalizing constants c n and d n given by (1.6), we
and
(ii) if v ∈ (0, 1) (1, +∞) and p = v, with normalizing constants c * n and d * n given by (1.11), we
3)
4)
Remark 2.1. Theorem 2.1 (i)-(ii) shows the difference of the optimal convergence rates for the powered order statistics of the Laplace distribution as p = 1 and p = 1, respectively. Meanwhile, it 
is proportional to 1/ log n since b v n ∼ 2λ v log n by (1.7), while it can be improved to the order of 1/(log n) 2 with optimal choice of normalizing constants c * n and d * n given by (1.11) as p = v, which coincides with the normal case studied by Hall (1980) .
The proofs
In order to prove the main results, we need some auxiliary lemmas.
and p = 1, with normalizing constants α * n and β * n given by α * n = 2
(iii) if v ∈ (0, 1) (1, +∞), with normalizing constants α * n and β * n given by (1.5), for large n we
Proof. (i). If v = 1 and p = 1, by (1.1) the Laplace distribution function G 1 (x) is given by
Putting the values of α * n and β * n given by Theorem 2.1(i) into (3.4), we have
as α * n x + β * n > 0.
(ii). If v = 1 and p = 1, note that
The claimed result (3.2) follows from (3.4) and (3.5).
(iii). If v ∈ (0, 1) (1, +∞), with z n,p (x) = (α * n x + β * n ) 1/p with normalizing constants α * n and β * n given by (1.5), we have
(log log n) 2 + (1 − v −1 ) 2 log 2Γ( 1 v ) − x log log n log n + o log log n log n .
(3.7)
Further,
Combining (1.8) and (3.6)-(3.8), we derive (3.3). 
Proof. (i), if v ∈ (0, 1) (1, +∞) and p = v, with normalizing constants c n and d n , we have
By arguments similar to (3.6)-(3.8), by (1.6) and (1.7) we have
Combining (1.8) and (3.11)-(3.13), we derive the desired result (3.9).
(ii). If v ∈ (0, 1) (1, +∞) and p = v, with normalizing constants c * n and d * n given by (1.11), let
Arguments similar to (3.6)-(3.8), we can get 14) and by (1.7),
Combining (1.8) and (3.14)-(3.16), we derive (3.10).
Lemma 3.3. Let {X n , n ≥ 1} be a sequence of i.i.d. random variables with common distribution G v (x) with parameter v > 0 and M n,r denotes the rth largest order statistics of {X 1 , X 2 , · · · , X n }.
Assume that there exists positive constant z n (x) such that n(1 − G v (z n (x)) → e −x , then
Proof. First, note that
By arguments similar to Hall (1980) and some tedious calculation, we have
The desired result follows.
Proof of Theorem 2.1. (i). Note that Lemma 3.3 shows that P (|M n,r | ≤ z n,1 (x)) − Λ r (x) = O(1/n) since θ n,1 (x) = ne x (1 − G 1 (z n,1 (x)) = 1 by Lemma 3.1(i) in the case of v = p = 1, where z n,1 (x) = α * n x + β * n with α * n and β * n given by Theorem 2.1(i). Higher-order expansions are needed here. By using (3.1),(3.18), (3.19 ) and the following two facts
we have
Hence, it follows from (3.20) that
(ii). In the case of v = 1, p = 1, let z n,p (x) = (α * n x + β * n ) 1/p with α * n and β * n given by Theorem 2.1(ii). By using (3.2), with θ n,p (x) = ne x (1 − G 1 (z n,p (x)) we have
It follows from (3.21) and Lemma 3.3 that
Hence, following (3.22) we have
(iii). For the case of v = 1 and p > 0, let z n,p (x) = (α * n x + β * n ) 1/p with α * n and β * n given by
log log n log n + o log log n log n (3.23) due to (3.3). Hence, it follows from (3.23) and Lemma 3.3 that
and lim n→∞ (log log n) ( log n (log log n) 2 
The proof is complete.
Proof of Theorem 2.2. (i).
For the case of v ∈ (0, 1) (1, +∞) and p = v, let z n,p (x) = (c n x + d n ) 1/p with c n and d n given by Theorem 2.2(i). By using (3.9) we have The proof is complete.
