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Abstract
We consider implications of dynamical Borel-Cantelli lemmas for rates of growth
of Birkhoff sums of non-integrable observables ϕ(x) = d(x, p)−k, k > 0, on ergodic
dynamical systems (T,X, µ) where µ(X) = 1. Some general results are given as well
as some more concrete examples involving non-uniformly expanding maps, intermittent
type maps as well as uniformly hyperbolic systems.
1 Birkhoff sums of non-integrable functions.
Let Xi be a sequence of random variables on a probability space (X,µ) (in other words a
stochastic process) and let Sn =
∑n
i=1Xi be the associated sequence of Birkhoff sums.
W. Feller [9] showed that if {Xi} are iid and E|X1| =∞ then for any sequence b(n) > 0,
if limn→∞
b(n)
n = ∞ then either lim sup Snb(n) = ∞ a.e. or lim inf Snb(n) = 0 a.e. Chow and
Robbins [7] then showed that the conditions on b(n) can be relaxed and that in fact for any
sequence of constants b(n) either lim sup Snb(n) =∞ a.e. or lim inf Snb(n) = 0 a.e.
Suppose now that (T,X, µ) is an ergodic probability measure preserving transforma-
tion and ϕ : X ∈ R is a non-integrable measurable function. Then Xi := ϕ ◦ T i is a
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stationary stochastic process with Birkhoff sum Sn =
∑n
i=1 ϕ ◦ T i. In this dynamical set-
ting Aaronson [1] showed that for any sequence b(n) > 0, if limn→∞
b(n)
n = ∞ then either
lim sup Snb(n) = ∞ a.e. or lim inf Snb(n) = 0 a.e. Thus for ergodic dynamical systems there is
no strong law of large numbers for non-integrable observables.
A natural question is the rate of growth of Birkhoff sums. A useful result, due again to
Aaronson [1, Proposition 2.3.1] states:
Proposition 1.1 If a(x) is increasing, limx→∞
a(x)
x = 0 and∫
a(ϕ(x))dµ <∞
then for µ a.e. x
lim
n→∞
a(Sn)
n
= 0
Despite the generality of its assumptions, if p ∈ (0, 1). gives close to optimal bounds on
lim supSn in many dynamical settings, as demonstrated later in this paper. Throughout
this paper if a(n) and b(n) are two sequences a(n) ∼ b(n) will mean that there exists an N
and constants C1, C2 such that 0 < C1 ≤ a(n)b(n) ≤ C2 for all n ≥ N .
In [15] dynamical Borel-Cantelli lemmas were used to give information on the almost
sure behavior of the maxima Mn := max{ϕ(x), ϕ(Tx), ϕ(T 2x), . . . , ϕ(T nx)} for certain
classes of observables on a variety of chaotic dynamical systems (T,X, µ). Motivated by
applications in extreme value theory the observables considered in [15] were of form ϕ(x) =
− log d(x, p) and ϕ(x) = d(x, p)−k, where d(., .) was a Riemannian metric on the space X.
For the integrable observable ϕ(x) = − log d(x, p) under relatively mixing conditions on the
dynamical system (please see [15, Theorem 2.2] for details) a sequence of scaling constants
a(n) exists such that limn→∞ Mna(n) = C > 0 almost surely for some constant C.
But the following result shows that for many dynamical systems there is no almost sure
limit for Mna(n) , in the case ϕ(x) = d(x, p)
−k, k > 0, even if k is such that ϕ is integrable (so
that a strong law of large numbers does hold for the Birkhoff sum). We state a simpler, less
general, version of [15, Theorem 2.7] adapted for our purposes,
Proposition 1.2 Suppose that (T,X, µ) is a measure preserving system with ergodic mea-
sure µ which is absolutely continuous with respect to Lebesgue measure m. Suppose for a
point p ∈ X there exists δ > 0, C > 0 and r0 > 0 such that for all ε < r < r0:
|µ(B(p, r + ε))− µ(B(p, r))| ≤ Cεδ. (1.1)
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and 0 < dµdm (p) < ∞. Moreover suppose that we have exponential decay of correlations in
bounded variation norm (BV) versus L1 in the sense that there exists C > 0 and 0 < θ < 1
such that for all ϕ1 of bounded variation and all ϕ2 ∈ L1(m) we have:∣∣∣∣
∫
ϕ1 · ϕ2 ◦ f jdµ −
∫
ϕ1dµ
∫
ϕ2dµ
∣∣∣∣ ≤ Cθj‖ϕ1‖BV ‖ϕ2‖L1(m),
Then if ϕ(x) = dist(x, p)−k for some k > 0 for any monotone sequence u(n)→∞:
µ
(
lim sup
n→∞
Mn(x)
u(n)
= 0
)
= 1, or µ
(
lim sup
n→∞
Mn(x)
u(n)
=∞
)
= 1. (1.2)
The relation between Birkhoff sums and extreme values, such as the maxima, is in-
vestigated in the topic of trimmed Birkhoff sums [3, 16, 28]. In this approach the time
series {ϕ(x), ϕ(Tx), ϕ(T 2x), . . . , ϕ(T nx)} is rearranged into increasing order {ϕ(T i0x) ≤
ϕ(T i1x) ≤ ϕ(T i2x) ≤ . . . ϕ(T inx)} so that ϕ(T inx) = Mn(x). We will this denote this
rearrangement by {Mn0 (x),Mn1 (x), . . . ,Mnn (x)}. Note that Mn(x) = Mnn (x) in this nota-
tion. Almost sure limit theorems for trimmed sums involve two sequences of constants
a(n),b(n) so that the scaled truncated sum 1a(n)
∑n−b(n)
j=0 M
n
j satisfies a strong law of large
numbers. We refer especially to [3, 28], where very precise information on the limiting
behavior and choice of constants a(n),b(n) is given for certain dynamical systems. Such
results make clear the relations between large extremal values of the time series and the
behavior of the Birkhoff sum. There still remains the question of the rate of growth of∑n
j=b(n)+1M
n
j . However good estimates on the lower bound of the rate of growth of Sn are
given by the constants a(n) in the trimmed sum limit. In fact [28, Theorem 1.8] provides a
better bound for lim inf Sn in the context of piecewise uniformly expanding interval maps
than our techniques. We remark on this at more length later.
In this paper we will consider the observable ϕ(x) = d(x, p)−k over chaotic dynamical
systems (T,X, µ) for values of k which ensure that
∫
ϕdµ = ∞. Our results are limited to
probability spaces, in that µ(X) = 1. Most of our results generalize in an obvious way to a
wider class of functions, for example those for which µ(ϕ > t) = L(t)tγ where 0 < γ < 1 and
L(t) is a slowly varying function, as long as the sets (ϕ > t) for large t correspond to sets
for which the SBC property holds. Similarly our results generalize to observables ϕ with a
finite set of singularities {p1, . . . , pm} such that for all i there exist constants C1, C2 r > 0
such that 0 < C1 <
ϕ(y)
d(y,pi)−k
< C2 for all y ∈ B(pi, r) and with integrable negative part
i.e. if ϕ− := max{0,−ϕ} then ∫ ϕ−dµ < ∞. But for simplicity of exposition we will stick
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to the ϕ(x) = d(x, p)−k. The case where ϕ−(x) is not integrable is very interesting but the
techniques of this paper are not immediately applicable to this case. We refer to [2, 19]
for interesting recent results on trimmed symmetric Birkhoff sums in the setting of infinite
ergodic theory (when the underlying probability space has infinite measure).
2 Dynamical Borel Cantelli lemmas and infinite Birkhoff
sums.
We assume that (T,X, µ) is an ergodic dynamical system and X is a measure and metric
space with a Riemannian metric d. Let m denote Lebesgue measure on X. Let B(p, r) :=
{x : d(p, x) < r} denote the ball of radius r about a point p with respect to the given metric
d. Suppose that b(n) is a sequence of nested sets in X based about a point p. Define
En =
n∑
j=1
µ(Bj)
For the purposes of this paper (see [6], who introduced the term) we say that the Strong
Borel Cantelli (SBC) property holds for (Bj) if for µ a.e. x ∈ X
n∑
j=1
1Bj ◦ T j(x) = En + o(En)
In most of the examples we consider we have a better estimate of the error term and, for
any δ > 0,
n∑
j=1
1Bj ◦ T j(x) = En +O(E1/2+δn ) (∗)
If (∗) holds we say that the sequence (Bj) satisfies the QSBC property, for quantitative
Strong Borel Cantelli property. If T j(x) ∈ Bj infinitely often for µ a.e. we say that the
sequence (Bj) has the Borel-Cantelli property.
Examples of systems for which the QSBC property has been proved for balls nested at
points p in phase space include Axiom A diffeomorphisms [6], uniformly partially hyperbolic
systems preserving a volume measure with exponential decay of correlations [8], uniformly
expanding C2 maps of the interval [26], and Gibbs-Markov type maps of the interval [18].
For intermittent type maps with an absolutely continuous invariant probability measure the
work of Kim [18] and Goue¨zel [12] gives a fairly complete picture: the Borel-Cantelli property
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holds for nested balls except those based at the indifferent fixed point. Other results on non-
uniformly expanding systems include one-dimensional maps modeled by Young towers with
exponential decay of correlations [13], the general framework of [14] and other hyperbolic
settings [11, 20, 24, 17].
Non-integrable observations.
Let ϕ(x) = d(x, p)−k for some distinguished point p, where dim(X) = D and k ≥ D. Let
Sn =
∑n−1
j=0 ϕ ◦ T j.
Theorem 2.1 Suppose that (T,X, µ) is an ergodic dynamical system with dim(X) = D.
Let ϕ(x) = d(x, p)−k for some distinguished point p. Suppose there exist constants C1, C2
such that 0 < C1 <
dµ
dm (p) < C2 and that the SBC property holds for nested balls about p.
If k > D then for any ε > 0
(a) lim sup
Sn
nk/D[log(n)]k/D+ε
= 0
and for any ε > 0
(b) lim inf
Sn
nk/D−ε
≥ 1
while
(c) Sn ≥ nk/D logk/D n infinitely often
If moreover the QSBC property holds for nested balls about p then for any ε > 0
(d) lim inf
Sn
nk/D(e−(log n)
1
2+ε)k/D
> 1
If k = D the lower bounds in (b) and (d) may be replaced by lim inf Snn ≥> δ > 0 for
some constant δ, while (a) and (c) hold.
Proof.
We assume first k > D. It is known from Aaronson [1, Proposition 2.3.1] that if a(x) is
increasing, limx→∞
a(x)
x = 0 and ∫
a(ϕ(x))dµ <∞
then for µ a.e. x
lim
n→∞
a(Sn)
n
= 0
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Our assumptions imply that µ(B(p, r)) ∼ rD. In fact using spherical co-
ordinates our assumption on the density implies that
∫
dµ =
∫
h(x)dx =∫
K(θ1, ..., θD−1)rD−1h(r)drθ1 . . . dθD−1 where 0 < c1 < K(θ1, ..., θD−1) < c2 for some
constants c1,c2.
By the Borel Cantelli lemma µ(T nx ∈ B(p, 1
n1/D+δ
) i. 0) = 0 for any δ > 0. Hence
given δ > 0 for µ a.e. x ∈ X there exists a time N(x) such that T ix 6∈ B(p, 1
n1/D+δ
) for all
i > N(x). This implies that ϕ◦T j ≤ nk(1/D+δ) for all j ≥ N(x). Thus Sn ≤ C(x)n1+k(1/D+δ)
for large n where C(x) is a constant. Hence log(Sn) ≤ c(x) log(n) for some constant c(x) > 0.
Choosing a(x) = x
D/k
log(x)1+η for η > 0 then
a(Sn) =
(Sn)
D/k
log(Sn)1+η
≥ (Sn)
D/k
[c(x) log(n)]1+η
Hence for any ε > 0
lim sup
Sn
nk/D[log(n)]k/D+ε
= 0
Assume now that the SBC property holds for nested balls about p. First note that if
rn = (n)
−1/D then T nx ∈ B(p, rn) i.o. Let Bj := B(p, 1j1/D ). From the SBC property∑n
j=1 1Bj ◦ T j(x) ∼ log(n).
If we define nl := maxj≤n{T jx ∈ B(rj, p)} then for µ a.e. x ∈ X, for any M > 0,
limn→∞ nl
n1−δ
> M for any δ > 0. To see this, for a generic x ∈ X, limn→∞ Snlogn = 1.
By definition of nl(x), Snl = Sn and hence limn→∞
Snl
logn = 1. As limn→∞
Snl
lognl
= 1 we see
limn→∞ lognllogn = 1, which implies the result.
Since Sn > Mnl , lim inf
Sn
nk/D−ε
≥ 1 for any ε > 0.
Suppose now that we have a quantitative error estimate in the form of the QSBC
property,
n∑
j=1
1Bj ◦ T j(x) = En +O(E1/2+δn )
Then
Sn = En +O(E
1/2+δ
n )
Snl = Enl +O(E
1/2+δ
nl
)
By definition of nl, Snl = Sn and hence
En − Enl = O(E1/2+δn )
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We obtain
log n− log nl = O(E1/2+δn )
which implies that
nl ≥ ne−(logn)
1
2+δ
for any δ > 0.
Hence lim inf Sn
nk/D(e−(log n)
1
2+ε)k/D
> 1 for any ε > 0.
The proofs of (a) and (c) in the case k = D are unchanged, and estimates (b) and (d)
are immediate consequences of the ergodic theorem.
Remark 2.2 The assumptions of Theorem 2.1 are satisfied by Anosov diffeomorphisms [6],
uniformly expanding C2 maps of the interval [26] and Gibbs-Markov type maps of the
interval [18]. Kim also shows that for all p ∈ X in a class of intermittent maps preserving
an absolutely continuous probability measure the conditions hold, except at the indifferent
fixed point. Recent work of Tanja Schindler [28, Theorem 1.8] on trimmed Birkhoff sums
has shown that for Gibbs-Markov maps the limit infimum estimate d can be improved to
lim inf Sn(log
k n)
nk
> 1.
2.1 Non-integrable observables on a class of intermittent type maps
.
A simple model of intermittency, a form of Manneville-Pommeau map, is the class of
maps Tα introduced by Liverani, Saussol and Vaienti in [23].
Tα(x) =

x+ 2
αx1+α, 0 ≤ x ≤ 1/2
2x− 1, 1/2 ≤ x ≤ 1
0 ≤ α < 1. (2.1)
The map Tα has a unique absolutely continuous probability measure µ if 0 ≤ α < 1.
We will only consider the case of a probability measure, rather than an infinite measure
preserving system. The density hα(x) is Lipschitz and strictly positive on any interval of
form [a, 1], a > 0 but blows up at x = 0, where hα(x) ∼ x−α.
Kim [18, Proposition 4.1] has shown that if p 6= 0 then any nested sequence of balls
about p has the SBC property.
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Theorem 2.3 Suppose (Tα, [0, 1], µα) is a Liverani-Saussol-Vaienti map with 0 ≤ α < 1.
Let p ∈ [0, 1] and ϕ(x) = d(x, p)−k with k ≥ 1. Define Sn =
∑n
j=1 ϕ ◦ T j . Then if p 6= 0,
for any ε > 0
lim inf
Sn
nk(e−(log n)
1
2+ε)k
≥ 1
and
lim sup
Sn
nk[log(n)]k+ε
= 0
In particular
lim
n→∞
log Sn
log n
= k
If p = 0 then for any ε > 0
lim inf
Sn
nk+α−ε
> 1
and
lim sup
Sn
nk+α+ε
= 0
In particular
lim
n→∞
log Sn
log n
= k + α
Proof of theorem.
We first consider the case p 6= 0 and recall a proposition from [13]. We will use it to
improve the SBC property estimate of Kim [18, Proposition 4.1] to the QSBC property.
Proposition 2.4 Let X be a compact interval and let P be a countable partition of X into
subintervals. Suppose that (T,X, µ,P) is a Gibbs-Markov system. Let (Bn) be a sequence
of intervals in X for which there exists C > 0 such that µ(Bj) ≤ Cµ(Bi) for all j ≥ i ≥ 0.
If
∑∞
n=0 µ(Bn) =∞, then denoting En =
∑n
j=1 µ(Bj) for any ε > 0,
n∑
j=1
1Bj ◦ T j(x) = En +O(E1/2+εn )
for µ a.e. x ∈ X.
A first return time Young Tower (F, ν,∆) may be constructed for this class of intermit-
tent maps with base ∆ = [1/2, 1] [29]. Every point p 6= 0 has a unique representation in
such a first return time Tower, in the sense that there is a unique t such that F−t(p) ∈ ∆.
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Hence Proposition 2.4 shows that if p 6= 0 and (b(n)) is a sequence of nested sequence of
balls based about p then
n∑
j=1
1Bj ◦ T j(x) = En +O(E1/2+εn )
for µ a.e. x ∈ X.
Hence by the proof of Theorem 2.1 for µ a.e. x
lim inf
Sn
(ne−(log n)
1
2+ε)k
≥ 1
for any ε > 0, and as a consequence of Aaronson [1, Proposition 2.3.1] for any ε > 0
lim sup
Sn
nk[log(n)]k+ε
= 0
Now we consider the case p 6= 0. For nested intervals based at p = 0 an interesting
failure of the dynamical Borel-Cantelli lemma occurs, described in [18]. To understand this
phenomenon let T1 and T2 be the two branches of the map Tα, with domains [0, 1/2] and
[1/2, 1] respectively. Consider the sequence of sets b(n) = [0, 1nγ ) for any 1 < γ ≤ 11−α . Kim
notes that
∑
n µ(b(n)) diverges (due to hα(x) ∼ x−α) while
∑
nm(b(n)) < ∞. Note that
T−11 (b(n)) ⊂ b(n). Hence the only way that T j(x) can enter Bj for infinitely many j is that
T j−1(x) ∈ T−12 (Bj) for infinitely many j. However the density hα(x) is strictly positive and
Lipschitz on any interval [a, 1] for a > 0 and so
∑
j µ(T
−1
2 (Bj)) ∼
∑
jm(T
−1
2 (Bj)) < ∞
and the sequence (b(n)) is not Borel-Cantelli.
We now consider the case of p = 0 and ϕ(x) = d(x, 0)−k . In this setting using Aaron-
son [1, Proposition 2.3.1] we solve
∫
a(ϕ) 1xα dx <∞ which gives an upper bound roughly of
form lim sup Sn
nk/(1−α)
= 0, which is not optimal (being too large as we will see).
To get a better estimate we will consider the dynamics near the indifferent fixed point.
The following local analysis of a large class of Manneville-Pommeau maps T (of which the
Liverani-Saussol-Vaienti map is a subclass) is taken from [30]. Fix ε0 > 0, let x0 ∈ (0, ε0]
and define the sequence xn by xn−1 = Tαxn. Young shows that xn ∼ 1nβ where β = 1α .
In fact there is a uniform bound on the number of intervals [ 1
(m+1)β
, 1
mβ
] that meet each
[xn+1, xn] and vice-versa.
This implies that if x = 12 +
1
2mγ then Tαx =
1
mγ . Writing
1
mγ = xn for some sequence as
described above we have 1mγ =
1
nβ
, hence it takes n ∼ mγ/β = mγα iterates j for T j+1x to
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escape the region [0, ε0] i.e. T
j+1x < ε0 for j < m
γα. Note that
∑n
j=1 ϕ(xj) ≥
∑n
j=1 j
kβ as
xj ∼ 1jβ and hence Sn ≥ nkβ+1. Hence if x = 12 + 12mγ then
∑n
j=1 ϕ ◦ T jx ≥ m(γ/β)(kβ+1) =
mγ(k+α).
This gives a lower bound on lim inf Sn since if we define nl(x) = max{1 ≤ j ≤ n :
T j(x) ∈ [1/2, 1/2 + 1n ]} then for any ε > 0, lim inf nln1−ε ≥ 1 by the arguments of the
previous section (we use the weaker SBC estimate as the stronger QSBC estimate does not
help in this argument). Furthermore once T nx enters [1/2, 1/2 + 1n ] it spends ∼ nα iterates
in the region (0, ε0) whence Sn+nα ≥ nk+α−ε. As α < 1 this implies that lim inf Snnk+α−ε > 1
for any ε > 0.
We will now show lim sup Sn
nk+α+ε
= 0 for any ε, hence limn→∞ logSnlogn = k + α. We
first sketch our argument. Let 0 < η < 1. Then
∑n−1
j=0 1B(p, 1
jη
) ◦ T j(x) ∼ n1−η for µ
a.e. x. Note that if δ > 0 then by Borel-Cantelli µ a.e. x ∈ X has the property that
T nx ∈ B(p, (n log1+δ n)−1) for only finitely many n. Asymptotically almost every x has
the property that T jx ∈ B(p, 1jη ) for ∼ n1−η iterates j in the interval 1 ≤ j ≤ n, after a
certain L(x), i.e. for j ≥ L(x), the maximum value that ϕ◦T jx attains if it enters B(p, 1nα )
is nk logk(1+δ) n. We break up Sn for large n into the times j that T
j(x) enters B(p, 1nη ),
roughly n1−η times where the value ϕ ◦ T j+1(x) is bounded by nk logk(1+δ) n which thus
contributes at most n1−ηnk+α logk(1+δ) n to Sn and the times j that T j(x) enters Bc(p, 1nη ),
which contributes at most n.nη(k+α) = n1+η(k+α) to the sum Sn. Incorporating the log term
into the exponent, by choosing η = k+αk+α+1 we obtain lim supSn ≤ nk+
1
k+1
+α.
We will iterate this procedure. Choose 1 > η1 > η2 > . . . ηm > 0 and for simplicity of
notation let Bηi = B(p,
1
nηi ).
The contribution of the iterates j that enter Bη1 we bound by the product of the max-
imum value they may attain, namely the value nk+α logk(1+δ) n and the number of times
the point enters this sequence of sets n1−η1 to arrive at nk+α+1−η1 (incorporating the log
term into the exponent). This accounts for those iterates that enter Bη1 ⊂ Bη2 and we
bound the contribution of those that enter Bη2/Bη1 by n
1−η2 .nη1(k+α) = n1−η2+η1(k+α).
We bound the contribution of those that enter Bη3/Bη2 by n
1−η3nη2(k+α) = n1−η3+η2(k+α).
Continuing in this way we have a sum of contributions of form n1−ηj+1+ηj(k+α) terminating
with the last contribution, those iterates j that lie in Bcηm whose contribution we bound by
nηm(k+α).n = n1+ηm(k+α).
If k ≥ 1, choosing ε = 1(k+α)m and ηi = 1− (k+α)i−1ε for i = 1, . . . ,m the leading term
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is nk+α+ε corresponding to nk+α+1−η1 , this lim supSn ≤ mnk+α+
1
(k+α)m which implies the
result as m was arbitrary.
Liverani-Saussol-Vaienti Map.
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Predicted value of the limit is shown by a dotted line.
Dynamical systems with Lp, p > 1, densities and exponential decay of
correlations.
In this section we consider dynamical systems with exponential decay of correlations, which
possess absolutely continuous invariant measures (with respect to Lebesgue measure m)
with densities dµdm in L
p(m).
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Suppose (T,X, µ) is an ergodic measure preserving map of a probability space X which
is also a metric space. We assume:
(A) For all Lipschitz functions ϕ,ψ on X we have exponential decay of correlations in the
sense that there exist constants C, 0 < θ < 1 (independent of ϕ, ψ) such that
|E(ϕ ψ ◦ T k)− E(ϕ)E(ψ)| < Cθk‖ϕ‖Lip‖ψ‖Lip.
(B) There exist r0 > 0, 0 < δ < 1 such that for all p ∈ X and all 0 < ε < r ≤ r0
µ{x : r < d(x, p) < r + ε } < εδ.
Lemma 2.5 Suppose m is Lebesgue measure on a D-dimensional manifold X and h :=
dµ
dm ∈ Lp(m). Then for all 0 < r < r0
µ{x : r < d(x, p) < r + ε } < εδ
for some δ > 0
Proof of lemma: Let q be the conjugate of p, so that 1p +
1
q = 1. Then
∫
Br+ε(p)/Br(p)
dµ =∫
Br+ε(p)/Br(p)
hdx ≤ ‖h‖pm(x : r < d(x, p) < r + ε)
1
q which implies the result.
Under assumptions (A) and (B) Haydn, Nicol, Persson and Vaienti [14] showed:
Proposition 2.6 Assume (T,X, µ) satisfies assumptions (A) and (B). Suppose µ(Bi) ≥
C log
β i
i for some β > 0, then if En =
∑n
j=1 µ(Bj) for µ a.e. x ∈ X.
n∑
j=1
1Bj ◦ T j(x) = En +O(E1/2+εn )
for any ε > 0.
Remark 2.7 Any exponentially mixing volume preserving system satisfies (A) and (B), for
example Sinai dispersing billiard maps with finite and infinite horizon [29, 5]. Furthermore
for a volume preserving dynamical system the density h(x) = dµdm of the invariant measure
is bounded above and is strictly positive. We consider the consequences of this in the next
theorem.
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Theorem 2.8 Suppose a dynamical system (T,X, µ) satisfies (A) and (B) and p ∈ X has
density h = dµdm satisfying 0 < C1 < h(p) < C2 for some constants C1, C2. Suppose also
dim(X) = D. Then if ϕ(x) = d(x, p)−k, k > D,
lim sup
Sn
nk/D[log(n)]
k
D
+ε
= 0
and
lim inf
Sn
nk/D(e−[log(n)]
1
2+ε)
k
D
> 1
for any ε > 0.
In the case k = D
lim inf
Sn
n
> a > 0
for some a > 0.
Remark 2.9 By ergodicity in the case k = D
lim inf
Sn
n
> a > 0
for some a > 0.
Proof.
Note that if Br is a ball of small radius r > 0 nested at p then µ(Br) ∼ CrD. We
first consider the case k > D. Let ϕ(x) = d(x, p)−k and a(x) = |x|Dk /(| log |x||)1+η . Then∫
a(ϕ(x))dx <∞. If we define Sn =
∑n
j=1 ϕ ◦ T j, then by [1, Proposition 2.3.1]
a(Sn)
n
→ 0
for µ a.e. x ∈ X. Hence for any ε > 0, for µ a.e. x ∈ X
lim sup
Sn
nk/D[log(n)]
k
D
+ε
= 0
To obtain a limit infimum estimate we modify our previous argument. Let b(n) be balls
of µ (hence m) measure ∼ logβ nn nested about p. Let En :=
∑n
j=1 µ(Bj)
Define nl := max{0 ≤ j ≤ n : T j(x) ∈ Bj} as before we have
n∑
j=1
1Bj ◦ T j = En +O(E1/2+δn )
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nl∑
j=1
1Bj ◦ T j = Enl +O(E1/2+δnl )
By definition of nl,
∑nl
j=1 1Bj ◦ T j =
∑n
j=1 1Bj ◦ T j and hence
En − Enl = O(E1/2+δn )
We obtain
log1+β n− log1+β nl = O(log1/2+γ(n))
where γ = δ + β2 . As x− y ≤ x1+β − y1+β for large y and x > y we see that
nl ≥ ne−(log n)
1
2+ε
for any ε > 0.
Note that balls of radius r based at p satisfy µ(Br(p)) ∼ CrD, and so we are able to
bound Sn below by Mnl ≥ (ne−[log(n)]
1
2+ε)
k
D .
Hence
lim inf
Sn
(ne−[log(n)]
1
2+ε)
k
D
> 1
for any ε > 0.
A recent result of J.Rivera-Letelier [22, Corollary B] states:
Proposition 2.10 Let T be a non-degenerate smooth interval map having an exponentially
mixing absolutely continuous invariant probability measure µ. Then there is p > 1 such that
the density h of µ with respect to Lebesgue measure m is in Lp(m). Moreover, µ can be
obtained through a Young tower with an exponential tail estimate. In particular, µ satisfies
the local central limit theorem and the vector-valued almost sure invariance principle.
For such maps if the invariant density at p satisfies h(x) ∼ Cd(p, x)−α, α > 0, then we
have the estimates:
Theorem 2.11 Suppose a dynamical system (T,X, µ) satisfies (A) and (B) and p ∈ X
has density satisfying h(x) ∼ Cd(p, x)−α, α > 0. Suppose also dim(X) = D. Then if
ϕ(x) = d(x, p)−k, k ≥ D − α,
lim sup
Sn
nk/(D−α)[log(n)]k+ε
= 0
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and
lim inf
Sn
nk/(D−α)(e−[log(n)]
1
2+ε)
k
D−α
> 1
for any ε > 0. Hence
limn→∞ log Sn
log n
=
k
D − α
Remark 2.12 By ergodicity in the case k = D
lim inf
Sn
n
> a > 0
for some a > 0.
Remark 2.13 This result contrasts with that of the intermittent map where at the indiffer-
ent fixed point x = 0, with density h(x) ∼ x−α it was shown for the observable ϕ(x) = x−k
that limn→∞ logSnlogn = k + α.
Proof:
The proof is an obvious modification of the proof of the previous theorem. Let D˜ = D−α
and define a(x) = |x|
D˜/k
(log |x|)1+η . Then
∫
a(ϕ(x))dx <∞ and by [1, Proposition 2.3.1] a(Sn)n → 0
and hence
lim sup
Sn
nk/(D˜)[log(n)]k+ε
= 0
We now obtain our limit infimum estimate.
Let b(n) be balls of µ measure ∼ logβ nn nested about p. Define nl := max{0 ≤ j ≤ n :
T j(x) ∈ Bj} as before we have
n∑
j=1
1Bj ◦ T j = En +O(E1/2+δn )
nl∑
j=1
1Bj ◦ T j = Enl +O(E1/2+δnl )
and hence
En − Enl = O(E1/2+δn )
We have
log1+β n− log1+β nl = O(log1/2+γ(n))
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where γ = δ + β2 . As x− y ≤ x1+β − y1+β for large y large and x > y we see that as in the
previous theorem
nl ≥ ne−(log n)
1
2+ε
for any ε > 0.
Note that balls of radius r based at p satisfy µ(Br(p)) ∼ CrD˜ we see that Sn ≥ Mnl
implies
lim inf
Sn
(ne−[log(n)]
1
2+ε)
k
D−α
> 1
for any ε > 0.
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Predicted value of the convergence is marked in a dotted line.
Corollary 2.14 Suppose T (x) = 4x(1 − x) is a unimodal map of the interval [0, 1]. Let
ϕ(x) = d(x, p)−k, then if p = 0 or p = 1
lim
n→∞
log(Sn)
log n
= 4
while if p ∈ (0, 1)
lim
n→∞
log(Sn)
log n
= 2
Proof of corollary:
This map has invariant density h(x) = 1√
pix(1−x) . First note that the unimodal map
has density h(x) ∼ 1√
x
for p = 0 and p = 1. which implies the result.
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3 Conclusion.
Dynamical Borel Cantelli lemmas and Aaronson [1, Proposition 2.3.1] give useful bounds
on the rate of growth of positive non-integrable functions on ergodic dynamical systems. In
the case of Gibbs-Markov maps the lower bounds we obtain are not optimal [28]. Quanti-
tive Borel-Cantelli estimates and the density of the invariant measure both play a role, for
example the contrasting behavior in Theorem 2.3 and Theorem 2.11. It would be of interest
to develop insights into a broader class of examples. It would also be interesting to explore
more examples in the setting of Birkhoff sums of functions ϕ = ϕ+ − ϕ− on ergodic proba-
bility measure preserving systems with non-integrable positive and non-integrable negative
parts.
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