Abstract
Introduction
Ubiquitous computing has been gaining popularity due to recent advances in the fabrication of powerful tiny processors. One of the emerging applications is medical monitoring. Tiny, non-intrusive computing nodes with integrated sensors and actuators monitor a patients vital signs and transmit to a server.
Previous work [10] has investigated the use of medical sensors to detect the vital signs of a patient and transmit the data to a gateway. The gateway filters the data and sends summaries to the Health Provider via the Internet. For higher data rates (as required for multimedia patient data), WiFi and Bluetooth will be more appropriate, if supported by the gateway.
However, connection to Bluetooth and WiFi access points may be intermittent and patient data dispatching to an Internet server may suffer from high latency. Fortunately, in an environment where many users (patients and nurses) are equipped with WiFi and Bluetooth devices, it is possible to facilitate data delivery using opportunistic ad hoc networking. The data can propagate hop-by-hop through the peers, exploiting their forwarding capacity as well as their motion towards the Access Point (AP). Previous work has also used data mules to mitigate intermittent connectivity [12] and explored 802.15.4 communication of medical embedded sensors in an ad hoc network [2] . Our research explores peerto-peer ad hoc networking using Bluetooth medical devices. It differs from previous work in opportunistic networking with Bluetooth [11] and mobile Bluetooth Telehealth solutions [9] [13] in that it specifically addresses P2P Bluetooth networking. Bluetooth is chosen particularly for its high data rate and reliability in comparison to 802.15.4.
One of the goals of this paper is to examine the feasibility and effectiveness of opportunistic ad hoc networking using Bluetooth and data mulling of medical records from patients to the Internet medical database. Patient data is collected from body sensors and stored on a Bluetooth-enabled gateway. Once a designated caregiver (e.g. a nurse) comes within the communication range, the patient's gateway initiates a connection to the caregiver Bluetooth gateway (typically, a Smartphone) and transfers the stored data using a Peer-to-Peer (P2P) technique called BlueTorrent [7] . Later, the caregiver, upon completing her round of patient visits, uploads the data to a central server. This delivery can occur either directly (i.e., the same caregiver receives and then delivers the data to server), or indirectly (i.e., the data has been opportunistically transferred from nurse to nurse in a P2P manner).
Additionally, the Bluetooth network may also be used to alert a nurse when a patient has a medical emergency requiring immediate attention. This application requires much lower latency than the relay of patient record. To this end, we propose to disseminate the alarm across the patient community to the nurses, where the first nurse that detects the alarm responds. The second objective of this paper is to evaluate an emergency propagation technique proposed in [8] . The conventional Bluetooth v2.0 protocol is too slow. We assume the availability of Bluetooth v2.1 devices (soon to be released) which implement the Enhanced Inquiry Response (EIR). As we shall see, our proposed solution reduces alarm propagation latency by orders of magnitude and can meet the most demanding applications.
In the rest of the paper, we review the basic Bluetooth technology and describe the experimental scenarios and report simulation and test-bed measurements. At the end of the paper we draw some conclusions on the feasibility and limitation of Bluetooth P2P networking for patient/nurse/provider opportunistic data transfers.
Bluetooth Overview
Bluetooth divides its bandwidth into 79 channels and Bluetooth devices move from one channel to another by Frequency Hopping (FH). Frequency changes 1600 hops per second. Each time slot for a given frequency lasts a time slot = 625μs (or multiple thereof in case of long packets). A slot is the basic time interval in Bluetooth. There are three major states and seven minor states. The minor states are temporary states between major states. The Piconet is the elementary network unit (cluster) in the Bluetooth network. In the Piconet, one master device can connect in turns with up to seven slave devices. To make a connection with slave devices, the master device invokes two procedures -Inquiry Procedure and Paging Procedure.
The high delay introduced by these two procedures has precluded in the past the use of Bluetooth in most real time applications. Fortunately, the new version Bluetooth v2.1 features a number of novel properties that help remove such limitations. We will leverage two features Extended Inquiry Response (EIR) and Secure Simple Pairing (SSP) proposed in [8] -to resolve latency problems and launch Bluetooth in HealthNet environments.
Patient monitoring and record management
In this section, we review monitoring and data recording applications using Bluetooth. We identify two scenarios and propose two techniques -NurseNet and BlueAlert -to support them.
NurseNet: Patient data uploading to the Central Database
The data collected by body sensors can be dispatched to the provider host via several techniques such as 3G, 802.15.4, WiFi and Bluetooth. In some environments these Figure 1 . NurseNet Architecture techniques are not adequate or not allowed. For example, in hospitals, the use of cellphones is prohibited [3] . WiFi is note desirable because of high-energy consumption and interference with medical instrumentation. ZigBee (more generally IEEE 802.15.4) is problematic because of scarce commercial penetration and significant interference vulnerability to WiFi interference [1] . This leaves us with Bluetooth as the option of choice for P2P data exchanges (patient to patient; patient to nurse; nurse to nurse).
With this motivation we review a few Bluetooth-based architectures. We start with NurseNet (see Figure 1 ). The NurseNet architecture consists of three components -patient, nurse, and AP/Central Database/Doctor -all equipped with a Bluetooth device. Patients have sensors attached to their body, and the data collected from sensors is stored on a Bluetooth-enabled mobile device. The patients device passes the medical data to a caregiver (say, nurse) device that then transfers the stored data over Bluetooth P2P to the database. This delivery can occur either directly (i.e. the same caregiver receives and then delivers the data to server), or indirectly, (i.e. two or more nurses help each other transfer the data to the server).
To offer a more concrete scenario of NurseNet, consider a Field Hospital, i.e. a large tent with several beds organized in rows, and 20-40 patients per row, 5 to 10 meter apart. Military patients come already equipped with medical vests; nurses make the rounds and spend a variable amount of time at each patient bed. While visiting the patients, the nurses opportunistically download their records. Periodically, nurses return to the office, 50 meters away from the patients. They upload the patient data to the medical database. Nurses can share data among themselves in a P2P manner. A patient cannot share data with other patients because of privacy and security reasons. There are also nurse aids, to assist the nurses with various chores, including going back and forth to the office to fetch medications or instruments. Nurse aids also participate in P2P transfers of patient data to the AP.
BlueAlert: An emergency alarm protocol with Bluetooth v2.1
The conventional Bluetooth-based patient monitoring system is not suitable for emergencies. Bluetooth connection establishment takes 5 seconds on average and this delay can cause severe problems in medical environments. Thus we need a special mechanism to deal with urgent message propagation [8] , If the data stream detected by body sensors exceeds a certain threshold, the Bluetooth device changes its data propagation mode from BlueTorrent to emergency mode (BlueAlert). The device keeps disseminating the emergency message to other peers around. Since the situation is urgent, all nodes cooperate in the dissemination.
We leverage the new Bluetooth feature called EIR. EIR travels across a Bluetooth overlay much faster than the regular Inquiry Response (IR). While it can carry a limited payload (240Bytes), it is still sufficient to carry the name of the patient, the geo-coordinates and the gravity of the emergency (from the need to use the restroom to the symptoms of an imminent stroke). The EIR message, as opposed to the IR message in BlueTorrent that seeks nurses only, can travel from patient to patient and can alert any nurse.
Testbed Experiments
In this section, we describe preliminary field test results. The key performance measure is the delay to deliver data from patients to the Bluetooth Access Point (BT-AP). In the experiment, we logged the path of patient data and measured data delivery time over several hops.
Experiment Environment and Setting
To reproduce the most general conditions from hospital to battlefield and disaster area, we decided to include open space environments (as opposed to a lab). Thus, our experiment takes place on the second level of the UCLA parking garage. The size of the parking structure is roughly 75 × 75 meters. The experiments were performed late at night to avoid interference with pedestrian and vehicular traffic.
In the experiment as shown in Figure 2 , our system consists of three components. The first component is the patient. The patient moves inside a designated area of 10 × 10 meters. The patient is equipped with two different body sensors -ECG and Pulse Oximeter. Both medical sensors are from Alive Technology [4] . Each sensor continuously transmits a 143-Byte sensor packet every 240ms on the Bluetooth channel to the patient's gateway (a laptop in our experiment). Thus, the gateway generates about 70 KBytes of medical data per minute. A patient node continually performs inquiry to discover nurses. Upon discovering a nurse, the gateway starts sending the list of its data blocks. It then proceeds to push the missing blocks (pieces) to the mobile nurse gateway.
The second component is the BT-AP. In our scenario, only the BT-AP provides Internet access. Cellphones are disabled in the hospital area. WiFi, while available on the nurse gateway, is not used because of energy saving considerations. The BT-AP delivers patient data to the doctor stations via the Internet. The BT-AP periodically performs inquiries to discover nurse gateways. Upon discovering a nurse gateway, the BT-AP requests the missing pieces from its patient files.
The last component is the nurse. There are three nurses, interconnected in a P2P network. The main role of the nurses in this experiment is to collect and deliver patient data to the BT-AP. As we mentioned in Section 3, we use a P2P scheme to propagate the data via multi-hopping to the BT-AP, to improve performance. We implemented the P2P system using Python. We use PyBluez, a Python library that enables access to BlueZ functions in Linux. Each mobile node alternates between inquiry and inquiry scan mode to discover other nodes. If multiple peers are detected, a node selects the peer with the highest RSSI value. In the experiment, three members of the measurement team play the nurses role. They randomly walk holding a laptop around the testing area at a speed from 0.5 to 1m/s.
We used Kensington 33348 Bluetooth dongles (v2.0 EDR, Class 2, and Broadcom chipset) for nurse nodes, patient node and BT-AP node. As mentioned earlier, the patient node generates a 70 KBytes file every minute. We set piece size to 500-Bytes (thus, total of 140 pieces/file). We ran each test for 20 minutes and performed a total of 5 tests. Figure 3 shows that all nodes contributed to the delivery of data from the patient to the BT-AP. Nurse nodes exchanged their packets with neighbors to decrease packet delivery latency. Figure 4 shows the fraction of hop lengths to deliver each file. We notice that data delivery time can be reduced if we have more hops between sources (patients) and destination (BT-AP). Figure 5 shows average file delivery time over number of hops. Due to the limitation of our equipment, we could consider only one patient. In the next section, we will show simulation results with several patients in a similar environment. Table 1 shows the average time to deliver the patients data. While 300 seconds is allowable for background data, but it is unacceptable if a patient has an emergency. Our solution for emergency support is the EIR feature offered in Bluetooth v2.1. Since Bluetooth v2.1 devices are not yet available, we will show the performance of the proposed emergency protocol EIR through simulation in the next section.
Evaluation
Our preliminary test shows that there is still room for improvements. For example, a Bluetooth connection to a BT-AP or peer should be closed as soon as the mobile peer goes out of range; however, the mobile keeps the connection. Throughout the experiments, we observed that a node wastes time attempting to use the failed connection. Instead, the node should attempt to connection with other peers. Another desirable design choice would be to install multiple Bluetooth interfaces in the BT-AP to alleviate the persistent connection problem. Moreover, we noticed that peer selection should be assisted by motion prediction, to prevent unnecessary connection attempts to a node that is moving away from the source.
Simulation
In this section, we investigate via simulation two scenarios, patient to nurse and nurse to AP transfer of patient records (NurseNet) and propagation of emergency messages using a Bluetooth overlay (BlueAlert). In our simulation experiments we have leveraged the test-bed, by selecting the key parameters to be consistent with measured data. Our simulation platform is ns-version 2.9 [6] with UCBT [5], a Bluetooth simulator. UCBT is a public tool which implements the major Bluetooth protocols such as baseband, LMP, L2CAP, and BNEP. Bluetooth v2.1 features such as EIR and SSP are not yet available in UCBT [8] . They have been implemented by [8] .
Simulation Scenario I: NurseNet
The setting is a Field Hospital. Each patient has body sensors and a Bluetooth-enabled gateway. The sensors keep generating medical data. The Bluetooth-enabled gateway periodically gathers the data from the sensors. Each nurse also has a Bluetooth device and collects patient data through it. There are 50 patients (modeled as static nodes) and 5 nurses who move around visiting patients (Table 2) . Each visiting nurse has a list of patients to visit. We model the nurse itinerary as a random walk. The nurse walks for 20 seconds on average (at a speed of 1m/s) from one patient to the next. She stays with a patient for 5 minutes on average. The nurse collects data from near by patient while walking until it pauses to visit a patient. While the nurse is walking, a full 100 Kbytes record can be downloaded in a 10 seconds, 10 meters contact window. Once a patient record is read by the nurse, a new record is immediately created by the patient Body LAN (we assume there is room only for one record in each patient memory). During the 5minute visit, the nurse does not collect data from surrounding patients. The rationale is that the nurse has already downloaded the record of the patient that is being visited, and is using her PDA for other tasks, such as processing the patient data. Upon completing the visit, the nurse with probability 1-P resumes the round; or, with probability P returns to the main office. In our experiment, P = 0.2. At the office, the nurse uploads the data collected so far at one of the BT-AP and then resumes the visits.
In this scenario, we experiment with two different Bluetooth overlay mechanisms.
• P2N (Patient-to-Nurse): A nurse collects data only from patients.
• P2N (Patient-to-Nurse) + N2N (Nurse-to-Nurse): A nurse can collect data directly from both a patient or indirectly from another nurse. When two nurses encounter, they exchange patient data. The encounter of two nurses happens opportunistically, when they cross each other.
Evaluation
We define two delay measures in this experiment: data collection delay (from data creation to nurse download time) and data uploading delay (from download from patient to upload to hospital). Figure 6 and Figure 7 show collection and uploading delay, respectively. The P2N case refers to data exchange between patient and nurse only. There is no exchange of patient data between nurses. The case P2N + N2N implies that there is subsequent exchange between nurses, in order to reduce the data delivery latency to the hospital database. From the results in Figure 6 , we note that it takes on average 3,000 seconds from the time data is created and posted by the patient on its gateway to the time the data is collected by a nurse. Figure 6 shows no difference between P2N and P2N+N2N, as expected, since N2N plays no role in the collection phase. The collection delay is quite high. This is in part due to the assumption that the nurse does not collect data during the pause. Relaxing this constraint reduces the collection time from 3000 to 100 seconds (as estimated using a simple analytic model). Further reduction can be obtained with patient-to-patient (and eventually nurse) exchanges. These tradeoffs will be investigated in future extensions of this work. Figure 7 shows that the time required to upload the data from nurse to the hospital database is indeed influenced by the N2N exchange. Without N2N, it takes on average 1,000 seconds to upload a patient record. With N2N the delay is reduced to 700 seconds. In the N2N case, when two nurses encounter each other, they exchange some of the data collected so far (the actual amount data exchanged depends on Bluetooth channel speed and contact time). As a result, patient data is replicated among nurses. Each nurse has a data uploading probability P after a round of patient visits. With N2N exchange, data upload rate to the hospital increases (and latency decreases) with number of nurses and with P . With the current parameter settings, the latency is clearly dominated by the collection time. Therefore, N2N has minor impact on overall latency. The N2N exchange would have more impact, if the collection time were reduced (in the limit, to 100 seconds by allowing nurses to collect patient data during the pause intervals).
Simulation Scenario II: BlueAlert
The previous patient monitoring protocols based on BlueTorrent are not suitable to handle multi-hop propagation of alarms. In fact, the connection establishment between two Bluetooth devices alone takes 5 to 10 seconds. We assume patients move in a 100 × 100m 2 area. They are escort by nurses. Suddenly, one of the patients needs urgent attention from the nurses. The Bluetooth gateway on the patient body LAN detects the emergency and propagates the emergency alarm message to all neighbors. In our experiment, we have a variable number of patients and five nurses. We measure the number of hops and the delay until the emergency message reaches one of the nurses. Figure 8 illustrates the scenario. The simulation setup parameters are reported in Table 3 . We assume that patients move at s 0.5m/s speed. Figure 9 and 10 show the results. As the number of patients increases, the number of hops increases. When a patient tries to make a connection, it broadcasts Inquiry. Then the patient communicates with a randomly selected neighbor. Because of the randomness of the peer selection, there may be quite a large number of hops between the patient and the nurses. In spite of this, the newly proposed system [8] propagates the emergency message very rapidly over the entire network, reducing delay by more than a factor of 10 (for 100 nodes) and clearly demonstrating the ability of Bluetooth v2.1 to handle also emergency situation. 
Evaluation

Conclusion
In this paper, we have proposed a Bluetooth-based Health-Net architecture for patient monitoring, data recording and alarm dissemination. One important contribution was to show that opportunistic, delay tolerant networking using Bluetooth P2P overlay techniques (more precisely, BlueTorrent) is feasible and cost-effective in patient/nurse monitoring and data transfer scenarios. We proved this both in a simulation setting as well as in a small-scale test-bed experiment.
Another contribution of this paper was to show that the traditional high latency caused by Bluetooth's slow connection time can be mitigated by exploiting EIR, a new feature that will be available in Bluetooth v2.1. The proposed EIR based dissemination technique -BlueAlert -allows us to propagate without establishing connections, thus enabling emergency applications over Bluetooth. This second contribution was demonstrated only via simulation, since Bluetooth v2.1 devices are not yet available. Future work in the Bluetooth-based HealthNet include the integration of Bluetooth and ZigBee support in the Body LAN, the development of a gateway and the integration of Bluetooth, WiFi, and 3G access from the Body LAN to Internet.
