ABSTRACT In this paper, we study the joint pilot assignment and resource allocation for system energy efficiency (SEE) maximization in the multi-user and multi-cell massive multi-input multi-output network. We explicitly consider the pilot contamination effect during the channel estimation in the SEE maximization problem, which aims to optimize the power allocation, the number of activated antennas, and the pilot assignment. To tackle the SEE maximization problem, we transform it into a subtractive form, which can be solved more efficiently. In particular, we develop an iterative algorithm to solve the transformed problem where optimization of power allocation and number of antennas is performed, and then pilot assignment optimization is conducted sequentially in each iteration. To tackle the first sub-problem, we employ a successive convex approximation (SCA) technique to attain a solvable convex optimization problem. Moreover, we propose a novel iterative low-complexity algorithm based on the Hungarian method to solve the pilot assignment sub-problem. We also describe how the proposed solution approach can be useful to address the sum rate (SR) maximization problem. In addition to the algorithmic developments, we characterize the optimal structure of both SEE and SR maximization problems. The numerical studies are conducted to illustrate the convergence of the proposed algorithms, impacts of different parameters on the SR and SEE, and significant performance gains of the proposed solution compared the conventional design.
I. INTRODUCTION
The evolution of wireless cellular networks has strongly relied on the advanced MIMO technology to fundamentally enhance the wireless capacity and communications reliability [1] . Recently, there has been an increasing interest in the large-scale MIMO or massive MIMO technology which is based on the deployment of a large number of antennas at the transmitter and/or receiver sides [2] . Massive MIMO has been shown to result in significant improvement in network throughput and energy efficiency with potentially low complexity deployment. In addition, time-division duplexing (TDD) has been mainly recommended for massive-MIMO systems since it can provide the required channel state information (CSI) with affordable cost for downlink beamforming and uplink detection via uplink pilot transmission and channel estimation.
It has been shown in [2] - [5] that pilot contamination is one of the major challenges in designing massive MIMO networks, which presents the fundamental performance bottleneck. Such problem comes from the fact that a finite number of pilot sequences must be reused over cells for the uplink channel estimation, which causes the estimated CSI in one cell to be contaminated by other neighboring cells. Pilot contamination indeed results in the network throughput saturation even in the large-scale antennas regime [2] , [3] . This performance bottleneck occurs with both simple and sophisticated beamforming schemes [2] - [4] , which reflects the severe impact of pilot contamination on the system performance. It was shown in [5] that under certain special structure of MIMO channels, employment of the minimum-mean-squared-error (MMSE) channel estimator and a simple pilot assignment scheme can efficiently mitigate the pilot contamination effect in the large antenna regime. Nonetheless, it is important to investigate the design of a general MC-MU MIMO network considering MC interference, pilot contamination, limited bandwidth, and power, which is the target of this paper.
In general, efficient allocation of radio resources (e.g., power, frequency, time, and antennas) plays a crucial role in improving wireless network performance. This has been indeed an active research area over the last decades [1] , [6] - [8] . In particular, different radio resource allocation problems for the MU single-cell setting have been investigated for both single-input single-output (SISO) and MIMO systems considering various design objectives such as power minimization, SR, and utility maximization. Design of an optimal resource allocation algorithm can be challenging in general if the underlying resource allocation problems are non-convex. Different SCA techniques have been developed to resolve these challenges [9] - [11] . Moreover, various efficient resource allocation algorithms have been proposed to address joint allocation of subchannel and powers in multi-carrier wireless systems [12] - [16] , which can typically achieve suboptimal solutions due to the mixed-integer and non-linear nature of underlying problems.
Resource allocation for EE maximization has been also an active area of research in recent years [17] - [19] . This is motivated by the need to reduce the network energy consumption, which helps lower operation costs for mobile network operators and contributes to decrease CO 2 emission of the communications and information technology sector. Various resource allocation algorithms for EE maximization have been proposed under different network settings. Power allocation for pilot and data symbols for the orthogonal frequency division multiple access (OFDMA) cellular network considering channel estimation errors and power constraints was considered in [20] . Optimal beamforming designs for maximizing the EE under power constraints in MU-MIMO systems were studied in [21] for the uplink and in [22] for the downlink. In addition, the EE maximization problem in the MU massive MIMO cellular network was considered in [23] where the authors proposed to impose certain interference limits to manage the pilot contamination and inter-user interference. In general, it is not easy to determine these interference limits that can guarantee good network performance.
To the best of our knowledge, there is no existing work that considers the joint design of pilot assignment and resource allocation in the MU-MC massive-MIMO environment accounting for the pilot contamination effect. This paper aims to fill this gap in the literature where we consider both SR and SEE optimization problems for this setting. Specifically, we make the following contributions.
• We derive the user signal-to-interference-plus-noise ratio (SINR) for a general reuse pattern of pilot sequences over cells (i.e., consideration of pilot contamination) under MMSE-based channel estimation and maximum ratio transmission (MRT) beamforming schemes. This derivation allows us to obtain a closed-form rate formula as a function of transmit power, number of activated antennas and pilot assignment pattern based on which we can formulate the SR and SEE maximization problems.
• We describe how to employ the fractional programming technique to transform the SEE maximization problem into the subtractive optimization form based on which efficient iterative algorithms can be developed. In addition, we characterize the optimal number of activated antennas for these two problems. Specifically, we prove that the SR maximization problem requires to activate all antennas at optimality while the optimal number of activated antennas for the SEE maximization problem is shown to be smaller than an upper bound, which does not scale as the number of available antennas tends to infinity.
• We develop an iterative algorithm to solve the transformed SEE maximization problems where we solve two sub-problems sequentially in each iteration. Specifically, the first sub-problem optimizes the number of activated antennas and power allocation while the second sub-problem optimizes the pilot assignment.
We employ the SCA technique to develop an algorithm to solve the first sub-problem. Moreover, we propose a novel method to iteratively perform pilot assignments to users different cells. Specifically, we reformulate the pilot assignment problem for one cell in each iteration into the well-known job assignment problem and develop a modified Hungarian-based algorithm to achieve an efficient and feasible pilot assignment solution. We describe how the proposed approach can be employed to solve the SR maximization problem.
• Numerical studies confirm the convergence of our proposed iterative algorithms and their superior performance in terms of total SR and SEE compared to the optimal resource allocation with conventional pilot assignment. Specifically, the SEE gain becomes larger as the maximum transmit power P max , the number of users per cell or the required minimum rate increases. In particular, the SEE gain of about 100% can be achieved for the required minimum rate of 3 bits/s/Hz. Moreover, the SR gain becomes more significant as the number of available antennas is larger. The remaining of this paper is organized as follows. In Section II, we present the system model. In Section III, we formulate the constrained SR and SEE optimization problems. Optimality characterization and algorithmic solutions for the SEE and SR maximization problems with detailed algorithm designs are presented in Section IV and Section V, respectively. Numerical results are described in Section VI followed by conclusion in Section VII. Some preliminary results of this paper have been published in [24] . Throughout the paper, we shall use the following notations. Boldface upper-case letters denote matrices or sets, boldface lower-case letters denote column vectors or sets, and plain lower-case letters denote scalars. The superscripts (·) T , (·) * , and (·) † denote the transpose, complex conjugate, and Hermitian transpose, respectively. We denote I n as the n × n identity matrix, Tr (·) as the trace operator, and | · | as the standard Euclidean norm.
II. SYSTEM MODEL A. RECEIVED SIGNAL MODEL
We consider the downlink of the cellular network with L cells, i.e., {1, ..., L}. Each base station (BS) which is supported by a large number of antennas M max 0 is assumed to serve its K single-antenna users. We will explicitly consider channel estimation effects on the precoding and system performance in a two-stage framework. In the first stage, each BS estimates the channel coefficients between itself and the users. The estimated CSI is then utilized to determine precoding vectors for transmitting users' data in the second stage. It is noted that employing all M max antennas at each BS to serve the users is not always desirable because of the high energy consumption of radio chains deployed for activated antennas. Thus, in this paper, we are interested in optimizing the number of activated antennas out of M max at each BS to optimize different design objectives. 1 Let us denote M j as the optimal number of activated antenna for considered problems, which will be stated shortly. In order to determine M j , we assume that each BS j activates M j antennas to serve all associated users. We denote data symbols associated with the K users in cell j as
where data symbols of each user have unit average power, e.g., E x * jk x jk = 1. We assume that data stream for the kth user in cell j is precoded with an M j × 1 precoding vector w jk before transmission. Then, the received signal at the kth UE in cell j can be given as
where P jk is the transmit power for the kth user in cell j, n jk is the additive white Gaussian noise (AWGN) at the kth user in cell j, h ljk and β ljk are the M l × 1 smallscale fading vector and the large-scale channel coefficient for the channel between BS l and the kth user in cell j, respectively. Here, each fading vector is assumed to follow a complex Gaussian distribution with zero mean and covariance matrix R ljk , i.e., h ljk ∼ CN 0, R ljk . We assume that the large-scale channel coefficient captures the path-loss effect with
ljk where d ljk is the distance between BS l and the kth user in cell j, and α is the path-loss exponent. In addition, the noise power is assumed to be N 0 .
B. MMSE CHANNEL ESTIMATION
The precoding vector is typically designed by using the estimated CSI available at each BS. We assume that each BS estimates the CSI for its users based on the pilot transmission in the uplink where we assume the TDD system (i.e., uplink and downlink CSI is the same). Assume that there is a same set of κ (K ≤ κ) orthogonal pilot sequences {ψ 1 , . . . , ψ κ } that must be assigned to all users in the 1 The general problem of optimizing the subset of activated antenna at each BS is outside the scope of this paper, which will be considered in our future works.
network where
= π where π is the pilot signal power.
To optimize the pilot assignments, we introduce following variables ρ j = [ρ j,1 , . . . , ρ j,K ] T for the K users in cell j and κ pilot sequences. Specifically, ρ j,k = m means that the kth user in cell j is assigned the mth pilot sequence in the channel estimation stage. To facilitate the algorithm development later, we also define a related notationρ j = [ρ j,1 , . . . ,ρ j,κ ] T to present the reverse association between pilot sequences and users in cell j whereρ j,m = k means that the mth pilot sequence is assigned to the kth user in cell j, andρ l,m = 0 means that the mth pilot sequence is not used by any user in cell j. Then, during the CSI estimation stage, BS j receives the M j × τ signal matrix Y j whose tth column (1 ≤ t ≤ τ ) can be expressed as
where Z j,t ∈ C M j ×1 is the AWGN vector whose element is distributed according to CN 0, σ 2 . Similar to [5] , the MMSE estimator is employed for estimating channel fading vectors {h jjk }. Specifically, the estimated channel can be expressed as h jjk = β jjk R jjk Q jk Y j ψ ρl,k , where
Note thatρ l,ρ j,k indicates that the user in cell l is assigned the same pilot sequences of the kth user in cell j. Moreover, we have β jlρ l,ρ j,k = 0 ifρ l,ρ j,k = 0. The actual channel can be written as the sum of the estimated channel and error term as h jjk = h jjk + h jjk , where h jjk is the Gaussian vector distributed according to CN 0, jjk and h jjk is the Gaussian vector distributed according to CN 0, R jjk − jjk . In general, we have
and we denote γ p = π/σ 2 as the SNR of each pilot sequence.
C. ERGODIC ACHIEVABLE RATE
With the estimated CSI, we assume that the MRT beamforming is employed, i.e., w jk = ξ jk h jjk , where the parameter ξ jk normalizes the average transmit power such that the term P jk E w † jk w jk is equal to P jk , i.e.,
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Then, the received signal at kth user in cell j can be rewritten as
The ergodic rate achieved at the kth user in cell j with the given received signal from (6) can be written as r jk (P, M, ρ) = log 1 + γ jk (P, M, ρ) , where ρ = vec ρ 1 , ρ 2 , . . . , ρ L and γ jk (P, M, ρ) can be interpreted as the achieved SINR associated with the achievable rate at the kth user in cell j, which is given by
where the interference-plus-noise term can be presented as
where we denote P j = P j1 , P j2 , . . . , P jK T ,
. . , P L ) as the transmit powers from each BS to its users; and
T describes the number of activated antennas at the BSs. In this paper, we mainly concentrate on the case where R ljk = I M l while the general case will be discussed at the end of Section IV. We now derive the received SINR and ergodic achievable rate in the following theorem.
Theorem 1: When the covariance matrix satisfies R ljk = I M l , the ergodic achievable rate of the kth user in cell j can be written as
where γ jm (P, M, ρ) is given by (10) on top of this page and
Proof: The proof is provided in Appendix A.
III. RESOURCE ALLOCATION PROBLEMS A. SYSTEM ENERGY EFFICIENCY (SEE)
The total SR of the network can be expressed as
where r jk (P, M, ρ) is the ergodic achievable rate of the kth user in cell j given by (9) . To express the SEE metric, we assume the linear BS power consumption model [25] where the total power network consumption P(P, M) is
where P c is the constant circuit power consumption per antenna including the power dissipation in the transmitting filter, mixer, frequency synthesizer, and digital-to-analog converter which are independent from the transmit power. Thus, the first term in (12) represents the total circuit power consumption of all activated antennas at BSs. Moreover, ν ≥ 1 is a constant which accounts for the inefficiency of the power amplifier; P 0 is the basic power consumed at the BS independent of the number of active antennas. From this, the SEE, calculated in bits/Joule, 2 is defined as the ratio of SR and the total power consumption as follows:
B. SR AND SEE MAXIMIZATION PROBLEMS
We consider the following two optimization problems. The first one aims at maximizing the SR R(P, M, ρ) as follows:
The second problem maximizes the SEE η(P, M, ρ) as follows:
The optimization variables for both problems are P, M, ρ. Constraint (C1) imposes the minimum data rate requirements for all users; (C2) and (C3) describe the constraints for transmit powers of each BS where P max is the BS maximum power. Moreover, (C4) captures the constraint for the number of activated antennas and (C5) represents the integer pilot assignment constraint in each BS. Because of the nonconcave objective functions and the mixed integer nature of optimization variables, these two problems are mixed integer non-convex programs, which are very hard to solve optimally. In this paper, we propose low-complexity algorithms which can achieve sub-optimal solutions for the considered problems.
Remark 
IV. RESOURCE ALLOCATION ALGORITHMS FOR SEE MAXIMIZATION PROBLEM
In this section, we describe the transformation of the SEE maximization problem into a more solvable form. Then, we develop a novel approach to solve the transformed SEE maximization problems. This proposed solution approach can be used to solve the SR problem as discussed in the next section.
A. TRANSFORMATION OF SEE MAXIMIZATION PROBLEM
The objective of the SEE optimization problem (15) is in a fractional form, which is difficult to address. Therefore, we transform it into a subtractive form to aid the algorithm development. Toward this end, let us denote as the set of feasible solutions (P, M, ρ) of (15), we can express the maximum SEE η as
where (P * , M * , ρ * ) represents the optimal solution. The following theorem provides the foundation based on which the transformation of problem (15) can be performed. (17) for R(P, M, ρ) ≥ 0 and P(P , M ) > 0.
Theorem 2: The maximum SEE η defined in (16) is achieved if and only if
Proof: Theorem 2 can be proved by following the similar approach in [26] .
The results of Theorem 2 imply that the optimal value of η ≥ 0 must satisfy F(η ) = 0. Thus, to deal with the constrained optimization problem (15), we can consider the following optimization problem
Then we can address problem (15) by iteratively solving (18) for a current value of η and updating η until we reach the optimal η ≥ 0 satisfying F(η ) = 0 [26] . This problem is a mixed integer non-convex optimization problem, which is still very difficult to solve.
B. OPTIMALITY CHARACTERIZATION
We now describe the optimal structure of the SEE maximization problem in the following theorem with the support from the following proposition. Proposition 1: For a given fixed pilot assignment ρ, consider the following optimization problem
Suppose there exists a feasible solution of (19) Proof: The proof is provided in Appendix C. The results in this theorem provide interesting insights. Specifically, from the SEE maximization perspective it is more beneficial to utilize a moderate number of antennas at each BS even if the number of available antennas is very large.
In the remaining of this section, we describe the proposed algorithm to solve the transformed SEE maximization problem (18) . Since we have to optimize over combinatorial sets for ρ as well as real P and integer variables M, solving this joint problem is very challenging. To overcome this difficulty, we propose to decompose it into two sub-problems and solve them sequentially in each iteration, i.e., optimization over P, M for given ρ and optimization over ρ for given P, M.
C. SCA-BASED ALGORITHM
For a fixed ρ, we solve the sub-problem corresponding to (18) over variables P and M. We can observe that the objective function in (18) is a non-concave function and the optimization variables M j , j = 1, . . . , L take integer values. To address the second challenge, we relax M j to real variables and obtain a sub-optimal solution ofM j by rounding it asM j = M j . For the first challenge, we employ the SCA technique proposed in [9] to approximate the objective function based on the following result
Algorithm 1 SCA-Based Algorithm to Optimize P, M Input: Pilot assignment ρ, path-loss coefficients β ljk Output: Power and number of antenna update (P , M ).
1: Initialize with a feasible point P (0) , M (0) and set
Solve (22) to obtain the solution P (t 1 ) , M (t 1 ) . 4: Compute γ jk P (t 1 ) , M (t 1 ) , ∀j, k and update a (t 1 ) , b (t 1 ) by using (21). 5 :
for some a jk , b jk that are adaptively calculated as a function of of each point ω jk to achieve the tightest lower bound. In particular, for a particular value ω jk =ω jk , the parameters of f (·) can be chosen as
Motivated by the the above convexity approximation, we employ this lower bound to approximate r jk = log 1 + γ jk where ω jk corresponds to γ jk . Then, we apply the following changes of variablesP = log P andM = log M. Finally, we arrive at the following approximated optimization problem maximizê P,M,a,bR
is the corresponding approximated rate lower-bound obtained by
Since the objective function of (22) is concave, the problem (22) is a convex optimization problem. Note that we only maximize a lower bound of the objective function of (18) in the approximated problem (22) . To obtain an efficient solution for problem (18) , we tighten the bound by iteratively updating a
jk and b
jk as follows. At any iteration t 1 > 0, we update these parameters according to (21) 
, where P (t 1 ) , M (t 1 ) is the optimal solution of (22) . The algorithm to find P and M by iteratively solving problem (22) is presented in Algorithm 1 where the iteration index is denoted as t 1 . We state the monotone increasing property of the objective function achieved by this algorithm in the following proposition. This property together with the upper-boundedness of the objective function guarantee the convergence of Algorithm 1.
Proposition 2: For a given ρ, Algorithm 1 generates a sequence of feasible solutions P (t 1 ) , M (t 1 ) with increasing objective value for problem (18) .
Proof:
The proof is given in Appendix D. Even through Algorithm 1 converges to a stationary point, the resulting stationary point at convergence may not satisfy the Karush-Kuhn-Tucker (KKT) conditions (i.e., necessary conditions for optimality) of the original problem (18) optimized over variables P and M for a fixed ρ.
D. PILOT ASSIGNMENT ALGORITHM
For fixed P and M, we notice that the SR function R(ρ) can be rewritten as
weight w.r.t users assigned to the 1st pilot
weight w.r.t users assigned to the κth pilot ,
where there are κ terms in this expression, each of which corresponds to the rate weight achieved by assigning users in different cells to the mth pilot, which concerns variables ρ 1,m ,ρ 2,m , . . . ,ρ L,m . Thus, the underlying pilot assignment problem requires to determine an optimal matching (between users and pilots) that achieves the maximum total weight. In general, this problem is known as the 3-index matching optimization problem, which is known to be NP-hard.
In what follow, we propose to decouple the original assignment problem into sub-problems where in each sub-problem, we aim at optimizing the assignment of K users to κ pilot sequences in only one particular cell. In particular, assuming that we desire to obtain the optimal pilot assignment to users in cell j, i.e., ρ j,k , k = 1, . . . , K , we fix the remaining pilot assignment variables in other L − 1 cells and transform the reformulated sub-problem into the standard one-to-one matching problem (says between ''users'' and ''pilots''). To facilitate the description of the solution approach for the pilot assignment sub-problem in each cell, we provide the following definition related to the one-to-one matching problem. 
where x k,m ∈ {0, 1} is the binary assignment variable where x k,m = 1 means that the pilot sequence m is assigned to user k, and x k,m = 0, otherwise. This one-to-one matching problem can be solved optimally in polynomial time by applying the well-known Hungarian algorithm (i.e., [27, Algorithm 14.2.3] ). Motivated by this matching solution with the notice that if we aim at optimizing the assignment of κ pilot sequences to K users in one particular cell j while fixing the pilot assignments for users from other L − 1 cells, then the problem degenerates to a standard matching problem, which can be solved by using this wellknown method. Specifically, by fixing the pilot assignments for L − 1 cells except cell j, the pilot assignment problem for cell j is 4 maximize
where ρ −j describes the pilot assignment decisions for all cells l = j, i.e., variables ρ l for l = j. It is noticed that without constraint (C1 ), this maximization problem can be solved optimally by applying the Hungarian method to achieve the maximum sum-weight subject to the constraints that each user is associated with one pilot. In order to circumvent the rate constraint (C1 ) at each user, we propose a modified Hungarian method to maintain the QoS constraints (C1 ).
In particular, we define the weight information for user k and cell j for the mth pilot as
This weight represents the total rate achieved by users in all cells who are assigned mth pilot. 
Apply modified Hungarian method to solve subproblem-j to obtain ρ j,1 , . . . , ρ j,K . Proof: The proposition can be proved as follows. In each iteration, the pilot assignment is determined according to the Hungarian method, which results in the global optimal solution of the corresponding matching problem. Since the total weight, which is the system SR, is maximized in this optimization, the objective function of problem (25) increases over each iteration. Therefore, Algorithm 2 converges since the objection function of problem (25) is bounded from above.
While Proposition 3 establishes the convergence of Algorithm 2, the resulting stationary pilot assignment solution at convergence may not necessarily satisfy the KKT conditions of problem (18) . Therefore, Algorithm 2 only attains a sub-optimal solution of problem (18) in general.
Given the proposed Algorithms 1 and 2, we then utilize them to construct the main algorithm, namely Algorithm 3, which attains a sub-optimal joint pilot assignment and resource allocation solution for the SEE maximization problem. Specifically, for a given value of η, we sequentially optimize the resource allocation and pilot assignments in Algorithm 3 (steps 3-8). Since Algorithm 3 is constructed based on the Dinkelbach method [23] , the value of η is updated (in steps 10-18) by using the achieved solution from steps 3-8. repeat 4: Apply Algorithm 1 to solve (22) to obtain (P , M ) 5: Set (P, M) = (P , M ) 6: Apply Algorithm 2 to solve (25) to obtain ρ 7:
Set ρ = ρ 8:
until Convergence of (P, M, ρ)
9:
Replace P (t) , M (t) , ρ (t) = (P, M, ρ)
10:
Set BOOL = true 12: return η =R (P (t) ,M (t) ,ρ (t) ) P(P (t) ,M (t) ) 13:
else 15: BOOL = false 16: return η (t) =R (P (t) ,M (t) ,ρ (t) ) P(P (t) ,M (t) ) 17:
t := t + 1 18: end if 19 : until BOOL = true or t = N (i.e., optimization of P, M using Algorithm 1) and pilot assignment (i.e., optimization of ρ using Algorithm 2). Such solution approach can only achieve a sub-optimal solution for problem (18) 
E. FURTHER EXTENSION
We now discuss the scenario with general channel covariance matrices, namely R ljk = R, where R ∈ R N ×N is a real symmetric positive definite matrix. This general model for the channel covariance matrix reflects the potential correlation among antennas. For this general model of the channel covariance matrices, the SINR expression becomes much more complicated which in turn renders the design of efficient resource allocation algorithms more challenging. To obtain further insights, we consider the case where γ p is sufficiently large, in which the pilot interference dominates the noise power in the CSI estimation process. For the case 1/γ p 1, the following approximation can be applied to any covariance matrix jjk
Using this approximation, we can characterize the optimal number of activated antennas for the SR maximization problem in the following theorem. 
. Therefore, Tr (R) increases with the number of activated antennas.
We now consider the SR maximization problem (14) . Since we can approximate Tr ( ) as a function of Tr (R) for 1/γ p 0 as in (27), we can conclude that Tr ( ) increases with the number of activated antennas. By repeating the same steps as in the proof of Theorem 5, we can finally prove that the optimal number of antennas at any BS is equal to M max .
Therefore, when 1/γ p 1 we only need to optimize the power allocation and pilot assignment for the SR optimization problem. In addition, since we have M j = M max , ∀j at optimality, we can re-write the SINR expression (7) in terms of transmit powers and pilot assignment variables ρ as in (28) . Then, the proposed algorithms in the previous sub-sections can still be employed to solve the SR maximization problem using this SINR expression. Apply Algorithm 1 to solve (22) to obtain P where η = 0 and M j = M max , ∀j, then update P.
5:
Apply Algorithm 2 to solve (25) to obtain and update ρ.
6:
Set t = t + 1. 7: until Convergence of (P, ρ) or t = N . 8: return (P , M , ρ ) = (P, M max , ρ). 
this challenge is to upper-and lower-bound Tr

V. RESOURCE ALLOCATION ALGORITHMS FOR SR MAXIMIZATION PROBLEM
In this section, we discuss the optimality characterization and low-complexity algorithms to solve problem (14) . Specifically, we characterize the optimal number of activated antennas at the BSs for problem (14) in the following theorem.
Theorem 5:
The optimal values M j of the SR optimization problem in (14) satisfy M j = M max , ∀j.
Proof: The proof is provided in Appendix E. This theorem means that it is always optimal in terms of system SR if we utilize all available antennas for transmission. Due to the results of Theorem 5, one can simply set M equal to M max for the SR maximization problem and one only needs to optimize the pilot assignment and power allocation. As can be observed, the problem (14) is equivalent to the problem (18) for η = 0. Therefore, the SR optimization problem can be solved by Algorithm 3 using steps 3-8 only with η = 0. We present an algorithm to solve the SR maximization problem in Algorithm 4.
VI. NUMERICAL RESULTS
We evaluate the performance of the proposed algorithms in terms of achieved SEE and SR. Simulation parameters are chosen as in Table 2 , which are used to obtain following numerical results unless stated otherwise. We will compare the performance of the propose algorithm and a ''conventional'' scheme where the conventional scheme simply allocates the kth pilot sequence to the kth user for k = 1, 2, . . . , K in each cell and it optimizes the power allocation and number of activated antennas by using Algorithm 1. The results corresponding to the proposed algorithm and the conventional scheme are indicated as ''Proposed'' and ''Conventional'' in the following figures, respectively. The obtained SEE in all figures are normalized to one Hz of system bandwidth. Fig. 1a shows the evolution of SEE under the proposed algorithm over iterations for M max = 100 antennas, P 0 = 10, 15 dBW. It can be observed that the SEE converges to a fixed value after just three iterations under the proposed iterative algorithm. In addition, the proposed algorithm achieves noticeably higher SEE compared to that of the conventional pilot assignment scheme where the SEE gains about 20% and 10% are achieved by the proposed algorithm over
the conventional scheme for P 0 = 10, 15 dBW, respectively. The performance gap between the two schemes reduces as the fixed power consumption P 0 increases. Similarly, Fig. 1b shows the variations of the SRs over iterations due to the two schemes for P max = 0 dB and M max = 100, 200 antennas. For each value of M max , we observe that the proposed pilot assignment scheme achieves better SR than that of the conventional pilot assignment scheme. In addition, both schemes achieve higher SR at higher value of M max = 200 compared to the case with M max = 100. In Fig. 2 and Fig. 3 , we compare the SR achieved by the two schemes versus the maximum number of antennas M max and number of users per cell K , respectively. Fig. 2 shows that the SR at P max = 0 dBW due to either scheme is better than the corresponding SR at P max = −50 dBW. In addition, the relative SR improvement as the maximum power increases from P max = 0 dBW to P max = −50 dBW is quite moderate in the high M max regime. This is because if M max is sufficiently large, BSs tend to utilize less power than their maximum budget P max to attain the maximum SR. Moreover, this figure shows that the SR gap between two schemes becomes larger as M max increases. In addition, Fig. 3 suggests that the SR increases with the larger number of users per cell and the performance gap between the two schemes also becomes larger as K grows. This confirms the effectiveness of the proposed algorithm.
In Fig. 4 , we show the SEE achieved by the proposed algorithm when it is used to solve the SEE and SR maximization problems, whose results are indicated as ''max SEE'' (Algorithm 3) and ''max SR'' (only apply step 3 to step 8 of Algorithm 3), respectively. It is shown that the achieved SEE of the ''max SEE'' scheme always dominates that of the ''max SR'' scheme under both ''Conventional'' and ''Proposed'' pilot assignment strategies. This is expected since maximization of the system SR may indeed hurt the SEE due to the excessive power consumption. It can also be observed that when the maximum transmit power P max is sufficiently large, the SEE of the ''max SEE'' scheme approaches a constant. In fact, limited transmit power and number of activated antennas are required to maximize the SEE; therefore, large BS power does not help improve the SEE in the large power regime. In contrast, the ''max SR'' scheme utilizes more power and number of antennas to maximize the SR when the maximum power P max is larger. This results in the decrease of SEE for the ''max SR'' scheme as P max becomes sufficiently large. 5 shows the SEE versus the required minimum rate R min . We can see from this figure that the SEE of both proposed and conventional schemes reduces as R min increases. This is because as R min increases, larger power and number of antennas are required to maintain the QoS constraints, which results in the decrease of SEE. Interestingly, the gap between the two schemes increases quite significantly as R min increases. Specifically, as R min reaches 3bits/s/Hz, the SEE gain of the proposed scheme over the conventional pilot assignment scheme is about 100%. This confirms the significance of the pilot assignment optimization in mitigating the pilot contamination effect. In Fig. 6 and Fig. 7 , we show the variations of SEE and SR versus the pilot SNR γ p , respectively. In both figures, we observe that the gap between the ''Conventional'' and ''Proposed'' schemes are fairly small at low γ p and becomes a constant at sufficiently high pilot SNR value, i.e., γ p ≥ 5 dB. Fig. 6 illustrates the SEE at different values of R min = 1, 2 bits/s/Hz where increasing the pilot SNR provides larger SEE gain, which is more significant for higher R min . This is consistent with the results demonstrated in Fig. 5 . In addition, the similar trend in the SR can be observed in Fig. 7 and higher SR gain is achieved for higher values of M max . In Fig. 8 , we show the highest number of activated antennas among BSs versus the basic power P 0 for different values of R min under the SEE maximization. It can be observed that the highest number of activated antennas tends to increase as P 0 increases. This can be interpreted as follows. When the basic power P 0 is larger, more radio resources in terms of transmit power and number of activated antennas should be utilized to maximize the SEE. The increase in the highest number of activated antennas among BSs is more significant for smaller values of R min . Moreover, when R min increases, more BS antennas should be employed to meet the required minimum rate.
In Fig. 9 , we show the SR when the channel covariance matrix R ljm = R is modeled as R = [H kl ] where H kl = λ |k−l| , 0 ≤ λ ≤ 1 where λ is the covariance factor capturing antenna correlation. It can be observed that the achieved SR decreases as λ increases. This can be interpreted as follows. As the covariance factor λ increases, adjacent antennas in the array are more correlated, which in turns increases the intra-cell and inter-cell interference and degrades the achieved SR performance. In addition, as λ increases, the SR gap between the ''Proposed'' and ''Conventional'' schemes decreases and approaches zero at sufficiently high λ.
VII. CONCLUSION
In this paper, we have studied the SR and SEE optimization problems for the MU-MC massive MIMO network. We have proposed efficient algorithms to optimize the number of activated antennas together with power allocation and pilot assignment. Specifically, we have developed a novel iterative algorithm to solve the considered problems where we sequentially solve two sub-problems in each iteration, namely the first sub-problem optimizes the power allocation and number of activated antennas and the second sub-problem optimizes the pilot assignments. We have developed an SCAbased algorithm to solve the first sub-problem for a given pilot assignment solution. Also, we have proposed to address the pilot assignment sub-problem through solving a related weight-based assignment problem. Numerical results have confirmed the convergence of the proposed algorithms and that the proposed algorithm can achieve much better performance in terms of total SR and SEE than that due to the conventional pilot assignment scheme.
APPENDIX A PROOF OF THEOREM 1
We adopt the derivation in [3] to prove Theorem 1. Toward this end, we first recall some results on the product of two Gaussian vectors in [28] , which are given in the following proposition. (29) In general, the parameter ξ jk can be expressed as
Thus, by applying the expression of ξ jk , ∀j, k, we can manipulate the numerator of (7) as follows:
In addition, we can manipulate the first term in (8) as follows:
Then, if R jjk = I M l , we have
Similarly, the second term of (8) can be expressed as
By applying the results in Proposition 4, we can rewrite the
where we have denoted ljk = β lli β ljk R lliQli R ljk . Since R lli is a real symmetric matrix, we have R † lli = R lli and Q † li =Q li . Using the results in (35), the second term of (8) can be expressed explicitly as (36), as shown at the top of this page, where δ(x) = 1 if x = 0 and δ(x) = 0 otherwise. Then, if R jjk = I M l , we have the result as in (37), as shown at the top of this page. By replacing the terms (31), (33), and (37) into (8), we complete the proof.
APPENDIX B PROOF OF PROPOSITION 1
We prove part (i) of Proposition 1 by first noting that for M max = 0, problem (19) is infeasible or the feasible set of M is M 0 = ∅. Therefore, we are only interested in the system where there exists a feasible solution when M max is sufficiently large. By denoting the feasible set of M as M max → ∞ as M ∞ then obviously there exists a set of thresholds denoted by M th that satisfies statement (i) of Proposition 1.
We prove part (ii) of Proposition 1 by proving that if there exists two optimal solutions in the number of antenna M ,1 and M ,2 of problem (19) ∈ M 1 , we see that M ,2 is the feasible solution of (19) in set M 1 . Since M ,1 is the optimal solution of (19) in set M 1 , we must have
j . However, since M 2 ∈ M 2 , M 2 is the optimal solution of (19) in set M 2 and M 1 is the feasible solution of (19) 
j . And since M 2 ∈ M 2 , M 2 is the optimal solution of (19) in set M 2 and M 1 is the feasible solution of (19) 
This completes the proof.
APPENDIX C PROOF OF THEOREM 3
To proceed, we first introduce the following proposition. Proof:
The first derivative of f (x) can be expressed as
Evaluating this derivative at x = 0, we have
Since we have assumed θ < i a i b , the right-hand-side (RHS) of (39) is positive at x = 0. However, as x → ∞, the RHS of (39) is negative. Thus, there exists a solution
is a concave function that takes the maximum value at x 0 > 0. This complete the proof of part (i) of Proposition 5.
Since f (x 0 ) > 0 (since f (0) = 0) and lim x→∞ f (x) < 0, there exists a solution x 1 that satisfies f (x 1 ) = 0. This completes the proof for part (ii) of Proposition 5.
Recall that the objective function (18) is equal to 0 at the optimal solution P , M and η . We prove Theorem 3 by showing that if there is at least one optimal M j equal to M max when M max 1, the objective function of (18) is different from 0. Let us star by giving the upper bound the objective function of (18) as
By denotingM = max j=1,...,L M j , which represents the highest value of the optimal numbers of antennas at all BSs, it follows that
whereη ≤ η is a feasible SEE achieved at some feasible solution of P, M. In fact, by applying the results of Proposition 1, we can see that the feasible solution sets of (19) and (18) are the same. Moreover, the optimal solution of problem (19) can be chosen as the feasible solution corresponding to the SEE ofη and this solution is also independent of M max . Moreover, sinceη > 0, there exists a sufficiently small η 0 <η such that Next, we prove that there is no element M j in the optimal solution of (18) exceeding M 0 by contradiction. Assume that there is at least one M j > M 0 . From the optimality property, we see that the function takes the value of 0 at optimal P , M . However, we have f (M j ) < 0 for M j > M 0 due to the properties of function f (.). This contradicts to the assumption that f (M ) > g(M ) = 0. Thus, there not exists any M j such that M j > M 0 .
In summary, we can state that each element M j of the optimal solution M is upper bounded by M 0 which is independent of M max . This completes the proof of the theorem.
APPENDIX D PROOF OF PROPOSITION 2
Assume that the optimal solutions for problem (22) at t 1 th step are (P (t 1 ) , M (t 1 ) ). We will prove that the value of the objective function in (22) evaluated at P (t 1 ) , M (t 1 ) is smaller than that evaluated at P (t 1 +1) , M (t 1 +1) as
where the first equality holds due to the fact that the approximation is tight at the current value of P (t 1 ) ,M (t 1 ) , a (t 1 +1) , b (t 1 +1) ; the first inequality holds because the SCA-based algorithm achieves the optimal solution at P (t 1 +1) ,M (t 1 +1) . Moreover, the second inequality follows from the nature of the logarithmic approximation. Thus, we have completed the proof.
APPENDIX E PROOF OF THEOREM 5
We prove Theorem 5 by using the contradiction method. For a given fixed ρ, let the optimal solution of (14) be P , M . Suppose that there is at least one element of M to be smaller than M max . We will prove that there exists another feasible solution P , M that improves the objective function, so that the solution P , M where there is at least one element of M smaller than M max is not the optimal solution. Let us denote the set of BS indices whose number of antennas according to M is equal to M max as J 1 and the set of other BS indices as J 2 . Consider the following feasible power allocation solution P jk = P jk , ∀j ∈ J 1 and P li = ζ l P li , ∀l ∈ J 2 , where ζ l = M l M max < 1. By denoting M max = [M max , . . . , M max ] T , let us consider the potential solution P , M max . It can be easily verified that P , M max satisfies the constraints (C3) and (C4). Since P jk ≤ P jk , ∀j, k, it also satisfies constraint (C2).
We evaluate the achieved rate of the kth user in the jth cell for j ∈ J 1 as log 1 + γ jk (P , M max ) = log 1 + P jk M max A jk
where F J 1 = 
Similarly, the rate for kth user in jth for j ∈ J 2 can be given as log 1 + γ jk (P , M max ) = log 1 + P jk M max A jk 
The results in (44) and (46) also mean that P , M max satisfies constraint (C1) since it results in improved rate for each user in any cell. In addition, the SR is also increased under P , M max , which contradicts the assumption that P , M is the optimal solution. Therefore, we have completed the proof. 
