Abstract Graph clustering is an important problem with applications to bioinformatics, community discovery in social networks, distributed computing, and more. While most of the research in this area has focused on clustering using disjoint clusters, many real datasets have inherently overlapping clusters. We compare overlapping and non-overlapping clusterings in graphs in the context of minimizing their conductance. It is known that allowing clusters to overlap gives better results in practice. We prove that overlapping clustering may be significantly better than non-overlapping clustering with respect to conductance, even in a theoretical setting.
Introduction
Graph clustering has several fundamental applications including analyzing social networks and efficient distributed computing:
-As online social networks are popular with hundreds of millions of users, they are becoming a rich source of user-specific data. An important problem on such social networks is the discovery of communities. Modeling, discovering and analyzing such communities can help understanding structural properties of these networks and help in potential applications like recommendation systems and advertising. -Another application of graph clustering is to aid efficient computations on large graphs which model interactions between different elements in a system, e.g., a biological system. Efficient computations on such graphs entail a careful partitioning of the vertices into clusters such that no single cluster is too large, and the number of edges crossing the clusters is small. Each cluster then is stored on a separate machine, and the interaction is carried out via communication between different machines.
Non-overlapping clustering. In this variant, we have a constraint in the clustering problems that the set of clusters should be disjoint. This constraint has been considered in most of the well-studied clustering problems in graph theory and combinatorial optimization literature [2, 7, 18, 25, 31] .
Overlapping clustering. While disjoint clusters is a reasonable constraint in some settings, it may not be necessary/appropriate in others as we discuss below. In some settings, like discovering communities in social networks [22, 29] , the clusters are naturally overlapping and by restricting our attention to non-overlapping clustering, we may lose valuable information about the structure of communities in a social network [29] . For example, consider a graph with a small number of popular nodes that are well-connected to many other nodes in the graph. These nodes may naturally belong to more than one cluster. For more applications that show that overlapping clustering is more suitable than non-overlapping clustering, see clustering for social networks [22, 29] , clustering for distributed computing [3, 28] , clustering for inherent multi-assignment clustering [36] and clustering large networks for distributed PageRank computation and performing distributed random walks [3] . For a survey on such models of graph clustering, see the article by Brandes et al. [11] and the references therein. Other then being more appropriate in some clustering scenarios, nonoverlapping clustering is often harder to perform in a large scale, as the disjointness constraint is a statement about all of the clusters and requires careful distributed or global implementations". (Note that it is possible to have distributed non-overlapping clustering algorithms, see for example [33] ). As allowing overlap may improve the quality of clusters and has the above advantages in practice, it is natural to assume that overlap will significantly improve and simplify approximation algorithms for minimizing conductance. Now two properties may hold if overlapping clusters are allowed. First, the optimum conductance value may drastically decrease. Second, the approximation algorithm for the overlapping case may become simpler and have a better ratio than if the overlap is not allowed.
In this paper, we partially prove the above intuition to be correct. To this end, we study two natural ways in which one can aggregate the conductances of all the clusters in a clustering-minimizing the maximum or minimizing the sum. For clustering to minimize the maximum conductance of any cluster, two significant advantages are derived by allowing overlap. The optimum for the overlapping case may be much smaller than the one for non-overlapping clustering. In addition, the approximation algorithm for the overlapping case is simple and has ratio O(log n). On the other hand the problem of non-overlapping clustering is complex, and thus, the algorithm given for it is also much more involved. Also, this algorithm has a worse approximation factor as can be seen later. On the other hand, for the measure of minimizing the sum of conductances over all clusters, we show a general uncrossing technique to transfer an overlapping clustering to a non-overlapping one with small penalty. This implies that the two models are equivalent up to a constant factor with respect to approximation in the sum version. Hence, overlapping does not help much in this case contradicting our initial intuition. We believe that the transformation of overlapping clusters to non-overlapping ones is of independent interest and may find other applications.
We are not aware of a theoretically rigorous study that exhibits that allowing overlaps gives improved results compared to non-overlapping clustering. Initializing this study here, we hope that this important topic will be studied from theoretical and practical points of view in the future. Note that our main contributions are theoretical, and our polynomial-time algorithms may not be very practical for very large graphs very, mainly because of the complex dynamic programs involved in them. However we note that different branches of the dynamic program can be implemented in parallel, and thus the dynamic programs can be implemented more efficiently in a distributed fashion.
Follow-up work. Following the conference version of this paper, there have been various attempts to study the overlapping clustering problem from a theoretical perspective, and present a rigorous study of computing overlapping communities in social networks. For example, Arora et al [4] study the problem of overlapping communities, present an axiomatic approach for defining overlapping social communities, and design approximation algorithms for discovering such communities in a set of randomly generated graphs. Moreover, Balcan et al [8] considered the problem of enumerating and identifying communities generalizing and refining the definition of communities by Mishra et al [29] . These papers do not explicitly attempt to optimize the cut conductance, but they consider other related notions for quality of clusters like the cut value and density of clusters [4, 8] . All the recent research about the topic of overlapping clustering imply the need for exploring this topic from a more algorithmic and theoretical perspective [4, 8] .
Problem Formulation
Consider an undirected graph G = (V , E) with non-negative edge-weights w e ≥ 0. For simplicity, we assume that the weights w e are integers that are polynomially bounded in n = |V |. Our results, however, can be generalized for arbitrary weights as well-we omit the details from this version. For a subset of vertices S ⊂ V , let δ(S) denote the set of edges in E with exactly one end-point in S. For a vertex v ∈ V , let deg(v) = e∈δ(v) w e denote the total edge-weight incident to v. For a subset S ⊆ V , let vol(S) = v∈S deg(v).
The conductance of a cut (S, S = V \S) is defined 1 as φ(S) = e∈δ(S) w e min{vol(S),vol(S)} . We consider several variants of the minimum conductance clustering problem. The input to this problem also includes a volume-budget B ≥ 0. We assume that the volumebudget is very small compared to the total volume, say B < vol(V )/12 to be concrete. Putting a bound on the volume makes sense for a couple of reasons: One reason is that if we want to cluster the graph for the purpose of performing some distributed computation, it is important that each cluster fits on one machine, and amount of memory to store the cluster is directly proportional to the volume of the cluster. This is captured by putting an upper bound on the volume of each cluster. Another reason to put a bound on the volume of the clusters is that it is harder to understand and conceptualize huge clusters, and to make sure that the clustering algorithm generates clusters that are easily understood and interpretable, we put an upper bound on the size or volume of each cluster.
The output is a clustering of the vertices, i.e., subsets S 1 , . . . , S k ⊂ V such that V = i S i and vol(S i ) ≤ B for all i. Following are the variants of the basic clustering problem we consider.
(I) In an Overlap clustering, the subsets S i are allowed to intersect with each other, while in a Nonoverlap clustering, the subsets S i must be disjoint, thus forming a vertex partitioning. (II) In a Bound (or bounded-count) clustering, we require that the total number of clusters k is at most given count-budget k, while in an Unbound (or unboundedcount) clustering, there is no bound on the number of clusters formed. (III) In a Sum (or min-Sum) clustering, the objective is to minimize the total conductance of the clusters: min 1≤i≤k φ(S i ), while in a Max (or min-max) clustering, the objective is to minimize the maximum conductance of a cluster: min max 1≤i≤k φ(S i ).
Related Work
Partitioning a graph into two parts Most approximation algorithms for partitioning problems require the vertices to be partitioned into two parts only. Some examples follow. In [19] , a graph G(V , U ) and an integer k is given. The goal is to find a set U ⊆ V of size k so that e(U ), namely, the number of edges with both endpoints in U , is maximized.
Another example is the Sparsest cut problem in which the goal is to split the graph into two disjoint parts (thus defining a cut) and maximize the number of separated pairs over the cost of the cut (see [7] ). The unweighted version admits an O( √ log n) approximation [7] . The weighted case admits a slightly worse approximation. See [5] and references therein.
The Bisection problem is to partition V into two equal and disjoint parts A and B, and minimize the number of edges between A and B. The problem admits an O(log n) approximation [32] .
Partitioning problems into more than two parts: In the Minimum cut, problem given an edge-weighted graph and a collection of pairs {(s i , t i )} k i=1 , the goal is to find a subset E ⊆ E of minimum cost so that in V \ E there is no s i -t i path for any i. Clearly G \ E may have many parts. Garg et. al. [21] showed that the Minimum multicut problem is at least as hard to approximate as the well-known vertex-cover problem even if the underlying graph is a star. This implies that unless P = NP, it is hard to approximate the undirected multicut problem on stars within a factor better than 10 √ 5 − 21 [17] . Garg et. al. [21] also gave a 2 approximation for Minimum multicut in trees via the primal dual approach. The best known approximation for Undirected multicut in general undirected graphs is O(log n) [20] .
In the Directed multicut problem the goal is to discard min cost set of edges E so that for every s i , t i there is no directed s i , t i path G (V , E − E ). In [16] it is shown that unless NP ⊆ ZPP the Directed multicut problem admits no 2 log 1− n ratio for any constant . The first non-trivial approximation for Directed multicut was an O( √ n log n ) ratio by Cheriyan et. al. [14] . This ratio was improved to an O( √ n ) by Gupta [23] . Recently, the O( √ n ) barrier was broken by Agrawal et. al. [1] to añ O(n 11/23 ) ratio approximation. 2 In [26] , an O(n 2/3 / opt 1/3 ) approximation algorithm for uniform costs directed multicut, is presented. Here opt is the optimum value. If the optimum is at least n 0.566 , the ratio of [26] is better than the one of [1] . The [26] algorithm is also the only non-trivial combinatorial approximation algorithm for Directed multicut. For more papers on cut problems see [6, 10, 13, 15, 27, 35] . Some of these papers were an inspiration for this paper.
No previous papers gave approximation algorithm for conductance. The only slightly related result is by Bansal et al. [9] . This problem considered is, given a graph G and a number k, divide the vertices into k parts and minimize the maximum number of edges leaving any set in the partition. The number of edges leaving a set in the partition is related to conductance, but the problems are very different, still. For two more problems that admit non trivial approximation and require to partition the graph into more than two parts see [12, 34] . Generally speaking, it seems that approximating partitioning problems into many parts is a quite complex subject.
Our Results
Considering all the variants, we define eight minimum conductance clustering problems. The notation and results for these problems is summarized in Table 1 . While we Table 1 The approximation ratios obtained by polynomial-time algorithms for different variants of the problem. The volume-budget B (resp. the count-budget k, if given) is violated by at most a constant factor (resp. given factor). The most complex technical contribution is shaded
Overlap
No-overlap min-sum
Bounded-count
SumOverlapBound SumNonoverlapBound
have general technical contributions in comparing overlapping vs. non-overlapping clustering discussed above, and in the uncrossing technique, the algorithm for minimizing the maximum conductance in the non-overlapping case, is the most complex algorithm in the paper. To solve this problem, we begin by a tree decomposition of the graph-but now, we need a single tree of Räcke [30] or Harrelson et al. [24] that preserves all the cuts simultaneously. This is required since the non-overlapping problems, unlike overlapping or min-sum problems, is inherently global in nature. 3 The difficulty in designing an approximation algorithm for MaxNonoverlapBound is not only in the dynamic programming, but also in proving some non-trivial structural property of a near-optimal solution in terms of how many subtrees of different "(volume, cut-value) types" can a near-optimum clustering contain. Our dynamic program then forms near-optimal clusters by taking the union of the "correct" number of subtrees of certain (volume, cut-value) types (Sect. 3). The hardest problem to approximate seems to be MaxNonoverlapBound. All the other variants of the problem admit an O(log n)-approximation algorithm. These results are summarized in Table 1 and presented in Sect. 4. These results are mainly based on the tree decomposition of Räcke [31] that embeds the given graph into (a distribution on) trees and preserves all the cuts within a logarithmic factor. We then present constant-factor approximations to these problems on trees based mainly using a dynamic program over trees.
Remark 1
It is easy to see why a distribution on tree-embeddings that preserves any cut within a logarithmic factor in expectation is enough to get logarithmic approxi-mations for the min-sum versions of the problem. Somewhat surprisingly, it is also enough to get logarithmic approximation for min-max and overlapping version of the problem. The reason, roughly speaking, is that we compute separate (and possibly overlapping) clusters covering different parts of the graph; and for this, we do not necessarily need a single tree that preserves all the cuts in the graph simultaneously. This was clearly not the case for min-max non-overlapping version.
Since we claim that in the min-max conductance variant with overlapping, our algorithm is much simpler than the non-overlap algorithm, it seems appropriate to shortly describe the overlapping algorithm. In order to get a logarithmic approximation for minimum MaxOverlapBound, we design a set-cover-type greedy algorithm as follows: By guessing the value of OPT, we iteratively find a set S t ⊆ V (G) with the conductance of at most OPT which maximizes the total weight of uncovered nodes, and add this set S t to the output. In order to identify cost-effective clusters as a step of the above set-cover-type algorithm, we solve a natural dynamic program over trees.
Comparing the Optima of Overlapping and Non-overlapping Clusterings
In this section, we show that min-max conductance overlapping and non-overlapping optimization problem might be quite different, but min-sum conductance overlapping and non-overlapping problems are similar in terms of their approximability. We start by showing a large gap between the optimal solutions of the min-max conductance overlapping clustering problem versus the min-max conductance non-overlapping clustering problem. The next example does not correspond to a natural social network. However, it is our experience that once we establish the gap between the two variants its highly likely that a more representative example with the same gap exists. On the other hand, we present a much more natural example of somewhat smaller gap, suggested by one of the referees.
Lemma 2.1 There exists an infinite family of graphs G = (V , E) such that there exists an instance of min-max conductance clustering problem on G such that

the optimum value of the overlapping version is O(|V
| −2/3 ),
the optimum value of the non-overlapping version is Ω(1), even if we violate the budget by an Ω(|V
Proof For an integer k, let G = (V , E) be the disjoint union of a clique K k on k vertices and a 3-regular expander H on k 3 vertices. Let the weight of each edge in G be 1. Denote n = |V | = k 3 + k and let the budget on the volume of clusters be
We first prove item 1. For each vertex v ∈ H , define a cluster C v to be the union of K k and v. Note that vol (C v 
). These clusters are over-lapping and satisfy property in item 1. Now for item 2, we prove that as long as the budget is not violated by 3k 3 2B factor, the optimum value of the non-overlapping clustering is Ω (1) . Consider the optimum clustering. First note that the budget violation considerations imply that any cluster contains at most k 3 /2 vertices from H . Now since the number of vertices in H is k 2 times the number of vertices in K k , there exists a cluster C such that the number of vertices in C ∩ H is p ≥ 1 and the number of vertices in C ∩ K k is at most p/k 2 . Since H is an expander, the cut capacity of this cluster is Ω(p). On the other hand, the volume of C is at most 3p + p(k − 1)/k 2 . Thus the conductance of C is Ω(1) as desired.
In the above proof, the clusters used in the gap example are not connected. The following is an example suggested by one of the referees, showing a smaller gap with more natural clusters. Consider a graph with k 1.5 cliques of size k, a random (ErdosRenyi) graph of k 3 vertices with expected degree k 0.5 . Each clique connects to a (disjoint) set of size k 1.5 in the random graph with k 1.5 edges. The volume constraint is still k 2 . For this example, it is not hard to see that for non-overlapping, one still gets only constant conductance. However for overlapping it's easy to get k −0.5 , i.e., for each cluster, take k vertices in the random graph and a clique. For this instance the gap is smaller but at least the graph is connected.
Despite its intuitive appeal, overlap does not always help. The following lemma shows that the min-sum conductance overlapping and non-overlapping clustering problems are essentially identical, up to a constant in the approximation factor. 
Thus we can replace X and Y with either X and Y \ X, or X \ Y and Y without increasing the total cut value. We can in polynomial time, uncross all the sets {S i } to get a family {T j } of nonoverlapping clusters. Note that i w(δ(S i )) ≥ j w(δ(T j )) and vol(T j ) ≤ b for all j . Now we successively merge the clusters {T j } as follows. For any two clusters X and Y with vol(X), vol(Y ) ≤ b/2, replace X and Y with X ∪ Y . Thus finally, we are left with all clusters of volume between b/2 and b and at most one small cluster of volume less than b/2. We can merge this small cluster with any of the other clusters. This way, we form non-overlapping clusters {U 1 , . . . , U p } with
The Non-overlapping min-max Conductance Clustering
In this section, we focus on our most involved result, the non-overlapping min-max conductance clustering MaxNonoverlapUnbound and present a poly-log approximation ratio for this problem. We first note that the two variants (bounded-count and unbounded-count) of this problem are essentially the same, provided we violate the volume-budget B and the count-budget K by a constant factor. First note that B · K ≥ vol(V ) must hold for a feasible solution to exist. Now any solution for the unbounded-count variant can be transformed into a solution for the bounded-count without increasing the min-max objective as follows. Outline of our approach. We reduce the problem on the general graph to trees by using the techniques of Räcke [31] and Harrelson et al. [24] thereby losing a factor of O(log 2 n log log n) in the approximation. The leaves in the tree are in one-to-one correspondence with the vertices in the original graph. With each leaf v in the tree, we associate a weight w v = deg(v), the weighted degree of v in the original graph. The problem on trees is to partition the leaves into disjoint clusters such that each cluster has weight at most B and the maximum conductance of any cluster S, defined as the ratio of the min-cut, in the tree, separating S from rest of the leaves to the weight of S, is minimized. We compute a logarithmic approximation for this problem on trees by using a complex dynamic program. Before describing the dynamic program, we study the structure of the optimum solution. Note that the edge-weights w e are integers between 1 and B where B is polynomially bounded in n. Since we violate the budget B by a constant factor anyway, we assume that B = 2 b for some integer b = O(log n). Consider the optimum clustering on the tree S * 1 , . . . , S * l . If we remove the edges in the min-cuts separating each S * i from rest of the leaves, the tree gets decomposed into disjoint subtrees. Let T * 1 , . . . , T * t be the disjoint subtrees thus formed. Let vol(T * i ) denote the total volume of the leaves in tree T * i and let cut(T * i ) denote the capacity of the cut separating T * i from rest of the tree. Also let ratio(
. We say that a tree T * i belongs to class k if 2 k · OPT ≤ ratio(T * i ) < 2 k+1 · OPT where OPT is the optimum value of the maximum conductance for the tree instance. In the algorithm, we first guess the value OPT. We then estimate the total volume of trees T * i in the optimum solution that belong to each class. Our dynamic program then decomposes the tree into the correct volume of trees from different classes and greedily combines them to form a clustering. This clustering naturally induces a clustering in the original graph.
Details of the approach. We now describe our approach in more details. We first state the result of Harrelson, Hildrum, and Rao [24] more formally. A tree decomposition T of a graph G = (V , E) is described by a series of hierarchical partitions of the vertex set V of G. The nodes of T correspond to the subsets of V . Consider a series of partitions Π 0 , . . . , Π d where partition Π i+1 is a refinement of partition Π i . The partition Π 0 corresponds to a single set V while the partition Π d corresponds to the set of singletons {v} where v ∈ V . These partitions give rise to a tree T naturally. The root node of T is V itself. The nodes in layer i are the sets in Π i and the leaves correspond to the sets in Π d , i.e., the vertices in V . The edges of the tree go between the consecutive layers and are given by set inclusion. The weights of the edges of the tree are given as follows. For a setpair (S, T ), where S ⊂ T , S ∈ Π i+1 , and T ∈ Π i , the weight w(S, T ) = w G (δ(S)) is defined to be the weight of the cut (S, S) in the graph G. For S ⊂ V , define w T (S, S) to be the minimum cut in T that separates leaves in S from the leaves in S. Harrelson et al. [24] proved the following theorem. 
Remark 2 Harrelson et al. [24] did not state their theorem as above. They showed how to compute a decomposition T such that any multicommodity-flow, that can be routed in G with (edge) congestion 1, can be routed in T with congestion at most 1 and any multicommodity-flow (between leaves of T ), that can be routed in T with congestion 1, can be routed in G with congestion O(log 2 n log log n). It is easy to see that this implies Theorem 3.2. Fix a subset S ⊂ V . The multicommodity-flow given by demands r ij = w e for e = (i, j ) ∈ δ(S) can be routed in G with congestion 1.
Thus it can be routed in T with congestion at most 1. Hence w G (δ(S)) ≤ w T (S, S).
On the other hand, consider the maximum flow (of total value w T (S, S)) that can be routed between leaves S and leaves S in T . Fix a flow-path decomposition of this flow. This decomposition gives multicommodity-flow demands between S and S that can be routed in T with congestion 1. Thus it can be routed in G with congestion O(log 2 n log log n). Since all of this flow must cross the cut δ(S) in G, we get that w G 
(δ(S)) ≥ w T (S, S)/O(log
2 n log log n), implying the theorem. The same connection holds also for the result of Räcke [31] (see Theorem 4.1).
Let S * 1 , . . . , S * l be the optimum clustering in G and let OPT = max i φ(S * i ) be the value of the optimum. Consider the minimum cuts in T that separate the leaves in S * i from the leaves in S * i for each i. If we remove the tree-edges that appear in any of these min cuts from T , the tree T gets decomposed into a collection of disjoint subtrees T * 1 , . . . , T * t . For each subtree T , let l(T ) denote the set of leaves of T present in T , vol(T ) = vol(l(T )) be the total volume of T , and cut(T ) denote the total weight of the tree-edges needed to separate T from rest of the tree T . Here we consider only those subtrees T such that vol(T ) > 0. Define ratio(T ) = cut(T )/vol(T ) to be the ratio of T . We now define a notion of a class of a tree based on its ratio as follows.
Definition 3.1
We say that a tree T belongs to class 0, denoted by C 0 , if ratio(T ) < 2 · OPT. For k ≥ 1, we say that a tree T belongs to class k, denoted by
Thus there are at O(log vol(V )) = O(log n) classes. We now prove an important lemma about the trees T * i obtained from the optimum solution.
Lemma 3.3 We have (i) The volume of any tree in class C
k is at most 2 −k · B, or formally, vol(T * i ) ≤ 2 −k · B for any tree T * i ∈ C k for any k ≥ 0
, and (ii) The volume of all trees in class C k or higher is at most 2 −k · vol(T ), or formally,
Proof We first prove item 1. Note that item 1 trivially holds for k = 0 since any tree is contained in a single cluster with volume at most B. For k > 0, if the inequality in item 1 does not hold, then cut(
OPT. This implies that the total cut of the optimum cluster containing T * i is more than B · OPT. Since the volume of this cluster is at most B, its conductance is more than OPT, which is a contradiction. We now prove item 2. Note that item 2 trivially holds for k = 0. For k > 0, if the inequality in item 2 does not hold, then
This is a contradiction since it implies that i cut(T * i )/ i vol(T * i ) > OPT, which in turn means that the conductance of at least one of the optimum clusters is more than OPT.
The above lemma motivates the following definition.
Definition 3.2 A partition of T into disjoint subtrees T 1 , . . . , T l is called admissible if (i) vol(T
The following lemma presents an important property of an admissible partition.
Lemma 3.4 Given any admissible partition T 1 , . . . , T l of T , the sets of leaves l(T i ) of these trees can be combined, in polynomial time, to form clusters of vertices in G, each of volume at most 10B and such that the maximum conductance of any cluster is O(OPT · log n).
Proof Item 1 is proved as in Lemma 3.3 We now prove item 2. Note that item 2 trivially holds for k = 0. For k > 0, if the inequality in item 2 does not hold, then
This is a contradiction since it implies that i cut(T * i )/ i vol(T * i ) > OPT, which in turn means that the conductance of at least one of the optimum clusters is more than OPT. We combine the sets of leaves l(T i ) of the trees T i into K = vol(V )/4B clusters as follows. For each class C k , we distribute the trees T i ∈ C k into K clusters as follows. Consider the trees in C k in arbitrary order and assign the next tree in C k to a cluster that has the minimum volume of the trees in class C k . Below we show that this clustering satisfies the conditions claimed. Now consider any of these K clusters. The volume of trees in a class C k in this cluster is at most 2 −k · vol(V )/(vol(V )/4B) + 2 −k · B ≤ 5B · 2 −k . This holds due to the way trees in class C k are assigned to clusters. Thus the total volume of this cluster is at most 5B k 2 −k < 10B. We now argue that the conductance of each of these K clusters is O(OPT · log n). First of all, we argue that the volume of any cluster is at least B. Let V k denote the total volume of trees in class C k , thus k V k = vol(V ). Again from the assignment of trees from different classes to clusters, we get that the total volume of any cluster is at least
The first inequality holds if vol(V )/4B ≤ vol(V )/3B which, in turn, holds if 12B ≤ vol(V ).
Next note that the total cut value of any cluster C is at most
The last inequality follows since the total number of classes is O(log n). This completes the proof.
The above lemma, in particular, implies that computing an admissible partition of T yields O(log 3 n log log n) approximation to our original problem on the graph. Here an O(log 2 n log log n) factor comes from Theorem 3.2 and another O(log n) factor comes from the above lemma.
The dynamic program. We now present a dynamic program based algorithm for finding an admissible partition of T . To convey the basic intuition behind our approach, we first describe a dynamic program that runs in n O(log n) time. Later we sketch how to turn it into a polynomial-time algorithm, losing another factor of O(log n) in the approximation ratio.
In the dynamic program, we first compute and store some tables for the leaves of T . We then show how to use the tables for the children of a node to compute the table for the node itself. Finally, the table for the root node is used to compute an admissible partition of T . Let C = O(log n) denote the total number of classes. for v 2 from the table of u 2 . We define 
If there exists such a decomposition, we mark v valid and store the appropriate tree partition that makes v valid. If there is no such decomposition, we try the same by exchanging the roles of u 1 and u 2 . If we do not succeed to mark v valid in the above cases, we conclude that v is not valid.
The case of p ≥ 3 children is handled similarly. Conceptually, we can make T binary by adding dummy edges of weight zero and work with the previous cases. This is equivalent to processing the children u 1 , . . . , u p from left to right one by one. We first determine all the valid vectors for the subtree which is a union of subtrees hanging from u 1 and u 2 using the p = 2 case. We then determine all the valid vectors for the subtree which is a union of subtrees hanging from u 1 , u 2 , and u 3 using the p = 2 case and the previously computed information. We repeat this till we consider all the children of v. Thus we can compute the entire table for v.
In the end, to find an admissible partition of T , we determine if there is a vector v (with corresponding partition T 1 , . . . , T l ) that is valid for the root node and that satisfies the two conditions in the definition of admissible partition: vol(
Making the dynamic program run in polynomial time. We can improve the running time from n O(log n) to polynomial time if we lose a factor of O(log n) in the approximation guarantee. This is done using the following main observations: (i) The depth of the tree T is O(log n), say a log n for some constant a > 0.
(ii) The number of classes can be reduced from O(log n) to O(log n/ log log n) by defining class 0 to be the set of trees T with ratio(T ) < (log n) · OPT and class k ≥ 1 to be set of trees T with (log n) k · OPT ≤ ratio(T ) ≤ (log n) k+1 · OPT. This is the place where we lose another factor of O(log n) in the approximation ratio. (iii) The coordinates in vectors v, considered in the dynamic program, instead of ranging over all integers in [0, vol(V )], now range over powers of
More formally we show that the dynamic programming algorithm described for no-overlap min-max conductance clustering, can be modified to run in polynomial time. As it is now its running time is time n O(log n) since the size of each table can be as large as this. We can make the program run in polynomial time provided we are willing to lose a factor of O(log n) in the approximation guarantee as outlined below. This reduction in the running time is based on the following main observations:
• The depth of the tree T is O(log n), say a log n for some constant a > 0.
• The number of classes can be reduced from O(log n) to O(log n/ log log n) by defining class 0 to be the set of trees T with ratio(T ) < (log n) · OPT and class k ≥ 1 to be set of trees T with (log n) k · OPT ≤ ratio(T ) ≤ (log n) k+1 · OPT. This is the place where we lose another factor of O(log n) in the approximation ratio. For every node u ∈ T , we define its height as follows. The height of the root node is a log n and the height of any node u ∈ T is defined as one less than the height of its parent in T . The definition of valid vectors is modified as below. 
The dynamic program proceeds as before. For each node u ∈ T , we determine all valid vectors v and the corresponding certificates that make them valid. We say that a number v is known within a precision of (1 + δ) p if we know q such that p+q . At height h, we work with a precision of (1 + δ) h . As we compute the table for u ∈ T at height h + 1 from the tables of its children at height h, the precision changes to (1 + δ) h+1 . This happens since the sum of two or more numbers that are known individually within a precision of (1 + δ) h is known only within a precision of (1 + δ) h+1 . (See footnote 4 for more explanation.) At the root, the final precision of the numbers is (1 + δ) a log n = O (1) .
We hope this difficult algorithm gives enough evidence why allowing overlap is better: the approximation algorithm for the overlapping case has much lower ratio and is much simpler.
Other Conductance Clustering Problems
The MaxOverlapUnbound Problem
For MaxOverlapUnbound problem, since we should cover all the nodes, and we want to minimize the maximum conductance of the clusters, we can find the cut with the minimum conductance around each vertex v ∈ V (G). The output of the algorithm is then the union of all cuts around all vertices. As a result, in order to solve the MaxOverlapUnbound problem, it is sufficient to solve the following problem: Given a bound B, a graph G(V , E) and a vertex v ∈ V (G), find a cut (S, S) with minimum conductance φ(S) such that v ∈ S, and vol(S) ≤ B. We give a logarithmic approximation for this problem. In this algorithm, we use a recent result of Räcke [31] which is similar to the results [24] . 
w T i (S, S) ≤ w G (δ(S)).
The above theorem implies that if we design an exact algorithm for our problem on trees, then using Racke's result, we can design a logarithmic approximation for our problem on all graphs. Now, we present a PTAS for the following problem P 1 on trees: Given a bound B, a graph G, and a vertex v ∈ V , find a cut (S, S) with minimum conductance for which v ∈ S and vol(S) ≤ B. In order to solve this problem, we first give a dynamic programming solution to a problem P 2 as follows: Let T be a decomposition tree with edge weights w e and polynomially-bounded integer leaf weights w v . For each leaf node v, let l v ∈ {0, 1} be the label of v: l v = 0, we say that v is unsaturated, and l v = 1, we say that v is saturated. Given the above input, problem P 2 is as follows: for any node u of the tree and any two numbers A and C, solve the following two problems: (i) find the minimum cut (S, S) such that u ∈ S, the total leaf weight in S is A, and the total weight of unsaturated leafs in S is C, and (ii) find the minimum cut (S, S) such that u ∈ S, the total leaf weight in S is A, and the total weight of unsaturated leafs in S is C.
We call the minimum cut value in the former and the later cases X(u, A, C) and Y (u, A, C) respectively. The base case of the dynamic program is for small values of A and C, i.e., 0 ≤ A, C ≤ 1. For a node u with two children nodes u 1 and u 2 , in order to compute X(u, A, C) and Y (u, A, C), we consider all possible ways of decomposing A and C to four numbers A 1 , A 2 , and C 1 , C 2 such that A = A 1 + A 2 and C = C 1 + C 2 , and write the following recurrence relation:
In both the cases, the minimum is taken over all
The above dynamic program solves problem P 2 . Now, in order to solve problem P 1 , we first round all the weight of leafs of weight less than B n for a small constant to zero. This rounding does not change the volume of the solution by a factor more than 1 + as the total weight of such leaves is less than B. Now, we can assume that the ratio between the maximum and minimum weight of leaves is at most n , since the leaves of weight more than B are not in the optimal solution. Now, we round all the remaining weights to a multiple of B n which is smaller than the original weight of the leaf. This operation changes the total volume of clusters by at most a 1 + factor. After performing the above rounding operation, the weight of the leaves are all in set { n B, 2 n B, . . . , (n−1) n B, B}, and thus by the right scaling, we can assume that weights are polynomially-bounded integers (as assumed in problem P 2 ). Now, we can solve problem P 2 on the new instance (with rounded weights) using the above dynamic program, and for a node u output the cut with minimum value among all min cuts corresponding to X(u, A, C) for any two numbers A, C ≤ 3 2 B. Because of the rounding method discussed above, this is a PTAS for problem P 1 on trees. This PTAS on trees and Racke's result imply a logarithmic approximation for the MaxOverlapUnbound problem.
The MaxOverlapBound Problem
To get a logarithmic approximation for the MaxOverlapBound problem, we again use Racke's result and reduce the problem to a problem on decomposition trees. For decomposition trees, we can design a PTAS using the dynamic program solution to problem P 2 described above. In fact, we run a set cover-type greedy algorithm and use the dynamic program as a procedure to implement the greedy set cover algorithm. In the following, we first present the algorithm, and then show that it can be implemented in polynomial time with a desired approximation factor. Given a decomposition tree T , we run the following set-cover-type algorithm ALG:
1. Guess the value of optimal solution OPT (i.e., try the following values for OPT:
(a) Find a set S t ⊆ V (G) with the conductance of at most OPT which maximizes the total weight of uncovered nodes, i.e., the total weight of nodes in the set
To show that this algorithm can be implemented in polynomial time, we show a PTAS implementation of Line 2 of this algorithm. Similar to the rounding method used in solving problem P 1 , we first round the weights of the leaves to polynomiallybounded integers. We call a node u saturated if u is already covered by set of clusters S 1 , . . . , S t−1 , i.e., u ∈ 1≤i≤t−1 S i . Now, we use the dynamic program for problem P 3 as follows: for each total weight A ≤ 3 2 B and each total weight of unsaturated nodes C, we find a cluster with the minimum cut value cutvalue(A, C). Among all these cuts with conductance cutvalue(A,C) C ≤ OPT, we choose the cut the maximum C. This cut is the desired cut in Line 2 of Algorithm ALG.
We now prove the performance of Algorithm ALG for MaxOverlapBound. Let U 1 , U 2 , . . . , U k (k ≤ K) be optimal clusters for the MaxOverlapBound on a tree T . Also, consider a family F of subsets of nodes of T corresponding to all clusters of conductance at most OPT each with a unit cost 1. Consider a set cover instance over this set system F , i.e., a family of clusters with minimum cost (or minimum number of clusters) that covers all the elements (i.e., nodes of the graph). Since the conductance of all sets U 1 , . . . , U k is at most OPT, one can cover all nodes of the graph, using at most k sets in F , and thus the cost of the optimal solution is at most k. While running algorithm ALG with a guess O for OPT such that OPT ≤ O ≤ 2OPT, the algorithm is equivalent to the greedy set cover algorithm on the set cover instance F . Therefore, the approximation factor of this algorithm is log n where n is the number of nodes, and as a result, this algorithm find at most k log n ≤ K log n clusters with min-max conductance of at most (1 + )OPT over tree T . Using Racke's result [31] along with this algorithm on trees, we get the desired algorithm for MaxOverlapBound with O(log n) approximation for the conductance and K log(n) clusters.
Min-Sum Conductance Minimization
For min-sum conductance optimization problems, we show that the optimum solution consists of clusters of volume O(B), and thus reduce these problems to the minimum balanced multi-cut optimization problems. Therefore, using Lemma 2.2 and the known O(log n) approximation algorithms for the minimum balanced multi-cut problems [31] , we get logarithmic approximation algorithms for SumOverlapBound.
In Sect. 2, we showed that the overlapping and non-overlapping problems are equivalent up to a constant factor, therefore we design logarithmic approximation for non-overlapping clustering variants and it implies a logarithmic approximation for overlapping variants as well. In order to solve SumNonoverlapUnbound, we first observe that there exists a clustering of total cost less than or equal to the optimal solution in which all clusters have volume between B 2 and 3 2 B. The reason is that in any optimal solution, if any cluster has volume less than B 2 , we can substitute this cluster and another arbitrary cluster and only decrease the sum of the conductance of the clusters. As a result, the cut minimization problem and the conductance minimization problem are equivalent for this objective function up to a constant factor. The minimum cut balanced partitioning problem admits a polynomial-time O(log n)-approximation algorithm [18] , and thus the SumNonoverlapUnbound also admits a logarithmic approximation algorithm. Now, in order to solve SumNonoverlapBound, we note that since in the solution of SumNonoverlapUnbound, the volume of clusters is between . As a result, by running the logarithmic approximation algorithm SumNonoverlapUnbound, the output has at most O(K) clusters, and its solution is a logarithmic approximation to SumNonoverlapBound as desired.
Conclusion
In this paper, we set out to examine the advantage in allowing overlap in clustering from a theoretical point of view. The problem chosen is the popular one of minimizing conductance. We introduced several overlapping and non-overlapping clustering problems, and presented a first set of approximation algorithms for them. In one case (min-max) the intuition that overlap clustering should be better was proved true as the optimum may be much smaller and the approximation much easier. In the sum version, contrary to our intuition, overlapping does not help much in terms of the approximability of the problem. Many interesting problems remain open. Other than improving the approximation algorithms, fast combinatorial algorithms for the minimum conductance problems, and studying overlapping clustering for other previously-studied non-overlapping clustering problems are interesting subjects of study.
