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LIVŠIC THEOREM FOR DIFFEOMORPHISM COCYCLES
ARTUR AVILA, ALEJANDRO KOCSARD, AND XIAO-CHUAN LIU
Abstract. We prove the so called Livšic theorem for cocycles taking values
in the group of C1`β -diﬀeomorphisms of any closed manifold of arbitrary di-
mension. Since no localization hypothesis is assumed, this result is completely
global in the space of cocycles and thus extends the previous result of the
second author and Potrie [KP16] to higher dimensions.
1. Introduction
Given a dynamical system f : M ÑM and a map A : M Ñ G, where G denotes
a topological group, a fundamental problem in the modern theory of dynamical
systems consists in determining whether there exists a function u : M Ñ G such
that
Apxq “ u
`
fpxq
˘`
upxq
˘´1
, @x PM.
Such an equation is usually called a cohomological equation and when it does admit
a solution, the cocycle A is said to be a coboundary for f .
A celebrated theorem of Livšic [Liv71, Liv72a, Liv72b] claims that when f is a
hyperbolic homeomorphism, the group G is the additive real line R and A is Hölder
continuous, then there exists a continuous solution u : M Ñ R satisfying
(1) Apxq “ u ˝ f ´ f,
if and only if
(2)
n´1ÿ
i“0
Apf ippqq “ 0, @p P Fixpfnq, @n ě 1.
Many generalizations have been studied. Some of them consider more general
dynamical systems on the base. For example, in [KK96] and [Wil13] cohomological
equations over partially hyperbolic diﬀeomorphisms are studied. Other general-
izations deal with cocycles taking values in more general groups (see for instance
[dlLW10, dlLW10]).
In this paper, we consider the second kind of generalization. When G is an
arbitrary group, the above condition in Livšic theorem becomes
Apfn´1ppqq ¨ ¨ ¨Appq “ eG,
for any periodic point p of period n, and where eG denotes the identity element of
the group G.
Livšic himself has already considered more general groups in [Liv71]. In fact, in
that work he deals with cocycles taking values in a topological groups admitting a
complete bi-invariant distance (e.g. Abelian or compact groups), and in this case,
the very same techniques that were applied to the real case (i.e. when G “ R) still
work.
Looking for generalizations of these results to cocycles taking values in groups
not admitting bi-invariant distances, many authors (for instance [Liv72a, dlLW10,
dlLW11]) have applied “distortion control techniques” which consist in endowing G
Date: May 8, 2018.
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with a left-invariant distance and to estimate the distortion by right multiplication.
However, in most of the cases this method alone only works under certain “localiza-
tion hypothesis”, i.e. assuming that the cocycle is suﬃciently close to the constant
identity cocycle in certain topology, and therefore, does not produce global results.
The ﬁrst global Livšic like theorem for topological groups not admitting a bi-
invariant distance is due to Kalinin [Kal11], who proved Livšic theorem for linear
cocycles substituting the localization hypothesis by some estimates of Lyapunov
exponents.
In the inﬁnite-dimensional case, that is when G is a topological group of inﬁnite
dimension, Niţică and Török [NT95, NT96] got the ﬁrst local results (i.e. under
some localization hypothesis) for groups of diﬀeomorphisms of closed manifolds.
Some extensions of these results were obtained by de la Llave and Windsor in
[dlLW10], but always under certain localization hypotheses. Navas and Ponce dealt
in [NP13] with the case of cocycles taking values in the group of analytic germs at
the origin.
The ﬁrst global Livšic type theorem for groups of diﬀeomorphisms was recently
obtained by Potrie and the second author of this paper in [KP16]. There they got
a sharp characterization of coboundaries in terms of Lyapunov exponents, intro-
ducing some new geometric arguments and avoiding the usage of control distortion
techniques. With this characterization of coboundaries, that holds for groups of
diﬀeomorphisms of manifolds of any dimension, they proved a Livšic type theorem
for cocycles with values in the group of circle C1-diﬀeomorphisms.
The main result of this paper is the so called Livšic theorem for Hölder cocycles
taking values in the group of Cr-diﬀeomorphisms of a closed manifold, with r ą 1,
extending the previous result of [KP16] to higher dimensions.
1.1. Main results. All along this work, M will denote a compact metric space,
f : M ý a hyperbolic homeomorphism, N a closed smooth manifold of dimension
q and DiﬀrpNq the group of Cr-diﬀeomorphisms of N (see § 2 for details and
deﬁnitions).
The main result of this work is the following
Theorem 1.1. Let A : M Ñ Diﬀ1`βpNq be a Hölder continuous cocycle, with
β ą 0. Then, A satisfies the periodic orbit condition, i.e. ,
(3) Apfn´1ppqq ¨ ¨ ¨ApfppqqAppq “ idN , @p P Fixpf
nq, @n ě 1,
if and only if there exists a Hölder continuous map u :M Ñ Diﬀ1`βpNq such that
Apxq “ u
`
fpxq
˘
˝ upxq´1, @x PM.
As a consequence of Theorem 1.1 and some results due to de la Llave and Wind-
sor [dlLW11], we get the Livšic theorem for groups of diﬀeomorphisms in higher
regularity:
Corollary 1.2. Let A : M Ñ DiﬀrpNq be a Hölder continuous cocycle, with r ą 1.
Then, A satisfies the periodic orbit condition (3) if and only if there exists a Hölder
continuous map u : M Ñ DiﬀrpNq such that
Apxq “ upfpxqq ˝ upxq´1, @x PM.
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2. Preliminaries and notations
2.1. C1`β-distance on groups of diffeomorphisms. All along this article N
will denote a compact Riemannian manifold and we shall write dN for its distance
function induced by the Riemannian structure.
We shall consider the group of C1`β-diﬀeomorphisms of N , which is denoted by
Diﬀ1`βpNq, endowed with the distance function dC1`β which is deﬁned as follows:
ﬁrst we deﬁne the dC0 distance by
dC0pf, gq :“ max
 
d
`
fpxq, gpxq
˘
: x P N
(
, @f, g P Diﬀ1`βpNq.
Then, since N is compact, there is ﬁnite atlas tφi : Ui Ă N Ñ R
q, i “ 1, . . . ,mu
and compact sets Ki Ă Ui such that
Ťn
i“1Ki “ N . So, given any pair of diﬀeo-
morphisms f, g P Diﬀ1`βpNq satisfying
(4) f ˝ g´1pKiq, g ˝ f
´1pKiq Ă Ui, @i P t1, . . . ,mu,
we deﬁne the distance dC1 by
dC1pf, gq :“ dC0pf, gq ` max
1ďiďm
"
max
xPφipKiq
››Dpφi ˝ f ˝ g´1 ˝ φ´1i pxqq››*
` max
1ďiďm
"
max
xPφipKiq
››Dpφi ˝ g ˝ f´1 ˝ φ´1i pxqq››* .
Then, we deﬁne the distance dC1`β by
dC1`β pf, gq :“ dC1pf, gq`
max
1ďiďm
#
max
x,yPφipKiq,x‰y
››Dpφi ˝ f ˝ g´1 ˝ φ´1i pxqq ´Dpφi ˝ f ˝ g´1 ˝ φ´1i pyqq››
}x´ y}
β
+
`
max
1ďiďm
#
max
x,yPφipKiq,x‰y
››Dpφi ˝ g ˝ f´1 ˝ φ´1i pxqq ´Dpφi ˝ g ˝ f´1 ˝ φ´1i pyqq››
}x´ y}
β
+
.
Finally, we deﬁne dC1pf, gq “ dC0pf, gq ` 1 and dC1`β pf, gq “ d1C
1pf, gq ` 1,
whenever condition (4) does not hold.
2.2. Hyperbolic homeomorphisms. Given a compact metric space pM,dq, a
homeomorphism f : M ý and an arbitrary point x P M , let us consider the local
stable and unstable sets at x given by
W sε pxq :“
 
y PM : d
`
fnpxq, fnpyq
˘
ď ε, @n ě 0
(
;
Wuε pxq :“
 
y PM : d
`
f´npxq, f´npyq
˘
ď ε, @n ě 0
(
,
where ε is any positive real number.
Definition 2.1. The homeomorphism f is said to be hyperbolic whenever it is
bi-Lipschitz (i.e. f and f´1 are Lipschitz), transitive and there exist constants
ε, δ,K0, τ ą 0 and continuous real functions νs, νu : M Ñ p0,8q such that the
following properties hold:
(i) dpfpy1q, fpy2qq ď νspyqdpy
1, y2q for any y1, y2 PW sε pyq and any y PM ;
(ii) dpf´1py1q, f´1py2qq ď νupyqdpy
1, y2q for any y1, y2 PWuε pyq and any y PM ;
(iii) ν
pnq
s pyq “ νspf
n´1pyqq ¨ ¨ ¨ νspyq ď K0e
´τn for any y PM and any n ě 1;
(iv) ν
pnq
u pyq “ νupf
´pn´1qpyqq ¨ ¨ ¨ νupyq ď K0e
´τn for any y PM and any n ě 1.
(v) if dpy, y1q ă δ, then Wuε pyqXW
s
ε py
1q consists of exactly one point, denoted by
ry, y1s, which depends continuously on py, y1q,
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A fundamental property about hyperbolic homeomorphisms is given by the so
called Anosov closing lemma (see for instance [KH96, Theorem 6.4.15]):
Lemma 2.2. If f : M ý is a hyperbolic homeomorphism, then there exist constants
C, δ ą 0 such that for any x P M and any n ě 1 such that dpx, fnpxqq ă δ, there
exists a unique periodic point p P Fixpfnq satisfying
dpf ipxq, f ippqq ď Cd
`
x, fnpxq
˘
e´τ minpi,n´iq for any i “ 0, ¨ ¨ ¨ , n,
where τ is the constant given by Definition 2.1.
Moreover, if we define y :“ rp, xs, it holds
dpf ipxq, f ipyqq ď Cd
`
x, fnpxq
˘
e´τi,
and
dpf ippq, f ipyqq ă Cd
`
x, fnpxq
˘
e´τpn´iq,
for any i “ 0, 1, . . . , n.
2.3. Cocycles and coboundaries. Let G be a topological group and f : M ý
be a hyperbolic homeomorphism. Every continuous map A : M Ñ G shall be
considered as a G-cocycle over f , i.e. we will use the following notation: given any
n P Z, we write
Anpxq :“
$’&’%
eG, if n “ 0;
A
`
fn´1pxq
˘
¨ ¨ ¨Apxq, if n ě 1,
A
`
fnpxq
˘´1
¨ ¨ ¨A
`
f´1pxq
˘´1
, if n ă 0.
It is important to notice that any G-cocycle over f : M ý naturally induces a
skew-product map F “ pf,Aq : M ˆG ý given by
(5) pf,Aqpx, gq :“
`
fpxq, Apxqg
˘
, @px, gq P X ˆG.
Observe that in this case, it holds pf,Aqnpx, gq “ pfnpxq, Anpxqgq, for every n P Z,
and any px, gq PM ˆG.
Definition 2.3. A G-cocycle A is called a coboundary whenever there exists a
continuous mapping u : M Ñ G satisfying
(6) Apxq “ u
`
fpxq
˘
¨ upxq´1, @x PM.
An obvious, yet extremely important, family of obstructions for a G-cocycle to
be a coboundary is given by periodic orbits of f . In fact, if A is a coboundary, it
necessarily holds
(7) Anppq “ eG, @n P N, @p P Fixpf
nq.
In this paper we will say that a G-cocycle A satisﬁes the periodic orbit condition
(POC for short) whenever property (7) holds.
2.4. Fibered Lyapunov exponents. In this work we are mainly interested in the
study of G-cocycles with G ă DiﬀrpNq, where N is a closed smooth manifold.
From now on and till the end of the paper we will suppose that N endowed with
a Riemannian structure x¨, ¨y, and the norm induced by the Riemannian structure
will be denoted by }¨}.
In this case, when G is a subgroup of the DiﬀrpNq, we can slightly modify the
skew-product given by (5) deﬁning F “ pf,Aq : M ˆN ý by
(8) F px, yq :“
`
fpxq, Apxqy
˘
, @px, yq PM ˆN.
Observe that the map F is Cr along the vertical ﬁbers. So, we can consider the
“partial derivative of F respect to the N coordinate”, deﬁning the linear cocycle
over F given by
(9) BFnpx,yqv :“ D
`
Anpxq
˘
pyqpvq, @x PM, @y P N, @v P TyN,
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and any n P Z.
In this way we can apply Oseledets theorem to guarantee that, for every ergodic
F -invariant probability measure µ, there exist k ď dimN , real numbers λ11 ą λ
1
2 ą
. . . ą λ1k and a measurable F -invariant set Λ Ă M ˆ N with µpΛq “ 1, such that
for every z “ px, yq P Λ there exists a linear splitting TyN “ E
1
z ‘ E
2
z ‘ . . . E
k
z
which measurably depends on z, satisﬁes BFzpE
i
zq “ E
i
F pzq, for every z P Λ and
every 1 ď i ď k, and
(10) λ1i :“ lim
nÑ˘8
1
n
log }BFnz pvq} , @z P Λ, @v P E
i
zzt0u, @i ď k.
2.5. Lyapunov exponents and coboundaries. As it was already shown in [KP16],
when dealing with cocycle over hyperbolic homeomorphisms with values in groups
of diﬀeomorphisms there is a very tight relation between Lyapunov exponents and
coboundaries. In fact, the main result of [KP16] is the following:
Theorem 2.4 (Theorem 3.1 in [KP16]). Let f : M ý be a hyperbolic homeomor-
phism and A : M Ñ Diﬀ1pNq be a Hölder continuous cocycle over f satisfying the
POC given by (7).
Then the following statements are equivalent:
(1) Every Lyapunov exponent given by (10) with respect to any F -invariant
measure vanish, i.e. it holds
lim
nÑ˘8
1
n
log }BFnz } “ 0, @z PM ˆN ;
(2) The cocycle A is a coboundary, i.e. there exists a Hölder continuous map
u : M Ñ Diﬀ1pNq such that
Apxq “ u
`
fpxq
˘
˝ upxq´1, @x PM.
Remark. We should note that, for our main statement, we have to consider C1`β
topology instead of C1 topology as in the above statement. The reason is that the
proof involves techniques from Pesin theory.
So, in order to show Theorem 1.1 it is enough to prove the following
Theorem 2.5. If f : M ý is a hyperbolic homeomorphism and A : M Ñ Diﬀ1`βpNq
is a Hölder cocycle satisfying POC, then
lim
nÑ˘8
1
n
log }BFnz } “ 0, @z PM ˆN.
It is worth mentioning that in [KP16] it is considered a slightly more general
setting, dealing with à priori arbitrary ﬁber bundles. There it is shown that the
ﬁber bundle is à posteriori trivial whenever the corresponding ﬁber bundle map
turns to be a coboundary (see § 2.6 in [KP16] for more details).
Since all our techniques are either local or semi-local, we could have worked in
the ﬁber bundle category, getting the very same results. However, in order to avoid
cumbersome unnecessary technicalities we have decided to present all our work in
product spaces, i.e. à priori trivial ﬁber bundles.
3. Some linear algebraic lemmas
Let us consider Rd endowed with its usual Euclidean structure. Let us denote
the closed ball of radius r and centered at the origin by Br :“ tx P R
d : }x} ď ru
and the sphere of radius r by Sr :“ tx P R
d : }x} “ ru.
Given an ellipsoid E Ă Rd, we shall write r1pEq ě r2pEq ě ¨ ¨ ¨ ě rdpEq for the
ordered lengths of its semi-axes.
Our ﬁrst result of this section is the following elementary
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Lemma 3.1. If E,F Ă Rd are two ellipsoids centered at the origin and such that
E is contained in the interior of F , then it holds
ripEq ď ripF q, @i P t1, . . . , du.
Proof. Let te1, e2, . . . , edu and tf1, f2, . . . , fdu be two orthonormal bases of R
d such
that the directions of ei and fi coincide with the direction of the i
th-axis of E and
F , respectively.
First notice that, since E is contained in the interior of F , it clearly holds
r1pEq ď r1pF q. Reasoning by contradiction, let us suppose there exists j P
t2, . . . , du such that ripEq ď ripF q, for every i ď j ´ 1 and rjpEq ą rjpF q.
Let VE,j :“ spante1, . . . , eju and V
j
F :“ spantfj , . . . , fdu. Notice that }v} ě
rjpEq, for all v P E X VE,j ; and }v} ď rjpF q, for every v P F X V
j
F . However,
dim VE,j ` dim V
j
F “ j ` d´ j ` 1 “ d` 1. So, there exists some v P E XVE,j XV
j
F
and consequently, }v} ě rjpEq ą rjpF q, contradicting the fact that E is contained
in the interior of F . 
For any A P GLpd,Rq, the image of the unit sphere ApS1q is an ellipsoid centered
at the origin, and the singular values of A are deﬁned by
σipAq :“ ri
`
ApS1q
˘
, for i P t1, . . . , du.
It is well-known that σipAq
2 is an eigenvalue for AAt, where At denotes the
transpose of A.
Our ﬁrst perturbative result is the following:
Lemma 3.2. Let pAnqně1 be a sequence of matrices in GLpd,Rq and suppose there
exist real numbers λ1 ě λ2 ě ¨ ¨ ¨ ě λd and δ ą 0 such that
∣
∣
∣
∣
1
n
log
`
σipAnq
˘
´ λi
∣
∣
∣
∣
ď
δ
2
, @n ě 1, @i P t1, . . . , du.
Then, given any compact set K Ă GLpd,Rq, there exists N “ NpKq ą 0 such
that for every pair of sequences pCnqně1, pDnqně1 Ă K, it holds
∣
∣
∣
∣
1
n
log
`
σipCnAnDnq
˘
´ λi
∣
∣
∣
∣
ď δ, @n ě N,
and every i P t1, . . . , du.
Proof. Since K is compact, there exists ℓ ą 1 such that
maxt}C} ,
››C´1››u ď ℓ, @C P K.
So, if E is an arbitrary ellipsoid centered at the origin, then we have 1
ℓ
E Ă
CpEq Ă ℓE, and by Lemma 3.1 it holds
1
ℓ
ripEq ď ri
`
CpEq
˘
ď ℓripEq, @C P K,
and every i.
Consequently, for any n ě 1 it clearly holds
1
ℓ2
σipAnq ď σipCnAnDnq ď ℓ
2σipAnq, @n ě 1,
and every i.
So,
´
2 log ℓ
n
`
1
n
log σipAnq ´ λi ď
1
n
log
`
σipCnAnDnq
˘
´ λi
ď
2 log ℓ
n
` σipAnq ´ λi,
for every n and any i, and taking N :“ 4 log ℓ
δ
the lemma is proved. 
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Lemma 3.3. Let Rd “
Àk
i“1E
i be an orthogonal linear decomposition and write
di :“ dimE
i. Consider real numbers λ11 ą λ
1
2 ą . . . ą λ
1
k, define
κ :“
1
2
min
1ďiďk´1
tλ1i ´ λ
1
i`1u,
and let δ be any number satisfying 0 ă δ ă κ{2.
Let pAnqně1 Ă GLpd,Rq be a sequence of matrices such that
(11) AnpE
iq “ Ei,
and
(12)
››An ˇˇEi›› , ››A´1n ˇˇEi››´1 P ´eλ1i´ δ4 , eλ1i` δ4¯ , @n ě 1,
and every i P t1, . . . , ku.
Then, there exist α1 “ α1pδq ą 0 so that for every pCnqně1 Ă GLpd,Rq satisfying
}An ´ Cn} ă α1, @n ě 1,
it holds
(13)
∣
∣
∣
∣
1
n
log σi
´
Apnq
¯
´
1
n
log σi
´
Cpnq
¯∣∣
∣
∣
ă δ, @n ě 1, @i P t1, . . . , ku,
where Apnq :“
śn
j“1 Aj and C
pnq :“
śn
j“1 Cj .
Proof. Given any v P Rd, we write v “
řk
i“1 v
i for its unique decomposition with
vi P Ei, for each i.
For each j P t1, . . . , k ´ 1u and γ ą 0, let us consider the cones
Kjγ :“
#
v P Rd :
›››› ÿ
iěj`1
vi
›››› ă γ›››› ÿ
iďj
vi
››››
+
,
and
Kj,γ :“
#
v P Rd :
›››› ÿ
iďj
vi
›››› ă γ›››› ÿ
iěj`1
vi
››››
+
.
For each j P t1, . . . , k ´ 1u and any n, since we are assuming the linear decom-
position Rd “
À
iE
i is orthogonal, it holds›››››Anÿ
iďj
vi
›››››
2
“
ÿ
iďj
››Anvi››2 ě ´eλ1j´δ{2¯2
›››››ÿ
iďj
vi
›››››
2
ą peλ
1
j`1`κq2
››››› 1γ ÿ
iěj`1
vi
›››››
2
ą
ˆ
eκ´δ{2
γ
˙2 ›››››An ÿ
iěj`1
vi
›››››
2
,
for every v P Kjγ . Analogously, for every v P Kj,γ we get›››››A´1n ÿ
iďj
vi
›››››
2
“
ÿ
iďj
››A´1n vi››2 ď ´eλ1j´δ{3¯´2
›››››ÿ
iďj
vi
›››››
2
ă peλ
1
j`1`κ`δ{12q´2
›››››γ ÿ
iěj`1
vi
›››››
2
ă
´ γ
eκ´δ{4
¯2 ›››››A´1n ÿ
iěj`1
vi
›››››
2
.
This implies that
(14) An
`
Kjγ
˘
Ă Kj
γe´κ`δ{4
, and A´1n
`
Kj,γ
˘
Ă Kj,γe´κ`δ{4 ,
and for every γ ą 0, each j P t1, . . . , d´ 1u and any n ě 1.
Then let us ﬁx γ ą 0 suﬃciently small such that
(15) }Anv} ď e
λ1j`1`δ{3 }v} , and
››A´1n u›› ě eλ1j´δ{3 }u}
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for every j ă k, any v P Kj,γ , all u P K
j
γ and every n ě 1.
After ﬁxing γ as above, and taking into account (14) and (15), we choose α1 ą 0
small enough such that for any sequence of matrices pCnqně1 Ă GLpd,Rq satisfying
}An ´ Cn} ă α1 for every n, it holds
(16)
››C´1n ››´1 ě eλ1k´δ{2,
(17) Cn
`
Kjγ
˘
Ă Kj
γe´κ`δ{2
, and C´1n
`
Kj,γ
˘
Ă Kj,γe´κ`δ{2 .
and
(18) }Cnv} ď e
λ1j`1`δ{2 }v} , and
››C´1n u›› ě eλ1j´δ{2 }u} ,
for every j P t1, . . . , d´ 1u, any n ě 1, every v P Kj,γ and all u P K
j
γ .
Then, for any such sequence pCnqně1, let us deﬁne
(19) Hk :“
č
ně1
`
Cpnq
˘´1`
Kk´1,γ
˘
.
By classical arguments one can easily show that Hk is a linear subspace satisfying
dimHk “ dimE
k. Putting together (16), (18) and (19) one can easily verify that
enpλk´δ{2q }v} ď
›››Cpnqv››› ď enpλ1k`δ{2q }v} , @v P Hk.
On the other hand, for every v P RdzHk, there exists N P N such that Cpnqpvq P
Kk´1γ , and thus one gets
lim inf
nÑ`8
1
n
log
›››Cpnqpvq››› ě λ1k´1 ´ δ ą λ1k ` δ.
Then, we deﬁne
Hk´1 :“
č
ně1
`
Cpnq
˘´1`
Kk´2,γ
˘
,
and it can be shown that Hk´1 Ą Hk is a linear subspace satisfying dimHk´1 “
dimEk ` dimEk´1, and by a similar argument to that used above, we get
enpλ
1
k´1´δ{2q }v} ď
›››Cpnqpvq››› ď enpλ1k´1`δ{2q }v} , @v P Hk´1zHk.
Inductively one deﬁnes the ﬂag Rd “ H1 Ą H2 Ą ¨ ¨ ¨ Ą Hk such that for any
v P HjzHj`1, it holds
(20) λ1j ´
δ
2
ď lim inf
nÑ`8
1
n
log
›››Cpnqpvq››› ď lim sup
nÑ`8
1
n
log
›››Cpnqpvq››› ď λ1j ` δ2 .
Finally, by (11) and (12) we know that for each i P t1, . . . , du, there exists
j P t1, . . . , ku such that
∣
∣
∣
∣
1
n
σi
`
Apnq
˘
´ λ1j
∣
∣
∣
∣
ď
δ
2
,
and by (20) we also know that
∣
∣
∣
∣
1
n
σi
`
Cpnq
˘
´ λ1j
∣
∣
∣
∣
ď
δ
2
.
Then, (13) is consequence of last two estimates and the lemma is proved. 
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4. Fiber-wise Pesin Theory and Fake Invariant Sets
The purpose of this section consists introducing the so called fake invariant sets,
which are something like a “ﬁnite-time stable and unstable sets” and are mainly
inspired by fake invariant foliations of Burns and Wilkinson [BW10] and pseudo-
hyperbolic families of Hirsch, Pugh and Shub [HPS77]. We start stating a ﬁber-wise
version of some classical notions and results due to Pesin, and we shall just sketch
their proof.
Let f : M ý be a hyperbolic homeomorphism on the compact metric space
pM,dM q, A : M Ñ Diﬀ
1`βpNq a Cβ-cocycle, for some β ą 0, and F : M ˆ N ý
be the induced skew-product given by (8). Let dN be the distance function on N
induced by its Riemannian structure. We shall consider the space M ˆN endowed
with the distance d given by
dpz, z1q :“
a
dM px, x1q2 ` dN py, y1q2, @z “ px, yq, z
1 “ px1, y1q PM ˆN.
Notice that, since A is a Cβ-Hölder map, if dC1`β denotes a distance on Diﬀ
1`βpNq
inducing the uniform C1`β-topology, then there exists a real constant K ą 0 such
that
(21) dC1`β
`
Apxq, Apx1q
˘
ď KdM px, x
1qβ , @x, x1 PM,
where we use the distance dC1`β deﬁned in Section 2.1.
4.1. Fiber-wise Pesin charts. Consider the linear cocycle BF : MˆTN ý given
by (9), which is in fact a ﬁber bundle map over F . Let us ﬁx an arbitrary ergodic
F -invariant probability measure µ.
Then, there exists a ﬁnite collection of open subsets ∆1,∆2, . . . ,∆k0 of N such
that
µ
ˆ
M ˆ pNz
k0ď
i“1
∆iq
˙
“ 0,
and the tangent bundle TN
ˇˇ
∆i
is trivial, i.e. is diﬀeomorphic to ∆i ˆR
q, for every
i P t1, . . . , k0u, where q denotes the dimension of N . Via a smooth trivialization of
the tangent bundle TN over each ∆i, we can identify, up to µ-measure zero, the
derivative bundle map BF : M ˆ TN ý with a linear cocycle over F : M ˆ N ý
(for details see [KH96, Supplement, §2.b]).
In other words, from now on we shall simply assume that the bundle map BF is
represented by a linear cocycle
(22) Bpzq :“ DApxqpyq P GLpq,Rq, @z “ px, yq PM ˆN,
which is well-deﬁned µ-almost everywhere.
Now, let r ą 0 be the injectivity radius of the Rimeannian manifold N . For any
linear cocycle L : M ˆN Ñ GLpq,Rq, let us deﬁne the injective map Φz : Bpy, rq Ñ
Rq by
(23) Φzpy
1q :“ Lpzq ˝ exp´1y py
1q, @y1 P Bpy, rq,
where Bpy, rq Ă txu ˆ N is the ball of radius r and center y with respect to the
distance dN .
For r1 ą 0 suﬃciently small (and smaller than r in the previous paragraph), from
now on, z “ px, yq and z1 “ px1, yq will denote points ofMˆN , where x1 P BM px, r
1q.
Now, we are interested in the cocycle L “ B, the derivative cocycle (22), Φz will
be the corresponding function deﬁned in (23), and hence, we can deﬁne the map
hz,z1 : Bp0, r
1q Ă Rq Ñ Rq by
(24) hz,z1pvq :“ ΦF pzq ˝ pr2 ˝ F
`
x1,Φ´1z pvq
˘
, @v P Bp0, r1q.
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Let λ11 ą ¨ ¨ ¨ ą λ
1
k be the Lyapunov exponents of the linear cocycleB with respect
to µ, where each exponent λ1j has multiplicity nj , j “ 1, . . . k. The following result
is a slight generalization of the classical construction of Pesin charts:
Theorem 4.1. For every η ą 0, there exist a measurable set Λη ĂM ˆN with full
µ-measure and a tempered map Cη : M ˆ N Ñ GLpq,Rq, satisfying the following
properties:
(1) For any z P Λη, the matrix Bηpzq “ CηpF pzqqBpzqC
´1
η pzq has the Lyapunov
block form
diag
`
Bη,1pzq, ¨ ¨ ¨ , Bη,kpzq
˘
,
where each Bη,jpzq is an nj ˆ nj square matrix, nj denotes the multiplic-
ity of the corresponding exponent λ1j and the norm }Bη,jpzq} and co-norm
}Bη,jpzq
´1}´1 lie in the interval reλ
1
j´η, eλ
1
j`ηs.
(2) There exists a measurable function r1 : Λη Ñ p0, r
1s, with
(25) e´η{β
2
ă
r1pzq
r1pF pzqq
ă eη{β
2
, @z P Λη,
such that, for any point z “ px, yq P Λη and any x
1 P BM px, r1pzqq, the map
hz1,z given by (24) where z
1 “ px1, yq, satisfies
(26) dC1
`
hz,z1 , hz,z
˘
ď η.
(3) There exist measurable functions K : Λη Ñ p0,8q and r2 : Λη Ñ p0, r
1s with
e´η ă
Kpzq
KpF pzqq
ă eη,
e´η{β ă
r2pzq
r2pF pzqq
ă eη{β ,
such that, for every z P Λη, and for any y
1, y2 P Φ´1z
´
Bp0, r2pzqq
¯
,
(27)
1
2
dN py
1, y2q ď }Φzpy
1q ´ Φzpy
2q} ď KpzqdNpy
1, y2q.
Proof. This result can be easily proved following mutatis mutandis the proof of
[KH96, Theorem S.3.1]. The only signiﬁcant diﬀerence is that to control our regular
neighborhood we need two diﬀerent radii, namely r1 and r2, for the size of the balls
on the base space and on the ﬁbers. 
Then we recall some classical deﬁnitions of Pesin theory. Continuing with the
notations of Theorem 4.1, every point z “ px, yq of Λη is called a regular point, and
each set BM px, r1pzqq ˆ Φ
´1
z pBp0, r2pzqqq is called a regular neighborhood of z.
On the other hand, for each η ą 0 suﬃciently small and any ε ą 0, by Luzin’s
theorem, there exist ℓ ą 0 and a compact subset Λη,ℓ Ă Λ such that µpΛη,ℓq ą 1´ε,
the functions r1
ˇˇ
Λη,ℓ
, r2
ˇˇ
Λη,ℓ
, K
ˇˇ
Λη,ℓ
and Cη
ˇˇ
Λη,ℓ
are continuous, and
∣
∣r1pzq
´1
∣
∣ ď ℓ
and |Kpzq| ď ℓ, for any z P Λη,ℓ. The compact set Λη,ℓ is called the Pesin uniformity
block of tolerance η and bound ℓ.
4.2. Fake Invariant Sets. For the sake of simplicity of the notation, given an
arbitrary point z0 “ px0, y0q P M ˆN , we write zn “ pxn, ynq “ F
npz0q, for every
n P Z. Given any positive number r we write
U “ Upzn, rq :“ BM pxn, rq ˆBN pyn, rq,
Continuing with the notation we introduced in §4.1, let µ denote an ergodic F -
invariant measure, η be a suﬃciently small positive number and ℓ a suﬃciently large
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positive number, such that the Pesin uniformity block Λη,ℓ Ă Λη has positive µ-
measure. Hence by Poincaré recurrence theorem, for µ-almost every point z0 P Λη,ℓ,
there exists a positive integer number N0 such that zN0 P Λη,ℓ.
Now we can state the main result of this section:
Proposition 4.2 (Existence of fake invariant sets). There exist positive real con-
stants rp0q, κ, C, rC such that, given any pair of points z0, zN0 P Λη,ℓ (for some
N0 ą 1), there exists a partition pUn,s of Upzn, rpnqq, for each n P t0, 1, . . . , N0u,
where
(28) rpnq :“ rp0qe
´ η
β2
mintn,N0´nu,
satisfying the following properties:
(1) (Covering f-local stable sets) for any z “ px, yq P Upzn, r
pnqq, if pUn,spzq
denotes the atom of pUn,s containing z, then
pr1
´pUn,spzq¯ “W s2rpnqpxq XBM pxn, rpnqq.
(2) (Local invariance) for every n P t0, . . . , N0´1u and any z P U
`
zn,
rpnq
C
˘
,
F pzq P U
`
zn`1, r
pn`1q
˘
,
and
F
´ pUn,spzq¯X U`zn`1, rpn`1q˘ Ă pUn`1,s`F pzq˘.
(3) (Uniform contraction) for every k P t1, ¨ ¨ ¨ , N0u and any pair of points
z1, z2 P pU0,spz0q XBM´x0, rp0q
C rC
¯
ˆBN
´
y0,
rp0q
C rC
¯
,
(29) d
`
F kpz1q, F kpz2q
˘
ď rCe´kκdpz1, z2q.
The partitions pUn,s given by Proposition 4.2 will be called a fake locally stable
foliations and their elements fake locally stable sets. Similarly, we can deﬁne the
fake locally unstable foliations exhibiting analogous properties.
The rest of this section is devoted to the proof of Proposition 4.2. First we need
some lemmas:
Lemma 4.3. Let Rq “ Ru ‘ Rc ‘ Rs be an orthogonal splitting and Li : Rq ý,
with i P t1, . . . , nu, be linear maps that preserve the splitting. Suppose there exists
λ P p0, 1q such that it holds
max
 
}Li|Rs}, }pLi|Ruq
´1}
(
ă λ;
max
 
}Li|Rc}, }pLi|Rcq
´1}
(
ă λ´
1
2 ,
for each i P t1, . . . , nu.
Then there exists a number α2 “ α2pλq ą 0 such that if fi : R
q
ý are C1-
diffeomorphisms satisfying dC1pfi, Liq ă α2 for every i P t1, . . . , nu, then there
exists a family of foliations Wsi of R
q, called stable foliations, satisfying the follow-
ing properties:
(1) fipW
s
i q “ W
s
i`1, for each i P t1, . . . , n´ 1u;
(2) for any x P Rq, any i P t1, . . . , n´ 1u and every y P Wsi pxq,››fki pxq ´ fki pyq›› ă λk }x´ y} , @k P t1, . . . , n´ iu.
An analogous result holds for unstable foliations.
Proof. This is essentially Hadamard-Perron’s theorem. See [KH96, Theorem 6.2.8]
for details. 
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Lemma 4.4. Let δ, η and ℓ be positive numbers and suppose that eη ă 43 . Let
f, g : Rq ý be C1-diffeomorphisms such that dC1pf, gq ă δ. Let A,B P GLpq,Rq be
two linear transformations such that either }A} ă ℓeη and }B} ă ℓ, or }A} ă ℓ and
}B} ă ℓeη. Then,
(30) dC1pAfB,AgBq ă 4ℓ
2δ.
Proof. The estimate easily follows from the following computation:
dC1pAfBp¨q, AgBp¨qq
“dC0pAfBp¨q, AgBp¨qq ` dC0
`
A ˝DfpBp¨qq ˝Bp¨q, A ˝DgpBp¨qq ˝Bp¨q
˘
ď}A}dC0pf, gq ` }A}dC0pDf,Dgq}B} ` }A}dC0pf, gq}B}
ď3ℓ2eηδ ă 4ℓ2δ.

For any small number r ą 0, we can choose a C1 map ρr : R
q Ñ r0, 1s such
that ρr “ 1 on Bp0, rq and ρr “ 0 on R
qzBp0, 2rq, and }ρr}C0 ď 1, }Dρr} “ Op
1
r
q.
Then, consider any C1`β function f : N ý, whereN is a closed smooth Riemannian
manifold. Deﬁne a diﬀeomorphism f r : TN Ñ TN as follows,
(31) f rpx, vq “ ρrpvq ˆ exp
´1
fpxq ˝f ˝ expxpvq ` p1 ´ ρrpvqq ˆDfxpvq.
Note that
(32) f rpx, vq :“
"
exp´1
fpxq ˝f ˝ expxpvq, if }v} ď r,
Dfxpvq, if }v} ě 2r.
Then we have the following C1 estimate for this diﬀeomorphism.
Lemma 4.5.
(33) dC1pf
rpx, ¨q, Dfxp¨qq “ Opr
βq.
Proof. By deﬁnition,
(34) f rpx, vq ´Dfxpvq “ ρrpvq ˆ pexp
´1
fpxq ˝f ˝ expxpvq ´Dfxpvqq.
Then, for r small,
}f rpx, ¨q ´Dfxp¨q}C1(35)
ď}ρrp¨q ˆ pexp
´1
fpxq ˝f ˝ expxp¨q ´Dfxp¨qq}C0
`}Dρrp¨q ˆ pexp
´1
fpxq ˝f ˝ expxp¨q ´Dfxp¨qq}C0
`}ρrp¨q ˆDpexp
´1
fpxq ˝f ˝ expxp¨q ´Dfxp¨qq}C0
ďp2rqCp2rqβ `
C
r
p2rqC 1p2rqβ ` C 1p2rqβ
ďCpr1`β ` rβ ` rβq ă Crβ .

Proof of Proposition 4.2. Let λ11 ą ¨ ¨ ¨ ą λ
1
k be the distinct ﬁbered Lyapunov ex-
ponents of the linear cocycle B deﬁned in (22), with multiplicities n1, ¨ ¨ ¨ , nk, re-
spectively.
Fix a number
(36) κ ă
1
2
min
i
tλ1i ´ λ
1
i`1, τu,
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where τ is the hyperbolicity rate of f : M Ñ M . With respect to the number
e´κ P p0, 1q, Lemma 4.3 gives the constant α2. Then we choose the number η such
that
(37) η ă min
"
β2κ,
1
2
min
i
tλ1i ´ λ
1
i`1u ´ κ,
α2
2
*
.
Invoking Theorem 4.1, we know there is a measurable map Cη : Λη Ñ GLpq,Rq,
a function K : Λη Ñ p0,`8q, with Kpzq ą maxt}Cηpzq}, }C
´1
η pzq}u, such that
(38) e´η ă
Kpzq
KpF pzqq
ă eη.
For any small r ą 0, z “ px, yq P Λη, we can deﬁne F
r
z as follows
F rz px
1, vq “
"
exp´1pr
2
˝F pzq ˝F px
1, expypvqq, if }v} ă r,
DpApx1qqpyqpvq, if }v} ą 2r.
(39)
For suﬃciently r ą 0 suﬃciently small Bpx, rq ĂM , F rz is well-deﬁned on Bpx, rqˆ
Rq. Moreover, by Lemma 4.5, for some constant K,
(40) }F rz px, ¨q ´Bpzqp¨q}C1 ď Kr
β .
Note that for some ℓ suﬃciently large, the uniformity block Λη,ℓ Ă Λη has
positive µ-measure. For any orbit segment tz0, ¨ ¨ ¨ , zN0u, with z0, zN0 P Λη,ℓ, The-
orem 4.1 item (1) gives N0 linear maps
(41) Bηpz0q, Bηpz1q, ¨ ¨ ¨ , BηpzN0´1q,
all with Lyapunov block forms.
Now we take
(42) rp0q ă min
"
1
ℓ2
, p
α2
8Kℓ2
q1{β
*
.
Then by (40),
(43) }F r
p0q
z0
px0, ¨q ´Bpz0qp¨q}C1 ă α2{8ℓ
2,
and by our choice of the uniformity block,
maxp}Cηpz0q}, }Cηpz0q
´1}q ď Kpz0q ď ℓ,(44)
maxp}Cηpz1q}, }Cηpz1q
´1}q ď Kpz1q ď ℓe
η.(45)
By Lemma 4.4, we get
(46) }Cηpz1q ˝ F
rp0q
z0
px0, ¨q ˝ C
´1
η pz0q ´Bηpz0q}C1 ă α2{2.
So, it follows from Theorem 4.1 item (2) that, for any x1 P Bpx0, r
p0qq, it holds
(47) }Cηpz1q ˝ F
rp0q
z0
px1, ¨q ˝ C´1η pz0q ´Bηpz0q}C1 ă α2.
Now, let us consider the map F r
pnq
zn
pxn, ¨q, for n P t1, . . . , N0 ´ 1u.
By deﬁnition of rpnq in (28), and noting (25), it follows that for any n “
0, ¨ ¨ ¨ , N0, Upzn, r
pnqq is contained in the regular neighborhood BM pxn, r1pzqq ˆ
Φ´1zn pBp0, r2pzqqq. Moreover,
rpnq ărp0qe´
η
β
mintn,N0´nu(48)
ăp
α2
8Kℓ2
q
1
β e´
η
β
mintn,N0´nu “ p
α2
8Kℓ2eηmintn,N0´nu
q
1
β .
By Lemma 4.5,
(49) }F r
pn´1q
zn´1
pxn´1, ¨q ´Bpzn´1qp¨q}C1 ă
α2
8ℓ2
e´ηmintn,N0´nu.
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Noting that Kpzn´1q ď ℓe
ηmintn,N0´nu and Kpznq ď ℓe
ηmintn`1,N0´n´1u, and ap-
plying Lemma 4.4, we obtain
}Cηpznq ˝ F
rpn´1q
zn´1
pxn´1, ¨q ˝ C
´1
η pzn´1q ´Bηpzn´1q}C1 ă
α2
2
,(50)
Then it follows from Theorem 4.1 that for any x1 P Bpxn´1, r
pn´1qq,
(51) }Cηpznq ˝ F
rpn´1q
zn´1
px1, ¨q ˝ C´1η pzn´1q ´Bηpzn´1q}C1 ă α2.
Now, by Lemma 4.3 and the above estimates, the mappings tCηpznq˝F
rpn´1q
zn´1
px1, ¨q˝
C´1η pzn´1qu
N0
n“1 admit stable foliations of R
d. We write these stable foliations as
Wn´1,s,x
1
.
The choice of η in (37) gives 2κ`2η ă minitλ
1
i´λ
1
i`1u. For any w P W
n,s,x1npvq,
where x1n P Bpxn, r
pnqq, the forward iterates of x1n will be denoted by x
1
n`1, ¨ ¨ ¨ , x
1
j .
For N0 ě j ě n,
dE
´
Cηpzj`1q ˝ F
rpjq
zj
px1j , ¨q ˝ ¨ ¨ ¨ ˝ F
rpnq
zn
px1n, ¨q ˝ Cηpznq
´1pwq,(52)
Cηpzj`1q ˝ F
rpjq
zj
px1j , ¨q ˝ ¨ ¨ ¨F
rpnq
zn
px1n, ¨q ˝ Cηpznq
´1pvq
¯
ă e´2pj´nqκdEpw, vq,
where we use dE to denote the standard Euclidean distance.
We can now deﬁne the stable partition pUn,s of Upzn, rpnqq. It is done in two steps.
Firstly, we consider the stable foliation W s of the ball Bpxn, r
pnqq Ă M . Then, on
each ﬁber over x P Bpxn, r
pnqq, the set Bpyn, r
pnqq is foliated by the the projection of
the foliation Wn,s,x constructed above, i.e., the foliation expyn ˝Cηpznq
´1pWn,s,xq
restricted to Bpyn, r
pnqq. Note item (1) of the proposition follows directly from this
deﬁnition.
For all n “ 0, ¨ ¨ ¨ , N0, r
pn`1q ě rpnqe
´ η
β2 , it is possible to choose a large constant
C, such that
(53) F
`
Upzn,
rpnq
C
q
˘
Ă Upzn`1, r
pn`1qq.
This shows Item (2).
Now we prove item (3). Deﬁne rC “ maxt ℓ22 ,K0u, where K0 is the constant in
Deﬁnition 2.1. Now we take points z1, z2 P pU0,spz0qXBM´x0, rp0q
C rC
¯
ˆBN
´
y0,
rp0q
C rC
¯
,
and we will write z1k “ px
1
k, y
1
kq “ F
kpz1q, z2k “ px
2
k, y
2
kq “ F
kpz2q for all k.
Inductively, both points z1k and z
2
k are contained in
pUk,spzkq X BM´xk, rpkqC ¯ ˆ
BN
´
yk,
rpkq
C
¯
. Then item (2) ensures the estimate (52) can be applied at each step.
Thus, by hyperbolicity of the base dynamics,
(54) dM px
1
k, x
2
kq ď K0e
´τkdM px
1
0, x
2
0q ď
rpkq
C
.
The second coordinate has a similar estimate. Indeed, it follows from (52) that, for
any k “ 1, ¨ ¨ ¨ , N0 ´ 1,
(55) dpy1k, y
2
kq ď dpy
1
k, ykq ` dpy
2
k, ykq.
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We estimate
dpy1k, ykq ďℓe
kηdEtCηpzkq ˝ F
rpk´1q
zk´1
px1k´1, ¨q ˝ ¨ ¨ ¨ ˝ F
rp0q
z0
`
x10, exp
´1
y0
py10q
˘
,
Cηpzkq ˝ F
rpk´1q
zk´1
pxk´1, ¨q ˝ ¨ ¨ ¨ ˝ F
rp0q
z0
px0, 0qu
ďℓe´kκdpCηpz0q ˝ exp
´1
y0
py10q, 0q
ďℓ2e´kκdpy10, y0q ď
rpkq
2C
.
The term dpy2k, ykq satisﬁes a similar estimate. So we have dpy
1
k, y
2
kq ď
rpkq
C
. Com-
bining the ﬁrst and the second coordinate estimates, we have ﬁnished the proof of
item (3) of the proposition. 
5. Fiber closing lemma and proof of main results
In this section we prove Theorem 1.1. We start with a technical result which is
some kind of “Closing Lemma along the ﬁbers”.
Let F : M ˆ N ý be the skew-product induced by the hyperbolic homeomor-
phism f : M ý and the Cβ-cocycle A : M Ñ Diﬀ1`βpNq. Let µ be an ergodic F -
invariant probability measure. Let η, ℓ be positive numbers with ℓ large enough in
order to guarantee that the Pesin uniformity block Λη,ℓ of F has positive µ-measure.
Let rp0q, C, rC, κ be the constants given by Proposition 4.2. In what follows, when
there is no confusion, we denote the iterates of a point z0 “ px0, y0q P M ˆ N by
zi “ pxi, yiq “ F
ipz0q, for every i P Z. Since µpΛη,ℓq ą 0, notice that by Poincaré
recurrence theorem, there exists z0 P Λη,ℓ such that zn belongs to Λη,ℓ too, for some
n ě 1.
Lemma 5.1. There exist constants ε0,K ą 0 such that for any point z0 P Λη,ℓ
such that there is n ě 1 with zn P Λη,ℓ and dpz0, znq ă ε0, there is some F -orbit
segment tz20 , z
2
1 , ¨ ¨ ¨ , z
2
nu, with pr1pz
2
0q “ pr1pz
2
nq and satisfying
(56) dpz2i , ziq ď Kdpz0, znqe
´κminti,n´iu.
Proof. Let us deﬁne K “ maxtℓ, 2C rCu and ε0 “ rp0q{K.
First note that for any orbit segment satisfying dpz0, znq ă ε0 and z0, zn P Λη,ℓ,
the point zn lies in the regular neighborhood of z0.
In particular, dpx0, xnq ă ε0 and hence we can apply Anosov Closing Lemma
to conclude there is a unique periodic point p with period n which exponentially
shadows the orbit segment tx0, ¨ ¨ ¨ , xnu. Consider the point x
1
0 “W
spx0qXW
uppq.
Then, for each i “ 0, ¨ ¨ ¨ , n it holds
(57) dpxi, x
1
iq ă
K
2
e´τ minti,n´iudpx0, xnq.
Since x10 P W
s
rp0q
K
px0q, by Proposition 4.2, x
1
0 has a pre-image by pr1 which is
contained in the local fake stable set of z0. Denote this point by z
1
0 P
pU0,spz0q.
Moreover, by our choice of K it holds
(58) dpzi, z
1
iq ă
K
2
dpz0, z
1
0qe
´κminti,n´iu, @i P t1, ¨ ¨ ¨ , nu
In particular, dpz1n, znq ă r
pnq. Notice that rpnq “ rp0q, too.
Now let us consider the point x1n “ pr1pz
1
nq P M . Since dpp, x
1
nq ď dpp, xnq `
dpxn, x
1
nq, the periodic point p P W
u
2ε0px
1
nq. Applying Proposition 4.2 in the back-
ward direction, we conclude the point p has a pre-image under pr1, denoted as
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z2n P pUn,upz1nq, such that if we write z2i :“ F´pn´iqpz2nq for all i “ 0, ¨ ¨ ¨ , n´ 1, then
it holds
(59) dpz2i , z
1
iq ă
K
2
dpz2n, z
1
nqe
´κminti,n´iu.
Combing both (58) and (59), for all i “ 0, ¨ ¨ ¨ , n,
dpz2i , ziq ď dpz
2
i , z
1
iq ` dpz
1
i, ziq ď Kdpzn, z0qe
´κminti,n´iu,(60)
where the last inequality is consequence of the fact that dpz0, znq „ dpz0, z
1
0q and
dpz0, znq „ dpz
2
n, z
1
nq, maybe increasing K if it is necessary. Finally it clearly holds
pr1pz
2
nq “ pr1pz
2
0q “ p. 
Proof of Theorem 1.1. According to Theorem 3.1 of [KP16], under the periodic
orbit condition (3), it suﬃces to show that the ﬁber-wise Lyapunov exponents all
vanish, with respect to any ergodic F -invariant probability measure µ.
Reasoning by contradiction, suppose that there exists an ergodic F -invariant
measure µ such that their ﬁbered Lyapunov exponents, listed by λ1 ě ¨ ¨ ¨ ě λq, are
not all equal to zero. If the measure is supported on ﬁnitely many ﬁbers, then we
immediately get a contradiction, because the periodic orbit condition clearly implies
all Lyapunov exponents vanish. If this is not the case, we consider a positive number
δ which is smaller than the absolute value of one non-vanishing Lyapunov exponent.
We claim that there exists an orbit segment z20 , ¨ ¨ ¨ , z
2
n with pr1pz
2
0q “ pr1pz
2
nq,
such that, if we denote the singular values of DApnqpx20qpy
2
0q by e
nσ1 ě ¨ ¨ ¨ ě enσd ,
then they satisfy |σj ´λj| ď δ for all 1 ď j ď d. In such a case, this linear map has
at least one non-vanishing singular value, contradicting the periodic orbit condition
(3).
So, it just remains to prove our claim. Let κ be a positive real number satisfying
estimate (36), and let α1 “ α1pδ{2q be the positive constant given by Lemma 3.3.
Then, we apply Lemma 4.3 getting a new constant α2 :“ αpe
´κq; and we take
α :“ mintα1, α2u. Thus, let η be a positive number satisfying (37). By Theorem 4.1,
we can choose a uniformity block Λη,ℓ with positive µ-measure. Finally, let ε0 and
K be the positive constants given by Lemma 5.1.
Then, we choose a point z in Λη,ℓ which is a µ-density point of Λη,ℓ and conse-
quently, the ball Bpz, ε0{2q intersects Λη,ℓ with positive µ-measure. By Poincaré’s
recurrence theorem, we can assume there are inﬁnitely many natural numbers n
such that the F -orbit of z satisﬁes z0, zn P Bpz, ε0{2q X Λη,ℓ.
Applying Lemma 5.1, there is an F -orbit segment z20 , z
2
1 , ¨ ¨ ¨ , z
2
n, with pr1pz
2
0q “
pr1pz
2
nq, such that,
(61) dpzi, z
2
i q ă Kdpz0, znqe
´κminti,n´iu for all i “ 0, ¨ ¨ ¨ , n.
Thus, by formula (50) we know that
(62) }Cηpziq ˝ F
rpi´1q
zi´1
pzi´1, ¨q ˝ C
´1
η pzi´1q
´1 ´Bηpzi´1q}C1 ă α.
So, if σ˜
pnq
1 ě σ˜
pnq
2 ě . . . ě σ˜
pnq
q denotes the singular values of the linear map
Cηpznq ˝DA
npx20qpy
2
0q ˝ Cηpz0q
´1, then invoking Lemma 3.3 for the constant δ{2,
we can guarantee that
∣
∣
∣
∣
1
n
log σ˜
pnq
j ´ λj
∣
∣
∣
∣
ă
δ
2
,
for each i P t1, . . . , qu.
Finally, note that the changes of Lyapunov coordinates at z0 and zn, namely
Cηpz0q and Cηpznq and their inverses, are bounded by ℓ. So we can apply Lemma 3.2
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to conclude that, if σ
pnq
1 ě σ
pnq
2 ě . . . ě σ
pnq
q are the singular values of the linear
map DAnpx20qpy
2
0q, then it holds
∣
∣
∣
∣
1
n
log σ˜
pnq
j ´ λj
∣
∣
∣
∣
ă δ,
for every i, completing the proof of the theorem. 
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