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This paper is concerned with the mean, minimum and maximum distances between two
successive failures in a binary sequence consisting of Markov dependent elements. These
random variables are potentially useful for the analysis of the frequency of critical events
occurring in certain stochastic processes. Exact distributions of these random variables are
derived via combinatorial techniques and illustrative numerical results are presented.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The study of random variables defined on binary sequences have always been very popular in probability and statistics.
This can be attributed to the fact that such sequences appear in many fields including computer science, finance, system
reliability, and biology. Runs and run-related statistics have attracted much attention in the literature and they have been
successfully used to analyze sequentially observed binary data. The lucid literature review is presented in [1] as well as Fu
and Lou [2]. Some recent contributions on the topic are in the works of Alsmeyer and Irle [3], Sinha and Sinha [4], Demir and
Eryilmaz [5], Eryilmaz [6] and Makri and Psillakis [7].
Recently Makri [8] studied the minimum and maximum distances between failures in binary sequences consisting of
independent and identically distributed (i.i.d.) and exchangeable trials. As noted in [8] the corresponding statistics are
potentially useful in various problem situations including hypothesis testing and system reliability. In fact, these extremes
are quite useful to elicit information about the minimum and maximum duration between two successive extremal events,
e.g. two successive extreme floods or rainfalls. These statistics could be useful to test if there is a clustering among the
elements of a binary sequence. The need for this kind of test arises in many fields of application, including DNA sequencing
and animal learning studies. The distribution of the minimum distance enables us to compute the reliability of a particular
binary coherent system. In the present paper we aim to extend the results of Makri [8] to the case whenever the elements of
binary sequence are dependent in a Markovian fashion. Furthermore we obtain the exact distribution of the mean distance
between failures for i.i.d. andMarkov dependent trials. Markovian type dependence has been found to be useful and flexible
for modeling stochastic phenomenon appearing in many fields including biology, psychology and environmental sciences.
Distributions of runs and run-related statistics in Markovian sequences have been the topic of various works. See, e.g.
[9–11,2,12] and the references therein.
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Let {Xi}i≥1 be a sequence of binary trials with two possible outcomes ‘‘1’’ (success) or ‘‘0’’ (failure) which include among
them at least two failures. For n ≥ 2, denote by X (1)n and X (n)n the minimum and maximum distance between successive
failures in the first n trials of {Xi}i≥1. Furthermore, let X¯n denote the mean distance between successive failures in the first
n trials of {Xi}i≥1. Consider a sequence of n = 15 trials with the elements 110111001011001. Then X (1)15 = 0, X (15)15 = 3 and
X¯15 = (3+ 0+ 1+ 2+ 0)/5 = 6/5.
Suppose that {Xi}i≥1 is a time-homogeneous Markov chain whose transition probability matrix is
P =
[
p00 p01
p10 p11
]
with initial probabilities p0 = P {X1 = 0} and p1 = P {X1 = 1} = 1− p0.
The present paper studies the exact distributions of the random variables X (1)n , X
(n)
n and X¯n for a Markov chain having
transition probability matrix P and the initial probabilities p0 and p1. Before we proceed further we give the following result
of Makri et al. [13] which will be useful in the sequel.
Lemma 1 ([13]). The number of allocations of α indistinguishable balls into r distinguishable cells, in such a way that each of
m (0 ≤ m ≤ r) specified cells is occupied by at most k balls, is given by
Hm(α, r, k) =
min

m,

α
k+1
−
j=0
(−1)j

m
j

α − (k+ 1)j+ r − 1
α − (k+ 1)j

,
for α ≥ 0, r > 0 and Hm(α, r, k) = 0, otherwise, where [x] denotes the integer part of x. 
It should be noted that the number Hm(α, r, k) coincides with the total number of integer solutions to the equation
z1 + · · · + zr = α such that 0 ≤ z1 ≤ k, . . . , 0 ≤ zm ≤ k, zm+1 ≥ 0, . . . , zr ≥ 0.
The rest of the paper is organized as follows. In Section 2 we derive the exact distribution of minimum and maximum
distances for Markov dependent trials. In Section 3 we study the mean difference for i.i.d. and Markov dependent trials.
Finally, in Section 4 we present applications and numerical results for illustrating the theoretical results.
2. Distributions of extreme distances
Theorem 1. Let {Xi}i≥1 be a time-homogeneous Markov chain with transition probability matrix P and the initial probabilities
p0 and p1. Then for k = 1, 2, . . . , n− 2,
P

X (1)n ≥ k
 = 1
P(n)
1−
i=0
1−
j=0
u−
y=2

n− k(y− 1)− 2
y− i− j

pn−2y+i+j−111 p
y−i
10 p
y−j
01 (1− pi),
where u =  n+k−2+i+jk+1 , and P(n) = 1− p1pn−111 − p0p01pn−211 − (n− 2)p1p10p01pn−311 − p1pn−211 p10.
Proof. For a binary sequence of length n consisting of at least two failures,
P

X (1)n ≥ k
 = 1
P {Yn ≥ 2}
−
y≥2
P

X (1)n ≥ k, Yn = y

, (1)
where Yn denotes the number of failures in the sequence. For y ≥ 2, the four possible forms for the occurrence of the event
X (1)n ≥ k, Yn = y

are:
(A)
z1>0  
11 . . . 1 0
z2≥k  
11 . . . 1 0 . . .
zy≥k
0
  
11 . . . 1 0
zy+1>0  
11 . . . 1
(B)
z1>0  
11 . . . 1 0
z2≥k  
11 . . . 1 0 . . .
zy≥k
0
  
11 . . . 1 0
(C) 0
z1≥k  
11 . . . 1 0
z2≥k  
11 . . . 1 0 . . .
zy−1≥k
0
  
11 . . . 1 0
zy>0  
11 . . . 1
(D) 0
z1≥k  
11 . . . 1 0
z2≥k  
11 . . . 1 0 . . .
zy−1≥k
0
  
11 . . . 1 0.
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The number of arrangements of the form (A) is

n−k(y−1)−2
y

(total number of integer solutions to z1+· · ·+ zy+1 = n−y
such that z1 > 0, z2 ≥ k, . . . , zy ≥ k, zy+1 > 0) and each sequence in the form of (A) has the probability of p1pn−2y−111 py10py01.
The other cases can be treated similarly and we obtain
−
y≥2
P

X (1)n ≥ k, Yn = y
 =

n+k−2
k+1
−
y=2

n− k(y− 1)− 2
y

p1p
n−2y−1
11 p
y
10p
y
01
+

n+k−1
k+1
−
y=2

n− k(y− 1)− 2
y− 1

p1p
n−2y
11 p
y
10p
y−1
01 + p0pn−2y11 py−110 py01

+

n+k
k+1
−
y=2

n− k(y− 1)− 2
y− 2

p0p
n−2y+1
11 p
y−1
10 p
y−1
01 .
On the other hand P {Yn ≥ 2} = 1− P {Yn = 0}− P {Yn = 1} = 1− p1pn−111 − p0p01pn−211 − (n−2)p1p10p01pn−311 − p1pn−211 p10.
Thus the proof follows using the last two equations in (1). 
Theorem 2. Let {Xi}i≥1 be a time-homogeneous Markov chain with transition probability matrix P and the initial probabilities
p0 and p1. Then for k = 2, . . . , n− 1,
P

X (n)n < k
 = P X (n)n = 0+ 1P(n)
1−
i=0
1−
j=0
n−i−j−1
y=2
min(n−y,y+i+j−1)
r=i+j+1

y− 1
r − i− j

Hr−i−j(n− y− r, r, k− 2)
× pn−y−r11 pr−i10 pr−j01 py−r+i+j−100 pj,
and
P

X (n)n < 1
 = P X (n)n = 0 = 1P(n)

n−2
y=2
(n− y− 1)p1pn−y−211 p10p01py−100
+
n−1
y=2
p1p
n−y−1
11 p10p
y−1
00 +
n−1
y=2
p0p
n−y−1
11 p01p
y−1
00 + p0pn−100

.
Proof. First consider the case k = 2, . . . , n− 1. For a binary sequence of length n consisting of at least two failures,
P

0 < X (n)n < k
 = 1
P {Yn ≥ 2}
−
y≥2
−
r≥1
P

0 < X (n)n < k, Yn = y, Rn = r

, (2)
where Rn denotes the total number of success runs. For y ≥ 2, the four possible forms for the occurrence of the event
0 < X (n)n < k, Yn = y, Rn = r

are:
(A′)
z1>0  
11 . . . 1
y1>0  
00 . . . 0
0<z2<k  
11 . . . 1 . . .
0<zr−1<k  
11 . . . 1
yr−1>0  
00 . . . 0
zr>0  
11 . . . 1
(B′)
z1>0  
11 . . . 1
y1>0  
00 . . . 0
0<z2<k  
11 . . . 1 . . .
yr−1>0  
00 . . . 0
0<zr<k  
11 . . . 1
yr>0  
00 . . . 0
(C′)
y1>0  
00 . . . 0
0<z1<k  
11 . . . 1
y2>0  
00 . . . 0 . . .
0<zr−1<k  
11 . . . 1
yr>0  
00 . . . 0
zr>0  
11 . . . 1
(D′)
y1>0  
00 . . . 0
0<z1<k  
11 . . . 1
y2>0  
00 . . . 0 . . .
yr>0  
00 . . . 0
0<zr<k  
11 . . . 1
yr+1>0  
00 . . . 0.
The number of arrangements of the form (A′) is

y−1
r−2

Hr−2(n− y− r, r, k− 2) for r ≥ 3 and y ≤ n− 3 (total number of
integer solutions to z1 + · · · + zr = n− y such that z1 > 0, 0 < z2 < k, . . . , 0 < zr−1 < k, zr > 0 and y1 + · · · + yr−1 = y
such that yi > 0, i = 1, . . . , r − 1) and each sequence in the form of (A′) has the probability of p1pn−y−r11 pr−110 pr−101 py−r+100 .
Thus the proof of the first part follows considering the number of arrangements associated with the other forms and then
using (2) with P

X (n)n < k

= P

X (n)n = 0

+ P

0 < X (n)n < k

.
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Next consider the case when k = 1. The four possible arrangements for the occurrence of the event

X (n)n = 0, Yn = y

are: (I)
z1>0  
11 . . . 1
y≥2  
00 . . . 0
z2>0  
11 . . . 1, (II)
n−y  
11 . . . 1
2≤y<n  
00 . . . 0, (III)
2≤y<n  
00 . . . 0
n−y  
11 . . . 1 and (IV)
y=n  
00 . . . 0. Thus the proof of the second part
is completed considering the total number of arrangements of these forms and their probabilities. 
3. Distribution of the mean distance
We first obtain the distribution of X¯n for a sequence consisting of i.i.d. trials and then the result is extended to the case
of Markov dependent trials. It should be noted that the range set of X¯n is
0,
i
n− i− 1 ,
i
n− i− 2 , . . . , i; i = 1, 2, . . . , n− 2

.
Theorem 3. Let {Xi}i≥1 be a sequence of i.i.d. binary trials with p = P {Xi = 1} , i ≥ 1. Then, for 0 ≤ x ≤ n− 2
P

X¯n ≤ x
 = 1
Q (n)
n−
y=2
n−y
a=max(0,n−y−[(y−1)x])
(a+ 1)

n− a− 2
y− 2

pn−y(1− p)y,
where Q (n) = 1− pn − npn−1(1− p).
Proof. Let Zi denote the distance between the (i−1)th and ith failures in a sequence including y failures, i = 2, . . . , y, y ≥ 2.
Denote by Z1 and Zy+1 the number of 1s before the first and after the last failures respectively. Then
P

X¯n ≤ x
 = 1
P {Yn ≥ 2}
−
y≥2
P

X¯n ≤ x, Yn = y

= 1
P {Yn ≥ 2}
−
y≥2
P

Z2 + · · · + Zy
y− 1 ≤ x, Yn = y

= 1
P {Yn ≥ 2}
−
y≥2
P

n− y− Z1 − Zy+1
y− 1 ≤ x, Yn = y

= 1
P {Yn ≥ 2}
−
y≥2
P

Z1 + Zy+1 ≥ n− y− [(y− 1)x] , Yn = y

. (3)
It is clear that
P

Z1 = z1, Zy+1 = zy+1, Yn = y
 = n− z1 − zy+1 − 2
y− 2

pn−y(1− p)y,
for z1 ≥ 0, zy+1 ≥ 0 and z1 + zy+1 ≤ n− y. Thus
P

Z1 + Zy+1 ≥ n− y− [(y− 1)x] , Yn = y
 = −
z1≥0
−
zy+1≥0
n−y−[(y−1)x]≤z1+zy+1≤n−y

n− z1 − zy+1 − 2
y− 2

pn−y(1− p)y
=
n−y
a=max(0,n−y−[(y−1)x])
(a+ 1)

n− a− 2
y− 2

pn−y(1− p)y.
The required result is obtained using the last equation in (3) and noting that Q (n) = P {Yn ≥ 2}. 
An explicit expression for the expected value of X¯n is obtained in the following whenever the sequence consists of i.i.d.
trials.
Proposition 1. Let {Xi}i≥1 be a sequence of i.i.d. binary trials with p = P {Xi = 1} , i ≥ 1. Then, for n ≥ 2
E(X¯n) = p1− p

1−
 n
2

pn−2(1− p)2
1− pn − npn−1(1− p)

.
Proof. By the definition of X¯n,
E(X¯n) = 1P {Yn ≥ 2}
n−
y=2
E

n− y− Z1 − Zy+1
y− 1 | Yn = y

n
y

pn−y(1− p)y. (4)
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It is clear that
E

n− y− Z1 − Zy+1
y− 1 | Yn = y

= n− y
y− 1 −
1
y− 1E

Z1 + Zy+1 | Yn = y

, (5)
and
E

Z1 + Zy+1 | Yn = y
 = n−y
a=0
aP

Z1 + Zy+1 = a | Yn = y

= 1
n
y
 n−y
a=0
a(a+ 1)

n− a− 2
y− 2

= 2 (n− y)
y+ 1 . (6)
Thus the result follows using (5) and (6) in (4). 
From Proposition 1 it is obvious that
E(X¯n)→ p1− p ,
as n →∞.
Theorem 4. Let {Xi}i≥1 be a time-homogeneous Markov chain with transition probability matrix P and the initial probabilities
p0 and p1. Then, for 0 ≤ x ≤ n− 2
P

X¯n ≤ x
 = 1
P(n)

n−2
y=2
(n− y− 1)p1pn−y−211 p10p01py−100 +
n−1
y=2
p1p
n−y−1
11 p10p
y−1
00
+
n−1
y=2
p0p
n−y−1
11 p01p
y−1
00 + p0pn−100
+
n−3
y=2
min(n−y,y+1)
r=3
n−y−r+2
a=max(2,n−y−[(y−1)x])
(a− 1)

n− y− a− 1
r − 3

y− 1
r − 2

p1p
n−y−r
11 p
r−1
10 p
r−1
01 p
y−r+1
00
+
n−2
y=2
min(n−y,y)−
r=2
n−y−r+1
a=max(1,n−y−[(y−1)x])

n− y− a− 1
r − 2

y− 1
r − 1

p1p
n−y−r
11 p
r
10p
r−1
01 p
y−r
00
+
n−2
y=2
min(n−y,y)−
r=2
n−y−r+1
a=max(1,n−y−[(y−1)x])

n− y− a− 1
r − 2

y− 1
r − 1

p0p
n−y−r
11 p
r−1
10 p
r
01p
y−r
00
+
n−1
y=2
min(n−y,y−1)
r=1

n− y− 1
r − 1

y− 1
r

p0p
n−y−r
11 p
r
10p
r
01p
y−r−1
00 I

n− y
y− 1 ≤ x

,
where I(A) = 1 if A occurs, and I(A) = 0, otherwise.
Proof. It is clear that
P

X¯n ≤ x
 = P X¯n = 0+ 1P {Yn ≥ 2}−y≥2 P

0 < X¯n ≤ x, Yn = y

.
The four possible arrangements for

X¯n = 0

are given by (I)–(IV) in the proof of Theorem 2. Thus P

X¯n = 0
 = P
X (n)n = 0

.
On the other hand, considering the cases (A′)–(D′) in the proof of Theorem 2 with all zis being strictly positive we have
1
P {Yn ≥ 2}
−
y≥2
P

0 < X¯n ≤ x, Yn = y
 = 1
P {Yn ≥ 2}
−
y≥2
−
r≥3
P

Z2 + · · · + Zr−1
y− 1 ≤ x, Yn = y, Rn = r

+
−
y≥2
−
r≥2
P

Z2 + · · · + Zr
y− 1 ≤ x, Yn = y, Rn = r

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+
−
y≥2
−
r≥2
P

Z1 + · · · + Zr−1
y− 1 ≤ x, Yn = y, Rn = r

+
−
y≥2
−
r≥1
P

Z1 + · · · + Zr
y− 1 ≤ x, Yn = y, Rn = r

.
For the case (A′):
P

Z2 + · · · + Zr−1
y− 1 ≤ x, Yn = y, Rn = r

= P {Z1 + Zr ≥ n− y− [(y− 1)x] , Yn = y, Rn = r}
=
−
z1>0
−
zr>0
n−y−[(y−1)x]≤z1+zr≤n−y−r+2
P {Z1 = z1, Zr = zr , Yn = y, Rn = r}
=
−
z1>0
−
zr>0
n−y−[(y−1)x]≤z1+zr≤n−y−r+2

n− y− z1 − zr − 1
r − 3

y− 1
r − 2

p1p
n−y−r
11 p
r−1
10 p
r−1
01 p
y−r+1
00
=
n−y−r+2
a=max(2,n−y−[(y−1)x])
(a− 1)

n− y− a− 1
r − 3

y− 1
r − 2

p1p
n−y−r
11 p
r−1
10 p
r−1
01 p
y−r+1
00 .
The other cases can be treated similarly and the proof is completed. 
Belowwe compute the distribution of X¯5 for Markov dependent trials. We choose n = 5 so that the computations can be
done by hand.
Example 1. Let n = 5. Then X¯5 ∈

0, 13 ,
1
2 , 1, 2, 3

and P {Y5 ≥ 2} = 1 − p1p411 − p0p01p311 − 3p1p10p01p211 − p1p311p10.
Considering the possible binary sequences satisfying P

X¯5 ≤ x

for x = 0, 13 , 12 , 1, 2, 3,
P{X¯5 ≤ 0} = [P{00000} + P{10000} + P{00001} + P{11000} + P{10001}
+ P{00011} + P{11100} + P{11001} + P{00111} + P{10011}]/P{Y5 ≥ 2}
= [p0p400 + p1p10p300 + p0p300p01 + p1p11p10p200 + p1p10p200p01 + p0p200p01p11
+ p1p211p10p00 + p1p11p10p00p01 + p0p00p01p211 + p1p10p00p01p11]/P{Y5 ≥ 2},
P

X¯5 ≤ 13

= P{X¯5 ≤ 0} + [P{01000} + P{00100} + P{00010}]/P{Y5 ≥ 2}
= P{X¯5 ≤ 0} + [p0p01p10p200 + p0p200p01p10 + p0p200p01p10]/P{Y5 ≥ 2},
P

X¯5 ≤ 12

= P

X¯5 ≤ 13

+ [P{10100} + P{10010} + P{01001} + P{00101}]/P{Y5 ≥ 2}
= P

X¯5 ≤ 13

+ [p1p210p01p00 + p1p210p00p01 + p0p201p10p00 + p0p00p201p10]/P{Y5 ≥ 2},
P{X¯5 ≤ 1} = P

X¯5 ≤ 12

+ [P{01100} + P{01010} + P{00110}
+ P{11010} + P{01011} + P{10101}]/P{Y5 ≥ 2}
= P

X¯5 ≤ 12

+ [p0p01p11p10p00 + p0p201p210 + p0p00p01p11p10 + p1p11p210p01
+ p0p201p11p10 + p1p210p201]/P{Y5 ≥ 2},
P{X¯5 ≤ 2} = P{X¯5 ≤ 1} + [P{01101} + P{10110}]/P{Y5 ≥ 2}
= P{X¯5 ≤ 1} + [p0p201p11p10 + p1p210p01p11]/P{Y5 ≥ 2},
P{X¯5 ≤ 3} = P{X¯5 ≤ 2} + [P{01110}]/P{Y5 ≥ 2}
= P{X¯5 ≤ 2} + [p0p01p211p10]/P{Y5 ≥ 2}. 
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Table 1
Reliability of a consecutive 2-within-m-out-of-n:F system.
n m Case I Case II
Rm,n Rm,n
10 2 0.9197 0.5335
3 0.8662 0.5047
5 0.8007 0.4688
20 2 0.8388 0.2598
3 0.7350 0.2304
5 0.6098 0.1940
Table 2
Distributions of the extremes for Markov dependent trials.
k = 0 k = 1 k = 2 k = 3 E(.)
P

X (1)5 = k

0.8719 0.0644 0.0437 0.02 0.2118
P

X (5)5 = k

0.7761 0.1367 0.0672 0.02 0.3311
4. Applications and numerical results
4.1. System reliability
A consecutive k-within-m-out-of-n:F system is a system consisting of n components and fails if and only if there are at
least k failed components among any m consecutive components (k ≤ m ≤ n). Let Xi denote the state of component i as
either working (‘‘1’’) or failed (‘‘0’’). As stated in [8] the reliability of a consecutive 2-within-m-out-of-n:F system is closely
related to the random variable X (1)n . If Rm,n denotes the reliability of a consecutive 2-within-m-out-of-n:F system, then
Rm,n = [1− P {Yn ≥ 2}]+ P

X (1)n ≥ m− 1

P {Yn ≥ 2} .
Thus using Theorem1we canobtain the exact reliability of a consecutive 2-within-m-out-of-n:F systemconsisting ofMarkov
dependent components. Under the assumption of Markov dependence among the components of a system, the probability
that component i fails (operates) depends upon, and only upon, the state of component (i − 1). To the best of the authors’
knowledge, the explicit expression for the reliability of the aforementioned system has been first presented here whenever
the system consists of Markov dependent components. In Table 1 we compute Rm,n for the two cases when
Case I: The components are independent with common reliability p = 0.9.
Case II: The components are Markov dependent with p1 = 0.9, p11 = 0.85 and p01 = 0.5.
4.2. Time between critical events
The occurrences of extreme/critical events are highly important in the context of risk management in many fields such
as hydrology, meteorology, insurance and finance. For example extreme floods and rainfalls are important in hydrology. The
value ‘‘0’’ may represent a critical event in a certain process and the distances (or the time) between the two critical events
might be good indicator for analyzing the corresponding stochastic process/event. More explicitly, assume that associated
with a certain stochastic process {Yi}i≥1, if the value of this process exceeds a critical level c at any time, then a failure (‘‘0’’)
occurs. That is Xi = 0 if Yi ≥ c and Xi = 1 if Yi < c . Thus the random variables X (1)n , X (n)n and X¯n represent respectively the
minimum, maximum and mean distances between the occurrence of successive critical events. Obviously, distributional
properties of these statistics are helpful for understanding the behavior of this stochastic process.
In Table 2 we compute the distributions and expected values of X (1)5 and X
(5)
5 for Markov dependent trials with p1 =
0.9, p11 = 0.85 and p01 = 0.5. Table 3 includes P

X¯5 = x

for the cases I & II defined above. For validation purposes, we
have compared the results obtained from Example 1 and Theorem 4 for the distribution of X¯5. They are both identical. For
large n, this method is not suitable for validation purposes. Instead of this, we compare our results with the simulation
results. In Table 4, we present exact (E) and simulated (S) values of P

X¯10 ≤ x

for all possible values of x. The exact results
are consistent with the simulation results.
Additionally in Table 5 we compute the expected values of X (1)n , X
(n)
n and X¯n for i.i.d. and Markov dependent trials. Case II
is considered for the Markov dependent trials.
Distribution values at a single point can be easily computed for all statistics in a very small CPU time. In Table 6, we
present computation time (in seconds) for complete distributions of the random variables X (1)n and X
(n)
n for various values
of n. We use Matlab on an Intel Pentium 3.2 GHz computer with theWindows operating system. The distribution of X (1)n has
a simpler form than the distribution of X (n)n and hence we have shorter running times for the complete distribution of X
(1)
n .
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Table 3
Distribution of X¯5 for i.i.d. and Markov dependent trials.
x = 0 x = 13 x = 12 x = 1 x = 2 x = 3 E(X¯5)
Case I 0.3901 0.0033 0.0398 0.2983 0.1790 0.0895 0.9458
Case II 0.7761 0.0208 0.0513 0.0880 0.0436 0.0201 0.2681
Table 4
Exact and simulated values of P{X¯10 ≤ x} for case II.
x E S x E S
0 0.4304 0.4323 1 0.7276 0.7258
1/8 0.4312 0.4375 5/4 0.7354 0.7340
1/7 0.4339 0.4390 4/3 0.7567 0.7602
1/6 0.4395 0.4418 3/2 0.7859 0.7903
1/5 0.4497 0.4475 5/3 0.8028 0.8080
1/4 0.4669 0.4635 2 0.8660 0.8602
2/7 0.4688 0.4702 5/2 0.8869 0.8869
1/3 0.5004 0.4989 3 0.9276 0.9252
2/5 0.5110 0.5132 7/2 0.9352 0.9342
1/2 0.5663 0.5696 4 0.9563 0.9581
3/5 0.5761 0.5760 5 0.9734 0.9709
2/3 0.6018 0.6024 6 0.9866 0.9851
3/4 0.6185 0.6223 7 0.9958 0.9961
4/5 0.6242 0.6251 8 1.0000 1.0000
Table 5
Expected values of X (1)n , X
(n)
n and X¯n .
p = 0.5 p = 0.9 Case II
n E(X (1)n ) E(X¯n) E(X
(n)
n ) E(X
(1)
n ) E(X¯n) E(X
(n)
n ) E(X
(1)
n ) E(X¯n) E(X
(n)
n )
5 0.4230 0.6153 0.8461 0.9048 0.9458 0.9877 0.2118 0.2681 0.3311
10 0.2388 0.9556 2.1145 2.1097 2.3937 2.6943 0.5511 0.9790 1.6216
20 0.0214 0.9998 3.4135 3.5404 4.7803 6.1921 0.7502 2.2277 5.0731
50 0.00003 1.0000 4.8877 3.1446 8.2740 15.6502 0.1532 3.2783 12.8481
Table 6
CPU time (s) for complete distributions of X (1)n and X
(n)
n for Case II.
n X (1)n X
(n)
n
50 0.0156 12.53130
100 0.1406 497.4844
150 0.2813 3496.700
The larger CPU time for the distribution of X (n)n is due to the existence of few combinatorial terms involved in the equation.
The exact formulas obtained in this paper are efficient for X (1)n even for large values of n and for X
(n)
n for moderately large
values of n. In this context, a possible future work can be the development of large deviation approximation which provides
a good approximation for the distributions of the corresponding statistics for large n.
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