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ABSTRAKT
Tato diplomova´ pra´ce je zameˇˇrena na nastudova´n´ı problematiky evolucˇn´ıch a geneticky´ch
algoritmu˚. A to pˇredevsˇ´ım na multikriteria´ln´ı algoritmy VEGA, SPEA a NSGA-II. Da´le
jednoho FrameWorku pracuj´ıc´ıho s geneticky´mi algoritmy a to jmenoviteˇ WWW NIM-
BUS. Z uvedeny´ch algoritmu˚ je vybra´n algoritmus VEGA pro implementaci v jazyce
JAVA na pˇredem zvoleny´ proble´m. T´ımto proble´mem je vy´beˇr sloupu˚ kva´drove´ho pro-
filu podle pˇredem stanoveny´ch krite´ri´ı. Vybrany´ algoritmus pracuje na principu rozdeˇlen´ı
populace do neˇkolika skupin a kazˇdou takto vzniklou skupinu ohodnot´ı fitness funkc´ı.
Na´sleduje uka´zka implementace tohoto algoritmu. Da´le je zde uka´zka pra´ce s FrameWor-
kem. V dalˇs´ı cˇa´sti jsou srovna´ny vy´sledky vytvoˇrene´ho programu s vy´sledky, ktere´ byly
z´ıska´ny pomoc´ı FrameWorku WWW NIMBUS. Jak pro VEGA, tak pro NIMBUS jsou
zde uka´za´ny jednotlive´ vy´sledky. U VEGA je pˇredveden i vy´voj jednotlivy´ch fitness funkc´ı.
Take´ jsou zde uka´za´ny grafy, ktere´ je mozˇne´ z´ıskat pomoc´ı NIMBUS. Na konci je uvedeno
porovna´n´ı vy´sledk˚u a navrzˇen´ı mozˇny´ch vylepsˇen´ı.
KL´ICˇOVA´ SLOVA
Evolucˇn´ı algoritmy, Geneticke´ algoritmy, Multi-ktiteria´ln´ı algoritmy, FrameWork, VEGA,
SPEA, NSGA-II, NIMBUS, mutace, kˇr´ızˇen´ı, JAVA, Eclipse.
ABSTRACT
This thesis is focused on working up evolutionals and genetics algorithms issues Espe-
cially for multiobjective algorithms VEGA, SPEA and NSGA - II. Thereinafter one of
FrameWork working with genetics algorithms namely WWW NIMBUS. From this menti-
oned algorithms was selected VEGA algorithm for implementation in JAVA to preselected
problem. Thereby problem is choice thick columns of profile according to predetermi-
ned criteria. Selected algorithm works on division of population into several groups and
each group evaluates the resulting fitness function. Here is a sample implementation of
this algorithm. Furthermore there is a example of working with FrameWork. In the next
section are compared the results of generated progam with results that were obtained
by FrameWork WWW NIMBUS. As for VEGA, and the Nimbus there are shown diffe-
rent results. The VEGA is presented also the development of individual fitness functions.
Also, there are shown graphs, that can be obtained from NIMBUS. At the end of work
is introduced the comparation of the results ane propose possible improvements.
KEYWORDS
Evolutional algorithms, Genetic algorithms, Multi-objective algorithms, FrameWork,
VEGA, SPEA, NSGA-II, NIMBUS, mutation, crossing, JAVA, Eclipse.
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U´VOD
V u´vodu te´to diplomove´ pra´ce jsou popsa´ny Evolucˇn´ı, Geneticke´ a Multikriterie´ln´ı
algoritmy. A take´ jeden FrameWork. Kazˇde´ metodeˇ zpracova´n´ı multikriteria´ln´ıho
proble´mu je veˇnova´na jedna kapitola. V kazˇde´ te´to kapitole je dany´ algoritmus nebo
FrameWork popsa´n. Vsˇechny tyto algoritmy maj´ı sv˚uj za´klad v organicke´ evoluci.
Vyuzˇ´ıvaj´ı procesy krˇ´ızˇen´ı, mutace a reprodukce. Stejne´ prostrˇedky ke sve´mu vy´voji
pouzˇ´ıvaj´ı vsˇechny zˇive´ organismy na te´to planeteˇ.
Dı´ky pozorova´n´ı evolucˇn´ıch proces˚u v prˇ´ırodeˇ, ktere´ jsou odzkousˇeny pouzˇ´ıva´n´ım
jizˇ miliony let, se mohli vyvinout algoritmy, jenzˇ se daj´ı s velkou prˇesnost´ı pouzˇ´ıt na
rˇesˇen´ı technicky´ch u´loh, maj´ıc´ı v´ıce jak jedno krite´rium pro jejich u´speˇsˇne´ vyrˇesˇen´ı.
Tyto algoritmy na sve´m vy´stupu mı´sto jednoho rˇesˇen´ı nab´ız´ı, beˇzˇne´ho u norma´ln´ıch
u´loh, skupinu mozˇny´ch rˇesˇen´ı, tzv. Pareto sadu.
Hlavn´ım u´kolem te´to pra´ce je prostudovat jak jednotlive´, prˇedem vybrane´, algo-
ritmy a FrameWork, funguj´ı. A jejich funkcˇnost zde popsat. Algoritmy, ktere´ jsou
zde uvedeny, jsou Vector Evaluated Genetic Algorithm (VEGA), Strength Pareto
Evolutionary Algorithm (SPEA) a A Fast and Elitist Multi-Objective Genetic Algo-
rithm (NSGA-II). Z teˇchto algoritmu˚ byl vybra´n ke zpracova´n´ı algoritmus VEGA.
Tento algoritmus byl pouzˇit k implementaci pro jeho zp˚usob ohodnocova´n´ı fitness
funkc´ı jednotlivy´ch rˇesˇen´ı. Bude implementova´n v programu Eclipse pomoc´ı jazyka
JAVA. Vy´sledky tohoto algoritmu budou porovna´ny s vy´sledky FrameWorku WWW
NIMBUS, ktery´ byl zvolen pro jeho prˇehlednost, jak prˇi zada´va´n´ı proble´mu, tak prˇi
zobrazova´n´ı dosazˇeny´ch vy´sledk˚u.
Proble´m, ktery´ byl vybra´n na vyzkousˇen´ı teˇchto algoritmu˚, je na´vrh sloup˚u.
Tyto sloupy maj´ı tvar kva´dru. A budou optimalizovany pomoc´ı krite´ri´ı, ktera´ jsou
objasneˇna v textu. Da´le zde bude navrzˇen postup mozˇne´ho vylepsˇen´ı.
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1 TEORIE O EVOLUCˇNI´CH ALGORITMECH
1.1 Evolucˇn´ı algoritmy (EA)
Boudou-li bra´ny v potaz vsˇechny poznatky, ktere´ jsou zna´my z oblast´ı modern´ı ge-
netiky, Darwinovy evolucˇn´ı teorie, ktera´ je pouzˇita na vsˇechny druhy populace, jak
experimenta´ln´ı, tak prˇ´ırodn´ı, paleontologie, vznikne z toho ucelena´ teorie o evoluci.
Evoluce v prˇ´ırodeˇ je zalozˇena na nevratny´ch zmeˇna´ch geneticke´ informace
v populac´ıch. Kazˇda´ populace se postupem cˇasu vyv´ıj´ı, ale take´ zanika´. Tento jev
pozorujeme od vzniku zˇivota azˇ dodnes. Mechanizmy, ktere´ ke geneticke´ zmeˇneˇ
prˇ´ıroda vyuzˇ´ıva´ a jsou mnoha lety vy´voje proveˇrˇeny, se daj´ı velice u´speˇsˇneˇ aplikovat
na technicke´ proble´my. U ktery´ch, pro jejich vyrˇesˇen´ı, nestacˇ´ı matematicke´ metody,
pro velkou slozˇitost. Evolucˇn´ı algoritmy (EA) jsou velice u´cˇinne´ optimalizacˇn´ı algo-
ritmy, vycha´zej´ıc´ı ze znalost´ı prˇ´ırodn´ı genetiky a jej´ıch za´kon˚u.
V 50. a 60. letech dvaca´te´ho stolet´ı se zacˇali vyuzˇ´ıvat k rˇesˇen´ı technicky´ch u´loh
evolucˇn´ı algoritmy. Zde se vyvinula oblast informatiky, ktera´ se souhrneˇ nazy´va´:
evolucˇn´ı algoritmy. Tuto oblast deˇl´ıme na cˇtyrˇi za´kladn´ı smeˇry:
• Evolucˇn´ı strategie – slouzˇ´ı k optimalizaci rea´lny´ch parametr˚u pr˚umyslovy´ch
zarˇ´ızen´ı. Jako prima´rn´ı opera´tory vyzˇ´ıva´ mutace, krˇ´ızˇen´ı, ko´dova´n´ı pomoc´ı
rea´lny´ch cˇ´ısel a selekci.
• Geneticke´ programova´n´ı – pro vytva´rˇen´ı pocˇ´ıtacˇovy´ch programu˚, ktere´ nejle´pe
rˇesˇ´ı danou u´lohu vyuzˇ´ıva´ metod, podobny´ch biologicke´ evoluci. Za
”
otce“ ge-
neticke´ho programova´n´ı se povazˇuje John R. Koza. Vy´sledkem je pocˇ´ıtacˇovy´
program a velikost fitness funkce je da´na mı´rou u´speˇsˇnosti rˇesˇen´ı.
• Evolucˇn´ı programova´n´ı – Evolucˇn´ı programova´n´ı vzniklo v roce 1966. Je zalozˇeno
na aplikaci na´hodne´ mutace na konecˇne´ automaty, ktere´ reprezentuj´ı rˇesˇen´ı
proble´mu.
• Geneticke´ algoritmy – Byl publikova´n v knize Adaptation in Natural and Arti-
ficial Systems, kterou napsal John H. Holland v roce 1975. Dnes jsou geneticke´
algoritmy nejvyuzˇ´ıvaneˇjˇs´ım prˇ´ıstupem. Popisu teˇchto algoritmu˚ se budeme po-
drobneˇji veˇnovat n´ızˇe [5].
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1.1.1 Evoluce v zˇive´ prˇ´ırodeˇ
Darwinova evolucˇn´ı teorie se zakla´da´ na prˇedpokladu prˇirozene´ho vy´beˇru, podle
ktere´ho prˇezˇ´ıvaj´ı jen nejle´pe prˇizp˚usoben´ı jedinci populace. Reprodukc´ı dvou jedinc˚u
s vysoky´m fitness dostaneme potomky, kterˇ´ı budou s vysokou pravdeˇpodobnost´ı
dobrˇe prˇizp˚usobeni na u´speˇsˇne´ prˇezˇit´ı. Prˇi podrobne´ analy´ze (vysveˇtleno pozdeˇji),
prˇedevsˇ´ım matematicke´, se ukazuje, zˇe p˚usoben´ı samotne´ reprodukce nen´ı dostatecˇneˇ
efektivn´ı na vznik dobrˇe prˇizp˚usobeny´ch jedinc˚u s novy´mi vlastnostmi, ktere´ vy´znamneˇ
ulehcˇuj´ı prˇezˇit´ı. Do evoluce zˇive´ hmoty je nutne´ zapojit i tak zvanou mutaci. Mu-
tace na´hodny´m zp˚usobem ovlivnˇuje, bud’ kladneˇ nebo za´porneˇ geneticky´ materia´l
populace jedinc˚u.
Biologicka´ evoluce je progresivn´ı zmeˇna obsahu geneticka´ informace (tzv. ge-
notypu) populace v pr˚ubeˇhu mnohy´ch generac´ı. Nejprve si zavedeme pojem fitness,
ktera´ bude da´le hra´t kl´ıcˇovou u´lohu u Geneticky´ch algoritmu˚. V biologii je fitness de-
finova´na jako relativn´ı schopnost prˇezˇit´ı a reprodukce genotypu v dane´m prostrˇen´ı.
Podobneˇ ho cha´peme i v umeˇle´m zˇivoteˇ. Jedna´ se o kladne´ cˇ´ıslo prˇiˇrazene´ geneticke´
informaci reprezentuj´ıc´ı organizmus (veˇtsˇinou je vyja´drˇen pomoc´ı bitove´ho rˇeteˇzce),
ktere´ reprezentuje jeho relativn´ı u´speˇsˇnost plnit si jeho u´koly v dane´m prostrˇed´ı
a schopnost vstupovat do reprodukce, to znamena´ schopnost vytvorˇit nove´ organi-
zmy[2].
Pojem
”
povrch fitness“ podstatneˇ ulehcˇuje heuristickou interpretaci selekce
v populaci po dobu pr˚ubeˇhu evoluce. Za´kladn´ı mysˇlenka povrchu fitness spocˇ´ıva´
v graficke´ reprezentaci fitness vzhledem na slozˇitosti genotypu organizmu v dane´m
prostrˇed´ı. Populaci potom mu˚zˇeme zna´zornit jako
”
oblak“ bod˚u na povrchu, kazˇdy´
bod je prˇiˇrazen organizmu v populaci. V pr˚ubeˇhu mnoha generac´ı prˇirozeny´ vy´beˇr
zp˚usobuje pohyb populace na povrchu do oblast´ı s veˇtsˇ´ı hodnotou fitness. Pokud je
dominantn´ı selekce, pak se tento pohyb uskutecˇnˇuje ve smeˇru gradientu, ve ktere´m
fitness nejrychleji roste. V opacˇne´m prˇ´ıpadeˇ, kdyzˇ je v evoluci dominantn´ı na´hodnost
(naprˇ. mutace), pohyb bod˚u na povrchu fitness ma´ stochasticky´ charakter.
1.2 Geneticke´ algoritmy (GA)
GA vznikly jak uzˇ bylo napsa´no vy´sˇe ve spopulza´ci dvou pa´n˚um, R. Holland a J.
Holland. Prvn´ı jmenovany´ prˇiˇsel s na´padem na GA a druhy´ je roku 1975 publikoval.
Pojmem GA je pojmenova´n´ı pro mnozˇinu algoritmu˚, ktere´ maj´ı urcˇite´ shodne´ rysy.
Byly inspirova´ny Darwinovou teori´ı o vy´voji druh˚u. Proto byli z prvu pouzˇ´ıvane´ na
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Obr. 1.1: A - 3D model povrchu fitness, B - Vrstevnicovy´ diagram povrchu fitness
simulaci biologicke´ evoluce. A na´sledneˇ se zacˇali pouzˇ´ıvat na rˇesˇen´ı optimalizacˇn´ıch
u´loh. U ktery´ch se uka´zaly jako velice vy´hodne´. Nejveˇtsˇ´ı popularizaci GA ma´ vsˇak na
sveˇdomı´ Holland˚uv zˇa´k David Goldberg, ktery´ roku 1989 vydal svou knihu Genetic
Algorithms in Search, Optimization, and Machine Learning, ktera´ je bra´na jako
”
bible“ geneticky´ch algoritmu˚.
Geneticky´ algoritmus definuje opera´tory krˇ´ızˇen´ı, mutaci a reprodukci. Opera´tor
krˇ´ızˇen´ı znamena´ vytva´rˇen´ı novy´ch jedinc˚u podle na´sleduj´ıc´ıho pravidla: z popu-
lace vybereme na´hodne´ pa´ry a na´hodneˇ zvol´ıme pozici k. Do prvn´ıho potomka
zkop´ırujeme geny 1 azˇ k prvn´ıho rodicˇe a geny k + 1 azˇ n druhe´ho rodicˇe, kde
n je pocˇet gen˚u. Do druhe´ho potomka kop´ırujeme geny opacˇneˇ[4].
Obr. 1.2: Uka´zka principu krˇ´ızˇen´ı
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Prˇi aplikaci opera´toru mutace vybereme s malou pravdeˇpodobnost´ı na´hodny´ gen
v na´hodne´m chromozo´mu a zmeˇn´ıme jeho hodnotu z 0 na 1 nebo naopak. Opera´tor
reprodukce kop´ıruje chromozomy do nove´ populace.
Obr. 1.3: Uka´zka principu mutace
Chromozomy s vysˇsˇ´ı fitness hodnotou jsou do nove´ populace kop´ırova´ny s vysˇsˇ´ı
pravdeˇpodobnost´ı. Pravdeˇpodobnost kop´ırova´n´ı je da´na vzorcem:
pi = fi/
∑
f (1.1)
kde:
• pi - pravdeˇpodobnost reprodukce i-te´ho chromozo´mu
• fi - hodnota fitness funkce i-te´ho chromozo´mu
• ∑ f - soucˇet vsˇech hodnot fitness funkce v populaci
V praxi se pomoc´ı geneticky´ch algoritmu˚ rˇesˇ´ı u´lohy optimalizace, vyuzˇ´ıvaj´ı se k
vyhleda´va´n´ı nejlepsˇ´ı topologie, v technologii, vy´robeˇ, v pr˚umyslove´ automatizaci a
jako alternativn´ı metody ucˇen´ı neuronovy´ch s´ıt´ı. Narozd´ıl od gradientn´ıch metod,
reprezentuj´ıc´ı hleda´n´ı loka´ln´ıho minima nebo maxima pomoc´ı jednoho zprˇesnˇuj´ıc´ıho
se rˇesˇen´ı, prˇedstavuj´ı geneticke´ algoritmy jiny´ prˇ´ıstup, ktery´ pouzˇ´ıva´ populaci pro-
zat´ımn´ıch rˇesˇen´ı, jezˇ paralelneˇ procha´zej´ı parametricky´ prostor a navza´jem se ovlivnˇuj´ı
a modifikuj´ı pomoc´ı geneticky´ch opera´tor˚u. T´ım se dosahuje toho, zˇe populace je-
dinc˚u najde spra´vne´ rˇesˇen´ı rychleji, nezˇ kdyby se prohleda´val prostor izolovaneˇ.
1.3 Multikriteria´ln´ı optimalizace
I kdyzˇ neˇktere´ skutecˇne´ sveˇtove´ proble´my mohou by´t redukovane´ na jednotlivy´
c´ıl, velmi cˇasto je teˇzˇke´ definovat vsˇechna hlediska v ra´mci dane´ho c´ıle. Definic´ı
v´ıcena´sobny´ch c´ıl˚u cˇasto da´va´ lepsˇ´ı prˇedstavu o u´kolu. Multi-kriteria´ln´ı optimali-
zace je dostupna´ uzˇ asi dvacet let a neda´vno se jej´ı aplikace na sveˇtove´ proble´my
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Obr. 1.4: Uka´zka Pareto optimalizace
spojiteˇ zvy´sˇila. Narozd´ıl od velke´ spousty technik, ktere´ jsou dostupne´ pro jednokri-
teria´ln´ı optimalizaci c´ıl˚u. Pro multi-kriteria´ln´ı optimalizaci bylo vyvinuto relativneˇ
ma´lo technik.
V jednokriteria´ln´ı optimalizaci c´ıl˚u je vyhleda´vac´ı prostor veˇtsˇinou velmi dobrˇe
ohranicˇen. Jakmile se tam vyskytne v´ıce mozˇny´ch c´ıl˚u, ktere´ se mohou vza´jemneˇ
pop´ırat a maj´ı by´t optimalizova´ny soucˇasneˇ. Nejsou zde pro rˇecˇen´ı mozˇne´ pouzˇ´ıt
jednotlive´ optima´ln´ı rˇesˇen´ı, ale sp´ıˇse cele´ sady mozˇny´ch rˇesˇen´ı ekvivalentn´ı kvality.
Ze ktery´ch se zkousˇ´ı optimalizovat neˇkolik c´ıl˚u v prostoru za´rovenˇ, ktere´ se d´ıky
tomu stanou cˇa´stecˇneˇ usporˇa´dane´. Pro z´ıska´n´ı optima´ln´ıho rˇesˇen´ı se voly´ kompro-
mis mezi rozporuplny´mi c´ıly. Multi-kriteria´ln´ı proble´m optimalizace je definova´n
funkc´ı f, ktera´ mapuje mnozˇinu ohranicˇeny´ch promeˇnny´ch a mnozˇinu c´ılovy´ch hod-
not.[3]
Jak je uka´za´no na obra´zku 1.4, rˇesˇen´ı mu˚zˇe by´t nejlepsˇ´ı, nejhorsˇ´ı, ale take´ i
neutra´ln´ı k jiny´m rˇesˇen´ım (ani dominuj´ıc´ı ani dominantn´ı) s ohledem na c´ılove´
hodnoty. Nejlepsˇ´ı rˇesˇen´ı znamena´ rˇesˇen´ı, ktere´ nen´ı nejhorsˇ´ı v zˇa´dne´m c´ıli a je
nejme´neˇ lepsˇ´ı v jednom c´ıli nezˇ v ostatn´ıch. Optima´ln´ı rˇesˇen´ı je rˇesˇen´ı, ktere´ nen´ı
ovla´dane´ jaky´mkoliv jiny´m rˇesˇen´ım v prohleda´vane´m prostoru. Takove´ optima´ln´ı
rˇesˇen´ı se nazy´va´
”
Pareto optima´ln´ı“ a cela´ souprava takovy´ch kompromisn´ıch rˇesˇen´ı
se nazy´va´
”
Patero optima´ln´ı sada“. Je evidentn´ı, zˇe v rea´lne´m sveˇteˇ pozˇadujeme
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takovy´ rozhodovac´ı proces (kompromis), abychom z´ıskali optima´ln´ı rˇesˇen´ı. I kdyzˇ
zna´me neˇkolik zp˚usob˚u rˇesˇen´ı proble´mu multi-kriteria´ln´ı optimalizace, nejveˇtsˇ´ı pra´ce
je prˇi prˇibl´ızˇen´ı se k Pareto sadeˇ.
Pocˇet metod stochasticky´ch (na´hodny´ch) optimalizac´ı jako simulace prˇedst´ıra´n´ı,
tabu prohleda´va´n´ı, slovn´ıka´rˇske´ rˇazen´ı, optimalizace mravencˇ´ı kolonie aj. umı´me
pouzˇ´ıt pro generova´n´ı Pareto sady. Jen d´ıky procedurˇe zpracova´n´ı tohoto algoritmu,
ma´ z´ıskane´ rˇesˇen´ı velmi cˇasto sklon k prˇikloneˇn´ı se k dobre´ aproximaci a d´ıky tomu
nemu˚zˇe by´t garantova´na identifikace optima´ln´ı nab´ıdky. Evolucˇn´ı algoritmus se vy-
znacˇuje populac´ı kandida´t˚u rˇesˇen´ı a proces reprodukce umozˇnˇuje spojit existuj´ıc´ı
rˇesˇen´ı tak, aby generovala nova´ rˇesˇen´ı. Nakonec se pomoc´ı prˇirozene´ho vy´beˇru urcˇ´ı,
ktery´ jedinec aktua´ln´ı populace se bude u´cˇastnit nove´ populace.
Obr. 1.5: Vy´vojovy´ diagram iteracˇn´ıho evolucˇn´ıho algoritmu
Interacˇn´ı vy´pocˇetn´ı proces je ilustrovany´ na Obra´zku 1.5. Multi-kriteria´ln´ı evolucˇn´ı
algoritmy mohou vyna´sˇet celou rˇadu potenciona´ln´ıch rˇesˇen´ı, ktere´ jsou vsˇechny op-
tima´ln´ı v neˇjake´m smyslu. Po prvn´ı pr˚ukopnicke´ pra´ci o Multi-kriteria´ln´ı evolucˇn´ı
optimalizaci, ktera´ byla vyda´na v osmdesa´ty´ch letech. Bylo navrhnuto neˇkolik r˚uzny´ch
algoritmu˚ a ty byly u´speˇsˇneˇ aplikovane´ na r˚uzne´ proble´my. Vy´hody evolucˇn´ıch al-
goritmu˚ je, zˇe tyto algoritmy nepotrˇebuj´ı velkou znalost proble´mu k tomu, aby byl
vyrˇesˇen. Jsou snadno realizovatelne´, robusn´ı a ma´ mozˇnost implementace v para-
leln´ım prostrˇen´ı.
1.4 VEGA (Vector Evaluated Genetic Algorithm)
Bud’me si veˇdomi potencia´lu geneticke´ho algoritmu prˇi rˇesˇen´ı v´ıcena´sobny´ch kri-
teria´ln´ıch optimalizac´ı, Schaffer navrhnul rozsˇ´ıˇren´ı jednoduche´ho geneticke´ho algo-
ritmu na prˇizp˚usoben´ı nevyhovuj´ıc´ıch v´ıcena´sobny´ch kriteri´ı v roce 1985, zna´me´
jako VEGA. Prˇibl´ızˇen´ı VEGA, jednotlivy´ krok v kazˇde´ generaci se sta´va´ cyklem.
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Pokazˇde´ beˇhem cyklu vhodna´ cˇa´st dalˇs´ı generace, nebo sub-populace, je vybra´na na
za´kladeˇ dane´ho kriteria. Pote´ je vstupn´ı generace d˚ukladneˇ promı´chana´, aby mohla
by´t pouzˇita ke krˇ´ızˇen´ı a mutacˇn´ım operac´ım. Toto je provedeno k dosa´hnut´ı spojen´ı
jednotlivc˚u z r˚uzny´ch sub-populac´ı. Nedominantn´ı jedinci jsou identifikova´ni monito-
rova´n´ım populace prˇi vy´voji, ale tahle informace nen´ı pouzˇita ve VEGA samostatneˇ.
Obr. 1.6: Princip selekce pomoc´ı VEGA
Tento prˇ´ıstup je uka´za´n v obra´zku 1.6, ochranˇuje prˇezˇit´ı nejlepsˇ´ıch jedinc˚u v jed-
nom z kriteri´ı a soucˇasneˇ chra´n´ı vhodne´ pravdeˇpodobnosti na v´ıcena´sobnou selekci
jedinc˚u, kterˇ´ı jsou lepsˇ´ı nezˇ pr˚umeˇr, z v´ıce jak jednoho krite´ria.
Schaffer implementoval VEGA modifikac´ı Grefenstette’s GENESIS program [10],
kde je vytvorˇeno cyklen´ı okolo vybrane´ procedury, takzˇe tato selekce je opakova´na
pro kazˇde´ krite´rium, aby byla naplneˇna cˇa´st populace. Ocˇeka´vany´ konecˇny´ pocˇet
potomk˚u produkovany´ kazˇdy´m rodicˇem se sta´va´ sumou kazˇde´ho krite´ria. Protozˇe
Schaffer pouzˇil prˇimeˇrˇenou fitness u´lohu, cozˇ zde znamena´, prˇimeˇrˇenou kriteri´ım
samotny´m, vy´sledek zahrnuje vsˇechna fitness da´na jedinc˚um, tud´ızˇ koresponduj´ı k
linea´rn´ı funkci kriteri´ı, kde va´ha za´lezˇ´ı na rozlozˇen´ı populace v kazˇde´ generaci. Jako
d˚usledek tohoto jevu, rozd´ıln´ı nedominantn´ı jedinci jsou obecneˇ prˇiˇrazeni k r˚uzny´m
fitness hodnota´m, jako vsˇechny dalˇs´ı prˇiblizˇne´ va´zˇene´ sumy. Pamatujme, zˇe jedinec
ma´ nejednoznacˇnou formu ve vsˇech fitness, protozˇe VEGA nepouzˇ´ıva´ skala´rn´ı fit-
ness funkci. Pouzˇ´ıva´me vy´raz odkazuj´ıc´ı se jen na podobny´ efekt, zˇe spolehliva´ cˇ´ısla
potomk˚u budou produkova´na jedinci s podobny´mi fitness hodnotami v norma´ln´ım
prˇ´ıpadeˇ. Jednoduchy´ dvou-kriteria´ln´ı proble´m s jednou promeˇnnou je pouzˇit Schaf-
ferem k testu vlastnost´ı VEGA:
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Obr. 1.7: C´ıl versus x [1]
Obra´zek 1.7 ukazuje proble´m omezuj´ıc´ı promeˇnnou x uvnitrˇ oblasti od -2 do
4. Je jasne´, zˇe Pareto rˇesˇen´ı prˇedstavuje vsˇechny hodnoty x meˇn´ıc´ı se od 0 do 2.
Obra´zek 1.8 ukazuje proble´m v podmı´neˇne´m prostoru. V simulaci vy´sledk˚u VEGA
dany´ Srinivas a Deb [11], parametry geneticke´ho algoritmu jsou ulozˇeny na´sledovneˇ:
maxima´ln´ı generace = 500; velikost populace = 100; de´lka rˇeteˇzce (bina´rn´ı ko´d)
= 32; pravdeˇpodobnost krˇ´ızˇen´ı = 1.0; a pravdeˇpodobnost mutace = 0. Pocˇa´tecˇn´ı
rozsah pro promeˇnnou x je (-10, 10). Pocˇa´tecˇn´ı populace je zobrazena na obra´zku
1.9 a). V generaci 10, populace konverguje smeˇrem k nedominantn´ı oblasti, jako na
obra´zku 1.9 b). v generaci 100 veˇtsˇinou vesˇkera´ populace spadne do oblasti s nedo-
minantn´ımi vy´sledky, jako na obra´zku 1.9 c). Pozorujte, zˇe v generaci 500, populace
konverguje jedineˇ ke trˇem sub-oblastem, jako na obra´zku 1.9 d). Toto je jev vzniku
druh˚u[1].
Schafferova pra´ce je obycˇejneˇ povazˇova´na za prvn´ı snahu k otevrˇen´ı oblasti s v´ıce-
kriteria´ln´ı optimalizac´ı v geneticky´ch algoritmech. Dokonce prˇestozˇe VEGA nemu˚zˇe
da´t uspokojivy´ vy´sledek prˇi v´ıce-kriteria´ln´ıch optimalizacˇn´ıch proble´mech, poskytuje
pouzˇitelne´ rady pro vyv´ıjen´ı dalˇs´ıch novy´ch implementac´ı geneticky´ch algoritmu˚.
Veˇtsˇina na´sleduj´ıc´ıch prac´ı se odkazuje na VEGA jako na vzor (paradigma) pro po-
rovna´va´n´ı provedene´ pra´ce.
Fourman take´ adresoval v´ıcekriteria´ln´ı optimalizacˇn´ı proble´m s neshlukuj´ıc´ımi se
prˇ´ıstupy [12]. Byly da´ny dveˇ verze implementace. V prvn´ı verzi, krite´ria jsou prˇiˇrazena
k r˚uzny´m priorita´m v pr˚ubeˇhu, a vy´beˇr je proveden porovna´va´n´ım pa´r˚u jedinc˚u
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Obr. 1.8: C´ıl v podmı´nkove´m prostoru [1]
podle krite´ri´ı, s nejvysˇsˇ´ı prioritou jako prvn´ı. Jestlizˇe je vy´sledek ve smycˇce, je
pouzˇito krite´rium s druhou nejvysˇsˇ´ı prioritou, a tak da´le. Jak bylo zmı´neˇno drˇ´ıve,
toto je zna´mo jako lexicographic ordering (slovn´ıka´rˇske´ rˇazen´ı). V druhe´ verzi, krite´rium
je na´hodneˇ vybra´no v kazˇde´m porovna´va´n´ı. Toto se uka´zalo prˇi pra´ci jako prˇekvapiveˇ
vy´borne´. Vy´sledna´ populace ukazuje lepsˇ´ı variabilitu s na´hodny´m vy´beˇrem krite´ri´ı,
nezˇ s deterministicky´m vy´beˇrem krite´ri´ı. Kursawa implementoval na´hodny´ vy´beˇr
krite´ri´ı skoro shodny´ s Fourmanem [12].
1.5 SPEA (Strength Pareto Evolutionary Algori-
thm)
Novy´ prˇ´ıstup prˇi v´ıce u´cˇelove´ optimalizaci, Silny´ Pareto Evolucˇn´ı Algoritmus (SPEA).
SPEA pouzˇ´ıva´ spojen´ı dosavadn´ı techniky a nove´ technologie, aby mohl nale´zt
soucˇasneˇ mnohona´sobne´ Pareto-optima´ln´ı rˇesˇen´ı. Na jedne´ straneˇ je velmi podobny´
s dalˇs´ımi v´ıce u´cˇelovy´mi evolucˇn´ımi algoritmy.
• Ukla´da´ nedaleko nalezene´ Pareto-optima´ln´ı rˇesˇen´ı.
• Pouzˇ´ıva´ koncept Pareto dominance, aby mohl prˇiˇradit skala´rn´ı fitness hodnotu
k jedinc˚um.
18
Obr. 1.9: A) Populace v generaci 0 vytvorˇena´ pomoc´ı VEGA, B) v generaci 10, C)
v generaci 100, D) v generaci 500 [1]
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• Prova´d´ı seskupova´n´ı ke zmensˇen´ı pocˇtu nedominantn´ıch rˇesˇen´ı ukla´dany´ch bez
znicˇen´ı charakteristik Pareto-optima´ln´ıch front.
Na druhe´ straneˇ je SPEA unika´tn´ı ve 4 ohledech:
• Kombinuje prˇedevsˇ´ım trˇi techniky do jednoho algoritmu.
• Vsˇechna rˇesˇen´ı extern´ıch Pareto sad se u´cˇastn´ı vy´beˇru.
• Fitness jednotlivc˚u je determinova´no d´ıky rˇesˇen´ım ulozˇeny´ch jedineˇ v extern´ıch
Pareto sada´ch (jestli jsou cˇlenove´ populace dominantn´ı v kazˇde´ dalˇs´ı cˇa´sti je
nepodstatne´).
• Nova´ schova´vaj´ıc´ı metoda se stara´, aby ochra´nila r˚uznorodost populace: tato
metoda je zalozˇena na Pareto a nevyzˇaduje zˇa´dny´ rozestup parametr˚u.
Algoritmus je popsa´n na Obra´zku 1.10. Nejprve je aktualizova´na Pareto sada:
vsˇichni nedominantn´ı jedinci v populaci jsou duplikova´ni do Pareto sady a na´sledovneˇ
jsou mozˇna´, dominantn´ı rˇesˇen´ı vyloucˇena. Jestlizˇe je pocˇet extern´ıch Pareto rˇesˇen´ı
prˇekrocˇen za maximum, redukuje reprezentanty pocˇ´ıta´n´ım shlukova´n´ı. Po stanoven´ı
fitness na´hodneˇ vybere jedince z populace a Pareto sada obsahuje bina´rn´ı souteˇzˇen´ı,
aby byla vybra´na prˇizp˚usobuj´ıc´ı podmı´nka. Nakonec jsou krˇ´ızˇen´ım a mutac´ı apli-
kova´ni do nove´ populace. V dalˇs´ı cˇa´sti bude popsa´no stanoven´ı fitness procedury
SPEA.
1.5.1 Za´kladn´ı algoritmus
SPEA ukla´da´ Pareto-optima´ln´ı rˇesˇen´ı externeˇ. V kazˇde´m bodeˇ extern´ı Pareto sada
obsahuje nedominantn´ı rˇesˇen´ı hledane´ho, doposud vzorkovane´ho prostoru. Toto za-
jiˇst’uje, zˇe se nemu˚zˇe Pareto-optima´ln´ı rˇesˇen´ı ztratit, protozˇe velikost vytvorˇene´ho
Pareto-optima´ln´ıho rˇesˇen´ı neomezuje velikost populace. Neˇktere´ v´ıce u´cˇelove´ evolucˇn´ı
algoritmy pouzˇ´ıvaj´ı take´ tuto techniku.
Da´le je extern´ı Pareto sada pouzˇita, aby zhodnotila jedince v populaci. Hod-
notu funkce fitness stanov´ıme tak, zˇe jedna populace slouzˇ´ı jako za´klad pro zhod-
nocen´ı druhe´ populace, toto je inspirova´no prac´ı na poli bezpecˇne´ho syste´mu pro
prˇizp˚usoben´ı rˇesˇen´ı proble´mu. V modelu bezpecˇne´ho syste´mu [13] poskytuj´ı dveˇ po-
pulace, antiteˇlo a antigen populace ( tv˚urce je relativneˇ mensˇ´ı v kontrastu s noveˇjˇs´ım
antiteˇlem): geneticky´ algoritmus, pouzˇity´ pro simulaci se meˇl zac´ılit na vyv´ıjej´ıc´ı se
sadu antiteˇl, ktere´ souhlasily s v´ıce mozˇny´mi antigeny. Proto jsou antiteˇla ohodno-
cena s ohledem na antigen populace.
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Obr. 1.10: Za´kladn´ı algoritmus
Dokud nen´ı c´ıl nalezen novy´m nedeterministicky´m rˇesˇen´ım, jednotlivci jsou ohod-
noceni v za´vislosti na pocˇtu Pareto bod˚u, ktery´mi jsou obklopeny. Jedna cesta mu˚zˇe
bra´t toto
”
obklopuj´ıc´ı“ cˇ´ıslo jako fitness hodnotu pro jednotlive´ jedince. To mu˚zˇe
by´t velmi podobne´, jizˇ objevene´ Pareto klasifikacˇn´ı metodeˇ [13], acˇkoliv zde nen´ı
dominance uvnitrˇ populace.
Ru˚znorodost populace je zajiˇsteˇna odliˇsneˇ nezˇ u dalˇs´ıch v´ıce u´cˇelovy´ch evolucˇn´ıch
algoritmu˚m, rˇesˇ´ıc´ıch proble´m r˚uznorodosti veˇtsˇinou prˇes u´cˇast fitness, nebudeme de-
finovat sousedy prostrˇednictv´ım vzda´lenosti genotypicke´ho, nebo fenotypicke´ho pro-
storu. Naproti tomu na´sˇ prˇ´ıstup spole´ha´ na Pareto dominanci, aby udrzˇoval mno-
hona´sobne´ stabiln´ı u´tocˇiˇsteˇ. Vsˇe smeˇrˇuje k distribuci populace jednotneˇ bl´ızˇ´ıc´ı se
Pareto-optima´ln´ı fronteˇ tak, zˇe vsˇechny Pareto rˇesˇen´ı obsahuj´ı stejne´ mnozˇstv´ı je-
dinc˚u.
Princip je na´sleduj´ıc´ı: v prvn´ım kroku je kazˇde´mu rˇesˇen´ı v Pareto sadeˇ prˇiˇrazeno
rea´lne´ cˇ´ıslo o hodnoteˇ s, nazy´vane´ s´ıla: s je u´meˇrne´ k pocˇtu cˇlen˚u obklopene´ popu-
lace. S´ıla Pareto rˇesˇen´ı je stejna´ jako fitness. Postupneˇ, ve druhe´m kroku, jsou jedinci
populace zarˇazeni podle vy´sˇe uvedene´ho zp˚usobu, prˇesto s respektem na vypocˇ´ıtanou
s´ılu. To je pro kazˇde´ho jedince s´ıla vsˇech extern´ıch Pareto rˇesˇen´ı, ktery´mi je v soucˇtu
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Obr. 1.11: Sce´na´rˇe pro vysveˇtlen´ı proble´mu se dveˇma u´cˇely. Pocˇet prˇiˇrazeny´ ke
kazˇde´mu rˇesˇen´ı uda´va´ jeho fitness (a s´ılu v prˇ´ıpadeˇ Pareto bod˚u)[3]
obklopen. Byla prˇida´na jednicˇka do hodnoty rˇesˇen´ı (ta garantuje, zˇe Pareto rˇesˇen´ı se
bude le´pe reprodukovat) a z´ıskali fitness hodnotu f, kde f a N znacˇ´ı velikost populace.
Jestlizˇe maj´ı vsˇechny Pareto rˇesˇen´ı rovnaj´ıc´ı se s´ılu fitness jedinc˚u, je kompletneˇ
urcˇena pocˇtem Pareto bod˚u, ktere´ jej obklopuj´ı – cozˇ se shoduje s procedurou
Pareto klasifikac´ı, kterou jsme zmı´nili jizˇ drˇ´ıve. V prˇ´ıpadeˇ, kdy je populace nesta-
biln´ı, prˇicha´z´ı do hry s´ıla: s´ıla Pareto bodu filtruj´ıc´ı obklopene´ jedince. Pro zlepsˇen´ı
efektu klasifikace, si prˇedstavme c´ılovy´ prostor rozdeˇleny´ do podoblast´ı, ktere´ jsou
definova´ny Pareto sadou: jedinci na´lezˇ´ıc´ı do jedne´ podoblasti jsou vlastneˇ obklo-
peni stejny´mi Pareto body. Obra´zek 1.11 a) ukazuje prˇ´ıklad dvou-dimensiona´ln´ıho
prˇ´ıpadu: trˇi sveˇtle sˇede´ obde´ln´ıky reprezentuj´ı oblasti, ktere´ jsou dominantn´ı jedn´ım
Pareto bodem, podoblast definova´na dveˇma sˇedy´mi obde´ln´ıky je obklopena dveˇma
Pareto body a zby´vaj´ıc´ı oblast je obklopena vsˇemi trˇemi Pareto body. Samozrˇejmeˇ,
zˇe jedinci nalezeni ve sveˇtlejˇs´ıch obde´ln´ıc´ıch maj´ı lepsˇ´ı fitness, nezˇ ty v tmavsˇ´ıch.
Dodatecˇneˇ, jedinci lezˇ´ıc´ı v obde´ln´ıc´ıch obsahuj´ıc´ı mnoho cˇlen˚u populace jsou sn´ızˇene´
ve fitness kontrastu pro lepsˇ´ı izolaci jedinc˚u. Dohromady se SPEA pokousˇ´ı rozdeˇlit
jedince jako a) obde´ln´ıky rovnomeˇrneˇ sˇrafovane´ obsahuj´ıc´ı stejne´ pocˇty rˇesˇen´ı a
b) sveˇtlejˇs´ı obde´ln´ıky obsahuj´ı v´ıce jedinc˚u nezˇ tmavsˇ´ı obdeln´ık.
Opeˇt v kontextu s bezpecˇny´m syste´mem model˚u, Smith, Forrest a Perelson jsou
pouzˇity dveˇ spolupracuj´ıc´ı populace k udrzˇen´ı r˚uznorodosti uvnitrˇ populace. V jejich
prˇ´ıstupu je mnoho
”
kla´n´ı“ jak ohodnotit antiteˇlo. Pro kazˇde´
”
kla´n´ı“ je antigen stejneˇ
jako sada antiteˇl vybra´na na´hodneˇ: v´ıteˇz
”
kla´n´ı“, antiteˇlo, ktere´ souhlas´ı s vybrany´m
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antigenem v nejvysˇsˇ´ım stupni, je vyrˇazeno prˇida´n´ım konstantn´ı hodnoty k jeho fit-
ness. Jak vy´sˇe uveden´ı autorˇi uka´zali, tato metoda je schopna´ rozv´ıjet r˚uznorodost,
spolupracuj´ıc´ı populace a nenada´le´ charakteristiky, ktere´ jsou podobne´ u´cˇasti fit-
ness. Vybrane´ sche´ma pouzˇ´ıvaj´ıc´ı tuto studii je vy´beˇrovy´ bina´rn´ı za´vod. Jak jak
zmı´neˇno, obeˇ populace a extern´ı Pareto sada jsou uvazˇova´ny pro reprodukci: cˇ´ım
mensˇ´ı fitness jedince, t´ım veˇtsˇ´ı pravdeˇpodobnost vybra´n´ı.
1.5.2 Snizˇova´n´ı Patero sad shlukova´n´ım
V jisty´ch proble´mech, mu˚zˇe by´t Pareto-optimal extre´mneˇ velky´, nebo mu˚zˇe dokonce
obsahovat nekonecˇny´ pocˇet rˇesˇen´ı. V tomto prˇ´ıpadeˇ, by bylo nezbytne´ sn´ızˇen´ı pocˇtu
nedominantn´ıch rˇecˇen´ı z teˇchto d˚uvod˚u:
1. Z vy´robn´ıho hlediska se nedaj´ı pouzˇ´ıt vsˇechna nalezena´ Pareto rˇesˇen´ı, kdyzˇ
jejich cˇ´ıslo prˇekracˇuje rozumnou mez. Prˇitom neza´vis´ı, zda chce prozkoumat
prostor c´ıle nebo prˇej´ıt do konecˇne´ho rˇesˇen´ı.
2. Naprˇ´ıklad v prˇ´ıpadeˇ spojity´ch prˇedn´ıch stran Patero. Fyzicky nen´ı mozˇne´ ani
nutneˇ zˇa´douc´ı, aby se vsˇechny vygenerovane´ nedominantn´ı rˇesˇen´ı drzˇela
v hlavn´ı nebo extern´ı pameˇti.
3. Velikost extern´ı Paretovy sady se mu˚zˇe zveˇtsˇit azˇ do na´sobk˚u populacˇn´ı veli-
kosti. Kdyzˇ nastane tato situace, budou te´meˇrˇ vsˇechna Patero rˇesˇen´ı usporˇa´da´na
v pameˇti stejneˇ. To vede k sn´ızˇen´ı selekcˇn´ıho tlaku. Kv˚uli tomuto
”
hleda´n´ı
jehly v kupce sena“ se proces optimalizace podstatneˇ zpomal´ı.
4. Prostor c´ıle, ktery´ je pokryt extern´ı Pareto sadou mu˚zˇe by´t da´le cˇleneˇn do pod-
prostoru. Kazˇdy´ podprostor je spojeny´ s jedinecˇnou podmnozˇinou sady nedo-
minuj´ıc´ıch rˇesˇen´ı. Samozrˇejmeˇ efektivita navrhovane´ho schova´vaj´ıc´ıho mecha-
nismu za´vis´ı na zrnitosti teˇchto podprostor˚u. V optima´ln´ım sce´na´rˇi se vsˇechny
podprostory rovnaj´ı co do velikosti, poddajnosti, maj´ı velmi dobre´ rovnomeˇrne´
rozlozˇen´ı. Mohou se zde, ale take´ vyskytovat velke´ vy´kyvy velikosti podpro-
storu. Z tohoto d˚uvodu je stanoven´ı fitness metody prˇeva´zˇneˇ zalozˇeno na
smeˇrˇova´n´ı ke spolehlivy´m nalezen´ım dane´ oblasti, ktera´ vede k nevyva´zˇene´mu
prˇideˇlova´n´ı populace.
Neˇktere´ metody jsou navrhovane´, aby redukovaly Paretovu sadu na zvla´dnutelnou
velikost. C´ılem teˇchto metod je nejen neorˇezat danou sadu, ale take´ generovat do-
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statecˇnou zastupuj´ıc´ı podmnozˇinu, ktera´ udrzˇuje charakteristicke´ rysy origina´ln´ı
sady. Klastrova´ analy´za prokazatelneˇ splnˇuje tyto pozˇadavky a byla u´speˇsˇneˇ apli-
kova´na na tento proble´m. [15]
Vsˇeobecneˇ se da´ rˇ´ıci, zˇe klastrova´ analy´za rozdeˇluje sb´ırku p za´kladn´ıch prvk˚u do
q skupin relativneˇ stejnorody´ch za´kladn´ıch prvk˚u, kde q < p. Rozdeˇlen´ı do skupin je
za´visle´ na pracovn´ım mechanismu algoritmu dvou forem seskupova´n´ı a oznacˇuje se
jako Morse [15]: rˇ´ızene´ seskupova´n´ı a hierarchicke´ seskupova´n´ı. V jednom kroku se
trˇ´ıd´ı p za´kladn´ı prvky do q skupin, potom na´sleduje opakovane´ spojova´n´ı sousedn´ıch
shluk˚u, dokud nez´ıska´me pozˇadovane´ mnozˇstv´ı skupin. Podle Morseho cˇ´ıslicove´ho
experimentu, ktery´ srovna´val algoritmy seskupova´n´ı obou druh˚u shlukova´n´ı uzˇite´
na proble´m snizˇova´n´ı nedominantn´ıch sad. Z tohoto experimentu doporucˇil Morse
hierarchicke´ metody nad prˇ´ıme´ shlukova´n´ı. A zvla´sˇteˇ na tomto proble´mu fungovali
dobrˇe trˇi hierarchicke´ metody. Jedna z nich je pr˚umeˇrna´ metoda zapojen´ı, ktera´ je
vyuzˇita u SPEA.
Na zacˇa´tku kazˇdy´ prvek Paterovy´ch sad vytva´rˇ´ı za´kladn´ı shluk. Potom se
v kazˇde´m dalˇs´ım kroku vyberou dva shluky, ktere´ jsou sloucˇeni do veˇtsˇ´ıho shluku,
dokud nebude z´ıska´no potrˇebne´ mnozˇstv´ı shluk˚u. Dva shluky jsou vybra´ny podle
krite´ria nejblizˇsˇ´ıho souseda. Vzda´lenost mezi dveˇma shluky dostaneme jako pr˚umeˇr-
nou vzda´lenost mezi pa´ry jedinc˚u naprˇ´ıcˇ dveˇma shluky. Nakonec, kdyzˇ je rozdeˇluj´ıc´ı
procedura u konce, je sn´ızˇen pocˇet Pareto sad. Ktere´ jsou zastoupeny vzˇdy vy´beˇrem
jedince z dane´ho shluku (bod s minima´ln´ı pr˚umeˇrnou vzda´lenost´ı od vsˇech dalˇs´ıch
bod˚u ve shluku).
Cunha, Oliviera a Covas take´ kombinovali multikriteria´ln´ı EA s formou hierar-
chicke´ho shlukova´n´ı tak, aby dosa´hlo rozumne´ velikosti Patero sad. Jejich algorit-
mus, protozˇe uzˇ´ıva´ odliˇsnou metodu shlukova´n´ı, navrhnutou Rosemanem a Gorem,
mus´ı mı´t pro kazˇdy´ c´ıl specifikovanou velikost tolerance. Nav´ıc se liˇs´ı od SPEA
v na´sleduj´ıc´ıch dvou hledisc´ıch 1. nedominantn´ı rˇesˇen´ı nejsou ulozˇena na extern´ı
pameˇti a 2. sd´ılen´ı fitness je udeˇla´no tak, aby uchovalo rozmanitost v populaci.
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1.6 FrameWork WWW NIMBUS
FrameWork NIMBUS je Ne-diferenciovatelny´ interaktivn´ı v´ıcekriteria´ln´ı vla´knoveˇ
ba´zovy´ optimalizacˇn´ı syste´m. Tento syste´m byl vyvinut na Univerziteˇ v Jyva¨skyla¨ na
katedrˇe matematiky a informacˇn´ıch technologi´ı.
Program NIMBUS je vhodny´ jak pro diferencovatelne´ a nediferencivatelne´ v´ı-
cekriteria´ln´ı, tak jednokriteria´ln´ı optimalizaci proble´mu˚. S vyuzˇit´ım linea´rn´ıch a
nelinea´rn´ıch vazeb mezi promeˇnny´mi. Tyto proble´my mus´ı by´t ve tvaru :
optimalizace f1(x),...,fk(x)
subjekt gj(x) ≤ 0, j = 1,...,mi
gj(x) = 0, j = mi,...,m
A1x ≤ b1
A2x = b2
a xl ≤ x ≤ xu
Tab. 1.1: Zada´n´ı prˇ´ıkladu do NIMBUSu
Kde k je cˇ´ıslo c´ılove´ funkce, m je pocˇet nelinea´rn´ıch omezen´ı, rozhodnut´ı o hod-
noteˇ x, jejich doln´ı a horn´ı hranice jsou n-rozmeˇrne´ vektory, b je l -rozmeˇrny´ vektor
a A je 1 x n-rozmeˇrna´ matice linea´rneˇ omezeny´ch koeficient˚u. Take´ zde mohou by´t
zpracova´va´ny celocˇ´ıselne´ promeˇnne´.
Pokud chceme, aby c´ılova´ funkce byla minimalizova´na, mus´ıme jako uzˇivatel
prˇedpokla´dat, zˇe budeme preferovat veˇtsˇ´ı nebo mensˇ´ı hodnotu u´cˇelove´ funkce. Jako
optimalizacˇn´ı pojmy se zde pouzˇ´ıvaj´ı Pareto optimum a Slabe´ Pareto optimum .
Tyto dva pojmy znamenaj´ı toto :
• Pareto optimum - vektor z∗ je Pareto optima´ln´ı, kdyzˇ zˇa´dna´ ze slozˇek z∗
nemu˚zˇe by´t sn´ızˇena bez zvy´sˇen´ı alesponˇ jedne´ z ostatn´ıch slozˇek.
• Slabe´ Pareto optimum - vektor z∗ je Slabeˇ Pareto optima´ln´ı, pokus neexis-
tuje jiny´ vektor, jehozˇ vsˇechny slozˇky jsou lepsˇ´ı nezˇ slozˇky vektoru z∗.[18]
Metody v programu NIMBUS maj´ı takovou ideu, zˇe uzˇivatel zkouma´ hodnoty
u´cˇelovy´ch funkc´ı vypocˇ´ıtany´ch v dane´m rˇesˇen´ı. Da´le se tyto u´cˇelove´ funkce deˇl´ı azˇ
do peˇti trˇ´ıd. Tyto trˇ´ıdy jsou funkcemi na´sleduj´ıc´ıch vy´znamu˚ :
1. Hodnota by meˇla by´t zlepsˇena.
2. Hodnota by meˇla by´t zlepsˇena azˇ do urcˇite´ aspirace u´rovneˇ.
3. Hodnota je pra´veˇ ted’ uspokojiva´.
4. Hodnota mu˚zˇe by´t zmensˇena azˇ do urcˇite´ hranice.
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5. Hodnota se mu˚zˇe libovolneˇ meˇnit.
Novy´ subproble´m je vytvorˇen podle usporˇa´da´n´ı do trˇ´ıd a prˇipojen´ım informace.
Tento proble´m je vyrˇesˇen pomoc´ı multi-kriteria´ln´ı aproximace svazku (MPB), nebo
geneticky´m algoritmem.
Jak bylo strucˇneˇ vysveˇtleno vy´sˇe, klasifikace informac´ı z´ıskany´ch z vyhodno-
cuj´ıc´ıch znak˚u je pouzˇita k vytvorˇen´ı subproble´mu, jenzˇ je pote´ vyrˇesˇen d´ıky kri-
teria´ln´ı optimalizaci. V ten moment mu˚zˇe by´t tento jedno-objektovy´ proble´m vyrˇesˇen
alternativneˇ prˇes soubor loka´ln´ıch aproximac´ı. MPB metoda ,nebo globa´ln´ı metoda
je zalozˇena na geneticke´m algoritmu. Existuj´ı take´ hybridn´ı metody kombinuj´ıc´ı tyto
dveˇ optimalizace dohromady.
Loka´ln´ı PB
Loka´ln´ı vy´pocˇet je aproximac´ı souboru metod vynalezeny´ch pro neodliˇsitelne´ op-
timalizace. Tato metoda mu˚zˇe nale´zt loka´ln´ı minimum d´ıky loka´ln´ı Lipschitzoveˇ
pr˚ubeˇhove´ funkci (prˇedmeˇt v linea´rn´ım cˇi nelinea´rn´ım omezen´ı). Je to sestupna´ me-
toda zalozˇena´ na cˇa´stecˇne´m linea´rn´ım modelu vybudovane´m prˇes sub-stoupa´n´ı. Dı´ky
tomu nemu˚zˇe by´t metoda pouzˇita, pokud nejsou mozˇne´ sub-stoupa´n´ı.
Global
Komplexn´ı rˇesˇen´ı uzˇite´ v NIMBUS syste´mu je zalozˇeno na geneticke´m algoritmu.
Jsou zde dveˇ r˚uzne´ verze komplexn´ıch rˇesˇen´ı, pojmenova´ny Global 1 a Global 2.
Podklad geneticke´ho algoritmu je v identicˇnosti obou komplexn´ıch rˇesˇen´ı, jejich
odliˇsnost je v zacha´zen´ı s rˇ´ıd´ıc´ımi podprogramy.
Global 1
Komplexn´ı rˇesˇen´ı je geneticky´ algoritmus dohromady s rˇ´ıd´ıc´ı technikou navrhnutou
Deb[21]. Neproveditelne´ rˇesˇen´ı se rusˇ´ı ve vy´beˇrove´m sta´diu, proto jsou vzˇdy provedi-
telna´ rˇesˇen´ı preferova´na prˇed teˇmi neprovediteny´mi. Pokud je vy´beˇr prova´deˇn mezi
dveˇmi neproveditelny´mi rˇesˇen´ımi, je vybra´no to, jenzˇ je bl´ızˇ k proveditelne´ oblasti.
Rˇ´ıd´ıc´ı technika zahrnuje pomocny´ parametr.
Global 2
Komplexn´ı rˇesˇen´ı je geneticky´ algoritmus dohromady s metodou
”
adaptivn´ı penalty“
(AP), pro rˇ´ıd´ıc´ı podprogramy. AP metoda se vyhy´ba´ neproveditelny´m rˇesˇen´ım
prˇida´n´ım
”
penalizace“ koeficientu. Tato
”
penalizace“ vzr˚usta´, pokud jsou vsˇechna
nejlepsˇ´ı rˇesˇen´ı prˇeddefinovany´ch cˇ´ısel minuly´ch opakova´n´ı neproveditelna´, naopak
”
penalizace“ klesa´, pokud jsou vsˇechny z nich proveditelne´.
Vy´vojovy´ diagram programu NIMBUS je uveden na na´sleduj´ıc´ım Obra´zku 1.12
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Obr. 1.12: Vy´vojovy´ diagram programu WWW NIMBUS
.
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1.7 A Fast and Elitist Multiobjective Genetic Al-
gorithm (NSGA-II)
1.7.1 Vy´voj algoritmu˚ z rodiny Multiple Objective Evolu-
tionary Algorithm (MOEA)
Beˇhem let 1993-1995 bylo navrzˇeno mnozˇstv´ı r˚uzny´ch EA algoritmu˚ pro rˇesˇen´ı
v´ıcekriteria´ln´ıch optimalizacˇn´ıch proble´mu˚. Z nich Fonseca a Fleming’s MOGA al-
goritmus, Srinivas a Deb’s NSGA algoritmus, a NPGA algoritmus, na sebe strhly
nejveˇtsˇ´ı pozornost. Tyto algoritmy uka´zaly dalˇs´ı potrˇebne´ opera´tory pro prˇemeˇnu
jednoduche´ho EA algoritmu na MOEA algoritmus. Dveˇ spolecˇne´ funkce pro vsˇechny
trˇi opera´tory byly na´sleduj´ıc´ı:
1. Prˇideˇlen´ı fitness funkce populaci na za´kladeˇ nedominantn´ıho trˇ´ıdeˇn´ı
2. Zachova´n´ı rozmanitosti mezi rˇesˇen´ımi te´hozˇ nedominantn´ıho subjektu
I kdyzˇ bylo proka´za´no, zˇe naj´ıt v´ıce nedominantn´ıch rˇesˇen´ı na mnoha zkusˇebn´ıch
proble´mech a rˇadu proble´mu˚ technicky´ch projekt˚u, vy´zkumn´ıci si uveˇdomili, zˇe je
potrˇeba zave´st v´ıce uzˇitecˇny´ch opera´tor˚u (ktere´ byly nalezeny v jednokriteria´ln´ıch
EA) tak, aby bylo rˇesˇen´ı v´ıcekriteria´ln´ıch optimalizacˇn´ıch proble´mu˚ lepsˇ´ı. Zvla´sˇteˇ
pak byl za´jem uprˇen na elitismus, ktery´ meˇl pos´ılit konvergencˇn´ı vlastnosti MOEA
algoritmu. Reference uka´zaly, zˇe elitismus poma´ha´ prˇi dosahova´n´ı lepsˇ´ıch konver-
genc´ı MOEA algoritmu. Zitzler and Thiele’s SPEA algoritmus, Knowles and Corne’s
Pareto-archivn´ı PAES algoritmu a Rudolph’s elitn´ı GA algoritmu, tyto algoritmy
jsou take´ dobrˇe studovatelne´. Prˇesne´ studie teˇchto zmı´neˇny´ch algoritmu˚ zde ne-
budou popisova´ny. Protozˇe s nimi zde nen´ı da´le pracova´no. Vy´sˇe je pouze popsa´n
SPEA. Pro objasneˇn´ı Pareto sady.
Zitzler a Thiele navrhli elitn´ı v´ıcekriteria´ln´ı EA algoritmus s koncepc´ı nedomi-
nance v jejich SPEA algoritmu. Navrhli zachova´n´ı extern´ı populace v kazˇde´ gene-
raci uchova´n´ım nedominantn´ıch rˇesˇen´ı objeveny´ch v zacˇa´tc´ıch inicializacˇn´ı populace.
Tato extern´ı populace se pak pod´ıl´ı na vsˇech geneticky´ch operac´ıch.
V kazˇde´ generaci je kombinovana´ populace z extern´ıch a soucˇasny´ch opulac´ı, ktera´
je vypocˇ´ıta´va´na prˇednostneˇ. Cele´mu pocˇtu nedominantn´ıch rˇesˇen´ı v kombinovane´
populaci je prˇiˇrazena fitness funkce na za´kladeˇ pocˇtu rˇesˇen´ı, kde dominuj´ıc´ım i do-
minantn´ım rˇesˇen´ım jsou prˇiˇrazeny fitness funkce horsˇ´ı, nezˇ nejhorsˇ´ı fitness funkce
nedominuj´ıc´ıch rˇesˇen´ı.
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Toto prˇiˇrazen´ı fitness funkc´ı zajiˇst’uje, zˇe hleda´n´ı je zameˇrˇeno na nedominantn´ı
rˇesˇen´ı. Technika deterministicke´ho shlukova´n´ı se pouzˇ´ıva´ k zajiˇsteˇn´ı rozmanitosti
mezi nedominantn´ımi rˇesˇen´ımi. Prˇestozˇe proveden´ı navrzˇene´ v [19] je O(MN3), se
rˇa´dny´m zaveden´ım slozˇitosti SPEA algoritmu se zmeˇnilo na O(MN2).
Knowles a Corne navrhli jednoduchy´ MOEA algoritmus pomoc´ı single-rodicˇ˚u
a single-potomk˚u EA podobny´m (1+1)-vy´vojove´ strategii. Mı´sto pouzˇit´ı rea´lny´ch
parametr˚u, pouzˇili bina´rn´ı rˇeteˇzce a bina´rn´ı mutace k vytvorˇen´ı potomk˚u. Ve sve´m
PEAS algoritmu s jedn´ım rodicˇem a jedn´ım potomkem, je potomek porovna´va´n s
rodicˇem. Pokud potomek dominuje rodicˇi, je prˇijat jako dalˇs´ı rodicˇ a iterace po-
kracˇuje. Na druhou stranu, pokud potomek rodicˇi nedominuje, je potomek zrusˇen a
je nalezeno nove´ rˇesˇen´ı mutace. Nicme´neˇ, pokud si potomek a rodicˇ navza´jem nedo-
minuj´ı, vy´beˇr je uskutecˇneˇn na za´kladeˇ jejich porovna´n´ı s archivem nejlepsˇ´ıch rˇesˇen´ı
nalezeny´ch v bl´ızkosti. Potomek je srovna´n s archivem, jestli dominuje neˇjaky´m
cˇlen˚um archivu. Pokud ano, je potomek prˇijat jako novy´ rodicˇ a vsˇechny dominuj´ıc´ı
rˇesˇen´ı jsou vymaza´na z archivu. Pokud potomek nedominuje rˇesˇen´ım z archivu, oba
dva, potomek i rodicˇ jsou kontrolova´ni pro jejich bl´ızkost s archivn´ımi rˇesˇen´ımi. Po-
kud se potomek nacha´z´ı v nejme´neˇ prˇeplneˇne´ oblasti kriteria´ln´ı mnozˇiny, je prˇijat
jako rodicˇ a jeho kopie je prˇida´na do archivu. Vyteˇsnˇova´n´ı je vedeno tak, zˇe se cely´
prostor rozdeˇl´ı na deterministicke´ podprostory d∗, kde d je hloubka parametru a n
je pocˇet variabiln´ıch rozhodnut´ı a aktualizace podprostoru prob´ıha´ dynamicky.
Objevitele´ vypocˇ´ıtali nejhorsˇ´ı prˇ´ıpad slozˇitosti PEAS algoritmu k N ohodno-
cen´ım jako O(aMN) kde a je de´lka archivu. Vzhledem k tomu, zˇe de´lka archivu je
obycˇejneˇ vybra´na jako u´meˇrnost populace velikosti N, je celkova´ slozˇitost algoritmu
O(MN2).
Rudolf navrhl, ale nesimuloval, jednoduchy´ elitn´ı MOEA algoritmus zalozˇeny´ na
systematicke´m srovna´va´n´ı jednotlivc˚u z populace rodicˇ˚u i potomk˚u. Nedominantn´ı
rˇesˇen´ı populace potomk˚u bylo porovna´va´no s rˇesˇen´ım populace rodicˇ˚u k vytvorˇen´ı
nedominantn´ıch rˇesˇen´ı, ktere´ jsou vybra´ny jako rodicˇe pro prˇ´ıˇst´ı iteraci. Pokud nen´ı
velikost tohoto souboru veˇtsˇ´ı, nezˇ pozˇadovana´ velikost populace, jsou ostatn´ı po-
tomci prˇida´ni do te´to populace. S touto strategi´ı doka´zal konvergovat tento algorit-
mus na Pareto-optima´ln´ı rˇesˇen´ı. Byla prˇida´na explicitn´ı rozmanitost pro zachova´n´ı
mechanismu, pro veˇtsˇ´ı prakticˇnost. Vzhledem k tomu, zˇe determinismus prvn´ıho
nedominantn´ıho prˇedka je O(MN2) je celkova´ slozˇitost Rudolfova algoritmu take´
O(MN2). V na´sleduj´ıc´ım textu bude uvedeno navrhovane´ nedominantn´ı trˇ´ıdeˇn´ı GA
prˇ´ıstupu, ktere´ se pouzˇ´ıva´ pro rychlou nedominantn´ı trˇ´ıd´ıc´ı proceduru, elitn´ı za-
chova´n´ı prˇ´ıstupu a bezparametra´ln´ı schova´vaj´ıc´ı se opera´tor.
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1.7.2 Popis aplikace NSGA-II
Rychle´ nedominantn´ı rˇesˇen´ı prˇ´ıstupu
Pro prˇehlednost budou nejdrˇ´ıve popsa´ny naivn´ı a pomale´ procedury trˇ´ıdeˇn´ı populace
do r˚uzny´ch nedominantn´ıch u´rovn´ı. Pote´ bude popsa´n rychly´ prˇ´ıstup.
V naivn´ım prˇ´ıstupu, s c´ılem urcˇit rˇesˇen´ı prvn´ı nedominantn´ı fronty v rˇadeˇ po-
pulace s velikost´ı N, kazˇde´ rˇesˇen´ı mu˚zˇe by´t porovna´va´no s kazˇdy´m dalˇs´ım rˇesˇen´ım
populace, pro zjiˇsteˇn´ı, zda je dominantn´ı. To vyzˇaduje O(MN) srovna´n´ı pro kazˇde´
rˇesˇen´ı, kde M je cˇ´ıslo krite´ri´ı. Kdyzˇ tento proces pokracˇuje pro nalezen´ı vsˇech cˇlen˚u
prvn´ı nedominantn´ı stupenˇ v populaci, jeho celkova´ slozˇitost je O(MN2). V te´to fa´zi
jsou vsˇichni jedinci v prvn´ı nedominantn´ı rˇadeˇ nalezeni. Za u´cˇelem nalezen´ı jedinc˚u
v prˇ´ıˇst´ı nedominantn´ı rˇadeˇ, jsou rˇesˇen´ı prvn´ıch rˇad docˇasneˇ nezapocˇ´ıtane´ a postup
se opakuje. V nejhorsˇ´ım prˇ´ıpadeˇ, u´kol nalezen´ı druhe´ rˇady take´ bude vyzˇadovat
vy´pocˇty O(MN2), zvla´sˇteˇ kdyzˇ bude O(N) pocˇet rˇesˇen´ı patrˇit druhe´ a vysˇsˇ´ı nedo-
minantn´ı rˇadeˇ. Tento argument plat´ı pro nalezen´ı trˇet´ı a vysˇsˇ´ı rˇady nedominantn´ıch
u´rovn´ı. Tehdy je nejhorsˇ´ı prˇ´ıpad, kdyzˇ N jsou rˇady a existuje jen jedno rˇesˇen´ı
v kazˇde´ rˇadeˇ. To vyzˇaduje vsˇechny vy´pocˇty a tedy O(MN3). Uchova´va´n´ı O(N) je
pro tento postup nutne´. V na´sleduj´ıc´ım odstavci a v uka´zane´m ko´du: 1.1 (viz. str.
31) bude popsa´n rychly´ nedominantn´ı prˇ´ıstup ke trˇ´ıdeˇn´ı O(MN2) vy´pocˇt˚u.
Za prve´, pro kazˇde´ rˇesˇen´ı jsou vypocˇ´ıta´ny dveˇ entity: 1) dominantn´ı pocˇet np, je
to pocˇet rˇesˇen´ı, ktera´ dominuj´ı v rˇesˇen´ı a 2) sadu rˇesˇen´ı Sp, jenzˇ rˇesˇen´ı p dominuj´ı.
To vyzˇaduje srovna´n´ı O(MN2). Vsˇechna rˇesˇen´ı v prvn´ı nedominantn´ı rˇadeˇ budou
mı´t dominantn´ı cˇ´ıslo nula. Nyn´ı, pro vsˇechna rˇesˇen´ı p kdy np= 0 , bude navsˇt´ıven
kazˇdy´ cˇlen q sady Sp a bude sn´ızˇen jeho dominantn´ı cˇ´ıslo o jedna. Snizˇova´n´ı bude
prova´deˇno tak dlouho, dokud vsˇichni cˇlenove´ q nemaj´ı dominantn´ı cˇ´ıslo nula, pak
jsou umı´steˇna do oddeˇlene´ho seznamu Q a t´ım se vytvorˇ´ı trˇet´ı rˇada. Tento proces
pokracˇuje dokud nejsou definovany vsˇechny fronty.
Pro kazˇde´ rˇesˇen´ı p ve druhe´m nebo vysˇsˇ´ım u´rovni nedominantnosti, ma´ by´t
pro kazˇde´ dominantn´ı pocˇ´ıta´n´ı np vy´sledek vysˇsˇ´ı nezˇ N-1. Tak bude kazˇde´ rˇesˇen´ı p
navsˇt´ıveno v´ıce jak N-1 kra´t prˇed t´ım, nezˇ se jeho dominance sn´ızˇ´ı na nulu. V tomto
bodeˇ je rˇesˇen´ı na u´cˇeloveˇ nedominantn´ı u´rovni a nikdy nebude znovu navsˇt´ıveno.
Dokud je zde v´ıce jak N-1 rˇesˇen´ı, celkova´ vy´pocˇetn´ı slozˇitost je rovna O(N2). To
znamena´, zˇe celkova´ slozˇitost postupu je O(MN2). Jiny´ zp˚usob pro vy´pocˇet te´to
slozˇitosti je realizovat teˇlo vy´pocˇtu takto: prvn´ı vnitrˇn´ı smycˇka (pro kazˇde´ p = τi
) je vykona´na prˇesneˇ N kra´t, tolikra´t jako kazˇdy´ jedinec mu˚zˇe by´t cˇlenem v´ıce jak
jedne´ rˇady a druha´ vnitrˇn´ı smycˇka (pro kazˇde´ n = Sp ) mu˚zˇe by´t provedena ma-
xima´lneˇ N-1 kra´t pro kazˇde´ rˇesˇen´ı jedince v celkove´ slozˇitosti O(MN2). Je d˚ulezˇite´
veˇdeˇt, zˇe acˇkoliv se cˇasova´ slozˇitost sn´ızˇila na O(MN2), pozˇadavek na skladova´n´ı
se zvy´sˇil na O(N2).
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rychle´ nedominantnı´ serˇazenı´ (P)
pro kazˇde´ p ∈ P
Sp = 0
np = 0
pro kazˇde´ q ∈ P
if (p ≺ q) then Kdyzˇ p domunuje q
Sp = Sp
⋃ {q} Prˇida´nı´ q do sady rˇesˇenı´ dominovany´ch p
else if (q ≺ p) then
np = np + 1 Zveˇtsˇenı´ pocˇtu nadvla´dy p o jedna
if np = 0 then
prank = 1
F1 = F1
⋃ {p}
i = 1
zat´ımco Fi 6= 0
Q = 0
pro kazˇde´ p ∈ F1
pro kazˇde´ q ∈ Sp
np = np - 1
if np = 0 then
qrank = i + 1
Q = Q
⋃ {q}
i = i + 1
Fi = Q
Kod: 1.1
Rozmanitost sd´ılen´ı
Jak bylo jizˇ drˇ´ıve zmı´neˇno, je spolu s konvergenc´ı k Pareto-optima´ln´ımu nastaven´ı
take´ potrˇeba, aby EA udrzˇoval stejne´ rozmı´steˇn´ı rˇesˇen´ı v z´ıskany´ch souborech rˇesˇen´ı.
Pu˚vodn´ı NSGA algoritmus pouzˇ´ıval velmi zna´mou funkci sd´ılen´ı prˇ´ıstupu, ktera´ byla
zajiˇsteˇn´ım k zachova´n´ı udrzˇitelne´ rozmanitosti v populaci s vhodny´m nastaven´ım
jejich prˇidruzˇeny´ch parametr˚u. Tato sd´ılej´ıc´ı funkcˇn´ı metoda zahrnuje sd´ılej´ıc´ı para-
metr σshare , ktery´ stanovuje rozsah sd´ılen´ı pozˇadavk˚u v proble´mu. Tento parametr
souvis´ı se zvolenou metrickou vzda´lenost´ı pro vy´pocˇet mı´ry bl´ızkosti mezi dveˇma
cˇleny populace. Parametr σshare oznacˇuje nejveˇtsˇ´ı hodnotu te´to vzda´lenosti, v jej´ımzˇ
ra´mci kazˇde´ dveˇ rˇesˇen´ı spolu sd´ıl´ı fitness funkci. Tento parametr je obvykle zada´va´n
uzˇivatelem, i kdyzˇ zde existuj´ı urcˇite´ pokyny. Jsou zde dva proble´my spojene´ se
sd´ılen´ım funkc´ı:
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1. Vy´kon metody sd´ılen´ı funkc´ı v udrzˇova´n´ı sˇ´ıˇren´ı rˇesˇen´ı za´vis´ı do znacˇne´ mı´ry
na zvolene´ hodnoteˇ σshare.
2. Kazˇde´ rˇesˇen´ı mus´ı by´t porovna´no se vsˇemi dalˇs´ımi rˇesˇen´ımi v populaci, celkova´
slozˇitost toho rˇesˇen´ı je O(N2).
V navrhovane´m NSGA-II algoritmu byl nahrazen funkc´ı sd´ılen´ı prˇ´ıstupu s plneˇ
srovnatelny´m prˇ´ıstupem, ktery´ eliminuje do urcˇite´ mı´ry oba dva vy´sˇe zmı´neˇne´
proble´my. Tento novy´ postup nevyzˇaduje zˇa´dne´ definova´n´ı parametru uzˇivatelem
a take´ ma´ lepsˇ´ı vy´pocˇetn´ı slozˇitost. K popsa´n´ı tohoto postupu mus´ı by´t nejprve de-
finova´na hustotu metricke´ho odhadu a pote´ uka´za´n opera´tor prˇeplneˇn´ı porovna´va´n´ı.
Hustota odhadu
Chceme-li z´ıskat odhad hustoty rˇesˇen´ı okoln´ıch konkre´tn´ıch rˇesˇen´ı v populaci, mus´ıme
vypocˇ´ıtat pr˚umeˇrnou vzda´lenost dvou bod˚u na obou strana´ch krajn´ıch bod˚u tohoto
objektu. Toto mnozˇstv´ı idistance slouzˇ´ı k odhadu obvodu kva´dru, ktery´ tvorˇ´ı pomoc´ı
sousedn´ıch bod˚u jeho vrcholy (je to takzvane´ shlukova´n´ı vzda´lenosti). Na obra´zku
1.13 je uka´za´na zhusˇt’ovac´ı vzda´lenost i -te´ho rˇesˇen´ı v jeho rˇadeˇ je pr˚umeˇrna´ de´lka
strany kva´dru (zobrazena cˇa´rkovaneˇ).
Vy´pocˇet shlukova´n´ı vzda´lenosti vyzˇaduje trˇ´ıdeˇn´ı populace v za´vislosti na kazˇde´
hodnoteˇ kriteria´ln´ı funkce ve vzestupne´m porˇad´ı. Pote´ pro kazˇdou kriteria´ln´ı funkci,
je vzda´lenosti rˇesˇen´ı (rˇesˇen´ı s nejmensˇ´ı a nejveˇtsˇ´ı funkcˇn´ı hodnotou) prˇiˇrazena ne-
konecˇna´ hodnota vzda´lenosti. Vsˇem ostatn´ım meziˇresˇen´ım je prˇiˇrazena vzda´lenost
rovnaj´ıc´ı se absolutn´ımu normalizovane´mu rozd´ılu funkcˇn´ıch hodnot dvou sousedn´ıch
rˇesˇen´ı. Tento vy´pocˇet pokracˇuje dalˇs´ımi kriteria´ln´ımi funkcemi. Celkova´ hodnota
shlukova´n´ı vzda´lenosti se vypocˇ´ıta´ jako soucˇet jednotlivy´ch vzda´lenost´ı odpov´ıdaj´ıc´ı
kazˇde´ kriteria´ln´ı hodnoteˇ. Kazˇda´ kriteria´ln´ı funkce je normalizova´na prˇed vy´pocˇtem
shlukova´n´ı vzda´lenosti. Algoritmus ktery´ je zobrazen v Ko´du : 1.2 ( viz str. 34 )
ukazuje popis vy´pocˇtu shlukova´n´ı vzda´lenosti vsˇech nedominantn´ıch rˇesˇen´ı sad τ .
Zde se τi odkazuje na m-tou hodnotu kriteria´ln´ı funkce jedince i ze sady τ a s pa-
rametry fmaxm a f
min
m , cozˇ jsou hodnoty maxima a minima m-te´ kriteria´ln´ı funkce.
Slozˇitost tohoto postupu je upravena algoritmem. Vhledem k tomu, zˇe je zapojeno
neza´visle´ trˇ´ıdeˇn´ı veˇtsˇiny rˇesˇen´ı (pokud jsou cˇlenove´ vsˇech populac´ı v sadeˇ τ), vy´sˇe
zmı´neˇny´ algoritmus ma´ slozˇitost O(MNlogN).
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Pote´, co je cˇlen˚um vsˇech populac´ı ze sady τ prˇiˇrazena metricka´ vzda´lenost,
mu˚zˇeme porovnat dveˇ rˇesˇen´ı pro jejich rozsah bl´ızkosti s jiny´mi rˇesˇen´ımi. Rˇesˇen´ı
s mensˇ´ı hodnotou te´to vzda´lenosti, ma´ veˇtsˇ´ı hodnotu nezˇ jina´ rˇesˇen´ı. To je prˇesneˇ to,
co bylo porovna´va´no v navrzˇene´m shlukova´n´ı vzda´lenosti popsane´m vy´sˇe. Prˇestozˇe
Obra´zek 1.13 zna´zornˇuje vy´pocˇet pro dveˇ krite´ria, lze to rozsˇ´ıˇrit i na veˇtsˇ´ı pocˇet.
Obr. 1.13: Vy´pocˇet vyteˇsnˇova´n´ı vzda´lenosti. Body oznacˇene´ ve vyplneˇny´ch kruz´ıch
jsou rˇesˇen´ı stejny´ch nedominantn´ıch front.
Opera´tor zhlukova´n´ı vzda´lenosti
Opera´tor shlukova´n´ı vzda´lenosti (≺n) ukazuje proces vy´beˇru v r˚uzny´ch fa´z´ıch al-
goritmu rozlozˇene´ho rovnomeˇrneˇ smeˇrem k Pareto-optima´ln´ı rˇadeˇ. Prˇedpokla´dejme,
zˇe kazˇdy´ jedinec v populaci ma´ dva atributy:
• nedominantn´ı kategorie (irank)
• shlukova´n´ı vzda´lenosti (idistance)
Pak mu˚zˇe by´t definova´no cˇa´stecˇne´ usporˇa´da´n´ı ≺n jako:
i ≺n if(irank < jrank)
nebo ((irank = jrand) a (idistance > jdistance) )
To znamena´, zˇe mezi dveˇma rˇesˇen´ımi s rozd´ılnou kategori´ı nedominantnosti, bude
preferova´no to rˇesˇen´ı, ktere´ je z nizˇsˇ´ı (lepsˇ´ı) kategorie. V opacˇne´m prˇ´ıpadeˇ, pokud
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budou obeˇ rˇesˇen´ı patrˇit do stejne´ kategorie, bude preferova´no to, ktere´ je umı´steˇno
v mensˇ´ı zhusˇt’ovac´ı oblasti. S teˇmito trˇemi inovacemi - rychly´ nedominantn´ı proces
trˇ´ıdeˇn´ı, proces rychle´ho zhusˇt’ova´n´ı vzda´lenost´ı odhadu a jednoduchy´ opera´tor po-
rovna´va´n´ı shlukova´n´ı, je mozˇne´ nyn´ı prˇistoupit k popisu NSGA II algoritmu.
Prˇideˇlova´nı´ shlukova´nı´ vzda´lenostiτ pocˇet rˇesˇenı´ v τ
l = |τ |
pro kazˇde´ i, se nastavı´ τ [i]distance = 0 inicializace vzda´lenosti
pro kazˇde´ krite´rium m
τ = sort(τ ,m) usporˇa´da´nı´ vsˇech hodnot krite´riı´
τ [1]distance = τ [l]distance = ∞ tyto hranicˇnı´ body jsou vzˇdy vybra´ny
for i = 2 to (l - 1) pro vsˇechny ostatnı´ body
τ [i]distance = τ [i]distance + (τ [i+ 1] · m - τ [i− 1] · m) / (fmaxm - fminm )
Kod: 1.2
Hlavn´ı smycˇka
Zpocˇa´tku je vytvorˇena na´hodna´ rodicˇovska´ populace P0 . Da´le je populace rozdeˇlena
na za´kladeˇ nedominance. Kazˇde´mu rˇesˇen´ı je prˇiˇrazena fitness hodnota rovna´ jeho
nedominantn´ımu stupni (1. je nejlepsˇ´ı, 2. je druha´ nejlepsˇ´ı, atd.). Tak se minimali-
zuje fitness funkce podle prˇedpokladu. Za prve´ se pouzˇije obvykla´ bina´rn´ı selekce,
rekombinace a krˇ´ızˇen´ı k vytvorˇen´ı populace potomk˚u Q0 o velikosti N.
Vzhledem k tomu, zˇe elitismus je prˇedstaven jako porovna´n´ı soucˇasne´ populace
s drˇ´ıve nalezeny´m nejlepsˇ´ım nedominantn´ım rˇesˇen´ım, proces je rozd´ılny´ od tvorby
pocˇa´tecˇn´ı generace. Nejprve je popsa´na τ -ta´ generace navrhovane´ho algoritmu, ktera´
je uka´za´na v ko´du: 1.3 (viz str. 36 ). Postupneˇ se ukazuje, zˇe proces NSGA-II al-
goritmu je jednoduchy´ a prˇ´ımocˇary´. Za prve´ je zformova´na populace Rt = Pt ∪Qt.
Populace Rt ma´ velikost 2N. Pote´ je populace Rt rozdeˇlena podle nedominance. Je-
likozˇ jsou vsˇechny prˇedchoz´ı a momenta´ln´ı populace soucˇa´st´ı Rt, elitismus je zajiˇsteˇn.
Nyn´ı jsou rˇesˇen´ı patrˇ´ıc´ı do nejlepsˇ´ı nedominantn´ı sady F1 nejlepsˇ´ım rˇesˇen´ım v kom-
binovane´ populaci a mus´ı na neˇ by´t kladen veˇtsˇ´ı d˚uraz nezˇ na ostatn´ı kombinovane´
populace. Pokud je velikost F1 mensˇ´ı nezˇ N, jsou cˇlenove´ F1 definitivneˇ vybra´ni jako
nova´ populace Rt+1. Zby´vaj´ıc´ı cˇlenove´ populace Rt+1 jsou vyb´ıra´ni z na´sleduj´ıc´ıch
nedominantn´ıch rˇesˇen´ı v porˇad´ı podle kategorie. Rˇesˇen´ı do sady F2 jsou vybra´na da´le
na´sleduj´ı rˇesˇen´ı sady F3 atd.. Tento postup pokracˇuje azˇ do doby, kdy uzˇ nemohou
dalˇs´ı sady vyhovovat. Je vzato, zˇe sada F1 je posledn´ı nedominantn´ı nastavena´ sada,
po ktere´ jizˇ zˇa´dna´ dalˇs´ı nemu˚zˇe by´t vyhovuj´ıc´ı.
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Obecneˇ plat´ı, zˇe pocˇet rˇesˇen´ı ve vsˇech sada´ch od F1 po Ft by meˇly by´t veˇtsˇ´ı nezˇ
velikost populace. Ma´-li by´t zvoleno N cˇlen˚u populace, mus´ı by´t rˇesˇen´ı z posledn´ı
rˇady F1 serˇazena pomoc´ı pouzˇit´ı opera´toru shlukova´n´ı vzda´lenosti (≺n) v sestupne´m
porˇad´ı a vybra´no nejlepsˇ´ı rˇesˇen´ı, nebot’ je potrˇeba vyplnit vsˇechny populacˇn´ı mezery.
Postup NSGA-II algoritmu je take´ uveden na Obra´zku 1.14 .
Obr. 1.14: Procedura NSGA II
Nova´ populace Pt+1 velikosti N je pouzˇita pro vy´beˇr, krˇ´ızˇen´ı a mutaci k vy-
tvorˇen´ı nove´ populace Q1 velikosti N. Je d˚ulezˇite´ si zapamatovat, zˇe je pouzˇit
opera´tor vy´beˇru pomoc´ı bina´rn´ıho za´pasu, ale vy´beˇrove´ krite´rium je nyn´ı zalozˇeno
na opera´toru shlukova´n´ı vzda´lenosti (≺n). Vzhledem k tomu, zˇe tento opera´tor
vyzˇaduje kategorie a shlukova´n´ı vzda´lenosti pro kazˇde´ rˇesˇen´ı v populaci, spocˇ´ıta´
se tato mnozˇstv´ı, kdyzˇ je zformova´na populace Pt+1, jak je uka´za´no v algoritmu
oznacˇene´m ko´d: 1.3. Nyn´ı je potrˇeba zva´zˇit slozˇitost jedne´ iterace cele´ho algoritmu.
Za´kladn´ı operace a jejich nejhorsˇ´ı prˇ´ıpad slozˇitosti jsou na´sleduj´ıc´ı:
1. Nedominantn´ı trˇ´ıdeˇn´ı O(M(2N)2).
2. Shlukova´n´ı vzda´lenosti je prˇiˇrazena O(M(2N)log(2N)).
3. Trˇ´ıdeˇn´ı v (≺n) je O(2Nlog(2N)).
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Celkova´ slozˇitost algoritmu je O(MN2), cozˇ je rˇ´ızeno nedominantn´ı trˇ´ıd´ıc´ı cˇa´st´ı
algoritmu. Pokud bude vsˇe provedeno pecˇliveˇ, kompletn´ı populace o velikosti 2N
nepotrˇebuje by´t trˇ´ıdeˇna podle nedominance. Jakmile trˇ´ıd´ıc´ı postup najde dostatek
pocˇt˚u front pro 2N pocˇt˚u cˇlen˚u v Pt+1, nen´ı zde dalˇs´ı d˚uvod pro pokracˇova´n´ı
v trˇ´ıd´ıc´ım procesu.
Rozmanitost mezi nedominantn´ımi rˇesˇen´ımi je zavedena pouzˇit´ım procesu shlu-
kova´n´ı vzda´lenosti, ktery´ je pouzˇit ve vy´beˇru a beˇhem redukcˇn´ı fa´ze populace. Vzhle-
dem k tomu, zˇe kompletn´ı rˇesˇen´ı s jejich shlukova´n´ım vzda´lenost´ı (a meˇrˇen´ım hustoty
rˇesˇen´ı soused˚u) nen´ı extra schova´vaj´ıc´ı se parametr (jako je potrˇebne´ σshare u NSGA)
potrˇebny´. Acˇkoli je shlukova´c´ı vzda´lenost pocˇ´ıta´na v kriteria´ln´ı oblasti, mu˚zˇe by´t
take´ implementova´na v parametricke´ oblasti, pokud je to pozˇadova´no.
Rt = Pt
⋃
Qt 1.
F = rychle-nedominantni-serazeniRt 2.
Pt+1 = 0 a i = 1
dokud |Pt+1|+ |Fi| ≤ N 3.
pridelovani-shlukovani-vzdalenosti(Fi) 4.
Pt+1 = Pt+1
⋃
Fi 5.
i = i + 1 6.
serazeni(Fi ≺n) 7.
Pt+i = Pt+i
⋃
Fi [1 : (N − |Pt+i|)] 8.
Qt+1 = vytvorit-novou-populaciP 9.
t = t + 1 10.
Kod: 1.3
1. Kombinuje rodicˇe a potomky populace.
2. F = (F1,F2,...), vsˇechny nedominantn´ı rˇady Rt.
3. Dokud nen´ı populace rodicˇ˚u naplneˇna.
4. Vypocˇ´ıta´n´ı shlukova´n´ı vzda´lenosti v Fi.
5. Zahrne i -tou nedominantn´ı rˇadu do rodicˇovske´ populace.
6. Kontroluje dalˇs´ı rˇady pro zapocˇ´ıta´n´ı.
7. Pomoc´ı ≺n usporˇa´da´ v sestupne´m porˇad´ı.
8. Vybere prvn´ı (N -|Pt+1| ) prvek Fi.
9. Pouzˇije se vy´beˇr, krˇ´ızˇen´ı a mutace pro vytvorˇen´ı nove´ populace Qt+1.
10. Zvy´sˇ´ı se generacˇn´ı cˇ´ıtadlo.
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2 APLIKACE ALGORITMU˚
2.1 Aplikace algoritmu VEGA na vy´beˇr nosny´ch
sloup˚u
Jako prvn´ı bylo zapotrˇeb´ı zvolit parametry, podle ktery´ch se bude toto teˇleso vyb´ırat.
V tomto prˇ´ıpadeˇ je to objem teˇlesa, ktery´ byl zvolen jako maxima´ln´ı. Potom jeho
plochu a va´hu vztazˇenou na hmotnost oceli. Obeˇ tyto hodnoty jsou pozˇadova´ny aby
byly minima´ln´ı. Aby bylo mozˇne´ urcˇit jestli tyto parametry jsou maxima´ln´ı nebo
minima´ln´ı mus´ı by´t zvoleny omezuj´ıc´ı funkce. Tyto funkce jsou zde da´ny velikost´ı
jednotlivy´ch stran kva´dru. Tedy teˇlesa, ktere´ bude upravova´no. Tyto strany jsou
limitova´ny takto:
Sˇ´ıˇrka 10 ÷ 100 cm
Hloubka 5 ÷ 50 cm
Vy´sˇka 200 ÷ 800 cm
Tab. 2.1: Rozmez´ı velikosti stran
Dı´ky znalostem teˇchto omezen´ı mu˚zˇe by´t pohodlneˇ urcˇeno maximum a minimum
vy´sˇe zvoleny´ch parametr˚u. V tabulce 2.2 jsou uka´za´ny rovnice, na vy´pocˇet teˇchto
maxim a minim za pomoc´ı prˇedem zvoleny´ch hodnot.
Promeˇnna´ Rovnice
fitness1max 100 * 50 * 800
fitness1min 10 * 5 * 200
fitness2max 2*( 100*50 + 50*800 + 100*800 )
fitness2min 2 * ( 10*5 + 5*200 + 10*200 )
fitness3max ((100*50*800)/1000000)*7850
fitness3min ((10 * 5 * 200)/1000000)*7850
Tab. 2.2: Rovnice pro vy´pocˇet maxima a minima fitness funkc´ı
Vy´sledne´ vy´pocˇty vy´sˇe uvedeny´ch rovnic jsou uvedeny v tabulce 2.3. Pokud
jsou jizˇ zna´my tyto hodnoty, mu˚zˇou by´t zvoleny potrˇebne´ fitness funkce. Pro kazˇde´
krite´rium, co bude optimalizova´no, mus´ı by´t zvolena jedna. V tomto prˇ´ıpadeˇ jsou
tedy zvoleny trˇi fitness funkce. Fitness funkce jsou zde rovnice pro prˇedem definovane´
krite´ria, ktera´ vrac´ı uzˇitek jednotlivy´ch parametr˚u.
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Promeˇnna´ Minimum Maximum Jednotky
Objem 10000 4000000 cm3
Plocha 6100 250000 cm3
Va´ha 78,5 31400 Kg/m3
Tab. 2.3: Maxima´ln´ı a minima´ln´ı hodnoty promeˇnny´ch
Tyto rovnice mohou by´t stanoveny podle vlastn´ıho uva´zˇen´ı, nemus´ı by´t spojite´
ani diferencovatelne´, nebo monoto´nn´ı a take´ mohou j´ıt proti sobeˇ. Zde byly zvoleny
pro tento proble´m tyto trˇi fitness rovnice:
Rovnice fitness pro Objem:
fitness1 = [[(x1 ∗ x2 ∗ x3)− 1000]/(4000000− 1000)] ∗ 100 (2.1)
Rovnice fitness pro Plochu:
fitness2 = [[2∗[(x1∗x2)+(x2∗x3)+(x1+x3)]−6100]/(250000−6100)]∗100 (2.2)
Rovnice fitness pro Va´hu:
fitness3 = [[(x1 ∗ x2 ∗ x3)− 78.5000]/(31400− 78.5000)] ∗ 100 (2.3)
Po stanoven´ı vsˇech fitness funkc´ı, je zapotrˇeb´ı vygenerovat urcˇite´ mnozˇstv´ı pocˇa´tecˇn´ıch
na´hodny´ch rˇesˇen´ı. Jedno z vygenerovany´ch pocˇa´tecˇn´ıch rˇesˇen´ı mu˚zˇe vypadat takto:
Sˇ´ırˇka = 48cm, Hloubka = 47cm a Vy´sˇka = 638cm; z teˇchto hodnot se vypocˇ´ıtaj´ı
hledane´ promeˇnne´ a to jsou tyto: Objem = 1471097cm3 , Plocha = 127207cm3 a
Va´ha = 11548Kg/m3.
Takto vygenerovana´ skupina rˇesˇen´ı je na´hodneˇ rozdeˇlena do tolika skupin, kolik
je fitness funkc´ı. V tomto prˇ´ıpadeˇ to bude do trˇ´ı skupin. Kazˇde´ skupineˇ se nyn´ı
prˇiˇrad´ı jedna fitness funkce. Potom bude kazˇdy´ jedinec v dane´ skupineˇ ohodnocen
pra´veˇ jednou fitness funkc´ı. Pro jedince v prvn´ı skupineˇ to bude pouze fitness funkce
fitness1, pro jedince v druhe´ skupineˇ to bude pouze fitness funkce fitness2 atd. Po-
kud jsou ohodnoceni vsˇechny jedinci v dany´ch skupina´ch. Jsou da´le serˇazeni podle
prˇideˇleny´ch fitness funkc´ı.
Nyn´ı prˇicha´z´ı na rˇadu krˇ´ızˇen´ı. Procesu krˇ´ızˇen´ı se zu´cˇastn´ı vzˇdy 5 nejlepsˇ´ıch rˇesˇen´ı
z kazˇde´ skupiny, ktere´ byli prˇedt´ım ohodnoceny prˇ´ıslusˇny´mi fitness funkcemi. Krˇ´ızˇen´ı
se provede na´hodny´m zp˚usobem a to naprˇ´ıklad takto:
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V prvn´ı skupineˇ bylo naprˇ´ıklad nejlepsˇ´ı rˇesˇen´ı a1, ve druhe´ a2, ve trˇet´ı a3.
b1 = 0.5 ∗ a1 + 0, 5 ∗ a2
b2 = 0.5 ∗ a1 + 0, 5 ∗ a3
b3 = 0.5 ∗ a2 + 0, 5 ∗ a1
b4 = 0.5 ∗ a2 + 0, 5 ∗ a3 (2.4)
b5 = 0.5 ∗ a3 + 0, 5 ∗ a1
b6 = 0.5 ∗ a3 + 0, 5 ∗ a2
atd.
Tento prˇ´ıklad je jen uka´zkovy´. Prˇesny´ prˇ´ıklad krˇ´ızˇen´ı bude uveden v dalˇs´ı cˇa´sti
pra´ce. Protozˇe koeficienty jsou voleny na´hodny´m procesem. Po operaci krˇ´ızˇen´ı jsou
noveˇ vznikla´ rˇesˇen´ı b zapsa´na do nove´ populace populacePoKrizeni o velikosti N
prvk˚u.
Na´sleduj´ıc´ı operace, ktera´ bude nad pocˇa´tecˇn´ı populac´ı provedena, bude operace
Mutace. Zde jsou bra´na postupneˇ vsˇechna rˇesˇen´ı v pocˇa´tecˇn´ı populaci a na´hodny´m
zp˚usobem je zmeˇneˇn jeden parametr kazˇde´ho tohoto rˇesˇen´ı. Po te´to zmeˇneˇ je vznikle´
rˇesˇen´ı vlozˇeno do noveˇ vytvorˇene´ populace populacePoMutaci.
Jako posledn´ı krok se prova´d´ı vytvorˇen´ı nove´ populace. Tato populace se vytvorˇ´ı
sloucˇen´ım cˇlen˚u z populacePoKrizeni, populacePoMutaci a pocatecniPopulace. Pocˇet
cˇlen˚u, kterˇ´ı budou z teˇchto populac´ı bra´ni, jsou zvoleni takto: 75 cˇlen˚u z populacePo-
Krizeni, 25 cˇlen˚u z populacePoMutaci a 25 cˇlen˚u z pocatecniPopulace. Po vytvorˇen´ı
nove´ populace bude cely´ tento proces opakova´n od bodu rozdeˇlen´ı na trˇi skupiny.
Tento cyklus bude opakova´n po dobu prˇedem zvoleny´ch generac´ı. Po uplynut´ı
vsˇech generac´ı vznikne vy´sledna´ populace. Rˇesˇen´ı z te´to populace, ktera´ budou
uka´za´na, budou vybra´na pomoc´ı vyuzˇit´ı fitness funkc´ı. A tato rˇesˇen´ı budou zob-
razena v prˇ´ıslusˇne´ tabulce.
2.2 Popis algoritmu VEGA zpracovane´ho v jazyce
JAVA
Pro zpracova´n´ı tohoto algoritmu je vybra´n program Eclipse. V tomto programu je
naprogramova´n algoritmus VEGA. Jako prvn´ı je nutne´ zvolit Vektory, do ktery´ch
jsou zapisova´ny jednotliv´ı cˇlenove´ populace. Na na´sleduj´ıc´ı rovnici je videˇt jejich
definice.
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public static Vector<Vector<Float>> mujVektorFloat ...
= new Vector<Vector<Float>>();
Ko´d: 2.1
Ke generova´n´ı pocˇa´tecˇn´ı populace je vyuzˇit cyklus for pro jednotlive´ cˇleny popu-
lace. A pro generova´n´ı na´hodny´ch cˇ´ısel promeˇnny´ch je pouzˇita matematicka´ funkce
Random. Po vygenerova´n´ı jednoho cˇlenu populace, mus´ı by´t tento cˇlen zapsa´n do
pocˇa´tecˇn´ı populace.
for (int i = 0; i < num ;i++) {
Vector<Float> v = new Vector<Float>(7);
v.add((float)(i+1)); // prˇida´nı´ ID do vektoru
v.add(10 + (float) (Math.random() * (100 - 10) + 0.5)); //sˇı´rˇka
v.add(5 + (float) (Math.random() * (50 - 5) + 0.5)); // hloubka
...
mujVektorFloat.add(v);
Ko´d: 2.2
Po vygenerova´n´ı cele´ pocˇa´tecˇn´ı populace je tato populace rozdeˇlena na trˇi sku-
piny, podle jednotlivy´ch promeˇnny´ch ktere´ budou optimalizova´ny. Toto rozdeˇlen´ı
je udeˇla´no pomoc´ı zbytku po celocˇ´ıselne´m deˇlen´ı. Pokud je porˇad´ı cˇlena ve vek-
toru deˇlitelne´ trˇemi, prˇesune se do prvn´ı skupiny. Pokud nen´ı, testuje se da´le na
deˇlitelnost dveˇma. Prˇi deˇlitelnosti dveˇma se prˇiˇrad´ı do druhe´ skupiny. A kdyzˇ cˇlen
nen´ı deˇlitelny´ dveˇma ani trˇemi, prˇiˇrad´ı se do trˇet´ı skupiny.
for (int i = 0; i < mujVektorFloat.size() ; i++) {
if (i%3 == 0) {
Vector<Float> druhaTretina = new Vector<Float>();
druhaTretina = mujVektorFloat.get(i);
skupinaFitness2.add(druhaTretina);
}
else if (i%2 == 0) {
Vector<Float> jednaTretina = new Vector<Float>();
jednaTretina = mujVektorFloat.get(i);
skupinaFitness1.add(jednaTretina);
}
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else {
Vector<Float> treniTretina = new Vector<Float>();
treniTretina = mujVektorFloat.get(i);
skupinaFitness3.add(treniTretina);
}
}
Ko´d: 2.3
Na´sleduje ohodnocen´ı kazˇde´ho cˇlena skupiny prˇ´ıslusˇnou fitness funkc´ı na urcˇen´ı
jeho uzˇitecˇnosti. Hodnoty fitness funkc´ı se pohybuj´ı v rozmez´ı od nuly do sta. U
fitness funkce objemu je stanovena jako nejlepsˇ´ı nejveˇtsˇ´ı hodnota fitness funkce.
Proto po ohodnocen´ı vsˇech cˇlen˚u populace jsou tyto cˇleni srovna´ni od nejveˇtsˇ´ı po
nejmensˇ´ı podle hodnoty fitness. Jak je to realizova´no v programu je videˇt n´ızˇe.
for (int i = 0; i < skupinaFitness1.size(); i++) {
fitness1 = ((skupinaFitness1.get(i).get(4) -
- 1000)/(4*10^6 - 1000))*100;
skupinaFitness1.get(i).addElement(fitness1);
}
int n = skupinaFitness1.size();
for (int pass = 1; pass < n; pass++) {
for (int i = 0; i < n - pass; i++) {
if (skupinaFitness1.get(i).get(7) < skupinaFitness1
.get(i + 1).get(7)) {
Vector<Float> pom = new Vector<Float>(3);
pom.addAll(skupinaFitness1.get(i));
skupinaFitness1.set(i, skupinaFitness1.get(i + 1));
skupinaFitness1.set((i + 1), pom);
}
}
}
Ko´d: 2.4
U´plneˇ stejneˇ je ohodnocena i druha´ a trˇet´ı skupinu podle jejich fitness funkc´ı.
Ale jelikozˇ je u druhe´ i trˇet´ı fitness funkce pozˇadova´no, aby byla co nejmensˇ´ı, musej´ı
se jej´ı cˇleni serˇadit od nejmensˇ´ıho po nejveˇtsˇ´ı podle te´to hodnoty.
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Kdyzˇ jsou vsˇichni cˇleni ve vsˇech skupina´ch serˇazeni podle toho jak je zapotrˇeb´ı.
Vezme se nejlepsˇ´ıch peˇt z kazˇde´ skupiny a postupneˇ se mezi sebou zkrˇ´ızˇ´ı. To je
realizova´no pomoc´ı dvou vnorˇeny´ch cykl˚u For a jednoho cyklu Switch. Je vzat vzˇdy
jeden cˇlen a v prvn´ım cyklu For, je vlozˇen do pomocne´ promeˇnne´. V druhe´m cyklu
for se provede to same´ s cˇlenem druhe´ skupiny. Potom jsou tyto pomocne´ promeˇnne´
mezi sebou na´hodneˇ krˇ´ızˇeny za pomoc´ı cyklu Switch. Mı´sto krˇ´ızˇen´ı se urcˇuje podle
na´hodneˇ vygenerovane´ho cˇ´ısla za pomoc´ı matematicke´ funkce Random a na´sledneˇ
za pomoci cyklu Switch se provede krˇ´ızˇen´ı. Po krˇ´ızˇen´ı vzniknou dva novy´ cˇleni, kterˇ´ı
jsou zapsa´ni do promeˇnne´ populacePoKrˇ´ıˇzen´ı.
for (int i = 0; i < 5; i++) {
Vector<Float> pomocna1 = new Vector<Float>();
pomocna1.add(skupinaFitness1.get(i).get(1));
pomocna1.add(skupinaFitness1.get(i).get(2));
pomocna1.add(skupinaFitness1.get(i).get(3));
for (int j = 0; j < 5; j++) {
Vector<Float> clenPoKrizeni1 = new Vector<Float>();
Vector<Float> clenPoKrizeni2 = new Vector<Float>();
Vector<Float> pomocna2 = new Vector<Float>();
pomocna2.add(skupinaFitness2.get(j).get(1));
pomocna2.add(skupinaFitness2.get(j).get(2));
pomocna2.add(skupinaFitness2.get(j).get(3));
int clenKrizeni = 1 + (int) (Math.random() * (2 - 1));
switch (clenKrizeni) {
case 1:
clenPoKrizeni1.add(0f);
clenPoKrizeni1.add(pomocna1.get(0));
clenPoKrizeni1.add(pomocna2.get(1));
clenPoKrizeni1.add(pomocna2.get(2));
clenPoKrizeni2.add(0f);
clenPoKrizeni2.add(pomocna2.get(0));
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clenPoKrizeni2.add(pomocna1.get(1));
clenPoKrizeni2.add(pomocna1.get(2));
populaceKrizenim.add(clenPoKrizeni1);
populaceKrizenim.add(clenPoKrizeni2);
break;
Ko´d: 2.5
Tento proces se opakuje dokud nen´ı zkrˇ´ızˇen kazˇdy´ vybrany´ cˇlen s kazˇdy´m. T´ım se
z´ıska´ promeˇnna´ populaceKrizenim. Jako dalˇs´ı operace na´sleduje mutace. Zde je opeˇt
vyuzˇil cyklu For a Switch. Nejprve se mis´ı cˇlena z pocˇa´tecˇn´ı populace prˇeve´st do po-
mocne´ promeˇnne´ tmp. A pote´ opeˇt pomoc´ı matematicke´ funkce Random vygenerovat
na´hodne´ cˇ´ıslo, ktere´ odpov´ıda´ promeˇnne´ v jednom cˇlenu, ktery´ bude mutova´n. Tedy
nahrazena na´hodnou hodnotou ze stejne´ho intervalu. Potom je zapotrˇeb´ı prˇepocˇ´ıtat
promeˇnne´, ktere´ z te´to mutovac´ı promeˇnne´ vycha´zej´ı. A novy´ cˇlen se ulozˇ´ı do nove´
promeˇnne´ populacePoMutaci. Tento proces je opakova´n pro vsˇechny cˇleny prˇ´ıslusˇne´
populace.
Vector<Float> tmp;
for (int i = 0; i < mujVektorFloat.size(); i++) {
tmp = new Vector<Float>(mujVektorFloat.get(i));
int clenMutace = 1 + (int) (Math.random() * (4 - 1));
switch (clenMutace) {
case 1:
tmp.set(1,10 + (float) (Math.random() * (100 - 10) + 0.5));
tmp.set(4,(tmp.get(1)*tmp.get(2)*tmp.get(3))); //objem
tmp.set(5,(2* ((tmp.get(1) * tmp.get(2))+(tmp.get(2) *
* tmp.get(3))+(tmp.get(1) * tmp.get(3)))));
tmp.set(6,((tmp.get(4)/1000000)*7850)); // vaha
populacePoMutaci.add(tmp);
break;
Ko´d: 2.6
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Po proveden´ı obou operac´ı, tedy mutace i krˇ´ızˇen´ı. Je zapotrˇeb´ı vz´ıt urcˇity´ pocˇet
cˇlen˚u z kazˇde´ populace, ktera´ vznikla. A ulozˇit je do promeˇnne´ nova´Populace.
for (int i = 0; i < 100; i++) {
int index = 0 + (int) (Math.random() * (150 - 0));
novaPopulace.add(populaceKrizenim.get(index));
}
for (int i = 0; i < 25; i++) {
populacePuvodni.get(i).remove(7);
novaPopulace.add(populacePuvodni.get(i));
}
for (int i = 0; i < 25; i++) {
populacePoMutaci.get(i).remove(7);
novaPopulace.add(populacePoMutaci.get(i));
}
Ko´d: 2.7
Tato nova´ populace je prˇevedena opeˇt na zacˇa´tek algoritmu a cely´ tento cyklus se
opakuje tak dlouho, kolik je stanoveno generac´ı. Po pr˚ubeˇhu vsˇech stanoveny´ch gene-
rac´ı se vezme posledn´ı populace, ktera´ vznikla. Tato posledn´ı generace je bra´na jako
skupina rˇesˇen´ı. Na´hodneˇ vybrany´ch 50 rˇesˇen´ı z te´to sady je umı´steˇno do vy´stupn´ı
tabulky, ktera´ je cˇerveneˇ oznacˇena´ na Obra´zku 2.1 .
Na´sledneˇ je do grafu vynesena za´vislost hodnot fitness funkc´ı na prob´ıhaj´ıc´ı ge-
neraci. Z kazˇde´ generaci je vzat pr˚umeˇr z peˇti nejlepsˇ´ıch rˇesˇen´ı. Aby bylo videˇt jak
se fitness funkce upravuj´ı s rostouc´ım pocˇtem generac´ı do hodnot, aby vyhovovaly
nasˇim pozˇadavk˚um. Tento graf je uka´za´n na Obra´zku 2.2 a vztahuje se na 20 gene-
rac´ı. Na´sleduj´ıc´ı dva grafy jsou tvorˇeny cˇtyrˇmi na´hodneˇ vybrany´mi rˇecˇen´ımi
z konecˇne´ skupiny. Prvn´ı graf (Obra´zek 2.3) zobrazuje jednotlive´ hodnoty vy´sledk˚u
v absolutn´ım tvaru. Druha´ graf (Obra´zek 2.4) zna´zornˇuje relativn´ı zobrazen´ı hodnot
jednotlivy´ch vy´sledk˚u.
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Obr. 2.1: Aplikace algoritmu VEGA v JAVEˇ
Obr. 2.2: Vy´voj fitness funkc´ı za´visly´ch na generac´ıch
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Obr. 2.3: Zobrazen´ı na´hodneˇ vybrany´ch rˇesˇen´ı v absolutn´ı hodnoteˇ
Obr. 2.4: Zobrazen´ı na´hodneˇ vybrany´ch rˇesˇen´ı v procentua´ln´ı oblasti
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2.3 Pouzˇit´ı FrameWorku WWW NIMBUS
Dalˇs´ım u´kolem bylo srovna´n´ı vy´sˇe naprogramovane´ho algoritmu s neˇjaky´m jizˇ vy-
tvorˇeny´m FrameWorkem na geneticke´ algoritmy. Vsˇechny nalezene´ FrameWorky
meˇli jednu nevy´hodu. Proble´m se v nich nedal dost dobrˇe specifikovat. Nakonec byl
nalezen internetovy´ na´stroj s na´zvem WWW NIMBUS . Ktery´ prˇesneˇ splnˇoval
pozˇadavky. Da´le je zde popsa´no, jak se s dany´m na´strojem pracuje. Nejprve je nutno
specifikovat pocˇa´tecˇn´ı proble´m. Na Obra´zku 2.5 je zachyceno pole pro toto zada´va´n´ı.
Do pole s cˇerveny´m cˇ´ıslem 1. se zapisuje na´zev proble´mu. Do pole 2. se vyplnˇuje
popis dane´ho proble´mu. To se deˇla´ pro prˇehlednost, kdyzˇ v databa´zi bude hodneˇ
projekt˚u. Pole 3. je vyuzˇito pro zada´va´n´ı pocˇtu funkc´ı, ktere´ budou optimalizova´ny.
V tomto prˇ´ıpadeˇ to jsou trˇi funkce. V poli 4. se zada´va´ pocˇet promeˇnny´ch. V po-
sledn´ıch trˇech pol´ıch oznacˇeny´ch jako 5. se zada´vaj´ı dalˇs´ı vlastnosti proble´mu jako je
naprˇ´ıklad linea´rn´ı vazba atd. Tyto zbyle´ trˇi pole z˚ustanou pro tento proble´m volna´.
Obr. 2.5: Zada´va´n´ı proble´mu do WWW NIMBUS
Po nastaven´ı vsˇech potrˇebny´ch hodnot je mozˇne´ postoupit na dalˇs´ı obrazovku. Na
te´to obrazovce (Obra´zek 2.6 ) se nastavuj´ı prˇesne´ rovnice. V tomto prˇ´ıpadeˇ rovnice
pro Objem, Plochu a Va´hu. A parametry jestli hodnoty teˇchto rovnice maj´ı by´t
maxima´ln´ı nebo minima´ln´ı a na´zvy teˇchto rovnic. Da´le je zde mozˇne´ nastavit doln´ı
a hodn´ı hranici teˇchto funkc´ı. Zde nebudou nenastaveny, jelikozˇ tyto hranice jsou
tvorˇeny limitac´ı stran kva´dru. Toto vsˇe se da´ nastavit v rˇa´dc´ıch 1., 2. a 3. . Na rˇa´dc´ıch
4., 5. a 6. se nastavuj´ı parametry jednotlivy´ch promeˇnny´ch. Jejich na´zev, doln´ı a
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horn´ı hranice, vy´choz´ı hodnota teˇchto promeˇnny´ch. A take´ jestli to maj´ı by´t jen
celocˇ´ıselne´ hodnoty. Zvolene´ rovnice a intervaly promeˇnny´ch jsou videˇt na Obra´zku
2.6 . Je zde i videˇt zˇe zde nejsou pouzˇity celocˇ´ıselne´ hodnoty. Posledn´ı rˇa´dek (7.), co
se zde da´ nastavit, uda´va´, jak se bude prova´deˇt optimalizace. Je zde peˇt mozˇnost´ı
jak optimalizaci prova´deˇt. Jen Local, Global 1 a Global 2. A jejich kombinace tedy
Local + Global 1 a Local + Global 2. Vysveˇtlen´ı, jak ktera´ optimalizace funguje
je jizˇ zmı´neˇno v teoreticke´ cˇa´sti. Pro tuto u´lohu byla zvolena optimalizace pomoc´ı
Local + Global 1.
Obr. 2.6: Nastaven´ı rovnic a interval˚u promeˇnny´ch
Po vyplneˇn´ı vsˇech potrˇebny´ch hodnot se zobraz´ı na´sleduj´ıc´ı stra´nka, kde se na-
stavuj´ı Sub−gradienty. Tyto gradienty se vyuzˇ´ıvaj´ı prˇi optimalizaci rˇesˇen´ı. Syste´m
je sa´m prˇedprˇiprav´ı a nab´ıdne na´m jejich editaci, kdyby je bylo nutno upravit podle
urcˇeny´ch pravidel. Tyto hodnoty byly ponecha´ny tak, jak se syste´m nastavil. Tato
obrazovka (Obra´zek 2.7) byla prˇeskocˇena.
Toto byl posledn´ı krok pro zada´va´n´ı proble´mu do programu. T´ımto je cely´
proble´m definova´n a na´sleduje jeho optimalizace. Na dalˇs´ı stra´nce (Obra´zek 2.8)
je jizˇ videˇt prvn´ı rˇesˇen´ı po optimalizaci, ktere´ program nab´ıdl. Toto rˇesˇen´ı je zob-
razeno v odstavci s cˇ´ıslem 1.. V tomto sloupci se pomoc´ı bod˚u umı´steˇny´ch pod
zname´nky < <= = >= > da´ nastavit individua´ln´ı prˇedstava, dalˇs´ı optimalizaci to-
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Obr. 2.7: Nastaven´ı Sub-gradient˚u
hoto proble´mu, nebo jestli tento vy´sledek jizˇ vyhovuje tak, jak je zobrazen. V dalˇs´ım
sloupci, pod cˇ´ıslem 2., jsou uvedeny vypocˇ´ıtane´ maxima´ln´ı a minima´ln´ı hodnoty jed-
notlivy´ch funkc´ı. A to jestli ma´ by´t funkce maxima´ln´ı nebo minima´ln´ı. Ve sloupci
3. je opeˇt mozˇne´ zvolit, podle cˇeho se bude dalˇs´ı pr˚ubeˇh programu optimalizovat. A
prˇibyl zde jesˇteˇ jeden sloupec (na obra´zku cˇ´ıslo 4.), ktery´ uda´va´ maxima´ln´ı pocˇet
rˇesˇen´ı, ktera´ da´le vzniknou. Je zde mozˇnost volby od jednoho po cˇtyrˇi rˇesˇen´ı.
Kromeˇ te´to bodove´ mozˇnosti nastaven´ı, jak se maj´ı jednotlive´ rovnice optimali-
zovat, tento program nab´ız´ı i grafickou mozˇnost ktere´ je zobrazena na Obra´zku 2.9 .
Smeˇr optimalizace se zde vol´ı kliknut´ım na jednotlive´ sloupce grafu (cˇ´ıslo 1.). Hod-
nota, na kterou bude kliknuto se prˇenese do 2. odstavce i s uka´zkou jaky´m smeˇrem
se bude optimalizace ub´ırat. Ostatn´ı odstavce jsou shodne´ s prˇedchoz´ım popisem.
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Obr. 2.8: Mozˇnost upraven´ı dalˇs´ı optimalizace
Obr. 2.9: Graficke´ zada´va´n´ı optimalizace
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Prˇi sta´le´ nespokojenosti s dany´m rˇesˇen´ım je k dispozici dalˇs´ı obrazovka, kde
program nab´ıdne cˇtyrˇi nova´ rˇesˇen´ı, ze ktery´ch je mozˇnost vybrat si to nejlepsˇ´ı rˇecˇen´ı
pro dany´ proble´m. A take´ je zde mozˇnost vy´beˇru pocˇet novy´ch alternativ, ktere´ se
budou zobrazovat. Jak je videˇt, podle omezen´ı, mohou by´t mensˇ´ı nebo se rovnat
15-ti. Vzhled te´to stra´nky je uveden na Obra´zku 2.10.
Obr. 2.10: Noveˇ vytvorˇene´ alternativy
Da´le se tyto alternativn´ı rˇesˇen´ı mohou zobrazit i v graficke´ podobeˇ. Pro uka´zku je
zde vybra´no neˇkolik variant zobrazen´ı. Jednou je 3D graf, ten je uka´za´n na Obra´zku
2.11. Jako dalˇs´ı je zde uveden sloupcovy´ graf podle alternativ ( Obra´zek 2.12 ). Dalˇs´ı
zde uka´zany´ je sloupcovy´ graf usporˇa´dany´ podle sve´ funkce ( Obra´zek 2.13 ). Jako
posledn´ı jsou zde uvedeny dva grafy, ktere´ prˇedstavuj´ı hodnotu cesty s relativn´ım (
Obra´zek 2.14 ) a absolutn´ım ( Obra´zek 2.15 ) rozsahem hodnot.
Vsˇechny grafy jsou zde pro uka´zku, jake´ mozˇnosti tento FrameWork sky´ta´ pro
zobrazen´ı. Proto jsou jejich popisky necha´ny v p˚uvodn´ım jazyce tedy anglicˇtineˇ.
Vsˇechny grafy ukazuj´ı hodnoty objemu, plochy a va´hy. Vztazˇene´ k minimu a maximu
jednotlivy´ch promeˇnny´ch. A to pro vsˇechny 4 nab´ıdnuta´ rˇesˇen´ı. Jednotliva´ rˇesˇen´ı
jsou od sebe barevneˇ odliˇsena, bud’ cely´mi sloupci nebo pouze cˇarami, ktere´ tyto
sloupce spojuj´ı. K jake´mu zp˚usobu zobrazen´ı jednotlive´ grafy patrˇ´ı, je jizˇ popsa´no
vy´sˇe.
Po vybra´n´ı jedne´ z variant se opeˇt uka´zˇe obrazovka zna´zorneˇna´ na Obra´zku 2.8
nebo 2.9 a cely´ proces se opakuje do te´ doby, dokud nebude vy´sledkem vyhovovat sta-
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Obr. 2.11: 3D Graf alternativ
Obr. 2.12: Sloupcovy´ graf alternativ
noveny´m pozˇadavk˚um. Kdyzˇ program nalezne rˇesˇen´ı, ktere´ vyhovuje pozˇadavk˚um,
je tento program ukoncˇen a zobraz´ı se vybrane´ rˇesˇen´ı se vsˇemi atributy, tedy objem,
plochu, va´hu a velikostmi vsˇech trˇ´ı stran. Jedno takove´ rˇesˇen´ı je videˇt na Obra´zku
2.16 .
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Obr. 2.13: Sloupcovy´ graf podle funkce
Obr. 2.14: Graf hodnot cesty podle relativn´ıho rozsahu hodnot
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Obr. 2.15: Graf hodnot cesty podle absolutn´ıho rozsahu hodnot
Obr. 2.16: Vybrane´ rˇesˇen´ı
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2.4 Zhodnocen´ı vy´sledk˚u
2.4.1 Vy´beˇr algoritmu˚
Jak je v teoreticke´ cˇa´sti videˇt. Tato pra´ce se zaby´va´ popisem trˇ´ı geneticky´ch algo-
ritmu˚ VEGA, SPEA a NSGA-II a jedn´ım FrameWorkem s na´zvem WWW NIMBUS.
Jako nejlepsˇ´ı na realizaci byl vybra´n geneticky´ algoritmus VEGA. Tento algoritmus
byl da´le zpracova´n jako program v jazyce JAVA. Algoritmus SPEA je zde uka´za´n
hlavneˇ proto, zˇe z neˇj vycha´z´ı na´sledny´ algoritmus NSGA-II.
Algoritmus VEGA spada´ dnes jizˇ do kategorie starsˇ´ıch algoritmu˚. Nejveˇtsˇ´ım
proble´mem tohoto algoritmu prˇi jeho programova´n´ı je stanoven´ı vy´beˇru cˇlen˚u ze
vznikle´ populace, kterˇ´ı budou nada´le pouzˇiti pro generaci novou. Ve zde prˇedvedene´m
programu je to vyrˇesˇeno pomoc´ı odstranˇova´n´ı maxima´ln´ıch a minima´ln´ıch hodnot
pro kazˇdou fitness funkci. Da´le do procesu populace bylo pousˇteˇno jen urcˇite´ pro-
cento populace. Tyto vy´sledky byly po posledn´ı populaci vypsa´ny na obrazovku do
patrˇicˇne´ho pole.
Pro porovna´n´ı vy´sledk˚u z´ıskany´ch implementac´ı algoritmu VEGA. Byl pro po-
rovna´n´ı zvolen jizˇ zminˇovany´ FrameWork (FW) WWW NIMBUS. Hlavn´ı d˚uvod
vy´beˇru tohoto FW je, zˇe zada´va´n´ı proble´mu˚ do tohoto FW je velice intuitivn´ı a
prˇehledne´. A to same´ mu˚zˇe by´t rˇecˇeno o zobrazova´n´ı vy´sledk˚u. V ostatn´ıch FW jako
je naprˇ´ıklad EvA2 [16] nebo Opt4J 2.2 [17] je velice slozˇite´ nadefinovat vlastn´ı
proble´m, ktery´ ma´ by´t optimalizovany´.
Popis alrogitmu NSGA-II je zde uveden jako jedna z mozˇnost´ı pro na´sledne´
pouzˇit´ı namı´sto algoritmu VEGA. Jeho hlavn´ı vy´hodou je pouzˇit´ı expertn´ı Patero-
sady. Pro lepsˇ´ı optimalizaci pozˇadovany´ch proble´mu˚.
2.4.2 Porovna´n´ı vy´sledk˚u
Na prvn´ım obra´zku (2.17) je videˇt vy´beˇr neˇkolika rˇesˇen´ı pomoc´ı naprogramovane´ho
algoritmu VEGA.
Obr. 2.17: Vy´sledky pomoc´ı VEGA
Na druhe´m obra´zku (2.18) je videˇt vy´sledek pomoc´ı FW MINBUS.
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Obr. 2.18: Vy´sledky pomoc´ı FM NIMBUS
Jak je na prvn´ı pohled patrne´ oba vy´sledky se hlavneˇ liˇs´ı v tom, zˇe u rˇesˇen´ı
pomoc´ı VEGA je videˇt v´ıc rˇesˇen´ı nezˇ u NIMNUSu. To je da´no t´ım, zˇe v NIMBUSu se
zada´va´ pocˇet alternativn´ıch rˇesˇen´ı, jejichzˇ maximum je cˇtyrˇi. Tyto rˇesˇen´ı se vyb´ıraj´ı
z Pareto sady pomoc´ı operac´ı, ktere´ NIMBUS prova´d´ı. O teˇchto
”
operac´ıch“ jizˇ
bylo hovorˇeno vy´sˇe. Namı´sto toho v algoritmu VEGA Pareto optimum nen´ı pouzˇito.
Zobrazuje se zde cela´ vy´sledna´ populace, ze ktere´ je na´hodny´m zp˚usobem vybra´no
50 mozˇny´ch rˇesˇen´ı, ktera´ jsou bra´na jako konecˇna´ mnozˇina rˇesˇen´ı.
Jak je patrne´ z graf˚u, jak z VEGA nebo z FW, pokud je zvolena optimalizace trˇ´ı
pocˇa´tecˇn´ıch funkc´ı, ktere´ jdou jesˇteˇ proti sobeˇ. V te´to pra´ci je to objem a va´ha, kdy
jedno ma´ by´t maxima´ln´ı a jedno minima´ln´ı, mus´ı se od jednoho pozˇadavku
”
ustou-
pit“, nebo le´pe rˇecˇeno se mus´ı tento pozˇadavek upravit tak, aby bylo mozˇne´ proble´m
vyrˇesˇit. A to deˇlaj´ı oba algoritmy jak VEGA, tak algoritmus, ktery´ je obsazˇen v FW.
A jak je z vy´sledk˚u patrne´, kazˇdy´ z uvedeny´ch algoritmu˚ si vybraly pro
”
ustoupen´ı“
jinou pocˇa´tecˇn´ı funkci. Odra´zˇ´ı se to v prˇ´ıslusˇny´ch grafech. U VEGA je to promeˇnna´
Objem. A u NIMBUS je to promeˇnna´ Va´ha.
I prˇes tento vy´beˇr, jak je patrne´ z vy´sledk˚u obou realizac´ı, vysˇly tyto vy´sledky ve
velmi podobny´ch rozmez´ıch hodnot. Na´sleduj´ıc´ı tabulka 2.4 ukazuje hodnoty z´ıskane´
pomoc´ı FW NIMBUS a na´hodneˇ vybrane´ hodnoty z konecˇne´ populace z´ıskane´ al-
goritmem VEGA.
Z tabulky je patrne´, zˇe neˇktera´ rˇesˇen´ı pomoc´ı algoritmu VEGA jsou podstatneˇ
56
Algoritmus Objem Plocha Va´ha Sˇ´ıˇrka Hloubka Vy´sˇka
VEGA 2577387,2 172452,38 20232,49 94,06 47,40 577,98
1190837,1 101369,3 9348,07 51,49 47,40 487,77
2017055,9 139612,44 15833,89 87,22 47,40 487,77
FW NIMBUS 1986425 129185,5 15593,43 100 50 397,28
Tab. 2.4: Porovna´n´ı vy´sledk˚u
odliˇsna´ od FW MINBUS. Je to prˇedevsˇ´ım pouzˇit´ım Pareto sady v FW NIMBUS.
Dı´ky tomuto porovna´n´ı se mu˚zˇe rˇ´ıci, zˇe sice starsˇ´ı algoritmus VEGA je sta´le scho-
pen rˇesˇit velmi obstojneˇ multikriteria´ln´ı proble´my. Toto zjiˇsteˇn´ı je povazˇova´no za
dostatecˇne´ od˚uvodneˇn´ı spra´vnosti volby vy´beˇru algoritmu. A take´ bylo naprosto
splneˇno pocˇa´tecˇn´ı ocˇeka´va´n´ı o funkcˇnosti tohoto algoritmu.
2.4.3 Mozˇna´ vylepsˇen´ı
Hlavn´ı vylepsˇen´ı by se dalo prove´st, jizˇ zminˇovany´m, zaveden´ım Pareto optima´ln´ı
sady. T´ımto zp˚usobem je mozˇne´ dosa´hnout daleko prˇesneˇjˇs´ıho
”
s´ıta“ pro z´ıska´va´n´ı
cˇlen˚u z jednotlivy´ch generac´ı a t´ım i daleko prˇesneˇjˇs´ıch vy´sledk˚u.
Dalˇs´ı mozˇnost´ı je daleko veˇtsˇ´ı uprˇesneˇn´ı pocˇa´tecˇn´ıch podmı´nek, jaky´mi byly mi-
nima a maxima jednotlivy´ch stran. Dalo by se zde naprˇ´ıklad stanovit pod jakou
hodnotu nesmı´ klesnou naprˇ´ıklad povrch kva´dru. Nastaven´ı pomeˇru mezi jednot-
livy´mi promeˇnny´mi, naprˇ. vy´sˇka ku hloubce nesmı´ by´t veˇtsˇ´ı nezˇ 5 : 1 atd.
Jako dalˇs´ı mozˇna´ u´prava se zde jev´ı nahrazen´ı algoritmu VEGA vy´sˇe zminˇovany´m
algoritmem NSGA-II. Pro jeho souvislost s algoritmem SPEA a to hlavneˇ Extern´ı
pareto sadou, d´ıky ktere´ je, podle individua´ln´ıho na´zoru, daleko jednodusˇsˇ´ı a hlavneˇ
prˇesneˇjˇs´ı vyb´ıra´n´ı, jak konecˇne´ho rˇesˇen´ı, tak rˇesˇen´ı, ktere´ postupuj´ı da´le z generace
do generace.
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3 ZA´VEˇR
V te´to pra´ci jsou vysveˇtleny pojmy jako: Evolucˇn´ı algoritmy, Geneticke´ algoritmy
a Multi-ktiteria´ln´ı algoritmy a mnoho dalˇs´ıch pojmu˚. Vı´ce je rozepsa´na skupina
Multi-kriteria´ln´ıch algoritmu˚. A to prˇedevsˇ´ım jej´ı trˇi za´stupci: Vector Evaluated
Genetic Algorithm (VEGA), Strength Pareto Evolutionary Algorithm (SPEA) a
A Fast and Elitist Multi-Objective Genetic Algorithm (NSGA-II). Posledn´ı aplikac´ı
ktera´ je popsa´na v teoreticke´ cˇa´sti pra´ce je FrameWork (FW), pracuj´ıc´ı na principech
geneticky´ch algoritmu˚. T´ımto FW je internetova´ aplikace WWW NIMBUS.
U´kolem te´to pra´ce byl vy´beˇr jednoho z vy´sˇe zmı´neˇny´ch multi-kriteria´ln´ıch algo-
ritmu˚ a jeho aplikace na vybrany´ proble´m. Druhy´m krokem byla na´sledna´ implemen-
tace v prˇedem stanovene´m programovac´ım jazyce, ktery´m pro tento prˇ´ıpad byl ja-
zyk JAVA. Posledn´ım krokem te´to cˇa´sti bylo zaznamena´n´ı a zhodnocen´ı dosazˇeny´ch
vy´sledk˚u.
Dalˇs´ı cˇa´st´ı projektu bylo vybra´n´ı libovolne´ho FW pracuj´ıc´ıho na ba´zi geneticky´ch
algoritmu˚. V tomto FW byl odsimulova´n stejny´ proble´m, ktery´ byl zada´n i multi-
kriteria´ln´ımu algoritmu. Po odsimulova´n´ı dane´ho proble´mu na´sledovalo porovna´n´ı
vy´sledk˚u obou dvou teˇchto cˇa´st´ı.
Vybrany´m multi-kriteria´ln´ım algoritmem byl algoritmus VEGA. Tento algorit-
mus byl zvolen pro jeho zp˚usob ohodnocova´n´ı jednotlivy´ch rˇesˇen´ı fitness funkc´ı.
Tento zp˚usob ohodnocova´n´ı spocˇ´ıva´ v rozdeˇlen´ı populace na skupiny, ktere´ svy´m
pocˇtem odpov´ıdaj´ı pocˇtu fitness funkc´ı. Algoritmem VEGA byl rˇesˇen proble´m vy´beˇru
sloupu kva´drove´ho typu. Tento sloup meˇl vzˇdy prˇesne´ rozmez´ı velikost´ı stran. A
d´ıky teˇmto strana´m i sna´ze vypocˇitatelne´ promeˇnne´, podle ktery´ch se tento sloup
vyb´ıra´. Teˇmito promeˇnny´mi jsou: objem, plocha a va´ha (ktere´ je vztazˇena k va´ze
oceli). Pozˇadavky na tyto promeˇnne´ byli: objem, co nejveˇtsˇ´ı, plocha, co nejmensˇ´ı
a va´ha, co nejmensˇ´ı. K zajiˇsteˇn´ı teˇchto pozˇadavk˚u slouzˇ´ı Fitness funkce. Fitness
funkce je rovnic´ı urcˇuj´ı uzˇitecˇnost jednotlivy´ch rˇesˇen´ı. Konecˇne´ populace bylo tedy
dosazˇeno pomoc´ı teˇchto fitness funkc´ı a operacemi prova´deˇny´mi nad rˇesˇen´ımi. Jako
byla naprˇ´ıklad mutace a krˇ´ızˇen´ı.
Krite´ria pro vy´beˇr FW byla prˇedevsˇ´ım, snadne´ zada´va´n´ı libovolne´ho proble´mu
do aplikace a prˇehledne´ zobrazen´ı vy´sledk˚u, jak v textove´ podobeˇ, tak v podobeˇ gra-
ficke´. Teˇmto pozˇadavk˚um vyhoveˇl nejle´pe FW NIMBUS. Zada´va´n´ı proble´mu do apli-
kace je podrobneˇ rozebra´no v te´to pra´ci (viz. kapitola 2.3). Tento FW vyuzˇ´ıva´ jako
vnitrˇn´ı mechanizmy geneticke´ algoritmy, ktere´ multi-kriteria´ln´ı proble´my rozdeˇl´ı na
subproble´my a rˇesˇ´ı je jako skupinu jedno-kriteria´ln´ıch proble´mu˚. Dalˇs´ım mecha-
nizmem pro urcˇen´ı vy´sledne´ho rˇesˇen´ı je pouzˇit´ı Pareto sady. Proto je mozˇno d´ıky
tomuto FW z´ıskat relativneˇ prˇesne´ vy´sledky.
Z porovna´n´ı vy´sledk˚u obou aplikac´ı je patrne´, zˇe pro zvoleny´ proble´m nelze
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nale´zt jedno konkre´tn´ı rˇesˇen´ı, ktere´ by splnˇovalo naprosto prˇesneˇ dane´ pozˇadavky.
Obeˇ dveˇ aplikace nab´ızej´ı urcˇity´
”
kompromis“ vsˇech zadany´ch a optimalizovany´ch
promeˇnny´ch, ze ktery´ch je mozˇno si vybrat takove´, ktere´ jsou pro dany´ proble´m z
subjektivn´ıho pohledu rˇesˇitele nejlepsˇ´ı.
Lepsˇ´ı, na rˇesˇen´ı zadane´ho proble´mu, se sp´ıˇse ukazuje by´t FW NIMBUS. A to
prˇedevsˇ´ım pro prˇ´ısneˇjˇs´ı vy´beˇr rˇesˇen´ıch v dane´ populaci, ktera´ se budou vyskytovat i
v populaci na´sleduj´ıc´ı. Narozd´ıl od algoritmu VEGA, ktery´ pouzˇ´ıva´ v tomto prˇ´ıpadeˇ
vy´beˇr pomoc´ı rˇesˇen´ı zapadaj´ıc´ıch do stanovene´ho intervalu. Ale i prˇes tento druh
vy´beˇru, je algoritmus VEGA, i prˇes jeho sta´rˇ´ı, sta´le vyhovuj´ıc´ım algoritmem na
rˇesˇen´ı multi-kriteria´ln´ıch proble´mu˚. A obstojneˇ splnil pozˇadavky, ktere´ na neˇho byly
kladeny.
Daleko lepsˇ´ıch vy´sledk˚u, za pomoci algoritmu VEGA, by se dalo dosa´hnout jeho
modifikacemi. Jednou z nich je mozˇnost za rˇazen´ı jizˇ zminˇovane´ Pareto sady. Takto
by se mı´sto intervalove´ho vy´beˇru postupuj´ıc´ıch jedinc˚u z dane´ populace do populace
nove´, prova´deˇl vy´beˇr pomoc´ı te´to Pareto sady. Tato Pareto sada by cely´ proces
vy´beˇru daleko zprˇesnila a take´ by zmensˇila vy´slednou populaci. Dalˇs´ı modifikac´ı na
zlepsˇen´ı funkce algoritmu VEGA mu˚zˇe by´t prˇesneˇjˇs´ı specifikace proble´mu. Naprˇ´ıklad
uveden´ım veˇtsˇ´ıho pocˇtu omezuj´ıc´ıch funkc´ı, nebo pravidel, ktera´ ovlivnˇuj´ı mozˇnosti
optimalizace jednotlivy´ch krite´ri´ı.
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