Abstract During the International Polar Year (IPY), comprehensive observational research programs were undertaken to increase our understanding of the Canadian polar cryosphere response to a changing climate. Cryospheric components considered were snow, permafrost, sea ice, freshwater ice, glaciers and ice shelves. Enhancement of conventional observing systems and retrieval algorithms for satellite measurements facilitated development of a snapshot of current cryospheric conditions, providing a baseline against which future change can be assessed. Key findings include: 1. surface air temperatures across the Canadian Arctic exhibit a warming trend in all seasons over the past 40 years. A consistent pan-cryospheric response to these warming temperatures is evident through the analysis of multi-decadal datasets; 2. in recent years (including the IPY period) a higher rate of change was observed compared to previous decades including warming permafrost, reduction in snow cover extent and duration, reduction in summer sea ice extent, increased mass loss from glaciers, and thinning and break-up of the remaining Canadian ice shelves. These changes illustrate both a reduction in the spatial extent and mass of the cryosphere and an increase in the temporal persistence of melt related parameters. The observed changes in the cryosphere have important implications for human activity including the close ties of northerners to the land, access to northern regions for natural resource development, and the integrity of northern infrastructure.
Introduction
A frozen white expanse of snow and ice is a popularly evoked image of 'polar' regions. In contemporary scientific terms, we refer to sea ice, freshwater ice, snow cover, glaciers, ice sheets, permafrost and seasonally frozen ground as the cryosphere. This includes the part of the Earth system subject to temperatures below 0°C for at least part of the year and contains water in its frozen state (e.g. NRCC 1988). The cryosphere is an integral part of the terrestrial, freshwater, and marine environments of both mid-latitude (seasonal snow and ice; discontinuous permafrost) and Arctic regions (perennial ice; continuous permafrost). In terms of total mass and heat capacity, the cryosphere is the second largest component of the climate system after the ocean (Lemke et al. 2007 ). Through its influence on the surface energy balance of the Earth and on moisture and gas fluxes within the Earth system, the polar cryosphere plays an important role in Arctic and global climate, ocean circulation, freshwater hydrology, and terrestrial and marine ecosystems ( Fig. 1 ; Walsh et al. 2005; World Meteorological Organization 2007; other papers in this volume) . Changes in the cryosphere have direct feedbacks to the climate system: the extent of terrestrial snow and sea ice cover strongly influence surface albedo, while the thawing of permafrost is potentially linked to the release of greenhouse gases to the atmosphere (Prestrud 2007) . Melting of glaciers and ice sheets is a major contributor to increases in global mean sea level (Rahmstorf 2010) .
There are also important linkages between Arctic ecosystems and the cryosphere because many organisms have adapted to living in, under, or on snow and ice (e.g. Federal, Provincial and Territorial Governments of Canada 2010; Prestrud 2007 ; other papers in this volume). For example, several species including seals and polar bears rely on sea ice for breeding or feeding habitat as well as for transportation. In the tundra, many species are dependent on an environment of snow and permafrost and the interrelationship between these cryospheric components, and associated land surface characteristics such as vegetation and drainage. Freshwater ice is an important component of aquatic habitat and influences the growing season for algae, water temperature, and oxygen levels, as well as access of wildlife to shorelines and transport across water bodies (Federal, Provincial and Territorial Governments of Canada 2010) . Melting of terrestrial snow cover provides a significant seasonal pulse of freshwater runoff, and dominates the water supply for Northern Hemisphere land areas above 45°N (Barnett et al. 2005) . Changes in glacier volume contribute to changes in sea level which could affect coastal ecosystems, while the freshwater influx related to glacial meltwater can influence marine ecosystems (Walsh et al. 2005) . Glaciers also play an important role in regulating river flow and aquatic life through their influence on water availability, temperature and aquatic chemistry. Distinctive microbial ecosystems have been found in snow, sea ice, and permafrost (Vincent et al. 2009; Wilhelm et al. 2011) , as well as on and beneath glaciers and ice shelves (Mueller and Pollard 2004; Mueller et al. 2006 ).
The cryosphere is also an important factor in the traditional ways of life of many northern residents. As well as influencing the abundance and location of terrestrial, freshwater and marine resources on which northerners depend, snow, ice and permafrost also affect human decision-making and accessibility to these resources (Furgal and Prowse 2008) . Infrastructure and transportation systems have been designed around or with consideration of the cryosphere. Economic activities, including natural resource development, must consider the challenges presented by the cryosphere for the design, construction, and operation of infrastructure, and cryospheric change must be factored into the assessment of the potential environmental impacts of development and economic activity (Prowse et al. 2009; Furgal and Prowse 2008) .
Recent assessments have indicated that dramatic changes are occurring in the cryosphere (e.g. Callaghan et al. 2011; Francis et al. 2009; Furgal and Prowse 2008; Lemke et al. 2007; Rawlins et al. 2010; Walsh et al. 2005) . These include declines in Arctic sea ice extent (Tivy et al. 2011a; Stroeve et al. 2011) , mass loss from glaciers and ice caps (Gardner et al. 2011; Rignot et al. 2008) , decreases in spring snow cover extent and duration , later freeze-up and earlier break-up of rivers and lakes Brown and Duguay 2011) , and warming of permafrost (Romanovsky et al. 2010) .
Rising surface air temperatures are a driving force behind these changes. Since 1995, there has been an almost total absence of negative (colder than normal) temperature anomalies (relative to a 1968-1996 reference period) in the seasonal temperature record for high latitudes in Canada, as derived from the NCEP/NCAR R1 atmospheric reanalysis (Kalnay et al. 1996; Fig. 2a) . Spatial patterns of air temperature anomalies for the primary International Polar Year (IPY) field seasons (2007 and 2008) are shown in Fig. 2b . The trend towards warmer temperatures is especially pronounced in the summer and fall periods because of the transfer of oceanic heat to the atmosphere due to reduced sea ice extent (Stroeve et al. 2011) . This process contributes to the 'Arctic Amplification' (Serreze et al. 2009 ) of global air temperature anomalies, which are further exacerbated by positive feedbacks associated with spring albedo changes over the high latitude land surface (Dery and Brown 2007) .
While observed temperature trends are most pronounced during the summer and fall, warming affects the cryosphere across all seasons. For example, warmer spring temperatures induce earlier snow melt, which in turn influences the timing of seasonal peak runoff, the start of the growing season, and geochemical exchange between the land surface and atmosphere. Warm temperature anomalies in the summer produce a longer melt season, which tends to lead to more negative mass balance over glaciers and ice caps, and contributes to decreases in the area and thickness of sea ice. Over the oceans, longer melt seasons allow greater absorption of solar radiation leading to warmer near surface water temperatures that favour later sea ice freeze-up in fall. While high latitude temperatures remain well below freezing during the winter (even when temperatures are above average), a lack of extreme cold temperatures reduces the rate of ice growth (for both lake and sea ice) and the rate and timing of surface temperature rise in the following melt season. Collectively, these temperature-induced impacts on the cryosphere have implications for northern ecosystems, residents, and economic activities, as well as for climate and hydrological systems.
IPY provided a unique opportunity for Canadian cryospheric scientists to conduct comprehensive observational research programs aimed at characterizing the current state of the cryosphere, and understanding how this compares to past norms and variability. The main objectives of cryosphere-related projects were to (1) develop enhanced cryospheric datasets in order to describe current conditions and to place these in a historical context; (2) provide an integrated perspective on the cryosphere and identify both common and divergent patterns of variability and change; and (3) utilize process studies, climate modelling and other analytical approaches to further diagnose and explain the observed variability and change in the cryosphere.
The goal of this paper is to present the key findings from these projects (see Table S1 ), and synthesize these results to produce an integrated assessment of the state of the Canadian cryosphere during IPY relative to previous decades. Because the majority of projects utilized data from spaceborne sensors, the focus is on the satellite era (1960's to present).
Approach
Canadian IPY projects employed a range of approaches to document variability and change in the cryosphere. To address gaps in conventional observations, surface measurement networks were improved and augmented. For example, Canada's network for monitoring permafrost thermal state now consists of 170 instrumented boreholes, about half of which were established during the IPY (Smith et al. 2010c ). Some of these sites have been in operation for up to three decades with measurements prior to the 1990's made manually at frequencies ranging from monthly to annually. Measurements at all sites are now recorded continuously with data loggers. New methods were developed to produce a standardized record of mean annual ground temperature to allow identification of trends and facilitate comparison with climate data (Throop 2010; Throop et al. 2010) . (Kalnay et al. 1996) . b Seasonal mean temperature patterns, 1948-2010, with anomalies for 2007 and 2008 The vast area of the Canadian cryosphere, and the relative inaccessibility of a large fraction of it, means that most cryospheric parameters (i.e. snow cover, lake ice, sea ice, land ice) are not well suited to conventional surface-based monitoring. Considerable effort was placed, therefore, on the development, enhancement, and/or extension of cryospheric time series using remotely sensed data. This involved developing new algorithms to apply to existing satellite passive microwave, scatterometer, and synthetic aperture radar (SAR) measurements (i.e. Wang et al. 2011; Clausi et al. 2010 ). Many studies from Canada's IPY activities combined satellite observations with field measurements and model simulations (i.e. Derksen et al. 2010; Langlois et al. 2010 Langlois et al. , 2011 to produce time series that, when combined with existing datasets from other sources, could be used to more clearly identify and explain trends in cryospheric components.
Another priority was the utilization of underexploited historical datasets. For example, trends in sea ice area and type over the Canadian Arctic were documented using the Canadian Ice Service Digital Archive (CISDA; Tivy et al. 2011a ), a compilation of weekly operational ice charts covering Canadian waters from the early 1960s to present that required validation and quality control before use in climate studies. Recent glacier changes in the Torngat Mountains of Labrador were documented using aerial photographs that were well suited to studying these small glaciers (64 % are smaller than 0.25 km 2 ; only 2 are larger than 1 km 2 ; M. Sharp, personal communication). Canada's IPY activities also spurred unique observational campaigns conducted across the Canadian Arctic. During April 2007, a coordinated series of snow measurements was made across the Northwest Territories and Nunavut, during a 4200 km snowmobile traverse from Fairbanks, Alaska, to Baker Lake, Nunavut (Derksen et al. 2009 ). In another unique campaign, Canadian IPY scientists partnered with the Canadian Rangers, a group of highlyskilled reservists from Nunavut, Yukon and the Northwest Territories who train and patrol with the Canadian Forces. To support Canada's IPY science efforts, the Rangers reprioritized their April 2008 patrol to help conduct a traverse of the northern coast of Ellesmere Island, home to Canada's only ice shelves.
Canadian IPY research involved the governments, community organizations, and residents of Canada's north in many aspects of project design and data collection. Several project activities were initiated to meet specific information needs identified by northerners (e.g. Gauthier et al. 2010) . Efforts were also made to ensure that data and information generated from projects were publicly available not only for scientific use, but also as a transfer of information to northerners for their use. For example, information collected from community permafrost monitoring sites has been used by the Nunavut Government and community groups in developing climate change adaptation plans and to support infrastructure design (e.g. Smith 2010, 2011) . Through collaboration between the Canadian Ice Service and Noetix, Inc., weekly maps of the sea ice floe edge produced from SAR imagery were provided to northern coastal communities to assist safe on-ice travel.
Results
This section provides an overview of the current state of the Canadian cryosphere based on research activities carried out during IPY. Results are presented separately for each component of the cryosphere, with a synthesis provided in section 4.
Permafrost
Permafrost conditions are intimately linked to hydrological and land surface processes. Change and variability in the ground thermal regime can therefore have significant ecological consequences, while the thawing of ice-rich permafrost can have significant implications for human built infrastructure due to ground settlement if not adequately considered in the design. An important achievement from the Canadian IPY effort was the development of a snapshot (a map and accompanying database) of permafrost temperatures from data collected between 2007 and 2009 at over 100 monitoring sites (Fig. 3a) across the Canadian North (Smith et al. 2010c ), a significant update of an earlier map based on temperatures measured in the 1970s and 1980s (Smith and Burgess 2000) . Although the spatial distribution of the measurements is uneven, there is adequate coverage from latitudinal transects in western, central and eastern Canada and an altitudinal transect in the Yukon. The measurements are Smith et al. (2010b) . MAGT is determined at the depth of zero annual amplitude (depth to which seasonal variation penetrates) or the nearest measurement depth to it. Permafrost zones are from Heginbottom et al. (1995) . The measurements enabled characterization of the range of ground temperatures in the discontinuous and continuous permafrost zones along each transect (see Table S2 ). The mean annual ground temperature at the depth of zero annual amplitude (or the measurement depth closest to it) in the discontinuous permafrost zone is generally warmer than −2.5°C. Permafrost temperatures in the continuous permafrost zone have a much larger range with mean annual ground temperature as low as −15°C. There can be considerable local variability within the continuous permafrost zone, especially in areas such as the Mackenzie Delta due to the abundance of water bodies, seasonal flooding, and variable snow conditions associated with differing vegetation cover (e.g. Burn and Kokelj 2009; Smith et al. 2010b ). Although terrestrial permafrost was the main focus of the IPY project, recent investigations also provided new information on the thermal state of subsea permafrost in the Mackenzie Delta region (e.g. Solomon et al. 2008; Stevens et al. 2010) .
Another significant Canadian IPY research achievement was the establishment of monitoring sites at various elevations in the mountainous terrain of the central and southern Yukon. Prior to the IPY, the thermal characteristics of permafrost in the Yukon mountains were virtually unknown except for the main valley floors. Analysis of a network of 100 air temperature monitoring sites throughout the southern Yukon is providing insights into the role that atmospheric temperature inversions may play in determining the distribution of mountain permafrost (Lewkowicz and Bonnaventure 2011) , and indicates that permafrost extent may be much less than predictions made based on air temperature measured at standard weather stations located in the main valley floors (Smith et al. 2010b) .
Research during the IPY provided further insights into permafrost-climate relationships, in particular the influence of the characteristics of subsurface sediments and snow cover. The link between the permafrost thermal regime and climate is more direct for sites in cold tundra environments or in low-ice content materials compared to sites under warmer conditions or in ice-rich soils where latent heat effects are significant (Throop 2010; Romanovsky et al. 2010; Throop et al. 2012) . The sensitivity of winter ground temperature to snow cover increases as mean annual air temperature increases, but the influence of snow cover also varies with the thermal properties and moisture content of the underlying sediments (Throop 2010; Throop et al. 2012) .
Data collected during IPY also allowed the extension of time-series up to three decades for long-term ground temperature monitoring sites. These records show that ground warming is occurring throughout the Canadian permafrost region (Fig. 3b,c) , but the magnitude of the warming varies (Smith et al. 2010b, c) . In the warm discontinuous permafrost of the central and southern Mackenzie Valley, mean annual ground temperature anomalies show only modest warming (increases up to 0.2°C per decade) since the mid 1980s (Fig. 3b) . Greater changes in permafrost temperature are observed in the colder tundra environments of the western Arctic, with increases of up to 0.8°C per decade since the early 1970s (Burn and Kokelj 2009; Burn and Zhang 2009 ). In the eastern Canadian Arctic and in northern Quebec warming has been more recent, beginning in the mid 1990s, and varies from no change in the discontinuous permafrost zone to up to +1.2°C per decade in colder permafrost or at bedrock sites. In the Canadian high Arctic, warming has been occurring since the 1980s, but the rate of warming has increased since the 1990s (Fig. 3c ) to almost 1°C per decade.
A comparison of trends from Canadian sites with those from monitoring sites throughout the Polar regions indicates that temperature increases are generally smaller in warmer icerich permafrost (Romanovsky et al. 2010) . Regional similarities also exist between Canadian sites and those elsewhere in the Polar regions. For example, patterns in permafrost temperature change in western Canada are similar to those in Alaska, while those in the eastern and high Canadian Arctic are similar to those in Nordic regions (particularly Svalbard) which show a more recent ground temperature increase (Romanovsky et al. 2010) . Analysis of climate data in combination with ground temperature records from northern Canada indicates that increases in winter air temperatures are largely responsible for the observed increases in ground temperatures . The increasing winter air temperatures have a greater effect on ground temperatures where snow cover is minimal than at sites with significant snow cover.
Evidence of changing permafrost conditions also comes from field investigations along the Alaska Highway Corridor between Whitehorse YT and Fort St. John BC (Fig. 3a) . A comparison of observations of permafrost occurrence made during the IPY with those made at the same sites in 1964 shows that permafrost is degrading at more than half the sites revisited (James 2010; James et al. 2010) . Where permafrost still exists, it is thin (e.g. ) and largely restricted to organic soils, similar to the discontinuous permafrost in southern NWT and northern Alberta (Smith et al. 2008) . Warm ice-rich permafrost can be persistent due to the large amount of latent heat required to thaw the frozen ground as its temperature approaches 0°C (Romanovsky et al. 2010 ).
Snow cover
Reliable information on snow cover across the Arctic and sub-Arctic is needed for understanding the Arctic climate system and evaluating simulations of snow cover (and associated feedbacks) in climate models. Monitoring the key variables of snow water equivalent (SWE), snow cover extent (SCE) and snow cover duration (SCD) across the Arctic is complicated by strong local controls on snow cover, frequent cloud cover, and large gaps and biases in surface observing networks. Enhanced information on Arctic snow cover was acquired through Canadian IPY activities focused on the development of new algorithms to retrieve SWE from satellite passive microwave data, and the analysis of multiple sources of SCE and SWE information, including from satellite observations, atmospheric reanalysis, and surface measurements. This helped address uncertainties associated with individual datasets, and better understand connections between various snow cover variables.
Satellite passive microwave data are frequently used to retrieve terrestrial snow information because of frequency dependant relationships between microwave scatter and SWE. Typically, the brightness temperature difference is exploited between a frequency sensitive to snow cover (~37 GHz) and a frequency comparatively insensitive to snow (~19 GHz). The boreal forest cover across the sub-Arctic taiga and the highly heterogeneous distribution of Arctic snow cover tend to increase passive microwave SWE retrieval uncertainties when simple brightness temperature difference algorithms are applied. Further uncertainties are introduced by the vertically heterogeneous Arctic snowpack with dense, fine-grained wind slabs overlying loose large grained depth hoar, and by a high fraction of lakes which complicate microwave emission in some regions (Derksen et al. 2009 ). To develop new algorithms that address these challenges, three airborne campaigns were conducted across the Canadian sub-Arctic between February and April 2008 (see Derksen et al. 2010 and Langlois et al. 2011) . The resulting measurements allowed better parameterization of radiative transfer properties of the taiga forest canopy, including the generation of new values for microwave transmissivity and single scattering albedo of the forest (Langlois et al. 2010 (Langlois et al. , 2011 . These new techniques for compensating for the effects of the forest layer have important implications for improving future satellite SWE retrievals because forested regions exhibit a high level of inter-dataset inconsistency in SWE patterns at the hemispheric scale (Clifford 2010) , and state of the art SWE retrieval methods (such as Takala et al. 2011) still utilize relatively simplistic treatment of the forest canopy.
For tundra regions, the IPY airborne campaigns provided the necessary high resolution airborne measurements that, when combined with intensive field observations of snow distribution and physical properties, allowed development of the first tundra-specific passive microwave SWE retrieval algorithm (as described in Derksen et al. 2010 ). This new passive microwave derived SWE time series (derived from Special Sensor Microwave/Imager measurements) was one of four SWE datasets compiled for the 1980-2011 period. The other datasets were the satellite passive microwave algorithm described in Takala et al. (2011) , the Canadian Meteorological Centre daily gridded global snow depth analysis (Brasnett 1999) , and atmospheric reanalysis produced by the European Centre for Medium-Range Weather Forecasts (ERA-Interim; Dee et al. 2011) . The use of multiple datasets allowed the statistical characterization of uncertainty in the standardized SWE anomaly time series following the method of . The SWE anomaly time series is characterized by a high degree of inter-annual variability (Fig. 4a) . In spite of documented positive trends in observed precipitation over high latitudes Mekis and Vincent 2011) , there was no evidence of pan-Arctic SWE trends when these multiple datasets were considered.
Brown et al. (2010) described a new multi-dataset estimate of Arctic (land area north of 60°e xcluding Greenland) monthly SCE for the May-June melt period derived from ten data sources covering different time periods from 1967 to 2008. The datasets included visible and microwave satellite observations, analyses of surface snow depth observations combined with a simple snow model, reconstructed snow cover from daily temperature and precipitation, and SCE estimates back-calculated from snow melt datasets. Trend analysis of the multi-dataset series (based on the monthly mean SCE values as described in revealed that May and June SCE have decreased by 14 % and 46 % respectively across the pan-Arctic over the 1967-2008 period in response to earlier snow melt. SCE anomalies (over the 1982-2008 period) from the recently released NOAA snow extent climate data record (CDR; see Brown and Robinson 2011) were significantly correlated with the datasets used in , so the CDR record can be used to extend the time series beyond 2008. Northern Hemisphere spring SCE, for months when snow cover is confined largely to the Arctic, show increasingly negative trends as spring progresses ( Figure S1 ), a tendency linked to a poleward increase in the sensitivity of SCE to warming air temperatures due to an enhanced snow-albedo feedback (Dery and Brown 2007) .
Snow cover duration (SCD) anomalies (with respect to 1988-2007) computed separately for the first (fall; Fig. 4b ) and second (spring; Fig. 4c ) halves of the snow year using the weekly NOAA CDR provide information on changes in the start and end dates of snow cover. While the timing of snow cover onset (as captured by the fall SCD) shows little change over the satellite record, spring SCD anomalies (relative to the 1988-2007 reference period) exhibit a negative trend over the time series with a new record low spring SCD observed over both the North American and Eurasian sectors of the Arctic in 2010 (Fig. 4c) .
Canadian IPY project teams also integrated observations with climate model simulations to improve understanding of snow-albedo feedback (SAF) processes (Fernandes et al. 2009 ), a critical determinant of the cryospheric forcing and response to the global climate system. Climate model simulations showed the SAF to be associated with non-local atmospheric responses. For example, snow cover changes can induce circulation responses far removed from where the snow is located. Fletcher et al. (2009a) found that SAF strength explained, on average, 5-10 % of the inter-model spread in climate change projections of NH sea level pressure and zonal-mean zonal wind. These results have initially been interpreted as the response to increased land-sea contrasts in models with stronger SAF. In the present-day seasonal cycle, fall season snow cover variations over Eurasia are associated with surface shortwave forcing that can affect wintertime atmospheric variability over much of the northern hemisphere (e.g., Cohen and Entekhabi 1999) . Improved understanding of the dynamical mechanisms responsible for this link (Fletcher et al. 2009b; Smith et al. 2010a; Hardiman et al. 2008) , could yield future improvements in the accuracy of seasonal-todecadal climate prediction.
Sea ice
There have been dramatic changes in Arctic sea ice cover during the past decade. The once dominant multi-year ice (MYI) in the Arctic Ocean has been largely replaced by seasonal first-year ice (FYI) Stroeve et al. 2008) . While the 2007 melt season remains the record low ice extent for the pan-Arctic, subsequent summer seasons were also characterized by minimum ice extent well below the mean (Stroeve et al. 2011) . Sea ice extent decreases are no longer confined to the summer months, and are now occurring in the once stable winter months (Comiso 2006; Serreze et al. 2007) .
While the recent Arctic-wide changes in sea ice extent and character are indeed dramatic, there still is considerable regional variability. Understanding this variability is vital to projecting the response of the Arctic climate system to future change. The Canadian Arctic Archipelago (CAA) is of particular importance due to the implications of a seasonally ice free Northwest Passage for regional climate, maritime activities, and security. To investigate this long-term variability, sea ice conditions within Canadian Arctic waters were examined with the Canadian Ice Service Digital Archive (CISDA), an integration of remotely sensed data, surface observations, airborne and ship reports, operational model results and the expertise of ice analysts (Tivy et al. 2011a ). The CISDA extends back to 1960 for some regions of the Canadian Arctic, almost 20 years longer than covered by satellite passive microwave observations. Complete and reliable coverage of all Canadian Arctic regions, however, begins in 1968. Tivy et al. (2011a) Between 1968 and 2010 total sea ice cover, averaged over the summer period, decreased approximately 3 to 17 % per decade depending on the region (Fig. 5) . Tivy et al. (2011a) found that these long-term summer sea ice decreases are forced by increases in spring air temperature, which explain up to 58 % of the inter-annual variability. For summer MYI only the southern Beaufort Sea and Foxe Basin exhibited significant decreases of 16 % and 20 % decade −1 respectively (Fig. 5) . The lack of significant decreases in MYI within the CAA has been attributed to increased dynamic MYI import from the Arctic Ocean that replaces ice lost due to melt (Howell et al. 2009a ). The time series of sea ice area for the Southern Beaufort Sea and the CAA show considerable inter-annual variability, with extreme minima occurring in 1998 and in the IPY years of 2007 and 2008 ( Fig. 6a and b) . Within Baffin Bay there is also considerable inter-annual variability in summer sea ice area since 1968, although the last decade is characterized by consistent low ice years, with the lowest ice area occurring in 2007 (Fig. 6c) . The time series for Hudson Bay is characterized by a shift toward lighter ice conditions in the mid-to late 1990's (potentially linked to a cold to-warm phase shift in the Atlantic Multi-decadal Oscillation as described in Tivy et al. (2011b) ) that have persisted through 2010, the lowest ice year since 1968 (Fig. 6d) . Hudson Bay sea ice has also undergone a shift toward reduced sea ice area during the fall months since the 1990s. Hochheim and Barber (2010) investigated fall (October and November) sea ice area trends in Hudson Bay from 1980 to 2005 and found large decreases ranging from 23.3 % to 26.9 % decade −1 . A significant sea ice event during the IPY was the 2007 clearing of the Northwest Passage route through the western Parry Channel for the first time in the satellite era. The mechanism responsible was prior thinning of the MYI, followed by rapid melt, and most importantly, an atmospheric circulation pattern that prevented MYI from the Queen Elizabeth Islands (QEI) from entering the Western Parry Channel (Howell et al. 2009a) . Subsequent low ice years also occurred in 2008 and 2010, and there is evidence that a similar event likely occurred outside the satellite era in 1962 (Tivy et al. 2011a ). Despite these low ice years, MYI continues to be transported southward from the QEI into the Northwest Passage posing a Tivy et al. 2011a] serious threat to shipping. Even as Arctic temperatures continue to increase (Kaufman et al. 2009 ) and the melt season continues to lengthen (Markus et al. 2009 ), clearing of the Northwest Passage is also sensitive to wind direction, which can either transport MYI southward from the QEI or inhibit ice advection into the Passage. This is in agreement with the suggestion of Melling (2002) that MYI will still be supplied to the Western Parry Channel region of the Northwest Passage under a warming climate. Model predictions also indicate this region will be unlikely to consistently allow summertime shipping even when the Arctic Ocean is predominantly ice-free (Sou and Flato 2009; Stephenson et al. 2011). 3.4 Lake and river ice Lake ice cover both forces and responds to climate variability. Trends in ice phenology records (break-up/freeze-up dates) tend to be linked with variations in air temperature, while trends in ice thickness are associated with both temperature and snow cover (see Brown and Duguay 2010) . During previous decades, changes in lake ice cover were monitored with ground based observations; however, the transition from manned to automated climate stations in Canada has greatly diminished this network (Lenormand et al. 2002) . To address the resulting observing gap, IPY activities in Canada contributed to developing both remote sensing and modeling-based solutions to monitoring lake ice throughout Canada.
Ice-on/off dates for large lakes can be determined from active and passive microwave imagery (e.g. Howell et al. 2009b ), but obtaining ice thickness estimates from satellite measurements is more challenging. Progress was made by Kang et al. (2010) who showed the potential for using passive microwave brightness temperatures for estimating ice thickness on large northern lakes. Lake ice models can be used to assess potential changes to ice cover using projected climate conditions. Brown and Duguay (2011) produced both contemporary and future ice cover information (1961-2100) for areas above 58°N, using 1-D simulations with the Canadian Lake Ice Model (CLIMo) driven by the Canadian Regional Climate Model (IPCC SRES A2). Since snow cover plays an important role in the seasonal evolution of lake and river ice, simulations were run with both a full snow cover and no snow cover on the ice to assess the effects of wind redistribution. Simulations show that nearly all of Arctic North America is predicted to experience an advance in mean break-up dates in the range of 5-25 days from 1961-90 to 2041-70 (with a mean difference of 7 days between snow-free (later) and snow-covered lakes (earlier)), while freeze-up is predicted to occur up to 15 days later (Fig. 7) . These results are comparable to those identified by Dibike et al. (2011) for future changes in lake ice over North America produced with a different lake ice model. The lake ice projections for break-up/freeze-up were more sensitive to air temperature changes, while the simulated ice thickness is more sensitive to changes in snow cover amount (Brown and Duguay 2010) . Both future climate scenarios produced a drastic reduction in the areas in which occasional summer or perennial ice cover is found. The maximum ice thickness was predicted to decrease by an average of 21 cm for the snow simulations and 28 cm for the snow-free simulations from 1961-90 to 2041-70, with areas of maximum loss exceeding 40 cm in parts of Alaska.
These projected changes in ice cover will affect the role of lakes in energy, water and biogeochemical processes in cold regions, and result in ecosystem changes within the lakes. A shorter ice covered season will have a detrimental effect on the duration and stability of winter ice roads in northern Canada, which affects overland access to regions of northern development (Furgal and Prowse 2008) . Increased travel risk linked to freshwater ice instability and weather unpredictability is also an important issue for northern communities (Lafortune et al. 2004 ) which typically rely on trail networks on freshwater ice. Assessing the scope and impact of such changes requires extended and continuous research and monitoring. Traditional knowledge, local observations, and field measurements were used by Tremblay et al. (2008) to assess changes in ice conditions at locations along key trails in Nunavik (northern Quebec). This community-driven information successfully reduced travel risks, while facilitating inter-community information exchange on a changing environment.
A practical solution to monitoring freshwater ice on a larger scale is to combine satellite imagery and local knowledge of ice conditions. One IPY study examined the potential to use remote sensing as part of an ice monitoring program (Gauthier et al. 2010 ) with the town of Kuujjuaq, located inland along the Koksoak River, chosen as the experimental site. A river ice classification algorithm was refined based on an unsupervised fuzzy K-mean classification of Radarsat imagery (Gauthier et al. 2010) , and river ice maps were provided to the community as a tool for planning safer travel in the region. During the 2 years of the project, maps were produced every 7-10 days ( Figure S2 ) and made available to the population (website and paper copies) within 36 h. Calibration and validation of the river ice maps consisted of aerial surveys, ground observations, photos, and field measurements.
Land ice
Research on Arctic glaciers and ice caps during the IPY focused on two main themes. First, documenting recent changes in the glacier extent, volume, and mass over the period since the 1957/58 International Geophysical Year (IGY), relating them to changes in climate over the same period, and (where possible) placing them in a longer-term context. Second, investigating the role of changes in ice flow dynamics in the response of Arctic ice caps to climate change. Studies on the trends and levels of atmospheric contaminant deposition on Arctic ice caps were also undertaken during the IPY but are beyond the scope of this review.
New studies of glacier area change were initiated in the Yukon (Barrand and Sharp 2010 ) and Labrador, in situ measurements of glacier mass balance continued on 4 glaciers in the QEI (Devon Ice Cap, Meighen Ice Cap, Melville South Ice Cap and White Glacier; , and a regional scale study of glacier mass change since 2003 in the QEI, Bylot Island and Baffin Island was completed (Gardner et al. 2011) . In addition, climate data from Environment Canada weather stations, automatic weather stations on the Devon and Agassiz ice caps, and remotely sensed measurements of ice surface temperature (from Moderate Resolution Imaging Spectroradiometer -MODIS) and melt season duration (for the period 2000-2009; retrieved from the SeaWinds scatterometer on QuikSCAT) were used to document changing melt conditions on ice caps in the QEI and Baffin Island . New ice cores and deep snowpits were collected/measured on those ice caps from which deep ice cores had previously been extracted in order to extend the climate records from these sites to the present day (Fisher et al. 2012) .
Changes in the surface area of Yukon glaciers during the 50 years since IGY were assessed via comparison of glacier extents on historical topographic maps and aerial photographs with those derived from recent LandSat7 imagery (Barrand and Sharp 2010) . Results showed that glaciers in this region lost 22 % of their surface area (a total loss of 2,541± 189 km 2 ) over the 50 year period, representing a total mass loss of 406±177 Gt (equivalent to 1.13±0.49 mm of global sea level rise). Comparison with data from Environment Canada weather stations and the NCEP/NCAR R1 re-analysis indicated that these changes in glacier mass and surface area were coincident with general summer warming (since 1970) and reductions in winter precipitation over the period of record (Barrand and Sharp 2010) .
In the QEI, in situ measurements have shown that year-to-year variability in glacier mass balance is driven largely by changes in summer climate and mass balance (Koerner 2005) . New studies of melt layer frequencies in ice and firn cores and snow pits from the Canadian Arctic ice caps indicate that melt rates in the last few decades have been uniquely high in the context of the last 4000 years. Since the early 1990s, melt rates are similar to those during the early Holocene thermal maximum ( Fig. 8 ; Fisher et al. 2012) . This is despite the fact that incident solar radiation in northern high latitudes in summer continues to decrease from the high values that characterized the early Holocene (Kaufman et al. 2009 ).
At a regional scale, independent geophysical measurements based on ICESat (Ice, Cloud, and land Elevation Satellite) laser altimetry, and GRACE (Gravity Recovery and Climate Experiment) satellite gravimetry indicate that glaciers and ice caps in the CAA lost mass at a mean rate of 61±7Gt per year from 2004 to 2009, equivalent to a total rise in global mean sea level over the period of 1.01±0.11 mm (Gardner et al. 2011) . The mean rate of mass loss jumped from 31±8 Gt per year from 2004-2006 to 92±12 Gt per year from 2007 to 2009. The CAA was likely the single largest regional contributor to eustatic sea-level rise outside Greenland and Antarctica during this latter period. About 61 % of the mass loss came from the QEI, and about 92 % was in the form of meltwater runoff (as opposed to iceberg calving) (Gardner et al. 2011) .
The Canadian contribution to the IPY project Glaciodyn focused on the Belcher Glacier, the largest tidewater glacier draining from the Devon Ice Cap, Nunavut. The goal of this project was to develop and validate a new coupled model of glacier hydrology and glacier flow and to use it to explore how Belcher Glacier would respond to changes in atmospheric and oceanic forcing. Field programs, that included mapping of surface and bedrock topography and monitoring glacier flow with continuously recording GPS, were conducted on Belcher Glacier in the summers of 2007 through 2009. Iceberg calving was monitored with time lapse photography, acoustic and passive seismic monitoring systems, while offshore bathymetry and water column properties were also determined. Remote sensing activities concentrated on repeat mapping of the surface velocity field of the Devon Ice Cap, including the Belcher Glacier (Van Wychen 2010), providing context for the point velocity measurements made using GPS sensors. A distributed energy balance based model of glacier surface melt and snowpack evolution was used to simulate the daily production of surface meltwater across the glacier in the summers of (Duncan 2011 . This model was applied to individual sub-catchments on the glacier surface to generate daily runoff time series that could be compared with time series of lake-filling/drainage, glacier surface velocity, proglacial meltwater plume extent, and iceberg calving events. Preliminary experiments demonstrate that the model can simulate seasonal evolution in the character of the subglacial drainage system, glacier velocity response to seasonal and diurnal changes in rate of meltwater delivery to the glacier bed, and short-lived changes in glacier velocity driven by the drainage of supraglacial lakes. All of these Since the early 1990s melt rates have been approaching levels not seen since the early Holocene (line 2), over 9000 years ago (From Fisher et al. 2012) behaviours are apparent in the GPS-derived velocity datasets collected from Belcher Glacier.
Ice shelves
The ice shelves along the northern coast of Ellesmere Island are relics of climate cooling that occurred about 5500 years ago (England et al. 2008) . They formed through in situ growth of sea ice (surface snow accumulation and basal freeze on), while some also received input from glaciers that formed on northern Ellesmere Island (England et al. 2008; Jeffries 2002) . Much of the 90 % decrease in ice shelf extent that has occurred since their discovery in the late 19th century coincided with a period of regional warming in the 1930s and '40s. Marked positive air temperature anomalies since the 1990s have driven further ice shelf collapse (Copland et al. 2007 ). The complete loss of the Ayles Ice Shelf (about 87 km 2 ) in 2005 was accompanied by the loss of about 1020 km 2 of multiyear landfast sea ice (MLSI) in nearby Yelverton Bay (Copland et al. 2007) . MLSI typically fringed the fronts of ice shelves in the past and protected them from the open ocean, and can be considered as incipient ice shelf (Pope et al. 2012) . The loss of MLSI may therefore limit the potential for ice shelf regrowth under current climate conditions, and make the ice shelves more vulnerable to future climate change (Copland et al. 2007) .
A Canadian Rangers traverse (described previously) measured the thickness of the Milne, Petersen, and Serson ice shelves with ground penetrating radar. (Fig. 9) . This was followed in the same year by the loss of the entire Markham Ice Shelf (~50 km 2 ) and 60 % (120 km 2 ) of the Serson Ice Shelf (Mueller et al. 2008; Vincent et al. 2009 ). By the end of summer 2008, the total area of the remaining Ellesmere Island ice shelves had reached a new record low of 720 km 2 (Mueller et al. 2008) .
Discussion

The cryosphere as an integrated system
The various components of the cryosphere are often investigated as distinct entities in climate studies because of traditional boundaries between sub-disciplines, the various noncomplementary datasets used to examine each component, and the challenges in conducting unified field campaigns that span multiple elements of the cryosphere. However, awareness of the interconnected nature of the cryosphere, and the integrated role it plays in the global climate system, is increasing (for example, Francis et al. 2009; Rawlins et al. 2010) . In this context, it is important to identify evidence of consistent responses across the cryosphere to climate variability and change, as well as the relationships between components of the cryosphere. The observed changes in the Canadian cryosphere during the IPY period are consistent with trends identified in previous decades (e.g. Serreze et al. 2000; Atkinson et al. 2006) , with increases in surface and lower tropospheric air temperatures the likely primary drivers of these changes. The observed changes are consistent with warming surface temperatures (Fig. 2) , in that they all indicate a reduction in the spatial extent and mass of the cryosphere (such as sea ice area/volume and negative glacier mass balance) as well as an increase in the temporal persistence of melt related parameters (i.e. shorter terrestrial snow cover duration; longer glacier melt seasons). Observed changes also include warming of permafrost, reductions in spring snow cover extent, reductions in summer sea ice extent including multi-year ice area, and dramatic ice loss events for ice shelves along the north coast of Ellesmere Island.
In many cases, rates of observed cryospheric changes during the IPY period increased relative to pre-IPY conditions. For instance, observed increases in shallow (15 m depth) permafrost temperature at Alert since the 1990s, including an increase in the rate of warming since 2005 ( Fig. 3c ; also see Smith et al. 2010b and Throop et al. 2010) , were likely driven by positive air temperature anomalies. Arctic snow cover extent exhibits decadal scale reductions since the mid-1960's, with the start of the 21st century marking dramatic reductions to record lows in 2008 and 2010 ( Fig. 4; Figure S1 ). Increasing mass loss for high Arctic glaciers has been observed since the 1990s but is particularly dramatic since 2005 (e.g. Allison et al. 2011; Sharp and Wolken 2010) . Decreases in sea ice area, particularly in the summer, are evident across the Canadian Arctic, and are highlighted by extreme events Tivy et al. 2011a ). Rapid and extreme ice loss events have also affected the northern Ellesmere ice shelves, particularly in the summer of 2008 when large ice islands (~40 km 2 ) broke off the Ward Hunt Ice Shelf, while the entire Markham Ice Shelf (~50 km 2 ) and 60 % (~120 km 2 ) of the Serson Ice Shelf were lost. While many changes in cryospheric components can be linked to warm temperature anomalies, this is not the only forcing element to consider. In the case of CAA sea ice, it is important to distinguish between dynamic and thermodynamic influences on ice anomalies. Over the past 41 years, summer sea ice conditions in the CAA during 1998 and 2007 stand out as extreme low ice years, but the forcing mechanisms during these two seasons were distinct, with temperature anomalies providing only a partial explanation. As described in Howell et al. (2010) , persistent high sea level pressure over Greenland in 1998 was coupled with low pressure over Hudson Bay during most of the melt season. This pattern allowed predominantly warm air masses of southerly origin to flow over the CAA, facilitating anomalously warm temperatures and an extended melt season that ablated the thicker MYI. This atmospheric circulation pattern also restricted sea ice import from the Arctic Ocean into the CAA. The sea ice in the southern Beaufort Sea was also influenced by this circulation regime, which in combination with low sea ice cover in the autumn of 1997, contributed to the 1998 extreme minima. In 2007, anomalously warm temperatures in July facilitated an intense rapid melt which led to extreme low ice conditions within the CAA. However, high sea level pressure over the Beaufort Sea drove the advection of sea ice away from the Eurasian sector of the Arctic Ocean towards and into the CAA, facilitating the dynamic import of MYI and thus preventing 2007 from eclipsing the 1998 record ice loss. These two low ice seasons illustrate the importance of sea ice dynamics, driven by atmospheric circulation, which can facilitate ice export and/or replenishment within the CAA during the summer melt season.
Quantifying linkages in the variability between cryospheric elements is challenging because of different spatial and temporal response scales (for instance, terrestrial snow can undergo complete seasonal melt in a matter of days, while glaciers respond over periods of years to decades), and the potential for long time lags between forcing events. The panArctic, pan-cryosphere response to spring temperature anomalies was explored in an integrated manner by Wang et al. (2011) who showed that the melt onset date across the Arctic mainland was significantly correlated with both July and August sea ice extent. Correlation analysis showed that both July and August sea ice extent exhibited significant negative correlations with spring (AMJ) air temperatures (r0−0.63 for both months), while sea ice extent in other months was not significantly correlated with spring air temperatures. This suggests that spring air temperature anomalies are the main mechanism for the significant relationships between melt onset on land and sea ice extent. This interpretation is consistent with the findings of who found that observed reductions in June SCE over the 1979-2008 period were of the same magnitude as reductions in June sea ice extent with both series significantly correlated to air temperature changes over the Arctic region. These results underscore the close relationship between the cryosphere and surface air temperatures over the Arctic region in June when albedo feedback potential is at a maximum.
Changes in the cryosphere can have significant ecological consequences. With respect to terrestrial ecosystems, snow cover, permafrost conditions, surface hydrology, and vegetation are all inter-related. For example, recent dramatic reductions in Arctic spring snow cover duration reported in and Derksen and Brown (2011) have direct effects on wildlife (for example, see Drever et al. 2011) . Shorter snow cover seasons are consistent with an extension of the growing season over the Arctic as discussed in Jia et al. (2009) , and are consistent with earlier peak stream flow, a more rapid recessional limb, and higher peak runoff volume, as reported by Shiklomanov and Lammers (2009) .
Thawing of ice-rich permafrost leads to ground settlement and collapse, ponding of water (thermokarst) and a conversion of forested ecosytems to sedge wetlands and fens (Smith et al. 2008; Vallée and Payette 2007; Payette et al. 2004; Thibault and Payette 2009 ). Changes in subsurface conditions can also lead to land instability in permafrost regions. Rapid and deep active layer formation associated with warmer summer temperatures can result in active layer detachments, as were observed on Melville Island in summer 2007 (Lamoureux and Lafrenière 2009). Increases in thaw slumping around lakes has been observed in the Mackenzie Delta region over the last 50 years, and likely results from the thawing of permafrost due to warming air temperatures and thermal disturbance associated with slump-induced removal of vegetation (Lantz and Kokelj 2008; Kokelj et al. 2009a ). Thermokarst processes, lake expansion, and slope instability can also result in changes to sediment loads and water chemistry which may have implications for aquatic ecosystems (Kokelj et al. 2009b; Lamoureux and Lafrenière 2009; Dugan et al. 2009 ). Changes in terrestrial ecosystems may also result from the surface disturbance and redistribution of soil through alterations of microbial activity and availability of nutrients (Pautler et al. 2010; Lantz et al. 2009 ). The impacts of cryosphere changes on terrestrial and marine ecosystems are discussed in other papers of this volume.
Implications of a changing cryosphere for human activity in the North
A change to ice cover (both freshwater and marine) will affect northerners through impacts on wildlife, marine resources, infrastructure, transportation, nutrition, and safety. There are also implications for natural resource development as ice roads provide essential access to exploration sites and allow the re-supply of mineral and hydrocarbon production sites (Prowse et al. 2009; Furgal and Prowse 2008) . Delayed freeze-up and earlier break-up of lake and river ice mean that mines in the Slave Province of the Northwest Territories that depend on ice roads will be faced with shorter operating periods to transport supplies to mine sites. Adaptation options, such as the construction of all season roads, may need to be considered (Prowse et al. 2009 ). Many northern communities depend on rivers and lakes for travel and hunting activities that will be impacted by changing climate. As demonstrated during IPY, community travel route and ice monitoring programs along with satellite measurements can be utilized as an effective tool for producing information on river ice status for use at the local level and at larger scales.
Changes to ground thermal conditions including warming and thawing of permafrost can result in changes to the engineering properties and strength of the ground which have implications for infrastructure performance. Although the impacts of construction and operation on ground thermal conditions are usually incorporated into engineering design, climate change presents an additional challenge which needs to be considered to ensure integrity over the operating life of northern infrastructure (e.g. Smith et al. 2001) . Incorporation of climate change into engineering design becomes particularly important for infrastructure that must maintain its integrity over several years, or where the consequences of failure is high, such as for waste containment structures (Prowse et al. 2009 ). The development of guidelines for climate change adaptation with respect to infrastructure on permafrost (Canadian Standards Association 2010) has benefited from the increased knowledge of permafrost conditions generated through Canadian IPY activities. The increased availability of up to date information supports the needs of engineers for the design of community infrastructure (e.g. Ednie and Smith 2011) and large scale resource development projects as proposed for the Mackenzie Valley (e.g. Smith et al. 2009 ).
International Polar Year: a legacy of collaboration and innovation
In addition to driving scientific innovation, IPY investment in cryospheric research in Canada produced a number of other impacts. These include:
New and/or enhanced observing networks: Through IPY efforts, Canadian researchers are better positioned to build on a baseline of observations that will help put future cryospheric changes in context. An important legacy of the IPY is an enhanced observing network that includes additional ground based, in situ monitoring sites and the development of new techniques to improve the retrieval of cryospheric parameters from satellite measurements. Long-term observations are needed to better characterize cryospheric trends and their inherent variability. Maintenance of these monitoring systems is necessary to extend time series and support improved assessments of cryospheric response to climate change. IPY related activities also facilitated the development of local monitoring projects and the engagement of northern residents in contributing their knowledge to the development of new datasets. Innovative field campaigns: Field campaigns supported by Canadian IPY investment were ambitious and innovative, facilitated observations across regions which had not been systematically sampled before, and pursued new collaborative opportunities for cryospheric field work. For instance, observations of the ice shelves of northern Ellesmere Island were noteworthy not only for being the first surface-based ice thickness measurements in these regions, but for the collaborative nature of the campaign with university scientists working alongside Canadian Forces and Canadian Rangers personnel. Canadian and American scientists collaborated to make the first systematic snow measurements across the Canadian Barrenlands, during which they also filed daily audio, video, and pictorial updates to a website from the field. These posts were followed by primary school students from over 50 schools in Canada and the United States.
Results from Canadian IPY studies of terrestrial snow cover illustrate the connection between dataset development driven by field activities (including new satellite retrieval algorithms) and time series analysis. Investing in the development and improvement of remote sensing products through field campaign activities can make an immediate impact on climatological studies by providing new, enhanced time series for analysis. Combining validated datasets from satellite measurements, reanalysis, and conventional observations enhances our ability to statistically characterize change and variability (with associated uncertainty) over time.
Supportive collaborative structure for research groups: Canadian IPY research activities depended on collaboration between government and university researchers and northern organizations, residents, and students. This collaboration significantly enhanced data collection opportunities, while information sharing between individuals and organizations increased the analytical capacity of the projects. Support for young researchers and training of young scientists: Training of young scientists was achieved by engaging students, at various academic levels, in the IPY projects. For example, approximately 100 students ranging from undergraduates to post-doctoral fellows participated in the cryosphere-related projects. Continued investment in Polar science within Canada is necessary to ensure future opportunities for the young scientists who were trained during IPY.
It is our hope that the notable progress achieved on cryospheric research in Canada during IPY is sustained. Although there have been efforts during IPY to develop a framework for cryospheric observing networks, long-term commitment and investment will be required to ensure continued operation of the recently enhanced networks. Partnerships and joint monitoring sites, at which information for multiple key environmental variables are collected, will be essential. Adequate observations are essential for the development and validation of models to predict future cryospheric conditions, and to reduce uncertainties in these predictions. IPY activities show the potential benefits of collaboration between the observing and modelling communities.
Conclusions
Research during the IPY has provided new knowledge on the state and variability of the Canadian cryosphere. This information provides a baseline against which future change can be assessed. The fundamental conclusion is that there is strong evidence of temperatureinduced changes throughout the Canadian cryosphere, modulated by regional, decadal and interannual variability: The cryosphere is changing. Sustained efforts to comprehensively observe all elements of the cryosphere are necessary to understand the response to a changing global climate system, understand how these changes will affect terrestrial and marine ecosystems, and reduce the vulnerability of northern residents and northern development to risks associated with climate variability and change.
