The paradigm of using a very simple encoder and a sophisticated decoder for compression of signals became popular with the theory of distributed coding and it has been exercised for the compression of various types of signals such as images and video. The theory of compressive sampling later introduced a similar concept but with the focus on guarantees of signal recovery using sparse and low rank priors lying in an incoherent domain to the domain of sampling. In this paper, we bring together the concepts introduced in distributed coding and compressive sampling with the informed source separation, in which the goal is to efficiently compress the audio sources so that they can be decoded with the knowledge of the mixture of the sources. The proposed framework uses a very simple time domain sampling scheme to encode the sources, and a sophisticated decoding algorithm that makes use of the low rank non-negative tensor factorization model of the distribution of short-time Fourier transform coefficients to recover the sources, which is a direct application of the principles of both compressive sampling and distributed coding.
INTRODUCTION
Audio source separation is a challenging task in audio signal processing [1] , in which the quality of the reconstructed sources depends strongly on the particular task and the amount of prior information that can be exploited. Informed source separation (ISS) [2] [3] [4] [5] , which is also strongly related to spatial audio object coding (SAOC) [6] , is a new trend in source separation, where some side-information about the sources and/or the mixing system is extracted at a stage where the clean sources are still available, e.g., during the mixing of a music recording by a sound engineer. A natural constraint is that this side-information should be small enough as compared to encoding the sources independently. More precisely, an ISS method is based on a so-called encoding stage, where the side-information is extracted, given both the sources and their mixture, and a so-called decoding stage, where the sources are not available any more and estimated from the mixture, given the sideinformation. As such, the ISS being at the crossroads of source separation and compression [7] , it usually leads to much better quality of reconstructed sources than the conventional audio source separation at the expense of some bitrate required for side-information * The first and second authors have contributed equally for this work. This work was partially supported by ANR JCJC program MAD (ANR-14-CE27-0002).
transmission. Indeed, the quality of reconstructed sources can be fully controlled during the encoding stage [5, 7] , and perceptual psycho-acoustic aspects can be taken into account [6, 8] .
One of the limits of all existing ISS and SAOC schemes is that the encoding process is not very fast. All these approaches [2] [3] [4] [5] [6] require at least computing some time-frequency transform, estimating some models or parameters and optionally encoding some residual signals [5, 6] . Moreover, the decoding is usually faster than the encoding, since it relies on some models or parameters that are already estimated or pre-computed at the encoder.
The goal of this work is to propose an ISS approach where the computational load is shifted from the encoder to the decoder, i.e., the encoder should be extremely fast, possibly at the expense of a slower decoder. Possible advantages of such a low complexity encoding are as follows. First, this would allow performing encoding using very low power devices. Second, even if the devices are not low power, for the archiving purposes (e.g., archiving music or movie audio multitracks) the encoding is performed for every archived piece, while the decoding may only be needed occasionally, when there is a necessity. Thus, having a very low complexity encoder would lead to overall energy, time and cost savings.
The approach we propose in this work is inspired by distributed source coding [9] and in particular distributed video coding [10] paradigms, where the goal is also to shift the complexity from the encoder to the decoder. Our approach relies on the compressive sensing/sampling (CS) principles [11] [12] [13] , since we are projecting the sources on a linear subspace spanned by a randomly selected subset of vectors of a basis that is incoherent [13] with a basis where the audio sources are sparse. Even though CS emerged as a field relying on sparse representations for signal reconstruction, it is later discovered that it is not only possible with sparse models but also with group sparse and low rank models, hence our proposed approach is directly related to CS. We baptize our approach compressive sampling-based ISS (CS-ISS).
More specifically, we propose to encode the sources by a simple random selection of a subset of temporal samples of the sources 1 followed by a uniform quantization and an entropy encoder. This is the only side-information transmitted to the decoder. To recover the sources at the decoder from the quantized source samples and the mixture, we propose using a model-based approach that is inline with model-based compressive sensing [14] . Notably, we use the Itakura-Saito (IS) nonnegative tensor factorization (NTF) model Figure 1 : The overall structure of the encoder and the decoder in the proposed CS-ISS scheme. An example of three original (dashed black) and reconstructed sources (in blue) is shown, along with the 6-bit quantized random samples (in red) extracted by the encoder and used by the decoder to separate source mixture (in black).
of source spectrograms as in [4, 5] . We show that, thanks to its Gaussian probabilistic formulation [15] , this model may be estimated in the maximum-likelihood (ML) sense from the mixture and the transmitted quantized portion of source samples. To estimate the model we develop a new generalized expectation-maximization (GEM) algorithm [16] based on multiplicative update (MU) rules [15] . Given the estimated model and all other observations, the sources can be estimated by Wiener filtering [17] .
OVERVIEW OF THE CS-ISS FRAMEWORK
The overall structure of the proposed CS-ISS encoder/decoder is depicted in Figure 1 . The encoder randomly subsamples the sources with a desired rate, using a predefined randomization pattern, and quantize these samples. The quantized samples are then ordered in a single stream to be compressed with an entropy encoder to form the final encoded bitstream. The random sampling pattern (or a seed that generates the random pattern) is known by both the encoder and the decoder and therefore not transmitted. The audio mixture is also assumed to be known by the decoder. The decoder performs entropy decoding to retrieve the quantized samples of the sources followed by CS-ISS decoding which will be discussed in detail in Section 3. The use of random samples and quantization for the purpose of compression and signal reconstruction is not new and is already used in compressive sampling applications, however using it for audio sources and informed source separation is proposed for the first time in this paper.
The proposed CS-ISS framework has several advantages over traditional ISS which can be summarized as follows:
• The simple encoder in Figure 1 can be used for low complexity encoding such as needed in low power devices. Low complexity encoding scheme is also advantageous for applications where encoding is used frequently but only few encoded streams need to be decoded. An example of such an application is music production in a studio where the sources of each produced music are kept for future use but seldom needed. Hence significant savings in terms of processing power and processing time is possible with CS-ISS.
• Performing sampling in time domain (and not in a transformed domain) provides not only a simple sampling scheme but also the possiblity to perform the encoding in an online fashion when needed, which is not always as straightforward for other methods [4, 5] . Furthermore, the encoding of each source being independent of the encoding of other sources enables the possibility of encoding sources in a distributed manner without compromising the decoding efficiency.
• The encoding step is performed without any assumptions on the decoding step, therefore it is possible to use other decoders than the one proposed in this paper. This provides a significant advantage over classical ISS [2] [3] [4] [5] in the sense that when a better performing decoder is designed the encoded sources can directly benefit from the improved decoding without the need for re-encoding. This is made possible by the random sampling used in the encoder. It is shown by the compressive sensing theory that the random sampling scheme provides incoherency with a large number of domains so that it becomes possible to design efficient decoders relying on different prior information on the data. 
CS-ISS DECODER
2 Throughout this paper the time-domain signals will be represented by letters with two primes, e.g., ′′ , framed and windowed time-domain signals will be denoted by letters with one prime, e.g., ′ , and complex-valued STFT coefficients will be denoted by letters with no prime, e.g., .
3 Even though it is known that the actual quantization noise distribution is not exactly Gaussian, this approximation is known to work well in practice while greatly simplfying the derivations. 
Algorithm 1 GEM algorithm for CS-ISS
This model is parametrized by = {Q, W, H}, with
We propose to recover the source signals with a GEM algorithm that is briefly described in Algorithm 1. The algorithm estimates the sources and source statistics from the observations using a given model via Wiener filtering at the expectation step, and then updates the model using the posterior source statistics at the maximization step. The details on each step of the algorithm are given the Sections 3.1 and 3.2 respectively.
Estimating the sources
Since all the underlying distributions are Gaussian and all the relations between the sources and the observations are linear, the sources may be estimated in the minimum mean square error (MMSE) sense via the Wiener filter [17] given the covariance tensor V defined in (2) by the model parameters Q, W, H.
Let us define the observed data vector for the -th frame,ō ′ ,
. We can write the posterior distribution of each source frame s given the corresponding observed dataō ′ and the NTF model 4 x and x represent the non-conjugate transpose and the conjugate transpose of the vector (or matrix) x respectively. as s |ō ′ ; ∼ (ŝ ,Σs s ) withŝ andΣs s being, respectively, posterior mean and posterior covariance matrix, each of which can be computed by Wiener filtering as [17] 
given the definitions
where
Therefore the posterior power spectra,P = [ˆ] , , , which will be used to update the NTF model as described in the following section, can be computed aŝ
Updating the model
NTF model parameters can be re-estimated using the multiplicative update (MU) rules minimizing the IS divergence [15] between the the 3-valence tensor of estimated source power spectraP and the 3-valence tensor of the NTF model approximation V defined as
, where ( ∥ ) = / − log( / ) − 1 is the IS divergence; andˆand are specified respectively by (11) and (2) . As a result, Q, W, H can be updated with the MU rules presented in [18] . These MU rules can be repeated several times to improve the model estimate.
RESULTS
In order to assess the performance of our approach, 3 (11 seconds length) sources of a music recording at 16 kHz are encoded and then decoded using the proposed CS-ISS with different levels of quantization (16 bits, 11 bits, 6 bits and 1 bit) and different raw sampling bitrates 5 per source (0.64, 1.28, 2.56, 5.12 and 10.24 kbps/source). Since uniform quantization is used, the noise variance in time domain is 2 = Δ 2 /12 where Δ is the quantization step size. It is assumed that the random sampling pattern is pre-defined and known during both encoding and decoding. The quantized samples are Table 1 : The final bitrates (in kbps per source) after the entropy coding stage of CS-ISS with corresponding SDR (in dBs) for different (uniform) quantization levels and different raw bitrates before entropy coding. The percentage of the samples kept is also provided for each case in parentheses. Results corresponding to the best rate-distortion compromise are in bold.
truncated and compressed using an arithmetic encoder with a zero mean Gaussian distribution assumption. At the decoder side, following the arithmetic decoder, the sources are decoded from the quantized samples using 50 iterations of the GEM algorithm with STFT computed using a half-overlapping sine window of 1024 samples (64 ms) and the number of components fixed at = 18, i.e. in average 6 components per source. The quality of the reconstructed samples is measured in signal to distortion ratio (SDR) as described in [19] . The resulting encoded bitrates and SDR of decoded signals are presented in Table 1 along with the percentage of the encoded samples in parentheses. Note that the compressed rates in Table 1 differ from the corresponding raw bitrates due to the variable performance of the entropy coding stage, which is expected.
The performance of CS-ISS is compared to a classical ISS approach with a more complicated encoder and a simpler decoder presented in [4] . The ISS algorithm is used with NTF model quantization and encoding as in [5] , i.e., NTF coefficients are uniformly quantized in logarithmic domain, quantization step sizes of different NTF matrices are computed using equations (31)-(33) from [5] and the indices are encoded using an arithmetic coder based on a twostates Gaussian mixture model (GMM) (see Figure 2 in which CS-ISS clearly outperforms the ISS approach, even though the ISS approach can use optimized number of components as opposed to our decoder which uses a fixed number of components (the encoder is very simple and does not compute or transmit this value). The performance difference is due to the high efficiency achieved by the CS-ISS decoder thanks to the incoherency of random sampled time domain and of low rank NTF domain. Also, the ISS approach [4] is unable to perform beyond an SDR of 10 dBs due to the lack of additional information about STFT phase as explained in [5] . Even though it was not possible to compare to the ISS algorithm presented in [5] in this paper due to time constraints, the results indicate that the rate distortion performance exhibits a similar behaviour. It should be reminded that the proposed approach distinguishes itself by it low complexity encoder and hence can still be advantageous against other ISS approaches with better rate distortion performance.
The performance of CS-ISS in Table 1 and Figure 2 indicates that different levels of quantization may be preferable in different rates. Even though neither 16 bits nor 1 bit quantization seem well performing, the performance indicates that 16 bits quantization may be superior to other schemes when a much higher bitrate is available. Coarser quantization such as 1 bit, on the other hand, had very poor performance in the experiments. The choice of quantization can be performed in the encoder with a simple look up table as a reference. One must also note that even though the encoder in CS-ISS is very simple, the proposed decoder is significantly high complexity, typically higher than the encoders of traditional ISS methods. However, this can also be overcome by exploiting the independence of Wiener filtering among the frames in the proposed decoder with parallel processing, e.g., using graphical processing units (GPUs).
CONCLUSION
In this paper we proposed a novel low complexity informed source separation encoder that is based on compressed sampling principles. The encoded bitstream is decoded by an algorithm that exploits the low rank NTF structure in the distribution of the STFT coefficients and that is shown to compete with traditional ISS methods in terms of rate distortion performance. The proposed compressive sampling based informed source separation approach is first of its kind in the literature and has several advantages over traditional ISS approaches: it has a low complexity encoder, which is of practical interest in certain set-ups and it can benefit from better performance decoders in the future without the need to re-encode the sources. A more comprehensive performance assessment and comparison to other ISS algorithms is considered as future work.
