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Abstract
Near Horizon Geometries with multiply degenerate Killing horizons H are con-
sidered, and their degenerate Killing vector fields identified. We prove that they all
arise from hypersurface-orthogonal Killing vectors of any cut of H with the inherited
metric —cuts are spacelike co-dimension two submanifolds contained in H. For each
of these Killing vectors on a given cut, there are three different possibilities for the
Near Horizon metric which are presented explicitly. The structure of the metric for
Near Horizon Geometries with multiple Killing horizons of order m ≥ 3 is thereby
completely determined, and in particular we prove that the cuts onH must be warped
products with maximally symmetric fibers (ergo of constant curvature). The question
whether multiple degenerate Killing horizons may lead to inequivalent Near Horizon
Geometries by using different degenerate Killings is addressed, and answered on the
negative: all Near Horizon geometries built from a given multiple degenerate Killing
horizon (using different degenerate Killings) are isometric.
1 Introduction
In a recent paper [5] we have introduced the notion of multiple Killing horizon (MKH) and
have initiated a systematic study of its properties. In essence, multiple Killing horizons
are null hypersurfaces which are simultaneously Killing horizons of two or more Killing
vectors. The precise definition, recalled in the next section, is slightly more involved as
one needs to take care of the fact that different generators can have different fixed points.
Several general properties of multiple Killing horizons were obtained in [5]. In particular,
one can attach a natural number m ≥ 2 to each MKH, called order, which counts the
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number of its linearly independent Killing generators. The order of any MKH cannot be
larger than the dimension of the spacetime where it lies, and examples exist for MKHs of
any allowed order. Another important property of MKHs is that the surface gravity of
each generator is constant, and that at most one (in an appropriate sense) can be different
from zero. MKHs are called fully degenerate or non-fully degenerate depending on whether
all its surface gravities vanish or not. The order of a fully degenerate MKH can be any
number strictly smaller than the spacetime dimension, and again examples of any order
exist [5].
An example of paramount importance of MKH is the Killing horizon of a near horizon
geometry (NHG) spacetime. These spacetimes are obtained by infinite zoom of the geom-
etry around any Killing horizon with vanishing surface gravity. Thus, NHG describe the
“focused” geometry of degenerate Killing horizons. They turn out to be very interesting
objects both from a geometric and from a physical perspective and have been extensively
studied (see [3] and references therein). One of its general properties is the so-called
“enhancement of symmetry”: in addition to the Killing vector associated to the original
degenerate Killing horizon (which is preserved by the “zoom” limit), any NHG always ad-
mits a second Killing vector [3, 7, 4] with respect to which the horizon is non-degenerate.
This immediately turns all horizons associated to NHG spacetimes into multiple Killing
horizons.
Now, what happens if the original horizon (before taking the near horizon limit) is a
multiple Killing horizon itself? We have proved in [5] that any of its degenerate Killing
generators survives to the limit. Hence, if the original multiple Killing horizon was fully-
degenerate of order m, it follows that the near horizon limit has a non-fully degenerate
Killing horizon of order m + 1. Correspondingly, if the original horizon was non-fully
degenerate of order at least three, then the near horizon limit has at least the same order.
This fact raises the following natural question, posed in [5]. Since the original Killing
horizon is degenerate with respect to more than one linearly independent Killing vector
and any one of them can be used to perform the near horizon limit, are all the NHG one
obtains by this process (locally) isometric to each other or not? If the answer were no,
i.e. if the near horizon geometry depended on the choice of degenerate Killing generator,
one could iterate the process and generate a potentially very large class of near horizon
geometries starting from a single MKH. If, on the other hand, the answer is yes (the limit is
independent of the choice of generator) one concludes that any degenerate Killing horizon
(multiple or not) has a well-defined and unique near horizon geometry attached to it. One
of the main objectives of this paper is to answer this question and prove that any degenerate
Killing horizon (multiple or not) defines a unique near horizon geometry.
The strategy we follow is to find the explicit coordinate change (i.e. local isometry) that
transforms one near horizon geometry limit into another. Despite its apparent simplicity,
the problem turns out to be substantially more involved than one could have expected.
The key to success is the ability to obtain very explicit and fully general information on
near horizon geometries admitting multiple Killing horizons of order at least three. Finding
these results is our second main achievement and opens up the possibility of, eventually,
finding a complete classification of all near horizon geometries admitting multiple Killing
horizons with at least two degenerate generators. To be more specific, recall that near
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horizon geometries of dimension n+ 1 are determined by a Riemannian manifold (S, γ) of
dimension n − 1 endowed with a one-form s and a scalar h. We show that whenever the
horizon of the near horizon geometry is multiple of orderm at least three, the geometry of S
is (locally) a warped product with fibers of dimension m−2 of constant sectional curvature.
In addition, there are m− 2 linearly independent hypersurface-orthogonal Killing vectors
of (S, γ) tangent to the fibers which, together with the trivial zero vector field, are in one-
to-one correspondence to the degenerate Killing generators of the MKH. The one-form s
and scalar h are completely and explicitly determined in terms of the geometric properties
of any one of the non-trivial hypersurface-orthogonal Killing vectors of (S, γ).
The plan of the paper is as follows. In section 2 we summarize the main results of [5]
that are needed in this work. In section 3 we recall the limit process that leads to the near
horizon geometry and discuss in which sense it is determined by the data (S, γ, s, h). We
also recall the key result in [5] showing that the near horizon limit does not reduce the order
of multiple Killing horizons. We then find the equations that need to be satisfied by any
degenerate Killing generator of the horizon. They involve the near horizon data (S, γ, s, h)
and the proportionality function f on S between generators. The full set of equations
include the so-called master equation that must necessarily be satisfied by all MKH [5].
In the near horizon geometry case this is supplemented by two more equations involving
h. We find the general solution of the full system and show that the solutions are related
to hypersurface orthogonal Killing vectors in (S, γ) (theorem 3 and lemma 1). In section
4 we exploit these results to prove that (S, γ) is a warped product with fibers of constant
curvature (theorem 5) which in particular means that if the MKH is of order m ≥ 3 then
(S, γ) admits at least (m−1)(m−2)/2 linearly independent Killing vectors. The value of the
constant curvature of those fibers is explicitly determined (theorem 6). Finally, we devote
section 5 to proving that given any near horizon geometry spacetime with a multiple Killing
horizon of order at least three, any choice of degenerate generator leads, via the standard
near horizon limit, to a spacetime which is locally isometric to the original one (theorem
7). As already mentioned, we show this by finding explicitly the coordinate change that
transforms one metric into another. We first find necessary geometric conditions that must
be satisfied by the coordinate change, and which ultimately determines it in an essentially
unique way. We then prove that this coordinate change indeed defines a (local) isometry
between the two spacetimes. This step requires exploiting the explicit information about
near horizon geometries with MKH obtained in previous sections. We finish the paper by
stating and proving our main theorem, namely that to any multiple Killing horizon one
can attach a unique near horizon geometry (theorem 8).
1.1 Notation
(M, g) is a spacetime, that is, a connected, oriented and time-oriented (n+1)-dimensional
Lorentzian manifold with metric g of signature (−,+, . . . ,+). All submanifolds will be
without boundary and the topological closure of a set A is denoted by A. Given a vector
(field) v in TM , v denotes the metrically related one-form. Moreover, X(N) denotes the
set of smooth vector fields on a differentiable manifold N . We use index-free and index
notation. Lowercase Greek letters α, β, . . . are spacetime indices and run from 0 to n.
Capital Latin indices A,B, . . . are co-dimension-2 submanifold indices running from 2
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to n. Small Latin indices i, j, . . . will enumerate either (1) the different Killing vectors
of multiple Killing horizons then taking values in {1, . . . , m}, where m ≤ n + 1, or (2)
the hypersurface-orthogonal Killing vectors in (S, γ) generating the maximally symmetric
fibers, in which case they take values in {1, . . . , p} with p ≤ n− 1. In index-free notation
covectors and vectors metrically related to each other will be distinguished using boldface
for covectors.
2 Basics on Multiple Killing Horizons
We start by recalling the notions of Killing Horizon and Bifurcate Killing Horizon of a
spacetime (M, g) of dimension at least two.
Definition 1 (Killing horizon of a Killing ξ). A Killing horizon of a Killing vector ξ
of (M, g) is a smooth embedded null hypersurface Hξ such that ξ|Hξ is null, nowhere zero
and tangent to Hξ. In case Hξ has more than one connected component we also demand
that the interior of its closure is a smooth connected hypersurface.
The reason to allow for multiple connected components was discussed in [5]. Any Killing
horizon Hξ possesses the notion of surface gravity κξ defined by
∇ξξ
Hξ
= κξξ or equivalently grad(g(ξ, ξ))
Hξ
= −2κξξ. (1)
If κξ vanishes, then Hξ is called degenerate.
Definition 2 (Bifurcate Killing horizon). Let S be a connected co-dimension two spacelike
submanifold of fixed points of a Killing vector ξ. The set of points along all null geodesics
orthogonal to S comprises a bifurcate Killing horizon [1, 2, 8] with respect to ξ.
A bifurcate Killing horizon is composed of five pieces: two connected Killing horizons
H+1 andH
+
2 to the future of S —not including S—, two more connected Killing horizonsH
−
1
and H−2 to the past of S, and S itself. Notice that H
+
1 ∪H
−
1 is a Killing horizon according
to the previous definition, and its closure (adding S) is a connected null hypersurface; and
similarly for H+2 ∪H
−
2 .
In [5] we introduced the following class of Killing Horizons.
Definition 3 (Multiple Killing horizon (MKH)). A multiple Killing horizon in (M, g)
is an embedded null hypersurface H such that there exist Killing horizons Hξi associated to
linearly independent Killing vectors ξi, i ∈ {1, . . . , m} with m ≥ 2, with the property
H = Hξ1 = · · · = Hξm .
As proven in [5], the set of all Killing vectors in (M, g) with a common multiple Killing
horizon constitute a Lie sub-algebra, denoted by AH, of the Killing Lie algebra. Its dimen-
sion m :=dim AH ≥ 2 is called the order of the MKH. Sometimes we write ‘double, triple,’
etcetera, MKHs for m = 2, 3 etc.
The following fundamental theorem was proven in [5].
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Theorem 1. AH contains an Abelian sub-algebra A
deg
H
of dimension at least m− 1 whose
elements all have vanishing surface gravities. If Adeg
H
6= AH, the remaining independent
Killing vector (say ξ) in AH \ A
deg
H
has a constant surface gravity κξ 6= 0 and satisfies
[ξ, η] = −κξη, ∀η ∈ A
deg
H
. (2)
Thus, there are two essentially inequivalent possibilities: fully degenerate MKH if
AH = A
deg
H
, in which case its Lie algebra is Abelian and all surface gravities vanish; and
non-fully degenerate MKHs, with an essentially unique non-zero surface gravity.
In general, the maximum possible dimension of Adeg
H
is n = dim(M)−1. Therefore, the
maximum possible order of a MKH H is m = n for fully degenerate H, and m = n+ 1 for
non-fully degenerate H.
3 Degenerate Killing Vectors on Near Horizon Ge-
ometries
The near horizon geometry of a degenerate Killing horizon Hη is usually defined as follows
[3]: nearby Hη with degenerate Killing vector η, local Gaussian null coordinates {v, u, x
A}
can be chosen such that the metric reads
g = 2dv
(
du+ 2u sˇAdx
A +
1
2
u2hˇdv
)
+ γˇABdx
AdxB
where hˇ, sˇA, and γˇAB are independent of v, the degenerate Killing reads Scanη = ∂v and
the degenerate Killing horizon has been placed at Hη = {u = 0}. Replacing v → v/λ and
u → uλ here and taking the limit λ → 0 one is led to the metric of its “near-horizon”
geometry
gNHG = 2dv
(
du+ 2u sAdx
A +
1
2
u2hdv
)
+ γABdx
AdxB (3)
where h = hˇ|u=0, sA = sˇA|u=0 and γAB = γˇAB|u=0. This is the “focused” local geometry
near Hη.
Remark 1. The NHG of a degenerate Killing horizon Hη can be intrinsically and geo-
metrically defined as follows: Pick up any co-dimension two submanifold S ⊂ Hη (we call
these cuts). Then
• γ is the first fundamental form on S
• s is the torsion one-form on S, defined by s(V ) := ℓ(∇V η) for any V ∈ X(S), where
ℓ is uniquely determined by the conditions g(ℓ, V ) = 0 ∀V ∈ X(S), g(ℓ, ℓ) = 0 and
g(ℓ, η) = −1.
• h = 2γ♯(s, s)− div s+ 1
2
R|S −
1
2
trγRic|S
where γ♯ is the contravariant metric associated to γ, div is the divergence on (S, γ), R is
the scalar curvature and Ric the Ricci tensor of (M, g), both pull-backed to S.
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One can check that the scalar curvature R of the metric g coincides with the scalar
curvature of the metric gNHG at every cut S, and similarly for the term trγRic|S.
The construction of a near horizon geometry relies on Gaussian null coordinates asso-
ciated to the degenerate Killing vector η. These coordinates cannot cover domains where
η has fixed points. Since we assume all spacetimes (in particular the NHG spacetime) to
be connected, the Gaussian null coordinates leading to the NHG can cover at most one
connected component of Hη and this is a proper subset of Hη whenever the latter has fixed
points of η. When the limit is performed to compute the NHG only this portion of Hη is
considered whence the degenerate Killing vector η = ∂v of the NHG never has fixed points.
The NHG does not see the rest of the original Killing horizon. The intrinsic definition in
Remark 1 has exacly the same limitation because the normalization condition g(ℓ, η) = −1
cannot be fulfilled in domains where η has zeros. In this paper we want to understand
the NHG limit of multiple Killing horizons, so we must restrict to domains of the horizon
which are connected and contain no fixed points of any of the degenerate Killing genera-
tors under consideration. Our results are valid only on those domains. To understand the
global picture one would need to devise a way of defining NHG that allows for fixed points
of the degenerate Killing. This is an interesting problem that deserves consideration but
it is beyond the scope of this paper.
Any near-horizon geometry in the above sense possesses a non-fully degenerate MKH
HNHG because
1. The original degenerate Killing η leads, after the limit, to a Killing vector which
is also degenerate, and, by definition of the NHG, with HNHG = Hη. This follows
easily from the explicit local expression of the metric (3) as the Killing vector η = ∂v
satisfies gNHG(η, η) = u
2h so that η is null on {u = 0} and its surface gravity vanishes:
κη := grad(g(η, η))
Hη
= 0.
2. The metric (3) always has another Killing vector given by [3, 7, 4]
ξ = v∂v − u∂u
which is null on, and tangent to, Hη = {u = 0} except at its set of fixed points
Sξ ⊃ {u = v = 0}. Thus, Hξ = Hη \ Sξ is a Killing horizon for ξ with several
connected components but such that Hξ = Hη = HNHG, and therefore HNHG is a
MKH of order m ≥ 2.
The commutator is
[ξ, η] = −η
hence Theorem 1 implies that HNHG is non-fully degenerate with κξ = 1. Actually, any cut
Sv0 := {u = 0, v = v0} of Hη is the bifurcation surface of a bifurcate Killing horizon with
bifurcation Killing vector ξ − v0η.
In [5] we established the following theorem.
Theorem 2. Let H be a multiple Killing horizon of order m and (MNHG, gNHG) be the
near-horizon geometry of a degenerate Killing vector η ∈ Adeg
H
. Then
6
(i) If H is fully degenerate, (MNHG, gNHG) admits a multiple Killing horizon HNHG of order
at least m+ 1.
(ii) If H is non-fully degenerate and m ≥ 3, then (MNHG, gNHG) has a multiple Killing
horizon HNHG of order at least m.
Of course, the theorem also holds if H is non-fully degenerate and of order m = 2, but
then the result is trivial, as the MKH HNHG of all NHGs have m = 2 at least.
As briefly discussed in [5], this theorem raises the natural question of whether or not
the NHG spacetime (MNHG, gNHG) arising from a multiple Killing horizon H is independent
of the choice of η ∈ Adeg
H
. To address this problem, in the next subsection we identify
the NHGs that possess a MKH of order m ≥ 3 as well as their corresponding degenerate
Killing vectors.
We have already mentioned above that the NHG taken w.r.t. a degenerate Killing
vector η(1) only takes (in general) a proper subset of the MKH H into account. A second
degenerate Killing vector η(2) may have a different fixed point set on H so that the NHGs
computed from η(1) and η(2) work in general in different subsets of the MKH of the original
spacetime. For this reason when analyzing (local) isometry of the NHGs we will consider
connected portions of the MKH where both degenerate Killings have no fixed points.
3.1 Degenerate Killing vectors of MKH in NHGs
We start with a metric of type (3), which holds around a connected component of Hη, and
derive the equations for the existence of degenerate Killing vector fields other than η = ∂v
there.
Proposition 1. Any Killing vector ζ of the metric (3) which has (the appropriate dense
subset of) Hη = {u = 0} as degenerate Killing horizon must take the form
ζ = f∂v +
u2
2
∆f∂u − u gradf (4)
where ∆ and grad are the Laplacian and gradient on any cut S0 ⊂ Hη, and the function f
satisfies the following relations:
DADBf = sADBf + sBDAf, (5)
DAfD
Ah = 2hsADAf, (6)
hDAf = 2D
Bf (DBsA −DAsB) +DA(s
BDBf)− 2sAs
BDBf, (7)
where DA is the covariant derivative on (S0, γ).
Conversely, for any function f which solves (5)-(7) the vector field (4) belongs to Adeg
Hη
.
Remark 2. Equation (5) was found in full generality (for arbitrary MKHs) in [5] and
called the master equation.
Remark 3. The degenerate Killing vector ζ given in (4) has fixed points on Hη if and
only if the function f has zeros. As described above the NHG computed from ζ is only
defined where ζ has no fixed points, whence we will be mainly interested in the subset
Hη,ζ := {p ∈ Hη : f(p) 6= 0}. This will be relevant in Section 5.
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Proof. Let ζ ∈ Adeg
Hη
, i.e. any degenerate Killing generator of Hη in the metric (3), and set
ζ = f∂v + q∂u + ζ
B∂B
there. Then we know that
q|u=0 = 0, ζ
B|u=0 = 0. (8)
It follows from theorem 1 that [η, ζ ] = 0 so that
∂vf = ∂vq = ∂vζ
B = 0.
Consider the Killing equations
(£ζg)µν = ζ
ρ∂ρgµν + gµρ∂νζ
ρ + gρν∂µζ
ρ = 0.
Letting µ = u (with some abuse of notation), these relations for ν = u, v, A become,
respectively,
∂uf = 0 =⇒ f = f(x
A), (9)
∂uq + 2usA∂uζ
A = 0, (10)
∂Af + γAB∂uζ
B = 0. (11)
Similarly, letting µ = v, the equations for ν = v, A become respectively
2uqh+ u2ζB∂Bh = 0, (12)
2qsA + 2uζ
B∂BsA + ∂Aq + u
2h∂Af + 2usB∂Aζ
B = 0. (13)
Finally, for µ = A and ν = B we get
ζC∂CγAB + γAC∂Bζ
C + γCB∂Aζ
C + 2usA∂Bf + 2usB∂Af = 0. (14)
Given (9) the function f can be seen as a function on the cut S0, and then DAf = ∂Af .
Taking this into account together with (8), the solution of (11) reads
ζA = −uγABDBf = −u(gradf)
A
and then (10) with (8) provides
q = u2sADAf (15)
while (12) becomes (6) and (13) becomes (7). The remaining equation (14) can now be
written as
−(£grad fγ)AB + 2sADBf + 2sBDAf = 0
which leads directly to (5). To finish the proof is enough to note that the trace of (5) gives
2sBDBf = ∆f. (16)
For the converse one simply checks that all components (9)-(14) of the Killing equation
are satisfied assuming that (5)-(7) hold.
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Observe that the solution f = const. provides the original Killing η = ∂v. We can now
derive the main result in this subsection.
Theorem 3. Let (MNHG, gNHG) be a near horizon geometry with metric (3). Then, the
vector field (4), where f is a smooth non-constant scalar in S0, is a degenerate Killing
generator of the chosen connected component Hη if and only if the following two conditions
hold:
(i) The differential of f vanishes nowhere and the metric γ on a cut S0 ⊂ {u = 0} = Hη
(and therefore on any such cut) admits a hypersurface-orthogonal Killing vector field
ς =
Q(f)
N
df, (17)
where N := γ♯(df, df) is the square norm of df and Q(f) is a not identically zero
solution of the system of ODEs
dQ
df
= Q(f)P (f),
d
df
(
dP
df
+ P 2
)
+ P
(
dP
df
+ P 2
)
= 0. (18)
(ii) The torsion one-form s and metric coefficient h take the form
s =
1
2
(
dN
N
− Pdf
)
, h =
1
2
N
(
dP
df
+ P 2
)
. (19)
In particular, s is closed.
Proof. Assume that the vector field (4) is a degenerate Killing vector of {u = 0} in
(MNHG, gNHG). From Proposition 1, equations (5–7) are satisfied. We first observe that
(5) implies that if DAf vanishes at a point then it vanishes everywhere. Since by assump-
tion f is non-constant we conclude that df 6= 0 everywhere on S0. Contracting (5) with
DBf one then derives
sA =
1
2
DA(lnN)−
1
2
DAf
N
∆f (20)
where we have used (16), and the definition of N . Contracting here with DAf gives
DAfDAN = 2N∆f. (21)
A similar contraction of (7) using (16) provides
h =
1
2
DAfDA(∆f)− (∆f)
2
N
. (22)
Equation (20) can be rewritten as
s =
1
2
d lnN −
1
2
∆f
N
df (23)
from where we derive
ds = −
1
2
d
(
∆f
N
)
∧ df. (24)
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Contraction with gradf here leads to
2DBf (DBsA −DAsB) = −D
BfDB
(
∆f
N
)
DAf +NDA
(
∆f
N
)
and introducing this into eq.(7), making use of (22), (20) and (21), and after a little
calculation, we get
1
N2
[
DBfDB(∆f)− 2(∆f)
2
]
DAf = DA
(
∆f
N
)
. (25)
This informs us that
∆f/N := P (f)
is a function of f so that (23) takes the form given in (19) and, from (24) follows that s is
closed. Combining (22) with (25) and this notation we arrive at
h =
N
2
(
dP
df
+ P 2
)
(26)
which is the second in (19). The remaining equation is (6), which on using (26) and (21)
leads, after another computation, to the second in (18)
d
df
(
dP
df
+ P 2
)
+ P
(
dP
df
+ P 2
)
= 0.
Note that, introducing the function Q(f) as defined in the first of (18),
s =
1
2
Q
N
d
(
N
Q
)
(27)
so that the master equation becomes, after rearranging and dividing by N/Q
DA
(
Q
N
DBf
)
+DB
(
Q
N
DAf
)
= 0. (28)
This states that (17) defines a hypersurface orthogonal Killing vector of (S0, γ) and the
only if part of the proof is completed.
For the converse, we assume that (i) and (ii) hold. The master equation (5) is satisfied
due to (28). Concerning (6) and (7), we first observe that
ς(f) =
Q
N
γ♯(df, df) = Q
hence
ς(N) = 2ςB(DADBf)D
Af = 2DAfDA(ς
BDBf) = 2D
AfDAQ(f) = 2QPN (29)
where in the second equality we used that ς is a Killing vector. An equivalent way to state
(29) is
DAfDAN = 2PN
2. (30)
10
Similarly, one has
sADAf =
1
2
(
DAN
N
− P (f)DAf
)
DAf =
1
2
PN (31)
so that, using that s is closed, the right-hand side of (7) becomes
DA(s
BDBf)− 2sAs
BDBf = DA
(
1
2
PN
)
−
(
DAN
N
− PDAf
)
1
2
PN
=
1
2
N
(
dP
df
+ P 2
)
DAf
and (7) holds because h is given by (19). Finally, we check (6):
DAfDAh− 2hs
ADAf =
1
2
DAfDAN
(
dP
df
+ P 2
)
+
1
2
NDAf
d
df
(
dP
df
+ P 2
)
DAf
−N
(
dP
df
+ P 2
)
1
2
NP =
1
2
N2
[
d
df
(
dP
df
+ P 2
)
+ P
(
dP
df
+ P 2
)]
= 0
where in the second equality we used (30) and in the last one (18). In summary, equations
(5)-(7) hold and, by Proposition 1, the vector field (4) is a degenerate Killing generator
of {u = 0} ⊂ Hη. This proves the converse, because the function f is by assumption
non-constant (in fact with nowhere zero gradient).
Remark 4. By Theorem 3 s is closed. Note, though, that under the conditions of this
theorem, equations (27), (29), (30), (31) and
∆f = 2sADAf = PN
hold true. Given that N vanishes nowhere, this equation implies in particular that P (f) is
smooth everywhere on S0. Therefore, the first equation in (19) combined with the first in
(18) states that s is exact on S0.
It seems important to emphasize that to establish exactness of s it is crucial that η does,
by definition of the NHG, not have fixed points on HNHG. In [6] we will consider a similar
setting, where, though, fixed points are possible, and in that case one can only deduce that
s is exact on cuts of Hη as proper subsets of cuts of HNHG. The reason for that is that the
gauge (Gaussian null coordinates) becomes singular at the fixed points of η. This will be
analyzed in more detail in [6].
In the next lemma, we find the most general solution of the ODE system (18).
Lemma 1. Q(f) and P (f) solve the system (18) if and only if, with Q0 ∈ R \ {0}, they
belong to one of the following three exclusive cases:
(a) P = 0, Q = Q0, and then s = dN/(2N), h = 0.
(b) P = 1/(f + c), Q = Q0(f + c) with c ∈ R, and then
s =
1
2
(
dN
N
−
df
f + c
)
, h = 0.
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(c) P =
2(f + c)
b+ (f + c)2
and Q = Q0[b+ (f + c)
2] with b, c ∈ R. Then
s =
1
2
(
dN
N
−
2(f + c)
b+ (f + c)2
df
)
, h =
N
b+ (f + c)2
. (32)
Proof. The expressions for s and h in each case follow directly from (19) by simple sub-
stitution. First of all, P = 0 is clearly a solution of (18). In such case Q is a non-zero
constant and we fall into case (a). Assume then that P is not identically zero and define
W (f) by
dP
df
+ P 2 :=WP.
The second equation in (18) is then
d
df
(WP ) + P 2W = P
dW
df
+
dP
df
W + P 2W = P
(
dW
df
+W 2
)
= 0.
It is immediate that the general solution of this ODE is either W = 0 or W = 1/(f + c)
where c is a real constant. The first case corresponds to (b) because
dP
df
+ P 2 = 0 (with P 6= 0) ⇐⇒ P =
1
f + c
and the integration of the first in (18) gives Q = Q0(f + c).
It remains the case W = (f + c)−1, which will be (c). We need to solve
dP
df
+ P 2 =WP =
P
f + c
.
This is a Ricatti equation and its solution is easily found by introducing here the first in
(18) which yields
d2Q
df 2
=
1
(f + c)
dQ
df
⇐⇒
dQ
df
= 2Q0(f + c)⇐⇒ Q = Q0
(
b+ (f + c)2
)
, b ∈ R. (33)
The condition Q0 6= 0 is required because otherwise P = Q
−1dQ
df
would vanish identically
and we would fall into a previous case. From the expression (33) of Q one immediately
finds P = 2(f + c)/(b+ (f + c)2) and that (32) holds.
Remark 5. As shown in Remark 4, P (f) is smooth on S0. This implies that f + c has
a definite sign on S0 in case (b) and that b + (f + c)
2 also has a definite sign in case (c).
Consequently Q(f) vanishes nowhere and ς has no fixed points. We can define a smooth
positive function M on S0 by
N := Q2M.
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This function is invariant under the flow of ς, that is, ς(M) = 0 —equivalently it satisfies
DAfDAM = 0— as follows from
DAfDAM = D
AfDA
(
N
Q2
)
=
2PN2
Q2
−
2N
Q3
dQ
df
DAfD
Af = 0.
This informs us that M is independent of f , and thus either dM = 0 or dM ∧ df 6= 0.
Definition 4. Let S0 be a cut of a connected component {u = 0} = Hη of the MKH
of a NHG with local metric (3). By AS0 ⊂ X(S0) we denote a collection of vector fields
ς ∈ X(S0) which are Killing vectors of (S0, γ) and take the form (17) with either df = 0
(yielding the zero vector field, which we call trivial) or with df nowhere zero, N = γ♯(df, df)
and (Q(f), P (f)) solving (18) (ergo given by the explicit forms of lemma 1), such that (19)
holds with fixed s and h.
Remark 6. Note that AS0 depends via (19) on s and h. Different NHGs thus may select
different Killing vectors ς which may even produce AS0’s of different dimension (anticipat-
ing that AS0 is a vector space, cf. Proposition 2 below).
The following lemma shows that given any non-trivial ς ∈ AS0 the functions f and
Q(f) are defined uniquely up to a constant rescaling.
Lemma 2. Let ς ∈ AS0 be non-trivial and let fa : S0 → R and Qa(fa), a = 1, 2 be such
that (17) and (18) hold. Then there exist constants α, β with α 6= 0 such that f1 = αf2+β
and Q1(f1) = αQ2(f2). Furthermore, with obvious notations, P2(f2) = αP1(f1).
Proof. Let Za := Na/Qa for a ∈ {1, 2}. Each Za is nowhere zero and defined everywhere
on S0. From (27) it follows
s =
1
2Z1
dZ1 =
1
2Z2
dZ2 =⇒ Z1 = αZ2
where α is a non-zero constant. Since ς =
df1
Z1
=
df2
Z2
it must be df1 = αdf2 and hence
f1 = αf2 + β. Expression αQ2(f2) = Q1(f1) is now immediate because N1 = α
2N2. The
first in (18) for each Qa then gives Q2P2 = Q1P1 which provides P2(f2) = αP1(f1).
Observe that the invariance of h follows easily from the second in (19).
Combining this with lemma 1 the following corollary follows by a simple computation.
Corollary 1. Letting Q
(a)
0 , ca and ba be the constants defined by Lemma 1 from the explicit
form of Qa(fa) in each of the cases (note that the scaling transformation defined by α, β
cannot change the case), the following scaling law is obtained
Case (a) Q
(2)
0 =
1
α
Q
(1)
0 ,
Case (b) Q
(2)
0 = Q
(1)
0 , c2 =
c1 + β
α
,
Case (c) Q
(2)
0 = αQ
(1)
0 , c2 =
c1 + β
α
, b2 =
b1
α2
.
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As a consequence of these results, there exists a smooth non-zero function Z such that
the exact torsion one-form reads
s =
1
2Z
dZ (34)
and all non-trivial elements ς ∈ AS0 can be represented by functions f , Q(f) satisfying
γ♯(df, df)
Q(f)
= Z.
The function Z is, itself, defined up to a constant rescaling but the point is that once Z is
fixed once and for all, this choice is made independently of f . Therefore, such a prescription
freezes the scaling freedom defined by α in Lemma 2. We shall make this choice from now
on.
Proposition 2. AS0 is vector space contained in the set of hypersurface-orthogonal Killing
vectors of (S0, γ) .
Proof. That all elements of AS0 are hypersurface orthogonal Killing vectors is obvious, so
we need to prove that they form a vector space. Any two non-trivial elements ς1, ς2 ∈ AS0
can be written as ς1 = Z
−1df1, ς2 = Z
−1df2, so that, for any a1, a2 ∈ R, ς
′ := a1ς1+a2ς2 =
Z−1d(a1f1+a2f2) is a hypersurface-orthogonal Killing vector field of (S0, γ). We can assume
that f ′ := a1f1 + a2f2 is non-constant (otherwise ς
′ is the zero vector and belongs to AS0
trivially). To prove that ς ′ belongs to AS0 observe that from the function f
′ = a1f1 + a2f2
we construct, using the expression (4), the vector field
ζ ′ = f ′∂v +
u2
2
∆f ′∂u − gradf
′ = a1ζ1 + a2ζ2
where ζa are the degenerate Killing vectors of the NHG generated by ςa ∈ AS0. Therefore,
ζ ′ is itself a degenerate Killing vector field of the NHG. The only if part of theorem 3
implies then that Z must satisfy
1
Z
=
Q′(f ′)
γ♯(df ′, df ′)
,
which was the only remaining condition for ς ′ ∈ AS0.
Corollary 2. For any pair of linearly independent ς1, ς2 ∈ AS0, the corresponding functions
f1 and f2 are functionally independent everywhere on S0: df1 ∧ df2 6= 0.
Proof. From the proposition we know that f ′ = a1f1 + a2f2 gives rise to a degenerate
Killing vector of type (4) for the MKH Hη of (MNHG, gNHG). Theorem 3 then tells us that
df ′ cannot vanish anywhere on S0, and thus a1df1 + a2df2 6= 0 everywhere on S0. In
particular, df1 ∧ df2 6= 0 on the whole S0.
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4 Structure of near-horizon geometries with MKHs
of order m ≥ 3
The following theorem relates the dimension of AS0 to the order of the MKH Hη.
Theorem 4. Let (MNHG, gNHG) be a near horizon geometry with metric (3). The (necessarily
multiple) Killing horizon Hη has order m ≥ 2 if and only if AS0 has dimension m− 2.
Proof. The proof is a simple combination of previous results. Let ςi, i = 1, · · · , p :=
dimAS0 be a basis of AS0 and write ς i = Z
−1dfi. From corollary 2 follows that the p + 1
functions {1, f1, · · · fp} are functionally independent. For each such function we construct
a vector field in (MNHG, gNHG) according to (4). By proposition 1 and theorem 3 this
yields a collection of p+ 1 linearly independent degenerate Killing generators of Hη. This
implies that p ≤ m− 2 where m is the order of this multiple Killing horizon. The reverse
inequality is proved similarly starting with a set of m− 1 linearly independent degenerate
Killing generators of Hη.
As the maximum order of a MKH is given by the spacetime dimension n+ 1, we have
the following
Corollary 3. dim(AS0) ≤ n− 1.
In view of lemma 1, expressions (19) for h and s are fully explicit. This allows us to
find all possible NHGs with MKHs of order m ≥ 3 in an explicit way locally. We establish
the following fundamental result.
Theorem 5. Let (MNHG, gNHG) be a near horizon geometry with metric (3), and assume that
the Killing horizonHη is multiple with order m := 2+p ≥ 3. Let ςi ∈ AS0 (i, j, k = 1, . . . , p)
be a set of linearly independent Killing vectors on any cut S0 ⊂ Hη which give rise, together
with η = ∂v and via Theorem 3, to A
deg
Hη
. For each i let Z, fi and Qi(fi) be functions on
S0 such that, with Ni := γ
♯(dfi, dfi), Ni = QiZ and ς i = Z
−1dfi hold. Then, s = 1/(2Z)dZ
and one of the two following mutually exclusive cases holds:
(i) h = 0 ⇐⇒ ∀i
(a) Qi(fi) = Q0i
or
(b) Qi(fi) = Q0i(fi + ci)
Q0i 6= 0, ci ∈ R
(ii) h = Z ⇐⇒ ∀i Qi = Q0
(
bi + (fi + ci)
2
)
, Q0 6= 0, ci, bi ∈ R.
In either case (S0, γ) is (locally) a warped product S0 = V × Σ with metric
γ = γ¯ + Ωgε, Ω : V → R (35)
such that (Σ, gε) is a p-dimensional maximally symmetric Riemannian manifold of constant
curvature ε.
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Proof. From lemma 1 we know that if h = 0, then all Killing vectors ςi must belong to
either case (a) or case (b). This yields the expression in item (i) of the theorem. Observe
that in this item (i), if ςk ∈ AS0 and ςl ∈ AS0 belong to cases (a) and (b) respectively, then
Z =
Nk
Q0k
=
Nl
Q0l(fl + cl)
must hold.
If h is not identically zero, then all ςi must belong to case (c) in the same lemma. Thus
Qi = Q0i(bi + (fi + ci)
2) for different in principle Q0i. Moreover Ni = ZQi combined with
(32) shows that h = Z in this case.
To show that γ is a warped product metric with fibers of constant curvature. We
start by showing that AS0 is in involution, i.e. that the commutators [ςi, ςj ] are linear
combinations (with functions) of {ςi}. Note first that from (31)
DAfiDAZ = 2Z(D
Afi)sA = ZPiNi, (36)
and from the master equation (5)
DAfiDADBfj =
1
2Z
DAfi (DAZDBfj +DBZDAfj) =
1
2
PiNiDBfj +
DBZ
2Z
DAfiDAfj
(37)
Given that ς i = Z
−1dfi we compute
[ςi, ςj]
B =
1
Z
DAfiDA
(
1
Z
DBfj
)
− (i←→ j)
=
1
Z2
DAfi
(
−
1
Z
DAZD
Bfj +DAD
Bfj
)
− (i←→ j)
=
1
Z2
(
−
1
2
NiPiD
Bfj +
1
2
NjPjD
Bfi
)
=
1
2
(
QjPjς
B
i −QiPiς
B
j
)
(38)
where in the third equality we inserted (36) and (37).
We next recall that, according to corollary 2, {ςi} are not only linearly independent as
vector fields, but even more, linearly independent at every point q ∈ S0, so that the vector
space Tq := span{ςi|q} has dimension p. Thus, the collection {Tq} defines a distribution
of dimension p which is in involution. By the Fro¨benius theorem, S0 can be foliated by
injectively immersed integrable manifolds of dimension p, whose tangent space is Tq. Since
we work locally on S0, we may assume that these integral manifolds are embedded. We
want to show that the induced metric is of constant curvature. Equivalently, we must show
that the integral manifolds are maximally symmetric. To that aim define
ςij := fjςi − fiςj ,
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which are clearly tangent to the integral manifolds. It turns out that ςij are Killing vectors
of (S0, γ), as follows from
DA(ςij)B = DAfj(ςi)B + fjDA(ςi)B −DAfi(ςj)B − fiDA(ςj)B
=
1
Z
(DAfjDBfi −DAfiDBfj) + fjDA(ςi)B − fiDA(ςj)B = D[A(ςij)B].
Moreover the Killing vectors {ςi, ςij(i < j)} are linearly independent: take constants
{αi, βij = β [ij]} satisfying
0 = αiς i + β
ij
ς ij =
1
Z
(
αi + 2βijfj
)
dfi.
Since dfi are linearly independent at every point it must be α
i+2βijfj = 0. But remember
that the set {1, fi} is functionally independent from where we conclude that α
i = βij = 0
proving that {ςi, ςij(i < j)} is a set of linearly independent Killing vector fields. Hence, we
have
p+
p(p− 1)
2
=
p(p+ 1)
2
linearly independent Killing vectors {ςi, ςij}. Since they are all tangent everywhere to p-
dimensional manifolds, these spaces are maximally symmetric (and therefore, of constant
curvature). Moreover, it must be the case that {ςi, ςij} generate a Lie subalgebra of the
Killing Lie algebra of (S0, γ). By a theorem due to Schmidt [9], or by noticing that
{ςi}i=1,...,p generate orthogonal hypersurfaces, the orbits admit orthogonal submanifolds,
and thus the metric decomposes as the warped product (35).
It remains to show that, in item (ii), all constants Q0i are equal to each other. This
follows from the commutator (38) because in case (c) of lemma 1 one has
[ςi, ςj] = Q0j(fj + cj)ςi −Q0i(fi + ci)ςj
which can be rewritten as
[ςi, ςj ] +Q0iciςj −Q0jcjςi −Q0jςij = (Q0j −Q0i)fiςj .
The lefthand side here is a Killing vector field, and thus the righthand side must be too.
But given that ςj is a Killing vector itself and that dfi 6= 0, this can only happen if
Q0i = Q0j := Q0, finishing the proof.
The constant curvature of (Σ, gε) can be explicitly found.
Theorem 6. Under the same hypotheses of theorem 5, if p > 1 the constant sectional
curvature ε of the fibers (Σ, gε) is given by
1. ε = −Gklqkql in item (i) of theorem 5 where
qi :=
{
0 if ςi belongs to case (a)
1
2
Q0i if ςi belongs to case (b)
(39)
2. ε = Q0
{
Z −Q0G
kl(fk + ck)(fl + cl)
}
in item (ii) of theorem 5
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where Gkl are the components of g♯ε in the basis {ςi}.
Proof. The curvature tensor of the orbits of a group of motions can be computed in terms
of its Lie algebra structure constants and the metric, as proven in [10], see also [11] section
8.6. We apply a slightly simpler modification of that calculation to our situation. First of
all, note that the set of hypersurface-orthogonal Killing vectors {ςi} defines a frame, that
is, a basis of X(S0). Then, we wish to compute the curvature in this basis. The components
of the metric in this basis will be denoted by
Gij := gε(ςi, ςj), G
kiGij = δ
k
j .
We start by computing the Levi-Civita connection D¯ of (Σ, gε) in this basis, that is, D¯ςiςj .
Its anti-symmetric part in ij is given by the commutator (38). For the symmetric part, we
use a formula derived in [10, 11] for arbitrary Killing vectors
gε
(
ςl, D¯ςiςj + D¯ςjςi
)
= gε ([ςi, ςl] , ςj) + gε ([ςj , ςl] , ςi) = QlPlGij −
1
2
QiPiGlj −
1
2
QjPjGli
where in the last equality we have used (38). Adding the symmetric and antisymmetric
parts we deduce (summation on l and k is understood)
2D¯ςiςj = GijQlPlG
lkςk −QiPiςj . (40)
To compute the second derivative D¯ςkD¯ςiςj using this formula one needs to know the
derivatives of Gij and G
ij along ςk. But these are easily found on using again (38) as
ςi(Gjk) = ςi(gε(ςj , ςk)) = gε(£ςiςj, ςk) + gε(ςj,£ςiςk) =
1
2
QjPjGik +
1
2
QkPkGij −QiPiGjk,
ςi(G
lm) = −GlkGmjςi(Gjk).
The only remaining derivatives to be known are those of QjPj , but for these it is convenient
to separate the cases and consider their explicit form.
• For item (i) in the theorem, cases (a) and (b), we have QiPi = 2qi are constants
according to definition (39), and thus ςj(QiPi) = 2ςj(qi) = 0. Putting everything
together and after a little calculation using (40) one can then easily obtain
D¯ςiD¯ςjςk − D¯ςjD¯ςiςk − D¯[ςi,ςj ]ςk = −(G
mnqmqn) (Gjkςi − Gikςj)
which proves 1. (It is easily seen with the used formulas that ςi(G
mnqmqn) = 0 so
that Gmnqmqn is actually constant, as it must).
• For item (ii) in the theorem, that is for case (c), we have QjPj = 2Q0(fj+ cj) so that
we need ςi(fj). This can be derived from the following calculation
d(ςi(fj)) = £ςi(dfj) = £ςi(Zςj) = ςi(Z)ςj + Z£ςiςj =
2Q0(fi + ci)Zςj + ZQ0 {(fj + cj)ς i − (fi + ci)ςj} = Q0 {(fi + ci)dfj + (fj + cj)dfi}
where (38) and
ςi(Z) = 2Q0Z(fi + ci) (41)
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which comes from (36) have been used. This gives immediately
ςi(fj) = Q0 {(fi + ci)(fj + cj) + cij} , cij ∈ R (42)
where the constants cij are such that cii = bi. Observe that
Gij = gε(ςi, ςj) = Z
−1ςi(fj) = Z
−1Q0 {(fi + ci)(fj + cj) + cij} ,
which is particular implies the symmetry cij = cji. Using this and putting everything
together, a little longer calculation leads easily to
D¯ςiD¯ςj ςk − D¯ςjD¯ςiςk − D¯[ςi,ςj ]ςk = Q0
{
Z −Q0G
kl(fk + ck)(fl + cl)
}
(Gjkςi − Gikςj) .
It is a matter of checking that the quantity Q0
{
Z −Q0G
kl(fk + ck)(fl + cl)
}
has zero
derivative along all ςi on using (41) and (42). This finishes the proof.
For completeness, we now check that all Killing vectors of the form (4) related to
elements ς ∈ AS0 according to theorem 3 necessarily commute with each other and with
∂v, in agreement with theorem 1. To that end, take any two such Killing vectors
ζa = fa∂v +
u2
2
∆fa∂u − u gradfa
with a ∈ {1, 2}. Using that Zςa = gradfa for Z as defined above, so that ς1(f2) = ς2(f1)
and ∆fa = ςa(Z), a direct computation provides for their commutator
[ζ1, ζ2] =
u3
2
Z {ς2(∆f1)− ς1(∆f2)} ∂u + u
2Z
{
Z [ς1, ς2] +
1
2
ς1(Z)ς2 −
1
2
ς2(Z)ς1
}
.
The term proportional to u2 vanishes due to (36) and (38). Concerning the first term,
proportional to u3, we note that ςa are Killing vectors of (S0, γ), and thus they commute
with the Laplacian ∆, which easily leads to [ζ1, ζ2] = 0, as expected.
5 Uniqueness of NHG for MKHs of order m ≥ 3
Once we know the precise explicit form of the possible NHGs with MKHs of order m ≥ 3
we are ready to address the problem whether or not there can be several distinct NHGs
arising from a MKH HMKH which admits at least two independent degenerate Killing
vectors. More precisely, let η, ζ ∈ Adeg
HMKH
denote degenerate Killing vectors. We want to
analyze whether there is a (local) isometry between the NHGs of η and ζ associated to
(each connected component of) the horizon Hη,ζ := Hη ∩ Hζ ⊂ HMKH.
Let (MNHG, gNHG) be a near horizon geometry with metric (3), and assume that the
Killing horizon Hη = {u = 0} is multiple with order m ≥ 3. Then its Lie algebra AHη
includes at least the following Killing vector fields
ξ = v∂v − u∂u, η = ∂v, ζ = f∂v +
u2
2
∆f∂u − u gradf
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where the last one satisfies the relations proven in theorem 3, so that in particular f is
a solution of (5). The NHG of this (MNHG, gNHG) with respect to η is obviously itself, as
follows from the intrinsic characterizations of h, s and γ given in Remark 1. However,
one can also construct another NHG for (MNHG, gNHG) by using as degenerate Killing ζ and
by restricting the horizon to Hη,ζ . It is a matter of checking that, for this Killing ζ , the
corresponding intrinsic elements of Remark 1 characterizing its NHG (call them S, H and
γ˜) are such that γ˜ is isometric to γ (and thus we will remove the tilde when not using a
coordinate system) and the others are given by
S|S0 = s−
df
f
∣∣∣∣
S0
, H|S0 = h−
∆f
f
+
N
f 2
∣∣∣∣
S0
. (43)
Note that f is non-zero on Hη,ζ .
By the standard near-horizon construction, there exist coordinates {U, V, yA} such that
gNHG(ζ) = 2dV (dU + 2USAdy
A +
1
2
U2HdV ) + γ˜ABdy
AdyB. (44)
and H , S and γ˜ have been extended off S0 as functions independent of U and V .
This information is enough to prove the preliminary result that gNHG(ζ) admits a de-
generate Killing generator for which the corresponding near horizon geometry brings us
back to the original metric.
Proposition 3. The MKH H := {U = 0} of the metric gNHG(ζ) has at least three Killing
vectors given by
ξ˜ = V ∂V − U∂U , η˜ = ∂V , ζ˜ =
1
F
∂V +
U2
2
∆
(
1
F
)
∂U − Ugrad
1
F
,
where η˜ and ζ˜ are degenerate and the function F is independent of U and V and satisfies
F |S0 = f . Moreover, the NHG of Hη˜,ζ˜ ⊂ H with respect to ζ˜ is the original metric gNHG in
(3).
Proof. From theorem 3 we know that the Killing vectors of gNHG(ζ) which are degenerate
at H other than ∂V must solve equations (5-7) where now h and s must be substituted by
their corresponding capital-letter versions. But given that f solves these equations (5-7) in
their original form, it is easy to see that 1/f solves the new equations. It suffices to work
on S0, where F = f
DADB(1/f)− SADB(1/f)− SBDA(1/f)
= −
1
f 2
DADBf +
2
f 3
DAfDBf −
(
sA −
1
f
DAf
)(
−
DBf
f 2
)
−
(
sB −
1
f
DBf
)(
−
DAf
f 2
)
= −
1
f 2
(DADBf − sADBf − sBDAf) = 0.
Similar, but a little longer calculations, using (5-7) prove that
DA(1/f) (DAH − 2SAH) = 0,
HDA(1/f) = 2D
B(1/f) (DBSA −DASB) +DA(S
BDB(1/f))− 2SAS
BDB(1/f).
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In simpler words, 1/f is a solution of the corresponding equations, leading to the last
Killing in the list given in the Proposition. But this easily implies that repeating the NHG
process just leads to the original metric given in (3).
We want to analyze whether (3) and (44) are isometric to each other or not. Our
strategy will be to assume that they are (locally) isometric and find a set of necessary con-
ditions that need to be satisfied, in particular regarding the explicit form of the coordinates
{U, V, yA} in terms of {u, v, xA}. We will then confirm that this coordinate change indeed
transforms one metric into the other.
Assume thus that the two spacetimes are locally isometric and that the isometry takes
the cross section {u = v = 0} into the cross section {U = V = 0}. The only Killing
vector of gNHG which is (i) a Killing generator of Hη, (ii) vanishes on S0 and (iii) has
surface gravity κ = 1 is ξ. Similarly, the only Killing vector of gNHG(ζ) satisfying the
corresponding properties is ξ˜. Thus, we are forced to identify ξ with ξ˜.
The vector field ∂V in gNHG(ζ) is by construction the Killing vector with respect to
which we have performed the near horizon limit. Since in the original coordinates this
vector is ζ , we are led to identify ζ with η˜. Concerning η, this vector is a degenerate
Killing generator of Hη. By the assumed isometry, it must also be a degenerate Killing
generator of Hη˜,ζ˜ ⊂ H = {U = 0}. Let m be the order of this multiple Killing horizon (we
know that m ≥ 3 by Proposition 3) and {η˜, ζ˜, ζ˜a} (a = 2, · · ·m−1) be a basis of degenerate
Killing generators of Hη˜,ζ˜ . The assumed isometry forces the existence of constants α, β, β
a
such that
η = αη˜ + βζ˜ + βaζ˜a. (45)
We now use the proportionality ζ |S0 = fη|S0 and let f˜a be the functions on S0 defined by
ζ˜a|S0 = f˜a∂V . Thus,
η˜|S0 = ∂V |S0 = ζ |S0 = fη|S0 = f
(
αη˜ + βζ˜ + βaζ˜a
)
|S0 = f
(
α +
β
f
+ βaf˜a
)
∂V |S0 .
Since {1, 1/f, f˜a} are functionally independent solutions of the master equation (5) in the
metric gNHG(ζ), we conclude that the only possibility is α = 0, β = 1 and β
a = 0 and we
are forced to identify η and ζ˜, and thus Hη,ζ and Hη˜,ζ˜.
We will have to deal with functions that agree on S0 but are extended in two different
ways off S0, namely as functions independent of {U, V } and as functions independent of
{u, v}. A more geometric way to state this is that the set of points at equal value of xA
are different from the set of points at equal value of yA, even if these coordinates agree on
S0. The corresponding functions obtained by the two extensions are different and hence
must be given different names. An example is the pair of functions f and F , which agree
on S0 but have been extended so that f is independent of the coordinates {u, v} while F is
independent of the coordinates {U, V }. Note that this has nothing to do with the fact that
either F or f can still be expressed in any coordinate system one wishes. The function h is
independent of {u, v}. The function that agrees with h on S0 but is extended as a function
independent of {U, V } will be denoted by hˆ. Similarly, we define Hˆ as the function that
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agrees with H on S0 and is extended as independent of {u, v}. From the second in (43)
one has
Hˆ = h−
∆f
f
+
N
f 2
.
Our first step in the process of determining the coordinate change is to impose that the
scalar products of various Killing fields must agree when computed with respect to each
metric. Specifically it must be that gNHG(ζ)(η˜, η˜) = gNHG(ζ, ζ), which after a simple calcu-
lation that uses (16) provides
U2H = u2f 2
(
h−
∆f
f
+
N
f 2
)
= u2f 2Hˆ. (46)
Similarly, the equality gNHG(ζ)(ζ˜, ζ˜) = gNHG(η, η) yields
u2h =
U2hˆ
F 2
. (47)
The equalities gNHG(ξ, ξ) = gNHG(ζ)(ξ˜, ξ˜) and gNHG(ξ, η) = gNHG(ζ)(ξ˜, ζ˜) yield, after another
simple computation
uv(uv h− 2) = UV (HUV − 2), (48)
u(uv h− 1) = U2V
(
H
F
−
1
2
∆
(
1
F
))
−
U
F
. (49)
Let us next find equations that must be satisfied by the change of coordinates between
{u, v, xA} and {U, V, yA}. The identification of η˜ and ζ leads to
η˜(v) =
∂v
∂V
= ζ(v) = f, (50)
η˜(u) =
∂u
∂V
= ζ(u) =
1
2
u2∆f, (51)
η˜(xA) =
∂xA
∂V
= ζ(xA) = −u gradf. (52)
Similarly, the identification of ξ and ξ˜ implies
v = ξ(v) = ξ˜(v) = V
∂v
∂V
− U
∂v
∂U
, (53)
u = −ξ(u) = ξ˜(v) = −V
∂u
∂V
+ U
∂u
∂U
, (54)
0 = ξ(xA) = V
∂xA
∂V
− U
∂xA
∂U
.
The last equation gives
xA = XA(UV, y). (55)
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Let us integrate the pair (50)-(53). Inserting the second into the first yields the equivalent
system
U
∂v
∂U
+ v = V f,
∂v
∂V
= f.
Defining C(U, V, y) by v =
C
U
this system becomes
∂C
∂U
= V f(X(UV, y)),
∂C
∂V
= Uf(X(UV, y)),
As a consequence U∂UC−V ∂VC = 0 and hence C(UV, y). The general solution is therefore
v =
1
U
C(UV, y),
∂C
∂(UV )
= f(X(UV, y)). (56)
We next solve the pair (51)-(54). In terms of the function G(U, V, y) defined by u = U/G,
the system becomes
∂G
∂V
= −
1
2
U∆f, 0 = V
∂G
∂V
− U
∂G
∂U
,
so that its general solution is
u =
U
G(UV, y)
,
∂G
∂(UV )
= −
1
2
∆f(X(UV, y)). (57)
Observe that
uv =
C
G
(UV, y).
Eq.(48) together with this provides an expression for h
h =
G
C
(
G
C
UV (UV H − 2) + 2
)
(58)
and the combination of (47) with (57) another one
h = G2
hˆ
F 2
. (59)
The combination of (58) with (59) provides a relation involving only coordinates on one
side
GC
hˆ
F 2
=
G
C
UV (UV H − 2) + 2. (60)
Combining (49) with (58) gives another such relation
1
G
= C
hˆ
F 2
− UV
(
H
F
−
1
2
∆
(
1
F
))
+
1
F
. (61)
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From (60) and (61) we can thus get the two functions C and G, given by
G =
F
Ξ
, (62)
C =
F
hˆ
[
UV
(
hˆ−
1
2
∆F
F
)
− 1 + Ξ
]
(63)
where we have defined the abbreviation
Ξ :=
√(
1 + UV
∆F
2F
)2
− U2V 2
hˆ
F 2
NF .
where NF is the squared norm of dF in the metric γ˜ of (44).
Remark 7. Expression (63) seems to have a problem if hˆ = 0, i.e. when the starting
metric gNHG has h = 0. However, it is easy to check that (63) has a well defined limit when
hˆ→ 0, given by
hˆ = 0 =⇒ C =
UV F
1 + UV ∆F
2F
[
1 + UV
(
∆F
2F
−
NF
2F 2
)]
. (64)
All the previous formulas are given for general functions h,H, f and for general metric
γ and one-forms s and S. However, we know from theorem 5 that if the MKH in the NHG
has order m ≥ 3, then these objects take a very particular, explicitly known, form. Then,
we have to take this into account and incorporate these explicit forms into the previous
relations in order to find the sought isometry (coordinate change) between (3) and (44).
First of all we write down in a more explicit form the two spacetime metrics. The
function f has nowhere gradient on S0 and, according to theorem 5 the metric γ on S0
takes the form
γ = γ¯ +
1
N
df ⊗ df = γ¯ +
1
Q2(f)M
df ⊗ df
where in the second equality we used the function M defined by N = Q2M which was
introduced in Remark 5. Let {xA
′
} (A′, B′ ∈ {2, · · ·n−1} be a local coordinate in the base
manifold V of the warped product S0 = V × Σ. Then {x
A} := {xA
′
, f} is a coordinate
system of S0. From Remark 5, M depends only on x
A′ and M−1 is thus the warping
function. Using the expressions for s and h given in theorem 3, the metric gNHG takes the
form (⊗s denotes symmetrized tensor product)
gNHG = 2dudv + 2ud ln(|QM |)⊗s dv +
1
2
u2MQ2
(
dP
df
+ P 2
)
dv2 + γ¯ +
1
Q2M
df 2. (65)
Concerning the metric gNHG(ζ), we first note that the expression of S and H on S0 are,
according to (43) and recalling that ∆f = P (f)N = PQ2M ,
S|S0 =
1
2
(
Pdf +
dM
M
− 2
df
f
)
,
H|S0 = Q
2M
(
1
2
(
dP
df
+ P 2
)
−
P
f
+
1
f 2
)
:=MK(f), (66)
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where the last expression defines the function of one variable K(f). The gradient of f in
S0 is clearly gradf = Q
2M∂f and equation (52) for A = A
′ together with (55) readily
implies that xA
′
(y) (i.e. independent of U, V ). Without loss of generality we can choose
the coordinate system {y} on S0 to be the same as {x}. Hence x
A′ = yA
′
everywhere. This
means in particular that the function M does not change by the coordinate transformation
and the following expression holds everywhere (because they hold on S0 and both sides are
functions independent of {U, V })
NF =MQ
2(F ), S =
1
2
(
P (F )dF +
dM
M
− 2
dF
F
)
, H = MK(F )
and the metric gNHG(ζ) is
gNHG(ζ) = 2dUdV + 2Ud ln
(
|MQ(F )|
F 2
)
⊗s dV + U
2MK(F )dV 2 + γ¯ +
dF 2
MQ2(F )
. (67)
From this point on we need to distinguish between the three possible cases according to
Lemma 1, that is cases (a) or (b) which satisfy h = 0, or case (c), for which h 6= 0.
5.1 The case (a)
This case satisfies P (f) = 0 and Q(f) = Q0. By a trivial rescaling ofM we may set Q0 = 1
without loss of generality. The function K(f) in (66) is K(f) = 1/f 2 and the metrics (65)
and (67) to be compared become
gNHG = 2dudv + 2u d lnM ⊗s dv + γ¯A′B′dx
A′dxB
′
+
1
M
df 2, (68)
gNHG(ζ) = 2dUdV + 2Ud ln
(
M
F 2
)
⊗s dV +
U2M
F 2
dV 2 + γ¯A′B′dy
A′dyB
′
+
dF 2
M
. (69)
Since ∆F = 0, h = 0 (and hence hˆ = 0), the function Ξ simplifies to Ξ = 1 so that (62)
and (64) yield
G = F, C = UV F
(
1−
UVM
2F 2
)
.
From (56) and (57) the coordinate change is
u =
U
F
, v = V F
(
1−
UVM
2F 2
)
, f =
∂C
∂(UV )
= F −
UVM
F
, xA
′
= yA
′
. (70)
A straightforward computation shows that this coordinate change indeed transforms (68)
into (69).
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5.2 The case (b)
In this case we have
Q(f) = Q0(f + c), P (f) =
1
f + c
.
Again a trivial rescaling of M allows one to set Q0 = 1. The function K(f) is, from (66),
K(f) =
c(f + c)
f 2
so the two metrics to be compared are
gNHG =2dudv + 2u d ln(M |f + c|)⊗s dv + γ¯A′B′dx
A′dxB
′
+
1
M(f + c)2
df 2, (71)
gNHG(ζ) =2dUdV + 2Ud ln
(
M |F + c]
F 2
)
⊗s dV + cU
2M(F + c)
F 2
dV 2 (72)
+ γ¯A′B′dy
A′dyB
′
+
dF 2
M(F + c)2
. (73)
The function Ξ is now (given that hˆ = 0 and ∆F = Q2(F )P (F )M = (F + c)M)
Ξ = 1 + UV
(F + c)M
2F
.
The functions C and G are, from (64) and (62),
C =
UV F
1 + UV (F+c)M
2F
(
1− UV
c(F + c)M
2F 2
)
, G =
F
1 + UV (F+c)M
2F
and the explicit coordinate change is obtained from (56) and (57) to be
u =
U
F
(
1 + UV
(F + c)M
2F
)
, v =
V F
1 + UV (F+c)M
2F
(
1− UV
c(F + c)M
2F 2
)
,
f =
1(
1 + UV (F+c)M
2F
)2
(
F − UVM
c(F + c)(4F + UVM(F + c))
4F 2
)
, xA
′
= yA
′
(74)
As before an explicit calculation shows that this coordinate change transforms (71) into
(73).
5.3 The case (c)
Now we have Q(f) = b + (f + c)2 (as before the multiplicative non-zero constant Q0 can
be absorbed in M) and P (f) = 2(f + c)/Q. The functions h and K are, from (32) with
N = Q2M and (66),
h =M(b+ (f + c)2), K(f) =
(b+ c2)(b+ (f + c)2)
f 2
,
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and the two metrics are now
gNHG =2dudv + 2ud ln(M |b+ (f + c)
2|)⊗s dv + u
2M(b+ (f + c)2)dv2
+ γ¯A′B′dx
A′dxB
′
+
df 2
M(b+ (f + c)2)2
, (75)
gNHG(ζ) =2dUdV + 2Ud ln
(
M |b+ (F + c)2|
F 2
)
⊗s dV + U
2M
b+ c2
F 2
(
b+ (F + c)2
)
dV 2
+ γ¯A′B′dy
A′dyB
′
+
dF 2
M(b+ (F + c)2)2
. (76)
The coordinate change is now fairly complicated. The function Ξ is, after a calculation
that uses and NF = M(b+ (F + c)
2)2 and ∆F = 2(F + c)(b+ (F + c)2)M ,
Ξ =
√
1 + 2UV
M(F + c)
F
(b+ (F + c)2)− b(UV )2
M2(b+ (F + c)2)2
F 2
.
The functionG is simply
F
Ξ
while C in (63) can be rewritten after an algebraic manipulation
as
C =
F
M(b+ (F + c)2)
(Ξ− 1)− cUV.
The explicit form of the coordinate change (56)-(57) turns out to be
u = U
Ξ
F
, v = −cV +
F (Ξ− 1)
UM(b + (F + c)2)
,
f = −c +
1
Ξ
(
F + c− bUV
M
F
(
b+ (F + c)2
))
, xA
′
= yA
′
. (77)
Applying this coordinate change to the metric (75) is now fairly involved but one checks
that indeed yields the metric (76).
Summarizing, we have proved the following theorem
Theorem 7. Let (MNHG, gNHG) be a near horizon geometry with metric (3) and assume
that the Killing horizon Hη = {u = 0} is multiple with order m ≥ 3. Let ζ ∈ A
deg
Hη
be
independent of η. Then, the NHG of (MNHG, gNHG) with respect to ζ is locally isometric to
(MNHG, gNHG(ζ)) away from all fixed points of ζ . Moreover,
(i) If h = 0 then, in suitable coordinates, the metric gNHG is either (68) or (71) and the
coordinate changes are, respectively, (70) and (74).
(ii) If h 6= 0, then gNHG can be written as (75) and the isometry is given by (77).
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5.4 The main theorem
Theorem 8. Let (M, g) be a spacetime containing a MKH H with dim(Adeg
H
) ≥ 2 and let
η, ζ ∈ Adeg
H
. Then, the NHGs of each connected component of Hη,ζ := Hη ∩Hζ with respect
to η and ζ are locally isometric.
Proof. When computing the NHGs of (M, g) associated to η and ζ , respectively, one starts
from different Gaussian null coordinates. However, it follows from Remark 1 that the NHG
is determined by the induced metric γ, the torsion one-form s and the function h on any
cut S of the connected component of Hη,ζ . For the two Killing vectors these objects are
related as described in (43). It follows that the NHG w.r.t. ζ of (M, g) coincides with the
NHG w.r.t. ζ of the NHG w.r.t. η of (M, g).
Thus, the NHGs of (M, g) with respect to η and ζ are given by gNHG(η), say (3), and
gNHG(ζ), say (44), and Theorem 7 gives the result at once.
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