It is well-known that many networks follow a power-law degree distribution; however, the factors that influence the formation of their distributions are still unclear. How can one model the connection between individual actions and network distributions? How can one explain the formation of group phenomena and their evolutionary patterns?
INTRODUCTION
Statistics show that 1% of Twitter users produce 50% of its content [31] and control 25% of its information diffusion [15] , while 5% of Wikipedia contributors generate 80% of its content [18] . Such phenomena have received much attention, and several stateof-the-art models [3, 7, 9, 20] have been proposed, to explain their underlying mechanism. However most of these studies focus on modeling the totality of interactions between individuals, while ignoring the temporal aspects of individual actions [26] . Yet the dynamics of social phenomena are, at a fundamental level, driven by individual user actions [29] , resulting in a clear and present need for understanding the connection between human dynamics and network distributions.
The connection between human dynamics (e.g., e-mail communication between individuals) and network distributions has been studied in physics [26, 29] , economics [6] , and sociology [4, 13] . Vázquez et al. [29] showed that the timing of individual user actions follows a non-Poisson distribution pattern, and the "bursty" nature of human behavior can be modeled based on the decisions of individual user. Rybski et al. [24] studied group behavior in social communities, and tried to understand the origin of clustering and long-term persistence. Muchnik et al. [18] tried to understand how network distributions such as degree distribution (power law) arises from individual actions. They found that action and degree are not strongly correlated. However, these studies do not provide explicit explanations for the connection between individual actions and network distributions. Recently, Song et al. [26] focused on studying communication patterns between users using mobile, email, Twitter, instant message data. They discovered a series of interesting relationships that quantitatively connect human dynamics to several properties of the network.
In this work, our goal is to develop a theoretical framework to model human dynamics in social networks from three perspectives: macro, meso, and micro. At the micro-level, we try to capture how individual users make a decision to perform an action (e.g., to retweet a message on Twitter). At the meso-level, we study how individual actions develop into group behavior (e.g., the diffusion of a message) and how group behavior evolves over time. At the macro-level, we investigate how the network distributions such as power-law (or heavy-tailed phenomena) arise from group behavior. Figure 1 illustrates the problem addressed in this paper. The left figure shows the example in which two tweets are diffused in Twitter by retweeting. In the diffusion process, each individual makes a decision to retweet or not, according to a personalized binomial distribution. The number of retweets for each message has been modeled using a lognormal distribution, and the retweet counts for all messages follow the power-law distribution. The right figure shows several potential applications, namely: modeling network phenomena using power-law and information-burst prediction. As a non-trivial problem, the fundamental challenge lies in the uncertainty of how different sub-models are intrinsically connected and how they are developed. It is also important to validate the effectiveness of such a modeling framework in real, large networks.
In this paper, we conclusively demonstrate the underlying mechanisms by which heavy-tailed phenomena develop from individual user actions. We propose a unified framework, referred to as M 3 D, to 1) model the statistical distributions of individual actions, group behaviors, and heavy-tailed phenomena, and to 2) unveil the emerging process of heavy-tailed phenomena from individual actions and group behavior. This proposed framework produces several interesting results, both theoretical and empirical. Theoretically, we obtain a theorem that suggests a lower bound on the individual actionadoption probability for the existence of the power-law distribution in the number of action adopters. Empirically, by leveraging our framework, we demonstrate that it is possible to achieve an accuracy of 90% for predicting future information bursts.
The proposed framework is flexible and can benefit many applications. To model heavy-tailed distributions from partially observed individual actions, we apply M 3 D to three genres of networks: Tencent Weibo 1 , Citation, and Flickr. We verify that our proposed framework can explain the emerging process of heavy-tailed phenomena from individual actions in these networks. For example, our results on the Weibo network-with more than 320 million users and 4.6 billion tweets over four monthsconvincingly demonstrate that 1) the retweeting action of each individual aggregates to the lognormal distribution as suggested in our framework, and 2) the lognormal distribution at each timestamp is integral to the power law distribution. Our conclusions on the connection between individual actions and heavy-tailed phenomena in real-world networks give rise to important implications for understanding the underlying mechanisms of social emergence.
Organization. The rest of the paper is organized as follows. In Section 2, we describe the unified framework we propose to model user actions at three levels of granularity, and describe how the three levels connect with each other. In Section 3, we introduce our experimental setup based on data from three real social network. In Section 4, we present the experimental results to validate M 3 D. In Section 5, we review relevant related work. Section 6 concludes the paper.
MODEL FRAMEWORK
In this section, we propose a unified framework M 3 D to model the interplay between individual actions at the micro-level, group behaviors at the meso-level, and network distribution at the macrolevel.
Formulation
Let G = (V , E) denote an observed network that is a subnetwork of the complete network H = (V H , E H ), as H itself is too large to be observed entirely in practice. V is the set of users and E ⊂ V × V is the set of edges between users. Our goal is to study how individual users' actions in G emerge as the macroscopic phenomena in the complete network H. To begin with, we first give definitions of several concepts over a social network: individual actions, group behaviors, and network distribution. Definition 1. Individual action. An action z performed by user v at time t is represented as xtvz ∈ {−1, 1}. When we observe user v's action z at time t, we denote xtvz = 1; otherwise xtvz = −1.
The action can be defined differently in different social networks. For example, in Twitter, we can define the action as retweeting a tweet; in a scientific network, we define the action as citing a specific paper; and in Flickr, we define the action as posting comments to a specific photo. By accumulating individual actions, we can observe group behavior at the meso-level. Formally, we have the following definition. Definition 2. Group behavior. For a given action z, we denote the number of users (adopters) who adopted the action at a specific time t in the complete network H as nz(t).
It is worth noting that the group behavior is defined over the complete network H instead of the observed network G. Also we use Nz(t) to denote the cumulative number of adopters up to time t, and Nz to denote the total number of adopters until time T ≥ t (T is larger than any observed time t). Finally, at the macro-level, we consider all actions {z} in the social network.
Definition 3. Network distribution. Given a set of actions {z}, and the corresponding set of numbers {Nz} for all the actions, P (Nz) represents the network distribution of the actions.
Regarding the network distribution, heavy-tailed distributions have been demonstrated to be ubiquitous in social networks [20, 7, 9, 3] . In this work, we focus on modeling the heavy-tailed phenomena as a macro-level reflection of individual actions in social networks. Finally, as a conclusion, an individual action is assigned to each user in the observed network G and represents the state of the user (as having adopted the action or not). A group behavior is assigned to a group of users and represented as the number of action adopters within the group. A heavy-tailed phenomenon is represented as a distribution to describe the popularity of each action over the complete network H.
Goal.
Given an observed network G that is a subnetwork of the complete network H, how to unveil the mechanisms by which the heavy-tailed phenomena in network H emerge from individual actions xtvz in network G? We propose a unified framework to model 1) individual actions, group behaviors, and heavy-tailed phenomena together; and 2) the emerging process by which individual actions xtvz of users are revealed to be integral to the heavy-tailed phenomena in network H as a whole.
Modeling Individual Actions and Group Behavior
We first introduce independent models to model individual actions and group behavior. We then demonstrate how group behavior arises from individual actions.
For each user v in the observed network G, and a given action z, it is natural to assume individual actions xtvz at different timestamps t are independent and identically distributed (i.i.d.). Given this, we formally define the individual model of user v as follows: Definition 4. Individual Model. In the observed network G, each user v is assigned a binomial parameter µvz for each action z, such that for any time t, we have xtvz ∼ Bernoulli(µvz) with P (xtvz = 1) = µvz, P (xtvz = −1) = 1 − µvz.
We then define the following group model to connect individual actions and group behavior. The group model is then a dynamic system governing the evolution of group behavior over time:
where Uz is an "upward factor", which describes how an individual user in G adopting z will influence others in H; Dz is a "downward factor", which describes how an individual user who did not adopt z influences the others not to adopt the action.
Additionally, nz(t0) = 1, where t0 is the timestamp when the first user adopts z. Without further explanation, we refer to t0 as timestamp 0, for the sake of simplicity. Please notice that both the individual model and the group model are defined based on the action z. We omit the subscript z in µvz, Uz and Dz in the following descriptions to keep our notations simple.
Behavior of M
3 D: a lognormal arises. Let us now examine our framework to see how group behavior distributes under a certain configuration of a group model's parameters.
Theorem 1.
With the definition of U = D = e, when t is large enough, nz(t) converges to a lognormal random variable with a mean t v µv and a variance t v µv(1 − µv).
PROOF. We first consider another representation of yt as
The total number of users m can be denoted as m = y + t + y − t . Together with Eq. 2, we have
With the definition U = D = e, according to Eq. 1, we have
This is equivalent to proof that when t is large enough,
to denote the total effects made by user v. As {x vt ′ } are i.i.d, when t is large enough, according to the central limit theorem, we have
Thus we obtain
and
Therefore, nz(t) ∝ exp(yt) converges to the lognormal distribution with mean t v µv and variance t v µv(1 − µv), i.e.,
where
We refer to τ and δ as the parameters of the group model. Together with time t, they express the lognormal distribution that arises for nz. More generally, approximate lognormal distributions can be obtained when U = D = e does not holding. Specifically, consider
According to the Central Limit Theorem,
t ′ converge to a normal distribution. As the product of lognormal distributions is again lognormal, for sufficiently large t, nz(t) will asymptotically approach a lognormal distribution.
Significance. We conclusively demonstrate that the group behavior of the network-the collection of random (binomial) individual actions-follows a lognormal distribution. Specifically, the parameters of the lognormal distribution can be represented by our individual models, i.e., the lognormal distribution at time t is parameterized with the mean as t v µv and the variance as t v µv(1 − µv), where µv is the binomial parameter from the individual model.
Modeling Heavy-Tailed Phenomena
We study how the integration of user behavior over time eventually exhibits the heavy-tailed phenomena in the complete network.
For each action z, we define Nz as the total number of adopters in the complete social network H. Formally, let T denote the observation time window; we have Nz = T t=0 nz(t). We then study the distribution of Nz.
As we concluded above, nz(t) converges to a lognormal variable when t is sufficiently large, i.e., ln P (nz(t)) ∼ N (φ, ϕ), where φ and ϕ denote the mean and the variance, respectively. We assume U = D = e holds. Therefore, φ = τ t and ϕ = δ
Further assuming the observation time window T is weighted exponentially with parameter λ, we have the following theorem.
. PROOF. For action z, P (Nz) is equivalent to the mixture of group models whose observation time parameter T is weighted exponentially. Formally, we have
.
It is obvious that a, b ≤ 0. Then we have
Let
, we have
Hence, we have P (Nz) = CN α z , where
,
For α < 0, we say Nz is power-law distributed. It is worth noting that, when group behavior follows a lognormal distribution, even without the conditions of φ = τ t or ϕ = δ 2 t, the power-law result still holds. The proof can be obtained by extending the proof for Theorem 2. A similar study was conducted in [1] .
Behavior of M
3 D: when does the "winner take all"? Let us now examine the behavior of our framework to see when the winnertake-all mechanism holds and leads to the power-law phenomena. Consider a simple system, in which each user shares the same individual model with the parameter p to perform an action. It turns out there is a lower bound on p for the existence of the power-law distribution over Nz. , where m is the number of users in G.
PROOF. According to Eq. 9, we have τ = mp and δ = mp(1 − p). Also, according to Eq. 15, we obtain that β = −1+ 1−mp 1−p +2λ. The power-law holds for Nz when α < 0, that is,
When does the "winner take all"? Assuming we have a purely random (p = 0.5) system for the evolution of group behavior, as m is usually large, we are safe to claim that a power-law holds. However, considering a deterministic system, in which no user will adopt any action (p → 0), the power-law will fail.
Through the above discussions, we are given some insight into the fact that randomness and the aggregate effect of individual actions finally result in the macroscopic-power-laws phenomena.
Significance. We provide evidence of how heavy-tailed phenomena in social networks emerge from individual actions. Specifically, a power-law distribution is determined by the parameters derived from our individual models and group models. We provide theoretical conditions under which a power-law distribution can form in social networks.
Further Discussions
Application. We discuss some potential applications of the proposed framework. One can integrate any machine learning algorithm into the individual model. For instance, when studying the information diffusion process in Twitter, for modeling user v's retweeting behavior, we can define features (e.g., the likelihood of the user's interests matching with the tweet's topics, profiles of the user, etc.) and construct a feature vector svz. We then use a Logistic function f (·) with svz to represent the individual model µvz.
With efficient training samples, we are allowed to estimate f (·)'s parameters using Maximum Likelihood Estimation (MLE) [2] . Notice that the logistic function can be replaced by any other classification or regression models. After that, we are able to generate the "adopt" decisions of individual users, for the instantiation of the group model according to Eq. 1, and demonstrate how the retweets each tweet receives evolve over time. At last, we can calculate the parameters of the heavy-tailed distributions to present the macroscopic phenomena.
Connection with previous work. The proposed framework can be viewed as a generalization of several existing models. In Eq 1, when U = D, the group model can be viewed as a generalized Black-Scholes option pricing model [6] . The connection with individual models and group models is a natural multiplicative process [16] . When group behaviors follow lognormal distributions, while the conditions of φ = τ t or ϕ = δ 2 t are not satisfied, the integration of group behaviors with heavy-tailed phenomena is similar to that of the evolutionary process of sites on the Web [1] .
EXPERIMENTAL SETUP

Datasets
We verify the proposed framework on three different genres of large datasets: Tencent Weibo, Citation, and Flickr, Statistics of the three datasets are summarized in Table 1 
writing).
Flickr [33] . It was crawled from Flickr. This dataset contains 854,734 photos and 3,884,739 comments generated by 259,565 users. The dataset is used to investigate user commenting actions in photo sharing networks. Specifically, we define the individual action as whether a user posts a new comment to a specific photo.
Data Analysis
Group behavior. We examine how group behavior nz(t), such as #retweets, #citations, and #comments at each timestamp t, on real datasets distributes.
To test the hypothesis that the group behavior at a particular timestamp is lognormally distributed, we utilize QQ-plot [30] , which is commonly used to compare two distributions by plotting their quantiles against each other. Specifically, for timestamp t, we first estimate the parameters of empirical normal distribution of ln nz(t), by a MLE method, which is also used in [35] . We then plot the quantiles of ln nz(t) in real data against certain quantiles of the estimated normal distribution. Figure 2 shows the results on all datasets. For instance, in Figure 2(a) , we test the distribution form of #retweets that a tweet receives at the 3rd hour since that tweet is posted in Weibo network. The approximate linearity of the plotted points suggests #retweets, at the 3rd hour since the original tweet is posted, follows a lognormal distribution. Analogously, we observe similar results on #citations and #comments in the Citation and Flickr networks, as shown in Figures 2(b) and (c). We also archieve similar results at other timestamps on all datasets.
Heavy-Tailed distribution. We now examine the network distribution, P (Nz), on real datasets. To do so, in Weibo (Citation or Flickr) network we plot #retweets (#citations or #comments) each tweet (paper or photo) receives within 4 months (79 years or 12 months) in Figure 3 . The linearity on log-log scales suggests a heavy-tailed distribution on all datasets.
We try to fit power-law distributions on the three datasets by a classical fitting technique [7] which determines two parameters: a truncation point xmin that governs the lower bound, above which the observed data obey a power-law distribution, and the exponent parameter α of the potential power-law distribution.
We present the power-law distributions that best fit the data in each network in Figure 3 by blue lines. We observe that the powerlaw distributions in the Weibo network with exponent 2.0, the Citation network with exponent 2.37, and the Flickr network with exponent 1.4. The corresponding truncation points xmin in each network are 13, 20, and 4, respectively. We use the p-value [7] and Residual Sum of Squares (RSS) [8] together to test the powerlaw hypothesis. We find that the p-values are all greater than 0.1. The average value of RSS on each dataset is 2.3 × 10 −6 (see details in Table 2 ). The p-value, together with the small valued RSS scores, suggest that the real-world data exhibits power-law distributions [7] . We also try to fit lognormal distributions to the observed data. However, we achieve negative results on all datasets.
Evaluation Measures
It is difficult to find a ground truth to evaluate the accuracy of the proposed framework. As the most important feature of M 3 D is the connection of macro-level network distribution with mesolevel group behavior and micro-level individual actions; for quantitatively evaluation, we apply M 3 D to fit the (macro-level) heavytailed distribution from observed individual actions. One advan- tage of M 3 D is that it can fit a network distribution from partially observed data. The other advantage is that we can use the group behavior or individual actions to explain the formation of the fitted distributions.
Another idea to evaluate M 3 D is to apply it to some prediction task. M 3 D can better capture group behavior in social networks. Thus we apply M 3 D to information burst prediction and evaluate the prediction performance in terms of Precision, Recall, and F1-Measure.
EXPERIMENTAL RESULTS
To quantitatively validate M 3 D, we consider the following three evaluation aspects:
• Fitting heavy-tailed phenomena using partially observed actions: We thus examine to what extent M 3 D can capture the emerging process of heavy-tailed phenomena by using partially observed individual actions in real social networks.
• Group behavior prediction: By this we examine the extent to which M 3 D can model the aggregate effect of group behaviors from individual actions in real social networks.
• Information burst prediction: Finally, we use this application to further demonstrate the effectiveness of M 3 D.
Fitting Heavy-Tailed Phenomena using Partially Observed Actions
This task is to demonstrate whether M 3 D can capture the emerging process of heavy-tailed phenomena by using only partially observed individual actions in real social networks. Problem. Given an observed subnetwork G = (V , E) of a complete network H over a time window T and a set of individual actions X = {xtvz|t ≤ T , v ∈ V } in G, the goal is to estimate whether Nz in real networks-the number of users who perform the action z in the complete network H over the observed timespan T -follows the power-law distribution parameterized by our framework.
Specifically, in the Weibo network, xtvz = 1 indicates that user v retweets a particular tweet, indicated by z, at timestamp t. In Citation, it means author v cites another a particular paper z at time t. Analogously, the action that user v posts a comment to photo z at time t is denoted by xtvz = 1 in the Flickr network.
Setup. In Section 3, we conclude that all three networks exhibit power-law distributions and also provide the estimated exponent parameters that best fit the real data. We use Residual Sum of Squares (RSS) [8] to quantify the distance between the distributions of Nz in real data and the distributions provided by our framework. A smaller RSS represents a better-fitted distribution.
We introduce how we generate the observed network G in different datasets. In the Weibo network, we choose the users who retweet a tweet z ∈ Z, where Z is the set of all tweets exposed to users V in G, within the first 50 minutes since z was posted, and the followers/followees of these users. In Citation, G consists of authors who cite papers within the first year since these papers are published. In Flickr, the users who posted comments to photos within the first hour since the photos are posted are chosen as the subnetwork G.
We introduce two methods to apply our framework to estimate the exponent parameter α of power-law distributions from individual actions in real data.
Model I. We model individual actions by a binomial model with parameter µvz in Definition 4. There are different ways to represent and estimate µvz, such as using a logistic regression to represent µvz and estimating the regression parameters by the Maximum Likelihood Estimation (MLE) method according to the individual action logs of user v. In this work, to keep our framework flexible and general, we use a straightforward method to represent µvz -that is, the probability that user v is influenced by one of her neighbors to perform the action z. Specifically, we define µvz as
Given muvz, we then calculate τ and δ-the parameters of group behaviors in Eq. 9. Unfortunately, there is no effective way to estimate λ (the exponential parameter of the observation time window T ) automatically. Thus we define λ manually and leave the automatic estimation method to our future work. In practice, we empirically set λ as 0.008, 0.1, and 0.23 in Weibo, Citation, and Flickr, respectively. We finally obtain the exponent α according to Eq. 15.
Model II. As prior work [7] and Figure 3 suggest, however, few empirical phenomena in practice obey power-laws for all observed data x. More often the power-law applies for values greater than some minimum point xmin, which can be understood as the truncation point of the empirical phenomena. We first calculate the truncation point xmin by the MLE method described in [7] . We then use the posts whose retweeting numbers are no less than xmin to estimate parameters τ and δ by following the steps in Model I. After that, when normalizing the estimated PDF, we also only consider the tweets whose retweets are no less than the lower bound.
Results. Figure 4 shows the results on three networks. All figures are plotted on log-log scales. Blue dots represent the distribution of real data. The red solid line is the power-law fitting by observing blue dots through the MLE method [7] . Together with the real data, the fitted result can be used as ground truth. The results of Model I and Model II provided by our framework are represented by the green dashed line and yellow hollow dots, respectively.
From Figure 4 , the power-law distribution suggested by our framework (Model II) is clearly seen to be a good fit to the real data (blue points). Please recall that our framework only observes parts of the complete networks (3.4% in Weibo, 1.3% in Citation, and 4.7% in Flickr). We also validate the results by quantifying the difference of distributions between Model II and real data via RSS using geometric binning. Table 2 reports the RSS results of corresponding methods. We can see that the performance of our framework can achieve RSS values at the orders of magnitude 10 −10 , 10 −7 , a nd 10 −4 in the three networks, which indicates excellent numerical performance of the power-law fitting. We also notice that the estimated truncation points help our framework (Model II) better fit the heavy-tailed phenomena than Model I.
We conclude that the emerging process of heavy-tailed phenomena can be modeled and explained well from the partially observed individual actions by our framework, on all datasets.
Fitting Heavy-Tailed Phenomena using Group Behavior Next, we validate whether our proposed M 3 D is able to capture the emerging process of heavy-tailed phenomenas from group behavior. Thus we conduct another heavy-tailed phenomena fitting task: Given a set of actions {z} and a group behavior nz(t) for each action z at each timestamp t, the goal is to estimate the network distribution Nz that is defined in Definition 3.
Following the theoretical results in Section 2 and empirical results in Section 3, nz(t) converges to a lognormal variable when t is sufficiently large. Moreover, M 3 D suggests that Nz behaves as power-law when nz(t) follows lognormal distributions. Thus, our general idea here is to first estimate each timestamp's corresponding lognormal distribution over nz(t). Then we fit the heavy-tailed phenomena, based on the estimated lognormal. Specifically, for each timestamp t, we estimate the corresponding lognormal parameters by following the method introduced in [35] . We then calculate the exponent parameter α according to Theorem 2. Please notice that we keep λ, the weighted parameter of the observation window, at the same setting as at the last task when calculating α.
We demonstrate the fitting results in Figure 4 , by purple lines. We also present the RSS scores in Table 2 . As we can see, compar- ing with the individual actions (Model II), group behaviors provide more precise information about the lognormal parameters and obtain a better modeling result, which suggests M 3 D bridges heavytailed phenomena and group behavior precisely.
Group Behavior Prediction
This task is to demonstrate whether our framework can model the aggregate effect of group behaviors from individual actions in real social networks.
Problem. Given an observed subnetwork G = (V , E) of a complete network H, a set of individual actions Xt = {xtvz|v ∈ V } at timestamp t in G, and nz(t) in network H, the goal is to infer the group behaviors nz(t + 1) at the next timestamp t + 1.
Setup.
We separate the observed network G introduced in Section 4.1 into a training set and a test set. In Weibo, for each tweet z, we regard {nz(t)|t ≤ 500 minutes} as the training set, and the balance as the test set. In Citation, for each paper z, we regard {nz(t)|t ≤ 5 years} as the training set, and the rest as the test set. In Flickr, for each photo z, we use {nz(t)|t ≤ 2hours} as the training set. We then employ the training set to estimate the "upward factor" U and "downward factor" D of the group model in our proposed framework (see details in Eq. 1). We finally calculate n(t + 1) by using nz(t), U , and D according to Eq. 1.
There are several methods for estimating factors U and D. Here, we assume that the factors are constant over both users and time. Under this assumption, given any two timestamps t1 and t2, we are able to estimate the factors according to equations below:
Please note that for different pairs of timestamps, the estimated results might be different. Hence, we use the average value of all possible configurations as the final reported results. Formally, let Ut 1 t 2 and Dt 1 t 2 be the factors estimated according to time t1 and t2 by Eq. 18, we define U = t 1 ,t 2
where T is the last timestamp in the training set.
In practice, an alternative method is to assign each user different configurations of these two factors. However, our main goal in this paper is to provide the underlying mechanisms of the emergence of heavy-tailed phenomena. Thus we keep the assumption that the two factors are independent of both time and users, to simplify and generalize our proposed framework. We leave the user-or timedependent factor definition and estimation for our future work.
Results. We report the experimental results of group behavior prediction in Figure 5 in the three networks. In each figure, the xaxis denotes the duration since the source tweet (paper or photo) is posted by setting ten minutes (one year or one day) as the interval in Weibo (Citation or Flickr). The y-axis denotes the number of retweets (citations or comments) the source tweet (paper or photo) receives at each time interval. We plot the truth in real networks using red lines and the predicting results of M 3 D with blue lines. We conclude that our framework can capture the aggregate effect of group behaviors from individual actions, and predict the trends of dynamic popularities in real social networks.
Information Burst Prediction
We now describe ways in which to apply our framework to social applications. In this work, we focus on information burst prediction [14, 19] . Please note that the focus of the study is to demonstrate how our framework can help social applications.
Problem. Given a tweet z at timestamp t and the number of users who retweet z within the time window
, the goal is to predict whether there will be an information burst at timestamp t+1. Formally, we say a burst happens at time t1 if nz(t1) is the largest in the period ranging from one hour before to one hour after t1, i.e., ∀t2 ∈ [t1 − 1hr, t1 + 1hr], we have nz(t1) > nz(t2).
Observation. In practice, the upward factor U and downward factor D, instead of being constant, may change over time. We study the trends of these factors and present the results in Figure 6 . Due to space limitations, we use the factors corresponding to one tweet as an example. We observe similar results on other tweets. In Figure 6 (a), we can see that the downward factors are rel- atively stable around 1.0, while the upward factors change frequently and sharply. A potential explanation is that a user's retweeting actions can influence others to retweet, while the decision not to retweet a tweet has limited effect on others' retweeting decisions. We further observe that when observing a peak or a valley in Figure 6 (a), the upward factor will achieve a peak in next few timestamps in Figure 6 (b). We conjecture that the burst of retweets is correlated with the variation of the corresponding upward factors.
Setup.
We apply the upward factors in our framework into the information burst prediction task. We first estimate U t ′ at each timestamp t ′ in the observation time window [t − k + 1, t]. We then use the estimated upward factors as features of classification models. We also consider a baseline method in which the number of retweets in previous steps {nz(t ′ )|t − k ≤ t ′ ≤ t} is used as the features for this task. As our goal is to provide evidence of the correspondence between upward factors and information burst, we simply use classic classifiers, logistic regression (LR) and support vector machine (SVM), to report the predictability.
Results.
Figure 7(b) shows the predictive performance. We can clearly see that by our methodology, both simple models significantly outperforms the comparison method (using previous retweets information-nz(·) as features). Moreover, the methods that involve using upward factors derived from our framework can achieve an F1 score of 0.8, which demonstrates the predictability of bursty phenomena in social media. In terms of precision and recall, the performance is still promising.
We further examine how the length of the observation window influences the prediction performance in Figure 7 (b). We observe that both LR and SVM achieve the best and stable performance when the observation window reaches 200 minutes (around three hours). We conclude that the predictability of bursty phenomena in information diffusion is highly correlated to the observation window, and information burst is more predictable when conducted over a sufficient timeframe-only three hours in Weibo.
Further study of other applications, such as cascade prediction, scientific impact modeling, and popularity forecast, is an area of work for the near future.
RELATED WORK
The heavy-tailed phenomena-such as power-law and lognormal distributions-have been discovered to be ubiquitous in a variety of network systems [17, 20, 7] .
Power-laws have been widely observed in both nature and human society through extensive studies. Power-laws are characterized by the following probability distribution: where α is the exponent parameter and C is the normalization term. Essentially, power-laws model the functional relationships between two quantities, where one quantity varies as a power of another [20] . This statistical law was first revealed by the degree distributions of Internet graphs and the World Wide Web in 1999 [9, 3] . Besides having been found in Internet and WWW networks, power-law distributions have been discovered in publication citations [23] , phone calls [25] , tie strengths [21] , and so on.
Along with power-laws, extensive studies have discovered that lognormal distributions are satisfied in dynamic networks. Conceptually, a lognormal distribution is defined as "a continuous probability distribution of a random variable whose logarithm is normally distributed." [17] . Formally, its density function can be expressed by the following formula:
where µ and δ are, respectively, the mean and standard deviation of the variable's natural logarithm. Huberman et al. [12] presented that the number of pages at a given site is lognormally distributed for every timestmap in the environment of WWW. Following this, similar studies also unveiled that part of the WWW pages demonstrate a truncated lognormal distribution [5, 22] . Stouffer et al. [27] discovered that the time for people to respond to emails also follows a lognormal distribution. Although a tremendous amount of exploration into the modeling of heavy-tailed phenomena in networks has been done, the mechanism of how these phenomena emerge from individual actions has received little attention. An individual behavior, such as an action adoption, is an integral element of the heavy-tailed phenomena in social networks. A large body of studies has been focused on the modeling and predicting of individual behaviors. Xu, and Hong et al. [32, 11] modeled user online preferences and predicted individual adoption decisions in Twitter. However, the connections between individual behavior and collective dynamics are still not well studied. Recently, Rybski et al. [24] studied individual behaviors and further unveiled the origin of collective behaviors of the social community with both clustering and long-term persistence. Muchnik et al. [18] demonstrated that heavy-tailed degree distributions in networks are causally determined by similarly skewed distributions of human activity. Ghosh et al. [10] studied the interplay between a dynamic process and the structure of the network on which it is defined. The major difference between our work and previous work lies in that we theoretically and empirically demonstrate how the integration of individual actions in social networks activates the emergence of group behavior, from which network distributions arise as a whole.
CONCLUSION
In this paper, we study a novel problem of modeling the interplay between individual behavior and network distributions. We propose a unified framework M 3 D to model individual behavior and network distributions together. The framework offers a way to explain how group behavior has developed and evolves over time based on individual actions, and to understand how network distributions such as power-law (or heavy-tailed phenomena) can be explained by group behavioral patterns. The framework is flexible and can benefit many applications. We apply M 3 D to three different networks: Tencent Weibo, Citation, and Flickr. Our experimental results show that M 3 D is able to model emerging network distributions in social networks from individual actions. Moreover, we use information burst prediction as an application to quantitatively evaluate the predictive power of M 3 D.
