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A Further Note on Discrete Potential Theory* 
JOHN G. KEMENY 
Department of Mathematics, Dartmouth College, Hanover, New Hampshire 
The purpose of this note is to settle two questions that were raised in [l] 
and partially answered in [2]. These results clarify the assumptions under- 
lying the potential theory of denumerable recurrent Markov chains. (For an 
explanation of the notation used see either [I] or [2].) 
Recurrent potential theory uses two dual potential operators: 
G = Lim [N’?’ “r _ j$?‘]* 
0 n is ai 0 3 (1) 
The “long-range entrance probabilities” 
also play a key role. The existence of these limits for finite sets E is quiva- 
lent to the existence of G. (If the limit (2) exists it is independent of i.) 
In [l] it was necessary to assume that both G and C exist. Orey first 
showed, in [3], that these operators need not exist in general. In [2] a simple 
example is given of a null chain for which C fails to exist. But this left open 
the question of whether the existence of one potential operator assures the 
existence of its dual. This can be answered, negatively, by a modification 
of the example given in [2]. 
The example consisted of two rooted trees, having states 0 and 1 as roots. 
Each tree had a denumerable infinity of branches, of increasing length, and 
the kth branch of a tree was entered from its root with probability p. Once 
a branch was entered, the process moved deterministically to the end of the 
branch, and then stepped to the root of the other tree. The nonexistence of 
C,,, followed from a computation of the mean time from either root to re-enter 
the set (0, 1). 
Let us modify the example as follows: Once the end of a branch is reached, 
the process is equally likely to step to either root. This does not alter the 
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mean time to reach (0, 1) from a root; hence the previous proof still shows 
that C’s, does not exist. However, in the modified example it is clear that for 
E = (0, I}, q = A: = 8, and that XE exists for all two-point sets. From [1] 
we know that this implies the existence of all hE for finite sets E, and hence 
of G. 
Thus we have an example where the matrix G exists, but its dual C does 
not. From duality we know that the reverse of the same chain provides an 
example where C exists but G does not. 
For many potential theory results in [l] an assumption weaker than (2) 
sufficed. Instead of assuming that the limit hj” exists, in which case it is 
independent of the starting state i, we assume that the difference of these 
quantities for two different starting states tends to 0. Again, it suffices to 
assume this for two-point sets E = {a, b}, in which case B,“, = oHkB, the 
probability of hitting b before a. Thus the assumption takes the form: 
i, i’, a, b. (3) 
From this assumption was derived an indentity: 
This derivation (see [I], Section 3, Theorem 8) actually establishes that (3) 
and (4) are equivalent, though this was not pointed out at the time. Hence it 
is of considerable interest to know how generally (4) holds. 
Chung showed in [4] that a special case of (4), namely, when i = j, holds 
for many Markov chains. In [2] we showed that this special case holds for 
all null recurrent chains. We also showed that the sequence in (3) is always 
C,-summable to 0. We can now settle this question: 
THEOREM. Both (3) and (4) hold for all indecomposilrble null (and aperio- 
dic ergodic) Markov chains. 
PROOF. We shall establish (4), and (3) will follow by the equivalence 
pointed out above. First we write down four identities, which are obvious 
probabilistically: 
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(N:;’ - NJ,“‘) z + Ni;’ - NE’ 
The last term tends to “Nji. We know from [l] that the b, are bounded; 
hence the second term tends to 0. Also, b,, - bn-.l = P’k”,’ (aj/ak) - I$), 
which tends to 0 for either a null chain or an aperiodic ergodic chain. And 
~,,f~;‘, = I <m; hence the first term tends to 0 by a lemma proved in [4]. 
This proves our theorem. 
Thus, while we now know that the existence of one potential operator 
does not assure the existence of the other, we do know that the identities (3) 
and (4) hold in general and hence do not constitute special assumptions. 
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