


















Initial value formalism for dust collapse
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Wellington Rd, Melbourne 3800, Australia
Formulating a dust filled spherically symmetric metric utilizing the 3 + 1 formalism for general
relativity, we show that the metric coefficients are completely determined by the matter distribution,
and it’s time rate of change on an initial slice. Rather than specifying Schwarzschild coordinates
for the exterior of the collapsing region, we let the interior dictate the form of the solution in
the exterior, and thus both regions are found to be written in one coordinate patch. This not only
alleviates the need for complicated matching schemes at the interface, but also finds a new coordinate
system for the Schwarzschild spacetime expressed in generalized Painleve-Gullstrand coordinates.
We show the interior metric is equivalent to the class of Tolman-Bondi metrics under a coordinate
transformation. In particular, specifying the initial density as a step function the solution reduces
to the Oppenheimer-Snyder model. In general, the solution is the class of Tolman-Bondi models,
which are known to develop shell crossing singularities. We show these are equivalent to fluid shock
waves and suggest methods for extending beyond their initial point of formation.
PACS numbers: 04.20.Ex, 04.20.Dw, 04.70.Bw
I. INTRODUCTION
It is well established that naked singularities may
arise from the gravitational collapse of inhomogeneous,
spherically symmetric dust spheres in general relativity
[1, 2, 3, 4]. One type of these are shell-crossing singu-
larities (SCS) which are not perceived to violate cosmic
censorship due to their weak nature (see e.g., [5] and
references therein). However, difficulties often arise in
the interpretation of the physical nature of SCS due to
the four-dimensional construction of spacetime solutions
usually having little or no resemblance to our intuitive
perception of the universe. Therefore, we utilize the 3+1
formalism for general relativity to establish the spacetime
as an initial-boundary value problem. This has many ad-
vantages including the interpretation of SCS as well as
simplifying matching schemes at the interface between
the matter and vacuum regions.
The 3 + 1 formalism involves specifying an initial
Cauchy hypersurface, and subsequently evolving through
time. The ten Einstein field equations (EFEs) are decom-
posed into four constraint equations which must be sat-
isfied on every spacelike hypersurface, and six evolution
equations.
We apply the 3+1 formalism for the EFEs to the case
of a spherically symmetric sphere of inhomogeneous dust.
One of our main results is that the metric coefficients are
completely determined by the matter distribution and
it’s time rate of change on the initial slice.




rior solution determines the coordinates of the exterior
Schwarzschild geometry. In this way both the inte-
rior and exterior regions are described in one coordinate
patch. As a result, the form of the metric for the exte-
rior Schwarzschild spacetime is given by a class of coordi-
nate systems which have not been previously identified.
We refer to these coordinates as generalized Painleve-
Gullstrand (GPG) coordinates as they reduce to the fa-
miliar Painleve-Gullstrand (PG) coordinates [6, 7] for a
specific case.
The way in which we interpret the solution takes on a
minor paradigm shift in the explanation of gravitational
collapse. Usual methods (see for e.g. [8, 9, 10, 11, 12]) in-
volve determining the matter filled interior without con-
sideration for the vacuum exterior region. Upon real-
izing a solution for the interior, a scheme is developed
utilizing junction conditions to match the interior and
exterior regions, usually done in Schwarzschild coordi-
nates. The method we employ herein allows for the en-
tire spacetime to be considered as a whole. The form of
the exterior Schwarzschild metric is then expressed such
that the same coordinates are used for both the interior
and exterior regions. While in the spherically symmetric
case this may seem trivial due to the uniqueness of the
Schwarzschild solution, it will play a role in more compli-
cated systems, and may lead us down a path to determine
an interior Kerr solution.
Another aspect of the solution is that given certain
initial data, SCS will form. We determine the initial
conditions required for these to form, and find that it is
entirely dependant on the initial tidal forces of the space-
time. Furthermore, as the SCS arise from the relativis-
tic fluid equations, we argue that they are nothing more
than shock waves brought about by the mass function
becoming multi-valued [13]. Thus, we discuss a method
for extending these SCS beyond their point of initial for-
2mation utilizing methods of classical fluid dynamics. In
this way we are able to show a SCS forming in any region
of the spacetime during gravitational collapse will neces-
sarily evolve inside the apparent horizon and eventually
evolve into r = 0.
The structure of the paper is as follows. In section II
we derive the general form of the metric, and in III we
analyse the form of the solution. Section IV looks at the
exterior region and V looks at the initial and boundary
conditions required to be specified to determine the dy-
namics of the spacetime. In section VI we show how the
solution fits into the Tolman-Bondi (TB) model, and also
show the reduction of the solution to the simpler FRW
solution by making a specific choice of the initial con-
ditions. We then reduce the solution to the marginally
bound case, and derive the formation and evolution of
SCS in section VII. We finish by showing an explicit
example of the formation of a shock wave in VIII.
Geometrized units are employed throughout whereby
G = c = 1. Greek indices run from 0 . . . 3 and Latin from
1 . . . 3. The Einstein summation convention is used and
index conventions follow [10].
II. THE METRIC
Here, we pedagogically derive the spacetime metric to
be used for the remainder of the article. We show this
metric to be beneficial in many ways. Firstly, switching
the matter terms off for some exterior region of the space-
time results in a whole class of metrics describing the
unique Schwarzschild geometry. These exterior metrics
match onto the interior solution by specifying appropri-
ate physical boundary conditions. This implies that com-
plicated matching schemes at the interface are no longer
required, and the authors further believe that the result-
ing family of coordinates for the exterior region have not
been identified previously. Also, the metric we derive
requires only the input of an initial density and rate of
change of density. In this way, the problem is an ini-
tial/boundary value problem with the free boundary as
the interface, and the physics of the problem becomes
more akin to Newtonian mechanics.
A. ADM equations
The decomposition of the EFEs into a 3 + 1 system
is often known as the ADM formalism [14]. Solving the
equations in this form establishes a metric appropriate
to an initial value problem.
Consider a four-dimensional spacetime manifold, foli-
ated by three-dimensional spacelike hypersurfaces. The
four-metric is denoted gµν and the three-metric by ⊥ij .
The construction of spacelike hypersurfaces requires a
unit normal vector nµ, to be both timelike and orthogo-
nal to the hypersurfaces. The hypersurface forming con-
dition is given by Frobenius’ theorem, which implies nµ
must satisfy
n[µ∇νnσ] = 0, (1)
where ∇µ is the unique four-metric connection and
square brackets denote anti-symmetrization. A general




, implies a partic-
ular solution to (1) is
nµ = −α∇µt, (2)
where α > 0 is the lapse function. The normal is also
required to be timelike and normalized, i.e.,
gαβnαnβ = −1. (3)
A tensor that projects four dimensional objects onto
spacelike hypersurfaces is
⊥µν := gµν + nµnν . (4)
The projection tensor written with no indices ⊥, is de-
noted to imply contraction of all free indices.
By defining a vector tangential to the time coordinate
tµ := (1, 0, 0, 0), a spatial vector βµ, can be defined to be
the projection of tµ onto the spacelike hypersurfaces
βµ :=⊥ tµ. (5)
Known as the shift vector, it is a measure of the spatial
movement of successive hypersurfaces.
Spherical symmetry implies the only non-zero compo-
nent of the shift vector is the radial component, which we
denote β. Hence, the metric for a spherically symmetric
spacetime can be reduced, without loss of generality, to
ds2 = −α2dt2 + U2 (βdt+ dr)2 + r2dΩ2. (6)
where α = α(t, r), U = U(t, r) and β = β(t, r). Utilizing
the above definitions, the extrinsic curvature Kµν , its
trace K and trace free part Aµν , the three-Levi Civita
pseudo tensor εµνσ, the three-Riemann tensors and four-
acceleration n˙µ, are defined respectively[24]:
Kµν : = − ⊥ ∇µnν , (7a)
K : =⊥αβ Kαβ, (7b)
Aµν : = Kµν − 1
3
⊥µν K, (7c)
εµνσ : = εαµνσn
α, (7d)
3Rµνσαw
α : = (DµDν −DνDµ)wσ, (7e)
3Rµν : =⊥αβ 3Rαµβν , (7f)
3R : =⊥αβ 3Rαβ , (7g)
n˙µ : = n
α∇αnµ
= Dµ lnα, (7h)
where εµνστ is the four-Levi Civita pseudo-tensor and
wµ an arbitrary spatial vector. The unique three-metric
connection Di, is defined
DσW
µ1...µm
ν1...νp :=⊥ ∇σWµ1...µmν1...νp , (8)
3where Wµ1...µmν1...νp is some spatial tensor of type
(m, p)[25].
Before decomposing the EFEs into the 3 + 1 formal-
ism, we will briefly discuss the conservation of energy-
momentum. These equations arise from decomposing the
twice contracted Bianchi identities on, and orthogonal to,
spacelike hypersurfaces. There are four equations which,
for dust, are given by: the continuity equation
K = Ln (ln ρ) , (9)
where Ln denotes differentiation with respect to the nor-
mal vector, and the Euler equation
n˙iρ = 0. (10)
Providing matter is present, equation (10) simply implies
that n˙i = 0. With equation (7h), this is enough to show
that the lapse function is only a function of the time co-
ordinate. Utilizing coordinate freedom implies the lapse
function can be set to unity without loss of generality[26],
α = 1. (11)
This is interpreted as the acceleration of the observer
vanishing, implying the observer is freely falling along
geodesics. This is the coordinate system picked out both
for the exterior vacuum and interior dust regions.
Using the definitions (7), the EFEs can be decomposed
into four constraint equations on the spacelike hypersur-
face, and six evolution equations. Three of the hypersur-









K2 −AijAij = 16piρ. (13)
And there are six evolution equations
4LnK − 3AijAij − 2K2 =3R, (14)







It is desirable to be able to determine all of the met-
ric coefficients by only specifying the matter distribution
on the initial spacelike hypersurface. Therefore, we are
simply required to solve the constraint equations on the
initial hypersurface, and subsequently establish the evo-
lution equations. We begin with the Momentum and
Hamiltonian constraints, (12) and (13) respectively.
We begin by putting the general form of the metric (6)
into the ADM system of equations. Noting that the Lie






helps to recognize patterns in the systems of equations.
In particular, we find a single component of the momen-
tum constraint (12) remains,
LnU = 0. (17)
Applying various combinations of the 3 + 1 EFEs re-
sults in being able to write the system algebraically in
U and ρ, leaving only derivatives of the shift function β.
In particular, combining the Hamiltonian constraint (13)
and (15), we find derivatives of U cancel and an algebraic




ρσ2dσ :=M(t, r), (18)
where we have defined a mass function according to a
usual Newtonian definition. Equation (18) implies the
shift function β can be expressed in terms of the energy
density. This definition is conducive for examining the
exterior region as well as the interior. By defining r∂(t)
to be the radius at time t such that for r > r∂(t) the
energy density vanishes, we see that the mass in this
region is given by a constant. In this way, equation (18) is
a condition on the entire spacetime, not just the interior
region.
Adding (14) by six times the radial component of equa-
tion (15) enables derivatives of U to again cancel, result-
ing, after some algebra, in
U2 = 1
1 + β2 − 2rLnβ , (19)
which again holds for the interior and exterior region of
the spacetime. We now find that the final metric func-
tion U is related to the shift, and therefore, implicitly
related to the energy density. Thus for dust, the spheri-
cally symmetric metric in the form given by (6) is entirely
governed by the matter field.
Now by substituting (19) into (17) we find an evolution







Summarily, the line element takes the form
ds2 = −dt2 + (βdt+ dr)
2
1 + β2 − 2rLnβ + r
2dΩ2, (21)
where β is a solution of equation (20) and the requirement
that the signature of the spacetime be Lorentzian, which
is given by β2 − 2rLnβ > −1.
Due to the method of deriving the metric, we see that it
is conducive to an initial value formulation. In particular,
the evolution of the system is governed by the second or-
der differential equation (20). To solve this equation one
must pose boundary and initial data. The boundary con-
ditions are given by simply demanding sensible physics.
4In particular, at the inner boundary, β(t, 0) must be reg-
ular for a finite time in the evolution (until a singular-
ity is formed at which time the classical solution breaks
down). The moving boundary condition [at r∂(t)] is the
demand for the exterior spacetime to be Schwarzschild.
The remaining piece of data to be specified is the initial
condition. These are specified through the initial energy
density distribution, which then translates through (18),
to provide initial data on the shift function.
The physical realization this method has brought is
due to the manner in which it was derived. Many meth-
ods for solving the EFEs require simply solving for the
full four-dimensional spacetime with minimal considera-
tion of the physics until the solution has been found. It
is then difficult to decipher the physics due to the seem-
ingly arbitrary nature of the coordinates. By specifying
spacelike hypersurfaces and allowing for the subsequent
evolution of the system, we have reduced the problem to
one that relates closer to the physical intuition grasped
from Newtonian mechanics.
III. INTEGRATING THE REDUCED EFES
The reduced EFEs are equations (18) and (20) for the
line element (21). By utilizing a coordinate system in
which the Lie derivative reduces to a partial derivative
with respect to the characteristic coordinate, we can in-
tegrate equation (20). Reverting back to the original
coordinates implies the equation becomes
β2 − 2rLnβ = E(t, r), (22)
where E(t, r) is a function of integration. We refer to
E as an energy function due to an association with the
TB spacetime we will make in section VI. Substituting
equation (22) back through (20), we see
LnE = 0. (23)
Now, substituting the mass defined in equation (18) back
into (22) gives




from which we can further show this implies
LnM = 0. (25)
Finally, the above equations can be put back through the
line element and we find the resulting system can be sum-
marized by the line element and two coupled differential
equations
ds2 = −dt2 +
(√





















where I is the identity matrix. Equation (26b) is a cou-
pled system of differential equations which are solved con-
currently to determine the dynamics of the system.
We have only considered here the positive root of equa-
tion (24). Taking the negative root is equivalent to re-
versing the time coordinate, implying an expanding cos-
mological model as opposed to a contracting solution.
The general solution for the case when E = 0, known










where F is a function of integration.
To determine the general solution for the cases of E <
0 and E > 0, known as the bound and unbound cases
respectively, we note that M and E are constant along









The general solution for these cases is given by
t = G(M)− 2M
E
Q (η) ,
t = H(E)− 2M
E
Q (η) , (29a)




1√−E (sin η cos η − η) for E < 0
1√
E
(sinh η cosh η − η) for E > 0 , (29b)
where {
sin2 η := − Er2M for E < 0
sinh2 η := Er2M for E > 0
. (29c)
Consistently with the rest of the derivation, these solu-
tions hold for the interior and the exterior regions, how-
ever the exterior region has a constant mass function.
IV. THE EXTERIOR REGION
By simply letting the energy density vanish at some
finite radius on the initial hypersurface, equation (18)
implies the mass function becomes constant, and equa-
tion (26b) is trivially satisfied. Therefore, the exterior
region of the system is described by the line element
(26a) and equation (26b) with M = Ms ∈ R. We
describe this coordinate system as generalized Painleve-
Gullstrand (GPG) coordinates as it reduces to the usual
PG coordinates [6, 7] for the marginally bound case of
E = 0.
Checking the Einstein tensor for the GPG metric we
find it vanishes as expected. This is therefore a vac-
uum solution of the field equations, and spherical symme-
try, along with Birkhoff’s theorem implies this solution
5is diffeomorphic to the Schwarzschild metric. However,
the vacuum solution described by (26a) and (26b) is ac-
tually a family of solutions parametrized by the energy
function. Therefore, for all solutions of equation (26b),
there will exist a coordinate transformation to the usual








1− 2Ms/r + r
2dΩ2. (30)
One can show these transformations are solutions to the















+ E(t(T, r), r), (31b)
where E is the solution of equation (26b).
We note that equations (31) can be integrated for
the marginally bound case (E = 0) and it reduces
to the usual transformation for the PG metric to the
Schwarzschild metric. This class of coordinate systems
can be considered in a similar vein to the Novikov coordi-
nates (for a discussion of these see [10, 16]). The Novikov
coordinates can be thought of as test particles being sent
out from the central singularity to a finite radius and then
falling back to the central singularity. Each test particle
is parametrized by a function describing the energy of the
particle. In this way, infinitely many test particles cover
the spacetime. Similarly, the GPG coordinates take on a
specific choice of the energy function which is a solution
of equation (26b). The energy function in the GPG co-
ordinates describes the energy of test particles at radial
infinity, and thus each specific GPG coordinate system
covers the spacetime. A detailed discussion of the GPG
coordinates will be discussed elsewhere.
The important aspect of this section is to note of the
infinite number of ways for describing the Schwarzschild
spacetime, the physical problem has specified the sin-
gle best choice. Instead of choosing to match the
usual Schwarzschild metric (30) by utilizing complicated
matching schemes at the interface, we have let the physics
determine the coordinates for the exterior. The result is
that no matching is required at the boundary, as both the
interior and exterior regions are described using a single
coordinate patch.
V. INITIAL AND BOUNDARY CONDITIONS
We can now establish the initial and boundary data
required to determine the arbitrary functions in the gen-
eral solution of the equations that describe the spacetime.
We are required to specify an initial energy density for
the interior region [r ≤ r∂(0)]. Through the definition
given in (18), we know the initial conditions for the in-
terior mass. Furthermore, for r > r∂(0), the energy den-
sity vanishes and the initial mass is therefore a constant.
We thus have the initial conditions for the mass function
throughout the initial spacelike hypersurface.
There are two boundary conditions for the mass func-
tion. At r = 0 we simply require the mass function to be
regular (until all matter has arrived at the Schwarzschild
singularity). The second boundary condition has al-
ready been implicitly stated. This is the free boundary
throughout the evolution at r = r∂(t) must match to an
exterior Schwarzschild spacetime in GPG coordinates.
The data for the energy function in the interior is found
by expressing equation (26b) in terms of the energy func-
tion, and substituting equation (18), after some algebra
we find




















Therefore, the energy function in the interior region is





and ρ(0, r). (33)
Now, rather than specifying an initial condition for the
energy function in the exterior region, we simply demand
reasonable boundary conditions. Firstly, we require the
energy at r∂(t) to be continuous. The other boundary
condition is given by the physical requirement that the
spacetime be asymptotically flat. This is already given
as the GPG coordinates are asymptotically flat, despite
the fact that E is non-zero at radial infinity. Finally,
regularity of the energy function at r = 0 is also required.
VI. RELATION TO KNOWN RESULTS
A. Comparison with TB
We have derived the reduced field equations that repre-
sents spherically symmetric dust with a vacuum exterior.
We now show the interior region is equivalent to the TB
solution given in (τ, R, θ, φ) coordinates.




In this new coordinate system, the normal vector has the
form nµ
′
= (1, 0, 0, 0). Therefore the Lie derivative of a













6This is a third order differential equation in the function









where E(R) and M(R), are the same energy and mass
functions respectively in the TB coordinates. Further-
more, rearranging the metric we find






dR2 + r(τ, R)2dΩ2. (37)
Equations (37) and (36) are the standard form of the TB
metric [17, 18].
B. Reduction to FRW
It is well known that an FRW metric is simply a spe-
cific TB solution. However, the formalism derived here
enables us to consider an FRW interior along with an
exterior Scwarzschild spacetime simply by defining the
initial data in a specific way. Namely, prescribing the ini-
tial energy density function to be constant until a finite
radius r∂(0), at which point ρ drops to zero discontinu-
ously.
The marginally bound solution (E = 0), is simple to
calculate and the exterior region of the spacetime is ex-
pressed in the familiar PG coordinates (this process was
first completed in [19]). However, the non-zero energy
cases are interesting to calculate due to the calculation
of the exterior region. We will see the presence of the
energy function implies the GPG coordinates must be
employed in the exterior region. The specific choice of
GPG coordinates are found by utilizing the boundary
condition at the interface between the matter and vac-
uum regions, which itself is found by solving the interior
region.
The condition that ρ(0, r ≤ r∂) is constant is a strong
enough condition to force the energy function to have
a simple form. To see this, we note that the other ini-







where ρ˙0 is a constant. Putting these conditions through
equation (32) we see that for the equation to balance the
energy function must be proportional to the square of the
radial coordinate,
E (0, r ≤ r∂) = Kr2, (39)
where K is a constant of proportionality. We note that
K > 0, = 0, < 0 correspond to the unbound, marginally
bound and bound cases respectively. This now becomes
the initial condition for the energy function in the interior
region of the spacetime. Utilizing this and the initial
mass distribution for the interior spacetime, we can solve
for the arbitrary functions G(M) and H(E) in equations
(29). It can be shown that the parameter η, on the initial
hypersurface reduces to a constant. Furthermore, any
radial dependance on the initial slice is lost, implying
both arbitrary functions G and H reduce to the same
constant,













(sinh η0 cosh η0 − η0) for E > 0 ,
(40b)
and {




for E > 0
. (40c)
The solution on the interior is therefore the solution given
by (29) along with the above associations. The position
of the boundary r∂ (t) can be determined by demanding
that the mass at the boundary is equivalent to the mass
in the exterior region. As the mass in the exterior region
is constant for all time, it is equivalent to the mass at the
boundary on the initial surface. Therefore, determining






into the solution for the interior region and solving for
r∂ (t). It can be seen that the bound case results in the
boundary being cyclical, and the unbound case results in
an expanding or collapsing system dependant on the sign
of the initial rate of change of the energy density.
We can now solve for the energy function in the exte-
rior region. The solution for the energy in the interior
evaluated at r∂(t) becomes the boundary condition for
the exterior region, along with the energy vanishing at
radial infinity. By applying this process, after some al-
gebra we see that the arbitrary function in the exterior
reduces to the same constant as before
H [E (t, r > r∂)] = C1. (42)
The exact form of the solution for the entire spacetime is
therefore determined to be given by equation (29) with
the associations given by (40) and (42).
VII. MARGINALLY BOUND SCS
For the remainder of the article we only consider the
case where the energy function E, vanishes as this model
7provides a simpler example than the non-zero energy
cases. The marginally bound system is described by the

















Equation (43b) is a first order, quasi-linear partial dif-
ferential equation which must be solved to determine the
dynamics of the system.
The nature of equation (43b) is such that given smooth
initial data, the solution can evolve to be multi-valued for
the mass function, violating physical intuition regarding
the behaviour of mass. These multi-valued solutions cor-
respond to SCS in general relativity, and are also de-
scribed by mathematical shock waves in this formalism.
The solution prior to the formation of these shocks is de-
scribed by the classical solution of the differential equa-
tion (43b) while after the formation of the shock the so-
lution can still be evolved utilizing a weak solution.
We will show that the occurrence of these shocks ex-
plicitly depends on the tidal forces on the initial space-
like hypersurface. The tidal forces are given by the elec-
tric conformal curvature tensor [20], which is decomposed
from the conformal Weyl curvature. As we are dealing
with spherical symmetry and the electric curvature is
trace-free, it has one distinct eigenvalue, denoted λ. This
eigenvalue in the marginally bound case is calculated to
be










By analyzing the characteristics of (43b), we can deter-
mine the point at which the classical solution fails, and
also the initial conditions required for this to occur at
some point within the collapse process.
The characteristics of equation (43b) can be repre-
sented parametrically by introducing ξ such that
t = t(ξ), r = r(ξ) and M =M(ξ). (45)
Furthermore, by defining t(0) = 0 without loss of gen-
erality, and defining a new parameter s := r(0), we see
M (t(0), r(0)) = M (0, s) := M0(s). Now, the character-
istics are given by the parametric equations






The solution becoming multi-valued corresponds to the
intersection of the characteristic curves, which is inter-
preted as when the transformation (ξ, s)→ (t, r) becomes
non-invertible. That is, the determinant of the Jacobian
of transformation vanishes. Therefore, to find conditions











∣∣∣∣∣ = 0. (47)
It is trivial to show from (46) that
J = 0 ⇔ ∂r
∂s
= 0. (48)












where a prime denotes differentiation with respect to s.
The shocks are only physical if they occur in the first
quadrant of the (t, r) plane. Therefore, we must deter-
mine the conditions on M0 and M
′
0 which imply the Ja-
cobian vanishes.
As s = r(t = 0), we see s > 0. Furthermore, ρ ≥ 0
and M0(s) is defined by letting t = 0 in equation (18),
implying M0(s) ≥ 0 ∀ s > 0. Therefore, by demanding
t > 0 in (49), we see
M ′0 > 0. (51)
This will only not hold true when ρ(0, r) = 0 for some
finite range of r, as this will implyM ′0 = 0. Therefore, the
characteristics emanating from radii for which there is a
vanishing energy density will never cross, as expected.









Thus, shocks occur in (t, r) > (0, 0) if for any finite range
of s ∈ [0,∞), the inequality in (52) is satisfied.
Finally, letting t = 0 in (44) implies









and considering s > 0, the inequality in (52) is equivalent
to
λ(0, r) < 0. (54)
Summarily, we have proved the following theorem:
Shell-Crossing theorem 1 SCS occur in marginally
bound TB collapse if and only if λ(0, r) < 0 for some
finite range of r ∈ (0,∞).
Conversely, if λ(0, r) ≥ 0 for all r, then shock waves will
not form. Furthermore, the initial time for the shock
to begin, denoted ts, can be determined solely from the








The solution is satisfied classically until the point
where the characteristics first cross. This is the initial
point of the shock surface, and beyond this point the so-
lution to equation (43b) is only given by a weak solution.
The analysis of the weak solution is made simpler by
putting the equation into conservation form. This is done












The weak solution is defined as follows: consider a test
function ψ ∈ C1 which vanishes everywhere outside a
rectangle defined by 0 ≤ t ≤ T and a ≤ rˆ ≤ b, and also
on the lines t = T , a = rˆ and b = rˆ (for some a, b and


















M0(rˆ)ψ(0, rˆ)drˆ = 0, (58)
for all test functions ψ.
The weak solution contains a world-line whereby the
solution contains a jump discontinuity which is the shock
surface. This world-line can be expressed parametrically
in terms of the time coordinate, i.e. rˆs(t). Either side of
the shock, the solution is satisfied by the usual classical
solution discussed in section VII A.
A method for evolving shocks beyond the initial point
of formation, utilized in many classical scenarios, is to










Here, ε→ 0+ near rˆ = rˆs(t) and vanishes elsewhere. This
has the effect of smoothing out the shock into a travelling
wave solution. Despite the spacetime being pressureless,
we can imagine when particles become extremely close to
one another, as is the case just before a shock begins to
occur, a force would begin to play a role that keeps these
particles from becoming too close.
Utilizing the viscosity term in the differential equation,
we can derive a condition on the shock known as the
Rankine-Hugionot condition, which gives the velocity of


















This result can be transformed back into the radial co-
ordinate utilized in the metric, and the velocity of the

















We note that the smoothing either side of the shock nec-
essarily implies that the mass is still a monotonically in-
creasing function in the positive radial direction. There-
fore, Vs must necessarily be negative, implying the shock
travels in the direction towards r = 0. Furthermore,
once formed there is no mechanism to stop the evolution
of the shock, and therefore during the evolution it will
reach r = 0, at which point the shock will cease to exist
and the classical solution will be regained. Thus, we see
that even if a shock forms as a global naked singularity,
it will evolve to the end state of gravitational collapse as
a black hole.
C. Apparent horizon
No discussion of gravitational collapse is complete
without contemplating the apparent horizon. We shall
now show that the coordinate system used herein allows
for the description of the apparent horizon in a clear and
concise manner.
Spherical symmetry implies that the apparent hori-
zon will only depend on the radial and time coordinates.
Therefore, we begin by finding the differential equation
governing the class of all radial, null geodesics, which is
done by setting ds2 = dθ = dφ = 0 in (43a). Dividing








where now the radial coordinate is parametrized by the
time coordinate (i.e., r = r(t)). The ′+′ sign repre-
sents outgoing geodesics, and the ′−′ sign the ingoing
geodesics. The apparent horizon must necessarily be de-
termined by an outgoing null geodesic, and we therefore
only consider the positive sign. Equation (63) can be
used to define a vector which is everywhere tangential to













The expansion factor θ, defined as the divergence of this
vector field
θ : = ∇αvα, (65)
9is a measure of the convergence or divergence of the con-
gruence of null geodesics described by the tangent vec-
tor (64). Converging null geodesics has θ < 0, while
θ > 0 represents divergence. The limiting case θ = 0,
represents the marginally bound null geodesics, and it is
therefore this solution that gives the apparent horizon.
The definition for the expansion factor (65) can be
written in terms of partial derivatives and then expressed
















By integrating from r = 0 to some finite radius, we find
the only way for the expansion factor to vanish is if r =
2M . Considering r is a function of t, the parametric
equation for the apparent horizon throughout the entire
spacetime is
r(t) = 2M(t, r(t)). (67)
This remarkably simple form is true for all choices of
initial conditions. Furthermore, at the interface between
the matter and vacuum regions, the mass simply becomes
the Schwarzschild mass, and the horizon reduces to the
familiar event horizon in the Schwarzschild spacetime.
VIII. SHOCK EXAMPLE
Finally, we provide a second example which elucidates
the analysis of the formation and evolution of shock
waves. In particular, specifying an initial matter distri-
bution such that λ(0, r) < 0 for a finite range of r ensures






− 23 cos 2pirr∂0 + 1 for r ≤ r∂0
0 for r > r∂0
(68)
While the density profile given (Fig. 1) is an unrealistic
starting point for gravitational collapse, we note that the
energy density in realistic collapse scenarios may not nec-
essarily be monotonically decreasing, and may therefore
have corresponding regions where the tidal force takes
on the opposite sign. While an analytic solution utilizing
the above initial conditions can be found, it is extremely
long, implicit and highly non-linear. However, the clas-
sical solution can be plotted using the computer algebra
package Maple. We plot the classical solution beyond the
point of the initial formation of the shock to display the
nature of the SCS being a multi-valued function in the
mass. Figure 2 displays four plots of the Mass function
against the radius of the classical solution at four differ-
ent times. Essentially, the viscosity term in equation (59)
acts to cut out the multi-valued part of the solution (fig-
ures 2b and 2c), replacing it with a smooth curve. Thus,
the SCS will develop past the initial point of formation
and reach r = 0, at which point the solution reduces to
the classical one (figure 2d).
FIG. 1: Initial density profile
FIG. 2: Mass profiles (a) Initially, (b) first formation of shock,
(c) after shock and (d) near end of evolution
IX. CONCLUSION
A review of the literature associated with TB collapse
shows that major phenomenological discussion is focused
on SCS (e.g., [3, 4, 5, 13, 22]). However, much of this
work is done in terms of arbitrary functions which are
difficult to interpret.
The work herein derived a solution to the Einstein field
equations representing a TB interior and Schwarzschild
exterior via an initial value formulation. The advantage
of this approach is three-fold:
1. The metric coefficients are all expressed in terms of
the matter fields. Furthermore, the dynamics of the
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spacetime is completely determined by two, first
order differential equations governing the mass and
energy functions. The problem is then solved using
physically reasonable initial and boundary condi-
tions on the energy density. We note that the evolu-
tion of the mass function evolves into multi-valued
solutions for particular choices of initial conditions,
which is exactly equivalent to SCS [13]. The advan-
tage of this scheme is that it explicitly identifies the
SCS to be equivalent to shock waves. Furthermore,
we were able to show the existence of SCS is di-
rectly due to the tidal forces on the initial spacelike
hypersurface.
2. It enabled the metric to be written in terms of a sin-
gle line element, thus avoiding complicated match-
ing schemes at the interface. This differs from
the standard approach in the literature (e.g., [10])
where two spacetimes are matched across a bound-
ary by a coordinate transformation. Difficulties
often arise in showing that this coordinate trans-
formation is valid everywhere along the boundary
as the Jacobian of transformation is non-trivial to
analyse. By writing the line element in a single co-
ordinate patch, no transformation is required and
this difficulty is avoided.
3. The spacetime is easier to visualize due to the
physical intuition being similar to familiar fluid
problems. Rather than dealing with abstract four-
dimensional coordinates, we deal with the propa-
gation of hypersurfaces, exactly as we imagine the
spacetime in which we live. Mathematically, this
implies all functions appearing in the solution are
not necessarily arbitrary, but are more appropri-
ately based on physical intuition.
Expressing both the interior and exterior regions in one
coordinate patch highlighted a new coordinate system
for the Schwarzschild spacetime. These coordinate are
shown to be a generalization of PG, and also physically
relate to Novikov coordinates. However, they are simpler
to use than the Novikov coordinates due to the explicit
form of the solution.
There is evidence to suggest the introduction of a non-
vanishing shift vector into the numerical evolution of vac-
uum spacetimes increases the stability of the numerical
scheme (see [23] and references therein). The coordi-
nate system used in [23] for the numerical analysis of the
Schwarzschild spacetime were PG coordinates. For this
reason, the authors believe the dust filled solutions with
an exterior GPG metric will provide an excellent test-bed
for numerical codes.
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APPENDIX
For clarity, we express the extrinsic curvatures Kij ,
and three-Riemann curvatures 3Rij , in terms of the met-
ric coefficients. The Lie derivative operator with respect










































 2∂U∂r 0 00 ∂U∂r + 1r (U3 − U) 0
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