Abstract. An analogue of the star product, familiar from deformation quantization, is studied in the setting of real bounded symmetric domains. The analogue turns out to be a certain invariant operator, which one might call star restriction, from functions on the complexification of the domain into functions on the domain itself. In particular, we establish the usual (i.e. semiclassical) asymptotic expansion of this star restriction, and further obtain a real-variable analogue of a theorem of Arazy and Ørsted concerning the analogous expansion for the Berezin transform.
Covariant Calculi on Complex and Real Symmetric Domains
, where J g denotes the complex Jacobian of the mapping g. (In general, if ν/p is not an integer, then U (ν) is only a projective representation due to the ambiguity in the choice of the power J g −1 (z) ν/p .) This situation will henceforth be called the complex bounded case.
In addition to bounded symmetric domains, we will also consider the complex flat case of a Hermitian vector space D = Z ≈ C d , with D = G/K for G the group of all orientation-preserving rigid motions of Z, and K = U (Z) ≈ U d (C) the stabilizer of the origin in G; the spaces H 2 ν (Z) will then be the Segal-Bargmann spaces of all entire functions which are square-integrable with respect to the Gaussian measure
and U (ν) will be the usual Schrödinger representation. When treated simultaneously, both settings will be called the complex case.
By a covariant operator calculus, or covariant quantization, on D one understands a mapping A : f → A f from functions on D into operators on H 2 ν (D) which is G-covariant in the sense that (4) A
In most cases, such calculi can be built by the recipe
where dµ 0 is a G-invariant measure on D, and A ζ is a family of operators in H 2 ν (D) labelled by ζ ∈ D such that (6) A g(ζ) = U
(One calls such a family a covariant operator field on D. One also usually normalizes the measure dµ 0 so that A 1 is the identity operator.) Note that in view of the transitivity of the action of G on D, any covariant operator field is uniquely determined by its value A 0 at the origin ζ = 0. The best known examples of such calculi are the Toeplitz calculus T and the Weyl calculus W, corresponding to T 0 = ·, 1 1 (the projection onto the constants) and W 0 f (z) = f (−z) (the reflection operator), respectively [2] . For the complex flat case, W is just the well-known Weyl calculus from the theory of pseudodifferential operators, see e.g. [12] .
Given a covariant operator calculus A, the associated star product * on functions on D is defined by ( 
7)
A f * g = A f A g .
While f * g is a well-defined object for some calculi (e.g. for A = W, at least on C d and rank one symmetric domains, see [4] ), in most cases (e.g. for A = T , the Toeplitz calculus), it makes sense only for very special functions f, g and (7) is then usually understood as an equality of asymptotic expansions as the Wallach parameter ν tends to infinity. For instance, for A = T , it was shown in [6] that for any f, g ∈ C ∞ (D) with compact support,
as ν → ∞, for some bilinear differential operators C j (not depending on f, g and ν).
(The assumption of compact support can be relaxed, cf. [9] .) We can thus define f * g as the formal power series
Interpreting ν as the reciprocal of the Planck constant, we recover the BerezinToeplitz star product, which is of central importance in quantization on Kähler manifolds [5] .
In this paper we study covariant functional calculi and asymptotic expansions for the more general real bounded symmetric domains which yield, up to a few exceptions, all Riemannian symmetric spaces of non-compact type. In order to introduce real symmetric domains, suppose Z C is an irreducible Hermitian Jordan triple endowed with a (conjugate-linear) involution (10) z → z 
we obtain a commuting diagram
For the groups G C := Aut(D C ), K C := Aut(Z C ) the given involution (10) induces conjugations (12) g # (z) := (g(z # ))
with fixed point groups
acting on D and Z, respectively. Again, we obtain a commuting diagram
In this situation Z is an irreducible real Jordan triple, G is a reductive Lie group (it may have a nontrivial center), and
is an irreducible real bounded symmetric domain. This setting will be called the real bounded case. In this situation a covariant quantization on D is a map
The counterpart of the star product, associated to a covariant quantization A on D and a covariant quantization A C on D C , is the star restriction
is the unique G-invariant holomorphic function on D C satisfying I(0) = 1. In addition, we will again consider the above construction also in the case of the SegalBargmann spaces for an involutive Hermitian vector space Z C ≈ C d , with the ordinary complex conjugation as the involution z → z # ; thus D = Z ≈ R d . This setting will be called the real flat case, and both situations together are referred to as the real case.
In most cases, calculi satisfying (15) can again be constructed by the recipe
where dµ 0 is the G-invariant measure in D, and A ζ is a family of holomorphic functions (not necessarily belonging to
As before, one usually normalizes dµ 0 so that A 1 = I. The prime example is now the real Toeplitz calculus A = T corresponding to A 0 = 1 (the function constant one) [7] , [20] ; there is also a notion of real Weyl calculus, but it is more complicated [3] . Our first main result in this paper is the existence of the star restrictioni.e. an analogue of the asymptotic expansion (9) of the star product -for the real Toeplitz calculus.
where # is the star restriction operator associated to the real Toeplitz calculus T on D and the usual Toeplitz calculus
We also show that the operators L n have a rather special form, and give a recipe for computing them via a kind of Harish-Chandra isomorphism; see Sections 3-4. Here a crucial role is played by the fact that # enjoys the factorization property
for any holomorphic function h on D C . Before describing our second main result, we show that the complex case of operator calculi on a complex bounded symmetric domain D from the beginning of this section can be recovered within the more general real framework. Define the underlying "real" domain
where the bar indicates that we consider the "conjugate" complex structure for the second component. The complexifications
having fixed points D R and Z R , respectively. This can be summarized in the commuting diagram
where ≈ denotes the "diagonal embedding" z → (z, z). Putting
we obtain groups
acting "diagonally" on D R and Z R , respectively, thus "forgetting" the complex structure. The flip involution on
where ≈ denotes the "diagonal" embedding on the group level.
Since H 2 ν (D) is a reproducing kernel space (with reproducing kernel
is automatically an integral operator: namely, (27) T
This follows from the identity
In this way, we may identify operators on H 2 ν (D) with (some) functions on D × D, holomorphic in the first and anti-holomorphic in the second variable; that is, with holomorphic functions on D × D. Upon this identification, the covariant quantization rule f → A f becomes simply a (densely defined) operator
ν (D) corresponding to the Hilbert-Schmidt operators, and the covariance condition (4) means that A is equivariant under G R ≈ G, i.e. intertwines the G-action on the former with the diagonal G-action on the latter:
in analogy to (15) . Similarly, upon taking A C = A ⊗ A, and identifying pairs f, g of functions on D with the function F (x, y) = f (x)g(y) on D × D, (16) reduces just to (7) . Note, however, that in the complex case the complexification (22) is not irreducible, but of "product type". When interpreted within the real setting, the complex case will often have a subscript R in the notation (cf. (21)).
It turns out that the asymptotic expansion (20) is closely related to another important concept, namely the Berezin transform B ν (see Section 5 below for the various definitions and notations). In the complex case, Arazy and Ørsted [1] showed that there is an asymptotic expansion
where K m are certain K-invariant polynomials, and (ν) m are the multi-variable Pochhammer symbols of ν, labelled by the signatures m from the Peter-Weyl decomposition. Our second main result in this paper is an analogue of this formula for the Berezin transform B ν on a general irreducible real bounded symmetric domain D. The proof of (20) is given in Section 3, after reviewing the necessary background material in Section 2. The proof of (31) appears in Section 5, after establishing some facts about G-invariant operators from Acknowledgement. Much of this work was done while the authors were visiting the Erwin Schrödinger Institute for Mathematical Physics in Vienna; the support of ESI is gratefully acknowledged.
Bounded symmetric domains of complex and real type
In order to describe the fine structure of real bounded symmetric domains, we start with an irreducible Euclidean Jordan algebra X [11] which is uniquely determined (up to isomorphism) by two numerical invariants: the rank r and the characteristic multiplicity a, such that
The associated Gindikin-Koecher gamma-function is given by
Consider first the real case. Here Z is a real form of an irreducible involutive Hermitian Jordan triple Z C . Let e = e # ∈ Z be a maximal tripotent and consider the Peirce decomposition [11] (34)
Then U is a semi-simple, not necessarily Euclidean, real Jordan algebra with unit element e, which can be further decomposed into the ±-eigenspaces
One can show that X is an irreducible Euclidean Jordan algebra with unit element e. Considered as a (maximal) tripotent in Z C , e induces also a "complex" Peirce decomposition
and we obtain another irreducible Euclidean Jordan algebra
which contains X as a unital Jordan subalgebra and has the same complexification
This can be summarized in the commuting diagram
For the classification, one can distinguish three types, which reflect the different root systems for D = G/K. The domains of type (A) are realized as the unit ball D of an irreducible Euclidean Jordan algebra X. In this case we have Z = X and
The following cases arise a = 1, 2, 4 :
for K = R, C, H (this is really the unbounded model),
(the "algebra" real form of the complex spin factor).
For the remaining two types we have Z = X = X C . The type (D/B) is characterized by the conditions r C = r, a C = 2a. Up to one exception (root type (D 2 ), which will not be considered here) it comprises the following cases
Herm , r = 3. Here H ⊕ H denotes the split Cayley algebra.
Finally, the type (C/BC) is characterized by the conditions r C = 2r, a C = a/2. (The latter equality makes sense only if r > 1; for r = 1 we actually take it as the definition of a.) It comprises the following cases:
(the "triple" real form of the complex spin factor).
Continuing with the real case let G = N AK be the Iwasawa decomposition; for g ∈ G we denote by A(g) ∈ a the (unique) element of the Lie algebra a of A for which g ∈ N exp A(g)K. Let further M stand for the centralizer of A in K. The conical functions e λ,b on D, where λ ∈ a * ⊗ C (the complexification of the dual a * of a) and b ∈ K/M , are defined by
where ρ denotes the half-sum of positive roots for D ≈ G/K, explicitly given by 
and the composition A * A is a G-invariant operator on D. For the real Toeplitz calculus A = T , this link transform is known as the (real) Berezin transform B ν , and its eigenvalues T * T (λ) =: b ν (λ) have been computed in [7] , [20] , [3] , [26] :
where
In the flat case, the role of the conical functions is played by the ordinary exponentials
invariant differential operators are just polynomials in the Laplacian, and
Finally, the Berezin transforms turn out to be just the familiar heat operators
This concludes our description of the real case. For the complex case, the situation is similar. We start with the (complex) Peirce decomposition
is an irreducible Euclidean Jordan algebra with unit element e and complexification
The doubling process yields a commuting diagram
where ≈ denotes diagonal embedding and
is a Euclidean Jordan algebra of product type, with unit element (e, e), which has the same complexification as X
It follows that r C = 2r, a C = a. For the classification the following cases arise:
(complex spin factor).
The group O 2r+ε (H) is usually denoted by SO * (4r + 2ε). Continuing with the complex case, let
where ρ R is the half-sum of positive roots for
The conical functions are joint eigenfunctions of all invariant differential operators. [10] for the discussion of the continuity etc. of A and A * .) A short computation [2] reveals that A * is given by
, and the G R -invariance of A translates into the property
(Here the A * z in (59) denotes the ordinary Hilbert space adjoint of the operator
.) The composition A * A is therefore a G R -invariant operator on functions on D R , called the link transform corresponding to A:
By (58), we thus have
for some Weyl-group-invariant function A * A on a C R . For the particular case of A = T , the Toeplitz calculus, the link transform T * T is known as the Berezin transform B R,ν , and the function T * T =: b ν R has been computed in [24] :
This is analogous to (44), since ν R = ν and
In the complex flat case, the role of the conical functions is played by the ordinary exponentials
R , Finally, the Berezin transforms turn out to be just the familiar heat operators
We conclude this section by reviewing some facts about Bergman kernels on the complex domains. Let D = G/K be an irreducible complex bounded symmetric domain in Z ∼ = C d , with rank r and genus p. Fixing a Jordan frame e 1 , . . . , e r , any element z ∈ Z has a polar decomposition
The numbers t j are uniquely determined by z, and z ∈ D if and only if t 1 < 1.
where h(x, y), the Jordan determinant, is an irreducible polynomial, holomorphic in x and y, which is K-invariant in the sense that h(k(x), k(y)) = h(x, y) ∀k ∈ K, and is uniquely determined by the property
for z of the form (68). The weighted Bergman kernels with respect to the measures (1) are given by
For a Hermitian vector space Z ≈ C d the reproducing kernels of the spaces H 2 ν (Z) for the Gaussians (3) are (72)
The Fock inner product on the space P(Z) of all holomorphic polynomials on a Hermitian vector space Z is defined as
, is the constant coefficient (holomorphic) differential operator on Z induced by q ∈ P(Z) via the scalar product (this depends conjugate-linearly on q). As a special case let Z be an irreducible Hermitian Jordan triple of rank r, endowed with a normalized inner product which is invariant under the Jordan triple automorphism group K = Aut(Z). Under the action p → p • k, k ∈ K, of the compact group K the space P(Z) has a Peter-Weyl decomposition into irreducible orthogonal components 
, being a finite-dimensional space, has automatically bounded point evaluations at all points z ∈ Z, and thus P m (Z) has a reproducing kernel K m (z, w), z, w ∈ Z. The FarautKorányi formula asserts that the reproducing kernels
Here (ν) m are the generalized Pochhammer symbols 
Existence of the asymptotic expansion
Throughout the rest of this paper, we will be dealing only with the Toeplitz calculus T C on a complex bounded symmetric domain D C , and the real Toeplitz calculus T on the corresponding real domain D. Recall that these are given by (77)
where and dµ 0 also depend on ν, though this is not reflected in the notation.)
For the complex Berezin transform B C ν = T C * T C , the following proposition is well-known; the proof for the real case is quite analogous, but we include both here for the sake of completeness.
ν F and B ν f , respectively, are defined for some ν = ν 0 . Then they exist also for all ν > ν 0 , and as ν → +∞, they have asymptotic expansions Proof. From (78) and (79) one computes that
The Berezin transforms are thus given by
We need to prove that these have asymptotic expansions (81) as ν → +∞. Since everything is G C -respectively G-invariant, it is enough to prove this for z = 0 and x = 0, respectively. Since h(·, 0) = 1, we thus need to find the behaviour as ν → +∞ of the integrals
To this end, let us recall the familiar stationary phase method for the asymptotic expansions as ν → +∞ of integrals of the form
with smooth complex-valued functions f, S on a domain Ω ⊂ R N . Namely, assume that the following hypotheses are fulfilled:
• f is compactly supported;
• Re S(x) ≤ 0, with equality if and only if x = x 0 ;
• x 0 is a critical point of S, i.e. S (x 0 ) = 0; and • this critical point is nondegenerate, i.e. det S (x 0 ) = 0. Then as ν → +∞,
where J n are some linear differential operators whose coefficients involve only S and its derivatives; in particular,
See, for instance, [15] , Section 7.7. Further, the hypothesis of compact support of f can be replaced by the two requirements that • the integral J (ν) exists for some ν = ν 0 ; and • Re S is bounded away from zero at the boundary (and, if Ω is unbounded, at infinity), in the sense that
Let us now apply this to the integrals (84). The phase function S is in both cases given by S(z) = log h(z, z).
(The S for the real case is just the restriction to D of the S from the complex case.) Thus S is real-valued, and from (70) it is immediate that it has a strict global maximum S(0) = 0 at the origin and tends to −∞ at the boundary. Thus all the hypothesis of the stationary phase method are satisfied, and so
for some differential operators J Recall now that the "star restriction" operator corresponding to T C and T has been (so far, formally) defined by
Applying T * to both sides yields
We have seen in the last proposition that B ν has the asymptotic expansion (81) as ν → +∞. This prompts the following definition, giving a rigorous sense to the equation (87).
Definition 2. By the star restriction #F of F ∈ C
∞ (D C ) we mean the formal power series The main result of this section is the following. 
Proof. It is enough to show that T * T C F I has an asymptotic expansion
as ν → +∞, for some differential operators M n . Indeed, since R 0 = I, one can then define the L n recursively by
Further, since the left-hand side of (91) is G-invariant, so will be the operators M n , and, hence (since R j are G-invariant) also L n , and we will be done. Owing to G-invariance, it suffices to establish (91) for x = 0. Using the formulas (77) and (82), we have
The integral is again of the form susceptible to the stationary phase method, this time with the complex-valued phase function
We claim that the hypotheses of the stationary phase method are again satisfied, namely, that z = 0 is a nondegenerate critical point of S, and that Re S → −∞ at the boundary. Indeed, the Schwarz inequality
implying, by (70), that Re S(z) ≤ 0 with equality only for z = 0, and that Re S → −∞ at the boundary. It remains to show that z = 0 is a nondegenerate critical point. To this end, let us look at the Taylor expansion of h(z, w) at z = w = 0: by the Faraut-Korányi formula (75),
It follows that S (0) = 0, while
so S (0) is nondegenerate. By the stationary phase method, we thus get
for some differential operators J n on Z C . Combining this with the asymptotic expansion (86) for c C ν and feeding these into (92), the expansion (91) at x = 0 follows, thus completing the proof of the theorem. The asymptotic expansion (89) sometimes converges, so that #F exists as an honest function on D. In the next section we show that this is the case, for instance, whenever F is anti-holomorphic; further, this fact can be used to extract additional information about the operators L n .
On some G-invariant operators
Being a constant coefficient linear differential operator, the operator (L R ) 0 is of the form l(∇), for some polynomial l on Z.
In other words, we replace in (L R ) 0 the real derivatives ∇ by the holomorphic
for any g ∈ G sending 0 into x; owing to the K-invariance of l, the right-hand side does not depend on the choice of g (since any two such g differ by an element of K).
(More precisely, on the last line we should write L(HF ) = ρH ·LF , where ρ denotes the restriction map from D C to D.)
Proof. That (a) implies (b) is an immediate consequence of the definition (93), since ∂(HF ) = H∂F for holomorphic H.
To prove the converse, it is enough to show that LF (0) = (l(∂)F )(0) for some (necessarily
. Now since L is a differential operator,
where the summation extends over all multiindices α, β, and a αβ are some complex numbers (only finitely many of which are nonzero). Thus if F (z) = z A z B and H(z) = z C for some multiindices A, B and C, where |C| ≥ 1, then
It follows that a A,B = 0 whenever |B| ≥ 1. Consequently, setting l(x) = α a α0 x α , we have
We now show that the star-restriction operator # and, hence, also the operators L m from its asymptotic expansion (89), are of the type described in the last proposition.
Proposition 6. For H holomorphic on D
C and any F ,
Proof. We claim that for any f on D,
To see this, let K z temporarily denote the function
using (77), (82), (80), (1), Fubini's theorem, the reproducing property of K ζ , and (82) and (77) again. Next, we claim that
G)(z).
Now by (87), (95) and (94) T #(HF ) = T
so #(HF ) = H(#F ).
Corollary 7. We have
Proof. Combine the last two propositions with Theorem 3.
Remark 8. A somewhat more expedient proof of (94) and (95) can be given by observing first that
(This is, in fact, the usual definition of Toeplitz operators.) Indeed, for any φ, ψ ∈ H ν ,
and (97) follows. The formula (95) then follows from the straightforward fact that T
) whenever H is holomorphic; similarly, (94) is immediate from the well-known relation
In view of Proposition 6, the star-restriction operator # can be described by using its action on holomorphic functions H on D C . In this case, we can describe #H rather neatly.
That is,
where (B ν ) −1 is the inverse of the formal power series (81):
and ρ stands, as before, for the restriction from
Proof. By (88) and (97) we have
By G-invariance, it follows that B ν #H = H.
By the Harish-Chandra isomorphism, the operators L 0), (where ρ again stands for the operator of restriction to D). By G-invariance, it follows that
and, consequently, since e λ,b (0) = 1,
Applying Proposition 9 and recalling that B ν e λ,b = b ν (λ)e λ,b , we thus get
Using the formula (44), it is in principle possible to extract from here the expressions for L R n (λ) and, hence, up to the Harish-Chandra isomorphism, the operators L
Remark 10. Heuristically, we can rewrite (99) as
i.e. the star restriction is the complexification -in the sense of (93) -of the inverse of the real Berezin transform.
Example 11. For D = C d , i.e. the "product case" for the Euclidean d-space, we have by (66)
that is,
Similarly, for the real Euclidean d-space D
so that
(In both cases, the summation extends over all multiindices α of total degree n.)
For later use, we put down the following proposition.
where I is as in (17) .
Proof. From (84) and (80),
Arazy-Ørsted formula for real symmetric domains
In this section we generalize the "spectral-theoretic" asymptotic expansion of the (complex) Berezin transform due to Arazy-Ørsted [1] 
of the whole (complex) polynomial algebra P(X) ≡ P(X C ). It is known that [25] (101)
Furthermore, for each m, P m (X) contains a unique L X -invariant ("spherical") polynomial φ m normalized by φ m (e) = 1. Similarly, we have the analogous decomposition of P(X C ) ≡ P(X C C ) under K C , labelled by signatures of length r C . Consider a G-invariant linear differential operator L on D. As we have seen in the preceding section, it is uniquely determined by its "freezing at the origin" (L) 0 , which is a K-invariant constant coefficient differential operator, hence of the form p(∇) for some K-invariant polynomial p(x) on Z. By holomorphic continuation, we may view p also as a holomorphic polynomial p(z) on Z C , and therefore decompose it into its Peter-Weyl components with respect to K C . Since p is K-invariant, only those signatures whose Peter-Weyl spaces contain a nonzero K-invariant polynomial actually occur; we will call such signatures even. The above decomposition is then a finite sum
with some constants c m .
Definition 13. The Peter-Weyl components L m C of the operator L are the Ginvariant differential operators on D whose action at the origin is given by
. All this easily extends, in an appropriate sense, also to G-invariant operators on D which are not necessarily differential, but have an asymptotic expansion of some kind whose coefficients are differential operators of the above form. (The only difference is that the sum (102) will then be infinite in general.) In particular, this applies to the real Berezin transform B ν with the asymptotic expansion (81). Thus we define
where R n are the operators from (81). 
. In this setting, Arazy and Ørsted [1] showed that
for the Pochhammer symbols (76). Our next result asserts that there is an analogue of the Arazy-Ørsted formula also in the general case.
Theorem 14. For domains of type (A), the formal power series (104) is the asymptotic expansion as
where m is any partition such that |m| is even, Φ m is the G-invariant operator on C ∞ (D) whose action at the origin is given by
and ν m is defined by the formula (118) below. For domains not of type (A), including the complex case, the formal power series (104) is the asymptotic expansion as ν → +∞ of
, and ν R is as in (45).
Before proceeding to the proof, we first describe the "even" signatures m C , associated with a partition m, and the corresponding normalized K-invariant polynomial φ m C in more detail, using the fine structure of symmetric domains explained in Section 2.
For the domains of type (A), we have m C = m and φ m C = φ m , but in this case the group G is not connected and semisimple, more precisely it is the semidirect product of the connected component (G) 0 of the identity and the two-element group generated by the reflection z → −z; similarly the group K is the semidirect product of the stabilizer L of e in K C and the same two-element subgroup. Accordingly, a K C -signature m is even if and only if |m| := m 1 + · · · + m r is even. For all other types, note first of all that by holomorphy, any polynomial on Z C is uniquely determined by its restriction to Z; and by Chevalley's theorem (cf. [27] , Proposition 6.2) and the "polar decomposition" [11, Section VI.2]
Re j
(where e 1 , . . . , e r is any Jordan frame in Z with e 1 + · · · + e r = e), any polynomial in some P m C (Z C ) has its values on Z uniquely determined by its restriction to r j=1 Re j ⊂ X. Therefore, to describe the polynomials φ m C ∈ P m C (Z C ) it is enough to give their restrictions on X.
For type (D/B) we are likewise considering invariance under the full, not necessarily connected, group K. Hence the results of [27] , [28] imply that a K C -signature (of length r C = r) is even if and only if it has the form
where m is any signature of length r, and moreover
for all x ∈ X ⊂ X C . (More precisely: for a K C -signature n, P n (Z C ) contains an L-invariant polynomial if and only if n = 2m + · (1, . . . , 1), where ∈ {0, 1}; and containing even a K-invariant polynomial forces = 0.) Since X C is irreducible, with r C = r and a C = 2a, we obtain [28, Proposition 3.5]
using the duplication formula for the ordinary Γ-function. For type (C/BC), the even K C -signatures (of length r C = 2r) can be written in the form
where m is any signature of length r, and
for all x ∈ X ⊂ X C . Since X C is irreducible, with r C = 2r and a C = a 2 , we obtain [28, Proposition 3.5]
For the complex case, the even signatures for K
where m is any signature of length r and the bar denotes the "conjugate" second variable, and
In particular, for x ∈ X (identified with
Since X C = X × X (with r C = 2r and a C = a) is also of product type, we obtain [28, Lemma 3.1]
Summarizing the three non-type (A) cases we see that
where ν R is as in (45), i.e.
In fact, for complex type we have ν R = ν and
For type (C/BC) we have ν R = ν and
. This case is slightly subtle, since there exist two rank 1 domains in this class, for which we define a := a C 2 (since r C = 2, a C is well-defined). One easily shows that the above relation holds also for the rank 1 cases.
Proof of Theorem 14. Consider the expansion 
It follows that
where ∆ C is the Jordan algebra determinant of X C ⊂ Z C . It is known that ∆ C = ∆ r C /r on X, where ∆ is the Jordan algebra determinant of X ⊂ Z. Thus
for all x ∈ D ∩ X, where we have applied the Faraut-Korányi binomial formula [11, Proposition XII.1.3] to X. For domains not of type (A), (110) therefore implies
for all partitions m. Combining (115), (116) and (111) implies the assertion, namely
For domains of type (A), we start with the decomposition
where the coefficients ν m have not yet been explicitly computed in the higher rank case. It follows that Combining (115), (119) and (120) implies the assertion, namely
In the complex case (116) and (109) yield the Peter-Weyl component
and we indeed recover the Arazy-Ørsted formula (105).
Note that in course of the proof we have obtained also the following "real analogue" of the Faraut-Korányi formula -namely, the Peter-Weyl decomposition
Theorem 15. We have
where ν m is given by ν m = (ν R ) m for domains not of type (A), including the complex case. Here m ranges over all signatures of length r.
Remark 16. The relationship between the two "Pochhammer symbols"
can be simply stated as
is the ordinary multi-Pochhammer symbol corresponding to the domain D C .
Example 17. Consider D = (−1, +1) ⊂ R, the unit interval, for which D C = D, the unit disc in C. Then
The integral vanishes if f is an odd function, while
. Taking in particular k = 0, it follows that 1/c ν = Γ(
Finally, we know from the stationary phase method that if
Thus it is legitimate to simply sum up the contributions (122) corresponding to the each term in the Taylor expansion f (x) = ∞ k=0
Note that this time the signatures are just nonnegative integers n = (n), and K = {±1}; thus even signatures are those for which n = 2m is an even integer, and ψ Remark 18. Symbolically, (123) can be written as
. Exploiting G-invariance, this gives an expression for B ν in terms of the invariant Laplacian
6. Concluding remarks 6.1 Schwartz-space boundedness. It was shown in Theorem 2 in [8] that (phrased in our current terminology) in the "product" case, any G-invariant linear differential operator from functions on D C into functions on D is automatically continuous from the Schwartz space S(D C ) (as defined e.g. in [13] ) into S(D). The same argument also works in the general case, thus showing that the assertion is in fact valid even for any real bounded symmetric domain D.
Convergence in various senses.
In our Definition 2 and elsewhere, we have always been interested in the pointwise convergence of the various asymptotic expansions such as (87) or (89). On the other hand, for the Toeplitz calculus in the "product" case, (8) was established in [6] not only pointwise (in the sense of integral kernels, i.e.
, but in operator norm. (The former, of course, follows from the latter upon a simple application of the Schwarz inequality.)
Is there some analogous stronger sense in which (89) would be true?
The obvious candidate -namely, that (89) hold in the sense of the norms in H ν -does not correspond to operator norms in (8) in the "product" case, but rather to the Hilbert-Schmidt norms. It is unclear whether (8) holds true with operator norms replaced by Hilbert-Schmidt norms, even for symbols f, g with compact support (more likely it does not). Hence this is probably a blind alley. The next thing that comes to mind is to replace the norm convergence by the weak convergence, but then the problem is that the spaces in question vary with ν, so it is unclear with what elements one should form the inner products. (The only natural ones around seem to be the reproducing kernels K (ν)
x , but that brings us back to the pointwise convergence again.)
General covariant calculi.
Throughout the paper, we have been discussing the star-restriction etc. associated to the Toeplitz calculus. Of course the next thing to be done is to extend everything also to other covariant calculi. So far, the only known results -and very partial ones at that -are available for the Weyl calculus; see Unterberger and Unterberger [23] for the "product case" with D = D, the unit disc, and Arazy and Upmeier [4] (where the last # is the one with respect to T C and T , which we have been working with throughout this paper); that is,
(provided M B is invertible). In this sense, all possible star-restrictions are conjugate to the Toeplitz one via G-and G C -invariant operators (on the left and on the right, respectively). This approach was, for instance, used in [4] , Proposition 2.1 and 5.1, for reducing the Weyl calculus (and other "one-parameter calculi" studied there) to the Toeplitz one in the "flat" cases D = C d , R d , and in [8] . It is, however, unclear (in addition to the matter of the invertibility of M B ) whether this approach will really be useful in the general case, since for instance the "factorization property" from Proposition 5 will in general be destroyed by the conjugation with M B and M C A , and thus for our results from Section 4 completely different methods seem to be needed. [22] , and later christened to the "generalized Segal-Bargmann transform"; in any case it turned out to be different from the Weyl calculus on D (except for D = C d ). For real bounded symmetric domains other than the "flat" or "product" cases, the operator V seems not to have been hitherto investigated.
