A new maximum likelihood method for deconvoluting a continuous density with a positive lower bound on a known compact support in additive measurement error models with known error distribution using the approximate Bernstein type polynomial model, a finite mixture of specific beta distributions, is proposed. The change-point detection method is used to choose an optimal model degree. Based on a contaminated sample of size n, under an assumption which is satisfied, among others, by the generalized normal error distribution, the optimal rate of convergence of the mean integrated squared error is proved to be k −1 O(n −1+1/k log 3 n) if the underlying unknown density has continuous 2kth derivative with k > 1.
Introduction
Let X and ε be independent random variables. We are interested in estimating the probability density function f of X. However, in real world, due to measurement error ε with known density g, we have only n independent and identically distributed observations y 1 , . . . , y n having the same density ψ as In the additive measurement error model, ψ is the convolution of f and g, i.e., ψ(y) = (f * g)(y) = g(y − x)f (x)dx. So the contaminated data y 1 , . . . , y n is a sample from a compound distribution ψ or a mixture of the translated g(y −x) with unknown mixing density f (x). Based on the contaminated data a nonparametric estimatorf F , also known as deconvolution kernel density estimator, of f (see Carroll and Hall, 1988; Devroye, 1989; Stefanski and Carroll, 1990 , for examples) is obtained by the inverse Fourier transform with the aid of the kernel density estimation. Briefly, letψ K be a kernel density estimate of ψ based on y 1 , . . . , y n . Let F(ϕ) denote the Fourier transform of ϕ. Since F(ψ) = F(g)F(f ), one can estimate F(f ) by F(ψ K )/F(g) and obtain anf F by inverse Fourier transform.
The properties of the above deconvolution method have been extensively studied by, among others, Zhang (1990) ; Fan (1991 Fan ( , 1992 ; Efromovich (1997) . Delaigle and Meister (2008) considered the kernel density deconvolution with heteroscedastic errors, i.e., ε i 's have different densities g i . The optimal rates of convergence for nonparametric deconvolution are extremely slow especially for supersmooth error distributions including normal distribution (see Carroll and Hall, 1988; Fan, 1991 Fan, , 1992 , for example).
Specifically, if errors have a super-smooth error distribution such as normal distribution and f satisfies some smooth conditions but without assuming a compact support and a positive lower bound, then the optimal convergence rate of the pointwise mean squared error for a nonparametric estimator of f based on the contaminated data y 1 , . . . , y n is O{(log n) −η } for some η > 0 which can be attained by a kernel density estimatorf F . Although it has been shown by Fan (1992) that nonparametric deconvolution with normal errors can be as good as the kernel density estimate based on uncontaminated data if the noise level is not too high, an accelerated denconvolution is still much desirable. Recently Delaigle and Hall (2014) proposed an improved kernel method uponf F to speed up the convergence assisted by a "close to being correct" parametric guess of f .
Without measurement errors the kernel densityf K has expectation E{f K (x)} = K h x − y f (y)dy = (K h * f )(x). Sof K is an "unbiased" estimator of the convolution of f and the scaled kernel K h (·) = K(·/h)/h. No matter how the kernel K and the bandwidth h are chosen, there is always trade-off between the bias and the variance. In this context, Guan (2015) proposed a new nonparametric maximum likelihod estimate for a density which is assumed to be smooth function with a positive lower bound on a known compact support. This method approximately parametrizes the underlying density f , after truncation and transformation to [0, 1] , by the Bernstein type polynomials which is actual a mixture of beta densities β mi (i = 0, . . . , m) with shape parameters (i + 1,
Guan (2015) suggested a change-point detection method to choose an optimal degree m. It has been
shown that this new estimate enjoys an almost parametric rate of convergence in mean integrated squared error. Therefore under the same assumptions an accelerated density deconvolution by using the Bernstein polynomial density estimation can be expected. The assumption of a known error density g was discussed by Horowitz and Markatou (1996); Efromovich (1997); Neumann (1997); Efromovich (1999) .
We will show that in the additive measurement error model the convolution density ψ can be approximated by a mixture model of known components but unknown mixture proportions. Consequently, we can deconvolute for f using an approximate maximum likelihood method. The resulting density estimate could attain a much better convergence rate. This method is totally different from those in the literature. It does not use the Fourier transforms and can be viewed as a nearly parametric approach to the nonparametric density deconvolution. Like any finite mixture model, this approximate model is different from the classical parametric models because the number of the parameters, the degree of the polynomial, is unknown.
Main Results

Mathematics Preparation
Assume that the density f is continuous on its support [0, 1]. Then we have (Bernstein, 1912 (Bernstein, , 1932 Lorentz (1963) .
there exists a sequence of Bernstein type polynomials f m (u;
where C(r, c, f ) depends on r, c, max u |f (u)|, and max u |f
The best approximation is unique (Passow, 1977 
. Therefore the convolution ψ is approximately parameterized as a mixture of (g * β mi ) (i = 0, . . . , m).
Maximum Likelihood Estimate
For a given m, the Bernstein likelihood of y 1 , . . . , y n is defined as Then we obtain an estimate of f ,f B (x) = f m (x;p m ), for an optimal degree m.
The consequent density estimatorf B (x) is an approximately parametric density estimator. So it is not surprising thatf B performs much better than a totally nonparametric density estimator such as kernel density estimators which do not take advantage of the conditions imposed on f in this paper.
The expectation-maximization algorithm (Dempster et al., 1977; Wu, 1983; Redner and Walker, 1984) applies to findp m and leads to the following simple iteration: Redner and Walker (1984) proved the convergence of p
If f is continuous on a support S different from [0, 1] and we can find a finite interval
, where
. Since the error distribution is known, we can choose (a, b)
by properly extending (y (1) , y (n) ). Because
for some ζ > 0, where σ ε is the standard deviation of the error ε.
Model Degree Selection
Denote the sample mean and variance of y 1 , . . . , y n , respectively, byȳ and s 2 . Since µ 0 = E(ε) = 0 and σ 2 0 = E(ε 2 ) are known, we can estimate µ = E(X) and σ 2 = Var(X) byμ =ȳ andσ 2 = s 2 − σ 2 0 , respectively. As in Guan (2015) we can estimate the lower bound m b for m bym b = max{ μ(1 −μ)/σ 2 − 3 , 1}. Based onm b we choose an appropriate m 0 and a large positive integer I to
are nonnegative. From some real data analysis and extensive simulation study we learned that for large I the optimal degree m q corresponds such a change-point q that {u q+1 , . . . , u I } have smaller mean and variance than {u 1 , . . . , u q }. We can treat u 1 , . . . , u I as they were exponential observations. The change-point q can be estimated (see §1.4 of Csörgő and Horváth, 1997) byq = arg max 1≤q<I {R(q)},
guess for the iteration (2) forp m+1 .
Asymptotic Results
We will show our asymptotic results assuming f m (u; p) = m i=0 p i β mi (u) as an approximate model instead of an exact parametric model. For a given p 0 , we define
m).
We need the following assumptions for the asymptotic properties off B which will be proved in the appendix:
The generalized normal distribution has density g(
, where α, γ > 0, and Γ(s) is the gamma function. We have the following result.
Proposition 2. The generalized normal density g(·) = g(·; α, γ) satisfies Assumption 2.
The generalized normal distribution has mean zero and variance σ 2 = α 2 Γ(3/γ)/Γ(1/γ). Special cases are the supper smooth normal distribution N(0, σ 2 ) with (α, γ) = ( √ 2σ, 2) and the ordinary smooth Laplace distribution L(0, σ) with mean 0, variance σ 2 , and (α, γ) = (σ/ √ 2, 1). As γ → ∞, g(x; α, γ) converges to the uniform (−α, α).
Theorem 1. Under Assumptions 1 and 2, as n → ∞, with probability one the maximum value of
where r n = n −1/2 log n and p
m ) the unique best approximation and the mean weighted integrated squared error ofψ(y) = ψ m (y;p m ) satisfies
Remark 1. If g = δ, the Dirac delta, which satisfies Assumption 2, then under Assumption 1, with
is true for ψ = f and ψ m = f m .
As a consequence of Theorem 1 and a necessary condition for maximum likelihood estimatorp (see (3·8) on Page 209 of Redner and Walker, 1984) we have the following much faster convergence rate of
Theorem 2. Under the conditions of Theorem 1 with k > 1 the mean integrated squared error off B satisfies
Simulation
In order to exam the finite sample performance of the proposed method, we conduct simution studies to compare the estimatorf B with the surreal parametric deconvolutionf P , the Fourier transform estimator f F , and the kernel densityf K based on the uncontaminated simulated data x 1 , . . . , x n . As in Fan (1992) we generated samples x 1 , . . . , x n of size n = 100, 200, 400 from two distributions: −7, 7] , and (ii) bimodal 0·6N(−2, 1
The errors ε were generated from normal N(0, σ 2 0 ) and L(0, σ 0 ), with σ 0 = 0·2, 0·4, 0·6, 0·8, 1·0. Only when σ 0 , compared with the standard deviation σ of X, is "small" one can obtain an applicable estimate of f even for parametric deconvolution. For instance, if both X and ε are normal, then the maximum likelihood estimates of µ = E(X) and σ 2 = Var(X) are, respectively,μ =ȳ andσ 2 = max{(n − 1)s 2 /n − σ 2 0 , 0}, whereȳ and s 2 are the sample mean and sample variance of y 1 , . . . , y n . If σ < σ 0 and n is not large, thenσ 2 could also be zero because Pr{(n − 1)s 2 /n < σ
So the parametric deconvolutionf P (x) may be degenerate becauseσ 2 could be zero even if σ 0 ≤ σ.
In the simulation shown in Table 1 ,f P (x) is the parametric estimate of the density of N(µ, σ 2 ) and λ
2 ) with known variances σ 2 , σ 2 1 and σ 2 2 but unknown µ and (λ, µ 1 , µ 2 ). The rate of convergence in mean integrated squared error of such parametric estimator is O(n −1 ).
The (mixture) normal density f has continuous k-th derivative f (k) for all k. In real world problem, a random variable may just have an approximate normal distribution supported by the central limit theorem and some goodness-of-fit test. In another simulation study presented by Table 2 , we generated sample x 1 , . . . , x n from a "nearly normal" distribution NN(d), d = 4, which is the distribution of the sample mean of u 1 , . . . , u d from uniform(0, 1).
Let ρ(n) denote the probability that the Shapiro-test based on a sample of size n rejects the normality of f 4 with significance level 0·05. Based on 5,000 Monte Carlo runs ρ(n) is estimated to be 0·0398, 0·0504, and 0·0966, respectively, for n = 100, 200, and 400. The parametric estimatef P in this simulation is based on the normal model N(µ, σ 2 ) with known σ 2 = 1/(12d). The errors ε 1 , . . . , ε n were generated from N(0, σ 2 0 ) and L(0, σ 0 ), where 12dσ
and the condition k > 1 of Theorem 2 is not fulfilled, the proposed estimator f B still performs better thanf F in such bad scenario. In this casef B performs worse thanf K because the latter is based on uncontaminated data and has a rate of O(n −4/5 ).
We used the R package decon (Wang and Wang, 2011) which implements the methods of Fan (1991 Fan ( , 1992 ); Delaigle and Gijbels (2004) and Delaigle and Meister (2008) for calculatingf F . The "dboot2" method was used for choosing an optimal bandwidth h (see Delaigle and Gijbels, 2004; Wang and Wang, 2011 , for details).
For an estimatorf , after R Monte Carlo runs, we obtained estimatesf (1) , . . . ,f (R) . We then approximate the point-wise mean squared error at
are the sample mean and the sample variance off (1) (x), . . . ,f (R) (x). In order to compare in details the proposed estimatorf B withf F ,f P andf K , we plot the point-wise mean squared error in Figure 1 from which we see thatf B almost uniformly outperformsf F for both unimodal and bimodal f . We also see that if f is unimodal and smooth enough so that k is large as in Theorem 2 then f B even almost uniformly outperformsf K which is based on uncontaminated data. The mean inte- Monte Carlo runs with x 1 , . . . , x n being generated from normal and mixture normal distributions and errors ε 1 , . . . , ε n from the normal N(0, σ 2 0 ) and Laplace L(0, σ 0 ). In the parametric models all the variances are assumed to be known. M = {10, 11, . . . , 100} Monte Carlo runs with x 1 , . . . , x n being generated from the nearly normal distribution NN(4) and errors ε 1 , . . . , ε n from the normal N(0, σ 2 0 ) and Laplace L(0, σ 0 ). We assume the normal distribution N(µ, σ 2 ) with known variance σ 2 = 1/48 as the parametric model. M = {2, 3, . . . , 100} 
. . , N ), and N = 512. So MISE(f ) can be estimated by Tables 1 and 2 show that the proposedf B is much better than the Fourier transform methodf F . In some cases, especially when σ 0 is much smaller than σ,f B is even as triple efficient asf K in terms of the square root of the mean integrated squared error. Although the simulation setup prefers the parametric methods the results show that in most cases the proposed approach has mean integrated squared error that leans toward the surreal parametric one. Moreover the proposed method performs better than the kernel estimate based on the uncontaminated data for unimodal model or if the magnitude of error variance is not too large. Because of the involvement off K in the comparison it is unnecessary to include any other kernel methods improving uponf F in the simulation.
Framingham Data
The Framingham data is from a study on coronary heart disease (Carroll et al., 2006) and consist of measurements of systolic blood pressure in 1,615 males, Y 1 taken at an examination and Y 2 at an 8-year follow-up examination after the first. At the ith examination, the systolic blood pressure was measured twice, Y i1 and Y i2 (i = 1, 2), for each individual. We used the data in the R package decon (Wang and Wang, 2011) which contain four variables, Y ij (i, j = 1, 2). As in Wang and Wang (2011) , the error is assumed to be N (0, σAs shown by Theorem 2 and convinced by the simulation results, the performance of the proposed method leans to that of the parametric approach when the correct parametric model is specified. The classical exact parametric method is subject to model misspecification. Our approach is an approximate parametric solution to a nonparametric problem and speeds up the density deconvolution very much with the computation cost paid for searching an optimal model degree m, of course, under the assumption that the underlying unknown density has a positive lower bound on a known compact support. The condition imposed on the error distribution is satisfied by the family of generalized normal distributions which include the supper smooth normal distribution and the ordinary smooth Laplace distribution.
The technical argument used in the proof of Theorem 1 appears to be new and may be of independent interest. As commented in Remark 1, the special case of this theorem is an enhancement of Theorem 4.1 of Guan (2015) with g = δ which is proved by the traditional delta method. From the simulation studies we see that there seem rooms for improving the result of Theorem 2.
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Appendix Proof of Proposition 1
Proof. Under the conditions of the proposition, by Theorem 1 of Lorentz (1963) 
Proof of Proposition 2
Proof. It is clear log{ψ m (y; p m )} ≤ log{g(0)}. By Jensen's inequality log{ψ m (y;
Thus by the C r -inequality
where c r = I(0 < r < 1) + 2 r−1 I(r ≥ 1). Applying the C r -inequality again we have
Proof of Theorem 1
m ) be the unique best approximation of degree m for f (Passow, 1977) . By Proposition 1 we have
Let u 1 , . . . , u n be iid uniform(0,1) random variables. For each i, if
, then, by the acceptance-rejection argument used in simulation modeling, x i (y i = x i + ε i ) can be treated and used as if it were from f m0 (ψ m0 = f m0 * g).
} and ν m be the number of observations that can be treated and used as if they were from ψ m0 . It follows from the law of
an "almost complete" likelihood and Thus we have E {f m (x;p) − f m (x; p 0 )} 2 dx = O(n −1 log log n) + k −1 O(n 1/k−1 log 3 n). Under the conditions of the theorem, by Proposition 1, we obtain E {f m (x;p) − f (x)} 2 dx ≤ 2E {f m (x;p) − f m (x; p 0 )} 2 dx + 2 {f (x) − f m (x; p 0 )} 2 dx
= O(n −1 log log n) + 1 k O(n 1/k−1 log 3 n) + O(n −1 ) and the proof is complete.
