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WHERE BEST TO PLACE A DIRICHLET CONDITION IN AN
ANISOTROPIC MEMBRANE?
PAOLO TILLI, DAVIDE ZUCCO
Abstract. We study a shape optimization problem for the first eigenvalue of
an elliptic operator in divergence form, with non constant coefficients, over a
fixed domain Ω. Dirichlet conditions are imposed along ∂Ω and, in addition,
along a set Σ of prescribed length (1-dimensional Hausdorff measure). We look
for the best shape and position for the supplementary Dirichlet region Σ in or-
der to maximize the first eigenvalue. The limit distribution of the optimal sets,
as their prescribed length tends to infinity, is characterized via Γ-convergence
of suitable functionals defined over varifolds: the use of varifolds, as opposed
to probability measures, allows one to keep track of the local orientation of
the optimal sets (which comply with the anisotropy of the problem), and not
just of their limit distribution.
1. Introduction
We investigate an optimization problem for the first Dirichlet eigenvalue of an
elliptic operator in divergence form, where the unknown is a compact set Σ of
prescribed length L, along which a homogeneous Dirichlet condition is imposed.
Our interest is focused on the behavior of the optimal sets, when the prescribed
length L→∞.
The case of the Laplacian was studied in [19]. Here, on the contrary, the elliptic
operator is anisotropic, and this requires the introduction of new ideas and tech-
niques: among them, the main novelty is the use of varifolds (instead of probability
measures), as a tool to properly handle the anisotropy of the problem.
Throughout we shall assume, without further reference, that we are given:
(i) a bounded domain Ω ⊂ R2 with a Lipschitz boundary ∂Ω (we do not assume
Ω to be simply connected);
(ii) a 2×2 symmetric, positive definite, matrix-valued function A(x) = [aij(x)],
defined for x ∈ Ω and continuous there.
Observe that A(x) is uniformly elliptic, i.e. for some constant C > 0
(1) C−1|y|2 ≤ 〈A(x)y, y〉 ≤ C|y|2 ∀y ∈ R2, ∀x ∈ Ω.
For every L > 0, the class of admissible sets (the “supplementary Dirichlet regions”)
is defined as follows:
(2) AL(Ω) :=
{
Σ ⊂ Ω : Σ is a continuum and H1(Σ) ≤ L}
(throughout, “continuum” stands for “non-empty, connected, compact set” while
H1 denotes the one-dimensional Hausdorff measure). We are interested in the
maximization problem
(3) max
{
λA1 (Ω \ Σ) : Σ ∈ AL(Ω)
}
,
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where the first eigenvalue λA1 (Ω \ Σ) is given by
(4) λA1 (Ω \ Σ) = min
u∈H10 (Ω\Σ)
u6≡0
∫
Ω
〈A(x)∇u(x),∇u(x)〉dx∫
Ω u(x)
2dx
(since any admissible Σ has zero Lebesgue measure, integration over Ω is equivalent
to integration over Ω \ Σ). For fixed Σ ∈ AL(Ω), the coefficient matrix A(x) gives
rise, in the open set Ω \ Σ, to the elliptic operator − divA(x)∇u: the number
λA1 (Ω \Σ) is then the first eigenvalue relative to this operator, with a homogeneous
Dirichlet condition along Σ∪∂Ω. Every set Σ ∈ AL(Ω) is rectifiable and (except for
the uninteresting case where it is a singleton) it has a positive capacity: therefore,
the condition u ∈ H10 (Ω \Σ) is in fact equivalent to u ∈ H10 (Ω) with the additional
condition that u = 0 along Σ, a.e. with respect to the Hausdorff measure H1.
Thus, if Ω is a membrane fixed along its boundary ∂Ω, Σ can be interpreted as
a stiffening rib, that will increase the fundamental frequency of the membrane.
Observe that, by monotonicity with respect to the domain, the larger Σ, the higher
the first eigenvalue.
In (2), the length constraint H1(Σ) ≤ L, combined with the connectedness as-
sumption, prevent Σ to become too large and spread out over Ω: these constraints
can also be seen as a bound on the total resources available, in order to raise the
membrane frequency (for related problems in the same setting, see e.g. [8, 14]).
Without any length constraint, the best choice would be Σ = Ω, and the problem
would be trivial: in (3), however, the optimal sets ΣL still tend to saturate Ω as
much as possible, compatibly with the constraint that ΣL ∈ AL(Ω). In this paper
we shall investigate how this saturation occurs as L→∞, answering questions such
as: with what limit density (length per unit area) will ΣL saturate Ω? With what
local orientation?
Due to Go lab and Blaschke theorems (see [4]), AL(Ω) is compact with respect to
the Hausdorff convergence, while the first eigenvalue λA1 is continuous (see [17, 13]).
Therefore, the existence of an optimal set ΣL for problem (3) is immediate:
Theorem 1. For every L > 0 there exists a maximizer in (3). Moreover, every
maximizer ΣL satisfies H1(ΣL) = L.
The last part of the claim is typical of constrained problems that obey mono-
tonicity with respect to domain inclusion: if H1(Σ) < L, then λA1 (Ω \ Σ) could
be increased, e.g. by attaching to Σ some short segment (see [7, 8, 19]). Observe,
en passant, that the corresponding minimization problem is trivial: the optimal
sets are all singletons Σ = {x0} and all sets Σ ⊆ ∂Ω (in both cases, one has
λA1 (Ω \ Σ) = λA1 (Ω) which is clearly optimal).
Our goal is to study the limit behavior of the optimal sets ΣL as L → ∞, via
Γ-convergence. If A(x) = σ(x)I is a multiple of the identity matrix, i.e. if the mem-
brane Ω is isotropic (though not necessarily uniform), this has been investigated in
a previous paper [19]. Passing from A(x) = σ(x)I to an anisotropic matrix A(x),
however, is not a merely technical extension: indeed, several new ideas are required,
and even the final expression for the Γ-limit functional is not easy to figure out.
In [19], along lines typical of this kind of problems (see [5, 6, 8, 9, 14]), the
main idea was to associate, with every admissible set ΣL ∈ AL(Ω), the probability
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measure µΣ defined as
(5) µΣ :=
H1 Σ
H1(Σ) ,
where H1 Σ is the one-dimensional Hausdorff measure restricted to Σ. If ΣL is a
solution to (3) and L→∞, knowledge of the weak-* limits µ of the corresponding
measures µΣL in the space of probability measures P(Ω), provides information on
how the optimal sets ΣL tend to saturate Ω in the limit. In concrete terms, one
can define the functionals GL : P(Ω)→ [0,+∞]
(6) GL(µ) =

L2
λA1 (Ω \ Σ)
if µ = µΣ for some Σ ∈ AL(Ω),
+∞ otherwise,
and investigate their Γ-limit in P(Ω) as L → ∞. Indeed, for fixed L, the maxi-
mization problem (3) is equivalent to the minimization of GL, while the factor L
2
is a renormalization that allows for a nontrivial Γ-limit. If the coefficient matrix
A(x) = σ(x)I is isotropic and σ(x) is continuous, it was proved in [19] that the
functionals GL Γ-converge (with respect to the weak-* topology on P(Ω)) to the
functional
G∞(µ) :=
1
π2
ess sup
x∈Ω
1
fµ(x)2σ(x)
,
where fµ(x) is the density of µ w.r.to the Lebesgue measure (note the interac-
tion between fµ(x) and σ(x), the Young modulus of the membrane). This func-
tional is minimized by a unique probability measure, an L1 function proportional
to σ(x)−1/2: as a consequence ([19]), one infers that for large L the optimal sets ΣL
have, at small scales, a comb-shaped structure, essentially made up of parallel lines
whose spacing is locally proportional to σ(x)1/2. The local orientation of the comb
teeth is, on the other hand, irrelevant, and rotating an optimal pattern preserves
optimality: this clearly reflects the isotropy of the coefficient matrix A(x) = σ(x)I.
When the matrix A(x) is anisotropic, the previous analysis is no longer valid.
One still expects optimal sets to look like comb-shaped patterns at small scales, but
their local orientation will now depend on A(x): heuristically, since in the smooth
case the gradient ∇u(x) of the first eigenfunction u ∈ H10 (Ω\Σ) is roughly directed
as the normal unit vector ξ(x) at x ∈ Σ, one expects Σ to be locally directed in such
a way that ξ(x) is parallel to an eigenvector of A(x), namely the one relative to its
largest eigenvalue, so that the quadratic form 〈A(x)∇u,∇u〉 is (locally) maximized
in (4). On the other hand, the probability measures µ in (5) and their weak-* limits
keep no track of the orientation of the optimal ΣL: they just keep memory of the
density (length per unit area) of ΣL inside Ω. In other words, to fully understand
the anisotropic case we have to associate, with every admissible Σ ∈ AL(Ω), a more
complex object than a measure µ ∈ P(Ω), possibly one that carries information also
on the unit normal to Σ, and study Γ-convergence in that setting.
Roughly speaking, the main idea is to associate, with every Σ ∈ AL(Ω), a
probability measure θΣ in the product space Ω× S1, defined via integration by
(7)
∫
Ω×S1
ϕ(x, y)dθΣ(x, y) :=
1
H1(Σ)
∫
Σ
ϕ
(
x, ξΣ(x)
)
dH1(x), ϕ ∈ Csym(Ω× S1),
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where ξΣ(x) is the unit normal vector to Σ at x ∈ Σ, while
Csym(Ω× S1) :=
{
ϕ ∈ C(Ω× S1) | ϕ(x, y) = ϕ(x,−y) ∀x ∈ Ω, ∀y ∈ S1}
is the space of continuous functions with antipodal symmetry. Since every set Σ ∈
AL(Ω) is 1-rectifiable, a unit normal ±ξΣ(x) is well defined, up to the orientation,
at H1-a.e. x ∈ Σ, and ξΣ(x) in (7) denotes any measurable selection of this normal
field: due to the antipodal symmetry of ϕ, the second integral in (7) does not
depend on the particular selection.
In fact, (7) defines θΣ as an element of the dual space of Csym(Ω× S1), that is,
as a (probability) measure over Ω × P1, where P1 is the projective space. In other
words, (7) defines θΣ as the 1-dimensional varifold induced by Σ (see [1, 16]), with
the proviso that we work with the normal instead of the more usual tangent space.
We denote by V1(Ω) the space of 1-dimensional varifolds with unit mass, that
is, probability measures over Ω × P1, endowed with the usual weak-* topology.
Throughout, however, we shall always consider a varifold θ ∈ V1(Ω) as an equiva-
lence class of probability measures on Ω×S1, two measures being equivalent ⇐⇒
they induce the same linear functional on Csym(Ω × S1): thus, by choosing a rep-
resentative in its equivalence class, we can still treat θ ∈ V1(Ω) as a probability
measure over Ω× S1. With this agreement (useful to avoid the technical language
of varifolds), the weak-* convergence of a sequence {θL} in V1(Ω) to a varifold
θ ∈ V1(Ω) takes the concrete form
(8) lim
L→∞
∫
Ω×S1
ϕ(x, y) dθL =
∫
Ω×S1
ϕ(x, y) dθ ∀ϕ ∈ Csym(Ω× S1).
Now we are ready to state our main result. By analogy with (6), for L > 0 we
define the functional FL : V1(Ω)→ [0,∞] as
(9) FL(θ) =

L2
λA1 (Ω \Σ)
if θ = θΣ for some Σ ∈ AL(Ω),
+∞ otherwise,
where θΣ is as in (7). The definition of the Γ-limit functional F∞, which of course
should depend on the coefficient matrix A(x), is more involved.
Definition 2. Given θ ∈ V1(Ω), by choosing a representative in its equivalence
class we can regard θ as an element of P(Ω × S1), and we can consider its first
marginal µ, i.e. the probability measure over Ω defined by
µ(E) := θ(E × S1), for every Borel set E ⊆ Ω.
Then, by well known results (see [2]), one can disintegrate θ as µ⊗ νx, where {νx}
is a µ-measurable family of probability measures over S1 defined for µ-a.e. x ∈ Ω.
This means that∫
Ω×S1
ϕ(x, y)dθ =
∫
Ω
(∫
S1
ϕ(x, y) dνx(y)
)
dµ(x), ∀ϕ ∈ C(Ω× S1).
The measure µ depends only on θ as an element of V1(Ω) (not on the choice of
its representative in P(Ω × S1)), while the measures νx may well depend on the
particular representative. However, the integrals
x 7→
∫
S1
√
〈A(x)y, y〉 dνx(y) (defined for µ-a.e. x ∈ Ω)
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are independent of the particular representative of θ, since the function (x, y) 7→
〈A(x)y, y〉1/2 belongs to Csym(Ω × S1). As a consequence, if fµ(x) denotes the
density of µ (w.r.to the Lebesgue measure on Ω), the functional
(10) F∞(θ) :=
1
π2
ess sup
x∈Ω
1(
fµ(x)
∫
S1
√〈A(x)y, y〉 dνx(y))2 , θ ∈ V1(Ω)
is well defined over V1(Ω) (with values in [0,+∞]), since it only depends on θ as
an element of V1(Ω).
The main result of the paper is then the following.
Theorem 3. As L→∞, the functionals FL defined in (9) Γ-converge, with respect
to the weak-* topology on V1(Ω), to the functional F∞ defined in (10).
This has several consequences, as soon as we single out all those varifolds θ ∈
V1(Ω) that minimize the functional F∞. For x ∈ Ω, we let σmax(x) denote the
largest eigenvalue of A(x), while σmin(x) denotes its smallest eigenvalue.
Theorem 4. A varifold θ∞ ∈ V1(Ω) is a minimizer of F∞ if and only if it can be
disintegrated as θ∞ = f∞(x) dx ⊗ ν∞x , where f∞ is the L1 function defined as
(11) f∞(x) =
1/
√
σmax(x)∫
Ω
1/
√
σmax(x)dx
while, for a.e. x ∈ Ω, ν∞x ∈ P(S1) is any probability measure supported on a set
made up of (normalized) eigenvectors of A(x), relative to σmax(x).
The minimizer is unique if and only if A(x) is purely anisotropic, that is, if and
only if σmin(x) < σmax(x) occurs at a.e. x ∈ Ω. In any case, the first marginal µ
of a minimizer θ∞ is necessarily the function in (11).
As V1(Ω) is compact in the weak-* topology, from standard Γ-convergence theory
(see [11]) we have
Corollary 5. For L > 0, let ΣL be a maximizer of problem (3) and let θΣL be
the associated varifolds, according to (7). Then, as L → ∞, θΣL ⇀ θ∞ (up to
subsequences) in the weak-* topology of V1(Ω), where θ∞ is a minimizer of F∞.
In spite of its abstract formulation, this corollary has interesting consequences
in the applications. In particular, it enables us to determine the asymptotic den-
sity (length per unit area) of the optimal sets ΣL, as well as their local direction
(distribution of the unit normal on the projective space), when L→∞:
Theorem 6. For L > 0, let ΣL be a maximizer of problem (3). For every square
Q ⊂ Ω,
(12) lim
L→∞
H1(ΣL ∩Q)
H1(ΣL) =
∫
Q
f∞(x) dx (optimal density of length)
where f∞ is as in (11). Moreover, if Q is contained in the anisotropy region where
σmin(x) < σmax(x), for every ψ ∈ C(S1) such that ψ(−y) = ψ(y) one has
(13) lim
L→∞
1
H1(Q ∩ΣL)
∫
Q∩ΣL
ψ
(
ξL(x)
)
dH1(x) =
∫
Q
f∞(x)ψ
(
ξ(x)
)
dx∫
Q f∞(x) dx
,
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where ξL(x) is the unit normal to ΣL at x ∈ ΣL, while ξ(x) is the (unique up to
the orientation) eigenvector of A(x) relative to σmax(x). Finally,
(14) lim
L→∞
L2
λA1 (Ω \ ΣL)
=
(∫
Ω 1/
√
σmax(x)dx
)2
π2
.
The meaning of (12) is that, if L is large, in order to solve (3) one should spread
Σ over Ω with a density (length per unit area) roughly proportional to f∞(x).
Moreover, by (13), the optimal set ΣL should be directed in such a way that its
unit normal ξL(x) is essentially parallel to the eigenvector ξ(x) relative to the largest
eigenvalue of A(x) (this is uniquely determined only in the region where A(x) is
anisotropic).
The initial assumption on the continuity of A(x) plays an important role in our
proofs, since it enables us to localize our estimates, as if A(x) were constant at
small scales (the analog problem when A(x) is merely measurable and satisfies (1)
is entirely open). On the other hand, all our results are easily extended to cover
the case where A(x) is piecewise continuous, i.e. continuous over disjoint open sets
Ωi with smooth boundaries, such that Ω =
⋃
Ωi. This extension would be a merely
technical one and is not pursued in detail.
Finally, we point out that regularity of the optimal sets ΣL is an open problem.
In particular, it is not known whether ΣL satisfies no-loop or blow-up properties,
similar to those of the minimizers of the irrigation problem (see [10, 15]).
Notation For a Borel set E ⊂ R2 we denote by |E| the two-dimensional
Lebesgue measure of E and by H1(E) its one-dimensional Hausdorff measure. If
X is a compact space, P(X) denotes the space of all (Borel) probability measures
over X . If µ is a measure, “µ-a.e.” is an abbreviation of “µ-almost everywhere” (if
µ is omitted, Lebesgue measure is understood), while “w.r.to µ” stands for “with
respect to µ”.
2. Some auxiliary estimates
In this section we prove some preliminary results on the first Dirichlet eigen-
value, when the coefficient matrix A(x) is constant and the Dirichlet condition is
prescribed along a generic compact set D.
More precisely, let D ⊂ Ω be a compact set with finitely many connected com-
ponents, such that 0 < H1(D) < ∞: such a set is 1-rectifiable (see [4]) and has
positive capacity, therefore given u ∈ H1(Ω) the Dirichlet condition
u(x) = 0 for H1-a.e. x ∈ D
is meaningful and defines a nontrivial closed subspace of H1(Ω) (it can be inter-
preted as a trace condition, since by rectifiability every connected component of
D can be covered by a Lipschitz curve). Then, one can define the first Dirichlet
eigenvalue of the domain Ω (relative to the coefficient matrix A(x)) with Dirichlet
condition along D, as follows:
(15) λA1 (Ω;D) := min
u∈H1(Ω)\{0}
u ≡ 0 on D
∫
Ω〈A(x)∇u(x),∇u(x)〉dx∫
Ω
u(x)2dx
.
Observe that this is more general than (4), where the minimization takes place in
a H10 environment: given Σ, the eigenvalue λ
A
1 (Ω \Σ) in (4) is a particular case of
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λA1 (Ω;D), namely when D = Σ ∪ ∂Ω (as Σ is connected while ∂Ω, being Lipschitz,
has finitely many connected components, the same is true of D).
When A(x) ≡ M is constant, equal to a 2 × 2 positive definite matrix M inde-
pendent of x, it is possible to give an upper bound to λM1 (Ω;D) in terms of some
geometric quantities, among which an important role is played by the “Riemannian”
length
(16) H1M (D) :=
∫
D
√
〈Mξ(x), ξ(x)〉 dH1(x),
where ξ(x) is (a measurable selection of) the unit normal to D at the point x ∈ D
(by rectifiability, this normal is well defined, up to the orientation, at H1-a.e. x ∈
D).
Theorem 7. Let M be a positive definite 2×2 matrix, and let D ⊂ Ω be a compact
connected set with κ connected components, such that 0 < H1(D) <∞. Then
(17) λM1 (Ω;D) ≤
π2
4t2
(
1 +
κπt detM1/2
H1M (D)
)
,
where the number t is defined as
(18) t =
|Ω|
H1M (D) +
√
H1M (D)2 + κπ|Ω| detM1/2
.
Proof. Set N = M−1/2. Recalling (15), by the change of variable z = Nx in the
two integrals we have
λM1 (Ω;D) = min
u∈H1(Ω)
u ≡ 0 on D
∫
Ω
〈M∇u(x),∇u(x)〉dx∫
Ω
u(x)2dx
= min
v∈H1(NΩ)
v ≡ 0 on ND
∫
NΩ
|∇v(z)|2dz∫
NΩ
v(z)2dz
,
so that λM1 (Ω;D) is the first eigenvalue of the Laplacian on the deformed domain
NΩ (the image of Ω through the linear map N), with Dirichlet conditions along
ND (observe that also ND has κ connected components). Therefore, applying
Theorem 2.4 of [19] combined with Remark 2.5 therein, we obtain
(19) λM1 (Ω;D) ≤
π2
4T 2
(
1 +
κπT
H1(ND)
)
,
where
(20) T :=
|NΩ|
H1(ND) +√H1(ND)2 + κπ|NΩ| .
Therefore, to prove (17), it suffices to relate T and t.
Using the area formula (see for example [2, lemma 2.91]), we have
(21) H1(ND) =
∫
D
|Nτ(x)|dH1(x),
where τ(x) is the unit tangent vector to D at the point x ∈ D. Now, for H1-a.e.
x ∈ D, τ = τ(x) is orthogonal to the unit normal ξ = ξ(x) that appears in (16):
therefore, since N2 =M−1, we have
|Nτ |2 = 〈M−1τ, τ〉 = detM−1〈M̂τ, τ〉 = detM−1〈Mξ, ξ〉
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where M̂ is the cofactor matrix ofM (the last equality is typical of dimension two).
Taking square roots and integrating, we find from (21) and the preceding formula
H1(ND) = detM−1/2
∫
D
√
〈Mξ(x), ξ(x)〉 dH1(x) = detM−1/2H1M (D).
Moreover, |NΩ| = detM−1/2|Ω|. Plugging the last two identities in (20), we see
that (19) is equivalent to (17). 
The upper bound (17) will be at the basis of the Γ-liminf inequality (24), and is
therefore asymptotically optimal when H1(D)→∞ (see [18] for a similar estimate
for the compliance functional).
We shall also need the following result.
Theorem 8 (The first eigenvalue of thin domains). Let E ⊂ R2 be a bounded open
set contained in a strip
S = {x ∈ R2 | 0 < 〈x, ξ〉 < h}
of width h > 0, where ξ is the direction orthogonal to S (|ξ = 1|). If M ∈ R2×2 is
positive definite, then
(22) λM1 (E) > π
2 〈Mξ, ξ〉
h2
.
Proof. Performing the linear change of variable x = M1/2y in the integrals of the
Rayleigh quotient, the anisotropic eigenvalue λM1 (E) is easily seen to coincide with
the first Laplace eigenvalue of a new domain Ê, namely
λM1 (E) = min
u∈H10 (E)
u6≡0
∫
E〈M∇u(x),∇u(x)〉 dx∫
E
u(x)2 dx
= min
v∈H10 (Ê)
v 6≡0
∫
Ê
|∇v(y)|2 dy∫
Ê
v(y)2 dy
= λI1(Ê)
where Ê =M−1/2E is now contained in the new strip Ŝ =M−1/2S. Observe that
Ŝ = {y ∈ R2 | 0 < 〈y,M1/2ξ〉 < h},
so that the width of the strip Ŝ is given by
(23) ĥ =
h∣∣M1/2ξ∣∣ = h√〈Mξ, ξ〉 .
Therefore, since Ê is bounded, it can be boxed in a thin rectangle R of size ĥ×k for
some k > 0 (e.g. k = diam(Ê)). Then, by monotonicity and the explicit expression
for the first Laplace eigenvalue of a rectangle, we obtain
λI1(Ê) ≥ λI1(R) =
π2
ĥ2
+
π2
k2
>
π2
ĥ2
which combined with (23) proves (22). 
3. The Γ-liminf inequality
This section is devoted to proving that the Γ-liminf functional is not smaller
than the functional F∞ defined in (10).
Proposition 9 (Γ-liminf inequality). For every varifold θ ∈ V1(Ω) and every se-
quence {θL} ⊂ V1(Ω) such that θL ⇀ θ, it holds
(24) lim inf
L→∞
FL(θL) ≥ F∞(θ).
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Proof. Passing if necessary to a subsequence (not relabelled), we may assume that
the liminf is a finite limit. By (9) this implies that, for L large enough, every θL is
of the kind θL = θΣL as defined in (7), for a suitable set ΣL ∈ AL(Ω). Therefore,
by (7) and (8), the weak-* convergence θL ⇀ θ takes the concrete form
(25) lim
L→∞
1
H1(ΣL)
∫
ΣL
ϕ(x, ξΣL (x))dH1(x) =
∫
Ω×S1
ϕdθ ∀ϕ ∈ Csym(Ω× S1),
where ξΣL is the unit normal to ΣL. Similarly, using (9) and (10), the inequality
in (24) is, after taking square roots, equivalent to
(26) lim
L→∞
L
λA1 (Ω \ ΣL)1/2
≥ 1
π
ess sup
x∈Ω
1
fµ(x)
∫
S1
〈A(x)y, y〉 dνx(y) ,
where the function fµ and the measures {νx} are as in Definition 2.
The finiteness of the limit in (26) entails that λA1 (Ω \ ΣL) → ∞, and this in
turn forces the sets ΣL to converge to Ω in the Hausdorff metric (otherwise, a
subsequence among the open sets Ω \ ΣL would contain a ball Br(xL) of fixed
radius r > 0, and by monotonicity we would have λA1 (Ω \ ΣL) ≤ λA1 (Br(xL)): by
(1) this bound would be uniform in L, a contradiction).
Now choose an arbitrary open square Q such that Q ⊂ Ω. Since ΣL is connected,
the convergence ΣL → Ω implies (see e.g. [14]) that
(27) lim
L→∞
H1(ΣL ∩Q) =∞
and forces ΣL to cross the boundary ∂Q for large L, so that
(28) (ΣL ∩Q) ∪ ∂Q is connected (if L is large enough).
Now fix a number ε > 0, and consider the matrix MQ := A(x0), where x0 is the
center of the square Q: since A(x) is uniformly continuous, the conditions
(29) 〈A(x)y, y〉 ≤ (1 + ε)2〈MQy, y〉 ∀x ∈ Q, ∀y ∈ S1
are satisfied as soon as the diameter of Q is small enough (depending only on ε).
Therefore, using the inequality L ≥ H1(ΣL), the monotonicity of the first eigenvalue
with respect to domain inclusion, and (29), it follows that
(30)
L
λA1 (Ω \ ΣL)1/2
≥ H
1(ΣL)
λA1 (Q \ ΣL)1/2
≥ H
1(ΣL)
(1 + ε)λ
MQ
1 (Q \ ΣL)1/2
,
provided that, as we shall assume, diam(Q) is small enough.
Now λ
MQ
1 (Q\ΣL) is the first eigenvalue in H1(Q), withMQ as coefficient matrix
and Dirichlet condition along (ΣL ∩Q) ∪ ∂Q: therefore, it can be estimated using
Theorem 7, applied with Ω = Q, M = MQ and D = (ΣL ∩ Q) ∪ ∂Q (by (28), we
also have κ = 1 if L is large). Then (17), taking square roots, reads
(31) λ
MQ
1 (Q \ ΣL)1/2 ≤
π
2tL
(
1 +
πtL detM
1/2
Q
ℓL
)1/2
,
where tL, according to (18), is given by
(32) tL =
|Q|
ℓL +
√
ℓ2L + π|Q| detMQ1/2
,
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while ℓL, according to (16), is the Riemannian length
(33) ℓL =
∫
(ΣL∩Q)∪∂Q
√
〈MQξL(x), ξL(x)〉 dH1(x),
ξL(x) being the unit normal to (ΣL ∩ Q) ∪ ∂Q. We shall let L → ∞ in (30) and
use (31), hence we are interested in the asymptotics (as L → ∞) of both tL and
ℓL. As MQ = A(x0), the last equation and (1) give
ℓL ≥ C−1/2H1
(
(ΣL ∩Q) ∪ ∂Q
)
> C−1/2H1(ΣL ∩Q),
so that ℓL →∞ by (27). Therefore, from (32) we find the asymptotics
(34) tL ∼ |Q|
2ℓL
as L→∞
so that, letting L→∞ in (30), and using (31), (34), we obtain
lim
L→∞
L
λA1 (Ω \ ΣL)1/2
≥ 1
1 + ε
lim inf
L→∞
H1(ΣL) 2tL
π
=
|Q|
(1 + ε)π
lim inf
L→∞
H1(ΣL)
ℓL
.
(35)
To estimate the last liminf, we get back to (33) and observe that
(36) ℓL ∼
∫
ΣL∩Q
√
〈MQξΣL(x), ξΣL (x)〉 dH1(x) as L→∞,
since the contribution of ∂Q to the integral in (33) is fixed, while that of ΣL ∩ Q
is dominant by (27). Now if η ∈ C(Ω) is a cutoff function such that 0 ≤ η ≤ 1 and
η ≡ 1 over Q, letting
(37) ϕ̂(x, y) := η(x)
√
〈MQy, y〉, x ∈ Ω, y ∈ S1,
we clearly have ϕ ∈ Csym(Ω× S1). Therefore, using (36) and (25) we infer that
lim sup
L→∞
ℓL
H1(ΣL) = lim supL→∞
1
H1(ΣL)
∫
ΣL∩Q
√
〈MQξΣL(x), ξΣL(x)〉 dH1(x)
≤ lim
L→∞
1
H1(ΣL)
∫
ΣL
ϕ̂(x, ξΣL(x)) dH1(x) =
∫
Ω×S1
ϕ̂(x, y) dθ.
Now, recalling the properties of the cutoff function η in (37), it is possible to let
η(x) ↓ χQ(x) pointwise in the last integral, and obtain by dominated convergence
lim sup
L→∞
ℓL
H1(ΣL) ≤
∫
Q×S1
√
〈MQy, y〉 dθ =
∫
Q
(∫
S1
√
〈MQy, y〉 dνx(y)
)
dµ(x),
where θ = µ ⊗ νx is the slicing of θ as in Definition 2. Passing to reciprocals in
the previous inequality, we obtain a lower bound for the last liminf in (35) which,
plugged into (35), yields
(38) lim
L→∞
L
λA1 (Ω \ ΣL)1/2
≥ |Q|
(1 + ε)π
∫
Q
(∫
S1
√〈MQy, y〉 dνx(y)) dµ(x) .
This lower bound holds for every square Q such that Q ⊂ Ω, and having a suffi-
ciently small side length (depending only on ε, as to guarantee the validity of (29)).
Moreover, the matrix MQ = A(x0) where x0 is the center of Q, so that MQ is inde-
pendent of the side length of Q. Thus, given ε > 0, we can first choose an arbitrary
WHERE BEST TO PLACE A DIRICHLET CONDITION 11
x0 ∈ Ω, and then rely on the previous inequality for every Q (of sufficiently small
side length) centered at x0: it is therefore possible, for fixed x0, to let Q shrink
around x0. On the other hand, from Lebesgue Differentiation Theorem we have
lim
Q↓x0
1
|Q|
∫
Q
(∫
S1
√
〈MQy, y〉 dνx(y)
)
dµ(x) = fµ(x0)
∫
S1
√
〈A(x0)y, y〉 dνx(y)
for a.e. x0 ∈ Ω (w.r.to the Lebesgue measure), where fµ is as in Definition 2. Thus,
to obtain (26), we can first shrink Q around its center x0 in (38), then take the
essential supremum over x0 ∈ Ω on the right, and finally use the arbitrariness of
ε. 
4. The Γ-limsup inequality
In the following proposition we construct a fundamental pattern, whose periodic
homogenization inside Ω will be the main ingredient in the construction of the
recovery sequence, for the Γ-limsup inequality.
Proposition 10 (tile construction for elementary varifolds). Let Q ⊂ R2 be an
open square with sides parallel to the coordinate axes, and let ν be a probability
measure over S1. Moreover, let M ∈ R2×2 be a positive definite matrix. Then, for
every length ℓ large enough, there exists a continuum Σℓ ∈ Aℓ(Q) with the following
properties.
(i) Boundary-covering and length matching properties:
(39) ∂Q ⊂ Σℓ, and lim
ℓ→∞
H1(Σℓ)
ℓ
= 1.
(ii) Estimate on the anisotropic eigenvalue:
(40) lim sup
ℓ→∞
ℓ2
λM1 (Q \ Σℓ)
≤ |Q|
2(
π
∫
S1
√〈My, y〉dν(y))2 .
(iii) The varifolds associated with Σℓ converge to |Q|−1χQ⊗ν, that is, for every
function ϕ ∈ C(Q× S1) such that ϕ(x, y) = ϕ(x,−y), one has
(41) lim
ℓ→∞
1
H1(Σℓ)
∫
Σℓ
ϕ(x, ξℓ(x)) dH1(x) = 1|Q|
∫
Q
∫
S1
ϕ(x, y) dν(y) dx
where ξℓ is any measurable selection of the unit normal to Σℓ.
Proof. It is not restrictive to assume that Q has a side length of 1 (the general case,
with a side length of s, is recovered by a scaling argument, replacing Q with sQ
and the constructed Σℓ with the rescaled sΣℓ/s).
Moreover, we initially assume that the measure ν is purely atomic, that is
(42) ν =
n∑
j=1
βjδξj ,
n∑
j=1
βj = 1 (n ≥ 1)
for suitable weights βj > 0 and unit vectors ξj ∈ S1. With this notation, we have
(43) I :=
∫
S1
√
〈Mξ, ξ〉 dν(ξ) =
n∑
j=1
βj
√
〈Mξj , ξj〉
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(the first equality is the definition of I) and, more generally,
(44)
∫
S1
v(ξ) dν(ξ) =
n∑
j=1
βjv(ξj) ∀v ∈ C(S1).
The sets Σℓ will be obtained as the periodic homogenization, inside the square Q,
of suitably rescaled fundamental tiles Γε, initially constructed inside a unit square.
Our construction consists of three main steps.
Step 1: tile construction. We first slice the unit square Y := (0, 1) × (0, 1) into n
stacked rectangles Yj (1 ≤ j ≤ n) of size 1× hj, the height hj being defined as
(45) hj :=
βj
√〈Mξj , ξj〉
I
.
Note that, by (43),
∑
hj = 1 so that the heights of the n rectangles match the height
of Y . Then, by drawing inside every Yj a maximal family of parallel line segments,
orthogonal to ξj and equally spaced a distance of εj apart from one another (εj ≪ 1
to be chosen later), we further slice every rectangle Yj into several thin polygons of
width εj. For fixed j, the number of polygons inside Yj is O(1/εj): every polygon
is a trapezoid of height εj , with the exception of at most four polygons that, due
to the corners of Yj , may degenerate into a triangle or a pentagon (one hexagon
may also occur, if the line segments are almost parallel to a diagonal of Yj and one
polygon touches two opposite corners of Yj).
LetKj denote the union of all these line segments, orthogonal to ξj , drawn inside
Yj . Since every polygon (with at most four exceptions) is a trapezoid of height εj,
summing the areas of the polygons we see that
εjH1(Kj) +O(εj) = |Yj | = hj ,
where O(εj) is the correction due to the exceptional polygons, whose total area is
at most 4
√
2εj. Thus, for the total length of Kj we have the asymptotics
H1(Kj) ∼ hj
εj
as εj → 0.
From now on, the values of the εjs shall be fixed according to
(46) εj := ε
√
〈Mξj , ξj〉, 1 ≤ j ≤ n
(where ε≪ 1 is a scale parameter to be tuned later) so that, using (45), the previous
asymptotics take the concrete form
(47) H1(Kj) ∼ βj
εI
as ε→ 0.
Our fundamental object, the tile Γε, is defined as
(48) Γε := R ∪ Sε, R :=
n⋃
j=1
∂Yj , Sε :=
n⋃
j=1
Kj.
The set R (which is independent of ε) consists of the boundaries of the n rectangles
Yj and acts as a frame, while Sε is the union of all the oblique line segments inside
the rectangles. Clearly Γε is compact and connected, and moreover
(49) ∂Y ⊂ Γε
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ξ1
ξ2
ξ3
Y1
Y2
Y3
(a) Step1: tile construction with n = 3.
Ω
(b) Step2: periodic homogenization.
since ∂Y ⊂ R. We also have
(50) H1(R) = n+ 3, H1(Sε) ∼ 1
εI
as ε→ 0
having used, in the last expansion, (47) and the fact that
∑
βj = 1.
In view of (41), let ξε(x) denote the unit normal to the set Sε at x ∈ Sε (as usual,
any measurable selection of ±ξε(x) will do). By our construction, ξε(x) = ±ξj for
every x ∈ Kj; therefore, if v ∈ C(S1) is such that v(y) = v(−y), we have
1
H1(Sε)
∫
Sε
v(ξε(t)) dH1(t) =
n∑
j=1
H1(Kj)
H1(Sε) v(ξj).
Therefore, using (47) and (50) we have
(51) lim
ε→0
1
H1(Sε)
∫
Sε
v(ξε(t)) dH1(t) =
n∑
j=1
βjv(ξj) =
∫
S1
v(ξ) dν(ξ)
by (44). Finally, since every connected component of Y \ Γε is, by construction, a
polygon of width εj in the direction ξj for some j ∈ {1, . . . , n}, Theorem 8 gives
(52) λM1 (Y \ Γε) ≥ min
j
π2
〈Mξj , ξj〉
ε2j
=
π2
ε2
having used (46) in the last passage.
Step 2 (periodic homogenization). Since the square Q has a side length of 1, given
an integer m ≥ 1 we may fit m2 copies of the rescaled tile m−1Γε inside Q as in an
m×m checkerboard: the resulting tiling is then 1/m–periodic in the two directions
parallel to the sides of Q.
We denote by Γm,ε the union of these m
2 rescaled tiles: this set is connected,
because so is Γε and, by (49), each tile shares a side of length 1/m with each
neighbor. The sets Σℓ we want to construct are defined, for large ℓ, as follows:
Σℓ := Γm,ε m = m(ℓ) and ε = ε(ℓ),
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where
(53) ε(ℓ) := ℓ−2/3, m(ℓ) =
⌈
ℓ
1
3 I
⌉
(observe that ε→ 0 and m→∞ when ℓ→∞).
According to (48), Σℓ is the union ofm
2 disjoint copies of the rescaled setm−1Sε
(hereafter denoted by Sim,ε, 1 ≤ i ≤ m2) of total length ∼ m/(εI) according to (50),
plus the union of m2 copies of the rescaled frame m−1R: these are not disjoint,
since adjacent tiles share a side, but their total length does not exceed m(n + 3)
according to (50), and is therefore negligible compared to the total length of the
Sim,εs. As a consequence,
(54) H1(Σℓ) ∼ H1
(⋃m2
i=1
Sim,ε
)
∼ m
εI
as ℓ→∞,
and (39) follows from (53) (the first part of (39) is immediate, hence claim (i) is
proved).
Similarly, the limit in (41) is unchanged if we restrict integration to the union of
the Sim,εs, and therefore (41) is equivalent to
lim
ℓ→∞
m2∑
i=1
1
m2H1(Sim,ε)
∫
Sim,ε
ϕ(x, ξℓ(x)) dH1(x) = 1|Q|
∫
Q
∫
S1
ϕ(x, y) dν(y) dx,
having used the first equivalence in (54) and the fact that the Sim,εs are disjoint
and congruent. In addition, by a density argument, it suffices to prove (41) when
ϕ(x, y) = u(x)v(y) with u ∈ C(Q) and v ∈ C(S1) such that v(y) = v(−y), so that
the last equation reduces to
(55) lim
ℓ→∞
m2∑
i=1
1
m2H1(Sim,ε)
∫
Sim,ε
u(x)v(ξℓ(x)) dH1(x) = IuIv,
where
Iu =
∫
Q
u(x) dx, Iv =
∫
S1
v(y) dν(y)
(as 1/|Q| = 1, this factor can be omitted). Now fix functions u, v as above, and let
(56) U im :=
1
|Qim|
∫
Qim
u(x) dx = m2
∫
Qim
u(x) dx
denote the integral average of u over the square Qim, of side-length 1/m, whose
boundary frames Sim,ε. If ω(δ) = sup|z−x|≤δ |u(z)− u(x)| is the modulus of conti-
nuity of u over Q, since Sim,ε ⊂ Qim and diam(Qim) =
√
2/m we have
1
H1(Sim,ε)
∫
Sim,ε
∣∣u(x)− U im∣∣ dH1(x) ≤ ω(√2/m), 1 ≤ i ≤ m2.
From these estimates, we immediately see that∣∣∣∣∣∣
m2∑
i=1
1
m2H1(Sim,ε)
∫
Sim,ε
(
u(x)− U im
)
v(ξℓ(x)) dH1(x)
∣∣∣∣∣∣ ≤ ω(√2/m)‖v‖L∞,
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which tends to zero as ℓ (hence m) tends to infinity. Thus, to prove (55), we can
freeze u(x) in each integral, and replace it with the constant U im. On the other
hand, since each Sim,ε is a rescaled copy of the set Sε,
1
H1(Sim,ε)
∫
Sim,ε
v(ξℓ(x)) dH1(x) = 1H1(Sε)
∫
Sε
v(ξε(x)) dH1(x), 1 ≤ i ≤ m2,
where ξε, as before, is the unit normal to Sε. Therefore, if we replace u(x) with
U im in (55) and take it out of the integral, (55) simplifies to
lim
ℓ→∞
m2∑
i=1
1
m2
U im
( 1
H1(Sε)
∫
Sε
v(ξε(x)) dH1(x)
)
= IuIv
which is now obvious, since the sum coincides with Iu by (56), while the second
factor tends to Iv by (51). Summing up, (41) is proved.
Finally, to prove (40), observe that Q \ Σℓ is highly disconnected due to the
checkerboard structure of Σℓ, and each of its connected component is, by construc-
tion, congruent to a connected component of Y \ Γε scaled down by a factor 1/m
(which amplifies the first eigenvalue by a factor m2). Therefore, we have using (52)
and (53)
λM1 (Q \ Σℓ) = m2λM1 (Y \ Γε) ≥
π2m2
ε2
∼ π2I2ℓ2 as ℓ→∞,
so that (40) follows immediately from (43).
Step 3 (general ν). By a diagonal argument, we can now remove the restriction
(42) and consider an arbitrary probability measure ν over S1.
Let {νk} be a sequence of atomic probability measures over S1, such that νk ⇀ ν.
For each k, we can apply Proposition 10 in the form just proved (with νk in place
of ν), thus obtaining continua Σkℓ ∈ Aℓ(Q) satisfying claims (i)–(iii) relative to
νk. Then, since the weak-* topology of probability measures over S
1 is metrizable,
by a standard diagonal argument one can find an increasing sequence of lengths
ℓ1 < ℓ2 < · · · such that, letting Σℓ := Σkℓ whenever ℓk ≤ ℓ < ℓk+1, the resulting
continua {Σℓ} satisfy claims (i)–(iii) relative to ν. 
In view of extending Proposition 10 to a more general class of varifolds, the
following terminology is needed.
Definition 11. For s > 0, let Qs denote the collection of all those open squares
Qi ⊂ R2, with side-length s and corners on the lattice (sZ)2, such that Qi ∩Ω 6= ∅.
We say that a varifold θ ∈ V1(Ω) is fitted to Qs if it can be represented as
(57) θ =
∑
Qi∈Qs
αiχΩ∩Qi ⊗ νi
for suitable constants αi ≥ 0 and probability measures νi over S1, satisfying
(58)
∑
Qi∈Qs
αi|Ω ∩Qi| = 1.
Roughly speaking, a varifold is fitted to Qs if its restriction to a cylinder of the
form Ω ∩Qi × S1 is the product measure αi ⊗ νi. In particular, for such a varifold
its first marginal (i.e. its projection over Ω) is absolutely continuous with respect
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to the Lebesgue measure, and is piecewise constant over Ω: as a consequence, (58)
is equivalent to the request that the varifold has unit mass.
We observe, for future reference, that if θ is as in (57) the functional F∞ defined
in (10) takes the form
(59) F∞(θ) = max
Qi∈Qs
sup
x∈Ω∩Qi
1
α2i
(
π
∫
S1
√〈A(x)y, y〉 dνi(y))2 .
Proposition 12. Let θ ∈ V1(Ω) be a varifold fitted to Qs. Then there exists a
sequence of continua ΣL ⊂ Ω such that (25) holds true,
(60) lim
L→∞
H1(ΣL)
L
= 1,
and
(61) lim sup
L→∞
L2
λA1 (Ω \ ΣL)
≤ F∞(θ).
Proof. We keep for θ the same notation as in Definition 11 (in particular (57) and
(58)), and fix a number η > 1. By replacing s with s/2n for some large n ≥ 1 and
relabelling the αis (thus keeping ν fitted to Qs), we may assume that s is so small
that the following two conditions hold:
(C1) no connected component of ∂Ω is strictly contained in any square Qi ∈ Qs;
(C2) for every square Qi ∈ Qs, there exists a positive definite matrix Mi such
that
(62) 〈A(x)y, y〉 ≥ 1
η
〈Miy, y〉 ∀x ∈ Ω ∩Qi, ∀y ∈ S1.
Condition C1 holds, for s small enough, since ∂Ω, being Lipschitz, has finitely many
connected components whose diameters have a positive lower bound. On the other
hand, C2 is guaranteed, for small s, by the uniform continuity of the function A(x)
(one can set e.g. Mi = A(xi), for some xi ∈ Ω ∩Qi).
The sets ΣL we want to construct will be obtained as a patchwork of sets Σ
i
ℓ, one
for each square Qi ∈ Qs, obtained from Proposition 10. More precisely, for every
square Qi ∈ Qs we apply Proposition 10 when the square Q = Qi, the measure
ν = νi and the matrix M =Mi. This yields, for large enough ℓ, sets Σ
i
ℓ such that:
(i) ∂Qi ⊂ Σiℓ and H1(Σiℓ) ∼ ℓ as ℓ→∞;
(ii) lim sup
ℓ→∞
ℓ2
λMi1 (Qi \ Σiℓ)
≤ s
4(
π
∫
S1
√〈Miy, y〉dνi(y))2 ;
(iii) for every ϕ ∈ C(Qi × S1) with ϕ(x, y) = ϕ(x,−y),
(63) lim
ℓ→∞
1
H1(Σiℓ)
∫
Σi
ℓ
ϕ(x, ξiℓ(x)) dH1(x) =
1
|Qi|
∫
Qi
∫
S1
ϕ(x, y) dνi(y) dx
where ξiℓ is any measurable selection of the unit normal to Σ
i
ℓ.
Observe that the domain Ω plays no role in this construction, and this is natural
for those squares Qi ∈ Qs such that Qi ⊂ Ω. If, however, Qi ∈ Qs is such that
Qi ∩ ∂Ω 6= ∅, the weak-* convergence in (iii) (that occurs in the whole Qi × S1)
can still be localized to Ω ∩Qi × S1. More precisely, since ∂(Ω ∩ Qi) has null
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Lebesgue measure, and the limit measure |Qi|−1χQi⊗νi does not charge the cylinder
∂(Ω ∩Qi)× S1, from (63) we infer that
(64) lim
ℓ→∞
1
H1(Σiℓ)
∫
Ω∩Σi
ℓ
ϕ(x, ξiℓ(x)) dH1(x) =
1
|Qi|
∫
Ω∩Qi
∫
S1
ϕ(x, y) dνi(y) dx,
for every ϕ ∈ C(Ω ∩Qi × S1) with ϕ(x, y) = ϕ(x,−y) (in the first integral, a
localization to Qi is implicit since Σ
i
ℓ ⊂ Qi by assumption). In particular, testing
with ϕ ≡ 1, we find
lim
ℓ→∞
H1(Ω ∩ Σiℓ)
H1(Σiℓ)
=
|Ω ∩Qi|
|Qi|
i.e., using the second property in (i) above,
(65) lim
ℓ→∞
H1(Ω ∩ Σiℓ)
ℓ
=
|Ω ∩Qi|
|Qi|
(when Qi ⊂ Ω this is obvious since, in this case, it is contained in (i) above).
In (57) we may assume that αi > 0 for all i, since if αi = 0 for some i then the
right-hand side of (61) is +∞. Then, for large L we can define the sets
(66) ΣL := (∂Ω) ∪
( ⋃
Qi∈Qs
Σis2αiL ∩ Ω
)
,
where Σis2αiL denotes the set Σ
i
ℓ defined above, when ℓ = s
2αiL (recall that s
2 =
|Qi|, the area of Qi).
Some remarks are in order. First, since each set Σis2αiL is connected and covers
∂Qi, building on (C1) above one can check that ΣL is connected (to this purpose,
the fact that ΣL ⊃ ∂Ω is essential). Then, setting ℓ = s2αiL in (65) we obtain
(67) lim
L→∞
H1(Ω ∩Σis2αiL)
L
=
s2αi|Ω ∩Qi|
|Qi| = αi|Ω ∩Qi| ∀Qi ∈ Qs.
Now, observing that H1(∂Ω) is finite, and that the sets Σis2αiL are pairwise disjoint,
except for their overlapping along
⋃
∂Qi whose total length is independent of L,
from (66) and (67) we obtain
(68) lim
L→∞
H1(ΣL)
L
=
∑
Qi∈Qs
lim
L→∞
H1(Ω ∩ Σis2αiL)
L
=
∑
Qi∈Qs
αi|Ω ∩Qi| = 1
according to (58). Along the same lines, given ϕ ∈ C(Ω × S1) with ϕ(x, y) =
ϕ(x,−y), denoting by ξL the unit normal to ΣL, we may split
lim
L→∞
1
H1(ΣL)
∫
ΣL
ϕ(x, ξL(x)) dH1(x)
=
∑
Qi∈Qs
lim
L→∞
H1(Σis2αiL)
H1(ΣL) ·
1
H1(Σis2αiL)
∫
Ω∩Σi
s2αiL
ϕ(x, ξiℓ(x)) dH1(x).
(69)
Now for every Qi ∈ Qs, using (68) and condition (i) above with ℓ = s2αiL, we have
lim
L→∞
H1(Σis2αiL)
H1(ΣL) = s
2αi,
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while putting ℓ = s2αiL in (64) gives
lim
L→∞
1
H1(Σis2αiL)
∫
Ω∩Σi
s2αiL
ϕ(x, ξiℓ(x)) dH1(x) =
1
|Qi|
∫
Ω∩Qi
∫
S1
ϕ(x, y) dνi(y) dx.
Plugging the last two limits into (69), since s2 = |Qi| we obtain
(70) lim
L→∞
1
H1(ΣL)
∫
ΣL
ϕ(x, ξL(x)) dH1(x) =
∑
Qi∈Qs
αi
∫
Ω∩Qi
∫
S1
ϕ(x, y) dνi(y) dx,
that is (25), due to the structure of θ as established in (57).
Finally, to prove (61), observe that every connected component of Ω \ ΣL is
contained inside some square Qj ∈ Qs and moreover, by construction, ΣL ⊃ ∂(Ω∩
Qi) for every square Qi ∈ Qs. As a consequence, we have
λA1 (Ω \ ΣL) = min
Qi∈Qs
λA1 ((Ω ∩Qi) \ ΣL) = min
Qi∈Qs
λA1 ((Ω ∩Qi) \ Σis2αiL)
≥η−1 min
Qi∈Qs
λMi1 ((Ω ∩Qi) \ Σis2αiL) ≥ η−1 minQi∈Qs λ
Mi
1 (Qi \ Σis2αiL)
(the last two inequalities follow from (62) and monotonicity of λ1 with respect to set
inclusion, respectively: observe that, since Mi is a constant matrix, the eigenvalue
λMi1 (Qi \ Σis2αiL) makes sense for every Qi, while λA1 (Qi \ Σis2αiL) would make no
sense if Qi ∩ ∂Ω 6= ∅, since A(x) is defined only for x ∈ Ω). Passing to reciprocals,
swapping lim sup and max, and using (ii) with ℓ = s2αiL, we obtain
lim sup
L→∞
L2
λA1 (Ω \ ΣL)
≤ η lim sup
L→∞
(
max
Qi∈Qs
L2
λMi1 (Qi \ Σis2αiL)
)
≤ η max
Qi∈Qs
(
lim sup
L→∞
L2
λMi1 (Qi \ Σis2αiL)
)
≤ η
s4α2i
max
Qi∈Qs
s4(
π
∫
S1
√〈Miy, y〉 dνi(y))2 ≤ ηF∞(θ),
having used (59) in the last passage. This proves (61) up to the multiplicative
constant η > 1 which, being arbitrary, can easily be remove by a diagonal argument,
as in the final part of the proof of Proposition 10. 
The passage to general ν is standard: by the classical Γ-convergence theory the
Γ-limsup inequality for every varifolds in V1(Ω) holds if one proves the density in
energy of those varifold considered in (57) in the space of all varifolds V1(Ω).
Lemma 13 (renormalization). For some a > 0, let p : [a,∞)→ R+ be a function
such that p(L) ∼ L as L→∞. Then, for some b > 0, there exists another function
q : [b,∞)→ [a,∞) such that
p(q(L)) ≤ L ∀L ≥ b, and p(q(L)) ∼ L as L→∞.
Proof. For large L define the set E(L) := {x ≥ a | p(x) ≤ L}, and let s(L) :=
supE(L). Since p(L) ∼ L as L → ∞, one can easily check that also s(L) ∼ L as
L→∞. Then, any function q(L) satisfying
q(L) ∈ E(L) and s(L)− 1 < q(L) < s(L) (for every L large enough)
will satisfy the claim of the Lemma, since clearly q(L) ∼ s(L) ∼ L as L→∞, while
q(L) ∈ E(L) guarantees that p(q(L)) ≤ L. 
WHERE BEST TO PLACE A DIRICHLET CONDITION 19
Remark 14. Using the previous lemma, one can strengthen the claim of Proposi-
tion 12 with the additional requirement that
(71) H1(ΣL) ≤ L, that is, ΣL ∈ AL(Ω).
Indeed, it suffices to apply the lemma to the function p(L) := H1(ΣL), where
the sets ΣL are those initially yielded by Proposition 12 (note that p(L) ∼ L
by (60)). Then, one can define the new sets Σ′L := Σq(L), thus gaining that
H1(Σ′L) = p(q(L)) ≤ L while keeping H1(Σ′L) ∼ L. Then, replacing each ΣL
with the corresponding Σ′L proves the claim.
Proposition 15 (Γ-limsup inequality). For every varifold θ ∈ V1(Ω), there exists
a sequence of varifolds {θL} ⊂ V1(Ω) such that θL ⇀ θ and, moreover,
(72) lim sup
L→∞
FL(θL) ≤ F∞(θ).
Proof. Given θ ∈ V1(Ω), if θ is fitted to Qs for some s > 0, then the claim follows
from Proposition 12, strengthened according to (71). Indeed, in this case, is suffices
to define θL as the varifold associated with the set ΣL, so that the left hand side
of (72) coincides with that of (61) (the fact that θL ⇀ θ follows from (70)).
Then, by well known properties of Γ-convergence, it suffices to prove that the
class of varifolds fitted to Qs (for some s > 0) is dense in energy. More precisely, it
suffices to prove that for every varifold θ ∈ V1(Ω) there exist varifolds θL ∈ V1(Ω),
each fitted to Qs for some s > 0 that may depend on L, such that
(73) θL ⇀ θ in V1(Ω), as L→∞
and, at the same time,
(74) lim sup
L→∞
F∞(θL) ≤ F∞(θ).
Now fix an arbitrary L > 0, set e.g. s = 1/L, and consider the family of squares
Qs as in Definition 11. The main idea is to define θL, fitted to Qs, by averaging θ
over a partition of Ω essentially based on Qs. Observe that the open squares in Qs
cover Ω only up to a set C of measure zero, while the measure θ may well charge
the set C × S1. We overcome this difficulty by choosing intermediate Borel sets Ωi
such that
Ω ∩Qi ⊆ Ωi ⊆ Ω ∩Qi, Ω =
⋃
i
Ωi, Ωi ∩Ωj = ∅ ∀i 6= j
(the actual choice of the Ωis is irrelevant) and define
θL :=
∑
Qi∈Qs
αiχΩ∩Qi ⊗ νi,
where the constants αi and the probability measures νi are given by
αi :=
θ(Ωi × S1)
|Ωi| and νi(E) :=
θ(Ωi × E)
θ(Ωi × S1) (for every Borel set E ⊆ S
1).
It is clear that θL is a varifold fitted to Qs (note that (58) is satisfied, since Ωi is
equivalent to Ω ∩ Qi up to a Lebesgue-negligible set). This definition makes sense
only if θ(Ωi × S1) > 0 for every i: on the other hand, if θ(Ωi × S1) = 0 for some
i, then αi = 0 and νi becomes irrelevant (for definiteness, one can define νi as any
probability measure). Observe that, in this case, one has F∞(θ) = +∞, and (74)
becomes trivial, regardless of θL.
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The measure θL so defined is a discretization of θ over Qs, and in concrete terms
its action on a Borel function ϕ(x, y) ≥ 0 is given by∫
Ω×S1
ϕ(x, y) dθL(x, y) =
∑
Qi∈Qs
1
|Ωi|
∫
Ω∩Qi
(∫
Ωi×S1
ϕ(x, y) dθ(z, y)
)
dx
It is routine to check that (73) holds: e.g., the Wasserstein distance (see [3])
W 1(θ, θL) does not exceed
√
2/L, the diameter of each Qi. As a consequence,
we only focus on (74) (assuming all αi > 0, otherwise (74) is trivial as already
observed).
Now let θ = µ⊗ νx be the disintegration of θ (as discussed in Definition 2), and
let f ∈ L1(Ω) be the density of µ with respect to the Lebesgue measure (clearly,
µ ≥ f as measures). For every Qi ∈ Qs, and for every x ∈ Ω ∩Qi, we have
παi
∫
S1
√
〈A(x)y, y〉 dνi(y) = π|Ωi|
∫
Ωi×S1
√
〈A(x)y, y〉 dθ(z, y)
=
π
|Ωi|
∫
Ωi
(∫
S1
√
〈A(x)y, y〉 dνz(y)
)
dµ(z)
≥ π|Ωi|
∫
Ωi
(∫
S1
√
〈A(x)y, y〉 dνz(y)
)
f(z) dz.
Now, for every small ε > 0, since the matrices A(x) are uniformly continuous and
positive definite over Ω, if L is large enough (and consequently the side length
s = 1/L of every Qj ∈ Qs is small enough) we have
x, z ∈ Ωi ⇒
√
〈A(x)y, y〉 ≥ (1− ε)
√
〈A(z)y, y〉 ∀y ∈ S1.
This allows us to replace, up to a factor 1 − ε, A(x) with A(z) in the previous
estimate: thus, recalling (10), we obtain
παi
∫
S1
√
〈A(x)y, y〉 dνi(y) ≥ (1 − ε)π|Ωi|
∫
Ωi
f(z)
(∫
S1
√
〈A(z)y, y〉 dνz(y)
)
dz
≥(1− ε)π ess inf
z∈Ω
(
f(z)
∫
S1
√
〈A(z)y, y〉dνz(y)
)
=
1− ε√
F∞(θ)
,
valid for L large enough (depending only on ε). Squaring and passing to reciprocals,
the arbitrariness of x gives
ess sup
x∈Ω∩Qi
1
π2α2i
(∫
S1
√〈A(x)y, y〉 dνi(y))2 ≤
F∞(θ)
(1− ε)2 , ∀Qi ∈ Qs.
Taking the maximum overQi and using (59), one obtains (72) up to a multiplicative
factor (1 − ε)−2, which can then removed by the usual diagonal argument. 
5. Proofs of the main results
We are in a position to prove all the results stated in the introduction.
Proof of Theorem 3. The claim follows immediately as a consequence of Proposi-
tion 9 combined with Proposition 15. 
Proof of Theorem 4. Consider a generic varifold θ ∈ V1(Ω), disintegrated as θ =
µ ⊗ νx as in Definition 2. A look at (10) reveals that the following conditions are
in any case necessary, for θ to be a (candidate) minimizer of F∞:
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(a) the density fµ must satisfy fµ(x) > 0 for a.e. x ∈ Ω, otherwise the denom-
inator in (10) vanishes on a set of positive measure, and F∞(θ) = +∞;
(b) the first marginal µ ∈ P(Ω) must be absolutely continuous w.r.to the
Lebesgue measure, i.e. µ = fµ(x) dx, in such a way that
∫
Ω fµ = 1: other-
wise, the varifold θ̂ := f̂(x)⊗ νx, where f̂ := fµ/‖fµ‖L1 is the renormaliza-
tion of fµ, would be such that F∞(θ̂) < F∞(θ);
(c) for a.e. x ∈ Ω, the measure νx ∈ P(S1) must be supported on a set of
normalized eigenvectors of A(x) relative to its largest eigenvalue σmax(x).
Indeed, for any probability measure ν ∈ P(S1) one has the double inequality
(75)
√
σmin(x) ≤
∫
S1
√
〈A(x)y, y〉 dν(y) ≤
√
σmax(x),
where σmin(x) is the smallest eigenvalue of A(x). If σmin(x) = σmax(x),
i.e. if A(x) is a multiple of the identity matrix, then both inequalities are
in fact equalities, and in this case the condition that νx be supported on
a set of eigenvectors relative to σmax(x) is trivial, since any y ∈ S1 is such
an eigenvector. On the other hand, if σmin(x) < σmax(x) (i.e. if A(x) is
anisotropic) then the second inequality in (75) becomes an equality only
when the measure ν is supported in {ξ,−ξ}, where ξ ∈ S1 is such that
A(x)ξ = σmax(x)ξ (this eigenvector is now unique up to the orientation,
and this completely determines ν as a probability measure on the projective
space). In order to minimize the essential supremum in (10), it is necessary
that the second inequality in (75) becomes an equality for a.e. x ∈ Ω: this
is the claimed condition on the support of νx.
Thus, in the light of these necessary conditions, any candidate minimizer has the
form θ = fµ(x) dx ⊗ νx, with fµ > 0 such that
∫
Ω fµ = 1 and the νx as in (c). For
any such varifold θ, from (10) we find
F∞(θ) =
1
π2
ess sup
x∈Ω
1(
fµ(x)
√
σmax(x)
)2 = 1π2 ess supx∈Ω 1fµ(x)2σmax(x) ,
and by Cauchy-Schwarz it is immediate to check that the only optimal choice for
fµ(x), under the constraints fµ > 0 and
∫
Ω fµ = 1, is that in (11).
Combining with condition (b) above, we see that the first marginal µ of any
minimizer is necessarily given by f∞(x) dx. If, moreover, A(x) is purely anisotropic,
condition (c) forces the measures νx to be uniquely determined (as measures on the
projective space): as a consequence, the minimizer θ is uniquely determined as an
element of V1(Ω). 
Proof of Theorem 6. By Corollary 5, up to a subsequence (not relabelled) we have
θΣL ⇀ θ∞ in V1(Ω), where θ∞ is an absolute minimizer of F∞. Recalling (8), this
means that
(76) lim
L→∞
∫
Ω×S1
ϕ(x, y) dθΣL =
∫
Ω×S1
ϕ(x, y) dθ∞ ∀ϕ ∈ Csym(Ω× S1).
Moreover, by the last part of Theorem 4, the first marginal µ of θ∞ is uniquely
determined as a probability measure over Ω: it is the absolutely continuous measure
with density f∞(x) defined in (11). Now fix a square Q ⊂ Ω. Since µ is absolutely
continuous w.r.to the Lebesgue measure in Ω and |∂Q| = 0, we have θ∞(∂Q×S1) =
0, that is, the measure θ does not charge the set (∂Q)×S1. This set is the boundary
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(relative to Ω × S1) of the cylinder Q × S1: therefore, from standard results in
measure theory, the weak convergence in (76) can be localized to the cylinder
Q× S1, that is, we have
lim
L→∞
∫
Q×S1
ϕ(x, y) dθΣL =
∫
Q×S1
ϕ(x, y) dθ∞ ∀ϕ ∈ Csym(Ω× S1).
More explicitly, according to (7) written with ΣL in place of Σ, this means that
lim
L→∞
1
H1(ΣL)
∫
Q∩ΣL
ϕ(x, ξΣL (x)) dH1(x) =
∫
Q
(∫
S1
ϕ(x, y) dνx(y)
)
f∞(x) dx,
having used the slicing θ∞ = f∞(x)dx ⊗ νx, provided by Theorem 4, in the right
hand side. In particular, (12) follows if we choose ϕ ≡ 1.
Similarly, choosing ϕ(x, y) = ψ(y) where ψ ∈ C(S1) satisfies ψ(−y) = ψ(y), we
have
lim
L→∞
1
H1(ΣL)
∫
Q∩ΣL
ψ(ξΣL(x)) dH1(x) =
∫
Q
(∫
S1
ψ(y) dνx(y)
)
f∞(x) dx.
If Q is contained in the anisotropy region where σmin(x) < σmax(x), then by The-
orem 4 for a.e. x ∈ Q the probability measure νx is supported on the set {ξ(x),
−ξ(x)}, where ξ(x) is the eigenvector of A(x) relative to its largest eigenvalue
σmax(x). Therefore, since ψ(y) = ψ(−y), the last equation simplifies to
lim
L→∞
1
H1(ΣL)
∫
Q∩ΣL
ψ(ξΣL(x)) dH1(x) =
∫
Q
ψ
(
ξ(x)
)
f∞(x) dx.
If we multiply and divide the left hand side by H1(Q∩ΣL), then (13) follows, using
(12).
Finally, using the explicit structure of the minimizers θ∞ provided by Theorem 4,
from (11) we find
min
θ∈V1(Ω)
F∞(θ) = F∞(θ∞) =
(∫
Ω 1/
√
σmax(x)dx
)2
π2
.
Then (14) follows immediately, from basic Γ-convergence theory. 
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