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A MIXED METHOD FOR TIME-TRANSIENT ACOUSTIC WAVE
PROPAGATION IN METAMATERIALS
JEONGHUN J. LEE
Abstract. In this paper we develop a finite element method for acoustic wave
propagation in Drude-type metamaterials. The governing equation is written
as a symmetrizable hyperbolic system with auxiliary variables. The standard
mixed finite elements and discontinuous finite elements are used for spatial
discretization, and the Crank–Nicolson scheme is used for time discretization.
The a priori error analysis of fully discrete scheme is carried out in details.
Numerical experiments illustrating the theoretical results and metamaterial
wave propagation, are included.
1. Introduction
Metamaterials usually mean the materials with artificial micro/nano-scale struc-
tures which show unconventional macro-scale material properties which are not
observed in natural materials. The unconventional material properties of meta-
materials have many potential applications in wave propagation. For example,
cloaking devices, which hide internal objects from external detection using wave
refection, can be made by an appropriate design of metamaterial device. Therefore
devising metamaterials and its numerical simulations are research topics of great
interest nowadays.
There are three major classes of metamaterials, which are for acoustic, elec-
tromagnetic, and elastodynamic wave propagation. In this paper we only con-
sider acoustic wave propagation in metamaterials. In time-harmonic cases some of
these wave propagation equations coincide under special circumstances but they
are all different in time transient wave propagation. For the theory of electro-
magnetic metamaterials and time-domain finite element methods we refer to, e.g.,
[9, 11, 12, 19] and the references in [10] for more comprehensive list of previous
studies. There are also previous studies on elastodynamic metamaterials in, e.g.,
[13, 14, 17].
To the best of our knowledge there are very limited number of previous studies
on numerical methods for time transient acoustic wave propagation in metamateri-
als. In [3] some acoustic metamaterial models, the acoustic counterpart of doubly
negative index materials in electromagnetics [12, 19], are studied. In the paper
the authors proposed a form of symmetrizable hyperbolic system as the governing
equations of acoustic wave propagation in metamaterials. In addition, they proved
existence of weak solutions and showed numerical experiments with the finite dif-
ference method.
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In this paper we develop a finite element method for the system proposed in
[3] and prove the a priori error analysis. For spatial discretization we use the
mixed finite element for the Poisson equation and some discontinuous finite element
spaces. To circumvent lower convergence rate of the pressure variable in some mixed
finite element pairs, we propose a novel local post-processing which gives numerical
pressure with higher order approximation properties (See Subsection 3.3).
The paper is organized as follows. In Section 2 we first introduce symbols and
notation in the paper, and then present the governing equations for the acoustic
wave propagation in metamaterials as well as the energy estimate. In Section 3
we introduce finite element discretization for the system and prove the a priori
error analysis. In particular, we show that a local post-processing for the pressure
variable can be used to obtain a numerical pressure which has better approximation
property than the original numerical pressure. In Section 4 we present the results
of numerical experiments which illustrate our theoretical results and exotic wave
propagation in metamaterials.
2. Preliminaries
2.1. Notation. Let Ω ⊂ Rd, d = 2 or 3, be a polygonal/polyhedral domain with
Lipschitz boundary. Throughout this paper we assume that Th is a triangulation
of Ω without hanging nodes.
We use Lr(Ω) to denote the Lebesgue space with the norm
‖v‖Lr=
{(∫
Ω
|v|r dx)1/r , if 1 ≤ r <∞,
esssupx∈Ω{|v(x)|}, if r =∞.
For a domain D ⊂ Ω, L2(D) and L2(D;Rd) be the sets of R- and Rd-valued square
integrable functions with inner products (v, v′)D :=
∫
D
vv′ dx and (v,v′)D :=
∫
D
v ·
v′ dx. We will use (·, ·) instead of (·, ·)D if D = Ω. For an integer l ≥ 0 Pl(D) and
Pl(D;Rd) are the spaces of R- and Rd-valued polynomials of degree ≤ l on D.
In the paper Hs(D), s ≥ 0, denotes the Sobolev space based on the L2-norm
with s-differentiability on the domain D. We refer to [7] for a rigorous definition of
this space. The norm on Hs(D) is denoted by ‖·‖s,D and D is omitted if D = Ω. If
ρ is a nonnegative function in L∞(Ω), then ‖v‖ρ and ‖v‖ρ denotes the ρ-weighted
L2-norms
(∫
Ω
ρ|v|2 dx)1/2 and (∫
Ω
ρv · v dx)1/2.
For T > 0 and a separable Hilbert space X, let C0([0, T ];X) denote the set of
functions f : [0, T ]→ X that are continuous in t ∈ [0, T ]. For an integer m ≥ 1, we
define
Cm([0, T ];X) = {f | ∂if/∂ti ∈ C0([0, T ];X), 0 ≤ i ≤ m},
where ∂if/∂ti is the i-th time derivative in the sense of the Fre´chet derivative in
X (cf. [20]). For a function f : [0, T ]→ X, the Bochner norm is defined as
‖f‖Lr(0,T ;X)=

(∫ T
0
‖f(s)‖rXds
)1/r
, 1 ≤ r <∞,
esssupt∈(0,T )‖f(t)‖X , r =∞.
We define W k,r(0, T ;X) for a non-negative integer k and 1 ≤ r ≤ ∞ as the closure
of Ck([0, T ];X) with the norm ‖f‖Wk,r(0,T ;X)=
∑k
i=0‖∂if/∂ti‖Lr(0,T ;X). The semi-
norm ‖f‖W˙k,r(0,T ;X) is defined by ‖f‖W˙k,r(0,T ;X)= ‖∂kf/∂tk‖Lr(0,T ;X).
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Finally, for a normed space X with its norm ‖·‖X and functions f1, f2 ∈ X,
‖f1, f2‖X will be used to denote ‖f1‖X+‖f2‖X , and ‖f1, f2, f3‖X is defined simi-
larly.
2.2. A metamaterial model of acoustic wave propagation. A system of equa-
tions for the acoustic wave propagation with velocity and pressure unknowns is
ρ
∂v
∂t
+ grad p = f ,
κ−1
∂p
∂t
+ div v = g
with the density ρ and the bulk modulus κ. In conventional material models the
coefficients ρ and κ are fixed uniformly positive functions in Ω. In this paper we are
interested in metamaterial models such that ρ and κ−1 are frequency-dependent,
more precisely, the temporal Fourier transform of the equations with frequency ω
satisfy
iωρˆ(ω)vˆ(ω) + grad pˆ(ω) = fˆ(ω),
iωκˆ−1(ω)pˆ(ω) + div vˆ(ω) = gˆ(ω)
with
ρˆ(ω) = ρa
(
1− Ω
2
ρ
ω2 − ω2ρ
)
κˆ−1(ω) = κ−1a
(
1− Ω
2
κ
ω2 − ω2κ − iγω
)
, γ ≥ 0
where ρa, κa > 0 are functions in Ω with uniform positive lower bounds, Ωρ ≥ 0,
Ωκ ≥ 0 are functions in Ω, ωρ > 0, ωκ > 0, γ ≥ 0 are constants in Ω, and vˆ, pˆ, fˆ ,
gˆ are the temporal Fourier transforms of v, p, f , g, respectively.
To obtain a system of time-dependent equations we introduce new variables u,
w, q, r satisfying
iωvˆ(ω) = (ω2 − ω2ρ)uˆ(ω), iωwˆ(ω) = uˆ(ω),
iωpˆ(ω) = (ω2κ + iγω − ω2)qˆ(ω), iωrˆ(ω) = qˆ(ω).
The system of time-dependent equations are
ρa
∂v
∂t
+ grad p+ ρaΩ
2
ρu = f ,(2.1a)
κ−1a
∂p
∂t
+ div v + κ−1a Ω
2
κq = g,(2.1b)
∂u
∂t
− v + ω2ρw = 0,(2.1c)
∂w
∂t
− u = 0,(2.1d)
∂q
∂t
− p+ γq + ω2κr = 0,(2.1e)
∂r
∂t
− q = 0.(2.1f)
We assume that the material of wave propagation in Ω consists of a conventional
positive index material (PIM) on a subdomain ΩP ⊂ Ω and a negative index mate-
rial (NIM) on Ω\ΩP . The PIM and NIM materials are mathematically modeled by
the values of Ωρ and Ωκ, i.e., Ωρ = Ωκ = 0 on ΩP and Ωρ,Ωκ > 0 on Ω \ΩP . Note
that the first two equations in (2.1) are decoupled from the other equations on the
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domain ΩP because Ωρ = Ωκ = 0 on ΩP . From this observation we may develop
numerical methods which solve different sets of equations on the PIM and NIM
domains. However, we will focus on a monolithic numerical method for the system
because monolithic approaches can cover problems with varying interfaces between
PIM and NIM in a unified manner. They can be used for shape optimization
problems for metamaterial device design, which is our future research interest.
For boundary conditions of (2.1) let ΓD, ΓN be the subsets of ∂Ω such that
ΓD ∩ ΓN = ∅, ΓD ∪ ΓN = ∂Ω. Then imposed boundary conditions are
p(t) = pD(t) on ΓD, v(t) · n = vN (t) on ΓN(2.2)
with given functions pD on (0, T ]× ΓD and vN on (0, T ]× ΓN , where n is the unit
outward normal vector field on ΓN .
To write a variational form of the system let us define function spaces
W = L2(Ω;Rd), Q = L2(Ω), V = {v ∈W : div v ∈ L2(Ω)}
where div v is defined in the sense of distributions. For future reference we define
X := V × Q ×W ×W × Q × Q with the norm induced by the L2 norms of the
function spaces. We also define ρu, ρw, ρq, ρr to denote (nonnegative) weights
ρu = ρaΩ
2
ρ, ρw = ρaω
2
ρΩ
2
ρ, ρq = κ
−1
a Ω
2
κ, ρr = κ
−1
a ω
2
κΩ
2
κ
in the rest of this paper.
For well-posedness of (2.1) we recall the following result from [3, Theorem 3.1].
Theorem 2.1. For (2.1) suppose that initial data (v(0), p(0),u(0),w(0), q(0), r(0)) ∈
X satisfy v(0),u(0),w(0) ∈ H1(Ω;Rd), p(0), q(0), r(0) ∈ H1(Ω). In addition, sup-
pose that f ∈ C1([0, T ];W ), g ∈ C1([0, T ];Q) hold. Then there exists a unique
solution
(v, p,u,w, q, r) ∈ C1([0, T ];X ) ∩ C0([0, T ];X )(2.3)
for the given initial data and f , g.
For finite element discretization we need to consider a variational form of (2.1).
For simplicity of presentation we assume the homogeneous boundary condition
p(t) = 0 on ∂Ω(2.4)
for all t ∈ (0, T ].
For simplicity of presentation we will use v˙ instead of ∂v/∂t in the rest of paper.
Definition 2.2. For f ∈ L1((0, T );W ), g ∈ L1((0, T );Q), we say (v, p,u,w, q, r) ∈
H1([0, T ],X ) ∩ L2((0, T );X ) a weak solution of (2.1) if it satisfies
(ρav˙,v
′)− (p, div v′) + (ρuu,v′) = (f ,v′) ,(2.5a) (
κ−1a p˙, p
′)+ (div v, p′) + (ρqq, p′) = (g, p′) ,(2.5b)
(u˙,u′)− (v,u′) + (ω2ρw,u′) = 0,(2.5c)
(w˙,w′)− (u,w′) = 0,(2.5d)
(q˙, q′)− (p, q′) + (γq, q′) + (ω2κr, q′) = 0,(2.5e)
(r˙, r′)− (q, r′) = 0(2.5f)
for (v′, p′,u′,w′, q′, r′) ∈ X and for almost every t ∈ (0, T ).
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One can easily check by the integration by parts that the solution in Theorem 2.1
with the boundary condition (2.4) is a weak solution satisfying (2.5).
We remark that the above variational form can cover general boundary con-
ditions with some necessary modifications. For the boundary condition (2.2) we
replace V by
V N = {v ∈W : div v ∈ L2(Ω),v · n = vN on ΓN}
and replace (2.5a) by
(ρav˙,v
′)− (p,div v′) + (ρuu,v′) = (f ,v′)−
∫
ΓD
pDv
′ · n ds
for the test function v′ in V 0N := {v ∈W : div v ∈ L2(Ω),v · n = 0 on ΓN}.
Theorem 2.3. If (v, p,u,w, q, r) is a solution of (2.1) satisfying (2.3), then
(2.6) ‖v, p,u,w, q, r‖L∞((0,T );X )
≤ C1‖v(0), p(0),u(0),w(0), q(0), r(0)‖X+C2‖f , g‖L1((0,T );W×Q)
holds with C2 which may depend on T . Moreover, if we define
E0(t)
2 = ‖u(t)‖2ρu+‖v(t)‖2ρa+‖w(t)‖2ρw+‖p(t)‖2κ−1a +‖q(t)‖
2
ρq+‖r(t)‖2ρr(2.7)
with the weighted (semi)-norm ‖·‖ρ, ρ = ρu, ρa, ρw, κ−1a , ρq, ρr, then
E0(t) ≤ E0(0) + C
∫ t
0
(‖f(s)‖0+‖g(s)‖0) ds.(2.8)
with C > 0 depending only on ‖ρ−1a ‖L∞ and ‖κa‖L∞ .
Proof. Recall that (v, p,u,w, q, r) satisfies (2.5). If we choose (v′, p′,u′,w′, q′, r′) =
(v, p,u,w, q, r) in (2.5) and add all the equations, then we get
1
2
d
dt
(
‖u‖20+‖v‖2ρa+‖w‖20+‖p‖2κ−1a +‖q‖
2
0+‖r‖20
)
+ (γq, q)(2.9)
+ ((ρu − 1)u,v) + ((ρq − 1)q, p)
+
(
(ω2ρ − 1)w,u
)
+
(
(ω2κ − 1)r, q
)
= (f ,v) + (g, p) .
Let E1(t)
2 = ‖u(t)‖20+‖v(t)‖2ρa+‖w(t)‖20+‖p(t)‖2κ−1a +‖q(t)‖
2
0+‖r(t)‖20. The Cauchy–
Schwarz inequality with the above identity gives
d
dt
E1(t)
2 ≤ CE1(t)2 + (‖f(t)‖0+‖g(t)‖0)E1(t)
with C depending on ρu, ρq, ωρ, ωκ. By Gronwall lemma one can obtain
E1(t) ≤ E1(0) + C(t)
∫ t
0
(‖f(s)‖0+‖g(s)‖0) ds.
Then (2.6) follows from the equivalence of√
E1(t) and ‖(u(t),v(t),w(t), p(t), q(t), r(t))‖X .
To prove (2.8) we choose (v′, p′,u′,w′, q′, r′) = (v, p, ρuu, ρww, ρqq, ρrr) in (2.5)
and add all the equations. Then we get
1
2
d
dt
E0(t)
2 + (γρqq, q) = (f ,v) + (g, p) .
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If E0(t) ≤ E0(0), then there is nothing to prove, so we assume E0(t) > E0(0)
and will prove (2.8) in the rest of the proof.
First, we prove (2.8) assuming that E0(t) = esssups∈[0,t]E0(s). Since (γρqq, q) ≥
0, integration of the above identity from 0 to t gives
E0(t)
2 − E0(0)2 ≤ 2 max{‖ρ−1a ‖L∞ , ‖κa‖L∞}
∫ t
0
(‖f(s)‖0+‖g(s)‖0)E0(s) ds
≤ 2 max{‖ρ−1a ‖L∞ , ‖κa‖L∞}
∫ t
0
(‖f(s)‖0+‖g(s)‖0) dsE0(t).
Then
E0(t) ≤ E0(0)
2
E0(t)
+ 2 max{‖ρ−1a ‖L∞ , ‖κa‖L∞}
∫ t
0
(‖f(s)‖0+‖g‖0) ds
≤ E0(0) + 2 max{‖ρ−1a ‖L∞ , ‖κa‖L∞}
∫ t
0
(‖f(s)‖0+‖g‖0) ds(2.10)
which proves (2.8).
If 0 < E0(t) < esssups∈[0,t]E0(s), then there exists 0 ≤ t0 < t such that
E0(t0) = esssups∈[0,t0]E0(s) and E0(t) < E0(t0). By the same argument as above,
we can obtain the inequality (2.10) for E0(t0). Then
E0(t) < E0(t0) ≤ E0(0) + 2 max{‖ρ−1a ‖L∞ , ‖κa‖L∞}
∫ t0
0
(‖f(s)‖0+‖g(s)‖0) ds
≤ E0(0) + 2 max{‖ρ−1a ‖L∞ , ‖κa‖L∞}
∫ t
0
(‖f(s)‖0+‖g(s)‖0) ds,
so (2.8) is proved. 
By observing (2.1a) and (2.1b), the auxiliary variables (u,w, q, r) interact with
(v, p) only on the NIM domain on which Ωρ and Ωκ are strictly positive. In fact,
the physical meaning of (u,w, q, r) on ΩP is not clear, so there is no natural way
to determine the initial data of (u,w, q, r) on ΩP . In the following theorem we
show that (v, p) in (2.5) is independent on the initial data of (u,w, q, r) on ΩP . As
a consequence, any choice of initial data (u,w, q, r) on ΩP is allowed to obtain a
unique (v, p). This argument can be extended to our numerical scheme, so there is
no concern in the choice of numerical initial data of (u,w, q, r) on ΩP .
Theorem 2.4. Given f ∈ L1((0, T );W ), g ∈ L1((0, T );Q), and initial data
U(0) ∈ X , (2.1) has a unique weak solution. In addition, suppose that Ui ∈
H1([0, T ];X ) ∩ L2((0, T );X ), i = 1, 2 are the weak solutions for the two sets of
initial data Ui(0) ∈ X , i = 1, 2. For Ui(t) := (vi(t), pi(t),ui(t),wi(t), qi(t), ri(t))
with i = 1, 2, if
v1(0) = v2(0), p1(0) = p2(0) on Ω,(2.11)
u1(0) = u2(0),w1(0) = w2(0), q1(0) = q2(0), r1(0) = r2(0) on Ω \ ΩP ,(2.12)
then the same identities hold for the weak solutions U1(t), U2(t) for t ∈ (0, T ].
Proof. If Ui, i = 1, 2 are weak solutions for given f , g, and initial data U(0) ∈ X .
Then U1 −U2 is a weak solution for f = 0, g = 0, and zero initial data. Then
U1 = U2 follows by (2.6).
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To prove the second part of the assertion, let Ui, i = 1, 2 be the weak solutions
for the initial data
(vi(0), pi(0),ui(0),wi(0), qi(0), ri(0)), i = 1, 2
satisfying (2.11) and (2.12). Let (v, p,u,w, q, r) be the difference U1 − U2 and
define E0(t) as in (2.7). Then E0(t) satisfies (2.8) with f = 0 and g = 0. Moreover,
E0(0) = 0 because of (2.11), (2.12), so E0(t) = 0 holds for all t ∈ (0, T ] and the
assertion follows. 
3. Finite elements discretization and error analysis
3.1. Finite elements for spatial discretization. Recall that Th is a triangu-
lation of Ω without hanging nodes. In the rest of this paper we assume that the
density functions ρσ with σ = u,w, q, r are in W
1,∞
h (Th) where
W 1,∞h (Th) := {ρ ∈ L2(Ω) : ρ|K∈ L∞(K), grad(ρ|K) ∈ L∞(K;Rd) ∀K ∈ Th}
with the norm ‖ρ‖W 1,∞h := supK∈Th(‖ρ|K‖L∞(K)+‖grad(ρ|K)‖L∞(K)).
Finite element discretization of the first order differential equation form of acous-
tic wave equations, is studied in [8]. We extend the approach in [8] to include the
auxiliary variables. For discretization of (2.5) with finite elements we use finite
element spaces V h ⊂ V , W h ⊂ W , Qh ⊂ Q which are defined below. First,
BDMl(K) for l ≥ 1 and RTNl(K) for l ≥ 0 are defined by
BDMl(K) = {v ∈ Pl(K;Rd)}, RTNl(K) = {v ∈ Pl(K;Rd) + xPl(K)}
where x = (x1, . . . , xd)
T .
In the rest of this paper k ≥ 0 is a fixed integer. For given k ≥ 0 we set Sk(K)
as either BDMk+1(K) or RTNk(K), and define V h as the finite element space
V h = {v ∈ V : v|K∈ Sk(K), K ∈ Th}.(3.1)
By this definition V h is the Brezzi–Douglas–Marini or the Ne´de´lec element of the
second kind if Sk(K) = BDMk+1(K) [6, 16], and is the Raviart–Thomas or the
Ne´de´lec element of the first kind if Sk(K) = RTNk(K) [15, 18]. For the details on
the definition of V h with Sk(K) = BDMk+1(K) or Sk(K) = RTNk(K), we refer
to [5, 4] and the original articles [6, 15, 16, 18]. For W h, let W h(K) be
W h(K) =
{
Pk+1(K;Rd) if Sk(K) = BDMk+1(K),
Pk(K;Rd) if Sk(K) = RTNk(K),
and define W h, Qh as
W h = {v ∈ L2(Ω;Rd) : v|K∈W h(K)},(3.2)
Qh = {q ∈ L2(Ω) : q|K∈ Pk(K)}.(3.3)
Let Xh be V h × Qh ×W h ×W h × Qh × Qh. For f ∈ C0([0, T ];W ), g ∈
C0([0, T ];Q) the semidiscrete problem is to find (vh, ph,uh,wh, qh, rh) ∈ C1((0, T ],Xh)
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which satisfies
(ρav˙h,v
′)− (ph,div v′) + (ρuuh,v′) = (f ,v′) ,(3.4a) (
κ−1a p˙h, p
′)+ (div vh, p′) + (ρqqh, p′) = (g, p′) ,(3.4b)
(u˙h,u
′)− (vh,u′) +
(
ω2ρwh,u
′) = 0,(3.4c)
(w˙h,w
′)− (uh,w′) = 0,(3.4d)
(q˙h, q
′)− (ph, q′) + (γqh, q′) +
(
ω2κrh, q
′) = 0,(3.4e)
(r˙h, r
′)− (qh, r′) = 0(3.4f)
for (v′, p′,u′,w′, q′, r′) ∈ Xh and for all t ∈ (0, T ].
We will not discuss an error analysis for semidiscrete solutions in the paper.
Instead, we will show a detailed error analysis of fully discrete solutions in the
subsection below.
3.2. Error analysis of fully discrete solutions. In this subsection we consider
fully discrete solutions of (3.4) with the Crank–Nicolson scheme and show the a
priori error estimates.
For T > 0 let ∆t = T/N for a natural number N and define {tn}Nn=0 by
tn = n∆t. For a variable σ : [0, T ] → X for a Hilbert space X, we will use σnh
and σn for the numerical solution of σ at tn and σ(tn), respectively. The variable
σ can be u,v,w, p, q, r in the problem. As such, fn and gn will denote f(tn) and
g(tn) for a time-dependent functions f ∈ C0([0, T ];W ) and g ∈ C0([0, T ];Q). For
simplicity we will also use the definitions
∂¯tv
n+ 12 :=
1
∆t
(
vn+1 − vn) , vn+ 12 := 1
2
(
vn + vn+1
)
for any sequence {vn}Nn=0 with the upper index n.
The Crank–Nicolson scheme of (2.5) is the following: For given
Un := (vnh, p
n
h,u
n
h,w
n
h, q
n
h , r
n
h), f
n, fn+1, gn, gn+1,
we find Un+1h := (v
n+1
h , p
n+1
h ,u
n+1
h ,w
n+1
h , q
n+1
h , r
n+1
h ) ∈ Xh such that(
ρa∂¯tv
n+ 12
h ,v
′
)
−
(
p
n+ 12
h ,div v
′
)
+
(
ρuu
n+ 12
h ,v
′
)
=
(
fn+
1
2 ,v′
)
,(3.5a) (
κ−1a ∂¯tp
n+ 12
h , p
′
)
+
(
div v
n+ 12
h , p
′
)
+
(
ρqq
n+ 12
h , p
′
)
=
(
gn+
1
2 , p′
)
,(3.5b) (
∂¯tu
n+ 12
h ,u
′
)
−
(
v
n+ 12
h ,u
′
)
+
(
ω2ρw
n+ 12
h ,u
′
)
= 0,(3.5c) (
∂¯tw
n+ 12
h ,w
′
)
−
(
u
n+ 12
h ,w
′
)
= 0,(3.5d) (
∂¯tq
n+ 12
h , q
′
)
−
(
p
n+ 12
h , q
′
)
+
(
γq
n+ 12
h , q
′
)
+
(
ω2κr
n+ 12
h , q
′
)
= 0,(3.5e) (
∂¯tr
n+ 12
h , r
′
)
−
(
q
n+ 12
h , r
′
)
= 0(3.5f)
for all (v′, p′,u′,w′, q′, r′) ∈ Xh.
For the well-definedness of this fully discrete scheme, we show that Un+1h = 0 if
Unh = 0, f
n = fn+1 = 0, gn = gn+1 = 0.(3.6)
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To show it, assume that (3.6) is true. Then (3.5) becomes
1
∆t
(
ρav
n+1
h ,v
′)− 1
2
(
pn+1h ,div v
′)+ 1
2
(
ρuu
n+1
h ,v
′) = 0,(3.7a)
1
∆t
(
κ−1a p
n+1
h , p
′)+ 1
2
(
div vn+1h , p
′)+ 1
2
(
ρqq
n+1
h , p
′) = 0,(3.7b)
1
∆t
(
un+1h ,u
′)− 1
2
(
vn+1h ,u
′)+ 1
2
(
ω2ρw
n+1
h ,u
′) = 0,(3.7c)
1
∆t
(
wn+1h ,w
′)− 1
2
(
un+1h ,w
′) = 0,(3.7d)
1
∆t
(
qn+1h , q
′)− 1
2
(
pn+1h , q
′)+ 1
2
(
γqn+1h , q
′)+ 1
2
(
ω2κr
n+1
h , q
′) = 0,(3.7e)
1
∆t
(
rn+1h , r
′)− 1
2
(
qn+1h , r
′) = 0.(3.7f)
Let Ph and P h be the standard L
2 projections into Qh and W h. If we take
v′ = vn+1h , p
′ = pn+1h , u
′ = P h(ρuun+1h ),
w′ = ω2ρP h(ρuw
n+1
h ), q
′ = Ph(ρqqn+1h ), r
′ = ω2κPh(ρqr
n+1
h ),
in (3.7a) and add all the equations, then we get
1
∆t
(
‖vn+1h ‖2ρa+‖pn+1h ‖2κ−1a +‖u
n+1
h ‖2ρu+‖wn+1h ‖2ρw+‖qn+1h ‖2ρq+‖rn+1h ‖2ρr
)
+
(
γω2κρqr
n+1
h , r
n+1
h
)
= 0,
so vn+1h = 0, p
n+1
h = 0. From these, u
n+1
h = w
n+1
h = 0 follows by taking u
′ =
un+1h and w
′ = ω2ρw
n+1
h in (3.7c) and (3.7d), and then by adding them. Finally,
qn+1h = r
n+1
h = 0 follows by taking q
′ = qn+1h and r
′ = ω2κr
n+1
h in (3.7e) and (3.7f),
and then by adding them. Therefore, Un+1h = 0.
For the error analysis we use enσ = σ
n − σnh for the error of variable σ (σ =
v,u,w, p, q, r) at t = tn. For error equations we consider the difference of the
average of (2.5) at tn and tn+1, and the fully discrete scheme (3.5). Then the error
equations are(
ρa(v˙
n+ 12 − ∂¯tvn+
1
2
h ),v
′
)
−
(
e
n+ 12
p ,div v
′
)
+
(
ρue
n+ 12
u ,v
′
)
= 0,(
κ−1a (p˙
n+ 12 − ∂¯tpn+
1
2
h ), p
′
)
+
(
div e
n+ 12
v , p
′
)
+
(
ρqe
n+ 12
q , p
′
)
= 0,(
u˙n+
1
2 − ∂¯tun+
1
2
h ,u
′
)
−
(
e
n+ 12
v ,u
′
)
+
(
ω2ρe
n+ 12
w ,u
′
)
= 0,(
w˙n+
1
2 − ∂¯twn+
1
2
h ,w
′
)
−
(
e
n+ 12
u ,w
′
)
= 0,(
q˙n+
1
2 − ∂¯tqn+
1
2
h , q
′
)
−
(
e
n+ 12
p , q
′
)
+
(
γe
n+ 12
q , q
′
)
+
(
ω2κe
n+ 12
r , q
′
)
= 0,(
r˙n+
1
2 − ∂¯trn+
1
2
h , r
′
)
−
(
e
n+ 12
q , r
′
)
= 0.
For v′ ∈ Hs(Ω;Rd), s > 12 , we define Πh as the canonical interpolation operators
of RTN or BDM element which satisfy
div Πhv
′ = Ph div v′, ‖v′ −Πhv′‖0≤ Chm‖v′‖m(3.9)
with m := max{s, k+ 1 + δ} where δ = 1 if V h is a BDM element and δ = 0 if V h
is an RTN element.
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Using Πh, P h, Ph, we can define the decomposition of errors
env = e
I,n
v + e
h,n
v := (v
n −Πhvn) + (Πhvn − vnh),(3.10)
enu = e
I,n
u + e
h,n
u := (u
n − P hun) + (P hun − unh),(3.11)
enw = e
I,n
w + e
h,n
w := (w
n − P hwn) + (P hwn −wnh),(3.12)
enp = e
I,n
p + e
h,n
p := (p
n − Phpn) + (Phpn − pnh),(3.13)
enq = e
I,n
q + e
h,n
q := (q
n − Phqn) + (Phqn − qnh),(3.14)
enr = e
I,n
r + e
h,n
r := (r
n − Phrn) + (Phrn − rnh).(3.15)
For estimates of the interpolation errors denoted by eI,nσ for a variable σ, let us use
a generic symbol Ihσ
n to denote the interpolation of the exact solution σn into the
corresponding finite element space. More specifically, Ih = Πh if σ = v, Ih = P h if
σ = u,w, and Ih = Ph if σ = p, q, r. Then it holds that
‖eI,nσ ‖0= ‖σn − Ihσn‖0≤ Chs‖σn‖s,(3.16)
with
1
2
< s ≤ k + 1 + δ if σ = v,(3.17)
0 ≤ s ≤ k + 1 + δ if σ = u,w,(3.18)
0 ≤ s ≤ k + 1 if σ = p, q, r.(3.19)
By (3.9) we can obtain
(
eh,np ,div v
′) = 0 ∀v′ ∈ V h, (div eh,nv , q′) = 0 ∀q′ ∈ Qh.
By these identities, the orthogonality of L2 projections, and some algebraic manip-
ulations, the previous error equations are reduced to
(
ρa∂¯te
h,n+ 12
v ,v
′
)
−
(
e
h,n+ 12
p ,div v
′
)
+
(
ρue
h,n+ 12
u ,v
′
)
= Fnv (v
′),(3.20a) (
κ−1a ∂¯te
h,n+ 12
p , p
′
)
+
(
div e
h,n+ 12
v , p
′
)
+
(
ρqe
h,n+ 12
q , p
′
)
= Fnp (p
′),(3.20b) (
∂¯te
h,n+ 12
u ,u
′
)
−
(
e
h,n+ 12
v ,u
′
)
+
(
ω2ρe
h,n+ 12
w ,u
′
)
= Fnu (u
′),(3.20c) (
∂¯te
h,n+ 12
w ,w
′
)
−
(
e
h,n+ 12
u ,w
′
)
= Fnw(w
′),(3.20d)
(
∂¯te
h,n+ 12
q , q
′
)
−
(
e
h,n+ 12
p , q
′
)
+
(
γe
h,n+ 12
q , q
′
)
+
(
ω2κe
h,n+ 12
r , q
′
)
= Fnq (q
′),
(3.20e)
(
∂¯te
h,n+ 12
r , r
′
)
−
(
e
h,n+ 12
q , r
′
)
= Fnr (r
′)(3.20f)
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where
Fnv (v
′) = −
(
ρa
(
Πh∂¯tv
n+ 12 − v˙n+ 12
)
,v′
)
−
(
ρue
I,n+ 12
u ,v
′
)
,(3.21a)
Fnp (p
′) = −
(
κ−1a
(
∂¯tPhp
n+ 12 − p˙n+ 12
)
, p′
)
−
(
ρqe
I,n+ 12
q , p
′
)
,(3.21b)
Fnu (u
′) = −
((
∂¯tP hu
n+ 12 − u˙n+ 12
)
,u′
)
,(3.21c)
Fnw(w
′) = −
((
∂¯tP hw
n+ 12 − w˙n+ 12
)
,w′
)
,(3.21d)
Fnq (q
′) = −
((
∂¯tPhq
n+ 12 − q˙n+ 12
)
, q′
)
,(3.21e)
Fnr (r
′) = −
((
∂¯tPhr
n+ 12 − r˙n+ 12
)
, r′
)
.(3.21f)
In the discussions below we will use En defined as
(En)2 = ‖eh,nu ‖2ρu+‖eh,nv ‖2ρa+‖eh,nw ‖2ρw+‖eh,np ‖2κ−1a +‖e
h,n
q ‖2ρq+‖eh,nr ‖2ρr .(3.22)
Proposition 3.1. For given f ∈ C0([0, T ];W ), g ∈ C0([0, T ];Q) and initial data
(v(0),u(0),w(0), p(0), q(0), r(0)) ∈ X suppose that (v,u,w, p, q, r) is a weak solu-
tion of (2.5). Assume that numerical initial data
(vh(0), ph(0),uh(0),wh(0), qh(0), rh(0)) ∈ Xh
satisfy
‖u(0)− uh(0)‖ρu+‖v(0)− vh(0)‖ρa+‖w(0)−wh(0)‖ρw
+ ‖Php(0)− ph(0)‖ρp+‖Phq(0)− qh(0)‖ρq+‖Phr(0)− rh(0)‖ρr(3.23)
≤ C ′0hs,
1
2
< s ≤ k + 1 + δ
with C ′0 independent of h. We also assume that the exact solution (v,u,w, p, q, r)
and ρa, κ
−1
a , ρu, ρw, ρq, ρr satisfy the regularity assumptions (3.25), (3.26), (3.27)
below.
If {(vnh,unh,wnh, pnh, qnh , rnh)}Nn=1 is a numerical solution obtained by the fully dis-
crete scheme (3.5), then
En ≤ C0hs + C1(∆t)2 + C2hs, 1
2
< s ≤ k + 1 + δ(3.24)
with constants C0, C1 C2 such that C0 depends on C
′
0 in (3.23) and
‖ρu, ρa, ρw‖L∞<∞,(3.25)
C1 depends on
‖v,u,w, p, q, r‖W˙ 3,1(0,T ;L2), ‖ρa, ρu, ρw, ρq, ρr‖L∞ ,(3.26)
and C2 depends on
‖v˙‖L1(0,T ;Hs), ‖p˙‖L1(0,T ;Hs0 ), ‖ρu, κ−1a ‖W 1,∞h , ‖κa, ρa, ρw, ρq, ρr‖L∞(3.27)
with s0 = max{0, s− 1}.
Proof. Let us take (v′, p′,u′,w′, q′, r′) ∈ Xh as
(e
h,n+ 12
v , e
h,n+ 12
p ,P h(ρue
h,n+ 12
u ),P h(ρwe
h,n+ 12
w ), Ph(ρqe
h,n+ 12
q ), Ph(ρre
h,n+ 12
r ))
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in (3.20) and add all the equations, then we can get
1
2
(
(En+1)2 − (En)2)+ ∆t(γρqeh,n+ 12q , eh,n+ 12q )
(3.28)
= ∆t
(
Fnv (e
h,n+ 12
v ) + F
n
p (e
h,n+ 12
p ) + F
n
u (P h(ρue
h,n+ 12
u ))
)
+ ∆t
(
Fnw(P h(ρwe
h,n+ 12
w )) + F
n
q (Ph(ρqe
h,n+ 12
q )) + F
n
r (Ph(ρre
h,n+ 12
r )))
)
=: Rn.
The proof of (3.24) has three steps. In the first step, we shall prove
‖Rn‖0≤ (C1,n(∆t)2 + C2,nhs)(En + En+1), 1
2
< s ≤ k + 1 + δ(3.29)
with C1,n depending on
‖v,u,w, p, q, r‖W˙ 3,1(tn,tn+1;L2), ‖ρa, ρu, ρw, ρq, ρr‖L∞ ,(3.30)
and with C2,n depending on
‖v˙‖L1(tn,tn+1;Hs), ‖p˙‖L1(tn,tn+1;Hs0 ),
‖ρu, κ−1a ‖W 1,∞h , ‖κa, ρa, ρw, ρq, ρr‖L∞
(3.31)
with s0 = max{0, s − 1}. The more detailed dependence of C1,n, C2,n will be
clarified in the proof of (3.29). In the second step, we prove
En ≤ E0 + 2
n−1∑
i=0
(C1,i(∆t)
2 + C2,ih
s),
1
2
< s ≤ k + 1 + δ.(3.32)
In the third step, we prove
E0 ≤ C0hs, 1
2
< s ≤ k + 1 + δ(3.33)
with C0 depending on C
′
0, the shape regularity of Th, and ‖ρu, ρa, ρw‖L∞<∞.
Note that the conclusion (3.24) follows from (3.28), (3.29), (3.32), (3.33) by
taking C1 =
∑
0≤i≤n C1,i, C2 =
∑
0≤i≤n C2,i. Therefore we will devote the rest of
proof to prove (3.29), (3.32), and (3.33).
Since the proof of (3.29) is long, we show (3.32) and (3.33) first assuming that
(3.29) is proved. For (3.32), note that
En+1 − En ≤ 2(C1,n(∆t)2 + C2,nhs)
is obtained by (3.28) and (3.29). Then (3.32) follows by induction. For (3.33), the
triangle inequality and ‖ρu, ρa, ρw‖L∞<∞ give
E0 ≤ ‖eI,0u ‖ρu+‖eI,0v ‖ρa+‖eI,0w ‖ρw+C ′0hs(3.34)
≤ Chs‖u(0),v(0),w(0)‖s+C ′0hs,
1
2
< s ≤ k + 1 + δ
with C > 0 depending on the shape regularity of Th and ‖ρu, ρa, ρw‖L∞ .
Before we prove (3.29), let us review some interpolation error estimates from
time discretization schemes. Since the interpolation operator Ih(= Πh,P h, Ph) is
independent in time, the time derivative of Ihσ is same as Ihσ˙ as long as they
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are well-defined pointwisely in time. Then, assuming that a general variable σ ∈
L2(tn, tn+1;L
2) is sufficiently regular, we can obtain
∆t‖σ˙n+ 12 − ∂¯tσn+ 12 ‖0 = ‖∆tσ˙n+ 12 − (σn+1 − σn)‖0(3.35)
≤ C∆t2‖σ‖W˙ 3,1(tn,tn+1;L2),
∆t‖∂¯tσn+ 12 − ∂¯tIhσn+ 12 ‖0 = ‖σn+1 − Ihσn+1 − (σn − Ihσn)‖0(3.36)
=
∥∥∥∥∫ tn+1
tn
(σ˙(s)− Ihσ˙(s)) ds
∥∥∥∥
0
≤ Chs‖σ˙‖L1(tn,tn+1;Hs)
with s satisfying the range conditions in (3.17), (3.18), (3.19).
For the proof of (3.29), it suffices to estimate the terms in (3.21) by the definition
of Rn in (3.28).
By (3.16), (3.35), (3.36), and the triangle inequality, and by assuming that the
exact solution v is sufficiently regular, one can show
(3.37) ∆t|Fnv (eh,n+
1
2
v )|
≤ C
(
(∆t)2‖v‖W˙ 3,1(tn,tn+1;L2)+hs‖v˙‖L1(tn,tn+1;Hs)
)
‖eh,n+ 12v ‖ρa
with C > 0 depending on ‖ρa, ρu‖L∞ , ‖ρa‖−1L∞ . Noting the identity
Fnu (P h(ρue
h,n+ 12
u )) = −
(
∂¯tP hu
n+ 12 − u˙n+ 12 ,P h(ρueh,n+
1
2
u )
)
= −
(
∂¯tu
n+ 12 − u˙n+ 12 ,P h(ρueh,n+
1
2
u )
)
and the inequality ‖P h(ρueh,n+
1
2
u )‖0≤ ‖ρueh,n+
1
2
u ‖0≤ ‖√ρu‖L∞‖eh,n+
1
2
u ‖ρu , we ob-
tain
∆t|Fnu (P h(ρueh,n+
1
2
u ))|≤ C(∆t)2‖u‖W˙ 3,1(tn,tn+1;L2)‖e
h,n+ 12
u ‖ρu(3.38)
with C > 0 depending on ‖ρu‖L∞ by (3.35). A completely similar argument gives
∆t|Fnw(P h(ρweh,n+
1
2
w ))| ≤ C(∆t)2‖w‖W˙ 3,1(tn,tn+1;L2)‖e
h,n+ 12
w ‖ρw ,(3.39)
∆t|Fnq (Ph(ρqeh,n+
1
2
q ))| ≤ C(∆t)2‖q‖W˙ 3,1(tn,tn+1;L2)‖e
h,n+ 12
q ‖ρq ,(3.40)
∆t|Fnr (Ph(ρreh,n+
1
2
r ))| ≤ C(∆t)2‖r‖W˙ 3,1(tn,tn+1;L2)‖e
h,n+ 12
r ‖ρr(3.41)
with C > 0 depending on ‖ρw‖L∞ , ‖ρq‖L∞ , ‖ρr‖L∞ , respectively.
Now we only need to estimate the Fnp (e
h,n+ 12
p )-involved term but it needs an
additional discussion because the standard approximation theory with Qh gives
only a bound of O(hk+1). To obtain an estimate of ‖eh,np ‖κ−1a with a bound of
O(hs), 12 < s ≤ k + 1 + δ, we will use∣∣∣(κ−1a ∂¯teI,n+ 12p , p′)∣∣∣ = ∣∣∣((κ−1a − P0κ−1a )∂¯teI,n+ 12p , p′)∣∣∣(3.42)
≤ Ch‖κ−1a ‖W 1,∞h ‖
√
κa‖L∞‖∂¯teI,n+
1
2
p ‖0‖p′‖κ−1a ,∣∣∣(ρueI,n+ 12p , p′)∣∣∣ = ∣∣∣((ρu − P0ρu)eI,n+ 12p , p′)∣∣∣(3.43)
≤ Ch‖ρu‖W 1,∞h ‖
√
κa‖L∞‖eI,n+
1
2
p ‖0‖p′‖κ−1a .
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By (3.16), (3.42), (3.43), (3.35), (3.36), assuming that the exact solutions are suf-
ficiently regular, one can obtain
(3.44) ∆t|Fnp (eh,n+
1
2
p )|
≤ C
(
(∆t)2‖p‖W˙ 3,1(tn,tn+1;L2)+hs‖p˙‖L1(tn,tn+1;Hs0 )
)
‖eh,n+ 12p ‖κ−1a
for 0 ≤ s ≤ k + 1 + δ with C > 0 depending on ‖κa‖L∞ , ‖ρu‖W 1,∞h , ‖κ
−1
a ‖W 1,∞h .
Combining (3.37), (3.38), (3.39), (3.40), (3.41), (3.44), and the triangle inequality
with the definition of Rn, we can obtain (3.29) with C1,n, C2,n with the dependence
described in (3.30), (3.31). 
Theorem 3.2. Suppose that the assumptions of Proposition 3.1 hold and δ is
defined in the same way. Then
‖un − unh‖ρu+‖vn − vnh‖ρa+‖wn −wnh‖ρw≤ En + Chs‖u,v,w‖C0([0,T ];Hs)
(3.45)
with 12 < s ≤ k+1+δ where C depends on the shape regularity of Th and the degree
k. Similarly,
‖pn − pnh‖κ−1a +‖qn − qnh‖ρq+‖rn − rnh‖ρr≤ En + Chs‖p, q, r‖C0([0,T ];Hs)(3.46)
with 0 ≤ s ≤ k + 1.
Proof. By the triangle inequality and the definition of En,
(3.47) ‖un − unh‖ρu+‖vn − vnh‖ρa+‖wn −wnh‖ρw
≤ En + ‖eI,nu ‖ρu+‖eI,nv ‖ρa+‖eI,nw ‖ρw .
By the approximation properties of Πh and P h,
(3.48) ‖eI,nu ‖ρu+‖eI,nv ‖ρa+‖eI,nw ‖ρw
≤ Chs‖u,v,w‖C0([0,T ];Hs), 1
2
< s ≤ k + 1 + δ
holds with C > 0 depending on the shape regularity of Th and ‖ρu, ρa, ρw‖L∞ .
Then (3.45) follows.
Similarly, the triangle inequality gives
‖pn − pnh‖κ−1a +‖qn − qnh‖ρq+‖rn − rnh‖ρr≤ En + ‖eI,np ‖κ−1a +‖eI,nq ‖ρq+‖eI,nr ‖ρr .
Then
‖eI,np ‖κ−1a +‖eI,nq ‖ρq+‖eI,nr ‖ρr≤ Chs‖p, q, r‖C0([0,T ];Hs), 1 ≤ s ≤ k + 1
holds with C > 0 depending on the shape regularity of Th and ‖κ−1a , ρq, ρr‖L∞ , so
(3.46) follows. 
3.3. Error analysis for post-processed solutions. If V h is a BDM element,
then δ = 1 and the optimal convergence rate in (3.46) is one order lower than
the one in (3.45). This lower convergence rate can be circumvented by a local
post-processing which we introduce below.
Throughout this subsection we assume that the exact solutions are sufficiently
regular and we will not concern about low regularity of exact solutions. In our local
post-processing, we first find {pn,∗h }N−1n=0 , a new numerical solution approximating
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p(tn + ∆t/2), not p(tn). The goal is to show that ‖pn,∗h − p(tn + ∆t/2)‖0 can have
O(hk+2) convergence rate.
To define the local post-processing let us define
Q∗h = {q ∈ L2(Ω) : q|K∈ Pk+2(K), K ∈ Th}.
We define pn,∗h ∈ Q∗h as∫
K
pn,∗h dx =
∫
K
p
n+ 12
h dx,(3.49) (
grad pn,∗h , grad p
′)
K
= −
(
ρa∂¯tv
n+ 12 , grad p′
)
K
−
(
ρuu
n+ 12
h , grad p
′
)
K
(3.50)
+
(
fn+
1
2 , grad p′
)
K
, ∀p′ ∈ Q∗h
for all K ∈ Th. Note that this post-processing is solving a system with a block
diagonal matrix such that the size of each matrix block is the number of DOFs
of Q∗h on one simplex K. Therefore, the computational costs are negligibly small
compared to the computational costs of the original linear system.
Lemma 3.3. Suppose that the assumptions of Proposition 3.1 hold and V h is a
BDM element. If {pn,∗h }N−1n=0 is defined as in (3.49), (3.50), and the exact solution
(v, p,u,w, q, r) is sufficiently regular, then
‖p(tn + ∆t/2)− p∗,n+
1
2
h ‖0≤ C((∆t)2 + hk+2)
with a constant C > 0 which depends on the constants C0, C1, C2 in Proposi-
tion 3.1, ‖u‖C0([0,T ];Hk+1), ‖p‖C0([0,T ];Hk+2), and ‖p‖W˙ 2,∞(tn,tn+1;L2).
Proof. Recall that pn+
1
2 = 12 (p
n + pn+1) = 12 (p(tn) + p(tn+1)). We first note that
‖p(tn + ∆t/2)− pn+ 12 ‖0≤ C(∆t)2‖p‖W˙ 2,∞(tn,tn+1;L2)
by an argument with the Taylor expansion. By the triangle inequality it suffices to
estimate ‖pn+ 12 − p∗,n+ 12h ‖0.
To show an error estimate of ‖pn+ 12 − pn,∗h ‖0 consider the error equation(
grad(pn+
1
2 − pn,∗h ), grad p′
)
= −
(
ρa(v˙
n+ 12 − ∂¯tvn+
1
2
h ), grad p
′
)
−
(
ρu(u
n+ 12 − un+ 12h ), grad p′
)
∀p′ ∈ Q∗h
from the definition of pn,∗h and (2.1a).
For P ∗h , the L
2 projection to Q∗h, we can rewrite this equation as(
grad(P ∗hp
n+ 12 − pn,∗h ), grad p′
)
= −
(
grad(pn+
1
2 − P ∗hpn+
1
2 ), grad p′
)
−
(
ρa(v˙
n+ 12 − ∂¯tvn+
1
2
h ), grad p
′
)
−
(
ρu(u
n+ 12 − un+ 12h ), grad p′
)
.
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If we take p′ = P ∗hp
n+ 12 − pn,∗h and use the Cauchy–Schwarz inequality, then we get
‖grad(P ∗hpn+
1
2 − pn,∗h )‖0
≤ ‖grad(pn+ 12 − P ∗hpn+
1
2 )‖0+C
(
‖v˙n+ 12 − ∂¯tvn+
1
2
h ‖0+‖un+
1
2 − un+ 12h ‖ρu
)
(3.51)
=: I1 + I2 + I3
with C > 0 depending on ρa and Ωρ.
To estimate I1, assuming that p is sufficiently regular, we use the Bramble–
Hilbert lemma and get
‖grad(pn+ 12 − P ∗hpn+
1
2 )‖0,K≤ Chk+1K ‖pn, pn+1‖k+2,K , ∀K ∈ Th.(3.52)
An estimate of I3 is obtained by Theorem 3.2 as
‖un+ 12 − un+ 12h ‖ρu≤ C((∆t)2 + hk+2)(3.53)
under the assumption that u is sufficiently regular.
We estimate I2 by estimating
Ia2 := ‖v˙n+
1
2 − ∂¯tvn+ 12 ‖0, Ib2 := ‖∂¯teI,n+
1
2
v ‖0, Ic2 := ‖∂¯teh,n+
1
2
v ‖0.(3.54)
By (3.35) and (3.36),
Ia2 ≤ C(∆t)2‖v‖W˙ 3,∞(tn,tn+1;L2),(3.55)
Ib2 ≤ Chk+1‖v˙‖L∞(tn,tn+1;Hk+1).(3.56)
The estimate of Ic2 is more technical. First, note that it is enough to estimate
‖∂¯teh,n+
1
2
v ‖ρa since ρa > 0 is uniformly positive. It is known (cf. [1, 2]) that there
is a decomposition ∂¯te
h,n+ 12
v = v0 + v1 with v0,v1 ∈ V h such that
div v0 = 0, (ρav0,v1) = 0, ‖div v1‖0≤ C‖v1‖0
with C > 0 independent of h. Using this decomposition, we can rewrite (3.20a) as
(ρa(v0 + v1),v
′)−
(
e
h,n+ 12
p ,div v
′
)
+
(
ρue
h,n+ 12
u ,v
′
)
= Fnv (v
′).
If v′ = v1, then
‖v1‖2ρa ≤ (C‖e
h,n+ 12
p ‖0+‖eh,n+
1
2
u ‖ρu)‖v1‖0+|Fnv (v1)|.
Recall that ‖eh,n+ 12p ‖0, ‖eh,n+
1
2
u ‖ρu are estimated in Proposition 3.1 and |Fnv (v1)| is
estimated by (3.37). As a consequence,
‖v1‖0≤ C(hk+1 + (∆t)2)
holds with C > 0 depending on ‖v‖W˙ 3,∞(tn,tn+1;L2), ‖v˙‖L∞(tn,tn+1;Hk+1), and the
constants C0, C1, C2 in Proposition 3.1. If v
′ = v0, then we get
‖v0‖2ρa ≤ ‖e
h,n+ 12
u ‖0‖v0‖0+|Fnv (v0)|.
An estimate of ‖v0‖0 can be obtained by a completely similar argument for the
estimate of ‖v1‖0. Therefore, by combining the estimates of ‖v0‖0 and ‖v1‖0, we
have
I2 ≤ C((∆t)2 + hk+1)(3.57)
with C > 0 depending on ‖v‖W˙ 3,∞(tn,tn+1;L2), ‖v˙‖L∞(tn,tn+1;Hk+1), and the con-
stants C0, C1, C2 in Proposition 3.1.
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By combining (3.51), (3.52), (3.53), (3.55), (3.56), (3.57), we obtained
‖grad(P ∗hpn+
1
2 − p∗,n+ 12h )‖0≤ C((∆t)2 + hk+1).
An element-wise Poincare´ inequality and the above estimate give
‖P ∗hpn+
1
2 − pn,∗h ‖0≤ Ch‖grad(P ∗hpn+
1
2 − pn,∗h )‖0≤ Ch((∆t)2 + hk+1).
From this we can obtain
‖pn+ 12 − pn,∗h ‖0 ≤ ‖pn+
1
2 − P ∗hpn,∗‖0+‖P ∗hpn+
1
2 − pn,∗h ‖0
≤ Chk+2‖pn+ 12 ‖k+2+Ch((∆t)2 + hk+1),
which is the desired estimate. 
4. Numerical results
In this section we present the results of numerical experiments to illustrate the
validity of our theoretical analysis.1
In the first set of experiments we use a manufactured solution and show the
convergence rates of errors with various finite element discretizations. Specifically,
let Ω = [0, 1]× [0, 1] with the subdomain Ω0 = [3/8, 5/8]× [0, 1]. We set ρa = κa =
ωρ = ωκ = 1, γ = 0 on Ω whereas Ωρ, Ωκ are defined as
Ωρ = Ωκ =
{
1 on Ω0
0 on Ω \ Ω0
A manufactured solution is constructed with
w(x, y) =
(
(1 + sin t)(x2y + xy2)
cos(2t)(x+ y + cosx)
)
, r(x, y) = cos(3t)xy,(4.1)
and the other functions u(x, y), v(x, y), q(x, y), p(x, y), f(x, y), g(x, y) are defined
by (2.1).
Table 1. Errors and convergence rates with V h(K) × Qh(K) ×
W h(K) = BDM1(K)× P0(K)× P1(K;Rd) for the exact solution
in (4.1).
1
h
‖v − vh‖0 ‖u− uh‖0 ‖w −wh‖0 ‖p− ph‖0
error rate error rate error rate error rate
8 5.53e-03 – 9.51e-03 – 3.65e-03 – 1.65e-01 –
16 1.34e-03 2.04 2.39e-03 1.99 9.15e-04 2.00 8.26e-02 1.00
32 3.49e-04 1.94 5.98e-04 2.00 2.29e-04 2.00 4.13e-02 1.00
64 8.42e-05 2.05 1.49e-04 2.00 5.72e-05 2.00 2.06e-02 1.00
1
h
‖p− p∗h‖0 ‖q − qh‖0 ‖r − rh‖0
error rate error rate error rate
8 5.53e-03 – 9.51e-03 – 3.65e-03 –
16 1.34e-03 2.04 2.39e-03 1.99 9.15e-04 2.00
32 3.49e-04 1.94 5.98e-04 2.00 2.29e-04 2.00
64 8.42e-05 2.05 1.49e-04 2.00 5.72e-05 2.00
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Table 2. Errors and convergence rates with V h(K) × Qh(K) ×
W h(K) = RTN0(K) × P0(K) × P0(K;Rd) for the exact solution
in (4.1).
1
h
‖v − vh‖0 ‖u− uh‖0 ‖w −wh‖0 ‖p− ph‖0
error rate error rate error rate error rate
8 1.78e-01 – 7.50e-02 – 7.61e-02 – 1.65e-01 –
16 8.86e-02 1.01 3.74e-02 1.00 3.81e-02 1.00 8.26e-02 1.00
32 4.43e-02 1.00 1.87e-02 1.00 1.90e-02 1.00 4.13e-02 1.00
64 2.21e-02 1.00 9.34e-03 1.00 9.52e-03 1.00 2.06e-02 1.00
1
h
‖p− p∗h‖0 ‖q − qh‖0 ‖r − rh‖0
error rate error rate error rate
8 1.78e-01 – 7.50e-02 – 7.61e-02 –
16 8.86e-02 1.01 3.74e-02 1.00 3.81e-02 1.00
32 4.43e-02 1.00 1.87e-02 1.00 1.90e-02 1.00
64 2.21e-02 1.00 9.34e-03 1.00 9.52e-03 1.00
Table 3. Errors and convergence rates with V h(K) × Qh(K) ×
W h(K) = BDM2(K)× P1(K)× P2(K;Rd) for the exact solution
in (4.1).
1
h
‖v − vh‖0 ‖u− uh‖0 ‖w −wh‖0 ‖p− ph‖0
error rate error rate error rate error rate
8 1.18e-04 – 1.43e-04 – 5.91e-05 – 4.03e-03 –
16 1.08e-05 3.44 9.90e-06 3.85 6.22e-06 3.25 1.01e-03 2.00
32 1.38e-06 2.97 8.13e-07 3.61 7.37e-07 3.08 2.52e-04 2.00
64 1.74e-07 2.98 8.33e-08 3.29 9.08e-08 3.02 6.30e-05 2.00
1
h
‖p− p∗h‖0 ‖q − qh‖0 ‖r − rh‖0
error rate error rate error rate
8 1.18e-04 – 1.43e-04 – 5.91e-05 –
16 1.08e-05 3.44 9.90e-06 3.85 6.22e-06 3.25
32 1.38e-06 2.97 8.13e-07 3.61 7.37e-07 3.08
64 1.74e-07 2.98 8.33e-08 3.29 9.08e-08 3.02
We consider 4 different spatial discretizations such that the local finite element
spaces V h(K)×Qh(K)×W h(K) are
BDM1(K)× P0(K)× P1(K;Rd), RTN0(K)× P0(K)× P0(K;Rd),(4.2)
BDM2(K)× P1(K)× P2(K;Rd), RTN1(K)× P1(K)× P1(K;Rd).(4.3)
For triangulation we use the structured meshes obtained by the bisection of
uniform N × N squares of Ω for N = 8, 16, 32, 64. Then the maximum mesh size
is a multiple of h = 1/N with a uniform constant independent of N . We use
the Crank–Nicolson scheme for time discretization with ∆t = h for (4.2) and with
∆t = h2 for (4.3) in order to see optimal convergence rates of spatial discretization
1The datasets generated during and/or analyzed during the current study are available from the
corresponding author on reasonable request.
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Table 4. Errors and convergence rates with V h(K) × Qh(K) ×
W h(K) = RTN1(K) × P1(K) × P1(K;Rd) for the exact solution
in (4.1).
1
h
‖v − vh‖0 ‖u− uh‖0 ‖w −wh‖0 ‖p− ph‖0
error rate error rate error rate error rate
8 2.97e-03 – 2.23e-03 – 2.75e-03 – 4.10e-03 –
16 6.93e-04 2.10 5.58e-04 2.00 6.88e-04 2.00 1.01e-03 2.02
32 2.01e-04 1.79 1.40e-04 2.00 1.72e-04 2.00 2.55e-04 1.99
64 4.56e-05 2.14 3.49e-05 2.00 4.30e-05 2.00 6.40e-05 1.99
1
h
‖p− p∗h‖0 ‖q − qh‖0 ‖r − rh‖0
error rate error rate error rate
8 2.97e-03 – 2.23e-03 – 2.75e-03 –
16 6.93e-04 2.10 5.58e-04 2.00 6.88e-04 2.00
32 2.01e-04 1.79 1.40e-04 2.00 1.72e-04 2.00
64 4.56e-05 2.14 3.49e-05 2.00 4.30e-05 2.00
errors. For these four different discretization schemes the errors and convergence
rates are presented in Tables 1–4.
In these experiments the errors of ‖u − uh‖0, ‖v − vh‖0, ‖w − wh‖0, ‖p −
ph‖0, ‖q − qh‖0, ‖r − rh‖0 are computed at T = 0.25 whereas the error ‖p − p∗h‖0
is computed at T − 12∆t. Although we used the weighted norms ‖·‖ρu , ‖·‖ρw ,‖·‖ρq , ‖·‖ρr in our error analysis for the errors of u, w, q, r, here we compute the
standard L2 norms for those errors. Since the L2 norms are the upper bounds of
the weighted norms, the optimal convergence rates of the L2 norm errors are the
results stronger than the optimal convergence rates of the weighted norm errors.
In all of these experiments we can see the convergence rates which are expected in
our error analysis.
Figure 1. Wave propagation with pD in (4.4), µf = 18, at t = 0.2, 0.4
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Figure 2. Wave propagation with pD in (4.4), µf = 19, at t = 0.2, 0.4
Figure 3. Wave propagation with pD in (4.4), µf = 20, at t = 0.2, 0.4
In the second set of experiments we set Ω = [0, 2]× [0, 2] with Ω0 = [3/5, 4/5]×
[0, 2]. We assume that the parameters are given as
Ωρ = Ωκ =
{
80 on Ω0
0 on Ω \ Ω0
, ωρ = ωκ = 40 on Ω,
so the medium is a metamaterial on Ω0 but is a conventional material on Ω \ Ω0.
We remark that the choices of these parameters are made without consideration
of physical ranges of parameter values. We also set
pD(t, x, y) =
{
10 sin(µfpi(x+ y − 10t) if t > x+ y and x < 3/5,
0 otherwise
(4.4)
where µf is a constant. In the following experiments we impose the boundary
condition (2.2) with pD in the above and ΓD = ∂Ω. Speaking more intuitively,
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this condition gives an incoming wave propagation from the bottom-left corner of
Ω with frequency 5µf .
Figure 4. Wave propagation with pD in (4.5) at t = 0.06, 0.16, 0.36, 0.48
We present the results of three experiments for µf = 18, 19, 20. The finite
elements with V h(K)×Qh(K)×W h(K) = RTN1(K)×P1(K)×P1(K;Rd) are used
for spatial discretization and Th is the structured mesh obtained by bisecting 50×50
uniform squares of Ω. The Crank–Nicolson scheme is used for time discretization
with ∆t = 0.002.
The wave propagation patterns are presented in Figure 1, Figure 2, and Figure 3
for µf = 18, µf = 19, and µf = 20, respectively. We call the three regions the
left, the middle, and the right subdomains. In all of the figures in Figures 1–3 the
wave propagation patterns look standard plane waves in the lower part of the left
subdomain whereas they are more complicated due to the waves reflected by the
interface of the left and the middle subdomains. We can clearly see reversed wave
propagation patterns on the metamaterial layer Ω0 in the three figures at t = 0.4.
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In addition, wave propagation patterns on the right subdomain in the figures at
t = 0.4, are nearly plane waves with propagation directions similar to the patterns
on the left subdomain. One can see that the details of wave propagation patterns,
particularly the shapes and directions of the reversed patterns on the metamaterial
layer, depend on the frequency of waves.
In the last experiment we set Ω = [0, 2] × [0, 2] with Ω0 = [3/5, 1] × [0, 2], and
the parameters are
Ωρ = Ωκ =
{
80 on Ω0
0 on Ω \ Ω0
, ωρ = ωκ = 80 on Ω.
We also set
pD(t, x, y) =
{
10 exp(−(1 + sin(20pi(x2 + (y − 1)2 − 10t))) if y − 1 < 0.1,
0 otherwise.
(4.5)
We impose the boundary condition (2.2) with the above pD on the left-side {0} ×
[0, 2] and with 0 on the other sides of Ω. The finite elements are V h(K)×Qh(K)×
W h(K) = RTN1(K) × P1(K) × P1(K;Rd) and Th is the structured mesh same
as the second set of experiments. ∆t = 0.002 with the Crank–Nicolson scheme.
The wave propagation patterns are presented in Figure 4. One can see that wave
propagation patterns are not conventional on the metamaterial layer Ω0.
5. Conclusion
In this paper we developed finite element methods for acoustic wave propaga-
tion in the Drude-type metamaterials. We combined the mixed finite elements for
the Poisson equations and piecewise discontinuous finite element spaces for spatial
discretization. For time discretization we use the Crank–Nicolson scheme. We car-
ried out the a priori error analysis and proposed a local post-processing scheme
to overcome low approximation property of the pressure for the BDM type finite
elements. The numerical experiments show the validity of our theoretical analysis
as well as atypical wave propagation patterns in metamaterials.
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