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Patchy particles are considered to be a good model for protein aggregation. We calculate the equi-
librium phase diagram of two-patch colloidal particles undergoing aggregation along with isotropic
potential. This investigation demonstrates the coexistence of different phases like disordered clus-
ters, chains, crystals and bundles depending on the relative strength of isotropic and anisotropic
potential, which are also reported for glucose isomerase proteins. We also show that the forma-
tion of network of bundles is metastable against the formation of thermodynamically favored finite
sized bundles which are also metastable along with crystals. These bundles appear to be helical in
structure similar to that observed in sickle cell hemoglobin.
Human diseases such as cataract, sickle cell anaemia,
Alzheimer’s disease, Amyotrophic lateral sclerosis are
caused due to undesired protein aggregation[1–4]. How-
ever, it is also desired to build protein crystals via self as-
sembly to get insight into the structure of proteins from a
fundamental point of view [5] and for various pharmaceu-
tical applications like targeted drug delivery [6]. Patchy
particles are considered to be a very good model for pro-
tein aggregation [7], they can also be used in imitating
atomic orbitals [8], tailor made colloidal structures via
self assembly [9, 10] etc. It has already been shown that
the anisotropic potential developed by Kern and Frenkel
[11] called patchy particles can mimic certain type of
equilibrium protein crystals [12]. Later patchy particles
along with isotropic interaction [13–17] were found to
be closer to experimental results than just isotropic or
anisotropic models. It was shown that by playing with
the number of patches along with short range isotropic in-
teraction reproduced the liquid-liquid coexistence curves
of gamma-crystalline and lyzozyme [15] proteins. The ly-
zoyme protein shows a transition from chains to bundles
[18] as seen in amyloid fibers believed to be responsible
for some of the neuro-degenerative diseases. Bundle for-
mation is also observed in other biological systems like
the actin filaments [19]. Chain to bundle transition was
shown for a two patch particle where irreversible patchy
interaction was coupled with reversible isotropic interac-
tion [20]. Huisman et al.[21] also observed the formation
of bundles and they showed that transition is similar to
sublimation transition of polymers. Preisler et al.[22] also
observed the formation of a metastable tubes for the case
of particles with a single patch.
In the present work we have simulated two patch
colloidal particles interacting via reversible anisotropic
and isotropic potential. Tuning both anisotropic and
isotropic interaction we are able to observe the exis-
tence of a rich phase diagram consisting of phases such
as chains + crystals, thermodynamically favored bundles
+crystals, disordered clusters + crystals and disordered
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clusters. Whitelam et al.[36] proposed a 2D model where
he showed that different pathways for crystallization is
possible by tuning the relative strength of the nonspe-
cific and specific interactions. For 2 patch particles Li et
al.[30] observed the formation of different stable crystal
structures when the patch well depth was kept twice of
isotropic well depth, but they were not able to observe
fiber-bundle transition. Audus et al. [35] also studied
the phase behavior for five patch particle with competing
isotropic and anisotrpic interaction, where they observed
only liquid-liquid phase separation.
Our model consists of hard spheres of diameter σ, each
particle is associated with a unit patch vector vˆi which
defines the two oppositely located patches. We have
isotropic potential coupled with Kern and Frenkel [11]
anisotropic potential given by
U(ri,j ,vi,vj) =

∞ ri,j ≤ σ
−(ui + ua) σ < ri,j ≤ σ(1 + )
0 ri,j > σ(1 + )
(1)
where ri,j is the distance of centre of mass of the ith
particle to the jth particle and  is the interaction range.
ui and ua are the depths of square well for isotropic and
anisotropic interactions respectively. ua is non zero only
if rˆi,j .vˆi > cosωand rˆj,i.vˆj > cosω, where ω is the
semi solid angle of a cone having vertex at the center
of a sphere which defines the patch size. In the present
work we have used σ = 1,  = 0.1 and ω = pi/8 which
ensures that only one bond per patch is possible [20].
In the present study, all quantities are reported in re-
duced units, hence bond strength is measured in units
of u/kBT where kBT = 1. Reduced time is given by
t/t0, where t0 is the time taken by a particle to travel
it’s own diameter [20] and the volume fraction is defined
as φ = pi/6Ntot/L
3. We have kept φ = 0.02 which corre-
sponds to a total number of Ntot = 4774 particles. These
particles are randomly distributed in a cubic box of fixed
length L = 50 with periodic boundary condition. Ev-
ery simulation step is divided into two steps, first one
is the movement step, where we randomly select 2Ntot
particles which are either rotated with a step size sR or
translated with a step size sT [23]. This ensures that ev-
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2FIG. 1. (a). Particles are in interaction range and forming
NPI bond with a probability 1− exp(−ui). (b) Particles are
in interaction range and forming P bond with a probability
1− exp(−ua).
ery particle undergoes translational and rotational diffu-
sion in an uncorrelated and independent manner in every
step. We have fixed sT = 0.013 and sR = 0.018 to en-
sure the correct diffusional behavior [23] . All movement
steps which lead to the overlap of spheres or breakage of
bonds are rejected. Second step is the cluster construc-
tion step, when two monomers are in interaction range
and their patches are facing each other then a Patchy
(P ) bond is formed with probability αa and if a bond al-
ready exists it is broken with a probability βa, such that
αa
αa+βa
= 1 − exp(−ua) see Fig. 1b. When particles are
in interaction range and the patches are not facing each
other, they form Non Patchy Isotropic (NPI) bond with
a probability αiαi+βi = 1 − exp(−ui) [23], where αi and
βi are the probabilities to form and break the isotropic
bond respectively see Fig. 1a. The collection of these
bonded particles is considered to be a cluster. In the
present work we have considered ui ranging from 0 to 2.6
and ua values ranging from 0 to 10.
The phase diagram for two-patch model has been
shown in Fig. 2 where we observe the existence of
five different phases. At intermediate to high isotropic
(1.39 < ui < 2.57) interaction and at low to intermedi-
ate anisotropic interaction (2 < ua < 6.67) strength we
observe the formation of crystals and DC (disordered
clusters) as shown in snapshot of the system in Fig.
3a. As can be observed this region of phase diagram
is dominated by isotropic part of the potential and the
phase separation is similar to what is observed for system
having only isotropic potential [24]. For the well width
 = 0.1, the isotropic square well system phase separates
at ui ≥ 2.57 [24] while in presence of anisotropic inter-
action we observe phase separation shifts to ui < 2.57.
Below this region, as we decrease ui and ua we observe
the formation of only DC as shown in Fig. 3b. In this
region both the isotropic as well as anisotropic part of the
potential is relatively small. When ua is increased (ua >
7.69) keeping the same ui = 1.3 we observe the formation
of DC as well as chains see Fig. 3c. This region is dom-
inated by anisotropic part of the potential as ua > ui.
As mentioned before due to the small patch size, only
one bond per patch is possible and as anisotropic bond
strength is large, it leads to the formation of chains. Due
to the presence of a weak isotropic interaction we also
observe a small fraction of DC. When we increase ui,
FIG. 2. Calculated phase diagram in the ui − ua plane. Dif-
ferent phases formed in different regions of phase diagram are
shown. The dotted line shows the region of bundles which is
a thermodynamically favored state.
for the same ua > 7.69 we observe the formation of crys-
tals along with chains as isotropic part of the potential
is playing a competing role (upto ui = 2.14) as shown
in Fig. 3d. As ui is further increased (ui > 2.14) crys-
tals and bundles along with DC are observed as shown
in Fig. 3e. We also observe that the finite bundle that
is formed always has helical arrangement. It has already
been shown that a bundle with an helical arrangement
is a thermodynamically favored state [25–27], which is
probably why we are observing the bundles with crys-
tals [31–34]. For the case of single patch particle it was
reported that finite bundles have a lower free energy com-
pared to the lamellar structure which was the equilibrium
structure [22].
In order to understand the kinetics of formation of dif-
ferent phases, we follow the average number of neighbors
bonded via only isotropic interaction < ZNPI > and only
patchy interaction < ZP > (in the inset) as a function of
reduced time starting from random distribution of par-
ticles. For ui = 1.39 and ua = 3.33 we observe only
disordered clusters where < ZP > and < ZNPI > in-
creases very slowly and equilibrates around a value 10−1
as the isotropic and anisotropic potential are small. For
chains/DC < ZP >∼ 2, showing that all the patches
are bonded due to high anisotropic interaction strength
(ua = 10) and < ZNPI > equilibrates around 0.17 due
to low isotropic interaction strength (ui = 1.39). When
ui = 2.3 and ua = 5 we observe the formation of crystals
as seen by the sudden upturn in the average number of
neighbors < ZNPI >, which is also observed in the case
of < ZP >. When the anisotropic part of the potential is
increased (ua = 10), we also observe that < ZNPI > in-
creases and a sudden upturn is observed similar to crystal
structure formation, but < ZP >∼ 2 indicates that we
are observing chain like structure. A visual inspection of
the images as shown in Fig. 4 we observe a network made
3FIG. 3. Snapshot of different phases formed in different
regions of phase diagram.
FIG. 4. < ZNPI > is plotted with respect to reduced time
starting from a random configuration of particles for different
points in the phase diagram. < ZP > is plotted as a function
of physical time in the inset. The visual image of the network
formed by bundles is also shown as an inset.
up of bundles similar to that seen in actin filaments [19].
Colloids with short range interaction phase separates
into crystal-gas phase and this transition is first order
in nature. To know the equilibrium states at different
points (ua, ui) on phase diagram, we have cooled the sys-
tem from a random configuration to (ua, ui) as well as
FIG. 5. (a) < ZP > is plotted with respect to reduced time
at ui = 1.39 and ua = 3.03 and inset shows the evolution of
ZNPI . (b) < ZP > is plotted at ui = 2.14 and ua = 3.03
and inset shows the evolution of ZNPI . Triangles indicate the
evolution of the system starting from random distribution of
particles and squares indicate the evolution starting from a
phase separated system formed at ui = 2.14 and ua = 5.0.
heated an already phase separated system (crystallized)
configuration to the same point in phase diagram.
In Fig. 5a we have plotted < ZP > as a function of re-
duced time, the squares indicate the evolution of system
to (3.03, 1.39) starting from an already phase separated
system formed at (5, 2.14) (see snapshot to the left of
Fig. 5) and triangles indicate the evolution to (3.03, 1.39)
starting from a random configuration of patchy parti-
cles. We observe that the dense crystal phase (indicated
by squares) melts completely and meets with the curve
starting from a random distribution indicating that the
DC formed is the equilibrium phase (see snapshot in the
right side of Fig 5a). We also observe that similar trend
is observed in the case of < ZNPI > as shown in the
inset of Fig 5a. In Fig. 5b squares indicate the evolu-
tion of system to (3.03, 2.14) starting from a phase sep-
arated system formed at (5, 2.14) and triangles indicate
the evolution of ZP to (3.03, 2.14) starting from a random
distribution of particles. We observe that dense phase
initially evaporates indicated by drop in < ZP > value,
but crystal grows again indicating that system formed is
metastable in nature (see snapshot to the right top of
Fig. 5b). In the inset we can observe that < ZNPI >
of the dense phase increases continuously indicating that
the crystals are not melting in this particular case. When
we start the simulation from a random configuration and
quench the system to (3.03, 2.14), the system is stuck in a
meta-stable state and we observe only DC (see snapshot
4FIG. 6. g(θ) as a function of θ is plotted for different phases
of the phase diagram.
to the right bottom of Fig. 5b). From a randomly dis-
tributed system when we quench the system to (10, 2.14)
which is in the crystal/bundle region of the phase dia-
gram we observe a network of bundles (see snapshot in
Fig. 4). When we start from an already phase separated
system formed in the crystal/DC region (5, 2.14) we ob-
serve that the crystals in the system do not melt, whereas
the DC aggregate together to form finite helical bundles
as shown in Fig. 3e (also see Supplemental material [28]).
To differentiate between different structures we plot
g(Θ) in Fig. 6, which gives the probability of occurrence
of angle Θ between patch vectors of adjacent particles
[20]. In Fig. 6a we have plotted the g(Θ) for the crys-
tal structure and for the DC cluster as obtained from the
simulations. For the case of disordered cluster we observe
that all the angles between 20◦ and 140◦ are possible and
hence these clusters are called as disordered cluster. We
have isolated the crystals from the phase separated sys-
tem and then calculated g(Θ) for the crystals alone. We
observe 2 prominent peaks for the crystal at 20◦ and
160◦, which indicates that the constituent spheres of the
crystal are aligned along the patch vector. Along with
this intermediate angles are also possible with a much
smaller probability which may be due to the particles
along the surface of the crystal. In Fig.6b we have plot-
ted the g(Θ) after isolating the bundles and chains from
a phase separated system. In this case the anisotropic
interaction ua = 10 is greater than isotropic interaction
ui = 1.4 and we observe chain formation. When the
isotropic interaction is higher ui = 2.3 we observe the
formation of bundles. The two peaks we observe are con-
sistent with the fact that for a chain as well as a bundle
the patch vector of the spheres is aligned either parallel
or anti parallel with the neighboring sphere. It is already
shown that once the system forms bundles it will twist
into a helical structure and this is considered to be a
thermodynamically favored state [25, 26]. Similar kind
of structures are observed in biological systems like sickle
cells [27] and actin filaments [19]. Due to the finite twist
as predicted by Turner et al. [27] we are observing only
a small tail in the distribution of g(Θ) at 40◦ and 130◦
for the parallel and anti parallel patch vectors as shown
by arrows in Fig. 6b. Due to the presence of this twist
we can easily differentiate between a bundle and a chain
apart from the visual confirmation.
In the present work, the formation of various phases
such as disordered clusters, chains+crystals and crys-
tals+ thermodynamically favored bundles is achieved by
tuning the relative strength of ui and ua. The kinet-
ics of formation of helical bundles in our system is dis-
tinct from formation of helices as proposed by Chen et
al.[37]. In their work they studied the helical bundle for-
mation of Janus particles while in the present work we
have studied particles with 2 patch along with isotropic
interaction. Chen et al.[37] proposed step-by-step addi-
tion of individual particles forming small clusters which
later fuse together into fibrillar triple helices of finite di-
ameter. While in the present study only when we have
relatively high isotropic and anisotropic interaction we
observe the presence of thermodynamically favored bun-
dles. We have also shown that by tuning ua and ui we
were able to mimic the structures observed for glucose
isomerase protein [29], which include nanorods (chains),
crystals, disordered clusters and bundles. The bundles
which we observe seems to be helical in structure which
is a thermodynamically favored state as reported by Gra-
son et al. [25, 26], which is similar to that observed in
sickle hemoglobin fibres [27]. It will be interesting to
study the kinetics as well as the structural properties by
varying patch sizes.
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