In this paper we are concerned with the boundedness of all solutions for the forced isochronous oscillator
Introduction
In this paper we are concerned with the boundedness of all solutions for the forced isochronous oscillator
where V is a so-called T -isochronous potential, the perturbation g is bounded, and the 2π-periodic function f (t) is smooth. The origin (x, y) = (0, 0) is called an isochronous center of the system
if every solution of system (1.2) is periodic with the minimal period T > 0. Meanwhile, the equation
is also called an isochronous system and V is said to be a T -isochronous potential. Obviously, the linear differential equation
is an isochronous system, since every solution is 2π/ω-periodic. In 1969, Lazer and Leach studied the existence of periodic solutions for the equation x ′′ + n 2 x + g(x) = f (t) = f (t + 2π), n ∈ N + .
They showed that if the limits lim In 1999, Ortega [18] studied a piecewise linear equation Liu [15] considered the general equation 5) where f (t) ∈ C 7 (R/2πZ), φ(x) ∈ C 6 (R), the limits lim which is exactly the Lazer-Landesman condition. The above results demonstrate that the Lazer-Landesman condition also plays a key role in studying the boundedness problem. The asymmetric oscillator
is also an isochronous system, where x + = max(x, 0), x − = max(−x, 0), a, b are two different positive constants, since every solution of Eq. (1.6) is 2π/ω-periodic, where
We remark that if a = b = n 2 , then ω = n. The forced asymmetric oscillator
was first considered by Dancer [4] , [5] and Fučik [9] . They looked at this equation as a model of the so-called "equations with jumping nonlinearities" and studied its periodic and Dirichlet boundary value problems. For recent developments, we refer to [10] , [11] , [12] , [23] and the references therein. In 1996, Ortega [17] proved that all solutions of (1.7) are bounded if
where h is smooth and ε is small enough. This result is in contrast with the well-known phenomenon of linear resonance that occurs in the case a = b = n 2 . Liu [14] considered the boundedness of all solutions of Eq. (1.7) under the resonant case 1
Let us recall this result. For a given 2π-periodic function f (t), define 8) and
where C(t) is the solution of the equation
with the initial conditions x(0) = 1, x ′ (0) = 0. He proved that if A(f ) is empty, then all solutions of (1.7) are bounded.
On the other hand, Alonso and Ortega [1] proved that if A(f ) is not empty and Φ ′ f (θ) = 0, for all θ ∈ A(f ), then all solutions of (1.7) with large initial conditions are unbounded. If
Ortega [20] proved that if f (t) ∈ C 4 (R/2πZ) and [f ] = 1 2π 2π 0 f (t)dt = 0, then all solutions of (1.7) are bounded.
In 2000, Fabry and Mawhin [7] , [8] suggested to study the boundedness of all solutions for the equation
where a and b are two positive constants, g(x) is a bounded perturbation, and f (t) is a smooth 2π-periodic function. Wang [22] considered this question and obtained the boundedness of all solutions under some reasonable assumptions. In 2009, Bonheure and Fabry [2] considered the boundedness of all solutions of the forced isochronous oscillator
where V is a T -isochronous potential, lim
, obtained the same result as that in [14] . Also they gave an example for such potential as
where σ ∈ [0, 1). The above isochronous systems are defined on the whole real line. The following equation
is also an isochronous system, since all solutions are 2π-periodic, and is not defined on R, the potential tends to infinity as x → −1. Liu [16] obtained the boundedness of all solutions of the forced isochronous oscillators with a repulsive singularity under the Lazer-Landesman condition. For more information and examples of isochronous centers, we refer to [3] and the references therein.
Motivated by the above works, especially by [2] and [16] , in this paper we want to investigate the boundedness of all solutions for the forced isochronous oscillator (1.1). Now we formulate our main result. Let ω := 2π/T , where T is the minimal period of solutions for the autonomous isochronous system (1.3) , and 2π is the minimal period of the internal force f (t). We suppose that the following assumptions hold:
exist and are finite for 3 ≤ k ≤ 6, and
are finite and lim
Then we have Theorem 1.1. Assume that f (t) ∈ C 6 (R/2πZ) and the above hypotheses (1)-(3) hold. If ω ∈ Q, that is, there are two relatively prime positive integers m, n such that ω = n m and 
Also it follows from the hypothesis (2) that
Moreover, from the hypotheses (1) and (2), there also is a constant C > 0 such that for each 1 ≤ k ≤ 6,
where the value
All the above estimates will be used to prove that x(θ, I) has the polynomial property, see Lemma 2.1 in Section 2. Similarly, it follows from the hypothesis (3) that for each 1 ≤ k ≤ 6,
(1.14)
Remark 1.3. The proof of this theorem is based on the resonant small twist theorem (the resonant case: ω ∈ Q) and averaged small twist theorem (the nonresonant case: ω ∈ Q) established by Ortega [18] and [20] , respectively. The hypotheses (1)- (3) are used to prove that the Poincaré map of (1.1) satisfies the assumptions of Ortega's theorems. Indeed, in the non-resonant case, we only need f (t) ∈ C 4 (R/2πZ).
Eq. (1.1) takes the form (1.9), which was investigated by Wang [22] . Although Eq. (1.1) is more general than Eq. (1.9), the results are completely same as that in [22] . Since we can not introduce the explicit action and angle variables, we use some estimate methods similar to that in [16] . Remark 1.5. We would like to point out an interesting result of Ortega [21] . In this paper, he showed that there is a periodic function p such that all solutions of the equation
are unbounded, where V is an isochronous potential, ǫ is a small parameter. This result may show that the condition of Lazer-Landesman type (1.10) is necessary for the boundedness of all solutions.
The rest of this paper is organized as follows. After introducing action and angle variables in Section 2, we state some technical lemmas, which will be used to prove our main result of the paper. Then we will give an asymptotic formula of the solutions of the autonomous isochronous system (1.3). In Section 3, we will introduce another action and angle variables, and give an asymptotic expression of the Poincaré map. The main result will be proved by the resonant small twist theorem [19] in Section 4 and averaged small twist theorem [20] in Section 5, respectively.
Action and angle variables
In this section we first introduce action and angle variables. Let y = x ′ , then Eq. (1.1) is equivalent to the following Hamiltonian system
where the Hamiltonian is
g(s)ds. In order to introduce action and angle variables, we consider the auxiliary autonomous system
From our assumptions we know that all solutions of this system are T -periodic. For every h > 0, denote by I(h) the area enclosed by the closed curve
In fact,
Moreover, it is easy to see that
Since all solutions are 2π/ω-periodic, we have T (h) = 2πω −1 , which yields that I(h) = 2πω −1 h and the inverse function of I(h) is h(I) = ω 2π I. For every (x, y) ∈ R 2 , let us define the angle and action variables (θ, I) by
where h(x, y) = 1 2 y 2 + V (x). Obviously, the transformation (θ, I) → (x, y) is symplectic, thus (2.1) is transformed into another Hamiltonian system
where the Hamiltonian
is 2πω −1 periodic with respect to θ, 2π periodic with respect to t. We first give the estimate on x(θ, I), whose proof is similar to that of Lemma A4.1 in [13] .
Lemma 2.1. There is a constant C > 0 such that for 1 ≤ k ≤ 6,
where x = x(θ, I) is defined implicitly by (2.2) and (2.3).
Proof. From the definition of θ, we have, for y ≥ 0,
.
By the below Lemma 2.2,
, taking the derivative with respect to the action variable I in the both sides of the above equality (the angle variable θ is independent of I) yields that
From [13] and [16] , one can get that
) .
Since h = h(I) = ω 2π I, thus
, and by (1.13), we know that there exists
Using the properties on V in Remark 1.2, the estimates for the derivatives of higher order and the case y < 0 can be obtained in a same way as in [13] and we omit it here. Now we develop an asymptotic expression of x(θ, I) as I → +∞. First we define
By the assumptions (1) and (2), for 2 ≤ k ≤ 6, we have
From the definition of θ, it follows that
Taking the derivative with respect to θ on both sides of the equation
which implies that
Obviously, ifx(θ, I) ≥ 0,x(θ, I) is the solution of the equation
with the initial conditions u(0, I) = 1, u θ (0, I) = 0; ifx(θ, I) < 0, it is the solution of the equation
with the initial conditions u
By the definitions of θ andx, we also know that
Lemma 2.2.x has the following expression:
where the functions
,x is the solution of (2.8) with the initial conditions u(0, I) = 1, u θ (0, I) = 0, thus
Hence, the function X 1 is determined implicitly by
where θ ∈ −
From (2.7), we know that
letting I → +∞ on both sides of (2.11), by Lebesgue dominated theorem, the limit lim
. Now we are going to prove the above limit also holds uniformly for θ ∈ −
. Letting I → +∞ in (2.10) yields that
2 , I = 0 for any I, therefore
For any ǫ > 0, it follows from (2.11) and (2.12) that X 1 (θ, I) converges to 0 uniformly for θ ∈ −
− ǫ as I → +∞, which together with (2.13) and the continuity of X 1 (θ, I) implies that the limit
Taking the derivative with respect to I in the both sides of (2.11), we can get that
If we let
and
and for θ > 0,
By Gronwall inequality, we have as I → +∞, therefore I∂ I X 1 converges to 0 uniformly for θ ∈ 0, π 2 √ a − ǫ as I → +∞. Also from Lemma 2.1 we know that
which together with the continuity of ∂ I X 1 (θ, I) implies that the limit
. According to the symmetry, the above limit also holds uniformly for θ ∈ −
. Differentiating (2.11) with respect to I repeatedly, the estimates for the derivatives of higher order can be obtained in a similar way.
When π 2 √ a < θ < π 2 √ a + T − (h), thenx(θ, I) < 0, and 14) and it is the solution of (2.9) with the initial conditions u π
(2.15)
Since
by Lebesgue dominated theorem, letting I → +∞ in (2.15), we know that
which together with (2.14) implies that
Thus, we rewritex(θ, I) as
, and the function X 2 is determined implicitly by
Similar to the estimate on
Thus we have finished the proof of the lemma. Then we have
where the functions X 1 and X 2 are given by
For the sake of convenience, we denote the approximate expression of x(θ, I) bȳ
Moreover, if we assume that C(θ) is the solution of
with the initial conditions x(0) = 1, x ′ (0) = 0, that is, 20) and
where
and the limits lim
Another action and angle variables
In this section we introduce another canonical transformation such that the transformed system is a small perturbation of an integrable system. Now we go back to system (2.4). Observe that Idθ − Hdt = −(Hdt − Idθ), this means that if one can solve I = I(t, H, θ) from (2.4) as a function of H (θ and t as parameters), then
That is, (3.1) is a Hamiltonian system with the Hamilton I = I(t, H, θ) and now the new action, angle and time variables are H, t and θ, respectively. The relation between (2.4) and (3.1) is that if (I(t), θ(t)) is a solution of (2.4) and the inverse function t(θ) of θ(t) exists, then (H(θ, I(t(θ)), t(θ)), t(θ)) is a solution of (3.1) and vice versa.
Recall that
and there exists a positive constant C such that for k + l ≤ 6,
The new Hamilton is written in the form
and system (3.1) is
Now we replace θ by ω −1 θ, then the system becomes
which is 2π periodic with respect to t and θ, respectively. Introduce a new action variable ρ ∈ [1, 2] and a parameter ǫ > 0 by
which is also the Hamiltonian system with the Hamilton
Obviously, if 0 < ǫ ≪ 1, the solution (t(θ, t 0 , ρ 0 ), ρ(θ, t 0 , ρ 0 )) of (3.4) with the initial data (t 0 , ρ 0 ) ∈ R × [1, 2] is defined in the interval θ ∈ [0, 2π] and
Hence the Poincaré map of (3.4) is well defined in the domain R × [1, 2] , and has the intersection property (see [19] ).
From now on, we use the notations o k (1) and
We say a function f (t, ρ, θ; ǫ) ∈ O k (1) if f (t, ρ, θ; ǫ) ∈ C k in (t, ρ) and for
ρ f (t, ρ, θ; ǫ) ≤ C, where C > 0 is a constant independent of the arguments t, ρ, θ, ǫ. Now we first give some estimates, which will be used to calculate the asymptotic expression of the Poincaré map of (3.4) as ǫ ≪ 1. Suppose that the solution of (3.4) with the initial condition (t(0), ρ(0)) = (t 0 , ρ 0 ) is of the form
Then the Poincaré map P of (3.4) is
and the functions Σ 1 and Σ 2 satisfy By Lemma 2.1, (3.2) and the assumptions (1)- (3), we know that the terms in the right-hand side of the above equations are bounded, that is,
where C > 0 is a constant. Hence, for ρ 0 ∈ [1, 2], we may choose ǫ sufficiently small such that
Similar to the proof in [6] , one can obtain
Lemma 3.1. The following estimates hold:
Proof. Let
(3.7) By Lemma 2.1, (3.5), (3.6), we have
Take the derivative with respect to ρ 0 in the both sides of (3.7), we have
Using Lemma 2.1, (3.6), one may find a constant C > 9 such that |∂ ρ0 ∆| ≤ C. Analogously, one may obtain, by a direct but cumbersome computation, that
follow from a similar argument, we omit it here.
Lemma 3.2. The following estimate holds:
Recall that x(θ, I) = √ π −1 a −1 ω I 1 2 C(θ), and
The resonant case
In this section we will prove the main result under the resonant case: ω ∈ Q, that is, there are two relatively prime positive integers m, n such that ω = n m . Introducing the new time variable by θ = nϑ, then the corresponding Hamiltonian system is
1) where R 1 = R 1 (t, ǫ −2 ρ, mϑ). We assume that the solution of (4.1) with the initial condition (t(0), ρ(0)) = (t 0 , ρ 0 ) is of the form
where the functions f 1 and f 2 satisfy
and t = t 0 + mϑ + ǫf 1 , ρ = ρ 0 + ǫf 2 . Then, the Poincaré map of (4.1) is
By (1.14), (2.22), (3.2), (3.6), and Lemmas 3.1, 3.2, we can get f (t 0 + mϑ)C(mϑ)dϑ, same as in [22] , it is easy to verify that (4.3) satisfied all assumptions of the resonant small twist theorem in [18] . Thus, all solutions of (1.1) are bounded.
The non-resonant case
In this section we will prove the main result under the non-resonant case: ω / ∈ Q. Similar to the resonant case, one can obtain that the expression of the same as in [22] , it is easy to verify that (5.1) satisfied all assumptions of the averaged small twist theorem in [20] . Therefore, all solutions of (1.1) are bounded.
