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S U M M A R Y  
Goals and objectives 
The longrange goal of this program is to develop an improved understanding of phenomena 
of importance to directional solidification, to enable explanation and prediction of 
differences in behavior between solidification on Earth and in space. Currently emphasis 
is on experimentally determining the influence of convection and freezing rate 
fluctuations on compositional homogeneity and crystalline perfection. Greg Neugebauer 
seeks to correlate heater temperature profiles, buoyancy - driven convection, and doping 
inhomogeneties using naphthalene doped with anthracene. Ross Gray aims to determine the 
influence of spin-up / spindown on compositional homogeneity and microstructure of in- 
dium gallium antimonide. Mohsen Banan intends to determine the effect of imposed melting 
- freezing cycles on indium gallium antimonide. The combined work of Ross Gray and 
Mohsen Banan should clarify the mechanism behind the increase of grain size caused by 
using spin-up / spin-down in directional solidification of mercury cadmium telluride. 
Promess and plans 
No personnel changes occurred since the previous semi-annual progress report. Ross Gray 
passed his Ph.D. qualifying examination. He will serve as an instructor for the Chemical 
Engineering Department this academic year. While will not be paid from this grant, he 
will continue working on his research part time. Mohsen Banan has built his experimental 
apparatus and begun developing his techniques. He is preparing a research proposal for 
his Ph.D. qualifying examination, which will be taken before the end of this calendar 
year. 
Greg Neugebauer's paper on "Convection in the Vertical Bridgman - Stockbarger Technique" 
received a favorable review from the Journal of Crystal Growth, with only minor changes 
required. Ross Gray submitted a paper on "Diffusional Decay of Striations" to JCG. A 
talk on "Convection in the Bridgman - Stockbarger Technique" was given at Queens 
University, the Gordon Conference on Crystal Growth, and the Santa Barbara Research 
Center. Papers on "Decay of Compositional Striations" and "Buoyancy - driven Convection 
in the Vertical Bridgman - Stockbarger Technique" were presented at the American 
Conference on Crystal Growth 7 in Monterey. 
Greg Neugebauer deveoped techniques for reproducible growth of clear crystals of 
naphthalene from melts containing 0.1% anthracene. These crystals are free of entrapped 
gas and contain few stress - induced fractures. He developed techniques for removing 
the crystals from ampoules and sectioning them, and for accurately measuring cross - 
sectional variations of anthracene concentration in the naphthalene matrix. All 
necessary equipment and supplies have been acquired. In the next 6 months experiments 
will be run in the thermally stable configuration to minimize convection. Convection 
will be observed with streak photography of suspended particles, the interface shape 
will be determined by q quenching, and the anthracene concentration will be determined 
at many locations by UV absorption and fluorescence. 
Ross Gray sealed indium, gallium and antimony together in ampoules. The metals were 
melted, mixed and slowly solidified in a vertical Bridgman - Stockbarger apparatus with 
spin-up / spin-down (accelerated crucible rotation technique). Difficulties were en- 
countered with power failures during the lengthy runs. A method of measuring the 
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temperature gradient in the melt was developed. During the next six months the 
temperature gradient and interface shape will be determined for different heater - cool- 
er settings, so that subsequent runs can be made without constitutional supercooling and 
with a slightly convex interface shape. 
Mohsen Banan intends to use Peltier Interface Demarcation to cause periodic remelting 
during directional solidification of indium antimonide - gallium antimonide alloys. Dur- 
ing the last 6 months the complete apparatus was constructed. Techniques were developed 
for fabricating ampoules containing PlD electrodes. During the next 6 months he will 
perform solidification runs. 
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I. INFLUENCE OF CONVECTION ON COMPONENT SEGREGATION 
IN THE BRIDGMAN - STOCKBARGER TECHNIQUE 
Greg Neugebauer 
S u m m a r y  
The goal of this project is to determine the relationships between longitudinal and 
circumferential temperature profiles in the furnace, convection patterns, and cross 
sectional variations in impuritv doping. This is being accomplished by fabrication of 
special furnaces, light stieak *photography, solidification of naphthalene doped with 
anthracene, and microchemical analysis for anthracene concentration throughout the re- 
sulting ingots. 
Thus far the following have been achieved: 
1. Techniques were developed for reproducible growth of clear crystals of naphthalene 
doped with approximately 0.1% anthracene. These crystals are free of entrapped gas 
and contain few stress - induced fractures. 
2. Techniques were developed for removing the crystals from ampoules and sectioning 
them. 
3. A technique was developed for accurately measuring cross - sectional variations of 
anthracene concentration in the naphthalene matrix. 
4. All necessary equipment and supplies have been acquired. 
5. The referee for the Journal of Crystal Growth has recommended publication of the 
paper "Convection In The Bridgman-Stockbarger Technique" upon completion of re- 
quested changes. 
During the next 6 months experiments will be run in the thermally stable configuration, 
so as to produce gentle convection. The convection will be measured by streak 
photography of floating particles. The interface shape will be determined by quenching 
the melt after about half of it has frozen. The anthracene concentration will be de- 
termined at many locations throughout the ingot. 
I.A. Introduction 
Bridgman's original technique for growing single crystals consisted of a single furnace 
out of which a cylindrical, pointed-bottom container holding the charge was lowered. 
The Bridgman-Stockbarger technique was created when Stockbarger added a second furnace 
which functioned as a cooler. He separated the upper and lower furnaces with a polished 
platinum thermal screen designed to promote a steep axial temperature gradient (1-3). 
This method of directional solidification is used today to grow single crystals of 
metals, organics, dielectric oxides, fluorides, sulfides, and halides (3). 
The need in recent years to produce more homogeneous 
solidification a topic of intensive research. Theoretical 
crystals has made directional 
studies were made on the 
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effect of heat transfer on the shape of the melt / solid interface, an important 
parameter in controlling thermal stress, grain selection, component homogeneity, etc. 
(4,5). 
Most models have assumed that heat transfer within the melt occurs only by conduction. 
While this may be a valid assumption for low Prandtl number fluids, the effect of con- 
vection on compositional homogeneity is significant for all melts. The microscopic dis- 
tribution of components at the interface may be extremely sensitive to small changes in 
convective flow patterns (6). Because the response of most electronic devices is 
strongly related to their composition, convective transport in melt growth systems has 
been actively investigated in recent years. 
The segregation created by buoyancy - driven convection can be largely eliminated by 
growth in space, although under some conditions the residual accelerations may cause en- 
ough convection to cause compositional variations. Reviewers have often suggested that 
it may be possible to eliminate the effects of buoyancy - driven convection on earth. 
While it seems likely that convection in metallic melts can be reduced to any desired 
level by the use of a sufficiently strong magnetic field, this is not possible for non - 
conducting melts. 
Recently we found (7) that the temperature profile of the heater in the Bridgman - 
Stockbarger configuration can be adjusted so as to nearly eliminate convection near the 
solid - liquid interface of organic materials. The convective flow field was usually 
asymmetrical. For the vertically stabilized condition (temperature increasing with 
height), very gentle convection, on This 
very slow convection was difficult to resolve, especially near the interface. If convec- 
tion this slow is always present in the vertically stabilized condition, component 
segregation is expected to be large when the flow velocity is of the same order of 
magnitude as the crystal growth velocity, which is likely to be common. 
the order of 10 microns / sec, can persist. 
The objective of the current research is to observe the convective flow field and 
measure the segregation it induces in the crystal for a series of convective flow re- 
gimes. Of particular interest is the gentle convection associated with the verticially 
stabilized condition, since this is expected to produce the greatest doping in- 
homogeneity. The effect of the crystal's interfacial curvature in the vertically 
stabilized condition will be investigated. Even under diffusion controlled conditions 
in a symmetrical temperature field, large radial variations in doping are expected if 
the interface is either very convex or very concave (6).  The variation of doping pro- 
duced with vigorous convection also will be examined. 
When a short booster heater is added between the main heater and the cooler, an axial 
temperature gradient can be created in the melt near the interface that promotes 
buoyancy driven convection. It is known that this changes the axial doping profile com- 
pletely, but it will be interesting to see how a well - stirred melt changes the cross - 
sectional doping patterns in the crystal. 
I.B. Progress 
In this project the vertical Bridgman-Stockbarger technique is being used to grow 
naphthalene crystals doped with anthracene. Two photographs of the set-up are shown in 
Figure 1.1. The heater is constructed of a polycarbonate tube around which is wound 
nichrome resistance heating wire. Below the main heater is a short booster heater. Above 
the main heater is a short heater designed to control temperature roll-off at the top of 
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the furnace. An annular Pyrex jacket serves as the cooler. Between the furnace and the 
cooler is a thin layer of insulation. The pedestal upon which the sample ampoule rests 
can be seen emerging from the bottom of the cooler. 
The diameter of the ampoule is 16 mm. It is constricted to approximately 5 mm ID for 1 
to 2 cm near its bottom. As the sample is solidified, grains whose growth directions 
are non-parallel to the ampoule's translation are grown out in the constriction. The 
ingots produced by this method appeared to be single crystals; no grain boundaries were 
observed. The ingots were also "crystal clear." Rarely was an ingot produced that was 
clearly composed of two grains. In those cases, an opaque grain boundary that runs 
parallel to the ampoule wall along the entire length of the ingot was easily dis- 
tinguished. 
Cmrct-Ic urnma . . _ A b  enurn **bb frnn of ~T+-EI)~@- g p  bl~bbles a ~ d  stress-ifid~cd- hzcbdres. Gases 
were removed from the naphthalene by applying a vacuum of approximately 25 mm Hg to the 
melted naphthalene prior to solidification. The temperature gradient near the interface 
was determined by measuring the temperature at the outer wall of the sample ampoule with 
a moveable thermocouple. A temperature gradient of approximately 15 to 20 OC / cm with 
a growth rate of 1.5 microns / sec was typically employed. A larger temperature 
gradient could not be applied because thermal stresses in the crystal caused it to break 
into several pieces while still in the ampoule. 
In order to remove the crystal from the ampoule the ends of the ampoule are first re- 
moved by scratching rings around the ampoule and touching the rings with a hot glass 
rod. The remaining ampoule is held vertically and heat is applied with a hot air gun, 
causing the crystal to slide out of the ampoule. The crystal is then cleaved with a 
sharp blade. If the cleavage plane is not oriented properly with the plane in the 
crystal that is to be analyzed (normally perpindicular to the ampoule axis), the cleaved 
surface is shaved to the desired direction using the blade. 
To measure cross - sectional variations in doping, samples must be taken from the 
surface of the cross sectional slice. Approximately 0.200 mg is removed from each de- 
sired location on the surface of the slice by lightly scratching it with a small razor 
blade. With care, 6 to 8 nearly equally spaced samples can be obtained across one 
diameter. The exact radial location of the sample is determined by measuring the loca- 
tion of the scratch on surface afterwards. The material removed from the surface is 
dissolved in 5 ml of 2,2,4-trimethylpentane (iso-octane), and its composition is de- 
termined using fluorescence spectroscopy. 
Fluorescence spectroscopy works very well for this system because naphthalene and 
anthracene fluoresce very strongly. Naphthalene absorbs and fluoresces entirely in the 
W region, while anthracene absorbs in the W and fluoresces in the visible region. The 
ultraviolet absorption spectra of anthracene and naphthalene in iso-octane are shown in 
Figures 1.2 and 1.3. Figure 1.2 shows that anthracene has an absorption peak at 365 nm. 
When exited at 365 nm, anthracene has a maximum in the fluorescence spectrum at 400 nm. 
(The emission spectra are not shown.) Figure 1.3 shows that naphthalene has a broad 
absorption peak at 275 nm. When exited at 275 nm, naphthalene has a maximum in the 
fluorescence spectrum at 325 nm. 
The procedure for determining the relative distribution of anthracene in the crystal is 
straightforward. A series of naphthalene and anthracene standards are prepared and 
fluorescence vs. concentration curves are drawn for each. The fluorescence of the 
samples dissolved in iso-octane is measured at 325 nm and 400 nm. Under these con- 
ditions, the measured fluorescence of naphthalene and anthracene is such that it is the 
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same as if they were both dissolved in separate solutions. Therefore, the concentration 
of each in the bo-octane is found directly from the fluorescence vs. concentration 
curves for the pure standards. 
The distribution of the anthracene in the crystal can be characterized in terms of the 
ratio of its concentration in the iso-octane solution to the concentration of 
naphthalene. Alternatively its mass fraction in the crystal can be calculated. Note 
that 0.2 mg of naphthalene dissolved in 5 ml of iso-ocatane produces a solution that is 
on the order of 10 ppmw naphthalene. Figure 1.4 is a plot of the fluorescence of 
anthracene vs. its concentration in the presence of 10 ppm naphthalene. Note that the 
data in this figure are linear with a correlation coefficient of 0.9999. 
Comparison of Figures 1.2 and 1.3 indicates that there are constraints (although 
-1: - 1- &\ on ;he - -^ -  U3rluLll~=5 L-l---- o ~ l  Ll-2" ^^^^ L--"--.L- --^-^-I 
anthracene absorbs at 325 nm, the wavelength at which the emission from the naphthalene 
is being monitored; i.e. anthracene quenches the fluorescence of naphthalene. If the 
concentration of anthracene is on the same order as that of naphthalene, no fluorescence 
of naphthalene would be observed and its concentration could not be determined. However, 
in the present experiments this error is insignificant because the concentration of 
anthracene is approximately 1000 times less than that of naphthalene (when a dopant 
level of 0.1% is used). The absorbence at 325 nm by the anthracene is negligible because 
there isn't enough anthracene present to absorb a significant amount of the light em- 
itted by naphthalene. Also, Figure 1.2 shows that the molar absorptivity of anthracene 
is very low at this wavelength. In fact, if the dopant level is changed by loo%, the 
error induced in the concentration of naphthalene is less than 1%. 
sllgllrl L 1 U 3  qJMLlu3CUplL pluLLuulc. Figire 1.2 show-s that 
The experimental error associated with the above analytical procedure is less than 2.8%. 
Therefore concentration variations larger than 2.8% can be determined. The experimental 
error associated with this technique can be reduced further by repetition of 
measurements, by using higher punty iso-octane, and by storing the concentration 
standards in glass. In the preliminary work described above, the concentration standards 
were stored in Nalgene bottles. This caused significant contamination problems. For 
this reason glass storage bottles were ordered last month. 
I.C. Plans 
First on the agenda for the next six months is to finish the corrections to the paper 
"Convection In The Bridgman-Stockbarger Technique" for the Journal of Crystal Growth. 
Investigations of doping inhomogeneity will be made on anthracene - doped naphthalene 
solidified in the vertically stabilized condition. Doping variations will be examined 
for crystals solidified under both thermally symmetrical and asymmetrical conditions. 
From this we hope to find to what degree the thermal symmetry of the Bridgman - 
Stockbarger furnace causes cross - sectional variations in doping. The effects of in- 
terfacial curvature, both convex and concave, for the vertically stabilized condition 
will be examined as well. 
In order to determine the convection pattern and its magnitude, when about half of the 
melt has been solidified tracer particles will be added to the melt and a time exposure 
photograph taken with laser slit illumination as in (7). Immediately after the photo is 
taken the ampoule will be rapidly removed from the heater allowing the melt to solidify 
dentritically. In this way, the location of the interface at the time the convection 
was photographed will be clearly demarced. 
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After studying convection and segregation under thermally stable conditions, doping in- 
homogeneity under well mixed conditions will be investigated. The booster heater will 
be used to create a destabilizing temperature gradient near the interface. (This creates 
vigorous convection throughout the entire melt.) Forced convection may be generated by 
a transient rotation of the ampoule as well. Since rotating the ampoule should produce 
a more symmetrical temperature field at the ampoule’s wall, it will be interesting to 
compare the usefulness of ampoule rotation with a destabilizing temperature gradient in 
producing more homogeneous crystals. 
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Figure 1.1. Photographs of the Bridgman - Stockbarger apparatus. On top is a clear 
Between the three zone heater. Beneath the heater is an annular circulating cooler. 
heater and the cooler is a thin layer of insulation. 
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Figure 1.2. Ultraviolet absorption spectrum of anthracene dissolved in iso-octane. 
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Figure 1.3. Ultraviolet absorption spectrum of naphthalene dissolved in iso-octane. 
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Figure 1.4. Fluorescence of anthracene vs. its concentration with a naphthalene con- 
centration of 10 ppm. 
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11. INFLUENCE OF SPIN-UP / SPIN-DOWN ON COMPOSITIONAL HOMOGENEITY 
AND PERFECTION OF DIRECTIONALLY SOLIDIFIED 
INDIUM GALLIUM ANTIMONIDE 
Ross Gray 
S u m m a r v  
AppeIidh A & the resear& B'"Pu"al prepard fur Euss Gray's FIi*E* y-ml+g examha- 
tion, which he passed during this reporting period. It includes a review of the 
literature on the effect of solidification conditions on compositional homogeneity, 
twinning, grain boundary formation and dislocations, especially in compound semi- 
conductors. 
Appendix B is a manuscript resulting from a theoretical study of the influence of solid 
state diffusion on the decay of compositional striations formed during solidification. 
Under many conditions striations decay to negligible magnitude long before the crystal 
cools to room temperature and is examined. 
Indium, gallium and antimony have been sealed together in ampoules, melted, mixed and 
slowly solidified in a vertical Bridgman - Stockbarger apparatus with spin-up / 
spin-down (accelerated crucible rotation technique). Difficulties have been encountered 
with power failures during the lengthy runs. A method of measuring the temperature 
gradient in the melt was developed. 
1I.A. Introduction 
The planned research, including background and literature review, is covered in detail 
in Appendix A. The most pertinent observation is that made by workers at Mullard in 
Southampton, England. Use of spin-up / spin-down in directional solidification of mercu- 
ry cadmium telluride not only produced homogeneous ingots, but also unexpectedly in- 
creased the grain size. A primary objective of the present research is to determine the 
mechanism for this phenomenon. Indium gallium antimonide was chosen as a model sub- 
stance, in that it has a phase diagram similar to mercury cadmium telluride, exhibits 
the same sort of solidification problems (twinning and grain boundary formation), and 
yet is non - volatile. Thus equipment has been built and techniques developed for 
directionally solidifying indium gallium antimonide with spin-up / spin-down. 
Correlations will be sought between the solidification conditions, compositional 
homogeneity and crystal defects (twins, grain boundaries and possibly dislocations). 
Recent research by Larrousse at Clarkson showed that spin-up / spindown leads to large 
fluctuations in freezing rate and segregation. In fact meltback is expected during each 
spin-up / spin-down cycle. It may be that this periodic melting and freezing enhances 
grain selection and elimination of twins in solidification of mercury cadmium telluride 
at Mullard. To differentiate between the stirring effects of spin-up / spin-down and re- 
melting effects, another doctoral student is planning experiments that will produce per- 
iodic melting and freezing without added convection. This will be accomplished by pass- 
ing large currents through the material during solidification, as described in detail in 
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Section III. 
1I.B. Progress 
A research proposal on the compositional homogeneity and crystallographic perfection of 
alloy semiconductors was written. A copy of the proposal is included in this report as 
Appendix A. The PhD quahfying examination was taken and passed. 
After repeated attempts, a method of measuring the temperature gradient inside a melt of 
InxGal-xSb was devised. A thin K-type thermocouple probe is placed in a two-hole ceram- 
ic insulator and this is inserted into a quartz capillary that is fused in the bottom of 
the growth ampouie. l'his aiiows the measurement of temperature at a height of 4 cm 
above the bottom of the ampoule, while it is being translated through the heater - cool- 
er assembly. A temperature gradient measurement is currently being taken with the heat- 
er temperature at 85OoC, the cooler at 10°C, and the translation rate at 4 mm / day. 
In addition to the work reported previously on analysis of solid state diffusional decay 
of striations, an analytical solution was obtained for an isothermal ingot. This agrees 
well with the prior numerical calculations for the initial portion of the ingot, and is 
conservative in predicting survival of striations to room temperature. A paper entitled 
"Diffusional Decay of Striations" by Gray, Larrousse and Wilcox was submitted to the 
Journal of Crystal Growth. A copy of the paper is enclosed in this report as Appendix 
B. 
__ 
I1.C. Plans 
Over the next six months, temperature gradient measurements with different heater and 
cooler temperature combhations will be taken until a proper gradient for the avoidance 
of constitutional supercooling is achieved. Also, the interface should lie in the upper 
part of the insulating region or the lower furnace region so that a slightly convex in- 
terface is obtained. The furnace will be shut down for a time sufficient to cause a de- 
marcation of the interface in a separate experiment. Once the proper heater and cooler 
temperatures are chosen, the set of experiments in Table 1 of the research proposal 
(Appendix A) will be started. 
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111. INFLUENCE OF IMPOSED FREEZING RATE FLUCTUATIONS 
ON THE MICROSTRUCTURE AND COMPOSITIONAL HOMOGENEITY 
OF INDIUM GALLIUM ANTIMONIDE 
Mohsen Banan 
S u m m a r y  
The n b j d v e  nf this prnj~t is tn d~temine the incluence of imposed freezing 
fluctuations on compositional homogeneity, twinning, and grain size of directionally 
solidified indium gallium antimonide. This research will complement that described in 
Section II above, to enable us to determine the mechanism by which spin-up / spindown 
reduces polycrystallinity in solidification of mercury cadmium telluride. Passage of 
current pulses through the material during solidification will produce alternate melting 
- freezing cycles without significantly influencing convection in the melt. 
A literature review is nearly complete. A research proposal is being written in prepara- 
tion for the Ph.D. quahfying examination. A Bridgman - Stockbarger furnace and a Pelti- 
er Interface Demarcation apparatus were constructed. Techniques were developed for 
fabricating ampoules containing PID electrodes. 
1II.A. Introduction 
Solid solutions of semiconducting III-V and 11-VI systems, such as indium gallium 
antimonide and mercury cadmium telluride, exhibit the advantage of composition - de- 
pendent properties. By varying composition, the material's properties can be selected to 
suit different purposes and applications, such as optoelectronic and infrared sensing 
devices. For example, a solid solution of indium antimonide and gallium antimonide is a 
promising material for photodetectors, Gunn devices, and three level oscillators (1-4). 
However, bulk growth of these crystals has been mostly limited to exploratory investiga- 
tion due to two basic problems associated with alloy growth, i.e. compositional in- 
homogeneity and polycrystallinity. The origins of these problems are not yet completely 
understood despite extensive research done in this field. 
When concentrated alloy melts are frozen, extensive segregation readily occurs, commonly 
resulting in an inhomogeneous solid and morphological breakdown due to constitutional 
supercooling (5-7). Such growth behavior may be the cause of twin and grain formation, 
inclusions, dislocations, etc. While constitutional supercooling may be avoided by use 
of a low growth rate and a large temperature gradient at the freezing interface, twinn- 
ing and polycrystallinity persist nonetheless. It has been speculated that freezing rate 
fluctuations may lead to momentary constitutional supercooling with accompanying nuclea- 
tion of twins and grains even when the average freezing rate is sufficiently low that 
constitutional supercooling is not expected. 
Buoyancy - induced convection is always present in the melt during solidification on 
Earth because of unavoidable thermal and compositional gradients. This convection often 
oscillates or fluctuates, causing variations in the rate of crystal growth, com- 
positional variations, and perhaps nucleating grains and twins. 
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To study the effect of microgravity on microstructure, InSb-GaSb ingots were 
directionally solidified on the Skylab III and N missions (8-10). The numbers of grain 
and twin boundaries were sustantially reduced in the space - processed crystals as com- 
pared with corresponding ingots solidified on earth under otherwise identical con- 
ditions. A similar reduction in the number of twins was observed in InSb-GaSb solidified 
with a magnetic field applied to the melt to inhibit free convection (1 1). 
Mechanical twins are formed in some crystal systems when stress causes the crystal to 
dislocate through a distance which is not a multiple of the unit cell dimensions. 
Thermal stress during solidification might be responsible for some twinning, since high 
temperature gradients and low freezing rates (i.e. solid remains at high temperature 
for a long time) are needed to avoid constitutional supercooling. Stress - annealing of 
indium gallium antimonide ingots resulted in a slight modification in the geometry of 
grains and twins, but no change in their numbers (12). These observations suggest that 
the presence of stress during solidification of these alloys probably does not cause 
generation of twins or grains, but may came significant modification of their shapes. 
As noted in Section I1 above, the effect of ACRT on the compositional homogeneity and 
crystallographic perfection of InxGal-xSb ingots is now being studied in our laboratory 
(13). 
The goal of the present project is to determine the effect of controlled freezing rate 
fluctuations on the formation and annihilation of twins and grains in indium gallium 
antimonide crystals directionally solidified by the vertical Bridgman-Stockbarger 
method. The freezing rate will be varied rapidly by a technique commonly called Peltier 
Interface Demarcation (PID), because it was developed for revealing the shape and posi- 
tion of the solid - liquid interface at selected time intervals. 
The PID technique (14) utilizes a current pulse passing through a directionally 
solidified crystal to create a rapid thermal pertubation at the solid - liquid interface 
due to the Peltier effect (15). Some joule heating of the solid and liquid also occurs. 
These combined thermal perturbations cause a rapid change in freezing rate and may even 
lead to remelting. If a current pulse is applied periodically the freezing rate varies 
periodically. Alternate freezing and melting can be achieved as well. 
The periodic melting and regrowth during crystal growth have been shown to improve the 
quality of the resultant crystals. For example, periodic vapor phase etching and re- 
growth has resulted in a higher quality crystals of Fe203(16) and mercuric iodide (17). 
The dislocation density of GaP was reduced by a factor of 3 as a result of one meltback 
cycle during LPE (18). Periodic melting and regrowth greatly accelerated grain selec- 
tion during solidification of films of salol under the microscope (18). 
III.A.l. Backmound on Peltier effect 
The Peltier effect refers to liberation or consumption of heat at a boundary betwee two 
conductors when electric current is passed through the boundary. Reversal of current 
direction causes heat liberation to become heat consumption and vice versa. The solid 
and liquid phases of a given material act as different conductors, so that when current 
is passed through a solid - liquid interface the Peltier effect occurs. PID has unique 
advantages for interface control in crystal growth 
(i) There is no time lag between stimulus and response, because the heat is produced 
directly at the interface. 
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(ii) The effect is reversed by reversing the direction of the applied current. 
The Peltier heat, absorbed or evolved at the interface is given by: 
where P is the Peltier coefficient and I is the current density. The Peltier effect is 
related to other thermoelectric effects, i.e. Joule, Seebeck, and Thomson effects, and 
they can occur simultaneously (15). 
Ioffe (20) was one of the first to draw attention to the existence of the Peltier heat 
between a solid metal and its own melt, and suggested its use in solidification 
phenomena such as zone refining and crystal growth. An expression was derived (21,22) 
for the interface velocity due to the Peltier effect the heat balance at the interface: 
V = 0'1 + KsGs - KiGi))/H (2) 
where K, and K1 are the thermal conductivities of the solid and melt, respectively, G, 
and G1 are the thermal gradients at the interface in the solid and melt, H is the latent 
heat of fusion per unit volume, P is the Peltier coefficient, and I is the current d e  
nsity. Equation (1) shows that appropriate changes in the current density can cause the 
interface to accelerate, stop, or reverse direction. Corresponding fluctuations in 
the instantaneous growth rate are incorporated in the growing crystal as impurity 
striations (14). 
Peltier interface demarcation lines (intercepts of the periodically delineated interface 
with a plane parallel to the growth axis) can be used as: 
(i) "Rate striations" for determination of microscopic growth rate. 
(ii) Locators for the identification of simultaneously grown areas in the core and 
(iii) Time "reference markers" for the correlation of growth and segregation behavior 
off-core regions. 
vs. time in directionally solidified semiconductor crystals (23-27). 
The Peltier effect has been used in liquid phase electro-epitaxial growth (28,29). In 
this method, the two main mechanisms responsible for crystal growth are: 
(i) Peltier cooling at the substrate-solution interface leads to a change in the in- 
terface temperature, which supercools the solution in direct proximity to the sub- 
strate. 
(ii) Electromigration of solute towards the substrate results in a steady state 
solute flux which sustains growth. 
The Peltier effect was also used in experiments aimed at gaining an improved understand- 
ing of the atomic mechanism of solidification (301, based upon the relationship between 
the microscopic growth velocity and the undercooling at the interface. It was used to 
form p-n and more complex junctions (21,31) by controlling solute segregation through 
varying the growth rate. 
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1II.B. Proaess 
A literature search was performed. A research proposal is being written in preparation 
for the doctoral quallfVlng examination. The equipment and materials required for 
growth of crystals were purchased. A vertical Bridgman - Stockbarger furnace was de- 
signed and constructed. A PID growth ampoule was designed and fabricated. 
III.B.l. Experimental Apparatus 
The experimental set-up consists of the vertical Bridgman - Stockbarger (VBS) apparatus 
and the PID system shown in Figure III.1. The translation unit is a model 202 zone re- 
finer manufactured by Crystal Specialties of Oregon. It is held in a vertical position 
and was already available in our laboratory. Modifications, i.e. replacing pullies and 
beits, were performed to acnieve a translation rate of 4 mmiday to enabie us to avoid 
constitutional supercooling in the InSb-GaSb system (11). 
A two zone VBS furnace was designed and constructed as shown in Figure III.2. It con- 
sists of a hot zone and a cold zone separated by an insulating layer to achieve a more 
planar interface (32). The hot zone is made of Kanthal heating element embedded in a 
Fibrothal tubular insulation. The heating element is sandwiched between two zirconia in- 
sulation disks and copper sheets. For better thermal insulation, a robok insulating 
blanket is wrapped arround the heating element. The complete unit is surrounded by an 
aluminum cover for better protection. A quartz tubing, 20 mm. I.D., 25 mm. O.D., and 
6.5 in. long, is used as the furnace liner. The diameter of the opening for the ampoule 
in the furnace is 1.5 cm. Several holes are made on top of the furnace for insertion of 
thermocouples. The cold zone is a copper double-pipe heat exchanger. It is connected to 
a Lauda thermostatted water-bath for allow coolant circulation. 
A k-type thermocouple is located in the furnace between the heating element and the lin- 
er. It is connected to an Omega model 6000 microprocessor - based on - off temperature 
controller. The output voltage from the controller is stepped down to a proper voltage 
using a Powerstat variable autotransformer, and then connected to the heating element. 
With fine tuning of the controller, the temperature of the furnace can be controlled to 
within 1 C. 
The Peltier Interface Demarcation system consists of a pulse generator, strip chart re- 
corder, and the PID growth ampoule. A Keithley model 228 voltage-current source is 
utilized as a pulse generator. This unit features a maximum output current of 10 A / 
100 W with a dwell time ranging from 25 ms to 1000 s. Up to 100 channels can be pro- 
grammed for current pulses of various amplitudes and frequencies. A stripchart recorder 
will be used to monitor and record the voltage across the electrodes during the growth 
period. 
For designing the PID growth ampoule, the following concepts were 
considered: 
(i) The ampoule should be vacuum-sealed. 
(ii) The electrode materials should have high electrical conductivity and high melt- 
ing temperature, and exhibit no chemical reaction with the growth materials. 
After a literature search, two materials were selected for the electrode lead; 
molybdenum and tungsten. Corrosion and solubility tests were performed on these 
materials. A piece Mo or W wire was placed in a vacuum-sealed quartz ampoule containing 
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the growth materials, I\Gal-xSb (x=.2). The ampoule was attached to a motor and placed 
inside a furnace which was set at 900 C. The growth materials were homogenized by 
rotating the ampoule in a reciprocating fashion. After 72 hours, ingots were rapidly 
solidified by removing the ampoule from the furnace. The ingots were removed by break- 
ing the quartz ampoules, and cut radially using a diamond saw. The samples were cast in 
an epoxy resin, lapped, and polished to reveal the cross section of embedded wires. The 
prepared samples were examined under an optical microscope equipped with a video camera 
connected to a TV monitor. Figures I11.3 and I11.4 show photomicrographs of the cross 
sections of embedded wires. The diameters of the wires were measured before and after 
the tests. No drastic change was observed either case. 
Figures III.5 and 6 are schematic diagrams of PID growth ampoules. The ampoules are made 
of quartz tubing, 7 mm I.D., 9 mm O.D., and 20 in. total length. The electrodes are made 
of h g s t e n  or molybdenum, 1 mm in diameter, inserted through graphite cylinders. The 
graphite is used for better material - electrode contact. The electrodes are passed 
through the quartz capillary tubing, 1 mm ID, 6 mm OD, and 2 cm long, at both ends of 
the ampoules. This is done to secure the position of the electrode leads and to minimize 
the openings at the end of ampoule. 
To seal the ampoule, two designs were considered. In design PIDGAl, a Pyrex graded seal 
quartz (Corning Glass), 7 mm ID, 9 mm OD, 2 in. long, is fused to the quartz 
capillaries. (Pyrex and tungsten are supposed to make a good seal (33).) In design 
PID-GA2, a quartz cup, 7 mm ID, 9 mm OD, and 2 cm long, is fused to the capillary tub- 
ing. The cups are filled with high temperature ceramic cement (Cerabond 556 manufactured 
by Aremco Products) of 1% porosity. The cement is allowed to cure at 100 C for 2 hours. 
The growth ampoules also feature access for growth materials and tubing connection to 
the vacuum line. Schematic diagrams of loaded and sealed ampoules are shown in Figures 
II1.5 and 6. 
Several prototypes of PID-GA2 were fabricated. A vacuum of loe3 torr was achieved. The 
Pyrex graded seal quartz has not yet been received. The aluminum ampoule holder shown in 
Figure III.7 was designed and fabricated. It features sections movable in both 
horizontal and longitudinal directions for the exact alignment of the growth ampoule 
with the furnace liner. The ampoule holder is attached to moving platform of the trans- 
lation unit. 
III.B.2. Experimental Procedure 
Following are the general tasks which will be performed during each growth run. The 
growth materials ( 20 % or 40 % InSb initial melt composition) will be homogenized and 
transferred into a precleaned PID growth ampoule. The ampoule will be sealed under a 
vacuum of lom3 torr. The loaded ampoule will be attached to the ampoule holder and 
placed inside the VBS furnace. The electrode leads will be connected to the pulse 
generator and the strip chart recorder. 
By programming the temperature controller, the furnace temperature will be gradually in- 
creased up to the required value (melting temperature). The pulse generator will be pro- 
grammed for a current pulse with proper amplitude and frequency. The translation unit 
controller will be set on desired lowering rate (4 mm/day or 8 mm/day!. The growth will 
be initiated by translating the ampoule from the hot zone to the cold zone. The pulsing 
will be started after solidification of the crystal for about 1 cm. The amplitude and 
duration of pulses will be monitored and recorded on a strip-chart recorder for future 
correlation between the growth observations and pulsing effect. 
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After termination of the growth run, the furnace will be allowed to cool down slowly to 
avoid any thermal shock. After removing the ingot from the ampoule, it will be cut 
axially and radially into several pieces. These samples will be cast in epoxy resin, 
lapped, and polished. The polished samples will be eched to reveal the microstructure or 
the striations. The microstructure will be examined under an optical microscope and a 
scanning electron microscope. A compositional analysis of the ingots will be also per- 
formed using EDEX. 
1II.C. Plans 
The research proposal will be completed and the Ph.D. qualifymg exam will be taken. 
2 LC.mP. 
thermocouple inside the furnace liner and measuring the temperature at different 
positions. The translation unit will be calibrated for growth rates of 4 mm/day and 8 
mm/day. The PID growth ampoules will be optimized for a firm vacuum seal. An ampoule de- 
sign (i.e. thermocouple electrode arrangements) will be considered and fabricated for 
measurement of the thermal transients at the solid/melt interface during periodic 
growth. 
A - L J p F  The temper~b~re prcfi!e cf the  ace y,nAl be deter;=lbn+w h x r  inrnd;n- 6 ", A A W L . l . A L .  
The first I\Gal-xSb (x = 0.2) ingot will be grown at an average rate of 8 mm/day and 
current pulses of 5 A with 30 min. off and 30 s on periods. 
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antimonide. 
Figure 111.4. 1 mm molybdenum wire embedded in indium gallium 
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1 INTRODUCTION 
1.1 Background and Introduction 
1.1.1 Constitutional Supercooling 
Bulk, single crystals of In,Gal-,Sb have possible applications as microwave oscil- 
lators due to the observance of the G u n  effect in this alloy [1,2,3]. Alloy systems 
offer the advantage of having a composition dependent band structure which al- 
lows one to vary the crystal properties in order to suit different applications. The 
optimum substrate composition for operating optoelectronic devices is about 80% 
GaSb. However, the necessary electrical properties have not yet been met at this 
composition. The material should be n-type with a carrier concentration less than 
, but when grown it is ptype [2]. In,Gal-,Sb only becomes n-type 1015 elecfronr 
c m S  
when x > 0.46. 
For bulk substrate applications, homogeneous, single crystals with low defect 
densities are required. Experimenters have tried many different methods of growing 
bulk crystals of 111-V alloys and almost all attempts have resulted in either poly- 
crystalline and/or compositionally inhomogeneous crystals which are not suitable 
for any devices. A major cause for the lack of success in growing bulk alloys is the 
extensive segregation that often occurs due to the breadth of the two-phase region. 
The pseudo-binary, equilibrium phase diagram for the InSb-GaSb system is shown 
in figure 1 [4]. 
As In,Gal-,Sb solidifies, InSb is rejected from the solid and accumulates in 
a solute-rich layer adjacent to the growth interface. Tiller et al. [5] described 
the concentration profile of impurity in the melt as a function of the growth rate, 
diffusivity of impurity in the melt, the interface concentration of impurity, and the 
5 
710 
700 
690 
680 
670 
660 
650 
640 
630 
620 
610 
600 
590 
580 
570 
560 
550 
540 
530 
520 
0 0.2 0.4 0.6 0.8 1 
InSb X O a S b  
Figure 1: The InSb-GaSb pseudebinary phase diagram [4]. 
6 
bulk concentration of impurity in the melt. This profile is given by, 
where CL is the concentration of impurity in the melt at a distance x from the 
interface, Ci is the concentration of impurity in the melt at the interface, C, is 
the concentration of the bulk melt, V is the flow velocity in the melt created by 
solidification (a result of fixing the coordinate system with respect to the interface 
position), D is the diffusivity of impurity in the melt, and z is the distance into the 
melt from the interface. This equation assumes that: 
0 solid-state diffusion is negligible. 
0 steady-state. 
0 the interface is planar. 
0 there is no convection in the melt. 
Severe component segregation readily leads to the condition of constitutional 
supercooling in the melt. 
Constitutional supercooling was formulated by Rutter and Chalmers [6] to 
explain the breakdown of a planar growth interface to a cellular one. The basic 
concepts and results are presented here. A more rigorous theory based on the 
growth or decay of sinusoidal perturbations of the growth interface is developed in 
references [7,8,9]. 
When a melt of bulk concentration C, solidifies at a constant freezing rate 
V from the melt under an imposed temperature gradient G, the lower melting 
component (InSb) becomes enriched in the liquid adjacent to the solid. This causes a 
gradient in the equilibrium melting temperature as shown in figure 2. Constitutional 
7 
I 
supercooling exists when the imposed temperature gradient in the melt is exceeded 
by the gradient in equilibrium melting temperature at the interface. A mass balance 
at the interface leads to the following condition for the avoidance of constitutional 
supercooling: 
where m is the slope of the equilibrium liquidus curve and c6 is the concentration 
of impurity in the solid at the interface. The crystallization flow velocity V,, is the 
flow of melt into the interface as a result of solidification. The term was coined by 
Wilcox [lo] and will be equal to the crystal growth rate V when the solid and liquid 
volumetric properties are the same. This equation uses the assumptions listed for 
equation (1.1). It can be seen that a high imposed temperature gradient and/or a 
low growth rate will help prevent the onset of constitutional supercooling. 
At steady-state with no mixing in the melt, C, = C, and Ci = 9 (if the units 
of concentration are mole or mass fraction and not orcA,ml), where k (assumed 
constant) is the equilibrium distribution coefficient at the interface and has been 
defined as 3 in this paper. These conditions reduce equation (1.2) to, the form, 
G > mC, (5 - 1) .  
V D V k  
For the case of complete mixing in the melt, Ci = C,, C, = kC,, and equation (1.2) 
becomes, 
G mCo Vcr - > -(v - k )  . V D  
A shematic representation of constitutional supercooling is shown in figure 2 for the 
case of no mixing in the melt. 
Constitutional supercooling results in the transition of a planar interface to 
a cellular one. The solute laterally segregates into the cell boundaries in an at- 
tempt to relieve the conditions of constitutional supercooling. If the conditions are 
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extreme, dendritic growth will result. Most of the solute will be trapped in the 
interdendritic regions causing a microsegregat ion problem. Inclusions, dislocations, 
grain boundaries, and possibly twin boundaries are a result of this type of rapid 
growth. 
Sen (111 plotted the critical 5 ratio from equation (1.3) versus the mole fraction 
of GaSb in the melt. The diffusion coefficient D was assumed to be 2 x lo-' $. 
This is shG:Yn in figure 3. A krge regicr: cf ir:stzS!it;. exists. Ser: [Ill dsc fcund 
that increasing the imposed temperature gradient in the melt to 4O0C/cm caused 
increased thermal stress in the In,Gal-,Sb ingots. This resulted in microcracks 
and other defects. Extremely low translation rates are limited by the smoothness 
of mechanical motion that is available. 
1.1.2 Convection 
In the vertical Bridgman-Stockbarger (VBS) growth technique, the charge of met- 
als is sealed in a growth ampoule. This ampoule is then lowered at a slow rate 
down through a temperature gradient created by a furnace on top of a cooler. This 
set-up allows one to independently control the interface shape, growth rate, and 
temperature gradient. This system, with the heater on top, is said to be thermally 
stable. However, natural convection will always be present on earth due to unavoid- 
able radial temperature gradients and variations in composition. This convection 
can often be slow, timedependent, and chaotic [12]. The result is variations in 
temperature and flow velocity near the interface, causing growth rate fluctuations. 
An inhomogeneous composition profile with striations parallel to the interface can 
develop. 
One possible way to eliminate the problems associated with time-dependent 
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Figure 3: Critical G/V ratio for Inl-,Ga,Sb assuming no mixing in the melt (z is 
the mole fraction of GaSb in the bulk melt) [ll]. 
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free convection is to attempt to suppress the convection. This could be accom- 
plished by applying a transverse magnetic field across the melt [ll] or by carrying 
out the solidification in space [13,14,15,16]. Another approach is to introduce regu- 
lar, forced convection on a scale that will overwhelm any natural convective effects. 
Using forced convection offers the advantage of keeping the melt well-mixed and, 
consequently, damping the effects of a non-axisymmetric furnace. The major ob- 
stacle to achieving stirring evolves from the inability to place a mechanical stirring 
device inside the growth ampoule. A stirrer would be a source of impurities. Also, 
the crystal must be totally sealed in an inert atmosphere to prevent escape of volatile 
components and to keep the melt from reacting with the ambient atmosphere. 
Spin-up/spin-down, often referred to as the accelerated crucible rotation tech- 
nique (ACRT) when applied to crystal growth, is a method by which effective mixing 
can be achieved without making physical contact with the melt. The entire am- 
poule is rotated for a period of time (spin-up), motion is stopped for another period 
(spin-down), and this cycle is continuously repeated. 
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1.2 Objectives 
The objective of this project is to determine the effects of ACRT on the radial 
and axial compositional homogeneity of In,Gal-,Sb grown by the VBS technique. 
The effect of ACRT on twin and grain boundary formation will also be determined. 
Ingots will be grown with different ACRT cycle times, with different ACRT rotation 
rates, and with and without the application of the ACRT. The knowledge gained 
by determining these effects can then be used to help in understanding the growth 
of alloy systems from the melt. 
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2 LITERATURE REVIEW 
2.1 The Growth of Indium Gallium Antimonide 
2.1.1 Application of a Magnetic Field 
Sen [11] grew bulk ingots of In,Gul-,Sb by the VBS technique. She used initial 
compositions of x = 0.1,0.3, and 0.5 and growth rates of 4 and 8 E. The number 
of grain boundaries increased by about 30% as the composition of h S b  in the initiai 
feed increased. The average number of twins was less dependent on composition. 
Sen applied a transverse magnetic field across the melt during the growth of 
some ingots. This reduced the number of twins considerably. She attributed this 
to the suppression of temperature fluctuations in the melt caused by the magnetic 
field inhibiting natural convection. If transients in temperature occurred near an 
interface that was close to constitutional supercooling, a momentary drop in tem- 
perature would cause a supercooled region in front of the interface. This could 
possibly cause nucleation and attachment of new grains and twins before interface 
breakdown has time to occur [ll]. 
Sen also found that new grains often nucleated shortly after the nucleation 
of twins, but in smaller quantities. Twins are geometry dominated (their shape 
is determined by crystallographic orientation) and, consequently, grew out quickly. 
Grains grew out slowly, suggesting the presence of only a slightly convex interface. 
A convex interface is desirable because it causes grains to grow out by propagating 
into the ampoule wall due to the tendency of grain boundaries to align themselves 
perpendicular to the melt-solid interface. This leads to the least amount of grain 
boundary area at the interface and, thus, is a form of energy minimization. 
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She grew one ingot of In,Gal-,Sb with an increased temperature gradient of 
40 - 5O0C/cm. The ingot showed no sign of directional solidification. It contained 
many voids and microcracks. This indicates that constitutional supercooling is not 
the sole source of grains and twins [ll]. The fine grain structure suggests that too 
steep a temperature gradient increases thermal stress and produces cracking and 
dislocations. 
The ingots showed no significant radial composition gradients except for a 
slight variation after turning on the magnetic field. The mole fraction of InSb 
gradually increased down the length of the ingot and rose sharply at the end. In 
some samples, the InSb mole fraction showed much scatter at the end of the ingot. 
This was probably due to constitutional supercooling. 
In order to investigate the suggestion that thermal stress during solidification 
might be the cause of grain and twin boundary formation, some of the directionally 
solidified In,Gal-,Sb ingots were annealed with and without an applied stress 
[11,17]. The annealing was carried out at over 80% of the Kelvin melting point for 
10 days. 
With no load applied, annealing had no effect on the microstructure. Some 
changes did occur when a 66 g stainless steel plug was placed on top of the ingots 
during annealing. Annealing decreased the number of curved boundaries and in- 
creased the number of straight boundaries. The total number of boundaries did 
not show a statistically significant change. The influence of stress annealing in- 
creased with increasing InSb content of the ingots. No grain or twin boundaries 
were generated in a section of an ingot which was originally a single crystal. 
These results suggest that the presence of stress during solidification probably 
does not cause generation of grains or twins, but may cause significant modification 
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of their shape while the solid is cooling [17]. 
Sen solidified some ingots by the vertical gradient freeze technique. In this 
method, no mechanical motion is necessary. Instead, the temperature of the furnace 
is programmed down at a slow rate to provide for crystal growth. Many more grains 
and twins were generated with this method. For this reason, no quantitative studies 
were made. One problem that occurred was that as the interface progressed further 
and further up into the furnace, the effect of the cooler was felt less and less. This 
resulted in a reduced interfacial temperature gradient, which favors constitutional 
supercooling. 
2.1.2 Space Processing 
A directional freeze experiment was performed on In,Gal-,Sb samples on earth 
and in space [13,14,15,16]. The purpose of this was to provide information on the 
influence of gravity on the microstructure of the ingots. The ingots were grown 
by the gradient freeze method on earth and in space under otherwise identical 
conditions. Three ingots were grown vertically on earth, three horizontally on earth, 
and six in two different Skylab missions. 
In the original analysis of the directionally solidified ingots, straight boundaries 
were taken to be twin boundaries and curved boundaries as grain boundaries [14]. 
After careful observation under a high magnification optical microscope, many of 
the curved boundaries were seen to consist of short, straight segments. Even those 
boundaries that appeared curved under this high magnification were found to con- 
sist of short, straight segments by scanning electron microscopic studies. It was 
determined by electron diffraction patterns that the short, straight segments were 
(111) twin boundaries [15]. 
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The grains were dendritic in the original cast material and in the last portions 
to refreeze. The number of straight twin boundaries in the Skylab processed ingots 
was dramatically less than in those processed either vertically or horizontally on 
earth. The number of straight twin boundaries decreased slightly with increasing 
InSb composition in the feed. There were less curved boundaries (curved twin 
boundaries plus grain boundaries) in the Skylab processed ingots and the number 
of curved boundaries was found to be independent of composition. 
The “curving” of many of the twin boundaries suggests energy minimization by 
alignment perpendicular to the growth interface in a manner commonly observed 
for grain boundaries [15]. Lefever et al. [15] determined that the source of the 
twins was the dendrites in the original cast material. There was little generation of 
twins in the space processed ingots, but new twins were generated frequently during 
solidification on earth. The mechanism for the generation of these twins is possibly 
the one discussed by Yee et al. [13] below. 
Ingots with a higher feed composition of InSb tended to form more microc- 
racks. This result showed no dependence on gravity. There was less volume of voids 
in the ingots processed vertically. The voids in the earth processed ingots were con- 
centrated at the initial remelt interface, while they were more uniformly distributed 
in the Skylab processed ingots. The voids tended to be near the melt-vapor interface 
in the horizontally processed ingots. 
According to Yee et al. [13], foreign particles were probably responsible for the 
differences between defect densities in earth processed and space processed ingots. 
This theory is based on the belief that particles at a growing interface can cause 
nucleation of gas bubbles, twins, and grains. Gravity would cause particles to settle 
on the interface where a convective stream could cause it to repeatedly impact 
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the interface. In space, particles would not settle and convective streams would 
not be present in the bulk of the melt. Thus, more twins would be generated on 
earth by small particles which interact more frequently with the interface. Large 
particles that could cause gas bubble nucleation would be concentrated in the initial 
portion to freeze in a vertical configuration on earth, while the gas bubbles would 
be randomly dispersed throughout the length of the ingot if it were processed in 
space. 
2.1.3 Early Grawth Experiments 
Joullie, Allegre, and Bougnot [3] directionally solidified In,Gal-,Sb by a vertical 
Bridgman method. The ampoule travel rates were 1.0, 0.45, and 0.25 y. The 
ingots grown at 0.25 y had large grains. At a freezing rate of 1.0 y, a second 
phase arose in the form of inclusions. The ingots grown at 0.25 and 0.45 were 
radially homogeneous. 
Woolley and Smith (181 used zone leveling to solidify an Ino.5Gm.5Sb ingot with 
one pass. The zone travel rate was 2.5 y in the first experiment and 1.0 y in a 
second experiment. Neither resulted in an equilibrium solid solution (single phase 
condition), but the slower travel rate gave better results. They also directionally 
solidified an Ino.aGm.6Sb ingot by lowering the furnace temperature by 3OoC/day 
for 14 days. In each cross section, there was an inhomogeneity in composition of 
about f 4 m d  % [19]. 
Woolley, Evans, and Gillett [19] tried to improve upon this by lowering the 
rate of cooling so that the freezing of the entire ingot took 5 weeks. They grew 
two ingots, one with initial composition of 30 mol% GaSb and one with an initial 
composition of 70 mol% GaSb. The radial homogeneity was improved. 
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Ivanov-Omskii and Kolomiets (201 produced bulk ingots of In,Gal-,Sb by zone 
leveling. They found that they were able to form equilibrium solid solutions at zone 
travel rates of about 1.0 y. At higher travel rates the structure was dendritic with 
many h e  grains and vacancies. 
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2.2 Modeling of Vertical Bridgman-S tockbarger Growth 
2.2.1 Heat Transfer 
The vertical Bridgman-Stockbarger growth process is a method of directional so- 
lidification that has received much attention in the literature recently. Extensive 
theoretical modeling of heat transfer in the typical VBS apparatus has been carried 
out. A smaller amount of the literature has included the influence of free convection. 
Chang and Wilcox [21] derived analytical solutions for the location of the 
isotherms within an ampoule. These solutions were achieved at the expense of many 
simplifying assumptions. They used a two-dimensional model which neglected the 
release of latent heat of fusion at the interface, free convection, and end effects 
(infinitely long cylinder). They assumed constant, isotropic properties that do not 
change upon solidification, steady-state growth conditions, and that the thermal 
conductivity of the crucible is the same as the solid and melt. The temperature of 
the heater and cooler were assumed to be constant with a step change in between 
(no adiabatic region). A Newton’s law of cooling boundary condition (heat transfer 
to surroundings are modeled by a heat transfer coefficient times a temperature 
difference) was used at the outer surface of the ampoule. This boundary condition 
employed a constant heat transfer coefficient which was the same for the heater and 
cooler. 
It was determined that the interface will be concave when it lies within the 
cooler and convex when it lies in the heater. Also, the sensitivity of the interface 
position to thermal conditions increases as the heat transfer coefficient between the 
ampoule and surroundings decreases, as the ampoule diameter decreases, and as 
the thermal conductivity increases. The dependence of interface shape on interface 
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position is insensitive to these parameters. The effect of increasing the ampoule 
translation rate is to move the isotherms toward the cooler, making them more 
concave. 
A onedimensional approximation was made in order to get an analytical solu- 
tion which allowed for the release of latent heat at the interface. The results of this 
model were that an increase in latent heat moves the interface deeper into the cooler 
and the effect of latent heat is more pronounced at low Biot numbers $ (ratio of 
heat loss from surface to heat conduction), where h is the heat transfer coefficient 
between the ampoule and surroundings, r is the radius of the ampoule, and K is 
the thermal conductivity of the melt (and ampoule in this case). 
Chang and Wilcox suggested that a layer of insulation between the heater and 
cooler would force the heat transfer to be nearly axial over a much larger distance. 
This would decrease the dependence of interface shape on thermal conditions. 
Fu and Wilcox [22] investigated the influence of an insulation layer on the 
stability and position of the interface in the VBS technique. Their model was based 
on the same assumptions as that of Chang and Wilcox [21], except that the heat 
transfer coefficient in the heater and the heat transfer coefficient in the cooler were 
different. A finite-difference technique was used to solve the twedimensional model 
of the temperature field. They determined that the shape of the isotherms are 
more sensitive to the heat transfer coefficient in the cooler than that in the heater. 
The presence of insulation substantially decreases the sensitivity of the interface to 
changes in the heater and/or cooler temperatures. Also, the temperature gradient 
at the interface decreases with increasing insulation thickness, but not significantly 
at low growth rates. 
Jasinski, Rohsenow, and Witt [23] derived an analytical solution to the one- 
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dimensional heat equation. They used a finite length ampoule, but neglected heat 
loss out the ends. They also included the release of latent heat and provided for the 
difference in thermal conductivity between the solid and melt. It was determined 
that the axial temperature gradient in the melt near the interface is adversely 
affected by a large thermal conductivity of the charge, large release of latent heat, 
and a large ratio of melt thermal conductivity to crystal thermal conductivity. 
Large axial temperature gradients can be obtained by increasing the heater and 
cooler heat transfer coefficients. 
Jasinski, Rohsenow, and Witt agreed with Chang and Wilcox [21] in conclud- 
ing that the effects of latent heat are  felt more at low Biot numbers. They give 
an equation for the conditions under which latent heat effects can be reasonably 
neglected. 
Naumann and Lehoczky [24] discuss the effects of a different thermal conduc- 
tivity in the melt and solid on the shape of the isotherms in Bridgman growth. 
Their model is simplified greatly by using an infinite ingot and assuming that there 
is a zero growth rate. They also assumed a specified temperature on the bound- 
ary of the crucible that is constant in the heater and cooler and varies linearly in 
the adiabatic region. However, the qualitative conclusions drawn should still be 
valid. It was found that severe distortions of isotherms can occur due to the change 
in thermal conductivity upon freezing in cases where the thermal conductivity of 
the crucible is greater than that of the solid. This conclusion was reinforced by 
Horowitz and Horowitz [25]. They stressed the need to find crucible materials with 
lower thermal conductivity than the crystals which are being grown. Naumann and 
Lehoczky also concluded that a crystal thermal conductivity less than that of the 
melt will cause the interface to become more concave. 
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Sukanek [26,27] modelled heat transfer in a VBS ampoule in order to compare 
the freezing rate to the translation rate at different stages during growth. He 
used an approximate analytical solution to the one-dimensional, transient problem 
for very low translation rates [26] and also for moderate translation rates [27]. 
The freezing rate approaches the translation rate if the interface is sufficiently far 
from the ampoule ends. The length of ampoule required to achieve this condition 
increases with increasing ampoule diameter, decreasing heat transfer coefficients 
between the ampoule and surroundings in the heater and cooler, increasing thermal 
conductivity of the charge, and increasing insulation thickness. This length shows 
a minimum versus heater temperature when the cooler temperature is fixed. 
Sukanek [27] showed that moderate ampoule velocities increase the freezing 
rate near the bottom of the ampoule and decrease the freezing rate at the top of 
the ampoule compared to the case of very low ampoule velocities. The difference 
between freezing rate and translation rate increases with increasing translation rate 
and decreasing temperature difference between the heater and cooler. The minimum 
deviation of freezing rate from translation rate occurs when the ampoule is centered 
in the VBS apparatus. 
Fu and Wilcox [28] used a one-dimensional, transient heat transfer analysis to 
investigate the change in growth rate as a function of time after a step change in 
the ampoule translation rate. This model assumes that the growth rate is initially 
equal to the translation rate before the step change is initiated. It also assumes 
that there are no end effects, the properties in the liquid and solid do not vary 
with temperature, and that the interface temperature is fixed. After an increase in 
translation rate, the interface asymptotically approaches a new steady-state posi- 
tion deeper in the cooler. This approach to steady-state takes longer for increasing 
insulation thickness, decreasing Biot number, and increasing release of latent heat. 
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The approach to steady-state is almost unaffected by the dimensionless interface 
temper at ure T-T -.+: where T is the temperature and the subscripts i ,  c, and h refer 
to the interface, cooler, and heater, respectively, different combinations of dimen- 
sionless ampoule moving rates (PeL = w. where PeL is the Peclet number, V 
is the interface velocity, p is the density, C, is the heat capacity, r is the ampoule 
radius, and KL is the thermal conductivity of the melt at the melting point) before 
and after the sudden change, and different ratios of the thermal conductivity in the 
liquid to that in the solid. 
At very low translation rates, stiction is often a problem in the gear mechanism 
of the drive unit. This can cause fluctuation of the freezing rate. Fu and Wilcox 
[29] analyzed the response of the solid-liquid interface to this type of motion. The 
amplitude of the freezing rate fluctuations decrease as the frequency of the mechan- 
ical drive rate fluctuations increases. The damping of the amplitude of the growth 
rate fluctuations increases as the heat transfer coefficient decreases, the ampoule 
diameter increases, the difference between the heater and cooler temperature de- 
creases, and the insulation thickness increases. F’u and Wilcox concluded that a 
completely start-stop drive mechanism can be suitable if the frequency is greater 
than approximately 100 hertz for the system that they investigated. 
2.2.2 Heat, Mass, and Momentum Transport 
Chang and Brown [30] included free convection in their analysis of radial segrega- 
tion during Bridgman growth. However, they had to compromise the validity of 
their model by making several simplifying assumptions. The ampoule was assumed 
to have negligible thermal mass and the temperature of the wall of the ampoule was 
assumed to constant. (The importance of finite heat transfer between the furnace 
and the ampoule and the effect of the thermal mass of the ampoule has been shown 
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to be important in many of the papers already discussed.) Chang and Brown also 
ignored the variation of density with temperature in every term but the body force 
term of the Navier-Stokes equations (Boussinesq approximation). Without includ- 
ing the temperature dependence of density in the body force terms, there would be 
no driving force for convection from axial or radial temperature gradients. Steady 
growth conditions are assumed along with perfectly insulated ampoule ends. 
Chang and Brown simultaneously solved for the velocity field in the melt; 
the shape of the solidification isotherm, and the temperature distribution in both 
phases. Only the results for the vertically stabilized, heater-on-top, arrangement 
are discussed here. At Rayleigh numbers between about 0 and los, the flow was 
primarily rectilinear. For intermediate Rayleigh numbers (los to log) a cellular 
flow developed which was driven by radial temperature gradients. The flow moved 
upward along the walls of the ampoule and downward at the center. The center of 
the cell tended to locate at the edge of the insulation zone. It moved downward 
and toward the wall of the ampoule with increasing Rayleigh number. A second cell 
developed at a Rayleigh number of a little over lo6. This cell moved in the opposite 
direction to the first and positioned itself within the insulation layer. It caused 
the original cell to move upwards in the melt. For Rayleigh numbers between 
0 and IO4, the isotherms were virtually unaffected by the convection. This was 
determined by comparison with the convection-free results of Fu and Wilcox [22] 
and is a consequence of the low Prandtl number associated with liquid metals. 
Increasing the Rayleigh number beyond lo' caused the isotherms to be compressed 
toward the melt solid interface and some to be concave in the center. 
Once the velocity field was calculated, Chang and Brown solved for the dopant 
concentrations in the melt. In reality, dopant concentration should be solved for 
simultaneously with the temperature and velocity distributions. However, Chang 
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and Brown considered the case of very dilute dopants with no convection caused 
by the density difference between the solute and solvent and no change in melting 
point with solute concentration. From this analysis, it was determined that the 
percent radial segregation increases as the distribution coefficient goes to zero and 
as the Schmidt number increases. Weak convection decreases radial segregation 
by stripping away the dopant peak caused by interface curvature when the liquid 
thermal conductivity is twice that of the solid. An increased thickness of insulation 
decreases the level of radial segregation. 
2.2.3 Heat and Momentum Transport 
Carlson, Fripp, and Crouch [31] also used a numerical technique to simultaneously 
solve for the velocity and temperature distributions in the melt. They restricted 
their study to a single component melt in which the density does not vary with 
concentration. (Although Chang and Brown [30] used a two-component system, 
they also used this assumption.) They assumed the shape of the interface instead of 
solving for it and assumed steady-state growth conditions along with steady-state 
laminar flow prevailed. They used a Newton’s law of cooling boundary condition on 
the top and sides of the ampoule, but neglected the thermal mass of the ampoule. 
The variation of density with temperature was again neglected in every term but 
the body force term of the Navier-Stokes equations. 
Carlson et al. found that flow persists as long as radial temperature gradients 
are present. A single cell exists when the interface is convex. This cell flows up along 
the wall and down in the center of the ampoule. Multiple, counter-rotating cells 
occur when the interface is concave. The cells are well-mixed, but mixing between 
cells occurs only by diffusion. Mixing (quantified by the value of the streamfunction) 
in the upper cell was found to increase with an increasing Biot number, while 
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the mixing in the lower cell decreases with an increasing Biot number. Mixing 
increases with increasing Grashof number. In the bottom cell, mixing increases 
with increasing insulation thickness when the interface is concave. The opposite 
effect is observed for a convex interface. An increase in the Prandtl number causes 
mixing to increase in the lower cell and decrease in the upper cell. 
2.2.4 Stress Distribution in Bridgman Crystals 
Huang, Elwell, and Fiegelson [32] used finite-element analysis to study factors de- 
termining the stress distribution in Bridgman crystals. These stresses can result 
in dislocations, cracking, and possibly twin formation. They concluded that the 
temperature gradient determines the stress and that interface shape is a secondary 
factor. In a uniform temperature gradient, a concave interface will yield the highest 
stress, but high stress can be associated with a convex interface when it is located in 
a steep temperature gradient. The maximum stress occurs at the outer portions of 
the ingot and is particularly high near a discontinuity in the temperature gradient 
(caused by a discontinuity in thermal conductivity). The least amount of stress 
usually occurs when the interface is planar. The applied stress from the crucible 
wall was found to be roughly additive with the thermal stress. In this analysis, 
the applied stress by the crucible wall was assumed to be a particular value. On 
the other hand, Horowitz and Horowitz [25] claimed that this stress does not exist 
on the crystal as a whole, They considered the expansion of semiconductors upon 
freezing to be directed upwards, not against the crucible wall. 
2.2.5 Summary 
All of the preceding articles contain useful information to aid in the understanding 
of the complex phenomena present in VBS growth. However, each analysis is limited 
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by certain assumptions. Care should be taken when using the information for any- 
thing more than gaining a qualitative understanding of VBS growth. The usefulness 
of quantitative relationships to improve the design of VBS apparatus is hindered by 
the lack of knowledge of the important physical properties, the oversimplification 
of the boundary conditions used in the models, and the lack of comparisons made 
between theory and experiment. 
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2.3 Spin-up/ Spin-down 
2.3.1 General Review 
Uniform crucible rotation does not lead to adequate mixing in the melt. For a 
fluid of constant density, the crucible and the melt rotate at the same angular 
velocity (rigid-body rotation). Periodically bringing a crucible from rest to rotation 
leads to effective stirring of the melt. Fluid near the walls tends to follow changes 
in crucible rotation with little delay, while the interior fluid tends to continue its 
previous motion due to inertia. 
The pattern of flow in spin-up/spin-down, often referred to as the accelerated 
crucible rotation technique (ACRT) when applied to crystal growth, was charac- 
terized in a classic analysis of the topic by Greenspan [33]. Benton and Clark [34] 
provided an excellent review of Greenspan along with the work on the subject be- 
tween 1963 and 1973. These two works provide a fundamental description of the 
important types of fluid flow mechanisms present in spin-up. 
The Ekman number is a dimensionless group used to characterize the spin-up 
process: 
Y E = -  
LW , 
where L is a characteristic dimension, Y is the kinematic viscosity, and l is the 
angular rotation rate. For Ekman numbers of about one and greater, the spin- 
up process proceeds by viscous diffusion of vorticity from the cylinder wall. The 
characteristic time for vorticity to reach the midplane is, 
L2 
t ,  = -. (2.6) Y 
Ekman numbers much less than one provide for the more interesting process of 
convective spin-up. 
The Roasby number is used to characterize the "linearity" of the spin-up or 
spin-down process: 
where fl is the larger of fl, and n,. Linear spin-up or spin-down corresponds to 
le1 << 1. Spin-up from rest results in e = +1 and spin-down to rest results in 
e = -1. These cases are referred to as non-linear. 
For E << i, rigid-body rotation is estabiished much more quickiy than viscous 
diffusion suggests. The characteristic time for spin-up is, 
L 1 
t E  = o'/'= 
This is called the Ekman spin-up time. 
Whenever a solid boundary is approximately perpendicular to the rotation 
axis, a radial flow is established within a narrow horizontal layer. This occurs 
above the solid-melt interface when the ACRT is applied to crystal growth. This 
type of flow is referred to as Ekman-layer flow. Immediately after an impulsive 
increase in the rotation rate, a viscous Rayleigh shear layer forms near the walls 
and grows as (vt)'/*. This modifies the centrifugal forces. A pressure gradient 
force is impressed upon the boundary-layer by the unmodified interior flow and 
remains unchanged. The resulting imbalance in forces causes a radial outflow that 
establishes itself within about 2 radians of rotation after spin-up begins. During 
spin-down, the resulting radial flow is inward. 
The Ekman-layer flow provides for transport of fluid near the crystal surface. 
This is exactly where mixing is needed most during crystal growth. The Ekman 
layer may be considered as an accelerating mechanism [35]. Stagnant fluid from the 
center of the container is pumped down into the Ekman layer where it moves out 
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closer to the side wall and gains angular momentum during spin-up. Continuity 
requires that a slow vertical mass flux exist in the center of the cylinder. This 
supplies the Ekman layer with fluid. There is an equally weak radial inflow of fluid 
in this interior region above the Ekman layer. This slow, induced Ekman secondary 
circulation causes columnar rings of fluid to contract slightly. The Taylor-Proudman 
constraint of columnar motion is satisfied in the interior flow. This is strictly valid 
only for inviscid fluid, but the effects of viscosity on the interior motion is negligible 
over the time scale t E  for E << 1. The Taylor-Proudman theorem states that all 
three components of the fluid velocity and the dynamic pressure do not depend on 
the vertical coordinates. 
Schulz-DuBois [35] gave a good pictorial description of the type of flow de- 
scribed above. Assume that a flexible “pencil” of the same density as the fluid is 
suspended vertically in the fluid. The permitted flow patterns are those which leave 
the pencil straight and vertical. A set of two vertical shear layers form along the 
side walls. These are referred to as Stewartson layers. The inside layer of thickness 
E’I‘L actively turns the radially outward Ekman-layer flow into the vertical direc- 
tion [34]. It is a layer of enhanced viscous activity. This layer propagates inward 
as spin-up progresses for the case of spin-up from rest. The existence of this front 
and the details of the flow were confirmed by Hyun et al. [36]. They simulated 
axisymmetric spin-up flow from rest in a right circular cylinder with an aspect ratio 
close to one-half. The following is a list of conclusions from Hyun et al. In the 
vicinity of the front, the inward radial flow is a maximum. No spin-up occurs in 
the interior flow until the arrival of this front. The azimuthal acceleration of fluid 
has its maximum value just to the rear of the front as it travels inward. An outer 
Stewartson layer of thickness E’/3L remains at the sidewall. This layer reduces the 
vertical velocity to zero. 
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Capper et al. 1371 described the flow patterns specific to spin-down in the upper 
portions of a cylinder. During spin-down to rest, a form of Couette instability can 
arise. Liquid close to the container wall decelerates faster than in the bulk. This 
causes a centrifugal imbalance which results in the formation of tight, horizontal 
vortices or Couette cells. These cells alternate in their direction of flow and occur 
in the upper twwthirds of the cylinder. 
2.5.2 Clystai Growth "sing Spin-upjSpin-down 
Scheel and Schulz-DuBois [38] applied the ACRT to the high-temperature flux 
growth of GdAZOs from a PbO - Pbz - &Os solution. They grew a crystal 1000 
times greater in weight than had previously been grown without the ACRT. Scheel 
concluded [39] that the ACRT suppresses the adverse effects of constitutional super- 
cooling by suppressing the formation of localized pockets of supercooled solution. 
Horowitz et al. [40] used the ACRT in the Bridgman growth of incongruently 
melting RbzMnCl4 from non-stoichiometric melts. They concluded that the ap- 
plication of the ACRT allowed a reduction in constitutional supercooling and an 
increase of the growth rates by at least a factor of four. They estimated that the 
ACRT increased the flow velocities along the growing crystal face by at least a fac- 
tor of sixteen and decreased the thickness of the solute diffusion boundary layer by 
at least a factor of four. 
Capper et al. [37] applied the ACRT to the Bridgman growth of Cd,Hgl-,Te. 
They used a maximum rotation rate of 60 rpm and employed rotation reversal. 
Different spin-up and spin-down times were used. One crystal was grown with a 
run time of 120 s and a stop time of 30 s (sequence A), a second crystal was grown 
with a run time of 120 s and a stop time of 1 s (sequence B), and a third crystal was 
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grown with a run time of 8 s and a stop time of 1 s (sequence C). The crystal grown 
with sequence C exhibited the best radial and axial homogeneity. This crystal had 
a section about 8 cm in length with an axial and radial compositional homogeneity 
of better than plus or minus one percent. This is a significant improvement over 
crystals grown without the ACRT and led Capper et al. to conclude that the ACRT 
induced mixing is strong enough to overwhelm the effects due to density differences 
in the melt caused by mercury segregation. Crystals grown with the ACRT had 
fewer major grains when compared to crystals grown without the ACRT. 
2.3.3 Modeling of Striations Induced by Spin-up/Spin-dawn 
Concern has been expressed [35,41] over the cyclic nature of the spin-up/spin-down 
process and the possibility of this producing a periodic variation in the mixing 
adjacent to the growing interface. This could cause striations to be grown into the 
crystal. Recently, electrochemical experiments done by Mark Larrousse at Clarkson 
University have confirmed the periodic nature of the mixing resulting from spin- 
up/spin-down [42]. This implies that the composition of impurity in the grown solid 
would also fluctuate, producing striations. However, the high temperature present 
in the solid near the interface could cause these striations to damp out and never 
be seen. 
In order to determine if striations would be locked into a grown ingot, a one- 
dimensional, time-dependent model was developed and a paper prepared for publi- 
cation [43]. The model was developed by considering a volume element of differen- 
tial thickness and unit area in a solidifying ingot, as shown in figure 4. A material 
balance around this element gives: 
where 
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Do = 
Q =  
Tm = 
G, = 
z =  
c =  
R =  
t =  
v =  
diffusion pre-exponential 
activation energy for diffusion 
equilibrium melting temperature of solid 
temperature gradient in solid 
distance into ingot from interface 
impurity concentration 
gas constant 
time 
crystal growth rate. 
(2.10) 
The diffusivity varies exponentially with temperature and, consequently, varies ex- 
ponentially with distance along the ingot (x). This is due to the temperature 
gradient in the solid, which is assumed to be constant. 
The boundary conditions are: 
C(0,t) = Ca + Asin - 
<2t:) 
(2.11) 
C(oo,t) = bounded, (2.12) 
where t, = ACRT cycle time and A = the amplitude of the concentration variations 
at the interface. The initial condition is: 
C(2,O) = c,. (2.13) 
The problem was non-dimensionalized as follows: 
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(2.14) 
(2.15) 
(2.16) 
Bars denote dimensionless quantities. The boundary conditions changed to: 
c(oo,Q =bounded. 
The initial condition became: 
C(Z,O) = 0. 
(2.17) 
(2.18) 
(2.19) 
The essential assumptions in the model are: 
0 a 1-D system (Le. a planar interface) 
0 a constant temperature gradient 
0 a constant growth rate 
0 a semi-infinite ingot 
0 a sinusoidal variation in composition at the melt-solid interface. 
The model was solved by a finite-difference method on the 2-200 microcom- 
puter. The parameters of the model were chosen to simulate the VBS growth of 
In,Gal-,Sb. The value of the pre-exponential factor Do in the diffusivity was var- 
ied along with the ACRT cycle period. The value for the activation energy for 
diffusion and Do used to generate figures 5, 6, and 7 were taken from Kendall (441 
and correspond to the diffusion of In in GaSb. For all simulations, Q was taken 
to be 12217 5 and the growth rate was 4.63 x y .  This growth rate corre- 
sponds to 4 E. A very high temperature gradient in the solidified ingot was used 
since this will reduce the damping of the striations. It is, therefore, a conservative 
assumption. 
T = 923 - 150 x 
Figure 4: Differential slice of solidified ingot used in the model development. 
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Figure 5 depicts the results for In,Ga~-,Sb at an early time. At a dimension- 
less time of 400, about 4.3 full cycles have had time to grow in. It is evident that 
considerable damping has occurred since not all cycles remain. The peak at the 
far right suffers from a lack of driving force on its right-hand side. This “start-up” 
peak is the only one that is not surrounded by negative peaks on each side. 
Figures 6 and 7 represent dimensionless times of 600 and 700, respectively. By 
ccxpLricg fgiLrw, 4, 5 ,  6, it CL? be seen that a!! striatiens except the &.Lrt-mn -Y 
peak are completely damped by a dimensionless position of 3. This corresponds to 
about 8.3 micrometers. Also, comparison of these figures reveals that no further 
time needs to be investigated. It is evident that a “quasi” steady-state has been 
attained in which the position of the final peak does not penetrate deeper into the 
ingot as time progresses. The start-up peak is ignored for this purpose since its 
nature prevents it from completely decaying until much longer times. 
It is useful to recognize that a dimensionless distance of 1 unit represents the 
wavelength of the striation if no damping were present. Using this information, it 
can be seen that the striations spread considerably while damping. 
Figure 8 was prepared by using an ACRT period of only 6s. This decreased 
cycle time caused the striations to be closer together in the ingot. Results are shown 
for dimensionless times of 2670 and 3115. These times are sufficient for about 2.9 
and 3.3 cycles to grow in. Computing limitations prevented the acquisition of 
meaningful data at longer times. However, all of the cycles are not present and 
it should be correct to assume that almost complete damping will occur within a 
dimensionless position of about 5 ,  after the start-up peak moves further into the 
ingot. This represents a distance of 1.4 pm. The striations have spread out to 
a greater extent than those resulting from a 60 s ACRT period. This is a result 
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of the increased driving force for diffusion present as the striations grow in. For 
these short times, the start-up peak has only reached a dimensionless position of 
about 3.2. A large amount of diffusion has spread this peak to a great extent and 
it appears to have "swallowed" the peak behind it. 
An ACRT cycle period of 100 s was used to construct figure 9. This longer 
period causes the striations to grow in farther apart and, thus, reduces the con- 
patr=tan_n_ gradkEt present = grnw in. The reu!t nf thh redgctinn ic &ivh-,n_g 
force is a decrease in the axial spreading of the striations. More cycles remain before 
they damp out. The dimensionless times shown in figure 8 correspond to the times 
necessary for 7.5 and 10 cycles to grow in. Complete damping has occurred within 
18.5 pm. 
Figure 10 shows the effect of raising the value of Do by a factor of 10. This 
increase in diffusivity has an effect similar to decreasing the ACRT cycle time. The 
dimensionless times pictured correspond to the times necessary for 5.4, 6.4, and 
7.5 cycles to penetrate the ingot. The effect of the start-up peak has propagated 
back as it did in figure 8 for a 6 s ACRT cycle period. The result is that the 
striations decay to a dimensionless concentration of about 0.02 instead of zero. 
This occurs in a distance of 11.1 pm, a longer distance than was necessary for 
decay with a Do 10 times smaller (figures 5, 6, and 7). A possible explanation 
for this is that the increased diffusivity caused the peak to broaden significantly 
immediately after growing in. This decreased the concentration gradient to such an 
extent that damping of the striations took longer due to the greatly reduced driving 
force for diffusion. The only wave remaining in figure 10 has a wavelength of about 
4 dimensionless units while that of figure 6 is about 1.5 dimensionless units. This 
comparison confirms the argument above. 
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The value of Do used to prepare figure 11 was 10 times lower than that used 
for figures 5,  6 ,  and 7. The dimensionless times shown correspond to the times 
necessary for 4.5 and 5.2 cycles to grow in. Every cycle still exists in the figure. 
This is due to the decrease in diffusivity. However, it is apparent that total damping 
will occur in a distance much less than 1 cm. Computer limitations prohibited the 
examination of times long enough to witness this. The same is also true in figure 
12. This was prepared using a value of Do 10 times less than that used in figure 11. 
It is evident from figures 11 and 12 that when no striations decay or merge 
with the start-up peak, the wavelength of the striations will not change. Thus, if 
striations are seen in an ingot, they will be of the same wavelength as that at which 
they were grown in. Even though little damping has occurred in figure 12, it is not 
clear whether striations will damp in a reasonable distance. This is because only 
17 pm are shown on the graph. 
It is unlikely that the application of the ACRT to the VBS growth of In,Gal-,Sb 
alloys will result in striations being locked into the solidified ingot. The growth pa- 
rameters necessary for solidifying high-melting alloys are conducive to the complete 
damping of the striations. The large amount of segregation accompanying the so- 
lidification of non-dilute alloy systems with large liquidus regions requires that an 
extremely low growth rate be utilized in order to avoid the onset of constitutional 
supercooling. A low growth rate aides the damping of striations in two ways. At a 
fixed ACRT cycle time, lowering the growth rate causes the peaks of the striations 
to be closer together. This increases the driving force for diffusion. Also, a low 
growth rate allows the grown-in striation to remain at a temperature close to the 
melting temperature for a long time. The diffusivity of the solute is greater at these 
higher temperatures. 
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2.4 Twinning 
A crystal is said to be twinned if it consists of parts that are joined with a specific 
mutual orientation. The orientation of the twinned part of the crystal is often a 
mirror image of the parent crystal across the twinning plane, or an orientation that 
represents a rotation of the twinned part of the crystal with respect to the parent 
crystal about the twinning axis [45]. 
Twin formation requires little energy and twin boundaries generally are not 
considered to be a grain boundary. Twins are one of the most common defects that 
occur during crystal growth. They are a major problem in the melt growth of 111-V 
and 11-VI alloy semiconductors. In compounds with the zinc-blende structure, like 
In,Gal-,Sb, the twinning plane is invariably (111). These are the closest packed 
planes in this type of lattice. This twinning corresponds to 180" rotation about the 
(111) twinning axis. The twinned part of the crystal is also a mirror image of the 
parent crystal about the twinning plane. 
Mechanical twinning occurs by a shearing process between lattice planes. This 
provides a mechanism of plastic flow in many metals where each atom shifts a 
distance proportional to its distance from the twinning plane [45]. The cry of a bar 
of tin when it is bent is caused by twinning. 
Twinning can also occur during the growth of crystals from the melt, solution, 
or vapor. There are two basic views on the origin of growth twins. 
The first view proposes that the solid might grow as a perfect crystal and 
twinning occurs after growth due to mechanical stress. At temperatures close to 
the melting point, the resistance of a crystal to deformation is extremely low [46]. 
Many semiconductors, including In,Gal-,Sb, expand upon freezing. This can cause 
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large stresses to arise in a crystal as it grows from the melt, especially if growth is 
conducted inside a crucible as in the vertical Bridgman-Stockbarger growth method. 
Silicon and germanium are thought to fault during constrained growth [46]. 
The second view is that twinning occurs directly as the crystal grows from the 
melt. This implies that twins form during the deposition of individual atomic layers. 
The bonding in a material such as In,Gal-,Sb is strongly covalent, and interaction 
betweell the atnm c l r  he a=prexim,zt.ted 2s bekg ccnhe?, tc xezreist neig&bois 
[46]. Twinning about a (111) plane is a simple stacking fault. It leaves a perfect 
fit of the lattices on either side and leaves all bond angles undisturbed. The only 
energy required to form a twin is that required to overcome the interaction between 
second-nearest neighbors [46]. Temperature fluctuations caused by convection in 
the melt may be sufficient to cause this twinning [ll]. 
Foreign particles at the growth front are also thought to cause twinning during 
growth [13,46,47]. The argument of Yee et al. [13] in the f i s t  section of this chapter 
was based on the premise that foreign particles on the interface cause twinning. Yee 
et al. stated that if convection waa present in the melt, this would drag particles 
along the interface and repeatedly cause twinning. 
The results of Sen [47] disagree with the above argument. She investigated 
the effects of impurities, foreign particles, temperature gradient, and growth rate 
on the twinning of 1,lO-dodecanedicarboxylic acid (DDA). DDA is a clear organic 
and can be viewed under crossed polarizers to determine the microstructure. 
Zone-refining the DDA reduced twinning by over an order of magnitude. Im- 
purity molecules contribute to twinning to a greater extent as they approach the 
size and shape of the freezing organic compound. This suggests that it is necessary 
for the impurity molecule to be incorporated into the growing crystal if it is to 
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increase twinning [47]. The number of twins increased linearly as the temperature 
gradient increased and also as the growth rate increased. The dependence of growth 
rate on twinning was found to be the same for zone-refined and non zone-refined 
DDA. 
Sen added a number of foreign particles to non zone-refined DDA. Most of 
these particles had little influence on twinning. Cu, Ni, Pb, and A1 appeared to 
ca-gsp a sign&& &cre..e in the m n l ! t  Qf hvizzing. &;x;e:qq t.:;izs c=u!d hz-"-e 
been obscured by the many polycrystals which were caused by the presence of these 
foreign particles. Si and Si02 caused about a 25 percent increase in twinning, but 
twins did not emerge from these particles. The twins still grew from polycrystals 
as was observed in the DDA with no added foreign particles. 
Sen concluded that the effects of constitutional supercooling could not be re- 
sponsible for the twinning since twinning increased with an increasing temperature 
gradient and increased with decreasing segregation. 
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3 EXPERIMENTAL 
3.1 Equipment 
The furnace necessary for the VBS growth of In,Gal-,Sb has been designed and 
assembled as shown in figure 13. The heating element consists of a 12 inch coil of 
Kanthal wire with an ID of 3 inches, surrounded by Fibrothal insulation of 9 inch 
nn. TI.:” ...-” ....--I.n”AA C-,, bh. u....+I.-l r(-,..,,,+:,, ,C D-+I.-I  r(T. TI.- --A- 
vu I1110 W W  pUrb11WGU 11Ul.U U1G I L Q L l U 1 1 0 1  W U 1 y U L ~ U l U l l  Ul U G U l G 1 ,  U A  LUG C l l l w  
of this cylindrical heating element are covered by two 1/2 inch thick, cylindrical, 
12 inch OD pieces of type ZYZ-6 zirconia insulation. These insulating disks were 
purchased from Zircar Products, Inc., Florida, NY. The purpose of the insulating 
region between the heater and cooler is to insure a more planar interface during 
growth [22]. The insulation also reduces the sensitivity of the interface shape to 
changes in operating conditions. 
A small 15 mm ID by 20 mm OD quartz tube is used as a furnace liner and is 
held in place by the zirconia insulation. This tube, along with many 9 mm ID by 11 
mm OD quartz tubes for growth ampoules, were purchased from Quartz Scientific, 
Inc. of Fairport Harbor, Ohio. A 1/4 inch thick, 12 inch OD copper plate sits on 
top of the furnace for mechanical stability. The cooler was constructed from two of 
these copper disks separated by two concentric copper pipes which serve as a double 
pipe heat exchanger, through which antifreeze is passed. The furnace is enclosed in 
a 0.016 inch thick piece of aluminum sheet metal. 
The control of the temperature in the furnace is achieved by a model 6001K 
microprocessor based controller manufactured by Omega Engineering, Inc. of Stam- 
ford, CT. This is an on-off controller with a PID algorithm that outputs a 12OV 
signal. Since the Kanthal heating element can operate at 60 V maximum, the signal 
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Figure 13: VBS growth furnace and cooler. 
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from the controller is sent to a model 126 Powerstat variable transformer, where it 
can be stepped down to the necessary voltage. The input signal to the controller is 
supplied by an inconel sheathed, K-type thermocouple inserted into the furnace as 
shown in figure 13. All temperature measuring devices were purchased from Omega 
Engineering, Inc. The controller was properly tuned and the variable transformer 
adjusted so that the temperature in the heater could be maintained to f l ° C .  Ad- 
ditional holes were made through the top pieces of copper and insulation on the 
furnace to allow for the insertion of three more thermocouples. This is to allow for 
the measurement of furnace temperature at various radial and axial positions in the 
furnace. These thermocouples are connected to a rotary switch which allows the 
output of any thermocouple to be read by a model 660 digital thermometer. 
The cooling is provided by circulating a 50-50 mixture of antifreeze and water 
through the double-pipe heat exchanger. This is accomplished by a model RC-6 
Lauda Circulator, manufactured by Brinkmann Instruments, Inc. of Westbury, NY. 
This provides temperature control of f0.05'C. 
In VBS growth, a motion mechanism is necessary to lower the sealed growth 
ampoule down the temperature gradient supplied by the heater-cooler combinat ion. 
Extremely slow translation rates (about 4 E) are necessary to avoid constitutional 
supercooling. A model 202 Zone Refiner was purchased from Crystal Specialties, 
Inc. of Portland, OR. This was modified to stand in an upright position and to give 
the desired translation rates. A Bodine type NSH-12R gearmotor was mounted 
on the zone refiner to provide the rotation necessary for ACRT. This motor is 
controlled by a Minarik model SL15 controller which is plugged into a GraLab 625 
timer. This allows the ACRT cycle times to be programmed. A 1/2 inch drill chuck 
was modified and placed onto the gearmotor as a mechanism to hold the ampoule. 
A block diagram of the basic experimental setup is shown in figure 14. 
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Figure 14: Block diagram of experimental apparatus. 
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The gallium, indium, and antimony were purchased in 1/8 inch shot form. 
Purchased from Cerac, Inc. of Milwaukee, WI were 150 g of gallium (69s) and 400 g 
of antimony (69s). Also, 100 g of indium (59s) were purchased from GFS Chemicals, 
Columbus, OH. 
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3.2 Experimental Design 
The goal of the experiments is to determine the effect of the ACRT on the mi- 
crostructure and the axial and radial compositional homogeneity of grown In,Ga~+Sb 
ingots. It was decided to investigate the specific influence of the ACRT cycle time 
and the ACRT rotation rate. These variables have never been studied in detail for 
a VBS growth system. The number of variables that can be investigated is severely 
limited by the length of time needed to prepare and grow one ingot. This will be 
approximately one month for a crystal growth rate of 4 z. Additional time will 
be required to analyze the ingots. 
The first set of experiments, involving the ACRT cycle time and rotation rate, 
is shown in table 1. Recent electrochemical experiments performed by Mark Lar- 
rouse at Clarkson University have suggested that a critical Ekman number (E) 
exists [48], below which a type of instability arises leading to improved mixing near 
the sidewall of the ampoule. The rotation rates of 80 and 300 tpm were chosed in 
order that an Ekman number above and below the critical value could be investi- 
gated. 
The kinematic viscosity Y of I%.2Gq,.,Sb was necessary to calculate the Ekman 
number. Jordan [49] estimated the kinematic viscosity of GaSb as a function of 
temperature, and this was used as an estimate since 80 mol% of the melt will be 
GaSb. 
The ACRT cycle times chosen ( 2 t ~  and 0.5tV) were recommended by Larrousse 
[48]. Larrousse’s experiments suggest that the majority of the mixing is achieved 
by 0.5t,, while 2tE is probably not long enough to allow adequate mixing to occur. 
From the first set of experiments, the best combination of ACRT cycle time 
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and rotation rate will be chosen for use in the next set of experiments. This set will 
be a 2s factorial design in which the growth rate and composition will be varied 
along with whether or not the ACRT is employed. Table 2 depicts this experimental 
design. 
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3.3 Experimental Procedure 
The correct amounts of indium, gallium, and antimony will be weighed (f.005 
g) in order to obtain a melt with a composition corresponding to Ino.2Gao.eSb. If 
necessary, the indium and antimony shot will be soaked in a mixture of lHC2 : 2 H 2 0  
(by volume) for 10 to 15 minutes in order to remove any oxide. This shot will then 
be rinsed in methanol and kept in a dessicator prior to weighing. 
The ampoules will be thoroughly cleaned before introducing any charge into 
them. They will be soaked in Micro cleaning solution (International Products Corp., 
Trenton, N. J.), rinsed in deionized water, soaked in aqua regia, rinsed again in 
deionized water, rinsed in acetone, and then dried. The ampoules will be chilled in 
a refrigerator immediately before the charge is introduced. This helps to keep the 
gallium from melting and wetting the walls of the quartz ampoule. The gallium 
sticks firmly to the ampoule walls and will not flow to the bottom of the ampoule. 
Consequently, the stoichiometry of the melt changes. The indium, gallium, and 
antimony will then be dropped into the ampoule through the open end. It is im- 
portant to keep the indium and gallium in separate containers before loading the 
ampoule since they will melt and form a solution near room temperature if kept in 
contact. 
After the ampoule is loaded, it will be evacuated to about 5 to 10 torr and the 
moisture will be driven out with an oxygen-natural gas torch. The ampoule will 
then be backflushed twice with a mixture of 90% helium and 10% hydrogen. The 
ampoule will be sealed to a length of about 20 inches with the oxygen-natural gas 
torch. 
The filled ampoule will be placed in the furnace and the cooler and furnace will 
be brought to their operating temperatures. The melt will be left to homogenize in 
the furnace with the ACRT applied for 48 hours. The translation unit will then be 
turned on and the ampoule lowered at 4 z. 
When the growth period is completed, the translation will be stopped and the 
furnace temperature will gradually be stepped down. The ampoule will be removed 
from the furnace and the ingot will be taken out by cracking the ampoule. If this 
meiflud is -uils-ucc~sf-u~, the in 
HF overnight. 
be disso:v-ed from the ingot by- 
After the ampoule is removed, it will be sectioned with a diamond saw as 
shown in figure 15. The sections will then be cast in epoxy resin for ease of handling. 
The samples will be wet ground and polished with alumina particles suspended in 
distilled water until a smooth and shiny surface is attained. The samples will then 
be dipped in a small quantity of etchant to reveal the microstructure. A list of 
successful etchants used by Sarma [14] is given in table 3. 
The longitudinally sectioned samples will be viewed under a scanning electron 
microscope (SEM) to determine their grain and twin boundary counts per millimeter 
of distance down the ingot. The energy dispersive X-ray spectrometer attachment 
on the SEM will be used to determine the compositional homogeneity of both the 
longitudinally and radially sectioned samples. 
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Figure 15: Sectioning of grown ingot for analysis. 
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ETCHANT 
1 H F :  1HNOS : l H 2 0  
1 H F :  2HNOS : 1HAc 
11 2 H F :  3HNOs : 2HAc 
TIME 
5-10 s 
1-5 s 
1-5 s 
DESCRIPTION 
~ 
Reveals the microstructure very well. Fresh etchant 
should be used for each sample. Lower etching times 
are necessary for higher InSb content alloys. Dis- 
solution rate is approximately 3 3 .  
Reveals the microstructure well on higher InSb 
content alloys. Dissolution rate is approximately 
Reveals the microstructure well on low InSb content 
alloys. 
Reveals microstructure of 50% InSb ingots but 
not 10% or 30% . 
Good chemical polish. 
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Nomenclature 
A = 
C = concentration (mole fraction). 
amplitude of the concentration variations at the interface (mole fraction). 
= dimensionless concentration. 
C, = average concentration (mole fraction). 
Ci 
CL 
C, = concentration of the bulk melt (mole fraction). 
C, = heat capacity (5). 
c# 
D = diffusivity (%). 
= concentration in the melt at the interface (mole fraction). 
= cnncentratinn of the melt at pnsitinn x (mole fraction) : 
= concentration of the solid at the interface (mde  fraction). 
Do = diffusion pre-exponential ($). 
E = Ekmannumber. 
= Rossbynumber. 
G 
G, 
= 
= 
temperature gradient in the melt adjacent to the interface (2). 
temperature gradient in the solid adjacent to the interface (5). 
h = heat transfer coefficient (A). 
k = equilibrium distribution coefficient. 
K = thermal conductivity (5). 
KL = thermal conductivity of the melt at the melting point (s). 
L = characteristic length scale (cm). 
m = equilibrium slope of the liquidus line (*). 
Y = kinematic viscosity ($). 
fl = angular rotation rate (s-l). 
Afl = change in angular rotation rate (s-l). 
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Q 
PeL 
r 
R 
p 
t 
E 
t c  
Tc 
t E  
Th 
t” 
V 
2 
2 
z 
initial angular rotation rate (8-l) .  
find angular rotation rate (s-l). 
activation energy for diffusion (5). 
Peclet number for the melt. 
radius of ampoule (cm). 
gas constant (*). 
density (-4). 
time (8). 
dimensionless time. 
ACRT cycle time ( 8 ) .  
temperature in the cooler (K). 
Ekman spin-up time (a). 
temperature in the heater (K). 
temperature at the interface (K). 
equilibrium melting temperature (K). 
characteristic time for diffusion of momentum ( 5 ) .  
crystal growth rate (y ) .  
crystallization flow velocity ( y) .  
mole fraction of InSb in In,Gal-,Sb. 
distance into the melt from the interface (cm). 
dimensionless distance into the melt from the interface. 
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Abstract  
During crystal growth from melts and solutions, composit.anal striations in 
the bulk crystal parallel to the growth surface usually result from fluctuations in 
the growth rate and/or the flow of the growth fluid. This paper presents a one- 
dimensional analysis of the effect of solid-state diffusion on growth striations. 
A sinusoidal variation in the solid composition at the interface of a semi-infinite 
ingot is assumed and the damping behavior of this compositional fluctuation is 
followed as it moves away from the solid-liquid interface. Numerical results that 
include the effect of a temperature gradient in the solid are presented as well 
as an analytical solution that assumes that the solid is isothermal. The only 
parameter in the analytical solution is the dimensionless frequency w = &. 
The dimensionless distance z d  for 99.9% decay decreases with increasing w.  
The relationship between Ed and w has two distinct regions. For w < 0.01, 
the dimensional distance X d  for 99.9% decay is proportional to 9. In this 
region, the striations are carried into the solid by crystal growth and damping 
is achieved by solid-state diffusion. For w > 200, zd is proportional to q. 
The rate of crystal growth is negligible over this range of w and the striations 
are spread into the solid by diffusion. An increase in the diffusivity causes the 
striations to  penetrate deeper into the solid and, consequently, Zd to increase. 
In general, the application of the ACRT to the vertical Bridgman-Stockbarger 
growth of concentrated solid solutions is not likely to lead to striations being 
frozen into the grown ingot. 
1 
1 Introduction 
Compositional fluctuations parallel to the growth surface are commonly found in 
bulk crystals grown from melts and solutions. Most, if not all, of these striations 
result from fluctuations in freezing rate and/or flow of the growth fluid. 
One growth technique that would be expected to give rise to striations is the 
~cce!er=ted crucib!~ r ~ t ~ t i ~ : :  tzchiiitpe (ACET) [I,2,3,4]. It ~ Z S  pioven io be an 
effective method of mixing the melt during crystal growth. For example, Capper 
and co-workers [5,6] showed that the application of the ACRT to the Bridgman 
growth of Cd,HgI-,Te results in a much improved axial and radial compositional 
homogeneity. They did not report on the existence of striations. However, recent 
experiments conducted by Larrousse confirm the cyclic nature of the mixing directly 
above the interface [7] and lead one to expect severe striations. These observations 
led us to examine the possible decay of striations due to solid-state diffusion while 
the crystal is cooling from the growth temperature to room temperature. 
2 Model Development 
A model was developed by considering a volume element of differential thickness 
and unit area in a solidifying ingot, as shown in figure 1. A material balance around 
this element gives: 
where 
ac ac 
2 
C = impurity concentration 
D, = diffusion pre-exponential 
D ( z )  = diffusivity at position x 
G, = temperature gradient in the solid 
Q = activation energy for diffusion 
R = gas constant 
t = time 
T, = equilibrium melting temperature of solid 
V = crystal growth rate 
z = distance into ingot from the interface. 
The first term in equation 1 results from the diffusion of impurity through the 
differential slice of solidified ingot, while the second term containing the growth 
velocity accounts for the movement of solid through this slice. The remaining term 
accounts for accumulation of impurity that occurs within the differential slice of 
solid. Since the diffusivity D varies exponentially with inverse temperature, it 
decreases rapidly with distance along the ingot. The temperature gradient in the 
solid G, is assumed to be constant. 
The essential assumptions in the model are: 
0 a one-dimensional system (i.e. a planar interface) 
a constant temperature gradient G, 
a constant growth rate V 
a semi-infinite ingot 
0 a sinusoidal variation in composition at the melt-solid interface. 
A one-dimensional system is not a realistic assumption since a planar interface is 
rarely achieved and mixing is never constant across the entire interface. However, 
this assumption greatly simplifies the equations, while leaving the essence of the 
problem intact. This model is focused on the decay of striations that are formed 
along the growth direction of a solidifying crystal. The assumption of a constant 
temperature gradient in the solid should be valid close to the interface. In reality, the 
temperature gradient would decrease with distance, so using a constant temperature 
gradient would lead to an underestimation of the diffusivity. The actual case would 
be somewhere between that with a constant temperature gradient and that with an 
isothermal solid. 
Larrousse [7] determined that the variation in mixing near the interface during 
the ACRT is approximately sinusoidal in behavior. This led us to assume that the 
concentration of impurity at the interface would vary sinusoidally. Variations in 
heat transfer, mass transfer, and fluid flow would be expected to lead to variations 
in the crystal growth velocity V. For simplicity, however, the growth rate was left 
as a constant. 
While the grown ingot is not infinitely long, if damping of the striations occurs 
within a short distance compared to the length of the ingot, this assumption should 
not affect the results. Considering the temperature gradient in the solid G,, if 
the end of the ingot is at a temperature at which no diffusion occurs, then this 
assumption will not affect the results. The only case where assuming a semi-infinite 
ingot could affect the results is when damping does not occur in a short distance 
and the temperature of the end of the ingot is still high enough so that substantial 
damping can still occur. 
The boundary conditions are: 
4 
C(0, t )  = Ca + Asin (2t:) - and (3) 
C(oo,t)  = bounded, (4) 
where t ,  is the striation period, C a  is the average concentration in the solid, and A 
is the amplitude of the concentration variations at the interface. Equation 3 is the 
mathematical statement of the sinusoidal variation in impurity concentration at the 
interface, while equation 4 states that the concentration at a position of ?r = QQ CZI? 
not grow without bound. The initial condition is: 
This states that the solid is initially homogeneous in concentration at a value of Ca. 
The equations are non-dimensionalized as follows: 
A 
Bars denote dimensionless quantities. The non-dimensionalization changed equa- 
tion 3 to: 
(9) 
D(Z)a*C aC aC 
D(0) az2 az af' ----='- 
The boundary and initial conditions became: 
C(0,i)  = sin ( 2Y2111)f) 
C(oo,f) =bounded 
C(z,o) = 0. 
5 
This model was solved by an explicit finite-difference method on a Zenith Z 
200 microcomputer. A forward difference approximation was used for the time 
derivative term and central difference approximations were used for the spatial 
derivative terms. The initial parameters used in the model were chosen to simulate 
the vertical Bridgman-Stockbarger growth of In,Gal,,Sb with use of the ACRT. 
In subsequent runs, the value of the pre-exponential factor Do in the diffusivity was 
varied along with the striation period t,. The values for the activation energy for 
diffusion Q = 12217 $ and the diffusion pre-exponential Do = 1.2 x lo-' $ were 
taken from Kendall (81 and represent the diffusion of I n  in a GaSb matrix. For all 
simulations, the growth rate was 4.63 x y.  This growth rate corresponds to 
4 E and has been proven as an effective growth rate for the avoidance of constitu- 
tional supercooling in the In,Gal-,Sb alloy system 191. The melting temperature 
was taken to be 923°C. A very high temperature gradient (G, = -15O0C/cm) was 
used. This reduces the rate at which striations damp, making it a conservative 
assumption. 
dav 
In order to check the precision of the numerical solutions, an analytical solution 
is needed. However, the complex dependence of diffusivity on position prevents an 
analytical solution from being obtained. For cases where damping occurs in a short 
distance down the ingot, a solution using a constant diffusivity should be valid 
because the temperature will not decrease significantly within the region containing 
concentration gradients. An analytical solution for "quasi-steady state" with a 
constant diffusivity D is now given. ("Quasi-steady state" refers to the situation 
which exists after an infinite amount of time has passed. It is not truly steady state 
since the boundary condition at = 0 is time dependent. We will refer to this as 
the persistent solution.) 
6 
Th tions 
~ _ _  
~~ ~~ 
re non-dimensionalized similarly to the variable D problem, 
except that the position and the time are now be scaled by the constant diffusivity 
D rather than the diffusivity at z = 0. The substitution of the new dimensionless 
variables into equation 1 gives: 
The boundary conditions are: 
C(0,f) = sin(2nwf) and (14) 
c(00,f) =bounded. (15) 
The initial condition is: 
The only parameter that affects the solution is the dimensionless frequency w = vpt,. D 
Application of equations 14-16 to the Laplace transform of equation 13 gives: 
C(z,s) = s 2  + 27rw 47r2w2 e x p [ ( i - d f . . ) g ] .  
The Heaviside inversion technique [lo] is used to bring the persistent part of the 
solution back into the time domain. This is the part of the solution that contains 
no exponentials that decay with time. The persistent solution is: 
7 
3 Results and Discussion 
The exponential factor in equation 18 that decays with dimensionless position 5 
allows one to map the dimensionless distance Zd for 99.9% complete decay against 
the dimensionless frequency w = m. The formula for the position at which the 
striations decay to 0.1% of their initial amplitude is: 
A graph of z d  versus w is shown in logarithmic form in figure 2. As w increases, the 
dimensionless decay distance goes down. The dimensionless group w can be thought 
of as a driving force for diffusion. As the frequency of the sine wave at the interface 
increases, the gradients in concentration increase, leading to increased damping. 
Two distinct regions of behavior can be identified. For values of w < 0.01, 
with an error of lese than 2%, the dimensionless decay distance is given by: 
- ln(O.001) 
z d  = 
4n2w2 
In dimensional form, the distance for 99.9% decay is: 
- ln(0.001) v3t; 
Xd = (21) 4n2D 
Thus, the decay distance xd is directly proportional to the cube of the growth 
velocity V and the square of the striation period t,. An increase in the growth rate 
causes the striations to be carried farther into the ingot before they can damp by 
diffusion. Also, an increase in the growth rate causes the striations to grow in farther 
apart. This reduces the concentration gradients in the ingot (the driving force for 
diffusion) and causes damping to occur in a much longer distance. Increasing the 
striation period also causes damping to occur in a longer distance by reducing the 
concentration gradients in the ingot. The decay distance is inversely proportional 
8 
to the diffusivity D. An increase in the diffusivity causes damping to occur more 
readily and, consequently, reduces xd. 
For values of w > 200, with an error of less than 2%, the dimensionless decay 
distance is given by: 
The dimensional decay distance is: 
- I n ( O . o O 1 ) ~  
fi 
z d  = 
Thus, the decay distance Z d  is directly proportional to the square-root of the diffu- 
sivity D and the striation period t , .  This is quite different behavior from the case 
where w < 0.01. With large values of w = K, diffusion overwhelms convection 
and the second term (convective term) on the left-hand side of equation 13 can be 
thrown out. If this modified form of equation 13 is solved along with equations 
14-16, equations 22 and 23 can be obtained directly from this result. Diffusion has 
a totally different role in this problem. Diffusion is the mechanism by which the 
impurity spreads into the ingot. Thus, the impurity can spread deeper into the 
ingot for a larger diffusivity. 
It should be emphasized that if the dimensional position is large enough to 
significantly reduce the diffusivity (considering the temperature gradient in the 
solid), then the analytical result is invalid. On the other hand, if the dimensional 
position that one calculates is on the same order as the length of the ingot, then 
one can safely conclude that striations will be seen in the grown ingot. 
Capper and co-workers achieved an 8 crn section of crystal of Cd,Hgl-,Te 
with axial and radial compositional homogeneity of x = 0.21 f 0.002 (5,6]. They 
used a growth rate of 0.5 y )  and an ACRT sequence of spin-up (1.39 x 
9 
for 8 s and spin-down for 1 s. The self-diffusivity of Cd in Cdo.2Hgo.8Te at 5OOOC 
is 4.41 x $ [ll]. The freezing point of Cd,Hgl-,Te at a composition that 
would give rise to a solid of composition x k: 0.21 is slighty above 67OOC. With 
an ACRT cycle time t ,  of 8 s, the above values give a dimensionless frequency of 
o = 0.0285. Equation 19 predicts a dimensionless position z d  for 99.9% decay of 247. 
This corresponds to a distance of only 7.84 prn from the freezing interface. Thus, 
damping of the striations induced by the ACRT should occur almost immediately 
in this case, explaining why striations apparently were not observed (5,6]. 
The results of the numerical and analytical modeling are compared in figures 
3-8. The solid lines represent the analytical solution and the squares represent the 
numerical data. Overall, the numerical results agree quite well with the analytical 
solution. However, for cases where the dimensionless frequency w is low and d a m p  
ing occurs slowly, the numerical calculations do not predict the damping behavior 
well, as evident in figure 8. This is because the finite difference approximations to 
the spatial derivatives are not adequate at the points where the slope is changing 
the most. This occurs at the peaks of the striations. Figures 3-8 were compiled 
by first obtaining the numerical results for a specific combination of diffusion pre- 
exponential Do and striation period t, while holding the values of G,, Q, Tm, and V 
constant at the values already specified. The analytical results were then computed 
for values of o and t'corresponding to the situation for which the numerical results 
were obtained. Any discrepency between the analytical and numerical results for 
concentration at 3 = 0 (e.g. figure 4) is due to a slight mismatch in the values of f 
used in each case. 
The numerical results in figure 3 are for Do = 1.2 x lo-' and t ,  = 60 s. 
These values closely approximate those being used to  grow In,Gal-,Sb by the 
vertical Bridgman-Stockbarger technique at Clarkson University. The dimensional 
10 
time t of the simulation was 450 s. In this time, 7.5 full striations grow in. The 
figure shows that all of these striations do not remain, i.e. complete damping occurs, 
The extremely broad peak at the extreme right of the figure is the "start-up" peak. 
This peak is slow to decay because it suffers from a lack of driving force on its 
right-hand side. Every other peak has a negative peak on either side of it, while 
this peak does not have a negative peak on its right since it is the first to grow in. 
The start-up peak does not appear in the analytical solution because the analytical 
solution is only the persistent part of the total solution. This is the reason for 
the difference between the analytical and numerical results at the right side of the 
figure. The dimensionless wavelength at which the striations grow in in figure 3 is 
or about 8.4 dimensionless units. Thus, we can see that the striations have spread 
out upon damping. Complete (99.9%) damping occurs in a dimensionless distance 
of 31.3 in figure 3. This corresponds to a position of only 10.4 pm for the values of 
the parameters used in calculating the numerical solution. 
The value of t ,  is reduced to 6 s and Do remains at 1.2 x lo-' $ for the 
numerical results in figure 4. In the 20.1 3 simulated time period, 3.4 full striations 
grow in. Again we see that complete damping occurs. The initial wavelength 
of the striations in this case is 0.84. Note that the striations have spread to a 
wavelength of about 3.2. The start-up peak effect gives rise to the discrepency 
between the analytical and numerical results since, at this early time, the first peak 
has not propagated far into the ingot. Complete damping occurs at z d  = 4.71. This 
corresponds to 1.56 p m  for the parameters used in the numerical solution. This is 
a shorter distance than it takes for complete damping to occur when the striation 
period is ten times larger. For a given growth rate, a shorter cycle time causes the 
striations to  grow in closer together. This increases the driving force for diffusion 
(concentration gradients) in the solid. 
11 
The numerical results in figure 5 are for an increased t ,  of 100 s with Do re- 
maining 1.2 x lo-' +. As expected because of the above argument, increasing the 
striation period causes complete damping to require a longer distance (19.4 pm). 
The original dimensionless wavelength of the striations for this case is 14. Consider- 
ably less spreading of the striations occurs and more cycles remain before damping. 
The simulated time is 1000 s so that 10 full striations have grown in and 3 remain. 
Figure 6 is for D, increased by a factor of ten tn 1.2 u IO-' a d  t, returzed 
to 60 s in the numerical solution. After 450 s only about (1.5 out of 7.5 full striations 
remain and they have spread out to  a large extent. Complete damping occurs at a 
position of 15.6 p m ,  a longer distance than it takes for damping to occur in figure 
3 where Do is ten times smaller. Complete damping takes longer for a larger Do, 
exactly opposite from what intuition would lead one to believe. The value of w is 
0.119 in figure 3 and is 1.19 in figure 6. These numbers fall in the intermediate 
region between the two limiting behaviors of Zd described by equations 21 and 23. 
However, a close examination of figure 2 reveals that these values of w are in a 
region that more closely follows the limiting case of w > 200 than the limiting case 
of w < 0.01. Equation 23 predicts that Zd should increase with the f i  as explained 
in the beginning of this section. 
- 
Figure 7 is for a Do of 1.2 x lo-* $ with t ,  remaining at 60 s. After 313 s 
each of the 5.2 striations that have grown in remain. The start-up peak at the far 
right of the figure is the only significant deviation between the analytical and nu- 
merical results. From the figure, one can not notice any spreading of the striations. 
Although the position where complete damping occurs does not appear on figure 
7, it was determined from the analytical solution to be 42.1 pm. The diffusivity 
only decreases by 0.46% in this distance. Therefore, the analytical solution should 
provide a realistic result. 
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In figure 8, the diffusion pre-exponential is reduced by another factor of ten to 
1.2 x and the striation period is left at 60 s. Damping occurs slowly for 
this case and no spreading of the striations from their original wavelength of 840 
dimensionless units can be seen. The analytical solution gives 410 pm for the value 
of the complete decay distance. The diffusivity decreases by 4.4% in this distance so 
the analytical solution should provide a complete decay distance that is very close 
to the actual value. A decrease in diffusivity by a factor of ten below the value 
used in figure 7 causes complete damping to take longer. This is expected since 
the values of w in these two graphs fall into the region where the behavior of Z d  
can  be explained quite well by equation 21. The numerical solution is completely 
inadequate in providing a good estimate of the decay distance in this case. With the 
low diffusivity, the solid can support large concentration gradients at great depths 
in the ingot. These large gradients require extremely small step sizes for calculating 
the finite difference approximations accurately at their peaks. The error at the 
peaks builds up as one goes deeper into the ingot because each successive time step 
is calculated from the one directly preceding it and extremely long times must be 
simulated to get striations which penetrate deeply into the solid. 
The difference between the analytical and numerical results in figures 3-8 was 
not attributed to the lack of a temperature gradient in the solid. The maximum 
position shown on any of the figures is 17 pm. The diffusivity only decreases by 
0.18% in this distance, therefore, the analytical solution represents an accurate 
picture of the striation damping behavior. Increasing the value of the temperature 
gradient in the solid G, or the activation energy for diffusion Q would increase the 
difference between the analytical and numerical results. 
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4 Conclusions 
The amount of damping of striations that are solidified into a growing ingot is 
determined primarily by one dimensionless group, w = K. The larger the value 
of w ,  the shorter the dimensionless distance that complete damping will occur in. 
The dimensional decay distance zd is described for values of w < 0.01, with an 
error of less than 2%, by equation 21. This shows that 21 a q. For this range 
of w ,  the striations are carried into the solid by crystal growth at velocity V and 
are damped by solid-state diffusion. Equation 23 describes the behavior of x d  for 
values of w > 200 with an error of less than 2%. This shows that zd a a. For 
this range of w ,  the growth rate is negligible (there is no dependence of xd on V) 
and the striations are carried into the solid by diffusion only. A larger diffusivity 
allows the striations to  penetrate a greater depth into the solid. Thus, two distinct 
regions exist that possess totally different mechanisms for the decay of striations. In 
both regions an increase in the striation period causes decay to take longer. When 
w < 0.01, increasing the striation period hinders decay by causing the striations 
to grow in farther apart, consequently, reducing the concentration gradients in the 
solid (i.e. the driving force for diffusion). For w > 200, the mechanism by which the 
striation period affects the decay distance changes. Increasing the striation period 
increases the amount of time that the interface concentration is above the average 
impurity concentration in the solid C,, before going below. This gives the diffusivity 
a longer time to spread the striation into the solid before the concentration at the 
interface begins to decrease and fall below C,,. 
In general, the application of the ACRT to the vertical Bridgman-Stockbarger 
growth of concentrated solid solutions is not likely to lead to striations being frozen 
into the grown ingot. The low growth rates necessary to avoid constitutional su- 
14 
percooling in alloy systems help promote the decay of striations in two ways. First, 
a low growth rate causes the grown-in striations to remain at temperatures near 
the melting point for long periods of time. The diffusivity of the solute is greater 
at these higher temperatures and this promotes decay for low values of omega (i.e. 
where damping of striations is more difficult). Second, at lower growth rates the 
striations grow in closer together for a fixed striation period. This increases the 
concentration gradients in the solid and promotes decay for low values of omega. 
If w is high, the growth rate has no effect, but damping occurs quickly in this case 
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T = 923 - 150 x 
Figure 1. Differential slice of solidified ingot used in the model development. 
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