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HELIX STRUCTURES IN QUANTUM COHOMOLOGY OF FANO VARIETIES
G. COTTI(‡), B. DUBROVIN(†), D. GUZZETTI(†)
Abstract. In this paper we consider a conjecture formulated by the second author in occasion of
the 1998 ICM in Berlin ([Dub98]). This conjecture states the equivalence, for a Fano variety X,
of the semisimplicity condition for the quantum cohomology QH•(X) with the existence condition
of full exceptional collections in the derived category of coherent sheaves Db(X). Furthermore,
in its quantitative formulation, the conjecture also prescribes an explicit relationship between the
monodromy data of QH•(X) and characteristic classes of both X and objects of the exceptional
collections. In this paper we reformulate a refinement of [Dub98], which corrects the ansatz of
[Dub13] for what concerns the conjectural expression of the central connection matrix. We clarify
the precise relationship between the refined conjecture presented in this paper and Γ-conjecture II
of S. Galkin, V. Golyshev and H. Iritani ([GGI16, GI15]). Through an explicit computation of the
monodromy data and a detailed analysis of the action of the braid group on both the monodromy
data and the set of exceptional collections, we prove the validity of our refined conjecture for all
complex Grassmannians G(r, k). From these results, it is outlined an explicit description of the
“geography” of the exceptional collections realizable at points of the small quantum cohomology
of Grassmannians, i.e. corresponding to the monodromy data at these points. In particular, it is
proved that Kapranov’s exceptional collection appears at points of the small quantum cohomology
only for Grassmannians of small dimension (namely, less or equal than 2). Finally, a property of
quasi-periodicity of the Stokes matrices of complex Grassmannians, along the locus of the small
quantum cohomology, is described.
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1. Introduction
In this paper we consider the conjecture formulated by the second author in occasion of the 1998
ICM in Berlin [Dub98]. The primary and genuine aim of the conjecture was a characterization of
smooth projective Fano varieties having semisimple quantum cohomology and the computation of the
monodromy data of the corresponding semisimple Frobenius manifolds in algebro-geometric terms.
The original version of the conjecture can be described in two different parts, a qualitative and a
quantitative one. In the first qualitative part, for a smooth projective Fano variety X, the semisim-
plicity condition of the quantum cohomology QH•(X) is conjectured to be equivalent to existence of
a full exceptional collection in Db(X), the derived category of coherent sheaves on X. It consists of an
ordered collection E = (E1, . . . , En) of objects in Db(X) satisfying the semi-orthogonality conditions
Hom•(Ei, Ei) ∼= C,
Hom•(Ej , Ei) ∼= 0, if j > i.
Furthermore, in order to be full, the collection E must generate the category Db(X) as a triangulated
one. The second quantitative (and maybe the most important) part of the conjecture predicates an
analytic and explicit relationship between the monodromy data of the quantum cohomology QH•(X)
and algebro-geometric data of the objects of E. Such a relationship is based on the analytic theory of
Frobenius manifolds, as introduced and extensively developed in [Dub98, Dub96, Dub99] and further
refined in [CDG17b] in order to include semisimple coalescence points.
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The core of this analytic theory consists of a local identification of the semisimple part of a Frobe-
nius manifold (in this paper QH•(X)) with the space of parameters of isomonodromic deformations
of differential operators with rational coefficients of the form
Λ(z, u) := d
dz
−
(
U + 1
z
V (u)
)
, (1.1)
the matrix U = diag(u1, . . . , un) being a diagonal matrix and V (u) antisymmetric. The entries of U ,
which define a system of canonical coordinates at semisimple points of the Frobenius manifold (the
canonical coordinates, see Section 2.4), are the parameters of deformation of the family of differential
operators. The dependence of V on the parameters u is such that the system ΛY = 0 admits
fundamental matrix solutions Y (z, u) with monodromy data independent of small deformations of
u (this is the Isomonodromicity Property described in Theorems 2.11, 2.25, 2.26). The geometrical
condition which implies the isomonodromicity of the deformation (1.1) is the flatness of the extended
deformed connection ∇̂ associated with the Frobenius manifold QH•(X) (see Section 2.3).
Through such a description, some local invariants of the Frobenius structure called monodromy
data are introduced (and defined up to some non-canonical choices, as summarized in Section 2.5),
namely the Stokes and central connection matrices (S,C). Vice versa, knowing the monodromy data
(S,C) one can reconstruct, by solving certain Riemann–Hilbert problem, the local structure of the
semisimple Frobenius manifold (see below for the details). The analytic continuation of the local
Frobenius structure can be completely described in terms of an action of the braid group on the
monodromy data.
Let us briefly recall the definition of the monodromy data. In correspondence with a point p in
QH•(X), with canonical coordinates u = (u1, . . . , un), we consider three solutions Yleft/right/0(z, u)
of the differential system Λ(z, u)Y (z, u) = 0. The solutions Yleft/right(z, u) are uniquely determined
by their asymptotic expansion
Yleft/right(z, u) ∼ F (z, u) exp(zU),
for |z| → ∞ in sectors of R := C˜ \ 0 (the universal cover) with angular opening greater than pi,
respectively containing the two half-planes
Πright(φ) := {z ∈ R : φ− pi < arg z < φ} , Πleft(φ) := {z ∈ R : φ < arg z < φ+ pi} , φ ∈ [0; 2pi[.
Here F (z, u) is a formal series satisfying
F (z, u) =
∑
m≥0
Fm(u)z−m, F0 ≡ 1, F (−z, u)T · F (z, u) = 1.
The solution Y0(z, u) is a fundamental matrix in Levelt form
Y0(z, u) = Ψ(u)(1 +O(z))zµzR, (1.2)
where Ψ(u)is a matrix describing a change of frames in the holomorphic tangent bundle of QH•(X),
namely
∂
∂tα
=
∑
i
Ψiα(u) · η
(
∂
∂ui
,
∂
∂ui
)− 12 ∂
∂ui
, (1.3)
so that it takes V (u) to the diagonal form µ; (1 +O(z)) stands for a convergent Taylor expansion at
z = 0, and R is a nilpotent matrix. Among the fundamental matrices in Levelt form, we select the
so called enumerative-topological solution Ytop(z, u), see below, because of its important geometrical
interpretation. Indeed, Ytop(z, u) admits an expansion given by a generating function of genus 0
Gromov–Witten invariants of X with their gravitational descendants. If (Tα)α is a fixed homogeneous
basis of H•(X,C), and (tα)nα=1 are the flat coordinates with respect to the Poincaré metric η,
η(v1, v2) :=
∫
X
v1 ∪ v2, v1, v2 ∈ H•(X,C),
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then
Ytop(z, u) = Ψ(u) · Ztop(z, t(u)),
Ztop(z, t) := Θtop(z, t) · zµzR,
where
µ ∈ EndC(H•(X,C)), µ(Tα) := deg Tα − dimCX2 · Tα, R = c1(X) ∪ . (1.4)
Moreover, Θtop(z, t) is a convergent Taylor series in variable z
Θtop(z, t)γλ := δ
γ
λ +
∞∑
n=0
 ∞∑
k=0
∑
β∈Eff(X)
∑
α1,...,αk
hγλ,k,n,β,α
k! · t
α1 . . . tαk
 · zn+1,
with t-dependent coefficients, defined by
hγλ,k,n,β,α :=
∑
δ
ηδγ
∫
[M0,k+2(X,β)]virt
c1(L1)n ∪ ev∗1Tλ ∪ ev∗2Tδ ∪
k∏
j=1
ev∗j+2Tαj ,
where L1 is the 1-st tautological cotangent bundle on the Deligne–Mumford stack M0,k+2(X,β) of
stable maps of genus 0, with degree β and (k+2)-punctures and target space X. As explained above,
the topological-enumerative solution is an element of a class of solutions of Λ(z, u)Y = 0 in Levelt
form: all other such solutions are parametrized by the points of an algebraic group, in this paper1
denoted by C0(X) (see Sections 2.3 for precise definitions), and they are given by
Y0(z, u)A, A ∈ C0(X), (1.5)
where Y0 has been fixed, for example choosing Y0 = Ytop.
The Stokes and central connection matrices (S,C) are defined through the equations
Yright(z, u) = Y0(z, u)C, Yleft(z, u) = Yright(z, u)S, for all z ∈ R.
The Isomonodromicity property guarantees that the matrices (S,C), seen as functions of the parame-
ters u (i.e. of the point of QH•(X)), are constant in open regions of the Frobenius manifold QH•(X),
called `-chambers (here ` stands for an oriented line in the complex plane with slope φ ∈ [0; 2pi[; see
Definition 2.19). The values of these numerical invariants in different chambers can be related through
the action of the braid group Bn on the pair (S,C) (see Section 2.5).
The quantitative part of the conjecture mentioned above gives an exact prescription of these
invariants in terms of characteristic classes of the objects of an exceptional collection E.
In [Dub98] the Stokes matrix S, computed at any point p ∈ QH•(X) (with respect to any choice
of orthonormalized idempotents of Section 2.4, any oriented line ` in the complex plane of slope
φ ∈ [0; 2pi[, and a suitable order of canonical coordinates, the `-lexicographical one; see Section 2.5 for
details) was conjectured to be equal to the Gram matrix of the Grothendieck–Euler–Poincaré product
χ(E,F ) :=
∑
i
(−1)i dimC Homi(E,F ), E, F ∈ Ob(Db(X)),
associated with some exceptional collection E. For what concerns the central connection matrix C,
the original formulation of the conjecture did not completely identify its geometrical counterpart in
Db(X). The only observation appearing in [Dub98] is an ansatz for the general structure of the
central connection matrix, namely
C = C ′ · C ′′,
1In the notations of [CDG17b], such a group would be denoted by C0(η, µ,R), where η denotes the Poincaré metric on
H•(X,C), µ is the grading operator, and R denotes the endomorphism of H•(X,C) of ∪-multiplication by c1(X).
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where C ′′ is a matrix whose column entries are the components of the graded Chern character Ch(E`)
of the objects of E, namely
Ch(E`) :=
rkE∑`
h=1
exp(2piiδ`,h), δ`,j ’s being the Chern roots of E`,
and where C ′ is a matrix only required to commute with the operator of classical ∪-multiplication
c1(X) ∪ (−) : H•(X,C)→ H•(X,C).
1.1. Refinement of the conjecture. After the partial and incomplete formulation of the conjecture
in [Dub98], a crucial insight for its refinement was suggested by L. Katzarkov, M. Kontsevich and T.
Pantev in [KKP08]. In the context of a non-commutative Hodge theoretical extension of Homological
Mirror Symmetry, the authors of [KKP08] firstly recognized in the entries of the central connection
matrix for Projective Spaces PnC (briefly shown in [Dub98], without details about their computation)
the components of a characteristic class of PnC, obtained by applying the F. Hirzebruch’s construction
of multiplicative genera ([Hir78]) to the Taylor expansion of a Γ-function (see below for more details).
The same characteristic class was the main ingredient used by Katzarkov, Kontsevich and Pantev
for defining a rational structure on the A-model nc-Hodge structure associated with a compact
symplectic manifold (X,ω).
Recently, the necessity for a deeper understanding and refinement of the conjecture of [Dub98] has
increased. In such a direction, two main contributions require to be mentioned2.
(1) In [Dub13], the second author suggested that the column entries of the central connection
matrix C should be equal to the components of the characteristic classes
1
(2pi) d2
Γ̂−X ∪ Ch(Ei), d = dimCX, (1.6)
Ei being objects of an exceptional collection.
(2) Almost contemporarily to [Dub13], in the papers [GGI16] and [GI15] S. Galkin, V. Golyshev
and H. Iritani proposed a set of conjectures, called Γ-conjectures (I and II) describing the
exponential asymptotic behaviour of flat sections of the quantum connection (namely, the
extended deformed connection ∇̂ defined on QH•(X) mentioned above). It is claimed that
Γ-conjecture II refines the conjecture of [Dub98], and it identifies the column entries of the
central connection matrix, defined as above, with the components of the characteristic classes
1
(2pi) d2
Γ̂+X ∪ Ch(Ei), d = dimCX, (1.7)
Ei being objects of an exceptional collection.
Here, Γ̂±X denote the characteristic classes3 of X associated with the Taylor power series, centered at
t = 0, of the functions Γ(1± t) through the construction described by F. Hirzebruch ([Hir78]):
Γ̂±X :=
dimCX∏
j=1
Γ(1± δj), δj are the Chern roots of TX,
Γ(1− t) = exp
{
γt+
∞∑
n=2
ζ(n)
n
tn
}
= 1 + γt+ · · · ,
2In the very recent and interesting paper [TV18], it is proved that the Γ-classes prescribe the leading terms of the
asymptotic expansions of solutions of the equivariant quantum differential equations for the cotangent bundles of partial
flag varieties. We believe that further investigations are needed for connecting the results of the present work with the
ones presented in [TV18] in the equivariant case. See also Remark 5.6.
3Curiously enough, when we started to address the problem of looking for the compatibility of both proposals in
[Dub13],[GGI16, GI15], we were further confused by an evident typo in [KKP08]. In the last sentence of the proof of
Proposition 3.1, the series defining the Γ-class is said to be the Taylor series of Γ(1 + t), although in the rhs of the
subsequent formula it appears the Taylor series of Γ(1− t).
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where γ denotes the Euler–Mascheroni constant, and ζ the Riemann zeta function. As observed
in [KKP08] (see Remark 3.3 of loc. cit.), the Γ±-classes (and/or their ∪-multiplicative inverses)
previously appeared in the literature in several contexts such as in the work [Kon99] on deformation
quantization, in mirror symmetry for Calabi-Yau varieties [Lib99], in the description of the nc-motives
of the Landau–Ginzburg model of a toric Fano [Gol01, Gol07]. Furthermore, the Γ-characteristic class
of X naturally appears in the study of the S1-equivariant geometry of the free loop space LX, and
consequently in Givental’s equivariant Floer Theory (see [Lu08], [Iri09], [Giv95] and [GI15]).
Our explicit computations for the simple case of G(2, 4), described in Section 6 of [CDG17b],
suggested that both proposals of the conjecture formulated in [Dub13] and [GGI16, GI15] require
some refinements and/or clarifications, at least as far as the central connection matrix C is concerned.
Indeed, Theorem 6.2 of [CDG17b] proves that the central connection matrix for G(2, 4) can be of
both forms (1.6) and (1.7), which belong to the same C0(G(2, 4))-orbit, if computed with respect to
two different solutions Y0(z, u) in Levelt form (1.2) at z = 0, related by the action (1.5), none of the
two coinciding with the topological-enumerative one4.
In this paper, strong evidences are given in favor of the following general conjecture, which refines
the last part of the conjecture in [Dub98], and which we prove for G(r, k).
Conjecture 1.1 (cf. Conjecture 5.2). Let X be a smooth Fano variety of Hodge–Tate type, i.e. for
which5
hp,q(X) = 0, if p 6= q.
(1) The quantum cohomology QH•(X) is semisimple if and only if there exists a full exceptional
collection in the derived category of coherent sheaves Db(X).
(2) If QH•(X) is semisimple, then for any oriented line ` (of slope φ ∈ [0; 2pi[) in the complex
plane there is a correspondence between `-chambers of QH•(X) and founded helices, i.e.
helices with a marked foundation E` = (E1, . . . , En) in the derived category Db(X).
(3) The monodromy data of the system (1.1), computed in a `-chamber Ω`, being (u1, ..., un)
in the lexicographical order, are related to the following geometric data of the corresponding
exceptional collection E` = (E1, . . . , En) (the marked foundation):
(a) the Stokes matrix is equal to the inverse of the Gram matrix of the Grothendieck–
Poincaré–Euler product on K0(X)C := K0(X)⊗ZC, computed with respect to the excep-
tional basis ([Ei])ni=1
S−1ij = χ(Ei, Ej);
(b) the Central Connection matrix C, defined by Yright(z, u) = Ytop(z, u)C, coincides with
the matrix associated with the C-linear morphism
D−X : K0(X)C → H•(X,C) : E 7→
id¯
(2pi) d2
Γ̂−X ∪ exp(−piic1(X)) ∪ Ch(E),
where d = dimCX, and d¯ is the residue class d (mod 2). The matrix is computed with
respect to the exceptional basis ([Ei])ni=1 and any pre-fixed basis (Tα)nα=1 in cohomology
(see Section 2.1).
In Section 5 we also show that the identifications between the monodromy data and the geometry
of the derived category can be further enriched, according to the following result.
4This will be proved to hold true for any even dimensional smooth projective variety X. For odd dimensional varieties
one has an extra factor
√−1. See point (1) of Theorem 1.3 below.
5Here hp,q(X) := dimCHq(X,ΩpX), with Ω
p
X the sheaf of holomorphic p-forms on X, denotes the (p, q)-Hodge number
of X.
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Theorem 1.2 (cf. Theorem 5.9). Let X be a smooth Fano variety of Hodge–Tate type for which Con-
jecture 1.1 holds true. Then, all admissible operations with the monodromy data have a geometrical
counterpart in the derived category Db(X), as summarized in Table 1 at the end of this Introduction.
In particular, we have the following:
(1) Mutations of the monodromy data (S,C) (see Def. 2.33) correspond to mutations of the
exceptional basis (see Def. 3.14).
(2) Different choices of branches of the square roots in (1.3), and hence of the Ψ-matrix, corre-
spond to shifts of objects of the exceptional collections. This reflects on an action of (Z/2Z)n
on the objects of the exceptional basis.
(3) The monodromy data (S,C(k)) computed with respect to other fundamental matrix solutions
Y
(k)
left/right of system (1.1), having the prescribed asymptotic expansion in rotated sectors
Y
(k)
left/right(z, t) ∼ Yformal(z, t), z ∈ e2piikΠleft/right(φ), |z| → ∞, k ∈ Z,
uniformly in t, are associated as in points (3a)-(3b) of Conjecture 1.1, with different foun-
dations of the helix, related to the marked one by an iterated application of the Serre functor
(ωX ⊗−)[dimCX] : Db(X)→ Db(X).
(4) The group C0(X) is isomorphic to a subgroup of the identity component of the isometry group
IsomC(K0(X)C, χ): more precisely, the morphism
C0(X)→ IsomC(K0(X)C, χ)0 : A 7→
(
D−X
)−1 ◦A ◦D−X
defines a monomorphism. In particular, C0(X) is abelian.
Let us briefly summarize and clarify the exact relationships of Γ-conjecture II of S. Galkin, V.
Golyshev and H. Iritani ([GGI16, GI15]) with our Conjecture 1.1. As mentioned above, the proposed
formula (1.7) cannot be a compatible refinement of the original conjecture of [Dub98], essentially due
to several different choices of normalizations, done in [GGI16], not completely standard in the theory
of Frobenius manifolds. Let us underline the main differences:
(1) in [GGI16] another (flat) extended deformed connection, that we denote ∇̂GGI, is consid-
ered on the Frobenius structure QH•(X) (see Section 5.6 for the precise definition). This
connection can be identified with ∇̂ only up to an identification of the spectral parameters6
λ = z−1.
(2) Despite this possible identification, the differential-geometrical meaning of the isomonodromic
problem attached to QH•(X) in [GGI16, GI15] is different from ours: it is defined as a flatness
condition for a vector field rather than for a differential form (the differential of a deformed
flat coordinate). This implies that the isomonodromic system discussed in [GGI16, GI15]
can be identified with the differential system (1.1) above only up to an identification of the
spectral parameters given by
λ = e±piiz−1. (1.8)
6 We denote by z and λ our spectral parameter and the one in [GGI16], respectively.
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More precisely, the equation (5.7) 7
∇̂GGI∂
∂λ
Y GGI = 0,
is identified via (1.8) with the equation
Λ(Ψ · Y GGI) = 0,
with
Y GGI = (Y GGI,αi )α,i, Y GGIi =
∑
α
Y GGI,αi
∂
∂tα
∈ Γ(pi∗TQH•(X)),
where pi : C∗ ×QH•(X)→ QH•(X).
(3) Furthermore, the solution Y GGItop (λ) with respect to which the central connection matrix
is computed in [GGI16, GI15] is analogous to our topological-enumerative solution, but it
does not coincide with its specialization under the identification (1.8). Namely, the solution
Y GGItop (λ) is in a different Levelt form, at 0 ∈ QH•(X) being equal to
Y GGItop (λ) = Θtop(−λ−1, 0)λ−µλc1(X)∪−
= Θtop(−λ−1, 0)e∓ipiµ zµe±ipic1(X)z−µ︸ ︷︷ ︸
polynomial in z
·zµz−(c1(X)∪−).
In particular, notice that the exponent −(c1(X)∪) has exactly the opposite sign of the “nat-
ural” one appearing in (1.4), usually considered for any good Frobenius manifolds and which,
in the case of quantum cohomologies, comes from the classical limit point (see Proposition
2.2 and Corollary 2.1 of [Dub99] and Remark 2.12).
By keeping track of all these discrepancies, in Section 5.6 we give detailed proves of the following
results.
Theorem 1.3 (cf. Proposition 5.18 and Theorem 5.19). Let X be a smooth projective variety of
Hodge–Tate type for which point (3.b) of Conjecture 1.1 holds true. Namely, let the central connection
matrix C (computed with respect to some choice of the Ψ-matrix and of an oriented line `) be the
matrix associated with the morphism D−X and some exceptional collection E = (E1, . . . , En). Then:
(1) There exist matrices A± ∈ C0(X) such that the central connection matrix computed with
respect to the solution YtopA± (and with respect to the same choices of Ψ and `) has as
columns the components of the characteristic classes
id¯
(2pi) d2
Γ̂±X ∪ Ch(Ei).
In particular, if X has even dimension d, the central connection matrix can be put in both of
the forms (1.6)-(1.7), i.e. the ones predicted by [Dub13] and by Γ-conjecture II.
(2) The validity of point (3.b) of Conjecture 1.1 is equivalent to Γ-conjecture II for the system
∇̂GGI∂
∂λ
Y = 0,
considered in [GGI16]. More precisely, through the identification (1.8), the central connection
matrix CGGI, computed with respect to the same choice of the Ψ-matrix and of the oriented
7For the convenience of the reader, when we discuss the relationship of our results with those of [GGI16, GI15], if we
want to keep the notations of S. Galkin, V. Golyshev and H. Iritani, not always coinciding with ours, we use an upper-
script GGI. So, e.g. the matrix Y GGI has as columns the components of vector fields with respect to the coordinated
vectors ∂
∂tα
, whereas the column-entries of our matrix Y are always intended to be components with respect to the
orthonormalized idempotent vectors (see Section 2.4)
η
(
∂
∂ui
,
∂
∂ui
)− 12 ∂
∂ui
.
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line `, and with respect to the analogue of the topological solution Y GGItop (λ) (not in natural
Levelt form) has as columns the components of the characteristic classes
1
(2pi) d2
Γ̂+X ∪ Ch(E′i), E′i :=
E
∗
i , if λ = epiiz−1
κ−1(E∗i ), if λ = e−piiz−1
where E∗ = (E∗n, . . . , E∗1 ) denotes the geometrical dual exceptional collection,
E∗i := RHom •OX (Ei,OX),
and κ := (−⊗ ωX)[dimCX] denotes the Serre functor.
1.2. Results for complex Projective Spaces. In Section 6, we focus on the case of complex
Projective Spaces Pk−1C . There we prove the validity of Conjecture 1.1, we explicitly compute the
central connection matrix at points of the small quantum cohomology, and we carry out a detailed
analysis of the braid group action on the monodromy data and on the corresponding exceptional
collections. In particular we complete the study initiated by the third author in [Guz99], where point
(3a) of Conjecture 1.1 was proved. Let us summarize the main results obtained.
Theorem 1.4 (cf. Theorem 6.7, Corollary 6.11). Conjecture 1.1 is true for all complex Projective
Spaces Pk−1C , k ≥ 2. More precisely, the central connection matrix computed at 0 ∈ QH•(Pk−1C ) with
respect to an oriented line ` of slope φ ∈]0; pik [ coincides with the matrix associated with the morphism
D−Pk−1C
: K0(Pk−1C )C → H•(Pk−1C ,C)
computed with respect to the exceptional bases obtained by projecting on the K0-group suitable shifts
of the following exceptional collections:
CASE k EVEN:(
O
(
k
2
)
,
∧1 T (k2 − 1
)
,O
(
k
2 + 1
)
,
∧3 T (k2 − 2
)
, . . . ,O(k − 1),
∧k−1 T ) ;
CASE k ODD:(
O
(
k − 1
2
)
,O
(
k + 1
2
)
,
∧2 T (k − 32
)
,O
(
k + 3
2
)
,
∧4 T (k − 52
)
, . . . ,O (k − 1) ,
∧k−1 T ) .
Here, we denote by O and T the structural and the tangent sheaf of Pk−1C respectively, and more in
general by
∧p T (q) the tensor product (∧p T )⊗O(q).
To the best of our knowledge, the above result is the first explicit description of the exceptional
collections that actually arise from the numerical values of the monodromy data as described by the
original conjecture of [Dub98]. We remark that the exceptional collections appearing in Theorem 1.4
are in the same Bk-orbit of the Beilinson exceptional collection B := (O, . . . ,O(k − 1)). Hence, it
is worthwhile to understand for which Projective Spaces there exists suitable choices of signs for the
Ψ-matrix, and oriented lines ` for which the monodromy data computed along the small quantum
locus H2(Pk−1C ,C) are associated with the Beilinson exceptional collection B. The following result
gives us the answer.
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Theorem 1.5 (cf. Theorem 6.12, Corollary 6.16). The Beilinson exceptional collection B is associ-
ated with the monodromy data computed in a chamber of the small quantum cohomology if and only
if k = 2, 3.
Potentially, Theorem 1.4 can give us information about some region of the big quantum cohomology
of complex Projective Spaces: if we were able to solve the Riemann–Hilbert problem associated with
the monodromy data corresponding to B, this could lead us to an explicit representation of the
analytic continuation of the genus 0 Gromov–Witten potential of Pk−1C .
In order to prove Theorem 1.5, a careful analysis of the hidden symmetries of the Stokes phenome-
non is carried on. By using symmetries of the regular polygons (which represent the spectrum of the
operator U along the small quantum locus), and studying properties of all Stokes factors computed
in [Guz99], we obtain the following result.
Theorem 1.6 (cf. Theorem 6.15). The monodromy data computed at any point of the small quantum
cohomology of Pk−1C with k ≥ 2, with respect to any choice of an oriented line `, are obtained from
those computed at 0 ∈ QH•(Pk−1C ) with respect to a line of slope φ ∈]0; pik [ by acting with a braid of
the form
ω1,kω2,kω1,kω2,k . . . ,
where8
• if k is even we set
ω1,k :=
k∏
i=2
i even
βi−1,i, ω2,k :=
k−1∏
i=3
i odd
βi−1,i;
• if k is odd we set
ω1,k :=
k∏
i=3
i odd
βi−1,i, ω2,k :=
k−1∏
i=2
i even
βi−1,i.
The corresponding exceptional collections are obtained (up to shifts) by acting with the above braids
on the collections of Theorem 1.4.
Moreover, if we denote by SPk−1C (p, φ) the Stokes matrix computed at a point p ∈ H
2(Pk−1C ,C), with
respect to a line `(φ) of slope φ ∈ R, and in the `-lexicographical order, then the following facts hold.
(1) If σ denotes the generator of H2(Pk−1C ,C), then the Stokes matrix SPk−1C (tσ, φ), with t ∈ C,
is a function of Im(t) + kφ. We will write this as
SPk−1C
(tσ, φ) = SPk−1C (Im(t) + kφ), t ∈ C.
(2) The Stokes matrix satisfies the quasi-periodicity condition
SPk−1C
(p, φ) ∼ SPk−1C
(
p, φ+ 2pii
k
)
,
where A ∼ B means that the matrices A,B are in the same (Z/2Z)k-orbit.
(3) The entries
SPk−1C
(p, φ)j,j+1 and SPk−1C
(
p, φ+ pii
k
)
j,j+1
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differ by some signs for all p ∈ H2(Pk−1C ,C), φ ∈ R and for any j = 1, . . . k−1. In particular,
the (k − 1)-tuple(∣∣∣SPk−1C (p, φ)1,2∣∣∣ , ∣∣∣SPk−1C (p, φ)2,3∣∣∣ , . . . , ∣∣∣SPk−1C (p, φ)k−1,k∣∣∣)
does not depend on p and φ, and it is equal to((
k
1
)
, . . . ,
(
k
k − 1
))
.
Finally, we also obtained some results concerning the group C0(Pk−1C ), refining point (3) of Theorem
1.2.
Theorem 1.7 (cf. Theorem 6.3, Corollary 6.4). Let for brevity P := Pk−1C . The group C0(P) is an
abelian unipotent algebraic group of dimension [k2 ]. In particular, the exponential map defines an
isomorphism
C0(P) ∼= C⊕ · · · ⊕ C︸ ︷︷ ︸
[ k2 ] copies
.
With respect to the basis (1, σ, . . . , σk−1) of H•(P,C), the group C0(P) is described as follows
C0(P) =
C ∈ GL(k,C) : C =
k−1∑
i=0
αiJi, α0 = 1, 2α2n +
∑
i+j=2n
1≤i,j
(−1)iαiαj = 0, 2 ≤ 2n ≤ k − 1
 ,
where the matrix Ji is defined by
(Ji)ab = δi,a−b.
In particular, C0(P) is isomorphic to the identity component of the isometry group IsomC(K0(P)C, χ).
1.3. Results for complex Grassmannians. As an application of the abelian-nonabelian corre-
spondence, described for the specific case of complex Grassmannians in Sections 7.1 for classical
cohomology and in Section 7.2 for the quantum cohomology, in Section 7.3 we explicitly compute the
monodromy data of QH•(G(r, k)) at points of the small quantum cohomology, deducing them from
the corresponding monodromy data for the Projective Space Pk−1C . Notice that for almost complex
Grassmannians G(r, k), the points of their small quantum cohomologies are semisimple coalescence
points (i.e. points at which the Frobenius algebra is semisimple but with some coalescing canonical
coordinates ui’s; see [Cot16]). At these points of the Frobenius manifold, the monodromy data are
still well defined, and locally constant, thanks to the main results of [CDG17a] and [CDG17b].
In the following statement, we denote by
∧r
A the r-th exterior power of a matrix A ∈ Mk(C)
(also called r-th compound matrix of A), namely the matrix of all r × r minors of A, ordered in the
lexicographical order. Let us summarize the main results.
Theorem 1.8 (cf. Theorem 7.17, Corollary 7.13, Theorem 7.24). Let ` be an oriented line of slope
φ ∈]0; pik [, admissible9at both points
p = tσ1 ∈ H2(G(r, k),C) and pˆ := (t+ (r − 1)pii)σ ∈ H2(Pk−1C ,C),
8Here βi−1,i denotes one of the generator of the braid group Bn. By identifying Bn with the mapping class group of a
punctured disk (the punctures being the canonical coordinates ui’s), the element βi−1,i corresponds to the elementary
transformation given by a counterclockwise rotations of ui−1 wrt ui.
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σ and σ1 being the Schubert classes generating the second cohomology groups of Pk−1C and G(r, k)
respectively. For a suitable choice of signs of the Ψ-matrices, the monodromy data of G(r, k) are
given by
SG(r,k)(p, φ) =
∧r
SPk−1C
(pˆ, φ), CG(r,k) := i−(
k
r)
(∧r
CPk−1C
(pˆ, φ)
)
epii(r−1)σ1∪(−).
In particular, Conjecture 1.1 holds true for the Grassmannian G(r, k). The exceptional collections
associated with the above monodromy data are (modulo shifts) in the Bn-orbit of the twisted Kapranov
exceptional collection (
SλS∨ ⊗L )
λ
, L := det
(∧2 S∨) ,
where Sλ denotes the λ-th Schur functor and S the tautological bundle on G(r, k). Furthermore, the
Stokes matrix satisfies the following conditions:
(1) it has the following functional form
SG(r,k)(tσ1, φ) = SG(r,k)(Im t+ kφ);
(2) it is quasi-periodic along the small quantum locus, in the sense that
SG(r,k)(p, φ) ∼ SG(r,k)
(
p, φ+ 2pii
k
)
,
where A ∼ B means that the matrices A and B are in the same orbit under the action of
(Z/2Z)(
k
r);
(3) the upper-diagonal entries
SG(r,k)(p, φ)j,j+1, SG(r,k)
(
p, φ+ pii
k
)
j,j+1
differ by some signs, and
|SG(r,k)(p, φ)j,j+1| ∈
{(
k
1
)
, . . . ,
(
k
k − 1
)}
∪ {0} .
Corollary 1.9 (cf. Corollary 7.25). The Kapranov exceptional collection (SλS∨)λ, twisted by a
suitable line bundle, is associated with the monodromy data of G(r, k) at points of the small quantum
locus if and only if (r, k) = (1, 2), (1, 3), (2, 3). In this cases the line bundle is trivial and the Kapranov
collection coincides with the Beilinson one10.
1.4. Plan of the paper. In Section 2 we recall basic notions in Gromov–Witten and quantum
cohomology theories for smooth projective varieties. We describe the Frobenius structure naturally
defined on QH•(X), and we briefly summarize the analytic theory of semisimple Frobenius manifolds,
their isomonodromic description and the main properties of their monodromy local invariants.
In Section 3, for completeness and convenience of the reader, we review the general theory of Helices
in triangulated categories as developed by the Moscow School of Algebraic Geometry (see [Rud90],
[GK04]). We recall basic notions and properties of exceptional objects, exceptional collections and
more general semiorthogonal decomposition in a K-linear triangulated category D , and we define their
9An oriented line ` will be said to be admissible at a point p ∈ QH•(X) if it does not contain any of the Stokes rays
Rij :=
{√−1ρ(ui(p)− uj(p)) : ρ ∈ R+} , i, j = 1, . . . , n, i 6= j.
10Notice that G(2, 3) ∼= P((C3)∨) ∼= P2C by duality.
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mutations under the action of the braid group. After recalling the properties of admissibility of full
triangulated subcategories and of saturatedness of D , the problem of existence of Serre functors is
also discussed. We finally introduce the notions of dual exceptional collections and of helix generated
by an exceptional collection.
In Section 4 we focus on unimodular Mukai lattice structures, introduced and studied by A.L. Goro-
dentsev ([Gor94b, Gor94a]). Particular attention is given to the case of exceptional Mukai lattices,
i.e. those admitting an exceptional basis, an important example being furnished by the Grothendieck
group K0(D) of a K-linear triangulated category D admitting a full exceptional collection. The
mutations of exceptional bases under the action of the braid group, the canonical operator and the
isometry group Isom(V, 〈·, ·〉) are introduced and described. Furthemore, the complete isometric clas-
sification of Mukai spaces due to Gorodentsev is outlined (Theorem 4.22 and Theorem 4.23). We also
consider the geometrical case of the Grothendieck group of a smooth projective variety X admitting
a full exceptional collection in Db(X). We briefly recall that the existence of such a collection im-
plies a motivic decomposition of X, and hence strong constraints are deduced on its geometry and
topology. Finally, results on the isometric classification of the Grothendieck groups K0(X)⊗ZC with
non-degenerate Euler–Poincaré form are presented.
In Section 5 we review the original version of the conjecture of [Dub98]. This conjecture states
the equivalence of the condition of semisimplicity of the quantum cohomology of a Fano variety X
with the condition of existence of a full exceptional collection in Db(X), and it also prescribes the
monodromy data (S,C) in geometric terms with respect to the objects of the exceptional collection.
After reviewing the results available in the literature partially confirming the conjecture, we formulate
a refined and complete version of the conjecture (Conjecture 1.1/5.2), including a prescription also
for the central connection matrix C. We also explain how heuristically the conjecture should follow
from M. Kontsevich’s proposal of Homological Mirror Symmetry. Finally, we describe the precise
relationships between Conjecture (5.2) with Γ-conjecture II of S. Galkin, V. Golyshev and H. Iritani.
In Section 6 we prove validity of Conjecture 5.2 for all complex Projective Spaces Pk−1C . After
computing the topological-enumerative solution for the system of deformed flat coordinates, we show
that the group C0(Pk−1C ), which describes the ambiguity in the choice of a solution in the Levelt form
at z = 0, is isomorphic to the identity component of the isometry group IsomC(K0(Pk−1C ), χ(·, ·))0.
Hence, we compute the central connection matrix at the point 0 ∈ QH•(Pk−1C ) w.r.t a line ` of slope
0 < φ < pik . By completing the braid analysis developed in [Guz99], we recognize in the computed
monodromy data the geometric information, as prescribed by the Conjecture 5.2, associated with
an explicit mutations of the Beilinson exceptional collection (see Theorem 6.7 and Corollary 6.11).
After studying in detail the `-chamber decomposition along the small quantum locus, a property
of quasi-periodicity of Stokes matrix is shown (Theorem 6.15). From this property, we deduce that
the only Projective Space for which the monodromy data are the ones associated with the Beilinson
collection are P1C and P2C (Corollary 6.16). For all other Projective Spaces the data corresponding to
the Beilinson exceptional collection can be computed in chambers of the big quantum cohomology,
by means of the action of the braid group.
In Section 7, using the (Quantum) Abelian/Non-abelian correspondence of [BCFK05, BCFK08,
CFKS08], we prove validity of Conjecture 1.1/5.2 for Grassmannians by using the results of the pre-
vious Section. In particular, we show that the monodromy data computed at the points of the small
quantum cohomology, with respect to an oriented line ` in the complex plane, are the prescribed
geometric data associated with an exceptional collection which can be mutated into the Kapranov
exceptional collection twisted by a line bundle (Theorem 7.17).
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Table 1. Identifications enriching the Conjecture of [Dub98]
Frobenius Manifolds QH•(X) Derived category Db(X) Grothendieck group K0(X)C
Stokes matrix S
inverse of the Gram matrix
Gij := χ(Ei, Ej)
for an exceptional basis ([Ei])i
Central connection matrix C matrix associated with the morphism
D−X : K0(X)C → H•(X,C)
action of the braid group
Bn on the monodromy data
action of Bn on
the set of exceptional collections
action of Bn on
exceptional bases
action of the group
(Z/2Z)×n on the monodromy data shifts of exceptional collections
projected shifts, i.e. change of signs,
of exceptional bases
action of the group
C0(X) on the monodromy data
action of a subgroup
of autoequivalences
Aut(Db(X))
on the set of exceptional collections
action of a subgroup of
the identity component of
IsomC(K0(X)C, χ)
on the set of exceptional bases
complete ccw rotation of the line `,
action of the generator of the center Z(Bn),
action of the matrix M0 ∈ C0(X),
M0 := exp(2piiµ) exp(2piiR),
on the monodromy data
action of the Serre functor
(ωX ⊗−)[dimCX]
on the set of exceptional collections
action of the canonical operator
κ : K0(X)C → K0(X)C
on the set of exceptional bases
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2. Gromov–Witten Theory and Quantum Cohomology
2.1. Notations and preliminaries. Let X be a smooth projective complex variety. In order not
to deal with Frobenius superstructures, we will suppose11 that the variety X has vanishing odd
cohomology, i.e. H2k+1(X,C) ∼= 0 for 0 ≤ k. Let us fix a homogeneous basis (T1, . . . , TN ) of
H•(X,C) =
⊕
kH
2k(X,C) such that
• T1 = 1 is the unity of the cohomology ring;
• T2, . . . , Tr span H2(X,C).
We will denote by η : H•(X,C)×H•(X,C)→ C the Poincaré metric
η(ξ, ζ) :=
∫
X
ξ ∪ ζ,
and in particular
ηαβ :=
∫
X
Tα ∪ Tβ .
If β ∈ H2(X;Z)/torsion, we denote by Mg,n(X,β) the Kontsevich-Manin moduli stack of n-
pointed, genus g stable maps with target X of degree β, which parametrizes equivalence classes of
pairs ((Cg,x); f), where:
• (Cg,x) is an n-pointed algebraic curve of genus g, with at most nodal singularities and with
n marked points x = (x1, . . . , xn), and f : Cg → X is a morphism such that f∗[Cg] ≡ β. Two
pairs ((Cg,x); f) and ((C ′g,x′); f ′) are defined to be equivalent if there exists a bianalytic
map ϕ : Cg → C ′g such that ϕ(xi) = x′i, for all i = 1, . . . , n, and f ′ = ϕ ◦ f .
• The morphisms f are required to be stable: if f is constant on some irreducible component
of Cg, then that component as a pointed curve should admit only a finite number of auto-
morphisms (in other words, it must have at least 3 distinguished points, i.e. points that are
either nodes or marked ones).
We will denote by evi : Mg,n(X,β) → X : ((Cg,x); f) 7→ f(xi) the naturally defined evaluation
map, and by ψi ∈ H2(Mg,n(X,β);Q) the Chern classes of tautological cotangent line bundles
Li →Mg,n(X,β), Li|((Cg,x);f) = T ∗xiCg, ψi := c1(Li).
Using the construction of [BF97] of a virtual fundamental class [Mg,n(X,β)]virt in the Chow ring
CH•(Mg,n(X,β)), and of degree equal to the expected dimension
[Mg,n(X,β)]virt ∈ CHD(Mg,n(X,β)), D = (1− g)(dimCX − 3) + n+
∫
β
c1(X),
a good theory of intersection is allowed on the Kontsevich-Manin moduli stack.
We can thus define the Gromov–Witten invariants (with descendants) of genus g, with n marked
points and of degree β of X as the integrals (whose values are rational numbers)
〈τd1γ1, . . . , τdnγn〉Xg,n,β :=
∫
[Mg,n(X,β)]virt
n∏
i=1
ev∗i (γi) ∪ ψdii , (2.1)
γi ∈ H•(X,C), di ∈ N, i = 1, . . . , n.
Since by effectiveness (for an axiomatic treatment of the Gromov–Witten invariants we follow [Man99],
[KM94] and [CK99]) the integral is non-vanishing only for effective classes β ∈ Eff(X) ⊆ H2(X;Z),
the generating function of rational numbers (2.1), called total descendent potential (or also gravita-
tional Gromov–Witten potential, or even Free Energy) of genus g is defined as the formal series
FXg (γ,Q) :=
∞∑
n=0
∑
β∈Eff(X)
Qβ
n! 〈γ. . . . , γ︸ ︷︷ ︸
n times
〉Xg,n,β , (2.2)
11To our purposes, this is not a restrictive condition, as the reader can see in Theorem 2.5.
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where we have introduced (infinitely many) coordinates t := (tα,p)α,p
γ =
∑
α,p
tα,pτpTα, α = 1, . . . , N, p ∈ N,
and formal parameters
Qβ := Q
∫
β
T2
2 · · · · ·Q
∫
β
Tr
r , Qi’s are elements of the Novikov ring Λ := C[[Q2, . . . , Qr]].
The free energy FXg ∈ Λ[[t]] can be seen as a function on the large phase-space, and restricting the
free energy to the small phase space (naturally identified with H•(X,C)),
FXg (t1,0, . . . , tN,0) := FXg (t)|tα,p=0, p>0,
one obtains the generating function of the Gromov–Witten invariants of genus g.
2.2. Quantum cohomology and its semisimplicity. By the Divisor Axiom, the genus 0 Gromov–
Witten potential FX0 (t), can be seen as an element of the ring C[[t1, Q2et
2
, . . . , Qre
tr , tr+1, . . . , tN ]]:
in what follows we will be interested in cases in which FX0 is the expansion of an analytic function,
i.e.
FX0 ∈ C
{
t1, Q2e
t2 , . . . , Qre
tr , tr+1, . . . , tN
}
.
Without loss of generality, we can put Q2 = · · · = Qr = 1, and FX0 (t) defines an analytic function in
an open neighborhood D ⊆ H•(X,C) of the point12
ti = 0, i = 1, r + 1, . . . , N, (2.3)
Re ti → −∞, i = 2, . . . , r. (2.4)
The function FX0 is a solution of WDVV equations (for a proof see [KM94], [Man99], [CK99]), and thus
it defines an analytic Frobenius manifold structure on D ([Dub92, Dub96, Dub98, Dub99, CDG17b]),
characterised by the following objects:
• the flat metric is given by the Poincaré metric η;
• the unity vector field is T0 = 1, using the canonical identifications of tangent spaces with
cohomology
TpD ∼= H•(X,C) : ∂tα 7→ Tα;
• the Euler vector field is
E := c1(X) +
N∑
α=1
(
1− 12 deg Tα
)
tαTα. (2.5)
More precisely, by the Point Mapping Axiom, the Gromov–Witten potential can be decomposed into
a classical term and a quantum correction as follows
FX0 (γ) = Fclassical + Fquantum (2.6)
= 16
∫
X
γ3 +
∞∑
k=0
∑
β∈Eff(X)\{0}
1
k! 〈γ, . . . , γ︸ ︷︷ ︸
k times
〉X0,k,β , where γ =
N∑
α=1
tαTα. (2.7)
Consequently, the product on the algebra (TpD, ◦p) at a point p defined by
Tα ◦p Tβ :=
∑
γ,δ
∂3FX0
∂tα∂tβ∂tγ
∣∣∣∣
p
ηγδTδ, p ∈ D, (2.8)
12This means that there exist two positive real numbers ε, C such that FX0 (t) is convergent and analytic on the open
set
|ti| < ε, i = 1, r + 1, . . . , N,
Re ti < −C, i = 2, . . . , r.
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defines a deformation of the classical cohomological ∪-product. The associativity of ◦p is equivalent
to validity of the WDVV equations
∂3FX0
∂tα∂tβ∂tγ
ηγδ
∂3FX0
∂tδ∂t∂tµ
= ∂
3FX0
∂tµ∂tβ∂tγ
ηγδ
∂3FX0
∂tδ∂t∂tα
,
and it is easily seen that
∂3FX0
∂t1∂tα∂tβ
= ηαβ ,
the variable t1 appearing only in the classical term of FX0 . Hence, the resulting algebras (TpD, ◦p)
are Frobenius, in the sense of the following
Definition 2.1. Let K be a field13, and let (A, ∗, 1) be a finite dimensional associative, commutative
and unital K-algebra, endowed with a non-degenerate symmetric bilinear form η : A × A → K. We
say that (A, ∗, 1, η) defines a Frobenius algebra if the following conditions are satisfied
η(v ∗ u,w) = η(v, u ∗ w), u, v, w ∈ A.
Furthermore, the Gromov–Witten potential FX0 satisfies also the quasi-homogeneity condition
LEF
X
0 = (3− dimCX) · FX0 plus at most quadratic terms.
Definition 2.2. The Frobenius manifold structure defined on the domain of convergence D of the
Gromov–Witten potential FX0 , solution of the WDVV problem, is called Quantum Cohomology of
X, and denoted by QH•(X). By the expression small quantum cohomology of X (or small quantum
locus) we denote the Frobenius structure attached to points in D∩H2(X,C). In case of convergence,
the potential FX0 (and hence the whole Frobenius structure) can be maximally analytically continued
to an unramified covering of an open subdomain of H•(X,C). We refer to this global Frobenius
structure as the big quantum cohomology of X, and it will be still denoted by QH•(X).
Although no general results guarantee the convergence of the Gromov–Witten potential FX0 for a
generic smooth projective variety X, for some classes of varieties it is known that the sum defining
FX0 at points of the small quantum cohomology (at which t1 = tr+1 = · · · = tN = 0) is finite. This
is the case for
• Fano varieties,
• varieties admitting a transitive action of a semisimple Lie group.
For the proof see [CK99]. Notice that for these varieties the small quantum locus coincides with the
whole space H2(X,C). Conjecturally, for Calabi–Yau manifolds the series defining FX0 is convergent
in a neighborhood of the classical limit point (see [CK99], [KM94]).
Remark 2.3. In literature, the name small quantum cohomology of X is usually reserved to the family
of Frobenius algebras parametrized either by points of H2(X,C)/(2piiH2(X,Z)), or by points of
H2(X,C), through the uniformization qi = exp(ti). In this paper we adopt the second convention,
since we want to develop a detailed analysis on the dependence of a set of local invariants of the
Frobenius manifold structure (the so called monodromy data) on the parameters ti’s. See for example
Section 6.8 and Section 7.7.
In this paper we will focus on smooth projective varieties X whose (big) quantum cohomology is
a semisimple Frobenius manifold.
Definition 2.4. A smooth projective variety X admits semisimple quantum cohomology if there
exists an open dense subset of points p ∈ QH•(X) at which the associated algebra (TpQH•(X), ◦p)
satisfies the following equivalent conditions:
(1) it is semisimple,
(2) it has vanishing Jacobson ideal,
(3) it is without nilpotents,
13We are interested in the case K = C.
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(4) it is isomorphic as C-algebra to CN (with component-wise multiplication).
A point p ∈ QH•(X) whose associated Frobenius algebra is semisimple will be called a semisimple
point, for short.
Notice that the classical Frobenius cohomological algebra (H•(X,C),∪), corresponding to the limit
point (2.3)-(2.4), is not semisimple, if dimX 6= 0, since it clearly contains nilpotent elements. By
quantum deformation of the ∪-product, it may happen that the semisimplicity condition is satisfied.
The problem of characterizing smooth projective varieties with semisimple quantum cohomology is far
from being solved. The following result shows that the assumption on X considered above, of having
odd-vanishing cohomology Hodd(X,C) ∼= 0, is a necessary condition in order to have semisimplicity
of the quantum cohomology QH•(X).
Theorem 2.5 ([HMT09]). If X is a smooth projective variety whose quantum cohomology QH•(X)
is a semisimple analytic Frobenius manifold, then X is of Hodge–Tate type14, i.e.
hp,q(X) = 0, if p 6= q.
In particular, X is with odd-vanishing cohomology.
For some classes of varieties, such as some Fano threefolds [Cio04], toric varieties [Iri07], and some
homogeneous spaces [CMP10], it has been proved that points of the small quantum cohomology are all
semisimple. Ordinary complex Grassmannians are among these varieties. More general homogeneous
spaces may have non-semisimple small quantum cohomology ([CMP10], [CP11], [GMS15]). Some
sufficient conditions for other Fano varieties are given in [Per14].
Remark 2.6. Remarkably, under the assumptions of convergence of the genus 0 Gromov–Witten
potential FX0 and semisimplicity of the quantum cohomology QH•(X), it can be shown ([CI15]) that
there exist two real positive constants C, ε such that, for any g ≥ 0, the power series (2.2) defining
the genus g total descendant potential FXg is convergent on the infinite-dimensional polydisc
|tα,p| < ε p!
Cp
for α = 1, . . . , N , and p ∈ N,
|Qi| < ε for i = 2, . . . , r.
2.3. Extended deformed connection and topological solution. The study and the classification
of semisimple Frobenius manifolds have been introduced and extensively developed in [Dub96, Dub98,
Dub99] and further refined in [CDG17b]. One of the main objects catching the main properties of
the general theory of Frobenius manifolds is the so called extended deformed connection ∇̂. Starting
from the flat Levi-Civita connection ∇ of the metric η defined on the holomorphic tangent bundle
TQH•(X), whose flat coordinates are (tα)Nα=1, let us define the family of connections ∇(z), with
z ∈ C, as follows
∇(z)Z Y := ∇ZY + zZ ◦ Y, (2.9)
for any vector fields Y, Z. The associativity of the quantum product together with the fact that the
quantum product is induced by the potential FX0 through equation (2.8) are equivalent to the flatness
of the connections ∇(z) for any z ∈ C. The family {∇(z)}
z∈C∗ ca be further rigidified into a unique
connection ∇̂ defined on the pull-backed bundle pi∗TQH•(X), where pi : C∗ × QH•(X) → QH•(X)
is the canonical projection. Let us introduce the (1, 1)-tensors U , µ ∈ Γ(End(TQH•(X))) defined by
U(Y ) := E ◦ Y, µ(Y ) := 2− dimCX2 Y −∇Y E, Y ∈ Γ(TQH
•(X)), (2.10)
14Here, hp,q(X) denotes the (p, q)-Hodge number of X, namely
hp,q(X) := dimCHq(X,ΩpX),
where ΩpX is the sheaf of holomorphic p-forms on X.
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and let us pull-back on pi∗TQH•(X) all the tensors η,U , µ, and denote them by the same symbols.
The Levi-Civita connection ∇ can be lifted on pi∗TQH•(X) in such a way that
∇∂zY = 0
for any section Y of the inverse image sheaf pi−1T , where T := Γ(−, TQH•(X)) is the tangent sheaf
of QH•(X). Thus, we can define the extended deformed connection ∇̂ as follows
∇̂ZY : = ∇ZY + zZ ◦ Y,
∇̂∂zY : = ∇∂zY + U(Y )−
1
z
µ(Y ),
for any section Y of the pull-back sheaf pi∗T . Remarkably, the whole connection ∇̂ is flat ( see
[Dub96, Dub99, CDG17b]). This implies existence of functions t˜ = t˜(t, z), called deformed flat
coordinates, such that
∇̂dt˜ = 0, d :=
∑
α
∂
∂tα
dtα.
Given independent functions (t˜1, . . . , t˜N ) as above, we have a system of ∇̂-flat coordinates (z, t˜1, . . . , t˜N )
on the product C∗×QH•(X). The ∇̂-flatness condition can be rewritten in terms of the η-gradients
as follows
∂αζ = zCαζ, (2.11)
∂zζ =
(
U + 1
z
µ
)
ζ, (2.12)
where we set
(Cα)γβ = cγαβ , ζ = (ζ1, . . . , ζN )T , ζα = ηαβ
∂t˜
∂tβ
.
Notice that, because of the commutativity of the Frobenius algebras, and the compatibility of the
product with the metric η, the following properties hold for the operators U , µ appearing in equation
(2.12):
UT η = ηU , µT η + ηµ = 0.
Furthermore, in flat coordinates (tα)Nα=1 of ∇, the (1,1)-tensor µ is in diagonal form
µ = diag(µ1, . . . , µN ), µα =
1
2 (deg Tα − dimCX) .
In order to describe fundamental solutions of the differential system (2.11)-(2.12) let us introduce the
following definitions. Let (V, η, µ) be the datum of
(1) a N -dimensional complex vector space V ,
(2) a symmetric non-degenerate bilinear form η : V × V → C,
(3) a diagonalizable endomorphism µ ∈ End(V ) which is η-antisymmetric
η(µa, b) + η(a, µb) = 0, for all a, b ∈ V.
Definition 2.7 ([Dub99, Dub04]). Let (V, η, µ) as above. An endomorphism A ∈ End(V ) is µ-
nilpotent if
AVµα ⊆
⊕
m≥1
Vµα+m for any µα ∈ spec(µ),
and where we introduced the family (Vλ)λ∈C of subspaces of V defined by
Vλ := {v ∈ V : µ(v) = λv} .
In particular such an operator is nilpotent in the usual sense. A µ-nilpotent operator A can be
uniquely decomposed in components Ak ∈ End(V ), k ≥ 1, such that
AkVµα ⊆ Vµα+k for any µα ∈ spec(µ), A =
∑
k≥1
Ak.
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Definition 2.8 ([Dub99, CDG17b]). Let (V, η, µ) as above. Let us define on V a new non-degenerate
bilinear form {·, ·} by the equation
{a, b} := η (eipiµa, b) , for all a, b ∈ V.
We define the (η, µ)-parabolic orthogonal group, denoted by G(η, µ), as the complex Lie group of all
{·, ·}-isometries G ∈ GL(V ) of the form
G = 1V + ∆
with ∆ a µ-nilpotent operator. Its Lie algebra g(η, µ) coincides with the set of all µ-nilpotent operators
R which are also {·, ·}-skew-symmetric in the sense that
{Rx, y}+ {x,Ry} = 0.
In particular, any such operator R commutes with the operator e2piiµ.
Definition 2.9. If (V1, η1, µ1) and (V2, η2, µ2) are two triples satisfying the properties (1),(2),(3)
above, we call a morphism of triples f : (V1, η1, µ1) → (V2, η2, µ2) the datum of a linear morphism
f : V1 → V2 compatible with both the metrics and the operators µ’s in the following sense:
η1(x, y) = η2(f(x), f(y)), x, y ∈ V1,
f ◦ µ1 = µ2 ◦ f.
The notion of isomorphism of triples naturally follows.
Given a smooth projective complex variety X, we can canonically associate an isomorphism class
of triples [(V, η, µ)] to its quantum cohomology QH•(X). Such a class is called spectrum of QH•(X)
in the terminology of Frobenius manifolds theory (see [Dub99, Dub04, CDG17b]). At each point
p ∈ QH•(X), we have a triple (TpQH•(X), ηp, µp) satisfying all the properties above. All these
triples are (non-canonically) isomorphic. Indeed, using the Levi-Civita connection ∇, we can identify
all tangent spaces TpQH•(X) by parallel transport. Such an identification is not canonical, since it
depends on the paths connecting two points.
Definition 2.10 ([Dub99, CDG17b]). Let X be a smooth projective complex variety, and let
[(V, η, µ)] be the spectrum of QH•(X). By abuse of notation, we will denote the group of orthog-
onal parabolic operators associated with (V, η, µ) (and its Lie algebra) simply by G(X) (by g(X),
respectively).
Theorem 2.11 ([Dub96, Dub99, CDG17b]). Let X be a smooth projective variety, for which the
Gromov–Witten potential FX0 is convergent, and whose quantum cohomology QH•(X) is not neces-
sarily semisimple.
(1) The differential system (2.11)-(2.12) admits analytic fundamental matrix solutions of the form
Z(t, z) = Φ(t, z)zµzR,
where
Φ(t, z) =
∑
k∈N
Φk(t)zk, Φ0 ≡ 1, Φ(t,−z)T ηΦ(t, z) = η,
and where the matrix R independent of t is the matrix associated with an endomorphism in
g(X) and computed with respect to the basis (Tα)Nα=1 of H•(X,C). A solution of such a form
will be said to be in Levelt form at z = 0. The series Φ converges in C, because z = 0 is a
Fuchsian singularity of the system (2.12).
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(2) Solutions of (2.11)-(2.12) in Levelt form at z = 0 are not unique. Given two of them
Z(t, z) = Φ(t, z)zµzR, Z˜(t, z) = Φ˜(t, z)zµzR˜,
there exists a unique matrix G associated with an endomorphism in G(X) (and with respect
to the fixed basis (Tα)Nα=1) such that
Z˜(t, z) = Z(t, z) ·G,
R˜ = G−1 ·R ·G, Φ˜(t, z) = Φ(t, z) · PG(z),
where
PG(z) : = zµ ·G · z−µ
= 1 + z∆1 + z2∆2 + . . . (finite sum),
the matrices (∆k)k≥1 being the components of (G− 1).
(3) The operator of classical ∪-multiplication
c1(X) ∪ (−) : H•(X,C)→ H•(X,C)
is a µ-nilpotent, {·, ·}-skew-symmetric endomorphism, i.e. an element of g(X).
Remark 2.12. The choice of the exponent R as in point (3) of Theorem 2.11 is a canonical one,
naturally induced by the reduction of system (2.11)-(2.12) at the classical limit point (2.3)-(2.4). It
is a general feature of all good Frobenius manifolds, i.e. with good analytical properties in the sense
of [Dub96, Dub99], namely whose potential F (t) is an analytic perturbation of a cubic term
F (t) = 16cαβγt
αtβtγ +
∑
k,`≥0
Ak,`(t′′)` exp(k · t′),
where k, ` are multi-indices, and the coordinates (tα)Nα=1 are subdivided in two classes (t′, t′′) with
deg t′ = 0 and deg t′′ 6= 0, the degree of the coordinate tβ being defined as the constant (1 − qβ) in
the expression for the Euler vector field
E =
∑
α
((1− qα)tα + rα) ∂
∂tα
, rα 6= 0 only if qα = 1.
Under the assumption of convergence of the Gromov-Witten potential, quantum cohomologies of
smooth projective varieties are within this class of Frobenius manifolds, as it is manifested from
the structure of the Gromov–Witten potential (see equations (2.5), (2.6)-(2.7)). For this class of
Frobenius manifolds it can be shown that the exponent R of point (3) in Theorem 2.11 can be chosen
to be the limit Ucl of the tensor U at the classical point
Re(t′)→ −∞, t′′ = 0.
Sometimes, we will refer to such a choice of Levelt form as the natural Levelt form.
Definition 2.13 ([CDG17b]). Let X be a smooth projective variety. We define the group C0(X) as
the isotropy subgroup of the operator c1(X) ∪ (−) ∈ End(H•(X,C)) under the adjoint action
Ad: G(X)→ Aut(g(X)) : G 7→ G · (−) ·G−1.
In the notations of the paper [CDG17b], such a group is denoted by C0(η, µ, c1(X) ∪ (−)).
It is clear from Theorem 2.11 that, even for a fixed R, solutions in Levelt form at z = 0 are not
unique, having a freedom in choice of the series Φ.
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Corollary 2.14 ([CDG17b]). Under the same assumptions of Theorem 2.11, solutions of the differ-
ential system (2.11)-(2.12) in Levelt form at z = 0, and with specified exponent R ≡ c1(X)∪ (−), are
not unique. They are parametrized by the group C0(X): given two of them,
Z(t, z) = Φ(t, z)zµzR, Z˜(t, z) = Φ˜(t, z)zµzR,
there exists a unique element G ∈ C0(X) such that
Z˜ = ZG,
or equivalently
Φ˜(t, z) = Φ(t, z) · PG(z),
where PG(z) := zµ ·G · z−µ.
This freedom in the choice of solutions in Levelt forms at z = 0 is a typical phenomenon of
all resonant Frobenius manifolds15 (see [CDG17b]). Although quantum cohomologies are Frobenius
manifolds of this type, the following result shows that in this enumerative-geometrical case a canonical
choice can be done.
Proposition 2.15 ([Dub96, Dub99, CDG17b], [GGI16]). For any smooth projective variety X, the
system of differential equation (2.11)-(2.12) admits the following solution
Ztop(z, t) := Θtop(z, t) · zµzc1(X)∪(−),
Θtop(z, t)γλ : = δ
γ
λ +
∞∑
k,n=0
∑
β∈Eff(X)
∑
α1,...,αk
hγλ,k,n,β,α
k! · t
α1 . . . tαk · zn+1,
hγλ,k,n,β,α :=
∑

ηγ
∫
[M0,k+2(X,β)]virt
c1(L1)n ∪ ev∗1Tλ ∪ ev∗2T ∪
k∏
j=1
ev∗j+2Tαj ,
whose coefficients are Gromov–Witten invariants of X with gravitational descendants. Furthermore,
if X is a Fano manifold, among all solutions
Φ(t, z)zµzc1(X)∪(−)
in Levelt form at z = 0, the topological-enumerative solution above is the unique one for which the
product
H(t, z) = z−µΦ(t, z)zµ,
computed at points of the small quantum cohomology (i.e. ti = 0 unless i = 2, . . . r),
(1) is holomorphic at z = 0,
(2) and moreover
H(t, 0) = exp
((
r∑
i=2
tiTi
)
∪ (−)
)
.
2.4. Idempotent vielbein and Ψ-matrix. Let us introduce the following definition.
Definition 2.16. The bifurcation set BX ⊆ QH•(X) is defined as the set of points at which the
spectrum of U(p), i.e. the operator of quantum multiplication by the Euler vector field (see equation
(2.10)), is not simple. The caustic KX is defined as the set of points p ∈ QH•(X) at which the
associated Frobenius algebra is not semisimple.
15A Frobenius manifold is called resonant if there exist at least two eigenvalues of µ whose difference is a non-zero
integer.
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Theorem 2.17 ([Dub92, Dub96, Dub99, CDG17b]). Let Ω ⊆ QH•(X) \ KX be a simply connected
open set. It is possible to label the eigenvalues {ui}Ni=1 of U(p) at any p ∈ Ω in such a way that an
N -tuple (u1, . . . , uN ) of single-valued and holomorphic functions is well-defined on Ω. Furthermore,
such functions can be used as a system of local coordinates (called canonical) on Ω: at any p ∈ Ω the
coordinate vector fields
{
∂
∂ui
}N
i=1
coincide with the idempotents vector fields of the Frobenius algebra
(TpΩ, ◦p, ηp), i.e.
∂
∂ui
◦ ∂
∂ui
= δij
∂
∂ui
, η
(
∂
∂ui
,
∂
∂uj
)
= 0 if i 6= j.
Definition 2.18. Let Ω ⊆ QH•(X) \ KX be a simply connected open subset on which an ordering
of canonical coordinates (u1, . . . , uN ) has been fixed. Let us define at any point p ∈ Ω a system of
normalized idempotent vector fields
fi|p := 1
η
(
∂
∂ui
, ∂∂ui
) 1
2
· ∂
∂ui
∣∣∣∣
p
, i = 1, . . . , N, (2.13)
where a determination of the square roots has been chosen in such a way that fi are (necessarily
single-valued and) holomorphic on Ω. We define on Ω the matrix Ψ through the equation
∂
∂tα
=
∑
i
Ψiαfi.
2.5. Monodromy data as local moduli. Once an ordering of canonical coordinates and a deter-
mination of the matrix Ψ has been fixed on a simply-connected open subset Ω ⊆ QH•(X) \ KX , the
system (2.11)-(2.12) can be rewritten in the idempotent vielbein. If Y := ΨZ, then we have
∂iY = (zEi + Vi)Y, (2.14)
∂zY =
(
U + 1
z
V
)
Y, (2.15)
where ∂i := ∂∂ui , (Ei)hk = δihδik, Vi := ∂iΨ ·Ψ−1, U := diag(u1, . . . , uN ) with ui := ui(p), p ∈ Ω, and
V := Ψ · µ ·Ψ−1. The general theory developed in [Dub96, Dub98, Dub99], extended and refined in
[CDG17a, CDG17b], provides local invariants of the Frobenius structure defined on QH•(X) through
the study of the monodromy of (2.12), or equivalently (2.15).
Since at z =∞ the system (2.12) admits an irregular singularity (a singularity of second kind), in
order to describe the Stokes phenomenon let us fix an oriented line ` in the complex plane. We recall
the following definitions, following the general description given in [CDG17b].
Definition 2.19. An oriented line ` in the complex plane will be said to be admissible at a point
p ∈ QH•(X) if ` does not contain any Stokes ray at p, i.e. any ray
Rij(p) :=
{
z ∈ C : z = √−1ρ(ui − uj), ρ ∈ R+
}
, i, j = 1, . . . , N, i 6= j.
An open connected component of the set of points p ∈ QH•(X) satisfying
(1) the canonical coordinates (ui(p))Ni=1 are pairwise distinct,
(2) the line ` is admissible at p.
will be called an `-chamber, and will be denoted by Ω`.
Remark 2.20. Note that the definition above is well-posed since it does not depend on the choice
either of the order of canonical coordinates or of a branch of the Ψ-matrix. The topology of an
`-chamber Ω` can be non trivial, e.g. it can be non-simply-connected. Despite of this, it can be
shown (see [CDG17b]) that on any `-chamber canonical coordinates can be coherently labeled so that
they define a system of holomorphic and single-valued functions on Ω`, as well as a single-valued
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determination of a branch of the Ψ-matrix is possible. This follows from the fact that for any z ∈ Ω`
the inclusions
Ω` 
 i // QH•(X) \ KX 
 j
// QH•(X),
induce morphisms in homotopy
pi1(Ω`, z) 
 i∗ // pi1(QH•(X) \ KX , z) 
 j∗ // pi1(QH•(X), z),
such that im(i∗) ∩ ker(j∗) = {0}.
Theorem 2.21 ([Dub99, CDG17a, CDG17b]). Let Ω ⊆ QH•(X) \ KX be a simply-connected subset
with a fixed ordering of canonical coordinates u : Ω → CN : p 7→ (u1(p), . . . , uN (p)), and a fixed
holomorphic branch of the Ψ-matrix. The following facts hold true on a suitable restriction of Ω,
(1) The system of differential equations (2.14)-(2.15) admits a unique formal solution of the form
Yformal(z, u) = F (z, u) exp(zU)
F (z, u) =
∑
m≥0
Fm(u)
zm
, F0 ≡ 1, F (−z, u)T · F (z, u) = 1,
where the functions Fm’s are holomorphic on u(Ω).
(2) Let ` be an oriented line of slope φ ∈ [0; 2pi[ in the complex plane. For any k ∈ Z, there exist
two solutions Y (k)left/rightof the system (2.14)-(2.15), analytic and single-valued on R × u(Ω)
and uniquely characterized by the asymptotic expansion
Y
(k)
left/right(z, u) ∼ Yformal(z, u), |z| → ∞, z ∈ e2piikΠleft/right(φ),
uniformly on any compact subset of u(Ω), and where
Πright(φ) : = {z ∈ R : φ− pi < arg z < φ} ,
Πleft(φ) : = {z ∈ R : φ < arg z < φ+ pi} .
(3) For any u ∈ u(Ω), for any k ∈ Z we have that
Y
(k)
right/left(e
2pikiz, u) = Y (0)right/left(z, u), z ∈ R.
Remark 2.22. The precise meaning of the asymptotic relation in (2) of Theorem 2.21 is the following:
∀K b u(Ω), ∀h ∈ N, ∀S ( e2pikiΠright/left(φ), ∃CK,h,S > 0: if z ∈ S \ {0} then
sup
u∈K
∥∥∥∥∥Y (k)right/left(z, u) · exp(−zU(u))−
h−1∑
m=0
Fm(u)
zm
∥∥∥∥∥ < CK,h,S|z|h .
Here S denotes any unbounded closed sector of R with vertex at 0.
Definition 2.23. Let p ∈ QH•(X) \ KX be a semisimple point and fix an ordering of canonical
coordinates u(p) = (u1(p), . . . , uN (p)) and a branch of the matrix Ψ(p). If the oriented line ` of slope
φ ∈ [0; 2pi[ is admissible at p, we define the matrices (S(k), S(k)− , C(k))k∈Z through the equations
Y
(k)
left (z, u(p)) = Y
(k)
right(z, u(p))S
(k), z ∈ R,
Y
(k)
left (e
2piiz, u(p)) = Y (k)right(z, u(p))S
(k)
− , z ∈ R,
Y
(k)
right(z, u(p)) = Y0(z, u(p))C
(k), z ∈ R.
Here,
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• the functions Y (k)left/right(z, u) denote the solutions of (2.14)-(2.15) described in Theorem 2.21,
and defined on R× u(Ω) for a sufficiently small open simply-connected neighborhood of p;
• the function Y0(z, u) is a solution of (2.14)-(2.15) of the form
Y0(z, u(p)) = Ψ(p) · Z(z, t(p)),
where Z(z, t) = Φ(z, t)zµzR is a solution of (2.11)-(2.12) in Levelt form at z = 0. We will
say that also the solution Y0 is in Levelt form at z = 0.
The matrices
S := S(0), S− := S(0)− , C := C(0)
are respectively called Stokes and Central Connection matrices of QH•(X) at the point p (with
respect to the fixed ordering of canonical coordinates, the fixed branch of the Ψ-matrix, the fixed
oriented line `, the fixed solution Y0 in Levelt form at z = 0).
The following Theorems summarize the main properties of (S, S−, C).
Theorem 2.24. [Dub99, CDG17b] Let p ∈ QH•(X) \ KX be a semisimple point. For
• any fixed ordering of canonical coordinates at p,
• any choice of branch of the Ψ-matrix at p,
• any oriented line ` of slope φ ∈ [0; 2pi[ admissible at p,
• and any solution Y0 in Levelt form at z = 0,
the Stokes matrices S, S− and the central connection matrix C at p satisfy the following properties:
(1) the whole family of matrices (S(k), S(k)− , C(k))k∈Z can be reconstructed from the triple
(S, S−, C). Namely, for all k ∈ Z
S(k) = S, S(k)− = S−, C(k) = M−k0 C,
where M0 = exp(2piiµ) exp(2piiR).
(2) For all k ∈ Z and all z ∈ R
Y
(k)
right(e
2piiz, u(p)) = Y (k)right(z, u(p)) S− S
−1,
Y
(k)
left (e
2piiz, u(p)) = Y (k)right(z, u(p)) S
−1 S−.
(3) We have that
S− = ST ,
Sii = 1, i = 1, . . . , N,
Sij can be 6= 0 with i 6= j only if ui 6= uj and Rij ⊂ Πleft(φ).
(4) CSTS−1C−1 = M0 = e2piiµe2piiR;
(5) S = C−1e−piiRe−piiµη−1(CT )−1;
(6) ST = C−1epiiRepiiµη−1(CT )−1.
Theorem 2.25. [Dub99, CDG17b] Let ` be an oriented line in the complex plane, of slope φ ∈ [0; 2pi[,
and let Ω` be an `-chamber of QH•(X). Let
• u : Ω` → CN \ {diagonals} be a single-valued and holomorphic function, which defines a
coherent ordering of canonical coordinates on Ω`,
• Ψ: Ω` → GL(N,C) be a single-valued determination of the Ψ-matrix on Ω`,
• Y0 be a solution of (2.14)-(2.15) in Levelt form at z = 0.
Then, the corresponding Stokes and central connection matrices (S, S−, C) are constant on Ω`.
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Theorem 2.26. [CDG17b] Let p ∈ BX \ KX be a semisimple coalescing point of QH•(X), and
let ` be an oriented line admissible at p. Let Ω ⊆ QH•(X) \ KX be an open simply connected
neighborhood of p, on which an ordering u : Ω → CN of canonical coordinates and a holomorphic
branch Ψ: Ω→ GL(N,C) of the Ψ-matrix have been fixed. If Ω is sufficiently small, the monodromy
data (S, S−, C) computed at p are the same computed at any other point of Ω at which ` is admissible.
In particular, they are the same data computed16 in any `-chamber with non-empty intersection with
Ω.
Definition 2.27. Let p ∈ QH•(X) \ KX be a semisimple point of the Frobenius manifold QH•(X).
We call monodromy data (or monodromy local moduli) of QH•(X) at p the tuple (µ,R, S,C), where
• the tensor µ is the grading operator defined by equation (2.10),
• the matrix R is the matrix associated with the operator c1(X)∪ (−) : H•(X,C)→ H•(X,C)
with respect to the fixed basis (Tα)Nα=1,
• the Stokes and central connection matrices (S,C) are defined as in Definition 2.23.
The monodromy data define local invariants of the Frobenius structure, as described in Theorems
2.11, 2.25, 2.26.
As explained in the previous paragraphs, the definition of the monodromy data (S,C) is subordi-
nate to many non-canonical choices, namely:
(1) the choice of an oriented line `(φ) = {z = ρeiφ, ρ ∈ R} in the complex plane, with slope
φ ∈ [0; 2pi[;
(2) the choice of a point in the fiber Π−1(1) of the universal cover Π: R → C∗, in order to fix
the sheet with principal value of the argument arg z in the interval [0; 2pi[;
(3) the choice of an ordering of canonical coordinates on each `-chamber Ω`;
(4) the choice of the signs of the square roots (2.13) defining the normalized idempotent vielbein
(fi)Ni=1, and hence the matrix Ψ on each `-chamber Ω`;
(5) the choice of a solution Y0 in the Levelt form corresponding to the same exponent R.
A detailed analysis of the effects of different choices on the numerical values of the data (S,C) has
been developed in [CDG17b]: in particular, the freedom in the choices (1)-(5) above can be quantified
through the action of suitable groups on the set of Stokes and Central Connection matrices. Here,
we briefly summarize the main results, and we refer the reader to [CDG17b] for more details.
Theorem 2.28. [CDG17b] Let p ∈ QH•(X)\KX be a semisimple point, and let (S,C) be the Stokes
and Central Connection matrices computed at p with respect to some choices of normalizations (2)-(5)
above. All other possible values of the data (S,C) corresponding to different choices can be obtained
through the actions of the following groups.
• Action of the symmetric group SN : the permutation τ corresponding to the re-ordering
(u1, . . . , uN ) 7→ (uτ(1), . . . , uτ(N))
acts on the monodromy data as follows
S 7→ PSP−1, C 7→ CP−1, Pij := δjτ(i).
• Action of the group (Z/2Z)N : different choices of signs in equations (2.13) correspond to
transformations
S 7→ ISI, C 7→ CI,
where I is a diagonal matrix with entries ±1.
16Here, the ordering of the canonical coordinates and the holomorphic branch of Ψ on any `-chamber are the ones
prolonged from Ω.
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• Action of the group C0(X): a different choice Y0 7→ Y0G, with G ∈ C0(X), of the solution in
Levelt form at z = 0 acts on the monodromy data as
S 7→ S, C 7→ G−1C.
• Action of the Galois group Deck(Π) ∼= Z: different choices of a base point in the fiber Π−1(1),
namely of the principal determination of the argument arg z, correspond to the transforma-
tions
S 7→ S, C 7→M−k0 C, k ∈ Z,
where M0 = exp(2piiµ) exp(2piiR).
Definition 2.29 (Triangular order). Let p ∈ QH•(X) \ KX be a semisimple point, and let S be
the Stokes matrix computed at p with respect to some admissible oriented line `. We say that
(u1(p), ..., uN (p)) are in triangular order with respect to the line ` whenever S is upper triangular.
Notice that the triangularity of an ordering of canonical coordinates only depends on the choice of
the oriented line `, according to point (3) of Theorem 2.24. In general, triangular orders of canonical
coordinates at a semisimple point p are not unique17. Among all possible triangular orderings of the
canonical coordinates, a particularly convenient one is the lexicographical order w.r.t an admissible
line `(φ), defined as follows.
Definition 2.30 (Lexicographical order). Let p ∈ QH•(X) \KX be a semisimple point, and let ` be
an admissible oriented line. Let us consider the rays starting from the points u1(p), . . . , uN (p) in the
complex plane
Lj :=
{
uj(p) + ρei(
pi
2−φ) : ρ ∈ R+
}
, j = 1, . . . , n,
and for any complex number z0 let us define the oriented line
Lz0,φ :=
{
z0 + ρe−iφ : ρ ∈ R
}
where the orientation is induced by R. In this way we have a natural total order  on the points of
Lz0,φ. We can choose z0, with |z0| sufficiently large, so that the intersections Lj ∩ Lz0,φ =: {pj} are
non-empty. The canonical coordinates uj(p)’s are in the `-lexicographical order if
p1  p2  p3  · · ·  pN .
The definition does not depend on the choice of z0 ∈ C, with |z0| sufficiently large.
Definition 2.31. If ` has been chosen and (u1, ..., un) are in lexicographical order as in Definition
2.30, we say that the monodromy data S and C computed with respect to the above ` at the above
point u are monodromy data in lexicographical order.
Remark 2.32. Observe that if u1, . . . , uN are in the lexicographical order with respect to the admissible
line `(φ), then:
(1) the Stokes matrix is in upper triangular form;
(2) the nearest Stokes rays to the positive half-line pr(`+(φ)) are of the form
Ri,i+1 ⊆ Πleft(φ), Rj,j−1 ⊆ Πright(φ),
where 1 ≤ i ≤ N − 1 and 2 ≤ j ≤ N .
In general, condition (1) alone does not imply that the canonical coordinates are in the lexico-
graphical order: it does if and only if the number of nonzero entries of the Stokes matrix S is maximal
(and equal to N(N+1)2 ) (see [CDG17b] for further details).
At this point, we can finally describe
17This is the case for a semisimple coalescing point p, and for the points of all `-chambers intersecting a sufficiently
small neighborhood of p.
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(1) how the monodromy data (S,C), computed at a semisimple point p ∈ QH•(X) \BX , change
when the oriented line `, admissible at p, changes direction φ;
(2) or, dually, how the values of the pair (S,C) computed in different `-chambers, for some fixed
choice of the line `, are related to each other.
In both cases, this is described by the action of the braid group BN . Recall that this group is generated
by N elementary braids β12, β23, . . . , βN−1,N with the relations
βi,i+1βj,j+1 = βj,j+1βi,i+1 for i+ 1 6= j, j + 1 6= i,
βi,i+1βi+1,i+2βi,i+1 = βi+1,i+2βi,i+1βi+1,i+2.
Definition 2.33. Let p ∈ QH•(X) \ BX be a semisimple point. Let ` be an oriented line admissible
at p, and let (S,C) be the monodromy data computed at p with respect to the line ` and in the
`-lexicographical order. For any elementary braid βi,i+1 ∈ BN let us define the transformed set of
matrices (Sβi,i+1 , Cβi,i+1) through the equations
Sβi,i+1 := Aβi,i+1(S) S Aβi,i+1(S), Cβi,i+1 := C (Aβi,i+1)−1, (2.16)
where (
Aβi,i+1(S)
)
hh
= 1, h = 1, . . . , N h 6= i, i+ 1,(
Aβi,i+1(S)
)
i+1,i+1 = −si,i+1,(
Aβi,i+1(S)
)
i,i+1 =
(
Aβi,i+1(S)
)
i+1,i = 1.
For a generic braid β, which is a product of m elementary braids β = βi1,i1+1 . . . βim,im+1, the action
is
S 7→ Sβ := Aβ(S) · S ·Aβ(S)T , C 7→ Cβ := C · (Aβ)−1, (2.17)
where
Aβ(S) = Aβim,im+1
(
Sβim−1,im−1+1
)
· ... ·Aβi2,i2+1 (Sβi1,i1+1) ·Aβi1,i1+1(S).
This defines an action (on the right) of the braid group on the set of the data (S,C). Notice that the
triangularity of the Stokes matrices is preserved. In the paper, we will often call mutations of S and
C any of the matrices Sβ , Cβ obtained by the action above of the braid group.
Theorem 2.34. [Dub96, Dub99, CDG17b] Let p ∈ QH•(X)\BX be a semisimple point. Let ` be an
oriented line admissible at p, and let (Slex, Clex) be the monodromy data computed at p with respect
to the line ` and in the `-lexicographical order. Without loss of generality, we can suppose that the
Stokes rays are all distinct18.
(1) Let us consider a point p′ ∈ QH•(X) \ BX in another `-chamber, and let us consider a path
γ : [0, 1]→ QH•(X) with γ(0) = p and γ(1) = p′. If along γ the only Stokes ray19 Ri,i+1(t),
with t ∈ [0, 1], crosses the line ` in the clockwise direction, or equivalently the eigenvalue
ui(t) rotates in the counter-clockwise direction with respect to the eigenvalue ui+1(t), then the
monodromy data at p′ in the `-lexicographical order are given by
(Sβi,i+1lex , C
βi,i+1
lex ).
If along γ more Stokes rays cross ` (or, equivalently, more eigenvalues ui’s rotate with re-
spect to each other) then the resulting monodromy data are obtained from the composition of
elementary braids transformations as in (2.17).
(2) Let us consider a counter-clockwise rotation of the line ` into another oriented line `′ ad-
missible at p. If, during the rotation, the line ` crosses only the Stokes ray Ri,i+1, then the
values of the monodromy data (S′lex, C ′lex) computed at p with respect to the line `′ and in the
`′-lexicographical order are given by
S′lex = S
βi,i+1
lex , C
′
lex = C
βi,i+1
lex .
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If during the rotation the line ` crosses more Stokes rays, then the resulting data are obtained
from the composition of elementary braids transformations as in (2.17).
Corollary 2.35. [CDG17b] The braid corresponding to a complete counter-clockwise 2pi-rotation of
` is
(β12β23 . . . βN−1,N )N ,
and its acts on the monodromy data as follows:
• trivially on Stokes matrices,
• the central connection matrix is transformed as C 7→M−10 C.
2.5.1. Inverse Problem for Frobenius manifolds. The monodromy data (µ,R, S,C), defined as in
the previous paragraphs, can be interpreted as local moduli for the semisimple Frobenius manifold
structures. Let us briefly recall how they define a sort of coordinate system in the space of solutions of
WDVV equations, and how the Frobenius structure can be locally reconstructed from their knowledge.
The starting point of this observation is the following. Assume we are already given a semisimple
Frobenius manifold, i.e. (for the interests of this paper) a quantum cohomology of a smooth projective
variety X. Let
Y0(z, u) =
( ∞∑
p=0
φp(u)zp
)
zµzR, φp(u) := (φiα,p(u))Ni,α=1 , φ0(u) = Ψ(u)
be a solution of the system (2.15) in Levelt form. Then the following parametric formulae hold true,
provided that
∏N
i=1 φi1,0(u) 6= 0:
ηαβ =
N∑
i=1
φiα,0(u)φiβ,0(u), (2.18)
∂
∂t1
=
N∑
i=1
∂
∂ui
, (2.19)
E =
N∑
i=1
ui
∂
∂ui
, (2.20)
tα(u) =
N∑
i=1
φiα,0(u)φi1,1(u), tα := ηαβtβ , (2.21)
F (t(u)) = 12
{
tαtβ
n∑
i=1
φiα,0(u) φiβ,1(u)−
N∑
i=1
(φi1,1(u)φi1,2(u) + φi1,3(u)φi1,0(u))
}
. (2.22)
This means that from the knowledge of the only matrices φ0(u), φ1(u), φ2(u), φ3(u) we are able to
locally reconstruct the Frobenius manifold structure. The crucial point is that these matrices can be
reconstructed from the only datum of (µ,R, S,C) attached to a chamber, through a Riemann-Hilbert
boundary value problem (RH b.v.p.).
Assume indeed that, conversely, we are given the datum of (µ,R, S,C), of a fixed point u(0) =
(u(0)1 , . . . , u
(0)
N ) ∈ CN and an admissible oriented line ` such that
18If this is not the case, we can choose another point in the same `-chamber (so that the corresponding monodromy
data (Slex, Clex) are the same) with this property.
19Here the labeling of the Stokes rays Ri,i+1(t) is the one prolonged from the initial point at t = 0.
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• properties (3),(4),(5),(6) of Theorem 2.24 are satisfied20,
• u(0)i 6= u(0)j for i 6= j.
Let D be a sufficiently small disc in the complex plane with center z = 0, and denote by
• PR and PL the external parts of D on the right and on the left, respectively, of the oriented
line `,
• ˜`+ and ˜`− the parts of `+ and `−, respectively, on the common border of PR and PL,
• ∂DR and ∂DL the parts of ∂D which border PR and PL respectively.
D
˜`+
˜`−
PL
PR
∂DR
∂DL
Figure 1. Boundary for the Riemann-Hilbert problem.
Consider now the following
Problem. Find a piecewise analytic function Φ(z) defined in C with
Φ(z) =
ΦR(z), z ∈ PR,ΦL(z), z ∈ PL,Φ0(z), z ∈ D,
such that the following conditions are satisfied:
(1) ΦR ∈ O(PR) ∩ C0(PR), ΦL ∈ O(PL) ∩ C0(PL), Φ0 ∈ O(D) ∩ C0(D),
(2) ΦL(z) = ΦR(z)ezUSe−zU , z ∈ ˜`+,
(3) ΦL(z) = ΦR(z)ezUST e−zU , z ∈ ˜`−,
(4) Φ0(z) = ΦR(z)ezUC−1z−Rz−µ, z ∈ ∂DR,
(5) Φ0(z) = ΦL(z)ezUS−1C−1z−Rz−µ, z ∈ ∂DL,
(6) ΦL/R(z)→ 1 if z →∞ in PL/R (uniformly in closed sub-sectors).
Theorem 2.36 ([Mal83, Mal91],[Miw81], [Dub99]). If the RH b.v.p. above has a solution for the
point u(0), then
(1) the solution is unique,
(2) it admits a unique solution for all u in a sufficiently small neighborhood of u(0), analytically
depending on u.
The solution analytically continues to a meromorphic function on the universal cover of CN \ ∆,
where
∆ :=
{
u ∈ CN : ui = uj , for some i 6= j
}
.
20Here we assume that η is already known. If this is not the case, then only points (3) and (4) of Theorem 2.24 must
be satisfied. The metric η can thus be reconstructued through equation (2.18).
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The poles of the analytic continuation are along a hypersurface Θ in CN \ ∆ (the Malgrange’s
divisor), along which the RH b.v.p. is not solvable. Given a solution Φ of the above Riemann-Hilbert
b.v.p. we can construct both the system (2.14)-(2.15) and three of its solutions, by setting
YL/R(z, u) := ΦL/R(z, u)ezU , Y0(z, u) := Φ0(z, u)zµzR.
Indeed, from the asymptotic expansions
ΦL/R(z) = 1 +
1
z
F1 +O
(
1
z2
)
, z →∞, z ∈ PL/R,
and the convergent Taylor series representation
Φ0(z) =
∞∑
p=0
φpz
p, z → 0,
we deduce that
∂YL/R
∂z
Y −1L/R = U +
1
z
[F1, U ] +O
(
1
z2
)
, (2.23)
∂Y0
∂z
Y −10 =
1
z
(
φ0µφ
−1
0 +O (z)
)
, (2.24)
∂YL/R
∂ui
Y −1L/R = zEi + [F1, Ei] +O
(
1
z
)
, (2.25)
∂Y0
∂ui
Y −10 =
∂φ0
∂ui
φ−10 +O(z), (2.26)
and from the independence of the matrices S,C w.r.t. both z and u, we conclude that the r.h.s.’s of
(2.23)-(2.24), and of (2.25)-(2.26) respectively, are equal. Hence, the functions YL/R, Y0 are solutions
of the system of equations
∂Y
∂ui
= (zEi + Vi)Y, Vi(u) := [F1(u), Ei] ≡ ∂φ0
∂ui
φ−10 ,
∂Y
∂z
=
(
U + 1
z
V (u)
)
Y, V (u) := [F1(u), U ] ≡ φ0µφ−10 .
Then using the formulae (2.18)-(2.22) the Frobenius structure can be reconstructed. More precisely,
we have the following
Theorem 2.37. [Dub96, Dub98, Dub99] If the RH b.v.p. above admits solution for u(0), and if
N∏
i=1
φi1,0(u(0)) 6= 0,
then the formulae (2.18)-(2.22) define an analytic Frobenius structure on a sufficiently small neigh-
borhood of the point u(0).
Remark 2.38. Notice that if we want to interpret the monodromy data (µ,R, S,C) as a system of
coordinates on the space of solutions of WDVV equations, we have to keep track of the freedom and
ambiguities up to which they are defined. For example, according to Theorem 2.11, the 4-tuples
(µ,R, S,C), and (µ,G−1RG,S,GC), G ∈ G(X)
allow us to locally reconstruct the same `-chamber of the quantum cohomology QH•(X) through the
parametric formulae (2.18)-(2.22).
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Remark 2.39. In the very interesting paper [Sab18], C. Sabbah addressed the problem of extending
the validity of both Theorem 2.36 and of Theorem 2.37 in order to allow u(0) to be a semisimple
coalescing point, i.e. with
u
(0)
i = u
(0)
j , for some i 6= j.
It is proved that if the RH b.v.p. is solvable at u(0), and if the corresponding matrix
V0 := φ0(u(0)) · µ · φ0(u(0))−1
satisfies the following conditions:
(1) it is of the form
V0 = [F1, U0], U0 := diag(u(0)1 , . . . , u
(0)
N ),
(2) and it admits an eigenvector with non-zero components w.r.t. the standard basis of CN ,
then the RH b.v.p. is solvable in a sufficiently small neighborhood of u(0), analytically continues
to a meromorphic function on the universal cover of the complement of a hypersurface Θ in CN .
Consequently, in the spirit of [CDG17b], we have that the monodromy data define a sistem of local
moduli for the Frobenius structure also at semisimple coalescing points.
The analytic continuation of the Frobenius structure can be obtained by changing the given mon-
odromy data (µ,R, S,C) to those associated with another chamber, by the action of the braid group,
and then solving again the Riemann-Hilbert problem with the new data.
In [Guz01] the above formulae have been used to construct in closed form the solution F (t) of the
WDVV equations for N = 3 in some relevant cases:
• Using the five algebraic solutions of the Painlevé VI equation, the three polynomial solutions
of the WDVV equations are obtained, corresponding to the Frobenius structure on the orbit
space of Coxeter groups, plus two algebraic solutions.
• Using the Painlevé VI transcendent associated with the monodromy data of the quantum
cohomology or P2C, the Kontsevich’s solution of the WDVV equations is obtained which
generates the numbers Nk of rational curves P1C −→ P2C of degree k passing through 3k − 1
generic points. Namely
F (t1, t2, t3) = 12
[
(t1)2t3 + t1(t2)2
]
+
∞∑
k=1
Nk
(3k − 1)! (t
3)3k−1ekt
2
.
This procedure shows that the Nk’s can be computed as an application of the isomonodromic
deformation approach to Frobenius manifolds.
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3. Helix Theory in Triangulated Categories
In this Section we recall basic facts about exceptional objects and collections, more general
semiorthogonal decompositions in triangulated categories as well as about the operations of mu-
tations naturally defined on these objects. Without claim to completeness and originality, our aim is
to give a summary, self-contained as much as possible, of the so-called Helix theory in triangulated
categories as developed in algebraic geometry literature ([GR87], [Rud90], [BK89], [GK04] and refer-
ences therein). Particular emphasis will be given to results stressing analogies and similarities with
certain aspects of the analytic theory of Frobenius manifolds explained in the previous Sections. In
order to reach the widest audience as possible (we think of the mathematicians working on integrable
systems, asymptotic analysis, ordinary differential equations in complex domains, isomonodromic de-
formations theory, etc.), for the convenience of the reader we also have included proofs of the main
results that will be used in the subsequent part of the paper. The experienced reader can easily skip
several subsections.
3.1. Prerequisites. We only assume the reader to be comfortable with the notions of derived and
triangulated categories. The main reference, to which we will refer for these basics definitions and the
labeling of the axioms (e.g. the axioms TRi with i = 1, . . . , 4), is [GM03]. Other useful and complete
references are [BBHR09] and [Huy06]. In what follows we use the notations D for a triangulated
category, and we denote its shift (or translation) functor by [1] : D → D . As usual, we denote by
[n] : D → D the subsequent n compositions of the shift functor [1].
3.2. Notations and preliminaries. Let K be a field21. We denote by GrVect<∞K the category of
finite dimensional Z-graded vector spaces: in what follows we will denote the p-th degree of V • by
Grp(V •) or V p. GrVect<∞K is a triangulated category, the shift being defined by
Grp(V •[k]) := Grp+k(V •), p, k ∈ Z,
and we also have operations of tensor product and dualization with the usual gradations
Grp(V • ⊗W •) :=
⊕
i+j=p
Gri(V •)⊗Grj(W •), Grp ((V •)∗) := (Gr−p(V •))∗ .
The category GrVect<∞K is equivalent to the bounded derived category of finite dimensional K-vector
spaces, denoted by Db(K): the equivalence is realized by the functors
Φ: GrVect<∞K → Db(K) : V • 7→
⊕
i∈Z
(GriV •)[−i], with zero differentials,
H• : Db(K)→ GrVect<∞K : F • 7→ H•(F •).
Let D be a triangulated category. We will assume that D is a K-linear category of finite type (or
Hom-finite), i.e. that
Hom•(X,Y ) :=
⊕
i∈Z
Homi(X,Y )
is a finite dimensional gradedK-vector space for allX,Y ∈ Ob(D), and where we posed Homi(X,Y ) :=
Hom(X,Y [i]) for any i ∈ Z. Sometimes, it will be useful to consider the category D to be Db(K)-
enriched, by identifying the graded vector spaces Hom•(X,Y ) with the associated complex through
the equivalence Φ above.
Definition 3.1. Let V • be a finite dimensional graded K-vector space and X be an object in a
K-linear triangulated category D . We define the tensor product V •⊗X, an object of D , as a solution
of a universal problem, by requiring
Hom•(Y, V • ⊗X) = V • ⊗Hom•(Y,X) ∀Y ∈ Ob(D).
21Here we work on a general ground field K but, starting from Section 4.5 we will specialize to the case K = C.
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Such a universal problem admits a solution: the tensor product can be constructed as
V • ⊗X :=
⊕
i
V i ⊗X[−i],
where
V i ⊗X[−i] := X[−i]⊕ · · · ⊕X[−i]︸ ︷︷ ︸
dimK V i times
.
Remark 3.2. We can define an analogous operation of tensor product − ⊗ − : Db(K) × D → D by
composition with the cohomology functor in the first entry:
Db(K)×D H
•×1D // GrVect<∞K ×D
−⊗−
// D .
In this way, the object F • ⊗X depends only on the quasi-isomorphism class of F •.
Lemma 3.3. If V • ∈ Ob(GrVect<∞K ), X ∈ Ob(D) and if j, k ∈ Z, then
V •[j]⊗X[k] = (V • ⊗X)[j + k], (V •[j])∗ = (V •)∗[−j].
Proof. For the first equality it is easy to see that the r.h.s. solves the universal problem which defines
the l.h.s.. The second equality can be trivially deduced by a direct comparison of the gradings. 
Definition 3.4. If D and E are two K-linear triangulated categories, a covariant exact functor
F : D → E is called linear if
F (V • ⊗X) = V • ⊗ F (X)
for any graded vector space V • and any object X. Analogously, a contravariant functor F : Dop → E
is linear if it satisfies
F (V • ⊗X) = (V •)∗ ⊗ F (X)
for any graded vector space V • and any object X.
So, in particular, the bifunctor Hom•(−,−) : D ×Dop → GrVect<∞K is bilinear:
Hom•(W • ⊗X,V • ⊗ Y ) = (W •)∗ ⊗ V • ⊗Hom•(X,Y )
for any X,Y ∈ Ob(D) and any graded vector spaces V • and W •. Thus, for any X,Y ∈ Ob(D), we
have the identifications
End(Hom•(X,Y )) = Hom•(Hom•(X,Y )⊗X,Y ) = Hom•(X,Hom•(X,Y )∗ ⊗ Y ).
Hence, the identity morphism id : Hom•(X,Y )→ Hom•(X,Y ) induces two canonical morphisms
j∗(X,Y ) : Hom•(X,Y )⊗X → Y,
j∗(X,Y ) : X → Hom•(X,Y )∗ ⊗ Y.
Proposition 3.5. Let E ∈ Ob(D) be a generic object. Let us define the functors
ΦE : Db(K)→ D : V • 7→ V • ⊗ E,
Φ∗E : D → Db(K) : X 7→ Hom•(X,E)∗,
Φ!E : D → Db(K) : X 7→ Hom•(E,X).
We have the adjunctions Φ∗E a ΦE a Φ!E.
Proof. This is a simple check of the definition of adjoint functors. Notice that the unity of the
adjunction Φ∗E a ΦE and counity of the adjunction ΦE a Φ!E are given by the morphisms j∗(−, E)
and j∗(E,−) respectively. 
Definition 3.6 (Generated triangulated subcategory). If Ω ⊆ Ob(D), we denote by 〈Ω〉 the smallest
full triangulated subcategory of D containing all objects of Ω.
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Definition 3.7. If A,B ⊆ Ob(D) we define the set
A ∗ B := {X ∈ Ob(D) : A→ X → B → A[1], for some A ∈ A, B ∈ B} .
Notice by the octahedral axiom (TR4) that the operation ∗ is associative.
The subcategory 〈Ω〉 is obtained by taking the closure with respect to shifts and cones. More
precisely, we have the following
Proposition 3.8. Let Ω ⊆ Ob(D), and let us define
Ω1 := {X[n] : X ∈ Ω, n ∈ Z} , Ωr := Ω1 ∗ · · · ∗ Ω1︸ ︷︷ ︸
r times
.
Then
〈Ω〉 ≡
⋃
r∈N∗
Ωr.
3.3. Exceptional Objects and Mutations. Let D be a K-linear triangulated category.
Definition 3.9 (Exceptional Object, Pair and Collection). An object E ∈ Ob(D) is called exceptional
if Hom•(E,E) is a 1-dimensional K-algebra generated by the identity morphism.
An ordered pair (E1, E2) of exceptional objects of D is called exceptional or semiorthogonal if
Hom•(E2, E1) = 0.
More in general, an ordered collection (E1, E2, . . . , Ek) of exceptional objects of D is called exceptional
or semiorthogonal if
Hom•(Ej , Ei) = 0 whenever i < j.
An exceptional collection is said to be full if it generates D , i.e. any full triangulated subcategory
containing all objects Ei is equivalent to D via the inclusion functor.
Proposition 3.10 ([Bon89]). Let E ∈ Ob(D) be a generic object. Then E is exceptional if and only
if the functor
ΦE : Db(K)→ D : V • 7→ V • ⊗ E
is fully faithful. In particular, the category 〈E〉 ≡ Im ΦE is equivalent to the category Db(K).
Proof. Using the notations of Proposition 3.5, ΦE is fully faithful if and only if the natural transfor-
mation Φ!EΦE ⇐ 1Db(K) is a natural isomorphism. This holds if and only if Hom•(E,E) ∼= K. 
Remark 3.11. Given an exceptional collection in D , there are several operations generating other such
collections. Indeed, the group Aut(D) of isomorphism classes of auto-equivalences of the category
D acts on the set of exceptional collections: the element Ψ ∈ Aut(D) acts in the obvious way, by
associating with the exceptional collection E := (E1, . . . , En) the collection ΨE := (ΨE1, . . . ,ΨEn).
Analogously, the additive group Zn acts on the sets of exceptional collection of length n by shifts:
if E := (E1, . . . , En) is an exceptional collection, then also E[k] := (E1[k1], E2[k2], . . . , En[kn]) is
exceptional for any (k1, . . . , kn) ∈ Zn. The actions of both Aut(D) and Zn preserve the fullness of
an exceptional collection.
In what follows, we are going to define a nontrivial action of the braid group Bn on the set of (full)
exceptional collections of length n.
Definition 3.12 (Orthogonal complements). Let A be a full triangulated subcategory of D . We
introduce two full triangulated subcategories ⊥A and A ⊥ defined by
⊥A := {X ∈ Ob(D) : Hom(X,A) = 0 for all A ∈ Ob(A )} ,
A ⊥ := {X ∈ Ob(D) : Hom(A,X) = 0 for all A ∈ Ob(A )} .
These subcategories are called respectively left and right orthogonals to A in D .
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Remark 3.13. It is easy to see that, if A = 〈E〉 is the smallest triangulated subcategory containing
an object E ∈ Ob(D), the following characterization of the orthogonal complements ⊥〈E〉 and 〈E〉⊥
holds:
⊥〈E〉 ≡ ⊥E, where ⊥E := {X ∈ Ob(D) : Hom•(X,E) = 0} ,
〈E〉⊥ ≡ E⊥, where E⊥ := {X ∈ Ob(D) : Hom•(E,X) = 0} .
Definition 3.14 (Mutations of objects). Let E ∈ Ob(D) be an exceptional object. For any X ∈
Ob(D) we can define two new objects
LEX ∈ Ob(E⊥), REX ∈ Ob(⊥E)
called respectively left and right mutations of X with respect to E. These two objects are defined as
the cones
LE(X) := Cone
(
ΦEΦ!E(X)→ X
)
, RE(X) := Cone (X → ΦEΦ∗E(X)) [−1],
where the functors ΦE ,Φ∗E ,Φ!E are the ones introduced in Proposition 3.5. We thus have the distin-
guished triangles
LEX[−1] // Hom•(E,X)⊗ E j
∗
// X // LEX (3.1)
REX // X
j∗ // Hom•(X,E)∗ ⊗ E // REX[1] (3.2)
extending the canonical morphisms j∗(E,X) and j∗(X,E).
By applying the functor Hom•(E,−) to (3.1), and the functor Hom•(−, E) to (3.2), and using the
fact that E is exceptional, we obtain the orthogonality relations
Hom•(E,LEX) = 0, Hom•(REX,E) = 0. (3.3)
Remark 3.15. Our definitions of LEX and REX differ from the original ones given in [GK04] by a
shift operator. In particular,
• what here we denote LEX, in [GK04] is LEX[1],
• and our REX in [GK04] is REX[−1].
The reason of such a choice will be explained later. In what follows we will reformulate some results
of [GK04], adapted to our definition, and we leave to the reader the small modifications of some
proofs.
In general, the third term in a distinguished triangle is not canonically defined by the other two
terms. In this case, however, the objects LEX and REX are unique up to unique isomorphism because
of the orthogonality relations. Indeed, let us assume that we have the two following distinguished
triangles22:
Hom•(E,X)⊗ E j
∗
// X // S //
h

(Hom•(E,X)⊗ E) [1]
Hom•(E,X)⊗ E j
∗
// X
α // LEX // (Hom•(E,X)⊗ E) [1]
Then, by axiom TR3 of triangulated category there exists a morphism h : S → LEX, which necessarily
is an isomorphism (the other two vertical maps being the identities). We want to show that h is
unique. Let us apply the functor Hom•(−,LEX) to the first line of the diagram: recalling that the
shift functor T = (−)[1] is an auto-equivalence, and using the orthogonality relations (3.3) we obtain
Hom• ((Hom•(E,X)⊗ E) [1],LEX) = Hom• (Hom•(E,X)⊗ E,LEX[−1])
= Hom•(E,X)∗ ⊗Hom•(E,LEX[−1])
= 0.
22Here we use the axiom TR2 of triangulated category.
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So we get the long exact sequence
. . . // 0 // Hom•(S,LEX) // Hom•(X,LEX) // . . .
Since α ◦ j∗ = 0, there exists h ∈ Hom•(S,LEX) as above, which must be unique by injectivity.
Analogously one shows that REX is unique up to a unique isomorphism. Notice, in particular, that
LEE = REE = 0.
Moreover, as a consequence of axiom TR1, we necessarily have that
LEX = X for all X ∈ E⊥, (3.4)
REX = X for all X ∈ ⊥E, (3.5)
which means that the operations LE ,RE are projections onto the subcategories E⊥ and ⊥E. Some
other useful properties of these projections are summarized in the following
Proposition 3.16 ([GK04]). Let D be a K-linear triangulated category, and E an exceptional object.
(1) For any object X ∈ Ob(D) and any pair of integer k, ` ∈ Z we have
LE[k] (X[`]) = (LEX) [`], RE[k] (X[`]) = (REX) [`].
(2) If E′ ∈ Ob(⊥E), E′′ ∈ Ob(E⊥) and X ∈ Ob(D), the following bifunctor isomorphisms hold
Hom•(E′, X) = Hom•(E′,REX) = Hom•(E′,LEX) = Hom(LEE′,LEX), (3.6)
Hom•(X,E′′) = Hom•(LEX,E′′) = Hom•(REX,E′′) = Hom(REX,REE′′). (3.7)
(3) The functors
D
X 7→REX // ⊥E
D
X 7→LEX // E⊥
are respectively the right adjoint functor to the inclusion ⊥E 

// D , and the left adjoint
functor to the inclusion E⊥ 

// D .
(4) The following identities hold
LE ◦ RE = LE , RE ◦ LE = RE .
(5) The restrictions
LE |⊥E : ⊥E → E⊥ and RE |E⊥ : E⊥ → ⊥E
are functors inverse to each other, establishing an isomorphism between these two subcate-
gories.
(6) The following isomorphism holds functorially on X and E
Hom•(LEX[−1], E)∗ = Hom•(E,REX).
Proof. Let us prove (1). Applying Lemma 3.3 we have that
Hom•(E[k], X[`])⊗ E[k] = (Hom•(E,X)⊗ E) [`],
and that
Hom•(X[`], E[k])∗ ⊗ E[k] = (Hom•(X,E)∗ ⊗ E) [`].
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Moreover, it is easily seen that the following diagrams are commutative:
X[`]
j∗(X[`],E[k])
//
j∗(X,E)[`] **
Hom•(X[`], E[k])∗ ⊗ E[k]
(Hom•(X,E)∗ ⊗ E) [`]
Hom•(E[k], X[`])⊗ E[k] j
∗(E[k],X[`])
// X[`]
(Hom(E,X)⊗X)[`]
j∗(E,X)[`]
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Thus, applying the shift functor (−)[`] to (3.1), (3.2) we obtain
LEX[`− 1] // (Hom•(E,X)⊗ E)[`]
(−1)`j∗[`]
// X[`] // LEX[`],
REX[`] // X[`]
(−1)`j∗[`]
// (Hom•(X,E)∗ ⊗ E)[`] // REX[`+ 1].
Recalling now that, by the axiom TR1 of triangulated category, one can change the sign of any two
morphisms in a distinguished triangle, we conclude. For points (2),(3),(4),(5),(6) we refer to [GK04],
where the reader can find and easily adapt the proofs by keeping track of the difference of shiftings
in the definition of left and right mutations. 
Definition 3.17. If (E1, E2) is an exceptional pair, we define its left and right mutations to be the
pairs
L(E1, E2) := (LE1E2, E1) and R(E1, E2) := (E2,RE2E1)
respectively.
Proposition 3.18. The pairs L(E1, E2),R(E1, E2) are exceptional. Moreover, L,R act on the set of
exceptional pairs as inverse transformations:
L ◦ R(E1, E2) = (E1, E2) and R ◦ L(E1, E2) = (E1, E2).
Proof. The first statement follows from the orthogonality relations (3.3). From relations (3.4),(3.5)
we have that
RE1E2 = E2 and LE2E1 = E1,
so that, by Proposition (3.16), we deduce
Hom•(LE1E2[−1], E1)∗ = Hom•(E1,RE1E2) = Hom•(E1, E2),
Hom•(E2,RE2E1[1]) = Hom•(LE2E1, E1)∗ = Hom•(E1, E2)∗.
It follows that the triangles
LE1E2[−1] // Hom•(E1, E2)⊗ E1 // E2 // LE1E2
LE1E2[−1] // Hom•(LE1E2[−1], E1)∗ ⊗ E1 // RE1LE1E2 // LE1E2
can be canonically identified, i.e. R ◦ L(E1, E2) = (E1, E2). Similarly the other identity follows. 
For a more general exceptional sequence, we give the following
Definition 3.19. Let (E0, . . . , Ek) be an exceptional collection in D . For 1 ≤ i ≤ k we define
Li(E0, . . . , Ek) := (E0, . . . ,LEi−1Ei, Ei−1, . . . , Ek),
Ri(E0, . . . , Ek) := (E0, . . . , Ei,REiEi−1, . . . , Ek).
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Proposition 3.20 ([BK89]). The mutations preserve the exceptionality and satisfy
LiRi = RiLi = Id (3.8)
LiLj = LjLi for |i− j| > 1 (3.9)
Li+1LiLi+1 = LiLi+1Li for 1 < i < k. (3.10)
So the braid group Bk+1 acts by the mutations on exceptional objects of length (k + 1).
Proof. The fact that exceptionality is preserved, and the first two relations (3.8),(3.9) follow from
the previous results. The only non-trivial relation is (3.10). Let (A,B,C) be an exceptional triple.
We have to show the commutativity of the diagram
(A,B,C)
L1
uu
L2
))
(LAB,A,C)
L2

(A,LBC,B)
L1

(LAB,LAC,A)
L1 ))
(LALBC,A,B)
L2uu
(LLABLAC,LAB,A)
So we have to prove that
LLABLAC = LALBC.
Applying the exact linear functor LA|⊥A to the canonical triangle
LBC[−1]→ Hom•(B,C)⊗B → C → LBC,
and recalling that Hom•(B,C) = Hom•(LAB,LAC) by Proposition (3.16) we find the triangle
LALBC[−1]→ Hom•(LAB,LAC)⊗ LAB → LAC → LALBC.

Remark 3.21. In the previous exposition, we have followed the main references on the subject and
we have defined a left action of the braid group on the set of eceptional collections in a K-linear
triangulated category D . In what follows, in order to establish a perfect correspondence between Helix
theory and the theory of local monodromy invariants for quantum cohomologies of Fano manifolds,
it will be convenient to consider the braid group Bn+1 as acting on the right on the set of exceptional
collections of length n + 1: if we denote by βi,i+1 with 1 ≤ i ≤ n the generators of the braid group,
satisfying the relations
βi,i+1βj,j+1 = βj,j+1βi,i+1, |i− j| > 1,
βi,i+1βi+1,i+2βi,i+1 = βi+1,i+2βi,i+1βi+1,i+2,
and if E = (E0, . . . , En) is an exceptional collection, we will define
Eβi,i+1 := LiE.
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3.4. Semiorthogonal decompositions, admissible subcategories, and mutations functors.
Let D be a K-linear triangulated category. In this section we introduce some definitions generalizing
the ones of (full) exceptional collection and of left/right mutations with respect to them.
Definition 3.22 ([BK89, BO95, BO02]). A sequence A1, . . . ,An of full triangulated subcategories
of D is said to be semiorthogonal if
Ai ⊆ A ⊥j for all i < j.
A semiorthogonal sequence A1, . . . ,An is said to define a semiorthogonal decomposition of D if one
of the following equivalent conditions holds:
(1) D is generated by the Ai, i.e. D = 〈Ai〉ni=1;
(2) for any X ∈ Ob(D) there exists a chain of morphisms
0 Xn // Xn−1 //

. . . // X2 // X1 //

X0

X
An
YY
A2
XX
A1
XX
with Ai ∈ Ob(Ai).
The equivalence of (1), (2) immediately follows from Proposition 3.8. The chain of morphisms of
point (2) is usually called a filtration of the object X.
Definition 3.23 (Filtrations and Postnikov systems). Given an object X ∈ Ob(D), we call filtration
of X, the datum of a set of objects {Xi}mi=1, and a chain of morphisms
0 = Xm → Xm−1 → · · · → X2 → X1 → X0 = X.
These morphisms induce on the cones a family of arrows in the opposite direction, which fit into the
diagram
0 Xn // Xn−1 //

. . . //

X2 // X1 //

X0

X
Ln
XX
Ln−1
]]
δn−1
oo . . .oo L2
XX
δ2
oo L1
XX
δ1
oo
where δi+1 ◦ δi = 0, the bottom triangles are commutative, and the top triangles are distinguished
(dashed arrows have degree 1). This diagram is called (right) Postnikov system (or (right) Postnikov
tower), and the object X is called the canonical convolution of the Postnikov system.
Proposition 3.24. The Postnikov system induced by a semiorthogonal decomposition is functorial,
i.e. given X,X ′ ∈ Ob(D) and a morphism f : X → X ′ there exists a unique prolongation to their
Postnikov systems:
An
ww

A2
vv

A1
vv

0 //

Xn−1
ii

. . . X2 //

X1 //

hh
X
f

hh
A′n
ww
A′2
ww
A′1
ww0 // X ′n−1
hh
. . . X ′2 // X
′
1
//
gg
X ′
gg
In particular, the Postnikov system of an object X is unique up to a unique isomorphism.
Proof. Since X1 ∈ 〈A2, . . . ,An〉, we have that Hom•(X1, A′1) = 0: thus we have the isomorphisms
Hom(X1, X ′1) ∼= Hom(X1, X ′) and Hom(A1, A′1) ∼= Hom(X,A′1). Consequently there exists a unique
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morphism of distinguished triangles from X1 → X → A1 → X1[1] to X ′1 → X ′ → A′1 → X ′1[1] which
fits into the diagram. By induction one concludes. 
Remark 3.25. Let Φ: D → A be a covariant cohomological functor with values in an abelian category
A , and set Φq(X) := Φ(X[q]) for any object X ∈ Ob(D), q ∈ Z. Given an object X ∈ Ob(D), there
exists a spectral sequence converging to Φ•(X). Let us realize X as the canonical convolution of a
Postnikov system, as in Definition 3.23, and delete the X0 = X term:
0 Xn // Xn−1 //

. . . //

X2 // X1

Ln
XX
Ln−1
]]
δn−1
oo . . .oo L2
XX
δ2
oo L1
XX
δ1
oo
By applying the functor Φ to this diagram we obtain a bigraded exact couple (D,E, i, j, k)
D•,•1
i // D•,•1
j
||
E•,•1
k
bb
where Ep,q1 := Φq(Lp+1), D
p,q
1 := Φq(Xp), and the morphism i, j, k have degree (−1, 1), (0, 0), (1, 0)
respectively. We thus obtain a spectral sequence (Ep,q1 , d1 := kj) which can be shown to converge to
Φp+q(X). For further details see [GM03], Ex. III.7.3c and Ex. IV.2.2a.
Let us now introduce the strictly related notion of admissibility of a subcategory.
Definition 3.26 ([Bon89, BK89]). A full triangulated subcategory A of D is called
• left admissible if the inclusion functor i : A → D admits a left adjoint functor
i∗ : D → A ;
• right admissible if the inclusion functor i : A → D admits a right adjoint functor i! : D → A ;
• admissible if it is both left and right admissible.
Lemma 3.27 ([Bon89]). Let A ,B be two full triangulated subcategories of D .
(1) Let D = 〈A ,B〉 be a semiorthogonal decomposition of D . Then A is left admissible and B
is right admissible.
(2) Conversely, if A is left admissible and B is right admissible, then 〈A , ⊥A 〉 and 〈B⊥,B〉
are semiorthogonal decompositions of D .
Proof. For any object X ∈ Ob(D) there exists a distinguished triangle
B → X → A→ B[1],
with A ∈ Ob(A ) and B ∈ Ob(B). By Proposition 3.24, such a distinguished triangle is unique up
to unique isomorphism. So, for point (1), the associations
i∗A (X) := A, i!B(X) = B,
are well defined and are respectively left/right adjoint functors to the inlcusions iA , iB. For point
(2), given any object X ∈ Ob(D), by the properties of adjoint functors we have two morphisms
X → iA i∗A (X), iBi!B(X)→ X.
By completing them to a distinguished triangle, and using the semiorthogonality condition, it is easily
seen that the completing objects are respectively in ⊥A and B⊥. 
Corollary 3.28 ([Bon89]). If A1, . . . ,An is a semiorthogonal sequence of full triangulated subcate-
gories of D such that
• A1, . . . ,Ak are left admissible,
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• Ak+1, . . . ,An are right admissible,
then
〈A1, . . . ,Ak, ⊥〈A1, . . . ,Ak〉 ∩ 〈Ak+1, . . . ,An〉⊥,Ak+1, . . . ,An〉
is a semiorthogonal decompositon.
Corollary 3.29. If (A1, . . . ,An) is a semiorthogonal sequence of full admissible triangulated subcat-
egories of D , then the following are equivalent
(1) D = 〈A1, . . . ,An〉 is a semiorthogonal decomposition,
(2)
⋂n
j=1A
⊥
j = 0,
(3)
⋂n
j=1
⊥Aj = 0.
Definition 3.30 (Mutations functors). Let A be a full triangulated subcategory of D .
• Let us assume that A is left admissible. Then, we define a functor RA : D → D , called right
mutation functor with respect to A as follows: for any X ∈ Ob(D) we define
RA (X) := Cone (X → ii∗(X)) [−1],
where i : A → D is the inclusion functor and i∗ is its left adjoint.
• Let us assume that A is right admissible. Then, we define a functor LA : D → D , called left
mutation functor with respect to A as follows: for any X ∈ Ob(D) we define
LA (X) := Cone
(
ii!(X)→ X) ,
where i : A → D is the inclusion functor and i! is its right adjoint.
Proposition 3.31. Let (E1, . . . , Ek) be an exceptional collection in D . Then the subcategory
〈E1, . . . , Ek〉 is admissible, and moreover
R〈E1,...,Ek〉 = REk ◦ REk−1 ◦ · · · ◦ RE1 ,
L〈E1,...,Ek〉 = LE1 ◦ LE2 ◦ · · · ◦ LEk .
In particular, the r.h.s. depend only on 〈E1, . . . , Ek〉, and not on the exceptional collection
(E1, . . . , Ek).
Proof. Let us proceed by induction on the length k of the exceptional collection. If k = 1, then the
statement is obvious for the results of the previous Section. Let us assume that it is true for all
exceptional collections of length k − 1. Then, we have two distinguished triangles
R〈E1,...Ek−1〉X → X → F, with F ∈ Ob〈E1, . . . , Ek−1〉,
REkR〈E1,...Ek−1〉X → R〈E1,...Ek−1〉X → F ′, with F ′ ∈ Ob〈Ek〉.
We can fit these triangles into a bigger diagram which, by the octahedral axiom TR4, has exact
column and rows:
REkR〈E1,...Ek−1〉X

// X // F ′′

R〈E1,...Ek−1〉X //

X //

F

F ′ // 0 // F ′[1]
Here the upper-left square is commutative. Focusing on the right column, we have that F ∈
Ob〈E1, . . . , Ek−1〉, F ′ ∈ Ob〈Ek〉, and consequently F ′′ ∈ Ob〈E1, . . . , Ek〉, being the subcategory
triangulated, and thus closed by taking cones. The association X 7→ F ′′ define a left adjoint for
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the inclusion 〈E1, . . . , Ek〉 → D , and 〈E1, . . . , Ek〉 is left admissible. A similar argument shows that
〈E1, . . . , Ek〉 is right admissible. 
Proposition 3.32. Let A be an admissible full triangulated subcategory of D .
(1) Both functors LA ,RA are vanishing if restricted to A .
(2) For any X ∈ Ob(D) we have that LA (X) ∈ Ob(A ⊥) and RA (X) ∈ Ob(⊥A ).
(3) The restricted functors LA |⊥A ,RA |A⊥ induce mutually inverse equivalences ⊥A → A ⊥ and
A ⊥ → ⊥A , respectively.
(4) If Ψ ∈ Aut(D) is an auto-equivalence of D , then
Ψ ◦ LA = LΨ(A ) ◦Ψ, Ψ ◦ RA = RΨ(A ) ◦Ψ.
3.5. Saturatedness and Serre Functors.
Definition 3.33 ([BK89]). A triangulated K-linear category D is saturated if and only if any (co-
variant/contravariant) cohomological functor of finite type, i.e. any functor
F : D → Vect<∞K , F : Dop → Vect<∞K
such that
• F takes distinguished triangles into exact sequences,
• ∑i∈Z dimK F (A[i]) <∞ for any object A ∈ Ob(D),
is representable. This is equivalent to the requirement that any exact functor Φ: D → Db(K) is
representable, the category D being Db(K)-enriched by seeing Hom•(X,Y ) as a complex with trivial
differentials.
The following results describe how the properties of admissibility and saturatedness interact with
one other.
Proposition 3.34. Let D be a K-linear triangulated category.
(1) If D is saturated, and A ⊆ D is left (or right) admissible, then A is saturated.
(2) If A is a saturated category, imbedded in D as a full triangulated subcategory, then A is
admissible.
(3) If D = 〈A1, . . . ,An〉 is a semiorthogonal decomposition, and D is saturated, then each Ai is
admissible.
Proof. For a proof of the points (1) and (2), see [Bon89], [BK89] and [Kuz07]. For the point (3) let
us proceed by induction on the length of the semiorthogonal decomposition. Since D = 〈A ⊥n ,An〉,
by point Lemma 3.27 it follows that An is right admissible, and A ⊥n left admissible. Hence An and
A ⊥n are saturated (by (1)), and admissible (by (2)). A simple inductive argument completes the
proof. 
Proposition 3.35. Let D be a K-linear triangulated category.
(1) Let A be an admissible subcategory of D . Suppose that both A and A ⊥ are saturated. Then
also D is saturated.
(2) Let D = 〈A1, . . . ,An〉 be a given semiorthogonal decomposition. Then D is saturated if and
only if each Ai is saturated.
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Proof. For a proof of point (1) see [BK89]. For point (2), let us suppose that D is saturated. Then by
(3) and (1) of Proposition 3.34, we have that each Ai is saturated. Vice versa, an inductive argument
completes the proof, using (1). 
Definition 3.36 ([BK89]). A Serre functor in a K-linear category of finite type D is a K-linear
auto-equivalence κ : D → D such that there exist bi-functorial isomorphisms of K-vector spaces
ηA,B : Hom(A,B)
∼= // Hom(B, κ(A))∗
for any two objects A,B ∈ Ob(D).
If D is a K-linear triangulated category for which there exists a Serre functor, then it is automat-
ically compatible with the triangulated structure.
Proposition 3.37 ([BK89]). Any Serre functor on a triangulated K-linear category is exact, i.e.
• it commutes with shift operators,
• it takes distinguished triangles into distinguished triangles.
Moreover, we have that
(1) the category D has a Serre functor if and only if all functors Hom(X,−)∗,Hom(−, X)∗, for
any object X ∈ Ob(D), are representable.
(2) Any two Serre functors κ1 and κ2 are connected by a canonical functor isomorphism.
Because of the previous Proposition, it is clear that any Hom-finite saturated category admits a
Serre functor, since the functors Hom(X,−)∗,Hom(−, X)∗ are cohomological of finite type, for any
object X ∈ Ob(D).
Proposition 3.38 ([BK89]). Let D be a triangulated Hom-finite K-linear category admitting a full
exceptional collection E = (E0, . . . , En). Then D is saturated, and hence it has a Serre functor.
Proof. By Proposition 3.35, we already know that D is saturated if and only if each subcategory
generated by an Ei is saturated. It is easily seen that the category generated by an exceptional
object E is saturated: an exact functor Φ: D → Db(K) is represented by Φ(E)∗ if Φ is covariant,
Φ(E) otherwise. 
3.6. Dual Exceptional Collections and Helices. In the subsequent subsections we will always as-
sume that theK-linear triangulated categoryD admits a full exceptional collection E := (E0, E1, . . . , En).
3.6.1. Left and Right Dual Exceptional Collections. Starting from the full exceptional collection E :=
(E0, E1, . . . , En), we can define other two collections
∨E := (∨E0, ∨E1, . . . , ∨En), E∨ := (E∨0 , E∨1 , . . . , E∨n ),
called respectively left and right dual collections, defined by iterated mutations
∨Ek := REnREn−1 . . .REn−k+1En−k,
E∨k := LE0LE1 . . .LEn−k−1En−k
for k = 0, 1, . . . , n. Adopting the conventions of Remark 3.21, we can define the dual exceptional
collections through the action of the braids
∨E := Eβ
′
, β′ := (β−112 β−123 . . . β−1n,n+1)(β−112 β−123 . . . β−1n−1,n) . . . β−112 ,
E∨ := Eβ , β := (βn,n+1, βn−1,n . . . , β12)(βn,n+1, βn−1,n . . . , β23) . . . βn,n+1.
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Notice that we have
Hom•(Eh, E∨k ) =

0 if h = 0, . . . , n− k − 1, by definition of left mutation
K if h = n− k,
0 if h = n− k + 1, . . . , n, by iteration of (3.6)
(3.11)
Hom•(∨Ek, Eh) =

0 if h = 0, . . . , n− k − 1, by iteration of (3.7)
K if h = n− k,
0 if h = n− k + 1, . . . , n, by definition of right mutation
(3.12)
where the graded vector space K is concentrated in degree 0. In other words, we have that
• Homα(Eh, E∨k ) vanishes except for α = 0 and h = n− k (in which case it is K),
• Homα(∨Ek, Eh) vanishes except for α = 0 and h = n− k (in which case it is K).
These orthogonality relations actually define the left and right dual collections uniquely up to unique
isomorphisms: this is a consequence of Yoneda Lemma, as the following results shows.
Proposition 3.39 ([GK04]). If D is a K-linear triangulated category generated by the exceptional
collection (E0, . . . , En), then for any k = 0, 1, . . . , n we have that:
• the object ∨Ek represents the covariant functor
X 7→ Hom•(En−k,LEn−k+1 . . .LEnX);
• the object E∨k represents the contravariant functor
X 7→ Hom•(En−k,LEn−k+1 . . .LEnX)∗.
In particular, for any object X ∈ Ob(D), we get the functorial isomorphisms
Hom•(∨Ek, X) = Hom•(X,E∨k )∗.
Proof. Observing that LE0 . . .LEnX = 0 for any object X, since it is an object of the subcategory
〈E0, . . . , En〉⊥ = D⊥ = 0, and applying the functors Hom•(∨Ek,−) and Hom•(−, E∨k ) to the triangle
Hom•(Eh,LEh+1 . . .LEnX)⊗ Eh → LEh+1 . . .LEnX → LEh . . .LEnX
starting from h = 0 up to h = n− k − 1, we iteratively obtain
Hom•(∨Ek,LEh . . .LEnX) = Hom•(LEh . . .LEnX,E∨k ) = 0
for any h ∈ {0, . . . , n− k}. So, at the step h = n− k, applying Hom•(∨Ek,−), we get
Hom•(∨Ek, X) = Hom•(∨Ek,LEn−k+1 . . .LEnX) (by iteration of (3.6))
= Hom•(En−k,LEn−k+1 . . .LEnX)⊗Hom•(∨Ek, En−k)
= Hom•(En−k,LEn−k+1 . . .LEnX)
because of orthogonality relations (3.12). Analogously, applying Hom•(−, E∨k ) to the same triangle,
we get
Hom•(X,E∨k ) = Hom•(LEn−k+1 . . .LEnX,E∨k ) (by iteration of (3.7))
= Hom•(En−k,LEn−k+1 . . .LEnX)∗ ⊗Hom•(En−k, E∨k )
= Hom•(En−k,LEn−k+1 . . .LEnX)∗
because of orthogonality relations (3.11). 
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3.6.2. Geometrical Dual Exceptional Collection. In the geometric case, i.e. the case in which the tri-
angulated category is the derived category of coherent sheaves Db(X) of a smooth complex projective
variety X, then we can introduce a third notion of geometrical dual exceptional collection. Given an
object E• ∈ Ob(Db(X)), we define its dual to be the object
(E•)∗ := RHom •OX (E•,OX),
where RHom •OX (E•,−) : D+(QCoh(X)) → D+(QCoh(X)) denotes the right derived functor of the
left exact functor
Hom •OX (E•,−) : K+(QCoh(X))→ K+(QCoh(X)),
Hom jOX (E•,L•) :=
∏
p
HomOX (Ep,Lp+j), with df := f ◦ dE + (−1)j+1dL ◦ f.
Because of the smoothness assumption on the variety X, each object E• ∈ Ob(Db(X)) is isomorphic
to a bounded complex of locally free sheaves. Consequently, we have that
(1) (E•)∗ is a well defined object of Db(X),
(2) each object is reflexive, i.e. (E•)∗∗ = E•.
Using the reflexivity property, the following definition is well posed.
Definition 3.40. Let E = (E0, . . . , En) be a full exceptional collection in Db(X). We define the
geometrical dual exceptional collection E∗ as the collection
E∗ := (E∗n, . . . , E∗0 ).
3.6.3. Helices. Following [GK04], we introduce the
Definition 3.41 (Helix). If (E0, . . . , En) is a full exceptional collection, we call helix the infinite
collection (Ei)i∈Z defined by the iterated mutations
Ei+n+1 = REi+n . . .REi+1Ei, Ei−n−1 = LEi−n . . .LEi−1Ei, i ∈ Z.
Such a helix is said to be of period n+1, and any family of n+1 consecutive objects (Ei, Ei+1, . . . , Ei+n)
is called helix foundation. The braid group Bn+1 acts on the set of helices of period n + 1: the mu-
tations functors Li,Ri act on the helix by replacing all the pairs
(Ei−1+k(n+1), Ei+k(n+1)), with k ∈ Z
with their left/right mutations. In this way, the mutation of a helix is still a helix.
Proposition 3.42 ([GK04]). Let (Ei−n−1, . . . , Ei−1) and (Ei, . . . , Ei+n) be two consequent founda-
tions of an helix in a K-ilnear triangulated category D . For any object X ∈ Ob(D) the following
functorial isomorphisms hold:
Hom•(Ei, X) = Hom•(X,Ei−n−1)∗. (3.13)
In particular, we deduce the periodicity condition
Hom•(Ei, Ej) = Hom•(Ei−n−1, Ej−n−1). (3.14)
Proof. Notice that, if we consider two consecutive foundations of a helix of period n+ 1, i.e.
Ei−n−1, . . . , Ei−1, Ei, . . . , Ei+n,
the collection (F0, . . . , Fn), defined by the relations
Fk := LEi . . .LEi+n−k−1Ei+n−k = REi−1 . . .REi−kEi−k−1,
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is at the same time right dual collection of (Ei, . . . , Ei+n) and left dual collection of (Ei−n−1, . . . , Ei−1).
Thus, by Proposition 3.39, we deduce that for any object X ∈ Ob(D) it holds the functorial isomor-
phism
Hom•(Ei, X) = Hom•(X,Ei−n−1)∗.
Applying it to X = Ej , we obtain
Hom•(Ei, Ej) = Hom•(Ej , Ei−n−1)∗;
analogously we have
Hom•(Ej , X) = Hom•(X,Ej−n−1)∗,
and dualizing we get
Hom•(Ej , X)∗ = Hom•(X,Ej−n−1).
If we take X = Ei−n−1 in the last isomorphism, we finally obtain the periodicity condition
Hom•(Ei, Ej) = Hom•(Ei−n−1, Ej−n−1).

We already know, by Proposition 3.38, that the category D admits a Serre functor κ : D → D
(unique up to a canonical isomorphism): from the result above we deduce that if E := (E0, . . . , En)
is an exceptional collection, then
κ(Ei) = Ei−n−1, i ∈ Z,
for any exceptional object of the helix generated by E. Remarkably, the knowledge of the action of
κ on such a helix is enough to reconstruct its action on the whole category D .
Corollary 3.43 ([GK04]). The action on the set of full exceptional collections E’s (of length n+ 1)
of the central element of the braid group Bn+1
β2 = (βn,n+1βn−1,n . . . β23β12)n+1, β := (βn,n+1, βn−1,n . . . , β12)(βn,n+1, βn−1,n . . . , β23) . . . βn,n+1,
can be extended to a Serre functor κ of the category D .
Proof. We have to show that given an object X ∈ Ob(D), the image κ(X) is uniquely determined by
the images of the objects of an exceptional collection (E0, . . . , En). Let us consider X as the canonical
convolution of the Postnikov system whose associated complex is
0→ V •0 ⊗ E0 → V •1 ⊗ E1 → · · · → V •n ⊗ En → 0, V •k := Hom•(REk−1 . . .RE0X,Ek)∗.
The differentials are given by an element of⊕
p
Hom1(V •p ⊗ Ep, V •p+1 ⊗ Ep+1) ∼=
⊕
p,α
Hom−α(V •p , V •p+1)⊗Homα+1(Ep, Ep+1).
By (3.14), the same element defines differentials of the complex
0→ V •0 ⊗ E−n−1 → V •1 ⊗ E−n → · · · → V •n ⊗ E−1 → 0,
whose canonical convolution defines an object κ(X). In order to show that
Hom•(Y,X) ∼= Hom•(κ(X), Y )∗,
we use the procedure described in Remark 3.25 for both the linear covariant cohomological functors
Hom•(Y,−) and Hom•(κ(−), Y )∗. The first one is computed through the spectral sequence whose
first sheet is
Ep,q1 = Homq(Y, V •p ⊗ Ep) =
⊕
α
V −αp ⊗Homq+α(Y,Ep),
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and for the second one we have
Ep,q1 =
⊕
α
V −αp ⊗
(
Hom−q−α(Ep−n−1, Y )
)∗
.
By (3.13) one concludes. 
3.6.4. m-Blocks. Following B.V. Karpov and D.Y. Nogin ([KN98, Kar90]) we introduce the definition
of m-blocks as a particular class of exceptional collections.
Definition 3.44 ([KN98]). If D is a triangulated K-linear category of finite type, and if E =
(E1, . . . , Ek) is an exceptional collection, we will say that E is a block if
Hom•(Ei, Ej) = 0 whenever i 6= j.
More in general, an m-block is an exceptional collection
(E1, . . . ,Em) = (E11, . . . , E1α1 , E21, . . . , E2α2 , . . . , Em1, . . . , Emαm)
such that all subcollections Ej = (Ej1, . . . , Ejαj ) are blocks. We will call type of the m-block E the
m-tuple (α1, . . . , αm).
A close notion of levelled exceptional collection has been introduced by L. Hille in [Hil95]. The
following result is an immediate consequence of the vanishing condition defining an m-block.
Proposition 3.45. Let E be an m-block exceptional collection of type (α1, . . . , αm). The left/right
mutations of two objects in a same block Ej act just as permutations. More concretely, if Eh, Eh+1
are objects in a same block of an m-block exceptional collection
E := (E1, . . . , . . . , Eh, Eh+1, . . .︸ ︷︷ ︸
same block
, . . . , En),
then
Eβh,h+1 = (E1, . . . , . . . , Eh+1, Eh, . . .︸ ︷︷ ︸
same block
, . . . , En).
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4. Non-symmetric orthogonal geometry of Mukai lattices
In this Section, companion of the previous one, we discuss properties of classes of the exceptional
objects of a triangulated category D in its Grothendieck group K0(D), the exceptional bases. This
can be interpreted as a sort of linearization procedure, translating objects of an abstract category into
elements of a more elementary algebraic structure (a lattice or vector space), more suitable for explicit
computations. In particular, we summarize the main points of the geometry of lattices endowed with
unimodular bilinear non-symmetric forms, the so-called Mukai lattices, introduced and extensively
studied by A. L. Gorodentsev [Gor94a, Gor94b].
4.1. Grothendieck Group and Mukai Lattices. Let D be a (small) triangulated category. Let
us denote by [D ] the set of isomorphism classes of objects of D .
Definition 4.1. The Grothendieck group K0(D) is the group defined as the quotient of the free
abelian group generated by [D ] over the following Euler relations:
[B] = [A] + [C],
whenever there is a triangle in D
A // B // C // A[1].
This group is the solution of the following universal problem: to find an abelian group X and a
function [−] : [D ] → X such that, given a function ϕ : [D ] → G, with values in an abelian group G,
and preserving the Euler relations, there exists a unique group homomorphism ϕ : X → G making the
following diagram commutative
[D ] ϕ //
[−]
  
G
X
ϕ
??
A triangulated functor F : D → D ′ induces a group homomorphism between K0(D) and K0(D ′),
by sending [E] to [F (E)]. If D is K-linear, we can naturally define the so called Grothendieck–Euler–
Poincaré pairing
χ(E,F ) :=
∑
i
(−1)i dimK Homi(E,F ),
for any objects E,F ∈ ObD .
Remark 4.2. Let us write some useful identities valid in Grothendieck groups. First of all, note that
[0] = 0. Moreover, from the distinguished triangle A→ A⊕B → B → A[1] we have
[A⊕B] = [A] + [B],
whereas from A→ 0→ A[1]→ A[1] we deduce that [A[1]] = −[A].
Lemma 4.3. If E ∈ ObD is an exceptional object, then for any object X ∈ ObD the following
identities hold in the Grothendieck group K0(D):
[LEX] = [X]− χ(E,X) · [E],
[REX] = [X]− χ(X,E) · [E].
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Proof. From the distinguished triangle defining LEX we have
[LEX] = [X]− [Hom•(E,X)⊗ E]
= [X]−
[⊕
i
E[−i]⊕ dimK Homi(E,X)
]
= [X]−
(∑
i
(−1)i dimK Homi(E,X)
)
[E].
Analogously, we have
[REX] = [X]− [Hom•(X,E)∗ ⊗ E]
= [X]−
[⊕
i
E[−i]⊕ dimK(Hom−i(X,E))∗
]
= [X]−
(∑
i
(−1)i dimK Hom−i(X,E)
)
[E].

Let us assume that D admits a full exceptional collection (E0, . . . , En): it then follows that K0(D)
is freely generated by ([E0], . . . , [En]). In this case (K0(D), χ(·, ·)) admits a structure of exceptional
unimodular Mukai lattice:
Definition 4.4 (Mukai Lattice). A unimodular Mukai lattice is a finitely generated free Z-module V
endowed with a unimodular bilinear (not necessarily symmetric) form 〈·, ·〉 : V ×V → Z. An element
e ∈ V will be said to be exceptional if 〈e, e〉 = 1. A Z-basis ε := (e0, . . . , en) of the Mukai lattice is
called exceptional if
〈ei, ei〉 = 1 for all i, 〈ej , ei〉 = 0 for j > i.
In other words, the Gram matrix must be of the upper triangular form
1
0 1 ∗
0 0 1
...
...
...
. . .
0 0 0 . . . 1
 .
A Mukai lattice is called exceptional if it admits an exceptional basis.
It is thus clear that the projection on K0(D) of a full exceptional collection in D is an exceptional
basis.
Definition 4.5 (Mutations of exceptional bases). Let (V, 〈·, ·〉) be an exceptional Mukai lattice of
rank n+ 1. If ε := (e0, . . . , en) is an exceptional basis we define for any 1 ≤ i ≤ n
Liε := (e0, . . . ,Lei−1ei, ei−1, . . . , en), Lei−1ei := ei − 〈ei−1, ei〉 · ei−1,
Riε := (e0, . . . , ei,Reiei−1, . . . , en), Reiei−1 := ei−1 − 〈ei−1, ei〉 · ei.
In particular, we still get exceptional basis, called left and right mutations of ε. It is easy to see that
this defines an action23 of the braid group Bn on the set of exceptional bases of V .
Note that, accordingly to Lemma 4.3, the projection on the Grothendieck group of the mutation of
a full exceptional collection (E0, . . . , En) coincides with the corresponding mutation of the exceptional
basis ([E0], . . . , [En]).
23In what follows we will use the same conventions and notations of Remark 3.21 for the action of the braid group on
the set of exceptional bases of a Mukai lattice.
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Definition 4.6 (Left and right dual exceptional bases). Given an exceptional basis ε = (e0, . . . , en)
of an exceptional Mukai lattice (V, 〈·, ·〉), we define two other exceptional bases
∨ε = (∨e0, . . . ,∨ en) and ε∨ = (e∨0 , . . . , e∨n)
called respectively left and right dual exceptional bases defined through the action of the braids
∨ε := εβ
′
, β′ := (β−112 β−123 . . . β−1n,n+1)(β−112 β−123 . . . β−1n−1,n) . . . β−112 ,
ε∨ := εβ , β := (βn,n+1, βn−1,n . . . , β12)(βn,n+1, βn−1,n . . . , β23) . . . βn,n+1.
Notice, in particular that we have the following orthogonality relations
〈eh, e∨k 〉 = δh,n−k, 〈∨ek, eh〉 = δh,n−k. (4.1)
Proposition 4.7. If ε = (e0, . . . , en) is an exceptional basis of (V, 〈·, ·〉), and G is the Gram matrix
of 〈·, ·〉 with respect to ε, i.e.
Ghk := 〈eh, ek〉 0 ≤ h, k ≤ n,
then the Gram matrix
• with respect to the exceptional basis Liε is given by Hi ·G ·Hi, where
Hi =

1
. . .
1
−Gi−1,i 1
1 0
1
. . .
1

,
the entry −Gi−1,i being in the position (i− 1, i− 1);
• with respect to the exceptional basis Riε is given by Ki ·G ·Ki, where
Ki =

1
. . .
1
0 1
1 −Gi−1,i
1
. . .
1

,
the entry −Gi−1,i being in the position (i, i);
• with respect to both the right and left dual exceptional basis ε∨ and ∨ε is given by
J ·G−T · J,
where J is the anti-diagonal matrix
J =
 1. . .
1
 .
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Proof. Lemma 4.3 implies that
(Liε)k =
∑
a
(Hi)akea, (Riε)k =
∑
a
(Ki)akea,
from which the first two points immediately follow. If we define a matrix X such that
e∨k =
∑
a
Xha ea,
then the orthogonality relations (4.1) imply that
G ·X = J,
so that the Gram matrix with respect to the basis ε∨ is given by
(G−1 · J)T ·G · (G−1 · J) = J ·G−T · J.
The computations for the basis ∨ε are identical, and are left as an exercise for the reader. 
4.1.1. Geometrical Dual Exceptional Basis. In the case of the derived category Db(X) of a smooth
projective variety, we can also introduce the following notion.
Definition 4.8. Let E = (E0, . . . , En) be a full exceptional collection in Db(X). We define the
geometrical dual of the projected exceptional basis [E] := ([E0], . . . , [En]) as the basis
[E∗] := ([E∗n], . . . , [E∗0 ]).
Notice that, because of the properness of X, the exceptionality of the basis [E∗] can be deduced
also from Grothendieck–Hirzebruch–Riemann–Roch Theorem: for any E•, F • ∈ Ob(Db(X)) one has
χ(E•, F •) =
∫
X
ch(E•∗)ch(F •)td(X), (4.2)
where
χ(E•, F •) :=
∑
i
(−1)i dimC HomiDb(X)(E•, F •),
td(X) :=
dimCX∏
j=1
δj
1− exp(−δj) , δj Chern roots of TX,
and for a complex of locally free sheaves L•
ch(L•) :=
∑
i
(−1)ich(Li).
Using (4.2) and the reflexivity property, we deduce that χ([E∗i ], [E∗j ]) = χ([Ej ], [Ei]) = 0.
Proposition 4.9. Let E = (E0, . . . , En) be a full exceptional collection in Db(X). If G is the Gram
matrix associated with the exceptional basis [E] of (K0(X), χ(·, ·)), then the Gram matrix associated
with the geometrical dual basis [E∗] is given by
J ·GT · J,
where J is the anti-diagonal matrix
J =
 1. . .
1
 .
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4.2. Isometries and canonical operator. In the previous section, we have seen that in any trian-
gulated category D also the group Aut(D) of isomorphism classes of auto-equivalences acts on the
set of full exceptional collections. This action projects onto the Grothendieck group K0(D) through
the actions of isometries preserving the Grothendieck–Euler–Poincaré form, and hence acting on the
set of exceptional bases.
Definition 4.10 (Isometries). Given two Mukai lattices (V1, 〈·, ·〉1), (V2, 〈·, ·〉2), any Z-linear map
φ : V1 → V2 such that
〈x, y〉1 = 〈φ(x), φ(y)〉2, x, y ∈ V1
is called isometry for the Mukai structures. If φ is invertible, then we will say that the Mukai
structures (V1, 〈·, ·〉1), (V2, 〈·, ·〉2) are isometrically isomorphic.
The set of all Z-linear isometric automorphisms φ : V → V of a Mukai lattice (V, 〈·, ·〉) is denoted
by IsomZ(V, 〈·, ·〉), or simply IsomZ if no confusion arises.
Since Serre functors are prototypical and important auto-equivalences in K-linear triangulated
categories, their projections on the Grothendieck group play a particularly important role.
Definition 4.11 (Canonical operator). Given a Mukai lattice (V, 〈·, ·〉), we call canonical operator
the unique Z-linear operator κ : V → V satisfying the property
〈x, y〉 = 〈y, κ(x)〉, x, y ∈ V.
Although Serre functors do not always exist in K-linear triangulated categories, at the level of
Mukai structures this existence problem always admits a solution.
Definition 4.12 (Left and right correlations). Given a Mukai lattice (V, 〈·, ·〉) there are two well
defined operators between V and its dual V ∗ := HomZ(V,Z), called respectively left and right corre-
lations:
λ : V → V ∗ : x 7→ 〈x, ·〉,
ρ : V → V ∗ : x 7→ 〈·, x〉.
Because of the unimodularity of the pairing 〈·, ·〉, both left and right correlations λ, ρ define isomor-
phisms of abelian groups.
Proposition 4.13 ([Gor94a, Gor94b]). Let (V, 〈·, ·〉) be a Mukai lattice.
(1) There exists a unique canonical operator κ : V → V , and it is defined in terms of left and
right canonical correlations as the composition
ρ−1 ◦ λ : V → V.
(2) Given any basis (e1, . . . , en) (not necessarily exceptional) of V , with respect to which the Gram
matrix of the pairing 〈·, ·〉 is G, then the matrix associated with the canonical operator κ is
given by
κ = G−1 ·GT .
Proof. An exercise for the reader. 
4.3. Adjoint operators and canonical algebra. Let us consider a Mukai lattice (V, 〈·, ·〉).
Definition 4.14 (Left and right adjoint operators). Let φ ∈ EndZ(V ). We define two new operators
∨φ and φ∨ called respectively left and right adjoint to φ through the following identities:
〈∨φ(x), y〉 = 〈x, φ(y)〉,
〈φ(x), y〉 = 〈x, φ∨(y)〉,
for any x, y ∈ V . Fixed a (non-necessarily exceptional) basis (e0, . . . , en) of V , in terms of matrix
representation we have
∨φ = G−T · φT ·GT , φ∨ = G−1 · φT ·G.
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Because of the non-symmetry of the pairing 〈·, ·〉, in general one has ∨φ 6= φ∨.
Definition 4.15 (Canonical algebra). An endomorphism φ ∈ EndZ(V ) is called reflexive if ∨φ = φ∨.
The subalgebra A ⊆ EndZ(V ) of all reflexive operators of V is called canonical algebra.
The proofs of the following Proposition is straightforward, and is left as an exercise for the reader.
Proposition 4.16 ([Gor94a, Gor94b]). Let φ ∈ EndZ(V ). The following conditions are equivalent:
(1) ∨φ = φ∨,
(2) φ = φ∨∨,
(3) φ =∨∨ φ,
(4) φκ = κφ.
Hence, the canonical algebra A coincides with the center Z(κ) of the canonical operator.
Proposition 4.17 ([Gor94a, Gor94b]). The following sets are contained in the canonical algebra A:
(1) A+ := {φ ∈ EndZ(V ) : ∨φ = φ∨ = φ}, whose elements are called self-adjoint operators;
(2) A− := {φ ∈ EndZ(V ) : ∨φ = φ∨ = −φ}, whose elements are called anti-self-adjoint operators;
(3) Isom(V, 〈·, ·〉) ≡ {φ ∈ AutZ(V ) : ∨φ = φ∨ = φ−1}.
Given any field K, we can extend scalars from Z to K, by considering the vector space V ⊗Z
K endowed with the non-symmetric bilinear form 〈·, ·〉, extended by K-bilinearity. All previous
definitions (and notations) can be trivially adapted to this extension of scalars.
Proposition 4.18 ([Gor94a, Gor94b]). If K is a field of characteristic not equal to 2, then the
following direct sum of K-vector spaces holds
AK = A+K ⊕A−K .
Proposition 4.19 ([Gor94a, Gor94b]). The Lie algebra of the complex Lie group IsomC is equal to
A−C .
4.4. Isometric classification of Mukai structures. The following Proposition underlines the
importance of the canonical operator for the isometric classification of Mukai structures.
Proposition 4.20 ([Gor94a, Gor94b, Gor16]). Let V be a free Z-module of finite rank, and let
〈·, ·〉1, 〈·, ·〉2 two non-symmetric unimodular bilinear forms defining two Mukai lattice structures on
V .
(1) The two Mukai structures share the same canonical operator if and only if there exists an
invertible operator ψ ∈ A+〈·,·〉1 ∩ A
+
〈·,·〉2 and such that
〈x, y〉1 = 〈x, ψ(y)〉2, x, y ∈ V.
(2) If K is an algebraically closed field of characteristic zero, the two Mukai vector spaces (V ⊗Z
K, 〈·, ·〉1) and (V ⊗Z K, 〈·, ·〉2) are isometrically isomorphic if and only if there exists an
isomorphism φ ∈ AutK(V ⊗Z K) such that
φ ◦ κ1 = κ2 ◦ φ.
Proof. If λ1, λ2 and ρ1, ρ2 denote respectively the left and right correlations for the two Mukai struc-
tures on V , then the operator ψ := ρ−12 ρ1 = λ−12 λ1 satisfies all properties of point (1). Indeed, since
κ = ρ−11 λ1 = ρ−12 λ2, we have that
ψκ = (ρ−12 ρ1)(ρ−11 λ1) = ρ−12 λ1 = (ρ−12 λ2)(λ−12 λ1) = κψ,
〈x, ψy〉2 = [ρ1(y)](x) = 〈x, y〉1, x, y ∈ V.
For point (2), if the two structures are isometric then existence of an isomorphism φ intertwining
the canonical operators is clear. Hence, let us suppose to have two different Mukai structures on the
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same vector space V ⊗Z K sharing the same canonical operator. By point (1), we deduce existence
of a self-dual isomorhism ψ ∈ AutK(V ⊗Z K) such that
〈x, y〉1 = 〈x, ψ(y)〉2, x, y ∈ V ⊗Z K.
The field K being algebraically closed, a polynomial p ∈ K[X] can be constructed in such a way
that the operator α := p(ψ) satisfies α2 = ψ (see Lemma 16.2 of [Gor16]). Such an operator α is
self-adjoint, since
α∨ = p(ψ)∨ = p(ψ∨) = p(ψ) = α,
and it clearly satisfies the condition 〈α(x), α(y)〉2 = 〈x, y〉1. 
In particular, Proposition 4.20 implies that a non-degenerate non-symmetric bilinear form over
algebraically closed field of characteristic zero is uniquely determinated by Jordan normal form of its
canonical operator.
Definition 4.21. Given a Mukai lattice (V, 〈·, ·〉), and an algebraically closed field K of characteristic
zero, the Mukai space (V ⊗Z K, 〈·, ·〉) will be called decomposable, if there exist two subspaces U, V
such that
(1) V ⊗Z K = U ⊕ V ,
(2) the restrictions 〈·, ·〉 to U and V are nondegenerate,
(3) U and V are bi-orthogonal, namely 〈u, v〉 = 〈v, u〉 = 0 for all u ∈ U and v ∈ V .
The space will be called indecomposable if it is not decomposable.
The following result gives a complete classification of all indecomposable Mukai structures over an
algebraically closed field K of characteristic zero.
Theorem 4.22 ([Gor94a, Gor94b, Gor16]). Let (V, 〈·, ·〉) be a Mukai lattice, and let K be an alge-
braically closed field of characteristic zero. If (V ⊗ZK, 〈·, ·〉) is indecomposable, then it is isometrically
isomorphic to one of the following Mukai spaces.
(1) Space of type Un: consider the coordinate space Kn endowed with the non-degenerate bilinear
form whose Gram matrix with respect to the standard basis is
G =

1
−1 1
1 −1
. .
.
. .
.
(−1)n−2 (−1)n−3
(−1)n−1 (−1)n−2

.
In this case, by Proposition 4.13, we have that the canonical operator is of the form
κ = G−1 ·GT = (−1)n−11 +M, Mn−1 6= 0, Mn = 0,
and its Jordan form is
Jn((−1)n−1) :=

(−1)n−1 1
(−1)n−1 1
. . .
. . .
(−1)n−1 1
(−1)n−1
 .
HELIX STRUCTURES IN QUANTUM COHOMOLOGY OF FANO VARIETIES 57
(2) Space of type Wn(λ) with λ 6= (−1)n−1: consider the coordinate space K2n endowed with the
non-degenerate bilinear form whose Gram matrix with respect to the standard basis is
G =
(
0 1n
Jn(λ) 0
)
, Jn(λ) :=

λ 1
λ 1
. . .
. . .
λ 1
λ
 .
In this case, by Proposition 4.13 the canonical operator is of the form
κ = G−1 ·GT =
(
Jn(λ)−1 0
0 Jn(λ)T
)
,
and its Jordan form consists of two n× n blocks with nonzero inverse eigenvalues.
The two types of space Un,Wn(λ) with λ 6= (−1)n−1 are not isometrically isomorphic.
Together with Theorem 4.22, the following result gives a complete classification of all Mukai spaces
over algebraically closed field of characteristic zero.
Theorem 4.23 ([Mal63] Chapter VI-VII, [Gor94a, Gor94b]). Let (V, 〈·, ·〉) is a vector space over
an algebraically closed field K of characteristic zero endowed with a non-degenerate bilinear form. If
f ∈ End(V ) is an isometry, then V splits as a bi-orthogonal direct sum of subspaces Vλ, where
(1) for λ = ±1, Vλ is the root space
Vλ :=
⊕
n∈N
ker (f − λ1)n ,
and the restriction of 〈·, ·〉 on Vλ is non-degenerate;
(2) for λ 6= ±1, the space Vλ is the sum of isotropic root subspaces(⊕
n∈N
ker (f − λ1)n
)
⊕
(⊕
n∈N
ker
(
f − λ−11)n) ,
and the restriction of 〈·, ·〉 on Vλ defines a non-degenerate pairing between these two subspaces.
4.5. Geometric case: the derived category Db(X). In previous sections, we have treated the
general case of a K-linear triangulated category D . Now we consider the case of the bounded derived
category of coherent sheaves on a projective complex variety X. In order to work with a Hom-finite
derived category, we assume that X is smooth: in this way each object is a perfect complex, i.e. locally
quasi-isomorphic to a bounded complex of locally free sheaves of finite rank on X.
The condition of existence of a full exceptional collection in Db(X) imposes strict conditions on
the topology and the geometry of X. The key property is a result of motivic decomposition for the
rational Chow motive of X. We refer the reader to Appendix A for basic notions on Chow motives.
Definition 4.24. Let X be a smooth projective variety over C. We will say that the rational Chow
motive of X, denoted by h(X)Q ∈ CHM(C)Q, is discrete (or of Lefschetz type) if it is polynomial in
the Lefschetz motive L, i.e. if it admits a decomposition as a direct sum
h(X)Q ∼=
n⊕
i=1
L⊗ai , ai ∈ {0, . . . ,dimCX} ,
where by convention L0 := h(Spec(C))Q. The integer n will be called length of the motive h(X)Q.
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Theorem 4.25 ([GO13], [MT15a], [BB12]). If X is a smooth projective variety over C with an
exceptional collection in Db(X), then the rational Chow motive h(X)Q is discrete.
There exist many proofs in the literature of this fact, all differing in techniques. In [GO13] the
statement was proved using K-motives. In [MT15a] (see also [MT15b]) a more general statement was
proved (assuming that X is a smooth proper Deligne–Mumford stack over Spec(K), for a perfect field
K) using the connection between Chow and non-commutative motives discovered by M. Kontsevich
(see [Tab13]). In the case of smooth projective varieties, we can deduce Theorem 4.25 easily follows
from the following result, essentially due to S. Kimura.
Theorem 4.26 ([Kim09]). Let X be a smooth projective variety over C. The following conditions
are equivalent:
(1) the Grothendieck group K0(X)Q is a finite dimensional Q-vector space;
(2) the rational Chow motive of X is discrete.
Furthermore, if these conditions hold true, the length of h(X)Q coincides with dimQK0(X)Q.
Proof. The proof of the fact that (1) implies (2) follows from the main result of [Kim09]. Conversely,
if
h(X)Q ∼=
n⊕
i=1
L⊗ai , ai ∈ {0, . . . ,dimCX} ,
using the properties of the Lefschetz motive L we deduce that
CHr(X)Q ∼= HomCHM(C)Q(L⊗r, h(X)Q)
∼=
n⊕
i=1
HomCHM(C)Q(L⊗r,L⊗ai) ∼= QN(r),
where N(r) := card {i : ai = r}. Since the Chern character ch : K0(X)Q → CH•(X)Q is an isomor-
phism (not preserving the gradation), we conclude that K0(X)Q is finite dimensional. 
Corollary 4.27 ([MT15a], [GKMS13]). Let X be a smooth projective variety over C such that K0(X)
is free of finite rank. Then:
(1) X is of Hodge–Tate type, i.e. hp,q(X) = 0 if p 6= q.
(2) The cycle maps crX : CHr(X)Q → H2r(X,Q) are isomorphisms.
(3) The forgetful morphism K0(X)Q → Ktop0 (Xan)Q is an isomorphism.
(4) Pic(X) is free of finite rank and c1 : Pic(X)→ H2(X,Z) is an isomorphism.
(5) H1(X,Z) = 0.
Proof. Since the Grothendieck group K0(X) is free and of finite rank, the conditions (1), (2) of
Theorem 4.26 hold true. By the universal property of the Chow motives, any Weil cohomological
functor H• with values in GrVect<∞Q factorizes through CHM(C)Q: hence, using the same notation
of Theorem 4.26 and its proof, we have
H•(X) ∼=
n⊕
i=1
H•(L)⊗ai ,
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and consequently
H2r(X) ∼= QN(r), since H2i(L) ∼=
Q, i = 20, otherwise.
By taking the Hodge realization of the rational Chow motive h(X)Q, we deduce point (1). Point
(2) follows from the fact that im(crX) ⊆ Hr,r(X) and that CHr(X)Q and H2r(X;Q) have the same
dimension N(r). Statement (3) follows from the commutative diagram
K0(X)Q ch //

CH•(X)Q

Ktop0 (Xan)Q
chtop // H•dR(Xan;Q)
and from (2). Here the vertical arrows denote the natural forgetful morphisms, ch denotes the Chern
character as defined in [Ful98], and chtop denotes the topological version of the Chern character. As
shown in [GKMS13], the freeness of K0(X) implies that Pic(X) is free. From the exponential long
exact sequence we have that
H1(X,OX) // Pic(X) c1 // H1(X,Z) // H2(X,OX),
and by point (1) we have that h0,1(X) = h0,2(X) = 0. Hence the first Chern class map is an
isomoprhism. It follows that Pic(X) is of finite rank. For the last statement, by the Universal
Coefficient Theorem we have a (non-canonical) isomorphism
H2(X,Z) ∼= Zβ2(X) ⊕H1(X,Z)tors,
and by (4) we deduce that H1(X,Z) is a finitely generated torsion-free abelian group, and hence free.
By point (1) we have that h1,0(X) = 0. 
Corollary 4.28 ([MT15a], [Kuz16]). If X is a smooth projective variety over C such that Db(X)
admits a full exceptional collection, then X is of Hodge–Tate type, and the length of the collection is
equal to
∑
p h
p,p(X).
Remark 4.29. The proof of Corollary 4.28 which appears in [Kuz16] is not based on motivic de-
composition techniques, rather on an additivity property of Hochschild homology ([Kuz09]). If X
admits a semiorthogonal decomposition 〈Ai〉ni=1 of Db(X), then Hochschild homology admits the
decomposition
HH•(X) ∼=
n⊕
i=1
HH•(Ai). (4.3)
Using the following properties of Hochschild homology
• HH•(Spec(K)) ∼= K (Example 1.17 of [Kuz16]),
• and Hochschild-Kostant-Rosenberg Theorem
HH•(X) ∼=
⊕
q−p=k
Hq(X,ΩpX),
by Proposition 3.10 and the decomposition (4.3) one easily concludes.
The following result shows that, in the isometric classification of Mukai structures, for all va-
rieties X the vector spaces (K0(X)C, χ(·, ·)) correspond just to one of the possible cases, namely
bi-orthogonal sums of Un-type spaces. It is based on the dévissage property of coherent sheaves on
X (see e.g. [Sha13], Section II.6.3.3 and [CG10], Section 5.9).
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Proposition 4.30 ([CG10]). Let X be a smooth projective variety over C, and let E be a rank d
vector bundle on X. The endomorphism
ϕE : K0(X)C → K0(X)C : [F ] 7→ [F ⊗ (E − d · OX)]
is nilpotent. In particular,
ϕdimCX+1E = 0.
Corollary 4.31. Let X be a smooth projective variety over C. The canonical morphism κ : K0(X)C →
K0(X)C is of the form
κ = (−1)dimCX1 +M, with M nilpotent.
Hence, the Mukai vector space (K0(X)C, χ) is isomorphic to a direct sums of irreducible Mukai spaces
of type Un. In particular, a necessary condition for the irreducibility of (K0(X)C, χ) is that
dimCX∑
j=0
βj(X) ≡ dimCX + 1 (mod 2).
Proof. The canonical morphism κ is defined by κ([F ]) = (−1)dimCX [F ⊗ ωX ]. By Proposition 4.30,
the morphism κ+ (−1)dimCX+11 is nilpotent. The last two statements follow from the classification
of indecomposable Mukai spaces, Theorem 4.22, and from Theorem 4.23. 
Hence, in the isometric classification, the case of Projective Spaces is of particular importance as
the following results show.
Theorem 4.32 ([Gor94a, Gor94b]). The Mukai spaces (K0(Pk−1)C, χ) are indecomposable of type
Uk. Their isometry group
IsomC(K0(Pk−1C )C, χ)
has two connected components. The identity component is a unipotent abelian algebraic group of
dimension24 [k2 ].
Notice indeed that the necessary condition of Corollary 4.31 is satisfied in the case of complex
Projective Spaces. From Corollary 4.31 and Theorem 4.32, we deduce the following result.
Corollary 4.33. Let X be a smooth projective variety. The identity component of the isometry group
IsomC(K0(X)C, χ)0
is unipotent and abelian.
24Here [x] denotes the integer part of x ∈ R.
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5. The Main Conjecture
In the occasion of the 1998 ICM in Berlin, the second author formulated a conjecture relating two
apparently different and unrelated aspects of the geometry of Fano varieties, namely their enumerative
geometry (quantum cohomology) and their derived category of coherent sheaves.
5.1. Original version of the Conjecture and known results. Let us recall the original statement
of the Conjecture formulated by the second author.
Conjecture 5.1 ([Dub98]). Let X be a Fano variety.
(1) The quantum cohomology QH•(X) is semisimple if and only if the category Db(X) admits a
full exceptional collection (E1, . . . , En).
(2) The Stokes matrix S, computed with respect to a fixed oriented line ` admissible for the system
(2.15) and in the lexicographical order with respect to `, is equal to the Gram matrix of the
Grothendieck–Euler–Poincaré product with respect to a full exceptional collection in Db(X),
Sij := χ(Ei, Ej).
(3) The central connection matrix, connecting the solution Y (0)right of Theorem 2.21 with the
topological-enumerative solution Ytop := Ψ · Ztop of Proposition 2.15, is of the form
C = C ′ · C ′′,
where the columns of C ′′ are the components of the Chern characters ch(Ei), and the matrix
C ′ represents an endomorphism of H•(X,C) commuting with c1(X) ∪ (−) : H•(X,C) →
H•(X,C).
Over the years, the Conjecture 5.1 has been partially verified in specific cases by several authors,
as follows.
(1) In [Guz99] the third author proved point (2) of Conjecture 5.1 for projective spaces. He
performed a detailed analysis of the action of the braid group on the set of monodromy data.
By this action, the Stokes matrix computed at a point of the small quantum cohomology was
transformed into a Stokes matrix (associated with another chamber of the manifold) which
coincides with the inverse of the Gram matrix χ(Ei, Ej), where {Ej = O(j − 1)}kj=1 is the
Beilinson exceptional collection. See also Remark 5.5.
(2) The results of [Guz99] were recovered by S. Tanabé in [Tan04], who showed how to calculate
the Stokes matrices of quantum cohomologies of projective spaces in terms of a certain hy-
pergeometric group. Furthermore, in [CMvdP15], J. A. Cruz Morales and M. Van der Put
showed another method to obtain the same results of [Guz99] for projective spaces, and also
for the case of weighted projective spaces, using multisummation techniques.
(3) In [Ued05a] K. Ueda extended the results of [Guz99] to all complex Grassmannians. His proof
relies on a conjecture of K. Hori and C. Vafa ([HV00]), rigorously proved by A. Bertram, I.
Ciocan-Fontanine, and B. Kim ([BCFK05]), relating quantum cohomology of Grassmannians
with quantum cohomology of projective spaces. The analysis of the action of the braid group
is not treated. Note that in [Ued05a] the phenomenon of coalescence for the isomonodromic
system (2.15) is not recognised: a priori, the monodromy data at points of small quantum
cohomology of Grassmannians with coalescence could be not well defined. A rigorous analysis
of this point has been developed in [CDG17a], and adapted to the geometry of Frobenius
manifolds in [CDG17b].
(4) In [Ued05b] K. Ueda proved point (2) of Conjecture 5.1 for cubic surfaces, using a toric
degeneration of the surfaces and A. Givental’s mirror results ([Giv98]).
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(5) In [BM04] A. Bayer and Yu. I. Manin proved point (1) of Conjecture 5.1 for all del Pezzo
surfaces.
(6) Out of the 106 deformation classes of smooth Fano threefolds (see [Isk77, Isk78], [MM86,
MM03]), only 59 satisfy the condition of vanishing odd cohomology, necessary for the semisim-
plicity of the quantum cohomology. In [Cio04, Cio05], G. Ciolli proved validity of point (1)
of Conjecture 5.1 for 36 out of these 59 families.
(7) A. Bayer proved in [Bay04] that the family of varieties for which point (1) of Conjecture
5.1 holds true is closed under blow-ups at any number of points. Furthermore, Bayer also
suggested to drop any reference to the condition of being Fano in the statement of Conjecture
5.1. No explicit result is available in the non-Fano case for points (2)-(3) of Conjecture 5.1.
We plan to address this problem in a future publication [Cot].
(8) The results of Y. Kawamata [Kaw06, Kaw13, Kaw16] confirm validity of point (1) of Conjec-
ture 5.1 for projective toric manifolds.
(9) In [Gol09] V. Golyshev proved validity of point (2) of Conjecture 5.1 for minimal Fano three-
folds, i.e. with minimal cohomology
H2k+1(X,Z) ∼= 0, H2k(X,Z) ∼= Z.
(10) In [IT13], K. Iwaki and A. Takahashi proved validity of point (2) of Conjecture 5.1 for a class
of orbifold projective lines P1A whose quantum cohomology is known to be semisimple, being
isomorphic to the Frobenius manifold constructed from the theory of primitive forms for the
polynomial fA(x1, x2, x3) := xa11 + x
a2
2 + x
a3
3 − x1x2x3. Their proof is based on Kontsevich’s
Homological Mirror Symmetry, an equivalence of triangulated categories between Db(P1A) and
the directed Fukaya category DFuk(C3, fA). See Section 5.5 for more details.
(11) In [Pec13] C. Pech showed that the (small) quantum cohomology of odd symplectic Grass-
mannians of lines IG(2, 2n+ 1) is semisimple. These results, together with the results of A.
Kutznetsov [Kuz08] adpated, mutatis mutandis, to the odd case, confirm the validity of the
point (1) of Conjecture 5.1.
(12) In [GMS15], S. Galkin, A. Mellit and M. Smirnov proved validity of point (1) of Conjecture 5.1
for the symplectic isotropic Grassmannian IG(2, 6). The importance of this result is due to
the fact that it underlines the need of considering the whole big quantum cohomology for the
formulation of the conjecture, the small quantum locus being contained in the caustic (recall
Definition 2.16). This result has been generalized for all symplectic isotropic Grassmannian
IG(n, 2n): on the one hand it is known that these Grassmannians admit full exceptional
collections ([Kuz08], [Sam07]), on the other hand it has been proved by N. Perrin that their
(big) quantum cohomology is generically semisimple (see [Per14]). See also [CMMPS17].
5.2. Relationships with Zaslow’s Conjecture for solutions of tt∗-equations. Speculations on
some relationships between monodromy phenomena of differential equations and objects in derived
categories already appeared in the literature some years before Conjecture 5.1. In this regard, it is
particularly worth mentioning the inspiring paper [Zas96] by E. Zaslow.
Together with the system of linear differential equations (2.12), associated with any semisimple
Frobenius manifold there is a second isomonodromic problem, formulated in [Dub93], and arising from
the work of S. Cecotti and C. Vafa on topological-antitopological fusion ([CV91]). From an analytical
point of view, the tt∗-equations can be interpreted as the isomonodromicity conditions of a linear
differential equation on P1C with two irregular singularities (of Poincaré rank 1) at both z = 0 and
z =∞ (see equation 2.18 of [Dub93]). In order to suitably describe the monodromy of their solutions
it is then necessary to introduce Stokes matrices and a central connection matrix. For an extended
analytical asymptotical study of certain cases of tt∗-equations, reduced to the Toda lattice (with
opposite sign), we refer the reader to the detailed papers [GIL15a, GIL15b, GIL17], [GL12, GL14].
Remarkably, Cecotti and Vafa predicted existence of solutions of the tt∗-equations for which the
corresponding Stokes matrices have integer entries. Basing on this fact, a classification of two-
dimensional N = 2 supersymmetric field theories was subsequently developed ([CV93]). From a
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physical point of view, indeed, given a N = 2 massive theory (i.e. whose “chiral ring” is a semisimple
Frobenius algebra) the entries of the Stokes matrices can be interpreted as the numbers of solitons of
minimal energy (Bogomolnyi solitons) between the vacua states in the infrared limit. The idea of the
classification is based on the information about the number of vacua states and of solitons between
them. See Section 4 and 6 of [CV93] for further details.
Basing on a previous observation of M. Kontsevich, in [Zas96] E. Zaslow conjectured a similar
relationship between the Stokes phenomenon arising from the tt∗-isomonodromic problem attached
to the topological σ-model with target a Kähler manifold X and the Gram matrices associated with
objects of (full) exceptional collections in the derived categories of coherent sheaves Db(X). This is
strictly related to Conjecture 5.1, because the Stokes matrices of both the system (2.12) and of the
tt∗-problem are believed to be equal. Such an equality was already conjectured by C. Vafa25. For the
tt∗-Toda case, in the papers [GL12], [GIL17], the two systems of differential equations (very different
from an analytical point of view!) are shown to be related through an Iwasawa factorization of loop
groups (see Chapter 12 of [Gue97]), and the equality of Stokes data for the tt∗-Toda equations is
proved (in [GIL17] details are worked out for the 4× 4 system, while in [GH18] for the n× n case).
We expect that the Iwasawa factorisation method of [GIL17] may equally work in order to prove
the equality of Stokes matrices in the general case, not only for the tt∗-Toda equations. A similar
approach was already used by A. Bobenko and A. Its in [BI95], where the reader can find explicit
formulae relating the monodromy data of (the linear system associated with) Painlevé III and its
data associated by the approach of J. Dorfmeister, F. Pedit, and H. Wu ([DPW98]), based on the
Iwasawa decomposition of a twisted loop group of SL(2,C). To the best of our knowledge, these are
the only references in which such a relationships between the two Stokes phenomena is discussed with
some analytical details.
5.3. Gamma classes, graded Chern character, and morphisms D±X . Let X be a smooth
projective variety of (complex) dimension d with odd-vanishing cohomology, V be a complex vector
bundle of rank r on X, and let δ1, . . . , δr be the Chern roots of the bundle V , so that
ck(V ) = σk(δ1, . . . , δr), 1 ≤ k ≤ r
where σk is the k-th elementary symmetric polynomial. Starting from the Taylor series expansion of
the functions Γ(1± t) near t = 0, and applying the Hirzebruch’s construction of characteristic classes,
we can define two characteristic classes Γ̂±(V ) ∈ H•(X,C) by
Γ̂±(V ) :=
r∏
j=1
Γ(1± δj).
In particular we will denote by Γ̂±(X) the characteristic class Γ̂±(TX).
For any object E ∈ ObDb(X) we define a graded version of (the Grothendieck’s definition of) the
Chern character: being X smooth, the object E is isomorphic in Db(X) to a (bounded) complex of
locally free sheaves F •. We thus define
Ch(E) :=
∑
j
(−1)j Ch(F j),
where
Ch(F j) :=
∑
h
e2piiαh , the αh’s being the Chern roots of F j .
The definition is well posed, since it can be easily shown to be independent of the bounded complex
F • of locally free sheaves.
25Private communication to the second author.
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Let us now define two morphisms D±X : K0(X)→ H•(X,C) given by
D±X(E) :=
id
(2pi) d2
Γ̂±(X) ∪ exp(±piic1(X)) ∪ Ch(E),
where d ∈ {0, 1} is the residue class d mod(2).
5.4. Refined statement of the Conjecture.
Conjecture 5.2. Let X be a smooth Fano variety of Hodge–Tate type, namely such that hp,q(X) = 0
for any p 6= q.
(1) The quantum cohomology QH•(X) is semisimple if and only if there exists a full exceptional
collection in the derived category of coherent sheaves Db(X).
(2) If QH•(X) is semisimple, then for any oriented line ` (of slope φ ∈ [0; 2pi[) in the complex
plane there is a correspondence between `-chambers and founded helices, i.e. helices with a
marked foundation, in the derived category Db(X).
(3) The monodromy data computed in a `-chamber Ω`, in the lexicographical order, are related
to the following geometric data of the corresponding exceptional collection E` = (E1, . . . , En)
(the marked foundation):
(a) the Stokes matrix is equal to the inverse of the Gram matrix of the Grothendieck-
Poincaré-Euler product on K(X)C, computed with respect to the exceptional basis
([Ei])ni=1
S−1ij = χ(Ei, Ej);
(b) the Central Connection matrix C ≡ C(0), connecting the solution Y (0)right of Theorem 2.21
with the topological-enumerative solution Ytop = Ψ · Ztop of Proposition 2.15, coincides
with the matrix associated with the C-linear morphism
D−X : K0(X)C → H•(X,C) : E 7→
id¯
(2pi) d2
Γ̂−X ∪ exp(−piic1(X)) ∪ Ch(E),
where d = dimCX, and d¯ is the residue class d (mod 2). The matrix is computed with
respect to the exceptional basis ([Ei])ni=1 and any pre-fixed basis (Tα)α in cohomology
(see Section 2.1).
Remark 5.3. Let X be a smooth projective variety with semisimple quantum cohomology. From
the original Conjecture 5.1, in [Dub98] it was conjectured that there exists an atlas of QH•(X)
whose charts, denoted Fr(S,C), are expected to be in one-to-one correspondence with exceptional
collections in Db(X). Point (2) of Conjecture 5.2 clarifies this. In order to have such a correspondence,
each of the charts discussed in [Dub98] should cover a single `-chamber. The correspondence with
exceptional collections is not one-to-one, since two foundations of the same helix, obtained one from
another by iterated applications of the Serre functor (or its inverse), are associated with monodromy
data computed with respect to other solutions Y (k)left/right of Theorem 2.21. In other words, the choice
of the foundation of the helix corresponds to the choice of the branch of the logarithmic factors
zµzc1(X)∪(−) of Y0(z).
Remark 5.4. The Main Theorem of [CDG17b] implies a constraint on the kind of exceptional col-
lections associated with the monodromy data in a neighborhood of a semisimple coalescing point of
the quantum cohomology. If the eigenvalues ui’s coalesce, at some semisimple point t0 ∈ QH•(X),
to s < n values λ1, . . . , λs with multiplicities p1, . . . , ps (with p1 + · · ·+ ps = n, here n is the sum of
the Betti numbers of X, equivalently, it is the dimension of QH•(X) as a Frobenius manifold), then
the corresponding monodromy data can be expressed in terms of Gram matrices and characteristic
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classes of objects of a full s-block exceptional collection of type (p1, . . . , ps) (see Definition 3.44). Let
U1(t0) be a polydisc centered at t0, of poly-radius 1 suffciently small as in the statement of Theorem
4.1 of [CDG17b]. Once we fix
• an oriented line `,
• a continuous labeling of canonical coordinates on U1(t0),
• a continuous branch of the Ψ-matrix on U1(t0),
the monodromy invariants (S,C) computed in each `-chamber intersecting U1(t0) are constant and
the same, being equal to the ones computable at the semisimple coalescence point t0. Notice that on
U1(t0) we have
∏
j pj ! possible `-triangular orders (Definition 2.29), each of which is `-lexicographical
in exactly one `-chamber intersecting U1(t0). By Proposition 3.45 the exceptional collections attached
to these `-chambers, as in Conjecture 5.2, differ just by a permutation of the objects of each single
block.
Remark 5.5. One of the main differences between the statements of Conjecture 5.1 and Conjecture
5.2 is the point concerning the Stokes matrix S. The identification of S with the inverse of the Gram
matrix is forced by the Grothendieck–Hirzebruch–Riemann–Roch Theorem and the constraints of
monodromy data, as it will be evident from Proposition 5.7 and Corollary 5.8. However, in case
of projective spaces, the necessity of considering the inverse of the Gram matrix is not evident. In
[Guz99], an explicit braid was constructed relating the Stokes matrix S computed at a point of
the small quantum cohomology, to another Stokes matrix Sβ (associated with another `-chamber).
The latter was proved to coincide with the inverse of the Gram matrix of the Beilinson exceptional
collection B = (O(i))k−1i=0 . Then, using the identity
[S−1]β = PSTP, β = β12(β23β12)(β34β23β12) . . . (βk−1,k . . . β12), Pαβ = δα+β,1+k,
where S is any k × k Stokes matrix (see [Zas96]), together with the numerical coincidence
PGTP = G, for Gab := χ(O(a− 1),O(b− 1)) =
(
k − 1 + b− a
b− a
)
, 1 ≤ a, b ≤ k,
it was proved that G (or equivalently S) and its inverse are in the same orbit under the action of the
braid group. In other words, the result of [Guz99] says that there is an `-chamber where the Stokes
matrix coincides with the Gram matrix of the Beilinson exceptional collection B.
For a generic smooth projective variety X the following questions naturally arise.
Problem 1. If point (3.a) of Conjecture 5.2 holds true, so that S−1 = G with G Gram matrix of
χ computed with respect to an exceptional basis ε, does the Stokes matrix S = G−1 coincide with
the Gram matrix of another exceptional basis ε′?
Problem 1.bis. Given a full exceptional collection E in Db(X) with associated Gram matrix G,
does it exist another exceptional collection E′ with associated Gram matrix G−1?
Problems 1 and 1.bis admit affermative solutions. By Proposition 4.7 and Proposition 4.9 it imme-
diately follows that the Gram matrix corresponding to both (E∗)∨ and ∨(E∗) is equal to G−1. This
guarantees, for example, that for all other cases of smooth projective varieties for which point (2) of
Conjecture 5.1 was proved (e.g. [Ued05b, Ued05a], [Gol09]), point (3.a) of Conjecture 5.2 holds true.
We still do not know the answer to the following question.
Problem 2. If Problems 1/1.bis admit affermative solutions, are ε/E and ε′/E′ in the same orbit
under the action of the braid group?
Finally, let us notice that the solutions ε′/E′ to Problem 1 and 1.bis have been explicitly con-
structed basing on the geometrical nature of the triangulated category under consideration, for which
a further duality operation is available (Section 3.6.2 and Section 4.1.1). In a more general context,
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we do not know the answer to the following question.
Problem 3. Let E be a full exceptional collection in a triangulated category D with associated
Gram matrix G. Does there exist another full exceptional collection E′ in D with Gram matrix G−1?
If yes, are E and E′ in the same orbit under the action of the braid group?
Remark 5.6. During the final revision of the present work, a very interesting paper [TV18] by V.
Tarasov and A. Varchenko appeared26. The main focus of [TV18] is the study of equivariant quantum
cohomologies of the cotangent bundles T ∗Fλ of partial flag varieties Fλ, with λ ∈ ZN≥0 such that
|λ| = n, parametrizing chains of subspaces
0 = F0 ⊂ F1 ⊂ · · · ⊂ FN−1 ⊂ FN ≡ Cn,
with dimFi/Fi−1 = λi for i = 1, . . . , N . The varieties T ∗Fλ being not projective, a good definition
of their quantum cohomology is available only in the equivariant case, QH•T (T ∗Fλ). Here the torus
T is defined as T := A × C∗, where A ⊆ GLn(C) denotes the subgroup of diagonal matrices which
acts on Cn, and hence on T ∗Fλ, whereas C∗ acts by multiplication in each fiber. The quantum
multiplication by divisors on QH•T (T ∗Fλ) is described in [MO12], and an analogue family of the
deformed connections (2.9) is defined (see also [BMO11]): in the notations of [TV18]
∇quantλ,q,κ,i := κqi
∂
∂qi
−Di∗q, i = 1, . . . , N,
where
• (q1, . . . , qN ) ∈ (C∗)N represent the parameters of deformation corresponding to the small
equivariant quantum cohomology,
• Di∗q : QH•T (T ∗Fλ) → QH•T (T ∗Fλ) denotes the operators of quantum multiplication by the
divisors
Di :=
λi∑
j=1
γi,j , i = 1, . . . , N,
where {γi,j}λij=1 is the set of Chern roots of the vector bundle Ei on Fλ with fiber Fi/Fi−1,
• κ ∈ C∗ denotes the spectral parameter of deformation of the flat connection (analogue to our
parameter z).
The system of equations defining flat sections of ∇quantλ,q,κ,i are called equivariant quantum differential
equations of T ∗Fλ. Among other results, Tarasov and Varchenko proved that the leading term of the
asymptotic expansion of q-hypergeometric solutions of this system of equations can be written as the
equivariant Γ-class of T ∗Fλ multiplied by exponentials of the equivariant first Chern classes of the
vector bundles Ei’s, namely the characteristic classes
Γ̂+T∗Fλ ∪
N∏
j=1
exp (pii(λj − n)c1(Ej)) qc1(Ej)j .
See Appendix B of [TV18] for more details. The study of relationships between Conjecture 5.2 and
the work of [TV18] in the equivariant setting will be the object of a future research project.
Proposition 5.7. Let X be a smooth projective variety of complex dimension d.
(1) Let E,F ∈ ObDb(X). Then
D±X(E) ∪D∓X(F ) =
(−1)d
(2pi)d Td(X) ∪ Ch(E) ∪ Ch(F ) ∪ e
−ipic1(X),
26The first author thank A. Varchenko for very useful and instructive discussions.
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where Td(X) ∈ H•(X,C) is the graded Todd characteristic class
Td(X) :=
d∏
j=1
2piiδj
1− e−2piiδj ,
where δ1, . . . , δd are the Chern roots of the tangent bundle TX.
(2) Let us naturally identify the tangent bundle TQH•(X) with H•(X,C). Then for any E ∈
ObDb(X) we have
e−ipiµ(D±X(E)) = idD
∓
X(E∗),
where µ ∈ End(H•(X,C)) is the grading operator defined in (2.10).
(3) If µ is the grading operator defined as before, E,F ∈ ObDb(X) then∫
X
e−ipiµ(D±X(E)) ∪ eipic1(X) ∪D±X(F ) = χ(E,F ).
Proof. From the well known relation
Γ(z)Γ(1− z) = pisin(piz)
we get
Γ(1 + z)Γ(1− z) = 2piiz1− e−2piiz e
−ipiz.
Thus,
D+X(E) ∪D−X(F ) =
(−1)d
(2pi)d
 d∏
j=1
2piiδj
1− e−2piiδj e
−ipiδj
 ∪ Ch(E) ∪ Ch(F ),
and we conclude the proof of (1) since c1(X) =
∑
j δj . For (2) notice that if φ ∈ H•(X,C), φ =
∑
p φp
with φp ∈ H2p(X,C) then
e−ipiµ(φ) = id
∑
p
(−1)pφp, (5.1)
and one easily concludes. For the last point (3), we can apply (1),(2) and the Grothendieck–
Hirzebruch–Riemann–Roch Theorem as follows∫
X
e−ipiµ(D±X(E)) ∪ eipic1(X) ∪D±X(F ) =
id
∫
X
D∓X(E∗) ∪ eipic1(X) ∪D±X(F ) = (by (2))
(−1)d
(2pi)d i
d
∫
X
Td(X) ∪ Ch(E∗) ∪ Ch(F ) = (by (1))
(−1)d
(2pi)d i
d(2pii)dχ(E,F ) (by GHRR).

Corollary 5.8. Let X be a Fano smooth projective variety for which points (3b) of the Conjecture
5.2 holds true. Then also point (3a) holds true.
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Proof. The Stokes and central connection matrices must satisfy the constraint, which is equivalent to
(e−ipiµC)T ηeipiRC = S−1,
with R = c1(X) ∪ (−). By point (3) of Proposition 5.7 we conclude. 
Theorem 5.9. Let X be a smooth Fano variety of Hodge–Tate type for which Conjecture 5.2 holds
true. Then, all admissible operations on the monodromy data have a geometrical counterpart in the
derived category Db(X), as summarized in Table 1 at the end of the Introduction. In particular, we
have the following:
(1) Mutations of the monodromy data (S,C) correspond to mutations of the exceptional basis.
(2) The monodromy data computed with respect to other solutions Y (k)left/right, i.e. (S,C(k)),
are associated, as in the points (3a)-(3b) of Conjecture 5.2, with different foundations
of the helix, related to the marked one by an iterated application of the Serre functor
(ωX ⊗−)[dimCX] : Db(X)→ Db(X).
(3) The group C0(X) is isomorphic to a subgroup of the identity component of the isometry group
IsomC(χ): more precisely, the morphism
C0(X)→ IsomC(χ)0 : A 7→
(
D−X
)−1 ◦A ◦D−X (5.2)
defines a monomorphism. In particular, C0(X) is abelian.
Proof. Claim (1) immediately follows from the definition of the action of the braid group on the
monodromy data, and on the exceptional bases (Proposition 4.7). For claim (2), recall that the pairs
of monodromy data (S,C(k)) are related one to another by a power of the generator of the center of
the braid group, as in Corollary 2.35. Hence one concludes by Corollary 3.43. Point (3) follows from
the identification of S with the inverse of the Gram matrix, from the constraint (5) of Theorem 2.24,
and from the definition of C0(X): indeed, if A ∈ C0(X), then
(C−1AC)TS−1(C−1AC) = CTATC−TS−1C−1AC
= CTAT ηepiiµepiiRAC
= CTAT ηepiiµAepiiRC
= CT ηepiiµepiiRC
= S−1.
Moreover, since C0(X) is unipotent (and since we are working in characteristic zero) it is connected
([DG70], Prop. IV.2.4.1). From Corollary 4.33, we deduce that C0(X) is abelian. 
Remark 5.10. From Corollary 2.35, Corollary 4.31 and point (2) of Theorem 5.9, it follows that
all eigenvalues of the monodromy matrix M0 are equal to (−1)dimCX : indeed the inverse matrix
M−10 ∈ C0(X) corresponds to the canonical operator κ ∈ IsomC(χ)0. Notice that for a smooth
projective variety with odd-vanishing cohomology, this can also be obtained directly from the identity
M0 = exp(2piiµ) exp(2piiR), with R = c1(X) ∪ (−) : H•(X,C)→ H•(X,C).
From this simple fact, one can also deduce validity of several Diophantine constraints on the entries
of the Stokes matrices S, computed in any `-chambers of QH•(X) with respect to any line `. Indeed,
if we set
pS(t) := det(t1N − STS−1) =
N∑
j=0
pj(S)tj , where N :=
∑
hp,q(X),
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from the identity p(t) = (t − (−1)dimCX)N , we deduce the constraints (polynomial in the entries of
S)
pj(S) = (−1)(dimCX+1)(N−j)
(
N
j
)
, j = 0, . . . , N.
Since detS = 1, we have that
pS
(
1
t
)
= (−1)
N
tN
pS(t),
so that pN−j(S) = (−1)Npj(S). Furthermore, since p0(S) = (−1)(dimCX+1)N , we deduce that
• if N is odd, then necessarily dimCX must be even,
• the number of independent Diophantine constraints is [N2 ].
As discussed in Section 5 of [Bon04], p1(S), . . . , p[N2 ](S) actually define algebraically independent
polynomials in the entries of S, and they freely generate the algebra of polynomial functions defined
on the space of matrices S invariant under the action of both BN and (Z/2Z)N .
In the case N = 3, necessarily dimCX must be even, and all the Diophantine constraints reduce
to
a2 + b2 + c2 = abc, (5.3)
where
S =
1 a b0 1 c
0 0 1
 .
By reducing equation (5.3) modulo 3, all integer solutions of equation (5.3) are of the form
a = 3x, b = 3y, c = 3z,
where (x, y, z) are integer solutions of the Markov equation
x2 + y2 + z2 = 3xyz.
It is well known that all integer solutions of the Markov equation are equivalent (up to the action of
braid group B3) to the triple (1, 1, 1). We refer the reader to the monograph [Aig13] for a modern
survey of properties of Markov numbers and related open problems.
In the case N = 4, for the Stokes matrix
S =

1 a b c
0 1 d e
0 0 1 f
0 0 0 1
 , (5.4)
the Diophantine constraints reduce to
a2 + b2 + c2 + d2 + e2 + f2 − abd− ace− bcf − def + acdf = 4(1− (−1)dimCX), (5.5)
(af − be+ cd)2 = 8(1− (−1)dimCX). (5.6)
The polynomials in the lhs of (5.5)-(5.6) are generators of the algebra of polynomial functions on
the space of matrices (5.4) which are invariant under the action of both the braid group B4 and of
(Z/2Z)4. In the case of surfaces (dimCX = 2), in the preprint [dTdVVdB16], it is shown that a
solution (5.4) of equations (5.5)-(5.6) is equivalent (modulo the action of B4 and (Z/2Z)4) to exactly
one of the following solutions
1 2 2 4
0 1 0 2
0 0 1 2
0 0 0 1
 ,

1 n 2n n
0 1 3 3
0 0 1 3
0 0 0 1
 , n ∈ N.
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The first solution corresponds to P1 × P1 (for which the Conjecture (5.2) holds true, as shown in
Proposition 5.11): it is the Gram matrix of the full exceptional collection
(O,O(1, 0),O(0, 1),O(1, 1)).
For the second family of solutions, for n = 0 and n = 1 we obtain the Gram matrices of full
exceptional collections respectively in P2
∐
pt, and the blow-up of P2 at one point. Remarkably, for
all other values of n it is believed that these matrices cannot be realized as Gram matrices of full
exceptional collections on a smooth projective variety, although they arise in Grothendieck groups of
non-commutative surfaces (see e.g. [dTdVP15] for n = 2, [BP18] for the case n ≥ 2, and [BPVdB18]
for a comparison of their constructions).
Proposition 5.11. The class of Fano variety for which Conjecture 5.2 holds true is closed under
finite products.
Proof. Let X,Y be Fano varieties for which Conjecture 5.2 holds true, an let us define the canonical
projections
X × Y
pi2
##
pi1
{{
X Y
If X,Y have semisimple quantum cohomology, then also the tensor product of Frobenius manifolds
QH•(X × Y ) = QH•(X) ⊗ QH•(Y ) is semisimple. Furthermore, if (E0, . . . , En) and (F0, . . . , Fm)
are full exceptional collections in Db(X) and Db(Y ), respectively, then the collection (Ei  Fj)(i,j),
indexed by all pairs (i, j), is a full exceptional collection for Db(X × Y ) (see e.g. [Kuz11]). Here we
set
E  F := pi∗1E ⊗ pi∗2F.
The order of the objects is intended to be the lexicographical one on the pairs (i, j). Using the
identities
Γ̂±X×Y = pi∗1 Γ̂
±
X ∪ pi∗2 Γ̂±Y ,
Ch (Ei  Fj) = pi∗1Ch(Ei) ∪ pi∗2Ch(Fj),
c1(X × Y ) = pi∗1c1(X) + pi∗2c1(Y ),
dim(X × Y ) = dimX + dim Y,
and recalling that if M,M ′ are two semisimple Frobenius manifolds we have that
SM⊗M ′ = SM ⊗ SM ′ , CM⊗M ′ = CM ⊗ CM ′
(see [Dub99], Lemma 4.10), we easily conclude. 
5.5. Relations with Kontsevich’s Homological Mirror Symmetry. The validity of the Con-
jecture 5.2, at least of its points (1) and (3a), can be heuristically deduced from M. Kontsevich’s
idea of Homological Mirror Symmetry ([Kon95, Kon98]). More precisely, Conjecture 5.2 establishes
an explicit relationship between two different geometrical aspects of the same Fano manifold X, the
symplectic one (the A-side) and the complex one (the B-side), which can be connected through the
study of an object mirror dual to X.
Although Mirror Symmetry phenomena were originally studied in the case of Calabi–Yau varieties,
several mirror conjectural correspondences have been generalized also to the Fano setting by the works
of A. Givental ([Giv95, Giv97, Giv98]), M. Kontsevich ([Kon98]), K. Hori and C. Vafa ([HV00]). If
X is a Fano manifold satisfying the semisimplicity condition of Conjecture 5.2 then its mirror dual
is conjectured to be a pair (V, f) (the Landau–Ginzburg model), where
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• V is a non-compact Kähler manifold (whose symplectic form will be denoted by ω),
• and f : V → C is a holomorphic function which defines a Lefschetz fibration, i.e. f admits
only isolated non-degenerate critical points {p1, . . . , pn}, with only A1-type singularities (i.e.
Morse-type), and whose fibers are symplectic submanifolds of V .
With such an object one can associate two different categories, codifying respectively symplectic
and complex geometrical properties of the the pair (V, f). Let us briefly recall their constructions.
The symplectic geometry, also called A-side or Landau–Ginzburg A-model, is described by a Fukaya-
type A∞-category, originally introduced by M. Kontsevich and later by K. Hori, and whose explicit
and rigorous construction has been formalized by P. Seidel ([Sei01b, Sei01a, Sei02]). On the fibration
f : V → C one can consider a symplectic transport, by considering as horizontal spaces the symplectic
orthogonal complement of vertical subspaces, i.e.
Hp := (ker dfp)⊥ω, p ∈ V.
For a fixed regular value z0 ∈ C, by choosing n paths γi connecting z0 with the critical values27
zi := f(pi) for i = 1, . . . , n, so that one can symplectically transport along the arc γi the vanishing
cycles at pi. In this way one obtains a Lagrangian disc Di ⊆ V fibered above γi (such a disc is called
the Lefschetz thimble over γi), and whose boundary is a Lagrangian sphere Li in the fiber f−1(z0).
Assuming genericity conditions, in particular that all the paths intersect each other only at z0 and
that all Lagrangian spheres intersect transversally in f−1(z0), one can introduce the so called directed
Fukaya category of (f, {γi}).
Definition 5.12 ([Sei01b, Sei01a]). The directed Fukaya category Fuk(V, f, {γi}) is defined as the
A∞-category whose objects are the Lagrangian spheres L1, . . . , Ln and whose morphisms are given
by
Hom(Li, Lj) :=

CF •(Li, Lj ;C) ∼= C|Li∩Lj |, if i < j,
C · Id, if i = j,
0, if i > j,
where the Floer cochain complex CF •(Li, Lj ;C) with complex coefficients, the differential m1, the
composition m2 and all other higher degree products mk’s are defined in terms of Floer Lagrangian
(co)homology in the fiber f−1(z0).
The directed Fukaya category is unique up to quasi-isomorphism, and the derived categoryDFuk(V, f)
only depends on f : V → C ([Sei01b], Corollary 6.5). Furthermore, the objects (L1, . . . , Ln) define
a full exceptional collection of DFuk(V, f), and to different choices of paths {γi} (actually inside
the same Hurwtiz equivalence class) there correspond different choices of full exceptional collections,
related one to another by operations called mutations (not totally coinciding with the ones discussed
in Section 3). For more details the reader can consult the cited references.
The second category associated with the pair (V, f), encoding its complex geometrical aspects, is
the so called triangulated category of singularities defined by D. Orlov ([Orl04, Orl09]). If Y is an
algebraic variety over C, in what follows we denote by Perf(Y ) the full triangulated subcategory of
Db(X) formed by perfect complexes, i.e. objects locally isomorphic to a bounded complex of coherent
sheaves of finite type: in particular, if Y is smooth, then Perf(Y ) ≡ Db(Y ).
Definition 5.13 ([Orl04, Orl09]). We define the triangulated category of singularities of (V, f) as
the disjoint union
Dsing(V, f) :=
∐
z∈C
Dsing(Vz), Vz := f−1(z),
where we introduced the quotient category,
Dsing(Vz) := Db(Vz)/Perf(Vz).
27We assume that the critical values, and the paths are numbered in clockwise order around the regular value z0.
72 G. COTTI(‡), B. DUBROVIN(†), D. GUZZETTI(†)
Such a quotient is defined by localizing the category Db(Vz) with respect to the class of morphisms
s embedding into an exact triangle
X
s // Y // Z // X[1], with Z ∈ Ob(Perf(Vz)).
In particular, note that Dsing(Vz) is non-trivial only at the critical values z1, . . . , zn of f .
The crucial point in our discussion is the following homological formulation of Mirror Symmetry
in the Fano case.
Conjecture 5.14 (Homological Mirror Symmetry, [Kon98]). Let X be a Fano variety. There exist
equivalences of triangulated categories as follows:
A-Model B-Model
Fuk(X)
))
Db(X)
uu
DFuk(V, f)
55
Dsing(V, f)
ii
It is believed that the net of equivalences described above could be recast in terms of isomorphy of
Frobenius manifolds structures, associated with X and (V, f), respectively. More precisely, we have
that
• the Frobenius manifold related to the symplectic geometry of X (the A-side) is the quantum
cohomology QH•(X);
• the Frobenius manifold associated with (V, f), and encoding information about its complex
geometrical aspects (the B-side), is the Frobenius manifold structure defined on the space
of miniversal unfoldings of f . The general construction is well-defined thanks to the works
of A. Douai and C. Sabbah [DS03, DS04, Sab08], C. Hertling [Her02, Her03] and also of
S. Barannikov’s construction of Frobenius structures arising from semi-infinite variations of
Hodge structures ([Bar00]). These efforts can be seen as a generalization of the construction
of K. Saito [Sai83], who considered the case of germs of functions defined on Cn.
The A-model and B-model of the Landau–Ginzburg mirror (V, f) are conjectured to numerically
related in the following way:
Conjecture 5.15. The Stokes matrix of the B-model Frobenius manifold associated with (V, f) equals
the Gram matrix of the Grothendieck–Euler–Poincaré product χ(·, ·) product on DFuk(V, f).
Putting together Conjecture 5.15 and Conjectures 5.14, it is clear that points (1) and (3.a) of
Conjecture 5.2 should (heuristically) follow.
Remark 5.16. In a recent preprint [KS18], A. Kuznetsov and M. Smirnov formulated an intriguing
conjecture, probably very close to Conjecture 5.2. Their work focuses on the case of a complex Fano
variety X of Picard rank one and index m (i.e. −KX = mH for the ample generator H of Pic(X)).
It is conjectured that a necessary condition for the semisimplicity of the small quantum cohomology
in QH•(X) is existence of a full Lefschetz collection, i.e. an exceptional collection of the form
(E1, E2, . . . , Eτ0︸ ︷︷ ︸
starting block
;E1(H), . . . , Eτ1(H); . . . ;E1((m− 1)H), . . . , Eτm−1((m− 1)H)),
where τ0 ≥ τ1 ≥ · · · ≥ τm−1 ≥ 0, which is minimal with respect to the partial order on the set of
Lefschetz collections defined by inclusion of the starting blocks, and whose residual category
〈E1, E2, . . . , Eτm−1 ; . . . ;E1((m− 1)H), . . . , Eτm−1((m− 1)H)〉⊥
is generated by a completely orthogonal exceptional collection.
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Kuznetsov and Smirnov also suggest that the structure of the residual category can be deduced from
HMS Conjecture 5.14, as exposed in the previous paragraphs. Namely, it is expected the existence of a
µm-equivariant28 Landau–Ginzburg model (V, f) for X, i.e. with a µm-action on V and f equivariant
with respect to the standard µm-action on C. Consequently, the nonzero critical values of f can
be partitioned into a number of free µm-orbits. Under the equivalence DFuk(V, f) ∼= Db(X), it is
expected that
• the objects of the rectangular subcollection
(E1, E2, . . . , Eτm−1 ; . . . ;E1((m− 1)H), . . . , Eτm−1((m− 1)H))
are generated by the thimbles associated with critical points of f with nonzero critical values;
• the residual category is generated by thimbles associated with critical points over 0 ∈ C. By
semisimplicity, the critical points of f are isolated and simple: the corresponding vanishing
cycles and their symplectic transport do not intersect neither over a neighborhood of 0 nor
over a neighborhood of the chosen regular point in C. From this, the complete orthogonality
of the corresponding exceptional objects in DFuk(V, f) follows.
In [KS18] the validity of this conjecture for complex Grassmannians G(r, k) is also shown, with r
a prime number, under the assumption of completeness of Fonarev’s collection (a Lefschetz collection
introduced in [Fon13]). The validity of the completeness assumption is proved for r = 3.
We believe that further investigations are needed, in order to understand any contingent rela-
tionship between the Conjecture of [KS18] and Conjecture 5.2. In particular, we believe that, after
identifying the set of critical values of f with the spectrum of the operator U , it has to be clarified
whether the conjecture of Kuznetsov and Smirnov can be justified through the study of the Stokes
phenomenon of the equations (2.11)-(2.12) at semisimple points of the small quantum cohomology in
either the discriminant locus (defined by
∏
i ui = 0) or the coalescence locus (i.e. ui = uj for some
i 6= j), or their intersection. Furthermore, we also wonder about relationships (if any) between the
minimal Lefschetz collection of [KS18] and the m-block exceptional collections of Remark 5.4.
5.6. Galkin-Golyshev-Iritani Γ-Conjecture II and its relationship with Conjecture 5.2.
Few months after the beginning of our research project, two very interesting papers by S. Galkin, V.
Golyshev and H. Iritani appeared ([GGI16, GI15]). In loc. cit., the authors proposed two conjectures,
called Γ-conjectures, describing the exponential asymptotics of flat sections for an extended deformed
connection, that for clarity we will denote ∇̂GGI. This connection is defined on the pull-back of the
tangent bundle TQH•(X) along the natural projection pi : C∗×QH•(X)→ QH•(X), in an analogous
way to our connection ∇̂ (Section 2.3), although with a difference along the tangential direction of
the spectral parameter λ ∈ C∗, namely
∇̂GGIα =
∂
∂tα
+ 1
λ
(Tα◦),
∇̂GGI∂
∂λ
= ∂
∂λ
− 1
λ2
U + 1
λ
µ.
The two connections ∇̂, ∇̂GGI can be identified by setting λ = z−1. Despite this difference, since
Galkin, Golyshev and Iritani focused their attention on flat vector fields, rather than flat differentials
defining deformed flat coordinates, the isomonodromic linear differential system considered in [GGI16,
GI15], namely
∇̂GGI∂
∂λ
Y = 0, Y ∈ Γ(pi∗TQH•(X)), (5.7)
is exactly the same as the one considered in the present paper, i.e.
∇̂ ∂
∂z
ξ = 0, ξ ∈ Γ(pi∗T ∗QH•(X)), (5.8)
28Here µm denotes the group of m-th roots of unity.
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provided we set λ = −z−1. Clearly, in order to obtain solutions of (5.8), or equivalently of its gauge
equivalent form (2.11)-(2.12), starting from solutions of (5.7) one has to specify a sign (±) in the
identification formula
λ = e±ipiz−1, λ, z ∈ R. (5.9)
The two choices lead to two solutions of (5.8), differing from each other by a right multiplication
by the monodromy matrix M±10 . In this way, the monodromy and Stokes phenomenon of solutions
of (5.7) can be described analogously to our equation (5.8), by introducing a Stokes matrix and a
central connection matrix that, for clarity we will denote by (SGGI, CGGI). More precisely, let us fix
an admissible direction φ for the system (5.7), and let us denote by
Y GGIleft,φ, Y
GGI
right,φ,
the solutions of the system (5.7) of asymptotic expansion
Ψ−1(1 +O(λ)) exp
(
− 1
λ
U
)
, U = diag(u1, . . . , un),
respectively in the sectors
φ < arg λ < φ+ pi, φ− pi < arg λ < φ.
The corresponding Stokes and central connection matrices, as defined in [GGI16], are defined by the
equations
Y GGIright,φ = Y GGIleft,φ SGGIφ ,
Y GGIright,φ = Y GGI0 CGGIφ .
The central connection matrix CGGI is apparently defined in an analogous way to our matrix C: it
is computed with respect to to the solution of (5.7) given at the point 0 ∈ QH•(X) by
Y GGI0 (λ) = Θtop(−λ−1)λ−µλc1(X)∪, (5.10)
where Θtop(z) ≡ Θtop(z, 0) is the series given in Proposition 2.15 (see Section 2.3 of [GGI16]).
Conjecture 5.17 (Γ-Conjecture II, [GGI16]). Let X be a Fano variety with semisimple quantum
cohomology. The entries of the columns of the central connection matrix CGGI (computed at 0 ∈
QH•(X), with respect to an admissible line, and a branch of the Ψ-matrix) are the components (with
respect to a prefixed basis of H•(X,C)) of the characteristic classes
1
(2pi) d2
Γ̂+X ∪ Ch(Ei), d = dimCX,
for an exceptional collection (E1, . . . , En).
We want now to show the equivalence of point (3b) of Conjecture 5.2 with Conjecture 5.17, by
pointing out a few subtleties. Let us focus on the power-logarithmic term of the solution (5.10),
namely λ−µλc1(X)∪. Using the identification (5.9), and point (4) of Lemma 2.1 of [CDG17b], we have
the following identity:
(e±ipiz−1)−µ(e±ipiz−1)R = zµe∓ipiµz−Re±ipiR
= zµzR e∓ipiµe±ipiR︸ ︷︷ ︸
K±
, (5.11)
R denoting the operator c1(X) ∪ (−). Thus, using the identification of variables (5.9), the solution
(5.10) is equal to
Θtop(z)zµzRK±.
The matrix K± responsible for the difference between the predicted forms of the central connection
matrix of both Conjecture 5.2 and Conjecture 5.17 is an element of the (η, µ) parabolic orthogonal
group G(X) (it follows from point (4) of Lemma 2.1 of [CDG17b]), but it is not an element of C0(X).
This means that the solution (5.10), under the identification of the systems (5.7) and (5.8), is not a
solution in the natural Levelt form at z = 0, i.e. the one dictated by the limit of system (5.8) at the
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classical limit point (2.3)-(2.4). In order to understand to which adjoint orbit in g(X) it corresponds
the choice done in [GGI16], let us factor the power-logarithmic term λ−µλc1(X)∪ as follows
(e±ipiz−1)−µ(e±ipiz−1)R = e∓ipiµzµe±ipiRz−R
= e∓ipiµ zµe±ipiRz−µ︸ ︷︷ ︸
polynomial in z
zµz−R
= e∓ipiµPe±ipiR(z)zµz−R, (5.12)
where we used for P the notations of Theorem 2.11, point (2). By combining (5.11) and (5.12), we
have
zµzRK± = e∓ipiµPe±ipiR(z) zµz−R.
Thus, the Levelt form chosen in [GGI16] has exponent −R, the opposite to the natural one usually
used for “good” Frobenius manifolds.
Now there is a further subtlety, which apparently could create an incompatibility of Conjecture
5.2 and Conjecture 5.17.
Proposition 5.18. Let X be a smooth projective variety for which Conjecture 5.2 holds true. In
particular let the central connection matrix C (computed with respect to some choice of Ψ and of an
oriented line) be equal to the matrix associated with the morphism D−X and with some exceptional
collection E = (E1, . . . , En). Then there exists another choice of the fundamental solution of equation
(5.8) in natural Levelt form at z = 0, obtained from the topological-enumerative solution by multipli-
cation to the right by an element of C0(X), with respect to which the central connection matrix has
entries given by the components of
id¯
(2pi) d2
Γ̂±X ∪ Ch(Ei), d = dimCX.
Proof. Let f(t) ∈ C[[t]] be a formal power series of the form
f(t) = 1 +O(t), f(t)f˜(t) = 1, f˜(t) := f(−t),
and let us introduce the corresponding characteristic class by applying the Hirzebruch construction
([Hir78])
λf :=
d∏
j=1
f(δj), δj ’s Chern roots of TX.
We claim that λf∪ : H•(X,C)→ H•(X,C) is an element of C0(X). Indeed it is clearly of the form
λf ∪ (−) = 1H•(X,C) + ∆, ∆ is µ-nilpotent,
and it is a {·, ·}-isometry as the following computation shows:
{λf ∪ a, λf ∪ b} =
∫
X
eipiµ [λf ∪ a] ∪ λf ∪ b
=
∫
X
λf˜ ∪ λf ∪ eipiµ(a) ∪ b
=
∫
X
eipiµ(a) ∪ b
= {a, b} .
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Finally, because of the commutativity of H•(X,C) the operator λf ∪ (−) commutes with the mul-
tiplication by the first Chern class c1(X) ∪ (−), and consequently it is an element of C0(X). The
statement follows from the choices
f(t) = epiitΓ(1 + t)Γ(1− t) , f(t) = e
piit,
respectively. 
So, if we consider an even dimensional Fano variety X, we would have to handle two different fun-
damental solutions (only one of which is in natural Levelt form at z = 0) such that the corresponding
central connection matrices are both of the type described by Conjecture 5.17. Despite the apparent
incompatibility, this is due to a difference in the exceptional collections considered.
Theorem 5.19. Point (3b) of Conjecture 5.2 and Conjecture 5.17 are equivalent. More precisely,
if the central connection matrix C−φ+2pi of the system (5.8) is of the form prescribed by point (3.b)
of Conjecture 5.2 for some exceptional collection E, then the central connection matrix CGGIφ of the
system (5.7) is of the form prescribed by Γ-conjecture II for the dual exceptional collection E∗.
Proof. If we identify the systems (5.7) and (5.8) by by λ = epiiz−1, then we have the identifications
Y GGIleft,φ(λ) ≡ Yleft,−φ(z),
Y GGIright,φ(λ) ≡ Yright,−φ+2pi(z),
and we thus obtain the identity
C−φ+2pi = K+CGGIφ . (5.13)
If the entries of the columns of CGGIφ are the components of the characteristic classes
1
(2pi) d2
Γ̂+X ∪ Ch(Ei),
as predicted by Conjecture 5.17 for an exceptional collection (Ei)i, then from identities (5.1), (5.13)
we deduce that the entries of the columns of C−φ+2pi are the components of
id
(2pi) d2
Γ̂−X ∪ Ch(E′i) ∪ exp(−piic1(X)), E′i = E∗i .
Analogously, if we identify the systems (5.7) and (5.8) by λ = e−piiz−1, then we have the following
identifications
Y GGIleft,φ(λ) ≡ Yleft,−φ−2pi(z),
Y GGIright,φ(λ) ≡ Yright,−φ(z).
Consequently, we have that
C−φ = K−CGGIφ . (5.14)
Notice that equations (5.13)- (5.14) are coherent with Corollary 2.35, because of the identityK+K−1− =
M−10 (easily seen using again point (4) of Lemma 2.1 of [CDG17b]). It follows that the entries of the
columns of C−φ are the components of
id
(2pi) d2
Γ̂−X ∪ Ch(E′i) ∪ exp(−piic1(X)), κ(E′i) = E∗i ,
where κ = (ωX ⊗−)[dimCX] denotes the Serre functor. 
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In conclusion, we would like to alert the reader to some delicate points in the reconstruction
procedure of the Frobenius structure on QH•(X), through an inverse problem starting from its
monodromy data as described in Section 2.5. Indeed, despite the equivalence described in Theorem
5.19 above, the slogan “Γ-conjecture II refines the conjecture of [Dub98]” could potentially lead to
wrong results, if misunderstood or interpreted ad litteram, because of different choices of Levelt forms
w.r.t. the natural ones usually chosen in the theory of Frobenius manifolds.
So, for example, if we consider a smooth projective variety X, and we want to locally reconstruct
the Frobenius structure of some `-chambers of QH•(X), we could set at least six different RH b.v.p.’s
as in Section 2.5.1 (at a fixed point u(0) = (u(0)1 , . . . , u
(0)
N ) ∈ CN ) associated with data (µ,R, S,C),
where
(I) either R = c1(X)∪, and the columns of C being the components of the characteristic classes
id
(2pi) d2
Γ̂±X ∪ Ch(Ei) ∪ e−piic1(X),
(II) or R = c1(X)∪, and the columns of C being the components of the characteristic classes
id
(2pi) d2
Γ̂±X ∪ Ch(Ei),
(III) or R = −c1(X)∪, and the columns of C being the components of the characteristic classes
1
(2pi) d2
Γ̂±X ∪ Ch(Ei),
where (E1, . . . , EN ) is an exceptional collection, and the matrix S can be computed in each case
through the constraint (5) of Theorem 2.24. Proposition 5.18 and Theorem 5.19 guarantee that if
one of the above RH b.v.p.’s is solvable at u(0), then all of them are solvable, and their solutions can
be used for the reconstruction of the Frobenius structure (see also Remark 2.38). Nevertheless, the
solutions Φ = (ΦL,ΦR,Φ0) have different enumerative meaning: the coefficient of the solution Φ0,
for example, are Gromov-Witten invariants with descendants (namely the series Ψ · Θtop, using the
notation of Proposition 2.15) only in case [I], whereas in case [II] and [III] they are related to them
only up to the action of the group C0(X).
Remark 5.20. Basing on Γ-conjecture II of S. Galkin, V. Golyshev and H. iritani, in the recent
paper [SS17], F. Sanda and Y. Shamoto formulated an analogue of Conjecture 5.1 (1)-(2), called by
the authors Dubrovin type conjecture, concerning the case of Fano manifolds with non-necessarily
semisimple quantum cohomology. In such a case, it is conjectured that the role played by exceptional
collections should be played by more general semiorthogonal decompositions of the derived categories.
We plan to address this case, with some explicit examples, in a future publication [CS].
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6. Proof of the Main Conjecture for Projective Spaces
6.1. Notations and preliminaries. In what follows
• the symbol P will stand for Pk−1C , k ≥ 2;
• we denote by σ the generator of the 2-nd cohomology group H2(P,C), so that
H•(P,C) ∼= C[σ](σk) .
We also assume that σ is normalized so that∫
P
σk−1 = 1.
In this way σ coincides with the hyperplane class, so that c1(P) = kσ.
The flat coordinates t1, . . . , tk for the quantum cohomology of P are the coordinates with respect
to the homogeneous base
(1, σ, σ2, . . . , σk−1),
the matrix of Poincaré metric being constant
ηαβ = η
(
∂
∂tα
,
∂
∂tβ
)
= δα+β,k+1.
Observe that the unity vector field is e = ∂∂t1 , and the Euler vector field is
E =
∑
α6=2
(1− qα)tα ∂
∂tα
+ k ∂
∂t2
, qh = h− 1 for h = 1, . . . , k.
If ζ is a column vector whose components are the components of the gradient of a deformed flat
coordinate, w.r.t the frame
(
∂
∂tα
)k
α=1 = (σ
α−1)kα=1, then it must satisfy the system
∂αζ = zCαζ, α = 1, . . . , k,
∂zζ =
(
U + 1
z
µ
)
ζ.
If we restrict to the locus of small quantum cohomology, i.e. to the points (0, t2, 0, . . . , 0), the system
above reduces to the system
∂2ζ = zC2ζ, (6.1)
∂zζ =
(
U + 1
z
µ
)
ζ, (6.2)
where at the point (0, t2, 0, . . . , 0)
U :=

0 kq
k 0
k 0
. . .
. . .
k 0
 , q := et
2
, C2 = 1
k
U , µ = diag
(
−k − 12 ,−
k − 3
2 , . . . ,
k − 3
2 ,
k − 1
2
)
.
The Stokes data of the system
dζ
dz
=
(
U + 1
z
µ
)
ζ. (6.3)
have been computed in [Guz99]. Below, we review the main steps of [Guz99], and we complement
them with the computation of the topological solution, of C0(P) and of the central connection matrix.
The eigenvalues of the matrix U(0, t2, 0, . . . , 0) are
uh = ke
2pii(h−1)
k q
1
k h = 1, . . . , k,
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and let us compute the corresponding eigenvectors x1, . . . , xk. The equations for xh = (x1h, . . . , xkh)
read
kx`h = uhx`+1h , ` = 1, . . . , k − 1,
kqxkh = uhx1h.
By choosing xkh = e
ipi(h−1)
k , we get all the entries
x`h =
(uh
k
)k−`
xkh = q
k−`
k e(1−2`)ipi
(h−1)
k h, ` = 1, . . . , k.
Since the norm of the eigenvector xh is
η(xh, xh) = kq
k−1
k ,
we find (choosing signs of square roots) the orthogonal vectors f1, . . . , fk
f `h = k−
1
2 q
k+1−2`
2k e(1−2`)ipi
(h−1)
k h, ` = 1, . . . , k.
Thus the matrix Ψ is given by
Ψ =
 f1 f2 . . . fk
−1 .
Instead of working with the differential equation (6.3), in [Guz99] the following gauge equivalent
system of differential equations for ξ(z, t2) := η · ζ(z, t2) is considered
∂2ξ = zCT2 ξ, (6.4)
∂zξ =
(
UT − 1
z
µ
)
ξ. (6.5)
Now, the entries of the column vector ξ are the components of the differential of a deformed flat
coordinate.
A simple computation shows that with the following substitution
ξα(z, t2) =
1
kα−1
z
k−1
2 −α+1ϑα−1Φ(z, t2),
for any α = 1, 2, . . . , k and where ϑ := z ddz , the system (6.4)-(6.5) is equivalent to the equations
ϑkΦ− (kz)kqΦ = 0,
∂k2 Φ− zkqΦ = 0.
The compatibility of these equations implies the following functional dependence of Φ on (z, t2):
Φ(t2, z) = Φ(q 1k z).
Thus, the study of the system (6.5), restricted to the point t2 = 0, is equivalent to the study of the
generalized hypergeometric equation
ϑkΦ(z)− (kz)kΦ(z) = 0, (6.6)
where ϑ := z ddz . Given a solution Φ of (6.6), the corresponding solution of equation (6.5) is given by
ξ =

z
k−1
2 Φ(z)
...
1
kα−1 z
k−1
2 −α+1ϑα−1Φ(z)
...
1
kk−1 z
1−k
2 ϑk−1Φ(z)

. (6.7)
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6.2. Computation of the Topological-Enumerative Solution. In this section, we use the char-
acterization of the topologcal-enumerative solution described in Proposition 2.15.
Lemma 6.1. The formal29 series Φ(z) ∈ H•(P,C)[log z]JzK
Φ(z) = ekσ log(z)
∞∑
n=0
f(n)zkn, f(n) ∈ C[σ]/(σk)
satisfies equation
ϑkΦ(z)− (kz)kΦ(z) = 0,
if and only if the coefficients f(n) satisfy the following difference equation
(σ + n)kf(n) = f(n− 1), n ≥ 1.
Proof. Observe that
ϑΦ(z) = zekσ log(z)
(
kσ
z
∞∑
n=0
f(n)zkn +
∞∑
n=0
f(n)knzkn−1
)
= kekσ log(z)
∞∑
n=0
(σ + n)f(n)zkn.
By an inductive argument one can easily show that
ϑαΦ(z) = kαekσ log(z)
∞∑
n=0
(σ + n)αf(n)zkn.
So, using the fact that σk = 0, we have that
ϑkΦ(z) = (kz)kΦ(z),
if and only if
(σ + n)kf(n) = f(n− 1) for all n ≥ 1.

Proposition 6.2. (1) For any fixed value f(0) ∈ H•(P,C), the corresponding formal solution of
(6.6) is given by
Φ(z) = f(0) ·
k−1∑
p=0
(
p∑
l=0
(k log z)p−l
(p− l)! al(z)
)
σp,
where, for 0 ≤ l ≤ k − 1, we have introduced the notation
al(z) :=
∞∑
n=0
αn,lz
kn, α0,l := δ0,l, αn,l :=
∑
h1+···+hn=l
0≤hi≤k−1
 n∏
j=1
(−1)hj
jk+hj
(
k − 1 + hj
hj
) . (6.8)
Representing Φ(z) =
∑k
i=1 Φi(z)σk−i, we deduce that each component
Φi(z) := f(0) ·
k−i∑
l=0
(k log z)k−i−l
(k − i− l)! al(z)
is a convergent solution of (6.6).
29The components of the series Φ(z) w.r.t. the basis (σ0, . . . , σk) are actually convergent, according to Theorem 2.11.
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(2) Another representation of the solution is given by the formula
Φ(z) = f(0)ekσ log z
∞∑
n=0
Γ(−σ − n)k
Γ(−σ)k e
±kpiinzkn
for any choice of the sign (±).
(3) Moreover, if f(0) = 1, the fundamental solution Ξ of (6.5) given by
Ξ0(z) =

z
k−1
2 Φ1(z) . . . z
k−1
2 Φk(z)
...
...
1
kα−1 z
k−1
2 −α+1ϑα−1Φ1(z) . . . 1kα−1 z
k−1
2 −α+1ϑα−1Φk(z)
...
...
1
kk−1 z
1−k
2 ϑk−1Φ1(z) . . . 1kk−1 z
1−k
2 ϑk−1Φk(z)

(6.9)
is of the form
Ξ(z) = ηΘtop(z)zµzc1(P)∪(−), Θtop(z)αγ = δαγ +
∞∑
n=0
∑
λ
∑
β∈Eff(P)\{0}
〈τnσγ , σλ〉P0,2,βηλαzn+1,
with 〈τnσγ , σλ〉P0,2,β :=
∫
[M0,2(X,β)]vir
ψn1 ∪ ev∗1(σγ) ∪ ev∗2(σλ).
Proof. From the identity
(1 + σ)−1 = 1− σ + σ2 − · · ·+ (−1)k−1σk−1,
one easily shows that if n ≥ 1, then
(n+ σ)−k = n−k
(
1 + σ
n
)−k
=
k−1∑
h=0
(−1)h
nk+h
(
k − 1 + h
h
)
σh.
As a consequence, we have that
f(n) =
k−1∑
l=0
f(0)σlαn,l,
where the numbers αn,l ∈ Q are defined as in (6.8). It follows that
Φ(z) = f(0)ekσ log z
∞∑
n=0
k−1∑
l=0
f(0)σlαn,lzkn
= f(0)
(
k−1∑
m=0
(k log z)m
m! σ
m
)
·
( ∞∑
n=0
k−1∑
l=0
σlαn,lz
kn
)
= f(0)
(
k−1∑
m=0
(k log z)m
m! σ
m
)(
k−1∑
l=0
al(z)σl
)
= f(0) ·
k−1∑
p=0
(
p∑
l=0
(k log z)p−l
(p− l)! al(z)
)
σp.
This proves point (1). For the second point, observe that also the functions
f±(n) :=
Γ(−σ − n)k
Γ(−σ)k e
±kpiin
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satisfy the relation
(σ + n)kf±(n) = f±(n− 1).
For the last claim, if we write the solution Ξ0 in the form
Ξ0(z) = z−µA(z)ηzR, R ≡ c1(P) ∪ (−) : H•(P,C)→ H•(P,C),
by Proposition 2.15 it is sufficient to prove that A(z) is holomorphic in z = 0 and A(0) = 1. From
the identity
Φ(z) = zkσ
∞∑
n=0
f(n)zkn,
we obtain for 1 ≤ α ≤ k the relation
ϑα−1Φ(z) = zkσ
{
(kσ)α−1 +
α−2∑
p=0
(
α− 1
p
)
kα−1σp
∞∑
n=0
f(n)nα−1−pzkn
}
,
and by definition of A(z) we have the identity
k∑
j=1
A(z)αj σj−1 =
1
kα−1
{
(kσ)α−1 +
α−2∑
p=0
(
α− 1
p
)
kα−1σp
∞∑
n=0
f(n)nα−1−pzkn
}
.
This shows that A(z) is holomorphic in z = 0, and furthermore that A(0) = 1. 
6.3. Computation of the group C0(P). Let us introduce the k × k matrices Ji, i ≥ 0, defined by
(Ji)ab := δi,a−b.
Theorem 6.3. The group C0(P) is an abelian unipotent algebraic group of dimension [k2 ]. In partic-
ular, the exponential map defines an isomorphism
C0(P) ∼= C⊕ · · · ⊕ C︸ ︷︷ ︸
[ k2 ] copies
.
With respect to the basis (1, σ, . . . , σk−1) of H•(P,C), the group C0(P) is described as follows
C0(P) =
C ∈ GL(k,C) : C =
k−1∑
i=0
αiJi, α0 = 1, 2α2n +
∑
i+j=2n
1≤i,j
(−1)iαiαj = 0, 2 ≤ 2n ≤ k − 1
 .
Proof. If C ∈ C0(P), in order to have that P (z) := zµzRCz−Rz−µ is a polynomial in z, where R is
the operator of classical multiplication by the first Chern class c1(P), the matrix C must be of the
form
C =
k−1∑
i=0
αiJi, α0 = 1.
We have that C ∈ C0(P) if and only if(
k−1∑
i=0
(−1)iαiziJTi
)
η
(
k−1∑
i=0
αiz
iJi
)
= η.
The l.h.s is equal to
η +
k−1∑
i=1
αiz
iηJi +
k−1∑
i=1
(−1)iαiziJTi η +
2k−2∑
h=2
 ∑
i+j=h
1≤i,j≤k−1
(−1)iαiαjJTi ηJj
 zh,
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and using the relations
ηJi = JTi η, (6.10)
(JiJj)ab = δi+j,a−b = (Ji+j)ab, (6.11)
Jh = 0 if h ≥ k, (6.12)
we obtain the equation
∑
1≤i≤k−1
i even
2αiziηJi +
k−1∑
h=2
 ∑
i+j=h
1≤i,j≤k−1
(−1)iαiαj
 zhηJh = 0.
So, we have the following constraints on the constants αi’s:
2α2 − α21 = 0,
2α4 − 2α1α3 + α22 = 0,
2α6 − 2α1α5 + 2α2α4 − α23 = 0,
. . .
2α2n +
∑
i+j=2n
1≤i,j
(−1)iαiαj = 0, 2 ≤ 2n ≤ k − 1.
The Lie algebra of the group is
g0(P) =
{
C ∈ gl(k,C) : C =
k−1∑
i=0
αiJi, αeven = 0
}
,
which is abelian by (6.11), coherently with Theorem 5.9. In characteristic zero the structure of
unipotent abelian group is well-known: in particular, the exponential map defines an isomorphism of
groups (see [DG70], Ch. IV.2.4 Proposition 4.1). 
The following result immediately follows from Theorem 5.9 and Theorem 4.32.
Corollary 6.4. The groups C0(P) and the identity component IsomC(K0(P)C, χ)0 are isomorphic.
Remarkably, notice that the equations obtained above for the group C0(P) essentially coincide with
those obtained by A. Gorodentsev for IsomC(K0(P)C, χ)0 in [Gor94a, Gor94b].
6.4. Computation of the Central Connection Matrix. Using the labeling of the canonical
coordinates u1, . . . , un introduced in the section 6.1, we introduce the corresponding Stokes’ rays:
Rrs := {z = −iρ(ur − us), ρ > 0} .
At a generic point of the small quantum cohomology (0, t2, 0, . . . , 0), we have
−i(ur − us) = −ikq− 1k
(
e−
2pii(r−1)
k − e− 2pii(s−1)k
)
= 2kq− 1k sin
(pi
k
(s− r)
)
exp
(
i
[
2pi
k
− pi
k
(r + s)
])
.
So if 1 ≤ r < s ≤ k the Stokes’ rays at a generic point (0, t2, 0, . . . , 0) are
Rrs =
{
z : z = ρ exp
(
i
[
2pi
k
− pi
k
(r + s)− =(t
2)
k
])}
, (6.13)
Rsr = −Rrs.
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pi
k
Rk1
R12
R13
R14 = R23
R1k = R2,k−1=...
R2k
k even
`
R21 = R3k = . . .
pi
k
`
Rk1
Rk2
R12
R13
R14 = R23
R1k = R2,k−1 = . . .
R2k = . . .
R21 = R3k = . . .
Rk2
k odd
Figure 2. Configuration of Stokes rays for k odd and k even.
Since we want compute the central connection matrix at t2 = 0 we have to fix an admissible line:
following [Guz99] we choose a line ` with slope 0 < φ < pik .
Proposition 6.5 ([Guz99]). Let
g(z) :=

1
(2pi)
k+1
2
∫
Λ Γ(−s)kzksds, k even
1
(2pi)
k+1
2 i
∫
Λ Γ(−s)ke−ipiszksds, k odd
where Λ is a straight line going from −c− i∞ to −c+ i∞, c > 0. Fix a line ` with slope 0 <  < pik .
Then, for k even, the fundamental solution ΞR, having asymptotic expansion
Ξ = ηΨ−1
(
1 +O
(
1
z
))
ezU on ΠR,
is constructed by means of (6.7) from the following basis of solutions of (6.6)
ΦαR(z) =

(−1) k2+1−α∑k+1−2αh=0 (−1)h(kh)g (ze−ipi+(α+h−1) 2piik ) if 1 ≤ α ≤ k2 ,
(−1)α− k2−1g
(
ze
2pii
k (α− k2−1)
)
if k2 + 1 ≤ α ≤ k.
For k odd, he fundamental solution ΞR is constructed with the basis
ΦαR(z) =

(−1) k+12 −α∑k+1−2αh=0 (−1)h(kh)g (ze 2piik (α− k+12 +h)) if 1 ≤ α ≤ k+12 ,
(−1)α− k+12 g
(
ze
2pii
k (α− k+12 )
)
if k+12 + 1 ≤ α ≤ k.
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In [Guz99], the above basis of solutions is collected into a row vector, which in transposed form
looks as follows. For k even,
ΦR(z)T :=

(−1) k2
(
g(ze−ipi)− (k1)g (ze−ipi+i 2pik )+ · · · − ( kk−1)g (zei(pi− 2pik )))
...
g
(
ze−
4pii
k
)
− (k1)g (ze− 2piik )+ (k2)g(z)− (k3)g (ze 2piik )
−g
(
ze−
2pii
k
)
+
(
k
1
)
g(z)
g(z)
−g
(
ze
2pii
k
)
g
(
ze
4pii
k
)
...
(−1) k2−1g
(
ze
2pii
k (
k
2−1)
)

where the entry corresponding to g(z) is the n(k) :=
(
k
2 + 1
)
-th one.
For k odd,
ΦR(z)T :=

(−1) k−12
(
g
(
ze−
2pii
k ( k−12 )
)
− (k1)g (ze− 2piik ( k−32 ))+ · · ·+ ( kk−1)g (ze 2piik ( k−12 )))
...
g
(
ze−
4pii
k
)
− (k1)g (ze− 2piik )+ (k2)g(z)− (k3)g (ze 2piik )+ (k4)g (ze 4piik )
−g
(
ze−
2pii
k
)
+
(
k
1
)
g(z)− (k2)g (ze 2piik )
g(z)
−g
(
ze
2pii
k
)
g
(
ze
4pii
k
)
...
(−1) k−12 g
(
ze
2pii
k ( k−32 )
)

and the entry corresponding to g(z) is the n(k) := k+12 -th one.
Now we compute the entries of the central connection matrix. We will denote by Φtop(z) the
solution of Proposition 6.2 corresponding to the choice f(0) = 1. The computations will be done in
cases, depending on the parity of k.
CASE k EVEN: If 1 ≤ α ≤ k2 , we have that
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ΦαR(z) = −
2pii(−1) k2+1−α
(2pi) k+12
k+1−2α∑
h=0
∞∑
n=0
(−1)h
(
k
h
)
res
s=n
(
Γ(−s)kzkse(α+h− k2−1)2piis
)
ds
= i(−1)
k
2−α
(2pi) k−12
k+1−2α∑
h=0
∞∑
n=0
(−1)h
(
k
h
)
res
w=0
(
Γ(−w − n)kzk(w+n)e(α+h− k2−1)2pii(w+n)
)
dw
= i(−1)
k
2−α
(2pi) k−12
k+1−2α∑
h=0
∞∑
n=0
(−1)h
(
k
h
)∫
P
(
Γ(−σ − n)kzk(σ+n)
Γ(−σ)k Γ(1− σ)
ke(α+h−
k
2−1)2piiσ
)
= i(−1)
k
2−α
(2pi) k−12
k+1−2α∑
h=0
(−1)h
(
k
h
)∫
P
{(
Φtop(z) ∪ e−kpiiσ
) ∪ Γ̂−(P) ∪ Ch(O(α+ h− 1))} .
If k2 + 1 ≤ α ≤ k
ΦαR(z) = −
2pii(−1)α− k2−1
(2pi) k+12
∞∑
n=0
res
s=n
(
Γ(−s)kzkse(α− k2−1)2piis
)
ds
= i(−1)
α− k2
(2pi) k−12
∞∑
n=0
res
w=0
(
Γ(−w − n)kzk(w+n)e(α− k2−1)2pii(w+n)
)
dw
= i(−1)
α− k2
(2pi) k−12
∞∑
n=0
∫
P
(
Γ(−σ − n)kzk(σ+n)
Γ(−σ)k Γ(1− σ)
ke(α−
k
2−1)2piiσ
)
= i(−1)
α− k2
(2pi) k−12
∫
P
{(
Φtop(z) ∪ e−kpiiσ
) ∪ Γ̂−(P) ∪ Ch(O(α− 1))} .
CASE k ODD: If 1 ≤ α ≤ k+12 we have
ΦαR(z) = −
2pii(−1) k+12 −α
(2pi) k+12 i
∞∑
n=0
k+1−2α∑
h=0
(−1)h
(
k
h
)
res
s=n
(
Γ(−s)ke−ipiszkse2piis(α− k+12 +h)
)
ds
= (−1)
k−1
2 −α
(2pi) k−12
∞∑
n=0
k+1−2α∑
h=0
(−1)h
(
k
h
)
res
w=0
(
Γ(−w − n)ke−ipi(w+n)zk(w+n)e2pii(w+n)(α− k+12 +h)
)
dw
= (−1)
k−1
2 −α
(2pi) k−12
∞∑
n=0
k+1−2α∑
h=0
(−1)h
(
k
h
)∫
P
(
−Γ(−σ − n)
k
Γ(−σ)k Γ(1− σ)
ke−ipi(σ+n)zk(σ+n)e2pii(σ+n)(α−
k+1
2 +h)
)
= (−1)
k+1
2 −α
(2pi) k−12
∞∑
n=0
k+1−2α∑
h=0
(−1)h
(
k
h
)∫
P
(
Γ(−σ − n)k
Γ(−σ)k Γ(1− σ)
ke−kipi(σ+n)zk(σ+n)e2piiσ(α+h−1)
)
= (−1)
k+1
2 −α
(2pi) k−12
k+1−2α∑
h=0
(−1)h
(
k
h
)∫
P
{(
Φtop(z) ∪ e−kipiσ
) ∪ Γ̂−(P) ∪ Ch(O(α+ h− 1))} .
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If k+12 + 1 ≤ α ≤ k we have
ΦαR(z) = −
2pii(−1)α− k+12
(2pi) k+12 i
∞∑
n=0
res
s=n
(
Γ(−s)ke−ipiszkse2piis(α− k+12 )
)
ds
= (−1)
α− k−12
(2pi) k−12
∞∑
n=0
res
w=0
(
Γ(−w − n)ke−ipi(w+n)zk(w+n)e2pii(w+n)(α− k+12 )
)
dw
= (−1)
α− k−12
(2pi) k−12
∞∑
n=0
∫
P
(
−Γ(−σ − n)
k
Γ(−σ)k e
−k(σ+n)piizk(σ+n)Γ(1− σ)ke2pii(σ+n)(α−1)
)
= (−1)
α− k+12
(2pi) k−12
∞∑
n=0
∫
P
(
Γ(−σ − n)k
Γ(−σ)k e
−knpiizk(σ+n)e−kipiσΓ(1− σ)ke2piiσ(α−1)
)
= (−1)
α− k+12
(2pi) k−12
∫
P
{(
Φtop(z) ∪ e−kipiσ
) ∪ Γ̂−(P) ∪ Ch(O(α− 1))} .
The form Φtop(z) ∪ e−kpiiσ corresponds to the choice of another fundamental basis Ξ˜0 in Levelt
form at z = 0, related to (6.9) by the right multiplication by a matrix:
Ξ˜0(z) = Ξ0(z)

1
−kpii 1
−k2pi22 −kpii 1
...
. . .
(−kpii)m
m! . . . . . . . . . 1
...
. . .
(−kpii)k−1
(k−1)! . . . . . . . . . . . . . . . 1

.
We claim that such a matrix is an element of the group C0(P) (see the previous section). Indeed if
αm :=
(−kpii)m
m!
then, for 2 ≤ 2n ≤ k − 1, we have that
2α2n +
∑
i+j=2n
1≤i,j
(−1)iαiαj = (−kpii)
2n
(2n)!
2 + 2n−1∑
j=1
(−1)j
(
2n
j
) = 0.
6.5. Reduction to Beilinson Form. Let us recall that the canonical coordinates can always be
reordered so that the corresponding Stokes matrix is upper triangular (the lexicographical order w.r.t
the line `). For the case of quantum cohomology of projective spaces, and for the choice of an
admissible line ` with slope 0 <  < pik , such an order is the one described in the left part of Figure
3. The matrices P associated with this permutations are [Guz99]
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1
12
3
4
5 6
7
2
3
4
5
6
7
β
β
1
1
2
2
3
34
4
5
5
6
67 7
8 8
Figure 3. Action of the braid β found by the third author in [Guz99]: in the figure
above we draw the case k = 7, below the case k = 8. Notice that the braid β puts the
canonical coordinates in counterclockwise order starting from the point k exp
( 2pii
k
)
in the complex plane.
• for k even
P =

1 0
1 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 0 1 0
...
...
...
...
...
...
...
...
...
...
...
...
...
1 0
0 0 0 1
1 0 0 0

where the 1 on the first row in on the k2 + 1-th column;
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• for k odd
P =

0 1
0 0 1
0 1 0 0 0
0 0 0 0 1
0 1 0 0 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
1 0
0 0 0 1
1 0 0 0

where the 1 on the first row in os the k+12 -th column.
After such a renumeration of u1, . . . , un, as a consequence of the computations of the preceding
section, the central connection matrix (computed wrt Ξ0 as in (6.9)) is, for k even
Clex =
i
(2pi) k−12

...
...
...
...
±D0 ∓D1 ±D2 . . . ∓Dk−1
...
...
...
...
 ·Ak,
where:
• Dj is a column vector whose components are the components of the characteristic classes
Γ̂−(P) ∪ Ch(O(j)) ∪ exp(−piic1(P));
• the sign (+) is chosen if k2 − 1 is even, (−) if k2 − 1 is odd;• the matrix Ak is the k × k matrix
Ak :=

0 0 0 0 0 0 0 0 0 1
0 0 1 0
(
k
1
)
1 0
(
k
1
)
0
(
k
2
)
(
k
1
)
0
(
k
2
)
0
(
k
3
)
. . . ∗ ... ∗ ... ∗
0 0 0 1 0 ∗ ... ∗ ... ∗
0 1 0
(
k
1
)
0 . . . ∗ ... ∗ ... ∗
1
(
k
1
)
0
(
k
2
)
0 . . . ∗ ... ∗ ... ∗
0 0 1
(
k
3
)
0 ∗ ... ∗ ... ∗
...
...
...
...
... ∗ ... ∗ ... ∗
...
...
...
...
... . . . ∗ ... ∗ ... ∗
...
...
...
...
... ∗ ... ∗ ... ∗(
k
k−5
)
0
(
k
k−4
)
0
(
k
k−3
)
0 1
(
k
k−3
)
0
(
k
k−2
)
0 0 0 1
(
k
k−1
)
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where the 1 of the first column is on the (k2 + 1)-th row.
Analogously, if k is odd then the central connection matrix in the lexicographical order is
Clex =
1
(2pi) k−12

...
...
...
...
±D0 ∓D1 ±D2 . . . ±Dk−1
...
...
...
...
 ·Ak,
where:
• Dj is as before;
• the sign (+) is chosen if k−12 is even, (−) if k−12 is odd;• the matrix Ak is the k × k matrix
Ak :=

0 0 0 0 0 0 0 0 0 1
0 0 1 0
(
k
1
)
1 0
(
k
1
)
0
(
k
2
)
(
k
1
)
0
(
k
2
)
0
(
k
3
)
. . . ∗ ... ∗ ... ∗
0 0 0 0 1 0 ∗ ... ∗ ... ∗
0 0 1 0
(
k
1
)
0 . . . ∗ ... ∗ ... ∗
1 0
(
k
1
)
0
(
k
2
)
0 . . . ∗ ... ∗ ... ∗
0 1
(
k
2
)
0
(
k
3
)
0 ∗ ... ∗ ... ∗
0 0 0 1
(
k
4
)
0 ∗ ... ∗ ... ∗
0 0 0 0 0 1 ∗ ... ∗ ... ∗
...
...
...
...
... ∗ ... ∗ ... ∗
...
...
...
...
... . . . ∗ ... ∗ ... ∗
...
...
...
...
... ∗ ... ∗ ... ∗(
k
k−5
)
0
(
k
k−4
)
0
(
k
k−3
)
0 1
(
k
k−3
)
0
(
k
k−2
)
0 0 0 1
(
k
k−1
)
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,
where the 1 of the first column is in the k+12 -th row.
Proposition 6.6 ([Guz99]). The action of the braid
β := (βk−5,k−4βk−6,k−5 . . . β12)(βk−6,k−5βk−7,k−6 . . . β23)(βk−7,k−6 . . . β34) . . .
. . . β k
2−2, k2−1(βk−3,k−2βk−4,k−3 . . . β12)
for k even, and
β := (βk−5,k−4βk−6,k−5 . . . β12)(βk−6,k−5βk−7,k−6 . . . β23)(βk−7,k−6 . . . β34) . . .
. . . (β k−3
2 ,
k−1
2
β k−5
2 ,
k−3
2
)(βk−3,k−2βk−4,k−3 . . . β12)
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for k odd, is represented by the multiplication of the matrix
Aβ(S) :=

0 0 0 0 0 0 0 0 0 1 0 0
0 0 1 0
(
k
1
)
0 0
1 0
(
k
1
)
0
(
k
2
)
0 0(
k
1
)
0
(
k
2
)
0
(
k
3
)
0 0
. . . ∗ ... ∗ ... ∗ ... ...
0 0 0 1 0 ∗ ... ∗ ... ∗ ... ...
0 1 0
(
k
1
)
0 . . . ∗ ... ∗ ... ∗ ... ...
1
(
k
1
)
0
(
k
2
)
0 . . . ∗ ... ∗ ... ∗ ... ...
0 0 1
(
k
3
)
0 ∗ ... ∗ ... ∗ ... ...
...
...
...
...
... ∗ ... ∗ ... ∗ ... ...
...
...
...
...
... . . . ∗ ... ∗ ... ∗ ... ...
...
...
...
...
... ∗ ... ∗ ... ∗ ... ...(
k
k−7
)
0
(
k
k−6
)
0
(
k
k−5
)
0 0
0 1
(
k
k−5
)
0
(
k
k−4
)
0 0
0 0 0 1
(
k
k−3
)
0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1
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for k even, and
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Aβ(S) :=

0 0 0 0 0 0 0 0 0 1 0 0
0 0 1 0
(
k
1
)
0 0
1 0
(
k
1
)
0
(
k
2
)
0 0(
k
1
)
0
(
k
2
)
0
(
k
3
)
0 0
. . . ∗ ... ∗ ... ∗ ... ...
0 0 0 0 1 0 ∗ ... ∗ ... ∗ ... ...
0 0 1 0
(
k
1
)
0 . . . ∗ ... ∗ ... ∗ ... ...
1 0
(
k
1
)
0
(
k
2
)
0 . . . ∗ ... ∗ ... ∗ ... ...
0 1
(
k
2
)
0
(
k
3
)
0 ∗ ... ∗ ... ∗ ... ...
0 0 0 1
(
k
4
)
0 ∗ ... ∗ ... ∗ ... ...
0 0 0 0 0 1 ∗ ... ∗ ... ∗ ... ...
...
...
...
...
... ∗ ... ∗ ... ∗ ... ...
...
...
...
...
... . . . ∗ ... ∗ ... ∗ ... ...
...
...
...
...
... ∗ ... ∗ ... ∗ ... ...(
k
k−7
)
0
(
k
k−6
)
0
(
k
k−5
)
0 0
0 1
(
k
k−5
)
0
(
k
k−4
)
0 0
0 0 0 1
(
k
k−3
)
0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

for k odd. Under the action of this braid, the Stokes matrix becomes
Sβ =

1
(
k
1
) (
k
2
) (
k
3
) (
k
4
)
. . . −( kk−1)
1
(
k
1
) (
k
2
) (
k
3
)
. . . −( kk−2)
1
(
k
1
) (
k
2
)
. . . −( kk−3)
1
(
k
1
)
. . . −( kk−4)
. . .
...
1

.
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Observe that, in both cases k even/odd, we obtain that
Ak(Aβ(S))−1 =

0 . . . 1
1 0 . . .
(
k
k−1
)
1 0 . . .
(
k
k−2
)
1 0 . . .
(
k
k−3
)
. . .
...
. . .
...
1
(
k
1
)

. (6.14)
Indeed, observe that
Ak =

0 . . . 0 0 1
0 ∗
X
...
...
0 ∗
0 . . . 0 1 ∗
 and Aβ(S) =

X
1
1
 .
The matrix (6.14) is the matrix corresponding to the braid
β′ := βk−1,kβk−2,k−1 . . . β12,
that is
Aβ
′
(Sβ).
This is easily seen from the fact that
1
. . .
1
0 1
1 x1
1
1
. . .
1


1
. . .
1
1
0 1
1 x2
1
. . .
1

=

1
. . .
1
0 0 1
1 0 x1
0 1 x2
1
. . .
1

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and that Aβ1β2(S) = Aβ2(Sβ1)Aβ1(S). As a consequence, we have that
Aβ
′
(Sβ) =

0 . . . 1
1 0 . . . ∗
1 0 . . . ∗
1 0 . . . ∗
. . .
...
. . . ∗
1 ∗

and the entries ∗ are exactly those of the k-th column of Aβi,i+1(Sβ), from the top to the bottom,
namely
−Sβ1,k =
(
k
k − 1
)
−Sβ2,k =
(
k
k − 2
)
. . .
−Sβk−1,k =
(
k
1
)
.
We have thus obtained the following
Theorem 6.7. Consider the central connection matrix for the quantum cohomology of Pk−1C , con-
necting the fundamental matrix solution ΞR from Proposition 6.5 with the solution Ξ0 in (6.9) and
set it in the lexicographical form Clex. After the action of the braid
ββ′ := (βk−5,k−4βk−6,k−5 . . . β12)(βk−6,k−5βk−7,k−6 . . . β23)(βk−7,k−6 . . . β34) . . .
. . . β k
2−2, k2−1(βk−3,k−2βk−4,k−3 . . . β12)(βk−1,kβk−2,k−1 . . . β12)
for k even, and
ββ′ := (βk−5,k−4βk−6,k−5 . . . β12)(βk−6,k−5βk−7,k−6 . . . β23)(βk−7,k−6 . . . β34) . . .
. . . (β k−3
2 ,
k−1
2
β k−5
2 ,
k−3
2
)(βk−3,k−2βk−4,k−3 . . . β12)(βk−1,kβk−2,k−1 . . . β12)
for k odd, the central connection matrix is
Clex =
i
(2pi) k−12

...
...
...
...
±D0 ∓D1 ±D2 . . . ∓Dk−1
...
...
...
...
 ,
for k even, and
Clex =
1
(2pi) k−12

...
...
...
...
±D0 ∓D1 ±D2 . . . ∓Dk−1
...
...
...
...
 ,
for k odd. Here
• Dj is a column vector whose components are the components of the characteristic classes
Γ̂−(P) ∪ Ch(O(j)) ∪ exp(−piic1(P));
• if k is even, the sign (+) is chosen if k2 − 1 is even, (−) if k2 − 1 is odd;
• if k is odd, the sign (+) is chosen if k−12 is even, (−) if k−12 is odd.
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The corresponding Stokes matrix (using the identity (5) of Theorem 2.24) is in the canonical form
sij =
(
k
i− j
)
, i < j.
After the conjugation by
(−1) k2−1 diag(1,−1, 1,−1, . . . , 1,−1)
if k is even, or by
(−1) k−12 diag(1,−1, 1,−1, . . . , 1,−1, 1)
if k is odd, the central connection matrix is in the canonical form
Clex =
i
(2pi) k−12

...
...
...
...
D0 D1 D2 . . . Dk−1
...
...
...
...
 ,
for k even, and
Clex =
1
(2pi) k−12

...
...
...
...
D0 D1 D2 . . . Dk−1
...
...
...
...
 ,
for k odd. The corresponding Stokes matrix is in the form
sij = (−1)j−i
(
k
i− j
)
, i < j.
Namely, it is the inverse of the Gram matrix χ(O(i− 1),O(j − 1)) with i, j = 1, . . . , k.
Remark 6.8. Notice that, the braid β found by the third author in [Guz99] puts the canonical
coordinates in cyclic counterclockwise order (see Figure 3). If we further act with the above braid β′,
then the canonical coordinates dispose in cyclic counterclockwise order starting from the point k in
the complex plane (see Figure 4).
6.6. Mutations of the Exceptional Collections.
Lemma 6.9. The computed braid can be rewritten as the product
ββ′ = β12(β34β23β12)(β56β45β34β23β12) . . . (βk−1,kβk−2,k−1 . . . β12)
for k even,
ββ′ = (β23β12)(β45β34β23β12) . . . (βk−1,kβk−2,k−1 . . . β12)
for k odd.
Proof. Consider the case k even. The only thing that we have to prove is that the braid
(βk−5,k−4βk−6,k−5 . . . β12)(βk−6,k−5βk−7,k−6 . . . β23)(βk−7,k−6 . . . β34) . . . β k
2−2, k2−1 (6.15)
is equal to
β12(β34β23β12) . . . (βk−5,k−4 . . . β12).
Note that the braid above ends with the product
. . . β k
2−2, k2−1β k2−3, k2−2β k2−2, k2−1.
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1
12
3
4
5 6
7
2
3
4
5
6
7
β
β
1
1
2
2
3
34
4
5
5
6
67 7
8 8
1
23
4
5
6
7
1
2
34
5
6 7 8
β′
β′
Figure 4. Action of the braid β found by the third author in [Guz99], followed
by the action of the remaining braid β′ determined above: in the figure above we
draw the case k = 7, below the case k = 8. Notice that the braid β puts the
canonical coordinates in counterclockwise order starting from the point k exp
( 2pii
k
)
in the complex plane, and the braid β′ rearrange them in counterclockwise order
starting from the point k of the complex plane.
By the “Yang–Baxter” braid equations
βi,i+1βi+1,i+2βi,i+1 = βi+1,i+2βi,i+1βi+1,i+2, (6.16)
this product is equal to
. . . β k
2−3, k2−2β k2−2, k2−1β k2−3, k2−2.
Because of commutation relations, we can shift the first term on the left till we find
. . . β k
2−3, k2−2β k2−4, k2−3β k2−3, k2−2 . . . ,
which is equal to
. . . β k
2−4, k2−3β k2−3, k2−2β k2−4, k2−3 . . . .
Again, starting from the first term, we can shift it on the left (until the commutation law allows),
then use Yang–Baxter relations. Continuing this procedure, at the end we have eliminated the last
term of (6.15), and we obtain a new first term:
β12(βk−5,k−4βk−6,k−5 . . . β12)(βk−6,k−5βk−7,k−6 . . . β23)(βk−7,k−6 . . . β34) . . .
. . . (β k
2−1, k2 β k2−2, k2−1β k2−3, k2−2).
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Now we continue the procedure of elimination of the last braid: we start from its first term, i.e.
β k
2−1, k2 , we shift it on the left, use Yang- Baxter relations, and so on, till we find
β12β34(βk−5,k−4βk−6,k−5 . . . β12)(βk−6,k−5βk−7,k−6 . . . β23)(βk−7,k−6 . . . β34) . . .
. . . (β k
2−2, k2−1β k2−3, k2−2).
Applying again the same procedure, before for β k
2−2, k2−1, and after for β k2−3, k2−2, we have eliminated
the last braid and we obtain
β12(β34β23β12)(βk−5,k−4βk−6,k−5 . . . β12)(βk−6,k−5βk−7,k−6 . . . β23)(βk−7,k−6 . . . β34) . . .
. . . (β k
2 ,
k
2+1
β k
2−1, k2 β k2−2, k2−1β k2−3, k2−2β k2−4, k2−3).
Iterating the same procedure, one obtains the braid
β12(β34β23β12)(β56β45β34β23β12) . . . (βk−1,kβk−2,k−1 . . . β12).
The case k odd is analogous, and we left the details to the reader. 
Example 6.10. Consider for example k = 12. We have that
ββ′ = (β78β67β56β45β34β23β12)(β67β56β45β34β23)(β56β45β34)β45·
·(β9,10, . . . β12)(β11,12 . . . β12).
We have to rearrange the first 4 braids. Let us apply the procedure described above:
(β78β67β56β45β34β23β12)(β67β56β45β34β23)(β56β45β34)β45 =
(β78β67β56β45β34β23β12)(β67β56β45β34β23)(β56β34β45)β34 =
(β78β67β56β45β34β23β12)(β67β56β45β34β23)β34(β56β45β34) =
(β78β67β56β45β34β23β12)(β67β56β45β23β34)β23(β56β45β34) =
(β78β67β56β45β34β23β12)β23(β67β56β45β34β23)(β56β45β34) =
(β78β67β56β45β34β12β23)β12(β67β56β45β34β23)(β56β45β34) =
β12(β78β67β56β45β34β23β12)(β67β56β45β34β23)(β56β45β34).
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Now we continue by eliminating the last braid, starting from its first term:
β12(β78β67β56β45β34β23β12)(β67β56β45β34β23)(β56β45β34) =
β12(β78β67β56β45β34β23β12)(β67β56β45β56β34β23)(β45β34) =
β12(β78β67β56β45β34β23β12)(β67β45β56β45β34β23)(β45β34) =
β12(β78β67β56β45β34β45β23β12)(β67β56β45β34β23)(β45β34) =
β12(β78β67β56β34β45β34β23β12)(β67β56β45β34β23)(β45β34) =
β12β34(β78β67β56β45β34β23β12)(β67β56β45β34β23)(β45β34) =
β12β34(β78β67β56β45β34β23β12)(β67β56β45β34β23)(β45β34) =
β12β34(β78β67β56β45β34β23β12)(β67β56β45β34β45β23)β34 =
β12β34(β78β67β56β45β34β23β12)(β67β56β34β45β34β23)β34 =
β12β34(β78β67β56β45β34β23β34β12)(β67β56β45β34β23)β34 =
β12β34(β78β67β56β45β23β34β23β12)(β67β56β45β34β23)β34 =
β12β34β23(β78β67β56β45β34β23β12)(β67β56β45β34β23)β34 =
β12β34β23(β78β67β56β45β34β23β12)(β67β56β45β34β23)β34 =
β12β34β23(β78β67β56β45β34β23β12)(β67β56β45β23β34)β23 =
β12β34β23(β78β67β56β45β34β23β12)β23(β67β56β45β34β23) =
β12β34β23(β78β67β56β45β34β12β23)β12(β67β56β45β34β23) =
β12(β34β23β12)(β78β67β56β45β34β23β12)(β67β56β45β34β23).
At the final step, we have to eliminate the last braid, always starting from its first term:
β12(β34β23β12)(β78β67β56β45β34β23β12)(β67β56β45β34β23) =
β12(β34β23β12)(β78β67β56β67β45β34β23β12)(β56β45β34β23) =
β12(β34β23β12)(β78β56β67β56β45β34β23β12)(β56β45β34β23) =
β12(β34β23β12)β56(β78β67β56β45β34β23β12)(β56β45β34β23) =
β12(β34β23β12)β56(β78β67β56β45β34β23β12)(β56β45β34β23) =
β12(β34β23β12)β56(β78β67β56β45β56β34β23β12)(β45β34β23) =
β12(β34β23β12)β56(β78β67β45β56β45β34β23β12)(β45β34β23) =
β12(β34β23β12)β56β45(β78β67β56β45β34β23β12)(β45β34β23) =
β12(β34β23β12)β56β45(β78β67β56β45β34β23β12)(β45β34β23) =
β12(β34β23β12)β56β45(β78β67β56β45β34β45β23β12)(β34β23) =
β12(β34β23β12)β56β45β34(β78β67β56β45β34β23β12)(β34β23) =
β12(β34β23β12)β56β45β34(β78β67β56β45β34β23β12)(β34β23) =
β12(β34β23β12)β56β45β34(β78β67β56β45β34β23β34β12)β23 =
β12(β34β23β12)β56β45β34(β78β67β56β45β23β34β23β12)β23 =
β12(β34β23β12)β56β45β34β23(β78β67β56β45β34β23β12)β23 =
β12(β34β23β12)β56β45β34β23(β78β67β56β45β34β23β12)β23 =
β12(β34β23β12)β56β45β34β23(β78β67β56β45β34β12β23)β12 =
β12(β34β23β12)(β56β45β34β23β12)(β78β67β56β45β34β23β12).
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In what follows we will denote by T the tangent sheaf of P, by Ω the cotangent sheaf, and we will
use the shorthands∧p T (k) := (∧p T )⊗O(k), ∧p Ω(k) := (∧p Ω)⊗O(k).
The following formulae, due to R. Bott ([Bot57], [OSS11], [DG88]), will be useful:
dimCHq
(
PnC,
∧p T (k)) =

(
k+n+p+1
p
)(
k+n
n−p
)
, q = 0, k > −p− 1,
1, q = n− p, k = −n− 1,(−k−p−1
−k−n−1
)(−k−n−2
p
)
, q = n, k < −n− p− 1,
0, otherwise,
(6.17)
dimCHq
(
PnC,
∧p
Ω(k)
)
=

(
k+n−p
k
)(
k−1
p
)
, q = 0, 0 ≤ p ≤ n, k > p,
1, k = 0, 0 ≤ q = p ≤ n,(−k+p
−k
)(−k−1
n−p
)
, q = n, 0 ≤ p ≤ n, k < p− n,
0, otherwise.
(6.18)
Consider Beilinson’s exceptional collection B := (O,O(1),O(2), . . . ,O(k − 1)) in Db (P), with
P = P(V ) (dimC V = k), and the well known Euler exact sequence, together with its exterior powers
0 // O // V ⊗O(1) // T // 0,
0 // T // ∧2 V ⊗O(2) // ∧2 T // 0,
...
...
...
0 //
∧h−1 T // ∧h V ⊗O(h) // ∧h T // 0,
...
...
...
0 //
∧k−2 T // ∧k−1 V ⊗O(k − 1) // O(k) // 0.
(6.19)
By Bott formulae (6.17)-(6.18), we deduce that both Hom•(O(h),∧h T ) and Hom• (∧h−1 T ,O(h))
are concentrated in degree 0 and they have the same dimension
(
k
h
)
. Hence, the short exact sequences
(6.19), together with the identifications∧h
V = Hom•
(
O(h),
∧h T ) = (Hom•)∨(∧h−1 T ,O(h)) ,
allow us to explicitly compute successive right mutations of the sheaf O: namely, denoting by σij the
inverse braid β−1ij , for 0 < h ≤ k − 1 we have
R[O(1)...O(h)]O =
(∧h T ) [−h].
Being the sheaf O(j) locally free, the functor O(j)⊗ (−) preserves the short exact sequences (6.19);
moreover, observing that
Hom(O(l),O(m)) ∼= Hom(O(l + n),O(m+ n))
for all l,m, n ∈ Z, we deduce that for j < h ≤ k − 1
R[O(j+1),...,O(h)]O(j) =
(∧h−j T (j)) [j − h].
100 G. COTTI(‡), B. DUBROVIN(†), D. GUZZETTI(†)
Corollary 6.11. The central connection and the Stokes matrices of the quantum cohomology of Pk−1C ,
computed at 0 ∈ QH•(P) and with respect to a line ` with slope 0 <  < pik , corresponds (modulo action
of (Z/2Z)k) to the exceptional collections(
O
(
k
2
)
,
∧1 T (k2 − 1
)
,O
(
k
2 + 1
)
,
∧3 T (k2 − 2
)
, . . . ,O(k − 1),
∧k−1 T )
for k even, and(
O
(
k − 1
2
)
,O
(
k + 1
2
)
,
∧2 T (k − 32
)
,O
(
k + 3
2
)
,
∧4 T (k − 52
)
, . . . ,O (k − 1) ,
∧k−1 T )
for k odd.
Proof. From Theorem 6.7 and from Lemma 6.9, we have that the monodromy data computed at 0
with respect to the line ` correspond to the exceptional collection
Bσ, σ := (β−112 β−123 . . . β−1k−1,k) . . . (β
−1
12 β
−1
23 β
−1
34 β
−1
45 β
−1
56 )(β−112 β−123 β−134 )β−112
for k even, and to
Bσ, σ := (β−112 β−123 . . . β−1k−1,k) . . . (β
−1
12 β
−1
23 β
−1
34 β
−1
45 )(β−112 β−123 )
for k odd. Using the previous observations, one obtains the collections above. 
6.7. Monodromy data along the small quantum cohomology, and some results on the big
quantum cohomology.
From Corollary 6.11, we are able to determine the monodromy data at any point of the small quantum
cohomology with respect to any line `, together with the corresponding full exceptional collections.
The small quantum cohomology is identified with the set of points (0, t2, 0, ..., 0), which can be
represented in the t2-plane. Fixed `, by formula (6.13) we see that when t2 varies, then some Stokes
rays cross ` whenever
=t2 = −kφ+mpi, m ∈ Z. (6.20)
Thus, the t2-plane is divided into horizontal strips, whose boundary lines are (6.20). These strips are
the intersection of the small quantum cohomology with `-chambers.
By the Isomonodromy Theorem 2.25, the monodromy data are constant in each horizontal strip.
The data in different strips are related by a braid, as follows. Passing from one strip C1(`) to an
adjacent one C2(`), one Stokes ray crosses `, so the monodromy data change by a braid, determined
by ui, uj associated with the ray crossing `, as in Section 2.5.
Up to now we have fixed a line ` and considered the data in these “static” strips (which, remember,
corresponds to “static” `-chambers). If instead we let ` rotate, say by increasing its slope φ, then the
`-strips glide over the t2-plane, according to equation (6.20). Consider a point t2 ∈ C1(`), and let the
line ` vary by increasing its slope by ∆φ. Let `′ be the admissible line after the rotation. Then, the
strip C1(`) moves towards =(t2) → −∞, so that, at the end of the rotation, t2 belongs to another
strip, say C2(`′) = C2(`)− c for some positive constant c = k∆φ. This process leads to the same braid
actions obtained from the point of view described in the previous paragraph.
In conclusion, if we know the data at a point of the small quantum cohomology with respect to
some line `, then we can reconstruct the data at any other point with respect to any other line.
Starting from 0 ∈ QH•(P) with a line ` of slope 0 < φ < pik , we let increase φ, so that the line `
rotates counter-clockwise. From the configuration of the Stokes rays, it is easily seen that the first
crossing between ` and Stokes rays is described as follows:
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Slex Exceptional Collection Braid
0 < 3φ+ =(t1) < pi
 1 3 −30 1 −3
0 0 1
 (O(1),O(2),∧2 T ) id
pi < 3φ+ =(t1) < 2pi
 1 −3 −60 1 3
0 0 1
 (O(1),∧1 T ,O(2)) ω1,3
2pi < 3φ+ =(t1) < 3pi
 1 3 30 1 3
0 0 1
 (O,O(1),O(2)) ω1,3ω2,3
3pi < 3φ+ =(t1) < 4pi
 1 3 −60 1 −3
0 0 1
 (O,Ω(2),O(1)) ω1,3ω2,3ω1,3
4pi < 3φ+ =(t1) < 5pi
 1 −3 −30 1 3
0 0 1
 (∧2 Ω(2),O,O(1)) (ω1,3ω2,3)2
5pi < 3φ+ =(t1) < 6pi
 1 −3 60 1 −3
0 0 1
 (∧2 Ω(2),Ω(1),O) (ω1,3ω2,3)2ω1,3
6pi < 3φ+ =(t1) < 7pi
 1 3 −30 1 −3
0 0 1
 (∧2 Ω(1),∧2 Ω(2),O) (ω1,3ω2,3)3
Table 2. In this table we represent all possible Stokes matrices along the small
quantum cohomology of P2C, in the `-lexicographical order for a line ` of slope φ. We
also write the corresponding (modulo shifts) exceptional collections associated with
the monodromy data. Notice that the Beilinson exceptional collection B appears
along the small quantum locus: it is obtained from the one of Corollary 6.11 by
applying the braids ω1,3ω2,3.
• if k ≥ 4 is even, the line ` firstly crosses k2 Stokes rays (which coincide) and the corresponding
braid is
ω1,k :=
k∏
i=2
i even
βi−1,i;
• if k ≥ 3 is odd, then the line ` firstly crosses k−12 Stokes rays (which coincide) and the
corresponding braid is
ω1,k :=
k∏
i=3
i odd
βi−1,i.
The second crossing is:
• if k ≥ 4 is even, the line ` secondly cross k2 − 1 Stokes rays (which coincide) and the corre-
sponding braid is
ω2,k :=
k−1∏
i=3
i odd
βi−1,i;
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• if k ≥ 3 is odd, then the line ` firstly cross k−12 Stokes rays (which coincide) and the corre-
sponding braid is
ω2,k :=
k−1∏
i=2
i even
βi−1,i.
Furthermore, using symmetries of regular polygons, it is easy to see that the braids corresponding to
subsequent crossings are alternatively ω1,k and ω2,k: in this ways, if we let ` rotate counterclockwise,
and we have N crossings in total, the resulting acting braid is the composition
ω1,kω2,kω1,kω2,k . . .
with N braids ω in total. Notice that after a complete rotation of `, the resulting braid is
(ω1,kω2,k)k,
which, accordingly to Corollary 2.35 and using the “Yang–Baxter” braid relations (6.16), is easily
seen to be the central element (β12, . . . , βk−1,k)k, .
Theorem 6.12. The braids of Lemma 6.9, i.e.
ββ′ = β12(β34β23β12)(β56β45β34β23β12) . . . (βk−1,kβk−2,k−1 . . . β12)
for k even,
ββ′ = (β23β12)(β45β34β23β12) . . . (βk−1,kβk−2,k−1 . . . β12)
for k odd, which take the monodromy data computed at 0 ∈ QH•(Pk−1C ) (with respect to a line of
slope 0 < φ < pik ) to the data corresponding to the Beilinson’s exceptional collection, are of the form
ω1,kω2,kω1,kω2,k . . .
if and only if k = 2 or k = 3. Thus, they do not correspond to analytic continuation along paths in
the small quantum cohomology for k ≥ 4.
Proof. For k = 2, 3 we have already shown that the braids ββ′ are
ω1,2 = β12 and ω1,3ω2,3 = β23β12
respectively. So, let us suppose that k ≥ 4 and that ββ′ can be expressed as a product
ω1,kω2,kω1,kω2,k . . . . (6.21)
Let us start from the following observation: if a generic braid can be represented as a product of
positive powers of elementary braids βi,i+1, then any other of its factorizations in positive powers of
elementary braids must consist of the same numbers of factors (this follows immediately from the
relations defining the braid group Bn). Thus, the product (6.21) should be a product of(
k
2
)2
factors for k even, k
2 − 1
4 factors for k odd.
We firstly consider the case k even: we are supposing existence of a number n ∈ N∗ such that the
product (6.21) contains n times the braid ω1,k and n or n− 1 times the braid ω2,k. So, we must have
n
k
2 +m
(
k
2 − 1
)
=
(
k
2
)2
for some n ∈ N∗ and m ∈ {n− 1, n}, so that
k = (n+m)± 12(4(n+m)
2 − 16m) 12 . (6.22)
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β12 β12
1 2 2 1 1 2
1
1
1
2
2
2
3
3 3
1
1 1
2
2 233
3
4
4 4
1 1
1
2
2 23
3
3
4
4
45
5
5
1
1 1
2
2
2
3
3
3
4
4
4
5
5
5
β23 β12
β12β34 β23
β23β45 β12β34
6
6
6
β12β34β56 β23β45
Figure 5. Here we represent the action of the braids ω1,k, ω2,k for 2 ≤ k ≤ 6. In
the left column the reader can find the canonical coordinates in the `-lexicographical
order for ` of slope φ ∈]0; pik [. In the central column we represent the action of the
braid ω1,k, whereas in the right column the consecutive action of the braid ω2,k.
As a necessary condition we have that
4(n+m)2 − 16m, with m ∈ {n− 1, n}
must be the square of some integer. Since
• for m = n the number 16(n2 − n) is a perfect square only for n = 1,
• for m = n− 1 the number 16(n− 1)2 + 4 is a perfect square only for n = 1,
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according to (6.22) the only possible value of k is k = 2. Analogously, for the case k ≥ 3 and odd, if
we suppose that it exists a number n ∈ N∗ such that the product (6.21) contains n times the braid
ω1,k and n or n− 1 times the braid ω2,k, we necessarily must have
n
k − 1
2 +m
k − 1
2 =
k2 − 1
4 , with m ∈ {n− 1, n}
=⇒ n+m = k + 12 , with m ∈ {n− 1, n} .
Thus, for any odd number k ≥ 3, we have found a composition of n times ω1,k and n or n− 1 times
ω2,k whose length equals the length of ββ′. In particular, we have that
• if k = 4n− 1 then ω1,k and ω2,k appear the same number n = m of times;
• if k = 4n− 3 then ω1,k appears n times and ω2,k appears m = n− 1 times.
Notice in particular that for k = 3 we are in the first case, according to what said at the beginning
of the proof. We want now to show that k = 3 is the only case in which the braid we have found is
actually ββ′.
1
1 1
1
Figure 6. Configuration of the canonical coordinates, for k odd (k = 3, 5, 7, 9) after
the action of the candidate braid ω1,kω2,k . . . . Notice that the final arrangement of
the canonical coordinates is (. . . , 1
n-th
, . . . ).
For this, notice that the braid ββ′ takes the canonical coordinates in an ordered cyclic disposition
(u1, u2, . . . , uk) starting from 1 and going counter-clockwise along the regular k-gon formed by the
canonical coordinates: we will denote this arrangement by the k-tuple (1, 2, 3, . . . , k). Instead, the
product of ω’s we have found takes the canonical coordinates in another configuration: for example,
the canonical coordinate u1 is not taken in the first position but in the n-th in both cases k = 4n− 1
or k = 4n− 3: the corresponding k-tuple is of the form
(. . . , 1
n-th
, . . . ).
Again we find that the only admissible case is n = 1, and so k = 3. This completes the proof. 
6.8. Symmetries and Quasi-Periodicity of Stokes matrices along the small quantum locus.
In this section we describe an interesting property of quasi-periodicity of the Stokes matrices computed
at a point of the small quantum cohomology of P with respect to all possible admissible lines `.
Because of the discussion at the beginning of the previous section, we can do the computation at any
point, say, to fix ideas, at 0 ∈ QH•(P).
For this let us introduce, following [Guz99], a new labelling of Stokes rays which is useful in order
to describe the Stokes factors in which the matrix S factorizes. Let us fix an admissible line ` in C of
direction φ and choose an admissible direction arg z = τ in the universal cover R (namely, φ− τ = 0
mod 2pi), which projects onto `+. We label the Stokes rays in R as follows: the rays are labelled
in counter-clockwise order (i.e. increasing the value of the argument) starting from the first one in
Πright which will be R0. In this way
R0, . . . , Rk−1 ⊆ Πright,
Rk, . . . , R2k−1 ⊆ Πleft.
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The labeling is then extended to all integers, increasing the index in counter-clockwise direction, so
to obtain a whole family {Ri}i∈Z. For the choice of ` with slope 0 < φ < pik we have that
the ray R0 projects onto R1k,
the ray R1 projects onto R1,k−1,
. . .
where we do not use the lexicographical labelling but the original one (see equation (6.13)). If we
denote by Sj the sector in R bounded by Rj−1 and Rj+k, then Sj has angular width of pi + pik and
consequently there exists a unique solution Ξj of the system (6.5) with the asymptotic expansion
ηΨ−1Yformal(z, u) on Sj . We define the Stokes factors to be the connection matrices Kj such that
Ξj+1 = ΞjKj , j ∈ Z.
In this way we have that
S = K0K1 . . .Kk−2Kk−1. (6.23)
Moreover, notice that the first row of Ξj(z) is equal to z
k−1
2 Φj(z), where Φj(z) is a row vector whose
entries form a basis of independent solutions of equation (6.6). Therefore, we have that
Φj+1 = ΦjKj .
Notice that if
F (z) :=
(
1√
k
1
z
k−1
2
exp(kz), 1√
k
e
ipi
k
z
k−1
2
exp(ke 2piik z), . . . , 1√
k
e
ipi
k (k−1)
z
k−1
2
exp(ke 2piik (k−1)z)
)
is the row vector whose entries are the first term of the asymptotic expansions of an actual basis of
solution Φ(z) of the equation (6.6), it is easily seen that
F (ze 2piik ) = F (z)TF , TF =

0 . . . 1
−1 0
−1 0
−1
. . .
. . .
...
−1 0

.
As a consequence, if Φm(z) is the unique genuine solution of the hypergeometric equation such that
Φm(z) ∼ F (z) z →∞ z ∈ Sm,
then
Φm+2(ze
2pii
k ) ∼ F (ze 2piik ) = F (z)TF z ∈ Sm,
so that
Φm+2(ze
2pii
k )T−1F ∼ F (z) z ∈ Sm.
By uniqueness, this implies that
Φm+2(ze
2pii
k )T−1F = Φm(z) z ∈ R.
We deduce from this identity the following properties of the Stokes factors.
Lemma 6.13 ([Guz99]). For any m, q ∈ Z the following identity holds
Km+2q = T−qF KmT
q
F .
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Proof. We have from the definitions of the Ki’s that
Φm+1(z) = Φm(z)Km = Φm+2(ze
2pii
k )T−1F Km
= Φm+3(ze
2pii
k )K−1m+2T−1F Km
= Φm+1(z)TFK−1m+2T−1F Km.
Hence, Km+2 = T−1F KmT 1F . A simple inductive argument completes the proof. 
From this one can deduce the following
Theorem 6.14 ([Guz99]). Let ` be an admissible line, and let us enumerate the rays as described
above, and introduce the corresponding Stokes factors Ki’s. The Stokes matrix of the system (6.5),
and equivalently of the hypergeometric equation (6.6), for k > 3, is given by
S =

(K0K1T−1F )
k
2 T
k
2
F ≡ T
k
2
F (T
−1
F Kk−2Kk−1)
k
2 , k even
(K0K1T−1F )
k−1
2 K0T
k−1
2
F ≡ T
k−1
2
F Kk−1(T
−1
F Kk−2Kk−1)
k−1
2 , k odd.
Moreover, the two Stokes factors Kk−2 and Kk−1 are given by:
• for k even we have
(Kk−2)2,1 = −
(
k
1
)
, (Kk−2)j,j = 1 for j = 1, . . . , k
(Kk−2)j,k−j+3 =
(
k
2j − 3
)
for j = 3, . . . , k2 + 1
(Kk−1)j,j = 1 for j = 1, . . . , k, (Kk−1)j,k−j+2 =
(
k
2(j − 1)
)
for j = 2, . . . , k2
and all other entries of Kk−2,Kk−1 are zero.
• for k odd we have
(Kk−2)2,1 = −
(
k
1
)
, (Kk−2)j,j = 1 for j = 1, . . . , k
(Kk−2)j,k−j+3 =
(
k
2j − 3
)
for j = 3, . . . , k + 12
(Kk−1)j,j = 1 for j = 1, . . . , k, (Kk−1)j,k−j+2 =
(
k
2(j − 1)
)
for j = 2, . . . , k + 12
and all other entries of Kk−2,Kk−1 are zero.
The above theorem was a crucial step introduced in [Guz99] in order to explicitly compute the
Stokes matrices and prove point (3a) of Conjecture 5.2. With this results, we can now summarize
the symmetries and quasi-periodicity relations of the Stokes matrices
Theorem 6.15. Let p be a point of the small quantum cohomology of Pk−1C , let ` be an admissible
line at p, and denote by Sp(`)lex the Stokes matrix computed at p, with respect to the line ` and in
the `-lexicographical order. Then the entries of the matrices
Sp(`)lex and Sp(e
2pii
k `)lex
differ just by some signs. Moreover, also the entries
(Sp(`))lexj,j+1 and
(
Sp(e
pii
k `)
)lex
j,j+1
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differ by some signs for any i = 1, . . . , k − 1. Thus, in particular the (k − 1)-tuple(∣∣∣(Sp(`)lex)1,2∣∣∣ , ∣∣∣(Sp(`)lex)2,3∣∣∣ , . . . , ∣∣∣(Sp(`)lex)k−1,k∣∣∣)
does not depend on p and `. In particular, it is equal to((
k
1
)
, . . . ,
(
k
k − 1
))
.
Proof. We restrict to the case k even, the case k odd being analogous. In order to prove the theorem,
it sufficies to compute monodromy data at p = 0 ∈ QH•(P). For brevity, we will omit the index
p = 0 from the Stokes matrix Sp(`). So, if we fix an admissible line `, and if S(`)lex is the Stokes
matrix in the lexicographical form, then
S(e 2piik `)lex =
(
S(`)lex
)ω1ω2 or (S(`)lex)ω2ω1 .
In order to put
S(`) = K0K1 . . .Kk−2Kk−1,
of formula (6.23) in lexicographical order, we act by conjugation Slex(`) = PS(`)P−1, with a unique
permutation matrix P corresponding to the `-lexicographical order. We have
S(e 2piik `) = K2K3 . . .KkKk+1,
and according to Lemma 6.13
Kk = T
− k2
F K0T
k
2
F , Kk+1 = T
− k2
F K1T
k
2
F .
Thus,
S(e 2piik `) = T
k
2
F
(
T−1F KkKk+1
) k
2
= T
k
2
F
(
T−1F T
− k2
F K0K1T
k
2
F
) k
2
= T−1F (K0K1T
−1
F )
k
2 T
k
2+1
F
= T−1F S(`)TF .
If we want to put the matrix S(e 2piik `) in the lexicographical form, we have to conjugate it by a suitable
permutation matrix Q (corresponding to the lexicographical order with respect to the rotated line
e
2pii
k `):
S(e 2piik `)lex = Q · S(e 2piik `) ·Q−1
= (QT−1F ) · S(`) · (QT−1F )−1.
By definition of TF , we clearly have that
QT−1F = JP1,
where P1 is a permutation matrix and J is a matrix of the form diag(±1, . . . ,±1) (in particular, there
will be k − 1 times entries (−1)’s and just one entry (+1), as in the matrix T−1F ). Consequently, we
have that
J−1S(e 2piik `)lexJ = P1 · S(`) · P1,
and since the lhs is upper triangular we conclude that P = P1, by uniqueness of the lexicographical
order. This proves the first statement.
For the second statement, it is sufficient to prove it just for the choice of ` with slope 0 < φ < pik .
From the explicit expressions for the Stokes factors Kk−2 and Kk−1 of the previous Theorem, after
some computations, one finds that the entries in the first upper-diagonals of the matrix S(`)lex are
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
1 −(k1) −(k1)( kk−2)+ ( kk−1) (k1)2 − (k2) . . . . . .
1
(
k
k−2
) −(k1) . . . . . .
1 −(k3) . . . . . .
. . .
. . .
1 −( kk−3) −( kk−3)(k2)+ ( kk−1) ( kk−3)(k1)− ( kk−2)
1
(
k
2
) −(k1)
1 −( kk−1)
1

,
i.e. along the diagonals we have the general form
. . .
. . .
1 −( k2n−1) −( k2n−1)( kk−2n)+ ( kk−1) ( k2n−1)(k1)− ( k2n) . . .
1
(
k
k−2n
) −(k1) . . .
1 −( k2n+1) . . .
1 . . .

for n = 1, . . . , k2 − 1. Since the Stokes matrix S(e
pii
k `)lex is equal to (S(`)lex)ω1 = Aω1 · S(`)lex · Aω1 ,
where
Aω1 =

0 1
1
(
k
1
)
0 1
1
(
k
3
)
. . .
0 1
1
(
k
k−1
)

,
we find that (
S(epiik `)lex
)
2i+1,2i+2
=
(
k
2i+ 1
)
i = 0, . . . , k2 − 1
and (
S(epiik `)lex
)
2i,2i+1
=
(
S(`)lex
)
2i−1,2i+2 −
(
S(`)lex
)
2i−1,2i−1 ·
(
S(`)lex
)
2i,2i+2
=
(
k
2n− 1
)(
k
1
)
−
(
k
2n
)
+
(
k
2n− 1
)(
k
1
)
= −
(
k
2n
)
for i = 1, . . . , k2 − 1. This completes the proof. 
HELIX STRUCTURES IN QUANTUM COHOMOLOGY OF FANO VARIETIES 109
Corollary 6.16. The Beilinson exceptional collection B corresponds to the monodromy data com-
puted at some point of the small quantum cohomology of Pk−1C if and only if k = 2, 3.
Proof. Note that the inverse of the Gram matrix of the Grothendieck–Euler–Poincaré product, which
would coincide with the Stokes matrix, has the following entries on the upper diagonal:
(−k,−k, . . . ,−k,−k).

Remark 6.17. Note that the Corollary above cannot be deduced from Theorems 6.7 and 6.12. The
reason is that a priori the subgroup of Bk of braids fixing up to shifts the Beilinson exceptional
collection B {
β ∈ Bk : Bβ ≡ B[m]
}
, m := (m1, . . . ,mk) ∈ Zk,
could be non-trivial. In general, it is still an open problem to study transitiveness and freeness of the
braid group action on the set of exceptional collections. See [GK04] fur further details.
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7. Proof of the Main Conjecture for Grassmannians
In what follows
• r, k will be natural numbers such that 0 < r < k.
• We will denote by P the complex projective space Pk−1C ;
• G will be the complex Grassmannian G(r, k) of r-planes in Ck;
• Π will denote the cartesian product
P× · · · × P︸ ︷︷ ︸
r times
.
• σ ∈ H2(P,C) will be the generator of the cohomology of P, normalized so that∫
P
σk−1 = 1.
We will denote the power σh, with h ∈ N, by σh.
As an immediate generalization of the case of complex projective spaces, the Frobenius algebra
structure defined by the (small) quantum cohomology of complex Grassmannians has been one of
the first examples extensively studied both in physics [Vaf91, Wit95] and mathematical literature
[ST97, Ber97, Buc03]. Here, we show how the validity of Conjecture 5.2 for all complex Grassmannians
can be directly deduced from the explicit results for projective spaces obtained in the previous Section.
We also show validity of a property of quasi-periodicity of the Stokes matrices along points of the
small quantum cohomology, analogous to the one described in Theorem 6.15. The main tool is an
identification of the classical/quantum cohomology of the Grassmannian G with an exterior power of
the classical/quantum cohomology of P. Such an identification has been described in the literature
from many perspectives, and we briefly summarize it both in the classical and in the quantum case.
7.1. Results on the Classical Cohomology of G. The complex Grassmannian G can be seen
as a symplectic quotient. Let us consider the complex vector space Hom(Cr,Ck) endowed with its
standard symplectic structure: if we introduce on Hom(Cr,Ck) coordinates aij = xij +
√−1yij , for
1 ≤ i ≤ k and 1 ≤ j ≤ r, then the standard symplectic structure is
ω :=
∑
i,j
dxij ∧ dyij .
Let us consider the action of U(r) on Hom(Cr,Ck) defined by g · A := A ◦ g−1: this action is
Hamiltonian and a moment map µU(r) : Hom(Cr,Ck)→ u(r) is given by
µU(r)(A) := A†A− 1.
Since the subset µ−1U(r)(0) is the set of unitary r-frames in Ck, we have clearly the identification
G ∼= Hom(Cr,Ck)  U(r) := µ−1U(r)(0)/U(r).
If T ⊆ U(r) is the subgroup of diagonal matrices, then T ∼= U(1)×r is a maximal torus. Denoting by
µT : Hom(Cr,Ck) → u(1)×r the composition of µU(r) and the canonical projection u(r) → u(1)×r,
we have that µ−1T (0) is the set of matrices A ∈Mk,r(C) whose columns have unit length. Hence, we
have
Π ∼= Hom(Cr,Ck)  T := µ−1T (0)/T.
Moreover, the quotient
µ−1U(r)(0)/T
can be identified with the flag manifold F := Fl(1, 2, . . . , r, k) (for the identification we have to choose
a Hermitian metric on Ck, e.g. the standard one, compatible with the standard symplectic structure).
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Because of the inclusion µ−1U(r)(0) ⊆ µ−1T (0), we have the following quotient diagram:
F
p

  ι // Π
G
where p is the canonical projecton, and ι the inclusion. Note that in this way there is also a natural
rational map “taking the span”
Π // G : (`1, . . . , `r) 7→ span〈`1, . . . , `r〉 ,
whose domain is the image of ι. On the manifold Π we have r canonical line bundles, denoted Lj
for j = 1, . . . , r, defined as the pull-back of the bundle O(1) on the j-th factor P. If we denote
V1 ⊆ V2 ⊆ · · · ⊆ Vr the tautological bundles over F, we have that
ι∗Lj ∼= (Vj/Vj−1)∨.
Denoting with the same symbol xi the Chern class c1(Li) on Π and its pull-back c1(ι∗Li) = ι∗c1(Li)
on F, we have
H•(Π,C) ∼= H•(P,C)⊗r ∼= C[x1, . . . , xr]〈xk1 , . . . xkr 〉
(by Künneth Theorem),
H•(F,C) ∼= C[x1, . . . , xr]〈hk−r+1, . . . , hk〉 ,
where hj stands for the j-th complete symmetric polynomial in x1, . . . , xr. Since the classes x1, . . . , xr
are the Chern roots of the dual of the tautological bundle Vr, we also have
H• (G,C) ∼= C[e1, . . . , er]〈hn−k+1, . . . , hn〉
∼= C[x1, . . . , xk]
Sk
〈hn−k+1, . . . , hn〉 ,
where the ej ’s are the elementary symmetric polynomials in x1, . . . , xr. This is the classical represen-
tation of the cohomology ring of the Grassmannian G with generators the Chern classes of the dual
of the tautological vector bundle S, and relations generated by the Segre classes of S.
From this presentation of algebras, it is clear that any cohomology class of G can be lifted to a
cohomology class of Π: we will say that γ˜ ∈ H•(Π,C) is the lift of γ ∈ H•(G,C) if p∗γ = ι∗γ˜. The
following integration formula allow us to express the cohomology pairings on H•(G,C) in terms of
the cohomology pairings on H•(Π,C).
Theorem 7.1 ([Mar00]). If γ ∈ H•(G,C) admits the lift γ˜ ∈ H•(Π,C), then∫
G
γ = (−1)
(r2)
r!
∫
Π
γ˜ ∪Π ∆2, (7.1)
where
∆ :=
∏
1≤i<j≤r
(xi − xj).
Corollary 7.2 ([ES89]). The linear morphism
ϑ : H•(G,C)→ H•(Π,C) : γ 7→ γ˜ ∪Π ∆
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is injective, and its image is the subspace of antisymmetric part of H•(Π,C) with respect to the
Sr-action. Moreover
ϑ(α ∪G β) = ϑ(α) ∪Π β˜ = α˜ ∪Π ϑ(β).
Proof. If ϑ(γ) = 0, then ∫
G
γ ∪ γ′ = (−1)
(r2)
r!
∫
Π
(γ˜ ∪∆) ∪ (γ˜′ ∪∆) = 0
for all γ′ ∈ H•(G,C). Then γ = 0. Being clear that ϑ(γ) is antisymmetric, observe that any
antisymmetric class is of the form γ˜ ∪∆ with γ˜ symmetric in x1, . . . , xr. The last statement follows
from the fact that the lift of a cup product is the cup product of the lifts. 
We can identify the antisymmetric part of H•(Π,C) ∼= H•(P,C)⊗r with ∧rH•(P,C), using the
identifications i, j illustrated in the following diagram
H•(P,C)⊗r pi //
∧r
H•(P,C)
i
vv
[H•(P,C)⊗r]ant
?
OO
j
??
where
pi : H•(P,C)⊗r →
∧r
H•(P,C) : α1 ⊗ · · · ⊗ αr 7→ α1 ∧ · · · ∧ αr,
i :
∧r
H•(P,C)→ [H•(P,C)⊗r]ant : α1 ∧ · · · ∧ αr 7→
∑
ρ∈Sr
ε(ρ)αρ(1) ⊗ · · · ⊗ αρ(r),
together with its inverse
j : [H•(P,C)⊗r]ant →
∧r
H•(P,C) : α1 ⊗ · · · ⊗ αr 7→ 1
r!α1 ∧ · · · ∧ αr.
The Poincaré pairing gP on H•(P,C) induces a metric g⊗P on H•(P,C)⊗r and a metric g∧P on∧r
H•(P,C) given by
g⊗P(α1 ⊗ · · · ⊗ αr, β1 ⊗ · · · ⊗ βr) :=
r∏
i=1
gP(αi, βi),
g∧P(α1 ∧ · · · ∧ αr, β1 ∧ · · · ∧ βr) := det
(
gP(αi, βj)
)
1≤i,j≤r .
Using the identifications above, when g⊗P is restricted on the subspace [H•(P,C)⊗r]ant it coincides
with r!g∧P on
∧r
H•(P,C). From the integration formula (7.1), we deduce the following result.
Corollary 7.3. The isomorphism
j ◦ ϑ : (H•(G,C), gG)→ (∧rH•(P,C), (−1)(r2)g∧P)
is an isometry.
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An additive basis of H•(G,C) is given by the Schubert classes (Poincaré-dual to the Schubert
cycles), given in terms of x1, . . . , xr by the Schur polynomials
σλ :=
det

xλ1+r−11 x
λ2+r−2
1 . . . x
λr
1
xλ1+r−12 x
λ2+r−2
2 . . . x
λr
2
...
xλ1+r−1r x
λ2+r−2
r . . . x
λr
r

det

xr−11 x
r−2
1 . . . 1
xr−12 x
r−2
2 . . . 1
...
xr−1r x
r−2
r . . . 1

where λ is a partition whose corresponding Young diagram is contained in in a r× (k− r) rectangle.
The lift of each Schubert class to H•(Π,C) is the Schur polynomial in x1, . . . , xr (indeed each xi in
the Schur polynomial has exponent at most k − r < k). Thus, under the identification above, the
class j ◦ ϑ(σλ) is σλ1+r−1 ∧ · · · ∧ σλr ∈
∧r
H•(P,C), σ being the generator of H2(P,C).
Using the Künneth isomorphism H•(Π,C) ∼= H•(P,C)⊗r, the cup product ∪Π is expressed in
terms of ∪P as follows:(∑
i
αi1 ⊗ · · · ⊗ αir
)
∪Π
∑
j
βj1 ⊗ · · · ⊗ βjr
 = ∑
i,j
(αi1 ∪P βj1)⊗ · · · ⊗ (αir ∪P βjr).
If γ ∈ H•(Π,C)Sr , then γ ∪Π (−) : H•(Π,C) → H•(Π,C) leaves invariant the subspace of anty-
symmetric classes. Thus, γ ∪Π (−) induces an endomorphism Aγ ∈ End (
∧r
H•(P,C)) that acts on
decomposable elements α = α1 ∧ · · · ∧ αr as follows
Aγ(α) = j(γ ∪Π i(α)) = 1
r!
∑
i,ρ
ε(ρ)(γi1 ∪P αρ(1)) ∧ · · · ∧ (γir ∪P αρ(r)), (7.2)
where γij ∈ H•(P,C) are such that
γ =
∑
i
γi1 ⊗ · · · ⊗ γir.
As an example, in the following Proposition we reformulate in
∧r
H•(P,C) the classical Pieri
formula, expressing the multiplication by a special Schubert class σ` in H•(G,C)
σ` ∪G σµ =
∑
ν
σν ,
where the sum is on all partitions ν which belong to the set µ⊗ ` (the set of partitions obtained by
adding ` boxes to µ, at most one per column) and which are contained in the rectangle r × (k − r),
in terms of the multiplication by σ` = (σ)` ∈ H•(P,C). We also make explicit the operation of
multiplication by the classes p` ∈ H•(G,C) defined in terms of the special Schubert classes by
p` := −
 ∑
n1+2n2+···+rnr=`
n1,...,nr≥0
`(n1 + · · ·+ nr − 1)!
n1! . . . nr!
r∏
i=1
(−σi)ni
 , ` = 0, . . . , k − 1,
because of the nice form of their lifts p˜` ∈ H•(Π,C).
Proposition 7.4. If σµ ∈ H•(G,C) is a Schubert class then
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• the product σ` ∪G σµ with a special Schubert class σ` is given by
j ◦ ϑ(σ` ∪G σµ) = 1
r!
 ∑
i1+···+ir=`
i1,...,ir≥0
∑
ρ∈Sr
r∧
j=1
σiρ(j) ∪P σµj+r−j
 ;
• the product p` ∪G σµ is given by
j ◦ ϑ(p` ∪G σµ) =
r∑
i=1
σµ1+r−1 ∧ · · · ∧ (σµi+r−i ∪P σ`) ∧ · · · ∧ σµr .
Proof. From Corollary (7.2) we have
ϑ(σ` ∪G σµ) = σ˜` ∪Π ϑ(σµ)
If γ = σ˜` is the lift of the special Schubert class σ` ∈ H•(G,C), then
σ˜` = h`(x1, . . . , xr) =
∑
i1+···+ir=`
i1,...,ir≥0
σi1 ⊗ · · · ⊗ σir ,
and using (7.2) we easily conclude. Analogously, we have that
p˜` =
r∑
i=1
x`i =
r∑
i=1
1⊗ · · · ⊗ σ`
i-th
⊗ · · · ⊗ 1,
and
Ap˜`(α) =
r∑
i=1
α1 ∧ · · · ∧ (σ` ∪P αi) ∧ · · · ∧ αr.

Corollary 7.5. For any z ∈ C∗, any t2σ1 ∈ H2(G,C), and any Schubert class σλ ∈ H•(G,C), the
following identity holds:
j ◦ ϑ(zt2σ1 ∪ σλ) =
r∧
j=1
zt
2σ ∪ σλj+r−j .
Proof. We have that
r∧
j=1
zt
2σ ∪ σλj+r−j =
r∧
j=1
∞∑
kj=0
(log z)kj
kj !
(t2σ)kj ∪ σλj+r−j
=
∞∑
k1=0
· · ·
∞∑
kr=0
(log z)k1+···+kr
k1! . . . kr!
r∧
j=1
(t2σ)kj ∪ σλj+r−j
=
∞∑
k=0
(log z)k
k!
∑
k1+···+kr=k
(
k
k1 . . . kr
) r∧
j=1
(t2σ)kj ∪ σλj+r−j
= j ◦ ϑ
( ∞∑
k=0
(log z)k
k! ((t
2σ1)k ∪ σλ)
)
= j ◦ ϑ(zt2σ1 ∪ σλ).
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
Proposition 7.6. If µP ∈ End(H•(P,C)) and µG denotes the grading operator for the Projective
Space and the Grassmannian respectively, defined as in (2.10), then for all Schubert classes σλ ∈
H•(G,C) the following identities hold:
j ◦ ϑ(µGσλ) =
r∑
j=1
σλ1+r−1 ∧ · · · ∧ µPσλj+r−j ∧ · · · ∧ σλr ,
j ◦ ϑ(zµGσλ) =
r∧
j=1
zµ
P
σλj+r−j , z ∈ C∗.
Proof. For the first identity notice that
(j ◦ ϑ)−1
 r∑
j=1
σλ1+r−1 ∧ · · · ∧
(
λj + r − j − k − 12
)
σλj+r−j ∧ · · · ∧ σλr

= σλ ·
 r∑
j=1
λj
+ r2 − r(r + 1)2 − (k − 1)r2

= σλ ·
 r∑
j=1
λj
− r(k − r)2

= µG(σλ).
For the second identity, we have that
r∧
j=1
zµ
P
σλj+r−j =
r∧
j=1
z
µPλj+r−j · σλj+r−j
= exp
log(z) · r∑
j=1
µPλj+r−j
 · r∧
j=1
σλj+r−j
= j ◦ ϑ
(
zµ
G
σλ
)
.

7.2. Quantum cohomology of G as exterior power of the quantum cohomology of P. The
identification in the classical cohomology setting of H•(G,C) with the exterior power
∧r
H•(P,C)
explained in the previous section, has been extended also to the quantum case from many different
perspectives.
The validity of this identification was already clear to physicists: it can be found already in
Appendix A of [CV93], in the description of the σ-model of G as “equivalent up to D-terms” to a
Sr-quotient of a tensor product of σ-models of P. Moreover, a similar relationship is outlined also in
Appendix A of [HV00].
It was only with the paper [BCFK05] that two different proofs of this identification for small
quantum cohomologies were given, the first one using localization and Grothendieck Quot schemes
techinques, the second one being based on some explicit identities relating 3-points genus 0 Gromov–
Witten invariants of G and P deduced from Vafa–Intriligator residue formula.
Subsequently, these results were extended to a more general situation in [BCFK08]: generalizing
the conjecture by K. Hori and C. Vafa, the authors conjectured similar relationships between the
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Gromov–Witten theory in genus 0 of a non-abelian symplectic (or GIT, if you prefer) quotient X G
with that of the corresponding abelian quotient30XT . These conjectures were shown to hold true for
partial flag varieties. Subsequently, in [CFKS08], the relationships described in [BCFK05, BCFK08]
are summarized and extended in order to re-interpret them as identifications of Frobenius structures.
In [KS08] two new tensorial operations of (germs of) Frobenius manifolds are introduced (symmetric
and exterior powers): the quantum cohomology of G is described as r-th exterior power of the
quantum cohomology31 of P.
Contemporarily to the works mentioned above, in [Gat05b, Gat05a] L. Gatto described a new point
of view for studying, in a greatly unified way, both classical and small quantum Schubert calculus.
The surprisingly simple Gatto’s realization of Schubert calculus is based on the properties of Hasse–
Schmidt derivations on the exterior algebra of a free module. Let A be a commutative ring, and let
M be a free A-module of countable infinte rank. The A-modules
∧
M and (
∧
M) [[t]] are endowed
with two natural A-algebras structures, the second one being defined through(∑
i
αit
i
)
∧
∑
j
βjt
j
 := ∑
h
 ∑
i+j=h
αi ∧ βj
 th.
Definition 7.7. An A-module morphism D :
∧
M → (∧M) [[t]] is called a Hasse–Schmidt derivation
if it is an A-algebra homomorphism. i.e. such that
D(α ∧ β) = D(α) ∧D(β), for all α, β ∈
∧
M. (7.3)
A Hasse–Schmidt derivation can be expanded in series with respect to the indeterminate t, D =∑
i≥0Dit
i with Di ∈ EndA(
∧
M) called components of D. If ε := (εi)i≥1 is a basis for the A-
free module M , the unique Hasse–Schmidt derivation S such that S(εj) =
∑
i≥0 εi+jt
i is called the
(ε)-Schubert derivation.
From the Schubert derivation S on ∧M , L. Gatto was able to reconstruct both the classical
(A = C) and small quantum (A = C[q]) Schubert calculus for G for all (r, k), with 0 < r < k, at once.
For a fixed k, if we denote by Mk the A-submodule of M generated by (ε1, . . . , εk), then the classical
(resp. small quantum) cohomology of G can be realized (for all r with 0 < r < k) as a quotient
of the same commutative ring of endomorphisms of the exterior algebra of Mk. By varying k, one
can realizes the totality of these rings as a quotient of the same ring of derivations on
∧
M . Notice
that we can recover the abelian/non-abelian correspondence for Grassmannians by indentifying the
module Mk with the classical/small quantum cohomology ring of Pk−1.
Remarkably, in these realizations of the Schubert calculus, the content of the classical/small quan-
tum Pieri rule is encoded in the single equation (7.3), while classical/small quantum Giambelli can
be deduced from it through simple algebraic manipulations evoking a formal integration by parts
procedure.
In subsequent works of D. Laksov and A. Thorup ([LT07, LT09]) the results of Gatto were further
extended in order to deal with more general Grassmann bundles and equivariant cohomology (see
also [Lak08]). The point of view of Laksov and Thorup is quite different, being based on the fact
that
∧r
Mk can be endowed with a structure of module over the ring of symmetric polynomials with
coefficients in A. Their results were re-interpreted by L. Gatto and T. Santiago ([GS09, GS10]) in
terms of Hasse–Schmidt derivations, in a more unified framework. For further details, and many
more applications of this formalism, we refer the reader to the monograph [GS16].
30Here, X is assumed to be a smooth projective variety wth a linearized action of a complex reductive group G, while
T denotes a maximal torus.
31More precisely, the germ of QH•(G) at a point of small quantum cohomology is identified with the germ of QH•(P)
at a shifted point of the small quantum cohomology. See Theorem 7.8 below.
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The following isomorphism of the (small) quantum cohomology algebra of Grassmannians at a
point tσ1 = log q ∈ H2(G,C) is well-known (see [Wit95], [ST97], [Ber97], [Buc03] for example)
QH•q (G) ∼=
C[x1, . . . , xr]Sr [q]
〈hk−r+1, . . . , hk − (−1)r−1q〉 ,
while for the (small) quantum cohomology algebra of Π, being equal to the r-fold tensor product of
the quantum cohomology algebra of P (see [Kau99], [Dub99], [Man99]), we have
QH•q1,...,qr (Π) ∼=
C[x1, . . . , xr][q1, . . . , qr]
〈xk1 − q1, . . . , xkr − qr〉
.
Following [BCFK05], and interpreting now the parameters q’s just as formal parameters, if we denote
by QH•q(Π) the quotient of QH•q1,...,qr (Π) obtained by substituing qi = (−1)r−1q, and denoting the
canonical projection by
[−]q : QH•q1,...,qr (Π)→ QH
•
q(Π),
we can extend by linearity the morphisms ϑ, j of the previous section to morphisms
ϑ : QH•q (G)→ QH
•
q(Π),
j :
[
QH
•
q(Π)
]ant
→
(
r∧
H•(P,C)
)
⊗C C[q].
Notice that the image under ϑ of any Schubert class σλ is equal to the classical product σ˜λ ∪Π ∆, the
exponents of xi’s in the product σλ(x)
∏
i<j(xi − xj) being less than k; as a consequence, the image
of ϑ is equal to the antisymmetric part with respect to the natural Sr action (permuting the xi’s)[
QH
•
q(Π)
]ant ∼= [H•(Π,C)]ant ⊗C C[q].
The following result, is a quantum generalization of Corollary 7.2.
Theorem 7.8 ([BCFK05]). For any Schubert classes σλ, σµ ∈ H•(G,C) we have
ϑ(σλ ∗G,q σµ) = [ϑ(σµ) ∗Π,q1,...,qr σ˜λ]q .
Using the identification j, we can deduce from the previous result the following generalization of
Proposition 7.4.
Corollary 7.9. If σµ ∈ H•(G,C) is a Schubert class then
j ◦ ϑ(σµ ∗G,q p`) =
r∑
i=1
σµ1+r−1 ∧ · · · ∧ σµi+r−i ∗P,(−1)r−1q σ` ∧ · · · ∧ σµr . (7.4)
From this identity, it immediately follows that:
(1) At the point p = t2σ1 ∈ H2(G,C) of the small quantum cohomology of G, the eigenvalues of
the operator
UGp := c1(G) ∗q (−) : H•(G,C)→ H•(G,C)
are given by the sums
ui1 + · · ·+ uir , 1 ≤ i1 < · · · < ir ≤ k,
where u1, . . . , uk are the eigenvalues of the corresponding operator UP for projective spaces at
the point pˆ := t2σ1 + (r − 1)piiσ1 ∈ H2(P,C), i.e.
UPpˆ := c1(P) ∗(−1)r−1q (−) : H•(P,C)→ H•(P,C).
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(2) The spectrum spec(UGp ) is not simple if and only if the pair (r, k) is such that
P1(k) ≤ r ≤ k − P1(k),
where P1(k) denotes the smallest prime divisor of k.
(3) If pi1, . . . , pin denote the idempotents of the small quantum cohomology of the projective space
P at the point pˆ := t2σ1 + (r − 1)piiσ1 ∈ H2(P,C), then
• the idempotents of the small quantum cohomology of G at p = t2σ1 ∈ H2(G; : C) are
(j ◦ ϑ)−1 (κI · piI) , piI := pii1 ∧ · · · ∧ piir ,
with 1 ≤ i1 < · · · < ir ≤ k, and where
κI :=
1
g∧P(piI , piI)
det
g
P(pii1 , σr−1) . . . gP(pii1 , σ0)
...
. . .
...
gP(piir , σr−1) . . . gP(piir , σ0)
 ;
• the normalized idempotents are given by
(j ◦ ϑ)−1
(
i(
r
2) · fI
)
, fI :=
piI
g∧P(piI , piI)
1
2
.
Proof. Equation (7.4) is an immediate consequence of Theorem 7.8; from this equality and from the
value of the first Chern class c1(G) = kσ1, one obtains point (1). For a proof of point (2), see [Cot16].
The semisimplicity of the small quantum cohomology of the Grassmannian G is well known (see
[Abr00], [CMP10]), so that existence of the idempotent vectors is guaranteed. By Theorem 7.8 we
deduce that the image of the idempotents α1, . . . , α(kr) of the small quantum cohomology of G under
the map j◦ϑ are scalar multiples of piI := pii1∧· · ·∧piir , with 1 ≤ i1 < · · · < ir ≤ k, i.e. are of the form
κI · piI , for some constants κI ∈ C∗. Using Corollary 7.3, from the equality gG(αi, αi) = gG(αi, 1),
we find that necessarily
κ2I · g∧P(piI , piI) = κI · g∧P(piI , σr−1 ∧ · · · ∧ σ0),
and one concludes. By normalization, one obtains the expression for normalized idempotents. 
7.3. Computation of the fundamental systems of solutions and monodromy data. In what
follows, if V denotes a complex vector space and φ ∈ EndC(V ), we denote by ∧rφ ∈ EndC(
∧r
V ) its
r-exterior power: if a basis (v1, . . . , vn) of V is fixed, and if A denotes the matrix associated with φ,
then the matrix ∧rA associated with ∧rφ is the one obtained by taking the r × r minors of A. The
entries are disposed according to a pre-fixed ordering of the induced basis (vi1 ∧· · ·∧vir )1≤i1<···<ir≤n
of
∧r
V .
Proposition 7.10. Let ZP(z, t2) be a solution of the system of differential equations (6.1)-(6.2), i.e.
∂
∂t2
ZP(z, t2) = zCP2 (t2)ZP(z, t2), CP2 (t2) := (σ)◦Pt2σ, (7.5)
∂
∂z
ZP(z, t2) =
(
UP(t2) + 1
z
µP
)
ZP(z, t2). (7.6)
Then, the r-exterior power
ZG(z, t2) :=
∧r (
ZP(z, t2 + (r − 1)pii)) (7.7)
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defines a solution of the system corresponding to the Grassmannian G, namely
∂
∂t2
ZG(z, t2) = zCG2 (t2)ZG(z, t2), CG2 (t2) := (σ1)◦Gt2σ1 , (7.8)
∂
∂z
ZG(z, t2) =
(
UG(t2) + 1
z
µG
)
ZG(z, t2). (7.9)
Furthermore, if ZP(z, t2) is in Levelt form at z = 0, then also (7.7) is in Levelt form at z = 0.
Proof. Let us notice that
∂
∂t2
(ZG)AB
∣∣∣∣
(z,t2)
=
r∑
a=1
k∑
`=1
det

(ZP)α1β1 . . . (Z
P)α1βr
...
...
Xαa` (ZP)`β1 . . . X
αa
` (ZP)`βr
...
...
(ZP)αrβ1 . . . (Z
P)αrβr

∣∣∣∣∣∣∣∣∣∣∣∣
(z,t2+pii(r−1))
, X(z, t2) = zCP2 .
By Corollary 7.9, the r.h.s. is easily seen to be equal to(
zCG2 (t2)ZG(z, t2)
)A
B
.
Analogously, we have that
∂
∂z
(ZG)AB
∣∣∣∣
(z,t2)
=
r∑
a=1
k∑
`=1
det

(ZP)α1β1 . . . (Z
P)α1βr
...
...
Wαa` (ZP)`β1 . . . W
αa
` (ZP)`βr
...
...
(ZP)αrβ1 . . . (Z
P)αrβr

∣∣∣∣∣∣∣∣∣∣∣∣
(z,t2+pii(r−1))
,
where we set W (z, t2) =
(UP(t2) + 1zµP). Using Proposition 7.6 and Corollary 7.9, one identifies the
r.h.s. with [(
UG(t2) + 1
z
µG
)
· ZG(z, t2)
]A
B
.
For the last statement, notice that if
ZP(z, t2) = Φ(z, t2)zµ
P
zc1(P)∪(−), Φ(−z, t2)T ηPΦ(z, t2) = ηP,
then using the generalized Cauchy-Binet identity for the minors of a product, and invoking Corollary
7.3, Corollary 7.5 and Proposition 7.6, one obtains that
ZG(z, t2) = Φ˜(z, t)zµ
G
zc1(G)∪(−), Φ˜(−z, t2)T ηGΦ˜(z, t2) = ηG, Φ˜(z, t2) =
∧r
Φ(z, t2 + pii(r − 1)).
This concludes the proof. 
Corollary 7.11. Let ZPtop(z, t2) be the restriction to the small quantum locus of the topological-
enumerative solution of P. Then, the topological-enumerative solution of G, restricted to the small
quantum cohomology is given by
ZGtop(z, t2) =
(∧r
ZPtop(z, t2 + pii(r − 1))
)
· e−pii(r−1)σ1∪(−).
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Proof. According to Proposition 2.15, we have
ZPtop(z, t2) = ΘPtop(z, t2)zµ
P
zc1(P)∪(−),
and ΘPtop is characterized by the fact that
z−µ
P
ΘPtop(z, t2)zµ
P
= exp(t2σ ∪ (−)) +
∞∑
i=1
Aiz
i, Ai ∈ gl(k,C).
Hence, from Proposition 7.10, we deduce that(∧r
ZPtop(z, t2 + pii(r − 1))
)
= H(z, t2)zµ
G
zc1(G)∪(−),
where
z−µ
G
H(z, t2)zµ
G
= exp((t2 + pii(r − 1))σ1 ∪ (−)) +
∞∑
i=1
A′iz
i, A′i ∈ gl
((
k
r
)
,C
)
,
by Proposition 7.6 and Corollary 7.5. Using Proposition 2.15, we conclude. 
Let us consider a fixed choice ΨP(t2) of the Ψ-matrix for P along points t2σ ∈ H2(P,C) of the small
quantum cohomology. By point (3) of Corollary 7.9, a choice of the Ψ-matrix for the Grassmannian
G is given by the r-exterior power
ΨG(t2) := i(
r
2)
∧r
ΨP(t2 + pii(r − 1)), t2σ1 ∈ H2(G,C). (7.10)
If we set Y P/G := ΨP/G · ZP/G, we can consider the corresponding systems of differential equations
(2.14)-(2.15). The following results establish the relationship between the solutions of these differential
systems, and their Stokes phenomena.
Proposition 7.12. Let ` be an oriented line in the complex plane, with slope φ ∈ [0; 2pi[, admissible
at both points
p := t2σ1 ∈ H2(G,C), pˆ := (t2 + pii(r − 1))σ ∈ H2(P,C).
Let us denote by Y P/Gformal(z, u) the formal solutions of the differential systems (2.14)-(2.15) associated
with the quantum cohomology of P and G, respectively. If Y (k),P/Gleft/right(z, u) denote the solutions of these
systems, uniquely characterized by the asymptotic expansion
Y
(k),P/G
left/right(z, u) ∼ Y P/Gformal(z, u), |z| → ∞, z ∈ e2piikΠleft/right(φ),
uniformly in u, then we have the following identifications:
Y Gformal(z, u(p)) =
∧r
Y Pformal(z, u(pˆ)),
Y Gleft/right(z, u(p)) =
∧r
Y Pleft/right(z, u(pˆ)).
Proof. The claim immediately follows from identity (7.10), Proposition 7.10, and from the simple
observation that∧r exp(zUP(pˆ))
1 +∑
h≥1
1
zh
Ah
 = exp(zUG(p))
1 +∑
h≥1
1
zh
A′h
 .

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Corollary 7.13. If ` is an oriented line in the complex plane, with slope φ ∈ [0; 2pi[, admissible at
both points
p := t2σ1 ∈ H2(G,C), pˆ := (t2 + pii(r − 1))σ ∈ H2(P,C),
and if
SP(pˆ; `), C(k),P(pˆ; `), SG(p; `), C(k),G(p; `)
denote the Stokes and Central connection matrices of P, and G respectively, computed at a point pˆ,
and p respectively, with respect to the oriented line `, then the following identities hold true:
SG(p; `) =
∧r
SP(pˆ; `), C(k),G(p; `) = i−(
r
2)
(∧r
C(k),P(pˆ; `)
)
· epii(r−1)σ1∪(−).
7.4. Reduction to (twisted) Kapranov Form.
Proposition 7.14. Let (V, 〈·, ·〉) be a Mukai lattice of rank k, and define a Mukai structure on the
free Z-module ∧rV by setting
〈αI , αJ〉∧r := det (〈αih , αj`〉)1≤h,`≤r ,
where αI := αi1 ∧ · · · ∧ αir , with 1 ≤ i1 < · · · < ir ≤ k, and analogously αJ denote two decomposable
elements. If (εi)i and (ε˜i)i are two exceptional bases of V related by the action of a braid in Bk, then
the exceptional bases (εI)I and (ε˜I)I of ∧rV , obtained by the lexicographical ordering, are in the same
orbit with respect to the action of braids in B(kr) and (Z/2Z)
×(kr).
Proof. It clearly suffices to prove the statement for two exceptional bases of V related by the action
of an elementary braid. Let us assume, for example, that the exceptional bases of V
(ε1, . . . , εi, εi+1, . . . , εk), (ε1, . . . , εi+1, ε˜i, εi+2, . . . , εk), ε˜i := Rεi+1εi,
are related by the action of the elementary braid σi,i+1. Let us now consider the exceptional bases
of ∧rV obtained by the lexicographical ordering. The elements of the second basis can be classified
into three different types:
(1) those of the form εJ with εjh /∈ {εi+1, ε˜i} for all h = 1, . . . , r,
(2) those of the form (· · · ∧ εi+1 ∧ ε˜i ∧ . . . ),
(3) and those of the form (
`−1∧
a=1
εja
)
∧ ε˜i ∧
(
r∧
a=`+1
εja
)
, (7.11)
for some `.
Using the definition Rεi+1εi := εi − 〈εi, εi+1〉εi+1, it is evident that for the elements of the class (2)
the following identity holds:
· · · ∧ εi+1 ∧ ε˜i ∧ · · · = · · · ∧ εi+1 ∧ εi ∧ · · · = −(· · · ∧ εi ∧ εi+1 ∧ . . . ).
Consequently, they are the opposites of elements of the first exceptional basis. For the elements of the
class (3), notice that all the elements between the first one of the type (7.11), and the corresponding
one obtained by replacing ε˜i with εi+1, are of the form(
`−1∧
a=1
εha
)
∧ εi+1 ∧
(
r∧
a=`+1
εha
)
,
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with ja = ha for a ∈ {1, . . . , `− 1} ∪ {`+ 1, . . . , n}, and jn+1 < hn+1, for some n ∈ {`+ 1, . . . , r}.
The scalar product of these elements with the first element (7.11) is given by the determinant
det
(
D1 D2
0 D3
)
= 0,
since the matrices D1, D3 are upper triangular, diag(D1) = (1, . . . , 1, 〈εi+1, ε˜i〉) and D3 has at least
one zero element on the diagonal (at least (D3)n+1,n+1 = 0). Hence, we can successively mutate the
first element (7.11) on the left, till we obtain the following configuration of an exceptional basis:. . . ,
(
`−1∧
a=1
εja
)
∧ εi+1 ∧
(
r∧
a=`+1
εja
)
︸ ︷︷ ︸
Ai+1
,
(
`−1∧
a=1
εja
)
∧ ε˜i ∧
(
r∧
a=`+1
εja
)
︸ ︷︷ ︸
A˜i
, . . .
 .
At this point, notice that
A˜i = Ai+1 − 〈Ai, Ai+1〉∧rAi+1, Ai :=
(
`−1∧
a=1
εja
)
∧ εi ∧
(
r∧
a=`+1
εja
)
,
since 〈Ai, Ai+1〉∧r = 〈εi, εi+1〉. The procedure continues and iterates with the new first term of the
type (7.11). At the end of the procedure, one obtaines a factor decomposition of the braids taking
the second exceptional basis into the first one (modulo signs for elements of the class (2)). Notice
that elements of the class (1) do not mutate. 
Example 7.15. An example will clarify the procedure. Let us consider the case (r, k) = (3, 6) and
let (ε1, . . . , ε6) be an exceptional basis of V . Through the action of the braid σ23 we obtain a new
exceptional collection
(ε1, ε3, ε˜2, ε4, ε5, ε6).
By the lexicographical ordering, from the first basis we obtain the exceptional basis
ε123, ε124, ε125, ε126, ε134, ε135, ε136, ε145, ε146, ε156, ε234, ε235, ε236, ε245, (7.12)
ε246, ε256, ε345, ε346, ε356, ε456.
Analogously, from the second basis we obtain the exceptional one
ε132˜, ε134, ε135, ε136, ε12˜4, ε12˜5, ε12˜6, ε145, ε146, ε156, ε32˜4, ε32˜5, ε32˜6, ε345, (7.13)
ε346, ε356, ε2˜45, ε2˜46, ε2˜56, ε456.
We want to determine the transformation which transform (7.13) into (7.12). In red we have colored
elements of the class (2), in blue the elements of the class (3). Black elements are in class (1).
Notice that red elements are just the opposite of the corresponding elements in (7.12) obtained by
the exchange (3→ 2, 2˜→ 3). Let us now start with the first blue element, i.e. ε12˜4: we have that
〈ε135, ε12˜4〉 = 0, 〈ε136, ε12˜4〉 = 0.
Hence, by acting on (7.13) with the braid β45β34, we obtain
−ε123, ε134, ε12˜4, ε135, ε136, . . . .
Acting now with the braid β23, we obtain
−ε123, ε124, ε134, ε135, ε136, . . . .
We can continue with the next blue element, i.e. ε12˜5, till we obtain the sequence
−ε123, ε124, ε125, ε134, ε135, ε136, ε12˜6, . . . .
By iterating the mutation procedure of the next blue elements, we arrive at the exceptional basis
(7.12) (modulo signs of the red elements).
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Lemma 7.16 ([GGI16]). The following identity holds true:
(j ◦ ϑ)
[
Γ̂±G ∪ Ch(SµS∨)
]
= (2pii)−(
r
2)e−pii(r−1)σ1
r∧
h=1
Γ̂±P ∪ Ch(O(µh + r − h)).
Proof. As in Section 7.1, denote by x1, . . . , xr the Chern roots of the bundle S∨ on G. Starting from
the generalized Euler sequence
0→ S → O⊕kG → Q→ 0,
and applying to it the tensor product S∨⊗−, in the Grothendieck group K0(G) we obtain the identity
[TG] = [S∨ ⊗Q] = k[S∨]− [S∨ ⊗ S].
Hence, by the multiplicative property of the Γ̂±-classes, we obtain
Γ̂±G =
r∏
i,h=1
Γ(1± xi)k
Γ(1± xi ∓ xh) .
Notice that
r∏
i,h=1
Γ(1± xi ∓ xh) =
∏
i<h
Γ(1± xi ∓ xh)Γ(1∓ xi ± xh)
=
∏
i<h
2pii(xi − xh)
epii(xi−xh) − epii(xh−xi)
= (2pii)(
r
2)
∏
i<h
(xi − xh)
∏
i<h
epii(xi+xh)
e2piixi − e2piixh
= (2pii)(
r
2)
(∏
i<h
xi − xh
e2piixi − e2piixh
)
e(r−1)piiσ1 ,
where for the last equality we used the fact that {xi + xh}i<h are the Chern roots of
∧2 S∨, so that
∏
i<h
epii(xi+xh) = exp
(
pii
∑
i<h
xi + xh
)
= exp
(
piic1
(∧2 S∨))
= exp (pii(r − 1)c1(S∨)) .
We have thus obtained the formula
Γ̂±G = (2pii)
−(r2)e−pii(r−1)σ1
∏
i<h
e2piixi − e2piixh
xi − xh
r∏
i=1
Γ(1± xi)k. (7.14)
At this point, if we recall that the Chern character defines a morphism of rings, from the definition
of Schur polynomials, we obtain the identity
Ch(SµS∨) = det(e
2piixi(µh+r−h))i,h∏
i<h e
2piixi − e2piixh . (7.15)
The claim follows from equations (7.14) and (7.15). 
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Theorem 7.17. The central connection matrix, in the lexicographical order, of QH•(G), computed
at t = 0 with respect to an admissible oriented line ` is the matrix associated with the morphism
D−G : K0(G) ⊗ C → H•(G,C) with respect to an exceptional basis of the Grothendieck group K0(G),
related by suitable mutations and elements of Z(
k
r) to the twisted Kapranov basis
([SµS∨ ⊗L ])µ , L := det
(∧2 S∨) .
In particular, the Conjecture 5.2 holds true.
Proof. If C is the matrix associated with the morphism D−P with respect to
• the Beilinson basis ([O], . . . , [O(k − 1)]) of K0(P)⊗ C,
• the basis (1, σ, . . . , σk−1) of H•(P,C),
then by Corollary 7.5 and Lemma 7.16 it follows that the matrix
i−(
r
2)
(∧r
C
)
epii(r−1)σ1∪(−) (7.16)
is the matrix associated32 with D−G with respect to
• the twisted Kapranov basis ([SµS∨ ⊗L ])µ,
• the induced Schubert basis (σµ)µ.
The line bundle L is uniquely determined by its first Chern class c1(L ) = (r− 1)σ1, by point (4) of
Corollary 4.27 (or even because G is Fano). Thus, by Corollary 5.8, it follows that the association(∧r
K0(P),∧rχP
)
→ (K0(G), χG) :
r∧
h=1
[O(µh + r − h)] 7→ [SµS∨ ⊗L ],
defines an isomorphism of Mukai lattices. By Proposition 7.14, the claim follows. 
7.5. Geometry of the Affine Grassmannian and classical/quantum Satake correspon-
dence. In the quantum setting, the abelian/non-abelian correspondence for Grassmannians admits
a further interpretation, discussed by V. Golyshev and L. Manivel in [GM11], as the simplest man-
ifestation of quantum corrections to the geometric Satake correspondence due to A. Beilinson, V.
Drinfeld, G. Lusztig, V. Ginzburg, I. Mirkovich and K. Vilonen (see [BD96], [Lus83], [Gin90, Gin95]
and [MV00, MV07]).
7.5.1. Langlands Duality. For any connected split reductive algebraic groupG over C, it is well defined
a companion groupG∨, called Langlands dual ofG, whose geometry controls the representation theory
of G. The definition of such a dual group G∨ is based on the bijection between isomorphisms classes of
reductive groups and their root data, a concept introduced by M. Demazure and slightly generalizing
the one of root system (we refer the reader to [CG10], [Spr79, Spr09], [Gin90, Gin95], [GP11] for more
details). Let us introduce the following group-theoretical data associated with G: let T be a maximal
torus33 in G, and let
X∗(T) := Hom(T,C∗), X∗(T) := Hom(C∗,T)
be respectively the weight and coweight lattices, and let
Φ ⊆ X∗(T), Φ∨ ⊆ X∗(T)
32Note that the numerical factor i−
(
r
2
)
in (7.16) can be exactly identified with id¯ where d = r(k − r), since r ≡
r2 (mod 2).
33One can also work with the abstract Cartan T of G, defined as the quotient of a Borel subgroup B ⊆ G by its
unipotent radical (for different choices of B such quotients are canonically isomorphic). In order to identify T with a
maximal torus in G, an explicit embedding must be given.
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be respectively the finite sets of roots and coroots (see e.g. [Spr79] for the precise definition). The
quadruple (X∗(T), X∗(T),Φ,Φ∨) will be called the root datum of G. The choice of a Borel subgroup B
containing T determines a set of positive roots Φ+ ⊆ Φ (and consequently of positive coroots, dominant
weights and dominant coweights). The Langlands dual group G∨ is defined (up to isomorphism) as
the reductive group whose root datum is the dual one (X∗(T), X∗(T),Φ∨,Φ).
This definition of the Langlands dual group G∨ is completely based on the combinatorial content
of the root datum, and it relies on the theorem of classification of reductive groups. Following V.
Ginzburg ([Gin90, Gin95]), who based on an idea of V. Drinfeld and previous results of G. Lusztig, we
can look for Â«an intrinsic new construction of G∨ which does not appeal to root systems, maximal
tori, etc.Â», that we briefly summarize in the subsequent paragraphs.
7.5.2. The affine Grassmannian G rG. One of the main objects in the construction of Ginzburg is the
affine Grassmannian G rG associated with the group G, a space which admits a natural structure of
an ind-scheme, i.e. a direct limit of closed embeddings of schemes of increasing dimension. Such an
object can be considered as an algebraic analogue of the loop group defined in the topological setting
(see e.g. [PS86]). Here we are going to describe three different ways for defining this object, and we
refer the reader to [Gin90, Gin95], [BD96], for more detailed descriptions and proofs. See also [BL94].
If G is an algebraic group as above and R is a C-algebra, as usual we denote by G(R) the group (over
C) of R-valued points of G.
(1) The affine Grassmannian G rG is defined as the coset space
G rG := G(K)/G(O), (7.17)
where for brevity we set K := C((z)), and O := C[[z]]. Notice that the set G(O) admits a
structure of a group scheme, and G(K) an ind-scheme structure. From this definition, it is
clear that a natural left action of G(O) is defined on G rG.
(2) A second definition of G rG is a polynomial analogue of the previous one. If we define
LG := G(C[z−1, z]), L+G := G(C[z]),
then the affine Grassmannian can be defined as
G rG := LG/L+G. (7.18)
The natural inclusion
LG/L+G→ G(K)/G(O)
is indeed not only injective, but actually an LG-equivariant isomorphism. From this definition
it is clear we have a left action of L+G on G rG. Any G(O)-orbit of G rG is the image of a
single L+G-orbit in LG/L+G (see [Gin95], Proposition 1.2.4).
(3) Thirdly, the affine Grassmannian G rG can be defined in a topological setting as the group of
based polynomials loops
ΩGc :=
{
f : S1 → Gc, f polynomial , f(1) = 1
}
,
where Gc denotes the maximal compact subgroup in G. Given such a map f , it extends
uniquely to a polynomial map f : C∗ → G such that f(z¯) = f(z), where in the rhs the conju-
gation denotes the involutive automorphism of G whose differential is the Cartan involution
σ : g→ g with gc as (+1)-eigenspace. In this way we obtain an inclusion ΩGc ↪→ LG, together
with an Iwasawa decomposition
LG = Ω · L+G, ΩGc ∩ L+G = {1} ,
which allows to identify G rG with ΩGc (see e.g. Chapter 8 of [PS86], and also [Nad04]). In
particular, such an identification induce a topological group structure on G rG: we will denote
by m : G rG × G rG → G rG the multiplication induced from ΩGc.
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The affine Grassmannian G rG admits a filtration
G r1 ⊆ G r2 ⊆ G r3 ⊆ . . . , G rG = lim−→
i
G ri,
where each G ri is a finite-dimensional projective variety and the inclusions are projective embeddings.
Each variety G ri is G(O)-stable, and the action of G(O) on G ri actually factors through a finite-
dimensional algebraic group.
Since any coweight λ ∈ X∗(T) can be tautologically seen as a C[z−1, z]-point of G, it determines a
coset L+G ·λ ⊆ LG, and hence a point34 of G rG. The L+G-orbit of this point in G rG will be denoted
by Oλ. Let us summarize some results about the nature of these orbits.
• All L+G-orbits in G rG are of the form Oλ for a coweight λ ∈ X∗(T).
• Two orbits Oλ, Oµ are equal if and only if λ, µ are in the same orbit with respect to the action
of W , the Weyl group of the pair (G,T). Hence, we can parametrize the L+G-orbits in G rG
with the dominant coweights λ ∈ X∗(T)+. The dimension of Oλ is given by
dimOλ = 〈2ρ, λ〉, ρ := 12
∑
α∈Φ+
α.
• The closure of Oλ is equal to
Oλ =
⋃
µ≤λ
Oµ,
where ≤ denotes the partial ordering on the set of dominant coweights defined as follows:
µ ≤ λ if and only if λ−µ is a sum of simple coroots with non-negative coefficients. Typically
Oλ is singular, and its smooth locus is Oλ.
• Notice that the minimal elements with respect to the partial order ≤ are the minuscule
coweights, i.e. the coweights µ 6= 0 such that 〈α, µ〉 ≤ 1 for every positive root α ∈ Φ+.
Hence the orbit Oλ is closed if and only if λ is a minuscule weight. Consequently, Oλ is
smooth if λ is minuscule. In such a case, we have that
Oλ = Oλ = G/Pλ,
where Pλ is the parabolic subgroup of G associated with λ. Notice that this class of minus-
cule varieties consists of the classical Grassmannians G(r, k), of orthogonal Grassmannians
OG(n, 2n), even dimensional quadrics Q2n, the Cayley plane OP2 = E6/Q1 and the Freuden-
thal variety E7/Q7. A basic reference of this subject is [LMS79].
Usually, the orbits Oλ are called Schubert cells, and their closure Oλ are called (spherical) Schubert
varieties of the affine Grassmannian G rG.
7.5.3. Classical Geometric Satake Correspondence. Given a complex algebraic variety X, recall that
a (Whitney) stratification of X is given by a filtration
X = Xn ⊇ Xn−1 ⊇ · · · ⊇ X0,
where Xi are closed subvarieties such that for each j the locally closed subvariety Xj \Xj−1 is either
empty or non-singular and of complex dimension j. The connected components of the loci Xj \Xj−1
are the strata of the stratification and are required to satisfy two conditions, known as Whitney
conditions. See [Whi65] for precise formulations of these conditions. We refer the reader also to
[KW06] for more properties and details on stratified spaces. We will denote by S the set of strata of
a given Whitney stratification of X.
Definition 7.18. Let X be a complex algebraic variety equipped with a (Whitney) stratification S,
defined by the filtration
X = Xn ⊇ Xn−1 ⊇ · · · ⊇ X0, Xi \Xi−1 ∈ S.
34In the third topological definition, λ induces a map S1 → T ↪→ K, where K is the maximal compact subgroup
containing T. Hence, λ can be seen as a point of Ω.
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We will say that a sheaf (of C-vector spaces) F is S-constructible if F |Xi\Xi−1 are locally constant
sheaves of finite rank. A complex of sheaves F • will be said to be cohomologically S-constructible
if it is bounded and its cohomology sheaves Hi(F •) are constructible. The derived S-constructible
category, denoted by DbS(X), is defined as the full subcategory of complexes in Db(ShC(X)) which are
cohomologically S-constructible. If Y ⊆ X is a locally closed subset which is the union of strata in S
then, by abuse of notation, we denote by DbS(Y ) the category DbT (Y ), where T := {A ∈ S : A ⊆ Y }.
Let us denote by S the stratification induced on G rG by the G(O)-orbits, and let us denote by
DbS(G ri) the derived S-constructible categories of C-sheaves of the sets G ri. The closed embedding
G ri ↪→ G rj with i ≤ j induces an embedding of categories DbS(G ri) ↪→ DbS(G rj). We define the
derived category of the affine Grassmannian G rG through a direct limit
DbS(G rG) := lim−→D
b
S(G ri).
Particular objects of DbS(G rG) are the intersection cohomology sheaves of the Schubert varieties Oλ
of G rG, whose hypercohomology give the intersection cohomology groups of Oλ: for any dominant
coweight λ ∈ X∗(T)+ let us denote by IC•(Oλ) the intersection cohomology sheaf of the Schubert
variety Oλ, extended to 0 to the whole G rG. We refer the reader to [KW06] for complete definitions.
Definition 7.19. The category of perverse sheaves on G rG, denoted by P(G rG), is defined as the full
subcategory ofDbS(G rG) generated by the objects isomorphic to finite sums of intersection cohomology
sheaves IC•(Oλ) of Schubert varieties.
Using the topological group structure m : G rG × G rG → G rG, we can define on DbS(G rG) a
convolution product by setting
A~B := m∗(AB), A,B ∈ Obj
(DbS(G rG)) .
Theorem 7.20 ([Gin95]).
(1) The category P(G rG) is closed with respect to convolution product. In particular (P(G rG),~)
is a semisimple rigid tensor category.
(2) The cohomology functor H• : P(G rG)→ VectC is exact and fully faithfull.
Conditions (1) and (2) above allow us to apply one of the main results of P. Deligne and J.S. Milne
(Theorem 2.11 of [DMOS82]), which shows that the category P(G rG) of perverse sheaves on G rG is
a neutral Tannakian category, i.e. isomorphic to the category of finite dimensional representations
of an affine group scheme G∗ (see also [SR72]). This realizes the intrinsic characterization of the
Langlands dual group G∨ mentioned at the beginning of this Section.
Corollary 7.21 ([Gin95], [MV00, MV07]). There exists a reductive group G∗ whose category RepC(G∗)
of finite-dimensional C-representations is equivalent (as tensor category) to the category of perverse
sheaves P(G rG):
(P(G rG),~)→ (RepC(G∗),⊗).
Such an equivalence identifies IC•(Oλ) with the irreducible representation Vλ of G∗ with extreme
weight λ ∈ X∗(T)+. The (hyper)-cohomology functor H• : P(G rG) → VectC, under this equivalence,
goes to the forgetful functor RepC(G∗) → VectC. Furthermore, the group G∗ is isomorphic to the
Langlands dual group G∨.
In the case G is a semisimple and simply-connected complex Lie group, assumption that will be
valid in the rest of this Section, a further more explicit description of the singular cohomology of
Schubert varieties is available. In what follows we denote by U [a] the universal enveloping algebra of
a Lie algebra a; if V is an a-module, for any subset S ⊆ V we set
Ann[a;S] := {u ∈ Ua : u(s) = 0, for all s ∈ S} .
Theorem 7.22. Let e ∈ g∨ be a principal nilpotent in the Lie algebra of the Langlands dual group
of G, and let (g∨)e be its centralizer. If λ ∈ X∗(T) is an anti-dominant coweight, let us denote by Vλ
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an irreducible finite dimensional g∨-representation with lowest weight λ, and let vλ ∈ Vλ be a lowest
weight vector. Then we have the following isomorphism of graded algebras
H•(Oλ,C) ∼= U [(g
∨)e]
Ann[(g∨)e; vλ]
. (7.19)
Remark 7.23. The gradings on both the g∨-module Vλ of Corollary 7.21 and on the rhs of the
isomorphism of Theorem 7.22 are defined as follows. By Jacobson-Morozov Theorem, the given
principal nilpotent element e ∈ g∨ can be completed to a sl2-triple (e, h, f). Hence, h ∈ g∨ is a
semisimple regular element that has integral eigenvalues in any finite dimensional g∨-module. In
Corollary 7.21, the gradation on Vλ is then defined by the eigenvalues of h, i.e.
Vλ =
⊕
k∈Z
Vλ,k(h), Vλ,k(h) := {v ∈ V : h · v = k · v} .
In Theorem 7.22, notice that the centralizer (g∨)e ⊆ g∨ is ad(h)-stable. The eigenvalue-gradation of
(g∨)e is then induced on U [(g∨)e]: since the ideal Ann[(g∨)e; vλ] is graded, the quotient in the rhs of
(7.19) is a finite dimensional graded algebra.
7.5.4. Quantum cohomology and the affine Grassmannian. Relations between the (small) quantum
cohomology ring of homogeneous varieties G/P , with G simply-connected and semisimple and P a
parabolic subgroup, and the (co)homology of the affine Grassmannian G rG have been established in
literature from several points of view.
A first description of these relationships can be found in [Kos96, Kos97]. In these papers, basing on
his previous work on the Toda lattice [Kos79], B. Kostant described the (small) quantum cohomology
of complete flag manifolds associated with G (i.e. G/B with B a Borel subgroup) as rings of rational
functions on a unipotent algebraic group, whose Lie algebra is exactly the centralizer (g∨)e discussed
in the previous paragraph. Crucial, in [Kos97], is the role played by the contemporary (and mostly
unpublished) work of D. Peterson. Firstly, in his theory of geometric realization of the (small)
quantum cohomology of homogeneous spaces G/P , Peterson recognized a precise relationship with the
affine Schubert calculus. Namely, Peterson claimed the possibility of identifying the small quantum
ring QH•(G/P ) with a quotient, after localization, of the homology ring H∗(G rG) of the affine
Grassmannian, giving also an explicit map of Schubert classes. In this way, all three-points genus 0
Gromov–Witten invariants of G/P can be identified with structural constant of the affine Schubert
calculus. Such an identification was proved to hold by T. Lam and M. Shimozono in the equivariant
setting: see [LS10] and [LLM+14]. See also [Rie03] for precise statements and proofs of Peterson
description of quantum cohomology of partial flag manifolds G/P (in type A) as coordinate rings of
strata of a single variety (the so-called Peterson variety).
In the paper [GM11], V. Golyshev and L. Manivel addressed the problem of a quantum counterpart
of the classical geometric Satake correspondence described in the previous paragraph (Corollary
7.21). Focusing on Dynkin types A and D (the types preserved by the Langlands duality), the
authors showed that a result analogous to the Ginzburg’s one (Theorem 7.22) holds true for quantum
cohomology of minuscule Grassmannians, where the previous role of the principal nilpotent element
e is now played by a cyclic element (defined by adding a quantum correction to e; see loc. cit. for
precise definitions and details).
More precisely, by identifying the minuscule Grassmannians G/P with a Schubert variety in G rG,
it is shown that the (small) quantum cohomology of G/P admits a module structure over the Lie
algebra of the Langlands dual group G∨ (called Satake structure), interacting with a second module
structure over the algebra of symmetric functions (called Schubert structure). It is shown that the
class of primitive elements in H•(G/P ), i.e. the classes x such that the ∪-product operator x ∪
(−) : H•(G/P )→ H•(G/P ) can be expressed as the action of elements of (g∨)e, is preserved by the
quantum corrections. This means that the small quantum product x◦(−) : QH•(G/P )→ QH•(G/P )
can be described by the action of elements of a Cartan subalgebra of g∨, defined as the centralizer of a
cyclic element. Furthermore, very explicit formulae of the quantum corrections for multiplication by
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some special classes are given in types A,D and also for the Cayley plane and the Freudenthal variety,
the exceptional minuscule spaces of type E6 and E7 respectively (see Theorem 1bis of [GM11]).
Equation (7.4) furnishes an example of the quantum corrections of Golyshev and Manivel for the
primitive elements p` for the Grassmannians G(r, k) of type A. As V. Golyshev and L. Manivel
noticed, an extension of the geometric Satake correspondence for more general Schubert varieties in
G rG presents some foundational problems: namely, a definition of a good quantum analogue of the
intersection cohomology for non-smooth varieties is missing.
Proposition 7.10, Corollary 7.11, Proposition 7.12 and Corollary 7.13 should be regarded as a
manifestation of the quantum Satake correspondence at the level of solutions of the isomonodromic
systems attached to the Frobenius structures of QH•(P) and QH•(G), and also of the corresponding
monodromy invariants (S,C). As underlined by Corollary 7.13 and Theorem 4.8 and Lemma 4.10 of
[Dub99], the monodromy invariants of semisimple Frobenius manifolds are particularly well-behaved
with respect to their tensorial operations introduced in [Kau99] and [KS08]. A more systematic study
of the properties of the monodromy invariants with respect to more general tensorial operations of
Frobenius manifolds should be the object of future investigations. To the best knowledge of the
authors, the study of manifestations of the geometric Satake correspondence at the level of derived
categories with emphasis on their (full) exceptional collections (and not just of their projections on
the K0-groups, as done e.g. in Proposition 7.14) is still missing from the literature.
7.6. Reinterpretation of the results for G(2, 4). In this section we use the results obtained above
in order to re-obtain the results of the computations of [CDG17b], developed in a different and more
straightforward way, for the Grassmannian G(2, 4). This allows us to understand the geometrical
meaning of the numerical values of the entries of the central connection matrix C as well as for the
(at that time) “mysterious” matrix A of Theorem 6.2 of [CDG17b].
According to Section 6.5, the central connection matrix computed at the point p = 0 of QH•(P3C),
with respect to an admissible line ` of slope 0 < φ < pi4 (and already put in the `-lexicographical
order), and with respect to the topological solution of Proposition 6.2 has the following columns
(
C
P3C
lex(p)
)
1
=

− i2√2pi3/2
− i
√
2γ
pi3/2
− i(24
√
2γ2+
√
2pi2)
12pi3/2
− i(
√
2ζ(3)+8
√
2γ3+
√
2γpi2)
3pi3/2
 ,
(
C
P3C
lex(p)
)
2
=

− 3i2√2pi3/2−6iγ+pi√
2pi3/2
−24i√2γ2+8√2γpi−3i√2pi2
4pi3/2
−48i√2γ3+24√2γ2pi−18i√2γpi2−√2pi3−6i√2ζ(3)
6pi3/2
 ,
(
C
P3C
lex(p)
)
3
=

i
2
√
2pi3/2
i(2γ+ipi)√
2pi3/2
24i
√
2γ2−24√2γpi−5i√2pi2
12pi3/2
16i
√
2γ3−24√2γ2pi−10i√2γpi2+√2pi3+2i√2ζ(3)
6pi3/2
 ,
(
C
P3C
lex(p)
)
4
=

i
2
√
2pi3/2
i
√
2γ−√2pi
pi3/2
24i
√
2γ2−48√2γpi−23i√2pi2
12pi3/2
8i
√
2γ3−24√2γ2pi−23i√2γpi2+7√2pi3+i√2ζ(3)
3pi3/2
 .
The corresponding central connection matrix at the point pˆ = piiσ of the small quantum locus of P3C
is obtained by the action of the braid
ω1,4 = β12β34,
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as described in Section 6.7. Its columns are the following:
(
C
P3C
lex(pˆ)
)
1
=

i
2
√
2pi3/2
2iγ+pi√
2pi3/2
24i
√
2γ2+24
√
2γpi−5i√2pi2
12pi3/2
16i
√
2γ3+24
√
2γ2pi−10i√2γpi2−√2pi3+2i√2ζ(3)
6pi3/2
 ,
(
C
P3C
lex(pˆ)
)
2
=

− i2√2pi3/2
− i
√
2γ
pi3/2
− i(24
√
2γ2+
√
2pi2)
12pi3/2
− i(
√
2ζ(3)+8
√
2γ3+
√
2γpi2)
3pi3/2
 ,
(
C
P3C
lex(pˆ)
)
3
=

− 3i2√2pi3/2
−3i√2γ+√2pi
pi3/2
−24i√2γ2+16√2γpi−i√2pi2
4pi3/2
−24i√2γ3+24√2γ2pi−3i√2γpi2+5√2pi3−3i√2ζ(3)
3pi3/2
 ,
(
C
P3C
lex(pˆ)
)
4
=

i
2
√
2pi3/2
i(2γ+ipi)√
2pi3/2
24i
√
2γ2−24√2γpi−5i√2pi2
12pi3/2
16i
√
2γ3−24√2γ2pi−10i√2γpi2+√2pi3+2i√2ζ(3)
6pi3/2
 .
According to Corollary 7.13, the central connection matrix for the Grassmannian G(2, 4) at the point
t2 = 0 of QH•(G,C) with respect to the same line ` (and already in `-lexicographical order) is given
by
C
G(2,4)
lex (0) = −i · C ′ ·
(∧2
C
P3C
lex(pˆ)
)
, (7.20)
where
C ′ =

1 0 0 0 0 0
pii 1 0 0 0 0
−pi22 pii 1 0 0 0
−pi22 pii 0 1 0 0
− ipi33 −pi2 pii pii 1 0
pi4
12 − ipi
3
3 −pi
2
2 −pi
2
2 pii 1

is the matrix representing the endomorphism
H•(G(2, 4),C)→ H•(G(2, 4),C) : v 7→ epiiσ1 ∪ v.
We explicitly show the result of the multiplication (7.20) by columns:
(
C
G(2,4)
lex (0)
)
1
=

1
4pi2
γ
pi2
48γ2+pi2
24pi2
48γ2+pi2
24pi2
−ζ(3)+16γ3+γpi2
3pi2
−192γζ(3)+768γ4−pi4+96γ2pi2
144pi2

,
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(
C
G(2,4)
lex (0)
)
2
=

5
4pi210γ+ipi
2pi2
240γ2+48iγpi+17pi2
24pi2
240γ2+48iγpi+17pi2
24pi2
160γ3+48iγ2pi+34γpi2−3ipi3−10ζ(3)
6pi2
3840γ4+1536iγ3pi+1632γ2pi2−288iγpi3−29pi4−960γζ(3)−96ipiζ(3)
144pi2

,
(
C
G(2,4)
lex (0)
)
3
=

− 12pi2−4γ−ipi
2pi2
−48γ2−24iγpi+5pi2
12pi2
−48γ2−24iγpi−7pi2
12pi2
−64γ3−48iγ2pi−4γpi2−3ipi3+4ζ(3)
6pi2
−768γ4−768iγ3pi−96γ2pi2−144iγpi3+pi4+192γζ(3)+48ipiζ(3)
72pi2

,
(
C
G(2,4)
lex (0)
)
4
=

− 12pi2−4γ−ipi
2pi2
−48γ2−24iγpi−7pi2
12pi2
−48γ2−24iγpi+5pi2
12pi2
−64γ3−48iγ2pi−4γpi2−3ipi3+4ζ(3)
6pi2
−768γ4−768iγ3pi−96γ2pi2−144iγpi3+pi4+192γζ(3)+48ipiζ(3)
72pi2

,
(
C
G(2,4)
lex (0)
)
5
=

1
4pi22γ+ipi
2pi2
48γ2+48iγpi−11pi2
24pi2
48γ2+48iγpi−11pi2
24pi2
32γ3+48iγ2pi−22γpi2−3ipi3−2ζ(3)
6pi2
768γ4+1536iγ3pi−1056γ2pi2−288iγpi3+23pi4−192γζ(3)−96ipiζ(3)
144pi2

,
(
C
G(2,4)
lex (0)
)
6
=

1
4pi2
γ+ipi
pi2
48γ2+96iγpi−47pi2
24pi2
48γ2+96iγpi−47pi2
24pi2
16γ3+48iγ2pi−47γpi2−15ipi3−ζ(3)
3pi2
768γ4+3072iγ3pi−4512γ2pi2−2880iγpi3+671pi4−192γζ(3)−192ipiζ(3)
144pi2

.
The reader can recognize, up to irrelevant signs of three columns (due to different choices of branches
of the matrix Ψ), a perfect matching with the entries of the central connection matrix exhibited in
Appendix A of [CDG17b].
In Section 6 of [CDG17b] it was underlined the difference between the computed central connection
matrix CG(2,4)lex (0) and the one originally predicted in [Dub13]: it was shown that the central connection
matrix CG(2,4)lex (0) above has the form
C
G(2,4)
lex (0) = A
−1X,
where the matrix X is such that ∑
λ
Xλ` σλ =
1
4pi2 Γ̂
−
G(2,4) ∪ Ch(E`),
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for an explicit mutation (E`)` of the Kapranov exceptional collection. By explicit computation, it was
found that the difference A is given by the matrix associated with the ∪-multiplication by exp(2piiσ1):
A : H•(G(2, 4),C)→ H•(G(2, 4),C) : v 7→ e2piiσ1 ∪ v.
At this point, we are also able to understand what is the geometrical meaning of the entries of the
matrix A (or, better to say, of A−1) appearing in Theorem 6.2 of [CDG17b]: indeed, since
Ch(detS∨) = exp(2piiσ1), c1(G(2, 4)) = 4σ1,
we can identity the operator A−1 with
H•(G(2, 4),C)→ H•(G(2, 4),C) : v 7→ e−piic1(G(2,4)) ∪ Ch(detS∨) ∪ v.
In other words, the contribution of the characteristic classes Ch(detS∨) and e−piic1(G(2,4)), prescribed
by the Conjecture 5.2, are hidden in the entries of the matrix A.
Finally, as a further verification of our computations, let us show how to re-obtain the braids,
which put the monodromy data CG(2,4)lex (0), S
G(2,4)
lex (0) into the (twisted) Kapranov form, by applying
the results of Proposition 7.14. For doing this, let us notice that the braid which transforms the data
associated with the Beilison collection B := (O,O(1),O(2),O(3)) on P3C into the monodromy data
C
P3C
lex(pˆ), S
P3C
lex(pˆ) is
(β−112 β−123 β−134 )β−112︸ ︷︷ ︸
Lemma 6.9
β12β34︸ ︷︷ ︸
ω1,4
= β−112 β−123 .
Let us now consider a Mukai lattice V of rank 4 and let (ε1, ε2, ε3, ε4) be an exceptional basis. The
braid β−112 transforms this basis into
(ε2, ε1˜, ε3, ε4).
If we consider on the Mukai lattice
∧2
V the exceptional basis
(ε12, ε13, ε14, ε23, ε24, ε34), and (ε21˜, ε23, ε24, ε1˜3, ε1˜4, ε34),
by applying the argument of Proposition 7.14 we immediately see that the second collection can be
transformed into the first one (up to a sign) by the braid
β34β23β45. (7.21)
Analogously, starting from the two exceptional bases (ε1, ε2, ε3, ε4) and (ε1, ε3, ε2˜, ε4), we obtain the
two exceptional bases
(ε12, ε13, ε14, ε23, ε24, ε34), and (ε13, ε12˜, ε14, ε32˜, ε34, ε2˜4).
The second basis is transformed into the first one (up to a sign) by the braid
β12β56. (7.22)
By taking the product of (7.22) and (7.21), we obtain the braid β12β56β34β23β45.
This braid differs from the one of the paper [CDG17b] just by an irrelevant factor β34, which
coincides with a mere permutation of the central objects of the 5-block. This shows the complete
agreement between the previous results of [CDG17b] and those presented in this paper.
7.7. Symmetries and Quasi-Periodicity of the Stokes matrices along the small quantum
locus. We conclude this Section with the following result, concerning the symmetries and quasi-
periodicity properties of the Stokes matrix S of QH•(G) computed at points of the small quantum
cohomology. It is an immediate consequence of the analogous properties of the Stokes matrix for
QH•(P) and of Corollary 7.13.
Theorem 7.24. The Stokes matrix SG(r,k)(p, φ), computed at a point p 3 H2(G,C) with respect to an
admissible line ` of slope φ ∈ R and in the `-lexicographical order, satisfies the following conditions:
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(1) it has the following functional form
SG(r,k)(tσ1, φ) = S(Imt+ kφ);
(2) it is quasi-periodic along the small quantum locus, in the sense that
SG(r,k)(p, φ) ∼ SG(r,k)
(
p, φ+ 2pii
k
)
,
where A ∼ B means that the matrices A and B are in the same orbit under the action of
(Z/2Z)(
k
r). Moreover, we have that
SG(r,k)(p, φ) = SG(r,k) (p, φ+ 2pii) ;
(3) the upper-diagonal entries
SG(r,k)(p, φ)j,j+1, SG(r,k)
(
p, φ+ pii
k
)
j,j+1
differ for some signs, and we have that
|SG(r,k)(p, φ)j,j+1| ∈
{(
k
1
)
, . . . ,
(
k
k − 1
)}
∪ {0} .
From this Theorem, Corollary 6.16, Proposition 5.7 and from Lemma 7.16, we finally deduce the
following result.
Corollary 7.25. The Kapranov exceptional collection (SλS∨)λ, twisted by a suitable line bundle,
is associated with the monodromy data of G(r, k) at points of the small quantum locus if and only
if (r, k) = (1, 2), (1, 3), (2, 3). In this cases, the line bundle is trivial, and the Kapranov collection
coincides with the Beilinson one35.
35Notice that G(2, 3) ∼= P((C3)∨) ∼= P2C by duality.
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Appendix A. Basic notions on Pure Motives
In this Appendix we briefly recall basic notions and properties of Chow motives, referring the
interested reader to [Sch94], [And04], [MNP13] for more detailed and complete introductions to this
vast and fascinating topic. Let F,K be two fields. Let us denote by VK the category of smooth
projective varieties36 over K. For any X ∈ Ob(VK) and d ∈ Z, let us denote
(1) by Zd(X) the group of d-cycles of X, i.e. the free abelian group generated by irreducible
subvarieties of X of codimension d;
(2) by CHd(X) := Zd(X)/ ∼rat the d-codimensional Chow group of X (where ∼rat denotes the
rational equivalence of cycles),
(3) by CHd(X)F := CHd(X)⊗Z F and CH•(X)F :=
⊕
d CH
d(X)F.
If X,Y ∈ Ob(VK) with X irreducible and of pure dimension d, and r ∈ Z, we define the group of
correspondences of degree r from X to Y as
Corrr(X,Y ) := CHr+d(X × Y )F.
For X :=
∐
Xi, with Xi irreducible, we set
Corrr(X,Y ) :=
⊕
Corrr(Xi, Y ).
Given a third object Z ∈ Ob(VK), and s ∈ Z we can define the composition of correspondences as
follows
Corrr(X,Y )⊗ Corrs(Y,Z) // Corrr+s(X,Z)
f ⊗ g  // (piXZ)∗ (pi∗XY f · pi∗Y Zg)
where piXY/Y Z/XZ denote the projections from the triple product X × Y × Z to the product of two
spaces, and where the intersection product is performed in CH•(X × Y ×Z)F. At this point we can
define the category CHM(K)F of the rational Chow motives over K as the category
• whose objects are triples (X, p,m) where X ∈ Ob(VK), m ∈ Z and p ∈ Corr0(X,X) is a
projector, i.e. an idempotent wrt the composition product of correspondences;
• morphisms from (X, p,m) to (Y, q, n) are defined as elements of the set
q ◦ Corrn−m(X,Y ) ◦ p,
and composition of morphisms comes from composition of correspondences.
There is a naturally defined contravariant functor h(·)F : VopK → CHM(K)F, which on the objects is
defined as
h(X)F := (X, idX , 0),
and which associates to a morphism f : X → Y the correspondence h(f)F := [ΓTf ] ∈ Corr0(Y,X)
given by (the rational equivalence class of) the transpose of its graph Γf ⊆ X × Y .
Three natural operations are defined on CHM(K)F:
• given two objects (X, p,m), (Y, q,m), we define their direct sum as
(X, p,m)⊕ (Y, q,m) :=
(
X
∐
Y, pq q,m
)
,
where q denotes the disjoint union. For the definition of the general case (X, p,m), (Y, q, n)
with m 6= n see [Sch94].
• given two objects (X, p,m), (Y, q,m), we define their tensor product as
(X, p,m)⊗ (Y, q, n) := (X × Y, p× q,m+ n).
The motive of a point h(pt)F := (Spec(K), id, 0) coincides with the unit motive, denoted by
1.
36Here by variety over K we mean a reduced K-scheme. In particular, we do not assume it to be irreducible.
HELIX STRUCTURES IN QUANTUM COHOMOLOGY OF FANO VARIETIES 135
• Given an object (X, p,m) we define its dual as
(X, p,m)∨ := (X, pT , d−m),
in the case X is of pure dimension d, and which acts on morphisms as the transposition of
correspondences.
These operations make CHM(K)F a F-linear, pseudo-abelian37, rigid tensor category (see [And04]).
The motive L := (Spec(K), id,−1) is called Lefschetz motive. From the above definitions, it
immediately follows that for all smooth projective varieties X ∈ Ob (VK) the following canonical
isomorphism holds true
CHr(X)F ∼= HomCHM(K)F(L⊗r, h(X)F). (A.1)
A.0.1. Universality of Chow Motives. Let (T ,L, H, (trX)X , (crX)r,X) be the datum of
(1) a F-linear, pseudo-abelian, rigid tensor category T ;
(2) a ⊗-invertible object L ∈ Ob(T );
(3) a monoidal functor H : VopK → T such that the diagram
P1 → Spec(K) = {∞} ↪→ P1
induces the decomposition
H(P1) = 1⊕ L;
(4) for all X ∈ Ob(VK) of pure dimension d, a morphism
trX : H(X)→ L⊗d,
such that
(a) trX×Y = trX ⊗ trY ,
(b) it identifies the dual objectH(X)∨ withH(X)⊗L⊗(−d), in the sense that the evaluation38
is given by
H(X)⊗H(X)⊗ L⊗(−d) (trX◦id)◦(µX◦id) // L⊗d ⊗ L⊗(−d) ∼= 1,
where the morphism µX is induced by the diagonal map δX : X → X ×X;
(5) for all X ∈ Ob(VK), a family of F-linear morphisms
crX : CHr(X)F → HomT (1, H(X)⊗ L⊗(−r)),
such that
(a) they are contravariant in X,
(b) they satisfy the identity cnX×Y =
∑
r+s=n c
r
X ⊗ csY ,
(c) they are normalized so that, when X is of pure dimension d, the morphism
CHd(X)F → End(1),
obtained by composition of cdX and trX coincides with the degree morphism on the
0-cycles of X.
The prototypical example is given by taking
• the category CHM(K)F,
• as invertible object the Lefschetz motive L,
• the functor h(·)F : VopK → CHM(K)F,
• as morphisms trX the correspondences, denoted TrX , defined by the graph
[ΓX ] ∈ Corr0(X,Spec(K))
of the structural moprhisms X → Spec(K);
37An additive category C is called pseudo-abelian (or Karoubian) if for all all objects X ∈ Ob(C) all projectors
p ∈ HomC(X,X), p ◦ p = p, have a kernel.
38Since any object of a rigid tensor category is reflexive, i.e. X ∼= X∨∨, the coevaluation map is simply given by the
transpose of the evaluation map.
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• as morphisms crX the isomorphisms of equation (A.1), denoted γrX .
Theorem A.1 (Universality of Chow Motives). The 5-tuple (CHM(K)F,L, h(·)F, (TrX)X , (γrX)r,X)
is universal among all other 5-tuples (T ,L, H, (trX)X , (crX)r,X) verifying points (1)-(5) above. This
means that any functor H : VopK → T as above factorizes through h(·)F: there exists a realization
ωH : CHM(K)F → T which makes commutative the diagram
VopK
h(·)F
//
H
33CHM(K)F
ωH // T
Moreover, we have that L = ωH(L), ωH ◦TrX = trX ◦ωH and the morphisms crX are induced by ωH .
If T = GrVec<∞,+F (category of finite dimensional graded F-vector spaces with only non-negative
degrees), the functors H : VopK → T as above, such that
Gri (ωH(L)) = 0, i 6= 0, 2,
are called Weil cohomology functors. Examples are Betti and (algebraic) de Rham realizations (if
char(K) = 0), crystalline cohomology (if char(K) = p) or étale cohomology (both char(K) = 0 and
char(K) = p). See [And04] for further details.
If F = Q,K = C we can consider T = HSQ the category of Q-Hodge structures, whose objects are
finite dimensional Q-vector spaces V whose complexification VC admits a decomposition
VC =
⊕
p,q∈Z
V p,q, such that V p,q = V q,p.
Such a category is a neutral Tannakian category over Q (see [SR72]). Hodge theory defines a canon-
ical rational Hodge structure on the rational Betti cohomology HB(X,Q) of any complex smooth
projective variety X. Hence, the Betti cohomology functor can be enriched to a functor with values
in HSQ, and the corresponding realization on CHM(C)Q is called the Hodge realization.
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Appendix B. Tabulation of Stokes matrices for G(r, k) for small k
In this appendix we tabulate all the Stokes matrices computed along the small quantum cohomology
of Grassmannians G(r, k) for k ≤ 5, with respect to an oriented line of slope φ ∈ R, and for a suitable
choice of the branch of the Ψ-matrix. From these tables, the quasi-periodicity properties proved in
Section 6.8 and Section 7.7 are evident. The matrices are obtained in the following way: the matrix
S for Pk−1C with 0 < Im(t) + kφ < pi is the one computed by the third author in [Guz99]. The other
Stokes matrices of Pk−1C are obtained through an action of the braids ω1,k, ω2,k described in Section
6.7. The Stokes matrices for G(r, k) are obtained by applying Corollary 7.13. Colors keep track of the
shifts of the quantum Satake identification: a matrix in the r-th column is the r-th exterior power of
the matrix in the first column and of the same color.
Table 3. Case k = 2
P1C
0 < Im(t) + 2φ < pi
(
1 2
0 1
)
pi < Im(t) + 2φ < 2pi
(
1 −2
0 1
)
Table 4. Case k = 3
P2C G(2, 3)
0 < Im(t) + 3φ < pi
 1 3 −30 1 −3
0 0 1
  1 3 −30 1 −3
0 0 1

pi < Im(t) + 3φ < 2pi
 1 −3 −60 1 3
0 0 1
  1 3 60 1 3
0 0 1

2pi < Im(t) + 3φ < 3pi
 1 3 30 1 3
0 0 1
  1 −3 −30 1 3
0 0 1

3pi < Im(t) + 3φ < 4pi
 1 3 −60 1 −3
0 0 1
  1 3 −60 1 −3
0 0 1

4pi < Im(t) + 3φ < 5pi
 1 −3 −30 1 3
0 0 1
  1 −3 30 1 −3
0 0 1

5pi < Im(t) + 3φ < 6pi
 1 −3 60 1 −3
0 0 1
  1 −3 −60 1 3
0 0 1

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Table 5. Case k = 4
Im(t) + 4φ P3C G(2, 4) G(3, 4)
]0;pi[

1 −4 −20 10
0 1 6 −4
0 0 1 −4
0 0 0 1


1 −6 −20 −20 −70 20
0 1 4 4 16 −6
0 0 1 0 4 −4
0 0 0 1 4 −4
0 0 0 0 1 −6
0 0 0 0 0 1


1 4 20 −10
0 1 6 −4
0 0 1 −4
0 0 0 1

]pi; 2pi[

1 4 −4 −10
0 1 −6 −20
0 0 1 4
0 0 0 1


1 6 4 −4 −6 −20
0 1 4 −4 −16 −70
0 0 1 0 −4 −20
0 0 0 1 4 20
0 0 0 0 1 6
0 0 0 0 0 1


1 −4 −4 −10
0 1 6 20
0 0 1 4
0 0 0 1

]2pi; 3pi[

1 −4 −20 −10
0 1 6 4
0 0 1 4
0 0 0 1


1 6 −20 20 −70 −20
0 1 −4 4 −16 −6
0 0 1 0 4 4
0 0 0 1 −4 −4
0 0 0 0 1 6
0 0 0 0 0 1


1 4 −20 −10
0 1 −6 −4
0 0 1 4
0 0 0 1

]3pi; 4pi[

1 4 4 −10
0 1 6 −20
0 0 1 −4
0 0 0 1


1 −6 −4 −4 −6 20
0 1 4 4 16 −70
0 0 1 0 4 −20
0 0 0 1 4 −20
0 0 0 0 1 −6
0 0 0 0 0 1


1 −4 −4 10
0 1 6 −20
0 0 1 −4
0 0 0 1

]4pi; 5pi[

1 4 −20 −10
0 1 −6 −4
0 0 1 4
0 0 0 1


1 6 −20 −20 70 20
0 1 −4 −4 16 6
0 0 1 0 −4 −4
0 0 0 1 −4 −4
0 0 0 0 1 6
0 0 0 0 0 1


1 4 −20 10
0 1 −6 4
0 0 1 −4
0 0 0 1

]5pi; 6pi[

1 −4 −4 10
0 1 6 −20
0 0 1 −4
0 0 0 1


1 −6 −4 4 6 −20
0 1 4 −4 −16 70
0 0 1 0 −4 20
0 0 0 1 4 −20
0 0 0 0 1 −6
0 0 0 0 0 1


1 −4 4 10
0 1 −6 −20
0 0 1 4
0 0 0 1

]6pi; 7pi[

1 −4 20 10
0 1 −6 −4
0 0 1 4
0 0 0 1


1 −6 20 −20 70 −20
0 1 −4 4 −16 6
0 0 1 0 4 −4
0 0 0 1 −4 4
0 0 0 0 1 −6
0 0 0 0 0 1


1 −4 −20 10
0 1 6 −4
0 0 1 −4
0 0 0 1

]7pi; 8pi[

1 4 −4 10
0 1 −6 20
0 0 1 −4
0 0 0 1


1 6 −4 −4 6 20
0 1 −4 −4 16 70
0 0 1 0 −4 −20
0 0 0 1 −4 −20
0 0 0 0 1 6
0 0 0 0 0 1


1 4 −4 −10
0 1 −6 −20
0 0 1 4
0 0 0 1

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Im(t) + 5φ P4C G(2, 5)
]0;pi[

1 5 −5 −40 15
0 1 −10 −95 40
0 0 1 10 −5
0 0 0 1 −5
0 0 0 0 1


1 10 −5 −15 −5 10 40 75 325 −50
0 1 −10 −45 −5 50 225 435 1990 −325
0 0 1 5 0 −5 −25 −45 −225 40
0 0 0 1 0 0 −5 0 −45 15
0 0 0 0 1 −10 −45 −95 −435 75
0 0 0 0 0 1 5 10 50 −10
0 0 0 0 0 0 1 0 10 −5
0 0 0 0 0 0 0 1 5 −5
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1

]pi; 2pi[

1 −5 −45 15 35
0 1 10 −5 −15
0 0 1 −10 −45
0 0 0 1 5
0 0 0 0 1


1 −10 −95 −40 −45 −435 −185 75 50 175
0 1 10 5 5 50 25 −10 −10 −50
0 0 1 5 0 5 25 −5 −25 −185
0 0 0 1 0 0 5 0 −5 −40
0 0 0 0 1 10 5 −5 −10 −75
0 0 0 0 0 1 5 −10 −50 −435
0 0 0 0 0 0 1 0 −10 −95
0 0 0 0 0 0 0 1 5 45
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1

]2pi; 3pi[

1 5 −5 −40 −15
0 1 −10 −95 −40
0 0 1 10 5
0 0 0 1 5
0 0 0 0 1


1 10 5 −15 −5 −10 40 −75 325 50
0 1 10 −45 −5 −50 225 −435 1990 325
0 0 1 −5 0 −5 25 −45 225 40
0 0 0 1 0 0 −5 0 −45 −15
0 0 0 0 1 10 −45 95 −435 −75
0 0 0 0 0 1 −5 10 −50 −10
0 0 0 0 0 0 1 0 10 5
0 0 0 0 0 0 0 1 −5 −5
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1

]3pi; 4pi[

1 −5 −45 −15 35
0 1 10 5 −15
0 0 1 10 −45
0 0 0 1 −5
0 0 0 0 1


1 10 −95 −40 45 −435 −185 −75 −50 175
0 1 −10 −5 5 −50 −25 −10 −10 50
0 0 1 5 0 5 25 5 25 −185
0 0 0 1 0 0 5 0 5 −40
0 0 0 0 1 −10 −5 −5 −10 75
0 0 0 0 0 1 5 10 50 −435
0 0 0 0 0 0 1 0 10 −95
0 0 0 0 0 0 0 1 5 −45
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1

]4pi; 5pi[

1 5 5 −40 −15
0 1 10 −95 −40
0 0 1 −10 −5
0 0 0 1 5
0 0 0 0 1


1 −10 −5 15 −5 −10 40 75 −325 −50
0 1 10 −45 5 50 −225 −435 1990 325
0 0 1 −5 0 5 −25 −45 225 40
0 0 0 1 0 0 5 0 −45 −15
0 0 0 0 1 10 −45 −95 435 75
0 0 0 0 0 1 −5 −10 50 10
0 0 0 0 0 0 1 0 −10 −5
0 0 0 0 0 0 0 1 −5 −5
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1

Table 6. Case k = 5 (first part)
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]0;pi[

1 10 5 −5 −10 −75 −15 −40 −325 50
0 1 5 −10 −50 −435 −45 −225 −1990 325
0 0 1 0 −10 −95 0 −45 −435 75
0 0 0 1 5 45 5 25 225 −40
0 0 0 0 1 10 0 5 50 −10
0 0 0 0 0 1 0 0 5 −5
0 0 0 0 0 0 1 5 45 −15
0 0 0 0 0 0 0 1 10 −5
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1


1 −5 −5 −40 15
0 1 10 95 −40
0 0 1 10 −5
0 0 0 1 −5
0 0 0 0 1

]pi; 2pi[

1 10 −45 95 −435 −75 −40 185 50 175
0 1 −5 10 −50 −10 −5 25 10 50
0 0 1 0 10 5 0 −5 −10 −75
0 0 0 1 −5 −5 −5 25 25 185
0 0 0 0 1 10 0 −5 −50 −435
0 0 0 0 0 1 0 0 −5 −45
0 0 0 0 0 0 1 −5 −5 −40
0 0 0 0 0 0 0 1 10 95
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1


1 5 −45 −15 −35
0 1 −10 −5 −15
0 0 1 10 45
0 0 0 1 5
0 0 0 0 1

]2pi; 3pi[

1 −10 −5 −5 −10 75 −15 −40 325 50
0 1 5 10 50 −435 45 225 −1990 −325
0 0 1 0 10 −95 0 45 −435 −75
0 0 0 1 5 −45 5 25 −225 −40
0 0 0 0 1 −10 0 5 −50 −10
0 0 0 0 0 1 0 0 5 5
0 0 0 0 0 0 1 5 −45 −15
0 0 0 0 0 0 0 1 −10 −5
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1


1 −5 −5 40 15
0 1 10 −95 −40
0 0 1 −10 −5
0 0 0 1 5
0 0 0 0 1

]3pi; 4pi[

1 10 −45 −95 435 75 −40 185 50 −175
0 1 −5 −10 50 10 −5 25 10 −50
0 0 1 0 −10 −5 0 −5 −10 75
0 0 0 1 −5 −5 5 −25 −25 185
0 0 0 0 1 10 0 5 50 −435
0 0 0 0 0 1 0 0 5 −45
0 0 0 0 0 0 1 −5 −5 40
0 0 0 0 0 0 0 1 10 −95
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1


1 5 −45 −15 35
0 1 −10 −5 15
0 0 1 10 −45
0 0 0 1 −5
0 0 0 0 1

]4pi; 5pi[

1 −10 −5 −5 −10 75 15 40 −325 −50
0 1 5 10 50 −435 −45 −225 1990 325
0 0 1 0 10 −95 0 −45 435 75
0 0 0 1 5 −45 −5 −25 225 40
0 0 0 0 1 −10 0 −5 50 10
0 0 0 0 0 1 0 0 −5 −5
0 0 0 0 0 0 1 5 −45 −15
0 0 0 0 0 0 0 1 −10 −5
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1


1 −5 −5 40 −15
0 1 10 −95 40
0 0 1 −10 5
0 0 0 1 −5
0 0 0 0 1

Table 7. Case k = 5 (second part)
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]5pi; 6pi[

1 5 −45 −15 35
0 1 −10 −5 15
0 0 1 10 −45
0 0 0 1 −5
0 0 0 0 1


1 10 −95 −40 −45 435 185 75 50 −175
0 1 −10 −5 −5 50 25 10 10 −50
0 0 1 5 0 −5 −25 −5 −25 185
0 0 0 1 0 0 −5 0 −5 40
0 0 0 0 1 −10 −5 −5 −10 75
0 0 0 0 0 1 5 10 50 −435
0 0 0 0 0 0 1 0 10 −95
0 0 0 0 0 0 0 1 5 −45
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1

]6pi; 7pi[

1 −5 −5 40 15
0 1 10 −95 −40
0 0 1 −10 −5
0 0 0 1 5
0 0 0 0 1


1 −10 −5 15 5 10 −40 −75 325 50
0 1 10 −45 −5 −50 225 435 −1990 −325
0 0 1 −5 0 −5 25 45 −225 −40
0 0 0 1 0 0 −5 0 45 15
0 0 0 0 1 10 −45 −95 435 75
0 0 0 0 0 1 −5 −10 50 10
0 0 0 0 0 0 1 0 −10 −5
0 0 0 0 0 0 0 1 −5 −5
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1

]7pi; 8pi[

1 −5 45 15 −35
0 1 −10 −5 15
0 0 1 10 −45
0 0 0 1 −5
0 0 0 0 1


1 −10 95 40 −45 435 185 −75 −50 175
0 1 −10 −5 5 −50 −25 10 10 −50
0 0 1 5 0 5 25 −5 −25 185
0 0 0 1 0 0 5 0 −5 40
0 0 0 0 1 −10 −5 5 10 −75
0 0 0 0 0 1 5 −10 −50 435
0 0 0 0 0 0 1 0 −10 95
0 0 0 0 0 0 0 1 5 −45
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1

]8pi; 9pi[

1 5 −5 40 15
0 1 −10 95 40
0 0 1 −10 −5
0 0 0 1 5
0 0 0 0 1


1 10 −5 15 −5 10 −40 75 −325 50
0 1 −10 45 −5 50 −225 435 −1990 325
0 0 1 −5 0 −5 25 −45 225 −40
0 0 0 1 0 0 −5 0 −45 15
0 0 0 0 1 −10 45 −95 435 −75
0 0 0 0 0 1 −5 10 −50 10
0 0 0 0 0 0 1 0 10 −5
0 0 0 0 0 0 0 1 −5 5
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1

]9pi; 10pi[

1 −5 −45 15 −35
0 1 10 −5 15
0 0 1 −10 45
0 0 0 1 −5
0 0 0 0 1


1 −10 −95 40 −45 −435 185 75 −50 −175
0 1 10 −5 5 50 −25 −10 10 50
0 0 1 −5 0 5 −25 −5 25 185
0 0 0 1 0 0 5 0 −5 −40
0 0 0 0 1 10 −5 −5 10 75
0 0 0 0 0 1 −5 −10 50 435
0 0 0 0 0 0 1 0 −10 −95
0 0 0 0 0 0 0 1 −5 −45
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1

Table 8. Case k = 5 (third part)
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]5pi; 6pi[

1 10 −45 −95 435 75 40 −185 −50 175
0 1 −5 −10 50 10 5 −25 −10 50
0 0 1 0 −10 −5 0 5 10 −75
0 0 0 1 −5 −5 −5 25 25 −185
0 0 0 0 1 10 0 −5 −50 435
0 0 0 0 0 1 0 0 −5 45
0 0 0 0 0 0 1 −5 −5 40
0 0 0 0 0 0 0 1 10 −95
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1


1 5 −45 15 35
0 1 −10 5 15
0 0 1 −10 −45
0 0 0 1 5
0 0 0 0 1

]6pi; 7pi[

1 −10 −5 5 10 −75 15 40 −325 50
0 1 5 −10 −50 435 −45 −225 1990 −325
0 0 1 0 −10 95 0 −45 435 −75
0 0 0 1 5 −45 5 25 −225 40
0 0 0 0 1 −10 0 5 −50 10
0 0 0 0 0 1 0 0 5 −5
0 0 0 0 0 0 1 5 −45 15
0 0 0 0 0 0 0 1 −10 5
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1


1 −5 5 40 −15
0 1 −10 −95 40
0 0 1 10 −5
0 0 0 1 −5
0 0 0 0 1

]7pi; 8pi[

1 −10 45 −95 435 −75 40 −185 50 175
0 1 −5 10 −50 10 −5 25 −10 −50
0 0 1 0 10 −5 0 −5 10 75
0 0 0 1 −5 5 −5 25 −25 −185
0 0 0 0 1 −10 0 −5 50 435
0 0 0 0 0 1 0 0 −5 −45
0 0 0 0 0 0 1 −5 5 40
0 0 0 0 0 0 0 1 −10 −95
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1


1 −5 −45 15 35
0 1 10 −5 −15
0 0 1 −10 −45
0 0 0 1 5
0 0 0 0 1

]8pi; 9pi[

1 10 −5 −5 10 75 −15 40 325 −50
0 1 −5 −10 50 435 −45 225 1990 −325
0 0 1 0 −10 −95 0 −45 −435 75
0 0 0 1 −5 −45 5 −25 −225 40
0 0 0 0 1 10 0 5 50 −10
0 0 0 0 0 1 0 0 5 −5
0 0 0 0 0 0 1 −5 −45 15
0 0 0 0 0 0 0 1 10 −5
0 0 0 0 0 0 0 0 1 −10
0 0 0 0 0 0 0 0 0 1


1 5 −5 −40 15
0 1 −10 −95 40
0 0 1 10 −5
0 0 0 1 −5
0 0 0 0 1

]9pi; 10pi[

1 −10 −45 −95 −435 75 40 185 −50 −175
0 1 5 10 50 −10 −5 −25 10 50
0 0 1 0 10 −5 0 −5 10 75
0 0 0 1 5 −5 −5 −25 25 185
0 0 0 0 1 −10 0 −5 50 435
0 0 0 0 0 1 0 0 −5 −45
0 0 0 0 0 0 1 5 −5 −40
0 0 0 0 0 0 0 1 −10 −95
0 0 0 0 0 0 0 0 1 10
0 0 0 0 0 0 0 0 0 1


1 5 45 −15 −35
0 1 10 −5 −15
0 0 1 −10 −45
0 0 0 1 5
0 0 0 0 1

Table 9. Case k = 5 (fourth part)
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