W
ho are the scholars with the greatest impact in the field of management? Which management departments around the world have the greatest impact based on the aggregated research output of their members? What is the relative impact of individual articles, as well as entire journals, in the field of management? Management scholars are very interested in providing answers to these questions because performance management systems in universities (Aguinis, 2013) and the allocation of resources and rewards to individuals and also departments are determined, at least in part, by the impact of their scholarly work (Gomez-Mejia & Balkin, 1992;  Higher Education Funding Council of England [HEFCE], 2011) . For example, the Academy of Management Review bestows its best-article-of-thedecade award to the article with the greatest relative impact (Crossan, Maurer, & White, 2011) , and many universities classify journals in terms of their relative impact (Blackburn & Mitchell, 1981; van Fleet, McWilliams, & Siegel, 2000) .
Because of the importance of the topic, numerous articles have been published in the past few years addressing the impact of our scholarly work. For example, Podsakoff, MacKenzie, Podsakoff, and Bachrach (2008) produced a ranking of researchers based on their relative impact. Judge, Colbert, Cable, and Rynes (2007) analyzed the factors that predict an article's impact. Partington and Jenkins (2007) provided an inductively based framework for understanding why certain articles have more impact than others. Leung (2007) provided an incisive analysis of scholarly impact from an international-and particularly East Asianperspective. Aguinis, Dalton, Bosco, Pierce, and Dalton (2011) assessed whether meta-analyses that focus on theory building have more impact than meta-analyses that focus on theory testing. And Molina-Azorin (2012) examined whether certain methodological approaches have more impact than others. In addition, journal editors continually monitor and report the impact of their journals (e.g., Colquitt, 2011; Cortina, 2011) . Evidently, impact is one of the strongest currencies in the Academy.
On the surface, it would seem that the voluminous body of work on the impact of our research is quite diverse and heterogeneous. Some studies have produced rankings of scholars (e.g., Podsakoff et al., 2008) . Others have investigated factors likely to affect the impact of individual articles (e.g., Judge et al., 2007) . Some researchers have focused on the individual level of analysis (i.e., individual article or individual researcher), whereas others have addressed the department, university, or even field level of analysis (e.g., Certo, Sirmon, & Brymer, 2010) . For example, Lockett and McWilliams (2005) examined the relative impact of various fields on one another and concluded that the field of management, as a whole, runs a significant trade deficit with economics, psychology, and sociology. Also focusing on the relative impact of various fields, Bedeian (2005) argued that it is actually healthy for management to run at a deficit, and the fact that economics does not import as many citations from other fields "may account for what some allege is the parochial nature of the economics literature (reflected in a low level of interdisciplinary knowledge building) as well as an insular pattern of auto-erotic self-referencing (reflected in a high level of intradisciplinary citations)" (p. 154). Finally, some studies on scholarly impact have used quantitative methods (e.g., Podsakoff et al., 2008) , whereas others have adopted a qualitative approach (e.g., Leung, 2007) .
Yet despite the seeming heterogeneity of this research, this entire body of work has one important defining feature in common: the definition of impact. These and many other articles have defined impact using the same conceptual and operational definition: number of citations. More precisely, scholarly impact is consistently and uniformly assessed by counting the number of times a particular article, articles in a particular journal, an individual's entire body of work, the body of work of the faculty in a department or university, or the body of work produced by an entire field of study has been cited in scholarly publications. In other words, all of these measures of impact rely on whether other academics cite the article(s) in question in their own scholarly work. Paraphrasing Hambrick's quote included at the beginning of our article, the way we currently assess the impact of our scholarly work seems to be based on an incestuous, closed loop.
Many have expressed concern about a sciencepractice divide in the field of management (e.g., Aguinis, Werner, Abbott, Angert, Park, & Kohlhausen, 2010; Bansal, Bertels, Ewart, MacConnachie, & O'Brien, 2012) . Specifically, there is concern that the research produced by management scholars does not reach beyond the Academy and may not have substantive impact on stakeholders outside the field, including management and business students, managers, organizations, and society in general (Cascio & Aguinis, 2008; Rynes, Giluk, & Brown, 2007) . So could it be that researchers who are ranked highly in terms of their impact on other academics, as assessed by citations, do not enjoy a similarly high degree of impact on stakeholders outside the Academy?
To answer this question we need to find a way to assess the impact of our scholarly work beyond the Academy, thus addressing Hambrick's call to break out of the closed loop. We do so by using a novel approach to assessing impact: Instead of using number of citations we use number of pages on the Web, as indexed by Google, thus assessing impact outside the Academy at a much broader societal level. The number of citations, as used in past research, and the number of Web pages as indexed by Google, as we use in our study, are similar in that both are general measures of impact. Both are based on a simple count, easy to understand intuitively, and unidimensional. The big difference, however, is that number of citations refers to the impact on a single stakeholder audience: academics-those writing academic publications. In contrast, the number of pages on the Web captures the impact on stakeholders inside and outside the Academy-not only academics but also the media, public and private firms, governments, and nonprofit organizations, among others.
Considering additional similarities between these two measures of impact, the number of citations is a general and broad measure and does not provide information regarding why a source has been cited. It may be that an article is cited as exemplary research or as an example of the opposite-a poorly designed study. It could be that an article is cited in passing in support of the importance and legitimacy of a particular research topic. Or, in contrast, an article may be analyzed and discussed in detail to generate important follow-up questions. In other words, the number of citations is a general measure that is not informative about the type of impact or reason for such impact (Kacmar & Whitfield, 2000) .
Similarly, the number of pages indexed by Google is a general measure of impact that does not include information about the type of impact or reason for the impact (Barjak, Li, & Thelwall, 2007) . For example, a researcher may be mentioned on the Web because her work has been received positively or negatively by the media. Or a researcher may be mentioned because he has participated as an expert witness in a high-profile U.S. Supreme Court case, in an online executive education program, or in a consulting project. Or it could be that a researcher has an important online presence because he has given an interview to a newspaper, or a blogger has decided to write about a popular-press book he has written. Just like number of citations, number of pages on the Web is a measure of impact regardless of the reason that a researcher is mentioned. Also, just as number of citations is an indicator of the level of impact on inside stakeholders (i.e., members of the Academy), having very few entries on Google means that outside stakeholders (i.e., people outside of the Academy) are not paying much attention (Thelwall & Sud, 2011) .
Next, we describe the sample and measures we used to gather information on impact from the perspective of both internal and external stakeholders. We also describe several types of evidence regarding the validity of our measures. We also report results pointing to the conclusion that scholarly impact is a multidimensional construct and that the impact of our scholarly research on internal stakeholders cannot be equated with impact on external stakeholders.
Method
Our targeted population consisted of the 550 management scholars in Podsakoff et al.'s (2008) Table 9 , which includes an alphabetical list of the most influential scholars in the field of management based on total number of citations received between 1981 and 2004. Several studies have documented the relative impact of scholars in specific subfields, including international business (e.g., Chan, Fung, & Leung, 2009; Morrison & Inkpen, 1991) , strategic management (e.g., Furrer, Thomas, & Goussevskaia, 2008) , and entrepreneurship (e.g., Shane, 1997) . In contrast, Podsakoff et al. (2008) provided a list of the most impactful scholars in the entire field, focusing on citations received by each author based on articles published in 30 journals between January 1, 1981, and June 30, 2004 -making their list the most comprehensive and also the most current. As we describe next, our final sample included 384 from the population of 550 for whom we were able to obtain information regarding total number of Google entries on .edu and non-.edu domains (as indexed by Google's search engine) and total number of citations (as indexed by Web of Science).
Impact Outside the Academy: Google Entries
The process of collecting data for our study using Google involved five steps and decision points to ensure the construct validity of our measure of impact outside the Academy. Our methodology followed best-practice recommendations derived from the field of information science and technology, specifically a subfield of study called webometric research (Thelwall & Sud, 2011) .
First, for each of the 550 targeted scholars, we used the full and complete name in quotation marks as the search term. For example, the first 10 of the 550 names are, in alphabetical order, "Eric Abrahamson," "Phillip L. Ackerman," "Paul S. Adler," "Herman Aguinis," "Gautman Ahuja," "Icek Ajzen," "Ralph A. Alexander," "Natalie J. Allen," "Mats Avelsson," and "Terry L. Amburgey." Based on the first few searches, we learned that using full names in quotation marks avoided finding pages that may not relate to a particular researcher. In other words, using names without quotations, or without the middle initial, leads to potential measurement contamination in our results (i.e., false positives). For example, using Eric Abrahamson instead of "Eric Abrahamson" would lead to the inclusion of pages mentioning "Eric Olger" and "David Abrahamson," and consequently Eric Abrahamson would be credited additional entries spuriously.
Second, to gather evidence regarding the validity of our measure, we compared results based on google.com (the American version of Google) with google.es (the Spanish version of Google). Consistency in results would provide evidence regarding convergent validity. Reassuringly, we found that the total number of pages was identical regardless of the specific version of Google used. However, although irrelevant for the goals of our study, we found that the order in which the entries are listed did vary; for example, pages in Spanish were listed earlier using google.es than google.com. Given the interchangeability of results regarding total number of entries, we chose to collect our data using google.com.
Third, the information science and technology literature suggests that the most important threat to the validity of results based on webometric research is the presence of spurious matches (Thelwall & Sud, 2011) . Specifically related to our study, Google may return results that should not be credited to the specific author in question. Accordingly, after searching for each name in quotation marks, we manually inspected the first 50 pages returned for each individual to ascertain whether any of these pages were the result of measurement contamination (i.e., a page that did not refer to the scholar in question-a false positive). For example, we found that there are many individuals with the exact same first and last name as "Eric Abrahamson," and many of them are referred to on many sites on the Web. There are too many idiosyncratic and likely nonreplicable judgment calls involved in confidently ascertaining whether a particular Web page for an author with a common first and last name refers to the particular author we were looking for or to another person. Thus, we used the criterion of 5% of spurious entries to exclude authors. In other words, if our search led to three or more spurious entries (i.e., pages falsely attributed to the author in question) in the first 50 pages, that author was excluded from our database. Although this decision meant that we were not able to gather information on all 550 authors, it minimized spurious results and maximized the integrity of our data, which would have been contaminated had we included entries that did not refer to a particular author. Using this process led to a sample of 391 of the 550 authors included in the targeted population.
Fourth, the indexing system used by Google, which is called Caffeine, constantly updates the URL index, and it is designed to return pages in order of relevance. Google provides the total number of pages resulting from any given search, and we used these totals in our analyses to assess each author's impact beyond the Academy. Note that the number of pages returned by Google may fluctuate given that the search procedure prioritizes speed over precise accuracy (Cronin, Snyder, Rosenbaum, Martinson, & Callahan, 1998; Webmaster tools help, 2012) . To use a more stable estimate of the total number of Google entries for each author, we quadrupled our data-gathering efforts and collected data over four separate and independent occasions. Specifically, we repeated our data collection for each of the scholars four times during November 2011.
Finally, an important aspect of our data collection efforts is that we distinguished between .edu and non-.edu pages. This is an important distinction because .edu pages reside on servers that belong to academic institutions; pages without the .edu domain likely reside on non-academic servers. Thus, a comparison of their numbers is particularly useful for understanding impact inside and outside the Academy.
Impact Inside the Academy: Citations
We used the Web of Science database to obtain the total number of times each author was cited from January 1981 through October 2011. We replicated Podsakoff et al.'s methodology and considered the total number of citations for each author's publications classified as articles, notes, or reviews published since 1981. However, a difference between Podsakoff et al. (2008) and our study is that we did not restrict citations to those articles published in particular journals. Rather, because we wanted to assess the broadest possible impact of each of these influential scholars, not just their impact based on a subset of journals, we obtained the total number of citations received by each author regardless of the specific journal in which the cited article was published. Note that our more inclusive assessment of citations led to the consideration of articles published in journals that were excluded from Podsakoff et al.'s analysis, such as Research in Organizational Behavior, Academy of Management Perspectives, and Organization Studies.
As described by Podsakoff et al. (2008) , using Web of Science to conduct searches based on author names poses some challenges; the most important is that Web of Science allows searches of last names but only initials of first and middle names. This may lead to potential false positives, which both in our study and in Podsakoff et al.'s consist of possibly attributing citations to an author when some of these citations may refer to a different author(s) with the same last name and first and middle initials. We implemented several steps to minimize the impact of this potential threat to the validity of our results. First, many of the authors included in our targeted population have a MyResearcherID number, which is a unique identifier created by Web of Science precisely to avoid spurious results. Thus, when available, we used this tool to identify the publications authored by those specific scholars.
Second, for each remaining author, we examined the actual full-text publications when available to confirm a match with the intended author's affiliation (i.e., department and university) as well as research domains (e.g., organizational studies versus physics, chemistry, and other unrelated fields). We considered the fact that some authors have changed affiliations over the years. In some cases, it was not possible to separate publications authored by different people with the same last name and first and middle initials. In the end, we were unable to clearly distinguish seven of the 391 targeted authors from others with the same name. To avoid possible upward bias in the total number of citations for these seven authors, we eliminated them from our sample. These individuals are Ming-Jer Chen, Jerald Greenberg, Ranjay Gulati, Rabindra Kanungo, Yadong Luo, Kok Yee Ng, and Stephen G. West. Thus, our final sample size of authors for whom we had information on both number of Google entries and number of citations was 384.
Another challenge involved in using Web of Science to gather information on number of citations is that some authors used different names in different articles. For example, some authors used both a first and a middle name in some sources but only their first name in others. In addition, some authors used a hyphenated last name in some articles and not in others, and some authors used a totally different last name across sources (this was the case for some female authors who used their maiden name in some publications and later their married name in others). To minimize this threat to the validity of our results, we conducted searches using all possible name variations for each author to ensure that our authors matched the ones included in Podsakoff et al.'s Our analyses included two control variables that past research suggests are related to our focal dependent variables (i.e., number of citations and number of Google entries). First, we collected information regarding number of years since each author received his or her doctoral degree. We were able to obtain this information from Podsakoff et al.'s Table 9 . Note that this information was available for 377 of the 384 authors for whom we had information on Google entries and citations. Second, we used Web of Science to gather information on number of publications authored by each scholar. As noted earlier, this includes the total number of articles, notes, and reviews published from January 1981 through October 2011.
Results
In this section, we first describe evidence in support of the reliability and validity of our measures. Then, we report substantive results regarding the prediction of .edu and non-.edu Google entries using number of years since receiving a doctorate, number of publications, and number of citations as predictors. We also report results of a constructive replication study in which we used h-index scores instead of total number of citations as a predictor. Finally, we describe results regarding the potential moderating effects of number of years since earning a doctorate, field of study (i.e., business policy and strategy, organizational behavior, organization and management theory, and human resource management), and Academy of Management membership (i.e., yes versus no) on the ability of citations to predict .edu and non-.edu entries.
Reliability and Validity Evidence
As evidence regarding the reliability of number of Google pages, we computed test-retest reliability coefficients between all pairs involving our four waves of data collection for total Google entries (i.e., non-.edu and .edu domains combined) and for entries on non-.edu and .edu domains separately. Given that we collected Google data over four different occasions, we computed k(k Ϫ 1)/ 2 ϭ 6 unique test-retest reliability coefficients (where k ϭ 4, which is the number of data collection waves). For the total number of Google entries, the mean test-retest reliability based on the six coefficients was .9932 (SD ϭ .0039). For non-.edu domains, the mean test-retest reliability based on the six coefficients was .9925 (SD ϭ .0043). Finally, for .edu domains, the mean test-retest reliability based on the six coefficients was 1.0 (SD ϭ 0). In short, this reliability evidence regarding the stability of Google entries over time provides justification for computing an average based on the total number of Google entries across the four data collection waves, and we used such averages in all of our substantive analyses.
Descriptive information on our sample of 384 scholars indicates that the mean number of citations is 2,302.73 (median ϭ 1,748.50, SD ϭ 1,882.05) and the mean number of Google entries is 191,496.61 (median ϭ 74,837.50, SD ϭ 339,684.84). Regarding Google pages, the mean number of .edu entries is 4,427.58 (median ϭ 1,805.00, SD ϭ 11,091.83), and the mean number of non-.edu entries is 187,069.03 (median ϭ 71,931.25, SD ϭ 333,038.40). Regarding the two control variables, the mean number of articles published is 35.69 (median ϭ 31, SD ϭ 25.59), and the mean year when authors received their doctorates is 1982 (median ϭ 1983, SD ϭ 9.88). Table 1 includes correlations between our focal variables. As would be expected, the correlation between total number of articles and total number of citations is high (.503), meaning that there is an overlap of 25% in the variance between these two variables. This finding replicates previous results showing that although quantity of articles matters in terms of number of citations, it is far from being a perfect predictor (Simonton, 1997) . Thus, the congruence between this result and past research provides additional evidence in support of the construct validity of our measures. Also as expected, our second control variable, number of years since earning a doctorate, is correlated with number of citations (.256). Table 1 also show a positive relationship between total number of citations and total number of entries on .edu domains: r(382) ϭ .378, p Ͻ .001, which implies that total number of citations explains 14.29% of variance in number of .edu Google entries. We expected a positive correlation between these two variables because, similar to number of citations, number of pages residing on .edu domains indicates whether other academics and academic institutions in general are paying attention to someone's research. This positive correlation coefficient also provides evidence regarding the validity of our Google measure of impact (i.e., convergent validity evidence).
Results in
Finally, we conducted additional analyses to gain a deeper understanding of the measure of impact outside the Academy. Specifically, Google provides a breakdown of the entries based on relevant categories: (a) images, (b) videos, (c) news, (d) shopping, (e) books, and (f) blogs. We collected data for each of the 384 individuals in our sample broken down into these categories. We used these data to conduct an exploratory factor analysis following best-practice recommendations offered by Hayton, Allen, and Scarpello (2004) and Conway and Huffcutt (2003) to understand possible underlying dimensions. Our approach involved a principal axis factor analysis with oblimin rotation to allow factors to be intercorrelated. The break in the scree plot, extracted eigenvalues, factor loadings, cross-factor loadings, and percentage of variance explained by the factors all suggested a two-factor solution as follows (factor loadings are in parenthesis): (a) images (.92), shopping (.60), and books (.66); and (b) videos (.96), news (.67), and blogs (.68). Moreover, these two factors are correlated with each other (i.e., r ϭ .38, p Ͻ .05).
Factor 1 seems to relate to publications and activities outside the Academy-for example, the publication of popular-press books. Factor 2 seems to relate to the extent to which the media and other stakeholders outside the Academy are paying attention. As expected, a correlation of .38 between the two factors suggests that reaching out to audiences outside the Academy is related to the attention received from the media and other external stakeholders. In sum, these results indicate that the number of Google entries is related to scholars' outreach activities outside the Academy as well as the effect of such activities (i.e., the extent to which outside stakeholders pay attention to such activities). Thus, these results confirm that number of Google entries is an indicator of impact outside the Academy.
Predicting Number of Citations Based on .edu and Non-.edu Entries
The correlation between total number of citations and total number of pages residing on non-.edu domains is r(382) ϭ .166, p Ͻ .001, which implies that the total number of citations explains only 2.76% of variance in non-.edu Google entries. Moreover, a test of dependent correlations comparing the relationship between total number of citations and .edu entries versus the relationship between total number of citations and non-.edu entries indicated that these correlations do indeed differ: z(N ϭ 384) ϭ 4.34, p Ͻ .001. In other words, the explanatory power of total number of citations is much smaller when predicting non- .edu (2.76% of variance explained) versus .edu (14.29% of variance explained) Google entries.
We conducted more in-depth multiple regression analyses to gain a better understanding of the relationships among Google entries (.edu and non-.edu domains), number of articles, number of years since doctorate, and number of citations. Our goal with these analyses was to understand the relative fit of a model predicting number of entries on non-.edu pages compared to a model predicting number of entries on .edu pages based on the same predictors (i.e., number of articles, number of years since doctorate, and number of citations). Table 2 summarizes multiple regression analysis results predicting number of .edu entries. In Model 1, we first entered the two control variables: number of years since doctorate earned and number of articles. In Model 2, we added a third predictor: number of citations. As shown in Table 2 , both predictors (i.e., control variables) in Model 1 are related to number of .edu entries and, combined, explain 11% of variance. In Model 2, adding number of citations as a third predictor results in an additional 7% of variance explained above and beyond that predicted by the control variables in Model 1 (i.e., ⌬F [1, 372] ϭ 29.00, p Ͻ .001). Table 3 summarizes multiple regression analysis results predicting number of non-.edu entries using the same three predictors and in the same order as we did previously regarding the prediction of .edu entries. Results summarized in Table 3 are quite different from those in Table 2 in that the fit of the models is substantially worse. Specifically, total variance explained in non-.edu pages by all three predictors is only 5.8% (versus 18% in the previous model), and the variance explained by citations above and beyond the control variables is not statistically significant and only .5% in magnitude (versus 7% and p Ͻ .001 in the previous model). As expected based on these results, Table 3 shows that the regression coefficient for number of citations is not statistically significant for predicting number of non-.edu entries.
Constructive Replication Study Using h-index Scores
As an additional check regarding the robustness of our results, we redid all regression analysis using h-index scores instead of total citations, thereby replicating analyses reported in Tables 2 and 3 . Specifically, we gathered data regarding the h-index (see also Harzing & van der Wal, 2009; Hirsch, 2005) as reported by Web of Science. As noted by Hirsch (2005) , after whom the h-index is named, a scholar with an index of h has published h articles, each of which has been cited at least h times. Thus, the h-index takes into account both quality and quantity of publications.
Reassuringly, substantive conclusions remained unchanged. For example, the correlation between h-index scores and number of Google entries on .edu domains is .31, whereas the correlation between h-index scores and number of Google entries on non-.edu domains is .17. The difference between these correlations is statistically significant, z ϭ 1.99, p Ͻ .05. In other words, results based on our constructive replication study using h-index instead of total number of citations continue to indicate that impact inside the Academy cannot be equated with impact outside the Academy. Note that the consistency in results based on different citation-based metrics is not surprising. Specifically, the regression analysis reported in Tables 2 and 3 used number of articles as a control variable; therefore, our analyses did take into account the number of papers the individuals have published. Given the convergence in the results, we focus on total citations because doing so allows our results to be directly comparable to those reported by Podsakoff et al. (2008) , who also used total citations. In other words, Podsakoff et al.'s rankings are based on total citations (and so are our Tables 4 through 6, described below).
Examination of Potential Moderating Effects
We examined whether there is a stronger relationship between citations and non-.edu pages for more junior scholars compared to more senior ones. This type of analysis is informative regarding the possibility that the relationship between impact inside and outside the Academy is stronger for junior than for senior scholars-perhaps suggesting a narrowing of the science-practice gap. To do so, we used non-.edu pages as the criterion variable and the same three predictors as in the previous analyses: number of articles, number of years since doctorate, and number of citations. Then, as a second step in the analysis, we added the product term between number of years since doctorate and number of citations, which carries information regarding the potential moderating effect of years since doctorate on the relationship between number of citations and number of non-.edu pages (Aguinis, 2004) . Results indicated that the model with the first-order effects explained 5.8% of variance (as we described based on results shown in Table 3 ), and the addition of the product term did not improve the fit of the model in terms of explaining additional variance in the number of non-.edu pages, ⌬R 2 ϭ .00, F(1, 372) ϭ .001, p ϭ .98. In short, the relationship between number of citations and number of non-.edu pages does not differ based on the year when scholars received their doctorates.
We collected additional data and implemented additional analyses to understand whether impact is related to field of study. To do so, we manually searched each of the 384 individuals in our database in the Academy of Management (AOM) membership directory and recorded each person's membership by focusing on the AOM's four largest divisions as of February 2012: Organizational Behavior (OB, 5,835 members), Business Policy and Strategy (BPS, 4,801 members), Organization and Management Theory (OMT, 3,735 members), and Human Resource Management (HRM, 3,384 members). Also, when appropriate, we recorded whether a particular individual was not an AOM member at all. This categorization allowed us to investigate whether the impact inside or outside the Academy varies based on an individual's primary domain/field. We conducted ANOVAs with number of citations and Google entries (both .edu and non-.edu domains) as the dependent variables and division membership as the independent variable. To do so, we created dummy-code variables to represent membership (yes or no) in each of the four aforementioned AOM divisions and membership in AOM in general, for five dummy variables. Results based on eight separate tests regarding AOM division membership (i.e., two dependent variables and four independent variables) indicated no statistically significant differences. Also, we conducted an additional ANOVA with number of citations as the dependent variable and AOM membership (i.e., AOM member yes versus AOM member no) as the independent variable and also found a statistically nonsignificant result. As a 10th test, an ANOVA with number of Google entries as the dependent variable and AOM membership (i.e., AOM member yes versus AOM member no) as the independent variable yielded an F statistic that barely surpassed the .05 statistical significance cutoff, F(1, 382) ϭ 4.83, p ϭ .03. Given 10 tests and a .05 type I error rate, we expected that .5 tests (i.e., 10 ϫ .05) would be statistically significant by chance alone (i.e., a false positive). Thus, given that only one of 10 tests was statistically significant, and with a borderline p-value of .03, we are hesitant to attribute a substantive meaning to this result, particularly in light of the additional statistically nonsignificant results we describe next.
Finally, as an additional set of analyses, we replicated all regression models reported in Tables  2 and 3 , adding an additional last step in the models including the product term between AOM membership and number of citations. A statistically significant product term would suggest that AOM membership moderates the relationship between impact inside (i.e., citations) and outside (i.e., Google entries) the Academy (Aguinis, 2004) . All such moderating effect tests were statistically nonsignificant. In sum, based on new data and analysis, the conclusion is that field of study does not seem to matter in terms of impact, at least based on a distinction based on AOM division membership (i.e., OB, BPS, OMT, and HRM) and AOM membership in general (i.e., yes versus no).
Discussion
It is no exaggeration to state that the field of management is obsessed with the assessment of the impact of our scholarly work (Adler & Harzing, 2009 ). Numerous articles have been written on the relative impact of individual scholars, individual articles, departments, universities, and even entire fields. Moreover, the quality of scholarly journals is often judged on their relative impact. Also, rankings as well as tangible and intangible rewards are often distributed to individual scholars and even departments based on such impact-based analyses. Despite the apparent diversity of such analyses of impact and a substantial body of research on these issues, the common denominator is their reliance on number of citations. The operational definition of impact is uniformly narrow and deficient from a psychometric perspective because an examination of citations focuses exclusively on the impact of our research on other academics.
Using stakeholder theory as a theoretical backdrop (Freeman, 1984) , the field of management seems to be primarily concerned with the impact of our scholarly work on internal stakeholders (i.e., other members of the Academy). We are not aware of published research attempting to assess the impact of the scholarly work produced by individual scholars on external stakeholders (i.e., those outside the Academy). The lack of research regarding this issue has been noticed by the Academy of Management as a whole. Specifically, one of the four strategic intent statements refers to "professional impact: The Academy of Management encourages our members to make a positive difference in the world by supporting scholarship that matters" (Academy of Management Strategic Plan, 2012). Given this strategic intent statement, strategic objectives are to "Define professional impact and for whom" and "engage our colleagues and relevant stakeholders in a reflexive consideration and conversation about the meaning of professional impact" (Academy of Management Strategic Plan, 2012). Our study is what seems to be the first attempt to do just that.
Our results demonstrate that scholarly impact is a multidimensional construct. Stated differently, there are different types of "scholarly impact." Specifically, the impact of our scholarly research on internal stakeholders cannot be equated with impact on external stakeholders. Results of our multiple regression analysis summarized in Table 3 indicate that number of citations is not related to number of non-.edu entries after controlling for number of years since receiving a doctorate and total number of articles. By contrast, multiple regression analyses summarized in Table 2 suggest that number of citations is related to number of .edu pages. In other words, these results suggest that number of citations and number of .edu entries are both indicators of impact on inside stakeholders-the extent to which other researchers and academic institutions, which host .edu pages, are paying attention to the work produced by particular scholars. In contrast, number of non-.edu entries, which reflects the extent to which stakeholders from outside the Academy are paying attention to particular scholars, is an indicator of a different and broader type of impact. Our constructive replication study, using h-index scores instead of total number of citations, led to the same substantive conclusion. In addition, we found that number of years since earning a doctorate, field of study, and AOM membership status did not serve as moderators of the relationship between impact inside and outside of the Academy. Podsakoff et al. (2008) provided a ranking of "the research scholars who have had the greatest impact on the field of management during the past quarter century" (p. 641). In light of our results, we reinterpret those rankings as being produced from the perspective of inside stakeholders only because they were based on number of citations. Results we have described thus far based on correlations and regression analyses, as well as the relative size of effects, demonstrate that impact inside the Academy should not be equated with impact outside the Academy.
Next, we offer another, and possibly even more compelling, way of describing our results. Table 4 includes the list of the 384 scholars included in our study. These scholars are ranked based on both number of citations and number of non-.edu entries. This table shows important changes in the rank ordering of individuals based on whether we operationalize impact considering internal stakeholders (i.e., number of citations) or external stakeholders (i.e., number of non-.edu web pages). On average, there is a difference of 100.32 ranks between the lists based on citations and non-.edu entries. Moreover, there are 19 scholars for whom there is a difference of more than 200 ranks across the two lists. For example, Viswanath Venkatesh is ranked 27th based on citations (93rd percentile) but 308th (20th percentile) based on non-.edu pages, Icek Ajzen is ranked third based on citations (99th percentile) but 273rd (28th percentile) based on non-.edu pages, and Bruce M. Kogut is ranked eighth in citations (98th percentile) but 267th (30th percentile) based on non-.edu pages. Using these individuals as examples, we see that a high rank based on citations can be associated with a much lower rank based on non-.edu pages.
As noted by an Academy of Management Perspectives anonymous reviewer, these results "should give administrators pause." Please note that it is not our intention to single out specific scholars or derive any negative connotations from these results-after all, the 384 individuals included in our study are some of the most cited researchers in the entire field of management in the past 30 years or so, and we admire and celebrate this accomplishment. However, we believe these specific examples provide vivid illustrations that rankings based on impact on inside stakeholders are quite different from rankings based on impact on stakeholders outside the Academy.
Our data allow us to answer yet another interesting question: Who are the most influential scholars inside the Academy who also have an important impact outside the Academy? We used Table 4 as a starting point and selected those who are in the top 100 in both number of citations and number of non-.edu entries. The resulting set of 40 individuals is included in Table 5 . This table also includes a ranking for each individual based on a simple and unweighted arithmetic mean of the rankings based on citations and non-.edu pages. In addition to being informative regarding individual scholars, Table 5 shows that 20% (i.e., 8 out of 40) of these most influential individuals both inside and outside the Academy are affiliated with Stanford University. Harvard University accounts for 12.5% of such individuals (5 out of 40), followed by UC Berkeley with 7.5% (3 out of 40). Thus, three universities have been able to attract and retain 40% of the 40 individuals with the highest impact both inside and outside the Academy. Our results show that the science-practice gap does not seem to be narrowing. Specifically, number of years since receiving a doctorate degree does not serve as a moderator of the relationship between number of citations and number of non-.edu pages. Although information presented in Table 5 allowed us to identify the most impactful individuals and universities both inside and outside the Academy, those results are concerned primarily with past impact. More precisely, a perusal of Table 5 shows that 31 of those 40 most influential individuals received their doctorate degrees about 30 years ago (i.e., in 1982) or earlier. This result leads to the following question: Who are the less senior scholars in the field who are having an important impact both inside and outside the Academy?
To answer this question, we used Table 4 as the starting point and selected all individuals who received their degrees since 1991. Our rationale was that given an academic career length of about 40 years, selecting individuals who received their degrees within the past two decades would allow us to identify those who are around their midcareer point or earlier and are likely to continue to make important contributions over at least the next two decades. Results included in Table 6 Note: We obtained affiliation information from the Academy of Management membership directory for 242 individuals, Society for Industrial and Organizational Psychology membership directory for 3 individuals, Web pages for other professional associations for 5 individuals, personal Web sites for 6 individuals, university Web sites for 90 individuals, and other sources such as news Web sites and footnotes in recently published journal articles for 11 individuals. We were unable to confirm updated affiliation information for the 27 individuals denoted by an asterisk, so we used data provided by Podsakoff et al. (2008, Table 9 ) for them. Abbreviations: NA, not available.
As described in the methods section, our sample includes 384 of the 550 most influential scholars identified by Podsakoff et al. (2008, show that 7.3% of individuals are affiliated with Harvard (6 out of 83), about 6% with Minnesota (5 out of 83), and 3.6% with Iowa (3 out of 83) and Rutgers (also 3 out of 83). Given behavioral consistency theory, which is the foundational approach for predicting future behavior based on past behavior in the field of human resource management (Cascio & Aguinis, 2011) , Table 6 provides useful information regarding the anticipated future impact of specific individual scholars as well as universities on both inside and outside stakeholders. Baldi, 1998; Endler, Rushton, & Roediger, 1978; Ilgen, 2007; Judge et al., 2007; Leung, 2007; Molina-Azorin, 2012; Partington & Jenkins, 2007) . Despite this voluminous body of work, we are not aware of empirical research on determinants of impact outside the Academy (but, for a conceptual treatment of the impact of journal editors on external stakeholders, see Aguinis & Vaschetto, 2011) . Results included in Tables 5 and 6 provide a good first step toward a program of research aimed at understanding impact beyond the Academy because they identify individuals who are impactful both inside and outside the Academy. Future research can target these individuals to collect data on why and how they have been able to achieve such a high level of impact among internal and external stakeholders. Related to this issue, it would be interesting to investigate fluctuations over time regarding the relative impact of our scholarship outside the Academy. For example, does the relative impact outside the Academy remain fairly constant over people's career spans? In other words, what is the relative role of individual differences (e.g., personality, abilities, values) and context in affecting an individual's impact outside the Academy over time? Are there specific events such as participating in executive education programs or writing a popular-press book that may trigger an increase in impact? Are there certain programs and universities that encourage a dual internal-external stakeholder impact more than others? Is this type of encouragement derived from specific organizational cultures and values? What is the role of a university's public relations/media unit in affecting a scholar's impact outside the Academy? Why and how have some universities been able to attract and retain such a disproportionately large number of scholars who have had a very high degree of impact both inside and outside the Academy? Our article represents only a very first and nascent step but also opens the door for numerous research avenues addressing these and other issues around scholarly impact outside the Academy.
Second, our measure of impact outside the Academy consisted of the total number of Google pages, particularly those residing on non-.edu domains. From a construct validity standpoint, this operational definition of impact is very similar to using total number of citations as the operational definition of impact inside the Academy. Both measures are unidimensional and broad, based on a simple count, and indicative of impact regardless of the reason for such impact. We followed bestpractice recommendations derived from the field of information science and technology, specifically webometric research, to collect our Webbased data. In addition, we collected data over four separate occasions and found support for the reliability (i.e., test-retest) of the resulting scores. Nevertheless, our study included one measure of external stakeholder impact only-and this measure is based only on information that is visible on the Internet. Thus, an additional direction for future research is the development and validation of additional measures of impact outside the Academy.
Third, our database included the most influential scholars in the field over the past three decades. As such, our data did not include the full range of citations we would have observed had we used a more inclusive targeted population-for example, all members of AOM. However, our substantive conclusions would remain the same even if we included a broader sampling strategy. The reason is that our analyses included a com-parison of the relative relationship between citations and .edu pages versus citations and non-.edu pages. Accordingly, the variance of citations remained constant across all analyses summarized in Tables 1 through 3 . Using a broader sample would have resulted in a larger variance, but such variance would have similarly remained constant across the analyses.
Implications for Practice
Our results indicate that top performers in terms of impact inside the Academy do not necessarily have a similarly high level of impact outside the Academy. In fact, as seen in Table 4 , a small minority of superstar performers have accumulated many citations-many more than most other people. Similarly, a small minority of superstar performers have accumulated many non-.edu pages-many more than most other individuals in our study. Moreover, an even smaller group of 40 scholars are among the top 100 most impactful individuals both inside and outside the Academy (see Table 5 ). These results are consistent with a general theory of individual performance across domains ranging from athletics to academic and political performance (O'Boyle & Aguinis, 2012) . Individual performance is not normally distributed; it follows a Pareto or power law distribution such that a small minority of performers account for the majority of outputs-be it publications, citations, basketball points, baseball home runs, football touchdowns, successful political campaigns, Emmy-award nominations, Pulitzer Prizes, Rolling Stone top-500 songs, or books on the New York Times bestseller list (O'Boyle & Aguinis, 2012 ).
An important implication for practice is the question of how to manage and reward the performance of these superstars as well as faculty in general. Specifically, universities may have to rethink the implementation of performance management systems. For example, if a university emphasizes number of citations as an indicator of performance, as is the case in many institutions in the United States regarding decisions to promote associate professors to the full professorial rank, it should not necessarily expect that individuals will have a similarly important impact on outside stakeholders.
Many universities publicly promote mission, vision, and value statements that include a consideration of impact on outside stakeholders. Organizations that provide accreditation to business schools, such as the Association to Advance Collegiate Schools of Business (AACSB), consider the congruence between such statements and actual practices. Given our results, universities that wish to have an impact on outside stakeholders, and make this explicit in their mission and vision statements, should implement performance management practices that allow for the assessment of the extent to which these statements are actualized. Otherwise, a lack of congruence between mission, vision, and value statements and performance management practices may risk a failure to receive accreditation.
This particular implication for practice addresses the more general issue of how to design faculty reward systems that attempt to promote other types of performance, such as informal technology transfers (Link, Siegel, & Bozeman, 2007) . For example, Siegel, Waldman, and Link (2003) and Siegel, Waldman, Atwater, and Link (2004) conducted qualitative studies and concluded that faculty are not sufficiently rewarded for their involvement in university technology. Not surprisingly, then, there is little motivation for faculty to engage in such activities, which are clearly beneficial for universities. Similarly, if faculty reward systems are not modified to explicitly include scholarly impact outside the Academy, faculty will not be motivated to attempt to bridge the much-lamented science-practice gap.
Another implication of our results relates to the increasing pervasiveness of clinical professors or professors of practice in business schools in the United States. Faculty members in these positions are often expected to have a greater impact on outside stakeholders compared to those in more traditional professorial positions. Thus, our results point to new ways of gathering data regarding the relative performance of clinical professors and professors of practice.
Our results also have implications for the funding of business schools and universities in general. For example, the Higher Education Funding Council for England (2011), which provides funding to public universities, produced a document stating that "there will be an explicit element to assess the impact arising from excellent research, alongside the outputs and environmental elements." In other words, universities will have to provide evidence regarding impact on outside stakeholders. Our measure of impact based on number of Google pages represents an initial step in terms of the production of such documentation. Finally, our measure of impact outside the Academy can be used in the future to gauge the progress of our field. AOM has put forth an ambitious strategic plan (Academy of Management Strategic Plan, 2012), and the AOM board is now focusing on engaging AOM leaders in a process of "strategic doing," which involves calls for proposals to achieve goals such as those related to professional impact, as mentioned earlier in our article. As an example, one of the specific objectives for the professional impact strategic intent is to "develop at least two new approaches to enhance our professional impact" (see http://strategicplan. aomonline.org/plan/objectives/by-strategic-intent). Our measure of impact outside the Academy can be used, over time, to gauge whether these and other initiatives are actually associated with an increase in our collective impact on external stakeholders.
Concluding Comments
Extant research assessing the impact of management scholars focuses almost exclusively on the impact on other academics (i.e., inside stakeholders) and consistently and uniformly uses total number of citations as the measure of impact. Our results indicate that impact inside the Academy cannot be equated with impact outside the Academy. Moreover, number of citations is unrelated to number of non-.edu Web pages (after controlling for number of years since receiving a doctorate and number of publications). Our results point to the need to investigate why some scholars and universities have more impact on outside stakeholders than others do. Also, given the need to narrow the science-practice gap, our results point to the possibility of creating a portfolio model of performance management systems in which the assessment and reward of performance is based on impact both inside and outside of the Academy. We hope our article will serve as a catalyst for future research and applications revisiting the concept and measurement of scholarly impact.
