Snapshot compressive imaging (SCI) refers to compressive imaging systems where multiple frames are mapped into a single measurement, with video compressive imaging and hyperspectral compressive imaging as two representative applications. Though exciting results of high-speed videos and hyperspectral images have been demonstrated, the poor reconstruction quality precludes SCI from wide applications. This paper aims to boost the reconstruction quality of SCI via exploiting the high-dimensional structure in the desired signal. We build a joint model to integrate the nonlocal self-similarity of video/hyperspectral frames and the rank minimization approach with the SCI sensing process. Following this, an alternating minimization algorithm is developed to solve this non-convex problem. We further investigate the special structure of the sampling process in SCI to tackle the computational workload and memory issues in SCI reconstruction. Both simulation and real data (captured by four different SCI cameras) results demonstrate that our proposed algorithm leads to significant improvements compared with current state-of-the-art algorithms. We hope our results will encourage the researchers and engineers to pursue further in compressive imaging for real applications.
INTRODUCTION
C OMPRESSIVE sensing (CS) [1] , [2] has inspired practical compressive imaging systems to capture highdimensional data such as videos [3] , [4] , [5] , [6] , [7] , [8] and hyper-spectral images [9] , [10] , [11] , [12] , [13] . In video CS, high-speed frames are modulated at a higher frequency than the capture rate of the camera, which is working at a low frame rate. In order to achieve ultra-high frame rate [14] , for multiple frames, there is only a single measurement available per pixel in these high-dimensional compressive imaging systems. In this manner, each captured measurement frame can recover a number of high-speed frames, which is dependent on the coding strategy, e.g., 148 frames reconstructed from a snapshot in [5] ; if the CS imaging system is working (sampling measurements) at 30 frames per second (fps), we can achieve a video frame rate of higher than 4,000 fps. In hyper-spectral image CS, the wavelength dependent coding is implemented by a coded aperture (physical mask) and a disperser [10] , [11] . More than 30 hyperspectral images have been reconstructed from a snapshot measurement. These systems can be recognized as snapshot compressive imaging (SCI) systems.
Though these SCI systems have led to exciting results, the poor quality of reconstructed images precludes them from wide applications. Therefore, algorithms with high quality reconstruction are desired. This gap will be filled by our paper via exploiting the performance of optimization based reconstruction algorithms. It is worth noting that different from traditional CS [15] using random sensing matrices, in SCI, the sensing matrix has special structures and it is not random. Though this has raised the challenge in theoretical analysis [16] , we can gain the speed in the algorithmic development (details in Section 4.3) by using this structure. Most importantly, this structure is inherent in the hardware development of SCI, such as the video CS [5] and spectral CS [11] .
Motivation
Without loss of generality, we use video CS as an example below to describe the motivation and contribution of this work. Hardware review and results of hyperspectral images are presented along with videos in corresponding sections. Different from traditional CS [15] , [18] , in SCI, the desired signal usually lies in high dimensions; for instance, a 148frame video clip with spatial resolution 256 Â 256 (pixels) is recovered from a single 256 Â 256 (pixels) measurement frame. This paper aims to address the following key challenges in SCI reconstruction. 1) How to exploit the structure information in highdimensional videos and hyperspectral images? 2) Are there some approaches for other (image/video processing) tasks that can be used in SCI to improve the reconstruction quality?
One of the state-of-the-art algorithms for SCI, the Gaussian mixture model (GMM) based algorithms [19] , [20] only exploited the sparsity of the video patches. In widely used videos (e.g., the Kobe dataset in Fig. 5 ), these GMM based algorithms cannot provide reconstructed video frames with a PSNR (peak-signal-to-noise-ratio) more than 30dB. Similar to simulation, for real data captured by SCI cameras, the results of GMM suffer from blurry and other unpleasant artifacts ( Fig. 13 ). While the blurry is mainly due to the limitation of sparse priors used in GMM, the unpleasant artifacts might be due to the system noise. Motivated by these limitations of GMM, to develop a better reconstruction algorithm, high-dimensional structure information is necessary to be investigated, for example, the nonlocal similarity across temporal and spectral domain in addition to the spatial domain. Moreover, an algorithm which is robust to noise is highly demanded as the system noise is unavoidable in real SCI systems.
A reconstruction framework that takes advantage of more comprehensive structural information can potentially outperform existing algorithms. One recent proposal in CS is to use algorithms that are designed for other data processing tasks such as denoising [21] , which employed advanced denoising algorithms in the approximate message passing framework to achieve state-of-the-art results in image CS. This motivates us to develop advanced reconstruction algorithms for SCI by leveraging the advanced techniques in video denoising [22] . Meanwhile, recent researches on rank minimization have led to significant advances in other image and video processing tasks [22] , [23] , [24] , [25] , [26] . These advances have great potentials to boost the performance of reconstruction algorithms for SCI and this will be investigated in our paper.
Contributions
While the rank minimization approaches have been investigated extensively for image processing, extending them to the video and hyperspectral image cases, especially the SCI is nontrivial. Particularly, to achieve high-speed videos, in SCI, the measurement is not video frames, but the linear combination of a number of frames. In this manner, the rank minimization methods cannot be imposed directly as used in image processing. To conquer this challenge, a new reconstruction framework is proposed, which incorporates the rank minimization as an intermediate step during reconstruction. Specifically, by integrating the compressive sampling model in SCI with the weighted nuclear norm minimization (WNNM) [24] for video patch groups (see details in Section 4.2), a joint model for SCI reconstruction is formulated. To solve this problem, the alternating direction method of multipliers (ADMM) [27] method is employed to develop an iterative optimization algorithm for SCI reconstruction. Fig. 1 depicts the flowchart of our proposed algorithm for SCI reconstruction. After the measurement is captured by the SCI systems (left part in Fig. 1 ), our proposed algorithm, dubbed DeSCI (decompress SCI, middle part in Fig. 1 ), performs the projection (which projects the measurement/ residual to the signal space to fit the sampling process in the SCI system) and WNNM denoising (imposing signal structural priors) for video patch groups (with details in Section 4.2) iteratively. In the right part, we show the reconstruction results of our proposed DeSCI algorithm on the Kobe data used in [19] and the results of the GAP-TV (generalized alternating projection based total variation) method [17] are shown for comparison in the upper part. It can be seen clearly that our DeSCI algorithm provides better image/video quality than GAP-TV.
Moreover, our proposed DeSCI algorithm has boosted the reconstruction quality of real data captured by four different SCI cameras, i.e., CACTI (coded aperture compressive temporal imaging) [5] , color-CACTI [6] , CASSI (coded aperture snapshot spectral imaging) [11] and the high-speed stereo camera [8] ; please refer to Figs. 13, 14, 15, 16, 17, 18, 19 , and 20 for visual comparisons. These real data results clearly demonstrate the advantages of our proposed algorithms, e.g., robust to noise. We thus strongly believe that our findings have significant practical values for both research and applications. We hope our encouraging results will inspire researchers and engineers to pursue further in compressive imaging. [5] . Middle: The proposed rank minimization based reconstruction algorithm, where the projection and WNNM for patch groups are iteratively performed. Right: Our reconstruction result and that of the GAP-TV method [17] are shown for comparison in the upper part.
Related Work and Organization of this Paper
As SCI reconstruction is an ill-posed problem, to solve it, different priors have been employed, which can be categorized into total variation (TV) [17] , sparsity in transform domains [4] , [5] , [6] , sparsity in over-complete dictionaries [3] , [12] , and the GMM based algorithms [19] , [20] . The group sparsity based algorithms [28] and the nonlocal self-similarity [29] model, which has led to significant advances in image processing, have not been used in these SCI reconstruction algorithms. This is investigated in our paper. Most recently, the deep learning techniques have been utilized for video CS [30] , [31] . We are not aiming to compete with these algorithms as they are usually complicated and require data to train the neural networks. Furthermore, some of these algorithms require the sensing matrix being spatially repetitive [30] , which is very challenging (or unrealistic) in real applications. In addition, we have noticed that limited improvement (around 2dB) has been obtained using these deep learning techniques in [30] compared with GMM. By contrast, our proposed algorithm has improved the results significantly ( > 4dB) over GMM. Specifically, we employ rank minimization approach to the nonlocal similar patches in videos and hyperspectral images. In this manner, the reconstruction results have been improved dramatically and this would pave the way of wide applications of SCI systems, such as high-speed videos [6] , hyperspectral images [12] and three-dimensional high-accuracy highspeed in-door localizations [8] .
The rest of this paper is organized as follows. Section 2 reviews the two standard SCI systems, namely, the video SCI and hyperspectral image SCI systems. The mathematical model of SCI is introduced in Section 3. Section 4 develops the rank minimization based algorithm for SCI reconstruction. Extensive simulation results are presented in Section 5 to demonstrate the efficacy of the proposed algorithm, and real data results are shown in Section 6. Section 7 concludes the paper and discusses future research directions.
REVIEW OF SNAPSHOT COMPRESSIVE IMAGING SYSTEMS
The last decade has seen a number of SCI systems [3] , [4] , [5] , [6] , [8] , [9] , [10] , [14] , [32] , [33] , [34] , [35] , [36] with the development of compressive sensing [1] , [37] , [38] . The underlying principle is encoding the high-dimensional data on a 2D sensor with dispersion for spectral imaging [9] , [10] , [33] , temporal-variant mask for high-speed imaging [3] , [4] , [5] , [14] , and angular variation for light-field imaging [32] . Recently, several variants explore more than three dimensions of the scene [6] , [8] , [35] , [39] , [40] , which paves the way for plenoptic imaging [41] . We validate the proposed DeSCI methods on two typical snapshot compressive imaging systems, i.e., snapshot compressive imagers such as the CACTI system [5] and the CASSI system [9] , [10] , as shown in Figs. 2 and 3, respectively. Similar approaches could be adapted for other compressive imaging systems with minor modifications, since we only need to change the sensing matrix for various coding strategies and the nonlocal self-similarity always holds for natural scenes.
Snapshot-Video Compressive Imaging System
In video snapshot compressive imagers, i.e., the CACTI system [5] , the high-speed scene is collected by the objective lens and spatially coded by the temporal-variant mask, such as the shifting mask [5] or different patterns on the digital micromirror device (DMD) or the spatial light modulator (SLM) [3] , [4] , [7] , as shown in Fig. 2 . Then the coded scene is detected by the monochrome or color CCD (Charge-Coupled Device) for grayscale [5] and color [6] video capturing, respectively. A snapshot on the CCD encodes tens of temporal frames of the high-speed scene. The number of coded frames for a snapshot is determined by the number of variant codes (of the mask) within the integration time.
Snapshot-Spectral Compressive Imaging System
In spectral snapshot compressive imagers, i.e., the CASSI system [9] , [10] , the spectral scene is collected by the objective lens and spatially coded by a fixed mask, as shown in Fig. 3 . Then the coded scene is spectrally dispersed by the dispersive element, such as the prism or the grating. The spatial-spectral coded scene is detected by the CCD. A snapshot on the CCD encodes tens of spectral bands of the scene. The number of coded frames for a snapshot is determined by the dispersion property of the dispersive element and the pixel size of the mask and the CCD [10] .
MATHEMATICAL MODEL OF SNAPSHOT COMPRESSIVE IMAGING
Mathematically, the measurement in the SCI systems [5] , [9] , [10] with B frames each of n pixels collapsed into a snapshot can be modeled by
where F F 2 R nÂnB is the sensing matrix, x x 2 R nB is the desired signal, and g g 2 R n denotes the noise. Unlike traditional CS, the sensing matrix considered here is not a dense matrix. In SCI, e.g., video CS as in CACTI [5] , [6] and spectral CS as in CASSI [11] , the matrix F F has a very specific structure and can be written as
where fD D k g B k¼1 are diagonal matrices. Taking the SCI in CACTI [5] as an example, consider that B high-speed frames fX X k g B k¼1 2 R nxÂny are modulated by Fig. 2 . Schematic of the coded aperture compressive temporal imaging (CACTI) system [5] . A snapshot on the CCD encodes tens of temporal frames of the scene coded by the spatial-variant mask, e.g., the shifting mask or different patterns on the digital micromirror device (DMD). The mask/DMD and the mono/color detector, i.e., CCD, are in the conjugate image plane of the scene. Fig. 3 . Schematic of the coded aperture snapshot spectral imaging (CASSI) system [10] . A snapshot on the CCD encodes tens of spectral bands of the scene spatially coded by the mask and spectrally coded by the dispersive element. The mask, the dispersive element and the CCD are in the conjugate image plane of the scene.
the masks fC C k g B k¼1 2 R n x Ân y , correspondingly (Fig. 2 ). The measurement Y Y 2 R nxÂny is given by
where denotes the Hadamard (element-wise) product. For all B pixels (in the B frames) at the position ði; jÞ, i ¼ 1; . . . ; n x ; j ¼ 1; . . . ; n y , they are collapsed to form one pixel in the measurement (in one shot) as
By defining
where x x k ¼ vecðX X k Þ, and D D k ¼ diagðvecðC C k ÞÞ, for k ¼ 1; . . . ; B, we have the vector formulation of Eq. (1), where n ¼ n x n y . Therefore, x x 2 R n x n y B , F F 2 R n x n y Âðn x n y BÞ , and the compressive sampling rate in SCI is equal to 1=B. 1 It is worth noting that due to the special structure of F F in (2), we have F FF F T being a diagonal matrix. This fact will be useful to derive the efficient algorithm in Section 4.3 for handling the massive data in SCI.
One natural question is that is it theoretically possible to recover x x from the measurement y y defined in Eq. (1), for B > 1? Most recently, this has been addressed in [16] by using the compression-based compressive sensing regime [44] via the following theorem, where ff; gg denotes the encoder/decoder, respectively. Theorem 1 [16] . Assume that 8x x 2 Q, kx xk 1 r 2 . Further assume the rate-r code achieves distortion d on Q. Moreover, for i ¼ 1; . . . ; B, D D i ¼ diagðD i1 ; . . . ; D in Þ, and fD ij g n j¼1 $ i:i:d: N ð0; 1Þ. For x x 2 Q and y y ¼ P B i¼1 D D i x x i ; letx x denote the solution of compressible signal pursuit optimization. Assume that > 0 is a free parameter, such that 16 3 . Then,
with a probability larger than 1 À 2 nBrþ1 e Ànð 3 32 Þ 2
.
Details of the compressible signal pursuit optimization and the proof can be found in [16] . Most importantly, Theorem 1 characterizes the performance of SCI recovery by connecting the parameters of the (compression/decompression) code, its rate r and its distortion d, to the number of frames B and the reconstruction quality. This theoretical finding strongly encourages our algorithmic design for SCI systems.
RANK MINIMIZATION FOR SIGNAL RECONSTRUCTION IN SNAPSHOT COMPRESSIVE IMAGING
In this section, we first briefly review the rank minimization algorithms and the joint model is developed in Section 4.2.
The proposed algorithm is derived in Section 4.3.
Rank Minimization
In image/video processing, since the matrix formed by nonlocal similar patches in a natural image is of low rank, a series of low-rank matrix approximation methods have been proposed for various tasks [24] , [45] , [46] , [47] , [48] , [49] . The main goal of low-rank matrix approximation is to recover the underlying low-rank structure of a matrix from its degraded/corrupted observation. Within these frameworks, nuclear norm minimization (NNM) [23] is the most representative one and this will be used in our work. Specifically, given a data matrix X 2 R bÂm , the goal of NNM is to find a low-rank matrix Z 2 R bÂm of rank r minfb; mg, which satisfies the following objective function,
where k Á k Ã is the nuclear norm, i.e., the sum of the singular values of a given matrix, k Á k F denotes the Frobenius norm and > 0 is the regularization parameter. Despite the theoretical guarantee of the singular value thresholding model [23] , it has been observed that the recovery performance of such a convex relaxation will degrade in the presence of noise, and the solution can seriously deviate from the original solution of the rank minimization problem [50] . To mitigate this issue, Gu et al. [24] proposed the weighted nuclear norm minimization (WNNM) model, which is essentially the reweighted ' 1 -norm [51] of the singular values of the desired matrix, and WNNM has led to state-of-the-art image denoising results. Though generally the WNNM problem is nonconvex, for non-descendingly ordered weights as used in this paper, we can get the optimal solution in closed-form by the weighted soft-thresholding operator [25] . In the following, we will investigate how to use WNNM in the SCI systems.
Integrating WNNM to SCI
To be concrete, all video frames fX X k g B k¼1 are divided into N overlapping patches of size ffiffi ffi d p Â ffiffi ffi d p , and each patch is denoted by a vector z i 2 R d ; i ¼ 1; 2; . . . ; N. For the ith patch z i , its M similar patches (measured by the euclidean distance of two patches) [45] , [46] are selected from a surrounding (searching) window with L Â L Â H pixels to form a set S i , where L Â L denotes the window size in space and H signifies the window size in time (across frames). After this, these patches in S i are stacked into a matrix Z Z i 2 R dÂM , i.e.,
This matrix Z Z i consisting of patches with similar structures is thus called a group, where fz i;j g M j¼1 denotes the jth patch in the ith group. Since all patches in each data matrix have similar structures, the constructed data matrix Z i is of low rank.
By using this rank minimization as a constraint, the SCI problem in (1) can be formulated aŝ
where is a parameter to balance these two terms, and recall that fZ Z i g N i¼1 is constructed from x x. Given the fact that WNNM [24] provides better results than NNM, we modify the model in (9) tô
1. Multiple measurements have also been investigated in [42] , [43] for hyperspectral image CS, and our algorithm can be used in that system with minor modifications. The code design has also been investigated in [43] for multiple shot hyperspectral image CS. However, this is out of the scope of this paper.
Here
is the weighted nuclear norm of the matrix Z Z i with weights defined in the vector w w ¼ fw 1 ; . . .; w minðd;MÞ g, where w j ! 0 is the weight assigned to s j , the jth singular value of Z Z i . The model in (10) is denoted as SCI-WNNM below.
Solving the SCI-WNNM Problem
Under the ADMM [27] framework, we introduce an auxiliary variable u u to the problem in (10),
where again fZ Z i g N i¼1 is constructed from x x. Eq. (12) can be translated into three sub-problems:
We derive the solutions to these sub-problems below, and without confusion, we discard the iteration index t. Solve u u. Given fx x; b b; F F; y yg, Eq (13) is a quadratic form and has a closed-form solution
where I I is an identity matrix with desired dimensions. Since F F is a fat matrix, ðF F T F F þ gI IÞ will be a large matrix and thus the matrix inversion formula is employed to simplify the calculation:
Plug (17) into (16), we have
As mentioned earlier, F FF F T is a diagonal matrix in our imaging systems. Let
we have
Let y y ¼ ½y 1 ; . . . ; y n T and ½F Fðx x þ b bÞ i denote the ith element of the vector F Fðx x þ b bÞ; (18) becomes
Note that fy i À ½F Fðx x þ b bÞ i g n i¼1 can be updated in one shot by y y À F Fðx x þ b bÞ, and fc i g n i¼1 is pre-calculated and stored with
with C C k defined in (3) . In this way, the last term in (22) can be computed element-wise and u u can thus be updated very efficiently. (14) can be considered as the WNNM denoising problem (however, for videos rather than images)
Recall that Z Z i is the ith patch group constructed from x x. Let R R i be the ith patch group constructed fromcorresponding to Z Z i . The structure of (24) is very complicated and in order to achieve a tractable solution, a general assumption is made. Specifically,is treated as a noisy version of x x, which is¼ x x þ e e, where e e denotes the zero-mean white Gaussian noise and each element e i follows an independent zero mean Gaussian distribution with variance s 2 n , i.e., e i $ N ð0; s 2 n Þ. It is worth noting that we can recover x x after reconstructing fZ Z i g N i¼1 , and there are in total N patch groups. Invoking the law of large numbers in probability theory, we have the following equation with a very large probability (limited to 1) at each iteration [52] , i.e., 8" > 0,
The proof can be found in [53] . As both n and N are large (i.e., > 60000) in our case and the overlapping patches are averaged, we can thus translate (24) to the following problemx
Note that there is a scale difference between g in (26) and (24) . As mentioned above, x x can be recovered after reconstructing fZ Z i g N i¼1 and each Z Z i can be independently solved bŷ
By considering R R i ¼ Z Z i þ E E i and E E i $ N ð0; s 2 n I IÞ, (27) can be solved in closed-form by the generalized softthresholding algorithm [25] , [54] detailed below, where we have used s 2 n ¼ =g. Considering the singular value decomposition (SVD) of R R i ¼ U US SV V T and the weight vector 0 w 1 . . . w minfd;mg , Z Z i can be solved by
D w w ðS SÞ j;j ¼ maxfS S j;j À w j ; 0g :
The following problem is to determine the weight vector w w. For natural images/videos, we have the general prior knowledge that the larger singular values of Z Z i are more important than the smaller ones since they represent the energy of the major components of Z Z i . In the application of denoising, the larger the singular values, the less they should be shrunk [24] , [25] , i.e.,
where c > 0 is a constant, M is the number of patches in Z Z i and > 0 is a tiny positive constant. Since x x is not available, s j ðZ Z i Þ is not available either. We estimate it bŷ
where s 2 n is updated in each iteration. There are some heuristic approaches on how to determine s 2 n based on current estimations [24] . In principle, with the increasing of the iteration number, the measurement error is decreasing and s 2 n is getting smaller. In our SCI problem, we have found that progressively decreasing the noise level by starting with a large value performs well in our experiments (details in Section 5.1.1). This is consistent with the analysis in [24] .
The complete algorithm, i.e., DeSCI, is summarized in Algorithm 1.
Algorithm 1. The DeSCI Algorithm for SCI Reconstruction
Require: F F, y y 1: Initialize > 0, g > 0, c > 0, ¼ 10 À16 , s n , x x ¼ F F T y y, and b b ¼ 0. 2: Pre-calculate F FF F T and save the diagonal elements fc i g n i¼1 . 3: for t ¼ 0 to Max-Iter do 4: Update u u by Eq. (22). 5: Update¼ u u À b b. 6: for Each patch r r i indo 7:
Find similar patches to construct patch group R R i . 8:
Perform SVD to R R i . 9:
Estimate Z Z i using Eqs. (28) Relation to Generalized Alternating Projection. The generalized alternating projection (GAP) algorithm [55] has been investigated extensively for video CS [5] , [6] , [17] with different priors. The difference between ADMM developed above and GAP is the constraint on the measurement. In ADMM, we aim to minimize 1 2 ky y À F Fx xk 2 2 , while GAP imposes y y ¼ F Fx x. Specifically, by introducing a constant C, GAP reformulates the problem in (12) as min x x C s: t:
This is solved by a series of alternating projection problem: À x x ðtÞ ; u u ðtÞ Á ¼ argmin 
where C ðtÞ is a constant that changes in each iteration; R R i is constructed from u u, and Z Z i is constructed from x x, respectively. Eq. (33) is equivalent to À x x ðtÞ ; u u ðtÞ Á ¼ argmin
where b is a parameter to balance these two terms. Eq. (34) is solved by alternating updating u u and x x. Given x x, u u is solved by a WNNM denoising algorithm as derived before. Given u u, the update of x x is simply an euclidean projection of u u on the linear manifold M : y y ¼ F Fx x; this is solved by 
Comparing with the updated equation of u u in (22), by interchange x x and u u, we can found (22) and (36) are equivalent by setting b b ¼ 0 and g ¼ 0 in (22). This is expected as if we set g ¼ 0 in (13), we impose that u u is on the linear manifold M : y y ¼ F Fx x, which is exactly the constraint used in GAP. This works well in the noiseless and low noise cases. However, when the noise level is high, ADMM will outperform GAP as the strong constraint y y ¼ F Fx x will bias the results. An accelerated GAP (GAP-acc) is also proposed by Liao et al. [55] . The linear manifold can also be adaptively adjusted and so (35) can be modified as x x ðtÞ ¼ u u ðtÀ1Þ þ F F T ðF FF F T Þ À1 ðy y ðtÀ1Þ À F Fu u ðtÀ1Þ Þ ;
y y ðtÞ ¼ y y ðtÀ1Þ þ ðy y À F Fu u ðtÀ1Þ Þ : 8t ! 1 :
This accelerated GAP speeds up the convergence in the noiseless case in our experiments. We have also tried the approximate message passing (AMP) algorithm [56] used in [21] to update x x. Unfortunately, AMP cannot lead to good results due to the special structure of F F; this may be Fig. 4 . The PSNR of reconstructed video frames by setting different s n at different iterations of DeSCI. It can be seen that the s n is starting from a large value (100) and then decreasing by half for every 60 iterations. Both PSNR and SSIM are gradually increasing with the iteration number.
because the convergence of AMP heavily depends on the Gaussianity of the sensing matrix in CS.
SIMULATION RESULTS
In this section, we validate the proposed DeSCI algorithm on simulation datasets, including the videos and hyperspectral images and compare it with other state-of-the-art algorithms for SCI reconstruction.
Video Snapshot Compressive Imaging
We first conduct simulations to the video SCI problem. The coding strategy employed in [5] , specifically the shifting random binary mask, 2 is used in our simulation. Two datasets, 2. Each mask shifts one pixel horizontally w.r.t. the previous mask in the simulation. While for real data results in Section 6, both the direction of the mask and the number of pixel shifts are optimized for the real set-ups and all masks are calibrated for better reconstruction.
namely Kobe and Traffic, used in [19] are employed in our simulation. We also used another two datasets, Runner [57] and Drop [58] to show the wide applicability. The video frame is of size 256 Â 256 (pixels) and eight (B ¼ 8) consequent frames are modulated by shifting masks and then collapsed to a single measurement. We compare our proposed DeSCI algorithm with other leading algorithms, including GMM-TP [19] , MMLE-GMM, MMLE-MFA [20] and GAP-TV [17] . The performance of GAP-wavelet proposed in [6] is similar to GAP-TV as demonstrated in [17] and thus omitted here. Due to the special requirements of the mask in deep learning based methods [30] , we do not compare with them. However, as mentioned earlier, we can notice that limited improvement (around 2 dB) has been obtained using these deep learning techniques in [30] compared with GMM. By contrast, our algorithm has improved the results significantly ( > 4 dB) over GMM. All algorithms are implemented in MATLAB and the GMM and GAP-TV codes are downloaded from the authors' websites. The MATLAB code of the proposed DeSCI algorithm is available at https://github. com/liuyang12/DeSCI.
Parameter Setting
In our DeSCI algorithm, for all noise levels, the parameter c and the iteration number Max-Iter are fixed to 2.8 and 60, respectively. The image patch size is set to 6 Â 6; 7 Â 7; 8 Â 8 and 9 Â 9 for s n 20; 20 < s n 40; 40 < s n 60 and s n > 60, respectively; the searching window size is set to 30, and the number of adjacent frames for denoising is set to 8. Each patch group has 70; 90; 120 and 140 patches for s n 20; 20 < s n 40; 40 < s n 60 and s n > 60, respectively. The parameter g is set based on the signal-tonoise ratio (SNR) of the SCI measurements. Specifically, g is set to f0:24; 1:2; 6; 30; 150g for the measurement SNR of {40 dB, 30 dB, 20 dB, 10 dB, 0 dB}. For noiseless measurements, g is set to 0; as derived in Section 4.3, in this case, ADMM is equivalent to GAP. Our algorithm is terminated by sufficiently small difference between successive updates of x x or reaching the Max-Iter. When the SNR of the SCI measurement is larger than 30 dB, GAP-acc is used to update x x. Both PSNR and structural similarity (SSIM) [59] are employed to evaluate the quality of reconstructed videos. As mentioned earlier, the noise estimation in each iteration of our DeSCI algorithm is important to the performance. We found that first setting s n to a large value and then progressively decreasing it leads to good results. One example of the Kobe data used in [19] is shown in Fig. 4 . We have found that this sequential setting can always lead to good results in our experiments. 
Video Compressive Imaging Results
We hereby demonstrate that the proposed DeSCI algorithm performs much better than current state-of-the-art algorithms. Comparison of DeSCI, GMM-TP, MMLE-GMM, MMLE-MFA and GAP-TV on four datasets is shown in Table 1 . It can be seen clearly that the proposed DeSCI outperforms other algorithms on every dataset. Specifically, the average gains of DeSCI over GMM-TP, MMLE-GMM, MMLE-MFA and GAP-TV are as much as {7. 47, 4.35, 7.54, 8 .27}dB on PSNR and {0.3035, 0.2009, 0.3211, 0.0999} on SSIM. In average, MMLE-GMM is the runner-up on PSNR while GAP-TV is the runnerup on SSIM. This may due to the fact that the TV prior is imposed globally and thus reserves more structural information of the video (thus leading to a higher SSIM). Exemplar reconstructed frames are shown in Fig. 5 . It can be observed that GMM based algorithms suffer from blurring artifacts and GAP-TV suffers from blocky artifacts. By contrast, our proposed DeSCI algorithm can not only provide the fine details but also the large-scale sharp edges and clear motions. The reconstructed videos are shown in the supplementary material (SM), which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TPAMI.2018.2873587.
One phenomenon for SCI reconstruction is the image quality (PSNR and SSIM) dropping down of the first and last reconstruction frames for each measurement. One of the reasons is that previous reconstruction algorithms do not consider the non-local self similarity in video frames. In Fig. 6 , we plot the frame-wise PSNR and SSIM of DeSCI as well as other algorithms for the Kobe and Traffic datasets. It can be seen that the proposed DeSCI smooths this quality dropping down phenomenon out. The self-similarity exists in every frame of the video and thus helps the reconstruction of these frames. We can also notice that the PSNR of reconstructed video frames drops in the last 16 frames of the Kobe data (Fig. 6a) ; this is because complicated motions exist in these frames, i.e., the slam dunk. Though the PSNRs of all algorithms drop, the SSIM of our proposed DeSCI is much smoother (Fig. 6b ) than that of other algorithms.
Robustness to Noise
As mentioned in Section 4.3, DeSCI using GAP as projection can lead to fast results under noiseless case, which has been verified in previous results. However, GAP imposes that the solution of x x should be on the manifold M : y y ¼ F Fx x, which is too strong in the noisy case. By contrast, ADMM minimizes the measurement error, i.e., 1 2 ky y À F Fx xk 2 2 , and is thus robust to noise [27] , [60] . To verify this, we perform the experiments on the Kobe dataset by adding different levels of white Gaussian noise. The results are summarized in Fig. 7 , where we can see that in the noiseless case, ADMM and GAP performs the same, which is consistent with our theoretical analysis. When the measurement SNR is getting smaller, ADMM outperforms GAP in both PSNR and SSIM. Therefore, DeSCI using ADMM as projection is recommended in realistic systems with noise.
DeSCI with Other Denoising Algorithms
Our proposed DeSCI is an iterative algorithm and in each iteration, we first perform projection via ADMM or GAP and then perform denoising via the low-rank minimization method, namely, WNNM. A natural question is how will the performance change by replacing the derived WNNM with other state-of-the-art video denoising algorithms. We have already seen that the DeSCI-WNNM performs much better than TV based denoising algorithms. The VBM4D [28] algorithm, which is the representative state-of-the-art video denoising algorithm, is incorporated into our proposed framework, dubbed DeSCI-VBM4D. We run DeSCI-VBMD on the Kobe and Traffic datasets and obtained the PSNR of {30.60, 26.60}dB and SSIM of {0.9260, 0.8958}, respectively. More specifically, DeSCI-WNNM outperforms DeSCI-VBM4D more than 2 dB on PSNR and more than 0.025 on SSIM. Exemplar reconstruction frames are shown in Fig. 8 , where we can see DeSCI-VBM4D still suffers from some undesired artifacts while the DeSCI-WNNM can provide small-scale fine details as well as large-scale sharp edges. This clearly verifies the superiority of the proposed reconstruction framework along with the WNNM denoising on SCI reconstruction. We have also tried to integrate WNNM and VBM4D with other priors for denoising, such as TV priors. We observe that the TV prior can marginally help DeSCI-VBM4D (less than 0.2 dB) but almost cannot help DeSCI-WNNM. This again verifies that our proposed DeSCI-WNNM has investigated both the global prior and the local prior for videos, through the nonlocal self-similarity and low-rank estimation.
Computational Complexity
As mentioned in Section 4.3, the projection step can be updated very efficiently, and the time consuming step is the weighted nuclear norm minimization for video denoising, in which both the block matching and low-rank estimation via SVD require a high computational workload. While the block matching can be performed once per (about) 20 iterations, the SVD needs to be performed in every iteration for each patch group. Specifically, a single round of block matching and patch estimation via SVD takes 90 seconds and 11 seconds, respectively. Recent advances of deep learning have shown great potentials in various image processing tasks, and we envision the block matching might be able to speed up via Generative Adversarial Networks (GAN) [61] . In this way, the time of block matching can be reduced significantly. Regarding the low-rank estimation via SVD, some truncated approaches [62] can be employed to speed-up the operation. Via using all these advanced tools, we believe each iteration of our algorithm can be performed within 10 seconds, and DeSCI can provide good results in a few minutes.
Snapshot Compressive Hyperspectral Image
We further demonstrate that DeSCI can be used for snapshot-hyperspectral compressive imaging systems, such as CASSI [9] . Both simulated data with shifting random binary masks of one-pixel horizontal translation and data from CASSI systems [11] , [42] are presented. We first show the simulation results in this section and real data results are demonstrated in Section 6.3. We generate the simulated hyperspectral data by summing the spectral frames from the hyperspectral dataset 3 and shifting random masks using Eq. (3).
Bird Simulated Hyperspectral Data. The bird hyperspectral images consists of 24 spectral bands with each of size 1021 Â 703 pixels. The results of the reconstructed spectra of simulated bird hyperspectral data and exemplar frames are shown in Figs. 9 and 10 , respectively. The averaged results of PSNR and SSIM are shown in Table 2 . It can be seen clearly that both GAP-TV and DeSCI can recover the spectra of the four birds reliably with correlation over 0.9999, as shown in the legends of Fig. 9 . DeSCI provides more details in reconstruction (see Fig. 10 , where the feather of the orange bird is less smoothed out than GAP-TV) and higher quantitative indexes (PSNR and SSIM in Table 2 ).
Toy Simulated Hyperspectral Data. The toy hyperspectral images consists of 31 spectral bands with each of size 512 Â 512 pixels. The results of the reconstructed spectra of simulated toy hyperspectral data and exemplar frames are shown in Figs. 11 and 12 , respectively. The averaged results of PSNR and SSIM are shown in Table 2 . It can be seen clearly that DeSCI provides better reconstructed spectra than GAP-TV, as shown in the legends of Fig. 11 . Besides, the reconstructed frames of DeSCI preserves fine details of the toy dataset, for example the resolution targets and the fringe on the clothes in Fig. 12 and gets higher PSNR and SSIM, as shown in Table 2 . 4 
REAL DATA RESULTS
In this section, we demonstrate the efficacy of the proposed DeSCI algorithm with real data captured from various SCI 3. The bird spectral data is from [12] . The toy spectral data is from CAVE multispectral image database (http://www1.cs.columbia.edu/ CAVE/databases/multispectral/). 4. Comparing Tables 2 and 1, we can see the PSNR gains of our proposed DeSCI to hyperspectral images are not as significant as those to video CS. The main reason is that in hyperspectral images, the spatial information is the same for all channels (the difference lies in the spectrum), while in video CS, more spatial information needs to be retrieved due to high-speed motions.
systems. Both grayscale and color video data and hyperspectral images are used for reconstruction and DeSCI provides significantly better reconstruction results.
Grayscale High-Speed Video
The grayscale high-speed video data are captured by the coded aperture compressive temporal imaging (CACTI) system [5] . A snapshot measurement of size 256 Â 256 pixels encodes 14 frames of the same size. The mask is the shifting random mask with the pixel shifts determined by the pre-set translation of the printed film. The same data is used in two GMM papers [19] , [20] . We compare the results of DeSCI with three GMM based algorithms (GMM-TP, MMLE-GMM and MMLE-MFA) and re-use the figures 5 from [20] .
Chopper wheel Grayscale High-Speed Video. The results of the chopper wheel dataset are shown in Fig. 13 . It can be seen clearly that all other leading algorithms suffer from motion blur artifacts (see letter 'D' and the corresponding motion blur in each frame and the close-ups in Fig. 13 ). However, DeSCI reserves both fine details and large-scale sharp edges.
Hand Lens Grayscale High-Speed Video. Similar results of the hand lens dataset are shown in Fig. 14. DeSCI reserves the clear background of the motionless hand (close-ups of the hand) and sharp edges of the moving lens (close-ups of the lens).
UCF Grayscale High-Speed Video. DeSCI can also boost the performance of other snapshot high-speed compressive imaging systems. A snapshot measurement of size 1100 Â 850 pixels encodes 10 frames of the same size from [8] . The mask is the random binary mask generated by the DMD, instead of the shifting mask used in [5] since the DMD can refresh patterns at the rate of 20 kHz. We compare DeSCI and TwIST used in [8] and results are shown in Fig. 15 . Three frames out of 10 total frames are shown here. DeSCI not only preserves sharp edges of the scene (close-ups of the 'C' character and the moving ball), but also resolves fine details of the background. As shown in the middle closeups, the characters of the book can be seen clearly in DeSCI 5. We re-use the figures in [20] for two reasons. First, we use exactly the same dataset as the GMM paper [20] . Second, only the pre-trained model of B ¼ 8 is provided by the authors [19] . However, for real data, B ¼ 14 for the grayscale high-speed video and B ¼ 22 for the color high-speed video.
reconstruction. However, TwIST blurs these details and no characters on the book can be identified.
Color High-Speed Video
The color high-speed video data are from the high-speed motion, color and depth system [6] . A snapshot Bayer RGB measurement of size 512 Â 512 pixels encodes 22 frames of the same size. The mask is the shifting random mask with the pixel shifts determined by the pre-set translation of the printed film. Since we do not have the pre-trained GMM model of B ¼ 22, we do not compare our algorithm DeSCI with three GMM based algorithms. As discussed in Section 6.1, GMM based algorithms perform similar to GAP-TV w.r.t. motion blur artifacts.
Triball Color High-Speed Video. The results of the triball dataset are shown in Fig. 16 . It can be seen clearly that the DeSCI results eliminate the motion blur artifacts compared with the GAP-TV results (see the close-up of the dark red ball in Fig. 16 ). Comparing with the GAP-wavelet results shown in [6] , our DeSCI results recovered a much smoother background. The orange ball still suffers from motion blur artifacts because its moving direction keeps the same as the shifting direction of the mask in all frames, and shift-mask-based SCI systems fail to resolve motions with the same direction as the shifting mask.
Hammer Color High-Speed Video. The results of the hammer dataset are shown in Fig. 17 . It can be seen clearly that the DeSCI results recovered a much smoother background compared with GAP-wavelet used in [6] and sharper edges of the hammer compared with GAP-TV (see the close-ups of the hammer in Fig. 17 ).
Hyperspectral Image Data
We apply DeSCI on real snapshot-hyperspectral compressive imaging data and show that DeSCI provides significantly better results by preserving the spectra and reducing artifacts induced by compressed measurements. The bird hyperspectral data is from the original CASSI system [11] . The object hyperspectral data is from the multiframe-CASSI camera [42] . The mask is the calibrated random binary mask with the number of pixel shifts determined by the dispersive element in Fig. 3 and the relative pixel size of the CCD. Bird Hyperspectral Data. The bird data [11] consists of 24 spectral bands with each of size 1021 Â 703 pixels. The reconstructed spectra and exemplar frames of the bird real hyperspectral data are shown in Figs. 18 and 19 , respectively. We shift the reconstructed spectra two bands to keep align with optical calibration. So we only get 21 spectral bands shown in Fig. 18 , compared with 24 bands shown in simulated reconstruction in Fig. 9 . It can be seen clearly that DeSCI preserves the spectra property of the scene with correlation over 0.99. Besides, the reconstructed frames of DeSCI are clearer than those of GAP-TV; the results of GAP-TV suffer from blurry artifacts resulted from coded measurements. We notice that there are some over-smooth phenomena existing in the DeSCI results on this real data in Fig. 19 , which might be due to the system noise in DeSCI reconstruction.
Object Hyperspectral Data. The object data [42] consists of 33 spectral bands with each of size 256 Â 210 pixels. The reconstructed frames of DeSCI and comparison of exemplar frames with TwIST used in [42] and GAP-TV are shown in Figs. 20 and 21, respectively. Since there is no ground truth for the object data, we cannot compare the reconstructed spectra to the ground truth, nor the correlation. Our reconstructed frames are clear and free of blur. Each frame of a spectral band has a whole object or nothing, as shown in Fig. 20 . Because the plastic object with the same color in this scene are made of the same material, the whole object has the same spectral band. In contrast to the yellow band of the TwIST and GAP-TV results shown in Fig. 21 , DeSCI sees no fraction of the banana object. DeSCI reduces the mask artifacts significantly induced by compressed measurements.
CONCLUDING REMARKS
We have proposed a new algorithm to reconstruct highspeed video frames from a single measurement in snapshot compressive imaging systems, with videos and hyperspectral images as two exemplar applications. The rank minimization approach is incorporated into the forward model of the snapshot compressive imaging system and a joint optimization problem is formulated. An alternating minimization algorithm is developed to solve this joint model. Our proposed algorithm has investigated the nonlocal selfsimilarity in video (hyperspectral) frames, and has led to significant improvements over existing algorithms. Extensive results of both simulation and real data have demonstrated the superiority of the proposed algorithm. Most recently, the deep learning algorithms have been used in CS inversion [63] , [64] , [65] and as mentioned in the introduction, deep learning has been employed for video CS in [30] , [31] (but with some constraints). While most of these algorithms tried to learn an end-to-end inversion network via convolutional neural networks (CNN), Yang et al. [64] incorporates the CNN into the ADMM framework. This inspires one of our future work to integrate the proposed ADMM framework with the deep learning based denoising algorithms [66] , [67] .
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