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Abstract
We refine the OrbNet model to accurately predict energy, forces, and other re-
sponse properties for molecules using a graph neural-network architecture based
on features from low-cost approximated quantum operators in the symmetry-
adapted atomic orbital basis. The model is end-to-end differentiable due to the
derivation of analytic gradients for all electronic structure terms, and is shown
to be transferable across chemical space due to the use of domain-specific fea-
tures. The learning efficiency is improved by incorporating physically motivated
constraints on the electronic structure through multi-task learning. The model
outperforms existing methods on energy prediction tasks for the QM9 dataset and
for molecular geometry optimizations on conformer datasets, at a computational
cost that is thousand-fold or more reduced compared to conventional quantum-
chemistry calculations (such as density functional theory) that offer similar accu-
racy.
1 Introduction
Quantum chemistry calculations - most commonly those obtained using density functional theory
(DFT) - provide a level of accuracy that is important for many chemical applications but at a com-
putational cost that is often prohibitive. As a result, machine-learning efforts have focused on the
prediction of molecular potential energy surfaces, using both physically motivated features [1, 2,
3, 4, 5, 6] and neural-network-based representation learning [7, 8, 9, 10, 11, 12, 13]. Despite the
success of such methods in predicting energies on various benchmarks, the generalizability of deep
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Figure 1: Schematic of the employed OrbNet deep-learning approach. A low-cost extended tight-
binding calculation is performed on the molecular system, generating the approximate energy ETB
and the SAAO feature matrices. The SAAO feature matrices are passed to the OrbNet deep neural
network modules, yielding the machine-learned correction to the total energy, ENN, as well as aux-
iliary atom-specific target properties. Dashed arrows indicate components that must be analytically
differentiated for the gradient calculation. Additional details are provided in Appendix B.
neural network models across chemical space and for out-of-equilibrium geometries is less investi-
gated.
In this work, we demonstrate an approach using features from a low-cost electronic-structure calcu-
lation in the basis of symmetry-adapted atomic orbitals (SAAOs) with a deep neural network archi-
tecture (OrbNet). The model has previously been shown to predict the molecular energies with DFT
accuracy for both chemical and conformational degrees of freedom, even when applied to systems
significantly larger than the training molecules [14]. To improve learning efficiency, we introduce a
multi-task learning strategy in which OrbNet is trained with respect to both molecular energies and
other computed properties of the quantum mechanical wavefunction. Furthermore, we introduce
and numerically demonstrate the analytical gradient theory for OrbNet, which is essential for the
calculation of inter-atomic forces and other response properties, such as dipoles and linear-response
excited states.
2 Method
2.1 OrbNet: Neural message passing on SAAOs with atomic and global attention
In this work, the molecular system is encoded as graph-structured data with features obtained from
a low-cost tight-binding calculation, following Qiao et al [14]. We employ features obtained from
matrix elements of approximated quantum operators of an extended tight-binding method (GFN-
xTB[15]), evaluated in the symmetry-adapted atomic orbital (SAAO) basis. Specifically, the Fock
(F), density (P), orbital centroid distances (D), core Hamiltonian (H), and overlap (S) matrices
are used as the input features, with node features corresponding to diagonal SAAO matrix elements
Xu = [Fuu, Puu, Huu] and edge features corresponding to off-diagonal SAAO matrix elements
Xeuv = [Fuv, Duv, Puv, Suv, Huv]. Fig. 1 summarizes the deep-learning approach, and additional
details are provided in Appendix B.
The feature embedding and neural message-passing mechanism employed for the node and edge at-
tributes is largely unchanged from Ref. [14]. However, to enable multi-task learning and to improve
the learning capacity of the model, we introduce atom-specific attributes, f lA, and global molecule-
level attributes, ql, where l is the message passing layer index and A is the atom index. The whole-
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molecule and atom-specific attributes allow for the prediction of auxiliary targets (Fig. 1) through
multi-task learning, thereby providing physically motivated constraints on the electronic structure
of the molecule that can be used to refine the representation at the SAAO level.
For the prediction of both the electronic energies and the auxiliary targets, only the final atom-
specific attributes, fLA , are employed, since they self-consistently incorporate the effect of the whole-
molecule and node- and edge-specific attributes. The electronic energy is obtained by combining the
approximate energy ETB from the extended tight-binding calculation and the model output ENN,
the latter of which is a one-body sum over atomic contributions; the atom-specific auxiliary targets
dA are predicted from the same attributes.
Êout = ETB + ENN = ETB +
∑
A
εA = ETB +
∑
A
[Dec(fLA) + E
c
A] (1)
d̂A = Dec
aux(fLA) (2)
Here, the energy decoder Dec and the auxiliary-target decoder Decaux are residual neural networks
[16] built with fully connected and normalization layers, and EcA are element-specific, constant shift
parameters for the isolated-atom contributions to the total energy.
The GradNorm algorithm [17] is used to adaptively adjust the weight of the auxiliary target loss
based on the gradients of the last fully-connected layer before the decoding networks.
2.2 End-to-end differentiability: Analytic gradients
The model is constructed to be end-to-end differentiable by employing input features (i.e., the SAAO
matrix elements) that are smooth functions of both atomic coordinates and external fields. We derive
the analytic gradients of the total energy Eout with respect to the atom coordinates, and we employ
local energy minimization with respect to molecular structure as an exemplary task to demonstrate
the quality of the learned potential energy surface (Section 3.2).
Using a Lagrangian formalism [18, 19], the analytic gradient of the predicted energy with respect to
an atom coordinate x can be expressed in terms of contributions from the tight-binding model, the
neural network, and additional constraint terms:
dEout
dx
=
dETB
dx
+
∑
f∈{ F,D,P,S,H }
Tr
[
∂ENN
∂f
∂f
∂x
]
+ Tr[W
∂SAO
∂x
] + Tr[z
∂FAO
∂x
]. (3)
Here, the third and fourth terms on the right-hand side are gradient contributions from the orbital
orthogonality constraint and the Brillouin condition, respectively, where FAO and SAO are the Fock
matrix and orbital overlap matrix in the atomic orbital (AO) basis. Detailed expressions for ∂f∂x , W,
and z are provided in Appendix D. The tight-binding gradient dETBdx for the GFN-xTB model has
been previously reported [15], and the neural network gradients with respect to the input features
∂ENN
∂f are obtained using reverse-mode automatic differentiation [20].
2.3 Auxiliary targets from density matrix projection
The utility of graph- and atom-level auxiliary tasks to improve the generalizability of the learned
representations for molecules has been highlighted for learning molecular properties in the context
of graph pre-training [21, 22] and multi-task learning [23]. Here, we employ multi-task learning
with respect to the total molecular energy and atom-specific auxiliary targets. The atom-specific
targets that we employ are similar to the features introduced in the DeePHF model [24], obtained
by projecting the density matrix into a basis set that does not depend upon the identity of the atomic
element,
dAnl = [EigenValsm,m′([
ODAnl]m,m′)||EigenValsm,m′([ VDAnl]m,m′)]. (4)
Here, the projected density matrix is given by [ ODAnl]m,m′ =
∑
i∈occ〈αAnlm|ψi〉〈ψi|αAnlm′〉,
and the projected valence-occupied density matrix is given by [ VDAnl]m,m′ =∑
j∈valocc〈αAnlm|ψj〉〈ψj |αAnlm′〉, where |ψ{i,j}〉 are molecular orbitals from the reference DFT cal-
culation, |αAnlm〉 is a basis function centered at atom A with radial index n and spherical-harmonic
degree l and order m. The indices i and j runs over all occupied orbitals and valence-occupied
3
orbital indices, respectively, and || denotes a vector concatenation operation. The auxiliary target
vector dA for each atom A in the molecule is obtained by concatenating dAnl for all n and l. The
parameters for the projection basis |αAnlm〉 are described in Appendix E. Additional attributes, such
as such as partial charges and reactivities, could also be naturally included within this framework.
3 Results
We present results for molecular energy prediction and geometry optimization tasks. All models are
produced using the same set of hyperparameters and the training procedure in Appendix C.
3.1 QM9 formation energy
We begin with a standard benchmark test of predicting molecular energies for the QM9 dataset,
which consists of 133,885 organic molecules with up to nine heavy atoms at locally optimized
geometries. Table 1 presents results from current work, as well as previously published results
using SchNet [9], PhysNet [11], DimeNet [13], DeepMoleNet [23], and OrbNet [14]. The approach
proposed in this work significantly outperforms existing methods in terms of both data efficiency
and prediction accuracy in this dataset. In particular, it is seen that the use of multi-task learning
in the current study leads to significant improvement over the previously published OrbNet results,
which already exhibited the smallest errors among published methods.
Training size SchNet PhysNet DimeNet DeepMoleNet OrbNet This work
25,000 - - - - 11.6 8.08
50,000 15 13 - - 8.22 5.89
110,000 14 8.2 8.02 6.1 5.01 3.87
Table 1: MAEs (reported in meV) for predicting the QM9 dataset of total molecular energies. The
employed labels are the published values [25] calculated at the B3LYP/6-31G(2df,p) level of theory.
3.2 Molecular geometry optimizations
A practical application of energy gradient (i.e., force) calculations is to optimize molecule structures
by locally minimizing the energy. Here, we use this application as a test of the accuracy of the
OrbNet potential energy surface in comparison to other widely used methods of comparable and
greater computational cost. Test are performed for the ROT34 [26] and MCONF [27] datasets,
with initial structures that are locally optimized at the high-quality level of ωB97X-D3/Def2-TZVP
DFT with tight convergence parameters. ROT34 includes conformers of 12 small organic molecules
with up to 13 heavy atoms; MCONF includes 52 conformers of the melatonin molecule which
has 17 heavy atoms. From these initial structures, we performed a local geometry optimization
using the various energy methods, including OrbNet from the current work, the GFN semi-empirical
methods [15, 28], and the relatively low-cost DFT functional B97-3c [29]. The error in the resulting
structure with respect to the reference structures optimized at the ωB97X-D3/Def2-TZVP level was
computed as root mean squared distance (RMSD) following optimal molecular alignment. This
test investigates whether the potential energy landscape for each method is locally consistent with a
high-quality DFT description.
Fig. 2 presents the resulting distribution of errors for the various methods over each dataset, with re-
sults summarized in the accompanying table. It is clear that while the GFN semi-empirical methods
provide a computational cost that is comparable to OrbNet, the resulting geometry optimizations are
substantially less accurate, with a significant (and in some cases very large) fraction of the local ge-
ometry optimizations relaxing into structures that are inconsistent with the optimized reference DFT
structures (i.e., with RMSD in excess of 0.6 Angstrom). In comparison to DFT using the B97-3c
functional, OrbNet provides optimized structures that are of comparable accuracy for ROT34 and
that are significantly more accurate for MCONF; this should be viewed in light of the fact that Orb-
Net is over 100-fold less computationally costly. On the whole, OrbNet is the best approximation to
the reference DFT results, at a computational cost that is over 1,000-fold reduced.
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Method Mean RMSD (Å) Incorrect geometries Time/step
ROT34 MCONF ROT34 MCONF MCONF
GFN-xTB 0.23 0.90 8% 52% < 1 s
GFN2-xTB 0.21 0.60 8% 44% < 1 s
DFT (B97-3c) 0.06 0.51 0% 37% > 100 s
This work 0.09 0.26 0% 6% < 1 s
Ref. DFT (ωB97X-D3) - - - - > 1,000 s
Figure 2: The molecular geometry optimization accuracy for the ROT34 (left) and MCONF (right)
datasets, reported as the best-alignment root-mean-square-deviation (RMSD) compared to the refer-
ence DFT geometries at the ωB97X-D3/Def2-TZVP level. The distribution of errors are plotted as
histograms (with overlaying kernel density estimations), and the table reports the mean errors and
the percentage of optimized structures that correspond to incorrect geometries (i.e., RMSD > 0.6
Angstrom). Timings correspond to the average cost for a single force evaluation for the MCONF
dataset on a single Intel Xeon Gold 6130 @ 2.10GHz CPU core.
4 Conclusions
We extend the OrbNet deep-learning model through the use of multi-task learning and the develop-
ment of the analytical gradient theory for calculating molecular forces and other response properties.
It is shown that multi-task learning leads to improved data efficiency, with OrbNet providing lower
errors than previously reported deep-learning methods for the QM9 formation energy prediction
task. Moreover, it is shown that geometry optimizations on the OrbNet potentially energy surface
provide accuracy that is significantly greater than that available from semi-empirical methods and
that even outperform fully quantum mechanical DFT descriptions that are vastly more computation-
ally costly. The method is immediately applicable to other down-stream tasks.
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[7] Petar Veličković et al. “Graph Attention Networks”. In: International Conference on Learning
Representations. 2018.
[8] Kevin Yang et al. “Analyzing learned molecular representations for property prediction”. In:
J. Chem. Inf. Model. 59.8 (2019), pp. 3370–3388.
[9] Kristof Schütt et al. “Schnet: A continuous-filter convolutional neural network for model-
ing quantum interactions”. In: Advances in neural information processing systems. 2017,
pp. 991–1001.
[10] Justin Gilmer et al. “Neural message passing for Quantum chemistry”. In: Proceedings of the
34th International Conference on Machine Learning-Volume 70. 2017, pp. 1263–1272.
[11] Oliver T Unke and Markus Meuwly. “PhysNet: A neural network for predicting energies,
forces, dipole moments, and partial charges”. In: J. Chem. Theory Comput. 15.6 (2019),
pp. 3678–3693.
[12] Brandon Anderson, Truong Son Hy, and Risi Kondor. “Cormorant: Covariant Molecular Neu-
ral Networks”. In: Advances in Neural Information Processing Systems 32. Ed. by H. Wallach
et al. Curran Associates, Inc., 2019, pp. 14537–14546. URL: http://papers.nips.cc/
paper/9596-cormorant-covariant-molecular-neural-networks.pdf.
[13] Johannes Klicpera, Janek Groß, and Stephan Günnemann. “Directional Message Passing for
Molecular Graphs”. In: International Conference on Learning Representations. 2019.
[14] Zhuoran Qiao et al. “OrbNet: Deep learning for quantum chemistry using symmetry-adapted
atomic-orbital features”. In: The Journal of Chemical Physics 153.12 (2020), p. 124111.
[15] Stefan Grimme, Christoph Bannwarth, and Philip Shushkov. “A robust and accurate tight-
binding quantum chemical method for structures, vibrational frequencies, and noncovalent
interactions of large molecular systems parametrized for all spd-block elements (Z=1–86)”.
In: J. Chem. Theory Comput. 13.5 (2017), pp. 1989–2009.
[16] Kaiming He et al. “Deep residual learning for image recognition”. In: Proceedings of the
IEEE conference on computer vision and pattern recognition. 2016, pp. 770–778.
[17] Zhao Chen et al. “Gradnorm: Gradient normalization for adaptive loss balancing in deep mul-
titask networks”. In: International Conference on Machine Learning. PMLR. 2018, pp. 794–
803.
[18] Sebastian JR Lee et al. “Analytical gradients for projection-based wavefunction-in-DFT em-
bedding”. In: The Journal of Chemical Physics 151.6 (2019), p. 064112.
[19] Martin Schütz et al. “Analytical energy gradients for local second-order Møller–Plesset per-
turbation theory using density fitting approximations”. In: The Journal of chemical physics
121.2 (2004), pp. 737–750.
[20] Adam Paszke et al. “Automatic Differentiation in PyTorch”. In: NIPS 2017 Workshop on
Autodiff. Long Beach, California, USA, 2017. URL: https://openreview.net/forum?
id=BJJsrmfCZ.
[21] Weihua Hu et al. “Strategies for Pre-training Graph Neural Networks”. In: International Con-
ference on Learning Representations. 2019.
[22] Garrett B Goh et al. “Using rule-based labels for weak supervised learning: a ChemNet for
transferable chemical property prediction”. In: Proceedings of the 24th ACM SIGKDD Inter-
national Conference on Knowledge Discovery & Data Mining. 2018, pp. 302–310.
[23] Ziteng Liu et al. “Transferable multi-level attention neural network for accurate prediction
of quantum chemistry properties via multi-task learning”. In: ChemRxiv 12588170 (2020),
p. v1.
[24] Yixiao Chen et al. “Ground State Energy Functional with Hartree–Fock Efficiency and Chem-
ical Accuracy”. In: The Journal of Physical Chemistry A 124.35 (2020), pp. 7155–7165.
6
[25] Raghunathan Ramakrishnan et al. “Quantum chemistry structures and properties of 134 kilo
molecules”. In: Sci. Data 1.1 (2014), pp. 1–7.
[26] Tobias Risthaus, Marc Steinmetz, and Stefan Grimme. “Implementation of nuclear gradients
of range-separated hybrid density functionals and benchmarking on rotational constants for
organic molecules”. In: Journal of Computational Chemistry 35.20 (2014), pp. 1509–1516.
[27] Uma R Fogueri et al. “The melatonin conformer space: Benchmark and assessment of wave
function and DFT methods for a paradigmatic biological and pharmacological molecule”. In:
The Journal of Physical Chemistry A 117.10 (2013), pp. 2269–2277.
[28] Christoph Bannwarth, Sebastian Ehlert, and Stefan Grimme. “GFN2-xTB — An accurate and
broadly parametrized self-consistent tight-binding quantum chemical method with multipole
electrostatics and density-dependent dispersion contributions”. In: J. Chem. Theory Comput.
15.3 (2019), pp. 1652–1671.
[29] Jan Gerit Brandenburg et al. “B97-3c: A revised low-cost variant of the B97-D density func-
tional method”. In: The Journal of chemical physics 148.6 (2018), p. 064104.
7
Appendices
A Dataset and computational details
For results reported in Section 3.1, we employ the QM9 dataset[1] with pre-computed DFT labels.
From this dataset, 3054 molecules were excluded as recommended in Ref. [1]; we sample 110000
molecules for training and 10831 molecules for testing. The training sets of 25000 and 50000
molecules are subsampled from the 110000-molecule dataset.
To train the model reported in Section 3.2, we employ the published geometries from Ref. [2], which
include optimized and thermalized geometries of molecules up to 30 heavy atoms from the QM7b-T,
QM9, GDB13-T, and DrugBank-T datasets. We perform model training using the dataset splits of
Model 3 in Ref. [2]. DFT labels are computed using the ωB97X-D3 functional [3] with a Def2-
TZVP AO basis set[4] and using density fitting[5] for both the Coulomb and exchange integrals
using the Def2-Universal-JKFIT basis set.[6]
For results reported in Section 3.2, we perform geometry optimization for the DFT, OrbNet, and
GFN-xTB calculations by minimizing the potential energy using the BFGS algorithm with the
Translation-rotation coordinates (TRIC) of Wang and Song[7]; geometry optimizations for GFN2-
xTB are performed using the default algorithm in the XTB package [8]. All local geometry optimiza-
tions are initialized from pre-optimized structures at the ωB97X-D3/Def2-TZVP level of theory. For
the B97-3c method, the mTZVP basis set[9] is employed.
All DFT and GFN-xTB calculations are performed using ENTOS QCORE [10]; GFN2-xTB calcula-
tion are performed using XTB package [8].
(a) GFN2-xTB v.s. reference, RMSD=1.2Å (b) OrbNet v.s. reference, RMSD=0.14Å
Figure 3: Comparison of optimized structure of the conformer MCONF/41 from GFN2-xTB (cyan),
OrbNet (magenta) and the reference DFT structure (green).
B Specification of OrbNet embedding, message passing & pooling, and
decoding layers
We employ the feature embedding scheme introduced in OrbNet [2] where the SAAO feature matri-
ces are transformed by radial basis functions,
hRBFu = [φ
h
1(X̃u), φ
h
2(X̃u), ..., φ
h
nr(X̃u)] (5)
eRBFuv = [φ
e
1(X̃
e
uv), φ
e
2(X̃
e
uv), ..., φ
e
mr(X̃
e
uv)], (6)
where X̃ and X̃e are pre-normalized SAAO feature matrices, φhn(r) = sin(πnr) is a sine function
used for node (SAAO) embedding; to improve the smoothess of the potential energy surface, we
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<latexit sha1_base64="XsdWSBB9PN/Gw+bhMBsgRPUUU6U=">AAAB+HicbVDLSgNBEOz1GeMjqx69DAbBU9iNgh6jXjxGMA9IljA76U2GzD6YmQ3EJV/ixYMiXv0Ub/6Nk2QPmljQUFPVzXSXnwiutON8W2vrG5tb24Wd4u7e/kHJPjxqqjiVDBssFrFs+1Sh4BE2NNcC24lEGvoCW/7obua3xigVj6NHPUnQC+kg4gFnVBupZ5e6YyoxUVyYV3Yz7dllp+LMQVaJm5My5Kj37K9uP2ZpiJFmgirVcZ1EexmVmjOB02I3VZhQNqID7Bga0RCVl80Xn5Izo/RJEEtTkSZz9fdERkOlJqFvOkOqh2rZm4n/eZ1UB9dexqMk1RixxUdBKoiOySwF0ucSmRYTQyiT3OxK2JBKyrTJqmhCcJdPXiXNasW9qFQfLsu12zyOApzAKZyDC1dQg3uoQwMYpPAMr/BmPVkv1rv1sWhds/KZY/gD6/MHRiqTfA==</latexit>
Residual
hlu<latexit sha1_base64="0MMLj+wL2sB8mzopzH4WnDjp6fI=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqsxUQZdFNy4r2Ae005JJM21oJhmSjFKG/ocbF4q49V/c+Tdm2llo64HA4Zx7uScniDnTxnW/ncLa+sbmVnG7tLO7t39QPjxqaZkoQptEcqk6AdaUM0GbhhlOO7GiOAo4bQeT28xvP1KlmRQPZhpTP8IjwUJGsLFSvxdhMw7CdDzr80EyKFfcqjsHWiVeTiqQozEof/WGkiQRFYZwrHXXc2Pjp1gZRjidlXqJpjEmEzyiXUsFjqj203nqGTqzyhCFUtknDJqrvzdSHGk9jQI7maXUy14m/ud1ExNe+ykTcWKoIItDYcKRkSirAA2ZosTwqSWYKGazIjLGChNjiyrZErzlL6+SVq3qXVRr95eV+k1eRxFO4BTOwYMrqMMdNKAJBBQ8wyu8OU/Oi/PufCxGC06+cwx/4Hz+AADYktY=</latexit> h
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v<latexit sha1_base64="xtLTkS0Sm3hdFXpQ92SorSjz/zc=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclZkq6LLoxmUF+4B2WjJppg3NJEOSqZSh/+HGhSJu/Rd3/o2ZdhbaeiBwOOde7skJYs60cd1vZ219Y3Nru7BT3N3bPzgsHR03tUwUoQ0iuVTtAGvKmaANwwyn7VhRHAWctoLxXea3JlRpJsWjmcbUj/BQsJARbKzU60bYjIIwHc16vD/pl8puxZ0DrRIvJ2XIUe+XvroDSZKICkM41rrjubHxU6wMI5zOit1E0xiTMR7SjqUCR1T76Tz1DJ1bZYBCqewTBs3V3xspjrSeRoGdzFLqZS8T//M6iQlv/JSJODFUkMWhMOHISJRVgAZMUWL41BJMFLNZERlhhYmxRRVtCd7yl1dJs1rxLivVh6ty7TavowCncAYX4ME11OAe6tAAAgqe4RXenCfnxXl3Phaja06+cwJ/4Hz+AAJcktc=</latexit> e
l
uv<latexit sha1_base64="muL/6JcLPrtFYPWFORe9dAOib10=">AAAB+nicbVDLSsNAFJ3UV62vVJduBovgqiRV0GXRjcsK9gFtDJPpTTt08mBmUikxn+LGhSJu/RJ3/o2TNgttPTBwOOde7pnjxZxJZVnfRmltfWNzq7xd2dnd2z8wq4cdGSWCQptGPBI9j0jgLIS2YopDLxZAAo9D15vc5H53CkKyKLxXsxicgIxC5jNKlJZcszoIiBp7fgrZA3fTZJq5Zs2qW3PgVWIXpIYKtFzzazCMaBJAqCgnUvZtK1ZOSoRilENWGSQSYkInZAR9TUMSgHTSefQMn2pliP1I6BcqPFd/b6QkkHIWeHoyDyqXvVz8z+snyr9yUhbGiYKQLg75CccqwnkPeMgEUMVnmhAqmM6K6ZgIQpVuq6JLsJe/vEo6jbp9Xm/cXdSa10UdZXSMTtAZstElaqJb1EJtRNEjekav6M14Ml6Md+NjMVoyip0j9AfG5w8g4pSQ</latexit>
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mluv<latexit sha1_base64="58zzavsJNVafr6ZpwMlhj9QVCPI=">AAAB+nicbVC7TsMwFHXKq5RXCiOLRYXEVCUFCcYKFsYi0YfUhshxndaq7US2U1SFfAoLAwix8iVs/A1OmwFajmTp6Jx7dY9PEDOqtON8W6W19Y3NrfJ2ZWd3b//Arh52VJRITNo4YpHsBUgRRgVpa6oZ6cWSIB4w0g0mN7nfnRKpaCTu9SwmHkcjQUOKkTaSb1cHHOlxEKY889Nkmj0w3645dWcOuErcgtRAgZZvfw2GEU44ERozpFTfdWLtpUhqihnJKoNEkRjhCRqRvqECcaK8dB49g6dGGcIwkuYJDefq740UcaVmPDCTeVC17OXif14/0eGVl1IRJ5oIvDgUJgzqCOY9wCGVBGs2MwRhSU1WiMdIIqxNWxVTgrv85VXSadTd83rj7qLWvC7qKINjcALOgAsuQRPcghZoAwwewTN4BW/Wk/VivVsfi9GSVewcgT+wPn8ALdSUmA==</latexit>AO!AO Attention
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<latexit sha1_base64="YdLJmyUEj2f9IM1HG3dWXh8bjLI=">AAACB3icbVDLSsNAFJ34rPUVdSnIYBFclaQKuiy6cVnBPqCNZTKdtENnkjAzKZYhOzf+ihsXirj1F9z5N07SLLT1wIXDOfdy7z1+zKhUjvNtLS2vrK6tlzbKm1vbO7v23n5LRonApIkjFomOjyRhNCRNRRUjnVgQxH1G2v74OvPbEyIkjcI7NY2Jx9EwpAHFSBmpbx/1OFIjP9Ak7etkkt7rXBBco+QhTft2xak6OeAicQtSAQUaffurN4hwwkmoMENSdl0nVp5GQlHMSFruJZLECI/RkHQNDREn0tP5Hyk8McoABpEwFSqYq78nNOJSTrlvOrMj5byXif953UQFl56mYZwoEuLZoiBhUEUwCwUOqCBYsakhCAtqboV4hATCykRXNiG48y8vklat6p5Va7fnlfpVEUcJHIJjcApccAHq4AY0QBNg8AiewSt4s56sF+vd+pi1LlnFzAH4A+vzBy3mmsk=</latexit>
Residual
AO!AtomAttention
·<latexit sha1_base64="yfc6NYWr3Im+ZBK4Ggu2CK70rVE=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGCaQttKJvNpl262YTdiVBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXZlIYdN1vZ219Y3Nru7RT3t3bPzisHB23TJprxn2WylR3Qmq4FIr7KFDyTqY5TULJ2+Hobua3n7g2IlWPOM54kNCBErFgFK3k91iUYr9SdWvuHGSVeAWpQoFmv/LVi1KWJ1whk9SYrudmGEyoRsEkn5Z7ueEZZSM64F1LFU24CSbzY6fk3CoRiVNtSyGZq78nJjQxZpyEtjOhODTL3kz8z+vmGN8EE6GyHLlii0VxLgmmZPY5iYTmDOXYEsq0sLcSNqSaMrT5lG0I3vLLq6RVr3mXtfrDVbVxW8RRglM4gwvw4BoacA9N8IGBgGd4hTdHOS/Ou/OxaF1zipkT+APn8wfaWI62</latexit>
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hl+1u<latexit sha1_base64="E/6cJPKZNbUD9FkPRQULeU1QXqw=">AAAB/XicbVDLSsNAFL2pr1pf8bFzEyyCIJSkCrosunFZwT6gjWEynbRDJ5MwMxFqCP6KGxeKuPU/3Pk3TtostPXAwOGce7lnjh8zKpVtfxulpeWV1bXyemVjc2t7x9zda8soEZi0cMQi0fWRJIxy0lJUMdKNBUGhz0jHH1/nfueBCEkjfqcmMXFDNOQ0oBgpLXnmQT9EauQH6Sjz0iS7T9mpk3lm1a7ZU1iLxClIFQo0PfOrP4hwEhKuMENS9hw7Vm6KhKKYkazSTySJER6jIelpylFIpJtO02fWsVYGVhAJ/biypurvjRSFUk5CX0/mWeW8l4v/eb1EBZduSnmcKMLx7FCQMEtFVl6FNaCCYMUmmiAsqM5q4RESCCtdWEWX4Mx/eZG06zXnrFa/Pa82roo6ynAIR3ACDlxAA26gCS3A8AjP8ApvxpPxYrwbH7PRklHs7MMfGJ8//EaVjw==</latexit> e
l+1
uv<latexit sha1_base64="2O3cHLVO83z2ceA1d6ChbLMl4F4=">AAAB/nicbVDLSgMxFM3UV62vUXHlJlgEQSgzVdBl0Y3LCvYB7Thk0kwbmskMSaZQwoC/4saFIm79Dnf+jZl2Ftp6IHA4517uyQkSRqVynG+rtLK6tr5R3qxsbe/s7tn7B20ZpwKTFo5ZLLoBkoRRTlqKKka6iSAoChjpBOPb3O9MiJA05g9qmhAvQkNOQ4qRMpJvH/UjpEZBqEnm63SSPWp27ma+XXVqzgxwmbgFqYICTd/+6g9inEaEK8yQlD3XSZSnkVAUM5JV+qkkCcJjNCQ9QzmKiPT0LH4GT40ygGEszOMKztTfGxpFUk6jwEzmYeWil4v/eb1UhdeepjxJFeF4fihMGVQxzLuAAyoIVmxqCMKCmqwQj5BAWJnGKqYEd/HLy6Rdr7kXtfr9ZbVxU9RRBsfgBJwBF1yBBrgDTdACGGjwDF7Bm/VkvVjv1sd8tGQVO4fgD6zPH9hdlgw=</latexit>
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Figure 4: Detail of a single message-passing and pooling layer (“Message Passing Layer” in Fig.
1), and a decoding network (“Decoding” in Fig. 1). At message passing and pooling layer l + 1,
the whole-molecule, atom-specific, node-specific, and edge-specific attributes are updated. The
atom-specific attributes f lA are updated with input from node- and edge-specific attributes h
l
u and
eluv and likewise includes the back-propagation from the whole-molecule attributes; finally, the
whole-molecule attributes ql are updated with input from the atom-specific attributes. The final
atom-specific attributes are passed into separate decoding networks to generate the energy predic-
tion and auxiliary target predictions. A decoding network is composed of multiple residual blocks
(“Residual”) and a linear output layer, as illustrated above.
9
used the real Morlet wavelet functions for edge embedding:
φem(r) = exp(−(
r
σ · cX
)2) · sin(πmr/cX) (7)
and cX (X ∈ {F,D,P,S,H }) is the operator-specific upper cutoff value to X̃euv . To ensure
size-consistency for energy predictions, a mollifier IX(r) with the auxiliary edge attribute eauxuv is
introduced:
eauxuv = W
aux · IX(X̃euv), (8)
where
IX(r) =
{
exp
(
cX
|r|−cX + 1
)
· exp(−( rσ·cX )
2) if 0 ≤ |r| < cX
0 if |r| ≥ cX
(9)
The radial basis function embeddings of the SAAOs and a one-hot encoding of the chemical element
of the atoms (f onehotA ) are transformed by neural network modules to yield 0-th order SAAO, SAAO-
pair, and atom attributes,
h0u = Ench(h
RBF
u ), e
0
uv = Ence(e
RBF
uv ), f
0
A = Encf(f
onehot
A ) (10)
where Ench and Ence are residual blocks[11] comprising 3 dense NN layers, and Encf is a sin-
gle dense NN layer. In contrast to atom-based message passing neural networks, this additional
embedding transformation captures the interactions among the physical operators.
The update of the node- and edge-specific attributes (gray block in Fig. 4) is unchanged from Ref.
[2], except with the additional information back-propagation from the atom-specific attributes. The
node and edge attributes at step l + 1 are updated via the following neural message passing mecha-
nism (corresponding to “AO-AO attention” in Fig. 4):
h̃l+1u = h
l
u + W
l
h,2 · Swish
(
BatchNorm
(
Wlh,1 ·
[⊕
i
(
∑
v∈N(u)
wl,iuv ·mluv)
]
+ blh,1
))
+ blh,2
(11a)
mluv = Swish(W
l
m · [hlu  hlv  eluv] + blm) (11b)
wl,iuv = Tanh(
∑
[(Wl,ia · hlu) (Wl,ia · hlv) eluv  eauxuv ]/ne) (11c)
el+1uv = e
l
uv + W
l
e,2 ·
(
Swish(Wle,1 ·mluv + ble,1)
)
+ ble,2 (11d)
where mluv is the message function on each edge, w
l,i
uv , are multi-head attention scores [12] for the
relative importance of SAAO pairs (i indexes attention heads),
⊕
denotes a vector concatenation
operation,  denotes the Hadamard product, and · denotes the matrix-vector product.
The SAAO attributes are accumulated into the atoms on which the corresponding SAAOs are cen-
tered, using an attention-based pooling operation (“AO-Atom attention” in Fig. 4) inspired by the
set transformer [13] architecture:
alA,u = Softmax(f
l
A · (hlu)T/
√
nh) (12a)
f̃ l+1A = W
l
f,1 ·
[
f lA||(
∑
u∈A
alA,uh
l
u)
]
+ blf,1 (12b)
where the Softmax operation is taken over all SAAOs u centered on atom A. Then the global
attention αlA is calculated for all atoms in the molecule to update the molecule-level attribute q
l+1:
αl+1A = Softmax(q
l · (f̃ l+1A )T/
√
nh) (13a)
ql+1 = ql +
∑
A
αl+1A f̃
l+1
A (13b)
where the Softmax is taken over all atoms in the molecule, and the initial global attribute q0 is a
molecule-independent, trainable parameter vector.
Finally, the molecule- and atom-level information is propagated back to the SAAO attributes:
f l+1A = α
l+1
A f̃
l+1
A (14a)
hl+1u = W
l
f,2 ·
[
f l+1A ||h̃l+1u
]
+ blf,2. (14b)
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Hyperparameter Meaning Value
nr Number of basis functions for node embedding 8
mr Number of basis functions for edge embedding 8
nh Dimension of hidden node attributes 256
ne Dimension of hidden edge attributes 64
na Number of attention heads 4
L Number of message passing & pooling layers 2
Lenc Number of dense layers in Ench and Ence 3
Ldec Number of residual blocks in a decoding network 3
nd Hidden dimension of a decoding network 256
γ Batch normalization momentum 0.4
cF Cutoff value for F̃uv 6.0
cD Cutoff value for D̃uv 9.45
cP Cutoff value for P̃uv 6.0
cS Cutoff value for S̃uv 6.0
cH Cutoff value for H̃uv 6.0
σ Morlet wavelet RBF scale 1/3
Table 2: Model hyperparameters employed in OrbNet. All cutoff values are in atomic units.
The list of trainable model parameters is: Waux, Wlh,1, W
l
h,2, b
l
h,1, b
l
h,2, W
l
m, b
l
m, W
l,i
a , W
l
e,1,
Wle,2, b
l
e,1, b
l
e,2, W
l
f,1, W
l
f,2, b
l
f,1, b
l
f,2, q
0, and the parameters of Ench, Ence, Encf , Dec, and
Decaux.
C Model hyperparameters and training details
Table 2 summarizes the hyperparameters employed in this work. We perform a pre-transformation
on the input features from F, D, P, H and S to obtain X̃ and X̃e: We normalize all diagonal SAAO
tensor values Xuu to the range [0, 1) for each operator type to obtain X̃u; for off-diagonal SAAO
tensor values, we take X̃uv = − ln(|Xuv|) for X ∈ { F,P,S,H }, and D̃uv = Duv .
Training is performed on a loss function of the form
L(Ê,E, d̂,d) = (1− α)
∑
i
L2(Êi, Ei)
+ α
∑
i
L2(Êi − Êt(i), Ei − Et(i)) (15)
+ β
∑
i
∑
A∈i
L2(d̂A,dA). (16)
∑
i denotes summation over a minibatch of molecular geometries i. For each geometry i, we ran-
domly sample another conformer of the same molecule t(i) to evaluate the relative conformer loss
L2(Êi−Êt(i), Ei−Et(i)); E denotes the ground truth energy values of the minibatch, Ê denotes the
model prediction values of the minibatch; d̂A and dA denote the predicted and reference auxiliary
target vectors for each atom A in molecule i, and L2(ŷ, y) = ||ŷ−y||22 denotes the L2 loss function.
For the model used in Section 3.1, we choose α = 0 as only the optimized geometries are available;
for models in Section 3.2, we choose α = 0.95. β is adaptively updated using the GradNorm[14]
method.
All models are trained on a single Nvidia Tesla V100-SXM2-32GB GPU using the Adam optimizer
[15]. For all training runs, we set the minibatch size to 64 and use a cosine annealing with warmup
learning rate schedule [16] that performs a linear learning rate increase from 3× 10−6 to 3× 10−4
for the initial 100 epochs, and a cosine decay from 3× 10−4 to 0 for 200 epochs.
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D Analytical nuclear gradients for symmetry-adapted atomic-orbital
features
The electronic energy in the OrbNet model is given by
Eout[f ] = ExTB + ENN[f ]. (17)
Here, f denotes the features, which correspond to the matrix elements of the quantum mechanical
operators {F,P,D,H,S} evaluated in the SAAO basis.
D.1 Generation of SAAOs
We denote {φAn,l,m} as the set of atomic basis functions with atom indicesA, with principle, angular
and magnetic quantum numbers n, l,m, and {ψi} as the set of canonical molecular orbitals obtained
from a low-level electronic structure calculation.
We define the transformation matrix X between AOs and SAAOs as eigenvectors of the local density
matrices (in covariant form):
P̃An,lX
A
n,l = X
A
n,lΣ
A
n,l (18)
where P̃ is the covariant density matrix in AO basis and is defined as
P̃ = SPAOS (19)
The SAAOs, {φ̂κ}, are thus expressed as
|φ̂κ〉 =
∑
µ
Xµκ|φµ〉 (20)
D.2 Matrices of operators in the SAAO basis for featurization
• The xTB core-Hamiltonian matrix in the SAAO basis
HSAAO = X†HAOX (21)
• Overlap matrix in the SAAO basis
SSAAO = X†SAOX (22)
• The xTB Fock matrix in the SAAO basis
FSAAO = X†FAOX (23)
• Density matrix in the SAAO basis
PSAAO = X†PAOX (24)
• Centroid distance matrix in the SAAO basis
DSAAOκλ = ||〈φ̂κ|r̂|φ̂κ〉 − 〈φ̂λ|r̂|φ̂λ〉|| =
(
~dκλ · ~dκλ
)1/2
(25)
where ~dκλ is defined as
~dκλ = ~r
SAAO
κκ − ~rSAAOλλ =
(
X†rAOX
)
κκ
−
(
X†rAOX
)
λλ
(26)
where rAO is the AO dipole matrix.
D.3 OrbNet analytical gradient
The Lagrangian for OrbNet is
L = ENN[f ] +
∑
pq
Wpq
(
C†SC− I
)
pq
+
∑
ai
zaiFai (27)
Second term: orbitals orthogonality constraint. Third term: Brillion conditions. Note: i, j are
indices for occupied molecular orbitals (MOs), p, q are general indices for MOs.
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D.4 Stationary condition for the Lagrangian with respect to the MOs
The Lagrangian is stationary with respect to variations of the MOs:
∂L
∂Vpq
= 0 (28)
where Vpq is a variation of the MOs in terms of the orbital rotation between MO pair p and q and is
defined as
C̃ = C(I + V) (29)
This leads to the following expressions for each term on the right-hand-side of Eq. 27:
Apq =
∂ENN[f ]
∂Vpq
∣∣∣
V=0
=
∂ENN[f ]
∂f
∂f
∂Vpq
∣∣∣
V=0
(30)
Wpq =
∂
∑
pqWpq
(
C†SC− I
)
pq
∂Vpq
∣∣∣
V=0
(31)
(A[z])pq =
∂
∑
ai zaiFai
∂Vpq
∣∣∣
V=0
= (Fz)pq
∣∣∣
q∈occ
+
(
Fz†
)
pq
∣∣∣
q∈vir
+ 2 (g[z̄])pq
∣∣∣
q∈occ
(32)
In the following sections, we derive the working equations for the above terms.
D.5 SAAO derivatives
As will be shown later, the OrbNet energy gradient involves the derivatives of the SAAO transforma-
tion matrix XAn,l with respect to orbital rotations and nuclear coordinates. The derivatives of SAAOs
are a bit involved, since SAAOs are eigenvectors of the local density matrices. We follow reference
[17] and show how SAAO derivatives are computed.
Here, we restrict the discussion to the scenario where the eigenvalues of the local density matrices
P̃An,l are distinct, such that the eigenvectors (i.e. SAAOs) are uniquely determined up to a constant
(real-valued) factor.
For generality, denote the (real, symmetric) matrix for which the eigenvalues/eigenvectors are solved
as A, its eigenvalues as Λ, and its eigenvectors as X, such that
AX = XΛ (33)
with the eigenvectors X being orthonormal to each other,
XTX = I (34)
Denote the derivative of a martrix with respect to a parameter p by a prime, for example,
dA
dp
≡ A′ (35)
The eigenvalue derivatives are computed as
dλk
dp
= X†kA
′Xk (36)
Define matrix T as
T = X−1X′ (37)
For the case where the eigenvalues are distinct, we have
Tkl =
X†kA
′Xl
λl − λk
for k 6= l, Tkk = 0 (38)
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The eigenvector derivative can be determined via Eq. (37), as
X′ = XT (39)
Let’s denote a diagonal block of the covariant density matrix on atom A with quantum numbers
{n, l} as I , such that
P̃I ≡ P̃An,l (40)
The SAAO eigenvalue problem for the I-th diagonal block can thus be re-written as
P̃IXI = XIΣI (41)
The derivatives of XI with respect to an arbitrary variable ξ, denoted as X
ξ
I , can be expressed as:
XξI = XIT
ξ
I (42)
where matrix TξI is defined according to Eq. (38) as
T ξI,κλ =
X†I,κP̃
ξ
IXI,λ
ελ − εκ
for κ 6= λ, T ξI,κκ = 0 (43)
where P̃ξI is the derivative of the covariant density matrix for I-th diagonal block.
The gradients of the OrbNet energy usually involve the termAξ ≡ Tr[BTξ], which can be re-written
as
Tr[BTξ] =
∑
I
Tr[BIT
ξ
I ] =
∑
I
∑
κ6=λ
BI,κλT
ξ
I,λκ =
∑
I
∑
κ 6=λ
BI,κλ
X†I,λP̃
ξ
IXI,κ
εκ − ελ
Define B̄I as
B̄I,κλ =
BI,κλ
εκ − ελ
for κ 6= λ, B̄I,κκ = 0 (44)
and B̃I as
B̃I =
1
2
XI(B̄I + B̄
†
I)X
†
I (45)
where we have symmetrized B̃I . Finally, we have
Tr[BTξ] =
∑
I
∑
κλ
B̄I,κλX
†
I,λP̃
ξ
IXI,κ =
∑
I
Tr[B̃IP̃
ξ
I ]
D.5.1 Derivatives of the SAAO basis with respect to MO variations
The derivatives of the SAAOs, X with respect to orbital variation Vpq can be expressed as:
∂X
∂Vpq
= XTVpq (46)
where TVpq is defined according to Eq. (43) as
T
Vpq
I,κλ =
XTI,κP̃
Vpq
I XI,λ
εI,λ − εI,κ
for κ 6= λ, TVpqI,κκ = 0 (47)
where P̃VpqI is the derivative of the I-th diagonal block of local density matrix with respect to orbital
variation Vpq and is defined as
P̃
Vpq
µν∈I ≡
∂P̃ Iµν
∂Vpq
=
∂(SPS)µν
∂Vpq
=
∑
κλ
Sµκ
∂Pκλ
∂Vpq
Sλν
=
∑
κλ
Sµκ(CκpnqCλq + CκqnqCλp)Sλν (48)
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where nq is the occupation number of orbital q. For closed-shell systems at zero electronic temper-
ature, nq is defined as
nq =
{
2 if q ∈ occupied
0 otherwise
(49)
For other cases, nq may be fractional numbers.
Define Y = SC, then
P̃
Vpq
I = (YpY
†
q + YqY
†
p)nq (50)
The orbital derivatives of the OrbNet energy usually involve the term Tr[BTpq], which can be ex-
pressed according to Eq. (46) as
Tr[BTpq] =
∑
I
Tr[B̃IP̃
Vpq
I ] =
∑
I
Tr[B̃I(YpY†q + YqY
†
p)nq] = Mpq
where B̃I is defined in Eq. (45); Mpq is defined as
Mpq = 2Y
†
pB̃Yqnq (51)
D.5.2 Derivatives of the SAAO basis with respect to nuclear coordinates
The derivatives of X with respect to nuclear coordinates x can be expressed as
∂X
∂x
= XTx (52)
where Tx is defined according to Eq. (43) as
T xI,κλ =
XTI,κP̃
x
IXI,λ
εI,λ − εI,κ
for κ 6= λ, T xI,κκ = 0 (53)
where P̃xI is defined as
P̃ xµν∈I ≡
∂P̃ Iµν
∂x
=
∂(SPS)µν
∂x
=
∑
κλ
∂Sµκ
∂x
PκλSλν + SµκPκλ
∂Sλν
∂x
=
∑
κλ
SxµκPκλSλν + SµκPκλS
x
λν (54)
Define N = PS, then
P̃xI =
[
SxN + N†Sx
]
I
(55)
The nuclear derivatives of the OrbNet energy usually involve the term Tr[BTx], which can be re-
written according to Eq. 46 as
Tr[BTx] =
∑
I
Tr[B̃IP̃xI ] =
∑
I
Tr
(
B̃I
[
SxN + N†Sx
]
I
)
= Tr[WSx]
where B̃ defined in Eq. 45; W is defined as
W
I
µν
∣∣∣
ν∈I
= 2
(
NB̃I
)
µν
(56)
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D.6 Derivatives of OrbNet energy with respect to the MOs
Define the derivatives of the OrbNet energy with respect to feature f as:
Qf =
∂ENN[f ]
∂f
(57)
where f ∈ {F,P,D,H,S}.
Note that Qf has the same dimension as f , and is symmetrized.
The derivatives of OrbNet energy with respect to the MO variations, Eq. 30, can be rewritten as
Apq =
∂ENN[f ]
∂Vpq
∣∣∣
V=0
=
∂ENN[f ]
∂f
∂f
∂Vpq
∣∣∣
V=0
=
∑
f
[
Qf · ∂f
∂Vpq
]
(58)
Define
Afpq = Q
f · ∂f
∂Vpq
(59)
which corresponds to the contribution to OrbNet energy derivatives with respect to MOs from a
specific feature f . We then derive the expression of Afpq for each individual feature, as described
below.
D.6.1 Core Hamiltonian
AHpq = Q
H · ∂H
SAAO
∂Vpq
= QH ·
[
X†HAO
∂X
∂Vpq
+ transpose
]
= QH ·
[
X†HAOXTpq + transpose
]
= 2Tr
[
QHHSAAOTpq
]
= 2Tr
[
BHTpq
]
= 2MHpq (60)
where MHpq is defined according to Eq. 51:
MHpq = Y
†
p(B̃
H + B̃H,†)Yqnq (61)
and BH is
BH = QHHSAAO (62)
D.6.2 Overlap matrix
ASpq = Q
S · ∂S
SAAO
∂Vpq
= QS ·
[
X†SAO
∂X
∂Vpq
+ transpose
]
= 2Tr
[
QSSSAAOTpq
]
= 2Tr
[
BSTpq
]
= 2MSpq (63)
with MSpq defined in a similar way as to Eq. 61.
D.6.3 Fock matrix
AFpq = Q
F · ∂F
SAAO
∂Vpq
(64)
with
∂FSAAO
∂Vpq
=
(
X†FAO
∂X
∂Vpq
+ transpose
)
+ X†
∂FAO
∂Vpq
X (65)
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Therefore,
AFpq = 2Tr
[
QFFSAAOTpq
]
+ Tr
[
QFX†
∂FAO
∂Vpq
X
]
= 2Tr
[
BFTpq
]
+ Tr
[
QF,AO
∂FAO
∂Vpq
]
= 2Tr
[
BFTpq
]
+ Tr
[
QF,AO
∂FAO
∂DAO
∂DAO
∂Vpq
]
= 2Tr
[
BFTpq
]
+ 2
(
g[2QF,AO]
)
pq
= 2Tr
[
BFTpq
]
+ 2
(
g[2QF,AO]
)
pq
= 2MFpq + 2
(
g[2QF,AO]
)
pq
(66)
where g is the generalized xTB Fock matrix and QF,AO is defined as
QF,AO = XQFX† (67)
D.6.4 Density matrix
APpq = Q
P · ∂P
SAAO
∂Vpq
(68)
where
∂PSAAO
∂Vpq
=
(
X†PAO
∂X
∂Vpq
+ transpose
)
+ X†
∂PAO
∂Vpq
X (69)
Therefore,
APpq = 2Tr
[
QPPSAAOTpq
]
+ 2
(
C†QP,AOC
)
pq
nq
= 2Tr
[
BPT pq
]
+ 2
(
C†QP,AOC
)
pq
nq
= 2MPpq + 2
(
C†QP,AOC
)
pq
nq (70)
D.6.5 Centroid distance matrix
ADpq = Q
D · ∂D
SAAO
∂Vpq
(71)
with
∂DSAAOκλ
∂Vpq
=
1
DSAAOκλ
~dκλ ·
∂ ~dκλ
∂Vpq
(72)
where ∂~dκλ∂Vpq is defined as
∂ ~dκλ
∂Vpq
=
(
X†κr
AO ∂Xκ
∂Vpq
−X†λrAO
∂Xλ
∂Vpq
)
+ transpose
= 2
[
(rSAAOTpq)κκ − (rSAAOTpq)λλ
]
(73)
Then
ADpq = Q
D · ∂D
SAAO
∂Vpq
=
∑
κλ
QDκλ
DSAAOκλ
~dκλ ·
∂ ~dκλ
∂Vpq
(74)
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Define
~Rκλ =
QDκλ
DSAAOκλ
~dκλ (75)
Then
ADpq =
∑
κλ
~Rκλ ·
∂ ~dκλ
∂Vpq
= 2
∑
κλ
~Rκλ ·
[
(rSAAOTpq)κκ − (rSAAOTpq)λλ
]
= 4
∑
κλ
~Rκλ · (rSAAOTpq)κκ (76)
Define
~RLκ =
∑
λ
~Rκλ (77)
BDκλ = ~R
L
κ · ~rSAAOκλ (78)
Then
ADpq = 4Tr
[
BDTpq
]
= 4MSpq (79)
where MDpq defined in a similar way as to Eq. 61.
D.7 Derivatives of OrbNet energy with respect to nuclear coordinates
The derivatives of OrbNet energy with respect to nuclear coordinates can be written as
∂ENN
∂x
=
∂ENN[f ]
∂f
∂f
∂x
=
∑
f
[
Qf
∂f
∂x
]
(80)
Define:
Afx = Q
f · ∂f
∂x
(81)
which corresponds to the contribution to OrbNet energy derivatives with respect to MOs from a
specific feature f . x Now let’s derive the expression of Afx for each individual feature:
D.7.1 Core Hamiltonian
AHx = Q
H · ∂H
SAAO
∂x
= QH ·
[
X†HAO
∂X
∂x
+ transpose
]
= QH ·
[
X†HAOXTx + transpose
]
= 2Tr
[
QHHSAAOTx
]
+ Tr
[
QHX†
∂HAO
∂x
X
]
= 2Tr
[
QHHSAAOTx
]
+ Tr
[
QH,AO
∂HAO
∂x
]
= 2Tr
[
BHTx
]
+ Tr
[
QH,AO
∂HAO
∂x
]
= 2Tr
[
W
H
Sx
]
+ Tr
[
QH,AO
∂HAO
∂x
]
(82)
where W
H
is defined according to Eq. 56.
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D.7.2 Overlap matrix
ASx = Q
S · ∂S
SAAO
∂x
= QS ·
[
X†SAO
∂X
∂x
+ transpose
]
= 2Tr
[
QSSSAAOTx
]
+ Tr
[
QSX†
∂SAO
∂x
X
]
= 2Tr
[
QSSSAAOTx
]
+ Tr
[
QS,AO
∂SAO
∂x
]
= 2Tr
[
BSTx
]
+ Tr
[
QS,AO
∂SAO
∂x
]
= 2Tr
[
W
S
Sx
]
+ Tr
[
QS,AOSx
]
= Tr
[
(W
S
+ QS,AO)Sx
]
(83)
where W
S
is defined according to Eq. 56.
D.7.3 Fock matrix
AFx = Q
F · ∂F
SAAO
∂x
(84)
with
∂FSAAO
∂x
=
(
X†FAO
∂X
∂x
+ transpose
)
+ X†
∂FAO
∂x
X (85)
Therefore,
AFx = 2Tr
[
QFFSAAOTx
]
+ Tr
[
QFX†
∂FAO
∂x
X
]
= 2Tr
[
QFFSAAOTx
]
+ Tr
[
QF,AO
∂FAO
∂x
]
= 2Tr
[
BFTx
]
+ Tr
[
QF,AO
∂FAO
∂x
]
= 2Tr
[
W
F
Sx
]
+ Tr
[
QF,AO
∂FAO
∂x
]
(86)
where W
F
is defined according to Eq. 56.
D.7.4 Density matrix
APx = Q
P · ∂P
SAAO
∂x
(87)
where
∂PSAAO
∂x
= X†PAO
∂X
∂x
+ transpose (88)
Therefore,
APx = 2Tr
[
QPPSAAOTx
]
= 2Tr
[
BPTx
]
= 2Tr
[
W
P
Sx
]
(89)
where W
P
is defined according to Eq. 56.
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D.7.5 Centroid distance matrix
ADx = Q
D · ∂D
SAAO
∂x
(90)
with
∂DSAAOκλ
∂x
=
1
DSAAOκλ
~dκλ ·
∂ ~dκλ
∂x
(91)
where ∂~dκλ∂x is defined as
∂ ~dκλ
∂x
=
[(
X†κr
AO ∂Xκ
∂x
−X†λrAO
∂Xλ
∂x
)
+ transpose
]
+ (X†
∂rAO
∂x
X)κκ − (X†
∂rAO
∂x
X)λλ
= 2
[
(rSAAOTx)κκ − (rSAAOTx)λλ
]
+ (X†
∂rAO
∂x
X)κκ − (X†
∂rAO
∂x
X)λλ (92)
This leads to
ADx = Q
D · ∂D
SAAO
∂x
=
∑
κλ
QDκλ
∂DSAAOκλ
∂x
=
∑
κλ
QDκλ
DSAAOκλ
~dκλ ·
∂ ~dκλ
∂x
=
∑
κλ
~Rκλ ·
∂ ~dκλ
∂x
=
∑
κλ
~Rκλ ·
(
2
[
(rSAAOTx)κκ − (rSAAOTx)λλ
]
+ (X†
∂rAO
∂x
X)κκ − (X†
∂rAO
∂x
X)λλ
)
= 2
∑
κλ
~Rκλ ·
(
2(rSAAOTx)κκ + (X
† ∂r
AO
∂x
X)κκ
)
(93)
where ~R is defined in Eq. (75).
Define d̄Las
d̄Lµν =
∑
κ
XµκXνκ ~R
L
κ (94)
where ~RL is defined in Eq. (77).
Then
ADx = 4Tr[B
DTx] + 2Tr
[
d̄L · ∂r
AO
∂x
]
= 4Tr
[
W
D
Sx
]
+ 2Tr
[
d̄L · ∂r
AO
∂x
]
. (95)
D.8 xTB generalized Fock matrix
The xTB generalized Fock matrix is defined as
(g[Y])µν =
∑
κλ
∂Fµν
∂Pκλ
Yκλ (96)
where Y is an arbitrary symmetric matrix with the same dimension as the AO density matrix P.
The xTB Fock matrix is defined as
Fµν = Hµν +
1
2
Sµν
∑
C,l′′
(γAC,ll′′ + γBC,l′l′′)p
C
l′′ +
1
2
Sµν(q
2
AΓA + q
2
BΓB) (µ ∈ A, l; ν ∈ B, l′)
(97)
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which is a functional of the shell-resolved charges, i.e. F[pCl′′ ].
With the above expression, the xTB generalized Fock matrix can be computed as
(g[Y])µν =
∑
κλ
∂Fµν
∂Pκλ
Yκλ =
∑
C,l′′
∑
κλ
∂Fµν
∂pCl′′
∂pCl′′
∂Pκλ
Yκλ (98)
The shell-resolved charges pCl′′ are defined as
pCl′′ = p
C
l′′
0 −
∑
κ∈C,l′′
∑
λ
SκλPκλ (99)
Define
p̃Cl′′ ≡
∑
κλ
∂pCl′′
∂Pκλ
Yκλ = −
∑
κ∈C,l′′
∑
λ
SκλYκλ (100)
The final expression for the xTB generalized Fock matrix is
(g[Y])µν =
∑
C,l′′
∑
κλ
∂Fµν
∂pCl′′
∂pCl′′
∂Pκλ
Yκλ =
∑
C,l′′
∂Fµν
∂pCl′′
p̃Cl′′
=
1
2
Sµν
∑
C,l′′
(γAC,ll′′ + γBC,l′l′′)p̃
C
l′′ + Sµν(qAq̃AΓA + qB q̃BΓB) (101)
where q̃A =
∑
l p̃
A
l .
D.9 Coupled-perturbed z-vector equation for xTB
Combining the stationary condition of the Lagrangian, Eq. 28 and the condition x = x† leads to the
coupled-perturbed z-vector equation for xTB:
(εa − εi)zai + 2[g(z̄)]ai = −(Aai −Aia) (102)
where εa, εi are the xTB orbital energies, z is the Lagrange multiplier defined in Eq. 27. z̄ = z+z†.
g(z̄) is the generalized xTB Fock matrix and is defined in Eq. 101.
D.10 Expression for W
The stationary condition of the Lagrangian, Eq. 28 also leads to the expression for the weight matrix
W:
Wpq = −
1
4
(1 + P̂pq)[A + A(z)]pq (103)
where P̂pq is the permutation operator that permutes indices p and q.
D.11 Final gradient expression
With all intermediate quantities obtained in the previous sections, we can now write the expression
for the OrbNet energy gradient:
dEout
dx
=
∂Eout
∂x
+ Tr[WSx] + Tr[zF(x)] (104)
where the first term on the right-hand-side can be computed as
∂Eout
∂x
=
dExTB
dx
+
∑
f
[
Qf
∂f
∂x
]
(105)
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dEout
dx
=
dExTB
dx
+
∑
f
[
Qf
∂f
∂x
]
+ Tr[WSx] + Tr[zF(x)]
=
dExTB
dx
+
∑
f
[
Qf
∂f
∂x
]
+ Tr[WSx] + Tr[zAO
∂FAO
∂x
]
=
dExTB
dx
+ Tr[WSx] + Tr[zAOFx]
+ 2Tr
[
W
H
Sx
]
+ Tr
[
QH,AOHx
]
+ 2Tr
[
W
S
Sx
]
+ Tr
[
QS,AOSx
]
+ 2Tr
[
W
F
Sx
]
+ Tr
[
QF,AOFx
]
+ 2Tr
[
W
P
Sx
]
+ 4Tr
[
W
D
Sx
]
+ 2Tr
[
d̄L · rx
]
(106)
The GFN-xTB gradient is written as [18]
dExTB
dx
= Tr[PHx] + Exh2 + E
x
h3 (107)
E Auxiliary basis set for density matrix projection
The basis set file used to produced the projected density matrix auxiliary targets, reported in the
NWChem format:
#BASIS SET: (30,30p,30d) -> [30,30p,30d]
HCONFSCl SPD
2.560000000000e+02 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1.280000000000e+02 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6.400000000000e+01 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3.200000000000e+01 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1.600000000000e+01 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
8.000000000000e+00 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
4.000000000000e+00 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2.000000000000e+00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1.333333333333e+00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1.000000000000e+00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
8.000000000000e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6.666666666667e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
5.714285714286e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
5.000000000000e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
4.444444444444e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
4.000000000000e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3.636363636364e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3.333333333333e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3.076923076923e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2.857142857143e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2.666666666667e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2.500000000000e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2.352941176471e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0
2.222222222222e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0 0.0
2.105263157895e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0 0.0
2.000000000000e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0 0.0
1.904761904762e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0 0.0
1.818181818182e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0 0.0
22
1.739130434783e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 -1.0
1.666666666667e-01 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0
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