Although inhibition plays a major role in the function of the mammalian neocortex, the circuit connectivity of GABAergic interneurons has remained poorly understood. The authors review recent studies of the connections made to and from interneurons, highlighting the overarching principle of a high density of unspecific connections in inhibitory connectivity. Whereas specificity remains in the subcellular targeting of excitatory neurons by interneurons, the general strategy appears to be for interneurons to provide a global "blanket of inhibition" to nearby neurons. In the review, the authors highlight the fact that the function of interneurons, which remains elusive, will be informed by understanding the structure of their connectivity as well as the dynamics of inhibitory synaptic connections. In a last section, the authors describe briefly the link between dense inhibitory networks and different interneuron functions described in the neocortex.
The mammalian neocortex is the largest part of the brain and is responsible for numerous functions including complex cognitive functions. Crucial to understanding how the cortex processes information is a complete description of the neurons composing its microcircuits, including the structural and functional dynamic characteristics of the connections between them. The cortical microcircuit is composed of a majority of excitatory pyramidal cells (PCs), the output neurons, and a large variety of inhibitory GABAergic interneurons. Most studies have focused on the excitatory PCs, but over the past decades there has been a growing body of evidence supporting the important role of inhibitory cells in cortical functions. The great diversity that interneurons exhibit in electrophysiological properties, anatomical characteristics, neuropeptide expression, and subcellular compartment targeting has made it difficult to study them in a systematic manner. Some interneuron classifications have been recently attempted (Ascoli and others 2008; Markram and others 2004) , but the list of potential new interneuron subtypes is growing and the fundamental definition of a subtype remains in flux. The variety of interneurons might reflect a division of labor for the function of inhibition in cortical neuronal networks. Therefore, it is critical to understand how interneurons integrate into neuronal circuits in the neocortex to determine how they could influence computation, but one also must consider that the different subtypes may have independent functions. GABAergic interneurons contact a large majority of the surface area of PCs, across the entire dendritic tree, the soma, and the axon initial segment. In fact, inhibitory synapses on the different cellular subcompartments are mediated by different subtypes of interneurons (Somogyi and others 1998) . The main subtypes of interneurons mediate either perisomatic inhibition, which may control the output of PCs, or dendritic inhibition, which locally controls the inputs of the PCs (Fig. 1) . Perisomatic inhibition is mainly mediated by parvalbumin (PV)-or cholecystokinin (CCK)-containing basket cells, and PV-expressing Chandelier cells, also called axo-axonic cells, which specifically contact the axon initial segment. Perisomatic inhibition is thought to control the input/output gain of PCs (Pouille and others 2009). Interneurons responsible for dendritic inhibition are mainly somatostatin (SOM)positive interneurons, which predominantly are Martinotti cells (McGarry and others 2010). Dendritic inhibition controls local integration of inputs (Murayama and others 2009) and is able to mediate a strong disynaptic inhibition in cortical circuits (Kapfer and others 2007; Since the times of Cajal, it was known that connections of PCs can be long range, within the cortex or projecting to downstream structures, whereas inhibitory interneurons, originally known as "short axon cells," contact mainly local targets (Ramon y Cajal 1899). As previously mentioned, excitatory connectivity has been the most studied in cortical circuits, and although some studies find great specificity in cortical connections (Thomson and Lamy 2007) , others have proposed that cortical neurons connect with others without any specificity, forming a network on which activity-dependent developmental rules could sculpt mature circuits (Kalisman and others 2005; Stepanyants and others 2002) . The logic of inhibitory connectivity is similarly split on this issue, with evidence in some cases arguing for specificity whereas other evidence points to unspecific inhibitory connectivity patterns.
Input and Output Connectivity of Interneurons
Most of the studies addressing the interneuron integration in cortical microcircuits have focused on characterizing excitatory inputs onto interneurons. The organization of excitatory inputs to interneurons have been first explored with one-photon photostimulation experiments and paired recordings, and although some studies find distinct subnetworks, others do not, depending on the interneuron subtype considered (Otsuka and Kawaguchi 2009; Thomson and Lamy 2007; . In this context, subnetworks refer to the probability for connected neurons, assumed to be part of the same functional network, to share more common inputs than unconnected neurons, presumably part of different networks ( Fig. 2A ). More specifically, although connected pairs of SOM-positive and PCs did not share more common excitatory inputs than unconnected ones, FS cells (presumably PV positive) that were reciprocally connected to PCs shared more common input from excitatory sources than those that were not . In addition, FS cells preferentially targeted PCs that provided reciprocal excitatory connections . On the contrary, layer 2/3 PCs seem to innervate connected pairs of SOM-PCs interneurons in layer 5 preferentially but not PV-PCs pairs (Otsuka and Kawaguchi 2009) . This could indicate that the recruitment of distinct inhibitory subtypes by excitatory circuits and the formation of specific subnetworks might depend on the layers or cortical areas considered.
In terms of the output of interneurons, most studies have addressed inhibitory inputs from interneurons to PCs using patch-clamp paired recordings, describing a wide range of connectivity, varying from 20% to 60% (Thomson and Lamy 2007) . Recently, we described a very high inhibitory connection probability (up to 70% within 200 µm around the PCs, and even higher at closer distances) revealed by two-photon rubi-glutamate uncaging (Fino and others 2009) on SOM cells and PV cells (Fino and Yuste 2011; Packer and Yuste 2011) (Fig. 2B ). This technique allowed us to address inhibitory connectivity at a high throughput scale, testing up to 80 interneuron-PC connections within the same experimental conditions. The dense inhibition observed in these experiments indicates a strong local control of circuit excitability by both subtypes of interneurons. In addition, comparison between connected and unconnected pairs of PCs did not reveal higher connection probability for connected PCs, indicating a lack of specificity in the local inhibitory connectivity (Fino and Yuste 2011; Packer and Yuste 2011; (Fig. 2C ). Therefore, unlike excitatory circuits (Brown and Hestrin 2009 ), interneurons do not appear to discriminate postsynaptic partners based on identity. Additionally, this dense connectivity was consistent throughout development for both SOM and PV cells as well as similar throughout cortical areas and layers for PV cells. A recent optogenetic study confirmed the strong local bias for inhibitory connections across all GABAergic neurons (Katzel and others 2011) . Local inhibition would therefore highly connect the PCs in order to balance excitation with the fewer numbers of interneurons ( Fig. 2C) .
A final aspect of the anatomical connectivity of interneurons is their subcellular targeting of PCs, a property that varies across interneurons subtypes. SOM cells are most dendrite targeting whereas PV cells prefer the perisomatic regions. Indeed, many PV cells are "basket" cells, a term that emerged from their axons that appear to wrap somata (DeFelipe and Fairen 1982) . At the same time, it is important to keep in mind that even these so-called soma-targeting cells only make 30% of their contacts directly onto somas (Kisvárday 1992) . Although the apparent specificity of these connections leads intuitively to the hypothesis of molecular markers for different regions of a PC, our recent work has hinted that subcellular targeting of both PV and SOM cells could instead result from their laminar targeting by their axons, given that different layers have different proportion of PC somata and dendrites (Packer and others, in press; Fig. 2D) . In this view, Peters's rule, that is, the mere overlap of axons and dendrites, could explain the spatial feature of the connectivity maps. At the same time, axo-axonic Chandelier cells specifically target the axon initial segment, an extreme specificity that indicates the presence of precise molecular markers at least for this portion of the PC.
Laminar and Area Differences in Inhibitory Connectivity
Numerous anatomical and physiological studies have revealed both columnar and laminar organization of cortical connectivity (Douglas and Martin 2004; Mountcastle 1982) , giving rise to the idea that the neocortex is composed of repetitions of a basic modular unit, performing essentially the same computation on different inputs. Most studies on columnar organization have been performed in sensory cortices such as somatosensory or visual cortex where this organization is anatomically visible. But at the same time, there are structural differences among cortical areas and species, so each cortical region could still have a specific, dedicated circuit. Indeed, the distribution of subtypes of interneurons as defined by molecular markers seems to vary across cortical areas (Xu and others 2010) . For example, in somatosensory cortex, within a column corresponding to a barrel, the sources of inhibition vary depending on the layers, with "hot zones" of inhibition in layers 2 and 5A . Although dense connectivity of interneurons-PCs has been observed in different cortical areas and layers (Packer and Yuste 2011) , these data raise the possibility that there could be major differences in inhibitory microcircuits throughout the neocortex. The probability of connectivity from interneurons to PCs is very high when the intersomatic distance between the neurons is low and drops off as the intersomatic distance increases (Adapted from . (C) Schematic representation of a dense connectivity of inhibitory inputs from interneurons to PC (connected interneurons in red and unconnected interneurons in blue). The two PCs illustrate that this applies for connected or unconnected PCs (Adapted from Fino and Yuste 2011). (D) Laminar model of interneuron projections to PCs allowing specific targeting of PC subcompartments: by projecting to layer 1, where only distal dendrites are present, SOM interneurons interneurons avoid contacting somata and proximal dendrites of PCs. PV interneurons, on the other hand, project to layer 2/3 and thus avoid contacting distal dendrites (Adapted from Packer and others, in press).
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Functional Inhibitory Connectivity
In addition to the anatomical properties, the functional properties of the inhibitory connections such as synaptic weight and dynamics play a central role in the function of inhibition and could craft the structural network of inhibitory connections into functional subspaces. Indeed, PCs and interneurons receive numerous excitatory or inhibitory synapses but each may have a different weight and therefore a different functional effect on inputs and outputs. Ideally, one would like to compare the synaptic strength of all inputs and outputs of all the interneurons within the same cortical area. This information is experimentally unavailable but would be necessary for a complete understanding of functional inhibitory connectivity. Moreover, similar to excitatory synapses, inhibitory synapses can also display experience-dependent long-term plasticity (Lamsa and others 2010) as well as physically reorganize (Chen and others 2012) in ways that will critically influence the weight of interneurons onto PCs. In addition, synaptic dynamics, such as short-term plasticity, also has consequences in the control of PC activity by interneurons. PV-PC connections display a strong shortterm depression in response to a train of action potentials when contacting PCs, whereas SOM cells display a moderate facilitation or depression (Beierlein and others 2003) (Fig. 3) . The excitatory synaptic dynamics onto interneurons also differ depending on interneuron subtype. PC-PV synapses display short-term depression whereas PC-SOM synapses a short-term potentiation, in both local cortical and thalamocortical synapses (Beierlein and others 2003; Tan and others 2008) . PV cells are therefore efficiently activated as soon as PCs fire, mediating a fast strong inhibition that rapidly decreases, whereas SOM cells are slowly and increasingly recruited and have a growing inhibitory effect if PC activity is sustained. Thus, PV and SOM cells could implement complementary roles in the regulation of cortical network excitability. Altogether, the functional state of the inhibitory network could vary, not only from layer to layer but also from interneuron to interneuron and as function of time. Within a given layer, a local dense inhibition could build a connectivity pattern in which neighboring neurons have largely overlapping but not exactly similar connections, and each of them could be altered differentially. This could mean that each interneuron would have its own input and output territory and adapt the strength of inputs and outputs depending on learning rules and previous activity patterns.
Inhibitory Neuronal Networks
Connections between inhibitory cells are also crucial to understanding how inhibitory circuits are organized. We leave aside connections mediated by gap junctions that allow the formation of electrically coupled inhibitory networks that have been extensively described elsewhere (Hestrin and Galarreta 2005) and instead focus on chemical synapses. Several studies performed with double patch-clamp recordings described that PV-positive interneurons contact other PV-positive or SOM-positive interneurons with a high connectivity rate of almost 80% (Galarreta and Hestrin 2002) . The connectivity from SOM-positive interneurons to PV-positive interneurons is similar, but surprisingly, chemical connections are almost nonexistent for SOM-positive interneurons among themselves (Gibson and others 1999; Hu and others 2011; Ma and others 2012) . This would suggest that there are inhibitory networks formed by PV-positive interneurons and by both PV-and SOM-positive cells but none comprising only SOM-positive interneurons. This could have functional consequences in the regulation of inhibitory network activity and their influence on excitatory microcircuits. For example, recent work has revealed that fear conditioning in auditory cortex is mediated by a disinhibitory circuit based on the shutdown of PV cells in layer 2/3 by interneurons in layer 1 (Letzkus and others 2011). Additionally, both SOM and PV cells generate large numbers of autaptic connections (Tamás and others 1997) . Such self-regulatory circuits that inhibit inhibition may be vital to understanding the computational role of inhibitory to inhibitory connections.
Potential Function of Interneurons
It is still unclear what role interneurons play in the cortical circuit. In this final section, we will review some hypotheses and discuss them within the framework of our recent data on the dense structural connectivity of local interneuronal circuits (Fino and Yuste 2011; Packer and Yuste 2011) .
Generation of Connectivity Motifs and PC Synchrony
A first hypothesis could be that interneurons carve out subcircuits within the PC networks. Indeed, inhibitory neurons take part in motifs, or repeated circuit patterns. Feedforward inhibition, feedback inhibition, disynaptic inhibition, and disinhibition have all been observed at a high frequency throughout the neocortex and other anatomical areas of the brain (Fig. 4) . The high probability of interneuron connectivity may serve to functionally guarantee the presence of these motifs among all excitatory neurons, particularly because inhibitory circuits are easy to recruit. For example, functional studies showed that SOM-expressing interneurons are efficiently recruited by network activity (Kapfer and others 2007) , to the point that even the firing of a single PC can activate them (Kozloski and others 2001) . Martinotti cells, the main SOM-expressing interneuron subtype, mediate strong disynaptic inhibition between PCs throughout the cerebral cortex (Berger and others 2009), with higher prevalence than monosynaptic connections between PCs (Silberberg and Markram, 2007) . This powerful inhibition is mediated by few interneurons, which are able to generate strongly correlated 
Tuning Properties of Interneurons
Another potential function of interneurons is the control of the functional properties of PCs. Consistent with the lack of specificity in dense inhibitory outputs in cortical microcircuits, interneurons in layer 2/3 of visual cortex are broadly tuned to the orientation of a stimulus (Hofer and others 2011; Kerlin and others 2010; Niell and Stryker 2008; Sohya and others 2007 , but see Runyan and others 2010) . This implies that interneurons are not involved in the generation of specific receptive field properties (Fig. 5A ). In addition, neocortical interneurons also receive input from neurons tuned to different orien-tations (Bock and others 2011), providing an anatomical basis for the observation of broad tuning in interneurons (Fig. 5B ). This indicates that local anatomical inputs to interneurons may not be organized on a functional basis in visual cortex. Therefore, dense inhibitory innervation could serve instead to simply adjust the gain of PCs, perhaps even with no further computational goal. -Level Control: Balance, Gain Control, Temporal Processing, Gating, and More Finally, inhibitory connections may serve to generate and/or terminate particular network states. In particular, the role of SOM cells in controlling states of the neural network could be different than PV cells. PV cells, with strong activation and depressing synapses, could shut off and thus allow for the development of excitatory attractor states (Cossart and others 2003) , whereas SOM cells, recruited later but strongly (because of facilitating synapses), could mediate inhibition, which leads to the end of attractor states (Krishnamurthy and others 2012) . Indeed, during cortical UP states, PV cells fire more at the beginning, whereas SOM cells are responsible for terminating the UP state and initiating the transition to the DOWN state (Fanselow and others 2008) . The different interneuron subtypes thus may play complementary roles in cortical computation and control of activity states.
Network
In addition, the differential distribution of inhibition throughout cortical columns could have a crucial role in cortical information coding. Indeed, the zones of inhibition in layer 2/3 of barrel cortex agree with in vivo recordings activity during whisking activity in mice in which layer 2/3 shows sparse activity (O'Connor and others 2010). The dense inhibition in layer 2/3 could play a role in this modulation of activity, helping computationally sparsify sensory information during transmission from layer 4 to layer 5.
Finally, the dense connectivity from interneurons to PCs across dendrites, somata, and the axon initial segments may enable a tight control of the excitability of PCs across all compartments. The function of this inhibition may be to guarantee that excitation is appropriately balanced by inhibition (Vogels and others 2011) not only to prevent runaway excitability but also to produce specific computational goals such as dynamic gain control (Pouille and others 2009), temporal filtering (Pouille and Scanziani, 2001) , and gating of information (Vogels and Abbott, 2009 ), among many possible others (for review, see Isaacson and Scanziani, 2011) .
Conclusions and Future Directions
For over a hundred years, a goal in neuroscience has been to decipher the organization of cortical circuits to unveil how they could encode cortical functions. In the past decades, the role of GABAergic interneurons in cortical circuits has become increasingly evident. A first crucial step is to understand how they become integrated into neuronal circuits and recent work has illuminated this issue. In addition to the dense connectivity from interneurons to nearby excitatory neurons, it is now important to include functional information about the synaptic weight of inhibitory connections onto PCs, the synapse dynamics, and how these inhibitory contacts can tightly regulate PC activity in natural behavior. New techniques such as optical activation of genetically targeted cell subtypes make it now possible to record and manipulate the activity of specific cell subtypes and address how they influence cortical network activity and perhaps even specific behaviors. These new tools will likely usher a new era of our understanding of cortical circuits and the role that different subtypes of cells play in these circuits.
