ABSTRACT DC arc faults, especially series arcing, can occur in photovoltaic (PV) systems and pose a challenging detection and protection problem. Machine learning-based methods are increasingly being used for fault diagnosis applications. However, the performance of such detection algorithms will degrade because of variations between the source domain data used during the development and the target domain data encountered in operation of the field. Furthermore, the fault's data in the target domain for model training are usually not available. In this paper, domain adaptation combined with deep convolutional generative adversarial network (DA-DCGAN)-based methodology is proposed, where DA-DCGAN first learns an intelligent normal-to-arcing transformation from the source-domain data. Then by generating dummy arcing data with the learned transformation using the normal data from the target domain and employing domain adaptation, a robust and reliable fault diagnosis scheme can be achieved for the target domain. The PV loop current is framed and arranged into a 2D matrix as input for cross-domain DC series arc fault diagnosis. The system is validated offline using pre-recorded PV loop current data from a real 1.5-kW grid-connected rooftop PV system. Also, the proposed method is implemented in an embedded system and tested in real-time according to UL-1699B standard. The experimental results clearly demonstrate benefits of DA-DCGAN and confirm the effectiveness of the proposed methodology for practical PV applications.
I. INTRODUCTION
Solar energy plays an increasingly important role in energy internet and environment protection. Its use is growing rapidly throughout the world, and it is predicted to be the major electricity source to supply about 11% of global power by 2050 [1] . Nowadays, arcing faults in PV systems (especially series arcing) happen more frequently because of increasing power level, long-term aging effect, weathering effect, irregular maintenance, and faulty installation. Such incidents cause significant economic loss and safety concern. As a result, the UL-1699B outline was initially introduced to fulfill the requirements (all types of PV systems with
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operating voltage greater than 80 V should be equipped with arc fault circuit protection devices) in Article 690 of National Electrical Code (NEC), NFPA70 in 2011 to reduce fire risks in PV systems. The first edition of the formal UL-1699B standard became available from August 2018 [2] , [3] .
A comprehensive review of DC arc fault diagnosis methods in PV systems can be found in [1] . Methods using conventional signal processing techniques are the most popular: Chen et al. achieved good results using a hybrid detection algorithm based on time-domain calculation and short time Fourier transform (STFT) [4] ; Wang et al. validated the effectiveness of discrete wavelet transform (DWT) in arc fault detection, because of the good balance between time and frequency resolutions of DWT compared to STFT [5] ; Yao et al. presented a wavelet-packet decomposition (WPD) based method to make use of both detailed and approximated signals [6] ; Georgijevic et al. proposed a novel method based on quantum probability model theory to mitigate the effect of inverter noise [7] .
With the recent advances in computing methodologies and information technology, data-driven artificial intelligence (AI) based methods become increasingly popular and demonstrate promising results in fault diagnosis task in many fields such as high impedance fault detection in medium voltage networks [8] , failure detection in electrical machines [9] , and track circuit fault in railway systems [10] . Some recent researches have achieved good results for DC series arc fault detection using AI-based method: support vector machine (SVM) is employed together with WPD for series arc fault diagnosis [11] ; Hidden Markov model (HMM) is applied to estimate the maximum likelihood of series arc fault to achieve accurate results [12] ; a cascaded fuzzy logic system is proposed in [13] . Although these AI-based methods can achieve excellent accuracy, one of the main issues is domainswitching, which can cause severe performance degradation. For example, some algorithms are developed using data collected from power-electronics based DC power sources (i.e. PV emulators). Even though such power sources can reproduce similar DC output characteristics to that of real PV systems, the specific features of signal may vary depending on the types of power source as well as the structure of the experimental setup [14] , [15] . In addition to that, the electrical arc signals can be masked and modified because of the parasitic capacitance and inductance contributed by real PV modules and cables [1] , [15] . Different domain adaptations as well as transfer learning techniques have been developed in other fields to address domain-shifting problems, such as handwriting-digit recognition [16] and object recognition [17] , [18] . Recently, they have been applied to fault diagnosis, such as gear fault detection in gearbox systems using small datasets with deep convolutional neural network (CNN)-based transfer learning [19] , machine fault diagnosis using deep one-dimensional CNN-based transfer learning network with unlabeled data [20] , and cross-domain fault diagnosis using sparse auto-encoder and fine-tuning with target-domain data [21] .
However, most of these investigations assume the targetdomain fault data is available and this is a major challenge. In practice, obtaining series arc fault data in a real PV system is costly and time-consuming. Furthermore, even though SCADA (supervisory control and data acquisition) systems can provide information about PV systems, they are not much useful due to low-sampling frequency and intensive efforts for extracting useful arc fault signals from the huge amount of unlabeled data. Because of those reasons, the performance of data-driven algorithms often degrades dramatically when they are applied to a different domain (i.e. from laboratory to field).
In this paper, an effective methodology, named DA-DCGAN (Domain Adaptation and Deep Convolutional Generative Adversarial Network for DC series arc fault diagnosis in PV system), is proposed to address the performance degradation of the deep-learning based detection algorithm in a different domain. Target-domain faulty data can be artificially generated based on normal signals, and they can be applied for domain adaptation to achieve reliable and accurate diagnosis of inter-domain DC series arc faults. It is more applicable to the practical situations in real industries and applications, where only the source-domain data (both normal and faulty data) and the target-domain normal data are available for detection algorithm development. It could significantly reduce the effort (i.e. collecting arc fault signal) during the algorithm development stage. The PV loop current (arc current) is used in most of series arc fault detection methods since arcing locations are unknown and the arc voltage cannot be directly measured [1] - [4] . Therefore, the PV loop current is chosen as the input signal of the proposed algorithm for cross-domain fault detection. The main contributions of this paper are listed as follows:
1) An effective methodology combining both offline analysis (employing DCGAN and domain adaptation to enhance the overall accuracy of detection algorithm) and online analysis (using a lightweight CNN-based classifier for real-time fault diagnosis) is introduced to solve the domain-specific problems using data-driven AI method without obtaining any fault data in the target system; 2) To the best of our knowledge, domain adaptation is applied for the first time for DC series arc fault diagnosis in PV systems. Furthermore, a lightweight deep CNN classifier is employed for cross-domain fault diagnosis instead of using a very deep neural network as in other papers, which could be an appropriate solution to enable real-time DC series arc fault diagnosis in different practical environments; 3) Promising results demonstrated with the pre-recorded dataset and real-time arc fault detection validation tests based on the latest UL-1699B standard. The rest of the paper is organized as follows. The background concepts, detailed network architecture and optimization procedure are presented in Section II. The experimental setup and results of offline and real-time experimental evaluation are described in detail in Section III, and followed by the conclusion in Section IV.
II. PROPOSED DC SERIES ARC FAULT DIAGNOSIS USING DA-DCGAN A. PROBLEM STATEMENT
The target of this paper is to fulfil the gap in DC series arc fault detection in PV systems. The proposed methodology is formulated under the following conditions: 1) Sufficient normal data and arcing data can be obtained in the source domain (laboratory in this paper), while only sufficient normal data can be obtained in the target domain for training (real grid-connected PV systems in this paper). Target-domain arcing data is collected for testing only.
2) The source-domain data and target-domain data have different distributions because the system parameters, characteristics, and working conditions are different.
B. PRELIMINARIES 1) GANS
GANs provide an alternative solution to maximum likelihood estimations [22] . In original GANs, generator (G) and discriminator (D) compete in a two-player minimax game as shown in (1):
where E(·) denotes the expectation of the input ·; x and z are the data sampled from real data distribution P real (x) and noise distribution P Z (z), respectively; D is the output of discriminator, which is the probability that came from the real data x instead of from the generated data. For a perfect D, D (x) should be 1 when the real sample is input, and D (x) should be 0 when the fake sample is input. However, the original GANs sometimes can generate noisy and incomprehensible fake samples. Due to this, GANs are known to be difficult to train. Therefore, to enhance the performance and stabilize the training process of GANs, a class of CNNs called DCGAN is introduced to mitigate the existing problems [23] .
2) DEEP CNN
CNNs are originally designed to automatically learn highlevel features from images using several shifting filters to perform convolution operation along the input signal horizontally and vertically with a certain stride [24] . For an input two-dimensional (2D) matrix I with one channel, k filters with a size of h f × l f , a step size s = 1, and output feature map with a size of H ip × L ip , the convolutional operation for each filter can be calculated as follows:
where O k denotes k th output feature map; h ip = {1, . . . H ip } and l ip = {1, . . . L ip } represent the row and column index of the output 2D matrix, respectively; W is the weight coefficient matrix; B is the bias coefficient. Max-pooling layer is often used shortly after CNN layer to reduce the output dimension by only keeping the maximum value within the tiling regions of max-pooling kernel size. It can preserve the key information of the extracted features while reduce the computation significantly. In addition, batch normalization (BN) layer is introduced to mitigate the problems that arise because of poor coefficient initialization and help gradient flow in deeper models during training using minibatches [25] . Rectified Linear Unit (ReLu) is used as the activation function to mitigate the vanishing gradient problem since the output will not get saturated as Sigmoid activation function [26] . The mathematical equations of BN and ReLu are as follows:
where x,µ b , σ 2 b , γ , β, and ε denote input, mini-batch mean, variance, scale factor, offset and stability parameter.
C. NETWORK STRUCTURES AND OPTIMIZATION PROCEDURE
The flowchart of proposed methodology is shown in Fig. 1 , and the detailed architectures and parameters of different neural networks in DA-DCGAN are listed in Table 1 .
The proposed DA-DCGAN has two stages. Let x s,a and x s,n be samples of arcing and normal category from the source-domain data distributions P s ; x t,a and x t,n be samples of arcing and normal category from the target-domain data distributions P t ; y a = 1 and y n = 0 be labels for arcing and normal data from both domains, respectively.
At the first stage, the DCGAN is trained through an adversarial training process, where D is trained to distinguish real arcing data x s,a from artificially generated arcing data G(x s,n ), and G is trained to transform normal data x s,n into high-quality fake arcing data G(x s,n ) to fool D. Therefore, the optimization objectives can be defined as follows: network D tries to minimize the classification loss L D between fake arcing G(x s,n ) and real arcing x s,a using the sourcedomain dataset:
while the transformative network G tries to minimize the following loss L G :
At the second stage, the lightweight CNN is trained to minimize classification error using labeled source-domain 
} of N t,n normal samples and N t,n dummy arcing samples. The binary categorical cross-entropy loss L BCE based on a batch of data with size of m can be defined as follows:
VOLUME 7, 2019 FIGURE 1. Proposed methodology (DA-DCGAN) architecture for DC series arc fault diagnosis in PV systems. where y i is the ground truth category label of i th sample (arcing for 1 and normal for 0); f (·) is the high-level feature in C before classification layer; w lf and b lf denote the weight coefficient matrix and bias coefficient of the last fully-connected layer. Since convolutional layer, pooling layer, and fully-connected layers in C work together as a high-level feature extractor, it is responsible for extracting useful features from the input signal. Maximum mean discrepancy (MMD) is employed to assist the optimization process in C to enable domain invariant feature learning in order to achieve inter-domain condition classification. MMD is a metric to estimate the distribution discrepancy distance between data drawn from different distributions [27] .
The square-MMD loss in this application can be written as follows:
where · H is any reproducing kernel Hilbert space (RKHS).
To reduce L MMD , high-level features from different domains can be closer in H. Therefore, combining both optimization objects of the second stage, the overall optimization objective for C is to minimize (9):
where λ is the punishment coefficient for L MMD term to control how strong the domain adaptation is. The overall detailed optimization procedure as well as value of different key parameters of DA-DCGAN are presented in Algorithm 1.
III. EXPERIMENT RESULTS AND ANALYSIS

A. EXPERIMENTAL SETUP
In this paper, the loop current is captured by a current transformer (CT) with 600 Hz lower cut-off frequency. The advantage of using such a CT is that it can filter out the lowfrequency disturbances from dust, weather alteration, and mechanical vibrations introduced by wind (typically lower than 100 Hz) [1] . Using the frequency band of 1-100 kHz has been investigated and found to be more robust and reliable for arc fault detection in PV systems [1] , [29] , [30] . The current signal is then digitized at 20-kHz sampling rate and used as input of the proposed algorithm. Even though a certain period of data captured at higher sampling frequency provides more useful information, the required computation is increased exponentially.
1) EXPERIMENTAL SETUP AND CONDITION IN SOURCE DOMAIN
In order to carry out arc fault experiments in a controllable environment for source-domain data collection, a PV emulator (Magna Power TSD-1000V-20A/415 programmable DC power supply) is connected in series with an arc generator and a 1.5-kW Sunny Boy single-phase inverter without any other external inductive or capacitive components (i.e. PV cables). The arc generator is designed based on the recommendations from UL-1699B, and extensive details can be found in [3] . Flat-tip electrodes are used, which are made of cylindrical copper rods with 6.35 mm (1/4 inch) diameter, and a Nema42 stepper motor with an Arduino Uno controller is employed to accurately control the separation rate and distance. The PV emulator is programmed to simulate a 1. The separation rate and distance of the arc generator is set to 5 mm/s and 0.5 mm for all cases since the arc length of series arc faults is approximately 1mm or less for most conditions [7] . All the data is collected under 200 kHz sampling rate (the collected signal is filtered by a 10 kHz low-pass filter and down sampled to 20 kHz by taking every tenth sample of the original signal for training) and saved to a PC using a data acquisition system (DAQ), the latter comprises a NI-PXIe-1073 
Update D by descending its gradient using Adam:
end for Sample a batch of normal data {x
Update G by descending its gradient using Adam:
Step 2: Training lightweight classifier C for num_epoch= 0, . . . ,
Calculate L BCE,i using (7) end for for j = 1, . . . , 2k do Calculate L MMD,j (x s j , x t j ) using (8) end for Update C by descending its gradient using Adam :
end for chassis and a NI-PXIe-4300 module with 16-bit analog to digital conversion resolution. Finally, 20,000 normal samples and 20,000 arcing samples are extracted to form the target-domain dataset with a total size of 40,000 for training. Each sample consists of 400 data points (corresponds VOLUME 7, 2019 to 0.02-second). With increasing window sizes, more useful information can be extracted from the input signal by the algorithms at the expense of increasing computational cost and detection latency. In this study, a window size of 20 ms is chosen which is within the range considered for DC series arc fault detection by other researchers [4] , [6] , [7] , and [12] .
2) EXPERIMENTAL SETUP AND CONDITION IN TARGET DOMAIN
For target-domain data collection and real-time testing, the PV emulator is replaced by a rooftop PV string consists of four JINKO JKM350M-72 mono-crystalline PV panels. The key information of PV panels can be found in Table 2 . Additionally, more than 82-meters of 6mm 2 regular solar cables are used for connections from the rooftop to the PV connection box. The overall experimental setup and schematic representation are illustrated in Fig. 2 . Series arcing experiments are performed at different times on a sunny day from 11 am to 5 pm to obtain source-domain arcing and normal sample at different current levels. Note that series arc faults are generated at the start, middle, and end of the PV string. Those locations are recommended for series arc fault detection tests by UL-1699 B [3] . Ultimately, 25,000 normal samples and 5,000 arcing samples are extracted to form the source-domain dataset, where 20% of randomly chosen normal samples are reserved for offline validation and the rest of them are used for training and generating dummy source-domain arcing samples. Note that every time-sequence sample x raw will be preprocessed using minmax normalization and arranged into an image-based signal of 20 × 20 size before being fed into any neural network in DA-DCGAN, as shown in (10):
where x∈D s D t is the standardized input from either the target-domain or source-domain.
B. CASE STUDY 1: OFFLINE VALIDATION RESULTS
To demonstrate the superior performance of the proposed DA-DCGAN methodology, several methods are evaluated for comparison such as follows: 1) Only the lightweight CNN with the same structure as C trained using source-domain data; 2) Only the lightweight CNN with the same structure as C trained using source-domain data and target-domain normal data; 3) Transfer component analysis (TCA) with a Support Vector Machine (SVM) classifier trained using source-domain data and target-domain normal data [31] . The input data is flattened; 4) Deep neural network for domain Adaptation in Fault Diagnosis (DAFD) trained using source-domain data and target-domain normal data. SVM is employed as the classifier as suggested in [32] . The input data is flattened; 5) Proposed DA-DCGAN without MMD punishment term trained using the source-domain data, normal data and dummy arcing data from the target domain. The results using different methods on target-domain testing dataset are presented in Table 3 . DA-DCGAN demonstrates excellent performance compared to other methods (Method 1-5). The training detection accuracy of arcing and normal for DA-DCGAN is 98.80% and 99.56%, respectively. On testing dataset, DA-DCGAN dramatically improves the arcing recognition accuracy (97.68%) while the classification accuracy of normal state approximately remains unchanged (99.32%) in target-domain series arc fault detection task compared to Method 1-5. Besides using classification accuracy of arcing and normal category, other two important metrics, named sensibility and safety, are introduced to evaluate the performance of different methods. Sensibility, which is also known as precision, is an indicator to measure the system sensitivity related to normal operating conditions and normal transient events (the rate to avoid false alarm). Safety, which is also known as recall, is an indicator to measure the system sensitivity to DC series arc fault (the rate to avoid missing alarm). These two metrics can be calculated through (11)- (12):
where TP is true positive (number of right detections of DC series arcing conditions), TN is true negative (number of right detections of healthy conditions), FP is false positive (number of undetected faults), and FN is false negative (number of mistaken fault alarms) in the confusion matrix of the classifier.
The interactions between the solar inverter and the PV emulator introduce dramatic variations into the current signal as shown in Fig. 3 . Therefore, the fluctuation pattern and the magnitude of the signals captured from laboratory and real PV systems are significantly distinctive from each other. This would degrade the performance of the detection algorithm if the classifier is trained based solely on source-domain data. As shown in Method 1, Table 3 , the testing accuracy of normal state and the sensibility on target-domain dataset are only 18.42% and 55.07%, respectively, which could cause frequent false-tripping and thus not viable for real-world deployment. Next, the target-domain normal data is included as described in Method 2. The testing accuracy of normal state and sensibility increases at the expense of decreases in testing accuracy of arcing state and safety. The overall performance is still not sufficient to come up with a reliable scheme.
To demonstrate the impacts of the MMD term on distribution discrepancy of high-level features from different domains visually, t-distributed Stochastics Neighbor Embedding (t-SNE) algorithm is adopted to transform high-level features into a 2D space [33] . As shown in Fig. 4(a) , there is some overlapping of features in the middle that corresponds to different categories when using DA-DCGAN without MMD. It results in lower accuracy since it is not possible to derive a clear separation line between normal and arcing for classification. On the other hand, in Fig. 4(b) , with the MMD punishment term, the distribution discrepancy between the target-domain and source-domain features is minimized, which helps the C to learn more domaininvariant/sharing features for classification task with higher accuracy. As a result, the source-domain arcing classification accuracy improves significantly from 92.12% to 97.68%.
The comparisons of the computation complexity of different methods are shown in Table 3 . SVM computational complexity can be O(n 2 )/O(n 3 ) depending on the kernel size [34] . In our case, the computational complexity will be O(n 2 ) for SVM in Method 3 and Method 4. It is worthwhile to point out that very deep networks such as GANs are only used in offline to generate the fake arcing signal and a light-weight CNN is used for online embedded application which has the computational complexity of O(n 2 ) [35] . On the other hand, SVM works properly with a feature extractor as shown in Method 4 [32] . The feature extractor used in this paper for Method 4 is a stacked auto-encoder consisting of three fully connected layers. Therefore, the resultant computational effort is similar to the proposed approach. However, the proposed approach could achieve better outcomes.
The proposed method can achieve higher accuracy by varying the structures of C. As shown in Fig. 5 , the overall accuracy can improve from 98.5% to 99.4% by increasing the number of kernels in the convolutional layer of C from 3 to 8. This is often the case for CNN based classifier, because the kernels in the convolutional layer are responsible for extracting discriminative features for classification. Thus, having a greater number of kernels can raise the prospect of finding the optimal feature set but at the expense of increasing computational load. The effect of the sampling VOLUME 7, 2019 FIGURE 5. Impact of kernel numbers in CNN layer of C on the performance of proposed DC series arc fault diagnosis.
frequency is also investigated. The original dataset is down sampled to 5 kHz and 40 kHz, respectively, and fed into DA-DCGAN following the same procedures. For the 5 kHz dataset, the accuracy of arcing and normal reduce to 86.20% and 96.08%, respectively. This is normally the case due to lack of information that can be provided by a 5 kHz-signal as compared to a 20 kHz-signal. Furthermore, the detection accuracy of arcing and normal increases slightly to 98.12% and 99.62% for 40 kHz scenario as expected. It can be seen that there is no further significant improvement compared to 20 kHz scenario. Therefore, 20 kHz sampling frequency is relatively a good choice to demonstrate the proposed methodology, and it can be modified according to the implementation requirements such as the capability of the microcontroller.
C. CASE STUDY 2: REAL-TIME IMPLEMENTATION AND VALIDATION RESULTS
For real-time implementation, a final decision operator is typically introduced to strike a balance between reliability, accuracy, and response speed. For instance, when the detection algorithm outputs four successive arcing events, a final decision will be made [6] . In this case, it effectively eliminates false tripping events based on the experimental evaluations at the expense of increasing detection time. In this paper, a simple method is adopted to enhance the accuracy and reliability of the proposed algorithm for real-time implementation. It is assumed both probabilities of false tripping P ft and the probability of missing alarm P ma of every input 2D matrix follow a binomial distribution. Accordingly, the false tripping rate P ft and the missing alarm rate P ma can be calculated as follows:
where k is the number of outputs classified as series arc fault. A final arc fault alarm will be output when at least m events are determined as arcing within a sliding window consisting of N d outputs with a step size of 1. In this paper, N d = 10 and m = 3 are chosen for real-time implementation. Based on the tests using pre-recorded time-series data without shuffling, no wrong decisions are witnessed. The lightweight CNN classifier is then implemented in a NI-CompactRIO-9030 embedded controller and validated under different experimental conditions in real-time. NICompactRIO is a general purpose real-time embedded industrial controller, which is convenient and flexible for developing prototype and proof-of-concept. Some examples of results are presented in Fig. 6 . In Fig. 6 (a) , two large current spikes can be seen before the inverter exporting power to the main grid because of DC disconnect closing and initialization operation. After approximately 40 seconds, the inverter starts to deliver power and perform maximum power point tracking (MPPT). No unwanted tripping (false positives) is experienced during the inverter start-up period. In Fig. 6 (b) , a series arc fault (about 220 W ) is initiated at the start of the PV string shortly after a fast-moving cloud. The required response time T R (with an absolute limit of 2.5 s) listed in UL-1699B, can be calculated as follows:
The proposed algorithm can handle the step change induced by a sudden change in irradiance level and detect series arcing at 48 ms, which leaves a significant margin compared to the required response time (max (750/220 s, 2.5s)). In Fig. 6 (c) , series arc fault detection (about 80W ) at low-irradiance level is performed, and the proposed algorithm responds to the event at about 60 ms. Multiple intermittent series arc faults (170-200 W ) diagnosis scenario is also presented as shown in Fig. 6(d) , and the response time is fluctuating around 60 ms. Fig. 6 (e) shows an experimental result that the proposed algorithm is able to accurately detect series arc fault (210 W ) generated at the middle of the PV string within 60 ms.
Real-time arc fault detection tests are repeated three times at three different positions, as shown in Fig. 2 , under applicable cases used in UL-1699B [3] . The separation rate and distance of the arc generator is set to: (i) 2.5 mm/s and 0.8 mm for arcing test at low irradiance level (i.e. below intermediate current levels); (ii) 5 mm/s and 0.8 mm&2.5mm for arcing test at high irradiance level (i.e. near maximum allowable DC current). The arc power is ranging from about 80 W to 350 W . The proposed diagnosis scheme achieves accurate decisions in all these aforementioned experimental conditions and detects series arc event at around 60 ms, meeting the required detection time with a significant margin. In addition, unwanted tripping tests are carried out under three different loading conditions: single-phase inverter, DC switch operation, and irradiance step changes. No false tripping is encountered throughout the experiment. Examples of real-time experimental validation results using a 1.5kW grid-connected PV system with a commercial solar inverter: (a) response to DC disconnect switch closing, inrush current during initialization of inverter, start-up, and MPPT operation; (b) response to fast moving cloud and a series arc fault at high irradiance level (10A, full loading); (c) response to series arc fault at low irradiance level in a cloudy day; (d) response to several intermittent series arc faults followed by a sustained arc fault; (e) response to series arc fault generated at middle of the PV string on a sunny day. The oscilloscope window shows four different signals: (i) output digital signal of decision from the monitoring unit (green); (ii) arc voltage signal (blue); (iii) voltage at the DC side of PV inverter (yellow); (iv) loop current (arc current) of the PV system (pink).
IV. CONCLUSIONS
This paper presents a deep learning-based methodology DA-DCGAN for practical domain-shifting DC series arc fault detection in PV systems. Tests on pre-recorded PV loop current dataset and real-time experiments are carried out to validate the effectiveness and robustness of the proposed methodology. Without relying on fault data from real PV systems which is more aligned with practical situations, the proposed method is able to achieve high detection accuracy without performance degradation from domain switching. The next step would be implementing the light-weight CNN classifier C in FPGA or ASIC (Application-Specific Integrated Circuit) for cost reduction and reliability improvement.
