Viewing the trajectory of a patient as a dynamical system, a recurrent neural network was developed to learn the course of patient encounters in the Pediatric Intensive Care Unit (PICU) of a major tertiary care center. Data extracted from Electronic Medical Records (EMR) of about 12000 patients who were admitted to the PICU over a period of more than 10 years were leveraged. The RNN model ingests a sequence of measurements which include physiologic observations, laboratory results, administered drugs and interventions, and generates temporally dynamic predictions for in-ICU mortality at user-specified times. The RNN's ICU mortality predictions offer significant improvements over those from two clinically-used scores and static machine learning algorithms.
Introduction

Background on severity and mortality scores
Numerous severity of illness (SOI) and mortality scoring systems have been developed over the past three decades [Le Gall (2005) ; Strand and Flaatten (2008) ]. Two of the earliest and commonly used scores are Acute Physiology and Chronic Health Evaluation (APACHE II), [Knaus et al. (1985) ] and Simplified Acute Physiology Score (SAPS) [Le Gall et al. (1984) ], both of which rely on routine physiologic measurements and the deviations of those measurements from expert-defined normal values. In pediatric critical care, the Pediatric Risk of Mortality (PRISM), [Pollack et al. (1988) ] score and Pediatric Index of Mortality (PIM), [Shann et al. (1997) ] were developed. Both leverage physiologic data, with PIM incorporating into its calculations additional information such as pre-ICU procedures and in-ICU ventilation data from the first hour. Larger databases led to refinements of these systems; for some examples, see APACHE III in Knaus et al. (1991) ; SAPS 3 in Moreno et al. (2005) ; PRISM 3 in Pollack et al. (1996) ; PRISM 4 in ; PIM 2 in Slater et al. (2003) ; PIM 3 in Straney et al. (2013) . Pollack (2016) makes a distinction between scoring for severity of illness or predicting mortality. Regardless of this distinction, however, the effectiveness of these models are measured via their ability to discriminate between surviving and non-surviving patients.
EMR and advanced computing methods
The adoption of Electronic Medical Records (EMR) has enabled ready access to more variables and more patients. In response to this ever-growing amount of data, machine learning techniques increasingly have been used to develop models which forecast patient condition. The Gaussian process-based scores in Ghassemi et al. (2015) and Alaa et al. (2016) leverage time-series measurements instead of static values from a fixed time window of the systems described earlier. Towards personalized scoring, the latter attempts to account for heterogeneity by discovering, via unsupervised learning, some number of classes in the population, then learns the parameters that govern each class. The Rothman index [Rothman et al. (2013) ] also offers continuously updated scores but still generates predictions using a static snapshot.
The use of neural networks in ICU applications actually goes back more than 20 years, as reviewed in Hanson III and Marshall (2001) . In general those studies were relatively small in scale (hundreds of patients). Since then, two primary factors have changed the landscape. First, larger datasets containing tens of thousands of patients with millions of measurements are now available. Second, computing hardware advances in the last decade, particularly Graphics Processing Units (GPUs), have enabled larger, deeper networks to be trained. These more sophisticated networks have demonstrated remarkable success in wideranging applications such as computer vision [Krizhevsky et al. (2012); He et al. (2015) ], speech recognition [Hinton et al. (2012) ], and natural language processing [Mesnil et al. (2015) ].
Summary of RNN-based mortality model/framework
Recurrent Neural Networks (RNN) were designed to process sequential data. A key feature is a feedback loop which allows integration of information from previous steps with newly acquired data. Thus, they provide an elegant infrastructure to process ever-evolving streams of clinical data. Figure 1 gives a high-level illustration of data ingestion and prediction with a RNN, and Section 3.1 will describe the mathematical formulation. Each input vector (x) contains clinical measurements (e.g. physiology and medications). The infrastructure also allows the user to specify how long into the future predictions are for. Each output vector (y) contains forecasts such as mortality risk at the specified future time. This work focused on predicting in-ICU mortality of pediatric patients. Hospital mortality is used because it is an objective function to assess performance despite its inability to capture more subjective components of care such as quality of survival [Knaus et al. (1985) ]. Also, the sequential nature of the RNN's mortality risk predictions provides a dynamic tracking of patient condition.
Data and pre-processing
We leveraged anonymized EMR from the PICU at Children's Hospital Los Angeles between December 2002 and March 2016. The data for each patient included static information such as demographics, diagnoses, and disposition (alive or not) at the end of the ICU encounter. An encounter is defined as a contiguous admission into the PICU. Each encounter contained irregularly, sparsely and asynchronously sampled measurements of physiologic observations Figure 1 : Flow of data in RNN-based framework. When measurements (vector X) become available at time t n , they are ingested as inputs to the RNN kernel. The RNN then generates a prediction Y corresponding to a future time specified by the user through ∆t n .
(e.g. heart rate, blood pressure), laboratory results (e.g. creatine, glucose level), drugs (e.g. epinephrine, furosemide) and interventions (e.g. intubation, oxygen level).
A single patient can have multiple encounters, and this is an important point for validation. When the database was split into training and testing sets, all encounters from a single patient belonged to exactly one of these sets to prevent possible leakage. Encounters that did not include disposition information were excluded from the final database used for the results presented here. This database consisted of 12020 patients with 16559 encounters. Seventy-five percent of the patients were randomly selected and placed into the training set, and the remaining twenty-five percent into a holdout set for testing. This splitting resulted in 12460 encounters (with 4.85% mortality) in the training set, and 4099 encounters (with 5.12% mortality) in the holdout set.
To leverage existing deep learning frameworks, the data were first converted into the matrix format illustrated in Figure 2 with a pre-processing pipeline described below.
Constituent Aggregation and Normalization
Similar physiologic observations or laboratory measurements were aggregated into a single variable. For example, non-invasive and invasive measurements of systolic blood pressures were grouped together into a single systolic blood pressure variable. This aggregation resulted in approximately 300 different physiologic and treatment variables, a complete list of which can be found in Appendix A. A single row of data contains values (actual and imputed measurements) from a single variable. A column of data comprises all measurements at one time point.
All quantities under the same variable were converted into the same unit of measure. Drugs and some interventions were converted to a binary variables corresponding to absence or presence of administration. Variables that were not binarized were Z-normalized. The mean and standard deviation needed for this transformation were computed from the training set only, and then applied to both the training and holdout sets.
Imputation
The measurements in the database were sparse, irregularly sampled -time between any two consecutive time points ranges from a minute to several hours -and asynchronous. At any time point when at least one variable had a recorded value, the values for all other variables without a measurement at that point were imputed. The imputation process depended on the variable type. Any missing measurement of a drug or an intervention variable was imputed as zero. When a physiologic observation or lab measurement was available, it was propagated forward until its next reading. However, if a physiologic or laboratory variable had no recorded value throughout the entire encounter, then that variable was set to zero at all time points for that encounter. Since physiologic observations were first Z-normalized, a zero imputation is equivalent to an imputation with the population mean derived from the training set. Note that no features were age-normalized; instead age was an input as a physiologic observation. These choices were based on a reasonable assumption about clinical practice: measurements are taken more frequently when something is happening to the patient, and less frequently when the patient appears stable.
RNN-based Framework
From dynamical system to RNN
The trajectory of a patient can be viewed as a continuous dynamical system composed of many variables, P (t) = [vitals, labs, drugs, interventions] T , interacting with each other:
In equation (1), F denotes the unknown and complex function governing the variable interactions, while P 0 is the state at some initial time, t 0 . For the PICU setting and data, t 0 corresponds to the start time of an ICU encounter. Finite difference methods are a standard way to solve equation (1) [LeVeque (2007)]. Any such approximation can be cast into the form
where t n + ∆t n is a specified future time of interest. This can be further abstracted into the form:
where H is a transformation of data from previous time steps. Equation (3) -which can be visualized in Figure 3 -is a recurrent relation, and G describes the mapping from past states into a future state. Independent work by Funahashi (1989) and Hornik et al. (1989) established that any function with mathematically reasonable properties can be approximated by a neural net-work to an arbitrary degree of accuracy, i.e.
where is an arbitrarily small real number. The finite difference formulation therefore becomes
The output of H can be regarded as a hidden state or an internal representation of the patient's history, and the mortality risk can be inferred from this integration of history. The diagram of Figure 3 then leads to the RNN formulation shown in Figure 4 , where the RNN module encapsulates G from Equation (2) and an additional function that transforms the internal state to some observable manifestation, such as mortality risk, represented by the output y. The recurrent aspect of the network, i.e. the feedback mechanism, allows past information to be propagated forward. It is worth noting that work by Funahashi and Nakamura (1993) showed a direct path from dynamical systems to a class of continuous time recurrent neural networks (CTRNN) provided the original function, F , in Equation (1) meets continuity conditions. Chow and Li (2000) and Li et al. (2005) extended the theory to handle more general dynamical systems, including time-variant ones with inputs for control . Applying a finite difference scheme to the CTRNN leads to a form that is very similar to Equation (5).
Figure 5: Physiologic observations, laboratory measurements, interventions and drugs at time t n are inputs to the RNN kernel. The RNN then projects a mortality risk for time t n + ∆t n , where ∆t n is specified by a user. Figure 5 illustrates the flow of the PICU data and predictions in the RNN-based infrastructure. The input vector to the network at time t n consists of five main groups of measurements from a patient's ICU encounter:
RNN architecture and implementation
The vector X V contains the physiologic observations, the vector X L contains laboratory results, the vector X I comprises the interventions, X D records the administered drugs, and the scalar ∆t n specifies how far into the future the user wants to forecast. Including ∆t n in the input vector follows naturally from the finite difference formulation (2) and serves a dual purpose: it gives the user control and flexibility in time-to-prediction, and it also enables augmentation of the training data during model development. The output at this time step is a probability of survival at the future time t n + ∆t n which can be thought of as a prediction of patient condition at that future time.
A number of RNN architectures have been developed and studied (Greff et al., 2015; Jozefowicz et al., 2015) . The specific one utilized here is the Long Short-Term Memory (LSTM) architecture of Hochreiter and Schmidhuber (1997) . The Keras python deep learning framework (Chollet, 2015) was used to construct a model comprised of three LSTMssee Figure 6 -and train this model to make predictions for in-ICU mortality.
Results
The RNN model continuously updates its mortality risk predictions as it intakes new data. Figure 7 displays these temporally evolving risk scores from two patients. This dynamic Figure 6 : RNN architecture for PICU data tracking, which is automatic in the RNN, is not done by PIM 2 or PRISM 3. The Rothman index updates its predictions when new measurements become available, but its update does not integrate past measurements. In this sense, the Rothman index still processes time series data in a static manner, while the RNN dynamically integrates data through its feedback mechanism.
Figure 7: RNN-generated mortality risk of two patients tracked over their ICU encounter.
The dashed yellow lines indicate the 12-hour mark. The patient on the left slowly deteriorated over the course of a day and did not survive. The patient on the right started as very high-risk but recovered over the course of a week.
The RNN's ICU mortality predictions were compared to those of PIM 2 and PRISM 3, both of which were pulled directly from the EMR. A logistic regression (LR) and a multilayer perceptron (MLP) were also implemented for additional comparisons. The LR, MLP and RNN models access identical clinical data. Like PIM 2 and PRISM 3, LR and MLP are static methods, meaning they process a snapshot of data from a fixed window of time to make a single-time prediction. Again, this is a contrast to the RNN which continuously integrates incoming data with past information. Both PIM 2 and PRISM 3 use information collected prior to ICU admission, data which the RNN, MLP and LR models do not access. In addition, PIM 2 incorporates some data from the first hour in the ICU, while PRISM 3 uses data from the first 12 hours in the ICU.
The ICU mortality predictions of the different models were assessed via Receiver Operating Characteristic (ROC) curves and corresponding Area Under the Curve (AUC). Figure  8 shows the results on 2849 holdout encounters that had both PIM 2 and PRISM 3 scores. The RNN model yields an AUC of 93.4% which is significantly higher than the comparative models [MLP: 88.8% (p < 0.01), LR: 86.1% (p < 0.001), PIM 2: 86.3% (p < 0.001), and PRISM 3: 88.0% (p < 0.003)]. The LR, MLP and RNN predictions used to generate these results were all taken from the 12th hour. The difference in performance between the MLP and RNN provides a rough quantification of the boost that dynamic integration provides over static computation. The feedback loop gives the RNN a temporal memory which enables temporal trends -i.e., function derivatives -to be incorporated into the model. Network, Multi-Layer Perceptron, Logistic Regression, PIM2, and PRISM3. ROC curves and AUCs were generated from 2849 holdout encounters that had both PIM 2 and PRISM 3 scores available. Figure 9 demonstrates the improved predictive capability of the RNN model as a function of increasing observation time. After only three hours of observation, the RNN's AUC surpasses that of PRISM 3 which incorporates 12 hours of observation. As the RNN's observation window increases, the accuracy of its prediction continues to increase. This is a desirable characteristic of a risk score. 
Conclusions
Recurrent Neural Networks were applied on ICU EMR to generate in-ICU mortality risk scores. In addition to providing dynamic tracking of patient condition, the RNN-generated scores also achieved significantly higher accuracy [AUROC greater than 93%] than the clinically used systems PIM 2 and PRISM 3. The RNN model also outperformed logistic regression and multi-layer perceptron models. The increased performance of the RNN model stemmed from two key factors: access to more variables that characterize a patient and dynamic integration that allows it to incorporate temporal trends of those variables. Although approximately 300 variables have been encoded into the model, other data which are available from the PICU, such as fluid balance, have not been incorporated. Monitor data, which have higher temporal resolution, also have yet to be included. Future work will focus on aggregating these additional data and quantifying their impact on predictive accuracy. 
