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Abstract
We present the viewpoint that optimization problems encountered in machine learning can often
be interpreted as minimizing a convex functional over a function space, but with a non-convex
constraint set introduced by model parameterization. This observation allows us to repose such
problems via a suitable relaxation as convex optimization problems in the space of distributions
over the training parameters. We derive some simple relationships between the distribution-space
problem and the original problem, e.g. a distribution-space solution is at least as good as a solution
in the original space. Moreover, we develop a numerical algorithm based on mixture distributions to
perform approximate optimization directly in distribution space. Consistency of this approximation is
established and the numerical efficacy of the proposed algorithm is illustrated on simple examples. In
both theory and practice, this formulation provides an alternative approach to large-scale optimization
in machine learning.
1. Introduction
Many optimization problems arising in machine learning applications are of the form
inf
u∈U
J [u], (1)
where J : U → R is a convex loss functional and U is the model hypothesis space. For example,
in least squares regression over a Euclidean domain Ω with ground truth f : Ω → R and data
distribution ν, the loss functional takes the form J [u] =
∫
Ω |u(x)− f(x)|2dν(x). In general, U is an
infinite dimensional space, e.g. the space of continuous functions. Hence, directly minimizing J
over U is computationally difficult and we often resort to some parametric form of (1).
Concretely, we consider restricting (1) to a parameterized hypothesis space UW := {uw : w ∈
W} ⊂ U , where W ⊂ Rd is a finite-dimensional Euclidean space of trainable parameters. Then, we
obtain the parameterized optimization problem
inf
u∈UW
J [u] ≡ inf
w∈W
J [uw] ≡ inf
w∈W
L(w) (L(w) := J [uw]). (2)
In fact, the right hand side of (2) is the more familiar form encountered in practice, where the
additional structure of J, uw is not explicitly represented, and absorbed into a common non-convex
loss function L. For example, in the case of linear regression, we set uv,b(x) = vTx+ b and so we
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obtain the supervised learning problem minv,b L(v, b) ≡
∫
Ω |vTx+ b− f(x)|2dν(x). However, in
this paper we will exploit the aforementioned additional structure.
One central challenge from the optimization viewpoint is that, although (2) is finite-dimensional,
it is in general non-convex in w unless uw is linear in w. Consequently, if one applies (stochastic)
gradient-based solution methods, the solution quality not only depends on the initial condition (Glorot
and Bengio, 2010) but also on a host of complex interactions between the optimization algorithm
and the loss landscape in W space (Jain et al., 2017; Dauphin et al., 2014; Wu et al., 2017).
This motivates a natural question: can we repose (1) in a computationally tractable manner while
retaining its highly desirable convexity characteristics? In this work, we introduce a formulation
where this can be achieved. The main idea is going into the dual space of w 7→ uw, which is the
space of distributions on W . In this distribution space, a convex problem can be defined that can
be reduced to a finite-dimensional problem via approximation by mixture distributions, leading to
implementable algorithms.
2. Related work
In this section, we discuss some related work and put our paper in perspective of the relevant
literature. First, one primary motivation for this work is the recent advancements on optimization in
over-parameterized settings (Du et al., 2018; Li and Liang, 2018; Chizat and Bach, 2018; Allen-Zhu
et al., 2018; Arora et al., 2018; Ma et al., 2017; Bassily et al., 2018; Oymak and Soltanolkotabi, 2018;
Martin and Mahoney, 2018, 2019), typically applied to understand various interesting phenomenon
arising from practical deep learning. For example, it is found empirically that although deep learning
models are highly over-parameterized, they can generalize to unseen data (Zhang et al., 2016).
Among many, one suggested explanation is that deep neural networks have implicit regularization
properties, which can be quantified by studying empirical distributions of the trained weights (Martin
and Mahoney, 2018). Such distribution space ideas also underlie recent work on mean-field limits of
deep neural networks (Chizat and Bach, 2018; Mei et al., 2018; Rotskoff and Vanden-Eijnden, 2018;
Sirignano and Spiliopoulos, 2018), in which it is argued that trained weights in large neural networks
behave like they are sampled from a distribution, and this fact can be used to modify and improve
training algorithms (Xiao et al., 2018).
Although motivated by these empirical and theoretical findings, our work concerns a more basic
problem: from the outset, can we formulate the optimization of non-convex functions directly in
distribution space? This highlights the major difference in our work, in that we are not concerned
with “effective behavior” of models trained with traditional methods in large system limits. Rather,
we study the possibility of formulating the training problem directly on the space of distributions over
a fixed parameterized model space. In a similar vein, this also sets the current approach apart from
previous studies on convexifying neural networks (Bengio et al., 2006), where the convex problem is
defined on the final-layer parameters, instead of the distribution space over parameters. Furthermore,
the results here do not only apply neural networks as they do not depend on their specific structure
other than the fact that the optimization problem takes the form (2). The current line of investigation
is also related to the Barron space framework proposed in (Ma et al., 2019), where the authors studied
approximation and generalization properties of neural networks by exploiting the distribution-space
viewpoint. In contrast, we focus on the optimization aspect and algorithm development.
On the algorithmic side, there is a line of papers showing that gradient descent training of very
wide neural networks can be viewed as a Wasserstein gradient flow in the space of distributions over
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the trainable parameters (Chizat and Bach, 2018; Mei et al., 2018; Rotskoff and Vanden-Eijnden,
2018; Sirignano and Spiliopoulos, 2018; Wei et al., 2018). The distribution-space viewpoint is also
found in these papers, but these mainly analyze the collective properties of a large number of gradient
descent trajectories with random initial conditions. In some sense, this can be thought of as a “particle
method” (Dean, 1996) for solving an optimization problem in distribution space. In contrast, our
method based on mixture distributions works directly in the distribution space, and can be viewed
as a “subspace method”. It is worth reiterating that in our formulation, we are not taking limits of
network widths. Rather, we start with a fixed model architecture (which can be big or small, and is
not limited to neural networks) and discuss how we can formulate and solve training problems in the
space of distributions.
The present approach is also related to the so-called “random feature models”, which also make
use of distributions over parameter in a kernel mapping (Rahimi and Recht, 2008, 2009; Sinha and
Duchi, 2016). The key difference is that most of these approaches rely on a fixed distribution, which
in the limit of an infinite number of features can span the desired function spaces. However, the
present approach actually trains the distribution and does not require the regime of large feature
numbers for our analytical results.
Finally, since the distribution space formulation requires averaging models derived from parame-
ter sampling at inference time, this naturally connects the current work with classical literature on
model ensembling (Rokach, 2010; Breiman, 1996; Freund et al., 1996), where modern techniques
such as Dropout (Srivastava et al., 2014) and DropConnect (Wan et al., 2013) provide ways of
approximately combining exponentially many different neural network models which share some pa-
rameters to prevent overfitting. In fact, in the current framework, the classical ensembling techniques
can be regarded as approximating a distribution by finite or countable convex or linear combinations
of point masses. In this sense, we can view our proposed methods as effectively lifting the point
mass restriction and consider more general classes of basic probability distributions.
3. Optimization problem in distribution space
In this section, we outline our convex formulation of (2). Although the following results are expected
to hold for general Banach spaces, for concreteness, we hereafter take U = C0(Ω) and consider
compact sets Ω and W . The simple but crucial observation is that (2) can be rewritten as an
optimization problem with a convex loss in function space with a non-convex constraint set:
inf
u∈U
J [u] subject to u ∈ UW . (3)
Consequently, the simplest convex relaxation one can adopt is
inf
u∈U
J [u] subject to u ∈ conv(UW ), (4)
where conv(UW ) is the closure of the convex hull of UW . This has a natural dual-space representation
as an optimization problem over distributions
inf
µ∈M
F [µ] := J
[∫
W
uwdµ(w)
]
(5)
whereM denotes the space of probability measures on W . If µ has a density ρ with respect to
the Lebesgue measure, we abuse notation slightly and write F [ρ] := J
[∫
W uwρ(w)dw
]
. Note
3
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that (5) is now a convex problem in µ since J is convex, the term in its argument is linear in µ and
M is a convex set. In addition, the functions in conv(UW ) can be characterized by conv(UW ) =
{∫W uwdµ(w) : µ ∈M}. In practice, it is often enough to consider probability measures that have
a uniformly continuous density function ρ. We thus denote by P the space of all such uniformly
continuous probability density functions.
In the following, we present some results on the relationships between the distribution space
minimization problem (5) and the parameterized problem (2) typically encountered in machine
learning. The proofs of the results are found in the Appendix A. First, it is easy to show that the
optimization over non-singular measures (over P ) is the same as that overall probably measures
(overM). Moreover, these infima, as one should expect, are at least as good as the infimum for the
original problem. The latter can be viewed as a distribution space optimization problem over point
masses. This is the content of the next result.
Proposition 1 Suppose that (x,w) 7→ uw(x) is continuous for x ∈ Ω, γ-Ho¨lder continuous for
w ∈W , and J [·] is a convex, γ-Ho¨lder continuous functional on L2(Ω), then the following relations
hold:
inf
ρ∈P
F [ρ] = inf
µ∈M
F [µ] ≤ inf
w∈W
L(w). (6)
A natural follow up question is when equality holds in Prop. 1. It turns out that if J is linear,
then we have equality. Moreover, in this case (5) can be regarded as a convex dual of (2). Detailed
discussion on this can be found in Appendix A. In the more general case, we show in the following
that the difference between the optimal loss values of the two formulations depend on how dense
UW is in its convex hull.
Definition 2 (ε-dense) A subset V of a metric space U is ε-dense in U for a given positive number ε
if for any u in U , there exists v in V such that the distance between u and v is less than ε.
Proposition 3 Assume the same conditions in Prop. 1 and further that UW is ε-dense in conv(UW ).
Then, there exists a w∗ ∈W and a constant C independent of w∗ such that
inf
µ∈M
F [µ] ≤ inf
w∈W
L(w) ≤ L(w∗) ≤ inf
µ∈M
F [µ] + Cεγ . (7)
As a consequence of Prop. 3, if UW is an universal approximating class of U , then we would
expect infµ F (µ) = infw L(w). For example, this is the case for a variety of neural network
architectures (Barron, 1993; Hornik et al., 1989; Cybenko, 1989; Leshno et al., 1993). Note however
that this does not imply that every minimizer of F (µ) must be in the form of a point mass.
Remark 4 Instead of convex combinations, another way to relax (2) is to take general linear
combinations of functions in UW . However, in this case, one cannot easily compute the integral over
W as Monte Carlo integration is not directly applicable.
4. Numerical algorithm
In Sec. 3, we showed that the distribution space problem infρ F [ρ] is a convex formulation for the
parameterized problem (2). However, it is still infinite dimensional and some parameterization is
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required in order to give rise to realizable algorithms. In this section, we present such an approach
based on decomposing ρ as a convex combination of “simple” distributions
ρn,α(w) :=
n∑
i=1
αiφi(w), α ∈ Λn, (8)
where Λn denotes the n-dimensional probability simplex, i.e. α ∈ Λn if αi ∈ [0, 1] for all i =
1, . . . , n and
∑n
i=1 αi = 1 Here, the φi’s are chosen, fixed distributions which are simple to sample
from, and act as building blocks for approximating more complex distributions. Therefore, infρ F [ρ]
can be replaced by minα F [ρn,α], i.e. an optimization problem involving coefficients of the mixture
distribution. Note that this is still a convex optimization problem in α, but is now finite dimensional.
Fig. 1 illustrates the overall approach: the original problem is over a non-convex set UW (Fig. 1(a)),
which we extend to conv(UW ) (Fig. 1(b)). Finally, we restrict it to a n-dimensional problem in
Un := {
∫
W uwρn,α(w)dw : α ∈ Λn}. This approach is consistent if φi’s are picked in such a way
that minα F [ρn,α]→ infρ F [ρ] as n→∞. There are of course many ways to ensure this, and in the
following we outline one such method based on scaling and translating simple distributions.
(a) Direct parameterization (b) Convex combination
Figure 1: Distribution space approach. We start with the non-convex parameter space problem (a),
which we then convexify to a distribution-space problem in conv(UW ) (b), and finally we
restrict it to a finite dimensional problem via mixture distribution approximation on Un.
We begin with a definition of the approximate identity, which is a class of scaled versions of an
envelope function that can be used to approximate a point mass.
Definition 5 Let ϕ ∈ Cc(W ) be a probability density function which is non-negative, uniformly
continuous, satisfies
∫
Rd ϕ(w)dw = 1, and ϕ(w) ≤ β(1 + ‖w‖)−d−η for some positive constants
β and η. For each 0 < σ ≤ 1, define ϕσ(w) := σ−dϕ(σ−1w). The family of functions {ϕσ(w)} is
called an approximate identity.
In one dimensional case, scaled triangular hat functions and truncated Gaussian functions are
examples of approximate identities. Now, we form our parameterization of P by the following
mixture family Pϕ
Pϕ =
{
ρ(w) : ρ(w) =
n∑
i=1
αiϕσi(w − µi), µi ∈ Rd, σi ∈ (0, 1], α ∈ Λn, n ∈ N+
}
. (9)
5
OPTIMIZATION IN MACHINE LEARNING: A DISTRIBUTION SPACE APPROACH
Note that in the definition of Pϕ, one can further restrict µi ∈ Qd and σi ∈ {1/k : k ∈ N+} using
similar techniques in mixture distribution approximations (Nestoridis et al., 2011; Bacharoglou,
2010). We now show that the class Pϕ is sufficiently large, and a n-term approximation from it is
consistent as n→∞.
Theorem 6 (Approximation) Under the same conditions as in Prop. 1, we have
inf
ρ∈Pϕ
F [ρ] = inf
ρ∈P
F [ρ] = inf
µ∈M
F [µ]. (10)
Furthermore, for any fixed accuracy ε > 0, there exists a constant C > 0 and a n-component mixture
density ρn,α ∈ Pϕ such that
F [ρn,α]− inf
ρ∈P
F [ρ] ≤ (ε+ Cn )γ/2, ∀n ∈ N+. (11)
The preceding analysis shows that the mixture distribution approximation not only preserves
convexity but is also consistent (Thm. 6). In other words, given a large enough n, a n-component
mixture distribution can be used to represent ρ approximately, thus we can instead solve a finite-
dimensional optimization problem to determine the optimal mixture coefficients. This is the basic
idea of our proposed algorithm, and in the following, we shall describe more concretely its various
computational aspects.
The first point is that of inference. In usual machine learning models, given a sample x, inference
amounts to simply evaluating the trained function x 7→ uw∗(x) to produce a prediction. In our
formulation, however, we obtain from training a distribution ρ∗ over W , and the inference step is
x 7→
∫
W
uw(x)ρ
∗(w)dw ≈ 1
R
R∑
i=1
uwi(x), wi
i.i.d.∼ ρ∗, (12)
where R is taken sufficiently large so that the Monte-Carlo integration is accurate enough. In
particular, this requires repeated sampling of the distribution ρ∗. In the approach based on the
mixture of distributions outlined previously, sampling can be done by first drawing the mixture index
i according to the mixture coefficients α ∈ Λn and then drawing from the basic distribution φi itself.
On the other hand, the training algorithm is rather simple. Here we assume that a good mixture
basis {φi(w) : i = 1, .., n} ⊂ Pϕ is chosen. Hence, we are solving
min
α∈Λn
l(α) := F [ρn,α] ≡ F
[
n∑
i=1
αiφi
]
. (13)
Observe that this is a finite-dimensional constrained convex optimization problem and can be solved
efficiently using projected gradient descent, for which efficient algorithms for projections onto
the probability simplex can be used (Duchi et al., 2008; Wang and Carreira-Perpina´n, 2013). The
additional complication is that we must use Monte-Carlo integration to estimate the gradients. The
algorithm is summarized in Alg. 1.
Remark 7 Assuming the integral ψi(x) :=
∫
uw(x)φi(w)dw can be computed exactly, the opti-
mization problem (13) reduces to the classic approximation using basis {ψi(x)}. However, ψi is
implicitly given and influenced by either network architecture uw or the distribution φi. Instead of
direct methods, Monte Carlo integration can be employed to compute integrals involving φi(w).
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Algorithm 1 Projected gradient descent
Set {φi(w) : i = 1, .., n}, and the numerical parameters R ∈ N+, kmax ∈ N+,  > 0, ε > 0.
Initialize k = 0, and α(0) ∈ Λn.
repeat
Set u¯ = 0 and randomly choose R samples, i1, ..., iR, from {1, .., n} with probability α(k).
for r = 1 to R do
Get a sample wr form φir , and sum u¯ = u¯+
1
Ruwr
end for
Calculate the gradients: g(k) =
〈
δJ
δu (u¯), 〈uw, φi〉
〉
.
Normalize the gradients: g˜(k) = 1n(g
(k) −mean(g(k)))/std(g(k)).
Update and project α to the probability simplex Λn: α(k+1) = ProjΛn
(
α(k) − εg˜(k)).
k = k + 1.
until k = kmax or ‖g˜k‖ < 
5. Numerical experiments
In this section, we demonstrate the practical implementation of Alg. 1. The overarching goal
of these experiments, designed to be simple in nature, is to highlight the key properties of the
distribution-space algorithm as expected from our preceding analyses:
1. Approximation. As more basic distributions are used in the mixture approximation (n
increases), the results become better. In particular, it may exceed direct optimization over the
parameter space if the latter is difficult (e.g. highly non-convex), consistent with Prop. 1 and
Thm. 6.
2. Robustness. The optimization problem over α should be more stable and insensitive to
initialization since it is a convex problem, and we can control its complexity by limiting n.
Of course, the distribution space formulation has its own computational drawbacks compared to
the traditional approach. First, computation overheads are high. This is because even at inference
time, multiple sampling and function evaluation iterations are required (See Appendix B for some
quantitative experiments demonstrating this). Furthermore, the computation of the (stochastic)
gradient g(k) in Alg. 1 also requires a number of samplings, which can slow down the training. Finally,
the choice of the mixture basis {φi} is not obvious and has to be designed for each application. Thus,
a general and comprehensive study of these issues in large-scale practical problems is out of the scope
of the current paper and will be the topic of subsequent work. The focus of the following experiments
is to demonstrate 1, 2 outlined above, and to highlight the differences between the distribution-space
algorithm from the traditional optimization approach in parameter space. Moreover, we wish to gain
some insights, where possible, into the origins of these differences in simple settings.
5.1. 1D regression problem
First, we consider a toy example in the form of 1D least-squares regression. Given some target
function f : [−1, 1]→ R, we approximate it using a one-hidden-layer neural network with ReLU
activations, i.e.
∑N
j=1 aj ReLU(vjx+bj). Due to positive homogeneity of ReLU, we may reduce the
7
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1.0 0.5 0.0 0.5 1.0
1
0
1 f(x), K=10, t=0
0 25 50 75 100 125
n
0.0002
0.0004
0.0006
0.0008
0.0010
0.0012
lo
ss
Algorithm 1
Baseline (best)
(a) 1D regression, smooth
1.0 0.5 0.0 0.5 1.0
10
0
f(x), K=10, t=5
0 20 40 60 80 100 120
n
0.1
0.2
0.3
0.4
0.5
lo
ss Algorithm 1
Baseline (best)
(b) 1D regression, jump
0 10 20 30
n
0.35
0.40
0.45
0.50
0.55
lo
ss
train
test 0.87
0.88
0.89
0.90
0.91
0.92
ac
c
train
test
(c) MNIST, N = 100
0 20 40
n
0.50
0.55
0.60
0.65
0.70
lo
ss
train
test
0.89
0.90
0.91
0.92
0.93
0.94
0.95
0.96
ac
ctrain
test
(d) MNIST, CNN
Figure 2: Results demonstrating approximation properties. For all cases we see that approximation
improves for increasing n. For 1D regression (a,b), for n large enough Alg. 1 outperforms
the baseline, which is direct optimization in parameter space using the SGD optimizer
where the initialization and learning rates are well tunned. The improvement is more
significant for the case with jumps in f (b). The same approximation properties is
observed in MNIST classification (c) and (d) (blue for accuracy, red for loss). (R =
20, kmax = 3000, ε = 0.1 for 1D regression and R = 10, kmax = 300, ε = 0.1 for
MNIST classification are fixed.)
number parameters by setting vj = cos(θj), bj = sin(θj), θj ∈ [0, 2pi], yielding the parameter-space
8
OPTIMIZATION IN MACHINE LEARNING: A DISTRIBUTION SPACE APPROACH
K=10
t=0
K=20
t=0
K=30
t=0
K=10
t=1
K=10
t=5
10 4
10 3
10 2
10 1
100
lo
ss
Baseline
Baseline (best)
Baseline (mean)
Algorithm 1
(a) 1D regression
N=100
train
N=100
test
N=1000
train
N=1000
test
10 2
10 1
100
101
lo
ss
(b) MNIST, loss
N=100
train
N=100
test
N=1000
train
N=1000
test
0.5
0.6
0.7
0.8
0.9
1.0
ac
c
(c) MNIST, accuracy
train test
10 1
100
101
lo
ss
Baseline
Baseline (best)
Baseline (mean)
Algorithm 1
(d) MNIST, CNN, loss
train test
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
ac
c
(e) MNIST, CNN, accuracy
Figure 3: Results demonstrating robustness properties. In each run, the initial conditions are sampled
randomly according to some typical distributions (see Appendix B for details). The
interquartile range is shown as error bars. (a) 1D regression. We observe that Alg. 1
outperforms the SGD baseline, especially for f with large jumps. Furthermore, the
distribution-space results are essentially independent of initial condition (error bars show
the fluctuation of Monte Carlo integration with R = 20). The same holds for the MNIST
experiments (b,c,d,e), except that for small networks N = 100 (b), the mean (test)
performance is worse than direct training. Nevertheless, the robustness of Alg. 1 is evident.
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non-convex optimization problem
min
w∈W
J [uw] ≡ ‖uw − f‖2L2([−1,1]),
uw(x) =
N∑
j=1
aj ReLU(cos(θj)x+ sin(θj)),
w ≡ (a, θ) ∈W ≡ [−A,A]N × [0, 2pi]N ,
(14)
where A is a sufficiently large positive number.
For the distribution-space counterpart, we further simplify (14) by writing it as minθ J [uθ] where
uθ := arg mina J [u(a,θ)], eliminating the need for sampling a. Hence, we obtain
inf
ρ∈P
F [ρ] ≡
∥∥∥∥∫
Θ
uθρ(θ)dθ − f
∥∥∥∥2
L2([−1,1])
, Θ := [0, 2pi]N . (15)
Now, we have to choose a collection of basic distributions {φi, i = 1, . . . , n}. Here, we perform
a dimensional reduction technique typically used in density function theory (for example see (Eschrig,
1996)) where we write
inf
ρ
F [ρ] = inf
ρ¯
inf
ρ:ρ’s marginal is ρ¯
F [ρ], (16)
with ρ¯ denoting a distribution over [0, 2pi]. Note that equality holds since the neural network is
invariant to permutations of its nodes, thus optimality is obtained at a distribution whose marginals
are all equal. In addition, the optimization problem in the right hand of (16) is still convex (see
Appendix A). We now assume that the inner minimizer of the right hand side is well-approximated
by a product distribution ρ¯(θ1)× · · · × ρ¯(θN ), each of which we then approximate by the mixture
form (8) with
φi(θ) =
n
2piϕ
(
n
2piθ − i+ 1
)
, i = 1, ..., n, (17)
where ϕ is the triangle function (1− |x|)χ[−1,1](x). Optimization proceeds as in Alg. 1. Notice that
strictly speaking, after the dimensional reduction the problem in α need not remain convex, but now
the distribution space is only over 1D distributions, which greatly simplifies computations.
We considered the regression target function f represented as a Fourier series with random
coefficients and truncated at K terms. Moreover, we introduce two jumps located at x = −0.4, 0.6,
whose scales are controlled by a parameter t ∈ R,
f(x) =
K−1∑
k=0
1
1 + k
(
ck cos(2kpix) + sk sin(2kpix)
)
+ (sign(x− 0.6)− sign(x+ 0.4))t, (18)
where the coefficients ck, sk are independently sampled from the standard normal distribution. The
graph of f are found in the top insets of Fig. 2(a,b). In the following experiments, K, t will be varied,
noting that large t increases non-smoothness and large K introduces higher frequencies. The training
data contains 3000 samples uniformly distributed [−1, 1], and their labels set to the value of f at
these points. Note that for each sample θ ∈ Θ, a ∈ RN is computed by solving the least-squares
problem mina J [u(a,θ)].
10
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Fig. 2(a-b) validates the approximation property: as the number of mixture component n increases,
the error becomes smaller, and the performance of the distribution-space algorithm exceeds that of
direct optimization, especially so for target functions which have large jumps. In this case, direct
optimization is difficult as a greater resolution in Θ space is required, corresponding to points where
the change in f or its derivatives are significant, e.g., at jump discontinuities. See Appendix B for
some discussion on this point.
Fig. 3(a) demonstrates the robustness of the distribution space algorithm compared to the baseline
algorithm (SGD in parameter space) for a variety of initializations and learning rates. As expected,
the baseline parameter-space results are sensitive to initializations, whereas Alg. 1 is practically
independent of initial conditions. Furthermore, as expected, its improvement versus the best baseline
results is more pronounced when the jumps in f are large (see Fig. 2(b)).
5.2. MNIST classification with one-hidden layer neural networks
We now test the distribution-space algorithm on the slightly larger MNIST classification problem (Le-
Cun, 1998) with softmax cross-entropy loss. We consider a one-hidden-layer neural network again,
but now with cosine activations. This is inspired by the random feature model (Rahimi and Recht,
2008), but in our case, instead of using a fixed distribution, we train the distribution governing the
feature map parameters. Concretely, we consider the model
uw(x) =
N∑
j=1
aj cos(v
T
j x+ bj) + c, aj , c ∈ R10, vj ∈ R784, bj ∈ R, (19)
and as before, we alleviate the need to sample (a, c) by assuming that (a, c), given (v, b) and the
data, is chosen to minimize the loss. For approximating the distribution over v and b, we choose the
basic distribution family
φi(v, b) ∝ exp (−λ
2
i
2 ‖v‖2)χ[0,2pi]N (b) (20)
where λi’s are picked between 1 and 20. That is, the basic distributions are standard normals on v and
uniform on b. This choice is motivated by the random feature approach (Rahimi and Recht, 2008).
However, instead of choosing λi as a hyper-parameter, here we optimize over mixture distributions
with different λi’s. As before, given a sample (v, b), the vector a and c are determined by minimizing
J [u(a,c,v,b)]. This is no longer a least-squares problem, hence we solve it approximately by applying
2 epochs of Adam (Kingma and Ba, 2014) on (a, c). Note that unlike the previous example, here the
current problem is always convex in the mixture coefficients since we did not perform the dimensional
reduction technique.
Fig. 2(c) again validates the fact that as n increases, the approximation improves. However,
as our collection {φi} is rather constrained, in the small network considered here (N = 100), the
performance is worse than the parameter-space baseline, which has around 97% accuracy. Fig. 3(b-c)
demonstrates the robustness of Alg. 1 – we can see that this advantage is more pronounced than the
1D example, which is to be expected since the higher dimensional problem typically has a more
complex optimization landscape. However, we note that for this specific application and network
architecture, it is not hard to come up with a good initialization scheme for the parameter-space
optimization. Nevertheless, Fig. 3(b-c) demonstrates that arbitrary initialization can lead to very poor
performance, which is not the case for the distribution-space algorithm. Finally, notice in Fig. 3(b-c)
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that for larger networks (N = 1000), the small mixture basis here appears to be enough to rival
the performance of optimization in parameter-space. This suggests that for very large networks, a
simple representation in the distribution space over trainable parameters may be obtained, which is
somewhat consistent with recent observations in (Martin and Mahoney, 2018, 2019).
5.3. MNIST classification with multi-layer neural networks
As further validation, we consider the MNIST classification problems using a multi-layer con-
volutional neural network, which contains two convolutional layers with leaky-ReLU activation
followed by a fully connected layer with softmax activation (the full specification is displayed in
Appendix B.3). The weights w of this network contain two parts, wCNN and wFC , which are the
weights in the convolutional layers and the fully connected layer, respectively. Unlike networks
with only one hidden layer, multi-layer networks need more sophisticated means to choose the basis
distributions {φi(w)}. The main reason is that the weights in different layers are dependent on
one another, and a naı¨ve parameterization treating them as equivalent is not sufficient. Instead, we
construct {φi(w)} as follows,
φi(w) ≡ φi(wCNN, wFC) ∝ φ˜i(wCNN)P (wFC |wCNN;σ, data), (21)
where φ˜i(wCNN) is the density function for wCNN, and P (wFC |wCNN) is the conditional density for
wFC with given wCNN. Particularly, for any fixed wCNN, the wFC is initialized (element-wise) by
i.i.d. Gaussian N (0, σ2) with fixed σ, and then updated by one epoch Adam-optimizer with learning
rate 10−3 on 5000 MNIST samples (about 10% of the MNIST dataset). All that remains now is
constructing the density φ˜i(wCNN), taking into account the dependence across different layers.
A popular way to parameterize high dimensional distributions is using the reparameterization
trick: instead of directly parameterizing φ˜i itself, we model samples from φ˜i as i.i.d. random Gaussian
noise transformed by a nonlinear function parameterized by a neural network. This approach has
been used in VAEs (Kingma and Welling, 2013) and GANs (Goodfellow et al., 2014) to approximate
complex distributions. In the specific case of CNNs, there is a line of works on generating weights
for a CNN using another network, known as hyper-networks (Ha et al., 2016; Krueger et al., 2017;
Deutsch, 2018; Ratzlaff and Fuxin, 2019), which automatically takes care of dependence across
layers using the reparameterization trick. Here, we adopt the hyper-network architecture in (Deutsch,
2018) to model φ˜i(wCNN). For appropriate comparison, we do not train the hyper-networks on the
MNIST dataset itself. Instead, we aim to model some generic feature extractor distributions on
deep CNN weights, and we accomplish this by borrowing ideas from transfer learning: we train the
hyper-network on the fashion-MNIST dataset (Xiao et al., 2017) with a variety of hyper-parameters,
which produces a collection of {φ˜i} that are then used as basis distributions for the MNIST task. In
particular, the hyper-network is trained by minimizing a loss function L˜(Φ) which is a compromise
between accuracy and diversity (quantified by the negative of the entropy of the outputs), where
a hyper-parameter λ is used to balance the accuracy loss and diversity loss. Choosing different
values of λ will give different distributions on wCNN. In addition, the hyper-network at different
training steps are corresponding to different distributions, hence we can enumerate the distributions
{φ˜i(wCNN)} as a collection of hyper-networks with different λ and different training steps khyper.
Particularly, we set λ ∈ [102, 103] and khyper ∈ {5000, 10000, 20000}. The full specification can
be found in Appendix B.3. Fig. 2(d) again validates the fact that as n increases, the approximation
improves, and Fig. 3(d-e) demonstrates the robustness of Alg. 1.
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Let us emphasize an important point these experiments demonstrate about the distribution-space
approach. First, it is clear that in high dimensions, it is not feasible to cover all interesting target
functions with a fixed, generic mixture family, due to the curse of dimensionality. Consequently,
the performance of the approach depends on a good choice of {φi}, and this should be adapted
to the problem. In the preceding examples, we showed that with an appropriate choice of {φi}, n
need not be very large in order to attain good performance. This leads to an interesting direction
worthy of future exploration, namely the relationship between model architectures (Uw) and the
ease of optimization in distribution space. The previous findings appear to suggest that large,
over-parameterized models may possess this property.
6. Conclusion
In this paper, we discuss an alternative formulation of non-convex optimization problems in machine
learning as convex problems in the space of probability distributions over the parameters. Through
mixture distribution approximation, we developed algorithms akin to “subspace methods” to perform
optimization directly in distribution space. We showed using simple examples that due to their
convex or low dimensional nature, such distribution-space methods have advantageous properties
such as insensitivity to initialization. Moreover, well-known dimensional reduction techniques in
distribution space can be applied. Overall, this paves the way for an alternative theoretical and
algorithmic approach towards large-scale optimization in machine learning.
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Appendix A. Proof of results
In this section, we give the proofs of the claims in the main text.
A.1. Continuous density function approximation
Proposition 8 (Revised Prop. 1) Suppose that (x,w) 7→ uw(x) is continuous for x ∈ Ω, γ-Ho¨lder
continuous for w ∈ W , and J [·] is a convex, γ-Ho¨lder continuous functional on L2(Ω), then the
following relations hold:
inf
ρ∈P
F [ρ] = inf
µ∈M
F [µ] ≤ inf
w∈W
L(w). (22)
Proof The inequality part is a direct consequence of Jensen inequality. For the equality part, it is
obvious that infρ∈P F [ρ] ≥ infµ∈M F [µ], hence we only need to prove the following claim: for any
µ ∈M and any ε > 0, there exist ρ ∈ P such that F [ρ] ≤ F [µ] + ε.
We will prove the claim. Note that, for any µ ∈M, the function h(x) := ∫W u(x,w)dµ(w) is
Lebesgue measurable and h(x) ∈ L2(Ω).
Since J [·] is γ-Ho¨lder continuous, for any ε, there is a a constant Cγ > 0, such that
|J [g]− J [h]| ≤ Cγ‖g − h‖γ ≤ ε, (23)
for any g(x) ∈ L2(Ω). Therefore, we only need to prove the existence of g(x) := ∫W u(x,w)ρ(w)dw
with ρ(w) ∈ P such that ‖g(x)− h(x)‖ ≤ δ := (ε/Cγ)1/γ .
In fact, consider ϕ as the Gaussian function, then ρσ(w) :=
∫
ϕσ(w − v)dµ(v) ∈ P is a
continuous density function for any σ > 0. Let gσ(x) :=
∫
W u(x,w)ρσ(w)dw, then we have
|gσ(x)− h(x)| =
∣∣∣ ∫
W
u(x,w)ρσ(w)dw −
∫
W
u(x,w)dµ(w)
∣∣∣ (24)
=
∣∣∣ ∫
W
∫
W
(u(x,w)− u(x; v))ϕσ(v − w)dvdµ(w)
∣∣∣ (25)
≤
∣∣∣ ∫
W
∫
W
Cw,γ‖w − v‖γϕσ(v − w)dvdµ(w)
∣∣∣ (26)
≤ Cw,γCϕ,γσγ =: Cσγ , (27)
where Cw,γ is the constant in the γ-Ho¨lder condition of uw, Cϕ,γ is the γ-moment of ϕ. Let σ small
enough such that Cσγ |Ω| ≤ δ, then we have ‖gσ(x)− h(x)‖ ≤ δ which finishes the proof.
To prove the Prop. 3, we only need to prove the following lemma.
Lemma 9 Suppose J [·] is a convex γ-Ho¨lder continuous functional and UW is ε-dense in conv(UW ).
Then, there exists a w∗ ∈W and a constant C independent of w∗ such that
inf
µ∈M
F [µ] ≤ L(w∗) ≤ inf
µ∈M
F [µ] + Cεγ . (28)
Proof The first inequality is obvious. For the second inequality, let µ∗ ∈ M such that F [µ∗] ≤
infµ∈M F [µ] + εγ , define g(x) :=
∫
W u(x,w)dµ
∗(w), then there is a positive number δ > 0 and a
constant Cγ such that |J [g]− J [u]| ≤ Cγ‖g − u‖γ .
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Since UW is ε-dense in conv(UW ) and g ∈ conv(UW ), we can find w∗ such that ‖g(x) −
u(x,w∗)‖ ≤ ε. Hence, choosing C = Cγ + 1, we have
L(w∗) ≡ J [u(x,w∗)] ≤ F [µ∗] + Cγεγ ≤ inf
µ∈M
F [µ] + Cεγ , (29)
which finishes the proof.
A.2. Linear case
If J [·] is a linear functional, then F [µ] can be rewritten as F [µ] := ∫W L(w)dµ(w). The optimization
problem of F [µ] over µ ∈M can be regarded as a dual problem of the optimization of L(w) over
w ∈W . In fact, minimization of L(w) is equivalent to the following problem,
max
η∈R
η, s.t. L(w) ≤ η, (30)
whose Lagrangian dual problem is the optimization of F [µ]. Furthermore, the linearity of J [·] implies
the following equalities,
inf
ρ∈P
F [ρ] = inf
µ∈M
F [µ] = inf
w∈W
L(w). (31)
Particularly, when L(w) has global minimizers in W , we have the following result.
Proposition 10 If L(w) is a continuous function which has at least a global minimizer in W (with
minimum l0), i.e. the set M = arg min
w∈Ω
L(w) is not empty. Then for any probability measure µ inM,
we have F [µ] :=
∫
Ω L(w)dµ(w) ≥ l0, where the equality is satisfied if and only if supp(µ) ⊂M .
Proof
The inequality is apparent since µ is a probability measure and L(w) ≥ l0. Hence we only need
to show the condition to get equality.
(1) On one hand, if supp(µ) ⊂M , then F [µ] = ∫M L(w)dµ(w) = ∫M l0dµ(w) = l0.
(2) One the other hand, if A := supp(µ) \M is not empty, where both M and supp(µ) are
closed set, then
F [µ] =
∫
A
L(w)dµ(w) +
∫
supp(µ)∩M
L(w)dµ(w) = l0 +
∫
A
(L(w)− l0)dµ(w) > l0. (32)
Here we used the definition of A and the fact that L(w) > l0 for all w ∈ A.
A.3. Density approximation
It is well known that any continuous distribution can be approximated arbitrarily well by a finite
mixture of normal densities (Sorenson and Alspach, 1971). This approximation property can be
extended to the approximate identities (Zeevi and Meir, 1997; Nestoridis et al., 2011; Bacharoglou,
2010). Particularly, an O(1/n) approximation order can be obtained by a result attributed to Maurey
and proved, for example, in Barron (Barron, 1993). One application of those results is the following
lemma, which is useful for our analysis.
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Lemma 11 For any probability density function ρ(w) ∈ P and ε > 0, there exists ρε(w) ∈ Pϕ such
that ‖ρε(w)− ρ(w)‖ < ε. Furthermore, there exists a constant C > 0 and n-component mixture
densities ρn(w) ∈ Pϕ such that ‖ρn(w)− ρ(w)‖2 ≤ ε+ Cn ,∀n ∈ N+.
Proof We prove the claims by four steps below.
(1) When σ is small enough, the following density ρσ satisfies ‖ρσ(w)− ρ(w)‖2 ≤ ε8 ,
ρσ(w) :=
∫
W
ρ(v)ϕσ(w − v)dv. (33)
In fact, since ρ is uniformly continuous, for any ε0 > 0, there is a constant δ0 > 0 such that
|ρ(w)− ρ(w − v)| ≤ ε0 if ‖v‖ ≤ δ0. Hence we have the following inequality,
|ρ(w)− ρσ(w)| =
∣∣∣ ∫ (ρ(w)− ρ(w − v))ϕσ(v)dv∣∣∣
≤
∫
‖v‖<δ0
|ρ(w)− ρ(w − v)|ϕσ(v)dv +
∫
‖v‖≥δ0
|ρ(w)− ρ(w − v)|ϕσ(v)dv
≤ ε0 + 2 max
w
ρ(w)
∫
‖v‖≥δ0
ϕσ(v)dv.
According to the definition of ϕ,ϕσ,
∫
‖v‖≥δ0 ϕσ(v)dv can be arbitrary small if σ is small enough.
Therefore, we can choose a σ such that |ρ(w)−ρσ(w)| ≤ 2ε0,∀w ∈W . Particularly, let 4ε20|W | = ε8 ,
then we have ‖ρσ(w)− ρ(w)‖2 ≤ ε8 .
(2) The Riemann summation for the integral in (33) can approximate ρσ uniformly. In fact, for
any m-partition {Bi : i = 1, ...,m} of W , one can define
ρσ,m(w) =
m∑
i=1
ρ(vi)|Bi|ϕσ(w − vi), vi ∈ Bi, s.t. ρ(vi)|Bi| =
∫
Bi
ρ(v)dv. (34)
Then,
|ρσ,m(w)− ρσ(w)| =
∣∣∣ m∑
i=1
( ∫
Bi
ρ(v)ϕσ(w − v)dv − ρ(vi)|Bi|ϕσ(w − vi)
)∣∣∣
≤
m∑
i=1
∣∣∣ ∫
Bi
(
ρ(v)ϕσ(w − v)− ρ(vi)ϕσ(w − vi)
)
dv
∣∣∣
≤
m∑
i=1
∣∣∣ ∫
Bi
(ρ(v)− ρ(vi))ϕσ(w − v)dv
∣∣∣
+
m∑
i=1
∣∣∣ ∫
Bi
ρ(vi)(ϕσ(w − v)− ϕσ(w − vi)
)
dv
∣∣∣.
Since ρ, ϕσ are uniformly continuous functions, for any δ > 0, there exist a partition {Bi} small
enough (and m large enough) such that
|ρσ,m(w)− ρσ(w)| ≤ δ2
m∑
i=1
∣∣∣ ∫
Bi
ϕσ(w − v)dv
∣∣∣+ δ2 m∑
i=1
∣∣∣ ∫
Bi
ρ(vi)dv
∣∣∣ ≤ δ, ∀w ∈W,
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which implies ‖ρσ,m − ρ‖2 ≤ δ2|W |.
(3) According to (34), ρσ,m is a finite convex combination of {ϕσ(w− vi) : i = 1, ...,m} where
‖ϕσ(w − vi)‖2 is bounded by a constant Cσ only dependent on σ. Using Barron’s result (Barron,
1993), there exist an n-term convex combination ρn such that ‖ρn − ρσ,m‖2 ≤ C
2
σ
n .
(4) Finally, let 8δ2|W | = ε, C := 2C2σ, then we have
‖ρ− ρn‖2 ≤ 4‖ρ− ρσ‖2 + 4‖ρσ − ρσ,m‖2 + 2‖ρσ,m − ρn‖2 ≤ ε+ Cn . (35)
Lemma 12 Under the same conditions as in Prop. 1, we have
inf
ρ∈Pϕ
F [ρ] = inf
ρ∈P
F [ρ]. (36)
Furthermore, for any ρ(w) ∈ P and ε > 0, there exists a constant C > 0 and a n-component
mixture density ρn ∈ Pϕ such that
F [ρn]− F [ρ] ≤
(
ε+ Cn
)γ/2
,∀n ∈ N+. (37)
Proof We only need to prove the second part which implies the equality (36). Note that u(x,w) is
bounded for all x ∈ Ω and w ∈W . Hence for any ρ, ρ˜ ∈ P , there exists a constant Cρ such that
|F [ρ˜]− F [ρ]| ≤ Cγ
∥∥∥∫
W
u(x,w)(ρ˜(w)− ρ(w))dw
∥∥∥γ ≤ Cγρ ‖ρ˜− ρ‖γ . (38)
According to the second part of Lemma 11, there exists a constant C > 0 and n-component mixture
densities ρn(w) ∈ Pϕ such that ‖ρn(w)− ρ(w)‖22 ≤ εC2ρ +
C/C2ρ
n ,∀n ∈ N+, hence we have:
|F [ρn]− F [ρ]| ≤ Cγρ ‖ρn − ρ‖γ ≤
(
ε+ Cn
)γ/2
, ∀n ∈ N+. (39)
Combining the results in Prop. 1, we have the following corollary.
Corollary 13 Under the same conditions as in Prop. 1, for any ε > 0, there exists a constant C > 0
and a n-component mixture density ρn ∈ Pϕ such that
F [ρn]− inf
µ∈M
F [µ] ≤ (ε+ Cn )γ/2,∀n ∈ N+. (40)
A.4. Nested minimization
For a convex functional FN [ρN ] on N -dimension density function ρN , we define F [ρ] as a functional
on 1-dimension density function ρ,
F [ρ] = min
ρN :ρN ’s marginal is ρ
FN [ρN ]. (41)
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Further, if we parameterize ρ by a convex combination of some density functions φi,
ρ =
n∑
i=1
αiφi, (42)
then the loss F [ρ] becomes a function l on α. One merit of this definition is the convexity of FN [ρN ]
can be inherited.
Proposition 14 If FN [ρN ] is convex with respect to ρN , then F [ρ] is convex with respect to ρ, and
l(α) is convex with respect to α.
Proof It is enough to show that for any numbers a1, a2 ∈ (0, 1), a1 + a2 = 1, and probability
densities ρ1, ρ2, the following inequality holds,
F [a1ρ1 + a2ρ2] ≤ a1F [ρ1] + a2F [ρ2]. (43)
In fact, we have
F [a1ρ1 + a2ρ2] = inf
ρN∼a1ρ1+a2ρ2
FN [ρN ]
≤ inf
ρN,i∼ρi
FN [a1ρN,1 + a2ρN,2]
≤ a1 inf
ρN,1∼ρ1
FN [ρN,1] + a2 inf
ρN,2∼ρ2
FN [ρN,2]
= a1F [ρ1] + a2F [ρ2],
which finishes the proof.
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Appendix B. Details of experiments
B.1. 1D regression
Direct optimization. In the tests of direct optimization in parameter space, we randomly initialize
the parameters (θ, a) with ai sampled from normal distribution N (0, σ2a) and θi = arctan(ξi) +
ηipi where ξi sampled from uniform distribution on [−1, 1] and ηi ∈ {0, 1} obeys Bernoulli(12)
distribution. We train the neural network with 100 hidden nodes using SGD optimizer with batch
size 200, max-step 300000 and learning rate εθ and εa for θ and a respectively. Hence the training
process contains three hyper-parameters, σa, εa and εθ, which need to be tunned. In addition, we
use leaky-ReLU instead of ReLU to improve training by reducing dead neurons, and the following
configuration of hyper-parameters are considered:
(σa, εa, εθ) ∈ {1, 2, 4, 8, 16, 32} × {logspace(-6,0,11)} × {logspace(-6,-3,7)}, (44)
where the best configuration for f(x) with K = 10, t = 0 is (8, 0.063, 3.16e-5) (see Fig. 5(a)). In
Fig. 4, the losses of configurations with εθ = 3.16e-5 are given. Note that the loss is small at large
learning rate for a, but the performances is not stable, for example the iteration diverges at εa = 1.
10 6 10 5 10 4 10 3 10 2 10 1
learning rate for a
10 3
10 2
10 1
lo
ss
sigma_a=1
sigma_a=2
sigma_a=4
sigma_a=8
sigma_a=16
sigma_a=32
Figure 4: Direct optimization in parameter space with 100 hidden nodes. The losses of configurations
with learning rate εθ = 3.16e-5.
For the parameter space problem, which is highly non-convex, it is expected that a proper choice
of hyper-parameters is crucial to get good performances. We observed two factors that significantly
influence the performances. On the one hand, since our data x are located in [−1, 1], it is evident
that the nodes with tan(θi) 6∈ [−1, 1] have little contribution to learning; therefore we need a small
learning rate to prevent nodes leaving the critical region. On the other hand, the scale of ai effects the
output magnitude of the neural network, hence it needs to match the magnitude of f(x), especially
when the learning rate is small, in which case the scale of ai hardly changes overtraining process.
As a result, hidden nodes tend to bunch up together (in regions of significant changes in f or its
derivatives), which reduce the number of effective nodes to approximate f effectively (see Fig. 5(b)).
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(b) An example configuration
Figure 5: Direct optimization in parameter space with 100 hidden nodes. Profile of the best configu-
ration (a) and a configuration where the nodes go up together (b).
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(a) K = 10, t = 0
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(b) K = 20, t = 0
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(c) K = 10, t = 1
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(d) K = 10, t = 5
Figure 6: Optimization in distribution space. Profile of the approximations given by Alg. 1.
Optimization in distribution space The convex combination coefficients α are initialized by
normalizing a vector sampled randomly from the uniform distribution on [0, 1]. In Fig. 6, the profile
of the approximations are given by Alg. 1, where both u(x) coming from one sample and u(x)
averaged over 20 samples are given. In Fig. 7(a), the effect of R (the number of terms to average in
the Monte-Carlo integration in the Alg.1) is shown where the number of mixture basis n = 100 is
fixed. In Fig. 7(b), we add a result that uses the Gaussian basis instead of the triangle distribution
basis shown in Fig. 3(a).
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Figure 7: Optimization in distribution space. The number of mixture basis n = 100 is fixed.
B.2. MNIST classification
Direct optimization In the tests of direct optimization in parameter space, the weights in first layer
are drawn from a uniform distribution within [−l, l] where l = √6/(784 +N)s and s is a scale.
The other weights are initialized by the Glorot scheme (Glorot and Bengio, 2010). Then we train the
neural network by applying 30 epochs of Adam (Kingma and Ba, 2014) with learning rate 0.001. The
scale s is changed from 2−16 to 216 and the resulting loss and accuracy for N = 100 and N = 1000
are given in Figure 8.
10 4 10 2 100 102 104
scale
0.0
0.5
1.0
1.5
2.0
2.5
lo
ss train
test
0.2
0.4
0.6
0.8
1.0
ac
ctrain
test
(a) N = 100
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(b) N = 1000
Figure 8: Direct optimization in parameter space for MNIST classification.
Optimization in distribution space In Fig. 9(a-b), the effect of numerical parameter R in the
Alg.1 are tested where the number of basis n = 65 is fixed. The effect of n for N = 1000 is given
in Fig. 9(c) where R = 10 is fixed. In Fig. 10, an example of the training result is given, where
the initial convex combination coefficient αi is uniform and after k = 300 iterations, αi is zero
if λi 6∈ [4, 12]. Note that initializing α according to the logarithmic normal distribution results in
similar results.
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(a) Effect of R (N = 100)
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(b) Effect of R (N = 1000)
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(c) Effect of n (N = 1000)
Figure 9: Optimization in distribution space for MNIST classification.
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Figure 10: An example of the optimization in distribution space for MNIST classification (N =
100, n = 65, R = 10).
B.3. MNIST classification with multi-layer neural networks
The multi-layer neural network consists of two convolutional layers (32 and 16 channels respectively)
with 5 × 5 filters, each followed by leaky ReLU (with parameter 0.05) and 2 × 2 max pooling,
followed by a fully connected layer and a batch normalization layer. For the MNIST training dataset,
we only use the first 5000 samples (about 10% of the MNIST dataset) in both the direct optimization
in parameter space and the optimization in distribution space.
Direct optimization In the tests of direct optimization in parameter space, the other weights are
initialized by the Glorot scheme (Glorot and Bengio, 2010) except that the bias in convolutional
layers is drawn from a Gaussian distributionN (0, σ20). Then we train the neural network by applying
30 epochs of Adam (Kingma and Ba, 2014) with learning rate 0.001. The scale σ0 is changed from
10−3 to 103 and the resulting loss and accuracy are given in Fig. 11.
The distribution basis For the hyper-network, we adopt the architecture designed in (Deutsch,
2018), which contains an extractor and some weight generators, where the target network consists of
two convolutional layers, followed by two fully connected layers, each uses the leaky-ReLU activation.
Here we use a narrower configuration, which takes the input vector z to be 150 dimensional, drawn
from a uniform distribution. The total number of parameters in this hyper-network is 268090. The
hyper-network is trained on fashion-MNIST dataset (Xiao et al., 2017) by minimizing the following
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Figure 11: Direct optimization in parameter space for MNIST classification (CNN).
loss function L˜(Φ) with hyper-parameter λ:
L˜ (Φ|pnoise , pdata ) = λLaccuracy (Φ|pnoise , pdata ) + Ldiversity (Φ|pnoise ) , (45)
where Laccuracy and Ldiversity are the accuracy loss and diversity loss (quantified by the negative of the
entropy of the outputs) respectively. Note that the hyper-network can generated the weights for both
convolutional layers and fully connected layers, while we use the weights in convolutional layers as
our wCNN, and for the weights in fully connected layers we only use their standard deviation (which
affect the scale of the output of the target network) to determine the parameter σ in initialization of
wFC . We enumerate the distributions {φ˜i(wCNN)} as a collection of hyper-networks with different
λ ∈ logspace(2, 3, 17) and different training steps khyper ∈ {5000, 10000, 20000}. Once the wCNN is
generated, we fix it and turn to determine the wFC which is initialized (element-wise) by independent
identically distributed Gaussian N (0, σ2), and then updated by one epoch Adam-optimizer with
learning rate 10−3 on 5000 MNIST training samples.
Optimization in distribution space In Fig. 12, an example of the training result with R = 50
and n = 51 is given, where the initial convex combination coefficient αi is uniform and after k = 300
iterations, αi is zero if its corresponding λ is small than 200.
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Figure 12: An example of the optimization in distribution space for MNIST classification with
multi-layer neural networks (n = 51, R = 50).
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