ABSTRACT Designing communication techniques for non-Gaussian impulsive noise has been attracting considerable attention from the research community. In this paper, we focus on the continuous phase frequency shift keying (CPFSK) signal detection for both white and bursty impulsive noises. The independent and identically distributed (i.i.d.) symmetric α-stable (SαS) process and the stationary m-order α-subGaussian [αSG(m)] model are adopted to model the white and the bursty impulsive noises, respectively. At first, both coherent and non-coherent detections of CPFSK signals are investigated for white SαS noises. For the coherent sequence detection, the Viterbi algorithm is used by replacing the maximum likelihood (ML) measure with the myriad measure. In non-coherent detection, a multiple symbol aided scheme is proposed, for which both the ML and myriad measures are considered. Subsequently, the detection of CPFSK signals is further addressed in αSG(m) noise. For coherent detection, based on the Markov property of αSG(m) noise, we first express the likelihood function as the sum of branch measures, and the myriad measure is also provided to replace the ML measure. The multiple symbol-aided methods are also applied to the noncoherent detection in αSG(m) noise, and the corresponding ML and myriad measure-based algorithms are given as well. For the sake of comparison, the Gaussian measure is also considered. The simulation results show that the performance of the myriad measure-based algorithms can closely approach that of the ML measure-based algorithms for both coherent and non-coherent detection, and is much better than that of the Gaussian measure-based algorithms.
I. INTRODUCTION
Classical communication signal processing tasks are mostly performed in Gaussian noise. A nice property of Gaussian noise is that it behaves similarly over time, so that the samples of received signals are corrupted to a comparable level. Nevertheless, in many communications scenarios, some of the received signal samples are much more severely corrupted than others, which means that there exist outliers in noise samples with non-negligible probability. Examples are atmospheric noise in low-frequency communications, ambient noise in shallow underwater channels and impulsive noise in powerline communications, etc. [1] - [4] . This kind of noise
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is referred to as impulsive noise, and commonly modeled by a heavy-tailed distribution. As a typical heavy-tailed distribution, symmetric α-stable (SαS) distribution has received considerable attention from the research community [1] - [8] .
The white SαS process is widely adopted to model the impulsive noise, for which the noise samples follow independent and identically distributed (i.i.d.) SαS distribution [5] - [7] . However, in some practical scenarios, the dependency between samples of SαS noise cannot be ignored, and the white process model fails to model the observed noise [8] - [12] . As Markov chain has been commonly used to model the noise process with memory, it is also used to model the bursty impulsive noise [13] - [15] . A twostate Markov chain using Gaussian-Bernoulli-Gaussian model is introduced in [14] to characterize the dependence between the samples of impulsive noise. Based on the weighted sum expression of the probability density function (PDF) of Middleton class-A model, a multiple-state Markov chain is provided in [15] . In this paper, based on recent works [11] , [12] , we adopt the stationary m-order α-sub-Gaussian (αSG(m)) distribution to model the bursty impulsive noise. αSG(m) distribution is a m-order Markov process, for which each sample of the noise follows SαS distribution [11] . In white SαS and αSG(m) noise, communication signal processing techniques, such as signal detection, channel coding and adaptive filtering techniques, etc., have been investigated [16] - [18] . In this paper, we focus on the detection of continuous phase frequency shift keying (CPFSK) signals in white SαS and αSG(m) noises.
As a typical scenario, SαS noise is dominant for very low frequency and low frequency (VLF/LF) communication system [1] . Because it has constant envelope and high spectrum efficiency, minimum shift keying (MSK) modulation has been widely used in VLF/LF communication system [1] . The detection algorithm of MSK signal in white SαS noise has been investigated in our previous work [19] . Comparing with MSK, CPFSK is a M -ary system and has more degree of freedom in terms of modulation index, and it can be used in VLF/LF communication systems to further improve the data rate and spectrum efficiency by larger M .
A. PRIOR WORKS
Since SαS distribution has no closed-form PDF in general, the corresponding optimal maximum likelihood (ML) detection algorithm has high computational cost and is hard to implement [4] . To avoid the difficulty of ML measure based detection algorithm, some suboptimal closed-form measures, including the mixture Gaussian, p-norm, Cauchy, myriad and geometric mean measures [5] , [20] - [23] , etc., are proposed. Among these proposals, Cauchy and geometric mean measures can be considered as the simplification of myriad measure, and geometric mean measure based detection algorithm can generally achieve near-optimal performance in white SαS and αSG(m) noises [5] , [22] , [23] . The myriad measure is derived from the location parameter estimation of SαS distributed vector. Meanwhile, the underlying distribution models of mixture Gaussian and p-norm measures are mixture and generalized Gaussian distributions [20] , [21] . Hence, comparing with mixture Gaussian measure and p-norm measure, myriad measure is more suitable for SαS noise. Based on these closed-form measures, some detection algorithms for memoryless and linear modulation signals, e.g. QPSK, have been proposed [12] .
To the best of our knowledge, there are few literatures addressing the detection of CPFSK signals in white SαS and αSG(m) noises. [24] investigates the local optimal (LO) coherent detection of CPFSK signals in white impulsive noise, for which a nonlinearity is applied before a correlation detector. However, the performance of the resulting detector is limited because of its LO property. Meanwhile, there are no literatures considering the aforementioned closed-form measures, i.e., myriad measure, when detecting the CPFSK signals.
B. CONTRIBUTIONS
In this paper, we investigate the coherent and non-coherent detection of CPFSK signals in both white SαS noise and αSG(m) noise. Our contributions and novelties are listed as follows.
• For coherent CPFSK signal detection in white SαS noise, we propose a message sequence detection algorithm by employing Viterbi algorithm. In the Viterbi detection, ML branch measure is provided. Unfortunately, this measure is prohibitively complicated for real-time implementation as it has to be calculated numerically. The aforementioned myriad measure is then used to calculate the branch measure. For the sake of comparison, the branch measure commonly used in Gaussian noise is also presented.
• For non-coherent CPFSK signal detection in white SαS noise, a multiple symbol aided detection algorithm is designed. ML, myriad and Gaussian measures are employed to calculate the likelihood function of detecting desired symbol.
• The coherent CPFSK detection algorithm for αSG(m) noise is further proposed. According to the memory property of αSG(m) process and the chain rule, the likelihood function of detecting the message sequence is also expressed as the sum of branch measures, and a Viterbi algorithm based detection scheme is given. The myriad measure is also employed to replace the ML measure of calculating the branch measures in Viterbi algorithm. Meanwhile, the Gaussian branch measure is presented as well.
• The non-coherent CPFSK detection algorithm for αSG(m) noise is finally proposed by adopting the multiple symbol aided method. The ML, myriad and Gaussian measures based algorithms are proposed to compute the likelihood function. Extensive numerical simulations are performed to evaluate the symbol error rate (SER) performance of the proposed detection algorithms. Two different CPFSK signals are considered in both extreme and moderate impulsive noise scenarios. By comparing ML, myriad and Gaussian measures based detection algorithms, it turns out that the myriad measure can obtain near-optimal performance, while the Gaussian measure performs poor for both coherent and non-coherent detections.
The remainder of this paper is organized as follows. The received signal and noise models are described in Section II. The coherent and non-coherent detection algorithms of CPFSK signals are given under white SαS noise in Section III and Section IV, respectively. In Section V, the coherent and non-coherent detections of the CPFSK signal are derived under αSG(m) noise. Numerical simulations and corresponding discussions are provided in Section VI. The conclusion of this paper is finally drawn in VII. 
II. SIGNAL AND NOISE MODELS
Assume that d
T is the transmitted information sequence. For M -ary CPFSK system, we have d l ∈ = {±1, ±3, · · · , ± (M − 1)}. The received CPFSK signal samples carrying the information sequence d L 1 can be expressed as [25] 
where
is the information carrying phase, T and T s are the sampling interval and symbol period, respectively. The phase response q (nT ) is equal to nT (2T s ) for 0 ≤ nT < T s and 1/2 for nT ≥ T s . h and ϕ 0 are the modulation index and initial phase of CPFSK signals, respectively. Meanwhile, P s and ρ ch are the transmitted power and the amplitude of channel fading, respectively. In our considered communication scenarios, e.g., the VLF/LF communications system, the channel fading is considered to be flat and slowly varying [26] . CPFSK signals have multiple possible phase states at the beginning of a symbol. The phase of CPFSK signals will transmit from one phase state to another over every symbol interval, so that a phase trajectory is produced. φ n d L 1 represents the phase trajectories corresponding to the information sequence d L 1 . The entire set of phase trajectories constitutes a phase trellis. We can detect the transmitted information sequence by searching the most probable phase trajectories from the phase trellis.
An α-stable distribution can be denoted as S(α, β, γ , µ) [4] . The parameter α ∈ [0, 2) is referred to as the characteristic exponent. With the decrease of α, the tail of α-stable distribution's PDF will become heavier, i.e., the noise will be more impulsive. β denotes the skew parameter. In the case of β = 0, the PDF of α-stable distribution is symmetric around the location parameter µ. When β = 0 and µ = 0, we can get a SαS distribution which is commonly used to model the background impulsive noise in communications. Additionally, the notation γ represents the scale parameter, which determines the spread of the PDF around the symmetry center and can be also viewed as a power measure of the SαS noise. In the received signal presented in Eq. (1), the variable v n is the sample of background impulsive noise and it is assumed to follow SαS distribution S(α, 0, γ , 0). When α is equal to 1 or 2, SαS distribution becomes the well-known Cauchy or Gaussian distribution. Note that the SαS distribution has analytical characteristic function (CF), but except Cauchy and Gaussian cases, there are no closed-form PDF.
Both i.i.d. and correlated noise samples are taken into account in this paper. Similar to the definition of traditional white Gaussian noise, SαS noise with i.i.d. samples is commonly termed as white SαS noise. In white SαS noise, the received noise samples
. When the dependence between noise samples is taken into account, the m-order stationary α-sub-Gaussian (αSG(m)) distribution is employed [11] . In this model, every sample of noise still follows SαS distribution but the dependency between adjacent samples of noise follows an elliptical distribution. In αSG(m) noise,
where A n is the underlying α-stable random variable with distribution S α 2, 1, 2cos 2 / α π α 4 , 0 and [g n−m ,
T is the underlying (m + 1)-dimensional Gaussian random vector with zero mean vector and covariance matrix R. Note that due to the stationary property, A n and R are independent of n. The underlying covariance matrix R is a symmetric Toeplitz matrix. The diagonal elements of R are set to be γ 2 to make v n ∼ S(α, 0, γ , 0). An useful property of the αSG(m) noise is that
with underlying characteristic exponent α and covariance matrix R m , where R m is the m -order leading principal submatrix of R. Finally, it is noteworthy that αSG(m) noise is a stationary Markov process with order m, meaning that the noise state at sampling instant nT depends only on the states corresponding to previous m sampling instants.
III. COHERENT DETECTION IN WHITE SαS NOISE
In this section, we present the coherent and non-coherent CPFSK signal detection methods in white SαS noise. 
where N s is the number of samples per symbol. 
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By grouping the samples per symbol, we can have
The function M d l is commonly termed as the branch measure of the log likelihood function. Consequently, the ML detection of d L 1 is to search the most likely phase trajectory φ n d L 1 to maximize the sum of L branch measures. The Viterbi algorithm can be used to perform this search task [25] . In the branch measure, the PDF of SαS distribution can be calculated based on its CF by numerical integral,
where exp(−γ α w α ) is the CF of SαS distribution [4] . Finally, the ML measure based coherent detection algorithm is given. Obviously, it is complicated and difficult for real-time implementation due to the numerical integral.
2) MYRIAD MEASURE BASED DETECTION
In order to avoid the drawback of ML detection, the PDF is approximated with a closed-form expression. The myriad measure is employed to replace the ML measure [22] , [23] .
Assume that X is a SαS random variable with characteristic exponent α and scale parameter γ . In the case of Cauchy distribution (i.e., α = 1), the PDF is given as
where C is a constant with respect to γ . The myriad measure is got by introducing a linearity parameter in the Cauchy PDF, i.e.,
where K is tunable to make the myriad measure well suit to SαS distribution with different α, which can be determined empirically as K = √ α/(2 − α) [22] . By substituting the myriad measure into the branch measure M d l in the Viterbi algorithm, a novel and easy-to-implement coherent detection is proposed.
3) GAUSSION BRANCH MEASURE
For the sake of comparison, the Gaussian branch measure is also given as follows,
The Gaussian branch measure is commonly used for the Viterbi detection of CPFSK signal in Gaussian noise.
B. NON-COHERENT DETECTION 1) ML DETECTION
In the above mentioned coherent detection, we perform optimal message sequence detection based on the Viterbi algorithm. For the non-coherent detection, we aim to optimize the detection of single message symbol. By exploiting the phase memory property of CPFSK modulation, a multiple symbols aided detection algorithm is proposed by jointly utilizing multiple received symbols to minimize the detection error of the desired symbol [28] .
Let d l be the desired symbol, and
For the given aided vector and the initial phase ϕ, the conditional likelihood function of detecting d l can be given by
where ϕ is unknown and follows uniform distribution in
are the lower and upper limits of the sampling index, respectively. By averaging the conditional likelihood function over ϕ and d l , the final likelihood function is given as
As the above integral with respect to ϕ is hard to tackle, we resort to small signal approximation to simplify the likelihood function. The Taylor series expansion of the joint PDF f r
Based on the small signal approximation, we truncate the series expansion to its the third order term. Then, the approximated likelihood function can be given by,
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and
Note that we have
and by omitting the irrelevant terms to the detection of d l , the likelihood function can finally be defined as
Based on the PDF of SαS distribution given in Eq. (6), we have
Then, the local optimal non-coherent detection of CPFSK signals is given in a sense of maximum likelihood.
2) MYRIAD MEASURE BASED DETECTION
Similarly, the ML non-coherent detection is also too complicated to implement due to the numerical integrals in calculating the PDF of SαS distribution. Therefore, the closed-form myriad measure is adopted once again to replace the ML measure. Based on the expression of myriad measure Eq. (8), it can be defined that
Substitute Eq. (20) into Eq. (18) yields the likelihood function in the sense of myriad measure as
3) GAUSSIAN MEASURE BASED DETECTION
Additionally, the Gaussian measure based non-coherent detection can also be given by substituting the PDF of Gaussian distribution for the PDF of SαS distribution in Eq. (18).
IV. CPFSK DETECTION IN αSG (m) NOISE
In this section, we investigate the detection of CPFSK signals when the noise samples are correlated. By using αSG (m) distribution to model the correlated impulsive noise, we propose both coherent and non-coherent detection methods.
A. COHERENT DETECTION
When the background noise is assumed to follow αSG (m) distribution, each sample of the αSG (m) process is still an SαS distributed random variable, and adjacent noise samples are correlated. Due to the correlation among noise samples, the above proposed detection algorithms for white SαS noise cannot be applied any more. We derive the novel coherent detection scheme of CPFSK signals from the perspective of optimal sequence detection.
1) MAXIMUM LIKELIHOOD SEQUENCE DETECTION
The maximum likelihood sequence detection (MLSD) of the transmitted sequence d
Based on the chain rule of random process, the likelihood function can be rewritten as follows,
By dividing the LN s terms into L groups, we have
It is noticed that as αSG (m) is a stationary Markov process with order m, the state at instant nT only depends on the states of the previous m instants [11] . Therefore, Eq. (24) can be further simplified as follows,
The corresponding logarithmic form is as follows,
Obviously, under the αSG (m) noise model, we can still search the most likely phase trajectory that maximizes the VOLUME 7, 2019 sum of L branch measures to get the sequence detection of d L 1 , and finally obtain a Viterbi algorithm based detection scheme [27] . In the l-th symbol interval, the branch measure is
For a state in the phase trellis, the phase trajectory that most likely ends at this state is recorded in the Viterbi algorithm. Therefore, to calculate M l , the samples of trial signals with index (l − 1) N s + 1 − m ≤ n ≤ (l − 1) N s can be determined by the initial phase state of the l-th symbol interval, i.e., φ l . As a result, the l-th branch measure can be denoted by M (φ l , d l ) . By using the chain rule and the property of m-order Markov process, the l-th branch measure can be computed as follows,
The branch measure corresponding to the first symbol interval is
The joint PDF of the N -dimensional αSG (m) distribution (with N ≤ m + 1) can be computed by multiple numerical integrals,
is the joint CF of the N -dimensional αSG (m) distribution, and the multiple integrals [29] . By substituting Eq. (32) into Eq. (30), the ML branch measure can then be obtained.
2) MYRIAD MEASURE
Due to the computational burden of numerical integrals, the above proposed ML branch measure based detection method is not easy-to-implement. Hence, we further employ the myriad branch measure to replace the ML branch measure.
Assume that [X 1 , · · · , X N ] T follows N -dimensional αSG(m) distribution with N ≤ m + 1 and underlying covariance matrix R. When α = 1, [X 1 , · · · , X N ] T follows multivariate Cauchy distribution with PDF [29] ,
where C is a constant determined by m and R. It is similar to the derivation of the aforementioned one-dimensional myriad measure presented in Eq. (7) and (8), that the N -dimensional myriad measure can be given by [12] f x
where the linearity parameter can still be determined by
. By substituting the myriad measure into Eq. (30), the multi-dimensional myriad branch measure is thus obtained.
3) GAUSSIAN BRANCH MEASURE
A N -dimensional Gaussian random vector x N 1 with covariance matrix R N and zero mean vector has the following joint-PDF,
For comparison, we can substitute Eq. (35) into Eq. (30) to get the multi-dimensional Gaussian branch measure.
B. NON-COHERENT DETECTION
For the non-coherent detection under αSG (m) noise, the multiple symbol aided detection method employed for white SαS noise is adopted once again. In multiple symbol aided detection, assume d l to be the detected message symbol, and
T to be chosen as the aided vector. Based on Eq. (13), the likelihood function of detecting d l in the sense of local optimization can be rewritten as follows,
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Based on the fact that the αSG (m) noise is a stationary m-order Markov process and by further using the chain rule, we have
The logarithmic form is
and then get
In the sequel, we give the expressions of Eq. (41) and (42) by employing the above mentioned ML and myriad measures.
The joint PDF of N -dimensional αSG(m) distribution (with N ≤ m+1), i.e., f x N 1 , has been put in the form of numerical integrals in Eq. (32). Let us define the indexes 1 ≤ i, j ≤ N , then it can be yielded that
By substituting (43) and (44) into Eq. (41) and (42), the desired expressions are obtained. Then the ML measure based non-coherent detection algorithm is given via further using Eq. (38).
The myriad measure can also be adopted in the noncoherent detection to tackle the numerical integral problem in ML measure based approach. For the N -dimensional αSG(m) distribution (with N ≤ m + 1), the N -dimensional myriad measure has been given in Eq. (34). Consequently, for 1 ≤ i, j ≤ N , we have
and By employing the multi-dimensional normal distribution PDF presented in Eq. (35), the second derivatives ∂ 2 f x N 1 ∂x p ∂x q can be given by,
Let us substitute Eq. (49) into Eq. (36) and omit irrelevant terms for detecting d l , the Gaussian measure based noncoherent detection is got.
V. SIMULATION RESULTS
In numerical simulations, SER performances of proposed coherent and non-coherent CPFSK detection algorithms are evaluated in white SαS noise and αSG(m) noises. The parameters of CPFSK signals are set to be 1/f c = 4T and T s = 10/f c , and the background SαS noise v n is assumed to follow S(α, 0, γ , 0). The characteristic exponent α is set to be 0.8 and 1.8 to cover the extreme and moderate impulsive scenarios. The SER performance is presented in terms of the signal-to-noise ratio (SNR) per symbol, namely E s /N 0 . For SαS noise with α < 2, due to the inexistence of the second moment based power, the geometric power is commonly adopted,
where C g = e C e ≈ 1.78, C e is the Euler's constant. Based on the geometric power, the E s /N 0 can be given as follows,
A. SIMULATION RESULTS IN WHITE SαS NOISE
We first evaluate the SER performance of the proposed CPFSK detection algorithms in white SαS noise. We compare the proposed easy-implemented myriad measure based detection algorithms with the ML measure based algorithms which are optimal but hard to implement. The Gaussian measure commonly used for Gaussian noise is also compared with the ML and myriad measures. The simulation SER performance of CPFSK coherent detection is compared for ML, myriad and Gaussian branch measures in Fig. 1 and Fig. 2 . In the coherent detection, the Viterbi algorithm is adopted, and the background noise is modeled by white SαS distribution with characteristic exponent α. We considered two cases, including that M = 2, h = 1/2 (in Fig. 1) and M = 4, h = 1/4 (in Fig. 2 ) for CPFSK signals. As shown in these figures, we can find that the performance of the detection algorithm based on myriad branch measure can closely approach to that of the optimal ML measure based detection. In contrast, the detection algorithm based on Gaussian branch measure has the worst performance, which supports the claim that the traditional Gaussian based techniques cannot work well in impulsive noise. In addition, an interesting observation is that the detection algorithm based on ML and myriad measures exhibits different SER performance for different α, and it gets better as α decreases, for Gaussian measure based detection, however, the opposite is true. The reason lies in that the smaller α is, the more energy of SαS noise is concentrated on the outliers, so that the adverse effect of SαS noise can be suppressed more efficiently. The larger α is, the closer the distribution is to the Gaussian distribution, so that it performs better for Gaussian measure based detection. Fig. 3 and Fig. 4 draw the simulation SER performance of the proposed non-coherent detection algorithms using ML, myriad and Gaussian measures. The cases of M = 2, h = 1/2 (in Fig. 3) and M = 4, h = 1/4 (in Fig. 4 ) are taken into account once again. The simulation results indicate that the performance of myriad measure based non-coherent detection can closely approach to that of ML measure based non-coherent detection, and the traditional Gaussian measure based algorithm has poor performance. Additionally, it also shows up that better SER performance can be obtained as noise parameter α decreases for non-coherent detection with ML and myriad branch measures based algorithm.
B. SIMULATION RESULTS IN αSG(m) NOISE
The SER performance of the proposed CPFSK coherent and non-coherent detection algorithms are further examined in αSG(m) noise. In simulations, the underlying covariance matrix R of the αSG(m) noise is set to be [12] 
The simulation SERs of the detection algorithms based on ML, myriad and Gaussian measures are presented in the following figures. It can be observed that the myriad branch measure based algorithm can get the near-optimal performance while the Gaussian branch measure performs very poor. It is also shown that the proposed algorithm can achieve better performance in the αSG(m) noise with smaller α.
The comparison of the SER performance of non-coherent detection algorithms under different measures is plotted in Fig. 7 and Fig. 8 . We still consider the CPFSK signals M = 2, h = 1/2 and M = 4, h = 1/4. It can be seen that there is negligible performance discrepancy between the ML and myriad measure based non-coherent detection algorithms in αSG(m) noise, while the Gaussian measure performs poor. It is similar to the case of coherent detection that the non-coherent detection performance becomes better as α decreases for our proposed algorithms.
VI. CONCLUSION
In this paper, the coherent and non-coherent CPFSK detection schemes are investigated in both white SαS noise and αSG(m) noise. For the case of coherent detection, by employing Viterbi algorithm, the sequence detection of CPFSK signals is given. In the Viterbi detection, the ML, myriad and Gaussian branch measures are adopted. For the case of noncoherent detection, a multiple symbols aided detection is provided, which can optimize the detection of one message symbol. In the multiple symbols aided non-coherent detection, the ML, myriad and Gaussian measures are employed as well. Numerical simulations are performed to evaluate SER performance of proposed detection algorithms, and it is found that myriad measure based algorithms have near-optimal performance while Gaussian measures perform poor.
