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Abstract
We investigate the ratio ρn,L of prefix codes to all uniquely decodable codes over
an n-letter alphabet and with length distribution L. For any integers n ≥ 2 and
m ≥ 1, we construct a lower bound and an upper bound for infL ρn,L, the
infimum taken over all sequences L of length m for which the set of uniquely
decodable codes with length distribution L is non-empty. As a result, we obtain
that this infimum is always greater than zero. Moreover, for every m ≥ 1 it
tends to 1 when n → ∞, and for every n ≥ 2 it tends to 0 when m → ∞. In
the case m = 2, we also obtain the exact value for this infimum.
Keywords: uniquely decodable code, prefix code, length distribution, Kraft’s
inequality, Sardinas-Patterson algorithm
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1. Introduction and the results
In this paper, we study variable-length codes with a given length distribution
L = (a1, . . . , am) (ai ≥ 0), that is finite sequences (v1, . . . , vm) of words vi ∈
X∗ (so-called code words) over a given finite alphabet X such that for every
1 ≤ i ≤ m the length |vi| of the word vi is equal to ai. An important and the
most-studied class of variable-length codes are prefix codes. Therefore, given a
particular class of codes, it is natural to ask about the contribution of prefix
codes in this class. This contribution may be though of as the ratio to all codes
in this class. Recall that a prefix code is an injective sequence (v1, . . . , vm) of
non-empty code words vi such that no code word is a prefix (initial segment) of
another code word. It is known that every prefix code (v1, . . . , vm) is uniquely
decodable, which means that the following condition holds: if vi1vi2 . . . vit =
vj1vj2 . . . vjt′ for some t, t
′ ≥ 1, 1 ≤ is, js′ ≤ m, 1 ≤ s ≤ t, 1 ≤ s′ ≤ t′, then
t = t′ and is = js for every 1 ≤ s ≤ t. Obviously, not every uniquely decodable
code is a prefix code. For example, the code (0, 01) over the binary alphabet is
uniquely decodable, but it is not a prefix code. Also, not every injective code
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is uniquely decodable (as an example may serve the injective code (v1, v2, v3)
with the code words v1 = 0, v2 = 01, v3 = 10, which satisfy v2v1 = v1v3).
Given an integer n ≥ 2 and a finite sequence L = (a1, . . . , am) of positive
integers, let UDn(L) denote the set of all uniquely decodable codes over an
n-letter alphabet and with length distribution L, and let PRn(L) ⊆ UDn(L)
denote the subset of prefix codes. According to the Kraft-McMillan theorem
([6]), we have: UDn(L) 6= ∅ if and only if PRn(L) 6= ∅ if and only if
∑m
i=1 n
−ai ≤
1. Thus, for every n ≥ 2 and m ≥ 1 the set
Ln,m := {L : |L| = m, UDn(L) 6= ∅} = {L : |L| = m, PRn(L) 6= ∅}
is infinite. If we also denote
Ln := {L : UDn(L) 6= ∅} = {L : PRn(L) 6= ∅},
then we have Ln =
⋃
m≥1 Ln,m. In particular, the sets Ln (n ≥ 2) form an
increasing sequence: L2 ⊆ L3 ⊆ . . ..
In the present paper, we study the asymptotic behaviour of the quotients
ρn,L :=
|PRn(L)|
|UDn(L)| , n ≥ 2, L ∈ Ln.
Since every prefix code is uniquely decodable, we have 0 ≤ ρn,L ≤ 1. In [8], we
have shown that ρn,L = 1 if and only if L is constant. We derived that result
from the following estimation:
Theorem 1 ([8], Theorem 1). If L ∈ Ln is non-constant, then
|UDn(L)|
|PRn(L)| ≥ 1 +
ra · rb
|PRn((a, b))| = 1 +
ra · rb
na+b − nmax{a,b} ,
where a and b are arbitrary two different values of L and ra (resp. rb) is the
number of those elements in L which are equal to a (resp. to b).
For every n ≥ 2 and m ≥ 1, let us define the infimum
ξn,m := inf
L∈Ln,m
|PRn(L)|
|UDn(L)| = infL∈Ln,m ρn,L.
In particular ξn,1 = 1 and 0 ≤ ξn,m < 1 for all n,m ≥ 2. Since the set Ln,m
is infinite, one may ask if there exist n ≥ 2, m ≥ 1 such that ξn,m = 0. For
the first result of the present paper, we construct in Section 2 a positive lower
bound for the quotients ρn,L, which negatively answers this question. Namely,
if we define
ςn,m :=
n− (m)n−1
n⌊ mn−1⌋+1
, (1)
where (m)n−1 is the remainder from the division of m by n− 1, then we obtain
the following result:
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Theorem 2. Let n ≥ 2, m ≥ 1 and L ∈ Ln,m. Then the quotient ρn,L =
|PRn(L)|/|UDn(L)| is not smaller than qn,m · ςm−1n,m , where
qn,m :=
{
1, n ≥ m,
(m−1)!
(m−1)m−1 , n < m.
Moreover, if the sequence L is injective (i.e. all values in L are distinct), then
ρn,L is not smaller than the product
̟n,m :=
(
1− 1− n
−1
n− 1
)(
1− 1− n
−2
n− 1
)
. . .
(
1− 1− n
−m+1
n− 1
)
. (2)
As a direct consequence of the above theorem, we obtain:
Corollary 1. For all n ≥ 2 and m ≥ 1 the infimum ξn,m = infL∈Ln,m ρn,L is
not smaller than qn,m·ςm−1n,m . Moreover, for everym ≥ 1, we have limn→∞ ξn,m =
1.
To derive Theorem 2, we consider the set In(L) of all injective codes over an
n-letter alphabet and with length distribution L. Since UDn(L) ⊆ In(L), the
following inequality holds: ρn,L ≥ |PRn(L)|/|In(L)|. For the required bound,
we apply the general formulae for the cardinalities of the sets PRn(L) and In(L)
to estimate the quotient on the right-hand side of the above inequality. As for the
formula for |PRn(L)|, we derived it in [8] by using a well-known combinatorial
construction (a so-called Kraft’s construction) of an arbitrary prefix code from
PRn(L). Namely, if L˜ = (ν1, . . . , νt) is the sequence of the values of L ordered
from the smallest to the largest (i.e. ν1 < ν2 < . . . < νt) and if ri (1 ≤ i ≤ t) is
the number of those elements in L which are equal to νi, then we obtained (see
Section 2 in [8]):
|PRn(L)| =
t∏
i=1
(
Ni
ri
)
ri!, (3)
where N1 := n
ν1 and Ni+1 := n
νi+1−νi(Ni − ri) for 1 ≤ i < t.
For the second result of the present paper, we consider the numbers ηn,m
(n ≥ 2, m ≥ 1) defined as follows:
ηn,m := 1 +
m−1∑
i=1
(
m− 1
i
)
1
ni − 1 .
In particular, the following obvious inequality holds:
ηn,m ≥ 1 +
m−1∑
i=1
(
m− 1
i
)
1
ni
=
(
1 +
1
n
)m−1
.
In Section 3, we use these numbers to find the following upper bound for the
infimum ξn,m.
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Theorem 3. For all n ≥ 2 and m ≥ 1, we have ξn,m ≤ 1/ηn,m. In particular
limm→∞ ξn,m = 0 for every n ≥ 2.
To prove Theorem 3, we study length distributions of the form (1, a, . . . , a)
for a ≥ 2. We show that if a sequence L = (1, a, . . . , a) belongs to Ln,m, then
the quotient ρn,L = |PRn(L)|/|UDn(L)| does not exceed the inverse of the sum
1 +
m−1∑
i=1
a−1∑
k=1
(
na−k−na−k−1
i
) · (na−na−1−inkm−i−1 )(
na−na−1
m−1
) ,
and further, that the above sum converges to ηn,m as a→∞.
In Section 3, we also consider sequences of the form L = (a, a, . . . , a, b),
where a and b satisfy the divisibility a | b. In the paper [8] (see Section 3.2, [8]),
we derived for every such a sequence L the exact formula for both |PRn(L)| and
|UDn(L)|. In the present paper, we use these formulae to find another upper
bound for the infimum ξn,m. Namely, we prove the following result.
Theorem 4. For all n ≥ 2 and m ≥ 1, we have ξn,m ≤ 1− (m− 1)/n⌈lognm⌉.
The bound from Theorem 4 can be used, for example, to find the limit of
the sequence (ξn,n)n≥2. Indeed, directly by Theorem 4, we obtain ξn,n ≤ 1/n
for every n ≥ 2, which implies the following
Corollary 2. The sequence (ξn,n)n≥2 is convergent to 0.
Note that the above convergence cannot be derived from Theorem 3, as the
bound from that theorem provides the estimation ξn,n ≤ (n/(n+1))n−1, where
the right side converges to 1/e ≃ 0.37. Obviously, the bound from Theorem 3
works considerably better when m is much larger than n.
The upper bound from Theorem 4 can be also used together with the lower
bound from Theorem 2 to show that, in general, the subset L∗n,m ⊆ Ln,m of all
injective sequences cannot realize the infimum ξn,m. Namely, if we denote
ξ∗n,m = inf
L∈L∗n,m
|PRn(L)|
|UDn(L)| ,
then we obtain the following
Corollary 3. If n ≥ m ≥ 3, then ξ∗n,m > ξn,m.
Proof (of Corollary 3). By Theorem 2, we have ξ∗n,m ≥ ̟n,m for all n ≥ 2
and m ≥ 1; by Theorem 4, we have ξn,m ≤ 1 − (m − 1)/n for all n ≥ m ≥ 1.
Thus it is enough to show the inequality
̟n,m > 1− m− 1
n
(4)
for all n ≥ 2, m ≥ 3. We use induction on m. The case m = 3 can be easily
verified. Suppose inductively that (4) holds for some n ≥ 2 and m ≥ 3. Then
we have
̟n,m+1 = ̟n,m ·
(
1− n
−m
n− 1
)
>
(
1− m− 1
n
)(
1− n
−m
n− 1
)
.
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Thus it is enough to show the inequality(
1− m− 1
n
)(
1− n
−m
n− 1
)
> 1− m
n
for all n ≥ 2 and m ≥ 3. But a simple calculation shows the last inequality
equivalent to nm(n− 1) > n− (m− 1), which obviously is true. 
In Section 4, we study the case of sequences L of length two. In particular,
for any integers a, b ≥ 1, one can obtain by the formula (3) that if L = (a, b),
then the equality holds (see also Example 2 in [8]):
|PRn(L)| = |PRn((a, b))| = na+b − nmax(a,b). (5)
In the case |L| = 2, there is also a nice characterization of the set UDn(L). It
was provided for the first time in [2], and here, we use it to derive the following
formula.
Theorem 5. For any integers a, b ≥ 1, we have
|UDn((a, b))| = na+b − ngcd(a,b). (6)
As a consequence of the formulae (5)–(6), we obtain the exact value for
the infimum ξn,2 (Corollary 5 in Section 4). We realize this by studying the
quotients ρn,(a,1) when a → ∞. As a result, we see in Corollary 3 that the
number 3 cannot be replaced by 2, which means that ξ∗n,2 = ξn,2 for every
n ≥ 2.
If |L| ≥ 3, then, in general, there does not exist a satisfying description of
the codes from the set UDn(L), and we do not have any formula for |UDn(L)|
(for the partial characterization of uniquely decodable codes of length three
see [3, 5, 4]). In particular, for every n ≥ 2 and m ≥ 3 the question about the
exact value of ξn,m is open, and we have only the bounds from Theorems 2-4. It
is worth to note that in the case of sequences of length two these bounds result in
estimations quite near to the exact value, as they give: 1−2/n < ξn,2 ≤ 1−1/n
for every n ≥ 2. On the other hand, in the case of the binary alphabet, the
bounds give for every m ≥ 1:
(m− 1)!
(m− 1)m−1 · 2m(m−1) ≤ ξ2,m ≤
(
2
3
)m−1
.
2. The lower bound for ξn,m – the proof of Theorem 2
For every integer n ≥ 2 and every finite sequence L = (a1, a2, . . . , as) of
naturals, we will refer to the sum
σn(L) :=
s∑
i=1
1
nai
as the Kraft’s sum of the sequence L.
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Proposition 1. Let m ≥ 1 and n ≥ 2 be natural numbers and L be a sequence
of naturals with the length |L| ≤ m and such that σn(L) < 1. Then σn(L) ≤
1− ςn,m, where ςn,m is defined as in (1).
Proof. Since σn(L) < 1, the number of 1’s in L cannot be greater than n− 1.
Next, if there is a number ν > 1 which repeats in L at least n times, then we
can apply the following operation to some n elements of L which are equal to
ν: replace one of them with ν − 1 and delete the remaining n − 1 elements.
The arising sequence (denote it by L(1)) has the length |L| − n + 1, and it
is not difficult to see that this sequence has the same Kraft’s sum as L, that
is σn(L
(1)) = σn(L). If the sequence L
(1) also contains a number repeating
at least n times, then the analogous operation applied to this sequence gives
a shorter sequence with the same Kraft’s sum as L. Hence, repeating this
reasoning finitely many times, we obtain a sequence L(k) (k ≥ 0) of naturals
such that |L(k)| ≤ |L|, every element in L(k) repeats at most n − 1 times and
σn(L
(k)) = σn(L). Let L
′(k) be a sequence of length m which arises from L(k) by
adding m − |L(k)| pairwise distinct natural numbers greater than the maximal
element in L(k). Let
L′ = (a1, . . . , am)
be a nondecreasing sequence obtained from the sequence L′(k) by permuting its
elements. In particular, every element in L′ repeats at most n− 1 times and
σn(L) = σn(L
(k)) ≤ σn(L′(k)) = σn(L′).
Let us denote
q :=
⌊
m
n− 1
⌋
,
and, suppose that there exist i0 ∈ {0, 1, . . . , q} and i0n − i0 < j0 ≤ m such
that aj0 ≤ i0. Then, since the subsequence (a1, . . . , aj0) is nondecreasing, every
element in this subsequence belongs to the set {1, . . . , i0}. But j0/i0 > n − 1,
and hence, there must be ν ∈ {1, . . . , i0} which repeats at least n times in this
subsequence. This contradicts with the fact that every element in L′ repeats at
most n− 1 times. Consequently, for all i ∈ {0, 1, . . . , q} and in− i < j ≤ m the
following inequality holds: aj ≥ i + 1. In particular, the Kraft’s sum of L′ is
not greater than the Kraft’s sum of the sequence
L0 := (1, . . . , 1︸ ︷︷ ︸
n−1
, 2, . . . , 2︸ ︷︷ ︸
n−1
, . . . , q, . . . , q︸ ︷︷ ︸
n−1
, q + 1, . . . , q + 1︸ ︷︷ ︸
(m)n−1
).
But, for the Kraft’s sum of the sequence L0, we have:
σn(L0) = (n− 1)
q∑
i=1
1
ni
+
(m)n−1
nq+1
=
nq − 1
nq
+
(m)n−1
nq+1
= 1− ςn,m.
Consequently σn(L) ≤ σn(L′) ≤ σn(L0) = 1− ςn,m. 
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Corollary 4. Let m ≥ 1, n ≥ 2 be natural numbers, and let (r1, . . . , rt) and
(ν1, . . . , νt) be sequences of naturals such that
∑t
j=1 rj = m and νj 6= νj′ for
j 6= j′. If for some 1 ≤ i ≤ t the sum ∑ij=1 rj/nνj is smaller than 1, then this
sum is not greater than 1− ςn,m.
Proof. For every 1 ≤ i ≤ t the sum ∑ij=1 rj/nνj is the Kraft’s sum of a
sequence Li such that the set {ν1, . . . , νi} is the set of values of Li and rj
(1 ≤ j ≤ i) is the number of occurrences of the element νj . In particular
|Li| =
∑i
j=1 rj ≤ m. The claim now follows from Proposition 1. 
We are ready now to prove our first main result.
Theorem 2. Let n ≥ 2, m ≥ 1 and L ∈ Ln,m. Then the quotient ρn,L =
|PRn(L)|/|UDn(L)| is not smaller than qn,m · ςm−1n,m , where
qn,m :=
{
1, n ≥ m,
(m−1)!
(m−1)m−1 , n < m.
Moreover, if the sequence L is injective (i.e. all values in L are distinct), then
ρn,L is not smaller than the product ̟n,m defined as in (2).
Proof (of Theorem 2). Let L˜ := (ν1, . . . , νt) be the sequence of the values
of L ordered from the smallest to the largest (i.e. ν1 < ν2 < . . . < νt) and let rj
(1 ≤ j ≤ t) denote the number of those elements in L which are equal to νj . In
particular, we have
∑t
j=1 rj = m. If t = 1, then the claim is obvious, as then
we have ρn,L = 1. So, let us assume that t > 1. As we have already observed
in the introduction, the following equality holds (see also [8]):
|PRn(L)| =
t∏
i=1
(
Ni
ri
)
ri!,
where N1 = n
ν1 and
Ni = n
νi−νi−1(Ni−1 − ri−1) = nνi
1− i−1∑
j=1
rj
nνj

for every 1 < i ≤ t. Let In(L) be the set of all injective codes over an n-letter
alphabet and with length distribution L. Then we have
|In(L)| =
t∏
i=1
(
nνi
ri
)
ri!.
Since UDn(L) ⊆ In(L), we have
ρn,L =
|PRn(L)|
|UDn(L)| ≥
|PRn(L)|
|In(L)| =
t∏
i=1
Qi,
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where
Qi :=
(
Ni
ri
)(
nνi
ri
) = ri−1∏
s=0
Ni − s
nνi − s , 1 ≤ i ≤ t.
For every 1 ≤ i ≤ t, we have 1 ≤ ri ≤ Ni ≤ nνi , and hence, for every s ∈
{0, 1, . . . , ri − 1}, we obtain:
Ni − s
nνi − s ≥
Ni − ri
nνi
= 1−
i∑
j=1
rj
nνj
.
If i < t, then Ni > ri, and, by Corollary 4, we have (Ni − s)/(nνi − s) ≥ ςn,m
for every s ∈ {0, 1, . . . , ri − 1}. Consequently Qi ≥ ςrin,m for every 1 ≤ i < t. If
n ≥ m, then the inequality Qi ≥ ςrin,m holds also for i = t, as in the case n ≥ m
we have: Nt ≥ n ≥ m > rt. Thus, if n ≥ m, then we obtain
ρn,L ≥
t∏
i=1
Qi =
t∏
i=2
Qi ≥ ςr2+...+rtn,m = ςm−r1n,m ≥ ςm−1n,m = qn,m · ςm−1n,m .
If n < m and Nt > rt, then by using the same arguments as above, we obtain:
ρn,L ≥ ςm−1n,m > qn,m · ςm−1n,m . Finally, if n < m and Nt = rt, then we have:
rt
nνt
= 1−
t−1∑
j=1
rj
nνj
≥ ςn,m,
where the last inequality directly follows from Corollary 4. Consequently, we
obtain in this case:
Qt =
rt!∏rt−1
s=0 (n
νt − s) ≥
rt!
(nνt)rt
≥ rt!
rrtt
· ςrtn,m ≥
(m− 1)!
(m− 1)m−1 · ς
rt
n,m = qn,m · ςrtn,m,
and hence
ρn,L ≥
∏
2≤i≤t
Qi ≥ qn,m · ςm−r1n,m ≥ qn,m · ςm−1n,m .
If L is injective, then ri = 1 for every 1 ≤ i ≤ t, which implies t = m, and
hence
Qi =
Ni
nνi
= 1−
i−1∑
j=1
1
nνj
≥ 1−
i−1∑
j=1
1
nj
= 1− 1− n
−i+1
n− 1 .
The claim now follows from the inequality ρn,L ≥
∏
2≤i≤mQi. 
3. The upper bounds for ξn,m – the proofs of Theorems 3, 4
To prove Theorem 3, we start with the following lemma.
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Lemma 1. For any positive integers n ≥ 2 and r ≥ 1 the following equality
holds:
lim
a→∞
r∑
i=1
a−1∑
k=1
(
na−k−na−k−1
i
) · (na−na−1−nkir−i )(
na−na−1
r
) = ηn,r+1 − 1.
Proof (of lemma 1). By the definition of ηn,r+1, it is enough to show the
equality
lim
a→∞
a−1∑
k=1
Q(a, k, i) =
(
r
i
)
1
ni − 1 ,
where we define the numbers Q(a, k, i) for any a ≥ 1 and any i ∈ {1, . . . , r},
k ∈ {1, . . . , a− 1} such that na − na−1 ≥ r in the following way:
Q(a, k, i) :=
(
na−k−na−k−1
i
) · (na−na−1−nkir−i )(
na−na−1
r
) .
Then we have
Q(a, k, i) =
(
r
i
)
·
i−1∏
j=0
Q1,j(a, k, i) ·
r−i−1∏
j=0
Q2,j(a, k, i),
where
Q1,j(a, k, i) :=
na−k − na−k−1 − j
na − na−1 − j , 0 ≤ j ≤ i− 1,
Q2,j(a, k, i) :=
na − na−1 − nki− j
na − na−1 − i− j , 0 ≤ j ≤ r − i− 1.
Let us denote
γ(a, i) := logn(n
a − na−1 − r + i)− logn i.
If γ(a, i) < k ≤ a− 1, then Q(a, k, i) = 0, and hence
a−1∑
k=1
Q(a, k, i) =
δ(a,i)∑
k=1
Q(a, k, i),
where δ(a, i) := min(a − 1, ⌊γ(a, i)⌋). If 1 ≤ k ≤ γ(a, i), then we have: 0 <
Q1,j(a, k, i) ≤ 1/nk for every 0 ≤ j ≤ i − 1, and 0 < Q2,j(a, k, i) ≤ 1 for every
0 ≤ j ≤ r − i− 1. Since lim
a→∞
δ(a, i) = ∞, we obtain:
lim
a→∞
a−1∑
k=1
Q(a, k, i) ≤ lim
a→∞
(
r
i
) δ(a,i)∑
k=1
1
nki
≤
(
r
i
) ∞∑
k=1
1
nki
=
(
r
i
)
1
ni − 1 . (7)
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Let us denote β(a) := a − 2 − logn r. In particular, we have β(a) ≤ δ(a, i)
for every 1 ≤ i ≤ r. If 1 ≤ k ≤ β(a), then for every 0 ≤ j ≤ i− 1, we have:
Q1,j(a, k, i) >
na−k − na−k−1 − i
na − na−1 − i ≥
na−k − na−k−1 − i
na − na−1 =
=
1
nk
− i
na − na−1 ≥
1
nk
− i
na−1
=
1
nk
(
1− i
na−k−1
)
≥
≥ 1
nk
(
1− r
na−k−1
)
> 0.
For every 0 ≤ j ≤ r − i− 1, we also have:
Q2,j(a, k, i) >
na − na−1 − nki− (r − i)
na − na−1 − i− (r − i) ≥
na − na−1 − nki− r + i
na − na−1 =
= 1− n
ki+ r − i
na − na−1 ≥ 1−
nki+ r − i
na−1
≥ 1− r
na−k−1
> 0.
Thus, if 1 ≤ k ≤ β(a), then
Q(a, k, i) ≥
(
r
i
)
· 1
nki
(
1− r
na−k−1
)r
.
Let us denote α(a) := ⌊β(a)/2⌋. Then na−k−1 ≥ na/2 for every 1 ≤ k ≤ α(a).
Consequently
a−1∑
k=1
Q(a, k, i) ≥
(
r
i
) ⌊β(a)⌋∑
k=1
1
nki
(
1− r
na−k−1
)r
≥
(
r
i
)(
1− r
na/2
)r α(a)∑
k=1
1
nki
.
Since lim
a→∞
α(a) =∞, we obtain:
lim
a→∞
a−1∑
k=1
Q(a, k, i) ≥ lim
a→∞
(
r
i
)(
1− r
na/2
)r α(a)∑
k=1
1
nki
=
(
r
i
)
1
ni − 1 . (8)
The claim now follows from (7)–(8). 
We are ready now to prove our second main result.
Theorem 3. For all n ≥ 2 and m ≥ 1, we have ξn,m ≤ 1/ηn,m. In particular
limm→∞ ξn,m = 0 for every n ≥ 2.
Proof (of Theorem 3). The claim is obvious in the case m = 1. So, let us
assume that m ≥ 2 and let us denote r := m− 1. Let X be an n-letter alphabet
and let a ≥ 2 be an arbitrary positive integer which satisfies na − na−1 ≥ r.
Then the sequence L := (1, a, . . . , a) of length m belongs to the set Ln,m. By
Lemma 1, it is enough to show the inequality
ρn,L ≤
(
1 +
r∑
i=1
a−1∑
k=1
(
na−k−na−k−1
i
) · (na−na−1−inkr−i )(
na−na−1
r
) )−1 . (9)
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To show (9), we consider the set Kx,k,i (x ∈ X , 1 ≤ i ≤ r, 1 ≤ k ≤ a− 1) of
all codes of length m over the alphabet X such that the letter x is a one-letter
code word placed in the first position and the remaining r = m− 1 code words
form the set:
{xkw1, . . . , xkwi} ∪ {v1, . . . , vr−i},
where ws (1 ≤ s ≤ i) and vt (1 ≤ t ≤ r−i) are pairwise different words satisfying
the following conditions:
(i) |ws| = a− k and |vt| = a for all 1 ≤ s ≤ i, 1 ≤ t ≤ r − i,
(ii) none of ws’s and none of vt’s begins with x,
(iii) none of ws’s is a prefix of any vt’s.
Obviously L is the length distribution of any code from Kx,k,i.
Let C ∈ Kx,k,i be arbitrary and let us apply the Sardinas-Patterson algo-
rithm ([7]) to the code C, i.e. we define the sets Dj (j ≥ 0) recursively as
follows: D0 is the set of the code words, and for j ≥ 1 the set Dj is the set of all
non-empty words w ∈ X∗ which satisfy the following condition: Dj−1w∩D0 6= ∅
or D0w ∩ Dj−1 6= ∅, where Djw := {vw : v ∈ Dj}. By the conditions (i)-(iii),
we have:
Dj =
{ {xk−jw1, . . . , xk−jwi}, if 1 ≤ j ≤ k,
∅, if j > k.
Thus Dj ∩D0 = ∅ for every j ≥ 1, which means that C is uniquely decodable.
Consequently Kx,k,i ⊆ UDn(L). Further, since no code in Kx,k,i is a prefix
code and for any x, x′ ∈ X , 1 ≤ k, k′ ≤ a − 1 and 1 ≤ i, i′ ≤ r the inequality
(x′, k′, i′) 6= (x, k, i) implies Kx′,k′,i′ ∩Kx,k,i = ∅, we obtain
|UDn(L)| ≥ |PRn(L)|+
∑
x∈X,1≤k≤a−1,1≤i≤r
|Kx,k,i|. (10)
Since |PRn(L)| = n · r! ·
(
na−na−1
r
)
, the equality (9) easily follows from (10) and
from the following lemma.
Lemma 2. |Kx,k,i| = r!·
(
na−k−na−k−1
i
)·(na−na−1−inkr−i ) for any x ∈ X, 1 ≤ i ≤ r
and 1 ≤ k ≤ a− 1.
Proof (of Lemma 2). Every code C ∈ Kx,k,i can be constructed as follows.
At first, we choose arbitrarily the words ws (1 ≤ s ≤ i) among the words of
length a− k which do not begin with x. The number of such available words is
equal to na−k−na−k−1, and hence, we can choose the words ws in
(
na−k−na−k−1
i
)
ways. Next, we form the code words xkws (1 ≤ s ≤ i) and arrange them in
the sequence C. We have to choose i positions for them and arbitrarily arrange
within these positions. Thus the number of ways we can construct and arrange
the code words xkws (1 ≤ s ≤ i) is equal to(
na−k − na−k−1
i
)
·
(
r
i
)
· i! =
(
na−k − na−k−1
i
)
· r!
(r − i)! .
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In the next step, we construct the code words vt (1 ≤ t ≤ r − i). We can
choose them among the words of length a which do not begin with the letter
x. The number of such available words is equal na − na−1. We should also
remember that none of these code words begins with any of ws’s. Since there
are ink words of length a which begin with one of ws’s and none of these words
begins with the letter x, the number of available words for the code words vt
(1 ≤ t ≤ r− i) is equal to na −na−1− ink. Finally, we arrange the chosen code
words in the sequence C within the remaining r−i free positions. Consequently,
the number of ways we can construct the code words vt (1 ≤ t ≤ r − i) and
arrange them in C is equal to(
na − na−1 − ink
r − i
)
· (r − i)!.
The claim now directly follows from the above construction. This completes the
proof of Theorem 3. 
In the next result, we provide another upper bound for the infimum ξn,m.
Theorem 4. For all n ≥ 2 and m ≥ 1, we have ξn,m ≤ 1− (m− 1)/n⌈lognm⌉.
Proof (of Theorem 4). Let a and b be natural numbers such that a divides
b and let L = (a, . . . , a, b) be a sequence of length |L| = m (i.e. the first
m − 1 positions are equal to a, and the last position is equal to b). In [8] (see
Section 3.2, [8]), we derived the following formulae:
|UDn(L)| = na(na − 1) . . . (na −m+ 2)(nb − (m− 1)b/a), (11)
|PRn(L)| = na(na − 1) . . . (na −m+ 2)(nb − (m− 1)nb−a). (12)
Directly by the above formulae, we see that L ∈ Ln,m (or, equivalently: |UDn(L)| >
0) if and only if na ≥ m if and only if a ≥ ⌈lognm⌉, and then, we obtain:
ρn,L =
|PRn(L)|
|UDn(L)| =
1− δa
1− δb ,
where δ := (m−1)
1/a
n . But, for any fixed a ≥ ⌈lognm⌉, we have 0 ≤ δ < 1, and
then, for sufficiently large b, the quotient ρn,L can be arbitrarily close to
1− δa = 1− (m− 1)/na.
In particular, if we take a := ⌈lognm⌉, then we see that for a suitably chosen L ∈
Ln,m, the quotient ρn,L can be arbitrarily close to the value 1−(m−1)/n⌈lognm⌉,
and hence, this value cannot be smaller than ξn,m. 
4. The case |L| = 2
To derive the formula for |UDn(L)| in the case |L| = 2, we use the following
nice characterization of uniquely decodable codes of length two (below, we refer
to the zero-power of a word as the empty word).
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Proposition 2 ([2]). A code (v, w) ∈ X∗×X∗ is not uniquely decodable if and
only if there is u ∈ X∗ such that v = un1 , w = un2 for some n1, n2 ≥ 0.
We are ready now to prove Theorem 5.
Theorem 5. |UDn((a, b))| = na+b − ngcd(a,b) for any integers a, b ≥ 1.
Proof. Let X be an n-letter alphabet (n ≥ 2) and a, b ≥ 1 be any integers.
Let us consider the mapping
πa,b : u 7→
(
ua/gcd(a,b), ub/gcd(a,b)
)
, u ∈ Xgcd(a,b).
For every u ∈ Xgcd(a,b), we have: ua/gcd(a,b) ∈ Xa and ub/gcd(a,b) ∈ Xb. Thus
πa,b is a properly defined one-to-one mapping from the set X
gcd(a,b) to the set
NUDn(a, b) := X
a ×Xb \ UDn((a, b)).
We now show that πa,b maps X
gcd(a,b) onto the set NUDn(a, b). Let us choose
arbitrarily (v1, v2) ∈ NUDn(a, b). By Proposition 2, there is a non-empty word
v ∈ X∗ and the integers n1, n2 ≥ 0 such that v1 = vn1 and v2 = vn2 . In partic-
ular, we have a = dn1, b = dn2, where d := |v|. From the last two equalities, we
also have the divisibility d | gcd(a, b). For the word w := vgcd(a,b)/d, we have:
|w| = |v| · gcd(a, b)/d = gcd(a, b). Hence w ∈ Xgcd(a,b). By the definition of
πa,b, we obtain:
πa,b(w) = (w
a/gcd(a,b), wb/gcd(a,b)) = (va/d, vb/d) = (vn1 , vn2) = (v1, v2).
Since πa,b defines a bijection between X
gcd(a,b) and NUDn(a, b), we obtain:
ngcd(a,b) = |Xgcd(a,b)| = |NUDn(a, b)| = na+b − |UDn((a, b))|.
This completes the proof. 
Remark 1. It is worth to take notice of the inverse mapping π−1a,b, as it uses
the well-known notion of the root of a word. By definition (see also [1]), the
root of a word w ∈ X∗ is the shortest word v ∈ X∗ (denoted by √w) such that
w = vk for some k ≥ 1. For example √010101 = 01, √ǫ = ǫ, √0110 = 0110. By
using this notion, one can express the inverse mapping π−1a,b as follows:
π−1a,b((v, w)) =
√
w
gcd(a,b)/|√w|
=
√
v
gcd(a,b)/|√v|
for every (v, w) ∈ NUDn(a, b).
Corollary 5. ξn,2 = 1− 1/n for every n ≥ 2.
Proof. For any integers a, b ≥ 1, we have by (5)–(6):
ρn,(a,b) =
|PRn((a, b))|
|UDn((a, b))| =
na+b − nmax(a,b)
na+b − ngcd(a,b) .
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Since 0 < na+b − ngcd(a,b) < na+b, we can write
ρn,(a,b) >
na+b − nmax(a,b)
na+b
= 1− 1
nmin(a,b)
≥ 1− 1
n
,
which implies ξn,2 ≥ 1− 1/n. On the other hand, for any a ≥ 1, we have:
ρn,(a,1) =
na+1 − na
na+1 − n =
(
1− 1
n
)(
1− 1
na+1
)−1
.
Thus, for sufficiently large a the quotient ρn,(a,1) can be arbitrarily close to
1− 1/n. Consequently ξn,2 ≤ 1− 1/n and hence ξn,2 = 1− 1/n. 
References
[1] J. Berstel, D. Perrin, Theory of codes Pure and Applied Mathematics, vol.
117. Academic Press Inc., Orlando, FL, 1985.
[2] E. K. Blum, A note on free semigroups with two generators, Bull. Amer.
Math. Soc., vol. 71, pp. 678-679, 1965.
[3] C.-M. Fan, H.J. Shyr, S.S. Yu, d-words and d-languages, Acta Informatica
35:709–727, 1998.
[4] Z.-Z. Li, Y.S. Tsai, Three-element codes with one d-primitive word, Acta
Informatica, 41:171-180, 2004.
[5] Z.-Z. Li, Y.S. Tsai, G.-C Yih, Characterizations on codes with three ele-
ments, Soochow Journal of Mathematics 30(2): 177-196, 2004.
[6] B. McMillan, Two inequalities implied by unique decipherability, IEEE
Trans. Information Theory 2 (4): 115–116, (1956).
[7] A. Sardinas, G. W. Patterson, A necessary and sufficient condition for the
unique decomposition of coded messages, Convention Record of the I.R.E.,
1953 National Convention, Part 8: Information Theory, pp. 104–108.
[8] A. Woryna, On the set of uniquely decodable codes with a given sequence of
code word lengths, Discrete Math. 340 (2017) 51–57.
14
