Abstract. Gromov and Sormani conjectured that sequences of compact Riemannian manifolds with nonnegative scalar curvature and area of minimal surfaces bounded below should have subsequences which converge in the intrinsic flat sense to limit spaces which have nonnegative generalized scalar curvature and Euclidean tangent cones almost everywhere. In this paper we prove this conjecture for sequences of rotationally symmetric warped product manifolds. We show that the limit spaces have H 1 warping function that has nonnegative scalar curvature in a weak sense, and have Euclidean tangent cones almost everywhere.
Introduction
In [Gro14a] and [Gro14b] , Gromov conjectured that the intrinsic flat convergence may preserve a generalized notion of nonnegative scalar curvature. In light of this and examples constructed by Basilio, Dodziuk, and Sormani in [BDS17] , Gromov and Sormani proposed the following conjecture in [GS18] (see also [Sor17] ). Conjecture 1.1. Let {M 3 j } be a sequence of closed oriented manifolds without boundary satisfying Moreover, M ∞ has nonnegative generalized scalar curvature, has Euclidean tangent cones almost everywhere, and satisfies the prism inequality.
The convergence in Conjecture 1.1 is under the Sormani-Wenger intrinsic flat (SWIF) distance between integral current spaces introduced by Sormani and Wenger in [SW11] . In this paper, we will prove the first two parts of Conjecture 1.1 in the case when M j are rotationally symmetric Riemannian manifolds. Namely, we prove the convergence to a smooth manifold with C 0 metric which has Euclidean tangent cones almost everywhere and nonnegative scalar curvature in the sense of distributions.
We briefly recall the notion of the intrinsic flat distance following [Sor17] . An integral current space (X, d, T ) is a metric space (X, d) with an integral current structure T . An oriented Riemannian manifold (M m , g) of finite volume can be naturally viewed as an integral current space, since it has a natural metric induced by the Riemannian metric g, and an integral current structure T acting on differential m-forms ω as
The mass of an integral current space M(T ) can be understood as a weighted volume. When the integral current space is an oriented Riemannian manifold, its mass is just its volume, M(M) = Vol(M). The boundary of an integral current space was defined by Ambrosio and Kirchheim in [AK00] so that it satisfies Stokes' Theorem. In particular, when the integral current space is a Riemannian manifold M, then its boundary is just the usual boundary ∂M. We refer to [AK00] for more details about integral current spaces.
Let Z be a metric space and T 1 and T 2 be two m-integral currents on Z. Recall the flat distance between integral currents T 1 and T 2 defined by Federer and Fleming in [FF60] is
Definition 1.2 ([SW11]).
The SWIF distance between integral current spaces (X 1 , d 1 , T 1 ), and (X 2 , d 2 , T 2 ) is defined as
where the infimum is taken over all common complete metric spaces Z and all isometric embeddings ϕ i : X i → Z, where ϕ i# is the push-forward map on integral currents.
We refer to [SW11] for properties of the SWIF distances and only mention Wenger's Compactness Theorem [Wen11] , which says that if a sequence of Riemannian manifolds M j satisfies If M j has nonnegative scalar curvature, Gromov proved in [Gro14b] that if the limit space is smooth and the convergence is C 0 , then indeed the scalar curvature is nonnegative on the limit space. In [Bam16] , Bamler proved the same result using Ricci flow. In general, the volume is only lower semicontinuous; collapsing, or cancellation, can happen even with a scalar curvature bound, and the mass of the limit space can be 0. Such examples are given in Example 3.1 and by Sormani and Wenger in [SW10] . Also note that the SWIF limit does not always coincide with the Gromov-Hausdorff limit; see Example 3.2, which is an example constructed by Lakzian. Now we consider rotationally symmetric Riemannian manifolds (M 3 j , g j ), that is, M 3 j are diffeomorphic to S 3 with the metric tensor
where 0 ≤ s ≤ D j , and f j (s) is a smooth nonnegative function with f j (0) = f j (D j ) = 0 and f j > 0 everywhere else, and f 
then a subsequence converges in the volume preserving intrinsic flat sense to a metric space
The metric g ∞ is rotationally symmetric, C 0 , H 1 , and has nonnegative generalized scalar curvature, meaning that the warping function satisfies the inequality in Lemma 2.4 in the sense of distributions.
Remark 1.4. In Theorem 1.3, when Scalar j ≥ 0 is replaced by Scalar j ≥ H > 0, we have the same convergence result and that M ∞ has generalized scalar curvature at least H in the sense of distributions.
Remark 1.5. Note that in Theorem 1.3 we do not need to assume a uniform upper bound on volume as in Conjecture 1.1. Actually, with the help of Lemma 2.6, a uniform upper bound of volume follows from the nonnegativity of scalar curvature and uniform upper bound of diameter. Lemma 2.6 also implies that the tangent cones are Euclidean almost everywhere on the limit space. Remark 1.6. In Section 3, we will illustrate that if MinA(M j ) has no positive lower bound then the sequence M j could collapse to the zero current. We will also recall an interesting example obtained by Lakzian in [Lak16] to illustrate the difference between SWIF limit and Gromov-Hausdorff limit of sequences of rotationally symmetric Riemannian manifolds satisfying hypotheses in Theorem 1.3.
The SWIF convergence has been applied to study sequences of warped product type Riemannian manifolds with non-negative scalar curvature in various interesting problems, see , LeFloch-Sormani [LS15] , and Allen-Hernandez-Vazquez-Parise-Payne-Wang [AHPPW18] . Especially, LeFloch and Sormani [LS15] proved a compactness theorem for Hawking mass in the rotationally symmetric setting. They proved that for a sequence of three dimensional oriented Riemannian manifolds M 3 j with boundary, with nonnegative scalar curvature and certain bounds including a bound on Hawking mass, a subsequence converges in the volume preserving SWIF distance to a limit space with nonnegative generalized scalar curvature in a generalized sense. This theorem is proved by showing H 1 loc convergence of a subsequence of the manifolds with a well chosen gauge and showing that the H 1 loc limit coincides with a F limit using Theorem 5.1. In general it is unknown whether H 1 loc convergence implies F convergence, but the monotonicity of the Hawking mass allows for the implication in this setting. The limit space is a rotationally symmetric manifold with a metric tensor g ∈ H 1 loc and it is possible to define generalized notions of nonnegative scalar curvature in a weak sense.
The organization of this paper is as follows. In section 2 we derive some basic consequences from the hypotheses on volume, diameter, scalar curvature, and MinA. In section 3 some interesting examples on the SWIF convergence are given to better illustrate the notion. In section 4 we prove uniform convergence of f j to a limit function f ∞ and construct the limit space M ∞ (Theorem 4.1). Then we show that M ∞ has Euclidean tangent cones almost everywhere (Theorem 4.6), and nonnegative generalized scalar curvature (Theorem 4.9). Here, we use the notion of distributional scalar cuvature, which is studied by LeFloch and Mardare in [LM07] . Finally, in section 5 we prove the SWIF convergence of M j to M ∞ after taking a subsequence (Theorem 5.6). The proof relies on the technique of identifying large diffeomorphic regions on M j and M ∞ , introduced by Lakzian and Sormani [LS13] .
It remains an interesting open question to prove or disprove the prism inequality on the limit space. This question is so challenging even for smooth metric spaces that it was only recently settled by Li in [Li17] .grouping us together for the project, and her constant support and guidance through numerous helpful discussions. The authors are grateful to Brian Allen, Christian Ketterer, Chen-Yun Lin, and Raquel Perales for serving as teaching assistants during Sormani's course. The authors would like to thank Hanci Chi for many useful discussions. The authors participated in workshops to work on this project, which were funded by Sormani's NSF grant DMS-1309360 and DMS-1612049.
Basic Consequences of the Hypotheses
In this section, we derive basic consequences from the hypotheses in Theorem 1.3. Recall that M j is diffeomorphic to S 3 and equipped with a smooth rotationally symmetric Riemannian metric 
Proof. The volume is given by
, where ω 2 = 4π is the volume of the unit sphere S 2 .
Lemma 2.2. By extending f j as 0 on
and a subsequence of the
and thus, a subsequence of
2.2. The Upper Bound on Diameter.
Proof. Let d denote the distance function on M j , and N, S the north pole (corresponding to s = 0) and south pole (corresponding to
. Then γ is a path connecting N and S , and has length
Proof. The scalar curvature of the metric
(see [LS14] or [Pet16] , section 3.2.3). In our case we have n = 3.
Lemma 2.5. Scalar j ≥ 0 is equivalent to
Proof. The lemma follows from substituting 
and continuous at 0, by the mean value theorem there exists
Hence we have that 0 < f
Proof. Define Σ s as the level set of the coordinate function s. Then for all s ∈ (0, D j ), Σ s is an embeded submanifold with mean curvature
.
Therefore H j (s) = 0 if and only if Σ s is minimal.
By Lemma 2.7 there is a minimal surface at s = A j and s = B j , which have areas 4π f
. By Lemma 2.7 there is a minimal surface at s = s 0 . As a result, by definition of MinA(M j ), we have
Lemma 2.11. 
Examples
Example 3.1. We will construct a family of 3-dimensional smooth closed rotationally symmetric Riemannian manifolds M j , which are isometric to three-spheres with the Riemannian metrics 
For example, we can set D = 2, and
From the above properties of φ j , we have (
By (a ′ ) and (c ′ ) above,
. This further implies
Example 3.2 (Example 5.9 in [Lak16] ). In Example 5.9 in [Lak16] , Lakzian has shown that there are metrics g j on the sphere S 3 with positive scalar curvature such that the family of rotationally symmetric Riemannian manifolds M j = (S 3 , g j ) has the SWIF limit round sphere S 3 , and the GromovHausdorff limit S 3 ⊔ [0, 1], the round sphere S 3 with an interval of length 1 attached to it. Actually, these M j satisfy all hypotheses in Theorem 1.3. Lakzian has shown that Scalar j > 0 and Diam(M j ) ≤ π + 3. Moreover, one can easily check that MinA(M j ) = 4π. Now we briefly recall Lakzian's examples. They are S 3 with a spline of finite length and arbitrary small width attached to it, and have positive scalar curvature. For fixed L (the length of the spline will be between L and L + 2) and δ < 1 (δ will be width of the spline), let m H (r) be an admissible Hawking mass function (which has to be smooth and increasing) that satisfies
where ε is chosen so that
Note that z ′ (r) depends on δ. So it will be denoted by z
Define the rotationally symmetric metric g δ on S 3 = [0, π] × S 2 to be
and
By doing a certain implicit change of variable the metric on the part of ρ ∈ [0, π/2] can be written as
give the example. For more details about this example we refer to [Lak16] .
Example 3.3 (Example 3.12 in [AS18] ). In Example 3.12 in [AS18], Allen and Sormani construct a sequence of warped product metrics on S 1 × S 2 p where the warping functions converge to 1 on a dense set. However, the metrics converge in Gromov-Hausdorff and SWIF sense to a metric space which is not a Riemannian manifold. In fact, no local tangent cone on this limit is isometric to the Euclidean space. It is possible to construct warped product metrics on S 3 by cutting S 1 to get an interval and capping off with hemispheres. Then the tangent cones in the middle region are not Euclidean. For details we refer to [AS18] .
Properties of the Limit Space
In this section, we will define the limit space with the continuous limit metric, and show that it has Euclidean tangent cones almost everywhere. We will also show that the metric is H 1 and has nonnegative scalar curvature in the sense that it satisfies (22) as a distribution. 
Proof. By Lemma 2.6 all functions f j are Lipschitz with Lipschitz constant 1 on the interval [0, D]. Indeed, take any
By combining with Arzelà-Ascoli theorem we obtain the uniform convergence.
(ii) is then immediate from Lemma 2.10. (i) and (iii) follows from the monotonicity of f j on [0,
Lemma 4.2. Given sufficiently large k > 0, the set
Proof. I k is closed since f ∞ is continuous. If A ∞ B ∞ , by Lemma 2.10,
Take k large enough so that
If A ∞ = B ∞ , then take k large enough so that
Then we immediately have the following lemma.
Proof. Since f ∞ is continuous,
Similarly f ∞ (b) = 0.
Definition 4.5. The limit space Proof. First we will show that when k is large enough, there is a uniform bound on the variation of h ′ j , that is,
By definition of h j we have 
Note that
Let j be so large that
for all s ∈ (a k , b k ). Moreover, by Lemma 2.5, we have
for j large enough and for all s ∈ I k . As a result, we have when j is large,
Moreover, since (54)
we have
for all j large enough.
As a result, by Theorem 5.5 in [EG15] we have that h
It is easy to show that φ = h ′ ∞ in the weak sense by a density argument. Moreover, since h ∞ ∈ W 1,∞ (I) and
Note that by the Hölder inequality,
As a result h j → h ∞ in H 1 loc (I k ) norm. Now we turn to the convergence of f j . First note that the function f (ξ) = ξ 2/3 is C 1 with f ′ (ξ) bounded when ξ ≥ ε > 0 for some ε ∈ R. By the chain rule for weak derivatives we know that the weak derivative of f ∞ exists, and that
Theorem 4.9. g ∞ has nonnegative generalized scalar curvature on the in-
Proof. Fix a large k. For j large enough, and for any u ∈ C ∞ c (I k ) such that u ≥ 0, by Lemma 2.4 after some calculation we have (60)
After integration by part on the right hand side, we get (61)
by Theorem 4.8 and density, we have (64)
Which means for any u ∈ C ∞ c (I) with u ≥ 0, we have
where we think of ( f
Then by the previous argument we have
Since S 2 is compact, differentiation by s commutes with integration. As a result, v ∈ C In Theorem 4.9 we have obtained nonnegativity of scalar curvature of g ∞ restricted onM ∞ in the sense of distributions. Now we consider generalized scalar curvature in the sense of small volumes at the two poles of M ∞ , which are p a ∞ = (a ∞ , θ) and p b ∞ = (b ∞ , θ). Recall that on a 3-dimensional smooth Riemannian manifold (M, g) the scalar curvature at a point p ∈ M can be expressed as
where B(p, r) is the ball in M centered at p of radius r. Thus we will show that g ∞ has nonnegative generalized scalar curvature at points p a ∞ and p b ∞ in the sense of satisfying the following inequalities. Proof. We will prove the inequality (71). Using polar coordinates, r 5 ≥ 0.
Note that this limit can be written as
for small ǫ > 0, from which (71) would follow. If on the contrary we had f ∞ (r 0 ) > r 0 − a for some
, it follows that
Therefore,
On the other hand, we have Remark 4.12. Whether Proposition 4.11 is true everywhere on M ∞ is an interesting question that we have not been able to answer so far. If it is true, it gives another way of generalizing nonnegativity of scalar curvature to the possibly singular space M ∞ , as "small infinitesimal volumes".
Intrinsic Flat Convergence to the Limit
In this section we will prove that there exists a subsequence of M j that converges to M ∞ in the sense of the SWIF distance.
Recall that in Theorem 4.1 we obtained the uniform convergence (possibly passing to a subsequence)
For each k > 0 we define the following sets 
Then the SWIF distance satisfies
where
Here, a, h, and D 0 are defined as follows:
First note that by the uniform convergence proven in Theorem 4.1 for any k > 0 we can take j large enough to have (83). 
Proof. We choose and fix a large k > 0 so that I k defined in Lemma 4.2 is a connected interval,
Because f j converges to f ∞ uniformly on [0, D] (by passing to a subsequence, if necessary), there exists a large j 0 such that for all j > j 0 ,
In particular, for any j > j 0 and any
Thus,
This completes the proof of the first inequality. Similarly, note that
Thus, similarly we have 
Similarly,
Lemma 5.4. For each fixed k > 0 we have uniform upper bounds on the areas of the boundaries,
Proof. For each fixed k > 0,
Moreover, 
Then defining a as
we may take a arbitrarily small depending only on ε.
Lemma 5.5. For each fixed large k > 0, there exists j 0 (k) such that for all 
, and all j > j 0 (k),
Moreover, because f ∞ (s) ≥ 1 k for all s ∈ I k , we have that for all j > j 0 (k) and s ∈ I k ,
on the other hand,
Thus, on W = I k × S 2 , for all j > j 0 (k), we have
whose length is also less than 2π k
. Then we obtain a piece-wise smooth curve
,1] , which is in W. Similarly, if γ 2 is not entirely in W, then we do the same thing as above for γ 2 to obtain γ 2 , which is in W. Clearly, γ 1 , γ 2 ⊂ W. Moreover, by the construction of γ 1 and γ 2 , we can easily obtain (100)
Here, in the last inequality we used the fact that
If γ 1 (or γ 2 ) already entirely lies in W, then we keep it and simply say γ 1 = γ 1 (or γ 2 = γ 2 ) so the inequalities in (100) still hold.
Finally, by using inequalities in (99) and (100), we have
This completes the proof.
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Finally we can prove the following theorem applying these lemmas and carefully balancing the choice of k and taking j large enough. 
for all j.
