We introduce an analytical model designed to capture the most important features of the electronic matrix elements arising in non-Born-Oppenheimer couplings between a bound anion state and a neutral-molecule-plus-ejected-electron state. In this particle-in-a-radial-box model, vibrations are assumed to cause modulations in the depth (U 0 ) and length (L) parameters of the box. The most important elements of this model are that L is chosen to reproduce the proper dependence of the radial size of the anion's orbital on electron binding energy, and U 0 is chosen to produce the correct electron affinity. Within this model, which is shown to be consistent with trends seen in ab initio calculations of associated electron ejection rates, the coupling matrix elements can be evaluated analytically to provide closed-form expressions for how the rates depend upon ͑1͒ the kinetic energy of the ejected electron, ͑2͒ the energy spacing between the anion and neutral energy surfaces as a function of geometry, ͑3͒ the difference in the slopes of the anion and neutral energy surfaces, and ͑4͒ overlaps of the neutral's vibration-rotation wave function with the spatial derivative of that of the anion.
I. INTRODUCTION
For nearly 30 years, our research group has been involved in theoretical studies of molecular anions.
1 As a part of these studies, the mechanism by which excess vibrational energy can be converted into electronic energy to cause electron ejection to produce an unbound electron and a neutral molecule has been the subject of considerable study. [2] [3] [4] [5] [6] [7] Ab initio electronic structure calculations have allowed us to gain considerable insight into these detachment processes. However, until now, we did not possess a simple physical picture in terms of which to understand, in a semiquantiative manner, many results of our simulations. It is the primary focus of the present effort to produce a physical model that provides such insight. In particular, this work deals with the electronic non-Born-Oppenheimer ͑non-BO͒ matrix elements that enter into the expression for the electron ejection rates and produces a closed analytical expression for how these rates depend upon the essential physical parameters of the anion and neutral.
A. Nature of the non-BO processes
Before describing the model we have developed, it is important to clarify the physical origins of the phenomena that this model is designed to address. To explain what is not involved in the radiationless transitions we study, let us compare these events to what happens when an electronically excited molecule emits a photon ͑see Fig. 1͒ .
The electron ejection event illustrated here is very different from photon emission. In the latter, a photon comes out and the molecule evolves to a state of lower total and lower electronic energy. In the former, an electron comes out and the system evolves to a state of lower total energy but to a state of higher electronic energy. So, in photon emission, the final state has lower electronic energy; in the electron ejection events of interest here, the final state has the higher electronic energy.
B. Perturbative treatment of non-BO rates
What causes the molecule to be able to move to a state of higher electronic energy is the coupling between the electronic and nuclear-motion ͑i.e., vibrational and rotational͒ energies. These non-Born-Oppenheimer ͑non-BO͒ couplings provide a means for excess vibrational energy to be converted into electronic energy, which then leads to an electron being ejected. We showed long ago 2, 8 that, within a perturbative regime where the non-BO couplings are weak and thus the rate of electron ejection slow, the rates R ͑in ejections per second͒ at which these processes can eject electrons can be written as follows:
Here, i and f are the vibration-rotation wave functions of the anion and neutral, respectively, i is the electronic wave function of the anion, f is that of the neutral-plus-ejected electron, and (E) is the density of translational states of the electron ejected with kinetic energy E. The ␦( f ϩEϪ i ) quantity guarantees that the total energy of the initial state i matches that of the final state f plus the ejected electron E. The momentum operators ( P) appearing above act on both the electronic and vibration-rotation functions as follows:
This expression involves a sum over all of the nuclei ͑labeled a) of derivatives (" a ) with respect to the positions of the nuclei, as well as the masses of the nuclei (m a ); the notation P/ is used to remind one that there are 1/m a factors in the operator.
The above rate expression contains two kinds of matrix elements: ͑1͒ those that involve integration over the electrons' coordinates ͑they form the focus of the present work͒
and ͑2͒ vibration-rotation integrals ͑that we have treated in earlier works 7,9-11
͑4͒
In the latter, the electronic non-BO integral appears inside the integral because the quantity m i, f is a function of the internal coordinates ͑i.e., bond lengths, angles, and orientation͒ of the anion.
C. Contrasts with the photon absorption rate expression
The rate expression for photon absorption connecting initial electronic i and vibration-rotation i states to final states f and f involves analogous integrals. In particular, the electric dipole integral 
appear in such expressions. In the optical spectroscopy case, one often expands the geometry dependence of i, f about the equilibrium geometry of the ground state:
where X a denotes the Cartesian coordinates of the ath atom, and X a 0 denotes its equilibrium value. Inserting this expansion into the ͗ i ͉ i, f f ͘ integral and retaining only the lead term ( i, f 0 ) reduces the vibrational integral to those occurring in the well known Franck-Condon factors:
͑8͒
The intensities of photon absorption lines are thus related to squares of the i, f 0 electronic matrix elements and of the vibrational overlap integrals
The treatment outlined above is predicated on the assumptions that ͑1͒ the electronic transition moment i, f has a significant value at the equilibrium geometry where i also is most significant, and ͑2͒ this moment i, f is rather slowly varying for geometries somewhat displaced from the equilibrium geometry ͕X a 0 ͖, which is why the Taylor expansion in Eq. ͑7͒ is used.
Our experience [2] [3] [4] [5] [6] has shown us that the analogs of these two assumptions are not usually valid when dealing with non-BO matrix elements. In particular, the electronic integral m i, f cannot be assumed to be significant at geometries where the initial vibrational wave function has large amplitude. Instead, the results of our many ab initio calculations of such matrix elements convinced us that m i, f is largest when the anion and neutral electronic energy surfaces are closest. Moreover, it has not been found in the ab initio calculations we have performed that m i, f varies weakly with geometrical displacements. Instead, as the geometry moves away from where the anion and neutral surfaces are closest, m i, f decreases rapidly. We illustrate this kind of behavior in Fig. 2 .
Based on a substantial number of ab initio calculations, [2] [3] [4] [5] [6] we have concluded that contributions to the rate expression given in Eq. ͑1͒ are large whenever ͑1͒ the anion and neutral electronic energy surfaces are close in energy, and ͑2͒ the phases and local de Broglie wavelengths i, f of i and of d f /dX a are similar at the same geometries where m i, f is large.
The first condition appears to be what causes m i, f to be large, as we address in further detail later and as our analyti- cal model correctly reproduces. The second condition is what causes contributions to the integral involving the product of m i, f , i , and d f /dX a to be significant. That d f /dX a and not f appears in the rate expression relates to the fact that momentum as well as energy is transferred in the radiationless transition; so, the momentum operators (Ϫiប" a ) must act on f to couple it to i . Within the harmonic approximation, the derivatives d f /dX a produce vibrational wave functions having one higher and one lower quantum number; it is the latter that contributes to the integral and allows one unit of vibrational momentum to be converted to electronic momentum ͓as reflected in the fact that
D. Focus of the present work
Most of our past works in this area have been directed toward either ͑1͒ using ab initio electronic structure methods to calculate, via. Eq. ͑1͒, non-BO induced electron ejection rates for specific anions of experimental interest, or ͑2͒ analyzing 2,7,9-11 the vibrational or rotational components of the ͗ i ͉m i, f (Ϫiប" a )͘ matrix elements that govern the rate to arrive at propensity rules with respect to angular momentum and vibrational energy and momentum changes. In the present paper, our efforts are focused on obtaining further insight into the electronic matrix elements m i, f by introducing an approximate yet reasonable model that allows us to derive analytical expressions for how these matrix elements depend on ͑a͒ the energy gap between the anion and neutral potential energy surfaces, and ͑b͒ the kinetic energy carried away by the ejected electron. It is these analytical expressions and the model used to achieve them that represent the primary results of this work.
II. ANALYSIS OF THE ELECTRONIC NON-BO ELEMENTS

A. Physical meaning of the non-BO elements
The electronic integrals m i, f ϭ͗ i ͉(Ϫiប" a ͉ f ͘ can be expressed in terms of the overlap of either the initial ͑anion͒ or final ͑neutral-plus-free-electron͒ wave function with the derivative of the other wave function. That is, because the two functions are orthogonal for all values of the nuclear positions ͓denoted (X a )],
the following identity holds for derivatives with respect to any nuclear position:
So, in computing the non-BO electronic matrix elements m i, f we can differentiate either the anion or the neutral plus free electron wave function.
The most general form for the anion wave function is the linear combination of determinants form
where the C J are the so-called configuration interaction coefficients, Jk is the spin-orbital occupied by the kth electron, and the ͉¯͉ notation denotes the determinant formed from the product of N such spin-orbitals. In turn, each of the molecular spin-orbitals ͑MO͒ is written as a linear combination of atomic orbital ͑AO͒ basis functions ͕ ͖ multiplied by a linear combination of atomic orbital to form molecular orbital ͑LCAO-MO͒ coefficients C k, .
The derivative of such a wave function with respect to any internal vibrational distortion of the molecule, which we denote d/dX, will involve three distinct kinds of factors:
͑1͒ derivatives of the C J coefficients dC J /dX, ͑2͒ derivatives of the C k, coefficients dC k, /dX, and ͑3͒ derivatives of the atomic orbital basis functions d /dX.
The d /dX contributions can induce different angular character into the function, but are usually found to make small contributions to the net rate of detachment whenever the dC k, /dX contributions are significant. For example, in that do not form the focus of the present discussion ͑but which we and others have discussed earlier 5, 7, 12 ͒. As stated above, the d /dX derivatives do not usually contribute strongly to the d/dX factors; instead, the dC k, /dX factors are found to dominate in most cases. Moreover, because most anions and their corresponding ground-state neutrals are described qualitatively correctly at the single-determinant level, it is common for the dC J /dX contributions to also be small ͑because only one C J is significant and thus has the fixed value of unity͒. For these reasons, we will focus further attention on the usually dominant, dC k, /dX factors and their contributions to the detachment rates.
Assuming that the above dC k, /dX are the primary derivatives in d/dX, and making a single-determinant approximation to the anion and the neutral-plus-free-electron wave functions, the non-BO electronic integral can be reduced as follows:
The integral between the two Slater determinants reduces to an integral between the orbital i from which the electron is ejected and the continuum orbital f into which it is ejected. That one-electron integral, in turn, reduces to the sum of overlap integrals ͗ ͉ v ͘ between pairs of basis orbitals multiplied by LCAO-MO coefficients C i, and their derivatives dC f ,v /dX. The physical meaning of an orbital derivative such as d i /dX is illustrated in Fig. 4 where we show how the radial extent of an orbital changes as the bond connecting atoms near this orbital vibrate.
The molecular orbitals i depicted above change their radial sizes by modifying their LCAO-MO coefficients C k, in a way that causes the C k, for more diffuse basis orbitals to grow at the expense of the C k, for more compact basis orbitals as the A -B bond shortens. The reason behind this expansion of the orbital size as the A -B bond contracts lies in the fact that the anion's electron binding energy ͑EA͒ shrinks as the A -B bond shortens. That is, the energy spacing between the anion and neutral energy surfaces decreases as the bond shortens.
Such variation of EA with R would, for example, occur in species such as FLi Ϫ where the excess electron is bound in a orbital ͑such as that shown in Fig. 4͒ localized on the positive Li center; as the negative F atom moves closer to Li, the potential binding this electron becomes less attractive, so the EA decreases. Hence, for short A -B distances, the EA is smaller, so the orbital's radial extent is large. It is this dynamical expansion and contraction ͑as the vibrational motion subsequently lengthens the A -B bond͒ of the orbital that allows for vibration-to-electronic energy and momentum coupling. Another example of the variation in orbital size and binding energy is given in Fig. 5 where the orbital holding the excess electron of an enolate anion is depicted. In this example, as the twist angle evolves away from 0°, the delocalization of the p orbital containing the excess electron is lost making this orbital less stable, so its electron binding energy is reduced, and, in turn, its radial extent grows. 
B. An analytical model for the bound and continuum orbitals
An elementary model for describing one excess electron ͑whose position is given by coordinates r, , ͒ interacting with a molecule ͑whose vibrational coordinates are denoted ͕X͖ and whose spatial orientation is described by Euler angles ␣, ␤, ͒ involves a one-electron Schrödinger equation of the form
In this equation, the potential V depends on the coordinates of the excess electron with respect to the molecular frame. For example, in the two cases depicted in Fig. 4 , V could be of the form
The form in Eq. ͑14a͒ could be appropriate to the state shown in Fig. 4 if the dominant potential were the chargedipole potential. Here, is the magnitude of the dipole moment of the A -B molecule, r is the distance of the electron from the positive B atom, and is the angular coordinate of the electron relative to the A -B bond axis. Equation ͑14b͒ would apply to the state of Fig. 6 . Then, the sin 2 dependence shows the axially symmetric nature of the potential about the A -B bond axis, and v(r) would characterize how V depends on the distance (r) of the excess electron from the atom to which it is most strongly bound. In this case, v(r) cannot be written in terms of a single dominant power of r as in the electron-dipole example because v(r) arises from the attraction of the valence excess electron to the nucleus where its orbital is localized. However, in all cases, the radial dependence of V is attractive at large r and repulsive at small r.
An
. Of course, in the above examples, there is only one internal vibrational coordinate, the A -B bond length, upon which V depends. In general, V will depend on all of the anion's vibrational coordinates, although it usually depends strongly on only one or a few ͑i.e., those that vibrate atoms to which the excess electron is bound͒ such coordinates.
To further develop our model, we now assume that ͑a͒ the angular form of the orbital ⌿ is known ͑e.g., it would be a orbital comprised primarily of s and p basis orbitals for the first case shown in Fig. 4 or a orbital comprised primarily of p basis orbitals in the latter͒, and ͑b͒ the vibration effecting the electron ejection does not change the angular form of this orbital ͑e.g., the A -B bond vibration shown in Fig. 4 retains the and symmetries of the two orbitals shown; only the radial character of ⌿ is altered͒.
Even in cases such as that depicted in Fig. 5 where the precise angular character of the orbital is not maintained ͑al-though that of its dominant carbon p nature is retained͒, the above two assumptions are nearly met, so the analysis offered below is assumed to still apply.
In such cases, the orbital ⌿ can be expressed as a product of a fixed angular part F(,) and a radial part R(r), with the latter containing all of the vibration-coordinate ͑X͒ dependence ⌿ϭF͑, ͒R͑ r͉X͒. ͑15͒
Such a separation of fixed angular and X-dependent radial parts holds for both the anion orbital (⌿ϭ i ) and the continuum free-electron orbital (⌿ϭ f ),
When these product forms are separated into the Schrö-dinger equation ͓Eq. ͑13͔͒, and one premultiplies by F*(,)sin and integrates over and , one obtains an equation for the radial parts R i, f of the two orbitals,
In these two radial equations, the symbol ͗L 2 ͘ is used to denote the average value of the angular momentum squared L 2 taken with respect to the angular ''shape'' of the orbitals F(,):
The symbol ͗V͘ is used to denote the electron-molecule interaction potential V averaged over the angular coordinates with respect to this same F(,),
͑19͒
FIG. 6. Electron-molecule radial potentials V(r)
at two values of the vibrational coordinate X. At X 1 the potential is less attractive than at X 2 .
By next rewriting the R i, f functions as
Eq. ͑17͒ can be rewritten as a Schrödinger equation for the i, f functions,
Here, we introduced the short-hand notation U to represent the sum 13 of the angularly averaged electron-molecule potential ͗V͘ and the average centrifugal potential
. ͑22͒
Recall that it is only through ͗V͘ that the potential in the Schrödinger equation acquires its dependence on the vibrational coordinates ͕X͖. Now, we introduce a simple yet reasonable treatment of how U depends on X to further develop our model. In particular, we pose that it is the strength of the attractive electron-molecule potential V(r) that is modulated as the vibration along X takes place. Typical forms for the attractive portions of such radial potentials are shown in Fig. 6 for two values (X 1 and X 2 ) of the vibration coordinate X. In these plots, we show the longer-range attractive portion of the potential only; of course, at smaller r values, core repulsion and exchange effects dominate and V(r) becomes positive. Also shown in Fig. 6 are the ground-state anion energy levels i1 and i2 as well as the classical outer turning points L 1 and L 2 of these levels for each of the two geometries. Because the potential U is less attractive at X 1 than at X 2 , the electron binding energy i1 is smaller in magnitude than i2 . In addition, the outer turning point L 1 for the less tightly bound level is larger ͑as is the radial extent of the corresponding orbital͒ than L 2 . These characteristics of the potential play very important roles in how we choose the parameters of our model potential as we now illustrate.
For the model potential introduced below, we use a radial ''box potential'' whose outer wall ͑at rϭL) and whose depth (U 0 ) parameters are chosen to reflect the attributes of the actual radial potential discussed above ͑i.e., as in Fig. 6͒ . In particular, the depth U 0 is chosen so that the resultant lowest eigenvalue i gives ͑through EAϭU 0 Ϫ i ) the correct electron affinity ͑EA͒ at each particular value of X. In addition, the box length L is chosen so that the radial extent of the corresponding orbital depends on X as expected ͑i.e., grows as the EA decreases͒. Specifically, we use the fact that the true anion orbital varies as r exp(Ϫr(2m EA/ប 2 )
1/2 ) for large r, which suggests that the average value of r should depend on EA as follows:
. ͑23͒
Below, we use this relationship between ͗r͘ and EA to relate the radial potential's box length parameter L to EA. It is important to stress that our primary goal in this work is not to accurately calculate ͑i.e., obtain a numerical value for͒ the m i, f non-BO matrix elements; we already know how to do this using ab initio quantum chemistry. Instead, our objective is to obtain analytical expressions for how m i, f depends on the EA ͑as a function of geometry͒ and on the kinetic energy E carried away by the ejected electron. To this end, we introduce a rather simple, but we believe qualitatively correct, model for the effective potential and for how this potential depends on the vibrational coordinates X. Within this model, we are then able to analytically evaluate m i, f in a way that allows us to display its EA and E dependencies. Because this model is qualitatively representative of actual electron-molecule interactions, we thus believe that its E and EA dependencies are suggestive of what is found in reality.
Proceeding with the development of our model, the effective radial potential U(r) is represented by a square-well box potential such as shown in Fig. 7 . The energy difference between the well depth U 0 and the bound-state energy i is the electron affinity EA ͑X͒. The dependence of this EA on the vibrational coordinates ͕X͖ is assumed to arise totally from modulations in the well depth U 0 and L parameters. In particular, we use the relation that U 0 ϭEAϩ i and we assume that i is given in terms of the particle in a box groundstate energy expression ͑see below for justification͒ orbital, whose asymptotic ͑kinetic͒ energy is E, is assumed to be ''box normalized'' to unity over the range 0рrрL ϩ⌬.
The normalized bound-state radial wave function i (r) will be assumed to vanish at rϭL to keep the analysis as simple as possible while remaining qualitatively correct. In principal, this function should also contain an exponentially decaying component in the rϾLϩ⌬ region, but this component will be neglected. The resultant normalized ground-state anion wave function is
and the corresponding energy is as given in Eqs. ͑24͒ and ͑27a͒.
The free-electron solution to the radial Schrödinger equation is expressed as follows:
Here, pϭ(2mE) 1/2 and p ϩ ϭ(2m(U 0 ϩE)) 1/2 are the momenta of the electron in the asymptotic region LрrрLϩ⌬ and in the region where U(r) is nonzero rрL, respectively. Matching f and d f /dr at rϭL and normalizing f such that the integral of ͉͉ 2 between rϭ0 and rϭLϩ⌬ is unity
produces ͑in the ⌬→ϱ limit͒ equations for the amplitudes C, D, and DЈ. These results are
Notice that all three amplitudes scale as (1/⌬) 1/2 as expected for a box-normalized function.
C. Non-BO matrix elements
The non-BO electronic matrix element m i, f connecting i and f can, within the above approximations to the wave functions, be written as
where C is given in Eq. ͑31a͒ and the integral ranges over 0рrрL, and the derivative d/dX is meant to denote a sum of derivatives with respect to all vibrational coordinates. Changes in these coordinates are, as discussed earlier, assumed to modulate the depth of the attractive electronmolecule potential U 0 and thus the EA, which is U 0 Ϫ i . We re-express the derivative d/dX (C sin(p ϩ r/ប)) as follows:
The first term, dC/dX, does not contribute to m i, f as the integral ͐sin(r/L)sin(p ϩ r/ប)dr vanishes because the bound and continuum orbitals are orthogonal to one another. The dp ϩ /dX factor in the second term is rewritten as dp
The result is that the non-BO matrix element becomes
͵ sin͑r/L ͒r cos͑ p ϩ r/ប ͒dr.
͑35͒
The integral involving the trigonometric functions can be carried out and yields
Inserting the expression for C given in Eq. ͑31a͒, again identifying the momenta pϭ(2mE) 1/2 and p ϩ ϭ(2m(U
, and recalling that U 0 ϭEA(1ϩ 2 /9) gives
. ͑37͒
Again, we stress that the rate of change of the EA along the vibrational coordinate X is assumed to result from the modulation in the well depth U 0 and L parameters accompanying this vibration; this is what allows us to replace dU 0 /dX by (1ϩ 2 /9)d EA/dX. Equation ͑37͒ represents our final result for the non-BO electronic matrix elements ͓keeping in mind that Lϭ3ប/(2m EA)
].
D. The electron ejection rate expression
To obtain an expression for the rate of electron ejection induced by vibrational non-BO coupling, we insert Eq. ͑37͒ into Eq. ͑1͒. This produces the following rate expression ͑here is the mass factor associated with the vibrational coordinate X):
where we have also substituted the density of states (E)dEϭ(⌬/ប) dp and the expression for L ϭ3ប/(2m EA)
1/2
. The key ingredients in this rate expression that we wish to emphasize are ͑1͒ The energy gap ( i Ϫ f ) between the anion's state i and the neutral's f determines the kinetic energy E carried away by the ejected electron. ͑2͒ As expected, we obtain a rate that is proportional to the square of an integral connecting the anion's vibrationrotation wave function i to the derivative of the neutral molecule's corresponding wave function d f /dX. ͑3͒ In this integral, a factor d EA/dX͓EAϩE͔ Ϫ1 appears that is large when the anion and neutral energy surfaces are close ͑i.e., EA is small͒ and when the ''gap'' between these surfaces is changing rapidly ͑i.e., d EA/dX is large͒. This is one of the most important quantitative suggestions of this model, and is what helps us identify the geometries near where m i, f is large as in Fig. 2 . Moreover, it is this factor that seems to fit what we have observed in all of our ab initio calculations when we searched for geometries where m i, f is largest. ͑4͒ Also within this integral, the factor ͓E/(EϩU 0 )͔ 1/2 appears. This factor disfavors E values near zero, and is a rather slowly varying function of E at higher E values. Recalling that U 0 ϭ(1ϩ 2 /9)EA, this factor also disfavors geometries where EA is large. , which also occurs within this integral, is limited in magnitude between ͑i͒ E Ϫ1/2 and ͑ii͒ (U 0 )
. This is also a rather weak function of E and of U 0 ͑which is proportional to EA͒.
III. SUMMARY
We have introduced a one-dimensional particle-in-aradial-box model for the electron-molecule potential of a molecular anion. In this model, the vibrations of the underlying nuclear framework are assumed to cause modulations in the depth (U 0 ) and length (L) of the attractive potential well. These modulations, in turn, induce dynamical changes in the radial size and electron binding energy ͑EA͒ of the anion. The two most significant assumptions introduced into the model relate to how U 0 and L are designed to reflect the proper dependence on EA. Specifically, the L parameter is chosen to reproduce the known relationship between the radial size of the anion's orbital and the electron binding energy. The U 0 parameter is chosen so that the model's prediction of the electron binding energy ͑as U 0 Ϫ i ) is the correct EA.
The non-BO couplings can be evaluated analytically within this model, and yield an electron detachment rate expression that offers insight into the electron ejection process. In particular, the crucial factors appearing multiplicatively in the integrals whose squares are proportional to the ejection rate are as follows:
Ϫ1 that will be large if the separation between the anion and neutral energy surfaces ͑EA͒ is small and strongly varying (d EA/dX is large͒, and if the kinetic energy E carried away by the electron is small.
that ͑a͒ is small when E is small or when U 0 is large ͓recall U 0 ϭEA(1ϩ 2 /9)] ͑b͒ is rather weakly dependent on E, otherwise, and ͑c͒ is also small at high E.
As noted earlier, these factors seem to agree with propensities that we have observed in our ab initio simulations of electron ejection rates.
In addition to the above propensities for transitions to occur near geometries where the anion and neutral surfaces approach closely and for which the ejected electron has neither very small nor very large kinetic energy, there are also vibrational energy and momentum propensities that contribute to the net rate.
Let us first consider the case in which the electronic m i, f matrix elements do not vary strongly with geometry. According to Eq. ͑38͒, this will occur when the anion and neutral energy surfaces have slope differences (d EA/dX) and spacings ͑EA͒ that are smoothly varying over the range of geometries accessed by the anion's vibrational motion. Such a situation would not arise, for example, for the cases shown in Fig. 2 , where the m i, f elements are large in a narrow range of geometries, but could arise in the case illustrated in the right hand panel of Fig. 1 .
In such cases, the geometry dependence of the m i, f can be factored out of the vibrational integral after which the latter reduces to an integral of the form
͑39͒
This integral can be treated as one does when computing Franck-Condon factors among vibrational states of two different electronic states, but with one modification. In the present case, as explained earlier, it is the derivative of one of the vibrational functions that occurs, because the electron ejection process requires that momentum ͑as well as energy͒ be transferred from the vibrational mode to the electron. So, the propensities arising in this case relate to the squares of the overlap of the anion's vibrational state lowered by one quantum level with the neutral molecule's vibrational functions f . The anion's function is lowered by one quantum because d i /dX generates, within the harmonic approximation, functions of one lower and one higher quantum number and only the former contributes to transfer of energy out of the vibrational mode.
The other limiting case to consider occurs when the m i, f elements are large over only a narrow range of molecular geometries ͑e.g., as in ), respectively. Here, E Ϫ (X) is the anion's energy surface, E 0 (X) is the neutral's, is the reduced mass belonging to the vibrational mode, and i and f are the anion and neutral vibrational energies. Within the approximation where the m i, f elements are factored out of this integral ͑for this limited range of X), one can show that the integral will be small unless these two local de Broglie wavelengths are similar. In turn, this suggests that the local momenta (2͓ i ϪE Ϫ (X)͔) 1/2 and (2͓ f ϪE 0 (X)͔) 1/2 should be similar or that i Ϫ f ϪE Ϫ (X)ϩE 0 (X) should be small. Notice that i Ϫ f and ͓ϪE Ϫ (X)ϩE 0 (X)͔ are both positive quantities, so, once again, the propensities favor geometries where the anion and neutral surfaces are close and transitions for which i Ϫ f ϭE is not large.
Although we find it gratifying that we now have analytical expressions for the E and EA dependencies of the non-BO-induced electron ejection rates, the fact is that the current experimental state of affairs does not yet permit a thorough testing of these predictions. Experiments in which anions are prepared in various known vibrational states and the rate of detachment of electrons into various vibrational levels of the neutral are what we need to test our model's predictions. On the other hand, the predictions offered by the model introduced here do agree with the results that we earlier obtained by carrying out state-to-state electron ejection rate calculations using ab initio quantum chemistry methods. This offers some evidence in favor of the validity, and thus the potential utility, of our analytical model.
ACKNOWLEDGMENTS
The support from NSF Grant No. 9982420 is gratefully acknowledged, and critical inputs from Professor Piotr Skurski and Professor Ken Jordan are much appreciated.
