Abstract. In this paper we describe and discuss hill-climbing algorithms for the construction of onefactorizations of complete graphs, and orthogonal one-factorizations of complete graphs (i.e., Room squares).
1. Introduction. In this paper, we study hill-climbing algorithms for certain types ofcombinatorial designs. In the past, combinatorial designs have usually been constructed using backtracking algorithms (see [2] and [6] , for example). Recently, however, hillclimbing algorithms have enjoyed some success in certain cases.
First, we briefly describe hill-climbing algorithms in a general setting. Suppose that we have some particular combinatorial optimization problem for which we want to design an algorithm. For any problem instance I, there is a set of feasible solutions F(I);
each feasible solution X has a cost c(X). The optimal solution is the feasible solution X having the minimum cost. (Alternatively, we could associate a profit with each feasible solution, and ask for the feasible solution with maximum profit.)
We define a hill-climbing algorithm for a combinatorial optimization problem in terms of one or more heuristics H. Each heuristic is based on a neighbourhood system, as follows. A neighbourhood of X is any collection of feasible solutions N(X) such that X N(X). If, for every feasible solution X, we define a neighbourhood N(X) of X, then we obtain a neighbourhood system. Given a neighbourhood system and a feasible solution X, the heuristic H nondeterministically chooses any feasible solution Y N(X) such that. c(Y) <-c(X). If there is no such Y, then the heuristic fails, and we say that X is a local minimum (with respect to the heuristic H). We can define several different types of neighbourhoods and associate a different heuristic with each.
Suppose we have defined a heuristic H. Suppose also that we have some method of generating an "initial" feasible solution X. Then, the hill-climbing algorithm proceeds as follows: If we take this approach, we would have to specify how many attempts we allow at each stage before we abandon the search. We would define some integer "threshold function"f(c, I), which is a function ofthe instance I and the cost c of a feasible solution, to accomplish this. Then, we obtain the following algorithm: If this approach is used, it is important to choose a suitable threshold function. Our interest is in constructing combinatorial designs using hill-climbing algorithms. In the past, hill-climbing algorithms have been employed to successfully construct Steiner triple systems, Latin squares and strong starters. We refer the interested reader to [3] , [4] , [13] and [14] . Hill-climbing has been less successful in investigating other problems (see, for example, ], 11 and 16] ).
In this paper, we present new hill-climbing algorithms for some other classes of designs, namely, one-factorizations of complete graphs and Room squares. Room squares are the most "complicated" type of design for which a practical hill-climbing algorithm has been found. 2 . A hill-climbing algorithm for finding one-factorizations of complete graphs. The complete graph Kn is the graph on n vertices in which every pair of points is joined by an edge. A one-factor of Kn is a set of n/2 edges that partitions the vertex set (this requires than n be even). A one-factorization of K is a set of n one-factors that partitions the edge set. It is well known that K has a one-factorization if and only if n is even. Many constructions for one-factorizations are known; a good survey is presented in [8] .
In order to use a hill-climbing approach, we formulate the problem as an optimization problem. A problem instance consists only of the (even) integer n for which we want to construct the one-factorization of Kn and the set of vertices V on which K is defined. We will represent a one-factorization of K as a set F of pairs, each having the form (f, {x, y}), where =< =< n 1, and x and y are distinct vertices of Kn. There will be n(n 1)/2 such pairs and the following properties must be satisfied: 1) Every edge {x, y} of Kn occurs in a unique pair (f, {x, y});
2) For every one-factor j, and for every vertex x, there is a unique pair of the form {x, y}).
Property 1) says that every edge occurs in a unique one-factor, and property 2) says that every one-factor consists of a perfect matching. We can compare this hill-climbing algorithm to the algorithm to construct Steiner triple systems described in 14]. The algorithm in 14] also appears very unlikely to "fail" in practice, though it can conceivably do so [10] .
We also want to note that it can be implemented so that each iteration requires only constant time. The method is similar to the hill-climbing algorithm described in [14] ; so we do not describe the details here. [7] . Room squares were studied extensively, but the existence question was not solved until 1975, when it was shown that there is a Room square of side n if and only if n is odd and n q: 3, 5. A condensed proof is presented in Mullin and Wallis [9] . However, some ofthe constructions for constructing Room squares are quite complicated, and it seems worthwhile to have an algorithm for producing (many) different Room squares.
We have already noted that a Room square of side n is equivalent to a pair of orthogonal one-factorizations of order n + 1, and that we have a practical method for constructing one-factorizations. Our strategy now is to construct a one-factorization orthogonal to a given one-factorization, thereby producing a Room square. So, suppose we have a one-factorization F, and we wish to construct G orthogonal to F. (As we construct G, F remains fixed.) In terms of the Room square, we have determined the rows (say), and we are attempting to "sort out" the columns.
Let us first consider how we should modify the hill-climbing algorithm to construct a G orthogonal to a given F. We will maintain the array R, in which the rows are indexed by the one-factors of F and the columns are indexed by the one-factors of G, as we proceed. At any stage of the algorithm, R(J, gj) {x, y} if {x, y} j f3 g, and R (J, g) Given this choice ofthreshold function, we were interested in determining the probability p(n) of success of the algorithm, as a function of n (the size of the instance). This probability seems impossible to estimate theoretically, so we performed a large number of experimental runs, in order to obtain an empirical result. As n varied over several values between 12 and 102, the probability p(n) varied between .083 and .143, in a random fashion. The average value ofp appears to be between. 10 and. 11, and there is no trend for p(n) to increase or decrease as a function of n. We also calculated the average cost of the local minima generated. Our results are presented in We suspect that these conditions are also sufficient, but this has not yet been proved. The best known results concerning this problem can be found in [12] .
We want to modify our hill-climbing algorithm to construct (s, t) incomplete subsquares. To do this, we need to reformulate the definitions in terms of one-factorizations and modify our heuristics accordingly. This is quite straightforward. Hence, it is necessary only to modify the hill-climbing algorithm for one-factorizations and Room squares to handle incomplete one-factorizations. This is very simple.
When we nondeterministically generate a triple (J, (x, y}), say, we must first check that this triple is permissible as part of an incomplete one-factorization. That is, x and y cannot both be points in the Km, and if3 is a short one-factor, then neither x nor y can be in the Km. If either of these two situations arises, then the relevant heuristic fails, and we must try again.
When constructing these incomplete designs, there is a much greater probability that a heuristic will fail, so we should adjust the threshold function accordingly, allowing more tries at each level before we give up. We have run some experiments to test how the probability of success changes with different threshold functions. We obtained the following data, which we present in Table 2 . Note that, for fixed n and m, the probability of success tends to decrease as the threshold is increased. 5 . Applications. The main application ofa hill-climbing algorithm, such as the one we describe, is to produce many different designs very quickly. In [13] , a hill-climbing algorithm was used to construct 21 7600 Steiner triple systems of order 19. These were then tested for isomorphism using invariants, and 2111276 of the designs were nonisomorphic.
We expect that a similar approach could successfully be used to construct large numbers of nonisomorphic one-factorizations and Room squares. Modifications of the invariants used in [! 3] can be used to test isomorphism in these cases, as well.
We should also mention that the time and memory requirements for these algorithms are modest enough so that they can be implemented very successfully on most microcomputers. The algorithms can very easily be animated, so an observer can watch the designs being constructed. This also makes it possible to detect when the algorithm is caught in a "vicious circle." In an interactive environment, the observer could determine when a particular run has reached a "dead end," thus obviating the need for an objective function. The other main application of hill-climbing is to construct previously unknown designs. Since the subsquare problem for Room squares is unsolved, the hill-climbing algorithm will enable us to produce new examples of Room squares with subsquares. It should not be difficult to find an example of any particular order. Hopefully, recursive techniques will then lead to a complete solution of this problem.
For other applications of hill-climbing algorithms in obtaining new results in design theory, we refer the reader to [3] , [4] , [14] and [15] .
