Let Z = (Zt) t∈[0,∞) be an ergodic Markov process and, for n ∈ AE, let Z n = (Z n 2 t ) t∈[0,∞) drive a process X n . Classical results show under suitable conditions that the sequence of non-Markovian processes (X n )n∈AE converges to a Markov process and give its infinitesimal characteristics. Here, we consider a general sequence (Z n )n∈AE. Using a general result on stochastic averaging from [Kur92], we derive conditions which ensure that the sequence (X n )n∈AE converges as in the classical case. As an application, we consider the diffusion limit of branching random walk in quickly evolving random environment.
Introduction
Stochastic averaging is a well-known concept and has been introduced a while ago (see e.g. [Kha66] ). Consider a sequence of bivariate Markov processes (X n , Z n ) n∈AE . The general idea is that the processes (Z n ) n∈AE (subsequently denoted as fast variables) converge quickly to an equilibrium and that the non-Markovian processes (X n ) n∈AE (subsequently denoted as slow variables) evolve on a slower timescale and only sense this equilibrium in the limit as n → ∞ and, thus, converge to a Markov process. As an example reference, we mention the work of [EK86] on random evolutions, Proposition 12.2.2 (a general result if the union of the state spaces of (X n ) n∈AE is compact), Theorems 12.2.4 (again for a compact union of state spaces of (X n ) n∈AE ) and 12.3.1 (with non-compact state space), where (X n ) n∈AE are deterministic processes; see also [EN80, EN88] for similar results in discrete time. Further references include, e.g., [AV10, PV01, PV03, VK12] ). Theorem 2.13 in the recent paper [KKP14] also treats processes with three different timescales under different assumptions. All of these references assume that the fast variables converge in a suitable sense to an equilibrium process or to an equilibrium distribution (depending on the current state of the slow variables). This paper is motivated by the observation that in many applications the fast variables do not converge to an equilibrium process or an equilibrium distribution. Still, the slow variables can be approximated by a Markov process. Our intuition is that the slow variables only depend on the fast variables through certain functions and for the processes to converge it suffices that these functions of the fast variables converge suitably. Now different functions of the fast variables could converge at different speeds. For this reason we consider three timescales. More precisely, we assume for every n ∈ AE that the pre-generator L n of the Markov process (X n , Z n ) satisfies for all f ∈ Dom(L n ) that
where Dom(L n ) is the domain of the pre-generator L n . For every n ∈ AE, we think of n 2 L 2,n as the pre-generator of the fast variable Z n evolving on timescale O(n 2 ) and we think of L 0,n +nL 1,n as the pre-generator of the slow variable X n given the fast variable Z n . The form of this pregenerator indicates that certain functions of the fast variables converge on timescale O(1) and some functions of the fast variables converge on timescale O(n). We will show in our main result, Theorem 2.4 below, under suitable assumptions that the non-Markov processes (X n ) n∈AE converge to a Markov process. Moreover, we give a non-trivial application to branching random walk in random environment in Theorem 3.5 below. Theorem 2.4 below is a corollary of Theorem 2.1 in [Kur92] which is a general result on stochastic averaging. The main contribution of our paper is to demonstrate how to apply the abstract result of [Kur92] to settings where the occupation measures of the driving processes (Z n ) n∈AE might not converge. For example, for branching random walk in random environment we will require that the first two moments of the offspring distributions converge appropriately.
We explain our approach with a simple example. Let a random walker on the real line move at constant speed (∈ Ê indicating positive or negative direction) for an exponentially distributed time period, choose then a new speed according to a given distribution and continue so forth. If the exponential waiting times become shorter and shorter and the distributions of the random speeds are suitable then these processes converge to a Brownian motion. More formally, let N be a Poisson process with rate 1 and, for every n ∈ AE, letZ n 1 ,Z n 2 , ... be independent and identically distributed real-valued random variables with distribution π n having mean µ n ∈ Ê and variance σ 2 n /2 ∈ [0, ∞). We assume that lim n→∞ nµ n = a ∈ Ê and that lim n→∞ σ
For each n ∈ AE the pre-generator of the bivariate Markov process (X
Of course a corollary of the celebrated Lindeberg-Feller theorem shows that the finite-dimensional distributions of (X n ) n∈AE converge to a Brownian motion if and only if Lindeberg's condition is satisfied or, equivalently, if for all ε ∈ (0, 1) it holds that lim n→∞ E (Z n 0 ) 2 ½ {|Z n 0 |>εn} = 0. In our stochastic averaging result, Theorem 2.4 below, we will obtain convergence in distribution on the space of cadlag functions and we will assume that there exists δ ∈ (0, 1] such that sup n∈AE E (Z n 0 ) 2+δ < ∞. The following heuristic then explains with a pre-generator calculation why the only possible limit process of the sequence (X n ) n∈AE is (at + σW t ) t∈[0,∞) where W is a real-valued standard Brownian motion. Since
2 ] < ∞, the occupation measures (see Definition 2.1 below) of the processes (Z n ) n∈AE are relatively compact. Moreover, any limit Γ satisfies for all f ∈ C 2 c (Ê, Ê)
is a local martingale. So we recognize the pre-generator of the Brownian motion (at+σW t ) t∈[0,∞) . Note that the second derivative appears as
x ∈ Ê and f ∈ C 2 c (Ê, Ê). An analogous iterated operator appears also in the case of branching random walk in random environment; see Remark 3.7 for more details. Moreover, we emphasize that the sequence (π n ) n∈AE does not need to have any convergence properties except for suitable convergence of the first and second moments. Next we explain our approach in the abstract setting of the second paragraph of this introduction where, for simplicity, we assume for every n ∈ AE that L 0,n = 0. For this, fix a function f in a dense subset of the continuous and bounded functions on the state space of the limiting Markov process. We assume for every n ∈ AE -identifying f with a function in the domain of L n which is constant in the second argument -that there exists a function h n ∈ Dom(L n ) and a measure π n on the state space of Z n (typically the ergodic equilibrium of Z n ) such that for all (x, z) in the state space of (X n , Z n ) and all n ∈ AE it holds that
Then for all n ∈ AE it follows from L n being the pre-generator of (X
is a local martingale. Moreover we assume that the sequence 1 n h n converges suitably to 0. Now, as in our application in Section 3, the sequence of functions (n · L 1,n f ) n∈AE might not converge but the sequence of averaged functions does. So we additionally assume for every x in the state space of the limiting Markov process that the limit
exists. Moreover we assume for every n ∈ AE that there exists a function g n on the state space of Z n and a suitable function A 2 f such that for all t ∈ [0, ∞) in the limit n → ∞ it holds that
where we used for each n ∈ AE the occupation measure Γ gn(Z n ) of g n (Z n ). The reason for introducing the functions (g n ) n∈AE is that the occupation measures of the processes (Z n ) n∈AE might not converge but the occupation measures of (g n (Z n )) n∈AE (which possibly have a much smaller state space) could converge. Finally we assume that the sequence (X n ) n∈AE satisfies the compact containment condition and for every t ∈ [0, ∞) that the family {g n (Z n s ) : n ∈ AE, s ∈ [0, t]} is tight. Then the sequence (X n , Γ gn(Z n ) ) n∈AE is tight and (1.6), (1.7) and (1.8) suggest that every limit point (X, Γ) satisfies that
is a local martingale, suggesting the form of the pre-generator for X. The technicalities of this reasoning are carried out in the next section.
Main result
Before we state Theorem 2.4, we fix some notation including the occupation measure of a stochastic process.
Definition 2.1. Let (E, d E ) be a complete and separable metric space. 
For a linear function
has càdlàg-paths and
is a (local) martingale for all f ∈ Dom(A). In this case, we say that A is a pre-generator for the process X.
, n ∈ AE, of E-valued stochastic processes is said to satisfy the compact containment condition, if for every ε, t > 0, there exists a compact set K ⊆ E with inf
4. Let B(E) be the Borel σ-algebra and M(E) be the space of measures on (E, B(E)), endowed with the weak topology (which is denoted by ⇒) and M 1 (E) ⊂ M(E) the subset of probability measures.
Denote the set of occupation measures by
6. For an E-valued stochastic process X = (X t ) t∈[0,∞) with càdlàg-paths, its occupation measure is the unique L m (E)-valued random variable Γ X such that for all t ∈ [0, ∞) and all B ∈ B(E) it holds that
We now describe the setting we are working in as well as some basic assumptions for our main result.
Assumption 2.2. 1. Let (θ n ) n∈AE ⊂ (0, ∞) be a sequence of real numbers with θ n n→∞ − −−− → ∞.
2. Let (S, d S ) and (E, d E ) be complete and separable metric spaces and let S 1 , S 2 , ..
4. The sequence (X n ) nAE of S-valued stochastic processes satisfies the compact containment condition.
Let (H, d
H ) be a complete and separable metric space and let g n : E n → H, n ∈ AE, be Borel measurable functions such that the family
Remark 2.3. Lemma 1.3 in [Kur92] implies that Assumption 2.2.5 is fulfilled if for every t ∈ (0, ∞) the family {g n (Z n s ) : n ∈ AE, s ∈ [0, t]} is relatively compact. Theorem 2.4. Let the setting from Assumption 2.2 be given, let Dom(A) ⊆ C b (S, Ê) be a dense set in the topology of uniform convergence on compact sets and let A 1 : Dom(A) → C b (S, Ê) and A 2 : Dom(A) → C(S × H, Ê) be functions. Suppose for every f ∈ Dom(A) that there exist f n , h n ∈ Dom(L n ), n ∈ AE, and π n ∈ M 1 (E n ), n ∈ AE, such that for all n ∈ AE it holds that
and such that the following integrals are well-defined and
(2.5)
Moreover, assume for all t ∈ [0, ∞) that there exists p ∈ (1, ∞) with
and assume for all t ∈ [0, ∞) that
) n∈AE is relatively compact and for every limit point ((X t ) t∈[0,∞) , Γ) and for every f ∈ Dom(A) it holds that
is a martingale.
Remark 2.5 (How to choose (f n ) n∈AE , (g n ) n∈AE and (h n ) n∈AE in applications). Let the setting from Theorem 2.4 be given. Assume for every n ∈ AE and every f ∈ Dom(A) that f | Sn ∈ Dom(L n ) and assume for every n ∈ AE that there exists π n ∈ M 1 (E n ) such that for every
Then (2.5) holds with f n := f | Sn , n ∈ AE, and h n := L 1,n f n , n ∈ AE. Moreover if for every
then the assumptions (2.7) and (2.8) are satisfied. For more general operators (L 2,n ) n∈AE it is sufficient for condition (2.5) to solve for every n ∈ AE the Poisson equation 
is feasible, then one can choose H = E and (g n ) n∈AE to be the identity functions in Assumption 2.2.5. In our application of Theorem 2.4 in Section 3 below, informally speaking, the processes (X n ) n∈AE sense the equilibria of the processes (Z n ) n∈AE only via certain real-valued functions (g n ) n∈AE . Proving tightness of (Γ gn(Z n ) ) n∈AE in L m (Ê) is in our application easier than proving tightness of (
Proof of Theorem 2.4. We will apply Theorem 2.1 in [Kur92] to the sequence ((X n , g n (Z n ))) n∈AE and first check the assumptions. By Assumption 2.2.4, the sequence (X n ) nAE satisfies the compact containment condition. Note also that the proof of Theorem 2.1 in [Kur92] only requires the relative compactness of Γ gn(Z n ) and that the stronger assumption of relative compactness of the family {g n (Z n t ) : n ∈ AE, t ∈ [0, ∞)} is obsolete.
Next, fix f ∈ Dom(A) for the rest of the proof. By assumption, there exist f n , h n ∈ Dom(L n ), n ∈ AE, and π n ∈ M 1 (E n ), n ∈ AE, such that L 2,n f n = 0 for all n ∈ AE and such that (2.4) and (2.5) hold. For every n ∈ AE, Dom(L n ) is a vector space so that
(2.13)
for all t ∈ [0, ∞) and all n ∈ AE. Then Assumption 2.2.3 implies for every n ∈ AE that the process
is a martingale. By Assumption (2.6) and global boundedness of A 1 f , for every t ∈ [0, ∞) there exists a real number p ∈ (1, ∞) such that
Moreover, recall that L n is a linear function and that L 2,n f n = 0 such that
(2.16) Therefore, we infer for all t ∈ [0, ∞) and all n ∈ AE that E sup
Then the Assumptions (2.4), (2.5), (2.7) and (2.8) yield for every t ∈ [0, ∞) that the left-hand side of (2.17) converges to 0 as n → ∞. Having checked all assumptions of Theorem 2.1 in [Kur92] , the assertion now follows from Theorem 2.1 in [Kur92] . This finishes the proof of Theorem 2.4.
Branching random walk in random environment
We will give a non-trivial application of our main theorem. More precisely, we analyse the diffusion approximation of a sequence of branching random walks in random environment (BRWRE). Informally speaking, we consider BRWRE where the offspring distribution changes more and more often over time and the involved offspring distributions are independent of the deme and of previous offspring distributions. Note that the corresponding result in a non-spatial setting, for branching in random envionment, was shown in [Kur78] ; see also [Kei75, Bor03, BS11] . The limiting diffusion process was studied in [BH12, Hut11, BMS13]. Next we describe the dynamcis of BRWRE.
Definition 3.1 (Ingredients for BRWRE).
1. Let D be a countable set (of demes).
2. Let γ : D → (0, ∞). Define x ℓγ := i∈D γ i |x i | for every x ∈ Ê D and
Note that (ℓ γ , · ℓγ ) is a separable Banach space.
3. Let a : D × D → [0, ∞) be a function (the jump rates for the random walk) satisfying for all j ∈ D and some µ ∈ (0, ∞) that i∈D a(j, i) = µ = i∈D a(i, j) and for some c
4. For every n ∈ AE let S n := S ∩ (
D and let E be the set of probability measures on
For z ∈ E, let m(z) and v(z) be the mean and variance of z, respectively.
Definition 3.2 (Scaled BRWRE).
Let the setting from Definition 3.1 be given, let β ∈ (0, ∞) and let N be a Poisson process with rate 1. For every n ∈ AE, let (Z n i ) i∈AE0 be independent and identically distributed, E-valued random variables which are independent of N and define Z n t := Z n N n 2 t/β 2 for all t ∈ [0, ∞). Then for every n ∈ AE and conditioned on Z n = z ∈ E, let nX n be a branching random walk with migration matrix a T , with migration and branching rate 1 and with offspring distribution process z, that is, let X n = (X n (i)) i∈D be a (time-inhomogeneous) Markov process with càdlàg-sample paths and with state space S n such that given X n t (i) = x ∈ N 0 /n each of the xn ∈ AE 0 individuals at time t ∈ [0, ∞) in deme i ∈ D
• is replaced (independently of all other individuals) at rate 1 by k ∈ AE 0 individuals with probability z t (k) and
• jumps to deme j at rate a(j, i) independently of all other events.
For every n ∈ AE, nX n conditioned on Z n is a continuous-time BRW with time-dependent offspring distributions and, therefore, is well-defined. To avoid distinction of cases, we adopt the convention that zero times an undefined quantity is zero. Thereby expressions such as xf (x − 1 N ) are defined for x = 0, all N ∈ AE and all functions f : [0, ∞) → Ê. For every n ∈ AE, the pregenerator L n of the time-homogeneous Markov process (X n , Z n ) has domain Dom (L n ) := f : S n × E → Ê f is bounded and depends only on finitely many coordinates ,
has the form (2.3) with θ n = n and (using the i-th unit vector e i , i ∈ D) for all f ∈ Dom(L n ) and all (x, z) ∈ S n × E it holds that
(3.4)
In order to obtain convergence, we assume the following properties of (Z n 0 ) n∈AE .
Assumption 3.3 (The distribution of (Z n 0 ) n∈AE ). Let the setting from Definition 3.1 be given. For the E-valued sequence (Z n 0 ) n∈AE , we assume that there exist α ∈ R, σ
Example 3.4 (How to fulfill Assumption 3.3). Let the setting from Definition 3.1 be given, let σ 2 e < 1, α ∈ Ê and let (Z n 0 ) n∈AE be a sequence of E-valued random variables such that for all
Here, we get for all n ∈ AE ∩ [ The following theorem, Theorem 3.5, proves weak convergence of branching random walk in global random environment to interacting branching diffusions in global random environment. The one-dimenional case |D| = 1 is well-known and has been established in [Kur78] and in [Bor03] under more general assumptions. To the best of our knowledge, interacting branching diffusions in (non-trivial) random environment have not been studied before. ===⇒ X where X = (X(i)) i∈D is the unique weak solution of
where W ′ , (W (i) i∈D are independent real-valued Brownian motions.
Remark 3.6 (Global versus local environment). The processes (Z n ) n∈AE describe global environments in the sense that at any time all demes have the same offspring distribution. Another case would be that the environments on different demes are different, e.g. by using independent environments. We note that -although results can easily be conjectured -approximation results for the latter case of a local environment are harder to obtain. In particular, it is not clear how to adapt our proof for the compact containment condition.
Remark 3.7. Analogously to the example in the introduction, the summands in (3.5) involving σ 2 e appear as the limit of certain iterated operators. More precisely, for f ∈ C 2 c (Ê D , Ê) depending only on finitely many coordinates and for x ∈ S it holds that σ 2 e i∈D
See also (3.32) for more details.
Before we give the proof, we provide an auxiliary result which will be useful for proving (2.4).
Lemma 3.8. Let X 0 , X 1 , X 2 . . . be independent and identically distributed [0, ∞)-valued random variables and let M be an independent Poisson distributed random variable with parameter ρ ∈ [0, ∞) which is independent of the sequence X 0 , X 1 , . . . Then for all α ∈ (0, ∞) and all p ∈ (1, ∞) it holds that E max i∈{0,1,...,M}
Proof of Lemma 3.8. Independence of all involved random variables implies for all x ∈ (0, ∞) that P max i∈{0,1,...,M}
(3.8)
Consequently, Fubini's theorem and the Markov inequality imply for all α ∈ (0, ∞) and all p ∈ (1, ∞) that E max i∈{0,1,...,M}
This finishes the proof of Lemma 3.8.
Our next lemma states a well-known caracterization of compact subsets of S; see, e.g., (a simplified version of) Lemma 3.3 in [KM12] .
Lemma 3.9. A subset K ⊆ S is relatively compact if and only if (i) sup x∈K x lγ < ∞ and (ii) for every δ ∈ (0, ∞) there exists a finite subset E ⊆ D such that sup x∈K x½ D\E lγ < δ.
For proving the compact containment condition we will use that the associated random walks satisfy the compact containment condition. This is subject of Lemma 3.11 below. First we derive a formula for the variance of linearly interpolated random walks.
Lemma 3.10. Let (Y i ) i∈AE0 be a sequence of independent and identically distributed real-valued random variables having finite second moment E[(Y 0 ) 2 ] < ∞. Moreover let ξ = (ξ t ) t≥0 be a Poisson process with parameter ρ ∈ (0, ∞) and jump times (T k ) k∈AE which is independent of (Y i ) i∈AE0 . Then almost surely it holds for all t ∈ [0, ∞) that, with T 0 := 0,
(3.10)
for the rest of the proof. Fubini's theorem and the assumption that (Y ) i∈AE are identically distributed imply that E t 0 Y ξr dr ξ = E[Y 0 ] t. Next, note that the realvalued random variables T k+1 − T k , k ∈ AE 0 , are independent and exponentially distributed with
] and using independence, we get that
Next we analyze the expected sum of squared waiting times up to time t. Conditional on ξ t = m, the m jump times are independently and uniformly distributed over [0, t] for every m ∈ AE. Since the interjump times are exchangeable, we obtain that
where we used the Markov property of the Poisson process. An elementary calculation yields
More precisely, the second derivatives with respect to t of both sides are equal to 2tρe −ρt . Moreover the first derivatives of both sides at t = 0 are equal to zero and both sides vanish at t = 0. This implies (3.13). Taking expectations in (3.11), inserting (3.13) into (3.12), (3.12) into (3.11) results in
(3.14)
which implies the assertion and finishes the proof of Lemma 3.10.
The next lemma, Lemma 3.11 is a first (simple) application of our main theorem to continuously interpolated random walks in continuous time.
Lemma 3.11. Let N be a Poisson process with rate 1 and, for every n ∈ AE, letZ n 0 ,Z n 1 ,Z n 2 , ... be independent and identically distributed real-valued random variables with distribution π n having mean µ n ∈ Ê and variance σ
Proof. We will apply Theorem 2.4 and first check the assumptions. Let (T k ) k∈AE0 denote the jump times of the Poisson process N . For every n ∈ AE, conditioned on N , the process
is a martingale due to integrability and independence of the increments. This, the fact that the supremum over a linearly interpolated discretely defined function is equal to the supremum over this function, Doob's submartingale inequality, the fact that t − T Nt is bounded stochastically by an exponentially distributed random variable with parameter 1 for every t ∈ (0, ∞) and Lemma 3.10 imply for all n, m ∈ AE and t ∈ (0, ∞) satisfying tn|E[
(3.17)
Therefore, using sup n∈AE n|µ n | < ∞ and sup n∈AE σ This implies that (X n ) n∈AE satisfies the compact containment condition and finishes the proof of Lemma 3.11.
Proof of Theorem 3.5. We will apply Theorem 2.4 and first check the assumptions. We start with proving the compact containment condition. According to Lemma 3.9 it suffices to show for all ε, t ∈ (0, ∞) that there exists k ∈ AE and a finite subset E ⊆ D such that lim sup
(3.20)
Let I be the identity on S and let (π i ) i∈D be the projections on S, that is, for all i ∈ D and
x ∈ S it holds that π i x = x i . Using for all n ∈ AE, i ∈ D, (x, z) ∈ S × E and s ∈ [0, ∞) that
Itô's formula for continuous semimartingales implies that the processes {M n,t,E :
are continuous non-negative local martingales and, therefore, continuous supermartingales. For
) k∈AE be a localizing sequence of stopping times for M n,t,E . In addition, define Y Moreover, a ≥ 0 implies for all t ∈ [0, ∞), i ∈ D and x ∈ S that (e t(a−µI) π i )(x) ≥ e −µt x i . Using this, Doob's inequality, X n (0) n→∞ ===⇒ X(0) and inequality (3.2), we then obtain for all t, r, u ∈ (0, ∞) and all E ⊆ D that lim sup
Now, choosing E = D, u = √ r, using for all t ∈ (0, ∞) that i∈D γ i e t(a−µI) π i (X 0 ) ≤ e ct X 0 lγ < ∞ and letting r → ∞ implies (3.19). Moreover, choosing r = √ ε and E = D \Ẽ with finite subsetẼ ⊆ D, using the dominated convergence theorem together with i∈D γ i e t(a−µI) π i (X 0 ) ≤ e ct X 0 lγ < ∞, lettingẼ ↑ D and letting u → ∞ gives (3.20) and shows that Assumption 2.2.4 is satisfied.
Next, we define g n (z) := (m(z) − 1) 2 ∈ Ê for every n ∈ AE and every z ∈ E. Then Remark 2.3 together with
for all k ∈ AE and together with Assumption 3.3 implies that Assumption 2.2.5 is satisfied. Moreover Lemma 3.9 and density of C 2 c (Ê is dense in C b (S, Ê) in the topology of uniform convergence on compact sets. Define
for all f ∈ Dom(A), r ∈ Ê and all x ∈ S. Then A 1 : Dom(A) → C c (S, R) and A 2 : Dom(A) → C(S × Ê, Ê) are well-defined functions. Fix f ∈ Dom(A) for the rest of the proof. For every n ∈ AE define f n , h n ∈ Dom(L n ) and π n ∈ M 1 (E) by f n := f |S n , by h n := L 1,n f n and by π n (·) := P(Z n 0 ∈ ·). Lemma 3.8 yields for all ε, t ∈ (0, ∞) and all n ∈ AE that E sup This shows that (2.4) is satisfied. Clearly it holds for every n ∈ AE that L 2,n f n = 0 and for x ∈ S n , y, z ∈ E that (L 0,n f n )(x, y) = (L 0,n f n )(x, z) and that L 2,n h n (x, z) = E (L 1,n f n )(x, y)π n (dy) − (L 1,n f n )(x, z). This shows that (2.5) is satisfied. Assumption 3.3 implies for all t ∈ (0, ∞) that This shows that Assumption (2.8) is satisfied. Having checked all assumptions of Theorem 2.4, Theorem 2.4 now implies that (X n , Γ gn(Z n ) ) n∈AE is relatively compact. Assumption 3.3 implies for every limit point Γ of (Γ gn(Z n ) ) n∈AE and every f ∈ C c (Ê, Ê) that
that is, Ê yΓ(dt, dy) = dt σ 2 e . Consequently Theorem 2.4 implies that any limit point X of the squence (X n ) n∈AE is a solution of the D([0, ∞), S)-martingale problem for the pre-generator Dom(A) ∋f → A 1f + (A 2f )(·, σ 2 e ). In particular, this implies existence of a weak solution of the SDE (3.5). In addition standard Yamada-Watanabe-type arguments yield pathwise uniqueness of this SDE; cf., e.g., Lemma 3.3 in [HW07] where the assumed independence of the Brownian motions is not used in the proof. Therefore, uniqueness of a weak solution of the SDE (3.5) follows from a Yamada-Watanabe type argument; see, e.g., Thereom 2.2 in [SS80] . Finally since any limit point of (X n ) n∈AE is a weak solution of the SDE (3.5), this shows that (X n ) n∈AE converges weakly to the unique solution of the SDE (3.5). This finishes the proof of Theorem 3.5.
