Clemson University

TigerPrints
All Dissertations

Dissertations

12-2021

Reinforcement Learning Based Design Methodology for Building
Performance: A Case of Building Facades with Kinetic Elements
Sida Dai

Follow this and additional works at: https://tigerprints.clemson.edu/all_dissertations
Part of the Architecture Commons

Clemson University

TigerPrints
All Dissertations

Dissertations

12-2021

Reinforcement Learning Based Design Methodology for Building
Performance: A Case of Building Facades With Kinetic Elements
Sida Dai

Follow this and additional works at: https://tigerprints.clemson.edu/all_dissertations
Part of the Architecture Commons

Reinforcement Learning Based Design
Methodology for Building Performance:
A Case of Building Facades
With Kinetic Elements

A Dissertation
Presented to
the Graduate School of
Clemson University

In Partial Fulfillment
of the Requirements for the Degree
Doctor of Philosophy
Planning, Design, and the Built Environment

by
Sida Dai
December 2021

Accepted by:
Michael Carlos Kleiss, PhD, Committee Chair
Winifred Elysse Newman, PhD
Joseph Choma, PhD
Brandon Ross, PhD

Abstract
With the increasing complexity of design problems in building performance,
traditional design methods are difficult to meet the growing demand of designers.
For example, in building facades with kinetic elements, traditional design methods
are facing many constraints due to the complex design variables and requirements.
This study applied reinforcement learning(RL) to building performance optimization
and proposed a novel design methodology. This design methodology consists of two
parts: (1) a RL-based design system; (2) an improved design process based on RL.
The construction of the design methodology started from the analysis of design
algorithms. Next, the design system was built based on Python and Grasshopper.
Then, this research proposed a design process that incorporates the RL algorithm.
Finally, a full factorial experiment was conducted to verify the generalization and
effectiveness of this design method in different scenarios. Results of the experiment
showed that kinetic facades generated by the novel design method perform better
than facades generated by traditional design methods in terms of blocking radiation
heat and glare.
The application of RL in architecture is still in the exploratory stage and has
many unexplored research directions. By proposing a feasible and efficient RL-based
design methodology, this study will improve the performance of buildings and provide
references for applying RL in design.
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Chapter 1
Introduction

1.1

Background Information
In the 1950s, recognizing the complexity of problems in architecture and urban

design, architects began to use computers for risk calculations and cost estimates[67].
Further, the rise of cybernetics and artificial intelligence (AI) further stimulated architects’ interest in computer-aided design. Architects began to shift their attention
to the design process rather than the design result[108]. In the early 1960s, Christopher Alexander started applying ideas of cybernetics and AI to the architecture field
and constructed computational models to simulate design problems in architecture[2].
In the late 1960s, Nicholas Negroponte conceived an intelligent building system that
relies on AI and can learn from the activities of its users[81]. In his ”Architecture
Machine” theory, AI connects humans and machines and the design process is more

1

like the dialogue between humans and computers.
After the difficulties caused by the limited computing power from 1970 to
1980, machine learning-based AI algorithms attracted considerable attention. By
1989, Kurt Hornik et al. showed that multilayer neural networks can approximate
any data distribution[48]. Since then, the emergence of convolutional neural network
(CNN) and Deep Belief Nets further brought AI into the deep learning stage [61][47].
In the field of reinforcement learning (RL), from Bellman’s dynamic programming algorithm in 1956 to the Deep-Q-Network algorithm by Google deepmind in 2015, RL
has become an important branch in the AI field[25][119]. In early 2016, AlphaGo’s
victory over Lee Sedol became a milestone event in AI, and further made RL widely
noticed and studied[122]. The emergence of AI technologies in recent years has also
influenced design methodology in architecture. In contrast to Steven Coons’ description of humans as masters and computers as skillful mechanical slaves, the computer
is more like a collaborator in the AI-based design system[21]. It can analyze the
environment and conditions and also summarize the rules in the design results. The
emergence of these new technologies provides new perspectives and possibilities for
architectural design and design methodologies.
Meanwhile, with the increasing demand for physical properties of the building,
technologies in building performance such as kinetic facades (facades with kinetic
elements) attracted growing research interest in recent years[64]. Currently, there
are over 500 examples of buildings with kinetic facades according to the Climate
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Adaptive Building Shells database[90]. Unlike static facades, kinetic facades could
automatically respond to external climate on an hourly, daily, seasonal, or annual
basis[63]. For instance, the kinetic facade system in Al Bahr Tower reduced 50%
energy consumption for office space[55]. While The World Trade Center in Bahrain
with the same region type only reduced 14% energy by introducing wind turbines[87].
Compared with other sustainable building strategies, kinetic facades could achieve
higher indoor environment quality with better energy efficiency. However, complex
design variables in the kinetic facade also put forward higher requirements on the
design method.

1.2

Statement of the Problem
Sophisticated building performance strategies can lead to better occupant ex-

perience and higher energy efficiency. However, they also place higher requirements
on the design method. In such cases, traditional design methods and generation algorithms are less efficient in solving design problems with complex variables. RL
performs well in solving problems with no training set and model-free algorithms. In
recent years, researchers started using RL in building operation optimization and architectural design generation. However, the application of RL in architectural design
methodology is still in the exploratory stage, due to limitations of computing power
and simulation software. There are still many unexplored research directions in this
field.
3

In addition, there are thresholds for architects to use RL in the design process.
On the one hand, the application of RL algorithms is highly dependent on writing
computer code, which differs significantly from the way architects work. On the
other hand, RL has a more complex system with more parameters than traditional
optimization algorithms in the architectural field, such as genetic algorithms and
swarm intelligence algorithms. It requires designers to consider the application of RL
from a more systematic perspective. Designers also need to know the attributes, time
cost, and expected results of RL.
In the field of kinetic facades, there are many studies about kinetic facades
focused on improving facade control systems[64]. However, complex control systems
will lead to high construction and maintenance costs. More research is needed in the
design-based optimization approach to enhance the performance of kinetic facades in
the early design stage. A kinetic facade with a simple operation mode and control
system would significantly reduce the cost and further reduce the life cycle energy
consumption of the building.
In most of the current kinetic facades, their units have a uniform shape and
operation mode. The Figure 1.1 shows an example of the most common kinetic facade
with 50 square units. The pure vertical kinetic facade performs well in west orientation, and the pure horizontal kinetic facade performs better in south orientation.
However, there are a large number of hybrid kinetic facades remain unexplored.
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Model

Type

Pure Vertical Kinetic
Facade

Pure Horizontal Kinetic
Facade

Hybrid Kinetic Facade

Scenario

Prevent glare before sunset

Prevent irradiation at noon

?

Number of
design

2

2

4^50 - 4

Figure 1.1: Kinetic facades with square units

1.3

Research Aim and Objectives
The research aim of this study is to propose RL-based design methodology for

building performance. It leads to three research objectives:
(1) To construct a RL-based design system.
(2) To apply this method to different kinetic facade design scenarios.
(3) To test the validity of RL-based design method in the context of kinetic
facades.

1.4

Research Questions
This research focused on developing a RL-based design methodology. This de-

sign methodology includes the RL-based design system and the corresponding design
process. After that, taking the kinetic facade as an example, this research used the
novel design method to optimize the performance of kinetic facades. This study has
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one main research question and two derived questions:

[Main question]
Is RL-based design method a effective way to improve building performance?

[Derived question]
(1) How to construct a generative design method based on RL?
(2) How to use the RL-based design method to design kinetic facades with
better performance?
The research hypothesis of this study is that RL algorithms could be embodied
with architecture design methods and effectively solve complex design problems in
building performance.

1.5

Motivation and Impact
[Motivation]: From Gaudı́‘s hinge model of the Sagrada Familia to the Digi-

tal Project software used by Gehry when designing the Bilbach Museum, the innovation of design methods is often accompanied by substantial changes in architectural
form and function. The higher requirements for buildings inspired new design tools
and design methods, and novel design methods have in turn changed the possibilities
of architecture and further affected people’s perception of architecture. In the past ten
years, the rapid development of artificial intelligence has brought significant changes
6

to the world. In the architectural field, artificial intelligence is also profoundly changing the way people view architecture and design. The ability of artificial intelligence
to solve complex problems also has the potential to bring a new round of changes in
the architectural field. I have been motivated to explore the possibilities of building
performance by applying the reinforcement learning algorithm in design methodology.
[Impact]: In the architectural design field, my research will provide a new
method to solve complex design problems, which is beneficial to the designer’s working efficiency. In addition, by incorporating the building performance into the RLbased design method, my research will help improve the operating efficiency of the
building and the living experience of the occupants. Currently, the building industry
occupies 39% of energy consumption and 39% of CO2 emissions[10]. My research will
further reduce the energy consumption of buildings and promote sustainable built
environments.

1.6

Overview of Chapters
The first chapter starts with introducing the background information of RL

and kinetic facades. Then, this research discussed research problems and objectives
based on the background information.
Chapter 2 discusses the theoretical basis of this research. It reviews the development of methodology in the design field, especially focusing on its relationship
with artificial intelligence. It includes the concepts, theories, and thoughts in design
7

methodology and reinforcement learning. It points out the necessity and advantages
of applying reinforcement learning in design methodology.
Chapter 3 studies the development of kinetic facades in recent years from the
perspective of building performance. It explores the performance and potential of the
kinetic facade as a building performance strategy. In addition, this chapter introduces
the evaluation method of the kinetic facade as a criterion for designing and operating
kinetic facades.
Chapter 4 introduces the design methods proposed in this study. It begins
with an introduction to the design system, including the construction process and
its components. After that, the RL-based design process is proposed and applied to
several design cases.
Chapter 5 focuses on the research methodology used in this study and the
experiment design. It includes the construction of the experiment and the selection
of experiment variables.
Chapter 6 further describes the experiment procedure from preparation to
conduction. Then, it presents the results with charts and graphs.
Chapter 7 contains the analysis and summary of the experiment results. In
addition, it discusses the limitations of this study and possible future works.
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Chapter 2
Reinforcement Learning in Design
Methodology

2.1

Introduction
This chapter aims to provide a theoretical framework for applying reinforce-

ment learning(RL) in design methodology. It starts by introducing the key concepts
and philosophy of design methodology. The discussion of design methodology forms
the basis for this research. In the last decade, artificial intelligence gained increasing
attention from researchers in the design field. This chapter further introduces some
representative research in this direction and how they influence this research. After
that, this chapter introduces theories and applications of RL. Since RL is a foreign
concept in the design field, it is necessary to know its operation mechanism and key
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rules before discussing its application. Lastly, this chapter discusses the way RL expanded the framework of generative design. It reveals how this research extends the
boundary of existing knowledge in the design field.

2.2
2.2.1

Methodology in Design Field
Methodology and Design Methodology
Methodology is the philosophy or theory of methods about the way peo-

ple observe things and deal with problems[54]. Methodology is closely connected
with the worldview and reflects a specific philosophical paradigm. Methodology usually contains a discussion of the stages, tools, methods, and techniques in problemsolving[100]. Hammersley discusses three main functions of methodology[42]:
(1) Methodology as technique, which emphasizes the tool attributes of methodology and focuses on the methods, principles, and processes of scientific research;
(2) Methodology as philosophy, which mainly focuses on philosophical issues
in the process of scientific research;
(3) Methodology as autobiography, which refers to the author of the research
completely describing the research process, introducing many details and background
information that will not appear in regular papers.
Design methodology is the study of problem-solving methods in the field of
design. Design methodology includes a summary and analysis of design tools, tech-
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nologies, processes, and ways of thinking. Nigel Cross has the following definition of
design methodology[23]:
“Design methodology, then, is the study of the principles, practices
and procedures of design in a rather broad and general sense. Its central concern is with how designing both is and might be conducted. This
concern therefore includes the study of how designers work and think;
the establishment of appropriate structures for the design process; the
development and application of new design methods, techniques, and procedures; and reflection on the nature and extent of design knowledge and
its application to design problems.”
The expectation of making the design more rational and reasonable encourages the development of design methods. This section discusses two representative
philosophical cognitions of the design process. Hillier et al’s design philosophy began
by criticizing traditional rationalism and empiricism, which tried to eliminate the preconception of the design[46]. They think that the design problem is pre-structured,
and it is also affected by the constraints of the design requirements and the designer’s
cognition. They further emphasize the key role of conjectures in design based on Popper’s ”conjectures and refutations” model of science. They think conjectures allow
designers to establish understanding and cognition of design problems. In summary,
they think design is a parallel process of conjectures and problem analysis.
Lionel March has a different understanding of the design process. He empha11

sizes the difference between design, logic, and science. March opposes establishing
the theory of design based on the paradigm of logic and science[70]. Furthermore, he
introduces Peirce’s concept of ”abduction” in the design. He proposes the ProductionDeduction-Induction (PDI) model of the design process. In this model, ”Production”
represents putting forward an abductive design proposal based on initial design requirements. Next, the designer’s job is to predictively evaluate the performance of
the design in the ”Deduction” stage. In the ”Induction” stage, the designer further
proposes a new improved proposal after summarizing and comparing the previously
proposed design and expected performance.
It is worth noting that, compared to the linear design process proposed by
Hillier et al, March’s design process is an iterative process of generating and evaluating. The PDI model has played an important role in the design process presented in
this research. Chapter 4 further elaborates their relationship in the ”Design Process”
section.

2.2.2

The Complexity of Design Problems
The design methodology is closely related to the complexity of the design

problem. The discussion of the complexity of design problems can be traced back to
the debate about whether the design is subjective or objective. Since the subjective
side of the design will inevitably bring confusion to the design evaluation. Some
designers advocate evaluating design as objectively as possible. Alexander believes
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that design is a matter of fact rather than value[3]. He was trying to establish an
external objective design knowledge system. This system is similar to the scientific
knowledge system, so designers can continuously accumulate knowledge about design
while constantly exploring the relationship between design elements. Based on this
system, Alexander emphasizes the objective attributes of design and reduces the
designer’s subjective judgment in the design process.
Rittel and Webber have research that suggests otherwise. They use the term
”tame problem” to represent problems that can be clearly defined and ”wicked problem” for problems with a complex definition[91]. They describe problems in the scientific field as ”tame problems”, while they think design problems are mostly ”wicked
problems.” In contrast to ”tame problems”, ”wicked problems” often do not have
clear targets and methods to evaluate their solutions. This thought further leads
to their criticism of the previous systematic design method proposed by Alexander.
The systematic design method starts with detailed data collection and analysis and
obtains the final design results through synthesis or a ”creative leap.” They believe
that the solution to design problems should rely on an argumentative process. Critical results will finally be proposed after continuous communication and discussion
among design participants.
Simon further refutes the views of Rittel and Webber. He believes that there
is no essential difference between the ”wicked problem” and the ”tame problem”
(he uses the ”well-structured” and ”ill-structured” problem to refer to these two
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concepts)[104]. Take playing chess as an example, he believes that the typical ”tame
problem” in the views of Rittel and Webber has a more complicated and vague structure. However, the chess player made its structure clear by sorting out the problem.
Taking architectural design as an example, he discusses how the ”wicked problem”
is tamed. Considering factors and constraints of designing a house, an architect will
initially think this problem is a ”wicked problem” when the architect receives a design commission. After that, as the memory related to the design is evocated, the
architect begins to sort out the work and proposes design schemas. In this situation,
”wicked problems” are taming to ”tame problems”.
In summary, they hold different views on how to solve the ”wicked problem” in
the design field. Alexander focuses on reducing the complexity of design by emphasizing objectivity in design. Rittle and Webber think that the character of the ”wicked
problem” cannot be ignored, and they try to solve this type of problem by creating
an argumentative process. In addition, Simon’s way of tackling ”wicked problems” is
analyzing such problems to get clear structures and solving them with conventional
methods.

2.2.3

Machine learning-based AI in Solving ”Wicked” Problems
Simon believes that the essential difference between the ”tame problem” and

the ”wicked problem” is only the difference in the size of the knowledge base and
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emphasizes that ”wicked problem” can be transformed into a ”tame” one. The key
to this process is to convert a complex ”wicked problem” problem into a series of
structured ”tame problems” after the analysis of the problem. On this basis, Newell et
al further proposed a program called General Problem Solver (GPS) to solve complex
problems[82]. This program attempts to build a system that can solve all problems
based on logical reasoning and the search for long-term memory. It is worth noting
that GPS is thought to be the earliest useful AI system. However, the combinatorial
explosion causes a large gap between the theoretical and actual calculations when
solving complex problems. It further led to the failure of the GPS: it only has limited
generality and ability to solve problems. Take board games as an example. In the
chess field, the Deep Blue AI system based on search algorithms defeated a top
human player Garry Kasparov in 1997[49]. But in the Go field, AI is unable to beat
top human players for a long time. The reason is that Go has a search space that is
far beyond chess: Go has 10172 different possible states while chess only has 1050 [117].
The emergence of machine learning-based AI provides a new direction for
solving ”wicked design problems”. For ”wicked problems” with clear evaluation criteria and complex solutions, machine learning-based AI can sum up with experience
through continuous trying and learning. The characteristic of machine learning-based
AI is that the computer no longer follows a fixed preset knowledge base, but tries to
get its understanding of the problem[94]. AI stores these experiences in the form of
neural networks or models to obtain the ability to continuously optimize the result.
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These experiences are often uninterpreted by humans, but it is undeniable that this
method has an excellent performance in solving a certain type of problem. In 2016,
Google’s Alpha Go defeated human top chess player Lee Sedol[102]. It is the first
time in the Go field that the performance of AI has surpassed human beings. The
subsequent Alpha Zero no longer learns from human players, but automatically finds
the appropriate skills according to the rules[103]. It further demonstrates the advantages of machine learning-based AI in solving complex problems compared to other
methods.
This research summarizes the above theories on design methodology, and on
this basis, proposes a RL-based design method. Inspired by Simon’s discussion of
taming ”wicked problems”, this method divides the design problem into different
subproblems to obtain a clearer structure. In addition, this research argues that
subjective evaluation is indispensable in design. But for some design problems with
clear criteria, the application of AI can effectively reduce the complexity of these
problems. In summary, it follows this sequence: (1) the designer subjectively proposes
the requirements and initial framework of the design; (2) Then uses RL to search the
solution of the problem within the framework; (3) The designer evaluates and adjusts
the design results of the machine, and selects the final design result. Chapter 4 further
describes the details and specific steps of this design method.
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2.3

Applications of Artificial Intelligence in Design Field
In the 2010s, machine learning-based AI has achieved considerable develop-

ment due to the significant increase in computing power and the improvement of
technologies such as distributed computing and big data[95]. According to the type
of supervision received during training, machine learning algorithms can be classified into the following four categories: supervised learning, unsupervised learning,
semi-supervised learning, and reinforcement learning. In the next part, this research
will introduce the characteristics of these algorithms and their applications in the
architectural field.

2.3.1

Supervised Learning
The characteristic of supervised learning is that it needs labeled data as the

training set during its training process. Therefore, supervised learning is often used to
solve classification and regression problems. Common supervised learning algorithms
include Linear Regression, Support Vector Machines, Decision Trees, and Neural
Networks.
Sóbester and Keane used a supervised learning system to repair failed geometries in CAD models[107]. In this study, they used Radial Basis Function Networks
to predict the quality of geometries. Chiţu et al used supervised learning to predict
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building occupancy based on building information such as CO2 data and airflow[20].
Chen used the predicted value generated by the Neural Network to replace the result
generated by the simulation software to enhance the optimization ability of the design
system[18]. Another typical study with supervised learning in classification was done
by Gizem et al in 2018[128]. They used supervised learning to label and automatically layer different elements in a 3D model. It can be seen from these studies that
the performance of supervised learning largely depends on the size and quality of the
training set. Supervised learning often performs well on classification and prediction
problems with a high-quality training set and huge data.

2.3.2

Unsupervised Learning
Compared with supervised learning, unsupervised learning doesn’t need la-

beled data in its training set, and the algorithm could automatically learn the feature
of the data without guidance. Common application scenarios of unsupervised learning
include data classification, dimensionality reduction, and anomaly detection. Typical
unsupervised learning algorithms include K-means clustering and Generative Adversarial Network(GAN). GAN was proposed by Goodfellow et al in 2014[39]. GAN
system contains two neural networks, one for generating and the other for evaluation.
Many studies in the architectural field use GAN for design generation.
For example, Huang and Zheng used GAN in 2018 to identify and generate
apartment floor plans and discussed the composition and principles of the entire sys-
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tem [50]. After that, Zheng and Ren further developed this research in 2021. They
used vector drawings to replace the bitmap in the previous research and achieved better results[131]. ArchiGAN developed by Chaillou also uses GAN to generate residential building plans, including building footprint, floor plan, and furniture layout[15].
Yu used two GAN-based Pix2Pix models to generate plans and sections. One model
is responsible for generating the building plan from the input boundary, and the other
model is for generating facade from the optimized plan[129]. In addition, the application of GAN in the architectural field also includes the automatic generation of
renderings based on sketches[16] and the generation of street view maps[84]. Unsupervised learning does not need to label the training set, which appreciably reduces
the manual workload and improves the training efficiency.

2.3.3

Semi-supervised Learning
Semi-supervised learning is a mixture of supervised learning and unsupervised

learning. Its training set contains both labeled data and unlabeled data, and there
are usually more unlabeled data[132]. Semi-supervised learning algorithms can generally be classified as Self-training algorithms, Graph-based Semi-supervised Learning
algorithms, and Semi-supervised Supported Vector Machine algorithms. Compared
with the first two machine learning algorithms, semi-supervised learning has relatively
fewer applications. In the architectural field, Ghourchian et al used semi-supervised
learning to locate wifi devices in smart homes in real-time[38]. Naganathan et al used
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semi-supervised learning in Building energy modeling to improve its efficiency and
accuracy[80].

2.4

Theories and Applications of Reinforcement
Learning

2.4.1

Theories of Reinforcement Learning
RL is quite different from the former machine learning algorithms. It does not

need to learn from the training set but learns directly from the interaction with the
environment[113]. Agent and Environment are indispensable subjects in the RL system. The agent in the RL system will interact with the environment and get rewards
or punishments from it. Based on the feedback, the RL system can learn the strategy of getting more rewards by itself. This feature allows RL to solve combinatorial
optimization problems.
Markov Decision Process(MDP) is the most common model in RL. The environment state has the Markov Property when the future state is only related to the
present and has nothing to do with the past. However, the future state in the real-life
environment is often related to both the present and the past. It is often necessary to
simplify the environment model by assuming that it has the Markov Property when
encountering such problems in RL. Typical algorithms in RL include Q-Learning,
State-Action-Reward-State-Action, Deep Q-Learning, and Policy gradient.
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According to whether there is a probabilistic model (describing the probability
of transition from one state to another), the RL algorithms to solve MDP problems
can be classified into model-based algorithms and model-free algorithms. Since problem modeling is often too complicated in the design field, this section focuses on
model-free algorithms. Dynamic Programming (DP) is a typical model-based algorithm. Model-free algorithms include Monte-Carlo Learning and Temporal-Difference
Learning. The main difference between the two is that Monte-Carlo Learning needs
to learn from a complete round. It means the agent only gets rewards at the end
of the round but not in the process. Temporal-Difference Learning can learn from
an incomplete round, so Temporal-Difference Learning can get rewards from every
step. Depending on the characteristic of the algorithm, these rewards can be passed
forward or backward.
Q-learning is a model-free RL algorithm that uses the action-utility function
to evaluate the pros and cons of different actions in a specific state. In most cases,
the combination of state and action is limited, which allows us to use the Q table to
describe this function. The Q value in the table represents the quality of the action
taken in the corresponding state. The higher the value, the greater the benefit that
may be obtained by taking this action.
Q learning algorithm is mainly used to solve problems with discrete solution
spaces. For the problem with continuous solution space, the Policy Gradient algorithm often has better performance. The Policy Gradient algorithm is not based on
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the value function but directly models and optimizes the policy. The advantage of
the Policy Gradient algorithm lies in the solution of problems with a large number of
states and actions. In this type of problem, it is hard to strictly separate each state
and store the value of each pair of state-action. The Policy Gradient algorithm uses
a function to estimate the value of a state and refine the parameters in the function
through training. In this way, RL based on Policy Gradient tends to have better convergence. However, the shortcomings of the Policy Gradient algorithm are relatively
low learning efficiency and the higher possibility of getting stuck in a locally optimal
solution.

2.4.2

Applications of Reinforcement Learning
Smith and Lasch used RL to control the indoor environment[105]. They pro-

posed an Intelligent Adaptive Control framework to integrate the adaptive facade
control system into the conventional control system. It allows the control of the
adaptive facade and the HVAC system at the same time. Zhang et al proposed an
HVAC control framework based on deep RL in 2018[130]. They also developed a
case study in an office building that showed this framework saves about 15 percent of
heating energy. The specific deep RL algorithm used in this research is Asynchronous
Advantage Actor Critic, a variant of the Advantage Actor Critic algorithm. Wang et
al designed a RL-based controller for the HVAC system in 2017[123]. This controller
is based on the Long-Short Term Memory architecture of Recurrent Neural Network.
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Experiment results show that this controller improves 15 percent of thermal comfort
and 2.5 percent of energy efficiency. Wei et al applied deep RL to the control of the
HVAC system in the same year[124]. In their study, the EnergyPlus software was
used as a simulation tool.
RL is also being used in design generation. Chang et al proposed a RLbased campus building design method and explored the relationship between design
parameters and energy performance[17]. Veloso and Krishnamurti used deep RL
to generate spatial configurations based on environmental information[121]. Using
building performance and aesthetics as optimization targets, Han et al combined deep
RL and computer vision and developed a set of urban block design methods[43]. The
quantitative analysis of aesthetics in their study is based on the Hough transform
algorithm. This algorithm could evaluate the degree of alignment of buildings. A
higher degree of alignment means there are more buildings aligned with each other
and better performance in aesthetics. It can be seen from these studies that RL has
great potential in control systems and design generation. RL can often achieve better
optimization results in these directions that have clear quantitative standards and
simulation systems.
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2.5

The Extension of Design Methodology by Reinforcement Learning
Based on the characteristics of RL, this research summarizes the extension

of RL to the field of design methodology into the following two aspects: First, RL
extends the ability of design methodology in solving timing decision problems. Based
on information processing theory, scholars such as Eastman and Mitchell regard the
design process as a problem-solving process, which includes multiple cycles of specification, generation, and evaluation[26][77]. These stages often involve a large number
of design decisions, and these decisions shape the final design result in a certain time
sequence. These characteristics make the design problem often has Markov Property or can be transformed into a Markov Decision Process through induction. RL
provides a new way for designers to solve design problems.
Second, RL is more efficient in solving complex problems in the design field.
According to the time complexity of searching the solution of the problem, researchers
in Theoretical Informatics divide problems into ”P problems”, ”NP problems”, and
”NP-Hard problems”. The optimal solution of a ”P problem” can be calculated in
polynomial time. ”NP problems” cannot be solved in polynomial time, but we can
verify solutions in polynomial time. The ”NP-Hard problem” can neither be solved
nor verified in polynomial time.
Most of the problems in the design field are ”NP-Hard problems”, and it takes
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a very long time to find the optimal solution. Under such circumstances, people
started seeking solutions close to the optimal solution but only need a much shorter
calculation time. It leads to the emergence of the meta-heuristic[13]. Common evolutionary algorithms all belong to meta-heuristic, including Genetic Algorithms (GA),
Simulated Annealing (SA), and Ant Colony Optimization (ACO). Compared with
evolutionary algorithms, RL methods that obtain optimized solutions through direct
interaction with the environment are usually more efficient. Sutton and Barto argue
in their book Reinforcement Learning: An Introduction[113]:
“Our focus is on reinforcement learning methods that learn while interacting with the environment, which evolutionary methods do not do.
Methods able to take advantage of the details of individual behavioral interactions can be much more efficient than evolutionary methods in many
cases. Evolutionary methods ignore much of the useful structure of the
reinforcement learning problem: they do not use the fact that the policy
they are searching for is a function from states to actions; they do not
notice which states an individual passes through during its lifetime, or
which actions it selects. In some cases such information can be misleading (e.g., when states are misperceived), but more often it should enable
more efficient search.”
In addition, as a machine learning algorithm that has received widespread attention in
recent years, RL has a higher potential than conventional meta-heuristic algorithms.
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In particular, the proposal of deep RL further expands the ability and efficiency of
RL in solving complex problems.

2.6

Discussion
Machine learning algorithms provide a new perspective for generative design.

The application of RL in the architectural field makes it possible to automatically generate design results with multiple variables and objectives. Most RL-related research
in the architectural field focused on intelligent building control systems since RL
has high efficiency in solving control problems with no training set and model-free
algorithms. However, RL still has so many unexplored application directions with
the improvement of computing power. For example, the design of complex building systems, the optimization of traditional design methods, and the exploration of
relationships between multiple design variables. These studies that apply RL in generative design often have a high technical threshold. There is still a lack of practical
and feasible design processes and systems for designers unfamiliar with programming
or machine learning algorithms.
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Chapter 3
Kinetic Facade as an Effective
Strategy in Building Performance

3.1

Introduction
This chapter explains why the kinetic facade is chosen as the research case

and how the kinetic facade is combined with this research. This chapter introduces
the development of the kinetic facade, including representative projects and research
in this area. It emphasizes the current effect and future potential of the kinetic
facade as a rapidly developing architectural strategy. Then, this chapter discusses the
evaluation method of the kinetic facade. It determines how to judge the effectiveness
of the design method.
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3.2

The Development of Kinetic Facade
Banham divided building facades into conservative facades, selective facades,

and regenerative facades according to their environmental control modes in his book
Architecture of the Well-Tempered Environment[7]. The conservative facade mostly
has a heavy wall with a few windows to respond to the external environment. The
selective facade is mainly suitable for the warm-humid climate. It is similar to the conservative facade but allows some desired environmental elements to enter the room.
The regenerative facade does not include a massive wall and relies entirely on installed
systems to control the indoor environment. In 2018, Romano et al summarized research and designs of recent years. They argued that adaptive building facades should
be the fourth typology of building facades[93]. An adaptive envelope or facade can
respond to the change in the external environment and reduce the energy consumption of the building. According to different characteristics, adaptive facades have
many derivative concepts, such as active facade, bio-inspired facade, intelligent facade, and kinetic facade. This research mainly focuses on the kinetic facade or the
facade with kinetic elements. It contains a certain kind of motion and all or part of
the components can change their position or shape[34].
Since the 1960s, the booming robotics and digital design technology have challenged the traditional concept that architecture is static[74]. Some early days architect
groups such as Archigram think architecture should be able to change itself to suit
the different needs of users[96]. Cedric Price envisioned cybernetic buildings in his
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Fun Palace project: buildings can change themselves and interact with users[89]. In
the architectural field, the kinetic facade began to attract people’s attention as a kind
of facade that can respond and adapt to the changes in the environmental conditions
through the motion of facade elements. In 1962, Richard Neutra designed a rotatable
vertical shading panel to block sunlight in different periods in the Los Angeles County
Hall of Records[97]. Fuller used a foldable shading system in the United States Pavilion at the 1967 World Expo[72]. After that, in 1981, Davis conceived a theoretical
wall system called A Wall for All Seasons. This wall is composed of many thin layers
that can change their properties independently, which allows the wall to change the
light transmittance, absorbed heat, and ventilation rate to adapt to and change the
surrounding environment[45]. Jean Neuville designed a facade system composed of
25,000 camera lens structures in the Institut du monde Arabe in 1987. This facade
system uses a large number of sensors to monitor the intensity of daylight and operate
the aperture according to the data[83]
Other typical projects using kinetic facades include AL Bahr Towers and Kiefer
Technic Showroom. Al Bahr Towers is located in Abu Dhabi, its facade design is inspired by a traditional Arabic architectural window called ”mashrabiya”[5][85]. These
PTFE (polytetrafluoroethylene) panels are controlled by a complex Building Management System. By adjusting the opening and closing angle of each unit, the kinetic
facade system helps to reduce the heat absorption from sunlight by about 50 percent.
The Kiefer Technic Showroom is located in Bad Gleichenberg, Austria[78]. Its outer
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frame includes 112 parallel-arranged tiles. They are powered by 56 motors and can be
moved or folded according to demand, thereby minimizing the use of air conditioning.
In recent years, the number of kinetic buildings and the kinetic system has
increased dramatically through the combination with computing intelligence[36][57].
Especially in the case of structure innovation, material properties, the kinetic building
achieves distinct characteristics compared to the traditional building[32][78]. On the
one hand, buildings are becoming more efficient in meeting the needs of occupants.
On the other hand, this makes architects face new challenges from computational and
mechanical systems.

3.3

Design of Kinetic Facade
Kinetic facades could be classified in different ways according to their forms,

motion modes, and control systems. For example, Stevenson divided kinetic facades
into six types from the perspective of physical transformation in 2011: deform, fold,
deploy, retract, slide, and revolve[109]. This classification model is based on the
structural morphology of kinetic facades. He also classified kinetic facades into spherical movement, circular tangential movement, radial movement, pivoting movement,
monoaxial movement, biaxial movement, and multiaxial movement from the perspective of position and transformation direction. In addition, Escrig and Sanchez
classified kinetic facades into five types: scissors, telescopic, tensegrity and tension,
rigid foldable, and pneumatic in 2013[28].
30

The classification model used in this study is proposed by Velasco et al in
2015[120]. They summarized the previous research and combined case studies to
classify kinetic facades based on movement and control. In their study, kinetic facades
are divided into mechanical based facades and material deformation facades according
to their motion mechanisms. Mechanical based facades can be further divided into
rotation, translation, and hybrid (such as umbrella structure and origami structure).
Material deformation facades can be divided into self-change facades and external
input facades.

3.3.1

Mechanic Based Kinetic Facade
The mechanic based kinetic facade is based on the mechanical control system

with energy input to respond to the changing environments by setting different operations states[8]. In 2012, Sharaidin et al designed five typical kinetic facades according
to different motion modes: rotation facade, elastic facade, retractable facade, selfadjusting facade, sliding facade[101]. Then, they defined respective design variables
field for these kinetic facades and built a kinetic facade evaluation system based on
simulation software. The genetic algorithm is used to optimize the design parameters for these five kinetic facades. Mahmoud and Elghazi applied parametric design
to the hexagonal kinetic facade in south orientation in 2016[68]. They developed a
set of experiments with different rotation angles and coverage rates to evaluate the
performance of the kinetic facade under varying parameters. Fakourian and Asefi
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proposed a curtain wall system for educational buildings in 2019[29]. In their study,
they discussed the design of the mechanical system, the selection of materials, and
the construction process. Kensek and Hansanuwat studied the four most common
kinetic facades: overhang, folding, horizontal louver, and vertical louver in 2011[56].
They designed a testing and simulation system to find the optimized operating angle
at different periods.
Additionally, Megahed proposed a kinetic facade design strategy by reviewing
previous research and case analysis[75]. This strategy includes five stages: design
generation, mechanism, rationalization, materialization, and management. Elzeyadi
designed six typical kinetic facades in south orientation and conducted simulations
and experiments based on full-scale prototypes[27]. His research revealed that different types of facades have different performance in energy consumption and occupant’s
comfort: some are more conducive to energy saving while others are better at improving occupant’s experience.
Advantages of the kinetic facade with the mechanical control system are their
controllability and feasibility that can respond to the different needs of occupants.
In addition, the kinetic facade with the mechanical control system could achieve
impressive form through the mechanical design. But its disadvantages are the low
reliability of the system and the high cost of maintenance[33]. Most kinetic facades
have complex mechanical structures and control systems. However, facade systems
often need to deal with the harsh climate. A small error in the mechanical system
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might cause the downtime of the entire facade and finally lead to high maintenance
cost[6]. For example, the Institut du monde Arabe designed by Jean Neuville is one of
the first buildings that use kinetic facades[83]. But errors in the mechanical system
became increasingly frequent as time goes by due to the complexity of the facade
system.

3.3.2

Material Deformation Kinetic Facade
The running of material deformation facades relies on the characteristics of

the material, which shows different states or have different performance in different
environmental conditions such as temperature or humid[65]. Pesenti et al chose Shape
Memory Alloy(SMA) as the material for the kinetic facade in their research[88]. They
analyzed the performance of different origami patterns and parameters in kinetic
facades based on the study of origami tessellation. Formentini and Lenci also proposed
a kinetic facade based on SMA[31]. They analyzed the material properties of SMA
and built a prototype on this basis. Then, they further analyzed the feasibility of using
SMA to improve building ventilation and occupant’s comfort through experiments.
Sung studied the potential of thermal bimetals as a building facade material[112].
This material can also undergo significant deformation with temperature changes.
Sung explored the possibility of building facades that automatically open and generate
airflow when the temperature rises.
In addition to metal materials, Krieg built a building facade with wood planks
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and developed a novel kinetic facade system based on material properties, computational morphology generation, and robotic manufacturing[58]. In his HygroSkin
project, the wooden panel automatically opens or closes according to the change of
humidity, to control the indoor environment without external energy. The advantage
of material deformation facades is that the whole system is very simple and reliable.
But its shortcoming lies in its flexibility and adaptability: it is difficult to carry out
fine-grained control.

3.4
3.4.1

Evaluation Method for Kinetic Facade
Thermal Comfort
The evaluation of kinetic facades mainly includes the following aspects: ther-

mal comfort, visual comfort, and energy efficiency[62][27][41][1]. Several models and
evaluation methods are used to measure indoor thermal comfort. For example, Fanger
et al developed a steady-state model in the 1970s for air-conditioned spaces. This
model is based on a heat balance model of the human body[30]. After that, an
evaluation method called Predicted Mean Vote(PMV) was developed to measure the
thermal comfort in the built environment through six variables: metabolism, clothing, indoor air temperature, indoor mean radiant temperature, indoor air velocity,
and indoor air humidity[51]. Based on the PMV method, people developed several
international standards such as ISO 7730 and ASHRAE 55[86][4].
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3.4.2

Visual Comfort
There are two mainstream criteria for visual comfort. The first one is called

Daylight Glare Probability(DGP). To measure the glare discomfort in the built environment, DGP represents the probability that a user is disturbed by glare[126]. It
also counts the vertical eye illuminance and luminance gradient of surfaces within
the user’s visual field. There are four glare rating categories to measure the glare
level: imperceptible, perceptible, disturbing, and intolerable[125]. The relationship
between DGP value and its rating category is shown in the table below.
Imperceptible
DGP

0.314 ˜ 0.352

Perceptible

Disturbing

Intolerable

0.356 ˜ 0.398 0.39 ˜ 0.448 0.464 ˜ 0.59

Table 3.1: Glare rating categories(95% confidence interval)

The second evaluation method is Useful Daylight Illuminance(UDI). It is about
the range of comfortable illuminance value for potential occupants based on the survey
analysis. For UDI, the range of comfortable illuminance value is from 100 lx to 3000
lx [79]. It also has two categories for more refined research: UDI-s and UDI-a. UDI-s
is the range from 100 lx and 300lx, and UDI-a is from 300 lx to 3000 lx [71].

3.4.3

Energy Efficiency
The energy efficiency of the kinetic facade is mainly reflected in two aspects:

(1) reducing the energy consumption of the HVAC system in the building by blocking
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the solar radiant heat reaching the building in summer, and (2) reducing the energy
consumption of heating by minimizing the shaded area of the building in winter. Solar radiation energy transfers in the form of light quantum electromagnetic waves. It
can be divided into many solar radiation components such as Direct Normal Irradiance(DNI), Diffuse Horizontal Irradiance(DHI), Global Titled Irradiance(GTI), and
Global Horizontal Irradiance(GHI)[12]. DNI is the amount of solar radiation received
in the unit area on a plane perpendicular to the direction of the sunlight. DHI is the
radiant energy that reaches the ground in the form of diffusion after being scattered
by clouds, gas molecules, and dust. GHI is the total solar radiation received on the
ground. The following equation describes the relationship between these components.
The δ in the formula is the solar zenith angle, which is the angle between the sunlight
beam and the straight line perpendicular to the ground. The total solar radiation is
mainly composed of DHI in rainy weather since the solar radiation will be affected by
clouds. In sunny weather, the total solar radiation has a larger portion of DNI since
there are fewer clouds in the sky.

GHI = DHI + cosδ ∗ DN I

3.5

(3.1)

Discussion
There are many studies about kinetic facades focused on improving facade

performance through an optimized control system. Its advantage is that it can finely
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adjust the performance of the kinetic facade with high efficiency. However, the complex control system often requires expensive and precise sensors and actuators. It increases the construction and maintenance costs of the kinetic facade. Currently, there
are only limited studies on improving the performance of kinetic facades through generative design. In addition, these studies often use sampling methods such as testing
several typical orientations and designs in experiments due to the time and cost.
There are two reasons for this situation. (1)the limitation of the building simulation software. The current mainstream simulation software is difficult to simulate
and calculate a constantly changing building facade. The current research mainly assumes that the facade is stationary in a time unit. In addition, some studies estimate
the performance of kinetic facades by calculating correlation values; (2)the limitation of the optimization algorithm. Compared with the static facade, the design
of a kinetic facade has more discrete design parameters, which puts forward higher
requirements for the generative design algorithm.
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Chapter 4
Reinforcement Learning-Based
Design Method

4.1

Introduction
This chapter describes the reinforcement learning-based design method in de-

tail. The first section introduces the concept and process of generative design. In
addition, it discusses the widely used generative design methods, including shape
grammar and the genetic algorithm. It provides the background and framework for
the novel design method. Next, the second section is about the technology and design
system of the design method. It starts by introducing the selection of the algorithm.
After that, the framework of the system and the calculation modules are developed
according to the algorithm. The third section uses an office room in Abu Dhabi as
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an example to describe the design process of the design method. In the last section,
several cases were used to show different design possibilities of kinetic facades.

4.2

Generative Design Method
The generative design was proposed in the 1970s and gained great attention

and development in the early 21st century. In 1975, William Mitchell described
the characteristic of generative design as being able to generate solutions based on
characteristic problems[76]. Additionally, Frazer et al use the evolutionary process of
nature to compare generative design[35]. In their description, the design begins with
the definition of the starting condition, and then the design result is finally generated
by gradually modifying and improving this condition. Since the 2000s, the definition
of generative design is no longer limited to the evolutionary algorithm, but a design
method based on algorithms or rules that emphasizes the process. Zee and Vrie
further emphasize the advantages of generative design in solving complex problems
compared with traditional design methods[118].
Many classic algorithms were proposed during the development of generative
design, such as shape grammar, evolutionary algorithm, and group algorithm. Stiny
and Gips proposed the concept of shape grammar in 1971[110]. It directly manipulates shapes by defining a series of shape rules to generate a large number of design
results. Typical applications in the architectural field include the Palladian grammar
proposed by Stiny and Mitchell in 1978[111]. It was used to generate the plan for
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the Palladio villa. Subsequently, Larry Sass proposed a shape grammar to model
Palladian villas in 2006[98]. In addition, Carlos applied shape grammar to Santiago
Calatrava’s structural form generation in 2005[9].
It can be seen from these studies that the advantage of shape grammar lies
in the efficiency of generating forms and the generalization ability to different design problems. In recent years, some research combined shape grammar with other
algorithms. It allowed computers to automatically generate forms or analyze forms
without the designer’s control. For example, in 2011, Olivier et al combined shape
grammar and reinforcement learning to efficiently search for optimal parse of building
facades[114]. In addition, Mandow et al also used shape grammar and reinforcement
learning in 2020 to generate and optimize building plans[69].
Another classic algorithm widely used in the architectural field is the genetic
algorithm. As a branch of the evolutionary algorithm, the genetic algorithm is a set
of theoretical algorithms proposed by John Holland during his research for cellular
automata[53]. This algorithm applies biological concepts such as genetics, mutation,
and natural selection to computer systems, and treats individuals in the population
as solutions to optimization problems. The genetic algorithm starts with randomly
generating individuals and then allows these individuals to undergo the process of
reproduction, hybridization, mutation until the termination conditions are met. The
outstanding individuals among them will become the final solution generated by the
genetic algorithm.
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The applications of the genetic algorithm in the architectural field are mainly
related to building performance. For example, Wright et al used the multi-criterion
genetic algorithm in 2002 to design and control the thermal comfort of buildings
and optimize the control system[127]. Tuhus-Dubrow and Krarti proposed a genetic
algorithm-based design method in 2010 to optimize the building envelope of residential buildings[116]. In recent years, Jalali et al used the genetic algorithm to optimize
the shape and facade of office buildings in 2020[52]. Satrio et al optimized the HVAC
system by combining genetic algorithm and artificial neural network to reduce its energy consumption[99]. By learning the evolution mechanism of nature, the advantages
of the genetic algorithm in design are mainly about its ability to solve optimization
problems. It can simultaneously process multiple parameters in the search space,
which makes it less likely to generate local optimal solutions. Shortcomings of the
genetic algorithm are mainly about its running time: the convergence speed of the
genetic algorithm is relatively slow.
Kris discussed the development of generative design and further analyzed design processes of generative design methods[59]. On this basis, he proposed the implementation steps of generative design. The first step is ”Creating the genetic model”.
It aims to create a system that can generate a series of similar shapes. Then, the
second step is ”Setting the initial envelope”. It determines the scope of the generative design system and ensures the feasibility of the design results. The third step is
”Generating designs”. It aims to provide the diversity of the generated design results.
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The fourth step is ”Filtering phenotypes”. This step proposes an accurate constraint
envelope based on the previous initial envelope to narrow the search scope of generative design. The last step is ”Selection & fine-tuning”. It often needs to visualize the
design results and facilitates the designer’s selection and adjustment.
Pre-Gener ative Design

Gener ative Design

Post-Gener ative Design

Evolve

Data

(Constraints and
requirements)

Gener ate

Evaluate

Select

(Manual design
refinement)

Figure 4.1: Generative design work flow by Lorenzo Villaggi and Danil Nagy

Villaggi and Nagy also researched the workflow of generative design[66]. They
divided generative design into three stages: Pre-Generative Design, Generative Design, and Post-Generative Design.(Shown in Figure 4.1) The main work of the ”PreGenerative Design” stage is to collect information related to design requirements and
constraints and to propose design goals. The role of the ”Generative Design” phase
is to: (1) generate a large number of different designs; (2) evaluate these designs; (3)
adjust and optimize the direction of the generative design based on the evaluation.
The ”Post-Generative Design” stage mainly includes selecting the generated results
and the manual optimization of the results. Although generative design currently
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does not have a widely accepted framework and process. Most of the research on generative design includes content about generating components, evaluation components,
and algorithms for optimizing the generated results. After summarizing the development of generative design, Caetano et al defined it as a new design paradigm[14].
The generative design system will automatically execute instructions until the preset
conditions are met. This research developed a design system and a design process
based on this paradigm and adjusted it according to the properties of reinforcement
learning.

4.3
4.3.1

Reinforcement Learning-Based Design System
Design Algorithm
Typical design algorithms in computational design include swarm intelligence,

evolutionary algorithm, cellular automaton, and machine learning. Figure 4.2 shows
the process of selecting the design algorithm. The following part discusses the main
considerations in each step.
This research used Machine Learning as its design algorithm. This is mainly
due to the following reasons. (1) Machine learning can perform an efficient search
in a large solution space. Other typical optimization algorithms, such as evolutionary algorithms, do not perform well in searching optimal solutions in large solution
space. (2) Machine learning was designed to solve complex problems with multiple
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Design Algorithm

Machine Learning

Reinforcement Learning

Swarm
intelligence

Supervised
Learning

Q Learning

Evolutionary
algorithm

Unsupervised
Learning

Cellular
automaton

Semi-supervised
Learning

Machine
Learning

Reinforcement
Learning

State-ActionReward-StateAction (SARSA)
Deep Q Learning
(DQL)

Policy
Gradient

...

...

Figure 4.2: Selection of design algorithm in this study
parameters and objectives in practice. (3) Machine learning is a promising research
direction nowadays. It has many usable platforms and libraries.
Machine learning algorithms can be classified as the supervised learning algorithm, unsupervised learning algorithm, semi-supervised learning algorithm, and
reinforcement learning algorithm. The machine learning algorithm used in this study
is reinforcement learning. Compared with supervised learning and semi-supervised
learning algorithms, reinforcement learning algorithms do not require the training set.
Considering the diversity of the architectural design, this can improve the efficiency
of the design method. In addition, reinforcement learning is a model-free algorithm.
It doesn’t need the probability model of various parameters in the environment. This
is also crucial in solving design problems since most design problems are difficult to
model the relationship between design parameters.
Many algorithms have been proposed in reinforcement learning, such as Q
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Learning, Deep Q Learning, State-Action-Reward-State-Action (SARSA), and Policy Gradient. These algorithms are based on the Agent-Environment framework in
reinforcement learning. But they also have quite different characteristics and are
applied in different scenarios. The specific reinforcement learning algorithm used in
this study is Q Learning. As a classic reinforcement learning algorithm, Q Learning
is very suitable for solving problems with a distributed solution space. Further, Q
Learning updates the Q Table at each step makes it has a high learning efficiency,
while SARSA and Deep Q Learning have relatively lower learning efficiency.

4.3.2

System Framework
The design of the system framework is based on the Agent-Environment frame-

work of reinforcement learning(Shown in Figure 4.3). In this framework, the agent
applies actions to the environment and receives rewards and updated environment
states from the environment. During the continuous interaction between agent and
environment, the agent learns the strategy of maximizing rewards. This study tried
several possible options to translate this theoretical framework into a feasible design
system.
(1)Building the system entirely with python. It has the advantage of being
more efficient in training. However, it takes a lot of time to construct and has high
barriers for designers to use the system.
(2)Building the system entirely on the Rhino Grasshopper platform. It sig-
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Agent
Rewar d
Action
State

Environment

Figure 4.3: The Agent-Environment framework of reinforcement learning
nificantly reduces the barrier for designers, but the limitations of the Grasshopper
platform make it difficult to upgrade the system and access the latest external libraries.
(3)Using excel files to transfer information between Python and Grasshopper.
This method has limitations in data type and relatively lower running efficiency.
(4)Using the Windows Communication Foundation to create a pipe and communicate between programs. It suffers from transmission stability issues due to limitations in the Rhino software.
(5)Using the ActiveX interface to control the Rhino software. It also has the
issue of transmission stability.
(6)Building a system based on the Rhino3dm and the compute rhino3d libraries. It is the method used in this study. This method allows python to send data
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to Grasshopper and get the calculation results from Grasshopper. On the one hand,
Grasshopper is a popular computational design platform among designers. Building a
system with Grasshopper will lower the threshold of use. On the other hand, Python
code in the system optimizes the control of the system. It also maximizes the efficiency of the system with external libraries. This will further ensure the scalability
of the system.

4.3.3

System Modules
As shown in Figure 4.4, this study modified and extended the original rein-

forcement learning framework into a feasible system for solving design problems. This
system mainly includes the following parts: learning module, evaluation module, and
visualization module.
The learning module is the core of the system and is responsible for the overall
running logic. As mentioned before, Q Learning uses Q-values (also called action
values) to iteratively improve the behavior of the agent and store Q-values in a Q
table. In this study, a Q table was constructed as shown in Figure 4.5. A0 to An in
this table represent possible states of each design unit in the design problem. S1 to
Sn represent the states that appear during the design process of the agent. The Q
value in the Q table is the basis for the agent to choose the action during the training
process.
The evaluation module reads the environment information from Python. Then,
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Learning Module
- Change the environment based on
- Run the reinforcement learning
agent's action
algorithm
- Choose action of the agent
- Get feedback from the environment

Agent
Rewar d

Evaluation Module
- Calculate the reward reference value in
Grasshopper
- Calculate the reward value for the agent

Action

State

Environment

Visualization Module
- Plot the change of evaluation
values during training process
- Plot the change of rewards during
training process

- Visualize the abstract environment
- Search and print the best solution
so far

Figure 4.4: The framework of the design system
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Figure 4.5: The Q table in this study
it returns a reference reward value calculated by Grasshopper. This reference value
is sent to the Python program and transformed into a reward value by the reward
calculation function. Finally, the reward value is passed to the learning module. The
evaluation module is an important part of the reinforcement learning-based design
method. It reflects the characteristics of the design problem and plays a decisive role
in the design process. The construction of the evaluation module will be discussed
more in the next section. In addition, the system includes a visualization module,
which is mainly based on the Pyplot library and presents the training process as a
graph. It allows the designer to monitor the status of the reinforcement learning
model in real-time.
To sum up, the design system was built following the principle of modularity,
decomposing the various functions needed in the design process into independent
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modules. Such a design principle simplifies the logical structure of the system and
enhances the generalization capability of the design method. For example, when
solving a design problem of the kinetic facade with a complex form and a large
number of shading panels. The number of states in the Q table will increase rapidly.
In this case, the designer might consider using the Deep Q Learning algorithm, which
uses an artificial neural network to store information about Q values. Using this
design system, the designer only needs to replace the Q Learning module with a Deep
Q Learning module without changing the evaluation and visualization modules.

4.4

Reinforcement Learning-Based Design Process

Analysis

Synthesis

Appraisal

Decision

Synthesis

Appraisal

Decision

Synthesis

Appraisal

Decision

Outline proposals

Analysis
Scheme design

Analysis
Detail design

...

Figure 4.6: Traditional design process by Thomas Maver[73]
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As shown in Figure 4.6, an architectural project can be divided into several
phases from the beginning to the completion. The designer is mainly responsible for
stages from outline proposal to detail design. The traditional design process starts
with the analysis of the requirements and the current situation. Then, the design
decision is made after several rounds of synthesis and appraisal. This process is
based on a cost-benefit model in the designer’s mind and includes an interactive and
cyclic activity between designer, engineer, and client.
As shown in the Figure 4.7, the reinforcement learning-based design process is
different from the traditional one. The reinforcement learning-based design process
also begins with the analysis of requirements. After that, these requirements are
used to develop design goals, which further determine evaluation methods and design
parameters. Then, by building a reinforcement learning model, the computer can
automatically generate design solutions and iteratively optimize them. Finally, the
computer will generate results that meet the design goals and give feedback to the
designer. Compared with the traditional design process, the novel design process is
based on the target set by the designer, engineer, and client. It consists of interactive
activity between reinforcement learning model, designer, engineer, and client. It also
contains cyclic activity inside the reinforcement learning system.
This study proposed a detailed reinforcement learning-based design process as
shown in Figure 4.8. The next section will use the kinetic facade as an example to
illustrate the design process of this design method.
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Figure 4.7: Reinforcement learning-based design process

4.4.1

[STEP 1] Information Collection
The first step in the design process is to gather background information about

the building project, which forms the basis for the subsequent sessions. This example
assumed that a southwest orientation office room in Abu Dhabi needs a kinetic facade.
The size of this room is 10.5m(depth) * 7.5m(width) * 3.5m(height) and the window
size is 3.5m(height) * 7m(width). In addition, the client’s requirement for this kinetic
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Figure 4.8: Detailed reinforcement learning-based design process
facade is less radiation heat and glare. After considering the cost and efficiency,

Result Analysis

the operation mode of the kinetic facade is shown in Figure 4.9. The kinetic facade
operates from 8:00 am to 6:00 pm at a constant speed. It is fully closed at 1:00 pm
and fully opened from 6:00 pm to 8:00 am.
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Location

Abu Dhabi

Orientation

South West (SW)

Program

Office

Requirements

Less radiation and glare

Window size

3.5m(h) * 7m(w)

Figure 4.9: The background information for the example project

4.4.2

[STEP 2] Defining the Problem
After getting the requirements and design constraints about the facade, the

designer needs to further define the design problem. As shown in Figure 4.10, this
step starts from determining the covering rate of the kinetic facade. Then, designing
the shape of the panel and corresponding tessellation pattern. After that, determine
the angle and size of the kinetic facade. The facade pattern in this example contains
50 square panels, and each square is of the same size. It finally leads to the design

Room Model

4.4.3

Operation Mode

problem in this project: the rotation direction of each panel.

[STEP 3] Setting the Evaluation Method

This step is the key part of the entire design process. The designer uses reducing glare and thermal radiation as the optimization direction based on the client’s
54

Shade to window
ratio

Panel shape

Tessellation
pattern

Rotation angle

Panel size

...

...

25%

50%

75%

100%

...

...

Figure 4.10: The design process of the facade pattern
requirements. Then, the designer needs to determine the corresponding evaluation
methods for these optimization directions. The evaluation method for radiation heat
reduction is mainly based on the geometric calculation of unshaded areas.
Figure 4.11 shows the process of calculating the radiant heat of a part of the
facade at a specific time. It starts from determining the position of panels based on
the time and operation mode. Then, calculating the unshaded area with the Solar
Zenith Angle gets from the PySolar library. Finally, projecting the unshaded area
to the plane perpendicular to the solar ray. Therefore, the direct solar irradiation
heat power can be expressed by the Equation 4.1. S1 to Sn in the equation is the
projection of the unshaded area on a plane perpendicular to the solar ray as shown
55
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[Step 2] Unshaded area
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S1

S2

?
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Figure 4.11: The process of calculating radiation heat
in Figure 4.11. Ri is the solar intensity at that specific time.

W =

n
X

[S1 + S2 + ... + Sn ] ∗ Ri

(4.1)

i=1

Considering the accuracy and efficiency of the evaluation method, the designer
chooses the summer solstice as the sampling date. The time from 8 am to 6 pm is
divided into ten units, so the length of each time unit is one hour. After that,
the designer assumes the position of the kinetic facade, the altitude angle, and the
intensity of the sunlight remain constant in each time unit. Figure 4.12 shows the
unshaded area in a day. So the irradiation heat energy absorbed by the window in
the sampling date can be expressed by the Equation 4.2. Wi here is the irradiation
power at different time units. T in the equation is the length of the time unit, which
is one hour in this example.
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E=

10
X

[Wi ∗ T ]

(4.2)

i=1

Cumulative Radiation Area

Radiation Area

...
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4:00 PM

5:00 PM

6:00 PM

Figure 4.12: Total radiation of a day
There are various methods to evaluate the indoor glare issue. As described
in the previous chapter, the latest and most widely used method is the Daylight
Glare Probability (DGP) calculation based on the simulation system. However, the
simulation of DGP in Grasshopper takes a relatively long time for training the reinforcement learning model. For a higher training efficiency, the designer decides to use
an evaluation method with less running time.
Sunlight that directly reaches the eyes of the occupants will produce an obvious
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glare. So the designer assumes that the glare issue is positively correlated to the
density of solar beam inside the space. After that, the designer evaluates the glare
by calculating the volume of the solar beam in the room.
Cumulative Volumnes of the Solar Beam

Volumnes of the Solar Beam

...

3:00 PM

4:00 PM

5:00 PM

6:00 PM

Figure 4.13: Volumes of the solar beam in a day

As shown in Figure 4.13, volumes of the solar beam in the room for multiple
periods are summed up using the same sampling method mentioned before. After
that, use the following equation to evaluate the level of glare. V here is the volume
of the solar beam at a specific time, and S is the solar intensity at that time.

G=

10
X

[Vi ∗ S]

i=1
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(4.3)

To ensure that the new evaluation method can be used as an alternative to
the DGP method. The designer does a correlation coefficient test with solar beam
volumes and DGP values by randomly generating 100 facades(shown in Figure 4.14).
The specific method used in this study is the Pearson correlation coefficient method,
which is used to measure the linear correlation of two data sets[11].

Figure 4.14: Correlation coefficient test

Table 4.1 shows the magnitude of the correlation coefficient and its corresponding correlation degree. The magnitude of the correlation coefficient in this test is 0.53,
which means these two data sets are high degree correlated. Higher correlation means
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better training results, but it also tends to take more time. This study assumes the
simplified evaluation criterion is feasible when data sets are high degree correlated.
Low degree

Moderate degree

High degree

Perfect

0 ˜ 0.29

0.30 ˜ 0.49

0.50 ˜ 1

1

Magnitude

Table 4.1: Degree of correlation

4.4.4

[STEP 4] Constructing the RL Model
In this step, the designer constructs the reinforcement learning model based on

the previous information. The key part is writing the reward function for calculating
the rewards that the agent receives from the environment. Figure 4.15 shows the
process of calculating the rewards.
Radiation rewar d
R1 = En-En-1

E = Direct Solar Radiation Energy

Radiation

Environment

Sum of
rewar ds

Orientation
8am

6/20

9am 10am ... 4pm

5pm

6pm

R = d* R1 + g* R2

Latitude
Glare rewar d
Glare

G = Volume of Solar Beam in Room

Figure 4.15: The process of calculating rewards
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R2 = Gn-Gn-1

Based on the evaluation methods for thermal radiation and glare, this example
uses the Equation 4.4 to calculate the reward in each step. En and En−1 are the
thermal radiation evaluation values for the current state and the previous state while
Gn and Gn−1 are the glare evaluation values for the current state and the previous
one. In addition, d and g in the equation are factors of thermal radiation and glare.
They are used to adjust the proportion of rewards from thermal radiation and glare.
For example, the reward will only be related to the evaluation value of glare when d
is equal to zero.

R = d ∗ (En − En−1 ) + g ∗ (Gn − Gn−1 )

(4.4)

In addition, this step includes setting the parameters of the RL model. The
number of states in this example is 50, which is equal to the number of panels. In
addition, the learning rate is set to 0.10, and the discount value is set to 0.9. The
lower learning rate makes the learning process of the agent more stable. Considering
the training effect and time, the maximum number of rounds is 1000.

4.4.5

[STEP 5] Tuning and Training
This step is about trial training the RL model and tunning the parameters

and functions. The tuning of the model consists of two parts: (1) adjusting the
key parameters; (2) adjusting the reward function. By testing and comparing the
performance of the model with different parameters, a learning rate of 0.15 and a
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discount value of 0.5 are used in this model. The maximum number of rounds remains
1000. Adjusting the reward function is called reward engineering in RL. Two main
strategies of reward engineering in this example are dynamic reward function and
dynamic greedy value.
As shown in Figure 4.16, the dynamic greedy value makes the agent braver in
the early stage of training and encourages it to explore different possibilities. In the
later stages of training, the agent already has enough knowledge of the environment.
Increasing the greed value makes the agent more cautious to maximize the reward.

Br ave

Cautious

greedy = 0.5

0

greedy = 0.95

Training Rounds

1000

Figure 4.16: Dynamic greedy values

As shown in Figure 4.17, the dynamic reward adjusts the reward function every
50 rounds based on the previous training results, thus balancing rewards obtained by
the agent in the early and late stages of training. Figure 4.18 shows the effect of
tunning: the result after tunning has lower glare values and is more stable. After
this, the designer starts the formal 1000 rounds of training.
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Unsteady

Steady

Training Rounds

0

1000

Figure 4.17: Dynamic reward function parameters
Before Tunning

After Tunning

Training Rounds

Training Rounds

Figure 4.18: Effect of model tunning

4.4.6

[STEP 6] Selection and Refinement
The reinforcement learning model generates a large number of design solutions

in 1000 rounds of training. The distribution of these solutions is visualized in this
step to provide a reference for the designer to select the final design result. Figure
4.19 shows the distribution of design results when the composition of the reward is
50 percent for thermal radiation and 50 percent for glare. Each point in the graph
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represents a design solution. A Point closer to the x-axis indicates less glare and a
point closer to the y-axis indicates less thermal radiation.

Figure 4.19: Design results with 50% thermal radiation 50% glare

The designer can also redo the training by changing the value of d and g in
equation 4.4 to obtain a different distribution of design results. Figure 4.20 shows
the distribution of design results when the composition of the reward is 100 percent
for glare or 100 percent for thermal radiation.
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Figure 4.20: Design results with 100% thermal radiation or 100% glare

Usually, the designer uses the point closest to the origin as the final design
result. As shown in Figure 4.21, the colored square represents the folding direction
of the corresponding panel at this position. In this example, the designer finally gets
the kinetic facade design shown in the downside.
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Direction

L eft
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Figure 4.21: Colored pattern that represents the design result

4.5

Design Cases
This section selects existing buildings as application scenarios of the design

method described before. It also shows the process of designing a kinetic facade
system for these buildings. On the one hand, this can provide a reference for applying
this design method in the real world. On the other hand, it can verify the effectiveness
of this design method in different scenarios.
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4.5.1

Lee Hall Expansion
Lee Hall Expansion is located in Clemson, USA. The designer of this building is

Thomas Phifer and Partners. Its functions include the classroom for design studios,
as well as faculty and administrative offices. This design case used the northwest
facade of the building as the application scenario of the kinetic facade(As shown in
Figure 4.22). In addition, the design requirement of this design case is to reduce the
heat absorbed by the window in summer. Considering the need for daylighting and
shading, the kinetic facade used the same operation mode as the previous example.

Figure 4.22: The north-west facade of Lee Hall Expansion
Based on the existing framework of the window, the new kinetic facade used
a right-angled triangle as its basic unit. The length of its hypotenuse is equal to the
length of the diagonal of the original window unit. After that, the designer designed
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a tessellation pattern based on this panel unit. Figure 4.23 shows the framework of
the window and the tessellation pattern of the kinetic facade.

Figure 4.23: The original facade design and the tessellation pattern of the kinetic
facade in Lee Hall Expansion

Based on the optimization direction of reducing solar radiation, this design
case used the evaluation methods described in Equations 4.1 and 4.2. The kinetic
facade was evaluated by calculating the heat absorption of the window at different
moments of the summer solstice. Since the optimization direction was not about
reducing glare, the reward in the reinforcement learning model is only related to
thermal radiation.
After building and tuning the RL model, this design case obtained the training
curve shown in Figure 4.24. The horizontal coordinates are the number of training
rounds, while the vertical coordinates are the thermal radiation evaluation values.
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Figure 4.24: The training process of the reinforcement learning model in Lee Hall
Expansion
The blue line represents the performance of the RL model at each round. In addition,
the yellow line represents the performance of the kinetic facade at the beginning of
the training process, and the green line represents the best performance obtained
by manually designed kinetic facades. This graph showed that the performance of
reinforcement learning generated designs was increasing during the training process
and significantly exceeded the performance of manually designed kinetic facades in
200 rounds.
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Figure 4.25: The design results distribution of the kinetic facade in Lee Hall Expansion

Figure 4.25 shows the distribution of design solutions generated by the RL
model after 1000 rounds of training. Each point in the figure represents the design
result with the best performance in each training round, and the point closer to the xaxis has better performance in blocking radiation heat. The marked point in Figure
4.25 is the final design result in this design case. Figure 4.26 shows the rendering
model of the corresponding kinetic facade.
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Figure 4.26: The rendering of the kinetic facade in Lee Hall Expansion

Figure 4.27: The south-west oriented facade unit in Poly International Plaza
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4.5.2

Poly International Plaza
Poly International Plaza is a high-rise office building designed by Skidmore,

Owings & Merrill (SOM) in Beijing, China. The design of the building skin is derived
from the traditional Chinese paper lantern. At the same time, the diagrid structural
system of this tower makes the whole building has better earthquake resistance. As
shown in Figure 4.27, this design case selected one of the southwest-oriented facade
units as the application scenario of the kinetic facade. Unlike the previous case,
facade units in this building are not perpendicular to the ground. In addition, the
design requirement of this case is also reducing the heat absorption in summer, and
the kinetic facade has the same operation mode as the previous case.

Figure 4.28: The original facade design and the tessellation pattern of the kinetic
facade in Poly International Plaza
The kinetic facade in this case used an isosceles triangle as the shape of the
panel unit, considering the form of the window structure. The sides of kinetic facade
units are parallel to the diagrid structure of the building. Figure 4.28 shows the
tessellation pattern of the kinetic facade. In addition, this design case has the same
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optimization direction and evaluation method as the previous design case.

Figure 4.29: The training process of the reinforcement learning model in Poly International Plaza

Figure 4.30: The design results distribution of the kinetic facade in Poly International
Plaza
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Figure 4.29 shows the training process of the RL model. The performance
of the design results generated by the RL model became increasingly stable and
improved with the growth of training rounds. After that, by comparing and analyzing
the overall design results distribution in Figure 4.30, this design case selected the
result generated in the 865th round as the final design result. Figure 4.31 shows the
rendering of the kinetic facade.

Figure 4.31: The rendering of the kinetic facade in Poly International Plaza
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Chapter 5
Research Methodology

5.1

Introduction
There are four sections in this chapter. The first part mainly discusses the com-

mon characteristics and properties of research in the architectural field. It includes
how to define research and knowledge in the architectural field. Next, the section on
the research framework mainly introduces the theoretical foundation of this research.
For example, the system of inquiry and research strategies. After that, the section on
experiment design is about the specific full factorial experiment design. This includes
experiment unit, hypothesis, independent and dependent variables. The last section
discusses the internal and external validity of this research and also its reliability.
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5.2

Research in the Architectural Field
The development of architectural design has a close relationship with archi-

tectural research. Early architectural research often investigated specific building
projects, trying to obtain results that can be applied to other projects through repeated experiments and analysis of building structure and materials[40]. Modern and
contemporary architectural research focuses on exploring a wide range of architectural phenomena outside of specific architectural projects. In the 1950s to 1970s,
typical topics included building system design, design methods, and social behavior.
After that, with the emergence of the energy crisis in the 1970s, issues related to energy conservation started to appear frequently in the architectural research field. In
addition, with the continuous development of computer technology, research related
to computer science has begun to occupy a considerable part of the architectural research field[37]. The wide range of research in architecture brings a great diversity of
research issues and makes research methods in this field increasingly important.
James Snyder summarized a widely accepted definition of research in his book
Architectural Research[106]:
”Research is a systematic inquiry directed toward the creation of knowledge.”
Considering the creative thinking activities involved in the design process, some researchers believe that design is a way of research. Peter Downtown analyzed the
relationship between design and research from the perspective of design knowledge
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and design knowing. Given that the design process is often accompanied by the generation of design knowledge that can be globally spread and change designers’ knowing,
he further believes that design is a way of research. He wrote in the book Design
Research[24]:
”Design is a way of inquiring, a way of producing knowing and knowledge; this means it is a way of researching.”
Grout and Wang suggest discussing design and research separately and argue
that there are essential differences between the two in terms of contribution, dominant process, temporal focus, and impetus[40]. In addition, they believe that design
and research, as two different activities, are not mutually opposed. There is a complementary relationship between design and research. In addition, they emphasize
that research on the design process is as important as research on specific building
projects since computers are widely used in the architectural field.
Hauberg advocates research method should be based on the characteristics
of the discipline after comparing the research in the natural science field with the
research in the humanities[44]. He believes that research in the natural science field
emphasizes the exploration of general rules, and the general rules could be summarized
through observation of objective things. The humanities goals are not about rules
but the explanation of special situations and circumstances. In his opinion, the
research in the architectural field includes the characteristics of both types of research
simultaneously.
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In summary, due to the great diversity, architectural design activities also put
forward higher requirements on research methods, and there is no general approach
to architectural research. In the following sections, the research methods used in this
research will be further discussed and explained based on the characteristics of this
research.

5.3

Research Framework
The framework of research methodology in this research is based on the nested

theoretical framework proposed by Grout and Wang[40]. The ”System of Inquiry”
can be regarded as a research paradigm or worldview. It contains assumptions and
opinions about the essential concepts of reality and knowledge. ”Research Strategy”
or ”Research Design” describes a series of steps and procedures from raising research
questions to obtaining research results. In addition, ”Research Tactic” further emphasizes the implementation methods under the ”Research Strategy” framework, such
as specific data collection techniques. Figure 5.1 shows the framework of this research
methodology.

5.3.1

System of Inquiry
By constructing a reinforcement learning based design methodology, this study

explores the question of how to improve the building performance through design.
Therefore, the purpose of this research is exploratory research.
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System of I nquir y

Research Str ategies

Research Tactics

Positivism
Assuming the measurements to physical properties of
materials or things are objective and can practically
reflect the reality.

Computer Exper iment Research
Using a computer experiment to research the kinetic
facade in a efficient, economical and feasible way.

Full Factor ial Exper iment
The experimental environment, the choice of factors
and the choice of level for different factors. As well as
the design of the experimental process, the statistical
methods used.

Figure 5.1: The framework of research methodology
The most widely accepted classification method for research is to divide it
into qualitative research and quantitative research. Quantitative research focuses on
phenomena that can be evaluated and measured by numbers. However, qualitative
research relies on non-numerical data, such as text, dialogue, and images[22]. This
also reflects the different perceptions of the reality between the two: quantitative
research believes that reality is objective and independent from the feeling of the
researcher, while qualitative research is based on the subjective feelings of research
participants. This research compares the performance of the design results generated
from different design methods in the same environment. This comparison of building
performance is based on numerical data and will not change due to the subjective
consciousness of the researcher, so this research is quantitative.
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Research can also be classified into positivism, constructivism, and pragmatism. Constructivism (or naturalistic) adopts an epistemology based on subjective
judgments, which assumes that the creation of knowledge depends on the researcher
and interviewee’s understanding of the context. Constructivism in the architectural
field emphasizes the understanding of the environment and the interpretation of
phenomena[40]. Positivism assumes that research can be conducted objectively, that
is, the results of the research are not affected by the subjective judgment of the researcher. Most of the research in the architectural technology field has adopted this
research mode. These studies have a consensus that the properties of reality can
be measured objectively, or such measurements can reflect the properties of the real
world. This research assumes that the shading performance of the kinetic facade is
a basic attribute determined by its design. Further, this attribute can be correctly
simulated by computer software. Based on the above discussion, this research belongs
to the category of positivism.

5.3.2

Research Strategy
Research on the physical properties of buildings has become an important

part of architectural research. These studies often focus on the influence of one or
more specific variables on the architectural phenomenon. Under such circumstances,
experiment-based research can often fully or partly control the variables related to the
research, and better analyze the influence of specific variables. Important factors in
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experiments include (1) Independent Variable, which represents the variable that the
researcher wants to study; (2) Measurement, which represents the index for measuring
and verifying experiment results; (3) Experiment Unit, which represents the specific
object that the researcher applies the treatment; (4) Comparison or Control Group,
which is often the same as the experimental group except for the studied variables,
to compare the effects of research variables.
The research strategy of this study is computer experiment research due to the
consideration of time and cost. By constructing a digital model of the overall external
environment and the building, the performance of different experiment groups was
calculated with the solar simulation software and Grasshopper program. Considering the characteristic of computer experiments that there is no significant difference
between results of repeated experiments, the experiment in this study did not use
multiple replicate tests for the same parameter.
Thus far, this study discusses the definition and selection of research strategies.
At the level of research tactic, there are many options for different research purposes.
The following sections will further discuss the specific experiment design, including
the type of experiment, the selection of experiment parameters, and the construction
of the experiment system.
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5.4

Experiment Design
The performance of the kinetic facade is closely related to environmental pa-

rameters such as latitude and orientation. To compare the results generated by different design methods more comprehensively and to understand the relationships between different parameters. This study constructed a full factorial experiment, which
may also be called the fully crossed experiment design. It considers two or more factors and all the test factors act simultaneously on the experiment unit. Additionally,
the experiment contains all combinations of experiment factors with different levels.
After that, this research used the experiment results to find the best solution for
different scenarios.

5.4.1

Hypothesis
The rule of thumb for designing shading devices suggests that shading devices

with horizontal panels perform better in south orientation, especially in blocking
the solar radiation heat[92]. The situation is different in west orientation since the
sunlight reaches the window at a low altitude angle in the afternoon. Therefore,
shading devices with vertical panels have better performance in west orientation,
especially in blocking the glare. However, there is a lack of clear design rules for
shading devices orient between south and west. Further, most research is about
pure vertical or horizontal facade panels, the properties of hybrid facades(mixture
of horizontal and vertical panels) remain unexplored. Therefore, the hypothesis of
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this experiment is that: The hybrid kinetic facades(mixture of horizontal and vertical
panels) generated by the reinforcement learning-based design method have better
performance especially in orientations between south and west.
Program

Office

Requirements

Less radiation and glare

Window size

3.5m(h) * 7m(w)
Facade Pattern

Unit Model

5

10

Figure 5.2: Information of the experiment unit

5.4.2

Experiment Unit
The experiment unit in this research is a virtual room with the size of 10.5m *

7.5m * 3.5m. Different kinetic facades covered one side of the room. The tessellation
pattern for these facades is shown in Figure 5.2. It is a 5x10 square tessellation
pattern with 50 panels. In addition, Figure 5.3 shows the operation mode of kinetic
facades in this experiment.
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Figure 5.3: Operation mode of the facade

Figure 5.4: Selection of latitudes and cities
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5.4.3

Independent Variables
As shown in Figure 5.4, considering the distribution of population, this exper-

iment analyzed latitudes from 19.43N to 39.90N. Further, representative cities were
chosen as the specific building locations at these latitudes. Figure 5.5 shows the independent variables in this experiment. For the orientation of the building facade, this
experiment considered five different orientations from south to west at an interval of
22.75 degrees. There are also five different kinetic facades in each group: pure horizontal facade, pure vertical facade, reinforcement learning generated hybrid facade,
randomly generated hybrid facade, and No shading facade as a baseline.

Factor

Level

L atitude

L evel 1

L evel 2

19.43°N
24.45°N
(Mexico City) (Abu Dhabi)

L evel 3

L evel 4

L evel 5

30.00°N
(Cairo)

34.68°N
(Clemson)

39.90°N
(Beijing)

Or ientation

S

SSW

SW

WSW

W

Facade
design

Pure
Horizontal

Pure Vertical

Reinforcement
Learning

Random

No shading

Figure 5.5: Independent variables of the full factorial experiment
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5.4.4

Dependent Variables and Measurement
This experiment has two dependent variables as shown in Figure 5.6: Direct

Normal Irradiance(DNI) of the window in summer and Daylight Glare Probability(DGP) of the room in summer. DNI refers to the portion of solar radiation that
directly reaches the building facade. DGP is a widely used indicator of glare in the
architectural field, which represents the probability of feeling uncomfortable glare in
daylit spaces. Figure 5.7 shows the simulation result of glare in the Honeybee plug-in.
Considering that the summer solstice is the longest day of the year, this experiment
was conducted from 5/7 to 8/5 with a total duration of 91 days (summer solstice as
the midpoint of experiment time).
Dependent
var iable

Direct Normal Irradiance(DNI)

Daylight Glare Probability(DGP)

5/7 ---------------------------8/5

Date
M ethod

Python + Grasshopper

Python + Grasshopper + Honeybee

Time Unit

10 minutes

2 hours

Figure 5.6: Dependent variables of the full factorial experiment

Figure 5.7: Simulation of the glare for the DGP calculation
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5.5

Discussion
This study uses the following methods to establish internal and external va-

lidity and reliability.
[Internal validity] Computer experiments have advantages in controlling all
the variables. So this experiment has relatively high internal validity. This experiment
also uses the latest software as well as external library and data to avoid the internal
validity threats due to the errors in instrumentation. In addition, the DGP values of
multiple positions in the room were calculated to avoid errors in the glare results.
[External validity] Only one city was tested at one latitude in this experiment. But the results can be applied to all cities in this latitude since cities with
the same latitude have almost the same solar environment. Additionally, this experiment selected five latitudes and also five different orientations in each latitude, which
further enhanced its external validity.
[Reliability] Computer simulation experiments usually have high reliability
of repetition. Possible threats are mainly due to the randomness of the design results generated by the reinforcement learning based generative algorithm. So this
experiment uses a relatively high number of training rounds to ensure the correct
convergence of the reinforcement learning model and the quality of the design results.
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Chapter 6
Experiment Process and Results

6.1

Introduction
This chapter is about the implementation of the experiment and the experi-

ment results. The first part of this chapter is about the experiment system and the
experiment process. It mainly includes the training process of reinforcement learning(RL) models and the construction process of the experiment system based on
Grasshopper and Python. The second part shows the results of the experiment.
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6.2
6.2.1

Experiment Process
Experiment Preparation
There are two phases in the experiment: (1) the preparation phase; (2) the

execution phase. In the first phase, this research built the corresponding RL model
based on the environment information of each experiment group. After 1000 rounds of
training and the model has reached convergence, the design with the highest rewards
was selected as the design result for the RL-based design method experiment group.
Figure 6.1 presents the design results for the RL group, and appendix 1 contains the
specific training process and the distribution of the design results.
Only the pure upward-folded and leftward-folded kinetic facades were selected
as the design results for the corresponding manually designed experiment groups.
That is due to the performance of pure downward-folded and rightward-folded facades
being significantly worse than others. For the randomly designed experiment groups,
the random number algorithm in python was used to determine the folding direction
of each panel.
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L ocation
MexicoCity

Abu Dhabi

Cairo

Clemson

Beijing

Figure 6.1: Design results of RL based design method

6.2.2

Experiment System
As shown in Figure 6.2, there are three main components in the experiment sys-

tem:(1) Python program, (2)Grasshopper program, (3) local server. Python program
collected solar information, including solar altitude angle and insolation intensity,
from the PySolar library. Grasshopper program received this information through
the local server and calculated Direct Normal Irradiance(DNI) and Daylight Glare
Probability(DGP) values.
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Time
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Irradiation (DNI)

Figure 6.2: The framework of the experiment system
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The calculation of DNI is based on the geometric calculation function of the
Grasshopper platform(shown in Figure 6.3). The radiation heat power of the window
is calculated from the unshaded area of the window every ten minutes. The total DNI
was calculated by equation 6.1. Since the time unit of the experiment is ten minutes,
so the T value in this equation is ten minutes.

E=

5460
X

[Wi ∗ T ]

(6.1)

i=1

Figure 6.3: Grasshopper program for calculating the DNI values

The DGP value was calculated by the Honeybee plug-in of the Grasshopper
platform(shown in Figure 6.4). This plug-in was started by Mostapha in 2012 and
is a widely used simulation plug-in in the architectural field[115]. It gets the specific
DGP value by analyzing the ”lighting map” generated by the computer rendering
engine. The DGP calculation was repeated nine times in three perspectives(as shown
in Figure 6.5) for three moments(2 pm, 4 pm, and 6 pm) to reduce the random error
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in the experiment. After that, this experiment used the average DGP value of the
day as the experiment result. In addition, the local server is based on the Rhino3dm
and compute rhino3d libraries developed by Robert McNeel & Associates, and it was
used to bridge the Python code and Grasshopper program.

Figure 6.4: Grasshopper program for calculating the DGP values

Figure 6.5: Perspectives in the DGP calculation
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6.3

Experiment Results
In the experiment execution phase, the simulation system calculated DNI and

DGP values with the environment information ( location, orientation, and weather
information). Detailed experiment results are shown in Appendix 2. Taking the
experiment results in Abu Dhabi SW orientation as an example, the following part
explains these graphs and charts in experiment results.
The experiment data was collected and analyzed using the Pandas library in
python. As shown in Figure 6.6 and Figure 6.7, the horizontal coordinates of the
line graph are dates, and the vertical coordinates are the DNI or DGP values. The
line graph puts together the experiment results for five different facade designs of the
same orientation and city. The blue line represents the result for the pure vertical
facade. The pink line represents the pure horizontal facade, the orange line represents
the RL generated facade, the brown line represents the randomly generated facade,
and the gray line represents None shading facade.

Figure 6.6: Solar radiation experiment result for Abu Dhabi SW orientation
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Figure 6.7: Glare experiment result for Abu Dhabi SW orientation

As shown in Figure 6.8, the box chart compares the DNI and DGP values of
different facades. The gray box represents the distribution of DNI experiment results,
while the red box for DGP results. In addition, the bar chart in Figure 6.9 shows
cumulative results of DNI and DGP tests for different facades. For the cumulative
radiation value, the DNI values of the facade on all dates are added to get the total
direct radiation heat of the facade during the 91 days. The gray bar represents the
value of the cumulative radiation heat.
Further, this research assumed that there are ten people in the room every
day. Multiplying ten by the daily DGP value will get the number of people who
feel uncomfortable glare every day. After that, the total number of people who feel
uncomfortable glare during the experiment is presented by the red bar in the bar
chart.
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Figure 6.8: Experiment results in Abu Dhabi SW orientation

Figure 6.9: Cumulative experiment results in Abu Dhabi SW orientation
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Results in S orientation

Results in SSW orientation

Results in SW orientation

Results in WSW orientation

Results in W orientation

Vertical

Horizontal

RL

Random

Figure 6.10: Cumulative experiment results in different orientations
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As shown in Figure 6.10, this study further summarized these experiment results based on different orientations. It can be seen from the chart that RL-generated
facades always perform better than randomly generated facades. The performance
of pure vertical, pure horizontal and RL generated facades varies with latitude and
orientation:
(1) RL generated facades have the best cumulative solar radiation and glare
performance in SSW and SW orientation. In the SW direction, RL generated facades reduce the cumulative direct radiation heat by 49.35% and the total number
of people who feel uncomfortable glare by 11,44% compared to the pure horizontal
facade. In addition, compared to the pure vertical facade, RL generated facades reduce the cumulative radiation heat by 64.45% and the total number of people who
feel uncomfortable glare by 11.46%.
(2) Compared with the pure vertical facade, the RL generated facades reduce
the cumulative direct solar radiation by 86.88% and the total number of people who
feel uncomfortable glare by 3.29% in the SSW orientation. Further, the RL generated
facades reduce the cumulative radiation heat by 52.58% and the total number of
people who feel uncomfortable glare by 3.30% compared to the pure horizontal facade.
(3) RL generated facades have the best radiation performance in 52% of experiment groups. In addition, the pure horizontal facade has the best radiation performance in 44% of experiment groups, and the pure vertical facade has the best
radiation performance in 4% of experiment groups. In the glare experiment, RL gen-
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erated facades have the best performance in 36% of experiment groups. The pure
horizontal facade has the best performance in 48% of experiment groups, and the
vertical facade has the best performance in 16% of experiment groups. In addition,
randomly generated facades never have the best radiation or glare performance in
any experiment group.
(4) The difference between cumulative results of facade performance(especially
in glare performance) is not so obvious. However, there is a significant difference in
specific cities and orientations. For example, in Abu Dhabi SW orientation, the RL
generated facade reduces the radiation heat by 74.51% and the number of people
who feel uncomfortable glare by 24.09% compared to the pure horizontal facade.
But in the cumulative experiment results of all cities, RL generated facades only
reduce 49.35% of the cumulative radiation heat and 11.44% of the total number
of people who feel uncomfortable glare compared to the pure horizontal facade. In
summary, RL generated facades have more consistent performance: they tend to have
good performance in both radiation heat and glare, while the pure vertical/horizontal
facade appears to perform well in glare but poorly in radiation heat or vice versa.

99

Chapter 7
Conclusions

7.1

Discussion
This study proposed a reinforcement learning(RL) based generative design

method and explored how to use design to improve building performance. In this design methodology, the designer can input design requirements into the system without
direct control of design parameters. Then, the computer would automatically adjust
all the design parameters using the RL algorithm. After that, the system generates
the design solution that best meets the design requirements. It would change the
architect’s workflow and provide a simple way to involve more people in the design
process.
In addition, a full factorial experiment provided insight into the application of
this novel design method in different scenarios. This study revealed the relationship
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between facade design, latitude, and orientation by analyzing experiment results.
Figure 7.1 to 7.7 shows the kinetic facade with the best performance in terms of
blocking radiation heat and glare in different cities and orientations. These results
can be references for designing kinetic facades in the corresponding latitude.
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Figure 7.1: Suggested kinetic facades in Abu Dhabi
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Figure 7.2: Suggested kinetic facades in Clemson
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Figure 7.3: Suggested kinetic facades in Beijing
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Figure 7.4: Suggested kinetic facades in Cairo
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Figure 7.5: Suggested kinetic facades in MexicoCity
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Figure 7.6: Suggested kinetic facades based on radiation experiment

103

Orientation
S

SSW

SW

WSW

W

Figure 7.7: Suggested kinetic facades based on glare experiment

Refine

(a)

(b)

Figure 7.8: RL generated facade in Mexico City SW orientation and corresponding
manually refined facade

Based on the above experiment results, this research further manually refined
the result generated by RL. As shown in Figure 7.8, figure (a) shows the RL generated
result, and figure (b) is the result of manual refinement. Next, this research conducted
radiation and glare experiments on these two facade designs (as shown in Figure 7.9
and Figure 7.10). It can be seen from the experiment results that the refined facade
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Figure 7.9: Comparison of solar radiation experiment results
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Figure 7.10: Comparison of glare experiment results
has a better performance in terms of radiation and glare. There are many reasons
for this situation: (1) RL model has a certain degree of randomness in the process of
generating design, which makes it difficult for the RL model to generate the optimal
solution when solving complex problems; (2) As shown in Table 7.1, there are only
slight differences in the evaluation values of these two different facades during the RL
training process. It means that the rewards obtained by these two facades are nearly
the same during the RL training process.
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Radiation evaluation value Glare evaluation value
RL generated facade

664860658.23

1066172.64

Refined facade

664860656.18

1066167.24

Table 7.1: Comparison of evaluation values
There are several ways to avoid this problem: (1) Further increase the number of training rounds. It will increase the training time, but it also reduces the
randomness in the generation results;
(2) Consider more dates in the evaluation method of the RL training process.
For example, the current evaluation method uses 6/20 (summer solstice) as the sample
date. It can be seen from Figure 7.9 and Figure 7.10 that there is no significant
difference between the performance of the refined facade and the RL generated facade
on that day. However, the difference in the performance of the two facades became
more pronounced in May and August. Increasing the number of sampling days can
improve this situation. However, it will significantly increase the RL model training
time.
(3) Propose better evaluation methods. Better evaluation methods can obtain better experiment results in a shorter time. It requires further research on the
mechanisms of solar radiation and glare in buildings.
As the rule of thumb in designing external shading devices, the horizontal
louver has a better performance in the S orientation, while the vertical fin has a better
performance in the E and W orientations[92]. In the book Building Construction
Illustrated, Ching holds a similar view with the rule of thumb[19]. In 2014, Lechner
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argues that the horizontal louver is suitable for S, E, and W orientation in his book
Heating, Cooling and Lighting[60]. In addition, the vertical fin is more suitable for
N orientation. However, these rules of thumb are based on fixed shading panels, and
kinetic facades have different design rules due to their characteristics.
It can be seen from the experiment results that the folding direction of the
kinetic facade panel is not only related to its orientation but also related to its latitude.
In the north of the Tropic of Cancer (Abu Dhabi, Cairo, Clemson, and Beijing in
the experiment), horizontal panels have better glare and radiation performance in
high latitudes, while vertical panels have better performance in low latitudes. In
addition, horizontal panels perform better in the S, W, and WSW orientations in this
experiment, while vertical panels perform better in the SSW and SW orientations.

7.2

Limitation
There are two main limitations in this research. The first one is the limitation

of the optimization direction of the design method. This research mainly used the
design method to optimize the folding direction of kinetic facades. However, there are
many parameters of kinetic facades that haven’t been fully discussed in this research.
For example, the shape and size of the panel and its tessellation pattern. In addition,
the operation mode of the kinetic facade could also affect its performance.
Another limitation of the study is the limitation imposed by the experiment
variables. Many variables are set as irrelevant variables of the experiment and have
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not been discussed due to the consideration of time and cost. These variables include
the material of the facade, the surrounding architectural environment, and the glass
performance.

7.3

Future works
This research constructed a design method based on RL and verified the effec-

tiveness of this method in building performance. The research results also revealed
new possibilities and research directions for combining building performance with RL.
Future research mainly includes the following directions:
(1)The design system for kinetic facades will be applied to the design of static
facades. As a common shading method in buildings, static shading devices are less
costly and easier to maintain. Although there is a gap between its shading efficiency
and that of the kinetic facade, the application of RL in the static facade design can
improve its efficiency and reduce this gap.
(2)Considering the impact of operation mode in the kinetic facade design.
This design system will be able to further improve the efficiency of the facade by
integrating the operation mode with the folding direction.
(3)Incorporating human activities into the facade design. This design method
will be able to consider the occupant’s activity, preference, and characteristics. It will
further enhance the occupant’s experience in the building.
(4)Through the analysis of RL generated facade patterns, it can be seen that
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horizontal panels are mainly located on the upper part of the facade, while vertical
panels are on the lower part of the facade. As shown in Figure 7.11, we can draw a
dividing line between horizontal panels and vertical panels. It implies that we could
increase the radiation and glare performance of kinetic facades by separating the
horizontal and vertical panels. In this way, we change the design process of kinetic
facades to the positioning of the dividing line, which will reduce the calculation and
may lead to a further improvement of the kinetic facade performance. Based on this
assumption, future research will explore the positional relationship of facade panels
with different folding directions.

Figure 7.11: Dividing line between vertical panels and horizontal panels

(5)Figure 7.12 shows the number of horizontal and vertical panels in RL generated facades in different orientations and cities. It is worth noticing that the number
of horizontal and vertical panels is changing with a certain rule. However, the current
experiment results can not accurately analyze the relationship between the number of
horizontal and vertical panels. By considering more cities(latitudes), future research
can accurately describe or verify this rule.
In summary, the application of RL in designing kinetic facades revealed the
possibility of further improving kinetic facades performance and the great potential
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Number of panels in different orientations
Results in S orientation

Results in SSW orientation

Results in SW orientation

Results in WSW orientation

Results in W orientation

Figure 7.12: Number of panels in different orientations and cities
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of RL-based design systems. Taking this research as a starting point, future work
can explore the rules of shading system design and optimize the design process and
results through the combination of artificial intelligence and design. In addition,
future research will discuss how to create a more energy-efficient and comfortable
built environment with the help of artificial intelligence.
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.1

Training process of RL model
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Figure 13: Training process of the RL model for Abu Dhabi S orientation
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Figure 14: Training process of the RL model for Abu Dhabi SSW orientation
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Figure 15: Training process of the RL model for Abu Dhabi SW orientation
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Figure 16: Training process of the RL model for Abu Dhabi WSW orientation
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Figure 17: Training process of the RL model for Abu Dhabi W orientation
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Figure 18: Training process of the RL model for Clemson S orientation
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Figure 19: Training process of the RL model for Clemson SSW orientation
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Figure 20: Training process of the RL model for Clemson SW orientation
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Figure 21: Training process of the RL model for Clemson WSW orientation
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Figure 22: Training process of the RL model for Clemson W orientation
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Figure 23: Training process of the RL model for Beijing S orientation
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Figure 24: Training process of the RL model for Beijing SSW orientation
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Figure 25: Training process of the RL model for Beijing SW orientation
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Figure 26: Training process of the RL model for Beijing WSW orientation

126

Location

Beijing

Orientation

W

Training

Distribution

Facade Pattern

Facade Model

Figure 27: Training process of the RL model for Beijing W orientation
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Figure 28: Training process of the RL model for MexicoCity S orientation
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Figure 29: Training process of the RL model for MexicoCity SSW orientation

129

Location

MexicoCity

Orientation

SW

Training

Distribution

Facade Pattern

Facade Model

Figure 30: Training process of the RL model for MexicoCity SW orientation
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Figure 31: Training process of the RL model for MexicoCity WSW orientation
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Figure 32: Training process of the RL model for MexicoCity W orientation
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Figure 33: Training process of the RL model for Cairo S orientation
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Figure 34: Training process of the RL model for Cairo SSW orientation
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Figure 35: Training process of the RL model for Cairo SW orientation
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Figure 36: Training process of the RL model for Cairo WSW orientation
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Figure 37: Training process of the RL model for Cairo W orientation
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Experiment results
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Figure 38: Experiment results for Abu Dhabi S orientation
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Figure 39: Experiment results for Abu Dhabi SSW orientation
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Figure 40: Experiment results for Abu Dhabi SW orientation

140

Location

Abu Dhabi

Orientation

WSW

Radiation
Experiment
Result

Glare
Experiment
Result

Boxplot of
Experiment
result

Bar chart of
experiment
result

Figure 41: Experiment results for Abu Dhabi WSW orientation
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Figure 42: Experiment results for Abu Dhabi W orientation
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Figure 43: Experiment results for Clemson S orientation
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Figure 44: Experiment results for Clemson SSW orientation
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Figure 45: Experiment results for Clemson SW orientation
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Figure 46: Experiment results for Clemson WSW orientation
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Figure 47: Experiment results for Clemson W orientation
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Figure 48: Experiment results for Beijing S orientation
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Figure 49: Experiment results for Beijing SSW orientation
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Figure 50: Experiment results for Beijing SW orientation
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Figure 51: Experiment results for Beijing WSW orientation
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Figure 52: Experiment results for Beijing W orientation
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Figure 53: Experiment results for Mexico City S orientation
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Figure 54: Experiment results for Mexico City SSW orientation
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Figure 55: Experiment results for Mexico City SW orientation
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Figure 56: Experiment results for Mexico City WSW orientation
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Figure 57: Experiment results for Mexico City W orientation
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Figure 58: Experiment results for Cairo S orientation
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Figure 59: Experiment results for Cairo SSW orientation
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Figure 60: Experiment results for Cairo SW orientation
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Figure 61: Experiment results for Cairo WSW orientation

161

Location

Cairo

Orientation

W

Radiation
Experiment
Result

Glare
Experiment
Result

Boxplot of
Experiment
result

Bar chart of
experiment
result

Figure 62: Experiment results for Cairo W orientation
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