Abstract -The paper is dedicated to the analysis of methods and algorithms of controlling computational process of solving complex problems with the use of multiprocessor and/or multicore computer systems. We have developed an automatic and dialogue systems of control of unconstrained optimization process, which have a graphical user interface.
I. INTRODUCTION
It is known that in spite of a large number of methods for numerical solution to various classes of problems, the choice of the most efficient method for solving a particular problem under specific values of its parameters requires a large number of comparative experiments. As a rule, the end users tend to have difficulty both in carrying out such experiments, which requires the knowledge of domain of applicability of various numerical methods, and in proper conducting of the comparative analysis of the results, which is time consuming.
In the paper, for the class of problems of multivariate unconstrained optimization, we propose two approaches for facilitating the use of available applied software packages using modern multi-processor (multi-core) computer systems. One of the approaches involves active work of the user with the optimization program package in a dialogue mode. The other approach involves the packet control by means of a specially developed control program in automatic mode.
Let's note that beginning from the 70s of the last century, in different schools, they have been carrying out works on creating intellectual algorithms for controlling software packages. For example, Yu.G.Evtushenko's school have developed controlling dialog systems of unconstrained optimization (-DISO‖) and of optimal control (-DISOPT‖) [1, 2] . In the works of one of the authors of the present paper and his colleagues, they developed controlling systems of solving vector optimization problems (-DIVO‖) and global optimization problems (-GLOPT‖) [3, 4] . These systems are constantly improved and modified in connection with the development of information, computer, and software technologies. The results of the given paper are direct development of ideas employed in the above-mentioned systems, taking into account new possibilities provided by modern computing technologies. As the optimization techniques we use methods of direct search (zero-order methods), gradient-based methods (firstorder methods), and Newton-type methods (second-order methods) [5] [6] [7] [8] . These methods have a large number of options settings, thus providing the ability to adapt the system to any process quickly. Furthermore, the combination of direct search methods, gradient-based methods, and Newton-type methods allows us to find an optimal solution for a smaller number of steps and/or calculations of the objective function, which is important in terms of the cost of optimization process. The process of solving the problem is carried on in stages, each of which consists of training and working steps. The first of these steps is intended to identify the locally efficient algorithm from the available list of algorithms. After that, the working step is carried out, which consists in solving the problem using only the algorithm that has proven to be the most efficient in the first step. Both the training and working steps are carried out within a certain time slice. One can use two variants of the training step:
1. To determine the local efficiency of the methods, the optimization process starts from the same point 0
x . In this case there is somewhat wasteful consumption of machine time, and the training step is only used to identify a locally efficient algorithm;
2. The training step is used not only to find an efficient algorithm, but also to advance to an extreme point, because instead of the original point we use the current point to train each of the following algorithm.
At the training step all the algorithms of the initial list
,..., , 2 1 have the opportunity to work within the given initial time slice, with the exception of only those methods that have been the least efficient for two consecutive training steps. These methods are not allocated any time slice and are temporarily excluded from the list.
To calculate the values of the local efficiencies of the methods, we make use of the following formula:
Here i E is the local efficiency of the i th algorithm;
When working with the automatic and dialogue systems, the user, in accordance with the standard requirements, formulates an optimization problem in any programming language in the form of a module (dynamic link library), and then enters it into the system by specifying the full path to the created library file; using the directives (instructions), the user runs the most appropriate (in his/her opinion) algorithms of the library of modules, and tunes their various settings. The control program will then organize the interaction of the modules from the package; manages the input of the initial and current information; interpret the user's directives (instructions); load optimization modules into the computer memory dynamically; output the results of computations on the display (at the same time you can get results on a printer) in a prescribed form.
Analyzing the results of the computations, the user decides on the further calculations, thus obtaining the possibility to monitor the progress of solving the problem, to intervene promptly in the computation process, to choose the working methods, and to adjust, if necessary, their parameters. The user determines how often and in what form the results should be displayed on the screen, and then, using a predefined set of directives carries out calculations.
The report will contain the protocols and results of computer-based experiments for the class of unconstrained optimization problems using different principles of management of the developed software package.
CONSLUSION
In the paper, we proposed an approach to control of computational process of solving complex applied problems by an example of multivariate unconstrained optimization problems using appropriate software packages on multiprocessor (multi-core) computer systems. The proposed approaches essentially facilitate the end-users' work of using existing standard software packages. They require a different level of users' knowledge of methods implemented in the software packages.
