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Boolean networks have been used as models of gene regulation and other biological
networks, as well as for other kinds of distributed dynamical systems. One key element
in these models is the update schedule, which indicates the order in which states have
to be updated. In Salinas (2008) [22] and Aracena et al. (2009) [1], equivalence classes of
deterministic update schedules according to the labeled digraph associated to a Boolean
network (update digraph) were defined and it was proved that two schedules in the same
class yield the same dynamical behavior. In this paper, we study the relations between the
update digraphs and the preservation of limit cycles of Boolean networks iterated under
non-equivalent update schedules.We show that the related problems lie in the class of NP-
hard problems and we prove that the information provided by the update digraphs is not
sufficient to determine whether two Boolean networks share limit cycles or not. Besides,
we exhibit a polynomial algorithm that works as a necessary condition for two Boolean
networks to share limit cycles. Finally, we construct some update schedule classes whose
elements share a given limit cycle under certain conditions on the frozen nodes of it.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Boolean networks, originally introduced by Kauffman [15,17], are the most simple model for abstracting genetic
regulatory networks, as well as for other simple distributed dynamical systems. Despite their simplicity, they provide a
useful model in which different phenomena can be reproduced and studied, and indeed, many regulatory models published
in the biological literature fit within their framework [23,24]. Moreover, some of the theorems obtained are easily extended
to networks with finite (not necessarily binary) states [9].
In themodeling of genetic regulatory networks, the attractors are associated to distinct types of cells defined by patterns
of gene activity. In particular, the limit cycles (periodic points of period greater than or equal to two) are often associated
with mitotic cycles in cells [2,14].
A Boolean network is said to be robust for a certain dynamical property, if small changes in the network do not affect
some characteristic observed. There are several kinds of perturbations in a Boolean network: for instance, perturbations of
the states of the nodes in a given global state of the network, changes in the local activation functions, or modifications of
the type of update schedule, which is at the center of the present study. The last two ones correspond to changes in the
definition of the network and therefore they can yield variations on the set of attractors.
The robustness of Boolean networks against perturbations of their update schedule has been studied mainly from an
experimental and statistical point of view [6,3,5,7]. More recently, Christoph Schmal and Drossel [4] have studied Boolean
∗ Corresponding author. Tel.: +56 973033210; fax: +56 412374000.
E-mail addresses: jaracena@ing-mat.udec.cl (J. Aracena), lgomez@ing-mat.udec.cl (L. Gómez), lilisalinas@udec.cl (L. Salinas).
0166-218X/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2012.07.003
2 J. Aracena et al. / Discrete Applied Mathematics 161 (2013) 1–12
networks that follow a reliable trajectory in state space, which can be robust against perturbations in the update schedule.
On the other hand, there exist only a few analytical studies on this subject [22,11,20]. In particular, Goles and Salinas [10]
have done a comparative analysis on the attractors in Boolean networks with parallel and sequential update schedules.
Some analytical works about perturbations of update schedules have been made in a special class of discrete dynamical
networks, called sequential dynamical systems, where the connection digraph is symmetric or equivalently an undirected
graph and the update schedule is sequential. For this class of networks, the team of Barrett, Mortveit and Reidys studied the
set of sequential update schedules preserving the whole dynamical behavior of the network [19] and the set of attractors in
a certain class of cellular automata [13].
This paper deals with the robustness of attractors of Boolean networks against changes in the deterministic update
schedule, which may range from the parallel update, the most common [15], to the sequential update, passing through
all the combinations of block-sequential updates (which are sequential over the sets of a partition, but parallel inside of
each set). Some of the pioneering works in this context were done by Robert [21] and Goles [8].
In [22] equivalence classes of deterministic update schedules were defined according to the labeled digraph associated
to a given Boolean network (update digraph). It was proved that two schedules in the same class yield the same dynamical
behavior of a given Boolean network [22,1]. Besides, it was exhibited that the limit cycles of a Boolean network are very
sensitive to changes of the update schedule. In this way, the existence of frozen nodes in a limit cycle could make it more
robust. The importance of the frozen nodes of the attractors in the robustness of Boolean networks has been previously
studied by Greil et al. [12] and Kauffman [16].
Here, we study the update schedules preserving a set of given limit cycles of a Boolean network. Because the schedules
in the same equivalence class preserve the whole dynamics of a Boolean network, we focus on the problem of determining
the distinct equivalence classes whose elements preserve the limit cycles, not necessarily the whole dynamics, of a given
Boolean network. In this context, sufficient conditions in Boolean networks are given in [18] for when two non-equivalent
sequential updates induce topologically conjugated limit cycles.
This paper is organized as follows. In Section 2, we introduce Boolean networks iterated under a certain update schedule
and the basic concepts related to it, as well as the definition of the update digraph. In Section 3, we recall the result proved
in [22,1] and we define new problems concerning the sharing of limit cycles. We prove that all these problems are NP-
hard. Besides, we also show that the problem of sharing limit cycles cannot be answered by using only the information
contained in the update digraphs. In Section 4, we explore the possibility that two Boolean networks that differ only in
the update schedule can share limit cycles and we present a polynomial algorithm that gives us a necessary condition for
this. In Section 5, we study the case when the previous algorithm returns False, and we give some conditions when the
networks involved can share some limit cycle. In Section 6, we give some sufficient conditions that allow us to construct
non-equivalent update schedules which yield a given limit cycle. This construction depends strongly on the existence of
frozen nodes in the limit cycle. Finally, in Section 7 we give our conclusions about the work presented here.
2. Definitions and notations
A Boolean network N = (F , s) is defined by a finite set of n state variables xi ∈ {0, 1}, a global activation function
F = (f1, . . . , fn) : {0, 1}n → {0, 1}n, where the component functions fi : {0, 1}n → {0, 1} are called local activation func-
tions, and an update schedule defined by a function s : {1, . . . , n} → {1, . . . , n} such that s({1, . . . , n}) = {1, . . . ,m} for
some m ≤ n. A block of an update schedule s is the set Bi = {j ∈ {1, . . . , n} : s(j) = i}, 1 ≤ i ≤ m. An update schedule s
is also denoted by s = (j ∈ B1)(j ∈ B2) · · · (j ∈ Bm). A synchronous or parallel update is given by an update schedule s such
that ∀i ∈ {1, . . . , n}, s(i) = 1. A sequential update corresponds to a permutation function over {1, . . . , n}. Other kinds of
update schedules can be considered as block-sequential updates.
The iteration of a Boolean network with an update schedule s is given by:
∀i ∈ {1, . . . , n}, xt+1i = fi(xl11 , . . . , xljj , . . . , xlnn ),
where lj = t if s(i) ≤ s(j) and lj = t + 1 if s(i) > s(j), i.e. the exponent of each variable represents the time step. This is
equivalent to applying a function F s : {0, 1}n → {0, 1}n in a parallel way, with F s(x) = (f s1 (x), . . . , f sn (x)) and
f si (x) = fi(g si,1(x), . . . , g si,n(x)),
where function g si,j is defined by g
s
i,j(x) = xj if s(i) ≤ s(j) and g si,j(x) = f sj (x) if s(i) > s(j) [21].
Thus, function F s corresponds to the dynamical behavior of network N = (F , s).
We say that two Boolean networks N1 = (F1, s1) and N2 = (F2, s2) have the same dynamical behavior if F s11 = F s22 .
Since {0, 1}n is a finite set, we have two limit behaviors for the iteration of a Boolean network N = (F , s):
• Fixed Point. We define a fixed point as x ∈ {0, 1}n such that F s(x) = x.
• Limit Cycle. We define a cycle of length p > 1 as a sequence [xk]pk=0 = [x0, . . . , xp−1, x0] where the xk ∈ {0, 1}n are
pairwise distinct and F s(xk) = xk+1, for all k = 0, . . . , p− 1 and xp = x0. The set of limit cycles of N is denoted by LC(N).
We say that a node is frozen for a limit cycle if its state remains constant on it.
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Fig. 1. Example of an update digraph.
The digraph associated to a Boolean network N = (F , s), called the connection digraph, is the directed graph GF = (V , A),
where V = {1 . . . , n} is the set of vertices or nodes and A ⊆ V × V is the arc set such that (i, j) ∈ A if and only if fj depends
on xi, i.e. if there exists x ∈ {0, 1}n such that
fj(x1, . . . , xi−1, 0, xi+1, . . . , xn) ≠ fj(x1, . . . , xi−1, 1, xi+1, . . . , xn).
The node set of GF is referred to as V (GF ), its arc set as A(GF ). An arc (i, i) ∈ A(GF ) is called a loop of GF .
A function f : {0, 1}n → {0, 1} ismonotonic on input i if for every x ∈ {0, 1}n
f (x1, . . . , xi−1, 0, xi+1, . . . , xn) ≤ f (x1, . . . , xi−1, 1, xi+1, . . . , xn).
A loop (i, i) is monotonic if fi is monotonic on input i.
Given G = (V , A) a digraph with node set V = {1, . . . , n} and s : {1, . . . , n} → {1, . . . , n} an update schedule, we
denote Gs = (G, labs) the labeled digraph, named update digraph, where function labs : A → { , } is defined as:
labs(i, j) =

if s(i) ≥ s(j),
if s(i) < s(j).
The update digraph associated to a Boolean network N = (F , s) is defined by GFs = (GF , labs). Hence, we define the
following equivalence relation between update schedules s and s′:
s∼GF s′ ⇐⇒ GFs = GFs′ .
We denote [s]GF the equivalence class of s induced by ∼GF (see an example of an update digraph in Fig. 1). Note that the
label on a loop will always be .
Given GF = (V , A), the connection digraph of a Boolean network N = (F , s), we denote
V−(j) = {i ∈ {1, . . . , n} : (i, j) ∈ A}.
Thus, we can write fj(x) = fj(xi : i ∈ V−(j)). Besides, we denote d−(i) = |V−(i)| and ∆−(G) = max{d−(i) : i ∈ V } the
input degree of a vertex i ∈ V and the maximum in-degree of G, respectively.
3. Motivation
The following result was proven in [1].
Theorem 1. Let N1 = (F , s1) and N2 = (F , s2) be two Boolean networks that differ only in the update schedule. If [s1]GF =[s2]GF , then N1 and N2 have the same dynamical behavior.
In this way, the equivalence classes of update schedules [s]GF previously defined are such that elements in a same class
yield the same dynamical behavior in Boolean networks which differ only in the update schedule.
Hence, the interesting problem is knowing for a given Boolean network if there exists another non-equivalent update
schedule that preserves the limit cycles of the network. Next, we show that the related problem is NP-hard.
Limit Cycle Problem (LCP)
Given a Boolean network N = (F , s) and C ∈ LC(N). Does there exist sˆ ∉ [s]GF such that C ∈ LC(Nˆ = (F , sˆ))?
Theorem 2. LCP is NP-hard.
Proof. We will construct a polynomial reduction from SAT0 to LCP, where SAT0 is defined by
SAT0: given φ a Boolean formula with φ(0⃗) = 1. Does there exist x ≠ 0⃗ such that φ(x) = 1?
where
→
0= (0, 0, . . . , 0). Note that SAT0 is obviously NP-complete.
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Let φ be a Boolean formula such that φ(0⃗) = 1, with 0⃗ ∈ {0, 1}n. We define F : {0, 1}n+3 → {0, 1}n+3 as follows:
∀i ∈ {1, . . . , n+ 1}, fi(x) = ¬xi ∧ xn+2,
fn+2(x) =
n+1
i=1
¬xi,
fn+3(x) = φ(x) ∧ ¬xn+1.
Now,we consider the Boolean networkN = (F , s)where s = (n+2, n+3)(1, . . . , n+1). Clearly C =

0⃗, 1⃗, 0⃗

∈ LC(N),
where 1⃗ = (1, 1, . . . , 1), 0⃗ ∈ {0, 1}n+3.
On the other hand, we have the next table, where ∗means either 0 or 1.
x⃗ F s(x⃗)
x1, . . . , xn xn+1 xn+2 xn+3 f s1 (x⃗), . . . , f sn (x⃗) f
s
n+1(x⃗) f
s
n+2(x⃗) f
s
n+3(x⃗)
= 0⃗ 0 ∗ ∗ 1⃗ 1 1 1
= 0⃗ 1 ∗ ∗ 0⃗ 0 0 0
≠ 0⃗ 0 ∗ ∗ 0⃗ 0 0 ∗
≠ 0⃗ 1 ∗ ∗ 0⃗ 0 0 0
Therefore LC(N) = {C}. Hence, if there is another update schedule that shares a limit cycle with N , then it must be
necessarily C .
(⇒) Let xˆ ≠ 0⃗ be such that φ(xˆ) = 1. Then considering the schedule sˆ = (n+ 2)(i : xˆi = 1)(n+ 3)(i : xˆi = 0)(n+ 1). We
have that C ∈ LC(Nˆ = (F , sˆ)) and sˆ ∉ [s]GF .
(⇐) Let sˆ ∉ [s]GF be an update schedule such that C ∈ LC(Nˆ). Note that:
labsˆ(n+ 1, n+ 3) = ⇒ f sˆn+3(0⃗) = 0.
Therefore, labsˆ(n+ 1, n+ 3) = . Since f sˆn+3(0⃗) = 1, necessarily φ(xsˆ) = 1, where:
∀j ∈ {1, . . . , n}, xsˆj =

0 if labs(j, n+ 3) = ,
1 if labs(j, n+ 3) = .
On the other hand, because sˆ ∉ [s]GF , we will prove that there exists j ∈ {1, . . . , n} such that labs(xj, n+ 3) = ,
meaning that xsˆ ≠ 0⃗.
Indeed, since fi(0⃗) = 1 for every i ∈ {1, . . . , n + 1}, labsˆ(i, n + 2) = labs(i, n + 2) = and labsˆ(n + 2, i) =
labs(n+ 2, i) = . Therefore, there exists j ∈ {1, . . . , n} such that labs(j, n+ 3) = . 
It is easy to check that C is the only limit cycle of Nˆ in the above proof. Hence we obtain the following Corollary.
Corollary 3. The following problems are NP-hard.
Limit Cycle Set Problem Given a Boolean network N = (F , s). Does there exist sˆ ∉ [s]GF such that LC(N) = LC(Nˆ = (F , sˆ))?
Common Limit Cycle Problem Given a Boolean network N = (F , s). Does there exist sˆ ∉ [s]GF such that LC(N) ∩ LC(Nˆ =
(F , sˆ)) ≠ ∅?
On the other hand, the following theorem shows that for any given Boolean network, the possibility that another non-
equivalent update schedule yields a same limit cycle depends on the global activation function F and not only on the
associated update digraph. Therefore, it is not possible to define a new equivalence relation between update schedules,
by relaxing the condition of equal update digraphs, and such that elements in the same class preserve the set of limit cycles
and not necessarily the whole dynamics of the network.
Theorem 4. Let G = (V , A) be a digraph and let s1, s2 be two different update schedules such that Gs1 ≠ Gs2 . Then, there exists
a function F : {0, 1}n → {0, 1}n, with GF = G, such that N1 = (F , s1) and N2 = (F , s2) verify LC(N1) ≠ LC(N2).
Proof. We will define F such that C = [0⃗, 1⃗, 0⃗] is a limit cycle of N1 but not of N2, where 0⃗, 1⃗ ∈ {0, 1}n.
For each i ∈ V , we define
fi(x) =

k∈V−(i)
xσkk
where xσkk = xk if labs1(k, i) = and xσkk = ¬xk if labs1(k, i) = .
Hence, on the one hand, by induction on the nodes in increasing order according to the value of s1, we obtain that
∀ i ∈ V , fi(0⃗) = 1 ∧ fi(1⃗) = 0. Thus, F s1(0⃗) = 1⃗ ∧ F s1(1⃗) = 0⃗. Therefore, C = [0⃗, 1⃗, 0⃗] is a limit cycle of N1.
On the other hand, let j ∈ V such that ∃ k ∈ V−(j), labs1(k, j) ≠ labs2(k, j). Then, f s2j (0⃗) = 0 ≠ f s1j (0⃗). Therefore, C is not
a limit cycle of N2. 
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Fig. 2. Example of Kn,n .
As a direct consequence of Theorem 4, the existence of shared limit cycles in networks, which differ only in the update
schedule, could depend strongly on the global activation function, as shown in Example 1.
Example 1. Let N = (F , s) be a Boolean network such that GF = Kn,n, where Kn,n is the complete bipartite digraph as shown
in Fig. 2.
For a given k ∈ {1, . . . , n}, we define F = (f1, . . . , f2n) as follows:
fi(x) =

1 if

i∈V−(i)
xi ≥ k,
0 if

i∈V−(i)
xi < k.
Hence, if s is the parallel update schedule, then C = [x0, x1, x0] is a limit cycle of N , where x0i = 0 for i even, x0i = 1 for i odd
and for every i, x1i = ¬x0i .
Next, we exhibit that the existence of another non-equivalent update schedule that preserves the limit cycle C depends
on the value of k.
• For k = 1 and k = nwe have that for every i, fi(x) = 
j∈V−(i)
xj and fi(x) = 
j∈V−(i)
xj, respectively. It is easy to check that in
either case, there is no any other class of update schedules that yields the limit cycle C .
• For k =  n2we have that for every i, fi is the majority function.
In the parallel schedule, we have that each node in state one receives exactly n ones and each node in state zero also
receives exactly n zeros. Thus, to keep the state of a node in C , we need that each node receives at least
 n
2

ones or zeros,
respectively. This means that we have to change at most
 n
2

ones or zeros to zeros or ones, respectively. Hence, if
kn =

n
2

if n is odd,
n− 1
2

if n is even
then, we need both of the following conditions:
|{i ∈ I: s(i) = 1}| ≤ kn and |{i ∈ P: s(i) = 1}| ≤ kn,
where I = {1, 3, . . . , 2 n− 1} and P = {2, 4, . . . , 2 n}. Therefore,[s]GF : C ∈ LC(F , s) ≥ 1+

kn
i=1
n
i
2
.
4. Necessary conditions to share limit cycles
Now we are interested in studying what kind of information is provided by the update digraph about the possibility of
two Boolean networks, that differ only in their update schedule, to share limit cycles.
From the previous section we know that there always exists a global function F such that for any two non-equivalent
update schedules s1 and s2, LC(F,s1) ≠ LC(F , s2). Goles and Salinas [10] proved that in the casewhere the connection digraph
does not have loops, the dynamical behavior of the network updated in parallel way does not share limit cycles with any
sequential update schedule. Also, Aracena et al. [1] proved that for any update schedule there exists a sequential update
schedule which does not share limit cycles. Now, given N1 = (F , s1) and N2 = (F , s2) two Boolean networks such that
GFs1 ≠ GFs2 and the loops are monotonic, we propose a polynomial test that gives us a necessary condition on the update
digraphs for N1 and N2 to share a limit cycle.
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4.1. Test 1
Test 1 with input a given digraph G = (V , A) and s1 and s2 two update schedules on V , returns true if any pair of Boolean
networks N1 = (F , s1) and N2 = (F , s2) such that GF = G satisfies LC(N1) ∩ LC(N2) = ∅.
Test 1
1 M = ∅;
2 N = V
3 While ∃i ∈ N such that
4 (((V−(i) \ {i}) ∩ N = ∅) or
5 (∃j ∈ M, V−(j) = {i})) or
6 (∀j ∈ (V−(i) \ {i}) ∩ N, ((labs1(j, i) = >⃝∧ labs2(j, i) = <⃝)) or
7 (∀j ∈ (V−(i) \ {i}) ∩ N, ((labs1(j, i) = <⃝∧ labs2(j, i) = >⃝))
8 M ←− M ∪ {i}
9 N ←− N \ {i}
10 end While
11 if M = V then return TRUE
12 else return FALSE
This algorithm marks the vertices that should be frozen in a possible shared limit cycle of two Boolean networks which
differ only in the update schedule. If every vertex is marked, i.e. belongs to M , then the only shared attractors are fixed
points.
Definition 5. Let N = (F , s) and N ′ = (F , s′) be two Boolean networks with different update schedules. We say that a node
j ∈ V (GF ), without a loop or with a monotonic loop, has the homogeneous labels property if ∀ i ∈ V−(j), labs(i, j) =
and ∀ i ∈ V−(j) \ {j}, labs′(i, j) = .
The following result was proved in [1].
Proposition 6. Let N = (F , s) and N ′ = (F , s′) be two Boolean networks with different update schedules and C ∈ LC(N) ∩
LC(N ′). If j ∈ V (GF ) has the homogeneous labels property, then j is a frozen node in C.
Theorem 7. Let G = (V , A) be a digraph and let s1 and s2 be two update schedules on V . If Test 1 (G, s1, s2) = TRUE, then every
function F such that GF = G and the loops are monotonic, satisfies LC(F , s1) ∩ LC(F , s2) = ∅. Besides, Test 1 runs on time
O(|V |2).
Proof. We distinguish the following causes for a node to be frozen in a shared limit cycle:
1. A node without loop depending either only on frozen nodes or without inputs.
2. A node with a monotonic loop, such that it does not depend on a node (different from itself) that is not frozen.
3. A node that is the only input of a frozen node.
4. A node with the homogeneous labels property.
These ones are checked in the lines 4, 5, 6 and 7 respectively of Test 1. Hence, if N = V , then all nodes are frozen in the
limit cycle, which is a contradiction. Besides, all conditions are feasible for being checked in O(|V |) elemental operations.
Hence, run time of Test 1 is O(|V |2). 
An example of how Test 1works is shown in Fig. 3.
Thus,we have the following relation between the update digraph structure and the preservation of limit cycles in Boolean
networks.
Corollary 8. Let N1 = (F , s1) and N2 = (F , s2) be two Boolean networks such that ∆−(GF ) = 1, GF is connected and [s1]GF ≠[s2]GF . Then, LC(N1) ∩ LC(N2) = ∅.
Proof. Since [s1]GF ≠ [s2]GF , ∃i ∈ V (GF ), j ∈ V−(i): labs1(j, i) ≠ labs2(j, i).
• Given that∆−(GF ) = 1, we have that i satisfies the homogeneous labels property, and therefore, is marked.
• Sequentially and forward, all nodes reachable from i (i.e., there exists a path from i to the nodes) are marked, since each
one of them has only one input, which is marked.
• Sequentially and backward, all nodes reaching i (i.e., there exists a path from the nodes to i) are marked, since they
correspond to the only input of a marked node.
• Since GF is connected, all nodes are marked. Thus, Test 1 (G, s1, s2) = TRUE.
Hence, LC(N1) ∩ LC(N2) = ∅. 
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Fig. 3. Example of how Test 1 works: (a) Gs1/Gs2 , (b) nodes 2 and 5 are marked because it is of the homogeneous label property, (c) node 3 is marked
because it is the only input to a marked node and node 4 is marked because all its incoming neighbors are marked, (d) node 1 is marked because all its
incoming neighbors are marked.
Definition 9. Given a digraphG = (V , A), wewill say thatG′ = (V ′, A′) is a source subdigraph ofG if V ′ ⊆ V , A′ = A∩V ′×V ′
and ∀v ∈ V ′, (u, v) ∈ A ⇒ u ∈ V ′.
Corollary 8 can be simply extended to networks having a source with the properties stated in it as is established in the
following result.
Corollary 10. Let N1 = (F , s1) and N2 = (F , s2) be two Boolean networks and C ∈ LC(N1)∩LC(N2). If G′ is a source subdigraph
of GF that satisfies the properties stated in Corollary 8, then every node j ∈ V (G′) is frozen in C.
Example 2 shows an application of Corollary 10.
Example 2. Let N1 and N2 be Boolean networks defined as in Fig. 4. The subdigraph G′ = (V ′ = {1, 3}, A′ = {(1, 3), (3, 1)})
of GF satisfies the conditions of Corollary 10 and LC(N1) ∩ LC(N2) = {C}. Hence, we can see that nodes 1 and 3 are indeed
frozen in C .
Remark 1. Observe that for Ni = (F , si), i = 1, 2 two given Boolean networks such that∆−(GF ) = 1 and GF is connected,
LC(N1) = LC(N2) ∨ LC(N1) ∩ LC(N2) = ∅.
Indeed, from Theorem 1, if GFs1 = GFs2 , then F s1 = F s2 . This implies LC(N1) = LC(N2). Otherwise, by Corollary 8 LC(N1) ∩
LC(N2) = ∅.
Remark 1 tells us that for a Boolean network N = (F , s), with GF connected and∆−(GF ) = 1, and whose limit cycle set
is not empty, the unique equivalence class of update schedules yielding this set is [s]GF . This is not true if any condition on
GF does not hold (see Example 3). Indeed, it is sufficient that there exists a node i ∈ V (GF ) with |V−(i)| ≥ 2 for there to be
different limit cycle sets in Boolean networks which differ only in the update schedule.
Example 3. Let N1 and N2 be Boolean networks defined as in Fig. 5. Each network has six limit cycles, but only three of them
are common to both networks. More precisely, LC(N1) ∩ LC(N2) = {C1, C2, C3}, where C1 = [x1, x2, x1], C2 = [x3, x4, x3]
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Fig. 4. Example of two Boolean networks: N1 = (F , s1) and N2 = (F , s2), where ∀i = 1 . . . , 5, s1(i) = 1 and s2(1) = s2(2) = s2(4) = s2(5) = 1, s2(3) =
2. LC(N1) ∩ LC(N2) = {C}.
Fig. 5. Example of two Boolean networks, N1 = (F , s1) and N2 = (F , s2), where ∀i = 1, . . . , 5, s1(i) = 1 and s2(1) = s2(2) = 1, s2(3) = s2(4) =
3, s2(5) = 2. Here, GF is connected,∆−(GF ) = 2 and GFs1 ≠ GFs2 .
and C3 = [x5, x6, x5]with:
x1 =

1
0
0
0
0
 , x2 =

0
1
0
0
0
 , x3 =

0
0
1
0
0
 , x4 =

0
0
0
1
0
 , x5 =

1
0
0
1
0
 , x6 =

0
1
1
0
0
 .
5. Possibility of sharing limit cycles
In the previous section, we proved that given G, s1 and s2 such that Gs1 ≠ Gs2 if Test 1 (G, s1, s2) = TRUE, then it is not
possible to have a same limit cycle in Boolean networks with connection digraph G and update schedules s1 and s2.
In this section, we study the possibility of sharing limit cycles when Test 1 (G, s1, s2) = FALSE.
Given Gs1 and Gs2 two update digraphs, we denote for every i ∈ V :
V−e (i) = {j ∈ V−(i) : labs1(j, i) = labs2(j, i)},
V−d (i) = {j ∈ V−(i) : labs1(j, i) ≠ labs2(j, i)}.
Theorem 11. Let G, s1 and s2 be such that Gs1 ≠ Gs2 and Test 1(G, s1, s2) = FALSE and N and M the resulting sets. If the
following conditions:
1. ∀i ∈ N, V−e (i) ∩ N ≠ ∅,
2. ∀i ∈ N, |V−(i)| = 2 ⇒ V−(i) ⊆ V−e (i),
3. ∀i ∈ M, |V−(i)| = 2 ⇒ V−(i) ⊆ V−e (i) ∨ V−(i) ⊆ V−d (i),
are satisfied, then ∃F , GF = G ∧ LC(F , s1) ∩ LC(F , s2) ≠ ∅.
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Proof. Since Test 1 (G, s1, s2) = FALSE, then N ≠ ∅. We will define each local activation function fi such that GF = G and
[x0, x1, x0] ∈ LC(F , s1)∩ LC(F , s2), where ∀i ∈ V \M, x0i = 0, x1i = 1 and ∀i ∈ M, x0i = x1i = 0. For given i ∈ V , we denote
xσkk = xk if labs1(k, i) = and xσkk = ¬xk if labs1(k, i) = .
Next, we define the activation local functions fi depending on each case:
Case 1: i ∈ M, V−(i) ∩M ≠ ∅, then
fi(x) =

j∈V−(i)
xj.
Case 2: i ∈ M, V−(i) ⊆ N . Since |V−(i)| ≠ 1 and by the hypothesis V−(i) ⊆ V−e (i) or V−(i) ⊆ V−d (i), then ∃i1 ≠ i2, {i1, i2} ⊆
V−e (i) ∨ {i1, i2} ⊆ V−d (i). Hence,
fi(x) = (xσi1i1 Y x
σi2
i2
) ∧

j∈V−(i)\{xi1 ,xi2 }
xj.
Case 3: i ∈ N . If V−(i) ∩ N ⊆ V−e (i) ∨ V−(i) ∩M ≠ ∅, then
fi(x) =

j∈V−e (i)∩N
x
σj
j ∨

j∈V−(i)\(V−e (i)∩N)
xj.
Case 4: i ∈ N , V−(i) ∩M = ∅, ∃i1, i2 ∈ V−e (i) ∩ N, i1 ≠ i2 and V−(i) ∩ V−d (i) ≠ ∅, then
fi(x) = xσi1i1 ∨
(xσi1i1 Y xσi2i2 ) ∧ 
j∈V−(i)\{i1,i2}
xj
 .
Case 5: Otherwise, i.e. i ∈ N and ∃i1 ∈ V−e (i) ∩ N and ∃i2, i3 ∈ V−d (i) ∩ N, i2 ≠ i3
fi(x) = xσi1i1 ∨
(xσi2i2 Y xσi3i3 ) ∧ 
j∈V−(i)\{i1,i2,i3}
xj
 .
Hence, it is easy to check that the local functions defined in this way satisfy the conditions: GF = G ∧ LC(F , s1) ∩
LC(F , s2) ≠ ∅. 
If there exists at least one vertexwhich does not satisfy the conditions of Theorem 11, then the proposed limit cycle is not
a shared limit cycle for the networks. In this case, we propose the Test 2 that receives as input digraph G, update schedules
s1, s2 and sets M and N resulting from the Test 1. If this algorithm returns TRUE then it is easy to see that there exists a
function F such that (F , s1) and (F , s2) share a limit cycle, i.e. LC(F , s1)∩ LC(F , s2) ≠ ∅. The construction of function F is the
same that we have seen before. In fact, this algorithm proposes a way to eliminate the critical cases marking a new vertex
as frozen.
Test 2
1 While (∃i ∈ N)(∀j ∈ V−(i) ∩ N), lab1(j, i) ≠ lab2(j, i) or
2 [(∃i ∈ M), V−(i) = {i1, i2}, i1 ∈ V−e (i) ∧ i2 ∈ V−d (i)]
3 if (∀j ∈ V−(i) ∩ N), lab1(j, i) ≠ lab2(j, i) then x ←− i
4 else x ←− i2
5 M ←− M ∪ {x}
6 N ←− N \ {x}
7 While ∃i ∈ N, ((V−(i) ∩ N = ∅) ∨ (∃j ∈ M, V−(j) ∩ N = {i}))
8 M ←− M ∪ {i}
9 N ←− N \ {i}
10 End While
11 End While
12 if N ≠ ∅ then return TRUE
13 else return FALSE
6. Construction of classes preserving limit cycles
Theorem 2 and Example 1 show that determining the non-equivalent update schedules which preserve limit cycles of a
given Boolean network is in general not an easy task, and that it depends strongly on the global activation function F of the
network.
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Fig. 6. GFs of N = (F , s) defined in Example 4.
As shown in Corollary 10, the existence of frozen nodes is a necessary condition for Boolean networks whose update
schedules differ to share limit cycles, under certain hypotheses on their architecture. However, the existence of frozen nodes
is not by itself a sufficient condition as shows the following example.
Example 4. Let us consider the Boolean network N = (F , s), where
∀i ∈ {1, . . . , 9}, fi(x) =

j∈V−(i)
xj,
with V−(i) as shown in Fig. 6, and
f10 = (¬x3 ∧ x4 ∧ ¬x9) ∨ (x3 ∧ ¬x4 ∧ x9)
s = (1, 2, 3, 7, 8, 9)(4, 5, 6, 10) and C = [x0, x1, x2, x0] ∈ LC(N), with x0 = (1, 0, 0, 1, 1, 0, 1, 0, 0, 1), x1 = (0, 1, 0,
0, 1, 1, 0, 1, 0, 1), x2 = (0, 0, 1, 1, 0, 1, 0, 0, 1, 1). Note that node 10 is frozen for C .
It is easy to check that there is no another non-equivalent update schedule s′ such that C is also a limit cycle ofN ′ = (F , s′).
Nevertheless, the existence of frozen nodes can be, in some cases, a sufficient condition for two Boolean networks
N = (F , s) and N ′ = (F , s′), such that s and s′ do not belong to the same update schedules equivalence class, to share a
given limit cycle as shown in the following result.
Theorem 12. Let N = (F , s) be a Boolean network, C = xkpk=0 , p > 1 a limit cycle of N and Z the set of frozen nodes in C
and i ∈ Z, satisfying either of the following conditions:
1. All labels incoming to i are of the same type.
2. V−(i) ⊆ Z.
Then there exists an update schedule sˆ with [sˆ]GF ≠ [s]GF and such that C ∈ LC(Nˆ = (F , sˆ)).
Proof. Let xki = a, a ∈ {0, 1}, ∀k ∈ {0, . . . , p− 1}.
1. Case i. ∀j ∈ V−(i), labs(j, i) = .
Let j∗ ∈ V−(i), s(j∗) = minj∈V−(i) s(j) = m ≥ 1. Given k ∈ {1, . . . ,m}, we define:
sˆ(i) = k,
∀j ≠ i, s(j) < k, sˆ(j) = s(j),
∀j ≠ i, k ≤ s(j) ≤ s(i), sˆ(j) = s(j)+ 1,
∀j ≠ i, s(j) > s(i), sˆ(j) =

s(j)+ 1 if ∃l ≠ i, s(l) = s(i)
s(j) if @l ≠ i, s(l) = s(i).
Hence, ∀j ∈ V−(i), labsˆ(j, i) = and ∀(p, q) ∈ A(GF ), p, q ≠ i, labsˆ(p, q) = labs(p, q). Therefore, [sˆ]GF ≠ [s]GF .
Thus,
f sˆi (x
0
j : j ∈ V−(i)) = fi(x0j : j ∈ V−(i)) = f si (x1j : j ∈ V−(i)) = x1i .
By induction, we have f sˆi (x
k
j : j ∈ V−(i)) = xki = a, ∀k ∈ {0, . . . , p− 1}.
J. Aracena et al. / Discrete Applied Mathematics 161 (2013) 1–12 11
Fig. 7. Update digraphs GFs3 and G
F
s4 corresponding to Boolean networks N3 = (F , s3) and N4 = (F , s4)mentioned in Example 5.
Hence, ∀j ∈ V+(i),
f sˆj (x
k
l : l ∈ V−(j)) = f sˆj (xkl : l ∈ V−(j) \ {i}, a) = f sj (xkl : l ∈ V−(j)).
Besides, f sˆj (x
k) = f sj (xk), ∀j ∈ V+(i) ∪ {i}. Therefore, C ∈ LC(F , sˆ).
Case ii. ∀j ∈ V−(i), labs(j, i) = is analogous.
2. We must consider two cases:
Case i. ∀ j ∈ V−(i): labs(j, i) = . This case is covered by condition 1, where all the inputs have the same label.
Case ii. ∃ j ∈ V−(i), labs(j, i) = .
Let V−> (i) = {j ∈ V−(i), labs(j, i) = } ≠ ∅.
Let j∗ ∈ V−(i), s(j∗) = maxj∈V−(i) s(j) = M ≤ n. Given k ∈ {M + 1, . . . , n}, we define:
sˆ(i) = k,
∀j ≠ i, s(j) < k, sˆ(j) = s(j),
∀j ≠ i, s(j) ≥ k, sˆ(j) = s(j)+ 1.
Observe that, if @l ≠ i, s(l) = s(i), then there does not exist l such that sˆ(l) = s(i), i.e. there is no vertex updated in
time s(i), of this way we need to define s′ such that:
s′(j) =

sˆ(j) if sˆ(j) < s(i),
sˆ(j)− 1 if sˆ(j) > s(i).
We have that:
∀ j ∈ V−(i), labsˆ(j, i) = .
Then,
f sˆi

x0j : j ∈ V−(i)
 = fi x1j : j ∈ V−(i)
= fi

x0j : j ∈ V−> (i); x1j : j ∈ V−(i) \ V−> (i)

= f si

x0
 = x1i .
In the same way, we can prove by induction on k that
∀ k = 0, . . . , p− 1, F sˆ(xk) = F s(xk) = xk+1.
Therefore, C is also a limit cycle of Nˆ . 
Observe that both conditions in Theorem 12 are of different kind. The first one is related to the update digraph and the
second one to the limit cycle. Furthermore, note that Theorem 12 is also valid for a limit cycle set. In this case, Z corresponds
to the intersection of the frozen node sets of every elements. Besides, if we take W = {i ∈ Z: V−(i) ⊆ Z} (the nodes in Z
which satisfy the condition 2 of Theorem 12), we have the same result for every U ⊆ W of independent nodes, applying
simultaneously the update schedules of every node in U.
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Example 5. LetN1 = (F , s1) and C be the Boolean network and the limit cycle defined in Fig. 4. Each frozen node i ∈ {1, 2, 3}
satisfies at least one of the conditions established in Theorem 12. Node 2 satisfies condition 1, whereas nodes 1 and 3 satisfy
condition 2. Therefore, we can define at least three new update schedules s2, s3 and s4, each one in a different equivalence
class, such that C is also a limit cycle of the networks Ni = (F , si), i = 2, 3, 4. Update schedule s2 is described in Fig. 4 and
update schedules s3 and s4 are shown in Fig. 7.
7. Conclusion
We have studied the relation between the update digraphs and the shared limit cycles of Boolean networks which differ
only in the update schedule. We first proved that the problems involved lie in the class of NP-hard problems. Besides,
we prove that the information provided by update digraphs associated to two given Boolean networks is not sufficient to
determine whether they share limit cycles or not. Afterwards, we propose a polynomial algorithm that becomes a necessary
condition for two Boolean networks to share at least one limit cycle. Furthermore, we show that the existence of update
schedules preserving some limit cycle depends strongly on the global activation function and the structural properties of
the network. In someBooleannetworks, the only update schedules keeping a given limit cycle are those preserving thewhole
dynamical behavior of it. This fact was observed previously by Goles and Salinas [10] in the particular case of parallel and
sequential update schedules. However, it is possible to define under certain conditions a set of update schedules, belonging
to different equivalence classes, which preserve a set of given limit cycles. These update schedules depend on the frozen
nodes of the preserved limit cycles.
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