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We studied the real space structure of states in twisted bilayer graphene at the ‘magic angle’
θ = 1.08◦. The flat bands close to charge neutrality are composed of a mix of ‘ring’ and ‘center’
orbitals around the AA stacking region. An effective model with localized orbitals is constructed,
which necessarily includes more than just the four flat bands. Long-range Coulomb interaction
causes a charge-transfer at half-filling of the flat bands from the ‘center’ to the ‘ring’ orbitals.
Consequently, the Mott phase is a featureless spin-singlet paramagnet. We estimate the effective
Heisenberg coupling that favors the singlet coupling to be J = 3.3 K, consistent with experimental
values. The superconducting state depends on the nature of the dopants: hole-doping yields p+ ip-
wave whereas electron-doping yields d+ id-wave pairing symmetry.
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FIG. 1: The wavefunctions of the lowest energy orbitals
at Γ (top row) and K (middle row), computed using the
tight-binding model of Fig. 3. Shown here is the hexago-
nal unit cell with the AA stacking at the center, and the six
corners having alternating AB and BA stacking. The size of
the dots is proportional to the wavefunction modulus squared
on each atom, the color represents the phase. The K-orbitals
have large spectral weight at the center of the AA region.
The Γ-orbitals, on the other hand, have suppressed weight at
the AA center but have nonzero weight in a ring around it.
The averaged wavefunction-squared as a function of distance
from the AA centers, measured in units of the single layer
graphene lattice parameter a, is shown in the bottom plot.
We propose that the insulating phase is characterized by a
charge-transfer from the ‘center’ to the ‘ring’-orbitals due to
long-range Coulomb repulsion. Note that there is a nonzero
overlap between the Γ and K-orbitals. The orbital nature of
the flat band smoothly varies from ‘ring’ to ‘center’ orbitals as
a function of momentum. The qualitative difference between
the real-space wavefunction of the flat bands at Γ and K im-
plies that one need more than four localized Wannier orbitals
to capture the flat bands correctly.
I. INTRODUCTION
Upon the discovery of superconductivity in twisted
bilayer graphene (TBG)1–3, the theoretical community
jumped on the ‘flat band’-wagon and started the hunt
for a simple yet sufficient model that might shed light
on the nature and symmetries of this system4–41. The
fact that the phase diagram, when squinting, looks sim-
ilar to that of cuprates or pnictides made this discovery
even more exhilarating. Namely, at half-filling of the
double degenerate flat band just below the Dirac cones
a Mott insulator was found, and superconductivity ap-
peared upon doping of this Mott state.
The nature of a Mott insulating phase, especially when
dealing with degenerate bands, can only be fully under-
stood by studying the real-space structure of the orbitals
that are involved. At charge-neutrality, the electronic
density of states is peaked around the ‘AA’ centers of
the large unit cell. This observation is at the core of
practically all theoretical work on TBG since March, by
constructing an effective model either on the triangular
lattice of the AA centers6,10,13,16,21,22,30, or on the hon-
eycomb lattice of AB/BA centers with so-called ’fidget
spinner’ orbitals that are peaked at three neighboring AA
centers7,8,18,25,28,29. However, a crucial aspect is missed,
namely that the real-space structure of the flat bands qual-
itatively changes when doping away from charge neutral-
ity. This implies that an effective model with localized
Wannier orbitals needs more than just the four flat bands.
This real-space change is shown in Fig. 1, where we
compared the real-space structure of the flat band states
at charge neutrality (the K-point) to the states at the
other end of the flat bands (the Γ-point). In agreement
with previous works,1,42 we also find that at the K-point
charge is localized at the AA centers. However, at Γ the
charge density vanishes at the AA points - it is moved to
a ring around it. The usual construction of maximally
localized Wannier orbitals40,41 will yield necessarily or-
bitals that will be larger than the unit cell - the ’fidget
spinner’ orbitals are a prime example.8,18,29,33
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2At this point, the reader might wonder why we should
care about this change. The answer is simple: because
we are interested in the Mott insulating state. The real-
space structure of orbitals directly determines the rele-
vant Hubbard and exchange couplings of the model. Fur-
thermore, Wannier orbitals that extend over several unit
cells are incompatible with the physics of Mott localiza-
tion, which requires localized orbitals! If one insists on
a triangular lattice model, then an on-site SU(4) sym-
metric Hubbard coupling is natural6. If one chooses the
fidget spinner orbitals, then nearest-neighbor and next-
nearest-neighbor repulsion will play an important role28.
However, both these models neglect the fact that the flat
bands change orbital character in between the K and
Γ points. In this paper we choose not to neglect this
change, and we will show that it has important conse-
quences. In particular, we will show that the interac-
tion energy is minimized in the insulating phase by a
charge-transfer from the ‘center’ to the ‘ring’ orbitals.
The remaining spin degrees of freedom are subject to an
effective Heisenberg coupling, forcing them into an on-
site singlet. The Heisenberg coupling has a strength of
the order of J ∼ 3.3 K, consistent with the experimental
energy scale that destroys the insulating state by either
temperature or magnetic field1,2.
This paper is organized as follows: In section II we
discuss the symmetries and structure of the twisted bi-
layer graphene lattice. We then construct the real-space
wavefunctions and a corresponding effective tight bind-
ing model. Using the hopping model and general en-
ergy considerations, in section III we study the insulat-
ing phase and show that the interaction energy is mini-
mized in the insulating phase by a charge-transfer from
the ‘center’ to the ‘ring’ orbital.” The transfer of charge
picture permits to fix the spin degrees of freedom in the
Mott phase yielding naturally an effective antiferromag-
netic Heisenberg hamiltonian which gives rise to a spin
singlet paramagnet. In section IV we examine how dop-
ing this paramagnet can lead to superconductivity, and
the different pairing symmetries for different doping are
discussed. We end the article with a brief discussion of
experimental signatures of the suggested charge-transfer.
II. THE MODEL
Our aim is to understand the essential properties of
twisted bilayer graphene band-structure close to charge
neutrality. A single layer of graphene has a honeycomb
structure, with lattice unit vectors a± = a2
(±xˆ +√3yˆ)
where a = 0.246 nm43,44. The unit cell contains two
inequivalent sites, labeled A and B. The corresponding
band structure is known for having Dirac cones at K
and K′. The symmetry group is p6m, which means the
unit cell contains one 6-fold rotation center, two 3-fold
rotation centers and six distinct reflection axes.
The band structure of a bilayer depends on how the
two layers are stacked. A literal stacking of two layers on
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FIG. 2: The enlarged unit cell of twisted bilayer graphene
(TBG), with the two different layers shown in red and blue.
The new unit cell, spanned by vectors Gi, has one six-fold
rotation center with AA interlayer stacking, and two three-
fold rotation centers with AB or BA stacking. There are no
mirror symmetries: a reflection along one of the dashed lines
interchanges the two layers. The corresponding space group
of TBG is therefore the double cover of p6, as opposed to p6m
for single layer graphene or bilayers without twist.
top of each other, where the A sites in one layer are on
top of the A sites of the other, is known as AA stacking.
A more natural stacking occurs when the A sites of one
layer are above the B sites of the other layer, this is known
as AB stacking.
We make ‘twisted’ bilayer graphene by starting with
AB stacking and rotating one of the layers around an
AB site. To achieve a commensurate rotation, we can
choose two integers m,n and define the rotation angle
θ as the angle between na1 + ma2 and ma1 + na2
45.
The new unit cell has unit vectors G1 = na1 +ma2 and
G2 = −ma1 + (n+m)a2 and contains 4(n2 + nm+m2)
atoms. This new unit cell, shown in Fig. 2, possesses a
region where the layers are effectively AA stacked, as well
as regions with AB stacking and BA stacking - the latter
just being the same as AB stacking but with the two
layers exchanged. Note that the unit cell is different when
one starts with AA stacking and rotates around one of
the carbon atoms. In this case, the symmetry is actually
lower when rotating with a small angle, because now the
unit cell does not contain a sixfold rotation center.72
Interestingly, the space group of the twisted bilayer is
different from the single layer one. It does contain 6-fold
rotations around the AA centers, and 3-fold rotations
around the AB and BA centers. However, there are no
mirror symmetries, as can be inferred from Fig. 2. Re-
flection along one of the symmetry axes interchanges the
two layers. Therefore, the space group is the double cover
of p6, rather than p6m.46–48
The magic angle of Refs. [1,2] was θ = 1.08, which can
be generated by choosing m = 31 and n = 30. In this
case, the new unit cell contains 11,164 atoms. Needless
to say, an exact description of the band structure from
first principles is a very difficult task.31 However, we can
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FIG. 3: A tight-binding band structure for bilayer graphene
with twist angle θ = 1.08◦, using the parameters provided in
the main text. This model contains 11,164 bands. Four flat
bands with a bandwidth W = 11.25 meV arise around charge
neutrality, as is clearly shown in the bottom panel. At the
K-point there is a small gap of 13.8µeV at the approximate
Dirac cones, as shown in the inset.
write down a tight-binding model including all the 11,164
bands using parameters from literature. We choose the
in-plane nearest neighbor hopping t = 2.8 eV and inter-
layer hopping described by t⊥(r) = t⊥0e−|r|/ξ, where r is
the total distance between two atoms including the inter-
layer distance d = 0.335 nm, ξ = 0.11a and t⊥0 is chosen
such that t⊥ = 0.35 eV for the AA stacked atoms45,49–51.
The resulting band structure for the magic angle system
is shown in Fig. 3.
Continuum models predict double degenerate Dirac
cones at the K and K′ points, with drastically reduced
velocity.52,53 However, a careful analysis shows that there
is actually not a four-fold degeneracy of states at K and
K′. Instead, much like AA stacked bilayers, we find two
double degenerate states separated by a minuscule gap
of 13.8 µeV, as shown in Fig. 3. Note that the alternate
way of creating twisted bilayers, by starting with AA
stacking and rotating around one of the carbon atoms,
yields a different degeneracy structure. In that case there
is a double degenerate state at charge neutrality at K,
separated by a µeV gap to two single degenerate states
above and below. This is the same degeneracy structure
as in AB stacked bilayers. In both cases there are there-
fore only ‘approximate’ Dirac cones, with two flat bands
above and two flat bands below them. The bandwidth
of these bands is severely reduced to about W = 11.25
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FIG. 4: An effective 8-band model, where each band is dou-
ble degenerate, describing the essential low-energy physics
of the twisted bilayer, Eq. (5). The fitted parameters are
tK = 1.53 meV, tΓ = 9.50 meV, ∆Γ = 61.60 meV, and
t′ = 4.67 meV. The full band structure of Fig. 3 is shown
in grey.
meV. Any effective model should include these correct
degeneracies and the corresponding narrow bands.
To understand the Mott physics, however, a precise
knowledge of the real space structure of the flat bands
is necessary. We display the spatial structure of the low
energy wavefunctions at K and Γ in Fig. 1. Consis-
tent with tunnelling experiments,42 the electrons close
to charge neutrality are strongly localized at the AA re-
gions. However, at the Γ point a clear transfer of charge
is seen to a ring around the AA center. Any effective
model of the whole band should capture this charge-
transfer. The standard maximally localized Wannier or-
bitals, following the algorithm of Ref. [40,41], will be
extended over more than one unit cell8,18,29,33. To ob-
tain the proper ‘ring’ structure properly, one needs to
occupy all orbitals in a unit cell and its six neighbors. In
such a program, setting the correct interaction, requires
six-orbital-interaction terms,28 which unnecessarily com-
plicates things. Instead, by including more bands in the
effective hamiltonian we can retrieve orbitals that are lo-
calized within one unit cell.31,33
Let us focus first on the K-orbitals or ‘center’ orbitals,
whose weight at the AA centers form a triangular lattice.
The K and K′ are exchanged under six- and two-fold ro-
tations with respect to the z axis perpendicular to the
TBG plane. As a direct consequence, the little co-group
at the K-point is C3, a subgroup of C6, the point group
of TBG. Orbitals at this point could realize irrep A and
irrep E of C3. Consider the equivalent representation at
K which involves the transformation of exp(iKRj) under
the symmetry operations of C3. Rotation of the radius
vector Rj by the angle 2pi/3 anticlockwise is equivalent
to rotation of the vector K in the opposite direction, that
is to substitution of the three equivalent corners of the
small Brillouin zone. When this reducible representation
is decomposed into irreps of the group C3, we find that it
is exactly contained in the two-dimensional irrep E of C3.
Therefore orbitals at the K point should be two-fold de-
4generate. However, because the gap at the approximate
Dirac cones is practically unobservable, the effective hop-
ping among K (center) orbitals can be approximated by
a honeycomb symmetry as is done in7,8,14,18,29,33. The
Γ-orbitals, on the other hand, are far away from the
approximate Dirac cones and will be treated as having
hopping on a triangular lattice.
Instead of using the Wannier construction to build an
exact copy of the tight binding bandstructure, we will
introduce a model that qualitatively captures the low-
energy physics. Note that the precise tight-binding band
structure depends on specific model details, including a
possible lattice relaxation.54,55 We therefore refrain from
claiming to be numerically exact and instead focus on
the relevant physical mechanisms. In the absence of hy-
bridization between ‘ring’ and ‘center’ orbitals, we have
four gapped triangular-lattice orbitals at the Γ point and
four-fold degenerate Dirac cones. Hybridization between
Γ and K-orbitals causes the lowest energy band to be a
mix of both orbitals. To construct an effective model we
split the 8 lowest energy bands in two degenerate ‘val-
leys’. Each ‘valley’ consists of two ring and two center-
orbitals, and there are four parameters that determine
the band structure: hopping between same type of or-
bitals tK and tΓ, hybridization between different type
orbitals t′, and the gap of the Γ-orbitals ∆Γ. The result-
ing band-structure is shown in Fig. 4, and this model
will serve as the starting point for our analysis of the
insulating phase.
Explicitly, the Hamiltonian of the effective model con-
sists of two degenerate 4 × 4-blocks. The honeycomb
symmetry of the K-orbitals is reflected in the hopping
factors
fK(k) = 1 + e
ia1·k + eia2·k (1)
whereas the triangular nature of the Γ-orbitals is realized
by the factors
fΓ(k) = 2 (cos a1 · k + cos a2 · k + cos a3 · k) . (2)
The coupling between K and Γ-orbitals can can take two
forms,
fKΓ1(k) = 1 + e
−ia1·k + e−ia2·k, (3)
fKΓ2(k) = e
−i(a1+a2)·k + e−ia1·k + e−ia2·k, (4)
reflecting the two possible ways to combine honeycomb
and triangular symmetries. Thus, each 4×4-block of the
effective Hamiltonian reads
H4(k) =
 0 tKfK(k) t
′fKΓ1(k) 0
tKfK(−k) 0 0 −t′fKΓ2(k)
t′fKΓ1(−k) 0 −∆Γ + tΓfΓ(k) 0
0 −t′fKΓ2(−k) 0 ∆Γ − tΓfΓ(k)
 (5)
Using Eqn.(5) we fit the low energy bands of the full band
structure by using the following parameters,
tK = 1.5312 meV, (6)
tΓ = 9.5007 meV, (7)
t′ = 4.6730 meV, (8)
∆Γ = 61.5978 meV. (9)
With these parameters we have an effective low-energy
model with fully localized orbitals, that describe the four
flat bands as well as four dispersive bands that are further
away from charge-neutrality.
Note that we have discussed the orbital character of the
low-energy states at exactly Γ and K. At momenta in
between these two high energy points, the orbital char-
acter smoothly transforms from ring-like to center-like,
as is shown in Fig. 5. The overlap is defined as the norm
of the wavefunction at momentum k projected onto the
subspace of the four lowest energy wavefunctions at ei-
ther Γ (‘ring’) or K (‘center’). Note that the overlap
between ring and center orbitals is ≈ 0.4.
III. INTERACTIONS AND THE MOTT PHASE
The emergence of insulating behavior, when non-
interacting theories predict conducting, can be due to
either Wigner or Mott localization. A Wigner crystal11
can be dismissed due to commensurability1. Wigner crys-
tals can exist in lattice systems at sufficiently low den-
sities, but its wavelength changes with changing charge
density, see for example Ref. [56] for square lattice re-
sults. However, this is not the case in TBG: the insulat-
ing phase only appears at half-filling of the flat bands.
Consequently, the insulating phase has a Mott character.
A Mott insulator can be realized by adding to the tight-
binding model an onsite Hubbard repulsion for each lo-
calized orbital, and it is known that single-layer graphene
has a relatively strong onsite interaction U = 9.3 eV57,58.
However, for orbitals that span thousands of different
atoms, the full Coulomb interaction beyond the onsite
repulsion plays a central role. Indeed, the Coulomb en-
ergy is nonzero whenever there are macroscopic charge
5Overlap with 'center' orbital
Overlap with 'ring' orbital
Γ Κ/2 Κ0.0
0.2
0.4
0.6
0.8
1.0
Momentum (k)
O
ve
rla
p
FIG. 5: Overlap between the eigenstates of the flat band
from the full band problem, with ring orbitals in yellow, and
center orbitals in blue. Note that any filling away from charge-
neutrality leads to an uneven charge distribution in the unit
cell, as is shown in Fig. 6.
inhomogeneities δn(r),
Eint =
∑
r,r′
δn(r)
e2
4pi(r− r′)|r− r′|δn(r
′) (10)
where δn(r) measures the deviation from the average
electron density n at position r. At charge neutrality,
the electron charge density is evenly distributed over all
carbon atoms. Because the charge density away from
charge-neutrality is unevenly distributed, there will be a
large ‘classical’ contribution to the Coulomb energy pro-
portional to 〈δn(r)〉V (r−r′)〈δn(r′)〉. On the other hand,
the usual ‘quantum’ Hubbard contribution proportional
〈ni↑ni↓〉 will be smaller as the charge fluctuations on the
unit cell scale will be small, of the order of 1/
√
A ≈ θ,
where A is the area of the unit cell.
As experimentally observed,42 upon doping away from
charge neutrality the electronic charge density will cluster
around the AA centers. We visualize this in the top left
panel of Fig. 6, where the charge distribution in one unit
cell is shown at a density of two holes relative to charge
neutrality using the full band structure of Fig. 3. A large
concentration of green dots (excess charge) is seen in the
AA centers, whereas around the AB/BA centers there is
a depletion of charge (red dots). Indeed, we found that
about 91% of the added charge ends up in the ‘center’-
like K-orbitals.
According to Ref. [58], interactions in single layer
graphene are strong: the effective on-site (Hubbard) in-
teraction was found to be U = 9.3 eV while the nearest
neighbor Coulomb interaction strength was computed to
V = 5.5 eV. The long-wavelength limit of the dielectric
constant approaches (k = 0) = 1 and therefore we ex-
pect to find genuine long-range interactions (1/r). The
form suggested by Wehling et al. prompts us to use the
following effective form of the screened Coulomb interac-
tion in the tight-binding model,
V (ri − rj) = 1.438
0.116 + |ri − rj | eV (11)
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FIG. 6: A comparison of the charge distribution within one
unit cell in the non-interacting model at half-filling of the
flat band (top left) versus the charge-transfer scenario (top
right). Shown here is in green an excess of charge and in red
an absence of charge. The charge density per carbon atom,
as a function of distance from the unit cell center, is shown in
the bottom panel. In the non-interacting case the Coulomb
energy is Eint = 317.6 meV, whereas in the charge-transfer
picture this is reduced to Eint = 103.9 meV.
where the distance between two carbon atoms |ri − rj |
should be measured in nm. The resulting classical
Coulomb energy at half-filling of the flat band is enor-
mous: Eint = 317.6 meV!
Much of this Coulomb energy can be reduced by a
charge-transfer from the ‘center’ (K) to the ‘ring’ (Γ) or-
bitals. A zeroeth order model of such a charge-transfer
scenario would have exactly one localized hole in the
center orbital and one localized hole in the ring orbital.
Compared to the non-interacting case we lose the kinetic
energy, estimated at 7.86 meV, and we need to pay the
gap ∆Γ = 61.6 meV of the ring orbital. However, the
interaction energy is drastically reduced to Eint = 103.9
meV. Overall, the average energy gain per unit cell due
to the charge transfer is estimated at ∆E = 154 meV.
This is the core prediction of our paper: when dop-
ing away from charge neutrality a charge-transfer occurs
from the center to the ring orbitals because Coulomb re-
pulsion wants to smoothen out charge. Notice that this
is very similar to the physics of cuprates, where a charge-
transfer from the copper d to the oxygen p orbitals causes
insulating behavior59.
Having settled one localized charge in the K-orbital
6and one in the Γ-orbital, the spin degree of freedom re-
mains to be determined. In multi-orbital atomic Mott
insulators the Hund’s coupling favors a large total spin
in the unit cell60,61. However, in TBG there is a nonzero
overlap between ‘ring’ and ‘center’ orbitals, which in our
effective model yielded t′ = 4.67 meV. After localizing
one charge in a ring and one in a center orbital, we get an
effective antiferromagnetic Heisenberg coupling between
their spins in 2nd order perturbation theory
Heff = J
∑
i
~SiK · ~SiΓ (12)
where the effective exchange constant J is given by
J = 2
|t′|2
∆E
= 0.28 meV. (13)
Contrary to Hund’s expectations, the two spins in each
unit cell will therefore form a singlet, which is the nat-
ural ground state for a model with an even number of
spins per unit cell62. We conclude that the Mott phase in
TBG is a non-entangled featureless spin-singlet paramag-
net, consistent with recent experimental measurements1.
Note that that the value of J is 3.3 Kelvin, consistent
with the energy scale required to break the insulating
state with either thermal excitations or an external mag-
netic field.1–3
Similarly, second order perturbation theory suggests
a ferromagnetic Heisenberg-like coupling for the orbital
degrees of freedom.
IV. SUPERCONDUCTIVITY
Consider the insulating state that has two electrons
per unit cell removed relative to charge neutrality. When
doping away from this Mott state, the dynamics of the
dopants is described by a t− J model. A key feature of
such models is the effective nearest-neighbor attraction
between dopants.63,64 This attraction can lead to super-
conductivity of the dopants. The symmetry of the pair-
ing state depends crucially on the nature of the dopants
themselves.
A prominent consequence of the proposed charge-
transfer is the difference between electron and hole-
doping relative to the insulating phase. Adding electrons
to the insulating state - that is, moving closer to charge
neutrality - will add dopants on the Γ-orbitals. The effec-
tive model will consist of a nearest-neighbor attraction on
a triangular lattice. This has been studied before and the
most likely superconducting state would be spin-singlet
d+ id-wave10,65.
On the other hand, hole-doping adds carriers to the
K-orbitals, which realize an effective honeycomb lattice.
Nearest-neighbor attraction on a honeycomb lattice leads
to exotic spin singlet p + ip-wave superconductivity, as
was proposed for single layer graphene away from charge
neutrality66. A symmetry difference between the electron
and hole-doped superconducting phases relative to the
Mott state would be a clear proof of the charge-transfer
occurring in TBG.
V. OUTLOOK
We showed that the observed insulating state in TBG
can be described in terms of charge-transfer from ‘center’
to ‘ring’ orbitals around the region of AA stacking. An
experimental signature of this transfer can be found in
tunnelling experiments: the electron density at the AA
region center should be less than expected based on non-
interacting theories. Note that the lattice relaxation of
the Moire´ patterns due to electron-phonon coupling can
influence the expected charge density54,55,67–69. There-
fore a full first-principles computation of the interactions
in magic angle twisted bilayers is necessary to quantify
the suggested charge-transfer.
A direct consequence of the charge-transfer is that
the Mott phase is a featureless spin singlet paramagnet.
The lowest energy spin excitations will be propagating
triplets, which could be observed using thin film resonant
inelastic X-ray scattering70. Also the symmetry differ-
ence between electron- and hole-doped superconductors
is a result of the charge-transfer, and should be observ-
able in experiments similar to the phase-sensitive exper-
iments in cuprates.71
Finally, we want to emphasize that we based our pre-
dictions on a simple analysis of the real space wavefunc-
tions of an 11,164-bands model. The effective model is
a hybrid mixture of triangular and honeycomb symme-
tries, and it is not a trivial task to construct a low energy
effective t − J model out of those ingredients. However,
we think that developing such a model and studying it
using both analytical and numerical methods might pro-
vide key insights towards the understanding of twisted
bilayer graphene.
Note - After completion of this manuscript we became
aware of two other papers that argued for the inclusion
of more than just 4 bands in an effective low-energy de-
scription of twisted bilayer graphene.31,33
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