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1. Resumen
En este trabajo se soluciona el problema de transferencia de calor en 2D y se determinan los
parametros de mejor desempe~no utilizando el metodo de colocacion local directo con funciones de
base radial (LDRBFCM). Para ello se propone la evaluacion del termino difusivo de la ecuacion
de energa usando dos casos: (1) Problema con condiciones de frontera Dirichlet; (2) problema con
condiciones de frontera Dirichlet, Neumann y Robin (benchmark NAFEMS). El estudio realizado
busca determinar el mejor funcionamiento del metodo numerico para: (1) Diferentes funciones de
base radial (RBFs); (2) diferentes distribuciones de puntos de colocacion; (3) diferentes densidades
de puntos de colocacion (H) para cada distriducion; (4) diferente numero de puntos colocacion por
dominio (N) para cada distribucion y densidad de puntos; (5) diferentes volores del parametro
libre c de la funcion de base radial Multicuadric; (6) y en el caso de benchmark NAFEMS con
condiciones de frontera Dirichlet, Neumann y Robin, la utilizacion de puntos fantasmas para la
aproximacion de derivadas en la frontera.
Para los dos casos tratados en este trabajo, en terminos generales, la RBF Multicuadric fue la
que presento mejor comportamiento y todo lo que se describe a continuacion sera con referencia
a ella. Se encontro ademas que el parametro libre con mejor desempe~no fue c = 100r0.
Para el primer caso se encontro: (1) La solucion del problema utilizando la distribucion rectangular
es, lejos, mas exacta que la reportada cuando se utilizan metodos globales; (2) en cuanto al
costo computacional el metodo LDRBFCM es mas eciente en terminos de menos requisitos de
memoria y menos esfuerzos computacionales; (3) El tiempo de calculo computacional empleado
por el metodo local es menor que el empleado por metodos globales.
Para el segundo caso se encontro: (1) aunque la implementacion del DOE (Dise~no de Experimento)
numerico es mas sencillo sin la utilizacion de puntos fantasmas estos se hacen necesarios, con ellos
se logra una convergencia mas estable de la solucion, un error mas bajo y la posibilidad de trabajar
con una distribucion de puntos aleatoria para geometras mas complicadas que la utilizada en este
trabajo; (2) en cuanto al costo computacional el metodo LDRBFCM tambien es mas eciente para
aproximar derivadas cuando hay nodos en la frontera en terminos de menos requisitos de memoria
y menos esfuerzos computacionales que los metodos globales.
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2. Introduccion
Los metodos numericos son de interes e importancia signicativa en el estudio de las soluciones
numericas de muchos problemas en la ciencia y la ingeniera. Para la solucion numerica de las
ecuaciones diferenciales parciales (PDEs) se han utilizado, tradicionalmente, cuatro metodos am-
pliamente conocidos: Diferencias Finitas (FDM), Volumenes Finitos (FVM), Elementos Finitos
(FEM) y Elementos de Frontera (BEM). FDM y FVM se basan en retculas uniformes, lo que
limita su aplicacion a geometras simples. FEM se basa en una discretizacon de malla, con varias
limitaciones segun lo informado por A. Emdadi [1]: (1) la generacion de mallas adecuadas para los
problemas y geometras complejos puede tomar mucho tiempo y esfuerzo computacional, (2) la
malla tiene que ser modicada dinamicamente o recalculada cuando se utiliza mallado adaptativo,
(3) grandes deformaciones en los dominios dan lugar a una perdida considerable en la precision,
(4) se obtiene convergencia muy lenta en regiones de alto gradiente. El Metodo de Elementos
de Frontera se ha convertido en una alternativa viable a FEM y FDM debido a la reduccion en
una dimension espacial del problema, sin embargo, esta ventaja desaparece cuando se consideran
terminos no homogeneos que requiere una discretizacion completa del dominio.
Como alternativa a los metodos tradicionales para solucionar numericamente las PDEs se han
utilizado tecnicas libres de mallas (meshfree) las cuales usan nodos dispersos dentro del dominio
y su frontera. Estos nodos no forman una malla, por lo tanto, la formulacion del problema no
requiere informacion sobre la relacion entre los nodos.
2.1. Objetivos
Denir condiciones de mejor desempe~no para la solucion numerica de problemas de ecuaciones
diferenciales parciales (PDEs) usando el metodo de colocacion local directo (LDRBFCM), a treves
de un DOE (Dise~no de Experimento) numerico.
2.2. Algunas deniciones
Densidad de puntos: H, mientras mas peque~na mas nodos hay en el dominio.
Funcion de base Radial (RBF): TPS2=Thin Plate Spline orden 2, TPS3=Thin Plate Spline
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orden 3, MQ=Multicuadric.
Maxima distancia nodal en el dominio: r0.
Parametro libre de la MQ: c=100r0, c=500r0, c=1000r0.
Nodos por dominio: N .
2.3. Metodologa
En este trabajo se determinan los parametros de mejor desempe~no utilizando el metodo de coloca-
cion local directo con RBFs (LDRBFCM). Para ello se propone la evaluacion del termino difusivo
de la ecuacion de energa usando dos casos: (1) Problema con condiciones de frontera Dirichlet;
(2) problema con condiciones de frontera Dirichlet, Neumann y Robin (benchmark NAFEMS).
El estudio realizado busca determinar el mejor funcionamiento del metodo numerico para: (1)
Diferentes funciones de base radial: MQ, TPS2 y TPS3; (2) diferentes distribuciones de puntos de
colocacion: rectangular, aleatoria y triangular; (3) diferentes densidades de puntos de colocacion
(H) para cada distriducion: rectangular y aleatoria 25, 121, 256, 441, 1225 y 2601; triangular 29,
109, 280, 488, 1376 y 2605; (4) diferente numero de puntos colocacion pos dominio N para cada
distribucion y densidad: 5, 6, 7, 8, 9 y 10 para la MQ; 5, 10, 15, 20, 30 y 40 para las TPS2 y TPS3;
(5) diferentes volores del parametro libre c de la RBF MQ: 100r0, 500r0 y 1000r0; (6) y en el caso
de benchmark NAFEMS con condiciones de frontera Dirichlet, Neumann y Robin, la utilizacion
de puntos fantasmas para la aproximacion de derivadas en la frontera.
El programa de ordenador ha sido codicado en doble precision usando el compilador GNU For-
tran. En las guras 1, 2 y 3 se muestran las distribuciones utilizadas para el DOE as como el
numero de nodos estudiado.



















Figura 1: Nodos distribuidos uniformemente: 5x5 (25 nodos), 11x11 (121 nodos), 16x16 (256
nodos), 21x21 (441 nodos), 35x35 (1225 nodos) y 51x51 (2601 nodos) respectivamente.



















Figura 2: Nodos con distribucion aleatoria: 5x5 (25 nodos), 11x11 (121 nodos), 16x16 (256
nodos), 21x21 (441 nodos), 35x35 (1225 nodos) y 51x51 (2601 nodos) respectivamente.



















Figura 3: Nodos con distribucion Triangular: 5x5 (29 nodos), 10x10 (109 nodos), 16x16 (280
nodos), 21x21 (488 nodos), 35x35 (1376 nodos) y 48x48 (2605 nodos) respectivamente.
El informe del trabajo realizado se organiza de la siguiente manera. En la Seccion 3, se dene el
problema. Una breve revision de RBFNs y una discusion de la aproximacion de una funcion y sus
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derivadas con el metodo de colocacion directo con RBFs (LDRBFCM) se da en la seccion 4. El
metodo DRBFN se incluye para proporcionar la base para la evaluacion del enfoque LDRBFCM
propuesto en este trabajo. En la seccion 5 se discuten los resultados; y por ultimo, el trabajo se
concluye en la seccion 6.
2.4. Estado del arte
2.4.1. Antecedentes de las tecnicas sin malla
El origen de estos metodos libres de malla se remonta a 1973 cuando A. J. Chorin [2] desarrollo el
metodo de vortice para analizar los ujos a altos numeros de Reynolds. En 1977 L. B. Lucy [3] y R.
A. Gingold and J. J. Monaghan [4] propusieron el metodo Hidrodinamica de Partculas suavizadas
(SPH) para modelar fenomenos astrofsicos; una revision completa de la teora y aplicaciones de
SPH fue realizada por J. J. Monaghan en 2005 [5]. De otro lado G. R. Liu and G. U. Gu [6]
clasican los metodos sin malla de acuerdo con la formulacion en: (1) Metodos de forma debil
(weak-form methods) los cuales transforman las PDEs y las condiciones de frontera que describen
el fenomeno en ecuaciones integrales, requiriendo mallas auxilares para integrar y perdiendo as su
atractivo; sin embargo estos metodos han sido populares en la investigacion numerica porque su
formulacion es similar a la utilizada en los FEM desarrollandose una amplia variedades de ellos
entre los que se encuentran el Metodo de Elementos Diofusosthe (DEM) [7], el Metodo de Elemento
Libre de Galerkin (EFGM) [8], el metodo radial de interpolacion de puntos [9], el Metodo de la
Reproduccion de Partculas del Nucleo (RKPM) [10], el Metodo Local libre de malla de Petrov-
Galerkin (MLPG) [11], el metod de nodo en la frontera [12], el metodo de interpolacion de puntos
en la frontera [13], el metodo hp-cloud [14], the partition of unity nite element method [15], entre
otros. (2) Metodos de forma fuerte (strong-form methods) que usan tecnicas de colocacion para
acercar directamente de forma fuerte las PDEs y sus condiciones de contorno. Estos metodos son
verdaderos libres de malla por no usar malla para la aproximacion de las variables y la integracon
numerica. Ademas tienen una formulacion mas simple que los de forma debil. Ahora bien, para
superar la falta de precision al aproximar las derivadas en la frontera se han desarrollado muchas
estrategias incluyendo el uso de puntos fantasmas (phantom points) fuera del dominio [16] y la
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discretizacion, con diferencias nitas, de las derivadas en la frontera [6]. En metodos de forma
fuerte se incluyen tambien el metodo de vortice[2], el metodo de punto nito [17] y los metodos de
colocacion que usan funciones de base radial y sus variaciones [18, 19, 20, 21, 16, 22]. (3) Metodos
que combinan formas fuerte y debil usando la formulacion debil para los nodos en y cerca de la
frontera, y formulacion fuerte para los otros nodos. Este metodo, desarrollado por G. R. Liu y Y.
T. Gu [23], aun requiere una malla auxiliar para integrar la solucion en los nodos y por lo tanto
no es verdaderamente libre de malla.
2.4.2. El metodo de colocacion con funciones de base radial
El Metodo de Colocacion con Funciones de Base Radial (RBFCM), en el cual se centra este trabajo,
fue usado originalmente por R. L. Hardy en 1971 [24, 25] para interpolar la topografa en mapas
utilizando datos de puntos dispersos con la funcion de base radial multiquadrics (MQ); en 1976 la
thin plate spline (TPS) fue introducida por J. Duchon [26]. Desde su origen, las fuciones de base
radial (RBFs) se han utilizado como una herramienta poderosa de interpolacion con aplicaciones
que incluye la reconstruccion de supercies [27, 28], de imagenes [29], etc.
En 1982 R. Franke [30] comparo 29 metodos bidimensionales de interpolacion por medio de ex-
perimentos numericos, incluyendo el RBFCM. Las RBFs entregaron una excelente precison de la
interpolacion de datos dispersos, fomentando, en el futuro, el estudio teorico y numerico de esta
tecnica. En su obra, Franke muestra que la MQ entregan los mejores resultados, seguida de la TPS
y multicuadric inversa (IMQ). La existencia, unicidad y convergencia de RBFs en aplicaciones de
interpolacion de datos dispersos se probaron por C. A. Micchelli [31], MJ. D. Powell [32] y W.
R. Madych and S. A. Nelson. [33]. Otros estudios teoricos del comportamiento matematico de
las RBFs han sido reportados por los matematicos y cientcos de la computacion, tales como R.
Schaback [34, 35, 36, 37, 38], M. D. Buhmann [39] y B. Fornberg and N. Flyer [40].
El uso de RBFs en la solucion de PDEs fue iniciado, en 1990, por E. J. Kansa [18, 19] cuando
propuso la MQ para aproximar las ecuaciones parabolicas, hiperbolica y elipticas de Poisson's
con el metodo de colocacion con funciones de base radial directo (DRBFN). Es de anotar que
la matriz de coecientes obtenida por Kansa es asimetrica y llena. La existencia y unicidad de
de la solucion de PDEs usando RBFs fue demostrado por C. Franke and R. Schaback [41] y H.
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Wendland [42] 10 a~nos despues de que Kansa propuso su metodo; es de anotar que la M.Q fue
clasicada por R. Franke [30] como la RBF mas exacta para interpolar los campos, razon por
la cual muchos investigadores la han utilizado ampliamente. Sin embargo, este tipo de RBF y la
Gaussiana tienen un inconveniente importante: la determinacion de un parametro libre, c. Cuanto
mayor es el parametro libre, mas precisa es la solucion, pero, la matriz resultante suele ser mal
condicionada para grandes parametros c y termina por convertirse en singular. Ese tipo de com-
portamiento se corresponde con el principio de equilibrio de Schaback [43, 44], que arma que un
buen condicionamiento se asocia con una mala precision y buena precision con mal condicionado.
La determinacion del valor ideal del parametro libre es un problema abierto, porque depende de
variables, tales como el numero de nodos, la distancia entre los nodos y la ecuacion que se va a
resolver. Se han reportado muchos esfuerzos para determinar el parametro libre ideal. J.G. Wang
and G.R. Liu [45] proponen una modicacion de la M.Q introduciendo un segundo parametro
q. Cuando el valor de q esta cerca de 1, la sensibilidad de la solucion con respecto a c dismi-
nuye. G.E. Fasshauer and J. G. Zhang [46] dise~naron un algoritmo de validacion cruzada para
determinar el valor ideal c. A. Embadi et al. [1] discuten que el parametro c se debe aumentar
progresivamente, obteniendo el valor ideal cuando el sistema alcanza su lmite de estabilidad. La
TPS, que es la funcion de base radial que sigue a la M.Q en el ranking o escalafon de Franke,
no tiene este parametro, y es la razon por la que se tiene en cuenta en el presente trabajo. Otro
grupo importante de funciones de base radial, las funciones de base radial de soporte compacto,
fue propuesta inicialmente por H. Wendland en 1995 [47, 48, 49]. Este tipo de funciones tienen un
soporte local o compacto mientras que las RBFs tradicionales como MQ y TPS tienen un soporte
global que implica el uso de todos los nodos en el dominio para aproximar una variable en un
solo punto, lo que lleva a matrices totalmente densas. Las RBF con soporte compacto (CSRBFs)
solo utilizan la informacion de nodos vecinos que se encuentran dentro de un radio rc. Este tipo
de formulacion produce matrices dispersas, lo que reduce el requerimiento de almacenamiento y
tiempo de calculo aunque la precision puede ser sacricada. X. Zhang et al [50] comparo la tasa de
convergencia de las diferentes formulaciones con RBF y determino que la convergencia de CSRBFs
es pobre en comparacion con la convergencia de RBFs tradicionales, incluso cuando se formulan
de una manera global.
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Fasshauer, en 1997 [51, 20], desarrollo una tecnica de colocacion utilizando RBFs que conduce,
contrario a la de Kansa, a matrices simetricas mediante el uso de un enfoque de Hermite. Fasshauer
informo que la precision de la colocacion de Hermite fue ligeramente mejor que la exactitud del
metodo de Kansa. A. La Rocca and H. Power [52] compararon ambos metodos y concluyeron que
las mejoras de la solucion son marginales. El metodo de Kansa es mas popular que el enfoque
simetrico, porque la formulacion de Hermite requiere dos aplicaciones del operador diferencial,
mientras que la colocacion no simetrica no lo requiere. Ademas, la aplicacion de la formulacion
de Fasshauer en problemas no lineales genera matrices que no son simetricas. Mai-Duy and Tran-
Cong in 2003 [53, 21] propusieron la Red Indirecta de Funciones de Base radial (IRBFN). En
la colocacion simetrica tradicional la variable que regula es determinada mediante el uso de una
RBF y las derivadas se calculan directamente mediante la diferenciacion de la RBF original. En
el caso de IRBFN, la derivada de orden mas alto se evalua mediante el uso de una RBF, y las
derivadas de orden menor y la variable de regulacion se calculan mediante la integracion de la
RBF original. Mai-Duy arma que el proceso de integracion ayuda a reducir el ruido despues de
la interpolacion, mejora la precision y la velocidad de convergencia, mientras que el proceso de
diferenciacion tiende a magnicar el error de interpolacion. Mai-Duy argumenta, en 2005 [54], que
IRBFN rinde mucho mejor que el metodo tradicional de Kansa en aplicaciones que involucran
ecuaciones diferenciales de orden superior. La implementacion de IRBFN es mas complicada que
la implementacion del metodo tradicional de Kansa, porque aparece un conjunto de constantes de
integracion. La existencia de las constantes de integracion implica un sistema lineal indeterminado,
que debe ser resuelto mediante el uso de un metodo de mnimos cuadrados en lugar de un programa
de solucion tradicional que invierte sistemas determinados. Ademas, la aplicacion es dependiente
de la dimension espacial. IRBFN complica la formulacion sin resolver el problema principal de la
colocacion con funciones de base radial: matrices totalmente densas y mal condicionadas.
Ahora, El metodo tradicional de Kansa representa mal a las derivadas en la frontera. Con el n de
mejorar el calculo de los derivada en la frontera, Liu y Gu proponen en 2005 [6] la representacion
en diferencias nitas de las derivadas. En su trabajo ellos aplican una rejilla uniforme con el n
de utilizar los mismos puntos para la colocacion y para la aproximacion en diferencias nitas. Sin
embargo, no se requiere una rejilla uniforme, los puntos para la colocacion pueden estar situadas al
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azar y los puntos \uniformes"para las diferencias nitas pueden ser interpolados usando el enfoque
de colocacion. La mayor desventaja de este enfoque es que el metodo de diferencias nitas por lo
general tiene tasa de convergencia mas lenta que el metodo con RBFs. Fedoseev, Fridman y Kansa
[16] propusieron un metodo modicado de Kansa, que es una solucion mas pura sin mezclar el
metodo de colocacion con otros enfoques numericos. El metodo del Kansa modicado aplica una
doble colocacion en la frontera, evaluando la ecuacion de balance y la condicion de frontera en
estos puntos. Con el n de evitar mas ecuaciones que incognitas, los puntos fantasmas se colocan
fuera de la frontera. El numero de puntos fantasma debe ser igual al numero de puntos en la
frontera para cerrar el sistema. En 2008, La Rocca y power [55] extendieron el mismo concepto
para el enfoque simetrico hermitiano.
La generacion de matrices densas y mal condicionadas a medida que aumenta el numero de centros
limita la aplicacion del metodo a unos pocos miles de ecuaciones, lo cual es inaceptable para siste-
mas mas complejos en 3D. La introduccion de RBFs con soporte compacto fue un paso importante
en la direccion correcta, en busca de matrices dispersas y bien condicionadas. Sin embrago, como
se ha discutido antes, sus propiedades de convergencia son pobres. Muchos desarrollos incluyen la
discretizacion del dominio en subdominios y el metodo RBFs apoyado localmente. En 1992 Kansa
[56] discutio, por primera vez, la discretizacion del dominio en el metodo de colocacion RBFs. Los
subdominios permiten la division del problema en partes mas peque~nas, la obtencion de matrices
que son mas faciles de manejar, mas rapidas para resolver y tienen menos tendencia a ser mal
acondicionadas que una sola matriz para todo el sistema. En cada subdominio se resuelve un
sistema independiente de ecuaciones, y la informacion que comparte un subdominio con los otros
se itera hasta que todo el sistema converge. Los subdominios se pueden clasicar en superpuestos
y no superpuestos. En 1994 M. R. Dubal [57] implemento satisfactoriamente subdominios para
resolver ecuaciones diferenciales de segundo orden de una sola dimension. En 1999 , Wong et al.
[58] evaluaron la tecnica de subdominio no superpuesto en modelos hidrodinamicos, obteniendo un
ahorro de mas del 50% en el tiempo de calculo cuando se utilizaron 7 subdominios. Sus resultados
no mostraron ninguna degradacion en la exactitud en comparacion con la solucion con un unico
dominio . En 2000 , Kansa y Y. C. Hon [59] presentaron los subdominios no superpuesto como
una solucion viable para evitar mal condicionamiento. En 2003 , Zhou et al. [60], discutieron el
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excelente rendimiento y la precision del metodo de subdominios superpuestos utilizando tecnicas
iterativas multiplicativas y aditivas de Schwarz.
El metodo de colocacion local con RBFs es una tecnica de descomposicion, donde cada nodo y sus
vecinos forman un subdominio independiente; dependiendo de la posicion, la ecuacion de balance
o de la condicion de frontera, se evalua en el centro, y el valor de los nodos circundantes se toma de
la iteracion anterior. Si hay M puntos en el dominio y la frontera, y cada subdominio se compone
de N nodos (M  N), el sistema resuelve iterativamenteM peque~nos sistemas de tama~no NXN ,
en lugar de un solo sistema enorme de tama~no de MXM . W. Chen y M. Tanaka sugirieron esta
tecnica en 2000 [61] con el nombre de nite RBF method (FRM), haciendo referencia a la similitud
entre esta formulacion y el FDM. En 2005 Sarler et al. [22] desarrollaron por completo el metodo.
Esta tecnica se ha utilizado satisfactoriamente por Sarler et al. [62] and Sarler, R. Vertrik [63]
y E. Divo and A. J. Kassab [64, 65, 66] para simular problemas de fenomenos de transporte. El
metodo puede manejar geometras con muchos nodos, resolviendo el sistema de ecuaciones en un
tiempo razonable, y evitando el mal condicionamiento que es caracterstica de la colocacion con
RBFs. Sin embargo, la experiencia del autor es que esta tecnica solo funciona con distribucion de
nodos muy uniforme para garantizar que cada nodo tiene nodos vecinos bien situados. Ademas, la
tecnica solo funciona bien con la MQ o la IMQ, lo que requiere la determinacion del un parametro
c optimo para cada uno de los sistemas. En 2011 Y. Guangming, B. Sarler, and C. S Chen [67]
compararon tres tipos de metodos sin malla locales, que son a la vez presentados por primera vez en
su trabajo: (1) el Metodo Local de Soluciones Particulares Aproximadas (LMAPS), (2) el Metodo
Directo de Colocacion Local con Funciones de Base Radial (LDRBFCM) y (3) Metodo Indirecto de
Colocacion Local con Funciones de Base Radial (LIRBFCM); en los tres metodos, la discretizacion
de tiempo se realiza en forma explcita y la RBFs que se utilizan para interpolar es la MQ
cambiando el parametro libre c por 100r0, siendo r0 la maxima distancia nodal en el subdominio.
Y. Guangming et al utilizaron cinco nodos por subdominio y observaron que la exactitud aumenta
con la densidad de puntos y con pasos de tiempo mas peque~nos para lo tres metodos; todos los
metodos proporcionan una precision similar en el caso de disposicion de nodo uniforme, para
disposicion de nodo no uniforme, el PSMs y la LDRBFCM muestran mejor desempe~no que el
LIDRBFCM. En 2012 Y. Guangming, Siraj-ul-Islam and B. Sarler [68] realizaron una comparacion
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de los resultados al utilizar los Metodos libres de malla de Colocacion Global y Local usando
RBFs (GDRBFCM, LDRBFCM) para aproximar la solucion de ecuaciones diferenciales parciales
parabolicas en tres dimensiones utilizando la RBF MQ y distribucion de nodos uniforme y no
uniforme. Los metodos locales fueron, en este trabajo, sobre la base de siete nodos por dominio.
El rendimiento de los metodos se evaluo en terminos de precision y eciencia. El resultado de la
comparacion fue la siguiente: (1) Los metodos locales mostraron una eciencia y precision superior,
sobre todo para los problemas con las condiciones de frontera de Dirichlet. (2) Los metodos globales
fueron ecientes y exactos solo en casos con peque~na cantidad de nodos; para gran cantidad de
nodos se convierten en ecientes pero con problemas de mal condicionamiento. (3) El metodo
local explicito es muy preciso, sin embargo, sensible a la posicion del nodo en la distribucion, y
se vuelve sensible al parametro de forma c de la MQ cuando se usan las condiciones de frontera
mixtas Dirichlet-Neumann. (4) El rendimiento del metodo local implcito es comparativamente
mejor que los demas cuando se utiliza un mayor numero de nodos y las condiciones de frontera
mixtas. En 2013 Siraj-ul-Islam, R. Vertnik and B. Sarler [69] abordaron la solucion de ecuaciones
diferenciales hiperbolicas con el LFBFCM mejorado utilizando la RBF multiquadrics. Para ello
los autores: (1) Eligieron un arreglo nodal uniforme debido a la coveniencia y mayor precision;
(2) Utilizaron diferentes tama~nos de dominio, m = 5; 13; (3) el parametro de sensibilidad de
la MQ lo manejaron a traves de una tecnica de escalonamiento; (4) la derivada temporal de
primer orden la aproximaron por diferencias progresivas y (5) estabilizaron el metodo utilizando
la tecnica upwind. En el desarrollo de su trabajo los autores: (1) Probaron las capacidades del
LRBFCM por su aplicacion a problemas con discontinuidad en una y dos dimensiones, con patron
de choque y condiciones iniciales periodicas; (2) compararon el rendimiento de la LRBFC con
soluciones analtica, otros metodos numericos y los resultados reportados anteriormente en la
literatura; (3) realizaron la comparacion de la discretizacion temporal implcita de primer orden y
la discretizacion espacial de primer orden, usando la tecnica upwind (FVM1) con la discretizacion
temporal implcita de segundo orden y la discretizacion espacial de primer orden, tambien usando
la tecnica upwind (FVM2); (4) evaluaron la exactitud del metodo como una funcion del tiempo
y el espacio y (5) mostraron la convergencia numerica para ambos problemas de prueba en uno y
dos dimensiones. Los resultados reportados fueron los siguientes: (1) El metodo propuesto es mas
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eciente en terminos de menos requisitos de memoria y menos esfuerzos computacionales debido
a la inversion, por una vez, de la matriz 5x5 (tama~no del dominio de inuencia local) y (2) los
resultados obtenidos a traves de LBRFCM son estables y comparables con los metodos existentes
para una variedad de problemas con aplicaciones practicas. D. Stevens et al, tambien en 2013 [70],
proponen una descomposicion alternativa escalable para el metodo de colocacion local. En el: (1) A
diferencia de otras formulaciones RBF locales sin malla que se basan en un principio generalizado
de diferencias nitas (RBF-FD), en el metodo \nite collocation"la solucion de la PDE esta dada
en su totalidad por la colocacion de los operadores y las condiciones de frontera de la PDE dentro
de los sistemas locales; (2) la colocacion local del operador que gobierna la PDE permite que el
metodo funcione con mallas centradas, aun en la presencia de campos convectivos fuertes; (3)
la construccion de los pesos asignados a los nodos de las mallas se ajustan automaticamente
para representar el ujo de informacion segun lo dictado por la fsica del problema, este efecto
\upwinding implcito"mitiga la necesidad de mallas upwinding ad-hoc en problemas de conveccion
dominante. Los autores evaluaron el rendimiento del metodo a traves de un gran numero de
ejemplos numericos con dos PDE constantes, la ecuacion de conveccion-difusion y las ecuaciones
de Navier-Lame para la elasticidad lineal. Los resultados reportados fueron los siguientes: (1)
El metodo exhibe convergencia de alto orden en cada caso probado (mayor de sexto orden);
(2) en el caso de elasticidad lineal, los campos de tension se reproducen en el mismo grado de
precision que el campo de desplazamiento y exhiben el mismo orden de convergencia; (3) el metodo
tambien es muy estable frente a las variaciones en funciones base planas, lo que demuestra una
estabilidad signicativamente mejorada en comparacion con metodos de colocacion RBF del tipo
de diferencias nitas (RBF-FD). Continuando con los trabajos de 2013 presentamos el realizado
por C.-M. Fan et al. [71] quienes proponen el LRBFCM combinado con el algoritmo de homotopa
escalar exponencialmente convergente (ECSHA) para analizar la conveccion natural doble difusiva
en medios porosos y en recintos con forma de paralelogramo llenos de lquido saturado. El ECSHA
se adopta para resolver de manera eciente el sistema de ecuaciones algebraicas no lineales (NAEs)
que resulta al utilizar el LRBFCM. La eciencia del proceso evolutivo en la solucion de las NAEs
se mejora en gran medida ya que se puede evitar el calculo de la inversa de la matriz jacobiana.
Para demostrar la capacidad y la precision del esquema propuesto los autores proporcionan dos
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ejemplos numericos. En 2014 G. Kosec et al. [72] exploraron la ejecucion en paralelo usando
paralelizacion basada en OpenMP para calcular numericamente sistema de ecuaciones diferenciales
parciales acopladas mediante el LRBFCM. Para ello realizaron experimentos numericos en el caso
de la conveccion natural de De Vahl Davis. Los autores demostraron que la acumulacion de las
memorias cache L3 gobierna el aumento de velocidad superlineal y sugirieron las reglas basicas
para la estrategia de computacion efectiva con respecto a los calculos de varios nucleos.
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3. Planteamiento del problema
Se considera la ecuacion de la variacion de la energa denida en el domonio 















+(~v  ~r) se denomina derivada sustancial, y da la velocidad
de variacion respecto al tiempo a medida que el observador se mueve con la \sustancia"que es
objeto de estudio; el termino (~r  ~q) da cuenta de la adicion de energa interna por conduccion





cero si se trabaja con un uido con densidad constante, o es -1 si se trabaja con gases ideales; y
(DP
Dt
) es cero cuando el uido que circula en un sistema lo hace con presion constante.
Se trabajara con coordenadas cartesianas y numeros adimensionales. Para la transformacion de











Aqu Lx y Ly son las longitudes en las direcciones x y y respectivamente, x^ y y^ son las nuevas
coordenadas adimensionales y  es una relacion geometrica, tambien adimensional. Las demas
variables se transformaran en numeros adimensionales de acuerdo a los problemas que se abordan
en este trabajo.
3.1. Caso 1: Problema 2D con condiciones de frontera Dirichlet
El primer problema que se aborda en este trabajo es el de una placa rectangular que esta sometida
a una temperatura T = T0 en uno de sus bordes mientras los otros tres estan a T = 0
oC. Se
representa la temperatura en el borde superior, inferior, derecho e izquierdo de la placa como
Tup b = T0, Tlow b = 0oC, Trig b = 0oC y Tlef b = 0oC respectivamente.
Para este caso la ecuacion (1) se simplica como sigue:
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Como trabajamos en el estado estacionario, el termino (C^ D
Dt
T ) tambien es cero.
Por tanto la ecuacion (1) queda:
0 =  (~r  ~q) (3)












con T = Tup b   Tlow b.
Siguiendo las reglas de transformacion establecidas en las ecuaciones (2) y (5) y realizando las ope-








La geometra, las condiciones de frontera y la ubicacion del sistema de coordenadas del problema
que se plantea, son adimensionales y se presentan en la gura 4.
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Figura 4: En esta gura se presentan la geometra, las condiciones de frontera y la ubicacion
del sistema de coordenadas para el problema que evalua el termino difusivo de la ecuacion
de la energa usando condiciones de frontera de Dirichlet.
3.2. Caso 2: Benchmark NAFEMS con condiciones de frontera Diri-
chlet, Neumann y Robin
The International Association for the Engeneering Analysis Community (NAFEMS) dene un test
para la evaluacion del termino difusivo de la ecuacion de la energa usando condiciones de frontera
de Dirichlet, Neumann y Robin. Para este test Lx = 0;6m, Ly = 1m, Tlow b = 100oC, T1 = 0oC,
h = 750W=m2K, k = 52W=mK. h y k son el coeciente convectivo de transferencia de calor y la
conductividad termica respectivamente. De acuerdo con la prueba de referencia, la temperatura
exacta para el punto E(0.6, 0.2) es 18;25375654oC.
Las condiciones de frontera son:
Borde inferior, Dirichlet:



















con T = Tlow b   T1.
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Siguiendo las reglas de transformacion establecidas en las ecuaciones (2) y (11) y realizando las
operaciones matematicas respectivas se obtienen las expresiones adimensionales para la ecuacion
de la energa dada por la ecuacion (6) y para las condiciones de frontera dadas por:
Borde inferior, Dirichlet:















Nu = hLx=k es llamado numero adimensional de Nusselt y mide el aumento de la transmision
de calor desde una supercie por la que un uido discurre (transferencia de calor por conveccion)
comparada con la transferencia de calor si esta ocurriera solamente por conduccion.
Figura 5: En esta gura se presentan la geometra, las condiciones de frontera y la ubicacion
del sistema de coordenadas para el benchmark NAFEMS que evalua el termino difusivo de
la ecuacion de la energa usando condiciones de frontera de Dirichlet, Neumann y Robin.
En la gura 5 se presentan la geometra, la ubicacion del sistema de coordenadas y las condiciones
de frontera adimensionales del benchmark NAFEMS.
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4. Metodo Numerico
4.1. Aproximacion numerica de funciones usando funciones de base
radial, RBF
Una RBFN representa un mapa del espacio p-dimensional de entrada al espacio de salida unidi-
mensional f : Rp ! R1, que consiste en un conjunto de pesos f(i)gmi=1, y un conjunto de funciones
de base radial fg(i)gmi=1, con m 6 n, siendo n el numero de entradas. Hay una gran cantidad de
funciones de base radial que se puede escribir en una forma general g(i)(x) = (i)(k x   c(i) k),
donde k  k denota la norma euclidiana y fc(i)gmi=1 es un conjunto de los centros que pueden ser
elegidos entre los puntos de datos. Las funciones de base radial que se utilizan en este estudio son:
Multiquadrics (MQ)
(i)(r) = (i)(k x  c(i) k) =
p
r2 + a(i)2 ; (16)
Thin Plate Splines (TPS)
(i)(r) = (i)(k x  c(i) k) = r2q ln(r) : (17)
Aqu r =k x   c(i) k=
p
(x  c(i))  (x  c(i)), a(i) > 0 es llamado parametro libre de la MQ y es
usualmente referido como el ancho de la funcion de base i-esima. La determinacion del valor ideal
del parametro libre depende de variables, tales como el numero de nodos, la distancia entre los
nodos y la ecuacion que se va a resolver. q es el orden de la TPS.
Una propiedad importante de las RBF es que es una red lineal ponderada, es decir, que la salida
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El problema es encontrar los pesos desconocidos (i)gmi=1. Con este n se utiliza el principio de





y(i)   f(x(i))2 ; (19)
con respecto a los pesos de f , resultando un conjunto de n ecuaciones algebraicas (ecuaciones
normales) para resolver simultaneamente y determinar los m pesos desconocidos




g(1)(x(1)) g(2)(x(1)) ::: g(m)(x(1))
g(1)(x(2)) g(2)(x(2)) ::: g(m)(x(2))
: : : :
: : : :
: : : :










y(1); y(2); :::; y(n)
iT
: (23)
4.2. Derivadas de funciones usando RBFN: Metodo de colocacion di-
recto (DRBFN)
La derivada de una funcion calculada en la red es una combinacion lineal de funciones jas (las
derivadas de las funciones de base radial). Las derivadas parciales de la funcion aproximada segun










donde (@kg(i)=@xj:::@xl) es la correspondiente funcion base para la derivada que se obtiene deri-
vando la funcion de base original g(i)(x). Teniendo en cuenta la derivada de primer orden de la
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funcion f(x) con respecto a xj, denotado por fj, las funciones de base correspondientes al presente













= r2(q 1)(2q ln(r) + 1)(xj   c(i)j ) : (26)
La segunda derivada de f(x) con respecto a xj, denotado por fjj, las funciones de base correspon-






r2 + a(i)2   (xj   c(i)j )2
(r2 + a(i)2)1;5
: (27)




= r2q 3(4q2 ln(r) + 4q   2q ln(r)  1)(xj   c(i)j ) : (28)
4.3. Metodo de colocacion local directo (LDRBFCM)
La formulacion del problema con el metodo de colocacion con RBFs comienza con la representacion
de las condiciones iniciales con RBFs. Las derivadas de cada una de las variables son calculadas
mediante la derivacion de su representacion en terminos de las RBF.




(k r  rk(l;n) k)ln; r = (x; y); r 2 l
: (29)
Los coecientes desconocidos ln, n = 1; 2; :::; lN son determinados por colocacion, as:




(k rk(l;m)   rk(l;n) k)ln; (30)
con rk(l;m) 2 l
 y m = 1; 2; :::; lN .
El sistema de ecuaciones puede escribirse, con notacion de matriz vectorial, como sigue
lT = ll; (31)
con los elementos matriciales lmn de la matriz l denotados como
lmn = (k rk(l;m)   rk(l;n) k): (32)
Los coecientes l se determinan invirtiendo la matriz l, por ejemplo l
 1




Ahora, si a los elementos matriciales (l













r2(k r  rk(l;m) k)l 1mnT0(rk(l;m)): (35)
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5. Resultados numericos
5.1. Caso 1: Problema 2D con condiciones de frontera Dirichlet
Los resutados presentados son comparados con la solucion teorica. Para la comparacion, y presen-
tacion de los errores, se tomo el punto ubicado en el centro de la placa. En las gracas presentadas
solo se reportan los casos en los que ha habido convergencia de los resultados.
5.1.1. Estudio del comportamiento de la RBF MQ: Evaluacion del parametro libre
c para la distribucion rectagular
En las guras 6(a) y 6(b) se presenta el comportamiento del parametro libre c de la MQ para
N = 5 y N = 6 puntos por dominio y las 6 densidades de puntos. En ellas se observa que para
c = 100r0 y c = 500r0 es mas estable el comportamiento del error.
En la gura 6(c) se comparan los comportamiento del error para c = 100r0 y c = 500r0, con N = 5
y N = 6 puntos por dominio; se presentan los resultados para las 5 densidades de puntos mas
altas. En ella se observa un mejor comportamiento del error cuando c = 500r0.
En la gura 6(d) se comparan los comportamientos del error para c = 100r0 y c = 500r0, con
N = 7 puntos por dominio; se presentan los resultados para las 5 densidades de puntos mas altas.
Se observa un mejor comportamiento del error para c = 100r0.
(a) (b)
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(c) (d)
Figura 6: En esta gura se presenta el error como funcion del parametro c, de los puntos
por dominio (N) y la densidad de puntos (H) para la distribucion rectangular. Las guras
(a) y (b) muestran la inuencia del parametro c para el mismo N y las guras (c) y (d) la
inuencia de N para un parametro c constante.
En las guras 7(a) y 7(b) se presenta el comportamiento del error para c = 100ro, 5  N  10
y las tres densidades de puntos mas altas. Se observa muy buen comportamiento del errores para
5  N  8; para los demas valores de N el comportamiento no es tan bueno pero los errores son
aceptables.
El siguiente es el comportamiento general: (1) Con el aumento de la densidad de puntos el error
diminuye; (2) para N > 6 el unico valor del parametro libre que se mantiene es c = 100ro; (3) lo
mejor es trabajar con c = 100r0, 5  N  8 y las tres densidades de puntos mas altas; para los
demas N el error es aceptable.
(a) (b)
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Figura 7: En esta gura se presenta el error como funcion de los puntos por dominio (N) y la
densidad de puntos (H) para la distribucion rectangular. Los resultados mostrados son para
el parametro c constante y las tres densidades de puntos mas altas. En (a) N = 5, N = 6,
N = 7 y N = 8; en (b) N = 9 y N = 10.
5.1.2. Estudio del comportamiento de la RBF MQ: Evaluacion del parametro libre
c para la distribucion aleatoria
En la gura 8(a) se presenta el error como funcion del parametro c y de las 4 densidades de puntos
mas altas para N = 5. Se observa que el error presenta el mismo comportamiento independiente
del parametro c.
En la gura 8(b) se presenta el error como funcion del parametro c y de las 5 densidades de puntos
mas altas para N = 6. Al igual que en la gura 8(a) se observa que el error presenta el mismo
comportamiento independiente del parametro c.
En la gura 8(c) se muestra la inuencia del numero de puntos por dominio para un parametro c
constante. Se observa que el error es mas grande y su comportamiento menos estable para N = 5;
para los demas N el comportamiento del error es mejor en exactitud y estabilidad.
El siguiente es el comportamiento general: (1) Con el aumento de la densidad de puntos el error
diminuye; (2) para N > 6 el unico valor del parametro libre que se mantiene es c = 100ro; (3) lo
mejor es trabajar con c = 100r0, N > 5 y las tres densidades de puntos mas altas.
(a) (b)
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(c)
Figura 8: En esta gura se presenta el error como funcion del parametro c, de los puntos por
dominio (N) y la densidad de puntos (H) para la distribucion aleatoria. Las guras (a) y (b)
muestra la inuencia del parametro c para el mismo N y la gura (c) la inuencia de N para
un parametro c constante.
5.1.3. Estudio del comportamiento de la RBF MQ: Evaluacion del parametro libre
c para la distribucion triangular
En la gura 9(a) se presenta el error como funcion del parametro c y de las 4 densidades de puntos
mas altas para N = 5. Se observa que el error presenta el mismo comportamiento independiente
del parametro c.
En la gura 9(b) se presenta el error como funcion del parametro c y de las 5 densidades de puntos
mas altas para N = 6. Al igual que en la gura 9(a) se observa que el error presenta el mismo
comportamiento independiente del parametro c.
En la gura 9(c) se muestra la inuencia del numero de puntos por dominio para un parametro c
constante. Se observa un buen comportamiento del error en exactitud y estabilidad.
El siguiente es el comportamiento general: (1) Con el aumento de la densidad de puntos el error
diminuye; (2) para N > 6 el unico valor del parametro libre que se mantiene es c = 100ro; (3) lo
mejor es trabajar con c = 100r0, N > 5 y las tres densidades de puntos mas altas.
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(a) (b)
(c)
Figura 9: En esta gura se presenta el error como funcion del parametro c, de los puntos por
dominio (N) y la densidad de puntos (H) para la distribucion aleatoria. Las guras (a) y (b)
muestra la inuencia del parametro c para el mismo N y la gura (c) la inuencia de N para
un parametro c constante.
5.1.4. Comparacion entre las distribuciones de puntos rectangular, aleatoria y trian-
gular
En la gura 10 se presenta el error como funcion de la distribucion de puntos (Rectangular,
aleatoria y triangular) y de las 5 densidades de puntos mas altas para 5  N  10. En las guras
(a), (b), (c) y (d) se observa un mejor comportamiento del error cuando se utiliza la distribucion
rectangular.
En la gura gura (e) se observa que el comportamiento del error es mejor para la distribucion
aleatoria.
En la gura gura (f) se observa un comportamiento del error semejante para las distribuciones
rectangular y aleatoria, la triangular no arrojo resultados.
El siguiente es el comportamiento general: (1) Para 5  N  8 el mejor comportamiento del error
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en exactitud y estabilidad se da para la distribucion de puntos rectangular; (2) Para altas densi-





Figura 10: En esta gura se presenta el error como funcion de la distribucion de puntos
(Rectangular, aleatoria y triangular), de los puntos por dominio (N) y la densidad de puntos
(H).
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5.1.5. Estudio del comportamiento de las RBFs TPS: distribucion rectangular
En la gura 11 se presenta el error como funcion de las RBFs TPS, de los puntos por dominio (N)
y la densidad de puntos (H) para la distribucion rectangular. La gura (a) muestra la inuencia
de la TPS2 para N = 10, N = 15, N = 20 y N = 40; y la gura (b) la inuencia de la TPS3
para N = 20, N = 30 y N = 40. Se observa, en general, que las RBFs TPS2 y TPS3 presentan
convergencia: (1) lenta, comparada con la MQ es mayor el tiempo de calculo numerico; (2) inversa,
se espera que el error disminuya con el aumento de la densidad de puntos pero sucede lo contrario;
(3) inestable, no se presenta una tendencia lineal en el error con el aumento de la densidad de pun-
tos; ademas los errores obtenidos son muy grandes. No se recomienda trabajar con ninguna de ellas.
(a) (b)
Figura 11: En esta gura se presenta el error como funcion de las RBFs TPS, de los puntos
por dominio (N) y la densidad de puntos (H) para la distribucion rectangular. La gura (a)
muestra la inuencia de la TPS2 y la gura (b) la inuencia de la TPS3.
5.1.6. Estudio del comportamiento de las RBFs TPS: distribucion aleatoria
En la gura 12 se presenta el error como funcion de las RBFs TPS, de los puntos por dominio
(N) y la densidad de puntos (H) para la distribucion aleatoria. La gura (a) muestra la inuencia
de la TPS2 para N = 15, N = 20, y N = 40; y la gura (b) la inuencia de la TPS3 para N = 30
y N = 40. Se observa, al igual que en caso de la distribucion rectangular, que las RBFs TPS2
y TPS3 presentan convergencia lenta, inversa e inestable; ademas los errores obtenidos son muy
grandes. Solo son aceptables los resultados para el error de la TPS3 con N = 40. No se recomienda
trabajar con ninguna de ellas.
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(a) (b)
Figura 12: En esta gura se presenta el error como funcion de las RBFs TPS, de los puntos
por dominio (N) y la densidad de puntos (H) para la distribucion aleatoria. La gura (a)
muestra la inuencia de la TPS2 y la gura (b) la inuencia de la TPS3.
5.1.7. Estudio del comportamiento de las RBFs TPS: distribucion triangular
En la gura 13 se presenta el error como funcion de las RBFs TPS, de los puntos por dominio (N)
y la densidad de puntos (H) para la distribucion triangular. La gura (a) muestra la inuencia de
la TPS2 para N = 15, N = 20 y N = 40; y la gura (b) la inuencia de la TPS3 para N = 20,
N = 30 y N = 40. Se observa, como en el caso de las distribuciones rectangular y aleatoria,
que las RBFs TPS2 y TPS3 presentan convergencia lenta, inversa e inestable; ademas los errores
obtenidos son muy grandes. No se recomienda trabajar con ninguna de ellas.
(a) (b)
Figura 13: En esta gura se presenta el error como funcion de las RBFs TPS, de los puntos
por dominio (N) y la densidad de puntos (H) para la distribucion triangular. La gura (a)
muestra la inuencia de la TPS2 y la gura (b) la inuencia de la TPS3.
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5.1.8. Estudio comparativo de los metodos de colocacion con funciones de base radial
Global Directo (GDRBFCM) y Local Directo (LDRBFCM)
Durante el desarrollo del presente trabajo fue necesario implementar el metodo propuesto por E. J.
Kansa [18, 19] para la solucion de PDEs, metodo de colocacion con funciones de base radial directo
(DRBFN). Es de anotar que el metodo propuesto por Kansa es de soporte global, razon por la
cual se le llama \metodo de colocacion con funciones de base radial global directo (GDRBFCM)".
La implementacion del metodo de colocacion global se realizo con el objetivo de comparar su
rendimiento con el metodo de colocacion local; los resultados obtenidos y la comparacion de los
dos metodos se presentan en las guras 14, 15 y 16.
En la gura 14 se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ, de los puntos
por dominio (N) y las cinco densidades de puntos mas altas para la distribucion rectangular. La
gura (a) muestra los resultados obtenidos utilizando el metodo global y las guras (b) y (C) los
resultados obtenidos utilizando el metodo local. En ellas se observa que el metodo local es, lejos,
mas exacto que el metodo global.
(a) (b)
(c)
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Figura 14: En esta gura se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ,
de los puntos por dominio (N) y la densidad de puntos (H) para la distribucion rectangular.
La gura (a) muestra el error de la solucion al utilizar el metodo de colocacion global y las
guras (b) y (c) al utilizar el metodo de colocacion local.
En la gura 15 se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ, de los puntos
por dominio (N) y las cinco densidades de puntos mas altas para la distribucion aleatoria. La -
gura (a) muestra los resultados obtenidos utilizando el metodo global y la gura (b) los resultados
obtenidos utilizando el metodo local. En ellas se observa que el metodo local es semejante, sino
mejor, en exactitud que el metodo global.
(a) (b)
Figura 15: En esta gura se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ,
de los puntos por dominio (N) y la densidad de puntos (H) para la distribucion aleatoria. La
gura (a) muestra el error de la solucion al utilizar el metodo de colocacion global y la gura
(b) al utilizar el metodo de colocacion local.
En la gura 16 se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ, de los puntos
por dominio (N) y las cuatro densidades de puntos mas altas para la distribucion triangular. La
gura (a) muestra los resultados obtenidos utilizando el metodo global y la gura (b) los resulta-
dos obtenidos utilizando el metodo local. En ellas se observa que el metodo local es semejante, o
mejor para valores de N > 6, en exactitud que el metodo global.
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(a) (b)
Figura 16: En esta gura se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ,
de los puntos por dominio (N) y la densidad de puntos (H) para la distribucion triangular.
La gura (a) muestra el error de la solucion al utilizar el metodo de colocacion global y la
gura (b) al utilizar el metodo de colocacion local.
5.2. Caso 2: Benchmark NAFEMS con condiciones de frontera Diri-
chlet, Neumann y Robin
En este caso se estudia la implementacion del uso de puntos fantasmas para evaluar el compor-
tamiento del metodo de colocacion local cuando se debe aproximar derivadas para nodos en la
frontera. Es de anotar que la RBF utilizada es la MQ, ya que la TPS2 y TPS3 han sido des-
cartadas en el caso anterior (Problema 2D con condiciones de frontera Dirichlet). En las gracas
presentadas solo se reportan los casos en los que ha habido convergencia de los resultados.
5.2.1. Estudio de la implementacion de puntos fantasmas: distribucion rectangular
En la gura 17(a) se presenta el error como funcion del parametro c, de los puntos por dominio
(N) y las 5 densidades de puntos mas altas. Los resultados presentados son sin la implementacion
de puntos fantasmas. En ella se observa solo resultados para c = 100r0 con N = 7, N = 9 y
N = 10, siendo las de mejor comportamiento N = 9 y N = 10; para los demas valores de c y N
no se obtuvo convergencia de la solucion.
En la gura 17(b) se presenta el error como funcion del parametro c, de los puntos por dominio
(N) y las 5 densidades de puntos mas altas. Los resultados presentados son con la implementacion
de puntos fantasmas. En ella se observa que los errores para c = 100r0, c = 500r0, c = 1000r0 con
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N = 5 y N = 6 se superponen; cuando N = 6 no hay convergencia para la densidad de puntos
mas alta. Para los demas valores de N solo se obtiene convergencia de la solucion para c = 100r0.
En la gura 17(c) se presenta el error como funcion de la implementacion o no de puntos fantasmas,
de los puntos por dominio (N) y las 5 densidades de puntos mas altas. Los resultados presentados
son para c = 100r0. En ella se observa que los errores mejoran en exatitud y estabilidad con la
implementacion de puntos fantasmas para N = 5, N = 6, y N = 7; para N = 9 se observa una
convergencia inversa, conforme aumenta la desidad de puntos desmejora el error.
El siguiente es el comportamiento general: (1) Sin la implementacion de puntos fantasmas los
errores son aceptable para las dos densidades de puntos mas altas cuando N = 9 y N = 10;
(2) cuando se usan puntos fantasmas y los puntos por dominio N = 5 y N = 6 los resultados
son los mismos independiente del valor del parametro c. Si N > 6 solo hay convergencia de la
solucion cuando c = 100r0; (3) se recomienda la implementacion de puntos fantasmas, el uso de
las 3 densidades de puntos mas altas y la utilizacion de c = 100r0 con N = 5, N = 6 o N = 7.
(a) (b)
(c)
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Figura 17: En esta gura se presenta el error como funcion del parametro c, de los puntos por
dominio (N), de la implementacion o no de puntos fantasmas y la densidad de puntos (H)
para la distribucion rectangular. La gura (a) muestra la inuencia del numero de puntos para
un parametro c constante sin la implementacion de puntos fantasmas; la gura (b) muestra la
inuencia de la implementacion de puntos fantasmas y del parametro c para N = 5 y N = 6;
en la gura (c) se comparan los resultados de la implementacion o no de puntos fantasmas
para el parametro c = 100r0 y distintos valores de N .
5.2.2. Estudio de la implementacion de puntos fantasmas: distribucion aleatoria
En la gura 18(a) se presenta el error como funcion del parametro c, de los puntos por dominio
(N) y la densidad de puntos (H). Los resultados presentados son con la implementacion de pun-
tos fantasmas. En ella se observa que solo hay convergencia de la solucion para las 4 primeras
densidades de puntos cuando N = 5 y para las 2 primeras densidades de puntos cuando N = 6.
Se observa ademas que los resultados, tanto para N = 5 como para N = 6, son los mismos sin
importar el valor del parametro c ya que estos se superponen.
En la gura 18(b) se presenta el error como funcion de los puntos por dominio (N) y las 5
densidades de puntos mas altas para el parametro c = 100r0. Los resultados presentados son con
la implementacion de puntos fantasmas. En ella se observa que el mejor comportamiento se da
para los nodos por dominio N = 7 y N = 8, siendo la ultima menos estable. Se observa ademas,
que cuando N = 7 no hay convergencia para la densidad de puntos mas alta.
El siguiente es el comportamiento general: (1) Para la distribucion de puntos aleatoria no hay
convergencia de la solucion sin la implementacion de puntos fantasmas; (2) Cuando se usan los
puntos por dominio N = 5 los resultados son los mismos independiente del valor del parametro c,
igual sucede para N = 6. Si N > 6 solo hay convergencia de la solucion cuando c = 100r0; (3) se
recomienda la implementacion de puntos fantasmas, el uso de las tres densidades de puntos mas
altas y la utilizacion de c = 100r0 con N = 7 o N = 8.
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(a) (b)
Figura 18: En esta gura se presenta el error como funcion del parametro c, de los puntos
por dominio (N) y la densidad de puntos (H) para la distribucion aleatoria. Los resultados
presentados son con la implementacion de puntos fantasmas. La gura (a) muestra la inuen-
cia del parametro c para N = 5 y N = 6, la gura (b) muestra la inuencia del numero de
puntos por dominio para un parametro c constante.
5.2.3. Estudio de la implementacion de puntos fantasmas: distribucion triangular
En la gura 19(a) se presenta el error como funcion del parametro c, de los puntos por dominio
(N) y las 5 densidades de puntos mas altas. Los resultados presentados son sin la implementacion
de puntos fantasmas. En ella se observa solo resultados para c = 100r0 con N = 6 y N = 8, siendo
la de mejor comportamiento N = 8; para los demas valores de c y N no se obtuvo convergencia
de la solucion.
En la gura 19(b) se presenta el error como funcion del parametro c, de los puntos por dominio
(N) y las 5 densidades de puntos mas altas. Los resultados presentados son con la implementacion
de puntos fantasmas. En ella se observa que los errores para c = 100r0, c = 500r0, c = 1000r0 con
N = 5 y N = 6 se superponen. Se observa ademas que para N = 7, N = 8 y N = 9 se obtiene
el mejor comportamiento del error habiendo convergencia de la solucion solo cuando el valor del
parametro es c = 100r0.
El siguiente es el comportamiento general: (1) Sin la implementacion de puntos fantasmas solo
hay convergencia de la solucion para N = 6 y N = 8, siendo los resultados buenos para N = 8;
(2) Con la implementacion de puntos fantasmas los errores mejoran en exatitud y estabilidad para
c = 100r0 cuando N = 7, N = 8 y N = 9, siendo los de mejor comportamiento N = 7 y N = 9;
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(3) se recomienda la implementacion de puntos fantasmas, el uso de las 3 densidades de puntos
mas altas y la utilizacion de c = 100r0 con N = 7 o N = 9.
(a) (b)
Figura 19: En esta gura se presenta el error como funcion del parametro c, de los puntos por
dominio (N), de la implementacion o no de puntos fantasmas y la densidad de puntos (H)
para la distribucion triangular. La gura (a) muestra la inuencia del numero de puntos para
un parametro c constante sin la implementacion de puntos fantasmas, la gura (b) muestra la
inuencia del numero de puntos y del parametro c con implementacion de puntos fantasmas.
5.2.4. Estudio de la implementacion de puntos fantasmas: comparacion entre las
distribuciones de puntos
En la gura 20(a) se presenta la comparacion de la exactitud y estabilidad del error para las
distribuciones rectangular (N = 7, N = 9 y N = 10) y triangular (N = 8) sin la implementacion
de puntos fantasmas y para las cuatro densidades de puntos mas altas. En ella se observa que
la distribucion triangular es mas estable en la solucion. Para altas densidades de puntos las dos
distribuciones presentan un comportamiento similar en cuanto a la exactitud de la solucion para
los N presentados, excepto N = 7.
En la gura 20(b) se muestra la comparacion del error para las distribuciones rectangular (N = 5,
N = 6 y N = 7), aleatoria (N = 7 y N = 8) y triangular (N = 7, N = 8 y N = 9) con la
implementacion de puntos fantasmas y para las cuatro densidades de puntos mas altas. En ella
se observa que el mejor comportamiento en estabilidad de la solucion se da para la distribucion
rectangular. Para altas densidades de puntos las distribuciones rectangular y triangular presentan
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un comportamiento similar en cuanto a la exactitud de la solucion, la distribucion aleatria no
presenta convergencia para la mas alta densidad de puntos.
(a) (b)
Figura 20: En esta gura se presenta el error como funcion de la distribucion de puntos
(Rectangular, aleatoria y triangular), de los puntos por dominio (N), de la densidad de puntos
(H) y la implementacion o no de puntos fantasmas.
5.2.5. Estudio comparativo de los metodos de colocacion con funciones de base radial
Global Directo (GDRBFCM) y Local Directo (LDRBFCM)
Para este problema fue necesario implementar el metodo propuesto por E. J. Kansa con el uso de
puntos fantasmas. La implementacion del metodo de colocacion global con puntos fantasmas se
realizo con el objetivo de comparar su rendimiento con el metodo de colocacion local el cual solo
presento buenos resultados cuando se trabajo con puntos fantasmas; los resultados obtenidos y la
comparacion de los dos metodos se presentan en las guras 21, 22 y 23.
En la gura 21 se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ, de los puntos
por dominio (N) y las cinco densidades de puntos mas altas para la distribucion rectangular. La
gura (a) muestra los resultados obtenidos utilizando el metodo global y la gura (b) los resulta-
dos obtenidos utilizando el metodo local. En ellas se observa que el metodo local es mas exacto
que el metodo global.
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(a) (b)
Figura 21: En esta gura se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ,
de los puntos por dominio (N) y la densidad de puntos (H) para la distribucion rectangular.
La gura (a) muestra el error de la solucion al utilizar el metodo de colocacion global y la
gura (b) al utilizar el metodo de colocacion local.
En la gura 22 se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ, de los puntos
por dominio (N) y las cinco densidades de puntos mas altas para la distribucion aleatoria. La -
gura (a) muestra los resultados obtenidos utilizando el metodo global y la gura (b) los resultados
obtenidos utilizando el metodo local. En ellas se observa que el metodo local es mas exacto que el
metodo global.
(a) (b)
Figura 22: En esta gura se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ,
de los puntos por dominio (N) y la densidad de puntos (H) para la distribucion aleatoria. La
gura (a) muestra el error de la solucion al utilizar el metodo de colocacion global y la gura
(b) al utilizar el metodo de colocacion local.
En la gura 23 se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ, de los puntos
por dominio (N) y las cinco densidades de puntos mas altas para la distribucion triangular. La
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gura (a) muestra los resultados obtenidos utilizando el metodo global y la gura (b) los resulta-
dos obtenidos utilizando el metodo local. En ellas se observa que el metodo local es mas exacto
que el metodo global.
(a) (b)
Figura 23: En esta gura se presenta el error como funcion de las RBFs TPS2, TPS3 y MQ,
de los puntos por dominio (N) y la densidad de puntos (H) para la distribucion triangular.
La gura (a) muestra el error de la solucion al utilizar el metodo de colocacion global y la
gura (b) al utilizar el metodo de colocacion local.
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6. Conclusiones
En este trabajo se reporta el estudio de parametros de mejor desempe~no del metodo de colocacion
local directo con funciones de base radial (LDRBFCM) evaluando el termino difusivo de la ecuacion
de energa para dos casos: (1) Problema con condiciones de frontera Dirichlet; (2) benchmark
NAFEMS con condiciones de frontera Dirichlet, Neumann y Robin. Para los dos casos planteados
el rendimiento del metodo se evaluo en terminos de exactitud, facilidad de implementacion y costo
computacional.
Para los dos casos tratados en este trabajo se descarto el uso de las RBFs TPS2 y TPS3 debido
a que presentaron convergencia lenta, inversa e inestable; ademas los errores, en general, fueron
muy grandes. La RBF MQ presento, en terminos generales, un buen comportamiento por cuanto
todo lo que se describe a continuacion sera con referencia a ella.
Para el primer caso se encontro: (1) para las tres distribuciones de puntos el parametro con
mejor desempe~no fue c = 100r0. La solucion del problema utilizando la distribucion rectangular
es, lejos, mas exacta que la reportada cuando se utilizan metodos globales. Las distribuciones
triangular y aleatoria arrojan errores comparables, o mas bajos, que los logrados con metodos
globales en especial para alta densidad de puntos. El mejor comportamiento en el error de la
distribucion rectangular se debe a la uniformidad de los puntos, y por ende a la uniformidad
de r0, y la acomodacion de esta distribucion con la geometra del problema. Los puntos por
dominio que presentaron mejores resultados fueron para la distribucion rectangular N = 5, N = 6,
N = 7 y N = 8, para la distribucion triangular N = 6, N = 7, N = 8 y N = 9, y para la
distribucion aleatoria N = 6, N = 7 y N = 8; (2) por ser la geometra de este problema sencilla
fue facil la implementacion con cualquiera de las tres distribuciones, para casos con geometras mas
complicadas la implementacion del DoE con una distribucion aleatoria es lo mas recomendable,
y aunque los resultados del error son mas altos que los que arroja la distribucion rectangular,
siguen siendo buenos comparados con los reportados al utilizar metodos globales; (3) en cuanto
al costo computacional el metodo LDRBFCM es mas eciente en terminos de menos requisitos de
memoria y menos esfuerzos computacionales debido a la inversion, por una vez, de la matriz NxN
(tama~no del dominio de inuencia local, con 5  N  8). El tiempo de calculo computacional
empleado por el metodo local es menor que el empleado por metodos globales debido a que estos
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ultimos son ecientes y exactos solo en casos con peque~na cantidad de nodos, para gran cantidad
de nodos se convierten en ecientes pero con problemas de mal condicionamiento.
Para el segundo caso se encontro: (1) la exactitud disminuye en comparacion con el primer caso
debido a la complejidad del problema, se debe aproximar derivadas para nodos en la frontera. Sin la
implementacion de puntos fantasmas hay convergencia de la solucion, con el parametro c = 100r0,
para las distribuciones rectangular con los puntos por dominio N = 7, N = 9 y N = 10 y la
triangular con los puntos por dominio N = 8, para la distribucion aleatoria no hay convergencia
para ningun numero de puntos por dominio. Con la implementacion de puntos fantasmas se
presento convergencia de la solucion para las tres distribuciones de puntos y el parametro con
mejor desempe~no fue c = 100r0. Aunque la distribucion rectangular es la mas estable no hay
mayor diferencia del error entre las tres distribuciones siendo posible trabajar con cualquiera de
ellas. Para las tres distribuciones de puntos los errores son comparables, o mas bajos, que los
reportados utilizando metodos globales en especial para alta densidad de puntos. Los puntos por
dominio que presentaron mejores resultados fueron para la distribucion rectangular N = 5, N = 6
y N = 7, para la distribucion triangular N = 7, N = 8 y N = 9 y para la distribucion aleatoria
N = 7 y N = 8; (2) aunque la implementacion del DoE es mas sencilla sin la utilizacion de puntos
fantasmas estos se hacen necesarios, con ellos se logra una convergencia mas estable de la solucion,
un error mas bajo y la posiblidad de trabajar con una distribucion aleatoria para geometras mas
complicadas que la utilizada en este trabajo; (3) en cuanto al costo computacional el metodo
LDRBFCM tambien es mas eciente para aproximar derivadas cuando hay nodos en la frontera
en terminos de menos requisitos de memoria y menos esfuerzos computacionales que los metodos
globales, razones ya expuestas en el caso 1.
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7. Perspectivas del presente trabajo
Una extension natural del presente trabajo es el estudio de parametros de mejor desempe~no
para problemas de ujos que involucran una mayor dicultad de la ecuacion diferencial parcial
a resolver. Tales son el caso de: (1) La ecuacion de difusion con disipacion viscosa. En ella es
importante ver el comportamiento del numero adimensional de Brinkman (Br), el cual da cuenta
de la transferencia de calor por conduccion entre una supercie y un lquido viscoso; (2) la ecuacion
de difusion con convecion. En ella es importante ver el comportamiento del numero adimensional
de Peclet (Pe), este da cuenta de la difusion termica; (3) la ecuacion de difusion con disipacion
viscosa y convecion. En ella es importante ver el comportamiento de los numeros adimensionales
de Brinkman y de Graetz (Gz).
Tambien se puede extender el estudio realizado en este trabajo, por el tipo de ecuaciones dife-
renciales parciales que aparecen, a campos de la fsica como son: (1) La hidrodinamica, por su
semejanza con los uidos; (2) la mecanica cuantica no relativista debido a que en ella se debe
resolver la ecuacion de Schrodinger que describe la evolucion temporal de una partcula masiva
no relativista; (3) la mecanica cuantica relativista porque en ella se debe resolver la ecuacion de
Dirac que describe la interaccion de spin de las partcula. En los dos ultimos casos se encuentra
en la literatura la solucion de las ecuaciones diferenciales parciales utilizando diferencias nitas y
metodos libres de malla.
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