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1The Noise Performance of Electron Multiplying
Charge-Coupled Devices at X-ray energies
James H. Tutt, Andrew D. Holland, David J. Hall, Richard D. Harriss, Neil J. Murray
Abstract—Electron Multiplying Charge-Coupled Devices (EM-
CCDs) are used in low-light-level (L3) applications for detecting
optical, Ultra-Violet (UV) and Near Infra-Red (NIR) photons
(10 nm to 1100 nm). The on-chip gain process is able to increase
the detectability of any signal collected by the device through
the multiplication of the signal before the output node, thus the
effective read-out noise can be reduced to sub-electron levels,
allowing the detection of single photons; however, this gain
process introduces an additional noise component due to the
stochastic nature of the multiplication. In optical applications this
additional noise has been characterised. The broadening of the
detected peak is described by the Excess Noise Factor. This factor
tends to a value of
√
2 at high gain (>100x). In X-ray applications
the situation is improved by the effect the Fano factor, f , has on
the shot noise associated with X-ray photon detection (f ≈ 0.12
at X-ray energies). In this paper the effect of the detection of
X-ray photons in silicon is assessed both analytically and through
a Monte Carlo model of the gain amplification process. The
Excess Noise on the signal is predicted (termed the Modified Fano
Factor) for photon detection in an EM-CCD at X-ray energies.
A hypothesis is made that the Modified Fano Factor should tend
to 1.115 at high levels of gain (>10x). In order to validate the
predictions made, measurements were taken using an 55Fe source
with Mn k-alpha X-ray energy of 5898 eV. These measurements
allowed the hypothesis to be verified.
Index Terms—CCD, EM-CCD, Excess Noise factor, Fano
factor, X-ray, Modified Fano factor
I. INTRODUCTION
Electron Multiplying Charge-Coupled Devices (EM-CCDs)
share the same basic structure as conventional CCDs, with
the addition of a multiplication gain register that uses impact
ionisation to provide a gain to the detected signal in the
charge domain. This gain can be of the order 103. When
used in the detection of optical, UV and NIR photons, the
charge collected in the pixel is read out and amplified before
entering in the output circuit, thereby effectively reducing the
amplifier noise and making photon counting possible; however,
the amplification process also generates an additional noise
component due to the probabilistic nature of the multiplication
gain and so adds to the total noise of the system.
For a Poissonian noise source such as optically generated
signal or dark signal, it is usual to define an Excess Noise
Factor, F , such that:
F 2 =
σ2out
G2σ2in
(1)
where σ2in is the variance on the input signal (i.e. before the
gain register) and σ2out is the variance on the output signal [1].
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In applications where the incoming photon only has enough
energy to produce one electron-hole (e-h) pair per interaction
(optical, UV and NIR), F is found to approach
√
2 at high
levels of gain, G, increasing from unity at a gain of 1. As
the gain increases from 1 to 100, the photon peak becomes
broader by a factor of
√
2. In optical applications the shot
noise on the signal is given by
√
n where n is the number
of electrons in the device. When the multiplication register
is used at high levels of gain (>10x), the associated noise
generated by the multiplication is also given by
√
n. The total
noise on the system generated by shot noise and the noise on
the multiplication gain process is therefore given by
√
n+ n
or
√
2n as described in [2] and so shows why the Excess
Noise Factor tends to
√
2. The value of σ is related to the
Full-Width-Half-Maximum (FWHM) of the detected peak by:
FWHM = 2.355σmeasured (2)
where σmeasured is the total noise acting on the system, added
in quadrature. The FWHM is a measure of the width of the
peak at half the maximum value and is a way of measuring
resolution.
When X-rays are detected in an EM-CCD, a cloud of elec-
trons is generated in the silicon of the device for each incident
photon through the initial photo-electric interaction and further
impact ionisation. The number of electrons generated follows
a Fano factor (f ) adjusted Poisson distribution producing shot
noise on the generated signal. The size of this component of
noise is dependent on the number of electrons in the charge
packet. Another component of noise is then added to the
signal due to the charge multiplication process. The additional
multiplication noise is analogous to the noise that creates the
broadening described by the Excess Noise Factor in the optical
photon scenario; however, the Fano factor adjustment causes F
to vary from the single e-h pair generation per incident photon
case in [2]. Applying the same analytical approach to that used
for the definition of F with energies that produce single e-h
pairs, it is possible to predict the behaviour of a system in
which X-rays are being detected. In the optical case it was
shown that the combined noise of the shot and multiplication
noise is given by
√
n+ n, whereas at X-ray energies, the
same noise combination is described by
√
fn+ n. This shows
that the noise combination at high levels of gain is equal to√
n
√
1 + f . This
√
1 + f term is the result at high levels of
gain. At gains of <10x, the increase in σ is smaller reducing
to 0.115 (the Fano factor) at a gain of 1 and so this term is
described as the Modified Fano factor (Fmod). It is related to
the Excess noise factor by Equation 3 and is generalised by
2equation 4.
Fmod = F
2f (3)
Fmod =
σ2out
G2〈nin〉 (4)
where 〈nin〉 is the mean number of electrons in the charge
packet.
This paper applies this approach to analyse the effect
of the noise associated with the multiplication process on
the total noise of the device and shows how this empirical
calculation for a particular material will yield a prediction of
the variation in Fmod for X-rays at different levels of gain. The
analytical results are then compared to the predictions made in
a Monte Carlo model designed to mimic the operation of the
multiplication register in an EM-CCD and to the data collected
from an 55Fe source in the lab.
II. PHOTON DETECTION
Incident electromagnetic radiation on a CCD is detected
via the photoelectric effect [3]. The radiation interacts with
the silicon valence electrons creating an electron-hole pair
(e-h) and the electron or hole (depending on the doping of
the device) is then collected under the electrode structure
of the CCD where it can subsequently be read out. UV to
NIR photons (10 nm to 1100 nm) have sufficient energy to
generate single e-h pairs through the photo-electric effect.
As photons in this wavelength range are abundant, a large
number of interactions can occur during an integration period.
Integrating this signal allows the Signal-to-Noise Ratio (SNR)
to be large enough to produce an image; however, as the light
levels decrease, the amount of signal becomes smaller and
so the SNR decreases. In the case of single photon counting,
it becomes almost impossible to detect the incoming photons
above the read-out noise of the device. Jerram et al. [4] showed
how to make photon counting at optical wavelengths possible
using on chip signal amplification in the form of EM-CCDs.
As X-rays are of a higher energy than optical photons,
the created electrons continue to interact with the silicon
structure after initial generation, producing more electrons
through impact ionisation. The number of electrons generated
in this cloud have a distribution between photon events that
is expected to be Poissonian in nature [5] meaning that the
determination of the energy of the incident photons is only
possible by taking the average number of electrons produced
by the interactions. However, when measured, the distribution
is found to be narrower than would be expected in a Poissonian
system. This difference has been described in terms of the
Fano factor [6].
A. Fano factor
Fano showed that, when detecting photons with a semi-
conductor, if the photon interaction produced a large number
of e-h pairs the electron energy distribution across all photon
interactions would have a narrower FWHM than is predicted
by Poisson statistics. This reduction in the variance (which is
related to FWHM by Equation 2) is due to the co-dependence
between the generated electrons from each X-ray photon. Fano
showed that the value of this factor for X-rays interacting in
silicon is equal to 0.115 [7][8].
In order to correct for this narrowing of the distribution,
a Fano factor, f , is applied to the ideal Poisson distribution
so that the variance in the number of electrons produced by
a photon interaction in a semiconductor, σ, with the charge
cloud containing a mean number of electrons, 〈ne〉, is given
by:
σ2 = f〈ne〉 (5)
The effect of this factor can be seen in Figure 1. A dark
current generated signal of 100 electrons is shown by the
broader line on Figure 1 and this peak’s FWHM can be
compared to the FWHM that would be expected for the same
level of electron generation from an X-ray interaction. This
clearly shows the effect of the Fano factor and is applied to
the shot noise generated by the incident photons. The Fano
factor causes a noticeable narrowing of the FWHM of the X-
ray peak. This factor is important in the derivation of Fmod
as it will cause a reduction in the variance of the number of
electrons created by the incident radiation and so will have an
effect on the output variance of the register. Therefore, this
factor is taken into account in the mathematical derivation
and Monte Carlo model that follow. The Fano factor has been
shown to have some dependence on energy [9], but over the
energy range examined in this paper the change is small and
can be ignored.
III. ELECTRON MULTIPLYING CCD
EM-CCDs are identical to conventional CCDs apart from
the addition of a multiplication register after the serial register
of the device and before the readout node. This difference is
shown in Figure 2.
Fig. 1. Applying the Fano factor to a Gaussian distribution causes the
distribution to narrow by a factor of
√
0.115 for X-rays in silicon as shown
above. The broader line is for a dark current generated signal of 100 electrons
compared to the narrower line for the same number of elecrons generated with
an incident X-ray
3Fig. 2. EM-CCD layout showing the multiplication register between the
read-out register and the output amplifier [2].
Fig. 3. Electron multiplication through impact ionisation in the potential
well created below the high voltage electrode in the multiplication register.
A. Multiplication register
The multiplication register on an EM-CCD is of the same
basic style as the serial read-out register. The multiplication
is made possible by holding one of the electrodes in the
register at a high potential so that the charge found in the
register can be accelerated through the potential, allowing
impact ionisation with valence electrons in the silicon to occur.
This ionisation increases the number of electrons in the charge
packet and so causes a multiplication of the signal. The higher
the accelerating potential, the higher the probability that ad-
ditional electrons will be produced through impact ionisation
which results in a larger gain. The electrode clocking in the
multiplication register is shown in Figure 3.
The DC electrode is held at a constant potential so that
the high voltage potential (R2) can be increased without the
charge packet being held under R1 falling into R2 before it has
reached full potential. All other potentials on the electrodes
in the multiplication register are clocked in the same way
that would be expected in the image and serial read-out
sections [10].
The total gain of a multiplication register, G, with a prob-
ability of a single gain element releasing an extra electron
through impact ionisation, g, over N multiplication elements
(typically > 500 on e2v devices [11]), is given by Equation 6.
G = (1 + g)
N (6)
with g being dependant on the voltage on electrode R2.
B. Excess noise factor and the Modified Fano factor
As described earlier, the stochastic nature of the multipli-
cation process means that an extra component of noise will
be generated on the Poissonian distributed output signal. At
X-ray energies, there are large numbers of electrons in the
charge packet, so the distribution can be approximated by a
Gaussian. Thus, the multiplication noise is equal to
√〈nout〉,
where 〈nout〉 is the mean number of output electrons from
the multiplication register. Comparing the variance on the
number of output electrons generated with the variance on
the number of input electrons gives F 2 (Equation 1). When
examined experimentally this factor can be predicted using
Equations 2 and 8 [13], where σmeasured is the total noise,
σreadout is the readout noise, σdark is the dark current, f is
the Fano factor, E is the average photon energy and ω is the
energy required to generate an e-h pair in the semiconductor
(∼3.68 eV in silicon at -120◦C). The Excess Noise factor
that operates on the dark current, Fdark, is always equal to
what would be expected in the single e-h pair generation per
incident photon case regardless of the energy of the incident
photon as the dark current generation is independent of photon
energy.
σmeasured =
√(σreadout
G
)2
+ F 2darkσ
2
dark + fF
2
(
E
ω
)
(7)
Incorporating the Modified Fano factor, using Equation 3
results in the following equation:
σmeasured =
√(σreadout
G
)2
+ F 2darkσ
2
dark + Fmod
(
E
ω
)
(8)
Re-arranging Equations 2 and 8, makes it possible to arrive
at a term for the additional component of noise added to
the Fano-factor-adjusted shot noise by the gain multiplication
register and gives an equation for the Modified Fano Factor
when operating the system at high gain.
Fmod =
(
FWHM2
2.3552
−
(σreadout
G
)2
− F 2darkσ2dark
)( ω
E
)
(9)
At high gain Fmod tends to (1 + f), where f = 0.115 for
silicon at X-ray energies and the equivalent value for f is 1
at single e-h pair generation energies. If the EM-CCD is cold
(below -80◦C) then the dark current can be considered to be
negligible.
4IV. ANALYTICAL APPROACH
The Excess Noise factor is a specific form of the mea-
surement of the ratio between the variance on the input and
output signal from an EM-CCD. The general case for any
device with a Fano factor, f , is derived from the original
definition (Equation 1). F 2 is a measure of the additional noise
introduced by the gain register. Following a similar method
as described by Robbins et al., [2], and by assuming that the
device is run cold enough for dark signal to be suppressed and
considered negligible, it is possible to quantify F 2 including
the Fano factor (Equation 10) and this can be used to define
the Modified Fano Factor Fmod.
σ2out
〈nout〉2 =
σ2in
〈nin〉2 +
σ2G
G2
(10)
where σ2G in the variance on the gain. The variance on the
output signal from the multiplication register can be defined
as:
G〈nin〉 = 〈nout〉 (11)
If we assume that the multiplication probability is constant
and that successive trials are independent then we can describe
the process using a Binomial distribution. If g is the probability
of multiplication then the variance on the added electrons,
σ2added, can be described by:
σ2added = 〈nin〉g (1− g) (12)
The variance on the gain is thus given by:
σ2G =
σ2added
〈nin〉2 =
g (1− g)
〈nin〉 (13)
When combined with Equations 10 and 12, this gives the
variance on the amplified signal:
σ2out = (1 + g)
2
σ2in + 〈nin〉g (1− g) (14)
When looking at a Fano-limited system, standard Poissonian
statistics do not apply and hence for X-ray processes σ2in 6=
〈nin〉. Instead it was found that:
σ2in = f〈nin〉 (15)
where f is the Fano factor and σ2in is the Fano modified noise.
As such we can develop our expression for σout:
σ2out = 〈nin〉
{
f
(
1 + 2g + g2
)
+ g (1− g)} (16)
Equation 16 gives the noise on the output signal from the
first gain element. This will therefore be the input noise for
the second gain element with the mean input signal for that
element being equal to 〈nin〉 (1 + g). Substituting these into
the original expression for σ2out (Equation 14) gives the output
noise for the second element and then this becomes the input
noise for the third gain element, with the mean input signal
being equal to 〈nin〉 (1 + g)2. This series can be generalised
so that for the N thgain element we have:
σ2out = 〈nin〉 (1 + g)N−1 ×[
f (1 + g)
N+1
+ g (1− g)∑N−1k=0 (1 + g)k] (17)
The final term in Equation 17 can be expressed as:
n−1∑
k=0
(1 + g)
k
=
1− (1 + g)N
(−g) (18)
Using the fact that G = (1 + g)N we can therefore simplify
our expression for σ2out:
σ2out = 〈nin〉
G
(1 + g)
{fG (1 + g)− (1− g) (1−G)} (19)
Applying Equation 19 to the original expression for F 2
(Equation 1) it is possible to obtain an expression for the
Excess Noise Factor, noting that σ2in = f〈nin〉:
F 2 =
1
f
{fG (1 + g)− (1− g) (1−G)}
G (1 + g)
(20)
In the optical region where f = 1, this simplifies to the original
expression for the excess noise factor as described by Robbins
et al. [2]:
F 2 =
2G+ g − 1
G (1 + g)
(21)
Finally, by using Equation 3, the Modified Fano Factor can
be shown to be equal to:
Fmod =
{fG (1 + g)− (1− g) (1−G)}
G (1 + g)
(22)
As the gain of a system increases, G, becomes the dominant
term in Equation 22, so the value tends to f+(1−g)
N
(−g) . As g is
small, this tends to (1 + f) at large gain. If G is increased
further, g gets bigger and so the approximation that Fmod
tends to (1 + f) is incorrect, but for the basis of this work
this simplification is adequate. This shows that, even though
the Fano factor has the effect of reducing the variance on
the initial generation of the input signal, the noise from the
multiplication register follows a similar pattern to the optical
case with Fmod increasing with increasing levels of gain up
to a level of (1 + f). Therefore, in using an EM-CCD at X-
ray energies, the resolution that can be achieved (FWHM)
is shot noise limited. The gain amplification will make the
signals generated in the device easier to see, but this will be
accompanied by a broadening of the X-ray peak.
V. MONTE CARLO SIMULATION OF THE MULTIPLICATION
REGISTER FOR OPTICAL PHOTONS
A Monte Carlo model of an EM-CCD has been developed
in order to demonstrate the mathematical predictions made by
this paper. Each pixel of the modelled EM-CCD is considered
to contain an isolated event of a given energy (300 eV =
82 electrons at -120◦C). This energy was chosen as it is the
lower energy of the Reflection Grating Spectrometer (RGS)
on XMM-Newton and so the lowest energy soft X-ray that
5Fig. 4. Probability of generating a given number of output electrons based
on a varying number of input electrons (1-4) for an optical scenario
is currently being collected in a space application [12]. The
lowest energy was chosen in order to test the detectability
of the signal with the smallest charge cloud that would be
generated and all X-ray events are assumed to occur in
single pixels. Through the randomisation of the number of
electrons in each pixel within a Gaussian distribution of mean
〈nin〉 = 82 electrons and variance f〈n〉 it is possible to
generate the shot noise on the input signal. Every electron in
each pixel is then moved through N gain elements where each
element has a probability, g, of generating another electron
through impact ionisation (Equation 6). The final variance on
the output signal can then be calculated and thus the Modified
Fano Factor, Fmod, for a system with any Fano factor, f , can
be determined.
In order to test the accuracy of the Monte Carlo simulation
and in turn the analytical solution, the Monte Carlo simulation
was used to predict the behaviour of an EM-CCD detecting
optical photons (f = 1). Figure 4 shows the model used by
Basden et al. [14] for an EM-CCD detecting 1, 2, 3 and 4
electrons. The points on the figure show the results of the
Monte Carlo simulation made for this paper and the lines are
generated from:
p (x) =
xN−1e
−x
g
gN (N − 1)! (23)
This equation allows the probability, p(x), of an getting a
certain number of output electrons from the multiplication
register to be found and so the effect of putting 1-4 electrons,
x, through a 591 gain elements, N with a total gain, G, of
6629 can be modelled and compared with the results found
in Basden et al. [14]. The probability of creating an electron
though impact ionisation in the multiplication register, g, can
be found from Equation 6.
It can be seen that the points from the Monte Carlo
simulation fall on the lines generated from Basden et al, [14]
increasing the confidence in the simulation.
The second benchmarking test used the model to predict the
Excess Noise Factor behaviour in optical photon conditions.
Fig. 5. Gain vs. Excess Noise Factor from theory [2] and through the use
of the Monte Carlo model developed during this work for optical photon
(equivalent Fano factor of 1).
This was achieved by again setting the Fano factor to 1 (single
e-h pair production per incident photon) and running through
the same Gaussian distribution of electrons through the model
at varying levels of gain. Theory predicts that the Excess
Noise Factor, F 2, will vary with gain as has been shown by
Equation 21 [2].
The results obtained from the Monte Carlo model can be
compared to the plot formed by this equation with varying
gain, helping to build confidence in the model. These results
are shown in Figure 5.
As both benchmarking methods for the Monte Carlo model
show a good relationship with theory, confidence in the
predictions made is high.
VI. MONTE CARLO AND ANALYTICAL COMPARISON AT
X-RAY ENERGIES
With the Monte Carlo simulation proving accurate at optical
energies, it was then possible to use the same model to make
predictions about X-ray energy behaviour (f = 0.115). X-rays
of energy 300 eV were put into the model and Fmod was found
for a variety of levels of gain. Plots of gain against Fmod were
made to compare the simulation to the analytical model, as
shown in Figure 6(b). The plots show that for an increasing
level of gain, there is an increase of the total noise in the
system, due to the multiplication register, that tends towards
(1 + f) at high gain. This is the Fano/Poissonian limited result
and the expected peaks for a situation with a gain of 1 and a
gain of 100 are shown in Figure 6(a).
VII. EXPERIMENTAL VERIFICATION OF MODIFIED FANO
FACTOR VS. GAIN WITH 55Fe X-RAYS (5.9 KEV)
The aim of the experiment was to detect the manganese
K-alpha X-ray emission at 5898 eV. As these X-rays are at
high energy, the Mn K-alpha emission would be expected
to penetrate deep into the device before interaction with the
silicon (>20 nm [16]). This minimises the field-free region
the X-rays travel through causing more X-ray events to occur
6(a)
(b)
Fig. 6. Figure 6(a) shows the expected broadening of the peak due to a
large increase in gain. Figure 6(b) shows how the Modified Fano Factor and
so FWHM of the X-ray peak can be expected to broaden with increasing gain,
tending to 1.115 at high gain when detecting X-rays.
in single pixels leading to a more accurate prediction of the
Modified Fano Factor without event reconstruction and across
all levels of gain.
The CCD97 was placed in a chamber with a 55Fe source,
at a pressure of 10−4 mbar and cooled to -115◦C in order to
minimise the dark current generated. The X-rays incident on
the CCD over 0.1 second integration times and 500 frames
were recorded per gain setting allowing the FWHM of the
Mn K-alpha and background noise peaks to be measured.
This experiment was performed over a range of gain voltages
(11 V to 34 V, gain of 1 and 15 respectively) in order to get
a measurement of the effect of gain on the FWHM of the
signal. It was not possible to increase the voltage above 34 V
as the X-ray data started to saturate the ADC of the processing
equipment and so the experiment was limited to modest levels
of gain.
1) Results: It was possible to produce a plot of the Modified
Fano Factor against the gain of the system to test the Fmod
(a)
(b)
Fig. 7. Figure 7(a) shows the effect of increasing the gain from 1 to 10 has
on the FWHM of the X-ray peak when detecting MnKα X-ray. Figure 7(b)
plots this broadening against increasing levels of gain. This closely matches
the analytical prediction.
hypothesis. Figure 7(a) shows the 55Fe X-ray peak for different
levels of gain with the broadening of the peak clearly visible,
giving an increase in sigma and a corresponding increase in
the FWHM. The results can verify the Monte Carlo model
and analytical prediction for the Modified Fano Factor at X-
ray energies and can be seen in Figure 7(b). At a gain of 15,
the experimental data moves away from the theoretical model
as the ADC nears saturation.
VIII. PRACTICAL APPLICATION
The effect of the Fano factor on the degradation of the
FWHM of the X-ray peak when detecting the signal with
an EM-CCD has been discussed, but what is the practical
application of this information? Using the X-ray Modified
Fano Factor as described in this paper it is possible to predict
the best possible spectral resolution you would expect when
using an EM-CCD at a specific energy and gain. This paper
has assumed that all X-ray events are single pixel events for
7simplicity, but even though this is not normally the case,
it is offers a useful guide for the use of EM-CCDs at X-
ray energies. As an EM-CCD is design to suppress readout
noise by amplifiying the output signal, it is expected that they
would perform better than a conventional CCD (or an EM-
CCD being operated with a gain of 1) in experiments where
readout noise is the dominant source of noise. As shot noise
is a function of energy, as the energy increases, this noise
becomes dominant and so it is expected that an EM-CCD
would begin to perform worse than a conventional CCD. The
ability to predict the cross-over point between when an EM-
CCD and a conventional CCD have the best spectral resolution
performance allows a decision about the type of device to
use in a particular experiment to be made. The determination
of device performance depends on the temperature that the
device is being operated at, the readout noise of the devices
electronics and the energy of the detected photons and can
be caluculated using Equations 2 and 8 in terms of FWHM.
In this example, as in the rest of the paper, it is assumed
that the device is running cold enough that the dark current
generation is effectively suppressed and so can be ignored. It
is also assumed that the readout noise of the EM-CCD and
the conventional CCD are the same in each example so that
the effect of the Modified Fano Factor is the only determining
influence on the FWHM of the detected X-ray peak.
At low levels of readout noise (5 electrons r.m.s.), shot noise
becomes dominant at low energy levels. Figure 8(b) shows
that if you suppress readout noise using an EM-CCD then a
conventional CCD will be better at resolving the X-ray photons
at energies above 100 eV.
With a higher readout noise (10 electrons r.m.s.), the energy
can get to a much higher level before the system becomes shot
noise dominated (Figure 8(b)). High levels of gain (>10x)
give you an improvement in spectral resolution up to 400 eV,
compared with a conventional CCD, which is easily in the
detectable energy range of a back-illuminated CCD. Running
the EM-CCD with a low gain of 2 gives you a benefit in
spectral resolution up to 500 eV due to the way that the
Modified Fano Factor varies at low levels of gain. Over 500
eV however, the conventional CCD starts to give you an
improvement in resolution..
A. Discussion
The analysis above shows that EM-CCDs give you the most
benefit with X-ray detection in noisy system. If the readout
noise is the dominant source of noise then the ability of an
EM-CCD to suppress this signal by amplifying the signal
before it is readout will be beneficial to the experiment. As
systems become less readout noise dominated, the ability of an
EM-CCD to suppress this readout noise becomes less useful
and so conventional CCD start to become the more attractive
devices to use in terms of noise reduction. However, the EM-
CCD will also enable photons of low energy to be detected in
the device. As X-ray energies drop below 300 eV, it becomes
harder to detected the whole of the generated charge cloud,
especially if it is split over many pixels. An EM-CCD is able
to amplify this signal and so increase the detection efficiency
of the system.
(a)
(b)
Fig. 8. Comparison between the spectral resolution of an EM-CCD and a
conventional CCD with readout noise of Figure 8(a) 5 eletctrons r.m.s. and
Figure 8(b) 10 electrons r.m.s.
In order to chose a device for an experiment at X-ray
energies it is necessary to balance the effect of readout noise
suppression with the increase in the energy dependant noise of
the device, as well as considering how easily the X-rays will
be to detect above the noise in the system. It can be seen from
Figure 8(b) that will small amounts of gain, the increase in
FWHM of the detected X-ray peak can be minimised, but the
readout noise is still partially suppressed. There will also be
an increase in the detectablility of the incident X-rays and so
the application of gain the right situations can be beneficial.
As EM-CCDs can be operated at a gain of 1 or through
a separate, no gain, output amplifier it would be possible to
run an EM-CCD at a gain of 1 and so avoiding the affect of
the Modified Fano Factor and only introducing a gain when
the experiment would benefit from increased detectability and
readout noise suppression.
8IX. CONCLUSIONS
It has been shown analytically, through a Monte Carlo
simulation and experimentally that the Fano factor has an
effect on the Excess Noise Factor when detecting X-ray
photons (termed the Modified Fano Factor). The Modified
Fano Factor, Fmod of such a system will tend to (1 + f). This
result holds true for an optical system where the equivalent
Fano factor is 1.
The effect of operating an EM-CCD at X-ray energies is that
the FWHM of the X-ray peak widens despite the Fano adjusted
shot noise on the input signal. This result has been verified
experimentally. In order to look at the effect with lower energy
soft X-rays, an EM-CCD with the potential for deep depletion
will be required to minimise split events.
A future test campaign using an e2v CCD220 [17] will
provide further verification of the predictions made in this
paper through the improved resolution offered by a deep
depletion device when detecting soft X-rays.
This paper has shown how the Excess Noise Factor for op-
tical photon detection can be extended to a more general case
for materials and energies that produce different Fano factors,
specifically for X-ray detection in silicon. The Modified Fano
Factor, Fmod, that provides a measure of output variance on the
signal against the mean number of electrons initially generated
in the silicon, has also been introduced. This has demonstrated
that EM-CCDs can be used on X-ray spectroscopy systems
and energies <1 keV and particularly when system noise or
readout speed is a concern.
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