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Abstract
We consider Ka¨hler quantized models whose underlying classical
phase space has a stratified structure induced from the Hamiltonian
action of a compact Lie group. We show how to implement the classi-
cal stratification on the level of the C∗-algebra of observables and dis-
cuss the relation to the costratification (in the sense of Huebschmann)
of the physical Hilbert space. Our analysis is based on the T -procedure
as developed by Grundling and Hurst. We apply the general theory to
Yang-Mills theory on a finite lattice, where the stratification is given
by the classical gauge orbit types.
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1 Introduction
This paper is part of our research programme which aims at constructing
Hamiltonian quantum gauge theory on a rigorous level. As we will explain
below, it fills a certain gap in our understanding of the implementation of
the classical gauge orbit type stratification on quantum level.
Our starting point is a finite-dimensional Hamiltonian lattice approximation
of the gauge theory under consideration. On the classical level, this is a
finite-dimensional Hamiltonian system with a symmetry. The corresponding
quantum theory is obtained via canonical quantization. It is best described in
the language of C∗-algebras with a field algebra which (for a pure gauge the-
ory) may be identified with the algebra of compact operators on the Hilbert
space of square-integrable functions over the product GN of a number of
copies of the gauge group manifold G. Correspondingly, the observable alge-
bra is obtained via gauge symmetry reduction. We refer to [23, 24, 22, 32]
for the study of this algebra, including its superselection structure. For first
steps towards the construction of the thermodynamical limit, see [13, 14].
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If the gauge group is non-Abelian, then the action of the symmetry group in
the corresponding classical Hamiltonian system necessarily has more than one
orbit type. Correspondingly, the reduced phase space obtained by symplectic
reduction is a stratified symplectic space [35, 30] rather than a symplectic
manifold as in the case with one orbit type [1]. The stratification is given
by the orbit type strata. It consists of an open and dense principal stratum
and several secondary strata. Each of these strata is invariant under the
dynamics with respect to any invariant Hamiltonian. For case studies we
refer to [3, 4, 6].
To study the influence of the classical orbit type stratification on quantum
level, we use the concept of costratification of the quantum Hilbert space as
developed by Huebschmann [20]. A costratification is given by a family of
closed subspaces, one for each stratum. Loosely speaking, the closed subspace
associated with a certain classical stratum consists of the wave functions
which are optimally localized at that stratum in the sense that they are
orthogonal to all states vanishing at that stratum. The vanishing condition
can be given sense in the framework of holomorphic quantization, where
wave functions are true functions and not just classes of functions. In [21]
we have constructed this costratification for a toy model with gauge group
SU(2) on a single lattice plaquette. As physical effects, we have found a
nontrivial overlap between distant strata and, for a certain range of the
coupling, a very large transition probability between the ground state of
the lattice Hamiltonian and one of the two secondary strata. In [7, 9, 19], we
have made first steps towards extending this study to arbitrary finite lattices
and arbitrary compact gauge group.
It has been unclear to us for many years how the above costratified structure
manifests itself on the dual level, that is, on the level of the observable
algebra. This problem is solved in the present paper. The key ingredient
is the T -procedure for quantum systems with constraints as developed by
Grundling and Hurst [10, 11], combined with a fundamental theorem on
hereditary C∗-subalgebras of C∗-algebras which is often referred to as the
Open Projection Theorem, see [31]. Using this tool, one finds that for every
quantum system with constraints (F,C) in the sense of Grundling and Hurst,
there exists a projection in the strong closure of the algebra F such that the
closed two-sided ideal D, generated by the constraint set C, is completely
given by this projection. The arguments used apply to the general case
of Ka¨hler quantized models whose underlying classical phase space has a
stratified structure induced from the Hamiltonian action of a compact Lie
group. Thus, in Section 3 we deal with this general situation. We show
how to implement the classical stratification on the level of the C∗-algebra
of observables and discuss the relation to the costratification of the physical
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Hilbert space. Then, in Section 4, we apply the general theory to Hamiltonian
quantum gauge theory on a finite lattice.
2 Quantum Systems with Constraints
2.1 The T -procedure
Here, we present a summary of the T -procedure as developed by Grundling
and Hurst, see [10, 11, 12]. This procedure provides a way to implement
quantum constraints in the language of C∗-algebras. Heuristically, a set of
quantum constraints is given by a set C = {Ci : i ∈ I} of operators Ci on a
Hilbert space H and the physical Hilbert space is then taken as the subspace
of H consisting of vectors which are annihilated by all the operators Ci.
In this paper, we limit our attention to the case that all operators Ci are
bounded. Note that without loss of generality we may assume C = C∗.
Below, the reader will see three subsequent assumptions. They ensure that
the general procedure presented here produces meaningful physics.
Definition 2.1. A quantum system with constraints is a pair (F,C) consist-
ing of a unital C*-algebra F, called the field algebra, and a self-adjoint subset
C ⊂ F, called the constraint set. Given (F,C), the physical state space is
defined by
SD := {ω ∈ S(F) | πω(C)Ωω = 0 ∀ C ∈ C } . (1)
Here S(F) stands for the state space of F and (πω,Hω,Ωω) denote the GNS-
data of ω. The elements of SD are called Dirac states.
Assumption 1: All physical information is contained in the pair (F,SD).
Let Nω := {F ∈ F : ω(F
∗F ) = 0} be the left kernel of ω ∈ S(F). Define
N :=
⋂
{Nω : ω ∈ SD} .
By direct inspection, we have
SD = N
0 ∩S(F) ,
where N0 denotes the annihilator of N in the dual of F. By Lemma 3.13.5 in
[31], N coincides with the norm-closure [FC] of the left ideal generated by C
in F. This yields the following equivalent characterization of the set of Dirac
states.
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Proposition 2.2. Let (F,C) be a quantum system with constraints. Then,
SD = [FC]
0 ∩S(F) .
Next, recall that as a closed left ideal, N defines a hereditary C∗-subalgebra
D of F by
D := N ∩N∗ ≡ [FC] ∩ [CF] . (2)
Moreover, the assignment
N 7→ N ∩N∗ (3)
defines a bijection from the set of closed left ideals of F onto the set of
hereditary C∗-subalgebras of F, see [28, 3.2.1]. From self-adjointness of C
and from the fact that C is contained in N, we obtain
C ⊂ C∗(C) ⊂ D ,
where C∗(C) denotes the C∗-algebra generated by C. The following theorem
provides a criterion for the non-triviality of the T -procedure, see Theorem
2.2 in [12] for the proof.
Theorem 2.3. Let (F,C) be a quantum system with constraints. Then,
1. SD 6= ∅ ⇔ 1 /∈ C
∗(C) ⇔ 1 /∈ D,
2. ω ∈ SD ⇔ πω(D)Ωω = 0.
A constraint set C is called first class if 1 /∈ C∗(C). Thus, if the set of
constraints is first class, then the set of Dirac states is non-trivial. Note,
that point 1 of Theorem 2.3 is equivalent to the assumption that N is a
proper ideal in F.
Assumption 2: The constraint set is first class.
Next, we define the C∗-subalgebra
O := {F ∈ F | [F,D] := FD −DF ∈ D ∀ D ∈ D } . (4)
Grundling and Hurst call O the weak commutant of the constraint set and
observe that O is the C∗-algebraic counterpart of Dirac’s observables.
Theorem 2.4. Let (F,C) be a quantum system with constraints. Then the
following hold.
1. D is the unique maximal C*-algebra in
⋂
ω∈SD
kerω,
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2. O coincides with the restricted multiplier algebra of D in F, that is,
O = MF(D) = {F ∈ F : FD ∈ D, DF ∈ D ∀D ∈ D} ,
3. O = {F ∈ F : [F,C] ⊂ D} ,
4. D = [OC] = [CO] .
For the proof we refer to [12], Theorem 2.3.
Remark 2.5. By point 3 of the above theorem, we have C′ ⊂ O, where C′
denotes the relative commutant of the constraint set in F.1 By point 4, D
is a closed two-sided ideal in O, which is proper iff SD 6= ∅, that is, iff the
constraints are first class. 
The final step in the T -procedure consists in imposing the constraints de-
scribed by D. According to point 2 of Theorem 2.4, D is an ideal in O.
Definition 2.6. Let (F,C) be a quantum system with constraints. The max-
imal C*-algebra respecting the constraints is defined as
R := O/D . (5)
Grundling and Hurst call R the algebra of physical observables.
Assumption 3: All physical information is contained in the pair (R,S(R)).
2.2 Open Projections
In this subsection, we discuss a useful tool which yields nice and more explicit
presentations of the algebras introduced in the previous subsection. This was
first observed in [12]. Thus, let there be given a constraint system (F,C).
Recall that D obtained by the T -procedure is a hereditary C∗-subalgebra of
F. This property will be basic in the sequel. It turns out that any hereditary
C∗-subalgebra of a C∗-algebra B is determined by a unique projection2 in
the strong closure of B in the universal representation. To understand this
fact, start with the following simple observation: if q is a projection in a
C∗-algebra B, then the C∗-subalgebra qBq is hereditary. Likewise, if q is
a projection in a von Neumann algebra B, then qBq is a strongly closed
hereditary C∗-subalgebra of B. The converse statement is also true, see
Theorem 4.1.8 in [28] or Proposition 2.5.4 in [31]. For the convenience of the
reader, we include the proof.
1Grundling and Hurst call C′ the traditional observables. We will comment on the
terminology in Example 2.15 below.
2By a projection we mean an element q satisfying q2 = q and q∗ = q.
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Proposition 2.7. Let B be a von Neumann algebra. Then, the following
hold.
1. For each strongly closed hereditary C*-subalgebra H of B, there exists
a unique projection q in B such that H = qBq. In fact, q is a unit in
H.
2. For each strongly closed left ideal J in B there exists a unique projection
q in B such that J = Bq.
Proof. 1. Being strongly closed, H is a von Neumann algebra and hence
possesses a unit q. This unit is a projection in B. Then, H = qHq ⊂ qBq.
Conversely, for any positive a ∈ B, we have a ≤ ‖a‖1B and hence qaq ≤
‖a‖q ∈ H. Since H is hereditary, then qaq ∈ H. It follows that qBq ⊂ H. To
prove uniqueness of q, let q ∈ B be a projection such that H = qBq. Being
von Neumann, B has a unit. Hence, q ∈ H. Since q(qaq) = qaq = (qaq)q,
the projection q is a unit in H. It is thus unique.
2. J ∩ J∗ is a strongly closed hereditary C∗-subalgebra of B. Hence, by
point 1, there exists a unique projection q in B such that J ∩ J∗ = qBq.
Then, J = B(J ∩ J∗) = BqBq. Now, BqBq ⊂ Bq and, since B has a unit,
BqBq ⊃ Bq.
This proposition can be extended to arbitrary hereditary C∗-subalgebras of
C∗-algebras as follows. Let πu : B→ B(Hu) be the universal representation
of B [31, Sec. 3.7]. Since πu is faithful, we may identify B with its image
under πu. Let B′′ be the enveloping von Neumann algebra, ie. the double
commutant of B in B(Hu). Thus, B ⊂ B′′. The subsequent theorem is part
of a set of statements in [31, 3.11.10], see also Appendix 1 in [12].
Theorem 2.8 (Open Projection Theorem). Let H be a hereditary C∗-sub-
algebra of a C∗-algebra B in B(H). Then, there exists a projection qu in B′′
such that
H = (quB′′qu) ∩B . (6)
We take up the following notion from [31, 3.11.10].
Definition 2.9. Let B be a C∗-algebra. A projection qu in B′′ is called
open if qu belongs to the strong closure in B′′ of the hereditary C∗-subalgebra
(quB′′qu) ∩B of B.
Remark 2.10. By the above discussion, the open projections are in bijection
with the hereditary C∗-subalgebras of B via the mapping
qu → (quB′′qu) ∩B .
7
Analogously, by point 2 of Proposition 2.7, the open projections are in bijec-
tion with the closed left ideals via the mapping
qu → (B′′qu) ∩B
and, by [31, 3.11.10], with the weak *-closed faces containing 0 of the qua-
sistate space Q(B) via the mapping
qu → {ω ∈ Q(B) : ω(qu) = 0} . (7)
For the latter, recall that every state ω ∈ S(F) has a unique continuation
onto F′′, which we denote by the same symbol. 
Applying Theorem 2.8 to a quantum system with constraints, we obtain the
following.
Corollary 2.11. For every quantum system with constraints (F,C) there
exists a unique projection qu in F′′ such that
D = (quF′′qu) ∩ F .
Analogously, the algebras O and R as well as the set of Dirac states SD may
be characterized in terms of qu, see Appendix 1 in [12].
Proposition 2.12. Let (F,C) be a quantum system with constraints and let
qu be the projection provided by Corollary 2.11. Then, the following hold.
1. SD = {ω ∈ S(F)|ω(q
u) = 0},
2. O = {a ∈ F|qua(1− qu) = 0 = (1− qu)aqu} = (qu)′ ∩ F,
3. R ∼= (1− qu)
(
(qu)′ ∩ F
)
.
Here, (qu)′ denotes the commutant of qu in F′′.
Consider the orthogonal decomposition of the universal Hilbert space Hu:
H
u = quHu ⊕ (1− qu)Hu . (8)
Corollary 2.13. Let (F,C) be a quantum system with constraints. Relative to
the decomposition (8), we have the following presentations of the C∗-algebras
D, O and R.
D =
{
F ∈ F
∣∣∣∣ F =
(
D 0
0 0
)
, D ∈ quFqu
}
,
O =
{
F ∈ F
∣∣∣∣ F =
(
A 0
0 B
)
, A ∈ quFqu, B ∈ (1− qu)F(1− qu)
}
,
R =
{
F ∈ F
∣∣∣∣ F =
(
0 0
0 R
)
, R ∈ (1− qu)F(1− qu)
}
.
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Next, we consider a cyclic representation (π,H) of F. Let ιπ : H → H
u and
prπ : H
u → H be the corresponding injection and projection, respectively.
Both ιπ and prπ are representation homomorphisms. Define
q := prπ ◦ q
u ◦ ιπ , p := (1H − q) .
Since F′′ is the strong closure of F in B(Hu), the projection qu is block-
diagonal wrt. the decomposition of Hu into its cyclic subrepresentations.
This implies
prπ ◦ q
u ◦ ιπ ◦ prπ = prπ ◦ q
u . (9)
As a consequence, q2 = q and thus q and p are complementary projections
in B(H). Thus, we obtain the following orthogonal decomposition of the
Hilbert space H:
H = qH ⊕ pH . (10)
Another consequence of (9) is that
prπ ◦ q
u = q ◦ prπ .
In view of this identity and the fact that prπ is a representation homomor-
phism, Corollary 2.13 implies the following explicit presentations of the above
algebras relative to this decomposition.
Corollary 2.14. Let (F,C) be a quantum system with constraints and let
(π,H) be a cyclic representation of F. Then, relative to the decomposition
(10), we have the following presentations of the C∗-algebras D, O and R.
D =
{
f ∈ π(F)
∣∣∣∣ f =
(
d 0
0 0
)
, d ∈ qπ(F)q
}
,
O =
{
f ∈ π(F)
∣∣∣∣ f =
(
a 0
0 b
)
, a ∈ qπ(F)q, b ∈ pπ(F)p
}
,
R =
{
f ∈ π(F)
∣∣∣∣ f =
(
0 0
0 r
)
, r ∈ pπ(F)p
}
.
Example 2.15 (Observable algebra of lattice gauge theory). In the forthcom-
ing subsection 4.2, the field and observable algebras of Hamiltonian quantum
gauge theory on a finite lattice is discussed. In [13] it has been shown that
the observable algebra of this model may be obtained via the T -procedure.
Let us briefly recall this application. As explained in Subsection 4.2, for a
given gauge group G, under the generalized Schro¨dinger representation, the
field algebra A0 of the model is given as the algebra of compact operators
K(H) on the Hilbert space H ∼= L2(GN), see formulae (28) and (36) below.
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Clearly, A0 is not unital. So, to get the T -procedure started, we extend A0
to the unital crossed product C∗-algebra
F := (A0 ⊕ C)⋊α G ,
where G is the group of local gauge transformations (a product of copies
of G over all lattice sites) and α : G → Aut(A0) represents the (strongly
continuous) action of G on A0. Under the Schro¨dinger representation, this
algebra is isomorphic to K(H)⊕C∗(G). Next, consider the unitary constraint
C = UG−1, where UG denotes the unitary representation of the group of local
gauge transformations on H. Starting from the pair (F,C) so defined and
using the above open projection method, one obtains that R defined by (5)
coincides with the algebra of observables K(HG) given by Theorem 4.3 below,
which is denoted by A there.
Note the slight difference in terminology: in the above cited original papers
[23, 24] and in the notation used in this subsection, O is called the algebra
of gauge invariant elements and R is referred to as the observable algebra. 
In the subsequent sections, we will see another application of the T -procedure
in lattice gauge theory.
3 Stratified Quantum Systems
In this section we consider a physical system with finite-dimensional classi-
cal phase space P. We assume that P has a non-trivial stratified structure.
A typical example of that type is the reduced phase space of Hamiltonian
quantum gauge theory on a finite lattice as will be discussed in Section 4.
We implement the classical stratification on quantum level by using the gen-
eral concept of costratification of the quantum Hilbert space as developed by
Huebschmann [20]. In [21] we have constructed such a costratification for a
toy model of Hamiltonian lattice gauge theory with gauge group SU(2) by
combining the abstract concept of costratification with a localization concept
for quantum systems taken from the theory of coherent states. This localiza-
tion concept only works in the context of holomorphic (Ka¨hler) quantization,
where wave functions are true functions (and not just classes of functions).
Thus, in this section we will always assume that the unreduced phase space
is a (positive) Ka¨hler manifold.
Up until now, it has been unclear how to implement the stratified structure on
the level of the observable algebra of the quantum system. This problem will
be solved below. We will construct a stratified structure on the observable
algebra which, in a sense, is dual to the costratification of the physical Hilbert
space.
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3.1 Costratified Hilbert Space
Let us start with the definition of the abstract notion of costratification [20].
Let N be a stratified space and let CN be the category whose objects are the
strata of N and whose morphisms are the inclusions Y ′ ⊂ Y , where Y and
Y ′ are strata such that Y ′ ∩ Y 6= ∅.
Definition 3.1. A costratified Hilbert space relative to N is a contravariant
functor from CN to the category of Hilbert spaces, with bounded linear maps
as morphisms.
This means that a costratified Hilbert space relative to N assigns a Hilbert
space HY to every stratum Y , together with a bounded linear map HY2 →
HY1 for each inclusion Y1 ⊂ Y2. Whenever Y1 ⊂ Y2 and Y2 ⊂ Y3, the
composition of HY3 → HY2 with HY2 → HY1 coincides with the bounded
linear map HY3 → HY1 associated with the inclusion Y1 ⊂ Y3.
Let us apply this concept to Ka¨hler quantization with symmetries. Thus,
assume that we are given a (positive) Ka¨hler manifold (M,J, ω) endowed
with the Hamiltonian action of a compact Lie group G and let P be the
stratified symplectic space obtained by zero level symplectic reduction. That
is, P decomposes into disjoint symplectic manifolds,
P =
⋃
τ∈T
Pτ
fulfilling the frontier condition:
Pτ ∩ Pτ ′ 6= ∅ implies Pτ ⊂ Pτ ′ , (11)
for all τ, τ ′ ∈ T. Note that the stratification carries a natural partial ordering
defined by
τ ≤ τ ′ :⇔ Pτ ⊂ Pτ ′ .
We will loosely refer to T as the set of strata.
Let K be the Hilbert space of square-integrable holomorphic functions on M
obtained by Ka¨hler quantization3 and define
Kˆ := KG
to be the subspace of G-invariant functions. We assume that the elements
of Kˆ can be identified with functions on P. This assumption is fulfilled in
Hamiltonian lattice gauge theory. These functions are then continuous.
3For simplicity, we restrict our attention to the situation where the complex Hermitian
line bundle obtained by Ka¨hler quantization is trivial.
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To construct a costratified Hilbert space for P, to each τ ∈ T we associate
the elements of Kˆ which are localized on Pτ in the following sense. Consider
the annihilator space Vτ of Pτ in Kˆ, defined by
Vτ :=
{
ξ ∈ Kˆ
∣∣∣ ξ|
Pτ
= 0
}
,
and take Kˆτ as its orthogonal complement in Kˆ, that is
Kˆ = Vτ ⊕ Kˆτ . (12)
By construction, if Pτ ⊆ Pτ ′, then Vτ ⊇ Vτ ′ by continuity and, thus, Kˆτ ⊆
Kˆτ ′ . The system
{
Kˆτ
}
, together with the orthogonal projections Kˆτ ′ → Kˆτ
whenever Pτ ⊆ Pτ ′ , constitute a costratified Hilbert space relative to P. As
the construction is based on the chosen Hilbert space Kˆ, we call the above
structure a costratification of Kˆ relative to P.
Remark 3.2.
1. In physical applications, M is usually given by the cotangent bundle
T∗Q of some configuration space Q. For example, this is the case
in Hamiltonian lattice gauge theory, to be discussed below. For that
model, there is an obvious Ka¨hler structure on T∗Q induced by the
polar mapping of the gauge group, see (40). However, combining em-
bedding arguments taken from real algebraic geometry [8] and appro-
priate deformation arguments, one can diffeomorphically identify any
T∗Q with a neighbourhood of a real algebraic variety in its complex-
ification. Via this diffeomorphism, one obtains a Ka¨hler structure on
T∗Q. Clearly, the underlying symplectic structure may differ from the
canonical symplectic structure.4 Moreover, there are many special sit-
uations, where a Ka¨hler structure of T∗Q may be constructed directly,
see e.g. [29] for the case where Q is a rank one symmetric space of the
compact type and [37] for the case where Q is a compact real analytic
Riemannian manifold.
2. As we have seen above, Ka¨hler quantization is useful for implementing
the classical stratification on the level of pure states. On the other
hand, it has the drawback that most of the relevant quantum observ-
ables cannot be obtained by this method. Therefore, it is desirable to
have a Segal-Bargmann transformation yielding a unitary isomorphism
between the Hilbert spaces obtained by Ka¨hler quantization and by
4This argument is taken from a contribution by Tim Perutz to an online discussion,
see mathoverflow.net/questions/26776/ka¨hler-structure-on-cotangent-bundle.
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canonical quantization. In the case of Hamiltonian lattice gauge the-
ory, a Segal-Bargmann transformation exists, because the unreduced
phase space is given by the cotangent bundle of a Lie group and, thus,
the theory developed by Hall applies [15, 16], see Remark 4.4. This
theory has been generalized to the case of symmetric spaces of both
compact [36] and noncompact complex type [17]. 
3.2 Stratified Observable Algebra
In this subsection, we show how to implement the stratification of the clas-
sical reduced phase space on the level of quantum observables. For that
purpose, we introduce the following C∗-algebraic counterpart of the notion
of costratified Hilbert space.
Definition 3.3. A stratified C∗-algebra relative to the stratified space N is a
covariant functor from CN to the category of C
∗-algebras, with ∗-morphisms
as morphisms.
This means that a stratified C∗-algebra relative to N assigns a C∗-algebra
AY to every stratum Y , together with a C
∗-morphism AY1 → AY2 for each
inclusion Y1 ⊂ Y2. Whenever Y1 ⊂ Y2 and Y2 ⊂ Y3, the composition of AY1 →
AY2 with AY2 → AY3 coincides with the morphism AY1 → AY3 associated with
the inclusion Y1 ⊂ Y3.
Let A be the field algebra of the quantum system under consideration, real-
ized as a C∗-subalgebra ofB(Kˆ). To construct from A a stratified C∗-algebra
of observables relative to P, following [9, Sec. 3.3], we assume that there exists
a dense linear subspace R ⊂ Kˆ which forms an algebra under pointwise mul-
tiplication of functions, and that for every stratum Pτ we are given finitely
many relations rτ,1, . . . , rτ,nτ ∈ R satisfying the following conditions:
1. Pτ = {x ∈ P : rτ,i(x) = 0 ∀ i} (the zero locus condition).
2. If ψ ∈ R vanishes on Pτ , then ψ =
∑
i ψirτ,i for some ψi ∈ Kˆ (the
radical ideal condition).
3. If ξ ∈ Kˆ vanishes on Pτ , then ξ is the limit of some sequence in R
whose members vanish on Pτ (the denseness condition).
In Hamiltonian lattice gauge theory, R may be chosen to be the ring of
invariant representative functions of (a product of copies of) the gauge group.
In the sequel, we apply the T -procedure. We take
F := B(Kˆ) .
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To define the constraint set, we choose an orthonormal basis5 {ψα : α ∈ A}
in R and put
qτ,i,α :=
| rτ,i ψα 〉 〈 rτ,i ψα |
‖rτ,i ψα‖2
, i = 1, . . . , nτ ; α ∈ A .
These are the orthogonal projections onto the one-dimensional subspaces
spanned by the functions rτ,i ψα. We define
Cτ := {qτ,i,α : i = 1, . . . , nτ ; α ∈ A} .
Clearly, Cτ is self-adjoint. Application of the T -procedure to the quantum
system with constraints given by (F,Cτ ) yields a hereditary C
∗-subalgebra
Dτ , its weak commutant Oτ and the corresponding algebra of physical ob-
servables Rτ . By Corollary 2.11, there exists a unique projection q
u
τ in F
′′
so that Dτ = (q
u
τF
′′quτ ) ∩ F. Moreover, since the identical representation of
F ≡ B(Kˆ) is cyclic, using the natural projection prid : H
u → Kˆ and the
natural injection ιid : Kˆ→ H
u, we can define projections
qτ := prid ◦ q
u
τ ◦ ιid , pτ := 1− qτ
in F. Then, the algebras Dτ , Oτ and Rτ are presented by the formulae in
Corollary 2.14. First, this implies that Rτ gets identified with a subalgebra
of F. Define
Aτ := Rτ ∩ A ≡ (pτFpτ ) ∩ A .
Second, it implies that
Dτ = qτFqτ . (13)
In particular, Dτ is strongly closed. Then, Proposition 2.7 yields that qτ is
a unit in Dτ .
Proposition 3.4.
1. If Pτ ⊂ Pτ ′, then Aτ ⊂ Aτ ′.
2. The system {Aτ}, together with the natural inclusion mappings Aτ →
Aτ ′ whenever Pτ ⊂ Pτ ′, constitute a stratified C
∗-algebra relative to P.
Proof. It suffices to prove point 1. If Pτ ⊂ Pτ ′, by continuity, the zero locus
condition yields (rτ ′,i′)↾Pτ = 0 for all i
′ = 1, . . . , nτ ′. Then, the radical ideal
condition implies that rτ ′,i′ =
∑
i ϕi rτ,i with ϕi ∈ R. Expanding
ϕi ψα =
∑
β
Ci,α,βψβ ,
5ie., spanning R by finite linear combinations
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we obtain
qτ ′,i′,α =
∣∣∣∑i,β Ci,α,β rτ,i ψβ
〉〈∑
j,γ Cj,α,γ rτ,j ψγ
∣∣∣
‖rτ ′,i′ ψα‖2
=
∑
i,j,β,γ
Ci,α,β Cj,α,γ
‖rτ ′,i′ ψα‖2
qτ,i,β
(
| rτ,iψβ 〉〈 rτ,jψγ |
)
qτ,j,γ .
This shows that qτ ′,i′,α ∈ Dτ for all i
′, α. Hence, Dτ ′ ⊂ Dτ . Since qτ is a unit
in Dτ ,
qτqτ ′ = qτ ′ = qτ ′qτ .
This implies
pτpτ ′ = pτ = pτ ′pτ
and hence pτFpτ = pτ ′pτFpτpτ ′ ⊂ pτ ′Fpτ ′ .
Next, we relate the projection pτ to the closed subspace Kˆτ associated with
Pτ , defined by the decomposition (12).
Proposition 3.5. For every τ ∈ T, we have qτKˆ = Vτ and pτKˆ = Kˆτ .
Thus, the subalgebra Aτ associated with the stratum Pτ is given by the same
projection as the closed subspace Kˆτ associated with Pτ . First, this implies
that Aτ is independent of the choice of the basis used in the construction.
Second, in view of Corollary 2.14, this implies that Aτ may be identified with
a C∗-subalgebra of B(Kˆτ ).
Proof. It suffices to show qτ Kˆ = Vτ .
(⊂) Let ξ ∈ Kˆ be given. We have to show that (qτξ)↾Pτ = 0. Since qτ ∈ Dτ ,
and since Dτ is contained in the norm-closed left ideal in F generated by Cτ ,
qτ is the norm-limit of some sequence (ak) in F whose members are of the
form
ak =
∑
i,α
qτ,i,α ak,i,α
with ak,i,α ∈ F and with ak,i,α 6= 0 for only finitely many α. Since (rτ,i ψα)↾Pτ =
0 for all i, α, we have (akξ)↾Pτ = 0 for all k. Since akξ → qτξ in the L
2-norm
and since for holomorphic L2-functions, L2-norm convergence implies point-
wise convergence6, we obtain (qτξ)↾Pτ = 0, as was to be shown.
(⊃) In view of the denseness condition it suffices to show that ϕ ∈ qτ (Kˆ)
for every ϕ ∈ R vanishing on Pτ . Given such ϕ, the radical ideal condition
6See e.g. Lema 1.4.1 in [26]; L2-norm convergence implies in fact uniform convergence
on compact sets.
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implies that ϕ =
∑
i ϕirτi for some ϕi ∈ Kˆ. Expanding ϕi =
∑
αCi,αψα, we
see that
ϕ =
∑
i,α
Ci,α rτ,i ψα =
∑
i,α
Ci,α qτ,i,α(rτ,iψα) . (14)
This shows that ϕ belongs to the images of the projections qτ,i,α. Since the
latter belong to Dτ , Corollary 2.14 implies that their images are contained
in qτ (Kˆ).
We introduce the following terminology.
Definition 3.6. We say that an operator a ∈ B(Kˆ) is
1. annihilating for Pτ if im(a) ⊂ Vτ ,
2. localized on Pτ if ker(a) ⊃ Vτ .
In addition, we say that a set of annihilating operators for Pτ is generating if
the hereditary C∗-subalgebra of B(Kˆ) generated by this set contains all one-
dimensional projections which project onto subspaces spanned by elements of
R vanishing on Pτ .
Proposition 3.7. For every τ ∈ T, the following holds.
1. The elements of Dτ are annihilating for Pτ .
2. The elements of Rτ , and thus in particular the elements of Aτ , are
localized on Pτ .
3. The constraint set Cτ is generating.
Proof. Points 1 and 2 follow instantly from Proposition 3.5 and Corollary
2.14. To prove point 3, let q be a one-dimensional projection onto a subspace
spanned by some ϕ ∈ R such that ϕ↾Pτ = 0. Assuming ϕ to be normalized,
we have q = |ϕ 〉 〈ϕ |. By an argument given in the proof of Proposition 3.5,
ϕ can be written in the form (14). Then,
q =
∑
i,j;α,β
Ci,αCj,β | rτ,iψα 〉〈 rτ,jψβ |
=
∑
i,j;α,β
Ci,αCj,β qτ,i,α
(
| rτ,iψα 〉〈 rτ,jψβ |
)
qτ,j,β
and thus q ∈ Dτ .
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In the T -procedure, instead of Cτ , we may take any countable generating set
of annihilating operators for Pτ .
Proposition 3.8. Let τ ∈ T. If C ⊂ F is a countable generating set of
operators which are annihilating for Pτ , then the T -procedure applied to the
quantum system with constraints (F,C) yields Dτ , Oτ and Rτ .
As a consequence, the observable algebra Aτ associated with the stratum Pτ
can be obtained from any countable generating set of annihilating operators
for Pτ .
Proof. Let D denote the hereditary C∗-subalgebra of F generated by C. By
the same argument as for Dτ , we find a unique projection q in F such that
D = qFq. In particular, D is strongly closed, and Proposition 2.7 yields that
q is a unit in D. It suffices to show that q = qτ . For that purpose, in view
of Proposition 3.5, it suffices to show that qKˆ = Vτ .
(⊂) This follows by the same argument as in the proof of Proposition 3.5.
(⊃) We show that
(
(1 − q)Kˆ
)
∩ Vτ = {0}. Assume, on the contrary, that
there exists ξ ∈ Kˆ such that
(1− q)ξ 6= 0 , ((1− q)ξ)↾Pτ = 0 . (15)
Denote ϕ := (1−q)ξ. By the denseness condition, ϕ is the limit of a sequence
(ϕn) in R whose members vanish on Pτ . We may assume ϕ and all ϕn to
be normalized. Then, the sequence of projections
(
|ϕn 〉〈ϕn |
)
converges in
norm to |ϕ 〉 〈ϕ |. Since |ϕn 〉 〈ϕn | is annihilating for Pτ , by the generating
property of C, we have |ϕn 〉 〈ϕn | ∈ D for all n. Since D is closed, then
|ϕ 〉 〈ϕ | ∈ D. Since q is a unit in D, we have q |ϕ 〉 〈ϕ | = |ϕ 〉 〈ϕ |. On
the other hand, qϕ = 0 and hence q |ϕ 〉 〈ϕ | = 0 (contradiction). Hence, an
element ξ ∈ Kˆ satisfying (15) does not exist.
4 Application to Hamiltonian lattice gauge
theory
4.1 The model
Let G be a compact Lie group and let g be its Lie algebra. Later on, we
will specify G = SU(2), but for the time being, this is not necessary. Let
Λ be a finite spatial lattice and let Λ0, Λ1 and Λ2 denote, respectively, the
sets of lattice sites, lattice links and lattice plaquettes. For the links and
plaquettes, let there be chosen an arbitrary orientation. In lattice gauge
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theory with gauge group G in the Hamiltonian approach, gauge fields (the
variables) are approximated by their parallel transporters along links and
gauge transformations (the symmetries) are approximated by their values
at the lattice sites. Thus, the classical configuration space is the space GΛ
1
of mappings Λ1 → G, the classical symmetry group is the group GΛ
0
of
mappings Λ0 → G with pointwise multiplication and the action of g ∈ GΛ
0
on a ∈ GΛ
1
is given by
(g · a)(ℓ) := g(x)a(ℓ)g(y)−1 , (16)
where ℓ ∈ Λ1 and x, y denote the starting point and the endpoint of ℓ,
respectively. The classical phase space is given by the associated Hamiltonian
G-manifold [1, 33] and the reduced classical phase space is obtained from
that by symplectic reduction [30, 33, 35]. We do not need the details here.
Dynamics is ruled by the classical counterpart of the Kogut-Susskind lattice
Hamiltonian, see [25]. When identifying T∗G withG×g, and thus T∗GΛ
1
with
GΛ
1
× gΛ
1
, by means of left-invariant vector fields, the classical Hamiltonian
is given by
H(a, E) =
λ2
2δ
N∑
ℓ∈Λ1
‖E(ℓ)‖2 −
1
λ2δ
∑
p∈Λ2
(
tr a(p) + tr a(p)
)
, (17)
where a ∈ GΛ
1
, λ denotes the coupling constant, δ denotes the lattice spacing
and a(p) denotes the product of a(ℓ) along the boundary of the plaquette
p ∈ Λ2 in the induced orientation. The trace is taken in some chosen unitary
representation. Unitarity ensures that the Hamiltonian does not depend on
the choice of plaquette orientations. Finally, Λ1 ∋ ℓ 7→ E(ℓ) ∈ gΛ
1
is the
classical colour electric field (canonically conjugate momentum).
When discussing orbit types in continuum gauge theory, it is convenient to
first factorize with respect to the free action of pointed gauge transformations,
thus arriving at an action of the compact gauge group G on the quotient
manifold. This preliminary reduction can also be carried out in the case of
lattice gauge theory under consideration. In fact, given a lattice site x0, it is
not hard to see that the normal subgroup
{g ∈ GΛ
0
: g(x0) = 1} , (18)
where 1 denotes the unit element of G, acts freely on GΛ
1
. Hence, one may
pass to the quotient manifold and the residual action by the quotient Lie
group of GΛ
0
with respect to this normal subgroup. Clearly, the quotient Lie
group is naturally isomophic to G. The quotient manifold can be identified
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with a direct product of copies of G and the quotient action can be identified
with the action of G by diagonal conjugation as follows. Choose a maximal
tree T in the graph Λ1 and define the tree gauge of T to be the subset
{a ∈ GΛ
1
: a(ℓ) = 1 for all ℓ ∈ T}
of GΛ
1
. One can readily see that every element of GΛ
1
is conjugate under
GΛ
0
to an element in the tree gauge of T and that two elements in the
tree gauge of T are conjugate under GΛ
0
if they are conjugate under the
action of G via constant gauge transformations. This implies that the natural
inclusion mapping of the tree gauge into GΛ
1
descends to a G-equivariant
diffeomorphism from that tree gauge onto the quotient manifold of GΛ
1
with
respect to the action of the subgroup (18). Finally, by choosing a numbering
of the off-tree links in Λ1, we can identify the tree gauge of T with the direct
product of N copies of G, where N denotes the number of off-tree links. This
number does not depend on the choice of T. Then, the action of G on the
tree gauge via constant gauge transformations translates into the action of
G on GN by diagonal conjugation,
g · a = gag−1 , (19)
where a = (a1, . . . , aN) ∈ G
N and g ∈ G. As a consequence, for the discussion
of the role of orbit types we may pass from the original Hamiltonian system
with symmetries, given by the configuration space GΛ
1
, the symmetry group
GΛ
0
and the action (16), to the reduced Hamiltonian system with symmetries
given by the configuration space
Q := GN ,
the symmetry group G and the action of G on Q given by diagonal conju-
gation (19). This is the system we will discuss here. As before, the classical
phase space is given by the associated Hamiltonian G-manifold, whose un-
derlying symplectic manifold is T∗Q endowed with its canonical cotangent
bundle projection
π : T∗Q→ Q .
The action of G on Q naturally lifts to a symplectic action on T∗Q and the
lifted action admits the standard momentum mapping
µ : T∗Q→ g∗ , µ(p)
(
X) := p(X∗) ,
where p ∈ T∗Q, X ∈ g and X∗ denotes the Killing vector field defined by X .
An easy calculation shows that under the global trivialization
T∗Q ≡ T∗GN ∼= GN × gN (20)
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induced by left-invariant vector fields and an invariant scalar product on g,
the lifted action is given by diagonal conjugation,
g · (a, A) =
(
ga1g
−1, . . . , gaNg
−1,Ad(g)A1, . . . ,Ad(g)AN
)
(21)
and the associated momentum mapping is given by
µ(a, A) =
N∑
i=1
Ad(ai)Ai − Ai , (22)
see e.g. [33, Section 10.7]. The reduced phase space P is obtained from T∗Q
by singular symplectic reduction at µ = 0. That is, P is the set of orbits of
the lifted action of G on the invariant subset µ−1(0) ⊆ T∗Q, endowed with
the quotient topology induced from the relative topology on this subset. In
gauge theory, the condition µ = 0 corresponds to the Gauß law constraint.
It can be shown that the action of G on µ−1(0) has the same orbit types
as that on Q. By definition, the orbit type strata of P are the connected
components of the subsets of P of elements with a fixed orbit type. They are
called strata, because they provide a stratification of P [35, 30]. By singular
symplectic reduction, the orbit type strata of P are endowed with symplectic
manifold structures. The bundle projection π : T∗Q→ Q induces a mapping
P → Q/G. This mapping is surjective, because µ is linear on the fibres of
T∗Q and hence µ−1(0) contains the zero section of T∗Q. It need not preserve
the orbit type though. For the study of various aspects of the above classical
stratification we refer to [3, 4, 6], for a theory of singular (continuum) phase
space reduction in the Fre´chet context see [5] and further references therein.
In subsection 4.5 we will present the orbit types for G = SU(2).
4.2 Canonical quantization. The observable algebra
By (20), the classical unreduced phase space will be identified with T∗GN ∼=
GN×gN and the action of the group of local gauge transformations is reduced
to the diagonal action of G via (21).
We construct the quantum model along the lines of [23, 24, 13, 14], but limit
our presentation from the beginning to the formulation in the tree gauge. For
details of the general construction we refer to the above papers. To quantize
the classical gauge connections, we generalize the Schro¨dinger representation
for a particle on the real line acting on the Hilbert space L2(R) as follows:
for any ϕ ∈ L2(G), we define the bounded operators
(Ugϕ)(h) := ϕ(g
−1h) ,
(
Tfϕ)(h) := f(h)ϕ(h) , (23)
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where g, h ∈ G and f ∈ L∞(G). Here, U is the left regular unitary repre-
sentation of G and T is the natural representation of L∞(G) given by left
multiplication. Clearly, T and U represent the position and momentum op-
erator analogues, respectively. The pair π0 := (U, T ) is referred to as the
generalized Schro¨dinger representation. Below, it will be interpreted in the
language of C∗-algebras. Note that π0 is irreducible in the sense that the
commutant of UG ∪ TL∞(G) consists of the scalars. Also note that there is a
natural ground state unit vector ϕ0 ∈ L
2(G) given by the constant function
ϕ0(h) = 1 for all h ∈ G.
7 Then, Ugϕ0 = ϕ0, and, by irreducibility, ϕ0 is cyclic
with respect to the *-algebra generated by UG ∪ TL∞(G). By construction, π0
fulfils the intertwining relation
Ug ◦ Tf ◦ U
∗
g = Tλg(f) , (24)
where
λ : G→ Aut(C(G)) , λg(f)(h) := f(g
−1h) , (25)
for any g, h ∈ G. This relation implies generalized commutation relations as
follows. By (20), the classical canonically conjugate momenta, also referred
to as the colour electric fields, are given by elements of g. For X ∈ g, we
define the associated momentum operator by
PX : C
∞(G)→ C∞(G) , PXϕ := i
d
dt
∣∣∣∣
t=0
U(etX)ϕ . (26)
Then, for any f, ϕ ∈ C∞(G) and X ∈ g,
[
PX , Tf
]
ϕ = i
d
dt
∣∣∣∣
t=0
U(etX)TfU(e
−tX)ϕ = i
d
dt
∣∣∣∣
t=0
Tλexp(tX)(f)ϕ .
Denoting the right invariant vector field on G by XR, we obtain
[
PX , Tf
]
= iTXR(f) . (27)
For G = R, this yields the standard Heisenberg commutation relations. Since
PX = dU(X), we obtain a representation of the Lie algebra g on L
2(G) which
obviously fulfils PXϕ0 = 0.
Now, the physical Hilbert space of the lattice quantum system is obtained
by taking the tensor product of copies of L2(G) over all off-tree links, that
is,
H :=
⊗
L2(G) ∼= L2(GN) . (28)
7Assuming that the Haar measure of G is normalized.
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Clearly, π0 = (U, T ) induces a representation on H denoted by π := (Uˆ , Tˆ ).
In detail, for every off-tree link ℓ, we define
Tˆ
(ℓ)
f := ⊗ · · · ⊗ T
(ℓ)
f ⊗ · · ·⊗ , (29)
and
Uˆ (ℓ)g := ⊗ · · · ⊗ U
(ℓ)
g ⊗ · · ·⊗ , (30)
where T
(ℓ)
f and U
(ℓ)
g are the multiplication and translation operators acting
on the ℓth tensor product factor of H, respectively.
Next, recall that in the tree gauge the group of local gauge transformations
simply coincides with G. We implement the gauge transformations law (21)
on quantum level as follows. We take the unitary representation V of G on
L2(G) given by
(Vgϕ)(h) := ϕ(g
−1 h g) , ϕ ∈ L2(G) , (31)
and take the tensor product of this representation over all off-tree links to
obtain a unitary representation on H, which we denote by the same letter.
Clearly, Vgϕ0 = ϕ0 for all g ∈ G. Using V , we define the local gauge
transformations of the quantum observables from UG ∪ TL∞(G) by
Tf 7→ Vg ◦ Tf ◦ V
−1
g = TVgf , (32)
where f ∈ L∞(G) ⊆ L2(G), and
Uh 7→ Vg ◦ Uh ◦ V
−1
g = Ug h g−1 , (33)
for any g ∈ G. Moreover, since every operator Vg preserves the space C
∞(G),
(33) implies
Vg ◦ PX ◦ V
−1
g = PAd(g)X , (34)
for any X ∈ g.
Next, we construct the field algebra and the observable algebra of our model.
For functional analytic basics used below we refer to [31] or [2]. By (24), the
generalized Schro¨dinger representation π0 = (U, T ) is a covariant represen-
tation of the C∗-dynamical system (C(G), G, λ) with λ : G → Aut
(
C(G)
)
defined by (25). Associated with this C∗-dynamical system, there is a natural
crossed product C∗-algebra C(G) ⋊λ G. Its representations are exactly the
covariant representations of the C∗-dynamical system defined by λ. It is well
known that C(G)⋊λG is isomorphic to the algebra of compact operators on
L2(G),
C(G)⋊λ G ∼= K
(
L2(G)
)
, (35)
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see Theorem II.10.4.3 in [2]. In fact,
π0
(
C(G)⋊λ G
)
= K
(
L2(G)
)
.
Since K
(
L2(G)
)
has a unique irreducible representation up to unitary equiv-
alence, it follows that π0 is the unique irreducible covariant representation of
(C(G), G, λ) (up to equivalence). Moreover, as ϕ0 is cyclic for K
(
L2(G)
)
, π0
is unitarily equivalent to the GNS-representation of the vector state ω0 given
by ω0(A) := (ϕ0, π0(A)ϕ0) for A ∈ C(G)⋊λG. By taking the tensor product
of copies of C(G) ⋊λ G over all off-tree links, we obtain the following field
algebra:
A0 :=
⊗(
C(G)⋊λ G
)
∼=
⊗
K(L2(G)) . (36)
Since A0 is simple, there is only one irreducible representation, up to unitary
equivalence. Moreover, all representations are faithful. This implies the
following.
Proposition 4.1. The field algebra A0 is faithfully and irreducibly repre-
sented by
(
H, π
)
, that is,
π(A0) = K
(
H
)
. (37)
Finally, we note that we have a natural action α of the (reduced) group of
local gauge transformations G on A0 by automorphisms. In the represen-
tation π it is given by g → Ad(Vg) via (32) and (33). This action clearly
preserves π
(
A0
)
= K(H) and, since g → Vg is strongly operator continuous,
it defines a strongly continuous action α of G on π
(
A0
)
and, thus, on A0.
For a detailed discussion of this action we refer to [14], [34].
Now, we can define the observable algebra of the system.
Definition 4.2 (Observable algebra). The observable algebra of the lattice
gauge theory is defined by
A := AG0 /(I ∩ A
G
0 ) ,
where AG0 ⊆ A0 is the subalgebra of gauge invariant elements and I ⊆ A0 is
the ideal generated by the local Gauß laws.8
Recall that, under the representation π, the field algebra A0 gets identified
with K(H). Under this identification, the subalgebra AG0 can be viewed as
the commutant of the unitary representation V in K(H). Consider the closed
subspace Hˆ := HG ⊆ H consisting of G-invariant vectors,
Hˆ := {Φ ∈ H | Vg(Φ) = Φ for all g ∈ G} . (38)
8See [14], [34] for the details.
23
Theorem 4.3. The observable algebra A is isomorphic to the algebra of
compact operators on Hˆ,
A ∼= K
(
Hˆ
)
. (39)
For the proof, see [24]. Observe that by passing from the field algebra A0
to the observable algebra A we reduce the remaining gauge symmetry im-
plemented by the diagonal action of G on quantum level. Finally, we recall
that in Example 2.15 we have outlined that A may be obtained via the T -
procedure.
4.3 Ka¨hler quantization and reduction
In the next step, we wish to implement the classical gauge orbit stratifica-
tion on quantum level. Recall the general procedure from Subsection 3.1.
Here, the construction will be accomplished by using the (generalized) polar
mapping. For that purpose, let gC denote the complexification of g and let
GC denote the complexification of G. This is a complex Lie group having
G as its maximal compact subgroup. It is unique up to isomorphisms. For
G = SU(n), we have GC = SL(n,C). By restriction, the exponential mapping
exp : gC → GC
of GC and multiplication in GC induce a diffeomorphism
G× g→ GC , (a, A) 7→ a exp(iA) , (40)
which is equivariant with respect to the action of G on G× g by
g · (a, A) :=
(
gag−1,Ad(g)A
)
and the action of G on GC by conjugation. For G = SU(n), this diffeo-
morphism amounts to the inverse of the polar mapping. By composing this
diffeomorphism with the left global cotangent bundle trivialization, we obtain
a diffeomorphism
T∗GN → GN
C
, (41)
which is equivariant with respect to the lifted action of G on T∗GN and the
action of G on GN
C
by diagonal conjugation. Via this diffeomorphism, the
complex structure of GN
C
and the symplectic structure of T∗GN combine to
a Ka¨hler structure. Now, half-form Ka¨hler quantization on GN
C
yields the
Hilbert space
K := HL2(GN
C
, dν~)
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of holomorphic functions on GN
C
which are square-integrable with respect to
the measure
dν~ = e
−κ/~ η ε , (42)
where κ is the Ka¨hler potential on GN
C
, η is the half-form correction and ε is
the Liouville measure on T∗GN . See [16] for details. Reduction then yields
the closed subspace
Kˆ := KG ≡ HL2(GN
C
, dν~)
G (43)
of G-invariants as the Hilbert space of the reduced system.
Remark 4.4. The above result belongs to Hall [16]. Alternatively, as also
observed by Hall, the Hilbert space HL2(GN
C
, dν) is obtained via the Segal-
Bargmann transformation for compact Lie groups [15]. In more detail, the
Segal-Bargmann transformation
Φ : L2(GN)→ HL2(GNC , dν~)
is a unitary isomorphism, which restricts to a unitary isomorphism of the
subspaces of invariants. That is, under this isomorphism, the canonical rep-
resentation space Hˆ ≡ L2(GN )G of the observable algebra A gets identified
with the Hilbert space Kˆ ≡ HL2(GN
C
, dν~)
G. 
4.4 Orbit type costratification
According to Remark 4.4, the Hilbert space Kˆ given by (43) may be identified
with the canonical representation space of the observable algebra A. Here,
we adopt this point of view. By the construction presented in Subsection 3.1,
the subspaces associated with the orbit type strata of P are, by definition,
the orthogonal complements of the subspaces of functions vanishing on those
strata. We first have to clarify how to interpret elements of Kˆ as functions
on P. In the case N = 1 discussed in [21], this is readily done by observing
that P ∼= TC/W , where T is a maximal torus in G and W the corresponding
Weyl group, and by using the isomorphism
HL2(GC, dν)
G ∼= HL2(TC, dνT )
W .
Here, the measure dνT is obtained from dν by integration over the conjuga-
tion orbits in GC, thus yielding an analogue of Weyl’s integration formula for
HL2(GC, dν). In the general case, the argument is as follows.
Consider the action of GC on G
N
C
by diagonal conjugation. For a ∈ GN
C
, let
GC · a denote the corresponding orbit. Since GC is not compact, GC · a need
not be closed. If a holomorphic function on GN
C
is invariant under the action
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of G by diagonal conjugation, then it is also invariant under the action of
GC by diagonal conjugation, i.e., it is constant on the orbit GC · a for every
a ∈ GN
C
. Being continuous, it is then constant on the closure GC · a. As a
consequence, it takes the same value on two orbits whenever their closures
intersect. We may therefore pass to orbit closure equivalence classes: two
elements a, b ∈ GN
C
are said to be orbit closure equivalent if there exist
c1, . . . , cr ∈ G
N
C
such that
GC · a ∩GC · c1 6= ∅ , GC · c1 ∩GC · c2 6= ∅ , . . . , GC · cr ∩GC · b 6= ∅ .
Let GN
C
//GC denote the topological quotient
9. By construction, the elements
of Kˆ descend to continuous functions on GN
C
//GC.
Theorem 4.5. The natural inclusion mapping µ−1(0) → GN
C
induces a
homeomorphism
P→ GNC //GC . (44)
For the general arguments, see [18]. For details in the context of our model,
see [9].
As a result, via the homeomorphism (44), the elements of Kˆ can be inter-
preted as functions on P. Now, according to the construction presented in
Section 3.1, to a given orbit type stratum Pτ ⊆ P, there corresponds the
closed subspace
Vτ := {ψ ∈ Kˆ : ψ↾Pτ = 0}
and the subspace Kˆτ associated with Pτ is given by the orthogonal comple-
ment of Vτ in Kˆ. Thus, we have the orthogonal decomposition
Kˆ = Kˆτ ⊕ Vτ .
In the remainder we apply the general theory of Section 3 to the model
discussed here for the case G = SU(2).
4.5 Orbit type strata for G = SU(2)
We start with deriving the orbit type strata for G = SU(2). Let Z denote
the center of G and let T ⊆ G denote the subgroup of diagonal matrices.
Clearly, T is a maximal toral subgroup, isomorphic to U(1). Let t ⊆ g be
the Lie subalgebra associated with T .
First, consider the case N = 1. By (22), the vanishing of µ(a, A) implies
that a and A commute. Hence, the pair (a, A) is conjugate to an element of
9This notation is motivated by the fact that the quotient provides a categorical quotient
of GN
C
by GC in the sense of geometric invariant theory [27].
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T × t and the injection T × t →֒ G× g induces a homeomorphism of P onto
the quotient (T × t)/W , where W is the Weyl group acting simultaneously
on T and t by permutation of the entries. If we identify T with the complex
unit circle and t with the imaginary axis, then W acts on T by complex
conjugation and on t by reflection. Hence, the reduced configuration space
X ∼= T/W is homeomorphic to a closed interval and the reduced phase space
P ∼= (T × t)/W is homeomorphic to the well-known canoe, see Figure 1 in
[21]. Corresponding to the partitions 2 = 2 and 2 = 1 + 1, there are two
orbit types, which we denote by 0 and 1, respectively. The orbit type subset
X0 consists of the classes of ±1, i. e., of the endpoints of the interval; it
decomposes into the connected components X+, consisting of the class of 1,
and X−, consisting of the class of −1. The orbit type subset X1 is connected
and consists of the interior of the interval. The orbit type subset P0 consists
of the classes of (±1, 0), i. e., of the vertices of the canoe; it decomposes
into the connected components P+, consisting of the class of (1, 0), and P−,
consisting of the class of (−1, 0). The orbit type subset P1 consists of the
remaining classes, has dimension 2 and is connected.
Now, consider the case N > 1. The stabilizer of an element (a, A) ∈ GN×gN
is given by
CG(a1) ∩ · · · ∩ CG(aN) ∩ CG(A1) ∩ · · · ∩ CG(AN) ,
where CG(·) denotes the respective centralizer in G, i.e.,
CG(ai) = {g ∈ G : gaig
−1 = ai} , CG(Ai) = {g ∈ G : Ad(g)Ai = Ai} .
The centralizer CG(ai) is conjugate to T unless ai = ±1, where CG(±1) = G.
Similarly, the centralizer CG(Ai) is conjugate to T unless Ai = 0, where
CG(0) = G. Since two distinct subgroups which both are conjugate to T
intersect in the center Z, by taking intersections, we see that the stabilizer
can be G, conjugate to T , or Z, where Z is the generic situation. Accordingly,
there are three orbit types and these can be labeled by G, T and Z, where Z
is the principal orbit type. The corresponding orbit type subsets of GN ×gN
are as follows:
(G) Here, CG(ai) = CG(Ai) = G for all i. Hence, (a, A) has orbit type G iff
(a, A) ∈ ZN × {0}N .
(T ) Up to conjugacy, one of the centralizers CG(ai) or CG(Ai) equals T and
all the other centralizers contain T . If CG(aj) contains T , then aj ∈ T .
If CG(Aj) contains T , then Aj ∈ t. Hence, (a, A) has orbit type T iff it
is conjugate to an element of the subset(
TN × tN
)
\
(
ZN × {0}N
)
.
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(Z) The point (a, A) has orbit type Z iff it does not have obit type T or G,
i.e., iff it is not conjugate to an element of TN × tN .
To find the corresponding orbit type subsets of P, we have to intersect the
orbit type subsets with the momentum level set µ−1(0) and pass to G-orbits.
According to (22),
TN × tN ⊂ µ−1(0) .
Since µ−1(0) is G-invariant, this implies that the subsets of orbit type T and
orbit type G are contained in µ−1(0). Since they do not exhaust µ−1(0), all
three orbit types survive the reduction procedure, thus yielding three orbit
type subsets of P. Finally, to find the orbit type strata, we have to decompose
these orbit type subsets into connected components:
(G) Since the elements of ZN × {0}N are invariant under the action of G,
each of them projects to a single point in P. Therefore, there exist 2N
orbit type strata of orbit type G, each of which consists of a single point
representing the (trivial) orbit of an element of ZN ×{0}N . Since such
an element is of the form (ν11, . . . , νN1, 0, . . . , 0) for some sequence of
signs ν = (ν1, . . . , νN), we denote the corresponding stratum by Pν .
(T ) Since ZN × {0}N consists of finitely many points and TN × tN has
dimension at least 2, the complement (TN × tN) \ (ZN × {0}N) is
connected. Since the subset of P of orbit type T is the image of
(TN × tN) \ (ZN × {0}N)
under the natural projection µ−1(0)→ P, it is connected, too. Hence,
it forms an orbit type stratum, PT .
(Z) Since g∗ has dimension 3, the level set µ−1(0) generically has dimension
2N · 3 − 3 = 3(2N − 1). On the other hand, since T has dimension 1
and the elements of TN × tN have stabilizer T under the action of G,
the subset of GN × gN of orbit type T has dimension 2N · 1+ (3− 1) =
2(N + 1). Hence, if the orbit type Z occurs in P, i.e., if N ≥ 2, then
the subset of µ−1(0) generated from TN × tN by the action of G has
codimension
3(2N − 1)− 2(N + 1) = 4N − 5 ≥ 3 .
Therefore, its complement is connected. Since the complement coin-
cides with the subset of µ−1(0) of orbit type Z, the subset of P of this
orbit type is connected. Hence, it forms an orbit type stratum, PZ . 
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4.6 Costratified Hilbert space and stratified observ-
able algebra for G = SU(2)
In this section, we construct the closed subspaces Kˆτ ⊂ Kˆ and the C
∗-
subalgebras Aτ ⊂ A associated with the classical phase space strata Pτ for
G = SU(2). As discussed in subsection 4.5, here τ = ν, T . According to
Sections 4.2 and 4.3, the Hilbert space is given by Kˆ = HL2(GN
C
, dν~)
G and
the observable algebra is given by A = K(Kˆ). The invariant representative
functions form a dense subspace of Kˆ which is closed under pointwise mul-
tiplication of functions and which satisfies the denseness condition for every
τ , see Proposition 3.4 in [9]. Hence, we may take them as the dense algebra
R needed in the construction presented in Section 3.2.10
Since the elements of Kˆ are given by functions on GN
C
, vanishing of ξ ∈ Kˆ
on the stratum Pτ in fact means that ξ↾(GN
C
)τ = 0, where (G
N
C
)τ ⊂ G
N
C
is the subset which under the natural projection GN
C
→ GN
C
//GC and the
homeomorphism (44) corresponds to the orbit type stratum Pτ ⊂ P. Thus,
relations defining Pτ are given by relations defining the subsets (G
N
C
)τ . Since
the subspaces Kˆτ and the subalgebras Aτ can most conveniently be described
in terms of the associated orthogonal projections pτ : Kˆ → Kˆτ , it is these
projections which have to be found.
First, consider the case τ = T .
Theorem 4.6.
The G-invariant representative functions
rTij(a) := tr
(
[ai, aj]
2
)
, 1 ≤ i < j ≤ N
rTijk(a) := tr
(
[ai, aj]ak
)
, 1 ≤ i < j < k ≤ N
satisfy the zero locus condition wrt. the topological closure of (GN
C
)T and the
radical ideal condition.
Proof. See [9], Theorems 5.2 and 6.1.
The associated projection pT : Kˆ → KˆT can be obtained by a perturbative
analysis of the relations given in the theorem. This is work in progress and
will be discussed elsewhere. As a first step, in [7] we have determined the
expansion coefficients of the products rTijψα and r
T
ijkψα for {ψα} being the
orthonormal basis of quasi-characters.
Now, consider the case τ = ν.
10R coincides with the subring of G-invariants in the coordinate ring of GN
C
.
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Theorem 4.7. For every sequence of signs ν, the G-invariant representative
functions given in Theorem 4.6, together with
rνi (a) := tr(ai)− 2νi , 1 ≤ i ≤ N ,
rνij(a) := tr(aiaj)− 2νiνj , 1 ≤ i < j ≤ N ,
satisfy the zero locus condition wrt. (GN
C
)ν and the radical ideal condition.
Proof. Let ν be given. In [9], Theorem 5.3, it was shown that the zero locus
condition holds without the functions rνij. In the proof of that theorem it
has furthermore been shown that the conditions rTij(a) = 0, r
T
ijk(a) = 0 and
rνi (a) = 0 imply that
ai =
[
νi βi
0 νi
]
with some βi ∈ C for all i. Hence, the functions r
ν
ij vanish on Pν , so that
adding them does not destroy the zero locus condition.
To check the radical ideal condition, it suffices to show that the ideal I
generated in R by the functions given in the theorem coincides with the
vanishing ideal N of the point (ν11, . . . , νN1). By the zero locus condition,
I ⊂ N. To prove the converse inclusion, let I0 denote the ideal in R generated
by the rTij and the r
T
ijk. For 1 ≤ i, j ≤ N , define G-invariant representative
functions ti, tij by
ti(a) := tr(ai) , tij(a) := tr(aiaj) .
It has been shown in the proof of Lemma 6.3 in [9] that the functions
ti1 · · · tirtk11,k12 · · · tks1,ks2 (45)
with i1 ≤ · · · ≤ ir and (k11, k12) < · · · < (ks1, ks2) (lexicographic ordering),
and where r, s = 0, 1, 2, . . . , form a basis in a vector space complement of I0
in R. Here, in case r = 0 or s = 0, the corresponding factor collapses to 1.
Resolving
ti = r
ν
i + 2νi , tij = r
ν
ij + 2νiνj
and plugging this into (45), we see that every such basis element can be
written as a linear combination of the constant function 1 and an element
of I. It follows that 1 spans a vector space complement of I in R and hence
that N ⊂ I.
Since each of the strata Pν consists of a single point, the closed subspaces
Kˆν , and thus the associated projections pν : Kˆ → Kˆν , can be determined
explicitly without using the relations by the following direct argument.
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Let {ψα : α ∈ A} be an orthonormal basis of Kˆ consisting of invariant
representative function which contains a constant function ψ0. Such a basis
exists, because the constant functions are invariant representative functions
and they belong to HL2(GN
C
, dν). For example, one may use the orthonormal
basis of quasi-characters presented in [7].
Theorem 4.8. For every sequence ν of signs, the subspace Kˆν is spanned by
the single element
ψν =
∑
β∈A
ψβ(ν11, . . . , νN1)ψβ .
Proof. Since for an invariant function ψ, the condition to vanish on (GN
C
)ν is
equivalent to the condition ψ(ν11, . . . , νN1) = 0, the vanishing subspace Vν
is spanned by
ϕα := ψα − ψα(ν11, . . . , νN1) 1 , α ∈ A , α 6= 0 , (46)
where 1 denotes the constant function with value 1. Since this function com-
plements the functions (46) to a basis in Kˆ, the subspace Kˆν has dimension
1. Hence, it suffices to show that ψν is orthogonal to the functions (46).
Denoting the scalar product in Kˆ by 〈·, ·〉 and writing b = (ν11, . . . , νN1),
for given α ∈ A we compute
〈ψν , ϕα〉 =
∑
β∈A
ψβ(b)〈ψβ, ψα〉 −
∑
β∈A
ψβ(b)ψα(b)〈ψβ, 1〉 .
Since the basis is orthonormal, the first sum yields ψα(b). Moreover, since
ψ0 is constant, 〈ψβ , 1〉 = 0 unless β = 0. Hence, the second sum reduces to
ψ0(b)ψα(b)〈ψ0, 1〉 = ψα(b)〈ψ0, ψ0(b)1〉 .
Since ψ0(b) 1 = ψ0, the scalar product gives 1. Hence, 〈ψν , ϕα〉 = 0 for all
α ∈ A, indeed.
Corollary 4.9. For every sequence ν of signs, the projection associated with
the stratum Pν is given by
pν =
|ψν 〉 〈ψν |
‖ψν‖2
. 
Corollary 4.10. For every sequence ν of signs, the observable algebra asso-
ciated with the stratum Pν is given by Aν = Cpν .
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Proof. Since pν has finite dimension, it belongs to A ≡ K(Kˆ). Hence,
Aν = pνApν ,
and every element of Aν is of the form
pνapν =
〈ψν |aψν〉ψν
‖ψν‖4
= 〈a〉ψν pν ,
where 〈a〉ψν denotes the expectation value of the observable a in the state
ψν .
Remark 4.11. The complementary projection qν = 1Kˆ − pν defining the
hereditary C∗-subalgebra Dν = (qτ |A|sqτ ) ∩ A is infinite-dimensional and
thus does not belong to A ≡ K(Kˆ). 
Remark 4.12. In the case N = 1, according to subsection 4.5, there are
two secondary strata P± which under the homeomorphism with GC//GC
correspond to (the orbit closure equivalence classes of) the isolated points
±1. Hence, we may apply Theorem 4.8. As an orthonormal basis, we may
choose the normalized characters of GC,
(~π)−
3
4 e−~β(n+1)
2/2 χCn , n = 0, 1, 2, . . . .
Here, n is twice the spin and β is a scaling parameter for the invariant scalar
product on su(2). Clearly, χCn(±1) = (±1)
n(n + 1). Hence, Kˆ± is spanned
by the vector
ψ± =
∞∑
n=0
(±1)n (n + 1) e−~β
2(n+1)2χCn .
One can check that
‖ψ±‖
2 =
∞∑
n=1
n2e−~β
2n2 .
Thus, according to Corollary 4.9, the projection associated with the stratum
P± is given by
p± =
∞∑
n,m=0
(±1)n+m (n+ 1)(m+ 1) e−~β
2((n+1)2+(m+1)2)
∞∑
n=1
n2e−~β2n2
∣∣χCn 〉 〈χCm ∣∣ .
Since P± are the only secondary strata, according to Corollary 4.10, the
stratification of the observable algebra A consists of the two one-dimensional
subalgebras A+ = Cp+ and A− = Cp−. 
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Remark 4.13. For α ∈ A, α 6= 0, let ϕα denote the function defined by (46)
and put
ϕ˜α :=
ϕα
‖ϕα‖
, qα := | ϕ˜α 〉 〈 ϕ˜α | .
We show that
C := {qα : α ∈ A, α 6= 0}
is a self-adjoint generating set of annihilating operators for Pν and can thus
be taken as the constraint set for the T -procedure. Self-adjointness is obvious
and the annihilation property holds by construction. To check the generation
property, let q be a one-dimensional projection onto a subspace spanned by
an element ξ of R vanishing on Pτ . Assuming ξ to be normalized, we have
q = | ξ 〉 〈 ξ |. Expanding ξ wrt. the basis made up by ψ0 and the ϕα, α 6= 0,
we see that
ξ =
∑
α6=0
Cα ϕα
for certain Cα ∈ C. Therefore,
q =
∑
α,α′ 6=0
CαCα′ |ϕα 〉 〈ϕα′ | =
∑
α,α′ 6=0
CαCα′ qα′
(
|ϕα 〉 〈ϕα′ |
)
qα ,
and hence q belongs to the hereditary C∗-sublgebra of F generated by C. 
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