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A BSTRACT
In DARPA’s view of the three waves of AI, the first wave of AI, symbolic AI, focused
on explicit knowledge. The second and current wave of AI is termed statistical AI. Deep
learning techniques have been able to exploit large amounts of data and massive computational power to improve human levels of performance in narrowly defined tasks. Separately, knowledge graphs have emerged as a powerful tool to capture and exploit a variety
of explicit knowledge to make algorithms better apprehend the content and enable the next
generation of data processing, such as semantic search. After initial hesitancy about the
scalability of the knowledge creation process, the last decade has seen significant growth
in developing and applying knowledge, usually in the form of knowledge graphs. Examples range from the use of DBPedia in IBM’s Watson to Google Knowledge Graph in
Google Semantic Search to the application of ProteinBank in AlphaFold, recognized by
many as the most significant AI breakthrough. Furthermore, numerous domain-specific
knowledge graphs/sources have been applied to improve AI methods in diverse domains
such as medicine, healthcare, finance, manufacturing, and defense.
Now, we move towards the third wave of AI built on the "Neuro-Symbolic" approach
that combines the strengths of statistical and symbolic AI. Combining the respective powers and benefits of using knowledge graphs and deep learning is particularly attractive.
This has led to the development of an approach and practice in computer science termed
"knowledge-infused (deep) learning" (KiL). This dissertation will serve as a primer on
methods that use diverse forms of knowledge: linguistic, commonsense, broad-based, and
domain-specific and provide novel evaluation metrics to assess knowledge-infusion algorithms on various datasets, like social media, clinical interviews, electronic health records,
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information-seeking dialogues, and others. Specifically, this dissertation will provide necessary grounding in shallow infusion, semi-deep infusion, and a more advanced form called
deep infusion to alleviate five bottlenecks in statistical AI: (1) Context Sensitivity, (2) Handling Uncertainty and Risk, (3) Interpretability, (4) User-level Explainability, and (5) Task
Transferability. Further, the dissertation will introduce a new theoretical and conceptual
approach called Process Knowledge Infusion, which enforces semantic flow in AI algorithms by altering their learning behavior with procedural knowledge. Such knowledge
is manifested in questionnaires and guidelines that are usable by AI (or KiL) systems for
sensible and safety-constrained response generation.
The hurdle to prove the acceptability of KiL in AI and natural language understanding
community lies in the absence of realistic datasets that can demonstrate five bottlenecks
in statistical AI. The dissertation describes the process involved in constructing a wide
variety of gold-standard datasets using expert knowledge, questionnaires, guidelines, and
knowledge graphs. These datasets challenge statistical AI on explainability, interpretability, uncertainty, and context-sensitivity and showcase remarkable performance gains obtained by KiL-based algorithms. This dissertation termed these gold-standard datasets as
Knowledge-intensive Language Understanding (KILU) tasks and considered them complementary to well-adopted General Language Understanding and Evaluation (GLUE)
benchmarks. On KILU and GLUE datasets, KiL-based algorithms outperformed existing
state-of-the-arts in natural language generation and classification problems. Furthermore,
KiL-based algorithms provided user-understandable explanations in sensitive problems like
Mental Health by highlighting concepts that depicts the reason behind model’s prediction
or generation. Mapping of these concepts to entities in external knowledge source can
support experts with user-level explanations and reasoning. A cohort-based qualitative
evaluation informed that KiL should support stronger interleaving of a greater variety of
knowledge at different levels of abstraction with layers in a deep learning architecture.
This would enforce controlled knowledge infusion and prevent model from extrapolating
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or overgeneralization. This dissertation open future research questions on neural models
within the domain of natural language understanding. For instance, (a) Which layer within
a deep neural language model (NLMs) require knowledge? (b) It is known that NLMs learn
by abstraction. How to leverage external knowledge’s inherent abstraction in enhancing the
context of learned statistical representation? (c) Layered knowledge infusion might result
in high-energy nodes contributing to the outcome. This is counter to the current softmaxbased predictions. How to pick the most probable outcome? and others. This dissertation
provide a firsthand towards addressing these questions; however, much efficient methods
are needed that provide user-level explanations, be interpretable, and propel safe AI.
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C HAPTER 1
I NTRODUCTION
For many people, the purpose of Artificial Intelligence (AI) has been to achieve humanlevel intelligence. In that direction, recent years have seen data-driven machine learning
(ML) or deep learning (DL) models, specifically neural networks, acquiring remarkable
success in many tasks such as object detection in images and speech recognition. On the
other hand, these approaches prove limited in their ability to perform the tasks with generality, adaptability, and explainability toward accomplishing “machine intelligence”. As
the dependence on large labeled datasets for learning continues to be critical, the challenge
is to obtain adequate and high-quality labeled data or provide some means to overcome
that gap. Moreover, such a dataset may not cover all possibilities concerning the task in
question, including those likely to arise in the future. For example, in natural language understanding (NLU), algorithms have not yet progressed adequately to capture the implicit
contextual meaning of the content. One approach to address such limitations and make
intrinsically more intelligent systems is to combine the bottom-up data-dependent processing with a top-down goal-driven or plan-based processing, as observed by cognitive
scientists (e.g. symbolic reasoning, expert knowledge) and to a lesser extent by computer
scientists [13] [14]. Figure 1.1 provides an illustrative comparison between blackbox (left)
and greybox (right). The blending of ML/DL with structured knowledge (e.g., knowledge
graphs (KG)) to achieve greybox AI is what we call “Knowledge-Infused Learning” (KiL
) [15] [16], is an approach to address significant limitations of statistical methods in AI: (a)
Context Sensitivity: A statistical AI model is opinionated based on the input it sees which
is a partial representation of the world. (b) Uncertainty and Risk: There exists a knowl-
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edge gap between what annotators use to create and curate datasets and the models that
consume labeled datasets. (c) Model Interpretability: An interpretation of the internal
mechanics of AI models is sought to study anomalies learned while training over diverse
datasets. (d) User level Explainability: A human can endorse a statistical AI model if the
outcome is traceable to some external source of information with which a human can relate
the findings deduced from the model. Synonymously, it is considered post-hoc explainability, which is still a manual effort from end-users, whereas KiL seeks its automation using
KG. (e) Task Transferability: Any AI model should learn to perform a task and utilize the
known to perform acceptably well on similar tasks. KiL sees an opportunity to exploit the
semantic similarity across tasks using external sources of information (e.g., KG, lexicons,
documents, etc.).

Figure 1.1 (left) Neural Networks and Deep Learning Models (e.g classification/discriminative models, generative models) modeled as black box because the decision/actions do not support user-level explainability. Further, there is no other means to
interpret the internal mechanics of black box other than studying the low-level data. This
black box is considered as system 1. (right) System 2 represents symbolic knowledge represented in the form of a knowledge graph (KG; a graph), semantic lexicons (a dictionary),
rules (a set of constraints) that can be made in machine understandable form and infused
in System 1 for model interpretations. To study the outcome of System 1, then System 2
supports user-level explainability.
ML/DL models have shown significant advances in improving natural language processing (NLP) by probabilistically learning latent patterns in the data using topic models
(e.g. LDA), decision trees [17], Bayesian networks [18], Markovian processes [19], and
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multi-layered network of computational nodes arranged sequentially, or parallelly with attention and positional encodings [20]. These methods consume a tremendous amount of
training data with increased scaling in parameters for better performance. Further, researchers have started to recognize the lack of uncertainty handling in these models when
used in closed-domain tasks (or domain-specific tasks). In addition, the desire to increase
the model complexity by an order of 10 for 1/10th of the improvement in safety, explainability, and model interpretability [21] raises further concerns in their utility. The use
of relevant background knowledge will aid ML/DL models in coping with uncertainty
and reduce model complexity. The background knowledge contains the representations
of real-world that would facilitate explainability. These features would contain explicit
representation of entities, their synonyms, and a variety of typed relationships. Further, if
these features allow any ML/DL models to learn input and output mapping and tune its
attention, then we would attain a matrix that should contribute to model interpretability.
Learning over conceptual features will also benefit ML/DL model to showcase handling
of uncertainty and risk by introducing expert-defined rules as constraints. Pioneers in AI
are manipulating the structured KGs for ML/DL machine with relational inductive biases1 ,
transfer learning (cross-domain knowledge sharing), and other new methods of infusing
KG into ML/DL (see Table 1.1). Let us explore how past research in ML/DL, its associated challenges, and impact areas inform the need to infuse KG into ML/DL.
1.0.1

PAST, C HALLENGES , AND I MPACT A REAS

Hand-crafted methods in AI, such as the UCB Hearst Pattern [22] and the NYU Proteus
(1997), were effective in learning underlying patterns. With supervised learning methods, AI drifted towards large-scale data acquisition and annotations, ignoring the explicit
knowledge implicitly embedded in data preparation. Weakly and distantly supervised
learning methods showed the importance of including explicit knowledge, but still relying
1 zd.net/2Jblg2A
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Table 1.1 Reflection of pioneer in AI towards knowledge infusion and Neuro-symbolic
AI in general.
Knowledge-infused Learning is a class of Neuro-Symbolic AI techniques that incorporate broader forms of knowledge (lexical, domain-specific, common-sense, and
constraint-based) into addressing limitations of either symbolic or statistical AI approaches, such as model interpretations and user-level explanations. Compared to powerful statistical AI that exploits data, KiL benefits from data as well as knowledge.
Leslie Valiant’s vision: "The aim here is to identify a way of looking at and manipulating
broader and other richer forms of knowledge that is consistent with and can support what
we consider to be the two most fundamental aspects of intelligent cognitive behavior: the
ability to learn from experience, and the ability to reason from what has been learned.
We are therefore seeking a semantics of knowledge that can computationally support the
basic phenomena of intelligent behavior." Further, Knowledge-infused Learning aims to
incorporate broader forms of knowledge that are linguistic, lexical, domain-specific, rulebased, and word sense-based
Douglas Hoftstader mentioned the reasons for the question “why AI is far from being
intelligent?” by pressing on human thinking being artistic and beautiful. Later you will see
Knowledge-infused learning brings the concept of entity normalization, semantic query
expansion, zero shot learning, and contextual bandits using knowledge graphs to generate
probable outcomes that intuitively lies in human understanding of the problem.
Gary Marcus reflected on the lack of common-sense reasoning in deep language models,
much like Leslie Valiant. Considering Marcus’s example: “What happens when you stack
kindling and logs in a fireplace and then drop some matches is that you typically start a
____” , a KiL approach will look for a connection between “kindling”, “log”, “fireplace”,
“matches”, giving “fire” as the concept with most closely related representations.
on knowledge’s statistical representation. Efforts such as recommender systems, learning
to rank, summarization, and conversational artificial intelligence, revealed drawbacks of
existing statistical AI methods in achieving acceptability and adoption by communities of
experts [23–25]. For instance, Han et al. enumerated the reasons for under-performance
of content+collaborative recommender systems in healthcare, mostly directed to the ignorance of ground-truth guidelines (or rules), such as International Classification of Diseases
10th Edition (ICD-10) and Unified Medical Language System (UMLS) hierarchy, and conceptual features explaining one’s health conditions [26].
ML/DL algorithms excel in automatically but opaquely uncovering semantic equivalence and subsumption relationships based on the similarity of usage contexts detected and
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encoded during training. This does provide a limited means to impose hierarchical organization (e.g., IS-A, HAS-A). However, this is not robust with respect to reliably uncovering
synonymy, polysemy, part-of/part-whole/has-a, and other labeled relationships in general,
which are required in upcoming challenging tasks in natural lanaguage processing (e.g.
KILU [27], KILT [28], GEM [29], etc.). These tasks require ML/DL to be supported with
curated resources such as WORDNET for formal arbitration of linguistic knowledge or
UMLS for biomedical knowledge [30] [9] [31].
In learning to rank, state-of-the-art statistical AI methods heavily rely on the cooccurrences of pairs of words. As a consequence, it is difficult to rank documents/contents
when the query is about an emerging topic with minimal co-occurrences (e.g. long-tail entities [27] [9]). Moreover any statistical AI algorithm functions on latent dimensions making
the ranking of documents/contents hard to explain. Algorithms in summarization have a
hard time in modeling knowledge constraints causing the end result to significantly differ
from useful and actionable summaries [23]. In conversational artificial intelligence, an
intrinsic task of any ML/DL algorithm is to understand user behavior during an interactive
search and later improve accuracy during search sessions. Research on conversational artificial intelligence has been hampered by a lack of datasets that involve process knowledge,
an approach experts follow during any formal conversational setting. We noticed that while
deep learning enables one to perform empirically defined tasks well in the aggregate, it is
not conducive to accomplishing general or human-like intelligence tasks accurately. It is
because we are unable to scrutinize and programmatically exploit the learned representations to provide formal guarantees in the conclusions derived. For instance, algorithms
trained on some standard benchmark datasets, such as General Language Understanding
and Evaluation (GLUE) become rigid and lack reusability across other domains [32] [33].
Furthermore, using neural networks and deep learning include the difficulty in characterizing hidden biases and quality issues in data, making it vulnerable to spurious correlations.
This lack of representative and unbiased data can hamper the adoption of deep learning al-
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gorithms in critical applications that require guarantees, transparency, and accountability.
This black-box nature of neural networks can hamper its broader adoption in some critical application domains where a human-in-the-loop is necessary to rationalize actionable
decisions to inspire confidence.
To the extent that knowledge-based systems can declaratively specify and exploit "causative"
features characterizing classes, in preference to "correlated" features implicitly learned
from the training samples, their integration to get the best of both worlds will create a
powerful and reliable system. An attractive option is to use a two-stage representation and
reasoning system that uses neural networks and deep learning algorithms for low-level perceptual tasks while using a knowledge-based system built on top for high-level reasoning
and decision making [13].
By developing the KiL paradigm, the dissertation answers the question:
Can the incorporation of various forms of domain knowledge enhance the performance
and explainability of data-intensive learning models? And how effectively can we do it?

1.0.2

I MPACT A REAS AFTER I NFUSION OF KG INTO ML/DL

KiL is a foundational technology for the third wave of AI. It seeks to achieve following
goals in open domain and domain-specific natural language processing tasks:
Context Sensitive Capture: Current data-driven ML/DL algorithms are opinionated based
on the input they see. The input is a partial representation of the world. For instance,
consider a pair of sentences from the Quora Question Pairs (QQP) dataset, where
the task of an ML/DL model is to predict whether sentences are similar or different;
(Sentence A): What would have happened if Facebook was present in World War I?
and (Sentence B): What would have happened if Facebook was present in World War
II? A state-of-the-art transformer model yielded “similar” as the predicted outcome
for an actual outcome “different.” Essentially, the model focused its attention on
following words: what, happened, facebook, world, and war and gave low attention
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to “I” and “II. Whereas the KiL-based BERT discussed in Faldu et al. yielded the
correct outcome [9]. This is because it used a data augmentation scheme, wherein
the input representations of Sentence A and Sentence B was altered using triples from
KG: (Sentence A): World War I < fought_with > Trenches; World War I < fought_with > Posionous Gas; World War I < fought_with > Guns and (Sentence B): World
War II < fought_with > Ships; World War II < fought_with > Fighter Planes; World
War II < fought_with > Tanks. Further, scaling across all the samples in the QQP
dataset, KiL-based BERT yielded 3% improvement over simply BERT-based model.
Uncertainty and Risk: Current data-driven ML/DL algorithms fail to establish the connection between input data and outcome, resulting in black box approximation. This
is because it is hard to answer these questions: “How do you know that a training
set has a good domain coverage?", “How many samples are needed to achieve desired confidence for end-user?" The paradigm on Probably Approximately Correct
(PAC) learning establishes a theory to address these questions and achieve robust and
consistent classification [34] [35]. PAC learning can be formalized as:
Prob(Testerr > ε |Trainerr ≈ 0) < |H|e−εm ; |H|e−εm < δ
where |H| represents all possible hypotheses for classification, ε is the minimal misclassification error, and δ is an empirical threshold (e.g. human annotation error).
This formulation can be interpreted as: To achieve a testing error in an acceptable
range ε, the number of training samples (m) needed are exponential and require an
ensemble of ML/DL algorithms (|H|). Keeping ε and δ constant, KiL aims to reduce
the size of m := m/|KG|; and |H| := (|H|)1/|KG| and enable the model benefit from
human knowledge [36].
Another utility of KiL is in the domain of conversational systems, which tend to
hallucinate while generating a response or a question. Separate from the classification context, this domain sees the use of KiL in making conversational systems
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safe. Consider a simple transformer model (e.g. BERT) used to conduct a discourse
with a user in the domain of mental healthcare. The BERT-based agent asks the
question2 "Do you feel nervous?" and user answers "More than half the day." The
agent then asks following two subsequent questions: (a) “Do you feel irritated or
self destructive?” and (b) “Do you feel something extreme might happen to you?”
These generated questions are not only irrelevant but also risky. A mental healthcare
provider would not ask such question. Under the hood of the BERT-based model lies
statistical methods that exploit co-occurrence: "nervousness co-occur with irritation
and irritation co-occur with self-destructive", which yields utterances that might have
severe consequences. In KiL-based agent, the generation is checked for safety by using semantic lexicons and questionnaire often used mental healthcare [17]. Further
a risk evaluation metric for ML/DL algorithms would bolster the confidence in the
agent before it can be deployed [37].
Interpretability: We need to be able to extract information about the inner functioning of
a model. It helps to make users aware of the model’s decision making capabilities,
and potentially avoid any ambiguity. Users can compare and verify the relevance of
information leveraged by the model or can help determine what information should
be extracted [9]. In KiL-based algorithms, the interpretability is achieved by conditioning either the loss function or attention function on the concepts in KGs.
User-Level Explainability: It is defined as post-hoc explainability using general-purpose
or domain-specific KGs (or lexicons, any structured knowledge sources comprehensible to experts). Data-driven ML/DL algorithms derive system-oriented explanations and are not rich enough for user-level understanding. Figure 1.2 shows
user-level explainability by mapping the attention-defined features from a trans2 assume

that a casual starting conversation has already begun
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former model onto a medical KG in SNOMED-CT (Systematized Nomenclature of
Medicine- Clinical Terms).

Figure 1.2 An illustration of user-level explainability using the important conceptual
phrases identified by a deep learning model trained using the method described in the
Presentation. Highlighted phrases in (A) are queried in SNOMED-CT, thus forming a contextual tree. Formation of this tree is stopped when a node is hit that has high similarity to
either leaf nodes or one hop parent nodes. The resulting tree is shown in (B). The numbers
in the boxes are SNOMED-CT IDs.

Task Transferability: It is considered an ML/DL algorithm’s ability to efficiently learn
patterns from a task so that it can be utilized in another similar or same task. Analogously, it is termed generalizability in AI. There have been methods in zero-shot
learning to achieve task transferability, but their opaqueness has always been a concern [38]. Further, statistical AI in general learns efficiently on the data and not
the task. This dissertation will discuss KiL-based algorithms that can be transferred
across various-sized tasks.
1.0.3

K NOWLEDGE G RAPHS AND T HEIR E SSENTIAL ROLE IN KiL

These goals are laid out after realizing the central problem in the current data-driven AI
model: the mismatch between the input given to the model and the output expected from
the model. Early attempts at using external knowledge in machine learning to address
these challenges are long from achieving their true potential. It is because choosing an
appropriate source of superficial knowledge and defining a method for its inclusion depends
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Figure 1.3 An illustration of the process followed by human annotators(or subject matter
experts) in creating datasets of high quality. (A) It shows that annotators (or subject matter
experts) used the external pieces of information but were not provided to ML/DL models.
(B) Suppose these external sources of knowledge for annotators or experts are infused into
ML/DL models and used to evaluate model outcomes. In that case, we achieve model interpretability and user-level explainability. (C) Since these diverse sources of knowledge
are voluminous, their infusion can be a resource and computation-heavy. We believe information graphs can replace these sources, and being machine-readable, their infusion would
not increase computation costs drastically.
on the process of creating the dataset. A wrong choice might affect the ML/DL algorithm
leading to over-generalized, factually incorrect, or inaccurate predictions. Creating the
dataset can be characterized as a procedure for annotating the dataset to achieve the gold
or silver standard. For instance, making the task of human annotation is one such process
(see Figure 1.3).
The labeled datasets that serve as the training resource for various ML/DL algorithms
are created by human annotators (e.g., Amazon Mechanical Turks, ParlAI, CrowdTruth,
or Subject Matter Experts) after doing an extensive set of exercises: (1) Going over the
guidelines for annotations, (2) Exploring resources on the web, using their experience or
hunches, or leverage expert guidelines for more information, and (3) Evaluate the annotation for quality check and assurance. The external information used for annotators is not
available for ML/DL models to train [39].
Alternatively, one can utilize weakly supervised learning (e.g. SNORKEL [40]), knowledge distillation [41], label propagation [42] and others to compensate for process knowl-
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edge. But it would not alleviate the statistical bottlenecks mentioned above. Majumder
et al. explored the similarity between the ROC Stories and the dialogues in PersonaChat
[43] [44]. Hence, to personalize natural language generation by a conversational agent,
sentences from ROC Stories were given as context to the DL model inside the agent.
Understanding the processes behind creating a dataset and leveraging it to choose the
proper external knowledge can create ML/DL models that are user-level explainable. Analogously, the processes are prior knowledge, and its inclusion into ML/DL models is what
we term “Process Knowledge Infusion”. Process knowledge manifests the human decisionmaking process and thus needs to be integrated. It can help answer a user-level explainable
question; “How does the data apply to an ML/DL algorithm yield this kind of results?”.
Further, a process knowledge infusion can help achieve Safety, criteria well discussed in
Google’s recent effort to develop safe chatbots by using their long list of safety guidelines [21].
KiL sees the incorporation of these information sources into the ML/DL models as
interpretability and confirming the model’s output against these sources as user-level explainability. In this dissertation, along with KiL, we will looking specifically into mental
health process knowledge in clinical questionnaire and design computational methods under KiL for safe and explainable chatbots in mental healthcare (more details in Chapter
5). Process knowledge sees wider applicability in autonomous driving, precision nutrition,
and improving sales engagement platforms for enhancing the productivity of sales representatives. This dissertation will focus on diverse forms of knowledge obtained from either
general-purpose (e.g. Wikipedia, ConceptNet [45], WordNet [46]) or domain-specific (e.g.
SNOMED-CT [47], ICD-10 [26], UMLS [48] [49]) KGs.
A Knowledge Graph (KG) is a machine readable structured representation of knowledge consisting of entities (entity and entity type) and relationships in various forms (e.g.,
labeled property graphs and RDFs) [50]. KiL-based ML/DL seamlessly integrates external knowledge to address challenging problems in open-domain and domain-specific low
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resource natural language processing problems. Domain-specific problems are defined by
their need to apply task-specific knowledge (implicit/explicit) to generic AI models. For
instance, to detect emerging events in a stream of crisis-related tweets (e.g. Hurricane,
COVID-19 Pandemic), a generic language model (e.g. Word2Vec [51], BERT [52]) can
be fine-tuned using the concepts and relationship in disaster ontology (e.g. empathi [3]).
Low resource problems have few labeled samples and further labeling is difficult in terms
of effort, quality, and time. Consider a case of annotating millions of posts from users in
various mental health communities on Reddit that would require (a) establishing guidelines for annotation, (b) training of annotators, (c) resolving conflicts in annotation, and
(d) enriching quality over multiple iterations to achieve high annotator agreement. A study
by Gaur et al. defined a KiL pipeline to annotate such big social data at scale and moved
humans from the role of annotators to evaluators [31].

Figure 1.4 Example KG constructed either from manual effort (A, B, C), automatically
(D, E), or semi-automatically (F). (A) is empathi ontology designed to identify concepts in
disaster scenarios [3]. (B) Chem2Bio2RDF [4]. (C) ATOMIC [5]. (D) Education Knowledge Graph by Embibe [6]. (E) Event Cascade Graph in WildFire [7]. (F) Opioid Drug
Knowledge Graph [8]

12

There are various forms of KG that are constructed either through manual effort, automatically, or semi-automatically, as illustrated in Figure 1.4. KG constructed with manual
effort and following expert-defined guidelines are called Ontologies. For instance, in Figure 1.4 (A), The empathi ontology3 is constructed from archives of the Federal Emergency
Management Agency (FEMA), disaster ontology [53], geonames , and others. The structure of the ontology is laid out based on the process in which an event is described in
FEMA archives. Figure 1.4 (D) illustrates an Educational Knowledge graph4 constructed
from epubs of Amazon books and other course textbooks to assess a student’s learning outcome and suggest ways to intervene. These domain-specific KGs are at the core of KiL to
provide necessary information aid for machine learning/deep learning algorithms for domain adaptation and reasoning over the outcomes. There are various ways to incorporate
external knowledge that which my dissertation categorizes into (a) Shallow KiL, (b) SemiDeep KiL, and (c) Deep KiL. Shallow KiL contextualizes the training examples with expert
knowledge to capture meaningful patterns. Some of the shallow infusion examples include
contextual modeling [54], entity normalization [37] and explainable clustering [55]. SemideepKiL guides the model’s attention in the learning process. It utilizes expert knowledge
concepts as weights or constraints to guide an explainable learning process. This strategy falls short in assisting deep learning models to adjust the high-level abstractions learnt
through multiple layers. Deep KiL, combines the stratified representation of knowledge at
varying abstraction levels to be transferred in different layers of deep learning models [15].
1.0.4

W HO S HOULD R EAD THE D ISSERTATION ?

This dissertation is easily accessible to readers with a computer science background, specifically in artificial intelligence, data mining, natural language processing, and information
retrieval. A preliminary understanding of linear algebra, probability, and statistics would
3 https://shekarpour.github.io/empathi.io/
4 https://www.embibe.com/ai-in-education/articles
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benefit a reader in appreciating the results discussed in the dissertation. This dissertation
is designed to serve as a primer on Knowledge-infused Learning (KiL) which is analogous
to Neuro-symbolic AI5 . The target audience for this dissertation is students and faculty in
computer science and interdisciplinary centers on data science. The theory, explanations,
experiment design, and evaluation strategies discussed in the dissertation would benefit students and faculties in psychology, social science, linguistics, information systems, mathematics, and computing; the KG is a structural resource of expert knowledge which comes
from research in non-computer science disciplines.
This dissertation can independently serve as a seminar course on Knowledge-infused
Learning, part of Trusted AI, Data Science for Social Good or AI for Social Good. Industry researchers and Practitioners who are interested in exploring knowledge graphs and
ways to infuse it in artificial intelligence can look and borrow lessons from tangible usecases, theory, related research, and evaluation strategies to address issues in their respective fields. The reader may consider this dissertation as a tutorial that provides a detailed
walk-through on KG and its utility in developing knowledge-infusion techniques for interpretable and explainable learning from text, video, images, and graphical data on the web.
The dissertation will motivate the novel paradigm of Knowledge-infused Learning using
computation and cognitive theories. It describes different forms of knowledge, methods for
automatic construction and modeling of KG, and its infusion in current methods and stateof-the-art techniques in machine or deep learning. Further, it discusses application-specific
evaluation methods for explainability and reasoning using benchmark datasets, real-world
datasets, and knowledge resources that show promise in advancing the capabilities of AI.
In the future directions, the dissertation provides sufficient grounding on KG and robust
learning for the Web and Society.
5 https://www.nsf.gov/awardsearch/showAward?AWD_ID=2133842&

HistoricalAwards=false
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1.0.5

D ISSERTATION C ONTRIBUTIONS AND S COPE

This dissertation illustrates contribution in creating natural datasets that challenges datadriven ML/DL algorithms for achieving user-level explainability and interpretability. In
process, the dissertation develop novel computational methods: (a) loss functions, (b) optimization functions, (c) retrieval and ranking methods, (d) entity normalization technique,
(e) new domain-specific ontologies and KGs, and (f) evaluation metrics that examine algorithm’s capability to be user-level explainable, interpretable, handle uncertainty and risk,
and context sensitivity. Table 1.2 provide a short summary of the contributions that will be
explained later in the dissertation. The data scope of the dissertation is as follows:
• Reddit Dataset: In the light of recent pandemic, a nascent community of Reddit,
also called subreddit had < 2000 subscribers as reported in December 2019. Starting Janurary 2020, the community showed a startling rise reaching to > 2 Million
subscribers in less than two months. This shows the timeliness, engagement and
outreach that subreddits on Reddit provides to people across the globe. From the
perspective of social good and social impact, the content on such communities7 can
improve development of data-driven AI for proactive decision making. Studies described in this dissertation are structured on Reddit. It explored 15 prominent mental
health subreddits, identifying and exploring the support seeking and support providing roles that users take in such communities, understanding how informative the
conversations between people in a community are, capturing the movement of the
users between communities, how to develop clinical context from noisy conversations, exploring and exploiting medical knowledge graphs and databases, and how to
effectively utilize clinical questionnaires in social media for reliable decision making. The ground-truth Reddit datasets developed and used in this dissertation can be
obtained from following links:
7 Talklife,

Talkcampus, Twitter, Reachout, etc.
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– All Mental Health Communities: It covers 13 Million posts and > 52 Million
comments from 2005 to 2018.
– Suicide Risk Dataset: It covers mental health professionals’ annotated posts
of 500 users who were judged as people with suicidal tendencies based on
their posts on r/SuicideWatch. The annotation was performed using C-SSRS, a
Columbia Suicide Severity Rating Scale, making it a special and unique dataset
for explainable ML/DL algorithms to detect suicide risk severity.
– Time-Variant Suicide Risk Dataset: This is another format of C-SSRS-based
suicide risk dataset where users’ posts are ordered and annotated by time.
• Twitter Dataset: Along with Reddit, Twitter is another social media platform known
for event-specific tweets. Crisis events are first to be reported on Twitter; thus, crawling Twitter data for deriving insights and alerting emergency responders is another
impactful application of AI. A study with Dataminr Inc. demonstrates the applicability of domain-specific knowledge in unsupervised event detection in > 80 Million
tweets [24].
• Clinical Diagnostic Interviews: Thiruvalluru et al. identified that there is a discrepancy between what patient report to clinicians and what patient post on social media [55]. Hence a study on both the communication platforms is required. We utilized
60 minute long clinical interviews of 180 patients created through a Wizard-of-Oz
procedure to extract PHQ-9-related cues for summarizing interviews8 .
• Hetergeneous Dialog Datasets: The aforementioned datasets were used to design
KiL-based algorithms for summarization, recommendations, and learning to rank.
These dialog datasets were used to broaden the scope on KiL in conversational AI.
These dataset span various domains where explainability of conversational AI is important. These are politics and policies, travel, news, mental health, and geography.
8 https://dcapswoz.ict.usc.edu/
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Figure 1.5 Technical Contributions (Y) made by KiL to address limitations of current
data driven ML/DL algorithms (X).
Figure 1.5 illustrates the core technical contributions made by KiL in advancing AI, out
of which this dissertation will focus on two specific areas:
• Classification Tasks: It is defined as a class of problems wherein machine learning or
deep learning models are tasked with assigning class labels to unlabeled inputs in the
domain [56]. This dissertation will focus on multi-label and multi-class classification
in problems specific to recommender systems.
• Generative Tasks: It is defined as a problem setting in machine learning or deep
learning where the model is tasked with text generation based on specific constraints,
preventing irrelevant or incoherent generation. This dissertation will focus on neural
text generation for question generation.
This work will primarily look into methods and develop metrics that exercise knowledge
infusion, providing user-level explanations and making models interpretable to end-user.
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Table 1.2 Summary of Contributions made by KiL. Each of the task and application comprises of either dataset construction, knowledge source construction or adapting existing
datasets for the task/application. Further, outcomes from KiL-based algorithms on different testsets is evaluated by subject matter experts by conducting blind human evaluation.
Outcome

Task

Application;
edge Source

Outcome: Theoretical
framework of Shallow,
Semi-Deep, and Deep
Infusion

Methods of Knowledge
Infusion
and
Knowledgeintensive language
understanding

Social Media; ConceptNet, BabelNet, WordNet, Semantic Lexicons

Theoretical and Conceptual enhancement to state-of-the-art machine learning (incl. deep learning) models; 4 Papers in IEEE Internet Computing

Novel Method Outcome: Semantic Encoding and Decoding
Optimization (SEDO)
and
Knowledgeinfused
Siamese
Network.
Novel Metric:
Perceived Risk Measure

(a) Social Media
Informed identification of Diagnosis
Disorder, (b) Severity of Risk Levels,
(c)
Measuring
uncertainty in recommendation, and
(d) Recommending
support providers
on Social Media for
Support Seeker.

Explainable AI in Mental healthcare; Wide
variety of socio-clinical
knowledge
sources:
DSM-5, Drug Abuse
Ontology, SNOMEDCT, ICD-10, PHQ-9,
and C-SSRS

(a) Semi-Deep KiL showed 92% gains
over state-of-the-art in mental health
disorder classification; CIKM. (b)
Shallow KiL showed 12.5% reduction in model’s uncertainty and risk;
WWW. (c) KiL explains why in mental
healthcare assessment both time-variant
and time-invariant models are required;
PLoS One. (d) Making ML/DL model
risk-averse resulting in 83% certain and
safe predictions; ACL. (e) 8 out 10
Domain Experts picked KiL’s recommended support providers for support
seekers over GPT-2; ICHI

Novel Method Outcome: Process KiL

Assessment of Suicide Risk, Severity
of Depression, and
Severity of Anxiety using C-SSRS,
PHQ-9, and GAD7 respectively

User-level Explainable
and Interpretable Mental Healthcare

(a) 7 out 10 domain experts picked
our recommendations over XLNET.
(b) Simple language models outperform large-scale deep language models;
ACL

Novel Method Outcome: Algorithms that
utilize knowledge as
constraints to mandate conceptual flow,
informativeness, and
linguistic quality in
conversation systems.
Novel Metrics:
are
introduced to assess
logical
agreement,
semantic
relations,
and legibility of generated questions and
summaries.

Curiosity-aware
conversational
information seeking and clinical
interview summarization

Explainable and Engaging Conversational Systems for general knowledge queries and mental healthcare. Learning
to Rank

(a) Conceptual-flow based question
generation using semi-deep infused
knowledge outperformed Google T5
and human created questions; AAAI.
(b) Semi-Deep KiL for Abstractive
Summarization of long clinical interviews outperformed state-of-the-arts in
interview summarization by 49% on
Rouge-L and 61% on Rouge-2. On
quality of summaries, 23.3%, 4.4%,
2.5%, and 2.2% gains in thematic
overlap, Flesch Reading Ease, contextual similarity, and information entropy
compared to state-of-the-art; JMIR.

Novel method to retrieve and rank using
ontology

Sub-Event
tion

Detec-

Information Retrieval
and Ranking

Unsupervised Retrieval of Tweets with
Emerging Sub-event using Crisis Ontology outperformed state-of-the-art by
89%. Shallow knowledge infusion explained retrieval and ranking of tweets
reducing annotation effort; AAAI

Future Directions

Explainable solving
of
Math
Word
Problem
and paraphrasing
for
information
disguise

Education and Digital
Security

Investigatory study with propositions
for Tractable solutions for solving math
word problems6 . Qualitative study and
empirical evidence on effective, ethical, and explainable methods of paraphrasing for information disguise; First
Monday.
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Knowl-

Achievement; Papers

C HAPTER 2
F ROM B LACK B OX TO G REY B OX : I MPROVING
I NTERPRETABILITY AND E XPLAINABILITY OF D EEP
L EARNING S YSTEMS
Artificial Intelligence (AI)1 has demonstrated rapid growth in various classification and
generation tasks of varied complexity. Sometimes even surpassing human-level performance on narrowly and well-defined data analysis tasks in domains such as healthcare (e.g.,
radiology image inspection), education (e.g., estimating user’s concept mastery), and social good (e.g., patient and primary-care matching based on trust and ICD-10 information).
However, Deep Learning models within AI are complex and opaque. The cascading sequences of linear and nonlinear mathematical transformations learned by models comprising millions of parameters are beyond human comprehension and reasoning. This renders
them as “black-box” models for decision-making. DL’s black-box nature and over-reliance
on massive amounts of labeled data condensed into labels and dense latent representations
pose challenges for user-level explainability and model’s interpretability. DL models seldom capture context defined by the end-user, resulting in an approximate response that can
be inferred true with justification provided by humans and not the model. For example,
consider this trivial case of question answering where DL’s capability to capture token’s
co-occurrence patterns is acceptable:
1A

term that covers all machine learning and deep learning algorithms
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• Context: I sometimes wonder how many alcoholics are relapsing under the lockdowns.
• Question: Does the person have an addiction?
• DL’s Response: Yes
Comparing this to a nontrivial case of question answering:
• Context: Then others insisted that what I have is depression even though manic
episodes aren’t characteristic to depression. I dread having to retread all this again
because the clinic where I get my mental health addressed is closing down due to
lost business caused by the pandemic.
• Question: Does the person suffer from depression?
• DL’s Response: Yes (the correct answer is No)
This illustrates that DL model can approximate well in gathering the context if the entities
are manifested explicitly. However, when the context is either implicit or convoluted with
negation-type attributes, DL hallucinates in providing a response. In such context-sensitive
scenarios, the need to interpret internal mechanics of the model and matching its learning
representation with concepts in the real world for user-level explanations becomes pivotal [57]. This need may be addressed by infusing domain knowledge, yielding both better
performance and explainability. This chapter motivates and demonstrates how knowledge,
provided as a knowledge graph, is incorporated into DL using Knowledge-infused Learning (KiL). Through examples from natural language processing applications in healthcare
and education, we discuss the utility of KiL towards interpretability and explainability.
This chapter, through the examples, will introduce Knowledge-Intensive Language Understanding (KILU), a novel set of real-world datasets that necessitates the use of KiL.
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Significance
Incorporating knowledge through Knowledge-infused Learning addresses key limitations of statistical AI: (a) reliance on data alone, (b) user-level explainability and
(c) interpretability.

2.1

C ONTEXT S ENSITIVE C APTURE

The main idea behind the development of CYC Ontology, Freebase, DBPedia, and other
knowledge resources was the realization that systems cannot be truly intelligent if they do
not understand the underlying concepts and links to the semantics that they are recognizing to yield a classification or generation. Making machines context sensitive is like giving
them the power to make connections between facts and observation to enhance the learning
process. Recent research in the NLP community has begun to inspect the generalizability
of the DL models by using them to perform simple tasks. Ribeiro et al. and Bowman concluded in making a statement that DL needs support from external support to contextualize
over input data [58] [59]. I want to discuss two prominent cases where DL is certain to
miss context.
Conceptual v/s Ambiguous Entities: In our previous example from the QQP dataset, where
we asked a DL model to classify whether two sentences: “What would have happened if Facebook was present in World War I?” and “What would have happened
if Facebook was present in World War II?” and the model’s classification was incorrect. It was because DL model tokenized conceptual entities: World War I and
World War II, giving attention to phrase “World War” and ignored “I” and “II.” Then
the question arises: “how to bracket conceptual entities so that DL model generates
their representation together rather token-wise.” One way is to leverage a ConceptNet knowledge graph to create a knowledge context surrounding these conceptual
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Figure 2.1 Infuse knowledge context to capture conceptual (left) and ambiguous entities
(right) for correct classification in QQP dataset. Picture credit to [9].
entities independently and generate better representation by concatenating representations of neighboring contexts.
Ambiguous entities (e.g. polysemic words) are shown in the following two sentences: "What eats the phone battery quickly?" and “What would cause the battery
on my phone to drain so quickly?” In these two sentences, “eat” and “drain” are
polysemic words as they carry similar word senses in these two sentences. KGs like
BabelNet2 or WordNet3 can provide senses for these words, along with definitions
and relationships through synonyms, which can help DL create concatenated representations of these words independently, resulting in high similarity scores compared
to representation without KG infusion. Other examples of ambiguous and conceptual entities are provided in Figure 2.1 showing cases where BERT needs external
knowledge to capture the context for correct classification on QQP dataset.
Long Tail Entities: DL models in NLP provide representations after learning a large volume of raw text. Essentially, it creates and stores an index of words and word-word
co-occurrences which is considered distributional semantics to generate numerical
2 https://babelscape.com/doc/pythondoc/pybabelnet.html
3 https://github.com/goodmami/wn
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representation [51]. Majority of time, the entity representing the theme of the document is sparsely present. As a result its representation is not as rich as other words
occurring frequently. These sparsely distributed entities are called long tail entities
and affect any DL model by missing context. This is often the case in multi-hop
question answering problems [60]. Consider an example [6]:
Question: Sodium azide is used in air bags to rapidly produce gas to inflate the
bag. The products of the decomposition reaction are:
1. Na and water
2. Ammonia and Sodium Metal
3. N2 and O2
4. Sodium and Nitrogen
5. Sodium Oxide and Nitrogen Gas (Correct Answer)
The entities in the correct answer are not present in the question. Further, retrieval of
passages that can fine-tune a DL model to generate correct answers is hard as it would
require passages to be semantically related and logically ordered for correct deduction [31]. One can utilize RAG Model [61] or REALM [62] for apropos passage
retrieval and extend their capabilities using KGs. To correctly answer the question,
we retrieve conjunctive or disjunctive sets of passages using keywords: {sodium
azide, air bags, gas, and decomposition}. (Passage 1) Sodium azide (NaN3 ) reacts in
heat and decomposes to Na and N. (Passage 2) Oxidation-Reduction decomposition
reactions are redox reactions wherein electrons are transferred from the atom that is
oxidized to the atom that is reduced. (Passage 3) Ionic-Compound decomposition,
like in NaN3 occurs when a binary ionic compound is heated. (Passage 4) Air bags
contains sodium azide and other gas to prevent sodium hyperoxide. Passage 2 & 3
are semantically related by the term "decomposition," and Passage 3 directly informs
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Passage 1 using "decompose" and "heat" as the concepts. Since Nitrogen (N) undergoes oxidation or reduction, it is related to Passage 2. Finally, Passage 4 logically
follow Passage 1 with the term "sodium hyperoxide." This yields Sodium Oxide and
Nitrogen Gas as the correct answer. The order {Passage 2 & 3} → Passage 1 → Passage 4 is possible by exploring the relationships between passages, for which KGs
are required [17]. Table 2.1 illustrate the importance of context sensitivity in other
domains of social impact.
Table 2.1

Benefits of context capture by KiL.

Domain

Post

Outcome
DL

Mental
Health

Really struggling with
my bisexuality which is
causing chaos in my relationship with a girl.
Being a fan of LGBTQ
community, I am equal
to worthless for her.
I’m now starting to get
drunk because I can’t
cope with the obsessive, intrusive thoughts,
and need to get it out of
my head.

<struggling,
worthless,
drunk> Prediction: Depression
(True: 0.71) (✗)

<struggling,
bisexuality, chaos, relationship,
worthless, drunk, intrusive
thoughts> Explanations
(high-level
concepts):
<health-related behavior,
level of mood, drinking,
obsessive
compulsive
personality disorder, disturbance in thinking>
Prediction:
Obsessive
Compulsive
Disorder
(True: 0.96) (✓)

Radicalization Here is the fragrance of
Paradise. Here is the
field of Jihad. Here
is the land of #Islam.
Here is the land of the
Paradise.

<Jihad, Islam>
Prediction: Extremist
(True:
0.90) (✗)

<Paradise, Jihad, Land,
Islam>
Explanations:
<Paradise_Land,
Jihad_Islam> Prediction:
Non-Extremist
(True:
0.87) (✓)

COVID-19

from Outcome from KiL

#Flu and #Pneumonia <kill, more peo- <affected
population,
killed six times more ple,
covid19> communicable diseases>
people as #Covid19
Prediction: Fact Prediction: Fact (True:
(True: 0.64) (✓)
0.865) (✓✓)
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2.2

E XPLAINING DL M ODELS

For broader assimilation of DL models in a variety of domains, their black box nature needs
to be addressed. In healthcare, clinicians routinely choose methods that allow them to
understand how an outcome was derived compared to an objectively superior method that
cannot be explained. In education, tracing students’ learning outcomes with attribution
to weak academic and behavioral areas is a better tool for teachers compared with the
ability to predict only a student’s performance [27] [63]. Making explanations of model
behavior is subjective from the stakeholder perspective. A set of privileged knowledge
(e.g., domain expertise, advice specific to the situation) must be infused to comprehend the
model outcomes and interpret its functioning. Thus, we define two forms of explainability:
System-level Explainability and User-level Explainability. An illustration of these two
forms of explainabilities is shown in Figures 2.2(A) and 2.2(B) [64].
System-Level Explainability (SysEx): Generating explanations after the analysis of word
and token level feature importances through a suitable visualization mechanism, such
as a saliency map. For instance, first derivative Saliency based methods explain the
decision of an algorithm by assigning values that reflect the importance of input
features in their contribution to that decision in the form of a gradient map (heat
map) [65] [66] [67]. Another method for SysEx is Layer-wise relevance propagation, that decomposes the prediction of a deep neural network for a specific example
into individual contributions from sub-parts of the text [68] [69] [70]. Input perturbations and Attention Models are other methods for SysEx [71] [72] [73].
User-level Explainability (UseEx): is the ability to generate human-comprehensible explanations around the decision-making process. Explanations would generally be
in natural language, or with a visual depiction with trace over a generic or domain
specific knowledge.
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Figure 2.2 (A) System-level Explainability showing the overlap (a proxy of matching a
support seeker (SS) with its nearest support providers (SPs) using T-SNE visualization. (B)
User-level Explainability showing the reason behind mapping semantically-related SPs to
a SS through the use of phrases that are semantically similar to concepts in Patient Health
Questionnaire Lexicon (PHQ-9).
There is a growing trend of fine tuning the pre-trained models with limited labeled
data. These have succeeded when (a) the distribution of the labeled dataset is similar to
unlabeled data used for pretraining, and (b) tasks are relatively straightforward like natural
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language entailment and span extractive question answering. However, real-world scenarios are often more complex, which poses the following challenges: (a) Fine-tuned models
for domain-specific tasks with limited labeled data may not be sufficient to capture domain knowledge [74]. (b) Self-supervised training objectives over unlabeled data are not
attempting to learn/acquire the domain knowledge required for real-world.
Methods for Explainable AI (XAI): Recent research in XAI has attempted to address
several aspects of opening this black box to help humans, both the system users and domain
experts, understand such models’ functioning and decision-making process [75]. Adoption
of AI systems occurs in two stages:
Model Building Phase: This includes model features, algorithmic development and error
analysis and refinement of model. Explicit knowledge as abstract concepts, processes, policy/guidelines, and regulations are essential to infuse into the AI system
for sensible explanations comprehensible to humans.
Explaining Phase: This includes decision-making, knowledge capture, and trust and bias
analysis. This is phase includes user-in-the-loop (e.g. stakeholder) to assess consistency in the model and match user expectations [76].
Developing a good quality XAI system requires domain experts in the annotation, supervision, and evaluation phases [77] [64]. For this purpose, domain experts require explanations that are in the form of an expert working in that domain or that application would
give, using the language and concepts normally employed by a person working in that field.
For example, in the medical domain, the outcome of a model needs to be explained by positioning against conceptual knowledge contained in clinical guidelines. Analysis of wordlevel and token level features is of little to no use to a domain expert during evaluation [61].
Methods that incorporate KGs to provide a conceptual level explanation of the model outcome could improve explanations and ease of evaluating AI systems. Popular metrics to
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assess model’s language understanding such as, BLEU, ROUGE-L [78], QBLEU4 [79],
BLEURT [80], and MAUVE [81] should be improved by included a score computing component that measures closeness of predicted outcome with concepts in KG [17] [31]. This
will lead to trust in the systems by end-users and speedy adoption into the real world.

2.3

I NTERPRETABLE M ODELS

Interpretability is the ability to discern the internal mechanisms of an optimization module within an AI or Data mining framework. For example, consider a transformer model
whose key modules are: (a) input embeddings, (b) positional encodings, (c) attention layer,
(d) loss function, and (e) batch normalization with or without dropout. We can call a transformer model interpretable if we can meaningfully interpret the functioning of each internal
component ((a)-to-(e)) and can affirm that model is functioning in our intended way. There
are four methods to construct an interpretable model:
Probing: Probes are shallow neural networks (e.g., 2-layer Neural Network, Restricted
Boltzmann Machines) placed over intermediate layers of a larger neural network,
whose functioning needs to be interpreted 4 . They help investigate what information
is captured by different layers or attention heads. Probes are trained and validated
using auxiliary tasks to discover if such auxiliary information is captured. Through
probing, it is fairly interpretable to see how input tokens are contextualized in successive layers using attention mechanisms and how the model performs in sub-tasks
that are a decomposition of the major task. A KG can help in probing by computing the distance between the intermediate hidden representations of a DL model and
concepts in KG [27].
Fine-Tuning: A pre-trained model that is not fine-tuned comprises learned parameters
supporting global parametric knowledge. Fine-tuning allows the model to respond
4 https://tinyurl.com/AI-probes
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sensibly to a given task. It is a process of precisely adjusting the model’s parameters
to observations that are related or similar to the observations on which the model
was trained. Problems that require fine-tuning would require a known mechanism
to explain the model’s behavior and support reasoning. This is seen in the form of
human evaluation tasks, visual inspection of the model’s output or qualitative error
analysis [82]. There are various fine-tuned transformer models on Huggingface5 ,
but for an interpretable fine-tuning a KG component is required [83]. It has been
shown in K-BERT, where a KG is augmented to a data representation. For example, in K-BERT representation of the term "cholesterol" is enhanced by augmenting
the representation of the triple "<cholesterol> <causes> < heartattack >." For the
downstream task, the relationships and entities captured in the KG can help in improved prediction.
Multi-Task Learning: is a popular phenomenon to train the same model for multiple
tasks. It enriches the semantic representations of models and avoids them getting
overfitted. Auxiliary tasks could also be part of such a setup. For instance, sentiments associated with a medical text can be well studied automatically through DL
if the algorithm can master the identification of medical conditions, treatment, and
medication. This forms a multi-task learning problem solvable through a suitable DL
algorithm [84].
Autoencoders: are interpretable models as they are weighting functions and contextual
representation learners because of the optimization function, which is a reconstruction loss. The encoder-decoder architecture is a container that can accept the DL
model (e.g., sequence-to-sequence long short term memory (LSTM), graph neural
networks (GNN), convolutional neural networks (CNN)) and trains it to learn representation by mapping input to output. An amazing utility of autoencoder comes from
5 https://huggingface.co/docs/transformers/training
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replacing the decoder end with a knowledge source. It can be a knowledge graph if
the internal component is a GNN, a document if the internal component is an LSTM
model, a lexicon if the internal component is the simple continuous bag of words
embedding model, and many others [10].
Table 2.2 Comparison between different methods that make DL algorithms interpretable.
The complexity classification is discussed in detail in Chapter 3.
Interpretability
Methods

Probes

Fine Tuning

Multi-task
Learning

Autoencoder

Goal

Auxiliary
Task

Primary Task

Primary
Task

Optimize Input
with Knowledge
for Primary Task

Update Model
Parameters

No

Yes

Yes

Yes

Access
Model
Internals

Yes

No

No

Yes

Complexity

Shallow

Shallow or SemiDeep

Shallow or
Semi-Deep

Semi-Deep

It is important to note that model interpretability achieved by probing and fine-tuning
provides system-level explainability and not user-level explainability. Autoencoders differ
from fine-tuning and probing by making the model interpretable and explainable through
user-level knowledge, which is introduced by calculating conceptual information loss and
proportionately propagating it in the neural network by modulating hidden representations
(see Table 2.2 for comparison). A model’s capability to be interpretable and user-level
explainable also lies in the type of dataset it is trained on.

2.4

F ROM GLUE TO KILU

The NLP community has set up a set of tasks across various benchmark datasets called
General Language Understanding Evaluation (GLUE) tasks [32]. They test a variety of
natural language tasks such as textual entailment, textual similarity, and duplicate detec30

tion. However, recent research has shown that such tasks do not require external knowledge, which is often the requirement in real-world problems concerning natural language
understanding [28]. GLUE tasks do not test if the model can leverage knowledge, the explanations generated are of limited utility to humans [33]. Recently developed benchmarks
under the name “Knowledge Intensive Language Tasks” (KILT) has focused on building
retrieval-augmented AI models to better understand of natural language with support from
passages that can capture context in user’s input. Parallely, we also introduced “Knowledge Intensive Language Understanding”(KILU) tasks that are as of now focus in making
AI model usable in mental healthcare setting. Table 2.3 enumerate the tasks in KILU that
require external knowledge to match with human-level performance. Further, there are
task-specific metrics to evaluate the performance of models built to solve KILU tasks.

Figure 2.3 An illustration of context modeling in language model using external domainspecific corpus. Subsequent clustering manifest pairing of concepts that co-occur in a
domain-specific corpus. The clusters are explainable using the relationships between these
concepts. This figure illustrate deeper semantics in a computational social science problem
of detecting radicalization behaviors in dynamic stream of tweets. The word jihad occur in
two connotations and is clearly separable using domain-specific knowledge.
Essentially, KILT or KILU induce another set of capabilities in AI models to capture
information similar to how a human does. These are:
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Abstraction: The task of mapping low-level features to higher-level human-understandable
abstract concepts is known as abstraction. Humans often speak in terms of higherlevel abstract concepts when explaining their decision to a user. AI systems also
need to explain decisions to the end users using abstract domain-relevant concepts
constructed from low-level features and external knowledge in a KG.
Contextualization6 : is defined as interpreting a concept with reference to relevant use
or application. Human contextualize by processing the information through various knowledge sources (e.g. syntactic, structural, linguistic, common-sense, and
domain-specific). Contextualization is necessity in a domain of social good wherein
a mis-classification can have severe consequences. For example, to classify if tweets
are from Extremists or Non-Extremists, it requires various forms of contextual knowledge to precise classification [85]. Tweets in the domain of radicalization represent
a mixed context of religion, ideology, and violence/hate. Thus, modeling of user
content independently from these domain contexts is important for better clustering
and classification thereof (see Figure 2.3).
Personalization: Identifying data point-specific information and integrating it with external knowledge to construct a personalized knowledge source is known as personalization. For example, a person’s depressive disorder can be due to family issues,
relationship issues, and clinical factors. All of these affect the context specific to the
individual and consequently affect his symptoms and medications differently than
that for another person.

2.5

S UMMARY

In this chapter, we discussed, (i) why AI models should be context sensitive, (ii) be capable of providing user-level explanations, (iii) be transparent by being interpretable, and
(iv) how such capabilities be achieved in improving benchmarking datasets. Essentially,
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Table 2.3 GLUE tasks are classification or prediction tasks taking a sentence or pair of
sentences as input. It is not meant for generation or structured prediction. On the other hand
KILU tasks subsumes GLUE Tasks and challenges DL models on user-level explainability
and interpretability. To provide explanations to KILU tasks, the model should leverage
variety of explicit knowledge to capture context and learn necessary abstraction for human
comprehension. EM: Evaluation Metrics used in GLUE and KILU.
GLUE Tasks

EM-GLUE

KILU

EM-KILU

Knowledge
Source

Corpus of Linguistic Acceptability (CoLA)
[86]

Matthew’s Correlation

Summarization of Conversational Data [23]

Thematic
Overlap,
Flesch Reading Scale,
Jensen Shannon Divergence, and Rouge-L

Structured
Clinical Interviews, PHQ-9

Stanford Sentiment Treebank
(STB) [87]

Accuracy

Predicting severity class of suicide on Reddit [37]

Precision, Recall, Ordinal Error, and Perceived
Risk Measure

DSM-5
and
Drug
Abuse
Ontology [88]

Microsoft
Research
Paraphrase
Corpus [89]

F1-Score
Accuracy

and

Information Disguise [90] using The user-language Paraphrase Corpus and Reddit data

Word Mover Distance
[91], BLEURT [80]

ConceptNet
[45],
WordNet [46]

Semantic
Textual Similarity Benchmark [92]

Pearson Spearman Correlation

Text-based Emoji Sense Disambiguation 7

Average Accuracy

EmojiNet [93]

Quora Question
Pairs [94]

F1-Score
Accuracy

-

-

-

MultiNLI
Matched/ Mismatched [95]

Accuracy

Mediator to link User with
diverse roles (Need-Resource)
[64]

Time-to-good match,
Precision,
Recall,
F1-Score, and Human
Evaluation

Psycholinguistics,
Mental Health
Lexicon
(for
a
use-case),
domainspecific,
&
Event-specific
Features

Question
NLI [96]

Accuracy

Information Seeking Question
Generation for Conversational
Assistance [31]

BLEURT,
Semantic
Relations,
Logical
Coherence, Rouge-L

Wikipedia [97],
WikiNews
[98],
MSMARCO [99]

Recognizing
Textual Entailment [100]

Accuracy

ProKnow: Dataset and Method
for Process-guided, SafetyContrained, and Explainable
Mental Health Diagnostic
Assistance [17]

BLEU,
Rouge-L,
Avg. num. of unsafe matches (AUM),
Average
Knowledge
Base Concept Matches
(AKCM),
Average
squared rank error
(ASRE)

PHQ-9
GAD-7

Winograd NLI
[101]

Accuracy

-

-

-

and

and

this chapter motivates, why KiL is needed and pressing on the points (i)-(iii), how knowledge infusion will take place in AI. We reviewed existing statistical methods and metrics

33

devised to assess the explainability of the model and interpretability of its mechanisms
quantitatively. Existing frameworks categorized as post-hoc interpretability, counterfactual
explanations, and rule-based explanations fall short in providing answers to the following
open questions: (a) Can the model mine (varied) relationships from the existing text? (b)
Can the model reliably classify entities into known ontology? (c) Can the model answer
the question with trust and transparency? (d) Is it possible to measure the model’s “reasonability” and “meaningfulness” of the response to a question? (e) How much context is
needed for the model to provide a precise response?
An emerging trend to fine-tune a pre-trained model on limited labeled data for a downstream task and the inability of distributional semantics learning to capture domain-specific
knowledge pose limitations in addressing the above questions. We noted the necessity of
KG as an integral component in neuro-symbolic AI systems with capabilities to generate
explainable outcomes. System oriented explanations do little for a domain-expert or an
end user who need to be able to trust the AI system’s decision making process, and its
adherence to the real-world processes, rules and guidelines. For this, the XAI needs to
offer explanations that the end-user or domain expert can easily comprehend. Users do
not think in terms of low-level features, nor do they seek to understand the inner workings
of an AI system. The user thinks in terms of abstract, conceptual, process-oriented, and
task-oriented knowledge external to the AI system. Such external knowledge also needs to
be explicit (e.g., as modeled by a knowledge graph), not implicit (i.e., implied by statistics or a vector representation). This chapter also shows the need to develop better NLU
benchmarks beyond GLUE that can effectively test the ability of the AI system to explain
decisions in a human-understandable manner. In the subsequent chapter, we will delve into
methodological and application details to retrieve answers for the aforementioned questions (a) to (e).
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C HAPTER 3
S HALLOW I NFUSION
KiL is a continuum that comprises three stages for infusion of knowledge into the machine/deep learning architectures. As this continuum progresses across these three stages, it
starts with a Shallow Infusion in the form of embeddings, and attention and knowledgebased constraints improve with a Semi-Deep Infusion. For deeper incorporation of
knowledge, we articulate the value of incorporating knowledge at different levels of abstractions in the latent layers of neural networks. We consider it to be a Deep Infusion of
Knowledge as a new paradigm that will significantly advance the capabilities and promises
of deep learning.
Significance
Shallow infusion is about converting the knowledge into the same form as data used
by current data-driven statistical AI. The numerical representation (or vector) of the
knowledge is used to enhance the representation of data in statistical AI algorithms.

When we talk about knowledge infusion, we consider two forms of knowledge:
Unordered Knowledge: It is defined as any structural information that does not enforce
logical ordering in the outcome. Examples include all the existing knowledge graphs
(KGs), such as DBPedia is the unordered knowledge of Wikipedia, UMLS (Unified Medical Language System) is the unordered knowledge of medical information (disease, symptoms, treatment, medication, etc.), and many others (see Figure
1.4). Semantic Lexicons are another form of unordered knowledge. In comparison with KGs, lexicons are driven by a purpose and can be considered a subset of
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KGs. For instance, Linguistic Inquiry Word Count (LIWC) is a competitive lexicon to capture psycho-linguistic information [102]. ANEW and GoEmotions are
example lexicons to capture emotions [103] [104]. The severity of Suicide Risk and
Depression are specialized use-cases under mental healthcare that require dedicated
lexicons. Recent studies have developed lexicons to capture entities that contribute
to the assessment of suicide risk or depression from noisy social media communications [37] [105]. Unordered knowledge infusion is helpful in classification tasks and
generative tasks as long as the task does not seek logical ordering in the outcome.

Figure 3.1 An Illustration of ordered knowledge (right; also called process knowledge)
constructed from the Columbia Suicide Severity Rating Scale (left), one of questionnaire
used by MHPs for suicidality detection.

Ordered Knowledge: It is defined as any structural information that enforces logical ordering manifested in the form of conceptual flow in the output of an AI model. This
form of knowledge is required for generative tasks, such as question generation,
response generation, or response shaping, wherein information is desired in a particular way. An example illustration of ordered knowledge in shown in Figure 3.1.
It sees wide application in current conversational AI research, wherein the task is
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Figure 3.2 An illustration that associates system-level explainability with user-level explainability. The highlight phrases in the left-side of the figure is obtained from a DL model
trained using the method in Gaur et al. [10]. This is a manifestation of system-level explanations. Highlighted phrases in the input text are queried in SNOMED-CT, thus forming a
contextual tree (right-side of the figure). This is manifestation of user-level explanations.
Formation of this tree is stopped when a node is hit that has high similarity to either leaf
nodes or one hop parent nodes. The numbers in the boxes are SNOMED-CT IDs.
to engage with the user in a meaningful manner. For instance, the task of conversational information-seeking requires the agent to either ask questions to the user
or provide a response to the user in a particular order. At a broad level, this order can be seen as categories: <Definition> is followed by <Method> is followed
by <Application/Use-Case>. Consider an example utterance from a user, “How
to prepare Hibiscus tea?” a convincing response would have the following order:
<Ingredients> is followed by <Method> is followed by <Use>. If an AI model is
able to formulate the sequential nature of the knowledge, it can generalize over a set
of similar tasks. So far, there has been one study that utilizes such ordered knowledge (a.k.a procedural knowledge or process knowledge) in generating sentences that
describe the severity of suicide risk of an individual [17].

3.1

B ENEFITS OF Shallow Infusion

Major focus in this chapter would be to learn various ways in which the datasets can
be transformed using external knowledge. Shallow infusion concerns with semantic data
transformation and provides following benefits:
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Figure 3.3 An illustration of concept classes to assess suicide risk. These concept classes
are obtained from Columbia Suicide Severity Rating Scale [11]. Dotted arrow from a “notso-well-defined” label to well-defined concept class shows that the label can resembles
this class if predicted probability for solid arrow is lower than dotted arrow. Solid arrow
from “not-so-well-defined” labels to well-defined concept classes shows that these labels
certainly resembles this class if predicted probability for solid arrow is higher than dotted
arrow. This dichotomy on the part of “not-so-well-defined” labels is removed using concept
classes.
• Concept Classes: Suppose the outcomes labels predicted by an AI model lack concrete definitions that distinguish one label from another; then, the classification is
subject to varied interpretations. Furthermore, such labels are created based on an
empirically defined threshold that is inappropriate for high-stakes decision-making
problems. It is acceptable in the general-purpose domain; however, it is not affordable in a healthcare setting, where a subsequent decision has to be made upon the
predicted label. The Shallow Infusion brings in the concept of concept classes
which are labels with definitions. Figure 3.3 illustrates a map between a not-so-welldefined set of labels and concept classes. These classes are domain-specific and can
make AI systems capable of capturing context [106], handling uncertainty and risk
associated with ambiguity [37], and providing system-level explainability and userlevel explainability by mapping the model-defined important features to concepts in
KGs.
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• Entity Normalization (EN): The linguistic variations in online communication raise
challenges for the supervised learning algorithm in determining discriminative patterns. For example, consider the following two posts: (P1) “I am sick of loss and
need a way out” ; (P2) “No way out, I am tired of my losses”; (P3) “Losses, losses,
I want to die”.The italicized and underlined phrases in P1 and P2 are a predictor
of suicidal tendencies but are expressed differently [106]. Shallow Infusion of
knowledge remove these variations through a process called entity normalization
that calculates the semantic similarity between n-gram phrases and concepts in a
knowledge source (e.g., KGs, Lexicons). To perform EN, we generate a vectors of
words in the input using an embedding model (e.g., Word2Vec [51], ConceptNet
Numberbatch [45]) and computer similarity (e.g. Word Mover Distance [91], Cosine
Similarity, BERTScore) with concepts in various knowledge sources. If we perform
EN, then P1, P2, and P3 transform to “depress, suicide ideation”, “suicide ideation,
depress”, and “depress, suicide attempt” respectively. This clearly shows that P1 and
P2 are related and distinct from P3.
• System-level Explainability: please refer to Section 2.2
• User-level Explainability (UseEx): please refer to Section 2.2. Figure 3.2 show the
difference between system-level explainability and user-level explainability in natural language processing applications involving neural attention models [73].

3.1.1

W HAT IS Shallow Infusion?

We define shallow infusion, the first category of knowledge infusion, as any attempt that
compresses or transforms knowledge into a flattened intermediate form for use with DL
models. Specifically, shallow infusion does not require the learning model to be significantly changed to ingest the external information. The shallow infusion encapsulates external knowledge and enriches the deep network representation as either word embeddings
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Figure 3.4

A generic architecture of Shallow Infusion.

for textual knowledge and graph embeddings for graphical knowledge (see Figure 3.4).
An advantage of these methods is that they tokenize the input into smaller phrases and
can therefore effectively handle misspellings, abbreviations, or etymologically similar text.
However, they ignore relationship semantics between entities in external knowledge and
are consequently greatly limited in their applicability in domains where contextualization
through knowledge is required.
To see how shallow infusion can be applied in current state-of-the-art models, we note
that recent advances in deep networks employ language models that use an attention mechanism to define the context of words given their neighborhood in the input dataset. The
current state-of-the-art transformer models, such as BERT, broke records for several NLP
tasks, learned to capture long-term dependencies and context by training on large amounts
of text. Several other works have seen ground-breaking results with several Transformerbased successors of BERT (e.g., Roberta, XLNet, and Transformer-XL). However, context
sensitivity and handling uncertainty and risk, has not been resolve, in spite of scaling the
parameters of these models from millions to billions. This has a consequence, a large-scale
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Figure 3.5 A shallow infusion process using contextual dimensions from the radicalization literature. The visualization is performed using T-SNE method [12]. Explainable view
of the clustering is provided in Figure 2.3
model memorizes the patterns in the dataset on which it is trained and tested, and is difficult
to adapt the model in a similar or related tasks. For instance, a model learned to identify
and classify harassment on social media with simple scaling of parameters is prone to misclassification on a near-related problem of “radicalization in social media” [85]. Kursuncu
et al. leveraged multiple domain-specific perspective models in enriching the representation of extremist communication on social media (see Figure 3.5). The approach provided
the necessary knowledge required by a model to minimize false alarms. In the context of
“harassment on social media,” a potential improvement in a machine learning model was
made through the infusion of cyberbullying vocabulary knowledge [107].

3.2

M ETHOD UNDER Shallow Infusion

Following are some of the well-known methods of shallow infusion that are well studied
and used by the NLP community. There is a long list of methods that are classified under
Shallow Infusion that are mentioned in table 3.1.
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Table 3.1 Other methods that are classified under shallow infusion. However, not all
of them are supportive of system-level explainability (SysEx). Methods which are SysEx
are also capable of user-level explainablility with manual effort comprising of search and
retrieval over related knowledge sources [1].
Methods

Approach

Type of Explainability

Term Frequency and Inverse
Document Frequency (TFIDF) [108]

Bag of Words

✗ (SysEx)

Bag of Concepts [109]
Verb Phrase/ Noun Phrase
[110]
Sentiments and Emotion Lexicons
Topic Modeling [111]
Semantic
Role
LabelLatent Dirichlet Allocation
ing [112]
Predict than Explain [113]
Explain than Predict [114]
Word2Vec/ GLoVE [51]
Embeddings
FastText [115]
ELMo [116]
BERT/ RoBERTa
GPT-2,
GPT-3,
XLNet,
Transformers
ProphetNet
T5 and Longformers [117]
Reinforcement Learning
Neural Policy Gradient methods using GLUE-based rewards [118]
Multirelational
Reinforce- Functional Policy Gradient
ment Learning
Methods [77]
Reinforcement Learning with Combining search and value
Deterministic Search
iteration or Policy Gradients
[112]
Retrofitting

✓ (SysEx)
✓ (SysEx)
✓ (SysEx)
✗ (SysEx)
✓ (SysEx)
✓
✓
✓
✗
✓
✓
✗

(SysEx)
(SysEx)
(SysEx)
(SysEx)
(SysEx)
(SysEx)
(SysEx)

✓( SysEx)
✓ (SysEx)

✓ (SysEx)
✓(SysEx)

Word Embeddings: This is the simplest form of shallow infusion. Here, the objective
is to provide the model with “background” that the training data alone could not
provide. The background information is available as large text corpora (for example
GloVe is trained on 6B tokens) and a shallow neural network or a statistical model is
trained in an unsupervised setting to capture the domain-specific meanings of words.
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The popular examples include but are not restricted to Word2Vec (skip-gram and
CBOW algorithm) and GloVe. The representation of words as n-dimensional vectors
(e.g., n=300) makes them easily transferable and task-agnostic within a particular
domain. As a result, numerous pre-trained word embeddings are available for many
languages1 and domains2 .
Enriched Word Embeddings: In this class of algorithms, the pre-trained word embeddings are enriched using additional information such as domain-specific lexicons/
taxonomies and morphology of words. As a post-processing technique, retrofitting
leverages semantic lexicons such as WordNet in modifying the embeddings [110].
For example, retrofitting enforces the embedding of the word incorrect to be in a
similar vicinity to other related words such as wrong, flawed and false in the embedding space. Counter-fitting, an approach similar to retrofitting, introduces synonymy and antonymy constraints to the word-relatedness when refining word embeddings [119]. As a result, it prevents the word inexpensive to be closer to words
such as pricey and costly even though they are related via an antonym relation. FastText leverages information within the text to improve the learned embeddings [115].
It considers morphology of words – particularly, sub-word information – and represents a word as a bag of character n-grams in learning the embeddings. This allows
misspelled words, rare words, and abbreviations to have a similar meaning to their
original forms. Moreover, this further enables deriving embeddings for words that
did not appear in the training data.
Deep Neural Language Models: The primary difference in this class of models is the use
of deep neural architectures with language modeling objectives – i.e., learning to
predict the next word conditioned on the given context by probabilistically modeling
1 http://bit.do/multi-lang
2 http://bit.do/bionlp
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words in a language. ELMo (also ULMFiT [120]) marks a significant step in this
direction by capturing the context in which a word is used in a sentence [121]. By
training a task-specific Bi-LSTM network to model the language from both forward
and backward directions, ELMo represents a particular word as a combination of
corresponding hidden layers. The current state-of-the-art neural language modeling
is inspired by the advent of Transformers – a simple, solely attention-based mechanism that disregards the need too sue recurrent and convolutional neural networks.
Transformer-based BERT, a model that broke records for several NLP tasks, learns
to capture long term dependencies and context by training on large amounts of text.
It further fine-tunes the knowledge gained, by specifically training on a supervisedlearning task. Last year has seen ground-breaking works with several Transformerbased successors of BERT (e.g. RoBERTa [122], XLNet [123], and TransformerXL [124]) coming into light navigating the modern NLP to new directions.
The combination of these Shallow Infusion methods along with strategies that brings
out the benefits Shallow Infusion sees application in public health [106] [37], crisis
management (e.g. natural disasters [24], pandemic [64]), autonomous driving [125] [126],
epidemiology [1] [127] [88], sports [128], and others.
We want to focus on Social Media, which is a sore point of information in terms of
actionable insights it can provide to stakeholders (e.g., emergency responders, healthcare
providers) and the challenges involved in extracting insights. Such as semantic ambiguity
and negation in the sentences. Negation detection is a crucial part as the presence of
negated sentences can confound a classifier. For example, I am not going to end my life
because I failed a stupid test is not suicidal, whereas My daily struggles with depression
have driven me to alcohol reflects user’s mental health. The former sentence can give false
positive, if we just extract “going to end my life” as a precursor to a suicide attempt. Gaur et
al. employed a negation detection tool and probabilistic context-free grammar to supports
negation extraction and negation resolution to improve classifier performance [10].
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Among various social media platforms, we would be focusing on Reddit. Reddit is
one of the largest social media platforms with >430 Million subscribers and 21 billion
average screen visits per month across >130,000 subreddits. On a per month average,
around 1.3 million subscribers anonymously post mental health-related content in 15 of
the most active subreddits pertaining to mental health (MH) disorders (42,000 posts on
r/SuicideWatch) [37]. The analysis of Reddit content is demanding due to a number of
reasons, including interaction context, language variation, and the technical determination
of clinical relevance. Correspondingly, the potential rewards of greater insight into mental illness are in general and suicidal thoughts and behavior specifically is great. Reddit
platform enables free, unobtrusive, and honest sharing of mental health concerns because
a patient is completely anonymous and so can open up without worrying about any social
stigma or other consequences; thus, the content is less biased and of high quality compared
to the content shared in survey questionnaires and interviews [129].
Through Shallow Infusion we seek answer to the following questions:
(a) Can concept classes and entity normalization procedures help AI algorithms to adapt
to a task of assessing severity of suicide risk at an individual level? (b) Knowing that
suicide is a terminal mental illness and patients drift in time across the spectrum of mental
health disorders, what architectural choices need to be made to study suicide risk in timevariant and time-invariant manner?

3.3

Shallow Infusion F OR S UICIDE R ISK S EVERITY D ETECTION

Mental Health illness such as depression is a significant risk factor for suicidal ideation
and behaviors, including suicide attempts. According to SAMHSA (Substance Abuse and
Mental Health Services and Administration), 80% of the patients suffering from Borderline
Personality Disorder have suicidal behavior, 5-10% whom commit suicide. According to
Veen et al. the probability of admission to hospital increased over different levels of suicide
risk; Suicide Ideation (12%), Suicide Behaviors (25%), and Suicidal Attempt (37%). It
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is important to first classify the users along these suicide risk levels so that appropriate
intervention strategies can be designed.

Figure 3.6 A view of input raw text being annotated by the expert and a model, respectively. It illustrates the gap between the “what a model understands as important features”
compared with “how an annotator sees the text”.
Current AI models that predict suicide risk are not clinically grounded and explainable, as the labels used to label samples are not well-defined [130] (see Figure 3.3). Let
us see this with an example, starting with figure 3.6. It illustrates how the annotators sees
the posts and provide a label, and how an AI model sees the post through the lens of feature importance weights. This example is taken from the Reddit C-SSRS Suicide dataset,
comprising of 500 posts labeled with following labels: Supportive, Suicide Indication, Suicide Ideation, Suicide Behavior, and Suicide Attempt [37]. Through visual inspection, it
is evident that the phrases/token seem important to an expert is not given relatively close
importance scores by the model. Scaling over the 500 posts, the model yielded a score of
53% recall3 . As a next step, we replace the simple AI model, the support vector machine,
with a large model, the convolutional network (CNN) (see Figure 3.7).
3 In

a order of severity levels: Suicide Indication → Suicide Ideation → Suicide Behavior → Suicide
Attempt, if a model predicts a lower severity level than ground truth, it is counted in recall.
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Figure 3.7 A snapshot illustrates that the discrepancy persists even with an increase in
model complexity (from SVM to CNN). As a result, there is a misclassification. Since it is
a case of suicide risk severity detection, a prediction of a low severity label can impact the
quality of care a patient would receive.
Though CNN highlighted some more phrases/tokens, it did not contribute to increasing
the severity level of the prediction. However, it improved the recall from 53% to 57%
but failed to work well on such kind of data sample. An ingenious strategy is to make
the model predict the severity level and a confidence score [131]. If the score is below a
certain empirical threshold, the prediction is ignored, and the sample is sent to an expert for
verification. It sounds like an intuitive strategy, and it worked well, yielding 85% recall but
with only 50% sample coverage. It means the remaining 50% samples are sent to an expert
for re-verification or re-annotation [132]. It is acceptable for low sample size datasets, but
if we want to scale it across millions of samples to classify severity levels, experts would
be overwhelmed.
This is where concept classes becomes crucial, as it minimizes the uncertainty and provides context capture. The inclusion of concept classes comes with few changes at the data
and model levels. The data-level change is performed by extracting phrases (or n-grams)
from the input text that have either string overlap or semantic similarity to the definitions or
concepts that describe the severity level (see Table 3.2). We conduct the data-level change
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Table 3.2

Suicide Risk Severity Lexicon. It can be downloaded from here

Suicide Risk Severity
Class

Number of Concepts
Per Class

Examples

Suicide Indication

1535

Suicide Ideation

472

Suicide Behavior

146

Suicide Attempt

124

Pessimistic character, Suicide of
relative, Family history of suicide
Suicidal thoughts, Feeling suicidal,
Potential suicide care
Planning on cutting nerve, Threatening suicide, Loaded Gun, Drugabuse
Previous known suicide attempt,
Suicidal deliberate poisoning,
Goodbye Attempted suicide by
self-administered drug, Suicide
while incarcerated.

Figure 3.8 The text that contains some bracketed tokens is the transformed input text.
The bracketed tokens are either similar to the concepts in the lexicon or definitions of the
concept classes or present within them. Thus, we call them concept phrases. The elliptical
shapes are an illustration of concept classes. Suicide Indication and Suicide Ideation are
highlighted because the bracketed concept phrases are significantly similar to these classes.
This transformed input text is input a model described in 3.10.
in two ways: (a) Dependency Parsing or Constituency Parsing resulting in noun-phrase or
verb-phrase extraction, and finding its presence in lexicons and definitions. (b) Further,
compute sentence embedding using Sentence BERT or phrase embedding using Concept-
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Net and compute semantic similarity with the definition of severity levels or concepts in
the lexicon. This results in Figure 3.8, where the bracketed texts are concept phrases. This
term denotes phrases within the input text that have substantial similarities with definitions
and lexicons.
3.3.1

E XPLAINABLE DATA C REATION AND U SE IN S UICIDE C ONTEXT

By Definition, an “explainable data” is a resource created after processing the raw textual
input using expert-curated knowledge sources with a purpose to understand an AI model’s
behavior in classification or generation. An example illustration of the explainable data
is shown figure 3.8, where an input text is pre-processed by identifying parts of the sentence that are similar to concepts in a related knowledge source (e.g. Lexicons, KGs).
The bracketed tokens in the figure 3.8 are considered to be key-phrases and are termed
as concept phrases after checking their presence or similarity with concepts in knowledge
source. Among various ways to extract the key-phrases from the sentences, we considered
constituency parsing to be a ubiquitous method across all NLP applications [133]. Figure
3.9 shows a parse tree of the first sentence in figure 3.8.

Figure 3.9 An example of constituency parse tree for the first sentence in figure 3.8. The
image is created using Berkely Neural Constituency Parser, available online here.
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Parsing the constituency parse tree would yield noun phrases (NP) and verb phrases
(VP) that are potential key-phrases reflecting on the topics of user’s focus. “people who
abandon me”, “hopelessness”, “feelings of betrayal” are some examples of NPs and VPs
that are very similar to phrases identified by the annotators while annotating the post. After
identification of the phrases, the next task is to check their similarity with the concepts in
the knowledge source. Let us consider that we have two sources of knowledge: Lexicon
(L) and Definitions (D) suitable to capture cues that describe suicide risk severity of an
individual and the individual makes P posts, where an ith post is represented as pi . Then the
method of identifying concept phrases using a lexicon (L) can be formulated as follows:

{ cos(NPpi , L) }, NPpi ,V Ppi ∈ constituency parse(pi )
∪
{ cos(V Ppi , L) }, NP: Noun Phrase, VP: Verb Phrase, pi ∈ P
Concept PhrasesL (pi ) = ∪
{ NPpi ∩ {w0 , w1 , w2 , ...wn }∈L }
∪
{ V Ppi ∩ {w0 , w1 , w2 , ...wn }∈L }
cos(NPpi , L) = for np ∈ NPpi and w ∈ L, if cos(np,⃗
⃗ w) > δ
cos(V Ppi , L) = for vp ∈ V Ppi and w ∈ L, if cos(⃗
v p,⃗w) > δ
Similarly, the method for identifying concept phrases using definitions (D) of concept
classes can be formulated as following:
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{ cos(NPpi , ⃗D) }, NPpi ,V Ppi ∈ constituency parse(pi )
∪
{ cos(V Ppi , ⃗D) }, NP: Noun Phrase, VP: Verb Phrase, pi ∈ P
Concept PhrasesD (pi ) = ∪
{ NPpi ∩ {w0 , w1 , w2 , ...wn }∈D }
∪
{ V Ppi ∩ {w0 , w1 , w2 , ...wn }∈D }
⃗ ⃗D) > δ
cos(NPpi , ⃗D) = for np ∈ NPpi if cos(np,
cos(V Ppi , ⃗D) = for vp ∈ V Ppi if cos(⃗
v p, ⃗D) > δ
An intersection of Concept PhrasesL (pi ) and Concept PhrasesD (pi ) is the total set of
concept phrases in a post pi . This process is to be followed across all the posts P made by
users, and it would result in a dataset with a set of identified concept phrases along with
other tokens in the input texts. The utility of concept phrases is in preserving the context. Since embeddings are prone to lose semantics because of their distributional nature,
concept phrases would retain semantics. Two ways in which we can create embeddings
of concept phrases are: (a) Using pre-trained or fine-tuned sequential language models,
they would create representations (e.g., BERT) by iterating over the concept phrases in
either uni-directional (e.g., Recurrent Neural Networks, Long Short Term Memory) or bidirectional (e.g., Bi-LSTM, BERT) ways, and (b) Using word embedding models, that
provides embeddings of individual words within a concept phrase and then we concatenate the embeddings and pass it through a dimensionality reduction method (e.g., Singular
Value Decomposition, T-SNE) to match the dimensions of the AI model tasked for classification [73] [134] [135].
After creating the representations of the concept phrases, the representation of other
tokens in the text are created using word embedding models. Final representation of the
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input is through concatenation of token embeddings and concept phrase embeddings, and
reducing it using dimensionality reduction. Denoising and simplifying vector space are the
two main reasons for dimensionality reduction. Further, the size of the vector influences
model structure, which means a lower size vector would require a simpler model and would
have a low degree of freedom. This would also prevent the model from overfitting, a
common phenomenon in ML/DL. Nguyen et al. provide some essential tips for selecting
the dimensionality reduction method [136].

Figure 3.10 The transformed input text is the input to the CNN model that learns by computing semantic embedding loss (Lse ). This loss is defined because the concept classes
have a representation form as vectors. ⃗vSIn represents the vectorized form of the definition
and concepts that describe suicide indication. Likewise, ⃗vSId ,⃗vSB , and⃗vSA represents the
vectorized form of the suicide ideation, suicide behavior, and suicide attempt, respectively.
Lse compute the Euclidean distance between the representation of the input text and vectorized form of the concept classes. The output shows that by identifying concept phrases,
the model learns their combined representation, resulting in an increase in their importance
scores.
This forms the method to create numerical representation of the transformed input text
in shown in figure 3.10. With this approach, an AI model would not tokenize the concept
phrase rather consider them together, thus maintaining semantics. Now, we need to infuse
knowledge into the AI model which would responsible of classifying the suicide risk severity of an individual. As you can see in Table 3.3, simply transforming the input yield sat-
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Table 3.3 Shallow infusion improves recall when the model is tasked to predict suicide
risk severity of a user. In such scenario Recall is the judge of model’s performance as high
false negatives would result in wrong care plan for a patient with high-levels of suicide risk
tendencies.
Model

Method

SVM with Linear Kernel
CNN
CNN [132]
Gambler Loss
CNN [37]
Concept Phrases
CNN [106]
Concept Phrases + Semantic Embedding Loss

Recall
53%
57%
62%
74%
84%

isfactory improvement over the baselines. However, significant boost was achieved when
we performed shallow infusion of knowledge by introducing a new loss function, termed
as, semantic embedding loss, which computes difference between the representation generated by the AI model at the outermost layer and different representations of concept classes
created using embedding models. This can be formulated as follows:
Lse = min ||⃗ho −⃗v j ||2
j

where⃗ho is the outermost representation of the AI model and⃗v j is the jth label among {⃗vSIn ,
⃗vSId ,⃗vSB , and ⃗vSA }. The results in the table 3.3 is recorded using ConceptNet (vocabulary=
417193, dimension= 300), a multi-lingual knowledge graph created from expert sources,
crowd-sourcing, DBpedia, vocabulary derived from Word2Vec, and GLoVE. The recall
score reported in the table 3.3 is computed in the following way:
N

N

T
T
I(rio > ri′ )
I(ri′ > rio )
∑i=1
∑i=1
, FN =
FP =
NT
NT

where ∆(rio , ri′ ) is the difference between rio and ri′ . ri′ and rio are the predicted and actual
response for ith test sample.
Longitudinal and Cumulative Study of Suicide Risk: By introducing concept classes
and its infusion into AI model, the approach opens-up avenues for wider applications of AI
in suicide risk severity. Prediction of a suicide risk severity level is not always cumulative
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Table 3.4 Example posts from a user ordered by timestamp (TS) and prediction from
LSTM with semantic embedding loss. These examples illustrates the longitudinal efficiency brought into statistical LSTMs through shallow infusion.
Post 1 (TS 1): “Homie, . . . Im 27 yo, . . . the job is underpaying - 700 euros per month. . .
too afraid to search for a new job. . . . fuck me, I guess? . . . had these thoughts of suicide
and these fears to take charge of my life from like the end of a high school. 10 years same
feelings of dread, same thoughts of killing myself.”
Predicted Suicide Risk Severity: Suicide Ideation
Post 2 (TS 2): “One day . . . . sudden realization . . . I gonna gather determination . . . roll
over the bridge. And my parents, or have a nice heart attack! feel trapped. . . . nothing
gonna change. You will end up just like me. I will roll over the bridge”
Predicted Suicide Risk Severity: Suicide Behavior
Post 3 (TS 3): “No wife, no house, no car, no decent job. Every single day . . . hating
myself at work . . . . Im going to kill myself today or tomorrow. Probably . . . middle of
next week, but the chances are . . . going to sleep forever”
Predicted Suicide Risk Severity: Suicide Behavior
Post 4 (TS 4): “I dont even go to the exams. . . I might pass those exams. . . will not
graduate. . . . playing some kind of a Illness joke . . . my poor family.”
Predicted Suicide Risk Severity: uninformative
User-level Predicted Suicide Risk Severity: Suicide Ideation
of the posts made by a user, but also longitudinal. In the absence of concept classes, it is
hard to capture whether the post made by a user is informative for predicting suicide risk
severity or should be perform a cumulative prediction using the entire posts of the user
or consider it length-wise and time-wise. Table 3.4 illustrates time-variant prediction of
the AI model with semantic embedding loss, adapted to support temporal learning using
long short term memory (LSTM) networks [106]. The italicized text are phrases which
contributed to the representation of each post. These phrases had similarity to the concepts
suicide risk severity lexicon [37]. Likewise, table 3.5 shows the predictions of CNN model
with semantic embedding loss by cumulatively learning over the user’s post.
Through concept classes we were able to explore time-variant (TvarM) and time-invariant
(TinvM) nature of suicide risk. Which happens to be a case in real-world, when a patient
diagnosed with a suicide risk level, after months of treatment, commits suicide. A known
reasons is associated with patient’s abrupt discontinuity from clinician meetings because
patient is either switch clinicians or conceal truth regarding suicide risk-related develop54

Table 3.5 Example posts from a user(ui ) and prediction from TinvM. The italicized text
are phrases which contributed to the representation of the post. These phrases had similarity
to the concepts in medical knowledge bases
User Post: “Homie, . . . Im 27 yo, . . . the job is underpaying - 700 euros per
month. . . too afraid to search for a new job. . . . fuck me, I guess? . . . had
these thoughts of suicide and these fears to take charge of my life from like the
end of a high school. 10 years same feelings of dread, same thoughts of killing
myself.” “One day . . . . sudden realization . . . I gonna gather determination . . .
roll over the bridge. And my parents, or have a nice heart attack! feel trapped.
. . . nothing gonna change. You will end up just like me, roll over the bridge”
“No wife, no house, no car, no decent job. Every single day . . . hating myself
at work . . . . Im going to kill myself today or tomorrow. Probably . . . middle
of next week, but the chances are . . . going to sleep forever”. “I dont even
go to the exams. . . I might pass those exams. . . will not graduate. . . . playing
some kind of a Illness joke . . . my poor family.”
User-level Predicted Suicide Risk Severity: Suicide Behavior
ments between two different suicide risk levels. With the use of concept classes we were
able to suicide risk, passively, in longitudinal and cumulative way.
Edge Cases - Supportive Users: Since we are using social media posts, one unforseen
challenge is the context overlap between users who are actually showing suicidal tendencies and the users who are sharing their past experiences. The later category of users is
what we call “supportive user” and considering them as another concept class (e.g. no risk)
can minimize the chances of false positives or false negatives. This can be seen by the
reduction in perceived risk measure shown in Figure 3.13. In the following, we enumerate
the key takeaways from the ROC plots created for each concept class, as shown in Figure
3.11. Qualitative inspection of the AI model with semantic embedding loss can be seen in
Table 3.6.
1. The TinvM model identified 25% more suicide attempters compared to TvarM. Too
few oscillations in suicide risk severity cause TinvM to be less vulnerable to false
positives than TvarM. The solid lines in ROC curves in figure 3.11 shows a significant
improvement in recall for TinvM (40% TPR (True Positive Rate) at 20% FPR (False
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Figure 3.11 The ROC plots show the capability of either approach in detecting users
with different levels of suicide risk severity based on their behavior over time on the SW
subreddit. We notice that TvarM (right) effectively detects supportive and ideation users.
TinvM (left) is capable of detecting behavior and attempts users. We also record that a
hybrid of TinvM and TvarM is required for detecting users with suicidal behaviors.
Positive Rate)) compared to TinvM. On the weak side, the TinvM showed a modest
performance compared to a random and simple model due to difficulty separating
supportive users from suicide attempters, which accounts for many false negatives.
2. One level less in suicide risk severity, the suicidal behavior users also did not show
a significant change in suicide-related words (e.g. ‘loaded gun,’ ‘alcoholic parents’,
‘slow poisoning,’ ‘scars of abuse’, etc.) causing TinvM model to identify 12.5%
more users compared to TvarM. Further, TinvM predicted 20% of suicidal behavior
users as supportive compared to 42% by TinvM, making it time-sensitive modeling
susceptible to ignoring care for the user with severe mental illness.
3. In contrast to users with suicide behaviors and attempt tendency, users with ideations
show high oscillations in suicidal signals, making TvarM capable of correctly capturing 65% of the users, while 20% of the users were predicted with high severity levels.
The false positives are due to overlap in content with behavior and attempt users be56

cause users with ideation explain behavior signs in the future tense. For example, in
the following sentence, “For not able to make anything right, getting abused, I would
buy a gun and burn my brain,” the user used a future tense to describe his ideations,
developing a reasonable probability for false positives. A significant improvement of
26% in AUC for TvarM shows the low sensitivity and high specificity compared to
TinvM.
4. Supportive users on Reddit account for the high false positives in the prediction of
suicide assessment because of the substantial overlap in the content with users having
ideation, behavior, and attempts. The time-variant methodology discreetly identifies
semantic and linguistic markers which separate supportive users from users with
a high risk of suicide. The use of past tense, words like "experience," "sharing,"
"explain," "been there," "help you," and subordinate conjunctions were consistent in
temporal learning; however, their importance is overridden by suicide-related words
in TinvM, leading to high false positives. From ROC curves in figure 3.11, TvarM
is more specific than and less sensitive than TinvM with 20% improvement in AUC
and TPR = 1.0 at FPR=0.38 compared to TPR=1.0 at FPR=0.6.

3.3.2

D ESCRIPTION OF E XPLAINABLE DATA

For the purpose of annotation, we randomly picked 500 users from a set of 2181 potential
suicidal users. In the annotated data, each user on an average has 31.5 posts within the time
frame of 2005 to 2016. The Dataset is publicly available here.
The annotated data comprises of 22% supportive users, 20% users with some suicidal
indication but cannot be classified as suicidal, 34% users with suicidal ideation, 15% users
with suicidal behaviors, and 9% users have made an attempt (success or fail) to commit
suicide. Supportive users constitutes 1/5th of the total data size and prior studies have
ignored them.
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Table 3.6 Qualitative comparison of TinvM and TvarM models representative posts from
users who are either supportive or showing signs of suicide ideations, behaviors or attempt.
Pred.: Predictions, SW: r/SuicideWatch
TinvM
Pred.

TvarM
Pred.

SW Reddit Post or Comments
True Label: Support

Ideation

Support

Support

“Of many experiences of paranoia, anxiety, guilt, forcing me
to jump into a death pithole,.... I realized how worthy I m of
many things . . . would be giving you my experience on this
subreddit”
“I was a loner, facing increase strokes of anxiety and paranoia,
that I went on driving myself into a pithole. I was missing
one person who I cared the most . . . . I feel tired and careless
towards anything. . . Guilt of not saving her”
True Label: Behavior

Behavior

Behavior

Attempt

“Please listen, I doubt myself and think committing suicide
to escape my situation. Patience, I heard countless times but
dying is still a bold decision for me.”
“This may be my last appearance. A thoughtful attempt to
take my life is what I left with. I have ordered the materials
required for my Suicide this evening. I also have a backup
supplier in case my primary source sees through my lies and
refuses sale.”
True Label: Ideation

Behavior

Ideation

Ideation

“Thank you. I actually am not on any medication. I was on
Zyprexa and then Seroquel for quite a while but stopped taking
the anti-psychotics about a year ago.”
“Anyway, Ive been thinking about seeing my shrink for a
while. Maybe get back on the anti-depressants or something.
Thank you though for the thoughtful post. It actually means a
lot to me since I dont have many friends”
True Label: Attempt

Attempt

Ideation

Ideation

“My dad asked to step out of the house. I feared the ugly look
and how disgusting I am looking. I tried therapy, talked to
strangers. Everday is a torture for me. I like crafts but feel
lack of energy in my self”
“Dark overwhelming sadness and hyperactive behavior is
what describes me. I am trying to live my time to see if something changes for me”
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Figure 3.12 Distribution of 500 annotated users in different mental health subreddits.
ADD: Addiction, DPR: Depression, SLF: Self Harm, BPD: Borderline Personality Disorder, BPL: Bipolar Disorder, SCZ: Schizophrenia, and ANX: Anxiety
Table 3.7 shows posts from redditors and their associated suicide risk severity level. To
identify which mental health subreddits (except SW) contributed most to suicidality, we
mapped potential suicidal Redditors to their subreddits (see Figure 3.12).
E VALUATION OF A NNOTATION

Four practicing clinical psychiatrists were involved in the annotation process. Each expert
received 500 users dataset comprising of 15755 posts. We perform two annotation analysis
defined for ordinal labels: (1) A pair-wise annotator agreement using Krippendorff metric
(α) to identify the annotator with highest agreement with others, (2) An incremental group
wise annotator agreement to find the robustness of the earlier annotator [137]. For group
wise agreement, we denote a set of annotators as G with cardinality (|G|) range from 2 to
4. α is calculated as 1 − (

Do (A j ,S)
)
De

, where Do (A j , S) is observed disagreement and De is
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Table 3.7 Paraphrased posts from candidate suicidal redditors and associated suicide risk
severity level.SU: Supportive users or no-risk users.
Always time for you to write your happy ending .... doesnt need to be spelled out
with alcohol and Xanax.... keep an open mind

SU

Ive never really had a regular sleep schedule....no energy to hold a conversation....no
focus on study....barely eat and sleep....fluffy puppy dog face

IN

Sometimes I literally cant bear to move....my depression....since I was 14....suffering rest of my life....only Death is reserved for me.

ID

Driving a sharp thing over my nerve. Extreme depression and loneliness.... worthless excuse for a life....used everything from wiring to knife blades

BR

I am going to off myself today...loaded gun to my head..determined....huge disappointment....screwed family life....breaks my heart everyday.

AT

expected disagreement. The pairwise annotator agreement is a subset of group-wise and
we formally define it as:
1 N
i 2
Do (A j , S) =
|Aij − Sm
| , S ⊂ G \ {A j }
∑
∑
N.|S| i=1 m∈S
De =

N
2
|Gim − Giq |2
∑
∑
N · |G|(|G| − 1) i=1 m,q∈G,m̸=q

(3.1)

(3.2)

where A j is the annotator having highest agreement in pairwise α. S is the subset of a
group of annotators G that excludes A j . Gim and Giq represents the two annotators m and
q within the group Gi . i is the index over all the users in the dataset. Results of pairwise
and group wise annotators agreement is in Table 3.8. We observe a substantial agreement
between the annotators4 .
Extension of the dataset to study longitudinal and transverse Suicide Risk: To assess which of the suicide risk levels are time-variant and which are time-invariant, we
utilize the aforementioned dataset of 500 Reddit users. The created dataset allows Timeinvariant suicide risk assessement of an individual on Reddit, ignoring time-based ordering
4 http://homepages.inf.ed.ac.uk/jeanc/maptask-coding-html/node23.html
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Table 3.8 (left). Pairwise annotator agreement, (right). Group wise annotator agreement.
A, B, C,and D are annotators. Agreement scores are for Time-invariant modeling of suicide
risk severity dataset.
B
A
B
C

0.79
-

C

D

0.73 0.68
0.68 0.61
0.65

A

B

B&C

B&C&D

0.79

0.70

0.69

of posts. For Time-Variant suicide risk assessment, the posts needed to be ordered with
respect to time and be independently annotated. Following the annotation process highlighted in Gaur et al. [37] using modified C-SSRS labeling scheme, post-level annotation
was performed by the same four psychiatrists with an inter-rater agreement of 0.88 (Table
3.9a) and a group-wise agreement of 0.76 (Table 3.9b). The annotated dataset of 448 users
comprises 1170 supportive (throwaway account: 421, Non-throwaway account: 437) and
uninformative(throwaway account: 115, Non-throwaway account: 197) posts. For throwaway accounts, the dataset had 37 supportive users (S), 63 users with suicide ideation (I),
23 users with suicide behavior (B), and 17 users had past experience with suicide attempt
(A). User distribution within non-throwaway accounts is as follows: 85 S users, 115 I users,
76 B users, and 33 A users.
Table 3.9 Inter-rater reliability agreement using Krippendorff metric. A,B,C,and D are
mental healthcare providers as annotators. The annotations provided by MHP “B” showed
the highest pairwise agreement and were used to measure incremental groupwise agreement for the robustness in the annotation task. Agreement scores are for Time-variant
modeling of suicide-risk severity dataset.
B
A
B
C

0.82
-

C

D
A

0.79 0.80
0.85 0.88
0.83

B 0.82

A&C

A&C&D

0.78

0.76

(b) Groupwise reliability agreement

(a) Pairwise reliability agreement
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3.3.3

E XPLAINABILITY AS A M ETRIC : P ERCEIVED R ISK M EASURE (PRM)

It is defined to better characterize the difficulty in classifying a data item while developing
a robust classifier in the face of difficult to unambiguously annotate datasets . It captures
the intuition that if a data item is difficult for human annotators to classify unambiguously,
it is unreasonable to expect a machine algorithm to do it well, or in other words, misclassifications will receive reduced penalty. On the other hand, if the human annotators are in
strong agreement about a classification of a data item, then we would increase the penalty
for any misclassification. This measure captures the biases in the data using disagreement
among annotators. Based on this intuition, we define PRM as the ratio of disagreement
between the predicted and actual outcomes summed over disagreements between the annotators multiplied by a reduction factor that reduces the penalty if the prediction matches
any other annotator. We formally define it as;
1
PRM =
NT

NT

∑

i=1



1 + ∆(ri′ , rio )
∑m∈Gi I(ri′ = Gim )
·
1 + ∑m,q∈Gi ,m̸=q ∆(Gim , Giq )
|Gi |


(3.3)

Where the denominator is the disagreement between Gim and Giq annotators summed
over all annotators in a group Gi .

∑m∈G I(ri′ =Gim )
|Gi |

is the risk reducing factor calculated as

the ratio of agreement of prediction with any of the annotators over the total number of
annotators. In cases where r′ disagrees with all the annotators in G, the risk reducing factor
is set to 1.
Influence of Concept Classes on PRM: On analyzing models’ behavior using PRM,
figure 3.13 illustrates that concept phrases showed a reduction of 11.4% from SVM-Linear
(the baseline) to SVM-Linear working on data with concept phrases. The CNN model
provides an opportunity to learn through a new semantic embedding loss method, which
reduces the uncertainty in classification. It is noticeable in figure 3.13 that CNN working
on the transformed dataset with concept phrases benefits further if the model learns with
semantic embedding loss wherein the predicted outcome is compared with concept classes
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SVM-Linear (61%)
SVM-Linear+CP (54%)
SVM-Linear+CP+SL (47%)
CNN+CP (37%)
CNN+SE+CP (16%)
CNN+SE+CP+SL (14%)
Figure 3.13 Results showing reduction in Perceived Risk Measure through an ablation of
Concept Phrase (CP), Supportive Label (SL), and Semantic Embedding Loss (SE).
(↓ 57%). Suppose we extend the set of concept classes by modeling users who show
supportive behavior online, and characterize it with keywords similar to the ones shown
in table 3.2. In that case, the model better distinguishes between suicide risk classes and
no risk class. This results in further minimizing risk (↓ 13% from SVM-Linear+CP to
SVM-Linear+CP+SL; ↓ 12.5% from CNN+SE+CP to CNN+SE+CP+SL).
3.3.4

S UMMARY

We presented the notion of concept classes as one of the many methods of shallow knowledge infusion to abridge the gap between observational input and expected output. This
chapter mainly uses external knowledge to make AI context-sensitive and user-level explainable in high consequence applications. Specifically, we show how the suicide severity
lexicon can transform the observational data and outcome labels, so that model’s learning
behavior can be gauged for uncertainty and context sensitivity. We introduce a perceived
risk measure metric to quantify uncertainty in the presence of annotators’ agreements and
disagreements among themselves and with the model’s outcome over a data sample. There
are certain limitations of Shallow Infusion:
Model Interpretability: The approaches described in this chapter are large concerns with
explainable data creation and semantic labels so that model’s learning can be grounded
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Figure 3.14 The transient posting of potential suicidal users in other subreddits, requires
careful consideration to appropriately predict their suicidality. Hence, we analyze their
content by harnessing their network and bringing their content if it overlaps with other
users within r/SuicideWatch (SW). We found, Stop Self Harm (SSH) > Self Harm (SLH)
> Bipolar (BPR) > Borderline Personality Disorder (BPD) > Schizophrenia (SCZ) >
Depression (DPR) > Addiction (ADD) > Anxiety (ANX) to be most active subreddits for
suicidal users. After aggregating their content, we perform MedNorm using Lexicons to
generate clinically abstracted content for effective assessment.
in the domain. We haven’t inspected the internal mechanics of the model and methods for knowledge infusion.
Domain Specific: Approaches under shallow knowledge infusion, which are essentially
embedding-based, are highly domain specific or task-specific. Thus, their transferability is a challenge because of the rigid parametric knowledge learned by the model.
Further, the concept classes required to make the model explainable and adaptive in
a domain can hurt transferability across multiple domains. It is because not all domains have concept classes.
Modeling Uncertainty: We discussed perceived risk measure as a metric to assess uncertainty in predictions; however, we did not enforce "uncertainty handling” within the
model’s learning behavior. We also touched upon the gambler’s loss function as a
method to model uncertainty, but its statistical nature removes many samples [132].
Thus we need an approach at the intersection of semantic and statistical.
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Cost and User-explainability trade-off: There is a trade-off between the cost involved in
creating explainable data and the need for user-level explainability in the application.
Recent datasets have spent thousands of dollars on annotation, but still model shows a
vast gap between its prediction and human-level performance. So, to employ shallow
infusion methods, the trade-off requires a nudge.
For clarity, we restricted the application of shallow infusion to mental health, particularly suicide risk classification. Figure 3.14, shows an architecture to scale the explainable
data creation approach described in this chapter using a wide-variety of domain-specific
knowledge sources. Shallow knowledge infusion is applicable in various other applications, such as sub-event detection in dynamic tweet streams [24], asking better follow-up
questions in mental health5 , explainable clustering to study patient’s discourse in social media and clinical notes [55], infusing cognitive theories [138], crisis informatics [139],and
others. In the next chapter, we will focus on model interpretability and keep the model
capable of preserving context and sensible towards preventing unsafe prediction or natural
language generation.

5 https://tinyurl.com/IIIT-AIISC-PRIMATE
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C HAPTER 4
S EMI -D EEP I NFUSION
Compared to Shallow Infusion, Semi-Deep Infusion concerns with opening the blackbox of AI system using knowledge sources. This chapter will provide a detailed grounding of model interpretability highlighting the state of the art methods that promises interpretable AI, the limitations of these methods, and how knowledge infusion in AI can help
make model interpretable without sacrificing uncertainty handling, context sensitivity, and
user-level explainability.
Significance
Semi-Deep infusion retains the representational richness of knowledge representation and allows use of a variety of knowledge in the infusion process. It develops
strategies to augment knowledge representation with latent representations to make
statistical model interpretable. It also introduce methods wherein the model learns
to balance between knowledge and data.

We will discuss two specific application areas: (a) Classification of mental health conditions of users on Reddit using Diagnostic Statistical Manual for Mental Health Disorders.
This would expand on the concept classes discussed in Chapter 3. There is prior research
on the extraction of mental health-related information, including symptoms, diagnosis, and
treatments from social media; however, our approach can additionally provide actionable
information to clinicians about the mental health of a patient in diagnostic terms for webbased intervention. (b) Conceptual flow-based question generation for conversational information seeking (CIS) using knowledge graphs as source of meta-information. CIS is
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a relatively new research area within conversational AI that attempts to seek information
from end-users in order to understand and satisfy users’ needs. If realized, such a system
has far-reaching benefits in the real world; for example, a CIS system can assist clinicians
in pre-screening or triaging patients in healthcare. A key open sub-problem in CIS that
remains unaddressed in the literature is generating Information Seeking Questions (ISQs)
based on a short initial query from the enduser having an ill-defined context. To address
this open problem, we propose a novel approach for generating ISQs from just a short user
query, given a large text corpus relevant to the user query.

Figure 4.1 (A) & (B): An illustration of self-attention matrices computed in current
attention-based transformer models and autoencoders. (C) The cross-attention matrix is
what we desire and seek to achieve using autoencoders. We mainly use autoencoders
as they are proven to be good representation generators and modulators. Credit: Image
adapted from a Presentation

4.1

B ENEFITS OF Semi-Deep Infusion

The methods concerns with innovation in loss functions and optimization functions for
knowledge infusion.
Optimization Function: DL model learns by computing correlation between words or
sentences which is analogous to self-attention matrices [140]. This chapter is interested in leveraging self-attention to learn a cross-correlation matrix between input
words or sentences and concept classes in a knowledge source (KS). The matrix in
figure 4.1(c) is the target matrix we want the model to learn. The intuition behind this
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is to achieve interpretability in the model. One can use the matrix, visualize it using
T-SNE [12] or can study the mapping scores to confirm whether the model was able
to align words/sentences in the input with correct concept classes. From Chapter 3,
concept classes give an understandable representation of the domain (e.g., the mental
health domain’s concept classes are disorders mentioned in DSM-5), and mapping of
independent words/sentences in the input allows us to judge model’s interpretation
of the input. We will discuss a Semantic Encoding and Decoding-based optimization
scheme that will enable the model to generate contextual feature vectors irrespective
of the domain, as long as KS supports the scheme. Additionally, this process enables
zero-shot learning using KS [10].
Constraints-based Loss Function: Such loss functions became important from the task
of summarization in natural language processing. The constraints are placed to
pick a sentence of desired characteristics for summary generation. Integer linear
programming, inductive logic programming, planning, and others are areas where
constraints-based loss functions have proved to be useful. In this chapter, we will
describe a novel use-case of constraints-based loss function, which is to enforce a
logical order and maintain semantic relations in a conversational agent tasked to full
fill information needs of a user by asking information seeking questions in a conceptual flow. We will see how such a loss function in conjunction with KGs can improve
the generation quality of a conversational agent and be safe when use in sensitive
areas, like mental healthcare.
Model Interpretability: Figure 4.2 illustrate the complete pipeline of semi-deep infusion
in achieving interpretability. The top-left part of the figure describe the working of
a traditional ML/DL model who ends up giving a wrong prediction because it fails
to capture contextual cues responsible for correct prediction. If we attempt to reason
over the model, we won’t be able to make meaningful inferencing because of the sta-
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Figure 4.2 An overall pipeline illustrating the benefit of Semi-Deep Infusion in making ML/DL explainable and interpretable.
tistical feature vectors that provide inaccurate representation of real-world. However,
if we enforce transformation of the input text using concepts (or concept classes) in
KG within the model’s functional part (optimization function, loss function, or activation function), then we achieve model interpretability. It is because the resultant
feature vector would be dominated by the phrases that mapped to a set of concepts
(or concept classes) in KGs with high scores It can be visualized as a heat-map shown
in figure 4.1(c). This process yield two benefits: (a) reduction in mis-classification
because the feature space is less varied and contextual, and (b) the reasoning over the
model is possible.
User-level Explainability: A semi-deep knowledge infused model provide user-level explainability querying the KG using the concept (or concept class) and the word or
phrase in the input having a maximum correlation with the concept (or concept class).
For example, it can be seen in Figure 4.2 (bottom-right), which illustrates the multihop traversal in a KG using words or phrases identified as important by a semi-deep
knowledge infused model. An additional benefit from multi-hop or single-hop traver69

sal is retrieving information that might overlap or inform the target label the model is
supposed to predict. As a result, through user-level explainability, one can associate
the traversed part of KG with the target label to measure the correctness of the model.
Context Sensitivity: A semi-deep knowledge infused model is context-sensitive. It semantically annotates the input context while learning using a cross-correlation matrix between words/sentences in input and concept (or concept class) in KG. It can
be defined as either identifying concept phrases or substituting them with abstract
concepts/categories. For instance, in bottom-left section of the figure 4.2, the words
“bisexuality” and “relationship” are substituted with Health-related behavior. Such
implicit transformation1 of input text makes the model context-sensitive.

4.2

Semi-Deep Infusion

We define the second category of knowledge infusion, i.e., Semi-Deep Infusion as a
paradigm that gauges the learning of a deep net and resolves the impedance mismatch by
adding structural (e.g., dependency relations between words in a sentence) or symbolic
(attention probability or constraints satisfaction) knowledge. Such an approach has been
effective in a task-specific problem where the model is unable to learn complex representative features from the text. We categorize different perspectives of Semi-Deep Infusion
of knowledge in the deep neural networks outlined for various natural language processing/understanding tasks (e.g. event detection, user classification, relationship extraction,
reading comprehension, etc.) (see Table 4.1).
Teacher Forcing: In a deep learning framework comprising of an autoencoder, the capability of a decoder is enhanced through teacher forcing. In this procedure, the
target labels (non-binary rather structured sentences) are fed word by word while
training the decoder part of the autoencoder. The encoder provides the vectorized
1 it

was explicit in shallow infusion
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Table 4.1 Existing methods and approach that are classified based on whether they provide user-level explainable and knowledge-based interpretability. DLMs: Deep Language
Models.
Method

Approach

Explainability

Knowledgebased Interpretability

Fine-tuning [74]
Teacher Forcing [141]
Professor Forcing [142]

Any DLMs
Any DLMs
Any DLMs
KG-LSTMs [143]
KB-LSTMs [144]
KG-GANs [145]
Self-Attention [146] [147]
KG-Guided Attention [148]
CAGE [149]
ERNIE v1.0 [150]
ERNIE v2.0 [151]
ERNIE v3.0 [152]
Human Parity [153]
K-BERT [83]
K-Adapter [154]
SenseBERT [155]
KI-BERT [9]
Semantic Encoding and Decoding [10]
Deep Reinforcement Learning Methods with GLUEbased Rewards [118]
Relational Functional Policy
Gradient Methods [77]
Combining Search with
Value Iteration,
Policy
Gradient, and Monte-Carlo
Tree Search [112]
ISEEQ [31]
AlphaGo [158]
PKiL [17]

User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✗)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✓), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✗), Sys-Ex (✓)
User-Ex (✓), Sys-Ex (✓)

✗
✗
✗
✓
✓
✓
✓
✓
✗
✗
✗
✗
✗
✗
✗
✗
✗
✗
✗
✓

User-Ex (✗), Sys-Ex (✓)

✗

User-Ex (✓), Sys-Ex (✓)

✓

User-Ex (✗), Sys-Ex (✓)

✓

User-Ex (✓), Sys-Ex (✓)
User-Ex (✗), Sys-Ex(✓)
User-Ex (✓), Sys-Ex (✓)

✓
✗
✓

LSTMs
GANs

Attention

Integrated Gradients [156]
Integrated Hessians [157]
Autoencoders
Reinforcement Learning

Multi-relational Reinforcement Learning
Reinforcement
Search and Learning

representation of the input on which the decoder tries to learn. The procedure was
first discussed by Williams et al. and has shown improvement in machine translation, entity extraction, and negation detection tasks [141] [142]. Understanding the
procedure of teacher force, we identified two critical issues: (1) the representation
provided by the encoder is not gauged in the teacher forcing method, and (2) the
model memorizes the input patterns and is challenging to perform transfer learning
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with the trained model. A teacher forced model can learn the correct representation
of the input through following methods:
• Redundancy: In this learning process, the model is monitored for information
loss through backpropagation and is replenished through replicating the input
to the layers. Methods like skip connections or highway connections follow
such a method [159].
• Curriculum Learning: A variation of forced learning is to introduce outputs
generated from prior time steps during training to encourage the model to correct its own mistakes [160].
In the teacher forcing paradigm, during inference, the conditioning context may diverge during training when ground truth labels are given as input. As the encoder
acts as a generator and the decoder behaves like a discriminator, their independent
functioning affects model performance. Further, incorporating knowledge is on the
decoder side, independent of the encoder. Hence, it is challenging to quantify the loss
of information incurred on the encoder side. Our proposed approach on Deep Infusion regulates (1) where in a model, the latent weights are wrongly enforced and (2)
How to adjust the weights leveraging external human-curated graphical knowledge
sources.
Neural Attention Models (NAMs): Attention models highlight important features for pattern recognition/classification based on a hierarchical architecture of the content. The
manipulation of attentional focus effectively solves real-world problems involving
massive data [161]. On the other hand, some applications demonstrate the limitation
of attentional manipulation in a set of problems such as sentiment (mis)classification
and suicide risk [37], where feature presence is inherently ambiguous, just as in
the radicalization problem. For example, in the suicide risk prediction task, references to the suicide-related terminology appear in the social media posts of both
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victims and supportive listeners, and the existing NAMs fail to capture semantic relations between terms to help differentiate the suicidal from a supportive user. To
overcome such limitations in a sentiment classification task [162], have augmented
sentiment scores in the feature set for enhancing the learned representation and modified the loss function to respond to the values of the sentiment score during learning.
However, Sheth et al. have pointed out the importance of using domain-specific
knowledge, especially in cases where the problem is complex [13]. In an empirical study, Bian et al. showed the effectiveness of combining richer semantics from
domain knowledge with morphological and syntactic knowledge in the text by modeling knowledge assistance as an auxiliary task that regularizes learning of the main
objective in a deep neural network [163].
Professor Forcing and Learnable Knowledge Constraints: Professor forcing forms an
architecture where the encoder (generator) competes with the decoder (discriminator) in improving the outcome, thus forming an Adversarial Network. Further, the
improvement in the learning occurs by acting as a posterior regularizer and allowing
the possibility of including rich structured domain knowledge. However, if knowledge constraints need to be infused in professor forcing, they need to be done apriori
and not iteratively while learning. A recent study from Hu et al. focuses on infusing the knowledge as constraints in such an adversarial network by optimizing the
Kullback-Leibler (KL) divergence [164]. However, the knowledge gathered for infusion is part of the dataset and does not exploit a human-curated Knowledge Graph.
The study does relate to our objective by monitoring KL divergence. However, it
does not provide an appropriate method for adding the relevant knowledge quantified
from the KL score. However, in our Deep Infusion paradigm [?], we aim to define
the quantification and inclusion of relevant knowledge to deep models to minimize
the learning time and false alarm rate.
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Graph Neural Network: Graph Neural Network is a type of neural network which directly operates on the graph structure [165]. A typical application of GNN is node
classification. Essentially, every node in the graph is associated with a label, and
we want to predict the nodes’ label without ground-truth. In this process, the model
generates an importance score for each node, and the connection weights form the
weights of the relationship between the nodes. Marino et al. utilize knowledge
graphs for multi-label classification of images using a KG [166]. In this and a similar study by Wang et al., the GNN framework can be seen as leveraging the structural
property of the KG and quantifying itself using the input data [167]. However, the
framework is restricted to the labels in the input dataset and their inter-relationships.
Further, the GNN does not exploit the structural property and taxonomic relationships of the KG in identifying the relevant knowledge that can be applied to the
learning of the neural network. Further, the hidden nodes in GNN are not the abstractions corresponding to a stratified knowledge in a KG; thus, the relationships
between the labels are not well contextualized.
Neural Language Models: NLMs are a category of neural networks capable of learning
sequential dependencies in a sentence, and preserve such information while learning
a representation. In particular, LSTM (Long Short Term Memory) networks have
emerged from the failure of RNNs (Recurrent Neural Networks) in remembering
long-term information [168]. Concerning the loss of contextual information while
learning, Cho et al, proposed a context feed forward LSTM architecture in which
context is learned by the previous layer merged with forgetting and modulation gates
of the next layer [169]. However, if erroneous contextual information is learned in
previous layers, it is difficult to correct [170], which is a problem magnified by noisy
data and content sparsity (e.g. Twitter, Reddit, Blogs). As the inclusion of structured knowledge (e.g., Knowledge Graphs) in deep learning, improves information
retrieval [171], prior research has shown the significance of knowledge in the pur74

suit of improving NLMs, such as in commonsense reasoning [172]. The transformer
NLMs such as BERT (including its variants BioBert and SciBERT), are still data
dependent [173]. BERT has been utilized in hybrid frameworks such as in the creation of sense embeddings using BabelNet and NASARI [174]. Liu et al. proposed
K-BERT, that enriches the representations by injecting the triples from KGs into
the sentence [83]. As this incorporation of knowledge for BERT takes place in the
form of attention, we consider the K-BERT as semi-deep infusion [175]. Similarly,
ERNIE incorporated external knowledge to capture lexical, syntactic, and semantic
information, enriching BERT [150].
Tree LSTMs: LSTMs are sequential models, whereas the sentences in the input corpus
follow a grammatical tree structure (dependency or constituency). Hence, it is important to learn the contextual representation of the input following the same tree
structure. Tree LSTMs replaces the nodes in the graph with LSTMs cells and vector representation of the words/phrases is given as input [176]. This model takes
into account the structural (syntactic) property of the input, but the domain knowledge is ignored. A recent study from Yang et al. utilizes external knowledge bases
(e.g. WordNet, NELL) to improve the performance of BiLSTMs by minimizing
task-specific feature engineering [148]. Particularly, the study focused on improving
entity and event extraction. Knowledge-based LSTM proposed in the study comprises an attention mechanism that acts as a sentinel to guide the model in deciding
whether to use external knowledge and adaptively decide the level of abstractness in
the information. Though the proposed architecture uses an external knowledge base
as a separate component for each LSTM cell, it is uncertain how much of the external
knowledge needs to be incorporated and to what level of abstraction the traversing
of the knowledge base needs to be done to fulfill the information loss in the learning
process.
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Knowledge-based Neural Networks: Yi et al. introduced a knowledge-based, recurrent
attention neural network (KB-RANN) improve model generalization by modifying
the attention mechanism using domain knowledge. However, their domain knowledge is statistically derivable from the input data itself and is analogous to merely
learning an interpolation function over the existing data. Dugas et al. proposed a
modification in the neural network by adopting Lipschitz functions for its activation
function [177]. Hu et al. proposed a combination of deep neural networks with logic
rules by employing knowledge distillation procedure of transferring the learned tacit
knowledge from larger neural network, to the weights of the smaller neural network
in data-limited settings [164] [178].
These studies for incorporating knowledge in a deep learning framework have not
explored declarative knowledge structures in the form of KGs (e.g., DBpedia, BabelNet, UMLS, Wikidata). However, Casteleiro et al. recently showed how the
Cardiovascular Disease Ontology (CDO) provided context and reduced ambiguity,
improving performance on a synonym detection task [179]. Shen et al. employed
embeddings of entities in a KG, derived through Bi-LSTMs, to enhance the efficacy
of NAMs [180]. Sarker et al. presented a conceptual framework for explaining artificial neural networks’ classification behavior using background knowledge on the
semantic web [181]. Makni et al. explained a deep learning approach to learn RDFS
(Resource Description Framework Schema) rules from both synthetic and real-world
semantic web data. They also claim their approach improves the noise-tolerance capabilities of RDFS reasoning [182]. All of the frameworks in the above subsections
utilized external knowledge before or after the representation has been generated by
NAMs, rather than within the deep neural network as in our approach [175]. We propose a learning framework that infuses domain knowledge within the latent layers of
neural networks for modeling.
Figure 4.3
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Figure 4.3 A general architecture of Semi-Deep Infusion. KStc : cth concept in a
knowledge source (KS) that is similar to a t th topic or phrase extracted from free form
input text. Semi-Deep Infusion concerns with making AI model that learns a weight
matrix which intersects with input observational data and expert knowledge.

4.3

S EMANTIC E NCODING AND D ECODING O PTIMIZATION (SEDO)

In this section, we explain our semantic weighting algorithm, called SEDO, and its role in
the DSM-5 multi-class classification, as illustrated in the Figure 4.4.
SEDO is an approach for obtaining a discriminative weight matrix between the DSM-5
lexicon and Reddit word embedding space after optimization utilizing the Sylvester equation [183]. Although the Sylvester equation has been used in computer vision within the
context of ZSL [184], its utilization in creating a discriminative weight matrix between
unstructured(e.g. Reddit) and structured data (DSM-5 Lexicon) has not been investigated.
SEDO requires: (1) embedding space for each category in the DSM-5 lexicon, and (2)
embedding space of each word in Word2Vec vocabulary created from Reddit data. Creating a link between embedding spaces of DSM-5 categories and Reddit data requires an
energy function that will semantically maximize the number of matches while reducing
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Figure 4.4 Proposed approach to DSM-5 classification using SEDO based word-vector
modulation together with Horizontal Linguistic Features (HLF), Vertical Linguistic Features (VLF) and Fine-grained features (FGF). HLF includes, number of definite articles,
number of words per Reddit post, first person pronouns, number of pronouns, and subordinate conjunction. VLF includes, number of POS tags, similarity between Reddit posts
made by a user, intra-subreddit similarity, and inter-subreddit similarity. FGF includes,
sentiment scores, emotion scores, and readability scores. These Linguistic Features are
specific to mental health for which SEDO was used. Details of these features are presented
here [10].
the number of mismatches. As we utilize the methodology of min-max separability [185]
that provides precise differentiation between categories, we model our problem as the minimization of the semantic mismatch. SEDO formulate the function E(R, D) as minimizing
the Frobenius norm2 of difference between Reddit and DSM-5 embedding spaces (Equation 4.1).

E(R, D) = minW {||R −W T D||2F + δ ||W R − D||2F }

(4.1)

where R represents the Reddit word embedding space, D the DSM-5 embedding space, and
W the weight matrix to be minimized.
As we are mapping the Reddit (unstructured) embedding space to the DSM-5 (structured) embedding space, we call this process as decoding, and from DSM-5 to Reddit data
as encoding. In Equation (3), the part before the “+” represents the encoding of DSM-5 cat2 http://mathworld.wolfram.com/FrobeniusNorm.html
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egories to Reddit data embedding space, while the part after “+” represents the decoding of
Reddit data to DSM-5 categories. Furthermore, Equation (3) is a convex function; hence,
we can expect a global optimal solution. Differentiating the Equation (3) with respect to
"W" for minimization, involves following properties: Tr(WT D) = Tr(DT W) (cyclic property of trace)

3

and Tr(R) = Tr(RT ). A positive, symmetric and quasiseparable4 matrix

show such properties. Hence, Equation 4.1 is transformed to
E(R, D) = minw {||RT − DT W ||2F + δ ||W R − D||2F }

(4.2)

d(E(R, D))
= −2(D)(RT − DT W ) + 2δ (W R − D)(RT )
d(W )

(4.3)

d(E(R,D))
d(W)

Setting LHS of the Equation 4.3 to zero

= 0 will result in an equation that is

solvable using Sylvester equation. δ is a parameter for regularization during the optimization phase.

− DRT + DDT W + δW RRT − δ DRT = 0

(4.4)

(DDT )W +W (δ RRT ) = (1 + δ )DRT ; 0 < δ < 1

(4.5)

Equation 4.5 represents the Sylvester equation form: PX + XQ = Z where P is DDT
and Q is RRT , which represents self-correlation between DSM-5 and Reddit embedding
spaces respectively, and Z is DRT represent cross-correlation between DSM-5 and Reddit
embeddings. The δ controls the knowledge infusion. A decrease in δ increases the infusion
of knowledge in DSM-5 (D) to balance the left hand side of Equation 4.5 with right hand
side. Figure 4.5 demonstrate the effect of δ .
DSM-5 Embedding Space: Each category in the DSM-5 Lexicon is represented by a set
of concepts. These concepts can be U, B, or T. We created embedding of each category of
3 http://www2.math.ou.edu/~dmccullough/teaching/slides/maa2010.pdf
4 https://goo.gl/mcgvcZ
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Figure 4.5 δ controls the amount of knowledge infusion in SEDO for acceptable classification mental health disorder given a user’s profile in the form of posts. Upon 34% knowledge infusion the model’s recommendations matched five MHPs provided labels 84% of
the times [10].
DSM-5 using trained Word2Vec model on Reddit corpus. We performed summation over
concept vectors to 300 dimensions embedding for each DSM-5 Lexicon. Hence, DSM5 embedding space is of dimensions 20 X 300. Self-correlation of DSM-5 embeddings
(DDT ) is performed using Pearson Correlation and creates a matrix of dimensions 20 X
20. Similarly, self-correlation of Reddit word-embedding space (RRT ) creates a matrix of
dimension 12808 X 12808. Cross-correlation between RRT and DDT creates a matrix of
dimensions 20 X 12808.
Evaluation: The assessment of SEDO establishes it as a method that can utilize social
media behaviors to estimate psychiatric diagnostic categories in a user. For the sake of
simplicity, we replaced Random Forest’s weighting function using SEDO, thus allowing
semi-deep infusion. Likewise, with CNN, we employed CNN autoencoder with an optimization function defined using SEDO. Figure 4.6 demonstrates significant reduction in
false alarms from SEDO. With knowledge infusion through SEDO, not only the feature set
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CNN(Large Feature Set) (30%)
RF(CC) (4%)
RF(CC+DSM-5) (3%)
RF(CC+DSM-5+Konto ) (2.5%)
CNN(CC+DSM-5+Konto ) (1.12%)
Figure 4.6 Results showing reduction in False Alarms by replacing statistical features
with knowledge and its subsequent ablations of various form of knowledge. CC: Concept
Classes, DSM-5: Diagnostic Statistical Manual for Mental Health Disorders, a knowledge
source for mental healthcare practitioners, Konto : Drug Abuse Ontology, a domain-specific
ontology for substance use and addictive disorders, RF: Random Forest, CNN: Convolutional Neural Network. Model(Features or Knowledge): It represents that either statistical features or concepts from knowledge sources are given as input to the model.
was reduced, but it also made the ML/DL model capable of working with different forms
of knowledge.

4.4

ISEEQ FOR C ONVERSATIONAL I NFORMATION S EEKING

Traditional dialog agents in conversational information seeking have repeatedly focused on
entities in the user query [186] [187]. Consequently, the generated questions are redundant
and lack diversity, losing user engagement.
Further, the multi-turn conversations to support user engagement often results in irrelevant question generation by the agent. For instance, in Figure 4.7, a traditional dialog agent
generated a question, “Do you want to know about economics,” which seems relevant to
the user query; however, the user did not find it suitable. This is because economics is
a vast subject, and the user is only interested in crucial economics concepts related to the
gross domestic product (gdp), inflation, and employment. Hence, capturing the context and
adapting the question generation to context is essential. Current conversational agents lack
curiosity in question generation, which is critical for cohesive response [61] [62]. Curiosity
in a conversational agent is defined by the agent’s capability to diversify the user query with
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Figure 4.7

ISEEQ’s one-shot procedural question generation

Figure 4.8 ISEEQ’s generation of information seeking questions reduces the number of
turns involved in providing the response needed by the end-user. Thus improving user
engagement.
triples (explain it, if required) that are semantically related to entities in the query. Further,
the agent retrieves meta-information using the diversified query for question generation.
These properties sums up ISEEQ, an Information SEEking Question generation agent that
generates a series of information seeking questions to gather the context of the user’s query.
Another feature in conversational agent brought in ISEEQ is to force a conceptual flow
while generating questions, defined by semantic relations and logical coherence between
the generated questions [31].
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The problem of generating information seeking questions (ISQs) given an initial user’s
information seeking-type (IS) query, in which ISEEQ specializes, has not been addressed
in the literature so far. Apart from the general context of economics, illustrated in figure
4.7, consider the user IS query in mental health: “Bothered by feeling down or depressed.
Need advice”. ISEEQ generated ISQs are: “How often do you feel depressed or hopeless?”, “How long have you struggled with depression?’, and others, which can be used either by the CIS or the healthcare provider to generate an appropriate response to the user’s
needs. Another examples is shown in figure 4.8. ISQs differ from other question types
(e.g., Clarifying questions, Follow-up questions [186–188]) by having a structure, covering objective details, and expanding on the breadth of the topic. For such a flow to exist
between questions, ISQs require maximizing semantic relations and logical coherence. Semantic relations is synonymous to semantic similarity and can be computed using a variety
of metrics, such as Cosine Similarity, BERTScore [189], Word Mover Distance [91], Concept Mover Distance [190], and others. Logical coherence can be considered synonymous
to natural language inference or textual entailment, where the next question should entail
previous in order to maintains consistency in the flow of context. Further, [191] describes
clarifying questions are simple questions of facts, good to clarify the dilemma, and confined to the entities in the query. In contrast, ISQs go a step further with expanding the
query context by exploring relationships between entities in the query and linked entities
in a KG. Thus retrieving a diverse set of passages (or meta-information) that would provide
a proper solution to a user query.
Components in ISEEQ: ISEEQ as a tool can automatically generate curiosity-driven
and conceptual flow-based ISQs from a short user query. There are two major components
in ISEEQ:
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Dynamic Knowledge-aware Passage Retrieval: ISEEQ infuses IS queries with semantic information from knowledge graphs to improve unsupervised passage retrieval.
Passages serve as meta-information for generating ISQs.
Reinforcement Learning for ISQs: To improve compositional diversity and legibility in
QG, we allow ISEEQ to self-guide the generations through reinforcement learning
in a generative-adversarial setting that results in ISEEQ-RL. I introduce entailment
constraints borrowed from natural language inference (NLI) guidelines to expand
ISEEQ-RL to ISEEQ-ERL to have smooth topical coherent transitions in the questions, achieving conceptual flow. ISEEQ-RL is a variant with reward on semantic
relations, whereas in ISEEQ-ERL the reward is on both, semantic relations and logical coherence.
This structure of ISEEQ is defined to make following three contributions in conversational AI, which this chapter would provide answers for:
RQ1 Knowledge Infusion: Can expert-curated knowledge sources like knowledge graphs/
bases related to the user query help in context retrieval and question generation?
RQ2 Conceptual Flow: Can ISEEQ generate ISQs having semantic relations and logical
coherence?
Transferability or Zero Shot Test: Can ISEEQ generate ISQs in a cross domain setting
and generate ISQs for new domains without requiring crowdsourced data collection?
Another utility coming from such a design for ISEEQ, is its forthcoming role of data
creation agent to support annotation effort in CIS. Figure 4.9 illustrates the positioning of
ISEEQ as dataset creation tool for training CIS agents. Looking at the past research on data
creation for enhancing conversational AI, a key player is the pipeline of (a) crawling raw
data, (b) setting up annotation guidelines, (c) sorting out crowdworkers and training them
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Figure 4.9

Minimize Annotation Effort in Conversational Information seeking

, and (d) handling crowdworkers agreement. What is more painful is the task of crowdworkers, which is characterized as follows: Given a user query, a crowdworker would (a)
search the web with curiosity, (b) create good quality questions relevant to the user query,
(c) shape the response to the created questions, and (d) maintain the flow of information
using semantic relations and logical agreement between questions.
Currently, ISEEQ is capable of addressing following three types of IS queries illustrated
through examples:
Title and Description: Online platforms such as Reddit showing this type of informationseeking behavior. For example: Title: “I am feeling down and depressed”. Description: “I am going through a rough patch in my life. With divorce proceedings and
poor growth at work, I am feeling low and hopeless. What do you advise?”.
Topic and Aspects: Humans seek information on Google search, Twitter, WebMD, or
MedicineNet by stating topics and aspects. For example: Topic: “Anxiety” and
Aspects: “Panic Attacks, Trauma, Relationship, Self-detox”.
Description: This is relatively shorter in content compared to Title and Description, and
Topic and Aspects. “Need Advice! I am bothered by feeling down or depressed”.
These three types of IS queries can be obtained from following datasets that are in use
for preparing curiosity-driven conversational agents.
1. QADiscourse (QAD)
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• Source for Passages: Wikipedia and WikiNews
• Training Samples: 125 User Queries with 25 ISQs per Query (125 * 25 = 3,125
Query-Question Pair)
• Testing Samples: 33 User Queries with 25 ISQs per Query
• ConceptNet KG hit percentage: 38.5%
2. Question Answer Meaning Representations (QAMR)
• Source for Passages: WikiNews, Wikipedia, and Newswire
• Training Samples: 395 User Queries with 63 ISQs per Query
• Testing Samples: 39 User Queries with 68 ISQs per Query
• ConceptNet KG hit percentage: 35.5%
3. Facebook Curiosity (FBC)
• Source for Passages: Geographic Wikipedia
• Training Samples: 8489 User Queries with 6 ISQs per Query
• Testing Samples: 2729 User Queries with 8 ISQs per Query
• ConceptNet KG hit percentage: 50%
4. Conversational Assistance Track Dataset (CAsT-19)
(Dataset only to test ISEEQ, train and test merged)
• Source for Passages: Microsoft MARCO5
• Training Samples: 30 User Queries with 9 ISQs per Query
• Testing Samples: 50 User Queries with 10 ISQs per Query
• ConceptNet KG hit percentage: 57%
5 https://microsoft.github.io/msmarco/
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The datasets exhibit following properties: (1) existence of semantic relations between questions, (2) logical coherence between questions, and (3) diverse context, that is, queries
cover wider domains, such as health, sports, history, geography. Fundamentally, these
datasets support the assessment of RQ1, RQ2, and RQ3.
QAD [98] dataset tests the ability of ISEEQ to generate questions that have logical
coherence. The sources of queries are Wikinews and Wikipedia that consist of 8.7 Million passages. QAMR [192] dataset tests the ability of ISEEQ to generate questions with
semantic relations between them. The source for creating IS queries is Wikinews, which
consist of 3.4 Million passages. Both QAD and QAMR consist of only Description-type
IS queries. FBC [193] is another dataset that challenges ISEEQ to have both semantic relations and logical coherence. This is because queries are described in the form of Topics and
Aspects. The source for IS queries is Wikipedia having 3.3 Million geographical passages.
Even though the questions in the dataset have logical coherence, they are relatively less diverse than QAMR and QAD. CAsT-19 [99] is the most challenging one for ISEEQ because
of size, diversity in context, large number of passages, and IS queries are not annotated with
passages. In CAsT-19, IS queries are provided with Topic and Description.
Adapting Datasets: Each dataset, except CAsT-19, has a query, a set of ISQs, and a relevant passage. For fairness in evaluation, we exclude the passages in the datasets; instead,
we retrieve them from the sources using knowledge-aware passage retrieval and ranking
components within ISEEQ. We also perform coreference resolution over ISQs using NeuralCoref to increase entity mentions [194]. For example, a question in CAsT-19 “What are
the educational requirements required to become one?” is reformulated to “What are the
educational requirements required to become a physician’s assistant?”.

4.5

ISEEQ A RCHITECTURE AND E VALUATION

Problem Definition: Given a short query (q = w1 , w2 , w3 , ...., wn ) on any topic (e.g., mental health, sports, politics and policy, location, etc.) automatically generate ISQs in a con-
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Figure 4.10 Overview of our approach. ISEEQ combines a BERT-based constituency
parser, Semantic Query Expander (SQE), and Knowledge-aware Passage Retriever (KPR)
to provide relevant context to a QG model for ISQ generations. The QG Model illustrates a
structure of ISEEQ variants: ISEEQ-RL and ISEEQ-ERL. We train ISEEQ in generativeadversarial reinforcement learning setting that maximizes semantic relations and coherence
while generating ISQs. (Patented with Samsung Research America)
ceptual flow (ISQ : Q1 , Q2 , Q3 , ..., Q p ) to understand specificity in information needs of the
user.
Our approach to address this problem, ISEEQ, is outlined in Figure 4.10. We describe
in detail the main components of ISEEQ: semantic query expander (SQE), knowledgeaware passage retriever (KPR) and generative-adversarial Reinforcement Learning-based
question generator (ISEEQ-RL) with Entailment constraints (ISEEQ-ERL). Inputs to ISEEQ
are IS queries described in natural language. For instance, an IS query can be described
with Titles and Descriptions (T & D), Descriptions only (D only),
Topics and Aspects (Tp & Asp), and others.
SQE: We expand the possibly short user input queries with the help of ConceptNet
Commonsense Knowledge Graph (CNetKG) [45]. We first extract the entity set Ed in a user
query description d using CNetKG. For this, we use the pre-trained self-attentive encoderdecoder-based constituency parser with BERT as the encoder for consistency in ISEEQ.
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The parser is conditioned to extract noun phrases that capture candidate entities defining
an IS query [195]. If the phrases have mentions in the CNetKG they are termed as entities 6 .
Then a multi-hop triple (subject-entity, relation, object-entity) extraction over CNetKG is
performed using depth first search on entity set Ed . Triples of the form < ed , Reli , ex >
and < ey , Rel j , ed > are extracted where ed ∈ Ed . We keep only those triples where ed
(∈ Ed ) appears as the subject-entity. We use this heuristic (1) to minimize noise and (2)
gather more direct information about entities in Ed . Finally, we contextualize d by injecting
extracted triples to get kd , a knowledge augmented query.
Take for example D only IS query d (∈ D), “Want to consider career options from
becoming a physician’s assistant vs a nurse”. The extracted entity set Ed for d is {career,
career_options, physician, physician_assistant, nurse}. Then, the extracted triples for this
entity set are <career_options, isrelatedto, career_choice>, <career_options, isrelatedto,
profession>, <physician_assistant, is_a, PA>, < physician, is_a, medical doctor>, [...],
<nurse, is_a, psychiatric_nurse>, <nurse, is_a, licensed_practical_nurse>, <nurse, is_a,
nurse_practitioner>, [...]. The knowledge augmented kd is
Want to consider career options career options is related to career
choice, profession from becoming a physician’s assistant physician
assistant is a PA medical doctor, [...] vs a nurse nurse is a
psychiatric nurse, licensed practical nurse, [...].

Next, we pass this into KPR. The set {kd }, ∀d ∈ D is denoted by KD used by QG model
in ISEEQ.
KPR: Given the knowledge augmented query kd , KPR retrieve passages from a set P
and rank to get top-K passages Ptop-K . For this purpose, we make following specific improvements in the Dense Passage Retriever (DPR) described in [61]: (1) Sentence-BERT
encoder for the passages p ∈ P and kd . We create dense encodings of p ∈ P using SentenceBERT, which is represented as Z p [196]. Likewise, encoding of kd is represented as Zkd .
6 From here onwards we only use the term Entities, presuming check through exact match is performed
using CNetKG
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(2) Incorporate SITQ (Simple locality sensitive hashing (Simple-LSH) and Iterative Quantization) algorithm to pick top-K passages (Ptop-K ) by using a normalized entity score
(NES). SITQ is a fast approximate search algorithm over MIPS to retrieve and rank passages. It can be formalized as Score(Ptop-K |kd ) where,

Score(Ptop-K |kd ) ∝ {WMD(ZkTd Z p )} p∈P
Zkd = S-BERT(kd ); Z p = S-BERT(p);
SITQ converts dense encodings into low-rank vectors and calculates the semantic similarity
between the input query and passage using word mover distance (WMD) [91]. Ptop-K
from SITQ is re-ranked by NES, calculated7 for each p ∈ Ptop-K as

∑e j ∈kd {I(e j =w)}w∈p
|kd |

and

arrange in descending order. Ptop-K consists of K passages with NES >80%. Execution
of KPR is iterative and stopped when each query in the train set has at least one passage
for generating ISQs.
We tested retrieving efficiency of KPR using encoding of ed denoted by Zed and using
the encoding of kd denoted by Zkd as inputs to KPR. Measurements were recorded using
Hit Rate (HR) @ 10 and 20 retrieved passages. Mean Average Precision (MAP) is calculated with respect to ground truth questions in QAMR. There are two components in MAP:
(a) Relevance of the retrieved passage in generating questions that have >70% cosine similarity with ground truth; (b) Normalize Relevance by the number of ground truth questions
per input query. To get MAP, we multiply (a) and (b) and take mean over all the input
queries. We computed MAP by setting K = 20 retrieved passages due to the good confidence from hit rate (a hyperparameter). KPR outperformed the comparable baselines on
the QAMR Wikinews dataset and Table 4.2 shows that SQE improves the retrieval process8
A set of Ptop-K for KD is denoted by {Ptop-K }kd , kd ∈ KD .
7 an

entity occurring multiple times in p is counted once

8 KPR(Z )
ed

& KPR(Zkd ) is executed for each CAsT-19 query.
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Table 4.2 Evaluating retrievers. ECE: Electra Cross Encoder, (*): variant of (Clark et al.
2019), DPR: Dense Passage Retrieval.
Retrievers

HR@10

HR@20

MAP

TF-IDF + ECE [197]
BM25 + ECE*
DPR [198]

0.31
0.38
0.44

0.45
0.49
0.61

0.16
0.23
0.31

KPR(Zed )
KPR(Zkd )

0.47
0.49

0.66
0.70

0.35
0.38

QG Model: ISEEQ leverages KD and {Ptop-K }kd to learn QG in generative-adversarial
setting guided by a reward function. ISEEQ-RL contains T5-base as generator and Electrabase as discriminator to learn to generate IS-type questions. ISEEQ use the reward function
to learn to selectively preserve terms from the IS query versus introducing diversity. Also,
reward function prevent ISEEQ from generating ISQs that are loose in context or redundant.
Reward Function: Let qni be the ith question in the ground truth questions Q having n
th
tokens and let q̂m
i be the i question in the list of generated questions, Q̂ having m tokens.

We create BERT encodings for each of the n and m words in the question vectors. The
reward (Ri ) in ISEEQ-RL and ISEEQ-ERL is defined as:



n 
LCS(q̂m
T
i , qi )
+ (1 − α) ∑ maxn WMD(wˆi j wik )
α
|q̂m
i |
wˆi j ∈q̂m wik ∈qi

(4.6)

i

where α[∗] is a normalized longest common subsequence (LCS) score that capture word
order and make ISEEQ-RL learn to copy in some very complex IS-type queries. (1 − α)[∗]
uses WMD to account for semantic similarity and compositional diversity. For a qni =
“What is the average starting salary in the UK?”, (1 − α)[∗] generates q̂m
i =“What is the
average earnings of nurse in UK?”
Loss Function in ISEEQ-RL: We revise cross entropy (CE) loss for training ISEEQ by
scaling with the reward function because each kd ∈ KD are not only short but they also
vary by context. Corresponding to each kd , there are b ground truth questions q1:b and thus
we normalize the revised CE loss by a factor of b. Formally, we define our CE loss in
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ISEEQ-RL, L (q̂1:b |q1:b , θ ) =
m
− ∑bi=1 Ri · I(qni = q̂m
i ) · logPr(q̂i |θ )
b

(4.7)

n
where I(qni = q̂m
i ) is an indicator function counting word indices in qi that match word

indices in q̂m
i . The CE loss over KD in a discourse dataset is L (Q̂|Q, Θ)t , recorded after
t th epoch. Formally L (Q̂|Q, Θ)t =
γL (Q̂|Q, Θ)t−1 + (1 − γ)L (q̂1:b |q1:b , θ )

(4.8)

Theoretically, ISEEQ-RL addresses RQ1, but weakly mandates conceptual flow while generating ISQs. Thus, it does not address RQ2.
Loss Function in ISEEQ-ERL: For instance, given d2(∈ D): “Bothered by feeling down
or depressed”, ISEEQ-RL generations are: (q̂1 ): What is the reason for the depression,
hopelessness? and (q̂2 ) What is the frequency of you feeling down and depressed? Whereas,
ISEEQ-ERL would re-order placing (q̂2 ) before (q̂1 ) for conceptual flow. To develop
ISEEQ-ERL, we redefine the loss function in ISEEQ-RL by introducing principles of entailment as in NLI [199] [200]9 . Consider q̂m
i|next to be the next generated question afm m
ter q̂m
i . We condition equation 4.7 on ymax = arg maxY RoBERTa(q̂i , q̂i|next ), where Y ∈
m
{neutral, contradiction, entailment} and Pr(ymax ) = maxY RoBERTa(q̂m
i , q̂i|next ). Formally,

L (q̂1:b |q1:b , θ ) in ISEEQ-ERL is:
Algorithm 1: Entailment Contrained Loss in ISEEQ-ERL
1 if ymax == entailment then
2
CE − Pr(ymax ) ;
3 else
b

R (1−I(q =q̂ ))Pr(q̂i |θ )

i
i
RCE = − ∑i=1 i
b
RCE − (1 − Pr(ymax )) ;

4
5

;

9 We

use RoBERTa pre-trained on Stanford NLI dataset to measure semantic relations and coherence
between a pair of generated questions
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Table 4.3 An ablation study showing improvement in the quality of ISQs after encodings
of retrieved passages (P1:K ) are concatenated with knowledge-augmented query (kd ) after
SQE. The concatenation is performed for each p ∈ P1:K .
Model

Encoding

QAD

QAMR

FBC

R-L/BRT/BScore/SR/LC(%)
ISEEQ-RL

ISEEQ-ERL

P1:K

0.62/ 0.73/ 0.39/ 0.21/
21.3

0.47/ 0.71/ 0.39/ 0.63/
28

0.74/ 0.83/ 0.60/ 0.73/
71.6

P1:K + SQE

0.65/ 0.74/ 0.45/ 0.25/
22

0.53/ 0.78/ 0.71/ 0.65/
34.7

0.74/ 0.87/ 0.65/ 0.73/
71.8

P1:K

0.62/ 0.76/ 0.44/ 0.26/
24.6

0.54/ 0.80/ 0.73/ 0.68/
36.3

0.71/ 0.84/ 0.61/ 0.77/
78.2

P1:K + SQE

0.67/ 0.79/ 0.50/ 0.27/
25.7

0.57/ 0.83/ 0.77/ 0.68/
37.0

0.79/ 0.89/ 0.66/ 0.78/
79.4

Reverse Cross Entropy(RCE) complements CE (Equation 4.7) by checking q̂m
i|next is semantically related and coherent to q̂m
i . Tuning of the loss after an epoch follows Equation
4.8.
ISEEQ Evaluation: ISEEQ-RL or ISEEQ-ERL generator uses top-p (nucleus) sampling
10

with sum probability of generations equal 0.92, a hyperparameter that sufficiently re-

moves the possibility of redundant QG [201]. We evaluate ISEEQ generations using
Rouge-L (R-L), BERTScore (BScore) [189], and BLEURT (BRT) [80] that measure preservation of syntactic context, semantics, and legibility of generated question to human understanding, respectively. For conceptual flow in question generation, we define “semantic
relations” (SR) and “logical coherence” (LC) metrics. To calculate SR or LC, we pair
Q̂1:p generated questions with Q. SR in the generations is computed across all pairs using RoBERTa pre-trained on semantic similarity tasks11 . LC between Q and Q̂1:p is computed from counting the labels predicted as “entailment” by RoBERTa pre-trained on SNLI
dataset12 .
10 Top-p

or Top-K sampling either works in ISEEQ

11 https://huggingface.co/textattack/roberta-base-STS-B
12 https://paperswithcode.com/lib/allennlp/roberta-snli
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Figure 4.11 Dark Blue chatbot is a pictograph of ISEEQ-RL. With KG and minimal set
of passages, ISEEQ-RL generated 27% more questions that are semantically similar to
ground truth compared. Without entailment constraints, questions generated by KG triples
never made to top-K. Hence performance of ISEEQ-RL with or without KG triples is same.
Baselines: As there exists no system to automatically generate ISQs, we considered
transformer language models fine-tuned (TLMs-FT) on open domain datasets used for
reading comprehension, and complex non-factoid answer retrieval as baselines. Specifically, T5 model fine-tuned (T5-FT) on WikipassageQA [202], SQUAD [203], and CANARD [204], and ProphetNet [205] fine-tuned on SQUADv2.0 are comparable baselines.
We substantiate our claims in RQ1, RQ2, and RQ3 by highlighting: (1) Multiple
passage-based QG yields better results over single gold passage QG used in TLMs-FT
(e.g. T5 fine tuned on SQUAD dataset; results in Table 4.4); (2) Knowledge-infusion
through SQE significantly advance the process of QG (Table 4.3); (3) Pressing on conceptual flow in ISEEQ-ERL improve SR and LC in generations. Evidence from 12 human
evaluations support our quantitative findings (Table 4.7); (4) We investigate the potential
of ISEEQ-ERL in minimizing crowd workers for IS dataset creation through cross-domain
experiments (Table 4.6).
Performance of ISEEQ-RL and ISEEQ-ERL: Datasets used in this research were
designed for a CIS system to obtain the capability of multiple contextual passage retrieval
and diverse ISQ generation. The process of creating such datasets requires crowd workers
to take the role of a CIS system responsible for creating questions and evaluators to see
whether questions match the information needs of IS queries. Implicitly, the process embed crowd workers’ curiosity-driven search to read multiple passages for generating ISQs.
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Table 4.4 Scores on test set of datasets. In comparison to T5-FT CANARD, a competitive
baseline, ISEEQ-ERL generated better questions across three datasets (30%↑ in QADiscourse, 7%↑ in QAMR, and 5%↑ in FB Curiosity). For fine-tuning we used SQUADv2.0.
Methods

SQE
R-L

QAD
BRT BScore SR LC(%) R-L

QAMR
BRT BScore SR LC(%) R-L

FBC
BRT BScore SR LC(%)

T5-FT WikiPassageQA

+Entities
+Triples

0.37 0.43 0.16
0.39 0.45 0.16
0.41 0.46 0.16

0.17 10.0
0.17 10.0
0.18 11.0

0.19 0.51 0.38
0.20 0.53 0.38
0.20 0.53 0.39

0.36 17.0
0.36 17.5
0.37 17.8

0.65 0.78 0.54
0.65 0.78 0.54
0.65 0.78 0.55

0.51 47.3
0.52 47.4
0.52 47.3

T5-FT SQUAD

+Entities
+Triples

0.44 0.54 0.20
0.45 0.56 0.22
0.45 0.58 0.22

0.19 13.0
0.19 13.5
0.20 13.8

0.40 0.66 0.46
0.40 0.68 0.47
0.43 0.69 0.47

0.58 21.0
0.59 22.7
0.59 22.6

0.70 0.83 0.62
0.71 0.84 0.63
0.70 0.84 0.64

0.67 65.1
0.69 65.8
0.69 65.8

T5-FT CANARD

+Entities
+Triples

0.47 0.54 0.23
0.48 0.55 0.25
0.51 0.57 0.26

0.19 17.1
0.20 17.5
0.21 18.3

0.41 0.64 0.53
0.44 0.67 0.62
0.49 0.68 0.66

0.58 22.6
0.61 23.5
0.61 24.3

0.73 0.84 0.63
0.74 0.84 0.65
0.74 0.85 0.65

0.67 66.2
0.69 66.5
0.70 68.2

+Entities
+Triples
+Entities
+Triples

0.31
0.31
0.34
0.57
0.64
0.65

0.17
0.17
0.18
0.22
0.23
0.25

0.35
0.37
0.37
0.50
0.52
0.53

0.36
0.37
0.37
0.64
0.64
0.65

0.63
0.65
0.65
0.71
0.72
0.74

0.67
0.67
0.69
0.69
0.71
0.73

+Entities
+Triples

0.60 0.76 0.44
0.65 0.78 0.47
0.67 0.79 0.50

ProphetNet-FT SQUAD

ISEEQ-RL

ISEEQ-ERL

0.44
0.44
0.45
0.72
0.72
0.74

0.14
0.14
0.15
0.40
0.41
0.45

12.2
12.7
13.0
20.0
22.0
22.0

0.26 24.5
0.27 25.2
0.27 25.7

0.59
0.60
0.61
0.75
0.77
0.78

0.38
0.41
0.43
0.67
0.68
0.71

0.55 0.81 0.72
0.55 0.82 0.74
0.57 0.83 0.77

21.5
22.1
22.3
29.4
33.1
34.7

0.68 36.1
0.68 36.3
0.68 37.0

0.78
0.78
0.79
0.84
0.85
0.87

0.53
0.54
0.56
0.62
0.63
0.63

0.74 0.85 0.64
0.77 0.88 0.66
0.79 0.89 0.66

63.2
63.3
64.0
68.2
69.8
71.8

0.76 78.2
0.76 78.3
0.78 79.4

Baselines on employed datasets use single passage QG, with much of the efforts focusing
on improving QG. Whereas ISEEQ generation enjoys the success from the connection of
SQE, KPR, and novel QG model over baselines in CIS (see Table 4.4). With SQE, ISEEQ
achieved 2-6% across all datasets. The knowledge-infusion in ISEEQ through SQE has
shown to be powerful for baselines as well. Table 4.4 records 3-10%, 3-10%, and 1-3%
performance gains of the baselines on QAD, QAMR, and FBC across five evaluation
metrics, respectively. SQE allows baselines to semantically widen their search over the
gold passages in datasets to generate diverse questions that match better with ground truth.
Differently, ISEEQ-RL generations benefit from dynamic meta-information retrieval from
multiple passages yielding hike of 20-35%, 6-13%, 3-10% on QAD, QAMR, and FBC, respectively, across five evaluation metrics. Especially, QG in CAsT-19 and FBC datasets
advance because of KPR in ISEEQ-RL and ISEEQ-ERL (see Figures 4.11 and 4.12).
Most of the CAsT-19 and FBC queries required multiple passages to construct legible questions. For instance, an IS query : “Enquiry about History, Economy, and Sports
in Hyderabad” ISEEQ retrieved following three passages: “History_Hyderabad”, “Economy_Hyderabad”, and “Sports_Hyderabad” which were missing in the set of passages in
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Figure 4.12 Light blue chatbot is a pictograph of ISEEQ-ERL. Forcing the entailment
constraints in ISEEQ-ERL yielded high scores on Semantic Relation and Logical Agreement – Conceptual Flow. This performance is seen uniformly from minimal set of 5K
passages to 50K passages. Though in initial epochs, “entity only” generated question takes
precedence over questions generated using triples from KG. In higher epochs, questions
generated from passages retrieved from ConceptNet information took precedence. Longer
training cycles were there for ISEEQ-ERL over ISEEQ-RL ( 2 hours long).
Table 4.5 Performance of KPR on MS-MARCO passages while retrieving atleast one
passage per IS query in CAsT-19. 269 is the size of CAST-19 train set. KPR covered the
train set but left 16% of the IS queries in test set. Ret.Pass. : Retrieved Passages.
Ret.Pass.

5K
10K
25K
50K

DPR

KPR(Zed )

KPR(Zkd )

Train Test

Train Test

Train Test

71
96
139
173

99
154
235
269

157
194
236
269

123
133
133
144

278
301
329
358

275
316
363
402

FBC. Thus, TLM-FT baselines find it hard to construct legible ISQs using a single passage.
Furthermore, ISEEQ-ERL advance the quality of ISQs over ISEEQ-RL by 7-14% and 610% in QAD and FBC (refer Table 4.3). This is because QAD and FBC questions require
the QG model to emphasize conceptual flow.
Further, we examine the combined performance of KPR and ISEEQ-ERL on CAsT-19
dataset. KPR retrieve ∼50K passages sufficient to generate questions for 269 IS queries13 .
Table 4.5 depicts KPR(Zed ) retrieval performance match KPR(Zkd ), with later supported
72% of queries in training set compare to 57% by KPR(Zed ). Also, it outperforms DPR,
13 one

query can have multiple passages
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Baseline
KPR(Zkd )+ISEEQ-RL
KPR(Zkd )+ISEEQ-ERL

0.6

SR

0.5
0.4
0.3
0.2
5K

10K
25K
Retrieved Passages

50K

70
60

Baseline
KPR(Zkd )+ISEEQ-RL
KPR(Zkd )+ISEEQ-ERL

LC(%)

50
40
30
20
10
5K

10K
25K
Retrieved Passages

50K

Figure 4.13 Improvement in performance of ISEEQ-ERL over ISEEQ-RL and Baseline:
T5-FT CANARD concerning SR and LC in generated ISQs. This experiment was performed on CAsT-19 with unannotated passages.
which supported 30% queries in train set (see Table 4.5). In test time, KPR(Zkd ) supported 84% queries that were used to generate questions by ISEEQ-ERL and evaluated
with ground truth for SR and LC (see Figure 4.13). Apart from monotonic rise in SR
and LC scores shown by ISEEQ, ISEEQ-ERL generations achieved better coherence than
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counterparts with 5K passages ( Figure 4.12). We attribute the addition of entailment check
and RCE for conceptual flow-based QG improvements.
Transferability Test for RQ3: We examine the performance of ISEEQ-ERL in an
environment where the train and test dataset belong to a different domain. For instance,
QAMR is composed of IS queries from Wikinews, whereas FBC is composed of IS queries
from geography category in Wikipedia.
Table 4.6 Transferability test scores using ISEEQ-ERL to answer RQ3. gray cell:
ISEEQ-ERL trained and tested on same dataset. dark gray cell: shows acceptable crossdomain {Train-Test} pairs, where train size is smaller than test size.
Test →

QAD

QAMR

Train ↓
QAD
QAMR
FBC
CAsT-19

FBC

CAsT19

R-L/BRT/BScore/SR/LC(%)
0.67/ 0.79/
0.27/ 25.7
0.73/ 0.89/
0.28/ 27.7
0.70/ 0.73/
0.31/ 33.0
0.58/ 0.69/
0.23/ 25.2

0.50/
0.62/
0.56/
0.51/

0.56/ 0.79/
0.64/ 33.1
0.57/ 0.83/
0.68/ 37.0
0.61/ 0.85/
0.67/ 35.8
0.52/ 0.73/
0.61/ 33.4

0.75/
0.77/
0.72/
0.70/

0.62/ 0.70/
0.71/ 73.5
0.74/ 0.89/
0.75/ 77.8
0.79/ 0.89/
0.78/ 79.4
0.63/ 0.77/
0.73/ 76.5

0.55/
0.67/
0.66/
0.57/

0.76/ 0.48/
0.60/ 64.2
0.67/ 0.41/
0.57/ 58.6
0.75/ 0.37/
0.67/ 66.5
0.74/ 0.48/
0.61/ 65.0

0.64/
0.57/
0.76/
0.68/

From experiments in Table 4.6, we make two deductions: (1) ISEEQ-ERL provided acceptable performance in generating ISQs for {Train-Test} pairs, where train size is smaller
than test size: {QAD-QAMR} and {QAMR-FBC}14 . (2) ISEEQ-ERL trained on a narrow domain dataset (FBC) generated far better ISQs for IS queries in generic domain.
The transferability test show ISEEQ-ERL’s ability to create new datasets for training and
development of CIS systems.
Human Evaluation: We carried out 12 blind evaluations of 30 information-seeking
queries covering mental health (7), politics and policy (6), geography (5), general health
(3), legal news (2), and others (4). Each evaluator rate ISQs from the ground-truth dataset
(S1), ISEEQ-ERL (S2), and T5-FT CANARD (S3) using Likert score where 1 is the lowest
14 S-BERT

Pairwise similarity between retrieved passages in QAD, QAMR, FBC, and CAsT-19 is <9%,
which is minimal.
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Table 4.7 Assessment of human evaluation. G1: ISQs are diverse in context and nonredundant. G2: ISQs are logically coherent and share semantic relations. >: difference is
statistically significant. SD: Standard Deviation. S1, S2, and S3 are ground truth, ISEEQERL, and T5-FT CANARD, respectively.
Response: Mean (SD)
S1
S2
S3
3.756 3.759 3.518
G1
(1.14) (1.06) (1.08)
3.803 3.843 3.503
G2
(1.10) (1.02) (1.06)

F(2, 957)
(p-value)
5.05
(6.5e-3)
9.71
(6.63e-5)

LSD post-hoc
(p <0.05)
S1>S3, S2>S3
S1>S3, S2>S3

and 5 is the highest. A total of 570 ISQs (On average 7 by S1, 7 by S2, and 4 by S3) were
evaluated on two guidelines, described in Table 4.7. We measured their statistical significance by first performing one-way ANOVA and then using Least Significant Difference
(LSD) post-hoc analysis (as performed in [206]). Across the 30 queries on both guidelines,
both S1 and S2 are better (statistically significant) than S3 whereas, even though S2 mean
is better than S1, there is no statistical significance between the two systems on the scores
(we may say they are comparable).

4.6

S UMMARY

Semi-Deep Infusion introduces a class of methods that allows knowledge infusion through
model parameters and optimization methods. In the recommender system tasked to predict
psychiatric disorders based on human input, we saw how one form of knowledge could
help statistical ML/DL models curtail the chance of false alarms. Further, the explainability aspect is assessed through the attention-based highlighting of tokens and its overlap
with highlighting performed by mental health professionals. The interpretability aspect is
achieved by the hyperparameter δ that helps the model in deciding: “when to take support
of knowledge” and “when to move forward with data alone”. There are two open questions
that Semi-Deep Infusion cannot address:
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• What if the human input has an implicit hierarchical and abstract relationship and
one-shot parametric knowledge infusion at the input is insufficient in capturing it
and leveraging it for explainable decision making?
• What if, to capture implicit relationships, we require heterogeneous knowledge infusion from multiple knowledge sources. If so, each knowledge source would represent
a different semantic parametric space. Simple aggregation, concatenation, or similar
arithmetic would not work as they introduce noise [9]. How can we have heterogeneous knowledge infusion in a stratified manner, and How can we control the amount
of heterogeneous knowledge infusion?
In conversational artificial intelligence, we saw how knowledge could help maintain semantic and conceptual flow in open domain question generation. Its application in closeddomain, like mental healthcare, has been discussed in these two studies by Roy et al. [17]
and Gupta et al. [207]. The ISEEQ agent is interpretable through entailment-driven question generation, reflecting human information-seeking behavior. It is explainable by checking retrieved passages and their use in question generation. Two open questions reflect on
the limitation in Semi-Deep Infusion:
• Questions asked in the real world are not only chit-chat or information-seeking [208].
They can also be diagnostic, like in the case of mental health interview [23], where
there is an inherent process in the asked questions. Asking a context-controlled and
right follow-up question can yield actionable decisions. The question is: How to
develop a method that infuses the inherent process in question-answering or dialog
into the agent’s decision making pipeline?
• The dialog agent discussed exploiting knowledge’s structural properties in passage
retrieval. What if the agent’s decision-making architecture has a graphical structure,
like Graph neural network, but with nodes and edges representing concepts and relationships in KG?
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These open questions defines the path for process knowledge infusion and deep knowledge infusion.
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C HAPTER 5
P ROCESS K NOWLEDGE I NFUSION
Benchmarking datasets that assess the natural language understanding capabilities of large
language models fall short in accelerating models to achieve user-level explainability, safety,
uncertainty, and risk handling1 [27]. These challenges are associated with the limitations of
AI in restricting its learning tasks to classification and generation, which are single shots.
In comparison, real-world applications demand an orchestrated response going through a
multi-step process of learning the high-level needs of the user, then drilling down to specific needs, and subsequently yielding a structured response having a conceptual flow. For
example, triaging patients in mental health requires clinical process knowledge manifested
in a clinical questionnaire. Figure 5.1 illustrates a scenario where the agent maps user input to a sequence of yes or no questions to compile suicide risk severity. The agent can
keep track of user-provided cues and ask appropriate follow-up questions through these
ordered sets of questions. Upon receiving the required information to derive appropriate
severity labels, the agent’ outcome can be explained to mental healthcare professionals
(MHPs) for appropriate intervention. Similar but more complex applications include using ADOS (Autism Diagnostic Observation Schedule) to evaluate children with autism or
using MoCA (Montreal Cognitive Assessment) score to measure the cognitive decline in
post-stroke Aphasia patients [209]2 .
To train conversational agents for such functionality requires specialized datasets grounded
in the knowledge that enables AI systems to exploit the duality of data and knowledge
1 https://tinyurl.com/KiL-MentalHealth-NLU
2 https://tinyurl.com/ABC-Cohort-Repo
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Figure 5.1 An illustration of a classification task that benefits from process knowledge.
Here, an AI model using a process knowledge structure would consume the user’s input,
extract conceptual cues that can answer questions in process knowledge, and provide a
classification label. The figure illustrates this process in assessing suicide risk severity
using a partial sequence of questions from the C-SSRS. The highlighted text on the left is
concept phrases that contribute to the yes/no in the C-SSRS questions.
for human-like decision-making [175] 3 . Further, to develop agents that learn from such
process knowledge-integrated datasets we require interpretable and explainable learning
mechanisms 4 . These learning mechanisms have been characterized under the umbrella of
KiL.
Significance
Deep Language Models suffer from factual incorrectness, irrelevant sentence generation, and failure to maintain conceptual flow. Some of the generated sentences lose
the semantic relations between current and previous generations. Such generations
may have severe consequences in critical applications, like Mental Health. Incorporating the process knowledge help address these limitations. This chapter discusses
Process Knowledge Infused Learning in the context of Language Models in Mental Health.
3 https://tinyurl.com/duality-data-knowledge
4 https://tinyurl.com/petrinet-workflow
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5.1

P ROCESS K NOWLEDGE AND I TS I NFUSION INTO S TATISTICAL AI

Process knowledge incorporates flow of work and task for specific goals. PK is incorporation of this flow in the knowledge representation. An example of process model or PK in
a clinical domain, would be the use of clinical guidelines or clinical protocols for diagnosis or treatment. An instance of this example are the clinical practicse guidelines (CPGs)
by The American Academy of Family Physicians (AAFP) to support systematic clinical
assessment and decision making.
On the other hand, U.S. Departments of Agriculture (USDA) and Health and Human
Services (HHS) develops Dietary Guidelines for Americans 5 that serves as an recommendation for meeting nutrient needs, promote health, and prevent disease. An AI system
adapted to process knowledge can handle uncertainty in prediction, and the predicted outcomes are safe and user-level explainable. Further, an AI system can consider process
knowledge as meta-information to capture the sequential context necessary for carrying
out a structured conversation. Also, it allows the developer of the AI system to probe the
internal decision-making of AI systems using application-specific guidelines or specifications that inform the synchrony between the end-users thought process and the model’s
functioning.
This unique form of knowledge differs from other forms of knowledge in the following manner: (a) knowledge graph: it is structured but not ordered. Knowledge graphs can
support context capture but cannot enforce conceptual flow6 . (b) Semantic lexicons: this
is a flattened form of knowledge graph that makes deep language models context-sensitive
and add constraints but cannot enforce conceptual flow [210]7 . (c) Ontologies are curated schematic forms of knowledge graphs with classes, instances, and constraints. Thus,
ontologies can provide stricter control over context and constraints. If defined, an ontol5 https://tinyurl.com/american-dietary
6 https://tinyurl.com/KI-summarization
7 https://tinyurl.com/lex-to-flex
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ogy can enforce order in question generation using deep language models [211]8 . Process
knowledge is represented differently for different applications. For instance, to assess the
severity of suicide risk, the process knowledge used is C-SSRS, which is similar to a flow
chart. On the other hand, the GAD-7-based process knowledge is used to assess anxiety
severity which has a flattened structure (see Figure 5.2). These characteristic properties of
PK and its infusion into statistical AI would yield a new class of neuro-symbolic algorithms
that would drive the question:
What if we could use the annotator’s labels and the process or guidelines used to label
them and explicitly control the learning of a model to recover the guideline or process
(instead of implicitly)?
Such an algorithm would, by design, be explainable and emulate the human model
of similarity between data points. For the task of classification, a process knowledgeinfused AI system would solicit the use of interpretable machine learning algorithms (e.g.,
Decision Trees, Random Forest) that can enforce structure in decision making over traditional deep language model-based classification9 . In NLG, the biggest concern with deep
generative language models is that they hallucinate when either asking questions or providing responses in a conversational setting. Along with the issue of hallucination, there
have been extensive study about the inappropriate and unsafe risk behaviors of language
models 10 . Efforts to pair these language models with passage retrievers and rankers have
been proposed to control incoherent, irrelevant, and factually incorrect responses and questions; however, the order, like the one defined in process knowledge, is far from being
realized [212]. Such process knowledge-based NLG is even more crucial in the field of
healthcare NLP, where each response from the agent can have severe consequences. These
concerns are further discussed with the help of a use case: Mental Health.
8 https://tinyurl.com/MCQ-generation-ontology
9 https://tinyurl.com/PK-iL-suicide
10 https://tinyurl.com/LaMDA-dialog
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(a)

(b)

Figure 5.2 Illustration of process knowledge for different purposes. (Left) A process
knowledge to assess anxiety disorder in an individual using GAD-7 questionnaire. (Right)
A process knowledge to assess severity of suicide risk in an individual
5.2

B ENEFITS OF P ROCESS K NOWLEDGE I NFUSION

The purpose of enforcing a process structure in DL is to:
Minimize Hallucination: Conversational Agents (CAs) are susceptible to irrelevant and
sometimes harmful questions when generating FQs or responses to a patient suffering
from depression [213]. The primary reason for irrelevant and harmful questions is
that CAs cannot incorporate contextual information in generating appropriate followup questions (FQs) (see Figure 5.3). Further, the sensitivity of the conversation and

106

Figure 5.3 Reddit is a rich source for bringing crowd perspective in training DLMs over
conversational data. On the left is a sample post from r/depression_help which sees inquisitive interaction from other Reddit users. At the top-right are the FQs asked by the Reddit
users in the comments. These FQs are aimed at understanding the severity of the mental
health situation of the user and are hence, diagnostically relevant. At the bottom-right are
the questions generated by DLMs. It can be seen that these are not suitable FQs.
a controlled generation process are essential characteristics of patient-clinician interactions, which are difficult to embed in DLM-based CAs. Therefore, question
generation (QG) in mental health is challenging. In this chapter, we will discuss PRIMATE, a PRocess knowledge Integrated Mental heAlth daTasEt, that would train
deep language models (DLMs) to capture information from user input that can answer questions in clinical questionnaires (see Figure 5.1 for examples in PRIMATE).
Unanswered questions are the ones that would be used by agents to generate information seeking questions for user (or patient) [207] [214].
Maximize Uncertainty Handling: A major concern in DLMs is about safety. In the figure 5.4, we illustrate the utility of “sanity checks” that are put into use through process knowledge. The model without PK is susceptible to risky generations, which
might have severe consequences to patient’s mental health. The concept of “sanity
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Table 5.1 This is an example of how a process knowledge-integrated dataset is constructed in collaboration with mental healthcare providers. The leftmost column presents
example questions mental healthcare providers (MHPs) asked. The MHPs provided Tag
and Rank shown in the rightmost columns representing process knowledge. The middle column provides a series of questions gathered using Google SERP API (https:
//tinyurl.com/G-SERP-api) and Bing Search API (https://tinyurl.com/
bing-search-api) logically ordered by MHPs.
GAD-7 Question (x)

Feeling nervous,
anxious, or on edge

Not being able to stop
or control worrying

Paraphrases (Y)
Do you feel nervous anxious or on
edge
How likely are you to feel this way
Any ideas on what may be causing
this
Have you tried any remedies to feel
less nervous
Are you also feeling any other
symptoms such as jitters or dread
Do you feel not able to stop or control worrying
How likely are you to feel this way
Any thoughts on what may be causing this
Have you tried any remedies to stop
worrying
Are you also feeling any other
symptoms

Process Knowledge (P)
(Tag, Rank)
(Yes/No,1)
(Degree/frequency,2)
(Causes,3)
(Remedies,4)
(OSI, 5)
(Yes/No,1)
(Degree/frequency,2)
(Causes,3)
(Remedies,4)
(OSI, 5)

check” is pretty simple. It introduce constraint-based knowledge11 into DLMs using
one of the following methods:
• Textual Entailment Constraints (TEC) is a directional relationship between
sentences in a response or questions. If the two sentences share semantic relations and logically agree, they are entailed. If the two sentences are synonymous based on the entities they contain, they are neutral. If the second
sentence refutes the information in the first sentence, they are contradictory.
11 a

part of KiL
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Figure 5.4 Inclusion in sanity checks in the neural response generation or question generation model. The sanity checks entails a check on the quality of generation by computing
either jaccard index between the tokens in the generation and medical lexicons or compute cosine similarity between the generated sentence and medical questionnaire (MedQ ).
Q̂k+1 : Generated Question. pθ (Q̂k+1 ): Encoding of the generated question and p(MedQ ):
Encoding of a question in the list of questions in medical questionnaire. δ : a threshold,
above which the generated question is accepted.
Such constraints are manifestations of process knowledge in clinical practice.
In machine-understandable form, we can model them as Rules containing Tags
and Rank (see Figure 5.1).
• Rules (Tag and Rank): These rules can help structure the question generation
process, which is random and unsafe in current state-of-the-art NLG models12 .
For instance, if the conditional probability function within an AI model, defined as P(Q̂k+1 |Q̂k ) is augmented with a Tag containing the following labels:
{Yes/No, Degree/Frequency, Causes, Treatment/Remedies} then the model can
learn to follow a definite process:
– If Q̂k is Yes then Q̂k+1 is about Degree/Frequency
– If Q̂k is Degree/Frequency then Q̂k+1 is about Causes
12 https://tinyurl.com/adaptive-education
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– If Q̂k is Causes then Q̂k+1 is about Treatment/Remedies
– If Q̂k is Treatment/Remedies then Q̂k+1 ask about Information on Other
Side Effects
Here, Q̂k+1 is the next generated question given Q̂k , a previous generated and
accepted question.
Apart from these, the ability to capture context and provide user-level explanations can be
enhanced using PK. To understand it better, we created an alternative version of “Reddit
C-SSRS Suicidality” dataset, discussed in Chapter 3.
Table 5.2

Attention visualization based explanations in C-SSRS 1.0

Prediction: Suicide Ideation
Ground Truth: Suicide Indication
Model: Language Model
‘A book is usually what I do when Im getting down, but it doesnt work when I start
getting panicky. Ill try the carbs, the caffeine doesnt work because Ive gotten it in a
movie theater and had a soda with me...’, ‘A few reasons. I feel backed into a corner
mostly. And Im Tired of being Tired of everything. If that makes sense.’, ‘Thank
you! I understand its a sad thing. But I also want people to realize that there can be
humor in anything and its the best way to deal with this. Its how I would do it. ’, ‘I
really dont want to ask for help. Id rather not let anyone know Im having these kind
of issues.’
Table 5.3

A process knowledge-guided improved explanations in C-SSRS 2.0

Prediction: Suicide Ideation
Ground Truth: Suicide Indication
Model: PK-iL(W2V) with Gaussian Kernel
‘A book is usually what I do when Im getting down, but it doesnt work when I start
getting panicky. Ill try the carbs, the caffeine doesnt work because Ive gotten it in a
movie theater and had a soda with me...’, ‘A few reasons. I feel backed into a corner
mostly. And Im Tired of being Tired of everything. If that makes sense.’, ‘Thank
you! I understand its a sad thing. But I also want people to
that there can be
 realize

humor in anything and its the best way to deal with this. ...
Explanation: 1. Wish to be dead (no) → Suicide Indication
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Table 5.3 is an example of an annotated post in C-SSRS 2.0 and its equivalent in CSSRS 1.0. The added explanations seems to benefit any LMs in sucidality detection task
by enforcing explainability as precursor to classification.

5.3

C-SSRS 2.0

For the sake of convenience, let us take a quick recap of the C-SSRS 1.0, which is discussed by Gaur et al. [37]. Gaur et al. created the “Reddit C-SRRS Suicide Dataset”
comprising 500 users and approx 16,000 posts identified as informative for suicidality detection. The dataset was created after multiple rounds of semantic filtering of 94,000 users
and 3.4 million posts made from 2005 to 2017 (a.k.a C-SSRS 1.0). C-SSRS 1.0 has been a
gold standard (annotator agreement of 0.79) in suicide risk severity detection. It employed
clinical knowledge in SNOMED-CT, DSM-5 [10], TwADR lexicon [215], AskaPatient
lexicon [215], and i2b2 suicide notes [216] to identify users who have produced an overt
signal indicating a positive instance of suicide risk. The label distribution comprises 20%
users with suicide indication, 34% users with suicide ideation, 36% users with suicide behavior or attempt. An additional label called “supportive users” constitutes 10% of the
dataset. These users share experiences about suicidality.
Creation of C-SSRS 2.0 : To create C-SSRS 2.0, we focused on 450 users with active labels of suicide risk severity. These are suicide indication, suicide ideation, suicide behavior
or attempt. We ignored supportive users as they were meant to prevent false alarms.
The task of providing a label to users in the dataset was less time-consuming in terms
of maintaining the quality of annotation compared to an annotating task involving marking
yes/no against 6 questions for each user while reading their long-winded text. Further, each
severity level in the C-SSRS has a main question and sub-sentences (questions in CSSRS
: link). To make the annotation task manageable for four practicing MHPs, we asked
them to glean through posts and select 28 users while keeping uniform distribution across
suicide risk severity levels. For each user, an MHP provides a sequence of yes/no labels
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to each information-seeking sub-sentence in C-SSRS as a proxy of the clinical process,
which informs the user’s final suicide risk severity label. There were conflicts between
MHPs regarding the explanations they provided for the users’ content and the labels already
mentioned in C-SSRS 1.0. After multiple rounds of correction and meetings with the
authors of C-SSRS 1.0, we resolved the conflicts, while maintaining high standards in
the annotation process [217]. On the 28 users dataset, we attained satisfactory annotator
agreement scores of 0.83 on the Fleiss Kappa scale. This part of C-SSRS 2.0 contains 471
posts with an average of 6 sentences per post.
We leverage the annotation of 28 users to annotate the remaining 422 users by computing cosine similarity between the neural representation of the user’s text and questions
in the C-SSRS (see Figure 5.5). We used state-of-the-art LMs for generating neural representations of questions and users’ posts. This approach is inspired by Coppersmith et
al., who used language models to estimate the similarity between annotated sentences and
sentences to be annotated for labeling [218].
The use of LM in the labeling process allowed us to create highlights over parts of
the text, which is a part of attention visualization [219]. Next, we provide the outcome to
MHPs for evaluation, which involves (1) checking the meaningfulness of yes/no labeling
against the highlighted parts of the text for each user and (2) checking its correctness with
the final suicide risk severity label provided to the user. In this process, we received an
agreement score of 0.74 among the same 4 MHPs who now took the role of evaluators. A
certain level of disagreements were hard to resolve, making C-SSRS 2.0 a silver-standard
dataset. A snapshot of the dataset is presented here13 .
Method for C-SSRS 2.0: In the context of mental health, it can be envisioned as an ordered
sequence of questions that an AI algorithm should follow in order to be explainable to
MHPs and support acceptable classification of severity of illness in the patient. In this
13 Though

the dataset contains social media content, we did practice anonymity using the guidelines described by Benton et al. [220]. Since we make C-SSRS 2.0 public for research use, we use a Data Use
Agreement for responsible dissemination of the dataset [221]
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Figure 5.5 An overview diagram of our proposed PK-iL approach using C-SSRS 2.0
Dataset. The process structure of C-SSRS is stacked over a fine-tuned or end-to-end pretrained LM to provide yes/no responses to questions in C-SSRS. Highlighted parts of the
posts contribute to yes in C-SSRS.
section, we define a general algorithm for C-SSRS 2.0, but it is applicable for any other
dataset having structural PK.
The PK we use for suicide risk severity detection is C-SSRS, and it can be visualized
as a decision tree according to figure 5.5(B). It makes intuitive sense to utilize a decision
tree model to estimate the suicide risk severity level for a user. We formulate the problem
for the algorithm as follows: Given a user’s post X = x, Iyes (qi ) and Ino (qi ) represents if the
post follows a yes path or a no path to the question qi in C-SSRS, then the probability of a
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label y for a user post can be written as a polynomial of the form.
Nq

y=

∑
l∈Leaves

pl ∏ Iyes (qi )) 1 − Iyes (qi ))

(5.1)

i=1

where Nq is the number of questions in the decision tree, which is the number of questions
in C-SSRS-like PK. Leaves is a set of all leaves that lead to the label y. pl is computed
as the ratio of the number of annotators that chose that path for the example to the total
number of annotators - this in some sense captures the inter-annotator agreement in CSSRS 2.0 [222]. To interpret it, consider a particular post from a user. If among four
annotators, two annotators labeled the PK as the path 1.2 → 2.2 → 4. It is equivalent to
1 → 2 → 4 for classifying the user to one of the C-SSRS levels. Then the probability of y
= Behavior or Attempt for that post is 0.5014 .
Assertion. For any model M (y) that approximates the probability of y for a post according
to Eq. 5.1, let the inter-annotator agreement for the post labeled as y be A (y). Then best
approximation for the post, M ∗ (y) ≤ A (y)
We claim the above as an assertion instead of a theorem as it is trivial to see that
N

q
∏i=1 Iyes (qi )) 1 − Iyes (qi )) ≤ 1 always holds, and therefore any approximation is upper

bounded by the inter-annotator agreement. Improving upon the inter-annotator agreement
means infusing additional external knowledge not present in the ground truth. and hence,
gives us the opportunity to label unseen data at par with the human annotators, while explicitly capturing their annotation process in the learned model.
In order to compute Iyes (qi ) and Ino (qi ), where Ino (qi )=1 − Iyes (qi ), we compute the
similarity between the question qi in C-SSRS with parts of the sentence highlighted by
a LM15 . At a user-level, the similarity can be understood as the inner product between
the neural representation of the question and parts of the posts to determine Iyes (qi ) and
14 Note

here that the sub-sentences in C-SSRS are not stored in the tree leaves

15 There are several options in NLP literature to construct representations of text.

Such as TF-IDF, Hashing
Vectorizer, etc. Since LMs show remarkable efficiency, we used them to automate dataset annotation.

114

Ino (qi ). Consider a qi in C-SSRS; “Have you thought about being dead or what it is like
to be dead”, it is being answered as yes by the response “Rarely is a day where I don’t
suffer from thoughts of self-harm” because of the bold-faced phrases. We use a concatenation representation padded with zeros according to the longest text fragment to construct
the neural representations of posts semantically. The inner product-based similarity can


R
xsub
qRi
R
R
be formulated as: S (xsub , qi ) ≡ K |xR | , |qR | ≥ ±θi , where xR and qRi denotes neural
i

sub

representation of text (x) and question (qi ). K denote a similarity function. The normalization of the representations by size makes an inner product a valid similarity measure in
the range −1 to + 1. Now, we formally develop the algorithm for the C-SSRS 2.0; Process
Knowledge-infused Learning(PK-iL).
We define a function that predicts the probability of post label being Y = y according
to the PK as follows:
Nq

P(Y = y | X = x) =



R
R
pl ∏ ∨xsub ∈x S (xsub , qi ) ≥ ±θi

∑

(5.2)

i=1

l∈Leaves

where xsub ∈ x is a fragment of the post x (e.g., word, phrase or sentence). ± signifies if
we are checking if the question qi is answered as yes or no by fragment xsub in post x with
K
confidence θi . Using ∨K
k=1 zk = (∑k=1 zk ≥ 0.5), we have:
Nq

P(Y = y | X = x) =

∑
l∈Leaves

pl ∏

∑

i=1 xsub ∈x



R
R
S (xsub , qi ) ≥ ±θi ≥ 0.5

(5.3)

We can optimize Eq. 5.2 using Bernoulli Loss (L ) for an input post (X = x) and label
(Y = x) as follows:
N

q
L ({θi }i=1
) = P(Y = y|X = x)log(P(Y = y|X = x))+

(5.4)

(1 − P(Y = y|X = x))log(1 − P(Y = y|X = x))
N

q
Since L ({θi }i=1
) is strongly convex, we use Newton’s optimization method to learn the

parameters of the model.
We propose an algorithm for PK-iL which is general enough to allow test with different
LMs suitable to the task and PK suitable to any domain. However, in our experimental
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Algorithm 2: Process Knowledge-infused Learning (PK-iL)
1 Compute pl ∀ leaves l from the ground truth;
2 Choose Kernel K , fragment size, and CE model for representation
3 Initialize θi , ∀i ← 1 to Nq
4
▷ Begin Newton’s method
5 for k ← 1 to K do
6
for θi , where i ← 1 to Nq do
′
7
Compute θi = ∇θi L (θi )
′
′′
8
Compute θi = ∇θi = ∇θi (∇θi L (θi ))
9

Set θi = θi −

′
θi
′′
θi +1

▷ add 1 to avoid divide by zero error

10
11

return θi , ∀i ← 1 to Nq

results we will evaluate PK-iL both quantitatively and qualitatively evaluation using the
C-SSRS 2.0 dataset. Prediction of final suicide risk severity level at a user-level is carried
out by choosing the summand in Equation 5.3 that has the highest value once normalized
by dividing by the sum of the summands, in order for it to be a probability.
Quantitative Analysis: PK-iL for LMs for C-SSRS 2.0: From figure 5.6, it is interesting
that the W2V, trained using the Continuous Bag of Words method, is the best performing
model in the Baseline, Cosine Similarity, and the Gaussian Kernel case. Upon inspection
of the embeddings, we hypothesize that W2V (which has been trained from scratch on
the suicide-related post corpus), captures contextual dependencies between suicidality tokens and phrases much better than LMs. LMs need to be fine-tuned on vast amounts of
data to adapt against non-suicidality term-related contexts that they have trained on using
massive corpora. Our analysis notes that for domain-specific tasks such as mental healthrelated prediction, it is perhaps better to train contextual dependencies between words and
phrases from scratch, as pre-trained models are already heavily biased towards the contextual dependencies in their training corpora [223]. Across all LMs, we see that PK-iL
improves the accuracy of the vanilla models by up to almost 15% points for LongFormer.
Although to confirm our statement, we have to rule out the effects of collecting more data,
adding/deleting features, etc., using neural representations and limited data alone, explic-
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Figure 5.6 Mean Accuracy and AUC-ROC scores, rounded up, for all LMs used in PK-iL
algorithm over C-SSRS 2.0 dataset. There are two variants of PK-iL that was evaluated: (a)
PK-iL with Cosine Similarity (CS) and (b) PK-iL with Gaussian Kernel (GK) for Kernel
choice for each language model of representation. V: The LMs in their vanilla state.
itly controlling the learned model with process knowledge shows significant performance
gains.
Qualitative Analysis: In Table 5.2, we see W2V associating phrases and words that characterize a low mood with suicidal ideation. In real life, such words may raise triggers in the
minds of a clinician and may benefit their analysis. However, the human annotator seems
R =“there can be humor in everything”
to have labeled this as an indication based on the xsub

of the post. Recall that PK-iL deals with whole fragments of text. The highest threshold
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Table 5.4

Explanations provided from W2V on C-SSRS 2.0.

Prediction: Suicide Behavior or Attempt
Ground Truth: Suicide Behavior or Attempt
Model: Model that uses guidelines, inputs and labels
‘I wish I could give a shit about what would make it to the front page.
 Ihave been
there and got nothing. Same as my life. I do have a gun.’, ‘I thought ... . I am not
on a ledge or something, but I do have my gun in my lap.’, ‘No. I made sure she
got an education and she knows how to get a job. I also have recently bought her
clothes to make her more attractive. She has told me she only loves me because I
buy her things. ’
Explanation: 1. Wish to be dead (yes) → 2. Non-Specific Active Suicidal
Thoughts (yes) → Active Suicidal Ideation with Some Intent to Act, without Specific Plan (yes) → Behavior or Attempt
among the similarity functions in Equation 3 corresponded to the fragment highlighted and
path 1, which is question 1 in C-SSRS ‘Wish to be dead’, and hence the model picks indication with probability equal to inter-annotator agreement of y = suicide indication at that leaf
(see Table 5.4 with Table 5.2). To perform an expert evaluation of the explanations provided
by W2V and the next best XLNet, we compute Spearman correlation with ground-truth CSSRS 2.0 for 50 hold-out test users. Vanilla XLNet and PK-iL(XLNet) reported 47%
and 51% correlations with expert annotated explanations, respectively. Whereas vanilla
W2V and PK-iL(W2V) reported 66% and 70% correlation, respectively. Overall, subject
to annotator agreements, such an explanation is more informative to the clinician about the
models’ prediction.
The use of clinical PK in dataset creation to support user-level explainability is a new
topic and provides a new direction in mental healthcare research using social media content.
Prior algorithmic research on either classification of mental health conditions or predicting
the severity of a mental health condition has found it hard to explain the inner functioning
of their methods and has hence, led to poor adaptation among MHPs [224] [225] [226].
The dataset and it’s associated algorithm that we report here present the first effort toward
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making algorithms explainable for MHPs. Next, we will show you another explainable
dataset in mental healthcare, designed with a specific objectives: (a) Allow CAs gather
what user knows about their conditions, and (b) Ask safe and medically appropriate followup question to prevent what is shown in Figure 5.4. The purpose of the next section to
prevent CAs fro generating incoherent and irrelevant questions as shown in Figure 5.3.

5.4

PRIMATE

The approach to data collection for PRIMATE involves scraping posts and comments from
r/depression_help, a subreddit on Reddit, which is meant to provide advice and support
to help individuals suffering from depression. The posts on this subreddit contain flair
tags such as SEEKING HELP, SEEKING ADVICE, and REQUESTING SUPPORT. We
filter down the data curated from this subreddit based on the flair tag attribute to retain
only advice, help or support seeking posts and their comments. After filtering, our dataset
had approximately 21,000 posts. Each post contains a title, description, and comments.
On average, each post has 5 comments. Next, we chunked the main text of each post
into smaller groups of sentences (chunks) of less than 512 tokens while making sure no
sentence is segmented in between. The motivation for chunking is to ensure no context
is lost from the post due to the limitation of T5 to process 512 tokens as input (DLMs in
general suffer from such representation limits). We also appended the post title to each
chunk to ensure that main idea of each post was captured in it’s chunks. This curated
dataset tests T5’s capability to generate FQs similar to any of the questions in the extended
PHQ-9 questionnaire.
Extending PHQ-9 to support FQ generation: PHQ-9 questions are subject to different
interpretations depending on patient-MHP interaction. Additionally, nine questions are
limited in scope for use in tasks like fine-tuning and similarity-based performance evaluations. Therefore, to increase the strength of PHQ-9, we collaborated with MHPs to create
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sub-questions for each question in PHQ-9. First, we used Google SERP API16 and Microsoft Bing Search API17 to retrieve “People-Also-Ask” questions. For each question, we
retrieved 40 questions by manually searching and assessing their relevance to PHQ-9 questions. Next, we provided the set of 360 questions to three MHPs for assessment. MHPs
evaluated the questions on two grounds:(a) Whether they would ask such a question to a
patient? (relevance) (b) If yes, when should such a question be asked? (rank). Based on
their ratings, we created a final set of 134 sub-questions for the nine questions in PHQ-918
resulting in a total of 143 questions.
Models for FQ Generation: We used an off-the-bench T5-base QG model that was finetuned on the SQuAD 2.0 question generation dataset [227] [Model 1]. Next, we fine-tuned
Model 1 on r/depression_help posts and comments. To align with our task of making
T5 generate relevant FQs, we filtered out comments which were non-interrogative. We
kept only the interrogative statements asked by Reddit users in the comments [Model 2].
Not all interrogative comments by Reddit users are diagnostically relevant FQs (Eg: “Can
you use MS Excel?”, “Were you interactions on FaceTime?”). To remove such questions,
we further filtered the dataset by calculating the maximum BLEURT score between the
question (present in the comments) and the questions in extended PHQ-9. We applied
a threshold of 0.60 to this score19 . This removed harmful and diagnostically irrelevant
questions while preserving contextual, semantically relevant, and legible questions [Model
3]. See Fig 5.3 for examples of diagnostically relevant questions.
Analysis of Models for Question Generation: Out of the 21k questions, performance of
Models 1, 2, and 3 were examined on those 2003 posts that had at least one interrogative
comment. Each of the three models was made to generate FQs in sets of 5, 10, and 15
16 https://serpapi.com/
17 https://www.microsoft.com/en-us/bing/apis/bing-web-search-api
18 Questions

in extended PHQ-9 : link

19 empirically

judged
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Table 5.5 Examples of questions generated by T5 when tasked to generate FQs when the
user query for the post in Figure 5.3 was provided as input. Model 1, which is a pre-trained
T5 [2], often generates questions which are irrelevant, unsafe, incoherent, and redundant.
Model 2, which is T5 fine-tuned on r/depression_help seems to be relatively coherent and
inquisitive compared to Model 1. However, both models generate questions about the topic
that user has discussed in their query. As a result, we see that pre-trained and fine-tuned
DLMs fail to generate FQs. By enforcing FQ generation using using a dataset curated
using extended PHQ-9, generated questions have been mostly inquisitive. This is shown
by Model 3. Still, a lot of generations are around the problem the user mentioned.
Model 1 QGs
• How long ago did the worsening chronic fatigue continue to
cripple my life? [*User already
mentions in the title of the post
he has been facing the fatigue
for years]
• What was the estimated dose
of suicide? [*Unsafe incoherent
question]
• How could body parts feel far
less hot in other parts of my life?
[*Incoherent question]
• What has caused the gradual cognitive decline? [*It’s the
physician who needs to answer
this question after the conversation]
• What effect is that I’m less optimistic, and it’s embarrassing ?
[*Incoherent attempt to generate a question from the sentence
in the post which mentions “I
am still pretty optimistic , but I
’m just too out of it , it ’s embarrassing”]
• What was the reason that increasing depression has a negative effect on me? [*Irrelevant
and incoherent]
• A sleep study consists of what?
[*Irrelevant to the diagnostic
procedure]
• What did Caffeine feel in my
body? [*Wrong pronoun used
and irrelevant to the diagnosis]

Model 2 QGs
• Have you ever tried many
depressants or mental health
things? [*Redundant question
as user has already mentioned
in the post text that he has tried
antidepressants]
• Are you seeing a therapist?
[*Redundant question as user
had already mentioned in the
post text that he has seen a therapist in the past]
• Do you even ever try to focus
on negative things and/or pain,
relief, and patience? [*Incoherent question]
• And what if you forgot to
fucking realize that, then it will
be fucking so much that you’ll
be fucking fucking can we ask
what they want. [*Unsafe objectionable question]
• Do you mean heavy bipolar
disorder? [*Irrelevant to the
context of the post]
• Are you aware about the qualities of antidepressants? [*Inquisitive in nature but irrelevant
from a diagnostic perspective]
• What does antidepressant work
at? [*Irrelevant from a diagnostic perspective]
• Do you have a close friend you
can go to who you can talk with,
that way you can get out of the
house? [*FQ]
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Model 3 QGs
Are you on any antidepressants?
[*User mentions in the post he
has tried them before but no
mention has been made if he is
still on them]
• Do you have any positive
thoughts? [*FQ]
• Are you in any danger of hurting yourself? [*Slightly unsafe]
• Is it that you aren’t happy
with your feelings? [*Irrelevant
question]
• Have you tried some exercise?
[*Redundant question as user
already mentions he has tried it]
• Do you wake up frequently?
[*FQ]
• How is your sleep quality?
[*FQ]
• When you wake up, what do
you do? [*FQ]
• Is there anything that helps you
calm the symptoms for now?
[*FQ]
•
What are your hobbies?
[*Generic FQ]
•
What are your interests?
[*Generic FQ]

Table 5.6 In this example, the generated questions from both Model 2 and Model 3 seem
to be relevant FQs, but they are not assessing the severity of the mental health condition,
despite Model 3 being fine-tuned on a dataset filtered by PHQ-9 questions. In comparison
to the qualitative outcome in Table 5.5, this showcases the inability of T5 to support mental
health triage.
Post text

Model 1 QGs

Model 2 QGs

I feel depressed . I have
• What if I do not
felt depressed for a while. I do it for more than
have done a lot of things to 10 mins by mytry and help myself through self? [*Closed book
therapy ,[...] , staying busy question
already
, going to university . all answered in the
I have found is that each post and irrelevant
time I complete any of these to the diagnostic
things that I still feel like procedure]
I am empty .
When I • What might happen
do not do those things for to any women that
more than 10 mins by my- want to have relaself that my thoughts just tionships with me?
get dark and I be little ev- [*Irrelevant to the
erything I have ever done . diagnostic process]
[....] Also I get depressed be- • What do the women
cause I have dreams where at work do? [*IrreleI ’m constantly bombarded vant to the diagnostic
by women who are not my process)]
wife who want to have rela- •
What kind of
tionships with me and it ’s dreams are I was
a nightly battle to not give depressed? [*Closed
in to it when I ’m dreaming book question gen. I know it sounds silly but erated directly from
I fear that if I give into the a statement in the
dreams that I might do it in post]
real life . I do n’t want to tell
my wife because she does
n’t understand other weird
dreams that I have had in the
past .

Would you be happy
with them? [*Irrelevant
to the diagnostic process)]
• What’s your job? [*Irrelevant]
• Are you able to reach
out to your doctor or psychiatrist? [*User has already mentioned in the
original post that he has
talked to his therapist]
• what are your dreams?
[*Closed book question
already answered in the
post]
•
What do you enjoy about your dreams?
[*FQ]
• Do you want to talk
to people about what
dreams are ? [*FQ]
• Do you feel as satisfied
as yourself when you are
dreams? [*FQ]

Model 3 QGs
Have you talked to a
therapist? [*Already answered by the user in the
post itself]
• Is there anything that
helps you calm your
feeling for now? [*FQ]
• “Have you ever gotten
any help?" [*Already answered in the query]
• Do you feel isolated?
[*FQ]
• What are your hobbies?
[*FQ]
• What are your interests?
[*FQ]
• How long have you
been waiting for your
wife to talk about these
dreams? [*FQ]
• Have you told your
wife you’re depressed or
not?
[*Inquisitive in
nature but already answered by the user in
original post]

through nucleus sampling [201]. For a generated question, BLEURT score was computed
with each question in Extended PHQ-9 and the maximum among those scores was taken as
the score for the generated question. A clear distinction between models 1, 2, and 3 is the
nature of the questions asked. Model 1 generated closed book questions, whereas Model 2
and 3 seem to show some inquisitive nature and seem more focused on the mental health
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domain, which can be attributed to the after effect of finetuning on Reddit (see Table 5.5
and 5.6). We captured the performance of the models quantitatively using ’hit rate’ as a
metric. For a generated question (q̂), we denote :
score(q̂) = max(bleurt_score(q̂, q1 ), bleurt_score(q̂, q2 ), ..., bleurt_score(q̂, q143 ))
where q1 , q2 ..., q143 ∈ Extended-PHQ-9. Across all 2003 posts, we had C = 2575 chunks20 .
Let total number of questions generated by a model be |Q̂| and |Q̂| denote the number of
question generated by the model for a given chunk. For experimentation, we set |Q̂| to have
values {5, 10, 15}. Thus, |Q̂| = |Q̂| ∗C. Then the Hit Rate for a model was computed as:
∑ I(score(q̂) > δ )
Hit Rate(model, |Q̂|) =

q̂ ε Q̂

|Q̂|

where δ is the threshold on the similarity between generated question in a chunk and subquestions in PHQ-9 and I[ϕ] is the indicator function taking values 0 or 1 for a predicate
ϕ.
Inference on Table 5.7: (1) Regardless of fine-tuning and filtering based on PHQ-9 questions, inherently, T5 does not capture the meaning and usage of the words in the mental
health context. Moreover, T5 fails to generate legible and relevant FQs as safe as PHQ-9
questions. Therefore, we scrutinize the generated FQs by mapping them to most similar
questions in extended PHQ-9. Examples of irrelevant generations by T5 that it thought
were relevant are: (a) “Wtf?” (generated FQ) was found most similar to “Do you have
hope?” (PHQ-9) (b) “What did Boyfriend suffocate me with during his break up a week
after I got a diagnosis?” (generated FQ) was found most similar to “What do you think
makes you a failure” (PHQ-9). The previous generated question is redundant as the answer to it was already present in the original post. (2) Many generated questions contain
extreme language due to the informal nature of the Reddit platform, which is very sensitive
issue, especially in the mental health domain. Examples are: “Did you f***ing realize
20 Chunking

was done as DLM accepts a maximum input length of 512 tokens.
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Table 5.7 Experimental results comparing different models in generating questions that
match the sub-questions in PHQ-9. Q̂ is the set of generated questions in each chunk.
The performance is recorded over all the generated questions (Q̂). δ was used as the
threshold on the similarity between generated question and PHQ-9 sub-questions while
calculating hit rate. BLEURT records semantic similarity, whereas Rouge-L records the
longest common subsequence exact match between generated question and PHQ-9 subquestions. The highest performance on semantic and string similarity is bolded. Acceptable
performance in Model 3 achieved using PHQ-9 motivated us to prepare PRIMATE.
|Q̂|(↓)

Hit Rate on BLEURT

Hit Rate on Rouge-L

δ (→)

0.4

0.4

0.5

0.7

0.5

0.7

Model 1: Pre-trained T5
5
10
15

0.5417 0.1233 0.0020
0.5400 0.1203 0.0010
0.5368 0.1250 0.0013

0.1241 0.0386 0.0005
0.1290 0.0400 0.0010
0.1266 0.0384 0.0009

Model 2: Fine-Tuned T5 on r/depression_help
5
10
15

0.6657 0.2804 0.0097
0.6691 0.2792 0.0104
0.6726 0.2787 0.0104

0.3445 0.1560 0.0100
0.3481 0.1590 0.0098
0.3476 0.1588 0.0094

Model 3: T5 Fine-tuned on r/depression_help filtered by PHQ-9
5
10
15

0.9489 0.7088 0.1261
0.9542 0.7126 0.1272
0.9514 0.7098 0.1274

0.7457 0.4937 0.0903
0.7460 0.5002 0.0947
0.7484 0.4945 0.0916

that f***ing people are f***ing too?” (generated FQ) was found to be the most similar
to “What do you think makes you a failure?”. Thus, T5 and its variants need to capture
“what the user knows and has already mentioned in his post” by checking which PHQ-9
questions are already answerable using the user’s post before generating the next probable
FQs in order to avoid redundancy.
Creation of PRIMATE: We present PRIMATE, a dataset consisting of Reddit posts containing user situations describing their health conditions and whether the questions in PHQ9 are answerable using the content in the posts. Each question is attributed with a binary
“yes" or “no" label stating whether the user’s description already contains the answer to that
question (see Table 5.8). PRIMATE was created from a month long annotation-evaluation
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Table 5.8 Distribution of 2003 posts in PRIMATE according to whether the text in the
post answers a particular PHQ-9 question. Through this imbalance, PRIMATE presents
its importance in training DLM(s) to identify potential FQs in PHQ-9 that would guide a
generative DLM(s) to conduct a discourse with a patient with a vision to assist MHPs in
triage. Q1-Q9 are described in Figure 5.7
PHQ-9

Number of Posts

Questions

With Answer (Yes)

W/o Answer (No)

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8
Q9

1679
1664
686
949
530
195
741
196
374

324
339
1317
1054
1473
1808
1262
1807
1629

Figure 5.7 A post in PRIMATE which is annotated with PHQ-9.The questions marked
“YES” are answerable by DLMs using the mental health specific cues from user text. The
questions marked “NO” are the questions a DLM should consider asking as FQs. Sentences
within [] were taken as signals that the “YES” marked questions had already been answered
in the post .
cycle between MHPs and crowd workers. A total of five crowd workers performed this
task, achieving an initial annotator agreement of 67% using Fleiss kappa. Subsequently, the
MHPs assessed the quality of annotations and provided their suggestion for improvement,
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Table 5.9 The MCC score for all 9 questions across different thresholds is in the range 0
to +1 (low to high positive relationships). The MCC for some configurations runs into a
divide by zero error, and we replace this value with 0.0. Unable: model is unable to learn
cues to determine answerability in a post. Maybe: model is uncertain whether a particular
PHQ-9 question is answerable or not. Certain: answerability can be determined by the
model with high reliability. Class-Type: Classification Type when δ = 0.9
δ (→)

0.5

0.7

0.9

Class-

PHQ-9(↓)

MCC

MCC

MCC

Type

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8
Q9

0.0
0.43
0.41
0.14
0.63
0.47
0.66
0.1
0.62

0.17
0.45
0.46
0.19
0.65
0.43
0.68
0.0
0.56

0.17
0.52
0.33
0.13
0.66
0.27
0.7
0.0
0.39

Unable
Certain
Maybe
Unable
Certain
Unable
Certain
Unable
Maybe

leading to an acceptable agreement score of 85%. A sample annotated post in PRIMATE
is shown in Figure 5.7.
Method for PRIMATE: With PRIMATE, we propose the question generation task as
a binary classification problem followed by question generation. We train BERT21 (a
transformer-based DLM) as a classifier on the PRIMATE dataset. We report the Matthews
Correlation Coefficient (MCC) scores in table 5.9. MCC is a reliable metric to assess
a model’s classification over an imbalanced dataset, particularly useful when we are interested in all four categories of confusion matrix: true positives (answerable questions
(AQ)), true negatives (FQ candidates), and false alarms (false negatives and positives). As
PRIMATE shows a disproportional distribution of AQs (yes) and FQs (no), MCC is an
appropriate metric [229]. We base our analysis on the consistency of BERT classifier on
varying threshold (δ ) in table 5.9. A score between 0.0 to 0.30 (Type Unable) on MCC
means the model is only able to find a negligible to weak positive relationship between input and output. In our context, a score in this range for a particular PHQ-9 question means
21 BERT

end-to-end training perform well compared to baselines Electra [197], and MedBERT [228]
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that model is unable to effectively learn the cues needed to judge the answerability of that
question in user posts. A score between 0.30 and 0.40 (Type Maybe) means that the model
is able to learn a moderately positive relationship, interpreted as ambiguity in the model
to judge whether a particular PHQ-9 question is answerable from user posts. MCC scores
between 0.40 to 0.70 (Type Certain) for a question in PHQ-9 means that the model can
effectively judge whether that question is answerable in user posts . Any score above 0.70
makes the model’s judgements even more reliable.
Future Direction in PK for Mental Health: Our experiments show that PRIMATE can
train DLMs to judge whether a user’s description of their mental health condition already
contains an answer to a particular question in PHQ-9, which would eventually guide coherent FQ generations. We leave our approach for FQ generation as future work on process
knowledge22 [17]. Further, we are yet to scale our understanding to other mental health disorders, such as anxiety using GAD-7 and Suicidality using C-SSRS [230]. Further, we are
yet to investigate whether PRIMATE, along with the knowledge in SCID can make DLMs
transferable across multiple mental health disorders, especially the ones comorbid with
depression. Also, there is a need for a clinically explainable safety metric for our task.

5.5

S UMMARY

This chapter demonstrated the importance of data and process knowledge to adapt DLMs
for generating FQs that would assist MHPs in triaging depression. Our experiments show
that without process knowledge, DLMs hallucinate by generating unsafe, incoherent, and
irrelevant questions that are not helpful for MHPs in pre-screening or triaging. The challenge lies in the inability of the DLMs to judge from the set of generated questions, which
is a potential effective FQ to ask based on the user information. The improved question
generation performance of DLMs fine-tuned on conversational data filtered by process
knowledge encouraged us to prepare PRIMATE and C-SSRS 2.0. Both PRIMATE and
22 under

review; contact Manas Gaur
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C-SSRS 2.0 can train DLMs to judge ‘whether a user’s description of their mental health
condition already contains an answer to a particular question in PHQ-9 or C-SSRS, which
would eventually guide coherent FQ generations.
Methodologically, we demonstrated two forms of knowledge infusion; (a) Shallow Infusion in PRIMATE and (b) Semi-Deep Infusion in C-SSRS 2.0. The shallow infusion in
PRIMATE aims to prevent hallucination and minimize uncertainty. The semi-deep infusion also prevents hallucination and minimizes uncertainty, along with it, provides userlevel explanations. However, we are yet to scale our understanding of other mental health
disorders. Further, we are yet to investigate whether PRIMATE and C-SSRS 2.0, along
with the knowledge in SCID, can make DLMs transferable across multiple mental health
disorders, especially those comorbid with depression and suicide.
Certain challenges remain, despite Shallow and Semi-Deep Infusion of process
knowledge. First, by enforcing knowledge-based filtering at the input (Shallow Infusion),
we restrict the exploration capabilities of DLMs (reduction in the degree of freedom). What
if we allow selective knowledge-guided filtering and infusion at every layer of DLMs to
estimate which questions a DLM can answer and which it is not. Second, enforcing the
structure in PK into a DLM using a decision tree does not account for abstraction and specificity, the two critical components in mental health interviews (or any general interview).
What if we construct a knowledge-infused DLM, which upon getting a user’s input, asks
questions in the order defined clinical questionnaires. To work towards these challenges,
we will lay the groundwork for Deep Infusion as the future of Neuro-symbolic AI.
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C HAPTER 6
D EEP K NOWLEDGE I NFUSION
We define the third category of knowledge infusion, i.e., Deep Infusion of Knowledge, as
a paradigm that couples the latent representation learned by deep neural networks with KGs
exploiting the semantic relationships between entities. This chapter will provide theoretical
background to achieve Deep Infusion, as illustrated in Figures 6.1 and 6.2. We aim to:
• Quantify the information loss.
• Identify the relevant knowledge at an appropriate level of abstraction.
• Appropriately combine identified concepts in KGs with a latent representation of
data.
Significance
Deep infusion supports the stronger weaving of different forms of knowledge at
different levels of abstraction, that typically map to different layers in a deep neural
network architecture.
Recent research that are inline with the general theme of KiL leverage what is called
as parametric knowledge [61]. For instance, Dai et al. define a term a called “Knowledge
neuron” within deep neural network which is described as a hidden node that represents
the knowledge infused at the input [231]. Further, we argue that there is a subtle difference between the terms knowledge infusion and knowledge injection [232]. Methods under
the latter theme are similar to Shallow Infusion and Semi-Deep Infusion categories.
Whereas, knowledge infusion is about the use of stratified representation of knowledge
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Figure 6.1 An illustration of deep knowledge infusion. The procedure provides an
improvement over existing DL architectures by including (a) layer-wise knowledge
augmentation(K ) and (b) monitoring correct infusion through knowledge attention matrix.
The later component controls the information flow between the previous layer (xlayer prev )
and the next layer (xlayernext ).
representing different levels of abstraction that would be merged at various layers of deep
neural network and not just at the input. As we understand the levels of abstraction represented by different layers in a deep neural network, we can look to transfer knowledge that
aligns with the corresponding later in the layer-wise learning process in DL. We argue that
Deep Infusion within the latent layers of neural networks will boost the performance of
neural networks as an integral component of AI models deployed in applications. With a
Deep Infusion of such structured knowledge, it will reveal patterns missed by shallow
and semi-deep infusions because of sparse feature occurrence, ambiguity, and noise. At
the same time, Deep Infusion would retain the explainability, interpretability, and uncertainty handling aspect of ML/DL. In this chapter, we will lay down theoretical positioning
of the Deep Infusion and discuss novel technological components that are required for
knowledge infusion in current and most-widely used neural language models.
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Figure 6.2 Overall Architecture: Contextual representations of data are generated, and
domain knowledge amplifies the significance of specific important concepts that are missed
in the learning model. Classification error determines the need for updating a Seeded
SubKG with more relevant knowledge, resulting in a Seeded SubKG that is more refined
and informative to our model.
6.1

D EEP I NFUSION M ODULE

Each layer in a neural network architecture produces a latent representation of the input
vector. As neural network consists of an input layer, hidden layers and output layer, external information has been incorporated before the input layer and after the output layer.
Infusion after the input, within the hidden layer or before the output layer have not been
investigated. we infuse knowledge within the neural network while the latent representation is transmitted between layers including hidden layers. The infusion of knowledge
during the representation learning phase raises the following central research questions, (i)
Knowledge-Aware Loss Function (K-LF): How do we decide whether to infuse knowledge
or not at a particular stage in learning between layers, and how to measure the incorporation
of knowledge? (ii) Knowledge Modulation Function (K-MF): How to merge latent representations with knowledge representations, and How to propagate the knowledge through
the learned representation?
Configurations of neural networks can be designed in various ways depending on the
problem. As our aim is to infuse knowledge within the neural network, such opera-
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tion can take place (i) before the output layer (e.g., SoftMax), (ii) between hidden layers
(e.g., reinforcing the gates of an NLM layer, modulating the hidden states of NLM layers,
Knowledge-driven NLM dropout and recurrent dropout between layers). To illustrate (i),
we describe our initial approach to neural language models that fuses knowledge before
the output layer.
Following the figure 6.2, in the subsequent subsections, we explain: (a) Creation of
Knowledge representations (e.g., Knowledge embeddings, Ke ), (b) Knowledge Infusion
Layer is responsible for the two proposed functions. In these subsections, we provide an
initial approach that, we believe, will shed the light towards a reliable and robust solutions
with more research and rigorous experimentation.
Ke : Knowledge Embedding Creation We generate representation of knowledge in the
Seeded SubKG as embedding vectors. We create an embedding of each concept and their
relations in the Seeded SubKG using the perspective models (R, I, V), and merge these
embeddings through the proximity of their concepts and relations in the graph. Unlike
traditional approaches that compute the representation of each concept in the KGs by simply taking average of embedding vectors of concepts, we leverage the existing structural
information of the graph. This procedure is formally defined:

Ke = ∑[Ci ,C j ]

O

Di j

(6.1)

ij

where Ke is the representation of the concepts enriched by the relationships in the SeededKG, (Ci , C j ) is the relevant pair of concepts in the Seeded-KG, Dij is the distance measure
(e.g., Least Common Subsumer [233]) between the two concepts Ci and C j . We will further examine novel methods building upon our initial approach above as well as existing
tools that include TRANS-E [234], TRANS-H [235], and HOLE [236] for the creation of
embeddings from KGs.
Knowledge Infusion Layer: In a many-to-one NLM [237] network with T hidden layers,
the Tth layer contains the learned representation before the output layer. The output layer
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Algorithm 3: Routine for Infusion of Knowledge in NLMs
1 Data : NLMtype , #E pochs, #Iterations, Ke
−→
2 Output: MT
3 for ne=1 to #Epochs do
−
→ −−→
4
Compute hT , hT −1 ← TrainingNLM(NLMType ,#Iterations)
−−→ −
−
→ −
→
→
5
while (DKL (hT −1 ||Ke )-DKL (hT ||Ke ) > ε) do
6
▷ ε: acceptance threshold
−
→ −
→
7
Compute hT ← σ (Whk ∗ (hT ⊕ Ke ) + bhk )
▷ σ : sigmoid activation
hk
hk
8
Compute W ← W - ηk ∇(K-LF)
▷ η: learning rate
−
→
−→
9
Compute MT ← hT ⊙ W hk
−→
10 return: MT

(e.g., SoftMax) of the NLM model will estimate the error to be back-propagated. As discussed above, knowledge infusion can take place between hidden layers or just before the
output layer. We will explore techniques for both scenarios. In this subsection, we explain
the Knowledge Infusion Layer (Ki-layer) which takes place just before the output layer.
Algorithm 3 takes the type of NLM, number of epochs, iterations and the seeded knowledge graph embedding Ke as input, and returns a knowledge infused representation of the
hidden state MT . In line 4, the infusion of knowledge takes place after each epoch without
obstructing the learning of the vanilla NLM model and is explained in lines 5-10. Within
the knowledge infusion process (lines 7-9), we optimize the loss function in equation 2
with convergence condition defined as the reduction in the difference between the DKL of
hT and hT −1 in the presence of Ke . Considering the vanilla structure of a NLM, MT is
utilized by the fully connected layer for classification.
To illustrate an initial approach in figure 6.3, we use LSTMs as NLMs in our neural
network. Ki-layer functions add an additional layer before the output layer of our proposed
neural network architecture. This layer takes the latent vector (hT −1 ) of the penultimate
layer, the latent vector of the last hidden layer (hT ) and the knowledge embedding (Ke ), as
input. In this layer, we define two particular functions that will be critical for merging the
latent vectors from the hidden layers and the knowledge embedding vector from the KG.
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Figure 6.3

Inner Mechanism of the Knowledge Infusion Layer in an LSTM Network

Note that the dimensions of these vectors are the same because they are created from the
same models (e.g., contextual models), which makes the merge operation of those vectors
possible and valid.
Knowledge-Aware Loss Function (K-LF): In neural networks, hidden layers may deemphasize important patterns due to the sparsity of certain features during learning, which
causes information loss. In some cases, such patterns may not even appear in the data.
However, such relations or patterns may be defined in KGs with even more relevant knowledge. We call this information gap between the learned representation of the data and
knowledge representation as differential knowledge. Information loss in a learning process
is relative to the distribution that suffered the loss. Hence, we propose a measure to determine the differential knowledge and guide the degree of knowledge infusion in learning.
As our initial approach to this measure, we developed a two state regularized loss function
by utilizing Kullback Leibler (KL) divergence. Our choice of KL divergence measure is
largely influenced by the Markov assumptions made in language modeling and have been
highlighted in [238]. The K-LF measure estimates the divergence between the hidden rep-
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resentations (hT−1 ; hT ) and knowledge representation (Ke ), to determine the differential
knowledge to be infused.
Formally we define it as:

⃗ e ); s.t. DKL (h⃗T ||K
⃗ e ) < DKL (hT⃗−1 ||K
⃗ e)
K-LF = min DKL (h⃗T ||K

(6.2)

where hT−1 is an input for convergence constraint.
We minimize the relative entropy for information loss to maximize the information
gain from the knowledge representation (e.g., Ke ). We will compute differential knowledge
(∇K-LF) through such optimization approach; thus, the computed differential knowledge
will also determine the degree of knowledge to be infused in the Ki-layer. ∇K-LF will be
computed in the form of embedding vectors, and the dimensions from Ke will be preserved.
Knowledge Modulation Function (K-MF): We need to merge the differential knowledge representation with the learned representation. However, such operation cannot be
done arbitrarily., We explain an initial approach for the K-MF to modulate the learned
weight matrix of the neural network with the hidden vector through an appropriate operation (e.g., Hadamard pointwise multiplication). This operation at the Tth layer can be
formulated as:
Equation for W hk = W hk − ηk ∗ ∇K-LF, where W hk is the learned weight matrix infusing
knowledge, ηk is learning momentum [239], ∇K-LF is differential knowledge. The weight
matrix (W hk ) is computed through the learning epochs utilizing the differential knowledge
embedding (∇K-LF). Then we merge W hk with the hidden vector hT through the K-MF.
Considering that we use Hadamard pointwise multiplication as our initial approach, we formally define the output MT of K-MF as: This operation at the Tth layer can be formulated
as:
⃗ T = h⃗T ⊙W hk
M
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(6.3)

where MT is Knowledge-Modulated representation, hT is the hidden vector and W hk is the
learned weight matrix infusing knowledge. Further investigations of techniques for K-MF,
will be one of the main research topics in the agenda of this proposed research.

6.2

D IFFERENTIAL K NOWLEDGE E NGINE

In deep neural networks, each epoch generates an error that is back-propagated until the
model reaches a saddle point in the local minima, and the error is reduced in each epoch.
The error indicates the difference between probabilities of actual and predicted labels, and
such difference can be used to enrich the Seeded SubKG in our proposed knowledgeinfused deep learning framework.
In this section, we discuss the sub-knowledge graph operations that are based on the
difference between the learned representation of our knowledge-infused model (MT ), and
the representation of the relevant sub-knowledge graph from the R-KG, which we call as
differential sub-knowledge graph. We define Knowledge Proximation function to generate
the Differential Sub-knowledge Graph, and Update Seeded SubKG to insert the differential
sub-knowledge graph into the Seeded SubKG.
Knowledge Proximity: Upon the arrival of the learned representation from the knowledgeinfused learning model, we query the KG for retrieving related information to the
respective data point. In this particular step, it is important to find the optimal proximity between the concept and its related concepts. For example, from the “South
Carolina” concept, we may traverse the surrounding concepts with a varying number
of hops (empirically decided). Finding the optimal number of hops towards each
direction from the concept in question is still an open research question. As we find
optimal proximity of a particular concept in the KG, we propagate KG based on the
proximity starting from the concept in question.
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Differential SubKG: Once we obtain the SubKG from the graph propagation, we create
differential SubKG that will reflect the difference in knowledge from the Seeded
SubKG. For this procedure, we plan to carry out research formulating the problem using variational autoencoders to extract such SubKG as we call differential
subKG (Dkg ) and, we believe it will provide missing information in the Seeded-KG.
Update function: The differential subKG generated as a result of minimizing knowledge
proximation is considered as input factual graph to the update procedure. As a result, the procedure dynamically evolves the Seeded SubKG with missing information
from differential SubKG. We plan to utilize Lyapunov stability theorem [240] and
Zero Shot learning to update the Seeded-KG using Dkg . Dkg and Seeded-KG represent two knowledge structures requiring a process of transfer the knowledge from
one structure to another [241]. We define it as the process of generating semantic
mapping weights that encodes and decodes the two semantic spaces. We plan to
utilize the Lyapunov stability constraint and Sylvester optimization approach: Given
two semantic spaces belonging to a domain D, we tend to attain an equilibrium position defined as:

||Skg −W ∗ Dkg ||F = α ∗ ||W ∗ Skg − Dkg ||F

(6.4)

|| . ||F represents Frobenius norm and α is a proportionality constant belong to R.
Equation 6.4 reflects lyapunov stability theorem and to achieve such a stable state
we define our optimization function as follows:
L ≡ min(||Skg −W Dkg ||F − α ∗ ||W Skg − Dkg ||F ), α > 0,W ∈ R X R

(6.5)

Equation 6.5 is solvable using Sylvester optimization and its derivation is defined in
a recent study [10].
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Let us investigate how Deep Infusion can happen in deep neural language models,
that are gaining popularity in various application areas like computational social science,
conversational artificial intelligence, multi-agent systems, and others.

6.3

Deep Infusion IN N EURAL L ANGUAGE M ODELS

The neural language models (NLMs) are designed to gather parametric knowledge after
pre-training over a large-scale natural language corpus. This parametric memory is utilized
in downstream applications in the following forms: (a) Fine-tuning of NLMs on a domainspecific tasks [242], (b) Augmenting the NLMs with external knowledge at the input layer
and tuning it end-to-end [9], (c) Leveraging a pre-trained NLM and passing the generated
representation through the knowledge-aware generative model for contextualized representation learning [150], and (d) Probing (Edge and Structured) the NLMs at each layer for
checking the accuracy of parametric memory [243] [244]. These state-of-the-art methods are consistent with our definition of Shallow Infusion and Semi-Deep Infusion
but can be improved towards Deep Infusion. We provide a positive direction for deep
infusion as answers to the following questions:
When does a NLM require Non-parametric Knowledge? An intermediate represental
tion between two hidden layers, denoted by hl−1
out and hin is often studied as the

model attention in current transformer models. Essentially, these representations can
be enquired for model’s learning behavior. A distributional drift (a.k.a variational
inference) between gold representation(a.k.a knowledge representation) and hl−1
out put
can be considered as a signal for non-parametric knowledge infusion. Of the various
methods to measure variational inference1 , KL divergence is the most widely used.
How to infuse non-parametric knowledge seamlessly? Let us consider the most widely
used multi-lingual KG, ConceptNet [45] as the source for knowledge representation.
1 https://ermongroup.github.io/cs228-notes/inference/variational/

138

Since it would be tedious and error-prone to measure the variational inference between every node in ConceptNet and hl−1
out , we construct a SubKG of ConceptNet
(Skg ) by computing exact and cosine similarity between input and concepts in Skg .
kg
Now, we use hl−1
out to traverse each node in S by computing a distance score mea-

sured using KL divergence. We formally define it as:
kg
KL(hl−1
out , S ) =



hl−1
out

log

hl−1
out put
Sikg



; where i ∈ Nodes in Skg

i

kg
KL(hl−1
out , S ) yields a set of nodes with its KL divergence scores. The nodes with

scores above a threshold (δ , often defined empirically) are recorded as visited nodes,
and their representations are used in infusion. The infusion of knowledge happens
following the equation 6.3, which can be formalized as follows:
kg
kg
kg
kg
l−1
h̃l−1
out = hout ⊙ S0 ⊙ S1 ⊙ S2 ... ⊙ S j−1 ;

Where j ∈ {Skg }i is the set of nodes with acceptable KL scores. After the infusion
of external knowledge, the model needs to be regularized, which is done by updating
the backpropagation update of weights and dropout strategies. We leverage the dual
form of deep neural network for updating the weights of neurons. The dual form focuses on attention, thus informing us about the importance of each neural connection
between two hidden layers. The dropout is made deterministic by thresholding over
l
the attention matrix created between h̃l−1
out and hin , as described by Faldu et al. [9].

To appreciate the importance of the dual form of the neural network, I would like to
direct the readers to the paper by Irie et al. [245].
Due to deep knowledge infusion, the model’s predicted outcome would differ from
gold truth by some margins. However, this would show the model’s thoughtful prediction (or classification), where the end-user would notice the likelihood of prediction of other labels or generations (if it is a language generation model) that seems
similar to ground truth. This would happen because, in deep infusion, the model
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would be trained end-to-end with marginalized loss2 , defined as:
P(X) = ∑ P(X,Y = y) = ∑ P(X|Y = y) ∗ P(Y = y);
y

y

Where X is input & Y is a class label or a natural language generation from the deep
neural network. This loss would enable the model to preserve the input semantics
(P(X)) by generating its probabilities from the model’s prediction or generation.
How to leverage external knowledge’s inherent abstraction in enhancing it? The reason for having Skg is to allow the hierarchical concepts in KG to be infused into
the upper layers of the deep neural network. Maintaining a set of visited nodes, starting from the lowermost layers, supports traversing higher-order concepts in KG when
representations from this and above are generated through non-linear activation. This
structuring of knowledge infusion is based on the assumption that (a) non-linear activation allows the neural network to exploit all possible syntactic combinations of
input tokens, which might yield a representation of concepts in KG (not present in
input), and (b) these combinations represent a closed world that can be studied with
input and semantically related concepts in Skg [247].
Such a training methodology (a) introduces explainability intrinsically into the model’s
behavior. (b) The trace over the Skg created during the model’s training provides a clue
on the model’s interpretations of the input. (c) The deterministic nature of dropout, governed by knowledge-infused attention matrices, enables uncertainty handling. (d) And the
context capture is always the centric component in Knowledge Infusion, which in Deep
Infusion is achieved by computing variational inference between the latent, hidden representation and knowledge nodes in KG.
2 It

can be seen as Beam Search Optimization [246]
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6.4

S UMMARY

Combining deep learning and knowledge graphs in a hybrid neural-symbolic learning
framework will further enhance performance and accelerate the convergence of the learning processes. Specifically, the impact of this improvement in susceptible domains such
as health and social science will be significant concerning their implications for real-world
deployment. Furthermore, adopting tools that automate tasks that require knowledge and
intelligence, and are traditionally done by humans, will improve with the help of this framework that marries deep learning and knowledge graph techniques. Specifically, we envision
that the infusion of knowledge as described in this framework will capture information for
the corresponding domain in finer granularity of abstraction. We believe that this approach
will provide reliable solutions to the problems faced in deep learning. Hence, in real-world
applications, resolving these issues with knowledge graphs and deep learning in a hybrid
neuro-symbolic framework will significantly contribute to fulfilling AI’s promise [248].
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