Much recent functional modelling of the central nervous system, beyond traditional "neural net" approaches, focuses on its distributed computational architecture. This paper discusses extensions of our recent work aimed at understanding this architecture from an overall nonlinear stability and convergence point of view, and at constructing artificial devices exploiting similar modularity. Applications to synchronisation and to schooling are also described. The development makes extensive use of nonlinear contraction theory.
Introduction
Any biological object, and specifically the brain, is the result of evolution. Evolution proceeds by accumulation and combination of stable intermediate states: Darwin's survival of the fittest really means survival of the stable (Simon, 1962; Dawkins, 1976) . In the process, systems of increasing complexity are created (Kirschner and Gerhart, 1998; Ridley, 2000) . Simple examples abound: for instance, motion control architecture in vertebrates is believed to involve combinations of simple motor primitives (Bernstein, 1967; Bizzi, et al., 1995) ; human emotional response involves both fast archaic loops bypassing the cortex, and slower cortical loops (Ledoux, 1996; Damasio, 2001) . However, in themselves, accumulations and combinations of stable elements have no reason to be stable. Hence our hypothesis in ) that evolution will favor a particular form of state stability, which automatically guarantees stability in combinations, such as parallel, series, feedback, or multiresolution. Such a form of nonlinear stability, which we refer to as "contraction" (Lohmiller and Slotine, 1998) , can be characterized mathematically.
Conceptually, accumulations of stable dynamics have also been a recurrent theme in cybernetics and AI history (Walter, 1950 (Walter, , 1951 Chomsky, 1957; Wiener, 1961; Simon, 1962 Simon, , 1981 Ashby, 1966; Braitenberg, 1984; Minsky, 1986) under various guises (Brooks, 1986 (Brooks, , 1999 . They also form the basis of several recent theories of brain function (Tononi, et al., 1998; Dehaene, et al., 1998; Crick and Koch, 1998; Edelman and Tononi, 2000; Grossberg, 2000) and of biological motor control (Bernstein, 1967; Bizzi, et al., 1995; Mussa-Ivaldi, 1997; Wolpert and Kawato, 1998; Tresch, et al., 1999; Jordan and Wolpert, 1999; Thoroughman and Shadmer, 2000; Giszter, et al., 2000) . In control theory, passivity (Popov, 1973) was originally motivated by similar concerns.
This suggests that contraction theory may both guide functional modelling of the central nervous system beyond basic "neural net" approaches, and provide a systematic method to build arbitrarily complex robots out of simpler elements. Furthermore, it may shed light on the problem of perceptual unity (binding problem) by providing simple models and conditions for the overall convergence of a large number of specialized processing elements connected through networks of feedback loops ). This paper discusses further examples along these lines.
Section 2 defines nonlinear contraction, reviews its basic properties (Lohmiller and Slotine, 1998) , and presents some elementary applications. Section 3 further examines combinations properties of contracting systems and some of their implications. Section 4 discusses applications to oscillator synchronisation, another type of computation occuring in the central nervous system, and to schooling and flocking. Section 5 offers brief concluding remarks.
Modularity and Stability
Basically, a nonlinear time-varying dynamic system will be called contracting if initial conditions or temporary disturbances are forgotten exponentially fast, i.e., if trajectories of the perturbed system return to their nominal behavior with an exponential convergence rate. It turns out that relatively simple conditions can be given for this stability-like property to be verified, and furthermore that this property is preserved through basic system combinations, such as parallel combinations, feedback combinations, and series or hierarchies.
Incidentally, such a definition fits rather naturally with known data on biological motion perturbation, e.g. perturbation of arm movement (Soechting and Lacquaniti, 1988; Won and Hogan, 1995) . Furthermore, it is intrinsic, in the sense that the system's "nominal" behavior needs not be known. Finally, such a form of stability, at least in a local sense, is also a basic prerequisite for any learning, since it guarantees the consistency of the system's behavior in the presence of small disturbances or variations in initial conditions.
Contraction Analysis
In this section, we summarize the basic results of (Lohmiller and Slotine, 1998) , to which the reader is referred for more details. We consider general time-varying deterministic systems of the forṁ
where f is an n × 1 nonlinear vector function and x is the n × 1 state vector. The above equation may also represent the closed-loop dynamics of a controlled system with state feedback u(x, t). All quantities are assumed to be real and smooth, by which it is meant that any required derivative or partial derivative exists and is continuous. The basic result of (Lohmiller and Slotine, 1998) can then be stated as
Theorem 1 Consider the system (1). If theres exist a uniformly positive definite metric
such that the associated generalized Jacobian It can be shown conversely that the existence of a uniformly positive definite metric with respect to which the system is contracting is also a necessary condition for global exponential convergence of trajectories. In the linear time-invariant case, a system is globally contracting if and only if it is strictly stable, with F simply being a normal Jordan form of the system and Θ the coordinate transformation to that form.
In this paper, for simplicity we shall concentrate on the global convergence result above. In the case that F is uniformly negative definite only in a finite region, then the result can be shown to hold for all trajectories starting in the largest ball (with respect to the metric M) contained in that region. Note that since Θ is invertible, requiring that F be uniformly negative definite is equivalent to requiring thaṫ M + 2 M ∂f ∂x be uniformly negative definite. Furthermore, since
where is F s the symmetric part of F, all transformations Θ corresponding to the same M lead to the same eigenvalues for F s , and therefore to the same contraction rate |λ max |. In particular one may always define or redefine the transformation Θ to be lower triangular, using a Cholesky decomposition of M.
Examples
Example 2.1: Time-invariant contracting systems converge to a unique equilibrium point. Indeed, consider the systemẋ = f (x), contracting with respect to Θ. One can easily verify that
which implies that Θf and thus f =ẋ converge exponentially to zero, and therefore that x converges exponentially to a constant vector.
Consider now an autonomous contracting systemẋ = f (x) , with constant Θ, and a constant vector c of the same dimension. The above implies that the dynamicṡ
converges exponentially to the unique solution of the algebraic system f (x) = c.
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Similarly, contracting systems of the formẋ
where the input u(t) is periodic in time, can be shown to converge towards a periodic state of the same period as the input.
Example 2.2: Consider a time-varying cost function V (x − r(t)), strictly convex in x, and the dynamic system
This dynamics is contracting, since its Jacobian − ∂ 2 V ∂x 2 is uniformly negative definite Thus, x tracks the minimum of V after an exponential transient.
Example 2.3: In biological modelling, one frequently encounters (Tresch, 2002) so-called activation functions x(t), driven by an electrical signal u(t) according to a dynamics of the form
with β a constant, 0 < β ≤ 1, and constant τ > 0. Intuitively, such systems, found e.g. in muscle models (Zajac, 1989) and in dynamic synapse models (Fuhrmann, et al., 2001) , respond faster when u(t) smoothly transitions from 0 to 1, and slower on the way back. This dynamics is contracting since its scalar Jacobian is upper bounded by −β/τ . with u a constant, is contracting for x > ǫ and x < − ǫ for arbitrary 0 < ǫ < |u| , with metric 1/x 2 , and thus converges accordingly to ±u.
Partial contraction may also be defined, corresponding a metric of partial rank. Consider for instance the classical limit cycle dynamics (Luenberger, 1979)
Letting r = x 2 + y 2 , one haṡ
implying exponential convergence of r to 1 in any region r > ǫ, with arbitrary 0 < ǫ < 1. The corresponding metric Θ T Θ for the original system is given by Θ = ( x y )/(x 2 + y 2 ) .
Example 2.5: Chaotic synchronisation
Starting with (Pecora and Carroll, 1990) , much attention has been devoted to synchronisation in "chaotic" systems. Consider the Lorenz systeṁ
with strictly positive constants σ, ρ, β, and, as in (Pecora and Carroll, 1990; Nijmejier, 2001 ), a reduced-order identity observer for this system based on an available measurement of the variable x,
The symmetric part of the observer's Jacobian is − diag(1, β), and thus the observer is contracting with an identity metric. Since by construction (ŷ,ẑ) = (y, z) is a particular solution, the estimated state converges exponentially to the actual state.
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Combinations of contracting systems
As a form of stability, one of the main features of nonlinear contraction is that it is automatically preserved through a variety of system combinations (Lohmiller and Slotine, 1998; 2000a) , a state-space property reminiscent of input-output passivity (Popov, 1973) . In this section we illustrate these properties with simple applications to modular design. An interesting recent discussion of the application of passivity tools to recursive refinement of the control of movement can be found in (Arimoto and Naniwa, 2002) .
Formally, some of the combination properties of contracting systems are most easily stated used the notion of a virtual displacement, from classical physics. A virtual displacement δx is an infinitesimal displacement at fixed time − formally, if we view the position of the system at time t as a smooth function of the initial condition x o and of time, x = x(x o , t) , then δx = ∂x ∂xo dx o . Coordinate transformations of the form δz = Θ(x, t)δx can be performed on virtual displacements. These are much more general than simple coordinate changes, since an explicit z need not need exist, i.e., the transformation need not be integrable. Θ(x, t)
T Θ(x, t) defines the metric in Theorem 1.
By contrast with linear theory, contraction analysis does not use differentiation as local approximation, but rather as a formal tool to yield global results on the nonlinear system.
Parallel combination
Consider two systems of the same dimension, contracting in the same metric,
Assume further that the metric depends only the state x and not explicitly on time. Then, any uniformly positive superposition (where
is contracting in the same metric. By recursion, this property can be extended to any number of systems.
Example 3.1: Control primitives
Recently, there has been considerable interest in analyzing feedback controllers for biological motor control systems as combinations of simpler elements, or primitives (Bizzi, et al., 1995; Mussa-Ivaldi, 1997; d'Avella and Bizzi, 1998; Tresch, et al., 1999; Giszter and Kargo, 2000; Kargo and Giszter, 2000) . Besides being biological plausible, such a structure is intuitively appealing, as it may yield considerable dimensionality reduction in learning and planning. Similar goals motivate e.g. (Atkeson et al., 1997; Schaal, 1999; Fod et al., 2000) . The structure is also reminiscent of potential fields in robotics (Khatib, 1986) , although typically the control primitives or their modulating coefficients are time-varying and thus do not lend themselves easily to an energy-based analysis.
Consider more generally the systemẋ = f (x, t) + B(x, t) u and assume that there exist control primitives u = p i (x, t) which, for any i, make the closed-loop system contracting in some common metric. Multiplying each equatioṅ
by a positive coefficient α i (t), and summing, shows that any convex combination of the control primitives p i (x, t)
also leads to a contracting dynamics in the same metric.
The time-varying convex combination may correspond, for instance, to smoothly turning on and off primitives, as e.g. in (D'Avella, et al. 2003) .
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Hierarchical Combination
Consider two contracting systems, of possibly different dimensions and metrics, and connect them in series, leading to a smooth virtual dynamics of the form
Then the overall system is contracting, as long as F 21 is bounded, as can be seen for instance by using
for ǫ > 0 sufficiently small. By recursion, the result extends to hierarchies or cascades of contracting systems of arbitrary depths.
Example 3.2: Composite variables
Composite signals, i.e., signals representing mixtures of more obvious physical quantities such as position or velocity, are pervasive in the nervous system (Berthoz, 1999) , and also exploited in methodologies such as sliding control (see e.g., (Slotine and Li, 1991) ). Using such combinations can often be interpreted as enforcing a hierarchy of contracting systems, so as to reduce the complexity of control or estimation problems.
In a second-order mechanical system, for instance, choosing a sliding variable s =ẋ + λx , wherex(t) is the tracking error and λ is a strictly positive constant, simply corresponds to creating a hierarchy of contracting systemsṡ
nominally contracting by choice of control laẇ
x + λx = s contracting by definition of s where "nominally" refers to the uncertainty-free case. The actual choice of the composite variable can be shaped according to the desired qualitative behavior of the contracting system. For instance, a system using insteaḋ
(with constants λ i > 0) reacts faster to larger errors, since the corresponding scalar Jacobian is −(λ 1 + 2λ 2 |x|).
Similarly, selecting transfer functions G(p) and L(p), where p is the Laplace variable, and defininġ
an external input, leads to the hierarchical layer
This definition of s corresponds to the classical problem of selecting, for a plant 1/p, a feedback compensator L(p) and a feedforward compensator G(p) to obtain appropriate frequency shaping of x and "disturbance attenuation" of s (Young and Ozguner, 1993; Zuo and Slotine, 2003) . Note that in this case the target dynamics is of order n L + 1 , where n L is the order of L(p).
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Example 3.3: In Example 2.5, consider constructing a full-state identity observer by augmenting the dynamics withẋ
Then, the observer corresponds to a hierarchy of contracting systems, and thus the full estimated state converges exponentially to the actual state. 
Static nonlinear maps
Consider a smooth map
where the x i are states of contracting systems (of possibly different metrics). Then δy → 0 exponentially as long as all
Similarly, given a contracting system of state x, boundedness of the Jacobian and its time-derivatives up to order j implies exponential convergence to zero of any time-derivative of δx up to order j + 1. Thus the nonlinear maps above may depend accordingly on time-derivatives of the x i .
Example 3.4: Full-order target dynamics
Extending Example 3.2, for an uncertain nonlinear system x (n) = f (x,ẋ, ..., x (n−1) , u, t) to be controlled, the desired dynamics s = 0 can be selected to correspond to any contracting system x (n) = g(x,ẋ, ..., x (n−1) , t) of the same order. This may be a natural choice, e.g., when the system is controlled intermitently, when it must exhibit specific disturbance responses (Zuo and Slotine, 2003) , when robot impedances must be accurately controlled based on sensed interaction forces, or when control is used to simplify a subsystem dynamics as seen from other subsystems. It can be achieved by defining, based on state measurements alone
with constant k > 0. Indeed one then has
Note that this also suggests that the nominal (uncertainty free) dynamics of s, one layer above, should be best selected asṡ = − k s , although other choices are possible as long as nominallyṡ + k s → 0 .
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Example 3.5: If x is the state of a contracting system, then so is x T x. Such positive scalars may be used hierarchically to define the coefficients α i (t) in control primitives, for instance.
Example 3.6: Multi-stream processing
Combining the above properties, contraction can be preserved if one first "splits" a signal into parallel streams through linear or nonlinear maps, processes each stream through contracting dynamics (e.g., sequences of nonlinear filters and maps), and then "recombine" the streams.
By analogy, recall that visual information flow is processed by 10 8 neurons on the retina, compressed (or partially discarded) as input to 10 6 neurons in the optic nerve, analyzed by 10 10 neurons within several specialized areas in the cortex, before being shared between areas and with the whole brain (Keat, et al., 2001) . Similar compression and distributed filtering occurs for auditory processing (Watts, 2002) .
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Feedback Combination
Consider two contracting systems, of possibly different dimensions and metrics, and connect them in feedback, in such a way that the overall virtual dynamics is of the form
where the matrix G(x 1 , x 2 , t) is arbitrary (other than being a matrix of partial derivatives). Then the overall system is contracting. The result can of course be extended to any number of systems: with obvious notations, overall contraction is achieved if
Example 3.7: A system of the formẋ
with f − i λ i ∇g i contracting in x, and h contracting in λ, is contracting. Similar dynamics occur in constrained optimization.
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Example 3.8: Feedback as above is a very efficient way to share information and distribute computation among specialized contracting subdynamics, since the overall convergence rate is simply the slowest of the individual convergence rates.
Similar feedback configurations may be involved when binding information from different specialized areas in the visual cortex (processing edges, others shape, motion, depth, color, and so on (Kandel, et al., 2000) ) or in the auditory system (time-frequency analysis, spectral edges, interaural time difference, and so on (Watts, 2002)), as well as in merging information from different senses.
More generally, consider two contracting systems and an arbitrary feedback connection between them (Wang and Slotine, 2001 ). The overall virtual dynamics can be written
Compute the symmetric part of F, in the form
where by hypothesis the matrices F is are uniformly negative definite. Then F is uniformly negative definite if and only if F 2s < G
1s G s , a standard result from matrix algebra (Horn and Johnson, 1985) . Thus, a sufficient condition for contraction of the overall system is that
where λ(F i ) is the contraction rate of F i and σ(G s ) is the largest singular value of G s .
Furthermore, applying this result to the matrix (F + λI) for an arbitrary λ ≥ 0 yields an explicit lower bound on the overall contraction rate
The results can be applied recursively to combinations of arbitrary size.
Translation and scaling
In space
It is straightforward to show that if f(x, t) defines a contracting dynamics with respect to a constant metric, so does any scaled and translated version f(a(t)x − b(t), t), where a(t) and b(t) are arbitrary differentiable functions and a(t) is uniformly positive definite. This property, combined with the parallel combination property above, can allow contracting dynamics to be used as wavelet-like basis functions in problems of dynamic approximation, estimation, and adaptive control,
and thus can provide practical tools for progressive refinement and learning.
In time
One immediately sees that ifẋ = f(x, t) is contracting, so is
where ǫ(t) > 0 and β(t) ≥ 0 are arbitrary functions of time. Note that β(t) may be discontinuous.
Of course, contraction is also preserved by any combination of all the above. External inputs can be provided through any subsytem dynamics. Overall contraction also implies that the system will recover exponentially fast from temporary disturbances in any subsystem.
Note that, essentially, the convergence rate of parallel combinations is the weighted sum of the individual convergence rates, the convergence rate of skew-symmetric feedback combinations is the slowest of the individual convergence rates, and the convergence time-constant of hierarchical combinations is the sum of the individual layer time-constants.
Also note that contraction is preserved even though the network's topology and/or connections strengths can be time-varying, possibly in a discontinuous fashion. In particular, contraction can be preserved through system growth and pruning, and similarly different aggregates may be recruited according to the task. By analogy, subdynamics in the central nervous system are constantly re-used and recombined as part of different overall circuits and behaviors, plausibly as an efficient result of evolutionary "tinkering". This reutilisation or nesting principle (Tononi, et al., 1998; Berthoz, 1999; Damasio, 2003) may also account in part for the pervasiveness of inhibition mechanisms in the central nervous system.
Finally, although for simplicity we concentrate on systems described by ordinary differential equations, the discussion extends to large classes of partial differential equations Slotine, 1999, 2001) . Ultimately, networks of massively parallel dynamic "neurons" may be best represented by p.d.e.'s.
Adaptive combinations
It is straightforward to incorporate adaptive techniques in contraction-based designs if part of the system's uncertainty consists of a vector a of unknown but constant (or slowly-varying) parameters (Lohmiller and Slotine, 2000b) . For instance, consider a closed-loop plant dynamics with state z(t), desired state vector z d (t), parameter estimate vectorâ(t), in the forṁ
whereã(t) =â(t) − a. Lettingz = z − z d and choosing the parameter adaptation laẇ
where P is a constant symmetric positive definite (s.p.d.) gain matrix, Barbalat's lemma (Slotine and Li, 1991) and the Lyapunov-like analysiṡ
show asymptotic convergence ofz to zero for uniformly negative definite ∂f ∂z and boundedV .
Assume now that f is indeed contracting, and further that some or all of the terms W(z, t)a are contracting in the same metric. Faster convergence can then be achieved by exploiting these terms, similarly to exploiting viscous friction in mechanical systems (Slotine and Li, 1991) . Specifically, let
where W c (z, t)a c is contracting in the same metric as f, and let us use W c (z d , t) instead of W c (z, t) in the adaptive cancellation, leading tȯ
Choosing the parameter adaptationȧ
where the matrix P is block-composed of the constant s.p.d. matrices P c and P o , and
and thus to a faster convergence rate.
The discussion extends immediately to the case where z is a composite variable in a hierarchy, similarly to adaptive sliding control for instance. Also, in the case that a o and a c contain some parameters in common, the parameter estimates can be updated by simply adding the corresponding adaptation rates. Convergence ofz can be further accelerated by imposing known convex constraints on the parameter estimates.
In system combinations such as those described in the previous subsections, local adaptation loops may be added both to achieve some desired behavior, and to ensure contraction of the local dynamics itself. The overall sytem can then be viewed as the nominal contracting network (i.e., the contracting network obtained in the case all parameters are known), driven by terms of the type W(z, t)ã, each of which tends asymptotically to zero thanks to the local adaptation process. Asymptotic convergence of the overall system to a unique trajectory is thus achieved.
Oscillator Synchronisation
Rythmic phenomena are pervasive in physiology. These include, for instance, the rhythmic motor behaviors used in locomotion, as in walking, swimming, or flying, automatic mechanisms such as breathing and heart cycles, and intrinsic pacemakers in the brain (Kandel, et al., 2000; Dowling, 1992; Kopell and Ermentrout, 2002) . Although in general individual oscillator dynamics are not contracting, contraction theory can provide convenient tools to analyze synchronisation and coupling phenomena between oscillators. The results of this section are based on (Wang and Slotine, 2002) .
Basic examples
Example 4.1: Consider two identical Van der Pol oscillators, coupled as
2 − 1)ẋ 2 + ω 2 x 2 = αk 2 (ẋ 1 −ẋ 2 ) where α > 0, ω > 0, k 1 and k 2 are arbitrary constants. Let x i = (x iẋi ) T for i = 1, 2. Grouping terms in x i leads toẍ
Now the systemẍ
can be shown to be contracting for k > 0 (Combescot and Slotine, 2000) , using
Thus, with k 1 + k 2 > 1 , equation (3) implies that x 1 tends to x 2 as t → +∞, and thus that the oscillators synchronize (Wang and Slotine, 2001 ).
Note that the above system may be viewed as a two-way observer, where each sub-system uses the other's velocity as a measurement.
The synchronisation result immediately extends to systems of n coupled oscillators of the form
n − 1)ẋ n + ω 2 x n = αk (−ẋ n + i =nẋ i ) where an identical coupling term is "broadcast" from each oscillator to the others. Similar mechanisms may occur in collective synchronisation phenomena (Murray, 1993; Strogatz, 1994 Strogatz, , 2001 ), as we shall further discuss. Also note that, comparing (2) with (3), implementing adaptation mechanisms is straightforward. Conversely, two uncertain second-order nonlinear systems of states (x iẋi ) T can be controlled to mimic specific coupled oscillators as above, by defining as in Example 3.4
The overall target dynamics corresponds to the coupled oscillators.
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The very elementary model above is also suggestive of a reutilisation mechanism, as we now illustrate.
Example 4.2: Switch connection signs, and consider instead the system
ẍ 2 + α(x 2 2 − 1)ẋ 2 + ω 2 x 2 = − αk 2 (ẋ 1 +ẋ 2 ) Then x 1 synchronizes exponentially to −x 2 (180 o phase shift), as can be seen by applying the result of Example 4.1 to x 1 and x 3 = −x 2 . Switch signs again, now according tö
2 − 1)ẋ 2 + ω 2 x 2 = αk 2 (−ẋ 1 −ẋ 2 ) Then, for k 1 = k 2 > 1, the states x 1 and x 2 both tend to zero. Indeed, one has
2 + k 1 − 1)ẋ 2 + ω 2 x 2 = − αk 1ẋ1 and furthermore, since Θ in (4) varies only with x, the feedback terms on the right-hand side only add a skewsymmetric term to the overallṀ + 2 M ∂f ∂x , thus preserving contraction. Alternatively, the result can also be shown using the invariant set theorem with the Lyapunov-like function V = i (ẋ 2 i + ω 2 x i ) , since this particular coupling is "energy" conserving.
Similar mechanisms may also occur in the control of animal gaits in walking or swimming (Winfree, 2001) . 2 Example 4.3: The previous results can be generalized. Consider the system
2 ) where α and κ are strictly positive constants and γ is an arbitrary coupling gain. Using the same reasoning as before, under the condition |γ| + κ > 1
x 1 converges to x 2 for all γ ≥ 0 (excitatory coupling), and to −x 2 for all γ ≤ 0 (inhibitory coupling). Note that if γ = 0 (no coupling), x 1 and x 2 both converge to zero, consistent with the previous cases. Whether the systems actually tend to synchronized oscillations or to the origin depends on the value of γ. If γ > 0, the limit behavior isẍ
which tends (for non-zero initial conditions) to a stable limit cycle if γ > κ − 1 and to a stable equilibrium at the origin otherwise. Similarly, if γ < 0, x 1 and x 2 reach anti-synchrony if γ < 1 − κ and tend to zero otherwise.
Note that if κ = 1, the convergence to the origin as the system transitions between synchrony and antisynchrony is limited to γ = 0.
Conversely, the same mathematics shows that two nonlinear systems initially at rest can be made to oscillate by simple coupling.
Example 4.4: Consider two independent contracting nonlinear systems, initially at equilibrium,
and couple them according tö
2 + 2k − 1)ẋ 2 + ω 2 x 2 = αk(ẋ 2 −ẋ 1 ) Then, from Example 4.2, the system will tend to anti-synchronized (180 o phase shift) oscillations. Strictly speaking, of course, initially the coupled system should be disturbed slightly away from its unstable equilibrium at the origin.
In robotic locomotion, for instance, the above could serve as elementary models of pattern generators, or of the legs themselves.
Example 4.5: In a seminal paper, (Smale, 1976) showed that two nonlinear systems initially at rest could actually be made to oscillate by diffusion coupling, a property suggestive of biological behavior along the lines of (Turing, 1952) . This can be easily analyzed using contraction theory (Wang and Slotine, 2002) . Using results from (Leonov, et al., 1996) , (Pogromsky and Nijmeijer, 2001; Pogromski, et al. 2002) give another instance of such systems, which can also be studied using contraction theory. 
Extensions
As discussed extensively in (Wang and Slotine, 2002 ) and as we now summarize, the results extend to oscillator networks of various coupling topologies through basic matrix algebra calculations. Two cases are of particular interest.
The first is modelling locomotion, a subject with a considerable literature, where simple variations of coupling gains within small networks of oscillators can give rise to typical gaits in vertebrates and insects, extending Examples 4.2 and 4.3.
The second involves very large networks of oscillators, a topic of active current research (Strogatz, 2003) , and a possible model of pacemakers (Kandel, et al., 2000) and binding mechanisms (Llinas, 2001) in the brain. For identical oscillators with possibly distinct coupling strengths, one result is that, under simple conditions on the individual Jacobians and the couplings, synchronization will always occurs for strong enough coupling. An explicit upper bound on the corresponding threshold can be computed through eigenvalue analysis, and the effect of adding or removing specific links or nodes can be quantified and related to recent results on "small world" and network robustness (Strogatz, 2001; Barabasi, 2002; Watts, 2003) . Another result is that synchronised networks of increasing complexity can be generated through combinations of smaller networks, similarly to the aggregation properties of contracting systems.
The development is based on a simple extension of the techniques above, which we illustrate here on a particular example.
Example 4.6: Consider a unidirectional closed ring of the forṁ
We can writė
Consider now the auxiliary system, driven by the x i ,
and assume that it can be shown that this system is contracting. Then ∀i , y i (t) tends to x i (t) (since for the overall systems one can write as usualẏ − g(y, t) =ẋ − g(x, t) , with g a contracting dynamics). Furthermore, the system tends to the particular solution ∀i , y i (t) = y ∞ (t) witḣ
Hence all x i (t) tend towards y ∞ (t) and thus synchronise.
Thus, synchronisation can be determined by examining the negative definiteness of the generalized Jacobian of the overall y system in some appropriate metric. Consider for simplicity the identity metric, and thus the matrix
where J i = ∂f (x i , t)/∂x i for i = 1, 2, 3, 4. The symmetric part of J can be written where J is is the symmetric part of J i , and I is the identity matrix in the dimension of the subsystems. Assuming K ≥ 0, the last two matrices are negative semi-definite, and thus the system is contracting if the (J i − K) are uniformly negative definite. Note that this implies that dynamics (5) is contracting as well (as it should, since synchronization defines both a linear constraint and an invariant set). All the x i will then synchronize.
Specializing this computation to a unidirectional ring of identical van der Pol oscillators shows that the oscillators synchronise for k ≥ 1 .
This type of manipulation, extending the principle of Example 4.1 by exhibiting an auxiliary contracting system, can be made very general. Furthermore, although coupling symmetries simplify calculations, they are not of fundamental importance for synchronisation.
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It should be clear from the above example that the development is not restricted to oscillators, but applies to general networks of "partially" contracting subsystems.
Example 4.7: Consider for instance a simplified model of schooling or flocking similar to (Jadbabaie, et al., 2003) , in continuous-timeẋ
where the x i denote heading vectors of the subsystems, N i (t) the set of indices of the nearest neighbours of subsystem i at current time t (defined for instance as the subsystems within a certain distance of subsystem i), and K > 0 is a constant matrix. The sets N i (t) can change abruptly and asynchronously. We assume for notational simplicity that n is constant and that the group remains connected.
Construct as in the previous example the auxiliary system (with N i (t) unchanged)
x j i = 1, ..., n
Although it can be discontinuous in time, the corresponding Jacobian J(t) is symmetric and uniformly negative definite
This implies that δy T δy (which is continuous in time, but whose time-derivative can be discontinuous at discrete instants) is upper bounded by a vanishing exponential. Thus y converges exponentially to the particular solution ∀i , y i (t) = y ∞ (t) , withẏ
Since by construction y tends to x exponentially, this implies in turn that the headings x i tend exponentially towards a constant common value.
Note that the analysis carries on straightforwardly to nonlinear couplings, for instancė
with constant K > 0, R > 0, corresponding to subsystems reacting faster to larger deviations. It also extend immediately to time-varying or link-dependent coupling gainṡ
as long as these gains are uniformly strictly positive and symmetric in i, j. For instance the gains may depend smoothly on distance.
While in this particular case the final behavior is actually known (since i x i is constant), the reasoning applies just as well to asynchronous oscillator synchronisation for large enough interaction gain, in a way reminiscent e.g. of Bose-Einstein condensation.
Finally, one can easily verify that the above results can be viewed as particular instances of the following very general principle (Wang and Slotine, 2002) . Consider a nonlinear system of the forṁ x = f(x, x, t) and the auxiliary, observer-like contracting systeṁ y = f(y, x, t)
If a particular solution of the auxiliary system verifies a smooth specific property, then all trajectories of the original system verify this property exponentially − indeed, another particular solution of the auxiliary contracting system is y(t) = x(t), ∀t ≥ 0.
Concluding remarks
Extending , this paper surveys further examples of biologically motivated stable distributed computations. Further work will study applications of locally contracting systems with singular metrics, as can occur in hierarchies of dynamic classifiers or in phase-locking of diverse oscillators, as well as p.d.e. versions of the results.
