We present UV luminosity functions of dropout galaxies at z ∼ 6 − 10 with the complete Hubble Frontier Fields data. We obtain a catalog of ∼ 450 dropout-galaxy candidates (350, 66, and 40 at z ∼ 6 − 7, 8, and 9, respectively), whose UV absolute magnitudes reach ∼ −14 mag, ∼ 2 mag deeper than the Hubble Ultra Deep Field detection limits. We carefully evaluate number densities of the dropout galaxies by Monte-Carlo simulations, including all lensing effects such as magnification, distortion, and multiplication of images as well as detection completeness and contamination effects in a self-consistent manner. We find that UV luminosity functions at z ∼ 6 − 8 have steep faint-end slopes, α ∼ −2, and likely steeper slopes, α −2 at z ∼ 9 − 10. We also find that the evolution of UV luminosity densities shows a non-accelerated decline beyond z ∼ 8 in the case of M trunc = −15, while an accelerated in the case of M trunc = −17. We examine whether our results are consistent with the Thomson scattering optical depth from the Planck satellite and the ionized hydrogen fraction Q HII at z 7 based on the standard analytic reionization model. We find that there exist reionizaiton scenarios that consistently explain all the observational measurements with the allowed parameters of f esc = 0.17
INTRODUCTION
Understanding the sources of cosmic reionization is one of the goals of modern astronomy. Observational studies show that the reionization occurred at z 6 (Fan et al. 2006; Pentericci et al. 2011 Pentericci et al. , 2014 Ono et al. 2012; Totani et al. 2006 Totani et al. , 2014 Kashikawa et al. 2011; Ouchi et al. 2010; Konno et al. 2014; Treu et al. 2013) . Major sources of the cosmic reionization are thought to be star-forming galaxies. Recent studies indicate that UV luminosity functions of the star-forming galaxies have steep faint-end slopes at z 6 (Bouwens et al. 2015; Schenker et al. 2013; McLure et al. 2013) , which suggests that the ionizing photons are mainly supplied by faint galaxies. However, high-z galaxy observations, such as Hubble Ultra Deep Field, can reach the limiting absolute magnitudes down to −16 mag at z 6. The abundance of galaxies is not well known at the magnitude fainter than ∼ −16 where contributions to ionizing photon budget may be dominated. Moreover, there exist large uncertainties of various parameters to estimate an ionizing photon emission rate from the galaxy abundance obtained by observations. One of the important parameters is the numerical factor ξ ion that converts a UV luminosity density to the ionizing photon emission rate of a star-forming galaxy. Bouwens et al. (2016a) estimated that log ξ ion /[erg −1 Hz] has a mean value of 25.34 ± 0.02, albeit at z ∼ 4 − 5, the post-reionization epoch. (see also Nakajima et al. (2016) for the recent studies of ξ ion ). Another important parameter is the escape fraction of ionizing photons f esc , which is the fraction of the number of escaping ionizing photons to that of ionizing photons produced in a galaxy. Steidel et al. (2001) estimated that the average value of f esc is ∼ 0.1 at z ∼ 3 (see also Shapley et al. 2006; Iwata et al. 2009; Nestor et al. 2011; Japelj et al. 2017) . Ono et al. (2010) investigated the stellar populations of Lyα emitters at z ∼ 6, and obtained weak upper limits of f esc ∼ 0.6 at z = 5.7 and f esc ∼ 0.9 at z = 6.6, based on the constraints on the nebular emission line fluxes. Although many constraints are given by these studies, reasonable constraints on ξ ion and f esc at the epoch of reionization have not been obtained so far.
Gravitational lensing is an effective tool for studying high-redshift galaxies. Cluster Lensing And Supernova survey with Hubble (CLASH; Postman et al. 2012 ) has discovered many candidates of faint galaxies at z 6 strongly lensed by galaxy clusters. In October 2013, Hubble Frontier Fields (HFF; PI: Lotz) program has started observing six massive clusters: Abell 2744, MACSJ0416, MACSJ0717, MACSJ1149, AbellS1063, and Abell370 (Lotz et al. 2017) . The HFF program achieves the limiting magnitudes ∼ 29 AB mag at the 5σ level, which are ∼ 1 mag deeper than those of CLASH.
Many groups study the properties of high-redshift galaxies using a part of the HFF data (Atek et al. 2015a,b; Zheng et al. 2014; Coe et al. 2015; Oesch et al. 2015; Ishigaki et al. 2015 Ishigaki et al. , 2016 Kawamata et al. 2015 Kawamata et al. , 2016 Livermore et al. 2017; Bouwens et al. 2017a,b; McLeod et al. 2015 McLeod et al. , 2016 . In September 2016, the observations for all of the six HFF clusters are completed. Here we exploit the full six cluster HFF data to investigate the galaxies at the reionization epoch.
In this paper, we first present details of the HFF data in Section 2. In Section 3, we select high-redshift galaxies with the dropout selection technique. We obtain UV luminosity functions in Section 4, and discuss the properties of the faint galaxies in Section 5. Finally, we summarize our results in Section 6. Throughout this paper, we use a cosmology with Ω m = 0.3, Ω Λ = 0.7, Ω b = 0.04, and H 0 = 70 km s −1 Mpc −1 .
DATA
For determination of UV luminosity functions, we use the complete samples of the HFF fields; Abell 2744, MACSJ0416, MACSJ0717, MACSJ1149, AbellS1063, and Abell370. Cluster and parallel fields of the six massive clusters have been observed with Advanced Camera for Surveys (ACS) and Wide Field Camera 3 (WFC3) of Hubble Space Telescope (HST) through 2013 October to 2016 September. The total survey area covers ∼ 56 arcmin 2 . Drizzled and weight images are produced and released by the Space Telescope Science Institute (STScI) at the HFF Web site. First, we homogenize the Point Spread Function (PSF) of the WFC3 images. The PSF FWHM of homoginized images is ∼ 0.18 arcsec. We then measure the limiting magnitudes. We divide each image into 4 × 4 grid cells and define the limiting magnitude in each cell. This is because limiting magnitudes are not homogeneous due to the intra cluster light. The 5σ limiting magnitudes in the H 160 band images are ∼ 28.5−29 mag in a 0.
′′ 35-diameter circular aperture. Details of the PSF homogenization procedure and the limiting magnitude measurements are described in Kawamata et al. (2016) (see also Ishigaki et al. 2015) . A summary of the observational properties is provided in Tables 1 and 2 .
SAMPLES
In this study, we select i-dropout (z ∼ 6 − 7), Ydropout (z ∼ 8), Y J-dropout (z ∼ 9), and J-dropout (z ∼ 10) galaxy candidates. A detailed description of the dropout selections is given by Kawamata et al. (2016) . In this section, we give a brief description about dropout selections. First, we create detection images using SWarp (Bertin et al. 2002) . The dection images are combination of J 125 , JH 140 , and H 160 bands for the i-and Y -dropout selections, JH 140 and H 160 bands for the Y J-dropout selection, and H 160 band for the J-dropout selection, respectively. We run SExtractor (version 2.8.6; Bertin & Arnouts 1996) in dual-image mode using the detection images, and create photometric catalogs. The colors of galaxies are measured with MAG APER m AP . The total 6 http://www.stsci.edu/hst/campaigns/frontier-fields/ magnitudes of galaxies m tot are defined with the equation m tot = m AP − 0.82, where the offset 0.82 corresponds to the aperture correction and was derived in Ishigaki et al. (2015) . Selection criteria of i-dropout galaxies are 
which are used in Atek et al. (2015b) . We require the detection significance levels beyond 5σ level in the Y 105 band and J 125 band. We exclude the objects that are detected at the 2σ level in both the B 435 and V 606 bands or in the B 435 + V 606 stacked images. For Y -dropouts, we adopt the selection criteria given by Atek et al. (2014) : 
Similarly, we apply the source detection thresholds of the > 5σ significance levels in the J 125 , JH 140 , and H 160 bands. We remove the objects that are detected at the 2σ level in at least one of the B 435 , V 606 , or i 814 bands. For Y J-dropouts, we use criteria presented in Oesch et al. (2013) and Ishigaki et al. (2015) :
J 125 − H 160 < 1.15, (9) JH 140 − H 160 < 0.6.
We require the detection significance levels beyond 3σ level in both the JH 140 and H 160 bands and 3.5σ level in one of the JH 140 or H 160 bands. Again, we remove the objects that are detected at the 2σ level in the B 435 , V 606 , or i 814 bands. For J-dropouts, we apply the criteria used in Oesch et al. (2015) :
We also require χ 2 opt+Y < 2.5, where χ 2 opt+Y is defined by χ
2 . f n is the nth band flux in B 435 , V 606 , i 814 , and Y 105 . SGN(f n ) is a sign function. S/N s in the JH 140 and H 160 bands are required to be > 3.5σ in both bands and > 5σ in one of the two bands. Finally, spurious sources are removed from the dropout galaxy candidates by visual inspection.
In this study, we find no J-dropout candidates in the all cluster and parallel fields. Our dropout samples consist of 350 i-dropouts, 66 Y -dropouts, and 40 Y J-dropouts in total. The number of the dropout candidates in each field is listed in Table 1 . We list these dropout candidates in Tables 4, 5 , and 6. The values of magnitudes are slightly different from those in Kawamata et al. (2016) because Kawamata et al. (2016) used an older version of SExtractor. In this section, we calculate UV luminosity functions at z ∼ 6 − 7, 8, 9, and 10. UV luminosity functions are represented by the Schechter function with three parameters; φ * , M * , and α:
We derive the luminosity functions basically in the same manner as that described in Section 5 of Ishigaki et al. (2015) , that adopt the luminosity function fitting on the image plane. We refer to the method as the image plane method in the remainder of this paper. The image plane method deals with not only the lensing magnification effects, but also the distortion and multiplication of lensed images in a self-consistent way. Oesch et al. (2015) showed that the detection completeness of galaxies strongly depends on the galaxy size and the image distortion, especially at areas with high magnifications. It is critical to properly evaluate the lensing effects and the properties of high-redshift galaxies to derive the luminosity functions, as done in this paper. In this study, we define M UV as the magnitude in the rest-frame wavelength of 1500Å. This wavelength roughly corresponds to J 125 , JH 140 , H 160 , and H 160 bands at z ∼ 6 − 7, 8, 9, and 10, respectively. In section 4.1, we create mock catalogs of high-redshift galaxies and obtain number densities on the image plane. In section 4.2, we compare number densities of the mock catalogs with those of the observation, and determine the best fit Schechter parameters.
Creation of Mock Catalogs
We create mock catalogs of simulated high-redshift galaxies at z ∼ 5.0 − 12. The number densities of the galaxies follow the Schechter functions. The halflight radius of the galaxies are ∼ 0.45, ∼ 0.22, and ∼ 0.11 kpc for galaxies with magnitudes of M UV < −20, −20 < M UV < −16, and M UV > −16, respectively. This assumption is consistent with the size-luminosity relations adopted in previous studies. The Sérsic index is assumed to be 1. The ellipticities are randomly chosen from the range of 0.0-0.9, because high-redshift galaxy studies show roughly uniform distributions of the ellipticities (e.g. Ravindranath et al. 2006) . The UV spectral slope β is assumed to be β = −2, which is consistent with the result of Bouwens et al. (2014) . The UV spectra are attenuated with the IGM absorption model of Madau et al. (1996) . The mock galaxies are distributed in random positions of the source plane. We create images of the mock galaxies with writeimage function in the lens model software glafic (Oguri 2010). The writeimage function calculates the gravitational lensing effects including magnification, distortion, and multiplication, for an object and produce the image(s) in the image plane.
Here we use the mass models of the six clusters described in Kawamata et al. (2016) and Kawamata et al. (2017) . Three out of the six models are released in the HFF Web site 7 as version 3 for Abell 2744, MACS0717, and MACS1149. We use an updated version of the mass model for MACS0416 (Kawamata et al. 2017 ). In the parallel fields, we use writeimage ori function, which creates unlensed images. We add the simulated images in the real HFF data. Then we detect the mock galaxies with SExtractor and select dropouts in the mock catalogs with the color criteria same as the observations described in Section 3. We obtain number densities of dropouts in the mock catalogs.
Low-redshift galaxies are potentially contaminate the dropout catalogs of the observational data. We estimate the contamination rate by the following procedure. First, we create the catalogs of bright (22 < H 160 < 25) objects in the HFF images. In this magnitude range, all objects do not meet the color criteria of the dropouts, which are probably low-redshift interlopers. Then we create interloper catalogs of faint objects (25 < H 160 < 29). We fit the number densities of the bright interlopers with a power-law function, and match the number densities of the faint interlopers to those extrapolated from the bright magnitudes. We assume that the physical properties of faint interlopers such as the color and size are the same as those of the bright objects. We create images of artificial objects from these catalogs with the mkobjects package of iraf, and randomly place them on the HFF images. We detect the artificial objects with SExtractor, and select the artificial objects that meet the dropout selection criteria. We regard these selected objects as contaminants. We thus obtain the contamination rate of dropouts as a function of magnitude. The contamination rate is ∼ 9% (∼ 32%) in the magnitude range of M UV < 27.25 (M UV > 27.25) on average. We add the number densities of the contaminants to the total number densities of the dropouts in the mock catalogs.
Luminosity Function Fitting
We compare the observed number densities of dropouts with the number density obtained in the simulations, which is described in the Section 4.1. We obtain the best-fit luminosity function by fitting these number densities with a maximum likelihood method. We calculate the likelihood with the following equation, assuming the Poisson errors:
where n sim,i is the simulated number counts in an ith magnitude bin, and n obs,i is the observed number counts in the HFF in the magnitude bin. We treat the three Schechter parameters, φ * , M * , and α, as free parameters in the fitting of luminosity functions at z ∼ 6 − 7 and 8. The number counts at z ∼ 9 and z ∼ 10 have too poor statistcis to constrain the three Schechter parameters. Therefore, we also provide results where we treat φ * as the only free parameter at z ∼ 9 and 10, and fix M * and α to the values at z ∼ 8, −20.35 and −1.96, respectively. In order to improve the statistics, we simultaneously fit our number counts data and UV luminosity One of the advantages of the image plane method is that the result is not affected by uncertainties of magnification factors of dropout candidates. If a galaxy has magnification factor larger than ∼ 100, the 1σ error of the magnification is as large as itself (Tables 10 to 12 in Kawamata et al. 2016) . Luminosity function fitting on the source plane has large uncertainty in the faint end, because the galaxy samples in the faint magnitude bins consists of galaxies with high magnification factors. The disadvantage of the image plane method is that there is a degeneracy between number densities of intrinsically bright and faint galaxies with the same apparent magnitude. The constraints on the faint end of luminosity functions are weaker than those with fitting on the source plane. In order to strengthen the constraints on the faint end, we divide the dropout samples into subsamples with magnification factor binning of µ < 2, 2 < µ < 6, 6 < µ < 18, and µ > 18 at z ∼ 6 − 7. We use the surface number density in each magnitude bin and in each magnification factor bin for fitting. Note that the number densities divided with magnification factor bins depend on mass models, although the uncertainty is not larger than the one in fitting on the source plane. We estimate the uncertainty of mass models in the end of this section. At z 8, we do not divide the samples, because the number of z 8 galaxy candidates is not large enough for making subsamples.
The best-fit parameters are shown in Table 3 . We find that the uncertainties in M * and φ * are considerably large due to a degeneracy between the two parameters when all parameters are variable. Plotted in Figure 1 is the faint-end slope α as a function of redshift. Our results indicate that the best-fit values of α are about −2 at z ∼ 6 − 7 to 10, which are steeper than those at lower redshift (e.g. α ∼ −1.6 at z ∼ 4 in Bouwens et al. 2015) . We show the fitting results at z ∼ 6 − 7, 8, 9, and 10 in Figures 2, 3 , 4, and 5, respectively. The top and bottom panel present the observed number densities and the best-fit luminosity functions in the image plane and the source plane, respectively. We also plot the results of previous blank-field surveys (Bouwens et al. 2015; Bowler et al. 2014; Ouchi et al. 2009; Schenker et al. 2013; Bradley et al. 2012; Finkelstein et al. 2015; McLure et al. 2013; Oesch et al. 2013; Calvi et al. 2016 ) and recent HFF results in other studies (Laporte et al. 2016; Atek et al. 2015a; McLeod et al. 2016) . The best-fit parameters are consistent with those in previous studies. In the top panel of Figure 2 , there may be an excess in the observed surface number density at J 125 = 28.5. The reason for this excess is not clear, although using a size-luminosity relation which gives smaller sizes at faint magnitudes may reduce this excess. At z ∼ 8, the observed number densities at the bright end are slightly larger than the number densities in the simulation. It is probably due to the existence of an overdense region of z ∼ 8 dropouts in the Abell 2744 cluster field. We discussed the properties of the overdensity in Ishigaki et al. (2016) (see also Atek et al. 2015b and Zheng et al. 2014) . At z ∼ 10, although we detect no galaxies, we can place a constraint on the luminosity function from the nondetection. Based on the best-fit parameters where only φ * is variable, ∼ 1.4 galaxies are expected to be detected in the HFF fields. The middle panels of Figures 2-5 show histograms of the number of the dropouts. It is seen that our samples push the magnitude limits of the luminosity functions significantly by up to ∼ 3 magnitude. Bouwens et al. (2017b) claim that the accuracy of UV luminosity functions is limited due to the uncertainty of mass models. In order to estimate the uncertainty of mass models with the method we use for the luminosity function at z ∼ 6 − 7, we check the magnification factors of the dropout candidates with five different mass models from Bradac (v2 for Abell 2744, v3 for MACS0416, and v1 for MACS0717, MACS1149, AbellS1063, and . We obtain the UV luminosity functions at z ∼ 6 − 7 with these five different mass models. Figure 7 shows the best-fit Schechter parameters and the 68% and 95% confidence levels. We confirm that the difference of the best-fit parameters are ∆φ * ∼ 0.2, ∆M * ∼ 0.2, and ∆α ∼ 0.1, which are comparable to the statistical errors of these parameters (Table  3) . Magnification factor of each dropout could be different from others in different mass model (see also Figure  11 of Ishigaki et al. 2015) , but the values of the best-fit Schechter parameters are almost the same in all the mass models.
DISCUSSION
In the previous section, we derive the UV luminosity functions at z ∼ 6 − 10 from the HFF data and the previous blank field data. In this section, we estimate the UV luminosity densities ρ UV from the luminosity functions which constrain the physical properties of ionizing sources and reionization.
Evolution of the UV Luminosity Density
The value of ρ UV is calculated with the following equation:
where L(M ) is the UV luminosity corresponding to the UV magnitude M . The value of M trunc is the truncation magnitude of the UV luminosity function, i.e., there are no galaxies with the magnitudes fainter than M trunc . We calculate ρ UV at z ∼ 6 − 7, 8, 9, and 10 using the bestfit Schechter functions obtained in Section 4.2. Figure 8 shows ρ UV calculated from Equation (15) with M trunc = −15.0 and M trunc = −17.0. The right axis in Figure  8 presents cosmic star formation rate densities (SFRDs) from a given luminosity density that are estimated from ρ UV based on Equation (2) of Madau et al. (1998) .
For comparisons, we also show the data plots of ρ UV with M trunc = −15.0 and M trunc = −17.0 at z ∼ 4 − 12 that are taken from previous studies (Bouwens et al. 2015; McLeod et al. 2016; Coe et al. 2013; Ellis et al. 2013) . In Figure 8 , we include total ρ UV at z ∼ 0 − 3 (Steidel et al. 1999; Wyder et al. 2005; Schiminovich et al. 2005; Reddy & Steidel 2009) , and cosmic SFRDs at z ∼ 1 − 4 based on ρ UV (M trunc = −15.0) and IR luminosity densities (the sensitivity corresponding to ≃ 30 µJy) (Dunlop et al. 2017) . Our results are consistent with these previous studies at z ∼ 6 − 10.
Our results support a non-accelerated decline of ρ UV toward high redshifts in the case of M trunc = −15.0 (see also McLeod et al. 2016) . We check whether we can approximate the evolution of log ρ UV from z = 4 to 10 as a linear function. We fit the log ρ UV from this work and Bouwens et al. (2015) with linear and quadratic functions. The Akaike Information Criterion corrected for small data sets (AICc; Sugiura 1978) for the linear function is smaller by ∆AICc = 3.69 than that for the quadratic function, suggesting a non-accelerated ρ UV evolution.
However, we find an accelerated decline when a brighter truncation magnitude of M trunc = −17.0 is adopted, which is closer to M trunc = −17.7 adopted in Oesch et al. (2013) , who support an accelerated decline. In Figure 8 , we present fitting results to ρ UV in this work and Bouwens et al. (2015) with a linear function at z ∼ 4 − 8 and its extrapolation toward z ∼ 10. This indicates the trends of non-accelerated and accelerated declines in the cases of M trunc = −15.0 and −17.0, respectively. One possible explanation for this dependence on M trunc is the evolution of the faint-end slope toward steeper value at higher redshifts (see Figure 1 ). The faint-end slope steepening makes the ρ UV difference (between the cases of M trunc = −15.0 and −17.0) larger at z ∼ 10 than at z ∼ 8. The redshift evolution of M * toward fainter magnitudes (see Figure 6 ) would also contribute to this larger increases of ρ UV at higher redshifts. On the other hand, our previous study in Ishigaki et al. (2015) has claimed that ρ UV shows an accelerated decrease beyond z ∼ 8. This can be because they adopt a brighter truncation magnitude of M trunc = −17.0. Another possible explanation for the difference is cosmic variance. Ishigaki et al. (2015) only use the data of Abell 2744 cluster and parallel fields. In these fields, the galaxy density at z ∼ 8 is ∼ 0.1 dex higher than the average of total fields (Ishigaki et al. 2016) , and the one at z ∼ 9 is ∼ 0.1 dex lower than the average.
Preperties of the Ionizing Sources
In this section, we calculate the ionized hydrogen fraction Q HII and the Thomson scattering optical depth τ e , basically in the same manner as that described in Section 5 of Ishigaki et al. (2015) .
The value of Q HII is calculated with the following equation (e.g. Robertson et al. 2013) :
In the first term of Equation (16),ṅ ion and n H denote the production rate of ionizing photons and the mean hydrogen number density, respectively.ṅ ion and n H are defined by the following equations:
where X p is the primordial mass fraction of hydrogen, ρ c is the critical density, and m H is the mass of the hydrogen atom. f esc is the fraction of the number of escaping ionizing photons to those produced in a galaxy. ξ ion is the numerical factor that converts a UV luminosity density to the ionizing photon emission rate of a star-forming galaxy. Note that f esc and ξ ion appear in the product form in Equation (17). Here we assume that f esc and ξ ion do not depend on M UV . We present the magnitudeaveraged value of the product of f esc and ξ ion as f esc ξ ion .
In the second term of Equation (16), t rec represents the averaged gas recombination time:
where α B is the case-B hydrogen recombination coefficient, T is the IGM temperature, and Y p is the primordial helium mass fraction. C HII ≡ n 2 HII / n HII 2 is a clumping factor, where n HII is the local number density Figure 2. Surface number densities, histograms of number counts, and luminosity functions of z ∼ 6 − 7 dropout candidates. Top panel: surface number densities of our dropout candidates in the HFF data (circles) and those derived from the best-fit Schechter function (lines). The colors of the circles and lines denote the magnification factor of 0 < µ < 2 (red), 2 < µ < 6 (orange), 6 < µ < 18 (yellow), and 18 < µ (green). The horizontal axis shows the apparent magnitude in the J 125 band. Middle panel: histograms of the number counts of dropouts in our study (red) and previous studies: Ouchi et al. (2009) of ionized hydrogen. In this work, we use the following equation:
which was obtained from the hydrodynamical + N -body simualtions in Shull et al. (2012) . The value of the clumping factor is not accurately known observationally, although many theoretical studies suggest similar values of clumping factor, C HII ∼ 1 − 6, in the epoch of reionization (Sokasian et al. 2003; Iliev et al. 2006; Finlator et al. 2012 ). The value of τ e is calculated with the following equation (Kuhlen & Faucher-Giguère 2012) :
where H(z) is the Hubble parameter, σ T is the Thomson scattering cross section, and c is the speed of light. We assume that helium is singly ionized (corresponding to η = 1) at z > 4 and doubly ionized (corresponding to η = 2) at z inson (2014) (see also Robertson et al. 2015) :
which has free parameters of a p , b p , c p , and d p . The other is a logarithmic double power law function used in Ishigaki et al. (2015) :
which also has four free parameters; ρ * UV , z * , a, and b. We perform χ 2 fitting to the observational data of ρ UV , Q HII , and τ e . In each parameter space, we adopt one of the two functional forms of ρ UV (z) whose minimum χ 2 is smaller than the one of the other. We use the ρ UV data points at z ∼ 6 − 7, 8, 9, and 10 (this work) and z ∼ 4, 5, and 6 (Bouwens et al. 2015) that are presented in the left panel of Figure 9 . Although ρ UV at z ∼ 10 scatters upward due to the large uncertainty in α, this does not significantly affect the fitting result because of its large uncertainty. We also use the Q HII data plotted in the right panel of Figure 9 et al. (2006, 2014) . In addition to these observational constraints, we compare τ e = 0.058 ± 0.012 (Planck Collaboration et al. 2016 ) with the value of τ e at z = 30 calculted from Equation (21). There are six free parameters in the χ 2 fit, f esc ξ ion , M trunc , and the four parameters in the function of ρ UV (z). The parameter range of f esc ξ ion is 0 to 10 25.34 [erg −1 Hz], where we assume that 0 < f esc < 1 and log ξ ion /[erg −1 Hz] = 25.34 (Bouwens et al. 2016a ). The parameter range of M trunc is −16 to −10; M trunc = −16 mag corresponds to the detection limit of current observations, and M trunc = −10 mag is the magnitude of minimium halos which have star forming galaxies predicted by Faucher-Giguère et al. (2011) .
We calculate the total χ 2 value by summing up the χ 2 of the data points of ρ UV , Q HII , and τ e , and derive the best-fit parameters. The best-fit parameters are log a p = 25.9, b p = 3.7, c p = 2.3, d p = 5.5, log f esc ξ ion = 24.57 and M trunc = −11.0, and the χ 2 is 9.28 for 12 degrees of freedom. Figure 9 shows the best-fit functions of ρ UV , τ e , and Q HII . These best-fit functions agree well with the data points of the observations. This result is in contrast with the conclusion of our previous study of Ishigaki et al. (2015) , which claim that no parameter set can reproduce both the ρ UV evolution and the value of τ e . The main reason for this difference is that Ishigaki et al. (2015) use the value τ e = 0.091 et al. (2014) , which is significantly larger than the latest result used in our study (τ e = 0.058 ± 0.012; Planck Collaboration et al. 2016 ). Another reason is that this study supports a non-accelerated decline of ρ UV toward high redshift as explained in Section 5.1. In this study, the small value of τ e and a non-accelerated decline of ρ UV alleviate the tension between τ e and ρ UV claimed by Ishigaki et al. (2015) . Figure 10 presents the 68% and 95% confidence intervals on the f esc ξ ion -M trunc plane with megenta contours. The best-fit value and the 68% interval are log f esc ξ ion = 24.57 escape fraction, f esc < 0.24 and f esc > 0.14, respectively. These constraints of f esc and M trunc are mainly driven by the observational constraints of Q HII . We also derive the length of the reionization period ∆z that is defined by the period bracketed by two redshifts whose Q HII values are 0.1 and 0.99. Figure 10 shows the contours of ∆z predicted by our χ 2 fitting results. The contours suggest ∆z = 3.9 
SUMMARY
In this study, we have produced catalogs of dropout galaxies at z ∼ 6 − 10 using the all cluster and parallel fields data taken by the HFF program. Using our new mass models, we have conducted Monte-Carlo simulations, and estimated the number densities of dropout galaxies at z ∼ 6 − 10. We then derive the UV luminosity densities and discuss the properties of ionizing sources and reionization. The results in this study are summarized below:
1. With the dropout selection technique, we identify ∼ 400 star-forming galaxies over the redshift range z ∼ 6 − 10, which include 350 i-dropout, 66 Ydropout, and 40 Y J-dropout candidates. We do not find J-dropout candiates in the HFF data. The number of dropout candidates in our catalogs is six times larger than the one obtained in our previous study (Ishigaki et al. 2015 ) that use one set of the cluster and parallel field data. (1), (2), (7), (10) 
