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We present a conceptual design for a hybrid laser-to-beam-driven plasma wakefield accelerator.
In this setup, the output beams from a laser-driven plasma wakefield accelerator (LWFA) stage
are used as input beams of a new beam-driven plasma accelerator (PWFA) stage. In the PWFA
stage a new witness beam of largely increased quality can be produced and accelerated to higher
energies. The feasibility and the potential of this concept is shown through exemplary particle-in-
cell simulations. In addition, preliminary simulation results for a proof-of-concept experiment at
HZDR (Germany) are shown.
I. Introduction
Plasma-based accelerators driven by either an intense
laser pulse [1] (LWFA) or a highly relativistic charged
particle beam [2–4] (PWFA), generate and sustain ac-
celerating fields orders of magnitude higher than those
achievable with conventional radiofrequency technology,
offering a path towards highly-compact and cost-effective
particle accelerators, with multiple applications in sci-
ence, industry and medicine.
In both LWFAs and PWFAs either a laser or a par-
ticle beam excites wakefields in an initially neutral and
homogeneous plasma. These wakefields propagate at the
velocity of the driver and oscillate at the plasma fre-
quency, ωp =
√
npe2/m0, where e is the elementary
charge, m is the mass of the electron, 0 is the vac-
uum permittivity and np is the unperturbed plasma elec-
tron density. Sufficiently intense drivers generate the
wakefields in the blowout regime, completely expelling
all plasma electrons from their propagation path, and
forming a clear ion cavity with a length given approxi-
mately by λp = 2pi/kp ' 33 µm×np[1018cm−3]−1/2, with
kp = ωp/c, the wakefield oscillation wavenumber, and c
the speed of light. Inside this cavity accelerating fields ex-
ceeding E0 = (mc/e)ωp ' 96 (GV/m)×np[1018cm−3]1/2
are generated, as well as an uniform focusing gradient
K = (m/2ec)ω2p ' 30 (MT/m) × np[1018cm−3], en-
abling ideal conditions for the acceleration and transport
of electron beams to GeVs energies within cm-scale dis-
tances [5–7].
Although LWFAs and PWFAs share the same work-
ing principle, they possess some fundamental differences
inherited from the completely different nature of their
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drivers: in LWFAs, a drive laser with frequency ω0 prop-
agates with a reduced group velocity in the plasma,
v0 = c
√
1− (ωp/ω0)2, which results in a progressive
dephasing between the electrons being accelerated at
near the speed of light and the wakefields. Besides, al-
though the laser propagation can be self-[8, 9] or exter-
nally guided [10, 11], the etching and diffraction effects
on the laser pulse substantially affect the wakefield exci-
tation conditions [12], which together with the dephas-
ing effect, harden the required control over the witness
acceleration process for applications demanding witness
beams with low energy spread and emittance. By con-
trast, PWFAs driven by highly relativistic electron beams
are not affected by dephasing (the drive beam propagates
at nearly the speed of light), and when in the blowout
regime, the wakefield excitation state remains essentially
unaltered over most of the propagation, making possible
to find optimal conditions of beam loading for a minimal
correlated energy spread [13, 14], which hold over the
entire acceleration process. Moreover, operating PWFAs
in the blowout regime enables novel injection techniques
specifically designed to deliver ultra-low emittance wit-
ness beams [15–21], that can be efficiently accelerated
within the blowout plasma wake, therefore allowing for a
substantial improvement of the energy and the quality of
the generated witness beams with respect to the drivers.
Other significant differences between LWFAs and PW-
FAs arise from their practical implementation: while
LWFAs are operated by relatively compact high-power
laser systems, PWFAs typically require costly km-scale
electron linacs [22, 23]. Thanks to the proliferation of
multiple laser laboratories around the world capable of
producing short laser pulses with hundreds TW of peak
power [24], LWFAs have been greatly advanced over the
last decades. Thus, important milestones, such as the
realization of quasi-monoenergetic electron spectra [25–
27], GeV-class beams [28–30], enhanced stability [31, 32],
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2controlled injection techniques for tunability [33–39], and
the application of the generated beams to drive compact
synchrotron [40], XUV [41] and X-ray sources [42–44],
have validated plasma-based acceleration as a promising
technique for future accelerators. By contrast, only few
linac facilities are nowadays capable and ready to perform
PWFAs, and in spite of the important advances achieved
at SLAC [45–49], DESY [50, 51] and CERN [52], PWFA
research is handicapped by the comparably limited num-
ber of facilities which allow to realize PWFA.
In the context of this article, LWFAs are thought to
provide a relatively compact and affordable source of
high-energy electron beams for driving PWFAs, in or-
der to allow an easier and widespread access to PWFA
technology for research and applications. Besides, the
LWFA-produced beams have some unique properties as
PWFA drivers. LWFAs are now proven to routinely pro-
duce GeV-class and highly compressed beams [53–57],
with peak currents well above the minimal requirements
for enabling internal injection techniques and efficient ac-
celeration in PWFAs. By contrast, achieving the drive
beam energy and current required to enable a strong
blowout regime in PWFAs imposes challenging operating
conditions for linacs upon compressing and transporting
the beam. Moreover, although the state-of-the-art emit-
tance and energy spread of the LWFA-generated electron
beams are as of yet insufficient for applications demand-
ing a high beam quality (e.g. FELs), these characteristics
do not inhibit their usage as driver beams for PWFAs and
may even offer improved stability [58, 59].
Using the output of a LWFA to perform a PWFA was
already proposed as a beam-energy afterburner, where
two distinct electron bunches produced in an LWFA were
thought to be used as a driver/witness pair in a PWFA
stage [60]. Also a mode transition from LWFA to PWFA
in one single stage has been proposed as a way of boosting
the energy [61, 62] and/or the betatron radiation [63–
65] of the LWFA-produced electron beams. The con-
cept developed here is fundamentally different, as the
witness beam is generated in the PWFA stage in a con-
trolled manner, and the hybrid LWFA | PWFA staging is
conceived as a beam energy and brightness transformer.
This possibility of using LWFA-produced electron beams
to drive a PWFA for the generation of superior quality
beams has been also indicated in [15, 18, 21]. So far, im-
portant experimental milestones such that LWFA beams
can generate wakefields in a subsequent plasma stage
have been demonstrated [66–68], but no acceleration of
a distinct witness beam in an LWFA-driven PWFA has
ever been reported.
In this work, we further study the potential of an
LWFA-driven PWFA (LPWFA) by means of idealized
setups simulated with the particle-in-cell (PIC) code
OSIRIS [69–71]. Specifically, we do not aim towards full
predictive start-to-end simulations here, but for testing
the feasibility of such scheme in the light of current ex-
perimental capabilities. In the scheme considered, the
output beam from an LWFA stage is used as the driver
of a PWFA stage, where a new witness beam of superior
quality is generated and accelerated to higher energies.
This scenario benefits from the advantages unique to each
method, particularly exploiting the capability of PWFA
schemes to provide energy-boosted and high-brightness
witness beams, while the LWFA stage fulfills the de-
mand for a compact source of relativistic high-current
electron bunches required as PWFA drivers. In essence,
the PWFA stage operates as a beam brightness and en-
ergy transformer of the LWFA output, aiming to reach
the demanding beam quality requirements of accelerator-
driven light sources [72–75], without sacrificing the small
spatial footprint and the relatively low cost offered by
LWFAs.
II. Conceptual design and simulations
We start describing a conceptual design for an LP-
WFA consisting of two quasi-identical plasma acceler-
ation modules coupled to each other with a minimal
distance in between (Figure 1). Each plasma module
contains a gas jet (supersonic gas nozzle) at the front,
which is fed with a low-ionization-threshold (LIT) gas
species (e.g. hydrogen), doped with a high-ionization-
threshold (HIT) gas species at variable concentration. In
each stage, the system triggers the injection of a witness
beam via field-ionization from the dopant HIT species
contained in the gas jet. The injection stops once the
gas jet column is over. Immediately after the gas jet, a
longer plasma cell composed only of the LIT gas species
is used to further accelerate the generated witness beam.
The first plasma stage is driven by a high-power laser
(LWFA), optimized for the production of a highly rela-
tivistic (order GeV energy) and high-current & 10 kA
electron beam via ionization injection [34, 35]. The
LWFA electron beam is then used as driver of the subse-
quent plasma stage (PWFA), where a new high-quality
witness beam is produced via wakefield-induced ioniza-
tion injection [17, 18] and then boosted to high-energies.
Both plasma stages need to be sufficiently close to each
other, such that the LWFA-beam can be refocused into
the second plasma by means of its self-driven plasma
wakefields. A thin slab of solid material (e.g. aluminum,
steel, kapton, etc.) is placed in the beginning of the
second jet in order to remove the laser from the second
stage, while letting the electron beam pass through. In
addition, a counter-propagating low-intensity laser can
be used to preionize the LIT gas species in the PWFA
stage, in order to facilitate the beam focusing and en-
hance the blowout formation. Typically, the plasma den-
sity in the second stage needs to be increased substan-
tially with respect to the one in the first stage, as it
needs to be matched to the short length of the LWFA
beam for an efficient injection and acceleration process.
By operating the PWFA stage with a short and high-
current electron beam at these high plasma densities, it
is possible to generate ultra-short electron beams (sub-
3Figure 1. Schematic of a hybrid LWFA | PWFA staged setup with ionization injection. The setup consists of two quasi-identical
plasma acceleration stages coupled to each other. In each stage, the injection of a witness beam is induced by field-ionization
from the dopant species contained in the gas jet. Immediately after the gas jet, a longer plasma cell with no dopant is used to
further accelerate the generated witness beam.
femtosecond duration), which double the initial energy
of the LWFA beam in just few cm of acceleration, for
the parameters considered. Moreover, the emittance of
the newly generated PWFA beam can be on the order
of hundred nanometers, at the same time that its cur-
rent can reach values of tens of kiloamps, as required for
optimum beam loading. The brightness enhancement of
the PWFA beam with respect to the LWFA beam can be
about five orders of magnitude.
A. First stage: LWFA with ionization injection
A first PIC simulation employing the code OSIRIS [69–
71] was performed for the LWFA stage. For the drive
laser, we considered a Ti:Sa system (λ0 = 800 nm), with
a peak power of P0 = 98TW. The parameters of the
laser in the simulation resemble those of the DRACO
laser system [76] at HZDR (Helmholtz-Zentrum Dresden-
Rossendorf), which was successfully utilized to perform
LWFA experiments with ionization-injection [55, 56].
The laser intensity envelope is Gaussian in both longi-
tudinal and transverse directions. The pulse duration
(fwhm) is τ0 = 27 fs, while the spot size at focus (waist)
is w0 = 17µm, yielding a peak normalized vector poten-
tial of a0 = 3.18, which correspond to a peak intensity of
I0 = 2.16 × 1019 W/cm2. The total energy in the laser
pulse amounts to 2.8 J. The laser is linearly polarized
in the x direction. The plasma density was chosen to be
np = 2 × 1018 cm−3 in order to provide near-resonance
wakefield excitation (kpσz,0 ≈ 1, with σz,0 ' cτ0/2.35,
the rms length of the laser pulse) and relativistic self-
guiding (kpw0 ≈ 2√a0) of the laser intensity envelope [9].
The plasma profile starts with a short Gaussian up ramp
(shorter than the plasma wavelength) from vacuum to
the plateau density at np. Then the plasma density con-
tinues uniform at np for the rest of the simulation. The
first part of the plasma profile is doped at 1% with ni-
trogen (N), up to 200 µm from the start of the plateau.
Figure 2(a) (top) shows a snapshot of the simulation
when the drive laser is traversing the doped section.
The electron densities of the plasma and the high lev-
els (N5+ and N6+) of nitrogen are shown. The low levels
of nitrogen were not included in the simulation as they
play a negligible role in the injection process and in-
cluding them substantially increases the computational
cost. Figure 2(a) (middle) shows another snapshot af-
ter the dopant section has been passed, at a propagation
distance of z = 0.76 mm after the start of the density
plateau. A witness beam has been injected, composed by
electrons from the high levels of nitrogen. The current
profile of this beam is also shown as a dark gray line. This
beam features a peak current of 35 kA, 190 pC charge
and 6 fs duration (fwhm). Figure 2(a) (bottom) shows
the longitudinal electron field also at z = 0.76 mm. The
accelerating field over the witness bunch at this point is
around 200 GV/m.
Figure 2(b) shows in details the phase space of the
witness bunch after 2.0 mm of propagation. The average
energy of the beam is γ¯w = 370 MeV/mc
2, and therefore,
the average accelerating field up to this point is around
185 GV/m. The total energy spread is 2.5%, while the
sliced energy spread is around 2%. Further acceleration
of the witness beam is still possible since the system did
not reach neither the dephasing nor the depletion length,
the two main limiting factors to the energy gain of the
witness beam in an LWFA [9]. According to the scalings
for short and intense drive lasers operating in the non-
linear regime under self-guiding conditions [9], the accel-
eration distance is limited to the pump-depletion length
in this case: Ldp ≈ (ω0/ωp)2 (ωpτ0) (c/ωp) ' 7 mm,
while the average accelerating field, accounting for de-
phasing, is E¯wz ≈ E0
√
a0/2 ' 120 GV/m. Thus,
the expected total energy gain after the pump-depletion
length is approximately given by γ¯w ≈ Ldp E¯wz =
(ω0/ωp)
2 (ωpτ0)
√
a0/2 ' 0.84 GeV/mc2. We note that
this expression for E¯wz holds for a beam-unloaded case.
However, the simulation shown in here is optimized for
the production of high-current witness beam, and thus,
there is a substantial beam-loading effect, which over-
4Figure 2. 3D OSIRIS simulation for an LWFA stage with ionization injection. (a) (top): electron density on the central x− z
plane of the simulation during the injection process, at z = 0.05 mm. (a) (middle): same quantities once the dopant section
has been passed, at z = 0.76 mm. The electron densities of the plasma (gray) and the high levels of nitrogen (blue/yellow)
are shown. Also the magnitude of the normalized vector potential of the laser is shown (orange/red). The dark gray line at
the bottom shows the charge per unit of length of the injected electrons. (a) (bottom): longitudinal electric field, Ez, also at
z = 0.76 mm. The red outline represents the on-axis values. (b) (top): longitudinal phase space of the witness beam, and
(b) (bottom): sliced values of the current (blue), relative energy spread (red), and normalized emittance in the x (dark grey),
and y (light grey) planes. (c) (top): evolution of the average longitudinal momentum of the beam (dark grey), the total relative
energy spread (red), and the average sliced relative energy spread (dashed red), with the propagation distance. (c) (bottom):
evolution of the projected normalized emittance of the beam in the x (dark grey), and y (light grey) planes.
all diminishes the high slope of the accelerating gradient
along the witness beam. As a consequence, the maxi-
mum energy gain in the witness beam is observed after
only 5 mm of propagation, reaching values of ∼ 0.7 GeV.
The time evolution of the witness beam parameters
is shown in Figure 2 (c). The minimum relative energy
spread is reached after ∼ 2 mm of propagation. At this
point the plasma wakefields are well beam loaded by the
witness beam, and therefore, its total energy spread is
relatively low (2.5%) and comparable to the slice energy
spread (2%). However, due to the beam dephasing effect
and the laser diffraction, the optimal beam-loading con-
ditions do not hold over the whole propagation, leading
to the increase of the correlated energy spread (energy
chirp) as the beam is further accelerated. The projected
normalized emittance of the beam is also shown in Fig-
ure 2 (c). Initially the emittance is approximately two
times higher in the laser polarization plane, reaching val-
ues of ∼ 6 µm. However, as the drive laser diffracts, the
generated plasma wakefields diminish in intensity and the
blowout formation is not complete. Due to the presence
of plasma electrons in the first plasma oscillation bucket,
the witness beam alters the plasma currents by means
of its space-charge fields, generating in this way a longi-
tudinal variation of the focusing, which in turns causes
an increase of the projected emittance in both transverse
planes.
In summary, we show by means of a PIC simulation
that electron beams with tens of kA and hundreds of
MeV can be produced in an LWFA with ionization in-
jection, when employing a ∼ 100 TW peak power laser
system. These results are in good agreement with recent
experiments [55–57]. In particular, in ref. [55] it is shown
that by controlling the amount of injected charge, e.g. by
changing the concentration of the dopant, optimal beam-
loading conditions could be found for the production of
220 ± 40 pC charge electron beams, with 250 ± 20 MeV
average energy and 15% relative energy spread.
5Plasma density np 2× 1018cm−3 2× 1017cm−3
Laser peak intensity a0 ∝ 1 3.18 3.18
Laser spot size (norm.) w0 ∝ n−1/2p 17µm (4.5) 54 µm (4.5)
Laser pulse duration (norm.) τ0 ∝ n−1/2p 27 fs (2.15) 85 fs (2.15)
Laser power P0 ∝ n−1p 98 TW 980 TW
Laser energy E0 ∝ n−3/2p 2.8 J 88 J
Acceleration distance Lacc ∝ n−3/2p 2.0 mm 6.3 cm
Accelerating field Ewz ∝ n1/2p 185 GV/m 58 GV/m
Beam energy (mean) γ¯wmc
2 ∝ n−1p 370 MeV 3.7 GeV
Beam charge Qw ∝ n−1/2p 190 pC 601 pC
Beam current Iw ∝ 1 30 kA 30 kA
Beam duration (fwhm) τw ∝ n−1/2p 6 fs 19 fs
Beam norm. emittance n,w ∝ n−1/2p 5 µm 16 µm
Beam rel. energy spread σwγ /γ¯w ∝ 1 2.5 % 2.5 %
Table I. Laser, plasma and beam parameters for the simulated case at np = 2 × 1018cm−3 and the extrapolated case at
np = 2× 1017cm−3.
Scaling results to petawatt power lasers
In this section we show by means of well-known scal-
ing rules [9] that by employing higher power lasers, these
results can be extrapolated to the production of longer
beams with higher charges, and with average energies
in the multi-GeV range. In particular, we show an ex-
ample for the EuPRAXIA design study [77], which con-
siders a drive laser pulse with ∼ 1 PW peak power
operating a plasma at a 10 times smaller density, i.e.
np = 2 × 1017 cm−3. Performing a new PIC simulation
for these parameters would require to increase the longi-
tudinal resolution by a factor
√
10, which together with
the corresponding increase in the time resolution (factor√
10) and the propagation distance (factor 10), would
require about a factor 100 more computing power, mak-
ing this task extremely costly. For this reason, we rely
on scaling rules to estimate the results when the plasma
density is varied, while keeping ω0, a0, kpw0 and ωpτ0 of
the drive laser constant. Since the sizes of the laser pulse
are kept constant relative to the plasma wavelength, the
laser peak power scales as P0 ∝ n−1p for a constant a0,
while the total energy in the pulse, Elaser ' P0τ0, follows
a n
−3/2
p dependency. On the other hand, the laser prop-
agation distance in plasma goes as Lacc ∝ n−3/2p , while
the accelerating wakefield does as E¯z ∝ n1/2p . Therefore,
the final energy of the witness beam scales as γ¯w ∝ n−1p .
Taking as a reference the witness beam generated in
the 3D LWFA simulation described in Section II A, we
summarize in Table I the expected beam parameters
when the process is initiated by a PW-class Ti:Sa laser
in a plasma with 2×1017 cm−3 density. The correspond-
ing laser pulse driving the process would have then the
following parameters: P0 = 980 TW, τ0 = 85 fs and
w0 = 54 µm. a0 is kept fixed and equals to 3.18 for
a Ti:Sa laser. The total energy in the pulse would be
then 88 J. For the produced witness beam, we estimate
an energy gain of 3.7 GeV after a propagation distance
of 6.3 cm. This is the equivalent distance at which the
witness beam had the lowest energy spread in the simu-
lated case (cf. Figure 2 (c)). The current profile of the
witness beam remains the same for the same degree of
beam loading [14], but its length scales as n
−1/2
p , lead-
ing to a 19 fs long (fwhm) beam. Also the total charge,
Qw, scales as the beam length, yielding 601 pC. The
normalized emittance of the witness beam, n,w, is essen-
tially defined by the transverse extension of the initial
distribution of the ionized electrons [78, 79], and there-
fore is expected to also scale as n,w ∝ n−1/2p , yielding
16 µm for the extrapolated case. Assuming that the to-
tal energy spread is dominated by the energy chirp im-
printed in the bunch due to a non-uniform accelerating
field along the beam, we expect this quantity to scale as
the energy gain σwγ ∝ n−1p , and therefore, the relative
energy spread σwγ /γ¯w would remain unchanged. We note
that the total energy stored in the witness beam, given
by Qwγ¯w ∝ n−3/2p , scales as the laser pulse energy, and
therefore, the laser-to-beam energy transfer efficiency re-
mains constant.
B. Second stage: PWFA with wakefield-induced
ionization injection
In this section we present an exemplary PIC simula-
tion that shows that electron beams with the same prop-
erties than those produced in LWFAs with ionization in-
jection can indeed be utilized as drivers of a PWFA. In
this LWFA-driven PWFA (LPWFA) stage, a new witness
beam of largely superior quality is injected by means of
wakefield-induced ionization (WII) injection [17, 18] and
then accelerated to substantially higher energies within
few cm of propagation.
In the simulation, the parameters of the drive beam
6Figure 3. 3D OSIRIS simulation for a PWFA stage with wakefield-induced ionization injection. (a) (top): electron density on
the central x− z plane of the simulation during the injection process, at z = 0.04 mm. (a) (middle): same quantities once the
dopant section has been passed, at z = 2.6 mm. The electron densities of the plasma (gray) and the He+ level (orange/yellow)
are shown. The dark gray and orange lines at the bottom show the charge per unit of length of the driver and the injected
electrons, respectively. (a) bottom: longitudinal electric field, Ez, also at z = 2.6 mm. The red outline represents the on-axis
values. (b) (top): longitudinal phase space of the witness beam after 12 mm of propagation, and (b) (bottom): sliced values
of the current (blue), relative energy spread (red), and normalized emittance in the x (dark grey) and y (light grey) planes.
(c) (top): evolution of the average longitudinal momentum of the beam (dark grey), the total relative energy spread (red), and
the average sliced relative energy spread (dashed red). (c) (bottom): evolution of the projected normalized emittance of the
beam in the x (dark grey), and y (light grey) planes.
are as follows: 190 pC charge, 18 fs duration and a peak
current of 10 kA. Based on the LWFA simulation pre-
sented in section II A and supported by the experiments
performed at HZDR with a 98 TW laser pulse [55, 56], we
assume that an electron beam with these characteristics
could be produced by a near PW-class laser system oper-
ating an LWFA at a plasma density close to 2×1017 cm−3
(see section II A). Thus, we further assume that the av-
erage energy of this beam could be 3 GeV, with 10 %
relative energy spread, and that the normalized emit-
tance is 15 µm. For simplicity, the relative energy spread
is considered time uncorrelated in the simulation. The
charge distribution of the beam is initialized Gaussian in
every phase-space dimension and cylindrically symmet-
ric with respect to the propagation axis. The transverse
rms size of the beam is σz = 1.5 µm at waist, when
entering into the plasma. This assumption neglects any
drift between the two plasma stages, and considers that
the laser is completely removed/reflected by a plasma-
mirror [80, 81], while the electron beam goes through
with negligible impact on its transverse size and emit-
tance. In the simulation, the plasma profile and the
dopant section are also idealized with the aim to ex-
plore the potential of this approach. The plasma profile
starts with a short Gaussian up-ramp from vacuum to
the plateau density at np = 8 × 1018 cm−3. Then the
plasma density continues uniform at np for the rest of
the simulation. The first part of the plasma profile is
doped at 6% with helium (He), up to only 50 µm from
the start of the plateau.
Figure 3(a) (top) shows a snapshot of the simulation
when the drive beam is traversing the dopant section.
In this simulation both the hydrogen and the first level
of helium are assumed preionized, while the second ion-
ization level of helium (He+) is kept non ionized. This
could be achieved by means of a counter-propagating low-
intensity laser for selective ionization (cf. Figure 1). The
strong accelerating field at the back of the blowout cavity
is responsible for the ionization of He+ and the subse-
quent trapping of a high-quality electron beam [17, 18].
Figure 3(a) (middle) shows another snapshot of the sim-
ulation after the dopant section has been passed, at a
7Driver (before PWFA) Witness (after PWFA)
Charge 190 pC 11 pC
Average energy 3 GeV 6 GeV
Energy spread 10% 3%
Average sliced energy spread 10% 0.2%
Normalized emittance 15 µm 0.16 µm
Duration (fwhm) 18 fs 0.8 fs
Current 10 kA 15 kA
Brightness 8.8× 10−2 kA/µm2 1.2× 103 kA/µm2
Table II. Drive and witness beam properties before and after the PWFA stage, respectively.
propagation distance of z = 2.6 mm after the start of the
density plateau. The witness beam features a peak cur-
rent of 15 kA, 11 pC charge and 0.8 fs duration (fwhm).
Figure 3(a) (bottom) shows the longitudinal electric field
also at z = 2.6 mm. The accelerating field over the wit-
ness at this point is Ewz ' −475 GV/m, while the maxi-
mum decelerating field on the driver is Edz ' 170 GV/m.
The ratio of these two quantities defines the transformer
ratio, R = |Ewz /Edz | ' 2.8, which provides a measure
of the maximum energy gain of the witness beam as a
function of the initial energy of the driver ∆γw = R γd0 ,
under the assumption that the wakefields remain at this
state up to the energy depletion of the driver. The WII
injection method exploits precisely this high transformer
ratio (R is considered high for values bigger than 2) in
order to induce ionization and trapping from and into
the extreme accelerating fields of the plasma wake, while
avoiding any spurious injection caused by the drive beam.
This allows the initial phase-volume of the trapped elec-
trons to be constrained to a well-defined phase-range of
the wakefields, which in turn, results in the generation of
high-quality witness beams [17, 18].
Figure 3(b) shows the witness beam phase space after
12 mm of propagation. The average longitudinal momen-
tum of the beam is p¯z = 5.05 GeV/c, while the projected
normalized emittance is preserved around 150 nm in both
transverse planes. The total relative energy spread of the
witness beam is ∼ 3% in total, but only ∼ 0.5% within
the fwhm of the energy peak. The average sliced rela-
tive energy spread is around 0.2%. This means that al-
though the high-current witness beam partially flattens
the accelerating fields within its central part by means
of beam loading, the residual energy chirp at the head
and tail contributes significantly to the overall energy
spread. Figure 3(c) shows the evolution of the witness
beam parameters as a function of the propagation dis-
tance, featuring an essentially constant energy gain rate,
derived from the unique wakefield stability of PWFAs
in the blowout regime. We observe that the energy of
the witness doubles the initial energy of the driver af-
ter around 14 mm of propagation, yielding an average
energy of 6 GeV. The evolution of the relative energy
spread reflects stable beam-loading conditions over the
whole propagation distance shown in Figure 3(c). Also
the projected normalized emittance of the witness ex-
hibits great stability, as a result of the uniformity of the
focusing fields and the low energy spread of the beam.
In comparison with the evolution of the witness beam in
the LWFA stage (Figure 2(c)), the PWFA stage shows a
greatly improved stability on the accelerating conditions.
In summary, this simulation result strongly supports
the concept that high-current electron beams produced
in LWFAs can indeed drive strong plasma wakefields
themselves, where a new witness of dramatically im-
proved quality can be injected and accelerated to much
higher energies. For the parameters here considered, Ta-
ble II summarizes the properties of the LWFA-produced
drive beam against the newly PWFA-produced witness
beam. In particular, the brightness of the witness beam,
Bw = 2Iw/
2
n,w, is increased by about five orders of mag-
nitude.
III. Simulation for the proof-of-concept experiment
at HZDR
Motivated by the promising simulations results shown
in section II, we are currently exploring the experimental
feasibility of this concept. With this purpose, a proof-of-
concept experiment has been implemented at HZDR [83],
using the DRACO [76] laser system for the LWFA stage
and the thereby produced electron beam as driver for a
subsequent PWFA stage. As a proof-of-concept, the first
goal of the experiment is to demonstrate the injection and
acceleration of a new witness beam in the PWFA stage
driven by the LWFA beam. Ultimately, the resulting
PWFA beam is ought to feature a substantially higher
energy and brightness than the initial LWFA beam.
The experimental setup consists of two consecutive su-
personic gas jets, one for the generation of a high-current
electron beam in an LWFA stage driven by the DRACO
laser, and a second jet for the injection of a new electron
beam in a PWFA stage, driven by the previously pro-
duced electron beam (Figure 4). A thin ribbon made of
kapton, of 15 µm thickness, is placed at the entrance of
the second jet, aiming to reflect the main laser from the
second stage, while letting the electron beam go through
with a minimal impact on its transverse size and emit-
8Figure 4. Schematic of the double-jet plasma target for the
LPWFA proof-of-concept experiment at HZDR. In the first
gas jet an LWFA stage is driven by the DRACO laser for the
generation of a high-current electron beam. In the second gas
jet, the LWFA-produced electron beam drives a PWFA for
the production of a new electron beam with largely improved
energy and brightness. A thin foil made of kapton is placed
at the entrance of the second jet in order to reflect the main
laser, while letting the electron beam go through into the
second stage. A counter-propagating low-intensity laser can
be used in order to fully preionize the hydrogen to facilitate
the beam refocusing and enhance the blowout formation in
the second stage.
tance. The first LWFA stage has been already proven
to provide electron beams of 300 pC charge, 15% energy
spread and with average energies around 250 MeV, with
an excellent shot-to-shot stability [55]. The second stage
will use this LWFA beam to subsequently drive a PWFA,
where a new witness electron beam is generated.
Recent measurements based on coherent transition ra-
diation indicate that the electron beams produced in
the LWFA stage have a duration between 10 and 20 fs,
suggesting peak currents between 15 and 30 kA. These
high currents are more than sufficient to enable a strong
blowout wakefield in the second stage, that allows trap-
ping of electrons generated by field ionization [18]. Due to
the short duration of the electron beam from the LWFA
stage, the plasma density needs to be increased in the
second jet for near-resonance wakefield excitation, within
the 1018 − 1019 cm−3 range. Operating the PWFA near
the resonant wakefield excitation facilitates the trapping
capabilities and maximizes the accelerating gradient [20].
One crucial aspect towards the realization of such a stag-
ing experiment is the transition from the LWFA to the
PWFA process, particularly the recapturing of the ini-
tially diverging LWFA output in the following plasma
section. This can be achieved by means of the self-
driven transverse wakefields in the second plasma. As-
suming that the electron beams leave the first stage at
waist, their transverse rms size, σx, after a drift in vac-
uum of length Ldrift can be calculated through the ex-
pression σ2x = σ
2
x,0 + (Ldrift σx′,0)
2, where σx,0 and σx′,0
are the transverse rms size and divergence of the beam
when leaving the plasma. After the first jet, the electron
beams have been measured to have ∼ 7 mrad divergence,
while their transverse size before leaving the plasma is
inferred from PIC simulations and betatron source size
measurements [82] to be around 1 µm. This combined
determination of the divergence and the spot size of the
beam at the focus allows an estimation of the normal-
ized emittance of the beam, which yields ∼ 5 µm. Pre-
liminary PIC simulations considering these beams have
shown that a separation between jets up to 1 mm could be
tolerated [83]. For distances smaller than this, the elec-
tron beams emerging from the first stage are expected
to keep its transverse size below 7 µm (rms), which is
still sufficiently small to enable beam self-ionization of
the hydrogen gas, for the generation of the plasma and
the self-driven focusing wakefields. The maximum trans-
verse electric field generated by a beam with a Gaus-
sian and symmetric transverse distribution is given by
Emaxx ' 27(GV/m) × Ib[kA]/σx[µm], which for a beam
with Ib = 30 kA and σx = 7 µm yields ∼ 110 GV/m,
largely above the ionization threshold of hydrogen. Ac-
cording to the ADK field-ionization model [84] adopted
in the PIC simulations, an electric field value of 34 GV/m
induces a ionization probability rate of 0.1 fs−1 on hydro-
gen. Still, a counter-propagating low-intensity laser can
be used in order to fully preionize the hydrogen to facili-
tate the beam refocusing and enhance the blowout forma-
tion in the second stage. In addition, the pre-ionization
laser can be used for selective ionization of certain low-
ionization threshold levels of the selected dopant species,
e.g. the first level of helium.
In the following we present results from a PIC simula-
tion for the LPWFA stage, considering the experimental
setup described above, and where the witness electron
beam is generated by means of WII injection [17, 18].
We note that such an experimental setup could be also
compatible with other injection techniques for the gener-
ation of high-quality witness beams [15–21]. In the simu-
lation, the distribution of the beam is Gaussian in every
phase-space dimension, and cylindrically symmetric with
respect to the propagation axis. The beam parameters
are as follows: 252 MeV average energy with 14% energy
spread, 300 pC charge, 10 fs duration, 30 kA peak current
and 5 µm normalized emittance (these values are in good
agreement with measurements and PIC simulations [55]).
Based on the geometrical constrains of the experiment,
we considered a distance between the two plasma stages
of ∼ 700 µm, and therefore, the drive beam is initialized
with a transverse size of 5 µm, right at the entrance of the
second plasma. For the plasma target we have considered
a longitudinal flat-top profile for the gas distribution in
the second jet. The gas itself consists of hydrogen doped
with helium at 1% concentration. The hydrogen is con-
sidered fully preionized over the total section of the jet
by a large spot size and low intensity laser, capable of
fully ionizing the hydrogen (I0 > 1.5×1014 W/cm2), but
not the helium (I0 < 1.14× 1015 W/cm2). This configu-
ration is different from the simulated case shown in sec-
tion II B, where also the first level of helium was assumed
9Figure 5. 3D OSIRIS PIC simulation for the LPWFA stage in the proof-of-concept experiment at HZDR. (a): electron density
on the central x − z plane of the simulation at z = 0.45 mm, for the plasma (gray), the first (blue/yellow) and the second
(orange/yellow) electronic levels of helium. The dark gray, blue and orange lines at the bottom show the charge per unit of
length of the driver, electrons from the first and second level of helium, respectively. (b): longitudinal phase space of the driver
and witness beams after 1.8 mm of propagation. (c) (top): longitudinal phase space of the witness beam after 1.8 mm of
propagation, and (c) (bottom): sliced values of the current (blue), relative energy spread (red), and normalized emittance in
the x (dark grey) and y (light grey) planes.
preionized. The hydrogen plasma density at the plateau
is np = 8 × 1018cm−3. Figure 5 (a) shows a snapshot
of the simulation after 450 µm of propagation. At this
point the drive beam has been fully refocused into the
blowout regime. As a result of this process, an electron
bunch composed by electrons ionized from the first level
of helium has been trapped. The trapping of this elec-
tron species happens during the transverse focusing of the
beam, which induces a rapid elongation of the blowout
cavity. Due to this cavity elongation, the trapped elec-
trons span a wider phase range, making possible the gen-
eration of longer beams. Another consequence of this
process is the self-truncation of the injection. In this
setup the length of the dopant section is not constrained
as in the example shown in section II B. Therefore, it
is expected to have continuous injection at the back of
the cavity until the accelerating fields are fully saturated.
In fact, this effect is observed in the simulation for the
electrons ionized from the second level of helium. How-
ever, due to the cavity elongation during the focusing,
these electrons are being trapped behind the previously
injected beam, and thus, they do not overlap time nor
influence the quality of the primarily injected beam.
Figure 5 (b) shows the combined longitudinal phase
space of the driver and the injected electrons, after
1.8 mm of propagation. At this point the driver is al-
ready partly depleted, as a substantial fraction of its
electrons lost their kinetic energy, while the primary in-
jected bunch reaches an average energy of 330 MeV (32%
higher than the initial energy of the driver), within a
quasi-monochromatic peak of only 1.6% energy spread.
With more details, we show in Figure 5 (c) the longitu-
dinal phase space of the witness beam, featuring 23 pC,
6 fs duration and an approximately flat-top 4 kA current
profile. The projected normalized emittance of the beam
is 0.5 µm, an order of magnitude smaller than the ini-
tial emittance of the driver beam produced in the LWFA
stage. The sliced normalized emittance is also shown
in Figure 5 (c) (bottom), exhibiting values of around
100 nm in its frontal part. The sliced relative energy
spread reaches sub-percent levels along the full length of
the bunch.
Figure 6 shows the distribution of the driver and wit-
ness beams in the divergence vs. energy plane, for
three lengths of propagation in the second stage. Fig-
ure 6 (a) shows the system after only 200 µm of propa-
gation, where we can see the imprint of the large energy
spread driver only, peaking at 250 MeV energy. In Fig-
ure 6 (b), the newly injected witness beam can be clearly
seen at ∼ 100 MeV after 0.6 mm of propagation. Fi-
nally, Figure 6 (c) shows the witness beam at 330 MeV
after ∼ 1.8 mm of acceleration, together with the energy
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Figure 6. 3D OSIRIS PIC simulation for the LPWFA stage in
the proof-of-concept experiment at HZDR. Distribution of the
driver and witness beams on the divergence vs. energy plane,
for three propagation distances. The white curves represent
the projections on the energy axis.
depleted drive beam. The non-overlapping energy distri-
butions of driver and witness allow for clear observation
in experimental realizations.
Experimental studies of the idealized schemes outlined
here are of high importance beyond proving the general
feasibility of LPWFAs. In particular, evaluating the sen-
sitivity of the final beam parameters on the experimental
conditions will be critical for assessing the importance of
such schemes for future applications [77]. For this, re-
alistic start-to-end simulations and numerical sensitivity
studies - that are beyond the scope of this work - will
be necessary to evaluate the robustness and scalability of
the schemes sketched here.
IV. Conclusion
In conclusion, we have presented and discussed a con-
ceptual design for an LWFA-driven PWFA (LPWFA),
aiming at producing a new generation of beams with
substantially improved energy, and especially, brightness.
The concept is supported by 3D PIC simulations for both
LWFA and PWFA stages, demonstrating that ultra-short
and low-emittance beams could be produced in a PWFA
stage driven by a relativistic high-current beam produced
in an LWFA. The expected increase in brightness can be
of about five orders of magnitude, therefore offering an
attractive path to the production of GeV-class, ultra-
high-brightness beams for applications in high-energy
physics and photon science. Remarkably, the experimen-
tal design is comparably simple, as the two plasma stages
can be concatenated without requiring external coupling
elements, thus avoiding complications which would arise
from the implementation of sophisticated beam transport
optics between stages. Finally, we have presented first
simulations for the LPWFA proof-of-concept experiment
at HZDR, in which we expect to demonstrate that LWFA
witness beams can indeed be used as PWFA drivers for
the production of a new class of electron beams with dra-
matically improved brightness and energy spread.
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