In this paper we study the discrete approximation of a Dirichlet problem on an interval for a singularly perturbed parabolic PDE. The highest derivative in the equation is multiplied by an arbitrarily small parameter ε. If the parameter vanishes, the parabolic equation degenerates to a first-order equation, in which only the time derivative remains. For small values of the parameter, boundary layers may appear that give rise to difficulties when classical discretization methods are applied. Then the error in the approximate solution depends on the value of ε. An adapted placement of the nodes is needed to ensure that the error is independent of the parameter value and depends only on the number of nodes in the mesh. Special schemes with this property are called ε-uniformly convergent. In this paper such ε-uniformly convergent schemes are studied, which combine a difference scheme and a mesh selection criterion for the space discretization.
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[Received 10 June 1997 and in revised form 2 April 1998] In this paper we study the discrete approximation of a Dirichlet problem on an interval for a singularly perturbed parabolic PDE. The highest derivative in the equation is multiplied by an arbitrarily small parameter ε. If the parameter vanishes, the parabolic equation degenerates to a first-order equation, in which only the time derivative remains. For small values of the parameter, boundary layers may appear that give rise to difficulties when classical discretization methods are applied. Then the error in the approximate solution depends on the value of ε. An adapted placement of the nodes is needed to ensure that the error is independent of the parameter value and depends only on the number of nodes in the mesh. Special schemes with this property are called ε-uniformly convergent. In this paper such ε-uniformly convergent schemes are studied, which combine a difference scheme and a mesh selection criterion for the space discretization.
Except for a small logarithmic factor, the order of convergence is one and two with respect to the time and space variables, respectively. Therefore, it is of interest to develop methods for which the order of convergence with respect to the time variable is increased. In this paper we develop schemes for which the order of convergence in time can be arbitrarily large if the solution is sufficiently smooth. To obtain uniform convergence, we use a mesh with nodes that are condensed in the neighbourhood of the boundary layers. To obtain a better approximation in time, we use auxiliary discrete problems on the same time-mesh to correct the difference approximations. In this sense, the present algorithm is an improvement over a previously published one. To validate the theoretical results, some numerical results for the new schemes are presented.
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Introduction
In this paper we study ε-uniform schemes for time-dependent singular perturbation problems. For a general discussion of ε-uniform schemes for singular perturbation problems we refer to Doolan et al. (1980) , Shishkin (1992) , Hemker et al. (1997) , Morton (1996) , Roos et al. (1996) . In earlier papers (Farrell et al., 1996a, b, c; Hemker et al., 1997) we have introduced and analysed ε-uniformly convergent difference schemes for singularly perturbed boundary value problems for elliptic and parabolic equations. If the problem data are sufficiently smooth, for the parabolic equations without convection terms, the order of ε-uniform convergence for the scheme that was studied is O(N −2 ln 2 N + K −1 ), where N and K denote, respectively, the number of intervals in the space and time discretization. For this scheme the amount of computational work is primarily determined by the time discretization, which is of first-order accuracy only. The difficulty for the singular perturbation problem, however, lies essentially in the space direction where we have second-order accuracy. Therefore, it is natural to search for a method that has the same order of accuracy for both variables. To this end, we want to improve the accuracy with respect to the time step, without essentially increasing the amount of computational work. The improvement of the accuracy in time, maintaining ε-uniform convergence, by means of a defect correction technique was also studied in Hemker et al. (1997) . In that paper, higher-order backward differences were used to obtain a better approximation of the time derivative. To determine the derivatives, finite difference schemes on a sequence of finer time-meshes were used. Therefore, the implementation of the schemes in Hemker et al. (1997) appeared somewhat cumbersome. In the present paper we develop a new approach, also based on the defect correction principle, but which is easier to implement and analyse, as it only uses a single time-mesh, which is the same for all auxiliary problems. By this method we are able to achieve the same order of accuracy in both variables. Moreover, we present a method which can achieve a higher order of accuracy with respect to the time variable. Thus, the accuracy of this method is restricted essentially by the second-order accuracy in space, which is the natural limit set by the character of the problem.
The class of boundary value problems studied
On the domain G = (0, 1) × (0, T ], with boundary S = G \ G we consider the following singularly perturbed parabolic equation with Dirichlet boundary conditions † :
For S = S 0 ∪ S 1 , we distinguish the lateral boundary S 1 = {(x, t) : x = 0 or x = 1, 0 t T }, and the initial boundary S 0 = {(x, t) :
c (x, t), p(x, t), f (x, t) , (x, t) ∈ G, and ϕ(x, t), (x, t) ∈ S are sufficiently smooth and bounded functions which satisfy
The real parameter ε may take any small positive value, say
When the parameter ε tends to zero in (2.1a), layers appear in the solution in the neighbourhood of the lateral boundary, which are described by an equation of parabolic type (parabolic boundary layers). If an additional first-order term b(x, t)(∂u(x)/∂ x) was present in (2.1a) then we would see a boundary layer at the outflow boundary, that would be described by an ordinary differential equation (an ordinary boundary layer).
An arbitrary non-uniform mesh
To solve problem (2.1) we first consider a classical finite difference method on a (possibly) non-uniform mesh. On the set G we introduce the rectangular mesh
where ω is the (possibly) non-uniform mesh of nodal points, x i , in [0, 1], ω 0 is a uniform mesh on the interval [0, T ]; N and K are the numbers of intervals in the meshes ω and ω 0 respectively.
Here and below we denote by M (or m) sufficiently large (or small) positive constants which do not depend on the value of the parameter ε or on the difference operators.
For problem (2.1) we use the difference scheme (Samarski, 1989 ) x, t) are the forward and backward differences, and the difference operator and δx (a h (x, t)δ x z(x, t)) is an approximation of the operator t) ) on the non-uniform mesh. From Samarski (1989) we know that the difference scheme (3.2), (3.1) is monotone. By means of the maximum principle and taking into account estimates of the derivatives (see Theorem 5 in the Appendix) we find that the solution of the difference scheme (3.2), (3.1) converges for a fixed value of the parameter ε:
This error bound for the classical difference scheme is clearly not ε-uniform. The proof of (3.3) follows the lines of the classical convergence proof for monotone difference schemes (cf. Samarski, 1989; Shishkin, 1992) . Taking into account an a priori estimate for the solution (Appendix, Section A.1), this results in the following theorem.
THEOREM 1 Let the estimate (A.2) hold for the solution of (2.1). Then, for a fixed value of the parameter ε, the solution of (3.2), (3.1) converges to the solution of (2.1) with an error bound given by (3.3).
The ε-uniformly convergent method
In this section we discuss an ε-uniformly convergent method for (2.1) by taking a special mesh, condensed in the neighbourhood of the boundary layers. The location of the nodes is derived from a priori estimates of the solution and its derivatives. The way to construct the mesh for problem (2.1) is the same as in Shishkin (1992) and Hemker et al. (1997) . Specifically, we take
where ω 0 is the uniform mesh with step-size τ = T /K , i.e. ω 0 = ω 0(3.1) , and ω * = ω * (σ ) is a special piecewise uniform mesh depending on the parameter σ ∈ R, which depends on ε and N . We take σ = σ THEOREM 2 If the solution of problem (2.1) satisfies the conditions of Theorem 5 (Appendix), then the solution of (3.2), (4.1) converges ε-uniformly to the solution of (2.1) and the following estimate holds:
The proof of this theorem can be found in Shishkin (1992) .
Numerical results
To see the effect of the special mesh in practice, we take the model problem
In Hemker et al. (1997) we compared the numerical results for scheme (3.2) on the uniform mesh G u h = G h (3.1) , where ω = ω u is a uniform mesh, and on the special mesh (4.1), adapted to the value ε. For T = 1 we presented the error E(N , K , ε), defined by
Here u * (x, t) is the piecewise linear interpolation obtained from the numerical solution z(x, t) on an adapted mesh with parameters σ = min(1/4, 2ε ln N ), N = K = 512. Notice that no special interpolation is needed for the time variable. In Hemker et al. (1997) we compared results for the uniform and adapted mesh, and we showed the errors E(N , N , ε), for N = 2 k , K = 3, . . . , 8, for various values of ε. From the results in Hemker et al. (1997) , ε-uniform convergence can be observed but it is difficult to analyse the order of ε-uniform convergence in space and in time. Therefore, here we want to supplement these numerical results with values for E(N , N 2 , ε), for the adapted mesh, for the same N and for the same values of ε.
In Table 1 we give the results for the same scheme (3.2), (4.1) but with K = N 2 . Here we can clearly see that, in accordance with estimate (4.2), the order of convergence is O(N −2 ln 2 N + K −1 ). For large N the order of convergence 2 (resp. 1) with respect to the space and time variable corresponds with the theoretical results. 3 . 149E−02 3 . 827E−02 3 . 325E−02 1 . 434E−02 3 . 597E−03 7 . 292E−04 2 −6 -2 −12 3 . 149E−02 3 . 796E−02 3 . 275E−02 1 . 358E−02 4 . 015E−03 1 . 683E−03
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Improved time accuracy

A scheme based on defect correction
In this section we construct a new discrete method based on defect correction, which also converges ε-uniformly to the solution of the boundary value problem, but with an order of accuracy (with respect to τ ) higher than in (4.2).
The idea is similar to that in Hemker et al. (1997) . For the difference scheme (3.2), (4.1) the error in the approximation of the partial derivative (∂/∂t) u(x, t) is caused by the divided difference δ t z(x, t) and is associated with the truncation error given by the relation
where ϑ ∈ [0, τ ]. Therefore, with the notation from Section 3, we now use for the approximation of (∂/∂t) u(x, t) the expression
We can evaluate a better approximation than (3.2a) by defect correction
with x ∈ ω and t ∈ ω 0 , where ω and ω 0 are as in (3.1); τ is the step-size of the mesh
is the solution of the difference scheme (3.2), (4.1). We may expect that the new solution z c (x, t) has an accuracy of O(τ 2 ) with respect to the time variable. This is true, as will be shown in Section 6.3. Moreover, in a similar way we can construct a difference approximation with a convergence order higher than two (with respect to the time variable) and O(N −2 ln 2 N ) with respect to the space variable ε-uniformly (see Section 6.2).
Modified difference schemes of second-order accuracy in τ
We denote by δ kt z(x, t) the backward difference of order k:
When constructing difference schemes of second-order accuracy in τ in (6.2), instead of (∂ 2 /∂t 2 )u(x, t) we use δ 2 t z(x, t), which is the second divided difference of the solution to the discrete problem (3.2), (4.1). On the mesh G h we consider the finite difference scheme (3.2), writing
Then for the boundary value problem (2.1) we now get for the difference equations for t = τ and t 2τ respectively:
Here z (1) (x, t) is the solution of the discrete problem (6.3), (4.1), and the derivative (∂ 2 u/∂t 2 )(x, 0) is obtained from equation (2.1a). We shall call z (2) (x, t) the solution of difference scheme (6.4), (6.3), (4.1) (or in short, (6.4), (4.1)). For simplicity, in the remainder of this section we take a homogeneous initial condition:
Under the homogeneous initial condition (6.5), the following estimate holds for the solution of problem (6.4), (4.1)
THEOREM 3 Let condition (6.5) hold and assume in equation
, n = 1 and let condition (A.1) be satisfied for n = 1. Then for the solution of difference scheme (6.4), (4.1) the estimate (6.6) holds.
The proof of this theorem is found in Section A.2 of the Appendix.
A difference scheme of third-order accuracy in time
Analogously we construct a difference scheme with third-order accuracy in τ . On the mesh G h we consider the difference scheme
Here z (1) (x, t) and z (2) (x, t) are the solutions of problems (6.3), (4.1) and (6.4), (4.1) respectively, the derivatives (∂ 2 /∂t 2 )u(x, 0), (∂ 3 /∂t 3 )u(x, 0) are obtained from equation (2.1a), and the coefficients C i j are determined below. They are chosen such that the following conditions are satisfied
It follows that
We shall call z (3) (x, t) the solution of the difference scheme (6.7), (6.4), (6.3), (4.1) (or in short, (6.7), (4.1)).
Again we assume the homogeneous initial condition
Under condition (6.8) the following estimate holds for the solution of difference scheme (6.7), (4.1)
THEOREM 4 Let conditions (6.8) hold and assume in equation (G) , α > 4, n = 2 and let condition (A.1) be satisfied with n = 2. Then for the solution of scheme (6.7), (4.1) the estimate (6.9) is valid.
The proof of Theorem 4 is given in Section A.3 of the Appendix.
In a similar way we could construct difference schemes with an arbitrary high order of accuracy
Numerical results for the time-accurate schemes
The solution of the problem in the half-strip,
is given by
We consider the model problem
Then the function V (7.2) (x, t) is the solution of problem (7.3).
The solution has a boundary layer character, and at the point x = 1, V (x, t) is exponentially small in ε for ε → 0.
According to Theorems 3 and 4, the difference schemes (6.4), (4.1) and (6.7), (4.1) converge respectively with order 2 and 3 with respect to τ . To demonstrate this effect numerically, we consider the schemes (6.3), (4.1); (6.4), (4.1) and (6.7), (4.1) for problem (7.3). We solve problem (5.1), using the schemes (6.3), (4.1); (6.4), (4.1) and (6.7), (4.1) for various values of N , K and ε.
As the solution of the boundary value problem (7.3) has a boundary layer on the lefthand side, for its solution we use the locally condensed mesh
where ω ( * ) = ω ( * ) (σ ) is a special mesh, condensed in the neighbourhood of the left-hand side of the interval [ 0, 1 ]; σ is a parameter depending on ε and N . The mesh ω ( * ) (σ ) is constructed as in Section 4, with the understanding that there is now only one boundary layer. We take σ = min[ 1/2, mε ln N ], where m is an arbitrary positive number. Then for the solution z of the discrete problem (3.2), (7.4) we have the estimate:
For the solution z (1) of the problem (6.3), ( bneq.7.4) we have the following estimate:
For the solution z (2) of the problem (6.4), (7.4), where z (1) (x, t) is the solution of problem (6.3), (7.4), the following estimate holds:
For the solution z (3) of the discrete problem (6.7), (7.4), where z (2) (x, t) and z (1) (x, t) are the solutions of problems (6.4), (7.4) and (6.3), (7.4) respectively, the following estimate holds:
The results from numerical experiments for the above model problem are given in Tables  2-5 . We know that the error consists of two contributions: one caused by the discretization of the time derivative and the other by the space derivative (put briefly, the time and space errors). From theory we know that the order of convergence is one for τ , and two for h. This dependence can be observed from the error tables, in regions where one component of error is negligible compared with the other. Thus, to see first-order convergence in τ , we should consider the errors where the contribution from the discretization of the space derivative is relatively small. Referring to 4 . 48-2 3 . 14-2 1 . 65-2 1 . 00-2 7 . 33-3 6 . 40-3 6 . 09-3 5 . 99-3 5 . 96-3 128 4 . 28-2 2 . 88-2 1 . 38-2 7 . 13-3 4 . 40-3 3 . 44-3 3 . 13-3 3 . 02-3 2 . 99-3 256 4 . 19-2 2 . 75-2 1 . 24-2 5 . 68-3 2 . 92-3 1 . 96-3 1 . 64-3 1 . 54-3 1 . 51-3 512 4 . 14-2 2 . 68-2 1 . 17-2 4 . 95-3 2 . 19-3 1 . 22-3 8 . 97-4 7 . 93-4 7 . 60-4 1024 4 . 11-2 2 . 65-2 1 . 14-2 4 . 58-3 1 . 82-3 8 . 48-4 5 . 24-4 4 . 20-4 3 . 87-4 2048 4 . 10-2 2 . 63-2 1 . 12-2 4 . 40-3 1 . 63-3 6 . 62-4 3 . 38-4 2 . 33-4 2 . [1] [2] [3] [4] We say that the global error has the correct behaviour with respect to time if, by doubling K for fixed N , we obtain the ratio of the errors not less than some fixed number m 0 . If e.g., for Table 2 we take m 0 = 1 . 7, which is sufficiently close to two, the domains with correct and incorrect behaviour of the errors are separated by diagonals going in the direction from upper left to lower right.
From Table 2 we see that, for ε = 1, the domain with the correct behaviour of the error is almost the whole table, except for a few values in the lower-left corner. As ε decreases, the domain of correct behaviour of the error tends to decrease. This can be explained by the relative increasing influence of the space error for smaller ε. In the case of ε 2 −6 the domain of correct behaviour of the error no longer changes. Thus, we can observe ε-uniform convergence, of order (approximately) one with respect to time. Now we consider Table 3 , which gives the errors for z (2) (x, t) , that is the corrected solution. Note that, in principle, the time correction does not improve the accuracy with respect to the space variable. By the correction we improve only the part of the error that is caused by the approximation of the time derivative, depending on τ , and we observe the improvement only when the space-dependent contribution of the error is small in comparison with the time-dependent part. For ε = 1 the space error is relatively small, and the improvement in accuracy can be seen immediately.
Analysing Table 3 , we define the domain where the error behaviour is correct, e.g., by the value m 0 = 3 (see above). This number is larger than 2 and smaller than 4, corresponding to the second-order convergence in τ . When the parameter ε decreases, the domain with correct behaviour of the error decreases. Note that, for small ε, the part of Table 3 with the correct behaviour of the error is much reduced because the effect of the space error is relatively large for the corrected solution. Again, for ε 2 −6 the errors for the same N , K do not change. Consequently, we see the ε-uniform effect of the improvement of accuracy, and the order of convergence with respect to the time-step size is about two.
In Table 4 we recognize the third-order time-accuracy described in Section 6.3. We define the domain of correct behaviour of the error by m 0 = 5 (for third-order convergence we should take 4 < m 0 < 8). For ε = 1 we see that the errors for the same N , K in Table 4 are smaller than those in Tables 2 and 3 . (In the same way that the errors in Table 3 are smaller than those in Table 2 .) Therefore, the time error in Table 4 is much smaller than in Tables 2 and 3 . With decreasing ε the domain of correct behaviour of the error decreases and, for given N and K , practically disappears if ε 2 −6 . Note that the errors in Table 4 for ε 2 −6 are close to the errors in Table 3 in that part of the table where the errors almost do not vary with doubling K . In the remainder the errors in Table 4 are smaller than the corresponding errors in Table 3 .
Comparing Tables 2, 3 and 4, we see that: (i) for all ε and N , by K = 16 the errors for z (3) (x, t) are smaller than those for z (1) (x, t) at K = 2048; (ii) the order of ε-uniform convergence with respect to τ is higher for scheme (6.4), (7.4) than that for scheme (6.3), (7.4), and the order for scheme (6.7), (7.4) is higher than for scheme (6.4), (7.4); (iii) the order of convergence with respect to τ increases for the functions z (k) (x, t) with increasing k; (iv) for sufficiently large N the order of convergence with respect to the space variable is nearly two, uniformly in ε.
Because the space error is smaller for ε = 1, this case shows more clearly the effect of the defect correction in time. Hence, for illustration, Table 5 is derived from the values Tables 2, 3 and 4, for ε = 1. In Table 5 we give the ratios
where the value m 0 is chosen as above. From Table 5 we see that the function E(N , K , ε) for N = 2048 for z (1) decreases by a factor 2, when K is doubled, for z (2) it decreases by a factor 4, and for z (3) by a factor of 8 for not too large K .
When the parameter ε increases, a similar behaviour of the function E(N , K , ε) is observed, however for much larger values of the number N . From the tables we can see that the order of convergence with respect to the space variable is close to 2, uniformly in ε, for sufficiently large N .
Comparing the present results with those in Hemker et al. (1997) we can make the following remarks: (i) for the model problem (7.3), the errors for the schemes (6.3), (7.4); (N , K , ε) for scheme (6.7), (7.4). E(N , K , ε) is defined by (5.2) , where 7.4) . 7 . 45-4 1 . 88-4 4 . 73-5 1 . 20-5 3 . 14-6 9 . 31-7 3 . 99-7 2 . 78-7 2 . 51-7 256 7 . 45-4 1 . 88-4 4 . 71-5 1 . 18-5 2 . 92-6 7 . 18-7 2 . 04-7 1 . 16-7 1 . 01-7 512 7 . 45-4 1 . 88-4 4 . 71-5 1 . 17-5 2 . 90-6 6 . 92-7 1 . 81-7 1 . 06-7 9 . 24-8 1024 7 . 45-4 1 . 88-4 4 . 71-5 1 . 17-5 2 . 89-6 6 . 88-7 1 . 78-7 1 . 05-7 9 . 13-8 2048 7 . 45-4 1 . 88-4 4 . 71-5 1 . 17-5 2 . 89-6 6 . 88-7 1 . 78-7 1 . 05-7 9 . 11-8 2 −2 8 1 . 59-2 5 . 01-3 2 . 13-3 1 . 40-3 1 . 21-3 1 . 17-3 1 . 16-3 1 . 15-3 1 . 15-3 16 1 . 49-2 4 . 04-3 1 . 13-3 3 . 96-4 2 . 10-4 1 . 63-4 1 . 52-4 1 . 49-4 1 . 48-4 32 1 . 48-2 3 . 91-3 1 . 00-3 2 . 67-4 8 . 10-5 3 . 44-5 2 . 28-5 1 . 99-5 1 . 92-5 64 1 . 48-2 3 . 89-3 9 . 88-4 2 . 51-4 6 . 46-5 1 . 80-5 6 . 31-6 3 . 41-6 2 . 69-6 128 1 . 48-2 3 . 89-3 9 . 86-4 2 . 49-4 6 . 25-5 1 . 59-5 4 . 22-6 1 . 33-6 6 . 31-7 256
1 . 48-2 3 . 89-3 9 . 86-4 2 . 49-4 6 . 23-5 1 . 56-5 3 . 96-6 1 . 07-6 6 . 31-7 512
1 . 48-2 3 . 89-3 9 . 86-4 2 . 49-4 6 . 22-5 1 . 56-5 3 . 93-6 1 . 04-6 3 . 49-7 1024 1 . 48-2 3 . 89-3 9 . 86-4 2 . 49-4 6 . 22-5 1 . 56-5 3 . 92-6 1 . 03-6 3 . 45-7 2048 1 . 48-2 3 . 89-3 9 . 86-4 2 . 49-4 6 . 22-5 1 . 56-5 3 . 92-6 1 . 03-6 3 . (6.4), (7.4) and (6.7), (7.4) are comparable with those in Hemker et al. (1997) , but now we can show results for a wider range of parameters N and K ; (ii) in Hemker et al. (1997) defect correction schemes were considered for sequences of embedded time-refined meshes (meshes that were refined in the time variable). Here we use a single time mesh, both for the corrected solution and for the auxiliary solutions. This essentially simplifies the structure of the schemes and consequently their computer implementation. Finally: (iii) in Hemker et al. (1997) an order of convergence with respect to the space variable of O(N −1 ln N ) approximation with respect to the space variable. Therefore, by application of the defect correction, the principal part of the total error becomes that due to the approximation of the space variable.
By using the defect correction we are able to increase the accuracy of the approximate solution essentially, i.e. from 1st to 2nd and 3rd order in τ . In the present paper we use the same time mesh for the corrected solution and for the auxiliary solutions. Therefore the structure of the present schemes is much simpler than that of those introduced in Hemker et al. (1997) . Numerical results illustrate that, also in practice, the order of convergence with respect to the space variable is close to two.
A.1 Estimates of the solution and its derivatives
In this appendix we rely on the a priori estimates for the solution of problem (2.1) on the domain G = D × [0, T ], and its derivatives as derived for elliptic and parabolic equations in Shishkin (1987 Shishkin ( , 1992 .
We denote by H (α) (G) = H α,α/2 (G) the Hölder space, where α is an arbitrary positive number (Ladyzhenskaya & Ural'tseva, 1973) . We suppose that the functions f (x, t) and ϕ(x, t) satisfy compatibility conditions at the corner points, so that the solution of the boundary value problem is smooth for every fixed value of the parameter ε.
For simplicity, we assume that at the corner points S 0 ∩ S 1 the following conditions hold
where [α] is the integer part of a number α, α > 0, n 0 is an integer. We also suppose that [α] + 2n 2.
Using interior a priori estimates and estimates up to the boundary for the regular function u(ξ, t) (cf. Ladyzhenskaya & Ural'tseva, 1973) , where u(ξ, t) = u(x(ξ ), t), ξ = x/ε, we find for (x, t) ∈ G the estimate
This estimate holds, for example, for
where ν is some small number. For example, (A.3) is guaranteed for the solution of (2.1) if the coefficients satisfy a ∈ H (α+2n−1) (G), c, p, f ∈ H (α+2n−2) (G), ϕ ∈ H (α+2n) (G) , α > 4, n 0 and condition (A.1) is fulfilled.
In fact we need a more accurate estimate than (A.2). Therefore, we represent the solution of the boundary value problem (2.1) in the form of the sum
where U (x, t) represents the regular part, and W (x, t) the singular part, i.e. the parabolic boundary layer. The function U (x, t) is the smooth solution of equation (2.1a) satisfying condition (2.1b) for t = 0. For example, under suitable assumptions for the data of the problem, we can consider the solution of the Dirichlet boundary value problem for equation (2.1a) smoothly extended to the domain G * (where G * is a sufficiently large neighbourhood of G). On the domain G the coefficients and the initial value of the extended problem are the same as for (2.1). Then the function U (x, t) is the restriction (on G) of the solution to the extended problem, and
is the solution of a boundary value problem for the parabolic equation
If (A.1) is true then W ∈ H (2n+4+ν) (G) . Now, for the functions U (x, t) and W (x, t) we derive the estimates (A.6) and
where r (x, γ ) is the distance between the point x ∈ [0, 1] and the set γ which represents the endpoints of the segment [0, 1], m (A.7) is a sufficiently small, positive number. The estimates (A.6) and (A.7) hold, for example, when (G) , α > 4, n 0 and condition (A.1) is fulfilled. We summarize these results in the following theorem. (G) , α > 4, n 0 and let condition (A.1) be fulfilled. Then, for the solution, u(x, t), of problem (2.1), and for its components in the representation (A.4), it follows that u, U, W ∈ H (α+2n) (G) and that the estimates (A.2), (A.6), (A.7) hold.
The proof of the theorem is similar to the proof in Shishkin (1992) , where the equation
was considered.
A.2 The proof of Theorem 3
Let us show that the function δ t z(x, t), where z(x, t) = z (6.3) (x, t) is the solution of the difference problem (6.3), approximates the function δ t u(x, t) ε-uniformly. For simplicity we assume a(x, t) to be constant on G. The function δ t z(x, t) is the solution of the difference problem
The function ω(x, t) is the solution of the problem
The above assumptions and Theorem 5 lead to the estimate of the truncation error
Using the maximum principle we estimate ω(x, t)
Further, for the derivatives we proceed similarly. On the boundary we have
i.e. the function δ t z(x, τ ) approximates δ t u(x, τ ) ε-uniformly. Now, it is easy to see that the difference problem (A.9) approximates the solution of the differential equation for the divided difference (A.10). Thus, using the same argument as above, we derive the estimate
h . Now, for the 2nd difference derivative we show that under condition (6.5) the function δ 2t z(x, t) approximates the function δ 2t u(x, t) ε-uniformly on the set G [2] h . So, the functions δ 2t z(x, t) and δ 2t u(x, t) are solutions of the equations Λ (A.11) δ 2t z(x, t) = f (A.11) (x, t) , Estimating f (A.14) (x, t) and ϕ (A.14) (x, t) , and using the maximum principle we derive the estimate |v 2 (x, t)| Mt (1) 
