The paper must have abstract. In this paper, we present an approximate analytical algorithm to solve non-linear quadratic Riccati differential equations of fractional order based on the optimal homotopy asymptotic method (OHAM). OHAM has the benefit of adjusting the convergence rate and the region of the solution series via several auxiliary parameters over the homotopy analysis method (HAM) that has only one auxiliary parameter. The proposed algorithm is applied to initial value problems of the fractional order Riccati equations employing both non-integer and integer derivatives. Additionally, our proposed algorithm outcomes are compared against the Adams-Bashforth-Moulton numerical method (ABFMM) and other well-known analytical methods.
Introduction
An approximate analytical method is presented for the Riccati differential equations of arbitrary order. The general form of the fractional order Riccati differential equation has the form D α * u(t) = A(t) + B(t)u(t) + C(t)u 2 (t), 0 < t ≤ T, n − 1 < α ≤ n, (1) subject to the initial conditions
where A(t), B(t) and C(t) are given functions, c k , k = 0, 1, . . . , n − 1, are arbitrary constants, and D α * is the Caputo fractional differential operator, introduced in section 2, of order α.
The advantages of using fractional order differential equations in mathematical modelling is their non-local property. It is well-known that the integer order differential operator is a local operator; while the fractional order differential operator is a non-local operator in that the next system state relies on its current state as well as its proceeding states. Nevertheless, because of several inherent differences between integer order differential equation and fractional order differential equation, many methods that are available to solve the integer order differential equations are unsuitable for the fractional order differential equations [6] .
Variations of Eq. (1), with different orders, play a significant role in numerous applications. The solitary wave solution of a nonlinear partial differential equation [9] and the one dimensional static Schrödinger equation [23] are addressed by employing Riccati differential equations using integer order derivatives. Many classical and modern dynamic systems were modelled incorporating the Riccati equations using fractional order derivatives [11, 20, 27] . Several applied science and engineering applications; including robust stabilization, network synthesis, diffusion problems, optimal filtering, controls, stochastic theory and financial mathematics, have involved the use of Riccati differential equations [5, 7, 16, 32, 36] .
There are several methods that are used to solve fractional order Riccati differential equations, such as Adomian decomposition method (ADM) [2] , variational iteration method (VIM) [1] , homotopy perturbation method (HPM) [3, 4, 21, 34] , homotopy analysis method (HAM) [8, 38] , combination of Laplace, Adomian decomposition and Padé approximation methods [22] , Taylor matrix method [15] , a combination of finite difference and Padé-variational iteration numerical scheme [37] and fractional variational iteration method (FVIM) [31] .
Marinca et al. [19, 28, 29, 30] introduced a new analytical method in 2008, namely the optimal homotopy asymptotic method (OHAM), to solve a variety of nonlinear problems. Furthermore, they showed that HAM and HPM are particular cases of OHAM. The OHAM is an approximate analytical tool method that is simple and straightforward and does not necessitate the presence of any large or small parameters; unlike the traditional perturbation techniques.The OHAM has been successfully applied for obtaining an approximate solution of fractional differential equation [18] .
In this paper, a new algorithm based on the OHAM for solving the nonlinear Riccati differential Eq. (1) subject to the initial conditions given in (2) is proposed. Some basic definitions and important relations of fractional differential equations are introduced in Section 2. A brief analysis of the numerical method ABFMM for solving fractional order Riccati differential equations is illustrated in Section 3. The analysis of the proposed algorithm of OHAM is presented in Section 4. Some numerical experiments are discussed in Section 5 to illustrate the superiority of OHAM over some existing methods.
Basic definitions and preliminaries
In this section we state some definitions and results from the literature which are relevant to our work. We will adopt Caputo's definition for the fractional derivative which is a modification of the Riemann-Liouville definition. This has the advantage of being more appropriate for initial value problems in which the initial conditions are given in terms of the field variables and their integer order, which is the case in most physical processes [33] . Definition 2.1 A real function f (t), t > 0 is said to be in the space C µ (µ > 0) if it can be written as f (t) = t p f 1 (t) for some p > µ where f 1 (t) is continuous in [0, ∞), and it is said to be in the space C
Then the Caputo fractional derivative of f of order α > 0 is defined as [17, 25, 26] 
For m − 1 < α ≤ m, m ∈ N , and f, g ∈ C m µ , µ ≥ −1, the following properties hold [35] •
3 Adams-Bashforth-Moulton method
Here we introduce the Adams-Bashforth-Moulton method (ABFMM) [12, 13] which is based on the predictor-corrector scheme [12, 10] to solve the Riccati equation for non-integer order. Results of this method are used as a benchmark for comparison in our study. Let us write Eq. (1) as
subject to the initial conditions
where r(t, u(t)) = A(t)+B(t)u(t)+C(t)u 2 (t). The above fractional differential equation is equivalent to the Volterra integral equation [14] 
The step size is equally spaced i.e. h = T /N where t n = nh for n = 0, 1, . . . , N . Then Eq. (4) can be rewritten in the updated form as follows
where a j,n+1 andũ p (t n+1 ) are given by
and
The error of this approximation is of order p, which is given by the following expression:
where, p = min(2, 1 + α).
Analysis of the method
The OHAM was introduced and developed by Marinca et al. [29, 19, 28, 30] . This method is a modification of the HAM which is based on minimizing the residual error. In OHAM, the control and adjustment of the convergence region are conveniently provided. Now, we apply the OHAM to the following nonlinear fractional differential equation
where
α * is the fractional differential operator considered as a linear operator, N is a nonlinear operator, Ω is the problem domain, t denotes the independent variable, u(t) is an unknown function, f (t) is a known function and B is a boundary operator. According to OHAM, the homotopy ϕ(t; q) : Ω × [0, 1] → R is constructed which satisfies
where q ∈ [0, 1] is an embedding parameter, H(q) is a nonzero auxiliary function for q = 0, and H(0) = 0, ϕ(t; q) is an unknown function. By substituting q = 0 and 1 in Eq. (9), we have ϕ(t; 0) = u 0 (t) and ϕ(t; 1) = u(t), respectively. Hence as q increases from 0 to 1, the solution ϕ(t; q) varies continuously from u 0 (t) to the exact solution u(t).
By substituting q = 0 in Eq. (9), the initial approximation u 0 (t) = ϕ(t; 0) is obtained as the solution of the following problem.
We choose the auxiliary function H(q) in the form
where C 1 , C 2 , C 3 ,. . . are parameters which can be determined later. Expanding ϕ(t; q, C 1 , C 2 , C 3 , . . .) in a Taylor series with respect to q, one has
Substituting Eqs. (12) and (11) into Eq. (9) and equating the coefficient of like powers of q, then the zero order deformation equation is obtained as given in Eq. (10) . The first and the second order deformation equations are given by
and hence, the general governing equations for u j (t) are given by
where N m (u 0 (t), · · · , u m (t)) is the coefficient of q m , obtained by expanding N (ϕ(t; q, C 1 , C 2 , C 3 , . . .)) in series with respect to the embedding parameter q,
where ϕ(t; q, C 1 , C 2 , C 3 , . . .) is given in Eq. (12) . It should be noted that u j for j ≥ 0 are governed by linear equations with linear boundary conditions from the original problem and this can be easily solved. The convergence of the series given in Eq. (12) depends upon the auxiliary parameters C 1 , C 2 , C 3 , . . ..
If it converges at q = 1, we have
Truncating the series solution (17) at level j = m, then the approximate solution at level m is given by
Substituting Eq. (18) into Eq. (7), we obtain the following expression for the residual error
In general, such a case will not arise for nonlinear and fractional problems. For the determination of the required auxiliary parameters C 1 , C 2 , C 3 , . . ., there are many methods such as Galerkins method, the Ritz method, the least squares method and the collocation method to find the optimal values of C 1 , C 2 , C 3 , . . .. Here, we apply the method of least squares to compute the auxiliary parameters as we find it accurate and easy to implement. In theory, at the mth order of approximation, we define the exact square residual error, J m (C 1 , C 2 , C 3 , . . . , C m ), as
where the values a and b depend on the given problem. Thus, at the given level of approximation m, the corresponding optimal values of convergence control parameters C 1 , C 2 , C 3 , . . . , C m are obtained by minimizing the exact square residual error, J m , which corresponds to the following set of n algebraic equations
It is interesting to point out that when these parameters are determined, then the mth order approximate solution given by Eq. (18) will be constructed.
Further details of OHAM can be found in [29, 19, 28, 30] .
Numerical Experiments
In this section, two examples are presented to illustrate the effectiveness of the OHAM for solving the fractional order Riccati equation. Example 1. Consider the following fractional order Riccati equation [34] 
subject to the initial condition
The exact solution of the equation for α = 1 is given as
In view of our algorithm based on OHAM, presented in section 3, we can construct the following homotopy
Substituting Eq. (26) and Eq. (27) into Eq. (25), and equating the coefficients of the same powers of q, yields the following set of linear fractional differential equations
and so on. Applying the operator J α to both sides of Eqs. (28)- (30) and using the initial condition, we obtain
. (33) and so on. From Eq. (18), the third order approximate solution can be obtained by using the formula Table 1 shows the optimal values of the convergence control constants C 1 , C 2 , and C 3 in u 3 (t) given in Eq. (34) for different values of α which can be obtained using the procedure mentioned in (19)-(21). Table 2 shows approximate solutions for Eq. (22), when α = 1, obtained using the third order OHAM solution, the exact solution given in (24) , the numerical method ABFMM [12] , with h = 0.001, the fourth-component homotopy perturbation method (HPM) solution [34] and the eleventh-component Adomian decomposition method (ADM) solution [1] . In Fig. 1 , we plot the third order OHAM solution, when α = 1, and the exact solution given in (24) . From the numerical results shown in Fig. 1 and Table 2 , we can conclude that the approximate solutions obtained using OHAM are in good agreement with exact solution for all values of t. It is clear that the overall error can be made smaller by computing further terms using the OHAM.
The exact solution of Eq. (22) for the fractional order case is not known, however multiple numerical solutions are available, for example, using ABFMM [12] . Tables 3 and 4 show approximate solutions for Eq. (22) using the thirdorder OHAM, the HPM [34] and ABFMM, with h = 0.001, for different values of α. From the numerical results in Tables 3 and 4 , it is to be noted that the OHAM solution follows the numerical one whereas HPM needs more modification. The third order approximate solutions of Eq. (22) and the residual errors are shown in Fig. 2 and Fig. 3 , respectively, for different values of α.
Example 2. Let us consider the following fractional order Riccati equation [34] D The exact solution of the equation for α = 1 is given as
Substituting Eq. (39) and Eq. (40) into Eq. (38), and equating the coefficient of the same powers of q, yields the following set of linear fractional differential equations. (43) and so on. Applying the operator J α to both sides of (41)-(43) and using the initial condition, we obtain
)Γ(α + )Γ(α + and so on. From Eq. (18), the third order approximate solution can be obtained by using the formula Table 5 shows the optimal values of the convergence control constants C 1 , C 2 , and C 3 in u 3 (t) given in Eq. (47) for different values of α which can be obtained using the procedure mentioned in (19)- (21) . Table 6 shows approximate solutions for Eq. (35), when α = 1, obtained using the third order OHAM solution, the exact solution given in (37), the numerical method ABFMM [12] , with h = 0.001, the fourth-component homotopy perturbation method (HPM) solution [34] and the third-component variational iteration method (VIM) solution [1] . In Fig. 4 , we plot the third order OHAM solution, when α = 1, and the exact solution given in (37) . From the numerical results shown in Fig. 4 and Table 6 , it can be concluded that the approximate solutions obtained using OHAM are in good agreement with the exact solution for all values of t. Tables 7 and 8 show approximate solutions for Eq. (35) using the third-order OHAM, the HPM [34] and ABFMM, when h = 0.001, for the different values of α. From the numerical results in Tables 7 and 8 , it is clear that the OHAM solutions are in high agreement with the ABFMM numerical solutions. The third order approximate solutions of Eq. (35) and the residual errors are shown in Fig. 5 and Fig. 6 , respectively, for different values of α.
Conclusion
In this paper, we have utilized the OHAM to obtain approximate analytical solutions to fractional order Riccati equations. The obtained results indicate that the OHAM could be reliable and effective tool in solving fractional differential equations. The OHAM provides a simple way to control and adjust the convergence of the series solution using the auxiliary constants C i s which are optimally determined. Furthermore, by using different forms of the auxiliary function, more accuracy can be obtained.
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