Introduction.
The following considerations, that were first presented at the meeting of the American Mathematical Society at Amherst in September 1928, might seem rather trivial. Indeed, their essential elements are well known to all statisticians. I have, however, never seen an explicit statement of these principles and it might therefore be useful to give a short presentation.f 2. The Groups of Correlation. Problems on correlation may be divided into three different groups.
A. Problems in which comparison is made between quantities that can not be expressed in the same units. For instance the marriage rate and the foreign trade of a country. Here the marriage rate may be expressed in number of marriages per thousand of population and the foreign trade in dollars. Change in unit in both cases may be entirely independent. The marriage rate may be expressed in percentage, or per million of population, the foreign trade in thousands of dollars, or in pounds sterling. If the two variables be denoted by x and y, I may just as well introduce variables x', y' defined by the equations (1) x' -\Xj y ' -ixy, where X and /x are arbitrary independent constants. B. Problems in which comparison is made between quantities that can be expressed in the same units. For instance heights of fathers and heights of sons, age of husband and age of wife. Here the only reasonable change in the variables x and y is the same change of scale
C. To this type B, belong also problems in which the x and y * Presented to the Society, September 6, 1928. t A reference has been made by N. Wiener, Harmonic analysis and quantum theory, Journal of the Franklin Institute, vol. 207 (1929), pp. 525-534; particularly p. 531. are mere coordinates, as the study of bullet holes in a target or the measurement of stars on photographic plates. As in the previous problem, the coordinates x and y are generally taken as rectangular coordinates, and they then allow the additional transformation (a rotation of angle a) 
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These lines are regression lines. They are generally defined as the lines through the mean for which the sum of the squares of the distances of the points (x } y) to the line, measured in direction parallel to the x and y axes, is a minimum. This is also an affine definition, invariant under transformations (A). so that 0 as a function of cr x and (s y is independent of those variables, which proves the theorem. Now r (or 1/r) is the simplest of those functions; in the practice of statistics it is to be preferred to CV( or C/V), C a constant F^O, because r runs from -1 to +1. A line through the mean of invariant character, depending only on a x , <r v , cr xyi must have the equation The conic sections form a set of hyperbolas. The condition r -0 leads here to asymptotes parallel to the x and y axes. The equation of the correlation ellipses in line coordinates shows, however, that the first curves are the natural ones. (See §8.)
6. The Second Group. In problems of type B, all invariants of problem A remain invariants. There are, however, new ones. To these belong, in particular, the symmetry axes of the correlation ellipses. This is geometrically obvious, as our only transformations are similarity transformations that keep the x and y axes in their place. It can easily be verified that the angle 0 which the axis of symmetry make with the x axis is determined by the equation If the x and y axes are orthogonal, the symmetry axes of the correlation ellipses are also defined by the property that the [Dec, sum of the squares of the orthogonal distances of the points (x m y n ) to this line is a minimum. In fact, let y = mx + n be the line satisfying this property; then
These equations give y -mx -n = 0, which shows that the line must pass through the mean and The rank of the matrix determines the shape of the correlation quadric.
The regression hyper planes* are the hyperplanes conjugate to the coordinate axes with respect to these quadric surfaces. They are n in number, and their equations are obtained by replacing one row of a's in the determinant of the a's and equating the result to zero, for instance, CT2n ' ' ' <Tr All functions of the <r ik invariant under the given affine transformation are functions of the r 3 -k. Indeed there are n(n + l)/2 quantities 07&, and n(n -1)/2 independent quantities r^-Since we have n(n + 1) n(n -1) = n, 2 2 we can introduce into every function of the quantities 07& the Tjk as new independent variables, leaving the quantities Vjjij -li --• , n) unchanged. In the new function the quantities (Tjj change independently, so that invariance of that function means independence of the quantities 07/, and therefore only dependence on the quantities />.
