. Burnett River catchment area and the monitoring site. This monitoring site is part of the Queensland Government's water quality monitoring network [19] . Figure 3 illustrates the changing patterns of DO both within a day and over a consecutive number 80 of days. It is obvious that the concentration of DO follows a similar daily pattern, which makes it 81 possible to predict the changing of DO. However, when tracking the concentration of DO in a larger 82 time scale, it is plain to see that the mean value of the concentration of DO is increasing incrementally.
83
Hence, the predictive model should both capture the temporal pattern within the same day and over a 84 couple of days. The standard PCA only allows linear dimensionality reduction. However, the multivariate water 100 quality data have a more complicated structure which cannot be easily represented in a linear subspace.
101
In this paper, kernel PCA (kPCA) [23] is chosen as a non-linear extension of PCA to implement 102 non-linear dimensionality reduction for water quality variables. The kernel represents an implicit 103 mapping of the data to a higher dimensional space where linear PCA is performed.
104
The PCA problem in feature space F can be formulated as the diagonalization of an l−sample estimate of the covariance matrix [24] , which can be defined as Equation 1: where Φ(x i ) are centred non-linear mappings of input variables x i ∈ n . Then, we need to solve the following eigenvalue problem:
Note that all the solutions V with λ ≥ 0 lie in the span of Φ(x 1 ), Φ(x 1 ), ..., Φ(x l ). An equivalently problem is defined below:
where α denotes the column vector such that V = ∑ l i=1 α i Φ(x i ), and K is a kernel matrix which satisfies the following conditions:
Then we can compute the kth non-linear principal component of x as the projection of Φ(x) onto the eigenvector V k : The following performance indicators were applied to evaluate the predictive results. Those 141 are the mean absolute error (MAE), the coefficient of determination (R 2 ), the root mean square error 142 (RMSE) and FA1.1.
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where f i ,f i , n and m represent the observed value, the predicted value, the number of observations 144 and the number of predictions within a factor of 1.1 of the observed values, respectively. Additionally, Firstly, the kPCA method is implemented on the tabulated water quality data (Table 1) . Principal We applied the kPCA method to the water quality dataset (Table 1) The kPCA-RNN models offer the best performance in all the 3 prediction cases (Table 4) 
Results and Discussion

