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Introduction
It is widely recognized that software systems must evolve to meet user ever changing needs [16, 17] . Several evolution driving factors may be identified: new functionalities added, lack of software quality, lack of overall system performance, software portability (on new software and hardware configurations, i.e., new platforms) and market opportunities are just few examples.
When evolving a software system, developers may decide to copy an entire working sub-system, then rename all the functions and start modifying the software. This technique ensures they will not have any unplanned effect on the original piece of code they have just copied. However, this evolving practice promotes the appearing of clones.
As a part of a larger study we are investigating the influence of software evolution on software size with special regards to duplicated and/or slightly modified code also known as cloned code. In this paper, two or more code fragments (i.e., functions) are considered to be clones if they are identical or very similar.
There have been many publications proposing various ways of identifying cloned components in a software system [19, 12, 6, 1, 14, 18, 2] . However, few papers have studied clones dynamic across several versions of the same software system. As a software system evolves, new code fragments may be added, certain parts deleted, modified and/or remain unchanged thus clone percentage may change.
Clones evolution across subsequent versions of the same software system can be modeled using time series. A time series is a collection of measures, also said observations, made sequentially in time; examples occur in a variety of fields, ranging from economics to engineering. One of the more interesting outcome when analyzing time series is prediction: given an observed time series it is possible to predict its future values. The prediction requires the identification of a model which adequately describes the observed time series.
Given a set of subsequent versions of a software system, the average number of clones per function in each version can be thought of as a time series; thus a predictive model may be identified.
In this paper a method for monitoring and predicting clones evolution, more precisely the average number of clones per function, across subsequent versions of the same software system is presented. Predicting the future values of a time series is an important issue in many areas: economics, production planning, sales forecasting, stock control.
Monitoring and predicting clones evolution can be used at least in two different applicative scenarios within the software maintenance field. In particular,
1. the actual effort to evolve and maintain a system is likely to vary depending on the amount of clones found in a system. Thus, the ability to predict clones evolution can be used to define the effort required by the future maintenance activities;
2. a discrepancy between the actual values and the predicted ones is a parameter that may give an aposteriori validation of a certain evolution hypothesis.
The proposed method has been applied to 27 subsequent versions of MiniSQL (mSQL); mSQL is a relational database system developed in C, it is distributed by Hughes Technologies (http://www.hughes.com.au). The time span period of the analyzed mSQL versions covers four years, from May 1995 (mSQL 1.0.6) to May 1999 (mSQL 2.0.10). A cross validation procedure was used to measure the method performance.
The rest of the paper is organized as follows. First, background notions on clone detection and time series are summarized in Section 2 for sake of completeness. Then, Section 3 introduces the method for monitoring and predicting clones evolution. Section 4 presents the case study, followed by the experimental results in Section 5. Section 6 compares the present work with previous contributions while Section 8 summarizes lessons learned and outlines foreseeable research directions.
Background Notions
The proposed method relies on two basic techniques: clones detection and time series modeling; such techniques are briefly summarized in the following Subsections for sake of completeness.
Clones
In [18] , each function in a software system is characterized by its name together with 21 metrics extracted with Datrix software metrics tool (available at http://www.iro.umontreal.ca/labs/gelo/datrix). Then, any pair of functions can be compared by these characteristics to yield a rating scored on an ordinal scale. In this paper the focus is on the presence of duplicated or nearly duplicated code so that the exact metrics identity is required to classify two functions as clones. The assumption corresponds to ExactCopy and DistinctName classes presented in [18] .
When studying software system evolution, function identity is usually disregarded in favor of a different concept: clones clusters. A clones cluster can be seen as a set of similar code fragments which comprehends identical fragments or fragments exhibiting negligible difference, if any, from a given fragment prototype. Again the term difference is used with reference to a set of software metrics while the exact definition of negligible may depend on the specific analysis goal (e.g., remove duplication or re-modularize the software). Figure 1 shows an example of nearly duplicated code extracted from mSQL 1.0.6. The functions msqlCreateDB and msqlDropDB differ only in the sprintf parameter; in other words, differences could be easily factored out leading to a more abstract functionality implementing both database creation and database destruction.
Time Series
A time series is a collection of observations made sequentially in time. Time series can be modeled using stochastic processes [21] . A stochastic process can be described as a statistical phenomenon that evolves in time according to probabilistic laws. Mathematically, it may be defined as a collection of random variables ordered in time and defined at a set of time points which may be continuous or discrete.
One of the possible objectives in analyzing time series is prediction: given an observed time series, one may want to predict its future values. The prediction of future values requires the identification of a model describing the time series dynamic. There are many classes of time series models to chose from; the more general is the ARIMA class which includes as special cases the AR, MA and ARMA classes.
A discrete-time process is a purely random process if it consists of a sequence of random variables fZ t g which are mutually independent and identically distributed. By definition, it follows that purely random processes have constant mean and variance.
Suppose that fZ t g is a discrete purely random process with mean zero and variance 2 Z , then a process fX t g is said to be a moving average process of order q (MA(q)) if X t = Z t + 1 Z t;1 + : : : + q Z t;q (1) where f i g are constants. Once the backward shift operator B is defined as
a moving average process can be written as
where (B) = 1 + 1 B + : : : + q B q (4) Suppose that fZ t g is a discrete purely random process with mean zero and variance 2 Z , then a process fX t g is said to be an autoregressive process of order p (AR(p)) if X t = 1 X t;1 + : : : + p X t;p + Z t (5) where f i g are constants. This is rather like a multiple regression model, but fX t g is not regressed on independent variables but on past variables of fX t g.
Broadly speaking, a MA(q) explains the present as the mixture of q random impulses, while an AR(p) process builds the present in terms of the past p events. A useful class of models for time series is obtained by combining MA and AR processes.
A mixed autoregressive moving-average process containing p AR terms and q MA terms is said to be an ARMA process of order (p q). It is given by X t = 1 X t;1 +: : : + p X t;p +Z t + 1 Z t;1 +: : : + q Z t;q (6) where X(t) is the original series and Z(t) is a series of unknown random errors which are assumed to follow the normal probability distribution.
Using the backward shift operator B, the previous equation may be written in the form (B)X t = ( B)Z t 
A time series is said to be strictly stationary if the joint distribution of X(t 1 ) : : : X (t n ) is the same as the joint distribution of X(t 1 + ) : : : X (t n + ) for all t 1 : : : t n . In other words, shifting the time origin by an amount has no effects on the joint distributions, which must therefore depend on the intervals between t 1 t 2 : : : t n .
The importance of ARMA processes lies in the fact that a stationary time series may often be described by an ARMA model involving fewer parameters than a pure MA or AR process [8] . However, even if a stationary time series can be efficiently fitted by an ARMA process [22] , most time series are non-stationary.
Box and Jenkins introduced a generalization of ARMA processes to deal with the modeling of non-stationary time series [4] . In particular, if in equation (7) X t is replaced by r d X t , it is possible to describe certain types of nonstationarity time series. Such a model is called ARIMA (Auto Regressive Integrated Moving Average) because the stationary model is fitted to the differenced data has to be summed or integrated to provide a model for the nonstationary data. Writing
the general process ARIMA(p,d,q) is of the form W t = 1 W t;1 +: : : + p W t;p +Z t +: : : + q Z t;q (10) More details can be found in [4] .
The Method
The proposed method for monitoring and predicting the average number of clones per function requires both a technique able to identify a model which adequately describes the time series and a technique to evaluate the average number of clones per function in a given software system version. In this section the clones identification and time series techniques are described.
Clones Identification
When a system evolves, functionalities are added, modified and/or removed: thus, it is likely that code distribution varies. Following the approach proposed in [18] code fragments (functions in the following) were compared on the basis of software metrics accounting for the layout, the size, the control flow, the function communication and coupling. More precisely, functions were compared on the basis of the following software metrics: the number of passed parameters; the number of LOC; the cyclomatic complexity; the number of used/defined local variables; the number used/defined non-local variables.
Contrary to previous approaches, e.g., [18] , function name and file/unit name were not considered. Indeed, function identity may lead to consider different two functions that are in different files of a given version or a function that migrates from a file into a different one in a subsequent version. In other words, functions with different names appearing in the same or different files and exhibiting the same values of software metrics were considered clones tout-court without any further subclassification. function name and file name were not considered, this is because, passing from a version to another, = a function can migrate from one file to a different one or also = developers can simply change its name.
Let M f =< m 1 : : : m k > be the tuple of metrics characterizing a function f, where each m i is the i-th software metric chosen to describe f (e.g., number of passed parameters, number of LOC, cyclomatic complexity, number of used/defined local variables, and number used/defined non-local variables). Theoretically speaking, different subsystems, or functions could be represented by different collection of metrics, thus discriminating among different features.
For any given function f, C f the f clone cluster is the subset of function g, belonging to the considered software 
where l (i) and u (i) are the lower/upper bounds: inside the range of values g is considered a clone of f.
The cluster collection C R k for the given version R k allows to assess the snapshot over all code duplication structures. A coarser view can be obtained by considering the average cluster size (i.e., the average number of clones per function) and its evolution which gives an overall indication of the number of duplicated function in the snapshot:
where jC R k j is the class cardinality i.e., the number of function in the k version.
Time Series Modeling
A wide variety of prediction procedures are available [5, 10, 28] ; the method here proposed relies on Box and Jenkins [4] which is quite general: an ARIMA(p,d,q) process includes as special case an ARMA process (i.e., ARIMA(p,0,q) = ARMA(p, q)).
When modeling a time series, attention should be drawn to assess whether the time series is stationary or not. If a time series is stationary it can be modeled through an ARMA(p,q) process, otherwise an ARIMA(p,d,q) is required. A non-stationary time series can be described as a time series whose characteristic parameters change over time. Different measures of stationarity can be employed to decide whether a process (i.e., a time series) is stationary or not. In practice, confirming that a given time series is stationary is a very difficult task, unless a closed-form expression of the underlying time series is known. Nonstationarity detection can be reduced to identifying two distinct data segments that have significatively different statistic distributions. Several tests can be used to decide whether two distributions are statistically different: Student's t-test, F-test, chi-square test and Kolmogorov-Smirnov test [21] .
The Box and Jenkins procedure requires 3 main steps briefly sketched below.
Model identification. The observed time series has to
be analyzed to select an ARIMA(p,d,q) process that appears to be the most appropriate; this requires the identification of the p d q parameters.
2. Estimation. The actual time series has to be modeled using the ARIMA(p,d,q) process previously defined;
this requires the estimation of the f i g and f j g coefficients defined by the equations (8).
3. Diagnostic Checking. The residuals (i.e., the difference between the predicted and the actual values) have to be analyzed to verify if the identified model is adequate.
With the Model Identification
Step the d value has to be set taking into account whether the time series is stationary (i.e., d = 0) or not (i.e., d > 0). On the other hand, the identification of (p q) parameters can be obtained following the Akaike Information Criterion (AIC): the model with smallest AIC has to be chosen [26] . In the Estimation step, after the estimation of the f i g and f j g coefficients, it is possible to predict time series future values. Finally, in the Diagnostic Checking step, the model adequacy can be tested plotting the residuals: the residuals of a good model have to be small and random [8] .
Case Study
Mini SQL (mSQL) is a relational database system; it is developed in C and distributed by Hughes Technologies (http://www.hughes.com/au). mSQL relevant features evolution are summarized in Figure 2 . In particular, Figure 2 reports the evolution in terms of the number of procedures (i.e., C functions) and KLOC of the 27 subsequent versions 1 of mSQL. The first point on the x-axis is related to mSQL 1.0.6 while the last point is concerned with mSQL 2.0.10. mSQL offers a subset of SQL and its query interface. The first generation product (i.e., mSQL 1.0) was designed to provide high speed access to small data sets using very few system resources on an average UNIX workstation.
Several versions of mSQL have been available in various forms since June 1994 and has undergone many enhancements becoming a very popular and a stable database system for small databases. mSQL 2 is a major redesign, as it can be easily deduced by Figure 2 : the size and the number of functions were doubled; moreover, new builds (i.e, executables) were added. 1 The word version is used according to the IEEE Standard Glossary of Software Engineering Terminology (610. The new implementation goes beyond the initial design goals of mSQL 1.0 and provides functionality suited to larger applications. Moreover, the mSQL 2.0 server has been redesigned to execute multiple queries at the same time. Finally, executables in the distribution grew from 8 to 12: mSQL 2.0 has new functionalities to import/export data and is endowed with W3-mSQL 2.0, the second generation WWW interface package (i.e., w3auth, w3msql, lite). The new W3-mSQL code provides a complete scripting language, with full access to the mSQL API, within an HTML tag.
Experimental Results
Several experiments were run on 27 subsequent versions of mSQL (from mSQL 1.0.6 up to mSQL 2.0.10 to empirically measure and quantify the performances of the presented method.
The average number of clones per function was evaluated for each mSQL analyzed version according to the clones detection technique previously described in Subsection 3.1. Such data, shown in the row labelled Actual of Table 1 and Table 2 , can be thought of as a collection of observations made sequentially in time, and thus modeled using time series.
The experimental activity followed a cross validation procedure [25] ; in particular 25 experiments (Ex p 1 E x p 2 : : : E x p 25 ) were run: in each experiment a training time series was extracted from the observed time x10 x11 x12 x13 x14 x15 x16 x17 x18 x19 x20 x21 x22 x23 x24 x25 x26 series related to the average number of clones per function; then, the training time series was analyzed and modeled to predict its future values; finally the predicted values were matched against the actual values and the method performance was assessed in terms of percent prediction error. 
where x o is the average number of clones per function in mSQL 1.0.6, x 1 is the average number of clones per function in mSQL 1.0.7 and so on (cfr. the row labelled Ident. in Table 1 and Table 2 ).
During the k th experiment (i.e., E k ) the one step ahead value (i.e.,x k+2 ) was predicted, the predicted value was compared against the actual one (i.e., x k+2 ) in order to evaluate the one step ahead percent prediction error.
Ifx T is the predicted value and and x T is the actual value, the percent prediction error is defined as follows:
percent prediction error = abs(x T ;x T )
The one step ahead percent prediction error related to the performed experiment is showed both in Table 1 and Table  2 in the rows labeled as E1. For example, in the last column of Table 1 the one step ahead percent prediction evaluated during the experiments E x p 8 is reported. A plotting of E1 is also shown in Figure 3 .
As previously stated, monitoring and predicting clones evolution can be used at least in two different applicative scenarios and the available data support such a conjecture.
In particular, the actual effort to evolve and maintain a system is likely to vary depending on the amount of clones found in a system. For this perspective, predicting the average number of clones per function may give a significant support in defining the actual effort required to maintain and evolve such a new software system version. It is worth noting that on average the percent one step ahead prediction error was 3:81%: on the entire sequence of the mSQL analyzed versions, clones evolution was predicted with a quite acceptable error.
The analysis of the change logs related to the analyzed mSQL versions highlighted that during the evolution from mSQL 1.0.6 to mSQL 1.0.16, the principal activity was concerned with bug fixing, without significant changes occured at design and code level. On the other hand, dramatic changes were introduced in mSQL 2.0.B1: old features were redesigned and new functionalities were added. The following versions (i.e., from mSQL 2.0.B2 up to 2.0.B7.1) were devoted to fixing the new discovered bugs. Also the versions from 2.0.1 to 2.0.3 were mainly concerned with bug fixing while significant changes where introduced with the 2.0.4. In particular, in mSQL 2.0.4 a partial remodularization was performed to improve search functionalities. Finally, bugs fixing was the principal activity in the remaining analyzed versions (i.e, from mSQL 2.0.5 up to 2.0.10.1) too.
The analysis of the one step ahead percent prediction error curve, shown in Figure 3 , highlights two peaks. The first peak appears with the predicted values related to the first two versions (2.0.B1 and 2.0.B2); the other peak appears with the prediction related to mSQL 2.0.4. According to available data, whenever major changes occured the predicted values were affected by an error bigger than 11%, while in all the other cases the error is less than 6%. Thus, a discrepancy between the actual and the predicted values is a parameter that may give an a-posteriori validation of a certain evolution hypothesis.
For example, whenever a customer should acquire a new version of a software system he/she could be interested in the evaluation of the evolution extent; such evaluation can be supported by matching predicted values with the actual values of the average number of clones per function. In other words, when a new version which is supposed to implement dramatic changes is delivered, the discrepancy between the predicted and actual values may be an indicator of the real extent of the changes.
Related Work
Previous research has studied both the detection and the use of clones for widely varying purposes including program comprehension, documentation, quality evaluation or system and process restructuring. Several techniques have been investigated in the literature for the detection of clones in software systems. Some techniques are based on a full text view of the source code [12, 1] . Other approaches, such as those pursued by Mayrand et al. [18] and Kontogiannis et al. [14] focus on whole sequence of instructions (BEGIN-END blocs or functions) and allow the detection of similar blocks using metrics. Moreover, Kontogiannis et al. [14] detect clones using two other pattern matching techniques, namely dynamic programming matching and statistical matching between abstract code descriptions patterns and source code. Finally, another clone detection technique relies on the comparison of subtrees from the AST (Abstract syntax tree) of a system. Baxter et al. [2] have investigated this technique.
Several applications of clone detection have also been investigated: Johnson [12] visualizes redundant substrings to ease the task of comprehending large legacy systems; Mayrand et al. [18] , as well as Lagüe et al. [15] , document the cloning phenomenon for the purpose of evaluating the quality of software systems; Lagüe et al. [15] have also evaluated the benefits in terms of maintenance of the detection of cloned methods; finally, Baxter et al. [2] restructure systems by replacing clones with macros to reduce the quantity of source code and facilitate maintenance.
The present work is not focused on clones detection technology but rather on the application of the clones detection to software system evolution. Moreover, function identity was not considered and this allowed us to overcome the problems highlighted in [15] .
The problem of estimating the effort of the software projects has long been recognized as a key to successful software management and several authors have proposed estimation methods and tools [3, 27, 11, 24, 13, 9, 20, 7] .
The method presented in this paper is complementary, as it identifies clones evolution as a parameter which may help both to estimate the future maintenance effort and validate evolution hypothesis.
Conclusions
In this paper a method for monitoring and predicting the evolution of clones across subsequent versions of a software system has been presented.
An experimental activity has been performed on 27 subsequent versions of mSQL to empirically quantify the performance of the method. The experiments followed the cross validation schema and simulated a real use of the method.
Preliminary results are encouraging: on average an error of 3:81% has been observed.
The monitoring and prediction of clones evolution may be empoloyed at least in two different applicative scenarios: the prediction may be used to define the actual effort required to maintain and evolve future software system versions. Moreover, the analysis of the mSQL change logs highlighted that a discrepancy between the estimated and the actual values was due to dramatic changes in the system. Thus, the discrepancy between the actual and the predicted values is a parameter that may give an a-posteriori validation of a certain evolution hypothesis. This paper makes two main contributions: it proposes time series modeling as an applicable approach within the software maintenance field and gives an insight of clones evolution across subsequent versions of the same software system. In fact, even if there have been many publications concerned with the techniques aimed at identifying cloned components in a software system, few papers have studied clone dynamics across several versions of the same software system. Further work will be devoted to assess the performance of the method on different software systems.
