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We perform combined density functional and dynamical mean-field calculations to study the
pyrochlore iridates Lu2Ir2O7, Y2Ir2O7 and Eu2Ir2O7. Both single-site and cluster dynamical mean-
field calculations are performed and spin-orbit coupling is included. Paramagnetic metallic phases,
antiferromagnetic metallic phases with tilted Weyl cones and antiferromagnetic insulating phases
are found. The magnetic phases display all-in/all-out magnetic ordering, consistent with previous
studies. Unusually for electronically three dimensional materials, the single-site dynamical mean-
field approximation fails to reproduce qualitative material trends, predicting in particular that the
paramagnetic phase properties of Y2Ir2O7 and Eu2Ir2O7 are almost identical, although in experi-
ments the Y compound has a much higher resistance than the Eu compound. This qualitative failure
is attributed to the importance of intersite magnetic correlations in the physics of these materials.
PACS numbers: 71.15.Mb, 71.27.+a, 71.30.+h, 71.70.Ej
I. INTRODUCTION
The interplay of electron-electron interactions and
spin-orbit coupling (SOC) is a central topic in quantum
materials [1]. The combination has been predicted to lead
to novel phases including chiral spin liquids [2, 3], Weyl
semimetals (WSM) [4–6], and axion insulators (AI) [4, 7].
This physics may be particularly relevant to the iridium
oxides, which are characterized by spin orbit and cor-
relation energies that are comparable to each other and
to the conduction bandwidth. The pyrochlore iridates
R2Ir2O7 (R-227, R=rare earth elements or Y) have been
intensively studied in this context.
By means of a “plus U” extension of density func-
tional theory, Wan et al. predicted that Y-227 was a
Weyl semimetal, with all-in/all-out (AIAO) antiferro-
magnetic order [4]. The WSM phase was later found in
model systems studies applying the Hartree-Fock [5, 6]
and cluster dynamical mean-field [7] approximation to a
tight binding model. The possibility of an axion insula-
tor phase was suggested in Ref. [4] (although the phase
was not predicted by the DFT+U used in this reference)
and the phase was found by Go et al. [7] who argued
that both the insulating noninteracting phase and the
CDMFT method are necessary to realize this phase.
Experimental studies of the R-227 pyrochlore family
of compounds reveal a systematic dependence of prop-
erties on R. Pr-227 is a paramagnetic metal with a re-
sistivity that decreases as temperature decreases down
to the lowest measured temperature [2], while as R is
changed across the rare earth series the resistivity in-
creases and a metal insulator transition (MIT) occurs,
with a transition temperature and optical gap that de-
pends systematically on R [8–15]. The metal-insulator
transitions are accompanied by magnetic transitions, the
nature of which is still under debate. Early work by Taira
et al. suggested the magnetism was generalically spin-
glass-like [16], and this finding was recently confirmed by
Kumar and Pramanik [17]. Onset of spin precession in
muon spin rotation experiments indicated the presence of
long-range magnetic order in Eu-227, Y-227, Yb-227 and
Nd-227 [11, 13, 14], but most neutron scattering mea-
surements did not detect magnetic order for Nd-227 and
Y-227 [13, 18, 19]. Interpretation of the neutron results
is however complicated by the relatively small values of
the ordered moment and the large neutron absorption
cross section of Ir. An intermediate disordered phase be-
tween the magnetic transition and the onset of the long-
range order has been reported in Nd-227, Sm-227 and Y-
227 [13, 18, 20], but most studies agree that long-range
order appears concomitantly with the magnetic transi-
tion in Eu-227 [11, 12]; Yb-227 [13] and Nd-227 [14].
Strong evidence of AIAO magnetic order was reported
in recent studies [21–23] and for Nd-227 a direct deter-
mination of the AIAO magnetic structure was reported
by the neutron scattering measurement [24]. An AIAO-
type structure, which breaks the time-reversal symme-
try while preserving the inversion symmetry, is essential
for the realization of the theoretically predicted Weyl
semimetal phase in pyrochlore iridates, but whether or
not this phase occurs remains unclear. A recent optical
experiment gave indications for a WSM in Eu-227 [25]
and in Ref. [15] optical data were interpreted as indicat-
ing to the presence of a Weyl semimetal state in Sm-227
and perhaps Eu-227, while angle-resolved photoemission
spectroscopy (ARPES) measurements in Nd-227 failed to
observe the Weyl points [26].
Motivated by the theoretical predictions of novel
phases and discrepancies between experimental reports,
two density functional plus single-site dynamical mean-
field (DFT+sDMFT) studies of pyrochlore iridates were
recently carried out. In Ref. [27], Shinaoka et al. ob-
tained a phase diagram for Y-227 in correlation strength
(U)-temperature (T ) plane. As U was varied they found
a crossover between a paramagnetic metallic phase and
paramagnetic insulating phase at high T , and a coupled
MIT and magnetic transition to an AIAO insulator at
lower T . A WSM phase was not found. Zhang et al.
[28] studied the R-dependence of the MIT by performing
DFT+sDMFT calculations for several members of the
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2family. They found good agreement with the measured
trends of magnetic transition temperature with R, and
reported that for the U value they considered all non-
magnetic phases were metallic. The zero temperature
metal-insulator boundary was predicted to be between
Nd-227 and Pr-227 and consistently with Shinaoka et al
the magnetic phases were topologically trivial insulators:
a Weyl semimetal phase was not found.
In this work, we go beyond previous work by perform-
ing DFT plus cluster DMFT (DFT+CDMFT) calcula-
tions for the pyrochlore iridates. To clarify the direct
contribution from the Ir sublattice, we focus on the com-
pounds Lu-227, Y-227 and Eu-227 for which the R ion is
nonmagnetic. A key finding of the cluster calculations is
a relatively wide range of stability of a Weyl metal phase
with tilted Weyl cones, suggesting a key role played by
intersite quantum fluctuations in stabilizing topological
physics.
We also consider the dependence of physical properties
on rare earth ion R and perform a critical comparison of
the predictions of single-site and cluster dynamical mean-
field theory. We find that the single-site approximation
overpredicts gap values and fails to account for the sub-
stantial difference in observed properties of the Y and Eu
compounds, predicting instead that the behavior of these
two materials should be essentially identical at tempera-
tures greater than the Ne´el temperature. It also predicts
that the insulating gap in these compounds is much larger
than any experimentally reasonable value. These failures
of the single-site dynamical mean-field approximation are
not expected in electronically three dimensional materi-
als. On the other hand, our CDMFT calculations yield a
reasonable gap range which is consistent with the trans-
port data, and, when magnetic order is included, account
for a considerable portion of the difference between the Y
and Eu materials. We demonstrate that it is the intersite
correlations, most likely of antiferromagnetic origin, that
leads to the material-dependence in the physics of Y-227
and Eu-227.
The reminder of this paper is organized as follows: In
Sec. II, we summarize the techniques used in our cal-
culations; In Sec. III, we illustrate the generic phase
diagram obtained by means of CDMFT; In Sec. IV, we
take Eu-227, Y-227 and Lu-227 as examples to discuss
the R-dependent MIT by comparing the results within
DFT+U+SO and DFT+sDMFT/CDMFT in both para-
magnetic and magnetic states.
II. METHODS
The structure of pyrochlore iridates is presented in
Fig. 1(a). The Ir atoms form corner-sharing tetrahe-
dra and each Ir is surrounded by a distorted oxygen oc-
tahedron which determines the local symmetry of the
Ir site. The relevant electrons reside in the Ir 5d shell
and are subject to both on-site correlations and strong
spin-orbit coupling. We treat this physics using the
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FIG. 1. (a) Crystal structure of pyrochlore iridates. The large
dark sphere (blue online) is the R site; the large light sphere
(grey online) is Ir; the small one (red online) is O. (b) Band
structure of Y-227 within paramagnetic DFT+U+SO. The
energy window is chosen to include Ir t2g bands, which split
into the higher-energy Jeff = 1/2 (dark (blue online) solid
lines) and lower-energy Jeff = 3/2 (dark (blue online) dashed
lines) manifold in the presence of SOC. The light (red online)
bands are irrelevant non-iridium d-states. (c) Brillouin zone
of the fcc lattice.
density functional plus dynamical mean-field approxima-
tion. As a first step, we employ the Vienna Ab-initio
Simulation Package (VASP) [29–33], which is based on
projector augmented wave (PAW) method [34], to per-
form fully relativistic paramagnetic DFT calculations in-
cluding the on site Coulomb interaction U (within the
DFT+U approximation). In our study, we focus on Lu-
227, Y-227 and Eu-227 in which the rare earth element
is non-magnetic and use the experimental structures [16]
in all calculations. The generalized gradient approxima-
tion (GGA) in the Perdew, Burke, and Ernzerfhof (PBE)
[35] parametrization is used as the exchange-correlation
functional. In all calculations, we take 8× 8× 8 k-point
3mesh and a plane wave energy cut-off of 500eV. For the
DFT+U calculations, 2eV is applied on Ir as the effective
on site Coulomb interaction.
Representative results are shown in Fig. 1(b). The
bands near the fermi level are mainly contributed by
Ir t2g states and some mixture with O p states. The
strong spin orbit coupling splits the Ir t2g states into a
lower-lying Jeff = 3/2 manifold and the higher-energy
Jeff = 1/2 manifold. The 4+ Ir formal valence leaves the
Jeff = 3/2 manifold fully filled and electrically inert while
the Jeff = 1/2-derived bands are half-filled and most rel-
evant to the low-energy physics. We use maximally local-
ized Wannier function (MLWF) methods [36], as imple-
mented in the Wannier90 code [37] with the VASP inter-
face, to project the Jeff = 1/2 band complex onto a basis
of states localized on the Ir atoms. The Wannier bands
provide an essentially perfect fit to the calculated DFT
bands, as expected since the bands being fit are isolated
from other bands by energy gaps. After the construc-
tion, the MLWFs centered on a given site are rotated
to an orientation adapted to the local octahedra. The
rotation was determined by comparing the tight-binding
Hamiltonian in Ref. [7] to the corresponding Wannier
Hamiltonian so that nearest neighbor hopping parame-
ters are the same. It is important to note that the degree
to which the Jeff = 1/2 and Jeff = 3/2 band complexes
are separated depends on U . It is also important to note
that the low point symmetry of the individual Ir ion and
the fact that the on-site angular momentum quantum
number is not conserved by the intersite terms in the
Hamiltonian mean that the bands labelled as Jeff = 1/2
have contributions also from atomic Jeff = 3/2 states as
well as oxygen atoms. This subtlety is not important for
our calculations, which are based on the Wannier fitting
to the calculated bands. In the Wannier projection, the
spin-orbit coupling effects appear as a spin dependence
of the hopping terms.
We then take the Wannier projected Hamiltonian, add
an on-site U to each Ir site, and solve the resulting model
using either single-site (sDMFT) or cluster (CDMFT) ap-
proximations [38–41]. In sDMFT calculations, we treat
each Ir atom independently, assuming a self energy with
only site-local components. In our CDMFT calculations
we choose the real-space cluster as the four Ir ions on
the vertices of a tetrahedron. We study both paramag-
netic and antiferromagnetic phases. In the paramagnetic
calculations, bath parameters are constrained in the way
determined by the double group analysis for this system,
following the method put forward by Koch et al. [42].
The CDMFT approximation does not treat all bonds
in the physical lattice equally. The self energy computed
in the impurity model includes intersite matrix elements
of the self energy among sites in the cluster, but in the
impurity model stage the self energy matrix elements in-
volving symmetry-equivalent bonds connecting sites in
different clusters are not included. In the literature, the
process of restoring translational symmetry is referred to
as ‘periodization’. In our case the tetrahedral cluster is
a primitive unit cell of the pyrochlore lattice, so the im-
purity model self energy is periodic, but it does not obey
all of the point symmetries of the lattice. Even though
the symmetrization matters for the precise location of
the Weyl crossing, it makes only a very small difference
to the quantities of interest in this paper. Therefore the
results presented here are obtained directly from the com-
puted CDMFT self energy. Symmetrization and its con-
sequences (particularly for the behavior near the Weyl
points) will be presented in a separate paper.
We use exact diagonalization (ED) [43] as the impu-
rity solver. In the ED method, one approximates the
bath by a finite number of orbitals, and errors due to
finite bath size are an issue. We perform cluster DMFT
calculations using four correlated and eight bath orbitals
(Nb = 8), which is the largest number we can access, and
discuss convergence in an Appendix. At finite bath size,
the DMFT self-consistency is not perfect, so that results
for local quanities calculated using the impurity model
may differ from those calculated using the lattice Green
function. In this paper, all the physical properties are
computed based on the lattice Green function.
III. PHASE DIAGRAM, SPECTRAL
FUNCTION AND MAGNETIC PROPERTIES
This section analyses the generic ground-state phase
diagram as a function of interaction strength U . For
definiteness we present results obtained for the Y com-
pound but note that all compounds yield qualitatively
similar results, with the only differences being the values
of U at which phase transitions occur and the quantita-
tive values of gaps and magnetic moments. The material
dependence will be considered in more detail in the next
section.
We begin with the generic ground state phase dia-
gram obtained from DFT+CDMFT calculations shown
in panel (a) of Fig. 2. As U is increased we find a tran-
sition from a paramagnetic metal state to an antiferro-
magnetic metal state with AIAO order and Weyl cones,
followed by a metal-insulator transition at larger U . The
symmetry of the magnetic state does not change across
the metal-insulator transition. Everywhere that it can
be stabilized, the antiferromagnetic phase is the ground
state, but the paramagnetic phase exists as a higher en-
ergy metastable phase over the remarkably wide range of
U shown as the shaded region in panel (a).
The sequence of phases shown in Fig. 2 (a) was
reported in the DFT+U calculations of Wan et al [4]
and also in the Hartree-Fock phase diagram[5, 6]. The
intermediate Weyl metal phase is not found in recent
LDA+single-site DMFT studies [27, 28], which report
instead a direct transition from paramagnetic metal to
AIAO antiferromagnetic insulator. The CDMFT calcu-
lations predict a much wider range of Weyl-metal behav-
ior than that in the Hartree-Fock calculations, indicating
the importance of the intersite quantum fluctuations cap-
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FIG. 2. (a) Generic ground state phase diagram for py-
rochlore iridates obtained with DFT+CDMFT calculations
as described in the main text. The shaded region indicates
the interaction strengths for which the paramagnetic phases
are locally stable, but higher in energy compared than the an-
tiferromagnetic phases. Abbreviations: PM-M, paramagnetic
metal; AF-M, antiferromagnetic metal with AIAO magnetic
ordering and Weyl cones; AF-I, antiferromagnetic insulator
with AIAO ordering but without Weyl cones. (b) Energy as a
function of the interaction strength for all the states obtained
with DFT+CDMFT for Y-227. The small filled circles indi-
cate the energy of the paramagnetic phase. The open squares
represent the antiferromagnetic insulating phase and the open
circles represent the antiferromagnetic metallic phase. The
precise behavior near U ∼ 0.5− 0.6eV is not resolved due to
finite bath size effects.
tured by the CDMFT method.
Panel (b) of Fig. 2 presents the evolution with U of the
ground state energy (per correlated orbital), computed
from [44]:
E =
1
β
∑
n
∑
k
1
Nc
Tr
{[
H0(k) +
1
2
Σ(iωn)
]
G(k, iωn)
}
(1)
where H0 is the projection of the DFT Hamiltonian on
the Jeff = 1/2 MLWF basis, G(k, iωn) is the interact-
ing Green function defined as G(k, iωn) = [(iωn + µ)1−
H0(k) − Σ(iωn)]−1 and G and Σ are matrices in the
8 × 8 space of Jeff = 1/2 orbitals on the tetrahedron.
The small discontinuity in energies at the lower U end
of the antiferromagnetic phase is a finite bath size error
and is related to first order nature of the PM-AF transi-
tion in our approximation. Where it can be stabilized we
also report the energy of the metastable paramagnetic
metallic state.
To further characterize the phase behavior we cal-
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0  0.3  0.6  0.9  1.2  1.5  1.8
<
S>
U (eV)
Y
Eu
 0
 0.1
 0.2
 0.3
 0  0.3  0.6  0.9  1.2  1.5  1.8
D
ou
bl
e 
oc
cu
pa
nc
y
U (eV)
FIG. 3. 〈S〉 as a function of the interaction strength for
both Y-227 and Eu-227. The results are obtained within
CDMFT. The solid lines identifies the evolution of the
ground state while the dashed lines identifies the evolu-
tion of the metastable phases. The open symbols repre-
sent the antiferromagnetic phases which are obtained by
decreasing U . The filled symbols represent the paramag-
netic phases which are obtained by increasing U . The inset
of this figure shows the U -dependent behavior of the dou-
ble occupancy for the ground state, which is computed as
1
U
1
β
∑
n
∑
k
1
Nc
Tr 1
2
Σ(iωn)G(k, iωn). We will leave the dis-
cussion of the material dependence to the next section.
culated the expectation value of the spin operator on
each site, 〈~S〉. The magnetic order is found to be
of the AIAO type. We present in Fig. 3 the evolu-
tion with interaction strength of the size of the moment√〈Sx〉2 + 〈Sy〉2 + 〈Sz〉2. The magnetic moment values
saturate at large U . The saturation value is less than
the classical limit
√
1
2 (
1
2 + 1), reflecting quantum fluctu-
ations in the pyrchlore lattice, which are captured by the
CDMFT methodology.
We see that the paramagnetic metal to antiferromag-
netic metal transition is associated with a large jump in
moment size. We therefore identify this transition as first
order, consistent with the wide hysteresis region where
both paramagnetic and antiferromagnetic solutions may
be stabilized. The order of the Weyl metal to trivial in-
sulator transition is less clear. The E(U) curve shown in
Fig. 2 indicates in slope of the energy vs U curve, sug-
gesting a first order transition, but gaps and moments
seem to vary rapidly, but continuously, suggesting a sec-
ond order transition. Whether the transition is second
order or weakly first order remains to be determined.
In Fig. 4 we present the DFT+CDMFT electron spec-
tral function (imaginary part of lattice Green function)
for values of interaction strength in the paramagnetic
metal (a), antiferromagnetic metal (b) and antiferromag-
netic insulator (c) phases. Panel (a) shows that the
metastable paramagnetic metallic phase is a renormal-
ized metal. The circle in panel (b) highlights the band
crossing that produces Weyl cones. The presence of this
5FIG. 4. Spectral function for Y-227 in (a) paramagnetic
metallic phase (b) antiferromagnetic metallic phase and (c)
antiferromagnetic insulating phase. The dashed circle of panel
(b) highlights the region where the Weyl crossing occurs. The
zero of energy is the chemical potential.
crossing leads to metallic pockets at the fermi level. The
metal-insulator transition occurring as U is further in-
creased is driven by the combination of a transition out
of the Weyl phase (annihilation of pairs of Weyl points),
so the degeneracy at the Weyl point is lifted and a band
gap is opened, and by a lifting of the bands at Γ point,
as shown in Fig. 4 (c). The details of the behavior of the
Weyl points are complicated, especially near the large-U
end point of the antiferromagnetic metallic phase, and
will be discussed in a separate paper.
IV. DEPENDENCE OF PROPERTIES ON RARE
EARTH ION
Varying R across the lanthanide rare earth series drives
a significant change in properties of the pyrochlore iri-
dates. Pr2Ir2O7 is metallic down to lowest temperature
[2] and the materials become progressively more insulat-
ing as Pr is replaced by Sm, Eu, Y and Lu [8–15, 45]
(While Y is not a lanthanide rare earth the Y com-
pound fits naturally in this progression). The change
in behavior is manifest both as an R dependence of the
magnetic transition temperature and as a progressive in-
crease in the magnitude of the high temperature (param-
agnetic phase) resistivity (except the Dy compound is re-
ported to be more resistive than the Ho compound [10]).
The DFT+single-site DMFT methodology was found by
Zhang, Haule and Vanderbilt [28] to account quantita-
tively for the variation with R of the magnetic transition
temperature. For the materials studied the variation was
traced to a change in bandwidth which was reflected in
changes in the hybridization function and for the inter-
action strength used by Zhang et al at which the param-
agnetic phases were stated to be metals.
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FIG. 5. Gap size as a function of the interaction strength ob-
tained within paramagnetic sDMFT. For all compounds, the
filled symbols represent the metallic phase which is obtained
by increasing U while the open symbols represent the insulat-
ing phase which is obtained by decreasing U . The solid lines
identify the evolution of the ground state while the dashed
lines represent the metastable phases.
While all experimental papers report similar trends,
the details of the reported resistivities vary, perhaps
in part because the properties are very sensitive to
the stoichiometry. The consensus is that the Y com-
pound is a paramagnetic insulator, with high temper-
ature resistivity that is large and increases as T is de-
creased, while the high temperature behaviors of the
Eu compound are inconsistent. We fit the reported [8–
10, 12, 13, 17, 22, 46, 47] resistivities to ρ(T ) = ρ0e
Eg/T .
For Eu-227, the analysis let to estimated gap values
Eg = 0 ∼ 26meV; for Y, Eg = 13 ∼ 64meV. Optical
data [15] show a hard gap of 0.2eV (Eu-227) and 0.4eV
(Y-227) at low temperatures, and somewhat smaller and
rather broadened gaps in the same materials at room
temperature. On the other hand, the high temperature
resistivity reported for Y-227 is about tenfold higher than
Eu-227 [8, 15].
We first use the single-site dynamical mean-field
method to study the U -dependence of the spectral gap
of Lu-227, Y-227 and Eu-227. We constrain the calcu-
lation to the paramagnetic phase. Results are shown in
Fig. 5. We see an insulating (non-zero-gap) phase at
larger U and a metallic (zero gap) phase at smaller U .
As is typically found in the single-site dynamical mean-
field method there is a wide coexistence regime where
both insulating and metallic phases are locally stable.
As is also typical, computations of the energy show that
the metallic phase has the lower energy over essentially
all of the coexistence region (some uncertainty remains
as to the relative energies of the two phases for U close
to the upper boundary of the coexistence region, where
the energy difference is comparable with the fitting error
resulted from finite number of bath orbitals). The mini-
mum gap magnitude ∼ 0.7eV of the globally stable para-
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FIG. 6. Gap size as a function of the interaction strength ob-
tained within (a) magnetic CDMFT (6 bath orbitals) and (b)
paramagnetic CDMFT (8 bath orbitals). Convergence diffi-
culties related to the finite bath size prevent us determining
the gap size in the vicinity of the metal-insulator transition;
the critical U is estimated using a linear extrapolation (dot-
ted lines). The two panels share the same ordinate. In panel
(a), the insulating phase is shown by open symbols; in panel
(b), the filled symbols represent the metallic phase which is
obtained by increasing U while the open symbols represent
the insulating phase which is obtained by decreasing U . The
solid lines identify the ground state while the dashed lines
represent metastable phases.
magnetic insulating state is much larger than any gap
estimated from transport or optical [15] data. Within
the single-site DMFT methodology, obtaining a globally
stable small-gap solution requires antiferromagnetic or-
der and the consequence is that when the order is melted
metallic behavior would occur (see e.g. Ref. [28]). The
moderate gap paramagnetic insulator phase observed in
some pyrochlore iridates is therefore beyond the scope of
the single-site DMFT method. However, it is important
to stress that the DFT+single-site DMFT methodology
successfully explains important aspects of the material
dependence, as previously shown by Zhang et al [28]. In
particular, at any U value, Lu-227 exhibits a noticeably
larger gap compared with Y-227 or Eu-227, consistent
with experiments. Interestingly, however, the calculated
gaps for Y-227 and Eu-227 are almost identical, in con-
strast to the obvious material dependence evidence in the
paramagnetic phase resistivity.
We now turn to the CMDFT calculations, shown in
Fig. 6. Panel (b) shows CDMFT calculations restricted
to the paramagnetic phase. As in the single-site approx-
imation we find a small U metallic phase and a larger
U insulating phase, with an intermediate U coexistence
region and we find that the Lu material has a notice-
ably larger gap than the Y and Eu materials. In con-
trast to the single-site approximation it is the insulat-
ing state which is stable over the entire coexistence re-
gion, thus the CDMFT critical U for the paramagnetic
metal-paramagnetic insulator transition is about 60% of
the single-site DMFT critical U . A similar behavior and
similar contrast in critical U was observed in studies of
the two dimensional Hubbard model [48, 49]. We have
not determined whether the paramagnetic metal to para-
magnetic insulator transition is second order or weakly
first order, but solutions with a very small gap can be
sustained. These calculations suggest that intersite cor-
relations are essential in describing the physics of the
pyrochlore iridates.
Panel (b) of Fig. 6 shows that even the paramagnetic
phase CDMFT calculations predict essentially no differ-
ence between the Y and Eu materials. However, panel
(a) of Fig. 6 shows that a moderate material difference
does appear if the antiferromagnetic phase is considered
(a material dependence occurs also in the antiferromag-
netic phase single-site DMFT calculations, but these cal-
culations are much more difficult to stabilize). The ratio
of gap sizes is of course largest near the end point of the
insulating phase. The difference, although notable, is
rather less than the factor of two reported by Ueda et al
in a recent optical study [15]. By a direct comparison to
the optical gaps, we estimate a correlation strength (U)
of 1.3eV in Y-227 and 1.2eV in Eu-227. Fig. 3 shows
the material dependence of the magnetization; again the
difference is largest in the range U ∼ 0.9−1.1eV near the
metal-insulator transition point. The nearly 10% relative
difference in 〈S〉 for U in this range is consistent with the
µSR measurement [23], in which the local magnetic field
was reported to be ∼ 10% smaller in Eu-227 than in Y-
227. Interestingly, the double occupancy shown in the
inset of Fig. 3 is the same for both materials, indicat-
ing that the effective correlation strength is the same.
Thus we conclude that in the calculation the difference
between the Y and Eu materials arises from an intersite
effect related to magnetic ordering (or correlations) and
is not directly related to bandwidth or effective correla-
tion strength.
As the first step towards understanding the origin of
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FIG. 7. Total density of states in Jeff = 1/2 manifold obtained
within paramagnetic DFT+U+SO calculations for Lu-227, Y-
227 and Eu-227. The dashed line denotes the fermi energy.
7the material differences, we present in Fig. 7 the to-
tal density of states in the paramagnetic state for Lu-
227, Y-227 and Eu-227, in an energy window near the
fermi level where the states arise from Ir Jeff = 1/2 or-
bitals with some admixture of O p orbitals, by means of
DFT+U+SO. We see that Lu-227 has a narrower band-
width than Y-227 or Eu-227 so that the ratio of correla-
tion strength to bandwidth is larger in the Lu material
than in the Y or Eu materials. We conclude, in agree-
ment with Zhang et al [28], that the more insulating be-
havior of Lu-227 can be understood as a bandwidth effect
that is captured by the single-site DMFT approximation.
However, we see that the density of states of Y-227 and
Eu-227 are very similar, except for a shift of the peak at
E ∼ −0.15eV, supporting the hypothesis that the Y-Eu
material difference does not arise directly from a differ-
ence in the ratio of bandwidth to correlation strength.
Further insight is obtained from the bare hybridization
function ∆0. This is the crucial input to the single-site
and cluster dynamical mean-field calculations. It is de-
fined in terms of the bare local Green function G0loc de-
fined as the matrix-elements of the band theory Green
function Gband = [(ω + µ)1−HKohn−Sham]−1 onto the
maximially localized Wannier functions associated with
the two Jeff = 1/2 states of single Ir site (sDMFT) or the
8 states associated with a tetrahedron (CDMFT). Then
∆0(ω) = (ω + µ)1− (G0loc(ω))−1 (2)
In the single-site DMFT approximation ∆0 is a 2× 2
matrix; in the paramagnetic state time reversal invari-
ance ensures that it is proportional to the unit matrix,
so is described by one function of frequency, whose imag-
inary part is shown in Fig. 8(a) for the Y and Eu materi-
als. We see that the single-site DMFT bare hybridization
functions for the two compounds are essentially identical,
explaining why the single-site DMFT approximation pre-
dicts the same properties for the two compounds.
We now turn to the CDMFT case, where ∆0 is an
8 × 8 matrix. It is useful to decompose this matrix into
irreducible representations of the double group describing
the point symmetries of the pyrochlore iridate structure
(which is a 4-site Ir tetrahedron in our impurity model)
in the paramagnetic phase. In the notation of Ref. [50],
the relevant representations are Γ6 and Γ7 (doublet) and
Γ8 (quartet) and we have
∆0(ω) =
∑
a=Γ6,7,8
∆0a(ω)
∑
λa
∣∣ψaλa〉 〈ψaλa ∣∣ (3)
Fig. 9 shows the imaginary part of the projections of the
hybridization function onto the three irreducible repre-
sentations. We see that the significant material difference
appears primarily in the Γ7 representation.
The small material-dependence of the bare hybridiza-
tion function is amplified by the many-body physics,
leading to the material dependence found in the calcu-
lations. This may be seen in results for the interaction
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FIG. 8. On-site (panel (a)) and intersite (panel (b)) contribu-
tions to the imaginary part of the bare hybridization function
∆(ω) (defined in the main text). The two panels share the
same ordinate. The inset of panel (b) shows an expanded
view of the range −0.3 . ω . 0 highlighting the shift of the
peak.
hybridization function, defined by using the full interact-
ing DFT+DMFT Green function in Eq. (2). In Fig. 10,
we plot the absolute value of the magnitude difference
between Y-227 and Eu-227 in the hybridization func-
tion at the lowest Matsubara frequency ω0 for every ma-
trix element in the case of antiferromagnetic state and
paramagnetic state respectively. The time-reversal sym-
metry breaking associated with the antiferromagnetic
state changes the structure of the hybridization function,
among other things leading to mixing between the Γ6 and
Γ7. This mixing, as well as a change in the structure of
the diagonal elements of the Γ8 representation, exhibits
particularly strong material dependence.
V. CONCLUSION
This work presents density functional plus dynami-
cal mean-field calculations of pyrochlore iridates based
on a representation in which the important interactions
occurred between electrons in the frontier (Jeff = 1/2)
orbitals. The downfolding to the Jeff = 1/2 manifold
is an approximation in this work, which is justified by
the gap separating the Jeff = 1/2 and Jeff = 3/2 mani-
folds. Nevertheless, the investigation of the effects of the
Jeff = 3/2 manifold [27, 28] is an important issue for fu-
ture research. Important features of our work are the in-
corporation of spin-orbit coupling and the use of cluster
dynamical mean-field methods. An important param-
eter in the dynamical mean-field calculations is the ef-
fective interaction U amongst electrons in the correlated
orbitals. Its value is strongly affected by screening and
by the choice of correlated orbitals; at present it should
be determined phenomenologically. We investigated the
qualitative behavior as U is varied. As U is increased
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FIG. 9. Projection of the bare hybridization function ∆(ω)
onto the irreducible representations Γ6, Γ7 and Γ8 of the tetra-
hedral point group. The three panels share the same horizon-
tal axis. Panel (b) shows that the material-dependent peak
appears only in the Γ7 representation.
from zero our cluster dynamical mean-field calculations
reveal a first-order magnetic transition from a paramag-
netic metal to antiferromagnetic metal with AIAO order
and Weyl nodes followed by a transition to a topologi-
cally trivial insulator with AIAO order. The prediction
of the first-order nature of magnetic transition could be
tested by measurements of the pressure dependence of the
staggered magnetization or of the ordered moment. This
sequence of phases was previously reported in Hartree-
Fock [5, 6] calculations. DFT+U calculations [4] found
these phases and also suggested the possibility of an ax-
ion insulator phase, which was found in model system
CDMFT [7] calculations, but not here. Ref. [4] also ex-
plained the association between the metal-insulator tran-
sition and the change in topology. Calculations based on
the single-site DMFT approximation [27, 28] reported a
direct transition from paramagnetic metal to topologi-
cally trivial antiferromagnetic insulator, with the Weyl
metal phase being absent.
We considered mapping the calculated results onto ex-
periment in two ways. First, we consider the magnitude
of the antiferromagnetic and paramagnetic phase gaps,
as determined from the resistivity and optics. We found
that the single-site dynamical mean-field theory could
not account for the small (but non-vanishing) gaps in-
ferred from paramagnetic phase resistivity measurements
(a) AF
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 Γ7 
 Γ8 
 Γ6  Γ7  Γ8 
(b) PM
 Γ6 
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FIG. 10. Material difference of the hybridization function for
Y-227 and Eu-227 in the case of U=1.1eV and ω0=0.001eV in
(a) antiferromagnetic state and (b) paramagnetic state. The
color for a given matrix element in a given solution is defined
as ||∆Yij(iω0)| − |∆Euij (iω0)||.
on many pyrochlore iridates, whereas the cluster dynam-
ical mean-field calculations could. These considerations
suggest that the materials are reasonably well described
by DFT+CDMFT calculations with a frontier-orbital
U ≈ 1eV. An unresolved difficulty with this point of view
is that there is little experimental support for the rela-
tively wide Weyl metal regime predicted by our CDMFT
results. Instead, experiment seems to favor a picture
more similar to the single-site phase diagram [27, 28],
with a direct transition from paramagnetic metal to topo-
logically trivial insulator, although a few experiments re-
port indications of Weyl semimetal phases [15, 25]. Fur-
ther experimental study of this issue would be desirable.
We also investigated the dependence of material prop-
erties on the choice of rare earth ion or Y. Some aspects of
the behavior are consistent with the conventional under-
standing developed in the context of the ABO3 perovskite
family of materials. The strongly insulating behavior of
Lu2Ir2O7 is found to be associated with a narrower band-
width arising from the octahedral distortion driven by
the smaller size of the Lu and is well described by both
the single-site and cluster DMFT calculations. However,
the pronounced difference in properties between Y2Ir2O7
and Eu2Ir2O7 seems not to be related to a bandwidth ef-
fect. Indeed, the paramagnetic-phase single-site DMFT
approximation predicts almost identical gaps for the ma-
terials, because the bare hybridization functions are al-
most identical, and it is only when antiferromagnetism
is considered that a significant material difference ap-
pears. The noticeable differences in paramagnetic phase
resistivities of the Y and Eu materials then suggests that
antiferromagnetic fluctuations play an important role in
determining the physical properties in the paramagnetic
phase. This idea is further supported by optical data
indicating that raising the temperature above the Ne´el
temperature leads to a large broadening of the gap but
9only a modest decrease. A wide fluctuation regime is ex-
pected in low dimensional materials, but is remarkable
in three dimensional materials such as the pyrochlore iri-
dates.
The results have interesting implications for the dy-
namical mean-field method. One basic implication is that
the single-site approximation may not be entirely ade-
quate to describe the paramagnetic phase physics of the
pyrochlore iridates. Cluster DMFT calculations include
intersite correlations and procude the requisite small gaps
and may therefore provide a more natural description
of the physics. Material differences appear in terms of
the bare hybridization function associated with intersite
correlations. However, our paramagnetic-phase CDMFT
calculations, while producing the requisite small gap, still
underestimate the Y-Eu material difference. We believe
that this failure is a limitation of the exact diagonaliza-
tion method that we have used to solve the dynamical
mean-field equations. In the implementation used here,
ED is a ground state method. Since in the relevant pa-
rameter range the actual ground state is antiferromag-
netic, an averaging procedure must be employed to force
the hybridization function to have the symmetries re-
quired in the paramagnetic state. We believe that this
suppresses the magnetic fluctuations. A continuous time
quantum Monte Carlo calculation that can explicitly ad-
dress the high-T phase would be worth performing. How-
ever, even at T=0, the factor of two difference in reported
gap values could only be explained via a 10% change of
U .
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APPENDIX: DEPENDENCE ON THE NUMBER
OF BATH ORBITALS
In this appendix, we discuss the dependence of the
spectral gap on the number of bath orbitals (Nb) within
CDMFT calculations. Unless there is infinite number of
bath orbitals, how well the fitting of the Gaussian Weiss
field is depends on Nb, and therefore the results exhibits
a dependence on Nb and will converge when Nb is large
enough. In our 4-site cluster calculations, there is an up-
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FIG. 11. Gap size as a function of the interaction strength
with (a) Nb = 6 and (b) Nb = 8. The two panels share the
same ordinate.
per limit for Nb (Nb 6 8), therefore, the convergence of
Nb is not able to be verified. However, we can get some
trends from the comparison of the spectral gap obtain
with Nb = 6 and Nb = 8, even though Nb = 6 is not
considered that good given that there are 4 correlated
orbitals in our calculations. As presented by Fig. 11,
for a given compound, the spectral gap reduces as Nb
increases and the error due to Nb also reduces as U in-
creases. Furthermore, it turns out that the material dif-
ference obtained with Nb = 8 is slightly larger than that
with Nb = 6 for any U , especially near the transition.
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