Abstract. In this paper, we study the existence of radial and nonradial solutions to the scalar field equations with fractional operators. For radial solutions, we prove the existence of infinitely many solutions under N ≥ 2. We also show the existence of least energy solution (with the Pohozaev identity) and its mountain pass characterization. For nonradial solutions, we prove the existence of at least one nonradial solution under N ≥ 4 and infinitely many nonradial solutions under either N = 4 or N ≥ 6. We treat both of the zero mass and the positive mass cases.
Introduction
In this paper, we discuss the existence of radial and nonradial solutions of (1.1) (−∆)
and (1.2) (−∆ + a)
Here N ≥ 2, 0 < s < 1 and a ≥ 0, and the fractional operators are defined by
For (1.1), we deal with the zero mass case, namely, we impose the conditions (f0)-(f3) below on the nonlinearity f (t). On the other hand, for (1.2), we consider the positive mass case, that is, the nonlinearity f (t) satisfying (F0)-(F3). Next, we give some remarks about the fractional operators and the function spaces. First, for Schwartz functions u and v, we may check that (see Di Nezza, Palatucci and Valdinoci [14] , for instance) (−∆) s u(x) = C N,s P.V. ,
Remark that due to Sobolev's inequality, D s (R N ) and H s (R N ) are Hilbert spaces and C ∞ 0 (R N ) is dense in D s (R N ) and H s (R N ).
Let us introduce the conditions for f (t) in (1.1) and (1.2). For (1.1), we deal with the zero mass case and suppose (f0) f ∈ C(R) and f (−t) = −f (t) for t ∈ R. (f3) There exists a ζ 1 > 0 such that F (ζ 1 ) > 0 where F (t) := t 0 f (τ )dτ . A simple example satisfying (f0)-(f3) is f (t) = −|t| p−1 t + k i=1 a i |t| p i −1 t + |t| q−1 t where 0 < p < p 1 < p 2 < · · · < p k < q < 2 * s − 1 and a i ∈ R (1 ≤ i ≤ k). For (1.2), assume (F0) f ∈ C(R) and f (−t) = −f (t) for t ∈ R.
−∞ ≤ lim sup t→∞ f (t) |t| 2 * s −2 t ≤ 0.
(F3) There exists a ζ 0 > 0 such that F (ζ 0 ) − a s 2 ζ 2 0 > 0. An example satisfying (F0)-(F3) is f (t) = −t + k i=1 a i |t| p i −1 t + |t| q−1 where 1 < p 1 < p 2 < · · · < p k < q < 2 * s − 1 and a i ∈ R (1 ≤ i ≤ k). Before proceeding, we give one remark about the notion of solutions of (1.1) and (1.2). Formally, (1.1) is variational, namely, a critical point of
corresponds to solutions of (1.1). However, (f0)-(f3) do not ensure that F (u), f (u)v ∈ L 1 (R N ) for every u, v ∈ D s (R N ), hence, the case I 0 ∈ C 1 (D s (R N ), R) may occur. Therefore, in this paper, solutions of (1.1) mean weak solutions, that is, u ∈ D s (R N ) satisfying
A similar argument is applied to solutions of (1.2) since (F0)-(F3) may not imply I a ∈ C 1 (H s (R N ), R) where
Thus, we look for weak solutions of (1.2), namely, u ∈ H s (R N ) satisfying u, ϕ s,a = R N f (u)ϕdx for each ϕ ∈ C ∞ 0 (R N ).
Next, we mention known results related to (1.1) and (1.2). For (1.1), we first refer to [10, 12, 35, 36] . In these papers, (1.1) with s = 1 is studied and it is shown that under (f0)-(f3) with s = 1 and N ≥ 3, (1.1) has infinitely many radial solutions. For the existence of nonradial solutions with s = 1, recently, Mederski [30] proved the existence of at least one nonradial solution when N ≥ 4 and infinitely many solutions when either N = 4 or else N ≥ 6. For the case 0 < s < 1, Ambrosio [2, 3] showed the existence of at least one radial solution by assuming N ≥ 2 and some additional conditions on f (t) to (f0)-(f3).
On the other hand, for (1.2) , in the case s = 1, the existence of least energy solution and infinitely many radial solutions were proved in [9] [10] [11] 34] under (F0)-(F3) with s = 1. See also [19, 25] . For the nonradial solutions, we first mention the result by Bartsch and Willem [8] in which they proved the existence of infinitely many nonradial solutions under N = 4 or N ≥ 6. Recently, Mederski [29] generalized [8] and showed the existence of at least one nonradial solution for N ≥ 4 and infinitely many solutions for N = 4 or N ≥ 6. The same result to [29] was also proved in Jeanjean and Lu [25] via the monotonicity trick with the symmetric mountain pass theorem. For 0 < s < 1, when a = 0 and a > 0, the existence of infinitely many radial solutions were proved in [2, 21, 22] . We also refer to the earlier results [13, 16, 17, 33, 37] and references therein.
Motivated by the above works, we aim to address the following questions in this paper:
• the existence of infinitely many radial solutions, least energy solution and nonradial solutions of (1.1). This is a fractional counterpart of [12, 30, 35, 36] and extends the result by [2, 3] .
• the existence of nonradial solutions for (1.2) . This question corresponds to [25, 29] .
We first establish the existence of infinitely many radial solutions of (1.1): Theorem 1.1. Under N ≥ 2 and (f0)-(f3), (1.1) has infinitely many radial solutions [12, 35, 36] . Under some additional conditions to (f0)-(f3), we may prove I 0 (u k ) → ∞ as k → ∞. See Remark 3.6.
Next, we turn to the existence of least energy solution of (1.1) and its characterization. To this aim, we strength (f1) and (f2) as follows:
is a solution of (1.1) with P 0 (v) = 0 where
The equality P 0 (u) = 0 corresponds to the Pohozaev identity.
(ii) (1.4) is obtained for (1.2) with a > 0 in Ikoma [21] and this is a fractional counterpart of Jeanjean and Tanaka [26] .
Finally, we discuss the existence of nonradial solutions to (1.1) and (1.2). To this aim, we follow the setting in [8, 25, 29] . Let N ≥ 4 and set
where 2 ≤ m 1 and 2 ≤ m 2 with either N − 2m 2 = 0 or else N − 2m 2 ≥ 2. Remark that in the latter case, we suppose N = 4 or N ≥ 6 in addition. Writing
, and due to the antisymmetry in (x 1 , x 2 ), we have
where (ii) Assume (f0)-(f3) and either N = 4 or N ≥ 6. Then (1.1) admits infinitely many nonradial
Remark 1.6. The equality P a (u) = 0 corresponds to the Pohozaev identity.
Here, we comment on the proofs of Theorems 1.1, 1.3 and 1.5. We prove Theorems 1.1, 1.3 and 1.5 relying on abstract results, which are essentially proved in Hirata and Tanaka [20] and based on the properties of scaled functions introduced in [19, 24] for the L 2 -constraint problem and the scalar field equations. One of the advantages of the abstract results is that we need not to construct an auxiliary functional used in [2, 19, 21, 25] . This auxiliary functional is exploited to ensure that the obtained sequence of critical values diverge, and its construction depends on the problems and the function spaces. However, the abstract result found in [20] allows us to avoid this construction and we may treat different equations (1.1) and (1.2) in the more unified way. In this paper, the setting in [20] is slightly extended and for this some modifications of the arguments are necessary. We believe that the result in this paper may be applied to other various operators, like the p-Laplacian. A similar abstract result covering L 2 -constraint problems is developed in Ikoma and Tanaka [23] . We remark that in [29] , Mederski also developed an abstract critical point theory and in [5] [6] [7] , Bartsch and Soave studied the L 2 -constraint problem together with the minimax method in Ghoussoub [18] . The approaches in [5] [6] [7] 29] are close and related to our abstract result since they used the scaling of functions and its properties. See also Bartsch and de Valeriola [4] .
We add some comments for the proofs of Theorems 1.1 and 1.5 (ii), and differences between Ambrosio [2] and our arguments. First, to the best of author's knowledge, it is not known whether or not the Pohozaev identity is satisfied by every solution of (1.1), in particular, for the case 0 < s < 1/2 and f ∈ C(R). Therefore, we may not apply the arguments in [12, 35, 36] directly. Second, since I 0 is not well-defined on D s (R N ) under (f0)-(f3), we need modifications of f (t). To overcome these difficulties, Ambrosio [2] required f (t) to be of class C 1,α . In addition, he approximated f (t) by functions in the positive mass case, namely satisfying (F0)-(F3), as in Berestycki and Lions [12] . Therefore, the function space H s is used for approximated problems in [2] and [12] . On the other hand, in this paper, we perform a different modification. Our modification allows us to work on D s (R N ) and is easy to compare critical values. This point is useful to find infinitely many solutions. We also mention the recently announced paper [30] . In [30] , a similar modification of f (t) to ours was used and Mederski worked on D 1 (R N ) and applied an abstract critical point theory in [29] to obtain infinitely many solutions.
Let us point out that our arguments work for the case s = 1. Therefore, the argument in this paper provides another proof for the results by [12, 25, 29, 30, 35, 36] . This paper is organized as follows. In section 2, we present and prove the abstract result inspired by [20] . Section 3 is devoted to the proofs of Theorem 1.1 and 1.3. Finally, in section 4, we prove Theorem 1.5.
Abstract Results
In this section, we state and prove an abstract result for proving Theorems 1.1, 1.3 and 1.5. The result is motivated and essentially proved in [20] . Here we generalize the result slightly from that in [20] , but the argument is similar to [20] .
Let X be a Banach space and I ∈ C 1 (X, R) be an even functional. Suppose that there is an action of R on X and write (θ, u) → T θ u : R × X → X for its action where
and L(X) stands for the set consisting of bounded linear transformations on X. We further assume the following for (T θ ) θ∈R :
A family (T θ ) θ∈R is strongly continuous, that is, for each u ∈ X, the map θ → T θ u : R → X is continuous.
Notice that by the uniform boundedness principle, (T1) and (T θ ) −1 = T −θ , it may be verified that for every m > 0
In particular, the map (θ, u) → T θ u : R × X → X is continuous. Next, put J(θ, u) := I(T θ u). Since we do not assume the smoothness of the action, we only have J ∈ C(R × X, R), but as the second assumption, we suppose
Typical examples satisfying (T1) and (T2) are given below. But we first notice that by
Hence, we get
Remark also that dJ(0, u) = 0 implies dI(u) = 0. Therefore, in what follows, we look for critical points (0, u) of J instead of those of I. Now we give examples which enjoy (T1) and (T2).
(i) Let O ⊂ O(N ) be a closed subgroup and
where f satisfies (F0)-(F3) with −∞ < lim inf |t|→∞ |t| 2−2 * s t −1 f (t). In this case, one easily sees that the map θ → T θ u : R → X is continuous for each u ∈ X and
Thus, (T1) and (T2) hold.
Let T θ , I and J be as in the above where f satisfies (f0)-(f3) with −∞ < lim inf |t|→0 |t| 2−2 * s t −1 f (t) and −∞ < lim inf |t|→∞ |t| 2−2 * s t −1 f (t). Then it may be checked that (T1) and (T2) hold.
Remark 2.1. In the above examples, the equality 0 = d θ J(0, u) is equivalent to the Pohozaev identity.
As in [20] , we introduce the following compact condition:
The functional I is said to satisfy (PSP) c if for every (u n ) ∞ n=1 ⊂ X with J(0, u n ) = I(u n ) → c and dJ(0, u n ) R×X * → 0, there exists a strongly convergent subsequence (u n k ) ∞ k=1 in X. Then our abstract results are the following Theorem 2.3. Let X be a Banach space, I ∈ C 1 (X, R), and (T1) and (T2) be satisfied. Assume also that there exist ρ 0 > 0 and w 0 ∈ X such that
Then there exists (u n ) ∞ n=1 ⊂ X such that I(u n ) → c mp and dJ(0, u n ) R×X * → 0 where
In addition, if (PSP) cmp holds, then there exists a u 0 ∈ X such that dJ(0, u 0 ) = 0 and I(u 0 ) = J(0, u 0 ) = c mp .
Next, we state a symmetric mountain pass version: Theorem 2.4. Let X be a Banach space and I ∈ C 1 (X, R) with I(−u) = I(u) for any u ∈ X. Suppose (T1) and (T2), and that I satisfies (PSP) c for each c > 0 as well as the symmetric mountain pass geometry:
Then there exist (u j ) ∞ j=1 so that dJ(0, u j ) = 0 and I(u j ) = J(0, u j ) = c j → ∞ as j → ∞ where c j is defined in (2.27) below.
Before proving Theorems 2.3 and 2.4, we first prepare a deformation lemma introduced in [20] .
2.1. Deformation Lemma. Let X be a Banach space, and (T θ ) θ∈R and I ∈ C 1 (X, R) satisfy (T1) and (T2). The aim of this subsection is to prove Lemma 2.5. For c > 0, define
Suppose that I satisfies (PSP) c and let O ⊂ X be any neighborhood of
To prove Lemma 2.5, as in [20] , we exploit the functional J(θ, u) and first prove a deformation lemma for J. For this purpose, we need some preparations.
Let us write
Next, we define the second metric d 0 by
where B d r (θ, u) denotes a ball centered at (θ, u) with radius r > 0 in a metric d. In particular,
From (2.7) and (2.8), it follows that (θ n ) n is a Cauchy sequence in R. Hence, there exists a θ ∞ ∈ R such that max
Thus, (max 0≤s≤1 |σ n,m,θ (s)|) n,m is bounded and θ n → θ ∞ . By (2.1), for some c > 0, we obtain (2.9)
This implies that (u n ) n is a Cauchy sequence in (X, · X ) and u n − u ∞ X → 0 for some u ∞ ∈ X. Now by the straight line joining (θ n , u n ) and (θ ∞ , u ∞ ) and (2.1), we may find a C > 0 such that
By (2.7), we obtain
Notice that from a similar argument to (2.9), we may find a c m,R > 0 so that
On the other hand, let (θ,
Joining (θ, u) and (θ 1 , u 1 ) by the straight line, we find that
Hence, (2.4) holds.
(iii) (2.5) follows from the fact
(iv) Joining (0, u) and (0, v) by the straight line, we see that (2.6) holds.
Remark 2.7. As a consequence of Proposition 2.6 (ii), both of the continuity and the local Lipschitz continuity for maps are equivalent in d 0 and d R×X .
Next, for F ∈ (R × X) * and (θ, u) ∈ R × X, define · (θ,u), * by
In what follows, we shall use · (θ,u), * for dJ(θ, u). By noting J(θ, u) = I(T θ u) = J(0, T θ u) and
Furthermore, it is not difficult to check that for c ∈ R and δ > 0, (2.12)
For c, δ, ρ > 0, set
Notice that (2.10) shows that for every θ, θ 1 ∈ R,
Proposition 2.8. Assume that (PSP) c holds.
2) and (2.11). Thus, (PSP) c asserts that (v n ) n has a strongly convergent subsequence in X and its limit belongs to K c . If there exist ε 0 > 0 and a subsequence (θ n k , u n k ) such that d 0 ((θ n k , u n k ), K c ) ≥ ε 0 , as in the above, subtracting a subsequence further if necessary (we still write (n k )), we find that T θn k u n k → v 0 strongly in X where v 0 ∈ K c . Now from (2.5), (2.6), v 0 ∈ K c and (2.13), it follows that
Finally, if K c = ∅, then the above fact implies that there is no Palais-Smale sequence of J at level c. Therefore, (2.14) holds.
(ii) Fix ρ > 0. We first remark K c,δ 1 ,ρ/3 ⊂ K c,δ 2 ,ρ/3 for any δ 1 < δ 2 . Hence, either there exists a δ ρ > 0 such that K c,δ,ρ/3 = ∅ for every δ ∈ (0, δ ρ ), or else K c,δ,ρ/3 = ∅ for each δ > 0. Thus, it suffices to show (2.15) when K c,δ,ρ/3 = ∅ for any δ > 0. We argue indirectly and suppose that there exists (θ n , u n ) ∈ K c,n −1 ,ρ/3 such that dJ(θ n , u n ) (θn,un), * ≤ n −1 → 0. By (i) and (θ n , u n ) ∈ K c,n −1 ,ρ/3 , we obtain a contradiction: 0 < ρ/3 ≤ d 0 ((θ n , u n ), K c ) → 0. Hence, (2.15) holds. Now we state a deformation lemma for J(θ, u) under (PSP) c . Lemma 2.9. For ρ > 0, put
and suppose that (PSP) c holds. Then for eachε, ρ > 0 there exist ε ∈ (0,ε) and [32] and noting Proposition 2.6, Remark 2.7 and the continuity of (θ, u) → T θ u, we may find a locally Lipschitz continuous vector field
, we may also assume that W satisfies
where
In fact, replace W by the following:
In addition, using a similar argument to the above, we may also find a locally Lipschitz function
and if I is even, then we also have w(θ, −u) = w(θ, u). Firstly, we treat the case K c = ∅. Let δ ρ > 0 be a number appearing in Proposition 2.8 (ii). Remark that K c,δρ,ρ/3 ⊂ M if K c,δρ,ρ/3 = ∅ and that by shrinkingε > 0 if necessary, we may assume (2.18)ε < δ ρ .
Next, we may choose a locally Lipschitz continuous function
provided I is even, we set
Then it is easily seen that ψ i are locally Lipschitz on R × X and
Next, we pick up a ψ ∈ C 1 (R, R) so that 0 ≤ ψ(t) ≤ 1 on R and (2.20)
We consider the following ODE:
By Proposition 2.8 (ii), (2.17), (2.18) and (2.20), we see that the right hand side of (2.21) is well-defined, bounded and locally Lipschitz on R × X, hence, (2.21) is uniquely solvable for every (θ, u) ∈ R × X and η ∈ C(R × R × X, R × X). By the choices of ϕ, ψ, w and W , properties (i)-(iv) are easily checked. Therefore, we will only prove (v) for some ε ∈ (0,ε). We first fix ε so that
We divide the argument into two cases:
(
In Case (I), it follows from (2.22) and (2.23) that η(t) = η(t, θ, u) ∈ K c,δρ,ρ/3 and dJ( η(t)) η(t), * ≥ δ ρ for every t ∈ [0, 1]. Therefore, by w(θ, u) ≤ 2 J(θ, u) (θ,u), * due to (2.17) and (2.16), we get
and by (2.22) , one has 
Since d η(t)/dt η(t) ≤ 3/2 and it follows from (2.20), (2.22), (2.23) and (2.24) that
we obtain
This is a contradiction. From the above argument, we infer that
, then by (iv), one sees (θ, u) ∈ K c,δρ,ρ/3 . As in the above, we may see that Case (I) does not occur and η([0, 1], (θ, u)) ∩ N 2ρ/3 ( K c ) = ∅. Thus, (2.24) holds, however, again we get a contradiction J( η(1)) < c − ε. Hence, η(1,
. Therefore, Lemma 2.9 holds when K c = ∅.
Secondly, we deal with the case K c = ∅, and let δ 0 > 0 be a number in Proposition 2.8 (i) andε > 0 satisfy 0 <ε < δ 0 . Then instead of (2.21), we shall consider
Select an ε > 0 so that ε < min{ε/2, δ 0 /4}. Since it is easy to check (i)-(iv), we shall prove η(1, 
Hence, we get a contradiction:
Thus, (v) holds and we complete the proof.
Remark 2.10. By the proof of Lemma 2.9, if 0 < inf{ dJ(θ, u) (θ,u), * | |J(θ, u) − c| <ε} for someε > 0, then K c = ∅ and the assertions in Lemma 2.9 still hold.
To prove the deformation lemma for I from η, we define
Note that J(θ, u) = I(π(θ, u)).
Lemma 2.11. For every ρ ∈ (0, 1) there exists an R(ρ) > 0 such that
Proof. Let ρ ∈ (0, 1) and (θ, u) ∈ N ρ ( K c ). By (2.5) and (2.13), remark that
Writing σ(τ ) = (σ θ (τ ), σ u (τ )), we observe from σ θ (0) = 0 that
Next, by (2.1), there exists a c 1 > 0 such that
Therefore, from π(θ, u) = T θ u and T σ θ (1) σ u (1) ∈ K c , it follows that
On the other hand, if u ∈ X \ N R(ρ) (K c ) and 
thanks to Lemma 2.11. Thus, Lemma 2.9 gives
In a similar way, Lemma 2.9 yields η(1, i(
and we complete the proof.
Remark 2.12. By (2.12) and Remark 2.10, if 0 < inf{ dJ(0, u) (R×X) * | |J(0, u) − c| <ε} for somē ε > 0, then the assertions of Lemma 2.5 hold.
Proof of Theorems 2.3 and 2.4. We first treat Theorem 2.3:
Proof of Theorem 2.3. Notice that under the assumption of Theorem 2.3, c mp is well-defined and c mp > 0 holds. In addition, the existence of (u n ) in Theorem 2.3 is equivalent to
for each n ≥ 1. Thus, by Remark 2.12 and the standard argument (see Rabinowitz [31] , for instance), we have (2.26) and the existence of (u n ) follows. In addition, if I satisfies (PSP) cmp , then we may find a u 0 ∈ X such that dI(u 0 ) = 0 with d θ J(0, u 0 ) = 0. Therefore, Theorem 2.3 holds.
Next, we shall prove Theorem 2.4.
Proof of Theorem 2.4. We first define the minimax values:
(2.27) , noting that γ −1 (B ρ 0 (0)) ∩ S j−1 = ∅ for any γ ∈ Γ j due to γ j (S j−1 ) ∩ B ρ 0 (0) = ∅ and γ = γ j on S j−1 , we may prove that
• If ψ ∈ C(X, X) is odd and satisfies ψ(u) = u provided u ∈ [I ≤ 0], then ψ • γ ∈ Γ j for any γ ∈ Γ j , hence, ψ(A) ∈ Λ j for each A ∈ Λ j . • For every A ∈ Λ j and closed set Z ⊂ X \ {0} with −Z = Z and g(Z) ≤ s < j, we have
Next, we claim that K c j = ∅ and K d j = ∅. Indeed, if K d j = ∅, then we apply Lemma 2.5 with c = d j . Letε ∈ (0, d j /2), η and ε ∈ (0,ε) appear in Lemma 2.5. Choose A ∈ Λ j so that max u∈A I(u) ≤ d j + ε. By the properties of η, we see η(1, A) ∈ Λ j and max u∈η(1,A) I(u) ≤ d j − ε, which is a contradiction. Hence, K d j = ∅. In a similar way, we can prove K c j = ∅.
Since dJ(0, u) = 0 and I(u) = c j ≥ d j for u ∈ K c j , it suffices to show that d j → ∞ as j → ∞. 
This completes the proof of Theorem 2.4.
Proof of Theorems 1.1 and 1.3
In this section, using Theorems 2.3 and 2.4, we prove Theorems 1.1 and 1.3. We first deal with Theorem 1.1. In order to apply Theorem 2.4, we modify the nonlinearity f (t). As the first step, we prove Lemma 3.1. Suppose that f satisfies (f0), (f1) and (f3). Assume also that there exists a ζ 2 > ζ 1 such that f (t) = 0 for each t ≥ ζ 2 . Then u L ∞ (R N ) ≤ ζ 2 holds for every solution u of (1.1).
Proof. Consider v 0 (x) := max{u(x), ζ 2 } − ζ 2 = (u(x) − ζ 2 ) + where a + := max{0, a} and let ϕ 1 ∈ C ∞ 0 (R N ) be a cut off function with 0 ≤ ϕ 1 (x) ≤ 1, ϕ 1 (x) = 0 if |x| ≥ 2 and ϕ 1 (x) = 1 if |x| ≤ 1. Set also ϕ R (x) := ϕ 1 (x/R) for R ≥ 1. Then we can check that v 0 ∈ D s (R N ) and
Since u is a solution of (1.1) and ϕ R v 0 can be approximated by functions in C ∞ 0 (R N ) and f (u) ∈ L ∞ (R) due to the assumption, we have
By the definition of v 0 and the assumption on f , we observe that
which implies v 0 ≡ 0 and u(x) ≤ ζ 2 .
In a similar way, we may prove −ζ 2 ≤ u(x) and Lemma 3.1 holds.
By Lemma 3.1, without loss of generality, we may assume the following condition instead of (f2):
In fact, if
then (f2) and (3.2) imply (f2'). On the other hand, if there exists a ζ 2 > ζ 1 such that f (ζ 2 ) = 0, then set
and extend f as an odd function on R. Remark that f satisfies (f2') and instead of (1.1), we consider
By Lemma 3.1, any solution w of (3.3) also satisfies (1.1) and I 0 (w) = I 0 (w) where
Therefore, instead of f , we may use f to obtain the desired solutions of (1.1).
In what follows, we assume that (f0), (f1), (f2') and (f3) hold. By (f3), we have the following two cases:
(I) There exists a ξ 0 ∈ (0, ζ 1 ) such that f (ξ 0 ) = 0. (II) f (t) > 0 for each t ∈ (0, ζ 1 ).
In case (I), writing f (t) = f + (t) − f − (t) where f ± (t) := max{±f (t), 0} if t ≥ 0 and f ± (t) := −f ± (−t) if t < 0, for each ε ∈ (0, 1] and t ≥ 0, set
and extend f ε,− , f ε as odd functions on R. It is easily seen that f ε,− , f ε ∈ C(R) and
On the other hand, in case (II), we do not need any further modification of f and for notational convenience, write f ε,− (t) := f − (t) and f ε (t) := f + (t) − f ε,− (t) = f (t) for each ε ∈ (0, 1]. Then (3.4) and (3.5) still hold in this case.
In either case, we remark that f ε satisfies f (t) ≤ f ε (t) for t ≥ 0 and (3.6) (f0), (f2'), (f3), lim
Therefore, the functional defined by
We shall apply Theorem 2.4 for
As pointed out in section 2, it is immediate to check that X, I ε , T θ , J ε satisfy (T1) and (T2). What remains to check is (PSP) c and the symmetric mountain pass structure for (X, I ε , J ε ). Proof. We first show (i). Remark that
From (3.6) we can find a C > 0 so that
Therefore, Sobolev's inequality yields
. Since 2 * s > 2, there exists a ρ 0 > 0 such that
Next we treat (ii). We first remark that following Berestycki and Lions [11, sections 9 .2a and 9.2b], under (f0) and (f3), for each k ≥ 1 we may find R k > 0 and γ k ∈ C(S k−1 , H 1 rad (R N )) such that N ) and (3.7) , one sees that
Hence, choosing sufficiently large θ k > 0 and setting γ k (σ)(x) := γ k (σ)(e −θ k x), we get
Furthermore, from (3.8) it follows that
Thus we complete the proof.
Remark 3.3. As a byproduct of the proofs of Theorem 2.4 and Lemma 3.2, since supp γ k (σ) ⊂ B e θ k R k (0) for each σ ∈ S k−1 , we obtain an upper bound for each c ε,k :
where c ε,k is defined though (2.27) with I ε and γ 0,k (σ) := |σ|γ k (σ/|σ) if |σ| > 0 and γ 0,k (0) := 0. We also remark that c ε,k is monotone due to (3.7):
Lemma 3.4. For each ε ∈ (0, 1] and c ∈ R, I ε satisfies (PSP) c .
Up to a subsequence, suppose u n u 0 weakly in D s (R N ) and choose a C 0 > 0 so that
To prove a strong convergence, it suffices to verify u n D s (R N ) → u 0 D s (R N ) . For this purpose, we first remark that u n → u 0 strongly in L p loc (R N ) for any 1 ≤ p < 2 * s . By Strauss' lemma (see [10, 34] ) and (f2'), for all ϕ ∈ C ∞ 0 (R N ), it follows that
which implies dI ε (u 0 ) = 0. In particular,
Next, we shall prove
By Strauss' lemma and (f2'), for any R > 0, we get
Next, from (3.6), there exist 0 < t η < T η < ∞ so that
Hence, (3.9) implies (3.14)
Noting that there exists a C η > 0 so that
From the pointwise convergence, we may assume that v n v 0 (x) =: χ η (u 0 (x)) weakly in H s rad (R N ). Next, fix p 0 ∈ (2, 2 * s ) and C η,p 0 such that
is compact for 2 < p < 2 * s due to Lions [28] , one has
for some C 1 > 0, which is independent of η. Hence, from (3.12) we infer that lim sup
for some C 2 which does not depend on η. Since η > 0 is arbitrary, (3.11) holds. Now, from f − (t)t ≥ 0 for each t ∈ R, Fatou's lemma, dI ε (u n ) D s (R N ) * → 0, (3.10) and (3.11), it follows that u 0
and u n − u 0 D s (R N ) → 0 hold as n → ∞. This completes the proof.
Remark 3.5. From the above argument, under (3.6), we may observe that the functionals
are weakly continuous.
Now we verify Theorem 1.1:
Proof of Theorem 1.1. By Theorem 2.4 and Lemmas 3.2 and 3.4, there exist (u ε,k ) 0<ε≤1,1≤k such that
By Remark 3.3 and
one sees that (u ε,k ) 0<ε≤1 is bounded in D s rad (R N ) and up to a subsequence, we may assume u ε,k u 0,k weakly in D s (R N ).
Let ϕ ∈ C ∞ 0 (R N ). By the weak convergence in D s rad (R N ), dI ε (u ε,k ) = 0, (3.5) and Strauss' lemma, one has (3.17)
Thus, u 0,k is a solution of (1.1).
Next, from Remark 3.5, it follows that
By dI ε (u ε,k )u ε,k = 0, I ε (u ε,k ) = c ε,k and (3.16), we observe that
Hence, Fatou's lemma with (3.19) gives (3.20)
Next, as in the proof of Lemma 3.1, (3.17) implies
. By (3.20), f ± (t)t ≥ 0 for t ∈ R and the dominated convergence theorem, letting R → ∞, we obtain
Now (3.18), (3.20) and (3.21) yield
Thus, we complete the proof. Remark 3.6. (i) Regarding I 0 (u 0,k ) → ∞ as k → ∞, we may prove this claim provided either every solution of (1.1) satisfies the Pohozaev identity or the conditions (f0), (f1), (f2') and (f3) with
Notice that in the latter case, f ε (t) = f for sufficiently small ε > 0. Thus, in either case, we may prove P 0 (u 0,k ) = 0 in the above proof by
(ii) When N ≥ 3 and s = 1, by changing
, it is not difficult to see that all the arguments in the above work. Moreover, according to Berestycki and Lions [10, Proposition 1] , the Pohozaev identity is satisfied for each solution u of (1.1) with R N F (u)dx < ∞. Hence, the solutions u 0,k found in the above for the case N ≥ 3 and s = 1 enjoy P 0 (u 0,k ) = 0. Thus, we also get I 0 (u 0,k ) → ∞ by (i) and we may provide another proof for the results of [12, 35, 36] . Finally, we shall show the last equality in (1.4). To this end, let v ∈ D s (R N ) be a solution of (1.1) with P 0 (v) = 0. Our aim is to prove c mp ≤ I 0 (v). Denote by v * the Schwarz rearrangement of v. Then the following hold (see [1, 27] ):
From this, it follows that
On the other hand, by P 0 (v) = 0, we observe that
By these facts, a path defined by γ v (0) := 0, γ v (t) := v * ((tθ 0 ) −1 ·) for sufficiently large θ 0 > 0 satisfies γ v ∈ Γ. Thus,
Proof of Theorem 1.5
In this section, we prove Theorem 1.5 via Theorems 2.3 and 2.4. We recall the notation in Introduction:
We shall find solutions in D s 
Proof. Assume that (u n ) is bounded and satisfies (4.1). We argue in a similar way to the proof of Lemma 3.4. Set
By (4.2), for any η > 0, we may choose 0 < 2t η < T η so that
Finally, set v n (x) := χ η (u n (x)). As in the proof of Lemma 3.4, we observe that (v n ) is bounded in H s (R N ). In addition, by |χ η (t)| ≤ |t|, (v n ) also satisfies (4.1). Hence, by Felmer 
Noting that η > 0 is arbitrary, we have R N G(u n )dx → 0.
We first prove Theorem 1.5 (i) and (ii).
Proof of Theorem 1.5 (i) and (ii). (i) Suppose (f0), (1.3) and (f3).
, R). Moreover, as in Lemma 3.2, there exists a ρ 0 > 0 such that
Next, we shall show the existence of w 0 ∈ D s O 1 satisfying I 0 (w 0 ) < 0. To this end, we borrow an idea from [25, Lemmas 4.2 and 4.3] . For R > 0, set
Due to F (−t) = F (t) and the (anti)symmetry for functions in D s
, we set
when N − 2m 1 ≥ 1. When N − 2m 1 = 0, we ignore the third component in the above and define I R,1 , I R,2 , I R,4 , I R,5 since I R,2 and I R,3 are same in this case. For large R > 1, it is easily seen from (R α + 1)
On the other hand, since F (w R (x 1 , x 2 , x 3 )) = F (ζ 1 ) > 0 for x ∈ I R,2 , we have (4.5)
for some c N,m 1 > 0. By m 1 ≥ 2, (4.4) and (4.5), for sufficiently large R 0 > 0, we obtain
Now for sufficiently large θ 0 > 0, it follows that
Moreover, as in Lemma 3.4, we can prove that
which implies u n D s (R N ) → 0. Since it follows from (1.3) that |F − (t)| ≤ C 0 |t| 2 * s for every t ∈ R, we have a contradiction: 0 < c mp = lim
) * → 0, we deduce that v 0 ≡ 0 and I 0 (v 0 ) = 0 due to (1.3), Strauss' lemma and the principle of symmetric criticality due to Palais [38, Theorem 1.28] . Thus, v 0 is a nontrivial solution of (1.1) and the statement (i) holds.
(ii) As in the proof of Theorem 1.1, we may assume that f satisfies (f0), (f1), (f2') and (f3). Moreover, let f ε,− and f ε be as in section 3. Notice that by the principle of symmetric criticality due to Palais [ , I ε , T θ u(x) = u(e −θ x). It is easily seen that (T1) and (T2) are satisfied. As in the proof of Lemma 3.2, we may show that the assumption (i) in Theorem 2.4 holds. For (ii), in [25, Lemma 4.2] , under (f0) and (f3), the following maps γ k are constructed: for each k ≥ 1 and σ ∈ S k−1 ,
Now, we observe that for sufficiently large 
where c 1,k → ∞ and γ 0,k (σ) := |σ|γ k (σ/|σ|) if |σ| > 0 and γ 0,k (0) = 0. Now the rest of the proof is identical to that of Theorem 1.1 and we may show u ε → u 0,k strongly in D s (R N ) where u 0,k is a solution of (1.1). Thus, Theorem 1.5 (ii) holds.
Next, we treat Theorem 1.5 (iii) and (iv). First we remark that when a = 0 we may assume (f2') without loss of generality due to Lemma 3.1. When a > 0, we prove Lemma 4.2. Assume f satisfies (F0)-(F3) with a > 0 and there exists a ζ 2 > ζ 1 such that f (t) = 0 for all t ≥ ζ 2 . Let u ∈ H s (R N ) be any solution of
Proof. From Fall and Felli [15, Proposition 6] , it follows that
where C N,s > 0 and K ν stands for the modified Bessel function of the second kind with the order ν.
Noting K ν (z) > 0 for z > 0, as in Lemma 3.1, we have
Hence, v 0 ≡ 0 in R N and u ≤ ζ 2 holds. Similarly we can prove −ζ 2 ≤ u and Lemma 4.2 holds.
From Lemma 4.2, for the case a > 0, we may also assume (f2') without loss of generality as in section 3. Under (F0), (F1), (f2') and (F3), we define
Remark also that T θ u(x) := u(e −θ x) and J(θ, u) := I a (T θ u) enjoy (T1) and (T2). Next, we shall verify Next, notice that
and that
By the monotone convergence theorem,
Hence, for sufficiently large θ 0 > 0, we have I a (w R 0 (θ
(ii) When a = 0, the claim follows from the existence of γ k with (4.6) and the argument in [2, section 3] . Similarly, when a > 0, the claim may be verified by (4.6) for G(t) = F (t) − a s t 2 /2 and the proof of [21, Lemma 2.3 (iii)].
(iii) When a = 0, the assertion is essentially proved in [2, Theorem 7] . Indeed, the argument in [ Our aim is to show w 0 ≡ 0. By (F1), there exists an t 1 > 0 such that f (t)t − a s t 2 < 0 if 0 < |t| < t 1 . Hence, L 2 ([t 0 < |w 0 | < t 1 ]) = 0 for all t 0 ∈ (0, t 1 ) where L 2 denotes the 2-dimensional Lebesgue measure. Writing w * 0 for a Schwarz rearrangement of w 0 , we obtain L 2 ([t 0 < |w 0 | < t 1 ]) = L 2 ([t 0 < w * 0 < t 1 ]) = 0 for each t 0 ∈ (0, t 1 ). Since w * 0 ∈ H 1 rad (R 2 ) ⊂ C(R 2 \ {0}) and w * 0 (x) → 0 as |x| → ∞, we infer that w * 0 ≡ 0 and w 0 ≡ 0 in R 2 . . This assertion may be checked by noting the compact embedding H s O 2 ⊂ L p (R N ) for 2 < p < 2 * s and that (f (t)t − (1 − δ 0 )a s t 2 ) + ≤ C ε |t| p 0 + ε|t| 2 * s for each t ∈ R and ε > 0 holds due to (F1) and (f2') where p 0 ∈ (2, 2 * ) and δ 0 > 0 is a small number. Thus, we can verify that (PSP) c holds when a > 0.
Finally, we prove Theorem 1.5 (iii) and (iv). and v n (x + x n ) 0 weakly in H s (R N ) for each (x n ) n ⊂ {0} × {0} × R N −2m 1 , it follows that sup
Proof of Theorem 1.5 (iii) and (iv)
Hence, v n L p (R N ) → 0 for each 2 < p < 2 * s . Since (f (t)t − (1 − δ 0 )a s t 2 ) + ≤ C ε |t| p 0 + ε|t| 2 * s for all t ∈ R due to (F1) and (f2') for sufficiently small δ 0 > 0, we obtain a contradiction:
Thus (u n ) n is also bounded in H s (R N ) when a > 0. Now, if sup z∈Z N u n L 2 (z+Q) → 0, then again we have u n L p (R N ) → 0 for each 2 < p < 2 * s . By a similar argument and d u J(0, u n )u n → 0, we observe that for sufficiently small δ 0 > 0,
This yields I a (u n ) → 0 = c mp , which is a contradiction. The rest of the argument is identical to that of Theorem 1.5 (i) and we omit the details. Remark that by I a (u k ) → ∞, we also have u k H s → ∞ since I a is a bounded map. Thus, we complete the proof.
