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Resumen
En Colombia el Ministerio de Hacienda y Cre´dito Pu´blico le ha indicado a las compan˜´ıas que
pertenecen al sector asegurador la forma en la que deben realizar la medicio´n del patrimonio
adecuado mediante el decreto 2954 de 2010. La metodolog´ıa propone realizar una combi-
nacio´n de montos de pe´rdida por clases de riesgo con factores de correlacio´n. Actualmente
estos factores han sido fijado en 1 en dicho decreto, mientras las compan˜´ıas definen factores
ajustados a sus propias caracter´ısticas. La propuesta de esta tesis es encontrar las relaciones
de dependencia de las clases de riesgo haciendo uso de co´pulas
Palabras clave: Co´pula, dependencia, riesgo, sector asegurador.
Abstract
The Colombian Ministry of Finance has directed the companies belonging to the insurance
industry the way they should conduct proper measurement of capital requirement by the
decree 2954 of 2010. The methodology states to combine loss associated to risk classes using
correlation factors. Currently this factors are equal to 1, while insurances companies define
their own factors. The proposal of this thesis is to find dependency relationships risk classes
using copulas.
Keywords: Copula, dependency, risk, insurance industry
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Introduccio´n
En Colombia el Ministerio de Hacienda y Cre´dito Pu´blico tiene entre sus funciones preparar
la regulacio´n en materia financiera para el sector asegurador. A trave´s de la Superintenden-
cia Financiera de Colombia, en adelante (SFC), el presidente de la Repu´blica de Colombia
ejerce “la inspeccio´n, vigilancia y control sobre las personas que realicen actividades finan-
ciera, bursa´til, aseguradora y cualquier otra relacionada con el manejo, aprovechamiento o
inversio´n de recursos captados del pu´blico”1.
El 6 de agosto de 2010, el Ministerio de Hacienda y Cre´dito Pu´blico emitio´ el decreto 2954,
mediante el cual se establece el re´gimen de patrimonio adecuado para las entidades asegu-
radoras. El patrimonio adecuado es el patrimonio te´cnico mı´nimo que deben mantener y
acreditar las entidades aseguradoras para hacer frente a sucesos inesperados, sin poner en
riesgo su estabilidad o solidez. En este decreto el valor del patrimonio adecuado se define como
PA =
√∑3
i=1
∑3
j=1 ρijRiRj
Donde Ri es el monto de la pe´rdida esperada por la clase de riesgo i. De acuerdo con este
decreto las entidades aseguradoras se encuentran expuestas a tres clases de riesgos. El pri-
mero es el riesgo de suscripcio´n o pe´rdida potencial derivada de la atencio´n de siniestros
asegurados; el segundo es el riesgo del activo o pe´rdida potencial por la ca´ıda de la calidad
crediticia de los activos financieros que maneja la entidad; el tercero es el riesgo de mercado
o pe´rdida potencial del valor de los activos financieros por fluctuaciones en los factores que
1http://www.superfinanciera.gov.co/ Consultado el 22 de junio de 2014
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determinan su precio.
Por su parte, ρij es el coeficiente de correlacio´n entre los riesgos i y j. El decreto 2954 esta-
blecio´ que ρij es igual a 1 para cualquier combinacio´n de riesgos ij. Sin embargo, dado que
dichas correlaciones pueden variar “las aseguradoras podra´n utilizar modelos de medicio´n
propios para el ca´lculo de dichas correlaciones previa autorizacio´n de la Superintendencia
Financiera de Colombia” (MinHacienda, 2010). Hasta el momento no se han presentado
estudios que propongan medidas alternativas para estas correlaciones a nivel gremial, ni a
nivel individual o empresarial. Es as´ı que el objetivo de este trabajo es calcular las medidas
de dependencia por clases de riesgo para el sector asegurador colombiano, separa´ndolo en
dos grupos: seguros generales y seguros de vida. Este resultado ofrece un mejor ajuste al
supuesto actual de ρij = 1 al incorporar informacio´n propia del sector para su determinacio´n
y puede ser u´til mientras cada una de las compan˜´ıas genera sus propios modelos para la
estimacio´n de dichos para´metros con el fin de reflejar la realidad de su negocio.
En el primer cap´ıtulo de este trabajo se presenta el desarrollo histo´rico que ha tenido la
medicio´n de la solvencia de las compan˜´ıas aseguradoras, la relacio´n del decreto 2954 de 2010
con dicho desarrollo y la propuesta para la medicio´n de los riesgos. En el segundo cap´ıtulo
se presenta la teor´ıa de co´pulas necesaria para el trabajo y la definicio´n de medidas de
asociacio´n y dependencia. En el tercer cap´ıtulo se describe paso a paso la metodolog´ıa que
se aplicara´ a los datos obtenidos mediante la propuesta del primer cap´ıtulo para ajustarlos
a las co´pulas y obtener el valor de las medidas de asociacio´n y dependencia, as´ı como los
resultados obtenidos. Por u´ltimo se presentan las conclusiones obtenidas y los pasos a seguir.
1. Solvencia
De forma simple, que una compan˜´ıa sea solvente significa que tiene ma´s activos que pasivos,
de all´ı la definicio´n propuesta por Barnett y Zehnwirth (2000), en la que indican que una
compan˜´ıa aseguradora es solvente cuando el exceso de sus activos sobre sus pasivos es mayor
o igual a un margen definido por el ente regulador. Dicho margen propende por cumplir
dos objetivos centrales: proteger a los tomadores de seguros y asegurar la estabilidad del
mercado financiero.
En l´ınea con esta idea, Petika¨inen (1952) define el te´rmino margen de solvencia disponible o
ASM (Available Solvency Margin por sus siglas en ingle´s) como la diferencia entre activos y
pasivos. De tal manera que una entidad sera´ solvente si ASM es mayor que cero. Sin embargo,
el objetivo de las entidades aseguradoras es mantener el ASM sobre algu´n nivel mı´nimo. Es
as´ı que segu´n Sandstro¨m (2010) se introducen los te´rminos de requerimiento de capital de
solvencia o SCR (Solvency Capital Requirement por sus siglas en ingle´s) y de capital mı´nimo
requerido o MCR (Minimum Capital Requirement por sus siglas en ingle´s). En te´rminos de
las tres medidas enunciadas, al decir que una compan˜´ıa es solvente, se busca constatar la
siguiente relacio´n:
MCR < SCR ≤ ASM
Cuando la relacio´n esMCR ≤ ASM < SCR, la compan˜´ıa se encuentra frente a la activacio´n
de una alerta temprana que le indica que debe implementar un plan de accio´n para evitar
pasar de un estado de solvencia, a uno de no solvencia. Sin embargo, cuando la relacio´n es
ASM < MCR < SCR, la compan˜´ıa pierde su discrecionalidad frente a cua´l plan de accio´n
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implementar y es el ente regulador quien determina los pasos a seguir.
En l´ınea con este razonamiento la Internaltional Association of Insurance Supervisors (IAIS)
define que el SCR “debe ser establecido a un nivel tal que el monto de capital que debe
mantener el ente asegurador sea suficiente para garantizar que, en caso de adversidad, las
obligaciones del asegurador con los tomadores pueda ser satisfecha cuando ocurra el siniestro.
Este requerimiento de capital debe ser definido de tal manera que los activos excedan las
provisiones te´cnicas y otros pasivos con un nivel de confianza espec´ıfico para un periodo de
tiempo determinado”(IAIS, 2007).
1.1. Desarrollo histo´rico
De acuerdo con Sandstro¨m (2010), el desarrollo histo´rico de las metodolog´ıas para establecer
cua´ndo una compan˜´ıa es solvente se puede dividir en dos periodos. El primero de ellos inicia
alrededor de los an˜os 50 y finaliza alrededor de los an˜os 80, se le ha denominado el periodo
cla´sico y el intere´s de los trabajos de esta e´poca giraba en torno a la fluctuacio´n de los
reclamos agregados y razones entre pe´rdidas, gastos y reclamos. El segundo inicia alrededor
de los an˜os 80 y se le ha denominado periodo moderno. En este u´ltimo la visio´n cambia
dra´sticamente con respecto al primero, pues el intere´s se centra en los riesgos que afronta
una compan˜´ıa aseguradora, debido a que con base en ellos debe calcularse el requerimiento
de capital.
1.1.1. Periodo cla´sico
En el an˜o 1948 Cornelis Campagne define el margen de solvencia para las compan˜´ıas ase-
guradoras de vida como un porcentaje de la reserva te´cnica, partiendo del hecho de que
estas representan la mayor inversio´n de la compan˜´ıa. En su propuesta define una distribu-
cio´n Pearson tipo IV y determina que este porcentaje debe ser del 6% si se trabaja con una
confiabilidad del 99% y de 4% si se trabaja al 97% (Sandstro¨m, 2010, p. 14).
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Despue´s en el an˜o 1950, Teivo Petinka¨inen y Campagne presentan dos nuevos me´todos. El
primero propone establecer montos mı´nimos y ma´ximos de las reservas con base en la fluctua-
cio´n de los montos de los reclamos, sobre la cual se supuso segu´ıa una distribucio´n Poisson.
Este modelo fue adoptado por el sistema finlande´s para determinar los ma´rgenes de solvencia
de la e´poca. Por su parte Campagne propone trabajar con razones combinadas, para el caso
de no vida, utilizando la razo´n de gasto y la razo´n de pe´rdida. Para ello calculo´ el VeR de
pe´rdida, obteniendo un valor de 83%, para el percentil 99.97, y dedujo que la razo´n de gasto
era 45%, de tal forma que la razo´n combinada que obtuvo fue del 125% (Sandstro¨m, 2010,
p. 11-12).
En 1965 Bruno de Mori continu´a con el trabajo de Campagne (Sandstro¨m, 2010, p. 13), tras
su muerte en 1963, suponiendo que la razo´n de pe´rdida se distribuye normal. De esta manera
determina que la razo´n de pe´rdida debe encontrarse en el rango de 3σ, de tal forma que el
margen de solvencia queda determinado por la siguiente expresio´n:
3σReserva por reclamos/Monto total de los reclamos
Q/Primas netas
Donde Q puede ser el ingreso total por primas, el promedio del monto total de los reclamos
a lo largo de tres periodos o las reservas te´cnicas.
En 1973 la Unio´n Europea emite la primera directiva en referencia al margen de solvencia
para las compan˜´ıas aseguradoras de no vida en la que se propone utilizar una combinacio´n
de razones sobre primas y reclamos (siguiendo la propuesta de Campagne), a las cuales lla-
maron ı´ndice de prima e ı´ndice de reclamos, respectivamente. Mientras que para los an˜os
80, los sistemas belga y noruego retoman el enfoque planteado por Petinka¨inen pero supo-
niendo que las fluctuaciones de los montos de los reclamos se distribuyen Poisson compuesto.
1.1.2. Periodo moderno
La primera referencia que se tiene son los trabajos del General Insurance Study Group
(GISG), cuyo principal expositor es Christopher Daykin. Uno de los aportes que realiza
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el GISG es el uso de una aproximacio´n de cinco componentes para los modelos de riesgo. En
te´rminos actuales, estos componentes son (Sandstro¨m, 2010, p. 17):
1. Riesgo de mercado: riesgo de pe´rdida del valor de los activos de la compan˜´ıa como
resultado de movimientos adversos de variables que determinan dicho valor como tasa
de intere´s o tasas de cambio.
2. Riesgo de reserva: riesgo de pe´rdida ocasionado por fluctuaciones extremas en los re-
clamos.
3. Riesgo de prima: corresponde al riesgo de suscripcio´n, es decir, al riesgo de que la prima
cobrada se encuentre subvalorada, frente al riesgo cubierto.
4. Riesgo de cre´dito: es el riesgo de pe´rdida asociado al incumplimiento por parte de los
reaseguradores.
5. Riesgo operacional: es un monto adicional asociado a otros riesgos diferentes a los
mencionados.
Bajo esta aproximacio´n se supuso que los riesgos presentaban una correlacio´n igual a 1 entre
s´ı, es decir, que el margen de solvencia era igual a la suma de las reservas realizadas para
cada uno de los componentes de forma individual. En 1992, luego de una serie de pruebas
sobre los datos disponibles para compan˜´ıas aseguradoras de vida, el Canadian Office of the
superintendent of financial institution propone el minimum continuing capital and surplus
requirement que se basa en la propuesta del GISG y continu´a con el supuesto de que los
riesgos esta´n totalmente correlacionados (Sandstro¨m, 2010, p. 20). Algo parecido sucedio´ en
Estados Unidos en 2005, donde la propuesta solamente cambia en las clases de riesgo que se
tienen en cuenta para la medicio´n.
Finalmente, desde el 2000 la Unio´n Europea propuso la implementacio´n de una metodolog´ıa
basada en riesgos, llamada Solvency II. Esta metodolog´ıa se basa en el sistema de supervisio´n
bancario propuesto por Basel II que se encuentra compuesto por tres pilares. El primero
hace referencia a los requerimientos cuantitativos del sistema en donde se reconocen dos
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requerimientos de capital, el SCR y el MCR; el segundo hace referencia a los aspectos cua-
litativos de la supervisio´n y el tercero al reporte.
En el 2002 el Insurance Regulation Committee of International Actuarial Association (IAA),
como apoyo al International Association of Insurance Supervisors (IAIS), conformo´ el Insurer
Solvency Assessment Working Party (WP). Su objetivo era preparar un reporte en el que
se establecieran los lineamientos generales que deber´ıan seguir las compan˜´ıas aseguradoras
para implementar una estructura de solvencia basada en riesgos. Esto no significa que ese
reporte fuese el u´nico punto de vista que pudiese seguirse al momento de la implementacio´n
de dicha estructura. Como resultado del trabajo realizado por el WP se presento´ en el 2004 el
documento A Global Framework for Insurer Solvency Assessment. En el quinto cap´ıtulo de
ese documento se dedica una seccio´n para describir los tipos de riesgos a los que se enfrentan
las aseguradoras (IAA, 2004):
1. Riesgo de suscripcio´n: es el riesgo que asumen las entidades aseguradoras al suscribir
contratos de seguro. Por lo tanto, los factores asociados a ese tipo de riesgo dependen
de la l´ınea de seguro y los procesos del negocio asegurador. Los principales factores
asociados al riesgo de suscripcio´n que son aplicables en las diferentes l´ıneas de seguro
son:
Riesgo del proceso de suscripcio´n: exposicio´n a pe´rdidas generadas por la
seleccio´n y aprobacio´n de riesgos a asegurar.
Riesgo de fijacio´n de precios: riesgo que surge por precios fijados sobre los
contratos de seguro suscritos no suficientes para cubrir las obligaciones que se
deriven de dichos contratos.
Riesgo de disen˜o de producto: este riesgo surge cuando la aseguradora se
encuentra expuesta a riesgos que no fueron contemplados en el disen˜o del contrato
de seguro, ni en la fijacio´n del precio.
Riesgo de reclamos: el riesgo surge debido a que el nu´mero de reclamos es
mayor al esperado o porque el monto de los reclamos es superior al esperado.
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Riesgo de reservas: riesgo que surge porque las provisiones que mantiene la
aseguradora para hacer frente a las obligaciones con sus polizahabientes es inade-
cuada.
2. Riesgo de cre´dito: corresponde al riesgo de incumplimiento o de cambio en la cali-
dad crediticia de los emisores de valores que componen el portafolio de inversiones de
la compan˜´ıa, las contrapartes (por ejemplo los reaseguradores) e intermediarios. Los
principales factores asociados al riesgo de cre´dito son:
Riesgo de incumplimiento directo: riesgo de no recibir los flujos de caja o
activos convenidos mediante algu´n contrato, porque la otra parte de contrato
incumple parcial o totalmente las obligaciones convenidas.
Difeencial de tasa o Spread risk : riesgo derivado de la percepcio´n de mercado
sobre un aumento en el riesgo de la contraparte.
Riesgo soberano: exposicio´n a pe´rdidas debido a la disminucio´n de valor de
activos extranjeros o al incremento del valor de las obligaciones denominadas en
moneda extranjera.
Riesgo de concentracio´n: exposicio´n a pe´rdidas debido a la concentracio´n de
las inversiones en un a´rea geogra´fica o un sector econo´mico.
Riesgo de contraparte: riesgo de cambio en el valor de los reaseguros, activos
contingentes y obligaciones.
3. Riesgo de mercado: surge por la volatilidad del precio de los activos, que a su vez se
ven influenciados por movimientos en el precio de las acciones, tasas de intere´s y tasas
de cambio. Los principales factores asociados al riesgo de mercado son:
Riesgo de tasa de intere´s y acciones: exposicio´n a pe´rdidas debido a fluctua-
ciones en las tasas de intere´s y en el precio de las acciones respectivamente.
Riesgo de moneda: disminucio´n del valor de activos o incremento en el valor
de pasivos denominados en moneda extranjera.
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Riesgo de concentracio´n: exposicio´n a pe´rdidas debido a la concentracio´n de
las inversiones en un a´rea geogra´fica o un sector econo´mico.
Descalce entre el activo y el pasivo: efecto generado por la diferencia en el
plazo o monto del valor de los activos que soportan los pasivos de la entidad.
Con base en este marco general, desde 2005 la European Commission solicito´ a la Autoridad
Europea de Seguros y Pensiones de Jubilacio´n - EIOPA (European Insurance and Occupa-
tional Pensions Authority por sus siglas en ingle´s), antes CEIOPS (Committee of European
Insurance and Occupational Pensions Supervisors por sus siglas en ingle´s), que realizara un
reporte en el que asesorara acerca de la forma en la que se deber´ıa implementar el aspecto
te´cnico del ca´lculo del SCR de Solvency II en las compan˜´ıas aseguradoras. Como resultado,
a la fecha EIOPA ha elaborado cinco estudios de impacto cuantitativo - QIS (Quantitative
Impact Studies por sus siglas en ingle´s). En el apartado de especificaciones te´cnicas del u´lti-
mo de ellos (QIS 5), publicado en abril de 20111, presentan la actualizacio´n de la fo´rmula
esta´ndar para el ca´lculo del SCR. Se determina que SCR esta´ compuesto por dos requeri-
mientos de capital, el requerimiento de capital ba´sico de solvencia - BSCR (Basic Solvency
Capital Requirement por sus siglas en ingle´s) y el requerimiento de capital por riesgo opera-
cional - SCRop. A estos requerimientos de capital se suma un ajuste de riesgo por provisiones
e impuestos diferidos (Adj), de forma que la fo´rmula general para el ca´lculo de SCR es
SCR = BSCR + SCRop + Adj
Por su parte, BCSR es la combinacio´n de SCR para seis categor´ıas de riesgo:
1. Riesgo de mercado (SCRmkt)
2. Riesgo de cre´dito de contraparte (SCRdef )
3. Riesgo de suscripcio´n en el ramo de vida (SCRlife)
1En octubre de 2012 EIOPA presento´ un borrador de QIS 6. Sin embargo, este estudio apunta a medir con
base en riesgos las necesidades de capital que tienen las Instituciones de Administracio´n de Provisiones
Pensionales - IORP Directive (Institutions for Occupational Retirement Provision Directive, por sus
siglas en ingle´s). Por ende, QIS 5 es el u´ltimo estudio de impacto cuantitativo de la solvencia para las
aseguradoras.
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4. Riesgo de suscripcio´n en el ramo de generales (SCRnl)
5. Riesgo de suscripcio´n en el ramo de salud (SCRhealth)
6. Riesgo de activos intangibles (SCRintangibles)
El ca´lculo de BCSR se realiza con base en los factores de correlacio´n que se presentan en la
tabla 1-1 (CEIOPS, 2010, p. 96) mediante el siguiente modelo.
BSCR =
√∑
ij ρijSCRiSCRj + SCRintangibles
Tabla 1-1.: Matriz de correlacio´n entre categor´ıas de riesgo - QIS 5
Mercado Cre´dito Vida Salud Generales
Mercado 1 0.25 0.25 0.25 0.25
Cre´dito 0.25 1 0.25 0.25 0.5
Vida 0.25 0.25 1 0.25 0
Salud 0.25 0.25 0.25 1 0
Generales 0.25 0.5 0 0 1
De acuerdo con el EIOPA Report on the fifth Quantitative Impact Study (QIS 5) for Sol-
vency II, este modelo ha sido aceptado de manera generalizada. Sin embargo, han surgido
ciertas dudas acerca del uso de la correlacio´n de Pearson para describir la dependencia de
las categor´ıas de riesgos, porque esta aproximacio´n no captura adecuadamente los efectos de
no linearidad y dependencia en las colas.
1.2. Contexto colombiano
En Colombia, el ente regulador del Sistema Financiero, en particular de las aseguradoras, es
el Ministerio de Hacienda y Cre´dito Pu´blico y la SFC es la encargada de vigilar que las dis-
posiciones de dicho ministerio se cumplan. El 6 de agosto de 2010, este Ministerio publico´ el
decreto 2954, el cual establece el re´gimen de patrimonio adecuado de las entidades asegu-
radoras. De acuerdo con ese decreto, el patrimonio adecuado corresponde “al patrimonio
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te´cnico mı´nimo que deben mantener y acreditar las entidades aseguradoras”(MinHacienda,
2010, Art. 2.31.1.2.5).
En la estructura de este decreto se deja entrever el propo´sito del regulador de alinear las
disposiciones nacionales frente a los requerimientos de solvencia con los esta´ndares inter-
nacionales. Esto significa, tal como se presento´ en las secciones anteriores, involucrar en
la determinacio´n del patrimonio adecuado - PA (que en te´rminos del trabajo se refiere a
la solvencia) no so´lo los riesgos de suscripcio´n, sino tambie´n otro tipo de riesgos tales co-
mo los propiamente financieros, es decir, el de mercado y el de activo. El decreto indica
que el PA “estara´ determinado en funcio´n de tres componentes: a) el riesgo de suscripcio´n,
b) el riesgo de activo y c) el riesgo de mercado” y se calculara´ utilizando la siguiente fo´rmula:
PA =
√∑3
i=1
∑3
j=1 ρijRiRj
Donde ρij es el coeficiente de correlacio´n entre los riesgos i y j, y Ri es el monto de la pe´rdi-
da esperada por la clase de riesgo i. De acuerdo con el decreto ρij = 1, lo que significa que
PA =
∑3
i=1Ri, es decir, PA es la suma de los montos de pe´rdida esperada por cada clase de
riesgo2. Este enfoque sobre la correlacio´n entre los riesgos es el mismo que se segu´ıa en los
primeros trabajos del periodo moderno y corresponde al valor ma´ximo que podr´ıa alcanzar
PA en funcio´n de ρij.
En lo que respecta a las tres clases de riesgo, el decreto define lo siguiente:
Riesgo de suscripcio´n: es el riesgo que se deriva de la suscripcio´n de contratos de
seguros por la atencio´n de los siniestros amparados. Entendiendo la importancia de
diferenciar esta clase de riesgo por l´ınea de seguro, el MinHacienda (2010) discrimi-
na la forma de medicio´n en tres ramos: seguros generales, seguros de vida y riesgos
2ρij = 1⇒
√∑3
i=1
∑3
j=1 ρijRiRj =
√∑3
i=1
∑3
j=1RiRj =√
R21 +R
2
2 +R
2
3 + 2R1R2 + 2R2R3 + 2R1R3 =
√
(R1 +R2 +R3)2 = R1 +R2 +R3.
Se toma la ra´ız positiva porque sugerir un PA negativo carece de sentido.
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profesionales (ahora riegos laborales). En la tabla 1-2 se indica la forma en la que el
decreto propone la medicio´n de este riesgo.
Riesgo de activo: el riesgo de activo descrito en el decreto 2954 de 2010 corresponde
al riesgo de cre´dito descrito en IAA (2004). Es el riesgo relacionado con la pe´rdida
que enfrenta una compan˜´ıa cuando la calidad crediticia de los activos financieros que
administra la entidad se deteriora. Los activos financieros de una aseguradora en ge-
neral esta´n compuestos por las primas por cobrar, cuentas por cobrar por reaseguro
o coaseguro e inversiones. En consecuencia, la medicio´n de este riesgo depende de la
calidad de la cartera de la aseguradora (cuentas por cobrar) y del tipo de activos en
los que invierta la entidad.
Riesgo de mercado: se refiere a la pe´rdida potencial que puede sufrir el valor de los
activos financieros por fluctuaciones en los factores que determinan su precio. Actual-
mente, su medicio´n se realiza con base en la metodolog´ıa del Valor en Riesgo (VeR o
Value at Risk - VaR) “conforme a la cual se estima la pe´rdida que podr´ıa registrar una
determinada posicio´n en un intervalo de tiempo con un cierto nivel de probabilidad o
confianza debido a un cambio en los precios” (MinHacienda, 2010).
Tabla 1-2.: Medicio´n del riesgo de suscripcio´n - Decreto 2954
Generales Vida Riesgos laborales
Primas Primas emitidas (direc-
tas + coaseguro acep-
tado) y primas acepta-
das en reaseguro.
Vida individual, pen-
siones ley 100 y edu-
cativo: porcentaje de la
reserva matema´tica. En
los dema´s, como en Se-
guros Generales.
Cotizaciones brutas
Siniestros Siniestros liquidados,
pagados por acepta-
ciones en reaseguros y
reservas para siniestros
avisados por liqui-
dar, menos recobros
y salvamentos por
liquidar.
Vida individual, pen-
siones ley 100 y educa-
tivo: no aplica. En los
dema´s, como en Segu-
ros Generales.
Siniestros liquidados,
pagados por acepta-
ciones en reaseguros y
reservas para siniestros
avisados por liquidar,
menos recobros por
liquidar.
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1.3. Propuesta de medicio´n de los riesgos
En los diferentes trabajos en los que se propone medir los riesgos mencionados, la preocupa-
cio´n se centra en la medicio´n prospectiva de los mismos. Esto sucede porque la finalidad de
los modelos es pronosticar cua´l es el riesgo futuro al que se vera´n expuestas las entidades,
dada su situacio´n actual. Es as´ı co´mo estas metodolog´ıas se basan por ejemplo, en el uso de
factores de riesgo (componentes que conforman el riesgo) que involucran en un modelo para
pronosticar el valor del riesgo. Tal es el caso del modelo propuesto en el QIS 5 (CEIOPS,
2010, p. 106), en donde por ejemplo, el riesgo de mercado se mide como el impacto de los
movimientos en el nivel de las variables financieras como precio de acciones, tasas de intere´s,
precios de inmuebles y tasas de cambio. Es as´ı que el ca´lculo de este riesgo es la combinacio´n
de factores como el riesgo de tasa de intere´s, el riesgo de las acciones o el riesgo de moneda.
Sin embargo, el objetivo de este trabajo no es estimar el valor del riesgo al que se encuentra
expuesta una entidad en un momento determinado. Se trata de identificar las relaciones de
dependencia que existe entre dichos riesgos. Por lo tanto, en lugar de disen˜ar modelos sobre
factores para proyectar valores en riesgo, este trabajo utilizara´ datos histo´ricos disponibles
como variables proxy de estos riesgos.
Entendiendo que los riesgos se reflejan en pe´rdidas econo´micas para las compan˜´ıas, la fuente
escogida para dichos datos son los estados financieros histo´ricos de las aseguradoras publica-
dos por la SFC3. Para ello se tomaron las cuentas 41 y 51 del Plan U´nico de Cuentas (PUC),
que corresponden a los ingresos y egresos operacionales registrados por las compan˜´ıas. Los
datos analizados comprenden el periodo 2000 a 2013 de manera trimestral, en miles de millo-
nes de pesos a precios de diciembre de 2013 (la actualizacio´n de los valores se realizo´ con las
3Seguros generales: https://www.superfinanciera.gov.co/jsp/loader.jsf?lServicio=PublicacioneslTipo
=publicacioneslFuncion=loadContenidoPublicacionid=9083 (consultado el 22 de junio de 2014) y
seguros de vida: https://www.superfinanciera.gov.co/jsp/loader.jsf?lServicio=PublicacioneslTipo
=publicacioneslFuncion=loadContenidoPublicacionid=9086 (consultado el 22 de junio de 2014)
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variaciones porcentuales el IPC publicado por el DANE4) y se discriminan entre compan˜´ıas
de seguros de vida y de seguros generales. Estos datos esta´n disponibles con periodicidad
trimestral entre 2000 y 2009 y con periodicidad mensual entre 2010 y 2013. Para evitar dis-
torsionar la informacio´n fuente se decidio´ utilizarla con periodicidad trimestral. Dado que
los valores publicados por la SFC son cifras acumuladas desde 1ro de enero hasta la fecha
de corte, para este trabajo se tomo´ la diferencia entre los trimestres, salvo para el primer
trimestre de cada an˜o. Para cada caso se considero´ la informacio´n de las compan˜´ıas que
estuvieron presentes en el mercado a lo largo de todo el periodo de ana´lisis. En el anexo A,
se presenta un listado con las compan˜´ıas incluidas.
1.3.1. Riesgo de suscripcio´n
De acuerdo con la definicio´n presentada en 1.1.2, el riesgo de suscripcio´n corresponde a la
exposicio´n a pe´rdidas que enfrenta la entidad aseguradora por insuficiencia en la fijacio´n de
precios de los productos ofrecidos, por el inadecuado disen˜o de los productos, por el exceso
de reclamos o por la insuficiencia de reservas. Este riesgo se refleja entonces en la relacio´n
que hay entre los egresos e ingresos propios de la actividad aseguradora.
En el entorno asegurador los egresos asociados al negocio esta´n compuestos por el pago de
siniestros, las comisiones a intermediarios (por ejemplo corredores de seguros) la cesio´n de
primas por reaseguro, la constitucio´n de reservas te´cnicas y los gastos administrativos. Los
ingresos asociados al negocio esta´n representados por las primas (directas y las aceptadas en
reaseguro) y la liberacio´n de reservas. Toda esta informacio´n se encuentra compilada en el
resultado te´cnico, que es un dato del estado de resultados de una compan˜´ıa aseguradora. A
continuacio´n se presentan las partidas contables, por co´digo PUC, que se incluyeron para la
medicio´n de este riesgo. Para su seleccio´n se tuvo en cuenta lo descrito en la SFC (2013):
1. Ingresos - Primas devengadas: para calcular las primas devengadas se tienen en
cuenta partidas de ingreso como primas emitidas, liberacio´n de reservas y primas acep-
4https://www.dane.gov.co/index.php/indices-de-precios-y-costos/indice-de-precios-al-consumidor-ipc con-
sultado el 22 de junio de 2014
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tadas en reaseguro. Las reservas que se tienen en cuenta para este caso esta´n rela-
cionadas con cobertura del riesgo no materializado. Con el fin de ajustar el ingreso
percibido por el riesgo asumido, tambie´n se tienen en cuenta partidas de egreso como
constitucio´n de reservas y primas de reaseguro cedidas. En la tabla 1-3 se listan por
co´digo PUC las cuentas que se escogieron.
2. Egresos - Siniestros incurridos: para calcular los siniestros incurridos se tienen en
cuenta partidas de egresos como siniestros liquidados y constitucio´n de reservas. Para
ajustar los egresos por siniestros, se involucran cuentas de ingresos por la liberacio´n de
reservas. A diferencia de las reservas que se tienen en cuenta para el caso de las primas
devengadas, las reservas que se utilizan en este caso esta´n relacionadas con cobertura
del riesgo cubierto materializado. En la tabla 1-4 se listan por co´digo PUC las cuentas
que se escogieron.
3. Egresos - Otros: Como egresos adicionales se incluyeron las comisiones a interme-
diarios y los gastos de personal y administrativos. En la tabla 1-5 se listan por co´digo
PUC las cuentas que se escogieron.
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Tabla 1-3.: Propuesta de medicio´n del riesgo de suscripcio´n - Primas devengadas
Co´digo PUC Nombre de la cuenta
4102 Primas Emitidas
4103 Liberacio´n de reserva de riesgo en curso
4104 Liberacio´n de reserva matema´tica: No asume la cuenta 410410 co-
rrespondiente a la constitucio´n de la reserva matema´tica de riesgos
profesionales (Este rubro solamente aplica a seguros de vida).
4106 Liberacio´n Reserva Seguro de Vida Ahorro con participacio´n
4114 Reaseguro interior (Primas aceptadas): Solamente lo que corresponde
a primas aceptadas (411405 a 411416) y las anulaciones de primas
cedidas (411475)
4116 Reaseguro exterior (Primas aceptadas): Solamente lo que corresponde
a primas aceptadas (411605 a 411616) y las anulaciones de primas
cedidas (411675)
5103 Constitucio´n de reserva de riesgo en curso
5104 Constitucio´n de reserva matema´tica: Sin asumir la cuenta 510410 co-
rrespondiente a la constitucio´n de la reserva matema´tica de riesgos
profesionales.(Este rubro solamente aplica a seguros de vida)
5114 Reaseguro interior (Primas cedidas): Solamente lo que corresponde a
primas cedidas (511405 a 511416) y las anulaciones de primas acepta-
das (511475)
5116 Reaseguro exterior (Primas cedidas): Solamente lo que corresponde a
primas cedidas (511605 a 511616) y las anulaciones de primas acepta-
das (511675)
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Tabla 1-4.: Propuesta de medicio´n del riesgo de suscripcio´n - Siniestros incurridos
Co´digo PUC Nombre de la cuenta
510410 Constitucio´n de la reserva matema´tica de riesgos profesionales (Este
rubro solamente aplica a algunos seguros de vida)
5102 Siniestros liquidados
5109 Constitucio´n de reserva por desviacio´n de siniestralidad
5110 Constitucio´n de reserva para siniestros no avisados
5111 Constitucio´n de reserva para siniestros pendientes (siniestros avisados)
5112 Constitucio´n de reservas especiales
5114 Reaseguro interior (Primas cedidas): solamente lo correspondiente a
gastos por salvamentos de la parte reasegurada (511450)
5116 Reaseguro exterior (Primas cedidas): solamente lo correspondiente a
gastos por salvamentos de la parte reasegurada (511650)
410410 Liberacio´n de la reserva matema´tica de riesgos profesionales (Este
rubro solamente aplica a algunos seguros de vida)
4109 Liberacio´n de reserva por desviacio´n de siniestralidad
4110 Liberacio´n de reserva para siniestros no avisados
4111 Liberacio´n de reserva para siniestros pendientes (siniestros avisados)
4112 Liberacio´n de reservas especiales
4114 Reaseguro interior: solamente lo que corresponde a reembolsos de
siniestros sobre cesiones (411440) y salvamentos de aceptacones
(411450)
4116 Reaseguro exterior: solamente lo que corresponde a reembolsos de
siniestros sobre cesiones (411640) y salvamentos de aceptacones
(411650)
4195 Diversos: solamente lo que corresponde a salvamentos liquidados y
realizados (419530) y recobros (419535)
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Tabla 1-5.: Propuesta de medicio´n del riesgo de suscripcio´n - Otros egresos
Co´digo PUC Nombre de la cuenta
5115 Comisiones
5120 Gastos de personal
5130 Honorarios
5140 Impuestos: se excluyen los grava´menes a los movimientos financieros
(514035)
5145 Arrendamiento: no se tiene en cuenta el gravamen a los movimientos
financieros.
5150 Contribuciones, afiliaciones y transferencias: se excluyen cuentas rela-
cionadas con riesgo operativo y FOSYGA (515082-515085 y 515097)
5155 Seguros
5160 Mantenimiento y reparaciones
5165 Adecuacio´n e instalacio´n de oficinas
5175 Depreciaciones
5180 Amortizaciones
5190 Diversos
5195 Otras comisiones: se escluyen las comisiones por administracio´n de
fondos de pensiones y por uso de red de oficinas (519580 y 519585)
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1.3.2. Riesgo de activo
Anteriormente se definio´ que este este tipo de riesgo esta´ asociado al incumplimiento o cambio
en la calidad crediticia de los emisores de valores que componen el portafolio de inversiones
de la compan˜´ıa, las contrapartes (por ejemplo los reaseguradores) e intermediarios.
En lo que respecta a las inversiones de la compan˜´ıa, de acuerdo con el cap´ıtulo I de la
Circular Ba´sica Contable y Financiera de la SFC, Evaluacio´n de Inversiones, las entidades
deben constituir provisiones cuando los activos pierden calidad crediticia. En SFC (2012) se
determina que “Los t´ıtulos y/o valores que cuenten con una o varias calificaciones otorgadas
por calificadoras externas reconocidas por la Superintendencia Financiera de Colombia, o los
t´ıtulos y/o valores de deuda emitidos por entidades que se encuentren calificadas por e´stas,
no pueden estar contabilizados por un monto que exceda los siguientes porcentajes de su
valor nominal neto de las amortizaciones efectuadas hasta la fecha de valoracio´n”:
Tabla 1-6.: Regla para provisio´n de largo plazo
Calificacio´n Ma´ximo valor
BB+, BB, BB- 90
B+, B, B- 70
CCC 50
DD, EE 0
Tabla 1-7.: Regla para provisio´n de corto plazo
Calificacio´n Ma´ximo valor
3 90
4 50
5 y 6 0
El valor de las provisiones que deben efectuar las compan˜´ıas de acuerdo con estos lineamientos
se registran en la cuenta 517005 correspondiente a las provisiones por inversiones. En cuanto a
lo que corresponde a contrapartes, se tomo´ la cuenta 517012, correspondiente a las provisiones
por cuentas por cobrar de la actividad aseguradora.
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1.3.3. Riesgo de mercado
En la seccio´n 1.1.2 se indico´ que el riesgo de mercado surge por la volatilidad del precio de los
activos, que a su vez se ven influenciados por movimientos en el precio de las acciones, tasas
de intere´s y tasas de cambio. Esta volatilidad se refleja en los estados financieros como pe´rdida
o ganancia resultado de la relacio´n entre los egresos y los ingresos asociados al portafolio de
inversio´n que administra la aseguradora. De acuerdo con la SFC (2012) este portafolio puede
estar compuesto por tres clases de inversiones: negociables, disponibles para la venta y hasta
el vencimiento. La clasificacio´n de los instrumentos del portafolio dependera´ de la estrategia
de inversio´n que establezca la compan˜´ıa. Con base en dicha clasificacio´n, la empresa debe
presentar en sus estados financieros los ingresos y egresos discriminados. Para este trabajo
los ingresos y egresos que se tienen en cuenta son:
1. Ingresos: son generados por la valoracio´n de los t´ıtulos, los rendimientos y las uti-
lidades en la venta. En la tabla 1-8 se listan por co´digo PUC las cuentas que se
escogieron.
2. Egresos: son generados por la valoracio´n de los t´ıtulos y las pe´rdidas en la venta. En
la tabla 1-9 se listan por co´digo PUC las cuentas que se escogieron.
3. Se resto´ a los valores obtenidos lo correspondiente a la cuenta 517005 provisiones por
inversiones, que ya fue utilizado para el caso del riesgo de activo. De esta forma se
evita tener en cuenta este factor dos veces.
En el anexo B, se ilustra el uso de esta metodolog´ıa con el caso de una compan˜´ıa, Allianz
Seguros. La reproduccio´n completa de esta metodolog´ıa requiere replicar el procedimiento
ilustrado para cada una de las compan˜´ıas del anexo A, para cada uno de los trimestres entre
2009 y 2013, sumar sus resultados y actualizarlos a precios de 31 de diciembre de 2013 con
base en la variacio´n del IPC publicda por el DANE.
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Tabla 1-8.: Propuesta de medicio´n del riesgo de mercado - Ingresos
Co´digo PUC Nombre de la cuenta
4117 Rendimientos en operaciones REPO y simulta´neas
4125 Utilidad en la venta de inversiones
4128 Utilidad en la valoracio´n de operaciones de contado
4129 Utilidad en la valoracio´n de derivados
4131 Utilidad en la valoracio´n de inversiones negociables en t´ıtulos de deuda
4132 Utilidad en la valoracio´n de inversiones negociables en t´ıtulos partici-
pativos
4133 Utilidad en la valoracio´n de inversiones disponibles para la venta en
t´ıtulos de deuda
4134 Utilidad en la valoracio´n de inversiones para mantener hasta el venci-
miento
4136 Ganancia real de inversiones disponibles para la venta
4137 Utilidad en la venta de derivados de inversio´n
4138 Utilidad en la venta de derivados de cobertura
4139 Utilidad en la valoracio´n de derivados de cobertura
4140 Dividendos y participaciones
4142 Utilidad en valoracio´n de carruseles
4156 Correccio´n monetaria UVR
4157 Utilidad en Posiciones en Corto de Operaciones Repo Abierto, Si-
multa´neas y Transferencia Temporal de Valores
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Tabla 1-9.: Propuesta de medicio´n del riesgo de mercado - Egresos
Co´digo PUC Nombre de la cuenta
5117 Rendimientos en operaciones REPO y simulta´neas
5121 Pe´rdida en la valoracio´n de inversiones para mantener hasta el venci-
miento
5122 Pe´rdida en la valoracio´n de inversiones disponibles para la venta en
t´ıtulos de deuda
5123 Pe´rdida en la valoracio´n de inversiones negociables en t´ıtulos de deuda
5124 Pe´rdida en la valoracio´n de inversiones negociables en t´ıtulos partici-
pativos
5125 Pe´rdida en la venta de inversiones
5128 Pe´rdida en la valoracio´n de operaciones de contado
5129 Pe´rdida en la valoracio´n de derivados
5136 Pe´rdida real de inversiones disponibles para la venta
5137 Pe´rdida en la venta de derivados de inversio´n
5138 Pe´rdida en la venta de derivados de cobertura
5139 Pe´rdida en la valoracio´n de derivados de cobertura
5142 Utilidad en valoracio´n de carruseles
5156 Correccio´n monetaria UVR
5157 Pe´rdida en Posiciones en Corto de Operaciones Repo Abierto, Si-
multa´neas y Transferencia Temporal de Valores
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1.4. Dependencias entre riesgos
Tal como se presento´ en la tabla 1-1, el EIOPA en QIS 5 propone el uso de correlaciones
para describir la dependencia entre los riesgos. Adapta´ndolas al contexto colombiano en el
que las compan˜´ıas se encuentran discriminadas entre seguros de vida y seguros generales,
esta tabla se dividir´ıa en las tablas 1-10 y 1-11.
Tabla 1-10.: Matriz de correlacio´n QIS 5 - Seguros generales
Mercado Activo Suscripcio´n
Mercado 1 0.25 0.25
Activo 0.25 1 0.5
Suscripcio´n 0.25 0.5 1
Tabla 1-11.: Matriz de correlacio´n QIS 5 - Seguros de vida
Mercado Activo Suscripcio´n
Mercado 1 0.25 0.25
Activo 0.25 1 0.25
Suscripcio´n 0.25 0.25 1
Existen dudas de que la metodolog´ıa con base en correlaciones sea la ma´s apropiada para
representar la dependencia entre riesgos. De hecho Zhang (2004) concluye que un modelo
basado en matrices de correlacio´n de Pearson “se queda corto al tratar de reflejar de for-
ma apropiada la no normalidad de los riesgos individuales y la dependencia no lineal entre
los mismos cuando se desea determinar el requerimiento de capital para una organizacio´n.
Las co´pulas permiten especificar distribuciones conjuntas para los riesgos individuales que
deben descomponerse de la estructura de dependencia de los riesgos, de tal forma que la
no normalidad de los riesgos individuales y la dependencia no lineal entre los riesgos puede
modelarse efectivamente. Sin embargo, se debe tener cuidado al elegir la co´pula apropiada
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y los para´metros correspondientes para que reflejen adecuadamente la dependencia entre
los riesgos” (Zhang, 2004). Atendiendo las observaciones de este autor, a continuacio´n se
hace el desarrollo para determinar las relaciones de dependencia para el sector asegurador
colombiano mediante el uso de co´pulas.
2. Co´pulas y medidas de correlacio´n,
concordancia y dependencia
El te´rmino co´pula fue utilizado por primera vez por Sklar (1959), en el teorema que lleva
su nombre, donde la define como una funcio´n que une funciones de distribucio´n univariadas
para formar funciones de distribucio´n multivariadas. Sin embargo, de acuerdo con Nelsen
(2006) el concepto de co´pula es anterior. Su aparicio´n puede datar de 1940 en los trabajos de
Hoeffding sobre distribuciones estandarizadas sobre el cuadrado [−1/2, 1/2] cuyas marginales
son uniformes en [-1/2,1/2].
2.1. Co´pula
Co´pula bidimensional (Nelsen, 2006, p. 10)
Una co´pula bidimensional es una funcio´n C de I2 en I , donde I = [0, 1], con las siguientes
caracter´ısticas:
1. Para todo u, v en I, C(u, 0) = 0 = C(0, v), C(u, 1) = u y C(1, v) = v
2. Para todo u1, u2, v1, v2 en I, tal que u1 ≤ u2 y v1 ≤ v2,
C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) ≥ 0
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Teorema de Sklar (Nelsen, 2006, p. 17)
Sea H una funcio´n de distribucio´n conjunta con marginales F y G. Entonces existe una
co´pula C tal que para todo x, y ∈ R
H(x, y) = C(F (x), G(y))
Si F y G son continuas, entonces C es u´nica; de lo contrario, C esta´ determinada de forma
u´nica en el Rango(F ) x Rango(G). De manera inversa, si C es una co´pula y F y G son
funciones de distribucio´n, entonces H(x, y) = C(F (x), G(y)) es una funcio´n de distribucio´n
conjunta con marginales F y G.
2.2. Medidas de asociacio´n y dependencia
En general dadas dos variables aleatorias X y Y , la covarianza refleja la direccio´n y cantidad
de asociacio´n entre las variables. De esta forma, una covarianza grande y positiva indica que
hay una alta probabilidad que valores grandes (pequen˜os) de X este´n asociados a valores
grandes (pequen˜os) de Y y viceversa, una covarianza grande y negativa indica que hay una
alta probabilidad que valores grandes (pequen˜os) de X este´n asociados a valores pequen˜os
(grandes) de Y . No obstante, la covarianza es una medida de asociacio´n dif´ıcil de interpretar
porque su valor depende de la magnitud y las unidades de medicio´n de las variables alea-
torias X, Y (Gibbons y Chakraborti, 2003, p. 400). Una primera medida que elimina este
problema es el coeficiente de correlacio´n de Pearson.
Coeficiente de correlacio´n de Pearson
Sean X, Y variables aleatorias con varianzas finitas. Entonces el coeficiente de correlacio´n
de Pearson, se define como
ρ(X, Y ) = Cov(X,Y )√
V ar(X)
√
V ar(Y )
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Si bien el coeficiente de correlacio´n de Pearson es una medida de relacio´n lineal entre X y Y ,
en estad´ıstica cla´sica ρ es utilizada como medida relativa de asociacio´n para distribuciones
bivariadas.
Propiedades del coeficiente de correlacio´n de Pearson
Sean X y Y variables aleatorias reales con varianzas finitas.
1. ρ(X, Y ) = ρ(Y,X).
2. El valor absoluto de este coeficiente no excede 1, es decir, |ρ(X, Y )| ≤ 1.
3. ρ(X,X) = 1 y ρ(X,−X) = −1
4. Es invariante ante cambios de escala o posicio´n (Transformaciones lineales positivas)
en X, Y . Es decir,
ρ(aX + b, Y ) = ρ(X, Y ) para a, b ∈ R, con a > 0.
5. Si X, Y son variables aleatorias independientes entonces ρ(X, Y ) = 0. Sin embargo,
ρ(X, Y ) = 0 no necesariamente implica independencia, siendo la distribucio´n normal
bivariada la excepcio´n.
6. |ρ(X, Y )| = 1, si y so´lo si, existen constantes a, b ∈ R no simulta´neamente cero tales
que P(aX + bY = 0) = 1.
7. El coeficiente de correlacio´n muestral esta´ dado por
R =
∑n
i=1
(Xi−X¯)(Yi−Y¯ )√∑n
i=1(Xi−X¯)
2
∑n
i=1(Yi−Y¯ )
2
Aunque ρ es invariante ante transformaciones lineales positivas, no lo es ante transformacio-
nes de preservacio´n de orden, haciendo que el estad´ıstico muestral R no sea de distribucio´n
libre (Gibbons y Chakraborti, 2003, p. 401). Esta caracter´ıstica, sumada al hecho que ρ so-
lamente detecta relaciones lineales entre X y Y , hace necesario recurrir a otras medidas que
sean de distribucio´n libre y que este´n en capacidad de detectar asociacio´n entre variables,
au´n cuando esta no sea lineal. Las medidas de concordancia cumplen con este objetivo.
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2.2.1. Concordancia y discordancia
Sea (X, Y ) un vector de variables aleatorias continuas y (x1, y1), (x2, y2) dos observaciones de
esas variables aleatorias. Se dice que (x1, y1) y (x2, y2) son concordantes si x1 < x2 y y1 < y2
o si x1 > x2 y y1 > y2. De la misma manera, se dice que (x1, y1) y (x2, y2) son discordantes
si x1 < x2 y y1 > y2 o si x1 > x2 y y1 < y2 (Nelsen, 2006, p. 157).
Medida de concordancia
Una medida de asociacio´n κ entre dos variables aleatorias continuas X, Y con co´pula C es
una medida de concordancia si satisface las siguientes propiedades (Nelsen, 2006, p. 168):
1. κ esta´ definida para todo par de variables aleatorias continuas X e Y
2. −1 ≤ κX,Y ≤ 1, κX,X=1 y κX,−X=-1
3. κX,Y = κY,X
4. Si X e Y son independientes, entonces κX,Y = 0
5. κ−X,Y = κX,−Y = −κX,Y
6. Si C1 y C2 son co´pulas, tales que C1 ≺ C2 entonces κC1 ≤ κC2
7. Si (Xn, Yn) es una sucesio´n de variables aleatorias continuas con co´pulas Cn, y si Cn
converge puntualmente a C, entonces limn→∞κCn = κC
A continuacio´n se presentan las dos medidas de concordancia ma´s utilizadas en la literatura:
el τ de Kendall y la ρ de Spearman. En Nelsen (2006) se demuestra que estas dos medidas
son medidas de concordancia.
τ de Kendall
Corresponde a la probabilidad de concordancia, menos la probabilidad de discordancia. Por
ende, a nivel poblacional, si (X1, Y1) y (X2, Y2) son un par de vectores aleatorios continuos e
independientes, cada uno con funcio´n de distribucio´n H, entonces la medida de concordancia
τ de Kendall es
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τ = τX,Y = P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0]
Propiedades del τ de Kendall
1. Si X, Y son variables aleatorias independientes, τX,Y = 0. Sin embargo, τX,Y = 0
no necesariamente implica que X, Y sean independientes, aunque para el caso de la
distribucio´n normal bivariada, tal como ρ(X, Y ), τX,Y = 0 es condicio´n necesaria y
suficiente de la independencia de X, Y (Gibbons y Chakraborti, 2003, p. 403).
2. τX,Y =
2
pi
arcsin(ρ(X, Y )) (Gibbons y Chakraborti, 2003, p. 403).
3. T , el estimador muestral del τ de Kendall, se determina a trave´s de la relacio´n entre
el nu´mero de parejas de observaciones concordantes y discordantes sobre un par de
variables aleatorias (X, Y ). T es un estimador insesgado de τ . Si se denota c como
el nu´mero de parejas concordantes y d como el nu´mero de parejas discordantes, T se
define como (Nelsen, 2006, p. 158):
T =
∑
i<j signo((Xi−Xj)(Yi−Yj))
(n2)
= c−d
(n2)
4. Si X e Y variables aleatorias continuas cuya co´pula es C, entonces la medida de
concordancia τ de Kendall esta´ dada por (Nelsen, 2006, p. 127):
τX,Y = 4
∫ ∫
I
2
C(u, v)dC(u, v)− 1 (2-1)
5. Partiendo del anterior resultado y entendiendo que C(u, v) = F (x, y), con F (x, y) la
funcio´n de distribucio´n bivariada de X y Y y que por ende dC(u, v) = ∂
2C(u,v)
∂u∂v
du dv =
f(x, y)dx dy, con f(x, y) la funcio´n de densidad de F (x, y), el τ de Kendall puede ser
expresado de la siguiente manera:
4
∫ ∫
R2
F (x, y)f(x, y)dx dy − 1 (2-2)
30 2 Co´pulas y medidas de correlacio´n, concordancia y dependencia
ρ de Spearman
Si el coeficiente de correlacio´n muestral de pearson R es calculado sobre los rangos de X y
Y se obtiene el coeficiente de correlacio´n por rangos de Spearman. La forma ma´s comu´n de
este coeficiente es
RS = 1− 6
∑n
i=1D
2
i
n(n2−1)
, donde Di = rank(Xi)− rank(Yi)
Es importante resaltar que RS no es un estimador de ρ, ni puede ser considerado un es-
timador de un coeficiente de “correlacio´n poblacional por rangos”. Esto porque si X y Y
son variables aleatorias continuas, estas no pueden ser organizadas por rangos. No obstante,
en Nelsen (2006) se define un pseudo para´metro de correlacio´n por rangos. Sean (X1, Y1),
(X2, Y2) y (X3, Y3) vectores aleatorios independientes, con funcio´n de distribucio´n H, fun-
ciones marginales F y G y co´pula C. Entonces la medida de concordancia ρ de Spearman es
proporcional a la probabilidad de concordancia menos la probabilidad de discordancia para
los vectores (X1, Y1) y (X2, Y3)
1:
ρ = ρS = 3(P [(X1 −X2)(Y1 − Y3) > 0]− P [(X1 −X2)(Y1 − Y3) < 0])
Propiedades de la ρ de Spearman
1. Si X,Y variables son aleatorias continuas cuya co´pula es C, entonces la medida de
asociacio´n ρ de Spearman esta´ dada por:
ρS = 12
∫ ∫
I
2
C(u, v)dudv − 3 = 12
∫ ∫
I
2
[C(u, v)− uv] dudv (2-3)
2. Partiendo del anterior resultado y entendiendo que u = F1(x) la distribucio´n marginal
de x y que v = F2(y) la distribucio´n marginal de y, la ρ de Spearman puede ser
expresada de la siguiente manera
12
∫ ∫
R2
(H(x, y)− F1(x)F2(y)) f1(x)f2(y)dxdy (2-4)
1En este caso los vectores tienen las mismas marginales, pero mientras el primer vector tiene funcio´n de
distribucio´n H, los componentes del segundo vector son independientes.
2.2 Medidas de asociacio´n y dependencia 31
Donde f1(x) y f2(y) corresponden a las funciones de densidad de F1(x) y F2(y) res-
pectivamente.
2.2.2. Dependencia
Hasta el momento se ha abordado el tema de la concordancia/discordancia para describir
co´mo los valores grandes (o pequen˜os) de una variable aleatoria se relacionan con los valores
grandes (o pequen˜os) de otra. Ahora se introducira´ el concepto de dependencia.
Una medida de asociacio´n δ entre dos variables aleatorias continuas X, Y con co´pula C es
una medida de dependencia si satisface las siguientes propiedades (Nelsen, 2006, p. 208):
1. δ esta´ definida para todo par de variables aleatorias continuas X e Y
2. δX,Y = δY,X
3. δX,Y = 0 si y solamente si X e Y son independientes
4. δX,Y = 1 si y solamente si X e Y son una funcio´n estrictamente mono´tona casi siempre
la una de la otra
5. Si α y β son funciones estrictamente mono´tonas casi siempre en Rango(X) yRango(Y ),
respectivamente, entonces δα(X),β(Y ) = δX,Y
6. Si (Xn, Yn) es una sucesio´n de variables aleatorias continuas con co´pulas Cn, y si Cn
converge puntualmente a C, entonces limn→∞δCn = δC
Una medida que cumple todas estas propiedades esta´ altamente relacionada con la ρ de
Spearman. Se trata de la σ de Schweizer y Wolff y esta´ dada por
σ = 12
∫ ∫
I
2
|C(u, v)− uv| dudv (2-5)
En Nelsen (2006) se demuestra que la σ de Schweizer y Wolff es una medida de dependencia.
De hecho en Nelsen (2006) se indica que esta medida es solo un caso particular de lo siguiente:
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cualquier medida, debidamente normalizada, de la distancia entre la superficie z = C(u,v) y
z = uv deber´ıa conducir a una medida de dependencia sime´trica no parame´trica. As´ı para
cualquier p, 1 ≤ p ≤ ∞,
Lp =
(
kp
∫ ∫
I2
|C(u, v)− uv|p dudv) 1p
donde kp es una constante seleccionada para que Lp sea igual a 1 cuando C =M o C = W
2.
As´ı, otra medida de dependencia conocida se obtiene como caso particular de Lp cuando
p = 2
Φ =
(
90
∫ ∫
I2
|C(u, v)− uv|2 dudv) 12
El cuadrado de Φ se conoce como el I´ndice de dependencia.
2.2.3. Resumen de las medidas de asociacio´n y dependencia
De acuerdo con Gibbons y Chakraborti (2003) y Nelsen (2006):
R puede interpretarse como un coeficiente que define la relacio´n lineal entre variables
y T como un coeficiente de desorden bajo una interpretacio´n directa en te´rminos de
probabilidades de pares concordantes y discordantes. La interpretacio´n de RS es ma´s
dif´ıcil, solamente se sabe que cuando |R| crece, el grado de asociacio´n entre X y Y
crece, y a pesar de ser un caso especial del coeficiente de Pearson en el que los datos
se convierten a rangos antes de calcular el coeficiente, no es una medida de la relacio´n
lineal entre dos variables.
T es un estimador insesgado de τ , mientras RS es un estimador insesgado de un para´me-
tro que es funcio´n de τ y del grado de correlacio´n.
Si es claro que las variables X y Y tienen una relacio´n lineal, el uso de R resulta
adecuado. Sin embargo, cuando no se tiene certeza de este hecho o no hay garant´ıa de
la normalidad conjunta, se tiene en T y RS una opcio´n para determinar la asociacio´n,
au´n cuando no se tiene un claro indicio de cua´l ser´ıa la mejor opcio´n.
2M(u, v) = min(u, v) y W = max(u, v) en la notacio´n de (Nelsen, 2006, p. 42)
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Aunque T y RS no son directamente comparables, se puede establecer que |RS| ≥ |T |,
de hecho |RS| puede ser hasta 50% veces ma´s grande que |T |.
El uso ma´s difundido de RS y T es en pruebas de hipo´tesis de independencia entre
variables. Si se rechaza la hipo´tesis nula de independencia por cualquiera de las dos
medidas, se concluye que hay algu´n tipo de asociacio´n. No obstante, “determinar el
tipo de asociacio´n desaf´ıa cualquier descripcio´n verbal en general”. La existencia de
relacio´n de asociacio´n entre variables, no indica por s´ı misma una relacio´n de causalidad
en alguna v´ıa, ya que esta asociacio´n se puede deber inclusive a la existencia de factores
externos a las variables estudiadas.
Cuando R, T y RS son iguales a cero, no significa necesariamente que las variables
son independientes. A diferencia de estas medidas, cuando la σ de Schweizer y Wolff
es igual a cero, significa que las variables son independientes, siendo por esto definida
como una medida de dependencia. Tal como la σ de Schweizer y Wolff existen va-
rias medidas que satisfacen las condiciones de dependencia. Dichas medidas se basan
principalmente en la distancia entre la distribucio´n conjunta y el producto de las mar-
ginales correspondientes. La principal dificultad de su estimacio´n radica precisamente
en la determinacio´n de la distribucio´n conjunta de las variables, por lo que su uso se
ha extendido mediante las co´pulas.
2.2.4. Ajuste de las medidas de asociacio´n y dependencia a la
distribucio´n log´ıstica bivariada
Como se vera´ en la seccio´n 3.2.3, los datos obtenidos mediante la metodolog´ıa propuesta en
1.3 se ajustan a la funcio´n de distribucio´n log´ıstica bivariada, razo´n por la cual se describe a
continuacio´n co´mo son las medidas en relacio´n a esta distribucio´n. Ali y Haq (1978) propone
la siguiente funcio´n de distribucio´n log´ıstica bivariada.
F (x, y) =
[
1 + exp
(
−x−µ1
σ1
)
+ exp
(
−y−µ2
σ2
)
+ (1− α)exp
(
−x−µ1
σ1
− y−µ2
σ2
)]−1
Para −∞ < x <∞, −∞ < y <∞ y −1 ≤ α ≤ 1.
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Esta funcio´n de distribucio´n fue obtenida a partir de la generalizacio´n del me´todo de obten-
cio´n de la distribucio´n Log´ıstica univariada, esto es
F (x, y) = 1
1+H(x,y)
donde H(x, y) es la probabilidad de sobrevivencia contra el fallo. La funcio´n de densidad
f(x, y) esta´ dada por
f(x, y) =
e
−
x−µ1
σ1
−
y−µ2
σ2

2

1+(1−α)e−
x−µ1
σ1



1+(1−α)e−
y−µ2
σ2



1+e−
x−µ1
σ1 +e
−
y−µ2
σ2 +(1−α)e
−
x−µ1
σ1
−
y−µ2
σ2


−(1−α)


σ1σ2
(
1+e
−
x−µ1
σ1 +e
−
y−µ2
σ2 +(1−α)e
−
x−µ1
σ1
−
y−µ2
σ2
)2
Con base en esta forma funcional de la distribucio´n bivariada y la ecuacio´n 2-2 el τ de
Kendall, la ρ de Spearman y la σ de Schweizer y Wolff para este caso corresponden a
τ = 4
σ1σ2
∫ ∫
R2
e
−
x−µ1
σ1
−
y−µ2
σ2


2

1+(1−α)e−
x−µ1
σ1



1+(1−α)e−
y−µ2
σ2



1+e−
x−µ1
σ1 +e
−
y−µ2
σ2 +(1−α)e
−
x−µ1
σ1
−
y−µ2
σ2


−(1−α)


(
1+e
−
x−µ1
σ1 +e
−
y−µ2
σ2 +(1−α)e
−
x−µ1
σ1
−
y−µ2
σ2
)3 dxdy
ρ = 12α
σ1σ2
∫ ∫
R2
e
−2(x−µ1σ1 +
y−µ2
σ2 )(
1+e
−
x−µ1
σ1 +e
−
y−µ2
σ2 +(1−α)e
−
x−µ1
σ1
−
y−µ2
σ2
)((
1+e
−
x−µ1
σ1
)(
1+e
−
y−µ2
σ2
))3dxdy
σ = 12|α|
s1s2
∫ ∫
R2
e
−2(x−µ1s1 +
y−µ2
s2 )(
1+e
−
x−µ1
s1 +e
−
y−µ2
s2 +(1−α)e
−
x−µ1
s1
−
y−µ2
s2
)((
1+e
−
x−µ1
s1
)(
1+e
−
y−µ2
s2
))3dxdy
Como se puede observar, la u´nica diferencia entre la ρ de Spearman y la σ de Schweizer y
Wolff es el valor absoluto en el para´metro α.
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2.3. Familias de co´pulas
2.3.1. Co´pula producto
La co´pula producto se define como (Nelsen, 2006, p. 11)
Π(u, v) = uv
De acuerdo con el siguiente teorema, esta co´pula caracteriza las variables aleatorias inde-
pendientes cuando las funciones de distribucio´n son continuas.
Teorema (Nelsen, 2006, p. 25) Sean X, Y variables aleatorias continuas y CXY es la co´pula
de X, Y . X, Y son independientes si y so´lo si CXY = Π.
2.3.2. Co´pula gausiana
La co´pula gausiana se define como (Cherubini y otros, 2004, p. 112)
CGa(v, z) = ΦρXY (Φ
−1(v),Φ−1(z))
Donde ΦρXY es la funcio´n de distribucio´n conjunta de la funcio´n bivariada normal esta´ndar,
con coeficiente de correlacio´n lineal ρXY y Φ es la funcio´n de distribucio´n normal esta´ndar.
De esta forma se obtiene,
CGa(v, z) =
∫ Φ−1(v)
−∞
∫ Φ−1(z)
∞
1
2pi
√
1−ρ2XY
exp
(
2rXY st−s
2−t2
2(1−ρ2XY )
)
dsdt
2.3.3. Co´pulas arquimedianas
Las co´pulas arquimedianas pueden ser construidas utilizando una funcio´n φ : I → ℜ∗+
(Do´nde ℜ∗+ = [0,+∞]), continua, decreciente, convexa y tal que φ(1) = 0. Esta funcio´n se
denomina generador (Cherubini y otros, 2004, p. 121). La pseudoinversa de φ se define como,
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φ[−1](v) =


φ−1(v) 0 ≤ v ≤ φ(0)
0 φ(0) ≤ v ≤ +∞
Con base en estas definiciones, una co´pula arquimediana CA es,
CA(v, z) = φ[−1](φ(v) + φ(z))
En la tabla C-1 del anexo C se presenta una lista de co´pulas arquimedianas con sus res-
pectivas funciones generadoras.
Propiedades
Para el caso particular de las co´pulas arquimedianas, el τ de Kendall puede ser escrito en
funcio´n del generador, de acuerdo con la siguiente proposicio´n.
Proposicio´n (Genest y McKay) (Matteis, 2001, p. 32). Sean X e Y variables aleatorias con
una co´pula arquimediana que tiene un generador ϕ. El τ de Kendall poblacional para X e
Y esta´ dado por:
τX,Y = 1 + 4
∫ 1
0
ϕ(t)
ϕ′(t)
dt
Con base en este resultado, en la tabla C-2 del anexo C, se presenta la expresio´n del τ de
Kendall para cada una de las co´pulas arquimedianas identificadas.
2.3.4. Familia de Farlie Gumbel Morgenstern
Es una familia de co´pulas bivariadas definidas por (Balakrishnan y Lai, 2009, p. 68)
C(u, v) = u v(1 + α(1− u)(1− v))
Donde −1 ≤ α ≤ 1.
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2.3.5. Pasos para la seleccio´n de la co´pula
Gallardo (2009) describe 4 pasos que se deben seguir en el proceso de la seleccio´n de una
co´pula.
1. “Determinacio´n de las distribuciones marginales asociadas a cada una de las variables
en funcio´n de las muestras de datos disponibles.
2. Propuesta de un conjunto inicial de familias co´pula candidatas que, por sus caracter´ısti-
cas, se perfilan como adecuadas para reflejar la relacio´n existente entre las variables
en funcio´n de las variables. Esta propuesta se hara´ de acuerdo al conocimiento o en su
defecto intuicio´n, que se tenga sobre la forma de dicha relacio´n.
3. Seleccio´n de una co´pula por familia. En el caso parame´trico se trata de determinar
los valores asociados a los para´metros correspondientes a cada familia, para lo cual se
suelen utilizar expresiones que permitan el ca´lculo de dichos para´metros a partir de la
estimacio´n muestral de alguna medida de asociacio´n como el coeficiente de correlacio´n
de Spearman o la Tau de Kendall.
4. Eleccio´n de la co´pula de entre todas las que representan a cada una de las familias
candidatas”.
3. Metodolog´ıa y resultados
El problema que se enfrenta en este trabajo es conocer la distribucio´n a la que responden
los pares de muestras obtenidas a partir de la propuesta del primer cap´ıtulo, con el fin de
determinar las relaciones de dependencia entre ellas. Al respecto, Gallardo (2009) indica que
“En el contexto de la teor´ıa de co´pulas, este problema presenta una doble vertiente: una
univariante asociada a la especificacio´n de las funciones de distribucio´n FX y GY correspon-
dientes a las marginales de X, Y , y otra bivariante, asociada a la determinacio´n de aquella
conjunta HXY , de las infinitas que comparten esas marginales, que mejor captura la relacio´n
entre ellas”. En el caso bivariante, si se tiene claridad de la forma funcional de la distribucio´n
bivariada de X y Y , su uso ser´ıa inscutible. Sin embargo, cuando no se tiene claridad sobre la
forma funcional de la distribucio´n conjunta, como suceder´ıa si por ejemplo las distribuciones
marginales son diferentes, una opcio´n es el uso de co´pulas. El inconveniente con esta opcio´n
es que no hay lineamientos generalizados en la teor´ıa estad´ıstica que permitan seleccionar la
co´pula o´ptima.
3.1. Metodolog´ıa
Es necesario recordar que existe un decreto que reglamenta la forma en la que se debe calcu-
lar el patrimonio adecuado con base en correlaciones de distintos riesgos, con una indicacio´n
inicial de la valoracio´n de esas correlaciones (su valor es 1) mientras las compan˜´ıas estable-
cen sus propias estimaciones. Adicionalmente se tiene la recomendacio´n de Zhang (2004) de
utilizar co´pulas para efectuar la estimacio´n de las relaciones de dependencia.
Para la solucio´n del problema, como primera medida se propuso en la seccio´n 1.3, una serie
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de cuentas para evaluar los riesgos sobre los que hay que estimar las medidas de dependencia.
A pesar que tomo´ bastante tiempo la definicio´n de la propuesta y fue pensada cuidadosa-
mente, es una propuesta inicial que esta´ sujeta a potenciales errores de apreciacio´n te´cnica
en la seleccio´n de cuentas, y por tanto susceptible de mejorarse y debe ser monitoreada en
el tiempo para verificar si efectivamente dichas cuentas son apropiadas para medir los riesgos.
El paso siguiente en la solucio´n del problema es la eleccio´n del tipo de medida de asociacio´n
que sera´ aplicada a la valoracio´n de riesgos resultantes de la propuesta hecha en la seccio´n
1.3, y si se atiende la recomendacio´n de Zhang (2004) para determinar dicha asociacio´n con
co´pulas. Si bien ambos temas, la modelacio´n por copulas y la estimacio´n de medidas de aso-
ciacio´n, han tenido mucha atencio´n por parte de los investigadores, au´n siguen en estudio.
La aplicacio´n de estos me´todos se hace conforme a la siguiente propuesta.
En la eleccio´n del tipo de estimador para medir la asociacio´n entre variables, es fundamental
en primera instancia analizar el tipo de distribucio´n que podr´ıan seguir los datos. Si se tienen
fuertes evidencias de la normalidad de los datos, se toma como decisio´n el uso del coeficiente
de correlacio´n de Pearson y se culmina el problema con la estimacio´n basado en el estad´ıstico
R. Como esto no es lo usual en el tipo de informacio´n que ocupa al presente trabajo, y de
hecho como se vera´ adelante, no se tiene normalidad en la informacio´n propuesta para ana-
lizar, entonces es necesario considerar otras medidas de asociacio´n. Para la determinacio´n
de la distribucio´n se tiene la opcio´n de escoger entre distribuciones bivariadas conocidas y la
modelacio´n por co´pulas. Se tiene confianza en el uso de co´pulas para modelar distribuciones
conjuntas, pues muestran buen desempen˜o cuando se aproximan probabilidades de distribu-
ciones conjuntas conocidas (como la weibull, normal o gamma entre muchas) mediante ellas.
Pero cuando no existe un patro´n de referencia, como cuando se tiene el caso de marginales
con diferente distribucio´n, no es posible concluir con certeza co´mo es su desempen˜o. Si las
pruebas de bondad de ajuste no muestran una inclinacio´n contundente hacia la modelacio´n
por co´pulas, entonces la sugerencia natural es seleccionar la mejor distribucio´n bivariada co-
nocida que mejor ajuste a los datos. En este caso, el problema culmina con la estimacio´n de
40 3 Metodolog´ıa y resultados
la asociacio´n con base en un estimador cla´sico, o con una medida de dependencia basada en
la distribucio´n conjunta seleccionada. Aun cuando las pruebas de bondad de ajuste sugieran
la modelacio´n por co´pulas, no existe un resultado enfa´tico que indique que las medidas de
asociacio´n en este caso sean mejor estimadas a trave´s de ellas, por tanto es necesario consi-
derar el hecho que las estimaciones puedan ser mejores si esta´n basadas en los estimadores
no parame´tricos cla´sicos. Para lograr este paso se recurrio´ a la aplicacio´n de una prueba de
bondad de ajuste que garantiza buena potencia (McAssey, 2013). Sin embargo, el problema
de su ejecucio´n es que au´n no esta´ disponible en los paquetes estad´ısticos, por lo que se
desarrollo´ un programa en R para tal fin.
Una vez determinada co´mo sera´ modelada la distribucio´n conjunta de los datos, se procede
a la eleccio´n de la medida de asociacio´n. En teor´ıa estad´ıstica existen varias propuestas para
medir asociaciones entre variables, pero todas no son comparables entre s´ı, y tampoco existe
una sugerencia espec´ıfica de cua´l usar ante distintos problemas. Un ente regulador podr´ıa
exigir que se prefiera el uso de la Rho de Spearman frente al Tau de Kendall dado que el
estimador no parame´trico de ρS siempre es mayor o igual al estimador de τ , pero esta ser´ıa
una decisio´n basada en la ortodoxia actuarial pensando en obtener valoraciones ma´s grandes
en los patrimonios, antes que ser una decisio´n basada en un resultado teo´rico que indique
que un criterio es mejor que el otro para detectar adecuadamente una asociacio´n. Otra de-
cisio´n puede ser escoger el estimador que tenga mejores propiedades en la estimacio´n de sus
para´metros respectivos, pero la primera dificultad existente es que estrictamente no se puede
referir un para´metro para el que RS sea su estimador. Bajo ciertas condiciones se tendr´ıa un
para´metro de referencia para RS (ρS), y se tiene entonces que el estimador T de τ en general
tiene ligeramente mejores propiedades estad´ısticas que el estimador RS de ρS. No obstante,
no hay resultados teo´ricos que describan las propiedades de los estimadores en todos los
casos muestrales. Para el estimador T se tienen resultados asinto´ticos de su distribucio´n y
tambie´n de su distribucio´n en muestras pequen˜as ante el supuesto de independencia de las
variables, pero no ante la situacio´n de dependencia. Para el estimador RS solamente se tiene
su distribucio´n ante el supuesto de independencia. Por otra parte, existe una expresio´n que
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relaciona a ρS y τ con las co´pulas, pero no una definicio´n propia de un estimador de ρS y
τ basado en co´pulas. Es posible estimar los para´metros de una co´pula y de aqu´ı obtener
una estimacio´n de ρS y τ a los que se llama los estimadores “plug-in” de ρS y τ basado en
co´pulas, pero hasta donde sabemos, no existe resultados teo´ricos que indiquen cua´les son
sus propiedades. Sin un criterio teo´rico para escoger el estimador, la sugerencia es ver de
acuerdo con las estimaciones de la muestra particular, do´nde podr´ıa estar el para´metro y
con simulacio´n evaluar las propiedades de sesgo y varianza. Esto es, analizar las propiedades
de los estimadores con simulacio´n para distintos valores de los para´metros fijados alrededor
de la estimacio´n muestral.
En resumen, la metodolog´ıa a seguir es: atender la recomendacio´n general de adoptar el
uso del estimador del coeficiente de correlacio´n de Pearson ante la existencia de normalidad
en las variables. Si no se puede asegurar la normalidad, hay que determinar cua´l es la
mejor opcio´n para modelar los datos bivariados entre modelacio´n por co´pulas (atendiendo
las indicaciones descritas por Gallardo (2009)), o modelacio´n mediante una “distribucio´n
bivariada cla´sica” como la weibull o log´ıstica entre muchas, y proceder luego a la eleccio´n
del estimador de asociacio´n. En aras de la ortodoxia actuarial se puede adoptar la aplicacio´n
del estimador de asociacio´n que de mayor valor, o de otro lado, escoger el estimador que
para el caso particular de los datos, tenga mejores propiedades de sesgo y varianza para
estimar su para´metro; si no hay sugerencias teo´ricas de acuerdo con las caracter´ısticas de
la muestra, hacer los ana´lisis mediante simulacio´n (esta segunda opcio´n es la seguida en el
presente trabajo). Si para el estimador elegido no existen resultados que permitan definir su
distribucio´n y cuantificar su varianza, la estimacio´n por intervalo del para´metro para realizar
una prueba de independencia sera´ con metodolog´ıa bootstrap. Si no se puede rechazar la
hipo´tesis nula de independencia entonces se asignara´ cero a la medida de asociacio´n. A
continuacio´n se describe la metodolog´ıa paso a paso.
1. Ajuste de distribuciones marginales: En este paso se realizara´ el ajuste de las
distribuciones univariadas para cada uno de los datos obtenidos. Las funciones de dis-
tribucio´n parame´tricas con respecto a las cuales se realizara´ los ajustes son Cauchy,
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Chi cuadrado, Exponencial, F, Gamma, Lognormal, Log´ıstica, Normal, t y Weibull.
Para los casos en que la funcio´n de distribucio´n esta´ definida en ℜ+ o en ℜ+0 , si la mues-
tra tiene observaciones negativas, los datos se transformaron mediante una traslacio´n
para que pertenecieran a ℜ+0 . Este paso se puede hacer mediante la funcio´n fitdistr del
paquete MASS de R.
2. Bondad de ajuste distribuciones marginales: Para cada caso se realizara´ la prue-
ba de bondad de ajuste de Kolmogorov-Smirnov. Adicionalmente se efectuara´ las prue-
bas gra´ficas por Q-Q Plot, P-P Plot, comparacio´n de las funciones de distribucio´n acu-
muladas y funciones de densidad. Este paso se hara´ con base en la funcio´n ks.test del
paquete stats de R y del co´digo presentado en el anexo F en el item 1.
3. Ajuste de distribuciones bivariadas: Con base en las distribuciones marginales
obtenidas en el primer paso se identificara´ cua´l es la mejor distribucio´n bivariada
parame´trica que se ajusta a los datos. Una vez identificada se procedera´ a ajustar la
distribucio´n mediante el ca´lculo de sus para´metros por ma´xima verosimilitud.
4. Bondad de ajuste distribuciones bivariadas: Con base en las distribuciones ajus-
tadas en el tercer paso se evaluara´ su bondad de ajuste mediante una prueba emp´ırica
que fue desarrollada por McAssey (2013), donde se propone una prueba de bondad
de ajuste “que es ajustable a cualquier distribucio´n multivariada y tiene suficiente
poder”(McAssey, 2013). El desarrollo de esta prueba se presenta en el anexo D. Esta
prueba au´n no ha sido implementada en un software esta´ndar, por lo que uno de los
aportes de este trabajo es el desarrollo del co´digo en R de esta prueba. El co´digo de
la prueba se encuentra en el ı´tem 3 del anexo F.
5. Seleccio´n de una co´pula: Para este paso se utilizara´ la co´pula producto, una co´pula
de la familia arquimediana y la co´pula de Farlie Gumbel Morgenstern (FGM). La
prueba consistira´ en comparar los valores de la co´pula emp´ırica de los datos generados
aleatoriamente, con los valores obtenidos mediante la co´pula ajustada sobre dichos
datos.
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6. Seleccio´n de la medida de asociacio´n o de dependencia: El objetivo de este paso
es determinar cua´l medida entre el τ de Kendall, la ρ de Spearman y la σ de Schweizer
y Wolff es mejor estimada a partir de una muestra aleatoria de las distribuciones
aleatorias ajustadas. Se utilizara´n dos me´todos de ca´lculo. El primero se basa en la
estimacio´n de las medidas a partir de la co´pula parame´trica ajustada. Este es un
estimador plug-in, es decir, a partir de la estimacio´n del para´metro de ligadura de
la co´pula y su aplicacio´n en las ecuaciones 2-1, 2-3 y 2-5 se obtiene el valor de
τ de Kendall, la ρ de Spearman y la σ de Schweizer y Wolff. El segundo se basa
en la estimacio´n no parame´trica cla´sica. El resultado obtenido por medio de cada
uno de los me´todos enunciados se comparara´ con sus valores poblacionales. Aquella
medida que muestre la menor diferencia con respecto a sus valores poblacionales sera´ la
seleccionada.
7. Ca´lculo de la medida de asociacio´n o dependencia de los datos: Con base en
el resultado del sexto paso se calculara´ la medida para cada par de riesgos.
3.2. Resultados
3.2.1. Estad´ıstica descriptiva de los riesgos
En las figuras 3-1 y 3-2 se presentan histogramas de los datos obtenidos, as´ı como las
gra´ficas de nubes de puntos con el fin de evidenciar la relacio´n entre cada par de riesgos. Los
resultados se presentan de manera separada para seguros generales y seguros de vida. En los
histogramas se observa que las distribuciones de los datos son asime´tricas. En cuando a las
gra´ficas de puntos, las relaciones de dependencia que se presentan entre los diferentes riesgos
no es lineal.
3.2.2. Ajuste de distribuciones marginales y bondad de ajuste
De la lista de distribuciones sobre las que se definio´ que se har´ıa el ajuste en el primer paso de
la metodolog´ıa, solamente se obtuvo resultados para las distribuciones Cauchy, Exponencial,
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Figura 3-1.: Histograma y gra´fica de puntos seguros generales
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Figura 3-2.: Histograma y gra´fica de puntos seguros de vida
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Tabla 3-1.: Funciones de distribucio´n ajustadas
Riesgo Seguros Generales Seguros de Vida
Suscripcio´n
Distribucio´n Log´ıstica Distribucio´n log´ıstica
location: scale: location: scale:
4.707212 47.705151 -49.127467 29.668921
(10.621254) (5.702160) (6.696375) (3.460474)
Activo
Distribucio´n Log´ıstica2 Distribucio´n Log´ıstica
location: scale: location: scale:
18.751797 11.166967 10.9669730 6.7840944
(2.633433) (1.269075) (1.5559350) (0.7792482)
Mercado
Distribucio´n Log´ıstica Distribucio´n Log´ıstica
location: scale: location: scale:
69.631777 39.419957 149.65639 98.72000
(9.206037) (4.474819) (22.32416) (11.65280)
Lognormal, Log´ısitica, Normal, t y Weibull.
Para cada caso se realizo´ la prueba de bondad de ajuste de Kolmogorov-Smirnov. Adicional-
mente se efectuo´ la prueba gra´fica por Q-Q Plot, P-P Plot, comparacio´n de las funciones de
distribucio´n acumuladas y funciones de densidad. En el anexo E se presentan los resultados
de estas pruebas para cada caso1 y en la tabla 3-1 se muestran los resultados para las
distribuciones que mejor se ajustaron a los datos (presentando el valor de los para´metros de
la distribucio´n y entre pare´ntesis su p-valor). All´ı se puede observar que la distribucio´n que
mejor se ajusta en todos los casos es la Log´ıstica. Si bien en algunos casos el estad´ıstico de
la prueba KS indica que otras distribuciones tiene un mejor ajuste, las pruebas gra´ficas mos-
traron siempre que la distribucio´n log´ıstica era la mejor opcio´n. En este punto es importante
tener en cuenta que de acuerdo con Gibbons y Chakraborti (2003) la prueba de Kolmogorov
Smirnov pierde potencia cuando se estiman los para´metros.
1En el anexo F se presenta el co´digo de R utilizado en el ajuste de las distribuciones y en las pruebas de
bondad de ajuste K-S y gra´ficas en el item 2.
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3.2.3. Ajuste de distribuciones bivariadas y bondad de ajuste
Dado que en el paso anterior resulto´ que la distribucio´n Log´ıstica es la que mejor se ajusta
a los datos en todos los casos, la opcio´n de distribucio´n bivariada escogida es la distribucio´n
Log´ıstica bivariada presentada en 2.2.4. Sobre esta distribucio´n, se efectuo´ la prueba de
bondad de ajuste emp´ırica propuesta por McAssey (2013) desarrollada en el anexo D. Los
resultados obtenidos para los datos obtenidos se presentan en la tabla 3-2. De acuerdo con
los p-valores presentados all´ı se concluye que no se rechaza la hipo´tesis nula para ningu´n
caso, es decir, no se rechaza la hipo´tesis que las parejas de datos se distribuyen log´ıstica
bivariada.
Tabla 3-2.: P - valores de la prueba de bondad de ajuste emp´ırica
Seguros Generales Seguros de Vida
Riesgo de suscripcio´n y activo 0.38000 0.10000
Riesgo de suscripcio´n y mercado 0.34000 0.06000
Riesgo de activo y mercado 0.45000 0.40000
3.2.4. Seleccio´n de una co´pula
Con base en el resultado de la seccio´n anterior, a continuacio´n se realizara´ la prueba sobre
las distribuciones log´ısticas bivariadas que se ajustan a cada par de datos para identificar
cua´l co´pula se ajusta mejor a dicha distribucio´n. La prueba se realizara´ para tres co´pulas,
la co´pula producto, una arquimediana y la FGM. La co´pula de la familia arquimediana que
se escogio´ para esta prueba corresponde a la co´pula de Ali-Mikhail-Haq (AMH) debido a
que de acuerdo con Ali y Haq (1978), esta co´pula describe la distribucio´n log´ıstica bivariada.
En la tabla 3-3 se presentan el para´metro α obtenido para cada par de riesgos y con respecto
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al cual se realizara´ el muestreo aleatorio para la prueba posterior con respecto a las co´pulas.
Tabla 3-3.: Para´metro α de distribuciones log´ısticas bivariadas ajustadas a los datos
Seguros Generales Seguros de Vida
Riesgo de suscripcio´n y activo -0.99999 -0.4404496
Riesgo de suscripcio´n y mercado -0.79954787 -0.7276453
Riesgo de activo y mercado 0.6162902 0.1769476
En la tabla 3-4 se presentan los resultados obtenidos sobre la distancia entre la co´pula
emp´ırica y la co´pula teo´rica y en el anexo F en el ı´tem 4 se presenta el co´digo utilizado
para la prueba. All´ı se evidencia que la co´pula que mejor se ajusta es la AMH, tal como lo
indica Ali y Haq (1978).
Tabla 3-4.: Prueba de distancia respecto a la co´pula emp´ırica
Par de riesgos Co´pula producto Co´pula AMH Co´pula FGM
Seguros Generales
Riesgo de suscripcio´n y activo 17.855353 3.260525 35.479253
Riesgo de suscripcio´n y mercado 13.196220 3.248204 26.317426
Riesgo de activo y mercado 34.691140 3.380574 62.974783
Seguros de Vida
Riesgo de suscripcio´n y activo 12.570770 3.265352 25.014715
Riesgo de suscripcio´n y mercado 22.590447 3.619623 44.843661
Continu´a en la siguiente pa´gina.
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Par de riesgos Co´pula producto Co´pula AMH Co´pula FGM
Riesgo de activo y mercado 13.707903 3.211186 26.884643
3.2.5. Seleccio´n de la medida de asociacio´n o de dependencia
En esta seccio´n se realiza un proceso de simulacio´n para determinar cua´l estimador tiene un
mejor desempen˜o en la estimacio´n del para´metro (de asociacio´n o dependencia) con la dis-
tribucio´n elegida para modelar muestras bivariadas. Esto debido a que no existen resultados
teo´ricos de las propiedades de sesgo y eficiencia de los estimadores plug-in, ni tampoco una
sugerencia clara de cua´l estimador elegir para determinar la asociacio´n de variables.
En este paso se partira´ de la definicio´n de los valores poblacionales para el τ de Kendall, la
ρ de Spearman y la σ de Schweizer y Wolff para el caso de la distribucio´n log´ıstica bivariada
que se presentaron en 2.2.1 y 2.2.2. Se analizaron escenarios con taman˜os de muestra 55,
100 y 500, para 5 valores de α diferentes con el fin de identificar cua´l de las medidas mues-
trales enunciadas se acerca ma´s a su valor poblacional en diferentes escenarios3. En el anexo
F en el ı´tem 5 se presenta el co´digo utilizado en este ana´lisis, que se resume en obtener
la distancia entre el para´metro poblacional y el para´metro en cada escenario. En las tablas
3-5, 3-6 y 3-7 se presentan los resultados obtenidos.
La cantidad
|θ−θˆ|
θ
calculada sobre muestras para todos los escenarios no es concluyente pa-
ra decidir cua´l estimador tiene el mejor desempen˜o en te´rminos de localizacio´n y por ende
debe ser escogido. Respecto a la comparacio´n en te´rminos de variabilidad, el coeficiente de
variacio´n muestra para todos los escenarios menores valores para la σ de Schweizer y Wolff.
Por lo tanto, si se antepone este criterio al del sesgo, se elige esta medida para calcular la
asociacio´n entre riesgos.
3Para cada α se realizo´ 10.000 muestreos y se tomo´ el valor promedio de las medidas obtenidas.
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Tabla 3-5.: Promedio de estimaciones de asociacio´n en 10.000 re´plicas muestrales de una log´ıstica (n = 55)
α Concepto τ de Kendall ρ de Spearman σ Schweizer y Wolff
-0.8
Para´metro (θ) -0.1504 -0.2247 0.2247
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
-0.1312 -0.1489 -0.1959 -0.2189 0.2026
|θ−θˆ|
θ
-0.1278 -0.0097 -0.1283 -0.0262 0.0985
-0.5
Para´metro (θ) -0.0995 -0.1489 0.1489
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
-0.0921 -0.0991 -0.1377 -0.1459 0.1580
|θ−θˆ|
θ
-0.0733 -0.0032 -0.0753 -0.0200 0.0614
0
Para´metro (θ) 0 0 0
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
0.0004 0 0.0005 0 0.1111
|θ−θˆ|
θ
- - - - -
0.5
Para´metro (θ) 0.1288 0.1923 0.1923
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
0.1280 0.1281 0.1898 0.1879 0.2007
|θ−θˆ|
θ
0.0058 0.0052 0.0131 0.0231 0.0431
0.8
Para´metro (θ) 0.2337 0.3451 0.3451
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
0.2318 0.2333 0.3999 0.3387 0.3406
|θ−θˆ|
θ
0.0079 0.0019 0.0148 0.0186 0.0130
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Tabla 3-6.: Promedio de estimaciones de asociacio´n en 10.000 re´plicas muestrales de una log´ıstica (n = 100)
α Concepto τ de Kendall ρ de Spearman σ Schweizer y Wolff
-0.8
Para´metro (θ) -0.1504 -0.2247 0.2247
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
-0.1399 -0.1499 -0.2089 -0.2218 0.2097
|θ−θˆ|
θ
-0.0700 -0.0031 -0.0704 -0.0129 0.0667
-0.5
Para´metro (θ) -0.0995 -0.1489 0.1489
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
-0.0969 -0.0989 -0.1498 -0.1467 0.1513
|θ−θˆ|
θ
-0.0255 -0.0048 -0.02704 -0.0145 0.01612
0
Para´metro (θ) 0 0 0
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
0.0005 0.0006 0.0007 0.0008 0.0818
|θ−θˆ|
θ
- - - - -
0.5
Para´metro (θ) 0.1288 0.1923 0.1923
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
0.1292 0.1296 0.1923 0.1916 0.1946
|θ−θˆ|
θ
0.0036 0.0065 0 0.0038 0.0115
0.8
Para´metro (θ) 0.2337 0.3451 0.3451
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
0.2329 0.2342 0.3426 0.3424 0.3426
|θ−θˆ|
θ
0.0035 0.0020 0.0071 0.0075 0.0071
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Tabla 3-7.: Promedio de estimaciones de asociacio´n en 10.000 re´plicas muestrales de una log´ıstica (n = 500)
α Concepto τ de Kendall ρ de Spearman σ Schweizer y Wolff
-0.8
Para´metro (θ) -0.1504 -0.2247 0.2247
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
-0.1489 -0.1504 -0.2225 -0.2242 0.2225
|θ−θˆ|
θ
-0.0096 0.0004 -0.0098 -0.0023 0.0098
-0.5
Para´metro (θ) -0.0995 -0.1489 0.1489
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
-0.0997 -0.0997 -0.1493 -0.1489 0.1493
|θ−θˆ|
θ
-0.0030 -0.0025 -0.0026 -0.0004 0.0027
0
Para´metro (θ) 0 0 0
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
-0.0004 -0.0004 -0.0007 -0.0006 0.0362
|θ−θˆ|
θ
- - - - -
0.5
Para´metro (θ) 0.1288 0.1923 0.1923
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
0.1286 0.1286 0.1920 0.1918 0.1920
|θ−θˆ|
θ
0.0012 0.0008 0.0018 0.0029 0.0018
0.8
Para´metro (θ) 0.2337 0.3451 0.3451
Estimador (θˆ)
Plug-in Co´p. No par. Plug-in Co´p. No par. Plug-in Co´p.
0.2333 0.2334 0.3443 0.3439 0.3443
|θ−θˆ|
θ
0.0014 0.0011 0.0021 0.0032 0.0021
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Tabla 3-8.: Coeficientes de variacio´n de estimaciones de asociacio´n en 10.000 re´plicas de
una log´ıstica (n = 55)
α
τ de Kendall ρ de Spearman σ Schweizer y Wolff
Co´pula No par. Co´pula No par. Co´pula
-0.8 0.4453 0.5926 0.4445 0.5759 0.3714
-0.5 0.8001 0.9088 0.7976 0.8870 0.6021
0 - - - - -
0.5 0.6820 0.6989 0.6709 0.6782 0.5811
0.8 0.3093 0.3711 0.2978 0.3546 0.2919
Tabla 3-9.: Coeficientes de variacio´n de estimaciones de asociacio´n en 10.000 re´plicas de
una log´ıstica (n = 100)
α
τ de Kendall ρ de Spearman σ Schweizer y Wolff
Co´pula No par. Co´pula No par. Co´pula
-0.8 0.3205 0.4281 0.3195 0.4188 0.3069
-0.5 0.6162 0.6677 0.6142 0.6568 0.5394
0 - - - - -
0.5 0.4980 0.5210 0.4918 0.4106 0.4675
0.8 0.2219 0.2741 0.2131 0.2633 0.2127
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Tabla 3-10.: Coeficientes de variacio´n de estimaciones de asociacio´n en 10.000 re´plicas de
una log´ıstica (n = 500)
α
τ de Kendall ρ de Spearman σ Schweizer y Wolff
Co´pula No par. Co´pula No par. Co´pula
-0.8 0.1600 0.1940 0.1591 0.1919 0.1591
-0.5 0.2889 0.2972 0.2878 0.2952 0.2874
0 - - - - -
0.5 0.2147 0.2260 0.2127 0.2236 0.2127
0.8 0.0958 0.1218 0.0920 0.1181 0.0920
3.2.6. Ca´lculo de la medida de asociacio´n o dependencia de los datos
El estimador plug-in de la σ de Schweizer y Wolff de los datos para cada par de riesgos se
presenta en la tabla 3-11. El co´digo utilizado para la obtencio´n de estos datos se encuentra
en el anexo F en el ı´tem 6. Dada la similitud de este estimador con la ρ de Spearman
se presentan tambie´n los resultados obtenidos del estimador plug-in para este para´metro,
en 3-12. Al comparar los valores de las tablas 3-11 y 3-12 se observa que se diferen-
cian solamente en los signos. Tanto para seguros de vida, como para seguros generales, las
asociaciones son negativas para dos de los tres pares de riesgos. Los dos pares de riesgo con
medida de asociacio´n negativa tienen en comu´n el riesgo de suscripcio´n. La lo´gica detra´s de
este comportamiento puede verse explicado por lo siguiente: si una compan˜´ıa de seguros se
ve expuesta a riesgo de suscripcio´n, es decir, la obligacio´n que debe asumir por los riesgos
amparados mediante las po´lizas emitidas es superior a lo presupuestado (reservado), la com-
pan˜´ıa tendra´ que entrar a liquidar sus activos para obtener recursos y hacer frente al de´ficit.
Entre los activos que puede liquidar la compan˜´ıa esta´n los activos financieros, en particular
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los t´ıtulos valores. Si la compan˜´ıa vende t´ıtulos valores, reducira´ su exposicio´n al riesgo de
mercado, al disminuir su posicio´n en instrumentos sujetos a variaciones de las condiciones
del mercado. Adicionalmente, mediante este movimiento, la compan˜´ıa reducira´ su exposicio´n
al riesgo de activo al reducir su posicio´n acreedora como tenedor del t´ıtulo valor.
Tabla 3-11.: σ de Schweiser y Wolff de los datos
Par de riesgos Seguros Generales Seguros de Vida
Riesgo de suscripcio´n y activo 0.2710624 0.1328024
Riesgo de suscripcio´n y mercado 0.2236976 0.2072373
Riesgo de activo y mercado 0.246973 0.06177231
Tabla 3-12.: Estimador plug-in de la ρ de Spearman de los datos
Par de riesgos Seguros Generales Seguros de Vida
Riesgo de suscripcio´n y activo -0.2710624 -0.1328024
Riesgo de suscripcio´n y mercado -0.2236976 -0.2072373
Riesgo de activo y mercado 0.246973 0.06177231
Con base en los resultados obtenidos es necesario determinar si alguna de las medidas es
estad´ısticamente igual a cero, debido a que sus valores son pequen˜os. Teniendo en cuenta
que en este caso la σ de Schweizer y Wolff solamente arrojo´ resultados negativos y que la
ρ de Spearman presento´ los mismos valores que σS pero con signo contrario, la prueba se
realizo´ sobre los dos indicadores. Para esto se disen˜aron intervalos de confianza con base
en muestras Bootstrap, encontrando que solamente se tendr´ıa evidencia de no rechazo de
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la hipo´tesis nula (H0 : σ = 0) con α = 5% y α = 7% para las combinaciones suscripcio´n-
mercado y activo-mercado para el caso de seguros de vida.
Tabla 3-13.: Intervalos de confianza σ de Schweizer y Wolff
Par de riesgos α Seguros Generales Seguros de vida
Riesgo de suscripcio´n y activo 5% [0,1155; 0,2711] [0,0151; 0,2711]
7% [0,1464; 0,2711] [0,0222; 0,2711]
Riesgo de suscripcio´n y mercado 5% [0,0622; 0,2711] [0,0350; 0,2711]
7% [0,0901; 0,2711] [0,0471; 0,2711]
Riesgo de activo y mercado 5% [0,0839; 0,3574] [0,0093; 0,2557]
7% [0,1082; 0,3526] [0,0148; 0,2334]
Tabla 3-14.: Intervalos de confianza ρ de Spearman
Par de riesgos α Seguros Generales Seguros de vida
Riesgo de suscripcio´n y activo 5% [−0,2711;−0,1155] [−0,2711; 0,1109]
7% [−0,2711;−0,1464] [−0,2711; 0,0859]
Riesgo de suscripcio´n y mercado 5% [−0,2711;−0,0605] [−0,2711;−0,0148]
7% [−0,2710;−0,0856] [−0,2711;−0,0336]
Riesgo de activo y mercado 5% [0,0875; 0,3640] [−0,1141; 0,2506]
7% [0,1063; 0,3526] [−0,0960; 0,2317]
Con base en los resultados de las tablas 3-11, 3-13 y 3-14 se construyo´ la matriz de
asociacio´n de los datos obtenidos para las entidades de seguros generales y de seguros de
vida. Estas matrices corresponden a las tablas 3-15 y 3-16 respectivamente.
Tabla 3-15.: Matriz de medidas de asociacio´n - Seguros generales
Mercado Activo Suscripcio´n
Mercado 1 0.25 0.22
Activo 0.25 1 0.27
Suscripcio´n 0.22 0.27 1
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Tabla 3-16.: Matriz de medidas de asociacio´n - Seguros generales
Mercado Activo Suscripcio´n
Mercado 1 0 0.21
Activo 0 1 0
Suscripcio´n 0.21 0 1
Teniendo en cuenta que estas medidas de asociacio´n son un insumo para calcular el patri-
monio adecuado, que hoy en d´ıa se calcula con base en correlaciones iguales a 1, un primer
impacto que resultar´ıa de la aplicacio´n de estas matrices, ser´ıa la reduccio´n del patrimonio
adecuado. Tal como se indico´ en 1.2, asumir una correlacio´n de 1 entre los riesgos equivale
a suponer que PA =
∑3
i=1Ri que es el valor ma´ximo que podr´ıa alcanzar PA en funcio´n de
las correlaciones. Por ende, cualquier resultado diferente a medidas de asociacio´n iguales a
uno tendra´ como resultado una reduccio´n del valor del patrimonio adecuado.
Para identificar que´ tanto se reducir´ıa el valor del patrimonio adecuado con el valor de las
medidas de asociacio´n obtenidas, se asumira´ que para una compan˜´ıa todos los montos de
pe´rdida esperada por clase de riesgo son iguales y suman 1. As´ı, Ri =
1
3
para i = 1, 2, 3, lo
que significa que bajo el decreto 2954 de 2010, PA = 1. En este escenario, el PA bajo el
decreto ser´ıa ma´s grande que el obtenido mediante el modelo ajustado en 49% y 62% para
seguros generales y seguros de vida, respectivamente.
4. Conclusiones y recomendaciones
4.1. Conclusiones
Para determinar la asociacio´n entre pares de variables aleatorias es necesario en principio
conocer la distribucio´n bivariada asociada a dicha pareja. Esto supone un primer problema,
debido a que si bien hay desarrollos que permiten asignar distribuciones bivariadas a partir
de distribuciones marginales de la misma familia, cuando dichas marginales pertenecen a
familias distintas la u´nica opcio´n desarrollada hasta el momento es el uso de co´pulas. En
este caso surge un segundo problema, porque si bien existen varios estudios en los que se pre-
sentan diferentes familias de co´pulas, au´n no existe un me´todo que permita elegir la co´pula
o´ptima.
Ahora bien, si se llega a determinar que la distribucio´n bivariada asociada a la pareja de
datos corresponde a la normal bivariada, la asociacio´n puede ser estimada con base en el
coeficiente de correlacio´n de Pearson. No obstante, cuando ese no es el escenario, tal como
sucedio´ en este trabajo, es necesario recurrir a otras medidas como el τ de Kendall, la ρ
de Spearman o la σ de Schweizer y Wolff. Vale la pena resaltar que sobre estas medidas
tampoco hay estudios en los que se indique cua´l es la mejor para determinar el grado de
asociacio´n entre un par de variables.
Como resultado de las pruebas realizadas a los datos obtenidos del sector asegurador co-
lombiano, se determino´ que en todos los casos la distribucio´n log´ıstica bivariada se ajustaba
a las parejas de datos y que se utilizar´ıa la co´pula de Ali Mikhail Haq. A continuacio´n, se
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ajustaron estimadores plug-in del τ de Kendall, la ρ de Spearman y la σ de Schweizer y
Wolff, que de acuerdo con lo presentado en el marco teo´rico se pueden obtener a trave´s de
una funcio´n co´pula. No obstante, a pesar de tener un buen ajuste de los datos a la co´pula
de Ali Mikhail Haq, el desempen˜o de los estimadores plug-in no es sustancialmente diferente
al de los estimadores no parame´tricos cla´sicos en te´rminos de localizacio´n, mientras que en
te´rminos de variabilidad, la σ de Schweizer y Wolff presento´ un desempen˜o superior a las
dema´s medidas. Este resultado que surge a partir de la propuesta metodolo´gica para estimar
la asociacio´n de riesgos, el co´digo R para la ejecucio´n de la prueba de bondad de ajuste de
McAssey (2013) y la sugerencia de la metodolog´ıa para la determinacio´n de la informacio´n
para la medicio´n de riesgos, se constituyen en el principal aporte de la tesis.
Como resultado de este ana´lisis la σ de Schweizer y Wolff fue la medida escogida para deter-
minar la asociacio´n entre las clases de riesgo del sector asegurador colombiano, encontrando
que sus valores difieren en magnitud entre el sector de seguros generales y el de seguros
de vida. Otro hallazgo de este trabajo es que la ρ de Spearman para dos de los tres pares
de riesgos es negativa. El resultado de la aplicacio´n de esta matriz si se considera que los
montos de pe´rdida esperada por cada clase de riesgo es que el PA bajo el decreto ser´ıa ma´s
grande que el obtenido mediante el modelo ajustado en 49% y 62% para seguros generales
y seguros de vida respectivamente.
4.2. Recomendaciones y trabajo futuro
En este trabajo se discrimino´ el estudio en dos grupos, seguros generales y seguros de
vida, obteniendo resultados diferentes para cada grupo. Entendiendo que cada com-
pan˜´ıa aseguradora tiene su propia manera de operar, este tipo de ana´lisis deber´ıa ser
realizado a nivel individual con el fin de reflejar en las medidas de asociacio´n las ca-
racter´ısticas propias del negocio de cada entidad.
En el ca´lculo de las medidas de asociacio´n se supuso que eran constantes en el tiem-
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po, tal como lo sugiere MinHacienda (2010). No obstante, el siguiente paso es mo-
delar estas medidas de asociacio´n a partir de series de tiempo. En el estudio de
Escarela y Herna´ndez (2009) se identifico´ que a pesar de existir alta dependencia en-
tre las observaciones de una serie de tiempo, la co´pula positiva estable tuvo un buen
desempen˜o e la modelacio´n. Un ana´lisis similar futuro puede hacerse para los datos del
trabajo con la co´pula seleccionada.
Hasta donde conocemos, no existen estudios de sesgo y varianza de los estimadores plug-
in para muestras pequen˜as, y dado que no hay resultados teo´ricos que indiquen co´mo
y en que´ condiciones usar los estimadores plug-in de la concordancia y la dependencia
basada en co´pulas, se recomienda aplicar un ana´lisis similar al realizado en el presente
trabajo.
A. Anexo: Compan˜´ıas de seguro
incluidas en el ana´lisis
Compan˜´ıas de seguros generales
• ACE seguros S.A.
• AIG Seguros Colombia S.A.1
• Compan˜´ıa agr´ıcola de seguros S.A.2
• Seguros Alfa S.A.
• Allianz seguros S.A.3
• BBVA seguros Colombia S.A.4
• Seguros Comerciales Bol´ıvar S.A.
• Chubb de Colombia Compan˜´ıa de seguros S.A.
• Seguros Colpatria S.A.
• Condor S.A.5
• Confianza S.A.
• Liberty seguros S.A.
• Mapfre Crediseguro S.A.6
• Equidad S.A.
• Seguros del Estado S.A.
• Generali Colombia S.A.
• Mapfre Seguros Generales de Colombia S.A.
• Colombia Mundial de Seguros S.A.
• La Previsora S.A. Compan˜´ıa de seguros
1Entre diciembre de 2009 y diciembre de 2012 opera en el mercado bajo el nombre de Chartis Seguros
Colombia S.A.
2Aunque en diciembre de 2008 sale del mercado, vendio´ su participacio´n en mercado a Suramericana.
3Hasta febrero de 2012 opero´ bajo el nombre de Aseguradora Colseguros S.A.
4Hasta noviembre de 2004 opera bajo el nombre de BBVA Seguros Ganadero S.A.
5Aunque se encuentra en liquidacio´n desde diciembre de 2013, se cuenta con informacio´n para el periodo
de intere´s.
6Hasta junio de 2009 opera bajo el nombre de Compan˜´ıa de seguros de cre´ditos comerciales S.A.
61
• QBE seguros S.A.7
• Royal and Sun Alliance seguros (Colombia) S.A.
• Segurexpo de Colombia S.A.
• Solidaria S.A.
• Seguros Generales Suramericana S.A.
Compan˜´ıas de seguros de vida
• Compan˜´ıa agr´ıcola de seguros S.A. 8
• Vidalfa S.A.
• Allianz seguros de vida S.A.9
• Seguros de Riesgos Laborales Suramericana S.A.
• Compan˜´ıa de seguros de vida Aurora S.A.
• BBVA seguros de vida Colombia S.A.10
• Compan˜´ıa de seguros Bol´ıvar vida
• Riesgos laborales Colmena S.A.
• Seguros de vida Colpatria S.A.
• La Equidad seguros de vida
• Seguros de vida del Estado S.A.
• Generali Colombia vida Compan˜´ıa de seguros S.A.
• Global seguros de vida S.A.11
• Liberty seguros de vida S.A.
• Mapfre Colombia vida seguros S.A.
• Metlife Colombia seguros de vida S.A.12
• Pan American Life de Colombia Compan˜´ıa de seguros S.A.
• Positiva Compan˜´ıa de seguros S.A13
• Skandia seguros de vida S.A.
• Seguros de vida Suramericana S.A.
7Entre enero de 2000 y diciembre de 2004 y entre septiembre de 2006 y diciembre de 2008 opera bajo el
nombre de Central de seguros S.A.
8Aunque en diciembre de 2008 sale del mercado, vendio´ su participacio´n en mercado a Suramericana.
9Hasta febrero de 2012 opero´ bajo el nombre de Aseguradora Colseguros S.A.
10Hasta diciembre de 2002 opera bajo el nombre de BBVA Seguros Ganadero S.A.
11Hasta junio de 2007 el negocio fue operado por Royal and Sun Alliance S.A.
12Hasta marzo de 2009 el negocio es operado por de AIG Colombia. Entre marzo de 2009 y abril de 2011 lo
opera Alico Colombia.
13Hasta marzo de 2009 opero´ bajo el nombre de Previsora vida
B. Anexo: Ejemplo de la medicio´n de los
riesgos
Para ilustrar la aplicacio´n de la metodolog´ıa propuesta se tomaron los datos de una compan˜´ıa
de seguros generales con corte a 31 de diciembre de 2013. La compan˜´ıa seleccionada es Allianz
Seguros. En las tablas B-1, B-2, B-3, B-4,B-5 y B-6 se presentan las cifras discriminadas
por co´digo PUC, de las que se obtiene:
Riesgo de suscripcio´n (Primas devengadas - Siniestros incurridos - otros egresos) =
132− 76− 58 = −2
Riesgo de activo (Provision inversiones + Provisiones por cuentas por cobrar de la
actividad aseguradora) = 0 + 1 = 1
Riesgo de mercado (Ingresos - Egresos) = 9− 0 = 9
Tabla B-1.: Ejemplo medicio´n de la prima devengada - Allianz Seguros 31/12/2013
Co´digo PUC Valor 31/12/2013 Valor 30/09/2013 Diferencia
4102 677 432 245
4103 294 294 0
4104 0 0 0
4106 0 0 0
4114 0 0 0
4116 27 27 0
5103 (309) (295) (14)
5104 (0) (0) (0)
Continu´a en la siguiente pa´gina.
63
Co´digo PUC Valor 31/12/2013 Valor 30/09/2013 Diferencia
5114 (5) (2) (3)
5116 (193) (97) (96)
Total 491 359 132
Cifras en miles de millones de pesos
Tabla B-2.: Ejemplo medicio´n de los siniestros incurridos - Allianz Seguros 31/12/2013
Co´digo PUC Valor 31/12/2013 Valor 30/09/2013 Diferencia
510410 0 0 0
5102 377 259 118
5109 3 2 1
5110 4 4 0
5111 142 152 (10)
5112 0 0 0
511450 0 0 0
511650 0 0 0
410410 (0) (0) (0)
4109 (0) (0) (0)
4110 (4) (4) (0)
4111 (179) (170) (9)
4112 (0) (0) (0)
4114 (2) (1) (1)
4116 (52) (35) (17)
4195 (24) (18) (6)
Total 265 189 76
Cifras en miles de millones de pesos
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Tabla B-3.: Ejemplo medicio´n de otros egresos utilizados para establecer el riesgo de sus-
cripcio´n - Allianz Seguros 31/12/2013
Co´digo PUC Valor 31/12/2013 Valor 30/09/2013 Diferencia
5115 81 60 21
5120 41 31 10
5130 8 6 2
5140 9 7 2
5145 2 1 1
5150 2 2 0
5155 1 1 0
5160 3 1 2
5165 1 0 1
5175 3 2 1
5180 21 16 5
5190 24 18 6
5195 26 19 7
Total 222 164 58
Cifras en miles de millones de pesos
Tabla B-4.: Ejemplo medicio´n del riesgo de activo - Allianz Seguros 31/12/2013
Co´digo PUC Valor 31/12/2013 Valor 30/09/2013 Diferencia
517005 0 0 0
517012 5 4 1
Cifras en miles de millones de pesos
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Tabla B-5.: Ejemplo medicio´n de los ingresos para establecer el riesgo de mercado - Allianz
Seguros 31/12/2013
Co´digo PUC Valor a 31/12/2013 Valor a30/09/2013 diferencia
4117 1 0 1
4125 0 0 0
4128 0 0 0
4129 1 0 1
4131 0 -1 1
4132 0 0 0
4133 0 0 0
4134 23 17 6
4136 0 0 0
4137 0 0 0
4138 0 0 0
4139 0 0 0
4140 0 0 0
4142 0 0 0
4156 0 0 0
4157 0 0 0
Total 25 16 9
Cifras en miles de millones de pesos
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Tabla B-6.: Ejemplo medicio´n de los ingresos para establecer el riesgo de mercado - Allianz
Seguros 31/12/2013
Co´digo PUC Valor a 31/12/2013 Valor a30/09/2013 diferencia
5117 0 0 0
5121 0 0 0
5122 0 0 0
5123 0 0 0
5124 0 0 0
5125 0 0 0
5128 0 0 0
5129 1 1 0
5136 0 0 0
5137 0 0 0
5138 0 0 0
5139 0 0 0
5142 0 0 0
5156 0 0 0
5157 0 0 0
Total 1 1 0
Cifras en miles de millones de pesos
C. Anexo: Familias uniparame´tricas de
co´pulas arquimedianas
El listado de co´pulas que se presenta a continuacio´n se tomo´ de (Nelsen, 2006) y (Matteis,
2001).
Tabla C-1.: Familias uniparame´tricas de co´pulas arquimedianas - Co´pula y generador
No Cα(u, v) ϕα(t) ϕ
′
α(t)
11 max([u−α + v−α − 1]−1α , 0) 1
α
(t−α − 1) −t(−1−α)
2 max(1− [(1− u)α + (1− v)α] 1α , 0) (1− t)α −(α(1− t)(−1+α))
32 uv
1−α(1−u)(1−v)
ln
(
1−α(1−t)
t
)
−1+α
t−αt+αt2
43 exp(−((−ln(u))α + (ln(v))α) 1α ) (−ln(t))α α−ln(tα)
tln(t)
54 − 1
α
ln
(
1 + (e
−αu−1)(e−αv−1)
e−α−1
)
−ln
(
e−αt−1
e−α−1
)
α
1−exp(αt)
6 1− [(1− u)α + (1− v)α − (1− u)α(1− v)α] 1α −ln(1− (1− t)α) α(1−t)−1+α
−1+(1−t)α
7 max(αuv + (1− α)(u+ v − 1), 0) −ln(αt+ (1− α)) α
−1+α−αt
8 max
(
α2uv−(1−u)(1−v)
α2−(α−1)2(1−u)(1−v)
, 0
)
1−t
1+(α−1)t
− α
(1−t+αt)2
Continu´a en la siguiente pa´gina.
1Familia Clayton
2Familia Ali-Mikhail-Haq
3Familia Gumbel-Hougard
4Familia Frank
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No Cα(u, v) ϕα(t) ϕ
′
α(t)
95 uv exp(−α ln(u)ln(v)) ln(1− αln(t)) − α
t− αt
ln(t)
10 uv
(1+(1−uα)(1−vα))
1
α
ln(2t−α − 1) 2α
t(−2+tα)
11 max((uαvα − 2(1− u)α(1− v)α) 1α , 0) ln(2− tα) αt(−1+α)
−2+tα
12 (1 + ((u−1 − 1)α + (v−1 − 1)α) 1α )−1 (1
t
− 1)α −α(−1+1/t)−1+α
t2
13 exp(1− ((1− ln(u))α + (1− ln(v))α − 1) 1α ) (1− ln(t))α − 1 −α(1−ln(t))(−1+α)
t
14 (1 + ((u
−1
α − 1)α + (v−1α − 1)α) 1α )−α (t−1α −1)α (−1+t−1/α)α
t(−1+t1/α)
15 max((1− ((1− u 1α )α + (1− v 1α )α) 1α )α, 0) (1− t 1α )α − t−1+1/α
(1−t1/α)1−α
16 1
2
(S +
√
S2 + 4α) Ver S6 (α/t+ 1)(1− t) −1− α
t2
17
(
1 + ((1+u)
−α−1)((1+v)−α−1)
2−α−1
)−1
α − 1 −ln
(
(1+t)−α−1
2−α−1
)
α(1+t)−1+α
1−(1+t)α
18 max
(
1 + α
ln(e
α
u−1+e
α
u−1 )
, 0
)
e
α
t−1
αexp( α
−1+t)
(−1+t)2
19 α/ln(e
α
u + e
α
v + eα) e
α
t − eα −αexp(
α
t )
t2
20 (ln(exp(u−α) + exp(v−α)− e))−1α exp(t−α)− e −(αexp(t−α)t−1−α)
Tabla C-2.: Familias uniparame´tricas de co´pulas arquimedianas - τ de Kendall y α
No τ αˆ(τ)7
1 α
α+2
2τ
1−τ
2 1− 2
α
2
1−τ
3 1 + 4
−1
6α
−((−1+α)2log(1−α))
6α2
No tiene forma cerrada
Continu´a en la siguiente pa´gina.
5Familia Gumbel-Barnett
6S := u+ v − 1− α( 1
u
+ 1
v
− 1)
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No τ αˆ(τ)
4 1− α−1 1
1−τ
5 1− 4
α
(D1(−α)− 1) Ver D18 No tiene forma cerrada
6 No tiene forma cerrada No tiene forma cerrada
7 2(−1+α)(α+log(1−α)−αlog(1−α))
α2
No tiene forma cerrada
8 −4+α
3α
4
1−3ττ
9 No tiene forma cerrada No tiene forma cerrada
10 No tiene forma cerrada No tiene forma cerrada
11 No tiene forma cerrada No tiene forma cerrada
12 1− 2
3α
2
3(1−τ)
13 No tiene forma cerrada No tiene forma cerrada
14 1− 4
2+4α
1
4
(
4
1−τ
− 2)
15 1 + 4
2−4α
1
4
(
2− 4
τ−1
)
16 No tiene forma cerrada No tiene forma cerrada
17 No tiene forma cerrada No tiene forma cerrada
18 1− 4
3α
4
3(1−τ)
19 No tiene forma cerrada No tiene forma cerrada
20 No tiene forma cerrada No tiene forma cerrada
8Donde D1(α) :=
1
α
∫ α
0
t
et−1dt y D1(−α) = D1(α) + α2
D. Anexo: Pruebas de bondad de ajuste
emp´ırica
El me´todo de la prueba de bondad de ajuste emp´ırica involucra el uso de la distancia de
Mahalanobis.
Distancia de Mahalanobis (McAssey, 2013)
Sea X1, ..., Xn ∈ ℜp una muestra de una poblacio´n que tiene una distribucio´n p-variada
continua F = Fθ, con θ ∈ ℜk para algu´n k ≥ 1. Sea µ = µ(θ) = EF (X) y Σ = Σ(θ) = VF (X).
La distancia de Mahalanobis ∆ ∈ ℜ entre X y µ es una funcio´n continua de ℜp −→ [0,∞)
calculada como
∆ = ∆(X) =
√
(X − µ)′Σ−1(X − µ)
De esta forma, dado X1, ..., Xn ∼ F se obtiene ∆1, ...,∆n donde ∆i = ∆(Xi). Denotemos
por G la distribucio´n de probabilidad de ∆1, ...,∆n, es decir, G(t) = P (∆i < t) para t ∈ R.
G puede obtenerse a partir de la muestra utilizando la distribucio´n emp´ırica Gn(t)
1, enten-
diendo que Gn(t)→ G(t) cuando n→∞.
Con base en la funcio´n caracter´ıstica de G2 se determina que dicha distribucio´n esta´ especifi-
cada por F de X, aunque no necesariamente de manera u´nica, es decir, si F1 = F2, entonces
G1 = G2 y si G1 6= G2, entonces F1 6= F2.
1Gn(t) =
1
n
∑n
i=1 1(∆i ≤ t) para t > 0
2φ(t) = E(eit∆) =
∫
Rp
eit
√
(X−µ)′Σ−1(X−µ)dF (x)
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Teniendo en cuenta que en la prueba de bondad de ajuste se quiere determinar si datos
multivariados observados (en este trabajo datos bivariados) de Fθ, donde θ es desconocido, el
procedimiento partira´ del ca´lculo por ma´xima verosimilitud de θ. Por ende, si X1, ..., Xn ∈ ℜ
es una muestra de una una distribucio´n p-variada desconocida F , se desea probar que para
algu´n nivel de significancia especificado α
H0 : F = Fθ para algu´n θ contra H1 : F 6= Fθ para todo θ.
Sea X¯ y S la media y la matriz de covarianza muestrales respectivamente. La distancia
muestral de Mahalanobis se define como
Di =
√
(Xi − X¯)′S−1(Xi − X¯) para i = 1, .., n
Como X¯
P→ µ y S P→ Σ cuando n −→ ∞ bajo la hipo´tesis nula, entonces Di P→ ∆i cuando
n −→ ∞. Ahora bien, si se toma la distribucio´n emp´ırica Gˆn(t)3 (la versio´n muestral de
Gn(t)), se tiene que converge en probabilidad a G.
De esta manera el test H0 esta´ relacionado al test H
′
0 : D1, ..., Dn ∼ G. Si se rechaza H ′0 se
debe rechazar H0.
La implementacio´n de esta prueba requiere los siguientes pasos:
1. Suponiendo que H0 es verdadero, se estima θˆ por ma´xima verosimilitud, a partir de
los datos observados x1, ..., xn.
2. Generar una muestra grande u1, ..., uN de Fθˆ (McAssey (2013) propone usar N =
10000).
3. Determinar la media y matriz de covarianza muestral para la muestra del paso 2.
4. Calcular dˆi las distancias de Mahalanobis muestrales para la muestra del paso 2.
5. Calcular Gˆn(t) la funcio´n de distribucio´n emp´ırica para las distancias de Mahalanobis
obtenidas en el paso 4 utilizando incrementos pequen˜os de t desde 0 hasta un valor
suficientemente grande (McAssey (2013) propone usar 2maxidˆi).
3Gˆn(t) =
1
n
∑n
i=1 1(Di ≤ t) para t > 0
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6. Seleccionar una particio´n p0, p1, ..., pT de [0, 1], con p0 = 0 y pT = 1 (McAssey (2013)
propone usar T=20). A continuacio´n estimar qj, los p-cuantiles de G(t) para j =
1, ..., T .
7. Para obtener datos consistentes es necesario repetir R veces los pasos 2 a 4 (McAssey
(2013) propone usar R=100). De tal forma que los cuantiles obtenidos en el paso 6 se
obtienen como promedios puntuales de los R muestreos.
8. Calcular Ej el nu´mero esperado de observaciones en el intervalo (qj−1, qj] para j =
1, ..., T bajo H0.
9. Calcular Oj el nu´mero de observaciones de d1, ..., dn en el intervalo (qj−1, qj ] para
j = 1, ..., T .
10. Calcular el estad´ıstico de prueba para medir la desviacio´n global del nu´mero observado
frente al nu´mero esperado
AT =
∑T
j=1
|Ej−Oj |
Ej
11. Determinar si AT es muy grande bajo H0 con base en un p-valor. La construccio´n del p-
valor se realiza de manera emp´ırica mediante simulaciones. Dichas simulaciones parten
de seleccionar un θ∗ sensible para la distribucio´n F a partir del cual se implementa
el siguiente procedimiento que se debe repetir B veces (McAssey (2013) propone usar
B=100):
a) Generar una muestra x∗1, ..., x
∗
n de Fθ∗ .
b) Calcular d∗i las distancias de Mahalanobis sobre la muestra.
c) Estimar θˆ∗ por ma´xima verosimilitud con base en x∗1, ..., x
∗
n.
d) Seguir los pasos 2 a 10 con θˆ∗ y d∗i , para obtener AT,b
e) Con base en AT,1, .., AT,B se calcula pe el p-value emp´ırico. Se rechazara´ H0 si y
so´lo si pe < α.
pe =
1
B
∑B
b=1 1AT,b>AT
E. Anexo: Pruebas de bondad de ajuste
de las marginales
1. Prueba de Kolmogorov-Smirnov
a) Seguros generales
Tabla E-1.: Prueba de Kolmogorov-Smirnov - Seguros Generales
Distribucio´n
Riesgo de suscripcio´n Riesgo de activo Riesgo de mercado
D p-value D p-value D p-value
Cauchy 0.1019 0.617 0.2007 0.02376 0.1089 0.498
Exponencial 0.3717 5.033e-07 0.0744 0.921 0.3133 2.692e-05
Log´ıstica 0.144 0.204 0.1572 0.1319 0.0721 0.9175
Log-normal 0.2659 0.0008359 0.3308 1.188e-05 0.2229 0.006984
Normal 0.2317 0.005437 0.2109 0.01497 0.0926 0.6986
t 0.5245 1.446e-13 0.8843 ¡2.2e-16 0.9088 ¡2.2e-16
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b) Seguros de vida
Tabla E-2.: Prueba de Kolmogorov-Smirnov - Seguros de vida
Distribucio´n
Riesgo de suscripcio´n Riesgo de activo Riesgo de mercado
D p-value D p-value D p-value
Cauchy 0.0688 0.957 0.1375 0.2274 0.0975 0.6363
Exponencial 0.454 2.844e-10 0.3212 1.51e-05 0.3965 2.605e-08
Log´ıstica 0.1053 0.5756 0.1084 0.5036 0.1265 0.3156
Log-normal 0.3555 1.83e-06 0.1461 0.1728 0.306 4.543e-05
Normal 0.1902 0.03741 0.1463 0.1719 0.1737 0.06383
t 0.8467 ¡2.2e-16 0.8063 ¡2.2e-16 0.8881 2.2e-16
Weibull 0.2327 0.005166 0.117 0.4075 N/A N/A
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2. Pruebas gra´ficas
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Figura E-1.: Prueba de ajuste gra´fica para riesgo de suscripcio´n de seguros generales con
las distribuciones Cauchy (izq.) y Exponencial (der)
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Figura E-2.: Prueba de ajuste gra´fica para riesgo de suscripcio´n de seguros generales con
las distribuciones Log´ıstica (izq.) y Log-normal (der)
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Figura E-3.: Prueba de ajuste gra´fica para riesgo de suscripcio´n de seguros generales con
las distribuciones Normal (izq.) y t (der)
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Figura E-4.: Prueba de ajuste gra´fica para riesgo de activo de seguros generales con las
distribuciones Cauchy (izq.) y Exponencial (der)
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Figura E-5.: Prueba de ajuste gra´fica para riesgo de activo de seguros generales con las
distribuciones Log´ıstica (izq.) y Log-normal (der)
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Figura E-6.: Prueba de ajuste gra´fica para riesgo de activo de seguros generales con las
distribuciones Normal (izq.) y t (der)
78 E Anexo: Pruebas de bondad de ajuste de las marginales
Empirical and theoretical dens.
Data
D
en
si
ty
−100 0 50 150 250
0.
00
0
0.
00
4
0.
00
8
−1000 0 500
−
50
50
15
0
25
0
 Q−Q plot
Theoretical quantiles
Em
pi
ric
al
 q
ua
nt
ile
s
−100 0 50 150 250
0.
0
0.
4
0.
8
Empirical and theoretical CDFs
Data
CD
F
0.2 0.4 0.6 0.8
0.
0
0.
4
0.
8
P−P plot
Theoretical probabilities
Em
pi
ric
al
 p
ro
ba
bi
liti
es
Empirical and theoretical dens.
Data
D
en
si
ty
0 50 150 250 350
0.
00
0
0.
00
3
0.
00
6
0 100 300 500
0
10
0
20
0
30
0
 Q−Q plot
Theoretical quantiles
Em
pi
ric
al
 q
ua
nt
ile
s
0 50 150 250 350
0.
0
0.
4
0.
8
Empirical and theoretical CDFs
Data
CD
F
0.0 0.2 0.4 0.6 0.8
0.
0
0.
4
0.
8
P−P plot
Theoretical probabilities
Em
pi
ric
al
 p
ro
ba
bi
liti
es
Figura E-7.: Prueba de ajuste gra´fica para riesgo de mercado de seguros generales con las
distribuciones Cauchy (izq.) y Exponencial (der)
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Figura E-8.: Prueba de ajuste gra´fica para riesgo de mercado de seguros generales con las
distribuciones Log´ıstica (izq.) y Log-normal (der)
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Figura E-9.: Prueba de ajuste gra´fica para riesgo de mercado de seguros generales con las
distribuciones Normal (izq.) y t (der)
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Figura E-10.: Prueba de ajuste gra´fica para riesgo de suscripcio´n de seguros de vida con
las distribuciones Cauchy (izq.) y Exponencial (der)
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Figura E-11.: Prueba de ajuste gra´fica para riesgo de suscripcio´n de seguros de vida con
las distribuciones Log´ıstica (izq.) y Log-normal (der)
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Figura E-12.: Prueba de ajuste gra´fica para riesgo de suscripcio´n de seguros de vida con
las distribuciones Normal (izq.) y t (der)
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Figura E-13.: Prueba de ajuste gra´fica para riesgo de suscripcio´n de seguros de vida con la
distribucio´n Weibull
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Figura E-14.: Prueba de ajuste gra´fica para riesgo de activo de seguros de vida con las
distribuciones Cauchy (izq.) y Exponencial (der)
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Figura E-15.: Prueba de ajuste gra´fica para riesgo de activo de seguros de vida con las
distribuciones Log´ıstica (izq.) y Log-normal (der)
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Figura E-16.: Prueba de ajuste gra´fica para riesgo de activo de seguros de vida con las
distribuciones Normal (izq.) y t (der)
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Figura E-17.: Prueba de ajuste gra´fica para riesgo de activo de seguros de vida con la
distribucio´n Weibull
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Figura E-18.: Prueba de ajuste gra´fica para riesgo de mercado de seguros de vida con las
distribuciones Cauchy (izq.) y Exponencial (der)
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Figura E-19.: Prueba de ajuste gra´fica para riesgo de mercado de seguros de vida con las
distribuciones Log´ıstica (izq.) y Normal (der)
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Figura E-20.: Prueba de ajuste gra´fica para riesgo de mercado de seguros de vida con las
distribuciones Normal (izq.) y t (der)
F. Anexo: Co´digo en R
Los riesgos se designaron por las siguientes siglas en el co´digo
RSG: Riesgo de suscripcio´n en seguros generales
RCG: Riesgo de activo en seguros generales
RMG: Riesgo de mercado en seguros generales
RSV: Riesgo de suscripcio´n en seguros de vida
RCV: Riesgo de activo en seguros de vida
RMV: Riesgo de mercado en seguros de vida
1. Co´digo para la generacio´n de los histogramas y nubes de puntos de los datos
panel.hist <- function(x,...)
{
usr <- par("usr"); on.exit(par(usr))
par(usr = c(usr[1:2], 0, 1.5) )
h <- hist(x, plot = FALSE)
breaks <- h$breaks; nB <- length(breaks)
y <- h$counts; y <- y/max(y)
rect(breaks[-nB], 0, breaks[-1], y, col = "cyan", ...)
pairs(~ RSG + RMG + RCG, main= "Histograma y Diagrama de puntos
- Seguros Generales", diag.panel = panel.hist,labels=c("Suscripcion",
"Mercado", "Activo"))
pairs(~ RSV + RMV + RCV, main= "Histograma y Diagrama de puntos
- Seguros de vida", diag.panel = panel.hist,labels=c("Suscripcion",
"Mercado", "Activo"))
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2. Co´digo para el ajuste de distribuciones marginales y pruebas de bondad de ajuste
(Kolmogorov-Smirnov y gra´ficas)
##### Paso 0: ajuste para utilizar distribuciones sobre x>0
RSGP <- RSG - min(RSG)+1
RMGP <- RMG - min(RMG)+1
# RCGP no es necesario, los valores de la muestra son mayores que 0
RSVP <- RSV - min(RSV)+1
RMVP <- RMV - min(RMV)+1
RCVP <- RCV - min(RCV)+1
#################### RSG ####################
#Cauchy
FITRSG1 <- fitdistr(RSG,"cauchy")
RSG <- sapply(RSG, as.numeric)
plotdist(RSG,"cauchy",para=list(location=FITRSG1$estimate[1]
,scale=FITRSG1$estimate[2]))
ks.test(RSG,"pcauchy",FITRSG1$estimate[1],FITRSG1$estimate[2])
#Chi cuadrado
FITRSG2 <- fitdistr(RSGP,"chi-squared", start=list(df=mean(RSGP))
,method="Brent")
#Exponencial
FITRSG3 <- fitdistr(RSGP,"exponential")
RSGP <- sapply(RSGP, as.numeric)
plotdist(RSGP,"exp",para=list(rate=FITRSG3$estimate[1]))
ks.test(RSGP,"pexp",FITRSG3$estimate[1])
#F
FITRSG4 <- fitdistr(RSGP,"f",start=list(df1=1,
df2=(2*mean(RSGP))/(mean(RSGP)-1)))
#gamma
FITRSG5 <- fitdistr(RSGP,"gamma")
#lognormal
FITRSG6 <- fitdistr(RSGP,"log-normal")
RSGP <- sapply(RSGP, as.numeric)
plotdist(RSGP,"lnorm",para=list(meanlog=FITRSG6$estimate[1]
,sdlog=FITRSG6$estimate[2]))
ks.test(RSGP,"plnorm",FITRSG6$estimate[1],FITRSG6$estimate[2])
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#Logistica
FITRSG7 <- fitdistr(RSG,"logistic")
RSG <- sapply(RSG, as.numeric)
plotdist(RSG,"logis",para=list(location=FITRSG7$estimate[1]
,scale=FITRSG7$estimate[2]))
ks.test(RSG,"plogis",FITRSG7$estimate[1],FITRSG7$estimate[2])
#Normal
FITRSG8 <- fitdistr(RSG,"normal")
RSG <- sapply(RSG, as.numeric)
plotdist(RSG,"norm",para=list(mean=FITRSG8$estimate[1]
,sd=FITRSG8$estimate[2]))
ks.test(RSG,"pnorm",FITRSG8$estimate[1],FITRSG8$estimate[2])
#t
FITRSG9 <- fitdistr(RSG,"t")
RSG <- sapply(RSG, as.numeric)
plotdist(RSG,"t",para=list(df=FITRSG9$estimate[3]))
ks.test(RSG,"pt",FITRSG9$estimate[3])
#weibull
FITRSG10 <- fitdistr(RSGP,"weibull")
#################### RMG ####################
#Cauchy
FITRMG1 <- fitdistr(RMG,"cauchy")
RMG <- sapply(RMG, as.numeric)
plotdist(RMG,"cauchy",para=list(location=FITRMG1$estimate[1]
,scale=FITRMG1$estimate[2]))
ks.test(RMG,"pcauchy",FITRMG1$estimate[1],FITRMG1$estimate[2])
#Chi cuadrado
FITRMG2 <- fitdistr(RMGP,"chi-squared", start=list(df=mean(RMGP))
,method="Brent")
#Exponencial
FITRMG3 <- fitdistr(RMGP,"exponential")
RMGP <- sapply(RMGP, as.numeric)
plotdist(RMGP,"exp",para=list(rate=FITRMG3$estimate[1]))
ks.test(RMGP,"pexp",FITRMG3$estimate[1])
#F
FITRMG4 <- fitdistr(RMGP,"f",start=list(df1=1,
df2=(2*mean(RMGP))/(mean(RMGP)-1)))
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#gamma
FITRMG5 <- fitdistr(RMGP,"gamma")
#lognormal
FITRMG6 <- fitdistr(RMGP,"lognormal")
RMGP <- sapply(RMGP, as.numeric)
plotdist(RMGP,"lnorm",para=list(meanlog=FITRMG6$estimate[1],
sdlog=FITRMG6$estimate[2]))
ks.test(RMGP,"plnorm",FITRMG6$estimate[1],FITRMG6$estimate[2])
#Logistica
FITRMG7 <- fitdistr(RMG,"logistic")
RMG <- sapply(RMG, as.numeric)
plotdist(RMG,"logis",para=list(location=FITRMG7$estimate[1],
scale=FITRMG7$estimate[2]))
ks.test(RMG,"plogis",FITRMG7$estimate[1],FITRMG7$estimate[2])
#Normal
FITRMG8 <- fitdistr(RMG,"normal")
RMG <- sapply(RMG, as.numeric)
plotdist(RMG,"norm",para=list(mean=FITRMG8$estimate[1],
sd=FITRMG8$estimate[2]))
ks.test(RMG,"pnorm",FITRMG8$estimate[1],FITRMG8$estimate[2])
#t
FITRMG9 <- fitdistr(RMG,"t")
RMG <- sapply(RMG, as.numeric)
plotdist(RMG,"t",para=list(df=FITRMG9$estimate[3]))
ks.test(RMG,"pt",FITRMG9$estimate[3])
#weibull
FITRMG10 <- fitdistr(RMGP,"weibull")
#################### RCG ####################
#Cauchy
FITRCG1 <- fitdistr(RCG,"cauchy")
RCG <- sapply(RCG, as.numeric)
plotdist(RCG,"cauchy",para=list(location=FITRCG1$estimate[1],
scale=FITRCG1$estimate[2]))
ks.test(RCG,"pcauchy",FITRCG1$estimate[1],FITRCG1$estimate[2])
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#Chi cuadrado
FITRCG2 <- fitdistr(RCG,"chi-squared",start=list(df=mean(RCG)),
method="Brent")
#Exponencial
FITRCG3 <- fitdistr(RCG,"exponential")
RCG <- sapply(RCG, as.numeric)
plotdist(RCG,"exp",para=list(rate=FITRCG3$estimate[1]))
ks.test(RCG,"pexp",FITRCG3$estimate[1])
#F
FITRCG4 <- fitdistr(RCG,"f",start=list(df1=1,
df2=(2*mean(RCG))/(mean(RCG)-1)))
#gamma
FITRCG5 <- fitdistr(RCG,"gamma")
#lognormal
FITRCG6 <- fitdistr(RCG,"lognormal")
RCG <- sapply(RCG, as.numeric)
plotdist(RCG,"lnorm",para=list(meanlog=FITRCG6$estimate[1],
sdlog=FITRCG6$estimate[2]))
ks.test(RCG,"plnorm",FITRCG6$estimate[1],FITRCG6$estimate[2])
#Logistica
FITRCG7 <- fitdistr(RCG,"logistic")
RCG <- sapply(RCG, as.numeric)
plotdist(RCG,"logis",para=list(location=FITRCG7$estimate[1],
scale=FITRCG7$estimate[2]))
ks.test(RCG,"plogis",FITRCG7$estimate[1],FITRCG7$estimate[2])
#Normal
FITRCG8 <- fitdistr(RCG,"normal")
RCG <- sapply(RCG, as.numeric)
plotdist(RCG,"norm",para=list(mean=FITRCG8$estimate[1],
sd=FITRCG8$estimate[2]))
ks.test(RCG,"pnorm",FITRCG8$estimate[1],FITRCG8$estimate[2])
#t
FITRCG9 <- fitdistr(RCG,"t")
RCG <- sapply(RCG, as.numeric)
plotdist(RCG,"t",para=list(df=FITRCG9$estimate[3]))
ks.test(RCG,"pt",FITRCG9$estimate[3])
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#weibull
FITRCG10 <- fitdistr(RCG,"weibull")
#################### RSV ####################
#Cauchy
FITRSV1 <- fitdistr(RSV,"cauchy")
RSV <- sapply(RSV, as.numeric)
plotdist(RSV,"cauchy",para=list(location=FITRSV1$estimate[1],
scale=FITRSV1$estimate[2]))
ks.test(RSV,"pcauchy",FITRSV1$estimate[1],FITRSV1$estimate[2])
#Chi cuadrado
FITRSV2 <- fitdistr(RSVP,"chi-squared", start=list(df=mean(RSVP))
,method="Brent")
#Exponencial
FITRSV3 <- fitdistr(RSVP,"exponential")
RSVP <- sapply(RSVP, as.numeric)
plotdist(RSVP,"exp",para=list(rate=FITRSV3$estimate[1]))
ks.test(RSVP,"pexp",FITRSV3$estimate[1])
#F
FITRSV4 <- fitdistr(RSVP,"f",start=list(df1=1,
df2=(2*mean(RSVP))/(mean(RSVP)-1)))
#gamma
FITRSV5 <- fitdistr(RSVP,"gamma")
#lognormal
FITRSV6 <- fitdistr(RSVP,"lognormal")
RSVP <- sapply(RSVP, as.numeric)
plotdist(RSVP,"lnorm",para=list(meanlog=FITRSV6$estimate[1],
sdlog=FITRSV6$estimate[2]))
ks.test(RSVP,"plnorm",FITRSV6$estimate[1],FITRSV6$estimate[2])
#Logistica
FITRSV7 <- fitdistr(RSV,"logistic")
RSV <- sapply(RSV, as.numeric)
plotdist(RSV,"logis",para=list(location=FITRSV7$estimate[1],
scale=FITRSV7$estimate[2]))
ks.test(RSV,"plogis",FITRSV7$estimate[1],FITRSV7$estimate[2])
#Normal
FITRSV8 <- fitdistr(RSV,"normal")
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RSV <- sapply(RSV, as.numeric)
plotdist(RSV,"norm",para=list(mean=FITRSV8$estimate[1],
sd=FITRSV8$estimate[2]))
ks.test(RSV,"pnorm",FITRSV8$estimate[1],FITRSV8$estimate[2])
#t
FITRSV9 <- fitdistr(RSV,"t")
RSV <- sapply(RSV, as.numeric)
plotdist(RSV,"t",para=list(df=FITRSV9$estimate[3]))
ks.test(RSV,"pt",FITRSV9$estimate[3])
#weibull
FITRSV10 <- fitdistr(RSVP,"weibull")
RSVP <- sapply(RSVP, as.numeric)
plotdist(RSVP,"weibull",para=list(shape=FITRSV10$estimate[1],
scale=FITRSV10$estimate[2]))
ks.test(RSVP,"pweibull",FITRSV10$estimate[1],FITRSV10$estimate[2])
#################### RMV ####################
#Cauchy
FITRMV1 <- fitdistr(RMV,"cauchy")
RMV <- sapply(RMV, as.numeric)
plotdist(RMV,"cauchy",para=list(location=FITRMV1$estimate[1],
scale=FITRMV1$estimate[2]))
ks.test(RMV,"pcauchy",FITRMV1$estimate[1],FITRMV1$estimate[2])
#Chi cuadrado
FITRMV2 <- fitdistr(RMVP,"chi-squared", start=list(df=mean(RMVP)),
method="Brent")
#Exponencial
FITRMV3 <- fitdistr(RMVP,"exponential")
RMVP <- sapply(RMVP, as.numeric)
plotdist(RMVP,"exp",para=list(rate=FITRMV3$estimate[1]))
ks.test(RMVP,"pexp",FITRMV3$estimate[1])
#F
FITRMV4 <- fitdistr(RMVP,"f",start=list(df1=1,
df2=(2*mean(RMVP))/(mean(RMVP)-1)))
#gamma
FITRMV5 <- fitdistr(RMVP,"gamma")
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#lognormal
FITRMV6 <- fitdistr(RMVP,"lognormal")
RMVP <- sapply(RMVP, as.numeric)
plotdist(RMVP,"lnorm",para=list(meanlog=FITRMV6$estimate[1],
sdlog=FITRMV6$estimate[2]))
ks.test(RMVP,"plnorm",FITRMV6$estimate[1],FITRMV6$estimate[2])
#Logistica
FITRMV7 <- fitdistr(RMV,"logistic")
RMV <- sapply(RMV, as.numeric)
plotdist(RMV,"logis",para=list(location=FITRMV7$estimate[1],
scale=FITRMV7$estimate[2]))
ks.test(RMV,"plogis",FITRMV7$estimate[1],FITRMV7$estimate[2])
#Normal
FITRMV8 <- fitdistr(RMV,"normal")
RMV <- sapply(RMV, as.numeric)
plotdist(RMV,"norm",para=list(mean=FITRMV8$estimate[1],
sd=FITRMV8$estimate[2]))
ks.test(RMV,"pnorm",FITRMV8$estimate[1],FITRMV8$estimate[2])
#t
FITRMV9 <- fitdistr(RMV,"t")
RMV <- sapply(RMV, as.numeric)
plotdist(RMV,"t",para=list(df=FITRMV9$estimate[3]))
ks.test(RMV,"pt",FITRMV9$estimate[3])
#weibull
FITRMV10 <- fitdistr(RMVP,"weibull")
#################### RCV ####################
#Cauchy
FITRCV1 <- fitdistr(RCV,"cauchy")
RCV <- sapply(RCV, as.numeric)
plotdist(RCV,"cauchy",para=list(location=FITRCV1$estimate[1],
scale=FITRCV1$estimate[2]))
ks.test(RCV,"pcauchy",FITRCV1$estimate[1],FITRCV1$estimate[2])
#Chi cuadrado
FITRCV2 <- fitdistr(RCVP,"chi-squared",
start=list(df=mean(RCVP)),method="Brent")
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#Exponencial
FITRCV3 <- fitdistr(RCVP,"exponential")
RCVP <- sapply(RCVP, as.numeric)
plotdist(RCVP,"exp",para=list(rate=FITRCV3$estimate[1]))
ks.test(RCVP,"pexp",FITRCV3$estimate[1])
#F
FITRCV4 <- fitdistr(RCVP,"f",start=list(df1=1,
df2=(2*mean(RCVP))/(mean(RCVP)-1)))
#gamma
FITRCV5 <- fitdistr(RCVP,"gamma")
#lognormal
FITRCV6 <- fitdistr(RCVP,"lognormal")
RCVP <- sapply(RCVP, as.numeric)
plotdist(RCVP,"lnorm",para=list(meanlog=FITRCV6$estimate[1],
sdlog=FITRCV6$estimate[2]))
ks.test(RCVP,"plnorm",FITRCV6$estimate[1],FITRCV6$estimate[2])
#Logistica
FITRCV7 <- fitdistr(RCV,"logistic")
RCV <- sapply(RCV, as.numeric)
plotdist(RCV,"logis",para=list(location=FITRCV7$estimate[1],
scale=FITRCV7$estimate[2]))
ks.test(RCV,"plogis",FITRCV7$estimate[1],FITRCV7$estimate[2])
#Normal
FITRCV8 <- fitdistr(RCV,"normal")
RCV <- sapply(RCV, as.numeric)
plotdist(RCV,"norm",para=list(mean=FITRCV8$estimate[1],
sd=FITRCV8$estimate[2]))
ks.test(RCV,"pnorm",FITRCV8$estimate[1],FITRCV8$estimate[2])
#t
FITRCV9 <- fitdistr(RCV,"t")
RCV <- sapply(RCV, as.numeric)
plotdist(RCV,"t",para=list(df=FITRCV9$estimate[3]))
ks.test(RCV,"pt",FITRCV9$estimate[3])
#weibull
FITRCV10 <- fitdistr(RCVP,"weibull")
RCVP <- sapply(RCVP, as.numeric)
plotdist(RCVP,"weibull",para=list(shape=FITRCV10$estimate[1],
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scale=FITRCV10$estimate[2]))
ks.test(RCVP,"pweibull",FITRCV10$estimate[1],FITRCV10$estimate[2])
3. Co´digo para el ajuste de distribuciones bivariadas y pruebas de bondad de ajuste
emp´ırica
##########################################################################
## Funcion de distribucion logistica bivariada - Ali, Mikhail y Haq:
## A class of bivariate distributions including the bivariate logistic
##########################################################################
## Expresada como "function"
LB <- function(x,y,a,n){
(1+exp(-1*x)+exp(-1*y)+a*exp(-1*x-1*y))^(-1)
}
## Expresada como "expression"
lb <- expression(
(1+exp(-x)+exp(-y)+a*exp(-x-y))^(-1)
)
## Obtencion de la funcion de densidad
lb1 <- D(lb,"x")
lb2 <- D(lb1,"y")
## Funcion de maxima verosimilitud para la logistica bivariada
mle.lb <- function(a){
l <- log(eval(lb2))
l=-sum(l)
return(l)
}
####### DISENO DE LA PRUEBA DE BONDAD DE AJUSTE EMPIRICA BIVARIADA #######
##########################################################################
## Michael P. McAssey: An empirical goodness of fit test for multivariate
## distributions
##########################################################################
####### Paso I: Estadistico de prueba
estad<-function(x,y,a,n){
#### Pasos 1 a 4 se deben repetir R veces. McAssey usa R=100
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N<-10000 ## Tama\~no de la muestra en el paso 1
R<-100
k<-100 ## n\’umero de particiones de [0,1] en el paso 4
GNR<-matrix(c(rep(NA,k*R)),k,R)
for (r in 1:R){
#### Paso 1: Generar una muestra grande de LB.
#### McAssey usa N = 10000
camh <- amhCopula(1-a) # Parametro de ligadura (pl): -1< pl <1
m <- rCopula(N,camh)
u1 <- -log((1-m[,1])/m[,1])
u2 <- -log((1-m[,2])/m[,2])
#### Paso 2: Vector de medias y matriz de covarianzas
mu1<-mean(u1)
mu2<-mean(u2)
v11<-var(u1)
v22<-var(u2)
v12<-var(u1,u2)
mu<-c(mu1,mu2)
sigma<-matrix(c(v11,v12,v12,v22),2,2)
#### Paso 3: Calcular la distancia de Mahalanobis
d <-sqrt(mahalanobis(matrix(c(u1,u2),N,2),mu,sigma))
#### Paso 4: Calcular funcion de ditribucion empirica de d
#### GN(t)=(1/N)p(di<=t) para t>0.
if (r==1){
t<-1:k
t<-t*2*(max(d))/k
}
for (i in 1:k){
s=0
for (j in 1:N){
if(d[j]<=t[i]){
s <- s+1
}
}
GNR[i,r] <- s/N
}
}
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#### Paso intermedio: calcular los valores promedio de GNR
GN<-c(rep(0,k))
for (r in 1:R){
GN<-GN+GNR[,r]/R
}
#### Paso 5: Estimacion de los cuantiles
T<-20
p<-0:T
p<-p/T
q<-0:T
for (i in 2:T){
j<-k
while(GN[j]>=p[i]){
j <- j-1
}
q[i] <- t[j+1]
}
q[T+1]<-Inf
#### Paso 6: Estimacion del n\’umero esperado de observaciones en el
#### intervalo (qj-1,qj]: Ej = n(pj-pj-1)
E<-c(rep(n/T,T))
#### Paso 7: calcular cuantas observaciones estan dentro de cada
#### intervalo (qj-1,qj]
mux<-mean(x)
muy<-mean(y)
vx<-var(x)
vy<-var(y)
vxy<-var(x,y)
mu<-c(mux,muy)
sigma<-matrix(c(vx,vxy,vxy,vy),2,2)
dxy <-sqrt(mahalanobis(matrix(c(x,y),n,2),mu,sigma))
O<-c(rep(0,T))
for (i in 1:T){
s<-0
for(j in 1:n){
if((q[i]<dxy[j]) & (dxy[j]<=q[i+1])){
s<-s+1
}
}
O[i]<-s
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}
#### Paso 8: calcular el estadistico de prueba AT=sum(abs(E-O)/E)
A <- sum(abs(E-O)/E)
return(A)
}
####### Paso II. Calcular el p-valor
p.v<-function(A,n){
B<-100
AB <-c(rep(NA,B))
for(b in 1:B){
#### Paso A: Generar una muestra para un parametro sensible
#### para este caso el parametro sera 1, es decir, ligadura 0
camh <- amhCopula(0)
m <- rCopula(n,camh)
x <- -log((1-m[,1])/m[,1])
y <- -log((1-m[,2])/m[,2])
#### Paso B: Calcular las distancias de Mahalanobis
mu1<-mean(x)
mu2<-mean(y)
v11<-var(x)
v22<-var(y)
v12<-var(y,y)
mu<-c(mu1,mu2)
sigma<-matrix(c(v11,v12,v12,v22),2,2)
d <-sqrt(mahalanobis(matrix(c(x,y),n,2),mu,sigma))
#### Paso C: calcular por MLE el parametro
m <- optim(par=c(0),fn=mle.lb,method="Brent",lower=0,upper=2)
a <- m$par
#### Paso D: calcular el estadistico de prueba
AB[b]<-estad(x,y,a,n)
}
#### Paso C: p-valor pe=(1/B)sum(1(ATb>AT))
s<-0
for (b in 1:B){
if(AB[b]>A){s<-s+1}
}
pe<-s/B
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return(pe)
}
####### Paso III: prueba empirica de la bondad de ajuste
emp.test <- function(x,y,a,n){
A<-estad(x,y,a,n)
pe<-p.v(A,n)
return(c(A,pe))
}
#### AJUSTE DE LOS DATOS A LOGISTICA BIVARIADA ####
########## Paso 1: Ajuste de marginales
FITRSG <- fitdistr(RSG,"logistic")
FITRMG <- fitdistr(RMG,"logistic")
FITRCG <- fitdistr(RCG,"logistic")
FITRSV <- fitdistr(RSV,"logistic")
FITRMV <- fitdistr(RMV,"logistic")
FITRCV <- fitdistr(RCV,"logistic")
########## Paso 2: Estandarizacion de los datos
RSGE <- (RSG - FITRSG$estimate[1])/FITRSG$estimate[2]
RMGE <- (RMG - FITRMG$estimate[1])/FITRMG$estimate[2]
RCGE <- (RCG - FITRCG$estimate[1])/FITRCG$estimate[2]
RSVE <- (RSV - FITRSV$estimate[1])/FITRSV$estimate[2]
RMVE <- (RMV - FITRMV$estimate[1])/FITRMV$estimate[2]
RCVE <- (RCV - FITRCV$estimate[1])/FITRCV$estimate[2]
## Paso 3: Ajuste de la distribucion logistica bivariada
## RSMG
x <- RSGE
y <- RMGE
n <- length(x)
a=0
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0,
upper = 2)
a <- MEL$par
pRSMG<-emp.test(x,y,a,n)
## RSCG
x <- RSGE
y <- RCGE
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n <- length(x)
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0,
upper = 2)
a <- MEL$par
pRSCG<-emp.test(x,y,a,n)
## RMCG
x <- RMGE
y <- RCGE
n <- length(x)
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0,
upper = 2)
a <- MEL$par
pRMCG<-emp.test(x,y,a,n)
## RSMV
x <- RSVE
y <- RMVE
n <- length(x)
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0,
upper = 2)
a <- MEL$par
pRSMV<-emp.test(x,y,a,n)
## RSCV
x <- RSVE
y <- RCVE
n <- length(x)
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0,
upper = 2)
a <- MEL$par
pRSCV<-emp.test(x,y,a,n)
## RMCV
x <- RMVE
y <- RCVE
n <- length(x)
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0,
upper = 2)
a <- MEL$par
pRMCV<-emp.test(x,y,a,n)
4. Co´digo para la prueba entre la distribucio´n log´ıstica bivariada y las co´pulas
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################ Paso 1: Ajuste de marginales
FITRSG <- fitdistr(RSG,"logistic")
FITRMG <- fitdistr(RMG,"logistic")
FITRCG <- fitdistr(RCG,"logistic")
FITRSV <- fitdistr(RSV,"logistic")
FITRMV <- fitdistr(RMV,"logistic")
FITRCV <- fitdistr(RCV,"logistic")
################ Paso 2: Estandarizacion de los datos
RSGE <- (RSG - FITRSG$estimate[1])/FITRSG$estimate[2]
RMGE <- (RMG - FITRMG$estimate[1])/FITRMG$estimate[2]
RCGE <- (RCG - FITRCG$estimate[1])/FITRCG$estimate[2]
RSVE <- (RSV - FITRSV$estimate[1])/FITRSV$estimate[2]
RMVE <- (RMV - FITRMV$estimate[1])/FITRMV$estimate[2]
RCVE <- (RCV - FITRCV$estimate[1])/FITRCV$estimate[2]
##### Paso 3: Ajuste de la distribucion logistica bivariada
## RSMG
x <- RSGE
y <- RMGE
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0.00001,
upper = 1.99999)
aRSMG <- MEL$par
# a<-aRSMG
## RSCG
x <- RSGE
y <- RCGE
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0.00001,
upper = 1.99999)
aRSCG <- MEL$par
## RMCG
x <- RMGE
y <- RCGE
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0.00001,
upper = 1.99999)
aRMCG <- MEL$par
## RSMV
x <- RSVE
y <- RMVE
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MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0.00001,
upper = 1.99999)
aRSMV <- MEL$par
## RSCV
x <- RSVE
y <- RCVE
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0.00001,
upper = 1.99999)
aRSCV <- MEL$par
## RMCV
x <- RMVE
y <- RCVE
MEL <- optim(par=c(0.5),fn=mle.lb, method="Brent", lower = 0.00001,
upper = 1.99999)
aRMCV <- MEL$par
### AJUSTE DE MUESTRAS ALEATORIAS LOGISTICAS BIVARIADAS A COPULAS ###
aj.cop<-function(a){
N<-100 ########## Este proceso se repetira N veces
n<-1000 ########## Tamano de la muestra
dist <- matrix(c(rep(NA,4*N)),N,4)
for (i in 1:N){
##### Paso 1: Generacion de la copula empirica
fx <- ecdf(x)
u <- fx(x)
fy <- ecdf(y)
v <- fy(y)
U <- matrix(c(u,v),n,2)
X <- pobs(matrix(c(x,y),n,2))
cop<-C.n(U,X)
##### Paso 2: Ajuste de copulas parametricas
##### A. Arquimediana: Ali Mikhail Haq
Amhc <- amhCopula(0.5)
Afit <- fitCopula(Amhc,X,method="mpl",lower = -0.99999,
upper = 0.99999,optim.method ="Brent")
Acop <- (U[,1]*U[,2])/(1-Afit@estimate*(1-U[,1])*(1-U[,2]))
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dist[i,1]<-sum(abs(cop-Acop))
##### B. Farlie Gumbel Morgenstern
Cfgm <- fgmCopula(0.5)
Cfit <- fitCopula(Cfgm,X,method="mpl",lower = -0.99999,
upper = 0.99999,optim.method ="Brent")
Ccop <- (U[,1]*U[,2])*(1-Cfit@estimate*(1-U[,1])*(1-U[,2]))
dist[i,3]<-sum(abs(cop-Ccop))
##### C. Independiente
Dcop<-U[,1]*U[,2]
dist[i,4]<-sum(abs(cop-Dcop))
}
d1<-mean(dist[,1])
d3<-mean(dist[,3])
d4<-mean(dist[,4])
return(c(d1,d3,d4))
}
dist1<-aj.cop(aRSMG)
dist2<-aj.cop(aRSCG)
dist3<-aj.cop(aRMCG)
dist4<-aj.cop(aRSMV)
dist5<-aj.cop(aRSCV)
dist6<-aj.cop(aRMCV)
5. Co´digo para la prueba de las medidas de asociacio´n y dependencia
################ DEFINICION DE LAS FUNCIONES PARA INTEGRAR ################
######################## Funcion de tau de Kendall ########################
ftau <- function(x,y){
exp(-x-y)*(1+exp(-x)+exp(-y)+(1-a)*exp(-x-y))^(-3)*
(2*(1+exp(-x)+exp(-y)+(1-a)*exp(-x-y))^(-1)*(1+(1-a)*exp(-x))
*(1+(1-a)*exp(-y))-(1-a))
}
################# Funcion de sigma de Schweizer & Wolff #################
fsigma <- function(x,y){
exp(-2*(x+y))*(1+exp(-x)+exp(-y)+(1-a)*exp(-x-y))^(-1)*
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((1+exp(-x))*(1+exp(-y)))^(-3)
}
################ DEFINICION DE PARAMETROS POBLACIONALES #################
N.as <- 5
as <- c(-0.8,-0.5,0,0.5,0.8)
s1<-1
s2<-1
mu1<-0
mu2<-0
n1<-355
n2<-175
tau <-c(rep(NA,N.as))
rho <-c(rep(NA,N.as))
sigma <-c(rep(NA,N.as))
for (i in 1:N.as){
#i<-5
a<-as[i]
intau <- dblquad(ftau, -n1, n1, -n1, n1)
insigma <- dblquad(fsigma, -n2, n2, -n2, n2)
tau[i] <- (4/(s1*s2))*intau-1
rho[i] <- (12*a/(s1*s2))*insigma
sigma[i] <- (12*abs(a)/(s1*s2))*insigma
}
tau
rho
sigma
############### ESTIMACION DE LOS PARAMETROS POR MUESTREO ################
ctau <- function(t){
log((1-a*(1-t))/t)*(t-a*t+a*t^2)
}
crho <- function(u,v){
(u*v)/(1-a*(1-u)*(1-v)) - u*v
}
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csigma <- function(u,v){
abs((u*v)/(1-a*(1-u)*(1-v)) - u*v)
}
N<-10000
n<-500
taue <- matrix(c(rep(NA,2*N.as)),N.as,2)
rhoe <- matrix(c(rep(NA,2*N.as)),N.as,2)
sigmae <- matrix(c(rep(NA,2*N.as)),N.as,2)
tauenp <- matrix(c(rep(NA,2*N.as)),N.as,2)
rhoenp <- matrix(c(rep(NA,2*N.as)),N.as,2)
for(j in 1:N.as){
a<-as[j]
amh <- amhCopula(a)
v <- matrix(c(rep(NA,6*N)),N,6)
w <- matrix(c(rep(NA,6*N)),N,6)
ae <-c(rep(NA,N))
for(i in 1:N){
########### Paso 1: Muestreo aleatorio
m <- rCopula(n,amh)
x <- mu1-s1*log((1-m[,1])/m[,1])
y <- mu2-s2*log((1-m[,2])/m[,2])
###### Paso 2: Ajuste de copula
X <- pobs(matrix(c(x,y),n,2))
camh <- amhCopula(0.5)
fit <- fitCopula(camh,X,method="mpl",lower = -0.99999, upper = 0.99999,optim.method
a <- fit@estimate
ae[i]<-a
####### Paso 2: Estimacion de tau de Kendall y rho de spearman
####### muestrales
v[i,1] <- 1+(4/(a-1))*integrate(ctau,0,1)$value
w[i,1] <- (v[i,1]-tau[j])^2
v[i,2] <- 12*dblquad(crho, 0, 1, 0, 1)
w[i,2] <- (v[i,2]-rho[j])^2
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v[i,3] <- 12*dblquad(csigma, 0, 1, 0, 1)
w[i,3] <- (v[i,3]-sigma[j])^2
v[i,4] <- cor(x,y,method="kendall")
w[i,4] <- (v[i,4]-tau[j])^2
v[i,5] <- cor(x,y,method="spearman")
w[i,5] <- (v[i,5]-rho[j])^2
}
taue[j,1] <- sum(v[,1])/N
taue[j,2] <- sum(w[,1])/(N-1)
rhoe[j,1] <- sum(v[,2])/N
rhoe[j,2] <- sum(w[,2])/(N-1)
sigmae[j,1]<- sum(v[,3])/N
sigmae[j,2]<- sum(w[,3])/(N-1)
tauenp[j,1] <- sum(v[,4])/N
tauenp[j,2] <- sum(w[,4])/(N-1)
rhoenp[j,1] <- sum(v[,5])/N
rhoenp[j,2] <- sum(w[,5])/(N-1)
}
taue[,2] <- sqrt(taue[,2])/tau
rhoe[,2] <- sqrt(rhoe[,2])/rho
sigmae[,2] <- sqrt(sigmae[,2])/sigma
tauenp[,2] <- sqrt(tauenp[,2])/tau
rhoenp[,2] <- sqrt(rhoenp[,2])/rho
taue
rhoe
sigmae
tauenp
rhoenp
abs(tau-taue)/tau
abs(rho-rhoe)/rho
abs(sigma-sigmae)/sigma
abs(tau-tauenp)/tau
abs(rho-rhoenp)/rho
6. Co´digo para la medicio´n de la σ de Schweizer y Wolff y ρ de Spearman para los datos
############## Paso 1: ajuste de copula
ajuste <- function(x,y){
X <- pobs(matrix(c(x,y),length(x),2))
camh <- amhCopula(0.5)
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fit <- fitCopula(camh,X,method="mpl",lower = -0.99999,
upper = 0.99999,optim.method ="Brent")
a <- fit@estimate
return(a)
}
aRSMG<-ajuste(RSG,RMG)
aRSCG<-ajuste(RSG,RCG)
aRMCG<-ajuste(RMG,RCG)
aRSMV<-ajuste(RSV,RMV)
aRSCV<-ajuste(RSV,RCV)
aRMCV<-ajuste(RMV,RCV)
aRSMG;aRSCG;aRMCG;aRSMV;aRSCV;aRMCV
############## Paso 2: calculo de la sigma
a<-aRSMG
tRSMG<-12*dblquad(csigma, 0, 1, 0, 1)
a<-aRSCG
tRSCG<-12*dblquad(csigma, 0, 1, 0, 1)
a<-aRMCG
tRMCG<-12*dblquad(csigma, 0, 1, 0, 1)
a<-aRSMV
tRSMV<-12*dblquad(csigma, 0, 1, 0, 1)
a<-aRSCV
tRSCV<-12*dblquad(csigma, 0, 1, 0, 1)
a<-aRMCV
tRMCV<-12*dblquad(csigma, 0, 1, 0, 1)
tRSMG;tRSCG;tRMCG;tRSMV;tRSCV;tRMCV
############## Paso 3: calculo de la rho
a<-aRSMG
rRSMG<-12*dblquad(crho, 0, 1, 0, 1)
a<-aRSCG
rRSCG<-12*dblquad(crho, 0, 1, 0, 1)
a<-aRMCG
rRMCG<-12*dblquad(crho, 0, 1, 0, 1)
a<-aRSMV
rRSMV<-12*dblquad(crho, 0, 1, 0, 1)
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a<-aRSCV
rRSCV<-12*dblquad(crho, 0, 1, 0, 1)
a<-aRMCV
rRMCV<-12*dblquad(crho, 0, 1, 0, 1)
rRSMG;rRSCG;rRMCG;rRSMV;rRSCV;rRMCV
7. Co´digo para la prueba de Bootstrap
######################## PRUEBA BOOTSTRAP #########################
BT<-1000
S <- matrix(c(rep(NA,6*BT)),BT,6)
R <- matrix(c(rep(NA,6*BT)),BT,6)
for(j in 1:BT){
rdom <- runif(56,min=1, max=56)
rdom <- round(rdom, digits = 0)
BTRSG <- c(rep(NA,56))
BTRMG <- c(rep(NA,56))
BTRCG <- c(rep(NA,56))
BTRSV <- c(rep(NA,56))
BTRMV <- c(rep(NA,56))
BTRCV <- c(rep(NA,56))
for(i in 1:56){
BTRSG[i] <- RSG[rdom[i]]
BTRMG[i] <- RMG[rdom[i]]
BTRCG[i] <- RCG[rdom[i]]
BTRSV[i] <- RSV[rdom[i]]
BTRMV[i] <- RMV[rdom[i]]
BTRCV[i] <- RCV[rdom[i]]
}
abRSMG<-ajuste(BTRSG,BTRMG)
abRSCG<-ajuste(BTRSG,BTRCG)
abRMCG<-ajuste(BTRMG,BTRCG)
abRSMV<-ajuste(BTRSV,BTRMV)
abRSCV<-ajuste(BTRSV,BTRCV)
abRMCV<-ajuste(BTRMV,BTRCV)
a<-abRSMG
S[j,1]<-12*dblquad(csigma, 0, 1, 0, 1)
a<-abRSCG
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S[j,2]<-12*dblquad(csigma, 0, 1, 0, 1)
a<-abRMCG
S[j,3]<-12*dblquad(csigma, 0, 1, 0, 1)
a<-abRSMV
S[j,4]<-12*dblquad(csigma, 0, 1, 0, 1)
a<-abRSCV
S[j,5]<-12*dblquad(csigma, 0, 1, 0, 1)
a<-abRMCV
S[j,6]<-12*dblquad(csigma, 0, 1, 0, 1)
a<-abRSMG
R[j,1]<-12*dblquad(crho, 0, 1, 0, 1)
a<-abRSCG
R[j,2]<-12*dblquad(crho, 0, 1, 0, 1)
a<-abRMCG
R[j,3]<-12*dblquad(crho, 0, 1, 0, 1)
a<-abRSMV
R[j,4]<-12*dblquad(crho, 0, 1, 0, 1)
a<-abRSCV
R[j,5]<-12*dblquad(crho, 0, 1, 0, 1)
a<-abRMCV
R[j,6]<-12*dblquad(crho, 0, 1, 0, 1)
}
S
qRSMG <- quantile(S[,1], probs = c(0.05, 0.95))
qRSCG <- quantile(S[,2], probs = c(0.05, 0.95))
qRMCG <- quantile(S[,3], probs = c(0.05, 0.95))
qRSMV <- quantile(S[,4], probs = c(0.05, 0.95))
qRSCV <- quantile(S[,5], probs = c(0.05, 0.95))
qRMCV <- quantile(S[,6], probs = c(0.05, 0.95))
qrRSMG <- quantile(R[,1], probs = c(0.05, 0.95))
qrRSCG <- quantile(R[,2], probs = c(0.05, 0.95))
qrRMCG <- quantile(R[,3], probs = c(0.05, 0.95))
qrRSMV <- quantile(R[,4], probs = c(0.05, 0.95))
qrRSCV <- quantile(R[,5], probs = c(0.05, 0.95))
qrRMCV <- quantile(R[,6], probs = c(0.05, 0.95))
qRSMG;qRSCG;qRMCG;qRSMV;qRSCV;qRMCV;qrRSMG;qrRSCG;qrRMCG;qrRSMV;qrRSCV;qrRMCV
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