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We present variational estimates for the low-lying energies of a simple matrix model that approx-
imates SU(3) Yang-Mills theory on a three-sphere of radius R. By fixing the ground state energy,
we obtain the (integrated) renormalization group (RG) equation for the Yang-Mills coupling g as a
function of R. This RG equation allows to estimate the masses of other glueball states, which we
find to be in excellent agreement with lattice simulations.
Introduction: Quantum chromodynamics or QCD,
the theory that underlies strong interactions, is an in-
teracting non-Abelian gauge theory. It is expected that
the self-coupling of the gauge field leads to bound states
called glueballs, which emerge as particle excitations and
interact with hadrons. The glueball has thus always been
a topic of theoretical interest, but has eluded experimen-
tal verification till date. Theoretical predictions of the
physical properties of glueballs pose a substantial chal-
lenge since their origin is deep inside the nonperturbative
regime of the gauge theory. Much work on the properties
of these particles has therefore been numerical, and the
current status of lattice results, summarized in [1], re-
flects the culmination of several decades of intense com-
putational effort. Subsequent inclusion of quarks to give
meson and baryon masses has been very challenging, and
progress in estimation of light hadron masses has been
rather recent [2].
A matrix model of SU(N) Yang-Mills theory proposed
recently in [3, 4] successfully captures an important non-
perturbative aspect of the full quantum theory, namely,
the non-trivial nature of the gauge bundle [5–7]. This
model has been used to deduce a surprising connection
between the impure nature of (colored) states and the
non-trivial topology of the bundle, with possible impli-
cations for confinement.
The model is based on a rectangular 3× (N2 − 1) real
matrix and avoids many technical difficulties of quantum
field theory, and is amenable to numerical investigations.
In this letter, we demonstrate the extent to which re-
alistic information about QCD may be extracted from
this matrix model. Specifically, we compute the glue-
ball masses from the low energy spectrum of the SU(3)
matrix model, and compare our results with the those
from lattice simulations. Remarkably, we find that our
results match the lattice results quite accurately (within
the lattice error bars), as summarized in Fig. 1.
This is striking, as it indicates that the matrix model
and the computation scheme which we present in this let-
ter could be useful for QCD computations. Needless to
say, the matrix model can never be an alternative to the
field theory approach in its entirety. However, a numer-
ical analysis of this model provides a new tool for quick
and easy estimation of the spectrum.
Our matrix model Hamiltonian naturally takes the
form H = H0+V where H0 is a 24-dimensional harmonic
oscillator, and the potential V has cubic and quartic in-
teraction terms. Using the eigenstates of H0, we con-
struct colorless wave functions and apply standard vari-
ational techniques to estimate the low-energy spectrum
of the Hamiltonian. A renormalization prescription, de-
tailed below, then allows us to relate this spectrum to
glueball masses.
In the rest of the letter we first briefly review the ma-
trix model [4] and then give details of the calculation
which lead to Fig. 1.
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FIG. 1: The variational estimates of the glueball masses ob-
tained from the matrix model of SU(3) Yang Mills theory
compared with the lattice QCD results (Morningstar and
Peardon [1], 1999).
The Matrix Model: A matrix model of the Yang-
Mills theory can be constructed by compactifying the
spatial R3 to S3, and pulling back the Maurer-Cartan
form on SU(N) to this S3 to obtain a particular sub-
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2space of the space of all gauge fields. Gauge fields in
this subspace are 3 × (N2 − 1) real matrices, yielding a
(0 + 1)-dimensional matrix model of SU(N) Yang-Mills
theory. Below is a brief description of this procedure.
The general left-invariant one-form on SU(N) is Ω =
Tr
(
Tag
−1dg
)
MabTb where g ∈ SU(N) and Ta are the
Hermitian generators of the Lie algebra of SU(N) in the
fundamental representation. M is a (N2 − 1)× (N2 − 1)
real matrix, and the trace is in the fundamental repre-
sentation of SU(N).
The spatial-slice S3 can be isomorphically mapped
to an SU(2) embedded in SU(N). The action of left-
invariant vector-fields Xi of this SU(2) ⊂ SU(N) yields
Ω(Xi) = −MiaTa. The spatial vector fields are iden-
tified with iXi. Thus the gauge fields on the spatial-
slice are A0 = 0, Ai = −iMiaTa. The matrices Mia
are the gauge variables of the matrix model. These M ’s
parametrize a submanifold of the space of all connections
A.
Under a color transformation, M → M(Adh)T , h ∈
SU(N). The space CN of inequivalent gauge configura-
tions is MN/AdSU(N), where MN is the space of all
3 × (N2 − 1) real matrices. In [7], it was shown C2 is a
twisted bundle, and therefore no nonzero global section
exists.
The curvature Fij is obtained by pulling back the
Maurer-Cartan equation to S3: F aij = (dΩ + Ω ∧
Ω)(iXi, iXj) = i(R
−1ijkMka − fabcMibMjc) where R is
the radius of the S3.
We re-scale Mia → gRMia so the M ’s are dimension-
less, and the coupling g appears explicitly. The chromo-
electric field is Eia =
dMia
dt and the chromo-magnetic field
is Bia =
1
2ijkF
a
jk. The Hamiltonian H is given by
H =
1
2
(EiaEia +BiaBia) = H0 +
1
R
Vint(M). (1)
Here
H0 =
1
R
(
−1
2
∂2
∂M2ia
+
1
2
MiaMia
)
(2)
is the Hamiltonian of a 3(N2 − 1)-dimensional harmonic
oscillator, and
Vint(M) = − g2 ijkfabcMiaMjbMkc
+ g
2
4 fabcfadeMibMjcMidMje
(3)
where i = 1, 2, 3 and a = 1, . . . N2 − 1.
In quantum theory, the Hamiltonian H ≡ H(g) acts on
the Hilbert space of functions ψ(M) (with inner prod-
uct 〈ψ1|ψ2〉 =
∫ ∏3
i=1
∏N2−1
a=1 dMiaψ¯1(M)ψ2(M)). The
Gauss’ law constraint in the matrix model implies that
[Ga,O] ≡ [fabcEibMic,O] = 0, (4)
where O is any observable. (So O is a first class variable
in the sense of Dirac.)
The Hamiltonian (1) only takes into account the clas-
sical zero-mode sector of the full field theory. The full
quantum field theory contributes an extra constant to
this Hamiltonian, coming from the zero-point energy of
all the higher, spatially dependent modes. To incorporate
these zero-mode quantum effects correctly, we add to (1)
a constant C(R). The R dependence comes from the fact
that C is the renormalized total zero-point energy (see
for example [8]). To make the constant dimensionless, we
write C = c(R)R , and work with
H ′ = H +
c(R)
R
. (5)
We henceforth recognize (5) as the true Hamiltonian H
and drop the prime.
The Spectrum of H and glueballs: Angular mo-
mentum commutes with H, and hence the eigenstates
and energies can be organized by the spin s. For a given
s, we obtain a tower of energies En[s], n = 0, 1, . . . of the
form En[s] = f
(s)
n (g)+c(R)
R , measured in units of R
−1.
Energy differences depend on g and R, but not on c.
We emphasize that neither the bare coupling g nor R are
directly measurable: in fact, masses of physical particles
must be computed in the ‘flat space” limit R→∞. Tak-
ing such a limit at fixed g makes all the En[s] vanish, very
much like the naive scaling of lattice calculations. For
meaningful non-trivial results, the bare coupling g must
depend on R in such a manner that all physical quanti-
ties (in our cases the energies) have well-defined values
at R = ∞. But energy must now be measured in some
physical unit like MeV. If x ≡ R/l is the radius of S3
measured in these units, then En[s] =
(
f(s)n (g)
x +
c(x)
x
)
1
l .
We can now make the bare coupling g a function of x
such that a particular energy difference (say that of 2++
and 0++) is fixed to a constant, say, the observed value.
Since glueballs have not yet been seen experimentally,
we fix this using lattice results. This function g(x) is our
integrated renormalization group equation.
In practice, it is easier to make x a function of g:
x(g) =
E0[2]− E0[0]
m(2++)−m(0++) (6)
The actual numerical values of the masses also need
the asymptotic value of c(x)/x. To this end, we demand
that the physical mass of our lowest glueball be fixed to
the known lightest glueball mass. Again, since lattice
computations are our only guide, we fix this to lie within
the range predicted by lattice simulations. Using this
c(x)/x, we can predict the masses of other glueball states.
We need to assign parity P and charge conjugation
C to our variational eigenstates. Parity poses a minor
challenge, since under P , the gauge field transforms as
P : Mia → −Mia whereas the Hamiltonian H(g) trans-
forms to H(−g) because of the cubic term. However, we
3find numerically that in the flat-space limit, the expecta-
tion value of the parity operator between the variational
eigenstates asymptotes to ±1, and parity can then be
assigned unambiguously.
Under charge conjugation, C : MiaTa → −MiaT ∗a .
Charge conjugation is a good symmetry of H for all g,
so the C value can be assigned unambiguously for any g.
Computational Scheme: To estimate the eigenval-
ues of (1) we consider trial wave functions that are color-
less linear combinations of eigenstates Ψ{nia} of H0. We
denote them as ψsm, where s is the spin and m a label
for the trial functions. The variational eigenvalues are
simply the eigenvalues of the matrix H˜ = 〈ψsm|H|ψs
′
m′〉.
Specifically, we consider 16 states with spin-0, 10
triplets with spin-1 and 18 quintuplets with spin-2. All
states in the same spin-1 (or spin-2) multiplet are de-
generate, hence it suffices to consider only one state from
each multiplet. Details of the states and a brief summary
of the variational strategy are given in the supplementary
material.
The only non-zero entries of H˜ are 〈ψ0l |H|ψ0l′〉,
〈ψ1m|H|ψ1m′〉 and 〈ψ2n|H|ψ2n′〉 – dubbed as H˜0,H˜1 and H˜2
respectively. Hence
H˜ =
H˜0 H˜1
H˜2
 . (7)
Expressing the cubic and quartic interaction terms in
terms of the 24-dimensional creation/annihilation opera-
tors gives each matrix element simply as a sum of prod-
ucts of delta functions.
Once the matrix blocks of H˜ are obtained, it is
straightforward obtain the eigenvalues of H˜ numerically.
Results: Ratios of various energy differences are in-
dependent of both x(g) and c(x). Numerically, we find
that these ratios asymptote to constant values at a large
g (Fig. 3). This confirms the validity of our renormal-
ization scheme: if we fix x(g) using the lattice data for
the difference of two glueball masses, and the asymptotic
value of c(x)/x for one of these masses, all other glueball
masses asymptote to constant values at large g. These
asymptotic values are our predictions for the masses of
the other glueballs.
For x(g) we use (6) with m(2++) − m(0++) =
500 MeV. Fig. 2 shows x(g) as a function of g.
To set the asymptotic value of c(x)x , we require that the
physical mass of our lowest glueball lies within the range
predicted by lattice simulations (1580 MeV–1840 MeV).
Choosing this value to be 1050 MeV gives us the best
fit with lattice predictions [1]. Our results for glueball
masses, along with those from lattice simulations, are
summarized in table I.
From Fig. 1, we can see that the matrix model pre-
dictions for the masses of 0∗++ and 2∗−+ fall outside the
error bars of lattices simulations [1]. The lattice QCD
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FIG. 2: RG flow equation for the Yang-Mills coupling g as
a function of x. It is shown here as x(g) versus g for conve-
nience.
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FIG. 3: Ratios of mass differences m(X)−m(0
++)
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tion of g. X stands for the various glueballs shown in the fig-
ure. (The black, blue and red curves represent spin-0, spin-1
and spin-2 levels respectively.)
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FIG. 4: The glueball masses as a function of g. Here we used
x(g) as in eqn. (6). (The black, blue and red curves represent
spin-0, spin-1 and spin-2 states respectively.)
4Glueball Physical masses Physical masses
states from matrix model from lattice QCD
JPC (MeV) (MeV)
0++ 1757.08 1580 - 1840
2++ 2257.08 2240 - 2540
0−+ 2681.45 2405 - 2715
0∗++ 3180.82 2360 - 2980
1+− 3235.41 2810 - 3150
2−+ 3054.97 2850 - 3230
0∗−+ 3568.02 3400 - 3880
1−− 3535.66 3600 - 4060
2∗−+ 3435.75 3660 - 4120
2−− 4050.14 3765 - 4255
TABLE I: To obtain the estimates of the physical masses from
the matrix model, x(g) is determined by using the lattice data
for the difference of two lowest glueball masses m(2++) −
m(0++) = 500 MeV. The asymptotic value of c(x)/x is fixed
to 1050 MeV. Then all other glueball masses asymptote to
constant values at large g (Fig. 4), which are our predictions
for the masses of these glueballs. They are compared with
their counterparts from Lattice QCD simulations [1].
mass estimates (and the error bars) of these very states
are not very precise (see Fig. 8 in [1]). For 0∗++, the
lack of precision is due to the poor statistics near the
continuum limit and consequently, the finite volume ef-
fects in the estimated mass are non-negligible. For 2∗++,
the difficulty in estimating the mass precisely is due to
the presence of two other glueball states in the vicinity.
In Fig. 4, we observe that there are some level cross-
ings at small g between states of same spin. However, no
physically significant information can be inferred from
these crossings: the matrix model has a limited valid-
ity at small g as the quantum field theoretic effects are
expected to dominate in this regime.
It is striking that the low lying glueball masses com-
puted from the matrix model agree so well with lat-
tice QCD simulations. On inclusion of more variational
states, the estimates are expected to improve further but
at the cost of increased computational complexity. Com-
pared to lattice simulations, the matrix model employs
simpler numerical techniques and requires significantly
less computing time. Our work demonstrates that the
model can be deployed to make reasonably accurate es-
timates in the pure gauge sector, and may serve as a
powerful and efficient numerical tool in the future study
of QCD.
Outlook: There has been a recent interest in esti-
mating the glueball masses for large N gauge theories
using holographic models (for example, Witten-Sakai-
Sugimoto Model) [9, 10]. It is straightforward to gen-
eralize our computational techniques to such models.
Recent work [17] shows that the matrix model coupled
to fundamental fermions has superselection sectors, and
the full Hilbert space breaks up into quantum mechani-
cally disjoint subspaces. These sectors may be studied in
detail using variational techniques similar to those pre-
sented here. The numerical study of the spectrum of this
model is currently under way [18]. An agreement with the
experimental values of light hadron masses would provide
a further convincing demonstration of the computational
efficiency of the matrix model, and an important aid to
detailed lattice QCD simulations [2, 19–27].
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Supplemental Material for “Glueball Spectra in Matrix Model of Pure Yang-Mills Theory”
In this Supplemental Material, we describe our variational scheme, provide the list of trial wave functions, and a
brief summary of the numerics.
Variational calculation
We construct the following variational ansatz
|χ〉 =
∑
i,s
csi |ψsi 〉, csi ∈ C. (8)
To estimate the glueball masses, we consider the functional
K = 〈χ|H|χ〉 − λ(〈χ|χ〉 − 1) (9)
where λ is a Lagrange multiplier for the constraint that the state |χ〉 is normalized to 1.
We minimize this functional wrt the parameters ci and λ;
∂K
∂λ
= 0 =
∂K
∂cs∗i
(10)
Minimizing wrt cs∗i leads to the generalized eigenvalue equation,∑
j,s′
H˜ss
′
ij c
s′
j = λ
∑
j,s′
S˜ss
′
ij c
s
j , (11)
where
H˜ss
′
ij ≡ 〈ψsi |H|ψs
′
j 〉 (12)
and
S˜ss
′
ij ≡ 〈ψsi |ψs
′
j 〉. (13)
Minimizing wrt λ yields ∑
ij,ss′
cs∗i S˜
ss′
ij c
s′
j = 0 (14)
Multiplying on the left of (11) by ct∗k and summing over k and t we obtain
λ =
∑
jk,st c
t∗
k H˜
ts
kjc
s
j∑
jk,st c
t∗
k S˜
ts
kjc
s
j
(15)
=
〈χ|H|χ〉
〈χ|χ〉 . (16)
6So the lowest eigenvalue gives the ground state and the rest give the excited states.
It is not difficult to see that the matrix elements H˜ss
′
ij = 0 if s 6= s′. So H˜ is block diagonal matrix of the form
H˜ =
H˜0 H˜1
H˜2
 (17)
Similarly, the Gram matrix Sij also has this block diagonal form.
The Eigenstates of the Harmonic Oscillator and the Colorless States
H0 is the Hamiltonian of a 3(N
2 − 1)-dimensional harmonic oscillator for SU(N):
H0 = − 1
2R
∂2
∂M2ia
+
1
2R
MiaMia, i = 1, 2, 3, a = 1, 2 . . . (N
2 − 1). (18)
Ψ{nia}’s are the orthonormal eigenfunctions of the 3(N
2 − 1)-dimensional harmonic oscillator
H0Ψ{nia} =
1
R
(
n+
3(N2 − 1)
2
)
Ψ{nia}, n ≡
∑
i,a
n{nia}. (19)
In terms of the matrix model variables {Mia},
Ψ{nia} =
∏
i,a
1√√
pi2niania
Hnia(Mia)e
− 12MiaMia . (20)
The discussion can be simplified by expressing the trial wavefunctions in terms of oscillator creation and annihilation
operators. We define
Aia =
1√
2
(
Mia +
∂
∂Mia
)
; A†ia =
1√
2
(
Mia − ∂
∂Mia
)
. (21)
This relation implies
[Aia, A
†
jb] = δiaδjb (22)
The oscillator vacuum is defined as
〈M |0〉 = 1
pi6
e−
Tr(MTM)
2 (23)
where |M〉 ≡ |{Mia}〉 are the position eigenstates in the space of {Mia}. Then a harmonic oscillator eigenstate with
n oscillators can be constructed by successive action of A†ia on the vacuum.
An n-oscillator state will in general transform under some representation of color. Physical states are color singlets,
so we only consider colorless linear combinations of such states in our variational ansatz. They can be constructed
by taking composites of the operators A†i ≡ A†iaTa, where Ta = λa2 are the generators of SU(3), and tracing over the
color. In our analysis, we have chosen all possible colorless states for n ≤ 6. We denote them as |ψsi 〉, where the
superscript s is the spin of the state with respect to spatial rotations. We have considered spin-0, spin-1 and spin-2
states.
For spin 0, we have a total of 16 states, listed below:
7|ψ01〉 = |0〉
|ψ02〉 = A†iaA†ia|0〉
|ψ03〉 = ijkfabcA†iaA†jbA†kc|0〉
|ψ04〉 = A†iaA†iaA†jbA†jb|0〉
|ψ05〉 = A†iaA†ibA†jaA†jb|0〉
|ψ06〉 = dabedcdeA†iaA†ibA†jcA†jd|0〉
|ψ07〉 = ijkfabcA†iaA†jbA†kcA†ldA†ld|0〉
|ψ08〉 = ijkfabcda1b1eda2ceA†iaA†jbA†ka1A
†
lb1
A†la2 |0〉
|ψ09〉 = A†iaA†iaA†jbA†jbA†kcA†kc|0〉
|ψ010〉 = A†iaA†ibA†jbA†jcA†kcA†ka|0〉
|ψ011〉 = ijklmnA†iaA†laA†jbA†mbA†kcA†nc|0〉
|ψ012〉 = i1j1k1fa1b1c1i2j2k2fa2b2c2A†i1a1A†j1b1A
†
k1c1
A†i2a2A
†
j2b2
A†k2c2 |0〉
|ψ013〉 = dabcddefA†iaA†idA†jbA†jeA†kcA†kf |0〉
|ψ014〉 = db1c1ddb2c2dA†iaA†iaA†jb1A
†
jc1
A†kb2A
†
kc2
|0〉
|ψ015〉 = i1j1k1fa1b1c1i2j2k2fa2b2c2dc1d1edc2d2eA†i1a1A†j1b1A
†
k1d1
A†i2a2A
†
j2b2
A†k2d2 |0〉
|ψ016〉 = dabcdad1e1dad2e2dad3e3A†id1A
†
ie1
A†jd2A
†
je2
A†kd3A
†
ke3
|0〉
(24)
where fabc and dabc are the structure constants of SU(3).
For spin 1, there are 10 different triplets of states, giving a total of 30 states. Below is the list of all spin-1 states,
each state labelled by a free spin index i that takes values from 1 to 3. Since the Hamiltonian is rotationally invariant,
all the 3 states in a given multiplet are degenerate. So it suffices to consider only one state in each multiplet, say,
i = 1.
|ψ11〉 = dabcA†jbA†jcA†ia|0〉
|ψ12〉 = jkldab1c1fab2c2A†ib1A
†
jc1
A†kb2A
†
lc2
|0〉
|ψ13〉 = daceA†iaA†jbA†jbA†kcA†ke|0〉
|ψ14〉 = daceA†ibA†jbA†jaA†kcA†ke|0〉
|ψ15〉 = daceA†iaA†jbA†jcA†keA†kb|0〉
|ψ16〉 = dabcfbc1b2fcc2b1A†iaA†jb1A
†
jc1
A†kb2A
†
kc2
|0〉
|ψ17〉 = jkldabcfadeA†ibA†jcA†kdA†leA†i1a1A†i1a1 |0〉
|ψ18〉 = jkldab1c1faa2b2A†ia1A†i1a1A†i1b1A
†
jc1
A†ka2A
†
lb2
|0〉
|ψ19〉 = ijkdab1c1daa2b2A†ja1A†i1a1A†i1b1A
†
kc1
A†la2A
†
lb2
|0〉
|ψ110〉 = ijkdab1c1fbb2c2A†i1b1A
†
i1c1
A†laA
†
lbA
†
jb2
A†kc2 |0〉
(25)
For spin 2, there are 18 different multiplets of 5 states each, giving a total of 90 states. They are arranged as
components of a rank-2 traceless symmetric tensor, with two indices i, j. Again it is sufficient to consider only one
component, and we have chosen to work with i, j = 1, 2.
8|ψ21〉 = (A†iaA†ja − 13δijA†laA†la)|0〉
|ψ22〉 = A†i1a1A†i1a1(A†ia2A†ja2 − 13δijA†i2a2A†j2a2)|0〉
|ψ23〉 = (A†ia1A†i1a1A†i1b1A
†
jb1
− 13δijA†la1A
†
i1a1
A†i1b1A
†
lb1
)|0〉
|ψ24〉 = dabcdadeA†i1bA
†
i1c
(A†idA
†
je − 13δijA†ldA†le)|0〉
|ψ25〉 = A†i1a1A†i1a1(A†iaA†ja − 13δijA†laA†la)|0〉
|ψ26〉 = 12dabc(iklA†ja1A†ka1 + jklA
†
ia1
A†ka1)A
†
laA
†
mbA
†
mc|0〉
|ψ27〉 = 12dabc(iklA†ja + jklA†ia)A†kbA†la1A†ma1A†mc|0〉
|ψ28〉 = klmfabcdda1adda2b2A†ka1A
†
lbA
†
mc(A
†
ia2
A†jb2 − 13δijA
†
i2a2
A†i2b2)|0〉
|ψ29〉 = A†i1a1A†i1a1A†i2a2A†i2a2(A†iaA†ja − 13δijA†laA†la)|0〉
|ψ210〉 = A†i1a1A†i1a1A†i2a2A†i2a1(A†iaA†ja − 13δijA†laA†la)|0〉
|ψ211〉 = dab1c1dab2c2A†i1b1A
†
i1c1
A†i2b2A
†
i2c2
(A†iaA
†
ja − 13δijA†laA†la)|0〉
|ψ212〉 = A†i1a1A†i1a1(A†ia2A†i2a2A†i2b2A
†
jb2
−A†la2A
†
i2a2
A†i2b2A
†
lb2
)|0〉
|ψ213〉 = daa2b2dac2e2A†i1a1A†i1a1A†i2a2A†i2b2(A
†
ic2
A†jd2 − 13δijA
†
lc2
A†ld2)|0〉
|ψ214〉 = 12 (iklA†jbA†kb + jklA†ibA†kb)mnpdab1c1fbb2c2A†lb1A†mc1A
†
nb2
A†pc2 |0〉
|ψ215〉 = dab1c1dab2c2A†lb1A
†
lc1
A†mb2A
†
mc2(
1
2 (A
†
iaA
†
jb +A
†
jaA
†
ib)− 13δijA†la2A
†
lc2
)|0〉
|ψ216〉 = dab1c1dbb2c2A†i1aA†i1bA
†
j1b1
A†j1c1(A
†
iaA
†
jb − 13δijA†laA†lb)|0〉
|ψ217〉 = daa2b2dbc2a1A†i1a1A†i1a2A†j1b2A
†
j1c2
(A†iaA
†
jb − 13δijA†laA†lb)|0〉
|ψ218〉 = dab1c1daa2b2fbb2c2A†i1b1A
†
i1c1
A†i2c2A
†
i2d2
(A†ia2A
†
je2
− 13δijA†la2A
†
le2
)|0〉
(26)
Note that these states are not orthonormal. However, the discussion of variational calculation can be extended to
include a non-orthonormal basis, as outlined in the previous section.
Numerics
To calculate the matrix elements of H it is useful to express the Hamiltonian in terms of the creation and annihilation
operator in the anti-normal ordered form.
In the oscillator basis, the number operator is defined as
N = A†iaAia (27)
The Hamiltonian is a sum of H0, the cubic interaction and the quartic interaction,
H = H0 +Hc +Hq (28)
The harmonic oscillator Hamiltonian, H0 can be expressed as
H0 =
1
R
(N + 12), (29)
12 being the total zero-point energy of the 24 oscillators. The cubic interaction Hamiltonian is given by
Hc = − g
4
√
2R
ijkfabc(A
†
iaA
†
jbA
†
kc + 3AiaA
†
jbA
†
kc + 3AkcAjbA
†
ia +AiaAjbAkc) (30)
and the quartic term is given by
Hq =
g2
16R
[
(AibAjcAidAje + h.c.) + 4(AjeAidAjcA
†
ib + h.c.)
+2(AibAjcA
†
idA
†
je +AibAidA
†
jcA
†
je +AibAjeA
†
idA
†
jc)
]
− 3g
2
4R
(AiaAia +A
†
iaA
†
ia + 2AiaA
†
ia) +
9g2
R
(31)
9It is useful to present the Hamiltonian in the anti-normal ordered form because then the computation of matrix
element of H between any two variational states will be reduced to evaluating contractions of the form
〈0|Ai1a1 ...AinanA†j1b1 ...A
†
jnbn
|0〉 = δi1j1δa1b1 ...δinjnδanbn + permutations of {jr, br}. (32)
This contraction can be easily defined as a numerical algorithm and used in the computation of all the elements of
the matrix H˜.
