In this paper, we analyse the properties of recursive trend adjusted unit root tests. We show that OLS based recursive trend adjustment can produce unit root tests which are not invariant when the data is generated from a random walk with drift and investigate whether the power performance previously observed in the literature is maintained under invariant versions of the tests. A finite sample evaluation of the size and power of the invariant procedures is presented.
Introduction
Recently, an interesting and simple approach for bias reduction in autoregressive model estimation was proposed by So and Shin (1999) , Shin and So (2001) and Taylor (2002) , based on recursively adjusting the deterministic components. The motivation behind this alternative way of accounting for the deterministic component of a process is due, as indicated by So and Shin (1999) , to the lack of efficiency of conventional mean and trend adjustment procedures. Conventional mean and trend adjustment based on the full sample of data, induces downward small sample bias, as a result of the imposed correlation between the demeaned/detrended regressors and the error term.
Recursively adjusting for the deterministic terms, however, reduces this bias since at time t only sample observations, y k , up to time t − 1 (k ≤ t − 1) are used, thus avoiding correlation of the mean with residuals, ε j , occurring in time periods j ≥ t. Also, according to recent literature, this approach leads to considerable power improvements of unit root tests (see Taylor, 2002) .
Recursive demeaning has been shown to avoid the spurious result observed by Leybourne et al. (1998) for the DF test (see Cook, 2002) , and recursively adjusting the deterministics has also been used in panel data models (see Choi However, one problem which we highlight in this paper (see also Sul, Phillips and Choi, 2003) is that recursive trend adjustment based on recursive ordinary least squares (OLS) estimates may produce tests which are not invariant to trend parameters that may exist in the data generation process (DGP).
This problem is here addressed as well as the size and power performance of invariant versions of these tests under recursive detrending, by adopting similar transformations considered in Chang (2002), Chang and Park (2004) , Phillips, Park and Chang (2004) and Taylor (2002) . This paper is organised as follows. The next section briefly introduces the recursive trend-adjusted unit root test and the potential invariance results. Section 3 presents invariant versions of the procedures and looks at efficiency gains and finite sample performance. Finally, section 4 concludes the paper and an appendix provides details of the results obtained.
Recursive Trend Adjustment
Consider the following data generating process (DGP), The model of interest includes a constant and time trend, so that the vector of deterministic variables considered is Z t = (1, t) 0 , with corresponding vector of parameters to be estimated, (γ 0 , γ 1 ) 0 . In order to consider the recursive trend adjustment, we take an OLS-based approach whereby the vector of estimators of the deterministic component at time t is given by,
Thus, once the T ×2 vector of parameters of the deterministic component is estimated as in (2.4), following Shin and So (2001) the test regression is set up using the following recusively adjusted variables,
As mentioned earlier in (2.5) and (2.6), only the sample mean of the observations up to time t − 1 is considered. Hence, according to (2.5) and (2.6), we can obtain the test regression of interest,
with the relevant test statistic given as, τ =
, where se( \ α − 1) denotes the standard error of ( \ α − 1). 
Non-Invariance of Recursively-Detrended Tests
Contrary to OLS-based recursive demeaning, some caution is required when recursive detrending is necessary. In particular, if a constant and a time trend are considered as necessary deterministic variables in a modelling exercise, from (2.5) and (2.6) we observe that, e y t and e y t−1 will have the following expressions:
Proposition 1 Under the DGP considered in (2.1) and (2.2), with α = 1 and γ
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From this proposition we can establish that e y τ t is, among other things, a function of the nuisance parameter γ 0 1 , and consequently ∆e y t = γ 0 1 + ε t . Hence, a test based on the variables in (2.8) and (2.9) will therefore be affected by this nuisance parameter. For closer observation, consider Table 2 .1 where DF τ r represents a t-statistics computed from an auxiliary regression such as (2.7) based on (2.8) and (2.9). 
Invariant Versions
In this section we consider invariant versions of recursively detrended procedures using the following transformations: A slightly different version of the invariant transformation 2 has been suggested by Taylor (2002) , who instead of subtracting the mean of ∆y t from (3.12) recursively detrends y t with data up to time t instead of t − 1 as used in (3.12). We will refer to this approach as transformation 3.
Proposition 2
for transformation 2,
and for transformation 3, where
[5]
Properties of Recursive Trend-Adjusted Unit Root Tests
Efficiency Gains
The advantage of recursively adjusting for deterministics is in the resulting bias reduction and the consequent efficiency gains that prove useful for various of different applications. Hence, in this section we analyse the magnitude of efficiency gains obtained from the proposed invariant procedures. Table 3 .1 shows the averages of the parameter estimates computed from 50000 Monte Carlo simulations where the DGP is an AR(1) model such as, y t = ρy t + ε t , ε t ∼ nid(0, 1), and the estimated model an AR(1) but adjusted for a constant and time trend. The four approaches adopted in this context draw on the procedures described earlier, i.e., b ρ OLS -represents the estimator based on conventional OLS; b ρ r is obtained by recursive detrending employing the variables in (2.8) and (2.9); and, b ρ 1r , b ρ 2r and b ρ 3r , are obtained based on transformations 1,2 and 3, respectively. From Table 3 .1 we observe that recursive detrending based on transformation 2 provides in essence the same efficiency gains as with recursive detrending based on the estimates from (2.4). Moreover, although transformation 1 is proving useful in terms of making the procedure invariant to drift terms in the DGP, it proves to be inefficient, particularly when ρ ≤ 0.97 and as T increases, thus determining the procedure as inadequate. Note also that the procedure suggested by Taylor (2002) , in comparison to other recursive trend adjustment methods (see the results for b ρ r and b ρ 2r ) produces some efficiency loss when ρ ≥ 0.9. Finally, accounting for the deterministics using the full sample as is conventionally done also produces inefficient estimates (as is known in the literature); see the results for b ρ OLS .
Finite Sample Performance
In this section we look at the finite sample performance of the procedures. The data generation process considered in the simulations is a conventional random walk, such as, y t = y t−1 + ε t , with ε t ∼ niid(0,1) and the test regression used was an AR(1) adjusted for a constant and a time trend using the different approaches described in Section 2.
[6] From Table 3 .5 we can observe that the loss of efficiency is translated into a loss of power of the DF 
Conclusion
In this paper we show how OLS-based recursive trend adjustment can pose some problems. Moreover, invariant versions of recursively-detrended unit root tests are examined and shown to provide a useful advantage in improving the power of unit root tests. Critical values for the invariant procedures are presented as well as finite sample performance of size and power which show the superior behaviour of these tests.
Appendix A
Throughout this Appendix we consider that data is generated from (2.1)-(2.2) under the null hypothesis that α = 1.
A.1 Non-Invariance of OLS-based Recursive Detrending
Assuming γ 0 0 6 = 0 and γ 0 1 6 = 0, (2.1) is,
or put more succinctly, 0 so that the DGP can be written as,
Now, considering Z t = (1, t) 0 as the vector of deterministic variables which enters the test regression, we can write the OLS recursively detrended variable based on (2.4) as, 
