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Chapter 1
Introduction
Over the last years, the amount of images stored digitally has grown massively. With increas-
ing quality and sinking prizes, digital cameras have become omnipresent. Today, even mobile
phones are capable of taking pictures of acceptable quality. Furthermore, the use of digital
imaging methods in medicine and visual surveillance systems has increased much, while the
memory capacity of current computer systems allows for storing huge a amount of image
data.
From these developments, the need for automatic classification of images evolves, which
means that they are to be labeled based on their content. For example, cameras are used
for quality assurance in manufacturing: images are taken from products crossing an assembly
line, and based on these images the product is declared to be intact or to be defective. In
medical applications, radiographs have to be classified according to which part(s) of the human
body they show such that they are quickly available for further access by a medical doctor
searching for similar radiographs. A future application in this area might be automatic or
computer-aided diagnosis of radiographs.
Another application for which the classification of images is crucial is filtering of images
with respect to the image content, for example if a web browser or a television is programmed
not to display images with explicit or offensive content. Finally, images obtained by cameras
that keep public places under surveillance may indicate that a crime is committed, for example
if a person with a weapon is shown.
While humans perceive the content of images very reliably, when dealing with a huge
amount of images, human labeling becomes very time consuming and therefore too costly.
Thus, it is desirable to pass this labeling to computers. Depending on the type of images,
automatic classification turns out to be a very challenging task, and recently a lot of research
has been done in this area.
Note that for simple tasks, the classification performance of computer systems may out-
perform human performance. For example, the USPS database is a collection of handwritten
digits. According to [Simard & LeCun+ 92], humans are able to classify these images with an
estimated error rate of 2.5%, while the best classification systems achieve error rates below
2% [Keysers & Gollan+ 04]. Nevertheless, the images contained in the database are small
(16 × 16 pixels) and show the digits in front on homogeneous background without “noise”
disturbing the recognition. Moreover, the images are pre-segmented such that the full digits
are shown completely and normalized with respect to their size. These limitations facilitate
the recognition strongly.
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In this work, the focus is on “natural” images which are not limited to any size and
which show arbitrarily complex scenes. These images are classified according to whether they
contain a certain object or not. This task is known as generic object recognition. Computer
programs that tackle it must cope with a lot of difficulties:
• They must be able to recognized arbitrary objects. Unlike for example a face detector,
which is tuned towards recognizing faces, here no information about a certain object is
hard-coded into the program. All knowledge about the objects to be recognized has to
be learned from training images.
• The object to be recognized may be occluded by other objects and therefore be only
partially visible. Furthermore, it may be depicted from different viewpoints, such that
the image shows only its front or its rear side.
• The object can appear at any position and with any size in the image. Rotation may
further complicate the recognition.
• The appearance of the object is not restricted to any “prototypical” appearance, but
may show variations.
We present a method that allows for recognizing objects under these challenging circumstances
and which provides excellent results on several image databases. In the approach we propose
in this work, images are represented by a set of patches, which are small squared subimages
extracted from them. Our method is capable of recognizing arbitrary objects, and we do not
impose any restriction on the images used for training the objects.
While the initial model accounts only for the visual appearance of the patches, it is ex-
tended to consider the position of the patches and their spatial relationships. For further
improvements, the parameters of the underlying generative model can be trained using dis-
criminative methods..
This work is organized as follows: the remainder of this chapter briefly presents the basic
principles of object recognition systems. Chapter 2 describes a selection of state-of-the-art
object recognition systems. In Chapter 3, image patches are discussed, in particular their ben-
efits to represent complex images and different methods to obtain them from images. Chapter
4 presents a very successful approach towards object recognition which is based on Gaussian
mixtures densities. The initial appearance-based model is extended by the incorporation of
both absolute and relative spatial information of the patches. Another important step is the
extension of the Gaussian mixture model towards discriminatively trained density weights
which combines generative and discriminative aspects. In Chapter 5, log-linear maximum
entropy models are discussed as an alternative to Gaussian mixture models. In Chapter 6
a simple and straightforward way of classifying images using histograms is introduced. In
Chapter 7, two databases are presented: the Caltech database and the PASCAL database,
which both are used for experimental evaluation of the methods presented in this work. The
results of the evaluation are given and interpreted in Chapter 8. Finally, Chapter 9 shortly
summarizes this work and presents the conclusions that can be drawn. An appendix with in-
formation on the software implementation, further result tables, and an index of the notation
used in this work finishes the thesis.
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Basic Principles in Object Recognition
Generic object recognition systems do not include any information about specific objects.
Rather, they learn to recognize arbitrary objects by inspecting a set of training images and
train a model on these. This model is then used to recognize the objects in unseen images.
In the training phase, for all objects to be recognized, training images containing the
objects need to be passed to the system. For detection, which is a special case where images
are to be classified according to whether they contain a given object or not, “negative” training
images which do not contain the object have to be specified, too.
Normally, the images are preprocessed for further use. For example, if the images have
been taken under different lighting conditions a brightness normalization makes sense. Some
recognition systems require a segmentation of the training images, which means that the
objects must be separated from the surrounding background. Others are capable of implic-
itly learning objects from complex images without the need for segmentation. Segmented
training data facilitates the learning process: without the background “noise”, the objects
are represented more precise, while the amount of input data is smaller. Nevertheless, it re-
quires time-consuming human interaction. Therefore automated learning from unsegmented
“cluttered” data is favorable.
After preprocessing, for each of the training images a set of features is derived. Each
feature describes properties of either the whole image (global feature) or of a part of the
image (local feature). Usually, local features are more successful in capturing the content
of complex images. To reliably recognize objects under varying circumstances (for example,
objects appearing at different scales, rotation, and translation) the features ought to be chosen
such that they are invariant with respect to these aspects.
From the features of the training images, the parameters of an underlying statistical model
are estimated. Whenever an unseen image is classified, a set of features is extracted from it,
too. Using these features and the trained model the object recognition system outputs which
of the trained objects is contained in the image, or, in the detection case, if the object in
question is contained in the image or not.
As an alternative, model-free approaches do not train a model of the training data but
compare the features of the image to be classified directly with the features of the training
images using a suitable distance measure to determine the similarity of features.
Different object recognition systems differ mainly in the type of features derived from the
images, in the choice of the model, and in the training criterion of the model.
Once trained, the performance of object recognition systems is measured on a set of test
images. The error rate on this set denotes the ratio of incorrectly classified images (i.e. an
object that is shown in the image is not recognized, or an object that is not present in the
image is falsely recognized) to all images in the test set. Further measures are used, too, for
example Receiver operating characteristic curves, which are introduced later in this work.
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Chapter 2
State of the Art
Currently, in the most promising approaches to object recognition and classification, an object
is assumed to consist of several parts which can be modelled more or less independently.
Although this is not always likely to hold, it facilitates computation greatly without degrading
the results. The various approaches differ mainly in the way the object parts are modeled, the
possible incorporation of the spatial context, the type of features used, and in the limitations
imposed on the data. We will compare the results of the most successful approaches to the
results of our method in the Chapter 8.
Recently, [Opelt & Pinz+ 06] presented an approach where weak hypotheses are combined
using boosting. As features, local descriptions of regions of discontinuity and of homogeneity
are used. Regions of discontinuity are detected by several interest point detectors, while
for determining regions of homogeneity the authors propose a new segmentation algorithm.
The approach works with weak supervision during training, and the authors present very
good results for recognition of objects in complex images. It is not accounted for spatial
relationships in this method.
Another approach to object recognition was proposed by [Deselaers & Keysers+ 05a],
where image patches are clustered using the EM algorithm for Gaussian mixture densities
and images are represented as histograms of the patches over the (discrete) membership to
the clusters. A log-linear maximum entropy classifier is used to classify the images. The
patches represent both regions of high variance, using an interest point detector, and homoge-
neous regions using a regular grid projected onto the image. This method proved to perform
well on a variety of databases, while also only weak supervision is necessary during training.
In [Deselaers & Keysers+ 05b], the authors propose among several other improvements an
extension towards fuzzy histograms to reduce discretization effects. The method presented
here is partly based on this approach. In particular, image patches are used as features, too.
In contrast, it does not consider spatial information, which the proposed method does.
Patches are also regarded in [Paredes & Perez-Cortes+ 01], where they are classified by a
nearest neighbor based voting scheme. To efficiently search for matches in the very large set
of patches from training data, the kd-tree data structure is used. In our work, we deal with
the large amount of patches by grouping them into clusters and representing each cluster by a
Gaussian density. [Deselaers & Keysers+ 03] extend the voting scheme approach to recognized
multiple objects in images, while [Ko¨lsch & Keysers+ 04] present several improvements of the
method, among them kernel densities instead of direct voting and the tangent distance instead
of the Euclidean distance for patch comparison.
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A different approach was taken by [Fergus & Perona+ 03]: The authors extend the con-
stellation model proposed by [Leung & Burl+ 98] and the unsupervised maximum-likelihood
training proposed by [Weber & Welling+ 00] such that it accounts for appearance, shape and
scale invariance of object parts. In [Fergus & Perona+ 05], the same authors present a star
model, which is a relaxed, computationally less expensive form of the constellation model.
[Dorko & Schmid 03] present a method where scale-invariant interest point detectors are
used to determine descriptors that are invariant with respect to scale, rotation and illumi-
nation. By clustering the descriptors of training images, a set of classifiers is derived. For
classification, a subset of classifiers is selected maximizing a given feature selection criterion on
a set of validation images. To reduce complexity, the model is learned from images containing
manually segmented objects.
[Agarwal & Roth 02] propose a method where images are represented by binary feature
vectors that encode which patches from a “codebook” appear in the images and which spatial
relationship they have. The codebook is obtained by clustering patches from training images
whose locations are determined by interest point detectors. The Winnow learning algorithm
is applied to obtain a classifier, where a special version of the algorithm is used that takes
advantage of the sparse structure: while the number of potential features is very high, only
a very limited number of features are actually derived from an image. In Chapter 6 we
present a method which is also based on a codebook and accounts for appearance and spatial
information of patches.
A similar approach was presented by [Leibe & Leonardis+ 04]. The authors introduce an
“implicit shape model” consisting of a codebook of the local appearances typical for the object
classes and of a spatial probability distribution which specifies where the codebook entries
are located in the objects. To reduce the complexity, the objects are manually segmented in
the training images, too.
[Ferrari & Tuytelaars+ 04] present an approach to object recognition which they report to
work even under very adversarial conditions like a high amount of background clutter, domi-
nant occlusion and viewpoint changes. Starting from an initial set of feature correspondences,
an iterative exploration of surrounding areas is applied, which leads to feature matches. These
matches allow for both recognition and segmentation. Nonetheless, the approach is based on
an initial model which is learned from uncluttered representations of the objects to be recog-
nized.
A comparison of learning and classifying techniques is given by [LeCun & Huang+ 04],
among them nearest neighbor methods, support vector machines, and convolutional networks.
These techniques are studied for challenging conditions: complex images with high amount
of “clutter”, varying pose, and lighting. In contrast to other approaches, the authors do not
derive local representations of the images but use global image representations using PCA as
a dimensionality reduction method.
In [Mikolajczyk & Schmid 05], the authors give an experimental evaluation of different
local descriptors used for object recognition. The authors use ROC (receiver operating char-
acteristic) curves as the evaluation criterion and state that the well-known SIFT method as
well as GLOH (Gradient location and orientation histogram), an extension over SIFT, provide
best results.
[Ulusoy & Bishop 05] present a comparison between generative and discriminative ap-
proaches. The authors discuss both types of models and mention benefits and drawbacks
of each under various circumstances. This is especially of interest for our work as we present
a generative model whose parameters can be trained discriminatively.
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Chapter 3
Image Patches
Patches have been successfully used in several approaches to object recognition before, for
example in [Paredes & Perez-Cortes+ 01] and [Deselaers & Keysers+ 05a]. This chapter gives
a definition of patches and a motivation why they are used in object recognition. Afterwards,
the process of extracting them from images is presented, which includes determining the
location and size of the patches, and several preprocessing steps. As preprocessing steps
dimensionality reduction, normalization with respect to brightness, and including derivatives
are considered.
3.1 Patches in Object Recognition
With image patches (or simply patches) we denote squared subimages extracted from an
image. Three parameters determine a patch uniquely: the horizontal and vertical location
within the image, specified by the x- and y-coordinate of the patch center, and its size. For a
given location and size, the patch can be extracted by simply determining which image pixels
are located within that particular square.
Patches belong to the category of local features which means that they describe properties
of a certain region of an image. In contrast to that, global features provide information about
an image as a whole. Typical global features used in object recognition or in the related field
of image retrieval are for example texture information, the color distribution, or simply all
pixels of the image itself. A description and evaluation of global features can be found in
[Deselaers 03] and [Deselaers & Keysers+ 04].
As global features account for whole images, they tend to become inadequate if only a
small portion of the image is relevant. In the domain of object recognition, it is often the
case that images have to be classified based on objects which make up only a very limited
part of the image. Such images are called “complex images” or “complex scenes”. As an
example, consider the image in Figure 3.1. Due to the bicycle leaned against the wall, the
system should answer “yes” for the question whether the image contains a bicycle or not. But
obviously, the characteristic content of this image is the wall of the house with several windows,
and the street in front of it. Global features would not differ strongly if the bicycle was not
present in the image at all, i.e. if the image showed the wall without the bicycle in front. In
complex images, the information global features provide is not sufficient and therefore they
are not well suited in this context. Local features like patches are better suited for complex
images, because they represent restricted regions of the image. In this work patches are used
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Figure 3.1: A complex bicycle image
exclusively. Beneficial properties of local features are:
• Inherent translation invariance: using patches it does not matter where in the image a
certain object is shown. An object may be successfully detected even if it uses to be
located at different locations in different images.
• Robustness to object variance and occlusion: unless the object is very small, patches do
not capture it as a whole but capture its parts. Therefore, an object may be successfully
recognized even if it is partially occluded and only some of the parts it consists of are
shown in the image.
• Possible scale invariance: Depending on the patch size, objects appearing at different
scales in different images can be dealt with. This requires patches to have potentially
different sizes.
Note that it is permitted for patches to overlap, which means that some parts of an image
may be captured by more than one patch. We do not require the patches to be aligned in
any particular way.
3.2 Extraction of Patches
In this section, the process of extracting a set of patches from a given image is studied.
3.2.1 Extraction Points
In the simplest case, a patch is extracted around each pixel of an image at a given scale.
Although this seems to be a good idea, as we can be sure not to discard any parts of the
image, it turns out that the resulting amount of patches is not feasible for the methods we
apply. Therefore, to use a moderate number of patches per image, a subset of points needs
to be chosen around which patches are extracted. In the following, different methods to
determine such a subset of extraction points are presented:
• Grid points: choosing grid points is a trivial way of determining extraction points. A
regular grid is projected onto the image which immediately gives the extraction points.
With this method the extraction points are distributed uniformly over the image, which
means that they are contained in homogeneous regions and in regions with high variance.
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The size of the gaps between the patches or whether they overlap depends on the patch
size and on the distance between the extraction points which is determined by the size
of the grid. In particular, the grid can be chosen such that the patches are aligned.
• Random points: As the name suggests, random extraction points are chosen randomly.
These points behave similar to the grid extraction points, as they “prefer” neither
homogeneous nor high-variance regions, but are distributed over the whole image.
• Interest points: Finding interest points requires more sophisticated methods. The idea
behind interest points is, informally speaking, that they indicate where the image is
especially “interesting”. Often, the degree of interest goes along with the variance
within the image, therefore interest points are usually found in regions of high variance.
Two different kinds of interest points used in this work are presented in more detail
in the following: Wavelet-based salient points and Difference-of-Gaussian points (DoG
points).
Wavelet-Based Salient Points
Wavelet-based salient points were proposed in [Loupias & Sebe+ 00]. To determine these
points in an image X, a wavelet transformation is applied at different scales 12 ,
1
4 , . . . , 2
−Jmax ,
where Jmax = log2(min(M,N)) and M and N are the width and the height of X. Details
on the wavelet transformation can be found in [Mallat 89]. As an image is a two-dimensional
input signal, for each scale three different transformations have to be calculated which account
for the three spatial orientations (horizontal, vertical, and diagonal). These transformations
yield a set of wavelet coefficients {W d
2j
X(x, y); x = 1, . . . ,M ; y = 1, . . . , N} for each scale j
and each orientation d.
As long as a feasible wavelet function is used, one can conclude from a wavelet coefficient
W d
2j
X(x, y) at scale 2j to the pixels from which that coefficient was computed. These pixels
are called the support S(W d
2j
X(x, y)) of W d
2j
X(x, y). Using S(W d
2j
X(x, y)), the coefficients
at a finer scale 2j+1 for the same points can be calculated. This set of coefficients is called
the children C(W d
2j
X(x, y)) of W d
2j
X(x, y). Formally, it is defined as:
C(W d2jX(x, y)) = {W d2j+1X(k, l) | 2x ≤ k ≤ 2x+ 2p− 1, 2y ≤ l ≤ 2y + 2p− 1} (3.1)
where p is the size of the wavelet function (in the implementation used in our work, p is 1).
The algorithm which determines the interest points works as follows:
1. The wavelet representation of X is calculated for all scales j = 12 , . . . , 2
−Jmax and spatial
orientations d = 1, 2, 3. For an image consisting of M ×N pixels, this results in M ·N
coefficients.
2. For each coefficient W d
2j
X(x, y), a pixel p is tracked, and a corresponding saliency value
v is computed. This recursively works as follows:
– If W d
2j
X(x, y) is already a coefficient of the finest scale, i.e. if j = 12 , then the
support of W d
2j
X(x, y) is calculated, and among the (2p)2 corresponding pixels
that one with the highest gradient is chosen. The saliency is the absolute value of
W d
2j
X(x, y).
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– Otherwise, the child coefficients of W d
2j
X(x, y) are calculated. Step 2 is repeated
recursively for the child coefficient with the highest absolute value. The saliency
is the sum of |W d
2j
X(x, y)| and all recursively determined coefficients.
3. If for p no saliency value vˆ has been calculated before, then vˆ is set to v. Otherwise, vˆ
is replaced by max(vˆ, v).
4. Among all pixels of X, those with the highest saliency values are chosen as interest
points.
Wavelet-based salient points are presented in more detail in [Loupias & Sebe+ 00].
Difference-of-Gaussian Points
Difference-of-Gaussian points are another method to obtain interest points. They are used in
the well-known SIFT features [Lowe 99].
To determine the Difference-of-Gaussian points in an image X, it is convolved with Gaus-
sian filters. A Gaussian filter is defined as follows:
Gσ(x, y) =
1
2piσ2
exp
(
−x
2 + y2
2σ2
)
, (3.2)
where σ is the scale parameter which characterizes the Gaussian filter. Convolving an image
with a Gaussian filter smoothes the image with increasing σ. X is convolved with Gaussian
filters Gσi of different scales σi, where X˜σi denotes the result of the convolution operation.
Then, a field of Gaussian differences is calculated from the X˜σi :
X˜σ1 − X˜σ2
X˜σ2 − X˜σ3
...
X˜σS−1 − X˜σS
(3.3)
Difference-of-Gaussian interest points are obtained by finding local maxima with respect to
three dimensions (x, y, s) in this field, where x and y are the horizontal resp. the vertical
direction and s is the scale dimension. A local maximum (xˆ, yˆ, σˆ) is a potential Difference-
of-Gaussian point whose location is given by (xˆ, yˆ). In contrast to other types of extraction
points, an optimal size for the patch to be extracted is determined by σˆ. Further restrictions,
for example a threshold value the local maxima have to exceed, can be imposed. [Lowe 04]
gives a more exhaustive presentation of Difference-of-Gaussian points.
A visualization of the different extraction points can be found in Figure 3.2. As can be
seen, both the grid and random extraction points cover all areas of the airplane image such
that there are patches covering parts of the sky as well as patches covering the airplane.
Most of the wavelet-based salient interest points and the Difference-of-Gaussian points are
instead located along the edge of the airplane, such that the image patches contain a visual
combination of the sky and the airplane.
3.2.2 Patch Size
As stated above, a difference between the Difference-of-Gaussian points and the other ex-
traction points is that for the former ones a patch size can be determined which is likely to
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(a) (b)
(c) (d)
Figure 3.2: (a): Grid extraction points.
(b): Random extraction points.
(c): Wavelet-based salient extraction points.
(d): Difference-of-Gaussian extraction points.
perform best. For grid, random, and wavelet-based salient interest points instead the patch
size has to be chosen arbitrarily. For the images of the databases presented in Chapter 7 we
encountered for example a patch size of 11 × 11 pixels to perform well.
If we assume that the objects appear across all images at roughly the same size, then we
can extract all patches at the same chosen patch size. Anyway, this assumption is unlikely to
hold in many cases. A possibility to address this scale difference of the objects is to extract
the patches at different scales. In our experiments, patches are extracted at sizes of 7×7,
11×11, 21×21 and 31×31 pixels. The sizes are chosen to represent small, middle and large
object parts.
Surely, extracting patches at multiple sizes increases the amount of data to deal with.
Still, we expect the results to improve using a combination of these patch sizes, as this effect
has already been studied in [Deselaers & Keysers+ 05b], were a significant improvement of
the classification result using multiple patch sizes is reported.
3.3 Patch Preprocessing
In the preprocessing phase, the extracted patches are manipulated and turned into feature
vectors. Formally, for a given image X and its extracted patches, a set of feature vectors {xL1 }
is generated, where xl is the l-th feature vector, corresponding to the l-th extracted patch.
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Figure 3.3: Untransformed patch (left), PCA transformed and backtransformed
patch with 40 PCA coefficients (right).
3.3.1 Feature Reduction
In the simplest case, the pixel values of the patches can be used without any further pro-
cessing as components of the feature vectors. For an n × n patch, there are n2 gray-level
pixel values and thus we obtain feature vectors with n2 components. Even for patches of
moderate size, for example 20 × 20 pixels, this leads to huge feature vectors. Therefore, a
feature- or dimensionality reduction of the feature vectors is desirable, which is a well known
problem in pattern recognition [Duda & Hart+ 01]. A commonly used reduction method is
the Principle Component Analysis (PCA). PCA is an unsupervised approach to extract the
appropriate features from the patches. First, the n2-dimensional mean vector µ and the
n2×n2-dimensional covariance matrix Σ are computed from all n×n patches of the training
images. Then the eigenvectors and the eigenvalues are computed. In this work, the calcula-
tion of eigenvectors and eigenvalues is done using Singular Value Decomposition (SVD). The
eigenvalues and eigenvectors are sorted according to decreasing absolute eigenvalue. Let v1 be
the eigenvector with eigenvalue λ1, v2 with eigenvalue λ2, . . . , vn2 with eigenvalue λn2 . Then
the k eigenvectors with largest eigenvalues are chosen to form a k × n2 matrix A. Using this
matrix, the n2 coefficients of the n× n patches are projected into a k-dimensional subspace
x′ = A(x− µ)
where x′ denotes the reduced feature vector. For most experiments described in this work, we
set k to 40, as this proved to be a suitable value [Paredes & Keysers+ 02]. Figure 3.3 shows
that keeping 40 coefficients is sufficient to maintain most of the information a patch contains.
Note that other feature reduction techniques exist, for example the Linear Discriminant
Analysis (LDA). As previous work [Ko¨lsch 03], [Ko¨lsch & Keysers+ 04] showed that PCA
outperforms LDA in image classification using local features, in this thesis PCA is used
exclusively.
3.3.2 Brightness Normalization
Another type of preprocessing that can be applied to patches is a brightness normalization.
As long as not “artificial” images or images which have already been normalized beforehand
are used, it is quite normal that the objects appear in different images under different lighting
conditions. Consider the two faces shown in Figure 3.4. While the face on the left is quite
bright, the face to the right appears very dark. It seems natural to apply a brightness
normalization to achieve a more homogeneous brightness of the objects, which can either
be done on the whole image or on the extracted patches. Among the possible methods for
normalizing complete images, the following two are considered:
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Figure 3.4: Left: bright face. Right: dark face.
• Minimum/maximum spreading: for minimum/maximum spreading, in a given image
the brightest and the darkest pixel in the image are determined, i.e. the pixels with
highest and lowest value. Let these values be vmax and vmin. Unless vmax = vmin, for
each pixel p its value v is changed to v−vminvmax−vmin . Minimum/maximum spreading ensures
that the full range of brightness values is used in the image. Nonetheless, as one can
see in Figure 3.5, this does not lead to the desired result. The images remain almost
unaffected, since already without normalization it contains very bright and dark areas.
• Histogram normalization: Applying histogram normalization, for a given image, a his-
togram H = (h1, . . . , hn) with n bins is calculated, where n is equal or less than the
number of possible values per pixel (typically 256 for gray-value images). The bins rep-
resent n discrete brightness values b1, . . . , bn. After inserting the pixels into H according
to their brightness values and normalizing H, a cumulative histogram Hˆ = (hˆ1, . . . , hˆn)
is derived from H, where a bin hˆi is defined as hˆi =
∑
j≤i
hj . Finally, if in the original
image a pixel has a brightness value between bl−1 and bl, its value is replaced by the rela-
tive count of the bin hˆl. Therefore, histogram normalization ensures that the brightness
values are almost uniformly distributed.
Like minimum/maximum spreading, histogram normalization does not give the effect
we would like to have as Figure 3.6 shows. Although in the left image the dominating
dark area is lit up such that details become visible which were hardly to be detected
before, the brightness difference between the two faces is still obvious.
The problem with both approaches for brightness normalization presented above is that they
normalize the whole image without focussing on the objects of interest. Therefore, the bright-
ness difference of these objects may be retained. We assume that the recognition performance
is best if the objects are normalized rather than the whole images. Thus, instead of the whole
images, the patches have to be normalized. Still, the two previously mentioned methods are
not likely to work. Because the patches are small compared to the whole image, some of
them are likely to cover homogeneous regions such that all their pixels have a similar bright-
ness. We believe that normalizing patches by minimum/maximum spreading or histogram
normalization tampers the patches instead of normalizes them.
In [Deselaers & Keysers+ 05b], normalizing patches is done by discarding the first PCA
component of the patches after the PCA transformation, which approximates the effect of
a brightness normalization as the “energy” of a patch, i.e. its overall brightness, is reflected
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Figure 3.5: Left: bright face after minimum/maximum spreading.
Right: dark face after minimum/maximum spreading.
Figure 3.6: Left: bright face after histogram normalization.
Right: dark face after histogram normalization.
mainly in the first PCA coefficient. In the domain of face recognition, this approach has
been taken, too [Martinez & Kak 01]. The effect is shown in Figure 3.7: from both the
bright and the dark face shown before a patch depicting a part of the forehead is extracted,
which is shown in (a) and (b). The difference in the brightness is obviously maintained by
the PCA transformation, as shown in (c) and (d), where the patches are shown after PCA
transformation and back-transformation of the first 40 PCA coefficients. Figure 3.7 (e) and
(f) shows the back-transformed patches where the first of the 40 PCA coefficients has been
discarded. Apparently, the resulting patches have a similar brightness. Thus, unlike the
two approaches presented first this one seems promising when it comes to normalizing the
brightness of objects in complex images.
3.3.3 Derivatives
Derivatives have been successfully used in object recognition, for example in [Keysers 06].
Two types of derivatives are considered in this work: “Spatial” derivatives and derivatives
using Sobel matrices.
With spatial derivatives, the difference between the values of neighboring patches is taken
into account. For each patch x of (quadratic) size w extracted at any extraction point (hx, vx),
two more patches xtop and xleft of the same size are extract above and left to x, such that x
and xtop resp. x and xleft are immediate neighbors, i.e. they have neither space in between
nor do they overlap: xtop is located at (hx, vx − w) and xleft is located at (hx − w, hy). The
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(a) (b) (c) (d) (e) (f)
Figure 3.7: (a), (b): Two untransformed forehead patches with brightness difference.
(c), (d): Forehead patches after PCA transformation and back-
transformation with PCA coefficients 1 to 40: brightness difference re-
mains.
(e), (f): Forehead patches after PCA transformation and back-
transformation with PCA coefficients 2 to 40: almost equal brightness.
Horizontal Sobel matrix−1 0 1−2 0 2
−1 0 1

Vertical Sobel matrix−1 −2 −10 0 0
1 2 1

Figure 3.8: 3 × 3 Sobel matrices.
feature vector of x is enlarged by the feature vector differences of x and xtop resp. x and xleft.
Formally, if (x1, . . . , xn) is the feature vector of x without derivatives, and (xtop1 , . . . , xtopn)
resp. (xleft1 , . . . , xleftn) are the those for xtop resp. xleft, then the feature vector including the
spatial derivative for x is defined as (x1, . . . , xn, x1−xtop1 , . . . , xn−xtopn , xn−xleft1 , . . . , xn−
xleftn). Thus, it is three times larger than the feature vector without spatial derivative. The
feature vectors of the patches xtop and xleft are not furtherly considered, i.e. they are only
determined to calculate the spatial derivative of x.
Sobel matrices provide a mean to calculate local derivatives on the pixel level in images.
Figure 3.8 shows 3 × 3 Sobel matrices for the horizontal and vertical direction. When con-
volving an image X with one of these matrices, horizontal resp. vertical edges and borders
are emphasized. This effect can be seen in Figure 3.9, which shows an airplane image in
original, convolved with the horizontal 3 × 3 Sobel matrix, and convolved with the vertical
3 × 3 Sobel matrix. To avoid edge effects, the whole image X is convolved rather than its
individual patches. Let X˜H and X˜V denote image X convolved with the horizontal resp. the
vertical Sobel matrix. Then, each patch is extracted in X, X˜H and X˜V such that there are
three distinct feature vectors: x accounting for the original image data at a certain position
as before, x˜H accounting for the horizontal derivative and x˜V accounting for the vertical
derivative at the same position. Again, x˜H and x˜V are concatenated to x, such that the size
of the feature vectors is three times larger than without derivatives..
When large images are convolved with a 3 × 3 matrix, the risk is that too much noise is
collected. In this case a larger matrix is favorable. In our work, we investigated the effect of
local derivatives with derivation matrices of two sizes: 3 × 3 and 5 × 5.
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(a) (b) (c)
Figure 3.9: (a): An airplane image.
(b): The airplane image convolved with a horizontal Sobel matrix.
(c): The airplane image convolved with a vertical Sobel matrix.
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Chapter 4
Gaussian Mixture Models
In Chapter 3 image patches have been introduced as features for object recognition. In detail
the process of deriving a set of feature vectors from a given image has been presented. The
following three chapters describe how these feature vectors are used for classification.
This chapter focuses on Gaussian mixture models, which are formally introduced in the
first section. In Section 4.2, the Maximum Likelihood training process is described, which is
done using the EM algorithm. Then, Section 4.3 presents a combination of the generative
Gaussian Mixture models with discriminative elements, where parameters of the Gaussian
mixture models are trained using a discriminative training criterion. Two extensions of the
basic Gaussian mixture models are presented in Section 4.4, which aim at including spatial
information into the models, as the basic models incorporate only the patch appearances.
This chapter finishes with a short discussion on the presented models.
4.1 Models
For a formal description of the Gaussian mixture models, the decision rule and the modelling
of the class posterior probabilities have to be specified.
4.1.1 Decision Rules
A decision rule commonly used in pattern recognition applications is the Bayes decision rule
[Duda & Hart+ 01].
The class for which the class posterior probability p(k|{xL1 }) is maximal is chosen:
r
({xL1 }) = argmax
k
p(k|{xL1 }) (4.1)
= argmax
k
p(k) · p({xL1 }|k) (4.2)
= argmax
k
p(k) ·
L∏
l=1
p(xl|k), (4.3)
where {xL1 } denotes the set of feature vectors of a given image. p(k) is the a priori probability
distribution, which reflects the knowledge about the class membership of a certain image
without any information about the image. p({xL1 }|k) is the class-dependent distribution for
the set of feature vectors.
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Instead of modelling the class posterior probability for the patches {xL1 } in Equation
(4.1) by the a priori probability and the class-dependent probability as in Equation (4.2), an
alternative way is to classify the individual feature vectors xl independent from each other
and combine the classifier decisions for the individual patches:
argmax
k
p(k|{xL1 }) = argmax
k
L∑
l=1
p(k|xl) (4.4)
= argmax
k
L∑
l=1
p(k) · p(xl|k)∑
k′
p(k′) · p(xl|k′) (4.5)
Both Equation (4.3) and the classifier combination in Equation (4.4) require the patches to
be independent from another. This is a feasible assumption which has also been made in
[Paredes & Keysers+ 02].
It can be shown that the Bayes decision rule is optimal with respect to the number of
decision errors, as the probability for choosing an incorrect class is minimized, as long as the
correct distributions are known. In practice they are not, which means that they have to be
estimated.
Another decision rule which is applicable for two-class problems only is based on the equal
error rate. “Two-class problem” means that either images from two different object classes
have to be distinguished, or that for images a “yes/no” decision is required depending on
whether they show a certain object or not. The latter case, a special form of classification,
is called detection: Images containing the object have to be “accepted”, while those not
containing the object have to be “rejected”. This decision can be made using the above-
mentioned Bayes decision rule, but this may lead to a classification which is biased towards
acceptance or rejection. We experienced that using the Bayes decision rule many “negative”
images - images which do not contain the object - were incorrectly accepted, i.e. classified as
“positive” images.
A feasible way to overcome this problem is to introduce a threshold probability pT when
deciding for acceptance or rejection. Let 1 be the “positive” (acceptance) class and 0 be the
“negative” (rejection) class. Then the decision rule is:
r
({xL1 }) =
{
1 if p(k = 1|{xL1 }) ≥ p1
0 otherwise
(4.6)
where p(k = 0|{xL1 }) + p(k = 1|{xL1 }) = 1.
As with the Bayes decision rule, the class posterior probability p(k|{xL1 }) can be modelled
either by joint class-dependent distributions p({xL1 }|k):
p(k|{xL1 }) =
p(k) · p({xL1 }|k)∑
k′
p(k′) · p({xL1 }|k′)
(4.7)
=
p(k) ·
L∏
l=1
p(xl|k)
∑
k′
p(k′) ·
L∏
l=1
p(xl|k′)
, (4.8)
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or by combining the class posterior probabilities of the patches, p(k|xl):
p(k|{xL1 }) =
L∑
l=1
p(k|xl) (4.9)
=
L∑
l=1
p(k) · p(xl|k)∑
k′
p(k′) · p(xl|k′) . (4.10)
Unlike in Equation (4.3), the normalizing denominator in Equation (4.7) is necessary, as the
actual value of p(k|{xL1 }) is of interest and not just which class k maximizes it.
With this decision rule, objects are detected if the probability for class 1 given the patches
{xL1 } of an image is greater than the threshold probability p1. A common approach to
determine this threshold is to set it to a value such that the false positive rate equals the
false negative rate. The false positive rate is defined as # false positives# negatives , where “false positive”
are negative images that are accepted, i.e. which are incorrectly classified as positive images.
The false negative rate is defined as # false negatives# positives , where images are called “false negatives”
if they are positive but are rejected. The error rates obtained by setting pT such that both
rates are equal is called equal error rate.
A more detailed discussion on the equal error rate can be found in the Appendix B.
4.1.2 Gaussian Mixtures
The class-dependent patch probabilities p(xl|k) are modeled by Gaussian mixture densities.
There are two different possibilities:
• the class-dependent case of untied Gaussian mixtures:
p(xl|k) =
Ck∑
c=1
p(c|k) · p(xl|c, k) =
Ck∑
c=1
p(c|k) · N (µc,k,Σc,k) (4.11)
• the class-independent case of tied Gaussian mixtures:
p(xl|k) =
C∑
c=1
p(c|k) · p(xl|c) =
C∑
c=1
p(c|k) · N (µc,Σc) (4.12)
In both cases, p(xl|k) is modeled as a weighted sum of multimodal Gaussian distributions,
where the p(c|k) accounts for the relative frequency of cluster c, given class k, and p(xl|c, k)
resp. p(xl|c) is the cluster emission probability, modelled as a Gaussian distribution. With
untied mixtures, the distributions are class-specific, while with tied mixtures, the distributions
do not depend on the classes. The distribution parameters µc,k and Σc,k for the untied case
and µc,Σc for the tied case are calculated by Maximum Likelihood training, which is described
in the following section. The covariance matrices Σc,k resp. Σc are diagonal.
Beside diagonalization, the covariance matrices can further be pooled over the classes.
Pooling often improves the results, as can be seen in [Dreuw 05] and in [Dahmen 01]. The
following cases of pooling are possible:
• No pooling: each cluster c has its own diagonal covariance matrix Σc.
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• Cluster pooling: for each dimension d, the variances are pooled over all C clusters.
σd,c1 = σd,c2 = . . . = σd,C . All clusters have one common diagonal covariance matrix Σ.
• Dimension pooling: within each cluster c, the variances are pooled over allD dimensions:
σ1,c = σ2,c = . . . = σD,c. For each cluster, the covariance matrix reduces to one scalar
value σc.
• Both pooling: This is a combination of dimension and cluster pooling. All covariance
matrices reduce to one common scalar value σ.
Unpooled covariance matrix Cluster-pooled covariance matrix
σ1,ci 0
σ2,ci
. . .
0
. . . 0
. . . σd−1,ci
0 σd,ci


σ1 0
σ2
. . .
0
. . . 0
. . . σd−1
0 σd

Dimension-pooled covariance matrix Both-pooled covariance matrix
σc 0
σc
. . .
0
. . . 0
. . . σc
0 σc


σ 0
σ
. . .
0
. . . 0
. . . σ
0 σ

4.2 Maximum Likelihood Training
For the training of the Gaussian mixture densities, the EM algorithm is used which calculates
clusters of the training image patches. Details of this algorithm are presented later, first the
basic principles of the training is presented.
The clusters c, each with a mean vector µc and a (possibly pooled) diagonal covariance
matrix Σc, form the distributions for the Gaussian mixture models. Untied mixtures are
obtained by clustering the patches of different classes individually, whereas tied mixtures are
obtained by clustering all patches from the training data together. From a runtime perspective,
the former case is favorable as all clustering processes can be performed simultaneously and
have to cope with a smaller amount of data.
Formally, the clusters are calculated such that the Maximum Likelihood training criterion
is maximized:
maximize
N∑
n=1
L∑
l=1
log p(xnl|λkn) (4.13)
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for untied clustering, where kn denotes that class the training image n belongs to, and
maximize
N∑
n=1
L∑
l=1
log p(xnl|λ) (4.14)
for tied clustering.
That means that the logarithmic probabilities of all patches of all training images are
maximized, given a (possibly class-dependent) parameter set λ resp. λk.
Training of Gaussian Mixture Densities
The training algorithm we use here is known as EM -algorithm and was proposed by Linde,
Buzo, Gray [Linde & Buzo+ 80]. It implements a hierarchical top-down clustering approach:
1. Initially, all patches form one single cluster c0 with mean µ0 and covariance Σ0. This
can be seen in Figure 4.1 (a). As mentioned before, we use diagonal covariance matrices.
2. In the splitting step, each cluster ci is split into two cluster c+i , c
−
i , as long as it fulfills
a certain split criterion. Possible criterions are for example:
– Split all clusters whose variance exceeds a given threshold.
– Split all clusters with a least n members.
In our implementation, all clusters are split which have at least 8 members. To split
cluster ci, its mean is slightly disturbed into two opposite directions. That is, the means
of c+i and c
−
i are obtained from the mean of ci by adding/subtracting a small portion.
This can be a constant ²:
µc+i
← µci + ²
µc−i
← µci − ²,
or a fraction of the means itself:
µc+i
← µci + ²µc
µc−i
← µci − ²µc,
or a fraction of the variances:
µc+i
← µci + ²σ2c
µc−i
← µci − ²σ2c
The second case is used in our implementation. The variances of the splitted clusters
remain unchanged:
Σc+i ← Σci
Σc−i ← Σci
The splitting is depicted in Figure 4.1 (b).
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µ(a) step 1, initial
Gaussian
µ
+ε
−ε
(b) step 2, split
the mean µ by ²
µ1
µ2
(c) steps 3-5,
reestimation
(d) result
Figure 4.1: Linde Buzo Gray clustering (from [Deselaers & Keysers+ 04]).
3. In the reassignment step, each patch x is assigned to its nearest cluster cˆ. In this way, we
use a maximum approximation over the original fuzzy memberships. For the calculation
of the nearest cluster, any distance measure can be used. In our implementation, the
Mahalanobis distance is used. Thus, the nearest cluster is defined as:
cˆ = argmin
c
1√
(2pi)D ·
D∏
d=1
σ2cd
exp
(
−1
2
(xd − µcd)2
σ2cd
)
(4.15)
4. In the reestimation step, for each cluster c a new mean µc and covariance matrix Σc is
calculated from the patches which were assigned to c in step 3. Steps 3 and 4 can be
seen in Figure 4.1 (c).
5. Steps 3 and 4 are repeated until convergence is reached.
6. Step 2 is repeated until the desired number of clusters is reached or, depending on the
split criterion, no further clusters are selected for splitting. This is depicted in Figure
4.1 (d).
4.3 Discriminative Training
The Gaussian mixture model presented in this chapter is a generative model, as it models class-
dependent densities p(x|k) separately for each k. Due to this, additional classes can easily
be included into the model. According to [Ulusoy & Bishop 05], another merit of generative
models is that it can handle compositionality: objects can be learned by learning parts of
objects, where it is not necessary to have all combinations of parts included in the training
data.
Discriminative models on the other hand model the class posterior distributions p(k|x)
directly. Besides usually faster classification of test data, discriminative models focus on those
parts of the feature space which are relevant for distinguishing the classes, whereas generative
models also consider parts which are irrelevant in this regard [Ulusoy & Bishop 05].
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Here, the generative model is optimized using discriminative methods. To our knowledge,
this approach has not been investigated in the domain of object recognition and detection
before.
4.3.1 Discriminative Training of Mixture Weights
When combining Equation (4.10) with Equation (4.11), one can see that the class posterior
probabilities depend upon the mixture density cluster weights p(c|k). In the case of untied
mixtures, this can be written as:
p(k|{xL1 }) =
1
L
L∑
l=1
p(k|xl) (4.16)
=
1
L
L∑
l=1
p(k) · p(xl|k)∑
k′
p(k′) · p(xl|k′) (4.17)
=
1
L
L∑
l=1
p(k)
Ck∑
c=1
p(c|k) · p(xl|c, k)
∑
k′
p(k′)
Ck′∑
c=1
p(c|k′) · p(xl|c, k′)
(4.18)
We define a function Fcw of the cluster weights as follows:
Fcw (p(c|k)) =
N∑
n=1
log p(kn|{xL1 }n) (4.19)
which is the sum of the logarithmic class posterior probabilities for the correct class kn of
the set of feature vectors {xL1 }n of all N training images. Maximizing Fcw is known as MMI
(Maximum Mutual Information) training: The derivative of Fcw with respect to the cluster
weights p(c|k) is calculated and the cluster weights are iteratively updated using gradient
descent.
∀k : ∀c : p(c|k)← p(c|k)− ² · ∂Fcw(p(c|k))
∂p(c|k) (4.20)
The complete derivation of ∂Fcw(p(c|k))∂p(c|k) can be found in the Appendix C. If ² is chosen small
enough, a convergence towards a local maximum is guaranteed. As initial values for p(c|k),
the relative cluster size is chosen: if |c| denotes the number of patches contained in the cluster
c, then p(c|k) = |c|P
c′
|c′| .
By the discriminative update of the mixture weights, mixtures which are relevant for dis-
tinguishing the classes get higher weights, whereas mixtures less relevant for the classification
get lower weights.
4.3.2 Discriminative Training of Gaussian Mixtures
Here, the mean vector µc,k and diagonal covariance matrix Σc,k of the clusters representing
the Gaussian mixtures which are estimated by Maximum Likelihood training are optimized
by discriminative training.
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Consider Equation (4.18) and recall that the class- and cluster-dependent probabilities
p(xl|c, k) are normally distributed: p(xl|c, k) = N (µc,k,Σc,k). Thus, the class posterior prob-
ability p(k|{xL1 }) can be written as:
p(k|{xL1 }) =
1
L
L∑
l=1
Ck∑
c=1
· 1s
DQ
d=1
2piσ2c,kd
exp
(
−12
(xld−µc,kd )2
σ2c,kd
)
∑
k′
Ck′∑
c=1
p(c|k′) · 1s
DQ
d=1
2piσ2
c,k′
d
exp
(
−12
(xld−µc,k′d )
2
σ2
c,k′
d
) , (4.21)
where the dependency of the class posterior probabilities on the means µc,k and the covariance
matrices Σc,k becomes obvious. Again, we define a function Fmv of the means and covariance
matrices as follows:
Fmv (µc,k,Σc,k) =
N∑
n=1
log p(kn|{xL1 }n) (4.22)
which is the same as Fcw unless that it takes the means and covariance matrices of the Gaus-
sian mixtures as parameters instead of the mixture weights. In the discriminative training
iterations, these means and covariance matrices are updated by a small negative fraction of
the derivation of Fmv with respect to its parameters:
∀k : ∀c : µc,k ← µc,k − ² · ∂Fmv(µc,k,Σc,k)
∂µc,k
(4.23)
∀k : ∀c : Σc,k ← Σc,k − ² · ∂Fmv(µc,k,Σc,k)
∂Σc,k
(4.24)
4.4 Spatial Information
So far, the positions at which the patches have been extracted have not been taken into
account at all. For a patch, its corresponding feature vector x contains only the appearance
of the patch, i.e. its preprocessed pixel values. A statistical model for classifying images based
on such feature vectors has been presented in the previous sections.
Now, we extend the Gaussian mixture models in a way that they take into account the
position of the patches. First an extended feature vectors is presented and then an adapted
model that can deal with it is shown.
4.4.1 Absolute Positions
Let xl be the feature vector of the l-th patch from any image. Further, let yl be the pair of
the horizontal and vertical position of the patch in the image. The extended feature vector
x′l which includes the absolute patch position is defined as
x′l =
(
xl
yl
)
.
Obviously, using the extended feature vectors one can use the Gaussian mixture models in the
same way as with the original feature vectors xl such that the appearance and the absolute
position of the patches are trained together.
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(a)
(b) (c)
Figure 4.2: (a): a cluster of airplane patches
(b): positions of the patches contained in the cluster
(c): estimated density over the patch positions
Still, it appears more promising to model the positions explicitly. For untied mixtures, the
class- and cluster-dependent probability of the extended feature vector x′l, p(x
′
l|c, k) becomes
a product of the class- and cluster-dependent probabilities of its components xl and yl:
p(x′l|c, k) = p(xl|c, k) · p(yl|c, k)
In the approach we propose here, a distribution for p(yl|c, k) is calculated as follows:
• First, C appearance clusters are calculated as before by Maximum Likelihood training.
• Then, for each cluster c, the positions of all patches that are assigned to c are collected.
• Finally, the mean vector µy,c,k and covariance matrix Σy,c,k for these positions are
calculated.
• p(yl|c, k) is then modelled as a Gaussian: N (µy,c,k,Σy,c,k). Unlike the covariance matri-
ces for the clusters, the position covariance matrices are not diagonal.
These steps are visualized in Figure 4.2. To the left, a cluster is shown which was obtained
by clustering patches from airplane images. It shows a horizontal structure which might depict
a part of an airplane body. In the center, the positions of the patches in the cluster are marked
by small dots. To the right, the density over the patch positions is displayed, where dark
areas account for high density values and light areas account for low density values. For tied
mixtures, the approach is the same without dependency on the class k. The class-dependent
patch probabilities p(x′l|k) are:
• for untied Gaussian mixtures:
p(x′l|k) =
Ck∑
c=1
p(c|k) · N (µc,k,Σc,k) · N (µy,c,k,Σy,c,k) (4.25)
• for tied Gaussian mixtures:
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(a) (b) (c)
Figure 4.3: (a): 2 densities for the patch positions.
(b): 4 densities for the patch positions.
(c): 8 densities for the patch positions.
p(x′l|k) =
C∑
c=1
p(c|k) · N (µc,Σc) · N (µy,c,Σy,c) (4.26)
This approach can be extended by considering more than one position per cluster. There
are many examples for objects which consist of multiple similar objects parts, like eyes in
faces or wheels of bicycles, motorbikes and cars.
Using the Maximum Likelihood training for Gaussian mixture densities presented above,
one can obtain multiple distributions of the positions collected from the patches that are
assigned to one cluster, such that the class- and cluster-dependent probability for the position
of a patch becomes itself a mixture of Gaussian distributions:
p(yl|c, k) =
Ic,k∑
i=1
p(i|c, k) · N (µy,i,c,k,Σy,i,c,k) (4.27)
An example for multiple distributions of patch positions is depicted in Figure 4.3. For
this visualization, the same cluster and the same patches were used as in Figure 4.2. Figure
4.3 (a), (b) resp. (c) show 2, 4 resp. 8 densities of the patch positions, where again dark areas
account for high density values and light areas for low density values.
4.4.2 Relative Positions
Although the absolute position of an image patch provides additional information for classifi-
cation, the patch-inherent invariance with respect to translation is lost. Consider for example
images of faces. If the faces are always located at one fixed region in the training images, and
if the face is located elsewhere in a test image, then the probability of successfully recognizing
the image decreases. To overcome this problem, we propose to use relative positions, i.e.
the position differences between image patches. Using relative positions, the invariance with
respect to translation is maintained. Even if in one image a face is displayed in the center and
in another image it is displayed close to the image border, still the relative positions between
distinctive parts of the face (e.g. nose, eyes, hair line) remain constant, provided that the
scale of the faces is the same.
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By adding relative positions, the feature vector for the l-th patch of an image becomes:
x′′l =

xl
yl
yl − y1
...
yl − yL
 =
 xlyl
{zL1 }l
 , (4.28)
i.e. it contains the differences between the position of the l-patch and those of all other patches
of the image. These L − 1 differences are denoted by {zL1 }l. As one can see, the size of the
feature vectors including relative positions now depends on the number of patches extracted
from an image. Even for a moderate value of 200 patches per image, the feature vectors grows
by a factor of 10, assuming 40 coefficients in the standard feature vector accounting for the
appearance of a patch.
The class- and cluster-dependent probability p(x′′l |c, k) of the feature vector x′′l becomes
for untied mixtures:
p(x′′l |c, k) = p(xl|c, k) · p(yl|c, k) · p({zL1 }l|c, k). (4.29)
p(xl|c, k) and p(yl|c, k) are modeled as before. For p({zL1 }l|c, k) we propose the following
model:
p({zL1 }l|c, k) =
∏
λ6=l
p(zλ,l|cλ, cl, k) (4.30)
with cl = argmax
c
p(xl|c, k) (4.31)
and cλ = argmax
c
p(xλ|c, k). (4.32)
As there is not only one but a set of position differences {zL1 } in the feature vector x′′,
p({zL1 }l|c, k) is a conditional distribution of all position differences. Here, it becomes a product
of the conditional distributions of the individual position differences, assuming that they are
independent from each other. The maximum approximation of the clusters cl and cλ speeds
up the calculation greatly, as otherwise two nested sums over all clusters would have to be
calculated additionally. For tied mixtures, the model is analog.
As with the absolute positions, for the class- and cluster dependent probability of the
position differences, one can estimate one single distribution from the training data,
p(zλ,l|cλ, cl, k) = N (zλ,l|µz,cλ,cl,k,Σz,cλ,cl,k), (4.33)
or multiple distributions using clustering, such that p(zλ,l|c, k) becomes a mixture of Gaus-
sians:
p(zλ,l|cλ, cl, k) =
Jcλ,cl,k∑
j=1
p(j|cλ, cl, k)N (zλ,l|µz,j,cλ,cl,k,Σz,j,cλ,cl,k) (4.34)
Combining appearance, absolute, and relative position of the patches, the untied Gaussian
mixture model looks like this:
p(x′′l |k) =
Ck∑
c=1
p(c|k) · p(xl|c, k) · p(yl|c, k) ·
∏
λ6=l
p(zλ,l|cλ, cl, , k) (4.35)
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where appearance, relative and absolute positions are modelled as shown above:
p(xl|c, k) = N (µc,k,Σc,k)
p(yl|c, k) =
Ic,k∑
i=1
p(i|c, k) · N (µy,i,c,k,Σy,i,c,k)
p(zλ,l|cλ, cl, k) =
Jcλ,cl,k∑
j=1
p(j|cλ, cl, k) N (zλ,l|µz,j,cλ,cl,k,Σz,j,cλ,cl,k)
cl = argmax
c
p(xl|c, k)
cλ = argmax
c
p(xλ|c, k).
For tied mixtures, the equations are analog.
4.5 Discussion
We have presented a generative model for image patches using Gaussian Mixture densities.
Two different decision rules were presented, the commonly used Bayes decision rule, which
is applicable to any classification problem, as well as a threshold-based decision rule which
allows to calculate the equal error rate and which is applicable for two-class problems only.
For the case of object detection it is often more feasible than the Bayes decision rule, which
may lead to decisions biased towards one class.
Different possibilities to model the class posterior probabilities of all patches of an image
were presented as well as different possibilities to model the class dependent probabilities of a
single patch by tied and untied Gaussian mixtures. The parameters of the Gaussian mixtures
were obtained by Maximum Likelihood training, and an optimization using discriminative
training was proposed, too.
Finally, the generative models were extended to account also for the absolute and relative
positions of the patches. Regarding relative positions, the extension is more complicated
as for absolute positions. Still, relative positions have the advantage that they incorporate
spatial information while maintaining invariance with respect to translation.
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Chapter 5
Log-Linear Models
Log-linear maximum entropy models are commonly used in a variety of applications like
natural language processing [Berger & Pietra+ 96], data mining [Mauser & Bezrukov+ 05,
Mauser & Keysers+ 05], image recognition [Jeon & Manmatha 04], and object recognition
[Keysers & Och+ 02b]. Unlike Gaussian mixture models presented in Chapter 4, it is a dis-
criminative approach. That is, the class posterior probabilities p(k|x) are modelled directly.
In this chapter, we investigate two different ways to apply log-linear models.
First, in Section 5.1, the log-linear maximum entropy model is formalized. Section 5.2
presents the GIS algorithm for maximum entropy training. In Section 5.3 two different mod-
elling variants are proposed. Finally, this chapter is concluded in Section 5.4 with a discussion
on the application of log-linear models to patch-based object recognition.
5.1 Decision Rule
In the approach presented here, class posteriori probabilities for the individual patches resp.
its corresponding D-dimensional feature vectors xl are modelled directly. The L patches
{xL1 } extracted from an image X are classified separately and these classification results are
combined to classify the image X. Using Bayes’ decision rule, this can be written as:
r({xL1 }) = argmax
k
p(k|{xL1 }) (5.1)
= argmax
k
L∑
l=1
p(k|xl) (5.2)
In our implementation, the class probabilities for the patches p(k|xl) are combined using
the sum rule, which is a common approach to combine the results of different classifiers.
Alternative combination methods, among them the product rule, can be applied, too. A
survey on various classification combination techniques can be found in [Kittler 98].
The class posterior probabilities p(k|xl) are modelled by the following distribution which
has a log-linear or exponential form:
p(k|xl) =
exp
(
αk +
I∑
i=1
λk,ifi(xl)
)
∑
k′
exp
(
αk′ +
I∑
i=1
λk′,ifi(xl)
) . (5.3)
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Here f is the feature function, in particular, fi(xl) is the i-th feature component for the l-th
image patch.
5.2 Maximum Entropy Training
One possible training algorithm for the log-linear model presented in the previous section is
called Generalized Iterative Scaling (GIS). It iteratively updates the weights λk,d for all classes
k and components d of the feature function using the MMI training criterion. Interestingly,
it can be shown that using GIS a convergence towards a global optimum is guaranteed.
The algorithm works as follows:
1. Initially, the feature counts Ni are calculated for each i ∈ {1, . . . , I},
Ni =
N∑
n=1
L∑
l=1
∑
k
p(k|xn,l)fi(xn,l) =
N∑
n=1
L∑
l=1
fi(xn,l),
and the set of weights Λ = {λk,i} is set to initial values: Λ(0) = {λ(0)}.
2. At the beginning of each training iteration step m, Q(0)k,i (Λ
(m)) is set to 0 for all k, i.
3. For each patch xl from each training image n, each class k and each feature function
component i, Q(m)i (Λ
(m)) is recalculated:
Qi(Λ)(m) := Qi(Λ)(m) + pΛ(m)(k|xn,l)fi(xn,l),
where pΛ(m)(k|xn,l) is calculated by Formula (5.3) using the current set of weights Λ(m).
4. The weights are updated for each k and d:
λ
(m+1)
k,i = λ
(m)
k,i +
1
F
log
Ni
Q
(m)
i (Λ(m))
,
where F is the (constant) total number of features: F =
I∑
i=i
Ni.
5. Steps 2-4 are repeated until convergence is reached.
Efficient implementations of this algorithm exist. The details are not of interest here and can
be found in [Keysers & Och+ 02b].
5.3 Log-Linear Models of Patches
Two different variants for the choice of the feature function f are presented here. In the
straightforward approach, the feature function is defined by the PCA-transformed pixel values
of a patch:
f(xl) =
f1(xn,l)...
fI(xn,l)
 =
x(n,l)1...
x(n,l)I
 (5.4)
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where x(n,l)i is the i-th component of l-th PCA-transformed patch extracted from image Xn.
Using patches in this straightforward way is very similar to the usage of the patches
with Gaussian mixture models. But in contrast, here only one distribution p(k|x) of class
posterior probabilities is calculated. Thus, the number of parameters is (D + 1) · k, where D
is the number of coefficients kept after PCA transformation. In the case of object detection
(one “positive” object class and one “negative” rejection class) and feature vectors of 40 PCA
coefficients this leads to 82 parameters, whereas the Gaussian mixture models contain D ·C ·2
parameters (where C denotes the sum of all densities for all classes). For two classes and a
reasonable number of 256 (untied) mixtures this gives 40960 parameters without variance
pooling resp. 20520 parameters with variance pooling. Obviously, the log-linear model using
the PCA-transformed pixel values as features is more restricted concerning the number of
parameters than the Gaussian mixture model with the same type of features.
The second approach incorporates the patch clusters presented in Chapter 4. An algorithm
to calculate clusters from patches was introduced in Chapter 4.2. Here, the features are the
cluster emission probabilities p(xl|c, k) resp. p(xl|, c).
For untied (class-dependent) clusters, the feature function is defined as:
f(xn,l) =
f1(xn,l)...
fI(xn,l)
 =

p(xn,l|c = 1, k = 1)
...
p(xn,l|c = C1, k = 1)
...
p(xn,l|c = 1, k = K)
...
p(xn,l|c = CK , k = K)

, (5.5)
such that fi(xn,l) is the i-th component of the feature vector corresponding to the patch xn,l.
The case of tied clusters is similar, but here the clusters do not depend on the classes:
f(xn,l) =
f1(xn,l)...
fI(xn,l)
 =
p(xn,l|c = 1)...
p(xn,l|c = C)
 (5.6)
Instead of using the emission probabilities, it is common to use their negative logarithms.
The negative logarithm of the cluster emission probabilities can be interpreted as distance
measure, which measures the dissimilarity between patches and cluster centers.
Compared to the feature function in Equation 5.4, the feature functions defined in Equa-
tion 5.5 resp. 5.6 contain more components, namely as many as there are clusters of all classes.
Thus, this model is less restricted and has more free model parameters.
A very similar approach has been taken in [Deselaers & Keysers+ 05a], where patch clus-
ters are calculated, too, but instead a maximum approximation is applied, such that fi(xn,l)
is 1 if the component i corresponds to the cluster whose center is closest to the patch xn,l, or
0 otherwise. Additionally, the patches are not treated individually, instead a feature function
fi(Xn) is proposed which computes features for a whole image Xn. It is defined as follows:
fi(Xn) =
1
L
L∑
l=1
fi(xn,l). (5.7)
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By this choice of the feature function, images can be represented as histograms over the
cluster memberships of their patches. The authors report very good recognition results with
this method.
5.4 Discussion
In this chapter we presented a discriminative approach to object classification. When it comes
to distinguish similar classes i.e. if the images show little inter-class variance, discriminative
approaches often outperform generative approaches, as they focus on the discriminative ele-
ments, whereas generative approaches also model similar elements [Ulusoy & Bishop 05].
The log-linear maximum entropy model presented here has already been successfully ap-
plied to object recognition [Deselaers & Keysers+ 05a, Deselaers & Keysers+ 05b]. According
to [Keysers & Och+ 02a], it is a robust classification method with a low risk of overfitting, i.e.
the model learned from training data generalizes well to the test data. Furthermore, efficient
implementations of the training algorithm exist to calculate optimal parameters of the model
with respect to the training data.
Two different feature vectors have been proposed. First, taking the PCA-transformed
pixel values of the image patches results in a relatively compact model with few model pa-
rameters. Second, using cluster emission probabilities, or alternatively their negative log-
arithms, of patch clusters results in a more complex model. Note that in this case two
separate training criterions are included: First, a set of patch clusters is calculated using the
Maximum-Likelihood criterion and afterwards a discriminative training using MMI is applied
to calculate the parameters of the log-linear maximum entropy model. While this requires
additional computational resources, we expect this model to outperform the simple type of
pixel-based feature vectors.
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Chapter 6
Sparse Histograms
Histograms are a well-known and straightforward approach to image classification and the
related domain of image retrieval, as can be studied for example in [Deselaers & Keysers+ 05a],
[Linde & Lindberg 04], [Deselaers 03]. The basic idea is to represent images by histograms of
derived features. To classify a test image X, its corresponding histogram H(X) is computed
from the features of X. The same is done for training images X1, . . . , XN , and different
classification method can be applied to decide the membership of H(X) using the histograms
H(X1), . . . ,H(XN ) of the training images.
In the simplest case, histograms are directly compared to each other. To do so, a distance
measure (or simply distance) is calculated, where a small value indicates similar histograms
and a high value dissimilar ones. Several different methods to calculate the distance between
histograms exist, which are presented in [Deselaers 03] and [Puzicha & Rubner+ 99].
Histograms can be derived from various types of features, for example pixel colors or image
textures. In this work, only image patches are used.
The first section of this chapter gives a short definition of histograms and presents how to
derive them from image patches, which requires a sparse representation. Section 6.2 explains
how spatial information is integrated into the histograms. In Section 6.3 different histogram
classification methods are presented: a simple nearest neighbor search with different methods
to measure the distance between histograms, as well as two commonly used machine-learning
algorithms: support vector machines and maximum entropy classification. Finally, this chap-
ter finishes in Section 6.4 with a discussion of the benefits and drawbacks of the proposed
method.
6.1 Sparse Histograms of Patches
A histogram H is a discrete approximation of the distribution of a random variable. It
contains an array (H1,H2, . . . ,Hn) of bins representing a partition of the feature space S into
N regions
{S1, . . . ,SN}. The regions are usually of equal size, although this is not required.
Histograms provide a mean to empirically estimate a distribution: for each observation x,
a membership function q(H), which maps points of the feature space onto bins, determines
which bin Hi represents x. The value of Hi is then increased by 1. Initially 0, the bins can
be seen as counters which correspond to the probability that an observation x falls into the
regions denoted by the bins: If ci is the count value of a bin Hi, and H consists of M bins in
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Figure 6.1: Left: A gray-value image.
Right: One-dimensional histogram approximating the brightness distri-
bution of the image.
total, then
cˆi =
ci
M∑
m=1
cm
= P (x ∈ Si). (6.1)
cˆi is often referred to as relative count. The number of bins M in H is vd where d is the
dimensionality of the feature space S and v denotes the number of different values for each
dimension. v has to be set such that it offers a good tradeoff between the size of the histogram
(which increases with growing v) and the loss one can expect due to discretization effects
(which increases with sinking v).
For example, consider a histogram over the brightness distribution in a gray-value image
with 256 brightness values. In this case, there is only one dimension (the brightness). A good
choice for v is 256 such that each brightness value is represented by a corresponding bin. The
number of bins is 2561 = 256. As each histogram bin corresponds to one single brightness
value a pixel can take, the membership function q is trivial. A one-dimensional brightness
histogram is displayed in Figure 6.2. To the left, a gray-value image is displayed, and to the
right the corresponding 16-bin gray-value histogram.
Histograms with more than one dimension are for example: histograms over positions (two
dimensions: horizontal and vertical coordinate) and color histograms of RGB-images (three
dimensions: red, green and blue color channel).
The problem when deriving histograms from image patches is that the patches contain
a high number of dimensions. In combination with Gaussian mixture models and log-linear
models 40-dimensional PCA-transformed patches were used. A histogram of these patches
would contain v40 bins. Even with the smallest possible value for v, this results in 240 ≈
1.1 · 1012 bins, which is not feasible. Therefore it is clear that the number of dimensions has
to be reduced. Still, if only 10 dimensions are kept, with a reasonable value for s of 5, this
results in almost ten million bins. To be able to deal with histograms of that size, a special
sparse data structure is needed, because the explicit representation as an array of all bins is
too memory-consuming. Instead, a sparse representation storing only those bins which are
not empty is proposed. Using hash maps, an efficient access to the bins is possible. Due
to the sparse representation of the histograms we call them “Sparse Histograms”. A similar
representation was proposed for receptive field histograms in [Linde & Lindeberg 04].
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Although sparse histograms can potentially contain arbitrary numbers of bins, this is not
always feasible for classification. If the number of bins exceeds the number of patches to a
high degree, a lot of the non-empty bins are likely to have only one entry. This affects the com-
parability of the histograms negatively, as even histograms of visually similar images appear
to be dissimilar. Therefore a compromise of precision of the representation and comparability
needs to be chosen.
For the Maximum Likelihood training and the discriminative training described in Section
4.2 and 4.3, the number of patches were an issue in a way that too many patches slowed down
the calculation and required too many clusters to be calculated. In the method we propose
here, the clustering can be avoided and therefore one is not restricted in the number of patches
per image, as the size of a histogram does not depend on the number of patches it is filled
with. Rather: for the comparability of the histograms, we expect a high number of patches
to be helpful. Therefore, when filling a histogram with patches, a patch is extracted at each
possible position (i.e. at each pixel) of the image.
6.2 Spatial Information
In Chapter 4, we proposed an extension of the standard model to incorporate spatial infor-
mation into the model. That is, the position of the patches is considered to improve the
recognition result. Both the absolute patch positions and the relative positions of pairs of
patches could be included. Here, we want to do the same for the sparse histograms.
Obviously, the absolute positions can be included in a very simple and straightforward
way. The horizontal and vertical positions of the patches are two additional dimensions.
That means, if 6 dimensions are kept after PCA reduction, adding absolute position infor-
mation results in 8-dimensional sparse histograms. As already pointed out, one has to find
a compromise between the representation detail of the histograms and their comparability,
and therefore it is not advisable for the histograms to have a too high dimensionality. We
found out that the positive effect of having additional information provided by the two spatial
dimensions dominates the drawback of worse comparability due to larger histogram sizes.
For relative position information on the other hand, it seems that there is no feasible way
to integrate it into the histograms. We could not find any possibility to encode the differences
between patch positions in the histograms while keeping them at a size which is reasonable
for comparability.
6.3 Sparse Histogram Classification
The easiest way to classify the histogram of a test image is to compare it one by one to
histograms from training images for which the class membership is known, searching for the
most similar histogram among them. This method is called nearest neighbor search.
Instead of searching over all images, the parameters of a statistical model can be esti-
mated from the training histograms. Two commonly used models are described shortly in the
following: support vector machines and a log-linear maximum entropy model. In that case,
the training histograms have to processed only once during the training of the model.
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Figure 6.2: Three histograms with pairwise identical bin-by-bin distances although
a) and b) should be more similar than a) and c), if neighbored bins
represent more similar feature regions than non-neighbored bins (from
[Deselaers 03]).
6.3.1 Nearest Neighbor Search
A straightforward way to classify images with histograms is to perform nearest neighbor search:
For a given image X, its histogram H(X) is compared to the histograms of given training
images and the class label of the most similar histogram is assigned to the X. Formally, the
decision rule is:
r(H(X)) = argmin
k
{
min
n=1...Nk
d(H(X),H(Xkn))
}
(6.2)
where Nk denotes the number of training images from class k and Xkn is the n-th of it.
d(H(Xi),H(Xj)) is any distance function which measures the dissimilarity between two his-
tograms. An exhaustive presentation of different distance measures for histogram comparison
is out of the scope of this work. Therefore, only a few selected distance measures shall be
presented. An overview of them is given in [Deselaers 03], and for the more general case of
comparing distributions in [Puzicha & Rubner+ 99].
Distance measures can be divided into two classes: bin-by-bin distance measures and cross-
bin distance measures. In the former case, each bin of a histogram H is compared with the
corresponding bin in a histogram H ′. The distance can be calculated very efficiently, as the
time needed to measure the dissimilarity is linear in the number of bins of the histograms.
On the other hand, bin-by-bin distance measures fail to incorporate (dis-)similarities across
the bins, due to their bin-wise comparison. This effect is depicted in Figure 6.2
Cross-bin distance measures account for cross-bin similarities, which makes the distance
calculation more precise, especially for sparse histograms with only a small percentage of
the bins actually filled. Usually, cross-bin distances cannot be calculated as efficiently as
bin-by-bin distances.
6.3.2 Bin-by-Bin Distance Measures
In this work, two different bin-by-bin distance measures are used: the d2 distance as a special
case of the Minkowski distance and the Jenson Shannon Divergence.
Minkowski Distances
The Minkowski Distances are a group of distance functions defined as
dp(H,H ′) =
(
I∑
i=1
∣∣Hi −H ′i∣∣P
) 1
P
, (6.3)
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where Hi denotes bin i of histogram H. Special and commonly used cases of the Minkowski
distance are d1, the Manhattan distance, and d2, the Euclidean distance.
Jenson Shannon Divergence
The Jenson Shannon divergence is also known as Jeffrey divergence:
dJSD(H,H ′) =
I∑
i=1
Hi log
2Hi
Hi +H ′i
+H ′i log
2H ′i
H ′i +Hi
. (6.4)
6.3.3 Cross-Bin Distance Measures
For cross-bin distance measures, an additional distance measure dist(i, j) comparing his-
togram bins Hi and Hj needs to be specified. Recall the definition of histogram bins rep-
resenting regions of the feature space S: If Si ⊂ S and Sj ⊂ S are two regions represented
by the bins Hi and Hj of a histogram H, then dist(i, j) denotes the distance between Si and
Sj and is therefore also a distance measure for histogram bins. In this work, for dist(i, j)
the d1 (Manhattan) distance is chosen: if H and H ′ are two n-dimensional histograms with
s values per dimension, and Hi = (Hi1 , . . . ,Hin), H
′
j = (H
′
j1
, . . . ,H ′jn) with 1 ≤ Him ≤ v,
1 ≤ H ′jm ≤ v are bins from H resp. H ′, then dist(i, j) =
N∑
m=1
∣∣∣Him −H ′jm∣∣∣.
Two different cross-bin distance measures are used in this work: the histogram distortion
model distance and the earth movers distance.
Histogram Distortion Model
This distance measure is inspired by the Image Distortion Model [Keysers & Gollan+ 04],
an extension of pixel-wise image comparison which allows for slight deformations of images.
When comparing histograms the value of a given bin Hi in histogram H is not only compared
to the corresponding bin H ′i in histogram H
′, but also to all other bins H ′j whose distance
dist(i, j) to H ′i is less than a given threshold.
The histogram distortion model distance is defined as
dHDM (H,H ′) =
I∑
i=1
min
j∈ Ut(Hi)
Hi log
2Hi
Hi +H ′j
+H ′j log
2H ′j
H ′j +Hi
, (6.5)
where Ut(H ′i) is the set of binsH
′
j whose distance toH
′
i is at least t, i.e. Ut(H
′
i) = {Hj | dist(i, j) ≤
t }. Here, the histogram distortion model distance uses the Jenson Shannon divergence as
underlying bin-by-bin comparison distance. Apparently, any other bin-by-bin comparison
measure is also feasible.
The time consumed by the distance calculation with the histogram distortion model dis-
tance depends on the size of the neighborhood Ut. For t = 0 the distance equals the underlying
bin-by-bin distance measure, because the neighborhood U0(H ′j) contains only the bin H
′
j . For
t > 0, the size of the neighborhood, |Ut| grows with t and the number of dimensions, n. Still,
for fixed t and n, the distance calculation time grows linear in the number of bins of the
histograms.
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Earth Movers Distance
The earth movers distance (EMD) [Rubner & Tomasi+ 98] is calculated by solving an instance
of the transportation problem, which is a class of linear optimization problems. All filled bins
from a histogram H are considered as sources with a supply of the given bin values of H,
and the filled bins of a histogram H ′ are considered as sinks with a capacity of the given bin
values of H ′. EMD calculates the least amount of work that has to be spent to transport
imaginary units supplied by the sources to the sinks.
Formally, this can be written as:
dEMD(H,H ′) =
∑
i,j
dist(i, j)fi,j∑
i,j
fi,j
(6.6)
Here, fi,j is the optimal flow betweenHi andH ′j which minimizes the total cost
∑
i,j
dist(i, j)fi,j .
The following constraints have to be considered for all i, j when calculating the optimal flow:
∀j
∑
i
fi,j ≤ H ′j
∀i
∑
j
fi,j ≤ H ′i∑
i,j
fi,j = min(Hi,H ′j)
Although the EMD measures dissimilarities between histograms very accurately, the time
consumed to compare two histograms by it is high compared to simpler distance measures.
Thus, this distance measure is not feasible for large histograms, although attempts have been
made to address the runtime problem by approximative approaches [Assent & Wenning+ 06].
6.3.4 Support Vector Machines
Support vector machines (SVM) are a well-known classification method which provides good
results in a wide range of pattern recognition applications, e.g. data mining [Bradley 98],
bioinformatics [Guyon & Weston+ 02], or object detection [Papageorgiou & Poggio 99]. An
introduction into the theory of SVMs can be found in [Scho¨lkopf & Smola 01].
For our evaluation of sparse histograms and SVMs, we use the support vector machine
implementation of the WEKA data-mining toolkit1 [Witten & Frank 99].
6.3.5 Log-Linear Maximum Entropy Classification
Log-linear maximum entropy model have been presented in Chapter 5. For histograms, the
model is:
p(k|H) =
exp
(
αk +
I∑
i=1
λkiHi
)
∑
k′
exp
(
αk′ +
I∑
i=1
λkiHi
) (6.7)
1http://www.cs.waikato.ac.nz/ml/weka/
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6.4 Discussion
In this chapter we proposed a method to represent images as histograms of their patches
using a sparse data structure, which in theory can deal with arbitrary many dimensions. In
practice, the number of dimensions and the number of values per dimensions which determine
the number of bins per histogram, are limited by the degrading comparability of histograms
with only a very limited number of bins filled.
Nevertheless, with a reasonable number of dimensions the patches can be represented
successfully, and the incorporation of absolute position information is straightforward, too.
A major benefit of the proposed usage of patch histograms is that it does not require
any time-consuming clustering of the patches. Moreover, as the patches are not represented
explicitly but only the bins they correspond to, a much amount of patches can be used for
each image, such that we can represent images in more detail. On the other hand, we must
admit a loss of information due to quantization effects, especially when a high number of
dimensions is used, as then the number of possible values per dimensions has to be reduced.
Up to now, no feasible way to incorporate relative positions into the histograms has been
found.
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Chapter 7
Databases
Two databases are used to experimentally evaluate the methods we propose in this work and
to compare it with other approaches: the well-known Caltech database and the PASCAL
database.
7.1 Caltech
The Caltech database1 has been set up by Computational Vision Group the at the California
Institute of Technology. It contains several object classes. In our work, we use three of
them: airplanes, faces and motorbikes. The task is to detect these objects in positive images
containing them while rejecting negative images. The negative images are collected in a
background class. For the airplanes and motorbikes tasks, 400 positive and 400 negative
images are used each for training and testing, for the faces task 218. Example images for the
different objects and negative background images are shown in Figure 7.1.
The appearance of the airplanes and faces differs across the images, as various types of
airplanes from modern jets to old-fashioned propeller airplanes are shown in the airplane
images, and the face images depict different persons. Although the motorbike images show
different motorbikes, too, their appearance is relatively homogeneous.
Scale variances are little for all three object classes, and in each image the corresponding
objects makes up a substantial part of the images. Furthermore, the viewpoint is the same:
For each airplane and motorbike, its side view is shown, with the front of the airplane resp.
motorbike to the right. For each faces, its front view is shown.
All objects are fully visible and appear more or less centered within in the images. The
background images display various in-house and outdoor scenes.
As the objects to be recognized dominate the images, have little scale variances and are
fully visible, the Caltech tasks turn out to be rather easy for recognition. The results of our
methods on these tasks are given in Chapter 8.
7.2 PASCAL
To test these methods under more challenging circumstances, we have chosen to perform
experiments on the PASCAL database2, too.
1available at http://www.vision.caltech.edu/html-files/archive.html
2available at http://www.pascal-network.org/challenges/VOC/voc2005/index.html
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This database has been used for the PASCAL Visual Object Classes Challenge 2005. It
contains images of four different object classes: bicycles, cars, motorbikes and people. Unlike
the Caltech database, no background class is given, for each of the four object classes, the
remaining three form the negative class. So again this is a detection tasks which requires
determining the presence or absence of a given object in an image. While the whole database
contains 684 training and 689 testing images, the different classes appear unequally often.
Example images for the four object classes are shown in Figure 7.2.
Obviously, recognizing the objects in the images of the PASCAL database is much harder:
the objects appear at very different scales, where the smallest of the objects make up only
a negligible part of the image at all. The objects are shown from different view points. For
example, some cars are shown from the right, for others the front is shown, and even images
showing cars from above are present. Furthermore, some objects are partially occluded by
other objects and thus are not fully visible. To complicate recognition further, a few objects
appear rotated, and others are depicted at different lighting conditions.
These circumstances turn out to be tough for object recognition, as will come out in
Chapter 8. Nevertheless, the Gaussian mixture approach presented in Chapter 4 yields very
promising results on these challenging image sets.
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Figure 7.1: Example images from the Caltech database.
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Motorbikes
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Figure 7.2: Example images from the PASCAL database.
Bicycles
Cars
Motorbikes
People
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Chapter 8
Experiments and Results
In this chapter the results of the experiments conducted are presented and compared to the
results other groups have recently reported for the same tasks.
8.1 Gaussian Mixture Models
Starting from a baseline system, the effect of using different decision rules, pooling and scaling
the variances, and applying several preprocessing steps is investigated. The same system is
used for determining a feasible number of mixtures for the Gaussian mixture models.
Then, using the results obtained so far, we present how the choice of the patches influences
the classification results. We study different the parameters for patch extraction: the number
of patches extracted from each image, their locations and their size. With those values for
the parameters that give optimal results, the two different types of Gaussian mixtures, tied
and untied mixtures, are compared.
In the following, we show how the results improve when taking into account the absolute
and relative position of the patches rather than their appearance alone. Furthermore, the
model that was trained using the ML criterion is refined using discriminative training with
the MMI criterion.
Baseline Setup
The setup for the baseline system with which the initial experiments are performed is the
following:
• Features:
– 200 patches per image
– Patches extracted around wavelet-based salient interest points as presented in Sec-
tion 3.2.1
– Single patch size: 11 × 11 pixels
– Preprocessing: PCA transformation keeping 40 coefficients
• Gaussian mixture densities:
– Untied (class-dependent) mixtures
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Table 8.1: Error rates (ER) and equal error rates (EER) for the baseline system [%].
Caltech PASCAL
Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
ER 7.0 9.0 4.9 7.1 11.8 8.1 9.0
EER 1.5 3.2 3.5 11.0 11.1 10.6 22.6
Table 8.2: Confusion matrices for the three Caltech tasks using Bayes’ decision rule.
Airplanes Faces Motorbikes[
346 54
2 398
] [
178 39
0 217
] [
364 36
3 397
]
– 256 mixtures per class
– Maximum Likelihood training
8.1.1 Baseline Experiments
Decision Rule
First, the two different decision rules presented in Section 4.1.1 are compared. The resulting
error rate using Bayes’ decision rule and the equal error rate (EER) using the threshold-based
decision rule are shown in Table 8.1. As expected, for the three detection tasks on the Caltech
database, the equal error rates are significantly lower than the error rates using Bayes’ decision
rule which causes the classification to be biased towards the “positive” object class. This can
be seen in Table 8.2 showing the confusion matrices for the three Caltech tasks. For example,
from the 400 airplane images only two are rejected, whereas 54 of the 400 non-airplane images
are classified as airplanes, which gives a total error rate of 7%. The equal error rate is 1.5%.
Unlike for the Caltech tasks, for the tasks on the PASCAL database the equal error rates
are not lower than the error rates. The remarkable difference between the error rate based
on Bayes’ decision rule and the higher equal error rate for the PASCAL people task emerges
from the different amount of images for each class: while there are only 84 positive images
showing persons, there are 605 negative images not showing a person. ROC curves for the
different PASCAL tasks are shown in Figure 8.1.
To evaluate the following experiments with Gaussian mixture models in this chapter, we
use the equal error rate, as the majority of the results published by other groups state equal
error rates, too.
Number of Mixtures
An important parameter for classification using Gaussian mixtures is the number of mixtures
estimated in training. Figure 8.2 shows its impact on the (equal) error rate: as expected, the
results improve with a growing number of mixtures. More clusters represent the variability of
the patches of a class more precisely. Still it is noticeable that already for a small number of
46
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
Tr
ue
 p
os
iti
ve
 ra
te
False positive rate
ROC curve for the PASCAL tasks
People
Bicycles
Cars
Motorbikes
Figure 8.1: ROC curves for the baseline PASCAL tasks.
Table 8.3: Equal error rates [%] using pooled and unpooled variances.
Caltech PASCAL
Pooling Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Dimension 4.5 5.5 4.8 14.0 16.2 13.5 21.8
Cluster 8.1 12.9 6.6 14.0 14.0 11.1 22.0
Both 8.1 12.9 6.6 17.5 15.6 11.6 26.4
No 1.5 3.2 3.5 11.0 11.1 10.6 22.6
mixtures the classification works well. For a very high number of mixtures the results degrade,
as can be seen from the “Faces” curve. Running experiments with this amount of mixtures
is very time-consuming, therefore it has been done for this single task only. The degradation
is due to using this many mixtures, each mixture is estimated from only a few observations.
For example, the 16384 mixtures for the “Faces” task consist of only 5 observations on the
average.
Although Figure 8.2 indicates that a number of 1024 mixtures gives best results, we keep
the value of the baseline setup, which is 256 mixtures, for further experiments, because the
runtime drops by a factor of 4, while the results are only slightly worse.
Variance Pooling and Scaling
Next, the effect of using pooled variances is investigated. Three different types of pooling
are applied: Pooling over dimensions, pooling over clusters and pooling both over dimensions
and clusters (see Section 4.1.2). Table 8.3 shows the results of the different pooling types in
comparison to using unpooled variances. Clearly, pooling does not improve the results, which
indicates that for this model the variances of the individual patch clusters are important for
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Figure 8.2: Equal error rates for different number of mixtures.
Table 8.4: Equal error rates [%] using scaled variances.
Caltech PASCAL
Scaling factor Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
1
8 8.5 8.8 7.0 34.3 31.6 20.5 26.2
1
4 4.8 6.0 4.5 29.7 26.5 17.6 26.2
1
2 1.5 3.7 3.5 20.2 15.2 13.9 25.0
1 1.5 3.2 3.5 11.0 11.1 10.6 22.6
2 2.3 6.0 3.5 13.0 12.8 12.9 23.1
4 2.5 8.3 4.8 26.0 15.2 16.5 22.8
8 4.0 11.5 5.3 39.1 19.8 21.6 25.0
classification. Thus, all further experiments are performed with unpooled variances.
Apart from pooling the variances, often they are scaled by a factor. For the usual case
of a factor > 1, the scaling leads to smoother distributions. The results for different factors
are shown in Table 8.4. The result is obvious: the results are best if the variances remain
unscaled, in particular, smoother distributions do not improve the results. Therefore, no
scaling is applied to the Gaussian mixture model experiments to appear in the rest of this
chapter.
Preprocessing
Now, the results of different preprocessing methods are investigated. First the number of coef-
ficients kept after PCA transformation is varied. While in the baseline system 40 coefficients
are kept, for this result various numbers between 10 and 90 are tested. The corresponding
error rates for the three Caltech tasks are plotted in Figure 8.3. For the PASCAL tasks,
the effect is the same. As the graphs show, using a number of 40 coefficients is sufficient.
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Figure 8.3: Equal error rates for different number of PCA coefficients.
Table 8.5: Equal error rates [%] with and without brightness normalization.
Brightness Caltech PASCAL
normalization Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Yes 1.3 3.7 3.3 11.3 11.3 11.1 23.5
No 1.5 3.2 3.5 11.0 11.1 10.6 22.6
While a lower number degrades the results, keeping more than 40 coefficients does not lead
to better error rates. The same effect has been reported in [Paredes & Keysers+ 02]. Thus,
the baseline setup of 40 coefficients is used in all other experiments as well.
Another type of preprocessing presented in Chapter 3.3.2 is normalizing the brightness
of the patches by discarding the first PCA coefficient. Table 8.5 shows how this affects the
classification: Apparently, the impact is small, and no significant improvement is achieved
using the brightness normalization, although there are brightness variances present in the
data. In [Deselaers & Keysers+ 05b], the authors come to a different conclusion and report
an improvement of the results using brightness normalization with the same method. We
believe that the model successfully learns the brightness variance from training data such
that normalization is not needed. Therefore, it will not be taken into consideration for further
experiments.
The last preprocessing step we consider here is to incorporate derivates. Two different
approaches were presented in Chapter 3.3.3: “spatial” derivates and Sobel matrices. For both
approaches, Table 8.6 shows the results in comparison to using no derivatives. For derivatives
by Sobel matrices, two different matrix sizes have been tested: 3 × 3 and 5 × 5. Although for
some databases derivatives improve the results, none of the two proposed methods improve
the result significantly and on all databases. Therefore, derivatives will not be taken into
account for further experiments.
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Table 8.6: Equal error rates [%] using derivatives.
Caltech PASCAL
Derivative Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Spatial 1.8 2.3 3.3 10.1 12.0 9.7 24.4
Sobel 3×3 2.5 5.5 4.3 10.5 12.0 11.8 24.1
Sobel 5×5 2.5 5.1 4.5 10.0 11.3 11.1 22.1
No 1.5 3.2 3.5 11.0 11.1 10.6 22.6
Table 8.7: Equal error rates [%] for different types of extraction points.
Caltech PASCAL
Extraction points Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Grid 1.3 0.9 4.0 19.3 11.4 12.1 20.3
Random 1.3 1.4 4.3 17.5 12.4 14.4 20.2
Wavelet 1.5 3.2 3.5 11.0 11.1 10.6 22.6
DoG 1.3 5.1 4.8 15.8 15.5 13.0 31.0
8.1.2 Different Parameters for Patch Extraction
Having set up the parameters of the baseline system and tested different preprocessing steps,
the following experiments aim at investigating different properties of the patches. This in-
cludes the choice of the location, the number, and the size of the patches.
Location of the Patches
In Chapter 3.2.1 four different methods to determine the location of patches have been pre-
sented: choosing the patch locations at random, or by a regular grid, or by applying an
interest point detector, of which two have been introduced: a wavelet-based salient point
detector and the difference-of-Gaussian interest point detector. These methods determine a
set of “extraction points” around which the patches are extracted. The results for the differ-
ent types of extraction points are shown in Table 8.7 . For each experiment, 200 extraction
points have been used. To determine the grid points, a grid of 14×14 cells has been chosen,
therefore only 196 patches are extracted using this method. When applying one of the in-
terest point detectors, the 200 most interesting points were chosen. For different databases
different types of extraction points perform best. While for the Caltech “Faces” task grid and
random points perform significantly better than interest points, for the PASCAL “Bicycles”
task wavelet-based salient points give the best result, while for the Caltech “Airplanes” task
with each type of extraction points almost equally good results are obtained. A reason for the
good performance of the grid and random points for the “Faces” task may be that these types
of extraction points cover homogeneous regions like the forehead which are characteristic for
faces, which interest points usually do not. On the other hand, the images of the PASCAL
database are very complex, such that grid and random points collect much background. In-
terest points cover background regions of the images, too, but are apparently more successful
in covering the objects of interest. The similar performance of both the interest points on the
one hand and random and grid points on the other hand can be explained as follows: while
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Table 8.8: Equal error rates [%] for different combination methods.
Caltech PASCAL
Airplanes Faces Motorb. Bicycles Cars Motorb. People
1 model 1.0 1.4 3.5 14.0 9.5 10.6 21.8
4 individual models 1.0 0.5 3.0 14.0 9.8 7.4 20.7
Best single model 1.3 0.9 3.5 11.0 11.1 10.6 20.2
Table 8.9: Equal error rates [%] for combinations of extraction points.
Caltech PASCAL
Airplanes Faces Motorb. Bicycles Cars Motorb. People
All extraction type 1.0 0.5 3.0 14.0 9.8 7.4 20.7
Random+wavelet 1.3 0.5 3.5 11.3 9.1 9.3 19.0
the airplanes are best covered by interest points as shown in Figure 3.2, the images also reveal
homogeneous content which is characteristic for airplane images, in particular the sky.
As the different extraction points are chosen with respect to different criteria, it makes
sense to use a combination of them to obtain a more diverse representation of the images.
Generally, there a two options to do so:
• Collect all extraction points and train one set of Gaussian mixtures to model p(x|k). In
classification, each patches is classified using this model.
• Train for each type of extraction points an individual set of Gaussian mixtures such that
there are four different models for p(x|k) depending on whether x is a patch extracted
around a randomly chosen point, a grid point, a wavelet-based salient interest point or
a difference-of-Gaussian interest point. In classification, each patch is classified using
its corresponding model.
Both approaches have been tested, the results are shown in Table 8.8. As one can see, the
second type of extraction point combination outperforms the first one. In particular, in almost
all cases the results are better than the best single result for one of the different extraction
point types alone. Therefore one can conclude that combining the different methods to
determine potential patch locations improves the results. But as a combination also means to
deal with four times as much data, a combination of only random and wavelet-based salient
points is tested also. As Table 8.9 shows, the results are comparable, which suggests that
these two types of extraction points already provide a successful combination of “non-interest”
points which are distributed over the image more or less equally on the one hand, and interest
points focussing on regions of high variance on the other hand. This combination is used for
further experiments, where two individual models are are estimated for the random points
and the wavelet-based salient points each.
Number of Patches
The good results obtained by feature combination may also be due to the effect that simply
more patches are used. To investigate this effect further, for all four types of extraction points,
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Table 8.10: Equal error rates [%] for different number of extraction points.
Caltech PASCAL
Extraction points Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
196 grid 1.3 0.9 4.0 19.3 11.4 12.1 20.3
400 grid 1.3 0.9 4.0 14.0 11.8 10.6 19.0
784 grid 1.0 0.9 4.5 14.9 10.9 10.8 16.7
200 random 1.3 1.4 4.3 17.5 12.4 14.4 20.2
400 random 1.3 0.9 4.8 14.4 12.0 11.1 18.8
800 random 1.3 0.5 4.8 14.6 12.1 9.9 17.5
200 wavelet 1.5 3.2 3.5 11.0 11.1 10.6 22.6
400 wavelet 1.0 3.2 3.5 10.5 12.3 10.6 23.8
up to 800 wavelet 1.3 3.7 3.0 9.6 12.8 11.6 23.8
200 DoG 1.3 5.1 4.8 15.8 15.5 13.0 31.0
400 DoG 2.0 3.7 3.8 14.0 15.2 13.4 28.8
up to 800 DoG 1.8 3.7 5.8 14.6 16.2 16.1 25.3
experiments are started with a different number of points, namely 200, 400 and 800. For grid
points, resulting from 14×14, 20×20 and 28×28 grids 196, 400 and 784 points are used instead.
Concerning the interest points, in some images less than 800 points can be determined. Table
8.10 shows the results. For most of the tasks and types of extraction points, a higher number
of extraction points and therefore more patches improves the results. This has been expected,
as the image is represented more completely using additional patches. Clearly, this happens
at the cost of a slower classification. To keep the classification time at a maintainable level
for further experiments, 200 wavelet-based salient points and 200 random points are used,
although possibly even better results might be obtained by e.g. using 400 points each.
Patch Size
The last property of the patches that is studied in this work is the size. While the patches
obtained by the difference-of-Gaussian method are already scaled to a size which describes
the region of interest best, for all other patches a size has to be set without further knowledge.
In all previous experiments, a size of 11×11 pixels has been chosen. Now, different sizes of
7×7, 21×21 and 31×31 pixels are tested as well as a combination of the four different sizes.
By combining patches of different sizes, a step towards scale invariance is done, providing
that one single model, i.e. one set of Gaussian mixtures is estimated from all patches of all
different sizes. To do so, after extraction all patches are scaled to a common size and are then
jointly PCA-transformed.
Alternatively, estimating four different models for p(x|k) representing the different patch
sizes is unlikely to yield scale invariance. For example, objects resp. object parts which appear
at such a scale that they are captured by large patches (31×31 pixels) are reflected in the
corresponding model of 31×31-pixel patches, but not in the model of 11×11-pixel patches,
such that this model is unlikely to detect these object resp. object parts. Table 8.11 shows
the results for the different patch sizes and their combinations. Concerning the individual
sizes, different sizes perform best for the different tasks. Interestingly, combining the different
sizes by training one model which accounts for all sizes improves the results only slightly,
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Table 8.11: Equal error rates [%] for different patch sizes.
Caltech PASCAL
Patch size Airplanes Faces Motorb. Bicycles Cars Motorb. People
7×7 0.5 0.0 2.0 11.8 10.4 6.9 20.2
11×11 1.3 0.5 3.5 11.3 9.1 9.3 19.0
21×21 1.5 4.6 3.3 11.4 9.7 8.3 16.7
31×31 2.0 4.6 3.3 11.3 9.8 9.7 16.4
All sizes, 1 model 0.8 1.4 2.3 11.3 9.7 8.8 18.2
All sizes, 4 models 0.8 0.0 2.3 8.9 9.1 7.4 16.7
Table 8.12: Equal error rates [%] for tied and untied Gaussian mixtures.
Caltech PASCAL
Mixtures Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Untied 0.8 0.0 2.3 8.9 9.1 7.4 16.7
Tied 0.5 1.4 3.5 10.4 10.4 13.0 25.0
if at all. This contradicts to the results reported in [Deselaers & Keysers+ 05b], where the
same combination of patch sizes turned out to improve the results strongly. As especially
the images of the PASCAL database reveal substantial scale differences of the objects to be
recognized, we expected an improvement of the results in our experiments, too. On the other
hand, we detect an improvement using individual models for the different patch sizes, which
is surprising, as by this way of modeling different patch sizes no step towards scale invariance
is done. Although we cannot explain our results with multiple patch sizes adequately, we use
multiple patch sizes with individual models for each patch size in further experiments, as this
approach turned out to outperform both single patch sizes and the combination of patch sizes
using one common model for all sizes.
8.1.3 Tied and Untied Mixtures
Two different Gaussian mixture models have been presented in Chapter 4.1.2: tied Gaussian
mixtures and untied Gaussian mixtures. Recall that in the former case, for all classes one
common set of Gaussian mixtures is estimated, whereas in the untied case the mixtures are
class-dependent. This class-dependency allows to add further classes by simply estimating the
mixtures using the patches of that class, where no recalculation of the mixtures of the other
classes is necessary. While this is a nice property of untied Gaussian mixture models, here
the experimental results of tied and untied mixtures are studied. As features, 200 patches of
multiple sizes extracted using 200 random and wavelet-based salient interest points are used,
as this feature setup proved to provide good results. As can be seen in Table 8.12, untied
Gaussian mixtures outperform the tied Gaussian mixtures in nearly all tasks. Therefore, all
further experiments are conducted using the tied Gaussian mixture model of class-dependent
mixtures.
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Table 8.13: Equal error rates [%] with absolute patch positions.
# Positions Caltech PASCAL
per cluster Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
0 0.8 0.0 2.3 8.9 9.1 7.4 16.7
1 0.8 0.0 1.3 7.9 7.3 5.5 16.7
2 0.5 0.0 1.0 7.5 7.5 4.6 15.5
4 0.5 0.0 0.8 6.1 7.5 5.1 14.3
8 0.5 0.0 0.8 4.0 7.2 4.4 13.1
16 0.5 0.0 0.8 2.6 6.3 3.7 13.1
8.1.4 Spatial Information
Two extensions of the standard Gaussian mixture models that account for the positions of
the patches have been proposed in Chapter 4.4. Here, an experimental evaluation of these
extensions is given.
Absolute Patch Positions
Using the absolute position of the patches, the emission probability p(x′l|c, k) of the feature
vector x′l which contains the patch appearance xl and the patch position yl is modeled as
the product of the probabilities for the appearance and the position: p(x′l|c, k) = p(xl|c, k) ·
p(yl|c, k), where p(yl|c, k) can be modeled as a Gaussian distribution for each cluster c of class
k. We propose to estimate multiple Gaussian distributions to account for object parts that
appear more than once in an image, such that p(yl|c, k) becomes a Gaussian mixture density:
p(yl|c, k) =
Ic,k∑
i=1
p(i|c, k) · N (µy,i,c,k,Σy,i,c,k), (8.1)
where Ic,k is the number of position distributions estimated per cluster c and class k. The
results for different values of Ic,k are shown in Table 8.13. Clearly, the incorporation of the
patch positions improves the classification results substantially, especially for the difficult
PASCAL tasks. The results get better the more position distributions are estimated per
cluster. Still, due to the limited number of patches per cluster the possible number of position
distributions which can be estimated is limited, too. We encountered that more than 16
distributions cannot be estimated reliably.
Alternatively, a straightforward way to incorporate absolute patch positions was proposed,
which does not require any adaptation of the standard Gaussian mixture model, as appearance
and positions are trained together using the enlarged feature vectors x′l. Thus, the patch
positions are implicitly represented by the Gaussian mixtures, while in the former approach
they are accounted for explicitly. As Table 8.14 shows, using the positions implicitly does
not lead to comparable results. Therefore, we decide to use the former approach of explicitly
incorporating absolute position for further experiments, estimating 16 position densities per
cluster.
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Table 8.14: Equal error rates [%]for different patch position model.
Caltech PASCAL
Position model Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
No 0.8 0.0 2.3 8.9 9.1 7.4 16.7
Implicit 0.8 0.0 1.5 9.6 10.2 6.9 17.9
Explicit 0.5 0.0 0.8 2.6 6.3 3.7 13.1
Table 8.15: Equal error rates [%] with absolute and relative patch positions.
# Relative positions Caltech PASCAL
per cluster pair Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
0 0.5 0.0 0.8 2.6 6.3 3.7 13.1
1 0.5 0.0 0.5 3.5 6.3 3.7 12.1
2 0.5 0.0 0.5 3.5 6.2 3.7 12.6
4 0.5 0.0 0.5 3.5 6.5 3.7 12.6
8 0.5 0.0 0.5 3.5 6.5 3.6 11.9
Relative Patch Positions
In Section 4.4.2, we proposed to extend the Gaussian Mixture model to account for relative
positions of patches, i.e. position differences between patches. For the l-th patch of an image, a
new feature vector x′′l has been introduced containing the appearance xl, the absolute position
yl, and the relative positions to the other patches of the same image, {zL1 }. Consequently, the
emission probability of x′′l is the combination of the emission probabilities of its components:
p(x′′l |c, k) = p(xl|c, k) · p(yl|c, k) · p({zL1 }|c, k). As for the emission probability of the absolute
position, p(yl|c, k), we propose to model the emission probability of the relative positions
p({zL1 }|c, k) as a mixture of Gaussian densities, too. The results shown in Table 8.15 indicate
that only a slight improvement, if at all, is achieved by relative positions in addition to absolute
positions. Although in contrast to absolute positions relative positions are invariant with
respect to translation, this advantage is not mirrored in the results we have obtained. This
may partly be due to the training data which already covers the variances in translation well
enough to be learned. Also, the model we have proposed might not be appropriate to unleash
the full potential of the relative positions. While we consider relative positions to be more
appropriate to model spatial relationships in images, in the results we have obtained they are
outperformed by the absolute positions. A direct comparison of absolute and relative positions
is given in Table 8.16, where the results of the appearance-based model extended with either
absolute or relative positions is given. For the experiment including absolute positions, 16
position distributions per cluster are estimated, while for the experiment including relative
positions, 8 position difference distributions per cluster pair are estimated. In both cases
these are the maximal number of distributions which can be estimated reliably. While both
absolute and relative patch positions improve the results obtained by considering only the
appearance of the patches, this improvement is in almost all cases stronger for the absolute
positions.
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Table 8.16: Comparison of absolute and relative positions, equal error rate [%].
Caltech PASCAL
Spatial model Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
No 0.8 0.0 2.3 8.9 9.1 7.4 16.7
Absolute 0.5 0.0 0.8 2.6 6.3 3.7 13.1
Relative 0.8 0.0 1.5 7.9 7.5 5.7 13.1
Table 8.17: Equal error rates [%] with discriminative training of mixture weights.
Caltech PASCAL
Discr. training Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Yes 0.5 0.0 1.0 3.5 7.0 5.1 11.9
No 0.5 0.0 0.8 2.6 6.3 3.7 13.1
8.1.5 Discriminative Training
Discriminatively training the parameters of the Gaussian mixture models is an interesting
approach to combine generative and discriminative aspects as pointed out in Chapter 4.3.
Two different types of parameter optimization by discriminative training have been proposed:
training the mixture weights p(c|k) on the one hand and the mixture means µc,k and covari-
ances Σc,k on the other hand. The mixture weights are initially set to the relative cluster
sizes, whereas the means and covariances are estimated using Maximum Likelihood training.
Discriminative Training of Mixture Weights
Table 8.17 shows the results after discriminative training of the mixture weights p(c|k). The
update step in Equation (4.20) is iterated 250 times, which is sufficient to ensure convergence.
Surprisingly, the results do not improve, but instead degrade for most of the tasks. This
result has not been expected, especially as the individual patch error rates improve very well,
as shown in Table 8.18. These error rates are obtained by using Bayes’ decision rule on the
patch probabilities p(k|xl). By discriminative training, the results for the individual patches
improve for all tasks. Strangely, this effect does not transfer to the whole images.
With a slightly different proceeding we obtained better results. The idea is that not all
training images are regarded in each update step, but only those which were classified worst
in the previous step, i.e. those for which the probability for the correct class was least. In
speech recognition, this approach is known as falsifying training [Schlu¨ter & Macherey+ 01].
Table 8.18: Error rates [%] for individual patches with discriminative training of mix-
ture weights.
Caltech PASCAL
Discr. training Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Yes 16.4 22.5 15.8 17.6 33.3 26.2 14.3
No 19.0 25.3 18.8 32.1 38.3 34.2 30.2
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Table 8.19: Equal error rates [%] with discriminative training of mixture weights,
falsifying training.
Caltech PASCAL
Discr. training Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Yes 0.5 0.0 0.3 1.6 5.1 3.0 8.6
No 0.5 0.0 0.8 2.6 6.3 3.7 13.1
Formally, in Equation (4.19), the sum does not run over all images {1, . . . , n} but over a set
W containing the indices of those images which were classified worst in the previous iteration.
The function Fcw of the cluster weights, which is to be maximized, thus becomes:
Fcw (p(c|k)) =
∑
w∈W
log p(kw|{xL1 }w) (8.2)
For our experiments, we set W to contain the indices of the 20% worst classified images. The
results are shown in Table 8.19. Clearly, the results improve. Still, it is not clear why this
adaption to the discriminative training is necessary. This issue needs further investigation.
Discriminative Training of Mixture Means and Covariances
For the discriminative training of the mean vectors and covariance matrices only informal
experiments have been conducted so far. While this approach is very time-consuming, great
care has to be taken in the update steps to guarantee an improvement of the means and
covariances. The results obtained so far indicate that further improvement is possible. Nev-
ertheless, they are not directly comparable to other results presented in this chapter and are
therefore not presented here. An in-depth study of this approach is left for further research.
The results obtained by combining the effects of various patch sizes, incorporation of
absolute positions and discriminative training of mixture weights as shown in Table 8.19 are
very competitive. They will be compared with the results other group report for the same
tasks later on in this chapter.
8.2 Log-Linear Models
In this section, results for the log-linear maximum entropy model presented in Chapter 5 are
given. We proposed two different types of features for this model.
• In the simple approach, the features are the PCA-transformed patch pixels. This leads
to a compact model with few parameters.
• A more sophisticated approach is to apply Maximum Likelihood training on the patch
first, obtaining a given number of patch clusters, and then using the cluster emission
probabilities or their negative logarithm as features for the log-linear model.
8.2.1 Discriminatively Trained Patches
The results for the pixel-based approach are shown in Table 8.20. For this experiment, 200
wavelet-based salient interest points with a single fixed size of 11 × 11 pixels are used for
patch extraction, where the patches are PCA-transformed keeping 40 coefficients.
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Table 8.20: Log-linear model error rates [%] for pixel-based features.
Caltech PASCAL
Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
8.1 12.9 6.6 16.5 38.5 31.4 12.2
Table 8.21: Log-linear model error rates [%] for emission probability features.
Caltech PASCAL
Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
17.5 21.0 7.0 16.5 39.9 31.3 12.2
Although the error rates for the comparably easy Caltech tasks indicate that classification
is feasible using the log-linear model in combination with the pixel-based features, obviously
the performance is worse compared to the results obtained with Gaussian mixture models.
Especially for the challenging PASCAL tasks the performance is poor. As it seems, this
model is too restricted to successfully deal with the complexity of the images contained in
the PASCAL database.
8.2.2 Discriminatively Trained Emission Probabilities
When using the cluster emission probabilities as features, the results degrade, as shown in
Table 8.21. For this experiment, again 200 wavelet-based salient interest points with a single
fixed size of 11 × 11 pixels are used for patch extraction, keeping 40 coefficients after PCA
transformation. These patches are clustered into 256 class-dependent clusters using Maxi-
mum Likelihood training, and the negative logarithms of the cluster emission probabilities
− log p(xn,l|c, k) of the l-th patch from image Xn are used as features. Using the negative
logarithm ensures a numerically more stable computation, as we found out that the emission
probabilities p(xn,l|c, k) may have values of up 1020 and beyond.
Nevertheless, the obtained results are not at all satisfactory and prove that the proposed
modeling is apparently not suitable to classify images successfully. Therefore, log-linear mod-
els are not investigated in more detail here.
8.3 Sparse Histograms
The results obtained by classifying images represented as sparse histograms are shown in
this section. First, suitable values for the parameters affecting the histogram size have to be
determined. This includes the number of dimensions and the number of different values in each
dimension. Furthermore, different choices for the membership function, which determines in
which histogram bin a patch is inserted, are discussed.
Then, different patch sizes are tested and their effect on the classification result is inves-
tigated. Note that regarding the patches this is the only parameter which has to be set, as
no choice regarding the patch locations and the amount of patches is needed. With sparse
histograms, we can afford to extract at patch a each potential position of an image (except
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for positions too close to the image border). Also, the effect of adding the (absolute) patch
positions into the histogram is studied.
Finally, the three different classification methods described in Section 6.3 are compared:
nearest neighbor search, the log-linear models, and support vector machines.
Baseline Setup
The initial experiments with sparse histograms are performed using the following setup: as
the patch extraction procedure is very time consuming once that patches are extracted at
each possible position, the images are down-scaled to half the size in both directions. The
patch size is set to 6 × 6 pixels, which is comparable to the size of 11 × 11 pixels extracted
from the unscaled images used for the Gaussian mixture model experiments.
Due to the PCA transformation of the pixel data, the choice of the membership function
is not trivial. While untransformed pixels have values between 0 and 1, after PCA transfor-
mation the values cannot be bound to a fixed interval. We propose the following membership
function q(H):
- For all patches of all training images, let xl = (xl1 , . . . , xlD) be the l-th PCA-transformed
patch with D coefficients.
- (µ1, . . . , µD) denotes the mean vector and (σ1, . . . , σD) the variance vector of all xl.
- Each patch x = (x1, . . . , xD) is assigned a “dimension value vector” S = (s1, . . . , sD) as
follows:
sd =

0 : if xd < µd − α · σd
v − 1 : if xd > µd + α · σd
round
(
(v − 1) · xd−µd+α·σd2·α·σd
)
: otherwise
(8.3)
where v is the number of different possible values per dimension, and “round(. . .)”
rounds a real number towards the nearest integer. Note that 0 ≤ sd < v holds for
all d ∈ {1, . . . , D}.
- Finally, q assigns each patch a corresponding histogram bin by uniquely mapping the
dimension value vector onto the bins numbered from 0 to vD − 1.
q (x1, . . . , xD) =
D∑
d=1
sd · vd−1 (8.4)
The crucial parameter for choosing the proposed membership function is α that deter-
mines which part of S is represented by the histogram, where coefficients outside of
it are cropped accordingly. We will use the notation qα(H) in the following. In the
baseline setup, α = 1.5 is chosen.
Classification is done using the nearest neighbor decision rule with the Jenson-Shannon diver-
gence.
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Table 8.22: Error rates [%] for sparse histograms of different size.
Caltech PASCAL
# dim # values # bins Airpl. Faces Motorb. Bicyc. Cars Motorb. Peop.
4 4 256 4.8 17.7 7.0 11.9 15.7 15.4 11.3
4 5 625 5.0 17.7 7.1 11.2 17.3 15.8 10.3
5 4 1024 5.5 14.1 6.1 10.4 17.3 15.5 11.0
5 5 3125 4.8 13.8 5.6 11.6 19.6 18.4 11.6
6 4 4096 4.6 10.6 5.5 10.9 22.5 20.3 12.5
6 5 15625 5.4 12.4 5.3 13.4 23.5 22.4 13.1
7 4 16384 5.6 10.6 7.3 13.1 28.0 25.4 14.5
8 4 65536 7.6 11.3 13.4 13.5 28.0 21.0 17.6
7 5 78125 6.3 15.2 13.9 14.7 26.4 21.0 19.4
Table 8.23: Error rates [%] for sparse histograms with different membership func-
tions.
Caltech PASCAL
α Airpl. Faces Motorb. Bicyc. Cars Motorb. Peop.
0.75 3.1 10.6 6.9 12.2 19.0 21.2 13.5
1.0 4.4 13.4 6.0 11.6 21.0 20.6 13.5
1.25 3.9 12.0 5.4 11.5 21.8 21.2 13.9
1.5 4.6 10.6 5.5 10.9 22.5 20.3 12.5
1.75 4.9 12.4 5.0 11.0 21.3 18.6 12.0
8.3.1 Different Histogram Sizes
As discussed in Section 6.1, we expect the comparability of the sparse histograms to depend
on the histogram sizes. Therefore, before we perform any other experiments, a proper size
has to be established, which depends on the number of dimensions and the number of possible
values per dimension. The results for different feasible combinations for both parameters is
given in Table 8.22. The results for the Caltech tasks show that both too small and too
large histograms, i.e. too few or to many dimensions and/or values per dimensions, degrade
the results. A medium size of 6 dimensions and 4 values per dimension is chosen for further
experiments, although the results may vary even for small differences of the size significantly.
Apparently, this is caused by discretization effects. For the PASCAL tasks, the results are in
general bad. Obviously, the complex images contained in the PASCAL databases are hard to
distinguish by the means of histograms.
The effect of the parameter α for the membership function is presented in Table 8.23. The
optimal value for α varies from task to task. As the results do not reveal an optimal value,
the initial choice of α = 1.5 is maintained for further sparse histogram experiments.
8.3.2 Different Patch Sizes
In Section 8.1.2 it turned out that using a combination of various patch sizes significantly
improves the classification. Here we want to study if this holds for to sparse histograms, too.
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Table 8.24: Error rates [%] for sparse histograms with different patch sizes.
Caltech PASCAL
patch size Airpl. Faces Motorb. Bicyc. Cars Motorb. Peop.
4×4 5.4 14.7 4.8 11.5 23.1 21.0 12.6
6×6 4.6 10.6 5.5 10.9 22.5 20.3 12.5
11×11 6.0 11.5 7.0 11.5 22.2 22.3 11.9
16×16 6.0 9.0 8.6 12.0 23.9 23.9 12.6
combination 4.9 12.7 6.1 10.6 16.0 15.2 11.6
Table 8.25: Error rates [%] for sparse histograms with spatial information.
Caltech PASCAL
spatial information Airpl. Faces Motorb. Bicycles Cars Motorb. People
yes 9.1 6.5 6.8 11.8 20.3 16.4 13.6
no 4.9 12.7 6.1 10.6 16.0 15.2 11.6
Table 8.24 shows the result for different patch sizes and for a combination of them. The sizes
are 4×4, 6×6, 11×11 and 16×16. As the images are scaled to 50% of their size, these values
correspond best to the patch sizes used for the Gaussian mixture experiments. To combine
the patches of different sizes, they are scaled to a common size of 8×8 after extraction before
they are furtherly processed. There is no single patch size which performs best on all tasks.
While for the PASCAL tasks a combination of the four different sizes improves the results
clearly, this does not hold for the Caltech tasks. As the degradation compared to the patch
size of 6×6 pixels is not too high, for further experiments the combination of the four different
sizes is used.
8.3.3 Spatial Information
A major advantage of the sparse histogram representation we proposed is that position in-
formation can be incorporated in a very straightforward way: the dimensionality of the his-
tograms is increased by 2, where the two additional dimensions represent the horizontal and
the vertical position of the patches in the images. Thus, for the following experiments with
spatial information included the histograms consist of 8 dimensions with 4 different values
per dimension, such that they can contain up to 65536 bins. Without spatial information,
the number of dimensions is 6 and therefore the histograms can contain up to 4096 bins. The
results are shown in Table 8.25. Except for the Caltech faces tasks for which strong improve-
ment using spatial information can be reported, the error rates increase. We believe that this
result is due to the four times larger sizes of the histograms which degrades the comparability
and overcompensates the improvement which is possible by including the patch positions.
8.3.4 Different Classifiers
To investigate the results with spatial information further, we apply several other classifica-
tion methods to the sparse histograms to study if they are affected by the histogram size
in the same way as nearest neighbor search with the Jenson-Shannon-divergence: nearest
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Table 8.26: Error rates [%] for sparse histograms with different classifiers.
classifier spatial Caltech PASCAL
information Airpl. Faces Motorb. Bicycles Cars Motorb. People
NN, JSD yes 9.1 6.5 6.8 11.8 20.3 16.4 13.6
NN, JSD no 4.9 12.7 6.1 10.6 16.0 15.2 11.6
NN, HDM yes 6.5 7.6 6.9 10.7 18.6 16.3 11.6
NN, HDM no 4.8 13.6 7.0 8.7 15.2 13.4 10.9
SVM yes 0.8 4.4 1.3 10.0 11.2 6.4 6.7
SVM no 2.4 4.1 2.3 9.3 13.5 9.9 8.9
MaxEnt yes 1.9 3.9 1.8 9.3 10.3 4.9 6.7
MaxEnt no 3.5 7.8 4.8 10.3 9.7 10.2 8.1
neighbor search with the histogram distortion model distance, a log-linear maximum entropy
classifier and support vector machines have been presented in Chapter 6.3. Table 8.26 shows
the results for each of the different methods with spatial information included and omitted.
The results clearly indicate that the discriminative approaches perform significantly better
than the nearest neighbor search. For challenging PASCAL tasks this is not surprising, but
also for Caltech tasks the error rates sink substantially. Furthermore, using support vector
machines or the log-linear maximum entropy classifier, adding the patch positions improves
the results substantially, which verifies our assumption on the improvement which is possible
by spatial information. Apparently, these two classifiers are more robust to increasing his-
togram sizes than the nearest neighbor search which strongly depends on the comparability
of the histograms with respect to distance measure used.
Although the sparse histograms can not compete with the Gaussian mixture models with
respect to the excellent results obtained by that method, the results presented here show that
this simple and straightforward method to recognize objects reveals a satisfying performance.
8.4 Comparison to Other Methods
In this section, the results we have presented so far are compared to the best results other
groups report for the Caltech and PASCAL tasks. The results for the Gaussian mixture
model experiments are obtained using the following setup:
• Features:
– 200 patches extracted around wavelet-based salient interest points
– 200 patches extracted around randomly chosen points
– 4 different patch sizes: 5 × 5, 11 × 11, 21 × 21, and 31 × 31 pixels
– Preprocessing: PCA transformation keeping 40 coefficients
• Gaussian mixture densities:
– 256 untied (class-dependent) mixtures per class
– Mixtures estimated by Maximum Likelihood training and optimized by discrimi-
native training
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Table 8.27: Equal error rates [%] for different approaches for the Caltech database.
Caltech
Approach Airplanes Faces Motorbikes
This work, Gaussian mixture model 0.5 0.0 0.3
Boosting weak hypothesis, [Opelt & Pinz+ 06] 2.5 0.0 5.7
Discr. trained histograms, [Deselaers & Keysers+ 05b] 1.4 3.7 1.1
This work, sparse histograms with MaxEnt 1.8 3.7 1.8
PCA SIFT [Zhang & Yu+ 05] 0.8 1.6 8.5
Constellation Model, [Fergus & Perona+ 03] 6.4 9.7 2.7
Table 8.28: Equal error rates [%] for different approaches for the PASCAL database.
PASCAL
Approach Bicycles Cars Motorb. People
Discr. scale inv. descriptors [Dorko & Schmid 03] 7.0 3.9 2.3 8.3
This work, Gaussian mixture model 1.6 5.1 3.0 8.6
This work, sparse histograms with MaxEnt 12.4 9.8 6.0 11.9
Discr. trained histograms [Deselaers & Keysers+ 05b] 13.2 7.5 6.0 13.9
SIFT features [Lowe 04] 31.3 20.7 27.8 42.9
• Spatial information: absolute patch positions, 16 position distributions for each appear-
ance cluster
The results for the sparse histogram experiments are obtained using the following setup:
• Features:
– patches extracted at each possible image position
– 4 different patch sizes: 4 × 4, 6 × 6, 11 × 11, and 16 × 16 pixels
– Preprocessing: image scaled to half their size, PCA transformation keeping 40
coefficients
• Histogram properties:
– 6 dimension for the patch appearance and 2 dimensions for the absolute patch
position
– 4 different values for each dimension
– Membership function: qα as described in Section 8.3 with α = 1.5
• Classification with support vector machines and maximum entropy classifier
For the Caltech tasks, Table 8.27 shows that the results obtained with the Gaussian mixtures
are outstanding, and no other group has reported equally well results up to now. Concerning
the PASCAL tasks, the results are very well, too, while not yet optimal for all tasks as can be
seen in Table 8.28. Nevertheless, the proposed method performs significantly better than the
discriminatively trained histogram approach presented in [Deselaers & Keysers+ 05b], which
served as a starting point for the work presented in this thesis.
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Chapter 9
Conclusion and Outlook
Conclusion
In this work, we have proposed three different methods to recognize objects. In particular,
the interest was on object recognition in “complex” images which proves to be a challenging
task, as several factors complicate a successful recognition, among them clutter, occlusion
and object transformations like translation and scaling.
All three methods use image patches as features for recognition. We have pointed out in
detail why we consider patches to be well-suited features to represent complex images.
The first model we presented is a generative approach based on Gaussian Mixture models.
As the number of patches derived from an image needs to be limited to a feasible number,
several methods to derive patches from images were studied. In this context, the following
parameters were investigated in particular:
• Patch locations
• Patch size
• Number of patches per image
• PCA transformation
Concerning the patch locations, we achieved best results by combining wavelet-based salient
interest points and random points. This combination yields a combination of extraction
points in homogenous regions and in regions of high variance. We tested several patch sizes
to represent small, middle-sized and large object parts and found out that a combination of
multiple patch sizes outperforms any single size. While slight improvements are possible by
using a larger number of patches, we chose to extract 200 patches per image to keep the time
necessary for training and classification at a feasible level. Regarding the PCA transformation,
we encountered 40 PCA coefficients to be sufficient.
Furthermore, different preprocessing steps have been investigated. We discovered that a
brightness normalization does not improve the results.
Initially accounting for the appearance of patches only, the model was extended to in-
corporate spatial relationships. This is interesting as many approaches to object recognition
presented so far ignore spatial relationships completely. While in our work the extension
worked very well for absolute patch positions, the performance with the more promising
relative patch positions could not compete with that of the absolute positions.
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Further improvement was refining by optimizing parameters of the model using discrimi-
native training methods, such that outstanding results on different classification tasks could
be achieved. In particular, for all three tasks of the Caltech database the classification makes
hardly any errors at all.
As an alternative, discriminative log-linear models have been presented. Although being
similar to a discriminative model for which good results were repeated, we were not able to
produce comparable results with our method.
Finally, we investigated the use of histograms to recognize objects. While histograms
provide a straightforward way to represent properties of images like brightness and textures,
the use of histograms to represent image patches requires a special, sparse structure. We
have studied this approach and found feasible values to construct such histograms. Nearest
neighbor search as the simplest way to classify histograms provided results which were not sat-
isfying. Nevertheless, these results could be strongly improved by applying other well-known
machine learning methods, namely log-linear models and support vector machines. Also there,
the incorporation of absolute position information improved the recognition results.
Outlook
Concerning the highly successful Gaussian mixture model presented in this work, in some
aspects further investigations appear promising.
First, it is not clear why the model extension towards relative positions performs worse
than the extension towards absolute position. The translation invariance, an inherent prop-
erty of image patches, is lost when accounting for the absolute positions of the patches. When
accounting for the relative positions, the spatial relationships between pairs of patches are
considered. It has to be studied whether the modelling of the relative positions is inappro-
priate, or if the absolute position extension performs so well because the lack of translation
invariance does not matter.
While the extension towards relative patch positions preserves translation invariance, scale
invariance is lost to a certain degree, because if objects appear larger or smaller relative to
the image size, the relative orientations of its parts remain constant in the sense of direction,
but not in the sense of distance.
Another issue which has been arisen during this work and which could not sufficiently
been explained up to now is the behavior of discriminative training for the cluster weights
of the Gaussian mixtures: the results could only be improved by imposing the restriction
that only those training images are used in each update step which have been classified worst
in the previous update step. Currently we are not able to explain why the results are not
improved using all images for training.
We have proposed to discriminatively train not only the mixture weights, but also the
parameters of the mixtures itself, i.e. its means and covariances. Only informative experiments
have been performed so far, which show that improvements are possible. Still, an exhaustive
evaluation of this approach is left for future research.
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Appendix A
Segmented Training Data
In this work, we have presented different approaches to object recognition. None of them
requires any segmentation of the training images. In this chapter, we study how the Gaussian
mixture model behaves once segmented training data can be used. For the training images of
the PASCAL database, the objects to be learned are annotated, which means that for each
object a bounding box is given that specifies the position of the object in the image. An
example for such an annotation is shown in Figure A.1: to the left, a car image is shown,
where the annotation of the car is depicted by a dashed white line around it. To the right,
patches extracted from the image are shown. Using the annotation, the patches are extracted
from the segmented area only.
To compare the effect of learning from segmented training data with learning from un-
segmented training data, two recognition experiments are performed with identical setup.
Wavelet-based salient points are used to extract 200 patches of 11 × 11 pixels which are
PCA-transformed keeping 40 coefficients. 256 class-dependent mixtures are estimated using
Maximum Likelihood training. The position of the patches is not accounted for in classifi-
cation. The only difference is that without annotations, the patches are extracted from the
whole image, whereas using segmented training data the patches are extracted from the an-
notated area only, such that far less “noise” is collected. But, as one can see from Table A.1,
the results do not improve. For most of the tasks, the results even degrade.
Apparently, our model does not profit from learning from uncluttered data, which indicates
that it is robust to clutter and well suited to deal with complex, cluttered images. Another
explanation for this result might be, that the surrounding of the objects to be recognized
contains information that can facilitate the recognition. For example, when recognizing cars,
streets might be more often visible than in scenes showing people.
Table A.1: Equal error rates [%] for the PASCAL database using annotations.
PASCAL
Annotations Bicycles Cars Motorb. People
Yes 12.3 12.7 13.4 21.4
No 11.0 11.1 10.6 22.6
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Figure A.1: Left: annotated car. Right: patches extracted from the annotated image.
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Appendix B
Discriminative Training of Mixture
Weights
In Chapter 4.3, we defined a function Fcw of the cluster weights p(c|k). Combining Equations
(4.18) and (4.19) results in:
Fcw (p(c|k)) =
N∑
n=1
log p(kn|{xL1 }n)
=
N∑
n=1
log
1
L
L∑
l=1
p(kn)
Ckn∑
c=1
p(c|kn) · p(xl|c, kn)
∑
k′
p(k′)
Ck′∑
c=1
p(c|k′) · p(xl|c, k′)
In the update steps of the discriminative training, the derivative of Fcw with respect to the
cluster weights needs to be determined. Here, the formal calculation of the derivative is
presented.
∂Fcw(p(c|k))
∂p(c|k) =
∂
∂p(c|k)
N∑
n=1
log
1
L
L∑
l=1
p(kn)
Ckn∑
c′=1
p(c′|kn) · p(xn,l|c′, kn)
∑
k′
p(k′)
Ck′∑
c′=1
p(c′|k′) · p(xn,l|c′, k′)
=
N∑
n=1
∂
∂p(c|k)
log 1L
L∑
l=1
p(kn)
Ckn∑
c′=1
p(c′|kn) · p(xn,l|c′, kn)
∑
k′
p(k′)
Ck′∑
c′=1
p(c′|k′) · p(xn,l|c′, k′)

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=
N∑
n=1
1
1
L
L∑
l=1
p(kn)
CknP
c′=1
p(c′|kn)·p(xn,l|c′,kn)
P
k′
p(k′)
Ck′P
c′=1
p(c′|k′)·p(xn,l|c′,k′)
· 1
L
L∑
l=1
∂
∂p(c|k)
p(kn)
Ckn∑
c′=1
p(c′|kn) · p(xn,l|c′, kn)
∑
k′
p(k′)
Ck′∑
c′=1
p(c′|k′) · p(xn,l|c′, k′)
=
N∑
n=1
1
L∑
l=1
A
B
· A
′ ·B −A ·B′
B2
where
A = p(kn)
Ckn∑
c′=1
p(c′|kn) · p(xn,l|c′, kn)
A′ = p(kn) · p(c|kn) · p(xn,l|c, kn) · δk,nn
B =
∑
k′
p(k′)
Ck′∑
c′=1
p(c′) · p(xn,l|c′, k′)
B′ = p(k) · p(c) · p(xn,l|c, k)
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Appendix C
Software Documentation
This chapter gives a brief overview of the software that has been implemented to evaluate
the object recognition methods proposed in this work. The software was developed using
the FIRE 1 (Flexible Image Retrieval Engine) framework, which is developed at the Chair
of Computer Science 6 at the RWTH Aachen University. The following programs have been
added to FIRE or have been extended substantially:
• Classifiers:
– lfmixturedensities: a classifier using untied Gaussian mixture densities.
– lftiedmixturedensities: a classifier using tied Gaussian mixture densities.
– lfmaxentclassify : a classifier using log-linear maximum entropy models.
– shfclassify : classifier for sparse histograms (same functionality as in FIRE)
• Training programs:
– trainclusterweightsdiscriminative: discriminative training for Gaussian mixture
weights.
– trainclustervariancesdiscriminative: discriminative training for Gaussian mixture
densities.
• Feature extraction programs:
– extractlocalfeatures: extract patches from images.
– extractsparsepatchhistograms: derive sparse histograms from images.
• Tools to manipulate data:
– lfcreatejf : tool to save patches in a file format which is compatible with lfmaxent-
classify.
– jf2arff : converter tool for the file format of the WEKA data mining toolkit2
[Witten & Frank 05].
1http://www-i6.informatik.rwth-aachen.de/~deselaers/fire.html
2http://www.cs.waikato.ac.nz/ml/weka/
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Appendix D
Notation
The following table gives an overview of the symbols which are repeatedly used in this work.
Table D.1: Symbols used in this work.
Symbol Description
X an image
xl feature vector representing the l-th patch in image X
xn,l feature vector representing the l-th patch in image Xn
L number of patches extracted from each image
N number of training images
{xL1 } set of L feature vectors {x1, . . . , xL}
yl position of the l-th patch in image X
zλ,l relative position of the l-th patch to the λ-th patch in image X
{zL1 }l relative positions of the l-th patch to all other patches of the same image
r decision rule
c a cluster of feature vectors
µc,Σc mean vector and covariance matrix of cluster c
Ck number of clusters for class k
cl cluster whose center is most similar to the feature vector xl
k object class
kn object class of image Xn
fi feature function in log-linear models
λk,i weight for feature i of class k in log-linear models
H a histogram
d number of dimensions in a histogram
v number of different values per dimension in a histogram
M number of bins in a histogram
ci, cˆi absolute and relative count for the i-th bin in a histogram
q membership function for histograms
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