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SECOND MOMENTS OF RANKIN-SELBERG CONVOLUTIONS AND
SHIFTED DIRICHLET SERIES
JEFF HOFFSTEIN AND MIN LEE
Abstract. In this paper we work over Γ0(N), for any N , and write the spectral moment of a
product of two distinct Rankin-Selberg convolutions at a general point on the critical line 1
2
+ it as
a main term plus a sharp error term in the t aspect and the spectral aspect. As a result we obtain
hybrid Weyl type subconvexity results in the t and spectral aspects. Also, for fixed modular forms
f , g of even weight k ≥ 4 we show there exists a Maass cusp form uj such that L(1/2, f × uj),
L(s, g¯ × uj) are simultaneously non-zero.
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1. Introduction
The object of this paper is to study the spectral moment of a product of two Rankin-Selberg
convolutions of holomorphic newforms with Maass cusp forms in L2(Γ0(N)\H). We will begin, in
the following section, by introducing notations for the spectral decomposition of the space .
1.1. The basis for L2(Γ0(N)\H). Let H = {x+ iy : x ∈ R, y > 0} be the Poincare´ upper half
plane. For any ϕ1, ϕ2 ∈ L2(Γ0(N)\H), we define the Petersson inner product
(1.1) 〈ϕ1, ϕ2〉 =
∫∫
Γ0(N)\H
ϕ1(z)ϕ2(z)
dx dy
y2
.
Let {uj}j≥0 be an orthonormal basis (with respect to the Petersson inner product) for the
discrete part of the spectrum of the Laplace operator on L2 (Γ0(N)\H). We will assume the
basis is simultaneously diagonalized with respect to Hecke operators corresponding to any integer
relatively prime to N . Let sj(1 − sj), for sj ∈ C, be an eigenvalue of the Laplace operator for uj
for each j ≥ 0. Then we have the Fourier expansion
(1.2) uj(z) =
∑
n 6=0
ρj(n)
√
yKirj (2π|n|y)e2πinx .
Here sj =
1
2 + irj for rj ∈ R or 12 < sj < 34 (if exists, for finitely many j’s), and
(1.3) Kν(y) =
1
2
∫ ∞
0
e−
1
2
y(t+t−1)tν
dt
t
,
for ν ∈ C and y > 0, is theK-Bessel function. We further diagonalize the basis under the action z 7→
−z¯; there exist ǫj ∈ {0, 1} such that uj(−z¯) = (−1)ǫjuj(z). We then have ρj(−m) = (−1)ǫjρj(m)
for any m 6= 0.
The Eisenstein series for Γ = Γ0(N) are indexed by the cusps a ∈ Q ∪ {∞}. For each cusp
a ∈ Q ∪ {∞}, let σa ∈ SL2(R), with σa∞ = a, be a scaling matrix for the cusp a, i.e., σa is the
unique matrix (up to right translations) such that σa∞ = a and
(1.4) σ−1
a
Γaσa = Γ∞ =
{
±
(
1 b
0 1
) ∣∣∣∣ b ∈ Z
}
,
where
(1.5) Γa = {γ ∈ Γ | γa = a} .
For a cusp a, define the Eisenstein series at the cusp a to be
(1.6) Ea(z, s) =
∑
γ∈Γa\Γ
ℑ(σ−1
a
γz)s,
with the following Fourier expansion:
(1.7) Ea (z, s) = δa,∞y
s + τa (s, 0) y
1−s +
∑
n 6=0
τa (s, n)
√
yKs− 1
2
(2π|n|y)e2πinx.
We follow [You19] and give an explicit description of the Eisenstein series Ea(z, s) in §3.2.
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1.2. The object of study: Second moment of Rankin-Selberg convolutions. In this paper
we study an average over the spectrum of L-functions of the degree 8 Euler product which arises
from the product of the two Rankin-Selberg convolutions, with arguments on the critical line, of f
with uj and g with uj . Our main objective is to write this as a main term plus a sharp error term.
One consequence of this is that we derive a simultaneous non-vanishing result given in Corollary 1.6.
We also provide a proof for general N of some subconvexity estimates for Rankin-Selberg L-series
that are uniform in the spectral aspect, and t. These were proved in the N = 1 case in [JM06], and
without the t dependence by [LLY06], and will be discussed below.
The method does not allow us to keep track of the explicit dependence on the weight k and the
level N . This is due to a gap in the literature. A crucial ingredient in our work is an estimate
for sums of triple products, due to Bernstein, and Reznikov (see [HH16, Proposition 4.1] for a
statement):
(1.8)
∑
|rj |<T
| 〈uj, Vf,g〉 |2eπ|rj | +
∑
a
∫ T
−T
| 〈Ea(∗, 1/2 + ir), Vf,g〉 |2eπ|r| dr ≪N,k T 2k log(T ).
Here Vf,g(z) = f(z)g(z)y
k. Unfortunately the implied constant has an unknown dependence on N
and k. Consequently, all implied constants in this paper will be assumed to depend on ǫ > 0 if
appropriate, and on N and k.
We deal with the case of general N , not necessarily square free. However, the notation becomes
sufficiently more complicated,in the case of N > 1 (mostly because of the Mass cusp oldforms and
cusps of Γ0(N)), that we feel it would be clearer to first present the results for N = 1. The general
case, given in §1.5, has exactly the same form as the level N = 1 case §1.3, with dependence on the
primes dividing N .
We again remark that, to make notation less cumbersome, throughout this paper every implied
constant in a ≪ or O expression will be assumed to depend on N , k and, if relevant, ǫ > 0.
Let f and g be weight k holomorphic newforms for Γ0(N) with the following Fourier expansions:
f(z) =
∞∑
n=1
a(n)e(nz) and A(n) = a(n)n−
k−1
2 ,(1.9)
g(z) =
∞∑
n=1
b(n)e(nz) and B(n) = b(n)n−
k−1
2 .(1.10)
Here we assume that k is an even positive integer and k ≥ 4.
With the spectral decomposition in §1.1, the Rankin-Selberg convolution of the cusp form f with
an L2-normalized Maass cuspform uj , and f with the Eisenstein series Ea at each cusp a, is written
as
(1.11) L(s, f × uj) = ζ(N)(2s)
∞∑
m=1
A(m)ρj(m)
ms
and
(1.12) La(s, ir; f) = ζ(N)(2s)
∞∑
m=1
A(m)τa(1/2 + ir,m)
ms
.
Here ζ(N)(s) =
∏
p|N(1− p−s)ζ(s).
Let us remind that we take the orthonormal baiss {uj}j≥0 simultaneously diagonalized with
respect to Hecke operators Tn, gcd(n,N) = 1. When uj is a newform of level N , we choose uj to
be an eigenfunction of all Hecke operators Tn (when n | N , the traditional notation is Un, but we
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use Tn for any positive integer n) with eigenvalues λj(n) for n ∈ Z≥1. Then ρj(n) = ρj(1)λj(n)
and we have
(1.13) L(s, f × uj) = ρj(1)ζ(N)(2s)
∞∑
m=1
A(m)λj(m)
ms
= ρj(1)L(s, f × uj).
Recall that by [HL94, Appendix], when the uj are normalized to have L
2-norm 1 then
(1.14) (1 + |rj |)−ǫ ≪ |ρj(1)|2e−π|rj | ≪ log(1 + |rj |),
so |ρj(1)|2(cosh(πrj))−1 is close to a constant. The relationship between the two definitions of the
Rankin-Selberg convolution is not quite as straightforward when uj is not a newform as it is in
(1.13). This is why this notation L(s, f×uj) is introduced. We will only use L(s, f×uj) for general
level N > 1.
We now introduce the test function we will use for our spectral expansion. Following [Iwa02, §9],
let h(r) be a function satisfying the following conditions:
(1) h(r) is even;
(2) h(r) is holomorphic in the strip; |ℑ(t)| ≤ 1/2 + ǫ;
(3) h(r)≪ (|t|+ 1)−2−ǫ in the strip;
(4) h(±i/2) = 0.
For our applications, we would like h(r) to have another property: Fix T ≫ 1 and 13 < α < 23 .
We will require that h(r) decays exponentially when |T − |r|| ≫ Tα and remains close to constant
when |T − |r|| ≪ Tα. The specific example that we will use for the present application is
(1.15) h(r) = hT,α(r) =
(
e−(
r−T
Tα )
2
+ e−(
r+T
Tα )
2)( r2 + 14
r2 +R
)
for 1≪ R < T 2.
We consider the following second moment for Rankin-Selberg convolution for level N ≥ 1:
(1.16) S(s, t; f, g;h) :=
∑
j
h(rj)
cosh(πrj)
L(1/2 + it, f × uj)L(s¯, g × uj)
+
∑
a
1
4π
∫ ∞
−∞
h(r)
cosh(πr)
La(1/2 + it, ir; f)La(s¯, ir; g) dr.
1.3. Statement of results in the case N = 1. When N = 1, the second moment (1.16) can be
written as
(1.17) S(s, t; f, g;h) =
∑
j
h(rj)
cosh(πrj)
|ρj(1)|2L(1/2 + it, f × uj)L(s, g¯ × uj)
+
∫ ∞
−∞
h(r)
cosh(πr)
L(1/2 + it+ ir; f)L(1/2 + it− ir; f)L(s+ ir; g)L(s − ir; g)
Γ
(
1
2 + ir
)
Γ
(
1
2 − ir
)
ζ(1 + 2ir)ζ(1− 2ir) dr.
Here
(1.18) L(s, f) =
∞∑
n=1
A(n)
ns
is the L-function for f .
We will give in Theorem 1.3 an expression of S(s, t; f, g;h) for all N ≥ 1 and all h satisfying
the conditions listed in §1.2 as a main term plus some explicit presumed error terms. This is for
potential future applications with different versions of h. However our primary objective is to write
the spectral piece of S(s, t; f, g;h) in (1.16) (and in (1.17) when N = 1), that is, the sum over j, as
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a main term plus an error term for the specific h, defined in (1.15), for sufficiently large T . In fact,
note that the definition of h = hT,α in (1.15) has the effect of making the sum over j a smoothed
sum over the interval
(1.19) |T − |rj || ≪ Tα
of L(1/2 + it, f × uj)L(s, g¯ × uj), weighted by |ρj(1)|
2
cosh(πrj)
, which, by (1.14), lies in the interval
(1.20) (1 + |rj |)−ǫ ≪ |ρj(1)|
2
cosh(πrj)
≪ log(1 + |rj |).
Let
(1.21) H0(ix;h) :=
1
π2
∫ ∞
−∞
h(r)r tanh(πr)
Γ
(
ir + ix+ it+ k2
)
Γ
(−ir + ix+ it+ k2)
Γ
(
ir + it+ k2
)
Γ
(−ir + it+ k2) dr.
We note that it is easily checked that, taking h = hT,α, given in (1.15), as T →∞
(1.22) H0(0;hT,α) ∼ 2π−
3
2T 1+α.
For |x| ≪ T β, with β < 1− α,
(1.23) H0(ix;hT,α)≪ T 1+α
and finally, for 1− α < β < 1 and |x| = T β, H0(ix;hT,α) decays exponentially in T .
For ℜ(s) = 12 and t ∈ R let
(1.24) M(s, t) = ζ(2s)ζ(1 + 2it)H0(0;h)L(s + 1/2 + it, f × g¯)
ζ(2s+ 1 + 2it)
+ (2π)4itζ(2s)ζ(1− 2it)H0(−2it;h)L(s + 1/2 − it, f × g¯)
ζ(2s+ 1− 2it)
+ (2π)4s−2+4itζ(2− 2s)ζ(1− 2it)H0(−2s + 1− 2it;h)L(3/2 − s− it, f × g¯)
ζ(3− 2s− 2it)
+ (2π)4s−2ζ(2− 2s)ζ(1 + 2it)H0(−2s+ 1;h)L(3/2 − s+ it, f × g¯)
ζ(3− 2s+ 2it) .
Take s = 12 − it′, with t′ = ±t. If t′ = t, and 1−α < β < 1, then, because of the exponential decay
of H0(±2it;h), the above simplifies considerably to (when f 6= g)
(1.25) M(s, t) = 2H0(0;h) |ζ(1 − 2it)|
2
ζ(2)
L(1, f × g¯).
See the proof of Corollary 1.6 below for details. Our main theorem, in the case N = 1 is:
Theorem 1.1. Fix T ≫ 1, ǫ > 0, and t with t = 0 or |t| = T β, with β < 1. Let 13 < α < 23
and h = hT,α as in (1.15). Set s =
1
2 − it′, with t′ = ±t. The second moments of Rankin-Selberg
convolutions S(s, t; f, g;h), defined in (1.17) are given by
(1.26) S(1/2 − it′, t; f, g;h) =M(s, t) +O
(
Tα+max(α,1−s(α,β;t
′)+ǫ)
)
,
where
(1.27)
s(α, β; t′) =


3α−1
2 if β < min{2α, 1 − α} or β = 1− α,
(2α− β)k+12 if 1− α < β < 2α and t′ = t,(
1− 3β2 + δk2
)
if 1− α < β < α+12 , 2β − 1 + δ = α < 23 , δ > 0 and t′ = −t.
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For general t in the given range, and any ǫ > 0,
M(s, t)≪ T 1+α+ǫ
and for any α, β in the given ranges, for appropriate choices of ǫ, T 1+α+ǫ will always dominate
the error term. When t = 0, M(1/2, 0) is asymptotic to T 1+αPd(log T ) where Pd(x) is a degree d
polynomial of x and the degree d = 3 when f = g and d = 2 when f 6= g. The leading coefficient
cf,g of Pd(x) is given by
(1.28) cf,g = π
− 3
2
2
ζ(2)
{
4L(1, f × g¯) when f 6= g,
8Ress=1L(s, f × f¯) when f = g.
Remark 1.2. Explicit descriptions of the error terms, without estimations, are given in Theorem 1.3.
This theorem is a special case of Theorem 1.4. For general N ≥ 1, this theorem remains true, as
given in Theorem 1.3 and Theorem 1.4, with the differences that the formulas for M(s, t) and cf,g
include dependence on N, k (given explicitly in (1.36) and (1.40) respectively) and the error term
is identical, except for an implied constant that depends on N and k.
As is done in [JM06], for β ≥ 1, it is possible to obtain useful, but weaker, upper bounds for the
error terms from the explicit formula in Theorem 1.4. We leave the computations to a time when
specific applications of these extremal cases arise.
1.4. Separating the discrete contribution from the continuous contribution. The ex-
pression S(s, t; f, g;h), defined in (1.17) combines both a discrete spectral sum over j, and the
continuous piece which is given by the integral:
(1.29)
S∞(s, t; f, g;h) =
∫ ∞
−∞
h(r)
cosh(πr)
L(1/2 + it+ ir; f)L(1/2 + it− ir; f)L(s+ ir; g)L(s− ir; g)
Γ
(
1
2 + ir
)
Γ
(
1
2 − ir
)
ζ(1 + 2ir)ζ(1− 2ir) dr.
As is seen in Theorem 1.1, when s = 12 − it′, the second moment S(s, t; f, g;h) is on the order
of at most a power of T 1+α+ǫ. The integral piece in (1.29), which corresponds to the continuous
spectrum, can be easily bounded from above after first using the approximate functional equation
to replace the product of the four L-series in the integral by essentially finite polynomials. Then a
mean value of a Dirichlet polynomial argument, in particular, see [IK04, Theorem 9.1], shows that
(1.30) S∞(1/2 − it′, t; f, g;h) = O
(
T 2max(α,β)+ǫ
)
.
This means that in any range where 1 + α > 2max(α, β), and s(α, β; t′) > 0 (given in (1.27)), the
upper bound for the main term will dominate the error and the discrete cuspidal spectral piece of
S(s, t; f, g;h) in (1.29), namely
(1.31)
∑
j
h(rj)
cosh(πrj)
|ρj(1)|2L(1/2 + it, f × uj)L(s, g¯ × uj),
has the potential (if it is actually on the order of its upper bound) to dominate the continuous
piece. Interestingly, there are ranges where the trivial bound for the continuous part exceeds the
main term, and yet the error term is less than the main term. For example, β = 1− ǫ, α = 12 − ǫ4 ,
and so it makes sense to include the continuous part on the left hand side, and not just absorb it
into the error term.
As the main term is a linear combination of terms it is hard to say in general that significant
cancellation does not occur and that it really obtains its estimated maximum value. However, in
the case t = 0, so s = 12 , the main term can be calculated precisely, as we saw in Theorem 1.1,
and is asymptotic to cf,gT
1+α(log T )d, with d = 2 when f 6= g, and d = 3 when f = g. Note
the definition of cf,g for general N is given in Theorem 1.4. The same error estimates relating the
6
sizes of the main terms and error terms are true in the case of general N as in the case N = 1.
Unfortunately, however, although the dependence on N in the continuous spectrum S∞(s, t; f, g;h)
for arbitrary level N can be made explicit, the dependence on N in other error terms is unknown.
As was remarked earlier, this is because of the unknown dependence on N of the triple product
estimate (1.8).
1.5. Statement of the main result for general N . To state our result for arbitrary level N ≥ 1,
we must introduce one more notation. For each cusp a ∈ Q ∪ {∞} for Γ0(N)\H, let
fa(z) = (f |σa)(z) =
∞∑
n=1
aa(n)e
2πinz;(1.32)
ga(z) = (g|σa)(z) =
∞∑
n=1
ba(n)e
2πinz(1.33)
be the Fourier expansions for f and g at the cusp a. Let
(1.34) La(s, f × g¯) = ζ(N)(2s)
∞∑
n=1
aa(n)ba(n)n
−k+1
ns
be the Rankin-Selberg convolution of fa and ga. When the cusp a is equivalent to ∞, we also write
L(s, f × g¯) = L∞(s, f × g¯). To describe the main term M(s, t) explicitly (see (1.36)) we use the
parameterization of cusps a given in [You19], explained in §3.2. The primordial form of our starting
place (before error terms are estimated) is given in the next theorem.
Theorem 1.3. For ℜ(s) = 1/2, we have
(1.35) S(s, t; f, g;h) =M(s, t) + E+(s, t) + E−(s, t),
where
(1.36) M(s, t) = ζ(2s)ζ(1 + 2it)H0(0;h)
∏
p|N
(1− p−2s)(1− p−1−2it)
1− p−2s−1−2it
L(s+ 1/2 + it, f × g¯)
ζ(2s+ 1 + 2it)
+ (2π)4itζ(2s)ζ(1− 2it)H0(−2it;h)N−2it
∏
p|N
(1− p−1)(1 − p−2s)
1− p−2s−1+2it
L(s+ 1/2 − it, f × g¯)
ζ(2s+ 1− 2it)
+ (2π)4s−2+4itζ(2− 2s)ζ(1− 2it)H0(−2s + 1− 2it;h)N−
1
2
−s−it
×
∑
a= 1
ca
(
a
gcd(a,N/a)
)−s+ 3
2
−it∏
p|N
a
(1− p1−2s)(1− p−2it)
1− p−3+2s+2it
∏
p|a
p∤N
a
(1− p−1)2
1− p−3+2s+2it
La(3/2 − s− it, f × g¯)
ζ(3− 2s− 2it)
+(2π)4s−2ζ(2−2s)ζ(1+2it)H0(−2s+1;h)N1−2s
∏
p|N
(1− p−1−2it)(1− p−1)
(1− p−3+2s−2it)
L(3/2− s+ it, f × g¯)
ζ(3− 2s+ 2it)
and the potential error terms E+(s, t) and E−(s, t) are described in (3.2) and (4.19). Here H0(ix;h)
is given in (1.21).
For our applications, we will use h = hT,α as defined in (1.15). Recall that for fixed T ≫ 1 and
1
3 < α <
2
3 , h(r) decays exponentially when |T − |r|| ≫ Tα.
Theorem 1.4. Fix T ≫ 1 and ǫ > 0. Take s = 12 − it′ in S(s, t; f, g;hT,α), defined in (1.35), for
t = 0 or |t′| = |t| = T β for 0 < β < 1. Then the second moment S(s, t; f, g;h) is given by
(1.37) S(1/2 − it′, t; f, g;h) =M(1/2 − it′, t) +O
(
Tα+max(α,1−s(α,β;t
′)+ǫ)
)
,
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where s(α, β; t′) as given in (1.27). Here M(s, t) is given in (1.36) and satisfies the upper bound
(1.38) M(s, t)≪ T 1+α+ǫ.
When t = 0, as T →∞,
(1.39) M(1/2, 0) ∼ T 1+αPd(log T ),
where Pd(x) is a degree d polynomial of x and the degree d = 3 when f = g and d = 2 when f 6= g.
The leading coefficient cf,g is given by
(1.40) cf,g = 2
dπ−
3
2
2
ζ(2)
∏
p|N
1− p−1
1 + p−1
{
L(1, f × g¯) when f 6= g,
Ress=1(s, f × f¯) when f = g.
Remark 1.5. More specifically, for general N , when f 6= g and s = 12 ± it, M(s, t) is given in (5.10)
and (5.11). When f = g and s = 12 ± it, M(s, t) is given by (5.15) and (5.17).
1.6. Applications. The discussion in the previous section, combined with Theorems 1.1, Theo-
rem 1.3 and Theorem 1.4 has the following two immediate corollaries:
Corollary 1.6. Let N ≥ 1, k ≥ 4 be an even integer and f and g be holomorphic newforms of
level N and weight k. Assume that f 6= g.
For any T ≫ 1 there will exist at least one newform uj , for Γ0(N), with corresponding spectral
parameter rj, such that |T −|rj|| ≪ T 13+ǫ and L(1/2, f ×uj), L(1/2, g¯×uj) are simultaneously non-
zero. More generally, if |t| = T β, with β < 23 , then the same is true of L(1/2 + it, f × uj), L(1/2 +
it, g¯ × uj), within the interval |T − |rj|| ≪ T 1−β+ǫ.
Proof. Take α = 13+ǫ and h = hT,α. Taking t = 0, we consider the second moment S(1/2, 0; f, g;h).
Then as observed in (1.39), the main term M(1/2, 0; f, g;h) is asymptotic to cf,gT
4
3
+ǫ(log T )2.
The contribution of the continuous part is, as seen in (1.30), O(T 23+2ǫ+ǫ′′), and the error term is
O(T 43+ǫ−δ′), for some δ′ > 0. It follows that the discrete sum over j dominates and is asymptotic
to cf,gT
4
3
+ǫ(log T )2. Thus the discrete sum must be non-zero, and therefore one of the products of
L(1/2, f × uj)L(1/2, g¯ × uj) must not vanish in the range |T − |rj || ≪ T 43+ǫ.
For non-zero |t| = T β, with β < 23 , the same can be done by choosing α = 1 − β + ǫ. Then
β > 1− α and because of the exponential decay of H0(±2it, ;h), when f 6= g, by (5.10),
(1.41) M(1/2 − it, t) ∼ H0(0;h) |ζ(1 − 2it)|
2
ζ(2)
L(1, f × g¯),
when N = 1. When N > 1 positive real coefficients depending on N appear. See (5.10) for
details. The crucial fact is that, the right hand side is non-zero. This completes the proof of the
corollary. 
This is the first simultaneous non-vanishing result that we are aware of for two distinct Rankin-
Selberg convolutions for GL(2) ×GL(2).
Taking f = g, α = 13 + ǫ and bounding M(1/2 − it, t) from above by T
4
3
+ǫ, as all the terms in
the spectral sum are non-negative, another immediate consequence is
Corollary 1.7. Let N ≥ 1, k ≥ 4 be an even integer and f be a holomorphic newform of level N
and weight k. Let uj be a Maass newform of level N with the corresponding spectrum parameter
|rj | ≪ T . For |t| ≤ T 23 ,
(1.42) |L (1/2 + it, f × uj)| ≪ T
2
3
+ǫ.
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When |t| = T β, with 23 ≤ β ≤ 2α < 1,
(1.43) |L (1/2 + it, f × uj)| ≪ T
1
2
+ǫ|t| 14+ǫ.
In both cases the implied constant is independent of t and T .
We specialize to Maass newforms uj simply because the notation for the Rankin-Selberg convo-
lution becomes more complicated when uj is not a newform, and oldform bounds can be reduced to
newform bounds, with an extra dependence on the level. Also, although we restrict our results to
k ≥ 4, k = 2 can also be covered with more careful treatments of the lines of integration separating
poles of gamma functions.
We must emphasize that our estimate for L (1/2 + it, f × uj) is only new in the sense that it is
valid for arbitrary level. It is the same Weyl type estimate as in [JM06] and [LLY06], which are for
level 1, although the result of [LLY06] does not give the dependence on t The result of [JM06] is
uniform in t, giving the same estimate as ours in the range 0 ≤ β < 1. They also extend the range
of β beyond 1. As remarked before, our methods will also extend to β ≥ 1 but we have chosen not
to do this.
To summarize, we have obtained an expression for the spectral moment of a degree 8 Euler
product, which is the product of two Rankin-Selberg convolutions, as a main term plus a sharp
error term. Except for the level N , and weight k this error term is uniform in the parameters T and
t. Other estimates for degree 8 moments that we are aware of are [BK17] and [Ivi02]. In [BK17],
(1.44)
1
T 2
∑
j≥1
e−
r2j
T2
L(12 , uj)L(
1
2 , uj ⊗ χd)L(12 , uj ⊗ f)
L(1, uj ,∨2)
is expressed as a main term plus an error, on the order of T−δ, for some δ > 0. Here the level is 1,
f is a Maass cuspform of eigenvalue 1/4 + T 2 and χd is the quadratic character of conductor d. In
[Ivi02], an expression is given in the level 1 case for the spectral fourth moment of an L-series of a
Maass form at 1/2 as a main term plus an error.
In [KMV02] a second moment estimate for the absolute value squared of a Rankin-Selberg
convolution is given in terms of a main term and an error estimate in the level aspect:
(1.45)
1∣∣S∗k(q)∣∣
∑
f∈S∗k(q)
|L (1/2, f ⊗ g)|2 = P (log q) +Og,k,ǫ
(
q−
1
12
+ǫ
)
,
where S∗k(q) consists of cuspidal holomorphic newforms of level q and weight k and P (x) is a cubic
polynomial. Also second moment subconvexity results in the level aspect are given in [Ye14], and
one for a moment of a degree 8 Euler product in [BKY13].
1.7. An outline of the paper. In §2 we recall the original form [HLN19, Theorem 1.1] of our
first moment paper for Rankin-Selberg convolutions, applied to a holomorphic cusp form f . This
formula (2.2) is an expression for the first moment with no estimates applied to the potential
error terms (2.4) and (2.5). Each expression has a parameter n ≥ 1. We remark that one of the
main innovations in this expression is the transformation and analytic continuation of the integral
expression (inverse Mellin transforms of ratios of gamma functions) F1(s, u, ν;x) and F2(s, u, k;x)
given in [HLN19, Lemmas 3.3 and 3.5]. To introduce the second Rankin-Selberg convolution we
multiply by b(n)n−s−
k−1
2 , where b(n) is a Fourier coefficient of another holomorphic cusp form g,
and sum over n ≥ 1. The result is a sum over n of the main term of the first moment, plus two
additional sums, corresponding to the two sources of the error term in [HLN19, Theorem 1.5]. We
denote the sum over n of the main term as M1(s, t) in (2.11), and the sum over n of the two
remaining terms as OD±(s, t) (2.12) obtaining
(1.46) S(s, t; f, g;h) =M1(s, t) + OD
+(s, t) + OD−(s, t).
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This M1(s, t), given in §2.3, turns out to be half of our final main term.
The next two sections, §3 and §4, are devoted to studying OD+(s, t) and OD−(s, t) via analyses
of the shifted double Dirichlet series.
In §3 we begin the analysis of OD+(s, t) and discover in (3.3) that at its heart is the shifted
double Dirichlet series
(1.47) Z(s, v; it) = ζ(N)(2s)
∞∑
n=1
∞∑
m=1
σ−2it(m;N)m
ita(n+m)b(n)
mvns−v−
1
2
+k
.
Another innovation in this paper is that in the remainder of §3 we build on the analysis of the
shifted single Dirichlet series in [HH16] and obtain the spectral decomposition of OD+(s, t), which
is given in Proposition 3.7. It is worth remarking that the analysis is made far more difficult
because the spectral decomposition does not converge everywhere. It contains a critical strip, and
the Dirichlet series representation converges to the right of this critical strip, while the spectral
representation converges to the left. See Proposition 3.2 and [HH16, Proposition 5.1] for details.
When obtained, the decomposition consists of a number of pieces all but one of which contribute
to the error term. In the following subsections all of these terms that contribute to the error term
are bounded from above in Propositions 3.8, 3.11 and 3.12. Then, in §3.8, a second piece of the
main term, M+Ω (s, t), is computed, using the explicit computations of the Fourier expansion due to
Young in [You19]. This turns out to be one half of the remaining half of our final main term.
In §4 the spectral analysis of the third contribution, denoted OD−(s, t), is performed. This
involves another shifted double Dirichlet series given in (4.1):
(1.48) ζ(N)(2s)
∞∑
m=1
∞∑
n=m+1
σ−2it(m;N)m
ita(n−m)b(n)
ms+
k−1
2 nw+k−1
.
The subsum over n is a single shifted Dirichlet series, of the type considered originally by Selberg.
Its spectral expansion converges everywhere and it is far easier to deal with. The double sum too
breaks into several pieces
(1.49) OD−(s, t) = OD−0 (s, t) + OD
−
Ω,int(s, t) + OD
−
Ω,res(s, t),
of which OD−Ω,res(s, t) =M
−
Ω (s, t), given in (4.16), is the remaining contribution to the main term.
The explicit description is given in §4.4. The upper bounds for OD−0 (s, t) and OD−Ω,int(s, t) are
given in Proposition 4.3.
Acknowledgements. The authors would like to thank Matt Young, Wenzhi Luo and Mehmet Kiral
for some very helpful discussions and comments, Peter Humphries for some valuable comments on
the existing literature, and KIAS and POSTECH for providing a welcoming working environment
during part of the preparation of this paper.
2. Construction of the second moment from the first moment
2.1. The formula for first moments. Let h(r) be a function satisfying the conditions in §1.3.
We use the notations in §1.1, §1.2 and §1.5.
For each positive integer n, we recall the first moment function from [HLN19], over the spectral
expansion for L2(Γ0(N)\H): Let
(2.1) K(s, f ;n, h) =
∑
j
h(rj)
cosh(πrj)
ρj(n)L(s, f × uj)
+
∑
a
1
4π
∫ ∞
−∞
h(r)
cosh(πr)
τa(1/2 − ir, n)La(s, ir; f) dr.
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Here f is a holomorphic newform of weight k for Γ0(N), with the Fourier expansion (1.9). For
s = 12 + it, by [HLN19, Theorem 1.2], we get
(2.2) K(1/2 + it, f ;n, h) =M(1/2 + it, f ;n) + L−(1/2 + it, f ;n) + L+(1/2 + it, f ;n)
where
(2.3)
M(1/2 + it, f ;n) = ζ(N)(1 + 2it)
A(n)
n
1
2
+it
H0(0;h) + (2π)
4itζ(1− 2it)N−2itϕ(N)
N
A(n)
n
1
2
−it
H0(−2it;h),
where H0(ix;h) is given in (1.21), and L
−(1/2+ it, f ;n) and L+(1/2+ it, f ;n) are given as follows:
(2.4) L−(1/2 + it, f ;n) = −(2π)
2it cos(πit)
π
4
2πi
∫
(σu)
h(u/i)u tan(πu)
Γ
(
u+ it+ k2
)
Γ
(−u+ it+ k2)
× 1
2πi
∫
(σ0)
Γ (u− v) Γ (−u− v) Γ
(
k
2
− it+ v
)
Γ
(
k
2
+ it+ v
)
nv
n−1∑
m=1
a(m)σ−2it(n−m;N)
(n−m)v−it+ k2
dv du
and
(2.5) L+(1/2 + it, f ;n) = ik(2π)2it
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
(1+ k
2
+ǫ)
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) nv− k2 ∞∑
m=1
σ−2it(m;N)a(n +m)
mv−it
dv du.
Here we assume that 1 < σu <
3
2 and −k2 < σ0 < −σu, so the poles of gamma functions in both
L± are separated. Note that the sum over m ≥ 1 in L+ converges absolutely for ℜ(v) = 1 + k2 + ǫ.
Moreover the contour integrals in L±(1/2 + it, f ;n) converge absolutely. Here we also have
(2.6) σ−2it(m;N) =
{
N−2it∏
p|N p
PN (1/2 + it,m)σ
(N)
−2it(m) for
N∏
p|N p
| m,
0 otherwise
where
(2.7) σ
(N)
−2it(m) =
∑
d|m,
gcd(d,N)=1
d−2it
and
(2.8) PM (s, n) =
∏
p|M
p(1−2s)(ordp(n)+1)p−(1−2s)(ordp(M)−1)(1− p2s) + p− 1
1− p1−2s ,
for a positive integer M . Note that this PM (s, n) is different from PM (2s − 1, n; 1) defined in
[HLN19] by the factor M
1−2s∏
p|M p
, i.e., PM (s, n) =
M1−2s∏
p|M p
PM (2s − 1, n; 1).
2.2. Construction of second moments. Recall that g is a holomorphic newform of level N and
weight k, with Fourier expansion given by (1.10).
The aim of this section is to perform the first step in studying the asymptotic behavior of the
second moment of the Rankin-Selberg convolution S(s, t; f, g;h) given in (1.16).
Recalling (1.16) and (2.1), multiplying by b(n)n−s−
k−1
2 and summing over n ≥ 1, we have, for
s ∈ C with sufficiently large ℜ(s) > 1,
(2.9) S(s, t; f, g, h) = ζ(N)(2s)
∞∑
n=1
b(n)
ns+
k−1
2
K(1/2 + it, f ;n, h).
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Then referring to (2.2),
(2.10) S(s, t; f, g;h) =M1(s, t) + OD
+(s, t) + OD−(s, t),
where
(2.11) M1(s, t) = ζ
(N)(2s)
∞∑
n=1
b(n)
ns+
k−1
2
M(1/2 + it, f ;n)
and
(2.12) OD±(s, t) = ζ(N)(2s)
∞∑
n=1
b(n)
ns+
k−1
2
L±(1/2 + it, f, ;n).
Our goal is to establish an explicit expression for S(s, t; f, g;h) on ℜ(s) = 12 as a main term plus
an error term. Ultimately, when establishing upper bounds we will only examine the two cases
t′ = ±t. However most of our exposition is valid for any pair t, t′. For a fixed T ≫ 1 and h = hT,α
as in (1.15), we also set |t| = T β with β < 1 and β = 0 when t = 0. Our method can deal with
larger β (obtaining somewhat worse bounds, as is the case in [JM05]) but restricting to |t| < T
simplifies arguments considerably.
2.3. A description of M1(s, t). Recalling the description of M(1/2 + it, f ;n) in (2.3), we have
(2.13) M1(s, t) = ζ
(N)(2s)
∞∑
n=1
b(n)
ns+
k−1
2
M(1/2 + it, f ;n)
=
ζ(2s)ζ(1 + 2it)
ζ(2s + 1 + 2it)
∏
p|N
(1− p−2s)(1− p−1−2it)
1− p−2s−1−2it L(s+ 1/2 + it, f × g¯)H0(0;h)
+
(2π)4itζ(2s)ζ(1− 2it)
ζ(2s + 1− 2it) N
−2it
∏
p|N
(1− p−1)(1 − p−2s)
1− p−2s−1+2it L(s+ 1/2− it, f × g¯)H0(−2it;h).
Here H0(∗;h) is given in (1.21). Note that M(s, t) has a meromorphic continuation to all s ∈ C.
3. Analysis of OD+(s, t) and the shifted double Dirichlet series
Our aim in §3.1– §3.6 is to prove the following proposition.
Proposition 3.1. For t ∈ R, OD+(s, t) has a meromorphic continuation to ℜ(s) ≥ 12 . For
ℜ(s) = 12 , we have
(3.1) OD+(s, t) =M+Ω (s, t) + E+(s, t),
where M+Ω (s, t) is given in (3.111) and
(3.2) E+(s, t) = OD+cusp,int(s, t) + OD+cusp,res(s, t) + OD+cont,int(s, t) + OD+cont,res(s, t)
+ OD+Ω,int(s, t) +
k
2∑
ℓ=1
OD+Ω,res,1(s, t; ℓ) +
k
2∑
ℓ=0
OD+Ω,res,2(s, t; ℓ).
Here all pieces in E+(s, t) are given in (3.44), (3.45), (3.46), (3.47), (3.101), (3.104) and (3.105)
respectively.
This will be proved by obtaining a spectral expansion of OD+(s, t), via an analysis of the shifted
double Dirichlet series (3.4) and a separation of the main term and the pieces that contribute to
the error term.
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3.1. OD+(s, t) and the shifted double Dirichlet series Z(s, v; it). Recalling (2.12) and (2.5),
for s ∈ C with sufficiently large real part we can bring the sum over n inside, obtaining
(3.3) OD+(s, t) = ik(2π)2it
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
(1+ k
2
+ǫ)
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) Z(s, v; it) dv du,
where
(3.4) Z(s, v; it) = ζ(N)(2s)
∞∑
n=1
∞∑
m=1
σ−2it(m;N)m
ita(n+m)b(n)
mvns−v−
1
2
+k
is a shifted double Dirichlet series. Here 1 + ǫ < σu <
3
2 and ℜ(s) > ℜ(v) + 1 = 2 + k2 + ǫ. We first
show that in this region the series Z(s, v; it) converges absolutely.
For any n,m ≥ 1,
(3.5) σ−2it(m;N)m
ita(n+m)b(n)≪ nk−1m k−12 ,
so, as ℜ(s) > 1 + ℜ(v), and ℜ(v) = 1 + k2 + ǫ,
(3.6)
∞∑
n=1
∞∑
m=1
σ−2it(m;N)m
ita(n+m)b(n)
mvns−v−
1
2
+k
≪
∞∑
n=1
1
n
3
2
∞∑
m=1
1
m
3
2
+ǫ
,
so in this range Z(s, v; it) converges absolutely.
Our intention is to take the shifted double Dirichlet series Z(s, v; it) and consider first the inner
sum over n ≥ 1:
(3.7) Z(s, v; it) = ζ(N)(2s)
∞∑
m=1
σ−2it(m;N)m
it
mv
D(s− v + 1/2;m),
where
(3.8) D(w;m) =
∞∑
n=1
a(n+m)b(n)
nw+k−1
.
is the shifted Dirichlet series studied in [HH16]. Its meromorphic continuation to all w ∈ C is given
in [HH16, Proposition 5.1]. We then obtain the analytic properties of Z(s, v; it) from the analytic
properties of D(s − v + 1/2;m). The meromorphic continuation of Z(s, v; it) is expressed by a
spectral expansion involving the following L-functions: for ℜ(s) > 1, let
(3.9) L(s, it;uj) = ζ(N)(2s)
∞∑
m=1
σ−2it(m;N)m
itρj(m)
ms
and
(3.10) La(s, it; ir) = ζ(N)(2s)
∞∑
m=1
σ−2it(m;N)m
itτa(1/2 + ir;m)
ms
.
The details are described in the remainder of this section.
Let
(3.11) M(s, z/i) =
√
π2
1
2
−sΓ
(
s− 12 − z
)
Γ
(
s− 12 + z
)
Γ (1− s)
Γ
(
1
2 − z
)
Γ
(
1
2 + z
)
and note that it has poles at s = 1/2 ± z − ℓ for non-negative integers ℓ.
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Let
(3.12) Vf,g(z) = f(z)g(z)y
k.
In the following proposition, we describe the analytic properties of Z(s, v; it).
Proposition 3.2. For t ∈ R, the function Z(s, v; it) has a meromorphic continuation to (s, v) ∈ C2.
The function Z(s, v; it) has poles at s− v = −ℓ± irj for integers 0 ≤ ℓ < −ℜ(s− v) with residues
(3.13)
(4π)k2−ℓ±irj
2
√
πΓ
(±irj + k − ℓ− 12)
∑
j
(−1)ǫj(Ress−v=−ℓ±irjM(s− v+1/2, rj))L(s, it;uj) 〈uj, Vf,g〉 .
In addition, Z(s, v; it) has poles corresponding to those of Zcont,res(s, v; it) and ZΩ(s, v; it), which
are given below.
When ℜ(s − v) < −k2 , Z(s, v; it) is expressed by the following absolutely convergent spectral
expansion:
(3.14) Z(s, v; it) = Zcusp(s, v; it) + Zcont,int(s, v; it) + Zcont,res(s, v; it) + δℜ(s)<1ZΩ(s, v; it)
where
(3.15) Zcusp(s, v; it) =
(4π)k2s−v
2
√
πΓ
(
s− v + k − 12
)∑
j
M(s − v + 1/2, rj)(−1)ǫjL(s, it;uj) 〈uj, Vf,g〉 ,
(3.16) Zcont,int(s, v; it)
=
(4π)k2s−v
2
√
πΓ
(
s− v + k − 12
)∑
a
1
4πi
∫
(0)
M(s− v + 1/2, z/i)La(s, it; z) 〈Ea(∗, 1/2 + z), Vf,g〉 dz,
(3.17) Zcont,res(s, v; it) =
⌊−ℜ(s−v)⌋∑
ℓ=0
(4π)k2s−v
2
√
πΓ
(
s− v + k − 12
)
× (Resz=s−v−1/2+ℓM(s− v + 1/2, z/i))∑
a
La(s, it; s − v + ℓ− 1/2) 〈Ea(∗, s − v + ℓ), Vf,g〉
and
(3.18) ZΩ(s, v; it) =
(4π)k2s−v
2
√
πΓ
(
s− v + k − 12
)ζ(2s− 1)
×
{∑
a
Pa(s, it; 1− s+ it)∏
p|N(1− p1−2s+2it)
ζ(1 + 2it)M(s − v + 1/2, (1 − s+ it)/i)
π
1
2
−s+itΓ
(−12 + s− it) 〈Ea(∗, 3/2 − s+ it), Vf,g〉
+
∑
a
Pa(s, it; 1 − s− it)∏
p|N (1− p1−2s−2it)
ζ(1− 2it)M(s − v + 1/2, (1 − s− it)/i)
π
1
2
−s−itΓ
(−12 + s+ it) 〈Ea(∗, 3/2 − s− it), Vf,g〉
}
.
Here, as given in (3.33),
(3.19) La(s, it; z) = Pa(s, it; z)ζ(s + it+ z)ζ(s − it+ z)ζ(s+ it− z)ζ(s − it− z)
π−
1
2
+zΓ
(
1
2 − z
)
ζ(N)(1− 2z)
and Pa(s, it; z) is an Euler polynomial, given in (3.34), which is ON (1) when ℜ(s) = 1/2. Also
(3.20) δℜ(s)<1 =
{
1 if ℜ(s) < 1
0 otherwise.
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The factorization of La(s, it; z) is given in Lemma 3.5, based on Young’s explicit description
of Fourier coefficients of Eisenstein series [You19]. In particular, Pa(s, it; 1 − s ± it) is given in
Corollary 3.6 and Corollary 3.6. Note that the factor
∏
p|N (1−p1−2s±2it) divides Pa(s, it; 1−s±it).
The proof of the proposition is virtually identical to the argument given in [HH16, Proposition 7.1]
and consequently is omitted.
To simplify the formula for Zcont,res(s, v; it) and ZΩ(s, v; it), we also use the fact that
(3.21)
∑
a
La(s, it; ir)Ea(z, 1/2 + ir) =
∑
a
La(s, it;−ir)Ea(z, 1/2 − ir),
induced from the functional equation of the sum of products of Eisenstein series over cusps [Iwa02,
(6.22’)].
Remark 3.3. Inside of the integral in (3.16), note thatM(s−v+1/2, z/i) has poles at s−v = −ℓ±z
for integers 0 ≤ ℓ < −ℜ(s− v). Moreover, La(s, it; z) has poles at s = 1− z± it and s = 1+ z± it.
To get the meromorphic continuation of the function Z(s, v; it) we need to separate those residues
from the original integral, again using the same technique as in [HH16, Proposition 7.1]. This leads
to the construction of the separate terms Zcont,int(s, v; it) + Zcont,res(s, v; it) + ZΩ(s, v; it). Again,
see [HH16, §7.1] for further details.
3.2. Factorization of Dirichlet series L(s, it;uj) and La(s, it; z). We will find it convenient to
compute the factorization of the Dirichlet series L(s, it;uj) and La(s, it; z).
Let {uj}j≥1 be an orthonormal basis of Maass cusp forms of level N as in §1. Let Ar(N) be
the space of Maass cuspforms of level N with the Laplace eigenvalue 14 + r
2. Then we have the
following orthogonal decomposition as in [AL78]
(3.22) Ar(N) =
⊕
L|N
⊕
f∈Anewr (L)
Span
{
f(dz) : d | N
L
}
,
where Anewr (L) is the space of newforms of level L with the Laplace eigenvalue 14 + r2. When a
Maass cuspform uj with Laplace eigenvalue
1
4 + r
2
j of level N , which is L
2-normalized for level N ,
is not a newform, then there exists L | N , a newform uL,j ∈ Anewr (L), and constants cL(rj ; d) for
d | NL such that
(3.23) uj(z) =
∑
d|M
L
cL(rj; d)uL,j(dz) =
∑
m6=0
∑
d|M
L
cL(rj ; d)ρL,j(m)
√
dyKirj (2π|m|dy)e2πimdx.
Here we assume that uL,j is L
2-normalized for level L, i.e.,
(3.24) 〈uL,j, uL,j〉L =
∫
Γ0(L)\H
|uL,j(z)|2 dµ(z) = 1.
We also define the L-function for uj in terms of its Hecke eigenvalues, i.e., as the L-function for
the newform uL,j:
(3.25) L(s, uj) = L(s, uL,j) =
∞∑
m=1
λuj ,L(m)
ms
,
where λuj ,L(m) is the mth Hecke eigenvalue of uL,j.
By (3.9), recall that
(3.26) L(s, it;uj) = ζ(N)(2s)
∞∑
m=1
σ−2it(m;N)m
itρj(m)
ms
For convenience, we set λL,j(m) = 0 when m /∈ Z. With this notation, we get the following lemma.
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Lemma 3.4. We now get
(3.27) L(s, it;uj) = L(s+ it, uj)L(s − it, uj)N−s−it
∑
d|N
L
cL(rj ; d)ρL,j(1)d
1
2
−itPd(s, it;uj),
where
(3.28) Pd(s, it;uj) =
∏
p|L
λL,j(p
ordp(
N
d
)−1)(−p−1+s−it + λL,j(p))
×
∏
p∤L
p|N
d
{(
p−λL,j(p)p−s−it−((p−1)(1+p−2it)−p−4it)+p1−2s
)
p−1λL,j(p
ordp(
N
d
)−2)+λL,j(p
ordp(
N
d
))
}
×
∏
p∤L
p|N,p∤N
d
p−1
(
λL,j(p)p
−s−it − (1 + p−2it)p−2s)
Proof. The proof consists of computing the Euler product factorization of L(s, it;uj) by applying
the decomposition (3.23) and recalling the definition of σ−2it(m;N) given in (2.6). We omit the
details.

To study La(s, it; z) we first give explicit descriptions of the Eisenstein series Ea(z, s) defined
in §1.1, following [You19]. A complete set of inequivalent cusps for Γ0(N) is given by 1ca where
a | N and c mod gcd(a,N/a), gcd(c, gcd(a,N/a)) = 1 and we choose the representative c satisfying
gcd(c,N) = 1. (One can always choose such a representative.) By [You19, Theorem 6.1], taking
the central character as the trivial character mod N , for n 6= 0, we get
(3.29)
τ 1
ca
(s;n) =
(
N
gcd(a,N/a)
)−s 1
ϕ(gcd(a,N/a))
∑
q|gcd(a,N/a)
∑
χ mod q
primitive
χ(−c) q
−sτ(χ)
π−sΓ (s)L(N)(2s, χ2)
×
∑
ℓ|a,b|N
a
gcd(bℓ,q)=1
b a
qℓ
|n
µ(ℓ)µ(b)χ(ℓb)
(ℓb)s
2
(
b
a
qℓ
) 1
2
λχ
(
n
b aqℓ
, s
)
where
(3.30) λχ(n, s) = χ(n)|n|s−
1
2
∑
d||n|
χ(d)2d−2s+1.
Note that λχ(n, s) = 0 unless gcd(n, q) = 1. Moreover we also observe that
(3.31) τ 1
ca
(1/2 + ir;n) = τ 1
ca
(1/2 − ir;−n).
By (3.10), recall that
(3.32) La(s, it; z) = ζ(N)(2s)
∞∑
m=1
σ−2it(m;N)m
itτa(1/2 + z;m)
ms
.
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Lemma 3.5. With the above parameterization of cusps for Γ0(N), for a | N and c mod gcd(a,N/a)
with gcd(c, gcd(a,N/a)) = 1 (and chosen as gcd(c,N) = 1), at a = 1ca , we have
(3.33) L 1
ca
(s, it; ir) = P 1
ca
(s, it; ir)
ζ(s + it+ ir)ζ(s− it+ ir)ζ(s+ it− ir)ζ(s− it− ir)
π−
1
2
+irΓ
(
1
2 − ir
)
ζ(N)(1− 2ir)
where
(3.34) P 1
ca
(s, it; ir) = 2
N−2it∏
p|N p
(
N
gcd(N/a, a)
)− 1
2
+ir a−s+
1
2
+it
ϕ(gcd(a,N/a))
∏
p|N
Ppordp(N)(s, it; ir; a).
Let
(3.35) ζp(s, it, ir) = (1− p−s−it−ir)(1− p−s+it−ir)(1− p−s−it+ir)(1− p−s+it+ir).
When p | gcd(a,N/a),
(3.36) Ppordp(N)(s, it; ir; a) = ζp(s, it, ir)p−(ordp(N/a)−1)(s−it+ir)
×
{
−1+(1−p−1+2ir+p−2it(1− p1+2it)(1− p−s−it+ir) + (p− 1)(1 − p−s+it+ir)
1− p−2it
)
p−2ir(σ2ir(p
ordp(N/a))−1)
}
+ p− ordp(N/a)(s−it+ir)
(1− p−s−it+ir)(1 − p−s+it+ir)
1− p−2it
×
{
p−4it(1− p1+2it)(1− p−1+s+it+ir)(1− p−s+it−ir)(σ2ir(pordp(N/a))(1− p−s−it−ir) + p−s−it−ir)
)
+ (p− 1)(1 − p−1+s−it+ir)(1 − p−s−it−ir)(σ2ir(pordp(N/a))(1 − p−s+it−ir) + p−s+it−ir)
}
.
When p | a and p ∤ Na ,
(3.37)
Ppordp(N)(s, it; ir; a) = (1−p−2it)−1
{
p−4it(1−p1+2it)(1−p−1+s+it+ir)(1−p−s+it−ir)(1−p−s+it+ir)
+ (p− 1)(1 − p−1+s−it+ir)(1− p−s−it−ir)(1 − p−s−it+ir)
}
.
When p | Na and p ∤ a,
(3.38) Ppordp(N)(s, it; ir; a)
= p−(ordp(N/a)−1)(s−it+ir)(1− p−s−it+ir)(1− p−s+it+ir)
{
− (1− p−s+it−ir)(1 − p−s−it−ir)
+
p−2it(1− p1+2it)(1 − p−s+it−ir)p−s−it−ir + (p − 1)(1 − p−s−it−ir)p−s+it−ir
(1− p−2it)
}
.
Proof. The proof consists of computing each Euler product factor for a prime p, and applying
(3.29). We omit the detailed computations. 
Taking ir = 1− s+ it and ir = 1− s− it in (3.36), gives us the following corollary.
Corollary 3.6. When a | N and a < N , we have P 1
ca
(s, it; 1−s+it) = 0 for any c mod gcd(a,N/a),
gcd(c, gcd(a,N/a)) = 1. When a = N , taking ir = 1− s+ it,
(3.39)
P 1
N
(s, it; 1− s+ it)∏
p|N(1− p1−2s+2it)
= 2N1−2s
∏
p|N
(1− p−1−2it)(1− p−1).
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Taking ir = 1− s− it, we get
(3.40)
P 1
ca
(s, it; 1− s− it)∏
p|N(1− p1−2s−2it)
= 2N−
1
2
−s−it
(
a
gcd(a,N/a)
)−s+ 3
2
−it∏
p|N
a
(1−p1−2s)(1−p−2it)
∏
p|a
p∤N
a
(1−p−1)2.
3.3. Spectral description of OD+(s, t). Recalling (3.3), for ℜ(s) > 2 + k2 + ǫ, we have
(3.41) OD+(s, t) = ik(2π)2it
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
(1+ k
2
+ǫ)
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) Z(s, v; it) dv du.
Here 1 + ǫ < σu <
3
2 . We now move the v line of integration from ℜ(v) = 1 + k2 + ǫ to ℜ(v) = 14 .
Since ℜ(s− v) > 1/2, by Proposition 3.2, the function Z(s, v; it) is analytic over this region. Then
we take 12 < ℜ(s) < 1 and get
(3.42) OD+(s, t)−OD+Ω(s, t) = ik(2π)2it
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
(1/4)
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) (Z(s, v; it) − ZΩ(s, v; it)) dv du,
where
(3.43) OD+Ω(s, t) = i
k(2π)2it
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
(1/4)
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) ZΩ(s, v; it) dv du.
Here ZΩ(s, v; it) is given in (3.18). With the given s, we now move back the v line of integration
to ℜ(s − v) < −k2 so we can write Z(s, v; it) − ZΩ(s, v; it) as the absolutely convergent spectral
expansion in (3.14).
Assume that ℜ(s) = 1/2 and move the v line of integration in (3.42) to ℜ(v) = 54 + k2 . We
pass over the poles described in Proposition 3.2 and obtain the following proposition. We use the
notations in Proposition 3.2 as Z∗(s, v; it) and let
(3.44) OD+cusp,int(s, t) = i
k(2π)2it
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
( 54+
k
2 )
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) Zcusp(s, v; it) dv du,
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(3.45) OD+cusp,res(s, t) = i
k(2π)2it
k
2∑
ℓ=0
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
×
∑
j
(−1)ǫj (4π)
k2−ℓ±irj
(
Ress−v=−ℓ±irjM(s− v + 1/2, rj)
)
2
√
πΓ
(±irj + k − ℓ− 12)
× Γ (s+ ℓ∓ irj − it) Γ (s+ ℓ∓ irj + it) Γ
(−s− ℓ± irj + u+ k2)
Γ
(
s+ ℓ∓ irj + u+ 1− k2
) L(s, it;uj) 〈uj, Vf,g〉 du,
(3.46) OD+cont,int(s, t) = i
k(2π)2it
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
( 54+
k
2 )
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) Zcont(s, v; it) dv du,
(3.47) OD+cont,res(s, t) = i
k(2π)2it
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
( 54+
k
2 )
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) Zcont,res(s, v; it) dv du
and
(3.48) OD+Ω(s, t) = i
k(2π)2it
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
(1/4)
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) ZΩ(s, v; it) dv du.
Now, in the following proposition, we decompose OD+(s, t).
Proposition 3.7. On ℜ(s) = 1/2, we have
(3.49) OD+(s, t) = OD+cusp(s, t) + OD
+
cont(s, t)
where
(3.50) OD+cusp(s, t) = OD
+
cusp,int(s, t) + OD
+
cusp,res(s, t)
and
(3.51) OD+cont(s, t) = OD
+
cont,int(s, t) + OD
+
cont,res(s, t) + OD
+
Ω(s, t).
In the following two sections we obtain upper bounds for the OD+∗ (s, t).
3.4. Upper bounds for OD+cusp,int(s, t) and OD
+
cont,int(s, t). Set s =
1
2 − it′, with |t′| = |t| and
|t| = T β, with 0 ≤ β < 1. The objective of this section is to prove:
Proposition 3.8. Fix α, 13 < α <
2
3 . If t = t
′, and α > max{13 , β2 }, or if t = −t′ and α >
max{2β − 1, β2 }, then
(3.52) OD+cusp,int(s, t), OD
+
cont,int(s, t)≪ T 1+ǫ
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Before proving the above proposition, we clarify notations. In general, we will often use two
complex variables u, v, and will write u = σu+ iγ and v = σv + ir. Also, recall that because of the
definition of h = hT,α in (1.15), which appears in the integral as h(u/i), the variable γ = ℑ(u) is
effectively restricted to the range
(3.53) |T − |γ|| ≪ Tα.
We should remark that our work doesn’t depend on the specific choice of h. This particular h is
relevant only in the sections where explicit error bounds are computed.
Recalling (3.44), (3.15) and (3.11),
(3.54) OD+cusp,int(s, t) =
ik(2π)2it(4π)k
2
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
( 54+
k
2 )
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
)
× 1
Γ
(
s− v + k − 12
)∑
j
(−1)ǫjL(s, it;uj)
Γ (s− v − irj) Γ (s− v + irj) Γ
(
1
2 − s+ v
)
Γ
(
1
2 − irj
)
Γ
(
1
2 + irj
) 〈uj , Vf,g〉 dv du.
Let T > 0 and recall that v = σv + ir, |t| = |t′| = T β (here we take s = 12 − it′), and u = σu + iγ
with 1 + ǫ < σu <
3
2 . By Stirling’s formula, the exponential part of the asymptotic behavior of the
ratio of gamma functions in (3.54) is
(3.55)
exp
(
−π
2
[
2|γ| − 2max(|γ|, |t|) + 2max(|r|, |t|) + |γ − r| − |γ + r|+ 2max(|t′ + r|, |rj |)− 2|rj |
])
.
As |t| = T β, with β < 1, and h(u/i) decays exponentially when ||γ| − T || > Tα, then, as we will
always choose σ ≤ 23 , we may assume |t| < |γ|. Then 2|γ| − 2max(|γ|, |t|) = 0. Also
(3.56) | − r + γ| − |r + γ| =
{
−2min(|r|, |γ|), if r, γ have the same sign,
2min(|r|, |γ|), if r, γ have opposite signs.
We assume the worst case, that r and γ have the same sign. Then the exponential part becomes
(3.57) exp
(
−π
2
(
2max(|r|, |t|) − 2min(|r|, |γ|) + 2max(|t′ + r|, |rj |)− 2|rj |
))
.
If |r| > |γ|, then, as |t| < |γ|, and 2max(|t′ + r|, |rj |) − 2|rj | ≥ 0, there is exponential decay in |r|,
while if |r| ≤ |γ|, then the exponential part becomes
(3.58) exp
(
−π
2
(
2max(|r|, |t|) − 2|r|+ 2max(|t′ + r|, |rj |)− 2|rj |
))
.
Therefore we conclude that the only situation in which there is no exponential decay is the case
when γ, r have the same sign, |γ| ≥ |r| ≥ |t| = |t′| and |rj | ≥ |t′ + r|. By Stirling’s formula in
bounded vertical strips the absolute value of the non-exponential part of the integrand of (3.54) is
bounded above by a constant multiple of
(3.59)
|γ||−γ+t|σu− k2+ 12 |γ+t|−σu− k2+ 12 |r−t|σv− 12 |r+t|σv− 12 |γ−r|σu−σv+ k2− 12 |γ+r|−σu−σv+ k2− 12 |t′+r|2σv−k
×
∑
|rj |≥|r+t′|
(|rj | − |r + t′|)−σv (|rj |+ |r + t′|)−σv L(s, it;uj) 〈uj , Vf,g〉 .
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Consider only the piece involving σu, we have two cases: |γ| − |r| ≫ 1, and |γ| − |r| ≪ 1. The
second is treated the same as the first, as, by abuse of notation, when we write our absolute values,
by |x| we really mean max(|x|, 1).
Recall that the only situation in which there is no exponential decay is the case when |γ| ≥
|r| ≥ |t| = |t′|. The situations with γ > 0 and γ < 0 are symmetrical, so we will, without loss of
generality, assume that γ > 0. As γ, r have the same sign, this means γ ≥ r ≥ |t| = |t′| ≥ 0, so
r − |t| ≥ 0. The piece involving σu can now be written as
(3.60)
( |γ − r|
|γ + r|
)σu ( | − γ + t|
|γ + t|
)σu
=
(
1− rγ
1 + rγ
)γ σu
γ
(
1− tγ
1 + tγ
)γ σu
γ
≪ e−2(r+t)σuγ .
Now move the u line of integration to σu = CT
α, for some C ≫ 1, which is the largest we can
make it while still keeping |h(u/i)| ≪ 1. No poles are passed over in this process.
Remark 3.9. This is actually a little tricky. Stirling’s formula:
(3.61) |Γ(σu + iγ)| ∼
√
2π|γ|σu− 12 e−π2 |γ| as |γ| → ∞
is usually stated as being true as long as A < σu < B for fixed A,B. However, a close examination
of the derivation of this formula shows that this asymptotic remains true as long as |A|, |B| ≪ |γ| 23 .
As in this context we are moving σu to CT
α, with α < 23 , and the integral decays quadratically
exponentially when ||γ| − T | ≫ Tα, the asymptotic remains valid.
As ||γ| − T | ≪ Tα, (the integral has exponential decay if this is not the case), and r ≥ |t|, it
follows that there is arbitrarily strong polynomial decay unless
(3.62) r + t≪ T 1−α.
If r and t are the same sign (in this case, both positive, as r is positive), then this implies that
r, t ≪ T 1−α, and in particular that, as |t| = T β, β ≤ 1 − α. If r and t have opposite signs, then
r − T β ≪ T 1−α. If β > 1 − α this implies that r ≪ T β, while if β ≤ 1 − α then this implies that
r ≪ T 1−α. In both cases, as β < 1
(3.63) T ≪ |γ ± r| ≪ T and T ≪ |γ ± t| ≪ T.
Substituting into (3.59), we find that OD+cusp,int(s, t) is bounded above by a constant times the
integral over ||γ| − T | ≪ Tα and T β ≤ r≪ T β + T 1−α of
(3.64) T 1−2σv |r − t|σv− 12 |r + t|σv− 12 ∣∣t′ + r∣∣2σv−k
×
∑
|rj |≥|r+t′|
(|rj | − |r + t′|)−σv (|rj |+ |r + t′|)−σv (−1)ǫjL(s, it;uj) 〈uj , Vf,g〉 .
We now require the following lemma to estimate the sum over the rj .
Lemma 3.10. For fixed C > 0, and |t| = |t′| = T β,
(3.65)
∑
|rj |<TC
(−1)ǫjL(1/2 − it′, it;uj) 〈uj, Vf,g〉 ≪ TCk+
max{C,β}+C
2
+ǫ.
Proof. By [HH16, Proposition 4.1]
(3.66)

 ∑
|rj |<TC
eπ|rj | |〈uj , Vf,g〉|2


1
2
≪ TCk+ǫ.
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Applying Cauchy-Schwartz and substituting (3.66),
(3.67)
∑
|rj |<TC
(−1)ǫjL(s, it;uj) 〈uj, Vf,g〉 ≪ TCk+ǫ
( ∑
|rj |<TC
e−π|rj ||L(s, it;uj)|2
) 1
2
.
Recalling (3.27), taking s = 12 − it′ with |t| = |t′|, we get
(3.68)
L(1/2 ± t, it;uj) = L(1/2± 2it, uj)L(1/2, uj)N−
1
2
±it−it
∑
d|N
L
cL(rj ; d)ρL,j(1)d
1
2
−itPd(1/2 ± it, it;uj).
By estimating Pd(1/2 ± it, it;uj)≪ 1, and applying Cauchy-Schwartz again,
(3.69) |L(1/2 ± it, it;uj)|2 ≪ |ρL,j(1)|2 |L(1/2± 2it, uj)L(1/2, uj)|2N−1
∑
d|N
L
|cL(rj; d)|2d
and
(3.70)
∑
|rj |<TC
(−1)ǫjL(1/2± it, it;uj) 〈uj, Vf,g〉
≪ TCk+ǫ
( ∑
|rj |<TC
e−π|rj | |ρL,j(1)|2
∑
d|N
L
|cL(rj ; d)|2 |L(1/2 ± 2it, uj)|2 |L(1/2, uj)|2
) 1
2
.
By [HL94, Appendix]
(3.71) ρL,j(1)
∑
d|N
L
cL(rj; d)≪ e
π
2
|rj ||rj |ǫ.
So we get
(3.72)∑
|rj |<TC
(−1)ǫjL(1/2 ± it, it;uj) 〈uj, Vf,g〉 ≪ TCk+ǫ
( ∑
|rj |<TC
|L(1/2± 2it, uj)|2 |L(1/2, uj)|2
) 1
2
.
Applying Cauchy-Schwartz again, this is
(3.73) ≪N TCk+ǫ
( ∑
|rj |<TC
|L(1/2± 2it, uj)|4
) 1
4
( ∑
|rj |<TC
|L(1/2, uj)|4
) 1
4
.
We will use the spectral large sieve inequality (see [KY17, (3.28)] and [IK04, Theorem 7.24]; note
that there is a typo in the statement of [IK04, Theorem 7.24]) which gives us, translating into our
notation,
(3.74)
∑
|rj |≤TC
∣∣∣ ∑
m≤M
a(m)ρj(m)e
−π
2
|rj |
∣∣∣2 ≪ǫ (T 2CN +M)(MNT )ǫ

∑
m≤M
|a(m)|2


where a(m) are arbitrary complex numbers, uj form an orthonormal basis of Maass forms of level
N and ρj are the L
2-normalized Fourier coefficients of uj .
To apply this to our L-series, we note first that as |rj | ≪ TC , the analytic conductor of L(1/2±
2it, uj)
2 is on the order of T 4max{C,β}N2, and therefore, using the approximate functional equation,
L(1/2 ± 2it, uj)2 can be approximated by a partial sum of length M = T 2max{C,β}N , the square
root of the analytic conductor. Similarly L(1/2, uj)
2 can be approximated by a partial sum of
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length T 2CN . To write L(1/2 + ait, uj)
2, with a = 0 or ±2 in a suitable form to apply the sieve,
note that by the Hecke relations for λj(m)’s, for ℜ(w) > 1,
(3.75) L(w, uj)
2 =
∑
m1,m2≥1
λj(m1)λj(m2)
(m1m2)w
=
∑
m≥1
σ0(m)
∑
d2|m λj(m/d
2)
mw
=
∑
d,m≥1
σ0(md
2)λj(m)
(d2m)w
.
Therefore, by the approximate functional equation, L(1/2 + ait, uj)
2 can be approximated by a
Dirichlet series of length
(3.76) M(a) =
{
T 2max{C,β}N when a = ±2,
T 2CN when a = 0,
with numerator σ0(md
2)λj(m) and denominator (d
2m)1/2+ait. Applying (3.74),
(3.77)
∑
|rj |≤TC
∣∣∣∣∣∣∣∣
∑
m≤M(a)
( ∑
1≤d≤
√
M(a)
m
σ0(md
2)
(d2m)
1
2
+ait
)
λj(m)
∣∣∣∣∣∣∣∣
2
≪ǫ (T 2CN +M(a))(M(a)NT )ǫ
( ∑
m≤M(a)
∣∣∣∣ ∑
1≤d≤
√
M(a)
m
σ0(md
2)
(d2m)
1
2
+ait
∣∣∣∣
2)
≪ǫ (T 2CN +M(a))(M(a)NT )ǫ.
Here we write λj(m) instead of ρj(m)e
−π
2
|rj |, because, again by [HL94],
(3.78) e
π
2
|rj |L−ǫ ≪ǫ ρL,j(1)≪ǫ e
π
2
|rj |Lǫ.
Substituting the above into (3.73) finally gives us the upper bound we need:
(3.79)
∑
|rj |<TC
(−1)ǫjL(1/2± it, it;uj) 〈uj, Vf,g〉 ≪N TCk+ǫT
max{C,β}+C
2 .

Referring to (3.64) it is easily checked that for σv =
5
4 +
k
2 the portion of the sum with |rj | >
2|t′ + r| converges absolutely and is dominated by the portion with |rj | ≤ 2|t′ + r|, where the
bounds for the first ratio of gamma factors is weakest. Applying this to (3.64), we use the bounds
(|rj | − |r + t′|)−σv ≪ 1 and (|rj |+ |r + t′|)−σv ≪ |r+ t′|−σv . We are then finally reduced to finding
an upper bound for the integral over ||γ| − T | ≪ Tα and T β ≤ |r| ≤ T β + T 1−α log T of
(3.80) T 1−2σv |r − t|σv− 12 |r + t|σv− 12 ∣∣t′ + r∣∣σv−k T max{C,β}2 +C2 +Ck+ǫ
Here, in Lemma 3.10, TC = |r+ t′|. An upper bound can be found easily by simply calculating the
coefficient of σv. Interestingly, the calculation is quite different in the cases t = t
′ and t = −t′.
First, suppose t = t′. Then (3.80) becomes
(3.81) T 1−2σv |r − t|σv− 12 |r + t|2σv−k− 12 T max{C,β}2 +C2 +Ck+ǫ
We then have two sub cases, t, r have the same sign, and t, r have opposite signs. As |t+r| ≪ T 1−α,
if t, r have the same sign then both are positive (recall r has the same sign as γ, which is positive),
which implies that t, r ≪ T 1−α, β ≤ 1− α and C = 1− α in Lemma 3.10.
As it follows that |r − t| ≪ T 1−α, the above is
(3.82) ≪ T 1−2σv+(1−α)(3σv−1−k)+(1−α)+(1−α)k+ǫ = T 1−σv(3α−1)+ǫ
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the coefficient of σv in the exponent above is 1− 3α, which is not positive when α ≥ 1/3.
If t, r have opposite signs, then |r + t| = ∣∣r − tβ∣∣≪ T 1−α. In this case (3.82) is replaced by
(3.83) T 1−2σv+(1−α)(2σv−
1
2
−k)+β(σv−
1
2
)+
max{1−α,β}
2
+ 1−α
2
+(1−α)k+ǫ = T σv(β−2α)+1−
β
2
+
max{1−β,α}
2
+1+ǫ.
Here the coefficient of σv is β − 2σ, which is not positive when σ ≥ β/2. If β > 1 − σ then the
exponent in (3.83) is less than or equal to 1 + ǫ. If β ≤ 1− α, then, as σv > 1/2 , the exponent in
(3.83) equals σv(1− 3α) + 1 + ǫ which is less 1 + ǫ as α > 1/3.
Now suppose t = −t′. If t, r have the same sign then t′, r have opposite signs and
(3.84)
∣∣r + t′∣∣ = |r − t| ≪ T 1−α,
so C = 1− α in Lemma 3.10 and (3.80) becomes
(3.85)
T 1−2σv+(1−α)(2σv−1/2−k)+β(σv−1/2)+max(1−α,β)/2+(1−α)/2+(1−α)k+ǫ = T σv(β−2α)+1−
β
2
+max(1−α,β)
2
+ǫ
Here, as before, the coefficient of σv is β − 2α, which is negative when α > β2 . If β > 1 − α then
the exponent in (3.85) is σv(β − 2α) + 1 + ǫ < 1 + ǫ. If β ≤ 1 − α then the exponent in (3.85) is
σv(1− 3α) + 1 + ǫ < 1 + ǫ as well.
If t, r have the opposite signs then t′, r have the same sign, the constant C in Lemma 3.10 is
replaced by β and instead of (3.85) we have, after simplifying a bit,
(3.86) T 1−2σv+βσv−
β
2
+(1−α)σv+σvβ+
max(1−α,β)
2 = T σv(2β−α−1)+1−
β
2
+
max(1−α,β)
2
+ǫ.
Here the coefficient of σv is 2β − 1 − α, which is again negative when α > 2β − 1. If β > 1 − α
the exponent in (3.86) becomes σv(2β − α − 1) + 1 + ǫ < 1 + ǫ, and if β ≤ 1 − α as σv > 12 , the
exponent becomes σv(1− 3α) + 1 + ǫ < 1 + ǫ.
Similarly, we get the upper bound for OD+cont,int(s, t). The proof is identical, but instead of using
the spectral part of (1.8) we use
(3.87)
∑
a
∫ T
−T
| 〈Ea(∗, 1/2 + it), Vf,g〉 |2eπ|t|dt≪N,k T 2k log(T ).
Also, instead of using Lemma 3.10 we use the mean value theorem for integrals of Dirichlet plyno-
mials, [IK04, Theorem 9.1]. This completes the proof of Proposition 3.8. 
3.5. Upper bounds for OD+cusp,res(s, t) and OD
+
cont,res(s, t). Recall that we have set s =
1
2 − it′,
with |t′| = |t| and |t| = T β, with 0 ≤ β < 1. The objective of this section is to prove the following
Proposition 3.11. Fix α, β, with 0 ≤ β < 1, and 13 < α < 23 . If 2α > β then for β ≤ 1− α
(3.88) OD+cusp,res(s, t), OD
+
cont,res(s, t)≪N T 1+α−
3α−1
2
+ǫ.
For 2α > β > 1− α
(3.89) OD+cusp,res(s, t), OD
+
cont,res(s, t)≪N T 1+α−(2α−β)
k+1
2
+ǫ.
We consider OD+cusp,res(s, t) in (3.45). As before, write u = σu + iγ. By Stirling’s formula, the
exponential growth of the product of all the gamma functions in the integrand of (3.45), is given
by
(3.90)
exp
(
−π
2
(
2|γ| − 2max{|γ|, |t|} + 2max{| − t′ + rj|, |t|} + |t′ − rj + γ| − | − t′ + rj + γ|
))
.
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As |t| = T β with 0 ≤ β < 1 and the worst case happens when −t′ + rj and γ have the same sign,
in that case, the exponent becomes
(3.91) exp
(
−π
2
(
2max{| − t′ + rj |, |t|} − 2min{|γ|, | − t′ + rj|}
))
.
If |− t′+ rj| < |t| then as |t| < |γ| this becomes 2(|t|− |− t′+ rj|) and there is exponential decay. If
| − t′ + rj| ≥ |t| then as |t′| = |t|, −t′ and rj must have the same signs and the argument becomes
2(|t|+ |rj | −min{|t|+ |rj |, |γ|}). This is zero when |t|+ |rj | ≤ |γ|.
Thus there is no exponential decay precisely when −t′ and rj have the same sign, −t′+ rj and γ
have the same sign, and |t|+ |rj | ≤ |γ|. Also, by (1.15), there is exponential decay in the integral
when ||γ| − T | > Tα.
Using the polynomial piece of Stirling’s estimate, we find that the integrand in (3.45) is bounded
above by a constant times the sum over rj restricted to the set where −t′ and rj have the same
sign, −t′ + rj and γ have the same sign, and |t|+ |rj | ≤ |γ| of
(3.92) |γ|| − γ + t|σu− k2+ 12 |γ + t|−σu− k2+ 12
×
∑
j
| − t′ + rj − t|ℓ| − t′ + rj + t|ℓ|t′ − rj + γ|σu+
k
2
−ℓ−1| − t′ + rj + γ|−σu+
k
2
−ℓ−1|rj |2ℓ+1−k|rj |−ℓ−
1
2
× (−1)ǫjL(s, it;uj) 〈uj , Vf,g〉 .
Isolating the factors raised to the σu, we have
(3.93)
( | − γ + t|
|γ + t|
)σu ( |t′ − rj + γ|
|t′ − rj − γ|
)σu
Recall |t| = |t′| = T β with 0 ≤ β < 1, −t′ and rj have the same sign, and −t′+ rj , γ have the same
sign. Also, the worst case is when γ and t have opposite signs. Bearing these in mind, and using
the fact that in the region without exponential decay |γ| = T , the above becomes
(3.94)
( |T + T β|
|T − T β|
)σu ( |T − T β − |rj |
|T + T β + |rj |
)σu
=
(
1− Tβ+|rj|T
1 +
Tβ+|rj|
T
)T σu
T
(
1 + T
β
T
1− Tβ |T
)T σu
T
≪ e−2|rj |σuT .
Now after moving σu to KT
α for K ≫ 1, (bearing in mind Remark 3.9, which justifies this), the
right hand side becomes
(3.95) ≪ e−
2|rj |K
T1−α
and so there is exponential decay unless |rj | ≪ T 1−α.
To estimate the sum over rj , first note that, by (3.27), for |t| = |t′|,
(3.96)
L(1/2± it, it;uj) = L(1/2± 2it, uj)L(1/2, uj)N−
1
2
∓it−it
∑
d|N
L
cL(rj ; d)ρL,j(1)d
1
2
−itPd(1/2± it, it;uj).
Then, as 0 ≤ β < 1, the |γ| dominates in most of the terms, and the expression in (3.92) is bounded
above by a constant times
(3.97) T−2ℓ
∑
j
|2|t| ± |rj ||ℓ |rj |2ℓ+
1
2
−k
× ρL,j(−1)L(1/2 + 2it, uj)L(1/2, uj)N−
1
2
∓it−it
∑
d|N
L
cL(rj ; d)d
1
2
−itPd(1/2 ± it, it;uj) 〈uj , Vf,g〉 .
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Now recall Lemma 3.10 and set C = 1− α. This gives us
(3.98)
∑
|rj |<T 1−α
(−1)ǫjL(1/2− it′, it;uj) 〈uj , Vf,g〉 ≪ T
1
2
max{1−α,β}+ 1−α
2
+(1−α)k+ǫ.
Combining with (3.97) and performing the u integration, which adds a α to the exponent, we find
that
(3.99) OD+cusp,res(s, t)≪ T−2ℓ+ℓmax(β,1−α)+(2ℓ+1/2−k)(1−α)+
max(β,1−α)
2
+ 1−α
2
+(1−α)k+α
= T−2ℓ+ℓmax(β,1−α)+(2ℓ+1/2)(1−α)+
max(β,1−α)
2
+ 1−α
2
+α.
If β < 1 − α, the exponent becomes ℓ(1 − 3α) + 32 − α2 . As ℓ becomes large, we require its
coefficient in the power, i.e., 1 − 3α, to be zero or negative. As α > 13 the exponent is less than
1+ 1−α2 + ǫ. As the main term will be on the order of T
α+1+ǫ it is convenient to write the exponent
as 1 + 1−α2 + ǫ = 1 + α− 3α−12 + ǫ.
If β ≥ 1 − α the ℓ coefficient is β − 2α, and as we have the restriction α > β2 this is negative.
Consequently the exponent is less than 1 + β2 + ǫ. Again, as the main term will be on the order of
Tα+1+ǫ it is convenient to write the exponent as 1 + α− (2α − β)k+12 .
The continuous contribution OD+cont,res(s, t) is treated by again using Theorem 9.1 of [IK04]
instead of Lemma 3.10. This completes the proof of the proposition. 
3.6. Analysis of OD+Ω(s, t). Recalling (3.48), (3.18) and (3.11), for ℜ(s) = 12 , moving the v line
of integration to ℜ(v) = 1 + k2 + ǫ, we pass over the poles of gamma functions and get
(3.100) OD+Ω(s, t) = OD
+
Ω,int(s, t) +
k
2∑
ℓ=0
OD+Ω,res,1(s, t; ℓ) +
k
2∑
ℓ=0
OD+Ω,res,2(s, t; ℓ)
where
(3.101) OD+Ω,int(s, t) =
ik(4π)k(2π)2it
2
ζ(2s− 1) 4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× 1
2πi
∫
(1+ k
2
+ǫ)
Γ (v − it) Γ (v + it) Γ (−v + u+ k2)
Γ
(
v + u+ 1− k2
) Γ
(
1
2 − s+ v
)
Γ
(
s− v + k − 12
)
×
∑
±
πs−
1
2
∓itζ(1± 2it)
Γ
(−12 + s∓ it)
Γ (2s− 1∓ it− v) Γ (1± it− v)
Γ
(−12 + s∓ it)Γ (32 − s± it)
×
∑
a
Pa(s, it; 1− s± it)∏
p|N(1− p1−2s±2it)
〈Ea(∗, 3/2 − s± it), Vf,g〉 dv du,
(3.102) OD+Ω,res,1(s, t; ℓ) =
(−1)ℓ
ℓ!
ik(4π)k(2π)2it
2
ζ(2s− 1)Γ (2s − 1 + ℓ)
×
∑
±
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
Γ
(
1− 2s± it+ u+ k2 − ℓ
)
Γ
(
2s ∓ it+ u− k2 + ℓ
) du
× ζ(1± 2it)
π
1
2
−s±itΓ
(−12 + s∓ it)
Γ (−1 + 2s∓ 2it+ ℓ) Γ (2− 2s ± 2it− ℓ)
Γ
(−12 + s∓ it)Γ (32 − s± it)
Γ
(−12 + s∓ it+ ℓ)
Γ
(
1
2 − s± it+ k − ℓ
)
×
∑
a
Pa(s, it; 1− s± it)∏
p|N(1− p1−2s±2it)
〈Ea(∗, 3/2 − s± it), Vf,g〉
26
and
(3.103) OD+Ω,res,2(s, t; ℓ) = (−1)ℓ
ik(4π)k(2π)2it
2
ζ(2s− 1)
×
∑
±
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
1
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
Γ
(
u∓ it+ k2 − ℓ− 1
)
Γ
(
1 + u± it+ 1− k2 + ℓ
) du
× Γ (1± 2it+ ℓ) Γ
(
3
2 − s± it+ ℓ
)
Γ
(
s∓ it+ k − ℓ− 32
) πs− 12∓itζ(1∓ 2it)
Γ
(−12 + s∓ it)
Γ (2s − 2∓ 2it− ℓ)
Γ
(−12 + s∓ it)Γ (32 − s± it)
×
∑
a
Pa(s, it; 1− s± it)∏
p|N(1− p1−2s±2it)
〈Ea(∗, 3/2 − s± it), Vf,g〉
By the reflection formula for gamma functions, we get
(3.104) OD+Ω,res,1(s, t; ℓ) =
(−1)ℓ
ℓ!
(4π)k(2π)2it
2
ζ(2s− 1)Γ (2s − 1 + ℓ)
×
∑
±
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
Γ
(
u− 2s+ 1± it+ k2 − ℓ
)
Γ
(−u− 2s + 1± it+ k2 − ℓ)
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
sin(π(u+ 2s∓ it))
π
du
× π
s− 1
2
∓itζ(1± 2it)
2 sin(π(s ∓ it))
Γ
(
s− 12 ∓ it+ ℓ
)
Γ
(
s− 12 ∓ it
)
Γ
(−s+ 12 ± it+ k − ℓ)
×
∑
a
Pa(s, it; 1− s± it)∏
p|N(1− p1−2s±2it)
〈Ea(∗, 3/2 − s± it), Vf,g〉
and
(3.105) OD+Ω,res,2(s, t; ℓ) = (−1)ℓ
ik(4π)k(2π)2it
2
ζ(2s− 1)
×
∑
±
4
2πi
∫
(σu)
h(u/i)u
cos(πu)
Γ
(
u∓ it+ k2 − ℓ− 1
)
Γ
(−u∓ it+ k2 − ℓ− 1)
Γ
(
u∓ it+ k2
)
Γ
(−u∓ it+ k2)
(−1)k2−ℓ sin(π(u+ it))
π
du
× Γ (1± 2it+ ℓ) Γ (2s− 2∓ 2it− ℓ)
Γ
(
s− 12 ∓ it
)
Γ
(−s+ 12 ± it+ 1)
Γ
(−s+ 12 ± it+ 1 + ℓ)
Γ
(
s∓ it+ k − ℓ− 32
)
× π
s− 1
2
∓itζ(1± 2it)
Γ
(
s− 12 ∓ it
) ∑
a
Pa(s, it; 1 − s± it)∏
p|N(1− p1−2s±2it)
〈Ea(∗, 3/2 − s± it), Vf,g〉 .
Note that, in OD+Ω,int(s, t) (3.101), taking s =
1
2±it, when f = g, the pole from 〈Ea(∗, 3/2 − s± it), Vf,g〉
is canceled by the zero of 1
Γ(s− 12∓it)
at s = 12±it. This pole cancelation also occurs in OD+Ω,res,1(s, t; ℓ)
for ℓ ≥ 1 and OD+Ω,res,2(s, t; ℓ) when ℓ ≥ 0.
We let
(3.106) M+Ω (s, t) = OD
+
Ω,res,1(s, t; 0).
This also implies that, when f 6= g,
(3.107) OD+Ω(1/2 ± it, t) = OD+Ω,res,1(1/2 ± it, t; 0).
This completes the proof of (3.2) in Proposition 3.1.
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3.7. Upper bounds for OD+Ω,int(s, t), OD
+
Ω,res,1(s, t; ℓ) and OD
+
Ω,res,2(s, t; ℓ). Referring to (3.101),
(3.104) and (3.105), we apply the same estimation techniques as before and state the corresponding
upper bounds in the following proposition. We omit the details.
Proposition 3.12. Taking s = 12 − it′ and |t| = |t′| = T β for 0 ≤ β < 1,
(3.108) OD+Ω,int(s, t)≪ 1,
for 1 ≤ ℓ ≤ k2
(3.109) OD+Ω,res,1(s, t; ℓ)≪ 1
and for 0 ≤ ℓ ≤ k2
(3.110) OD+Ω,res,2(s, t; ℓ)≪ 1.
Note that we haven’t included OD+Ω,res,1(s, t; 0). This is another part of the main term, which
we will discuss in the next section.
3.8. Analysis of M+Ω (s, t). Recalling (3.104) and (3.106), for further clarity we consider M
+
Ω (s, t)
on ℜ(s) = 12 .
Lemma 3.13. For ℜ(s) = 12 , we get
(3.111) M+Ω (s, t) =
1
4
ζ(2− 2s) (2π)
2s−1+2it
cos
(
π
(
s+ 12
)) ,
×
{
(2π)2s−1−2itζ(1+2it)
cos(π(2s − it))
sin(π(s − it))
∑
a
Pa(s, it; 1− s+ it)∏
p|N(1− p1−2s+2it)
La(3/2 − s+ it, f × g¯)
ζ(N)(3− 2s+ 2it) H0(−2s+1;h)
+(2π)2s−1+2itζ(1−2it)cos(π(2s + it))
sin(π(s + it))
∑
a
Pa(s, it; 1 − s− it)∏
p|N(1− p1−2s−2it)
La(3/2 − s− it, f × g¯)
ζ(N)(3− 2s− 2it) H0(−2s+1−2it;h)
}
.
Here H0(∗;h) is given in (1.21).
Proof. Recall (3.104) for ℓ = 0. By opening up the inner product and applying (1.34),
(3.112) 〈Ea(∗, 3/2 − s− it), Vf,g〉 =
Γ
(
1
2 − s− it+ k
)
(4π)
1
2
−s−it+kζ(N)(3− 2s− 2it)
La(3/2 − s− it, f × g¯).
Recalling the functional equation of the Riemann zeta function and by the Legendre duplication
formula and the reflection formula for gamma functions,
(3.113) ζ(2s − 1)Γ(2s − 1) = −ζ(2− 2s)(2π)2s−2 π
cos
(
π
(
s+ 12
)) ,
we get
(3.114) M+Ω (s, t) = −
1
4
ζ(2− 2s) (2π)
2s−1+2it
cos
(
π
(
s+ 12
))
×
∑
±
(2π)2s−1∓2itζ(1± 2it)
2 sin(π(s∓ it))
∑
a
Pa(s, it; 1 − s± it)∏
p|N (1− p1−2s±2it)
La(3/2 − s± it, f × g¯)
ζ(N)(3− 2s± 2it)
× 4
2πi
∫
(σu)
h(u/i)u
cos(πu)
Γ
(
u− 2s+ 1± it+ k2
)
Γ
(−u− 2s+ 1± it+ k2)
Γ
(−u+ it+ k2)Γ (u+ it+ k2)
× sin(πu) cos(π(2s ∓ it)) + cos(πu) sin(π(2s ∓ it))
π
du
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When ℜ(s) = 12 , we can get
(3.115)
4
2πi
∫
(σu)
h(u/i)u
Γ
(
u− 2s+ 1 + it+ k2
)
Γ
(−u− 2s+ 1 + it+ k2)
Γ
(−u+ it+ k2)Γ (u+ it+ k2) du = 0,
since Γ
(±u− 2s+ 1 + it+ k2) has no poles in |ℜ(u)| < σu, 1 + ǫ < σu < 32 and h(u/i) = h(−u/i).
We now move the u line of integration in the remaining integrals. After changing the variable
u = ir, we get (3.111). 
4. Analysis of OD−
For ℜ(s), ℜ(w) > 1, let s′ = s+ w + k2 − 1 and define
(4.1) M(3)f,g(s,w; it) =
Γ (k + w − 1)
(4π)k+w−1
ζ(N)(2s′)
∞∑
m=1
∞∑
n=m+1
a(n−m)b(n)σ−2it(m;N)mit
ms+
k−1
2 nw+k−1
.
Recalling (2.12) and (2.4), and changing the indexes in the series, for ℜ(s) sufficiently large, we get
(4.2) OD−(s, t) = −(2π)
2it cos(πit)
π
4
2πi
∫
(σu)
h(u/i)u tan(πu)
Γ
(
u+ it+ k2
)
Γ
(−u+ it+ k2)
× 1
2πi
∫
(σ0)
Γ (u− v) Γ (−u− v) Γ
(
k
2
− it+ v
)
Γ
(
k
2
+ it+ v
)
× (4π)
k
2
+s−v− 1
2
Γ
(
k
2 + s− v − 12
)M(3)(v + 1/2, s − v − (k − 1)/2; it) dv du.
Here we assume that 1 < σu <
3
2 and −k2 < σ0 < −σu so the poles of gamma functions in the
v-integral are separated.
We now study the analytic properties of M(3)f,g(s,w; it) in the following section.
4.1. Shifted Dirichlet Series II. Recalling (4.1),
(4.3) M(3)f,g(s,w; it) =
Γ (k + w − 1)
(4π)k+w−1
ζ(N)(2s′)
∞∑
m=1
σ−2it(m;N)m
it
ms+
k−1
2
∞∑
n=m+1
a(n−m)b(n)
nw+k−1
,
where s′ = s+ w + k2 − 1. The shifted inner sum over n is essentially an inner product of f and g
with a standard Poincare´ series. In particular, for m ≥ 1, if
(4.4) P (z, w;m) =
∑
γ∈Γ∞\Γ
(ℑ(γz))we2πimγz ,
then
(4.5)
〈P (∗, w;m), Vf,g〉 =
∫
Γ0(N)\H
P (z, w;m)ykf(z)g(z)
dx dy
y2
=
Γ (k + w − 1)
(4π)k+w−1
∞∑
n=m+1
a(n−m)b(n)
nk+w−1
.
So we have
(4.6) M(3)f,g(s,w; it) = ζ(N)(2s′)
∞∑
m=1
σ−2it(m;N)m
it
ms+
k−1
2
〈P (∗, w;m), Vf,g〉 .
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On the other hand, since P (z, w;m) ∈ L2(Γ0(N)\H), from its spectral expansion we obtain
(4.7) 〈P (∗, w;m), Vf,g〉 =
∑
j≥1
〈P (∗, w;m), uj〉 〈uj, Vf,g〉
+
∑
a
1
4π
∫ ∞
−∞
〈P (∗, w;m), Ea(∗, 1/2 + ir)〉 〈Ea(∗, 1/2 + ir), Vf,g〉 dr,
where
(4.8) 〈P (∗, w;m), uj〉 = ρj(m)
(2πm)w−
1
2
√
π2
1
2
−wΓ
(
w − 12 + irj
)
Γ
(
w − 12 − irj
)
Γ(w)
and
(4.9) 〈P (∗, w;m), Ea(∗, 1/2 + ir)〉 = τa (1/2 + ir,m)
(2πm)w−
1
2
√
π2
1
2
−wΓ
(
w − 12 + ir
)
Γ
(
w − 12 − ir
)
Γ(w)
.
Therefore,
(4.10) M(3)f,g(s,w; it) =
∑
j≥1
√
π(4π)−w+
1
2Γ
(
w − 12 + irj
)
Γ
(
w − 12 − irj
)
Γ(w)
L(s′, it;uj) 〈uj , Vf,g〉
+
1
4π
∫ ∞
−∞
√
π(4π)−w+
1
2Γ
(
w − 12 + ir
)
Γ
(
w − 12 − ir
)
Γ(w)
∑
a
La(s′, it; ir) 〈Ea(∗, 1/2 + ir), Vf,g〉 dr.
Here L(s, it;uj) and La(s, it; ir) are given in (3.9) and (3.10) and their factorizations in Lemma 3.4
and Lemma 3.5 respectively. The series and the integral in (4.10) are absolutely convergent. We
begin with ℜ(s′) > 1 but need to continue to ℜ(s′) < 1. In order to do this we set z = ir and think
of the integration as over the line ℜ(z) = 0. Setting ℜ(s′) = 1 + ǫ, we bend the z line to the right
to pass over s′, obtaining a residue with a negative sign attached because of the direction the line
moved. We then continue s′ to ℜ(s′) = 1− ǫ, and then move the z line back to ℜ(z) = 0, picking up
another residue, this time with a positive sign. Finally we use the functional equation of the sum
of the product of Eisenstein series over the cusps (3.21). The end result is that when ℜ(s′) = 1− ǫ
we have picked up an additional residual term, and we obtain
(4.11) M(3)f,g(s,w; it) =
∑
j≥1
√
π(4π)−w+
1
2Γ
(
w − 12 + irj
)
Γ
(
w − 12 − irj
)
Γ(w)
L(s′, it;uj) 〈uj , Vf,g〉
+
1
4π
∫ ∞
−∞
√
π(4π)−w+
1
2Γ
(
w − 12 + ir
)
Γ
(
w − 12 − ir
)
Γ(w)
∑
a
La(s′, it; ir) 〈Ea(∗, 1/2 + ir), Vf,g〉 dr
+ δ1/2≤ℜ(s′)<1ζ(−1 + 2s′)
√
π(4π)−w+
1
2
Γ (w)
{
Γ
(−s′ + 12 + it+ w)Γ (s′ − 32 − it+ w)
Γ
(
s′ − 12 − it
)
× πs′− 12−itζ(1 + 2it)
∑
a
Pa(s′, it; 1 − s+ it)∏
p|N (1− p1−2s′+2it)
〈
Ea(∗, 3/2 − s′ + it), Vf,g
〉
+
Γ
(−s′ + 12 − it+ w)Γ (s′ − 32 + it+ w)
Γ
(
s′ − 12 + it
)
× πs′− 12+itζ(1− 2it)
∑
a
Pa(s′, it; 1 − s− it)∏
p|N(1− p1−2s′−2it)
〈
Ea(∗, 3/2 − s′ − it), Vf,g
〉}
.
Now we have the following proposition.
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Proposition 4.1. For ℜ(w) > 1/2, the functionM(3)f,g(s,w; it) is analytic and it has a meromorphic
continuation to all s,w ∈ C.
4.2. The meromorphic continuation of OD−(s, t). Recall (4.2). The choice of −k2 < σ0 <
min{−1 + 2ℜ(s)− k2 ,−σu} with 1 < σu < 32 , is made as the vertical line ℜ(v) = σ0 in (4.2) passes
between the poles of the gamma functions in the polar piece of M(3)(v+ 1/2, s− v− (k − 1)/2; it)
(see (4.11)). Note that the interval is non-empty when ℜ(s) > 12 , and k ≥ 4. We are assuming now
that ℜ(s) = 12 + ǫ for some ǫ > 0. We also choose σ0 = −k2 + ǫ. By Proposition 4.1, for s′ = s
and ℜ(s − v − k−12 ) > 12 , the function M(3)(v + 1/2, s − v − (k − 1)/2; it) is analytic and it has a
meromorphic continuation to all s, v ∈ C. By (4.11), we have
(4.12) OD−(s, t) = OD−0 (s, t) + OD
−
Ω(s, t),
where
(4.13) OD−0 (s, t) = −
(2π)2it cos(πit)
π
4
2πi
∫
(σu)
h(u/i)u tan(πu)
Γ
(
u+ it+ k2
)
Γ
(−u+ it+ k2)
× 1
2πi
∫
(σ0)
Γ (u− v) Γ (−u− v) Γ
(
k
2
− it+ v
)
Γ
(
k
2
+ it+ v
)
×
{∑
j≥1
√
π(4π)k−
1
2Γ
(
s− v − k2 + irj
)
Γ
(
s− v − k2 − irj
)
Γ
(
s− v + k2 − 12
)
Γ
(
s− v − k2 + 12
) L(s, it;uj) 〈uj, Vf,g〉
+
1
4π
∫ ∞
−∞
√
π(4π)k−
1
2Γ
(
s− v − k2 + ir
)
Γ
(
s− v − k2 − ir
)
Γ
(
s− v + k2 − 12
)
Γ
(
s− v − k2 + 12
) ∑
a
La(s, it; ir) 〈Ea(∗, 1/2 + ir), Vf,g〉 dr
}
dv du
and
(4.14) OD−Ω(s, t) = −ζ(−1 + 2s)
(2π)2it cos(πit)
π
4
2πi
∫
(σu)
h(u/i)u tan(πu)
Γ
(
u+ it+ k2
)
Γ
(−u+ it+ k2)
× 1
2πi
∫
(σ0)
Γ (u− v) Γ (−u− v)
√
π(4π)k−
1
2Γ
(
k
2 − it+ v
)
Γ
(
k
2 + it+ v
)
Γ
(
s− v + k2 − 12
)
Γ
(
s− v − k2 + 12
)
×
∑
±
Γ
(−v ± it+ 1− k2)Γ (−v + 2s− 1∓ it− k2)
Γ
(
s− 12 ∓ it
)
× πs− 12∓itζ(1± 2it)
∑
a
Pa(s, it; 1− s± it)∏
p|N(1− p1−2s±2it)
〈Ea(∗, 3/2 − s± it), Vf,g〉 dv du.
In order to continue s to ℜ(s) = 1/2, we first consider the v-integral in OD−Ω(s, t). We move the
contour from ℜ(v) = −k2 + ǫ to ℜ(v) = −k2 + 3ǫ, passing over the pole of Γ
(−v + 2s− 1± it− k2)
at −v + 2s − 1± it− k2 = 0. This gives us
(4.15) OD−Ω(s, t) = OD
−
Ω,res(s, t) + OD
−
Ω,int(s, t),
31
where
(4.16) OD−Ω,res(s, t) = −ζ(−1 + 2s)
(2π)2it cos(πit)
π
×
∑
±
4
2πi
∫
(σu)
h(u/i)u tan(πu)
Γ
(
u− 2s+ 1± it+ k2
)
Γ
(−u− 2s+ 1± it+ k2)
Γ
(
u+ it+ k2
)
Γ
(−u+ it+ k2) du
×
√
π(4π)k−
1
2Γ (2s − 1∓ 2it) Γ (2s − 1)
Γ
(−s± it+ 12 + k)Γ (−s± it+ 32)
Γ (−2s+ 2± 2it)
Γ
(
s− 12 ∓ it
)
× πs− 12∓itζ(1± 2it)
∑
a
Pa(s, it; 1− s± it)∏
p|N(1− p1−2s±2it)
〈Ea(∗, 3/2 − s± it), Vf,g〉
and
(4.17)
OD−Ω,int(s, t) = −ζ(−1 + 2s)
(2π)2it cos(πit)(4π)k−
1
2√
π
4
2πi
∫
(σu)
h(u/i)u tan(πu)
Γ
(
u+ it+ k2
)
Γ
(−u+ it+ k2)
×
∑
±
1
2πi
∫
(− k
2
+3ǫ)
Γ (u− v) Γ (−u− v) Γ
(
k
2 − it+ v
)
Γ
(
k
2 + it+ v
)
Γ
(
s− v + k2 − 12
)
Γ
(
s− v − k2 + 12
)
× Γ
(−v ± it+ 1− k2)Γ (−v + 2s− 1∓ it− k2)
Γ
(
s− 12 ∓ it
) dv du
× πs− 12∓itζ(1± 2it)
∑
a
Pa(s, it; 1 − s± it)∏
p|N(1− p1−2s±2it)
〈Ea(∗, 3/2 − s± it), Vf,g〉 .
We then continue s back to ℜ(s) = 12 , passing through no polar lines, and then move the v line
back to σv = −k2 + ǫ, again passing over no poles.
Let
(4.18) M−Ω (s, t) = OD
−
Ω,res(s, t)
and
(4.19) E−(s, t) = OD−0 (s, t) + OD−Ω,int(s, t),
where OD−0 (s, t) and OD
−
Ω,int(s, t) are given in (4.13) and (4.17) respectively. Then the above
discussion has proved the following proposition:
Proposition 4.2. On ℜ(s) = 12 , we have
(4.20) OD−(s, t) =M−Ω (s, t) + E−(s, t).
4.3. An upper bound for OD−0 (s, t) and OD
−
Ω,int(s, t). Recall we have set s =
1
2 − it′, with
t′ = ±t, |t| = T β, with 0 < β < 1 We choose h = hT,α as in (1.15) with 13 < α < 23 . The object of
this section is to prove
Proposition 4.3. If t′ = ±t and 0 < β ≤ 1− α, , then,
(4.21) OD−0 (s, t)≪ T 1+α−(3α−1)
k+1
2
+ǫ.
If t′ = t and 1− α < β < 2α, then
(4.22) OD−0 (s, t)≪ T 1+α−(2α−β)
k+1
2
+ǫ.
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If t′ = −t and 1− α < β < α+12 , and α = 2β − 1 + δ < 23 , δ > 0, then
(4.23) OD−0 (s, t)≪ T 1+α−(1−3
β
2
+δ k
2
)+ǫ.
If t′ = ±t and β ≤ 1− α, then
(4.24) OD−Ω,int(s, t)≪ T ǫ.
If t′ = ±t and 1− α < β < 1, then
(4.25) OD−Ω,int(s, t)≪ Tα+ǫ.
Remark 4.4. The first two expressions, (4.21), when 1 − β < α, and (4.22), when 1− α < β ≤ 2α
will always be smaller than the main term, which is on the order of T 1+α+ǫ for all k ≥ 2. On the
other hand (4.23) is only smaller than the main term for sufficiently large k. Specifically, for (4.23)
the main term will dominate if 23 > α = 2β − 1 + δ and k > 3β−2δ .
Proof. Recall (4.13)
(4.26) OD−0 (s, t) = −
(2π)2it cos(πit)
π
4
2πi
∫
(σu)
h(u/i)u tan(πu)
Γ
(
u+ it+ k2
)
Γ
(−u+ it+ k2)
× 1
2πi
∫
(σ0)
Γ (u− v) Γ (−u− v) Γ
(
k
2
− it+ v
)
Γ
(
k
2
+ it+ v
)
×
{∑
j≥1
√
π(4π)k−
1
2Γ
(
s− v − k2 + irj
)
Γ
(
s− v − k2 − irj
)
Γ
(
s− v + k2 − 12
)
Γ
(
s− v − k2 + 12
) L(s, it;uj) 〈uj, Vf,g〉
+
1
4π
∫ ∞
−∞
√
π(4π)k−
1
2Γ
(
s− v − k2 + ir
)
Γ
(
s− v − k2 − ir
)
Γ
(
s− v + k2 − 12
)
Γ
(
s− v − k2 + 12
) ∑
a
La(s, it; ir) 〈Ea(∗, 1/2 + ir), Vf,g〉 dr
}
dv du.
Here 1 < σu <
3
2 and −k2 < σ0 < −σu. As in the case of the residual and integral contributions to
OD+(s, t), we will need to move the v line of integration. In these case it can be moved as far as
desired past the first pole, at σv = ℜ(v) = 12 . The dominant error term comes from this residue and
the integral can be made to be bounded by an arbitrarily large negative power of T by moving σv
further. We will see shortly that potential residues encountered from the gamma functions Γ(u−v)
and Γ(−u− v) by moving σv will be exponentially decayed by the function h(u/i) because of the
range that the imaginary part of v is effectively restricted to.
Let v = σv + ir and u = σu+ iγ. We begin by using Stirling’s formula to estimate the argument
of the exponential contribution from the gamma factors in the discrete part of (4.26). This is
(4.27) − 2|t|+ 2max{|r|, |γ|} + 2max{|r|, |t|} − 2max{|γ|, |t|} − 2|t′ + r|+ 2max{|t′ + r|, |rj |}.
We have |γ| > |t| = T β, with β < 1, so, if |r| > |γ| then this becomes
(4.28) − 2|t|+ 2|r|+ 2|r| − 2|γ|
if |t′ + r| ≥ |rj |, and
(4.29) − 2|t|+ 2|r|+ 2|r| − 2|γ| + |rj | − |t′ + r|
if |rj | ≥ |t′+r|. In both cases this is greater than 2(|r|−|t|)+2(|r|−|γ|) > 0, so we have exponential
decay. Thus we now take |r| ≤ γ. Here we have
(4.30) − 2|t|+ 2max{|r|, |t|} − 2|t′ + r|+ 2max{|t′ + r|, |rj |}.
This has exponential decay if |r| > |t|, so we are reduced to the case |r| ≤ |t|. The above then
reduces to
(4.31) 2max{|t′ + r|, |rj |} − 2|t′ + r|,
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making it clear that we have zero exponential decay precisely when |rj | < |t′ + r| and |r| ≤ |t|.
The polynomial part of the integrand of (4.26) is thus bounded above by a multiple of
(4.32)
|γ||γ − r|−σv+σu− 12 |γ + r|−σv−σu− 12 |r − t|σv+ k−12 |r + t|σv+ k−12
|γ + t|σu+ k−12 | − γ + t|−σu+ k−12 |t′ + r|−2σv
×
∑
|rj |<|t′+r|
|t′ + r − rj|−σv−
k
2 |t′ + r + rj|−σv−
k
2L(1/2− it′, it;uj) 〈uj , Vf,g〉 .
Isolating the part with the exponent σu gives us( |γ − r|
|γ + r|
)σu ( |γ − t|
|γ + t|
)σu
.
Again referring to Remark 3.9, we can now move σu to either ±KTα, as any poles of Γ (−v + u) Γ (−v − u)
that are crossed over will have residues exponentially decayed by the function h(u/i). Doing this,
we have ( |γ − r|
|γ + r|
)σu ( |γ − t|
|γ + t|
)σu
≪
( |1− rT |
|1 + rT |
)T σu
T
( |1− tT |
|1 + tT |
)T σu
T
≪ e−2|r+t| KT1−α .
As a consequence, there is exponential decay unless |r+ t| ≪ T 1−α. If r and t have the same signs
then this condition implies β ≤ 1− α, in which case |r|, |t| ≪ T 1−α. If r and t have opposite signs
than |r + t| = |T β − |r|| ≪ T 1−α. Thus in both cases, if t = t′ the sum is over |rj | ≪ T 1−α. If
t = −t′ and r, t are the same sign then as |r|, |t| ≪ T 1−α, it follows that |r + t′| ≪ T 1−α and the
sum is over |rj | ≪ T 1−α. If t = −t′ and r, t have opposite signs then r, t′ have the same sign and
|r + t′| ≪ T β. Thus in this case the sum is over |rj | ≪ T β.
We will now proceed to find an upper bound for the expression in (4.32). This same upper bound
(after integration over |T − |γ|| ≪ Tα) will be the upper bound for residues accumulated as the v
line passes over poles of the gamma functions at s − v − k2 ± irj = −m, for m ≥ 0. We will focus
on the contribution from the discrete part. The corresponding poles of the continuous part are at
s− v− k2 ± ir = −m, for m ≥ 0, with the sum over the spectrum being replaced by an integral over
r, and their contribution is of a lower order.
As |r|, |t| ≪ T β, with β < 1, and |T − |γ|| ≪ Tα, with α < 23 , (with apologies for the abuse of
notation in which we also use r to denote the imaginary part of v), v = σv + ir, it follows that
(4.33) T ≪ |γ ± r| ≪ T and T ≪ |γ ± t| ≪ T.
As a consequence of this, the expression in (4.32) is bounded above by a constant times
(4.34) T 1−2σv−k|r − t|σv+ k−12 |r + t|σv+ k−12 |r + t′|σv− k2
∑
|rj |<|t′+r|
L(1/2 − it′, it;uj) 〈uj, Vf,g〉 .
Here we have bounded one of the |t′+ r± rj|−σv− k2 from above by 1, and the other by |t′+ r|−σv− k2 .
First, consider the case t′ = t. By the discussion above the sum over j is over |rj| ≪ T 1−α . In
this case, applying Lemma 3.10 to (4.34), with the constant C = 1− α, we see that the expression
in (4.34) is bounded above by a constant times
(4.35) T 1−2σv−k|r − t|σv+ k−12 |r + t|σv+ k−12 |r + t|σv− k2T max{β,1−α}2 + (1−α)2 +(1−α)k+ǫ.
If r and t have the same sign then |r|, |t| ≪ T 1−α, |r ± t| ≪ T 1−α, and the above has an upper
bound of a constant times
(4.36) T 1−2σv−k+(1−α)(3σv+
k
2
−1)+1−α+(1−α)k+ǫ = T (1−3α)σv+(1−3α)
k
2
+1+ǫ.
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If r and t have opposite signs then |r + t| ≪ T 1−α and |r − t| ≪ T β. In this case the above has an
upper bound of a constant times
(4.37) T 1−2σv−k+β(σv+
k−1
2
)+(1−α)(2σv−
1
2
)+
max{β,1−α}
2
+ 1−α
2
+(1−α)k+ǫ
= T (β−2α)σv+(
β
2
−α)k+1−β
2
+
max{β,1−α}
2
+ǫ.
In order to have the coefficients of σv, k negative, we will require α >
β
2 when β > 1− α.
We now estimate the residue contribution. Initially σv = −ǫ−σ1, for sufficiently small ǫ, σ1 > 0.
The poles occur at 12 −σv− k2 = −m, for m ≥ 0, and thus the first pole, as we move σv in a positive
direction is at σv = 1/2. As the exponent is (1−3α)σv+(1−3α)k2 +1+ǫ, for α > 13 , the coefficients
of σv, k are negative and the dominant residue is this first one. If β ≤ 1− α, the upper bound for
the residue is T
1−3α
2
+(1−3α)k
2
+1+ǫ, and after integration over u this becomes T
3
2
−α
2
+(1−3α)k
2
+ǫ. The
integral goes to zero as σv becomes arbitrarily large, and as this is the dominant residue, this is
the upper bound for the case t′ = t, β ≤ 1− α.
If β > 1− α, the exponent is
(4.38) (β − 2α)σv + (β2 − α)k + 1 + ǫ.
For α > β2 the dominant residue is again at σv =
1
2 and the exponent becomes, after integration
over u,
(4.39) (β − 2α)12 + (β2 − α)k + 1 + α+ ǫ = 1 + α− (2α− β)k+12 + ǫ.
Thus the upper bound in the case β > 1− α and 2α > β is T 1+α−(2α−β)k+12 +ǫ
Now, consider the case t′ = −t. Here the sum is over |rj | < |t− r|. If t and r are the same sign
then just as above β ≤ 1−α and |t−r|, |t+r| ≪ T 1−α. We then end up with the identical bound as
in (4.36). If r and t have opposite signs then, t′ and r have the same sign, |t+r| = |T β−|r|| ≪ T 1−α,
|t− r| ≪ T β and |t′ + r| = |T β + |r|| ≪ T β. Thus the sum is over |rj | < T β. If β ≤ 1− α, then we
obtain the same upper bound as in the case t and t′ have the same sign, and β ≤ 1−α. If β > 1−α
then applying Lemma 3.10 to (4.34), with the constant C = β, we see that the expression in (4.34)
is bounded above by a constant times
(4.40) T (2β−1−α)σv+(β−
1
2
−α
2
)k+ 1
2
+β+α
2
+ǫ.
The coefficients of σv, k are negative when α > 2β − 1, and the integral will approach zero as σv
becomes arbitrarily large. The largest error contribution comes from the first pole, at σv =
1
2 , and
after the u integration, this is bounded above by a constant times
(4.41) T 3
β
2
+α+(β− 1
2
−α
2
)k+ǫ.
This will be smaller than the main term, (which is on the order of T 1+α+ǫ) for sufficiently large k,
depending on the size of α. Specifically, we require α > 2β − 1. If we write α = 2β − 1 + δ, with
δ > 0, and α = 2β − 1 + δ < 1, then the requirement for the main term to dominate is k > 3β−2δ .
Finally, as usual the continuous part of the spectrum contributes a smaller error. We omit the
details.
To bound OD−Ω,int(s, t) from above we refer to (4.17) and move the v line of integration to
σv = −k2 + 1 − ǫ, passing over no poles in the process. An analysis of the exponential pieces, via
Stirling’s formula (exactly as has been done several times previously) tells us that in this case there
is exponential decay unless |γ| ≥ |t| ≥ |r| where, as above, u = σu + iγ and v = σv + ir. Then an
analysis of the polynomial parts, also via Stirling’s formula, tells us that if t′ = ±t, and s = 12 − it′,
then OD−Ω,int(s, t)≪ T ǫ if β ≤ 1− α and OD−Ω,int(s, t)≪ T β+α−1+ǫ ≪ Tα+ǫ if β > 1− α.
This completes the proof of the proposition. 
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4.4. Analysis of M−Ω (s, t). Recalling the formula for M
−
Ω (s, t) as given in (4.18) and (4.16), we
will now prove the following lemma.
Lemma 4.5. For ℜ(s) = 12 , we get
(4.42) M−Ω (s, t) =
1
2
ζ(2− 2s)(2π)
4s−2+2it cos(πit)
sin(πs)
×
{
(2π)−2it
sin(π(s− it))ζ(1 + 2it)
1
2
∑
a
Pa(s, it; 1 − s+ it)∏
p|N (1− p1−2s+2it)
La(3/2 − s+ it, f × g¯)
ζ(N)(3− 2s+ 2it) H0(−2s + 1;h)
+
(2π)2it
sin(π(s + it))
ζ(1−2it)1
2
∑
a
Pa(s, it; 1 − s− it)∏
p|N(1− p1−2s−2it)
La(3/2 − s− it, f × g¯)
ζ(N)(3− 2s− 2it) H0(−2s+1−2it;h)
}
.
Here H0(∗;h) is given in (1.21).
Proof. The proof is parallel to the proof of Lemma 3.13 for M+Ω (s, t). and is consequently omitted.

5. Proof of theorems
5.1. Proof of Theorem 1.3. The proof begins with the description of the spectral sum given in
(2.10):
(5.1) S(s, t; f, g;h) =M(s, t) + OD+(s, t) + OD−(s, t).
Then in Proposition 3.1, OD+(s, t) is decomposed as
(5.2) OD+(s, t) =M+Ω (s, t) + E(s, t),
with M+Ω (s, t) given in (3.111) and
(5.3) E(s, t) = OD+cusp,int(s, t) + OD+cusp,res(s, t) + OD+cont,int(s, t) + OD+cont,res(s, t)
+ OD+Ω,int(s, t) +
k
2∑
ℓ=1
OD+Ω,res,1(s, t; ℓ) +
k
2∑
ℓ=0
OD+Ω,res,2(s, t; ℓ).
Similarly, by (4.12) and (4.15), OD−(s, t) is decomposed as
(5.4) OD−(s, t) =M−Ω (s, t) + OD
−
0 (s, t) + OD
−
Ω,int(s, t).
The breakdown of the main term for S(s, t; f, g;h) is given just above as
(5.5) M(s, t) :=M(s, t) +M+Ω (s, t) +M−Ω (s, t).
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Recalling (2.13), (3.111) and (4.42),
(5.6) M(s, t) = ζ(2s)ζ(1 + 2it)H0(0;h)
∏
p|N
(1− p−2s)(1 − p−1−2it)
1− p−2s−1−2it
L(s+ 1/2 + it, f × g¯)
ζ(2s+ 1 + 2it)
+ (2π)4itζ(2s)ζ(1− 2it)H0(−2it;h)N−2it
∏
p|N
(1− p−1)(1 − p−2s)
1− p−2s−1+2it
L(s+ 1/2 − it, f × g¯)
ζ(2s+ 1− 2it)
+ (2π)4s−2ζ(2− 2s)ζ(1 + 2it)1
4
cos(πit)− cos(π(2s − it))
sin(πs) sin(π(s− it)) H0(−2s+ 1;h)
×
∑
a
Pa(s, it; 1− s+ it)∏
p|N (1− p1−2s+2it)
La(3/2 − s+ it, f × g¯)
ζ(N)(3− 2s+ 2it)
+ (2π)4s−2+4itζ(2− 2s)ζ(1− 2it)1
4
cos(πit)− cos(π(2s + it))
sin(πs) sin(π(s + it))
H0(−2s + 1− 2it;h)
×
∑
a
Pa(s, it; 1 − s− it)∏
p|N(1− p1−2s−2it)
La(3/2 − s− it, f × g¯)
ζ(N)(3− 2s− 2it) .
Since
(5.7) cos(πit)− cos(π(2s + it)) = 2 sin(π(s + it)) sin(πs),
and then by changing the ordering and by Corollary 3.6
(5.8) M(s, t) = ζ(2s)ζ(1 + 2it)H0(0;h)
∏
p|N
(1− p−2s)(1 − p−1−2it)
1− p−2s−1−2it
L(s+ 1/2 + it, f × g¯)
ζ(2s+ 1 + 2it)
+ (2π)4itζ(2s)ζ(1− 2it)H0(−2it;h)N−2it
∏
p|N
(1− p−1)(1 − p−2s)
1− p−2s−1+2it
L(s+ 1/2 − it, f × g¯)
ζ(2s+ 1− 2it)
+(2π)4s−2+4itζ(2−2s)ζ(1−2it)H0(−2s+1−2it;h)1
2
∑
a
Pa(s, it; 1− s− it)∏
p|N(1− p1−2s−2it)
La(3/2− s− it, f × g¯)
ζ(N)(3− 2s − 2it)
+(2π)4s−2ζ(2−2s)ζ(1+2it)H0(−2s+1;h)N1−2s
∏
p|N
(1− p−1−2it)(1− p−1)
(1− p−3+2s−2it)
L(3/2 − s+ it, f × g¯)
ζ(3− 2s+ 2it) .
The polynomial Pa(s,it;1−s−it)∏
p|N (1−p
1−2s−2it)
for each cusp a is given in Corollary 3.6. Following the param-
eterization for the cusps a in [You19], described in §3.2,
(5.9)
P 1
ca
(s, it; 1 − s− it)∏
p|N(1− p1−2s−2it)
= 2N−
1
2
−s−it
(
a
gcd(a,N/a)
)−s+ 3
2
−it∏
p|N
a
(1− p1−2s)(1 − p−2it)
∏
p|a
p∤N
a
(1− p−1)2.
With this description, we get (1.36).
5.2. Proof of Theorem 1.4. With the choice of the test function h = hT,α as in (1.15), the upper
bounds for all the contributions to E+(s, t) are given in Propositions 3.8, 3.11, and 3.12, and upper
bounds for E−(s, t) are given in Proposition 4.3.
Now it is remained the bounds for the main term M(s, t) for s = 12 ± it.
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When f 6= g, taking s = 12 − it in M(s, t) (1.36), we get
(5.10) M(1/2 − it, t) = ζ(1− 2it)ζ(1 + 2it)H0(0;h)
∏
p|N
(1− p−1+2it)(1− p−1−2it)
1− p−2
L(1, f × g¯)
ζ(2)
+ζ(1+2it)ζ(1−2it)H0(0;h) 1
N
∑
a= 1
ca
(
a
gcd(a,N/a)
)∏
p|N
a
(1− p2it)(1− p−2it)
1− p−2
∏
p|a
p∤N
a
1− p−1
1 + p−1
La(1, f × g¯)
ζ(2)
+ (2π)4itζ(1− 2it)ζ(1− 2it)H0(−2it;h)N−2it
∏
p|N
(1− p−1)(1 − p−1+2it)
1− p−2+4it
L(1− 2it, f × g¯)
ζ(2− 4it)
+ (2π)−4itζ(1 + 2it)ζ(1 + 2it)H0(2it;h)N
2it
∏
p|N
(1− p−1−2it)(1− p−1)
(1− p−2−4it)
L(1 + 2it, f × g¯)
ζ(2 + 4it)
.
Here we use the parameterization for the cusps a as in [You19], described in §3.2. Similarly, taking
s = 12 + it in M(s, t) (1.36),
(5.11)
M(1/2+it, t) = 2(2π)4itζ(1+2it)ζ(1−2it)H0(−2it;h)N−2it
∏
p|N
(1− p−1)(1 − p−1−2it)
1− p−2
L(1, f × g¯)
ζ(2)
+ ζ(1 + 2it)ζ(1 + 2it)H0(0;h)
∏
p|N
(1− p−1−2it)(1 − p−1−2it)
1− p−2−4it
L(1 + 2it, f × g¯)
ζ(2 + 4it)
+ (2π)8itζ(1− 2it)ζ(1− 2it)H0(−4it;h)N−1−2it
×
∑
a= 1
ca
(
a
gcd(a,N/a)
)1−2it∏
p|N
a
(1− p−2it)2
1− p−2+4it
∏
p|a
p∤N
a
(1− p−1)2
1− p−2+4it
La(1− 2it, f × g¯)
ζ(2− 4it) .
Now we assume that f = g. For each cusp a, since
(5.12) Ress=1Ea(z, s) =
1
vol(Γ0(N)\H) ,
for any a for Γ0(N), when f = g, we get
(5.13) Ress=1La(s, f × f¯) = Ress=1L(s, f × f¯).
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To take s = 12 − it in M(s, t) (1.36), we first note that
(5.14)
∑
a= 1
ca
(
a
gcd(a,N/a)
)∏
p|N
a
(1− p2it)(1− p−2it)
1− p−2
∏
p|a
p∤N
a
(1− p−1)2
1− p−2
=
1∏
p|N (1− p−2)
∑
a|N
a
∏
p|gcd(a,N/a)
(1− p−1)
∏
p|N
a
(1− p2it)(1 − p−2it)
∏
p|a
p∤N
a
(1− p−1)2
=
1∏
p|N(1− p−2)
∏
p|N
{
(1−p2it)(1−p−2it)+(1−p2it)(1−p−2it)(1−p−1)
ordp(N)−1∑
k=1
pk+(1−p−1)2pordp(N)
}
= N
∏
p|N
(1− p−1+2it)(1 − p−1−2it)
(1− p−2) .
So the poles of the Rankin-Selberg convolution cancel and we get
(5.15)
M(1/2−it, t) = −ζ(1− 2it)ζ(1 + 2it)
ζ(2)
d
ds
H0(−2s+ 1− 2it;h)
∣∣∣∣
s= 1
2
−it
∏
p|N
(1− p−1+2it)(1 − p−1−2it)
1− p−2
× Ress=1L(s, f × f¯)
− ζ(1− 2it)ζ(1 + 2it)
ζ(2)
H0(0;h)N
−1
∏
p|N
1
1− p−2
×
∑
a|N
{
a
∏
p|N
a
(1−p2it)(1−p−2it)
∏
p|a
p∤a
(1−p−1)2
∏
p|gcd(a,N/a)
(1−p−1)
(
−log
(
a
gcd(a,N/a)
)
+
∑
p|N
a
2 log p
)}
× Ress=1L(s, f × f¯)
+
ζ(1− 2it)ζ(1 + 2it)
ζ(2)
H0(0;h)
∏
p|N
(1− p−1+2it)(1− p−1−2it)
1− p−2
×
{
2
ζ ′(1− 2it)
ζ(1− 2it) + 2
ζ ′(1 + 2it)
ζ(1 + 2it)
− 4ζ
′(2)
ζ(2)
− 4 log(2π) + 2
∑
p|N
log p
1− p−1+2it + logN
}
Ress=1L(s, f × f¯)
+ 2
ζ(1− 2it)ζ(1 + 2it)
ζ(2)
H0(0;h)
∏
p|N
(1− p−1+2it)(1− p−1−2it)
1− p−2
d
ds
L(s, f × f¯)
∣∣∣∣
s=1
+ (2π)4itζ(1− 2it)ζ(1 − 2it)H0(−2it;h)N−2it
∏
p|N
(1 − p−1)(1 − p−1+2it)
1− p−2+4it
L(1− 2it, f × f¯)
ζ(2− 4it)
+ (2π)−4itζ(1 + 2it)ζ(1 + 2it)H0(2it;h)N
2it
∏
p|N
(1− p−1−2it)(1 − p−1)
(1− p−2−4it)
L(1 + 2it, f × f¯)
ζ(2 + 4it)
.
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Here, recalling (1.21),
(5.16)
d
ds
H0(−2s + 1− 2it;h)
∣∣∣∣
s= 1
2
−it
= −2 1
π2
∫ ∞
−∞
h(r)r tanh(πr)
(
ψ
(
ir + it+
k
2
)
+ ψ
(
−ir + it+ k
2
))
dr,
where ψ(x) = Γ
′
Γ (x) is the digamma function.
Taking s = 12 + it in M(s, t) (1.36),
(5.17) M(1/2 + it, t)
= −(2π)4it ζ(1 + 2it)ζ(1 − 2it)
ζ(2)
d
ds
H0(−2s+ 1;h)
∣∣∣∣
s= 1
2
+it
N−2it
∏
p|N
1− p−1−2it
1 + p−1
Ress=1L(s, f × f¯)
+ (2π)4it
ζ(1 + 2it)ζ(1 − 2it)
ζ(2)
H0(−2it;h)N−2it
∏
p|N
(1− p−1−2it)
1 + p−1
×
{
2
ζ ′(1 + 2it)
ζ(1 + 2it)
+2
ζ ′(1− 2it)
ζ(1− 2it) −4
ζ ′(2)
ζ(2)
−4 log(2π)+2 logN+2
∑
p|N
log p
p−1−2it
(1− p−1−2it)
}
Ress=1L(s, f×f¯)
+ 2(2π)4it
ζ(1 + 2it)ζ(1 − 2it)
ζ(2)
H0(−2it;h)N−2it
∏
p|N
(1− p−1−2it)
1 + p−1
d
ds
L(s, f × f¯)
∣∣∣∣
s=1
+ ζ(1 + 2it)ζ(1 + 2it)H0(0;h)
∏
p|N
(1− p−1−2it)
1 + p−1−2it
L(1 + 2it, f × f¯)
ζ(2 + 4it)
+ (2π)8itζ(1− 2it)ζ(1 − 2it)H0(−4it;h)
×N−1−2it
∑
a= 1
ca
(
a
gcd(a,N/a)
)1−2it∏
p|N
a
(1− p−2it)2
1− p−2+4it
∏
p|a
p∤N
a
(1− p−1)2
1− p−2+4it
La(1− 2it, f × f¯)
ζ(2− 4it) .
Similarly, recalling (1.21),
(5.18)
d
ds
H0(−2s+ 1;h)
∣∣∣∣
s= 1
2
+it
= −2 1
π2
∫ ∞
−∞
h(r)r tanh(πr)
(
ψ
(
ir − it+ k
2
)
+ ψ
(
−ir − it+ k
2
))
× Γ
(
ir − it+ k2
)
Γ
(−ir − it+ k2)
Γ
(
ir + it+ k2
)
Γ
(−ir + it+ k2) dr.
To calculate an upper bound for M(s, t), note first that the main part of it is given by the
asymptotic for H0(ix;h), (see (1.23)), stated more simply as an upper bound, and an upper bound
for the derivatives of H0(ix;h), which are given below. The remaining pieces are easily estimated
using the trivial upper bounds La(1± 2it, f × g¯)≪ (1+ |t|)ǫ when f 6= g or f = g, and ζ(1± 2t)≪
(1 + |t|)ǫ.
We now estimate M(1/2, 0) by taking t = 0 in (5.10) and (5.15). When f 6= g, there are double
poles in M(1/2 − it, t) (5.10) at t = 0. The poles cancel each other and the main contribution in
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the remaining term comes from
(5.19) − 1
4
∏
p|N
(1− p−1)
1 + p−1
L(1, f × g¯)
ζ(2)
(
d2
dt2
H0(−2it;h)
∣∣∣∣
t=0
+
d2
dt2
H0(2it;h)
∣∣∣∣
t=0
)
.
Recalling (1.21),
(5.20)
d2
dt2
H0(−2it;h)
∣∣∣∣
t=0
= −4 1
π2
∫ ∞
−∞
h(r)r tanh(πr)
(
ψ
(
ir +
k
2
)
+ ψ
(
−ir + k
2
))2
dr
and
(5.21)
d2
dt2
H0(2it;h)
∣∣∣∣
t=0
= −4 1
π2
∫ ∞
−∞
h(r)r tanh(πr)
(
ψ
(
ir +
k
2
)
+ ψ
(
−ir + k
2
))2
dr
− 8 1
π2
∫ ∞
−∞
h(r)r tanh(πr)
(
ψ(1)
(
ir +
k
2
)
+ ψ(1)
(
−ir + k
2
))
dr
Since, for m ≥ 1,
(5.22) ψ(m)(z) ∼ (−1)m+1 1
zm
,
when f 6= g and t = 0, the main contribution is
(5.23) 2
∏
p|N
1− p−1
1 + p−1
L(1, f × g¯)
ζ(2)
1
π2
∫ ∞
−∞
h(r)r tanh(πr)
(
ψ
(
ir +
k
2
)
+ ψ
(
−ir + k
2
))2
dr.
Similarly, when f = g, there are triple poles (because L(1 ± 2it, f × f¯) has a pole at t = 0) in
M(1/2 − it, t) (5.15) at t = 0. Again the poles are canceled each other and the main contribution
comes from
(5.24)
1
8i
∏
p|N
1− p−1
1 + p−1
Ress=1L(1, f × f¯)
ζ(2)
(
d3
dt3
H0(−2it;h)
∣∣∣∣
t=0
− d
3
dt3
H0(2it;h)
∣∣∣∣
t=0
)
Again, by (5.22), when f = g and t = 0, the main contribution is
(5.25) 2
∏
p|N
1− p−1
1 + p−1
Ress=1L(1, f × f¯)
ζ(2)
1
π2
∫ ∞
−∞
h(r)r tanh(πr)
(
ψ
(
ir +
k
2
)
+ψ
(
−ir + k
2
))3
dr.
Take h = hT,α, as in (1.15). By the recurrence relation and asymptotic expansion of the digamma
function, we get
(5.26)
(
ψ
(
ir +
k
2
)
+ ψ
(
−ir + k
2
))d
∼ 2d(log |r|)d,
from which (1.40) follows. 
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