Abstract-Wavelet neural network is an alternative to artificial neural network in empirical modeling of industrial processes due to efficient initialization of network parameters that reduces training time. In this paper, particle swarm optimization methods are used for initialization of dilation and translational parameters in two wavelet neural network models. Dissolved oxygen models are constructed from real bioprocess data of pilot scale fed-batch bioreactor in polyhydroxyalkanotes (PHA) production and an industrial-scale fed-batch bioreactor in penicillin production. Simulation output of dissolved oxygen and initial mean square error (IMSE) show that the distance and error between initialization and training data are small in PSO method compared to random and heuristic methods. This ensures training phase start very close to target data.
I. INTRODUCTION
In process control applications, development of empirical model directly from experimental input-output data is a generally simpler modelling approach than theoretical models based on chemical and physic laws of the process. Many industrial process such as biochemical reactors show nonlinear behaviour and are complex in nature that detailed theoretical model development and validation requires significant time and effort [1] . The availability of industrial process data makes empirical modelling of these processes an interesting alternative in process modelling.
Artificial neural networks (ANN) has been extensively used in empirical nonlinear models of a wide range of physical and chemical phenomena. Multilayer perceptron (MLP) which is the most commonly used ANN model, however has a few drawbacks. It tends to get trapped in the undesirable local minima of a very complex search space due to the use of sigmoidal transfer function for activation. Initial weight values in ANN are chosen randomly. This random weight initialization usually contributes to high training time due to slow convergence as well as failure to converge in the presence of high nonlinearities [2] [3] .
Wavelet neural network proposed by Zhang and Beneviste (1992) is an alternative to MLP neural network without the disadvantages. It has constructive procedure for efficient initialization, thus reducing training time. It is a one hidden layer neural network using wavelet as activation function. Wavelet neural network combines the merits of wavelet analysis as a powerful tool in representing nonlinearities and universal approximation property of neural network [3] .
The best approximation capability can be achieved in the regression application of wavelet neural network with the use of optimal network architecture as specified by the number of wavelet. It is desirable to have a less complex network with as few hidden unit (wavelon) as possible. However, careful consideration is advised as wavelet neural network is incapable to learn the underlying function if fewer number of hidden unit than needed is used and results in model overfitting if more hidden unit is selected [4] . Postalcioglu et al. (2007) demonstrates the use of wavelet network in system modelling with appropriate initialization of translation and dilation parameter that results in shorter training time than neural networks. Proper selection of initial values for translational and dilation parameter is more important than initial value of weights due to local characteristics shown by wavelet [5] . This paper presents particle swarm optimization method in initialization of dilation and translational parameters of wavelet neural network in modelling dissolved oxygen in two fed-batch bioprocesses. These models of DO in PHA and penicillin fermentations are constructed using real data from pilot-scale and industrial-scale bioreactors, respectively.
II. METHODOLOGY

A. Wavelet neural network
Wavelet neural network is a three-layer network with an input layer, a hidden consisting of hidden unit (Hus) or wavelons similar to neurons in conventional sigmoid neural network and an output layer. The network output is an approximation of the target value, obtained from combination of all wavelons [4] . It is a generalized radial basis neural network (RBFNN), using wavelet function in the hidden layer instead of sigmoid. Wavelet neural network output is given by Equation 1.
Ψi is the mother wavelet, ai is dilation parameter which controls the scaling parameter, bi is translation parameter that controls the position of mother wavelet, xi is the input and wi the synaptic weight of WNN. Multidimensional wavelet is given by:
In Equation 2, zij is given by: Also in Equation 2, ψ is the mother wavelet. Two types of mother wavelet are used in this work i.e Mexican hat wavelet given in Equation 4 and Morlet wavelet in Equation 5 .
B. Heuristic Initialization Method
Heuristic initialization of translation and dilation parameter is a simple and computationally inexpensive method. It is based on the input domains defined by instances of the training sample that ensures the wavelets cover the entire input domain initially. This can be achieved as the center of wavelet is initialized at the center of parallelepiped defined by input domain [6] [7] . Equation 6-7 give the dilation, aij and translation bij parameters in heuristic initialization method [8] .
In Equation 6 -7, Mi and Ni are the maximum and minimum of input xj, given by:
In Equation 8-9, p=1,……,n with n represents the number of samples.
C. Particle Swarm Optimization (PSO)
Particle swarm optimization (PSO) is an evolutionarybased algorithm motivated by social and cooperative behaviours shown by various species in groups such as bird flocking, insect swarming and fish schooling [9] . PSO updates a population possibility in searching for the optimum solution/solutions and then directs the search towards the regions of interest in the search space.
PSO algorithm starts with the initialization of random particles, that presents the candidate solution of the problem, expressed by position, velocity and fitness value. These values are updated in search of the optimal solution. For the initial group, the fitness value is calculated in order to find the best individual particle, Pbest and the best group particle, Gbest which are later used to build the velocity for particles updating. For the new generation particles, the fitness value is again calculated and compared with the previous value. The best individual particles and the best group particles are updated if the new fitness value is improved from the last. The process is repeated until the number of iterations is achieved. Optimal solution is the last updated Gbest value. The sequence of standard PSO algorithm is shown in Table1;
In this work, PSO was used in initialization of the wavelet neural network to find the optimum value of dilation and translational parameters so that the network training started with initial WNN output value close to the real process output values. 
D. Fed-Batch Bioprocesses 1) Case study 1: Polyhydroxyalkanotes (PHA)
The first bioprocess is a pilot scale polyhydroxyalkanotes (PHA) production in a 200L fed-batch bioreactor. The bioreactor is fitted with optical sensors for online measurements of process parameters i.e dissolved oxygen (DO), temperature, pH and aeration rate. In PHA fermentation process, DO has effect on production rate as it influences growth rate. Thus, a wavelet neural network of three inputs and one output is constructed to model this process with dissolved oxygen, DO (%) as the output. The inputs are temperature (℃), agitation speed (rpm) and aeration rate (L/min). These parameters have functional relationship to DO. Actual dataset obtained from Supervisory Control and Data Acquisition (SCADA) system of the bioreactor is shown in Fig. 1 . These data are from a batch of fermentation for duration of about 18 hours with 1-minute sampling time resulting in 1180 data samples. 
2) Case Study 2: Penicillin
The second bioprocess is an industrial scale fed-batch penicillin fermentation process where historical data from the process was used in the development of a realistic simulator for process control and optimization studies [10] . Fermentation was carried out in a 100,000 L bioreactor. The vessel was equipped with sensors for online measurements of pH, dissolved oxygen, temperature, pressure and foaming. In penicillin fermentation, dissolved oxygen is a crucial macronutrient used by microorganism for growth, metabolic production and maintenance. Control of dissolved oxygen is important as it need to be kept above critical level so that metabolic production and biomass growth are not affected [10] . The input to WNN are aeration rate or airflow (m3/min), vessel back pressure (bar) and water for injection (L/hr). These variables are related to the output i.e dissolved oxygen, DO (mg/L). Dataset of 211 samples is taken from a batch of fermentation for duration 211 hours with 1-hour sampling as shown in Fig. 2 .
E. Data pre-treatment
As the process variables are different in magnitude, both datasets are normalized to the range (1,2) before used in wavelet neural network model. This transformation of input and output data into magnitude of equal order would avoid domination of certain variables with larger magnitude on smaller ones and thus affect the learning process [11] [12] . The normalization is given by:
In Equation (10), Xn represents the normalized data, X0 represents the input data, Xmin and Xmax represent the minimum and maximum value of data, respectively. 
III. SIMULATION RESULTS AND DISCUSSION
Simulation of wavelet neural network initialization was done using three methods i.e random, heuristic and PSO. In random method, the dilation and translation parameters are assigned randomly. For heuristic and PSO methods, these parameters are assigned as described in previous section. Two types of mother wavelet are used, namely Morlet and Mexican hat. The mean squared error between training data and initialization of the network (IMSE) is used to evaluate the performance of each initialization method. The IMSE for Case study 1 is shown in Table 1 and in Table 2 for Case study 2.
IMSE for both cases show that PSO gives the best initialization for wavelet neural network parameters. The worst initialization was using random method. In Case study 1, the IMSE for PSO method is 0.0347 and 0.02 using Morlet and Mexican Hat activation function, respectively. For Case study 2, the IMSE for PSO method is better using Morlet activation function with 0.0291 compared to 0.0562 using Mexican Hat.
Simulation results of initialization are shown in Fig.  3 and Fig. 4 for Case study 1, while for Case study 2 in Fig. 5 and Fig. 6 . These figures compare the initial dissolved oxygen as the output of WNN initialization to the actual process data used for training. It is obvious that in random method, there are significant difference between these two values. Meanwhile the distance between the initialization and training data are close in PSO method.
Heuristic method also produces unsatisfactory initialization although it is better than random method. 
IV. CONCLUSION
The optimum value of dilation and translational parameters of wavelet neural network that gives the smallest error and distance between initialization and training data was determined using PSO method. Efficient initialization method ensures wavelet network training start with initial network output close to expected output value. Simulation results and IMSE shows PSO outperforms random and heuristic initialization methods.
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