INTRODUCTION
Consider the problem of estimating a probability density f(x), defined using a sample of random vectors Xl""'X n from f. If f(x) = rex, Xl, •. • ,X n ) denotes some estimator of f(x), a very popular means of measuring the accuracy of f is Mean Integrated Square Error. Given a nonnegative function w(x), this error criterion is defined by
Writing the weight function in the form w(x)f(x) is for notational convenience in the proofs of this paper. There is no loss of generality in this device because if a weight function w*(x) is desired, simply take w(x) -1 w*(x)f(x) .
In a survey paper, Wegman (1972) was interested in comparing the MISE of several different density estimators, in the case d = 1. Unfortunately, as
Wegman pointed out, the computation of MISE can be quite tedious. Hence
Wegman used the empirical error criterion
In this paper, Hall's theorem 1 (dealing with kernel estimation) is extended in several ways. First, the assumptions made on f, K and ware substantially weaker here. Of more interest, the case of general dimension d is treated here. Also of importance is the fact that the bandwidth of the kernel estimator satisfies much weaker restrictions than in Hall's theorem. This is vital to the results of Marron (1983) where an asymptotically efficient means of choosing the bandwidth is proposed.
It is interesting to note that the crude, "brute force" method of proof used in this paper gives stronger results than the elegant techniques employed by Hall.
ASSUMPTIONS AND STATEMENT OF THEOREM d
Given a "bandwidth", h > 0, and a "kernel function", K, defined on lR , the usual kernel estimator of f(x) is given by
For the rest of this paper it is assumed that K satisfies the following assumptions. It will also be assumed that the underlying density satisfies the following assumptions:
f is bounded, f is uniformly continuous.
Assumption (f.l) is a consequence of (f.2) but it is required often enough in the upcoming proofs to be listed separately. Assumption (f.2) is much weaker than the bounded variation and differentiability assumptions used in theorem 1 of Hall.
Finally, it is assumed that,
Hall deals only with the special case w(x) =1.
Given sequences {a } and {b } it will be convenient to let the phrase n n "h is between a and b " mean the sequence h = h(n) satisfies n n
The main theorem of this paper can now be stated. 
It will be convenient to let the bias part of this expansion be denoted by
Note that by (f.2)
lim sf(h) = 0
It is seen in Marron (1983) that the rate of convergence of sf(h) to 0 provides a measure of the "smoothness" of f.
Next, for j=l, ... ,n, it will be useful to define the "leave one out" kernel estimator:
A quantity which is more tractable than MISE is: (3.5) Note that for j~1
-lid Hence, by (K.2), for h between n a n d 1, Bounds will now be computed for each general term.
Using (K.2), (K.3), (f.l), (w.2) and (4.3), as h + 0,
-e (4.5)
Very similar computations show that
It follows from the above that
In the same way it is easily seen that
To bound the final term, note that
As another consequence of (4.8), note that by (K.2), (f.l) and (w.2),
Hence, COV(V"V"J,V,,,,V'*J) = O(sf(h» 1.J 1. 1. J 1.
-lId Looking back to (4.4), it is now apparent that for h between n a n d 1,
-lid Hence, by (3.1) and (3.2), there is a constant C so that, for h between n and 1, -1 n var(U.) ) (4.1:1)
Next, for j " j', a sindlar bound will be computed for
Once again, by the linearity of covariance, the right hand covariance in (4.12) 4 may be written as the sum of (n-l) terms of the form (again assume i, i*, j and j' are all different):
. , 
and hence, 
A .
Using (K.4)t uniformly over (xtY) € A and z €~, -lid that for h between n a n d 1, in probability. 
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