Abstract. In binary classification framework, we are interested in making cost sensitive label predictions in the presence of uniform/symmetric label noise. We first observe that 0-1 Bayes classifiers are not (uniform) noise robust in cost sensitive setting. To circumvent this impossibility result, we present two schemes; unlike the existing methods, our schemes do not require noise rate. The first one uses α-weighted γ-uneven margin squared loss function, lα,usq, which can handle cost sensitivity arising due to domain requirement (using user given α) or class imbalance (by tuning γ) or both. However, we observe that lα,usq Bayes classifiers are also not cost sensitive and noise robust. We show that regularized ERM of this loss function over the class of linear classifiers yields a cost sensitive uniform noise robust classifier as a solution of a system of linear equations. We also provide a performance bound for this classifier. The second scheme that we propose is a re-sampling based scheme that exploits the special structure of the uniform noise models and uses in-class probability η estimates. Our computational experiments on some UCI datasets with class imbalance show that classifiers of our two schemes are on par with the existing methods and in fact better in some cases w.r.t. Accuracy and Arithmetic Mean, without using/tuning noise rate. We also consider other cost sensitive performance measures viz., F measure and Weighted Cost for evaluation. If the noise is adversarial then, one can interpret not requiring the noise rates as a dominant strategy and cross-validation over noise rates as a search for a dominant strategy. Also, the required restriction of the hypothesis class to the linear class can be interpreted as an implicit form of regularization. As our re-sampling scheme requires estimates of η, we provide a detailed comparative study of various η estimation methods on synthetic datasets, w.r.t. half a dozen evaluation criterion. Also, we provide understanding on the interpretation of cost parameters α and γ using different synthetic data experiments.
Introduction
We are interested in cost sensitive label predictions when only noise corrupted labels are available. The labels might be corrupted when the data has been collected by crowd scouring with not so high labeling expertise. We consider the basic case when the induced label noise is independent of the class or example, i.e., symmetric/uniform noise model. In real world, there are various applications This a longer version of the conference paper which is to appear in the proceedings of PAKDD 2019.
requiring differential misclassification costs due to class imbalance or domain requirement or both; we elaborate on these below.
In case 1, there is no explicit need for different penalization of classes but the data has imbalance. Example: Predicting whether the age of an applicant for a vocational training course is above or below 15 years. As the general tendency is to apply after high school, data is imbalanced but there is no need for asymmetric misclassification cost. Here, asymmetric cost should be learnt from data.
In case 2, there is no imbalance in data but one class's misclassification cost is higher than that of other. Example: Product recommendation by paid web advertisements. Even though the product is liked or disliked by approximately equal proportions of population, losing a potential customer by not recommending the product is more costlier than showing paid advertisement to a customer who doesn't like it. Here, the misclassification cost has to come from the domain.
In case 3, there is both imbalance and need for differential costing. Example: Rare (imbalance) disease diagnosis where the cost of missing a patient with disease is higher than cost of wrongly diagnosing a person with disease. The model should incorporate both the cost from domain and the cost due to imbalance.
In Section 1.1, we provide a summary of how these 3 cases are handled. For cost and uniform noise, we have considered real datasets belonging to cases 2 and 3.
Contributions
• Show that, unlike 0-1 loss, weighted 0-1 loss is not cost sensitive uniform noise robust.
• Show α-weighted γ-uneven margin squared loss l α,usq with linear classifiers is both uniform noise robust and handles cost sensitivity. Present a performance bound of a classifier obtained from l α,usq based regularized ERM.
• Propose a re-sampling based scheme for cost sensitive label prediction in the presence of uniform noise using in-class probability estimates.
• Unlike existing work, both the proposed schemes do not need true noise rate.
• Using a balanced dataset (Bupa) which requires domain cost too, we demonstrate that tuning γ on such corrupted datasets can be beneficial.
• Provide an extensive comparative study on synthetic datasets of in-class probability η estimation methods like the link function based approach ( [18] ), LSPC ([21] ), KLIEP ([22] ), k-NN based estimation. Also, a variety of metrics like MSE, MAD, Accuracy, KL divergence, Difference between maximum (minimum) value, etc., of the estimated and actual η values are computed.
• Identify the role of the two cost parameters for different scenarios of differential costing, viz., cost from domain or cost due to class imbalance or both. The interpretation is supported by synthetic data experiments w.r.t. Accuracy, AM and F measure.
Remark 1. Let us consider the case when there is an adversary who adds uniform noise to the data. Different levels of uniform noise is the strategy set of the adversary. The two schemes we propose are our strategies against the adversary. As we do not need true noise rates and hence indifferent to the adversary's strategy, our strategies would be always a dominant strategy. However, if one cross validates over the noise rates, like in some existing work, the cross validation can be interpreted as a search for the dominant strategy or best response. Also, we consider differentital costing (class based as well as margin based) of the misclassifications.
Remark 2. Restricting the search space for the classifiers from hypothesis class of all measurable functions to the class of linear functions can be viewed as a classical form of regularization. The intuition behind this is as follows: In the space of all measurable functions, the classifier is probably over-fitting and learning the noisy data. Whereas, when the hypothesis class is restricted to the class of linear functions, the generalization of the classifier learnt on noisy data is better.
Related work For classification problems with label noise, particularly in Empirical Risk Minimization framework, the most recent work ( [11, 15, 23, 16, 6] ) aims to make the loss function noise robust and then develop algorithms. A major roadblock one has to get around in label noise algorithms is the non-robustness of linear classifiers from convex potentials as given in [10] . We circumvent this problem by using squared loss function which is not a convex potential and hence a candidate for label noise robustness. We indeed show that α-weighted γ-uneven margin squared loss with linear classifiers is SLN robust. Cost sensitive learning has been widely studied by [5, 12, 19] and many more. An extensive empirical study on the effect of label noise on cost sensitive learning is presented in [25] . The problem of cost sensitive uniform noise robustness is considered in [14] where asymmetric misclassification cost α is tuned and class dependent noise rates are cross validated over corrupted data. However, our work incorporates cost due to both imbalance (γ) and domain requirement (α) with the added benefit that there is no need to know the true noise rate. Organization Section 1.1 has some details about weighted uneven margin loss functions and in-class probability estimates. In Section 2, weighted 0-1 loss is shown to be non cost sensitive uniform noise robust. Sections 3 and 4 present two different schemes that make cost sensitive predictions in the presence of uniform label noise. Section 5 has empirical evidence of the performance of proposed methods. Some discussion and future directions are presented in Section 6. Notations Let D be the joint distribution over X × Y with X ∈ X ⊆ R n and Y ∈ Y = {−1, 1}. Let the in-class probability and class marginal on D be denoted by η(x) := P (Y = 1|x) and π := P (Y = 1). Let the decision function be f : X → R, hypothesis class of all measurable functions be H and class of linear hypothesis be H lin = {(w, b), w ∈ R n , b ∈ R : w 2 ≤ W }. LetD denote the distribution on X ×Ỹ obtained by inducing noise to D withỸ ∈ {−1, 1}. The corrupted sample isS = {(x 1 ,ỹ 1 ), . . . , (x m ,ỹ m )} ∼D m . The noise rate ρ := P (Ỹ = −y|Y = y, X = x) is constant across classes and the model is referred to as Symmetric Label Noise (SLN) model. In such cases, the corrupted in-class probability isη(x) := P (Ỹ = 1|x) = (1 − 2ρ)η(x) + ρ and the corrupted class marginal isπ := P (Ỹ = 1) = (1 − 2ρ)π + ρ. Symmetric and uniform noise are synonymous in this work.
Some relevant background
The first choice of loss function for cost sensitive learning is that of α-weighted 0-1 loss defined as follows: If the classifiers obtained from α-CC losses are consistent w.r.t l α -risk then they are also consistent w.r.t α-weighted 0-1 risk. We consider the α-weighted uneven margin squared loss [19] which is by construction α-CC and defined as follows: l α,usq (f (x), y) = (1 − α)1 {y=1} (1 − f (x)) 2 + α1 {y=−1} 1 γ (1 + γf (x)) 2 , γ > 0 (4)
Interpretation of α and γ The role of α and γ can be related to the three cases of differential costing described at the start of this paper. In case 1, there are 3 options: fix α = 0.5 and let tuned γ pick up the imbalance; fix γ = 1 and tune α; tune both α and γ. Our experimental results suggest that latter two perform equally good. For case 2, α is given and γ can be fixed at 1. However, we observe that even in this case tuning γ can be more informative. For case 3, γ is tuned and α is given a priori. There would be a trade-off between α and γ, i.e., for a given α, there would be an optimal γ in a suitable sense. Above observations are based on the experiments described in Supplementary material Section D. Choice of η estimation method As η estimates are required in re-sampling scheme, we investigated the performance of 4 methods: Lk-fun [18] , uses classifier to get the estimateη; interpreting η as a conditional expectation and obtaining it by a suitable squared deviation minimization; LSPC [21], density ratio estimation by l 2 norm minimization; KLIEP [22] , density ratio estimation by KL divergence minimization; k-nearest neighbour based estimation method. We chose to use Lk-fun with logistic loss l log and squared loss l sq , LSPC, and η norm , a normalized version of KLIEP because in re-sampling algorithm we are concerned with label prediction and these estimators performed equally well on Accuracy measure. Another method to estimate η, based on k-nearest neighbours, is available in [2] . This is a simple and computationally cheap method. However, it might be affected by the curse of dimensionality and mislead when not used with a carefully chosen value of k. A detailed study is available in Supplementary material Section F.
2 Cost sensitive Bayes classifiers using l 0−1,α & l α,usq need not be uniform noise robust
The robustness notion for risk minimization in cost insensitive scenarios was introduced by [11] . They also proved that cost insensitive 0-1 loss based risk minimization is SLN robust. We extend this definition to cost-sensitive learning.
Definition 2 (Cost sensitive noise robust) Let f * α,A andf * α,A be obtained from clean and corrupted distribution D andD using any arbitrary scheme A, then the scheme A is said to be cost sensitive noise robust if
If f * α,A andf * α,A are obtained from a cost sensitive loss function l and noise induced is symmetric, then l is said to be cost sensitive uniform noise robust.
Let the l 0−1,α risk onD be denoted by RD ,α (f ). If one is interested in cost sensitive learning with noisy labels, then the sufficient condition of [6] 
This condition is satisfied if and only if (1 − α) = K = α implying that it cannot be a sufficient condition for SLN robustness if there is a differential costing of (1 − α, α), α = 0.5.
Let f * α andf * α be the minimizers of R D,α (f ) and RD ,α (f ). Then, it is known that they have the following form:
The last equality in (6) follows from the fact thatη = (1 − 2ρ)η + ρ. In Example 1 below, we show that l 0−1,α is not cost sensitive uniform noise robust with H.
Example 1. Let Y has a Bernoulli distribution with parameter p = 0.2. Let X ⊂ R be such that X|Y = 1 ∼ U nif orm(0, p) and X|Y = −1 ∼ U nif orm(1 − p, 1). Then, the in-class probability η(x) is given as follows:
implying that the α-weighted 0-1 loss function l 0−1,α is not uniform noise robust with H. Details are in Supplementary material Section B.1. Note that due to p < 0.5, D is linearly separable; a linearly inseparable variant can be obtained by p > 0.5. Another linearly inseparable distribution based counter-example is available in Supplementary material Section B.4.
In view of the above example, one can try to use the principle of inductive bias, i.e., consider a strict subset of the above set of classifiers; however, Example 2 below says that the set of linear class of classifiers need not be cost sensitive uniform noise robust.
Example 2. Consider the training set {(3, −1), (8, −1), (12, 1)} with uniform probability distribution. Let the linear classifier be of the form f l = sign(x + b). Let α = 0.3 and the uniform noise be ρ = 0.42. Then,
Details of Example 2 are available in Supplementary material Section B.2 To avoid above counter-examples, we resort to convex surrogate loss function and a type of regularization which restricts the hypothesis class. Consider an α-weighted uneven margin loss functions l α,un [19] with its optimal classifiers on D andD denoted by f * lα,un andf * lα,un respectively. Regularized risk minimization defined below is known to avoid over-fitting.
where λ > 0
Let the regularized risk of l α,un onD be R rD ,lα,un (f ). Also, let the minimizers of clean and corrupted l α,un -regularized risks be f * r,lα,un andf * r,lα,un . Now, Definition 2 can be specialized to l α,un to assure cost sensitivity, classification calibration and uniform noise robustness as follows:
Definition 3 ((α, γ, ρ)-robustness of risk minimization) For a loss function l α,un and classifiersf
lα,usq ). implying that l α,usq based ERM may not be cost sensitive uniform noise robust.
We again have a negative result with l α,usq when we consider hypothesis class H. In next section, we present a positive result and show that regularized risk minimization under loss function l α,usq is (α, γ, ρ)-robust if the hypothesis class is restricted to H lin .
In this section, we consider the weighted uneven margin squared loss function l α,usq from equation (4) with restricted hypothesis class H lin and show a positive result that regularized cost sensitive risk minimization under loss function l α,usq is (α, γ, ρ)-robust. A proof is available in Supplementary material Section A.1.
e., linear classifiers obtained from α-weighted γ-uneven margin squared loss l α,usq based regularized risk minimization are SLN robust.
Remark 3. The above results relating to counter-examples and Theorem 1 about cost sensitive uniform noise robustness can be summarized as follows: There are two loss functions, l 0−1,α and l α,usq and two hypothesis classes, H lin and H. Out of the four combinations of loss functions and hypothesis classes only l α,usq with H lin is cost sensitive uniform noise robust, others are not.
Next, we provide a closed form expression for the classifier learnt on corrupted data by minimizing empirical l α,usq -regularized risk. We also provide a performance bound on the clean risk of this classifier.
l α,usq based classifier from corrupted data & its performance
In this subsection, we present a descriptive scheme to learn a cost-sensitive linear classifier in the presence of noisy labels, by minimizing l α,usq based regularized empirical risk, i.e.,f r := arg min
whereR rD ,lα,usq
, α is user given, γ and regularization parameter λ > 0 are to be tuned by cross validation. A proof is available in Supplementary material Section A.2. (f ) of l α,usq . Then, the optimal (α, γ, ρ)-robust linear classifierf r = (w, b) ∈ H lin with w ∈ R n has the following form:
T , a n + 1 dimensional vector of variables; A, a (n + 1 × n + 1) dimensional known symmetric matrix and c, a n + 1 dimensional known vector are as follows:
Next, we provide a result on the performance off r in terms of the Rademacher complexity of the function class H lin . For this, we need Lemma 1 and 2 whose proofs are available in Supplementary material Section A.3 and A.4 respectively. Lemma 1. Consider the α-weighted uneven margin squared loss l α,usq (f (x), y) which is locally L-Lipschitz with L = 2a + 2 where |f (x)| ≤ a, for a ≥ 0. Then, with probability at least 1 − δ,
is the Rademacher complexity of the function class H lin with σ i 's as independent uniform random variables taking values in {−1, 1}.
Lemma 2. For a classifier f ∈ H and user given α ∈ (0, 1), the l α,usq risk on clean and corrupted distribution satisfy the following equation:
Theorem 2. Under the settings of Lemma 1, with probability at least 1 − δ,
wheref l * lα,usq is the linear minimizer of RD ,lα,usq and η(x) is the in-class probability for x. Furthermore, as l α,usq is α-CC, there exists a non-decreasing and invertible function ψ lα,usq with ψ
A proof of Theorem 2 is available in Supplementary material Section A.5. The first two terms (involving the difference) in the right hand side of equation (12) denotes the approximation error which is small if H lin is large and the third term involving the Rademacher complexity denotes the estimation error which is small if H lin is small. The fourth term denotes the sample complexity which vanishes as the sample size increases. The bound in (12) can be used to show consistency of l α,usq based regularized ERM if the argument of ψ −1 lα,usq tends to zero as sample size increases. However, in this case, it is not obvious because the last two terms involving noise rates may not vanish with increasing sample size. In spite of this, our empirical experience with this algorithm is very good.
A re-sampling based Algorithm (η, α)
In this section, we present a cost sensitive label prediction algorithm based on re-balancing (which is guided by the costs) the noisy training set given to the learning algorithm. Let us consider uneven margin version of α-weighted 0-1 loss from equation (1) defined as follows:
where α is user given cost and γ, tunable cost handles the class imbalance. This definition is along the lines of the uneven margin losses defined in [19] . Let l 0−1,α,γ -risk on D be R D,α,γ (f ) and corresponding optimal classifier be f * 0−1,α,γ :
Also, let l 0−1,α,γ -risk onD be RD ,α,γ (f ) and the corresponding optimal classifier bef * 0−1,α,γ as given below:
We propose Algorithm (η, α) which is mainly based on two ideas: (i) predictions based on a certain threshold (p * ) can correspond to predictions based on threshold (p 0 ) if the number of negative examples in the training set is multiplied by r * =
(Theorem 1 of [5] ) (ii) for a given x,η(x) and η(x) lie on the same side of threshold 0.5 when noise rate is ρ. We first formalize the latter idea in terms of a general result. A proof is available in Supplementary material Section A.6. Lemma 3. In SLN models, for a given noise rate ρ < 0.5, the clean and corrupted class marginals π andπ satisfy the following condition:
Further, the above monotonicity holds for η(x) andη(x) too.
In our case, the cost sensitive label prediction requires the desired threshold to be . As we have access to only corrupted data, the learning scheme is: re-balance the corrupted data using r * and then thresholdη at 0.5. Since, for SLN model, predictions made by thresholdingη at 0.5 are same as the predictions made by thresholding η at 0.5, for a test point x 0 from D, predicted label is sign(η(x 0 ) − 0.5). The main advantage of this algorithm is that it doesn't require the knowledge of true noise rates. Also, unlike Section 3's scheme involving l α,usq based regularized ERM, this algorithm usesη estimates and hence is a generative learning scheme.
Since, we do not want to lose any minority (rare) class examples, we reassign positive labels to the minority class WLOG, if needed, implying that negative class examples are always under-sampled. The performance of Algorithm (η, α) is majorly dependent on sampling procedure andη estimation methods used.
Algorithm (η, α)η based scheme to make cost sensitive label predictions from uniform noise corrupted data
, cost α, performance measure P M ∈ {Acc, AM, F, W C} Output: Predicted labels andη estimate on test data Ste
Under-sample the −ve class to getS tr,b such that
.
5:
Use 5-fold CV to estimateη fromS tr,b via Lk-fun or LSPC or KLIEP. 6:
Compute 5-fold cross validated P M from the partitioned data. 7: end for 8: γ * = arg max
9: Under-sample the −ve class to getS tr,b such that
. 10: Estimateη fromS tr,b using Lk-fun method or LSPC or KLIEP. 11: for i = 1, 2, . . . , mte do 12:
Computeη(xi) 13:ŷi = sign(η(xi) − 0.5) 14: end for γ)α ) ). Hence, this scheme is not in contradiction to Section 2. However, asη estimation methods use a subset of H (e.g., LSPC and KLIEP use linear combinations of finite Gaussian kernels as basis functions), these risks may be equal to R D,α (sign(η e − α γ+(1−γ)α )) wherẽ η e is estimate ofη obtained from strict subset of hypothesis class. Also, based on very good empirical performance of the scheme, we believe that
where η e is an estimate of η.
5 Comparison of l α,usq based regularized ERM and Algorithm (η, α) to existing methods on UCI datasets
In this section, we consider some UCI datasets [3] and demonstrate that l α,usq is (α, γ, ρ)-robust. Also, we demonstrate the performance of Algorithm (η, α) with η estimated using Lk-fun, LSPC and KLIEP. In addition to Accuracy (Acc), Arithmetic mean (AM) of True positive rate (TPR) and True negative rate (TNR), we also consider two measures suited for evaluating classifiers learnt on imbalanced data, viz., F measure and Weighted cost (WC) defined as below:
where TP, TN, FP, FN are number of true positives, true negatives, false positives and false negatives for a classifier.
To account for randomness in the flips to simulate a given noise rate, we repeat each experiment 10 times, with independent corruptions of the data set for same noise (ρ) setting. In every trial, the data is partitioned into train and test with 80-20 split. Uniform noise induced 80% data is used for training and validation (if there are any parameters to be tuned like γ). Finally, 20% clean test data is used for evaluation. Regularization parameter, λ is tuned over the set Λ = {0.01, 0.1, 1, 10}. On a synthetic dataset, we observed that the performance of our methods and cost sensitive Bayes classifier on clean data w.r.t. Accuracy, AM, F and Weighted Cost measure is comparable for moderate noise rates; details in Supplementary material Section E.3. In all the tables, values within 1% of the best across a row are in bold. Class imbalance and domain requirement of cost We report the accuracy and AM values of logistic loss based unbiased estimator (MUB) approach and approach of surrogates for weighted 0-1 loss (S-W0-1), as it is from the work of [14] and compare them to Accuracy and AM for our cost sensitive learning schemes. It is to be noted that [14] assumes that the true noise rate ρ is known and cost α is tuned. We are more flexible and user friendly as we don't need the noise rate ρ and allow for user given misclassification cost α and tune γ.
It can be observed in Table 1 that as far as Accuracy is concerned Algorithm (η, α) and l α,usq based regularized ERM have comparable values to that from MUB and S-W0-1 on all datasets. As depicted in Table 2 , the proposed algorithms have marginally better values of AM measure than that of MUB and S-W0-1 method. Due to lack of a benchmark w.r.t. F and WC, on these measures, we compared our schemes to the SVMs trained on clean data and observed that our schemes fare well w.r.t to these measures too. However, due to space constraint the details are presented in Supplementary material Section E.1.
Dataset
Cost ρ Algorithm (η, α):η estimate from lα,usq RegERM MUB S-W0-1 Table 1 . Averaged Acc (± s.d.) of the cost sensitive predictions made by Algorithm (η, α) and lα,usq based regularized ERM on UCI datasets corrupted by uniform noise. Table 2 . Averaged AM (± s.d.) of the cost sensitive predictions made by Algorithm (η, α) and lα,usq based regularized ERM on UCI datasets corrupted by uniform noise.
Class balanced and domain requirement of cost We consider the Bupa dataset [3] with 6 features where the label is +1 if the value of feature 6 is greater than 3 otherwise −1 (m + = 176, m − = 169). We learn a cost sensitive classifier by implementing Algorithm (η, α) with α = 0.25 andη estimated using Lk-fun with logistic loss. When comparing tuned γ case (from the set Γ = {0.5, 0.8, 1, 1.2, 1.5}) and γ = 1 case, we observed in Table 3 that tuning γ is favorable for all measures. Increase in noise rates from (0.1/0.2/0.3) to 0.4 leads to change in γ values from 0.5 to 1 or 1.5 due to imbalance induced by noise. Results forη estimated using Lk-fun with l sq are available in Supplementary material E.2.
Discussion
We considered the binary classification problem of cost sensitive learning in the presence of uniform label noise. We are interested in the scenarios where there Table 3 . Dataset: BUPA Liver Disorder (6, 176, 169). The above table depicts the performance of Algorithm (η, α) whenη estimate is from Lk-fun with l log based regularized ERM (λ tuned via CV). Here, α = 0.25 and γ is tuned.
can be two separate costs: α, the one fixed due to domain requirement and γ that can be tuned to capture class imbalance. We first show that weighted 0-1 loss is neither uniform noise robust with measurable class of classifiers nor with linear classifiers. In spite of this, we propose two schemes to address the problem in consideration, without requiring the knowledge of true noise rates.
For the first scheme, we show that linear classifiers obtained using weighted uneven margin squared loss l α,usq is uniform noise robust and incorporates cost sensitivity. This classifier is obtained by solving l α,usq based regularized ERM, that only requires a matrix inversion. Also, a performance bound with respect to clean distribution for such a classifier is provided. One possible issue here could be weighted uneven margin squared loss function's susceptibility to outliers. However, in our experiments, this scheme performed well. The second scheme is a re-sampling based algorithm using the corrupted in-class probability estimates. It handles class imbalance in the presence of uniform label noise but it can be heavily influenced by the quality ofη estimates. However, we chose theη estimation method based on their label prediction ability (as discussed in Supplementary material Section F.6) and obtained good empirical results.
We provide empirical evidence for the performance of our schemes. We observed that the Accuracy and AM values for our schemes are comparable to those given by [14] . Our schemes have other measures like F and Weighted Cost comparable to that of SVMs trained on clean data; details are in Supplementary material Section E.1. The two proposed schemes have comparable performance measures among themselves.
An interesting direction to explore would be cost sensitive learning in Class Conditional Noise (CCN) models without using/tuning noise rates ρ + and ρ − . We could invoke Elkan's result [5] in the re-sampling scheme due to the uniform nature of noise. However, the estimation ofη induces an iota of approximation bias in the scheme. A theoretical proof for correctness of re-sampling scheme could provide directions in dealing with CCN models, including perhaps a bound on the error in SLN models; see Remark 4. Even though the constant term appears in the upper bound of Theorem 2, it would be interesting to understand whether it is due to the affect of noise on the systemic component of risk or something else. Also, using synthetic data, one can comment on the tightness of the bound. A more fundamental question would be "Is lack of guarantee on consistency a price that one has to always pay while learning to get away without requiring the knowledge of noise rate?" 
Supplementary Material
Cost Sensitive Learning in the Presence of Symmetric Label Noise
A Proofs
A.1 Proof of Theorem 1
Proof. Let the linear classifier be of the form
T trained on clean data D andw ρ,α trained onD with noise rate ρ. For λ > 0, the weighted clean regularized risk is
Differentiating (15) w.r.t.w α and equating to 0, we get
where I is n + 1 × n + 1 dimensional identity matrix. Now, consider the weighted corrupted regularized risk as:
Differentiating (17) w.r.t.w ρ,α , we get
Therefore, we get the optimal noisy weighted classifier as
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Taking the transpose in above equation and post multiplying byx, we get w * T ρ,αx = (1 − 2ρ)w * T αx and hence,
where f l * r,lα,usq andf l * r,lα,usq are the optimal liner classifiers learnt using l α,usq on D andD respectively. Since the noise rate ρ < 0.5, sign(f l * r,lα,usq ) = sign(f l * r,lα,usq ). This implies that (8) holds for (l α,usq , H lin ).
A.2 Proof of Proposition 1
Proof. Consider the empirical noisy regularized riskR rD ,lα,usq (f ) as follows:
Differentiating equation (20) w.r.t. w j and equating to 0, we get
Differentiating equation (20) w.r.t. b and equating to 0, we get
). Writing equation (21) and (22) in matrix form, we get the following system of linear equations:
where A is a (n + 1 × n + 1) dimensional known symmetric matrix,w is n + 1 dimensional vector of variables and c is n + 1 dimensional known vector. The above linear system of equations can be written as (A + λI)w = c and the cost-sensitive and (α, γ, ρ)-robust classifierf r is as follows:
A.3 Proof of Lemma 1
Proof. Consider the difference between corrupted true risk and corrupted empirical risk, i.e., RD ,lα,usq (f ) −RD ,lα,usq (f ) Now, using the Rademacher bound ( [13] ) on the maximal deviation between risks and empirical risks over f ∈ H lin , we get with probability at least 1 − δ
where
. Now, using the Lipschitz composition property of the Rademacher averages, we have R(l α,usq • H lin ) ≤ LR(H lin ). Hence, the inequality in lemma statement follows.
A.4 Proof of Lemma 2
Proof. Consider the corrupted l α,usq risk of a classifier f ∈ H as given in equation (17) .
A.5 Proof of Theorem 2
Proof. Let f l * lα,usq ∈ H lin be the minimizer of R D,lα,usq . Then, the excess D risk off r is
The last inequality holds becausef r is the minimizer ofR rD ,lα,usq (f ). Using Lemma 2, we get
Last second inequality follows by using Triangle's inequality for absolute deviations. The last inequality follows from Lemma 1 and equation (19) . Next, we simplify the term including expectation
Substituting it back in the upper bound we get,
Subtracting min
f ∈H R D,lα,usq (f ) from both sides of above inequality and invoking equation (3) we get the second result in the theorem statement.
A.6 Proof of Lemma 3
Proof. Consider the case when π < 0.5 and ρ < 0.5 as follows:
The case of π > 0.5 ⇒π > 0.5 can be proved in similar lines as above by reversing the inequality. Since,η(x) = (1 − 2ρ)η(x) + ρ has the same coefficients as those relating π andπ, monotonicity w.r.t. 0.5 holds for η(x) too. (1 − p, 1) . Then, the in-class probability η(x) is given as follows:
B Details about various counter-examples
Suppose uniform noise rate be ρ = 0.3. Then,η(x) = (1 − 2ρ)η(x) + ρ = 0.38. Now, if we are given that positive class is more important with misclassification costs with α = 0.25, then the corresponding l 0−1,α based optimal classifier on D andD are as follows:
Consider the α weighted 0-1 risk of the above classifiers as below :
implying that the α weighted 0-1 loss function l 0−1,α is not uniform noise robust. Note that in this example D is linearly separable because of p < 0.5. The counter-example suggests that even in the easiest case when the clean distribution is linearly separable, l 0−1,α is not uniform noise tolerant. If p > 0.5, D will be linearly inseparable and by changing α value another counter-example can be generated.
B.2 Details of counter-example 2
Consider the training set { (3, −1), (8, −1), (12, 1) }. Let the probability distribution on the feature space be uniformly concentrated on the training dataset. Let the linear classifier be of the form f l = sign(x + b). Let α = 0.3 and the uniform noise be ρ = 0.42. Then,
= arg miñ b 0.474 whenb ∈ (−3, ∞) 0.994 whenb ∈ (−∞, −12)
implying that weighted 0-1 loss is not uniform noise robust even with a classifier in H lin .
B.3 Details of counter-example 3
Consider the minimizer of R D,lα,usq (f ), the clean l α,usq -risk of f given below:
Given x, the optimal decision would be sign(f * lα,usq ) = sign(η(x) − α) since the denominator in the RHS of equation (26) is always positive. In similar lines as above, one can show that the minimizer of RD ,lα,usq (f ) is as follows:
We show using following counter-example that clean weighted risks of f * lα,usq and f * lα,usq need not be equal.
Consider the settings as in Example 1. Let α = 0.25 and γ = 0.4. Then, from equation (26) and (27), we get f * lα,usq = −0.21 < 0f * lα,usq = 0.37 > 0 ∀x. Now, we need to check for the clean l 0−1,α risk of above two classifiers. This can be computed in the same way as in Example 1. Therefore, we get
lα,usq ) implying that the classifiers f ∈ H learnt from l α,usq based ERM may not be both cost-sensitive and uniform noise robust. Example 4. Let Y has a Bernoulli distribution with parameter p = 0.8. Let X ⊂ R be such that X|Y = 1 ∼ N (2, 1) and X|Y = −1 ∼ N (−2.5, 1). Then, using Lemma 4, the in-class probability η(x) is given as follows:
Suppose we are given that the negative class is more important with misclassification cost α = 0.65. Also, let the uniform noise rate to corrupt the data be ρ = 0.3. Now, using equation (5) and (6), the thresholds corresponding to η(x) are 0.65 and 0.875. Then, the optimal classifiers are as follows:
The last equality is obtained by substituting the value of η(x) in (28) and solving for x. Now we compute the weighted 0-1 risks of these classifiers show 22 that they are different. = 0.0103 
C Explicit form for η when conditional distributions are normally distributed
Here, we present a result which provides the explicit from of in-class probability η when the conditional distributions X|Y are normally distributed.
Lemma 4. Let Y has Bernoulli distribution with parameter p. Let X ⊂ R n be such that X|Y = 1 ∼ N (µ + , Σ + ) and X|Y = −1 ∼ N (µ − , Σ − ). Then, the in-class probability η(x) = P (Y = 1|X = x) is given as follows:
where Σ − + and Σ − − are the inverse of Σ + and Σ − respectively.
Proof. Consider the in-class probability η(x) given below:
The last second equality uses the fact that P (Y = 1) = p and X|Y is normally distributed. Now, expanding the product terms in exponent of the last equality and collecting the common terms, we get equation (31).
This result was used in synthetic data experiments to get the get the Bayes classifiers using η.
D Experiments demonstrating the role of α and γ in cost sensitive learning on clean data
In this section, our goal is to understand the role of α and γ in l α,un (f (x, y)). Specifically, we work with α-weighted uneven margin squared loss defined below:
We consider 3 performance measures, viz., Accuracy (Acc), Arithmetic mean (AM) and F measure. Every dataset is partitioned into training and test set with 80-20 split. Further, for tuning the parameters like γ, we split the training data into 65-15 and use 15% as validation set for tuning the parameters To account for the randomness while partitioning of the data, this process is repeated 10 times. The reported values are performance measures averaged over 10 trials along with their standard deviation. To choose the value of the regularization parameter λ, we perform a CV over the set Λ = {.01, .1, 1, 10}. Next, we separately provide examples for the cases where there is a need for differential costing of misclassifications.
D.1 Data has only class imbalance and no user given cost
This is the case when there is only imbalance in the dataset and there is no explicit requirement of costing by the domain. In literature, researchers use only α to account for the imbalance, i.e., use surrogate loss function l α (f (x), y) given below:
where α > 0 is tuned. However, as stated in [19] , uneven margins γ = 1 have been found to yield improved empirical performance in classification problems involving imbalanced data. With this motivation, we demonstrate the performance of cost sensitive linear classifier from l α,usq based regularized ERM on two synthetic datasets across different level of imbalances given in the set Im = {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8} with 3 approaches given below:
1. Ap1 : α is tuned and γ = 1 2. Ap2 : γ is tuned and α = 0.5 3. Ap3 : α and γ both are tuned
Results on the following two synthetic datasets w.r.t. Accuracy, AM, and F measure are presented in Table 4 , 5 and 6 respectively. Syn-dataset1 We first generate 1000 binary class labels Y from Bernoulli distribution with parameter π ∈ Im where π = P (Y = 1). Then a 2-dimensional feature vector X for each label is drawn from two different Gaussian distributions: X|Y Table 4 . Averaged accuracy over 10 trials of the linear classifiers obtained from lα,usq based regularized ERM on two synthetic datasets. The 3 columns for each dataset correspond to the three approaches mentioned when there is no user given cost but imbalance in the data. Table 5 . Averaged AM over 10 trials of the linear classifiers obtained from lα,usq based regularized ERM on two synthetic datasets. The 3 columns for each dataset correspond to the three approaches mentioned when there is no user given cost but imbalance in the data.
Syn-dataset1
Syn-dataset2 Table 6 . Averaged F measure over 10 trials of the linear classifiers obtained from lα,usq based regularized ERM on two synthetic datasets. The 3 columns for each dataset correspond to the three approaches mentioned when there is no user given cost but imbalance in the data.
Observations In Table 4 , we observe that when there is only imbalance in the data and no user given cost, all three approaches, i.e., Ap1, Ap2 and Ap3 have almost equal accuracy on both the synthetic datasets considered. When AM measure is used for evaluation, one can observe in Table 5 that Ap2 has marginally better performance for some values of π. Again with F measure, deciding on one approach to handle only class imbalance is not easy. We believe that one can consider either tuning α with γ = 1 or tuning γ with α = 0.5. Also, as can be seen in Table 4 , Accuracy values exhibits convexity w.r.t the imbalance π. This provides us with an evidence that Accuracy is not the correct measure when there is imbalance in the data. It will lead to high values of Accuracy in the presence of imbalance.
D.2 Data has no class imbalance but there is a user given cost
This is the case where there a user given cost α and γ can be set to 1. However, using Bupa dataset [3] we show that, in this case also tuning γ can lead to improvement in the performance of the classifier. Table 7 . Averaged accuracy, AM and F measures of the linear classifiers obtained from lα,usq based regularized ERM on Bupa dataset. The dataset has 6 features and is balanced. This is the case when there is a user given cost but the data has class imbalance. The above results show that in this case too tuning γ improves the performance w.r.t all 3 measures.
D.3 Data has class imbalance and there is a user given cost too
This is the scenario when there is a domain requirement of differential costing and the dataset available is imbalanced too. In this case, we fix the value of α and let the data decide the value of γ. Here, we present the performance of linear classifiers learnt from l α,usq based regularized ERM on Syn-dataset 2. Table 8 . Averaged accuracy, AM and F measures of the classifiers obtained from lα,usq based regularized ERM on Syn-dataset2. This is the case when there is a user given cost α and there is imbalance also in the dataset as given by p.
Observations In this case, the user given cost is α and the value of γ is tuned to account for the class imbalance in data. We observe that the values of γ picked up when evaluation measure was Accuracy are almost complementary to the value of γ picked up when evaluation measure is AM. Specifically, with Accuracy measure, for p < 0.5 the γ value is less than 1 and for p > 0.5, it is more than 1. However, with AM measure, for p < 0.5 the γ value is greater than 1 and for p > 0.5, it is less than 1. Based on the functional form of l α,un , the correct thing would to choose the value of γ as given by AM measure. The F measure based evaluation leads to γ values lying somewhere between the values obtained from Accuracy and AM measure. For p < 0.5, there is a mix of both γ less than 1 and more than 1 but for p > 0.5, all values of γ are more than 1.
E Additional experimental results when there is a need
for differential costing and data has uniform label noise E.1 F and Weighted Cost measure of l α,usq -regularized ERM based classifiers and Re-sampling based algorithm on UCI datasets
In this section, we present the performance of Algorithm (η, α) and l α,usq based regularized ERM on UCI datasets w.r.t. F measure and Weighted Cost measure. Due to lack of a benchmark for F and WC measure of our cost sensitive label predictions, we make a comparison with the F and WC measure of linear classifiers learnt on clean data using SVM. From Table 9 and 10, we conclude that for Breast Cancer and German dataset, at least one of the proposed methods using noisy data is better than SVM classifier trained on clean data. For other two datasets, the predictions made using our schemes fare well keeping in mind that they have been learnt from noisy data.. Table 10 . Averaged Weighted Cost of the cost sensitive predictions made by Algorithm (η, α) and lα,usq based regularized ERM on UCI datasets corrupted by uniform noise.
E.2 Result of Algorithm (η, α) on Bupa dataset whenη is estimated using Lk-fun with squared loss
In this section, we obtained the classifiers from Algorithm (η, α) whenη is estimated using Lk-fun with l sq on Bupa datasets. We compared the cases when the classifiers are learnt by tuning γ and when γ = 1. We observed that tuning γ is always better than fixing γ at 1 because all the classifiers have improved value of all performance measures with the former. γ) ) learnt on clean data. It can be observed in Table 13 that Accuracy and AM values for Algorithm (η, α) and l α,usq based classifiers are comparable to that of f * 0−1,α,γ till the noise rate ρ does not cross 0.4 after which it starts deteriorating. However, as shown in Table 14 , for F measure and Weighted Cost, this threshold is reached at close to ρ = 0.3 implying that these measures are more sensitive to noise. Table 12 . Performance of cost weighted Bayes classifier on Syn3D imb w.r.t. various performance measures. The misclassification cost α is taken as 0.3 and γ is tuned. Table 13 . Comparison of Algorithm (η, α) and lα,usq based regularized ERM's linear classifier on Accuracy and AM measure. The value of α = 0.3 and γ is tuned. Table 14 . Comparison of Algorithm (η, α) and lα,usq based regularized ERM's linear classifier on F and Weighted Cost measure. The value of α = 0.3 and γ is tuned.
F Various in-class probability estimation methods
In this section, we present a comparative study between 3 existing in-class probability η estimation methods and a minimum squared deviation method. The later method is based on our idea that η is a conditional expectation and hence a minimizer of a suitable expected squared loss. We first present the details of 3 existing η estimation methods viz., Link function based method, LSPC, KLIEP and k-Nearest Neighbour (k-NN). Then, we present our method and various estimators based on KLIEP.
F.1 Link function based approach [18]
This method is the most commonly used approach for getting the in-class probabilities from a given dataset. In this method, first a classifier is learnt from the data using a special class of loss functions and then a suitable transformation is used to get the η estimates. This special class of loss functions is the class of strongly proper loss functions defined below: 
Therefore, a loss l : {±1} × R → R + is said to be strongly proper composite if it can be written as
for some strongly proper loss c and and strictly increasing link function ψ :
Given a strongly proper loss function l, one can obtain an optimal classifier f * (x) by minimizing l based empirical risk minimization (ERM). Then, the inclass probability can be computed as η l (x) = ψ −1 l (f (x)). Some examples of strongly proper composite loss functions along with their corresponding inverse link function ψ −1 (·) [1, 24] are as follows:
3. Mod-squared loss:
where T (p) = min{max{p, −1}, 1} 4. Exponential loss:
It is shown in [1] that if l is a strongly proper loss then the L 2 distance between ψ −1 l (f (X)) and η l (X) can be upper bounded in terms of l-regret of f . Some special cases of this result are also presented in [24], [20] (for logistic loss). In this method, for some loss functions like squared loss and mod-squared loss, one has to suitably truncate the inverse link function ψ −1 l so that it is a valid probability.
The quality of η estimate will depend upon the quality of the classifier too. So, whether one uses linear or nonlinear (kernel) classifiers is expected to make a difference. Also, in case of non-linear classifier, regularization parameter tuning is required.
As hinge loss is not a strongly proper loss, one cannot use the above approach to get the η(x). It was shown in [17] that one can get the in-class probability by using a sigmoid transformation and solving an optimization problem in 2 variables. However, in [24] , it is shown that SVM formulation doesn't lead to reliable probability estimates.
For the sake of convenience, a compact form of this scheme is available in Algorithm (f,η).
Algorithm (f,η)η via classifier scheme
2: for i = 1, 2, . . . , mte do 3:
Compute the estimateη(xi) = ψ
F.2 Least Squared Probabilistic Classifier (LSPC) [21]
Least Squared Probabilistic Classifier (LSPC) [21] is a classifier which makes predictions based on the in-class probability η. This is a direct η estimation method. Suppose the in-class probability is modeled as follows :
where α, a b-dimensional vector is to be learned from the sample and φ(x, y) is non-negative b-dimensional vector of basis functions. The parameter α is obtained so that the following squared error J is minimized:
Here, c is the number of classes. Solving a regularized empirical version of the above optimization problem leads to the following closed form expression for the optimal value of α,α
φ(x i , y i ) and λ is th regularization parameter. The final solution is obtained by normalizing the solution to get,p
In particular, LSPC uses the Gaussian kernels centered at training points. Use of kernel functions, allows to learn the parameters in a class-wise manner. The kernel parameters are chosen based on the dataset and the regularization parameter is chosen by CV. It is claimed that LSPC can be viewed as an application of density ratio estimation method called unconstrained Least Squared Importance Fitting method (uLSIF [7] ) and hence the theoretical guarantees like consistency and stability will follow.
However, the consistency results of [7] are under the following assumption. If n nu and n de are the data points from the numerator and denominator density respectively, then n nu = ω(n 2 de ). This means that there exists c such that |cn 2 de | < |n nu |. Now, the density ratio in case of in-class probability is η(x) = P (x,y) P (x) . Therefore, the number of sample points in numerator and denominator would be equal i.e., n nu = n de and the assumption of uLSIF is not satisfied.
Centiles from the data are known to be good candidates for Gaussian kernel width. Pseudo code given in Pseudocode Centile method is borrowed from the code made available by [21] . It generates the set of kernel width σ to be chosen from for tuning Gaussian kernel's parameter σ.
Pseudocode Centile method Method for generating a set of σ values for Gaussian kernels. 9: end for 10: Return Σset = √ out.
F.3 Kullback-Leibler Importance Estimation Procedure (KLIEP) [22]
The in-class probability for a class y can be written as from the probability density p de and p nu respectively. The estimated ratio is given a linear parametric form ofŵ(x) = b l=1 α l φ l (x). Here, φ l are known non negative basis functions and α l are the parameters to be estimated. The numerator density can be estimated asp nu (x) = ŵ(x)p de (x). The parameters are determined by minimizing the KL divergence between the true and estimated numerator density as follows:
The first term in equation (37) is independent of the {α l } b l=1 , and incorporating the fact thatp nu (x) is probability density, the following optimization problem is obtained:
subject to
This is a convex optimization problem and the authors have provided an algorithm based on gradient ascent to solve this problem. The solution is claimed to be sparse and hence leads to a reduction in computational complexity.
F.4 k-Nearest Neighbour method for η estimation [2]
In classical binary setup, k-NN works based on the labels of the neighbours. Firstly, an estimate of in-class probability is computed and then it is thresholded to make the label prediction.
Here, Y (i) 's are ordered w.r.t. some distance measure ρ. Choice of k and ρ are the two levers available while learning. Also, there is a trade-off between bias and variance.
F.5 Minimization of Squared Deviation method
This is a direct η estimation method, i.e., it doesn't involve learning a classifier. It is known that the expected squared loss is minimized by a suitable conditional expectation. In particular, given two r.v.s P, Q such that Q is integrable,
2 ] a.s. among all random variables Z, i.e.,
where h belongs to the class of all measurable functions. Given (X, Y ), X ∈ R n , Y ∈ {−1, 1} and interpretation of η(x) = P (Y = 1|X) as the conditional expectation, we are interested in knowing what is the corresponding P, Q in the binary classification framework.
Therefore, we have P = X and Q = 1 {Y =1} and the minimization problem is
From above, Z * = η = P [Y = 1|X] a.s. and hence Z * ∈ [0, 1] a.s. as a function of X. This has some resemblance to the squared loss for CPE which is
The advantage here is that the minimizer is the conditional expectation which in our case is the conditional probability. This need not be true for the log-loss ( l 1 (η) = log(η), l −1 (η) = log(1 −η) ), etc.
Consider the class of positive valued functions with an element denoted by φ l (·, ·). Let φ l be called a basis function. Later, we will be specializing this class to be the class of Gaussian kernels. Now, consider the following functional form of Z in equation (40),
where α ∈ R b is the variable to be optimized over and φ(X, Y ) ≥ 0 is the vector of basis functions φ l , l = 1, . . . , b, i.e., Z is a weighted combination of the positive basis functions. An L 2 regularized version of equation (40) can be rewritten as follows:
Here, λ > 0 is the regularization parameter which is usually determined using CV. If one considers the multi-class classification problem with c classes, then the in-class probability for each class is defined as follows:
The idea that expected squared loss is minimized by a suitable conditional expectation can be extended to multi class problems too by formulating following optimization problems, one for each class y ∈ {1, 2, . . . , c}, to get the η y (x)'s.
Solving for α (y) will lead to the following system of equations,
Given the multi-class data (x i , y i ), i ∈ {1, 2, . . . , m}, x i ∈ R n , y ∈ {1, . . . , c}, we have the sample versions of the solution as follows:
where m y is the index of examples with label y. One important question here is to decide about the nature of basis functions φ. Kernel function K(x, x ′ ) comes as natural choice for the basis functions due to the information they carry. Using these kernels, the elements ofÂ andâ (y) can be written as follows:
Therefore, here we would get c sets ofα (y) , one from each system of equation. To get the final estimates of the in-class probabilities, one has to do the max and the normalization as follows:
In-class probability for a binary classification problem can be written as a special case of equation (48).
Remark 5. It is not necessary that the regularized expected squared loss is minimized by conditional expectation. Mathematically,
where Z = α T φ(X, Y ). Here, it is not necessary that
. So, there would be an approximation error if one tries to use minimizer of regularized expected squared loss to estimate in-class probability. Let us denote the estimates of in-class probability from regularized and unregularized version by (40) asη reg andη respectively. We expectη to have model explaining properties andη reg to have good prediction properties due to regularization and avoidance of overfitting.
Remark 6. It can be observed that the solution in equation (48) and (35) are same even though the initial objective is quite different. Therfore, in the experiments, we denote the results by the name of LSPC.
F.6 Various estimators based on KLIEP
We use KLIEP to estimate
, ratio of two continuous densities. One requirement in this method is that the ratio is such that its product with estimated class marginal,π =P (Y = y) is a valid probability i.e.,P (Y = y|x) < 1. This condition need not be true in general as we observed in our experiments.
For choosing the number of basis functions b, the authors in [22] suggest to use b = min(100, n nu ). In our case, n nu would be number of points from class y. As seen in equation (36), one can either use KLIEP with positive class points in the numerator and getη or use KLIEP twice, one with positive class in the numerator and other with negative class in the numerator and getη.
Based on these observations, we have come up with following estimates of η using KLIEP.
1.η pos : This estimator is obtained by implementing KLIEP with positive class points in the numerator and obtaining the ratioŵ pos . That is, the ratio of density to be estimated is
This estimator of η integrates to 1 but there is no guarantee that it will always be less than 1. 2.η neg : This estimator is obtained by implementing KLIEP with negative class points in the numerator and obtaining the ratioŵ neg . That is, the ratio of density to be estimated is
This estimator of η integrates to 1 but it is prone to being less than 0. 3.η norm : This estimator is obtained by implementing two KLIEPs, one with positive class in the numerator and other with negative class in the numerator. Then, the estimates are combined as follows: The estimators which does not lie inside the interval [0, 1] can be truncated to lie inside the interval. However, there performance might be affected. A compact form of the above estimators is available in Table 15 .
May not ηnorm =η May not Table 15 . Details about various KLIEP based η estimates and whether they are valid probability or not. We only check forη ∈ [0, 1] as all the estimates integrate to 1.
The comparison between these estimators w.r.t. various measures is done in Section F.7. In our implementation, we have used Gaussian kernels as the basis functions with centres as the sample points from the numerator density (positive/negative class). The kernel width σ is tuned by KLIEP's inbuilt CV procedure where the criterion is maximum objective value of the KL based optimization problem. The possible candidates for kernel width σ to be used in KLIEP's CV procedure were generated through Centile method described in Pseudocode Centile method.
F.7 An experimental comparative study of various in-class probability estimation methods
In this section, we compare the performance of the η estimation methods described in Section F.1, F.2 and F.6. We implemented Algorithm (f,η) with squared loss, logistic loss and modified squared loss and LSPC, KLIEP and k-NN on 3 synthetic datasets so that we can comment on the quality of η estimates.
In case of k-NN, the value of number of neighbours k to be used is selected by cross validating w.r.t. the measure to be evaluated on. The dataset generation scheme is adapted from [4] . We consider 9 performance measures out of which first 5 (MSE, RMSE, MAD, MD, KL) are purely for η estimation, next 2 (Acc, BS) are for the scenario when these estimates are used in label prediction and the last 2 measure the algorithms estimation capability at the boundary i.e., maximum and minimum. For an estimateη, when the train data is {(
and test data set is {(
, the details about all these measures are given below:
5. Averaged Kullback-Leibler divergence (KL): Since η is a density, we can compute the KL between its estimate and true value as follows:
7. Brier Score (BS): Brier score is a proper score function which measures the accuracy of probabilistic predictions and is defined below:
. DiffMax: In some applications, one requires how good the estimates are at the boundary. In such cases, we have to compare the maximum value of true η to the maximum value ofη on the training set. This measure plays an important role when one is interested in estimating noise rates as some noise estimating schemes use corrupted η values [9] . Therefore,
9. DiffMin: Similar to DiffMax, this measure is also a deciding factor for quality of noise rates.
The synthetic dataset is partitioned into training and test set with 80-20 split. The first 7 performance measures are computed on the test set and the last two on the training set. To make the comparisons more robust, this process is repeated for 10 trials. Finally, the reported values are performance measures averaged over the 10 trials along with the standards deviation.
Synthetic dataset 1 (Syn 2D ) This is a 2 dimensional dataset. We first generate 1000 binary class labels Y from Bernoulli distribution with parameter p = 0. Table 16 . Performance of estimates obtained by Algorithm (f,η) with squared loss, logistic loss and modified squared loss and LSPC and k-NN on Syn2D dataset. The cells with NA means that some estimate was 0 and the KL couldn't be defined. Cells with 0.0 entry means that the value is less than 1 × 10 −5 . Table 20 . Performance ofηpos,ηneg,ηnorm, KLIEP based estimates on Syn3D dataset. The cells with NA means that some estimate was 0 and the KL couldn't be defined. Cells with 0.0 entry means that the value is less than 1 × 10 −5 .
Synthetic dataset 2 (Syn
Synthetic dataset 3 (Syn 10D ) This is a 10 dimensional dataset. We first generate 1000 binary class labels Y from Bernoulli distribution with parameter p = 0.5. Then, a 10-dimensional feature vector X for each label is drawn from two different Gaussian distributions: X|Y = 1 ∼ N (µ + , Σ) & X|Y = −1 ∼ N (µ − , Σ) where Σ is such that all the diagonal elements (variances) are 1 and the non-diagonal elements (covariances) are 10. Here, the means are µ + = G Risk minimization under weighted 0-1 loss in the extended cost space
In view of the negative result obtained with the α-weighted 0-1 loss function, we explore a larger cost space. In a similar kind of representation as that of C 1 , C −1 , one can extend the parameter space from (C 1 , C −1 ) to (C 1 , C −1 , c 1 , c −1 ) given as follows.
• C 1 (or C Then, the corresponding risk on D andD be denoted by R D,lc,4 (f ) and RD ,lc,4 (f ) respectively. One can reduce the extended (C 1 , c 1 , C −1 , c 1 ) based 4 cost space again to (C 1 − c 1 , C −1 − c −1 ) based 2 cost space as the threshold of the optimal classifiers does not change by reducing the parameter space. This has also been shown in [8] . However, we still compute the minimizers of the risks R D,lc,4 (f ) and RD ,lc,4 (f ) and show that they need not be equal.
Using the same technique as in (C 1 , C −1 ) cost case, one can show that the minimizers of R D,lc,4 and RD ,lc,4 are as follows: 
The threshold of η in equation (51) and (52) cannot be same unless C 1 −c 1 = s = C −1 − c −1 or ρ = 0. Therefore, even in the extended cost space, under uniform noise and differential cost, f * 4c =f * 4c , i.e., learning a classifier from l c,4 which is both noise robust and cost sensitive is not always possible. This is independent of the extended sufficient condition (E-SC) that we now introduce; as we will see, this condition doesn't help us for joint uniform noise robustness and cost sensitivity.
A natural extension of sufficient condition (Symmetry condition SC [6] ) in cost sensitive case when used with weighted 0-1 loss can be written as follows. For an arbitrary classifier f (x) and K > 0, E-SC when f (x) > 0 SC becomes C −1 + c 1 = K (53) when f (x) ≤ 0 SC becomes C 1 + c −1 = K Clearly, C −1 + c 1 = K = C 1 + c −1 which can be equivalently written as C −1 − c −1 = s = C 1 − c 1 . This implies that the effective cost for each class is same, i.e. s and hence no differential costs for the classes. Therefore, E-SC cannot be sufficient condition for SLN robustness if there is differential costing of (C 1 , c 1 , C −1 , c −1 ).
