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(Dated: May 8, 2018)
In semiconductor quantum dots, the electron hyperfine interaction with the nuclear spin bath is
the leading source of spin decoherence at cryogenic temperature. Using high-resolution two-color
differential transmission spectroscopy, we demonstrate that such electron-nuclear coupling also im-
poses a lower limit for the positively charged exciton dephasing rate, γ, in an ensemble of InAs/GaAs
quantum dots. We find that γ is sensitive to the strength of the hyperfine interaction, which can
be controlled through the application of an external magnetic field in the Faraday configuration.
At zero applied field, strong electron-nuclear coupling induces additional dephasing beyond the ra-
diative limit and γ = 230 MHz (0.95 µeV). Screening of the hyperfine interaction is achieved for
an external field of ≈ 1 T, resulting in γ = 172 MHz (0.71 µeV) limited only by spontaneous re-
combination. On the other hand, application of a Voigt magnetic field mixes the spin eigenstates,
which increases γ by up to 75%. These results are reproduced with a simple and intuitive model
that captures the essential features of the electron hyperfine interaction and its influence on γ.
PACS numbers: 78.67.Hc, 71.35.Ji, 78.47.Nd
I. INTRODUCTION
The spin of a charge carrier confined in a semiconduc-
tor quantum dot (QD) is an excellent platform for real-
izing a solid-state qubit, a fundamental building block
for quantum information devices1. Fast initialization,
manipulation, and readout of the spin qubit can be
achieved through optical excitation of an intermediate
charged exciton state2–4, comprised of the confined car-
rier Coulomb-bound to an optically excited electron-hole
pair. Such a hybrid scheme combines the long coherence
time of carrier spins5,6 with the picosecond gate time of
excitonic qubits7,8, which can be leveraged for robust and
scalable qubit implementation. A critical parameter for
realizing spin qubits in QDs is the charged exciton opti-
cal coherence time, which is inversely proportional to the
dephasing rate, γ. Since γ ultimately limits the timescale
during which operations based on coherent light-matter
interactions can be performed, understanding how it is
affected by coupling of the charged exciton to its environ-
ment – and how to control such coupling – is imperative.
Despite its importance, γ has been challenging to
measure for semiconductor QDs. Photoluminescence
spectroscopy has been the primary tool for character-
izing the transition energy and lineshape, which re-
quires isolation of single QDs to avoid inhomogeneous
broadening9,10. However, single dot experiments, which
require long signal integration times, still suffer from
spectral diffusion effects that mask the intrinsic re-
combination dynamics4,11,12. These limitations can be
avoided by investigating QD ensembles using nonlin-
ear optical spectroscopy techniques, such as spectral
hole burning13–15, four-wave mixing16, or coherent multi-
dimensional spectroscopy17,18. An ultralong coherence
time up to ∼ 1.5 ns, corresponding to a sub-µeV dephas-
ing rate, has been measured for the positively-charged
exciton in InAs QDs at cryogenic temperature19. Such a
long coherence time indicates almost complete absence of
pure dephasing effects arising from exciton-exciton and
exciton-phonon interactions. In this limit, γ is governed
by the population relaxation dynamics, which are often
assumed to be purely radiative.
The three-dimensional confinement of charge carriers
that suppresses pure dephasing effects, compared to bulk
materials, unfortunately enhances the hyperfine interac-
tion of the carrier spins with the ≈ 105 nuclear spins
that preside in the QD20,21. In this work, we demon-
strate that signatures of carrier-nuclear spin interactions
are imprinted on the charged exciton coherence dynam-
ics, consequently affecting γ. For electron spins, the hy-
perfine interaction, stemming from Fermi contact cou-
pling, has been identified as the dominant electron spin
dephasing mechanism at low temperature in the absence
of external fields22. For hole spins, the p-like symme-
try of the valence band states renders the hole-nuclear
interaction relatively inefficient, resulting in a smaller
hole-spin relaxation rate compared to the electron6,23,24.
This presents an advantage for using positively charged
excitons for spin qubits: hole-spin state initialization can
be achieved by optical spin pumping through the inter-
mediate positively charged exciton state with near unity
fidelity at zero external magnetic field4. Previous studies
have primarily focused on examining how the hyperfine
interaction leads to carrier spin decoherence and limits
spin state initialization fidelity. Hyperfine-mediated spin
dephasing effects on γ, on the other hand, have so far
been unexplored.
Motivated by this, we use resonant two-color differen-
tial transmission spectroscopy to measure γ of the posi-
tively charged exciton in a small ensemble of InAs/GaAs
QDs in both the Faraday and Voigt magnetic field con-
figurations. This technique enables high-resolution mea-
surements of γ in the absence of exciton- and phonon-
mediated interactions, which isolates contributions from
2the electron hyperfine interaction. At zero external mag-
netic field, we measure a sub-µeV dephasing rate, which
decreases by ≈ 25% for a Faraday field of ≈ 1 T. This re-
sult is reproduced using a simple and intuitive model25 in
which the strength of the electron hyperfine interaction is
determined by the energetic overlap of the electron spin
states. As the spin states are Zeeman shifted with in-
creasing magnetic field, the electron spin flip probability
decreases, resulting in a weaker hyperfine contribution
to γ. For fields & 1 T, we obtained a radiatively-limited
dephasing rate γ = 172 MHz (hγ = 0.71 µeV). On the
other hand, application of a Voigt field mixes the hole
and charged exciton spin states, enabling the “forbidden”
dark state transitions. As the field strength is increased
up to 3 T, γ increases by ≈ 75%, corresponding to a
dipole moment ratio between the dark and bright states
of ≈ 0.85. These results demonstrate that even in the
absence of carrier- and phonon-mediated interactions, γ
is not limited by spontaneous recombination. Instead,
the strong hyperfine interaction in semiconductor QDs
enhances γ beyond the radiative limit, which can be sup-
pressed by the application of a moderate magnetic field.
II. EXPERIMENTAL METHODS AND SAMPLE
A. Sample Properties and Characterization
The investigated sample consists of a single layer of
nominally undoped In(Ga)As/GaAs self-assembled QDs
embedded in a 1.5 µm-wide and 1 mm-long ridge waveg-
uide structure, shown in the schematic diagrams in Figs.
1(a) and 1(b). The waveguide ridge surfaces are passi-
vated with 50 nm of SiNx, after which 500 nm thick Au
electrodes are patterned on either side of the waveguide.
The device is electrically insulated by a thick benzocy-
clobutene coating. The waveguide serves to confine the
laser fields to the QD core along the x-direction through
the semiconductor/SiNx refractive index mismatch and
along the z-direction by the 1.1 µm-thick Al0.7Ga0.3As
cladding layers, effectively increasing the light-matter in-
teraction length of laser fields propagating along the y-
direction.
Although the sample is nominally undoped, residual
impurities present during the epitaxial growth process
can introduce free carriers into the wetting layer and
QDs. The device geometry26–28 enables straightforward
electrical characterization of the doping properties of
the semiconductor material through room temperature
capacitance-voltage (C-V) measurements. C-V data is
obtained by applying a 5 mV, 20 kHz AC voltage super-
imposed onto a DC bias to the gate electrode (Vg). The
DC voltage is swept from +5V to -5V at a 0.05 V/s sweep
rate to allow sampling of the doping profile at different
depths in the device. Plotting 1/C2 vs. Vg, shown by
the solid line in Fig. 1(c), yields information regarding
the doping characteristics since the material doping den-
sity, Np, is inversely proportional to the slope of curve in
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FIG. 1. The sample studied is a single layer of InAs/GaAs
self-assembled QDs in a 1.5 µm wide ridge waveguide struc-
ture, shown in the schematic diagrams in (a) and (b). Gold
electrodes separated by 2 µm are patterned on both sides of
the waveguide for capacitance-voltage (C-V) measurements of
the device. A magnetic field up to 3 T can be applied along
either the growth direction (Faraday configuration, θ = pi/2)
or in the plane of the QDs (Voigt configuration, θ = 0), as
indicated in (a). Room temperature C-V measurements re-
veal that the sample is unintentionally p-doped, determined
by the slope of the dashed line fit to the 1/C2 vs. gate voltage
(Vg) data shown in (c). Panel (d) shows photoluminescence
spectra of positively-charged excitons taken at 4.2 K using
980 nm excitation with increasing power from 50 µW to 3.75
mW. The vertical dashed line indicates the laser wavelength
for the differential transmission experiments.
depletion. Np is related to the material properties and
device geometry through29
Np =
∣∣∣∣∣∣
−2
q · ǫs ·A2c · d(1/C
2)
dVg
∣∣∣∣∣∣ , (1)
where q ≈ 1.6 × 10−19 C is the electric charge, ǫs ≈
11 · 8.85 × 10−14 F/cm is the semiconductor dielectric
constant30, and Ac = 500 nm × 1 mm = 5 × 10−6 cm2
is the capacitor area. Using d
(
1/C2
)
/dVg given by the
dashed line in Fig. 1(c), we find that Np ≈ 1 × 1017
cm−3. The large Np likely arises from impurities intro-
duced by the waveguide cladding layers with large Al
mole-fraction. Since the sample was grown to yield a
high density of QDs (1010−1011 cm−2), we estimate that
on average each dot contains a single hole. This point is
further supported by the sub-µeV linewidth presented in
section III, which precludes the presence of additional
holes in the QDs since multiply-charged excitons exhibit
a dephasing rate on the order of 100 µeV or larger19.
Low temperature photoluminescence spectra are
shown in Fig. 1(d) for excitation at 980 nm with in-
creasing power from 50 µW to 3.75 mW. The spectra
feature two peaks centered at 1045 nm and 1020 nm. We
3attribute the lower energy peak to the inhomogeneously
broadened ground state of the positively charged exci-
ton, X+, and the higher energy peak corresponds to the
first excited state. For the differential transmission ex-
periments, the excitation lasers are tuned to 1055 nm
to ensure that only the ground state transitions of X+
are probed. The X+ peak assignment is also confirmed
by the absence of fine-structure splitting in single dot
photoluminescence spectra from other samples epitaxi-
ally grown using the same equipment under similar con-
ditions (data not shown).
B. High-Resolution Differential Transmission
Spectroscopy
For the optical spectroscopy experiments, the sample
is mounted in a transmission confocal microscope setup
that is hermetically sealed in a stainless steel insert with
15 Torr of ultra-high purity helium gas. The sample in-
sert is placed into a liquid helium bath cryostat, where
the sample resides at the center point of split coil su-
perconducting magnet, enabling the application of an
external magnetic field up to 3 T at a sample temper-
ature of 4.2 K. Both Faraday (θ = π/2 in Fig. 1(a)) and
Voigt (θ = 0) magnetic field configurations are possible
by rotating the sample insert about the axis of the cryo-
stat. Light is coupled into and out of the cryostat using
single-mode polarization-maintaining fiber. Coupling to
the waveguide is achieved using 0.55 numerical aperture
objective lenses each mounted on a three-axis piezoelec-
tric nanopositioner.
A schematic diagram of the differential transmission
experimental setup is shown in Fig. 2. Two narrow-
frequency laser beams are coupled into the waveguide
through one of the optical fibers. Each laser has a
linewidth < 200 kHz, and the heterodyne linewidth be-
tween the lasers is ≈ 4 MHz for a 500 ms integration time.
Using such narrow frequency lasers enables us to probe
an estimated ≈ 10 QDs, which eliminates effects arising
from QD inhomogeneities while still allowing for accept-
able signal-to-noise. One of the lasers remains at a fixed
frequency and acts as a pump that burns a spectral hole
in the ground state inhomogeneous distribution. The sec-
ond laser serves as a weak probe beam that is swept in
frequency relative to the pump to map out the homo-
geneous lineshape of X+. Discrimination of the probe
from the pump is achieved through an optical hetero-
dyne technique in which the probe laser is split into two
beams. The frequency of the probe beam is shifted by
ωpr = 61 MHz with an acousto-optic modulator (AOM)
and is transmitted through the waveguide. The other
beam is routed around the sample and acts as a local
oscillator reference for the probe. A fast photodiode and
radio-frequency spectrum analyzer are used to record the
heterodyne beatnote between the probe and local oscil-
lator at ωpr = 61 MHz, which is free from any DC con-
tamination from the pump beam.
Local Oscillator  
Probe 
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AOM : ωp, Ωp 
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RF Spectrum 
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FIG. 2. Schematic diagram of the high-resolution differen-
tial transmission experimental setup. Acousto-optic modu-
lators (AOMs) shift the narrow-linewidth pump and probe
laser beam frequencies by ωp and ωpr, respectively, and the
pump amplitude is modulated at a frequency Ωp. The pump
and probe beams transmitted through the waveguide are het-
erodyned with a local oscillator. The differential change in
the probe transmission is recorded by a radio frequency spec-
trum analyzer at the beatnote frequencies ωpr ± Ωp vs. the
pump-probe detuning frequency.
The amplitude of the pump laser is modulated at a
frequency Ωp = 5 kHz using another AOM, which subse-
quently modulates the excited state population density
in the QDs. The resulting probe differential transmis-
sion signal appears as sidebands on the probe/local os-
cillator beat note at ωpr ± Ωp. Using a radio-frequency
spectrum analyzer, the sideband amplitudes are averaged
and recorded as a function of the pump-probe detun-
ing frequency. Heterodyning of the probe with the lo-
cal oscillator also provides the necessary amplification to
avoid power broadening of the homogeneous lineshape,
discussed in section IIIA. In all measurements, the pump
and probe beams are collinearly polarized along the x-
direction. Consistent with previous experiments of exci-
tons in similar waveguide structures15,31, no differential
transmission signal is observed for either the pump or
probe polarized along the growth direction z. The probe
power is kept at 2 pW to avoid self-broadening effects,
while the pump power is either varied from 2 pW to 2
nW for the power broadening measurements or fixed at
10 pW for the magnetic field measurements.
C. Energy Level Scheme for the X+ Differential
Transmission Experiments
A description is given here to introduce the relevant
X+ transitions and their dephasing rates. The charged
exciton can be represented by a four-level system, shown
in Fig. 3 for zero external magnetic field. For the follow-
ing description, the sample growth z-direction is chosen
as the direction onto which the spins are projected. The
4ground state consists of either a spin-up (|⇑〉 = +3/2)
or a spin-down (|⇓〉 = −3/2) heavy-hole. Optical selec-
tion rules allow for two bright circularly polarized transi-
tions that couple the hole and charged exciton spin states:
|⇑〉 ↔ |⇑⇓↑〉 for σ− polarization and |⇓〉 ↔ |⇓⇑↓〉 for σ+
polarization. EachX+ state consists of two holes in a sin-
glet spin state and an unpaired electron (indicated by the
thin arrows) in either the spin-up (|⇑⇓↑〉 = +1/2) or spin-
down (|⇓⇑↓〉 = −1/2) state. The dephasing rate of ei-
ther optically allowed transition is given by γ = Γ/2+γ∗,
which is inversely proportional to theX+ coherence time,
T2. The population relaxation rate, Γ, describes inelas-
tic processes associated with spontaneous recombination
and population transfer and is inversely proportional to
the longitudinal relaxation time, T1. Pure dephasing pro-
cesses that affect only the relative phases of the eigen-
states of the transition without resulting in energy trans-
fer are given by the rate γ∗.
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FIG. 3. Energy level diagram of the ground state charged
exciton transitions. The system ground state consists of a
spin down (|⇓〉) and spin up (|⇑〉) heavy-hole that are coupled
by a spin flip relaxation rate Γh and pure spin dephasing
rate γ∗h. The positively charged exciton state |⇑⇓↑〉 (|⇓⇑↓〉),
consisting of a spin-up (-down) electron |↑〉 (|↓〉) Coulomb
bound to the holes in a spin singlet state, is accessible via σ−
(σ+) polarized excitation from the |⇑〉 (|⇓〉) hole state. The
charged exciton states can relax to the same hole ground state
through dipole-allowed spontaneous recombination at a rate
Γ0. Electron spin relaxation at a rate Γe and pure dephasing
at a rate γ∗e couple the excited states as well as enable the
diagonal “dipole-forbidden” recombination pathways through
a second-order process characterized by a rate Γs.
Hyperfine contributions to γ are revealed in the low-
temperature differential transmission experiments since
additional sources of linewidth broadening arising from
carrier-carrier and carrier-phonon interactions, spectral
diffusion from trapped charges, and size-dependent in-
homogeneities are suppressed. As the electron simulta-
neously interacts with ≈ 105 nuclear spins in the QD,
one can approximate the electron-nuclear coupling using
a mean-field approach for which the average nuclear spin
polarization acts like an average effective macroscopic
Overhauser magnetic field, BN , with fluctuations given
by δBN . In the absence of dynamic nuclear spin polar-
ization, BN = 0 and δBN = B
max
N /
√
N = 20 − 40 mT,
where N is the number of nuclear spins in the QD and
B
max
N is the maximum Overhauser field corresponding
to 100% nuclear spin polarization32. The nuclear spin
polarization can be considered “frozen” since the spin
correlation time is significantly longer than the relevant
timescales for electron spin and X+ dephasing20.
The Fermi contact hyperfine interaction of the electron
with the nuclear spin bath destroys the X+ optical coher-
ence by providing auxiliary recombination pathways in
addition to spontaneous recombination. Upon optical ex-
citation of either dipole-allowed X+ transition, the elec-
tron spin coherently precesses about the “frozen” δBN
with a coherence dephasing rate given by γe = Γe/2+γ
∗
e ,
where Γe is the longitudinal spin relaxation rate and
γ∗e is the spin coherence pure dephasing rate. Electron
spin precession coherently couples the |⇑⇓↑〉 and |⇓⇑↓〉
states, which can contribute to the X+ dephasing rate
γ either through Γ or γ∗. Additionally, electron-nuclear
spin coupling relaxes the optical selection rules so that
the diagonal transitions |⇓〉 ↔ |⇑⇓↑〉 and |⇑〉 ↔ |⇓⇑↓〉
are no longer “forbidden”. Recombination along these
pathways is a second order process that requires simul-
taneously an electron spin flip event and emission of a
photon with a characteristic rate Γs. The diagonal tran-
sitions are also weakly allowed through heavy-hole–light-
hole valence band mixing25,33, although the rate of this
process is only ≈ 1% of Γ0. In principle, the hole hyper-
fine interaction will also couple the hole spin states with
a spin flip relaxation rate Γh and pure spin dephasing
rate γ∗h. For holes, however, the contact hyperfine inter-
action is suppressed due to the p-like symmetry of the
hole wavefunction. Dipole-dipole coupling is the leading
contribution to hole-nuclear coupling, but it is an order
of magnitude weaker compared to the electron hyperfine
interaction6,23,34.
III. RESULTS AND DISCUSSION
A. Power Broadening of the Homogeneous
Lineshape
To quantitatively establish the effects of the electron
hyperfine interaction on the X+ dephasing rate, we first
perform saturation spectroscopy experiments in which
γ is measured as the pump power is increased from 2
pW to 2 nW in the absence of an external magnetic
field. Differential transmission lineshapes for increasing
pump power are shown in Fig. 4(a). For all pump pow-
ers, the lineshapes are fit well by a single Lorentzian.
We note that the Lorentzian fit is numerically superior
to a Voigtian profile expected in the presence of inho-
mogeneous contributions to γ. The half-width at half-
maximum (HWHM) of the Lorentzian fit provides the
dephasing rate, γ, shown in Fig. 4(b) by the open sym-
bols. With increasing pump power, γ increases monoton-
ically and is well described by a power broadening model
5of a two-level system35,36
γ = γ0 · (1 + P/P0)1/2 , (2)
where γ0 is the zero-power dephasing rate, P is the pump
power, and P0 is the saturation pump power. The fit of
Eqn. 2 to the data is shown in Fig. 4(b) as the solid
line, which yields a zero-power linewidth of γ0 = 225± 7
MHz (hγ0 = 0.93 ± 3 µeV) and a saturation power of
P0 = 50 ± 10 pW. Estimated uncertainties for γ are on
the order of ±10 MHz, which are too small to appear in
the figure.
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FIG. 4. Power broadening of the homogeneous linewidth for
a sample temperature of 4.2 K and a probe power of 2 pW.
The homogeneous linewidth is obtained from a Lorentzian fit
to the differential transmission lineshape, shown in (a) on a
logarithmic vertical scale for increasing pump power from 2
pW to 500 pW. (b) The linewidth data (open symbols) are
fit with Eqn. 2 (solid line), yielding a zero-power linewidth
of γ0 = 225 ± 7 MHz (hγ0 = 0.93 ± 3 µeV) and a saturation
power P0 = 50± 10 pW.
An advantage of the differential transmission experi-
ment is the ability to distinguish between different de-
phasing mechanisms in the system, since different phys-
ical processes appear with unique lineshapes. For exam-
ple, carrier-phonon interactions at elevated sample tem-
peratures will appear as a double Lorentzian lineshape
with a narrow peak arising from the zero-phonon line su-
perimposed onto a broad phonon background14. Phonon
interactions are suppressed at 4.2 K, which is reflected in
the single Lorentzian lineshapes in Fig. 4(a). The sub-
µeV linewidth at lower power also demonstrates that the
differential transmission technique is insensitive to spec-
tral diffusion effects or that they are absent from the
sample. The single Lorentzian lineshape and sub-µeV
linewidth are consistent with the results reported by Ce-
sari et al. in which a low-temperature dephasing rate of
0.91 µeV was measured for a p-doped InAs/GaAs sample
using time-integrated four-wave mixing19. In that work,
it was suggested that γ was limited only by the popula-
tion relaxation rate. We demonstrate in the next subsec-
tion that in addition to spontaneous recombination at a
rate Γ0, the electron hyperfine interaction, which can in-
crease Γ beyond Γ0 and introduce a non-zero γ
∗, provides
a lower limit for γ in the absence of external fields.
B. Magnetic Field Effects on the Charged Exciton:
Faraday Configuration
The effects of the nuclear spin bath on the X+ dephas-
ing rate are investigated by performing differential trans-
mission experiments with a non-zero external magnetic
field in the Faraday configuration. The pump and probe
are both collinearly polarized along the x-direction with
an average power of 10 pW and 2 pW, respectively. The
dependence of the dephasing rate on the external mag-
netic field is shown in Fig. 5(a) by the open symbols.
With increasing field from 0.1 T to 3 T, the dephasing
rate decreases by 25%, from γ = 230 MHz to 172 MHz
(0.95 µeV to 0.71 µeV).
We interpret the magnetic field dependence as arising
from the electron hyperfine interaction that enhances the
dephasing rate for weak external fields and is suppressed
for fields & 1 T. Since the hole hyperfine interaction is at
least an order of magnitude weaker than for the electron,
we consider here only electron-nuclear coupling. At zero
external magnetic field B , the optically-excited electron
spin in the X+ state coherently precesses about the in-
plane component of δBN , resulting in a non-zero γe and
Γs. The dephasing rate associated with the hyperfine
contributions relative to the X+ spontaneous emission
rate determines the dominant decay pathway. Since the
pump is resonant with both the σ+ and σ− transitions,
the differential probe transmission signal provides the
ensemble-averaged dephasing rate for both transitions.
For non-zero B , the degeneracy of the X+ transitions
is lifted as the energy of the σ+ (σ−) transition increases
(decreases), which tunes QDs initially resonant with the
laser for zero external field out of resonance. For B ≫ γ,
the laser is resonant with only a single transition in any
particular QD – the σ+ or σ− transition for QDs initially
redshifted or blueshifted, respectively, from the laser fre-
quency. In each QD, the electron spin precesses about the
total magnetic field BT = B + δBN , which is aligned
primarily along the z-direction forB ≫ δBN . A large ex-
ternal field stabilizes the electron spin, effectively screen-
ing it from δBN . In this limit, hyperfine contributions to
the X+ dephasing rate are strongly suppressed so that γ
is limited only by Γ0 and by the valence band mixing con-
tribution, which is independent of the external magnetic
field25,33.
To quantitatively support our interpretation of the
field dependence of γ, we apply a model in which the
strength of the hyperfine interaction, and thus the am-
plitude of electron spin precession about δBN in the
mean-field approximation, is determined by the proba-
bility to find the electron spin states at similar energy25.
For ground state electron spins in negatively charged
QDs, Kroner et al. demonstrated that the hyperfine
interaction strength depends linearly on the energetic
overlap of the electron spin state distribution functions,
each given by a Lorentzian broadened by the finite spin
state lifetime25. In a positively charged QD, the electron
forms a three-particle many-body state with the singlet
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FIG. 5. (a) Dephasing rate, γ, as a function of applied mag-
netic field in the Faraday configuration. Broadening beyond
the radiative limit for applied field . 1 T is explained by
a simple model shown in (b) describing the electron-nuclear
coupling, which assumes that the strength of the hyperfine
interaction is linearly related to the overlap of the charged ex-
citon state distribution functions (given by the shaded area)
separated in frequency by geµBB . Each distribution is de-
scribed by a Lorentzian function with HWHM linewidth γ.
The solid line in (a) is Eqn. 4 fit to the data with the fit-
ting parameters Γ0HF = 174 MHz and γ = 169 MHz. The
large-field asymptote corresponds to the intrinsic radiatively-
limited dephasing rate γ = Γ0/2 = 169 MHz (0.70 µeV).
The normalized differential transmission amplitude is shown
in (c) as the open symbols. The solid line is Eqn. 5 fit to
the data. At B ≈ 0 T, bidirectional optical spin pumping
inhibits shelving of the hole into either spin state, resulting
in the maximum transmission amplitude. For increasing B
up to ≈ 1.5 T, the signal amplitude decreases as bidirectional
spin pumping becomes inhibited by the broken degeneracy of
the X+ transitions. At B & 1.5 T, as the optical spin pump-
ing rate Γosp decreases, spin pumping is suppressed, resulting
in a slight recovery of the signal amplitude. In (d), the dipole
selection rules and dominant optical transitions in the QDs
for weak and strong external field are shown.
hole pair, so that the Lorentzian distribution function
is broadened not by the electron spin state lifetime, but
by the X+ dephasing rate, as shown in Fig. 5(b). The
distribution function is given by
f (ν) ∝ 2
π
· γ
4 (ν ± geµBB/2)2 + (γ)2
, (3)
where the X+ state splitting, geµBB , is determined by
the electron Zeeman interaction since the singlet hole pair
has zero net spin. Electron-nuclear coupling, which re-
quires conservation of both energy and angular momen-
tum, can only occur for electrons with opposite spin and
similar energy, since the nuclear spin state Zeeman split-
ting is orders of magnitude smaller than the splitting
for electrons. The probability of an electron spin flip is
then given by the ratio of the overlap area of the distri-
bution functions to their total area. In the differential
transmission experiments, the dephasing rates γe and Γs
associated with the the |⇑⇓↑〉 ↔ |⇓⇑↓〉 coherence and the
“forbidden” diagonal transitions, respectively, cannot be
differentiated. However, since both of these processes
arise from the same hyperfine interaction mechanism, for
simplicity we describe them using a single effective relax-
ation rate, ΓHF, so that γ = (Γ0 + ΓHF) /2. The hyper-
fine contribution to the X+ dephasing rate, determined
from the overlap of the distribution functions, is given
by25
ΓHF = Γ
0
HF ·
(
1− 2
π
arctan
(
geµBB
γ
))
, (4)
where Γ0HF is the zero-field hyperfine-induced spin flip
rate. The result of the fit of Eqn. 4 to the data is shown
in Fig. 5(a) by the solid line using a constant distri-
bution linewidth of γ = 169 MHz. Although the de-
phasing rate decreases by ≈ 25% at large external field,
we obtain excellent agreement between the model and
the experiment using constant broadening37 of the dis-
tribution functions for all applied B . From the fit, we
obtain Γ0HF = 174 MHz, which corresponds to the zero-
field electron-nuclear coupling rate that broadens γ by
Γ0HF /2 = 87 MHz beyond the radiative limit. At large
B , the hyperfine interaction is suppressed and the fitted
dephasing rate is limited only by the spontaneous recom-
bination rate, γ = Γ0/2 = 169±7 MHz (0.70±0.03 µeV).
The measured decrease of γ by ≈ 60 MHz (0.25 µeV) is
consistent with the work of Kroner et al., in which the
forbidden transition decay rate in a negatively charged
QD, also mediated by the electron hyperfine interaction,
decreased by ≈ 50 MHz for B ≈ 3 T in the Faraday
configuration25.
Strong hyperfine coupling of the electron spin states
for weak external field strength also enables optical spin
pumping (OSP), which is a key element for spin state
initialization in single QD devices3,4. For σ+ or σ− po-
larized optical excitation, the hole spin will be shelved
into either the |⇑〉 or |⇓〉 states, respectively, as long
as the spin pumping rate, Γosp, is faster than the hole
spin state dephasing rate, γh. We define the OSP fi-
delity as ϑ = (n⇑ − n⇓) / (n⇑ + n⇓), where n⇑ (n⇓) is
the population in the |⇑〉 (|⇓〉) state. ϑ can be related to
Γosp and γh through a rate equation analysis
25 to give
ϑ ≈ (1 + 4γh/Γosp)−1. Since the differential transmis-
sion amplitude is sensitive to the population of the hole
spin ground states, this expression is used to estimate
the signal amplitude as ∆T/T ≈ ∆T/T |0 (1− ϑ), where
∆T/T |0 is the maximum transmission signal when OSP
is suppressed at large B . From Eqn. 4, we can esti-
mate the magnetic field dependence of the OSP rate as
Γosp ≈ B−2, so that ϑ ≈
(
1 + γ′B2
)−1
, where γ′ is a
phenomenological fitting parameter that takes into ac-
count both γh and Γosp at zero field. At large B , ϑ→ 0
7and ∆T/T → ∆T/T |0. For circularly polarized excita-
tion of either the σ+ or the σ− X+ transition, as B → 0,
Γosp ≫ γh and ∆T/T → 0.
For x-polarized optical excitation used in our work,
OSP is frustrated at small B since the pump is quasi-
resonant with both X+ transitions. In this case, the σ+
(σ−) component of the linearly polarized pump acts as
both an excitation field for OSP to the |⇑〉 (|⇓〉) state
and as a re-pump field to frustrate OSP to the |⇓〉 (|⇑〉)
state arising from the σ− (σ+) polarized component. As
a result, instead of ∆T/T → 0 at zero field, bidirec-
tional OSP drives ∆T/T → ∆T/T |0. Two-color reso-
nant Rayleigh scattering experiments4 have shown that
the re-pumping efficiency decreases as the re-pump field
is detuned from the X+ transition by an energy ∆E. As
a result, the bidirectional OSP contribution to ∆T/T de-
creases as ≈ ∆E−2, where ∆E = (ge + gh)µBB in our
experiments. We can approximate the total normalized
differential transmission signal as a sum of the OSP and
re-pumping contributions:
∆T/T
∆T/T |0 ≈
[(
1
1 +B2
)
+
(
1− 1
1 + γ′B2
)]
, (5)
where the first term arises from the re-pumping process
and the second term from OSP. We use 1/
(
1 +B2
)
for
re-pumping instead of 1/B2 to take into account the
fact that at zero field, the normalized signal amplitude is
unity for maximum re-pumping efficiency. The fit of Eqn.
5 to the transmission amplitude data using γ′ = 0.025 is
given by the solid line in Fig. 5(c).
Despite the simplicity of the model, excellent agree-
ment with the measurements indicates that the model
captures the essential processes responsible for the am-
plitude dependence on B . At small B , OSP is frustrated
by the re-pumping field so that the two terms nearly can-
cel and the normalized transmission amplitude is ≈ 1.
With increasing B , the Zeeman splitting of the electron
and hole spin states breaks the degeneracy of the op-
tically active X+ transitions. A larger ∆E reduces the
rate at which the x-polarized excitation field can re-pump
the shelved hole spin so that the normalized transmission
amplitude decreases for B up to ∼ 1.5 T. For B & 1.5
T, the small OSP rate is reflected in the partial recovery
of the transmission amplitude. To further investigate the
magnetic field dependence of the dephasing rate, in the
next subsection we use a field in the Voigt configuration
to mix the spin states, which opens additional dephasing
channels for X+.
C. Magnetic Field Effects on the Charged Exciton:
Voigt Configuration
For a magnetic field in the Voigt configuration (θ = 0 in
Fig. 1(a)), the spins are quantized along the x-direction
parallel to the applied field. In the z-basis, the Voigt field
mixes the spin states and the “forbidden” transitions be-
come optically active. For B & 1 T where the hyper-
fine interaction is weakest, the hole and charged exciton
states form a four-level system with linearly polarized
optical selection rules, shown in Fig. 6(a). The ground
and excited states can be written as linear combinations
of the hole spin states ˜|1〉 = (|⇑〉+ |⇓〉) /√2 and ˜|2〉 =
(|⇑〉 − |⇓〉) /√2 and the charged exciton states ˜|3〉 =
(|⇑⇓↑〉+ |⇓⇑↓〉) /√2 and ˜|4〉 = (|⇑⇓↑〉 − |⇓⇑↓〉) /√2, re-
spectively. Transitions between ˜|1〉 ↔ ˜|3〉 and ˜|2〉 ↔ ˜|4〉
are linearly polarized along the x-direction. Transitions
between ˜|1〉 ↔ ˜|4〉 and ˜|2〉 ↔ ˜|3〉 are polarized along the
y-direction and are not accessible using the waveguide
geometry in the absence of heavy-hole–light-hole mixing.
For a weak magnetic field, the hyperfine interaction
dominates over state mixing and the optical transitions
are circularly polarized. In this regime, γ = 235±7 MHz
(0.97± 3 µeV), as shown in Fig. 6(b). As expected, γ is
similar for the Voigt and Faraday configurations at small
B . Similar to the Faraday configuration experiments,
with increasing B , the degeneracy of the X+ transitions
is lifted and QDs initially resonant with the pump laser
at B = 0 T are shifted out of resonance. At large B , the
˜|1〉 ↔ ˜|3〉
(
˜|2〉 ↔ ˜|4〉
)
transition for QDs initially red-
shifted (blueshifted) from the laser frequency is tuned
into resonance by the magnetic field, and the pump and
probe are resonant with only one of these transitions in a
given QD. In contrast to the Faraday experiments, how-
ever, the X+ dephasing rate increases to γ = 293 ± 9
MHz (1.21± 0.04 µeV) at B = 3 T.
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FIG. 6. (a) The dipole selection rules and dominant optical
transitions in the QD under strong applied field in the Voigt
configuration, where X and Y are the dipole moments aligned
along and perpendicular to the Voigt field, respectively. The
dephasing rate, γ, as a function of magnetic field is shown in
(b).
The observed behavior of γ with increasing B is a re-
sult of the field-induced state mixing, which enhances
the dipole moment of the diagonal transitions. For
B ≫ δBN , hyperfine interaction contributions to the
dephasing rate are suppressed and the eigenstates of the
system are the basis states of the Voigt field Hamilto-
nian. In the radiative limit, the dephasing rate of a
charged exciton in either state ˜|3〉 or ˜|4〉 is given by
γ =
(
ΓX0 + Γ
Y
0
)
/2, where ΓX0 and Γ
Y
0 are the sponta-
neous recombination rates for the X and Y transitions,
respectively. If we assume ΓX0 = Γ
Y
0 = Γ0, then we
8expect γ = Γ0 = 339 MHz at large B . This value is com-
parable to the measured γ = 293 ± 9 MHz at B = 3
T. The discrepancy between the measured and expected
values is likely due to unequal dipole moments of the
X and Y polarized transitions. For example, if we as-
sume the X polarized transition spontaneous recombina-
tion rate ΓX0 = Γ0 = 339 MHz, then from the measured
γ = 293 MHz, we get ΓY0 = 2γ − ΓX0 = 247 MHz, which
corresponds to a Y/X transition dipole moment ratio38
dY /dX =
√
ΓX0 /Γ
Y
0 ≈ 0.85.
The large dipole moment of the diagonal transitions
enables OSP with an efficiency increasing with B , in
contrast to the behavior in the Faraday configuration.
For x-polarized optical excitation resonant with, e.g. the
˜|1〉 ↔ ˜|3〉 transition, the hole will be pumped into state
˜|2〉 via recombination along ˜|3〉 ↔ ˜|2〉 with the emission of
a y-polarized photon. As long as the hole spin flip rate γh
between states ˜|1〉 and ˜|2〉 is negligible compared to Γosp,
a significant hole spin population will build up in state
˜|2〉. The OSP fidelity is partially limited by re-pumping
along ˜|2〉 ↔ ˜|4〉 by the excitation laser, which is detuned
from the transition by an energy ∆E =
(
gXe + g
X
h
)
µBB ,
where gXe and g
X
h are the in-plane electron and hole g-
factors, respectively. The OSP fidelity for this config-
uration has been shown to depend on ∆E according to
ϑ ≈ 1−(Γ20 + 3Ω2) /∆E2, where Ω is the Rabi frequency
of the optical excitation field39. With increasing B , ∆E
increases and ϑ → 1. As a result, the differential trans-
mission signal amplitude ∆T/T should decrease with in-
creasing B . This is indeed what we observe for B & 1.5
T (data not shown). For B . 1.5 T, ∆T/T exhibits a
non-trivial dependence on the magnetic field which sug-
gests that the optical selection rules are not strictly linear
and that the hyperfine interaction plays a role. Addition-
ally, heavy-hole–light-hole mixing caused by the QD in-
plane anisotropy can rotate the polarization axis of the
QD away from the applied field so that the X and Y
transitions are neither parallel nor perpendicular to the
external field3,40. In this case, the x-polarized pump field
can excite all four transitions, which would enhance the
re-pumping efficiency along the diagonal transitions that
have a smaller ∆E.
IV. CONCLUSIONS
Contributions to the positively charged exciton de-
phasing rate from the electron hyperfine interaction in
self-assembled InAs QDs have been investigated using
high resolution two-color differential transmission spec-
troscopy. We demonstrate that in the absence of carrier-
and phonon-mediated pure dephasing effects, the hyper-
fine interaction is the dominant dephasing mechanism
and introduces a lower bound on the charged exciton de-
phasing rate for the case of zero applied magnetic field.
The strong electron hyperfine interaction can flip the
electron spin, coupling the charged exciton spin states
and enabling the diagonal “forbidden” transitions. These
additional decay pathways can be suppressed with the
application of a moderate Faraday magnetic field to give
a dephasing rate of γ = 169 MHz (0.70 µeV), which
is limited only by spontaneous recombination along the
dipole-allowed transitions. The opposite is true for an
applied Voigt magnetic field: the in-plane field mixes the
spin eigenstates, enabling the “forbidden” transitions and
consequently enhancing the radiatively limited dephasing
rate by ≈ 75%.
The magnetic field dependent measurements of the de-
phasing rate presented in this work might help guide ef-
forts for quantum communication and computation us-
ing semiconductor QDs. For example, Yao, Liu, and
Sham proposed a deterministic method for entangling
two spatially separated QD qubits using an intermedi-
ate spin-photon entangled state41. Initialization of the
qubit into a pre-entangled state was recently demon-
strated using a positively charged QD, with a fidelity
below unity partially due to radiative decay and pure
dephasing42. The results presented here demonstrate
that a higher fidelity might be achievable by tailoring ex-
ternal fields to minimize dephasing from electron-nuclear
interactions. Additional insight into excitonic hyperfine
interactions could be obtained by measuring the pop-
ulation relaxation and pure dephasing rates of individ-
ual charged exciton transitions. This could be achieved
by performing additional experiments such as optical co-
herent multi-dimensional spectroscopy, which is specifi-
cally tailored to isolate quantum pathways and can read-
ily separate pure dephasing from incoherent relaxation
mechanisms43. This technique could be applied to an iso-
lated QD embedded in the intrinsic region of a p− i− n
diode for photocurrent detection44,45, which would pro-
vide well-resolved and spectrally isolated signals associ-
ated with each dipole-allowed transition of the four-level
hole–charged-exciton system.
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