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Abstract. Autoregressive (AR) modeling by linear prediction (LP) provides the basis of a wide variety
of signal processing and communication systems including parametric spectral estimation and system
identification. Perhaps the greatest success of linear prediction techniques is to be found in speech
analysis and audio coding. In this paper, we first reviewed the general frameworks of predictive signal
modeling and investigated various prediction filter structures including the modified linear predictor.
We then empirically compared the compression performamce of these prediction filters by applying
to the lossless audio compression system. We also applied different filter orders and block lengths for
each filter to explore their influence on the compression ratio. . . .
1 Introduction
Recently a number of new technologies related to the storage capacity and the transmission bandwidth
are emerging. From transmission part, for example, ADSL (Asymmetric Digital Subscriber Line) provides
several Mbps transmission bandwidth for normal telephone line on down stream side. On storage part, hard
disk capacity has being increased dramatically. A new high-density disc such as DVD (Digital Versatile
Disc) also provides huge storage capability for audio and video sources. Despite such tremendous growth
of the storage capacity and the transmission bandwidth, the demand for higher quality of multimedia asso-
ciated with audio, image, and video continues to outpace it. For instance, the required data rate satisfying
the high-quality audio (more word size, more sample rate, and more channel) will be continuously in-
creased, unless we give up to enjoy the digital audio world. Hence the importance of data compression is
not likely to diminish, as a key technology to allow efficient storage and transmission.
The general idea behind data compression is to remove the redundancy present in the data to find more
compact representations. Two families of algorithms exist in compression. When the information can be
exactly recovered from the bits, the source coding or compression is called lossless; otherwise, it is called
lossy. To achieve higher compression ratios, lossy algorithms remove information from the original in a
way that comes close to the original or that is not perceptible. In this case, therefore, we allow approximate
representations of the original, instead of trying to represent the original exactly, and have only a modified
version of the original after transmission. In contrast, lossless algorithms respect the integrity of the original
signal. After transmission and reconstruction an exact copy of the original signal is available.
Two main drawbacks are related with lossless audio compression. The first one is the time varying
compression ratio, which makes difficult the allocation of a fixed bandwidth to the transmitted audio data
and also complicates the editing of compressed material. The second one is the poor compression rate. The
lossless audio compression usually achieves compression ratio 2 to 3 without loss any quality, whereas
lossy compression can achieve compression ratio 8 to 40 or higher. While achieving higher compression
ratios, the lossy audio compression is highly objectionable in high fidelity audio compression applications,
due to unexpected artifacts introduced even by the most heavily engineered schemes which use perceptual
auditory models. It is more problematical whenever the audio signal undergoesmultiple encoding-decoding
operations.
The goal of the predictive modeling in lossless audio compression is to reduce the sample magnitudes
by making a prediction of the current sample on the basis of previous sample values and by transmitting
just the difference between the current sample and the prediction. Several predictive methods exist for ex-
ploiting correlation between neighboring samples in a given data stream. The same decorrelation function
is used in compression and reconstruction, and this function must take as input a delayed version of the
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input sequence. In this paper, we first review the general frameforks of predictive signal modeling and
investigate the related works on lossless audio compression using prediction filters. For comparison of the
compression performancewith various types of prediction filters we developed a prototypical lossless audio
compression system in which we apply each prediction filter to the signal decorrelation stage. We will also
use the different prediction orders and block lengths for each filter to explore their effect on compression
ratio.
2 Linear Prediction Filters
2.1 General expressions
The basic idea behind linear prediction is that a sample of signal can be approximated as a linear combi-
nation of previous samples. By minimizing the sum of the squared differences between input samples and
linearly predicted ones, a unique set of predictor coefficients can be determined.
From the discrete signal processing viewpoint, a digital filter H(z) is assumed to have p poles and q
zeros in the general pole-zero case, which means that given the input sequence x[n], its approximation xˆ[n]
can be modeled by a combination of the q previous output samples and p + 1 previous input samples in a
discrete filter system
xˆ[n] =
p∑
k=0
bk x[n− k] +
q∑
k=1
ak xˆ[n− k] , (2.1)
which is equivalent to
H(z) =
Xˆ(z)
X(z)
=
p∑
k=0
bk z
−k
1−
q∑
k=1
ak z
−k
. (2.2)
This is the general description of pth-order recursive or infinite impulse response (IIR) system. Such model
with both poles and zeros is also called an autoregressive moving average (ARMA) model. If we set the
coefficients a1, a2, · · · , aq equal to zero, (2.1) becomes a finite impulse response (FIR) system, i.e.,
xˆ[n] = b0x[n] + b1x[n− 1] + · · ·+ bpx[n− p] =
p∑
k=0
bk x[n− k] . (2.3)
This is an allpole model, also known as an autoregressive (AR) model, while the allzero model (p = 0) is
called a moving average (MA) model since the output is a weighted average of the q prior inputs. Figure
2.1 shows the general representation of these filter systems.
As showed in Figure 2.1, the prediction of present value in an FIR system is performed by combination
of past values of the input signal, while for an IIR system the estimation of present value depends on the
immediate past values of the output and the present and past values of the input. That is, an IIR system
involves a recursive process in order to update the output by the present and past values. As the result, the
terms of FIR and IIR describe digital filters relative to the length of their sampled response sequences since
it is possible to implement an FIR filter in a recursive fashion and an IIR filter in a nonrecursive manner.
Most of linear prediction system in literature assumes to use an allpole FIR filter because of its ability to
provide extremely accurate estimate and its relative speed of computation. From (2.3) the system function
of a pth-order FIR LP filter is the polynomial
P (z) =
p∑
k=1
bk z
−k , (2.4)
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Fig. 2.1. Block diagram representation for three types of filters
where any zeros at z = 0 are ignored because such zeros contribute nothing to the spectral magnitude and
add only linear phase. Output of this predictive filtering is the difference between the original input signal
x[n] and its prediction xˆ[n],
e[n] = x[n]− xˆ[n] = x[n]−
p∑
k=1
bk x[n− k] , (2.5)
where the difference signal e[n] is called residual or prediction error 1. From (2.5) it can be seen that the
prediction error sequence is the output of a system whose transfer function is
A(z) = 1−
p∑
k=1
bk z
−k , (2.6)
which is an inverse filter for the system H(z), i.e., H(z) = A(z)−1. The basic problem of LP is to
determine a set of predictor coefficients {bk} directly from the signal in such a manner as to ontain a good
estimate of the spectral properties of the signal through the use of (2.6).
The optimal predictor coefficients bk are chosen to minimize the energy (average) in residual signal
which is defined as
E =
∞∑
n=−∞
e2[n] (2.7a)
=
∞∑
n=−∞
(x[n]− xˆ[n])2 (2.7b)
=
∞∑
n=−∞
[
x[n]−
p∑
k=1
bkx[n− k]
]2
. (2.7c)
1 In the information theory e(n) is often called the innovation sequence.
TR2004-05 5
By setting ∂E/∂bk = 0, k = 1, 2, 3, . . . , p, as a necessary condition for minimum energy, we obtain p
linear equations
∞∑
n=−∞
x[n− i]x[n] =
p∑
k=1
bk
∞∑
n=−∞
x[n− i]x[n− k], i = 1, 2, 3, . . . , p . (2.8)
If we define
φ(i, k) =
∞∑
n=−∞
x[n− i]x[n− k] , (2.9)
then the linear equations (2.8) can be written more compactly as
p∑
k=1
bk φ(i, k) = φ(i, 0), i = 1, 2, 3, . . . , p . (2.10)
From (2.7), (2.8) and (2.10) the minimum mean-squared prediction error can be shown to be
E =
∞∑
−∞
x2[n]−
p∑
k=1
bk
∞∑
−∞
x[n]x[n− k] (2.11a)
= φ(0, 0)−
p∑
k=1
bkφ(0, k) (2.11b)
There are various algorithms to solve the linear equations (2.10), involving a special recursive algo-
rithm for symmetric Toeplitz matrices. We review these algorithms in next section.
2.2 Estimation of the predictor coefficients
Autocorrelation method: To solve (2.10), the limits of summation in (2.7) and (2.8) must be over a
finite interval. One of the basic approaches to determination of the limits is the well-known autocorrelation
method. This approach assumes that the signal x[n] has finite duration with length of N samples 2, i.e.,
x[n] = 0 outside the range 0 ≤ n ≤ N −1. In this case, the residual signal e[n] obtained through pth-order
LP filter will be nonzero over the interval 0 ≤ n ≤ N − 1 + p, and therefore the residual energy and (2.9)
can be written as
E =
N+p−1∑
n=0
e2[n] , (2.12a)
φ(i, k) =
N+p−1∑
n=0
x[n− i]x[n− k] , (2.12b)
where i = 1, 2, . . . , p and k = 0, 1, . . . , p. Since φ(i, k) of (2.12b) is identical to the autocorrelation
function evaluated for (i − k), the linear equations (2.10) can be expressed as a normal equations, called
Wiener-Hopf equations3 [1],
p∑
k=1
ak R(|i− k|) = R(i), i = 1, 2, . . . , p , (2.13)
2 Normally, a Hamming or similar time window is used to segment the signal
3 Note that (2.13) is identical to the Yule-Walker equations obtained for an AR(p) model. Thus the LP filter can be
considered as a whitening filter. The residual sequence e[n] is white and efficient codeable with lower entropy than
the entropy of x[n], only if the input sequence x[n] is an AR(p) process and pth-order LP filter is optimal.
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which is in matrix form, ⎡⎢⎢⎢⎢⎢⎣
R(1)
R(2)
R(3)
...
R(p)
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
R(0) R(1) . . . R(p− 1)
R(1) R(0) . . . R(p− 2)
R(2) R(1) . . . R(p− 3)
...
...
...
...
R(p− 1) R(p− 2) . . . R(0)
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
a1
a2
a3
...
ap
⎤⎥⎥⎥⎥⎥⎦ (2.14)
Similarly to (2.11), the minimum mean squared prediction error becomes
E = R(0)−
p∑
k=1
akR(k) , (2.15)
where R(k) is the kth correlation of the source and R(0) is equal to the source variance σ 2x. In (2.14), the
p× p matrix of autocorrelation values is a Toeplitz matrix; i.e., it is symmetric and all the elements along
a given diagonal are equal. This special property will be exploited to obtain an efficient algorithm for the
solution of (2.13).
The Wiener-Hopf equations can be efficiently solved by the well-known Levinson-Durbin recursive
procedure, in which the following operations are performed recursively for m = 1, 2, . . . , p:
km =
[
R(m)−
m−1∑
k=1
am−1[k]R(m− k)
]
Em−1
, (2.16a)
am[m] = km , (2.16b)
am[k] = am−1[k]− kmam−1[m− k], 1 ≤ k ≤ m− 1 , (2.16c)
Em = (1− k2m)Em−1 , (2.16d)
where initially E0 = R(0) and a0 = 0. The reflection coefficients km guarantees a stable LP filter H(z) so
that at each cyclem the coefficients am[k] describe the optimalmth-order linear predictor and the minimum
error Em is reduced by the factor (1 − k2m). Therefore, the necessary condition for stable system is given
by |km| ≤ 1. Particularly, the negatives of the km are called partial correlation (PARCOR) coefficients.
Covariance method: Autocorrelation method is usually preceded by a windowing of input signal, so that
x[n] values at the beginning and end of a block are tapered to zero. Thus, the autocorrelation solution
introduces distortion into the spectral estimation procedure. The covariance method avoids this distortion
since it does not need to window the input signal, but residual signal is weighted uniformly in time by a
simple rectangular window of length N ;
E =
N−1∑
n=0
e2[n] . (2.17)
Then the covariance function for x[n] becomes
φ(i, k) =
N−1∑
m=0
x[n− i]x[n− k] (2.18a)
=
N−k−1∑
n=−k
x[n]x[n + k − i], 1 ≤ i ≤ p, 0 ≤ k ≤ p . (2.18b)
Setting ∂E/∂ak = 0 again to zero leads to p linear equations
p∑
k=1
ak φ(i, k) = φ(i, 0), i = 1, 2, . . . , p . (2.19)
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Since the evaluating φ(i, k) requires the input values of x[n] in the interval −p ≤ n ≤ N − 1, it does not
need to taper the segment of input signal to zero at the ends as in the autocorrelation method. In matrix
form, (2.19) becomes ⎡⎢⎢⎢⎢⎢⎣
φ(1, 0)
φ(2, 0)
φ(3, 0)
...
φ(p, 0)
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
φ(1, 1) φ(1, 2) . . . φ(1, p)
φ(2, 1) φ(2, 2) . . . φ(2, p)
φ(3, 1) φ(3, 2) . . . φ(3, p)
...
...
...
...
φ(p, 1) φ(p, 2) . . . φ(p, p)
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
a1
a2
a3
...
ap
⎤⎥⎥⎥⎥⎥⎦ (2.20)
This covariance matrix is symmetric but not Toeplitz. As a result, the covariance method leads to a function
that is not a true autocorrelation function, but rather, the cross-correlation between two very similar finite
length segments of the input signal. From the difference of limitations in (2.12b) and (2.18a), the linear
equations (2.19) have significantly different properties that strongly affect the method of solution and the
properties of the resulting optimum predictor.
One of the well-known methods to solve the set of equations (2.19) is called the Cholesky decomposi-
tion (also referred as the square root method). In matrix notation, (2.19) can be written by
Φa = ψ , (2.21)
where Φ is a positive definite symmetric matrix with (i, j)th element φ(i, j), and a and ψ are column
vectors with elements aj , and φ(i, 0) respectively. For the Cholesky decomposition the matrix Φ is given
by
Φ = VDVT , (2.22)
where Φ is a lower triangular matrix whose main diagonal elements are all 1’s, and D is a diagonal matrix.
The elements of the matrices V and d are readily determined by
Vijdj = φ(i, j)−
j−1∑
k=1
VikdkVjk, 1 ≤ j ≤ i− 1 , (2.23a)
di = φ(i, i)−
i−1∑
k=1
V 2ikdk, d1 = φ(1, 1), i ≥ 2 . (2.23b)
The column vector a can be solved by using a simple recursion of the forms
Yi = ψi −
i−1∑
j=1
VijYj , p ≥ i ≥ 2 , (2.24)
where
Y = DVTa, Y1 = ψ1 , (2.25)
and then
ai = Yi/di −
p∑
j=i+1
Vjiaj, 1 ≤ i ≤ p− 1 , (2.26)
with initial condition
ap = Yp/dp . (2.27)
The index i in (2.26) proceeds backwards from i = p− 1 down to i = 1.
2.3 Lattice structure of LP coefficients
It is possible to convert any digital filter to a corresponding lattice filter [2] [3]. The prediction in the LP
systems discussed above is based on p previous samples of x[n], i.e. forward prediction. In lattice LP
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Fig. 2.2. Lattice Filters: (a) inverse filter A(z), which generates both forward and backward error signals at each stage
of the lattice; (b) synthesis filter 1/A(z).
model, the p ensuing samples are also used in a form of backward prediction. Figure 2.2 shows a general
lattice structure which involves both the forward and backward prediction.
The lattice structure is a direct consequence of the Levinson-Durbin’s recursion with the PACOR coef-
ficients km. Applying (2.16c), we see that the prediction error sequence em[n] can be expressed as
em[n] = e[n] ∗ am−1[n]− kmxm ∗ am−1[m− n] , (2.28)
where * denotes convolution. The first term in (2.28) is the forward prediction error from an (m − 1)th
predictor and the second term is a parallel backward error. Lattice methods of linear prediction are order-
recursive. That is, the optimal coefficients are first solved for the first stage of the filter, then the prediction
error signals are computed for the next stage and so on. Assigning bm[n] to this backward prediction error
yields a recursion formula:
em[n] = em−1[n]− kmbm−1[n− 1] , (2.29)
where
bm[n] = x[n] ∗ am[m− n] = σnl=n−mx[l]am[m− n+ l] (2.30a)
= x[n−m]−
m∑
l=1
am[l]x[n−m+ l] , am[0] = 1 (2.30b)
= bm−1[n− 1]− kmem−1[n] . (2.30c)
(2.29) and (2.30c) define the forward and backward prediction error sequences for an mth order predictor
in terms of the corresponding prediction errors of an (m − 1)th order predictor (see Figure 2.2, with
initial conditions of e0[n] = b0[n] = x[n]). This block-based method is called Burg Algorithm [4]. In this
method, the PACOR coefficients km can be directly related to the forward and backward prediction errors.
The relationship in form of normalized cross-correlation function is
km =
N−1∑
n=0
em−1[n]bm−1[n− 1][
N−1∑
n=0
(em−1[n])2
N−1∑
n=0
(bm−1[n− 1])2
]1/2 (2.31)
The reflection coefficients km have many interesting properties. In [5], these coefficients were derived
directly from a non-uniform acoustic tube model, where the coefficients, as the name indicates, are reflec-
tion coefficients of individual tube elements. Therefore, the reflection coefficients and the lattice structure
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have firm physical interpretations. Their goal was to find a representation for LP filter coefficients that is
more robust to quantization. Reflection coefficients also act in a reasonable way in temporal interpolation
of coefficients between frames. In addition, if all the reflection coefficients obey |km| < 1,m = 1, 2, . . . , p,
the synthesis filter is stable. Therefore, lattice methods of linear prediction also give direct means to check
and guarantee the stability of the estimated model.
2.4 Determination of LP filter order
Finding an optimal LP filter order p is crucial to achieving optimal compression. It is not just a matter
of decoder and encoder complexity because there is a tradeoff between the lower variance of the residual
sequence and the increasing overhead due to larger predictor orders. On one hand, larger orders can capture
the dynamics of a richer class of signals. On the other hand, larger orders also require proportionally larger
data sets for the parameters to be accurately estimated and transmitted.
Obviously, determination of LP filter order is to find an order which minimizes the variance of zero-
mean residual sequence, i.e.,
σ2e(p) =
1
N − p− 1
N−1∑
k=p
e2[k] . (2.32)
Simply, we might find an optimal LP filter order by incrementing p from p = 1 until the residual variance
σ2e(p) reaches a minimum. Another method, called the Akaike information criteria (AIC) [6], involves
minimizing the following function
AIC(p) = N lnσ2e(p) + 2p , (2.33)
where 2p serves to penalize for unnecessarily high predictor orders. The AIC, however, has been shown to
be statistically inconsistent, so the minimum description length (MDL) criterion has been formed [7] [8],
MDL(p) = N ln σ2e(p) + p lnN , (2.34)
which implies to minimize the number of bits that would be required to describe the data. A method
proposed by Tan [9] involves determining the optimal number of bits necessary to code each residual,
B(p) = 2−1 log2 σ2e(p) . (2.35)
In this case, p is increased until the following criterion is no longer true,
(N − p)∆B(p) > ∆β(p) , (2.36)
where ∆B(p) = −[B(p)−B(p− 1)] and ∆β(p) denotes the increase in overhead bits for each successive
p. There are several other methods of order determination that are often used in practice include the Bayes
information criterion (BIC) [10], which is equivalent to the MDL in many settings and the predictive least-
squares (PLS) principle for sequential coding.
2.5 Design of polynomial LP filter
With smooth signals, piecewise polynomial signal model can be employed. Filters with polynomial re-
sponses arise e.g. in unbiased extrapolation of polynomial signals with maximal noise attenuation. The
goal of polynomial prediction filter design is to design such FIR coefficients h(k), k = 1, 2, . . . , p, where
p is FIR length, that a piecewise polynomial input signal is exactly predicted. Thereafter, noise gain of the
FIR is minimized.
NG =
p∑
k=1
h(k)2 (2.37)
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With the last input sample taken at time n− p, prediction of an input signal x[n] is generally given by
x[n + i] =
p∑
k=1
h[k]x[n− k] . (2.38)
A polynomial with order p can be found that passes through the previous p data points x[n− 1], x[n−
2], . . . , x[n− p]. This polynomial can be evaluated at the nth sample time in a restrictive form of the linear
predictor to obtain the predicted value xˆ[n]. In this respect, a simple adaptive prediction method using only
integer coefficients was first proposed for lossless audio compression in Shorten [13]. For example, we can
obtain the estimates,
xˆ0[n] = 0 (2.39a)
xˆ1[n] = x[n− 1] (2.39b)
xˆ2[n] = 2x[n− 1]− x[n− 2] (2.39c)
xˆ3[n] = 3x[n− 1]− 3x[n− 2] + x[n− 3] (2.39d)
These polynomials and the predicted values that they produce are illustrated in Fig. 2.3 for typical set of
previous samples.
x[n]
x[n]
x[n-3]
x[n-2]
x[n-1]
n
x2[n]
x1[n]
x3[n]
x0[n]
^
^
^
^
Audio Samples
Polynomial Predictors
Fig. 2.3. Four polynomial approximations of x[n].(After [14])
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An interesting property of these polynomial approximations is that the resulting residual signals, e p[n] =
x[n]− xˆp[n], can be efficiently computed without any multiplications in the following recursive manner:
e0[n] = x[n] (2.40a)
e1[n] = e0[n]− e0[n− 1]
= x[n]− x[n− 1] (2.40b)
e2[n] = e1[n]− e1[n− 1]
= (x[n] − x[n− 1])− (x[n− 1]− x[n− 2])
= x[n]− (2x[n− 1]− x[n− 2]) (2.40c)
e3[n] = e2[n]− e2[n− 1]
= (x[n] − 2x[n− 1] + x[n− 2])
− (x[n− 1]− 2x[n− 2] + x[n− 3])
= x[n]− (3x[n− 1]− 3x[n− 2] + x[n− 3]) (2.40d)
The equations (2.40) mean also that the sum of absolute values is linearly related to the variance. This may
be used as the basis of predictor selection. In our experiment, the four prediction residuals are computed at
every sample in the frame, and the absolute values of these residuals are averaged over the complete frame.
The residual with the smallest sum of magnitudes over all samples in the frame is then defined as the best
approximation for that frame, and that predictor is used for that frame. The information on which predictor
was used can be coded with two bits of information, and that becomes part of the overhead information for
the frame.
3 Nonstationary Signal Modeling
The techniques and concepts discussed in previous sections are all based on an assumption about station-
arity of the input signal. In practical LP algorithms, the filter coefficients are time-varying, i.e., parameters
of a nonstationary signal model. Cremer [15] showed that Wold decomposition principle applies also to
nonstationary signal models. However, there is no unique solution for the optimal time-varying coefficients
ak[n]. The coefficient evolutions must be restricted somehow in order to find one of the least-square optimal
solutions to the coefficients. It is usually assumed that the signal is locally stationary, or the coefficients
are smoothly time-varying [16]. These are conceptually two different approaches. The local stationarity
assumption is used in conventional frame-based and continuously adaptive techniques. Smooth coefficient
evolution is assumed in smoothness priors techniques [17], and in techniques where the coefficient evolu-
tions are restricted to a class of functions which can be expressed as linear combinations of predefined basis
functions [18]. The latter approach is sometimes called deterministic regression approach of time-varying
autoregressive modeling.
3.1 General approaches
Frame-based filter design: The basic technique to obtain a nonstationary signal model is to perform linear
predictive analysis in frames such that the signal is assumed to be stationary within each analysis frame. In
a long time scale, this means that the signal model for linear predictive coding is actually given by
x[n] =
p∑
k=1
ak[n]x[n− k] + e[n] = xˆ[n] + e[n] , (3.1)
where filter coefficients ak[n] are now also functions of time n.
Audio and speech coding algorithms usually process the input signal in frames. For example, in LP-
based speech coders, the frame-length is typically 10-20 ms. The frames are usually overlapping and, in the
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case of the autocorrelation method, some window function is applied to each signal frame before analysis.
The filter coefficients corresponding to each frame are coded and transmitted along with excitation data.
A direct application of this procedure would produce discontinuities to the coefficient trajectories in frame
borders, which may produce unwanted artifacts. It is a common practice to interpolate filter coefficients
smoothly from one frame to another. Therefore, the signal model which is considered in these algorithms
is essentially given by (3.1) even if the spectral model is estimated in locally stationary frames.
It is possible to increase the amount of overlapping in the analysis so that the coefficients are estimated
more frequently. An extreme example is a sliding window formulation of linear predictive modeling where
coefficients are solved at each time instant. However, this is computationally expensive and leads to an
increased number of filter coefficients to be transmitted. Barnwell [19] has introduced a computationally
efficient method for computation of adaptive autocorrelation. In this method, the correlation terms in (2.14)
are computed recursively using a leaky integrator. This is a version of the autocorrelation method of linear
prediction where the window function is actually defined as an impulse response of a low-order IIR filter.
Deterministic regression time-varying LP: It was proposed by Subba Rao [18] that the time-varying
coefficient evolutions ak[n] could be expressed by
ak[n] =
M∑
l=0
cklφl[n] , (3.2)
where φl[n] are a set of M predefined basis functions. For this system it is possible to formulate normal
equations where the least squares optimal coefficients ck can be solved directly. Typically, basis func-
tions are some elementary mathematical functions such as the Fourier basis, Gaussian pulses, or prolate
spheroidal sequences [20].
Adaptive filtering: While the method of frame-based linear prediction is effective, it suffers from the
problem of finding a solution to the Yule-Walker equations, which becomes increasingly computationally
expensive with large block sizes. Stochastic gradient methods for adaptive filtering also follow from a local
formulation of the prediction problem. Here, the coefficients are not solved directly for a long signal frame
but adjusted iteratively such that the filter coefficients converge towards optimal values. In this sense, these
techniques are time-recursive. A classical example is least mean square (LMS) algorithm in which the
coefficients of a direct form filter are adjusted using a simple gradient rule.
A backward adaptive formulation of linear predictive coding was introduced in [21] which is closely re-
lated to backward adaptive quantization methods presented in [22]. Here, the spectral model is not formed
from the original input signal but from the already coded and transmitted signal. Since the same model
can be computed at the decoder and the spectral model is completely estimated from the signal already
transmitted, there is no need to code and transmit filter coefficients. Several different adaptive filtering
techniques were compared in [23].
3.2 Normalized least mean square algorithm
Adaptive FIR filters using normalized least mean square (NLMS) have been proposed and used successfully
[24] [25]. From (3.1) the signal x[n] and the time-varying filter coefficients a[n] can be represented by the
column vector, i.e., x[n] = (x[n − 1], · · · , x[n − N ])t and a[n] = (a0[n], · · · , aN−1[n])t. Then a time-
varying prediction error is given by
e[n] = x[n]− aTx[n] , (3.3)
If two fixed parameters, a smoothing parameter β and a convergence parameter u, are specified, then
a[n] can be computed iteratively as following
a[n + 1] = b[n] + µ[n]e[n]x[n] , (3.4)
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where
µ[n] =
u
σ2N [n]
(3.5)
σ2N [n] = βσ
2
N [n− 1] + (1− β)(e2[n− 1]) . (3.6)
Original signal can be exactly reconstructed by using the inverse of the algorithm
x[n] = e[n] + btx[n] . (3.7)
Eq. (3.7) shows that only a[0], x[0], and e[n] are needed to reconstruct the original signal x[n]. This means
that it is not necessary to transmit the coefficients a[n] and therefore to segment the signal in blocks. This
algorithm requires less overhead than the standard LP method, but the coefficients should be updated very
frequently.
3.3 Gradient adaptive lattice filter
In the gradient adaptive lattice (GAL) [26][27], the coefficients km are updated using the approximation of
the error energy of the mth order predictor, i.e.,
km[n + 1] = km[n]− µm ∂Eˆm(n)
∂km[n]
, (3.8)
where µm are gradient weights and
Eˆm(n) = e2m[n] + b
2
m[n] . (3.9)
Applying the recursions after (2.29) (2.30c) for the current time index n leads to
∂Eˆm(n)
∂km[n]
= −2[em[n]bm−1[n− 1] + bm[n]em−1[n]] . (3.10)
From (3.8) and (3.10) we obtain a sample-by-sample update for the PACOR coefficients.
The gradient weights µm can be obtained by
2µm =
α
Dm(n)
, (3.11)
where Dm(n) is the expectation value of the sum of the forward and backward prediction error energies,
i.e.,
Dm(n) = λDm(n− 1) + (1 − λ)
(
e2m−1[n] + b
2
m−1[n− 1]
)
, with 0 < λ < 1 , (3.12)
and the constant value α is normally chosen to α = 1− λ.
Due to the cascaded structure of a lattice filter, the GAL algorithm is both time-recursive and order-
recursive. In practice, GAL algorithm is significantly faster in convergence than the conventional LMS
algorithm. In adaptive filtering techniques, the gradient update rule can also be interpreted as a method to
produce a recursive window function for linear predictive analysis.
4 Modified Linear Prediction Filter
As showed in previous sections, in traditional one-step forward linear prediction an estimate for the current
sample value is formed as a linear combination of previous sample values, and the filter is assumed to be a
conventional allpole filter. There are infinitely many alternative ways to form a linear combination of signal
history and use it to predict the next signal value. The selection for sampling of signal history is not based
on any mathematical necessity. An example of a modified formulation of the prediction principle which has
been used in speech and audio application is frequency-warped linear prediction [28] [29]. Warped linear
predictive coding is an alternative for conventional LP in speech and audio coding applications, especially
for the perceptual audio coding system.
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4.1 Generalized form of linear prediction filter
Recall that the classical linear prediction for a sample value x[n] is given by
xˆ[n] =
p∑
k=1
ax x[n− k] . (4.1)
The z-transform of (4.1) is
X̂(z) =
[
p∑
k=1
akz
−k
]
X(z) . (4.2)
This scheme can be generalized by replacing the unit delay z−k with allpass filter Dk(z) to obtain
X̂(z) =
[
p∑
k=1
akD
k(z)
]
X(z) . (4.3)
In time domain one may write
xˆ[n] =
p∑
k=1
axdk
[
x[n]
]
, (4.4)
where dk
[
x[n]
]
= x[n− k]. The mean square error of the estimate can now be written as
MSE = E
⎧⎨⎩
∣∣∣∣∣x[n]−
p∑
k=1
akdk
[
x[n]
]∣∣∣∣∣
2
⎫⎬⎭ , (4.5)
where E{·} is expectation. A conventional minimization procedure leads to a system of normal equations
E
{
dj
[
x[n]
]
d0
[
x[n]
]} ∼ p∑
k=1
ak E
{
dk
[
x[n]
]
dj
[
x[n]
]}
= 0 (4.6)
with j = 0, . . . , p− 1. Because D(z)−1 = D(z)−1 for an allpass filter, Parceval’s theorem can be applied
so that
E
{
dj+l
[
x[n]
]
dk+l
[
x[n]
]} ∼ ∞∑
n=−∞
dj+l
[
x[n]
]
dk+l
[
x[n]
]
(4.7)
=
1
i2π
∮
C
D(z)j+lX(z)D(z−1)k+lX(z−1)
dz
z
=
1
i2π
∮
C
D(z)j+l−k−lX(z)X(z−1)
dz
z
=
∞∑
n=−∞
dj
[
x[n]
]
dk
[
x[n]
] ∼ E{dj[x[n]]dk[x[n]]} ,
where k, j and l are any integers and ∼ indicates that the normalization of the expectation is omitted to
simplify notation. The equation (4.7) states that the same correlation values appear in both terms of the
left-hand side of (4.6). Therefore, (4.6) can be seen as a generalized form of the Wiener-Hopf equations,
and the optimal coefficients ak can be obtained by using, for example, the Levinson-Durbin algorithm just
like in the conventional autocorrelation method of linear prediction.
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4.2 Warped linear prediction (WLP)
A set of orthogonal polynomial functions are given by [30]
D(z)k =
√
1− |λk|2
1− λkz−1
k∏
p=1
z−1 − λp
1− λpz−1 . (4.8)
In equation (4.8), if λk = λp = 0 (∀k, p), this reduces to a traditional FIR filter, and if λk = λp (∀k, p),
this is the Laguerre model [31] which is a long tradition in the theory of signal processing. A simplified
version of (4.8) given by
D(z)k =
k∏
p=1
z−1 − λp
1− λpz−1 (4.9)
is called a frequency-warped filter, and the corresponding modified LP scheme is called warped linear pre-
dictive coding (WLPC). From (4.7), the filter coefficients can be computed by the autocorrelation method
of LP. In Fourier domain the equation (4.8) can be written as
D(e−iω) =
k∏
p=1
e−ip
(
ω+2arctan( λ sin(ω)1−λ cos(ω) )
)
(4.10)
=
k∏
p=1
e−ipν(ω) ,
where ν(·) is the frequency warping function. Therefore the spectral mapping is determined by the phase
function of D(z)k which can be controlled by the value of λ.
The transfer function of a warped linear predictor is then given by
A(z) = 1−
p∑
k=1
akD(z)k , (4.11)
where D(z) is an allpass filter
D(z) =
z−1 − λ
1− λz−1 . (4.12)
The current sample is estimated from samples of the frequency warped signal [32], which is formed by the
outputs of the allpass filter chain. Figure 4.1(a) gives the structure of an WLP synthesis filter with order 2.
Note that this has a delay-free branch and is therefore not realizable in a practical implementation
without modification. A possible modification is given Fig. 4.1(b). The coefficients g 0 and b1, . . . , bp+1
can be calculated by using the following equations:
g0 =
1
1 +
∑p
k=1 ak(−λ)k
(4.13a)
b1 =
p∑
k=1
ak(−λ)k (4.13b)
bk =
p∑
k=l
ak(−λ)k−l −
p∑
k=l−1
ak(−λ)k−l+2 (4.13c)
with l = 1, . . . , p+ 1
A warped FIR lattice filter may be derived directly by replacing the unit delays of the conventional
lattice structure with first-order allpass elements. This leads to the structure shown in Figure 4.2. The
reflection coefficient of the warped structure can be computed from the estimated coefficients of a warped
direct-form filter as in the case of a conventional filter.
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Since WLP performs linear prediction in the warped frequency domain, the resulting auto-regressive
process has different resolutions in modeling the spectral peaks at different frequencies. The frequency
resolution of a WLP model is controlled by the allpass coefficient λ. This is advantageous in speech and
audio signal processing because the frequency resolution in the spectral estimate is relatively close to the
frequency resolution of human hearing [33]. The performance of conventional and warped LPC algorithms
is compared in a simulated coding system using listening tests and bit rate [29].
5 Context-based Modeling
Statistical modeling of the source being compressed plays a central role in any data compression systems.
Given a finite source sequence with length N , x1, x2, . . . , xN , the optimal code length of the sequence in
bits is
Hopt = − log2
N∏
n=1
p(xn|xn−1) (5.1)
where xn−1 denotes the sequence xn−1, xn−2, . . . , x1. The key issue in context modeling for compression
of the signal xN is to estimate p(xn|Xn−1), where Xn−1 denotes a subset of the available past sequence
xn−1 (causal template), with the assumption that the random process producing xN is Markovian. The
probability of the current symbol is conditioned by the set of past observations X n−1 in the form of the
conditional probability mass function (pmf), pˆ(xn|Xn−1), that serves as a statistical model of the source.
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In classical universal context tree modeling [34] [35], for example, the different contexts of {X n−1} are
grouped in a context tree, having as nodes as possible values of {X n−K}, up to a depth level dictated by
the affordable memory resources. The tree is grown as the message is encoded, according to the contexts
seen so far. Histogram tracking is used for modeling the pmf to each node. The context algorithm can also
be used for prediction, by predicting xˆn = argmaxx p(xn|Xn−1).
The algorithm is optimal in encoding Markovian sources, but becomes extremely complex for large
size alphabets, such as the audio signal sampled at 16 bits/sample or higher. In the case of large size al-
phabets, the Markov finite state machine (FSM) becomes extremely large, 4 incurring two major problems;
the estimating of the conditional probabilities for each context, 5 and the excessive memory requirement
to store the large number of all possible states (contexts). As a result, the context model can not learn the
source statistics fast enough to estimate accurately the conditional probability distribution, leading to the
so called “context dilution” [36]. Hence, the main challenge in audio compression applications is to find a
compromise between the context size and compression performance and to mimic the main principles of
context algorithm for sources with large size of the alphabet. Several different approaches to the reduced
context size are proposed such as context quantization [37], histogram bucketing [38] [39], or context tree
modeling [34].
5.1 Design of statistical prediction filter
An adaptive context algorithm for prediction modeling is proposed [40], using the combination of L-
predictor [41] and the FSM context modeler. The L-predictor is defined as a linear combination of the
order statistics
xˆn =
K∑
k=1
bkXk , (5.2)
where Xk denote the k-th order statistics in the set {X1, ..., XK}. The conditional information X n−1 =
[X1, . . . , XK ] is obtained by ordering the xn−1 increasingly. This means that the prediction is itself the
main feature extracted from the contextual information. The prediction error in this case is defined as
en = xn − xˆ(n|X1, X2, . . . , XK) . (5.3)
For the given alphabet interval [0,M − 1], (5.2) can be parameterized by setting X 0 = 0 and XK+1 =
M − 1;
xˆn = a0 +
K+1∑
k=1
ak(Xk −Xk−1) . (5.4)
This reparameterization in (5.4) has several advantages [40]; the flexibility of the prediction model, for
example, that allows us to have a predictor with adapted properties at each different contexts. By selecting
the parameters of the model at time n, (5.4) can be written as
xˆn = xˆ(n|wn) = a0(wn) +
K+1∑
k=1
ak(wn)(Xk −Xk−1) , (5.5)
where wn denotes the suitable functions of the context at that time.
In [42], for example, two contexts are selected by context tree modeling and Hasse diagram. With these
contexts the prediction value of current sample is computed using the adaptive linear prediction model
similar to (5.5). First the contextual information is selected by a context mask containing the most recent
Nc samples xn−1 = [xn−1, . . . , xn−Nc ] and most recent Ne prediction errors e
n−1 = [en−1, . . . , en−Ne],
that is, the prediction errors from (5.3) are also used as part of the contexts. A recursive least squares (RLS)
algorithm with forgetting factor w is used to perform the adaptive linear prediction;
xˆn =
p∑
k=1
w
S
(n−1)
m
(k)xn−k , (5.6)
4 e.g., given a sample value with Z bits resolution, there are 2ZK different contexts.
5 because even a very large signal does not provide sufficient samples to reach good estimates
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where Sm ∈ {1, . . . , Nm} is the main context, obtained by using a tree classification procedure S n−1m =
T (xn−1, en−1). A secondary contextSs ∈ {0, . . . , Ns−1} is obtained by use of a Hasse diagram selection
Sn−1s = H(xn−1). The Hasse cube forms the state transition diagram of the finite state machine. Using the
main and secondary contexts, the Eq. (5.6) can be extended with the intercept ρ,
xˆn = ρSn−1m ,Sn−1s +
p∑
k=1
wSn−1m (k)xn−k , (5.7)
where the intercept depends both on main and secondary contexts, while the parameters w Sn−1m (k) depend
only on the main context.
5.2 Context-based error modeling
To achieve high compression ratio by entropy coding, e.g., by arithmetic or Golomb-Rice coding, the resid-
ual signal consisting of prediction errors should be similar to stationary white noise as much as possible.
As a matter of fact, however, the residual signal has ample redundancy and especially is still nonstation-
ary. The better the prediction, however, the more noise like prediction errors will be. An improvement of
coding rate can be obtained by applying the context algorithm to make use of the dependency between the
residuals. It is showed in [34] [43] that the context algorithm in conjunction with arithmetic or Huffman
coding provides to produce good results in lossless image and audio compression.
In image compression, context algorithm for modeling of the prediction errors or the transform coef-
ficients is highly studied in order to condition the distribution of the prediction errors [44] [43]. In these
cases, the prediction errors are arranged into a predefined number of statistically homogeneous classes
based on their spatial context, i.e., prediction-based context modeling. If such classes are statistically dis-
criminated, then the zeroth-order entropy of a context-conditioned model of prediction errors will be lower
than that derived from a stationary memoryless model of the decorrelated source.
The cost of context modeling is proportional to the number of the parameters in the statistical model
and could then offset the entropy savings. It means also that a direct implementation of the classical uni-
versal context algorithm to the high quality audio, such as DVD audio sampled by 96 kHz at 20 or 24
bits/sample, does not provide a good solution. Although the universal algorithms are proven to be asymp-
totically optimal for stationary sources, the complexity of their underlying models will add an extra term to
the best achievable coding rate. Hence a key objective in a context modeling scheme for high quality audio
compression is to reduce the number of parameters defining the coding distribution at each context and the
number of contexts.
6 Experimental Comparison of Prediction Filters
A block diagram of the lossless predictive coding system for experimentation is shown in 6.1. The linear
prediction filters with different structures, i.e., FIR, IIR, lattice, and polynomial approximation (PAP) are
tested with various block lengths and different filter orders. In addition, an efficient context-based error
modeling (FIR-CM) is also experimented in conjunction with FIR linear predictor and Golomb-Rice cod-
ing.
6.1 Test audio materials
Nine audio materials are chosen for our experiment; six materials from SQAM-CD [45] 6 and two from
published music CDs. All materials are sampled at 44.1kHz, 16 bits step size, and stereo channel (except
for speech). There is provision to take advantage of dependency between the two stereo channels, but
this does not provide a significant improvement except for the mono recorded test material Nr. 3 (female
speech).
6 SQAM(Sound Quality Assessment Material), European Broadcasting Union
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Fig. 6.1. Block diagram of lossless audio coding system for the experiments.
Nr. Length Description
1 1:11 SQAM Track 8, Violin, Arpeggio and Melodious Phrase
2 0:46 SQAM Track 13, Flute, Arpeggio and Melodious Phrase
3 0:21 SQAM Track 53, Female Speech, German (Mono)
4 1:32 SQAM Track 60, Piano, Schubert
5 1:22 SQAM Track 67, Wind Ensemble, Mozart
6 0:33 SQAM Track 69, ABBA, Pop
7 0:21 SQAM Track 70, Eddie Rabbitt, Country
8 0:29 Def Leppard “Adrenalize”, Track 1 “Let’s get rocked”,
Bludgeon Riffola Ltd, Metal Rock
9 0:29 Stan Getz “The Artistry of Stan Getz”, Track 10 “Litha”,
Polygram Records, Soft Jazz
Table 1. Description of test audio materials
6.2 Description of compression system
Segmentation: The input audio signal is divided into the blocks (frames), and each block is treated sepa-
rately during the coding operation. A simple rectangular windowing is used for the segmentation without
overlapping between frames and padding operation. We experimented the compression system with vari-
ous block lengths being a power of two, 2N , with N between 8 to 12, i.e., 256, 512, 1024, 2048, and 4096
samples.
Prediction filters: Four types of the linear prediction filters, i.e., FIR (Fig. 2.1.a), IIR (Fig. 2.1.b), lattice
(Fig. 2.2), and polynomial approximation predictor (PAP) with order p ≤ 4 using Eq. (2.39), are tested to
compare the efficiencies of the filters. Except for PAP, all filters are tested by the prediction order up to
10. The coefficients for FIR, IIR, and lattice filter are found using the standard Levinson-Durbin’s recur-
sion algorithm (2.16). First the autocorrelation coefficients of each block are computed and converted to
prediction filter coefficients by using Levinson-Durbin algorithm.
Residual modeling and entropy coding: For entropy coding, we use Golomb-Rice code with fixed pa-
rameter k, since Golomb-Rice code is optimized for a block of signals having a Laplacian probability
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density (double-sided exponential distribution), which is found to be a good approximation for the dis-
tribution of the prediction residual samples resulted from the decorrelation operations. The estimation of
optimal parameter k is linearly related to the variance of the signal. The Laplacian distribution is defined
by
p (x) =
1√
2σ
e
−√2
σ |x| , (6.1)
where σ2 is the variance of the distribution. An expectation of the absolute value of x can be given as
following
E(|x|) =
∫ ∞
−∞
|x| p(x) dx (6.2)
=
∫ ∞
0
x
√
2
σ
e
−√2
σ x dx (6.3)
=
∫ ∞
0
e
−√2
σ x dx −
[
x e
−√2
σ x
]∞
0
(6.4)
=
σ√
2
. (6.5)
Since the optimal parameter k means that half the samples lie in the range ±2 k, the code word length
of integer n is optimal when k + 1 bits are for probability 0.5 and k + n + 1 bits for probability 2−(k+n).
It leads to that
1
2
=
∫ 2k
−2k
p(x) dx (6.6)
=
∫ 2k
−2k
1√
2σ
e
−√2
σ |x| dx (6.7)
= −e−
√
2
σ 2
k
+ 1 . (6.8)
Therefore, the expectation function for the parameter k is given by
k = log2
(
loge(2)
σ√
2
)
(6.9)
= log2
(
loge(2)E(|x|)
)
. (6.10)
In PAP implementation k is obtained using the Eq. (6.10). For the other schemes with FIR, IIR, and
Lattice predictor, the expectation of residual samples E(|e[n]|) is derived from σ, which is computed for
the calculation of predictor coefficients.
Context-based error modeling (FIR-CM): It is common that the residual signal has still redundancy
even after the decorrelation by prediction. In FIR-CM scheme, a context algorithm for error modeling is
embedded into the standard FIR prediction scheme in order to make use of the dependency between the
residuals. We used the similar context selection algorithm proposed in [42]. After the context indexing,
the error remapping algorithm used in LOCO-I [43] is performed to improve the Golomb-Rice coding
performance. The error signal e[n] is remapped to positive integer using the revertible remapping;
e′ =
{
2e if e ≥ 0 ,
2|e| − 1 otherwise . (6.11)
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Materials PAP1 FIR IIR Lattice FIR-CM Gzip
Nr. 1 7.56 7.46 7.23 7.59 7.59 12.05
violin, solo (4096,3)2 (4096,3) (4096,10) (4096,3) (2048,9)
Nr. 2 5.76 6.12 5.77 5.86 6.11 11.04
flute, solo (4096,3) (4096,2) (4096,10) (4096,3) (2048,2)
Nr. 3 6.02 6.06 5.96 6.26 5.92 8.62
speech, fem. (256,2) (1024,5) (1024,9) (512,2) (1024,4)
Nr. 4 4.23 4.51 4.13 4.45 4.39 10.43
piano, solo (1024,3) (4096,2) (4096,5) (4096,3) (2048,2)
Nr. 5 5.73 6.07 5.92 5.90 5.79 12.79
classic, orch. (1024,3) (2048,3) (4096,4) (4096,3) (2048,4)
Nr. 6 7.13 7.05 6.87 7.21 6.93 11.76
pop, abba (512,2) (2048,5) (2048,7) (1024,2) (2048,3)
Nr. 7 6.38 6.35 6.28 6.57 6.37 9.65
country (4096,1) (1024,5) (1024,4) (1024,1) (1024,3)
Nr. 8 12.16 11.40 11.31 12.23 11.49 14.86
rock, metal (512,2) (2048,10) (4096,10) (4096,2) (2048,9)
Nr. 9 7.64 7.89 7.73 7.80 7.57 13.93
jazz, soft (512,2) (4096,2) (4096,10) (2048,2) (2048,2)
6.96 6.99 6.80 7.10 6.91 11.68Average
(1792,2.3) (2731,4.1) (3186,7.7) (2786,2.3) (1820,4.2)
1 prediction order p ≤ 4, for the other filters p ≤ 10
2 (block length, prediction order)
Table 2. Test results with compression rates (bits/sample)
6.3 Test results and discussion
Table 2 shows the test results for comparison of different prediction filters. The IIR prediction filter with
large block length and higher prediction order has superior compression result for nearly all kind of audio
samples over other prediction filters. Especially for the music samples with high treble energy and wide
dynamic range (e.g., Nr. 6, 7, 8), IIR prediction scheme provides an acceptably stable compression ratio. It
was clearly proven in our experiment that IIR prediction filter has more potential for improving the com-
pression rate than FIR prediction filter, as discussed in [46]. As expected from its simple integer algorithm,
PAP has lowest complexity with relative efficient compression performance. Using context-based error
modeling, FIR-CM improved the compression rate 2-6% compared with that of FIR. In fact, this result
of FIR-CM is less than we expected. Using all nodes in the Hasse diagram instead of middle layer nodes
could have the potential of more improving the compression rate with several percents, but unfortunately
with the cost of a twofold will increase in the overall complexity of the algorithm.
The choice of block length is an important consideration in implementation of most LP filter systems.
In general, a longer block length may require an unreasonably high amount of computation and reduce the
editibility. As showed in the results, for the nonstationary signal with highly localized statistical behavior
like the speech (in our case Material Nr. 3) the block length should be small enough. Figure 6.2 shows the
compression ratio with respect to the different block legnths. In our experiment, the efficient block length
was between 2048 and 4096 samples for all LP filters.
The order of the prediction filter is also set as a tradeoff. For large predictor orders, the number of bits
necessary to send the side information will be large, but the quality of the prediction will be better, and
therefore the residuals will be encoded with a small number of bits. For small predictor orders, the side
information will be encoded using a small number of bits, but encoding of residuals will require a large
amount of bits. However, there are reasons for keeping the filter order as low as possible. It is not just a
matter of decoder and encoder complexity, as the coefficients of the filter have to be transmitted periodi-
cally, possibly with initialization data for the associated state variables, and the overheads of transmitting
the side information can be significant and increase with filter order. Figure 6.3 shows the compression rate
with respect to the prediction orders. Compared with the case of the block length in Figure 6.2, the effi-
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Fig. 6.2. Comparison between block length and averaged compression ratios of all test materials
cient order of the prediction filter varies with the characteristics of each prediction filter. In our experiment,
predictor order of 6 to 10 provided the best results from IIR filter, and 2 to 4 from the others.
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Fig. 6.3. Comparison between prediction order and averaged compression rate of all test materials
7 Conclusion and Future Work
We have touched on a range of issues in predictive modeling for lossless audio compression. In modeling
a signal, it is of primary importance that the model be well approximated to the signal in question. Other-
wise, the model will not necessarily provide a meaningful decorrelation performance in the compression
scheme. The goal of the predictive modeling is to reduce the sample magnitudes by making a prediction
of the current sample based on previous sample values. Various prediction filters that are characterized by
their prediction structures and coefficients are compared by applying to lossless audio compression. To
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explore the influence of the filter parameters on compression performance, various block lengths and pre-
diction orders are tested for each prediction filter. Complexity is also an important factor for the evaluation
of the prediction filters. With its lowest complexity, the polynomial predictor (PAP) provides efficient com-
pression performance for certain of the audio materials. On the other side, applying the context-based error
modeling into the compression scheme does not specifically improve the compression ratio compared to
its very high complexity. It is clearly shown through the test results that the selection of the prediction filter
and the parameters depends strongly on the audio signal content. In general, the lattice structure offers a
powerful characterization in both filter design and implementation with the independently variable coeffi-
cients. However, for the compression applications, it may be not good choice because of the increasing side
information and complexity. IIR prediction filter with large block length (2048 to 4096 samples) and high
prediction order (p = 10) has superior compression result for nearly all kind of audio samples over other
prediction filters. Furthermore, for the music samples with high treble energy and wide dynamic range, the
IIR prediction filter provides an acceptably stable compression ratio. In contrast with the FIR filter, the IIR
filter offers more possible ways to efficiently design or modify the filter structure because of its backward
adaptation.
In fact, the works done in this paper and other state-of-the-art lossless audio coders show us that the
lossless audio compression seems to be already reached its limit of compression ratio (i.e., max. 3 to 4),
as often said in the literature, no matter whether using a simple prediction method or a complex transform
to decorrelate the audio signal. However, there are still some points that could potentially pave the way
to overcome the limit. First, parametric signal segmentation will improve compression performance. The
choice of effective block length is a critical factor for designing signal compression system. In prediction
method the decorrelation procedure is performed in each block separately. In this case, a cross correlation
between the blocks is generally ignored. The musical signal is quasi-periodic signal because of its repeating
rhythm and harmonic progress. If we segment the signal according to the period of rhythm and beat and
take a cross correlation between the blocks into account, it is feasible to enhance compression ratios.
As a starting point, one might incorporate a beat tracking stage into the compression system to estimate
the parameters for the effective block length. Another possibility for improving prediction precision is to
develop prediction method with blockwisely varying prediction order. As we know, efficient decorrelation
of signal with high treble portion and wide dynamic range needs in general higher prediction order than
the case of the smooth signal. Therefore it might be useful to estimate the prediction order for each block
by calculating variance of the blocks.
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