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MODELING SHALLOW WATER WAVES
D. LANNES
Abstract. We review here the derivation of many of the most important mod-
els that appear in the literature (mainly in coastal oceanography) for the de-
scription of waves in shallow water. We show that these models can be obtained
using various asymptotic expansions of the ”turbulent” and non-hydrostatic
terms that appear in the equations that result from the vertical integration
of the free surface Euler equations. Among these models are the well-known
nonlinear shallow water (NSW), Boussinesq and Serre-Green-Naghdi (SGN)
equations for which we review several pending open problems. More recent
models such as the multi-layer NSW or SGN systems, as well as the Isobe-
Kakinuma equations are also reviewed under a unified formalism that should
simplify comparisons. We also comment on the scalar versions of the various
shallow water systems which can be used to describe unidirectional waves in
horizontal dimension d = 1; among them are the KdV, BBM, Camassa-Holm
and Whitham equations. Finally, we show how to take vorticity effects into
account in shallow water modeling, with specific focus on the behavior of the
turbulent terms. As examples of challenges that go beyond the present scope of
mathematical justification, we review recent works using shallow water mod-
els with vorticity to describe wave breaking, and also derive models for the
propagation of shallow water waves over strong currents.
1. General introduction
1.1. Brief overview. The goal of this article is to review several models that have
been derived for the modeling of shallow water flows, with a specific focus on those
D. L. is supported by the Fondation Del Duca de l’Acade´mie des Sciences, the ANR grants
ANR-17- CE40-0025 NABUCO and ANR-18-CE40-0027-01 Singflows, and the Conseil Re´gional
d’Aquitaine.
Figure 1. Main notations.
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2 D. LANNES
of interest for applications to coastal oceanography. Most of these models, such as
the Nonlinear Shallow Water (NSW), the Boussinesq and the Serre-Green-Naghdi
(SGN) equations, have been derived many years ago, and their full justification
as approximations of the water waves equations is also well established (see for
instance [117] and references therein). However, many mathematical questions re-
lated to these models remain open and some of them are of great physical relevance.
To mention just a few, the formation of singularities (related to the well known
phenomenon of wave breaking for instance) or the mathematical understanding
of several boundary conditions (e.g. wall, generating, transparent) for nonlinear
dispersive models are real issues encountered by oceanographers and computers
scientists when they develop operational numerical wave models. We tried in this
paper to present these open mathematical questions in their physical context, with
the hope to spark new mathematical studies and advances on these physically mo-
tivated issues.
Also included in this review are less standard and more recent models, such
as multi-layer shallow water, Boussinesq and Serre-Green-Naghdi equations, the
Isobe-Kakinuma model and rotational shallow water models. For these systems
of equations, many mathematical questions remain open. A careful and unified
derivation of these less known models is proposed here, which should allow one to
compare them one with another. In the process, we also propose some new sets
of equations that do not seem to have been studied before. We also present an
application of rotational shallow water models to the modeling of wave breaking; a
full justification of such models is out of reach since wave breaking is an extremely
complex phenomenon, but the ability of equations based on the shallow water
system have proved surprisingly efficient to account correctly for the wave breaking
phenomenon.
As already said, we restricted our attention here to shallow water modeling for
coastal flows, but such models also occur in many other contexts: geophysical flows
at larger scales with Coriolis effects (rotating fluids, see for instance [192, 82]),
granular flows and debris flows (e.g. [29]), internal waves (e.g. [57, 22, 67] and
the extensive review [165]) and, more recently, the interaction between waves and
floating or partially immersed objects ([118, 28, 17, 85, 31]). These are not treated
in the present paper.
1.2. Organization of the paper. Starting from the Euler equations with a free
surface, we derive in Section 2 several formulations of the water waves equations,
and write them in dimensionless form. When written in elevation-discharge for-
mulation, the water waves equations take the form of the nonlinear shallow water
equations with two additional terms: a ”turbulent” term and a term accounting for
the non-hydrostatic effects of the pressure. The derivation of approximate models
to the water waves equations is done by an asymptotic analysis of these two terms
in the shallow water regime, that is, when the depth is much smaller than the
typical horizontal scale.
This asymptotic analysis is performed in Section 3. We first describe the inner
structure of the velocity and pressure fields in §3.1 and §3.2 respectively. We then
show in §3.3 that at leading order, the turbulent and non-hydrostatic terms can
be neglected so that the behavior of the waves is described at leading order by the
nonlinear shallow water (NSW) equations. In §3.4, we work with a higher precision,
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but make a smallness assumption on the size of the waves (the so called weak non-
linearity assumption); we show that some non-hydrostatic terms, responsible for
dispersive effects, must be kept, leading to the Boussinesq systems. Removing the
smallness assumption, we obtain in §3.5 the more complicated Serre-Green-Naghdi
(SGN) model. For all these different models, we review known mathematical results
and mention several open problems. Finally, we describe the multi-layer approach
(§3.6) and the Isobe-Kakinuma model (§3.7) which have been derived to have a
better resolution of the vertical structure of the velocity and/or to improve the pre-
cision of Boussinesq or SGN models without introducing high order derivatives that
are numerically difficult to implement. In dimension d = 1 and in shallow water,
perturbations of the surface elevation essentially split into two counter propagating
waves. Under certain assumptions, it is possible to describe the behavior of one of
these components independently of the other. The interest is that it is governed by
a single scalar equation, much easier to analyze and from which one can therefore
gain some useful insight on the wave. Such scalar models are considered in §3.8. We
finally explain briefly in §3.9 the procedure to rigorously justify all these models.
Finally, Section 4 is devoted to the derivation of shallow water models in the
presence of vorticity. We first generalize in §4.1 various formulations of the wa-
ter waves equations when the vorticity is non zero and introduce the notion of
vorticity strength. In particular, we show that a rigorous derivation of rotational
shallow water models is possible up to a certain vorticity strength. The influence
of the vorticity (and more specifically of the shear velocity it induces) on the inner
structure of the velocity and pressure fields is described in §4.2. The consequences
on the NSW and SGN equations is then studied in §4.3; the main consequence is
that the ”turbulent” term in the elevation-discharge formulation of the water waves
equations cannot be neglected anymore, and that the SGN equations must be ex-
tended with a third equation on the ”turbulent tensor”. This latter model can be
rigorously justified. There exist also other models that have not been justified so
far but that are physically relevant; we describe for instance in §4.4 a model aiming
at modeling wave breaking through ”enstrophy creation” and, in §4.5, we formally
derive NSW and Boussinesq models in the presence of a ”strong” vorticity.
Acknowledgement. The author wants to express his gratitude to V. Ducheˆne, E.
Fernandez-Nieto and J.-C. Saut for their precious comments on this work. Many
thanks also to the organizers of the CEMRACS 2019 where I gave a course based
on these notes; the present article owes a lot to the discussions held there with the
participants.
1.3. Notations. Let us give here several notations that will be used throughout
this paper.
• d = 1, 2 denotes the horizontal dimension and X ∈ Rd the horizontal
variables; the vertical variable is denoted z.
• We denote by ∇X,z the (d+1)-dimensional gradient operator, and by ∇ the
Rd-dimensional gradient taken with respect to the variable X only. Similar
conventions are used for ∆X,z and ∆.
• The velocity field in the fluid domain is denoted U ∈ Rd+1. We denote by
V ∈ Rd and w its horizontal and vertical components respectively. When
d = 1 we write v instead of V .
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• We denote by Q = ∫ ζ−h0+b V the horizontal discharge and by V = Q/h
(h = h0 + ζ − b) the vertically averaged horizontal velocity; in dimension
d = 1, these quantities are denoted q and v respectively.
• We use the notation f(D) for Fourier multipliers defined, when possible,
by f̂(D)u = f̂ û, the notation ·̂ standing for the Fourier transform on Rd.
2. Basic equations
Starting from the free surface Euler equations (§2.1), we derive two formulations
of the water waves problem: the Zakharov-Craig-Sulem formulation in §2.2, which
is very convenient for the mathematical analysis of the equations, and the elevation-
discharge formulation in §2.3, whose structure is much closer to the various shallow
water models derived in this paper. The dimensionless version of these formulations
is then derived in §2.4 and will be used throughout this paper to derive asymptotic
approximations of the water waves equations in shallow water.
2.1. The free surface Euler equations. Denoting by X ∈ R (d = 1, 2) the hor-
izontal coordinates and by z the vertical coordinate, we assume that the elevation
of the surface of the water above the rest state z = 0 is given at time t by the graph
of a function ζ(t, ·), and that the bottom is parametrized by a time independent
function −h0 + b (h0 > 0 is a constant); the domain occupied by the fluid at time
t is therefore
Ωt = {(X, z) ∈ Rd × R,−h0 + b(X) < z < ζ(t,X)}.
We also denote by U(t,X, z) ∈ Rd+1 the velocity of a fluid particle located at
(X, z) at time t, and by V (t,X, z) ∈ Rd and w(t,X, z) its horizontal and vertical
component respectively. For a non viscous fluid of constant density ρ, the balance
of forces in the fluid domain is given by the Euler equations
(1) ∂tU + U · ∇X,zU = −1
ρ
∇X,zP − gez in Ωt,
where g is the acceleration of gravity and ez is the unit upwards vertical vector.
Incompressibility then takes the form
(2) ∇X,z ·U = 0 in Ωt,
and we also assume that the flow is irrotational
(3) ∇X,z ×U = 0 in Ωt;
we discuss in Section 4 how to remove this latter assumption.
In addition to the equations (1)-(3) which are given in the fluid domain Ωt, we
need boundary conditions. Two of them are given at the surface: the first one is the
so-called kinematic boundary condition and expresses the fact that fluid particles
do not cross the surface
(4) ∂tζ − U ·N = 0
with the notations
U(t,X) = U(t,X, ζ(t,X)) and N =
( −∇ζ
1
)
;
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the second boundary condition at the surface is the so-called dynamic boundary
condition
(5) P = Patm = constant on {z = ζ(t,X)}.
Remark 1. The condition (5) means that surface tension is neglected, which is
relevant for applications to coastal oceanography where the scales involved are
significantly larger than the capillary scale; see for instance [117] and references
therein for generalizations including surface tension.
Inversely, the scales considered in coastal oceanography are in general small enough
to neglect the variations of the atmospheric pressure. In some specific cases such as
storms or meteotsunamis for instance, it is however relevant to consider a variable
surface pressure [12].
Finally, a last boundary condition is needed at the bottom, assumed to be im-
permeable
(6) Ub ·Nb = 0,
with the notations
Ub(t,X) = U(t,X,−h0 + b(t,X)) and Nb =
( −∇b
1
)
.
The question of solving equations (1)-(6) is a free surface problem in the sense
that the equations are cast on a domain which is itself one of the unknowns (as Ωt
is determined by ζ(t·)). In order to solve it, it is necessary to find an equivalent
formulation in which the equations are cast in a fixed domain. To mention only the
local Cauchy problem, several equivalent formulations have been used: a Lagrangian
formulation of the free surface in the pioneering work [155] that solved the problem
when d = 1 and for small data, as well as in [188, 189] where the assumption
of small data was removed and the result extended to the two dimensional case
d = 2; a variational and geometrical approach based on Arnold’s remark that the
motion of an inviscid incompressible fluid can be viewed as the geodesic flow on
the infinite-dimensional manifold of volume-preserving diffeomorphisms [173]; a full
Lagrangian formulation of Euler’s equations [129, 53], etc. We describe below two
other formulations: one is Zakharov’s Hamiltonian formulation [191] whose well-
posedness was proved in [116] (see also [3] for the low regularity Cauchy problem and
[5, 92] for uniform bounds in several asymptotic regimes), as well as a formulation
in (ζ,Q), where Q is the horizontal discharge, that proves very useful to derive
and understand the mechanism at stake in shallow water asymptotic models. For
other recent mathematical advances on the water waves equations, such as long
time/global existence, we refer to the surveys [96, 62].
2.2. The Zakharov-Craig-Sulem formulation. From the irrotationality assump-
tion, there exists a velocity potential Φ such that U = ∇X,zΦ. The Euler equation
(1) reduces therefore to the Bernoulli equation
(7) ∂tΦ +
1
2
|∇X,zΦ|2 + gz = −P − Patm
ρ
.
From the incompressibility condition (2) and the bottom boundary condition (6),
we also know that ∆X,zΦ = 0 in Ωt and that Nb · ∇X,zΦ = 0 at the bottom.
It follows that Φ (and therefore the velocity field U) is fully determined by the
knowledge of its trace ψ at the surface, ψ(t,X) = Φ(t,X, ζ(t,X)). The full water
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waves equations (1)-(6) can therefore be reduced to a set of two evolution equations
on ζ and ψ. The equation for ζ is furnished by the kinematic equation (4) while the
equation on ψ is obtained by taking the trace of the Bernoulli equation (7) at the
surface. Zakharov remarked in [191] that these equations can be put in canonical
Hamiltonian form,
(8) ∂tζ =
δH
δψ
, ∂tψ = −δH
δζ
,
where the Hamiltonian is H = 1ρE, with E the mechanical (potential+kinetic)
energy,
H(ζ, ψ) =
1
2
∫
Rd
gζ2 +
1
2
∫
Rd
∫ ζ
−h0+b
|∇X,zΦ|2.
Remark 2. It was also remarked by Luke [133] that the water waves problem has
a variational structure. Indeed, defining a Lagrangian density and an action by
(9) LLuke(Φ, ζ) = −
∫ ζ
−h0+b
(
∂tΦ +
1
2
|∇X,zΦ|2 + gz
)
dz
and
I(Φ, ζ) =
∫ t1
t0
∫
Rd
LLuke(Φ, ζ)dXdzdt,
he showed that the corresponding Euler-Lagrange equation coincides with the water
waves equations. We refer to [147] for considerations on the relation between Luke’s
Lagrangian and Zakharov’s Hamiltonian appraoches.
Introducing the Dirichlet-Neumann operator G[ζ, b] defined by
G[ζ, b]ψ = N · ∇X,zΦ|z=ζ where
{
∆X,zΦ = 0 in Ωt
Φ|z=ζ = ψ, Nb · ∇X,zΦ|z=−h0+b = 0,
Craig and Sulem [59, 58] wrote the equation on ζ and ψ in explicit form
(10)
∂tζ −G[ζ, b]ψ = 0,∂tψ + gζ + 1
2
|∇ψ|2 − 1
2
(G[ζ, b]ψ +∇ζ · ∇ψ)2
1 + |∇ζ|2 = 0.
The local well posedness of this formulation was proved in [116]. Not to mention
other related issues such as global well posedness for small data, this local exis-
tence result has been extended in two different directions: low regularity in [3] and
uniform bounds in shallow water [5, 92]. These two extensions go somehow in two
opposite directions as low regularity focuses on the behavior at high frequencies,
while the shallow water limit, considered throughout these notes, is essentially a
low frequency asymptotic.
2.3. The elevation/discharge formulation. The Zakharov-Craig-Sulem equa-
tions are a set of evolution equations on two functions, ζ and ψ, that do not depend
on the vertical variable z. Another way of getting rid of the vertical variable is to
integrate vertically the free surface Euler equations. Denoting by V and w the hori-
zontal and vertical components of the velocity field U, this leads to the introduction
of the horizontal discharge Q,
(11) Q(t,X) :=
∫ ζ(t,X)
−h0+b(X)
V (t,X, z)dz;
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integrating the horizontal component of the Euler equation (1) and using the bound-
ary conditions (4) and (6), this gives
(12)
{
∂tζ +∇ ·Q = 0,
∂tQ+∇ ·
( ∫ ζ
−h0+b V ⊗ V
)
+ 1ρ
∫ ζ
−h0+b∇P = 0
(see for instance the proof of Proposition 3 in [118] for details of the computations).
Remark 3. Note that the second equation can also be written as
∂tQ+∇ ·
(∫ ζ
−h0+b
(
V ⊗ V + P
ρ
Id
))
= −(1
ρ
P )|z=−h0+b∇b;
when the bottom is flat, the right-hand-side vanishes and the equation takes the
form of a conservation law for the horizontal momentum as observed in [185] in the
one dimensional case. When the bottom is not flat, the right-hand-side is non zero
and non conservative. Even in the shallow water approximation where it is reduced
to −g(h0 + ζ − b)∇b, this additional term may induce considerable difficulties (see
§3.3.2 below).
The next step is to decompose the pressure term. A special solution to the free
surface Euler equations (1)-(6) corresponds to the rest state ζ = 0, U = 0; the
vertical component of the Euler equation (1) and the boundary condition (6) then
give the following ODE for P ,
−1
ρ
∂zP − g = 0, P|z=0 = Patm,
and the solution, P = Patm − ρgz is called hydrostatic pressure. When the fluid is
not at rest, the solution to the ODE
−1
ρ
∂zP − g = 0, P|z=ζ = Patm,
namely, PH = Patm − ρg(z − ζ) is still called hydrostatic and it is often conve-
nient to decompose the pressure field P into its hydrostatic and non-hydrostatic
components,
P = Patm + ρg(ζ − z) + PNH;
integrating the vertical component of (1) from z to ζ and taking into account the
boundary condition (6), one readily derives the following expression for the non-
hydrostatic pressure,
(13) PNH(t,X, z) = ρ
∫ ζ(t,X)
z
(∂tw + U · ∇X,zw).
The evolution equations on ζ and Q can then be written under the form{
∂tζ +∇ ·Q = 0,
∂tQ+∇ ·
( ∫ ζ
−h0+b V ⊗ V
)
+ gh∇ζ + 1ρ
∫ ζ
−h0+b∇PNH = 0,
where h is the water height, h = h0 +ζ−b. The quadratic term in the second equa-
tion shows the importance of measuring the vertical dependance of the horizontal
velocity V ; this dependance is considered as a variation with respect to the vertical
average of V . More precisely, we decompose the horizontal velocity field as
V (t,X, z) = V (t,X) + V ∗(t,X, z)
8 D. LANNES
where for any function f(t, ·) defined in the fluid domain Ωt, we use the notation
f(t,X) =
1
h
∫ ζ
−h0+b
f(t,X, z)dz and f∗(t,X, z) = f(t,X, s)− f(t,X).
We can therefore write
(14)
∫ ζ
−h0+b
V ⊗ V = 1
h
Q⊗Q+ R with R =
∫ ζ
−h0+b
V ∗ ⊗ V ∗
so that the equations take the form
(15)

∂tζ +∇ ·Q = 0,
∂tQ+∇ · ( 1
h
Q⊗Q) + gh∇ζ +∇ ·R + 1
ρ
∫ ζ
−h0+b
∇PNH = 0.
Remark 4. The average horizontal velocity V and the horizontal discharge Q are
related through Q = hV . Instead of (15), one can therefore equivalently write a
system of equations on the variables ζ and V , namely,
(16)

∂tζ +∇ · (hV ) = 0,
∂tV + V · ∇V + g∇ζ + 1
h
∇ ·R + 1
ρh
∫ ζ
−h0+b
∇PNH = 0.
Obviously, the last two terms of the second equation in (15) are the most com-
plicated ones. To begin with, they are defined through (13) and (14) in terms of
the velocity field U(t,X, z) and not in terms of ζ and Q. We can however state
the following result in which Ω stands for the fluid domain corresponding to the
surface parametrization ζ.
Proposition 1. The equations (15) form a closed set of equations in ζ and Q.
More precisely, if we denote
L2b(Ω,div, curl ) := {U ∈ L2(Ω)d+1,div U = 0, curl U = 0 and Ub ·Nb = 0},
then the discharge and reconstruction mappings respectively defined by
D[ζ] :
L2b(Ω,div, curl ) → H1/2(Rd)d
U =
(
V
w
)
7→ Q := ∫ ζ−h0+b V
and
R[ζ] :
H1/2(Rd)d → L2b(Ω,div, curl )
Q 7→ ∇X,zΦ with

∆X,zΦ = 0 in Ω,
N · ∇X,zΦ|z=ζ = −∇ ·Q
Nb · ∇X,zΦ|z=−h0+b = 0
are well defined and R[ζ] is a left-inverse to D[ζ].
We refer to [118] for the proof, which relies on the key observation that
N · ∇X,zΦ|z=ζ = −∇ ·
( ∫ ζ
−h0+b
V
)
.
As a consequence of Proposition 1, the last two terms in (15) are (non explicit, non
local, non linear) functions of ζ and Q:
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• Since V ∗ = V − V denotes the fluctuation of the horizontal velocity V
with respect to its vertical average V , of the horizontal velocity field. The
tensor R =
∫ ζ
−h0+b V
∗ ⊗ V ∗ measures the contribution to the momentum
equation of these fluctuations. It is therefore reminiscent of the Reynolds
stress tensor in turbulence.
• The non-hydrostatic pressure contains nonlinear but also linear terms; as
we shall see, it contains in particular the linear dispersive effects that are
important for a good description of wave propagation.
These terms are very complex, but it is possible to derive relatively simple asymp-
totic expansions in terms of ζ and Q in some particular regimes. In deep water,
asymptotic models can be derived for waves of small steepness (see for instance
[140, 141, 46, 56, 119, 117]), but we shall focus throughout these notes on shallow
water models.
2.4. Nondimensionalization of the equations. In order to study the asymp-
totic behavior of the solutions to the water waves equations, it is convenient to
introduce non-dimensionalized quantities based on the typical scales of the prob-
lem, namely: the typical depth h0, the order of the surface variation asurf , the order
of the bottom variations abott and the typical horizontal scale L. We can therefore
form three dimensionless parameters
µ =
h20
L2
, ε =
asurf
h0
, β =
abott
h0
.
The first one is the shallowness parameter, the second the amplitude parameter,
and the third the topography parameter. We are interested throughout this article
in shallow water configurations, in the sense that µ is assumed to be small.
Remark 5. Another parameter, the steepness  = aL = ε
√
µ is also found in the
literature, but its main relevance is in intermediate to deep water, and it will
therefore not been used in these notes.
Dimensionless quantities are defined as follows,
X˜ =
X
L
, z˜ =
z
h0
, t˜ =
t
L/
√
gh0
,
ζ˜ =
ζ
asurf
, b˜ =
b
abott
, Q˜ =
Q
asurf
√
gh0
, w˜ = .
w
aL/h0
√
g/h0
.
Plugging into (15) then yields the dimensionless form of the equations. Omitting
the tildes for the sake of clarity, they read
(17)
{
∂tζ +∇ ·Q = 0,
∂tQ+ ε∇ · ( 1hQ⊗Q) + h∇ζ + ε∇ ·R + 1ε
∫ εζ
−1∇PNH = 0,
where the dimensionless water height is h = 1 + εζ − βb and the dimensionless
”turbulent” tensor R and non-hydrostatic pressure are
(18) R =
∫ εζ
−1+βb
V ∗ ⊗ V ∗ and 1
ε
PNH =
∫ εζ
z
(
∂tw + εV · ∇w + ε
µ
w∂zw
)
,
with, in their dimensionless version,
V =
1
h
∫ εζ
−1+βb
V (t,X, z)dz and V ∗(t,X, z) = V (t,X, z)− V (t,X).
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The equations (17) can equivalently be written in (ζ, V ) variables (recall that Q =
hV ),
(19)
{
∂tζ +∇ · (hV ) = 0,
∂tV + εV · ∇V +∇ζ + ε 1h∇ ·R + 1εh
∫ εζ
−1∇PNH = 0.
Remark 6. Similarly, one can derive a dimensionless version of the Zakharov-Craig-
Sulem formulation (10),
(20)

∂tζ − 1
µ
Gµ[εζ, βb]ψ = 0,
∂tψ + ζ + ε
1
2
|∇ψ|2 − 1
2
εµ
( 1µGµ[εζ, βb]ψ + ε∇ζ · ∇ψ)2
1 + ε2|∇ζ|2 = 0,
where Gµ[εζ, βb]ψ =
(
∂zΦ− εµ∇ζ · ∇Φ
)
|z=εζ and{
(∂2z + µ∆)Φ = 0 for − 1 + βb < z < εζ
Φ|z=εζ = ψ,
(
∂zΦ− βµ∇b · ∇Φ
)
|z=−1+βb = 0.
Setting ε = β = 0, one gets the linearized water waves equations for a flat bottom.
In this case, the equation for Φ can be explicitly solved and the Dirichlet-Neumann
operator becomes a simple Fourier multiplier Gµ[0, 0] =
√
µ|D| tanh(√µ|D|). In
particular, the linear dispersion relation for the water waves equations is
ω2WW = k
2 tanh(
√
µk)√
µk
,
where k is a wave number of a plane wave solution of the linearized equations,
k = |k| and ωWW the associated frequency.
3. The nonlinear shallow water equations and higher order
approximation for irrotational flows
We derive and comment in this section several shallow water asymptotic mod-
els. In the dimensionless version of the water waves equations (17) there are the
nonlocal ”turbulent” and non-hydrostatic components. These two terms involve
the velocity and pressure fields inside the fluid domain and if one wants to study
their asymptotic behavior in shallow water it is therefore necessary to describe the
inner structure of the velocity and pressure fields; this is performed in §3.1 and
§3.2 respectively. The first model obtained in the shallow water asymptotics is the
nonlinear shallow water (NSW) system; it is derived in §3.3 where its mathematical
properties and several open problems are also reviewed. We then address in §3.4
the Boussinesq equations which furnish a second order approximation with respect
to the shallowness parameter µ, but under a smallness assumption on the ampli-
tude of the waves (weak nonlinearity). Removing this smallness assumption, one
obtains the more general but more complex Serre-Green-Naghdi equations (SGN),
which are derived and commented in §3.5. In order to get a better resolution of
the vertical structure of the flow, multi-layer extensions of these models have been
recently proposed; we present them in §3.6. Another type of higher order model,
described in §3.7, is the Isobe-Kakinuma, derived from variational arguments. We
then turn in §3.8 to investigate one directional waves that are interesting because
they can be described by a single scalar equation easier to analyze.
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3.1. The inner structure of the velocity field. It is possible to describe the
inner structure of the velocity field in shallow water by using the incompressibility
and irrotationality conditions (2) and (3), as well as the bottom boundary condition
(6). In their dimensionless version, these conditions become
(21)

µ∇ · V + ∂zw = 0,
∂zV −∇w = 0,
∇⊥ · V = 0,
wb − βµ∇b · Vb = 0.
Remark 7. The irrotationality assumption made above can be relaxed to derive
asymptotic models; as shown in Section 4 the contribution of the vorticity is only
felt in the asymptotic models if the vortex strength defined in (81) is large enough.
The first and last equations can be used to obtain
w = −µ∇ · [(1 + z − βb)V ]− µ∇ · ∫ z
−1+βb
V ∗.
and with the second equation this yields
V ∗ = −
(∫ εζ
z
∇w
)∗
= µ
(∫ εζ
z
∇∇ · [(1 + z′ − βb)V ]dz′)∗ + µ(∫ εζ
z
∇∇ ·
∫ z
−1+βb
V ∗
)∗
.
It is therefore natural to introduce the operators T[εζ, βb] and T∗[εζ, βb] acting on
Rd-valued functions and defined on the fluid domain Ω and defined as
(22) T[εζ, βb]W =
∫ εζ
z
∇∇ ·
∫ z′
−1+βb
W and T∗[εζ, βb]W =
(
T[εζ, βb]W
)∗
.
The above expression for V ∗ can then be written under the form
(1− µT∗)V ∗ = µT∗V
so that
V ∗ = µT∗V +O(µ2).
Since V does not depend on z, the quantity T∗V can be computed explicitly, leading
to a shallow water expansion of the inner velocity field in terms of ζ and V . When
the bottom is flat (b = 0), this expansion reads
(23)
{
V = V − 12µ
(
(1 + z)2 − 13h2
)∇∇ · V +O(µ2),
w = −µ(1 + z)∇ · V +O(µ2);
for the sake of clarity, the generalization in the presence of topography is given in
(93) in Appendix A.
Remark 8. For the derivation of the asymptotic models below, the first order ap-
proximation V = V +O(µ) is enough, but the formula (23) shows that it is possible
to reconstruct the vertical dependance of the velocity from the knowledge of V .
One could actually generalize the procedure used above to reconstruct the inner
velocity field at order O(µN ) for any N . This formula however would involve high
order derivatives of V and could more importantly be completely irrelevant. For
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instance, if V and ζ are given through the resolution of the nonlinear shallow water
derived below, then, as we shall see, V will only be known up to an error of size
O(µt); therefore, even the O(µ) corrector in the formula for V in (23) is irrelevant
since it is of the same order as the error made on V .
3.2. The inner structure of the pressure field. As already seen, the pressure
field can be written as the sum of the hydrostatic pressure and a non-hydrostatic
correction. In dimensionless variables, this reads
P = (εζ − z) + PNH with 1
ε
PNH =
∫ εζ
z
(
∂tw + εV · ∇w + ε
µ
w∂zw
)
.
From the asymptotic expansion (23), we deduce that, when the bottom is flat,
1
ε
PNH = −µ
[h2
2
− (1 + z)
2
2
](
∂t + εV · ∇ − ε∇ · V
)∇ · V +O(µ2);(24)
we refer to (94) for the generalization of this formula when the bottom is not flat.
It follows that if one knows ζ and V (from experimental measurement or, approx-
imately, by solving one of the asymptotic models derived below) then it is possible
to reconstruct the pressure field in the fluid domain. An interesting problem for
applications to coastal oceanography is the inverse problem: is it possible to recon-
struct the surface elevation ζ by pressure measurements at the bottom (through
pressure sensors lying on the sea bed). In the case of progressive waves (solitary
or cnoidal waves), it is possible to do so (see for instance [159, 49]) but the situa-
tion is more complex for general non progressive waves. Indeed, as many inverse
problems, this reconstruction is an ill-posed problem (one roughly has to solve a
Laplace equation in the fluid domain with no boundary condition at the surface and
double Dirichlet and Neumann condition at the bottom). An heuristic formula was
proposed in [182] and a weakly nonlinear reconstruction was derived in [26] (and
experimentally validated with in situ measurements [27, 152]) using an additional
argument of nonsecular growth to circumvent this ill-posedness.
3.3. First order approximation: the nonlinear shallow water equations.
The nonlinear shallow water equations are an approximation of order O(µ) of the
water waves equations (17) in the sense that terms of order O(µ) are dropped. The
main point consists therefore in studying the dependence of the ”turbulent” and
non-hydrostatic terms on µ.
From the results of §3.1 and §3.2, and recalling the definition (18) of R and PNH,
we easily get that
∇ ·R = O(µ2) and 1
ε
∫ εζ
−1+βb
∇PNH = O(µ).
Neglecting the O(µ) terms in the (ζ,Q) formulation of the water waves equations
(17), one obtains the nonlinear shallow water equations (NSW),
(25)
{
∂tζ +∇ ·Q = 0,
∂tQ+ ε∇ · ( 1hQ⊗Q) + h∇ζ = 0,
for t ≥ 0, x ∈ Rd,
with h = 1+εζ−βb (see (26) below for an equivalent formulation in (ζ, V ) variables).
This is a hyperbolic system of equations that furnishes a quite rough but very robust
approximation for shallow water waves. We review below several known results and
open problems related to the NSW model.
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3.3.1. The initial value (or Cauchy) problem for strong solutions to the NSW equa-
tions. The NSW equations (25) can be equivalently written in (ζ, V ) variables
(recall that Q = hV ),
(26)
{
∂tζ +∇ · (hV ) = 0,
∂tV + εV · ∇V +∇ζ = 0,
for t ≥ 0, x ∈ Rd
with h = 1 + εζ − βb and with initial condition
(ζ, V )|t=0 = (ζ
in, V
in
).
There is local conservation of energy for the NSW equations,
(27) ∂teNSW +∇ · FNSW = 0,
with energy density and energy flux given by
eNSW =
1
2
[
ζ2 + h|V |2] and FNSW = (ζ + ε1
2
|V |2)hV ;
in particular, this yields conservation of the mechanical energy,
d
dt
ENSW = 0 with ENSW =
∫
Rd
eNSW.
Under the non vanishing depth condition,
(28) ∃hmin > 0, sup
X∈Rd
h(t,X) ≥ hmin,
the conservation of ENSW therefore furnishes a control of the L
2-norm of (ζ, V ).
The non-vanishing depth condition actually ensures that the NSW equations form
a Friedrichs symmetrizable hyperbolic system. It follows therefore from the general
theory of Friedrich symmetrizable hyperbolic systems (see for instance [4, 178, 14])
that the initial value problem is locally well posed for times of order O(1/ε) if the
initial data (ζ in, V
in
) belongs to Hs(Rd)1+d with s > 1 + d/2 and satisfies the non
vanishing depth condition (28). Note that the O(1/ε) time scale for the life span
of the solutions is optimal in dimension d = 1 since shocks are known to develop
at this time scale. Despite recent breakthroughs [48, 132, 34] (these references
deal with the isentropic Euler equations which are related to the NSW equations
as explained below), the scenario for shock formation in dimension d = 2 remains
a difficult open problem. Finally, let us mention that if the non-vanishing depth
condition is relaxed, then the problem becomes a much more complex free boundary
system of equations (see below).
3.3.2. Weak solutions. In the case of a flat topography (b = 0) the NSW equations
coincide with the isentropic Euler equations for compressible gases, with h playing
the role of the density and with pressure law P(ρ) = 12gρ2, and it is therefore possi-
ble to use the construction of weak-entropy solutions following the dense literature
on compressible gases, such as [63, 130, 45]; these solutions are obtained as the
inviscid limit of viscous generalization of the NSW equations. We refer to [30] for
a review on these topics. Uniqueness remains an open problem.
The situation for the two-dimensional case is even more complicated, and almost
nothing is known. As stated by Lax [125],
14 D. LANNES
There is no theory for the initial value problem for compressible
flows in two space dimensions once shocks show up, much less in
three space dimensions. This is a scientific scandal and a challenge.
Fortunately,
Just because we cannot prove that compressible flows with pre-
scribed initial values exist doesn’t mean that we cannot compute
them.
And indeed, shocks are computed for the NSW in many applications; in coastal
oceanography for instance, shocks are relevant because they are used to describe
wave breaking. The mathematical entropy coincides for the NSW equations with
the energy; the dissipation of entropy associated to weak entropy solutions is there-
fore a dissipation of energy that corresponds with a pretty good accuracy to the
energy actually dissipated by wave breaking [24]. See also §4.4 below for more con-
siderations on the modeling of wave breaking.
Let us finally mention briefly the case of a non flat bottom (b 6= 0); the momentum
equation is then given by
∂tQ+∇ ·
(
ε
1
h
Q⊗Q+ 1
2ε
h2Id
)
= −β
ε
h∇b
which is no longer in conservative form due to the presence of the source term
in the right-hand-side (inherited from a similar non conservative term in the full
averaged Euler equations, see Remark 3). Even in dimension d = 1, there is no
fully satisfactory theory at this day to define weak solutions and products of shocks
in this framework [1]; this is another theoretical and numerical challenge.
3.3.3. Initial Boundary value problems. The equations (26) are cast on Rd but
the equations must sometimes be considered in a domain with a boundary. This
boundary can be physical (e.g. a wall) or artificial: for instance, for numerical
simulations, one has to consider a bounded domain whose boundary has no physical
relevance. For the sake of clarity, let us discuss first the one-dimensional case d = 1,
on a finite interval [0, L],
(29)
{
∂tζ + ∂x(hv) = 0,
∂tv + εv∂xv + ∂xζ = 0,
for t ≥ 0, x ∈ (0, L)
with h = 1 + εζ − βb and with initial condition
(ζ, v)|t=0 = (ζ
in, vin) on [0, L].
In addition, boundary conditions must be imposed at x = 0 and x = L. Some
examples of boundary conditions are
• Generating boundary conditions. The water elevation is known (from buoy
measurements for instance) at the entrance of the domain and prescribed
as a boundary data,
ζ(t, 0) = f(t);
in this case, the boundary x = 0 is non physical.
• Wall. There is a fixed wall located at x = L, on which the waves bounces
back. In this case the boundary x = L is physical and the corresponding
boundary condition is
v(t, L) = 0.
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Figure 2. The shoreline problem in dimension d = 1
• Transparent conditions. Such boundary conditions are very important for
numerical simulations in the cases where there is no physical boundary
condition at x = L and one wants to impose a boundary condition that
does not create any artificial reflexion. In the particular case of the NSW
in dimension d = 1, a simple analysis of the Riemann invariants shows that
such a condition is given by
R−(ζ, v) := 2(
√
h− 1)− εv = 0 at x = L,
where R− is the left going Riemann invariant (see §3.8.1 below for more
details).
Initial boundary value problems for hyperbolic systems have been considered quite
intensively [136, 137, 138, 145, 146, 80, 14, 52]; we refer to [95] for a sharp general
theory in dimension d = 1 showing that such problems are locally well-posed in
Hm (m ≥ 2) under suitable compatibility conditions. In the particular case of 2×2
systems, an analysis based on Riemann invariants can also be performed [126],
and proves very useful for numerical implementation (see for instance [139, 124]).
In dimension d = 2, the ”wall” boundary condition V · n = 0 can be deduced
from classical works on the compressible Euler equations [170] but other types of
boundary conditions are much more delicate and remain an open problem.
3.3.4. A free boundary problem: the shoreline problem. The non-vanishing depth
condition (28) is of course a serious restriction for applications to coastal oceanog-
raphy, where one typically has to deal with beaches. Let us consider the case for
instance where the shoreline is at time t the graph of some function y ∈ R 7→ X(t, y)
if d = 2 (and a single point x(t) if d = 1) and that the sea is, say, on the right part
of the shoreline (see Figure 2).
The initial value problem is then much more difficult since it is now a free
boundary problem: one must solve the NSW equations on Ot = {X = (x, y) ∈
R2, x > X(t, y)} (or Ot = {x ∈ R, x > x(t)} if d = 1) whose boundary, the shoreline
(or more accurately, its projection on the horizontal plane) evolves according to the
kinematic equation
(30) ∂tX = V |x=X(t,y) ·
(
1
∂yX
)
(or x′(t) = u(t, x(t)) if d = 1),
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which involves the trace at the boundary of the velocity. A reasonable assumption
to solve this free boundary problem is to assume that the surface of the water is
transverse to the bottom topography at the shoreline in the following sense
(31) ∂νh < 0 on {X = X(t, y)},
where ν is the outwards unit normal to Ot (if d = 1 this condition reduces to
∂xh(t, x(t)) > 0, i.e. the surface of the water is not tangent to the bottom at
the contact point). Proving that the shoreline problem is well-posed consists in
proving that there exists a smooth enough family of mapping t 7→ X(t, ·) (or simply
t 7→ x(t)) on some time interval [0, T ] and a family of smooth enough functions ζ
and V solving the nonlinear shallow water on Ot and the kinematic equation (30).
In dimension d = 1, such a result can be found in [121] as a particular case of
a more general result for the Green-Naghdi equations, but the dispersive terms
of this latter make the analysis more complicated than necessary, and the proof
could certainly be simplified considerably if one is only interested in the nonlinear
shallow water equations. Let us also mention that the isentropic Euler equations
for compressible gases with vacuum has been solved in [101] and [54] for d = 1 and
[102] and [55] for d ≥ 2 under the assumption of a physical boundary condition at
the interface with vacuum (using the terminology of [131]), namely,
−∞ < ∂νc2 < 0 at the inferface with vacuum,
where c = (P ′(ρ))1/2 is the sound speed. Using the analogy mentioned in §3.3.2,
the vacuum problem with physical boundary condition exactly coincides with the
shoreline problem with transversality condition (31) in the case of a flat topography
(b = 0); an extension of the techniques of the above references to the case of a non-
flat topography looks feasible and could be done to cover the two-dimensional case
d = 2. Let us also mention [60] (and [150, 151] for a non zero surface tension) where
the water waves equations are solved in the presence of an emerging bottom. The
derivation of the NSW equations from the water waves equations in this context is
an open problem.
3.4. Weakly nonlinear second order approximations: the Boussinesq equa-
tions. Compared to the NSW equations, the Boussinesq equations have a better
precision, namely, O(µ2) instead of O(µ), but require an additional assumption of
weak nonlinearity that can be formulated as a smallness condition on ε,
(32) Weak nonlinearity: ε = O(µ).
Traditionally (but not always as we shall see below for the Boussinesq-Peregrine
model), an assumption on the smallness of the topography variations is also made,
(33) Small topography variations: β = O(µ).
Under these two assumptions, terms of size O(εµ) and O(βµ) can be treated as
O(µ2) terms, and the results of §3.1 and §3.2 yield the following approximations on
the turbulent and non-hydrostatic terms R and PNH defined in (18),
∇ ·R = O(µ2)
1
ε
∫ εζ
−1
∇PNH = −µ1
3
∇∇ · ∂tV +O(µ2)
= −µ1
3
∆∂tV +O(µ
2),
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the last identity stemming from the third equation in (21) and (23). Plugging these
approximations into (19) and dropping the O(µ2) terms, one obtains the following
Boussinesq equations
(34)
{
∂tζ +∇ · (hV ) = 0,
(1− µ 13∆)∂tV + ε(V · ∇V ) +∇ζ = 0.
Remark 9. The irrotationality assumption has been used to replace (1−µ 13∇∇T)∂tV
by the simpler term (1−µ 13∆)∂tV . In the presence of vorticity, it is in general not
possible to do so (see §4.5.2 below).
There is actually not a single Boussinesq model, but a whole family. There are
various reasons why many formally equivalent Boussinesq models have been de-
rived, such as their mathematical structure (well-posedness, conservation of energy,
integrability, solitary waves, etc.) or their physical properties. Among the latter,
the linear dispersive properties of these models is a central question. The linear
dispersion associated to (34) is
(35) ω2B =
k2
1 + 13µk
2
where k is a wave number, k = |k| and ω the associated frequency. This dispersion
relation is as expected a O(µ2) approximation of the linear dispersion relation of
the full water waves equations (see Remark 6),
ω2WW = k
2 tanh(
√
µk)√
µk
,
but the two formulas differ significantly when
√
µk is not very small (i.e. for shorter
waves and/or larger depth). It is possible to derive Boussinesq models with better
dispersive properties and that differ from (34) by O(µ2) terms, and therefore keep
the same overall O(µ2) precision. These new Boussinesq systems depend on several
parameters. The first one can be introduced using the so-called BBM trick [13]
that is based on the observation that
∂tV = −∇ζ +O(µ),
= α∂tV − (1− α)∇ζ +O(µ),
for any real number α. This substitution can be made in the dispersive term in the
second equation of (34),
−µ1
3
∆∂tV = −µα1
3
∆∂tζ + µ
1
3
(1− α)∆∇ζ +O(µ2)
and induces only a O(µ2) modification of (34); the resulting model therefore keeps
the overall O(µ2) precision of (34). Other parameters can be introduced, following
an idea of Nwogu [158], by making a change of of unknown for the velocity. More
precisely, we introduce the velocity Vθ,δ by
(36) Vθ,δ = (1− µθ1
3
∆)−1(1− µδ 1
3
∆)V
(this new quantity Vθ,δ is an approximation of the velocity field at some level line
in the fluid domain, see for instance [117]). Finally, a fourth parameter λ can be
introduced by remarking that since we have ∂tζ = −∇ · V θ,δ +O(µ) from the first
equation, it is possible to add −µλ3 (∆∂tζ − ∆∇ · Vθ,δ) to the first equation (this
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is a variant of the BBM trick used above). One finally obtains the so called abcd
Boussinesq systems [19, 20, 21],
(37)
{
(1− µb∆)∂tζ +∇ · (hV ) + µa∆∇ · V = 0,
(1− µd∆)∂tV +∇ζ + ε(V · ∇)V + µc∆∇ζ = 0,
where h = 1 + εζ − βb, V stands for Vθ,δ and
a = −θ + λ
3
, b =
δ + λ
3
, c = −α+ δ − 1
3
, d =
α+ θ
3
(so that a + b + c + d = 13 ). This family of approximations can be extended by
changing the structure of the nonlinearity [21, 42].
Remark 10. For the NSW equations, the (ζ,Q) formulation (25) and the (ζ, V )
formulation (25) are totally equivalent for smooth solutions, and this will also prove
true for the Serre-Green-Naghdi equations. However, such an equivalence does
not hold for the Boussinesq systems. We derived the abcd family of Boussinesq
systems (37) from the (ζ, V ) formulation (19) of the water waves equation; the same
procedure applied to the (ζ,Q) formulation (17) leads to slightly different models;
we refer to [77] for an analysis of the slight differences between these models.
Let us conclude this small survey on Boussinesq systems by considering what
happens if the assumption (33) of small topography variations is not made. Since β
must now be considered as a O(1) rather than O(µ) quantity, the expansion given
above for the non-hydrostatic term must be revisited. We now get from §3.1 and
§3.2 that
1
h
1
ε
∫ εζ
−1
∇PNH = µTb∂tV +O(µ2),
where
TbV = − 1
3hb
∇ · (h3b∇ · V ) +
β
2hb
[∇(h2b∇b · V )− h2b∇b · ∇ · V ]+ β2∇b∇b · V
(notice that hbTb is a positive symmetric second order elliptic operator). Plug-
ging this approximation into (19) and dropping the O(µ2) terms, one obtains the
Boussinesq-Peregrine [160] system
(38)
{
∂tζ +∇ · (hV ) = 0,
(1 + µTb)∂tV +∇ζ + ε(V · ∇)V = 0;
a generalization of the abcd systems for large topography variations can be derived
from (38) by adapting the above procedure (see [117]).
Let us now describe some of mathematical results and open problems dealing
with the Boussinesq models derived in this section.
3.4.1. The initial value problem for strong solutions. The (hyperbolic) NSW equa-
tions (26) are locally well posed in Sobolev spaces over a O(1/ε) time scale and
this is sharp because shocks occur for such times. The Boussinesq systems being a
dispersive perturbation of the NSW equations, one expects that solutions to locally
well posed Boussinesq models should exist on a time scale which is at least O(1/ε).
One may indeed expect dispersion to help, but methods based on dispersive esti-
mates only yield an existence time of order O(1/
√
ε) [128]. A convenient and easy
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option to reach the O(1/ε) time scale is to work with abcd systems with a sym-
metrized nonlinearity [21, 42, 117]; this O(1/ε) time scale has finally beed proved
for the original abcd systems in a series of papers [149, 167, 36, 35, 166] for all the
linearly well posed abcd systems, except for the case b = d = 0 and a = c > 0
which remains open.
The above references (except [42]) deal with a flat topography but, as remarked in
[167], it is not difficult to extend them to the case of a non flat topography satisfying
the assumption (33) of small topography variations. Proving existence over O(1/ε)
times is much more difficult for Boussinesq models with large topography variations
(i.e. without assumption (33)) such as the Boussinesq-Peregrine model (38). Local
well posedness for this system has been proved in [70] for times O(1/max{ε, β}) but
the time scale O(1/ε) has only been proved in [144] for a variant of the Boussinesq-
Peregrine model (38) tailored to allow the implementation of low Mach techniques
developed in [32] for the lake equations.
There are surprisingly few results regarding global existence. This has been
proved for the ”standard” Boussinesq system (34) in [171, 7], where a weak solution
is constructed using a parabolic regularization of the mass conservation equation,
mimicking the hyperbolic theory; the solution is then proved to be regular and
unique. For the general abcd systems (37) in dimension d = 1, global well posed-
ness has been proved in some specific cases using the particular structure of the
equations, such as the Bona-Smith system (a = −1/3, b = 0, c = −1/3, d = 1/3)
[23] and the Hamiltonian cases (b = d > 0, a ≤ 0, c < 0) [20]; for this latter
system, the two-dimensional case has been treated in [90]. When b = d < 0 refined
scattering results in the energy space have also been proved [115, 114].
3.4.2. Initial boundary value problems. The problem of initial boundary value prob-
lems is extremely important for applications to coastal oceanography and several
numerical solutions have been proposed, such as the source function method [184]
for instance; these methods however are not fully satisfactory and require a signif-
icant increase of computational time.
In contrast with hyperbolic systems of equations for which the initial boundary
value problem has been intensively studied, there is almost no theoretical result
if a dispersive perturbation is added to the equations, as this is the case for the
Boussinesq equations. There are only some results concerning the one dimensional
case, particular examples of the abcd family (37) and/or specific boundary condi-
tions: homogeneous boundary conditions as in [190, 2, 64, 65, 66], or [18, 8] for the
Bona-Smith system, where the regularizing dispersive terms of the first equation
(due to the fact that b > 0) plays a central role. In [124], generating boundary
conditions (see §3.3.3) have been considered for the Boussinesq-Abott system, a
dispersive perturbation of the NSW equations written in (ζ, q) variables (25). This
latter reference is based on the concept of dispersive boundary layer introduced
in [31] for the analysis of a wave-structure interaction problem; it provides a lo-
cal well-posedness of the initial boundary value problem. However, as the other
local well-posedness results given in the above references, the existence time thus
obtained is far from the O(1/ε) time scale which, as seen above, is the relevant
one. Reaching such a time-scale is considerably more difficult and requires a pre-
cise analysis of the dispersive boundary layer; to this day such an analysis has only
been performed in [31].
20 D. LANNES
Another relevant issue is the convergence towards the initial boundary value
problem for the NSW equations as the dispersive (or shallowness) parameter µ
tends to zero; here again, the analysis of the dispersive boundary layer should be a
key point (such a convergence has been proved in [31]).
For transparent boundary conditions (which allow waves to cross the boundary
of the computational domain without reflexion, see §3.3.3), the situation looks
even more complicated. There are some results for the linear problem: for scalar
equations (linear KdV or BBM for instance) [15, 16] and for the linearization of
(34) around the rest state [106]. The nonlinear case remains open.
3.5. Second order approximation: the Serre-Green-Naghdi equations and
variants. The Serre-Green-Naghdi (SGN) equations are an approximation of order
O(µ2) of the water waves equations (17) in the sense that the terms of order O(µ)
that were neglected in the nonlinear shallow water equations are kept, and only
terms of order O(µ2) are dropped. The precision of this model is therefore the same
as the precision of the Boussinesq models investigated in §3.4, but they have a wider
range of application since they do not require the weak nonlinearity assumption (32)
nor the weak topography assumption (33). The price to pay is that the O(εµ) and
O(βµ) terms must be kept in the model, making it more complicated than the
Boussinesq systems (37). For the sake of clarity, we consider here the case of a
flat bottom only (b = 0) and refer to Appendix A for the equations with a non flat
topography.
The ”turbulent” and non-hydrostatic terms in (17) can be expended as follows,
following the results of §3.1 and §3.2,
∇ ·R = O(µ2)
1
ε
∫ εζ
−1
∇PNH = µhT
[
∂tV + ε∇ ·
(
hV ⊗ V )]+ µεhQ1(ζ, V )+O(µ2)
where
T V = − 1
3h
∇(h3∇ · V ),
Q1(ζ, V ) = 2
3h
∇[h3(∂xV · ∂yV ⊥ + (∇ · V )2)].
Therefore, even in a fully nonlinear regime and with the higher O(µ2) precision
of the SGN equations, the contribution of the ”turbulent” term ε∇ · R remains
too small to be relevant and can be neglected. All the additional terms of the
SGN equations with respect to the NSW equation are therefore due to the non
hydrostatic pressure. Plugging the above expansions into (17) and dropping the
O(µ2) terms, one obtains the SGN equations,
(39)
{
∂tζ +∇ ·Q = 0,
(1 + µT)
[
∂tQ+ ε∇ ·
(
1
hQ⊗Q
)]
+ h∇ζ + εµhQ1(h, Qh ) = 0,
where T = hT 1h . We refer to (95) for the generalization of these equations when the
topography is not flat. These equations are actually known under different names,
such as Serre [172, 175], Green-Naghdi [86, 110], or fully nonlinear Boussinesq [183].
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Remark 11. Replacing Q = hV in (39), one obtains the following equivalent for-
mulation (as far as smooth solutions are concerned) in (ζ, V ),
(40)
{
∂tζ +∇ · (hV ) = 0,
(1 + µT )[∂tV + ε∇ · (hV ⊗ V )]+∇ζ + εµQ1(h, V ) = 0.
Neglecting the O(εµ) terms in this system, one recovers of course the Boussinesq
equations (34).
As in the weakly nonlinear regime with the Boussinesq equations, it is possible
to derive formally equivalent systems using similar procedures (the ”BBM-trick”
and a change of unknown for the velocity); a family of SGN equations generalizing
the abcd Boussinesq systems (37) can be derived [44, 117]. In a similar vein, it is
possible to derive equivalent systems (i.e. systems that differ formally from (39) by
O(µ2) terms) that have a better mathematical structure [98, 100] or that are more
adapted to numerical computations [120].
3.5.1. Known results and open problems. We review here several known results and
open problems about the SGN equations.
- Initial value problems and singularity formation. There is local conservation of
energy for the SGN equations,
(41) ∂teSGN +∇ · FSGN = 0,
with energy density and energy flux given (when the bottom is flat, see [39] for the
generalization to non flat bottoms) by
eSGN =
1
2
[
ζ2 + h|V |2 + µ1
6
h3|∇ · V |],(42)
FSGN =
[
ζ +
1
2
|V |2 + εµ1
6
h2|∇ · V |2 − µ1
3
h(∂t + εV · ∇)(h∇ · V )
]
hV(43)
Integrating over Rd, this yields conservation of the mechanical energy,
d
dt
ESGN = 0 with ESGN =
∫
Rd
eSGN
In addition to the control of the L2-norm of (ζ, V ) that we had for the NSW
equations, we now have a control of
√
µ∇ · V provided that the non-vanishing
conditions (28) is satisfied. This allows one to control the extra nonlinear terms
εµQ1(h, V ) in (40) which has therefore a semi-linear structure. Local existence was
proved in [127] for small times, and in [6, 100, 81, 70] for times of order O(1/ε),
uniformly with respect to µ ∈ (0, 1). Another interesting fact shown in [68] is that
smooth solutions to the SGN equations can be obtained as relaxation limits of an
augmented quasilinear system of conservation laws proposed in [74].
Contrary to the NSW equations, the SGN equations contain third order dis-
persive term that play a regularizing role. The question of global well posedness
therefore becomes relevant, and one could conjecture in dimension d = 1 a scenario
similar to the one observed for the Camassa-Holm equation which is somehow the
”unidirectional version” of the SGN equations (see below), namely: one has global
existence for some data and wave breaking for others (i.e., the L∞-norm is bounded
but the derivative of the velocity and/or the surface elevation blows up in finite
time). This scenario is supported by numerical computations showing that there
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exist shocks relating a constant state to a periodic wave train, and that, at least
numerically, such shocks can be dynamically obtained [84].
- Initial boundary value problems. With respect to the NSW equations, the new
dispersive and nonlinear terms of the SGN equation render the analysis much more
complicated in the presence of a boundary. The case of a wall boundary condition
V · n = 0 is the simplest one since the boundary terms in the energy estimates
vanish. In the particular one dimensional case d = 1, the result can be adapted
from [121] but considerable simplifications could be made using the non-vanishing
depth condition (28). Even in dimension d = 1, other types of boundary conditions
(e.g. generating and transparent) are much more complex and remain open. The
case of transparent boundary conditions for the linearized SGN equations around
the rest state (which are actually the same as the linearized Boussinesq equations
around the rest state) has been addressed in [106].
In view of the difficulty of the nonlinear case, an alternative has been proposed,
consisting in implementing a perfectly matched layer (PML) approach for a hy-
perbolic relaxation of the Green-Naghdi equations [105]. This approach can also
be used to deal with generating boundary conditions but the size of the layer in
which the PML approach is implemented is typically of two wavelength, which for
applications to coastal oceanography can typically represent an increase of 100%
of the computational domain. Other methods such as the source function method
[184] also require a significant increase of computational time.
- Free boundary problems: the shoreline problem. As for the NSW equation, it
is natural to remove the non-vanishing depth condition (28) and to consider the
shoreline problem (see above). This problem has been solved in dimension d = 1
in [121], but the two dimensional case remains open.
3.6. Multi-layer hydrostatic and non-hydrostatic models. We have already
mentioned the interest in coastal application for Boussinesq or SGN models with
an improved linear dispersion. With this goal in mind, higher order Boussinesq
and SGN models that are precise up to O(µk) (k ≥ 3) terms have been proposed
(see for instance [19, 142]); such models however contain high order derivatives
that make them difficult to implement numerically. A more recent alternative to
these models, initiated in [41] (see also [174, 135, 9] and references below), are
the so called non hydrostatic models that resolve the vertical flow structure in the
governing equations. The key step in this approach is a vertical discretization of
the non-hydrostatic pressure. As remarked for instance in [10], it turns out that
this numerical approach can be interpreted through the decomposition of the fluid
domain in N artificial layers of fluid. We propose in this section a systematic
derivation of multi-layer NSW, Boussinesq and SGN type models and make the
link with various multi-layer models that can be found in the literature.
We first derive in §3.6.1 a multi-layer averaged Euler system deduced from the
original Euler equation through vertical averaging on N different horizontal layers
of fluid. As in the single layer case, it is necessary to analyze the structure of
the velocity and pressure fields in each layer in order to derive simpler asymptotic
models; this structure is investigated in §3.6.2. At first order, a multi-layer hydro-
static (or NSW) model is derived in §3.6.3; similar multi-layer generalizations of
the Boussinesq and SGN models are then derived in §3.6.4 and §3.6.5.
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N.B. Throughout this section we directly work with the dimensionless variables
introduced in §2.4.
3.6.1. Multi-layer averaging of the Euler equations. The fluid domain is decom-
posed into N horizontal layers Lj , 1 ≤ j ≤ N , with
Lj = {(X, z) ∈ Rd+1, zj−1/2(t,X) < z < zj+1/2(t,X)},
where the functions zj+1/2, 0 ≤ j ≤ N are the boundaries of these layers. One has
z1/2 = −1 + βb and zN+1/2 = εζ, but otherwise these functions have no physical
meaning, and can be chosen in several ways (the interior interfaces can be time
independent or related to the evolution of the free surface for instance). As in [76],
we take them of the form
zj+1/2 = z1/2 + (
j∑
k=1
lk)h, with l1, . . . , lN ∈ [0, 1] and
N∑
k=1
lk = 1,
where we recall that h = 1 + εζ − βb. We denote by Vj and wj the horizontal and
vertical velocities in Lj and
hj = zj+1/2 − zj−1/2(= ljh), V j = 1
hj
∫ zj+1/2
zj−1+2
V, and V ∗j = Vj − V j ;
we also denote by V +j and w
+
j (resp. V
−
j and w
−
j ) the traces of Vj and wj on the
upper boundary {z = zj+1/2} of Lj (resp. its lower boundary {z = zj−1/2}).
If the velocity field U is irrotational and incompressible in the whole fluid domain
Ωt, then the V j are not independent variables and their evolution is slaved to the
evolution of V . For instance, in the case of a flat surface and a flat bottom one
readily computes V j = ml(D)V , where ml(D) is the Fourier multiplier of symbol
ml(ξ) =
sinh(
√
µ(zj+1/2 + 1)|ξ|)− sinh(√µ(zj−1/2 + 1)|ξ|)
sinh(
√
µ|ξ|) .
It is therefore possible to write the equations in terms of ζ and V j0 (for some
1 ≤ j0 ≤ N) instead of ζ and V . The corresponding Boussinesq models may be of
interest because of their dispersive properties [134, 43].
The idea behind multi-layer models is different. Such models must be seen rather
as a discretization of the d+1-Euler equations. This discretization leads to a piece-
wise approximation of the velocity field built on the layer averaged velocities V j .
These quantities are then set to evolve independently according to an approxima-
tion of the layer averaged Euler equations derived below.
This piecewise approximation of the velocity field is assumed to be incompressible
in the whole fluid domain, and irrotational in each layer. The incompressibility
condition imposes continuity of the normal velocity at the interfaces, namely, in
dimensionless variables,
(44) ∀1 ≤ j ≤ N − 1, w−j+1 − µV −j+1 · ∇zj+1/2 = w+j − µV +j · ∇zj+1/2.
Let us now proceed to derive evolution equations on ζ and (V j)1≤j≤N . We note
first that the equation for the conservation of mass can be equivalently written
∂tζ +∇ ·
( N∑
j=1
(ljhV j) = 0.
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Mimicking the computations performed in the single layer case, an equation on V j
can also be obtained by averaging the horizontal component of the Euler equation
(1) in Lj , one gets, in dimensionless form,
∂t(hjV j) + ε∇ · (hjV j ⊗ V j) + hj∇ζ + ε∇ ·Rj + 1
ε
∫ zj+1/2
zj−1/2
∇PNH
= ε
(
V +j Gj+1/2 − V −j Gj−1/2
)
,
where Gj+1/2 denotes the mass transfer from zj−1/2 to zj+1/2,
Gj+1/2 =
1
ε
∂tzj+1/2 − 1
µ
(
w−j+1 − µV −j+1 · ∇zj+1/2
)
=
1
ε
∂tzj+1/2 − 1
µ
(
w+j − µV +j · ∇zj+1/2
)
(45)
(in particular, as there is no mass transfer across the free surface and the bottom,
one has G1/2 = GN+1/2 = 0). In this equation, the non hydrostatic pressure PNH
is defined as in (18), while the ”turbulent” tensor in the layer Lj is defined as
Rj =
∫ zj+1/2
zj−1/2
V ∗j ⊗ V ∗j .
Remarking further that
∂t(hjV j) + ε∇ · (hjV j ⊗ V j) = hj∂tV j + εhjV j · ∇V j + ε(Gj+1/2 −Gj−1/2)V j
we have equivalently
lj∂tV j + εljV j∇ · V j + lj∇ζ+ ε
h
∇ ·Rj + 1
εh
∫ zj+1/2
zj−1/2
∇PNH = Sj
with the source term Sj given by
(46) Sj = −ε 1
h
[
Gj+1/2(V j − V +j )−Gj−1/2(V j − V −j )
]
.
We have therefore derived a system of (N + 1) equations generalizing the equa-
tions (19) derived in the case of a single layer,
(47)
{
∂tζ +∇ ·
(∑N
j=1(ljhV j) = 0,
lj∂tV j + εljV j∇ · V j + lj∇ζ + εh∇ ·Rj + 1εh
∫ zj+1/2
zj−1/2
∇PNH = Sj .
Remark 12. i. The assumption made above that the fluid is irrotational in each
layer has not been used to derive (47). It would be necessary however to establish
a generalization of Proposition 1 showing that (47) is a closed system of equations,
namely: given ζ and (V j)1≤j≤N , there is a unique velocity field U, incompressible
in the whole fluid domain (and therefore with continuous normal velocity across
the interfaces) such that for all 1 ≤ j ≤ N , Uj is irrotational in Lj and such that∫ zj+1/2
zj−1/2
Vj = V j .
ii. Multi-layer models relies on an incompressible approximation of the velocity
field which is irrotational in each layer. It is however not irrotational in the whole
fluid domain. Indeed, due to the possible discontinuities of the tangential velocity
field, there is vorticity concentrated on the interfaces {z = zj+1/2}. These ”vortex
sheets” must be understood as a discretization error and have no physical meaning
(for physical vortex sheets for instance, there cannot be exchange terms across the
interfaces [176]).
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iii. The assumption of irrotationality in each layer is actually not necessary; it is
just required that the vorticity is small enough for its influence (e.g. the turbu-
lent tensor) to be neglected. This assumption is (at least implicitly) made in the
derivation of all multi-layer models that can be found in the literature. Of course
a multi-layer generalization of the rotational models derived in Section 4 below is
certainly possible.
As in the case of a single layer, we need to investigate the structure of the velocity
field and of the non-hydrostatic pressure to derive simpler asymptotic models from
this set of equations.
3.6.2. The structure of the velocity and pressure fields. The assumption (44) on the
continuity of the normal velocities at the interfaces ensures the global incompress-
ibility of the velocity field. Hence, as in the single layer case, we obtain that
w = −µ∇ ·
∫ z
−1+βb
V,
so that, in the layer Lj , we have
wj = −µ∇ ·
(
(z − zj−1/2)V j
)− µ∇ · ( j−1∑
k=1
hkV k
)− µ∇ · ∫ z
zj−1/2
V ∗j ,
where we recall that V j is the vertical average of Vj over Lj and V ∗j = Vj − V j .
Since the velocity field is irrotational in each fluid layer, we deduce that
V ∗j = −
(∫ z
zj−1/2
∇wj
)∗
.
Proceeding as in §3.1 for the single layer case and defining the operators Tj and
T∗j acting on Rd valued functions Wj defined on Lj as
TjWj =
∫ zj+1/2
z
∇∇ ·
∫ z′
zj−1/2
Wj and T
∗
jWj =
(
TjWj
)∗
,
we get that
(48)

Vj = V j + µT
∗
jV j + µ
(1
2
(zj+1/2 + zj−1/2)− z
)∇∇ · j−1∑
k=1
hkV k +O(µ
2),
wj = −µ∇ ·
(
(z − zj−1/2)V j
)− µ∇ · ( j−1∑
k=1
hkV k
)
+O(µ2)
(since V j does not depend on z, it is possible to derive an explicit expression for
T∗jV j ; it is obtained by replacing εζ by zj+1/2 and βb by zj−1/2 in (93)).
To describe the multi-layer structure of the pressure field, it is convenient to de-
fine first the values P
(j+1/2)
NH of the non-hydrostatic pressure at the interfaces; taking
into account the definition (18) of the non-hydrostatic pressure, these quantities can
be determined through a downward induction,
P
N+1/2
NH = 0, P
j−1/2
NH = P
j+1/2
NH + ε
∫ zj+1/2
zj−1/2
(
∂twj + εVj · ∇wj + ε
µ
wj∂zwj
)
,
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for j varying from N to 1. We then have, if z is in the layer Lj ,
1
ε
PNH(z) =
∫ zj+1/2
z
(
∂twj + εVj · ∇wj + ε
µ
wj∂zwj
)
+
1
ε
P
(j+1/2)
NH .
Replacing in these formulas Vj by V j and wj by its approximation provided by (48)
provides an expression for the non-hydrostatic pressure in terms of h and (V )j , in
the spirit of (24) and (94). The resulting expressions are quite complicated and
omitted here.
3.6.3. Multi-layer hydrostatic models. Proceeding as in (3.1), one straightforwardly
gets from (48) that
Vj = vj +O(µ), V
∗
j = O(µ), V j − V ±j = O(µ), wj = O(µ),
from which one deduces that
(49) Rj = O(µ
2),
1
εh
∫ zj+1/2
zj−1/2
∇PNH = O(µ) and Sj = O(εµ).
Neglecting the O(µ) terms in (47) as for the derivation of the single layer NSW
equations (25) we obtain the (hyperbolic) multi-layer NSW equations
(50)
{
∂tζ +∇ ·
(∑N
j=1 ljhV j) = 0,
lj∂tV j + εljV j · ∇V j + lj∇ζ = 0;
note in particular that the equations on V j and V k (k 6= j) are decoupled (or more
accuretaly, they are only coupled through the presence of the term in lj∇ζ). This is
because, at the precision of the model, V j = V
±
j so that the source term Sj can be
neglected together with the turbulent and non hydrostatic terms. This would not
be the case if a different choice had been made for V ±j . Other possibilities can for
instance been found in [9] where V +j is taken equal to either V j+1 or V j according to
an upwind scheme based on the sign of Gi+1/2; in [76], where a model with viscosity
is considered, an analysis of the viscous terms leads to V +j =
1
2 (V j + V j+1).
3.6.4. Multi-layer non hydrostatic models in the Boussinesq regime. A multi-layer
Boussinesq-type model can also been derived from (47) under the weak nonlinearity
and small topography assumptions (32) and (33). Keeping the O(µ) terms but
neglecting as in §3.4 the terms of size O(µ2) (and therefore also O(εµ) terms under
the weak nonlinearity assumption), one readily gets from (49) that the turbulent
and exchange terms Rj and Sj can still be neglected, but that there is a contribution
from the non-hydrostatic pressure
(51)
1
εh
∫ zj+1/2
zj−1/2
∇PNH = −µ
N∑
k=1
Tjk∆∂tV j +O(µ
2)
where the symmetric matrix (Tjk)1≤j,k≤N is defined by
Tjk = −1
6
l3j δjk + lj lk
(1
2
lj∨k +
N∑
m=j∨k+1
lm
)
,
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with δjk standing for Kronecker’s symbol and j ∨ k = max{j, k}. This leads to the
following multi-layer Boussinesq equations
(52)

∂tζ +∇ ·
( N∑
j=1
ljhV j) = 0,
lj∂tV j − µ
N∑
k=1
Tjk∆∂tV k + εljV j · ∇V j + lj∇ζ = 0,
(1 ≤ j ≤ N);
contrary to what we saw for the multi-layer NSW equations (50), the equations
on the velocities V j (1 ≤ j ≤ N) are now coupled through the dispersive terms.
One readily checks that (52) coincides with (34) in the case of a single layer. It is
certainly more convenient to see the N equations on the V j as a single evolution
equation in V where
V
T
= (V
T
1 , . . . , V
T
N ).
In dimension d = 1 (the generalization to d = 2 is straightforward), this vectorial
equation can be written
(diag(lj)− µT∂2x)∂tV + εdiag(ljV j)∂xV + l∂xζ = 0
where diag(uj) stands for the diagonal matrix with entries u1, . . . , uN and l
T =
(l1, . . . , lN ). The resolution of the multi-layer Boussinesq system requires therefore
the inversion of an N×N matricial second order differential operator (as opposed to
the scalar operator 1−µ/3∂2x in the case of a single layer). This is numerically more
involved, but the interest of this multi-layer model is that its linear dispersion can
approximate the dispersion relation of the full water waves equations with a very
good accuracy. We refer to [75] for an analysis of this dispersion relation (the model
studied there differs from (52) but only in the nonlinear terms, which do not affect
the linear dispersion relation); apart from this, the mathematical analysis (see in
particular the open problems mentioned in §3.4) and the numerical implementation
of (52) remain to be done.
Remark 13. When N = 2, the matrix T is given by
T =
(
1
3 l
3
1 + l
2
1l2
1
2 l1l
2
2
1
2 l1l
2
2
1
3 l
2
2
)
with l2 = 1 − l1 and 0 < l1 < 1. The corresponding dispersion relation can be
computed and l1 can be chosen to match the dispersion relation of the water waves
equations in the best way possible. It is however not possible to choose l1 in such a
way that the Taylor expansions of both expressions coincides at order O(µ2) while
this is possible for some of the abcd systems (37) and for the Isobe-Kakinuma model
(see §3.7 below, and more specifically Remark 16).
3.6.5. Multi-layer fully nonlinear non hydrostatic models. A multi-layer SGN-type
model generalizing (50) can be derived by keeping the O(µ) terms and dropping
the O(µ2) terms in (47). Working at this precision, and without making any weak
nonlinearity assumption, the turbulent term can still be neglected, but it is neces-
sary to keep the O(εµ) exchange term Sj and therefore to study the mass exchange
coefficients Gj+1/2 defined in (45) as well as the vertical deviations of the horizontal
velocity V j − V ±j .
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Lemma 1. The following identities hold
Gj+1/2 − 1
ε
∂tzk+1/2 = ∇ ·
j∑
k=1
hkV k,
Gj+1/2 =
j∑
k=1
[∇ · (hkV k)− lk∇ · ( N∑
m=1
∇ · (lmhV m)
]
,
V j − V ±j = −µT∗jV j ± µ
hj
2
∇∇ ·
j−1∑
k=1
hkV k +O(µ
2).
Proof. Integrating vertically the incompressibility condition (2) (in dimensionless
form) from zk−1/2 to zk+1/2 yields
∂thk + ε∇ · (hkV k) = ε
(
Gk+1/2 −Gk−1/2
)
.
Summing these identities from k = 1 to j yields the first identity of the lemma.
For the second one, we recall that hk = lkh and remark that ∂thk = lk∂th =
−εlk∇·
∑N
m=1 hmV m. Finally, the last identity is a direct consequence of (48). 
This lemma allows one to replace the exchange term Sj in (47) by a differential
polynomial of h and (V j)1≤j≤N . For the non-hydrostatic term we can use the
results of §3.6.2 to obtain a fully nonlinear generalization of (51). This leads to
a multi-layer generalization of the SGN equations (40) which to our knowledge
has not been studied or numerically implemented yet. Multi-layer non-hydrostatic
models goes back at least to the works [41, 174] that led to the Swash simulation
code, and they have also been used for the Nhwave simulation code [135]. In these
references, the framework is slightly different since the multi-layer aspect appears
through a vertical discretization of the velocity field; the vertical non-hydrostatic
pressure gradient is for instance discretized using the Keller box scheme in [174].
The link between these numerical approaches and multi-layer modeling was shown
in [10, 11] where it was shown that this discretization does not provide the correct
dispersion relation when applied in the case of a single layer (one gets a coefficient
1/4 instead of 1/3 in (35)), but that this drawback gets compensated by the increase
of the number of layers. More recently, the multi-layer non hydrostatic approach
described above has been used in [75] as a generalization of previous works on multi-
layer hydrostatic models (e.g. [9, 76]). The authors propose a fully nonlinear model
that has the advantage of reducing to the correct SGN model in the particular case
of a single layer. The model proposed in the lines above also coincides with the SGN
model in the case of a single layer. For multiple layers, its linear part is the same
as for the model of [75] but there are differences in the nonlinear terms essentially
due to the fact that instead of using V +j (for instance) in (46), the authors use
an interface velocity V˜j+1/2 defined as a linear combination of V j and V j+1. It
could of course be of interest to investigate these differences, both numerically and
theoretically (by controlling the error with the full Euler equations for instance).
3.7. The Isobe-Kakinuma model. Another set of equations providing a high
order approximation to the water waves equations in shallow water is the Isobe-
Kakinuma model. Isobe [97] and [104] started from Luke’s variational formulation
of the water waves equations (see Remark 2) but replaced the velocity potential Φ
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by an approximation Φapp in the expression for the Lagrangian. In dimensionless
form, this approximation is taken of the form
Φapp =
N∑
i=0
Ψi(z;βb)φi(X, t)
where the functions Ψi depend on the vertical coordinate z and on the bottom
parametrization b, while the functions φj are unknown quantities to be determined.
In order to do so, an approximate Lagrangian density is introduced
Lapp(φ0, . . . , φN , ζ) := LLuke(Φapp, ζ),
where we recall that LLuke is defined in (9). The Isobe-Kaninuma model is ob-
tained by writing the Euler-Lagrange equation corresponding to this approximated
Lagrangian. The resulting model depends therefore on the choice of the basis func-
tions Ψi. A natural and commonly made choice is to take
Ψi(z;βb) = µ
pi/2(z + 1− βb)pi
with pi = i in the general case and pi = 2i in the case of a flat bottom (b = 0).
The resulting Isobe-Kakinuma (IK) model is a set of N + 2 equations; in the case
of a flat bottom (see [157] for the generalization to non flat bottoms), it is given
(in variables with dimensions) by
(53)
h2i∂tζ +
∑N
j=0 µ
j
[
∇ ·
(
1
2(i+j)+1h
2(i+j)+1∇φj
)
− 4ij2(i+j)−1h2(i+j)−1φj
]
= 0,
(0 ≤ i ≤ N),∑N
i=0 h
2i∂tφi + ζ +
ε
2
∑N
i,j=0 µ
i+j
(
h2(i+j)∇φi · ∇φj + 4ijµ2 h2(i+j)−2φiφj
)
= 0.
Remark 14. The approximate velocity field associated to the IK approximation is
Uapp = ∇X,zΦapp. By construction, it is irrotational, as opposed to the approxi-
mate velocity field used for the multi-layer models of §3.6. Conversely, while this
latter was by construction incompressible, Uapp is only appoximately incompress-
ible. Actually, the N + 1 evolutions equations on ∂tζ can be viewed as conditions
to impose that Uapp is approximately divergence free in the following sense∫ εζ
−1
(z + 1)2i
(
µ∇ · V app + ∂zwapp
)
= 0, 0 ≤ i ≤ N.
Indeed, this equation is equivalent to
h2i
(
wapp − εµ∇ζ · Vapp
)
+
N∑
j=0
µj
[
∇ ·
( 1
2(i+ j) + 1
h2(i+j)+1∇φj
)
− 4ij
2(i+ j)− 1h
2(i+j)−1φj
]
= 0,
which coincides with the i-th equation in (53) upon replacing wapp − εµ∇ζ · Vapp
by ∂tζ as a consequence of the dimensionless version of the kinematic boundary
condition (4).
The structure of this system is quite unusual as there are N + 1 equations on
the surface elevation ζ and one equation on a linear combination of the φi. Clearly,
the system is overdetermined on ζ and the problem is characteristic in time. It is
therefore not well posed in general and certain constraints are necessary on the φj
to construct a solution. Let us briefly sketch here the strategy used in [153, 157]
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to prove well-posedness for (53) (their proof also cover the case with a non flat
topography). To make things even easier, let us consider the simplest case N = 1;
the system (53) can then be written as
ζt +∇ ·
(
h∇φ0 + µ3h3∇φ1) = 0,
h2ζt +∇ ·
(
1
3h
3∇φ0 + µ5h5∇φ1)− 43h3φ1 = 0,
∂tφ0 + µh
2∂tφ1 + ζ +
ε
2 |∇φ0|2 + εµh2∇φ0 · ∇φ1 + 2εµh2φ21 = 0,
or, in compact form,
(54)

∂tζ − L11φ0 − µL12φ1 = 0,
h2∂tζ − L∗12φ0 − L22φ1 = 0,
∂tφ0 + µh
2∂tφ1 + ζ +
ε
2 |∇φ0|2 = εµF1,
where the expressions for the second order differential operators Lij and the function
F1 follow easily by identification between both formulations. Eliminating ζ from
the first two equations gives the constraint that φ0 and φ1 must satisfy, namely,
h2
(
L11φ0 + L12φ1
)
= L∗12φ0 + L22φ1
or, more explicitly,
(55)
1
2
∆φ0 + (1 +
1
10
µh2∆)φ1 = 0.
Time differentiating this relation and using the first equation of (54) to eliminate
∂tζ, one gets
1
2
∆∂tφ0 + (1 +
1
10
µh2∆)∂tφ1 = εµF2.
where F2 is a function of ζ, φ0 and φ1 and their space derivatives. Complementing
this equation with the first and third equations in (53) this yields a set of three
equations on ζ, φ0 and φ1,
(56)
ζt +∇ ·
(
h∇φ0 + µ3h3∇φ1) = 0,(
1 µh2
1
2∆ (1 + µ
1
10h
2∆)
)
∂t
(
φ0
φ1
)
+
(
ζ + ε2 |∇φ0|2
0
)
= εµ
(
F1
F2
)
Contrary to (53), this system is non characteristic and can be solved under cer-
tain hyperbolicity conditions (non vanishing depth, Rayleigh-Taylor condition), see
[153]. The dispersion relation associated to (56) is easily computed,
ω2IK(k) = k
2cIK(k)
2 with cIK(k)
2 =
1 + 115µk
2
1 + 25µk
2
.
(there is also a trivial component ω = 0 in the dispersion relation that corre-
sponds to the propagation of the constraint (55)). The dispersive properties of
(56) are excellent, since one can check that c2IK is the [2/2]-Pade´ approximant
of the square of the phase velocity of the linear water waves equations, namely,
c2WW = ωWW(k)
2/k2. This remarkable property can actually be generalized for
N ≥ 1; indeed, it is shown in [157] that if pi = 2i then the square of the phase
velocity associated to the Isobe-Kakinuma model (53) is the [2N/2N ] Pade´ ap-
proximant of c2WW. Since the IK model has been derived in a formal way, it is not
possible to say a priori that it furnishes a good approximation to the water waves
equations (in the sense discussed in §3.9 below). However, quite surprisingly, this is
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the case and the matching of this model with the full water waves equations is also
excellent at the nonlinear level: as proved in [93, 94], the IK model furnishes an
approximation of order O(µ2N+1) of the water waves equations in the case of a flat
bottom (and of order O(µ2[N/2]+1) when the bottom is not flat). As the multi-layer
models considered in the previous section, and contrary to the higher order SGN
systems of [142] for instance, the IK model also has the interesting feature that it
does not contain high order derivatives.
The strategy adopted in [93, 94] to prove that the IK model is a high order
shallow water approximation of the water waves equations is the following. With ζ,
φ0 and φ1 solving (54), and setting ψ = φ0+µh
2φ1, it is shown that (ζ, ψ) solves the
dimensionless version (20) of the Zakharov-Craig-Sulem formulation of the water
waves equations up to O(µ3) terms –we consider here the case of N = 1 with a flat
bottom but, as shown in [94], this can be generalized to any N ≥ 1 and non flat
bottoms. The error with the exact solution of the water waves equations can then
be controled using the well-posedness and stability results of the ZCS formulation
proved in [5, 92]. The key step of this approximation results consist therefore in
checking that
∇ · (h∇φ0 + µ1
3
h3∇φ1
)
= − 1
µ
Gµ[εζ]ψ +O(µ
3),
where Gµ[εζ] = Gµ[εζ, 0] is the dimensionless Dirichlet-Neumann operator defined
in Remark 6. Indeed, this identity directly shows that the first equation in (54) is
equivalent at O(µ3) precision to the first equation of the ZCS equations (20), and
the third equation of (54) can be similarly matched with the second equation of
(20).
Remark 15. It is also of interest to point out that, as remarked in [69], the IK
model satisfies the same canonical Hamiltonian structure (8) as the Zakharov-Craig-
Sulem formulation of the water waves equations. More precisely, the equations on
ζ and ψ derived from the IK model are the canonical Hamiltonian equations for an
Hamiltonian HIK obtained by replacing Φ by Φapp in the Hamiltonian of the water
waves equations.
Since the excellent matching of the IK model with the ZCS equations may look
quite unexpected, let us propose an alternative derivation of the IK model when
N = 1 when the bottom is flat (the generalization to more general cases is not
obvious). As above, we consider an approximation of the velocity potential of the
form
Φapp(t,X, z) = φ0(t,X) + µ(z + 1)
2φ1(t,X)
and we impose that this approximation matches the exact velocity potential at the
surface, that is,
(57) φ0 + µh
2φ1 = ψ.
Recalling that the evolution equation on ζ can be written ∂tζ+∇· (hV ) = 0, where
V is the vertically averaged horizontal velocity, a natural approximation is given
by
∂tζ +∇ ·
(
hV
app)
= 0 with V
app
=
1
h
∫ εζ
0
∇Φapp,
and therefore
∂tζ +∇ ·
(
h∇φ0 + µ1
3
h3∇φ1
)
= 0;
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this is the first equation of the IK model (54). We want this approximation to be
as good as possible an approximation of the first equation of the ZCS formulation;
more precisely, we want to choose φ0 and φ1 in terms of ζ and ψ such that
(58) ∇ · (h∇φ0 + µ1
3
h3∇φ1
)
= − 1
µ
Gµ[εζ]ψ +O(µ
3).
It is of course possible to replace 1µGµ[εζ]ψ in the above condition by its third order
expansion with respect to µ. Such an expansion can be found in [5, 92, 117, 93] for
instance. It can be written as follows
1
µ
Gµ[εζ]ψ = G0 + µG1 + µ
2G2 +O(µ
3),
with
G0 = −∇ ·
(
h∇ψ),
G1 = −1
3
∆
(
h3∆ψ
)
,
G2 = − 1
15
∆
(
h3∆(h2∆ψ)
)− 1
15
∆
(
h2∆(h3∆ψ)
)
+ ε2
1
5
∆
(|∇ζ|2h3∆ψ).
Finding φ0 and φ1 satisfying (57) and (58) can be reduced to the following system{
φ0 + µh
2φ1 = ψ,
∇ · (h∇φ0 + µ 13h3∇φ1) = −G0 − µG1 − µ2G2 +O(µ3).
Replacing φ0 = ψ − µh2φ1 in the second equation, one arrives after some compu-
tations to
φ1 = −1
2
∆ψ − 1
10
µ∆(h2∆ψ)− 1
10h
µ∆(h3∆ψ) + µε2
3
10
|∇ζ|2∆ψ +O(µ2).
Remarking that f = (1+µA)g+O(µ2) is equivalent in the sense of Taylor expansions
to (1− µA)f = g +O(µ2), we obtain, after dropping the O(µ2) residual,[
(
(
1− µεh∆ζ − µε2|∇ζ|2)− µ2
5
1
h3
∇ · (h5∇)]φ1 = −1
2
∆ψ.
Recalling that φ0 = ψ − µh2φ1, one readily checks that (φ0, φ1) satisfies the con-
straint (55) of the IK model and is therefore the same pair as the one derived
above with variational arguments. The second equation of (54), or equivalently the
constraint (55), is therefore equivalent to the condition (58).
Remark 16. It is of interest to compare the IK model to the various (single or
multi-layers) Boussinesq models developed in the previous sections. In order to
do so, we set V = ∇ψ, V0 = ∇φ0 and V1 = ∇φ1, and we neglect the terms of
order O(µ2) and O(εµ). Taking also the gradient of the equation on ψ, one readily
obtains {
(1− µ 25∆)∂tζ +∇ · (hV )− µ 115∆∇ · V = 0,
∂tV +∇ζ + εV · ∇V = 0,
which is one of the abcd systems (37) previously derived.
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3.8. Scalar models. Intuitively, in the one dimensional case d = 1, waves can
be decomposed into components that ”go to the left” or ”go to the right”. It is
therefore not a surprise that waves are then governed by a system of two scalar
evolution equations. The idea behind scalar asymptotic models is that if we want
to describe only waves that go mainly, say, ”to the right”, then a single scalar
equation should be enough. We make this idea more precise in this section.
N.B. Throughout this section, we shall focus on the case of a flat topography b =
0. We refer for instance to [103, 148, 181, 99] for generalizations to a non flat
topography.
In dimension d = 1, the SGN equations (40) reduce at leading order in ε and µ
to the linear wave equation {
∂tζ + ∂xv = 0,
∂tv + ∂xζ = 0,
so that any perturbation of the rest state can be decomposed into a left-going and
a right-going wave. Purely right-going waves are obtained when ζ = u and are
therefore determined by
(59) (∂t + ∂x)ζ = 0 and u = ζ.
The scalar models that are described below generalize this approach to more com-
plex asymptotic models than the linear wave equation.
Remark 17. For the sake of simplicity, we consider here waves that are essen-
tially unidirectional. In general, a perturbation of the surface elevation creates two
counter-propagating waves. It is, under certain assumptions, possible to describe
them by two uncoupled scalar equations, as shown in [169] for the KdV equation
for instance (see also [117]).
3.8.1. A fully nonlinear, non-dispersive model. Let us consider here the NSW equa-
tions which is fully nonlinear (no smallness assumption on ε) but neglects all the
terms of order O(µ) (where the dispersive terms are, as shown above); this is equiv-
alent to taking µ = 0 in (40),
(60)
{
∂tζ + ∂x(hv) = 0,
∂tv + εv∂xv + ∂xζ = 0,
(h = 1 + εζ).
In the subcritical case, i.e. when h − ε2v2 > 0, this hyperbolic system can be
diagonalized using the Riemann invariants. More precisely, introducing
R±(ζ, v) = 2
(√
h− 1)± εv and λ±(ζ, v) = ±εv +√h,
the NSW equation can be diagonalized into two coupled transport equations
(∂t ± λ±∂x)R± = 0.
Purely right-going waves are therefore obtained if R− = 0 and therefore character-
ized by
(61) ∂tζ + ∂xζ + 3ε
ζ
1 +
√
1 + εζ
∂xζ = 0, and v =
2
ε
(√
1 + εζ − 1);
as expected, this is a O(ε) perturbation of the relations defining right-going waves
for the linear waves equations. The equation for ζ is a non-viscous Burgers equations
whose solutions form shocks at the time scale O(1/ε). Note that solutions to the
34 D. LANNES
scalar model (61) are exact solutions to the NSW system (60), sometimes called
simple waves.
Remark 18. In (61), ζ is determined through the resolution of a scalar evolution
equation, and v is given by an algebraic expression in terms of z. It is of course
possible to switch the roles of ζ and v, leading to another kind of simple wave,
(62) ∂tv + ∂xv + ε
3
2
v∂xv = 0 and ζ = v + ε
1
4
v2.
3.8.2. A fully dispersive, linear model. The symmetric case compared with the
Burgers model (61) consists in neglecting all the nonlinearities (ε = 0) and to keep
all the terms in µ (the validity of the resulting model is therefore not restricted to
shallow water regimes). For such an approximation, it is more convenient to work
with the ZCS formulation (20). The linear model thus obtained is
(63)
{
∂tζ − ωWW(D)2ψ = 0,
∂tψ + ζ = 0.
where the symbol ωWW(k) of the Fourier multiplier ωWW(D) is given by
ωww(k) = k
( tanh(√µk)√
µk
)1/2
=: kcWW(k).
The above system can therefore be diagonalized into two scalar uncoupled nonlocal
equations{
∂t
(
ζ + cWW(D)∂xψ
)
+ cWW(D)∂x
(
ζ + cWW(D)∂xψ
)
= 0,
∂t
(
ζ − cWW(D)∂xψ
)− icWW(D)∂x(ζ − cWW(D)∂xψ) = 0.
Right-going waves correspond to waves with a positive group velocity and are there-
fore obtained when the equations are reduced to the first of these two scalar equa-
tions, i.e. when
(64) ∂tζ + cWW(D)∂xζ = 0 and v = cWW(D)ζ,
where for the second relation, we used the identity D
tanh(
√
µD)√
µ ψ = −∂xv, which
is exact when ε = β = 0. One can check that, as expected, (64) is a formal O(µ)
perturbation of (59).
As in Remark 18, one can alternatively derive an equation on v and express ζ in
terms of v; one obtains
(65) ∂tv + cWW(D)∂xv = 0 and ζ = cWW(D)
−1v.
Here again, solutions to the scalar approximations (64) or (65) furnish exact
solutions to the underlying system (63).
3.8.3. The Whitham equation(s). We have so far obtained a fully nonlinear, nondis-
persive approximation (µ = 0, full dependence on ε) and a fully dispersive, linear,
approximation (ε = 0, full dependence on µ). These approximations are given re-
spectively by (61) and (64). Combining both models, a O(εµ) approximation is
obtained, namely
(66) ∂tζ + cWW(D)∂xζ + 3ε
ζ
1 +
√
1 + εζ
∂xζ = 0
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and
v = cWW(D)ζ +
2
ε
(√
1 + εζ − 1− 1
2
ε
)
.
Taking v instead of ζ as reference to build the scalar approximation, as in Remark
18, one obtains the following approximation
(67) ∂tv + cWW(D)∂xv +
3
2
εv∂xv = 0 and ζ = c
−1
WW(D)v +
ε
4
v2.
This latter equation is known as the Whitham equation, proposed in [186, 187] as an
alternative to the KdV equation with weaker (and better) dispersive properties, and
able to reproduce peaking and wave breaking. This equation has been intensively
studied in recent years. For instance, existence and stability of solitary waves has
been proved in [72] and their peaking towards cusped solutions in [73], and wave
breaking has been rigorously established in [156, 50, 91] as a manifestation of the
general rule that weakly dispersive perturbations to the Burgers equation lead to the
formation of singularities [38]. We also refer to [111] for several related conjectures
motivated by numerical computations. A natural question is to ask wether such
results still hold for the alternative Whitham equation (66) on the surface elevation.
3.8.4. The KdV and BBM equations. The KdV and BBM equations are the scalar
equations associated to the Boussinesq equations (34), which, we recall, are a O(µ2)
approximation of the water waves equations (19) under the weak nonlinearity as-
sumption (32), namely, ε = O(µ). These equations can be derived from the Boussi-
nesq equations (34) along a procedure similar to the one used below to derive the
Camassa-Holm equation from the SGN equation. As we show now, it can also be
derived directly from the Whitham equation (66).
Indeed, under the weak nonlinearity approximation, the Whitham equation (66)
furnishes a O(εµ) = O(µ2) approximation of the water waves equation (19). This
will remain true if we replace the non local dispersive term of the Whitham equation
by a O(µ2) approximation and the nonlinear term by a O(ε2) = O(µ2) approxima-
tion. Since
cWW(D)∂xζ = ∂xζ +
1
6
µ∂3xζ +O(µ
2) and
3εζ
1 +
√
1 + εζ
∂xζ =
3
2
εζ∂xζ +O(ε
2),
we obtain the KdV equation
(68) ∂tζ + ∂xζ +
1
6
µ∂3xζ +
3
2
εζ∂xζ = 0;
it is notable that one arrives at the same equation if we make similar approximations
on the Whitham equation (67) on the velocity v instead of the surface elevation ζ.
We have seen in §3.4 that there is a whole family of Boussinesq systems, the abcd
systems (37) that all furnish a O(µ2) approximation to the water waves equations
under the weak nonlinearity assumption (32). One of the arguments used to derive
the abcd system from the Boussinesq system (34) is the so-called BBM trick that was
introduced to derive the BBM equation from the KdV equation [13]. It consists
in remarking that owing to (68) and the weak nonlinearity assumption, one has
∂tζ = −∂xζ + O(µ), so that µ∂3xζ = −µ∂2x∂tζ + O(µ2). Without damaging the
O(µ2) precision of the KdV approximation, one can use instead the BBM equation,
(69) (1− 1
6
µ∂2x)∂tζ + ∂xζ +
3
2
εζ∂xζ = 0
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or more generally, any member of the KdV/BBM family
(70)
(
1 + (p− 1
6
)µ∂2x
)
∂tζ + ∂xζ + µp∂
3
xζ +
3
2
ε∂xζ = 0 (p ≤ 1
6
).
3.8.5. The Camassa-Holm equation. The equations from the KdV/BBM family
(70) are all globally well posed in reasonable Sobolev spaces and therefore unable
to reproduce the wave breaking phenomenon. The reason of this is that dispersion
balances the nonlinearity. There are two possibilities to avoid such a situation. The
first one is to work with a model with weaker dispersion: this corresponds to the
Whitham equations (66) and (67) which, under the weak nonlinearity assumption,
furnish an approximation of the same precision as the KdV/BBM family. And
indeed, as we have seen, the Whitham equation (the classical one (67) at least)
can lead to wave breaking. The second possibility to obtain wave breaking is to
work with a model having stronger nonlinearities. In order to do so while keeping
the O(µ2) precision of the KdV/BBM family, one can relax the weak nonlinearity
assumption (32) and replace it by
(71) Moderate nonlinearity: ε = O(
√
µ).
Under this assumption, one must keep the O(εµ) terms in order to keep the
same O(µ2) precision as for the KdV-BBM family. Among the asymptotic systems
derived above, the only one that takes this terms into account is the SGN model.
In dimension d = 1, this model can be written under the form
(72)
{
∂tζ + ∂x(hv) = 0,
∂tv + εv∂xv + ∂xζ =
µ
3
1
h∂x
[
h3(∂x∂tv + εv∂
2
xv − ε(∂xv)2)
]
.
Let us for instance seek an equation on v and an algebraic expression for ζ in terms
of v. Since the SGN equations are a O(µ) perturbation of the NSW equations, right
going waves are expected to be a O(µ) perturbation of the Burgers equation (62),
that is,
∂tv + ∂xv + ε
3
2
v∂xv + µP = 0 and ζ = v + ε
1
4
v2 + µR.
where P and a function of v and its derivatives. Plugging the ansatz for ζ in the
second equation of (72), one gets
∂tv+ ∂xv+ ε
3
2
v∂xv+ µ∂xR =
1
3
µ(1− εv)∂2x∂tv+
1
3
µε∂x
[
3v∂x∂tv+ v∂
2
xv− (∂xv)2
]
or equivalently, using the ansatz for the scalar equation for v,
P = ∂xR− 1
3
(1− εv)∂2x∂tv −
1
3
ε∂x
[
3v∂x∂tv + v∂
2
xv − (∂xv)2
]
.
This last equation gives P in terms of R and we therefore just have to find an
expression for this latter quantity in terms of v. In order to do so, we plug the
ansatz for ζ in the first equation of (72). This yields an evolution equation for v
that should of course be the same as our ansatz. By identification, this yields an
expression for R, from which we deduce P . We refer to [51] or [117] for the details
of the computations; the final outcome is a family of Camassa-Holm equations that
generalizes the above KdV/BBM family,
(73) ∂tv + ∂xv + ε
3
2
v∂xv + µ
(
a∂3xv + b∂
2
x∂tv
)
= εµ
(
cv∂3xv + d∂xv∂
2
xv
)
,
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where
a = p, b = p− 1
6
, c = −3
2
p− 1
6
, d = −9
2
p− 23
24
,
the parameter p coming, as for the KdV-BBM family, from using the BBM trick.
Note that a wider range of parameters can be achieved by performing a change
of variable on the velocity of the same kind as (36) in the derivation of the abcd
systems (34). The equation one would obtain for ζ is [117]
(74) ∂tζ + ∂xζ + 3ε
ζ
1 +
√
1 + εζ
∂xζ +µ
(
a∂3xζ + b∂
2
x∂tζ
)
= εµ
(
cζ∂3xζ + d∂xζ∂
2
xζ
)
;
expanding the nonlinear terms into powers of ε up to O(ε4) (recall that under the
assumption of moderate nonlinearity, one has O(ε4) = O(µ2) so that the corre-
sponding terms can be neglected), one gets [51]
∂tζ + ∂xζ +
3
2
εζ∂xζ − 3
8
ε2ζ2∂xζ +
3
16
ε3ζ3∂xζ + µ
(
a∂3xζ + b∂
2
x∂tζ
)
= εµ
(
cζ∂3xζ + d∂xζ∂
2
xζ
)
.(75)
Compared to the KdV-BBM family, the inclusion of new nonlinear terms of size
O(εµ) (as well as O(ε2) and O(ε3) in (75)) restores the possibility of wave breaking,
as shown in [51] for (73) and (75) (and this could likely be extended to (75)); we
recall that wave breaking for v means that v remains bounded but that ∂xv blows
up in finite time (and a similar definition holds of course for ζ). This wave breaking
is shown to occur on a O(1/ε) time scale, which is the same as for the Burgers
equations (61) and (62).
Let us mention finally that (73) can be related, up to some rescaling, to the
Camassa-Holm equation [79, 37]
∂tU + κ̂∂xU + 3U∂xU − ∂t∂2xU = 2∂xU∂2xU + U∂3xU (κ̂ 6= 0)
provided that b < 0, a 6= b, b = −2c, d = 2c or to the Degasperis-Procesi equation
[61]
∂tU + κ̂∂xU + 4U∂xU − ∂t∂2xU = 3∂xU∂2xU + U∂3xU (κ̂ 6= 0)
provided that b < 0, a 6= b, b = − 83c, d = 3c. There is a huge literature devoted
to these two equations and which can be used to get some insight on the behavior
of (73) (note however that the case κ̂ = 0, which has a very rich mathematical
structure, cannot be related to a one directional shallow water wave propagation
model). A natural question is therefore to ask which of these properties remain
true for other ranges of the parameters in (73) and for the equations (74) and (75)
on the surface elevation.
3.8.6. Two dimensional generalizations. As we have seen, in dimension d = 1 and
in shallow water, perturbations of the surface elevation split at first order into
two counter-propagating waves, and the scalar models derived above describe the
evolution of each of these two components. In dimension d = 2, there is no such
splitting and therefore no direct generalization of the above. It is however possible
to consider weakly transverse waves for which the scale of the dependance on the
transverse direction y is larger. More precisely, it is possible to consider waves of
the form
ζ(t, x, y) = ζ(t, x,
√
µy)
for some profile function ζ. The fact that the transverse dependence is weaker
allows the one dimensional splitting to operate before the transverse dependence
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is felt: the waves split up into two counter propagating components, each of them
described by a scalar equation on ζ. The most famous weakly transverse equation is
certainly the Kadomtsev-Petviashvili (KP) equation, which is the weakly transverse
generalization of the KdV equation and is given by
(76) ∂tζ + ∂xζ + µ
1
2
∂−1x ∂
2
Y ζ + µ
1
6
∂3xζ + ε
3
2
ζ∂xζ = 0,
where Y stands for the variable
√
µy. We refer to [122, 117] and references therein
for the derivation and justification of this model and to [112, 113] for recent reviews
of related mathematical issues. Of course, weakly transverse generalizations of
the other scalar models are possible along the same lines; for instance, a weakly
transverse generalization of the Whitham equation (67) was proposed in [117, 123]
and reads
(77) ∂tv + cWW(|Dµ|)
(
1 + µ
D2x
D21
)1/2
∂xv +
3
2
εv∂xv = 0,
where cWW is the same function as in (67) and |Dµ| is the Fourier multiplier |Dµ| =(
D2x + µD
2
y
)1/2
. One readily recovers (76) from (77) by a formal Taylor expansion
at µ = 0. It is also of interest to remark that the singularity due to the operator ∂−1x
in KP is removed in (77) –this singularity comes by the way from the underlying
linear wave equation, and is therefore not specific to the dispersive or nonlinear
terms of the KdV equation.
3.9. Justification procedure. Except for the IK model for which we explained
how to rigorously justify the approximation, the asymptotic models derived in the
previous sections have been derived somewhat formally. Indeed, when we wrote, for
instance, that a residual was of size O(µ2), we did not precisely define the meaning
of this notation. In the case of a flat bottom, the solutions of the exact equations
(19) depend on the two parameters ε and µ and, implicitly, we used the notation
Rε,µ = O(µ
2) with the following meaning
∃C > 0,∀µ ∈ (0, 1),∀ε ∈ (0, 1), 1
µ2
‖Rε,µ‖A ≤ C‖ζε,µ, V ε,µ‖B
(in the weakly nonlinear scaling one should additionally impose ε ≤ cµ for some
constant c > 0) where A and B are two functional spaces, for instance A =
L∞(0, T/ε;Hs1(Rd)) and B = W k,∞(0, T/ε;Hs2(Rd)) with k ≥ 0, 0 ≤ s1 ≤ s2,
and where (ζε,µ, V ε,µ) stands for an exact solution of (19) (the subscript ε, µ has
been added here to make the dependance on these two parameters explicit). Of
course, this definition does not ensure in general that Rε,µ = O(µ
2) in A with the
standard meaning of this notation, namely,
Rε,µ = O(µ
2) ⇐⇒ ∃C˜ > 0,∀ε, µ ∈ (0, 1), 1
µ2
‖Rε,µ‖A ≤ C˜
In order for this latter property to be true, one must show that the family (ζε,µ, V ε,µ)ε,µ
is uniformly bounded in B for ε, µ ∈ (0, 1). This is in general the most difficult part
of the justification procedure that requires special care; for instance well-posedness
results based on microlocal analysis such as [3] provide a very precise information
on the minimal regularity required for local well-posedness of the water waves equa-
tions, but do not provide such uniform bounds. The necessary uniform bounds for
a time scale of order O(1/ε) which is the physically relevant one were proved in [5]
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and [92] (see also [117]). With such results at hand, the above computations show
that the solutions of the water waves equations are consistent with the asymptotic
models, in the sense that they solve them up to a small residual.
In order to obtain a convergence result, the last step is to prove the local well-
posedness of the asymptotic model under consideration, and the stability of the
solutions with respects to perturbations: typically, if u solves an asymptotic model
up to a residual of order O(µp) then it is O(µpt) close to the exact solution of this
model with same initial data on the time scale for which the stability result holds
(typically O(1/ε)). Such results are usually much easier to obtain than the uniform
bounds for the water waves equations, and provide the expected convergence result:
the solutions to the water waves equations are close (how close depending on the
precision of the model) to the solutions to the asymptotic model under considera-
tion. We do not give too much details on these aspects which are treated in great
generality and detail in [117].
4. Extension to rotational flows
The goal of this section is to show how to generalize the results of Section 3 when
non zero vorticity is allowed, that is, when assumption (3) is removed from the basic
equations. We first show how to generalize the Zakharov-Craig-Sulem formulation
of the water waves equation (10) as well as the elevation-discharge formulation (15)
when vorticity is present. In order to introduce the dimensionless version of these
equations, the notion of strength of the vorticity needs to be introduced. For most
of this section, we consider a strength α = 1/2 which is the largest one for which we
have rigorous bounds that allow the justification of the asymptotic models along a
procedure similar to the one described in §3.9 for the irrotational case. As in the
irrotational case, an asymptotic description of the velocity and pressure field in the
fluid domain is needed in order to understand the contribution of the turbulent and
non-hydrostatic components in the averaged Euler equations (19); this analysis is
performed in §4.2. The incidence on the NSW and SGN models is then discussed
in §4.3; it is in particular shown that the SGN equations must be extended by a
third equation on some turbulent tensor. This extended model can serve as a basis
for the modeling of wave breaking, provided that some ad hoc mechanism is added
to the equations; this is done in §4.4. Finally, several models are formally derived
in the presence of a big vorticity in §4.5.
4.1. The water waves equations with vorticity. If one wants to take vorticity
effects into account, it is necessary to remove the assumption (3) from the water
waves equations (1)-(6). The vorticity ω := curl U is therefore not identically equal
to zero and satisfies instead the vorticity equation
(78) ∂tω + U · ∇X,zω = ω · ∇X,zU
(we treat here the case d = 2, the adaptation to the case d = 1 being straight-
forward). We show here how to generalize, in the presence of vorticity, the two
formulations of the water waves equations considered in these notes, namely, the
Zakharov-Craig-Sulem formulation (10) and the elevation-discharge formulation
(15). The dimensionless version of these equations is then given and the notion
of strength of the vorticity is introduced.
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4.1.1. The generalized Zakharov-Craig-Sulem formulation in the presence of vortic-
ity. The Zakharov-Craig-Sulem (ZCS) equations (10) are a system of two evolution
equations on ζ and ψ, this latter quantity being defined as the trace at the surface of
the velocity potential Φ defined by the relation U = ∇X,zΦ. This relation being a
reformulation of the irrotationality assumption (3), there is no direct generalization
of the (ZCS) equations in the presence of vorticity.
Instead, it was noticed in [40] that, in the irrotational framework, one has
∇ψ = V + w∇ζ,
where V and w respectively denote the horizontal and vertical component of the
velocity field evaluated at the surface of the fluid domain. We can therefore seek
directly an equation on
U‖ := V + w∇ζ
=
(
U ×N)
h
,
the subscript h denoting the horizontal component. Taking the trace of the Euler
equation (1) at the surface and taking the horizontal component of the cross product
of the resulting equation with N , one arrives after some computations at
∂tU‖ + g∇ζ + 1
2
∇|U‖|2 − 1
2
∇((1 + |∇ζ|2)w2) = −ω ·NV ⊥,
where we also used the fact that since the pressure P is constant at the surface,
(∇X,zP )|z=ζ × N = 0. Denoting by Π and Π⊥ the orthogonal projectors onto
gradient and orthogonal gradient vector fields,
Π = −∇∇
T
∆
, Π⊥ = −∇
⊥(∇⊥)T
∆
,
we can decompose U‖ as
U‖ = ΠU‖ + Π⊥U‖ = ∇ψ +∇ψ˜
for some scalar functions ψ and ψ˜. Remarking that ∆ψ˜ = ω ·N , there is no need
to derive an equation for ψ˜. For ψ however, such an equation is necessary, and it is
obtained by applying Π to the above evolution equation on U‖. We can now state
the extended Zakharov-Craig-Sulem formulation in the presence of vorticity
(79)

∂tζ + V · ∇ζ − w = 0,
∂tψ + gζ +
1
2 |U‖|2 − 12
(
(1 + |∇ζ|2)w2) = ∇T∆ (ω ·NV ⊥),
∂tω + U · ∇X,zω = ω · ∇X,zU,
which is a closed system of equations in (ζ, ψ,ω) in the sense that it is possible to
reconstruct the full velocity field U (and a fortiori its trace U at the surface) in
terms of these three quantities. The derivation and mathematical analysis (local
well-posedness, Hamiltonian structure, uniform bounds, shallow water asymptotics,
etc.) of this formulation can be found in [40]. A generalization of this formulation
in the presence of a Coriolis force can also be found in [143].
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4.1.2. The generalized elevation-discharge formulation in the presence of vorticity.
The derivation of the averaged Euler equations (15) did not require the irrotation-
ality assumption (3) and are therefore still valid in the presence of vorticity,
(80)

∂tζ +∇ ·Q = 0,
∂tQ+∇ · ( 1
h
Q⊗Q) + gh∇ζ +∇ ·R + 1
ρ
∫ ζ
−h0+b
∇PNH = 0,
with PNH and R still defined by (13) and (14) respectively. The difference with
the irrotational case is that there is no such thing as Proposition 1, i.e., these
equations do not form a closed set of evolution equations in (ζ,Q). A possible
generalization would be to prove that (80) and the vorticity equation (78) form a
closed set of equations in (ζ,Q,ω). From the definition of PNH and R, this would
require to generalize the reconstruction mapping of Proposition 1 by a mapping
R[ζ] : (Q,ω) 7→ U where U = (V T, w)T satisfies∫ ζ
−h0+b
V = Q, Nb · Ub = 0, curl U = ω, div U = 0.
4.1.3. Nondimensionalized equations and well-posedness of the equations. Proceed-
ing as in §2.4, and with the same notations, it is possible to derive a dimensionless
version of (79) and (80) provided that we define the strength of the vorticity. An
important effect of the vorticity is that it induces a vertical shear; recalling that
the vertical variable is scaled by h0, that the horizontal velocity V is scaled by
a
√
g/h0, a typical scale to measure this shear is the natural scale of ∂zV , namely
Ω0 = a/h0
√
g/h0. This motivates the following definition
(81) The vorticity is of strength α > 0 if Ω−10 curl U = O(µ
α).
Omitting the tildes for dimensionless quantities and defining
(82) ωµ =
(
µ−α
(
∂zV
⊥ −∇⊥w)
−µ1/2−α∇ · V ⊥
)
this means that ωµ is a O(1) quantity with respect to µ. The time evolution of ωµ
is directly given by the non dimensionalization of (78),
(83) ∂tωµ +
ε
µ
Uµ · ∇µωµ = ε
µ
ωµ · ∇µUµ
where Uµ =
( √
µV
w
)
and ∇µ =
( √
µ∇
∂z
)
–note in particular that ωµ =
µ3/2−α∇µ ×Uµ.
We shall mainly consider throughout these notes the case α = 1/2, which is the
smallest value of α (and therefore the strongest vorticity) for which it is known that
the nondimensionalized generalized ZCS equations (79) are well-posed over a time
O(1/ε) and uniformly with respect to µ ≤ 1. This result, proved in [40], ensures
that all the asymptotic expansions performed in §4.2 and §4.3 are justified.
Extending such a result to larger vorticities (i.e. to smaller values of α) is still
an open problem, but it is however possible to derive some asymptotic models in
such regimes, as shall be done in §4.5.
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4.2. The inner structure of the velocity and pressure fields in the pres-
ence of vorticity. For the reasons explained above, we consider here a vorticity
of strength α = 1/2, in the sense of (81). As in §3.1 for the irrotational case, it is
possible to describe the inner structure of the velocity field in shallow water in the
presence of vorticity. With the nondimensionalization (83), the relations (21) that
were used in the irrotational case must be replaced by
(84)

µ∇ · V + ∂zw = 0,√
µ∂zV −√µ∇w = −µω⊥µ,h,
µ∇⊥ · V = µωµ,v,
wb − βµ∇b · Vb = 0.
where ω is as defined in (82) (with α = 1/2) and ωh and ωv denotes its horizontal
and vertical components. The first and last equations can be used to obtain
w = −µ∇ · [(1 + z − βb)V ]− µ∇ · ∫ z
−1+βb
V ∗,
which is the same relation as in the irrotational case. The influence of the vorticity
appears when we plug this relation into the second equation, leading to
V ∗ =µ
(∫ εζ
z
∇∇ · [(1 + z′ − βb)V ]dz′)∗ + µ(∫ εζ
z
∇∇ ·
∫ z
−1+βb
V ∗
)∗
+
√
µ
(∫ εζ
z
ω⊥µ,h
)∗
(this expression differs from the corresponding irrotational one by the presence
of the last term). Defining T[εζ, βb] and T∗[εζ, βb] as in (22), we can write in
condensed form
(1− µT∗)V ∗ = √µV ∗sh + µT∗V
where Vsh is the shear velocity created by the vorticity,
Vsh =
∫ εζ
z
ω⊥µ,h.
so that
V ∗ =
√
µV ∗sh + µT
∗V + µ3/2T ∗V ∗sh +O(µ
2).
This shows that the fluctuation of the horizontal velocity around its average is
mainly due to the influence of the vorticity, which contributes at order O(1/
√
µ)
while the dispersion associated to the (irrotational) nonlocal effects only contributes
at order O(1/µ). The shallow water expansion of the velocity field in the presence
of vorticity is therefore given when the bottom is flat by
(85)
{
V = V +
√
µV ∗sh − 12µ
(
(1 + z)2 − 13h2
)∇∇ · V + µ3/2T ∗V ∗sh +O(µ2),
w = −µ(1 + z)∇ · V − µ3/2∇ · ∫ z−1 V ∗sh +O(µ2);
the generalization to non flat bottoms is given in (96). Note that contrary to what
happens for the horizontal velocity, the contribution of the vorticity to the vertical
velocity is smaller than the irrotational contribution (and this remains true for
larger vorticities).
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As in §3.2, plugging these approximations into the formula for the non hydro-
static pressure, namely,
1
ε
PNH =
∫ εζ
z
(
∂tw + εV · ∇w + ε
µ
w∂zw
)
to obtain an asymptotic expression of the non hydrostatic pressure field in the fluid
domain. One easily checks that the new vorticity terms contribute to order O(µ3/2),
so that the expansion (24) derived in the irrotational framework remains valid, but
with a residual term of order O(µ3/2) instead of O(µ2),
1
ε
PNH = −µ
[h2
2
− (1 + z)
2
2
](
∂t + εV · ∇ − ε∇ · V
)∇ · V +O(µ3/2);(86)
(similarly, when the bottom is not flat, (94) still holds, but with a residual of order
O(µ3/2) instead of O(µ2)).
Remark 19. Of course, plugging (85) into the above formula for PNH, one can
get a more precise expansion, up to order O(µ2). The additional terms are quite
complicated however, and for the sake of clarity, we chose here to limit our analysis
to a O(µ3/2) precision; we refer to [39] for the full O(µ2) expansion.
Note finally that even though the vorticity does not appear in (86), it plays a role
in the evolution of ζ and V . It is therefore not surprising that the reconstruction of
the surface elevation from pressure measurements is more complex in the presence
of vorticity, since it is then more complicated to replace space derivatives by time
derivatives or more generally Fourier multipliers in time (indeed, a pressure sensor
does not provide any information on the variations in space of the pressure). This
has been done only in some particular cases such as solitary waves [88] and linear
plane waves [89].
4.3. The NSW and SGN equations in the presence of vorticity. We remind
that we consider here a vorticity of strength α = 1/2, in the sense of (81). The
”turbulent” and non-hydrostatic terms in (17) can be expended as follows, following
the results of §4.2,
ε∇ ·R = εµ∇ ·E +O(εµ3/2)
1
ε
∫ εζ
−1
∇PNH = µhT
[
∂tV +∇ ·
(
hV ⊗ V )]+ µεhQ1(ζ, V )+O(εµ3/2),
where the symmetric tensor E measures the quadratic self interaction of the fluc-
tuation V ∗sh of the shear velocity Vsh created by the vorticity,
E =
∫ εζ
−1
V ∗sh ⊗ V ∗sh.
Therefore, for large amplitude waves ε = O(1), the contribution of the vorticity
term to the averaged Euler equations due to the ”turbulent” term ε∇ · E, which
is of size O(εµ), is larger than the rotational part of the non hydrostatic pressure,
which is of size O(µ3/2). In the weakly nonlinear regime (32), i.e. if ε = O(µ),
this is the opposite situation. Both contribution are of equal order in the medium
amplitude regime ε = O(
√
µ).
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Remark 20. As explained above, we work here with a O(µ3/2) precision instead of
the O(µ2) precision used for the SGN equation in the irrotational case. The com-
putations are pushed further in [39] to keep the O(µ2) precision. It is in particular
shown that new turbulent terms appear at order O(εµ3/2), and the O(µ3/2) terms
of the non hydrostatic pressure are also computed explicitly.
Let us now consider the consequences of this new ”turbulent” term on the Non-
linear Shallow Water and Serre-Green-Naghdi models.
4.3.1. The NSW equations in the presence of vorticity. As seen above, the first
contribution of the rotational terms to the averaged Euler equations is of size O(εµ),
which is below the O(µ) precision of the NSW equations (26). Therefore, in the
presence of vorticity, the NSW equations (26) still furnish a O(µ) approximation
to the (rotational) water waves equations.
If the dynamics of the surface elevation ζ and of the average velocity V are not
affected by the vorticity, this does not mean that there are no rotational effects at
all. For instance, in the irrotational setting, the horizontal velocity is independent
of the vertical coordinate, see (23), so that the horizontal velocity at the surface is
well approximated by the average velocity,
V (t, x) = V (t,X) +O(µ) where V (t, x) := V
(
t,X, εζ(t,X)
)
.
As shown by (85), a corrective term must be added to this approximation if one
wants to keep the same precision, namely,
V (t, x) = V (t,X)−√µ 1
h
∫ εζ
−1
∫ εζ
z
ω⊥µ,sh +O(µ)
(the corrective term being equal to V ∗sh evaluated at the surface); if one is interested,
say, in the motion of drifters at the surface in a zone with background currents, this
corrective term should be added to the velocity furnished by the NSW equations.
4.3.2. The SGN equations in the presence of vorticity. Plugging the above expan-
sions into the averaged Euler equations (17) and dropping the O(µ3/2) terms, one
obtains the same SGN equations as in (39) but with the additional ”turbulent”
term εµ∇·E in the momentum equation (or εµ 1h∇·E if we work with the formula-
tion in (ζ, V ) variables (40)). The difficulty here is that E is not a function of ζ and
Q but of the horizontal component of the vorticity ωµ,h (through Vsh). In order to
compute it, it seems therefore necessary to solve the vorticity equation (83) which
is an equation cast in the fluid domain which is d+ 1 dimensional (while the SGN
equation are cast on Rd); solving this equation would be essentially as challenging
numerically as solving the full free surface Euler equations. Fortunately, it happens
that it is possible to derive an equation satisfied by E on Rd; after some computa-
tions (see [39]), one gets that up to O(ε
√
µ) terms, the symmetric tensor E solves
the equation
(87) ∂tE + εV · ∇E + ε∇ · VE + ε∇V TE + εE∇V = 0.
The conclusion is that the presence of the vorticity can be taken into account in the
SGN equations without having to solve the vorticity equation (83) but by extending
the SGN equations by a third coupled evolution equation on E. The SGN equations
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in (ζ, V ) variables (40) then become
(88)

∂tζ +∇ · (hV ) = 0,
(1 + µT )[∂tV + εV · ∇V ]+∇ζ + εµQ1(h, V ) + εµ 1h∇ ·E = 0,
∂tE + εV · ∇E + ε∇ · VE + ε∇V TE + εE∇V = 0.
Remark 21. Contrary to (40) which are precise up to O(µ2) terms, the above
equations are precise up to O(εµ3/2) terms only. The O(µ2) precision is reached
in [39], but the equations (88) must be further extended by two other coupled
evolution equations: one is the third order turbulent tensor F and the other one is
the second order momentum V ] of the fluctuation of the shear velocity,
F =
∫ εζ
−1
V ∗sh ⊗ V ∗sh ⊗ V ∗sh and V ] =
12
h3
∫ εζ
−1
(z + 1)2V ∗sh.
We also refer to [39] for generalization to non flat topographies.
Remark 22. In the one dimensional case, the vorticity is of the form ωµ = (0, ω, 0)
T
and the case of a constant vorticity ω = ω0 = const is of particular interest. Indeed,
one then has E = 112h
3ω20 and one can check that the equation on E reduces to the
mass conservation equation. The system (39) reduces therefore to a system of two
equations, namely,{
∂tζ + ∂x(hv) = 0,(
1− µ3 ∂x(h3∂x·)
)[
∂tv + εv∂xv
]
+ ∂xζ + εµ
2
3h∂x
(
h3(∂xv)
2
)
+ ε2µ
ω20
4 h∂xζ = 0
which can be related to the system derived in [47] for the propagation of waves
above a constant shear through a change of variable for the velocity (the averaged
velocity considered in [47] is not the vertical average of the full horizontal velocity
but of its difference with the constant shear).
Some qualitative analysis (e.g. existence of solitary waves) and numerical sim-
ulations have been performed in [120] for the one dimensional version of (88) as
well as for some of the more complex models mentioned in Remark 21 but the
mathematical analysis of these models remains to be done.
As shown in [39], the equations (88) admit a local conservation of energy, the en-
ergy density being here the sum of the energy density associated to the irrotational
SGN equations and of a rotation (or turbulent) energy erot; a similar correction
must also be made for the energy flux, so that (27) becomes
(89) ∂t
(
eNSW + erot
)
+∇ · (FNSW + Frot) = 0,
where
erot =
1
2
TrE and Frot =
1
2
TrEV + EV .
Therefore, there is local conservation of the total energy, which is the sum of the
irrotational one eSGN and of the rotational one erot. There can therefore be a
transfer of energy between both quantities. It is therefore tempting to try to model
wave breaking –during which the mechanical energy (i.e. the sum of the potential
and kinetic energies) of the waves is dissipated– by a mechanism that would ensure
such a transfer to the turbulent energy at wave breaking.
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4.4. Wave breaking and enstrophy creation. The derivation of (88) is rigor-
ously justified by the uniform bounds derived in [40] on the solution of (79). This
rigorous approach breaks down when singularities form, and in particular when
wave breaking occurs. The models proposed below are therefore far from being
mathematically justified and comparison with experimental observations is at this
day the best way to validate them.
Various formal approaches have been proposed to extend the range of application
of SGN types models to realistic physical configurations in coastal oceanography,
where wave breaking obviously has to be taken into account. It has for instance
been proposed to switch locally (in the vicinity of wave breaking) from the SGN
equations to the NSW equation [180, 25, 78, 71], and to treat wave breaking as
shocks (see §3.3.2), a difficulty being to find good ”breaking criteria” telling us
when to switch to and back the NSW equation [179]. Another common approach
(see for instance [168, 177, 109]) is to model wave breaking by the addition of an
eddy viscosity near wave breaking. Here again, one needs a ”breaking criterion” to
tell us when and where to add this eddy viscosity, and one must also propose an
expression for this eddy viscosity, which can for instance be based on hyperbolic
shock wave theory [87] or other physical considerations [154]. We refer to [33, 108]
for surveys on these questions.
There is an intense research activity around these topics and at this day, no
conclusive solution has been found. A seductive approach based on a series of
works [163, 164, 161, 107, 162] is based on the idea mentioned above of a transfer
mechanism between mechanical and turbulent energy. We describe this approach
(and more specifically [107, 162]) below with the formalism developed throughout
these notes. For the sake of clarity, we stick here to the one dimensional case and
a flat bottom.
To start with, let us rewrite (88) in dimension d = 1; the turbulent tensor E
is then a scalar, denoted E and it is convenient to introduce, as in [163, 164] the
enstrophy ϕ = 1h3E, so that (88) can be written
∂tζ + ∂x(hv) = 0,
(1 + µT )[∂tv + εv∂xv]+ ∂xζ + εµQ1(h, v) + εµ 1h∂x(h3ϕ) = 0,
∂t(hϕ) + ε∂x(vϕ) = 0.
The first step proposed in [107] is to add an eddy viscosity term in the last term of
the momentum equation
(1 + µT )[∂tv + εv∂xv]+ ∂xζ + εµQ1(h, v) + εµ 1
h
∂x(h
3ϕ− νTh∂xv) = 0,
where the eddy viscosity coefficient νT is discussed below and is a source of energy
dissipation, as illustrated by the fact the the energy conservation law (89) becomes
∂t
(
eNSW + erot
)
+ ∂x
(
FNSW + Frot
)
= −εµνTh(∂xv)2;
there is therefore a dissipation of the total energy while we rather want, at first
order, a conservation of this total energy, and a transfer from the mechanical energy
eSGN to the turbulent energy erot. This can only be achieved through the creation
of a corresponding source term in the equation for the enstrophy, namely,
∂t(hϕ) + ε∂x(vϕ) = 2εµνT
1
h
(∂xv)
2;
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quite obviously, enstrophy (or, equivalently, turbulent energy), is created in the
vicinity of wave breaking, where the gradient of the velocity becomes important;
the mechanical energy of the wave is consequently decreased. This mechanism
restores the local conservation of the total energy (89). However, in a second step,
the small scale dissipation of the total energy must be taken into account; there
should therefore be a dissipation mechanism D such that
∂t
(
eNSW + erot
)
+∇ · (FNSW + Frot) = −D.
Assuming that this dissipation mechanisms acts at the level of the turbulent energy,
one must consequently modify the enstrophy equation that becomes
∂t(hϕ) + ε∂x(vϕ) = εµνT
2
h
(∂xv)
2 − 2
h
D.
The final equations then become
(90)
∂tζ + ∂x(hv) = 0,
(1 + µT )[∂tv + εv∂xv]+ ∂xζ + εµQ1(h, v) + εµ 1h∂x(h3ϕ− νTh∂xv) = 0,
∂t(hϕ) + ε∂x(vϕ) = εµνT
2
h (∂xv)
2 − 2hD.
Remark 23. The derivation of (90) relies on quite sound physical arguments but a
good amount of physical modeling is still required to propose expressions for the
eddy viscosity νT and the dissipation term D. There is still no consensus regarding
what these terms should be. For instance, νT = Cνh
√
gh is proposed in [154] while
[107] suggests expressions based on the enstrophy,
νT = Cph
2√ϕ and D = 1
2
Crh
2ϕ3/2,
with Cp and Cr dimensionless numerical coefficients. A drawback of this last choice
is that the enstrophy (or turbulent energy) stays equal to zero if it is initially zero,
but good matching with experimental data are observed in many cases [107, 162].
4.5. What about larger vorticities? We considered in the previous section SGN
type models derived under the assumption of a vorticity strength α = 1/2, where
we recall that the vortex strength is defined in (81). This is the strongest vorticity
for which bounds on the solutions to the rotational water waves equations (79) have
been established uniformly with respect to µ ∈ (0, 1) and for times of order O(1/ε)
[40]. Owing to these uniform bounds, the asymptotic expansions of §4.2 and §4.3
are rigorously justified. In this section, we consider flows with a larger vorticity
strength 0 < α < 1/2, not covered therefore by the theoretical bounds of [40]. The
derivation of the models derived below is therefore only a formal one.
The first step is to generalize the expansion (85) of the inner velocity field to the
case of a vorticity strength 0 < α < 1/2; by simple computations, one finds,
(91)
{
V = V + µαV ∗sh − 12µ
(
(1 + z)2 − 13h2
)∇∇ · V +O(µ1+α),
w = −µ(1 + z)∇ · V − µ1+α∇ · ∫ z−1 V ∗sh +O(µ2);
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it follows that the turbulent and non hydrostatic components of the averaged Euler
equation satisfy
ε∇ ·R = εµ2α∇ ·E +O(εµ1+α)
1
ε
∫ εζ
−1
∇PNH = µhT
[
∂tV +∇ ·
(
hV ⊗ V )]+ µεhQ1(ζ, V )+O(εµ1+α).
We show below how the NSW and Boussinesq models, which were not affected
by the presence of a vorticity of strength α = 1/2, have to be modified in the
presence of a stronger vorticity.
4.5.1. The NSW equations with a large vorticity. Of particular interest is the anal-
ysis of the rotational effects on the NSW equations when 0 < α < 1/2. Indeed,
plugging the above expansion into the averaged Euler equations (16) and neglecting
the O(µ) terms, one finds
∂th+∇ · (hV ) = 0,
∂tV + εV · ∇V +∇ζ + εµ2α 1h∇ ·E = 0,
∂tE + εV · ∇E + ε∇ · VE + ε∇V TE + εE∇V = 0,
which are the equations derived in [83] to describe the conservative motion of com-
pressible fluids. In its one dimensional version, it is also the first model on which a
mechanism of creation of entropy has been added to model wave breaking [163, 164].
4.5.2. The Boussinesq equations with a large vorticity. Under the assumption (32)
of weak nonlinearity, we can plug the above expansions into (16) and neglect the
O(µ2) terms to obtain
(92)

∂tζ +∇ · (hV ) = 0,
(1− µ 13∇∇T)∂tV + εV · ∇V +∇ζ + εµ2α∇ ·E = 0,
∂tE + εV · ∇E + ε∇ · VE + ε∇V TE + εE∇V = 0.
Remark 24. Contrary to what has been done in §3.4 in the irrotational case, it is
not possible here to replace (1−µ 13∇∇T)∂tV in the second equation by the simpler
expression (1 − µ 13∆)∂tV . Indeed, the quantity ∇⊥ · V is no longer small enough
to perform such a substitution.
Appendix A. Generalized formula when the topography is not flat
For the sake of clarity, in many cases, we provided in the main text formulas
for a flat topography. We give here the generalization of these formulas when the
bottom is not flat.
First, in the presence of a non flat topography, the expansion (23) for an irrota-
tional flow must be replaced by
(93)

V = V − 12µ
(
(1 + z − βb)2 − 13h2
)∇∇ · V
+β
(
z − εζ + 12h
)[∇b · ∇V +∇(∇b · V )]+O(µ2),
w = −µ∇ · [(1 + z − βb)V ]+O(µ2);
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and, similarly, for the description of the pressure field in the fluid domain we now
have
1
ε
PNH = −µ
[h2
2
− (1 + z − βb)
2
2
](
∂t + εV · ∇ − ε∇ · V
)∇ · V
+ µ(εζ − z)h(∂t + εV · ∇)(β∇b · V ) +O(µ2).(94)
The same procedure as in §3.5 then leads to the following SGN equations in the
presence of topography,
(95)
{
∂tζ +∇ ·Q = 0,
(1 + µT)
[
∂tQ+∇ ·
(
1
hQ⊗Q
)]
+ h∇ζ + hQ1(h, Qh ) = 0,
where T = hT 1h and
T V =− 1
3h
∇(h3∇ · V )
+ β
1
2h
[∇(h2∇b · V )− h2∇b∇ · V ]+ β2∇b∇b · V,
while
Q1(V ) = −2R1
(
∂xV · ∂yV ⊥ + (∇ · V )2
)
+ βR2
(
V · (V · ∇)∇b)
and
R1w = − 1
3h
∇(h3w)− β h
2
w∇b, R2w = 1
2h
∇(h2w) + βw∇b.
Finally, in the presence of a vorticity of strength α = 1/2, the expansion of the
velocity field is
(96)

V = V +
√
µV ∗sh − 12µ
(
(1 + z − βb)2 − 13h2
)∇∇ · V
+β
(
z − εζ + 12h
)[∇b · ∇V +∇(∇b · V )]+O(µ2),
w = −µ∇ · [(1 + z − βb)V ]− µ3/2∇ · ∫ z−1+βb V ∗sh +O(µ2).
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