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1. Introduction
In program inference, the evaluation of how well a candidate solution solves a certain task
is usually a computationally intensive procedure. Most of the time, the evaluation involves
either submitting the program to a simulation process or testing its behavior on many input
arguments; both situations may turn out to be very time-consuming. Things get worse when
the optimization algorithm needs to evaluate a population of programs for several iterations,
which is the case of genetic programming.
Genetic programming (GP) is well-known for being a computationally demanding technique,
which is a consequence of its ambitious goal: to automatically generate computer
programs—in an arbitrary language—using virtually no domain knowledge. For instance,
evolving a classifier, a program that takes a set of attributes and predicts the class they belong
to, may be significantly costly depending on the size of the training dataset, that is, the amount
of data needed to estimate the prediction accuracy of a single candidate classifier.
Fortunately, GP is an inherently parallel paradigm, making it possible to easily exploit any
amount of available computational units, no matter whether they are just a few or many
thousands. Also, it usually does not matter whether the underlying hardware architecture
can process simultaneously instructions and data (“MIMD”) or only data (“SIMD”).1 Basically,
GP exhibits three levels of parallelism: (i) population-level parallelism, whenmany populations
evolve simultaneously; (ii) program-level parallelism, when programs are evaluated in parallel;
and finally (iii) data-level parallelism, in which individual training points for a single program
are evaluated simultaneously.
Until recently, the only way to leverage the parallelism of GP in order to tackle complex
problems was to run it on large high-performance computational installations, which are
normally a privilege of a select group of researchers. Although the multi-core era has emerged
and popularized the parallel machines, the architectural change that is probably going to
1 MIMD stands forMultiple Instructions Multiple Datawhereas SIMD means Single Instruction Multiple Data.
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revolutionize the applicability of GP started about a decade ago when the GPUs began to
acquire general-purpose programmability. Modern GPUs have an astonishing theoretical
computational power, and are capable of behaving much like a conventional multi-core CPU
processor in terms of programmability. However, there are some intrinsic limitations and
patterns of workload that may cause huge negative impact on the resulting performance if
not properly addressed. Hence, this paper aims at presenting and discussing efficient ways
of implementing GP’s evaluation phase, at the program- and data-level, so as to achieve the
maximum throughput on a GPU.
The remaining of this chapter is organized as follows. The next Section, 2, will give an
overview of the GPU architecture followed by a brief description of the open computing
language, which is the open standard framework for heterogeneous programming, including
CPUs and GPUs. Section 3 presents the development history of GP in the pursuit of getting
the most out of the GPU architecture. Then, in Section 4, three fundamental parallelization
strategies at the program- and data-level will be detailed and their algorithms presented
in a pseudo-OpenCL form. Finally, Section 5 concludes the chapter and points out some
interesting directions of future work.
2. GPU programming
The origin of graphics processing units dates back to a long time ago, when they were
built exclusively to execute graphics operations, mainly to process images’ pixels, such
as calculating each individual pixel color, applying filters, and the like. In video or
gaming processing, for instance, the task is to process batches of pixels within a short
time-frame—such operation is also known as frame rendering—in order to display smooth and
fluid images to the spectator or player.
Pixel operations tend to be very independent among them, in other words, each individual
pixel can be processed at the same time as another one, leading to what is known as data
parallelism or SIMD. Although making the hardware less general, designing an architecture
targeted at some specific type of workload, like data parallelism, may result in a very efficient
processor. This is one main reason why GPUs have an excellent performance with respect to
power consumption, price, and density. Another major reason behind such a performance is
attributed to the remarkable growing of the game industry in the last years and the fact that
computer games have become more and more complex, pressing forward the development of
GPUs while making them ubiquitous.
It turned out that at some point the development of GPUs was advancing so well and the
architecture was progressively getting more ability to execute a wider range of sophisticated
instructions, that eventually it earned the status of a general-purpose processor—although
still an essentially data parallel architecture. That point was the beginning of the exploitation
of the graphics processing unit as a parallel accelerator for a much broader range of
applications besides video and gaming processing.
2.1. GPU architecture
The key design philosophy responsible for the great GPU’s efficiency is the maximization
of the number of transistors dedicated to actual computing—i.e., arithmetic and logic units
(ALU)—which are packed as many small and relatively simple processors [26]. This is
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rather different from the modern multi-core CPU architecture, which has large and complex
cores, reserving a considerable area of the processor die for other functional units, such as
control units (out-of-order execution, branch prediction, speculative execution, etc.) and cache
memory [21].
This design difference reflects the different purpose of those architectures. While the GPU
is optimized to handle data-parallel workloads with regular memory accesses, the CPU is
designed to be more generic and thus must manage with reasonable performance a larger
variety of workloads, includingMIMD parallelism, divergent branches and irregular memory
accesses. There is also another important conceptual difference between them. Much of
the extra CPU complexity is devoted to reduce the latency in executing a single task, which
classifies the architecture as latency-oriented [14]. Conversely, instead of executing single tasks
as fast as possible, GPUs are throughput-oriented architectures, which means that they are
designed to optimize the throughput, that is, the amount of completed tasks per unit of time.
2.2. Open Computing Language – OpenCL
The Open Computing Language, or simply OpenCL, is an open specification for
heterogeneous computing released by the Khronos Group2 in 2008 [25]. It resembles the
NVIDIA CUDA3 platform [31], but can be considered as a superset of the latter; they basically
differ in the following points. OpenCL (i) is an open specification that is managed by a set
of distinct representatives from industry, software development, academia and so forth; (ii)
is meant to be implemented by any compute device vendor, whether they produce CPUs,
GPUs, hybrid processors, or other accelerators such as digital signal processors (DSP) and
field-programmable gate arrays (FPGA); and (iii) is portable across architectures, meaning
that a parallel codewritten in OpenCL is guaranteed to correctly run on every other supported
device.4
2.2.1. Hardware model
In order to achieve code portability, OpenCL employs an abstracted device architecture that
standardizes a device’s processing units and memory scopes. All supported OpenCL devices
must expose this minimum set of capabilities, although they may have different capacities
and internal hardware implementation. Illustrated in Figure 1 is an OpenCL general device
abstraction. The terms SPMD, SIMD and PC are mostly GPU-specific, though; they could be
safely ignored on behalf of code portability, but understanding them is important to write
efficient code for this architecture, as will become clear later on.
An OpenCL device has one or more compute units (CU), and there is at least one processing
element (PE) per compute unit, which actually performs the computation. Such layers are
meant (i) to encourage better partitioning of the problem towards fine-grained granularity
and low communication, hence increasing the scalability to fully leverage a large number of
CUs when available; and (ii) to potentially support more restricted compute architectures, by
2 http://www.khronos.org/opencl
3 CUDA is an acronym for Compute Unified Device Architecture, the NVIDIA’s toolkit for GP-GPU programming.
4 It is worthy to note that OpenCL only guarantees functional portability, i.e., there is no guarantee that the same code
will perform equally well across different architectures (performance portability), since some low-level optimizations
might fit a particular architecture better than others.
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Figure 1. Abstraction of a modern GPU architecture
not strictly enforcing parallelism among CUs while still ensuring that the device is capable of
doing synchronism, which can occur among PEs within each CU [15].
Figure 1 shows four scopes of memory, namely, global, constant, local, and private memories.
The global memory is the device’s main memory, the biggest but also the slowest of the four
in terms of bandwidth and latency, specially for irregular accesses. The constant memory is
a small and slightly optimized memory for read-only accesses. OpenCL provides two really
fast memories: local and private. Both are very small; the main difference between them
is the fact that the former is shared among all the PEs within a CU—thus very useful for
communication—and the latter is even smaller and reserved for each PE.
Most of modern GPUs are capable of performing not only SIMD parallelism, but also what is
referred to as SPMD parallelism (literally Single Program Multiple Data), which is the ability to
simultaneously execute different instructions of the same program onmany data. This feature is
closely related to the capability of the architecture in maintaining a record of multiple different
instructions within a program being executed which is done by program counter (PC) registers.
Nowadays GPUs can usually guarantee that at least among compute units there exists SPMD
parallelism, in other words, different CUs can execute different instructions in parallel. There
may exist SPMD parallelism within CUs also, but they occur among blocks of PEs.5 For the
sake of simplicity, the remaining of this chapter will ignore this possibility and assume that
all PEs within a CU can only execute one instruction at a time (SIMD parallelism), sharing
a single PC register. A strategy of parallelization described in Section 4.4 will show how
the SPMD parallelism can be exploited in order to produce one of the most efficient parallel
algorithms for genetic programming on GPUs.
2.2.2. Software model
OpenCL specifies two code spaces: the host and kernel code. The former holds any
user-defined code, and is also responsible for initializing the OpenCL platform, managing
the device’s memory (buffer allocation and data transfer), defining the problem’s parallel
5 Those blocks are known as warps [32] or wavefronts [1].
98 Genetic Programming – New Approaches and Successful Applications
Parallel Genetic Programming on Graphics Processing Units 5
partitioning, submitting commands, and coordinating executions. The latter, the kernel code,
is the actual parallel code that is executed by a compute device.
An OpenCL kernel is similar to a C function6. Due to architectural differences across devices,
it has some restrictions, such as prohibiting recursion, but also adds some extensions, like
vector data types and operators, and is intended to be executed in parallel by each processing
element, usually with each instance working on a separate subset of the problem. A kernel
instance is known as work-itemwhereas a group of work-items is called a work-group.
Work-items within a work-group are executed on a unique compute unit, therefore, according
to the OpenCL specification, they can share information and synchronize. Determining how
work-items are divided into work-groups is a critical phase when decomposing a problem; a
bad division may lead to inefficient use of the compute device. Hence, an important part of
the parallel modeling concerns defining what is known as n-dimensional computation domain.
This turns out to be the definition of the global size, which is the total amount of work-items,
and the local size, the number of work-items within a work-group, or simply the work-groups’
size.
In summary, when parallelizing the GP’s evaluation phase, the two most important modeling
aspects are the kernel code and the n-dimensional computation domain. Section 4 will present
these definitions for each parallelization strategy.
3. Genetic programming on GPU: A bit of history
It is natural to begin the history of GP on GPUs referring to the first improvements obtained
by parallelization of a GA on programmable graphics hardware. The first work along this line
seems to be [41], which has proposed a genetic algorithm in which crossover, mutation, and
fitness evaluation were performed on graphic cards achieving speedups up to 17.1 for large
population sizes.
Other GA parallelization on GPUs was proposed in [39] which followed their own ideas
explored in [40] for an evolutionary programming technique (called FEP). The proposal, called
Hybrid GA, or shortly HGA, was evaluated using 5 test-functions, and CPU-GPU as well as
HGA-FEP comparisons were made. It was observed that their GA on GPUwas more effective
and efficient than their previous parallel FEP.
Similarly to [41], [24] performed crossover, mutation, and fitness evaluation on GPU to solve
the problem of packing many granular textures into a large one, which helps modelers in
freely building virtual scenes without caring for efficient usage of texture memory. Although
the implementation on CPU performed faster in the cases where the number of textures was
very small (compact search space), the performance of the implementation on GPU is almost
two times faster when compared to execution on CPU.
The well-known satisfiability problem, or shortly SAT, is solved on graphic hardware in
[30], where a cellular genetic algorithm was adopted. The algorithm was developed using
NVIDIA’s C for Graphics (Cg) programming toolkit and achieved a speedup of approximately
5. However, the author reports some problems in the implementation process, like the
nonexistence of a pseudo-random number generator and limitations in the texture’s size.
6 The OpenCL kernel’s language is derived from the C language.
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Due the growing use of graphics cards in the scientific community, in general, and
particularly in the evolutionary computation field, as described earlier, the exploration of this
high-performing solution in genetic programming was inevitable. Ebner et al. published
the first work exploring the GPU capacity in GP [11]. Although a high level language was
used in that case (Cg), the GPU was only used to generate the images from the candidate
programs (vertex and pixel shaders). Then the created images are presented to the user for his
evaluation.
However, it was in 2007 that the extension of the technique of general purpose computing
using graphics cards in GP was more extensively explored [2, 9, 17, 18]. Two general purpose
computation toolkits for GPUs were preferred in these works: while [2, 9] implemented their
GP using Cg, Harding and Banzhaf [17, 18] chose Microsoft’s Accelerator, a .Net’s library
which provides access to the GPU via DirectX’s interface.
The automatic construction of tree-structural image transformation on GPU was proposed in
[2], where the speedup of GPwas explored in different parallel architectures (master-slave and
island), as well as on single and multiple GPUs (up to 4). When compared with its sequential
version, the proposed approach obtained a speedup of 94.5 with one GPU and its performance
increased almost linearly by adding GPUs.
Symbolic regression, fisher iris dataset classification, and 11-way multiplexer problems
composed the computational experiments in [9]. The results demonstrated that although
there was little improvement for small numbers of fitness cases, considerable gains could be
obtained (up to around 10 times) when this number becomes much larger.
The classification between two spirals, the classification of proteins, and a symbolic regression
problem were used in [17, 18] to evaluate their Cartesian GP on GPU. In both works, each
GP individual is compiled, transferred to GPU, and executed. Some benchmarks were also
performed in [18] to evaluate floating point as well as binary operations. The rules of a
cellular automaton with the von Neumann neighborhood and used to simulate the diffusion
of chemicals were generated by means of Cartesian GP in [17]. The best obtained speedup in
these works was 34.63.
Following the same idea of compiling the candidate solutions, [16] uses a Cartesian GP on
GPU to remove noise in images. Different types of noise were artificially introduced into a
set of figures and performance analyses concluded that this sort of parallelism is indicated for
larger images.
A simple instruction multiple data interpreter was developed using RapidMind and
presented in [28], where a performance of one Giga GP operations per second was observed
in the computational experiments. In contrast to [16–18] where the candidate programs were
compiled to execute on GPUs, [28] showed a way of interpreting the trees. While the previous
presented approach requires that programs are large and run many times to compensate the
cost of compilation and transference to the GPU, the interpretable proposal of [28] seems to
be more consistent because it achieved speed ups of more than an order of magnitude in the
Mackey-Glass time series and protein prediction problems, even for small programs and few
test cases.
The same solution of interpreting the candidate programs was used in [27], but a predictor
was evolved in this case. Only the objective function evaluation was performed on GPU, but
this step represents, in that study, about 85% of the total run time.
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Another study exploring the GPU capacity in GP is presented in [29]. RapidMind is used
to implement a GP solution to solve a cancer prediction problem from a dataset containing
a million inputs. A population of 5 million programs evolves executing about 500 million
GP operations per second. The author found a 7.6 speed up during the computational
experiments, but their discussion indicates that the increment in the performance was limited
by the access to the 768 Mb of the training data (the device used had 512Mb).
Since these first works were published, improving GP performance by using GP-GPU
becomes a new research field. Even the performance of GP on graphic devices of video game
consoles was analyzed [36–38], but PC implementations of GP have demonstrated to be faster
and more robust. However, it was with the current high level programming languages [4, 34],
namely NVIDIA’s CUDA and OpenCL, that GP implementations using GP becomes popular,
specially in much larger/real world applications. Also, TidePowerd’s GPU.NET was studied
for speed up Cartesian GP [19].
Genetic programming is used in [10] to search, guided by user interaction, in the space of
possible computer vision programs, where a real-time performance is obtained by using GPU
for image processing operations. The objective was evolving detectors capable of extracting
sub-images indicated by the user in multiple frames of a video sequence.
An implementation of GP to be executed in a cluster composed by PCs equipped with GPUs
was presented in [20]. In that work, program compilation, data, and fitness execution are
spread over the cluster, improving the efficiency of GP when the problem contains a very
large dataset. The strategy used is to compile (C code into NVIDIA CUDA programs) and
to execute the population of candidate individuals in parallel. The GP, developed in GASS’s
CUDA.NET, was executed in Microsoft Windows (during the tests) and Gentoo Linux (final
deployment), demonstrating the flexibility of that solution. That parallel GP was capable of
executing up to 3.44 (classification problem of network intrusion) and 12.74 (image processing
problem) Giga GP operations per second.
The computational time of the fitness calculation phase was reduced in [7, 8] by using CUDA.
The computational experiments included ten datasets, which were selected from well-known
repositories in the literature, and three GP variants for classification problems, in which
the main difference between them is the criterion of evaluation. Their proposed approach
demonstrated good performance, achieving a speedup of up to 820.18 when compared with
their own Java implementation, as well as a speedup of up to 34.02 when compared with
BioHEL [13].
Although with much less articles published in the GP field, OpenCL deserves to be
highlighted because, in addition of being non-proprietary, it allows for heterogeneous
computing. In fact, up to now only [4] presents the development of GP using OpenCL,
where the performance of both types of devices (CPU and GPU) was evaluated over the same
implementation. Moreover, [4] discusses different parallelism strategies and GPU was up to
126 times faster than CPU in the computational experiments.
The parallelism of GP techniques on GPU is not restricted only to linear, tree, and graph
(Cartesian) representations. The improvement in performance of other kinds of GP, such as
Grammatical Evolution [33], is just beginning to be explored. However, notice that no papers
were found concerning the application of Gene Expression Programming [12] on GPUs. Some
complementary information is available in [3, 6].
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4. Parallelization strategies
Asmentioned in Section 2.2, there are two distinct code spaces in OpenCL, the host and kernel.
The steps of the host code necessary to create the environment for the parallel evaluation
phase are summarized as follows [4]:7
1. OpenCL initialization. This step concerns identifying which OpenCL implementation
(platform) and compute devices are available. There may exist multiple devices on the
system. In this case one may opt to use a single device or, alternatively, all of them, where
then a further partitioning of the problem will be required. Training data points, programs
or even whole populations could be distributed among the devices.
2. Calculating the n-dimensional computation domain. How the workload is decomposed
for parallel processing is of fundamental importance. Strictly speaking, this phase only
determines the global and local sizes in a one-dimensional space, which is enough to
represent the domain of training data points or programs. However, in conjunction with
a kernel, which implements a certain strategy of parallelization, the type of parallelism (at
data and/or program level) and workload distribution are precisely defined.
3. Memory allocation and transfer. In order to speedup data accesses, some content
are allocated/transferred directly to the compute device’s memory and kept there, thus
avoiding as much as possible the relatively narrow bandwidth between the GPU and
the computer’s main memory. Three memory buffers are required to be allocated on the
device’s global memory in order to hold the training data points, population of programs,
and error vector. Usually, the training data points are transferred only once, just before
the beginning of the execution, remaining then unchanged until the end. The population
of programs and error vector, however, are dynamic entities and so they need to be
transferred at each generation.
4. Kernel building. This phase selects the kernel with respect to a strategy of parallelization
and builds it. Since the exact specification of the target device is usually not known in
advance, the default OpenCL behavior is to compile the kernel just-in-time. Although
this procedure introduces some overhead, the benefit of having more information about
the device—and therefore being able to generate better optimized kernel object—usually
outweighs the compilation overhead.
5. GP’s evolutionary loop. Since this chapter focuses on accelerating the evaluation phase of
genetic programming by parallelizing it, the iterative evolutionary cycle itself is assumed
to be performed sequentially, being so defined in the host space instead of as an OpenCL
kernel. 8 The main iterative evolutionary steps are:
(a) Population transfer. Changes are introduced to programs by the evolutionary process
via genetic operators, e.g. crossover and mutation, creating a new set of derived
programs. As a result, a population transfer needs to be performed from host to device
at each generation.
7 This chapter will not detail the host code, since it is not relevant to the understanding of the parallel strategies. Given
that, and considering that the algorithms are presented in a pseudo-OpenCL form, the reader is advised to consult the
appropriate OpenCL literature in order to learn about its peculiarities and fill the implementation gaps.
8 However, bear in mind that a full parallelization, i.e. both evaluation and evolution, is feasible under OpenCL. That
could be implemented, for instance, in such a way that a multi-core CPU device would perform the evolution in
parallel while one or more GPUs would evaluate programs.
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(b) Kernel execution. Whenever a new population arrives on the compute device, a kernel
is launched in order to evaluate (in parallel) the new programs with respect to the
training data points. For any non-trivial problem, this step is the most computationally
intensive one.
(c) Error retrieval. Finally, after all programs’ errors have been accumulated, this vector is
transferred back to the host in order to guide the evolutionary process in selecting the
set of parents that will breed the next generation.
Regarding the kernel code, it can be designed to evaluate programs in different parallel ways:
(i) training points are processed in parallel but programs sequentially; or (ii) the converse,
programs are executed in parallel but training points are processed sequentially; or finally (iii)
a mixture of these two, where both programs and training points are processed in parallel.
Which way is the best will depend essentially on a combination of the characteristics of
the problem and some parameters of the GP algorithm. These strategies are described and
discussed in Sections 4.2, 4.3 and 4.4.
4.1. Program interpreter
The standard manner to estimate the fitness of a GP candidate program is to execute it,
commonly on varying input arguments, and observe how well it solves the task at hand
by comparing its behavior with the expected one. To this end, the program can be compiled
just before the execution, generating an intermediate object code, or be directly interpreted
without generating intermediate objects. Both variations have pros and cons. Compiling
introduces overhead, however, it may be advantageous when the evaluation of a program
is highly demanding. On the other hand, interpretation is usually slower, but avoids the
compilation cost for each program. Moreover, interpretation is easy to accomplish and, more
importantly, is much more flexible. Such flexibility allows, for example, to emulate a MIMD
execution model on a SIMD or SPMD architecture [23]. This is possible because what a
data-parallel device actually executes are many instances of the same interpreter. Programs, as
has always been the case with training points, become data or, in other words, arguments for
the interpreter.
A program interpreter is presented in Algorithm Interpreter. It is assumed that the program to
be executed is represented as a prefix linear tree [5], since a linear representation is very efficient
to be operated on, specially on the GPU architecture. An example of such program is:
+ sin x 3.14
which denotes the infix expression sin(x) + 3.14.
The program interpretation operates on a single training data point at a time. The current
point is given by the argument n, and Xn ∈ ℜd is a d-dimensional array representing the n-th
variables (training point) of the problem.
The command INDEX extracts the class of the current operator (op), which can be a function,
constant or variable. The value of a constant is obtained by the VALUE command; for variables,
this command returns the variable’s index in order to get its corresponding value in Xn.
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Function Interpreter( program, n )
for op ← programsize − 1 to 0 do
switch INDEX( program[op]) do
case ADD:
PUSH(POP+ POP);
case SUB:
PUSH(POP− POP);
caseMUL:
PUSH(POP× POP);
case DIV:
PUSH(POP÷ POP);
case IF-THEN-ELSE:
if POP then
PUSH(POP);
else
POP; PUSH(POP);
...
case CONSTANT:
PUSH(VALUE( program[op]));
otherwise
PUSH(Xn[VALUE( program[op])]);
return POP;
The interpreter is stack-based; whenever an operand shows up, like a constant or variable,
its value is pushed onto the stack via the PUSH command. Conversely, an operator obtains
its operands’ values on the stack by means of the POP command, which removes the most
recently stacked values. Then, the value of the resulting operation on its operands is pushed
back onto the stack so as to make it available to a parent operator.
As will be seen in the subsequent sections, whatever the parallel strategy, the interpreter will
act as a central component of the kernels, doing the hard work. The kernels will basically set
up how the interpreter will be distributed among processing elements and which program
and training point it will operate on at a given time.
4.2. Data-level Parallelism – DP
The idea behind the data-level parallelism (DP) strategy is to distribute the training data
points among the processing elements of a compute device. This is probably the simplest and
most natural way of parallelizing GP’s evaluation phase when the execution of a program on
many independent training points is required.9 Despite its obviousness, DP is an efficient
9 However, sometimes it is not possible to trivially decompose the evaluation phase. For instance, an evaluation may
involve submitting the program through a simulator. In this case one can try to parallelize the simulator itself or,
alternatively, opt to use a program- or population-level kind of parallelism.
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strategy, specially when there are a large number of training data points—which is very
common in complex problems. Moreover, given that this strategy leads to a data-parallel
SIMD execution model, it fits well on a wide range of parallel architectures. Figure 2 shows
graphically how the training data points are distributed among the PEs.10
Figure 2. Illustration of the data-level parallelism (DP).
As already mentioned, to precisely define a parallelization strategy in OpenCL, two things
must be set up: the n-dimensional domain, more specifically the global and local sizes, and
the kernel itself. For the data-level parallelism, it is natural to assign the global computation
domain to the training data points domain as a one-to-one correspondence; that is, simply
globalsize = datasetsize, (1)
where dataset size is the number of the training data points. OpenCL lets the programmer to
choose whether he or she wants to explicitly define the local size, i.e. how many work-items
will be put in a work-group. The exact definition of the local size is only really needed when
the corresponding kernel assumes a particular work-group division, which is not the case for
DP. Therefore, no local size is explicitly defined for DP, letting then the OpenCL runtime to
decide on any configuration it thinks is the best.
Algorithm 1 presents in a pseudo-OpenCL language the DP’s kernel. As with any OpenCL
kernel, there will be launched globalsize instances of it on the compute device.
11 Hence, there
is one work-item per domain element, with each one identified by its global or local position
through the OpenCL commands get_global_id and get_local_id, respectively. This
enables a work-item to select what portion of the compute domain it will operate on, based
on its absolute or relative position.
For the DP’s kernel, the globalid index is used to choose which training data point will be
processed, in other words, each work-item will be in charge of a specific point. The for
loop iterates sequentially over each program of the population (the function NthProgram
returns the p-th program), that is, every work-item will execute the same program at a given
time. Then, the interpreter (Section 4.1) is called to execute the current program, but each
work-item will provide a different index, which corresponds to the training data point it took
10 To simplify, in Figures 2, 4 and 5 it is presumed that the number of PEs (or CUs) coincides with the number of training
data points (or programs), but in practice this is rarely the case.
11 It is worthy to notice that the actual amount of work-items executed in parallel by the OpenCL runtime will depend
on the device’s capabilities, mainly on the number of processing elements.
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Algorithm 1: GPU DP’s OpenCL kernel
globalid ← get_global_id();
for p ← 0 to populationsize − 1 do
program ← NthProgram(p);
error ← |Interpreter( program, globalid )−Y[globalid]|;
E[p] ← ErrorReduction(0, . . . , globalsize − 1);
responsibility for. Once interpreted, the output returned by the program is then compared
with the expected one for that point, whose value is stored in array Y. This results in a
prediction error; however, the overall error is what is meaningful to estimate the fitness of
a program.
Note however that the errors are spread among the work-items, because each work-item has
processed a single point and has computed its own error independently. This calls for what
is known in the parallel computing literature as the reduction operation [22]. The naive way
of doing that is to sequentially cycle over each element and accumulate their values; in our
case it would iterate from work-item indexed by 0 to globalsize − 1 and put the total value in
E[p], the final error relative to the p-th program. There is however a clever and parallel way of
doing reduction, as exemplified in Figure 3, which decreases the complexity of this step from
O(N) to just O(log2N) and still assures a nice coalesced memory access suited for the GPU
architecture [1, 32].12
Figure 3. O(log2N) parallel reduction with sequential addressing.
4.3. Program-level Parallelism – PP
One serious drawback of the data-level parallelism strategy is that when there are few training
data points the compute device may probably be underutilized. Today’s high-end GPUs have
thousands of processing elements, and this number has increased at each new hardware
generation. In addition, to achieve optimal performance on GPUs, multiple work-items
should be launched for each processing element. This helps, for instance, to hide memory
12 This chapter aims at just conveying the idea of the parallel reduction, and so it will not get into the algorithmic details
on how reduction is actually implemented. The reader is referred to the given references for details.
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access latencies while reading from orwriting to the device’s global memory [1, 32]. Therefore,
to optimally utilize a high-end GPU under the DP strategy, one should prefer those problems
having tens of thousands of training data points. Unfortunately, there are many real-world
problems out there for which no such amount of data is available.
Another limitation of the DP strategy is that sometimes there is no easy way to decompose
the evaluation of a program into independent entities, like data points. Many program
evaluations that need a simulator, for example, fall into this category, where a parallel
implementation of the simulator is not feasible to accomplish.
An attempt to overcome the DP limitations, particularly what concerns the desire of a
substantially large amount of training data points, is schematically shown in Figure 4. This
parallelization strategy is here referred to as program-level parallelism (PP), meaning that
programs are executed in parallel, each program per PE [4, 35]. Assuming that there are
enough programs to be evaluated, even a few training data points should keep the GPU fully
occupied.
Figure 4. Illustration of the program-level parallelism (PP).
In PP, while programs are interpreted in parallel, the training data points within each PE
are processed sequentially. This suggests a computation domain based on the number of
programs, in other words, the global size can be defined as:
globalsize = populationsize (2)
As with DP, PP does not need to have control of the number of work-items within a
work-group, thus the local size can be left untouched.
A pseudo-OpenCL code for the PP kernel is given in Algorithm 2. It resembles the DP’s
algorithm, but in PP what is being parallelized are the programs instead of the training data
points. Hence, each work-item takes a different program and interpret it iteratively over all
points. A positive side effect of this inverse logic is that, since the whole evaluation of a
program is now done in a single work-item, all the partial prediction errors are promptly
available locally. Put differently, in PP a final reduction step is not required.
4.4. Program- and Data-level Parallelism – PDP
Unfortunately, PP solves the DP’s necessity of large training datasets but introduces two other
problems: (i) to avoid underutilization of the GPU a large population of programs should now
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Algorithm 2: GPU PP’s OpenCL kernel
globalid ← get_global_id();
program ← NthProgram(globalid);
error ← 0.0;
for n ← 0 to datasetsize − 1 do
error ← error+ |Interpreter( program, n )−Y[n]|;
E[globalid] ← error;
be employed; and, more critically, (ii) the PP’s execution model is not suited for an inherently
data-parallel architecture like GPUs.
While (i) can be dealt with by simply specifying a large population as a parameter choice of
a genetic programming algorithm, the issue pointed out in (ii) cannot be solved for the PP
strategy.
The problem lies on the fact that, as mentioned in Section 2, GPUs are mostly a SIMD
architecture, specially among processing elements within a compute unit. Roughly speaking,
whenever two (or more) different instructions try to be executed at the same time, a hardware
conflict occurs and then these instructions are performed sequentially, one at a time. In
the related literature, this phenomenon is often referred to as divergence. Since in PP each
PE interprets a different program, the degree of divergence is the highest possible: at a
given moment each work-item’s interpreter is potentially interpreting a different primitive.
Therefore, in practice, the programs within a CU will most of the time be evaluated
sequentially, seriously degrading the performance.
However, observing the fact that modern GPUs are capable of simultaneously executing
different instructions at the level of compute units, i.e. the SPMD execution model, one could
devise a parallelization strategy that would take advantage of this fact. Such strategy exists,
and it is known here as program- and data-level parallelism, or simply PDP [4, 35]. Its general
idea is illustrated in Figure 5. In PDP, a single program is evaluated per compute unit—this
Figure 5. Illustration of the program- and data-level parallelism (PDP).
prevents the just mentioned problem of divergence—but within each CU all the training data
points are processed in parallel. Therefore, there are two levels of parallelism: a program-level
parallelism among the compute units, and a data-level parallelism on the processing elements.
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Indeed, PDP can be seen as a mixture of the DP and PP strategies. But curiously, PDP avoids
all the drawbacks associated with the other two strategies: (i) once there are enough data
to saturate just a single CU, smaller datasets can be used at no performance loss; (ii) large
populations are not required either, since the number of CUs on current high-end GPUs is in
the order of tens; and (iii) there is no divergence with respect to program interpretation.13
In order to achieve both levels of parallelism, a fine-tuned control over the computation
domain is required; more precisely, both local and global sizes must be properly defined.
Since a work-group should process all training data points for a single program and there is a
population of programs to be evaluated, one would imagine that setting localsize as datasetsize
and globalsize as populationsize × datasetsize would suffice. This is conceptually correct, but an
important detail makes the implementation not as straightforward as one would expect. The
OpenCL specification allows any compute device to declare an upper bound regarding the
number of work-items within a work-group. This is not arbitrary. The existence of a limit on
the number of work-items per work-group is justified by the fact that there exists a relation
between the maximum number of work-items and the device’s capabilities, with the latter
restricting the former. Put differently, an unlimited number of work-items per work-group
would not be viable, therefore a limit, which is provided by the hardware vendor, must be
taken into account.
With the aforementioned in mind, the local size can finally be set to
localsize =
{
datasetsize if datasetsize < localmax_size
localmax_size otherwise
, (3)
which limits the number of work-items per work-group to the maximum supported, given by
the variable localmax_size, when the number of training data points exceeds it. This implies that
when such a limit takes place, a single work-item will be in charge of more than one training
data point, that is, the work granularity is increased. As for the global size, it can be easily
defined as
globalsize = populationsize × localsize, (4)
meaning that the set of work-items defined above should be replicated as many times as the
number of programs to be evaluated.
Finally, algorithm 3 shows the OpenCL kernel for the PDP strategy. Compared to the other
two kernels (Algorithms 1 and 2), it comes as no surprise its greater complexity, as this kernel
is a combination of the other two and still has to cope with the fact that a single instance,
i.e. a work-item, can process an arbitrary number of training data points. The command
get_group_id, which returns the work-group’s index of the current work-item, has the
purpose of indexing the program that is going to be evaluated by the entire group. The for
loop is closely related to the local size (Equation 3), and acts as a way of iterating over multiple
training data points if the work-item (indexed locally by localid) is in charge of many of them;
when the dataset size is less or equal to the local size, only one iteration will be performed.
Then, an index calculation is done in order to get the index (n) of the current training data
13 Notice, though, that divergence might still occur if two (or more) training data points can cause the interpreter to take
different paths for the same program. For instance, if the conditional if-then-else primitive is used, a data point could
cause an interpreter’s instance to take the then path while other data could make another instance to take the else path.
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Algorithm 3: GPU PDP’s OpenCL kernel
localid ← get_local_id();
groupid ← get_group_id();
program ← NthProgram(groupid);
error ← 0.0;
for i ← 0 to ⌈datasetsize/localsize − 1 do
n ← i× localsize + localid;
if n < datasetsize then
error ← error+ |Interpreter( program, n )−Y[n]|;
E[groupid] ← ErrorReduction(0, . . . , localsize − 1);
point to be processed.14 Due to the fact that the dataset size may not be evenly divisible
by the local size, a range check is performed to guarantee that no out-of-range access will
occur. Finally, since the prediction errors for a given program will be spread among the local
work-items at the end of the execution, an error reduction operation takes place.
5. Conclusions
This chapter has presented different strategies to accelerate the execution of a genetic
programming algorithm by parallelizing its costly evaluation phase on the GPU architecture,
a high-performance processor which is also energy efficient and affordable.
Out of the three studied strategies, two of them are particularly well-suited to be implemented
on the GPU architecture, namely: (i) data-level parallelism (DP), which is very simple and
remarkably efficient for large datasets; and (ii) program- and data-level parallelism (PDP),
which is not as simple as DP, but exhibits the same degree of efficiency for large datasets and
has the advantage of being efficient for small datasets as well.
Up to date, only a few large and real-world problems have been solved by GP with the help of
the massive parallelism of GPUs. This suggests that the potential of GP is yet under-explored,
indicating that the next big step concerning GP on GPUs may be its application to those
challenging problems. In several domains, such as in bio-informatics, the amount of data
is growing quickly, making it progressively difficult for specialists to manually infer models
and the like. Heterogeneous computing, combining the computational power of different
devices, as well as the possibility of programming uniformly for any architecture and vendor,
is also an interesting research direction to boost the performance of GP. Although offering
both advantages, OpenCL is still fairly unexplored in the field of evolutionary computation.
Finally, although optimization techniques have not been thoroughly discussed in this chapter,
this is certainly an important subject. Thus, the reader is invited to consult the related material
found in [4], and also general GPU optimizations techniques from the respective literature.
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