Abstract-A noise subspace projection (NSP) approach to extraction and subpixel detection of target signatures in an unknown background is presented. The proposed NSP approach is derived from a recently developed subspace orthogonal projection (OSP) method and can be shown to be approximated by an adaptive filter with the optimal weight given by the Wiener-Hopf equation. As a result, the operator resulting from the NSP approach can be used as an OSP operator for scene classification and subpixel detection, on one hand, and also implemented as an adaptive filter, on the other. These advantages make the NSP approach very attractive in practical applications. In particular, the NSP operator takes advantage of the noise subspace projection to prevent from inverting correlation matrices, as required by an adaptive filter.
I. INTRODUCTION
H YPERSPECTRAL imagery provides more information than multispectral imagery in the sense that the spectral resolution of the former is much better than that of the latter. For example, an airborne visible/infrared imaging spectrometer (AVIRIS) image is acquired by 224 bands, while a multispectral image generally requires only five to seven bands. In particular, when a scene covers distinct materials more than the number of spectral bands used by multispectral imagery, the multispectral capability of distinguishing image endmembers degrades significantly, and in this case, we must rely on hyperspectral imagery, which offers the spectral resolution 10 nm and expands detection and classification activities to targets unresolved in multispectral images [1] .
In this paper, the main focus is the detection of target signatures in an unknown background. The considered detection problem is not quite the same as ones encountered in image processing. Since the targets of interest are generally smaller than the spatial resolution of hyperspectral images (e.g., pixel resolution 20 m 20 m), it is necessary to develop subpixel detection techniques for this purpose. An approach recently developed by Harsanyi and Chang [2] called the orthogonal subspace projection (OSP) method has demonstrated a promising application to subpixel detection problems, but requires knowledge of signatures and background. Some related works in the comparative analysis of subspace projection methods can be found in [3] - [7] .
In [8] , the OSP method is further extended and designed for subpixel detection and classification in an unknown background, where the developed OSP-based subpixel technique, called low probability detection (LPD), was used to detect targets appearing in an image with low probability. A low probability target is defined as a target that occurs in very few pixels in the image; thus, it can be viewed as an insignificant target. In most cases, such insignificant targets are very important, but generally overlooked or discarded, such as detecting a tank in a field. The LPD approach not only can detect low probability targets, but also assumes no prior knowledge about the background. It was proved to be very effective and practically useful. Another approach proposed in [8] , called the constrained energy minimization (CEM) method, was to apply the concept of linearly constrained adaptive beamforming to the case where the exact knowledge of signatures and background is not known a priori. Under these circumstances, an adaptive beamforming-type classifier and subpixel detector were developed to complement the OSP and LPD methods. In analogy to the CEM method, an adaptive method for optimal jammer suppression in adaptive array processing by using the orthogonal projection was also suggested in [9] and shown to be superior to the commonly used sample correlation matrix inversion (SMI) algorithm.
Motivated by the ideas in [2] - [9] , a noise subspace projection (NSP) approach to target signature detection and extraction in an unknown background is proposed. It originates from the concept of orthogonal subspace projection (OSP) [2] and is developed in conjunction with the idea in [9] . In particular, it is shown in this paper that the operator resulting from the NSP approach can be approximated by an adaptive filter with the optimal weight specified by the celebrated Wiener-Hopf equation, provided that the total energy of signatures is large compared to the noise energy and, particularly, for the case where the target signature is weak. As a result, the NSP operator can be implemented as an adaptive filter without need for specific knowledge of signatures except the correlation 0196-2892/98$10.00 © 1998 IEEE matrix. On the other hand, the NSP operator can be also used as an OSP-based interference rejecter that eliminates the undesired signatures/interferences while preserving the desired target signatures. Since the OSP uses the spectral decomposition of a covariance matrix to design an orthogonal projection interference rejecter, the matrix inversion is done by finding the inverses of eigenvalues. Therefore, direct matrix inversion is not necessary in the NSP operator. This is a significant advantage over adaptive filters, especially, when the dimensionality of the correlation matrix is very high, e.g., hyperspectral image data. This paper is organized as follows. Section II describes the linear mixture model for multispectral/hyperspectral imagery. Section III reviews three widely used estimation techniques used in adaptive filtering theory, based on minimum mean-squared error (MMSE) and maximum signalto-interference/noise (MSINR) ratio. Section IV derives the relationship between inverses of two correlation matrices of which one contains the desired signatures and the other does not. Section V shows that the OSP method recently developed by Harsanyi and Chang in [2] can be approximated by an adaptive filter solved by the Wiener-Hopf equation when the energy of signatures is large compared to noise energy. Section VI presents a noise subspace projection approach, which is derived from the OSP method and Wiener-Hopf equation and can be used for subpixel detection and extraction in an unknown background. Section VII conducts three experiments to demonstrate the power and potential applications of the NSP approach. Section VIII is a brief conclusion.
Typographic Conventions: Throughout this paper, vectors are denoted by boldface lowercase letters, matrices by boldface uppercase, and transpose and matrix inverse by superscripts , respectively. denotes the identity matrix.
II. LINEAR MIXTURE MODEL FOR MULTISPECTRAL/HYPERSPECTRAL IMAGES

Let
be an column vector that denotes a pixel in a hyperspectral scene at spatial location , where is the number of spectral bands. Assume that is an matrix denoted by where is an column vector representing the spectral signature of th material. We also let be a column vector given by where is the number of materials and denotes the fraction of the th signature present in the pixel . A linear mixture model for the hyperspectral image pixel can be described by [10] - [12] (1) where is an column vector representing additivewhite Gaussian noise with zero mean and variance and is the identity matrix.
III. STATISTICAL ESTIMATION OF
There have been many approaches proposed to solve image classification problems for the model given by (1), such as principal components analysis, maximum likelihood, and minimum distance classification. Of particular interest is one reported in [2] , which applied the concept of the OSP to (1) and resulted in an interference rejecter, which improved classification performance. Unfortunately, most currently existing classification techniques applied to multispectral/hyperspectral imagery assume complete a priori information about the spectral signatures, including the abundance . This is generally not true in many practical applications. Specifically, the prior knowledge of is either very difficult to obtain or too expensive to collect. In this case, an estimate of must be used in place of the true unknown in (1) . In what follows, three commonly used estimation techniques will be reviewed and discussed in the context of the estimation of where and are assumed to be random vectors. In order to simplify notations, the spatial location in (1) will be suppressed throughout this paper. The first approach solves the Wiener filtering-type unconstrained problem. The second is a linearly constrained optimization technique, which is widely used in adaptive beamforming. The optimal adaptive filters derived by these two approaches are determined by the correlation matrix of . In contrast, the third approach involves maximizing the signal-to-noise/interference ratio (SNIR), as determined by two separate correlation matrices: that of the desired signature vector and that of the interference vector, which includes undesired signatures and noise [13] - [15] .
A. MMSE Approaches 1) Wiener Filtering Approach:
For convenience in the present discussion, we rewrite (1) in the following form:
where desired signature assumed without loss of generality to be the column vector ; matrix given by ; and a vector which contains the first components of , . Let the abundance of desired signature be denoted by ; will be estimated by an adaptive filter, whose design is based on Wiener filtering theory. Suppose that the output of an adaptive filter, whose weights are given by is expressed by . Let . Then the mean square error (MSE) is given by (2) and the solution to minimization of (2) can be obtained by the Wiener-Hopf equation [13] , [14] ( 3) where is the correlation matrix of the observation vector given by (4) and , the energy of the desired signature , is sum of variance var and squared mean of , , i.e., var .
2) Minimum Variance Distortionless Response (MVDR):
The basic idea behind MVDR is to impose a constraint on the response of the to be designed adaptive filter so that the desired signals will pass through the filter with a specific gain, while the output-to-interference/undesired signatures is minimized. This constrained problem can be formulated as follows:
The solution to (5) is found by forming the Lagrangian given by and solving for as well as forming the Lagrange multiplier to minimize the Lagrangian. This yields the same Wiener-Hopf solution, as given in (3) (6) except for the constant . However, this constant is not important, since both and produce the same SINR defined in (8) .
B. MSINR Approach
One widely used criteria for signal processing is the maximization of SINR. Let be the correlation matrix of the interference, which consists of undesired signatures plus the noise. Namely (7) Therefore, the maximum SINR is defined by (8) which is equivalent to the following generalized eigenvalue problem: (9) Assume that is the correlation matrix of a random vector comprising the desired signature and interference/undesired signatures plus noise. Then, is given by (4), i.e., the sum of the desired signature energy and . For simplicity of analysis, the desired signature is assumed to be a one column signature vector. Extension to multiple signature vectors is straightforward.
Since is a rank-one matrix and is positive definite, there is only one nonzero (and positive) eigenvalue and the optimal weight vector is given by (10) where is a nonzero constant and the SINR is independent of the constant due to (8) . It should be noted that there is a crucial difference between the weight vector in (10) and in (3) and (6) . While the former is calculated from the correlation matrix of the interference, , the latter is calculated from the correlation matrix of the observation, .
IV. RELATIONSHIP BETWEEN AND
As shown in the previous section, all three approaches generated weight vectors of the same form given by (3), (6) , and (10) with different and . This section develops the relationship between and that will be exploited and used in the derivation of a target signature detector in Section V. Recalling given by (7), can be reexpressed in terms of and the desired signature energy as follows: (11) From Woodbury's identity [16] (12) we obtain (13) thus (14) Equation (14) shows that and differ by the factor . This factor has no effect on the choice of the weight vector in adaptive-array processing since or is scale-invariant in calculating SINR. For example, suppose that a pulse radar has a duty cycle of 0.001 and a target signal pulse occurs only 0.1% of the time. As a result, the presence of the target signal occupies such a small fraction of time that its contribution to can be neglected. Analogous concepts are generally not true in remote-sensing imagery, which will be discussed in the following section.
V. INTERPRETATION ORTHOGONAL SUBSPACE CLASSIFIER AS AN ADAPTIVE FILTER
The relationship between and , described by (13) and (14) in Section IV, is important when the target signature is very weak, i.e., the energy of the target signature is small or . In other words, the interference/undesired signatures dominate the target signature. In this case, it will be shown that the optimal weights given by Wiener-Hopf type solutions (3), (6) , and (10) can be approximated by the same operator derived in [2] . This result is shown in the following expression (18) and has a very important implication in applications, which will be described later.
Let us first return to (11) . For mathematical simplicity, we assume the undesired signature/interference to be a column vector denoted by . Then (11) can be simplified as (15) where is the abundance of the undesired signature vector and is the energy of defined in the same manner as . Combining (3) or (6) with (15) renders (16) where is the constant defined by . Applying Woodbury's identity (12) to and setting to unity for convenience yields (17) If (i.e., ), substituting (17) into (10) and letting results in (18) which can be viewed as a projector mapping the desired signature vector into the orthogonal complement of the space spanned by . This shows that (18) is nearly optimal when the energy of the interference/undesired signatures is very strong or, conversely, the energy of the desired signature vector is very small. If the is replaced by an interference/undesired signature matrix to include more than a one column interference/undesired signature vector, (18) becomes (19) where is the pseudoinverse of . It is not surprising to note that the right side of (19) is exactly the classifier derived in [2] . That is (19) is the OSP , followed by a matched filter, based on the desired signature vector . This is obviously not a coincidence because (due to the fact that ) and the OSP approach is also based on MSINR, which results in a Wiener-Hopf-type solution. Most importantly, (19) provides an alternative view to the OSP approach: the classifier can be implemented as an adaptive filter, determined as follows by the Wiener-Hopf equation:
As shown in (20), both approaches achieve nearly the same performance if the energy of the desired signature vector is very small. However, an apparent advantage of using the optimal weight vector is that it only requires knowledge of the sample correlation matrix and the desired signature vector ; does not require specific information about interference/undesired signature vectors , as are required by the OSP classifier . This advantage is particularly significant when the background is unknown and cannot be obtained a priori.
VI. NSP OPERATOR
Until now, knowledge of signature vectors including the interference/undesired signature vectors and the desired signature vector is assumed to be given. However, in most applications, such prior knowledge is either too expensive to collect due to the lack of samples or too difficult to obtain in practice. Under these circumstances, one must estimate the environment based on observations. In this section, the problem of target signature detection in an unknown background is considered, particularly when knowledge of signature vectors is not necessarily given. It should be noted that constitutes the desired signature vector and the undesired signature vectors . Since is the main interest and will be viewed as the target signature vector, the only information required for our problem is , not the background, which will be hereafter referred to as plus the noise. In order to estimate , we assume that knowledge of the occurrence of is available beforehand so that can be estimated from the pixels in the area where it resides. Let be the observation vector made up of these pixels and be the estimate of based on . As defined in (4) , is the correlation matrix of (which contains the desired signature vector ) and , given by (7), is the correlation matrix of the background. Since is nonnegative, it can be decomposed as (21) where is a matrix, whose columns are made up of eigen Since both and contain the same , we define a new operator, the noise subspace projection operator by (28) An important observation can be made on (27). As shown previously, (27) is true for weak target signature vectors. However, it should be noted that (27) is also true if the energy of total signature vectors is much larger than that of noise, i.e., for . In this case, which implies that dominates and
As a result of (29), (28) is also true for the case of weak target signature vector as described by (26). It's worth noting that a similar idea to (29) was also proposed in [9] . In addition to the advantage that no prior information is required for signature vectors and , two more advantages can be gained by using (28). One is that the detection capability of the weak target signature can be significantly improved since the matched filter is applied after the interference/undesired signature vectors are removed. A second advantage is that no matrix inversion is needed for . This is in contrast to adaptive filter methods that require inversion of the correlation matrix, based on the sample matrix inversion (SMI) algorithm.
In practical applications, the probability distributions governing are not known. Consequently, the statistical correlation matrices used in the above derivations are not available but must be estimated by the sample correlation matrix , where is a sequence of observation vectors. Let be the weighted sum of the bands in the th observation vector given by , and where are the noise processes. Substituting into (27) yields a sample version of noise subspace projection operator, , given by (30)
VII. EXPERIMENTAL RESULTS
Three experiments are conducted in this section. The first experiment used computer simulations to verify the superiority of the NSP approach. The second experiment used an airborne visible infrared imaging spectrometer (AVIRIS) image to demonstrate that the classifier resulting from the NSP approach outperforms the OSP classifier in [2] and an adaptive filter using the SMI method. The third experiment shows the impressive subpixel detection capability of the NSP operator, which cannot be accomplished by the OSP operator in [2] .
A. Experiment 1 (Computer Simulations)
In this experiment, we use the Field Spectrometer System (FSS) data with 60 spectral bands [17] . The major parameters Table I . Since bands corresponding to the water absorption regions have no useful energy, they are removed prior to processing so that only 56 bands are of interest in this study. Let the number of materials and be a spectral abundance vector corresponding to a signature vector with as the desired signature and as its associated spectral abundance.
is the undesired signature vector. Each data set contains three signatures from five materials listed in Table II . Data set 1 contains three distinct signatures, as shown in Fig. 1(a) , where spring wheat is designated as the desired signature and oats, summer fallow are undesired signatures. Data set 2, shown in Fig. 1(b) , contains summer fallow and two signatures with similar spectral reflectances, spring wheat and native grass with native grass selected as the desired signature. Data set 3 contains spring wheat, grain sorghum, and native grass, whose spectral reflectances are nearly indistinguishable, as shown in Fig. 1(c) , with native grass chosen as the desired signature. All three data sets are simulated, based on ground truth, and 100 pixels are simulated, as given in Table III . Each pixel contains three different signatures with various spectral reflectance abundances. The 100 pixels are divided equally into five classes, each of which contains 20 pixels. The 20 pixels in each class contain the same amount of signature abundance. For example, the pixels in the first class contain 1% abundance of the desired signature and 49.5% for each of the two undesired signatures. In addition to these three signatures, three white Gaussian noises were also simulated and added to each pixel to generate two SINR's, 50:1 and 30:1, respectively, and where the SINR was the same as the SINR defined in [2] .
Three methods are evaluated in this experiment.
1) The proposed NSP operator, given by (30).
2) The OSP operator, given by (20).
3) The SMI method given by . The latter includes the calculation of direct inverting , which is estimated from 100 samples. Figs. 2-4 are generated by these three methods, based on the above three data sets for SINR 50:1 and 30:1. The outputs are normalized by . As we can see in these figures, the SMI produced the worst performance, while the NSP operator yields the best results. It is interesting to note that unlike the OSP and SMI methods, the normalized output in the NSP approach produces negative values with zero mean. This is due to the way we simulate the data sets. However, if we shift all curves by an amount, referred to as a bias calculated by the variance of the projected noise , the results would be similar to those produced by the OSP and SMI methods.
B. Experiment 2
In this experiment, we use the same 158-band AVIRIS data set as in [2] , Fig. 5 is a subsection of this AVIRIS scene of the Lunar Crater Volcanic Field (LCVF) located in Northern Nye County, NV. Unlike [2] , where the signatures were known and taken from [18] , including undesired signatures, the NSP operator estimates the desired signatures from the areas in which they reside, and then the estimated signatures are used to classify various materials. In order to compare the performance of the NSP approach relative to the OSP and SMI methods, we conduct the same experiments done in [2] . Figs. 6-8 show results from the NSP, OSP, and SMI methods, respectively. The NSP generates the best results, while the SMI method produces the worst performance. Comparing  Fig. 6(a)-(d) to Fig. 7(a)-(d) , considerable improvements are evident, particularly in Fig. 6(a) , (c), and (d), the background is cleared and the undesired signatures are nulled out. Also, the desired signatures in Fig. 6(a) , (c), and (d) are more salient than those in Fig. 7(a) , (c), and (d).
C. Experiment 3
The data set used in this experiment is a June 1992 AVIRIS data set of a mixed agriculture/forestry landscape in the Indian Pine Test Site (IPTS) in northwestern Indiana provided by Prof. Landgrebe and Prof. Biehl from the Purdue University School of Electrical Engineering [19] . It contains nine images, as shown in Fig. 9 , of size 145 145 pixels from nine of the 200 spectral bands, as indicated in Table IV . Fig. 10 is a map, which provides the ground truth of Fig. 9 . As we can see in Fig. 9 , the United States Highways 52 and 231 in the top of the right corner are barely visible. Three additional roads (one is across the top from east to west, another is a TABLE IV  THE BAND DESCRIPTION OF THE EXPERIMENT 3 north-southbound West Road, and the third road crosses from southeast to northwest) are almost invisible in the image.
Since there is no prior knowledge of the signatures of roads and the background available from the image in Fig. 9 , the OSP method cannot be applied. However, estimates of the signatures of these three roads are possible. For this example, we select six pixels from a visible portion of the road across from east to west, then find these six corresponding pixels in all nine bands and average them. The averaged six pixels were used as the estimate of the desired target signature for Highways 52, 231, and the three roads. Finally, the NSP operator (30) was applied to the image in Fig. 9 to produce the image given by Fig. 11 . This image clearly shows the two highways and three roads. In this experiment, it was noted that a road near the right boundary of the image in Fig. 11 , which connects the United States highways and the country road across from southeast to northwest is picked up in Fig. 11 , but is not visible in Fig. 9 nor shown in the map (Fig. 10) . However, it does exist when we examine all nine spectral images in Fig. 9 carefully. The selection of pixels to estimate the desired signatures is not unique. Several areas, for example, areas on the north-southbound west road and the road crossing from southeast to northwest, were tried and produced nearly the same results.
In addition to extracting roads, some other areas with the same estimated signature are also extracted in the image, such as a substation shown in the top of the left corner.
This experiment demonstrates a potential application of the proposed NSP approach for the detection of weak target signatures in an unknown background.
VIII. CONCLUSION
In this paper, a noise subspace projection (NSP) is presented. The resultant NSP operator can be designed as a classifier or a subpixel detector to detect and extract target signatures in an unknown background. The advantages of the NSP operator are 1) that no prior knowledge of signatures and background is required and 2) implementation does not require matrix inversion. The former can be estimated from observations and the latter is done by simply inverting the eigenvalues of the correlation matrix. The proposed NSP approach offers an attractive alternative method for subpixel target detection and scene pixel classification in high data dimensionality, hyperspectral imagery.
