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Abstract
Most elementary numerical schemes found useful for solving classical trajectory problems are
canonical transformations. This fact should be make more widely known among teachers of com-
putational physics and Hamiltonian mechanics. It is very surprising that in order to solve a simple
second-order differential equation, one has to invoke the deepest part, the Poissonian formulation,
of classical mechanics. From the perspective of advanced mechanics, there are no bewildering num-
ber of seemingly arbitrary elementary schemes based on Taylor’s expansion. There are only two
canonical second-order algorithms, on the basis of which one can build numerical schemes of any
order.
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I. INTRODUCTION
More than 30 years ago, there was a flurry of discussion in this journal detailing the
merits of various elementary numerical schemes for solving particle trajectories in classical
mechanics.1–4 The focus was on solving Newton’s equation-of-motion as a second-order dif-
ferential equation. The effectiveness of these numerical schemes were not well understood
in that seemingly slight changes in the algorithm, without altering the order of the Taylor
expansion, can drastically change the stability of the algorithm. The history of each numer-
ical scheme, especially that of Cromer,1 seems to suggest that good algorithms are just a
matter of accidental discovery or personal insights. There does not seem to be order and
structure to the study of numerical methods, only endless Taylor expansions with arbitrary
term arrangements.
This impression is incorrect. Without exception, all elementary algorithms that have
been found useful in solving Newton’s equation-of-motion, such as Cromer, velocity-Verlet,
leap-frog, etc., are all canonical transformations, or in modern terms, symplectic integrators.
All can be derived systematically from a single, unifying idea of Poisson’s equation-of-motion
via Lie series (or transforms). There is no arbitrariness at all. There are only two standard,
literally “canonical”, first and second-order algorithms, out of which nearly all low order
algorithms can be built. While this “modern synthesis” has been known for some time in
the literature, it has yet to impact the teaching of computational physics at the secondary
or undergraduate level. The purpose of this article is to make it clear, that even the most
elementary numerical algorithms, are deeply rooted in advanced mechanics. Knowing this
synthesis will therefore enrich both the teaching of computational physics5 and advanced
mechanics.6
The topic of symplectic integrators has been reviewed in this journal by Donnelly and
Rogers.7 They begin their discussion directly with the symplectic form of Hamilton’s equa-
tions and give the impression that symplectic integrators are mostly a modern invention
from the 1990’s. This work will provide a more measured and historical introduction, em-
phasizing the fact that low-order algorithms have always existed and are as old as canonical
transformations themselves. Also, both Donnelly and Rogers7 and Timberlake and Hasbun5
have cited Liouville’s theorem as the basic explanation of a symplectic integrator’s stability.
While this explanation is correct, it is not the a priori reason why a numerical scheme is
2
stable. The stability of any numerical scheme, symplectic or not, can be explained entirely
in terms of its own error propagation, without any external references to Hamiltonian me-
chanics or Liouville’s theorem. This distinction will be clarified in Section III. Moreover,
how Liouville’s theorem, a consequence of the continuum time Hamiltonian mechanics, is
preserved by discrete time algorithms, can be best understood as due to the sequentual up-
dating of conjugate variables, an often overlooked property of canonical transformations.
Thus the stability of symplectic integrators is ultimately due to the simple (and seemingly
tautological) fact that they are canonical transformations.
In order to make this work self-contain, and accesssible to undergraduates, I begin in
Section II with a review of the four fundamental formulations of classical mechanics. The
purpose here is to provide an outline of key ideas so that the reader can see the whole
picture and encourage he/she to read up more on advanced mechanics. As we will see, each
formulation of classical mechanics provides a distinctive basis for approximating the exact
trajectory numerically. Canonical transformations are discuss in Section IV, from which two
fundamental first-order and second-order algorithms are derived. Lie operators are defined
via Poisson brackets in Section V and various elementary algorithms are systematically
derived using Lie series/transforms. Section VI characterizes the error of each symplectic
integrator precisely in terms of its modified Hamiltonian. Section VII describes ways of
constructing fourth and higher order symplectic integrators, some with purely positive time
steps. Section VIII describe higher-order non-symplectic, Runge-Kutta-Nystro¨m (RKN)
schemes. The reason to revisit non-symplectic schemes at higher order is that the number of
force-evaluations required for an nth-order symplectic integrator proliferates exponentially
as ∼ 2n. By contrast, the growth for RKN algorithms at high-order is only ∼ n2. Thus
at higher-order, it maybe more efficient to use RKN schemes. Section IX summarizes key
conclusions of this article.
II. THE FOUR FORMULATIONS OF CLASSICAL MECHANICS
Newton’s second law is the physical principle by which we understand the motion of
classical particles. However, there are many ways in which this principle can be formulated
mathematically. The first is the Newtonian formulation, where the equation-of-motion is
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the text-book equation:
mx¨i = Fi. (2.1)
This is the basis for most elementary discussions of numerical methods. For a conservative
system, with momenta and forces given by
pi = mx˙i and Fi = −∂V
∂xi
, (2.2)
the above can be recasted closer to Newton’s original formulation:
p˙i = −∂V
∂xi
. (2.3)
In the following, we will consider only potential functions of the coordinates. (For cases
where V is explicitly time- or velocity-dependent, see references cited in Section IX.)
The second formulation is Lagrangian. Here, particle positions are first generalized to
generalized coordinates qi, such as angles, to automatically satisfy constraints. The physical
trajectory between time t1 and t2 is taken to be the one which renders the action integral
S =
∫ t2
t1
L(qi(t), q˙i(t))dt, (2.4)
stationary, with the Lagrangian function given by
L =
1
2
m
n∑
i=1
q˙2i − V (qi). (2.5)
In terms of the generalize momentum defined by
pi =
∂L
∂q˙i
, (2.6)
the stationary condition yields the Euler-Lagrangian equation
p˙i =
∂L
∂qi
, (2.7)
which is Newton’s second law viewed from a more global perspective. The importance
of the Lagrangian formulation, from a purely classical perspective, is the introduction of
constraint-satisfying generalized-coordinate qi and its conjugate generalized momentum pi.
The third, Hamiltonian formulation, elevates the generalized momentum (2.6) as a sepa-
rate and independent degree of freedom, no longer enslaved to the generalize coordinate as
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its time-derivative. Thus starting from the Lagrangian (2.5), one defines pi as in (2.6) and
replaces all references to q˙i by pi in the Hamiltonian function
H(p, q)=
n∑
i=1
piq˙i − L(qi, q˙i),
=
1
2m
n∑
i=1
p2i + V (qi). (2.8)
The dynamics is then given by Hamilton’s equations,
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
. (2.9)
Note that Hamilton’s equations are generally not the same as reducing a second-order differ-
ential equation to a pair of first-order equations. In more complicated cases, the generalized
momentum need not be simply proportional to the time derivative of the generalized coor-
dinate.
Just as some problems are easier to solve by use of spherical coordinates rather Cartesian
coordinates, some dynamical problems are easier to solve by transformations that completely
mix up the n generalize momenta pi and the n generalize coordinates qi. In order for these
transformed variables to solve the same dynamical problem, they must obey Hamilton’s
equation with respect to the Hamiltonian of the transformed variables. Transformations
that can do this are called canonical. Canonical transformations make full use of the 2n
degrees-of-freedom of Hamiltonian dynamics and are the fundamental building blocks of
symplectic integrators.
The Poissonian formulation of mechanics expresses the dynamics of a system via Poisson
brackets, which are the same for all canonically transformed variables. The Poissonian
formulation is therefore independent of any particular choice of generalized coordinates and
momenta, as long as they are canonically related. This formulation thus reflects the intrinsic
reality of the dynamics, irrespective of its mode of description.
For any dynamical variable W (qi, pi), the fundamental Poisson equation governing its
evolution is
d
dt
W (qi, pi) =
n∑
i=1
(∂W
∂qi
∂qi
∂t
+
∂W
∂pi
∂pi
∂t
)
,
=
n∑
i=1
(∂W
∂qi
∂H
∂pi
− ∂W
∂pi
∂H
∂qi
)
≡ {W,H}, (2.10)
where Hamilton’s equations (2.9) have been used to obtain the second line. The last equality
defines the Poisson bracket of W and H .
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III. STABILITY OF NUMERICAL ALGORITHMS
For simplicity, let’s start with a one-dimensional problem with only a spatial-dependent
potential V (x). In this case one has Newton’s second law in text-book form (2.1). Through
out this work, we will let x˙ and x¨ denote the kinematic velocity and acceleration and reserve
the symbol v and a for denoting
v ≡ p
m
and a(x) ≡ F (x)
m
. (3.1)
(This distinction is important. In the Newtonian case, when the momentum p is defined as
p = mx˙, then one recovers that v = x˙. When p is not so simply given, as in the Hamiltonian
formulation, v will no longer be just x˙.) In the Newtonian formulation, (2.1) suggests that
dynamics is just a matter of solving the second-order differential equation:
x¨ = a(x) (3.2)
which can be decoupled into a pair of equations
x˙ = v and v˙ = a(x). (3.3)
If xn and vn are the values at t = n∆t, then a truncation of Taylor’s expansion to first order
in ∆t,
x(t +∆t) = x(t) + x˙(t)∆t+O(∆t2)
yields the Euler algorithm
xn+1 = xn + vn∆t, vn+1 = vn + an∆t, (3.4)
where an = a(xn). If an is not a constant, this algorithm is unstable for any ∆t, no matter
how small. Let’s see why. Let xn = x˜n + ǫn and vn = v˜n + δn, where x˜n are v˜n are the
exact values at time step n, and ǫn and δn are the errors of the algorithmic values xn and
vn respectively. For a general one-step algorithm,
xn+1 = xn+1(xn, vn), vn+1 = vn+1(xn, vn), (3.5)
and therefore
x˜n+1 + ǫn+1 = xn+1(xn + ǫn, vn + δn)
= xn+1(xn, vn) +
∂xn+1(xn, vn)
∂xn
ǫn +
∂xn+1(xn, vn)
∂vn
δn + · · · . (3.6)
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If the numerical scheme is exact, then xn+1(xn, vn) = x˜n+1. If not, the difference is the
truncation error of the algorithm. For a first-order algorithm, the truncation error would
be O(∆t2). Let’s ignore this systematic error of the algorithm and concentrate on how the
errors propagate from one step to the next. Doing the same analysis for vn+1 then yields
 ǫn+1
δn+1

 =M

 ǫn
δn

 , (3.7)
where the errors propagation matrix
M =


∂xn+1
∂xn
∂xn+1
∂vn
∂vn+1
∂xn
∂vn+1
∂vn

 ≡ ∂(xn+1, vn+1)
∂(xn, vn)
, (3.8)
is identical to the Jacobian matrix for the transformation of variables (xn, vn) to variables
(xn+1, vn+1). For the harmonic oscillator, the transformation (xn, vn)→ (xn+1, vn+1) is linear
in {xn, vn} and M is a constant matrix. Hence,
 ǫn
δn

 =Mn

 ǫ0
δ0

 =

S−1

 λ1 0
0 λ2

S


n ǫ0
δ0

 ,
= S−1

 λn1 0
0 λn2

S

 ǫ0
δ0

 , (3.9)
whereM has been diagonalized with eigenvalues λ1 and λ2. Thus the errors of the algorithm
grows exponentially with the modulus of the eigenvalues. Since M is a 2 × 2 matrix, the
eigenvalues are solutions to a quadratic equation given by
λ1,2 =
T
2
±
√(
T
2
)2
−D, (3.10)
where T and D are the trace and determinant of M respectively. If the eigenvalues are
complex, then they must be complex conjugates of each other, λ2 = λ
∗
1, with the same
modulus λ =
√
λ1λ2. But λ1λ2 = detM , thus, the error will not grow, i.e., the algorthm
will be stable, only if it has unit modulus, or detM = 1. In this case, one can rewrite (3.10)
as
λ1,2 =
T
2
± i
√
1−
(
T
2
)2
= cos θ ± i sin θ = e±iθ, (3.11)
where one has defined cos θ = T/2, which is possible whenever |T/2| ≤ 1. At larger ∆t,
when |T/2| ≥ 1, the eigenvalues then become real. Since λ1λ2 = detM = 1, one eigenvalue
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must have modulus greater than one and the algorithm then becomes unstable. Thus one
can conclude that: 1) an algorithm can be stable only if detM = 1, and 2) the range of
stability is given by |T/2| ≤ 1. Let’s examine the stability of Euler’s algorithm (3.4) in this
light.
For the harmonic oscillator, an = −ω2xn, where ω2 = k/m. The Jacobian, or the error-
propagation matrix for the Euler algorithm is
M =

 1 ∆t
−ω2∆t 1

 , (3.12)
with detM = 1 + ω2∆t2 and complex eigenvalues having modulus |λ| =
√
1 + ω2∆t2 > 1.
Thus the algorithm is unstable at any finite ∆t, no matter how small.
By constrast, the “Cromer” algorithm,1 corresponding to
vn+1 = vn + an∆t, xn+1 = xn + vn+1∆t, (3.13)
when applied to the harmonic oscillator, has the Jacobian matrix
M =

 1− ω2∆t2 ∆t
−ω2∆t 1

 . (3.14)
This seemingly minor change now gives detM = 1. In contrast to the Euler algorithm, this
algorithm uses the updated vn+1 to compute the new xn+1. Since here T/2 = 1− ω2∆t2/2,
when ∆t increases from zero, the algorithm is stable as the two eigenvalues e±iθ starting out
both equal to 1 at θ = 0 and race above and below the unit complex circle until both are
equal to -1 at θ = π. This point defines the largest ∆t for which the algorithm is stable:
1 − ω2∆t2/2 = −1, or ∆t = 2/ω, which is nearly a third of the harmonic oscillator period
P = 2π/ω. For ∆t greater than this, T/2 < −1, the eigenvalue T/2 −
√
(T/2)2 − 1 from
(3.10) will have magnitude greater than 1 and the algorithm is then unstable.
In the general case where M is no longer a constant, Cromer’s algorithm maintains
detM = 1 for an arbitrary a(x) and is always stable at a sufficiently small ∆t. The key to
this alogrithm’s stablity is its sequentual updating, which means that (3.13) can be viewed
as a product of two transformations. The first, updating only vn, is the transformation
v∗n+1 = vn + an∆t, x
∗
n+1 = xn with M =

 1 0
a′(xn)∆t 1

 . (3.15)
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The second, updating only xn, is the transformation
vn+1 = v
∗
n+1, xn+1 = x
∗
n+1 + v
∗
n+1∆t with M =

 1 ∆t
0 1

 . (3.16)
Since each Jacobian matrix obviously has detM = 1, their product is guaranteed to have
detM = 1. In the harmonic oscillator example, we have indeed
 1 ∆t
0 1



 1 0
−ω2∆t 1

 =

 1− ω2∆t2 ∆t
−ω2∆t 1

 . (3.17)
This sequentual updating of conjugate variables x and v, guaranteeing detM = 1, which
is Liouville’s theorem, is a hallmark of symplectic integrators. We will see how this arises
naturally in the context of canonical transformations.
IV. CANONICAL TRANSFORMATIONS AND STABILITY
Each formulation of classical mechanics provides a different basis for deriving numerical
algorithms for solving classical dyanamics. The Newtonian formulation is the basis for
Runge-Kutta type schemes, which seeks to match the Taylor expansion of the exact solution
by repeated evaluations of the force at various spatial and temporal intervals. This type of
algorithms, which can be very accurate at high orders, has no simple way of guaranteeing
detM = 1, and is therefore ultimately unstable after a long time.
The Lagrangian formulation give rises to variational integrators,8 obtained by first approx-
imating the action integral (2.4) by quadratures, then by applying the stationary condition
to discretized coordinates. The derivation of variational integrators is more involved, higher
order integrators are more difficult to obtain, may not be explicit, and for solving classical
dynamics problems, do not best symplectic integrators described below. We will therefore
not discuss variational integrators in this work. Interest readers can consult Ref.8.
The Hamiltonian formulation is the fundamental arena for developing robust numerical
algorithm because of its key idea of canonical transformations. For the standard Hamiltonian
H(qi, pi) =
n∑
i=1
p2i
2m
+ V (qi), (4.1)
a canonical transformation (qi, pi) → (Qi, Pi) is a transformation such that Hamilton’s
equations are preserved for the new variables
Q˙i =
∂K
∂Pi
, P˙i = − ∂K
∂Qi
, (4.2)
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with respect to the transformed Hamiltonian K(Qi, Pi) = H(qi, pi). Surprisingly, this seem-
ingly difficulty task can be easily accomplished through the use of generating functions. In
general, there are four types of generating functions9,10, F1(qi, Qi), F2(qi, Pi), F3(pi, Qi), F4(pi, Pi).
For our purpose, we will only need to use F2 and F3 without any explicit time-dependence.
The tranformation equations that preserves (4.2) are given by
pi =
∂F2(qi, Pi)
∂qi
, Qi =
∂F2(qi, Pi)
∂Pi
, (4.3)
and
qi = −∂F3(pi, Qi)
∂pi
, Pi = −∂F3(pi, Qi)
∂Qi
. (4.4)
Consider the case of F2, Eq.(4.3). The first equation is an implicit equation for determining
Pi in terms of qi and pi. The second, is an explicit equation for determining Qi in terms
of qi and the updated Pi. This then can be naturally interpreted as a sequence of two
transformations. The first equation is the transformation (qi, pi)→ (q∗i , p∗i ) according to
pi =
∂F2(qi, p
∗
i )
∂qi
, q∗i = qi, (4.5)
with
detM1 = det
(∂q∗i , ∂p
∗
i )
(∂qi, ∂pi)
= det
(∂p∗i )
(∂pi)
.
The second equation is the transformation (q∗i , p
∗
i )→ (Qi, Pi) according to
Pi = p
∗
i , Qi =
∂F2(q
∗
i , Pi)
∂Pi
, (4.6)
with
detM2 = det
(∂Qi, ∂Pi)
(∂q∗i , ∂p
∗
i )
= det
(∂Qi)
(∂q∗i )
.
The determinant of this two transformations is then
detM = detM2 detM1 = det
(∂Qi)
(∂q∗i )
det
(∂p∗i )
(∂pi)
= det
(∂Qi)
(∂qi)
/ det
(∂pi)
(∂Pi)
= 1.
The last equality follows from (4.3), since ∂Qi/∂qi = ∂pi/∂Pi. Similarly for F3. This is es-
sentially Landau and Lifshitz’s proof,10 but with the sequential nature of the updating made
explicit. Thus a stable algorithm for evolving the system forward in time must necessarily
be a canonical transformation.
In Hamiltonian mechanics, it is well known that the Hamiltonian is the infinitesimal
generator of time evolution.9,10 What is not realized for a long time is that even when
10
the Hamiltonian is used as a finite time generator, the resulting canonical transformation,
through no longer exact in evolving the system forward in time, remained an excellent
numerical algorithm. Let’s take
F2(qi, Pi) =
n∑
i=1
qiPi +∆tH(qi, Pi) (4.7)
where H(qi, pi) is given by (4.1). For this generating function, ∆t is simply an arbitrary
parameter, need not be small. The transformation equations (4.3) then give,
Pi = pi −∆t∂V (qi)
∂qi
, Qi = qi +∆t
Pi
m
(4.8)
If one regards (Qi, Pi) as (qi, pi) at a time-step ∆t later, then the above is precisely Cromer’s
algorithm. The transformation (4.8) is canonical regardless of the size of ∆t, but it is an
accurate scheme for evolving the system forward in time only when ∆t is small. Similarly,
taking
F3(pi, Qi) = −
n∑
i=1
piQi +∆tH(Qi, pi) (4.9)
gives the other canonical algorithm
Qi = qi +∆t
pi
m
, Pi = pi −∆t∂V (Qi)
∂Qi
, (4.10)
which is Stanley’s second LPA algorithm.4 These two are the canonical (literally and tech-
nically), first-order algorithms for solving classical dynamic problems. For uniformity, we
will refer to (4.8) and (4.10) as algorithm 1A and 1B respectively. In algorithm 1A, the
momentum is updated first and the updated momentum is used to update the coordinate.
In algorithm 1B, the coordinate is updated first, and the updated coordinate is used to com-
pute the force to update the momentum. This sequentual, alternating updating of conjugate
variables, as we have shown, and will see again in Section V, is a fundamental characteristic
of symplectic integrators.
When these two algorithms are iterated, they are structurally identical to the leap-frog
algorithm. The only difference is that, in leap-frog, each updating of pi or qi is viewed as
happening in sequence, at different time. Here, pi and qi are regarded as being updated at the
same time. After each updating of pi and qi, leap-frog views them as out of synchronization
by a time step. For canonical algorithms, they are synchronized. This affects the evaluation
of the energy, which requires the evaluation of pi and qi at the same time. On this basis,
canonical algorithms are superior to leap-frog algorithms in conserving the energy.
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Moreover, one can compute exactly how these two algorithms conserve the energy. They
are respectively,
H ′1A =
n∑
i=1
P 2i
2m
+ V (Qi),
=
n∑
i=1
(pi −∆t∂iV )2
2m
+ V (qi +
∆t
m
[pi −∆t∂iV ]),
=
n∑
i=1
p2i
2m
+ V (qi)−
n∑
i=1
∆t2
2m
(∂iV )
2 +
n∑
i=1
n∑
j=1
∆t2
2m2
pipj∂i∂jV +O(∆t
3), (4.11)
H ′1B =
n∑
i=1
(pi −∆t∂iV (qi +∆tpi/m))2
2m
+ V (qi +∆tpi/m),
=
n∑
i=1
p2i
2m
+ V (qi) +
n∑
i=1
∆t2
2m
(∂iV )
2 −
n∑
i=1
n∑
j=1
∆t2
2m2
pipj∂i∂jV +O(∆t
3) (4.12)
and have precisely the opposite O(∆t2) local truncation error. (The global truncation error
at any t = n∆t is one power of ∆t less and is given very simply by the method in Section VI.)
By averaging these two algorithm, one would obtain a second-order Runge-Kutta algorithm:
Qi = qi +∆t
pi
m
− ∆t
2
2m
∂iV (qi)
Pi = pi − ∆t
2
(
∂iV (qi) + ∂iV (qi +∆tpi/m)
)
. (4.13)
The disadvantages of this scheme are two: First, one must evaluate the force twice. Second,
one no longer has detM = 1. A better choice is to apply 1A then 1B, each at ∆t/2. The
leading energy error will also cancel but the algorithm remains canonical with detM = 1.
Let’s denote this algorithm as 2A:
v1 = v0 +
1
2
∆ta0,
q1 = q0 +∆tv1,
v2 = v1 +
1
2
∆ta1. (4.14)
The alternative choice of applying 1B first then 1A will be denoted as 2B:
q1 = q0 +
1
2
∆tv0,
v1 = v0 +∆ta1,
q2 = q1 +
1
2
∆tv1. (4.15)
In both cases, the last step of the first algorithm and the first step of the second algorithm
have been combined into the central step as shown. Again, we have defined here v ≡ p/m
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and ai = a(qi) ≡ F(qi)/m. The initial values are denoted by q0 and v0 and the final values
are last numbered q and v. Each algorithm only requires one evaluation of the force.
The sequentual steps of algorithms 2A and 2B can be directly translated into program-
ming lines and there is no need to combine them. However, for comparison, steps in 2A can
be combined to give
q1 = q0 +∆tv0 +
1
2
∆t2a0, (4.16)
v2 = v0 +
1
2
∆t(a0 + a1), (4.17)
which is just the velocity-Verlet algorithm, or Stanley’s second-order Taylor approximation,
STA.4 Note that the acceleration computed at the end, a1, can be reused as a0 at the start
of the next iteration. Thus only one force-evaluation is needed. Algorithm 2B is referred to
as the position-Verlet algorithm, which corresponds to Stanley’s STA′ algorithm. These two
canonical second-order algorithms were known before Stanley’s time, but were unrecognized
as canonical transformations among a host of other similarly looking algorithms.4
These two second-order schemes are not only more accurate than the two canonical first-
order algorithms, they are also more correct qualitatively in that they are time-reversible,
i.e., if ∆t→ −∆t at any time, then each algorithm will retrace its steps back to the starting
point. This is not true of first-order algorithms. Thus the qualitative behaviors of first-order
algorithms are not representative of the exact solution, and there is no reason to use them
in place of the above second-order algorithms, which also use only one-force evaluation.
In this Section, we have shown that the stability of elementary algorithms is fundamen-
tally due to the fact they are canonical transformations. However, it is not easy to derive
higher order canonical transformations by use of generator functions. To do this simply, we
need the final formulation of mechanics.
V. POISSONIAN MECHANICS AND LIE TRANSFORMS
For any dyanmical function S(qi, pi), we can define
11 an associated Lie operator Sˆ via
the Poisson bracket
Sˆ = {·, S} ≡
n∑
i=1
( ∂S
∂pi
∂
∂qi
− ∂S
∂qi
∂
∂pi
)
, (5.1)
13
that is, when Sˆ acts on any other dynamical function W (qi, pi), its effect is
SˆW = {W,S} ≡
n∑
i=1
( ∂S
∂pi
∂
∂qi
− ∂S
∂qi
∂
∂pi
)
W. (5.2)
(For this discusion, it is important to use intuitive and transparent notations. The direct
use9 of {·, S} leads to unwieldy expression for powers of Sˆ as ...{{{{·, S}, S}, S}, S}... The
old time typographical notation12 of “:S:” is unfamiliar to modern readers. The use of
“LS” or “DS” to denote a Lie operator is redundant, with the symbol “L” or “D” serving
no purpose. In this work, we eschew these three conventions and follow the more familiar
practice of quantum mechanics in denoting a Lie operator with a “caret” over its defining
function, Sˆ. Also, it is essential to define Sˆ = {·, S}, and not Sˆ = {S, ·}, otherwise one gets
a confusing negative sign for moving forward in time.)
The importance of introducing Lie operators is that the exponential of any Lie operator,
called a Lie transform, defined by the infinite Lie series,
TS = e
ǫSˆ = 1 + ǫSˆ +
1
2!
+ ǫ2Sˆ2 +
1
3!
ǫ3Sˆ3 + · · · , (5.3)
produces an explicit canonical transformation11 via
Qi = e
ǫSˆqi, Pi = e
ǫSˆpi. (5.4)
The small parameter ǫ is introduced to guarantee the series’ convergence to the exponential
function. In this work, the exponentiated operator can be defined directly and this series
expansion is just a formal tool.
To show that (5.4) is a canonical transformation, we can characterize the canonical nature
of the conjugate variables by their fundamental Poisson brackets:
{qi, qj} = 0, {pi, pj} = 0, {qi, pj} = δij . (5.5)
It then follows that the only vanishing Poisson bracket for the transformed variable is
{Qi, Pj} = {eǫSˆqi, eǫSˆpi} = eǫSˆ{qi, pi} = eǫSˆδij = δij, (5.6)
and therefore canonical.11 Since Lie operators are first-order differential operators, Lie trans-
forms satisfy
{eǫSˆqi, eǫSˆpi} = eǫSˆ{qi, pi}.
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This would not be true if the Lie series (5.3) were truncated at any order. The last equality
in (5.6) follows since δij is a constant, and all series terms of e
ǫSˆ acting on it will vanish
except the first term, which is 1.
The most important Lie operator is the Hamiltonian operator
Hˆ =
∑
i
(pi
m
∂
∂qi
+ Fi
∂
∂pi
)
, (5.7)
which we can write compactly as
Hˆ = Tˆ + Vˆ
= v · ∂
∂q
+ a(q) · ∂
∂v
. (5.8)
For H not explicitly dependent on time, Poisson’s dynamical equation (2.10)
dW
dt
= HˆW = (Tˆ + Vˆ )W, (5.9)
can be integrated to obtain the formal operator solution
W (t) = et(Tˆ+Vˆ )W (0) =
(
e∆t(Tˆ+Vˆ )
)n
W (0) (5.10)
This form of the solution then immediately suggests alternative ways of approximating the
exact trajectory. Since only Lie transforms can yield canonical transformations, one should
approximate the short-time evolution operator e∆t(Tˆ+Vˆ ) by a product of Lie transforms.13,14
This is the process of decomposition, or more intuitively, factorization. The choice of con-
stitutient Lie transforms is suggested by the solution (5.10) itself. Since q and v are inde-
pendent variables,
e∆tTˆW (q,v) = (1 + ∆tv · ∂q + 1
2
∆t2(v · ∂q)2 + · · ·)W (q,v)
= W (q+∆tv,v), (5.11)
the Lie series above is just the Taylor expansion and the Lie transform e∆tTˆ is just a shift
operator that shifts q by ∆tv. Similarly, since
e∆tVˆW (q,v) = W (q,v +∆ta(q)), (5.12)
e∆tVˆ is the shift operator for v. For ∆t small, we can therefore approximate e∆t(Tˆ+Vˆ ) by
T1A(∆t) = e∆tVˆ e∆tTˆ = e∆t(Tˆ+Vˆ ) +O(∆t2). (5.13)
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The order of the error term can be verified by expanding out the Lie series on both sides.
This approximation of the evolution operator then yields the following algorithm for ap-
proximating the trajectory:
e∆tVˆ e∆tTˆW (q,v) = e∆tVˆW (q+∆tv,v)
= W (q+∆t(v +∆ta(q)),v +∆ta(q)). (5.14)
Let q0 = q and v0 = v and the last values be the updated values, then the above corresponds
to the updating
v1 = v0 +∆ta0
q1 = q0 +∆tv1, (5.15)
which is the previously derived algorithm 1A. Note that the variables are updated in the re-
versed order of the applied Lie transforms, i.e., the canonical variables are updated according
to the Lie transforms from left to right. Similarily, the approximation
T1B(∆t) = e∆tTˆ e∆tVˆ = e∆t(Tˆ+Vˆ ) +O(∆t2), (5.16)
yields the algorithm
e∆tTˆ e∆tVˆW (q,v) = e∆tTˆW (q,v +∆ta(q))
= W (q+∆tv,v +∆ta(q +∆tv)). (5.17)
corresponds to
q1 = q0 +∆tv0
v1 = v0 +∆ta1, (5.18)
which is algorithm 1B. Thus, if e∆t(Tˆ+Vˆ ) can be approximated by a product of shift operators
e∆tTˆ and e∆tVˆ via
e∆t(Tˆ+Vˆ ) =
n∏
i=1
eti∆tTˆ evi∆tVˆ , (5.19)
with coefficients {ti, vi} determined to match the LHS to any order in ∆t, then one has
general symplectic integrator for evolving the system forward in time. This reduces the
original problem of Taylor series analysis to an algebraic problem of operator factorization.
Furthermore, this general algebraic approximation of e∆t(Tˆ+Vˆ ) for any two operators Tˆ and
Vˆ , is not restricted to Lie operators of classical mechanics. Thus identical schemes for
decomposing e∆t(Tˆ+Vˆ ) into products of e∆tTˆ and e∆tVˆ can yield equally useful algorithms for
solving quantum mechanical or other physical evolution problems.
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VI. MODIFIED HAMILTONIAN AND TIME-REVERSIBILITY
As in arithmetics, the inverse process of factorization is much more difficult than multi-
plication. However, in order to factorize, one must know something about multiplication.
In the case of operators, the fundamental result of operator multiplication is the Baker-
Campbell-Hausdorff formula,
eAˆeBˆ = eCˆ (6.1)
where
Cˆ = Aˆ+ Bˆ +
1
2
[Aˆ, Bˆ] +
1
12
([Aˆ, [Aˆ, Bˆ]] + [Bˆ, [Bˆ, Aˆ]]) + · · · . (6.2)
Using this, one immediately sees that,
e∆tVˆ e∆tTˆ = e∆tHˆ1A, (6.3)
with
Hˆ1A = Hˆ − 1
2
∆t[Tˆ , Vˆ ] +
1
12
∆t2([Tˆ , [Tˆ , Vˆ ]] + [Vˆ , [Vˆ , Tˆ ]]) · · · . (6.4)
Thus algorithm 1A gives the exact trajectory of the modified Hamiltonian H1A, which ap-
proaches the original Hamiltonian H as ∆t → 0. To find the Hamiltonian function H1A
corresponding to the operator Hˆ1A, we note that
[Tˆ , Vˆ ] W = Tˆ{W,V } − Vˆ {W,T} ,
= {{W,V }, T} − {{W,T}, V } ,
= {W, {V, T}} , (6.5)
where the last equality follows from the Jacobi identity
{{W,V }, T}+ {{T,W}, V }+ {{V, T},W} = 0 .
Hence, there is a left-right order reversal, in going from a Lie commutator to its Poisson
bracket:
[Tˆ , Vˆ ] −→ {V, T} = −{T, V } . (6.6)
Applying this to (6.4) gives,14,15
H1A = H +
1
2
∆t{T, V }+ 1
12
∆t2{T, {T, V }}+ 1
12
∆t2{V, {V, T}}+ . . . . (6.7)
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For the separable Hamiltonian (2.8), one has explicit results (recall that vi ≡ pi/m),
{T, V } = − ∂T
∂pj
∂V
∂qj
= −vjVj = −vmω2q , (6.8)
{T, {T, V }} = −∂T
∂pi
∂{T, V }
∂qi
= viVijvj = mω
2v2 , (6.9)
{V, {V, T}} = ∂V
∂qi
∂{V, T}
∂pi
=
ViVi
m
= mω4q2 , (6.10)
where the last equality is for the 1D harmonic oscillator.
The modified Hamiltonian (6.7) directly gives the algorithm’s global truncation errors
in a closed, analytically form. These errors terms are generally non-separable (with mixed
viVi(qi) terms) and more complicated than the original Hamiltonian. In the case of the 1D
harmonic oscillator, keeping the first-order term in (6.7) gives,
H1A =
1
2
m
(
v2 + ω2q2 −∆tω2vq
)
+O(∆t2). (6.11)
The global truncation error −1
2
m∆tω2vq = 1
2
∆tF (x)v, is surprisingly, just the opposite
of Cromer’s result, his Eq.(15). Larsen2 noted that Cromer’s algorithm exactly conserves
v2 + ω2q2 −∆tω2vq. Keeping higher order terms in (6.7) modifies (6.11) to7,16
H1A =
1
2
m
(
v2 + ω2q2 −∆tω2vq
)
(1 +
1
6
∆t2ω2 +
1
30
∆t4ω4 + · · ·), (6.12)
validating Larsen’s original finding. Similarily, one finds that
H1B =
1
2
m
(
v2 + ω2q2 +∆tω2vq
)
(1 +
1
6
∆t2ω2 +
1
30
∆t4ω4 + · · ·), (6.13)
whose first-order error is opposite in sign to that of 1A, a fact also noted empirically by
Stanley.4 This again suggests that the average algorithm
TAV G(∆t) = 1
2
T1A(∆t) + 1
2
T1B(∆t) (6.14)
would have the error term ∆tω2vq cancelled and achieved the exact conservation of v2+ω2q2!
Unfortunately, averaging destroyed Liouville’s theorem of detM = 1 and the energy actually
increases by a factor of (1 + ω4∆t4/4) = detM after each such iteration.
For these two first-order algorithms, their Hamiltonians are distorted from the original
elliptical form of v2+ω2q2 by the mixed first-order term ∆tω2vq. This is related to the fact
that these two algorithms are not time-reversible. Algorithm 1A cannot retrace its steps
when ran backward in time because
T1A(−∆t)T1A(∆t) = e−∆tVˆ e−∆tTˆ e∆tVˆ e∆tTˆ 6= 1. (6.15)
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Similarly for 1B. This means that these two first-order algorithms are qualitatively different
from the exact solution, despite being symplectic.
We will now show that cancatenating 1A and 1B together will yield a time-reversible
algorithm that is automatically second-order. Let
T2A(∆t) = T1A(∆t/2)T1B(∆t/2) = e∆tVˆ /2e∆tTˆ e∆tVˆ /2 = e∆tHˆ2A(∆t), (6.16)
with Lie transforms that are left-right symmetric. Hence, it is time-reversible
T2A(−∆t)T2A(∆t) = 1. (6.17)
This then strongly constrains its modified Hamiltonian to be
∆tHˆ2A(∆t) = ∆tHˆ +∆t
3Eˆ2 +∆t
5Eˆ4 + · · · , (6.18)
with only even-order error operators Eˆ2, Eˆ4, etc., otherwise, if Hˆ2A(∆t) has any odd-order
error term, then ∆tHˆ2A(∆t) would have a term even in ∆t and
e−∆tHˆ2A(−∆t)e∆tHˆ2A(∆t) 6= 1, (6.19)
contradicting (6.17). Thus any algorithm with left-right symmetric Lie transforms must be
an even-order algorithm, automatically of at least second-order.
The affect of T2A(∆t) on W (q,v) is
e∆tVˆ /2e∆tTˆ e∆tVˆ /2W (q,v) = e∆tVˆ /2W (q+∆tv,v +
∆t
2
a(q+∆tv))
= W
(
q+∆t
[
v +
∆t
2
a(q)
]
,v +
∆t
2
a(q) +
∆t
2
a(q +∆t
[
v +
∆t
2
a(q)
]
)
)
, (6.20)
which translates to algorithm 2A of (4.14). The error operator Eˆ2 is
Eˆ2 =
1
12
(
[Tˆ , [Tˆ , Vˆ ]]− 1
2
[Vˆ , [Vˆ , Tˆ ]]
)
. (6.21)
For the harmonic oscillator, (6.9) and (6.10) give
H2A =
1
2
m
(
[1 +
1
6
ω2∆t2]v2 + [1− 1
12
ω2∆t2]ω2q2
)
+O(∆t4), (6.22)
which now modifies the two quadratic terms with no mixed cross term. The other symplectic
second-order algorithm is,
T2B(∆t) = T1B(∆t/2)T1A(∆t/2) = e∆tTˆ /2e∆tVˆ e∆tTˆ /2 = e∆tHˆ2B(∆t), (6.23)
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which produces algorithm 2B of (4.15). Since this is just 2A with T ↔ V , one has simply,
for the harmonic oscillator,
H2B =
1
2
m
(
[1− 1
12
ω2∆t2]v2 + [1 +
1
6
ω2∆t2]ω2q2
)
+O(∆t4). (6.24)
The average of (6.22) and (6.24) would give,
1
2
(H2A +H2B) =
1
2
m[1 +
1
24
ω2∆t2]
(
v2 + ω2q2
)
+O(∆t4)
which suggest that the error in v2+ω2q2 is now O(∆t4), as also noted by Stanley. Unfortu-
nately, this is not true for more general potentials, and a fourth-order algorithm cannot be
so easily constructed by just averaging.
Summarizing, there are two basic canonical first-order algorithms 1A (5.13) and 1B (5.16).
By averaging, one obtains the non-symplectic, second-order Runge-Kutta algorithm (6.14).
By cancatenating, one obatins the two symplectic second-order algorithms 2A (6.16) and
2B (6.23). As shown in Section IV, all these algorithms can be derived by using generators
of canonical transformations. However, the use of Lie transforms not only vastly simplified
their derivations, but also unmasked each algorithm’s underlying Hamiltonian. As will be
shown in the next section, this is a key breakthrough by which higher order symplectic
integrators can be derived.
VII. HIGHER-ORDER SYMPLECTIC INTEGRATORS
The derivation of the first fourth-order symplectic algorithm in the late 1980’s initiated
the modern development of symplectic integrators. According to Forest,17 the first fourth-
order symplectic integrator was obtained by Ruth in 1985 by numerically solving equations
with hundreds of terms. Forest was able to show that it is a splitting algorithm in 1986.17
However, their lengthy derivation of the algorithm involving a complicated cube root was not
published jointly until 1990.12 Around the same time, many groups, including Campostrini
and Rossi,18 Suzuki,19 Yoshida,20, Candy and Rozmous21 and Bandrauk and Shen,22 have
independently arrived at the same algorithm. However, the earliest published work, is that
of Creutz and Gocksch,23 who learned the the fourth-order algorithm from Campostrini,
provided a simpler derivation, generalized it to higher orders, and publish it in 1989! The
convergence of so many people from different fields, all onto the same algorithm at about
the same time, is remarkable. Here, we follow the simpler derivation of Ref.24.
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From (6.16) and (6.18), one has (where T2 denotes either T2A or T2B)
T2(∆t) = exp(∆tHˆ +∆t3Eˆ2 +∆t5Eˆ4 + · · ·), (7.1)
with only odd powers of ∆t in the exponent. Consider a triple product of this algorithm at
step size ǫ,
T2(ǫ)T2(−sǫ)T2(ǫ) = exp[(2− s)ǫHˆ + (2− s3)ǫ3Eˆ2 +O(ǫ5)]. (7.2)
This algorithm evolves the system forward for time ǫ, backward for time sǫ and forward
again for time ǫ. Since it is manifestly left-right symmetric, and hence time-reversible, its
exponent must consist of terms with only odd powers of ǫ. Moreover, its leading ǫ3 term
can only be due to the sum of ǫ3 terms of each constituent algorithm as indicated, without
any commutator terms. This is because any single-commutator of ǫHˆ , ǫ3Eˆ2, etc., would be
even in ǫ and hence excluded. Any double-commutator would have a minimum of two ǫHˆ
and one ǫ3Eˆ2, which is already fifth order in ǫ.
To obtain a fourth-order algorithm, it is only necessary to eliminate this ǫ3 error term by
choosing
s = 2 1/3 (7.3)
and scale ǫ back to the standard step size by setting ∆t = (2− s)ǫ,
T4(∆t) ≡ T2
( ∆t
2− s
)
T2
(−s∆t
2− s
)
T2
( ∆t
2− s
)
= exp[∆tHˆ +O(∆t5)]. (7.4)
This derivation has no need to solve any cubic equation. This triplet fourth-order symplectic
schemes only require 3 force-evaluations per iteration. The original Ruth-Forest12 algorithm
consisted of substituting the explicite forms of T2A,2B in (7.4) and combined the 2 adjacent
edge Lie transforms into one.
Clearly, this triple-product construction can be repeated to generate arbitrary even-order
algorithms. For example, a sixth-order algorithm can be obtained by taking
T6 ≡ T4
( ∆t
2− s
)
T4
(−s∆t
2− s
)
T4
( ∆t
2− s
)
. (7.5)
and choosing s = 21/5 to eliminate the fifth-order error term in T4. One can then cancatenates
three T6 to give T8 by choosing s = 21/7 etc..
While deriving arbitrary even-order symplectic integrator via the triple product construc-
tion is a fundamental advance, it was soon realized that this method has two disadvantges:
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First, these algorithms have large negative time-steps and large errors. Recall Newton’s
equation of motion: mx¨(t) = F (x(t)). The same trajectory x(t) appears on both sides of
the equation. This means that the force that drives the particle along its trajectory is always
evaluated at the trajectory. The large negative time steps in these algorithms forces the force
to be evaluated farther off the trajectory,25 resulting in larger errors. Also, these operator
factorization schemes with backward time steps cannot be used to solve time-irreversible
problems with a diffusion kernel ∇2, such as in solving the Schro¨dinger equation in imagi-
nary time. Second, this construction is highly uneconomical beyond the fourth-order. The
number of force-evaluations needed at order 2n grows exponentially as 3n−1. It is already
uneconomical at the sixth order, required nine force-evaluations. As we will see later, a
sixth-order Runge-Kutta-Nystro¨m algorithm only requires five force-evaluations.
A more general approach of deriving symplectic integrators is to approximate the short-
time evolution operator directly as a product of Lie transforms, as in (5.19). On can choose
{ti, vi} to be left-right symmetric and determine their values by the order conditions of
the algorithm. Since the order conditions are nonlinear, these cofficients can only be given
numerically. See Yoshida20 for the first sixth-order algorithm, requiring 7 force-evaluations.
Even with the direct use of Lie transforms, each error commutator Eˆ will generate two more
error commutators [Tˆ , Eˆ] and [Vˆ , Eˆ] in the next order. Thus the number of error terms
proliforates as 2n and the number of force evaluations will still grow exponentially as 2n−1.
The only way to stop this exponential growth is to abandon symplectic integrators in favor
of non-symplectic, Runge-Kutta-Nystro¨m type algorithms, which is the topic of the next
Section.
With the general approach of (5.19), it is not possible to eliminate negative time-steps
beyond the second-order. This is because if {ti, vi} were all positive, then there is no way
to cancel sucessive error commutators in (5.19). (In the second-order case, the error term
∆t2[Tˆ , Vˆ ] is automatically eliminated by symmetrization.) Formally, this result has been
proved variously by Sheng,26 Suzuki,27 Goldman and Kaper,28 Blandes and Casas,29 and
Chin30. However, it was observed by Chin31 that, for example,
e
1
6
∆tVˆ e
1
2
∆tTˆ e
2
3
∆tVˆ e
1
2
∆tTˆ e
1
6
∆tVˆ = e∆t(Tˆ+Vˆ )+
∆t3
72
[Vˆ ,[Vˆ ,Tˆ ]]+O(∆t5). (7.6)
If one then moves the double-commutator term [Vˆ , [Vˆ , Tˆ ]] to the LHS symmetrically,
e
1
6
∆tVˆ e
1
2
∆tTˆ e
2
3
∆t(Vˆ−∆t
2
48
[Vˆ ,[Vˆ ,Tˆ ]])e
1
2
∆tTˆ e
1
6
∆tVˆ = e∆t(Tˆ+Vˆ )+O(∆t
5), (7.7)
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the resulting algorithm would be fourth-order. (This operator splitting has also been stated
by Suzuki,32 but not derived.) Since [Vˆ , [Vˆ , Tˆ ]] corresponds to a local function given by
(6.10), the above simply modified the potential at the central step to
V → V − ∆t
2
48
ViVi
m
. (7.8)
This then yields a fourth-order forward time-step algorithm
v1 = v0 +
1
6
∆ta0,
q1 = q0 +
1
2
∆tv1,
v2 = v1 +
2
3
∆t(a1 +
∆t2
48
∇|a1|2),
q2 = q1 +
1
2
∆tv2,
v3 = v2 +
1
6
∆ta2. (7.9)
This is an entirely new type of forward time symplectic algorithm, unanticipated from
classical numerical analysis and has a much smaller error than the backward time step,
Forest-Ruth algorithm (7.2). By using more Lie transforms in (7.6), more accurate forward
fourth-order schemes have been derived in Ref.33 and 34. Unfortunately, it is not possible
to obtain explicit forward time-step algorithm beyond the fourth-order.35 Higher order al-
gorithms would require an additional term in the Hamiltonian which is a mixed product of
momenta and coordinates. Such a term would make the Hamiltonian non-separatable and
difficult to solve.
To reduce the number of force-evaluations at higher orders, we turn now to a different
method of approximating evolution operator e∆t(Tˆ+Vˆ ).
VIII. HIGHER-ORDER RUNGE-KUTTA-NYSTRO¨M ALGORITHMS
The triplet construction of higher order symplectic algorithms is based on eliminating
the errors (7.1) of T2, , via a product of T2’s. However, since
T k2 (∆t/k) = exp(∆tHˆ + k−2∆t3Eˆ2 + k−4∆t5Eˆ4 + · · ·), (8.1)
these higher order errors can alternatively be eliminated by extrapolation. For example, a
fourth-order algorithm can be obtained by the combination
T4(∆t) = 1
3
[
4T 22
(
∆t
2
)
− T2(∆t)
]
, (8.2)
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where the factor 4 cancels the ∆t3 error term and the factor 3 restores the original Hamilto-
nian term ∆tH . Because this is no longer a single product of Lie transforms, the algorithm
is no longer symplectic. Take T2 to be T2A, whose algorithmic form is given by (4.17), then
T 22A(∆t/2) corresponds to iterating that twice at half the step size:
q′1 = q0 +
1
2
∆tv0 +
1
8
∆t2a0, (8.3)
v′2 = v0 +
1
4
∆t(a0 + a1′),
q2 = q
′
1 +
1
2
∆tv′2 +
1
8
∆t2a1′ ,
v3 = v
′
2 +
1
4
∆t(a1′ + a2).
The first two lines are just (4.17) at ∆t/2, and the second two lines simply repeat that with
q′1 and v
′
2 as initial values. Eliminating the intermediate values q
′
1 and v
′
2 gives
q2 = q0 +∆tv0 +
1
4
∆t2(a0 + a1′), (8.4)
v3 = v0 +
1
4
∆t(a0 + 2a1′ + a2). (8.5)
The combination (8.2) then gives
q =
4
3
q2 − 1
3
q1 = q0 +∆tv0 +
∆t2
6
(a0 + 2a1′) ,
v =
4
3
v3 − 1
3
v2 = v0 +
∆t
6
(a0 + 4a1′ + 2a2 − a1) . (8.6)
This appears to required 4 force-evaluations at q0, q
′
1 (8.3), q2 (8.4) and q1 (4.16). However,
the force subtraction above can be combined:
2a2 − a1 = 2a(q2)− a(q1)
= 2a(q1 + δq)− a(q1)
= a(q1) + 2δq · ∇a(q1) +O(δq2)
= a(q1 + 2δq) +O(δq
2). (8.7)
Since
δq = q2 − q1 = ∆t
2
4
(a1′ − a0) ≈ O(∆t3), (8.8)
one then has
2a2 − a1 = a(q0 +∆tv0 + 1
2
∆t2a1′) +O(∆t
6). (8.9)
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Hence, correct to O(∆t4), the two force-evaluations on the LHS can be replaced by just one
force-evaluation and (8.6) reproduces Nystro¨m’s original fourth-order integrator.36,37
There are thus three basic fourth-order algorithm with 3 force-evaluations: backward
time step symplectic algorithms (7.4), forward time step symplectic integrator (7.9) and non-
symplectic Nystro¨m36 algorithm (8.6). From this perspective, symplectic and non-symplectic
algorithms corresponds to approximating the evolution operator as a single product or a
multiple products of Lie transforms.
The extrapolation, or multi-product expansion (8.2) can be generalized to arbitrary even38
or odd39 orders, for example:
T6(ǫ) = 1
24
T2(ǫ)− 16
15
T 22
(
ǫ
2
)
+
81
40
T 32
(
ǫ
3
)
, (8.10)
T8(ǫ) = − 1
360
T2(ǫ) + 16
45
T 22
(
ǫ
2
)
− 729
280
T 32
(
ǫ
3
)
+
1024
315
T 42
(
ǫ
4
)
. (8.11)
For order p =3-6, force subtractions can be combined similarly as above so that the number
of force-evaluation is reduced to p− 1. Most known RNK algorithms37 up to order six can
be derived in this manner. At order p = 7, the number of force-evaluation is 7. At order
p > 7, the number of force-evaluation is greater the p.
IX. CONCLUDING SUMMARY
In this work, we have outlined the “modern synthesis” of numerical algorithms for solving
classical dynamics. There is no arbitrariness at all in the choice of elementary algorithms.
There are only two standard, canonical, and time-reversible second-order algorithms (4.14)
and (4.15), out of which nearly all higher-order symplectic and Runge-Kutta-Nystro¨m algo-
rithms can be derived. The stability of symplectic integrators can be simply understood as
due to their sequentual updating of conjugate variables, which is a fundamental but little
appreciated property of canonical transformations (4.3) and (4.4). It is out of the deepest
part of analytical mechanics, the use the Poissonian formulation and Lie transforms, that
one can most easily understand the structure of symplectic and non-symplectic algorithms.
The former is derived from a single product of Lie transforms while the latter is due to a
sum of products of Lie transforms. From this prospective, it is also easy to see why the for-
mer obeys Liouville’s theorem, and the latter does not. Since these algorithms are splitting
25
approximations of the exact evolution operator, similar algorithms can be derived for solv-
ing quantum mechanical,33 time-dependent force,39 or velocity-dependent magnetic force40
problems.
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