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EVERY ELEMENTARY HIGHER TOPOS HAS A NATURAL NUMBER
OBJECT
NIMA RASEKH
Abstract. We prove that every elementary higher topos has a natural number object. We
achieve this by defining the loop space of the circle and showing that we can construct a natural
number object out of it. Part of the proof involves showing that various definitions of natural
number objects (Lawvere, Freyd and Peano) agree with each other in an elementary higher topos.
Finally, we discuss various applications of natural number objects. In particular, we use it to define
internal sequential colimits in an elementary higher topos.
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Introduction
0.1 Motivation. One of the first results students learn in a standard algebraic topology course
is that π1(S
1) = Z. As a matter of fact we can compute the loop space and show ΩS1 = Z. From
a categorical perspective this result should be surprising. Recall that a loop space is the following
pullback.
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ΩS1 ∗
∗ S1
p
Thus the result is saying that the finite limit of a finite CW-complex (S1 has two cells) is an infinite
CW-complex. Such a thing would never happen in sets. The finite limit of finite sets is always
finite. The implication is that the higher homotopical structure in finite spaces is implicitly infinite
and the loop space construction makes that explicit.
An elementary higher topos is an (∞, 1)-category that generalizes the category of spaces [Ra18b].
However, as the word elementary suggests, it does not have any infinite constructions as part of its
definition. In particular, it only has finite limits and colimits as part of the definition. The goal of
this paper is to show that similar to spaces an elementary higher topos is inherently infinite and
we can recover infinite structures just starting with finite ones, similar to the way we recovered Z
from S1.
Concretely we want to achieve this by proving that every elementary higher topos has a natural
number object. A natural number object gives us a way to make inductive and infinite arguments
using elementary language. For example, in the classical setting of an elementary topos we can use
natural number objects to construct free monoids and other free algebras, without assuming that
any infinite colimits exist [Jo03, Subsection D5.3].
Another motivation for our focus on natural number objects comes from homotopy type theory.
Thanks to work by Shulman we know that we can construct a natural number object in the setting
of homotopy type theory (for an intuitive argument see [Sh17] and for a proof in Coq see [ShGit]).
The connection between homotopy type theory and elementary higher toposes provides another
indication that we can construct natural number objects in an elementary higher topos.
The goal is to combine some ideas from algebraic topology and homotopy type theory to provide
an independent proof that every elementary higher topos has a natural number object.
0.2 Background. Throughout this paper we use elementary higher toposes as defined in [Ra18b].
Moreover, we use complete Segal spaces as our model of (∞, 1)-categories [Ra18a], however the work
here is largely model-independent and can also be stated for quasi-categories. In Section 1, we will
also use some basic observations in classical algebraic topology. Moreover we use results about
natural number objects in elementary toposes [Jo03].
0.3 Notation. Throughout this whole paper E is a fixed elementary higher topos. We denote
the final object in E with 1E. Moreover, we will also denote the circle in E by S
1
E
, whereas the circle
in spaces is simply denoted by S1. This way we avoid any confusion with actual spaces.
0.4 Acknowledgements. I want to thank Egbert Rijke and Mike Shulman for making me aware
that this result holds in homotopy type theory. I want to specially thank Mike Shulman for finding
an error in a previous version of this paper and suggesting an alternative approach that has led to
the correction.
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The Loop Space of the Circle
The goal of this section is to gain a thorough understanding of the loop object of the circle. In
the next section we will use this knowledge to construct natural number objects.
Definition 1.1. Let DA be the category with two objects and two maps which both start and end
with the same objects. Informally we can depict it as
· ·
Definition 1.2. Let S1
E
be the colimit of the final map DA→ E. Informally we can depict it as
1E 1E S
1
E
id1
E
id1
E
iE
Definition 1.3. We define ΩS1
E
as the following pullback
ΩS1
E
1E
1E S
1
E
p
iE
iE
We will prove the following facts about ΩS1
E
.
(1) ΩS1
E
is 0-truncated: Theorem 1.12
(2) ΩS1
E
is an initial algebra: Proposition 1.17
(3) ΩS1
E
is a group object: Theorem 1.20
(4) ΩS1
E
∼=
∐
nΩS
1
E
: Proposition 1.24
In order to prove these we need a better understanding of the object S1
E
. That requires us to
study the concept of descent.
1.1 Descent and the Circle. One of the important concepts that we need in the proof is
descent. It has been mostly studied in the context of a higher topos [Lu09, Section 6.1.3] but also
holds in an elementary higher topos [Ra18b, Theorem 3.20]. We will only review the aspect of
descent we need in the coming proofs.
Let I be a finite higher category. Then the diagonal map ∆I : E → E
I has a left adjoint that
sends each diagram to the colimit colimI : E
I → E. Let F : I → E be a fixed diagram in E. Then
we get a composition map
E
I
/F → E
I → E
We can restrict EI/F to certain natural transformations.
Definition 1.4. A natural transformation G : ∆[1]× I → E is Cartesian if for each map ∆[1]→ I
the restriction map ∆[1]×∆[1]→ E is a pullback square.
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Definition 1.5. Let F : I → E be a diagram in E. We define (EI/F )
Cart as the subcategory of EI/F
generated by all Cartesian natural transformations.
Example 1.6. The identity natural transformation id : F → F is always Cartesian.
Example 1.7. Let F : I → E be the final diagram. This means that F factors through the map
∗ → E that maps the point to the final object in E. In this case a Cartesian diagram G : I → E over
F is a diagram that lifts to a diagram G : I ′ → E. Here I ′ is the groupoidification of the category
I.
The projection map (EI/F )
Cart → E is a right fibration, meaning that it models a contravariant
functor in spaces (for a detailed discussion of right fibrations see [Ra17a]). We are finally in a
position to state the descent condition we need.
Theorem 1.8. The right fibration (EI/F )
Cart → E is representable. Concretely the map id : F → F
is a final object in (EI/F )
Cart. The object F maps to colimIF in E. This implies that we have an
equivalence of right fibrations
E/colimIF (E
I
/F )
Cart
E
pi
≃
colimI
Remark 1.9. Intuitively we have following equivalence. Each map Y → colimIF can be pulled back
to a Cartesian natural transformation diagram GY → F . On the other side a Cartesian natural
transformation over F , G → F gives us a map of colimits colimIG → colimIF . Descent tells us
that these two actions are inverses of each other.
We will use the descent property to analyze E/S1
E
. Recall that S1
E
is a colimit of the final diagram
of shape DA. Thus using descent we get an equivalence
E/S1
E
≃
−−−→ ((EDA)/1E)
Cart
By Example 1.7 a Cartesian natural transformation is a diagram out of the groupoidification of
DA, which is the space S1. Thus we get an equivalence.
E/S1
E
≃
−−−→ ES
1
Remark 1.10. It is helpful to have some intuition on this equivalence. A map X → S1
E
induces a
diagram
Fib F ib X
1E 1E S
1
E
≃ e1
≃ e2
p p
id1
E
id1
E
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Thus we get an object Fib along with an self equivalence e1(e2)
−1, which corresponds to a map
S1 → E.
On the other side every object F with self equivalence e gives us a diagram
F F Coeq(e, idF )
1E 1E S
1
E
≃ e
≃ idFp p
id1
E
id1
E
So we get a map Coeq(e, idF ) → S
1
E
. As a result of descent we know that these two maps are
equivalences and in fact inverses of each other.
Example 1.11. Notice one important example of the descent condition. By the equivalence of
categories stated above, the map iE : 1E → S1E corresponds to an object in E along with a self-
equivalence of that object. We already realized that the object is ΩS1
E
. We will name the corre-
sponding self-equivalence s : ΩS1
E
→ ΩS1
E
.
1.2 ΩS1
E
is 0-truncated: In this part we prove the following.
Theorem 1.12. ΩS1
E
is 0-truncated.
First two basic observations:
(1) ΩS1
E
is 0-truncated if for any object X the mapping space MapE(X,ΩS
1
E
) is a 0-truncated
space (meaning it is homotopy equivalent to a set).
(2) For any object X we have a pullback of spaces
MapE(X,ΩS
1
E
) MapE(X, 1E)
MapE(X, 1E) MapE(X,S
1
E
)
p
However, 1E is the final object and so this is equivalent to the pullback diagram
MapE(X,ΩS
1
E
) ∗
∗ MapE(X,S1E)
p
So, by definition, Map(X,ΩS1
E
) is equivalent to the loop space Ωi◦tXMap(X,S
1
E
), where
tX : X → 1E is the final map.
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The combination of these two facts tells us that in order to prove ΩS1
E
is 0-truncated, it suffices
to prove that Map(X,S1
E
) is 1-truncated. As the spaces Map(−, S1
E
) are represented by the right
fibration E/S1
E
it thus suffices to prove that the right fibration π : E/S1
E
→ E is 1-truncated.
However, by descent, the right fibration π : E/S1
E
→ E is equivalent to the right fibration colimS1 :
ES
1
→ E. Thus it suffices to prove that this right fibration has 1-truncated fibers.
However, the fiber over an object X is the space which has points (Xˆ, f : Xˆ → Xˆ), where f is
an equivalence and Coeq(f, id) = X . Thus, in order to show it is 1-truncated, we have to prove the
following statement holds:
Statement (I): For an object Xˆ, an equivalence f : Xˆ → Xˆ and map g such that we have
following diagram
Xˆ Xˆ Coeq(f, idX)
Xˆ Xˆ Coeq(f, idXˆ)
≃ f
≃ id
Xˆ
g g
≃ f
≃ id
Xˆ
we can deduce that the space of equivalences Eq(g, idX) is contractible.
Let Z be another object. Applying mapping spaces we can transform this diagram into the
following limit diagram (using the fact that Map(−, Z) takes colimits to limits).
Eq(f∗, idMap(Xˆ,Z)) Map(Coeq(f, idXˆ), Z) Map(Xˆ, Z) Map(Xˆ, Z)
Eq(f∗, idMap(Xˆ,Z)) Map(Coeq(f, idXˆ), Z) Map(Xˆ, Z) Map(Xˆ, Z)
≃
id idMap(Xˆ,Z)
≃ f
∗
id
Map(Xˆ,Z)
g∗ g∗
≃
≃ f
∗
id
Map(Xˆ,Z)
And now we want to prove that the space Eq(g∗, idMap(Xˆ,Z)) is contractible. As we are now in the
realm of spaces we can rephrase the question completely into the world of spaces and prove that
case to get the desired result.
Statement (II): Let f : K → K be a homotopy equivalence of spaces and g : K → K a map such
that gf = fg. Moreover, we have a homotopy limit diagram
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HoEq(id, f) K K
HoEq(id, f) K K
id
≃ f
idK
g g
≃ f
idK
Then the space of equivalences of Eq(g, idK) is contractible.
As we are in spaces we can strictify the homotopy limit diagram to a strict limit of spaces.
Eq(d0, d1f) K
∆[1] K
Eq(d0, d1f) K
∆[1] K
id
≃ fd1
d0
g∆[1] g
≃ fd1
d0
Thus Eq(d0, d1f) consists of all paths in K that start at a point x ∈ K and at f(x). We will prove
that in this strict commutative diagram g = idK , which will give us the desired outcome.
As f is an equivalence there exists a map H : K → K∆[1] such that H(x) is a path that starts
at x and ends at f(x). Thus the image of H is actually in Eq(d0, d1f) and so we get a map
H : K → Eq(d0, d1f). Using this we can extend the diagram above as follows.
K Eq(d0, d1f) K
∆[1] K
K Eq(d0, d1f) K
∆[1] K
idK
H
idK
id
≃ fd1
d0
g∆[1] g
H
idK
≃ fd1
d0
Now the outer most rectangle gives us g if we go top down but is the identity the other way around,
which implies that g = idK . This means the desired statement about limits hold, which in turn
means S1
E
is 1-truncated which in turn implies that ΩS1
E
is 0-truncated.
Remark 1.13. Notice that the result still holds if we take a bouquet of circles. Concretely let
∐
S 1E,
where S is a finite set. Then
∨
S S
1
E
defined by the pushout diagram
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∐
S
1E 1E
1E
∨
S
S1E
p
is also 1-truncated.
1.3 ΩS1
E
is the free Algebra generated by the Final Object. For this part we first need to
understand the universal property that the pair ΩS1
E
and s : ΩS1
E
→ ΩS1
E
satisfies.
Lemma 1.14. The forgetful map U : ES
1
→ E has a left adjoint.
Proof. By descent we have an equivalence E/S1
E
→ ES
1
. The composition map E/S1
E
→ E corre-
sponds to pulling back along the map o : 1E → S1E. But the map o
∗ : E/S1
E
→ E has an obvious left
adjoint, namely o! : E→ E/S1
E
. Thus the forgetful functor has a left-adjoint. 
Remark 1.15. We realized that the map o∗ corresponds to the forgetful functor U . What does the
composition map o! correspond to when we think about it as a map E→ ES
1
? An object X is taken
to the map X → 1E → S1E. Using out previous pullback construction we get following pullback
diagram.
X × ΩS1
E
X × ΩS1
E
X
ΩS1
E
ΩS1
E
1E
1E 1E S
1
E
idX×s
idX×idΩS1
Ep p
s
id
ΩS1
Ep p
o
id1
E
id1
E
Thus the map E→ ES
1
takes an object X to the equivalence idX × s : X × ΩS1E → X × ΩS
1
E
.
Now we will use this universal property for our next result.
Remark 1.16. Let A be an object and EA/ be the category of objects under A. Then we can define
the category of equivalences under A as the pullback EA/ ×E E
S1 induced by the forgetful map
U : ES
1
→ E. An object in this category is a chain A
x
−−−→ X
f
−−−→ X where f is an equivalence.
Proposition 1.17. The category EA/ ×E E
S1 has an initial object.
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Proof. We have the following pullback diagram
EA/ ×E E
S1 EA/
ES
1
E
p
U
As EA/ has an initial object, according to [Ra17b, Theorem 7.57], the pullback has an initial object
if U has a left adjoint. Moreover, in that case the initial object is the unit map of the adjunction.
However, we have just proven that in the previous lemma. Thus EA/ ×E E
S1 has the initial object
A
idA×o−−−−−−→ A× ΩS1E
idA×s−−−−−−→ A× ΩS1E

Remark 1.18. Concretely, being initial means that for any other object A
x
−−−→ X
f
−−−→ X There
is a unique (up to contractible choice) map g : A× ΩS1
E
→ X filling the diagram below.
A× ΩS1
E
A× ΩS1
E
A
X X
idA×s
g g
idA×o
x
f
Remark 1.19. In particular if A = 1E then the initial object in E1E/ ×E E
S1 is of the form
1E
o
−−−→ ΩS1E
s
−−−→ ΩS1E
which implies that ΩS1
E
is an initial algebra.
1.4 ΩS1
E
is a Group Object. Having shown ΩS1
E
is 0-truncated we can now easily prove the
following.
Theorem 1.20. ΩS1
E
is a group object in E.
Proof. As we have shown before, we have an equivalence
Map(X,ΩS1E) ≃ ΩMap(X,S
1
E)
Thus the space Map(X,ΩS1
E
) is a loop space, which implies that π0(Map(X,ΩS
1
E
)) is a group.
However, as ΩS1
E
is 0-truncated we know that π0(Map(X,ΩS
1
E
)) = Map(X,ΩS1
E
), which implies
thatMap(X,ΩS1
E
) is itself a group. This proves that ΩS1
E
is group object in τ0E and more generally
in E. 
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It’s instructive to concretely understand the group structure on Hom(X,ΩS1
E
). It is equal to
the loop space at a certain point, namely the point X → 1E
i
−−→ S1
E
in Map(X,S1). The set
Hom(X,ΩS1
E
) then corresponds to loops around this point.
In order to understand things better we want to have a different perspective on the map X →
1E → S1E. By the arguments in Remark 1.15 we know that the map corresponds to the equivalence.
idX × s : X × ΩS
1
E
→ X × ΩS1
E
. From this perspective a loop is simply a commutative diagram
X × ΩS1
E
X × ΩS1
E
X × ΩS1
E
X × ΩS1
E
idX×s
≃ f ≃ f
idX×s
The group operation on Hom(X,ΩS1
E
) then corresponds to composing two squares vertically.
Example 1.21. Let us see how this example looks like in the classical setting of spaces. In spaces
we know that ΩS1 = Z. The map s : Z→ Z then corresponds to the successor map, which takes n
to n+ 1.
We want to classify the automorphisms of f : Z → Z that commute with s. A simple exercise
shows that if f commutes with s then there exists an integer m such that f(n) = n+m. This gives
us a bijection between Z and ΩS1.
Remark 1.22. The map s : ΩS1
E
→ ΩS1
E
corresponds to composing the square
X × ΩS1
E
X × ΩS1
E
X × ΩS1
E
X × ΩS1
E
idX×s
f f
idX×s
with the square
X × ΩS1
E
X × ΩS1
E
X × ΩS1
E
X × ΩS1
E
idX×s
idX×s idX×s
idX×s
which means it takes f to (idX × s)f .
Now that we know ΩS1
E
is a group object we can think of the map s : ΩS1
E
→ ΩS1
E
as a map of
groups and so we might wonder how “free” this map is.
Lemma 1.23. The following is an equalizer diagram.
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∅ ΩS1
E
ΩS1
E
s
id
Proof. Let A be the equalizer of the diagram above. We will prove that A is the initial object. We
have the equalizer diagram
A A× ΩS1
E
A× ΩS1
E
idA×s
id
Given the explanation above, the map A→ ΩS1
E
corresponds to a diagram
A× ΩS1
E
A× ΩS1
E
A× ΩS1
E
A× ΩS1
E
idA×s
∼= f ∼= f
idA×s
such that (idA × s)f ≃ f . However, as the diagram is commutative, we also have (idA × s)f ≃
f(idA × s), which implies that f(idA × s) ≃ f . This gives us following diagram
A× ΩS1
E
A× ΩS1
E
A
A× ΩS1
E
idA×s
id
idA×iE
f ∼= g
The fact that the isomorphism f factors through idA× iE implies that idA× iE is an isomorphism.
Now we have following diagram
A× ΩS1
E
A× ΩS1
E
A
A A A× S1
E
idA×s
id
≃
p
≃
p
idA
idA
By homotopy invariance of colimits, the map A→ A×S1
E
is an equivalence. This by descent implies
that we have an equivalence
E/A ≃ EA×S1
E
≃ (E/A)
S1
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which means that the topos E/A does not have any non-trivial self-equivalences. However, this is
only possible if A = ∅, which finishes the proof. 
1.5 Covering Spaces. In this subsection we want to prove following proposition.
Proposition 1.24. Let n be a natural number. Then
∐
n
ΩS1E
∼= ΩS1E
We will use the theory of covering spaces to prove it. Before we do so let use review the concept
in classical topology. There is a map
n : S1 → S1
that wraps the circle around itself n times. This covering map gives us following pullback square.
{0, 1, ..., n− 1} S1
∗ S1
p
n
i
The goal is to replicate this process in E.
In order to do so we need additional notation.
Notation 1.25. Let [n] = {0, 1, 2, ..., n− 1}. Notice [n] has n elements.
Notation 1.26. We define the map sn : [n]→ [n] that sends i to i+ 1 if i < n− 1 and n− 1 to 0.
Notation 1.27. Let nS1 be the colimit of the following diagram
[n] [n] nS1
id[n]
sn
Notice that nS1 is homotopy equivalent to S1, but has a different cell structure. In particular, it
has n 0-cells and n 1-cells.
Example 1.28. We can depict 4S1 as
0
3 1
2
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Remark 1.29. As S1 and nS1 are homotopy equivalent any two equal diagrams out of these into E
must have equivalent colimits. In particular, if we take the final diagram from nS1 → E then the
colimits has to be equivalent to S1
E
.
Using the remark above we get following diagrams of colimits
∐
[n]
1E
∐
[n]
1E nS
1
E
1E 1E S
1
E
sn
id
p p
nE
id
id
We can think of the induced map of colimits, nE : nS
1
E
→ S1
E
, as the map that corresponds to
the classical ”wrap-around map” in algebraic topology.
The construction above gives us following pullback square
∐
[n]
ΩS1E 1E
∐
[n]
1E nS
1
E
1E S
1
E
p
iE
p
nE
where the top pullback diagram follows from the fact that pullbacks are universal. Now, notice that
the map nEiE : 1E → S1E is equivalent to iE Thus we also have the pullback diagram
ΩS1
E
1E
1E S
1
E
p
nEiE
iE
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By homotopy invariance of pullbacks we thus get that ΩS1
E
≃
∐
[n] ΩS
1
E
. However as both sides are
actually 0-truncated we get in fact an isomorphism
ΩS1E
∼=
∐
[n]
ΩS1E
We will use this result in the next section to construct natural number objects.
Constructing Peano Natural Number Objects
The goal of the this sections is to prove that every elementary higher topos has a Peano (and
Freyd) natural number object. We use our analysis of ΩS1
E
to construct a natural number object
(NE, o, s) in τ0E (Theorem 2.6). We will do so using two arguments, an implicit construction and
an explicit one. Then we finish this section by showing that our natural number object in τ0E gives
us a Peano natural number object (Definition 2.4) in E (Lemma 2.11) and a Freyd natural number
object (Definition 2.3) in E (Proposition 2.12). In the next section, we will then show that this
object (NE, o, s) is also a Lawvere natural number object (Definition 2.1) in E.
However, before doing any of that let us review the various definitions of a natural number
object.
2.1 Review of Natural Number Objects. In this subsection we review some of the definitions
of a natural number object in the setting of an elementary topos, as discussed in [Jo03]. In particular,
we review how they are equivalent in an elementary topos.
Definition 2.1. A Lawvere natural number object is an object NE along with two maps
1E
o
−−−→ NE
s
−−−→ NE
such that (NE, o, s) is initial.
Remark 2.2. To make things more explicit, this is saying that for every tuple (X, b, u) with diagram
1E
b
−−−→ X
u
−−−→ X
The space of maps f : NE → X that make the following diagram commute is contractible.
NE NE
1E
X X
s
f f
o
b
u
We can rephrase this by saying the limit of the diagram is contractible.
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∗ MapE(NE, X) MapE(NE, X)
MapE(1E, X) MapE(NE, X)×MapE(NE, X)
b
o∗
(s∗,u∗)
∆
There are two alternative ways to define a natural number object.
Definition 2.3. A Freyd natural number object is an object NE along with two maps
1E
o
−−−→ NE
s
−−−→ NE
such that the following two diagrams are colimit diagrams
NE NE 1E
id
s
∅ NE
1E NE
s
o
p
Definition 2.4. A Peano natural number object is an object NE along with two maps
1E
o
−−−→ NE
s
−−−→ NE
such that the following conditions hold
(1) s is monic.
(2) o and s are disjoint subobjects of NE.
(3) For any subobject N′
E
→֒ NE such that we the diagram
N
′
E
N
′
E
1E
NE NE
s
o
o
s
then N′
E
= N.
In an elementary topos all these three definitions agree with each other.
Theorem 2.5. [Jo03, Theorem D5.1.2] Let (NE, o, s) be as above in the elementary topos τ0E. Then
the following are equivalent:
(1) (NE, o, s) is a Lawvere natural number object.
(2) (NE, o, s) is a Freyd natural number object.
(3) (NE, o, s) is a Peano natural number object.
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2.2 Constructing a Natural Number Object in the 0-Truncation. The goal of this sub-
section is to prove the following theorem.
Theorem 2.6. Let τ0E be the subcategory of 0-truncated objects. Then τ0E has a natural number
object.
Remark 2.7. Notice based on Theorem 2.5 we are justified in using the term natural number object,
as all three notions agree with each other.
In order to prove this we will use the following basic observations.
(1) The 1-category τ0E is an elementary topos [Ra18b, Proposition 3.23].
(2) The object ΩS1
E
is 0-truncated and thus is in τ0E (Theorem 1.12).
Because τ0E is an elementary topos we can use the techniques of [Jo03]. We will apply those
techniques on the object ΩS1
E
to construct a natural number object. Here we will give two arguments
on how to achieve that. The first argument will be much simpler but the resulting natural number
object does not have a very explicit description. In the second argument will be much more
complicated but instead will provide a very explicit subobject of ΩS1
E
.
Implicit Approach: Notice ΩS1
E
∼= ΩS1E
∐
ΩS1
E
(Proposition 1.24). As a result there exists an
inclusion
ι1 : ΩS
1
E → ΩS
1
E
∐
ΩS1E
∼= ΩS1E.
Similarly, there exists an inclusion map ι2 : ΩS
1
E
→ ΩS1
E
. As τ0E is an elementary topos, disjoint
unions are disjoint and so ι1 and ι2 are disjoint subobjects of ΩS
1
E
. Thus, in particular, the
precomposition subobject ι2o : 1E → ΩS1 is disjoint from the subobject ι1 : ΩS1E → ΩS
1
E
.
This means that the diagram
1E
ι2o−−−−→ ΩS1E
ι1−−−→ ΩS1E
satisfies the conditions of [Jo03, Corollary D.5.1.3], which states that whenever such an object
exists, the smallest subobject of ΩS1
E
that is closed under ι2o and ι1 is a natural number object in
τ0E.
Remark 2.8. The reason the argument does not give us an explicit description for the subobject
is the fact that the construction depends on the particular isomorphism ΩS1
E
∼= ΩS1E
∐
ΩS1
E
. Any
choice of isomorphism will give us a different subobject of ΩS1
E
that is a natural number object.
These different natural number objects will be isomorphic to each other, but will not be isomorphic
as subobjects of ΩS1
E
.
Example 2.9. Let us see two examples for the construction of natural number objects in the case
of spaces. Recall that in spaces we have ΩS1
E
= Z, the set of integers.
Case I: Let (2n)
∐
(2n+1) : Z
∐
Z
∼=
−−−→ Z be the map that send the first Z to the even integers
and the second Z to the odd integers. Then ι2(0) = (2n + 1)(0) = 1 and so ι2o(0) = 1. Thus our
diagram has the explicit description
1
1
−−−→ Z
2n
−−−−→ Z.
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The smallest closed subobject of this diagram are the multiples of 2, {2n : n ∈ N} = {1, 2, 4, ...}.
Here the successor map s : {2n : n ∈ N} → {2n : n ∈ N} is multiplication by 2.
Case II: Let P ⊂ Z be the subset of the integers n such that |n| is either 0 or prime. Denote the
n-th positive prime number by pn. Let ϕ : Z→ P be the map
ϕ(n) =


−p(−n) : n < 0
0 : n = 0
pn : n > 0
.
Then ϕ is an isomorphism from Z to P . Moreover, let ψ : Z → P c be any isomorphism such that
ψ(0) = 1. Then we get the diagram
1
1
−−−→ Z
ϕ
−−−→ Z.
The smallest closed subobject is exactly {1} ∪ P . Here the successor map s : {1} ∪ P → {1} ∪ P
sends 1 to 2 and every prime number to the next prime number.
The set of powers of two and the prime numbers are isomorphic spaces (in the sense that they
are sets with equal cardinalities), however, they are clearly not isomorphic subobjects of Z. In
particular, powers of 2 are easy to understand whereas primes numbers are quite complicated.
Explicit Approach: As the example above shows, the implicit approach can give us very
different results depending on our choice of isomorphism ΩS1
E
∼= ΩS1E
∐
S1
E
. Thus we now want to
give a very explicit construction for the natural number object built out of ΩS1
E
.
According to [Jo03, Lemma D5.1.1] there is a subobject of ΩS1
E
, which we denote by NE and
which is the smallest subobject of ΩS1
E
closed under the maps s and o.
Concretely, this means we have a diagram
NE NE
1E
ΩS1
E
ΩS1
E
s
i i
o
o
s
so that NE is the initial subobject with such a diagram. We will prove that (NE, o, s) is a Peano
natural number object in τ0E. By Definition 2.4, we have to verify the following statements hold:
(1) The map s : NE → NE is mono.
(2) The subobjects o and s are disjoint in NE, meaning that the following is a pullback square.
∅ NE
1E NE
p
s
o
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(3) Any (o, s)-closed subobject of NE is equal to NE.
The first one follows from the fact that s : ΩS1
E
→ ΩS1
E
is an isomorphism, which implies it is
mono, and so the restriction of the map will be mono as well. The third follows from the way we
chose NE (we chose it to be the initial subobject). Thus we only have to prove (2).
Let U be the following pullback
U NE
1E NE
p
s
o
As s : NE → NE is mono the map U → 1E is an inclusion and so U is a subobject of the final object.
We want to prove that U = ∅ i.e. U is the smallest subobject. First, let us assume U = 1E. This
implies that the map o : 1E → NE factors through s : NE → NE.
NE
1E NE
s
o
However, this contradicts the minimality of NE as we get the diagram.
NE NE
1E NE NE
ΩS1
E
ΩS1
E
s
s s
o
o
o s
i i
s
Thus we cannot have U = 1E.
Now we consider the case where U is any other subobject of 1E. Then U → U ×ΩS1E → U ×ΩS
1
E
is also 0-truncated and so also a diagram in τ0E. Using the same argument as above we realize that
the map U → U × NE → U × NE is the smallest closed subobject. Thus we get the same diagram
as above
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U × NE U × NE
U U × NE U × NE
U × ΩS1
E
U × ΩS1
E
idU×s
idU×s idU×s
idU×o
idU×o
idU×o idU×s
idU×i idU×i
idU×s
The fact that the map is initial implies that the map idU ×s : U ×NE → U ×NE is an isomorphism.
However, this means that we must have a unique map U × ΩS1
E
→ U × NE making the following
diagram commute.
U × ΩS1
E
U × ΩS1
E
U
U × NE U × NE
idU×s
g g
idU×o
idU×o
idU×s
However, U ×NE is the smallest subobject and so this implies that U → U ×ΩS1E → U ×ΩS
1
E
does
not have any non-trivial subobjects.
Now, let n be an integer and notice we have following diagram
NE NE
1E
ΩS1
E
ΩS1
E
s
(sn)i (sn)i
(sn)o
(sn)o
s
The fact that (NE, o, s) is the initial subobject of (ΩS
1
E
, o, s) implies that (NE, (s
n)o, s) is the initial
subobject of (ΩS1
E
, (sn)o, s) via the inclusion (sn)i. Combining this with the previous paragraph
implies that (sn)i× idU : NE×U → ΩS1E×U are all isomorphisms as (ΩS
1
E
×U, s× idU , (sn)o× idU )
does not have any non-trivial subobjects, for any integer n.
In particular this implies that si× idU and i× idU are isomorphic, which implies that the map
i × idU factors through the equalizer of s × idU and idΩS1
E
× idU . However, in Lemma 1.23 we
showed that this equalizer is the initial object, ∅. This gives us a map N × U → ∅, which means
N× U ∼= ∅. By the isomorphism above this means ΩS1E × U
∼= ∅.
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Finally, the coequalizer of the two maps s × idU , idΩS1
E
× idU : ΩS1E × idU → ΩS
1
E
× idU is U .
But ΩS1
E
× U ∼= ∅, which implies that the coequalizer is ∅. Thus U ∼= ∅.
So, we have shown that the particular subobject (NE, s, o) satisfies the three conditions necessary
to be a Peano natural number object, which by [Jo03, Theorem D.5.1.2] proves that it is a natural
number object in τ0E.
Remark 2.10. In the next subsection we want to show that E has a Freyd natural number object and
we will do so by showing the natural number object of τ0E constructed here is also a Freyd natural
number object in E. Fr that argument we will use the explicit natural number object constructed
here.
2.3 Peano and Freyd Natural Number objects in an Elementary Higher Topos. In
the final subsection we prove that the explicit natural number object constructed in τ0E is also a
Peano (and Freyd) natural number object in E. The case for the Peano natural number object is
immediate as the definition is completely internal to NE. Thus we have
Lemma 2.11. The subobject NE of ΩS
1
E
is a Peano natural number object in E.
Showing that NE is also a Freyd natural number objects is also not difficult. In fact we have
following proposition.
Proposition 2.12. The subobject NE of ΩS
1
E
is a Freyd natural number object in E.
Proof. We have to show that the two diagrams in Definition 2.3 are colimit diagrams. The coproduct
diagram follows from the fact that it is a coproduct in τ0E and coproducts in the subcategory of
truncated objects are also coproducts in the original category. However, this is generally not true
for coequalizers and thus we need a separate argument.
We have following diagram
NE NE U
1E
ΩS1
E
ΩS1
E
1E
s
id
id
o
o
s
id
The fact that the diagram is an inclusion implies that the map U → 1 is an inclusion. However,
the fact that there exists a map 1→ U implies that U is the maximal subobject of 1, which means
U = 1. Hence, N is a Freyd natural number object. 
Thus, we have proven that NE is a Peano natural number object and Freyd natural number
object in E. The goal of the next section is to show that it is also a Lawvere natural number object
in E.
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Peano NNO = Lawvere NNO = Freyd NNO
In this section we want to prove that the natural number object constructed in the previous
section in τ0E is also a Lawvere natural number object in E.
Notation 3.1. As we are only working internal to E we will denote the natural number object in
τ0E by N to simplify notation.
Concretely, we want to prove the following theorem.
Theorem 3.2. Let (N, o, s) be a Peano natural number object in E. Then it is a Lawvere natural
number object in E.
Given that we can explicitly construct a Freyd natural number object and Peano natural number
object, the previous theorem immediately implies following corollary.
Corollary 3.3. Let (N, o, s) be an object N with maps s : N→ N and o : 1→ N. Then the following
are equivalent:
(1) (N, o, s) is a Lawvere natural number object in E.
(2) (N, o, s) is a Freyd natural number object in E.
(3) (N, o, s) is a Peano natural number object in E.
Thus we can simply refer to such an object as a natural number object in E. Moreover, every
elementary higher topos has a natural number object.
In the last section we made straightforward arguments why a Peano (and Freyd) natural number
object in τ0E is also a Peano (and Freyd) natural number object in E (Lemma 2.11, Proposition
2.12). However, there is no direct way to prove that N is also a Lawvere natural number object
in E. That is because the proof for elementary toposes [Jo03, Theorem D5.1.2] does not directly
generalize from a 1-category to an (∞, 1)-category (concretely [Jo03, Lemma D5.1.1], which is a
crucial part of the proof does not hold in an (∞, 1)-category). Thus we need to take a completely
different approach, which is the goal of this section.
Remark 3.4. The approach in this section is primarily an adaptation of a proof for the same result
in homotopy type theory by Shulman [ShGit] and I am indebted to him for pointing me to his
approach in homotopy type theory.
Before we start let us give an overview of the various steps:
(1) Idea of the Proof: Before we present the actual proof we will give a sketch of the
argument, which outlines what we are trying to achieve. We will present this intuitive idea
in Subsection 3.1.
(2) Finite Cardinals: In Subsection 3.2 we discuss finite cardinals, [p], in an elementary
topos (Definition 3.5). A good understanding of finite cardinals can aid us when we need
to do inductive arguments, which is the most common method of proof with Peano natural
number objects. Thus in particular, we will review induction for finite cardinals (Lemma
3.13).
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(3) The Space of Partial Maps: In the next subsection, Subsection 3.3, we define the space
of partial maps, Part(X, b, u) (Definition 3.20), which is defined as a map from the generic
finite cardinal. We want to show that it consist of a family of maps [p] → X , for all finite
cardinals [p], such that they are all compatible with each other. Moreover, the space should
be contractible. However, we cannot simply use an inductive argument as the property of
being contractible is not a statement in the elementary topos τ0E. This necessitates us to
do a careful analysis of internal contractibility conditions.
(4) The Internal Object of Contractibility: Next we define an object isContrB(E) (Def-
inition 3.31) that internalizes the condition that the map p : E → B is the final object in
E/B. We will show that the object itself is contractible and use it to prove the two main
statements about the space Part(X, b, u), namely that it is contractible (Theorem 3.36)
and that a point in that space is a compatible choice of maps [p]→ X (Proposition 3.45).
This is the goal of Subsection 3.4
(5) Total vs Partial Maps: Finally, in the last subsection (Subsection 3.5), we define two
maps Partial : Ind(X, b, u) → Part(X, b, u) (Definition 3.49), which takes a map out of
N to a family of partial maps, and Total : Part(X, b, u) → Ind(X, b, u) (Definition 3.50),
which takes a partial family to a map out of N. Then we show that the composition is the
identity (Proposition 3.51). This then gives us the desired result and shows that N is a
Lawvere natural number object.
We are now in a position to start the proof.
3.1 Idea of Proof. In this subsection we work solely in the context of spaces. Let (X, b, u) be a
space X along with a chosen point b in X and a map u : X → X . Then we can define a map from
the natural numbers f : N→ X as f(n) = un(b) (where u0(b) = b). This can be depicted as
b u(b) u2(b) u3(b) · · · .
The goal is to show that the space of maps N→ X (satisfying this condition) is contractible using
finite methods. However, the problem is that the set N is infinite. We thus want to replace N with
objects that we can study using induction.
We can extend any such map f : N→ X to a family of compatible maps fp : [p]→ X , where by
compatibility we mean that when we restrict fn to the domain [n− 1] we get fn−1.
f0 f1 f2 f3 · · ·
b b b b · · ·
u(b) u(b) u(b) · · ·
u2(b) u2(b) · · ·
u3(b) · · ·
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Notice that we can recover the original maps f simply by taking the diagonal of the diagram
above.
b
u(b)
u2(b)
u3(b)
. . .
But the maps fp all have a finite domain. Thus we can study the collection of maps {fn}n∈N,
using induction. In particular, we prove the desired contractibility result by proving that the space
of partial maps is contractible.
This suggest the following approach:
(1) We give a definition for a collection of compatible finite maps in an arbitrary elementary
higher topos (Subsection 3.3).
(2) We prove it is contractible using an induction argument in an elementary higher topos
(Subsection 3.4).
(3) We show that we can extend a map N→ X to a compatible family of finite maps (as above)
and restrict it back to a map N→ X using the diagonal. This will then show that the space
of maps N→ X is also contractible (Subsection 3.5).
3.2 Finite Cardinals. In this subsection we review the concept of a finite cardinal in an ele-
mentary topos as described in [Jo03, Subsection A2.5, Subsection D5.2]. The main result of this
subsection is Lemma 3.13, which states that in the presence of a Peano natural number object we
can make deductions about finite cardinals using induction. We will use (variations of) this result
in the coming subsections.
Definition 3.5. Let N1 be the object defined in the following pullback
N1 1
N× N N
inc(n≤m)
p
o
−˙
where −˙ : N × N → N is the truncated subtraction as described on [Jo03, Example 2.5.4]. This is
known as the generic finite cardinal in N.
Definition 3.6. There is a map
N1 →֒ N× N
pi2−−−−→ N
s
−−−→ N
24 NIMA RASEKH
For any map p : X → N we call the pullback p∗N1 a finite cardinal in E/X and denote it by [p].
Example 3.7. In the classical setting of spaces a finite cardinal corresponds to a finite set [n] =
{0, ..., n− 1}.
For more details on the definition of a finite cardinal see [Jo03, Page 114].
Remark 3.8. We should think of the truncated subtraction −˙ : N × N → N as the map that takes
a tuple (n,m) to the maximum of 0 and n −m. Thus n−˙m = 0 if and only if n ≤ m in N. This
means we can depict N1 as
(0, 0) (0, 1) (0, 2) (0, 3) ...
(1, 1) (1, 2) (1, 3) ...
(2, 2) (2, 3) ...
...
We have following basic lemma about finite cardinalities.
Lemma 3.9. [Jo03, Lemma A.2.5.14] o∗N1 ∼= 0 and (sp)∗N1 ∼= 1
∐
[p].
Proposition 3.10. ([Jo03, Proposition A.2.5.10], [Jo03, Proposition A.2.5.12], [Jo03, Proposition
A.2.5.13]) The map N1 → N× N is a linear order on N.
Remark 3.11. The proofs of all lemmas only depend on the internal structure of N and thus still
hold in E.
Remark 3.12. Every finite cardinal [p] has a linear ordering (which is induced by the linear ordering
on N. Henceforth when we refer to the finite cardinal [sp] ∼= 1
∐
[p], the object ι1 : 1→ 1
∐
[p] will
be the minimum object in [sp] and correspond to the map o : 1→ [sp].
Lemma 3.13. [Jo03, Lemma D.5.2.1] Let P be a property of objects which is expressible in the
internal language of the elementary topos τ0E, and suppose
(i) The initial object 0 satisfies P .
(ii) Whenever an object A satisfies P , so does 1
∐
A.
Then every finite cardinal satisfies P .
The goal is to use finite cardinalities to construct maps out of N. As we only need non-empty
finite cardinals we will adjust things accordingly.
Definition 3.14. For any map X → N, we call the pullback of π2 along p a finite non-empty
cardinal over X .
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[p] N1
X N
p
pi2
p
We will again use the notation [p] for a finite non-empty cardinal.
Using the lemmas above these objects have following properties:
(1) [o] = 1
(2) [sp] = 1
∐
[p]
(3) For any map p there is a canonical map o : 1→ [p].
In particular, the lemma above can be adjusted as follows:
Lemma 3.15. Let P be a property of objects which is expressible in the internal language of the
elementary topos τ0E, and suppose
(i) The final object 1 satisfies P .
(ii) Whenever an object A satisfies P , so does 1
∐
A.
Then every non-empty finite cardinal satisfies P .
Remark 3.16. In the classical setting of spaces a non-empty finite cardinal corresponds to a finite
set [n] = {0, ..., n− 1}, n > 0.
We now want to define finite partial maps from finite cardinals, using a finite version of induction.
For that we first need a restriction map.
Lemma 3.17. [Jo03, Lemma D5.2.9] Let [p] be a finite cardinal. Then the map [p]−˙(−) : [sp]→ [sp]
is an automorphism of [sp] such that p−˙o : 1→ [sp] is the maximal element in [sp].
This lemma gives us following definition.
Definition 3.18. Let [p] be a finite cardinal. Then we definemax([sp]) : 1→ [sp] as p−˙o : 1→ [sp].
The map max([sp]) gives us the maximum element in [sp],
Lemma 3.19. Let [p] be a finite cardinal. There exists a map inc[p] : [p] → [sp] such that the
following is a pushout square.
∅ 1
[p] [sp]
max([sp])
inc[p]
p
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Proof. According to Lemma 3.15 we can use an inductive argument. The case [p] = 1 is clear as we
have the map ι1 : 1 → 1
∐
1. Let us assume we have a map inc[p] : [p] → 1
∐
[p]. Then we define
inc[sp] : [sp] → 1
∐
[sp] by inc[sp] = id1
∐
inc[p], using the fact that [sp] ∼= 1
∐
[p] and the linear
ordering on 1
∐
[p] described in Remark 3.11. 
3.3 Space of Partial Maps. In this subsection we define the space of partial maps and establish
some basic facts about it.
Definition 3.20. Let [p] be a finite non-empty cardinal in E. Moreover, let (X, b, u) be an ob-
ject X along with a map b : 1 → X and u : X → X . Define the space of finite partial maps,
Part([p], (X, b, u)), as the space of maps f : [p]→ X that make the following diagram commute.
[p] 1
∐
[p]
1
X X
ι2
fincp f
o
b
u
Example 3.21. How would this space look like in the category of spaces? Let (X, b, u) be a diagram
as above and let [p] = {0, 1, ..., p− 1}. Then Part([p], (X, b, u)) is the space of maps f : [p] → X
such that f(0) = b and f(i) = ui(b) where 1 ≤ i ≤ p−1. Notice this determines the map f uniquely.
Definition 3.22. For (X, b, u) we define
Part(X, b, u) = Part(π2 : N1 → N, (π2 : X×N→ N, (b, idN) : N→ X×N, u×idN : X×N→ X×N))
in E/N and call it the space of partial maps.
Remark 3.23. The fact that 0 −˙ n = 0 implies that the map π2 : N1 → N has a section o : N→ N1.
This is precisely the minimum map of a finite cardinal o : N → N1 in E/N that is the induced by
the linear order on N.
Example 3.24. In Remark 3.8 we gave a description of N1 in spaces. Using that we can describe
a point in Part(X, b, u) as having the form.
b b b b ...
u(b) u(b) u(b) ...
u2(b) u2(b) ...
...
The example for spaces suggest that we should think of Part(X, b, u) as the family of all finite
partial maps with the same initial data (X, b, u) and in particular it should be contractible. We
want to prove this in an arbitrary elementary higher topos using an induction argument. However
EVERY ELEMENTARY HIGHER TOPOS HAS A NATURAL NUMBER OBJECT 27
the property we want to induct on is “being contractible”, which is not a property we can express
in the elementary topos τ0E, but only in E. Thus we would need a higher categorical version of
Lemma 3.13. This, however, would require us to develop the internal language of a higher topos,
which is significant amount of work on its own. Instead we will only focus on the property “being
contractible” and show how to build a subobject of N that internalizes that property.
Before we do that we will define an internal version of the space Part([p], (X, b, u)) and discuss
its similarities with the space Part([p], (X, b, u)).
Definition 3.25. Let [p] be a finite cardinal and (X, b, u) as before. Let Part([p], (X, b, u)), the
internal object of finite partial maps, be defined as the limit of the following diagram in E.
1 X [sp] X [sp]
X X [p] ×X [p]
b
o∗
(u∗inc
∗
p,ι2
∗)
(inc∗p,inc
∗
p)
This definition satisfies following important condition.
Lemma 3.26. We have an equivalence of spaces
Map(C,Part([p], (X, b, u))) ≃ Part([p], (XC , bC , uC))
Proof. We have following equivalence of spaces
Map(C,X [p]) ≃Map(C × [p], X) ≃Map([p], XC) ≃Map(1, (XC)[p])
Thus it suffices to check for the case C = 1. But both are defined in terms of limit diagrams thus
the result follows immediately from the fact that Map(1,−) commutes with limits. 
Similarly, we can internalize the space of partial maps with the same property.
Definition 3.27. For (X, b, u) we define
Part(X, b, u) = Part(π2 : N1 → N, (π2 : X×N→ N, (b, idN) : N→ X×N, u×idN : X×N→ X×N))
in E/N and call it the internal object of partial maps.
Corollary 3.28. We have an equivalence of spaces
Map/N(N,Part(X, b, u)) ≃ Part(X, b, u)
The same way that N1 → N is the generic finite cardinal, the object Part(X, b, u) → N is the
generic finite partial map. In fact we have following result.
Proposition 3.29. Let p be a finite cardinal. Then we have following pullback diagram
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Part([p], (X, b, u)) Part(X, b, u)
1 N
p
p
Proof. This follows immediately from the fact that the fiber of an internal mapping object is by
definition the mapping object of the fibers. Concretely, in our situation we have the pullback square
X [p] [X × N→ N][N1→N]
1 N
p
p
and the limit diagram is preserved by pullbacks as limits commute. 
3.4 The Internal Object of Contractibility. In this subsection we will build an object that
internally determines when an object is contractible. This involves defining the map isContrB :
E/B → E/B . We will use isContrB on the internal object of finite partial maps to construct the
desired subobject of N.
Remark 3.30. The definition isContrB originally appears in work of Shulman [Sh13] in the context
of model categories and the definition and results here are an adaptation of his work to (∞, 1)-
categories.
Definition 3.31. Let B be a fixed object. We define the functor
isContrB : E/B → E/B
as
isContrB(p : E → B) = p!(π2)∗(∆ : E → E ×B E)
Remark 3.32. Let us give a more detailed explanation of the definition. For a given map p : E → B
we have following diagram.
E (π2)∗E p!(π2)∗E
E ×
B
E E B
∆ (pi2)∗∆ p(pi2)∗∆
pi2 p
where (π2)∗ : E/E×BE → E/E is the pushforward functor (right adjoint of the pullback (π2)
∗) and
p! : E/E → E/B is the left adjoint to the pullback p
∗.
The map isContrB has following important properties.
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Lemma 3.33. For an object p : E → B in E/B the following are equivalent.
(1) p is equivalent to the final object in E/B .
(2) isContrB(E) is the final object in E/B.
(3) The space Map/B(B, isContrB(E)) is non-empty.
Proof. (1) ⇒ (2) If p is equivalent to the final object then ∆ is just the identity and so p!(π2)∗∆
is also the identity.
(2) ⇒ (3) If isContrB(E) is the final object then Map/B(B, isContrB(E)) = ∗ and so is non-
empty.
(3) ⇒ (1) Let H : B → p!(π2)∗∆. Then this means we have following diagram.
(π2)∗∆
E
B B
p
H
s
idB
where s : B → E is simply the composition map, and thus a section of p : E → B. This means that
H is also a lift of s i.e. an element in Map/E(B, (π2)∗∆). Now we have following pullback square
E B
E ×
B
E E
p
(sp,1E)
p
s
pi2
.
This gives us an adjunction Map/E×BE(E,∆) ≃ Map/E(B, (π2)∗∆). By the adjunction we get a
map H˜ : E → E that fits into following commutative diagram
E E
E ×
B
E
H˜
(sp,1E) (1E ,1E)
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This implies that sp is equivalent to 1E , which means that p : E → B is equivalent to the final
object. 
We can use it to prove following results.
Lemma 3.34. Let g : A→ B be any map. Then we have an equivalence
g∗(isContrB(E)) ≃ isContrA(g
∗E)
Proof. This immediately follows from the fact that g∗ commutes with (π2)∗ and p! 
Lemma 3.35. The object isContrB(E) is (−1)-truncated.
Proof. First of all Map/B(B, isContrB(E)) is non-empty if and only if p : E → B is equivalent to
idB : B → B, in which case isContrB(E) is the final object, which implies that
Map/B(B, isContrB(E)) = ∗.
Now, for any other map g : A→ B we have following equivalences
Map/B(g, isContrB(E)) ≃Map/A(idA, g
∗(isContrB(E))) ≃Map/A(idA, isContrA(g
∗E))
where the first equivalence follows from the adjunction and the second from the previous lemma.
But we have already proven that the space Map/A(idA, isContrB(g
∗E)) is empty or contractible
and hence we are done. 
We are now in a position to prove the desired result.
Theorem 3.36. The space of finite partial maps Part(X, b, u) is contractible.
Proof. We will show that Part(X, b, u) is contractible. The result then follows from Corollary 3.28.
By Lemma 3.33, it suffices to prove that
isContrN(Part(X, b, u))→ N
is the final object. By Lemma 3.35 isContrN(Part(X, b, u)) is a subobject of N. But we know that
N is a Peano natural number object. Thus it suffices to prove that isContrN(Part(X, b, u)) is closed
under the maps o and s.
Now we have following pullback diagram
isContr(Part([p], (X, b, u))) isContrN(Part(X, b, u))
1 N
p
p
This follows from the fact that the fiber of of Part(X, b, u) over the point p : 1 → N is the object
Part([p], (X, b, u)) (Proposition 3.29) and that isContr commutes with basechange (Lemma 3.34).
Thus in order to show that isContrN(Part(X, b, u)) is closed under the maps (o, s) we have to prove
the following:
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(1) Part(1, (X, b, u)) is the final object.
(2) If Part(A, (X, b, u)) is the final object then Part(1
∐
A, (X, b, u)) is the final object.
However, by Lemma 3.26, Part(A, (X, b, u)) is the final object if and only if Part(A, (X, b, u)) is
contractible, for all A. Thus we can translate the two conditions above to the following statements.
(1) Part(1, (X, b, u)) is a contractible space.
(2) If Part(A, (X, b, u)) is contractible then Part(1
∐
A, (X, b, u)) is also a contractible space.
We will prove these two statements. The first case is trivial. Thus assume that Part(A, (X, b, u))
is contractible. Using a similar argument we know that Part(A, (X,ub, u)) is contractible. So fix a
point f : 1
∐
A→ X in Part(A, (X,ub, u)). That means we have a diagram
A 1
∐
A
1
X X
ι2
f(incA) f
o
ub
u
We will prove that Part(1
∐
A, (X, b, u)) is contractible as well.
From the diagram above we get the diagram
1
∐
A 1
∐
(1
∐
A)
1
X X
ι2
b
∐
f(incA) b
∐
f
ι1
b
u
In order for b
∐
f to be an element in Part(1
∐
A, (X, b, u)) we have to show that (b
∐
f)◦inc1
∐
A =
b
∐
(f ◦ incA). However, from Lemma 3.19 we know that inc1
∐
A = id1
∐
incA. Thus we have
(b
∐
f) ◦ inc1
∐
A = (b
∐
f) ◦ (id1
∐
incA) = b
∐
(f ◦ incA).
This proves that the space non-empty. We now have to show it is contractible.
We have a map
(ι2)
∗ : Part(1
∐
A, (X, b, u))→ Part(A, (X,ub, u))
that can be depicted as the following diagram.
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A 1
∐
A
1
∐
A 1
∐
(1
∐
A)
1
X X
ι2
ι2 ι2
ι2
f(inc1
∐
A) f
ι1
b
u
The map (ι2)
∗ gives us following pullback square of spaces
Fg Part(1
∐
A, (X, b, u))
∗ Part(A, (X,ub, u))
≃
≃
p
(ι2)
∗
g
where g : 1
∐
A→ X is a choice of element in Part(A, (X,ub, u)). The fiber Fg is the subspace of
the form
{f ∈ Part(1
∐
A, (X, b, u)) : fι2 = g}
This space is contractible as f is uniquely determined by g and the initial value b. However, by
induction assumption Part(A, (X,ub, u) is contractible and this implies that Part(1
∐
A, (X, b, u))
is contractible as well. 
Notice as part of the proof we also showed following result.
Corollary 3.37. For any finite cardinal [p], the space Part([p], (X, b, u)) is contractible.
Before we move on, let us do a careful analysis of the space Part(X, b, u).
Remark 3.38. Let inc(n ≤ m) : N1 → N×N be the standard inclusion (see Definition 3.5). Similarly,
we take inc(n ≤ sm) : N
∐
N1 → N × N, to be the standard inclusion that takes n ∈ N to (0, n)
and (n,m) ∈ N1 to (sn,m). This identifies N
∐
N1 as the subobject of N×N consisting of elements
(n,m) such that n ≤ sm.
Moreover, the map inc(n ≤ m) : N1 → N × N factors through the subobject N
∐
N1. The
resulting map is exactly incN1 : N1 → N
∐
N1.
The map ι2 : N1 → N
∐
N1 corresponds to the restriction of the map s× idN : N× N→ N× N.
Remark 3.39. For the remainder of this section we will take the map
s× idN : N1 → N
∐
N1
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as the map ι2. Also, we will take the map
inc(n ≤ m) : N1 → N
∐
N1
as the map incN1 .
We will use this notation to better understand the space Part(X, b, u).
Remark 3.40. Theorem 3.36 tells us that there is a map
(pm, idN
∐
π2) : N
∐
N1 → X × N
over N such that it uniquely fills the diagram below.
N1 N
∐
N1
N N N
X × N X × N
s×idN
(pm(inc(n≤m)),pi2)
pi2 idN
∐
pi2
(pm,idN
∐
pi2)
o
(b,idN)
pi2
u×idN
pi2
Definition 3.41. Let [p] be a finite cardinal. Then we get a map
restr[p] : Part(X, b, u)→ Part([p], (X, b, u))
by pulling back the diagram above along the map p : 1→ N. Concretely we get the diagram
[p] 1
∐
[p]
1
X X
ι2
pm[p](inc[p]) pm[p]
o
b
u
we call the image of pm under the map restr[p](pm) = pm[p].
Remark 3.42. By Corollary 3.37, the space Part([p], (X, b, u)) is contractible and so every point is
equivalent to pm[p].
As pm[p] is the pullback of pm this gives us following important result.
Lemma 3.43. Let p be a finite cardinal and m ≤ sp. Then pm(m, p) ≃ pm[p](m, p).
The maps pm[p] satisfy following important stability property.
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Lemma 3.44. Let [p] be finite cardinal. Then we have
pm1
∐
[p] ◦ inc(1
∐
[p]) ≃ pm[p].
Proof. We have following diagram.
[p] 1
∐
[p]
1 1
∐
[p] 1
∐
(1
∐
[p])
X X
ι2
inc[p] inc(1
∐
[p])
o
ι1
b
ι2
pm(1
∐
[p])inc1
∐
[p] pm(1
∐
[p])
u
The fact that the diagrams commute implies that pm(1
∐
[p])inc1
∐
[p] is in Part([p], (X, b, u)). How-
ever, this space is contractible, which implies that pm1
∐
[p]inc(1
∐
[p]) ≃ pm[p]. 
We can use these results to prove that pm satisfies following important property that we need
later on.
Proposition 3.45. We have an equivalence
pm(id× s) ◦∆ ≃ pm ◦∆
Proof. In order to prove we have an equivalence we can show that in the following equalizer diagram
Eq N X
pm(id×s)◦∆
pm◦∆
the map Eq → N is the final object in E/N. By Lemma 3.33 it suffices to show that isContrN(Eq)
is the final object in E/N. However, we also know that isContrN(Eq) → N is mono (Lemma 3.35)
and N is a Peano natural number object. This means that isContrN(Eq) is final if it is closed under
the maps o and s.
Before we can continue the proof, we need to better understand restrictions of this equalizer
diagram by finite cardinals. Let [p] be a finite cardinal. The inclusion map inc[p] : [p]→ N gives us
a new equalizer diagram.
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[p]∗Eq [p] X
Eq N X
pm(id×s)◦∆◦inc[p]
pm◦∆◦inc[p]
pm(id×s)◦∆
pm◦∆
We can now repeat the same argument as above and ask whether the two maps pm(id×s)◦∆◦inc[p]
and pm ◦∆ ◦ inc[p] are equivalent. This is equivalent to asking whether [p]
∗Eq → [p] is the final
object in E/[p]. However, by Lemma 3.34 we know that [p]
∗isContrN(Eq) ≃ isContr[p]([p]
∗Eq).
Thus it reduces to showing that the subobject [p]∗isContr[p](Eq)→ [p] is the final object in E/[p].
This description allows us to give a precise characterization of the subobject isContrN(Eq) of N.
It is the subobject of N consisting of all finite cardinals [p] for which the object isContr[p]([p]
∗Eq) is
the final object. According to the Peano axiom, in order to show that isContrN(Eq) is the maximal
subobject, we have to show that the following two statements hold.
(1) We have an equivalence
pm(id× s) ◦∆ ◦ o ≃ pm ◦∆ ◦ o : 1→ X
(2) Let [p] be a finite cardinal and assume we have an equivalence
pm(id× s) ◦∆ ◦ inc[p] ≃ pm ◦∆ ◦ inc[p] : [p]→ X
Then we have an equivalence
pm(id× s) ◦∆ ◦ inc[sp] ≃ pm ◦∆ ◦ inc[sp] : [sp]→ X
Before we prove anything let us gain a better understanding of the maps involved. For an object
n : 1→ N we have
pm(id× s) ◦∆ ◦ inc[p](n) = pm(id× s) ◦∆(n) = pm(id× s)(n, n) = pm(n, sn) ≃ pm[sn](n).
The last step follows from Lemma 3.43. Similarly, we have
pm ◦∆ ◦ inc[p](n) ≃ pm[n](n)
By Lemma 3.44 we have pm[sn](n) ≃ pm[sn] ◦ inc[n](n) ≃ pm[n](n).
Now we can prove the two statements. The first one follows immediately from the previous
paragraph if we use n = o : 1→ N. We now want to prove the second part. Let us assume we have
an equivalence
pm(id× s) ◦∆ ◦ inc[p] ≃ pm ◦∆ ◦ inc[p] : [p]→ X
Recall that we have a pushout square
∅ 1
[p] [sp]
max([sp])
inc[p]
p
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We want to prove
pm(id× s) ◦∆ ◦ inc[sp] ≃ pm ◦∆ ◦ inc[sp] : [sp]→ X.
Because of the coproduct diagram it suffices to prove
pm(id× s) ◦∆ ◦ inc[sp] ◦max([sp]) ≃ pm ◦∆ ◦ inc[sp] ◦max([sp]) : 1→ X
and
pm(id× s) ◦∆ ◦ inc[sp] ◦ inc[p] ≃ pm ◦∆ ◦ inc[sp] ◦ inc[p] : [p]→ X
The first one follows from the previous paragraph, using the case n = max([sp]) : 1 → X . The
second case follows from the induction assumption combined with the fact that inc[sp] ◦ inc[p] =
inc[p]. 
Remark 3.46. The content of the proposition is that a point in Part(X, b, u) are choices of maps
[p]→ X for every finite cardinal [p] that are all consistent with each other. This is exactly confirms
our intuition from Example 3.24, where each column is the restriction of the next column.
3.5 Total vs. Partial Maps. We are finally in a position to define the space of total maps.
Definition 3.47. Let Ind(X, b, u) be defined as the space of maps described in Remark 2.2. It is
the space of total maps from N→ X based on the inductive assumption u : X → X and b : 1→ X .
Our final goal it to construct maps
Ind(X, b, u)
Partial
−−−−−−−→ Part(X, b, u)
Total
−−−−−−→ Ind(X, b, u)
such that Total ◦ Partial is the identity. Then the contractibility of Part(X, b, u) implies that
Ind(X, b, u) is also contractible and gives us the desired result.
Remark 3.48. Before we provide actual definitions, we should give an idea how those two maps
should be defined intuitively. The map Partial : Ind(X, b, u)→ Part(X, b, u) takes a map defined
on N and restricts it to a family of finite partial maps. On the other hand, the map Total :
Part(X, b, u)→ Ind(X, b, u) takes a family of finite partial maps (as depicted in Example 3.24) to
the diagonal, which gives us a full map on N.
The goal of the remaining subsection is to make the argument in the previous remark precise.
First we define the assignment that takes a total map to a family of partial maps.
Definition 3.49. Let Partial : Ind(X, b, u)→ Part(X, b, u) be defined by taking f to the map
Partial(f) : N
∐
N1
inc(n≤sm)
−−−−−−−−−→ N× N
f×id
−−−−−→ X × N
Thus
Partial(f) = (f × idN) ◦ inc(n ≤ sm).
where inc(n ≤ sm) : N
∐
N1 → N× N is the inclusion map defined in Remark 3.38.
By definition Partial(f) : N
∐
N1 → X×N. However, we have to prove that Partial(f) is actually
a point in Part(X, b, u), by showing it satisfies the right conditions. We have the following diagram.
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N1 N
∐
N1
N× N N× N
N N N
X × N X × N
s×idN
inc(n≤m)
pi2
idN
∐
pi2
inc(n≤sm)
f×idN
s×idN
f×idN
o
(b,idN)
pi2
u×idN
pi2
The bottom square commutes because f is in Ind(X, b, u). The top square commutes because the
vertical maps are inclusions and the horizontal maps are equal. Finally, we also have to show the left
side vertical map ((f× idN)◦ inc(n ≤ m)) is the restriction of the right side map ((f× idN)◦ inc(n ≤
sm)) along incN1 . However, according to Remark 3.38, we have
inc(n ≤ sm) ◦ incN1 = incN1 = inc(n ≤ m).
This immediately implies that
(f × idN) ◦ inc(n ≤ sm) ◦ incN1 = (f × idN) ◦ inc(n ≤ m)
and proves that Partial(f) is actually in Part(X, b, u).
Next we define the assignment that takes a family of partial maps to a total map.
Definition 3.50. Let Total : Part(X, b, u)→ Ind(X, b, u) be defined by taking a map (g, idN
∐
π2)
to the map
Total((g, idN
∐
π2)) = N
∆
−−−→ N
∐
N1
(g,idN
∐
pi2)
−−−−−−−−−−→ X × N
pi1−−−−→ X
Concretely, it is the composition
Total((g, idN
∐
π2)) = π1 ◦ (g, idN
∐
π2) ◦∆.
The map is part of the following diagram.
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N N
N1 N
∐
N1
1 N N N
X × N X × N
X X
∆
s
∆
pi2
s×idN
(g,pi2)
idN
∐
pi2
(g,idN
∐
pi2)
b
o
o
o
(b,idN)
pi2
u×idN
pi1
pi2
pi1
u
We have to show that Total(g) satisfies the right conditions, which means that the large rectangle
commutes. Before we do that first let us analyze the inner square. By assumption, we have
(u× idN) ◦ (g, π2) ≃ (g, idN
∐
π2) ◦ (s× idN).
Composing the maps we get
(ug, π2) ≃ (g ◦ (s× idN), (idN
∐
π2) ◦ (s× idN)).
This in particular implies that
ug ≃ g(s× idN).
We will use this equivalence to show that Total((g, idN
∐
π2)) is in Ind(X, b, u).
In order to get the desired result we need to show that
π1 ◦ (g, idN
∐
π2) ◦∆ ◦ s ≃ u ◦ π1 ◦ (g, π2) ◦∆.
First, notice that π1 ◦ (g, idN
∐
π2) ≃ g and π1 ◦ (g, π2) ≃ g. Moreover, ∆ ◦ s = s× s. Thus we have
to prove
g ◦ (s× s) ◦∆ ≃ u ◦ g ◦∆.
However, by Proposition 3.45, g ◦ (s× s) ◦∆ ≃ g ◦ (s× id) ◦∆, as g is equivalent to pm. Thus we
have to show
g ◦ (s× id) ◦∆ ≃ u ◦ g ◦∆.
However, we showed in the previous paragraph that ug ≃ g(s × idN) and so we get the desired
equivalence by precomposing with ∆. This implies that Total((g, idN
∐
π2)) is in Ind(X, b, u) and
finishes our argument.
Finally, we have following proposition.
Proposition 3.51. We have an equivalence
Partial(Total(f)) ≃ f
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In order to prove it we have following commutative diagram.
N N
N1 N
∐
N1
1 N N× N N× N N
X × N X × N
X X
∆
s
∆
s×idN
inc(n≤m)
idN
∐
pi2inc(n≤sm)
b
o
o
o
(b,idN)
f×idN f×idN
u×idN
pi1
pi2
pi1
u
Thus we need to show that
π1 ◦ (f × idN) ◦ incn≤m ◦∆ ≃ f.
In order to do that we first notice that π1 ◦ (f × idN) ≃ f ◦ π1 which means we can also show
f ◦ π1 ◦ incn≤m ◦∆ ≃ f.
At this point the result follows immediately from the fact that incn≤m ◦∆ = ∆ and π1 ◦∆ = idN.
Thus we have shown that Ind(X, b, u) is a retract of Part(X, b, u). However, Part(X, b, u) is
contractible (Theorem 3.36), which implies that Ind(X, b, u) is contractible, which means that
(N, o, s) is a Lawvere natural number object. This finishes the proof of Theorem 3.2.
Applications of Natural Number Objects in a Topos
In the last section we look at some of the implications of the existence of a natural number object
in an elementary higher topos. In particular, we discuss the following topics:
(1) Additional Properties of Natural Number Objects: A natural number object in
elementary topos satisfies various additional properties that we will discuss here (Subsection
4.1)
(2) Not every Elementary Topos lifts to an Elementary Higher Topos: The fact
that every elementary higher topos has a natural number object implies that there are
elementary toposes that do not lift to an elementary higher topos (Subsection 4.2).
(3) Infinite Colimits in an Elementary Higher Topos: The existence of natural number
objects gives a useful criterion to determine the whether an elementary higher topos has
countable colimits and limits (Subsection 4.3).
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(4) Internal Infinite Coproducts and Sequential Colimits: Using natural number objects
and universes we can define internal infinite coproducts and internal sequential colimits
(Subsection 4.4).
4.1 Additional Properties of Natural Number Objects. In this short subsection we discuss
some of the results that hold for natural number objects in an elementary topos and directly
generalize to an elementary higher topos.
Proposition 4.1. Let (NE, o, s) be a natural number object in an elementary higher topos. Then
for any morphism g : A→ B and h : A×NE ×B → B, there exists a unique f : A×NE → B such
that the diagram commute.
A A× NE ×NE
A B A× NE ×B
(1A,o)
idA f
1A×s
(1A×N
E
,f)
g h
The proof is analogous to the proof of [Jo03, Proposition A2.5.2].
Lemma 4.2. Let NE be a natural number object. Then it has addition, multiplication, exponenti-
ation and truncated subtraction structure described in [Jo03, Example A2.5.4].
Lemma 4.3. Let NE be a natural number object and let f : A→ NE be a map. Then for any map
a : 1E → o∗(f) and t : f → s∗(f) in E/NE there exists a unique section h of f such that o
∗(h) = a
and s∗(h) = th.
The proof is analogous to the proof of [Jo03, Lemma A2.5.16].
Lemma 4.4. Every elementary higher topos has an integer object ZE.
We can construct ZE by taking the quotient of NE×NE with respect to the equivalence relation
(n,m) ∼ (n′,m′) if n+m′ = n′ +m.
Notice that ZE has an identity element o : 1→ ZE and an addition map (−)+1 : ZE → ZE. The
triple (ZE, o, (−) + 1) satisfies the universal property of Proposition 1.17, which gives us following
corollary.
Corollary 4.5. We have an isomorphism ΩS1
E
∼= ZE.
Remark 4.6. This is the internal version of the classical result in algebraic topology that the loop
space of the circle are the integers.
4.2 Not every Elementary Topos lifts to an Elementary Higher Topos. One important
result about higher Grothendieck toposes is that every Grothendieck topos can be lifted to a higher
Grothendieck topos [Re05, Section 11]. However, we can use the existence of natural number objects
to show that this does not hold in the elementary setting. Concretely we have following basic result
and example.
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Corollary 4.7. Let E be an elementary higher topos. Then τ0E is an elementary topos with natural
number object.
This corollary implies that there are elementary toposes which cannot be lifted to an elementary
higher topos.
Example 4.8. The category of finite sets is an elementary topos that does not have a natural
number object and thus cannot be the 0-truncation of an elementary higher topos.
This example leaves us with the following question.
Question 4.9. Let E be an elementary topos with natural number object. Can it be lifted to an
elementary higher topos Eˆ such that τ0Eˆ ≃ E?
4.3 Infinite Colimits in an Elementary Higher Topos. In general an elementary higher
topos does not have infinite colimits. However, using natural number objects we can find easy
criteria for the existence of infinite colimits. First, we need some basic observations.
Example 4.10. In the higher category of spaces the set of natural numbers is a natural number
object.
Example 4.11. More generally in a Grothendieck higher topos the object
∐
N
1 is a natural number
object.
We want to show that a similar result holds for an elementary higher topos with countable
colimits. In fact, we want to show that this particular result implies the existence of countable
colimits in every universe. We will need following Proposition from [Lu09].
Proposition 4.12. [Lu09, Proposition 4.4.2.6] If E admits pushouts (pullbacks) and countable
coproducts (products) then E admits colimits (limits) for all countable diagrams.
As we already know that E has all pushouts and pullbacks it thus suffices to prove it has countable
(co)products to show that we have countable (co)limits.
Proposition 4.13. Let US be a universe in E, classifying the class of maps S. Then US is closed
under countable limits and colimits if and only if
∐
N
1E exists. In that case NE =
∐
N
1E is the
natural number object in E.
Proof. If E has infinite colimits, then obviously
∐
N
1E exists. Now, let us assume that
∐
N
1E exists.
Let F :
∐
N
1E → ES be a fixed diagram. Then for each n : 1E →
∐
N
1E we have following diagram.
F (n) C US∗
1E
∐
N
1E U
S
p p
n F
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By descent C is the coproduct of F .
Now we also show that F has a product. For this part we first have to recall the following. The
map fi :
∐
N
1E → 1E gives us following adjunction.
E E/
∐
N
1E
fi∗
fi∗
We will show that fi∗C is the product. Let Y be any other object. By adjunction we have the
equivalence
MapE(Y, fi∗C) ≃MapE(Y ×
∐
N
1E, C) ≃MapE(
∐
N
Y,C)
Let GY : N→ E be the map that takes every point to Y . Then we just showed that colimN GY =∐
N
Y .
Recall that the descent condition gives us following equivalence.
(ES)/C (E
S)N/F
ES
≃
pi colim
If we take the fiber of this equivalence over the point Y ×
∐
N
1E we get
MapE(Y ×
∐
N
1E, C) ≃MapE(GY , F )
However in EN maps are computed level-wise, which means we get following final equivalence
MapE(GY , F ) ≃
∏
N
MapE(Y, F (n)).
Hence, U also has products. Thus, by [Lu09, Proposition 4.4.2.6] it has all countable limits and
colimits.
Finally, we want to prove that if
∐
N
1E exists then it is the natural number object. Let (X, b, u)
be an object X in E along with maps b : 1E → X and u : X → X . We have to show that the limit
of the following diagram is contractible.
∗ MapE(
∐
N
1E, X) MapE(
∐
N
1E, X)
MapE(1E, X) MapE(
∐
N
1E, X)×MapE(
∐
N
1E, X)
b
0∗
(u∗,f∗)
∆
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Using the property of coproducts we get the diagram
∗
∏
N
MapE(1E, X)
∏
N
MapE(1E, X)
MapE(1E, X)
∏
N
MapE(1E, X)×
∏
N
MapE(1E, X)
b
0∗
(u∗,f∗)
∆
We can rewrite this same diagram in the following form.
∗ Map(N,MapE(1E, X)) Map(N,MapE(1E, X))
Map(∗,MapE(1E, X)) Map(N,MapE(1E, X))×Map(N,MapE(1E, X))
b
0∗
(u∗,f∗)
∆
The limit of this diagram is indeed contractible as MapE(1E, X) is a space and so it follows from
Example 4.10. 
4.4 Internal Infinite Coproducts and Sequential Colimits. In general, an elementary
higher topos does not have infinite colimits and limits. However, the existence of a natural number
object in an elementary higher topos implies that we can construct certain structures that behave
like infinite colimits without being external colimits. In this subsection we will construct such
internal infinite colimits.
Notation 4.14. In order to simplify notation we will use following conventions:
Previous Section This Section
1E 1
NE N
o : 1E → NE 0 : N
p : 1E → NE n : N
sp : 1E → NE n+ 1 : N
Definition 4.15. A sequence of objects {An}n:N is a map {An}n:N : N→ U.
Definition 4.16. Let {An}n:N be a sequence of objects. We define the internal coproduct,
∑
n:N
An
as the pullback
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∑
n:N
An U∗
N U
pA
p
{An}n:N
Remark 4.17. Let n : N. Then we denote the fiber by An and think of it as the “n-th object” in
the sequence. In particular the first fiber is A0 and we have a sequence
A0, A1, A2, ....
which justifies calling a map N→ U a sequence.
It’s interesting to see examples of internal coproducts.
Example 4.18. Recall that by definition of a universe, a map 1 → U corresponds to an object
in E. Let 1 be the constant final sequence An = 1. This means that it is the map N → U that
factors through the constant map 1 → U that classifies the object 1. Now, we want to prove that
the internal coproduct,
∑
n:N 1, is simply equivalent to N. We have the diagram
∑
n:N
1 1 U∗
N 1 U
p1
p
p
By homotopy invariance of pullback we get
∑
n:N 1 ≃ N.
Example 4.19. We can generalize this example as follows. Let X be an object in E and let
X : 1 → U be the map classifying X . Then the map N → U that factors through 1 has pullback
N×X which means
∑
n:NX ≃ X × N.
It is valuable to notice that the internal coproduct is homotopy invariant.
Lemma 4.20. Let {An}n:N and {Bn}n:N be two sequences of objects such that {An}n:N ≃ {Bn}n:N.
Then
∑
n:NAn ≃
∑
n:NBn.
This result follows immediately from the homotopy invariance of the pullback and coequalizer.
We now want to look at another class of infinite internal colimits, sequential colimits.
Definition 4.21. A sequential diagram {fn : An → An+1}n:N is a sequence of objects {An}n:N :
N→ U as well as a choice of map.
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∑
n:N
An
∑
n:N
An+1
N
{fn}n:N
Notation 4.22. For any n : N we get a map fn : An → An+1. Thus we will use following notation
for a sequential diagram
A0
f0
−−−−→ A1
f1
−−−−→ A2
f2
−−−−→ ... .
Definition 4.23. Let {fn}n:N be a sequential diagram of the sequence of objects A. Then the
sequential colimit of f is the coequalizer
∑
n:N
An
∑
n:N
An A∞
f
id∑
n:N An
Let us compute some examples.
Example 4.24. Let X be any object in E. Then we showed above that the constant coproduct on
X is N×X . The sequential diagram that correspond to the sequence
X
idX−−−−−→ X
idX−−−−−→ X
idX−−−−−→ · · ·
is simply the map s× idX : N×X → N×X . Thus the sequential limit of the constant sequence is
the coequalizer of the diagram
N×X N×X X∞
s×idX
id
However, we already have following coequalizer diagram
N N 1
s
id
(this is part of the conditions that N is a Freyd natural number object). By descent then we deduce
that the sequential colimit is X .
Notice we can recover infinite coproducts using sequential colimits. For that we first need the
appropriate construction.
Proposition 4.25. Let X be an object in E. The sequential colimit of the sequential diagram
X
ι1−−−−→ X
∐
X
ι1−−−−→ (X
∐
X)
∐
X...
(defined below) is the infinite coproduct
∑
n:N
X = X × N.
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Proof. To simplify notation we will first prove the result for X = 1. First we will construct the
sequence described in the proposition. Let −
∐
1 : U→ U be the map of universes that corresponds
to map E→ E that takes an object Y to Y
∐
1. This gives maps
1
∅
−−−→ U
−
∐
1
−−−−−−→ U.
By the property of the natural number object, we thus get a map Finn : N→ U, which gives us a
map pFin :
∑
n:N Finn → N
By its definition we have 0∗(pFin) = ∅ and (n + 1)∗(pFin) = n∗(pFin)
∐
1 for all n : N. This
implies that
∑
n:N Finn
∼= N1 and pFin = sπ2. In other words the infinite coproduct is the generic
finite cardinal discussed before. The map N1 → N1 stated in the proposition corresponds to the map
id× s : N1 → N1, which is just the restriction of the map idN× s : N×N→ N×N. Indeed, the fact
that the map id×s restricts just reflects the elementary fact that n−˙m = 0 implies n−˙(m+1) = 0.
Up to here we constructed a sequence of objects that we showed is equivalent to N1 and a
sequence of maps idN × s. Intuitively it is the sequence of finite cardinals, where at each step we
add one more element. We want to find the sequential colimit of this sequence. We have following
diagram
N1 N1 Fin∞
N
N× N N× N N
id×s
id
id
o×id
o×id
id×s
id
As N1 is a subobject of N × N we know that Fin∞ is a subobject of N. On the other hand
it receives a map from the maximal subobject N and thus must be the maximal subobject which
implies that Fin∞ ∼= N.
Thus we conclude that N is the sequential colimit of successive finite cardinals internal to E. We
can now generalize this result to any object X by simply using the argument made before for the
map
1
X
−−−−→ U
−
∐
X
−−−−−−→ U.

There is an alternative way to construct the sequential diagram
X
ι1−−−→ X
∐
X
ι1−−−→ (X
∐
X)
∐
X
ι1−−−→ · · · .
However, for that we have to first review some concepts.
Remark 4.26. A complete Segal universe U• is a simplicial object in E that represents the target
fibration from the arrow category target : Arr(E) → E. We have proven in [Ra18b, Theorem 3.15]
that every universe U can be extended to a complete Segal universe U•. As before, a point 1→ U0
corresponds to an object A in E. Moreover, a point 1→ U1 corresponds to a morphism f .
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As U• is a simplicial object it comes with a map (s, t) : U1 → U0 × U0. It takes a morphism
f : A → B to the source and target (A,B). Thus in order to find the source and target of a
morphism we simply apply (s, t).
Having reviewed complete Segal universes, we can use them to build the sequential diagram in
a different way.
Remark 4.27. We want to build a sequential diagram by constructing a map from the natural
number object to U1. For that we construct a map U1 → U1, which means we have to build an
endofunctor of the arrow category. Let −
∐
idX : U1 → U1 be the map that corresponds to the
functor that takes a morphism g : A→ B to the morphism g
∐
idX : A
∐
X → B
∐
X .
By initiality, the map (∅ → X) : 1 → U1 and [−
∐
idX ] : U1 → U1 gives us a map (
∐
nX →∐
n+1X) : N → U1. As U1 classifies morphisms (by the previous remark) the map p : N → U1
classifies a commutative triangle
F0 F1
N
f
We have to determine F0, F1 and f . By definition, F0 → N and F1 → N are classified by sp : N→
U0, tp : N→ U0, where (s, t) : U1 → U0 × U0 is the source-target map from the previous remark.
Thus by construction, F0 =
∑
n:N(
∐
nX) and F1 =
∑
n:N(
∐
n+1X). Moreover, the fiber of f
over n : N corresponds to the map ι1 :
∐
nX →
∐
n+1X = (
∐
nX)
∐
X . Thus the map N → U1
gives us the desired sequential diagram
X
ι1−−−→ X
∐
X
ι1−−−→ (X
∐
X)
∐
X
ι1−−−→ · · · .
Similar to the coproduct case we also have a homotopy invariance and functoriality for sequential
colimits.
Definition 4.28. Let (An,fn) and (Bn,gn) be two sequential diagrams. A natural transformation
between the diagrams is a commutative diagram
∑
n:NAn
∑
n:NAn
∑
n:NBn
∑
n:NAn
{fn}n:N
F F
{gn}n:N
Remark 4.29. We will usually denote a natural transformation as a map F :
∑
n:NAn →
∑
n:NBn
in order to simplify notation.
Lemma 4.30. Let (An,fn) and (Bn,gn) be two sequential diagrams. A natural transformation
F induces a map of colimits F∞ : A∞ → B∞. Moreover, if F is an equivalence then F∞ is an
equivalence.
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Finally, we can also prove a cofinality result for sequential colimits.
Theorem 4.31. Let {fn : An → An+1}n:N be a sequential diagram. Then {fn}n:N has the same
sequential colimit as {fn+1}n:N.
Proof. For the purpose of this proof we denote the sequential colimit of fn+1 by A∞+1. Recall
that we have an isomorphism (o, s) : 1
∐
N
∼=
−−→ N. Pulling it back gives us an isomorphism
A0
∐∑
n:NAn+1
∼=
−−→
∑
n:NAn. This gives us a coequalizer diagram
A0
∐∑
n:N
An+1 A0
∐∑
n:N
An+1 A∞
f0
∐
{fn+1}n:N
id
However, we also know that the fiber of
∑
n:NAn+1 over 0 is A1 which means
A0
∐∑
n:N
An+1 ∼= A0
∐
A1
∐
A1
∑
n:N
An+1.
We can thus rephrase the diagram in the following form.
A0
∐
∅
∑
n:N
An+1 (A0
∐
A1)
∐
A1
∑
n:N
An+1 A∞
f0
∐
{fn+1}n:N
id
Thus the coequalizer diagram is a pushout of three coequalizer diagrams. Using the fact that colimit
diagrams commute the diagram is thus equivalent to the pushout diagram
A1 A∞+1
A1 A∞
idA1 ≃
p
This gives us the desired result that A∞+1 → A∞ is an equivalence which finishes the proof. 
We can use the theorem m times to get following corollary.
Corollary 4.32. Let {fn}n:N be a sequential diagram. Then {fn}n:N has the same sequential colimit
as {fm+n}n:N.
Using sequential colimits we can define infinite compositions.
Definition 4.33. Let {fn : An → An+1}n:N be a sequential diagram. Then we get a natural
transformation F :
∑
n:NA0 →
∑
n:NAn, where
∑
n:NA0 = A0 × N is the constant sequence. This
gives us a map of colimits F∞ : A0 → A∞, as A0 is the sequential colimit of the constant diagram
N×A0. Define the infinite composition f∞ : A0 → A∞ as the map F∞.
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Remark 4.34. The result of this subsection is that we can define various infinite colimits internally
in an elementary higher topos. Ideally, we will use sequential colimits in future works to make
various classical topological constructions in an elementary higher topos.
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