tive radius r. Let the center Xo be the sequence {&?}, and let 5 be chosen so large that 2~s~1 + 2~s -2 + • • • <r. Now a point X= {^} of D exists such that \\ra n f n {X) = + oo, and such th.&tj s+ x>k Q s . If we define xi as (ki, &2> ' * • » $j j 8 +i, i s +2, • • • ), then xi belongs to K and lim n f n (xi) = + °°-Consequently xi cannot be a point of Up and this contradiction establishes U as a set of the first category.
In a similar fashion it may be shown that the set V of all x in D for which lim inf w f n (x) > -<*> is likewise a set of the first category. Hence if we set W^ U+ V the theorem follows.
Finally, let ^Uk be a convergent series of complex terms for which S|^fc| = + °°> and for this series let 0 n (£) [fn (x) ] be defined as in (1.5) [(2.4) ]. We may consider the series of real and imaginary parts in the light of Theorem 2 [Theorem 3] and thus show that the set of all £ on / [x in D] for which we have lim sup w |</> n (£) | < °° [lim sup n \fn(x) I < °° ] is a set of the first category.
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A FORMULA FOR THE DIRECT PRODUCT OF CROSSED PRODUCT ALGEBRAS
SAUNDERS MACLANE AND O. F. G. SCHILLING
Introduction.
In this note we wish to present a uniform treatment of certain properties of crossed products. A crossed product over any field F is an algebra determined by a finite, separable, normal extension N of F, with a Galois group T, and a certain factor set 1 /! of elements hs,r in N, for automorphisms S and T in V. The crossed product (N, T,/i) consists of all sums ^%ss, where the coefficients Zs lie in N, and the fixed elements us have the multiplication Furthermore the corresponding crossed products are similar, can be extended to treat the case (iV, T, h) X(K, T/A, G). From this formula we obtain the theorems above, as well as a general formula for the direct product of two crossed products built on any two normal fields. In a systematic treatment, this proof has the advantage that it involves practically no more trouble than the proof of the ordinary product formula (4), and includes this as a special case.
2. Idempotents of matric subalgebras. It seems convenient to use the following restatement of known results about possible total matric subalgebras of a simple algebra. where C is the centralizer of M (Theorem 1.17). The algebra M has an inner automorphism mapping en on en, and this can be extended, so as to be the identity on C, to all of A. This proves the necessity of our condition.
Conversely, suppose each idempotent e» has the form e ff , where e = e h cr is a suitable automorphism. Decompose e into primitive pairwise orthogonal idempotents of A (Theorem 2.16), as e =/i+ • • • +/ r . One then computes that the unity of A can be decomposed into the pairwise orthogonal primitive idempotents 1 =Xl/7> where the sum is taken over all j = 1, • • • , r and over all cr needed to give the idempotents e*. The structure theorem (Theorem 3.19) then asserts that A =MXD, where M is a total matric algebra with basis e»-y, and where the diagonal elements ekh are the given idempotents /J. Each of the original idempotents e% is the sum of exactly r idempotents fj. Hence in M we select a subalgebra consisting of those matrices which are constructed from blocks of r Xr scalar matrices. This subalgebra is itself a total matric algebra, and its idempotents are the given e*.
3. The product formula. We now prove the following theorem: PROOF. Let C denote the direct product on the left of (5) ; since C has a unity element, we may regard .Fas a subfield of C. By the definition of a direct product, C is generated by a subalgebra isomorphic to (JV, T, h), which we can identify with this algebra, and another subalgebra isomorphic to (but not identical with) the second factor (K, T/A, G) ; so we may write 4 C as
where the subfields K r and iVhave only the elements of F m common, where K is equivalent to K' over F under a correspondence y+-*y', and where G' is the map of G under this isomorphism. Each coset of T/A may then be interpreted as an isomorphism of K' under the natural correspondence (7) (y')* = (y 8 )', yinK,S in the coset a.
The crossed product (N, T, h) is determined by the formulas (1), while (K f , T/A, G') is determined by similar formulas
The automorphisms S and a may be extended to the whole algebra C of (6) by the formulas
for any a in C In a direct product, any term in one factor commutes with any term in the other, hence S leaves fixed all elements of K' and <7 leaves fixed all elements of N.
The direct product C contains the commutative subalgebra NXK'; since N is separable, this algebra is semi-simple (chap. 3, §7) and as such is the direct sum of fields Li with idempotents d. Since 1 =XX'> Li has the form ei(NXK').
Let L be one of these fields, with idempotent e. Then the mapping z~>ez carries the elements z of N homomorphically into L ; since both are fields, this must be an isomorphism of N to part of L. For similar reasons, y'-*ey' maps K' isomorphically on part of L. These two mappings agree on the common subfield F of N and K'. Therefore L contains the two fields eK and eK', which are equivalent over eF because K and K' are equivalent over F. Since K is normal over F, this implies that eK = eK'. This identity means that for each element y in K there exists an element 3/* in K r such that ey = ey*, and such that the mapping y-»3>* is an equivalence of K to K f over JF. NOW two mappings y-*y f and y->;y* of K to K' can differ only by an automorphism a of K f over F> so that we may write y'=y*<r. One may then compute that the replacement of e by the idempotent e* simply replaces 3/* by y' in the equation ey -ey^. Furthermore, e° is the unity element of the field L ff , which is a direct summand of NXK' because 0", as defined by (8) T =y, hence that r = l, hence that e S(T = e, as asserted.
The conclusion e s<r = e may be reinterpreted in terms of the definitions (8) of the extended automorphisms S and a\ It then becomes the assertion that e commutes with the product usv". If S is in the coset o-, we write Ws for u^v 91 and have (11) ews = wse, Ws = usv".
The idempotents e, e°, e r , • • • of NXK' are all conjugate in the given algebra C of (6) ; hence Theorem 3 provides a total matric subalgebra M of C of degree k and with basis en, where en = e, e 2 % = e", This algebra is a direct factor of C (Theorem 1.17); so
where B is the C-centralizer of M. By the structure of a total matric algebra eCe will be a subalgebra equivalent to B. This subalgebra contains a subfield eNe = eN isomorphic to iV, with automorphisms ez<->ez s , and also contains elements ewse -ews of (11), one for each automorphism. The multiplication table for these elements may be computed, using the fact that eG = eG'; it is
(ez)(ew s ) = (ew s )(ez s ), (ew s )(ew T ) = {ew S T){ehs,TG (T ,r),
where S and T lie respectively in the cosets a and r. Since the whole algebra eCe has the same degree as N, this means simply that eCe is a crossed product to eN and the factor set ehs,TG ff , r (Albert, p. 67). Therefore (12) proves that C is similar to a crossed product B of the desired form.
4. Properties of symmetric factor sets. We now return to the proof of Theorem 2 of the introduction. Given a factor set G of elements in K y one proves at once that the definition (2) for g does yield a factor set for T. Conversely, if a given factor set g is A-symmetric, the associativity conditions gs, TRgT,R= gsr,it(gs,T) 
But the associativity conditions with R = l make g2\i = g,sr f i> so the result above becomes (gs,T) R = gs ) T\ hence each element gs,T of the factor set lies in the subfield K. One may then define G a , T by (2), and show that G is a factor set for K. For G so defined, the formula of 5. Arbitrary direct products. Now we consider two crossed products to any two given fields K and K f which are finite, separable, and normal over a common base field F. 
Then the direct product of the two given crossed products is (14) (K, 2, G) X (K f , 2', GO ~ (£ U K', T, «')•
In the special case when K and K' are disjoint, the Galois group of K\JK r is just the direct product of the two groups 2 and 2' and the formulas (13) mean simply that the matrix of gg' is the Kronecker product of the matrices G and G'. This case has already been considered by one of us. 7 In the case when K is a subfield of K', the formula (14) specializes to the formula derived in Theorem 4. This special case gives a proof of (14) in general, for observe that (cr, o*' )-><r maps T homomorphically on 2, so that the formula (13) really extends G to be a factor set for T which is symmetric relative to a suitable subgroup A. Therefore (K, 2, G)~(KKJK', T, g) by (3). The analogous result for K' then gives (14). HARVARD 
