Abstract-We study target reaching tasks of redundant anthropomorphic manipulators under the premise of minimal energy consumption and compliance during motion. We formulate this motor control problem in the framework of Optimal Feedback Control (OFC) by introducing a specific cost function that accounts for the physical constraints of the controlled plant. Using an approximative computational optimal control method we can optimally control a high-dimensional anthropomorphic robot without having to specify an explicit inverse kinematics, inverse dynamics or feedback control law. We highlight the benefits of this biologically plausible motor control strategy over traditional (open loop) optimal controllers: The presented approach proves to be significantly more energy efficient and compliant, while being accurate with respect to the task at hand. These properties are crucial for the control of mobile anthropomorphic robots, that are designed to interact safely in a human environment. To the best of our knowledge this is the first OFC implementation on a high-dimensional (redundant) manipulator.
I. INTRODUCTION
We address the problem related to control of movement in large degree of freedom (DoF) anthropomorphic manipulators, with specific emphasis on (target) reaching tasks. This is challenging mainly due to the large redundancies that such systems exhibit. For example, a controller has to make a choice between many different possible trajectories (kinematics) and a multitude of applicable motor commands (dynamics) for achieving a particular task. How do we resolve this redundancy?
Optimal control theory [1] , [2] , [7] , [14] answers this question by postulating that a particular choice is made because it is the optimal solution to the task. Most optimal motor control models hereby have focused on open loop optimisation in which the sequence of motor commands or the kinematic trajectory itself is directly optimised with respect to some cost function. The solution to an open loop problem gives us an optimal control trajectory, which can usually be obtained by solving a two point boundary difference/differential equation derived by applying Pontryagin's minimum principle [14] . Therefore trajectory planning and execution steps are separated and errors during execution are compensated for by using a feedback component (e.g., PID controller). However, the required corrections are not taken into account in the optimisation process. A suggested alternative to open loop models are closed loop optimisation models. The solution to a closed loop problem is an optimal feedback controller (OFC), i.e. a function mapping from the state to the optimal control value 1 . Thus, in contrast to classical control, calculation of the trajectory (planning) and the control signal (execution) is handled in one go.
Recently OFC has found large attention in the study of biological motor control [16] where it has shown to be a powerful theory for interpreting human motor behaviour [8] , [13] . A key property of such OFC, that typically minimise for task error and energy consumption, is that errors are only corrected by the controller if they adversely affect the task performance, otherwise they are neglected (minimum intervention principle [17] ). Therefore redundant degrees of freedom, often a nuisance for kinematic path planning, in OFC are actually exploited in order to decrease the cost. This is an important property especially for systems that demand low energy consumption and compliant motion, such as mobile humanoid robots interacting safely in a human environment. Furthermore OFC solutions, unlike classic robot controllers, neither require a separate inverse kinematics nor inverse dynamics computations nor the determination of the feedback control law.
Despite the appeal of closed loop optimal control, its application on realistic high dimensional and non-linear systems 2 is problematic: It is very complicated to solve a closed loop problem since the information represented by the optimal value function is essentially equal to the information obtained by solving a two point boundary or- 1 Closed loop models are often referred as global methods since each point in the state space is considered. 2 If the plant dynamics is linear and the cost function is quadratic the optimisation problem is convex and can be solved analytically. dinary differential equation from each point in state space. Global solutions could be found in theory by applying dynamic programming methods [1] that are based on the Hamilton-Jacobi-Bellman equations, which in their basic form rely on a discretisation of the state and action space, an approach that is not viable for large DoF systems (curse of dimensionality). Approximative optimal control methods like Differential Dynamic Programming (DDP) [2] , [6] and the iterative Linear Quadratic Gaussian (ILQG) [18] can be employed to overcome computational intractability. These methods iteratively compute an optimal trajectory together with a locally valid feedback law and therefore are not directly subject to the curse of dimensionality. Previous work largely has focused on the theoretical aspects in idealised simulated scenarios [8] , [15] , [11] whereas we demonstrate that OFC indeed is a practical approach for controlling real robotic systems [5] .
In this paper we develop an optimal feedback controller for a high-dimensional anthropomorphic manipulator. We investigate finite-time target reaching tasks under the premise of minimal energy consumption and compliance during motion as it is required for safe interaction with the robot. After a brief explanation of OFC and approximative methods in Section II we introduce an optimisation criterion that allows us to incorporate the required physical constraints of our plant into the optimisation process and we formulate a forward dynamics function that avoids discontinuities arising from joint friction in the robot (Section III). In Section IV we apply the local OFC law to the Barrett WAM manipulator and we highlight the benefits of this motor control strategy for anthropomorphic robots, that are designed to interact in a human environment. To the best of our knowledge this is the first documented OFC investigation on real (highdimensional) hardware.
II. OPTIMAL FEEDBACK CONTROL
Let x t denote the state of a plant and u t the applied control signal (i.e., joint torque) at time t. The state consists of the joint angles q and velocitiesq of the robot. We can express the system dynamics in deterministic form as
OFC has been formalised for stochastic dynamics with partial observability [9] . However we will ignore stochasticity in this work as we would require a system noise and estimation noise model of the real hardware. We formally specify the problem of carrying out a (reaching) movement as follows: Given an initial state x 0 at time t =0, we seek a control sequence u t such that the system's state is x * at time t = T . Optimal control theory approaches the problem by first specifying a cost function which is composed of (i) some evaluation h(x T ) of the final state, usually penalising deviations from the desired state x * , and (ii) the accumulated cost or running cost c(t, x, u) of sending a control signal u at time t in state x, typically penalising large motor commands. Introducing a policy π(t, x) for selecting u t , we can write the expected cost of following that policy from time t as [18] 
In OFC one then aims to find the policy π that minimises the total expected cost v π (0, x 0 ). The choice of the cost function determines the desired behaviour of the system and encodes the task. In the past, many performance criteria have been proposed (e.g., [3] , [4] , [19] ). Inspired by the study of biological systems where metabolic cost is crucial, the minimum energy criterion [12] is also a very appealing strategy for mobile robots since battery life is limited. Furthermore minimum energy implies smooth trajectories, reduced stress on the actuators, and joint compliance through low corrective gains, which is also desired in our application.
A. Iterative Linear Quadratic Gaussian (ILQG)
The fundamental idea behind ILQG is that, when the dynamics process is non-linear and costs are non-quadratic, one can still apply the LQG solution approximately around a nominal trajectory and use local solutions to iteratively improve the nominal solution.
We study reaching movements of a manipulator as a finite time horizon problems of length K = k∆t seconds. Typical values are k = 100 discretisation steps with a simulation rate of ∆t =0 .01. We assume that we have identified an accurate forward dynamics model f (x, u) of our plant. We define a discrete cost function v encoding for a task, where the manipulator has to move and stop at the target using a minimal amount of energy [18] :
The factors for the target position accuracy (w p ), the stopping condition (w v ), and the energy term 3 (w e ) weight the importance of each component. Further r(q) denotes the forward kinematics and r tar the task space coordinates of our reaching target.
The ILQG algortihm starts with a time-discretised initial guess (e.g., gravity compensation, or zero sequence) of a control sequence and then iteratively improves it w.r.t. the performance criteria in v (eq. 3). From the initial control sequenceū i at the i th -iteration, the corresponding state sequencex i is retrieved using the deterministic forward dynamics f with a standard Euler integrationx
In a next step the discretised dynamics (eq. 1) are linearly approximated as
Similarly one can derive a quadratic approximation of the cost function aroundx
Both approximations are formulated as deviations δx
k of the current optimal trajectory and therefore form a "local" LQG problem. This linear quadratic problem can be solved efficiently via a modified Ricatti-like set of equations that yields an affine control law π k (δx)=l k + L k δx k . This control law has a special form: since it is defined in terms of deviations of a nominal trajectory and since it needs to be implemented iteratively, it consists of an open loop component l k and a feedbackcomponent L k δx k . The actual optimisation in ILQG supports constraints for the control variable u, such as lower and upper bounds. After the optimal control signal correction δū i has been obtained, it can be used to improve the current optimal control sequence for the next iteration usingū
is applied to the system dynamics (eq. 1) and the new total cost along the along the trajectory is computed. The algorithm stops once the cost v cannot be significantly decreased anymore. After convergence, ILQG returns an optimal control sequenceū and a corresponding state sequencex (i.e., trajectory). Along with the open loop parametersx andū, ILQG produces a feedback matrix L which may serve as optimal feedback gains for correcting local deviations from the desired trajectory on the plant (Fig.  2) . The control law for each time step k is defined as,
where x k represents the real plant position andx k the desired position at time k. For the control of robotic manipulators ILQG has several desirable properties: (i) ILQG resolves kinematic redundancies automatically, i.e., no explicit inverse kinematics method is required. (ii) It produces a feedforward control sequence with corresponding optimal feedback control law. As we see later this allows us to achieve highly compliant movement plans that are still accurate w.r.t. the task at hand. (iii) We can specify a specific motion task in an "intuitive" high level formulation in the cost function.
At this point one should note that there is no guarantee that ILQG will converge to a global minimum. In fact experience from practice shows that the initial control sequence often affects the final outcome of the algorithm. From a computational perspective the dynamics linearisation steps in the ILQG algorithm loop prove to be the computational bottleneck. This process requires the partial derivatives ∂f (x, u)/∂x and ∂f (x, u)/∂u, which are computed, in a generally applicable case 4 , using finite differences.
III. ROBOT MODEL AND CONTROL
In this paper we use the WAM arm (Barrett Technology Inc.) (Figure 1) as an implementation platform. The WAM is a cable driven 7 DoF anthropomorphic manipulator (4 DoF without wrist), with a reach of about 1m and a payload of 4kg. The platform is well suited for implementing dynamics model based control (like OFC) since the inertial parameters are publicly available and motor torques can be directly commanded to the WAM. On the sensing side the platform has joint position encoders but offers no joint torque or other external sensors.
A. Forward dynamics the cost function
We model the non-linear dynamics of our plant using standard equations of motion where the joint torques τ are given by τ (q,q,q)=M(q)q + C(q,q)q + b(q)+g(q).
As before q andq are the joint angles and joint velocities respectively; M(q) is the N -dimensional symmetric joint space inertia matrix, C(q,q) accounts for Coriolis and centripetal effects, b(q) describes the joint friction, and g(q) defines the gravity loading depending on the joint angles q of the manipulator. All inertial parameters are provided by the robot manufacturer.
B. Avoiding discontinuities in the dynamics
The WAM suffers from significant frictional joint torques b(q), which had to be estimated separately. Joint friction is usually modelled to consist of a static 5 and kinetic Coulomb component as well as of a viscous friction component (Fig. 3) . The Coulomb friction model is discontinuous and therefore has no derivatives defined atq =0 , which is problematic because internally ILQG relies on derivatives to improve the control law. Furthermore, very steep gradients (as occurring in step-like functions) can sometimes have a bad impact on the convergence speed of the algorithm. We overcome this problem in practice by ignoring the static Coulomb friction and by approximating the kinetic Coulomb 4 In this work we also follow this approach 5 Also called "stiction". and viscous friction in each joint with the following smooth and continuous sigmoid function
where s indicates the "steepness" of the fitted arctan function (Fig. 3) , b C is the kinetic Coulomb friction, and B is the viscous friction coefficient. We heuristically identified the steepness parameter as s =2 0(for all joints) such that it led to overall stable ILQG convergence while providing sufficient modelling accuracy. We then used the constant angular velocity motion test [10] as an identification method for the viscous friction coefficient and the kinetic Coulomb friction. When a small step input torque τ * (i) is applied to the target joint i while keeping the other joints fixed,q i converges to some constant angular velocity as t →∞by the effect of the damping torque. By executing the test motions ten times with various values of τ * (i) for each joint, B and b C can be easily estimated by a least-square method. Since we are commanding joint torques (τ = u) the deterministic forward dynamics used in ILQG takes the form
C. Incorporating real world constraints into OFC
The model based control of real hardware must obey several physical constraints, which somehow need to be incorporated into the OFC framework. These correspond to the physical boundaries of the manipulator, namely the maximally applicable motor torques (u min , u max ), the joint angle limits (q min , q max ), and the maximally executable joint velocities (q min ,q max ). ILQG handles the control constraints during optimisation by enforcing control boundaries onū and by modifying the feedback gain matrix L k (i.e., setting L k to zero) whenever an element of the control sequence lies on the constraint boundary. Applied to the hardware however we found that control constraints are rarely violated whereas state constraints are much more critical (Fig. 4) and ILQG does not handle those constrains in any form. We therefore propose to incorporate the joint angle and joint velocity boundaries as optimisation constraints into the running cost in (3) as
For the joint angle boundaries (w pb ), and the joint velocity boundaries (w vb ) we use following notational convention 
).
Another issue that needs to be addressed is the correct initialisation of the robot's joint torque state. Before starting the optimal reaching movement the robot is assumed to be in a stationary state, which is achieved by applying the torque sequence u init . For the WAM the gravity compensation is known and we therefore set u init = g(q 0 ). At reaching start time k =0the torque sequences of the plant and the ILQG result should be equal, i.e., g(q 0 )=ū 0 . However there is no way to "tell" ILQG what the initial torques should be at time k =0and therefore a "torque jump" will be commanded to the plant. A similar effect arises at the end of the motion (k = K) where we usually transfer from reaching back to gravity compensation and it would be desirable that g(q K )= u K . Such torque transition errors must be avoided since they destabilise the plant and produce high stresses on the actuators, which contradicts the energy efficient control law that we want to achieve. Therefore an additional constraint is required in order to avoid excessively large motor jumps at the beginning and end of the reaching. In theory one can partially avoid that problem by modelling the underlying motor dynamics that define the maximal change in motor control signals. However this approach blows up the state space by additional N states, which in consequence increases the computational load on ILQG. We solve this problem alternatively by (i) using the gravity compensation torques g(q 0 ) as initial torque sequence and by (ii) introducing an additional "soft-start" and "soft-stop" constraint into the cost function. We extend our cost function v by another timedependent term in the running cost
Therefore the reaching has now became closer to a holdreach-hold task, where K s determines the transition smoothness, which is formulated in terms of joint angle velocities, irrespective of the current arm position at at start and end.
IV. RESULTS
In this section we discuss the results from controlling the WAM using the proposed (local) optimal feedback controller. We study two setups: First we use the 4 DoF setup to show the basic concepts and compare the results to other trajectory planners in terms of task achievement, compliance and energy consumption. The second setup contains all 7 DoF and here we will highlight the scalability of our approach and we present a set of control applications.
A. OFC with 4 DoF
We study movements for the fixed motion duration of 1.6 seconds, which we discretise into K = 800 steps (∆t = 0.002 sec) corresponding to the robot's operation rate of 500Hz. The manipulator starts at an initial position q 0 and reaches towards several targets t, defined in end effector task space coordinates (x, y, z) in meters. During movement we wish to minimise the proposed cost function (15) .
We for a reaching time of 1.6 sec. We used following cost parameters: wp = 50000, w v = 5000, w e =1 , w pb =5 0 , w vb = 100, K s =1 0 . Next we found the optimal solutions using ILQG for the three targets. Using the gravity compensation as initial trajectory, the algorithm converged after following number of iterations: iter center =6 3 , iter lef t =89,iter right =68. The ILQG results are applied to the WAM following the control law defined in (8) .
k is the 4 × 8 time-dependent locally valid control law that contains the optimal PD gains for each time step k. It has been shown previously [11] that these gains follow the so called minimum intervention principle [17] : As can be seen in the center panel of Fig. 5 , on the example of t center , the L gains take into account the nature of the specified task in the cost function. Therefore the gains are very low up to about 500 time steps and then grow towards the end of the motion where task accuracy and stability are more important 6 . This trade-off between energy preservation and reaching task achievement is present in all joints. Notably the L-matrix is diagonally dominant with an additional coupling between joints 1 and joint 3. This coupling appears due to the redundancy those joint have for the task of reaching to the center targets, e.g., perturbations in joint 1 can partly be corrected by joint 3 and vice versa. A comparison between the desired optimal trajectories (dashed lines in Fig. 5 ) and the feedback corrected trajectories on the plant (solid lines) indicate that the modelled forward dynamics is fairly accurate, especially for joint 2 that exhibits the largest joint torques. We can observe effects of "unmodelled dynamics", which can be attributed to the errors in the friction estimation (see section III-B).
As mentioned in the introduction in our OFC control strategy the primary aim is task achievement in target reaching and the energy preservation during control, whereas the exact trajectory tracking here is no performance criterion. As we show next these properties allow us (i) to use less energy than other (open loop) optimal control algorithms, and (ii) to be compliant during motion.
We compare the ILQG results against an open loop optimiser following the minimum jerk optimisation criterion [3] . We use the same start and end position as before and the optimisation gives us a optimal kinematic trajectory x * , which must be tracked using a (typically) hand tuned PD feedback control law
We used two sets of PD gains: (a) The high gain factory default values of the Barrett WAM controller:
For a better comparison with the ILQG control paradigm we also ran the minimum jerk results with a feed-forward torque sequence that we computed using the inverse dynamics
As before we used: (c) the standard WAM gains and (d) max(L). Figure 6 summarises the results.
As expected, in terms of accuracy the high gain feedforward minimum jerk trial (c) is the most accurate. However it achieves this performance with the price of a fairly high energy consumption, i.e., 25% higher than ILQG. Due to the high corrective gains its compliance is reduced making the robot much more destructive in the case of unexpected collisions. In summary ILQG offers the best trade-off between end-point accuracy and energy consumption. The ILQG results for all targets are accumulated in Table II . The reaching produced by ILQG is very compliant allowing an interaction at all times with the robot (Fig. 7 and accompanying video) . (1)- (4) and ILQG (5) -Results are averaged over 10 reaches to the center target (tcenter). Left: Euclidean distance (error) between target and end-point. Right: "Energy" consumption computed as sum of all torques in all joints over the entire trajectory:
B. Scaling to 7 DoF
In this section we demonstrate the scaling and redundancy resolution abilities of ILQG. We demonstrate results on two types of reaching tasks:
1) Task space reaching without orientation: We repeated the reaching experiment from the section with the 7 dof setup. Initial position, targets, reaching time and cost function parameters were the same as before. Unlike before we now have 4 redundant degrees of freedom, since we only look at (x, y, z) coordinates and ignore the end-effector orientation. ILQG successfully converges after iter center =7 4 , iter lef t =8 0 , iter right =7 1iterations and resolves the kinematic redundancies. As shown in Table III the reaching performance is comparable to the 4 DoF case. Notably the 7 DoF setup has a larger energy consumption as the 4 DoF arm. We attribute this to the higher weight of the additional motors and gearing (+2kg) that are the added at the last 3 joints. 2) Task space reaching with orientation: Many manipulator tasks, for example pick and place tasks, require a specification of the end-effector orientation. Therefore instead of defining the reaching target in task space coordinates (x, y, z) only (eq. 15), we additionally specify the desired end-effector rotation as yaw, pitch, roll (y, p, r). We set two reaching tasks towards t center with different end-effector orientations, one pointing horizontally to the front and the other pointing vertically down. The 4 × 4 transformation matrices of the targets are Applied to the WAM (Fig. 8) , it successfully reached the targets with high accuracy in position and orientation as can 
C. Reducing the computational costs of ILQG
For any motion control algorithm, real-time planning is desireable and computational costs therefore play an important role. Given the high operation rate of the WAM (500 Hz), we face serious limitations due to the computational efficiency of iterative methods. These scale linearly with the number of time steps, linearly with the number of iterations and in the number of input dimensions x =( q;q) and u (i.e., 3N for an N DoF robot).
Typical ILQG simulations produce accurate optimisation results with dt =0.01. Therefore when calculating the ILQG control law we do this initially with dt =0 .01 to quickly obtain an optimal control sequenceū of length n = 160.W e then subsample this optimal torque sequence to get longer control sequenceū ext of length n = 800. This sequence serves as the new initial control sequence of ILQG with dt = 0.005 and since the sequence is located near the optimal solution already, ILQG converges after only 2 to 4 iterations on average.
In order to reduce the finite differences calculations one can employ analytic derivatives of the dynamics function. We have shown previously that such approaches can speed up the ILQG computations by a factor 10 or more [11] . Another practical speed-up approach limits the required number of iterations by remembering previously calculated optimal trajectories, which then can be used as an "initialisation library" near an expected optimum, performed for example with a nearest neighbour search. A similar approach has proved to create a globally optimal behaviour in a realtime simulated swimmer [15] . Applying the above mentioned speed-up methods we were able to perform complete ILQG computations for the 7 DoF WAM in the range of 2 to 5 seconds on a regular Notebook (Intel Core 2 1.8GHz). Notably these solutions were obtained using finite differences instead of analytic derivatives.
V. C ONCLUSION &OUTLOOK
In this paper we proposed to use OFC for the control of anthropomorphic robots. We developed a locally valid optimal feedback controller for the WAM manipulator, which we achieved by incorporating the physical constraints of the robot into the performance index of the optimal controller. We further elaborated on the problems and solutions of discontinuous dynamics as they occur on real hardware. We successfully tested our control method to the manipulator and demonstrated the practical benefits of this control strategy, that unifies motion planning, redundancy resolution and compliant control as a result of a single algorithm.
Like for any model-based control method, the dynamics model is the bottleneck in terms of task achievement and accuracy. Even though we sacrificed model accuracy to achieve numerical stability, we still are able to get reasonable reaching accuracy that can be thought to be sufficient for most daily life tasks.
Whereas here we studied reaching tasks, the OFC is easily extendable to more complex tasks such as throwing and hitting (see accompanying video), via point tasks, or walking [5] . We are currently working on extensions of OFC for the control of redundantly actuated (i.e., variable impedance) manipulators under the assumption of stochastic plant dynamics.
