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ABSTRACT
Bandaru, Vamsi K. MSME, Purdue University, August 2016. Algorithms for LiDAR
Based Traffic Tracking - Development and Demonstration. Major Professors: An-
drew P. Tarko, School of Civil Engineering and Kartik B. Ariyur, School of Mechanical
Engineering.
The current state of the art of traffic tracking is based on the use of video, and
requires extensive manual intervention for it to work, including hours of painstaking
human examination of videos frame by frame which also make the acquisition of data
extremely expensive. Fundamentally, this is because we do not have observability of
the actual scene from a camera which captures a 2D projection of the 3D world. Even
if video were to be automated, it would involve such algorithms as RANSACK for
outlier elimination while matching features across frames or across multiple cameras.
This results in algorithms without stationary relationships between input and output
statistics, i.e., between sensing resolution and error and estimated positions and ve-
locities. LiDAR directly provides 3D point clouds, giving a one-one mapping between
the scene from the physical world and data. However, available eye-safe lidars have
been developed for autonomous vehicles, and provide only sparse point clouds when
used for longer range data acquisition.
Our experimental results use the Velodyne HDL 64E lidar. The sparse nature of
data points returned by the Velodyne LiDAR rendered most of the algorithms for
object identification and tracking using 3D point clouds at the point cloud library
(PCL), a leading multi-agency open source research initiative focused on 3D point
cloud processing ineffective for our work. Hence I developed a comprehensive set
of algorithms developed to identify and remove background; detect objects through
clustering of remaining points; associate detected objects across frames, track the
detected objects, and estimate the dimension of objects.
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Two different complementary algorithms based on, surface equation (in 3D Carte-
sian coordinates) and LiDAR spherical coordinates were developed for background
identification and removal. Delaunay triangulation based clustering is performed to
identify objects. Kalman filter and Hungarian assignment algorithm are used in tan-
dem to track multiple objects simultaneously. A novel bounding box algorithm was
devised taking advantage of the way LiDAR scans the environment to predict the
orientation and estimate dimension of objects. Trajectory analysis is performed to
identify and split any wrong associations, join trajectories belonging to same object
and stitch partial trajectories. Finally, the results are stored in a format usable by
various transportation or traffic engineering applications.
The algorithms were tested by peers with data collected at three intersections.
Detection rate and counting accuracy are above 95% which is on par with commercial
video solutions that employ humans to varying degrees. While prototyping for the
algorithms was done it MATLAB, preliminary tests of conversion to C++ showed




Safety and operations at intersections remain among the most critical areas of road
transportation; therefore, accurate and cost-effective collection of traffic data at inter-
sections is important for identification of the causal factors of crashes and evaluation
of safety countermeasures, design, and control treatments [1]. Traffic flow records are
essential for urban planning and traffic management. [2]
Present commercial systems for traffic monitoring involve humans in extracting
data to varying degrees based on quality/accuracy of data needed. An example of
such an approach would be miovision [3]. Involving humans introduces biases and
also increases costs to the overall system and also eliminates the possibility of real
time data extraction.
Research over the past two decades have been focused on extracting traffic data
from video autonomously [4–6]. While taking advantage of the existing infrastructure
like installed cameras at road side areas reduces the overall cost of implementing a
tracking system, there are several short comings for using video. The primary ones
being
1. Video based measurements are a projection of 3D objects on a plane
2. Perspective of the camera plays a huge role in the measurement process
3. Video based measurements are sensitive to light
4. Cameras have a relatively narrow field of view
Since video measurements are a projection of 3D objects on a plane, it is not pos-
sible to accurately guess the perceptive/transformation using a single camera without
knowing the orientation of the camera a priori. Techniques have been developed to use
stereoscopic cameras and obtained 3D coordinates of points [7].However, all of them
involve such algorithms as RANSACK for outlier elimination while matching features
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across frames or across multiple cameras. This results in algorithms without station-
ary relationships between input and output statistics, i.e., between sensing resolution
and error and estimated positions and velocities. These techniques are generalized
to wide range of perspectives. Knowing the orientation of the cameras help calibrate
the algorithms better. It is well known that the quality of images captured varies
with ambient light. An entire area of research is dedicated to creating background
models that account for changing conditions [5]. Video cameras need a light source to
function. As stated previously changing light conditions do create problems for some
algorithms in the literature. Cameras that incorporate IR light for ”night vision”
produce a vastly different image when compared to its functioning in daylight.The
performance of above said algorithms during night time is unknown. Cameras espe-
cially the ones used for surveillance have low resolutions. A standard lens camera
system with a focal length of 35 − 70mm have a field of view between 37.8◦ − 19.5◦
vertical angle of view and 54.4◦−28.8◦ horizontal angle of view. Fish eye lens systems
have a much greater field of view typically around 180◦. But the images produced
by these systems have a non linear transformation/mapping functions [8]. This adds
additional complexity while estimating 3D coordinates from multiple camera systems.
Video still remains the primary focus of commercial companies but a new trend
of using RADAR in conjunction with video to improve accuracy of tracking has risen
in recent times. Commercial companies providing such autonomous services [9] lack
the capability to provide individual vehicle level trajectories [10], which is critical
for safety related applications. Given the resolution limitations of RADAR systems,
LiDAR systems have more promise. Unlike video, LiDAR measurements are points
on the surface of objects surrounding the scanner. LiDAR directly provides 3D point
clouds, giving a one-one mapping between the scene from the physical world and
data. However, available eye-safe lidars have been developed for autonomous vehicles,
and provide only sparse point clouds when used for longer range data acquisition.
On the other hand, as the market for LiDARs grows larger with applications to
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autonomous vehicles and surveying, it is expected that the costs of the sensors will
decrease significantly.
Our experimental results use the Velodyne HDL 64E lidar, which is the largest
field of view eye-safe LiDAR available in the market today. The sparse nature of data
points returned by the Velodyne LiDAR rendered most of the state-of-the-art com-
puter vision algorithms for object identification and tracking using 3D point clouds
inapplicable. Point cloud Library (PCL) is a large scale open source project that
contains state of the art algorithms for filtering, feature estimation, surface recon-
struction, registration, model fitting and segmentation [11]. Most of the algorithms
present in that library inherently assume a rich density point clouds whereas a Velo-
dyne HDL-64E sensor provides far less density at longer ranges, unlike in the au-
tonomous vehicles area where these algorithms are being developed. Hence most of
the algorithms are not applicable. Hence I developed a comprehensive set of algo-
rithms developed to identify and remove background; detect objects through cluster-
ing of remaining points; associate detected objects across frames, track the detected
objects, and estimate the dimension of objects.
This thesis presents a set of algorithms that have been developed specifically for
LiDARs that provide sparse data points (such as velodyne HDL 64E) that allows
for autonomous data collection at a chosen intersection for extended periods of time.
The target hardware for the algorithms developed is located at Mobile Traffic Labora-
tory (MTL), Center for Road Safety (CRS), Purdue University as part of the Traffic
Scanner (TScan) research initiative jointly supported by the Joint Transportation Re-
search Program of the Indiana Department of Transportation and Purdue University
(JTRP) and the NEXTRANS Center at Purdue University. This thesis focuses on
developing the LiDAR’s tracking algorithm. evaluation of which has been done with
the help of researchers at CRS1. Although this thesis focused on the fundamental
considerations of signal processing for objects classification and tracking, the compu-
1Mario Romero and Cristian Lizarazo part of the TScan research team helped with evaluation of
the algorithms
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tational load and processing efficiency also were addressed to increase the practicality
of the developed system by significantly reducing potentially eliminating the time
required for human processing of the data after collection.
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2. RESEARCH HARDWARE
The algorithms were developed for the hardware that resides in a Mobile Traffic Lab-
oratory (MTL) owned by Center for Road Safety (CRS), School of Civil Engineering,
Purdue University. The MTL consists of a Velodyne HDL 64 SE LiDAR system
mounted on top of a pan/tilt base along with Vectornav VN100 IMUs. The pan/tilt
base resides on top of a retractable mast. A complete list of various components
present in MTL and their specifications, refer to Appendix
2.1 LiDAR
The sensor used for the research implementation is the Velodyne HDL 64E sensor,
which is equipped with 64 laser diodes and hence the name. The Velodyne sensor has
been used in autonomous vehicle applications, such as the DARPA Grand Challenge
[12]. It provides higher data density than other LiDARs used for aerial surveying
such as VUX series of LiDARs by Riegl [13].
2.1.1 LiDAR Specifications
The unit rotates to give a full 360 horizontal field of view. Its vertical field of view
is 26.8◦. The HDL-64E spins at rates ranging from 300 RPM (5 Hz) to 900 RPM (15
Hz). The default is 600 RPM (10 Hz). Changing the spin rate does not change the
data rate. The unit sends out the same number of packets (at a rate of 1.3 million
data points per second) regardless of the spin rate. The 3D point cloud resolution
will increase or decrease depending on the rotation speed. The specifications for the
Velodyne scanner are shown in Table 2.1 [14]. Data collected during one rotation of
the LiDAR is referred to as a ”frame”.
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Table 2.1. Sensor manufacturer specifications for the HDL-64E scanner.
Sensor
64 lasers
360◦ (horizontal) by 26.8◦ (vertical) FOV
Range: 50 m (10% reflectivity) 120 m (80%)
1.5 cm range accuracy (1 sigma)
0.09 Horizontal Encoder Resolution





2.0 mrad beam divergence
2.1.2 Data structure of LiDAR Unit
The HDL-64E data are presented as distances and intensities only. The connection
between the LiDAR and the computer is similar to a two-way LAN setup. The LiDAR
constantly sends messages with the fixed IP source and destination addresses. The
data collected are packaged in a format called .pcap.
The HDL-64E outputs UDP Ethernet packets. Each packet contains a data pay-
load of 1206 bytes that consists of 12 blocks of 100-byte firing data followed by six
bytes at the end of each packet that contain the spin counter and firmware version
information. Each packet can be either for the 32 upper or the 32 lower laser banks
(called laser blocks). The packet format is as follows:
2 bytes of header information :
This header indicates whether the packet is for the upper block or the lower
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block. The upper block has a header of 0xEEFF and the lower block has a
header of 0xDDFF1.
2 bytes of rotational information :
This is an integer between 0 and 35999; dividing this number by 100 produces
values in degrees.
32 laser return info of 3 bytes each :
Each return contains 2 bytes of distance information, in .2 centimeter incre-
ments. 1 byte of intensity information shown as 0 - 255, with 255 being the
most intense return. A zero return indicates no return up to 65 meters.
6 status bytes :
These status bytes alternate between packets. The end of the packet will show
one of the below options:
• A reading showing the internal temperature of the unit in the form, of
a ”DegC” ASCII string as the last four bytes of the packet. The two
bytes before this string are the thermistors reading in C in hex 8.8 format,
which is in the ”big endian format” (i.e., the byte immediately preceding
the DegC text is the whole degrees, and the byte preceding that is the
fraction of a degree in 1/256 increments; for example, c0 1a indicates that
the temperature of the thermistor is 26.75 degrees C.
• The version number of the firmware in ASCII character format ”Vn.n”
where n.n is the version number (e.g., ”1.5”).
In summary, the total bytes per packet of data is 1206 = 12×(2+2+32×(2+1))+6
An image depicting the data structure of a packet is shown in Figure 2.1 for
reference.
1The hex values shown in the packages are in inverted orders. Therefore, the upper block indicator
EE FF is shown as FF EE in any text editor, which is the case for all the other values
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Note that the distance reading is zero, which means that the particular laser fired
at that angle never returned, either because it was reflected away or there was no
object to reflect off of within the range of the sensor.
Figure 2.1. User Datagram Protocol (UDP) Ethernet Packet Format: HLD-64E.
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2.1.3 Conversion of Coordinates
Each of the 64 lasers is individually aimed and, thus, each has a unique set of
calibration parameters. An ideal system can be envisioned as follows. The bundle of
rays emanating from the 64 lasers lies in a vertical plane and intersects at the origin
of the local scanner coordinate frame. The origin of the range measurement for each
laser is located at the scanner origin. The manufacturer defines the following set of
parameters for each laser to model the deviations from these ideal conditions
Each of these parameters described in Table 2.2 is illustrated in Figure 2.2
Figure 2.2. Sensor calibration variables : (a) Sensor frame axes, (b)
Sensor layout, (c) Scanner parameters in vertical plane, (d) Scanner
parameters in horizontal plane.
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Table 2.2. Sensor calibration variables.
Correction Type Variable Description
Rotational βi This parameter is the rotational correction angle
for each laser, as viewed from the back of the unit.
Positive factors rotate to the left, and negative val-
ues rotate to the right
Vertical δi This parameter is the vertical correction angle for
each laser, as viewed from the back of the unit.
Positive values have the laser pointing up, and neg-
ative values have the laser pointing down.
Distance Dio Each laser has its own unique distance due to mi-
nor variations in the parts used to construct the
laser. This correction factor, in centimeters, ac-
counts for this variance. This number should be
directly added to the distance value indicated in
the packet.
Vertical Offset V io This value represents the height of each laser as
measured from the bottom of the base. It is a fixed
value for all upper block lasers and a different fixed
value for all lower block lasers.
Horizontal Offset H io This value represents the horizontal offset of each
laser as viewed from the back of the laser. It is a
constant positive or negative value for all lasers.
These parameters are determined by the manufacturer and are provided to the
end user along with the instructions and sample source code to apply the calibration
values to the raw measurements in order to reference the measurements from all the
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lasers to the local scanner coordinate frame. The computation of the local scanner












o)× cos(δi)× sin(ε− βi)−H io × cos(ε− βi)
(Ri +D
i
o)× cos(δi)× cos(ε− βi) +H io × sin(ε− βi)
(Ri +D
i




Ri is the raw distance measurement from laser i;
ε is the encoder angle measurement;
Di0 , δi, βi, H
i
0 are the parameters pertaining to laser i as explained in Table 2.2.
2.2 IMU
The current research unit has a system of 3 IMUs to accurately measure the
orientation of the sensor. The sensor used is VectorNavs VN-100T. The primary
purpose of the IMUs are to provide accurate orientation information of the LiDAR
at any given instant in time. The specifications are shown in Table 2.3
Table 2.3. Sensor manufacturer specifications for IMUs.





1 barometric pressure sensor
Communication Serial RS-232 & TTL
Angular Resolution < 0.05 deg
Output rate 800 Hz
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2.2.1 Compensation for Orientation of Sensor
The system has IMUs that report the current orientation of the sensor. The IMUs
report three angles, roll (α), pitch (β) and yaw (γ) which represent the rotations about
the x, y and z-coordinate axis respectively. If a system is rotated by an angle θ about
its x-axis, then the rotation matrix to transform the reference coordinate frame to





0 cos θ − sin θ
0 sin θ cos θ
⎤
⎥⎥⎥⎦ (2.2)




cos θ 0 sin θ
0 1 0






cos θ − sin θ 0




If xyz represents a fixed reference frame and XY Z represents a frame rotated
by α, β and γ about the x, y and z-axis of the fixed frame respectively, then the
transformation can be represented by Equation (2.6)
Rr = Rz(γ)×Ry(β)×Rx(α) (2.5)
XY Z = xyz ×Rr (2.6)
The rotational matrix is orthogonal hence its inverse is its transpose.
Currently, IMU readings are used for correcting initial orientation of the sensor.
The sensor data can be used to estimate the orientation of sensor in real time. This
will be explored in the future.
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3. ALGORITHMS OVERVIEW
The prime objective of the set of algorithms developed is to detect and track objects
in an intersection in an autonomous fashion. Broadly, these algorithms accomplish
three specific tasks.
1. Detection
• Background Identification and removal
• clustering to identify objects
2. Tracking
• Kalman filter
• Hungarian Assignment algorithm
• Modified Bryson Frazier Smoother
3. Refinement
• Trajectory Analysis
• Extended time horizon Kalman Filter
Each algorithm used in this set performs a specific task which ultimately when
combined produces the desired outcome. The overview of specific order of algorithms
can be seen in Figure 3.1
The first phase T0: Setup phase involves providing site specific information to
the algorithms. This information includes the layout of the intersection, nature of
the particular part of the intersection i.e whether a given section is a road pavement
or median or pedestrian sidewalks. This information is not only important for the
intended applications, it is also crucial for choosing the best background identification
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results in problems like incorrect association and partial trajectories. To overcome
this, a separate set of algorithms are used to ensure that The IDs (in turn tracked
objects) have one to one correspondence with actual physical objects i.e number
of IDs generated by the algorithm should be sane as the number actual physical
objects tracked. Finally the results are written to file. The output of the set of
algorithms consists of two files, a time independent vehicle specific property file and




Two different approaches, depending on the type of polygon, are taken to identify
the background. For polygons of a road pavement section that is typically free of
vertical obstructions, surface equations are estimated to accurately approximate the
background. This approach cannot be used for medians and sidewalks that may
contain fixed objects; therefore, a spherical coordinate-based thresholding is applied
to those polygons.
4.1.1 Equation of Surfaces in Cartesian Coordinates
The user provides the coordinates of each polygon in the intersection that is under
observation. Polygons may include lanes, sidewalks, medians, crossroads etc. during
the setup phase. This information is used in determining the equation of a plane that
represents the road pavement. The algorithm involves the following steps
1. Convert spherical coordinates to Cartesian coordinates (Section 2.1.3) and at
the same time, compensate for the orientation of the sensor (Section 2.2.1).
The compensation matrix is calculated based on the data from the IMU (which
are collected while the initial data are collected) and based on user feedback
(Appendix D).
2. Remove points that do not belong to any of the polygons
3. Perform triangulation on the resultant point cloud and remove all triangles
whose face-normal is beyond a certain threshold. The remaining points belong
to road, roofs of vehicles, trees or any other surface that is parallel to the surface
of the road.
4. In each frame segregate the remaining points based on the background polygon
to which it belongs
5. Aggregate the points belonging to the same polygon across all frames.
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6. For each frame perform plane fitting to obtain a second order polynomial that
represents the plane. The plane equation is shown in Equation (4.1).
z = a11x
2 + a22y
2 + a10x+ a01y + a12xy + a00 (4.1)
7. After the first initial fit, remove all the points that lie beyond 50 cm from the
expected z value in order to remove all points that belong to roofs of vehicles,
trees and other objects that are away from the surface.
8. Surface fit is then performed again on the remaining points for the polygon and
the equations are saved.
4.1.2 Thresholds in Spherical Coordinates
The concept of approximating background using plane equations works for road
pavement surfaces it may fail for medians that have fences, poles, plants and other
fixed objects. Similarly, sidewalks can also have fixed objects such as the ones men-
tioned above as well as benches, bicycle racks and other street furniture. These ob-
jects belong to the background while planes are not suitable for representing complex
surfaces. Hence a different approach is used for these polygons.
If one assumes that the LiDAR sensor is not moving (i.e. its motion is negligible
or accounted for) then fixed background objects should remain at the same distance
from the sensor in all frames. These objects include buildings, road planes, and
vehicles parked during the data collection period. Continuous readings in the same
direction may be a mixture of measurements of the background and of moving objects
if moving objects are expected. It is useful to find a distance threshold separating the
background measurements from the moving objects measurements. Moving objects
include vehicles, pedestrians, and sometimes trees and other light objects affected by
wind.
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Let a full rotation of the laser sensor be called the Frame. In frame F1, laser n
hits a stationary background object (ground) at horizontal angle α. The distance
reported by laser n is D1. In another frame F2, laser n hits a moving object when
the sensor is again positioned at angle . The distance reported by the laser is D2.
In the absence of a moving vehicle, the distance reported by the LiDAR would be
similar or very close to D1. Due to the presence a of vehicle, the LiDAR reports
a shorter distance. Measurements from certain laser n at certain angle α from a
sufficient number of rotations should be considered together to look for a threshold
that separates the background from the moving objects.
The algorithm consists of the following steps:
1. Collect data for 3000 frames or more, preferably when the traffic is low.
2. Distance readings recorded by each laser at each angle are grouped separately.
3. For each group, its mean and standard deviation is identified.
4. Any point whose distance value is less than the mean and k standard deviations
(where k is a natural number) is assumed to belong to a moving object.
From table (reference) it can be seen that the data from the LiDAR can be
split into 64 × 4000 groups. where 64 represents the number of lasers and
4000 represents the number of possible angles. The encoder of the LiDAR used
in MTL has a resolution of 0.09 degrees; hence there are 4000 possible angle
readings.
Once the data are grouped, the mean and standard deviation for each of the
groups are computed and stored in arrays. Groups having points less than
1%of the number of frames are ignored as the sample size is too small. Next,
a minimum standard deviation of 10 cm is assumed because anything less than
that is within LiDARs error range.
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Mean (μ), standard deviation (σ) and cutoff value (c) of each group is computed














ci,α =μi,α −mσi,α (4.4)
where,
μi,α is the mean value of a group of readings from laser i fired at angle α
Di,α,n is the distance reading given by laser i when fired at angle α in frame n
k is the total number of frames in the batch
b is the number of non-zero distance readings in the batch because a zero dis-
tance value means a null or no return
σi,α is the standard deviation value of a group of readings from laser i fired at
angle α
ci,α is the cut-off value for a group of readings from laser i fired at angle α
m is a real positive value, from experimental data, setting produces the best
results.
4.2 Background Elimination
After the initial setup process and background identification is conducted, the
real time data collection and processing module is executed. From this point on, no
human involvement is needed for collecting and processing data.
4.2.1 Spherical Coordinate Thresholds
After correcting for the orientation of the sensor, the next step is to remove the
background and isolate the points that belong to the objects above the ground. In
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order to achieve this, the equations of the planes for each of the identified lanes in
the previous phase are used.
First, the point cloud that comprises the entire frame is filtered to obtain the
points that belong to one polygon. Different background elimination methods are
used for polygons that represent road surface and sidewalks.
For points belonging to polygons other than road pavement, the background can-
not be approximated by a single surface equation. Hence for those polygons, spherical
coordinates based thresholds are used as explained in Section 4.1.2.
Any point that satisfies the following condition is assumed to belong to a moving
object.
Di,α,n < μi,α + 3× σi,α (4.5)
Where, Di,α,n reporesents the distance value reported by laser i at angle α for
frame n , μi,α and σi,α represent the mean distance and standard deviation for laser i
at angle α respectively. Note that if the lasers have no return (i.e there was no object
within the range of the laser), then by virtue of the sensor, it returns a distance of zero.
One must ensure that these points are ignored. Three times the standard deviation
is used because of the assumption that the majority of the points for any given laser
and angle group belong to the background and only the extreme outliers belong to
the moving object. Also, of interest here are outliers that report shorter distances
because the distance reported will always be smaller when there is an interruption
when compared to the normal path of hitting a stationary background.
4.2.2 Equation of Surfaces in Cartesian Coordinates
For the points pertaining to the road pavement, the equation of a surface that was
fitted as per the method described in Section 4.1.1 is used. All the points that are
less than MAX THRESH and more than MIN THRESH above the expected Z value
(given by Equation (4.1)) are the points that belong to the ground (refer to Section
4.3.2 for an explanation of parameters MIN THRESH and MAX THRESH). Once
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the background is eliminated in this fashion, the remaining points are to be further
investigated.
This process is repeated for all the frames in the data.
4.2.3 Parameters
Parameters dependent on sensor:
STEP ANGLE one step in the angular encoder of the sensor
N LASERS number of lasers in the sensor
FPS number of frames per second
Parameters independent of sensor:
MAX FRAMES number of frames in data set, if not set, the program reads the
entire .pcap file
MIN THRESH the minimum height from the expected Z value above which any
point is considered to be part of an object of interest needs fur-
ther investigation
MAX THRESH the maximum height from the expected value below which any
point is considered to be part of an object of interest needs fur-
ther investigation.
4.3 Clustering Based on Triangulation
After background elimination, the remaining points are grouped into clusters.
Points that are close enough to each other are assumed to belong to the same object,
and the overlapping bounding boxes of these clusters are assumed to imply that the
two clusters belong to the same object. Each sufficiently large cluster then is assumed
to represent an object. Points that do not belong to objects but still pass through
the background filtering process are considered as noise. These noisy points can be
detrimental as they cause two significant problems
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1. Distortion of the bounding box of a cluster
2. Erroneous clustering of two adjacent objects
Bounding box distortions also lead to erroneous clustering of two adjacent objects.
In this process, precautions are taken to reduce the effect of noise. Once the clustering
process is finished, an innovative bounding box algorithm is used to find the bounding
box of a given point cloud.
4.3.1 Algorithm Overview
This phase consists of the following steps:
1. Delaunay triangulation [15] is performed for all the points in the frame post
background elimination.
2. The lengths of all the connections obtained from triangulation are computed.
3. All connections that are greater than NEIGH RADIUS are removed. It is as-
sumed that if two points are farther than a certain threshold then those two
points belong to different vehicles.
4. Those connections that are considered as noise are removed. (Section 4.3.3)
5. The remaining connected points are grouped to form clusters.
6. A bounding box is computed for each cluster.
7. In the case of vehicles similar in size to busses, it is possible that a patch of
points are beyond the threshold and yet belong to the same vehicle. In order
to account for this complication, a check is made to see if any two rectangles
are intersecting. If they intersect, then they belong to the same vehicle. Hence,
the two point clouds are combined and a new bounding box is computed.
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4.3.2 Parameters for clustering
There are two main parameters in this phase that influence the outcome of clus-
tering. The two important parameters used in this phase are
NEIGH RADIUS If two points are separated by a distance greater than this value,
then the points are considered to not belong to the same physical object. The smaller
the value, the more conservative the clustering is and may result in a single vehicle
being considered as two. For instance, the roof is considered to be separate from the
sides. If the value is larger, two adjacent vehicles might be assumed to be the same
vehicle. Currently a value 50 cm is used which works well in conjunction with noise
removal process (Section 4.3.3).
MIN PTS IN GROUP represents the number of points that have to be in a cluster
for it to be considered an object. The farther the object form the LiDAR the lesser
the number of points incident on the object. Hence if this parameter is high we may
fail to track the object when it reaches the edges. From the data we found that in
order to reliably identify an object, a cluster must have 15 points in it.
4.3.3 Noise Removal
During the clustering process, there may be cases when two vehicles adjacent
to each other are clustered together because of 1) noisy points in between the two
vehicles that pass through the background filtering process and 2) the noisy points
also happen to be close to each other and/or close to clusters representing objects.
This means that there is a possibility of two objects (e.g. two vehicles from adjacent
lanes) might be clustered together and are given just one ID as illustrated in Figure
4.2.
For each frame, the mean distance between a given point and its neighbors (de-
termined by Delaunay triangulation) is computed along with its standard deviation.
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Figure 4.2. Incorrect clustering due to noise.
All the points that are more than two standard deviations are considered to be noisy
connections and are removed.
Noise removal is a conservative process. For the same frame as shown above, once
noise removal is applied, the clustering process then identifies them as different objects
as shown in 4.3. One can also note that the vehicles in the coordinates [6000, 1000] in
Figure 4.2 are no longer present in Figure 4.3 because the distance between the points
among the cluster would have been greater than twice the standard deviation from the
mean for that frame. Hence those connections are removed and then the remaining
points are less than MIN PTS IN GROUP which represents the the number of points
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that have to be in a cluster for it to be considered an object. Hence the clusters are
considered insignificant and are ignored.
Figure 4.3. clustering after noise removal.
4.3.4 MinErrorRect
The bounding rectangle that is used in this phase is a modified version of the
minimum area bounding rectangle. It is based on the principle that the minimum
bounding rectangle has a common edge with the convex hull of the point cloud. The
algorithm consists of the following steps
1. Compute the convex hull of a given point cloud
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2. Calculate the edge angle of each edge of the convex hull
3. Rotate the point cloud such that one of the edges is parallel to the x-axis
4. Compute and total the distance from the parallel edge to all the points in the
point cloud, which is the cost of the current rectangle
5. Compute the rectangle using the minimum and maximum X and Y values.
6. Rotate the rectangle back to get the coordinates with respect to the input point
cloud
7. The rectangle with the minimum cost is the Minimum-Error-Rectangle (min-
ErrorRect).
Figure 4.4 shows, that the box produced by the minErrorRect procedure produces
a much better fit to the point cloud than a minimum area rectangle. Since the cost
is the Euclidian distance of all the points from one of the edges, this MinErrorRect
procedure ensures that an edge of the bounding box is always aligned with the edge
with most of the points in the point cloud. Since predominantly cars, bicyclists, and
other road users can be acceptable approximated by a rectangle, this procedure is
effective in finding their orientation without knowing their trajectory. The angle that
the leading edge (edge with most points near it) makes with the x-axis as reported
by this procedure is stored.
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Figure 4.4. Comparison of minimum area rectangle (MinBoundRect
procedure) and minimum error rectangle (MinErrorRect).
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5. TRACKING
Once the objects are identified by using the methods described in Chapter 4, the next
step is to associate the identified objects across frames. this step can also be called
as Forward Tracking. The framework for this algorithm is similar to MATLAB’s [16]
motion based multi-object tracking [17]
5.1 Forward Tracking
Once the point clouds are clustered in each frame, the next step is to the associate
point clouds across the frames. Objects are tracked between frames by (i) predicting
the position of an object in the current frame based on its position in the previous
frame and the currently estimated motion (ii) assigning the TScan-measured cluster
in the current frame to the nearest predicted position of the object and (iii) estimating
the new position by combining the predicted and measured positions
This step is accomplished using a Kalman Filter [18] setup. The motion of vehicles
is represented by a constant acceleration model and the centroid of the point cloud is
assumed to represent the object as a point mass. Since the dimension of the vehicle
is unknown, and the bounding box obtained is different in each frame for the same
vehicle, it is unwise to assume the centroid of the bounding box as the point mass
that represents the vehicle
5.1.1 Kalman Filter for Object Tracking
The state vector for the Kalman filter loop is
Xk =
[




Where px, vx, ax Represents the position velocity and acceleration along x axis.
py, vy, ay Represents the position velocity and acceleration along y axis Kalman filter
assumes that the system evolves from time k− 1 to time k according to the following
equation
Xk = FkXk−1 + wk (5.2)
where Fk represents the state transition model wk represents process noise which is
assumed to be drawn from a zero mean multivariate normal distribution with co-
variance Qk
At time k an observation (or measurement) zk of the true state xk is made ac-
cording to
Where, Hk represents the measurement matrix which maps the values in the state
space to the values in the observed space and vk represents the observation noise
which is assumed to be zero mean Gaussian white noise with co-variance Rk. The
error co-variance matrix is denoted by Pk.
5.1.2 Multiple Object Tracking Using Kalman Filter
For tracking objects across frames, we use a concept called tracks. Tracks refer
to objects that are currently being tracked. Therefore, in the first frame each object
detected in the clustering phase is used to initialize its own track. Tracks represent
a concurrent list of objects being tracked. New tracks are added when new objects
enter the field of view of the sensor and existing tracks are removed if the objects
have not been visible to the LIDAR for a continuous number of frames.
Detection of Vehicles The first step in multiple object tracking process is to
detect vehicles in each frame. This is achieved in the previous phase of clustering
(Section 4.3). The results of clustering are directly used in this step.
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Prediction The second step is to predict the location of the vehicles in the current
frame using the Kalman filter and the following equations
Xk|k−1 =FkXk−1|k−1 (5.3)
Pk|k−1 =FkPk−1|k−1F Tk +QK (5.4)
Assign detection to tracks The next step is to compute the Euclidean distance
between the predicted centroids (the existing tracks) and the detected centroids (the
centroids of the point clouds present in the current frame). This will result in p × d
matrix where p is the number of predictions for the current frame and d is the number
of detections in the current frame. Each object currently being monitored is called a
track. The Hungarian assignment algorithm [19] is then used to optimally assign the
detections to tracks.
Correction The assignment algorithm assigns detections to most of the tracks,
which means that these tracks have detections in the current frame. These detections
serve as the measurements that are fed to the Kalman filter routine. The best estimate
of the current state is then calculated using the following equations
ỹk =zk −HkXk|k−1 (5.5)




Xk|k =Xk|k−1 +Kkỹk (5.8)
Pk|k =(I −KkHk)Pk|k−1 (5.9)
Modify tracks For tracks to which detections are not assigned, the number of
frames since its last detection was assigned is updated.
If the track is invisible for too long (i.e., no detections have been associated with
that track for a predefined number of consecutive frames), then it is assumed that the
object has moved away from the field of view of the sensor and therefore is removed
from the list of tracks.
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Detections that are not associated with any existing tracks are assumed to repre-
sent new objects and new tracks therefore are created for them.
Each identified object has a record which contains the entire history of the object.
As the tracks are updated, so are their records. Tracks only contain the most recent
information regarding an object, whereas records contain their entire history. Any
record that has persisted less than a second is considered unreliable and the possibility
that it represents a physical moving object lessens. Hence, it is removed from the
list. Identified objects are given unique IDs, called the cluster ID, which are stored
in their records.
5.1.3 Kalman Filter Initialization
The Kalman filter has some variables that have to be initialized. The initial
state vector is initialized with only the position values leaving the velocities and
accelerations in x and y directions to be zero. Ideally the state vector has to be
initialized with the proper velocity and acceleration of the object being tracked. Given
the lack of information regarding flow of traffic and wide ranging possible velocities
when an object enters LiDARs field of view, it is safer to assume no direction or
magnitude for velocity and acceleration along x and y coordinates respectively.
Initial State Error Co-variance Matrix
Since the first measurement gives us a good estimate of the position but we lack





10 0 0 0 0 0
0 300 0 0 0 0
0 0 300 0 0 0
0 0 0 10 0 0
0 0 0 0 300 0





The initial values, shown in Equation (5.10), are based on the co-variance matrix
after tracking for a sample of 100 vehicles.
Process Noise Co-variance Q




1 0 0 0 0 0
0 1.5 0 0 0 0
0 0 1.5 0 0 0
0 0 0 1 0 0
0 0 0 0 1.5 0




Measurement Noise Co-variance R
The LiDAR has an error of up to 15 cm (at a range of 70 m). The error is less when
the object is closer. Experiments have been designed to characterize this error better







5.2 Dimension Estimation Using Kalman Filter
Since the directions of motion of objects are unknown, the Kalman filter is ini-
tialized with zero velocity and zero acceleration. In reality, vehicles enter the field of
view of the LiDAR with non-zero velocity and acceleration. In order to estimate the
position and velocity of the object in the initial frames more accurately, the Kalman
smoothing algorithm is used. Note that the estimated velocity and acceleration are
that of the centroid of the point cloud and not that of the vehicle. The smoothed
estimates of the centroids of the point clouds of a vehicle across frames better repre-
sent the overall trajectory (position and orientation) of the vehicle than the Kalman
estimates.
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5.2.1 Modified Bryson-Frazier Smoother
For Kalman smoothing, the Modified Bryson-Frazier (MBF) smoother [20] is used
over the Rauch-Tung-Striebel (RTS) algorithm [21]. The advantage of the MBF
algorithm is that the inverse of the covariance matrix need not be computed. It uses
a backward pass that processes data saved from the Kalman filter forward pass. The
equations or the backward pass involve the recursive computation of data which are
used at each observation time to compute the smoothed state and covariance.





k Hk + Ĉ
T
k Λ̂kĈk (5.13)
Λ̂k−1 = F Tk Λ̂kFk (5.14)
Λ̂n = 0 (5.15)
λ̃k = −HTk S−1k yk + ĈTk λ̂k (5.16)
λ̂k−1 = F Tk λ̃k (5.17)
λ̂n = 0 (5.18)
Where Sk is the residual covariance and Ĉk = I − KkHk. The smoothed state and
covariance can be found by substitution in these equations
Pk|n = Pk|k−1 − Pk|k−1Λ̃kPk|k−1 (5.19)
Xk|n = Xk|k−1 − Pk|k−1λ̃k (5.20)
5.2.2 Orientation of Vehicle From Centroid Trajectory
The smoothed out centroids from the MBF smoother are used to calculate the
orientation of the vehicle at each time step. The orientation of the vehicle at time
step k is given by the angle that the vector connecting the centroids at time steps k-1
and k makes with the x-axis.
There exists a significant challenge when calculating the orientation of the objects
at rest or very low velocity from the smoothed trajectory obtained after applying
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MBF smoother. The LiDAR has inherent property that it will not hit the same
physical point in space every rotation. This will lead to a motion in centroids that
does not exist in reality. In other words, the centroid reported is non stationary.
Figure 5.1. Sample trajectory of a moving object.
Figure 5.2. Section of trajectory shown in 5.1.
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Figure 5.1 and Figure 5.2 represent the same trajectory. The latter shows the
issue of non-stationary centroid when the underlying object in question is actually
stationary. To tackle this problem, we introduced an artificial lower bound for re-
ported velocity. If the velocity of the object is less than a certain value, it is assumed
to be fixed.
5.2.3 Dimension Estimation
In order to best estimate the orientation of the vehicle, all the point clouds that
represent the vehicle across the frames need to be used. This is achieved by the
following steps:
1. Rotate the vehicle by the negative edgeAngle, which is the angle that is obtained
from the minErrorRect procedure. The resultant point clouds have the leading
edge of the vehicle parallel to the x-axis.
2. Compensate for the position of the vehicle by subtracting the coordinates of the
smallest vertex of the bounding box.
3. Now a new bounding box that envelopes a certain percentage of points given by
the parameter PERCENT BOUND (Section 5.3.5) is computed. This bounding
box is assumed to represent the dimension of the vehicle.
5.2.4 Placement of Estimated Box on Top of Point Cloud
Once the dimension of the underlying vehicle, which is represented by a series of
point clouds over time, is estimated, a box with that dimension must be placed back on
top of the point cloud. Note that the centroid of the point cloud is not representative
of the centroid of the vehicle because the point cloud represents different parts of the
vehicle at different points in time in its trajectory based on its orientation. The most
reliable feature of the vehicle that is represented in the point cloud is the nearest
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Figure 5.3. Dimension estimation.
corner of the vehicle; however, the nearest corner visible to the LiDAR changes along
the trajectory of the vehicle. A mechanism to overcome this issue was devised. The
principle driving this method is that by property, LiDAR returns points from the
nearest surface of any object (only the parts that are visible). The following steps
are used to place the box on top of the point cloud:
1. Rotate a box of size of the estimated dimensions of the object by its instanta-
neous angle of motion.
2. One of the four corners of the point cloud must align with the four corners of
the box of the estimated dimensions.
3. A cost metric is computed for each of the four configurations. The cost metric
is defined as the product of the sum of the Euclidian distances from the origin
to the four corners of a given configuration and percentage of the points in the
point cloud it encloses.




Figure 5.4. Four configurations during box placement.
Figure 5.4 illustrates the four possible box placements for a sample point cloud.
Configuration (d) is the best representation and the chosen one
5.3 Parameters
This section contains a list of parameters that play a crucial part in the perfor-
mance of the algorithm. Role of each parameter is explained along with rationale for
choosing the value of the parameter.
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5.3.1 Centroid for Tracking
The two possible centroids that can be used for forward tracking are:
• centroid of point cloud
• centroid of bounding box
The former is a mean of all the points that constitute the cluster. The latter is the
centroid of a rectangle with the least area that can enclose all the points in that
cluster.
Centroid of point cloud is less prone to wavering as any additional points
revealed in subsequent frames will result in smaller change in the centroid of the
point cloud. The downside is that this centroid does not represent the center of the
vehicle and more often than not resides close to the face of the vehicle that is visible
to the LiDAR.
Centroid of the bounding box represents the center of the vehicle better than
the other option. The downside is that even if one point of the vehicle that is farther
from the side already revealed to the LiDAR appears, the dimension of the bounding
box changes. In other words, it is more prone to errors from frame to frame.
At this point in the process, association takes more importance than accurately
representing the trajectory. Centroid of the point cloud in this case provides better
association as it is less prone to change in number of points.
5.3.2 Cost Function (Forward Tracking)
This parameter determines the cost of associating one cluster in previous frame
with another cluster from the next frame
• Euclidian distance
• Angle between centroids + distance
Currently Euclidian distance is used. The cost involving angle between centroids and
distance gave worse performance than Euclidian distance. This is because when a
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vehicle is stationary, due to the nature of LiDAR, the centroid of the point cloud still
shifts. The LiDARs LASERs do not hit the same physical point every rotation. This
results in a change in centroid of the point cloud even if the vehicle is stationary.
While the Euclidian distance is small, the angle estimates vary a lot.
5.3.3 Cost of Non-Assignment
The parameter that determines that the two clusters in question from consecutive
frames are definitely far away from each other and are most likely not the same
vehicle. Currently 300 cm is used in conjunction to using Euclidian distance as the
cost function.
5.3.4 Minimum Velocity
This parameter defined the velocity of the centroid of the cluster below which the
cluster is assumed to be in a state of rest. Currently the centroid has to move at
a speed of 1 m/s or 2.2 mph. The reason for choosing this value is as follows. The
LiDAR unit has a sampling rate of 5-15 Hz. Assuming a median value of 10 (This
is the spin rate used for testing and evaluation), the above said threshold of 1 m/s
translates to 10 cm per frame or per rotation of the LiDAR. LiDAR has an error of 10
cm at a range of 40 m (going up to 15 cm at a range of 70 m), which is the expected
distance between the LiDAR and center of intersection. Thus the sensor is limited in
detecting such small movements frame to frame. Therefore this minimum velocity is
to compensate for the fundamental limitation of the sensor.
5.3.5 PERCENT BOUND
The other important parameter used in this phase is PERCENT BOUND. This
represents the number of points expressed as a percentage that the bounding box has
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to envelop. Currently it is set at 96%, a 1% noise budget for each of the four sides of
the box. The effect of this value can be visualized in Figure 5.3
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6. REFINE CLUSTER IDS
The algorithm explained so far assumes that each vehicle is represented by a single
cluster. This assumption hold good as long as there are no occlusions. When there
is a shadow in the scene (caused by a pole or a tree trunk), a vehicle passing through
the shadow is split into two pieces. The clustering process will consider both pieces
as belonging to the same vehicle only if the size of the shadow is small, such that
the length of the connection is not considered as noise. When the size of the shadow
is big enough, the two pieces of the vehicle are assigned different IDs. Since the
intent is to associate each vehicle to just one ID, these instances where the break up
happens must be investigated and the pieces that belong to the same vehicle need to
be combined and its properties need to be re-estimated.
There also is a possibility of wrong association of vehicles due to the shadows cast
by moving vehicles. In this case, the ID of one vehicle is wrongly associated with
another vehicle in mid- trajectory. Essentially, what this means is that a vehicle ID
may contain one part of the trajectory from vehicle A and another part from a nearby
vehicle B. In this case, both IDs need to be analyzed and then separated.
The process of splitting/merging is an iterative one. Convergence is achieved when
there are no more objects left to split and/or merge. Next, the various trajectories
that are not complete are tagged. Those partial trajectories that potentially belong
to the same physical object are identified and stitched.
Finally, after recomputing the dimension of the various trajectories that are changed,
the results are published to files.
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6.1 Merging IDs That Belong to the Same Object
6.1.1 Need for merging cluster trajectories
When there is a shadow in the scene cast by a pole, a vehicle passing through
the shadow will be represented by two sets of dense points with a region of empty
space (shadow) between them. The clustering process considers both these pieces
as belonging to the same object only if the size of the shadow is small such that the
length of the connection at the end of triangulation is not considered as noise (refer to
Section 4.3 for clustering process). When the size of the shadow is big, the two sets are
considered as two different clusters representing two vehicles and hence are assigned
different IDs. Since the goal is to associate each vehicle with one ID, these instances
where break ups happen must be investigated and pieces (clusters) that represent
the same vehicle need to be combined and its properties re-estimated. When the
underlying vehicles represented in the data can be correlated to cluster IDs generated
by the algorithm on a one to one basis, further analysis, such as backtracking, is more
reliable and accurate.
The principle guiding this procedure is based on the reasoning that two boxes
representing two vehicles overlap only as the result of an uncommon collision thus
the overlapping case is most likely an indication of a single vehicle.
Due to the nature of LiDAR and the presence of shadows in the data, cluster splits
result in multiple boxes around each piece and these boxes tend to overlap. Also due
to the nature of LiDAR, a true collision/near miss means that the TScan program
will report it as a temporary increase in the size of one of the vehicles. Hence the
supposed overlaps of boxes need to be investigated further.
6.1.2 Identifying Candidates for Merging
Two clusters are good candidates for merging if the two bounding boxes of these
clusters overlap at some instances. This overlapping indicates that the two clusters
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might represent one vehicle whose corresponding cluster was split due to shadows or
missing measurements. Thus the following procedure is used to identify intersecting
boxes
1. After estimating the dimension of each identified vehicle in the dataset, the
estimated boxes are then placed back on top of the point cloud.
2. In each frame, it is checked whether or not any two boxes representing a vehicle
overlap. If they overlap, then the two IDs of the objects are noted.
3. A table is then developed, which represents the combination of vehicle IDs that
have overlaps and also the frames in which they overlap.
6.1.3 Analysis of Candidates
Once the lists of candidates have been identified, each pair must be evaluated on
an individual basis to check whether or not they can be merged together. Two tests
were devised for this purpose.
Distance Between Centroids: This test analyzes the distance between the
centroids of the two point clouds in question when they are present in the same frame.
The hypothesis is that two clusters with considerably varying distance between their
centroids cannot represent the same object. Thus checking for relative distance and
its variance between the centroids of two candidate clusters provides an indication of
whether or not they belong to the same physical object.
For instance Figure 6.1, two objects exist, whose bounding boxes (which represent
the estimated dimension of the point cloud over its entire trajectory) overlap within
the area highlighted by a black box. Those two objects are the front tractor unit and
a trailer which belong to the same semi-trailer type vehicle.
Change in Dimension: The second test is to analyze the change in dimension
when the two clusters are combined. The hypothesis is that the combined clusters
dimension would be at best the same as one of the two clusters and at worst its length
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6.2 Splitting Up Wrong Associations
There might be instances where the association suggested by the Hungarian as-
signment algorithm based on euclidean distance as a cost metric. This cost metric
does not take into account direction of travel, lane in which object is present or
any other heuristic information. Hence there is a possibility of wrong association
happening.
Consider a scene involving two vehicles (A, B) that are in close proximity to each
other. These vehicles are represented by clusters M and N . When object A enters
a shadow, its corresponding cluster M is also occluded. Meanwhile, vehicle B is
partially occluded by a pole (or tree trunk). The corresponding cluster N is split into
two (N1 and N2 ). There are instances where cluster N14 is mistaken to represent
vehicle A and is assigned the ID of cluster M . Cluster N2 retains the ID of cluster N
but once cluster N2 completely disappears, the particular ID associated with it ceases
to exist. We end up with an ID whose first part belongs to vehicle A and the second
part belongs to vehicle B .
In order to account for the possibility of such events, the trajectories of each of the
cluster IDs must be analyzed. When the actual vehicles in the data can be correlated
to the cluster IDs generated by the algorithm on a one to one basis then further
analysis like backtracking is much more reliable and accurate.
6.2.1 Analysis of Trajectories to Identify Incorrect Associations
The following steps are performed to analyze a single cluster ID
1. Fit a polynomial equation (up to fourth order) that best represents the tra-
jectory of the cluster. Here best implies the least Root Mean Square Error
(RMSE). Every cluster whose trajectory has an RMSE value of greater than
MAXRMSE is assumed to have a likelihood of false association and is consid-
ered for further analysis.
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Figure 6.2. Incorrect association example; orange dots represent
position of centroid of bounding box over the trajectory.
2. Identify regions where there is a break in the trajectory. A break in trajectory
is characterized by two features
(a) A set of frames in which the object is invisible. From analyzing data it
is evident that incorrect associations can occur if the object is missing or
not enough points are returned from the object for a few frames and new
candidates are close by.
(b) An incorrect association due to the splitting of clusters. This and any
other incorrect association without any missing frames for the cluster is
characterized by a sudden jump in acceleration.
3. A polynomial equation is then fit (as mentioned in step 1) to the trajectory of
the cluster until the first break (frame wise, indirectly time wise).
4. If the RMS value of the fit is greater than 25, then the piece of the trajectory
might have to split off from the rest. This break is noted down.
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5. If not, then repeat step 3 by considering up to the next identified break.
6. Steps 3, 4 and 5 are repeated again but this time, in the opposite direction of
time.
7. The trajectory is then broken at the points in time where both the forward and
reverse iterative method suggested the same break point.
Note that, a single cluster trajectory might have to be broken at multiple points
in time. The algorithm assumes that such a case is possible.
6.3 Convergence of Split/Merge algorithms
The process of splitting/merging is an iterative one. Convergence is said to have
been achieved if any of the following conditions are met:
1. There are no more objects left to split and/or merge.
2. Same set of IDs fall within the ambiguous range where they are repeatedly split
and merged in successive iterations.
3. If the process doesnt converge then the number of iterations will be changed
based on available time. Once the allocated time budget is used up, the process
is forced to stop.
The first condition is the most desirable and is the ideal one. In practice, we may
not achieve it due to occurrence of condition number two or time limitations. In
the second case, the algorithm ends up in an infinite loop if left unchecked. Hence,
a manual termination is performed and the clusters are left in a split state (third
condition).
6.4 Kalman Filter for Partial Trajectories
After the iterative splitting and merging, it is assumed that every trajectory/cluster
ID now represents only one physical object. But those trajectories may not be com-
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plete. It is possible that there exists multiple cluster IDs / trajectories that represent
the same physical object. To stitch such trajectories together, a Kalman filter with
Hungarian assignment algorithm is used. These two techniques are used differently
in this phase than the way it was used in Chapter 5.
First step in the algorithm is to identify and tag partial trajectories. A trajectory
is said to be complete, if it contains the history of the object in all three types of
lanes namely, entry lane, intersection and exit lane of a given intersection.
A Kalman filter with a point mass model as described in Section 5.1.1 is used
to predict position of a cluster in the current frame given its history. Predictions
made in frames where there exists readings are ignored. Predictions made for partial
trajectories in frames after the end of the measurements is used to identify potential
candidates. These potential candidates must have their trajectories beginning in the
same frame as the trajectory in question. This constraint is conservative and may
limit / prevent the algorithm from joining some trajectories. Yet this approach is
taken to minimize any false positives.
Trajectory analysis is then performed on each pair of candidates to compute the
cost of joining the two trajectories. Up to a fourth order polynomial is fit to the
combined trajectory of two candidates. the best fit is the polynomial with least
RMSE value. This RMSE value is taken to be the cost of joining the two partial
trajectories. A cost matrix whose value in position i, j represents the cost of joining
trajectory i with trajectory j.
Hungarian assignment algorithm is then used to determine pairs that can be com-
bined. The cost of non assignment used is 25 (The RMSE value above which it is
uncertain if the resultant combined trajectory indeed represents the same physical
object). The candidates are joined as per the results of the Hungarian assignment
algorithm.
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6.5 Re-compute Dimension and Final Smoothing
After the trajectories are split and joined as explained in Section 6.2, Section 6.1
and Section 6.4, it is believed that most of the clusters have one to one correspon-
dence with actual vehicles and that each individual trajectory is representative of the
complete motion of the vehicle within the LiDARs field of view.
6.5.1 Re-compute Dimension
First, the Kalman filter with the modified Bryson Frazier smoother (explained in
Section 5.2.1) is used to obtain a smoothed trajectory of the centroids of the point
clouds for each ID. From the smoothed centroids, instantaneous angle of orientation
is obtained (explained in Section 5.2.2). Using the orientation information, the box
is placed as shown in Section 5.2.4.
6.5.2 Final Smoothing
Since the angle of motion estimation is based on the estimated point cloud cen-
troids it does not accurately represent the vehicle. Once the newly estimated box
is placed back on top of the point cloud, the centroid of the boxes is known. This
centroid represents the vehicle more accurately. A local linear second order regres-
sion based smoothing is used to smooth out the centroids. The boxes are then placed
based on the smoothed centroids. Thus the final trajectory estimate of the vehicle is
obtained.
6.6 Output Files
Once the final smoothing is completed, the results are presented in two formats
a time specific format (SSAM) and a time-independent format (custom vehicle spe-
cific format). The time dependent file is in a comma separated value format. It
contains object ID and the values that change over time such as location, speed and
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acceleration of each vehicle every 0.1 sec. The time independent file is also in a
comma separated value format. It contains the object ID and all measured object
characteristics that cannot change in over time. The time independent and the time
dependent data is linked by the object ID.
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7. EVALUATION
The following chapter describes the procedure applied to evaluate TScans perfor-
mance from the users perspective as well as for research purposes to improve the
TScan algorithm. Evaluation was carried out by other members of the research
group1.
The first aspect of TScan that was tested was its execution time. The evaluation
of the TScan results was conducted next by comparing them with results obtained
with an alternative benchmark method. The results were classified as:
1. Time-independent properties of the objects: type, width, and length; the ability
of the software to detect objects, properly classify them, and estimate their
dimensions were evaluated.
2. Motion of the objects: position, speed, and heading in time; the discrepancy
between the results produced with TScan and with a benchmark method were
estimated.
3. Interaction between objects: conflicts and collisions extracted with SSAM from
the TScan motion and dimension results were evaluated and discussed.
Processing of video images by human observers was chosen as a benchmark method
for its presumed accuracy. The benchmark method required extraction of the objects
trajectories from video images frame by frame. This method was labor-intensive
and imposed limitations on the length of the evaluated periods and the number of
evaluated objects.
1Cristian Lizarazo, civil Engineering, Purdue was involved in data collection along with the author.
Mario A Romero was the creator of the benchmark method and he also developed the necessary
tools to compare the results of benchmark method with TScan. The extraction of information from
video was done by Cristian
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7.1 Execution Time
The execution time of the algorithm was tested first because it is critical for per-
forming the calculations in real-time during data collection. This capability reduces
the time required to run engineering applications after the data collection. As stated
in previous sections, the research unit currently uses MATLAB as the programming
language as it allows iterating on the algorithm much faster than any other low level
language. For one hour of data collected, the current set of algorithms explained in
Chapters 4 5 6 can take up to three hours to process. Background elimination is the
most time consuming component, accounting for 50%−60% of the execution time. To
test the future in execution time when the algorithm is implemented with the C++
language, the coordinate conversion algorithm (Section 2.1.3) along with orientation
compensation (Section 2.2.1), was converted to C++. The C++ version executed
three times faster than MATLAB which makes the existing algorithm already imple-
mentable in real time. The following additional strategies implemented together with
the faster language guarantee the real-time execution of the developed algorithm:
• Processing the LiDAR data in batches
• Use of multi-threading or parallel processing features in modern CPUs to per-
form tasks in parallel
• Better memory management. MATLAB has limited flexibility in this regard
when compared to C++
• Use of efficient data structures to transfer data between various sections of the
code.
7.2 Data Collection
Data were collected at several locations to evaluate the TScan performance in
various conditions. Four-leg and three-leg intersections were included as well as sig-




7.4 Data Extraction From Video
The trajectories from video were estimated based on a customized vehicle tracking
software (VTS), which is described in [22]. The procedure for tracking a vehicle was
developed by collecting its position at pre-specified time intervals. VTS stored the
monitor coordinates (x, y) of the selected point at a specific time stamp t. Based
on a double homology transformation VTS transformed the monitor-based (x, y, t)
coordinates into the real-world 3D coordinates. The two consecutive homological
transformations avoided estimating the parameters of the mathematical projection
formula. According to [23], at least four reference points were required to be known
in both coordinate systems. The four known points on the image provided multiple
solutions to the problem. The chosen parameters were carefully selected for simpli-
fying the estimation.
Figure 6.4 graphically shows the transformation process. To transform the coor-
dinates from the screen system to the real world system, two homology axels were
defined. The first homology axel corresponded to the relationship between the image
and the auxiliary space defined by the two reference points: A’B’. The positions of
A” and B” were known in the auxiliary drawing. The additional homology axis refers
to the relationship between the reality and the auxiliary space and was defined by
intercepting the point A and either C or D since A belonged to the two homology
axes, A = A’= A.
Once the homology axes were defined, the C location was defined in the auxiliary
space. The line in the real world through B and C also was represented in the auxiliary
space since B was known and the intersection between the free line CB and the
homology axel were obtained. Then, a line through the CD in the conic perspective,
called the fixed line, intersected the other homology axel with a homologous point of
this line into the intermediate space. The intersection of the free line and the fixed
line in the auxiliary space was the point C”.
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The homologies have been defined, since 4 points in three were as: real, inter-
mediate and image were obtained. The vertices of either of the homologies were yet
to be determined. Therefore, to calculate the actual coordinates of any point, with
a known image, the methodology relied on these references by defining the straight
lines to a known point and calculating their counterparts in those lines.
The trajectories of the vehicles were estimated by marking the points on the tires
along the different video frames, forming a sequence of points that approximately
represents the vehicles trajectories (x, y, t). The video-based width and length were
obtained by applying the same methodology. The procedure of marking points on
the vehicle is shown in 7.5.
In general, marking the points on the vehicles tires and on the vehicle was a time
consuming manual procedure. This methodology was applied to evaluate the relia-
bility of the trajectories obtained from TScan. However, extensive data processing
with this method was not feasible. The number of trajectories and dimensions for
evaluating T-Scan are shown in Table 7.1.
Table 7.1. Video based trajectories.
Intersection Number of Vehicles
Intersection 504 Northwestern Avenue 96
Intersection West State Street and McCormick Road 105
Intersection Morehouse Road and West 350 North 48
Total 249
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2. Two different objects with the same ID : When two trajectories were
combined, TScan defines the same ID for two different objects. It can be a
vehicle-vehicle joint or pedestrian-vehicle joint.
The statistics related to the vehicle detection issues are shown in Table 7.2.
The results report a total of five incorrect detections over the total sample size
of 249 vehicles. The location with the highest number of detection errors was
the pedestrian crossing at 504 Northwestern Avenue. These discrepancies can
be explained by the high volume of pedestrians at this intersection. When a
pedestrian walks near a vehicle, the algorithm might associate these two objects
leading to an incorrect detection.
Table 7.2. Detection errors on the analyzed intersection.
Intersection Northwestern McCormick Morehouse
Two different IDs same vehicle 1 1 1
Join Vehicle-vehicle/Pedestrian-vehicle 2 0 0
7.5.2 Vehicle Dimension
The dimensions were evaluated by estimating the discrepancy between the vehicles
width and length reported by TScan and video. The evaluation of the results was
performed for each type of traffic maneuver and for each intersection. Three types of
maneuvers were defined: vehicles following straight trajectories, vehicles turning left,
and vehicles turning right.
The dimension of the vehicles was evaluated based on the difference between the
reported vehicles length and width from TScan and video. Based on Table 7.3, the
length reported by TScan tended to be lower by 38 cm in average compared to video
whereas the width was lower by 15 cm. The differences and the standard deviations
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for the intersections located on Morehouse and McCormick were significantly higher,
which can be explained by the fact that data extractions from video were more sus-
ceptible to error at these two locations. Since the camera locations were lower in these
two scenarios, a small movement on the video was translated into a longer distance in
real coordinates, which tended to produce bias in the dimensions reported by video
that could cause overestimated dimensions when the clicks were not properly placed.
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7.5.3 Counting vehicles at intersections
Vehicles were counted at intersections by their type of maneuver. The maneu-
ver was determined based on the first and last polygons in which the vehicle was
detected. A vehicle was counted in the analyzed period when its centroid crossed
the intersection stop-line. The counts were evaluated at each studied intersection in
five-minute intervals selected randomly at each analyzed intersection. A comparison
of the counts obtained from TScan and video is shown in Table 7.4
Table 7.4. Comparison of vehicle counts.
Intersection Method
Eastbound Westbound Northbound Southbound
L T R L T R L T R L T R
Northwestern
Video - - - - - - - 54 - - 40 -
TScan - - - - - - - 53 - - 40 -
Difference - - - - - - - -1 - - 0 -
McCormick
Video 4 12 14 7 15 4 1 8 2 4 7 2
TSCan 4 12 14 7 12 4 1 8 2 4 7 2
Difference 0 0 0 0 -3 0 0 0 0 0 0 0
Morehouse
Video 0 1 0 15 0 7 3 13 5 4 10 0
TSCan 0 1 0 14 0 7 3 13 5 4 10 0
Difference 0 0 0 -1 0 0 0 0 0 0 0 0
The average counting discrepancy error was 1.3% in all the considered cases. The
highest discrepancy was found at the intersection of McCormick Road and West
State Street. The three missing vehicles were marked as incomplete trajectories by
the counting application. When buses were turning left on the westbound approach
(West State Street), they tended to block vehicles going through or turning right on
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the additional lane. Hence, the vehicle paths started in the middle of intersection and
classification of the maneuver types was not possible. The difference in the number
of vehicles at the other two intersections was caused by the issues reported in the
vehicles detection.
7.5.4 Vehicle Trajectories
The trajectories of the vehicles were evaluated based on the position, speed, and
heading of the vehicles during the time when these vehicles were tracked inside the
studied field of view and reported by TScan and video (see Table 6.6). The position
discrepancy in the x and y coordinates was calculated separately. Higher differences
and standard deviations were reported at the intersections on McCormick and More-
house. The primary source of discrepancies is this sites are associated to the vantage
point of the video cameras and the surface complexity.
The position error will be greatly reduced in the next version of the system when
direct measurements of time will be conducted with an integrated GPS unit and the
obtained time stamps will be embedded in the LiDAR measurements.
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0.096 -0.009 0.048 1.366
(0.777) (0.774) (0.861) (6.205)
McCormick
Straight 57
-0.146 0.076 0.159 5.589
(1.404) (1.226) (1.937) (23.502)
Left 22
-0.346 -0.189 -0.147 2.386
(1.725) (2.024) (2.109) (22.602)
Right 22
0.365 -0.389 0.032 -6.689
(1.746) (1.268) (2.088) (25.190)
Morehouse
Straight 57
-0.285 -0.238 0.342 -4.793
(1.664) (1.844) (2.158) (18.261)
Left 22
-0.065 -0.154 -0.676 -4.346
(1.331) (1.331) (1.743) (26.183)
Right 22
0.330 0.967 -0.825 -1.103
(1.174) (1.801) (1.969) (23.549)
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8. CONCLUSIONS AND POSSIBLE IMPROVEMENTS
8.1 Conclusions
A set of algorithms targeted at the LiDAR unit that is part of the MTL, CRS,
Purdue have been developed for acquiring the 3D location data of surrounding surface,
processing the measurements to successfully detect moving objects and tracking them
across the field of view. The data processing can be performed during data collection;
thus, the original large data files are reduced to less than one percent of the original
size.
A background Identification method that works for varied road surface features
like pavements, medians etc has been developed. Elimination of identified background
along with triangulation based clustering is used to detect moving objects in each
frame. The detection rate of the algorithms is greater than 90%. Motion based
multi-object tracking using Kalman filter with Hungarian assignment algorithm is
used to track objects throughout the objects motion in the LiDAR’s field of view. A
three pronged approach is taken to refine the tracking with the aim of achieving one
to one correspondence between cluster IDs and number of objects. This step helped
achieve a counting accuracy of greater than 90% .
The TScan research unit was applied at three intersections to collect traffic data for
evaluation of the signal processing algorithms. Objects could be detected and tracked
within 200 feet of the location of the TScan; and the objects could be tracked along
paths up to 400 feet long depending on the location of the TScan. The evaluation
results indicate that the current set of algorithms, in its current version, provides
accurate counts of vehicles at intersections and measurement of the speeds and paths
of vehicles, pedestrians, and bicycles. These measurements do not require human
involvement in data processing.
67
TScan was able to estimate the trajectories of road users at a level of accuracy that
is better than existing autonomous video based methods [2] and provides capabilities
beyond present commercial autonomous systems [10].
The LiDAR was evaluated in nighttime conditions and during light precipitation
and was able to track vehicles without any difficulty. It is hypothesized that as long
as the precipitation is not strong enough to disperse the lasers of the sensors, the
LiDAR will be able to perform as reported. Further testing is necessary to determine
the exact threshold of working conditions of the LiDAR for TScan.
8.2 Possible Improvements
Although the current method devised in this study for tracking vehicles showed
acceptable performance, there is still room for improvement in the modules responsi-
ble for clustering data points to detect objects and for positioning rectangular shapes
as simplified representations of objects. Including a GPS timing receiver into the
system will help account for the non-constant spin rate of the LiDAR.
The algorithms are designed for sparse 3D point clouds. Therefore, any improve-
ment in density either through the addition of another LiDAR sensor or integration
with video will yield dividends immediately. Also, the current algorithms are insen-
sitive to the source of the point cloud. In other words, once the various sources of
information are converted to 3D point clouds in XYZ Cartesian coordinates, all the
developed algorithms can be used with little to no modification.
Integrating LiDAR with video will relate depth to the image regardless of the
feature density. However, stereoscopic video systems rely on the difference in the
relative positions of the same feature in two separate images. To accomplish this, the
feature detection method used in computer vision and image processing was needed.
There is no universal or exact definition of what constitutes a feature, and the densities
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