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Abstract
We provide a novel proof that the set of directions that admit a saddle
connection on a meromorphic quadratic differential with at least one pole
of order at least two is closed, which generalizes a result of Bridgeland and
Smith, and Gaiotto, Moore, and Neitzke. Secondly, we show that this set
has finite Cantor-Bendixson rank and give a tight bound. Finally, we
present a family of surfaces realizing all possible Cantor-Bendixson ranks.
The techniques in the proof of this result exclusively concern Abelian
differentials on Riemann surfaces, also known as translation surfaces. The
concept of a “slit translation surface” is introduced as the primary tool for
studying meromorphic quadratic differentials with higher order poles.
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1 Introduction
The work of [BS15] drew a deep connection between spaces of meromorphic
quadratic differentials with poles and simple zeros and spaces of stability condi-
tions on certain categories. These differentials with some additional assumptions
are called GMN-differentials in [BS15]. The saddle connections of the quadratic
differentials correspond to stable objects of the stability conditions. Further-
more, wall-crossings occur along a subset of the set of directions (called phases
in [BS15]) that admit a saddle connection. The result of [BS15] provides a new
justification for studying meromorphic quadratic differentials with higher order
poles.
This paper considers meromorphic quadratic differentials with at least one
pole of order at least two, and zeros of arbitrary finite order. We answer a
question of Ivan Smith concerning a fundamental property of the set of directions
on these differentials that admit saddle connections, and provide a new proof of
a lemma of [BS15,GMN13].
There is a growing body of literature concerning meromorphic differentials
including the recent works of [Boi15a,Boi15b,Gup14,GW15]. This paper falls
in line with those works and answers a question inspired by stability conditions.
In addition to being of interest to those working with meromorphic differentials,
we hope that the results of this paper are also of interest to those who study
stability conditions.
The techniques used in this paper lie firmly in the realm of translation sur-
faces, which are given by Abelian differentials on Riemann surfaces. We intro-
duce the concept of a “slit translation surface,” which is an ordinary translation
surface with a collection of marked line segments. This provides the key object
that makes the problem tractable. The connection of these objects to mero-
morphic quadratic differentials follows from [Str84] and [Gup14]. We begin by
recalling the celebrated result [Mas86, Thm. 2].
Theorem 1.1 ( [Mas86]). Given a non-zero holomorphic quadratic differential
on a Riemann surface, the set of directions that admit a cylinder is dense in
the circle.
The following is a trivial corollary of Theorem 1.1. However, there is a
far simpler proof, which we provide in the next section, that does not rely on
Theorem 1.1.
Corollary 1.2. Given a non-zero holomorphic quadratic differential on a Rie-
mann surface, the set of directions that admit a saddle connection is dense in
the circle.
The assumption holomorphic can be weakened to meromorphic with at most
simple poles in the previous corollary. However, there is a striking difference
in behavior when a meromorphic quadratic differential is permitted to have
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a pole of order two or more. The following lemma was proven in [GMN13]
and [BS15, Lem. 4.11].
Lemma 1.3 ( [BS15,GMN13]). Given a meromorphic quadratic differential on
a Riemann surface such that the differential has at least one pole of order at
least two and all simple zeros, or more precisely, a GMN-differential, the set of
directions that admit a saddle connection is closed.
As a consequence of the work in this paper, we give a new proof of their
result in complete generality. We observe that our proof differs from theirs
in that they prove that the set is closed by showing that the complement is
open, and we prove that it is closed by showing that the limits of all convergent
sequences lie in the set.
Theorem 1.4. Given a meromorphic quadratic differential with at least one
pole of order at least two on a Riemann surface, the set of directions that admit
a saddle connection is closed.
The proof is given in Section 5 after all of the necessary prerequisites have
been established. The main result of this paper is
Theorem 1.5. Given a meromorphic quadratic differential with at least one
pole of order at least two on a Riemann surface, the set of directions that admit
a saddle connection has finite Cantor-Bendixson rank.
In fact, once the proper terminology is introduced, we give a tight explicit
upper bound on the Cantor-Bendixson rank in Theorem 7.5 and produce an
infinite family of surfaces realizing the maximum possible Cantor-Bendixson
rank in Section 6. The family of examples given in Section 6 demonstrate
that arbitrarily large Cantor-Bendixson rank can be achieved if the genus is
sufficiently large.
Acknowledgments: The author would like to thank Ivan Smith for posing the
problem that inspired this paper, and for his continued interest. The author is
also extremely grateful to Howard Masur for listening to numerous presentations
of earlier forms of this work, and for his patience and feedback throughout the
discussions. He is also grateful to him for his careful and thoughtful feedback
on an earlier version of this paper. He also thanks Giovanni Forni for input that
lead to a simplification in the proof of Lemma 4.4. Finally, the author thanks
Jon Chaika and Anton Zorich for helpful discussions.
2 Definitions and Preliminaries
Abelian and Quadratic Differentials: Let X be a finite genus Riemann sur-
face of genus g ≥ 2. An Abelian differential is 1-form that can be expressed in
local coordinates as f(z) dz, where f(z) is meromorphic. A quadratic differen-
tial is a tensor that can be expressed in local coordinates as g(z) dz2, where g(z)
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is meromorphic. Throughout this paper, ω will always refer to an Abelian differ-
ential, and q will refer to a quadratic differential. An Abelian (resp. quadratic)
differential canonically determines a horizontal and vertical foliation on X by
{Im(ω) = 0} (resp. {Re(q) > 0}) and {Re(ω) = 0} (resp. {Re(q) < 0}), respec-
tively. Pairs (X,ω) are commonly called translation surfaces and pairs (X, q)
are commonly called half-translation surfaces.
Definition. Given (X, q), let Σ ⊂ X be a finite collection of marked points on
X such that Σ contains all points at which q has a zero or simple pole, but not
a pole of order two or more. A saddle connection on (X, q) is a finite length
segment contained in a leaf of a foliation such that its end points are elements
of Σ.
Definition. Given a regular closed leaf of a foliation on (X, q), the maximal
set of leaves homotopic to it is called a cylinder. If the distance between the
boundaries of a cylinder is finite, we call the cylinder a finite cylinder. If a leaf
of a foliation on (X, q) is not closed, its closure is called a minimal component.
Any subset of a surface that is either a cylinder or a minimal component is
called an invariant component.
Observe that invariant components come with a canonical direction that is
well-defined modulo π, which we call the direction of the invariant component.
If two invariant components have the same direction modulo π, then we say
they are parallel.
We provide an elementary proof of Corollary 1.2 here.
Proof of Corollary 1.2. Let (X, q) be the Riemann surface carrying the non-
zero holomorphic quadratic differential. Fix a zero z of q. Consider a sector
of angle θ > 0 defined by two rays emanating from z. As the radius of the
sector increases, the area defined by the sector increases. Since (X, q) has finite
area, the sector must contain a zero of q (not necessarily distinct from z) for a
sufficiently large radius of the sector. Furthermore, this is true regardless of the
direction of the sector or the angle θ. Hence, there is a dense set of directions
in (X, q) that admit a saddle connection.
Strata of Differentials: For κ a partition of 2g − 2, the stratum H(κ) is
the moduli space of all genus g translation surfaces with orders of zeros of the
Abelian differential specified by κ. For κ a partition of 4g− 4, where we permit
any finite number of simple poles of order −1, the stratum Q(κ) is the moduli
space of all genus g half-translation surfaces with order of zeros and the number
of simple poles of the quadratic differential specified by κ. For meromorphic
Abelian or quadratic differentials with higher order poles there is a discussion of
strata of such meromorphic differentials discussed in [Boi15a,Boi15b]. However,
for our purposes, it suffices to regard such a stratum as a set specifying the
orders of all of the zeros and poles.
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Cantor-Bendixson Rank: We follow the definition of Cantor-Bendixson rank
given in [Kec95, Ch. 6C]. For the purpose of this paper it suffices to consider
all sets as subsets of the unit interval in the real line.
Definition. Let S ⊂ R. Define the derived set S∗ of S to be the subset of S
such that all isolated points of S are removed. Denote by S∗n the n’th derived
set of S, and S∗0 = S.
Definition. Let S ⊂ R. The Cantor-Bendixson rank of S is defined to be the
smallest non-negative integer n such that S∗n+1 = S∗n.
For example, the empty set or any perfect set has Cantor-Bendixson rank
zero. Furthermore, all non-empty finite sets have Cantor-Bendixson rank one.
The following lemma is obvious.
Lemma 2.1. Let G ⊂ R be a closed set such that the only perfect subset of G
is the empty set. If F ⊂ G is closed and G has Cantor-Bendixson rank k, then
the Cantor-Bendixson rank of F is bounded above by k.
Saddle Connection Directions:
Definition. Let (X, q) be a Riemann surface carrying a quadratic differential.
Let Fθ denote the vertical foliation of (X, e
iθq). Define the set
Θ(X, q) = {θ ∈ [0, π)|Fθ admits a saddle connection}.
The same definition holds if q is replaced by an Abelian differential ω and the
angle is taken modulo π.
The following lemma is obvious, but we state it to illustrate that there are
no complications in the presence of poles of arbitrary order.
Lemma 2.2. Let (X, q) be a Riemann surface of genus g ≥ 1 and a non-empty
set Σ as defined above. Then for some θ, (X, eiθq) admits a saddle connection.
Furthermore, the Cantor-Bendixson rank of Θ(X, q) is always positive because
Θ(X, q) 6= ∅ and Θ(X, q) is not perfect.
Proof. First we prove that Θ(X, q) 6= ∅. Let p ∈ Σ. Consider discs Dr(p)
of radius r > 0 about p. We consider r tending to infinity. As soon as we
find a value of r for which the disc Dr(p) ⊂ (X, q) contains another element
of Σ, or self-intersects, we can consider the straight trajectory through from p
to the other element of Σ, or to the self-intersecting boundary to get a saddle
connection. However, one of these possibilities must occur, otherwise, (X, q)
would be a simply connected disc with a marked point.
Finally, it is well known that for all non-zero quadratic differentials with
finitely many finite order zeros and poles, Θ(X, q) is at most countable. Hence,
it can never contain a non-empty perfect subset because all non-empty perfect
sets are uncountable. Thus, successive derivations of this set can only stabilize
on the empty set.
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A priori, it is not clear that the Cantor-Bendixson rank of Θ is always finite.
This will follow as a corollary of Theorem 7.5.
Canonical Double Covering: We recall the canonical double covering of a
quadratic differential. In particular, we bring to the reader’s attention that
this construction, which is typically discussed in the context of meromorphic
quadratic differentials with at most simple poles works for meromorphic quadratic
differentials with poles of arbitrary finite order. Let (X, q) be a quadratic dif-
ferential in the stratum Q(k1, . . . , kn, kn+1, . . . , kn+m), where the numbers are
sorted so that k1, . . . , kn are even and kn+1, . . . , kn+m are odd. We permit n ≥ 0
and m ≥ 0, but n+m > 0. Here we only assume that ki ∈ Z and |ki| <∞ for
all i. Let pi ∈ X be the singularity of q of order ki, for all i. Consider the dou-
ble cover of (X, q) branched only over the points {pn+1, . . . , pn+m}, and denote
the resulting surface by (X˜, ω). We call (X˜, ω) the canonical double cover of
(X, q). Observe that ω is a global square-root so that it is in fact a meromorphic
1-form, and (X˜, ω) is in the stratum H(k1/2, . . . , kn/2, k1/2, . . . , kn/2, kn+1 +
1, . . . , kn+m + 1). Again, we remark that this familiar formula for the stratum
containing (X˜, ω) works equally well when ki < −1.
Lemma 2.3. Let (X, q) be a Riemann surface carrying a meromorphic quadratic
differential, and let (X˜, ω) be the resulting canonical double covering. Then
Θ(X, q) = Θ(X˜, ω).
In particular, the Cantor-Bendixson rank of the two sets are equal.
Proof. We have Θ(X, q) ⊆ Θ(X˜, ω) because Θ(X, q) ⊂ [0, π), the direction of
a saddle connections on (X, q) is preserved up to rotation by π on (X˜, ω), and
saddle connections on (X, q) lift to one or two parallel saddle connections above.
On the other hand, we claim that we also have Θ(X˜, ω) ⊆ Θ(X, q). Let
σ ⊂ (Xˆ, ω) be a saddle connection between the (not necessarily distinct zeros)
z1 and z2. Let π : (X˜, ω) → (X, q) denote the canonical double covering map.
Then π(σ) is a parallel union of saddle connections from π(z1) to π(z2), so there
is indeed a saddle connection on (X, q) in the same direction as σ. Hence, the
directions containing saddle connections are the same.
In light of this lemma, any investigation of the Cantor-Bendixson rank of
the set of saddle connection directions on (X, q) can be carried out for Abelian
differentials via the canonical double covering.
3 Surgeries on Quadratic Differentials
We introduce local surgeries of neighborhoods of poles of a quadratic differen-
tial so that any Riemann surface carrying a meromorphic quadratic differential
with poles of arbitrary finite order can be associated in a meaningful way to
a Riemann surface possibly with boundary carrying a meromorphic quadratic
differential with at most simple poles. The boundary can be regarded as marked
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line segments in the flat picture. These marked line segments are examples of
the slits defined below. The way we perform the surgeries will depend on the
order of the poles. We divide the cases into two sections. In all cases we call the
surgery the partial pole surgery. Since this is the only surgery that will appear
in this paper, we will simply refer to it as the surgery. In all cases we denote
the surface after surgery with hats, i.e. (X, q) after the surgery becomes (Xˆ, qˆ).
3.1 Surgery of a Double Pole
By [Str84], if (X, q) is a Riemann surface carrying a quadratic differential with a
double pole at z ∈ X , then there exists a complex unit eiθ such that the vertical
foliation of (X, eiθq) around z is given by concentric circles or equivalently as a
half-infinite cylinder foliated by circles, [Str84, Fig. 9].
Define the partial pole surgery for double poles as follows. For each dou-
ble pole of q, multiply q by an appropriate complex unit that realizes the flat
structure as a half-infinite cylinder foliated by closed circles and bounded by a
union of saddle connections. Consider the closed trajectory in the half-infinite
cylinder of unit flat distance from the boundary of the cylinder, cut the cylinder
along this trajectory and discard the half-infinite cylinder to get a translation
surface with boundary. The “hole” in the translation surface is the boundary of
a cylinder so in the flat perspective we can regard it as a slit with no specified
identification.
Remark. We remark that a similar surgery was already introduced in [Aul15,
§4]. However, it is not sufficient here because it may not be well-defined in
general. In that surgery, the half-infinite cylinder was cut along its boundary
instead of unit distance away from its boundary. This could lead to the possibility
that the resulting surface has zero area, and it leads to unnecessary ambiguities
here that we wish to avoid. The fact that we do not cut the cylinder along its
boundary is the reason we use the term partial. Of course the choice of unit
distance was arbitrary and any positive distance would suffice.
3.2 Surgery of a Higher Order Pole
The partial pole surgery for higher order poles is in fact just the truncation
procedure of [Gup14]. See [Gup14, Fig. 4] or [Fen15, § E.3] for a flat picture of
the differential where the higher order pole is at infinity, and [Gup14, Fig. 5] for a
complex-analytic picture of the foliation, which corresponds to [Str84, Figs. 12,
13], where the higher order pole is at the origin. Let P be a point on X at which
q has a pole of order at least three. By [Str84, Thm. 7.4], there exists a simply
connected open neighborhood U ⊂ X of P such that every trajectory in U
converges to P . By taking U sufficiently small so that it contains no singularity
other than P , we have that U is in the complement of every saddle connection
on (X, q) in every direction. The truncation of height H [Gup14], or the partial
pole surgery, is given by cutting along the half rectangles in [Gup14, Fig. 4],
and removing the infinite area region contained in the neighborhood U . If q has
7
a pole of order p at P , then the resulting slit translation surface has 2p− 4 slits
on its boundary resulting from this surgery: p− 2 slits in the vertical foliation
and p− 2 slits in the horizontal foliation.
3.3 Applications of Surgery to Cantor-Bendixson Rank
We begin with a formal definition of a slit translation surface.
Definition. A slit translation surface (Xˆ, ωˆ) is a translation surface (X,ω)
with (possibly empty) boundary and a finite collection of marked line segments
{σ1, . . . , σn} called slits. By convention, we assume that every boundary com-
ponent of (Xˆ, ωˆ) is contained in the set of slits.
The motivation for the surgery is that we are interested in exactly the sad-
dle connections on a Riemann surface that do not cross the slits because they
correspond to trajectories that converge to a higher order pole. Hence, a saddle
connection that avoids a slit on (Xˆ, qˆ) avoids a higher order pole on (X, q).
Furthermore, Lemma 2.3, implies that it suffices to pass to Abelian differentials
for the remainder of the paper as well.
Another difficulty we will encounter below is that when we wish to find an
upper bound for the Cantor-Bendixson rank, we wish to use Lemma 2.1 to
forget all but one slit. However, this is meaningless when (Xˆ, ωˆ) has boundary
because there is no natural way to forget a boundary and get a Riemann surface
without boundary. Furthermore, there is no natural identification of the slits
in the boundary because as observed in [Gup14], if a higher order pole has a
non-zero “metric residue,” then to each slit there is a parallel slit, but it does
not necessarily have the same length, so identification is impossible. In spite of
this difficulty, there is a simple remedy.
Definition. Let (Xˆ, ωˆ) be a slit translation surface with boundary. Consider a
second copy of it (Xˆ,−ωˆ), which is rotated by π. Then every boundary slit on
(Xˆ, ωˆ) trivially has a corresponding slit with the same length and orientation
on (Xˆ,−ωˆ). Identify each boundary slit on (Xˆ, ωˆ) with its copy on (Xˆ,−ωˆ).
We call this procedure the doubling construction and denote the resulting slit
translation surface by (Xˆ, ωˆ)2.
The slits on (Xˆ, ωˆ)2 are simply marked line segments. Loosely speaking,
they occur at the boundary of each copy of (Xˆ, ωˆ) in (Xˆ, ωˆ)2. Now we prove
that the doubling construction does indeed produce a translation surface.
Lemma 3.1. If (Xˆ, ωˆ) is a slit translation surface with boundary, then the
doubling procedure produces a slit translation surface (Xˆ, ωˆ)2 without boundary.
Proof. To prove this, we construct a half-translation surface without boundary
and show that its canonical double cover exactly coincides with (Xˆ, ωˆ)2. Hence,
(Xˆ, ωˆ)2 must be a translation surface.
Given (Xˆ, ωˆ), mark the midpoint of every slit that is in the boundary of
(Xˆ, ωˆ). If there is no canonical midpoint, such as in the surgery of a double
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pole of a quadratic differential, then the slit is a closed curve; we mark any
point and its antipode. Consider the identification given by identifying each
half of the slit to form a simple pole of a quadratic differential at the midpoint
of every slit in a boundary. For a slit arising from the double pole of a quadratic
differential, we also get a simple pole at the antipode. Let A denote the resulting
flat surface.
We claim that A does indeed carry a meromorphic quadratic differential with
at most simple poles. Observe the existence of canonical measured foliations on
the interior of A induced by ωˆ. Since the angles about the midpoint of every
slit is π, every foliation induced by ωˆ remains a foliation on A, though it is no
longer orientable. Thus, A admits a quadratic differential by [HM79].
Finally, we observe that the double cover applied to A is ramified over the
midpoint (and antipode) of every slit. This results in every boundary slit be-
ing identified to its copy rotated by π in the definition of the canonical double
covering construction, which is also exactly the identification in the doubling
construction. Hence, these constructions yield the same surface, which conse-
quentially must be a translation surface.
Now we explain the conventions that we use to extend some standard termi-
nology to slit translation surfaces. There are two conventions we introduce for
slit translation surfaces depending on the context in which they arise. Given a
translation surface (X,ω), possibly with marked points, let Σ denote the set of
points in X that are either marked or at which ω has a singularity.
Convention 1. Given a slit translation surface, Σ includes the endpoints of
every slit.
Convention 2. Given a meromorphic quadratic differential (X, q) and letting
(Xˆ, ωˆ) be the slit translation surface arising from applying the surgery to (X, q),
we do not include the endpoints of the slits of (Xˆ, ωˆ) in Σ.
The reason for the two different conventions is that, by including the end-
points of the slit, we are forced to consider saddle connections that emanate
or terminate at these endpoints. However, if the object of study is a mero-
morphic quadratic differential, then the slits that are introduced by the surgery
are artificial in nature and including endpoints of them would introduce saddle
connections on the associated slit translation surface that do not correspond to
saddle connections on the meromorphic quadratic differential. This distinction
is important in Section 5, where we will primarily be studying meromorphic
quadratic differentials. Sections 6 and 7, on the other hand, will use Convention
1 where the endpoints of the slits are included.
Definition. Let (Xˆ, ωˆ) be a slit translation surface. Let Fθ denote the vertical
foliation of (X, eiθq). Define the set
Θ(Xˆ, ωˆ) =
{
θ ∈ [0, π)
∣∣∣∣ Fθ admits a saddle connection whose interioris disjoint from the interior of every slit
}
.
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By convention, Θ(Xˆ, ωˆ) will always include the finite set of directions in which
the slits lie.
In simpler terms, we only consider saddle connections on slit translation
surfaces that do not cross any of the slits.
Lemma 3.2. If (Xˆ, ωˆ) is a slit translation surface with boundary, then
Θ(Xˆ, ωˆ)2 = Θ(Xˆ, ωˆ).
Proof. By definition of a saddle connection on a slit translation surface,Θ(Xˆ, ωˆ)2 ⊆
Θ(Xˆ, ωˆ). On the other hand, since the direction of each saddle connections in
each copy of (Xˆ, ωˆ) is preserved under the doubling construction, equality of
the sets follows.
Thus, it suffices to restrict our attention to slit translation surfaces without
boundary. We make one further simplification of the setting at hand. Given
a slit translation surface without boundary, we can forget all but one slit. By
Lemma 2.1, any upper bound on the Cantor-Bendixson rank of the set of saddle
connection directions on a slit translation surface with one slit automatically
implies an upper bound on the Cantor-Bendixson rank of the set of saddle
connection directions on a slit translation surface with arbitrarily many slits.
For this reason, we switch perspective for the remainder of the paper and devote
our study to finite area translation surfaces with slits.
4 Slit Tori
In this section we focus on a torus carrying an Abelian differential with a col-
lection of slits. However, we collect general results throughout. From this
perspective, the torus can be realized as a parallelogram (or a square without
loss of generality) with a collection of slits. We show that depending on the
arrangement of the slits the Cantor-Bendixson rank can be one, two, or three,
and it can never be greater than three.
Warning. The tori in this section arise exclusively from Abelian differentials
and not from quadratic differentials. In general, a torus carrying a finite area
quadratic differential cannot be realized as a parallelogram. See [AEZ14] for
examples of how complicated the flat geometry of a quadratic differential on a
sphere could be.
4.1 Cantor-Bendixson Rank 1
Lemma 4.1. If a meromorphic Abelian differential contains a cylinder disjoint
from the slits, then Θ(Xˆ, ωˆ) is infinite.
Proof. If (Xˆ, ωˆ) contains a finite cylinder, then there is a zero on its top bound-
ary and a zero on its bottom boundary. Since the cylinder is disjoint from the
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Figure 1: A torus with three slits marked by thickened line segments (left), and
a torus with two coinciding slits (right)
slits, there are infinitely many trajectories (saddle connections) between these
two (not necessarily distinct) zeros that correspond to winding around the cylin-
der. Thus, the set of directions that admit saddle connections is infinite.
Lemma 4.1 implies that a prerequisite to finding an example of a slit transla-
tion surface such that Θ(Xˆ, ωˆ) is finite is the absence of finite cylinders disjoint
from the slits.
Lemma 4.2. Let (Xˆ, ωˆ) denote either torus depicted in Figure 1. Then Θ(Xˆ, ωˆ)
is finite, and in particular, Θ(Xˆ, ωˆ) has Cantor-Bendixson rank one.
Proof. Since no trajectory can wind around the surface without passing through
a slit, any saddle connection must have length bounded above. However, there
are only finitely many trajectories between marked points on any surface with
bounded length. Hence, Θ(Xˆ, ωˆ) is finite.
4.2 Cantor-Bendixson Rank 2
Lemma 4.3. If (Xˆ, ωˆ) is a torus with a slit, then the accumulation point of the
set of cylinder directions of cylinders disjoint from the slit must lie exactly in
the direction of the slit.
Proof. By contradiction, assume that there is an accumulation point θ′ ∈ Θ(Xˆ, ωˆ)
of directions of cylinders in a direction distinct from that in which a slit lies on
the torus. This implies that there is a sequence of directions containing cylin-
ders {θn} converging to θ′. Let s be the slit on the torus, which by assumption
does not lie in direction θ′. In particular, if we consider a line segment σ of
unit length in the direction perpendicular to θ′, then the projection of s onto σ
yields a line segment s′ with positive length. Furthermore, as n goes to infinity,
the lengths of the closed curves of cylinders in direction θn tend to infinity, and
their intersections with σ become dense in σ. Hence, for N sufficiently large,
the target distance between the points of intersection of the closed trajectory in
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Figure 2: A torus with two slits marked by thickened line segments (left), and
a torus with one slit with coinciding endpoints (right)
direction θN and σ is less than the length of s′, which implies that there is no
cylinder on the torus in direction θN disjoint from the slit s. This contradiction
completes the proof of the lemma.
Let {sn} be an infinite sequence of saddle connections on (X,ω). Define a
subset of the flat surface by
Ω({sn}) :=
∞⋂
n=1
⋃
k≥n
sk.
We will suppress the sequence when it is understood. Observe that by the
compactness of X , Ω({sn}) 6= ∅.
Lemma 4.4. Given an infinite sequence of saddle connections {sn} with a
single accumulation point of directions θ′ on a slit translation surface (Xˆ, ωˆ),
the set Ω({sn}) is a finite union of parallel invariant components of (Xˆ, ωˆ) in the
direction θ′. Furthermore, there exists a finite cylinder C ⊂ Ω({sn}) ⊂ (Xˆ, ωˆ)
disjoint from the slits that does not necessarily lie in the direction θ′.
We postpone the proof of Lemma 4.4 to Section 5. See Figure 2 (left) for an
example of a slit torus satisfying the assumptions of the Proposition 4.5.
Proposition 4.5. The set Θ for a torus with two non-parallel slits and a finite
cylinder disjoint from the slits has Cantor-Bendixson rank two.
Proof. Since the slit torus contains a finite cylinder disjoint from the cylinders,
Θ contains infinitely many elements by Lemma 4.1, thus the Cantor-Bendixson
rank is at least two.
By Lemma 4.3, the accumulation points of Θ corresponding to closed curves
of cylinders can only lie in the direction of a slit. However, if the slits do not
lie in the same direction, then the subset of Θ corresponding to closed curves of
cylinders must be finite because neither direction of a slit can be an accumulation
point of cylinder directions due to the presence of the other slit and Lemma 4.3.
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By Lemma 4.4, every infinite sequence of saddle connections implies the ex-
istence of a finite cylinder in which a subset of the infinite sequence is dense.
Since there are only finitely many finite cylinders, consider the collection of all
saddle connections contained in each of the finite cylinders, which have finitely
many accumulation points corresponding to the core curves of the finite cylin-
ders. We claim there cannot be an infinite sequence of saddle connections in
the complement of these saddle connections. By contradiction, if there were,
then they would accumulate to a finite cylinder C that contains an infinite se-
quence of them by Lemma 4.4. However, the saddle connections were chosen
to be outside of a finite collection of cylinders on the surface, which yields a
contradiction. Hence, Θ has Cantor-Bendixson rank at most two if there are
two slits lying in distinct directions.
4.3 Cantor-Bendixson Rank 3
Lemma 4.6. The Cantor-Bendixson rank of the set of saddle connections on
the torus with one slit with distinct end points is at least three.
Proof. Without loss of generality, we regard the torus as the unit square in the
plane. The slit has either rational or irrational slope.
Rational Case: Consider a set of directions on the torus converging to the
direction in which the slit lies. Let the slit lie in the rational direction with slope
p/q. After applying a linear transformation and cutting and regluing the torus,
it suffices to consider the case of the torus as a unit square in the plane with a slit
of length less than one lying along the x-axis without loss of generality. Then in
the direction of slope 1/n, it is clear that there is one cylinder, which is bounded
by the endpoints of the slit, and any closed trajectory in the complement of the
cylinder must pass through the slit. By Lemma 4.1, each cylinder gives rise
to a distinct infinite sequence of saddle connection directions converging to the
direction of its core curve, and the directions of the core curves of the cylinders
themselves converge to the horizontal direction. Hence, the Cantor-Bendixson
rank is at least three if the slit has rational slope.
Irrational Case: Let the slit have slope α ∈ R \Q. It suffices to consider α < 1.
Let pn/qn be the sequence of continued fraction approximates converging to α.
Let L be the length of the slit. ChooseN sufficiently large so that
√
p2n + q
2
n > L
for all n ≥ N . Let θn be the angle between the line of slope pn/qn and α. Then
the length of the projection of the slits onto the orthogonal line of slope −qn/pn
is given by L sin θn. The torus in direction pn/qn can be realized as a rectangle
with sides of lengths
√
p2n + q
2
n and 1/
√
p2n + q
2
n. In order to see the existence
of a cylinder disjoint from the slits it suffices to show that the projection of the
slits onto the short side of the rectangle is less than the length of the short side
of the rectangle, i.e.
L sin θn <
1√
p2n + q
2
n
,
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or equivalently L2 sin2(θn)(p2n + q
2
n) < 1. By Dirichlet’s Approximation Theo-
rem, there are infinitely many n satisfying the inequality
∣∣∣∣α− pnqn
∣∣∣∣ < 1q2n .
Let θ˜n be the angle of the line with slope pn/qn so that tan θ˜n = pn/qn. Let
tan θ′ = α. Using tan θn = tan(θ′ − θ˜n) yields
sin θn =
α− pn
qn√(
α− pn
qn
)2
+
(
1 + αpn
qn
)2 .
Then this implies
L2 sin2(θn)(p
2
n + q
2
n) =
L2(p2n + q
2
n)
(
α− pn
qn
)2
(
α− pn
qn
)2
+
(
1 + αpn
qn
)2
< L2(p2n + q
2
n)
1
q4n
=
L2
q2n
(
p2n
q2n
+ 1
)
<
2L2
q2n
,
which clearly converges to zero as n tends to infinity.
Proposition 4.7. The Cantor-Bendixson rank of the set of saddle connections
on the torus with one slit with distinct endpoints is three.
Proof. By Lemma 4.6, it suffices to prove that the Cantor-Bendixson rank is
bounded above by three. By the definition of a saddle connection, every saddle
connection on the torus with one slit must begin and terminate at the end
points of the slit. If a saddle connection emanates and terminates from the same
endpoint of the slit, it determines a closed trajectory, whence it determines a
cylinder and these saddle connections can only accumulate in the direction of
the slit by Lemma 4.3. If a sequence of saddle connections {sn} connects distinct
endpoints of the slit, then Ω({sn}) is an invariant component of the torus by
Lemma 4.4. Hence, it can only be a minimal component in the direction of the
slit or a cylinder disjoint from the slit. Again the cylinder directions can only
accumulate to the direction of the slit by Lemma 4.3. Therefore, sequences of
saddle connections can accumulate to the direction of the slit or a finite cylinder,
and those finite cylinders can only accumulate to the direction of the slit. Thus,
the Cantor-Bendixson rank must be exactly three in this case.
5 Proof of the Generalized GMN Lemma
In this section we prove Theorem 1.4. We begin with the proof of Lemma 4.4.
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Proof of Lemma 4.4. Without loss of generality, we pass to the following sub-
sequence of {sn}. Since saddle connections connect pairs of singularities, and
there are finitely many singularities, it suffices to pass to a subsequence such
that sn connects the same two (not necessarily distinct) singularities for all n.
Secondly, it suffices to pass to another subsequence so that the corresponding
sequence of angles {θn} converges monotonically to a fixed angle θ′. It is clear
that there are at most finitely many saddle connections of length at most L on
a flat surface. Hence, the flat lengths of the saddle connections in the sequence
{sn} tend to infinity with n. Let Ω denote the set defined with respect to this
subsequence.
Let z0 denote one of the singularities from which all of the saddle connections
sn emanate. Since the sequence of saddle connections is converging monotoni-
cally in angle to the limiting direction θ′, the trajectory in direction θ′ emanating
from z0 is contained in Ω. If this trajectory is semi-infinite, then its closure is
a union of invariant components (See [Via08, §3.4]). Otherwise, it terminates
at a zero z1, forming a saddle connection σ1, which is contained in Ω by defi-
nition. Consider the trajectory emanating from z1 in direction θ′, which must
be contained in Ω. Again it is either semi-infinite, and we conclude as before,
or it terminates at a zero z2, forming a saddle connection σ2, and we continue
this procedure. Since there are only finitely many saddle connections in a given
direction, this process must terminate in either a semi-infinite trajectory or at
the copy of the zero z0 incident with the saddle connection σ1. In the latter
case, we see that the union of all of the saddle connections form the boundary of
a cylinder C, by construction. Since the saddle connections {sn} become dense
in C as n tends to infinity, we get that C ⊆ Ω.
If Ω is a union of invariant components in direction θ′ such that none of
them are cylinders, then after passing to a connected component (which is in
fact unnecessary because it can be easily proven that Ω is connected), Ω is a
Riemann surface with boundary. Furthermore, the boundary curves lie in the
same foliation on (Xˆ, ωˆ) corresponding exactly to θ′, and by construction the
interiors of the invariant components are disjoint from the slits. The existence
of the finite cylinder C ⊆ Ω disjoint from the slits follows from [Aul15, Cor.
4.4].
Proof of Theorem 1.4. Let (X, q) be the Riemann surface carrying the mero-
morphic differential. Consider its canonical double cover (X˜, ω) and recall that
Θ(X, q) = Θ(X˜, ω) by Lemma 2.3. Perform the surgery on (X˜, ω) to get a slit
translation surface (Xˆ, ωˆ). Next, we claim that Θ(X˜, ω) = Θ(Xˆ, ωˆ). By Con-
vention 2, endpoints of slits arising from the surgery of a meromorphic quadratic
(or Abelian) differential are not included in the set of marked points, we have
that the set of marked points of (X˜, ω) is the same as the set of marked points
on (Xˆ, ωˆ). Since the surfaces (X˜, ω) and (Xˆ, ωˆ) agree up to neighborhoods of
the poles, which do not intersect any saddle connection by construction, the
claim follows.
We consider several cases. If there are only finitely many saddle connections,
then the set of saddle connection directions is finite, thus it is closed. If there are
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infinitely many saddle connections, then after passing to a sufficient subsequence
of saddle connections, they must accumulate in a union of invariant components
Ω by Lemma 4.4. If Ω consists of two or more invariant components, then the
boundary between them contains a saddle connection and we are done. If Ω is a
cylinder, then its boundary contains saddle connections, and again we are done.
If Ω is a minimal component that is a proper subset of the surface, then it has
a boundary consisting of a union of saddle connections.
Finally, we consider the case where Ω is a minimal component that is equal
to the entire surface. The first observation is that if q has a pole of order
greater than two, then there are slits in two distinct directions by definition of
the partial pole surgery, thus Ω must be a proper subset of the surface. Hence,
if Ω is equal to (Xˆ, ωˆ) up to a set of measure zero, then every pole of q has
order at most two. Moreover, each slit lies exactly in the direction of the closed
trajectories of the half-infinite cylinder that was removed by definition of the
surgery. The boundary of the half-infinite cylinder on q which is now exactly
the direction of Ω consists of a union of saddle connections. Thus, the limit of
every convergent sequence of saddle connection directions is a direction in which
the foliation on the surface admits a saddle connection.
From the definition of Θ(Xˆ, ωˆ) for a slit translation surface and the proof of
Theorem 1.4, the following corollary is immediate.
Corollary 5.1. If (Xˆ, ωˆ) is a slit translation surface (possibly with boundary),
then Θ(Xˆ, ωˆ) is closed.
6 Examples
In this section we present an infinite family of slit translation surfaces realizing
arbitrarily large Cantor-Bendixson rank as the genus tends to infinity. The
family is depicted in Figure 3. In each figure the saddle connection a in bold
represents a slit, and it is identified to the other copy of a. Denote the n’th
member of the family by Sˆn. Then Sˆn consists of n + 1 squares and lies in a
stratum of complex dimension n+2. The reader can check that Sˆn ∈ H(n) if n
is even, and Sˆn ∈ H(n−12 ,
n−1
2 ) if n is odd.
Proposition 6.1. The Cantor-Bendixson rank of Θ(Sˆn) is at least n+ 2.
Proof. We proceed by induction. When n = 1, the first element of the family is a
slit torus, so the Cantor-Bendixson rank of Θ(Sˆ1) is at least three by Proposition
4.7. The induction hypothesis assumes that Θ(Sˆn−1) has Cantor-Bendixson
rank n + 1. We claim that, roughly speaking, Sˆn contains infinitely many
“copies” of Sˆn−1 that avoid the slit a. Observe that there is an infinite sequence
of cylinders contained in the bottom cylinder in Sˆn that contain the slit a that
are formed by considering trajectories from a to itself, e.g. the white cylinder
in Figure 4. The infinite sequence of directions corresponding to these cylinders
converges to the horizontal direction. Consider the complement of each of these
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Figure 3: The Family of Surfaces Sˆn
cylinders. Since all horizontal cylinders consist of two squares with the possible
exception of the top cylinder, which may only consist of one square, we get
that the complement of the cylinder containing a consists of a cylinder from b
to itself, c to itself, etc. until we reach the top square, which must be entirely
contained in a cylinder. Then by marking the boundary of the cylinder from
b to itself along the boundary that is incident with the cylinder containing a,
we see a stretched and sheared copy of Sˆn−1 contained in Sˆn, e.g. the union
of shaded regions in Figure 4. By the induction hypothesis and the existence
of an infinite sequence of Sˆn−1 converging in Sˆn to the horizontal direction,
the Cantor-Bendixson rank of Θ(Sˆn) must be at least one more than that of
Θ(Sˆn−1). Thus, it is at least n+ 2.
7 Bounds on the Cantor-Bendixson Rank
We consider the concept of dimension for a space of translation surfaces with
respect to individual translation surfaces so that we can define dimension for
invariant components contained in a translation surface. This quantity will be
used in an induction argument to prove the main theorem.
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c
Figure 4: An example of Sˆ3 containing Sˆ2: The two cylinders of Sˆ2 are colored
gray and blue
Recall that Σ is the union of the finite subset of points on Xˆ at which ωˆ has
a singularity and the subset of points that are endpoints of slits.
Definition. Let Ω be a union of parallel invariant components in direction θ
on a slit translation surface (Xˆ, ωˆ). Let Σ′ = Ω∩Σ. Define the dimension d(Ω)
to be
d(Ω) := dimCH1(Ω,Σ
′,C).
It follows from the inclusion map ι : (Ω,Σ′) →֒ (Xˆ,Σ), that there is an
injection of homology ι∗ : H1(Ω,Σ′) →֒ H1(Xˆ,Σ), which implies that
d(Ω) ≤ dimCH(κ).
We consider local period coordinates on a stratum relative to this subsurface.
Let {γ1, . . . , γm} be a basis for H1(Ω,Σ′,Z). The injection ι∗ of first homology
implies that this basis can be extended to a basis {γ1, . . . , γm, γm+1 . . . , γn} for
H1(Xˆ,Σ,Z). Then the period map
Φ : (X,ω) 7→
(∫
γ1
ω, . . . ,
∫
γn
ω
)
relative to this choice of basis provides coordinates for a neighborhood of (X,ω)
as usual. However, this choice has the additional property that the first m
coordinates completely parametrize the subsurface Ω. In particular, there is
a local subspace given by fixing the first m coordinates and letting the last
n − m coordinates vary that completely describes all local deformations that
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preserve Ω. Finally, we observe that if (X,ω) ∈ H(κ) is a translation surface,
then regarding (X,ω) as a union of parallel invariant components in the vertical
direction yields d(X,ω) = dimCH(κ).
Lemma 7.1. Let (Xˆ, ωˆ) be a slit translation surface without boundary. Let Ω
be a union of parallel invariant components in direction θ contained in (Xˆ, ωˆ)
and disjoint from all of the slits of (Xˆ, ωˆ). If Ω′ ( Ω is a union of invariant
components in direction θ′ 6= θ, then d(Ω′) < d(Ω).
Proof. By the assumption that Ω′ ⊂ Ω, it is clear that d(Ω′) ≤ d(Ω) because
linear independence is relative to the same surface (Xˆ, ωˆ) for both sets of in-
variant components. Let Σ′′ = Σ ∩ Ω′. Hence, it suffices to produce a vector
v ∈ H1(Ω,Σ′,C) that is not contained in H1(Ω′,Σ′′,C) that is also linearly in-
dependent from every vector in H1(Ω′,Σ′′,C). Since θ 6= θ′ and Ω′ ⊂ Ω, the
boundary of Ω is not contained in Ω′. The boundary of Ω consists of a union of
parallel saddle connections because this is true of the boundary of any invariant
component.
Let Ω′c = (Xˆ, ωˆ) \ Ω′, and let Σ′′c = Σ \ Σ′′. Let v be the vector given by
considering the sum of all of the boundary saddle connections of Ω corresponding
to the elements of H1(Ω,Σ′,C). Without loss of generality, let the boundary of
Ω′ lie in the vertical foliation. Then by definition of v, v ∈ H1(Ω,Σ′,C) and
by the observation above, v ∈ H1(Ω′c,Σ′′c,C). If we deform Ω′c, while fixing
Ω′, by multiplying the period vectors contained in Ω′c by the upper triangular
matrices of GL2(R) in a neighborhood of the identity of GL2(R) that fixes the
vertical foliation, then we see that v can be varied in a 1-complex dimensional
space that is independent of any vector in H1(Ω′,Σ′′,C). Hence, the observation
preceding this lemma implies that v represents a vector in H1(Ω,Σ′,C) that is
linearly independent from the vectors of H1(Ω′,Σ′′,C). Thus, d(Ω′) < d(Ω).
Definition. Let {Ω(θn)} be a sequence of invariant components contained in
a slit translation surface (Xˆ, ωˆ) such that the sequence {θn} converges to θ′.
Define the ω-limit set of a sequence of invariant components to be
Ω({Ω(θn)}) :=
∞⋂
n=1
⋃
k≥n
Ω(θk).
We say that {Ω(θn)} accumulates to Ω({Ω(θn)}).
The following lemma can be proven with the exact same argument as Lemma
4.4.
Lemma 7.2. Given a slit translation surface (Xˆ, ωˆ) containing an infinite se-
quence of invariant components {Ω(θn)}, the set Ω({Ω(θn)}) is a union of par-
allel invariant components.
We would like to proceed by induction on the dimension of invariant compo-
nents. However, we are missing a key ingredient. While Ω({Ω(θn)}) is a union
of invariant components, it is not at all obvious that any individual invariant
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component in the sequence is contained in the ω-limit set Ω({Ω(θn)}). In fact,
for general dynamical systems, this is false. The following lemma resolves this
issue.
Lemma 7.3. Given a slit translation surface (Xˆ, ωˆ) containing an infinite
sequence of invariant components {Ω(θn)} each of which is a proper subset
of (Xˆ, ωˆ), there exists a subsequence {Ω(θnk)} such that for all k, Ω(θnk) (
Ω({Ω(θn)}).
Proof. By contradiction, assume that there exists N such that for all n ≥ N ,
Ω(θn) 6⊂ Ω({Ω(θn)}). We pass to a subsequence of {Ω(θn)} with the property
that for all k, there exists a trajectory in each of the invariant components
in the sequence {Ω(θnk)} that intersects a saddle connection σ in the bound-
ary of Ω({Ω(θn)}). From here we follow the proof of Lemma 4.4 and use the
trajectories emanating from the saddle connection σ to produce either an in-
variant component not contained in Ω({Ω(θn)}), a contradiction, or a closed
union of saddle connections bordering a cylinder that was not assumed to be
contained in Ω({Ω(θn)}), yet the argument from Lemma 4.4 proves that it is,
again yielding a contradiction. This contradiction proves that there is no such
N assumed in the contradiction assumption above. Therefore, the sequence
{Ω(θn)} admits a subsequence {Ω(θnk)} of invariant components such that for
all k, Ω(θnk) ⊆ Ω({Ω(θn)}).
Since Ω(θnk) is a proper subset of the surface, if Ω({Ω(θn)}) = (Xˆ, ωˆ), then
we conclude. Otherwise, Ω({Ω(θn)}) has boundary. By abuse of notation, pass
to a subsequence if necessary such that {θnk} converges to θ
′. Since θnk 6= θ
′
and no trajectory of angle θnk can pass through the boundary of Ω({Ω(θn)})
for all k, Ω(θnk) must indeed be a proper subset of Ω({Ω(θn)}) for all k.
The following corollary follows from Lemmas 7.1, 7.2, and 7.3, and the defi-
nition of an ω-limit set of a sequence of invariant components.
Corollary 7.4. If {Ω(θn)} accumulates to Ω, then there exists a subsequence
{Ω(θnk)} such that for all k, d(Ω(θnk)) < d(Ω).
Let (Xˆ, ωˆ) be a slit translation surface without boundary. After forgetting
the slits, but not the endpoints of the slits, we get a translation surface (X,ω)
without boundary in a stratumH(κ). We say thatH(κ) is the stratum associated
to (Xˆ, ωˆ). Clearly, d(Xˆ, ωˆ) = dimCH(κ).
Theorem 7.5. Let (Xˆ, ωˆ) be a slit translation surface associated to the stratum
H(κ). Let r denote the Cantor-Bendixson rank of Θ(Xˆ, ωˆ). If d = dimCH(κ),
then
1 ≤ r ≤ d.
Proof. We proceed by induction on the dimension of the invariant components
contained in (Xˆ, ωˆ). If Θ(Xˆ, ωˆ) is finite, then we are done. Consider a sequence
of saddle connections associated to the points in Θ(Xˆ, ωˆ). By Lemma 4.4, any
sequence of saddle connections contains a subsequence converging to a union of
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invariant components. All invariant components have dimension at least two
(where dimension two is realized by a cylinder with one marked point in each of
its boundaries). Hence, every element in Θ(Xˆ, ωˆ)∗ represents the direction of an
invariant component with dimension at least two. By the induction hypothesis,
assume that every element of Θ(Xˆ, ωˆ)∗(k−1) represents a direction containing an
invariant component with dimension at least k. If there is a sequence of points
in Θ(Xˆ, ωˆ)∗(k−1), then they correspond to a sequence of invariant components
with dimension at least k by assumption and they accumulate to a union of
parallel invariant components Ω by Lemma 7.2. Then Ω has dimension at least
k + 1 by Corollary 7.4. Since the dimension of (Xˆ, ωˆ) is bounded above by the
dimension of H(κ), this process must terminate after at least d iterations in
which case the Cantor-Bendixson rank is bounded above by d.
In light of the discussion in Section 3.3, we see that Theorem 1.5 follows
from Theorem 7.5.
8 The Examples Sˆn Revisited
This allows us to revisit the family of slit translation surfaces Sˆn in the previous
section and conclude
Corollary 8.1. The Cantor-Bendixson rank of Θ(Sˆn) is n+ 2.
This proves that the upper bound in Theorem 7.5 is in fact tight. We leave
it to the reader to produce examples from each Sˆn by adding only vertical and
horizontal slits on the boundaries of the rectangular depictions of the cylinders
in Figure 3 so that every intermediate Cantor-Bendixson rank is realized in each
stratum containing Sˆn. We conclude with an open problem.
Open Problem. Can the maximum Cantor-Bendixson rank established in
Theorem 7.5 be realized by a slit translation surface associated to every con-
nected component of a stratum of Abelian differentials?
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