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ABSTRACT
We consider the linear quadratic Gaussian control problem with a discounted cost
functional for descriptor systems on the infinite time horizon. Based on recent results
from the deterministic framework, we characterize the feasibility of this problem us-
ing a linear matrix inequality. In particular, conditions for existence and uniqueness
of optimal controls are derived, which are weaker compared to the standard ap-
proaches in the literature. We further show that also for the stochastic problem, the
optimal control is given in terms of the stabilizing solution of the Lur’e equation,
which generalizes the algebraic Riccati equation.
KEYWORDS
differential-algebraic systems; descriptor systems; linear quadratic Gaussian
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1. Introduction
We consider the stochastic system with additive noise
dEx(t) = (Ax(t) +Bu(t))dt+N(t)dw(t), Ex(0) = Ex0, (1)
where the matrices E, A ∈ Rn×n are such that det(sE − A) ∈ R[s] is not the zero
polynomial. A matrix pencil sE−A ∈ R[s]n×n fulfilling this condition is called regular.
Let B ∈ Rn×m, N : R → Rn×nw and w be an nw-dimensional Wiener process. The
stochastic process u : R×Ω→ Rm is called input and x : R×Ω→ Rn generalized state.
We assume that the initial value Ex0 is a random variable that is independent of w.
We denote the set of such systems (1) by Σn,m,nw and we write [E,A,B,N ] ∈ Σn,m,nw .
Throughout this paper, the following notation is used: (Ω,A, (Ft)t≥0,P) is a complete
probability space with sample space Ω, σ-algebra A, filtration (Ft)t≥0 and probability
measure P. We denote by E[·] the expectation operator with respect to the probability
measure P.
For an interval I := [t1, t2] with t1, t2 ∈ R ∪ {−∞,∞} and t1 ≤ t2, we consider
stochastic processes ϕ : I ×Ω→ Rk. Here we often use the short-hand ϕ(t) := ϕ(t, ·).
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In particular, ϕ(·, ω) is interpreted as a particular realization of the process while ϕ(·)
contains information about its entire distribution. Let
L
2,loc
F (I,R
k) :=
{
ϕ : I × Ω→ Rk : ϕ := (ϕ(t))t∈I := (ϕ(t, ·))t∈I is (Ft)t∈I
non-anticipating and
∫
K
E
[
‖ϕ(t)‖2
]
dt <∞ for each compact subset K ⊆ I
}
,
where ‖ · ‖ denotes the Euclidean norm. For a subspace V ⊆ Rk, we also often make
use of the notation
L
2,loc
F (I,V) :=
{
ϕ ∈ L2,locF (I,R
k) : ϕ(t, ω) ∈ V
for all t ∈ I and almost all ω ∈ Ω
}
.
Equations of the form (1) are called stochastic differential algebraic equations
(SDAEs) or stochastic descriptor systems and the processes (x, u) ∈ L2,locF (I,R
n) ×
L
2,loc
F (I,R
m) are called solutions of [E,A,B,N ] on [0, tf ], if they solve (1) on the time
interval [0, tf ]. The latter means that
Ex(t, ω) = Ex0(ω) +
∫ t
0
Ax(s, ω)ds+
∫ t
0
Bu(s, ω)ds+
∫ t
0
Ndw(s) (2)
is satisfied for all t ∈ [0, tf ] and for almost all ω ∈ Ω. In (2), the first two integrals
have to be understood in the Lebesgue sense, while the third integral is an Itoˆ integral
(Arnold, 1974).
Note that we need to restrict the set of initial conditions to those that are indepen-
dent of the noise w, so they live in
L2F0(R
k) :=
{
x0 : Ω→ R
k : x0 is F0 non-anticipating and E
[
‖x0‖
2
]
<∞
}
,
and for a subspace V ⊆ Rk we define
L2F0(V) :=
{
x0 ∈ L
2
F0
(Rk) : x0(ω) ∈ V for almost all ω ∈ Ω
}
,
see for instance Arnold (1974, Section 4.3).
We further consider the discounted cost functional
J(x, u, [0, tf ]) = E
[∫ tf
0
e2βt
(
x(t)
u(t)
)
T
[
Q S
ST R
](
x(t)
u(t)
)
dt
]
(3)
with β < 0, which is discussed e. g., in the works by Bijl and Scho¨n (2019); Bijl, van
Wingerden, Scho¨n, and Verhaegen (2016) for the standard case E = In . The goal is to
minimize (3) with respect to the state equation (1), i. e., we want to minimize (3) over
all solutions (x, u) of [E,A,B,N ] ∈ Σn,m,nw on [0, tf ]. Such problems form a special
class of linear quadratic Gaussian (LQG) control problems.
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The deterministic counterpart of minimizing (1) with β = 0 with respect to the
state equation
d
dt
Ex(t) = Ax(t) +Bu(t), Ex(0) = Ex0 ∈ R
n (4)
is called the linear quadratic regulator (LQR) problem and has been widely studied
in the literature. The case E = In has been analyzed in Willems (1971) in which the
connection of the LQR problem to a certain linear matrix inequality (the Kalman-
Yakubovich-Popov inequality) and quadratic matrix equation (the algebraic Riccati
equation) has been exposed. A difficulty in this context are so-called singular LQR
problems for which optimal control functions do not exist or are not unique for some
initial conditions of the ODE. In this case, the algebraic Riccati equation does not
exist and one must resort to a linear matrix equation, called the Lur’e equation, see
Reis (2011) and the references therein. Several attempts to generalize these concepts to
differential algebraic equations have been undertaken, see e. g., Geerts (1994a, 1994b);
Kawamoto and Katayama (2002); Kawamoto, Takaba, and Katayama (1999); Ma-
subuchi (2006); Mehrmann (1989, 1991) for linear-time invariant LQR problems and
Kunkel and Mehrmann (2008, 2011); Kurina and Ma¨rz (2004) for time-varying and
nonlinear optimal control problems. However, most of the analyses in the formerly
mentioned works on the linear time-invariant LQR problem suffer from the fact that
they are only valid if the system under consideration is impulse controllable or if the
cost functional is nonnegative. A solution for this problem is presented in Reis, Rendel,
and Voigt (2015); Reis and Voigt (2019) in which these conditions are not required
anymore. This analysis is based on a generalization of the Lur’e equation to differen-
tial algebraic equations instead of an extension of the algebraic Riccati equation. This
approach turns out be more beneficial even for regular control problems.
As any real-world system is influenced by uncertainties such as environmental in-
fluence, stochastic systems are often more suitable than purely deterministic ones. If
we consider the case that E is invertible then the system can be easily transformed
to the standard stochastic linear quadratic regulator problem (Damm, 2004; Rami,
Moore, & Zhou, 2002; Sun, Li, & Yong, 2016; Yong & Zhou, 1999). For the ODE case
with additive noise, in Duncan, Guo, and Pasik-Duncan (1999); Duncan and Pasik-
Duncan (2013) have shown that the problem is solvable if the matrix R in the cost
functional (3) is positive definite and the optimal input is given in feedback form which
depends on the solution of an algebraic Riccati equation. However, for deterministic
descriptor systems, the problem may also be solvable even if R is not positive definite,
see Reis and Voigt (2019) for some illustrative examples.
One of the first works about descriptor systems with additive noise has been given
by Dai (1989), where the system is first transferred into Weierstraß canonical form
and an algorithm for solving the discrete LQG problem with noisy output is given.
But, by first transferring the system into standard form and then solving the problem,
one has to assume again that R > 0 to ensure the solvability of the algebraic Riccati
equation. Q. Zhang and Xing (2014) considers a descriptor system with multiplicative
noise and shows that the solution of this problem is given in terms of an algebraic
Riccati equation, however, still with the positive definiteness restriction in the cost
functional. Feng, Cui, and Hou (2013) considers the LQG problem in discrete-time
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with the assumption that S = 0 and further[
Q 0
0 R
]
=
[
GT
DT
] [
G D
]
with matrices G and D of appropriate dimensions. In particular, this means that
DTG = GTD = 0. This restrictive assumption has been relaxed by Wang and Liu
(2018), who further considers systems with positive semi-definite weight matrices Q =
DDT, R = GGT, if
rank
[
0 E 0
E A B
]
= rank
[
E A N B
]
+ rank E,
rank

0 E 0
E A B
0 G 0
0 0 D
 = n+m+ rank E.
However, the weight matrix R in the deterministic case can be even negative defi-
nite (Reis & Voigt, 2019) while still ensuring existence of a feasible solution of the
LQR problem.
Moreover, a common assumption for stochastic descriptor systems is that the uncon-
trolled system is impulse free, i. e., the DAE has at most index one; or the correspond-
ing control system is impulse controllable. This means that there exists a feedback
control u(t) = Kx(t) such that the closed-loop system has index at most one. This
assumption has been imposed, e. g., by Gao and Shi (2013), who has shown that the
system is impulse free and mean-square exponentially stable if a certain linear matrix
inequality is fulfilled. Similarly, the works Huang and Mao (2010); Q. Zhang and Xing
(2014); W. Zhang, Zhao, and Sheng (2015) deal solely with the impulse free problem.
Only Xing and Zhang (2016) has derived conditions for stability and exact observ-
ability of discrete systems, which do not need to be impulse free, using generalized
Lyapunov equations. Also Reis and Voigt (2019) have not used the assumption of
impulse controllability.
In this work, we will derive conditions for feasibility, meaning that the control prob-
lem has a minimal value of the cost functional that will remain finite, and regularity,
i. e., the control problem has a uniquely determined optimal solution trajectory for
each consistent initial condition. In this work we will not impose any artificial con-
ditions on the cost functional nor the index of the system just as in Reis and Voigt
(2019). We will use the dissipation inequality from Mazurov and Pakshin (2009) and
extend it to stochastic descriptor systems, which in contrast to the works Rajpurohit
and Haddad (2016); Xing, Deng, and Qiao (2018); Zhou, Zhang, Li, Men, and Ren
(2016) holds also for the additive noise case. With the help of this inequality we give
conditions for feasibility of the problem and show its equivalence to the solvability of
the Kalman-Yakubovich-Popov inequality. Moreover, we derive the optimal value of
the cost functional as a function depending on the maximum solution of this inequal-
ity and show that also for the stochastic case, the proper extension of the algebraic
Riccati equation is the Lur’e equation.
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2. Formulation of the problem
The aim of this section is to give a proper formulation of the problem and some
important definitions used throughout this paper. Moreover, we present the results for
the particular case of E being nonsingular.
Assume that N(t) ≡ N , i. e., a constant matrix. We define the space of consistent
initial differential variables of [E,A,B,N ] ∈ Σn,m,nw by
Vdiff[E,A,B,N ] := {x0(ω) ∈ R
n : ∃ a solution (x, u) of [E,A,B,N ]
withEx(0) = Ex0 and (x(·, ω), u(·, ω)) satisfies (2) on R≥0 with ω ∈ Ω} .
Note that the space Vdiff[E,A,B,N ] is not well-defined in general. Conditions for its well-
posedness will be devised in Section 3.
We further introduce a value function
W+ : L
2
F0
(
EVdiff[E,A,B]
)
→ R ∪ {−∞,∞},
which expresses the optimal cost, defined by
W+(Ex0) = inf {J(x, u,R≥0) : (x, u) is a solution of [E,A,B,N ] on R≥0
with Ex(0) = Ex0 and E[‖Ex(∞)‖
2] = 0
}
, (5)
where R≥0 denotes the set of nonnegative real numbers.
Assume first that E is nonsingular. Then, all initial conditions are consistent and
the space Vdiff[E,A,B,N ] is well-defined, i. e., V
diff
[E,A,B,N ] = R
n and one can left-multiply
equation (1) by E−1. If the system is stabilizable and Q = QT ≥ 0, S = 0, and
R = RT > 0, then the optimal cost for tf =∞ is given by (Bijl & Scho¨n, 2019)
W+(Ex0) = tr
(
PE
[
Ex0(Ex0)
T
])
−
1
2β
tr
(
PNNT
)
, (6)
where the matrix P ∈ Rn×n is the stabilizing solution of the algebraic Riccati equation
0 = ETPAβ +A
T
βPE +Q−
(
ETPB)R−1
(
ETPB
)T
(7)
with Aβ := A+ βE.
Now for our problem with possibly singular E we define
x˜(t) := eβtx(t), u˜(t) := eβtu(t),
and then we have
dEx˜(t) = βeβtEx(t)dt+ eβtdEx(t)
= βeβtEx(t)dt+ eβt(Ax(t) +Bu(t))dt+Neβtdw(t)
= (Aβx˜(t) +Bu˜(t)) dt+Ne
βtdw(t).
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This yields the modified problem of minimizing
J(x˜, u˜,R≥0) = E
[∫ ∞
0
(
x˜(t)
u˜(t)
)
T
[
Q S
ST R
](
x˜(t)
u˜(t)
)
dt
]
(8)
subject to
dEx˜(t) = (Aβx˜(t) +Bu˜(t))dt+Ne
βtdw(t). (9)
This setting is closer to the deterministic setting, as we get rid of the exponential term
in the cost functional. Thus, in the following we will study the problem (8)–(9) and
write x := x˜, u := u˜, Nβ(t) := Ne
βt, and A := Aβ . Note, that the diffusion term in the
equation is now time-dependent.
It should be emphasized that the algebraic Riccati equation (7) is independent
of N and coincides with the Riccati equation arising in the deterministic case, see
e. g., Kwakernaak and Sivan (1972). Only the optimal value (6) depends on N and co-
incides with the deterministic value if N = 0 and the initial condition is deterministic.
This motivates to consider the deterministic setting in Reis and Voigt (2019); Voigt
(2015) and view the stochastic case as an extension of the deterministic problem. Reis
and Voigt (2019); Voigt (2015) have shown that even if the matrices in the cost func-
tional are not necessarily positive (semi-)definite, the optimal value is still a quadratic
function depending on the initial condition, i. e., for a consistent initial differentiable
variable Ex0 ∈ R
n, the optimal value is given by
xT0E
TPEx0,
but P = PT ∈ Rn×n solves a Lur’e equation instead of an algebraic Riccati equation.
In Voigt (2015) this result was deduced for impulse controllable systems and Reis and
Voigt (2019) extends it to systems which can also be non-impulse controllable.
3. Stochastic descriptor systems
In this section we give an overview on important definitions and basic concepts for
both, stochastic calculus and the theory of descriptor systems.
Let us consider the uncontrolled stochastic differential equation
dx(t) = Ax(t)dt+Neβtdw(t), x(0) = x0. (10)
Then, the unique solution of this linear equation is given by
x(t) = eAtx0 +
∫ t
0
eA(t−s)Neβs dw(s),
where the stochastic integral is meant to be in the sense of Itoˆ (Arnold, 1974). However,
if we consider stochastic descriptor systems, the problem becomes more delicate, as
their solutions are not always well-defined, as one can see in the following example.
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Example 1. Consider
d
[
0 1
0 0
](
x1(t)
x2(t)
)
=
[
1 0
0 1
](
x1(t)
x2(t)
)
dt+
[
n1
n2
]
eβtdw(t).
The equations then read as
dx2(t) = x1(t)dt+ n1e
βtdw(t),
0 = x2(t) + n2e
βtv(t),
where v is the Gaussian white noise process defined by the relation (Arnold, 1974)
w(t) =
∫ t
0
v(s) ds.
Inserting the second equation into the first leads to a derivation of the white noise
v, which is nowhere differentiable and hence, the DAE is not well-posed. Moreover,
the white noise process has to be understood in a distributional sense (Arnold, 1974,
Chap. 3), so v(t) is only used as a symbol. Since distributions are excluded in our
solution concept, we want to avoid the explicit occurrence of the process v in our
equations. In our example, this means that n2 = 0 must hold. But then the first equation
implies
0 = x1(t)dt+ n1e
βtdw(t).
Thus, if n1 6= 0, then x1 would be a white noise process as well. So, for well-posedness,
we require [ n1n2 ] = 0.
If no white noise (or its derivatives) appears in the solutions of the SDAE, then
we call the SDAE well-posed. More precisely, an SDAE dx(t) = Ax(t)dt+Neβtdw(t)
is well-posed, if and only if there exists an initial condition Ex(0) = Ex0 such that
the SDAE has a solution on R≥0. The following lemma - which states an equivalent
condition for well-posedness - also makes clear, that if an SDAE is well-posed, then it
is solvable for all consistent initial conditions.
Lemma 1. Let sE −A ∈ R[s]n×n be regular and consider the SDAE
dEx(t) = Ax(t)dt+Neβtdw(t). (11)
Then, the problem is well-posed, if and only if
ΠrN = N, (12)
where Πr = T
−1
[
In1 0
0 0
]
T is the spectral projector onto the right deflating subspace
of the matrix pencil sE − A and T ∈ Rn×n is the right (nonsingular) transformation
matrix for transforming sE − A into quasi-Weierstraß form (Berger, Ilchmann, &
Trenn, 2012).
Proof. The proof is trivial by transforming the system such that the pencil sE − A
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is in quasi-Weierstraß form. This leads to the decoupled system
dx1(t) = A11x1(t)dt+N1e
βtdw(t),
dE22x2(t) = x2(t)dt+N2e
βtdw(t),
(13)
with A11 ∈ R
n1×n1 and nilpotent E22 ∈ R
n2×n2 , where T−1x(t) =:
[
x1(t)
x2(t)
]
. The first
equation in (13) is a standard SDE and is uniquely solvable for each choice of N1 and
each initial value. The second equation however has the (formal) solution
x2(t) = −
n2−1∑
j=0
E
j
22N2(e
βtv(t))(j),
where v is a Gaussian white noise process. Thus, the SDAE is well-posed, if and only
if N2 = 0 (and consequently x2(0) = 0 is the only consistent initial condition) which
is equivalent to condition (12).
As discussed in the previous subsection, one has to ensure that the white noise
does not occur in the solution of the SDAE. We will now characterize well-posedness
of the spaces of consistent initial differential variables and the system space of the
stochastic descriptor control system [E,A,B,Nβ ] ∈ Σn,m,nw (where again Nβ(t) :=
Neβt). Moreover, we analyze stabilizability of such a system.
First we consider the space of consistent initial differential variables Vdiff[E,A,B,N ] and
derive a condition for its well-posedness. For this purpose, we make use of the feedback
equivalence form given in Reis et al. (2015).
Definition 1. The system [E,A,B,Nβ ] ∈ Σn,m,nω is well-posed, if there exists an
initial value Ex(0) = Ex0 ∈ L
2
F0
(Rn) for which the system has a solution (x, u) on
R≥0.
Lemma 2 (well-posedness of stochastic descriptor control systems). Let
[E,A,B,Nβ ] ∈ Σn,m,nω with Nβ(t) = Ne
βt be given. Then there exist invertible
matrices W, T ∈ Rn×n and F ∈ Rm×n such that
W
[
sE −A B N
]  T 0 0−FT Im 0
0 0 Inω
 =
sIn1 −A11 0 0 B1 N10 −In2 sE23 B2 N2
0 0 sE33 − In3 0 N3

(14)
where E33 ∈ R
n3×n3 is nilpotent. Then the following statements are satisfied:
a) The system [E,A,B,Nβ ] with feedback equivalence form (14) is well-posed, if and
only if N2 = 0 and N3 = 0.
b) If condition a) is satisfied, then the space of consistent initial differential variables
Vdiff[E,A,B,Nβ] is well-defined and given by
Vdiff[E,A,B,,Nβ] = T
(
R
n1+n2 × ker
[
E23
E33
])
. (15)
Proof. The feedback equivalence form (14) is an immediate consequence of Reis et
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al. (2015). To show statement a), by Lemma 1 we see that the equation obtained by
the third row of (14) is well-posed, if and only if N3 = 0. If the state is partitioned
according to the block structure of (14), i. e., x(t) = T
[
x1(t)
x2(t)
x3(t)
]
, then we directly see
that x3 ≡ 0. But then, from the second block row of (14), we get
0 = x2(t)dt+B2u(t)dt+N2e
βtdw(t) ⇒ x2(t) = −B2u(t)−N2e
βtv(t).
In other words, well-posedness of this equation is equivalent to N2 = 0.
Statement b) now follows immediately from statement a), since the structure is as
in the deterministic setting in Reis et al. (2015) except that there is a stochastic noise
term in the differential part of the equation which does not affect the set of consistent
initial differential variables.
Remark 1. a) From Lemma 2 we see that the space Vdiff[E,A,B,Nβ] does not depend on
Nβ in case of a well-posed system. Thus, from now on we will only write V
diff
[E,A,B]
instead of Vdiff[E,A,B,Nβ] to simplify notation.
b) Lemma 2 makes clear, that if the system [E,A,B,Nβ ] ∈ Σn,m,nw has a solution for
one initial condition Ex(0) = Ex0, then it has a solution for all Ex(0) = Ex0 ∈
L2F0
(
EVdiff[E,A,B]
)
.
Similarly as in the deterministic setting, we will impose a stabilizability condition
in order to guarantee finiteness of the cost functional. Here we use an adaption of the
concept of behavioral stabilizability to stochastic DAE from Berger and Reis (2013).
Definition 2. A well-posed system [E,A,B,Nβ ] ∈ Σn,m,nw with Nβ(t) = Ne
βt is
called mean-square stabilizable (in the behavioral sense) if for all solutions (x, u) of
[E,A,B,Nβ ] there exists a solution (x˜, u˜) of [E,A,B,Nβ ] with (x˜(t, ω), u˜(t, ω)) =
(x(t, ω), u(t, ω)) for almost all ω ∈ Ω and t < 0 and it holds that
lim
t→∞
E
[∥∥∥∥(x˜(t)u˜(t)
)∥∥∥∥2
]
= 0.
The following characterization holds.
Lemma 3. Let [E,A,B,Nβ ] ∈ Σn,m,nw with Nβ(t) = Ne
βt be well-posed for t ∈ R≥0
and β < 0. Then the system (1) is mean-square stabilizable, if and only if
rank
[
λE −A B
]
= n ∀λ ∈ C+, (16)
where C+ := {λ ∈ C : Re(λ) ≥ 0} is the closed right complex half-plane.
Proof. By using the transformation to feedback equivalence form of [E,A,B,Nβ ] and
due to the well-posedness of the system we can find invertible matrices W, T ∈ Rn×n
and F ∈ Rm×n such that we obtain the transformed system (14) with N2 = 0 and
N3 = 0. Then (x, u) is a solution of [E,A,B,Nβ ], if and only if
((
x˜1
x˜2
x˜3
)
, u˜
)
:=(
T−1x, Fx+ u
)
solves the transformed system; and we have
rank
[
λE −A B
]
= rank
[
λIn1 −A11 B1
]
+ n2 + n3 ∀λ ∈ C.
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Let (16) be satisfied. Then rank
[
λIn1 −A11 B1
]
= n1 for all λ ∈ C+. So we can
find an F1 ∈ R
n1×m such that σ(A11+B1F1) ⊂ C
−. With Â11 := A11+B1F1, consider
the SDE
dx̂1(t) = Â11x̂1(t)dt+N1e
βtdw(t)
which has the solution
x̂1(t) = e
Â11tx̂1(0) +
∫ t
0
eÂ11(t−s)N1e
βs dw(s).
In particular, it holds that
E
[
x̂1(t)x̂1(t)
T
]
= eÂ11tE
[
x̂1(0)x̂1(0)
T
]
eÂ
T
11t +
∫ t
0
e2βseÂ11(t−s)N1N
T
1 e
ÂT11(t−s) ds
= eÂ11tE
[
x̂1(0)x̂1(0)
T
]
eÂ
T
11t +X(t),
where X(·) solves the differential Lyapunov equation
X˙(t) = Â11X(t) +X(t)Â
T
11 + e
2βtN1N
T
1 , X(0) = 0,
see Bijl et al. (2016). In particular, X(t)→ 0 for t→∞, if σ
(
Â11
)
⊂ C−. Moreover, as
E
[
x̂1(t)
Tx̂1(t)
]
= tr
(
E
[
x̂1(t)x̂1(t)
T
])
it follows from the positive semi-definiteness of
E
[
x̂1(t)x̂1(t)
T] that E
[
x̂1(t)
Tx̂1(t)] = 0, if and only if E
[
x̂1(t)x̂1(t)
T] = 0. As σ(Â11) ⊂
C−, with the feedback u˜(t) := F1x˜1(t) we obtain limt→∞ E
[∥∥∥( x˜1(t)u˜(t) )∥∥∥2] = 0 and
consequently, limt→∞ E
[∥∥x˜2(t)∥∥2] = 0 as well as limt→∞ E[∥∥x˜3(t)∥∥2] = 0. So the
system [E,A,B,Nβ ] is mean-square stabilizable.
Conversely assume that rank
[
λE −A B
]
< n for some λ ∈ C+. Let V ∈ Rn1×n1
be an orthogonal matrix leading to the Kalman decomposition
V TA11V =
[
A
(11)
11 A
(12)
11
0 A
(22)
11
]
, V TB1 =
[
B
(1)
1
0
]
, V TN1 =
[
N
(1)
1
N
(2)
1
]
with σ
(
A
(22)
11
)
∩C+ 6= ∅. But then by the considerations above, the input-independent
SDE
dx˜
(2)
1 (t) = A
(22)
11 x˜
(2)
1 (t)dt+N
(2)
1 e
βtdw(t)
is not mean-square stable, so [E,A,B,Nβ ] is not mean-square stabilizable.
A crucial role in the study of descriptor systems plays the system space.
Definition 3. The system space of [E,A,B,Nβ ] is the smallest subspace V
sys
[E,A,B,Nβ]
⊆
10
Rn+m such that
∀ solutions (x, u) of [E,A,B,Nβ ] :
(
x(t, ω)
u(t, ω)
)
∈ Vsys[E,A,B,Nβ]
for all t ∈ R and all ω ∈ Ω for which (x(·, ω), u(·, ω)) satisfies (2).
Since the noise only affects the dynamic part of our SDAE, it is easily verified that
the space Vsys[E,A,B,Nβ] is equal to system space for deterministic systems as in Reis et al.
(2015) and hence, it does not depend on Nβ . Therefore, for a more concise notation,
we will only write Vsys[E,A,B] instead of V
sys
[E,A,B,Nβ]
.
4. The optimal control problem
In this section we return to the analysis of the optimal control problem which we state
once completely. We consider the optimal control problem
minimize J(x, u,R≥0) = E
[∫ ∞
0
(
x(t)
u(t)
)T [
Q S
ST R
](
x(t)
u(t)
)
dt
]
subject to dEx(t) = (Ax(t) +Bu(t))dt+Neβtdw(t),
Ex(0) = Ex0, lim
t→∞
E
[
‖Ex(t)‖2
]
= 0.
(17)
The aim of this section is to derive conditions for feasibility and regularity of the cor-
responding control problem. Recall that we say that (x, u) is a solution of [E,A,B,N
on [0, tf ] if (x, u) ∈ L
2,loc
F ([0, tf ],R
n) × L2,locF ([0, tf ],R
m) and it solves the stochastic
DAE (1). The following definition has been adapted from Reis and Voigt (2019).
Definition 4 (Feasibility, regularity, optimal control). Let [E,A,B,Nβ ] ∈ Σn,m,nw
with Nβ(t) = Ne
βt and β < 0 be well-posed and let Q = QT ∈ Rn×n, S ∈ Rn×m, and
R = RT ∈ Rm×m be given.
a) The optimal control problem (17) is called feasible if for all x0 ∈ L
2
F0
(
Vdiff[E,A,B]
)
it
holds that
−∞ < W+(Ex0) <∞.
b) A solution (x⋆, u⋆) of [E,A,B,Nβ ] on R≥0 with initial condition Ex(0) = Ex0 ∈
L2F0
(
EVdiff[E,A,B]
)
and limt→∞ E
[
‖Ex(t)‖2
]
= 0 is called an optimal control for (17),
if
W+(Ex0) = J(x
⋆, u⋆,R≥0).
c) The optimal control problem (17) is called regular, if for all x0 ∈ L
2
F0
(
Vdiff[E,A,B]
)
,
there exists a unique optimal control.
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4.1. Feasibility of the problem
The following definition is an extension of dissipativity of stochastic differential equa-
tions. Our definition is a slight modification from the definitions in Mazurov and
Pakshin (2009); G. Zhang and James (2010).
Definition 5. Let [E,A,B,Nβ ] ∈ Σn,m,nw with Nβ(t) = Ne
βt and β < 0 be well-posed
and let Q = QT ∈ Rn×n, S ∈ Rn×m, and R = RT ∈ Rm×m be given. Then the system
[E,A,B,Nβ ] with the cost functional in (17) is said to be dissipative on R≥0 if there
exist a twice continuously differentiable storage function V : EVdiff[E,A,B] → R such that
the integral dissipation inequality
E[V (Ex(t1))] + E
[∫ t2
t1
µN (Ex(t)) dt
]
≤ E[V (Ex(t2))] + J(x, u, [t1, t2]) (18)
holds for any times 0 ≤ t1 ≤ t2 <∞ and any solution (x, u) of [E,A,B,Nβ ] on [t1, t2]
with
µN : EV
diff
[E,A,B] → R, Ex0 7→
1
2
e2βtw(t)TNT∇2V (Ex0)Nw(t).
Note that the above definition boils down to the well-known dissipation inequality
in the deterministic setting with N = 0 and deterministic initial condition.
From now on we also need the following notation: For two symmetric matrices
X, Y ∈ Rk×k and a subspace V ⊆ Rk we write
X =V (≤V ,≥V)Y ⇐⇒ v
TXv = (≤,≥)vTY v for all v ∈ V.
One can now check that any quadratic function V : EVdiff[E,A,B] → R with V (Ex0) =
(Ex0)
TPEx0 for which P ∈ R
n×n is a solution of the Kalman-Yakubovich-Popov
(KYP) inequality[
ATPE + ETPA+Q ETPB + S
BTPE + ST R
]
≥Vsys[E,A,B] 0, P = P
T (19)
is a storage function in our case. This can be seen together with Itoˆ’s formula. We get
E[V (Ex(t2))]− E[V (Ex(t1))]
= E
[∫ t2
t1
dV (Ex(t))
]
+ E
[∫ t2
t1
1
2
e2βtw(t)TNT∇2V (Ex(t))Nw(t)dt
]
= E
[∫ t2
t1
(∇V (Ex(t)))TdEx(t)
]
+
∫ t2
t1
1
2
e2βt tr
(
NT∇2V (Ex(t))N
)
dt
= E
[∫ t2
t1
2x(t)TETP (Ax(t) +Bu(t))dt
]
+
∫ t2
t1
e2βt tr
(
NTPN
)
dt
≥ −E
[∫ t2
t1
(
x(t)
u(t)
)
T
[
Q S
ST R
](
x(t)
u(t)
)
dt
]
+ E
[∫ t2
t1
µN (Ex(t))dt
]
.
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In the next theorem we will show analogously to the deterministic case that feasi-
bility of the optimal control problem implies solvability of the KYP inequality.
Theorem 1. Let [E,A,B,Nβ ] ∈ Σn,m,nw with Nβ(t) = Ne
βt and β < 0 be well-
posed and let Q = QT ∈ Rn×n, S ∈ Rn×m, and R = RT ∈ Rm×m be given. If the
optimal control problem (17) is feasible, then the system [E,A,B,Nβ ] is mean-square
stabilizable and the KYP inequality (19) is feasible, i. e., there exists at least one matrix
P ∈ Rn×n satisfying (19).
Proof. Let z := ( xu ) ∈ L
2,loc
F
(
R≥0,V
sys
[E,A,B]
)
and z˜(t) := z(t) − E[z(t)] := z(t) − ẑ(t).
Then z(t) = z˜(t) + ẑ(t) and E[z˜(t)] = 0 for all t ≥ 0. In particular, for M :=
[
Q S
ST R
]
∈
R(n+m)×(n+m) we have
E[z(t)TMz(t)] = E
[(
z(t)− ẑ(t) + ẑ(t)
)
T
M
(
z(t)− ẑ(t) + ẑ(t)
)]
= E
[(
z(t)− ẑ(t)
)
T
M
(
z(t)− ẑ(t)
)]
+ E
[
ẑ(t)TMẑ(t)
]
+ 2E
[
ẑ(t)TM
(
z(t)− ẑ(t)
)]
= E
[
z˜(t)TMz˜(t)
]
+ ẑ(t)TMẑ(t) + 2ẑ(t)TME
[
z˜(t)
]
= E
[
z˜(t)TMz˜(t)
]
+ ẑ(t)TMẑ(t).
Thus with ẑ(·) =:
(
x̂(·)
û(·)
)
and z˜(·) =:
(
x˜(·)
u˜(·)
)
we can write
J(x, u,R≥0) = J
d
(
x̂, û,R≥0
)
+ J s
(
x˜, u˜,R≥0
)
,
where
Jd(x̂, û,R≥0) =
∫ ∞
0
(
x̂(t)
û(t)
)
T
[
Q S
ST R
](
x̂(t)
û(t)
)
dt
J s(x˜, u˜,R≥0) = E
[∫ ∞
0
(
x˜(t)
u˜(t)
)T [
Q S
ST R
](
x˜(t)
u˜(t)
)
dt
]
subject to
d
dt
Ex̂(t) = Ax̂(t) +Bû(t), Ex̂(0) = E[Ex0], (20)
dEx˜(t) = (Ax˜(t) +Bu˜(t))dt+Neβtdw(t), Ex˜(0) = Ex0 − E[Ex0]. (21)
Consider the value functions V d+ : EV
diff
[E,A,B] → R ∪ {−∞,∞} and W
s
+ :
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L2F0
(
EVdiff[E,A,B]
)
→ R ∪ {−∞,∞} with
V d+(Ex0) = inf
{
Jd(x̂, û,R≥0) : (x̂, û) solves (20) with
Ex̂(0) = E[Ex0] and lim
t→∞
Ex̂(t) = 0
}
,
W s+(Ex0) = inf
{
J s(x˜, u˜,R≥0) : (x˜, u˜) solves (21) with
Ex˜(0) = Ex0 − E[Ex0] and lim
t→∞
E
[
‖Ex˜(t)‖2
]
= 0
}
Since both cost functionals can be minimized independently, we have W+(Ex0) =
V d+(Ex0) +W
s
+(Ex0) for each x0 ∈ L
2
F0
(
Vdiff[E,A,B]
)
. Since (17) is feasible and since (20)
and (21) are simultaneously (mean-square) stabilizable in the behavioral sense or not,
we must have V d+(Ex0) < ∞ and W
s
+(Ex0) < ∞ for each x0 ∈ L
2
F0
(
Vdiff[E,A,B]
)
. Hence
the system [E,A,B,Nβ ] is mean-square stabilizable. Moreover, due to the feasibil-
ity of (17), we have V d+(Ex0) > −∞ for each x0 ∈ L
2
F0
(
Vdiff[E,A,B]
)
. Then according
to Reis and Voigt (2019, Theorem 3.11), there exists a solution P ∈ Rn×n of the KYP
inequality (19).
Remark 2. If the optimal control problem (17) is feasible, then due to the stabiliz-
ability of (20) in the behavioral sense and Reis and Voigt (2019, Theorem 3.11), we
can even infer the existence of a maximal solution P+ ∈ R
n×n of (19), i. e.,
P+ ≥EVdiff[E,A,B] P
for all solutions P ∈ Rn×n of (19).
If E = In and the weight matrix R is invertible, then the solution of a feasible opti-
mal control problem is given in terms of the solution of an algebraic Riccati equation,
see Section 2. A generalization of this algebraic Riccati equation for a possible singular
matrix E and a general weight
[
Q S
ST R
]
is presented in the following.
Definition 6 (Reis and Voigt (2019, Definition 2.5)). Let [E,A,B,Nβ ] ∈ Σn,m,nw
with Nβ(t) = Ne
βt and β < 0 be well-posed and let Q = QT ∈ Rn×n, S ∈ Rn×m, and
R = RT ∈ Rm×m be given. A triple (X,K,L) ∈ Rn×n × Rq×n × Rq×m that fulfills[
ATXE + ETXA+Q ETXB + S
BTXE + ST R
]
=Vsys[E,A,B]
[
KT
LT
] [
K L
]
(22)
and
rankR[s]
[
−sE +A B
K L
]
= n+ q
is called solution of the Lur’e equation, where R[s] denotes the ring of polynomials
with coefficients in R.
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A solution (X,K,L) ∈ Rn×n × Rq×n × Rq×m of the Lur’e equation is called stabi-
lizing, if additionally
rank
[
−λE +A B
K L
]
= n+ q ∀λ ∈ C+.
Note that if (P+,K,L) ∈ R
n×n×Rq×n ×Rq×m is a stabilizing solution of the Lur’e
equation (22), then P+ is a maximal solution of the KYP inequality (19). Conversely,
if P+ ∈ R
n×n is a maximal solution of (19), then there exist K ∈ Rq×n and L ∈ Rq×m
such that (P+,K,L) is a stabilizing solution of (22) (Reis et al., 2015).
Now we can show the following result which is an adaptation of a result in Reis and
Voigt (2019).
Theorem 2. Let [E,A,B,Nβ ] ∈ Σn,m,nw with Nβ(t) = Ne
βt and β < 0 be well-posed
and let Q = QT ∈ Rn×n, S ∈ Rn×m, and R = RT ∈ Rm×m be given. Then the
following statements are equivalent:
a) The optimal control problem is feasible, i. e., W+(Ex0) ∈ R for all x0 ∈
L2F0
(
Vdiff[E,A,B]
)
.
b) The system [E,A,B,Nβ ] is mean-square stabilizable and the KYP inequality (19)
has a maximal solution P+ = P
T
+ ∈ R
n×n.
c) The system [E,A,B,Nβ ] is mean-square stabilizable and there exists a storage func-
tion V : EVdiff[E,A,B] → R.
d) There exist q ∈ N0, K ∈ R
q×n, and L ∈ Rq×m such that (P+,K,L) is a stabilizing
solution of the Lur’e equation (22).
In the case where the above statements are valid, we have
i) W+(Ex0) = tr
(
P+E
[
Ex0(Ex0)
T]
)
− 12β tr
(
P+NN
T
)
∀x0 ∈ L
2
F0
(
Vdiff[E,A,B]
)
.
ii) For all x0 ∈ L
2
F0
(
Vdiff[E,A,B]
)
and solutions (x, u) of [E,A,B,Nβ ] on R≥0 with
Ex(0) = Ex0 and lim
t→∞
E
[
‖Ex(t)‖2
]
= 0 it holds that
J(x, u,R≥0) = tr
(
P+E
[
Ex0(Ex0)
T
])
−
1
2β
tr
(
P+NN
T
)
+
∫ ∞
0
E
[
‖Kx(t) + Lu(t)‖2
]
dt. (23)
iii) A solution (x⋆, u⋆) is an optimal control, if and only if E[‖Kx⋆ + Lu⋆‖2] = 0.
Proof. Assertion a) ⇒ b) follows from Theorem 1. Statement b) ⇒ c) is trivial
and c) ⇒ a) follows from the dissipation inequality since for every solution (x, u)
of [E,A,B,Nβ ] with x0 ∈ L
2
F0
(
Vdiff[E,A,B]
)
and limt→∞ E
[∥∥Ex(t)∥∥2] = 0, we have
−∞ < E[V (Ex0)] + E
[∫ ∞
0
µN (Ex(t)) dt
]
≤ J(x, u,R≥0).
The equivalence b) ⇔ d) follows immediately from Reis and Voigt (2019, Theorem
3.13).
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Next we show i)–iii): As P+ = P
T
+ ∈ R
n×n is the maximal solution of the KYP
inequality, it follows from Reis and Voigt (2019, Theorem 4.5) that there exist a
q ∈ N0, K ∈ R
q×n, and L ∈ Rq×m such that (P+,K,L) is stabilizing solution of the
Lur’e equation (22). Moreover, from Itoˆ’s formula we obtain
tr
(
P+E
[
Ex0(Ex0)
T
])
−
1
2β
tr
(
P+NN
T
)
= E
[
xT0E
TP+Ex0
]
−
1
2β
tr
(
P+NN
T
)
= −E
[∫ ∞
0
d
(
(Ex(t))TP+(Ex(t))
)]
= E
[∫ ∞
0
(
x(t)
u(t)
)
T
[
−ATP+E − E
TP+A −E
TP+B
−BTP+E 0
](
x(t)
u(t)
)
dt
]
= E
[∫ ∞
0
(
x(t)
u(t)
)
T
([
Q S
ST R
]
−
[
KTK KTL
LTK LTL
])(
x(t)
u(t)
)
dt
]
= J(x, u,R≥0)−
∫ ∞
0
E
[
‖Kx(t) + Lu(t)‖2
]
dt,
which is assertion ii). In particular, a solution (x⋆, u⋆) of [E,A,B] on R≥0 with Ex(0) =
Ex0 and lim
t→∞
E
[
‖Ex(t)‖2
]
= 0 is an optimal control, if and only if Kx⋆ + Lu⋆ = 0
almost surely (assertion iii)). The main difference to the deterministic case is the extra
term − 12β tr
(
P+NN
T
)
due to the function µN (·) in the dissipation inequality (18).
Thus we can proceed analogously to Reis and Voigt (2019) by taking the infimum over
all possible solutions (x, u) with Ex(0) = Ex0 and lim
t→∞
E
[
‖Ex(t)‖2
]
= 0. It follows
that W+(Ex0) = tr
(
P+E
[
Ex0(Ex0)
T
])
− 12β tr
(
P+NN
T
)
for all x0 ∈ L
2
F0
(
Vdiff[E,A,B]
)
,
since
∫∞
0 E
[
‖Kx(t) + Lu(t)‖2
]
dt can be made arbitrarily small which gives assertion
i).
4.2. Regularity of the problem
Next, we want to characterize the regularity of the optimal control problem. From
Theorem 2, we have seen that the solution (x⋆, u⋆) of [E,A,B,Nβ ] with Ex(0) = Ex0
and limt→∞ E
[
‖Ex(t)‖2
]
= 0 is an optimal control if and only if it fulfills the optimality
DAE
d
[
E 0
0 0
](
x⋆(t)
u⋆(t)
)
=
[
A B
K L
](
x⋆(t)
u⋆(t)
)
dt+
[
N
0
]
eβtdw(t),
Ex(0) = Ex0, lim
t→∞
E
[
‖Ex(t)‖2
]
= 0. (24)
Moreover, as no noise source appears in the algebraic constraints, this DAE is well-
posed. Now we can immediately state a regularity result which directly follows from
Reis and Voigt (2019, Theorem 4.7).
Theorem 3. Let [E,A,B,Nβ ] ∈ Σn,m,nw with Nβ(t) = Ne
βt and β < 0 be well-posed
and let Q = QT ∈ Rn×n, S ∈ Rn×m, and R = RT ∈ Rm×m be given. Let the optimal
control problem (17) be feasible and (P,K,L) ∈ Rn×n × Rq×n × Rq×m be a stabilizing
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solution of the Lur’e equation (22). Then the following two statements are equivalent:
a) The optimal control problem is regular.
b) The conditions
ker
[
−ıωE +A B
K L
]
= {0} ∀ω ∈ R, (25)
and[
E 0
0 0
]
· Vsys[E,A,B] +
[
A B
K L
]
·
(
(kerE × Rm) ∩ Vsys[E,A,B]
)
=
[
E 0
0 0
]
· Vsys[E,A,B] +
[
A B
K L
]
· Vsys[E,A,B] (26)
are fulfilled.
Proof. We see that if [E,A,B,Nβ ] is well-posed, then also the optimality DAE (24) is
well-posed. We further know that (25) and (26) is equivalent to the unique solvability
of the deterministic system. Thus, we conclude that there exists a unique solution of
the stochastic DAE (24) and the optimal control problem is regular, if and only if (25)
and (26) are fulfilled.
Remark 3. If the optimal control problem (17) is regular, then in the Lur’e equa-
tion (22) we have q = m. If further L ∈ Rm×m is invertible, then the second row
of the optimality DAE (24) can be resolved to obtain the explicit feedback control law
u(t) = −L−1Kx(t).
5. Conclusions and Outlook
In this paper, we have discussed feasibility and regularity of optimal control problems
for linear stochastic descriptor system with additive noise by extending the results of
the deterministic case to the stochastic problem. The feasibility of the control problem
has been characterized by the dissipation inequality and the Kalman-Yakubovich-
Popov inequality. We have constructed the solution of the problem using the stabilizing
solution of the Lur’e equation and have derived conditions for existence and uniqueness
of optimal controls.
Instead of the discounted cost functional (3), other functionals are often used. In
the following we give a short overview of the used cost functionals and give an outlook
on how to deal with these cost functionals in the same manner as with the discounted
functional.
For example, Kwakernaak and Sivan (1972) used the time-average functional
Ja(x, u, [0, tf ]) =
1
tf
E
[∫ tf
0
(
x(t)
u(t)
)
T
[
Q S
ST R
](
x(t)
u(t)
)
dt
]
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and especially, for tf =∞ we obtain
Ja(x, u,R≥0) = lim
tf→∞
1
tf
E
[∫ tf
0
(
x(t)
u(t)
)
T
[
Q S
ST R
](
x(t)
u(t)
)
dt
]
.
Then, for the standard case with E = In,
[
Q S
ST R
]
≥ 0, and R > 0, the value function
is given by
W+(x0) = tr
(
P aNNT
)
,
where P a solves the algebraic Riccati equation
0 = P aA+ATP a +Q− (P aB + S)R−1(P aB + S)T,
which coincides with the Riccati equation arising from the discounted cost functional.
Thus, one can probably show similar results as presented in this paper. Note that in
this case, the value function only depends on the matrix N and is independent of the
initial condition. Moreover, the Lur’e equation and the KYP inequality have the same
form as for the discounted functional.
The whole situation changes when considering DAEs with multiplicative noise, i. e.,
dEx(t) = (Ax(t) +Bu(t))dt+ (Cx(t) +Du(t))dw(t), Ex(0) = Ex0,
and with the cost functional
Jm(x, u,R≥0) = E
0
[∫ ∞
0
(
x(t)
u(t)
)T [
Q S
ST R
](
x(t)
u(t)
)
dt
]
,
where E0[·] := E[· | F0] denotes the conditional expectation. For the standard case with
(possibly) indefinite weight matrices in the cost functional, the optimal value is
Wm+ (x0) = x
T
0 P
mx0,
where Pm solves the bilinear Riccati equation
0 = PmA+ATPm +Q+ CTPmC
− (BPm + S +DTPmC)T(R+DTPmD)−1(BPm + S +DTPmC),
where R + DTPmD > 0, see Chen, Li, and Zhou (1998) for further details. Thus,
different linear matrix inequalities and Lur’e equations have to be derived and the
theory developed for the deterministic case has to be extended. This is out of the
scope of this paper and subject of future considerations.
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