Abstract-An upper bound on the minimal state complexity of codes from the Hermitian function field and some of its subfields is derived. Coordinate orderings under which the state complexity of the codes is not above the bound are specified. For the self-dual Hermitian code it is proved that the bound coincides with the minimal state complexity of the code. Finally, it is shown that Hermitian codes over fields of characteristic 2 admit a recursive twisted squaring construction.
I. INTRODUCTION
A trellis diagram can be regarded as an efficient representation of a code for the purpose of soft-decision decoding. Formally, a trellis Manuscript received September 29, 1999; revised March 9, 2000 . The authors are with the Department of Electrical Engineering-Systems, Tel-Aviv University, Ramat-Aviv 69978, Israel (e-mail: shany@eng.tau.ac.il; ybeery@eng.tau.ac.il).
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Publisher Item Identifier S 0018-9448(00)05294-9. T = (V; E) of rank n is a finite-directed graph, with vertex set V and edge set E , in which every vertex is assigned a "depth" in the range f0; 1; 111 ; ng, and each edge connects a vertex at depth i 0 1 to one at depth i, 1 i n. The class of vertices at depth i, 0 i n, is denoted by V i . We assume that each edge of T is labeled with an element of q , the finite field of q elements. In addition, we only consider trellises for which jV0j = jVnj = 1. Let C be an [n; k; d] linear code over q (i.e., C is a k-dimensional subspace of n q with minimum Hamming distance d). We say that the rank-n trellis T represents the code C if C is identical to the set of n-tuples read from all paths of T connecting the vertex in V 0 to the one in V n . It is well known that any length-n linear code under a fixed coordinate ordering has a unique trellis representation (up to isomorphism), T = (V; E), that minimizes jVij simultaneously for all i, 0 i n (see [7] , [15] , and references therein for a summary of the subject). This trellis is called the minimal trellis of the code. For the code C we define si := log q jVij, 0 i n, where Vi corresponds to the minimal trellis of C. The state complexity profile of C is the sequence s0; s1; 1 11; sn . The state complexity of C is defined as s: = max 0in s i . Forney [3] demonstrated that the state complexity of C may vary with respect to different ordering of coordinates. The minimal state complexity of C is the minimal state complexity attainable by any ordering of the coordinates.
For a fixed coordinate ordering of the [n; k] linear code C, the entire state complexity profile can be calculated from s i = k 0 k i 0 k i , 1 i n 0 1, where ki is the dimension of the past subcode at i, i.e., the subcode consisting of all codewords (c1; c2; 1 11; cn) 2 C with (c i+1 ; c i+2 ; 1 11; c n ) = (0; 0; 11 1; 0), and k i is the dimension of the future subcode at i, i.e., the subcode consisting of all codewords (c 1 ; c 2 ; 111; c n ) 2 C with (c 1 ; c 2 ; 11 1; c i ) = (0; 0; 111 ; 0) [3] .
The determination of the minimal state complexity and the attempt to find "good" coordinate orderings with respect to the trellis complexity of some important classes of codes were considered in several papers, e.g., [10] , [11] , [1] , [16] , [2] . These papers addressed the trellises of Reed-Muller, Bose-Chaudhuri-Hocquenghem (BCH), and quadraticresidue codes, and it seems only natural to investigate the trellis of geometric Goppa codes. Among geometric Goppa codes, the class of Hermitian codes (geometric Goppa codes arising from the Hermitian function field) was extensively studied. A simple presentation of the Hermitian function field and the related codes was given by Stichtenoth in [12] . The results of [12] were used in [19] to give a description of Hermitian codes which will be useful for our purposes. The generalized Hemming weights (GHW) hierarchy [17] of Hermitian codes and of geometric Goppa codes arising from some subfields of the Hermitian function field was studied in [20] , [8] , and [9] .
In this correspondence, we give an upper bound on the state complexity of codes associated with the Hermitian function field and some of its subfields. For self-dual Hermitian codes, the minimal state complexity is determined, and coordinate orderings under which the state complexity coincides with the minimal state complexity are specified. The correspondence is organized as follows. In the following section we give some background on geometric Goppa codes. A lower bound on the minimal state complexity of geometric Goppa codes is presented. Then, in Section III, we give an upper bound on the state complexity profile of Hermitian codes and codes from certain subfields of the Hermitian function field, and specify coordinate orderings for which the state complexity profile is actually not above the bound. A simple formula for an upper bound on the minimal state complexity of self-dual codes from the Hermitian function field and some of its subfields is then derived. Finally, it is proved that the bound on the minimal state complexity of self-dual Hermitian codes is indeed the minimal state complexity itself. We conclude in Section IV by showing 0018-9448/00$10.00 © 2000 IEEE that Hermitian codes over fields of characteristic 2 admit a recursive twisted squaring construction [3] , [2] .
II. GEOMETRIC GOPPA CODES AND HERMITIAN CODES
This section contains a brief description of geometric Goppa codes in general, and codes from the Hermitian function field and some of its subfields in particular. A lower bound on the minimal state complexity of geometric Goppa codes is presented. We follow the notation of Stichtenoth [14] , and the reader is referred to [14] for the basic theory of algebraic function fields and a detailed description of geometric Goppa codes.
Let F=K be an algebraic function field of genus g over a constant field K = q. 
The code CL(D; G) is an [n; k; d] code over K with parameters
that is, the designed minimum distance of C L (D; G) is within g of the Singleton bound. It is therefore clear that for codes derived from function fields of small genus it is not possible to have a significant improvement upon the Wolf bound [18] under any coordinate ordering (cf. [4] ). Indeed, using the dimention/length profile (DLP) bound on the state complexity profile [4] , it can be verified that for an [n; k; d] code with d (n 0k+1)0g, we have s bn=2c minfk; n0k02gg under any coordinate ordering. Using Clifford's theorem [14] , this bound can be slightly sharpened.
Proposition 1:
The minimal state complexity of CL(D; G) is smaller than the Wolf bound only if bn=2c deg G dn=2e+2g02.
If deg G is in the above interval and 2g 0 2 < bn=2c, then the minimal state complexity is at least dn=2e 0 g 0 1. Proof: Observe that the past subcode at index i; 1 in01, of CL(D; G) is exactly CL(D; G0Pi+1 0Pi+2 01 1 10Pn). Similarly, the future subcode at index i, 1 
Since we are only interested in the dimensions of these subcodes, we can replace the past subcode at i with C L (D 0 P i+1 0 P i+2 0 111 0 P n ; G 0 P i+1 0 P i+2 0 111 0 P n ) 
Let us choose i = bn=2c. 
Since s bn=2c is an integer, (2) becomes s bn=2c dn=2e 0 g 0 1.
In view of Proposition 1 and the preceding discussion, it seems reasonable to investigate the trellis representation of Hermitian codes and codes from certain subfields of the Hermitian function field. Let K = q , and let F = K(x; y) be the function field defined by F = K(x; y) with y q + y = x a and ajq + 1 (see [14] , [20] be a bijection, so that Ind(P ) assigns an index to P ; 2 U. We say that the code C m is under a valid coordinate ordering when, for every 2 U, all the extensions of P in F are mapped to consecutive indices, that is, for every P ; 2 supp (D), it holds that q(Ind (P ) 0 1) + 1 Ind (P ; ) q(Ind (P )):
Let 6 = ( ij ) be the n 2 n diagonal matrix defined by ii = ; 1 i n, if i = Ind (P ; ) for some 2 U. Define the matrix Gm by
. . .
Then it follows directly from the definition of the code Cm and the above described basis of L(mQ 1 ) that if m < n, then G m is a generator matrix of Cm under a valid coordinate ordering [19] .
III. AN UPPER BOUND ON THE STATE COMPLEXITY OF THE CODES
In this section, we use the generator matrix given in the previous section to show that, for some values of m, when C m is under a valid coordinate ordering its state complexity is below the Wolf bound. For the self-dual Hermitian code C (q +q 0q02)=2 (q is a power of 2), we shall see that an improvement of q 2 =4 upon the Wolf bound is possible. Furthermore, for this case we shall see that q 2 =4 is the maximum possible improvement upon the Wolf bound over all coordinate orderings of the code.
Let C be an [n 0 ; k; d] code, and let G be a minimal-span generator matrix (MSGM) of C [7] (i.e., G is a generator matrix of C in which there are no two rows whose first nonzero entries are at the same index, and no two rows whose last nonzero entries are at the same index). Then si; 1 i n 0 01; is equal to the number of active rows in G at index i [5] , [7] , where s 0 ; s 1 ; 111 ; s n is the state complexity profile of C.
From the structure of G m in (3), we have the following proposition. Proof: Suppose that C is a length-n 0 (n 0 being a positive integer) linear code over a finite field K 0 , l 2 + , and 0 = (uv) is an n 0 l2n 0 l diagonal matrix over K 0 . Assume that for every u; 1 u n 0 , it holds that at least one of (u01)l+1; (u01)l+1 ; (u01)l+2; (u01)l+2 ; 11 1; ul; ul is not zero. Then it is clear that the number of active rows at index il; 1 i n 0 , in an MSGM of C [l] 0 is equal to the number of active rows at index i in an MSGM of C. Now consider the generator matrix Gm from (3). Suppose that each one of the submatrices G k(j) 6 j ; 0 j is an MSGM. By the above argument, the number of active rows at index i with qji in G k(j) 6 j is no more than minfk(j); n=q 0 k(j)g. This proves the part of (4) concerning indices divisible by q.
The other part of (4) follows from the fact that s i minfs i01 ; s i+1 g + 1; 1 i n 0 1:
Note that for the cases where dim C m > n=2, the bound on the state complexity profile of C m is identical to the bound on the state complexity of Cn+2g020m, where the latter can be obtained from Proposition 2. This follows from combining the fact that the state complexity profiles of a linear code and its dual are identical [3] , and the fact that there is a diagonal matrix A (in which every diagonal element is nonzero) such that C n+2g020m A is the dual of C m . (Observe that the state complexity profile of C n+2g020m A is identical to that of Cn+2g020m.)
As a result of Proposition 2, we have the following corollary. it is clear that each j for which n=q 0 k(j) < k(j) contributes k(j) 0 (n=q 0 k(j)) to the difference between the Wolf bound and max 0in=q siq. Some arithmetics show that n=q 0 k(j) < k(j) if and only if j jm, where jm is defined in the corollary. This finishes the proof for m 0 m bn=2c + g 0 1. The proof for dn=2e + g 0 1 m n + 2g 0 2 0 m0 follows (as before) from the fact that the state complexity profiles of a linear code and its dual are identical.
The results of Corollary 3 can be expressed in a more concise manner when C m is self-dual, i.e., q is a power of 2 and m = n=2 + g 0 1. In this case, it can be shown that the value of jm from Corollary 3 is j m = q=2 0 (t + 1)=2, where t := (q + 1)=a. In addition, it is straightforward to verify that in this case Suppose that a > 1, and let t := (q + 1)=a. Then the state complexity of the self-dual code C m when under a valid coordinate ordering is not more than We will now show that at least for the Hermitian case (a = q + 1),
there are no coordinate orderings under which the state complexity of the self-dual code C q =2+g01 is smaller than that obtained in Corollary 4. This will be done using the DLP bound on the state complexity profile, and will require some results concerning the GHW hierarchy of Hermitian codes. From this point on, we consider only the Hermitian case a = q + 1. Let pr; r 1; be the rth pole number [14] of Q 1 . Then fp r j r 1g is the semigroup generated by q and q + 1.
For m < n = q 3 , the Hermitian code Cm is nonabundant [8] , and we have dr(Cm) q 3 0 m + pr; 1 r k; Proof: See [20] .
The main result of this section can now be stated. In this section it is shown that Hermitian codes over fields of characteristic 2 admit a recursive twisted squaring construction [3] , [2] . Upper bounds on the state complexity profile of linear codes admitting a twisted squaring construction were given in [2] . Whereas the fact that some Hermitian codes admit a twisted squaring construction does not seem to contribute any knowledge regarding their trellis complexity beyond what is already given in Section III, it seems that the fact that these codes do admit such a construction is of interest.
Let C be an [n; k; d] code over the finite field K, let I := f1; 2; 11 1; ng, and let J := fj 1 ; j 2 ; 1 11; j jJj g be a subset of I: and (C (n=2) ) (n=2) = (C (n=2) ) (n=2) (see [2] for a detailed exposition of the subject). When C admits a twisted squaring construction, we say that C
and (C (n=2) )
are the component codes of C. If n = 2 l for some l 2 + , then the code C is said to admit a recursive twisted squaring construction when not only that the code itself admits a twisted squaring construction, but also its component codes admit a twisted squaring construction, the component codes of the component codes admit a twisted squaring construction, and so forth. Proof: The proof is based on the automorphisms of the Hermitian codes, and is quite similar to the proof of [2, Theorem 4] . Let be the q -automorphism of the Hermitian function field H = q (x; y) defined by (x) = x + and (y) = q+1 y + q x + , where 2 q nf0g, 2 q , and q + = q+1 ( 2 q ) [14] . Note that for any 2 q , the set of solutions of T q + T = q+1 in q is 0 + q for some 0 2 q with q 0 + 0 = q+1 . Hence, the above choice of a basis for q = 2 assures that the first l=2 bits in the representations of two different solutions of T q + T = q+1
are not identical. The existence of the automorphism corresponding to = 1, with l = 1 and j = 0 for 1 j < l, and some with q + = q+1 , implies that we can permute the last q 3 =2 coordinates of the code so that both Hence, there is a coordinate ordering under which C m admits a twisted squaring construction , and this coordinate ordering differs from the initial coordinate ordering only in the last q 3 =2 coordinates. The existence of the automorphism corresponding to = 1, with l01 = 1 and j = 0 for 1 j l, j 6 = l 01, and some with q + = q+1 , implies that we can permute the last q 3 =4 coordinates of the component codes so that they admit a twisted squaring construction . Continuing in that way until 1 = 1 and j = 0 for 1 < j l, it is proved that the twisted squaring construction of C m can be iterated l times. As Cm is of length q
I. INTRODUCTION
Algebraic-geometry codes constructed by Goppa [2] make use of algebraic curves with many rational points. These codes have excellent asymptotic parameters. In particular, the q-ary Gilbert-Varshamov bound was broken by Goppa's geometric codes for some sufficiently large q [8] , [3] .
However, for small q, it seems difficult to find many good codes by Goppa's construction. The reason is that the number of rational points of an algebraic curve over F F F q is not satisfactory to construct good Goppa's geometric codes for small q. In order to increase the length of geometric codes, researchers have been looking for possibilities to use points over some extensions of F F F q to construct good codes [5] , [10] , [11] , [4] , [12] . In this correspondence, we make use of curves Manuscript received July 23, 1999; revised February 14, 2000. This work was supported under the NUS Grant R-146-000-018-112.
