Abstract-This paper presents a performance analysis of bitinterleaved coded-modulation with iterative decoding (BICM-ID) and complex N -dimensional signal space diversity in fading channels to investigate its performance limitation, the choice of the rotation matrix and the design of a low-complexity receiver. The tight error bound is first analytically derived. Based on the design criterion obtained from the error bound, the optimality of the rotation matrix is then established. It is shown that using the class of the optimal rotation matrices, the performance of BICM-ID systems over a Rayleigh fading channel approaches that of the BICM-ID systems over an AWGN channel when the dimension of the signal constellation increases. Furthermore, by exploiting the sigma mapping for any M -ary QAM constellation, a very simple sub-optimal, but yet effective iterative receiver structure suitable for signal constellations with large dimensions is proposed. Simulation results in various cases and conditions indicate that the proposed receiver can achieve the analytical performance bounds with low complexity.
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I. INTRODUCTION

S
IGNAL space diversity (SSD), also known as modulation diversity, can provide performance improvement over fading channels by increasing the diversity order of a communications system [1] , [2] . Basically, in SSD, each group of N consecutive symbols is first mapped to an element of an Ndimensional (N -dim) constellation, which is generally carved from an N -dim lattice, and then a rotation matrix is applied to the lattice constellation in order to maximize both the diversity order L and the minimum product distance of the N -dim lattice [2] . The diversity order is simply the minimum number of distinct components between any two N -dim constellation elements. It was shown in [2] that the error performance of an uncoded system using SSD becomes insensitive to fading for a lattice constellation with a sufficiently large dimension. This implies that a fading channel can be converted to an AWGN Manuscript received August 22, 2005 ; revised January 16, 2006 ; accepted March 12, 2006 . The editor coordinating the review of this paper and approving it for publication is Dr. E. Serpedin. This work was supported in part by Discovery Grants from the Natural Sciences and Engineering Research Council of Canada (NSERC). The first author would also like to acknowledge the University of Saskatchewans Graduate Scholarship and the Fellowship received from TRlabs-Saskatoon. A part of this work was presented at the IEEE International Conference on Communications (ICC), Istanbul, Turkey, [11] [12] [13] [14] [15] channel to achieve the same error probability. Furthermore, the problem of constructing the rotation matrix in order to optimize the error performance of an uncoded system was also addressed in [2] . Some best known constellations for uncoded systems over fading channels obtained from algebraic number theory are provided and maintained by Viterbo in [3] . Applications of SSD have been considered in various uncoded and coded systems. For example, lattice-based spacetime block codes were studied in [4] to exploit the advantages of signal space diversity for further performance improvement. In [5] , [6] , bit-interleaved coded modulation (BICM) combined with coordinate interleaving and rotated constellations to double the diversity order was demonstrated. Further work on BICM with iterative decoding (BICM-ID) in [7] examined symbols in the two-dimensional signal space. With coordinate interleaving, the in-phase and quadrature components of the same transmitted signal in a two-dimensional signal space experience independent fades. Therefore, the diversity order can be increased by choosing proper constellations and mappings.
SSD offers performance improvement at the costs of highly computational complexity of the receiver, especially for constellations with large dimensions. Recently, several techniques have been proposed to reduce the receiver complexity, including sphere decoding and soft interference cancelation. In particular, simulation results on performance of BICM-ID using a 32-dimensional complex lattice with QPSK constellation and Gray mapping under Rayleigh fading show that the iterative scalar Gaussian approximation (GA) offers error probability performance close to that in an AWGN channel with relatively low complexity [8] .
This paper presents a performance analysis of BICM-ID with complex N -dimensional signal space diversity in fading channels to investigate its performance limitation, the choice of the rotation matrix and the design of a low-complexity receiver. At first, a tight error bound on the bit error probability (BEP) is derived. The expression of this error bound allows us to understand the individual contributions of the signal constellation, signal mapping and rotation matrix G to the overall performance of the systems. Optimal rotation matrices G for a given constellation and mapping are then developed. It is shown that, for the class of optimal rotation matrices G, the system performance over a fading channel approaches that in an AWGN channel with a reasonably large dimension N of the lattice constellations. With a proper mapping for an M -QAM constellation, we develop a simple sub-optimal but yet effective iterative receiver structure suitable for large dimension N based on the minimum mean squared-error (MMSE) estimation [9] . The simple sub-optimal receiver helps to obtain simulation results to compare with the analytical bounds for constellations with very large dimensions. The remainder of the paper is organized as follows. Section II describes the general structure of a BICM-ID system with signal space diversity. Analytical derivation of the system's BEP is presented in Section III. Also in this section, a distance criterion for given signal constellation, signal mapping and rotation matrix G that affects the error performance is obtained. The design problem of the rotation matrix G for given constellation and mapping is discussed in Section IV. Section V demonstrates that using the class of the optimal rotation matrices, the performance of BICM-ID systems over a Rayleigh fading channel approaches that of the BICM-ID systems over an AWGN channel when the dimension of the signal constellation increases. The new mapping for M -QAM constellations and the proposed sub-optimal receiver are the topics of Section VI. Section VII provides the simulation results to confirm the analysis. Finally, Section VIII concludes the paper.
II. SYSTEM MODEL
The general block diagram of a BICM-ID system with signal space diversity (BICM-ID-SSD) is shown in Fig. 1 . The information sequence u is first encoded into a coded sequence c. The coded sequence c is then interleaved by a bit-wise interleaver to become the interleaved sequencec. Assume that each complex component of a complex N -dim constellation carries m coded bits. Hence, a sequence of N m coded bits is mapped to one complex N -dim constellation symbol at the modulator to produce the symbol sequence s = [s 1 , s 2 , . . . , s N ], where s i ∈ Ω, ∀i, with Ω is a two-dimensional constellation. For simplicity, this paper only considers the conventional mapping, i.e., the mapping that is implemented independently and identically for each complex component s i . The extension of the results obtained in this paper to the more general case of multidimensional mapping proposed in [10] , [11] is quite straightforward. The symbol s in N -dim constellation Ψ is then rotated by an N ×N complex rotation matrix G. The rotated symbol x = [x 1 , x 2 , . . . , x N ] corresponding to a new rotated constellation Ψ r is given by:
where the superscript denotes matrix transpose operation. The entries g i,u , 1 ≤ i, u ≤ N , of G satisfy the following power constraint:
Referring to Fig. 1 , the receiver in a BICM-ID system includes the soft-output demodulator and the soft-input softoutput (SISO) channel decoder. Let r = [r 1 , r 2 , . . . , r N ] denote the N -dim received signal. Assume that the channel is frequency non-selective Rayleigh fading and it changes independently in each component duration of the N -dim signal symbol. Furthermore, assume coherent detection at the receiver (i.e., perfect channel state information is available). It then suffices to represent the received signal as follows [8] :
Here, the entries of w The SISO channel decoder uses the MAP algorithm in [12] . Similar to decoding of Turbo codes, here the demodulator and the channel decoder exchange the extrinsic information of the coded bits P (c; O) and P (c; O) through an iterative process. After being interleaved, P (c; O) and P (c; O) become the a priori information P (c; I) and P (c; I) at the input of the SISO decoder and the demodulator, respectively. The total a posteriori probabilities of the information bits can be computed to make the hard decisions at the output of the decoder after each iteration.
For the soft-output demodulator, the detailed algorithm for the optimal one, i.e., the maximum a posteriori probability (MAP) demodulator, is described in [13] , [14] . However, since the complexity of the MAP demodulator grows exponentially with the number of coded bits per signal point N m, the implementation of the MAP demodulator becomes intractable for medium to large values of N m. For such cases, the suboptimal low-complexity methods using Gaussian approximations proposed in [8] can be attractive alternatives. Moreover, with a careful mapping design proposed for M -QAM constellations, Section VI presents another sub-optimal soft-output demodulator based on the MMSE estimation principle.
III. PERFORMANCE EVALUATION
The union bound on the BEP of a BICM-ID with signal space diversity that employs a rate-k c /n c convolutional code, a complex N -dim constellation Ψ and a mapping rule ξ can be written in a general form as [15] :
In (4), c d is the total information weight of all error events at Hamming distance d and d H is the free Hamming distance of the code. The function f (d, Ψ, ξ) is the average pairwise error probability, which depends on the Hamming distance d, the constellation Ψ and the mapping rule ξ. In the following, the function f (d, Ψ, ξ) is computed from the pairwise error probability (PEP) of two codewords. This computation is similar to [10] by using the Gaussian probability integral. Let c andc denote the input and estimate sequences, respectively, with the Hamming distance d between them. These binary sequences correspond to the sequences s ands, whose elements are N -dim symbols in Ψ. Without loss of generality, assume that c andc differ in the first d consecutive bits. Hence, s ands can be redefined as sequences of
where H e = diag(h e,1 , . . . , h e,N ), 1 ≤ e ≤ d, represents the channel gains that affect the transmitted symbol s e . The two complex N -dim signal symbols s e and s e correspond to the two rotated symbols x e andx e , i.e., x e = Gs e andx e = Gs e . Then the PEP conditioned on H can be computed as follows:
is the squared Euclidean distance between the two received signals corresponding to x e andx e conditioned on H e and in the absence of AWGN, given by
where G i is the ith row of G. Using the Gaussian probability integral
dθ and averaging (5) over H gives
where
Similar to the analysis in [10] , by assuming that the iterative processing works perfectly, the function f (d, Ψ, ξ) for BICM-ID can be written as follows:
where the expectation is over all pairs of signal symbols s and p of Ψ whose labels differ in only 1 bit. The result of the expectation operation in (9) can be shown to be
where p is the symbol in Ψ whose label differs in only one bit at the position k compared to the label of s.
For a large value of N m, the computation of (10) becomes intractable due to the huge number of signal symbols in Ψ. For simplicity, consider the mapping ξ that is implemented independently and identically for each signal component in the two-dimensional constellation, denoted by Ω. First, by interchanging the summations in (10) one can write γ(Ψ, ξ) as a sum of N terms as:
is essentially obtained by averaging over all pairs of s and p whose labels differ in 1 bit at positions from k = (u−1)m+1 to k = um. Note that the inner sum in (12) is taken over m2 Nm possible symbols s, which is still computationally impossible when N and m are large. Fortunately, by independently mapping for each component, it is easy to verify that there is only one distinct component between s and p at the uth position. Hence, for a given u, one has:
where s u and p u are the uth components of s and p, respectively. It then follows that:
Observe that s u can be any signal point in the twodimensional constellation Ω and p u is also a signal point in Ω whose label differs in only 1 bit at position j = (k − (u − 1)m) compared to that of s u . Therefore, instead of averaging over m2 Nm cases of s ∈ Ψ as in (14), γ u (Ψ, ξ) can be computed more efficiently by averaging over m2 m cases of s u ∈ Ω. Furthermore, γ u (Ψ, ξ) can be written by dropping the subscript u for s u and p u as follows:
where s and p are two signal points in Ω whose labels differ in the position j. Therefore, the average in (10) can be computed much easier as follows:
Applying (16) in (9), the function f (d, Ψ, ξ) can be efficiently and accurately computed via a single integral.
To give an insight on how to design the matrix G and good mappings for a given constellation, use the inequality
The parameter δ(G, Ω, ξ) can be used to characterize the influence of the rotation matrix G, the constellation Ω and the mapping rule ξ to the BER performance of BICM-ID with signal space diversity. In particular, for a given constellation Ω and the mapping ξ, one would prefer the rotation matrix G that minimizes δ(G, Ω, ξ). In the next section, the optimal choice of G is discussed in more details.
IV. OPTIMAL ROTATION MATRIX G
This section addresses the design problem to obtain the optimal matrix G for a given constellation and mapping. By interchanging the summations in (18), δ(G, Ω, ξ) is rewritten as:
Next, for each pair of signal points s and p in Ω whose labels differ in only 1 bit at position j, 1 ≤ j ≤ m, define the parameter α(s, p, j) as follows:
Under the power constraint in (2), it is clear that for a fixed N 0 , one has: for all i and u. This means that the best asymptotic error performance of BICM-ID with SSD is achieved by using the rotation matrix G whose all entries {g i,u } are equal in magnitude. We therefore define this class of G as the class of optimal rotation matrices. Note that the classes of optimal rotation matrices for uncoded systems in [2] and cyclotomic lattices in [4] are the subsets of the class of optimal G defined above.
The above class of rotation matrices G is only optimal with respect to the asymptotic performance of the system. However, it is of interest to study the effect of G on the performance of the system after the first iteration (i.e., the performance of a BICM system). This is because such performance influences the convergence behavior of BICM-ID. To this end, the rotated constellation Ψ r should be taken into account. Let d min be the minimum Euclidean distance of Ψ r . Based on the analysis in [15] , two relevant parameters with respect to the performance of BICM are summarized as follows.
i) The average number of signal points at the minimum Euclidean distance d min , denoted by N min . This parameter affects the performance at low SNR and is given by
where N min (x, k) is the number of signal points at Euclidean distance d min whose label differs at position k compared to that of x. The parameter N min depends on a specific mapping and should be kept as small as possible.
ii) The distance parameter γ BICM (Ψ r , ξ) that affects the performance at high SNR:
where y is the nearest neighbor of x and their labels differ at position k. The smaller this parameter is, the better the performance becomes. Unfortunately, optimizing the above two parameters for BICM becomes rapidly intractable due to the huge number of variables when N and m increases. For this reason, we restrict our attention to the class of unitary 2 rotation matrices G. The advantage of using this class of rotation matrices G is that the Euclidean distance properties of the constellation Ψ is preserved in Ψ r . This is in contrast to a non-unitary transformation which makes some signal points closer.
By using a unitary transformation, it is not hard to see that the parameter N min is the same with that of a two-dimensional constellation Ω. This ensures that the performance after the first iteration of BICM-ID system with SSD is similar to the performance of a BICM-ID system without SSD at low SNR. Furthermore, by following the same analysis as in the previous section, it is observed that with a unitary transformation the minimum value of γ BICM (Ψ r , ξ) can be achieved when all the entries {g i,u } of G are equal in magnitude. Recall that this condition was shown earlier to ensure the optimal asymptotic performance of BICM-ID. It should be mentioned here that the design criterion in (23) might be too optimistic [15] . Nevertheless, it is still quite useful for the design of signal constellation and mapping in general.
The following proposition summarizes the above results and discussions regarding the design of the rotation matrix G for given signal constellation and mapping rule.
Proposition 1 (Design criterion for rotation matrix G): The optimal rotation matrix G should be chosen as the unitary matrix with all entries equal in magnitude. This class of rotation matrices G is optimal in terms of the asymptotic performance for BICM-ID with signal space diversity. Furthermore, it ensures good performance for the fist iteration with minimum value of γ BICM (Ψ r , ξ).
At this point, it is natural to ask whether there exists a class of optimal rotation matrices G that satisfies the above design criterion for any value of N . Fortunately, thanks to the algebraic number theory, this class of G is well studied in the literature. For example, the unitary matrix with size N = 2 q introduced in [2] , [16] falls into the class of optimal G defined in Proposition 1. The matrix is constructed as follows [2] , [16] :
and α i = α exp j
. More generally, for any value of N , the optimal unitary optimal matrix G can be obtained based on the inverse fast Fourier transform (IFFT) matrix as follows [16] :
where Q is an arbitrary integer and F N is the Npoint IFFT matrix whose (i, u)th entry is given by AWGN (d, Ω, ξ) , is given as [10] :
where, as before, p is the signal point in Ω whose label differs in 1 bit at position j compared to the label of s. Now consider the asymptotic performance of BICM-ID over the Rayleigh fading channel where an optimal rotation matrix G is used. Recall that for the optimal rotation matrix G,
After some manipulations, (16) can be written in a more compact form as:
(27) For each pair of (s, p), define
Let P = 1/N . When N goes to infinity (i.e., P goes to zero), the following identities can be established:
It then follows that:
Combining (30), (28), (27) and (9) shows that the right-hand side of (9) approaches the right-hand side of (26) when an optimal rotation matrix G is used and N goes to infinity. This means that the use of signal space diversity with a very large dimension N makes the asymptotic performance of a BICM-ID system over a Rayleigh fading channel approach that over an AWGN channel. This result is in parallel with the previous result established in [2] for uncoded systems.
VI. PROPOSED M -QAM MAPPING AND SUB-OPTIMAL RECEIVER
A. Sigma Mapping
The basic idea behind the proposed mapping of M -QAM is to relate the vectors of coded bits to the transmitted QAM symbols in a linear manner. In essence, such a mapping allows one to view a single-user M -ary system as a code-division multiple-access (CDMA), or multi-user system, where "each user" employs antipodal binary signaling (e.g., the BPSK). Then a sub-optimal soft-output MMSE demodulator, which is similar to the soft-output MMSE multi-user detector, can be applied. It should be mentioned here that this type of mapping was originally proposed in [17] as a capacity-approaching mapping method for a multilevel coding scheme. A more detailed investigation of this mapping (called sigma mapping) for M -PAM constellations was also recently carried out in [18] .
In what follows, the sigma mapping for complex constellation will be generalized and presented for M -QAM. Consider the set of m basis complex vectors {v j }, 1 ≤ j ≤ m, which satisfy ) and ).
2 presents the sigma mappings for QPSK, 8-QAM and 16-QAM constellations, where the corresponding basis vectors are also indicated. Note that the sigma mapping is exactly the Gray mapping for QPSK constellation. For larger constellations, e.g., M =64 or 256, there might exist multiple and nonequivalent basis vectors v to apply the sigma mapping and the selection of a particular one might affect the performance of the iterative demodulation/decoding. In such a case, care should be taken to choose the basis vector that yields the best performance. Furthermore, the technique of sigma mapping can also be extended to non-traditional constellations (i.e., with arbitrary shapes) for more flexibility in the design of the basis vector v.
B. Suboptimal Soft-Output Demodulator
Consider a signal space diversity system in a complex Ndim signal space. Let each complex component be implemented using a sigma mapping with the basis vectors {v j },
Let C be the 1×N m coded bit vector whose entries are either 1 or 0 and B = 2C − 1. From (31) and (32), the symbol sequence s corresponding to C is given as:
Hence, the received signal r in (3) can be rewritten as follows:
Define the real matrices R = [real(r ); imag(r )], X = [real(HGV); imag(HGV)] and n = [real(w ); imag(w )]. Then one obtains:
With the above linear real matrix system, the efficient MMSE estimation proposed in [9] can be readily applied to compute the extrinsic information for the coded bits as the output of the demodulator.
It is of interest to compare the complexity of the proposed sub-optimal MMSE demodulator and the scalar and vector GA algorithms introduced in [8] . To examine and quantitatively compare the complexity of different sub-optimal demodulating methods, the complexity of arithmetic computations can be measured in terms of the floating point operation (FLOP) [19] . Specifically, one FLOP is counted for a real subtraction or addition and two FLOPS are counted for the complex ones. Furthermore, multiplications and divisions are counted as one FLOP each if the result is real. Otherwise they are counted as six FLOPS. In the following, the complexity estimation of each sub-optimal receiver will be presented. The counting is largely based on [20] , although reference [20] counts one FLOP for a single addition, substraction, multiplication or division between two complex numbers. Furthermore, we also count one FLOP for an exponential, logarithm or a trivial operation with a constant. Obviously, it is infeasible to count exactly all FLOPS. Nevertheless, we will count the most important ones. For a fair comparison, the number of FLOPS per each iteration corresponds to 1 signal point in N -dim signal space, or equivalently N m coded bits.
1 3) The MMSE Demodulator: The complexity of the softoutput MMSE demodulator is dominated by the matrix inversion operation. For an N × N real matrix, the number of FLOPS required to implement the inverse operation is 5N 3 /3. For a special case with diagonal matrix, it requires only N FLOPS. The total cost for MMSE demodulator is determined to be N 3 (11/3m 3 +4m 2 +16m)+N 2 (5m 2 +4m)+N (7m+2) FLOPS per N m coded bits. Figure 3 shows the relative complexity of the scalar GA and MMSE methods over the complexity of the vector GA (i.e., the complexity of vector GA is normalized to be 1 for any values of N and m). Observe from Fig. 3 that with small values of m (e.g., m = 2), the demodulator using the scalar GA algorithm is simpler than the proposed MMSE demodulator for all high values of N shown in this figure. However, as m increases to 8 and with practical values of N (such as N = 16, 32), the MMSE demodulator is a better choice in terms of computational complexity. Figure 3 also clearly demonstrates that the vector GA algorithm gives the most complicated suboptimal demodulator for almost all cases. The only exceptions are for small values of N and large values of m, where the scalar GA algorithm is more complicated than the vector GA algorithm. This is due to the fact that the scalar GA algorithm needs to compute N 2 m extrinsic information values, instead of N m values as in the case of the vector GA method [8] .
VII. ILLUSTRATIVE RESULTS
In this section, analytical and simulation results are provided to confirm the performance analysis carried out in the previous sections. In all the computations of the bound for P b in (4), the first 20 Hamming distances of the convolutional codes are retained to make sure the accuracy of the bound. The convergence analysis of the sub-optimal iterative receiver based on the soft-output MMSE demodulator by means of the extrinsic information transfer (EXIT) charts is also briefly presented. 
A. Signal Space Diversity with Sigma Mapping of QPSK
Consider a BICM-ID-SSD system that employs a QPSK constellation with sigma mapping (i.e., Gray mapping), a rate-1/2, 4-state convolutional code with generator matrix g = (5, 7) and N = 2. Furthermore, a random interleaver of length 1920 bits is used. Figure 4 presents the BER performance of the system after 1 and 4 iterations using different soft-output demodulators, namely the proposed MMSE, the scalar GA, the vector GA, and the MAP demodulators. The rotation matrix is chosen as in (24) with α = exp j π 4 . It can be observed that the performance of the sub-optimal demodulators is significantly improved with the number of iterations. After 4 iterations, the simulation results on the performance of all the demodulation methods under consideration are almost the same and close to the analytical BER bound as shown in Fig.  4 . Figure 5 demonstrates the role of the rotation matrix G, where the BER performance after 4 iterations of BICM-ID-SSD with 2-dim constellation (N = 2) and the proposed MMSE demodulator are compared for difference choices of G. These choices include (i) an optimal matrix G in (24); (ii) a randomly-generated G as considered in [8] ; and (iii) the following optimal rotation matrix G θ that maximizes the minimum product distance for real unitary transformation with a full modulation diversity [21] :
, where tan(2θ) = 2. (36)
Note that G θ is unitary but not optimal since their elements have different magnitudes. Also plotted in this figure are the error bounds for all the systems under consideration (the broken lines) and the performance of BICM-ID without signal space diversity. Observe that, compared to the random G and G θ , the use of the optimal rotation matrix results in coding gains as high as 0.25dB and 0.8dB at the BER level of 10 −4 , respectively. Note also that the error bounds are tight for all the systems.
To understand the influence of the SSD and the impact of the dimensionality of the constellation (i.e., the parameter N ) to the error performance, Fig. 6 shows the BER performance of BICM-ID-SSD over a Rayleigh fading channel after 4 iterations with N = 2, N = 4 and N = 32. The proposed MMSE soft-output demodulator is used with rotation matrix G selected from (24). For comparison, the performance of BICM-ID without SSD and using the MAP demodulator is also shown. Note that, because Gray mapping is used for QPSK, iterative processing is useless for the systems without SSD. The error bounds derived in the previous section for N = 2, N = 4, N = 16 and N = 32 are also provided in this figure in order to verify the tightness of the bound 4 . Furthermore, both the analytical bound and the simulation result of system performance with MAP demodulator over an AWGN channel are provided to serve as performance benchmarks for the Rayleigh fading channel. Since Gray mapping is used, the 4 For readability, only the BER analytical bound is shown for N = 16. error performance over an AWGN channel is obtained with only 1 iteration.
It can be observed that by using sub-optimal MMSE demodulator, BICM-ID systems can fully exploit the advantage of SSD technique for various values of N . The error bounds of all the systems are very tight, except at the region of low SNR. Thus, the error bound derived in this paper can be very useful to predict the BER performance of BICM-ID with SSD. Analytical BER bounds show significant performance gains when increasing N from 2 to 16. The gains become saturated when N is larger than 16. The error bounds for N =16 and 32 have a negligible difference of less than 0.05dB. Figure 6 also shows that the simulation results after 4 iterations for N = 32 are very close to the analytical BER bound. Furthermore, they approach the performance over an AWGN channel when E b /N 0 > 4.0dB. These results clearly support the analytical evaluation made in the previous sections.
Finally, Fig. 7 compares the error performances of the systems using two different sub-optimal demodulators, namely the MMSE and the scalar GA methods with N = 32. It can be seen that both methods exploit efficiently the benefit of SSD technique. The error performances of both systems converge to the error bound and are close to the error performance over an AWGN channel. However, the figure shows that the performance of the MMSE demodulator converges to the error bound faster than that of the scalar GA algorithm. It is worth mentioning that the vector GA algorithm becomes too complicated for implementation with N = 32 [8] .
B. Further Results With Higher-Order Modulation
This subsection provides more analytical and simulation results for the systems employing 16-QAM and 8-QAM constellations and the respective sigma mappings and with large values of N (e.g., N = 32). The two sub-optimal MMSE and scalar GA demodulators are used with a random interleaver of 9600 bits. Since large values of N are used, the vector GA demodulator is too complicated to implement. is also used in these systems. This code together with a 16-QAM constellation yields a spectral efficiency of 2 bits/s/Hz. For comparison, the BER of the system employing MAP receiver with 1 and 3 iterations over an AWGN channel is also provided.
Similar to the case of QPSK, Fig. 8 shows that the performance of the BICM-ID-SSD system with N = 32 employing MMSE demodulator over a Rayleigh fading channel approaches that in an AWGN channel and the simulation results and the analytical BER bound are very close. However, it is noticed that, compared to the case of QPSK, the required number of iterations for 16-QAM to approach the bound is larger, i.e., 12 or more. In the case of scalar GA demodulator, it fails to fully exploit the advantage of SSD technique, where its performance does not converge to the error bound. From our extensive simulation results with different QAM constellations and values of N , though not shown here in the interest of space, we observed that the error performance of BICM-ID-SSD with scalar GA method cannot closely approach the performance in an AWGN channel except for the case of QPSK and Gray mapping. Figure 9 shows similar analytical and simulation results for a BICM-ID-SSD system employing the sigma mapping of 8-QAM constellation. Furthermore, a rate-2/3, 4-state convolutional code with generator matrix g 1 = (6, 2, 6) and g 2 = (2, 4, 4) is used, which results in a spectral efficiency of 2 bits/s/Hz. Clearly, similar observations can be made with respect to the tightness of the analytical error bounds and the performance convergence between the fading and the AWGN channels for the MMSE and scalar GA methods. 
C. Convergence Analysis with EXIT Charts
The performance convergence of the BICM-ID-SSD system over a Rayleigh fading channel employing the low-complexity MMSE demodulator can also be analyzed by the histogram method using extrinsic information transfer (EXIT) chart [22] . Following the notations in [22] , let I A1 and I E1 denote the mutual information to quantify the priori knowledge and the extrinsic information of the coded bits at the input and the output of the demodulator, respectively. Similarly, let I E2 and I A2 be the mutual information representing the a priori knowledge and the extrinsic information of the coded bits at the input and output of the SISO decoder, respectively. After being deinterleaved, the extrinsic output of the demodulator becomes the a priori input to the decoder, i.e., I A2 = I E1 . Furthermore, after being interleavered, the extrinsic information of the decoder becomes the a priori information for the demodulator, i.e., I A1 = I E2 . Figure 10 plots the EXIT charts for the BICM-ID-SSD system employing QPSK with sigma mapping and N = 32 over a Rayleigh fading channel. Here the MMSE demodulator and the outer rate-1/2, 4-state convolutional code with generator matrix g = (5, 7) are employed. For this figure, the signal to noise ratio E b /N 0 is set at 5dB. Also for comparison, the EXIT charts for BICM-ID employing the MAP demodulator over an AWGN channel are also provided.
As can be seen from Fig. 10 , the iterative demodulation and decoding is useless for sigma (Gray) mapping of QPSK over an AWGN channel. In particular, the bit-wise mutual information for sigma mapping remains constant and does not depend on the a priori information I A1 . More interestingly, for BICM-ID-SSD, the mutual information I E1 approaches that of BICM-ID-SSD over an AWGN channel when the perfect knowledge of I A1 is achieved. Based on the decoding trajectory, it can be seen that it takes just only 3 iterations for the convergence of the iterative decoding. This prediction by the EXIT charts closely matches with the simulation results presented in Fig. 4 . Similar EXIT charts can be obtained for higher modulation schemes. In Fig. 11 , the EXIT charts for systems using sigma mapping of 16-QAM and with the same convolutional code are provided at E b /N 0 = 7.0dB. Obviously, when a perfect knowledge of I A1 is fed back to the demodulator, the same information I E1 can be achieved for both systems (over the Rayleigh and AWGN channels). It again confirms the convergence between the performance over an AWGN channel and the performance over a Rayleigh fading channel with SSD. As can be seen from the decoding trajectory, the iterative demodulation and decoding work well at E b /N 0 = 7.0dB. However, it needs more iterations to converge to the asymptotic performance. This prediction also agrees with the simulation results presented in Fig. 8 .
VIII. CONCLUSIONS
This paper considered the BER performance of BICM-ID with signal space diversity (BICM-ID-SSD) over fading channels and its receiver complexity. The derived expression of the tight error bound allows us to understand the individual contributions of the signal constellation, signal mapping and rotation matrix to the overall system performance of the systems. From the result of this derivation, a class of the optimal rotation matrices was developed. It was demonstrated through both analytical and simulation results that by using this class of the optimal rotation matrices and signal constellations with reasonably large dimensions, the error performance of BICM-ID-SSD over a Rayleigh fading channel can approach that over an AWGN channel. Moreover, a simple but powerful sub-optimal iterative receiver based on the soft-output MMSE algorithm and sigma mapping was developed for the BICM-ID-SSD systems to achieve the analytical performance bounds with low complexity. Sigma mapping can also be applied to constellations with arbitrary shapes for more flexibility in selection of the basis vector v. Design of the optimal basis vectors for sigma mapping under the average power constraint appears to be an interesting issue for further studies.
