In this paper we study spectral properties of self-adjoint operators on a large class of geometries given via sofic groups. We prove that the associated integrated densities of states can be approximated via finite volume analogues. This is investigated in the deterministic as well as in the random setting. In both cases we cover a wide range of operators including in particular unbounded ones. The large generality of our setting allows to treat applications from long-range percolation and the Anderson model. Our results apply to operators on Z d , amenable groups, residually finite groups and therefore in particular to operators on trees. All convergence results are established without any ergodic theorem at hand.
Introduction
The study of self-adjoint operators on discrete structures has a long history in mathematical physics, both in the deterministic and as well as the random case. The investigation of spectral properties of such operators is motivated as essential features of solutions of differential equations are encoded in the spectrum of the corresponding operator. However it is in many cases hard to obtain results on spectrum by directly studying the operator. One tool to overcome this difficulty is the investigation of the integrated density of states (short IDS, also called spectral distribution function) as a rather simple object which still carries much of the spectral information of the operator.
In order to define the IDS one chooses a sequence of finite dimensional self-adjoint operators approximating the original operator in a suitable sense and considers their eigenvalue counting functions. For each real number λ this function returns the number of eigenvalues of the approximating operator (counting multiplicity) which are not larger than λ. The IDS is then defined as the pointwise limit of the normalized eigenvalue counting functions, if the limit exists. In this situation it is in many cases possible to show that the IDS equals a the so called spectral distribution function (SDF), given via a trace of certain projections, see (2.3). This equality is sometimes called the Pastur-Shubin-trace formula. Depending on the context, the SDF is sometimes called von Neumann-trace, see for instance [LPV07] , and in other situations the associated measure is known as the Plancherel measure or Kesten spectral measure, see e.g. [BW05] . Now two questions occur: (a) Does the limit of the eigenvalue counting functions exist? (b) Does the Pastur-Shubin-trace formula hold?
The investigation of these questions has a long history. In the seminal papers [Pas71] and [Shu79] , the existence of the limit was first rigorously studied. The authors thereof studied random ergodic and almost periodic operators in Euclidean space. Later on many results occurred, both in the random as well as in the deterministic setting and for various geometries. Convergence results on manifolds for random and periodic Schrödinger operators are studied in [Szn89; Szn90; AS93; PV02; LPV04] and in the discrete setting for finite difference operators on periodic graphs in [MY02; MSY03; Dod+03; Ves05; BW05] . Note that the approximability of the zeroth 2 -Betti number can be interpreted as the evaluation of the IDS at one single point. Therefore it is important to mention the works [Lüc94; DM97; DM98; Eck99; LS99], where this problem was studied.
In the present paper we study the questions (a) and (b) in a very general background. First of all our geometry is very general as we can treat all graphs which are given as Cayley graphs of finitely generated sofic groups. Note that this class of groups contains all amenable groups, residually finite groups and therefore especially all groups of sub-exponential growth as well as some exponentially growing groups, as for instance the free group. Furthermore it was shown in [Cor11] that there exist sofic groups which are not a limit of amenable groups. The notion of sofic groups goes back to Gromov [Gro99] and Weiss [Wei00] and was later on studied for instance in [ES03; Sza04; Tho08; Pes08; Bow10; Cor11; Bow12]. The class of operators we consider is in the deterministic as well as in the random setting not very restricted, too. The deterministic operators are assumed to be self-adjoint and translationally invariant, and we assume that the compactly supported functions form a core. In the random situation we assume translational invariance in distribution and a moment condition (3.3). In both settings we can prove the existence of the limit of the normalized eigenvalue counting functions and that this limit is given by the Pastur-Shubin trace formula. Hence we give positive answers to the questions (a) and (b) in a very general situation. Note that our assumptions allow in the random and in the non-random case unboundedness of the operators and of their hopping range.
The approximation of trees via finite volume graphs is an intensively studied problem, see e.g. [AW08] and references therein. The main obstacle is the non-amenability of trees, i.e. the average over a ball depends drasticly on the contribution of the boundary sphere of the ball. The sphere of the ball has nodes of altered degree, and that prevents good approximation properties. As a result, instead of the Cayley graph of the free group, [AW08] approximated the canopy tree, which displays the leaves of degree 1 in a prominent fashion. The same phenomenon was encountered in [Szn89; Szn90] in the continuous setting. In order to construct good approximating graphs for regular trees, one resorts to regular graphs. As shown by [McK81] , the correct strategy in order to approximate the regular tree is to avoid large quantities of small cycles. Other possibilities to improve the approximation properties of balls are studied in [FHS11] . There the authors insert weighted edges connecting the boundary elements.
In this paper we basically show that the definition of sofic groups gives a natural criterion for the choice of the approximating finite objects. In Section 4.3.1, we demonstrate that this definition can be exploited to construct approximating graphs for numerical purposes. We hereby open the way to explore phenomena like eigenvalue statistics, which depend by definition on suitable approximations, for a wide variety of models. In particular it would be interesting to study Poisson statistics vs. level repulsion in more models with absolutely continuous spectrum, as done for the canopy tree in [AW08] .
We present the content of the paper in detail. In the next subsection we present the setting and the definition of sofic groups, which goes back to Weiss [Wei00] . Section 2 is devoted to prove the convergence result for deterministic operators. Theorem 2.4 should be compared to [Lüc94, Theorem 2.3.1]. While Lück covers residually finite groups and bounded operators, we treat the more general class of sofic groups and allow unboundedness of the operators. Section 3 splits in three parts. From here on we study questions (a) and (b) for random operators on sofic groups. This has, to the best of our knowledge, never been done in this general setting. In Section 3.1 we explicitly construct random selfadjoint operators on countable groups, translationally invariant in distribution, employing techniques from [PF92] . We also define random Hamiltonians, the class of operators we study henceforth on sofic groups. This class includes famous random models from mathematical physics such as the Anderson model on Cayley graphs and even percolation graphs. Section 3.2 is the randomized version of Section 2 for random Hamiltonians. Here we define the finite dimensional approximating operators and show the convergence of their eigenvalue counting functions in expectation, see Theorem 3.5. In Section 3.3 we improve the convergence of the expectation values to almost sure convergence. The means of choice here is a well known concentration inequality by McDiarmid. Note that all of our convergence results are established without any ergodic theorem at hand. The final Section 4 contains a detailed example on long range percolation on sofic groups in Section 4.1. To keep the link to other works quoted above, we also include in Sections 4.2 and 4.3 direct proofs that amenable and residually finite groups are sofic. For free groups, the IDS is known explicitly. We give a constructive proof, inspired by [Big88] , of the fact that free groups are residually finite in Section 4.3.1. In [KMW07] , a different approach is suggested, but it seems not as straight forward. We illustrate our deterministic convergence result for the free group with two generators with a numerical implementation.
We further pose open questions about the quality of the corresponding sofic approximation.
Acknowledgments
It is a great pleasure to thank Christian Seifert, Ivan Veselić, Wolfgang Spitzer, Matthias Keller and Felix Pogorzelski for enlightening and encouraging discussions. In particular we thank Ivan Veselić for the input of the concentration inequality by McDiarmid.
Setting and Notation
Let G be group and S ⊆ G a finite and symmetric set of generators. The Cayley graph Γ = Γ(G, S) is the graph with vertices G and a directed edge from x ∈ G to y ∈ G, if xy −1 ∈ S. We label the edge between x and y with xy −1 . For any graph (V, E) the graph distance d (V,E) : V × V → N 0 is given as the length of the shortest path between the arguments, ignoring the direction of the edges. We denote the ball around the identity element of G with respect to d Γ by B G r .
Definition 1.1 (cf. [Wei00] ). In the above setting, G is sofic, if for all ε > 0 and r ∈ N there is a finite directed graph (V r,ε , E r,ε ), edge labeled by S, which has a finite subset V
r,ε ⊆ V r,ε such that:
r,ε the r-ball around v in the graph distance of (V r,ε , E r,ε ) is isomorphic as a labeled graph to
Note that the property of being sofic is independent of the specific choice of the symmetric generating system S, c.f. [Wei00] . Except otherwise mentioned, we assume that the group G is sofic. In order to simplify notation, we choose some function ε : N → (0, ∞) with lim r→∞ ε(r) = 0 and write
Throughout the paper we deal with the Hilbert space 2 (G) of square summable functions on G. We denote the Kronecker delta δ x ∈ 2 (G) on x ∈ G by δ x : G → {0, 1}, i.e. δ x (z) = 1 iff x = z. The set of compactly supported functions on G is
Deterministic approximation results
Let A : 2 (G) → 2 (G) be a self-adjoint operator and denote the matrix element for x, y ∈ G by a(x, y) := δ x , Aδ y . We assume that A satisfies (A1) a(x, y) = a(xz, yz) for all x, y, z ∈ G, (A2) The set of compactly supported functions D 0 is a core for A.
Note that assumption (A2) implies Aδ x 2 2 = y∈G |a(x, y)| 2 < ∞ for all x ∈ G.
Remark 2.1. Note that the operators fulfilling assumptions (A1) and (A2) can be unbounded. An example of such an operator on Z can easily be constructed with with help of the Fourier transformation F :
, which is unitary. Therefore, F conjugates self-adjoint operators with self-adjoint ones and unbounded ones with unbounded ones. A self-adjoint multiplication operator which multiplies with an unbounded function in L 2 (S 1 ) is by F conjugated to an unbounded operator on 2 (G). The latter can be expressed as convolution operator and is thus satisfies assumption (A1). The Fourier transform maps L 2 (S 1 ) onto 2 (Z), and for a convolution with an 2 -function, Proposition 3.3 tells us that assumption (A2) is satisfied, too.
For each x ∈ V (0) r we have a labeled graph isomorphism
(2.1)
Note that for x, y ∈ V (0) r with d r (x, y) < r we have
since the labels along a path from x to y are preserved and equal the inverse labels of the reversed path. In particular we have ψ x,r (x) = id ∈ G for all x. 
Proof. Let x, y ∈ V r and v, w ∈ V 
As we also have ψ w,r (x) = s k · · · s 1 (ψ w,r (y)), the claim follows.
We define the projection A r :
, where
This operator is well-defined by Lemma 2.2. Note that A r is a symmetric and hence self-adjoint operator on 2 (V r ).
Remark 2.3. The reason why we use r/3 instead of r/2 is the following. In the proofs of Theorems 2.4 and 3.5, we need to ensure that y ∈ B Vr r (x 0 ) whenever where the eigenvalues are counted with multiplicity. If for increasing r the (pointwise) limit of these functions exists, it is called the integrated density of states. Given the operator A we denote by E λ the spectral projection on the interval (−∞, λ]. Using this we set N :
This is a distribution function for a probability measure, which we called the spectral distribution function (SDF). The next Theorem shows that the integrated density of states exists and that it equals the spectral distribution function. In other words we show that the Pastur-Shubin-trace formula holds.
Theorem 2.4. Let N and N n be given as above. Then
at all continuity points λ of N .
In order to proof this Theorem 2.4 we will use the following Lemma.
Lemma 2.5. Let H : D(H) → 2 (G) be a self-adjoint operator, where D(H) ⊆ 2 (G) and assume that D 0 is core of H. Then for each positive constant κ and ξ ∈ 2 (G) there exists ψ ∈ 2 (G) such that
Proof. Let κ > 0 and ξ ∈ 2 (G) be given. As D 0 is a core of H, it is dense in D(H) with respect to the norm · H . The map
is continuous and surjective, and so
is dense in 2 (G). This construction allows to find an element ψ ∈ (z − H)(D 0 ) such that ξ − ψ 2 < κ. Furthermore equation (2.4) shows that (z − H) −1 ψ is compactly supported.
Proof of Theorem 2.4. We consider the set
S is a linear space and closed with respect to · ∞ -limits, because for f n ∈ S and f : R → C with lim n→∞ f − f n ∞ = 0 we have
Since S is a vector space, it contains all of lin R. By Cauchy's integral formula integer powers of functions in R
are uniform limits of linear combinations of functions in R and thereby members of S. To make this last fact explicit, let r := |Im z/2| and consider for each x ∈ R the smooth path γ z : [0, 1] → ∂B r (x), γ z (t) := z + re 2πit . We approximate the Cauchy integral above by Riemann sums. For k ∈ N we have
Now fix ε > 0 and define the compact set
By the triangle inequality follows D x ≤ ε. For x ∈ K, we use uniform continuity of the map
We have thus established uniform convergence of the Riemann sums. Products of functions in R are in S, too, because by partial fraction expansion they can be expressed as linear combinations of functions in R and powers of those. Therefore, S contains the algebra generated by R. Note that R separates points, is closed under conjugation and for any x ∈ R we find f ∈ R with f (x) = 0. These fact allow to apply the Stone-Weierstrass theorem [Bra59] , which implies C 0 (R, C) ⊆ S. Now the claim follows from Portmanteau's theorem. Note that the idea to use the resolvents instead of polynomials as test-functions was proposed for instance in [Cyc+08, Section 3].
We therefore only have to show (2.5). Fix z ∈ C \ R. We extend the graph isomorphism form (2.1) injectively to
r . This map induces a projection
We use this to transport A r to 2 (G) from the point of view of x:
and setâ r,x (g, h) := δ g ,Â r,x δ h for g, h ∈ G. This operator can be interpreted as A r filled up with zero rows and columns. Therefore it obeys a block structure. This and ϕ * r,x ϕ r,x = id 2 (G) ensures the validity of the following calculation:
On the other hand by the spectral theorem we have
We estimate the difference
and the spectral theorem for the second term, we obtain
Here we used Cauchy-Schwarz inequality, (z − A) −1 ≤ |Im z| −1 and condition (S2). Now we insert ψ ∈ 2 (G) for later optimization and use the second resolvent identity:
Now we choose ψ in an appropriate way. Let κ > 0 be arbitrary. Then Lemma 2.5 gives that there exists ψ ∈ 2 (G) such that
For all r ≥ 3 diam(spt ϕ), we continue to estimate, using the properties of the approximationÂ r,x , x ∈ V (0) r and the triangle inequality:
r . Therefore
(2.8)
These considerations lead to
By assumption (A2) and (2.7), the difference D r is bounded by 2(ε(r)+κ)/|Im z|, which implies
as κ was chosen arbitrary.
Approximation results in the random setting
We introduce random operators in Section 3.1 and study the existence of their integrated density of states. Proceeding in two steps, we first show convergence results in mean, see Section 3.2, and improve these to almost sure convergence in Section 3.3. Beside this we again obtain a Pastur-Shubin-trace formula.
Random operators on countable groups
Let G be a countable group. Let (Ω, A, P) be a probability space and let
be a set of random variables on (Ω, A, P), such that for each z ∈ G the random vectors a(x, y) x,y∈G and a(xz, yz) x,y∈G are identically distributed. This means that for all finite
We assume further
Note that (3.2) and (3.3) are suitable adaptions of assumptions (A1) and (A2) for the randomized setting. Denote as before the set of complex valued and compactly supported functions on G by
is well defined. The familyÃ := (Ã (ω) ) ω∈Ω is a random operator and satisfies for each
(3.5)
Proof. According to [PF92] , an operator valued functionÃ : ω →Ã (ω) with a common core D 0 is measurable, if the functions
are measurable for all v ∈ 2 (G) and w ∈ D 0 . Since limits of sum of random variables is again measurable,Ã is measurable. Equation (3.5) follows directly from (3.2) and (3.3):
A direct consequence is P{ Ã δ x 2 = ∞} = 0 for all x ∈ G, which implies that A is P-a.s. well defined on D 0 .
By (3.2) and (3.3), the random operatorÃ has the following properties. For all f, g ∈ D 0 , we have (R1) For all x ∈ G and the corresponding translations τ x :
Since our operators are up to now only defined on D 0 , we need the multiplication operators π F : 
where B ∞ is the ∞ -norm of the random variable ω → B (ω) with operator norm.
The operators A and B are jointly translationally invariant, if
Proof. Let a(x, y) := δ x , Aδ y and b(x, y) := δ x , Bδ y , x, y ∈ G, be the matrix elements of A and B. Then with Parseval's identity we get
where we used joint translational invariance of A and B. We reindex the sums to rearrange the terms and use the Cauchy Schwarz inequality:
Now, as B is out of the way, we expand the scalar product and use translation invariance again and reindex the sums once more:
Proposition 3.3. There existsΩ ∈ A of full measure such that for all ω ∈Ω the operatorÃ (ω) defined in (3.4) is essentially self-adjoint. Denote the self-adjoint extension ofÃ (ω) byĀ (ω) and define the random operator A = (A (ω) ) for all ω ∈ Ω by
Proof. The proof of [PF92, (4.2) Theorem] for essential self-adjointness generalizes to our more general setting. The operators are symmetric, see property (R3). By the basic criterion for self-adjointness, [RS80, Theorem VIII.3, p. 256f], we have to show that, with probability 1, (z −Ã (ω) )D 0 is dense in 2 (G) for all z ∈ C \ R. For this, it suffices to approximate δ g for arbitrary g ∈ G.
Define for r ∈ N the bounded random matrix operatorÃ
r , acting on D 0 , via its matrix elements
Using Lebesgue's dominated convergence theorem, continuity of squaring and monotone convergence, we see that the operatorsÃ (ω) r approximateÃ (ω) in the following sense:
uniformly in r ∈ N and E 2Ãδ id 2 1 < ∞. Consider for r, n ∈ N the element f
converges to δ g for a suitable limit in n and r. Therefore, we estimate
uniformly in n ∈ N. By Lebesgue, there exists for all r > 0 anñ =ñ(r, g) ∈ N such that
Also in expectation, the first summand in (3.6) can be controlled by Lemma 3.2 and (z −Ã
Together with (3.7) we infer from (3.6)
i.e. convergence in L 1 . Thereby we find a subsequence (r k ) k∈N and a setΩ ⊆ Ω of full measure, such that for all ω ∈Ω
and essential self-adjointness ofÃ (ω) is shown.
For the measurability statement fix z ∈ C \ R and denote for ω ∈ Ω by A (ω) r :
2 (G) → 2 (G) the self-adjoint operator with matrix elements
Note that this is operator is not translationally invariant in distribution and not the closure ofÃ (ω) r from above, but has only finitely many non-zero matrix elements.
By Cramer's rule, the resolvent ω → (z − A (ω) r ) −1 is weakly measurable. Of course, 2 (G) is separable, so by Pettis' measurability theorem the resolvent is actually strongly measurable. We will now show that the resolvents of A r converge strongly to the corresponding resolvents of A. This will show measurability of A.
Since A (ω) and A r . Therefore, fix some ω ∈ Ω, ξ ∈ 2 (G) and κ > 0. By Lemma 2.5 there exists ψ ∈ 2 (G) with
Equipped with these tools and the second resolvent identity we see
Now we use that for all x, y ∈ G a (ω)
r (x, y)
As κ > 0 was arbitrary, this concludes the proof.
Motivated by the examples in Section 4, we are interested in a special case of matrix operators, which we will define now.
Let P 1,2 := {e ⊆ G | |e| ∈ {1, 2}} be the set of all edges of the full graph with vertices G, and let further X e : Ω → R, e ∈ P 1,2 , be independent random variables such that for each g ∈ G the random variables in
are identically distributed. We require further
The matrix element ofÃ : D 0 → 2 (G) for x, y ∈ G is parametrized by α ∈ R and given by a(x, y) := a α (x, y) := X {x,y} − αδ x (y) z∈G\{x} X {x,z} (3.10)
Since the moment condition (3.9) implies (3.3) and
the matrix operatorÃ, acting on D 0 via (3.4), is well-defined and almost surely essentially self-adjoint, see Proposition 3.3. The operator A (ω) given as in Proposition 3.3, which is for almost all ω the closure ofÃ (ω) , is self-adjoint for all ω and by construction and (3.3) fulfills properties (R1) and (R2).
In the case α = 0 the operator is an adjacency matrix on graphs with vertices in G and weights on the edges. For α = 1 and X {x} = 0 a.s. we cover random weighted Laplace operators on such graphs. More generally, one interprets the diagonal terms X {x} as random potential. This setting is well studied under the term Anderson model. For all these reasons we call the operators A (ω) random Hamiltonians.
The next well-known lemma gives conditions for boundedness and unboundedness of the operators in consideration.
Lemma 3.4. Let A be the random Hamiltonian defined above with the random variables X {x,y} , x, y ∈ G, and D := sup x∈G X {id,x} ∞ ∈ [0, ∞].
(ii) If D < ∞ and A is of finite hopping range, i.e. X {x,y} = 0 whenever d(x, y) ≥ R for some fixed R ∈ N, then A is bounded.
Proof. Let D = ∞ and let m > 0 be given. Note that condition (3.9) implies that
Without loss of generality we assume m ≥ 2k|α|. As D is assumed to be infinite there exists z ∈ G such that
Let us distinguish two case. In the first case we consider the situation where there exists z ∈ G \ {id} satisfying (3.11). Then obviously the probability P(a(id, z) ≥ m) is strictly positive. In the case where there exists no z ∈ G \ {id} satisfying (3.11) the same holds true, however we need a short calculation to see this. In this situation we have X {id} ∞ = ∞. By definition of a(id, id) we have by triangle inequality
As X {id} ∞ = ∞ we get P(|X {id} | ≥ 2m) > 0. We use Tschebyscheff inequality to obtain
This gives P(|a(id, id)| ≥ m) > 0. Together with the previous case we showed that whenever D = ∞ there exists z ∈ G such that P(|a(id, z)| > m) is positive. Furthermore, by construction we have that the random variables a(x, zx), x ∈ G are independent and identical distributed, such that we get
Now Borel-Cantelli gives that for almost all ω ∈ Ω there are infinitely many x ∈ G such that |a (ω) (x, zx)| > m. For each such ω, we choose one of these x and obtain (A (ω) δ zx )(x) = a (ω) (x, zx). Hence
Let D < ∞ and A be of finite hopping range R. We set m := (1 + |α||B R |)D. Then we have
Using this we get for f ∈ 2 (G) and almost all realizations ω ∈ Ω
Convergence in mean
From now on we restrict ourselves to infinite sofic groups G, generated by a finite and symmetric generating system S. Furthermore, the operators in consideration are random Hamiltonians A = (A (ω) ) ω∈Ω as defined right before Lemma 3.4.
The first step is to define finite dimensional approximations to A. We consider the approximating graphs Γ r , r ∈ N, and use the simplified notation (1.1). Recall the map ψ x,r from (2.1). For the construction of the approximating operators A r , r ∈ N, we choose enumerations of V We now realise for each r ∈ N, j ∈ {1, . . . , k r } and e = {v, w} ∈ P (r) 1,2
such that e ⊆ B Vr r (v j ), a random variable X r,j e with the same distribution as X {ψv j ,r (v),ψv j ,r (w)} . We also want X e , X r,j e e ∈ P 1,2 , r ∈ N, j ∈ {1, . . . , k r }, e ∈ P (r) 1,2 to be independent.
Analogous to (3.10), we define the operator A
, ω ∈ Ω, with α ∈ R by its matrix elements for x, y ∈ V r via a 
where again E 
(λ ∈ R, r ∈ N). (3.13)
As before in the deterministic setting, the functionN is called spectral distribution function of the random operator A. at all continuity points λ ofN .
Proof. As in the proof of Theorem 2.4 we need to show that for all z ∈ C \ R
(3.14)
The integral on the left hand side is actually a finite sum. By linearity we have
By definition, the Riemann-Stieltjes integral can be written as a limit of a sum. Using the boundedness of x → (z − x) −1 , and dominated convergence allows to interchange limits and integration, such that we obtain
Therefore we fix z ∈ C \ R and consider the following difference using spectral theorem and the calculation from (2.6):
Here we used (z − H) −1 ≤ |Im z| −1 for self-adjoint H. Again we use the construction of the proof of Theorem 2.4 of the operator A (ω) r,x . As before we extend the graph isomorphism ψ x,r at x ∈ V (0) r from (2.1) injectively to ψ x,r : V r → G.
This map induces a projection
We use this to transport A (ω) r to 2 (G) from the point of view of x:
As before we have for all
we define a new approximating operatorÂ
else.
Here X {g} (ω) is the potential part of the diagonal matrix element a (ω) (g, g) of A (ω) , see (3.10). This gives that still for each g, h ∈ G, the distribution of
r,x (g, h) equals the distribution ofâ
r,x (g, h). Thereby, with expectation we get
In order to control error terms, we approximate in a two step scheme. For M ∈ A, using Cauchy-Schwarz and the triangle inequality, we have
In the second step we insert a random vector ψ : Ω → 2 (G):
Applying the second resolvent identity and again Cauchy Schwarz inequality, we arrive at
(3.15)
We now choose M and ψ appropriately.
Lemma 3.6. Let A = (A ω ) be a random operator with domain D 0 which is self-adjoint for all ω and let κ > 0 and z ∈ C \ R. Then there exist n = n κ ∈ N, a set M = M κ ∈ A and a random vector ψ = ψ κ : Ω → 2 (G), such that P(M ) > 1 − κ and for ω ∈ M we have
Proof. For each n ∈ N we define the set
In order to verify the measurability of M n,κ ⊆ Ω we claim that one can rewrite this set in the following way
(3.16) To prove (3.16), we note that the inclusion "⊆" holds because of the continuity of f → δ g , (z − A (ω) ) −1 f uniformly in g. The reverse inclusion "⊇" requires more care. For each ω in the right hand side, we find for all m
Therefore for all g ∈ G we have that (f m (g)) m∈N is a bounded sequence and hence contains a convergent subsequence. Using a diagonal sequence we obtain a subsequence such that (f m k (g)) k∈N converges for all g ∈ G. We set f := lim k→∞ f m k to be the pointwise limit of these functions. Then we obtain by Fatou's Lemma and (3.17) that f ∈ 2 (G) and
which shows ω ∈ M n,κ . Note that for any n ∈ N we have M n,κ ⊆ M n+1,κ . For each ω ∈ Ω, the compactly supported functions D 0 form a core for A (ω) . Therefore Lemma 2.5 shows that there exists ψ ∈ 2 (G) with
We rephrase this fact as
We note P(M n,κ ) n→∞ − −−− → 1, and we choose n κ ∈ N with P(M c nκ,κ ) < κ. We hereby found the claimed M := M nκ,κ and n := n κ .
Finally, note that We continue to isolate the effects of the approximation for ρ(r) ≥ n, using the random vector ϕ(ω) := (z − A (ω) ) −1 ψ(ω):
where we used subadditivity of the square root to separate the non-diagonal terms in T 1 (r) and the diagonal terms in T 2 (r).
We apply this and bound T 1 (r) as in the deterministic setting:
Note that in the last step we use Jensen's inequality. Now we proceed as in (2.8) using again Remark 2.3 and obtain
is dealt with as follows, using Jensen's inequality:
Analogous to (2.8) we see for h ∈ B G n :
A consequence of this is
a(h, g) 
Since κ > 0 was arbitrary, we conclude D r r→∞ −−−→ 0.
Almost sure convergence
The following concentration inequality is taken from [McD98, Theorem 3.1].
Theorem 3.7 ([McD98, Theorem 3.1]). Let X = (X 1 , . . . , X n ) be a family of independent random variables with values in R, and let f : R n → R be a function, such that whenever x ∈ R n and x ∈ R n differ only in one coordinate we have
Then, for µ := E[f (X)] and any ε ≥ 0,
We use Theorem 3.7 to upgrade the convergence in Theorem 3.5. We obtain almost sure convergence as well as a Pastur-Shubin-trace formula. Here we need an additional assumption on ρ, namely that ρ does not grow too fast.
Theorem 3.8. Let N r andN be as in (3.12) and (3.13) and ρ(r) := ln r 4 ln|S| − 1. Then there is a setΩ ∈ A with full probability P(Ω) = 1 and
for all ω ∈Ω and all continuity points λ ofN .
Proof. Denote the set of continuity points ofN by C and let λ ∈ C and ε > 0. For r large enough, we have by Theorem 3.5
We want to apply Theorem 3.7. Each random variable on a bond of the graph Γ r in a sofic approximation has bounded effect on the eigenvalue counting function, namely |N
for all ω, ω ∈ Ω which differ only on a single bond. This is clear as the associated operators differ only by a rank 2 perturbation. By construction, the number n of random variables is bounded by
The relevant quantity in Theorem 3.7 is
Use |V r | ≥ r for the last step. Theorem 3.7 and (3.18) combined give
This is by definition almost complete convergence of N r (λ) toN (λ) and implies almost sure convergence, i.e., the existence of Ω λ ∈ A with P(Ω λ ) = 1 and
The monotone and bounded functionN has only countably many discontinuities. We choose M ⊆ C countable and dense. Then, the setΩ := λ∈M Ω λ has probability 1, too. Now fix ω ∈Ω. We know for all λ ∈ R lim sup
sinceN is monotone and continuous from the right, and M is dense. In the other direction, for all λ ∈ C we have lim inf
Hereby, lim r→∞ N (ω) r (λ) exists and equalsN (λ) for all ω ∈Ω and λ ∈ C.
Remark 3.9. In many cases, we can allow ρ to grow much faster. Let n r denote the number of non-trivial random varibles in {a(x, y) | x, y ∈ B G r }. The condition on ρ needed in Theorem 3.8, namely in (3.19), is
for all ε > 0. Assume, A has finite hopping range, i.e., there exists R ∈ N such that a(x, y) = 0 whenever d(x, y) ≥ R. This is, e.g., the case in the well known Anderson model. Then n r ≤ |V r | |S| R 2 , and consequently
for all ε > 0, since |V r | ≥ r. We see that for operators with finite hopping range, ρ(r) := r/3 suffices, as in the deterministic setting.
Note that for Theorem 3.8 the matrix elements of A and A r actually have to be random variables defined on the same probability space (Ω, A, P). This makes the operator A not ergodic with respect to the usual definition of ergodicity of operators, see e.g. [PF92] . The problem is that we can not define an appropriate group action on this probability space. However if one considers A on its canonical probability spaces, which is embedded in our space (Ω, A, P), then its ergodicity is easy to check. Of course this restriction does not change the properties of A, as applying this restriction we only drop information which has no influence on A.
Examples and applications
As an application we show in Section 4.1 that the well known percolation model on sofic groups is covered by our abstract theory.
The class of sofic groups is quite large. In fact, according to [Wei00] , there is no known example for a (finitely generated) group which fails to be sofic. As already proved in [Wei00] , amenable as well as residually finite groups are surjunctive, and surjunctive groups are a subclass of sofic groups. Sections 4.2 and 4.3 are devoted to show these inclusions directly, including the free group as an example for a non-amenable but residually finite group.
Percolation
In this section we apply the above results in the random setting to percolation models on graphs. We will study the approximability of the IDS of the corresponding Laplacian. The models in consideration will contain short range as well as long range percolation on sofic groups.
As before let G be a finitely generated sofic group and S a finite, symmetric set of generators. Let Γ co = (V, E co ) be the complete graph over the vertex set V = G, i.e. the edge set is
and define for distinct x, y ∈ G the random variables We assume that all these random variables are independent. Using these random variables we define for each ω a random subgraph Γ ω = (V, E ω ) of Γ co , with
Such a graph Γ ω may contain edges between two arbitrary vertices. The assumption p ∈ 1 (G) implies that this subgraph is almost surely locally finite, see [ASV12, Lemma 3.2]. However, if p is not finitely supported there exists almost surely no upper bound for the vertex degree. In this situation there also exist with probability one edges of arbitrary length, measured in the word metric induced by the generating system S. This implies that the Laplacian which we are going to define now is almost surely unbounded.
A special case of this model is the (typical) percolation of the Cayley graph Γ = Γ(G, S). Here one sets all p(x) = 0 for all x / ∈ S. Then, obviously p is finitely supported and we have a random graph Γ ω where the only edges which may exist are the edges of Γ.
The matrix elements of the operator in consideration are given by
This immediately gives that conditions (3.1) and (3.2) are fulfilled. In order to show essential self-adjointness it remains to verify (3.3), c.f. Proposition 3.3. Therefore we define for each ω the set N (ω) := {x ∈ G | X {id,x} (ω) = 1} and calculate for all ω where Γ ω is locally finite
|X {id,x} (ω)| By monotone convergence we get
Note that N and X {id,x} are not independent. Therefore we define for each x ∈ G a random variable by N x (ω) := |{y ∈ G \ {x} | X {id,y} (ω) = 1}| which is independent of X {id,x} . For each ω we have N x (ω) ≤ |N (ω)| ≤ N x (ω) + 1. This implies E(N x ) ≤ p 1 . We apply these observations to obtain
This finally proves (3.3). Therefore there exists for almost all ω a unique selfadjoint operator ∆ ω : D ω → 2 (G) with matrix elements given by (4.2). This operator is called the Laplacian of Γ ω . As the conditions given in (3.1), (3.2) and (3.3) hold and also condition (3.8) is satisfied, the operator (∆ ω ) ω is a random Hamiltonian, with the definition at the end of Section 3.1. Therefore the theory developed in Section 3 is valid for this operator. In particular the IDS exists for almost all realizations ω and does not depend on ω.
Note that here we show weak convergence of distribution functions for almost all ω. In more restricted settings one can obtain even more. For instance in [Sch12] and [ASV12] the authors consider long-range percolation models over amenable groups and obtain uniform convergence. However their methods rely massively on the existence of sets with an arbitrary small boundary, which is per definition not the case for non-amenable groups.
Amenable Groups
The group G is amenable, if it admits a Følner sequence, i.e. an increasing sequence
Here ∆ denotes the symmetric difference, and the quotient is the size of the K-boundary of F j relative to F j itself. Examples of amenable groups include all finitely generated Abelian groups, since for all d ∈ N the balls B Z j (0) ⊆ Z d of radius j ∈ N with respect to any complete metric on Z d form such a sequence. Furthermore all groups of sub-exponential growth are amenable. Therefore the famous examples Z d , Heisenberg group, Grigorchuk group fit in our setting. Also the Lamplighter group is amenable. Amenable (finitely generated) groups are easily seen to be sofic. Actually, let ε > 0 and r ∈ N be given. Now set K := B r,ε . The required graph isomorphism in condition (S1) is the translation x → xv −1 . Condition (S2) is fulfilled, too, since
Studying spectral properties on discrete operators, the geometric setting of amenable groups can be seen as the natural generalization of Z d . This is the case as many proves rely on the property that boxes or balls in Z d have a vanishing boundary, if one increases the radius. This property remains true for the above defined Følner sequences. 
Residually Finite Groups
Let the group G be residually finite, i.e. there exists a sequence (G n ) n∈N of normal subgroups of G such that
Without loss of generality we can assume G n+1 ⊆ G n for all n ∈ N, sincẽ G n := j≤n G j is normal and of finite index [G :
The factor groups
n ∈ N, consist of the equivalence classes, which are induced by the subgroup G n . The group structure is inherited from G. We additionally assume G to be finitely generated, namely G = S with a finite and symmetric set of generators S ⊆ G. Then H n is generated by the set S n := {sG n | s ∈ S}.
As before, the Cayley graph of G with the generators S will be denoted by Γ = Γ(G, S), and the Cayley-Graphs of the finite groups H n with generators S n will be denoted by Γ n = Γ n (H n , S n ). The induced word metrics are
for the balls of radius r ∈ N 0 . The following Lemma shows that for increasing n the Cayley graphs of the factor groups equal the Cayley graphs of the group G on larger and larger scales.
Lemma 4.1. Let Γ and Γ n , n ∈ N be given as above. Then for all r ∈ N there is n(r) ∈ N such that
Here means that the induced subgraphs are isomorphic. Furthermore, every residually finite group is sofic.
Proof. For given r ∈ N choose n(r) such that B 2r ∩ G n = {id} for all n ≥ n(r), which is possible as G is residually finite. Then for all n ≥ n(r), gG n ∩B r contains at most one element, since for h, h ∈ gG n ∩B r we have h −1 h ∈ G n ∩B 2r = {id}, i.e. h = h . The r-ball in H n around the identity element is and, still for n ≥ n(r), the mapping ψ n,r : B (n) r → B r with {ψ n,r (gG n )} = gG n ∩ B r is well-defined. Since for g ∈ B r we have ψ n,r (gG n ) = g, ψ n,r is bijective. Because of S n = {sG n | s ∈ S}, ψ n,r respects the labels of the induced graphs on its domain and is a therefore a directed graph isomorphism. In particular, we can choose V (0) := V to show that G is sofic.
The Free Group
The free group F s = S s with s ∈ N generators S s := {a 1 , . . . , a s , a
s } is an example of a non-amenable residually finite group, see Fig. 3 . For F s we provide an explicit construction of the sequence of normal subgroups and their factor groups, along which the eigenvalue counting functions converge. The idea goes back to [Big88] .
Note that, for the free group, the property (4.4) is satisfied if γ n → ∞, where γ n denotes the girth of the graph Γ n , i.e. the length of the shortest circle in the Cayley graph Γ n . Hence, the goal in this construction is to find a sequence of finite groups with increasing girth.
Let B n be the ball of radius n ∈ N in F s centered at the identity, which is the empty word ε, with respect to the metric on the Cayley graph Γ(F s , S s ). A short calculation reveals For each generator x ∈ S s we define the permutation p
for reduced words w = w 1 w 2 . . . w m ∈ B n with w j ∈ S s , j ∈ {1, . . . , m}, see Fig. 4 . The permutation p (n) x maps elements of B n−1 to their neighbors in direction x and members of the sphere B n \ B n−1 are sent into B n \ B r−2 .
The group H n := {p x ∈ S Bn has an extension to a group homomorphism n :
wm . We consider the normal subgroups G n := ker n of F s .
Observe that a non-empty reduced word w = w 1 . . . w m ∈ G n is either the empty word w = ε or has at least length m ≥ 2n + 1, since the orbit of the empty word ε ∈ B n passes each sphere: n (w 1 . . . w j )(ε) ∈ B j \ B j−1 for j ≤ n and n (w 1 . . . w j )(ε) ∈ B n \ B 2n−j for j > n. Therefore the girth of H n is at least 2n + 1 and n G n = {1}.
Note that this argument only guarantees girth 3 for H 1 shown in Fig. 5, i .e., a ball of radius 1 isomorphic to a ball in F 2 . In fact, H 1 has girth 6 and an F 2 -ball of radius 2 embedded around each element.
Whenever it seems advantageous, one can replace the permutation p
(xw / ∈ B n and w 1 = x) w 
b } = S B1 . The ball of radius 2 around the center is marked with •. The nodes were found by a depth first search. Whenever an already found node was encountered again, a thin dotted line was added to indicate the neighbourship in the Cayley graph of H 1 . This drawing does not indicate the high symmetry this graph has. In fact, each node is center of an F 2 -ball of radius 2. This shows in particular that the spectral distribution function, which equals according to Theorem 2.4 the integrated density of states, is continuous. We conclude that the limit in Theorem 2.4 exists for all λ ∈ R and is actually uniform in λ. See r | in condition (S2). In the case of the free group, we have V (0) r = V r , so the growth of the girth γ n compared with the growth of the groups H n appears to be a reasonable choice. The best possible situation is γ n ≥ C 1 ln |H n | (4.7)
for some C 1 > 0. This is so, because an s-regular graph with girth γ contains at least |B γ/2 | vertices, so ln|H n | ≥ ln|B γn/2 | ≈ γ n /2 ln(2s − 1).
Equations like (4.7) have far reaching implications, see e.g. [BL09] . Unfortunately, the lower bound γ n ≥ 2n + 1 on the girth of H n seems hard to improve. The trivial upper bound to |H n | is the number of permutations on B n :
The following lemma improves this bound.
Lemma 4.2. In the construction of H n , use p (n) x for odd n andp , which has 120 elements.)
Proof. We study the sign of the permutations p (n)
x , x ∈ S, via the formula sgn(p) := (−1) elc(p) , where elc(p) is the number of even-length cycles of the permutation p. For each generator x ∈ S and its permutation p (n)
x , the cycle containing the empty word ε has length 2n + 1, since
n (x −n ) = ε. Therefore, H n can be implemented as a subgroup of the alternating group on B n , and we get the claimed bound.
The size of the groups explodes very rapidly. Actually, the group corresponding to B 2 ⊆ F 2 is bounded in size only by 17!/2 ≈ 1.778 · 10
14 . In the following we construct intermediate sizes. The strategy is the same, we use permutations, but this time not on balls but intermediate connected sets Λ ⊆ F s containing the empty word. Let w = w 1 w 2 . . . w m ∈ Λ be a word of length m. For a generator x ∈ S s , we count how often we can append x −1 to w without leaving the set Λ:
x,Λ (w) := max{j ∈ N ∪ {0} | x −j w ∈ Λ}. 
