Abstract-In this paper, we propose a constructive procedure to modify the Hamiltonian function of forced Hamiltonian systems with dissipation in order to generate Lyapunov functions for nonzero equilibria. A key step in the procedure, which is motivated from energy-balance considerations standard in network modeling of physical systems, is to embed the system into a larger Hamiltonian system for which a series of Casimir functions can be easily constructed. Interestingly enough, for linear systems the resulting Lyapunov function is the incremental energy; thus our derivations provide a physical explanation to it. An easily verifiable necessary and sufficient condition for the applicability of the technique in the general nonlinear case is given. Some examples that illustrate the method are given.
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I. PROBLEM FORMULATION
Network modeling of lumped-parameter physical systems [7] with independent storage elements leads to the following class of dynamical systems, called port controlled Hamiltonian systems with dissipation [6] , [14] , [15] , [ where x 2 X, an n-dimensional manifold, u; y 2 R m . The state variables x = [x1; 111; xn] > are the energy variables (i.e., the variables by which the energy of the system is defined), the smooth function H(x1; 11 1; xn): X ! R represents the total stored energy, and u; y are the port power variables. The two n2n matrices J(x) and R(x) are called structure matrices and define the geometric structure of the state space of the energy variables. The matrix J(x) corresponds to a power continuous interconnection in the network model; it is skew-symmetric and defines a generalized Poisson bracket on X (generalized because it need not satisfy the Jacobi identity [13] ). The matrix R(x) is a nonnegative symmetric matrix depending smoothly on x; it corresponds to the energy dissipating part of the network model and defines a symmetric bracket on the state space. The port controlled Hamiltonian systems with dissipation (1.1) satisfy the following the power-balance equation:
where u > y is the power externally supplied to the system and the first term on the right-hand side represents the energy dissipation due to the resistive elements in the system.
While from the power-balance equation (1.2) the stability of the uncontrolled or unforced system (1.1) (for u = 0) may be analyzed from the properties of the Hamiltonian function H(x), in the sequel we shall analyze the stability of the system (1.1) for a constant, but nonzero, input u 2 R m , leading to a forced (controlled) equilibrium x 2 X.
Such situations arise, e.g., in studies of the transient stability of synchronous generators in power systems [3] ; see also [11] and [10] . Corresponding to u = u, the forced equilibria x are solutions of
In general, a forced equilibrium x will not be a minimum (nor an ex-
having a right-hand side that in general will not be nonpositive. Thus, in most cases, the Hamiltonian function can not be directly used as a Lyapunov function for investigating the stability of a forced equilibrium x . Hence the problem comes up if, and how, we can construct physically based Lyapunov functions for equilibria of forced physical systems (1.1). Providing some (partial) solutions to this problem are the main contributions of our work.
II. A LYAPUNOV FUNCTION BASED ON ENERGY-BALANCE
One way of approaching the problem is to start from the power balance of the forced system (1.4) and to bring the second term on the right-hand side to the left-hand side, suggesting to look for candidate Lyapunov functions
To check whether (2.1) can be used as a Lyapunov function, the first basic question is if we can write u > t 0 y( ) d as a function of the state x(t). From a control theoretic point of view, this question suggests to consider a cascade of 6 with input u, followed by the integration of y, and to look for Lyapunov functions of the composed system
Note that (2.2) can be rewritten as an unforced Hamiltonian system with dissipation
with H a (x; ) the augmented energy function the starting point of our approach. To motivate our subsequent developments, we first present two simple examples in Section III. From these examples, it follows that in order to cope with the general problem, we have to modify the dynamical system (2.3) to a more general form. The treatment of this more general form leading to a solution to the general problem shall be given in Sections IV-VI. Conditions that ensure that the indicated first attempt already "works" shall be given in Section VII, along with some other examples. 
Remark 2.2:
Notice that the term u > t 0 y( ) d is the energy externally supplied to the system 6 and withdrawn from the source system.
Hence the new Lyapunov function (2.1) that we propose is intimately related with an energy balance, since it is exactly the difference between the energy of the system and the supplied energy.
III. TWO MOTIVATING EXAMPLES

A. A Series RLC Circuit
Consider the linear time-invariant circuit consisting of the series interconnection of a resistor (with resistance R2), an inductor (with inductance L) a capacitor (with capacitance C), and a constant voltage 
which is a "Casimir function" 1 [4] for the combined structure matrix in (3.2). Being a "Casimir function" for (3.2) means that the time-derivative of F is zero along the solutions of (3.2) for any energy function H, and thus for any value of the constants C; L; u. Since the system (3. which, setting c = (C=2)u, reduces to (3.1).
B. A Parallel RLC Circuit
As an example where the cascaded systems approach does not work, let us consider the RLC circuit obtained by modifying the preceeding example by connecting the resistor in parallel with the capacitor. Now the symmetric structure matrix R(x) has changed into IV. SYSTEM EMBEDDING Key to our developments is the static relation (1.3) describing the forced equilibria. Since we want to consider forced equilibria for every u, it is logical to assume that Imfg(x)g ImfJ(x) 0 R(x)g. For simplicity we make throughout the following stronger assumption. and thus, since by assumption R(x) 0, also R a (x) 0.
Considering that H s () = 0u > is linear with respect to and that, by (4.1), R(x)K(x) = J(x)K(x) + g(x)
, it may be seen that the x-dynamics is the same as in the forced system (1.1). Thus the x-dynamics of 6 for u = u has been embedded in the dynamics (4.2) in the same way as it was in the augmented system (2.3). Comparing the two embedding systems (2.3) and (4.2), one sees that they differ only in their structure matrices.
V. CONSTRUCTION OF THE LYAPUNOV FUNCTION
The next question is how to determine J s (x) = 0J > s (x) and Rs(x) = R > s (x) 0. This is guided by (4.1). Indeed, the m-dimensional linear spaces
are, by construction, in the kernel of the matrix [J(x); J(x)K(x)] defined by the first n rows of Ja in (4.2). We now define Js(x) in such a manner that P (x) is in the kernel of the whole matrix J a , by setting
Clearly Js satisfies Js(x) = 0J > s (x). In the same way, we note that P (x) is in the kernel of the first n rows of R a in (4.2), while it is in the kernel of the whole matrix R a if we choose The function Hr(x) has an extremum at x, which is an equilibrium of (6.1). Further, we have
and thus H r qualifies as a Lyapunov function for the forced dynamics (6.1) provided we can show that Hr not only has an extremum at x but even a minimum. Proof: In view of the developments of the previous section, to complete the proof it only remains to show that, under the given conditions, there exist smooth functions C 1 ; 111 ; C m , satisfying (5.4). This follows immediately from (6.2) and Poincaré's lemma.
The corollary below follows immediately from Theorem 6.1 and standard Lyapunov stability theory; see, e.g., [2] . where the function 8, depending on the Casimirs j 0 C j (x); j 2 m, is still to be determined. This approach is similar to what is called the energy-Casimir method in mechanics (see, e.g., [5] and the references therein). Note that, restricted to any submanifold given by (5.7), the functionH(x; ) reduces to the function Hr(x). Hence we have recovered in this special case the incremental Lyapunov function, which is normally used. Furthermore, we have given an interpretation in terms of energy balance.
B. A Parallel RLC Circuit (cont.)
Let us come back to the parallel RLC circuit studied in Section III-B. The embedding system (4.2) now takes the form 
VIII. CONCLUSION
In this paper, we have proposed a construction of candidate Lyapunov functions for port controlled Hamiltonian systems with dissipation subject to constant inputs. The construction involves the embedding of the forced system into a higher dimensional system followed by its reduction using Casimir functions. The integrability conditions for finding Casimirs, may be interpreted as the input vector fields of the forced system being Hamiltonian with dissipation [8] . For further developments on the role of Casimir functions in the synthesis of stabilizing controllers of physical systems, we refer to [12] , [9] , and [15] . 
