Based on the infamous left-lateralized neglect syndrome, one might hypothesize that the dominating right parietal cortex has a bilateral representation of space, whereas the left parietal cortex represents only the contralateral right hemispace. Whether this principle applies to human auditory attention is not yet fully clear. Here, we explicitly tested the differences in cross-hemispheric functional coupling between the intraparietal sulcus (IPS) and auditory cortex (AC) using combined magnetoencephalography (MEG), EEG, and functional MRI (fMRI). Inter-regional pairwise phase consistency (PPC) was analyzed from data obtained during dichotic auditory selective attention task, where subjects were in 10-s trials cued to attend to sounds presented to one ear and to ignore sounds presented in the opposite ear. Using MEG/EEG/fMRI source modeling, parietotemporal PPC patterns were (a) mapped between all AC locations vs. IPS seeds and (b) analyzed between four anatomically defined AC regions-of-interest (ROI) vs. IPS seeds. Consistent with our hypothesis, stronger cross-hemispheric PPC was observed between the right IPS and left AC for attended right-ear sounds, as compared to PPC between the left IPS and right AC for attended left-ear sounds. In the mapping analyses, these differences emerged at 7-13 Hz, i.e., at the theta to alpha frequency bands, and peaked in Heschl's gyrus and lateral posterior nonprimary ACs. The ROI analysis revealed similarly lateralized differences also in the beta and lower theta bands. Taken together, our results support the view that the right parietal cortex dominates auditory spatial attention.
Introduction
Many studies have documented modulations of ACs when a human subject pays attention to sounds originating in one location of space and when he/she actively ignores other sources (Ahveninen et al., 2011; Alho et al., 2003; Grady et al., 1997; Hansen and Hillyard, 1980; Hillyard et al., 1973; Petkov et al., 2004; Woldorff et al., 1998; Zatorre et al., 1999) . These modulations are presumably driven by an executive network of frontoparietal cortex regions (Huang et al., 2012; Mayer et al., 2006 Mayer et al., , 2009 Yantis, 2004, 2006; Wu et al., 2007 ). An association area specifically linked to the spatial domain of auditory attention is the posterior parietal cortex, which is reportedly activated during a great variety of tasks that require orienting and focusing of attention to relevant locations of acoustic environment (Ahveninen et al., 2006 Alho et al., 2003; Huang et al., 2012; Kong et al., in press; Mayer et al., 2006 Mayer et al., , 2009 Santangelo et al., 2009; Yantis, 2004, 2006; Wu et al., 2007; Zatorre et al., 1999) . Exactly how the executive posterior parietal cortices and the AC areas that process initial stimulus representations work together to enable spatial attention remains unknown.
In contrast to vision, the auditory system lacks a straightforward correspondence between specific spatial locations and sensory receptive fields. Even the most fundamental principles concerning the hemispheric lateralization of spatial representations, which have been clearly demonstrated in visual and somatosensory systems, are still elusive in the auditory domain. Whereas data from animal lesion models (Jenkins and Masterton, 1982) , human neurological patients (Sanchez-Longo and Forster, 1958) , and certain human neuroimaging studies (Alho et al., 1999 ) support a contra-lateralized attention effect, there is also a profusion of evidence for right-hemispheric dominance of auditory spatial processing, both at the level of ACs (Baumgart et al., 1999; Hart et al., 2004; Kaiser et al., 2000; Krumbholz et al., 2005; Palomäki et al., 2005; Salminen et al., 2010; Tiitinen et al., 2006) and higher-order posterior parietal regions (Griffiths et al., 1998; Zatorre et al., 1999) . Further, certain neuropsychological study patients with brain lesions have suggested that the right parietotemporal cortices include a global representation of auditory space (Bisiach et al., 1984; Ruff et al., 1981; Zatorre and Penhune, 2001) . However, there is also evidence supporting a "neglect model" (Teshiba et al., 2012) , coined based on the hemispatial inattention syndrome in right-handed patients with right posterior parietal lesions. This model predicts that the right parietal cortex controls auditory attention to both hemifields and that the left posterior parietal cortex has a representation for the contralateral right hemifield of the acoustic space only. Evidence consistent with this idea has been found in studies on auditory perceptual deficits in human neurological patients (Spierer et al., 2009; Tanaka et al., 1999) , as well as in auditory transcranial magnetic stimulation (TMS) experiments in healthy human subjects . A recent fMRI study utilizing resting-state functional connectivity analyses, further, suggested that the "neglect model" might apply to the attentional modulation patterns of posterior nonprimary AC areas (Teshiba et al., 2012) . Interestingly, the TMS studies by At et al. (2011) observed two distinct temporal effects. TMS manipulations at very early latencies resulted in contralateral localization deficits, while TMS manipulations to the right parietal cortex at later resulted in a generalized localization deficit. However, to our knowledge, very few previous neuroimaging studies have investigated how the functional connectivity between parietal regions and ACs evolves temporally after sound presentation.
Functional coupling between distant brain areas can be studied by analyzing collective rhythmic activation patterns referred to as neuronal oscillations (Jensen et al., 2007; Kopell et al., 2000; Singer, 1999; Varela et al., 2001; Womelsdorf and Fries, 2007) . Accumulating evidence suggests that long-range synchronization of neuronal oscillations plays a crucial role for attention and cognitive control (Jensen et al., 2007; Womelsdorf and Fries, 2007) . Such long-range synchronization across brain regions can be explicitly quantified based on phase locking of oscillatory activities of distant groups of neurons at different frequency ranges. While it is welldocumented that the high-frequency gamma-band (30-100 Hz) oscillations are involved in synchronizing the activity of local groups of neurons (Varela et al., 2001 ) and enhancing the stimulus representations from bottom-up to higher-order processing areas (Buschman and Miller, 2007) , lower-frequency (b30 Hz) oscillations that have more robust spike timing delays might be better suited for a longer-range coupling mechanism associated with the "broadcast" of top-down signals (Engel et al., 2001; Ermentrout and Kopell, 1998; Kopell et al., 2000; von Stein and Sarnthein, 2000) . There is evidence of long-range oscillatory coupling of neuronal networks at the 4-7 Hz theta (Harris et al., 2002; Jensen, 2001 ) and 7-15 Hz alpha (Palva and Palva, 2007) ranges. EEG source-localization studies have demonstrated increased longrange theta and alpha phase locking during working memory processing (Schack et al., 2005) , and increased frontoparietal theta phase locking during execution of novel finger movements (Sauseng et al., 2007) . Recent EEG studies also suggest that theta-band coherence across different electrode sites increases during cognitive conflict processing (Moore et al., 2006) . Meanwhile, there is modeling (Kopell et al., 2000) and experimental (Roelfsema et al., 1997; evidence that beta-band (15-30 Hz) oscillations organize synchronization between distant neuronal sites. For example, extracellular measurements in the cat brain have shown that inter-regional beta-frequency synchronization increases during tasks requiring attention and cognitive control (Roelfsema et al., 1997; . Similarly, a recent MEG study suggested that frontal-parietal-temporal attentional networks communicate via transient long-range phase synchronization at the beta band (Gross et al., 2004) .
Within the posterior parietal cortices, neurons associated with voluntary auditory spatial processing have, specifically, been found in the intraparietal sulcus (IPS). According to neurophysiological studies in non-human primates, subareas of IPS may include modalityspecific neurons processing auditory space (Cohen et al., 2005) . Recent MEG studies using paired directed coherence (PDC) measures of effective connectivity analyses suggested that a time-varying connectivity pattern of the right AC to the right IPS underlie cued spatial auditory attention (Weisz et al., in press) , consistent with an idea that the right IPS plays a major role in voluntary auditory spatial attention. However, few studies have compared functional coupling between right and left parietal regions and ACs. Here, we used combined MEG/EEG/fMRI to compare phase locking between contralateral vs. ipsilateral IPS and superior temporal AC areas during auditory spatial selective attention. It has been well documented that sounds presented to one ear create the strongest response in the hemisphere contralateral to the stimulated ear (e.g., Langers et al., 2007; Virtanen et al., 1998; Woods et al., 2009) . Particularly in the case of MEG/EEG responses, this phenomenon allows for spatiotemporal tagging of activities to separate attended vs. ignored sound events. Our specific purpose was to compare phase locking patterns between the right vs. left IPS and ACs contralateral to the attended vs. ignored ear. As predicted by the "neglect model", our underlying assumption was that the left IPS would have a more lateralized connectivity pattern to auditory areas representing the task relevant sound, and that it would only process sound presented to the right auditory hemifield (i.e., here, to the right ear). The right IPS, in contrast, was presumed to contain a bilateral representation of the auditory space (i.e., it was presumed to regulate attention to sounds presented to both ears). Finally, we presumed that parietotemporal attentional functional connectivity patterns could be modeled by comparing oscillatory theta-to-beta range phase locking between each IPS and AC areas contralateral to the attended ear.
Our specific hypothesis, based on the "neglect model", was that the phase locking between right IPS and left auditory areas presenting task-relevant sounds in an attend-right-ear condition must be significantly stronger than the phase locking between the left IPS and right AC areas representing task-relevant sounds during an attend-left-ear condition (Fig. 1) . To test this hypothesis, we applied fMRI-informed cortically-constrained MEG/EEG source modeling of oscillatory activities (Ahveninen et al., 2011 Lin et al., 2004) and surfacebased anatomical registration methods that align cortical folding patterns across both subject and hemisphere (Greve et al., 2013) .
Material and methods

Task and stimuli
During MEG/EEG and fMRI acquisitions, subjects (N = 16, mean ± SD age = 23 ± 5 years, 8 females) were presented with 10-second dichotic listening trials (Fig. 2) . At the onset of each trial, subjects started hearing, in a random order, 800-Hz pure tones in the right ear and 1500-Hz pure tones in the left ear (duration 50 ms, 5-ms ramps), at a stimulus onset asynchrony (SOA) of 350-750 ms. The subjects were instructed to look at a fixation mark and wait for a monaural cue (250-ms buzzer sound). Upon hearing the cue, they were advised to shift and engage attention to sounds presented to the cued, ear, and to discriminate a target stimulus (monaural two-tone complex with 800-and 1500-Hz components, 50-ms duration, 5-ms ramps) that was embedded within the standard-sound sequence in 40% of the trials. Of the remaining trials, 20% consisted of only standard sounds, 20% included a cue but no target, and 20% included a cue but the target was replaced by a task-irrelevant novel sound in the uncued ear. Our analysis concentrated on the comparisons on phase-locking patterns elicited after the first two standard sounds presented after each cue, occurring before the potential target (or other task-irrelevant sounds), which were in each trial, randomly, either task relevant or irrelevant. The average interval between the cue and the target was 1.7 s. The responses related to attention cues, targets, and novels have been analyzed and reported separately (Ahveninen et al., 2013) . There was always a period of at least 650 ms after the cue onset, to allow the subject to engage attention to the designated ear before the subsequent standard sound.
The trials were separated by an auditory signal (the sound of fMRI acquisition or a corresponding recording during MEG/EEG; duration 2.18 s). In all sessions, sound stimuli were presented at 55 dB over the subjective hearing threshold, tested individually at the beginning of each session for each ear. In each trial, auditory stimuli started 2.3 s after the onset of preceding scan/simulation and ending on average 1.3 s before the next scan. During fMRI, three silent baseline trials occurred after every 6 active trials (i.e., a mixed blocked/ event-related design was utilized). The task was taught to the subjects using a standardized computerized approach taking about 5 min before measurements. Individual trials with target-detection responses beyond the subject's mean ± 2SD reaction time (RT) were considered outliers. One subject was excluded from the final MEG/EEG/fMRI analyses because of an incapability to perform the tasks and three other subjects for technical reasons from an initial group of 20 subjects.
Data acquisition
Human subjects' approval was obtained and voluntary consents were signed before each measurement. We recorded 306-channel MEG (Elekta-Neuromag, Helsinki, Finland) and 74-channel EEG data simultaneously in a magnetically shielded room (sampling rate 600 Hz, passband 0.01-192 Hz). The average reference was utilized for all analyses of EEG data. The position of the head relative to the MEG sensor array was monitored continuously using four Head-Position Indicator (HPI) coils attached to the scalp. Electro-oculogram (EOG) was also recorded to monitor eye artifacts. Whole-head 3T fMRI was acquired in a separate session using a 32-channel coil (Siemens TimTrio, Erlagen, Germany). A sparse-sampling gradientecho BOLD sequence (TR/TE = 10,000/30 ms, 7.82-s silent period between acquisitions, flip angle 90°, FOV 192 mm) with 36 axial slices aligned along the anterior-posterior commissure line (3-mm slices, including 0.75-mm gap, 3 × 3 mm 2 in-plane resolution), with the coolant pump switched off, was utilized to circumvent response contamination by scanner noise. T1-weighted structural MRIs were obtained for combining anatomical and functional data using a multi-echo MPRAGE pulse sequence (TR = 2510 ms; 4 echoes with TEs = 1.64 ms, 3.5 ms, 5.36 ms, 7.22 ms; 176 sagittal slices with 1 × 1 × 1 mm 3 voxels, 256 × 256 mm 2 matrix; flip angle = 7°). A field mapping sequence (TR = 500 ms, flip angle 55°; TE1 = 2.83 ms, TE2 = 5.29 ms) with similar slice and voxel parameters to the EPI sequence was utilized to obtain phase and magnitude maps utilized for unwarping of B 0 distortions of the functional data.
Data analysis
Neuronal bases of auditory attention shifting were studied using an MEG/EEG/fMRI approach (Ahveninen et al., 2011; Dale et al., 2000) . External MEG noise was suppressed and subject movements, estimated continuously at 200-ms intervals, were compensated for using the signal-space separation method (Taulu et al., 2005) (Maxfilter, Elekta-Neuromag, Helsinki, Finland). The MEG/EEG data were downsampled (300 samples/s, passband 0.5-100 Hz). Epochs coinciding with over 150 μV EOG, 100 μV EEG, 2 pT/cm MEG gradiometer, or 5 pT MEG magnetometer peak-to-peak signals were excluded from further analyses. A signal-space projection (SSP), calculated around the time points of artifacts, was used for removing MEG/EEG field patterns originating from the eyes.
To calculate fMRI-guided depth-weighted ℓ 2 minimum-norm estimates (MNE) (Hämäläinen et al., 1993; Lin et al., 2006) , the information from structural segmentation of the individual MRIs and the MEG At the onset of each trial, subjects started hearing standard sounds randomly in each ear (800-Hz pure tones in the right ear and 1500-Hz pure tones in the left ear). Subjects were instructed to shift and engage attention based on a monaural buzzer cue, and to discriminate a subsequent target stimulus (monaural 50-ms tone with 800-and 1500-Hz harmonics) that was embedded within the standard-sound sequence in the designated ear. The present analyses concentrated on phase locking patterns emerging after the two first tones (encircled) presented after these attention-shifting cues and before the subsequent "probes". The "probe" sound was the target in 40% of trials (Cue + Target + Stds trial), a task-irrelevant novel sound opposite to the cued ear in 20% of trials (Cue + Novel + Stds trial), or a standard sound replacing the target in 20% of trials (Cue + Stds trial). However, the attentional engagement preceding the probes was presumed to be similar across these trials, because the subjects were not informed of the trial type in advance. The remaining 20% of the trials, consisting of only standard sounds, was not analyzed.
sensor and EEG electrode locations were used to compute the forward solutions for all putative source locations in the cortex using a threecompartment boundary element model (Hämäläinen et al., 1993) . The shapes of the surfaces separating the scalp, skull, and brain compartments were determined from the anatomical MRI data using FreeSurfer 5.0 (http://surfer.nmr.mgh.harvard.edu/). For inverse computations, cortical surfaces extracted with FreeSurfer were decimated to~1000 vertices per hemisphere. The individual forward solutions for current dipoles placed at these vertices comprised the columns of the gain matrix (A). A noise covariance matrix (C) was estimated from the raw MEG/EEG data during a 20-200-ms pre-stimulus baseline. These two matrices, along with the source covariance matrix R, were used to calculate the MNE inverse operator W = RA T (ARA T + C)
. To obtain an fMRI prior, i.e., an fMRI-weighted source covariance matrix, each vertex point in the cortical surface was assigned an fMRI significance value using FreeSurfer-FSFAST 5.0. Individual functional volumes were motion corrected, unwarped, coregistered with each subject's structural MRI, intensity normalized, resampled into cortical surface space, smoothed using a 2-dimensional Gaussian kernel with an FWHM of 5 mm, and entered into a general-linear model (GLM) with the task conditions as explanatory variables. The fMRI weighting was set to 90%. That is, diagonal elements in R corresponding to vertices with below-threshold (p b 0.01, all conditions vs. baseline) significance values were multiplied by 0.1 (group fMRI result was used as a prior in 3 subjects). To investigate phase-locking between IPS and ACs, the entire MEG/EEG raw data time series at each time point were multiplied by the inverse operator W and noise normalized to yield the estimated source activity as a function of time within the right and left superior temporal cortices . In addition, the IPS seed regions were selected from each hemisphere using the Freesurfer anatomical atlas (Fischl et al., 2004 ). An average raw data time course was then calculated within these IPS seed regions, with the waveform signs of sources aligned on the basis of surface-normal orientations to avoid phase cancellations.
Accepted MEG/EEG/fMRI trial epochs were analyzed using the FieldTrip toolbox (http://www.ru.nl/fcdonders/fieldtrip) in Matlab 7.11 (Mathworks, Natick, MA). To investigate the phase locking between the IPS seed regions, a FFT taper approach with sliding time windows was applied on (a) the raw data epochs in each vertex of the right and left superior temporal cortex (as identified based on the Freesurfer atlas) and (b) on the corresponding trials of the pooled raw time courses of the right and left IPS, between -500 and 800 ms relative to the sound onset, at 10-ms intervals. A priori, we hypothesized that the strongest inter-regional phase locking patterns would occur in theta and alpha, and lower beta ranges. Therefore, the FFT was applied at 3-Hz intervals at 4-19 Hz with an adaptive time-window of 3 cycles and a Hanning taper (i.e., the time window decreased from 750 to 158 ms as a function of the center frequency, respectively). The window length and taper were chosen based on previous studies (Osipova et al., 2006; Park et al., 2010) . The 3-Hz intervals for TFR analyses were chosen because at 10 Hz, i.e., at the hypothesized center frequency of alpha oscillations, the frequency resolution of Hanning-window FFT is approximately 3 Hz. We then calculated the phase locking between the IPS seeds and each vertex of the superior temporal cortex patches using the pairwise phase consistency (PPC), weighted by the magnitude of the cross-spectrum. PPC is an estimator of the squared phase locking value (PLV) (for example, a PPC of 0.01 corresponds to PLV of 0.1) (Vinck et al., 2010) . Unlike PLV, PPC is not biased by the number of available trials. The resulting PPC estimates between IPS and AC, mapped in each vertex of the AC patches, were then normalized to the Freesurfer standard brain representation (Fischl et al., 1999) . To compare the cross hemispheric functional coupling patterns, we coregistered the two hemispheres into a common space in all subjects, using surface-based anatomical registration methods that align cortical folding patterns across both subject and hemisphere (Greve et al., 2013) . Finally, in addition to the auditory-cortex mapping analysis, we calculated PPC between IPS and selected three regions-of-interest (ROI) from superior temporal ACs, including (a) Heschl's gyrus (HG; combined transverse temporal sulcus and gyrus, Destrieux et al., 2010) , (b) the planum temporale (PT), (c) the posterior superior temporal gyrus (pSTG), and (d) the anterior STG (aSTG). These four AC ROIs were determined based on the Freesurfer atlas of Destrieux et al. (2010) , except for the borderline between pSTG and aSTG that was identified based on the FSL HarvardOxford cortical atlas structures "Superior Temporal Gyrus-Anterior Division" and "Superior Temporal Gyrus-Posterior Division" (http://fsl. fmrib.ox.ac.uk/fsl/fslwiki/Atlases) (Desikan et al., 2006) .
Statistical analysis
All analyses reflect responses to attended non-target sounds, as analyzed from the AC contralateral to the attended ear. In other words, we calculated (a) PPC between the right vs. left IPS to left AC with the subjects attending the (contralateral) right ear and (b) between the right vs. left IPS and the right AC with the subjects attending to the left ear. As mentioned above, the parietotemporal PPC was compared in the common surface space (AC surface patch), co-registered based surface-based anatomical registration methods (Greve et al., 2013) . In addition to direct comparisons of cross-hemispheric PPC patterns to test our main hypothesis (e.g., left IPS to right AC during attention to the left ear vs. right IPS and left AC during attention to the right ear), we conducted factorial analyses where the effect of hemisphere differences (e.g., due to distinct source cancellation patterns) was controlled.
Analyses of AC PPC maps were established using a nonparametric randomization test (Maris and Oostenveld, 2007) . Vertices where the t statistics exceeded a critical value (two-tail p b 0.05) of a particular comparison were first identified, and clustered based on their adjacency in time, frequency, and across the (two-dimensional) cortical sheet (vertex-by-vertex connectivity matrix was determined by scripts from the Brainstorm package, http://neuroimage.usc.edu/brainstorm (Tadel et al., 2011) ). The sum of t values within a cluster was used as clusterlevel statistic, and the cluster with the maximum sum was used as test statistic in the non-parametric randomization procedure where the data was randomized across the two conditions and recalculated 10,000 times to obtain a reference distribution to evaluate the statistic of the actual data (Maris and Oostenveld, 2007) .
In addition to the mapping analyses, we compared PPC between the IPS seed and the four AC subregions defined separately in each hemisphere. In the ROI analyses, the PPC values were pooled across 50-650 ms after attended non-target sound onsets. The ROI data were analyzed using non-parametric two-way Friedman ANOVA, with a priori comparisons of medians calculated using Wilcoxon ranked sum tests.
Results
Behavioral performance
The subjects' mean ± SD RT was 466 ± 100 ms and hit rates (HR) 90 ± 10% during MEG/EEG. During fMRI measurements, the mean ± SD RT was 495 ± 48 ms and the mean ± SD HR was 90 ± 8%. There was no significant difference between either behavioral measure obtained during the MEG/EEG and fMRI acquisitions.
Mapping of IPS phase locking across AC surface points
Our main hypothesis was that the left IPS has a more lateralized representation of acoustic space, limited to the right acoustic hemispace, while the right IPS was hypothesized to represent the acoustic space more bilaterally. This hypothesis was tested in two ways. First, in the AC region, we directly compared the maps representing PPC between the right IPS and left AC (PPC Right IPS × Left AC ) during attention to the right ear vs. PPC between the left IPS and the right AC (PPC Left IPS × Right AC ) during attention to the left ear. For this analysis, each subject's right and left AC was co-registered to a common surface representation using anatomical registration methods that align cortical folding patterns across both subject and hemisphere (Greve et al., 2013) . As shown by the data in Fig. 3 , the PPC Left IPS × Right AC during left-ear attention was significantly smaller than PPC Right IPS × Left AC during right-ear attention, with the strongest differences peaking at 180 ms after sound onset. The differences were concentrated at 10-13 Hz, i.e., at the alpha range, but spanned also to the theta (7 Hz) and lower beta (16-19 Hz) frequencies. Anatomically, the differences in the phase locking between AC and the contralateral IPS concentrated in HG and the lateral aspects of non-primary AC (posterior superior temporal gyrus, pSTG; planum temporale, PT).
Recent studies have shown differences in the local cancellation patterns in MEG/EEG estimates across the left and right AC (Shaw et al., 2013) . Therefore, to normalize out potential differences in source estimates across the left and right AC, we conducted an additional factorial analysis, where the intra-vs. cross-hemispheric effects were first normalized within each hemisphere (Fig. 4) . Consistent with our hypothesis (Fig. 1) , the difference between intra-vs. cross-hemispheric PPC between IPS and AC was significantly larger in the right hemisphere (PPC Right IPS × Right AC − PPC Left IPS × Right AC ) during left-ear attention than in the left hemisphere (PPC Left IPS × Left AC − PPC Right IPS × Left AC ) during right ear-attention at the boundary between alpha and theta ranges, i.e., at 7 Hz. In other words, the cross-hemispheric influence seemed to be weaker from the left IPS to the right AC than from the right IPS to the left AC, when the attention was focused to the ear contralateral of each AC. The significant PPC difference peaked at 340-380 ms after the sound onset, concentrating anatomically in HG, PT, and pSTG.
Phase locking between IPS and AC regions-of-interest
The results of our confirmatory ROI analyses, using two-way Friedman's ANOVA models to test the difference between (PPC Right IPS × Right AC − PPC Left IPS × Right AC ) during left-ear attention vs. (PPC Left IPS × Left AC − PPC Right IPS × Left AC ) during right-ear attention across all frequencies, were consistent with the above PPC mapping analyses. Specifically, as evaluated between 50 and 650 ms after stimulus, the difference between intra-vs. cross-hemispheric PPC between IPS and AC was significantly larger in the right hemisphere during left-ear attention than that in the left hemisphere during right ear-attention, as analyzed in HG (χ 2 = 24.2, p b 0.001) and PT (χ 2 = 6.6, p = 0.01).
That is, the left HG and PT seemed to be functionally coupled with both right and left IPS during right-ear attention, whereas the right HG and PT were significantly more strongly connected to the right than left IPS. Table 1 The left and right AC were co-registered to a common cortical surface template. (c) Spatial TFR of evolution of PPC differences between IPS and all vertices of AC after attended post-cue non-target tones (t = 0 ms refers to the tone onset). The statistic parametric map shows that the left IPS and right AC are more weakly synchronized than the right IPS and left AC, when attention is directed to the ear contralateral to each AC. The significant differences concentrated at 10-13 Hz, i.e., at the alpha range, but spanned also to the theta (7 Hz) and lower beta (16-19 Hz) frequencies (encircled). Taken together, these data support our hypothesis that the right parietal cortex has a more global representation of the acoustic space, spanning both the contralateral and ipsilateral hemifields, than the left parietal cortex. The figure shows t values masked to locations where the PPC differences were statistically significant (p b 0.05, cluster-based randomization test). Abbreviations: HG, Heschl's gyrus; PT, planum temporale; pSTG, posterior superior temporal gyrus; aSTG anterior superior temporal gyrus. p b 0.05) and in the right pSTG at 10 Hz (Z = − 1.96, p b 0.05) and at 19 Hz (Z = −2.2, p b 0.05). There were also two instances of significant differences in the left AC during right-ear attention. However, in both these cases, there was actually a stronger influence between the left AC and the cross-hemispheric, i.e., right IPS, as observed at 7 Hz in the left PT (Z = −1.96, p b 0.05) and pSTG (Z = −2.1, p b 0.05). Notably, the overall intra-hemispheric parietotemporal PPC was not, however, weaker in the left hemisphere during right-ear attention than in the right hemisphere during left-ear attention.
Discussion
Here, we used combined MEG/EEG/fMRI to compare oscillatory phase locking, quantified as PPC, between AC and IPS during auditory spatial selective attention. Our results suggest asymmetric attentional PPC modulations, supporting the hypothesis that the right IPS might have a more global bilateral representation of acoustic space than the left IPS. That is, PPC was stronger between the right IPS and left AC than between the left IPS and right AC, when attention was in each condition directed to the ear contralateral to the AC of interest. In the cortical mapping analyses, the differences in PPC between IPS and AC were most predominant in the theta and alpha ranges, between 7 and 13 Hz. In the ROI analyses, significant differences were also found in the lower theta (4 Hz) and lower beta ranges (19 Hz).
Our results are in line with previous studies supporting the "neglect model", positing that the right parietal cortex controls attention to both hemifields and that the left posterior parietal cortex has a representation only for the contralateral right hemifield in healthy human subjects Spierer et al., 2009; Tanaka et al., 1999; Teshiba et al., 2012) . As estimated from the direct comparison between PPC Left IPS × Right AC during left-ear attention and PPC Right IPS × Left AC during right-ear attention, significant differences occurred at early stages of stimulus processing, peaking already at 180 ms after sound onset at the alpha frequencies. Although the time resolution of sliding-window phase-locking analyses is limited, it is interesting to note that recent TMS studies have suggested temporally distinct modulations of auditory spatial processing performance, with TMS manipulations delivered to the right parietal cortex at 80 ms after sound onsets resulting in a generalized localization deficit . In other words, the time window of these TMS manipulations would have been roughly suitable for interrupting the evolution of the most clearly lateralized PPC pattern between IPS and AC.
Here, the functional coupling between IPS and AC during auditory attention was measured by analyzing long-range phase locking of neuronal oscillations. Our analysis concentrated on oscillatory phase locking at the 4-19 Hz range, encompassing the theta, alpha, and lower beta bands, which are presumed to be particularly suitable for longer-range functional coupling of distant oscillatory neuron populations (Engel et al., 2001 ; Ermentrout and Kopell, 1998; Kopell et al., Fig. 4 . Factorial analysis on cross-hemispheric phase locking between IPS seeds and AC vertex points during auditory attention. (a) The factorial model constructed to normalize out potential baseline differences in left vs. right AC source estimates. For each AC/attention condition, a difference between intra-hemispheric and cross-hemispheric PPC was first calculated, and the resulting vertex-by-vertex representations of in the left vs. right AC were then compared. (b) The left and right AC were co-registered to a common cortical surface template (flattened patch of AC). (c) As supporting our hypothesis, the difference between intra-vs. cross-hemispheric phase locking between IPS and AC was stronger in the right than in the left hemisphere when attention was, in each case, directed to the ear contralateral to the AC of interest (t = 0 ms refers to the onsets of post-cue non-target tones). The overall pattern is consistent with the comparison shown in Fig. 2 . However, the differences peak slightly later and are more clearly restricted to the 7-Hz band (encircled). The figure shows t values masked to locations where the PPC differences were statistically significant (p b 0.05, cluster-based randomization test). von Stein and Sarnthein, 2000) , in contrast to higher-frequency gamma oscillations being most clearly associated with enhancing local processing of task-relevant features (Buschman and Miller, 2007; Varela et al., 2001) . Indeed, while the present spatio-spectrotemporal clusters of significant effects extended up to 19 Hz, the major patterns associated with lateralized functional connectivity patterns between IPS and AC occurred at the theta and alpha ranges. This observation is concert with previous studies suggesting that long-range theta (Harris et al., 2002; Jensen, 2001; Moore et al., 2006) and alpha (Palva and Palva, 2007; Schack et al., 2005) phase coupling is associated with attention and working memory. For example, a recent study has found that alpha-band phase coupling between frontoparietal brain regions (Palva et al., 2010) predicts individual WM capacity, and is consistent with the idea that alpha may underlie suppression of irrelevant information and selection or sharpening of relevant information (Hanslmayr et al., 2011; Klimesch, 2012) . Further, there is evidence that during visual tasks, alpha phase and high gamma amplitude coupling preferentially increases in visual cortical regions (Voytek et al., 2010) .
If low-frequency oscillatory phenomena indeed reflect the neuronal mechanisms underlying selective attention and cortico-cortical communication (Hanslmayr et al., 2011) , one might expect right hemisphere dominance of low-frequency oscillations in the auditory attention network. The present findings, suggesting a more bilateral alpha-range PPC between right than left IPS and auditory areas during selective attention, are clearly consistent with this notion. Evidence for such lateralization pattern was also found in a recent study (Müller and Weisz, 2012 ) that suggested asymmetric modulation of auditory alpha power following external cues with right hemisphere dominance. The present results are also consistent with another recent auditory functional connectivity study (Weisz et al., in press ) that showed significantly increased effective connectivity between the right IPS and AC during cued auditory spatial attention, as measures with alpharange PDC.
In addition to the phase locking differences concentrated at the low frequency ranges including theta and alpha, our data also indicate that the differences span to lower beta-band (16) (17) (18) (19) . Several studies have suggested a role for large-scale coupling in the beta-band associated with sensorimotor integration (for review, see Siegel et al., 2012) and top-down influences in other cognitive domains (Engel and Fries, 2010; Keil et al., in press) . A recent animal study using a sustained attention task demonstrated that anterior cingulate cortex neurons are phase locked to the prelimbic beta oscillations exclusively on correct trials, and while on incorrect trials, there were no phase locked neurons (Totah et al., 2013) . Human MEG studies have also shown frontoparietal beta-band activity associated with perceptual decision-making processes (Donner et al., 2007) . Taken together, our finding is consistent with the above evidence and the idea that large scale oscillations in a lower beta-band (12-25 Hz) may play a role in connecting the sensory and motor processing stages of the decision process (Donner et al., 2007) .
The present design was constrained to one higher order parietal region per hemisphere, namely IPS, based on recent studies indicating the crucial role of this region in spatial attention (Vandenberghe and Gillebert, 2009) , both in the auditory (Cohen et al., 2005; Huang et al., 2012; Kong et al., in press Weisz et al., in press) and visual domains (Greenberg et al., 2012; Silver and Kastner, 2009 ). Anatomically, IPS may be human homologue of the lateral intra parietal (LIP) area in nonhuman primates (Vandenberghe and Gillebert, 2009) , which has been postulated to be involved in the compilation of an attentional priority map, a topographic representation of the distribution of attentional weights (Ptak, 2012; Vandenberghe et al., 2012) . Importantly, neurophysiological studies have shown that the monkey homologue of human IPS contains modality-specific neurons activated selectively during auditory attention tasks (Cohen et al., 2005) . Although the most significant activations have typically been described in the right IPS (Weisz et al., in press) , several recent studies have also described bilateral IPS activations during voluntary auditory spatial attention (Huang et al., 2012; Kong et al., in press; Salmi et al., Table 1 Group median ± bootstrapped standard error of the median PPC values between IPS and AC. In each subject, the PPC values pooled across 50-650 ms after attended non-target sound onsets. The a priori comparisons reflect Wilcoxon signed rank test between the intra-vs. cross-hemispheric PPC. The intra-hemispheric PPC was significantly larger than crosshemispheric PPC in the right HG, PT, and pSTG, with the differences at 10 Hz being most wide spread. In contrast, in certain the left PT and pSTG, the cross-hemispheric PPC was larger than intra-hemispheric PPC, consistent with the idea that the right IPS dominates auditory spatial attention. 2009). The choice of IPS was also supported by the feasibility of selecting this seed region based on purely independent anatomical criteria (Destrieux et al., 2010) , as implemented in the Freesurfer surface based cortical parcellation (Fischl et al., 2004) . In contrast, other regions that might have been quite interesting, such as the FEF, cannot be delineated based on equally clear anatomical atlas criteria. Our ROI analyses suggested strongest lateralization patterns of parietotemporal PPC in HG. This might be somewhat surprising, given that auditory attention studies, generally, suggest strongest attentional top-down modulations in more lateral non-primary areas of AC. However, it is noteworthy that recent fMRI studies in humans have also suggested that the contra-lateralization of responses to monaural sounds is strongest in the putative core areas of AC, while the more lateral aspects of non-primary ACs represent more bilateral response patterns (Langers et al., 2007; Woods et al., 2009) .
Notably, the time resolution of oscillatory analyses is inherently limited. Analogous to many previous studies (Osipova et al., 2006; Park et al., 2010) , we used an adaptive time window of three cycles/frequency in the oscillatory analyses, resulting in a 750-ms sliding window at the lowest 4-Hz center frequency and a 157 ms window at the highest 19-Hz frequency. For example, at 4 Hz, the values reported at each time point are, thus, weighted averages of activities within 375 ms before and after the center point of the analysis window. However, because the sliding window is tapered, the estimate of the instantaneous phase is strongly weighted towards the midpoint of the window. A related notion is that, particularly at the higher frequencies, there may be overlap across the adjacent frequency bins. In the present study, we have considered the effects observed at 7 Hz to reflect the theta band. With the present settings, the bandwidth of the analysis is 5.8-8.2 Hz with the 7-Hz center frequency. Consequently, the effects could be interpreted to involve some influence from the lower alpha band as well. Finally, it should also be noted that, because of the adaptive time window, the estimates are more smooth over time at the lower frequencies and more smooth over the frequency axis at higher frequencies (as the spectral bandwidth of the Hanning window FFT is the inverse of the window length). Consequently, the PPC values will correlate more over time at lower frequencies and more over the frequency at higher frequencies. This might increase the probability of finding clusters continuous over the time axis at lower frequencies and those continuous over the frequency at higher frequencies. Nevertheless, the adaptive windowing, which has been utilized in numerous previous studies applying wavelet transforms to determine instantaneous phase or power values, could be assumed to be a less biased approach than using a fixed window. With a long fixed time window, the brief synchronization patterns at higher frequencies could remain undetected and the results would be inherently biased toward the lower frequencies.
Conclusions
To sum up, our data is consistent of the "neglect model" suggesting that the right parietal cortex has a bilateral representation of space, whereas the left parietal cortex has a more limited right-lateralized space representation. The parietotemporal functional connectivity patterns underlying selective auditory spatial attention may be dominated by alpha-range oscillations.
