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Abstract. The sum of n non-independent Bernoulli random variables could be mod-
eled in several different ways. One of these is the Multiplicative Binomial Distribution
(MBD), introduced by Altham (1978) and revised by Lovison (1998). In this work, we
focus on the distribution asymptotic behavior as its parameters diverge. In addition,
we derive a specific property describing the relationship between the joint probability of
success of n binary-dependent responses and the individual Bernoulli one; particularly,
we prove that it depends on both the sign and the strength of the association between
the random variables.
Keywords: Multiplicative Binomial Distribution, dependent Bernoulli variables, asymptotic analy-
sis.
1 Introduction
Let Zi be a binary response measuring, for an event of interest, its presence (‘1’, success) or absence
(‘0’, failure) and let Yn =
∑n
i=1 Zi be the number of successes in a sequence of n trials.
In the case of independent trials, it is well known that Yn follows a Binomial distribution, Yn ∼
Bin(pi), where pi = P (Zi = 1) is the fixed trial probability of success.
In the case of non-independent trials, the Binomial extension is not unique. In recent years, several
approaches have been discussed in order to accomodate the association among the Zis, as depen-
dent or correlated binary data are becoming more and more common in many application areas
(Zhao and Prentice, 1990) (e.g. studies of disease occurrence among family members, analyses with
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repeated measurements on study subjects, longitudinal series, researches involving group random-
ization, ensemble classification, . . . ). The literature about the sums of non-independent Bernoulli
random variables shows different possible strategies for dealing with the “intra-units” association:
Skellam (Skellam, 1948) proposed to model the pi parameter of the Binomial Distribution with
a Beta(α, β) model; Altham (Altham, 1978) discussed the possibility of extending the Binomial
model in two different directions, the Additive Binomial Distribution and the Multiplicative Bino-
mial Distribution, respectively characterized by an ‘additive’ and a ‘multiplicative’ definition of the
interaction among units; Diniz et al. (Diniz et al., 2010) applied a Bayesian approach to the Corre-
lated Binomial model introduced by Lucen˜o (Lucen˜o, 1995); Kadane (Kadane et al., 2016) derived
the Conway-Maxwell-Binomial Distribution so as to model both positive and negative dependence
among the Bernoulli summands.
In this work, with the aim of modeling the non-independence, we focused our attention on the
Multiplicative Binomial Distribution (MBD) introduced in (Altham, 1978) and based on the original
Cox’s log-linear representation (1972), by studying its asymptotic behavior. Specifically, we refer
to the revised version of that distribution, named Lovison’s Multiplicative Binomial Distribution
(LMBD), introduced by Lovison (Lovison, 1998) and characterized by a more intuitive interpretation
of the distribution parameters. Such a distribution is a member of the exponential family and
therefore it has sufficient statistics and a family of proper conjugate distributions.
Under the assumption of exchangeable units, the (L)MBD takes the form:
P (Yn = y) =
(
n
y
)
ψy(1− ψ)n−yω(n−y)y∑n
i=0
(
n
i
)
ψi(1− ψ)n−iω(n−i)i .
Here:
• ψ, 0 ≤ ψ = pi/τ1 ≤ 1 is the independence marginal probability parameter (i.e. in the
case of independent trials ψ = pi), where
τr(ψ, ω) =
Kn−r(ψ, ω)
Kn(ψ, ω)
r = 1, . . . , n
and
Kn−a(ψ, ω) =
n−a∑
i=0
(
n− a
i
)
ψi(1− ψ)n−a−iω(n−a−i)(i+a);
ψ could be less than or larger than pi, depending on τ1(ψ, ω).
• ω > 0 is the intra-units association parameter which governs the dependence between the
2
trials: ω < 1 describes positively associated variables, ω > 1 a negative global relationship
and ω = 1 independent trials.
This measure is inversely related to the conditional cross-product ratio (CPR) as
ωi,j =
1√
CPRi,j |rest
,
CPRi,j |rest = P (Zi = 1, Zj = 1)P (Zi = 0, Zj = 0)
P (Zi = 1, Zj = 0)P (Zi = 0, Zj = 1)
, i, j = 1, · · · , n, i 6= j.
In (Lovison, 1998), Lovison also derived the first two central moments of the (L)MBD in a form
that facilitates their comparison to the binomial ones:
E[Yn] = nψτ1
V [Yn] = nψη
where η = τ1 − ψ(nτ21 − (n− 1)τ2).
In section 2, the limits of the (L)MBD are investigated. In particular, Theorem 1 proves the
convergence of the (L)MBD to the Dirac-Delta, δ, when both its parameters ω and ψ diverge; then,
Proposition 1 shows the asymptotical behavior of the distribution, as n increases; lastly, Theorem 2
describes the relationship between the parameters of the (L)MBD ω and ψ and the probability of
success of a single trial, pi. Each statement is followed by its mathematical proof.
2 Limit theorems of (L)MBD
Theorem 1. Let Yn ∼ (L)MBD(ψ, ω), n be the number of trials and k a positive integer:
• ∀n:
Yn
d−−−−→
ω→0+
δ(0) if ψ → 0δ(n) if ψ → 1
• ∀n = 2k:
Yn
d−−−−−→
ω→+∞ δ
(n
2
)
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• ∀n = 2k + 1:
Yn
d−−−−−→
ω→+∞
δ
(
n−1
2
)
if ψ → 0
δ
(
n−1
2 + 1
)
if ψ → 1
Proof. Case 1 - Positive association (ω < 1), ∀n:
lim
ω→0+
τj = lim
ω→0+
∑n−j
i=0
(
n−j
i
)
ψi(1− ψ)n−j−iω(n−j−i)(i+j)∑n
i=0
(
n
i
)
ψi(1− ψ)n−iω(n−i)i
=
limω→0+
∑n−j
i=0
(
n−j
i
)
ψi(1− ψ)n−j−iω(n−j−i)(i+j)
limω→0+
∑n
i=0
(
n
i
)
ψi(1− ψ)n−iω(n−i)i
=
ψn−j
ψn + (1− ψ)n , j ≤ n, τj = O(ω
n−1).
Therefore,
lim
ω→0+
E[Yn] = lim
ω→0+
nψτ1 = nψ lim
ω→0+
τ1 =
nψn
ψn + (1− ψ)n
lim
ω→0+
V [Yn] = lim
ω→0+
nψη = lim
ω→0+
nψ[τ1 − ψ(nτ21 − (n− 1)τ2)] = nψ[ lim
ω→0+
τ1 − ψ(n lim
ω→0+
τ21 − (n− 1) lim
ω→0+
τ2)]
= nψ
[
ψn−1
ψn + (1− ψ)n − ψn
(
ψn−1
ψn + (1− ψ)n
)2
+ ψ(n− 1) ψ
n−2
ψn + (1− ψ)n
]
= nψ
[
ψn−1
ψn + (1− ψ)n − ψn
(
ψn−1
ψn + (1− ψ)n
)2
+ ψn
ψn−2
ψn + (1− ψ)n − ψ
ψn−2
ψn + (1− ψ)n
]
= nψ
[
ψn−1
ψn + (1− ψ)n − ψn
(
ψn−1
ψn + (1− ψ)n
)2
+ ψn
ψn−2
ψn + (1− ψ)n −
ψn−1
ψn + (1− ψ)n
]
= nψ
[
nψn−1
ψn + (1− ψ)n − ψn
ψ2n−2
[ψn + (1− ψ)n]2
]
= nψ
[
nψn−1
ψn + (1− ψ)n −
nψ2n−1
[ψn + (1− ψ)n]2
]
=
n2ψn
ψn + (1− ψ)n −
n2ψ2n
[ψn + (1− ψ)n]2 .
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It follows that:
lim
ψ→0+
(
lim
ω→0+
E[Yn]
)
= lim
ψ→0+
[
nψn
ψn + (1− ψ)n
]
= 0, where
nψn
ψn + (1− ψ)n = O(ψ
n−1)
lim
ψ→0+
(
lim
ω→0+
V [Yn]
)
= lim
ψ→0+
[
n2ψn
ψn + (1− ψ)n −
n2ψ2n
[ψn + (1− ψ)n]2
]
= 0, where
n2ψn
ψn + (1− ψ)n −
n2ψ2n
[ψn + (1− ψ)n]2 = O(ψ
n−1)
lim
ψ→1−
(
lim
ω→0+
E[Yn]
)
= lim
ψ→1−
[
nψn
ψn + (1− ψ)n
]
= n, where
nψn
ψn + (1− ψ)n = O(ψ − 1)
lim
ψ→1−
(
lim
ω→0+
V [Yn]
)
= lim
ψ→1−
[
n2ψn
ψn + (1− ψ)n −
n2ψ2n
[ψn + (1− ψ)n]2
]
= 0, where
n2ψn
ψn + (1− ψ)n −
n2ψ2n
[ψn + (1− ψ)n]2 = O(ψ
n)
Case 2.1 - Negative association (ω > 1) with an even number of trials (n = 2k):
lim
ω→+∞ τj = limω→+∞
∑n−j
i=0
(
n−j
i
)
ψi(1− ψ)n−j−iω(n−j−i)(i+j)∑n
i=0
(
n
i
)
ψi(1− ψ)n−iω(n−i)i
=
limω→+∞
∑n−j
i=0
(
n−j
i
)
ψi(1− ψ)n−j−iω(n−j−i)(i+j)
limω→+∞
∑n
i=0
(
n
i
)
ψi(1− ψ)n−iω(n−i)i
=
1
ψj
(
n−j
n
2−j
)(
n
n
2
) j ≤ n
2
, τj = O
(
1
ω
)
.
Therefore,
lim
ω→+∞E[Yn] = limω→+∞nψτ1 = nψ limω→+∞ τ1 = nψ
1
2ψ
=
n
2
lim
ω→+∞V [Yn] = limω→+∞nψη = limω→+∞nψ[τ1 − ψ(nτ
2
1 − (n− 1)τ2)] = nψ[ lim
ω→+∞ τ1 − ψ(n limω→+∞ τ
2
1 − (n− 1) lim
ω→+∞ τ2)]
= nψ
[
1
2ψ
− ψn
(
1
2ψ
)2
+ ψ(n− 1) n− 2
4(n− 1)ψ2
]
= nψ
[
1
2ψ
− ψn 1
4ψ2
+
n− 2
4ψ
]
= nψ
[
1
2ψ
− n
4ψ
+
n− 2
4ψ
]
= nψ
[
2− n+ n− 2
4ψ
]
= 0.
Case 2.2: Negative association (ω > 1) with an odd number of trials (n = 2k + 1):
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lim
ω→+∞ τj = limω→+∞
∑n−j
i=0
(
n−j
i
)
ψi(1− ψ)n−j−iω(n−j−i)(i+j)∑n
i=0
(
n
i
)
ψi(1− ψ)n−iω(n−i)i
=
limω→+∞
∑n−j
i=0
(
n−j
i
)
ψi(1− ψ)n−j−iω(n−j−i)(i+j)
limω→+∞
∑n
i=0
(
n
i
)
ψi(1− ψ)n−iω(n−i)i
=
1
ψj
R−1 + ψ
( nn−1
2
)
(
n−j
n−1
2
−j)
R−1
, j ≤ n− 1
2
, τj = O
(
1
ω2
)
.
where R =
(
n−j
n−1
2
−j+1)
(
n−j
n−1
2
−j)
− 1.
Therefore,
lim
ω→+∞E[Yn] = limω→+∞nψτ1 = nψ limω→+∞ τ1 = nψ
n−1
2 + ψ
nψ
=
n− 1
2
+ ψ
lim
ω→+∞V [Yn] = limω→+∞nψη = limω→+∞nψ[τ1 − ψ(nτ
2
1 − (n− 1)τ2)]
= nψ[ lim
ω→+∞ τ1 − ψ(n limω→+∞ τ
2
1 − (n− 1) lim
ω→+∞ τ2)]
= nψ
[
n−1
2 + ψ
nψ
− nψ
( n−1
2 + ψ
nψ
)2
+ (n− 1)ψ
( n−3
4 + ψ
nψ2
)]
= nψ
[
n−1
2 + ψ
nψ
− (
n−1
2 + ψ)
2
nψ
+
(n− 1) (n−34 + ψ)
nψ
]
= nψ
[
n−1
2 + ψ − (n−1)
2
4 − ψ2 − (n− 1)ψ + (n−1)(n−3)4 + (n− 1)ψ
nψ
]
= nψ
[
2n− 2 + 4ψ − n2 − 1 + 2n− 4ψ2 + n2 − 3n− n+ 3
4nψ
]
= nψ
[
4ψ − 4ψ2
4nψ
]
= ψ(1− ψ).
It follows that:
lim
ψ→0+
(
lim
ω→+∞E[Yn]
)
= lim
ψ→0+
[
n− 1
2
+ ψ
]
=
n− 1
2
, where
n− 1
2
+ ψ = O(ψ)
lim
ψ→0+
(
lim
ω→+∞V [Yn]
)
= lim
ψ→0+
[ψ(1− ψ)] = 0, where ψ(1− ψ) = O(ψ2)
lim
ψ→1−
(
lim
ω→+∞E[Yn]
)
= lim
ψ→1−
[
n− 1
2
+ ψ
]
=
n− 1
2
, where
n− 1
2
+ ψ = O(ψ − 1)
lim
ψ→1−
(
lim
ω→+∞V [Yn]
)
= lim
ψ→1−
[ψ(1− ψ)] = 0, where ψ(1− ψ) = O(ψ − 1)
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Combining these results, it is straightforward to notice that, in all the cases where the limit of the
variance is equal to 0, the random variable Yn degenerates to the limit of its expectation, LE , with
probability 1. Formally,
P (Yn = y) =
1 if y = LE0 otherwise =⇒ Yn d−−−−−−−−−−−→ω→0+ ∨ ω→+∞
ψ→0+ ∨ ψ→1−
δ[LE ],
where δ is the Dirac-Delta function δx0 [φ] = φ(x0).
Proposition 1. Let Yn ∼ (L)MBD(ψ, ω), n be the number of trials,
Z =
Yn − nψτ1√
nψη
d−−−−−→
n→+∞ N (0, 1),
where N is the Gaussian distribution.
Proof. Because of the symmetry of the joint distribution of (Z1, ..., Zn), it is always possible to
write:
E[Yn] = nE[Z1]
and
V [Yn] = nV [Z1] + n(n− 1)Cov[Z1, Z2].
Therefore, the Central Limit Theorem for dependent random variables can be applied to Yn, pro-
vided that the overall mean and variance behave ‘sensibly’.
Specifically, we refer to the central limit theorem for dependent classes of random variables derived
by Kaminski in (Kaminski, 2007):
7
Theorem. Let {Xi}i≥1 be a sequence of identically distributed random variables such that E|X1|2+ <
+∞ for some  > 0. Let V [X1] = σ2 and 1 be a positive number such that 1 < 2(1+) . Denote by
S =
∑n
i=1Xi the partial sum. Suppose that for sufficiently large k, the inequality
sup
{
|P
(
j⋂
i=1
{Xvi ≤ xvi}
)
−
j∏
i=1
P (Xvi ≤ xvi) : (xv1 , . . . , xvj ) ∈ Rj |
}
≤ (1− k−1)k−k1−j (1)
holds, where v1, . . . , vj is any choice of indices such that k
1 < v1 < · · · < vj ≤ k. Then:
S − E[S]
σ
√
n
d−→ N(0, 1) as n→∞.
It is important to underline that the left-hand side of condition 1 is only on the tailXk1 , Xk1+1, . . . , Xk
and it reflects the degree of dependence among Xv1 , . . . , Xvj (i.e. if Xv1 , . . . , Xvj are independent,
the left-hand side of inequality 1 is 0, otherwise it is a real positive number). Then, it is easy to
see that, for fixed k, the right-hand side of 1 tends to become larger as j increases.
In our case, a different number n of Bernoulli variables Z1, ..., Zn is required so as to satisfy in-
equality 1, depending on their average degree of dependence, ω. Condition 1 surely holds for any
ω if n→∞.
Theorem 2. Let Yn ∼ (L)MBD(ψ, ω), n be the number of trials and ψ = pi/τ1 ≥ 12 :
ω > 1⇒ ψ > pi
Proof.
pi(ψ, ω) = ψτ1
Now,
τ1 =
∑n−1
i=0
(
n−1
i
)
ψi(1− ψ)n−1−iω(n−1−i)(i+1)∑m
i=0
(
m
i
)
ψi(1− ψ)m−iω(n−i)i ≤ 1 ⇐⇒
Dn =
n−1∑
i=0
(
n− 1
i
)
ψi(1− ψ)n−1−iω(n−1−i)(i+1) −
n∑
i=0
(
n
i
)
ψi(1− ψ)n−iω(n−i)i ≤ 0
(2)
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The difference Dn can be factored as:
Dn =
∆(ψ − 1)(2ψ − 1)(ω − 1) if n is even∆(ψ − 1)(2ψ − 1)(ω − 1)(ω + 1) if n is odd (3)
where ∆ is a positive polynomial (only numeric proofs are possible and they are given in Tables 1-4
and in Figure 2) and D denotes the set of positive odd integers.
By expressions 2-3, it follows that:
τ1 ≤ 1 ⇐⇒ Dn ≤ 0 ⇐⇒
0 ≤ ψ ≤ 12 ∧ 0 ≤ ω ≤ 11
2 ≤ ψ < 1 ∧ ω ≥ 1.
This result is also shown in Figure 1, where red and black points correspond respectively to τ1 ≤ 1
and τ1 > 1, for different sample size n.
3 Concluding remarks
Our interest in the (L)MBD has been motivated by ensemble classification accuracy assessment:
in particular, our idea is to use the (L)MBD in order to describe the classification accuracy of an
ensemble of n classifiers. Namely, following such distribution, we can model the prediction accuracy
of the majority vote ensemble in the presence of dependent classifiers (with the same individual
probability of success pi) as:
Âc = 1− Fs(q) =
n∑
y=q+1
(
n
y
)
ψy(1− ψ)n−yω(n−y)y∑n
i=0
(
n
i
)
ψi(1− ψ)n−iω(n−i)i ,
where q =
n2 if n is evenn−1
2 if n is odd.
.
Specifically, in the RP ensemble classifier context (Cannings and Samworth, 2017), we proved
that (L)MBD is able to almost perfectly seize the actual intra-classifiers association using the ω
parameter and, thus, to better characterize and predict (with respect to both the Binomial and
Beta-Binomial models) the ensemble accuracy.
Moreover, as a consequence of Theorem 2, we have proved that the marginal probability of success
ψ of a set of n classifiers is larger than the common individual one, pi, only if the n classifiers are
negatively related (ω ≥ 1) to each other.
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Figure 1: Values of τ1 for ψ ∈ [0, 1], ω ∈ [0, 2]. Red and black points correspond respectively to τ1 ≤ 1 and
τ1 > 1.
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Table 1: Values of ∆ for ψ ∈ [0, 1], ω ∈ [0, 2] and n = 4.
Table 2: Values of ∆ for ψ ∈ [0, 1], ω ∈ [0, 2] and n = 5.
11
Table 3: Values of ∆ for ψ ∈ [0, 1], ω ∈ [0, 2] and n = 9.
Table 4: Values of ∆ for ψ ∈ [0, 1], ω ∈ [0, 2] and n = 12.
12
Figure 2: Values of ∆ for ψ ∈ [0, 1] according to different values of ω and n.
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