We estimate the interrelationships among economic institutions, political institutions, openness, and income levels, using identification through heteroskedasticity (IH). We split our cross-national dataset into two sub-samples: (i) colonies versus non-colonies; and (ii) continents aligned on an East-West versus those aligned on a North-South axis. We exploit the difference in the structural variances in these two sub-samples to gain identification. We find that democracy and the rule of law are both good for economic performance, but the latter has a much stronger impact on incomes. Openness (trade/GDP) has a negative impact on income levels and democracy, but a positive effect on rule of law. Higher income produces greater openness and better institutions, but these effects are not very strong. Rule of law and democracy tend to be mutually reinforcing. 1 We thank Vincent Hogan, Aart Kray and Ricardo Hausmann for very useful comments. We also thank the participants at the Macro Seminar at the World Bank for the comments and suggestions. All remaining errors are ours.
I. Introduction
What are the fundamental determinants of the large income gaps that separate different regions of the world? Are high incomes the result of good institutions, or is it economic wealth that enables high-quality institutions? How does democracy affect economic development? Is openness to international trade good for development? For democracy? For the quality of institutions? What role do geographical constraints and advantages play in driving all these? What are the relative contributions to patterns of global inequality of exogenous determinants such as geography versus man-made factors such as institutions?
These are some of the most important questions in the social sciences and among the thorniest to resolve empirically. An immediate difficulty has to do with measurement and quantification. How are concepts such as "institutions" and "geography" to be operationalized? In recent years, economists have developed a number of different proxies for these, which by now are quite common in the cross-country growth literature (even though they often baffle other social scientists). The quality of institutions, for example, is typically measured using survey-based perceptions of expropriation risk or the rule of law. Geography is typically quantified by looking at distance from the equator, an indicator of climate, or some measure of malaria risk.
The far greater difficulty arises with ascertaining causality. Each of the determinants listed above, with the possible exception of purely geographical variables, can be (and probably are) both a cause and an effect. Simple OLS regressions that relate, say, institutional quality and trade to income levels are likely to yield seriously biased results if used to infer the causal impact of right-hand side variables on the left-hand side variable. The standard solution to this conundrum in cross-national work has been to employ an instrumental-variable approach. This entails finding a variable (the instrument) that (a) is exogenous; (b) is correlated with the endogenous variable for which it is instrumenting; and (c) does not influence the dependent variable through any channel other than the relevant endogenous variable. Once such a variable is located, unbiased estimates of the causal effects can be recovered.
This approach has yielded considerable progress in recent years. Several papers in this line of work are particularly noteworthy. Frankel and Romer (FR, 1999) have used a gravity trade equation to derive the geographical component of trade, which they then used as an instrument to estimate the effect of trade on the level of income. Acemoglu, Johnson, and Robinson (AJR, 2001 ) have used the mortality rate of early European colonists to derive an instrument for institutional quality and to estimate the influence of institutions on incomes. Sachs (2003) has used an ecologically-based determinant of malaria incidence to estimate the impact of geography. Rodrik, Subramanian, and Trebbi (RST, 2002) have combined the FR and AJR instruments to run a "horse race" among institutions, trade, and geography and to examine their relative significance in the determination of income.
While the IV approach has paid off, it also has some drawbacks. Most importantly, the requirements for an instrument to be valid (as discussed briefly above) are quite demanding. In particular, it is difficult to come up with truly exogenous variables that also satisfy the exclusion restriction-i.e., indicators that can be argued to influence incomes solely through the determinant for which they are instrumenting. Consequently, the list of plausible instruments that can be used in this line of inquiry is extremely short (and the instruments mentioned in the previous paragraph come close to exhausting it). This results in just-identified specifications, restricts the range of questions that can be posed, and raises interpretational difficulties.
As a result, none of the previously mentioned papers can shed much light on the reverse causality running from income to institutions, trade, or public health. Doing so would require coming up with an instrumental variable for income--a variable that affects income but not any of its determinants. Perhaps for obvious reasons, no-one has yet embarked on such an effort. Also, existing instruments do not allow us to distinguish, say, between economic and political institutions and gauge their respective contributions to economic performance. 2 There are simply not enough good instruments to answer these important questions. In a similar vein, Dollar and Kraay (2003) have raised questions about the validity of using the AJR and FR instruments simultaneously in order to parse out the separate influences of trade and institutions on incomes, arguing that the predicted values for the endogenous regressors are too collinear and therefore inference is unreliable.
In this paper we pursue an alternative identification strategy which does not have these disadvantages. We rely on a novel approach called Identification through Heteroskedasticity (IH). The IH method does not require an instrumental variable. It achieves identification instead by exploiting plausible differences in the variances of error terms across sub-samples of the data. To see the intuition behind the IH method, consider the pair of equations that describe the relationship between income (y) and institutional quality (I):
where ε and ν are the random shocks to the income and institutions equations respectively. This is an unidentified system. The usual IV trick would be to find a variable that enters the institutions equation (2) but not equation (1). But suppose we can split our data into two sub-samples A and B such that the variance of the shock to the institutions equation ( 2 ν σ ) is larger in sub-sample A than it is in sub-sample B. This helps us uncover the structural parameters of the model without an instrumental variable. What the hypothesized difference in shocks in the two sub-samples means is that the scatter of observations in (y, I) space in sub-sample A is aligned more closely along the income equation (1) than it is in sub-sample B. In the limit, if the variance of ν is infinite in subsample A, the scatter of observations in that sub-sample would trace out the income equation (1) perfectly. More generally, as long as relative variances of the structural shocks differ across sub-samples, this difference provides us with a "probabilistic instrument", and allows us to solve the problem of identification.
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). In other words, splitting the sample adds two new unknowns (two additional variances), while generating three bits of useful information, and therefore identifies the system. Moreover, if our equations contain truly exogenous variables (such as distance from the equator), the system becomes over-identified. That in turn enables us to insert additional endogenous regressors. We shall describe our procedures in greater detail in the next section.
The IH method relies on two critical identification assumptions. First, the parameters of interest (i.e., β and θ in the above example) are identical in the different sub-samples. We consider this particular assumption to be innocuous, since it has long been the maintained assumption in the cross-national literature, where it is standard practice to pool the data for all countries in the sample. The second, and more critical identifying assumption is that we can split the data into sub-samples with different relative variances of the structural shocks. This is where we need to rely on prior assumptions and make plausible guesses.
In this paper we use two different splits. First we distinguish between countries that have been colonized by European powers and countries that have not. While both sets of countries exhibit wide variance in income levels (RST 2002) , the (unconditional) variance of incomes (and of other endogenous regressors) is typically larger in the noncolonized group than it is in the colonized group. Our maintained assumption here is that colonization is a homogenizing experience that reduces the variance of shocks to which countries have been subjected. Countries that have not been colonized by European powers have been open to a much wider array of influences and ruler types. Note that making this distinction between the two groups is not inconsistent with the assumption that the parameters of interest are stable across the two groups. Non-colonized countries may have had more heterogeneous outcomes in institutional arrangements (due to exogenous shocks), but that does not imply that the impact of institutions on incomes, or vice versa, is any different in that sample.
The second split we use relies on an argument made by Jared Diamond (1997) regarding how geography interacts with technology transfer. Diamond points out that it is easier for new seed varieties and other agricultural technologies to migrate on an EastWest axis than on a North-South axis. The reason is that moving in the North-South direction entails traversing different ecological and climatic zones, with attendant loss in the suitability and adaptability of agricultural innovations. Hence we split our sample between countries that are located in continents aligned on an East-West axis (Eurasian countries) versus those in continents aligned on a North-South axis (Africa and the Americas). Once again, the idea is that the relative magnitude of structural shocks will differ in the two samples without necessarily altering the parameters of interest. In particular, following Diamond we expect the variance of income shocks to be larger in the North-South sample than in the East-West sample.
One important feature of our methodology is that if both splits of the data are valid, then the coefficients should be the same across specifications. We perform this test and are unable to reject the overidentifying restrictions. Not only are the point estimates not statistically different, but our two splits produce remarkably similar coefficients. Finally, another advantage of our procedure is that because all the variances and coefficients are estimated we can compute a variance decomposition and evaluate the respective contributions of the explanatory variables to explaining the observed variance in outcomes.
We apply this approach to analyze the joint determination of four endogenous variables: incomes (GDP per capita), economic institutions (rule of law), political institutions (democracy), and integration (trade). Aside from these endogenous variables, our specifications include distance from the equator, population, and land area as exogenous regressors. Note that in contrast with the previous literature, we are able to estimate the impact of income levels on the other endogenous variables. Returning to the questions we posed at the opening of this paper, we find:
1. Democracy and the rule of law are both good for economic performance, but the latter has a much stronger impact on incomes (both statistically and quantitatively). Using the colony split, the estimated coefficient on rule of law is smaller than the OLS estimate-exactly as we would have expected in the presence of feedback from income.
2. Openness (trade/GDP) has a negative impact on income levels after we control for geography and institutions.
3. Countries located far from the equator are richer, although this effect is smaller when we use the geographical split. Interestingly, because distance to the equator has a sizable impact on our endogenous variables, it ends up explaining an important proportion of the variance in incomes. Using the colony/non-colony split, the proportion of the variance that is ultimately explained by distance from the equator is 20 percent.
4. Having a large land area or population is bad (in general) for economic performance. Even though the estimated coefficients for area are highly statistically significant, country size explains less than 7 percent of the variance in income.
5. Turning to the determinants of institutions, we find that higher income produces better institutions (but our estimates here are not terribly significant). This is true both for democracy and for rule of law. Income explains a little less than 10 percent of the variation in institutions.
6. Rule of law and democracy are generally mutually reinforcing and they tend to feed on each other. Greater rule of law produces more democracy, and vice versa. But the effects are not strong: the estimates are sometimes insignificant and in most cases they explain less than 10 percent of the variation.
7. Trade openness is good for the rule of law but bad for democracy. Trade's estimated (negative) impact on democracy is very significant, while its estimated (positive) impact on the rule of law is significant in one specification and insignificant in the other. The asymmetric effect of trade on economic and political institutions is one of our most striking findings. It is also a very robust result, surviving all the specifications we ran. Regarding the variance decomposition, however, openness contributes very little to the determination of institutions (less than 10 percent).
8. Distance from the equator has a significant effect on democracy and rule of law, and explains between 8 and 17 percent of the variation in democracy and between 22 and 40 percent of the variation of rule of law.
9. Income has a positive but small impact on the degree of openness. Democracy and rule of law have negligible effects on openness. The variance decomposition indicates a very small explanatory power of institutions on openness (less than 2 percent).
10. Finally, the most important variables determining the degree of openness are those related to geography: distance from the equator, land area and population. Taken together, they explain more that 50 percent of the variation in openness in the sample.
These results are generally quite robust to changes in the underlying specifications and the use of one split versus the other. We estimated the same system of equations using two different splits, and various different measures of openness, democracy, and institutions. In all these estimations the coefficients turned out to be relatively stable. In comparing our preferred specification to the ones from the sensitivity analysis, we find that coefficients that are significant in the former usually are also significant in the latter, with the same sign. The few cases in which the coefficients reverse signs are those where the coefficients are badly estimated (with large standard errors). However, we never found a single case in which the hypothesis of parameter stability could be rejected.
The plan of the paper is as follows. Section II presents our methodology in greater detail. Section III presents and discusses the results. Section IV discusses robustness and other issues. Section V concludes.
II. Solving the estimation problem
One of the thorniest problems in applied work is the presence of simultaneousequations bias. As we discussed in the introduction, the coefficients in equations (1) and (2) cannot be consistently estimated without the help of instrumental variables, which requires us to locate exogenous variables that belong in one of the equations but not the other. In particular, to estimate the impact of institutions on income through instrumental variables necessitates that there exist a variable (z) that is correlated with institutions but not with the innovation to the income equation:
This is an exclusion restriction that allows us to estimate the coefficient in the first equation (β). However, there are several applications in which this assumption cannot be imposed, and hence there does not exist a plausible instrument that can solve the problem of estimation. Furthermore, IV allows us to estimate one equation (the income equation in this example) but does not help us estimate the other (the institutions equation).
In this paper we use an alternative method-Identification through Heteroskedasticity (IH)-to deal with the simultaneous equations issues that are likely to be present in the joint determination of institutions, openness, and income. In this section we present the intuition of the procedure for a general multinomial system of equations assuming that all variables are endogenous. This is done to simplify the exposition. The more general case, including exogenous variables, is discussed below.
Assume that there is a set of N endogenous variables denoted by X , and assume that the "true" model (which is known as the structural form) is denoted as
where the matrix A is the matrix that characterizes the contemporaneous relationships among the endogenous variables. In general it is assumed that the diagonal of the matrix is equal to 1 (which is known as the normalization assumption). Our application is cross sectional and lags are not included in the specification. The constant terms are denoted by the vector c. The residuals ( ε ) are known as the structural shocks and in most macroeconomic and development applications they are assumed to be uncorrelated. In other words:
The reduced form of the model is given by (5)
with the reduced form residuals defined as
Although the structural form cannot be estimated, the reduced form can. In this particular case, we can estimate the reduced form constant terms and the covariance matrix of the reduced form residuals. In fact, these are the only statistics that can be obtained from the data.
The question of identification has to do with whether the structural coefficients can be recovered from the reduced form estimates. In general, the answer is no. For instance, the covariance matrix of the reduced form shocks is
Note that in a system with N endogenous variables the matrix A has 2 N terms, and the covariance matrix of the structural form residuals has N terms-which accounts for a total of ( )
unknowns. On the other hand, the covariance matrix of the reduced form residuals provides
equations-half of what is needed to solve the problem of estimation. This is indeed the standard problem of identification in simultaneous equations models. The number of reduced form coefficients-or moments that can be estimated from the reduced form-is smaller than the number of unknowns-or structural parameters.
The idea of identification through heteroskedasticity is to increase the number of available moments or equations such that the problem of identification can be solved. So let us assume that the sample can be split in two (s1 and s2) in a manner that satisfies the following properties: This structure only adds the assumption that the data has heteroskedasticity. All other aspects of the structure remain identical. This model assumes that the constant (c) and the set of coefficients on the endogenous matrix (A) are the same across the crosssection. The only difference is in the variance of the residuals of the structural equations across the two sub-samples. This change implies that the reduced form covariance matrix of each sub-sample now provides
equations. The order condition requires that the number of knowns be larger than or equal to the number of unknowns. The rank condition specifies that the knowns (or equations) have to be linearly independent. In standard linear systems of equations we test for the rank condition given that the order condition is satisfied. In other words, we count the number of equations and the number of unknowns. If the number of equations is larger than the unknowns we compute the rank of the matrix of the system. If that rank is larger than the number of unknowns then the system of equations has at least as many linearly independent equations as the number of unknowns; and therefore there is a solution.
In our case this is exactly what we can do. We assume the heteroskedasticity in the data, and count whether or not there are more moments in the data than the number of coefficients that have to be estimated. Assuming that such a condition is satisfied, then we can proceed and test if the estimates of the structural equation variances are different across sub-samples-which is equivalent to the rank condition.
It is important to highlight the identifying assumption in this procedure -the fact that the structural shocks are uncorrelated. If the shocks were correlated and there is no restriction on the variation of such covariance, then every heteroskedastic regime adds as many equations as unknowns, and the problem of identification could not be solved. Observe that there is a crucial difference between parameter stability and the covariance assumption. Parameter stability can be tested if there is enough regimes. The reason is that it can be estimated assuming that parameters are stable and check the overidentifying restrictions. The zero correlation assumption, on the other hand, cannot be tested. This is the identifying assumption, and therefore it is maintained. In our application, given that we are including income, institutional variables, openness, and geographical variables we believe that we are considering enough variables such that no additional variables are needed.
Finally, it should be obvious that heteroskedasticity can be combined with other assumptions (such as exclusion restrictions), in which case the system of equations will become overidentified. In our application, several of the variables in X can be considered exogenous (for example, geographical variables), and therefore, the problem of identification can be lessened.
The literature on identification through heteroskedasticity is based on the original intuition provided by Philip Wright (1928) . Wright indicates that we can solve the problem of identification if instead of moving the mean (which is the standard IV methodology) we find a variable that increases the variance of one of the equations to infinity. In other words, if the volatility of the innovations to the demand schedule is infinitely large in comparison to the volatility of the innovations in the supply schedule, effectively we only observe movements due to innovations to the demand, and therefore we can estimate the supply schedule directly. This is known today as "near identification" (Fisher 1976) .
Recently this methodology has been revisited and extended to time series and panel data. The most important innovation of this new literature is that the original intuition of taking the variance to infinity has been shown to be not required. It is enough to find a shift in the variances of the structural shocks that changes their relative importance. Leamer (1981) pointed out in the standard supply and demand framework that the admissible coefficients belong to a hyperbola. If the variances of the shocks shift, then the hyperbola rotates and the pivotal point is the pair of true coefficients. See Rigobon (2003) and Lewbel (2004) for the formal derivation. 4 Regarding the development of the theory in the times series literature see Sentana (1992) , Sentana and Fiorentini (2001) , and Rigobon (2003a) . For applications see in Caporale, et. al. (2002a) , Rigobon (2002a) , Rigobon and Sack (2003a) . In these papers the heteroskedasticity is modeled as a GARCH process and the authors use the heteroskedasticity in the time series mainly as a statistical method to achieve identification. See Rigobon (2002b Rigobon ( 2003b , Sack (2003b), Caporale teal. (2002b) for applications where the heteroskedasticity is described by regime shifts. In these papers economic events are used to determine the regimes. Additionally, see Rigobon and Sack (2002) and Evans and Lyons (2003) for applications of the identification through heteroskedasticity to event study estimation. Few applications have been applied to panel data in the literature. Hogan and Rigobon (2003) apply the method to a very large panel data to estimate the returns to education, where the regions of the UK are used as the different regimes. Klein and 
III. Results
In this section we apply the methodology described above to our problem. We are interested in estimating the relationships among income, political institutions (democracy), economic institutions (rule of law), openness, distance from the equator, land area, and population. 5 We assume that the last three are exogenous to the first four allowing us to have a large set of overidentifying restrictions. So our system includes four endogenous variables (income, democracy, rule of law, openness) and three exogenous variables (distance from equator, area, population). We allow the equation for each of the endogenous variables to include all the exogenous variables as well as the (other) endogenous variables.
The data come from the standard sources: Penn World Tables and World Development Indicators for economic data, Polity IV for indicators of democracy and constraint on the executive, and Knack and Keefer (1995) and for the rule of law. Table 1 shows the summary statistics of the variables included in most of the specifications. Vella (2003) also use heteroskedasticity to estimate the returns to education. They use a nonparametric model to describe the heteroskedasticity as a function of the regressors. Broda and Weinstein (2003) use the inequality constraints together with the heteroskedasticity to estimate the elasticities of substitution in models of trade to evaluate the gains from variety in the same spirit of Leamer's (1981) . Pattillo, Poirson, and Ricci (2003) use the IH method to identify the impact of external debt on growth. Hviding and Ricci (2003) investigate the impact of official reserves on exchange rate volatility. These last two papers use the regime shift methodology of times series to obtain the different groups in the population.
One important ingredient in the identification strategy (IH) is the split of the data in several groups. We assume that there are two groups in the sample in terms of their variances of the structural shocks. The assumption that the same A applies to both subsamples is innocuous, insofar as it is an implicit assumption made whenever we estimate the system by OLS or IV by pooling the two sub-samples. We use two criteria to split our sample in two different ways. First, we distinguish between countries that were colonized by Europeans and countries that were not. We rely here on the argument that colonization has been, relatively speaking, a homogenizing experience insofar as it has implied rule by a few metropolitan centers and the adoption of practices and institutions imposed from these centers. Everything else being the same, this historical experience should have reduced the variance of the structural shocks to which colonized countries have been subjected to, compared to non-colonized countries. Countries that have been occupied by Europeans for a relatively short period of time (fewer than 25 years) are not included in the colonized group.
6 Second, we split the data according to the way the continents are aligned, distinguishing between horizontal and vertical continents. Here we rely on an argument made by Jared Diamond (1997) regarding how geography interacts with technology transfer. Diamond points out that it is easier for new seed varieties and other agricultural technologies to migrate on an East-West axis than on a North-South axis. The reason is that moving in the North-South direction entails traversing different ecological and climatic zones, with attendant loss in the suitability and adaptability of agricultural innovations. Hence we split our sample between countries that are located in continents aligned on an East-West axis (Eurasian countries) versus those in continents aligned on a North-South axis (Africa and the Americas).
In the appendix we present the list of countries in each of the splits. Under the colony split we have 70 countries that have not being colonized by Europeans for a significant period of time, and 168 countries that have been. We do not have information about institutions, openness, etc. for all of them and the final sample constitutes 53 colonized countries and 33 not colonized countries. The geographical orientation split has fewer countries in the sample (Oceania is excluded). We have 98 countries that belong to continents that are horizontally aligned (Eurasia) and 59 countries in continents that are vertically aligned (Africa and the Americas). The final sample with all the data contains 43 countries in each sub-sample.
III.1 Openness, institutions, and income with OLS
As a first step, we show the results when the income equation is estimated using OLS without instruments. We estimate the following specification: , idem, irol, open, disteq, area , and pop are log output, democratic institutions, economic institutions (rule of law), log of openness (trade/GDP), distance from the equator (which is divided by 100), log of area, and log of population. This is the benchmark to which our estimates are going to be compared. We normalize each variable by its standard deviation in the whole sample to facilitate evaluation of the quantitative significance of the estimated coefficients.
The results of estimating the OLS on the full equation are summarized in Table 2 (t-statistics are reported under the coefficient estimates). The first coefficient indicates that an improvement in democratic institutions improves income significantly. The second estimate shows that an improvement in economic institutions -measured by the rule of law -also increases the income level, with a larger impact than democratic institutions. In this regression openness is not significant. This result appears when in the OLS regression several measures of institutions are included in the specification. Regarding the effect of geography, distance from the equator is associated with an improvement in the income levels, larger countries have higher incomes, and countries with large populations have smaller income levels (this last one is only marginally significant).
Instrumental variables versions of such a specification have been reported in work by AJR (2001), FR (1999), Easterly and Levine (2003) , RST (2002) , Dollar and Kraay (2002) , Alcala and Ciccone (2003) , and Sachs (2003) . Generally, these results point to an important causal impact of institutional quality, with all studies that have explicitly considered the role of institutions finding a strong effect. But the causal role played by trade and geography still remains controversial. For example, RST (2002) finds no significant role for trade once institutional quality is controlled, and AJR (2001), Easterly and Levine (2003) , and RST (2002) find only an indirect effect of geography (through institutional quality).
As we discussed earlier, IV estimates are subject to questions having to do with the plausibility and quality of the instruments selected. Moreover, none of these earlier studies is able to distinguish between economic and political institutions, and none can examine the full set of interactions among the endogenous variables. That is where the advantages of the current approach lie.
III.2 IH estimation
Our approach identifies the relationship among the endogenous variables not through instrumentation but by appealing to heteroskedasticity in the data. Because several of the variables under analysis (all the geography ones) are exogenous to income, institutions, and openness, we can impose some exclusion restrictions on the system. These improve the estimation, and can be used to test for overidentifying restrictions. In particular, we assume that the model takes the following form: where the pre-multiplying matrix is A, and where as before y, idem, irol, open, disteq, area, and pop denote output, democratic institutions, economic institutions (rule of law), openness, distance to the equator, area, and population, respectively. In the estimation we allow for different constant terms across the splits in the data.
As in the simple example, we assume that the covariance of the structural residuals is diagonal; in other words, these residuals truly reflect independent innovations to each of the observed variables. Observe that in matrix A we have imposed the assumption that distance, area, and population are exogenous to income, institutions, and openness-the coefficients of the lower-matrix 51 a to 74 a are all set equal to zero.
Moreover, we allow interrelationships among these three exogenous variables through the coefficients 65 a , 75 a , and 76 a , but with the assumption that distance from the equator is the most exogenous one, and population the least exogenous. In other words, we allow population to be a function of distance from equator and area, and area to be a function of distance from equator.
As was mentioned before we use two splits to estimate the model using the heteroskedasticity across the sub-samples. Both splits assume that the differences across groups are concentrated on their second moments and not on their A-matrix coefficients. In other words, our assumption is that the variances change but the coefficients in matrix A do not. One advantage of the IH methodology is that the parameter stability assumption can be tested. In our particular application this is best done by comparing the estimates from the different splits of the data.
The parameters of interest are the endogenous coefficients (matrix A), the structural variances in each of the regimes, and the intercepts. All of our estimation is performed by GMM, and the iteration process for convergence is as follows:
1. Given the parameters (matrix A, the structural variances, and intercepts) We compute the structural residuals in each regime
The identifying assumption is that the covariance terms of the structural shocks are zero. We compute these moment conditions for each regime and each pair of variables. 3. Finally, we minimize the moment conditions searching for the intercepts, variances and contemporaneous coefficients.
Note that in the construction of the moments we are conditioning on the split (this is not estimated, but assumed). An alternative would be to assume that countries belong to two different types differentiated only by their standard deviation. We could estimate that model where we do not have to commit to any ex-ante split of the data. This procedure would use the heteroskedasticity in the data as statistical means to solve the problem of identification. Although a significant part of the literature using heteroskedasticity -specially the one in which ARCH and GARCH models are fitted -is along this line, we believe that using an economic reason behind the identification has several advantages: First, we understand what the split is achieving and why. Second, because we have economic reasons to believe that the split changes the second moments but not the first moments or the contemporaneous coefficients we feel more comfortable with the outcome of the methodology and the assumption that the parameters are stable. Finally, using economic reasoning to construct the split, instead of random differences, eliminates some of the mysterious aspect of the identification.
The first question that arises is how different are the two sub-samples under these splits? Are the means statistically different? Are the second moments? The following two tables answer these questions. Table 3 shows the estimated constant terms (c's)-the structural intercepts-derived using the GMM procedure. For each split and variable, the first entry is the mean in sub-sample one (s1) and the second entry is the mean in the other sub-sample (s2). Below each mean we show the standard deviation of the mean and the t-statistic associated with the test for the equality of the means. As can be seen, the two sub-samples reveal no differences in means with respect to our four endogenous variables--income, democracy, rule of law, and openness. This result holds for both of our splits. Any significant difference in means across sub-samples is confined to some of our exogenous variables (distance from the equator and land area).
Our methodology relies on the assumption that second moments are statistically different across the sub-samples generated by our splits. In Table 4 we show the differences in the variances of all seven variables across the sub-samples. As before, these are the variances of the structural shocks after the model has been estimated using GMM. Remember that the identification requires heteroskedasticity of the structural shocks and not of the reduced form shocks.
As before, the first row for each split is the estimated standard deviation of the variable of interest; the second row is the standard deviation of this estimate; and the last row is the standard t-test for equality between the latter standard deviations. As can be seen, there are important differences here. In about half of the cases the standard deviations across the two sub-samples are statistically different. It is this feature of the data that enables us to estimate the coefficients using heteroskedasticity. If it were the case that second moments are not statistically different across splits identification would remain a hopeless task. The results when the data are organized according to the geography split (shown in the bottom panel in each table) produce very similar results regarding means and standard deviations. In general, there are no large differences in the means, but significant disparities in second moments.
We are now ready to discuss the results of interest. The estimates of matrix A using the colony variable to split the data are shown in Table 5 ; the estimates using geographical orientation are shown in Table 6 . In both Tables we present only the equations for income, democracy, rule of law, and openness. The equations for distance from the equator, area, and population are not presented as they are not of interest. Each table is organized as follows: The first equation is the income equation, which is a function of the other six variables. Each entry presents the point estimate and the t-stat. The coefficients in the table are the coefficients of the matrix multiplied by -1, so, they have the same signs as if we had run them on the right hand side, instead of on the left hand side. This is just for ease of presentation of the results and to simplify the discussion and comparison between these estimates and those form OLS. The second equation shows the determination of democratic institutions as a function of the other six variables, and so forth. All the variables have been normalized by their standard deviations and therefore the point estimates are comparable and have the same interpretation as those from Table 2 .
Before proceeding to interpret each equation it is important to point out the stability of the coefficients across the two splits of the data. Remember that the set of countries included in one of the splits is different from that included in the other. Hence, the grouping cuts the data from two very different perspectives, and still the estimates are close-not only statistically but also in magnitude. We can see this in a number of ways.
First, statistically speaking, we cannot reject the hypothesis that all the coefficient estimates are the same across the two splits; the F-test has a p-value of 0.14. Second, notice that the signs of the coefficients across the two tables are relatively consistent. For example, except for the non-significant coefficients the signs always agree across the two specifications. Third, the coefficients that are significant in one split are likely to be significant in the other or to be insignificant but of the same sign. For instance, in the first split there are 14 coefficients that are significant or borderline significant (t-stats larger than 1.80). From these coefficients, 6 have the same sign and are also significant in the second split, and only one has a different sign. That last coefficient is badly estimated and hence it is not statistically different from the coefficient estimated with the first split. Finally, the point estimates are close coefficient by coefficient. This strong robustness of the coefficient will be further highlighted below when we return to the sensitivity analysis, but as can be seen, the results seem to be quite robust so far.
We proceed equation by equation for the interpretation of the coefficients. The first equation in both tables summarizes the determinants of income. We find, in line with the existing literature, that the rule of law has a strong positive effect on income (although the estimated coefficient is only borderline significant with the colony split). Distance from the equator has a positive and significant effect in the first split, but an insignificant effect in the second split. Area and population enter significantly, although they have different signs from the OLS regressions -in fact, these coefficients are statistically different from those reported in Table 2 . Trade openness has a significant and negative effect on incomes in both splits. Note, however, that the estimated coefficient on openness is not statistically different from that in the OLS specification, mainly because the OLS coefficient is badly estimated. When only one of the two types of institutions is included in the OLS regression openness becomes significant, but when both are included the effect of openness disappears. So, the small effect is in part due to an aspect that has not been analyzed in the literature before. Finally, democracy enters with a positive sign in the income equation, but is (borderline) significant only with the colony split.
A standard result in the literature on institutions is that the estimated coefficient on institutions typically increases significantly when the income equation is estimated using IV rather than OLS (with settler mortality as an instrument for example). One explanation for this is the presence of errors-in-variables, which the instrumentation presumably corrects. Certainly this is a possibility; however, another potential reason for the IV coefficient to be larger than the OLS coefficient is that the instrument is invalidi.e., that settler mortality enters the income equation directly.
We cannot directly compare our results with the standard IV results because the literature using mortality as instrument only includes one type of institution (rule or law or a measure of expropriation) and we use two. Therefore, just for this discussion we reestimated the model eliminating the democracy variable. First, the OLS estimates are: This shows the usual result in the growth literature -the significant impact of rule of law and distance from the equator in explaining income differences in OLS specifications. If we apply the IH estimator to this data using the colony split, the results are as follows: Notice that the coefficient on the rule of law is statistically significant, but it is half of the OLS estimate. Also observe that the feedback coefficient (income on rule of law) is positive and hence the OLS coefficient should be biased upwards.
We now turn our attention to the determinants of the democratic institutions. Although some of the results in the income equation are known, very little work has been done to ascertain empirically how institutions are affected by income, the degree of openness, etc. We find that income has a positive (but statistically insignificant) effect on democratic institutions. We find that rule of law has a (marginally) significant coefficient in the democracy equation when the geography split is used, but this coefficient is negative and not significant when the colony split is used. There is a belief in the literature that institutions of different kinds reinforce each other and some of our results are suggestive of that. Third, and most strikingly, we find that openness is bad for democracy. This result is robust to the split (and even to changes in the definition of openness and of democratic institutions, as we discuss below). The effects are large and statistically significant. Distance from the equator has a positive impact on democratic institutions, although the effect is significant in only one of the specifications. The size of the country (measured as its area) has no impact on the quality of its democracy, while countries with larger populations are less democratic on average. This last effect is highly significant.
The results in the rule of law equation show some differences. On the one hand, income improves the quality of rule of law in the same way as it does for democracyalthough here the point estimate is larger and more significant. Additionally, better democracy improves the rule of law. The feedback effects in this case are larger and more significant than in the case of the impact of the rule of law on democratic institutions. Again, as we mentioned before, our methodology seems to be capturing the positive feedback between the quality of economic and political institutions. The main difference here is that in contrast to the case with democracy, openness improves the rule of law. The latter estimates are positive and significant in the first split, and just positive when the geography split is used. Putting these results together with the ones from the democracy equation we conclude that openness is working through institutions in two different ways. Countries that are more open tend to acquire better economic institutions, perhaps because this is required to better compete internationally. However, openness in general tends to weaken democratic institutions, perhaps because openness exacerbates distributional conflicts. This result also may help resolve some of the different findings found in the literature. If only one of the two institutions is included in an OLS equation for income, then the bias on the openness coefficient can go in either direction (considering that both institutions have positive impact on income).
Distance to the equator has a positive and significant effect on the quality of rule of law. In the case of the geography split this effect is large economically speaking. Regarding population and area, the message seems to be that larger countries seem to have worse quality of the rule of law, although the overall effect is small.
The openness equation reveals that the most important determinant of the degree of openness is income and geography. The level of income per capita has a positive impact on the degree of openness when the colony split is used, but it is insignificant in the other specification. Better democratic institutions or rule of law have a negligible impact on openness. Distance from the equator, area, and population have negative and significant effects on the degree of openness. Bigger countries are in general less open, and the closer they are to the equator the larger the share of trade.
One of the advantages of our procedure is that we can perform a variance decomposition, and determine the relative importance of each of the shocks. Given the estimates of matrix A, the structural residuals can be computed and the unconditional variance can be estimated from the sample:
The diagonal of this matrix is an estimate of the unconditional variance of the structural shocks. Given that variance we can compute the contribution of each shock to the variance of the observed variables. Denote In this variance decomposition we are already assuming that the structural shocks are uncorrelated. In Table 7 we show the variance decomposition implied by the colony split, and in Table 8 we present the variance decomposition when the geography split is used. The interpretation of these results is as follows. Again, let us concentrate equation by equation. In the income equation, innovations to income uncorrelated with the any of the other residuals explain 58 and 39 percent of the variance depending on the specification. In other words, geography and institutions explain roughly 40 to 60 percent of the income variation we observe today. The two measures of institutions contribute from 9 to 32 percent of the variation of income while distance to the equator explains a little more than 20 percent. Indeed, all the geographic variables together explain less than 30 percent of the variation.
Regarding democratic institutions 70 percent of the variation is unexplained -or explained by own innovations. Rule of law explains only 5 percent of the variation, while openness explains a little more (almost 10 percent in the colony split). Distance to the equator has a larger effect, while area and population explain almost nothing.
Rule of law, on the other hand, is much better explained by the explanatory variables. Democracy and distance from the equator explain more than 40 percent of the variation, while area, population and income explain an additional 10 percent.
Finally, openness is also well explained by the explanatory variables. Only 33 to 43 percent of the variation is explained by innovations to openness alone. Interestingly, income and institutions have small explanatory power on openness and it is the geographical characteristics that are the most important determinants.
IV. Discussion

IV.1 Robustness
The results we presented have been subjected to several sensitivity tests. First, we have substituted the variable "constraints on the executive" for democracy without major changes in the results. Second, we have also tried several definitions for rule of law. When we use the rule of law measures from Political Risk Services (Knack and Keefer 1995) averaged for the 1980s and 1990s, respectively, the results are almost identical. Third, we tried several standard measures of openness. When openness from the Penn World Tables is used (instead of the WDI measure) the estimates become less significant but the signs remain the same as those presented here. Finally, we also modified the definition of colonization including as "colonized" those countries where there was any presence of Europeans. The results are almost identical. Therefore, our findings are generally robust to redefinitions of the variables, exclusion of some countries, and changes in the split. The general message (signs and significance of the relationship) survived this sensitivity exercise.
IV.2 Testing the model
Even though the model is overidentified and therefore we can either test the overidentification or allow some coefficients to change across the sub-sample, it is important to understand that not all coefficients are overidentified.
In particular, the overidentified coefficients in our model are those in the distance from the equator, area, and population equations (the exogenous variables); the other coefficients are just identified. Consequently, our test of overidentification is confined to evaluating the stability of the coefficients in the equations for the exogenous variables. We did not reject the overidentifying restrictions for these equations. But it is important to recognize the limitation of this result. This just states that the coefficients in the exogenous variables equations-how much area and population are explaining distance from the equator and vice-versa-are stable, and not that the coefficients of interest are stable.
An interesting exercise would be to expand the splits used in this paper to achieve overidentification of all the endogenous interactions and determine if the coefficients are different across sub-samples. This can be achieved if the data is a panel, for example, and we use decades as different splits. Unfortunately, in this paper, the assumption that the coefficients in the four equations of interest are stable across the samples has to remain a maintained assumption.
IV.3 OLS versus IV
The IV literature estimating the impact of institutions on income usually finds that the coefficient is larger than the OLS estimate. There are several potential explanations for this. First, there may be large errors-in-variables and settler mortality can be instrumenting for it. Second, the feedback from income to institutions could be negative. Third, the instrument may be invalid in that it belongs in the income equation. The results we have presented help resolve this ambiguity.
First, we find that the feedback is in general positive-as the standard intuition would suggest. Richer countries in general can afford better institutions. We also find that variables that are highly correlated with settler mortality-such as distance to the equator-enter the income equation, suggesting that part of the upward bias in the IV estimates could be the result of the instrument not being entirely valid.
Finally, there is the question of whether IH can deal directly with the errors-invariables in the data. The model that we have presented relies on the assumption that heteroskedasticity exists in the data, and that this heteroskedasticity is the outcome of differences in the variances of the structural shocks. As a result, the methodology can deal with errors in variables if we can assume that the variance of the errors-in-variables' shock remains unchanged across the splits. In other words, we have to assume that the change in the variance that is observed across sub-samples still is due to a shift in the structural variances and not to the fact that some sub-sample has a larger error-invariables than the other. This implies that to deal with errors-in-variables we require a somewhat strong assumption. If the split would have been performed by separating developed and developing economies it is clear that this assumption would have been wrong. But our splits are based on geographical alignment and according to whether countries were colonized or not. Therefore, developed and developing economies are both represented in the sub-samples. 7 Thus, this assumption could perhaps be justified. Consequently, the fact that we can deal with some form of errors in variables is a major advantage of our procedure. By contrast, the IV literature assumes that the instrument is orthogonal to both the income shocks and to the measurement errors in the institutions.
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V. Conclusions
The approach we have taken here serves as a useful robustness check on a large, important, and influential body of research on the determinants of income differences across countries. It also allows us to probe further on the interrelationships among the endogenous variables than the IV literature has been able to do. Some of our results reinforce findings that have already been reported: most importantly, we find a strong causal impact from economic institutions (rule of law) to incomes. Others are novel: one of our most intriguing results is the strong negative effect of trade openness on democracy. Yet other results weigh in on one side of prevailing controversies: for example, our findings on the impact of openness on incomes are in line with papers that have reported negative or insignificant results (e.g. RST) and contradict papers with positive results (e.g., FR).
In closing, we emphasize the need to subject the IH approach itself to further robustness checks. As we indicated above, it would be useful to come up with plausible alternative splits and to be able to test for coefficient stability across sub-samples directly.
7 Some of the poorer countries in the world, namely Ethiopia and Afghanistan, have never been colonized. 8 The error in variables is equivalent to a common shock and the relaxation of the assumption that the structural shocks have zero covariance. To solve the problem of identification we were to need additional regimes. See Rigobon and Sack (2003b) for a model in which the zero covariance of the structural shocks is relaxed. See also Hogan and Rigobon (2002) . 
