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abstract Conventional optimization approaches, such as Linear Programming,
Dynamic Programming and Branch-and-Bound methods are well established for solving
relatively simple scheduling problems. Algorithms such as Simulated Annealing, Taboo
Search and Genetic Algorithms (GA) have recently been applied to large combinatorial
problems. Owing to the complex nature of these problems it is often impossible to search
the whole problem space and an optimal solution cannot, therefore, be guaranteed. A Bi-
Criteria Genetic Algorithm (BCGA) has been developed for the scheduling of complex
products with multiple resource constraints and deep product structure. This GA identi® es
and corrects infeasible schedules and takes account of the early supply of components and
assemblies, late delivery of ® nal products and capacity utilization. The research has used
manufacturing data obtained from a capital goods company. Genetic Algorithms include
a number of parameters, including the probabilities of crossover and mutation, the
population size and the number of generations. The BCGA scheduling tool provides 16
alternative crossover operations and eight diþ erent mutation mechanisms. The overall
objective of this study was to develop an eý cient design-of-experiments approach to identify
genetic algorithm operators and parameters that produce solutions with minimum total
cost. The case studies were based upon a complex, computationally intensive scheduling
problem that was insoluble using conventional approaches. This paper describes an eý cient
sequential experimental strategy that enabled this work to be performed within a reasonable
time. The ® rst stage was a screening experiment, which had a fractional factorial embedded
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within a half Latin-square design. The second stage was a half-fraction design with a
reduced number of GA operators. The results are compared with previous studies. It is
demonstrated that, in this case, improved GA performance was achieved using the
experimental strategy proposed. The appropriate genetic operators and parameters may be
case speci® c, leading to the view that experimental design may be the best way to proceed
when ® nding the `best’ combination of GA operators and parameters.
1 Introduction
A Bi-Criteria Genetic Algorithm (BCGA) has been developed for scheduling
complex products with multiple resource constraints and deep product structure
(Pongcharoen et al., 1999). This approach includes a repair process that corrects
infeasible schedules. The algorithm minimizes penalties due to the early supply of
components and assemblies and the late delivery of ® nal products, whilst ensuring
that resources are not overloaded.
Genetic Algorithms include a number of parameters, including the probabilities
of crossover and mutation, the population size and the number of generations.
Table 1 lists 16 crossover operations. Table 2 shows 8 diþ erent mutation mecha-
nisms. Further details of these are provided in the appendix. All the operators
indicated with one tick are implemented in the GA scheduling program. Those
Table 1. Crossover operations
Initial Description Reference BCGA
CX Cycling crossover Oliver et al. (1987)
ER Edge recombination Whitley et al. (1989)
EERX Enhanced edge recombination crossover Starkweather et al. (1991)
AEX Alternating edges crossover Greþ ensette et al. (1985)
MPX Maximal preservation crossover Mhlenbein et al. (1992)
1PX One point crossover Murata & Ishibuchi (1994)
OX Order crossover Davis (1985)
PBX Position based crossover Syswerda (1991)
IPX Independent position crossover Murata & Ishibuchi (1994)
PMX Partial matching crossover Goldberg & Lingle (1985)
LOX Linear order crossover Falkenauer & Bouþ oix (1991)
SCX Sub-tour chunk crossover Greþ ensette et al. (1985)
2PEX Two point end crossover Murata & Ishibuchi (1994)
2PCX Two point centre crossover Murata & Ishibuchi, (1994)
2PECX Two point end/centre crossover Murata & Ishibuchi (1994)
DX Diagonal (three parent) crossover Eiben et al. (1989)
Table 2. Mutation operations
Initial Description Reference BCGA
2OAS Two operations adjacent swap Murata & Ishibuchi (1994)
3OAS Three operations adjacent swap Murata & Ishibuchi (1994)
2ORS Two operations random swap Murata & Ishibuchi (1994)
3ORS Three operations random swap Murata & Ishibuchi (1994)
IM Inverse mutation Goldberg (1989)
SOM Shift operation mutation Murata & Ishibuchi (1994)
CIM Centre Inverse mutation Tralle (2000)
E2ORS Enhanced two operations random swap Tralle (2000)
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with double ticks were investigated in the experimental program described in this
paper.
The overall objective of this study was to develop an eý cient design of experi-
ments approach to identify genetic algorithm operators and parameters that
produce solutions with minimum total costs. The large example from Pongcharoen
et al. (2000a, 2000b) was chosen as the case study for this work. The problem
consists of two products that have four levels of product structure and require 118
machining and 17 assembly operations on 17 resources.
2 Bi-Criteria Genetic Algorithms for scheduling complex products
The GA scheduling approach used in this paper is shown in Fig. 1 and is described
in detail in Pongcharoen et al. (2000a, 2000b).
Each operation is encoded into a gene, which has two parts. The ® rst is the
operation number. The second is the part code, which is the primary key through
which information on resource requirements, process times, due date and assembly
relationships can be obtained. These genes are randomly combined to produce a
population of chromosomes, each of which represents a schedule. Chromosomes
are then randomly selected from the population as candidates for the genetic
operations of crossover andmutation.Most of the chromosomes produced represent
infeasible schedules. The general procedure for GA developed by Goldberg (1989)
has been modi® ed to include a repair process. This ensures that: (i) operations are
in the correct order; (ii) components and subassemblies are sequenced before their
subsequent assembly; (iii) deadlock situations are avoided; and ® nally (iv) the
schedule derived from the sequence does not cause resources to be overloaded. A
® tness function then evaluates each chromosome (schedule) in terms of the total
sum of earliness and tardiness costs. The ® nal stage of the Genetic Algorithm is to
select the same number of chromosomes as the initial population for the next
generation. The probability of survival, and the number of replicates of a chromo-
some, is determined from its ® tness using the roulette wheel (Goldberg 1989).
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Fig. 1. A general structure of Genetic Algorithms developed for production scheduling.
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Table 3. Embedded ® rst (screening) stage design
Crossover operators
Mutation
operators CX EERX MPX 1PX OX PBX PMX 2PCX
2OAS A D C B
3OAS B A D C
2ORS C B A D
3ORS D C B A
IM D C B A
SOM D C B A
E2ORS D C B A
CIM D C B A
Parameter settings Coded parameter settings
Combine P/G %C %M Combine P/G %C %M
A 60/20 0.9 0.18 A 1 1 1
B 60/20 0.3 0.02 B 1 2 1 2 1
C 20/60 0.3 0.18 C 2 1 2 1 1
D 20/60 0.9 0.02 D 2 1 1 2 1
3 Screening experiment
A sequential experimental strategy was adopted to identify the genetic operators
and parameters that produce the best results with minimum total cost. The factors
considered in the screening experiment were the combination of population size
and the number of generations (P/G), the probabilities of crossover (%C) and
mutation (%M), the crossover (COP) and mutation operators (MOP). Pong-
charoen et al. (1999) found that the number of generations and population size
were both signi® cant factors. They in¯ uence the amount of search and the program
execution time since the total number of chromosomes is equal to the number of
chromosomes in each generation (the population) times the number of generations.
In this work, since the number of runs of the GA equals the product of the
population size and the number of generations, this product was held constant.
The screening experiment, shown in Table 3 is an L4 fractional factorial design
(with alias structure A 5 BC, B 5 AC, C 5 AB in standard coding) embedded
within an eight-level Latin Square. The total number of combinations of factors
and levels was 82 3 23 5 512. Each run had a run time of up to 2.5 hours. A full
factorial experiment may therefore take 1280 hours. The screening experiment
involved 32 trials, replicated using two random seeds, which took less than 80
hours. It can be seen that the design adopted saved a considerable amount of time
and resources.
3.1 Screening experiment results
The screening results were analysed using the general linear model form of ANOVA,
which uses matrix manipulations as the basis for analysis (Draper & Smith 1966).
This is one of the most eþ ective ways of analysing a balanced combination of
categorical and non-categorical factors. The screening stage did not have enough
degrees of freedom to estimate the eþ ect of an interaction, if any, between the
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Table 4. Screening experiment analysis of variance
Source DF SS MS F P
P/G 1 243.48 243.48 7.06 0.011
%C 1 195.78 195.78 5.68 0.022
%M 1 21.39 21.39 0.62 0.435
COP 7 232.58 33.23 0.96 0.470
MOP 7 164.23 23.46 0.68 0.688
Seed 1 4.96 4.96 0.14 0.706
Seed * %M 1 55.66 55.66 1.61 0.211
Seed * %C 1 43.82 43.82 1.27 0.266
Seed * P/G 1 76.15 76.15 2.21 0.145
Error 42 1448.25 34.48
Total 63 2486.30
operators. Since neither was singularly signi® cant this was not considered important
at this stage. The analysis of variance for the two replicates of the screening
experiment is shown in Table 4. It includes estimates of all the main eþ ects as well
as the two-way interactions between the random seed and the probability of
mutation, crossover and the P/G combination. The seed interaction was investi-
gated because it is a potential nuisance factor. It can be seen that there is some
indication that there may be a diþ erence between seeds with regard to the eþ ect
of P/G. It is not advisable to ignore p values of less than 0.2 in screening
experiments with low power (Sexton et al., 2000). Many screening experiments
consider eþ ects with much larger p values than this as potentially signi® cant (Box
& Liu, 1999).
Table 4 shows that the factors, population/generation (P/G) combination and
the probability of crossover, were signi® cant. From earlier work (Pongcharoen et
al., 2000a, 2000b), it was known that the P/G *%M interaction was likely to be
active. This was confounded with %C in the screening experiment, which may
explain why this factor appears signi® cant. The AB, AC and BC interactions are
confounded with the main eþ ects so they cannot be estimated separately.
ANOVA assumes that there is common residual variance across the design space.
To test this, the log of half the squared diþ erence between paired results (the logged
standard deviation) obtained with the two random number seeds was considered.
No signi® cant eþ ect was observed. Grove & Davis (1992) describe this approach.
The results of the analysis of variance for the screening experiment did not
® nd the crossover and mutation operators to be statistically signi® cant. However,
Table 5 shows that there are diþ erences in the results obtained with diþ erent
Table 5. Relative performance of crossover and mutation operators
Crossover Standard Mutation Standard
operators Mean deviation operators Mean deviation
EERX 103.2 2.28 2OAS 104.6 2.28
CX 104.5 2.28 IM 105.4 2.28
PBX 105.3 2.28 CIM 105.4 2.28
1PX 107.0 2.28 SOM 105.9 2.28
PMX 107.3 2.28 2ORS 106.1 2.28
MPX 107.6 2.28 E2ORS 107.7 2.28
OX 108.6 2.28 3ORS 108.0 2.28
2PCX 109.6 2.28 3OAS 110.0 2.28
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operators, which are of practical signi® cance. It can be seen that the enhanced
edge recombination crossover (EERX) algorithm had the lowest mean penalty costs,
whilst the two-point centre crossover (2PCX) had the highest mean. Similarly, the
two-operation adjacent swap (2OAS) mutation operator produced the `best’ mean
result, whilst the three-operation adjacent swap (3OAS) produced the `worst’ . If
real, these diþ erences could be established as signi® cant if greater statistical power
were applied, by increasing the number of replicates.
3.2 Second stage experiment
A second experiment was designed to explore further the relative performance of
some of the genetic operators. The experimental design for the second stage was
a 25± 1IV design, which included the same levels of population/generation combination
and probabilities of crossover and mutation used in the screening experiment.
However, only the highest and lowest scoring crossover and mutation operators
from the screening stage were considered. Note that in the ® rst two (of four)
replications of this L16 design only 14 of the 16 combinations were additional runs,
as the other two had already been completed during the screening stage. Block
eþ ects do not exist in simulation studies, so this involved no added complexity.
3.3 Second stage results
Table 6 shows the analysis of variance for the statistically signi® cant factors and
their interactions.
The probability of mutation appears to be important. Better results were achieved
with higher probabilities. This con® rms the earlier ® ndings from Pongcharoen et al.
(2000a, 2000b). But in another study, using Genetic Algorithms to optimize the
operation of a water pipeline system (Simpson and Goldberg, 1994) it was found
that the mutation probability was insigni® cant. The screening stage here also found
the probability of mutation to be statistically insigni® cant. The crossover probability
is not found to be statistically signi® cant within the range considered here,
con® rming the ® ndings of earlier studies. This factor was signalled as signi® cant
by the screening stage but the estimate was confounded with the P/G-Mutation
interaction in that case. The P/G combination was found to be signi® cant in earlier
work but not here. It appears that the signi® cance of factors may be aþ ected by
Table 6. Analysis of variance for the investigation of the signi® cance of genetic
operators
Source DF SS MS F P
%M 1 101.01 101.01 7.36 0.009
%C 1 27.38 27.38 1.99 0.164
MOP 1 116.42 116.42 8.84 0.005
COP 1 138.58 138.58 10.09 0.003
P/G 1 0.63 0.63 0.05 0.832
Seed 3 54.14 18.05 1.31 0.280
COP * P/G 1 56.91 56.91 4.14 0.047
Seed * %C 3 107.51 35.84 2.61 0.061
Error 51 700.30 13.73
Total 63 1302.88
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Table 7. Relative performance of crossover and mutation operators
Standard
Crossover and mutation operators Mean deviation
Enhanced Edge Recombination Crossover (EERX) 105.5 0.692
Two-Points Centre Crossover (2PCX) 108.4 0.692
Two-Operations Adjacent Swap (2OAS) 105.4 0.692
Three-Operations Adjacent Swap (3OAS) 108.5 0.692
either the speci® c GA application, or the particular operators used. More research
is needed in this area.
The crossover and mutation operators were statistically signi® cant in the second
stage experiment. All the other factors are either signi® cant on their own, or in
conjunction with other factors (as interactions). Thus, the eþ ect of diþ erent seeds
needs to be considered when setting an optimum level for the probability of
crossover, and the selection of a crossover operator has an eþ ect upon the choice
of P/G level. These tests are more conclusive than the screening experiment
because there are fewer factor levels considered (only the operators that looked
good candidates were chosen). Increased statistical power was achieved from extra
replicates, with diþ erent seeds. Additional replicates were run until the statistical
power was suý cient to identify the statistical signi® cance of the genetic operators.
After two replicates, only the mutation operators had not been established as
statistically signi® cant. A ln(y) data transformation was considered due to the
possibility of a non-homogenous variance. There was no evidence of this. Both
histograms of residuals and probability plots produced satisfactory results. The
relative performance of the operators considered is shown in Table 7.
It can be seen that the best results were obtained with the enhanced edge
recombination crossover (EERX) and the two-point adjacent swap (2OAS) muta-
tion operator. These results con® rm and enhance those obtained in the screening
experiment. The standard deviation was reduced from 2.28 down to 0.692, which
was due to improved statistical power. Table 8 shows a regression model, with
operators coded as integer values ( 2 1 or +1). The interaction COP*P/G has a
negative value. The better operator EERX is coded as 2 1. This result indicates
that a low value of P/G should be chosen to get the best result with this operator.
The interactions between factors are shown in Fig. 2. With a high value of P/G,
EERX produces slightly better results than 2PCX, but with a low value of P/G,
the diþ erence is more pronounced.
This information can be used to determine the optimum combination of the
Genetic Algorithm operators and parameters. The levels of the factors that lead to
the lowest penalty costs are: crossover operator EERX and mutation operator
Table 8. Regression analysis
Standard
Predictor Coeý cient deviation P value
Constant 106.975 0.485 0.000
COP +1.4715 0.485 0.004
MOP 2 1.5615 0.485 0.002
%M 2 1.2563 0.485 0.012
CDP * P/G 2 0.9430 0.485 0.057
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Fig. 2. Interaction diagram for P/G combination and crossover operator.
2OAS, a low setting of P/G, a high probability of mutation and, based upon
screening experiment ® ndings, a low probability of crossover. A test with more
statistical power might ® nd that the probability of crossover is signi® cant.
The coeý cients in Table 8 can be used to predict the optimum penalty cost:
Penalty cost
5 £106 975 + 1471.5(COP) 2 1561.8(MOP) 2 1256.3(%M) 2 943(CDP*P/G)
5 £106 975 2 1471.5 2 1561.8 2 1256.3 2 943.0 5 £101 520
The population-generation and probability factors identi® ed are the best over the
range of operators tested. It also seems that several of the operators will perform
well at these settings. However, the model suggests that even better results may be
obtained with a higher mutation probability than 0.18. This is the subject of further
work. Again this is evidence as with earlier ® ndings that the optimum values for
these settings are case speci® c.
The ® ndings diþ er from the earlier work with regards to the setting of P/G. In
Pongcharoen et al. (2000a, 2000b) the best setting was a high P/G combination
but in that work the operators 1PX and IM were used. In another study (Garzon
et al., 2000), both the probability of mutation and crossover were found to be
statistically signi® cant. This is all further evidence that the importance of particular
factors may be case, application or ® tness function speci® c. This suggests that
further work would be valuable.
4 Conclusions
The performance of the Genetic Algorithm scheduling tool is in¯ uenced by a large
number of factors. The investigation of these requires an eý cient experimental
design to enable the work to be performed within a reasonable time. A sequential
strategy was adopted. A screening experiment was performed in which a fractional
factorial was embedded within a half Latin Square. This is a novel experimental
design. At this stage it was found that the population/generation (P/G) combination
and the probability of crossover were statistically signi® cant. Although the operators
used were not statistically signi® cant, diþ erences in performance were obtained
which were of practical importance.
The second stage experiment used a half-fraction design with a reduced number
of GA operators. This increased the statistical power of the tests. It showed that
the choice of operators was statistically signi® cant. It also revealed interactions
between the population/generation combination and the crossover operator used.
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The low level of P/G combination produced the best results when used with the
Enhanced Edge Recombination crossover operator.
The use of experimental design has been very eþ ective in minimizing the amount
of time and computational resources required. The identi® cation of interactions
between factors and the variety of diþ erent ® ndings emerging from previous work
suggests that appropriate GA operators and parameters may be case dependent.
The use of eý cient experimental designs to establish the best operators and
parameters for particular applications appears to be a good strategy.
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Appendices
Crossover operations
Cycling crossover (Oliver et al., 1987)
Parent 1 1 2 3 4 5 6 7 8 
Child 1 1 2 6 3 5 4 7 8 
Child 2 1 8 3 4 2 6 7 5 
Parent 2 1 8 6 3 2 4 7 5 
Fig. 3. Cycling crossover.
A position of chromosome from parent 1 is randomly chosen (marked) and then
the selected gene is placed into child 1. The same position of chromosome from
child 2 is performed in the same way from parent 2. The gene from parent 2 is
indicated as the position of the string from parent 1 for the next operation. The
operator is repeated until a cycle is found. Then, the rest of genes are directly
copied from parent 2 into child 1. This process is repeated in the opposite direction
to produce the another child.
Edge recombination crossover (Whitley et al., 1989)
Gene: Edge List 
Parent 1 1 2 3 4 5 6 7 8      1 : 2, 6, 8 
             2 : 1, 3, 5 
Child 1 1 2 3 4 8 7 5 6      3 : 2, 4, 6 
              4 : 3, 5, 8 
Child 2 2 1 8 4 3 5 7 6      5 : 2, 4, 6, 7 
              6 : 1, 3, 5, 7 
Parent 2 2 1 6 3 4 8 7 5      7 : 5 ,6, 8 
              8 : 1, 4, 7 
Fig. 4. Edge recombination crossover.
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Edge Lists are de® ned from the neighbour gene. At the beginning, a gene is
randomly selected from the parents. In this case, gene 1 is chosen from parent 1
(marked). Then the next gene would be randomly selected from the edge lists of
gene 1, which are genes 2, 6 and 8. However, the gene with least adjacent edges
would be done ® rst as it is here between 2 and 8. The process is repeated until
child 1 is ful® lled and then it is also redone for child 2 as well.
Enhanced edge recombination crossover (Starkweather et al., 1991)
Gene: Edge List 
Parent 1 1 2 3 4 5 6 7 8      1 : (2), 6, 8 
              2 : (1), 3, 5 
Child 1 1 2 3 4 8 7 6 5      3 : 2, (4), 6 
              4 : (3), 5, 8 
Child 2 2 1 3 4 8 7 5 6      5 : 2, 4, 6, 7 
              6 : 1, 3, 5, 7 
Parent 2 2 1 6 3 4 8 7 5      7 : 6 ,5, (8) 
             8 : 1, 4, (7) 
Fig. 5. Enhanced edge recombination crossover.
This operator is sometimes called the improved edge recombination crossover. The
edge lists are de® ned as the same way except that the duplicated genes are marked
within the brackets. The operator performs in the same way as normal edge
recombination, but priority is given to the duplicated gene ® rst.
Maximal preservation crossover (MuÈ hlenbein et al., 1992)
Parent 1 1 2 3 4 5 6 7 8 
Child 7 2 1 3 4 5 6 8 
           
Parent 2 2 1 6 3 4 8 7 5 
Fig. 6. Maximal preservation crossover.
This operator is quite similar to the mechanism of a sub-tour chunk crossover
operator. However, the sub-tour length can be determined between a quarter to a
half a parent length. The sub-tour is selected from parent 1 and then located in
the child by referring the position of the ® rst gene in the sub-tour with parent 2
(marked). The remaining genes are inherited from parent 2 by starting from the
mark.
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One-point crossover (Murata & Ishibuchi, 1994)
Parent 1 1 2 3 4 5 6 7 8 
Child 1 2 3 4 6 8 7 5 
Parent 2 2 1 6 3 4 8 7 5 
Fig. 7. One point crossover.
A point is randomly selected to separate a parent into two sections. The ® rst
section is directly copied into the child. The remaining genes of the child are
orderly ful® lled from another parent. The process is then repeated again in the
opposite direction to produce the second child.
Order crossover (Davis, 1985)
Parent 1 1 2 3 4  5 6 7 8 
Child 1 8 3 4  5 6 7 2 
Parent 2 2 1 6 3 4 8 7 5 
Fig. 8. Order crossover.
Two points are randomly selected from parents and placed into the child. The
remaining genes are then placed from another parent by starting at the second point
(marked). If a gene is repeated, it is orderly replaced by the next position of the gene.
Partially mapped crossover (Goldberg & Lingle, 1985)
Parent 1 1 2 3 4 5 6 7 8 
Child 7 8 3 4 5 1 6 2 
Parent 2 7 8 1 2 6 3 5 4 
Fig. 9. Partially mapped crossover.
This operator may also be called partial matching crossover. Two points are
randomly chosen on the string. The middle sections, called the mapping sections,
are then mapped across onto the child. This crossover gives the mapping couples
(3, 1), (4, 2) and (5, 6). So in parent 2, the gene number 3 indicates the position
(marked) where gene number 1 will be placed in the child. The procedure is
repeated for all couples. The remaining genes are inherited from parent 2.
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Position based crossover (Syswerda, 1991)
Parent 1 1 2 3 4 5 6 7 8 
Child 1 2 6 4 3 7 5 8 
Parent 2 2 1 6 3 4 8 7 5 
Fig. 10. Position-based crossover.
The points of the string are randomly chosen from a parent and placed into a
child. The remainder of the child is built from another parent by avoiding the
repeated genes. The process is then repeated again in the opposite direction to
produce the second child.
Two-points centre crossover (Murata & Ishibuchi, 1994)
Parent 1 1 2 3 4 5 6 7 8 
Child 2 1 6 4 5 3 8 7 
Parent 2 2 1 6 3 4 8 7 5 
Fig. 11. Two-points centre crossover.
After two points are randomly generated, the middle section is directly copied to
the child. The remaining genes are then retrieved from another parent with a left
to right direction. The process is then repeated again in the opposite direction to
produce the second child.
Mutation operations
Centre inverse mutation (Tralle, 2000)
Parent 1 2 3 4 5 6 7 8 
Child 4 3 2 1 8 7 6 5 
Fig. 12. Centre inverse mutation.
The chromosome is divided into two sections. All genes in each section are copied
and then inversely placed in the same section of a child.
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Enhanced Two Operations Random Swap (Tralle, 2000)
Fig. 13. Enhanced two operations random swap.
The mechanism of this operator starts with dividing the chromosome into sections
of six genes. Two-operations random swap is then applied to all sections by
retaining the swapped positions. The remaining genes, after dividing into the
section, will be neglected.
Inversion mutation (Goldberg, 1989)
Parent 1 2 3 4 5 6 7 8 
Child 1 2 6 5 4 3 7 8 
Fig. 14. Inversion mutation.
The length of sub-chromosome is randomly chosen from the parent. It is inversely
placed in the same position of a child.
Shift operation mutation (Murata & Ishibuchi, 1994)
Parent 1 2 3 4 5 6 7 8 
Child 4 1 2 3 5 6 7 8 
Fig. 15. Shift operation mutation.
Two positions are randomly chosen. The second chosen gene is selected and then
inserted at the position of the ® rst chosen gene. The remaining genes are then
shifted to the right.
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Three-operations adjacent swap (Murata & Ishibuchi, 1994)
Parent 1 2 3 4 5 6 7 8 
Child 1 4 2 3 5 6 7 8 
Fig. 16. Three-operations adjacent swap.
Three adjacent positions are randomly chosen. These genes are then swap position.
The remaining genes are inherited from the parent by maintaining its position.
Three-operations random swap (Murata & Ishibuchi, 1994)
Parent 1 2 3 4 5 6 7 8 
Child 1 2 8 4 5 3 7 6 
Fig. 17. Three-operations random swap.
Three positions are randomly chosen. These genes are then swap position. The
remaining genes are copied from the parent by retaining its position.
Two-operations adjacent swap (Murata & Ishibuchi, 1994)
Parent 1 2 3 4 5 6 7 8 
Child 2 1 3 4 5 6 7 8 
Fig.18. Two-operations adjacent swap.
Two adjacent positions are randomly chosen. Those two genes are then swap
position. The remaining genes are copied by retaining its position.
Two-operations random swap (Murata & Ishibuchi, 1994)
Parent 1 2 3 4 5 6 7 8 
Child 1 2 6 4 5 3 7 8 
Fig. 19. Two-operations random swap.
This operator works similar to two-operations adjacent swap. Two genes, which
are not neighbours, are selected and then swap position.
