Abstract. This is an elementary expository article regarding the application of Kleene's Recursion Theorems in making definitions by recursion. Whereas the Second Recursion Theorem (SRT) is applicable in a first-order setting, the First Recursion Theorem (FRT) requires a higherorder setting. In some cases both theorems are applicable, but one is stronger than the other: the FRT always produces least fixed points, but this is not always the case with the SRT. Nevertheless, an old result by Rogers allows us to bridge this gap by subtly redefining the implementation of a higher-order functional in order to bring it to a 'standard form.' §1. Introduction. It is well known that there are two ways to define a function by recursion.
§1. Introduction. It is well known that there are two ways to define a function by recursion.
One way is through a diagonal construction. This method owes its popularity to Cantor, and forms the backbone of a large number of classic diagonalization theorems. Diagonal constructions are a very concrete, syntactic, and computational method of obtaining fixed points, which we use to obtain recursion.
Another way is through some sort of least fixed point, achievable as a result of some kind of infinite (or even transfinite) iteration. This kind of construction is less computational, but more mathematical. It is a very common trope in the study of the semantics of programming languages, particularly those based on domain theory [3] . The origins of the fixed-point result that enables this kind of construction are lost in the mists of time [31] .
Both of these constructions were famously used by Stephen C. Kleene [??] for the explicit purpose of definition by recursion. The least fixed point construction is the basis of Kleene's First Recursion Theorem (FRT) [30] , whereas the diagonal construction is the at the heart of his Second Recursion Theorem (SRT) [29] .
It is less well-known, however, that there is a slight mismatch in the contexts where each theorem applies. The FRT is essentially a theorem about computation at higher types, whereas the SRT is a first-order theorem of a syntactic nature.
Modulo the above mismatch, it so happens that the SRT is more general than the FRT. Indeed, the SRT allows for a computationally 'stronger' kind The author is supported by the EPSRC. 1 of recursion-namely intensional recursion-whereas the FRT is of a more extensional flavour. However, under certain slightly mysterious conditions, the recursion afforded by both is identical.
In the sequel, we shall investigate these two types of recursion, and their intricate interaction. First, we explain the extra generality afforded by intensional recursion, and sketch a number of speculative directions for possible applications. Subsequently, we state and prove prove both the FRT and the SRT. We investigate when each of them applies, and when their conclusions match, or diverge. §2. Intensional Recursion: the first-order setting, and the SRT.
2.1. Intensionality. In loose philosophical terms, to be intensional is to contain not only reference, but also sense. The distinction between these two notions is due to Frege (see e.g. [15] ). An intensional sign denotes an external referent, yet inherently connotes more information-its elusive sense. The classic example is that of the planet Venus, which may be referred to as either the morning star, or the evening star.
Most mainstream mathematics is rather extensional: we normally reason about underlying, 'ideal' mathematical object, and not their concrete descriptions; the latter are, in a way, only there for our referential convenience. In most presentations of set theory, for example, the axiom of extensionality equates any two sets whose members are the same. Thus, in the mathematical sense, to be intensional is to be finer than some presupposed 'extensional equality. ' It is not difficult to argue that this setting is most inadequate for Computer Science. On a very rough level, extensions correspond to what may be computed, whereas pre-specified correspond to the programs and processes that carry out the computation (see e.g. [36] ). Once more, there is a distinction to be made: programs may be understood by the ideal objects that they refer to (e.g. functions), or their internal characteristics: length, structure, and, ultimately, the algorithm they express.
The former aspect-viz. the study of ideal objects behind programs-is the domain of Computability, or Recursion Theory, where the object of study is 'effectively computable' functions over the natural numbers. Computability Theory began with a 'confluence of ideas' [19] that occurred in the late 1930s, stemming from the attempts of multiple researchers in characterising the notion of 'automatic' or 'mechanical' calculability. Remarkably, all roads led to Rome: different notions were shown to coincide, leading to the identification of the class of partial recursive functions. Subsequent to this fortuitous development, things took a subtle but decisive turn, as further developments mostly concerned the study of the incomputable. 1 So much for the extensional side. What about intensions? Here, we encounter a diverse ecosystem, with no discernible equilibrium. On one side, fixing the Turing Machine as one's model of computation leads to Complexity Theory and the classification of algorithmic problems, in an attempt to identify their inherent need in resources such as time and space in solving them. This aspect is largely reliant on more on combinatorial reasoning. Alternatively, adopting the λ -calculus as a point of reference leads to Programming Language Theory, which includes-amongst other things-type systems, program semantics, and program logics. Here, the emphasis is on logical aspects. Finally, the subject of concurrent and interactive computation unfolds as a still bewilderingly obscure landscape; see [1] .
2.2. The Intensional Part of Computability. It is, however, a curious state of affairs that standard recursion theory-as presented in classic textbooks, for example [45, 12, 39] -begins by formulating a small essential core of abstract results about numberings of partial recursive functions. These are really results that pertain to all numberings, and hence all 'programming languages'; in that sense, they are intensional.
The assumptions required of the numberings are mild. Consequently, the aforementioned parcel of results can be shown to hold for any model of computation we might consider 'reasonable. ' A clear and complete account of this part of the theory can be found in the classic textbook of Odifreddi [39, §II.5] . A more modern account that is deeply aware of modern issues of programming language design is that of Neil Jones [26] .
2.3. Numberings. The story begins to unfold as soon as we encode programs as data, by assigning partial recursive functions to numbers. Following tradition, we write φ for an arbitrary numbering, and φ p : N ⇀ N for the partial recursive function indexed by p ∈ N, under the numbering φ .
From a programming perspective, we may consider p to be a 'program,' and φ a semantic function, mapping programs to the functions they compute. In practice, p ∈ N is usually is a Gödel number encoding the syntax of a Turing Machine, or a program for a register machine, or even a λ -term.
Let us write e 1 ≃ e 2 for Kleene equality, viz. to mean that expressions e 1 and e 2 are both undefined, or both defined and equal in value. We shall require of this numbering the following conditions: Turing-Completeness: That for each partial recursive function f there exists a p such that f = φ p . Universal Function: That there is a program U such that φ U (x, y) ≃ φ x (y)
for all x, y ∈ N. S-m-n: That there is a total recursive function S such that φ S(p,x) (y) ≃ φ p (x, y) for all x, y ∈ N.
That the first and second conditions are achievable was popularised by [51] , and the third is a result of Kleene [29] . The first condition corresponds, by the Church-Turing thesis, to the fact that our programming language is as expressive as possible in extensional terms. The second corresponds to the ability to write a self-interpreter, under suitable Gödel coding. And the third allows us to computably 'fix' an argument into the source code of a two-argument program; essentially, it requires that substitution is computable (c.f. one-step β -reduction in the λ -calculus).
In logical terms, we may regard these as sanity conditions for Gödel numberings of the partial recursive functions. 
We then say that φ Rogers-reduces to ψ, and ≤ R is a preorder.
Hence, thinking of φ and ψ as different programming languages, φ ≤ R ψ just if every φ -program may be effectively translated-or compiled-to a ψ pro- [42, 43] , J. Royer [46] and, more recently, S. Moelius [8, 9, 10, 35] . For example, this community has that there are numberings where certain known theorems, just as the s-m-n theorem or Kleene's second recursion theorem, are not 'effective,' or simply do not hold. Earlier work on this front seems to have concentrated on enumerations of subrecursive classes of the partial recursive functions and complexity-theoretic issues, whilst the work of Case and his students concentrated on control structures, i.e. constructs which provide "a means of forming a composite program from given constituent programs and/or data." 2.4. The Second Recursion Theorem. The central intensional result of computability is Kleene's Second Recursion Theorem (SRT), also first proved in [29] .
THEOREM 2 (Kleene). For any partial recursive f : N × N ⇀ N, there exists e ∈ N such that ∀y ∈ N. φ e (y) ≃ f (e, y)
Since f is partial recursive and, by simple arguments regarding the computability of composition and substitution, δ f is partial recursive. Hence, since φ is
The second equality follows by the s-m-n theorem, and the rest are simply by definition or construction. ⊣
In the above theorem, consider f (x, y) is a function that treats its first argument as code, and its second argument as data. The equation φ e (y) ≃ f (e, y) implies that e is a program which, when run on some data, will behave as f with e being its first argument. More conceptually, Kleene's SRT allows us to construct programs that may refer to their own source code.
In hindsight, the trick has become standard: f (x, y) is a 'blueprint' that specifies what to do with its own code e, and we take its fixed point (c.f. the functionals in the λ -calculus to which we apply the Y combinator). Moreover, in much the same way that the Y combinator is available within the language, it so happens that the SRT is 'constructive', or rather, 'effective':
That is: in the original statement, we may calculate a code for δ f from a code for f , and hence obtain e in an effective manner.
The Kleene SRT lies at the heart many proofs in computability, especially diagonalization proofs, or results pertaining to fixed points, self-reference and the like. A smattering of more theoretical applications this 'amazing' theorem has been compiled by Moschovakis [37] .
The SRT is perhaps more familiar in the form popularised by Hartley Rogers Jr. in [45] . We state a slightly generalised version, and prove it from Kleene's version. We write e ↓ to mean that the expression e has a defined value.
THEOREM 4 (Rogers). For partial recursive f
Again, by standard arguments, d f is partial recursive. By Kleene's SRT, there is a e ∈ N such that, for all y ∈ N,
which is to say φ e = φ f (e) . ⊣ This result is equivalent to the previous formulation [45, Ex. 11 -4] . We may summarise it in the following slogan:
Every computable syntactic program transformation has a semantic fixed point. Moreover, this version of the SRT also comes in a 'constructive' variant-see
THEOREM 5 (Constructive Rogers SRT). There is a total recursive n : N ⇀ N such that, for any z ∈ N such that φ z is total,
All the above variants of the SRT are equivalent under the assumption that φ is an acceptable enumeration. However, there are ways to compare the generality of the two formulations. Riccardi [42] showed that that there are enumerations of the partial recursive functions for which there exist Rogers-type fixed points, but not Kleene-type fixed points. In a rather technical section of his thesis, Moelius [35, §3] painstakingly compares the various entailments between forms of the recursion theorem, and concludes instead that Kleene's is more natural and general.
We shall not dwell on this particular discussion-no matter how enticing. In fact, we shall avoid it because it does not fit our view of programming. Any numbering that is not acceptable is somehow pathological: by contraposition, it implies either that substitution is not computable (and the s-m-n theorem does not hold), or that there is no self-interpreter (universal function)-which, by Turing-completeness, means that the interpreter as a function is not computable. Things are even more subtle if the language is not Turing-complete-we then have a subrecursive indexing [47]-and we shall not tread down this path either.
Intensional Recursion.
From the point of view of Computer Science, the very general and still rather hazy application of the SRT is the ability to define functions by intensional recursion. This means that-apart from merely calling itself on a finite set of arguments, which is the well-known extensional viewpoint-it can also examine its own intension, insofar as a program and its source code are a complete and finite representations of it.
Indeed, the SRT is the only basic tool available in standard (non-higher-order) accounts of computability which allows one to make any 'unrestricted' recursive definition whatsoever. For example, defining
then, applying Kleene's SRT yields a code e ∈ N such that φ e is the factorial function.
However, the above use is slightly misleading, in that it is extensional: x is only used as an argument to the universal function φ U . Hence, the resulting behaviour does not depend on the code, but only on the values of the function it represents. The following definition captures that phenomenon.
That is, f : N ⇀ N is extensional just if the program transformation it effects depends solely on the extension of the program being transformed. Such transformations correspond to a certain class of functionals, by a classic result of Myhill and Shepherdson [38] , which we discuss in the sequel.
However, even if a f : N ⇀ N is extensional, the paradigm of intensional recursion strictly increases our expressive power. For example, suppose that we use the SRT to produce a program e satisfying a recursive definition of the form φ e (x, y) ≃ . . . φ U (e, g(x), y) . . . for some g : N ⇀ N. Then, we could use the s-m-n function to replace this recursive call by something of the form
This is an equivalent definition, in the sense that φ e = φ e ′ . But if the s-m-n function S(e, x) performs some optimisation based on the argument x-which it sometimes does-then e ′ may be a more efficient definition, in that it makes the code for the recursive call simpler and more efficient, before actually calling it. This line of thought is a common driving force in the partial evaluation community: there, the s-m-n function is called a specializer or a partial evaluator, and it is designed so that its acts in a useful manner on the programs it is called to process. See below for more pointers and references.
Finally, we ought to stress once more the idea that the SRT allows recursive definitions which are not functional, in that the 'blueprint' of which we take a fixed point may not be extensional. For example, one may may be as daft as to define
This f : N ⇀ N is total recursive, but decidedly not extensional. However, we may still use Rogers' theorem to obtain a fixed point e ∈ N such that φ e = φ f (e) , and the resulting behaviour will depend on the parity of e (!). embraces wider notions of processes than computability theory, it has tended to refrain from studying intensional computation, despite its apparent expressive potential. This reluctance is probably linked to the fact that it has proved difficult enough to achieve software reliability even while remaining within the confines of the extensional paradigm. Nevertheless, it seems reasonable to suppose that understanding and harnessing intensional methods offers a challenge for computer science which it must eventually address. [...]"
In many ways, we empathise with this programme. Consequently, we catalogue some applications of such intensional 'results about program codes', both within and on the fringes of Computer Science, and then engage in some speculation regarding various future directions.
2.6.1. Partial Evaluation. Kleene's s-m-n theorem allows one to 'specialize,' or 'partially evaluate' a certain program by fixing some of its arguments. It appears simple and innocuous, even though it is an essential result in computability theory, in that it is in the core of many arguments.
However, its application bestowed considerable success upon the partial evaluation community, which began with the Futamura projections [18] . Futamura observed that the ability to write an interpreter for a language (a universal function), as well as the ability to 'specialize' an argument of a program (s-m-n function), followed by source-level optimisation, yields an easy approach to generate a compiler, thus leading to the three Futamura projections. Writing S = φ s , where S is the s-m-n function, and U for the program corresponding to the universal function, we have:
One can then verify that these equations do yield the desired behaviour, as shown in an elementary fashion by Jones [26] . This led to a successful programme of automatic generation of compilers, first realised in Copenhagen. The results are documented in Jones [25] , and the book of Jones, Gomard and Sestoft [28] .
Contrasting the simplicity of the s-m-n theorem with its success in the partial evaluation community also led Jones to ponder whether the SRT, which is a much more powerful result, could have interesting practical applications. Quoting from [24] :
"While this theorem has many applications in mathematics, it is not yet clear whether it will be as constructively useful in computer science as the s-m-n theorem has turned out to be."
Taking this as a point of departure, he has posed a number of questions: if one implements the SRT, how can the accumulating layers of self-interpretation be avoided? We aspire to answer this. Further, what is the exact relationship between the First and Second Recursion Theorems? This last question has already been answered a long time ago; see Section 3. Experiments with the SRT and further discussion are reported in Hansen et al. [22] , and Jones [24, 27] .
Abstract Computer Virology.
Computer viruses rely heavily on the ability to propagate their own code, which is a sort of textual reflection. This was noticed by Cohen [11] , who first introduced the term computer virus to Computer Science, and presented an early a Turing Machine model of them.
Later, Cohen's supervisor, Leonard Adleman, concocted a model based on computability [4] , in which computer viruses are program transformations, from ordinary programs to their 'infected' versions. Therein, the connection with the SRT was made explicit: Adleman invokes it to construct a program that, under his own definitions, is classed as a virus. He also proves a result on his model that crucially used the SRT for a diagonal construction.
These were the two cornerstones that laid the foundation of abstract computer virology. In more recent years, there have been further developments, owing to the work of Bonfante, Kaczmarek & Marion [6, 5, 7] , who discuss and classify different types of viruses that correspond to multiple variants of the SRT. See also [34] .
2.6.3. Reflection & Reflective Towers. The concept of reflection was introduced in programming languages by Brian Cantwell Smith in his voluminous thesis [49, 50] . The underlying intuition is that a program may be considered to be running on an interpreter, which interpreter itself is running on another copy of this interpreter, etc. ad infinitum. A special construct is available in the programming language which allows one to inject code in the interpreter that lies a level underneath. It is thus that a program has access not only to its code, but the entire state of the interpreter that runs it, and even the interpreter that runs the interpreter! This is embodied by the language 3-LISP, introduced in op. cit. Smith reflection has captured the imagination of many, but the obscure imagery of reflective towers does not aid in a clear logical interpretation. A series of publications by Friedman, Wand et al. [16, 56, 13] have made partial attempts to explain this construction in more concrete terms.
The concept of reflection, however, seems to be more general, and rather ill-defined. 2 Nevertheless, most programming languages have reflective or 'introspective' facilities, which are usually hard to use without introducing bugs, or generally wreaking havoc. Some ideas regarding reflection seem to be experiencing a resurgence of interest, mainly because of the logical foundation provided by Barry Jay's pattern calculus, as well as his various combinatory factorisation calculi, in joint work with Given-Wilson [23] .
As the SRT is a fundamentally reflective result, we believe that a better understanding of intensional recursion can be instrumental in laying a logical foundation for reflection.
2.6.4. Economics. There are certain approaches to economics that explicitly incorporate principles from computability, at ground and higher types. For example, [55] outlines the author's ideas for a computable economics, which is sharply critical of mathematical modelling in economic theory.
In another approach, Vassilakis uses category theory [53] to construct various structures used to model various economic scenarios. In [54], Scott domains are used to model the 'change of institutions' in game theory.
Perhaps our better understanding of issues as presented in this manuscript could aid in creating more practical tools on which efforts such as the above could be based. §3. Extensional Recursion: the higher-order setting, and the FRT.
3.1. Effective Operations. Suppose that we have some f : N ⇀ N that is total and extensional. It is not hard to see that-by the definition of extensionality of a function-it uniquely induces a very specific type of functional. Let us write PR for the set of partial recursive functions. 
Again: this is well-defined precisely because f is extensional! Even though we are entering the realm of higher types, by computing functions from functions, we are doing so in a very finitary sense. Even if our maps map infinite objects to infinite objects, this computation can be, so to speak, tracked on the level of program codes in a very finitistic manner.
3.1.1. The Myhill-Shepherdson Theorem. Functionals such as the one defined above are perhaps one of the most straightforward ways to define 'computable functionals,' namely as effective code transformations.
Surprisingly, Myhill and Shepherdson [38] showed in 1955 that this definition can also be stated in a much more abstract manner, hence dispensing with code transformations entirely. In fact, and one that anyone familiar with the domaintheoretic semantics of the λ -calculus will recognise the definition immediately.
To state this definition, we need to understand the simple order-theoretic structure that underlies partial functions. Writing P for the set of unary partial functions, we see that we may order P by subset inclusion:
This makes P into a ω-complete partial order (ω-cpo), in that least upper bounds of increasing chains always exist, and they are unions. This fact gives rise to a notion of computable functions on P:
DEFINITION 4. A functional F : P → P is effectively continuous just if it satisfies the following properties:
Monotonicitity:
For any increasing sequence of partial functions,
Effectivity on Finite Elements: Given an encoding· of the graph of every finite function θ : N ⇀ N as a numberθ ∈ N, there is a partial recursive g F : N × N ⇀ N such that, for every finite θ : N ⇀ N, and for all x ∈ N,
These are called recursive functionals in [12, 45] ; we beseech the reader to exercise caution, as terminology varies, and it varies wildly! Continuity may equivalently be formulated as follows (see [39, §II.2.23]):
LEMMA 1 (Compactness). F : P → P is continuous if and only if
for all x, y ∈ N.
Even though very learned and involved, the above consequence shows that the definition is very strongly computational and effective, in that the value of F( f )(x) only depends on a finite part of the graph of f . In fact, it is strong enough that the behaviour of F on finite elements completely determines it: LEMMA 2 (Algebraicity). Let F : P → P be continuous. Then
How do these functionals, which are computable in finite approximations, relate to the aforementioned effective operations, which are based on computations on indices? The answer is astonishingly, and-modulo the domain of definition-simple: 
A Turing Machine characterisation of effective operations.
Our discussion of functionals began with effective operations, viz. extensional operations on codes, as the most natural definition of higher-order computation.
There is, however, an alternative, which some would argue is even more simple: one may envisage the implementation of any functional F : P → P as a Turing Machine which has access to an oracle for the argument of the functional. During a computation, the machine may write a number x on a separate tape, and then enter a special state, in order to query the oracle. The oracle then replaces x with f (x), if f is defined at x, or causes the machine to diverge, essentially by making it eternally await an answer from the oracle.
Computation with oracles was first considered by Turing [52], leading to the intricate theory of Turing reducibility and relative computability, as well as many results in relativized complexity. However, Turing-type oracles are fixed in relative computability, whilst we consider them as arguments to a computation. This shift in perspective, as well as the first concrete results involving higher types, are due to Kleene [30] .
In this context, subtle issues arise with non-determinism. It is well-known that non-deterministic Turing Machines are equivalent to deterministic Turing machines at the first order, but at higher order this is no longer true. In fact, the following theorem was first shown-to the best of our knowledge-by Moschovakis [37, §3], even though it was simply labelled as the Myhill-Shepherdson theorem:
THEOREM 7 (Moschovakis). A functional F : PR → PR is an effective operation if and only if F( f ) is computable by a non-deterministic Turing machine, with an oracle for f .
Great care has to be taken in combining non-determinism with oracles: the machine should be designed so as to never end up with two halting branches with different outputs. However, in this case, non-halting branches do not harm anyone, and are allowed, or, in some sense we shall discuss below, even necessary.
3.1.3. The First Recursion Theorem. We have seen that effectively continuous functionals have an impressive amount of inherent structure. Most of it is related to the order structure of the partial functions P. By the MyhillShepherdson theorem, this structure emerges automatically once a functional can be 'realised' on codes by an extensional function.
The inherent structure of effectively continuous functionals is the basis of the proof of the First Recursion Theorem (FRT). This was first noticed by Dana Scott, who noticed that the core argument in the proof of the FRT applies to all so-called simple types. 3 This discovery of Scott led to the development of domain theory and the study of PCF [41] , both of which were the firstfruits of the study of programming language semantics. Indeed, Scott acknowledged his debts; quoting from [??]:
[...] It is rather strange that the present model was not discovered earlier, for quite sufficient hints are to be found in the early paper of Myhill and Shepherdson and in Rogers' book (especially § §9.7-9.8). These two sources introduce effective enumeration operators and indicate that there is a certain amount of algebra about that that gives these operators a pleasant theory, but no one seemed ever to take the trouble to find out what it was.
The central result underlying the FRT is this. 
This is largely considered a folk theorem: its origins are difficult to trace, and many variants of it have been proved and used widely in Logic and Computer Science-see Lassez et al. [31] for an attempt at pinning down its history. In op. cit, the authors note that Kleene knew of it at least as early as 1938 [??].
In fact, it is high time that we show to the reader how it constitutes the first half of Kleene's FRT. But first, a caveat: the version of the FRT that we will now prove pertains to effective operations (à la Myhill & Shepherdson) , and a proof similar to ours may be found in Cutland's book [12, §10-3] . The original statement, found in Kleene's book [30, §66] concerns partial recursive functionals, which we discuss in §3.2; see also [39, §II.3.15] .
THEOREM 9 (First Recursion Theorem). Every effectively continuous functional F : P → P has a least fixed point lfp(F) : N ⇀ N, which is partial recursive.
Furthermore, let φ q : N ⇀ N be an extensional function that realises F on the partial recursive functions, i.e. F(φ x ) = φ φ q (x) . Then, a p ∈ N such that φ p = lfp(F) may be computed effectively from any such q ∈ N.
PROOF. The existence of the least fixed point follows from the fact (P, ⊆) is a ω-cpo, and the Fixpoint Theorem.
By the Myhill-Shepherdson theorem, the functional F corresponds to some extensional φ q : N ⇀ N. The proof of the Fixpoint Theorem constructs a chain,
where f i+1 = F( f i ), and the least fixed point is lfp(F) = i f i . The f i may be construed as increasingly defined, yet consistent, 'approximations' to f . The key to this proof lies in using the extensional φ q to obtain indices that track each element of this chain:
p 0 = (some index for the nowhere defined function) 
In both [12] and [39] , the above proof is obtained after the recursively enumerable sets are characterised as the Σ 0 1 sets in the arithmetical hierarchy. We prefer the more primitive, 'algorithmic version' above, because we can isolate the expressive 'programming power' we need, in very intensional terms.
So, what do we make use of? The program in the proof curiously calls for countable dovetailing. We require access to the code of the relevant extensional function, exactly in order that we can use it to compute a potentially infinite number of other codes. Furthermore, we require a handle on a number of simulations we spawn, so that we can pause them, schedule some steps of each, and possibly even discard some.
It is worth remarking once more that the output of this procedure is obviously deterministic, but there is inherent non-determinism and parallelism in the method we use to compute it! This is very much in line with Moschovakis' version of the Myhill-Shepherdson theorem (Theorem 7).
3.2. Partial Recursive Functionals and Pure Oracles. Up to this point, we have mostly discussed effective operations, and the corresponding notion of effectively continuous functionals.
In our discussion leading up to Theorem 7, we also mentioned a slightly different paradigm, that of oracle computation. Theorem 7, however, guaranteed that non-deterministic computation coincided with effective continuity.
In contrast, if we adopt deterministic oracle computation as our main worldview, we are led to a different notion of computable functional. This kind of functional was first discussed by Kleene If the domain is restricted to the set F of total functions, such a functional F : F → P is called a restricted partial recursive functional.
Thus, if F( f ) = g, then we say that g is partial recursive uniformly in f .
An implementation of such a functional F would resemble a deterministic Turing machine with an oracle for its argument. But in this case, notice that, as there is no non-determinism, calls to the oracle have to happen in a predetermined way. As soon as we decide to make a query at an undefined point, the computation diverges: there is no other branch of the computation to save the day! Informally, we can say that calls to the oracle may not be dovetailed. In effect, partial recursive functionals deal with their arguments as pure extensions, whereas effectively continuous functionals interacted in a more involved manner with the phenomenon of non-termination.
In the case of total inputs, the above connection was made precise by Kleene:
restricted partial recursive functional if and only if it is computed by a deterministic Turing machine with an oracle.
We are not aware of a plausible analogue of this theorem for partial recursive functionals and deterministic Turing machines.
The definition of partial recursive functionals has a lot of undesirable consequences (see the discussion in Platek's thesis [40, p. 128-130] ). Thus, the definition is often restricted to total inputs, for which the above characterisation of Kleene through Turing Machines exists. The underlying reason seems to be that, for total inputs, we may enumerate the graph of the oracle, for no call to it will diverge.
Let us not forget this trivial but pleasant consequence:
It is in this setting that Kleene obtained the First Recursion Theorem, which first appeared in [30, §66]:
THEOREM 11 (FRT for Partial Recursive Functionals). Let F : P → P be a partial recursive functional. Then F admits a partial recursive least fixed point.
PROOF. See [39, §II.3.15] . As before, the existence of the least fixed point follows from the Fixpoint Theorem. The fact it is partial recursive follows from Lemma 3. By induction, we conclude that all the f i 's are partial recursive. The least fixed point is f = i f i , we have that
Since the f i 's are partial recursive, the predicate on the RHS of this equivalence is recursively enumerable, and hence so is the graph of f . ⊣ Notice how all references to indices have disappeared completely, and all that we are left with is abstract characterisations.
The following was shown by Uspenskii and Nerode-see [39, §II.3.19 ] for a proof: THEOREM 12. Every partial recursive functional is effectively continuous.
In particular, if we restrict a partial recursive functional to the partial recursive functions, it is an effective operation. The converse was shown to fail by Sassosee [39, §II.3.20] :
is effectively continuous, but not partial recursive.
This clearly demonstrates, once more, that there is inherent parallelism or non-determinism in effective operations, whilst partial recursive functionals are purely sequential. In particular, to compute the above functional we would have to concurrently query the argument at two points, and dovetail the computations. A deterministic Turing machine would have to either query f at either 2x or 2x+ 1 first; if the first call were to an undefined point, it would diverge and never examine the second! A non-deterministic Turing machine would deal with the same difficulty by branching at the point where a choice between 2x and 2x + 1 is to be made. §4. FRT vs. SRT. 4.1. Effective Operations and the SRT. Suppose we would like to construct a fixed point in a more simplistic and syntactic manner than the construction employed in Theorem 9. To do so, all we need to do is use the Myhill-Shepherdson theorem to restrict an effectively continuous functional to an effective operation, extract an extensional function from it, and then apply the SRT. 
where t is an index for the constant zero function, i.e. φ t (x) ≃ 0 for all x ∈ N.
Observe that, as n is total recursive, φ m is total recursive. It is also extensional. Essentially, φ m asks: is the input my own uniformà la Rogers fixed point? If yes, output code for the constant zero function; otherwise, echo the input. Thus, if
In either case, φ m is extensional, and it defines the identity functional, whose least fixed point is the empty function. So, we compute the fixed point of that functional, and its code is n(m). However, φ m (n(m)) ≃ t so that φ n(m) = φ t , which is equal to the constant zero function. ⊣
The key aspect of this construction seems to be that, unlike oracle computation, an extensional function is able to syntactically inspect its input, thus creating a 'singularity' at one point. We maintain extensionality by arranging that, incidentally, the point of the 'singularity' is . . . its own fixed point! That is to say: effective operations really hide something more than 'pure extension' under the hood.
4.1.2. The Standard Form. Can this situation be mended? The answer is positive: any extensional function can be brought into a "standard form", which guarantees that the SRT really defines a minimal fixed point. This is the exact sense in which the SRT implies the FRT.
The construction is a generalisation of a proof due to Rogers [45, §11-XIV]. The original statement is horribly complicated, and involves multiple layers of enumeration; there is a lot of concurrency happening here, and we cannot do much better than keep the description informal! For the following, we assume that there is also a standard way to enumerate the graph of a partial recursive function, given its index. This may be done by dovetailing simulations of φ x (0), φ x (1), . . . and emitting pairs (i, φ x (i)) as soon as the ith simulation halts. We do not care about the exact details, but we do care that the exact same construction is used throughout. Thus, let there be an effective operation F : PR → PR, and let f : N ⇀ N be total and extensional, such that F(φ x ) = φ f (x) .
We will define an extensional h f : N ⇀ N, which is co-extensional with f , in the sense that
and which is in "standard form." Moreover, we may effectively compute an index for h f from an index for f .
We use Church's Thesis, to define a total recursive h f that outputs a program that performs the following instructions:
h f (y) ≃ "On input x, run the following processes in parallel: 1. One process enumerates the encoded graphs of all finite functions, starting with the empty function:
This may be done in many ways, but it is necessary that we begin with the empty function, in order to cover the covert base case in the strong induction of the following theorem. 2. There is a total recursive d : N ⇀ N which turns a graph of a finite function into an index for that function (by writing code that simply checks if the input is in the graph, outputting the relevant value if so, and diverging otherwise). Our second process receives the encoded graphs of the finite functions above, and enumerates codes,
A third process receives messages from the second process, and applies f to those codes, outputting
We thus obtain codes for all the applications of the effective operation F on all the finite functions. NB that these functions φ f (d(θ i )) may now be infinite! 4. (This is the process where partiality enters the construction.) Enumerate, simultaneously, all the pairs of φ y , as well as the graphs of
. This can be done using the method postulated above. 5. As soon as we find that F(θ i )(x) ≃ t and θ i ⊆ φ y for some t, we halt and output that t. This may be done by periodically checking whether x is defined in the enumeration of some F(θ i ), and then confirming that the entire graphθ i of that θ i is contained in the enumeration of φ y ." Notice that, in this construction, the code for f may be abstracted away. Using the s-m-n theorem, we can then effectively produce code for it from any index of f . Trivially, h f is total.
By the continuity of F, which follows from the theorem of Myhill and Shepherdson, we know that, F(φ y )(x) ≃ t if and only if F(θ i )(x) ≃ y for some finite θ i ⊆ φ y . This construction will always find such a θ i if there exists one. Hence h f defines the same functional as f . Now, using the SRT on h f will produce a minimal fixed point:
is a code for the least fixed point of the effective operation F defined by f .
so that n(v) behaves exactly as h f would if y were fixed to be its own code. That is to say, we can read φ n(v) wherever φ y is enumerated, and the check θ i ⊆ φ y becomes θ i ⊆ φ n (v) which is to say that the program checks whether each finite function is a subset of its own graph! This defines a fixed point for the functional F, by Lemma 4.
To prove that this fixed point is least, we proceed by strong induction on the number of steps taken to enumerate the graph of φ n (v) . That is, we shall show that if we begin enumerating φ n(v) using our standard enumeration procedure on the code n(v), all the pairs produced will belong to the least fixed point, hence φ n(v) ⊆ lfp(F), whence φ n(v) = lfp(F).
Begin enumerating φ n(v) . This involves running the code n(v). One of the sub-processes in that code involves enumerating φ n(v) itself, using the same procedure as we are. Since this is a sub-computation of our enumeration, it is always shorter in length. Hence, by the inductive hypothesis, we assume that the enumeration in the sub-computation produces the least fixed point. Hence, if the check
succeeds, we know that θ i ⊆ lfp(F) By monotonicity, it follows that
F(θ i ) ⊆ F(lfp(F)) = lfp(F)
Hence, when the check F(θ i )(x) ≃ t succeeds and the pair (x,t) is output by the enumeration, we know it belongs to the least fixed point. It follows that every pair produced by the enumeration is in the least fixed point. ⊣
We have not used any particular properties of the function n : N ⇀ N that produces intensional fixed points; in fact, we believe our proof resolves an open question of Rogers, found in [45, p. 202 ]: any such function will do! Finally, notice that in in the definition of the 'standard form' h f of f , we needed to enumerate the φ f (d(θ i )) , for, in general, they will not be finite functions. This situation, through domain theory, later let Girard to consider coherence spaces, thus leading to the linear decomposition A → B = !A ⊸ B and Linear Logic [20, ??, 21] .
Partial Recursive Functionals and the SRT.
In contrast with effective operations, the situation is simpler in the case of oracle computation: because partial recursive functionals are decidedly extensional in their behaviour, the problems that arose in the preceding section vanish. There is no 'inherent' parallelism in computing such a functional, and the SRT immediately yields least fixed points. PROOF. As F is a partial recursive functional, it is also an effective operation on the partial recursive functions, by Theorem 12. We define q ∈ N by Church's thesis: on input (e, x), process the code of e with the total extensional function associated to F by Myhill-Shepherdson, and call the resulting code on x.
Let g = φ h(q) . We have that
for any x ∈ N, so that g is a fixed point of F. It remains to show minimality. The proof is by strong induction on the length of computations of F(g) on its arguments. Suppose F(g)(x) ≃ t. F is effectively continuous, so there exists a finite θ ⊆ g such that F(θ )(x) ≃ t by compactness. Choose a minimal such θ , and let θ = { (x 1 , y 1 ), . . . , (x n , y n ) } By construction, the x i are exactly the 'questions' with which a Turing machine that computes F would query the oracle, on input x. By using Kleene's SRT, we have replaced calls to the oracle by recursive calls to another copy of itself! It follows that the computation of each F(g)(x i ) ≃ y i is strictly shorter in length than the overall computation of F(g)(x) ≃ y. Hence, by the induction hypothesis, (x i , y i ) ∈ lfp(F) for all i, and θ ⊆ lfp(F).
By monotonicity, F(θ ) ⊆ lfp(F), and since F(θ )(x) ≃ t, we have that (x,t) ∈ lfp(F). Hence g ⊆ lfp(F), and as g is also a fixed point, equality holds. ⊣
