[1] We present the first ecosystem-scale methane flux data from a northern Siberian tundra ecosystem covering the entire snow-free period from spring thaw until initial freeze-back. Eddy covariance measurements of methane emission were carried out from the beginning of June until the end of September in the southern central part of the Lena River Delta (72°22 0 N, 126°30 0 E). The study site is located in the zone of continuous permafrost and is characterized by Arctic continental climate with very low precipitation and a mean annual temperature of À14.7°C. We found relatively low fluxes of on average 18.7 mg m À2 d À1 , which we consider to be because of (1) extremely cold permafrost, (2) substrate limitation of the methanogenic archaea, and (3) a relatively high surface coverage of noninundated, moderately moist areas. Near-surface turbulence as measured by the eddy covariance system in 4 m above the ground surface was identified as the most important control on ecosystem-scale methane emission and explained about 60% of the variance in emissions, while soil temperature explained only 8%. In addition, atmospheric pressure was found to significantly improve an exponential model based on turbulence and soil temperature. Ebullition from waterlogged areas triggered by decreasing atmospheric pressure and near-surface turbulence is thought to be an important pathway that warrants more attention in future studies. The close coupling of methane fluxes and atmospheric parameters demonstrated here raises questions regarding the reliability of enclosure-based measurements, which inherently exclude these parameters.
Introduction
[2] Approximately 24% of the Northern Hemisphere's exposed land area is underlain by permafrost [Zhang et al., 1999] . Permafrost-affected Arctic tundra has been a major carbon sink throughout the Holocene and is a globally significant carbon reservoir, although estimates of its size vary. For example, Post et al. [1982] estimate Arctic tundra environments to account for 190 Gt or 13-15% of the global soil organic carbon pool, while more recent studies suggest a carbon content of 500 Gt in frozen yedoma sediments alone. Yedoma is a Pleistocene-age loess permafrost with high volumetric ice content of 50-90% and 2 -5% organic carbon [Zimov et al., 2006a ]. An additional carbon content of 400 Gt is estimated for nonyedoma permafrost excluding peatlands. This would exceed the carbon content of the atmosphere (730 Gt) and that of vegetation (650 Gt) [Zimov et al., 2006a] . Because of the high sensitivity of high-latitude ecosystems to climate changes, as well as their large proportion of the terrestrial earth surface, these landscapes are critically important for the Earth System, in particular for the global carbon cycle [Chapin et al., 2000] , as recent warming of the Arctic makes an increasing amount of previously frozen organic carbon available for decomposition.
[3] Where permafrost thaws, organic matter is decomposed by microbial activity. Yedoma soils contain very labile organic carbon, a large fraction of which is respired quickly upon thaw [Zimov et al., 2006b] . Under aerobic conditions, this process produces carbon dioxide. Under anaerobic conditions, however, microbial decomposition produces methane.
[4] Northern wetlands and tundra are a major source of methane, contributing about 20% of the annual natural emissions [Fung et al., 1991; Cao et al., 1996; Christensen et al., 1996] . With growing concern about climate change and the need to quantify emissions on a large scale, the greenhouse gas (GHG) budgets of arctic wetlands have come into the focus of attention. Because methane has a 23-fold global warming potential compared to carbon dioxide (time horizon of 100 years [Intergovernmental Panel on Climate Change, 2001] ), even a modest change in methane sources can change the sign of the GHG budget of these landscapes [Friborg et al., 2003; Corradi et al., 2005] and feed back on the radiative forcing of the climate system. Furthermore, global climate models rely on predictions of future GHG concentrations, which require the ability to accurately model sinks and sources of methane as a powerful greenhouse gas.
[5] However, there is still much uncertainty about the source strength and the driving forces of methane flux of tundra landscapes. Existing studies of high-latitude methane fluxes were mostly based on the closed-chamber technique, which provides measurements representative on the very small scale. Because of the high temporal and spatial variability of methane fluxes [Christensen et al., 1995 Kutzbach et al., 2004, Whalen and Reeburgh, 1992] , this technique alone does not give reliable information on landscape-scale fluxes. In addition, during chamber measurements the soil surface is isolated from the atmosphere so that the coupling of atmosphere and methane emission cannot be studied. The eddy covariance technique provides nonintrusive spatially integrated flux data at the landscape scale. However, to our knowledge only five studies reported eddy covariance methane flux data from Arctic tundra ecosystems, namely Fan et al. [1992] from western Alaska, Harazono et al. [2006] from northern Alaska, Friborg et al. [2000] from Greenland, and Hargreaves et al. [2001] from a semiarctic Finnish site. Wille et al. [2008] reported data from the Lena River Delta, Siberia, using measurements from 2 years to construct a ''synthetic'' growing season.
[6] Here, we present the first eddy covariance methane flux data covering an entire contiguous growing season in a Siberian Arctic tundra landscape. The objective of this study is (1) to quantify the methane emission over the full course of the growing season from snowmelt to freeze-back of the active layer, (2) to identify the biological and physical parameters which control the methane fluxes on the ecosystem scale, and (3) to test a model proposed by Wille et al.
[2008] for the same investigation site and validate it with a new and continuous data set. We found relatively low methane fluxes, which were predominantly controlled by atmospheric parameters (turbulence and pressure). A model based on turbulence, pressure, and soil temperature performed significantly better than a model without an atmospheric pressure term by Wille et al. [2008] .
Site Description
[7] The study site is located on Samoylov Island, 120 km south of the Arctic Ocean in the southern central Lena River Delta (72°22 0 N, 126°30 0 E) ( Figure 1 ). With an area of approximately 32,000 km 2 it is the largest delta in the Arctic and one of the largest in the world [Walker, 1998] . A maze of river channels and more than 1500 islands make up three main geomorphological terraces, only the youngest of which represents modern delta landscapes [Are and Reimnitz, 2000] . Samoylov Island (Figure 2 ) is considered representative of this Late Holocene terrace, which covers about 65% of the total delta area. Over the past ten years it has been the focus of a wide range of studies on surface-atmosphere gas and energy exchange, soil science, hydrobiology, microbiology, cryogenesis, and geomorphology [Hubberten et al., 2006] .
[8] The region is characterized by true arctic continental climate with very low temperatures and low precipitation. Mean annual air temperature at the meteorological station on Samoylov Island was À14.7°C and mean summer precipitation was 137 mm, ranging from 72 mm to 208 mm in a period from 1999 to 2005 [Boike et al., 2008] . Frequent cyclones moving through the area cause rapidly changing weather conditions throughout the growing season by advection of cold and moist air from the Arctic Ocean or warm and dry air from continental Siberia, respectively. Polar day lasts from 7 May to 8 August, and polar night lasts from 15 November to 28 January. Typically, snowmelt and river break up start in the first half of June, and the growing season lasts from mid-June through mid-September. The continuous permafrost in the delta reaches depths of 500 to 600 m [Grigoriev, 1960] and is characterized by very low temperatures between À13°C and À11°C [Kotlyakov and Khromova, 2002] .
[9] Samoylov Island covers an area of 7.5 km 2 with two main geomorphological units [Kutzbach, 2006] . The western part of the island (3.4 km 2 ) is a modern floodplain with elevations from 1 to 5 m above sea level (asl). The study site is located in the center of the eastern part (4.1 km 2 ), a Late Holocene river terrace with elevations from 10 to 16 m asl. The surface of the terrace is characterized by wet polygonal tundra. It has a flat macrorelief with slope gradients less than 0.2% except at the shores of larger lakes, where elevation differences of up to 2.5 m occur. However, because of the development of low center ice wedge polygons, the surface is structured by a regular microrelief with typical elevation differences of around 0.5 m between depressed polygon centers and elevated polygon rims. Typical soil types in the poorly drained and hence mostly inundated centers are Typic Historthels, while Glacic or Typic Aquiturbels dominate at the dryer but still moist polygon rims [Soil Survey Staff, 1998; Kutzbach et al., 2004] . In the course of the summer, these soils thaw to a depth of 30 cm to 50 cm.
[10] Hydrophytic sedges such as Carex aquatilis, Carex chordorrhiza, and Carex rariflora as well as mosses (e.g., Drepanocladus revolvens, Meesia triquetra, and Aulacomnium turgidum) dominate the vegetation in the wet polygon centers and on their edges [Kutzbach et al., 2004; M. Minke, personal communication, 2006] . Mesophytic dwarf shrubs such as Dryas octopetala and Salix glauca, forbs (Astragalus frigidus), and mosses (Hylocomium splendens, Timmia austriaca) dominate the polygon rims. Surface classification of aerial photographs taken in 2003 shows, that elevated and dryer polygon rims cover approximately 60% of the area surrounding the study site, while depressed and wet polygon centers and troughs cover 40% of the area (G. Grosse, personal communication, 2005) .
Methods

Eddy Covariance Setup
[11] The eddy covariance system was set up in the center of the eastern part of Samoylov Island and was surrounded by a relatively homogenous fetch of wet polygonal tundra. Larger lakes were located at the periphery of a 600 m radius around the tower. Successful measurements (i.e., measurements that did not have to be discarded because of technical problems) were conducted on 103 days from 9 June to 19 September 2006, covering an entire growing season from the middle of snowmelt until initial freeze-back.
[12] Wind velocity components and sonic temperature were measured using a three-dimensional sonic anemometer (Solent R3, Gill Instruments Ltd., UK) installed 4 m above ground level. A vacuum pump (RB0021, Busch Inc., Germany) drew sample air at 20 L min À1 from a sample intake 15 cm below the anemometer measurement point through a CO 2 /H 2 O infrared gas analyzer (LI-7000, LI-COR Inc., USA) and a tunable diode laser spectrometer (TGA 100, Campbell Scientific Ltd., USA) for CH 4 analysis. Before entering the tunable diode laser spectrometer (TDL), sample air was dried in a reversed flow membrane gas dryer (PD-200T-48 SS, Perma Pure Inc., USA). The analyzers and the gas dryer were arranged in series and housed in a temperature-regulated case at the base of the tower. All analog signals were synchronously digitized at 20 Hz and logged on a laptop PC running EdiSol software (J. Massheder, University of Edinburgh, UK). The system was powered by a diesel generator located 100 m southwest from the tower in the least frequent wind direction. An uninterruptible power supply ensured continuous operation.
[13] Additional instruments installed on or near the tower include sensors for air temperature and relative humidity (MP103A, ROTRONIC AG, Switzerland), incoming and outgoing solar and infrared radiation (CNR1, Kipp and Zonen B.V., The Netherlands), photosynthetically active radiation (QS2, Delta-T Devices Ltd., UK), and barometric pressure (RPT410, Druck Messtechnik GmbH, Germany). Precipitation and soil temperature data were recorded at a long-term monitoring station 700 m south of the eddy covariance tower [Boike et al., 2008] . Additional daily manual measurements at five sites in the footprint of the tower included thaw depth using a steel probe, soil temperatures in 5 cm depth intervals, water level, and soil moisture where no standing water was present. These sites differed with regard to inundation, vegetation, and polygon degradation.
Data Processing
[14] Raw data processing and flux calculation was done using the software EdiRe (R. Clement, University of Edinburgh, UK). Because of relatively low methane fluxes we used an averaging interval of 60 min in order to increase the signal-to-noise ratio of the correlation calculation. Two coordinate rotations were applied to the wind components so that the mean transverse and the mean vertical wind components were reduced to zero. We then removed the time lag between wind measurements at the sonic anemometer and methane concentration measurements in the TDL. The effects of instrument drift and instationary conditions were removed using a recursive high pass filter with a 30 s time constant that was applied to the methane concentration time series. After the initial methane flux calculation, fluxes were corrected for the differences between the flux frequency spectrum and the spectral response of the eddy covariance system, tube attenuation effects, the separation of anemometer and methane analyzer, as well as for the effects of the recursive high pass filter following Moore [1986] and Moncrieff et al. [1996] . On average, 35.4% were added to the calculated flux. The correction of the analyzer response accounted for 27.9%, while the high pass filtering of the methane signal accounted for 5.4% of that correction.
[15] The corrected methane flux data were screened thoroughly. Excessively noisy measurements with peaks in the cross-correlation function greater than the flux peak were rejected. We found this procedure to reliably reject measurements which were disturbed for example by instationary conditions, instrument drift, or high wind speeds. Additionally, an integral turbulence characteristics test [Foken and Wichura, 1996] was used for the final screening. The integral turbulence characteristics (ITC) are similarity characteristics of the atmospheric turbulence with a close connection to the correlation coefficient. They characterize whether turbulence is well developed or not, and it is possible to discover some typical effects of nonhomogeneous terrain, such as obstacles or inhomogeneities in surface temperature or moisture conditions [Foken and Wichura, 1996] . Where the ITC parameter deviated more than 30% from the model, the turbulence was assumed to have been disturbed and data were rejected. In total, the screening removed 34.6% of the hourly flux data. However, as we only considered average daily fluxes for all subsequent analyses and there were hourly flux data available for all days (minimum four, average 15), no gap-filling procedures were applied. Measurement errors were estimated using the standard deviation of the cross correlation function and the average random error was 1.7 mg CH 4 m À2 d
À1
. Systematic errors for any individual flux measurement have been estimated by Wesely and Hart [1985] to be in the range of 10 -20%. The system performance agrees well with the performance other investigators using the TGA 100 have reported and is described in more detail by Wille et al. [2008] .
[16] The area from which 80% of the cumulative methane flux originated was calculated using a footprint analysis according to Schuepp et al. [1990] . The upwind distance of this flux contribution was on average 518 m. The maximum contribution originated from an average distance of 116 m.
Ecosystem-Scale Flux Modeling
[17] We used two approaches to determine flux controlling parameters and set up a small-scale model for the growing period, all of which were based on daily averages of the measured fluxes.
[18] The first approach was purely data based. We used classification and regression tree analysis (CART) as a flexible and robust tool, which can deal with nonlinear relationships, complex interactions, and missing data [Breiman et al., 1984] . Regression trees aim to explain variation in a dependent variable by recursive splitting of the data set into more homogenous subgroups, each of which is characterized by typical values of the dependent variable, the number of data points in the group, and the specific values of the independent variables that define the group. Splitting is continued until an overlarge tree is grown, which is then pruned by cross-validation. We used tenfold cross validation, were the data is divided into ten subsets of approximately equal size, each of which is dropped once in turn while growing a series of trees from the remaining subsets to predict the response of the omitted subset. The estimated error for each subset is summed over all subsets, and after repeating the procedure for each tree size, the tree with the smallest estimated error rate is selected. A more detailed description of this method and its advantages for the exploration, description, and prediction of patterns and processes in ecological data is given by De'ath and Fabricius [2000] . We required a minimum of ten data points in order to allow further splitting and ran a series of 100 tenfold cross validations to select the most frequently occurring tree with the minimum mean squared error.
[19] After identifying the main controls of methane emission, the objective of the second approach was to propose a multiplicative and semideterministic model following the work by Friborg et al. [2000] , where the flux is a product of an ecosystem reference flux and a set of environmental parameters, each with its specific regulation factor. This approach was also applied by Wille et al. [2008] , who initially chose parameters for the model on the basis of previously well established relationships, such as the temperature dependence of soil microbial methane production [e.g., Arrhenius, 1909; Conrad, 1989] , and on direct correlation between methane flux and the respective parameter. The general form of this model can be written as
where FCH 4 is the methane flux time series, a is the reference flux determined through the fit process, b is a fit parameter, T and T are a temperature and reference temperature, respectively, and f i (X i ) describe the flux regulation by environmental parameters, where f i can be linear or exponential. A weighting factor of s FCH4 À2 was applied to each square of residuals before summing the squares of residuals during the fitting process, with s FCH4 being the daily mean of the errors of the hourly flux data points.
[20] Models were compared by variance reduction RV, where positive values indicate improvement in model performance. For RV to be significantly different from zero (a = 5%), a required minimum value RV min is computed following Balzer [1997] :
where N is the number of data points.
Results
Meteorology
[21] During setup of the instruments at the end of May/ beginning of June, the ground around the eddy covariance tower was still mostly snow covered. Only a few snow-free patches occurred on elevated polygon rims. However, mean daily air temperatures were already approaching 0°C and reached 1.5°C on 2 June (Figure 3 ). Light rainfall starting on 7 June and air temperatures of up to 8.8°C on 6 June and the following days further accelerated snowmelt and by the time continuous measurements started on 9 June, the tundra was almost completely snow free. Thawing of the ice cover on polygonal ponds and thermokarst lakes continued until the end of June, when remaining ice from ponds and smaller lakes that was frozen to the bottom surfaced. After snowmelt, water levels in the polygon centers were more than 11 cm above soil level and slowly decreased throughout June and July to about 2 cm. A storm with precipitation of up to 23 mm per day in the first week of August caused the water levels to rise up to 10 cm above soil level again and they never fell below soil level in the subsequent drying throughout August. Another storm system in the first week of September yielded 34 mm of precipitation within three days causing water levels to rise once more to about 10 cm, where they remained until the end of the measurement period. At a total of 158 mm, liquid precipitation during the study period was above average. Snow started to accumulate on 12 September and reached depths of 8 -10 cm in polygon centers and 2 -6 cm on elevated areas, but advection of warmer air from the south caused the mean daily air temperature to increase from its minimum at À5.3°C on 12 September to +4.2°C on 19 September and all snow had disappeared on 18 September. While mean daily air temperature was 4.5°C during the first half of June and reached a monthly maximum of 13.0°C on 15 June, soil temperature in a polygon center at 10 cm depth remained slightly below freezing until 14 June. It reached its first of two distinct maxima at 8.1°C on 11 July, after air temperature had reached daytime maxima of up to 28.9°C and a mean daily temperature of 18.9°C. Soil temperature subsequently declined to about 5°C until the second peak was reached at 8.4°C on 2 August, following a second peak in mean daily air temperature of 18.5°C. From there, soil temperature steadily declined, and refreezing of the soil in 10 cm depth began on 14 September, and on 10 September in the top soil layers, respectively. By mid-September, all water bodies except for the large thermokarst lakes were covered with ice up to 8 cm thick and soils were frozen up to approximately 10 cm depth. The maximum thaw depth of the soil was reached in the beginning of September at 46 cm. The minimum air temperature during the study period was reached at À7.2°C on 9 September and the minimum mean daily temperature was À3.9°C on 10 September. Despite the high temperatures in July and August, the mean monthly air temperature never exceeded 10°C. Long-term temperature data are available from Tiksi, which is located 110 km southeast of Samoylov Island but characterized by very similar temperatures. Temperature conditions in 2006 were almost 5°C warmer than the long-term average in June (2°C) but within ±1°C of the long-term average in July (7°C), August (7°C), and September (1°C). The average daily wind speed was 5.1 m s À1 during the study period, which is 0.4 m s À1 higher than in 2003 and 2004 [Kutzbach, 2006] . Winds from east-southeast were clearly predominant, but west-northwesterly and southern winds also occurred frequently (data not shown).
Ecosystem-Scale Methane Flux
[22] Mean daily methane flux was 18.7 mg m À2 d
À1
during the study period and showed relatively small seasonal variation (Figure 3 ). However, strong variations could be observed, which coincided with pronounced decreases in air pressure, higher wind speed after calm periods, and precipitation events.
[23] In the first two weeks of measurements, average daily methane fluxes were already 13.8 mg m À2 d
, with high variability from 5.7 mg m À2 d À1 to 22.0 mg m À2 d
. Soil temperature was still below 0°C when measurements started and showed very little variation in the early part of the thawing period. The lowest methane flux was observed during days with relatively high air pressure and low wind speed. Methane fluxes increased to an average of 25.0 mg m À2 d À1 in the third week; however, this increase was mainly due to an extreme peak on 27 June, which coincided with the lowest observed air pressure during the summer and high wind speeds. The last ice from the bottom of ponds and smaller lakes surfaced and melted around this time.
[24] Methane fluxes dropped to an average of 12.3 mg m À2 d À1 during the calm period at the end of June, and then steadily increased to the highest measured fluxes of on average 35.1 mg m À2 d À1 in the first week of August, roughly following variations in soil temperature and closely following variations in wind speed. Throughout July, above-average methane fluxes frequently correlated with sudden decreases in air pressure. Until the third week of August, fluxes remained between 17.0 and 20.0 mg m À2 d
and then decreased to less than 13.0 mg m À2 d À1 during a longer calm high-pressure period at the end of August.
[25] During the first and second week of September, which were characterized by rapidly decreasing air pres- , respectively, despite a decrease in soil temperature and refreezing of the top soil layers and water bodies. By mid-September, all water bodies except for the large thermokarst lakes where covered with ice up to 8 cm thick. During the calm high-pressure period after 13 September, methane fluxes decreased markedly to below 10.0 mg m À2 d À1 at the end of the measurement period.
[26] Classification and regression tree analysis (CART) of the measured methane flux data and environmental variables showed that variation in methane fluxes could best be explained by friction velocity u * and soil temperatures at 10 cm depth in a polygon center and 20 cm depth in a polygon rim, respectively. Friction velocity alone accounted for 57% of the variance in methane emissions and another 3% could be explained by wind speed, which is closely correlated with friction velocity and its main surrogate variable in the CART analysis. Soil temperatures on the other hand only explained about 8% of the variance (Figure 4 ). This combination of u * and T conformed to the model proposed by Wille et al. [2008] using the following equation:
where T is the soil temperature at a depressed polygon center in 20 cm depth, u * is the friction velocity, and T and u Ã are the mean values of the respective variables. Applying this model with the fit parameters determined by Wille et al. [2008] (Table 1) to the data of the 2006 measurement period explained only about 40% of the variance seen in the flux data and tended to overestimate fluxes larger than 25 mg m À2 d À1 while underestimating some of the lower fluxes ( Figure 5 ). It also did not adequately capture variation in methane fluxes associated with decreases in air pressure that could be seen throughout July. Model performance was improved by using a soil temperature at 10 cm depth in a polygon center, where methane production takes place, as identified by CART and renewed fitting; however, the best agreement (R 2 adj = 0.68; Table 1 ) of modeled and measured data was obtained by expanding the model proposed by Wille et al. [2008] with an exponential term that accounts for the observed influence of air pressure:
where T is the soil temperature at 10 cm depth in a polygon center, u * is the friction velocity, p is the air pressure, and T , u Ã , and p are the mean values of the respective variables. ), and the labels at the ''leaves'' of the tree indicate the number of data points n in the respective ''leaf'' as well as the mean of the respective data points. Near-surface turbulence (friction velocity u * ) explains most of the variability in methane emissions through the first two splits. In the next two splits, a considerably smaller amount of variability is explained by soil temperatures in a polygon center at 10 cm depth and in a polygon rim at 20 cm depth. In the final splits, more variability is explained by atmospheric parameters, i.e., by mean horizontal wind speed u, which directly correlates with u * , and by maximum horizontal wind speed. Terminal nodes are labeled with means of the respective variable and the number of observations in the subgroup. (4)) and the Model Proposed by Wille et al. [2008] (Equation (3) [27] Thaw depth, which increased gradually and without variation throughout the season, did not improve the model, and neither did water level, which remained above the soil surface at all times in the polygon centers.
[28] While fluxes modeled using equation (4) agreed well with measured fluxes, Figure 6 shows that measured fluxes during the thaw period, when soil temperature variation was low, were underestimated. Also, less than 50% of the actual methane emission on 27 June could be modeled using either of the approaches described above. Substituting air temperature for soil temperature in equation (4) does not significantly improve the model as a whole, but underestimation of fluxes during the thaw period was reduced substantially (Figure 6 ).
[29] The cumulative methane emission during the 2006 growing season was 1.93 g m
À2
, which agrees well with the cumulative flux during the same period of a combined 2003 and 2004 data set, which amounted to 1.87 g m À2 . The extended model (equation (4)) underestimated the cumulative measured flux by less than 5%.
Discussion
Environmental Controls on Methane Emission
[30] To our best knowledge, we here present the first ecosystem-scale methane exchange data from the Siberian Arctic covering an entire contiguous growing season from spring thaw to initial freeze-back by the eddy covariance method. The measurement period included a wide range of meteorological and soil conditions, allowing for a comprehensive analysis of the environmental controls of methane fluxes. The most important parameter controlling methane emissions from our site was near-surface turbulence, which closely correlates with horizontal wind speed. Though few other studies have reported this effect, our results confirm the conclusions by Wille et al. [2008] , who observed the same relationship during a ''synthetic'' growing season of 2003/2004 eddy covariance data from the same site (Table 1) . Fan et al. [1992] found emissions from lakes in Alaskan Arctic tundra to be dependent on wind speed and Hargreaves et al. (3) and (4). The model by Wille et al. [2008] tends to overestimate larger methane fluxes. (bottom) Fluxes modeled using equation (4) and a modified version of equation (4), where soil temperature in 10 cm depth was replaced by 2 m air temperature. The underestimation of methane fluxes during the early thaw period is reduced substantially. (4)), fluxes agree well over the entire range of fluxes.
The concurrent observation of ebullition in the latter study indicates a water table above the soil surface. Our site features a large fraction of polygon centers with water tables above the surface, deep thermokarst cracks, and small polygonal ponds of various depths. Thus the methane flux dependence on near-surface turbulence could at least partly be explained by diffusive and turbulent gas transfer between water surface and atmosphere, which several lake studies have shown to be proportional to u 1.6 , with u being the horizontal wind speed [MacIntyre et al., 1995] .
[31] Increased turbulence and wind speed on noninundated surfaces such as polygon rims and, probably more so, high center polygons, which are dominated by thick moss layers, could lead to a thinning of the laminar boundary layer in the moss canopy, resulting in a higher concentration gradient from the methane-enriched soil to the turbulent boundary layer and hence to an increased diffusive flux of methane. In addition, increased turbulence could lead to increased aeration and a transient flushing of methane stored in these layers during calm periods. Increased methane emissions during high wind speeds after calm periods were also reported by Hargreaves et al. [2001] . However, this storage flushing is of highly transient nature and thus might only play a role on shorter timescales.
[32] Another important mechanism for methane emissions from lakes and water inundated areas is bubble ebullition, which is often ignored because of its patchiness and resulting difficulties in quantifying it. Hargreaves et al. [2001] have observed ebullition during spring thaw and periods of high wind speed. Walter et al. [2006] reported methane release by ebullition from eastern Siberian thermokarst lakes, which was continuous and large enough to prevent some emission hot spots in the investigated lakes from freezing. During closed chamber flux measurements in close proximity to the eddy covariance tower, we captured ebullition events using floating chambers on thermokarst cracks (data not shown) and repeatedly observed ebullition from polygonal ponds during the thawing period. We suggest two main triggers for methane ebullition: (1) increased atmospheric turbulence and (2) decreased atmospheric pressure. Increased turbulence could lead to the release of gas bubbles that adhere to surfaces below the water table, such as plants, roots, or shallow sediments through wind induced turbulence in the water, agitation of plants, or wave action. Decreasing atmospheric pressure, which frequently correlated with increased methane emission from our study site, can release free-phase gas and resulting ebullition was shown to contribute 50 -64% to total emissions reported from a Japanese peatland by Tokida et al. [2007] . Laboratory experiments by Tokida et al. [2005] also demonstrated the importance of atmospheric pressure on methane ebullition, and including the pressure term in our model (equation (4)) improved model performance significantly (Table 1) .
[33] Soil temperature in a polygon center at 10 cm depth was identified as the third parameter controlling methane fluxes from our site. The dependence of soil microbial activity on temperature was already described almost a century ago by Arrhenius [1909] and has been confirmed by several studies since [e.g., Conrad, 1989; Hargreaves et al., 2001; Christensen et al., 2001] . However, while Hargreaves et al. [2001] found a very strong relationship between methane emission and peat temperature, Rinne et al. [2007] for example, found a good exponential relationship only for temperatures <12°C. Other studies, such as Wickland et al.'s [2006] , did not find a relationship between methane emission and soil temperature. At our study site, we found soil temperature to play a minor role, explaining 8% of the observed methane fluxes. However, during spring thaw, substituting air temperature for soil temperature resulted in a better model fit and reduced the underestimation of early season methane fluxes. This is considered to be due to the fact, that deeper soil layers were still frozen and most of the methane emitted during that early phase originated from methanogenesis in the uppermost soil layers and from release of trapped methane from lake ice and ponds. Temperatures in these sources are likely to be directly influenced by air temperature rather than soil temperature in several centimeters depth. Increased temperature would increase melt/thaw rates, resulting in higher emissions of stored methane.
[34] Some studies do not separate methane production or even potential microbial activity from actual methane release [e.g., Wagner et al., 2003] . However, the clear dominance of atmospheric parameters over soil temperature found here has two main implications:
[35] 1. It suggests that methane production and methane emission are not necessarily closely linked, particularly on shorted timescales. Instead, storage of methane in soils and sediments leads to a certain degree of decoupling between temperature-dependent methane production and meteorology-dependent methane release. Light disturbance of sediments underneath a floating chamber using a steel probe resulted in rapid fivefold increase of the methane concentration inside the chamber, suggesting that large amounts of free-phase methane are stored in sediments of polygon ponds and lakes as well as thermokarst cracks.
[36] 2. When measuring gas exchange by the closed chamber method, near-surface turbulence and, depending on chamber design, also air pressure are inherently eliminated, while many other parameters including air and soil temperature are altered inside the chamber [Kutzbach et al., 2007] . As most studies on the quantification and source strengths of methane emissions (including those that upscale emission estimates to the landscape or regional scale) are currently based on closed chamber methods, this finding raises questions about the reliability of reported field data based on chamber measurements and highlights the need for studies based on nonintrusive measurement techniques such as the eddy covariance approach.
[37] While other studies found thaw depth to be correlated with methane emission van Huissteden et al., 2005] , we did not find a significant influence of thaw depth on methane emission at our site, confirming the findings discussed by Wille et al. [2008] .
[38] As methane is produced under anaerobic conditions in the soil column and oxidized under aerobic conditions, water table depth is another variable, which has often been identified as predictor for methane emissions [e.g., Friborg et al., 2000; Suyker et al., 1996] . However, Rinne et al. [2007] found only a weak anticorrelation between methane emission and water table position, and Hargreaves et al. [2001] did not find any relationship between these parameters. At our site, we did not find any relationship between ecosystem-scale methane emission and water table position. However, simultaneous closed chamber measurements on fifteen plots at five different microsites in close proximity to the eddy covariance tower showed a high small-scale variability of methane fluxes between sites with low water tables (i.e., polygon rims and high center polygons) and sites with water tables near the surface (i.e., polygon centers). While emissions from rim and high center polygon plots frequently did not reach/exceed the detection limit of the analyzer, large fluxes of up to 400 mg m À2 d À1 were measured in inundated polygon centers (data not shown). Since the water table in these polygon centers never dropped below the soil surface and precipitation quickly drained from elevated polygon rims into polygon centers, there were no significant temporal changes in the ratio of aerobic and anaerobic areas in the soil column and thus no temporal changes in methane emission related to water table position.
Seasonal Dynamics
[39] Although soils were still frozen at the beginning of the 2006 measurement period, substantial methane emission could already be observed, confirming the observations from the same site in 2004 [Willie et al., 2008] . These early emissions were highly variable and dependent on atmospheric conditions. The highest emission peak of the entire season was observed on 27 June, toward the end of the thawing period. Rinne et al. [2007] also reported an emission pulse during snowmelt, which was independent of soil temperature. Hargreaves et al. [2001] found methane fluxes in the range of summer emissions during the thaw period, which were attributed to the release of methane trapped in and below the ice cover. Harazono et al. [2006] on the other hand, did not observe an increase in methane emission during spring thaw at a wet tundra site in Barrow, Alaska.
[40] Visual observation of ebullition from thawing lake shores and lake ice suggests that this pathway played a major role in early methane emission on Samoylov Island. The large emission peak on 27 June coincided with the end of the thawing period, when remaining ice from ponds and lakes, which were frozen solid, broke loose from the lake bottoms and surfaced, presumably disturbing bottom sediments and thus causing free-phase methane to be released. In addition, through the processes described above, strong winds and a pronounced drop in air pressure might have caused unusual high emission of methane produced and stored during the winter.
[ Wille et al. [2008] . Emissions are similar to the average methane flux reported by Fan et al. [1992] from an Alaskan subarctic tundra site, which was characterized by a mix of dry and wet microsites as well as lakes with a ratio of wet/dry sites comparable to Samoylov Island. The other eddy covariance flux studies from Arctic sites reported higher fluxes. Friborg et al. [2000] reported August methane fluxes of 50 mg m À2 d À1 from a rich fen near Zackenberg (Greenland), Hargreaves et al.
[2001] measured emissions of typically 38 mg m À2 d À1 from a wetland in Finnish Lapland, and Harazono et al. [2006] reported methane fluxes from a coastal wet sedge tundra in Barrow, Alaska, of !50 mg m À2 d À1 until the end of August. However, all these sites have a considerably larger fraction of wet or inundated surfaces than our site on Samoylov Island, where relatively dry polygon rims make up about 60% of the surface area. Thus, less than half the area covered by the eddy covariance footprint actually contributes significant methane emissions. In addition, extremely cold permafrost in northern Siberia might inhibit microbial activity. Methanogenesis is also impeded by unfavorable conditions, such as sandy soils and substrate limitation because of only weakly decomposed organic matter [Ganzert et al., 2006] .
[42] Relatively high fluxes could also be observed in September. However, with the top soil layer frozen and water bodies covered by up to 8 cm of ice, these high fluxes are harder to explain by turbulence or atmospheric pressure influence, especially in the last two weeks of measurements. The remaining pathway for methane emission while soil and water bodies freeze from the top, is via plant mediated transport through the aerenchyma of wet-adapted aerenchymatous sedges and grasses such as Carex aquatilis, which was shown to account for 27% to 66% of overall methane fluxes on Samoylov Island [Kutzbach et al., 2004] . However, this study also suggested that plant-mediated transport was only driven by diffusion and presumably limited by the diffusion resistance of dense root exodermes, leading Wille et al. [2008] to hypothesize that near-surface turbulence is not likely to increase methane emission via this pathway. However, in light of the 2006 data this should be qualified as the diffusion resistance of the root exodermes has not been quantified and the correlations between increased turbulence and methane emission, and decreasing atmospheric pressure and methane emission were still apparent during refreezing of soil and water bodies. Similar to the effect of increased aeration in moss canopies, higher wind speed and lower atmospheric pressure would decrease the aerodynamic resistance in the turbulent boundary layer and the thickness of the laminar boundary layer at the leaf surfaces, thus allowing the diffusion from aerenchyma to the atmosphere to increase.
[43] In addition, incidental observations in the field indicate that refreezing of the top soil pressurizes the unfrozen layer underneath, possibly forcing increased emission from unfrozen patches or through cracks. These increased emissions could result from the added effect the freezing has on two usually opposing processes: (1) it limits the transportation of oxygen from the atmosphere to the soil, thus promoting the net formation of methane in the unfrozen layers [Yu et al., 2007] , and (2) it early on reduces methane consumption in the freezing upper layers, as methane oxidizing bacteria in these layers were found to have a higher temperature optimum [Liebner and Wagner, 2007] and thus reduce their activity earlier than the psychrotolerant methanogens in the still unfrozen lower horizons [Ganzert et al., 2006] . Hence, an increased net amount of methane is available for emission.
[44] However, the poorly understood effects of freezinginduced structural properties of cold soils on methane transport processes and pathways, and the lack of ecosystem-scale data on cold season methane fluxes highlight the need for long-term nonintrusive studies, which extend well beyond the growing season.
Conclusions
[45] In comparison to three other Arctic eddy covariance studies from Alaska, Greenland, and Finland, methane emission was low at our site, probably because of (1) extremely cold permafrost, (2) substrate limitation of the methanogens, and (3) a relatively high surface coverage of noninundated, moderately moist areas.
[46] Near-surface turbulence was identified as the most important control on ecosystem-scale methane emission, while soil temperature explained only 8% of the seasonal emission. In addition, atmospheric pressure was found to significantly improve a model based on turbulence and soil temperature.
[47] Ebullition from waterlogged areas triggered by falling atmospheric pressure and near-surface turbulence is thought to be an important pathway that warrants more attention in future studies. In this context, available freephase gas in lake and thermokarst crack sediments should be quantified in order to estimate potential emissions by ebullition.
[48] The close coupling of methane fluxes and atmospheric parameters demonstrated here raises questions regarding the reliability of enclosure-based measurements, which inherently exclude these parameters. Long-term, nonintrusive measurements on the ecosystem scale are needed to adequately quantify high-latitude methane emissions and correct potentially biased estimates based on chamber measurements, to identify processes governing the emission of methane on various scales, and to address interannual and long-term variations of methane emission from a range of Artic ecosystems.
