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Abstract
In this review, an overview is given of several recent generalizations of the Fourier transform,
related to either the Lie algebra sl2 or the Lie superalgebra osp(1|2). In the former case, one obtains
scalar generalizations of the Fourier transform, including the fractional Fourier transform, the Dunkl
transform, the radially deformed Fourier transform and the super Fourier transform. In the latter
case, one has to use the framework of Clifford analysis and arrives at the Clifford-Fourier transform
and the radially deformed hypercomplex Fourier transform.
A detailed exposition of all these transforms is given, with emphasis on aspects such as eigen-
functions and spectrum of the transform, characterization of the integral kernel and connection with
various special functions.
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1 Introduction
Recently, the topic of generalized Fourier transforms related to realizations of the Lie algebra sl2 or the Lie
superalgebra osp(1|2) has received considerable attention. In particular, the fractional Fourier transform,
the Dunkl transform, the radially deformed Fourier transform and the super Fourier transform are scalar
generalizations of the Fourier transform related to sl2. The Clifford-Fourier transform and the radially
deformed hypercomplex Fourier transform on the other hand are Clifford-algebra valued generalizations
of the Fourier transform, related to realizations of osp(1|2).
The present paper aims at providing an extensive review of the results that have been obtained for
these generalized transforms. The emphasis will lie on aspects such as eigenfunctions and spectrum of
the transforms under consideration, characterization of the integral kernel and connection with various
special functions. As the number of publications related to all these transforms is huge, we cannot cover
them all in the references. Rather, we restrict ourselves to those which are crucial for the exposition.
To focus the ideas that will be pursued in this review, let us revisit the classical Fourier transform (FT)
in Rm. This transform can be defined in many ways. For us, 4 different formulations are in particular
important. In its most basic formulation, the FT is of course given by the integral transform
F1 F(f)(y) = 1
(2π)m/2
∫
Rm
e−i〈x,y〉 f(x) dx, f ∈ L1(Rm)
with i the complex unit, 〈x, y〉 the standard inner product of x, y ∈ Rm and dx the Lebesgue measure on
Rm. Alternatively, one can rewrite the transform as
F2 F(f)(y) = 1
(2π)m/2
∫
Rm
K(x, y) f(x) dx
where K(x, y) is the unique solution of the system of PDEs
∂xjK(x, y) = −iyjK(x, y), j = 1, . . . ,m
under the inital condition K(0, y) = 1. A third formulation is given by
F3 F = e iπm4 e iπ4 (∆−|x|2)
with ∆ the Laplacian in Rm. This expression connects the Fourier transform with the Lie algebra sl2
generated by ∆ and |x|2 and with the theory of the quantum harmonic oscillator, determined by the
hamiltonian H = −(∆ − |x|2)/2. Finally, the kernel can also be expressed as an infinite series in terms
of special functions as (see [100, Section 11.5])
F4 K(x, y) = 2λΓ(λ)
∞∑
k=0
(k + λ)(−i)k(|x||y|)−λJk+λ(|x||y|) Cλk (〈ξ, η〉),
where ξ = x/|x|, η = y/|y| and λ = (m − 2)/2. Here, Jν is the Bessel function and Cλk the Gegenbauer
polynomial.
Each formulation has its specific advantages and uses. The standard formulation F1 allows to imme-
diately compute a bound of the kernel and is hence ideal to study the transform on L1 spaces or more
general function spaces. Formulation F2 yields the calculus properties of the transform, and allows to
generalize the transform to e.g. the so-called Dunkl transform (see [47] and Section 2.2). Formulation F3
emphasizes the structural (Lie algebraic) properties of the Fourier transform and also allows to compute
its eigenfunctions and spectrum. Finally, F4 connects the Fourier transform with the theory of special
functions, and is the ideal formulation to obtain e.g. the Bochner identities (which are a special case of
the subsequent Proposition 3.45).
As stated in the beginning, the aim of this review is to discuss several extensions of the classical FT.
These can be divided into two classes: scalar transforms, which will be related to realizations of the Lie
algebra sl2, and hypercomplex transforms, related to realizations of the Lie superalgebra osp(1|2), which
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contains sl2 as its even subalgebra. The latter transforms are defined using the language of Clifford
analysis, developed in e.g. [12, 46, 60]. For both classes of transforms, we will see that all four definitions
F1 - F4 are necessary to obtain a complete description of the generalized Fourier transform under
consideration.
Conceptually, the study of such generalized FTs is divided in several steps, which may be summarized
by:
• find sl2 or osp(1|2) realization using differential and/or differential-difference operators
• solve spectral/quantum problem for associated hamiltonian H
• use exponential definition F3 to define generalized FT
• find series expansion of the form F4
• find explicit expression of the form F1
• study analytic properties of the obtained transform.
The paper is organized as follows. In Section 2 we discuss generalized scalar Fourier transforms,
including the fractional Fourier transform, the Dunkl transform, the radially deformed Fourier transform
and the super Fourier transform. In Section 3 we move to the subject of hypercomplex transforms. We
start with a short exposition on Clifford algebras and analysis. Subsequently, we turn our attention to the
so-called Clifford-Fourier transform, the hypercomplex transform which has received the most attention
in the literature. Next, we consider the radially deformed hypercomplex Fourier transform, where we
also give the connection with the Dunkl transform and the radially deformed Fourier transform. We also
briefly discuss other hypercomplex transforms that have received considerable attention in the literature,
but that do not fit into the framework described above. We end this paper by indicating a few open
problems and directions for future research.
2 Scalar Fourier transforms
Harmonic analysis in Rm is governed by the following three operators
∆ :=
m∑
i=1
∂2xi
|x|2 :=
m∑
i=1
x2i
E :=
m∑
i=1
xi∂xi
with ∆ the Laplace operator and E the Euler operator. The operators E = |x|2/2, F = −∆/2 and
H = E+m/2 are invariant under O(m) and generate the Lie algebra sl2 (see e.g. [66]):[
H,E
]
= 2E,
[
H,F
]
= −2F, [E,F ] = H. (2.1)
So there are two types of symmetries present: the orthogonal symmetry of the individual operators, as
well as the Lie algebraic symmetry generated by the three operators together. In this section, we will
consider four generalizations of the Fourier transform, each related to a generalized Laplacian that still
leads to the same algebraic sl2 symmetry, but has a group symmetry which may differ from the orthogonal
group.
The fractional Fourier transform is a generalization of the FT that is still invariant under the or-
thogonal group O(m). For the Dunkl transform, the symmetry is reduced to that of a finite reflection
group G < O(m). The radially deformed Fourier transform encompasses both the fractional and Dunkl
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transform. Finally, the super Fourier transform is defined in the context of superspaces and is invariant
under the product of the orthogonal with the symplectic group.
For an overview of harmonic analysis related to these three different types of symmetry, we refer the
reader to [30], in particular concerning the Hermite functions for each symmetry and their properties.
2.1 The fractional Fourier transform
The fractional Fourier transform is a generalization of the classical Fourier transform (FT). It is usually
defined using the operator expression
Fα = e iαm2 e iα2 (∆−|x|
2), α ∈ [−π, π]
with ∆ the Laplace operator in Rm. As integral transform, it can be written as
Fα(f)(y) =
(
π(1− e−2iα))−m/2 ∫
Rm
e−i〈x,y〉/ sinαe
i
2 (cotα)(|x|
2+|y|2)f(x)dx
when α 6= ±π, α 6= 0. The most important property of this transform is given by the semigroup identity
FαFβ = Fα+β ,
thus explaining its name. Note that the ordinary FT corresponds to α = π/2.
Historically, the fractional FT has been reinvented several times, sometimes even simultaneously by
different scientific communities. In the applied literature, Namias [81] is often credited with its invention.
However, Mustard [80] attributes the fractional FT to Condon and Bargmann (see [26, 7]). In physics, this
transform was introduced independently in the seventies by Collins in optics [25], as well as by Moshinsky
and Quesne in theoretical physics [77, 84]. In the latter case, the fractional FT is part of a wider class
of operators which were coined linear canonical transforms. In subsequent work [11, 101, 102, 103], Wolf
has further elaborated on this topic.
In pure mathematics, the main ideas leading to the discovery of the fractional FT seem to have been
around implicitly since the discovery of the so-called Mehler formula [76], connecting the kernel of the
fractional Fourier transform with a series expansion in terms of Hermite functions. In this context, one
uses the term Hermite semigroup to denote the fractional FT, see e.g. [65, 57]. Note that in this situation
the parameter α is usually extended to the right-half complex plane. Even in the completely different
mathematical field of C∗-algebras, a special case of the fractional FT has been introduced independently,
see [99].
For a detailed overview of the theory and recent applications of the fractional FT we refer the reader
to [83]. A perspective from the point of view of the Hermite semigroup can be found in e.g. [95, 9].
Let us now state the eigenfunctions of this transform. For that aim, we introduce the Hermite basis
for L2(Rm), resp. S(Rm). The Hermite functions are given by
φj,k,ℓ := L
m
2 +k−1
j (|x|2)H(ℓ)k e−|x|
2/2, (2.2)
where j, k ∈ N and H(ℓ)k , (ℓ = 1, . . . , dimHk) a basis for Hk, the space of spherical harmonics of degree
k. In other words, Hk := ker∆ ∩ Pk with Pk the space of homogeneous polynomials of degree k. The
functions Lαj (t) are the Laguerre polynomials. The Hermite functions satisfy
Fα(φj,k,ℓ) = e−iα(2j+k)φj,k,ℓ, (2.3)
which, as a consequence, shows the semigroup property FαFβ = Fα+β . The reader may wish to keep
formulas (2.2) and (2.3) in mind, for comparison with the generalized Fourier transforms we will discuss
in the rest of this review.
Obviously, also a formulation F4 exists for the fractional Fourier transform. This can be obtained by
taking the limit β → 0 in the subsequent Theorem 3.16.
4
Let us end this section by mentioning that there also exist several discrete versions of the fractional
Fourier transform. It turns out to be easy to define a fractional version of the discrete FT given by the
n× n matrix E. The components of this matrix are determined by n-th roots of unity via
Ej,k =
1√
n
e−i2π
jk
n .
The fractional version of this discrete transform is described in detail in [2]. From the point of view of the
present review, the so-called Fourier-Kravchuk transform [3] is more interesting, as it is also related to a
Lie algebra realization of su2 but on a finite dimensional vector space. Moreover, the Fourier-Kravchuk
transform is derived from an oscillator model, which is not the case for the fractionalization of E.
2.2 The Dunkl transform
Denote by 〈., .〉 the standard Euclidean scalar product in Rm and by |x| = 〈x, x〉1/2 the associated norm.
For α ∈ Rm − {0}, the reflection rα in the hyperplane orthogonal to α is given by
rα(x) = x− 2 〈α, x〉|α|2 α, x ∈ R
m.
A root system is a finite subset R ⊂ Rm of non-zero vectors such that, for every α ∈ R, the associated
reflection rα preserves R. We will assume that R is reduced, i.e. R ∩ Rα = {±α} for all α ∈ R. Each
root system can be written as a disjoint union R = R+ ∪ (−R+), where R+ and −R+ are separated by
a hyperplane through the origin. The subgroup G ⊂ O(m) generated by the reflections {rα|α ∈ R} is
called the finite reflection group associated with R. We will also assume that R is normalized such that
〈α, α〉 = 2 for all α ∈ R. For more information on finite reflection groups we refer the reader to [67].
A multiplicity function κ on the root system R is a G-invariant function κ : R→ C, i.e. κ(α) = κ(hα)
for all h ∈ G. We will denote κ(α) by κα.
Fixing a positive subsystem R+ of the root system R and a multiplicity function κ, we introduce the
Dunkl operators Ti (i = 1, . . . ,m) associated to R+ and κ by (see [48, 51])
Tif(x) := ∂xif(x) +
∑
α∈R+
κααi
f(x)− f(rα(x))
〈α, x〉 , f ∈ C
1(Rm).
An important property of the Dunkl operators is that they commute, i.e. TiTj = TjTi.
The Dunkl Laplacian is given by ∆κ =
∑m
i=1 T
2
i , or more explicitly by
∆κf(x) = ∇2f(x) + 2
∑
α∈R+
κα
( 〈∇f(x), α〉
〈α, x〉 −
f(x)− f(rα(x))
〈α, x〉2
)
with ∇ the gradient operator.
If we let ∆κ act on |x|2 we find ∆κ|x|2 = 2m+ 4γ = 2µ, where γ =
∑
α∈R+
κα. We refer to µ as the
Dunkl dimension, because most special functions related to ∆κ behave as if one would be working with
the classical Laplace operator in a space with formal dimension µ.
We further denote by HDk the space of Dunkl-harmonics of degree k, i.e. HDk := ker∆κ ∩ Pk. The
space of Dunkl-harmonics of degree k has the same dimension as the classical space Hk of spherical
harmonics of degree k.
It is possible to construct an intertwining operator Vκ connecting the usual partial derivatives ∂xj
with the Dunkl operators Tj such that TjVκ = Vκ∂xj (see e.g. [50]). Note that explicit formulae for Vκ
are only known in a few special cases.
The operators ∆κ, |x|2 and E+ µ2 satisfy the defining relations of the Lie algebra sl2, as was obtained
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in [61], [
∆κ, |x|2
]
= 4(E+
µ
2
)[
∆κ,E+
µ
2
]
= 2∆κ[
|x|2,E+ µ
2
]
= −2|x|2.
(2.4)
The weight function related to the root system R and the multiplicity function κ is given by wκ(x) =∏
α∈R+
|〈α, x〉|2κα . For suitably chosen functions f and g one then has the following property of integra-
tion by parts (see [49]) ∫
Rm
(Tif)g wκ(x)dx = −
∫
Rm
f (Tig)wκ(x)dx (2.5)
with dx the Lebesgue measure.
Following the formulation F2 of the ordinary Fourier transform, we can now introduce a gener-
alization related to the set of Dunkl operators Ti (see [47]). This so-called Dunkl transform Fk :
L1(Rm, wκ(x)dx)→ C(Rm) is defined as follows
Fκ(f)(y) := c−1κ
∫
Rm
D(x, y) f(x)wκ(x)dx
with cκ =
∫
Rm
e−|x|
2/2wκ(x)dx the Mehta constant related to G and where D(x, y) is the Dunkl kernel.
This kernel is the unique solution of the system
Tj,xD(x, y) = −iyjD(x, y), j = 1, . . . ,m
which is real-analytic in Rm and satisfies D(0, y) = 1. One can prove that D(x, y) is bounded (see [47]),
so the Dunkl transform is well defined.
The eigenfunctions of this transform are studied in e.g. [49, 88]. They are given by
φκj,k,ℓ := L
µ
2+k−1
j (|x|2)H(ℓ)k e−|x|
2/2, (2.6)
with j, k ∈ N and H(ℓ)k , (ℓ = 1, . . . , dimHDk ) a basis for HDk . They satisfy Fκ(φκj,k,ℓ) = (−i)2j+kφκj,k,ℓ.
Note that for κ = 0, these functions reduce to formula (2.2).
The exponential expression F3 takes for the Dunkl transform the following form
Fκ = e
iπµ
4 e
iπ
4 (∆κ−|x|
2),
as was shown in [8]. The operator Hκ = −(∆κ− |x|2)/2 describes a quantum system of Calogero-Moser-
Sutherland type. We refer the reader to [97] for a detailed description of such systems and to [88] for
a solution of the spectral problem using Dunkl operators. Also an expansion of the type F4 has been
obtained, see Proposition 2.4 in [87] .
In the one-dimensional case, there exists only one reflection group, namely Z2. In that case, the kernel
of the Dunkl transform is explicitly known and the transform is given by
Fκ(f)(y) = 1
2
2κ+1
2
∫ ∞
−∞
(
J˜κ− 12 (|xy|)− i
xy
2
J˜κ+ 12 (|xy|)
)
f(x)|x|2κdx
where κ ≥ −1/2 is the multiplicity parameter and with J˜ν(z) = (z/2)−νJν(z). For a detailed treatment,
in particular its relation to the Hankel transform, we refer the reader to [24]. For κ = 0, this transform
reduces to the ordinary Fourier transform.
It is interesting to note that this one dimensional transform reappears in many different contexts. In
the context of Wigner quantization, this kernel appeared first in e.g. [79, 89]. In related work, a further
classification of all osp(1|2) representation spaces and the associated quantum systems has been obtained
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in [85]. Similar to the classical Fourier transform, there also exists a finite oscillator model that in the
continuum limit yields the Dunkl transform. This is the so-called Fourier-Hahn transform introduced
recently in [68].
For higher values of the dimension, no explicit formula for the Dunkl kernel is known, except for a
few special cases. Note that in the higher dimensional case, it is easy to prove that there no longer exists
a connection with Wigner quantization (for the Lie superalgebra osp(1|2n), see e.g. [75]), not even when
considering the reflection group obtained by taking the product of several copies of Z2.
2.3 The radially deformed Fourier transform
It turns out that the sl2 relations (2.4) also hold for the generalized operators |x|a, |x|2−a∆κ and E +
a+µ−2
2 , with a > 0 a real parameter. Indeed, one has[|x|2−a∆κ, |x|a] = 2a (E+ a+ µ− 2
2
)[
|x|2−a∆κ,E+ a+ µ− 2
2
]
= a |x|2−a∆κ[
|x|a,E+ a+ µ− 2
2
]
= −a |x|a.
This was first observed, in the context of minimal representations, for a = 1 and κ = 0 in [69, 70] and
subsequently generalized to arbitrary a and κ in [9].
The paper [9] was mostly concerned with the study of the associated Hermite semigroup given by
Jκ,a(ω) := e
ω
a (|x|
2−a∆κ−|x|
a)
where ω is a complex parameter satisfying ℜω ≥ 0. This semigroup was studied in great detail and in
particular an integral operator expression was found where the kernel is given as a series expansion. An
important tool was the construction of an eigenbasis for the hamiltonian Hκ,a = −
(|x|2−a∆κ − |x|a) /a.
Putting, for j, k ∈ N and H(ℓ)k , (ℓ = 1, . . . , dimHDk ) a basis for HDk ,
φκ,aj,k,ℓ := L
µ+2k−2
a
j
(
2
a
|x|a
)
H
(ℓ)
k e
−|x|a/a, (2.7)
lengthy computations show
Hκ,aφ
κ,a
j,k,ℓ =
(
µ− 2
a
+
2k
a
+ 2j + 1
)
φκ,aj,k,ℓ.
The set of functions {φκ,aj,k,ℓ} forms an orthogonal basis for the space L2(Rm, ϑκ,a(x)dx) with ϑκ,a(x) =
|x|a−2wκ(x).
In order to keep the subsequent formulas as simple as possible, we restrict ourselves in this review to
the case where κ = 0 and to the specific semigroup parameter ω = iπ/2. This yields the so-called radially
deformed Fourier transform
F0,a = e
iπ(m+a−2)
2a e
iπ
2a (|x|
2−a∆−|x|a),
where a suitable normalization has been added to make the transform unitary. A series expansion of its
integral kernel is given in the subsequent theorem, which was obtained in [9].
Theorem 2.1. Put
Ka(x, y) = a
2λ/aΓ
(
2λ+ a
a
) ∞∑
k=0
e−
iπk
a
λ+ k
λ
z−λJ 2(k+λ)
a
(
2
a
za/2
)
Cλk (w),
with λ = (m− 2)/2, z = |x||y| and w = 〈x, y〉/z. This series is convergent and the integral transform
F0,a(f)(y) = Γ(m/2)
Γ(2λ+aa )2a
2λ/aπm/2
∫
Rm
Ka(x, y)f(x)ϑ0,a(x)dx
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defined on the function space L2(Rm, |x|a−2dx) coincides with the operator F0,a = e
iπ(m+a−2)
2a e
iπ
2a (|x|
2−a∆−|x|a)
on the basis {φ0,aj,k,ℓ}:
F0,a
(
φ0,aj,k,ℓ
)
= e−iπ(j+
k
a )φ0,aj,k,ℓ.
This theorem can be proven using the integral identity (see [94, exercise 21, p. 371])∫ +∞
0
rα+1Jα(rs)L
α
j (r
2)e−r
2/2dr = (−1)jsαLαj (s2)e−s
2/2
combined with the fact that the Gegenbauer polynomials yield the reproducing kernel for spaces of
spherical harmonics (see formula (3.14) in Section 3.1).
Note that for a = 2, the kernelKa(x, y) reduces to the usual exponential kernel of the ordinary Fourier
transform, see F4. Also when a = 1, a closed form is known, given by
K1(x, y) = Γ
(
m− 1
2
)
J˜m−3
2
(√
2(|x||y|+ 〈x, y〉)
)
.
This result was already obtained in [70] using a geometric construction.
For arbitrary a, such a closed form is not available. Moreover, there are no bounds known on Ka(x, y)
for a 6= 1 or 2. Also a formulation F2, characterizing the kernel Ka(x, y) as the unique eigenfunction of
a system of PDEs is not known. Note that in recent work [33], substantial progress has been made in
determining the kernel for a = 2/n, n ∈ N.
To conclude this section, we consider the radially deformed Fourier transform in dimension 1, for
the reflection group Z2 (i.e. the general rank one case). Then the kernel is again known explicitly for
arbitrary a and κ (where κ is now a real number with 2κ > 1− a) and given by
Fκ,a(f)(y) = 1
2a
2κ−1
a
∫ ∞
−∞
(
J˜ 2κ−1
a
(
2
a
|xy| a2
)
+
xy
(ai)
2
a
J˜ 2κ+1
a
(
2
a
|xy| a2
))
f(x)|x|2κ+a−2dx.
Up to now, no discrete counterpart of this transform has been obtained.
2.4 Fourier transform in superspace
In this section we give a brief overview of results obtained concerning the Fourier transform in superspace.
Again, this generalization was obtained via an extension of the sl2 relations in formula (2.1).
We start by considering the flat supermanifold Rm|2n = (Rm, C∞
Rm
⊗Λ2n) with m bosonic variables xi
and 2n fermionic variables x`j (generating the Grassmann algebra Λ2n), equipped with an orthosymplectic
metric. The even number of fermionic variables is needed to allow the symplectic metric. The supervector
x is defined as
x = (X1, · · · , Xm+2n) = (x1, · · · , xm, x`1, · · · , x`2n).
Unless stated otherwise we will always assume m 6= 0.
The inner product of two supervectors x and y is given by
〈x,y〉 =
m∑
i=1
xiyi − 1
2
n∑
j=1
(x`2j−1y`2j − x`2j y`2j−1). (2.8)
The commutation relations for two supervectors are determined by XiYj = (−1)[i][j]YjXi with [i] given
by
[i] = 0 if i ≤ m and [i] = 1 otherwise.
This implies that the x`i and y`i together generate the Grassmann algebra Λ4n. This also means that the
inner product (2.8) is symmetric, i.e. 〈x,y〉 = 〈y,x〉. Note that the inner product can equivalently be
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written as 〈x,y〉 =∑ij XigijYj with metric g defined as
gii = 1 1 ≤ i ≤ m,
g2i−1+m,2i+m = −1/2 1 ≤ i ≤ n,
g2i+m,2i−1+m = 1/2 1 ≤ i ≤ n,
gij = 0 otherwise.
We put Xj =
∑
iXig
ij , so for the commuting variables xj = xj and for the anticommuting variables
x`2j−1 = 12 x`2j and x`
2j = − 12 x`2j−1 holds. Considering the symmetry of the metric, gij = (−1)[i]gji, we
subsequently obtain
〈x,y〉 =
∑
j
XjYj =
∑
i,j
Xig
ji(−1)[i]Yj =
∑
i
(−1)[i]XiY i.
The generalized norm squared is given by
R2 = 〈x,x〉 =
m+2n∑
j=1
XjXj =
m∑
i=1
x2i −
n∑
j=1
x`2j−1x`2j .
The fermionic partial derivatives ∂x`j commute with the bosonic variables and satisfy the Leibniz rule
∂x`j x`k = δjk − x`k∂x`j . The super gradient is defined as ∇ = (∂X1 , · · · , ∂Xm+2n). Using ∂x`2j−1 = 2∂x`2j
we find ∇ = (∂x1 , · · · , ∂xm , 2∂x`2 ,−2∂x`1 , · · · , 2∂x`2n ,−2∂x`2n−1) and ∇j = (−1)[j]∂Xj . The super Laplace
operator is given by
∇2 = 〈∇,∇〉 =
m+2n∑
k=1
∇k∇k =
m∑
i=1
∂2xi − 4
n∑
j=1
∂x`2j−1∂x`2j .
The super Euler operator is defined as
E = 〈x,∇〉 =
m+2n∑
k=1
Xk∇k =
m+2n∑
k=1
Xk∂Xk .
We can now state the important theorem yielding a new realization of the Lie algebra sl2. This result
was obtained first in [44].
Theorem 2.2. The operators ∇2/2, R2/2 and E + M/2 on Rm|2n for each two integers m,n, with
M = m− 2n, generate sl2. This is a consequence of the commutators[∇2/2, R2/2] = E+M/2[∇2/2,E+M/2] = 2∇2/2[
R2/2,E+M/2
]
= −2R2/2.
The parameter M = m− 2n will often give a global characterization of the superspace Rm|2n because
of its appearance in the sl2-relations. For that reason M is sometimes called the superdimension. Also
note that the three operators in the theorem are invariant under the Lie superalgebra osp(m|2n), see e.g.
[28].
The space of superpolynomials is given by P = R[x1, · · · , xm] ⊗ Λ2n. In general, for a function
space T corresponding to the m bosonic variables (e.g. S(Rm), Lp(Rm), Ck(Ω)) one uses the notation
Tm|2n = T ⊗ Λ2n. The null-solutions of the super Laplace operator are called harmonic superfunctions.
In particular we are interested in harmonic superpolynomials. An element F ∈ P is a spherical harmonic
of degree k if it satisfies
∇2F = 0 and EF = kF.
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The space of all spherical harmonics of degree k is denoted by Hm|2nk . For a detailed study of super
harmonics, we refer the reader to [44, 39].
The integration used on Λ2n is the so-called Berezin integral (see [10]), defined by∫
B
:= π−n∂x`2n . . . ∂x`1 .
On a general flat superspace Rm|2n the integration is subsequently defined by∫
Rm|2n
:=
∫
Rm
dx
∫
B
=
∫
B
∫
Rm
dx,
with dx the usual Lebesgue measure in Rm. Note that in the super case we omit the measure. This
expression is defined on the product of the space of Lebesgue integrable functions with the Grassmann
algebra.
The super Fourier transform on S(Rm)m|2n was first introduced in [32] as
F±m|2n(f)(y) = (2π)−
M
2
∫
Rm|2n,x
exp(±i〈x,y〉)f(x),
with 〈x,y〉 given in (2.8), yielding a osp(m|2n)-invariant (and hence also an O(m) × Sp(2n)-invariant)
generalization of the purely bosonic Fourier transform. This transform clearly satisfies F±m|2n = F±m|0 ◦
F±0|2n.
Again the kernel K±(x,y) = exp(±i〈x,y〉) is given as the unique solution, up to a multiplicative
constant, of a system of PDEs:
∂XjK±(x,y) = ±i YjK±(x,y), j = 1, . . . ,m+ 2n
with initial condition K±(0,y) = 1, thus generalizing the characterization F2 of the ordinary Fourier
transform.
An important property of the super Fourier transform is
F±m|2n
(∇2f) (y) = −R2yF±m|2n (f) (y).
In this formula we introduced the notation R2y = 〈y,y〉 for super vector variables other than x.
The super (spherical) Hermite functions were introduced in [43] as
ϕj,k,ℓ := 2
2jj!L
M
2 +k−1
j (R
2)H
(ℓ)
k exp (−R2/2) (2.9)
where j, k ∈ N and with H(ℓ)k , (ℓ = 1, . . . , dimHm|2nk ) a basis for Hm|2nk . In case M 6∈ −2N or m = 0 they
constitute a basis for the vector space P ⊗ exp(−R2/2) and via density also for S(Rm)m|2n. Note that
orthogonality relations also exist for these functions, see [30], although they are difficult to obtain.
After tedious computations, it was obtained in [32] that these generalized Hermite functions are
eigenfunctions of the Fourier transform, i.e.
F±m|2n(ϕj,k,ℓ)(y) = (±i)2j+kϕj,k,ℓ(y). (2.10)
Moreover, as observed in [32] and formally proven in [29], equation (2.10) leads to an exponential form
for the super Fourier transform, given by
F±m|2n = exp
(
∓ iπM
4
)
exp
(
± iπ
4
(R2 −∇2)
)
.
Note that H = −(∇2−R2)/2 is the hamiltonian of the super harmonic oscillator, describing a system of
m bosonic and 2n fermionic particles.
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Also formulation F4 has been obtained in this case. The following expansion holds
exp(±i〈x,y〉) = 2M/2−1Γ(M/2)
∞∑
k=0
(±i)k 2k +M − 2
M − 2
JM
2 +k−1
(RxRy)
(RxRy)
M
2 +k−1
(R2R2y)
(k/2)C
(M−2)/2
k
(
〈x,y〉
(R2R2y)
(1/2)
)
.
The proof of this statement is quite involved and was given in [31], based on results in [30]. In particular,
one needs to take care in the proper definition of a function depending on Rx or Ry, see [31].
There also exists a fractional version of the super Fourier transform. Indeed, when M 6∈ −2N or when
m = 0, we define the operator Fαm|2n on S(Rm)⊗ Λ2n, by its action on the basis functions:
Fαm|2n(ϕj,k,ℓ)(y) = eiα(2j+k)ϕj,k,ℓ(y),
where α ∈ [−π, π]. The fractional Fourier transform thus rotates the basis functions over a multiple of
the angle α. In the limit case α = ±π/2, the fractional Fourier transform reduces to the super Fourier
transform, i.e. F±π/2m|2n = F±m|2n. We have the following integral representation, see [32].
Theorem 2.3. On S(Rm)m|2n, the fractional Fourier transform is given by the following integral operator
Fαm|2n(f)(y) =
(
π(1− e2iα))−M/2 ∫
Rm|2n,x
exp
(
4eiα〈x,y〉 − (1 + e2iα)(R2 +R2y)
2− 2e2iα
)
f(x)
when α ∈]− π, π[ with α 6= 0.
Let us conclude this section by mentioning a few applications of the super Fourier transform. It
has been used to give an alternative proof for the fundamental solution of the super Laplace operator,
obtained in [42]. It has also been used to solve the super Schro¨dinger equation with delta potential [34].
Finally, it plays an important role in the study of the Hilbert space for quantum mechanics in superspace
[29].
Remark 2.4. It is also possible to define generalized Fourier transforms in the context of supermanifolds
using a completely different strategy. This is e.g. done for Heisenberg-Clifford Lie supergroups in [1].
Remark 2.5. There also exist versions of the Fourier transform related to other generalized geometries,
that are defined using similar ideas. In particular, we mention the q deformed Fourier transform, which
is related to Uq(sl2). This is studied in e.g. [71] in the one dimensional case and in [27] for general
dimension.
3 Hypercomplex Fourier transforms
In this section, we generalize the framework for scalar Fourier transforms related to sl2, as discussed in
Section 2, to hypercomplex Fourier transforms. These are related to the Lie superalgebra osp(1|2), which
contains sl2 as its even subalgebra. In order to do so, we need to introduce the framework of Clifford
analysis (Section 3.1), as we now need to work with (generalized) Dirac operators instead of Laplace
operators.
Again we will discuss various examples of generalized Fourier transforms in this context. We will
focus our attention in particular on the Clifford-Fourier transform (Section 3.2) and the radially deformed
hypercomplex Fourier transform (Section 3.3). Finally, in Section 3.4 we summarize some results on other
hypercomplex Fourier transforms that do not fit into the osp(1|2) framework.
3.1 Preliminaries on Clifford analysis
The Clifford algebra Cl0,m over Rm is the algebra generated by ei, i = 1, . . . ,m, under the relations
eiej + ejei = 0, i 6= j,
e2i = −1.
(3.11)
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This algebra has dimension 2m as a vector space over R. It can be decomposed as Cl0,m = ⊕mk=0Clk0,m
with Clk0,m the space of k-vectors defined by
Clk0,m := span{ei1 . . . eik , i1 < . . . < ik}.
The projection on the space of k-vectors is denoted by [ . ]k.
The operator .¯ is the main anti-involution on the Clifford algebra Cl0,m defined by
ab = ba, ei = −ei, (i = 1, . . . ,m).
Similarly we have the automorphism ǫ given by
ǫ(ab) = ǫ(a)ǫ(b), ǫ(ei) = −ei, (i = 1, . . . ,m).
In the sequel, we always consider functions f taking values in Cl0,m, unless explicitly mentioned. Such
functions can be decomposed as
f(x) = f0(x) +
m∑
i=1
eifi(x) +
∑
i<j
eiejfij(x) + . . .+ e1 . . . emf1...m(x) (3.12)
with f0, fi, fij , . . . , f1...m all real- or complex-valued functions on R
m.
Several important groups can be embedded in the Clifford algebra. Note that the space of 1-vectors
in Cl0,m is canonically isomorphic to Rm. Hence we can define
Pin(m) =
{
s1s2 . . . sn|n ∈ N, si ∈ Cl10,m such that s2i = −1
}
,
i.e., the Pin group is the group of products of unit vectors in Cl0,m. This group is a double cover of
the orthogonal group O(m) with covering map p : Pin(m)→ O(m), which we will describe explicitly in
Section 3.3.
Similarly we define
Spin(m) =
{
s1s2 . . . s2n|n ∈ N, si ∈ Cl10,m such that s2i = −1
}
,
i.e., the Spin group is the group of even products of unit vectors in Cl0,m. This group is a double cover
of SO(m). For more information about Clifford algebras and analysis, we refer the reader to [12, 46, 60].
The Dirac operator is given by ∂x :=
∑m
j=1 ∂xjej and the vector variable by x :=
∑m
j=1 xjej. The
square of the Dirac operator equals, up to a minus sign, the Laplace operator in Rm: ∂2x = −∆. Together,
the Dirac operator and the vector variable generate the Lie superalgebra osp(1|2). This is the subject of
the following theorem. It is not entirely clear where this result was first obtained. One of the earliest
instances seems to be [64].
Theorem 3.1. The operators ∂x and x generate a Lie superalgebra, isomorphic with osp(1|2), with the
following relations
{x, x} = −2|x|2 {∂x, ∂x} = −2∆
{x, ∂x} = −2
(
E+ m2
) [
E+ m2 , ∂x
]
= −∂x[|x|2, ∂x] = −2x [E+ m2 , x] = x
[∆, x] = 2∂x
[
E+ m2 ,∆
]
= −2∆[
∆2, |x|2] = 4 (E+ m2 ) [E+ m2 , |x|2] = 2|x|2,
(3.13)
where E =
∑m
i=1 xi∂xi is the Euler operator.
The classical Laplace operator ∆ and |x|2 together generate sl2, see formula (2.1), and this Lie algebra
forms the even subalgebra of osp(1|2).
We further introduce the so-called Gamma operator (see e.g. [46])
Γx := −
∑
j<k
ejek(xj∂xk − xk∂xj ) = −x∂x − E.
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Note that Γx commutes with radial functions, i.e. [Γx, f(|x|)] = 0.
Denote by P ⊗ Cl0,m the space of polynomials taking values in Cl0,m, i.e.
P ⊗ Cl0,m := R[x1, . . . , xm]⊗ Cl0,m.
The space of homogeneous, Clifford-valued polynomials of degree k is then denoted by Pk ⊗ Cl0,m. The
space Mk := ker ∂x ∩ (Pk ⊗ Cl0,m) is called the space of spherical monogenics of degree k. Similarly,
Hk ⊗ Cl0,m := ker∆ ∩ (Pk ⊗ Cl0,m) is the space of (Clifford-valued) spherical harmonics of degree k.
The elements of Hk⊗Cl0,m are functions of the form (3.12) with fi1,...,ij being ordinary harmonics. It
follows, in particular, that the reproducing kernel of Hk⊗Cl0,m is λ+kλ Cλk (〈ξ, η〉), with λ = (m−2)/2 and
Cλk being the Gegenbauer polynomial, the same reproducing kernel for the space of ordinary spherical
harmonics of degree k (cf. [51, 98]). This means that
λ+ k
λ
∫
Sm−1
Cλk (〈ξ, η〉)Hℓ(ξ)dσ(ξ) = σm δkℓHℓ(η), Hℓ ∈ Hℓ ⊗ Cl0,m (3.14)
with σm = 2π
m/2/Γ(m/2). The definition shows immediately thatMk ⊂ Hk⊗Cl0,m. More precisely, we
have the following Fischer decomposition (see [46, Theorem 1.10.1]):
Hk ⊗ Cl0,m =Mk ⊕ xMk−1. (3.15)
It is easy to construct projection operators to the components of this decomposition. They are given by
([46, Corollary 1.3.3])
P1 = 1 +
x∂x
2k +m− 2 ,
P2 = − x∂x
2k +m− 2 ,
(3.16)
and satisfy P1+P2 = 1, P1(Hk⊗Cl0,m) =Mk and P2(Hk⊗Cl0,m) = xMk−1. We also have the relations
ΓxMk = −kMk,
Γx(xMk−1) = (k +m− 2)xMk−1,
(3.17)
which follows easily from Γx = −x∂x − E and Theorem 3.1.
Also the space of monogenic polynomials has a reproducing kernel, which can e.g. be obtained using
the Funk-Hecke theorem, see [41].
Proposition 3.2. Put x = rx′ and y = sy′ with x′, y′ ∈ Sm−1. Furthermore, put λ = (m − 2)/2 and
σm = 2π
m/2/Γ(m/2). For k ∈ N∗ put
Pk(x
′, y′) =
k + 2λ
2λ
Cλk (〈x′, y′〉)− (x′ ∧ y′)Cλ+1k−1 (〈x′, y′〉),
Qk−1(x
′, y′) =
k
2λ
Cλk (〈x′, y′〉) + (x′ ∧ y′)Cλ+1k−1 (〈x′, y′〉)
with P0(x
′, y′) = Cλ0 (0) = 1. Then, for Mℓ ∈Mℓ, one has∫
Sm−1
Pk(x
′, y′)Mℓ(x
′)dσ(x′) = σmδk,ℓMℓ(y
′)∫
Sm−1
Pk(x
′, y′)x′Mℓ(x
′)dσ(x′) = 0
and
∫
Sm−1
Qk−1(x
′, y′)Mℓ(x
′)dσ(x′) = 0∫
Sm−1
Qk−1(x
′, y′)x′Mℓ(x
′)dσ(x′) = σmδk,ℓ+1y
′Mℓ(y
′).
Next we define the inner product and the wedge product of two vectors x and y
〈x, y〉 :=
m∑
j=1
xjyj = −1
2
(x y + y x)
x ∧ y :=
∑
j<k
ejek(xjyk − xkyj) = 1
2
(x y − y x).
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For the sequel we need the square of x ∧ y. A short computation (see [45]) shows
(x ∧ y)2 = −|x|2|y|2 + 〈x, y〉2 = −
∑
j<k
(xjyk − xkyj)2,
from which we observe that (x ∧ y)2 is real-valued. Moreover, this allows us to estimate∣∣∣∣∣ xjyk − xkyj√|x|2|y|2 − 〈x, y〉2
∣∣∣∣∣ ≤ 1, ∀x, y ∈ Rm. (3.18)
Finally, we introduce a basis {ψj,k,ℓ} for the space S(Rm)⊗Cl0,m, where S(Rm) denotes the Schwartz
space. This basis is defined by
ψ2j,k,ℓ := L
m
2 +k−1
j (|x|2)M (ℓ)k e−|x|
2/2,
ψ2j+1,k,ℓ := L
m
2 +k
j (|x|2)xM (ℓ)k e−|x|
2/2,
(3.19)
where j, k ∈ N, {M (ℓ)k ∈ Mk : ℓ = 1, . . . , dimMk} is a basis for Mk, and Lαj are again the Laguerre
polynomials. The set {ψj,k,ℓ} forms a basis of S(Rm)⊗Cl0,m (as can be seen from (3.15)). Originally, these
functions were called the Clifford-Hermite functions, see [93]. They have been generalized to different
geometries such as the superspace case [43] and the case of hermitean Clifford analysis [13].
3.2 Clifford-Fourier transform
The Clifford-Fourier transform (CFT) was first defined in [15]. Its operator exponential definition is given
by (following the normalization given in [17])
F± = e iπm4 e iπ4 (∆−|x|
2∓2Γx) = e
iπm
4 e∓
iπ
2 Γxe
iπ
4 (∆−|x|
2). (3.20)
The second equality follows because Γx commutes with ∆ and |x|2. The motivation behind this definition
was to find a pair of transforms F+, F− that factorize the square of the Fourier transform for spinor- or
Clifford algebra-valued functions. Schematically this is obtained in the following way:
F+(f)
F−
$$❏
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❏❏
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❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
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tt
✞
✂
⑤
✈
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♥
❥
f
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F+
;;✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈
F−
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❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍ F(f) F // F2(f)
F−(f)
F+
::tttttttttttttttttttt
F−
jj
✼
❂
❇
❍
▲
P
❚
which follows immediately from the exponential operator definition. A formal version of this result is
given in the subsequent Theorem 3.14. Note that the dashed line is only true in case of even dimension,
see again Theorem 3.14. In general, the inverse of the CFT is obtained as follows
F−1± = e−
iπm
4 e−
iπ
4 (∆−|x|
2∓2Γx).
Combining formulas F1 and F3 for the classical Fourier transform with the definition of the Clifford-
Fourier transform (3.20), we are immediately led to consider the two following integral transforms:
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Definition 3.3. On the Schwartz class of functions S(Rm)⊗ Cl0,m, we define
F±(f)(y) := (2π)−m2
∫
Rm
K±(x, y)f(x) dx,
F−1± (f)(y) := (2π)−
m
2
∫
Rm
K˜±(x, y)f(x) dx,
where
K±(x, y) := e
∓iπ2 Γye−i〈x,y〉,
K˜±(x, y) := e
±iπ2 Γyei〈x,y〉.
Note that at this point it is not yet clear that F−1± is indeed the inverse operator for F±. This will
only be obtained in Theorem 3.14.
Explicit computation of the integral kernel K±(x, y) of the CFT is a hard problem. The so-called
Clifford-Fourier kernel was first constructed in the case m = 2 in [18]. For higher even dimensions, a
complicated iterative procedure for constructing the kernel was given in [14], which could only be used
practically in low dimensions. A breakthrough, leading to explicit formulas in all even dimensions, was
obtained in [45]. In the rest of this subsection, we follow that paper.
Remark 3.4. It is important to note that these kernels are not symmetric, in the sense that K(x, y) 6=
K(y, x) (see e.g. Theorem 3.5 below). Hence, we adopt the convention that we always integrate over the
first variable in the kernel.
First step in determining the explicit expression for the kernel of the CFT is to obtain a series
expansion of the type F4. This is the result of the following theorem, where we introduce new variables
z = |x||y| and w = 〈ξ, η〉 to simplify notations and substitute m = 2λ+2. This result was obtained using
the projection operators in formula (3.16) and the action of the Gamma operator given in (3.17).
Theorem 3.5. The kernel of the Clifford-Fourier transform is given by K−(x, y) = Aλ+Bλ+
(
x ∧ y)Cλ
with
Aλ(w, z) = 2
λ−1Γ(λ+ 1)
∞∑
k=0
(i2λ+2 + (−1)k)z−λJk+λ(z) Cλk (w),
Bλ(w, z) = − 2λ−1Γ(λ)
∞∑
k=0
(k + λ)(i2λ+2 − (−1)k)z−λJk+λ(z) Cλk (w),
Cλ(w, z) = − 2λ−1Γ(λ)
∞∑
k=0
(i2λ+2 + (−1)k)z−λ−1Jk+λ(z)
(
d
dw
Cλk
)
(w),
where z = |x||y| and w = 〈ξ, η〉.
The functions Aλ, Bλ and Cλ satisfy nice recursive relations. They are given in the following lemma,
which follows immediately from the formula ddwC
λ
k (w) = 2λC
λ+1
k−1 (w).
Lemma 3.6. For m > 2, or equivalently, λ > 0, one has
Aλ(w, z) = − λ
λ− 1
1
z
∂wAλ−1(w, z),
Bλ(w, z) = − 1
z
∂wBλ−1(w, z),
Cλ(w, z) = − 1
λz
∂wAλ(w, z).
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Because of this lemma, which yields a recursion of size 2 on the dimension, it clearly suffices to
explicitly compute the kernel in dimension 2 and 3. As we will see, this can be done in dimension 2. The
case of dimension 3 (and consequently all odd dimensions) is still open.
We also need to relate the kernels for F+ and the inverse transforms to the kernel of F−. After
establishing a similar series expansion, one obtains the following proposition
Proposition 3.7. For x, y ∈ Rm, one has
K+(x, y) = (K−(x,−y))c ,
K˜±(x, y) = (K±(x, y))
c
where c denotes complex conjugation. In particular, in the case m even, K−(x, y) is real-valued and the
complex conjugation can be omitted.
As a consequence of this proposition, we immediately observe that in even dimension F± is its own
inverse, as already indicated on the scheme with the dashed line.
3.2.1 Clifford-Fourier transform in even dimension
Let us now study the CFT in even dimension. We will start by giving the explicit formula in dimension
2. This was first obtained in [18] using Clifford analysis techniques, namely projection operators. Sub-
sequently, the same result was obtained in [45] by explicitly computing the series Aλ, Bλ, Cλ for λ = 0.
The result is summarized in the following theorem.
Theorem 3.8. The kernel of the Clifford-Fourier transform in dimension 2 is given by
K−(x, y) = cos t+
(
x ∧ y) sin t
t
= e x∧y
with t = |x ∧ y| =
√
|x|2|y|2 − 〈x, y〉2.
For general even dimension, the explicit formulas are obtained by combining Lemma 3.6 with the
result in dimension 2. Then by using induction one proves the following result.
Theorem 3.9. The kernel of the Clifford-Fourier transform in even dimension m > 2 is given by
K−(x, y) = e
iπ2 Γye−i〈x,y〉
= (−1)m2
(π
2
) 1
2
(
A∗(m−2)/2(s, t) +B
∗
(m−2)/2(s, t) + (x ∧ y) C∗(m−2)/2(s, t)
)
where s = 〈x, y〉 and t = |x ∧ y| =
√
|x|2|y|2 − s2 and
A∗(m−2)/2(s, t) =
⌊m4 − 34⌋∑
ℓ=0
sm/2−2−2ℓ
1
2ℓℓ!
Γ
(
m
2
)
Γ
(
m
2 − 2ℓ− 1
)J∗(m−2ℓ−3)/2(t),
B∗(m−2)/2(s, t) = −
⌊m4 − 12⌋∑
ℓ=0
sm/2−1−2ℓ
1
2ℓℓ!
Γ
(
m
2
)
Γ
(
m
2 − 2ℓ
)J∗(m−2ℓ−3)/2(t),
C∗(m−2)/2(s, t) = −
⌊m4 − 12⌋∑
ℓ=0
sm/2−1−2ℓ
1
2ℓℓ!
Γ
(
m
2
)
Γ
(
m
2 − 2ℓ
)J∗(m−2ℓ−1)/2(t)
with J∗α(t) = t
−αJα(t).
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Note that in this theorem J∗α(t) equals, up to a constant, J˜α(t). In order to avoid confusion for readers
looking at the original papers, the formulas have not been rewritten in terms of the (more common) J˜α(t),
which is used in the other sections of the present review.
For odd dimension, the problem is again reduced to computing the kernel in dimension 3. However,
this is still a difficult open problem and the techniques used to prove the case of dimension 2 do not
generalize. The best result obtained so far is an integral expression, see Lemma 4.5 in [45]. Note that
this expression does not allow for the computation of a bound on the kernel.
Let us now turn our attention to the analytic properties of the CFT. Similar to the classical case, the
CFT satisfies some calculus rules, which translates to the following system of equations satisfied by the
kernel:
∂y[K∓(x, y)] = ∓ (±i)m K±(x, y) x
[K±(x, y)]∂x = ±(∓i)m y K∓(x, y),
(3.21)
where
[K±(x, y)]∂x =
m∑
i=1
(∂xiK±(x, y)) ei
denotes the action of the Dirac operator on the right. The system of PDEs (3.21) should be compared
with the formulation F2 of the classical Fourier transform. We will come back to this Clifford-Fourier
system in Section 3.2.3.
Again in the even dimensional case, we can obtain a bound for the kernel.
Lemma 3.10. Let m be even. For x, y ∈ Rm, there exists a constant c such that
|A∗(m−2)/2(s, t) +B∗(m−2)/2(s, t)| ≤ c(1 + |x|)(m−2)/2(1 + |y|)(m−2)/2,
|(xjyk − xkyj)C∗(m−2)/2(s, t)| ≤ c(1 + |x|)(m−2)/2(1 + |y|)(m−2)/2, j 6= k.
As an immediate consequence of this lemma, the domain in the definition of the Clifford-Fourier
transform can be specified. Let us define a class of functions
B(m−2)/2(R
m) :=
{
f ∈ L1(Rm) :
∫
Rm
(1 + |y|)(m−2)/2|f(y)|dy <∞
}
.
Theorem 3.11. Letm be an even integer. The Clifford-Fourier transform is well-defined on B(m−2)/2(R
m)⊗
Cl0,m. In particular, for f ∈ B(m−2)/2(Rm)⊗ Cl0,m, F±f is a continuous function.
For m being even we can now establish the inversion formula for Schwartz class functions. First we
state the operational calculus, based on formula (3.21).
Lemma 3.12. Let m be even and f ∈ S(Rm)⊗ Cl0,m. Then
F± (x f) = ∓(−1)m/2∂yF∓ (f) ,
F±
(
∂xf
)
= ∓(−1)m/2yF∓ (f) .
Using this lemma, one can show that the kernel indeed defines a continuous integral operator. The
proof of this theorem is rather technical and long, as it requires estimates of suitable seminorms on the
Schwartz space.
Theorem 3.13. Let m be even. Then F± is a continuous operator on S(Rm)⊗ Cl0,m.
Finally, we state a theorem that gives the eigenvalues of the CFT. Using the continuity and the density
of the basis {ψj,k,ℓ}, this also yields the inversion in Schwartz space.
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Theorem 3.14. For the basis {ψj,k,ℓ} of S(Rm)⊗ Cl0,m , one has
F±(ψ2j,k,ℓ) = (−1)j+k(∓1)kψ2j,k,ℓ,
F±(ψ2j+1,k,ℓ) = im(−1)j+1(∓1)k+m−1ψ2j+1,k,ℓ.
In particular, the action of F± coincides with the operator e iπm4 e∓ iπ2 Γxe iπ4 (∆−|x|2) when restricted to the
basis {ψj,k,ℓ} and
F−1± F± = id (3.22)
on the basis {ψj,k,ℓ}, with F−1± as in definition 3.3. Moreover, when m is even, (3.22) holds for all
f ∈ S(Rm)⊗ Cl0,m and one has that F−1± = F±.
To conclude this section, let us remark that it is also possible to prove a more general inversion
theorem. The proof is very long (see [45]), as it requires the introduction of a translation operator and
convolution theorem for the Clifford-Fourier transform. The final result is given in the following theorem.
Theorem 3.15. Let m be even. If f ∈ B(m−2)/2(Rm)⊗ Cl0,m and F−f ∈ B(m−2)/2(Rm)⊗ Cl0,m, and if
g(x) = (2π)−m/2
∫
Rm
K−(ξ, x)F−f(ξ)dξ, x ∈ Rm,
then g ∈ C(Rm) and f(x) = g(x) a.e.
3.2.2 A fractional version of the Clifford-Fourier transform
To get a better insight in the role played by the two different exponential factors in the definition of the
CFT, it is interesting to introduce a fractional version of this transform. This fractional CFT was defined
in [37] by
Fα,β = e iαm2 eiβΓxe iα2 (∆−|x|
2)
where α, β ∈ [−π, π]. The CFT studied in the previous section is then reobtained via F± = Fπ/2,∓π/2.
Observe also that we immediately have
Fα,β ◦ Fα,−β = Fα,−β ◦ Fα,β = F2α = F2α
with Fα = Fα,0 = e iαm2 e iα2 (∆−|x|2) the fractional version of the ordinary Fourier transform, introduced
in section 2.1.
Schematically, an overview of the action of the fractional CFT is given by
Fα,β(f)
F−α,−β
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
F0,−β

f
Fα,0 //
Fα,β
::✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈ Fα,0(f)
F−α,0 // f
Again the main problem is to find an integral expression for Fα,β:
Fα,β(f)(y) =
(
π(1− e−2iα))−m/2 ∫
Rm
Kα,β(x, y) f(x) dx.
In our computation, we need to put a few restrictions on the parameters α and β. We exclude the case
where α = 0 or α = ±π, as then the transforms reduce to singular integral operators on the sphere or
delta distributions (see [37]).
The series expansion of the kernel was obtained in [37]. Note that the result stays fairly close to that
for the CFT.
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Theorem 3.16. The fractional Clifford-Fourier transform Fα,β = e iαm2 eiβΓxe iα2 (∆−|x|2) is given by the
integral transform (
π(1− e−2iα))−m/2 ∫
Rm
Kα,β(x, y) f(x) dx
with integral kernel
Kα,β(x, y) =
(
Aα,βλ +B
α,β
λ +
(
x ∧ y)Cα,βλ ) e i2 (cotα)(|x|2+|y|2)
with
Aα,βλ (w, z˜) = − 2λ−1Γ(λ+ 1)
∞∑
k=0
i−k(eiβ(k+2λ) − e−iβk)z˜−λJk+λ(z˜) Cλk (w),
Bα,βλ (w, z˜) = 2
λ−1Γ(λ)
∞∑
k=0
(k + λ)i−k(eiβ(k+2λ) + e−iβk)z˜−λJk+λ(z˜) C
λ
k (w),
Cα,βλ (w, z˜) =
2λΓ(λ+ 1)
sinα
∞∑
k=1
i−k(eiβ(k+2λ) − e−iβk)z˜−λ−1Jk+λ(z˜) Cλ+1k−1 (w),
where z˜ = (|x||y|)/ sinα, w = 〈ξ, η〉 and λ = (m− 2)/2.
The kernel can again be computed explicitly in the case of even dimension, using similar recursion
properties as for the CFT. Let us first discuss the case of dimension 2. This was obtained in [36] for
α = β and extended to arbitrary α and β in [37].
Theorem 3.17. The kernel of the fractional Clifford-Fourier transform in dimension m = 2 is given by
Kα,β(x, y) = e
i
2 (cotα)(|x|
2+|y|2)eiβΓy
(
e−i〈x,y〉/ sinα
)
=
cos(t sinβ
sinα
)
+
(
x ∧ y) sin
(
t sin βsinα
)
t
 e−i〈x,y〉 cos βsinα e i2 (cotα)(|x|2+|y|2)
with t = |x ∧ y| =
√
|x|2|y|2 − 〈x, y〉2.
Now we can state the result for general even dimension. Note that the resulting kernel is a complicated
expression, depending on both fractional parameters α and β.
Theorem 3.18. The kernel of the fractional Clifford-Fourier transform in even dimension m > 2 is
given by
Kα,β(x, y) = e
i
2 (cotα)(|x|
2+|y|2)eiβΓy
(
e−i〈x,y〉/ sinα
)
=
(π
2
) 1
2
eiβ
m−2
2 (cos β)
m−2
2 e−is
∗ cotβe
i
2 (cotα)(|x|
2+|y|2)
×
(
Aα,β,∗(m−2)/2(s
∗, t∗) +Bα,β,∗(m−2)/2(s
∗, t∗) + (x ∧ y) Cα,β,∗(m−2)/2(s∗, t∗)
)
where s∗ = sin βsinα 〈x, y〉 and t∗ = sin βsinα |x ∧ y| and
Aα,β,∗(m−2)/2(s
∗, t∗) = i
(
m− 2
2
)
tanβ
m
2 −2∑
ℓ=0
(m
2 − 2
ℓ
)
(i tanβ)ℓ C∗ℓ (s
∗, t∗),
Bα,β,∗(m−2)/2(s
∗, t∗) = −
m
2 −1∑
ℓ=0
(m
2 − 1
ℓ
)
(i tanβ)ℓ B∗ℓ (s
∗, t∗),
Cα,β,∗(m−2)/2(s
∗, t∗) = − sinβ
sinα
m
2 −1∑
ℓ=0
(m
2 − 1
ℓ
)
(i tanβ)ℓ C∗ℓ (s
∗, t∗)
with B∗ℓ (s
∗, t∗) and C∗ℓ (s
∗, t∗) defined in Theorem 3.9.
19
Most results for the CFT carry over to the fractional CFT. In particular, the kernel of the fractional
CFT obeys a similar polynomial bound and the integral transform again yields a continuous map on the
Schwartz space. For precise details, see [37].
Putting
Kα,β(x, y) = K̂α,β(x, y) e
i
2 (cotα)(|x|
2+|y|2),
let us determine the system of PDEs satisfied by K̂α,β .
Proposition 3.19. For all m, K̂α,β(x, y) satisfies
(i sinα ∂y)[K̂α,β(x, y)] = e
iβ(m−1)K̂α,−β(x, y) x,
yK̂α,β(x, y) = e
iβ(m−1)[K̂α,−β(x, y)](i sinα ∂x).
Again, this proposition should be compared with formulationF2 of the ordinary FT. As a consequence,
we obtain the calculus properties of the fractional CFT.
Lemma 3.20. Let m be even and f ∈ S(Rm)⊗ Cl0,m. Then
Fα,−β
(
(x cosα− i sinα∂x) f
)
= e−iβ(m−1)yFα,β (f) ,
Fα,−β
(
(cosα∂x − ix sinα)f
)
= e−iβ(m−1)∂yFα,β (f) .
Let us now state the final result concerning the fractional CFT, that explains our previous scheme.
Theorem 3.21. For the basis {ψj,k,ℓ} of S(Rm)⊗ Cl0,m , one has
Fα,β (ψ2j,k,ℓ) = e−iα(2j+k)e−iβk ψ2j,k,ℓ,
Fα,β (ψ2j+1,k,ℓ) = e−iα(2j+1+k)eiβ(k+m−1) ψ2j+1,k,ℓ.
In particular, the action of Fα,β coincides with the operator e iαm2 eiβΓxe iα2 (∆−|x|2) when restricted to the
basis {ψj,k,ℓ} and
Fα,βF−α,−β = id (3.23)
on the basis {ψj,k,ℓ}. Moreover, when m is even, (3.23) holds for all f ∈ S(Rm)⊗ Cl0,m.
3.2.3 An entire class of Clifford-Fourier transforms
In this subsection we again restrict ourselves to the case of even dimension. Similar computations have
been performed in the odd case, see [38], Section 5 for a detailed exposition.
The aim of this section is to discuss solutions of the Clifford-Fourier system (3.21) in even dimension:
∂y[K+(x, y)] = a K−(x, y) x
[K+(x, y)]∂x = a y K−(x, y)
(3.24)
with a = (−1)m/2 and K−(x, y) = K+(x,−y), see Proposition 3.7. Note that the similar system F2
for the ordinary Fourier transform has a unique solution when we impose a suitable initial condition.
It turns out that this is no longer the case for the Clifford-Fourier system. Indeed, not only the kernel
of the CFT but also the kernel of the so-called Fourier-Bessel transform [16] satisfies this system. It is
hence an obvious problem to find all solutions of this system, which was done in [38]. Let us describe the
procedure that was followed.
As the even dimensional CFT is real-valued, we look for solutions K+(x, y) with real-valued com-
ponents. Inspired by the explicit expression in Theorem 3.9 and Proposition 3.7, the aim is to find all
solutions of the form:
K+(x, y) = f(s, t) + (x ∧ y) g(s, t)
K−(x, y) = f(−s, t)− (x ∧ y) g(−s, t)
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with s = 〈x, y〉, t = |x ∧ y| and f and g real-valued functions. Substituting these expressions in (3.24)
leads to the following systems of PDEs for f and g
∂s[f(s, t)] + t∂t[g(s, t)] + (m− 1) g(s, t) = a f(−s, t)
∂s[g(s, t)]− 1
t
∂t[f(s, t)] = a g(−s, t).
(3.25)
We want to find solutions of the system (3.25) which are as close as possible to the kernel of the Clifford-
Fourier transform given in Theorem 3.9. Therefore, we propose to find all solutions of the form
f(s, t) =
k∑
j=0
sk−j fj(t), g(s, t) =
k∑
j=0
sk−j gj(t)
with k ∈ N a parameter. In other words, we want the solution to be polynomial in s, but do not prescribe
the behavior of the t variable.
As shown by tedious computations, it turns out that there are m− 1 such solutions. They are given
explicitly by the following formulas:
Kj+,m(x, y) = f˜
j
m(s, t) + fˆ
j
m(s, t) + (x ∧ y) gjm(s, t), j = 0, 1, 2, . . . ,m− 2 (3.26)
with
f˜ jm(s, t) = −
√
π
2
⌊ j−12 ⌋∑
ℓ=0
sj−1−2ℓ
1
2ℓℓ!
Γ(j + 1)
Γ(j − 2ℓ) J
∗
(m−2ℓ−3)/2(t), j ≥ 1
fˆ jm(s, t) = (−1)m/2+j
√
π
2
⌊ j2⌋∑
ℓ=0
sj−2ℓ
1
2ℓℓ!
Γ(j + 1)
Γ(j + 1− 2ℓ) J
∗
(m−2ℓ−3)/2(t), j ≥ 0
gjm(s, t) =
√
π
2
⌊ j2⌋∑
ℓ=0
sj−2ℓ
1
2ℓℓ!
Γ(j + 1)
Γ(j + 1− 2ℓ) J
∗
(m−2ℓ−1)/2(t), j ≥ 0.
We also put f˜0m(s, t) = 0.
Note that
• the Fourier-Bessel kernel [16] is obtained for j = 0. Hence we put K0+,m(x, y) = KBessel+,m (x, y).
• the even dimensional Clifford-Fourier kernel (see Theorem 3.9) is obtained, up to a minus sign, for
j = m2 − 1. Hence we denote K
m/2−1
+,m (x, y) = K
CF
+,m(x, y).
• as m is even, the solution is given in terms of Bessel functions of order n+ 12 with n ∈ N. In odd
dimensions, the Bessel functions obtained are of integer order, see [38].
It is possible to arrange all the kernels as in the scheme below. The middle line in the diagram corresponds
to the Clifford-Fourier kernel, the lower diagonal with the Fourier-Bessel kernel. At each step in the
dimension, two new kernels appear (K0+,m and K
m−2
+,m ) corresponding to the Fourier-Bessel kernel and its
inverse (as will follow from Theorem 3.27). The other kernels at a given step in the dimension (Kj+,m,
j = 1, 2, . . . ,m−3) follow from the previous dimensionm−2 by a suitable action of a differential operator,
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see [38], Proposition 4.1.
m = 2 m = 4 m = 6 m = 8
K6+,8
K4+,6
55
z−1∂w// K5+,8
K2+,4
55
z−1∂w// K3+,6
z−1∂w// K4+,8
K0+,2
55
))
z−1∂w// K1+,4
z−1∂w// K2+,6
z−1∂w// K3+,8
K0+,4
))
z−1∂w// K1+,6
z−1∂w// K2+,8
K0+,6
))
z−1∂w// K1+,8
K0+,8
In order to derive properties for these new kernels, we need to determine series expansions in terms
of Bessel functions and Gegenbauer polynomials as in F4. This is the subject of the following theorem.
Theorem 3.22. The following series expansions hold:
Case 1: j even (j = 0, 2, . . . ,m− 4,m− 2)
f˜ jm(w, z) = −j
(m
2
− 2
)
! 2m/2−2
∞∑
k=0
(4k +m)
(2k + j − 1)!!
(2k +m− j − 1)!!z
−m/2+1 J2k+m/2(z) C
m/2−1
2k+1 (w)
fˆ jm(w, z) = (−1)m/2
(m
2
− 2
)
! 2m/2−1
∞∑
k=0
(
2k +
m
2
− 1
) (2k + j − 1)!!
(2k − j +m− 3)!!z
1−m/2 J2k+m/2−1(z) C
m/2−1
2k (w)
gjm(w, z) =
(m
2
− 1
)
! 2m/2−1
∞∑
k=0
(4k +m)
(2k + j − 1)!!
(2k +m− j − 1)!!z
−m/2 J2k+m/2(z) C
m/2
2k (w)
Case 2: j odd (j = 1, 3, . . . ,m− 5,m− 3)
f˜ jm(w, z) = −j
(m
2
− 2
)
! 2m/2−2
∞∑
k=0
(4k +m− 2) (2k + j − 2)!!
(2k +m− j − 2)!!z
−m/2+1 J2k+m/2−1(z) C
m/2−1
2k (w)
fˆ jm(w, z) = (−1)m/2+1
(m
2
− 2
)
! 2m/2−1
∞∑
k=0
(
2k +
m
2
) (2k + j)!!
(2k +m− j − 2)!!z
1−m/2 J2k+m/2(z) C
m/2−1
2k+1 (w)
gjm(w, z) =
(m
2
− 1
)
! 2m/2−1
∞∑
k=0
(4k +m+ 2)
(2k + j)!!
(2k +m− j)!!z
−m/2 J2k+m/2+1(z) C
m/2
2k+1(w).
We can now calculate the action of the new Clifford-Fourier transforms, defined by
F j+,m (f) (y) =
1
(2π)m/2
∫
Rm
Kj+,m(x, y) f(x) dx, j = 0, 1, 2, . . . ,m− 2
on the basis {ψp,k,ℓ}. This yields the following result:
Theorem 3.23. In case of m even, the Clifford-Fourier transforms F j+,m act as follows on the basis
{ψp,k,ℓ} of S(Rm)⊗ Cl0,m:
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Case 1: j + k even
F j+,m (ψ2p,k,ℓ) (y) = (−1)m/2(−1)j
(k + j − 1)!!
(k +m− j − 3)!! (−1)
p ψ2p,k,ℓ(y)
F j+,m (ψ2p+1,k,ℓ) (y) =
(k + j − 1)!!
(k +m− j − 3)!! (−1)
p ψ2p+1,k,ℓ(y)
Case 2: j + k odd
F j+,m (ψ2p,k,ℓ) (y) =
(k + j)!!
(k +m− j − 2)!! (−1)
p+1 ψ2p,k,ℓ(y)
F j+,m (ψ2p+1,k,ℓ) (y) = (−1)m/2(−1)j
(k + j)!!
(k +m− j − 2)!! (−1)
p ψ2p+1,k,ℓ(y).
Remark 3.24. Putting j = 0, we indeed obtain the eigenvalue equations of the Fourier-Bessel transform,
while for j = m2 − 1 the ones of the Clifford-Fourier transform appear (see Theorem 3.14). The result for
the Fourier-Bessel transform was obtained earlier in [16] using complicated integral identities for special
functions.
Again, similar bounds for these kernels exist as for the Clifford-Fourier transform.
Lemma 3.25. Let m be even and j = 0, . . . ,m− 2. For x, y ∈ Rm, there exists a constant c such that
|f˜ jm(s, t) + fˆ jm(s, t)| ≤ c(1 + |x|)j(1 + |y|)j ,
|(xkyℓ − xℓyk)gjm(s, t)| ≤ c(1 + |x|)j(1 + |y|)j , k 6= ℓ.
As an immediate consequence of Lemma 3.25, we can now specify the domain in the definition of the
new class of Fourier transforms. Define the following function spaces, for j = 1, . . . ,m− 2,
Bj(R
m) :=
{
f ∈ L1(Rm) :
∫
Rm
(1 + |y|)j |f(y)| dy <∞
}
.
Note that for j = 0, B0(R
m) = L1(Rm). Then, in the spirit of formulation F1 of the ordinary Fourier
transform, we have the following theorem.
Theorem 3.26. The integral transform F j+,m is well-defined on Bj(Rm) ⊗ Cl0,m. In particular, for
f ∈ Bj(Rm)⊗ Cl0,m, F j+,m(f) is a continuous function.
This statement can be made more precise when considering Schwartz functions. In particular, it turns
out that the inverse transform is found within the same class of transforms. This is a quite surprising
result.
Theorem 3.27. Let j = 0, . . . ,m−2. The integral transforms F j+,m define continuous operators mapping
S(Rm)⊗ Cl0,m to S(Rm)⊗ Cl0,m.
When m is even, the inverse of each transform F j+,m is given by Fm−2−j+,m , i.e.
F j+,mFm−2−j+,m = Fm−2−j+,m F j+,m = id. (3.27)
In particular, when j = (m− 2)/2, the transform reduces to the Clifford-Fourier transform, satisfying
F (m−2)/2+,m F (m−2)/2+,m = id
and the kernel is also given by
K
(m−2)/2
+,m (x, y) = −e−
iπ
2 Γy
(
e−i〈x,y〉
)
.
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In the following theorem we discuss the extension of the transforms F j+,m to L2(Rm)⊗ Cl0,m.
Theorem 3.28. The transform F j+,m extends from S(Rm)⊗Cl0,m to a continuous map on L2(Rm)⊗Cl0,m
for all j ≤ (m− 2)/2, but not for j > (m− 2)/2.
In particular, only when m is even and j = (m− 2)/2, the transform F (m−2)/2+,m is unitary, i.e.
||F (m−2)/2+,m (f)|| = ||f ||
for all f ∈ L2(Rm)⊗ Cl0,m.
We can now also introduce the transforms F j−,m as
F j−,m(f)(y) =
1
(2π)m/2
∫
Rm
Kj−,m(x, y) f(x) dx
with Kj−,m(x, y) =
(
Kj+,m(x,−y)
)c
. Note that F j−,m(f)(y) = F j+,m(f)(−y), when m is even.
Then we obtain the following proposition
Proposition 3.29. Let f ∈ S(Rm)⊗ Cl0,m and j = 0, . . . ,m− 2. Then one has
F j±,m (x f) = ∓ (∓i)m ∂y
(
F j∓,m(f)
)
F j±,m
(
∂xf
)
= ∓ (∓i)m y F j∓,m (f) .
Note that the formulas in this proposition are independent of j, as expected.
Finally, let us summarize the action of the transforms in the CFT class for even dimension with a
scheme:
Fm−2+,m (f)
F0−,m
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
F0+,m
tt
⑥
④
②
✇
✈
t
r
q
♦
♥
♠❦❥✐
...
f
F0+,m
✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
F+=F
(m−2)/2
+,m //
Fm−2+,m
99rrrrrrrrrrrrrrrrrrrrrrrrrrrrr
Fj+,m
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲ F+(f)
F−=F
(m−2)/2
−,m // F2(f)
...
F j+,m(f)
Fm−2−j−,m
88qqqqqqqqqqqqqqqqqqqqqqqqqqqq
...
F0+,m(f)
Fm−2−,m
AA✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄
The dashed line again indicates that the inverse of the transform F j+,m is given by Fm−2−j+,m , see
formula (3.27). We may also observe that the factorization of F2 by the CFT is not unique. In other
words, only the unitarity distinguishes the CFT from the other members of this class of transforms.
Remark 3.30. Similar results clearly hold for K̂α,β(x, y), the kernel of the fractional CFT as given in
Theorem 3.18. In this case, one has to solve the system of PDEs given in Proposition 3.19. It would be
worthwhile to pursue this analogy further.
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3.3 Hypercomplex transforms and radial deformation
We start this section by rewriting a reflection acting on Rm (as defined in Section 2.2) using elements
from the Clifford algebra. Indeed, if for elements of our root system we identify α with a 1-vector α in
Cl0,m (and hence α/
√
2 with an element in Pin(m)), we have
rα(x) =
1
2
αxα
with x =
∑m
i=1 eixi. Generalizing this map gives us the covering map p from Pin(m) to O(m) as
p(s)(x) = ǫ(s)x s−1, s ∈ Pin(m).
In particular, we obtain a double cover of the reflection group G as G˜ = p−1(G) (see also the discussion
in [6]).
The starting point in the subsequent analysis relies on the Dunkl-Dirac operator, given by Dκ =∑m
i=1 eiTi. This operator was first defined in [23]. Together with the vector variable x this Dunkl-Dirac
operator generates a copy of osp(1|2), see [82] or the subsequent Theorem 3.31 (for c = 0). In particular,
we have
D2κ = −∆κ and x2 = −|x|2 = −r2.
3.3.1 A new osp realization
In this section, we will discuss the theory of radial deformations of osp(1|2), as introduced in [40, 41]. This
theory presents a first order alternative to the radial deformation of sl2 developed in [9] and discussed in
Section 2.3.
In the paper [40] the following family of generalized, radially deformed, Dunkl-Dirac operators was
proposed:
D = r1−
a
2Dκ + br− a2−1x+ cr− a2−1xE.
with a, b and c real parameters. Subsequently, in [41] it was observed that it is sufficient to study the
function theory for the operator
D = Dκ + cr−2xE,
where we have put a = 2, b = 0, because there exist intertwining operators connecting this operator with
the one depending on the three parameters a, b and c.
Furthermore, we will restrict ourselves to the case c > −1 for reasons that will become clear in
Proposition 3.34. Let us first state the fact that we indeed find a new family of realizations of osp(1|2),
for each value of the parameter c.
Theorem 3.31. The operators D and x generate a Lie superalgebra, isomorphic to osp(1|2), with the
following relations
{x,D} = −2(1 + c) (E+ δ2) [E+ δ2 ,D] = −D[
x2,D
]
= 2(1 + c)x
[
E+ δ2 , x
]
= x[
D
2, x
]
= −2(1 + c)D [E+ δ2 ,D2] = −2D2[
D
2, x2
]
= 4(1 + c)2
(
E+ δ2
) [
E+ δ2 , x
2
]
= 2x2,
(3.28)
where δ = 1 + µ−11+c .
Note that the square of D is a complicated operator, given by
D2 = −∆κ − (cµ) r−1∂r −
(
c2 + 2c
)
∂2r + cr
−2
∑
i
xiTi − cr−2
∑
i<j
eiej(xiTj − xjTi).
If κ = 0, the formula for D2 simplifies a bit as now
∑
i xiTi = r∂r = E. Note that the square of D is not
a scalar operator. This is very interesting from the point of view of Clifford analysis, where the square
of a Dirac type operator is usually scalar.
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Remark 3.32. The operator D = Dκ + cr−2xE is also considered from a very different perspective in
[22] for κ = 0. In that paper, the eigenfunctions of this operator are studied.
Let us now discuss the symmetry of the generators of osp(1|2). First we define the action of the Pin
group on C∞(Rm)⊗ Cl0,m for s ∈ Pin(m) as
ρ(s) : C∞(Rm)⊗ Cl0,m 7→ C∞(Rm)⊗ Cl0,m
f ⊗ b 7→ f(p(s−1)x)⊗ sb.
We then have
Proposition 3.33. Let s ∈ G˜ and define sgn(s) := sgn(p(s)). Then one has
ρ(s)x = sgn(s)x ρ(s)
ρ(s)D = sgn(s)D ρ(s).
So up to sign, the Dirac operator D is G˜-equivariant. This is the same symmetry as obtained for the
Dirac operator defined in the Hecke algebra (see [6], Lemma 3.4).
3.3.2 Representation space for the deformation family of the Dunkl-Dirac operator
There is a measure naturally associated with D given by h(r) = r1−
1+µc
1+c . One finds, after tedious
computations in [40],
Proposition 3.34. If c > −1, then for suitable differentiable functions f and g one has∫
Rm
(Df) g h(r)wκ(x)dx =
∫
Rm
f (Dg) h(r)wκ(x)dx
with h(r) = r1−
1+µc
1+c , provided the integrals exist.
In this proposition, .¯ is the main anti-involution on the Clifford algebra Cl0,m.
The function space we will use to further develop the theory is L2κ,c(Rm) := L2(Rm, h(r)wκ(x)dx) ⊗
Cl0,m. This space has the following decomposition
L2κ,c(Rm) = L2(R+, r
µ−1
1+c dr)⊗ L2(Sm−1, wκ(ξ)dσ(ξ)) ⊗ Cl0,m
where on the right-hand side the topological completion of the tensor product is understood and with
dσ(ξ) the Lebesgue measure on the sphere Sm−1. The space L2(Sm−1, wκ(ξ)dσ(ξ))⊗Cl0,m can be further
decomposed into Dunkl harmonics and subsequently into Dunkl monogenics. This leads to
L2(Sm−1, wκ(ξ)dσ(ξ)) ⊗ Cl0,m =
∞⊕
ℓ=0
(MDℓ ⊕ xMDℓ )∣∣Sm−1 ,
where MDℓ := kerDκ ∩ (Pℓ ⊗ Cl0,m) is the space of Dunkl monogenics of degree ℓ. For more details on
Dunkl monogenics, we refer the reader to [35].
Using this decomposition, a basis for L2κ,c(Rm) was obtained in [40]. This basis is given by the set
{ψct,ℓ,m} (t, ℓ ∈ N and m = 1, . . . , dimMDℓ ), defined as
ψc2t,ℓ,m := 2
2t(1 + c)2tt!L
γℓ
2 −1
t (r
2)rβℓM
(m)
ℓ e
−r2/2,
ψc2t+1,ℓ,m := −22t+1(1 + c)2t+1t!L
γℓ
2
t (r
2)xrβℓM
(m)
ℓ e
−r2/2
with Lβα the Laguerre polynomials and
βℓ = − c
1 + c
ℓ,
γℓ =
2
1 + c
(
ℓ+
µ− 2
2
)
+
c+ 2
1 + c
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and where M
(m)
ℓ (m = 1, . . . , dimMDℓ ) forms an orthonormal basis of MDℓ , i.e.[∫
Sm−1
M
(m1)
ℓ (ξ)M
(m2)
ℓ (ξ)wκ(ξ)dσ(ξ)
]
0
= δm1m2 .
The dimension of MDℓ is given by
dimRMℓ = dimR Cl0,m dimR Pℓ(Rm−1)
= 2m
(ℓ+m− 2)!
ℓ!(m− 2)!
with Pℓ(Rm−1) the space of homogeneous polynomials of degree ℓ in m−1 variables (see [46]). Note that
for c = 0 and κ = 0, the basis {ψct,ℓ,m} reduces to the basis {ψt,ℓ,m} introduced in Section 3.1.
Using formula (4.10) in [40] and the proof of Theorem 3 in [40], one obtains the following formulas
for the action of D and x on the generalized Laguerre functions
2Dψct,ℓ,m = ψ
c
t+1,ℓ,m + C(t, ℓ)ψ
c
t−1,ℓ,m,
−2(1 + c)xψct,ℓ,m = ψct+1,ℓ,m − C(t, ℓ)ψct−1,ℓ,m
(3.29)
with
C(2t, ℓ) = 4(1 + c)2t,
C(2t+ 1, ℓ) = 2(1 + c)2(γℓ + 2t).
These formulas determine the action of osp(1|2) on L2κ,c(Rm). Recall also that the action of G˜ on L2κ,c(Rm)
is given by ρ (see Section 3.3.1).
The action of osp(1|2) can be made even more explicit by defining creation and annihilation operators
via
A+ = D− (1 + c)x,
A− = D+ (1 + c)x.
(3.30)
These operators satisfy
A+ψct,ℓ,m = ψ
c
t+1,ℓ,m,
A−ψct,ℓ,m = C(t, ℓ)ψ
c
t−1,ℓ,m.
Now we introduce the following inner product
〈f, g〉 =
[∫
Rm
f c g h(r)wκ(x)dx
]
0
where h(r) is the measure associated to D (see Proposition 3.34) and f c is the complex conjugate of f .
It is easy to check that this inner product satisfies
〈Df, g〉 = 〈f,Dg〉
〈xf, g〉 = −〈f, xg〉.
The related norm is defined by ||f ||2 = 〈f, f〉. Using this inner product, it was possible to prove the
orthogonality of the new basis {ψct,ℓ,m}.
Theorem 3.35. One has
〈ψct1,ℓ1,m1 , ψct2,ℓ2,m2〉 = c(t1, ℓ1)δt1t2δℓ1ℓ2δm1m2
where c(t, ℓ) is a constant depending on t and ℓ.
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Explicit expressions for the constants c(t, ℓ) have been obtained in [40].
The functions ψct,ℓ,m are eigenfunctions of the hamiltonian of a generalized harmonic oscillator.
Theorem 3.36. The functions ψct,ℓ,m satisfy the following second-order PDE(
D
2 − (1 + c)2x2)ψct,ℓ,m = (1 + c)2(γℓ + 2t)ψct,ℓ,m.
Theorem 3.36 combined with the definition of A+, A− in (3.30) allows us to decompose the space
L2κ,c(Rm) under the action of osp(1|2). Clearly the odd elements A+ and A− generate osp(1|2) as they
are linear combinations of D and x. Moreover, they act between basis vectors of L2κ,c(Rm), so it is
sufficient to consider such vectors in an irreducible representation of osp(1|2) inside the function space.
This is achieved as follows: for fixed ℓ and m each vector ψc0,ℓ,m generates the irreducible representation
ψc0,ℓ,m
A+ //
L
TT
ψc1,ℓ,m
L
TT
A+ //
A−
oo ψ
c
2,ℓ,m
L
TT
A+ //
A−
oo ψ
c
3,ℓ,m
L
TT
A+ //
A−
oo ψ
c
4,ℓ,m
L
TT
A+ //
A−
oo . . .
A−
oo
where
L =
1
2
{A+, A−} = D2 − (1 + c)2x2
with the action given in Theorem 3.36. In fact this highest weight representation is labeled by ℓ only and
we can denote it π(ℓ). In conclusion, we obtain the decomposition of the space L2κ,c(Rm) into a discrete
direct sum of highest weight (infinite dimensional) Harish-Chandra modules for osp(1|2):
L2κ,c(Rm) =
∞⊕
ℓ=0
π(ℓ)⊗MDℓ .
These results should be compared with Theorem 3.19 and section 3.6 in [9] (where one uses sl2
instead of osp(1|2)). Also notice that the claim should be understood as an assertion on the deformation
of the Howe dual pair for osp(1|2) inside the Clifford-Weyl algebra on Rm acting on a fixed vector space
L2κ,c(Rm).
Remark 3.37. One can also consider more general deformations of the Dirac operator, by adding suitable
odd powers of Γx = −xDκ − E to D as follows
D = Dκ + cr−2xE+
ℓ∑
j=0
cjr
−1
(
Γx − µ− 1
2
)2j+1
, cj ∈ R.
This does not alter the osp(1|2) relations, as Γx − µ−12 anti-commutes with x and has the correct ho-
mogeneity. In particular, Γx − µ−12 can be seen as the square root of the Casimir of osp(1|2), see [59],
example 2 in section 2.5.
In the rest of Section 3.3, we will always assume κ = 0 or in other words, we do not consider the
Dunkl deformation. This is to simplify the notation of the results. Most statements can immediately be
generalized to the Dunkl case by composition with the intertwining operator Vκ. Recall that for κ = 0,
the Dunkl-Dirac operator Dκ reduces to the orthogonal Dirac operator ∂x =
∑m
i=1 ei∂xi .
3.3.3 Clifford deformed Hermite semigroup
The aim of the present section is to discuss the properties of the holomorphic semigroup defined by
FωD = eω(
1
2+
µ−1
2(1+c) )e
−ω
2(1+c)2
(D2−(1+c)2x2), ℜω ≥ 0
acting on the space L20,c(Rm). We start with the following general statement, which is obtained by
considering the basis {ψct,ℓ,m}.
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Theorem 3.38. Suppose c > −1. Then
1. For any t, ℓ ∈ N and m ∈ {1, . . . , dimMℓ}, the function ψct,ℓ,m is an eigenfunction of the operator
Fω
D
:
Fω
D
(ψct,ℓ,m) = e
−ωte−
ωℓ
(1+c)ψct,ℓ,m.
2. Fω
D
is a continuous operator on L20,c(Rm) for all ω with ℜω ≥ 0, as ||FωD(f)|| ≤ ||f || for all
f ∈ L20,c(Rm).
3. If ℜω > 0, then Fω
D
is a Hilbert-Schmidt operator on L20,c(Rm).
4. If ℜω = 0, then Fω
D
is a unitary operator on L20,c(Rm).
Let us now derive a series expansion for the integral kernel in the sense of F4. We summarize the
result in the following theorem. Here we use again the notation J˜ν(z) = (z/2)
−νJν(z) and r
2 = |x|2,
s2 = |y|2, as well as λ = (m− 2)/2.
Theorem 3.39. Let ℜω > 0 and c > −1. Put K(x, y;ω) = e− cothω2 (r2+s2) (A(z, w) + x ∧ yB(z, w)) with
A(z, w) =
+∞∑
k=0
(
αk
k + 2λ
2λ
z
k
1+c J˜ γk
2 −1
(
iz
sinhω
)
+
αk−1
4 sinhω
k
λ
z
k+c
1+c J˜ γk−1
2
(
iz
sinhω
))
Cλk (w),
B(z, w) =
+∞∑
k=1
(
−αkz k1+c−1J˜ γk
2 −1
(
iz
sinhω
)
+
αk−1
2 sinhω
z
k+c
1+c−1J˜ γk−1
2
(
iz
sinhω
))
Cλ+1k−1 (w)
for z = |x||y|, w = 〈x, y〉/z, α−1 = 0 and αk = 2eωδ2 (2 sinhω)−γk/2. Then these series are convergent
and the integral transform defined on L20,c(Rm) by
Fω0,c(f)(y) = σ−1m
∫
Rm
K(x, y;ω)f(x)h(r)dx
coincides with the operator Fω
D
= eω(
1
2+
µ−1
2(1+c) )e
−ω
2(1+c)2
(D2−(1+c)2x2)
on the basis {ψct,ℓ,m}.
We are also interested in the case where the semigroup parameter satisfies ℜω = 0. In this case, one
takes the limit to the imaginary axis and obtains the following result.
Theorem 3.40. Let c > −1. Then for ω = iη with η 6∈ πZ, we put K(x, y; iη) = ei cot η2 (r2+s2) (A(z, w) + x ∧ yB(z, w))
with
A(z, w) =
+∞∑
k=0
(
αk
k + 2λ
2λ
z
k
1+c J˜ γk
2 −1
(
z
sin η
)
+
αk−1
4i sin η
k
λ
z
k+c
1+c J˜ γk−1
2
(
z
sin η
))
Cλk (w),
B(z, w) =
+∞∑
k=1
(
−αkz k1+c−1J˜ γk
2 −1
(
z
sin η
)
+
αk−1
2i sin η
z
k+c
1+c−1J˜ γk−1
2
(
z
sin η
))
Cλ+1k−1 (w)
for z = |x||y|, w = 〈x, y〉/z, α−1 = 0 and αk = 2e iηδ2 (2i sin η)−γk/2. These series are convergent and the
unitary integral transform defined in distributional sense on L20,c(Rm) by
F iη0,c(f)(y) = σ−1m
∫
Rm
K(x, y; iη)f(x)h(r)dx
coincides with the operator F iη
D
= eiη(
1
2+
µ−1
2(1+c) )e
−iη
2(1+c)2
(D2−(1+c)2x2)
on the basis {ψct,ℓ,m}.
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3.3.4 The radially deformed hypercomplex Fourier transform
The Fourier transform is the very special case of the holomorphic semigroup, evaluated at ω = iπ/2. In
this case, the kernel K(x, y) = K(x, y; iπ/2) is given by the following theorem. In the limit case c = 0,
we can check that the result reduces to expression F4, as expected.
Theorem 3.41. Put K(x, y) = A(z, w) + x ∧ yB(z, w) with
A(z, w) =
+∞∑
k=0
z−
δ−2
2
(
αk
k + 2λ
2λ
J γk
2 −1
(z)− iαk−1 k
2λ
J γk−1
2
(z)
)
Cλk (w),
B(z, w) =
+∞∑
k=1
z−
δ
2
(
−αkJ γk
2 −1
(z)− iαk−1J γk−1
2
(z)
)
Cλ+1k−1 (w)
and z = |x||y|, w = 〈x, y〉/z, α−1 = 0 and αk = e−
iπk
2(1+c) . These series are convergent and the integral
transform defined in distributional sense on L20,c(Rm) by
F0,c(f)(y) = σ−1m
∫
Rm
K(x, y)f(x)h(r)dx
coincides with the operator FD = ei
π
2 (
1
2+
µ−1
2(1+c) )e
−iπ
4(1+c)2
(D2−(1+c)2x2)
on the basis {ψct,ℓ,m}.
Remark 3.42. One can also define an analogue of the Schwartz space of rapidly decreasing functions
in this context. Let L = D2 − (1 + c)2x2 and denote by D(L) the domain of L in L20,c(Rm). Then the
Schwartz space is defined by
S0,c(Rm) =
∞⋂
k=0
D(Lk)
and one can check that the Fourier transform F0,c is an isomorphism of this space.
The symmetry properties of the integral kernel are discussed in the following proposition.
Proposition 3.43. One has, with x, y ∈ Rm
K(λx, y) = K(x, λy), λ > 0
K(y, x) = K(x, y),
K(0, y) =
1
2γ0/2−1Γ(γ0/2)
,
K(sxs, sys) = sK(x, y)s, s ∈ Spin(m).
where .¯ is the anti-involution on the Clifford algebra Cl0,m.
We can now summarize the main properties of the deformed Fourier transform in the following theo-
rem.
Theorem 3.44. The operator F0,c defines a unitary operator on L20,c(Rm) and satisfies the following
intertwining relations on a dense subset:
F0,c ◦D = i(1 + c)x ◦ F0,c,
F0,c ◦ x = i
1 + c
D ◦ F0,c,
F0,c ◦ E = − (E+ δ) ◦ F0,c.
Moreover, F0,c is of finite order if and only if 1 + c is rational.
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We can also obtain Bochner identities for the deformed Fourier transform. They are given in the
following proposition.
Proposition 3.45. Let Mℓ ∈ Mℓ be a spherical monogenic of degree ℓ. Let f(x) = f(r) be a radial
function. Then the Fourier transform of f(r)Mℓ and f(r)xMℓ can be computed as follows:
F0,c (f(r)Mℓ) = e−
iπℓ
2(1+c)Mℓ(y
′)
∫ +∞
0
rℓf(r)z−
δ−2
2 J γk
2 −1
(z)h(r)rm−1dr,
F0,c (f(r)xMℓ) = −ie−
iπℓ
2(1+c) y′Mℓ(y
′)
∫ +∞
0
rℓ+1f(r)z−
δ−2
2 J γk
2
(z)h(r)rm−1dr
with y = sy′, y′ ∈ Sm−1 and z = rs.
The Heisenberg inequality (or uncertainty principle) is a very important qualitative statement about
the ordinary Fourier transform, see e.g. [58] for a review. There exist extensions to the Dunkl transform
[86, 90], the radially deformed Fourier transform [9] and the super Fourier transform [29]. Also in the
present context, it is possible to obtain a Heisenberg inequality. This is the subject of the following
proposition, obtained in [41].
Proposition 3.46. For all f ∈ L20,c(Rm), the radially deformed hypercomplex Fourier transform satisfies
||x f(x)||.||xF0,c(f)(x)|| ≥ δ
2
||f(x)||2,
with δ defined in Theorem 3.31. The equality holds if and only if f is of the form f(x) = λe−r
2/α.
For the CFT, discussed in section 3.2, currently no Heisenberg inequality is available. Nevertheless,
its proof should proceed along similar lines. Note that also for other hypercomplex and quaternionic
Fourier transforms, as discussed in the subsequent Section 3.4, uncertainty principles have been obtained
[4, 5, 62, 63]. These results have however been proved using a completely different strategy.
Let us end this section with an important result, the so-called Cherednik master formula for the kernel
of the semigroup. This forms the starting point for the study of a generalized heat equation, see e.g. [88,
Lemma 4.5 (1)] in the context of Dunkl operators. We may state the master formula as follows:
Theorem 3.47 (Master formula). Let s > 0. Then one has∫
Rm
K(y, x; i
π
2
)K(z, y;−iπ
2
)e−s|y|
2
h(|y|)dy = σme−ωδ2 K(z, x;ω)e−
|x|2+|z|2
2
1−coshω
sinhω
with 2s = sinhω.
In the proof of this theorem, one uses the integral formula (see [56, p. 50])∫ +∞
0
Jν(at)Jν(bt)e
−γ2t2tdt =
1
2
γ−2e
−a
2+b2
4γ2 Iν(
ab
2γ2
), ℜν > −1,ℜγ2 > 0 (3.31)
where Iν(z) = e
−iπν2 Jν(iz). For the Dunkl transform (see e.g. [87, 96]) and for the Clifford-Fourier
transform (see [45]) one can even compute a more general integral of the form∫
Rm
K(y, x; i
π
2
)K(z, y;−iπ
2
)f(|y|)h(|y|)dy
with f(|y|) an arbitrary radial function of suitable decay. This is achieved by using the addition formula
for the Bessel function
u−λJλ(u) = 2
λΓ(λ)
∞∑
k=0
(k + λ)(r2|x||z|)−λJk+λ(r|x|)Jk+λ(r|z|)Cλk (〈x′, z′〉)
with u = r
√
|x|2 + |z|2 − 2〈x, z〉 instead of formula (3.31). Here, we cannot do that, as the orders of the
Bessel functions do not match the orders of the Gegenbauer polynomials in a suitable way.
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3.3.5 Conceptual summary of deformations
It now becomes possible to depict the various deformations of the Fourier transform, both scalar and
hypercomplex, in a diagram. In this diagram, the hamiltonian of the harmonic oscillator is first deformed
using the Dunkl Laplacian (giving rise to a CMS quantum system). At this point, two conceptual radial
deformations exist. Either one deforms the Dunkl Laplacian with a radial factor, giving rise to the
radially deformed Fourier transform studied in [9] and Section 2.3 or one deforms instead the underlying
Dunkl-Dirac operator as done in [40, 41] and discussed in the present section.
∆− |x|2
Dunkl deformation

∆κ − |x|2
Clifford deformation
||②②
②②
②②
②②
②②
②②
②②
②②
②②
a - deformation
!!❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
D2 + (1 + c)2|x|2 oo ///o/o/o/o/o/o/o/o/o/o/o/o/o |x|2−a∆− |x|a
3.4 Other approaches to hypercomplex Fourier transforms
Several other generalizations of the Fourier transform in the setting of quaternionic or Clifford analysis
have been devised during the last 30 years. These transforms are not defined by exponentiating a
differential operator or quantum hamiltonian and are hence not related to a realization of osp(1|2).
Instead, they are defined by replacing the complex unit i in the definition of the classical Fourier transform
by a root of −1 that belongs to a certain Clifford algebra. The aim of the present paper is not to present
a detailed review of all the work that has been done in this direction, as good and detailed reviews
are already available (see e.g. [17]). Nevertheless, we want to present the main features of these types
of transforms for the sake of completeness. We start from their most general expression, which was
introduced in [20].
Consider the general Clifford algebra Clp,q over Rp,q, generated by ei, i = 1, . . . , p + q, under the
relations
eiej + ejei = 0, i 6= j,
e2i = 1, i ≤ p
e2i = −1, i > p.
Denote further by Ip,q the set {a ∈ Clp,q|a2 ∈ R−}. A geometric Fourier transform (GFT) according to
[20] is then defined by two ordered finite sets F1 = {i1(x, y), . . . , iµ(x, y)} and F2 = {iµ+1(x, y), . . . , iµ+ν(x, y)}
of mappings ik(x, y) : R
m × Rm → Ip,q, by
FF1,F2(f)(y) :=
∫
Rm
 µ∏
j=1
eij(x,y)
 f(x)
 µ+ν∏
j=µ+1
eij(x,y)
 dx (3.32)
where f : Rm → Clp,q.
Without claiming completeness, we now present a few examples of GFTs that have received consid-
erable attention in the literature, before the general definition was stated in [20].
The first example of a GFT was given by Sommen in [91, 92] and studied further by Bu¨low and
Sommer in e.g. [19]. In this case, one considers the Clifford algebra Cl0,m. The transform takes the form
F(f)(y) :=
∫
Rm
f(x) ee1x1y1 . . . eemxmymdx.
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Derivation properties of this transform can e.g. be found in [12].
The quaternionic Fourier transform was defined by Ell in [53, 54] and used for color image processing
in e.g. [55]. Considering µ, ν ∈ Cl0,2 ∼= H with µ2 = ν2 = −1, it is defined via
Fµ,ν(h)(y1, y2) := (2π)−1
∫
R2
e−µx1y1 h(x1, x2) e
−νx2y2dx1dx2, h ∈ L1(R2;H)
and is again a special case of the GFT.
Another example is the Clifford Fourier transform (written without hyphen) introduced by Ebling
and Scheuermann in [52] and extended by Bahri and Hitzer [4, 63]. This transform is defined for Clm,0
with m = 2 mod 4 or m = 3 mod 4 by
F(f)(y) :=
∫
Rm
f(x) ee1...m〈x,y〉dx.
with e1...m = e1e2 . . . em the pseudoscalar in Clm,0.
Finally, the so-called cylindrical Fourier transform is defined for Cl0,m by
F(f)(y) :=
∫
Rm
e x∧y f(x)dx.
A detailed study of this transform can be found in [17]. Note that for dimension m = 2 this transform
coincides with the Clifford-Fourier transform discussed in Section 3.2.
Many properties of the GFT, defined in equation (3.32), have been derived in general in [20]. Moreover,
under some conditions on the sets F1 and F2 a convolution theorem was obtained in [21].
Finally, not all hypercomplex transforms studied so far are covered in definition (3.32). Most notably,
the transform obtained by considering the monogenic extension of the usual exponential kernel is not
included. For a detailed study, we refer the reader to the papers [72, 73, 74].
4 Open problems and further research
In the final section of this paper, we indicate some open problems and present some directions for future
research.
Probably the most important problem is to find explicit closed formulas for the integral kernels that
are only available as a series expansion. These include the radially deformed FT, which is currently only
known in closed form for a = 1 and a = 2. Also for the Clifford-Fourier transform, the kernel is not
known explicitly in the case of odd dimension. Finally, the kernel of the radially deformed hypercomplex
FT is only known explicitly for c = 0 (which corresponds with the ordinary FT). Especially to obtain
sharp bounds on the kernel functions, it is crucial to have such explicit formulas available.
It seems that finding these closed formulas is a hard problem, as there is no transparent method
available for that purpose. Rather, for each kernel a combination of ad-hoc methods is necessary. One
possibility would be to try and find a method that allows to compute bounds on kernel functions without
needing the closed formula (in analogy with the work done for the Dunkl transform). An additional
difficulty is that there seems to be a huge difference between the even and odd dimensional cases. This
can e.g. be read from Lemma 3.6, where a recursion on the dimension of size 2 is observed. The odd
dimensional case turns out to be much harder, because one cannot go from dimension m = 1 (where the
kernel is usually explicitly known) to dimension m = 3.
Also the kernel of the Dunkl transform is not known explicitly for most finite reflection groups. This is
less problematic, as one has already been able to prove boundedness of the kernel using different methods.
Nevertheless, it would be insightful (but very difficult) to find the Dunkl kernel in closed form for some
classes of reflection groups.
Another interesting topic for further investigation is that of translation and convolution for hypercom-
plex Fourier transforms. For generalized Fourier transforms, there are two conceptual ways to introduce
an associated convolution product. One can follow the strategy taken for the Dunkl transform (see e.g.
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[96]), where convolution is defined using a generalized translation operator. Alternatively, one can define
convolution directly as
f ∗ g := F−1 (F(f)F(g))
with F and F−1 a generalized FT and its inverse. This has already been pursued for the fractional FT,
see [80].
It seems that a detailed study of all possible translation and convolution structures for the hypercom-
plex FTs mentioned in this paper would be worthwhile. In particular, also a comparison with ordinary
convolution (and correlation) as used e.g. in [78] for the quaternionic FT would be interesting from the
point of view of applications.
Next, the function theory for the radially deformed Dirac operator should be further developed,
including determination of the fundamental solution and a Cauchy integral formula. The study of the
heat equation in this context seems to present interesting new ideas. To conclude, the problem to find the
most general deformation of a Dirac operator still yielding an osp(1|2) realization is expected to generate
many new insights.
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