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1. INTRODUCTION 
The asymptotic theory of the diffraction of high frequency time harmonic 
waves by smooth objects has generated much interest in recent years. A 
general method for treating this problem involves the use of formal asymp- 
totic expansions [l], [2], [3], [4], [5], [6]. That is, one generally assumes the 
solution has the form of a product of an exponential phase term and an 
amplitude term given as an asymptotic series in inverse powers of the fre- 
quency k. The phase is determined either from geometrical optics, the geo- 
metrical theory of diffraction [7], or in a different manner [5], [6] and the 
unknown elements in the expansions are found from the boundary condi- 
tions of the problem. 
In this method, however, one generally needs to introduce different expan- 
sions for different regions, such as the illuminated or shadow region and to 
identify the various expansions with one another in regions of common 
validity. 
In this work we introduce an integral representation method for the solu- 
tion of the diffraction problem. It involves a superposition of plane wave 
solutions of the reduced wave equations together with a number of unknown 
functions which must be determined from the conditions of the problem. 
We shall treat the case of a plane wave impinging on a smooth opaque 
object in the two- and three-dimensional cases together with the boundary 
condition of the field vanishing on the body. We also indicate how other 
boundary conditions can be treated. The author wishes to express his appre- 
ciation to Professor J. B. Keller, for his interest and generous advice in the 
course of our research. 
* The work reported herein was sponsored by the Air ,Force. Office of Scientific 
Research of the Office of Aerospace Research under Contract No. AF-49(638)-1402. 
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2. FORMULATION OF THE PROBLEM AND THE METHOD OF SOLUTIOK 
We consider first the diffraction of a two-dimensional plane wave by an 
open smooth, strictly convex cylinder extending to infinity. We will indicate 
later how to deal with the case of a closed cylinder and the general three- 
dimensional problem. 
The total field u satisfies the reduced wave equation, 
%z + uyy + k2u = 0 (1) 
and the boundary condition 
u=o (2) 
on the cylinder. We assume an incident plane wave of the form, 
uinc = eikx 
and that u - uinc is outgoing at infinity. The field u is expressed as a super- 
position of plane wave solutions of (1). Let P be a position vector in (x, y)- 
space. Then, 
exp {ikP . T(s)}, 
where T(s) is a unit vector depending on the parameter s and the dot represents 
the scalar product, is a plane wave. 
We consider the following plane wave superpositions, 
da, k, P> =s, 4 s, a, k) exp {ik[(P - R(s)) . T(s) + s] - iak”“f(s)} ds 
* 
(i= 1,2) (4) 
with the contours Ci extending to infinity in the complex s-plane in such a 
manner that ur is an outgoing and us is an incoming wave at infinity and with 
respect to the diffracting surface. The function R(s), for real s, represents the 
cross-sectional curve of the diffracting cylinder with s as arc length; 
T(s) = R’(s); and the functions A(s, OL, k) andf(s) are as yet undetermined. 
Also, we assume that A(s, (Y, k) has an asymptotic expansion for large k, 
A(s, a, k) N i A,(s, a) k-“13. 
?I-0 
(5) 
The solution of our problem is then sought in the form 
u(p) = j bl(zh k, P) + D(a, k) I+, k, P)] da, (6) c 
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where the contour C is to be determined later and the function D(or, K) 
must be found from the boundary condition on the cylinder. This choice of 
solution is suggested, among other reasons, by an expression for the solution 
in the case of diffraction by a circular cylinder. Applying condition (2) gives 
The vector R is the point on the cylinder R(s) closest to the observation 
point P, so that P - R is normal to the cylinder. It would appear from (7) 
that the ratio ua(o1, k, R)/u,(cr, k, R) depends on R and, as such, is not a 
function of 01 and k alone as assumed in (6). Nevertheless, it will be shown 
later that such is indeed the case asymptotically, subject to certain conditions. 
In the following, we will evaluate (7) asymptotically in the geometrically 
illuminated region, in the neighborhood of the shadow boundary and in the 
geometrical shadow region. In the illuminated region it will be shown that (7) 
asymptotically represents the incident plane wave plus a wave which gives 
the scattered field. For the circular cylinder it can be shown that this scattered 
field is exactly the reflected wave as predicted by geometrical optics. For the 
general case, this may be shown approximately near the point of diffraction 
where the shadow boundary meets the cylinder. In the geometrical shadow 
region, by closing the contour C at infinity a residue series evaluation of (7) 
is obtained. From this series one can determine the functionsf(s) and A,(s, a) 
up to a set of constants. Uniform expansions of the field in the shadow region 
can be obtained. This result together with the expansions in the lit region, 
determines the functions A(s, OL, k) andf(s) completely. A number of asymp- 
totic results for the field near the shadow boundary will also be obtained. 
3. THE SHADOW REGION 
Let arc length s on the cross-sectional curve R(s) of the cylinder be mea- 
sured positively into the shadow region, with the point R(0) corresponding 
to the point of diffraction. The origin of the coordinate system is taken at 
the center of curvature of the curve at R(O), the positive x-axis having the 
direction of T(0). 
For the circular cylinder it is known that the contour C in (7) may be 
closed at infinity in the lower half or-plane so that it encloses the zeros of 
q(o1, k, R) in the positive direction. [In the case of a closed cylinder, such as the 
circular cylinder, there are two shadow boundaries. Therefore, our expres- 
sions and comments apply to either of the shadow boundaries.] We assume 
that the contour integral (7) may similarly be expressed as a residue series in 
the shadow region. 
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The poles of the integrand of (7) are found at the zeros of ui(o1, k, R) which 
we determine by asymptotically evaluating ui((~, k, R) for large k. By requiring 
that the zeros be independent of the point R on the curve R(s), we shall derive 
equations for determining the functions f(s) and A(s, 01, k) up to a set of 
constants. We suppose that (Y is not large in (4), where P is replaced by R, so 
that exp { - icM3f(~)} is slowly varying compared to the remaining expo- 
nential in the integral. Then, the stationary points are found from 
F = (R - R(s)) .z - j T(s) I2 + 1 = (R - R(s)) * z = 0, (8) 
where p(s) is the radius of curvature of R(s). If R = R(S) there is a stationary 
point of second order at s = S, since 
e-G) _ 0 -= 
ds2 
while 
d3q.@) 1 
dsS=-- P2W 
An asymptotic expansion of the integral ur(o1, k, RR) may then be obtained by 
introducing the transformation 
p)(s) = q(S) - 73 (9) 
into the integral and expressingf(s) and A(s, d, k) in terms of 7. Then, the 
appropriate values of LY, i.e. the zeros of ur(o1, k, R) are found on setting the 
coefficients of different powers of k in the expansion equal to zero. We do 
not use this method but instead expand the integral around the stationary 
point s = S. We obtain as the leading term of the resulting expansion 
ul(a, k, R) = A,,(& a) exp {ikS - ictk’l”f(f)} 
- iak”“f’(s) (s - f)l ds + a.. . (10) 
On introducing the transformation 
s---j= 
21/3p2/3(s) 
k1/3 y (11) 
to eliminate the k dependence in the integral in (lo), and applying this trans- 
formation to every integral in the expansion (10) we see that all other terms 
are of lower order in 12. 
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The appropriate contour to choose for C, is that which leads to an outgoing 
wave in the asymptotic evaluation of Z+(OL, K, P). The proper choice is such 
that on setting 
y = - @7/3 6 (12) 
in (10) after applying (ll), we obtain 
ia3 
- - iol 21’3p213(s)f’(f) 81 d8 
3 
= 2r@/3 Ai [a 21/3p2l3(s)f’(j) e-n1/3] , 
where the Airy function Ai (x) is defined as 
(13) 
(14) 
Since the coefficient of each power of k must vanish separately, we find 
Ai [a 2113p213(s)f’(4 @‘s] = 0. (15) 
Denoting the zeros of Ai (x) by - a, , (j = 1,2,...), with a$ > 0, we get 
0~ 2113p213($)ff(i) e-in/3 = - aj . (16) 
Therefore, we set 
f’(j) zrz 2--1/3p(+2/3. (17) 
Since the aj tend to infinity as j tends to infinity, it is seen that for sufficiently 
large j, 
can become large of the order of k. Therefore, that term cannot be dis- 
regarded in determining the stationary points of the integrand, as was done 
above. Our result is therefore valid only for sufficiently smallj. Nevertheless, 
this is known to give the main contribution to the shadow region field. 
The coefficient of k-l13 in the asymptotic expansion of ur(o~, k, R) yields 
an equation for A&, a) from which we find 
A,(s, a) = (const.) P(s)-~/‘. (19) 
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Setting the coefficients of all powers of K equal to zero leads to a recursive 
system of equations for the A,($, a) which can be solved up to a set of constant 
independent of L 
The residues of (6) at the points 01~ are given by 
Let 
and 
Then, 
w,(z) = Ai [zeanmi/s] 
01=-p 
[g ul(a, R, R)] 
a-o:, 
= - (const.) 277esni/s P(S)-~/~ (q)1’3 
X exp {ikS + i&P’“f(S)} wi@$) + m-f , 
where the (const.) is that given in (19). 
(20) 
(21) 
(22) 
(23) 
(23) 
The function ua(o~, k, I?) has the same stationary point s as ur(o~, K, I?), but 
the asymptotic expansion differs in that it involves w2(z) rather than wI(z). 
Therefore, we obtain 
Using the Wronskian relationship 
w2(&) Wl’(&) = - g ) 
we obtain 
u(P) = c (Residue),, - c e2+j3 “;(<,&]T) , 
I 3 I 
(24) 
(25) 
(26) 
the asymptotic representation essentially being valid only for small values ofj. 
For P = R in (26) the boundary condition (2) is satisfied in that the asymp- 
totic expansion of ur(~y, K, R) vanishes for a! = CX~ . 
The function ul(mj , k, P) may also be expanded asymptotically. More 
generally we consider ur(o~, K, P) and ~%(a, K, P) and their asymptotic expan- 
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sion for sufficiently small (Y. The functions f(s) and A(cy, s, K) have already 
been determined up to a set of constants. These constants will be determined 
from the asymptotic expansion of (7) in the illuminated region. The stationary 
points for u1 and u2 are found from 
Ay = (P - R(s)) * g = 0. 
There are two real stationary points, corresponding to the two tangent lines 
that may be drawn from any point P to the convex cylinder. One stationary 
points s1 yields an outgoing wave and the other sa an incoming wave, with 
s1 < sa . For P not too near the cylinder we have, using standard methods 
for the asymptotic evaluating of integrals 
ui(ol, k, P) N (const.) F exp {ik(s, + (- 1 )(-l ui) - idPf(s,)) 
(5, 
(i = 1,2), (28) 
where cri is the distance from P ot R(Q), the function f(si) is determined 
from (17) and the constant depends upon the path of integration and the 
constant in (19). 
As P approaches the point R, the two stationary points s1 and sa coalesce 
into the single stationary points S. Since ui = 0 for P on the curve R(s) at the 
point R, the asymptotic expression (28) is invalid and a different method 
must be used to obtain an asymptotic expansion for U~(LY, K, P) when P is 
near R. We consider two methods. One is related to the boundary layer 
method [3] (see also [S]) and the other is the method of uniform asymptotic 
expansions [9]. 
We first consider the boundary layer approach for ur(a, k, P). Expanding 
the exponent in (4) around the stationary point s, , letting 
s - s1 = k-l/37 (29) 
in the integral (4), and in accordance with the boundary layer stretching 
technique, assuming that 
we have 
a1 = k-lI9, , (30) 
Al? kcp(s) - ak”“f(S) = k(s, + q) - ~wy(Sl) + & - - 
2PW 
--f’(S&7 + O(k-“3). (31) 
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7 = [2qJ2~9(4] er + A, (32) 
and applying the transformation (12) to o, we obtain, 
ul(a, k, P) N (con&.) 21~ (+,‘” p(sl)-lls e2’@ exp {ik(s, + q) - iaW”f(sl)} 
* exp 3p2(4 I - ~-i~(~)l’a~ljAi[1(~)a’3+.te-‘ff”]. (33) 
Introducing this result into (26) we have, 
u(P) - - (const.) 2~r (+)l” p(~,)-~l~ ein13 exp [ik(s, + q) - +$&I 
Further terms in the asymptotic expansion of z+((Y, k, P) may be obtained 
by considering the contributions from terms of lower order in k in the expan- 
sion (31). The second term has been obtained but will not be given here. 
The results obtained above agree with those obtained from the boundary 
layer method for this problem as applied to reduced wave equation and a 
formal asymptotic expansion [3]. 
In the uniform asymptotic expansions approach, we introduce the exact 
transformation 
q(s) = a, + yu - q (35) 
into the integral (4) for ui(c~, k, P), where with the stationary points s1 and S, 
of T(S) corresponding to z/y and - & respectively, we have 
Let 
a0 = 4 hJ(sd + P(S2)l (36) 
tr” ‘2 = ii b(4 - &2>1* (37) 
A(s, 01, k) $ = G(a, a, k) = f Gi(u, a) k-i’a (38) 
i-0 
and 
Gi(u, LY) = f $‘(a) (y - u2)” + u f q’(a) (y - 2)“. (39) 
n-0 ?Z=O 
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We also let 
f(s) = w = f Pm(r - u2)“’ + u i Q&J - u2)“’ (4) 
??I-0 m-0 
and obtain 
PO = ii [f(G) +.fw (41) 
Introducing the above into the expression (4) for ur((~, k, P) gives 
ul(a, k, P) = exp {ika, - ~c&~~P~} 1, G(u, 01, k) exp (- id9P) 
1 
.explik(yo--)-iiorkl/3Qoul~u, (43) 
where P represents the terms in the series (40) not given in (43) and Er is the 
transformed contour in the u-plane which will be discussed below. Let 
u = k-l/3X (44) 
in (43). Then, the proper choice of contour fr is one which leads to the fol- 
lowing result 
q(a, k, P) N 2rk-1/3e2ri/3 exp {ika, - iak113Po} 
. [a,$‘((~) wl(aQo - k2’3y) + ik-1’3b,$“)(a) wl)(aQo - k2’3y) f ***I. (45) 
The functions &“(cz) and bF’( 01 are determined from the boundary conditions )
to be 
@)(fx) = (con&) ?$ [!!j$f= + F] 
b?‘(a) = (const.) - y1’4 PW6 
[ l.Ky dul 
p-&C]. 
(4) 
(47) 
These results can be introduced into (26) to give a uniform asymptotic 
expansion for u(P) in the shadow region. Further, these results agree with 
those obtained for this problem by introducing formal uniform asymptotic 
expansions involving Airy functions into the differential equation (1) [5]. 
At large distances from the cylinder, both expressions (33) and (45) agree 
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with the asymptotic expression (28) and the asymptotic expression for the 
shadow region field agrees with that predicted by the geometrical theory of 
diffraction [2]. 
To treat the closed cylinder problem by our method, an expression of 
the form (7) must be introduced relative to each of the two shadow boundaries. 
The contributions from the diffracted waves which encircle the cylinder are 
exponentially small compared to those considered above, in the shadow 
region, and, therefore, need not be introduced. 
4. THE ILLUMINATED REGION 
The field u(P) in the illuminated region is found from the asymptotic 
expansion of (7) f or ar 1 g e values of k and large absolute values of 01. It is 
found necessary to distinguished between points in the illuminated region 
which lie in the forward half-plane, i.e. for which the x-coordinate is positive 
and points in the backward half-plane for which the x-coordinate is negative. 
We consider the forward half-plane first and assume the point P is not too 
close to the cylinder. The functions ui(o1, k, P) and q(ol, K, R) are first 
expanded asymptotically and then the integral (7) is expanded. The stationary 
points for ~~(01, k, P) are found from the phase term, 
yys, lx) = k(P - R(s)) * T(s) + ks - ak’l”f(s) (48) 
and the equation 
#&, a) = kp . 3 _ k n(s;;s;(s) - .& (q,“” = 0. (49 
There are two stationary points, one, which we denote by s, , being appro- 
priate for u1 and the other, which is denoted by ss , appropriate for us . 
That is, one stationary point leads to a wave that is outgoing with respect 
to the scattering cylinder and the other to a wave that is incoming. We write 
(7) in the form 
u(P)= U(~)(P) + .(l)(P) = j-, ~~(01, k, P) da - I, ;$$',$J&-T k, P) da . 
(50) 
To complete the asymptotic evaluation of t@(P) we must obtain the station- 
ary points of 
4(s2 , a) = k(P - R(s,)) * W,) + KS2 - cJ@‘f(s,) 
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for large cy, noting that ss depends on 01 in view of (49). From 
4% > 4 
da = h&z > a) 2 + &(sz , a) = - k”“f(sJ = 0, (52) 
where we have used (49), we conclude, sincef’(s) is positive and we assume 
f(0) = 0, that (52) implies sa = 0. Letting 01~ be the stationary point deter- 
mined from (52) we have 
t,b(s2 , %) = kP - T(0) = kx, (53) 
where x is the x-coordinate of P. Since ~~(01, k, P) must represent an incoming 
wave with respect to the cylinder in the forward half-plane and eiks is out- 
going, we see that there should be no real stationary points for the integral 
U(~)(P) and we may disregard it. 
The contributions to the field in the forward half-space must, therefore, 
be found from u(l)(P). For a circular cylinder one can show that U(~)(P) = 0 
for P in the forward half-space. In evaluating the integral u(l)(P) two cases 
must be considered, OL large and positive and 01 large and negative. 
First, let 01 be large and negative and consider the expression ezVij3 
w2(- a)/~~(- a) which re resents p the leading term in the asymptotic 
expansion of ~~(01, k, R)/u,(ar, k, R) under the assumption that (Y is not too 
large. Expanding asymptotically for large negative 01 we get 
e2ni/3 %- a) - _ 1 
w1(- a) * 
Though the asymptotic expression on the left in (54) depends upon 1 01 1 
not being too large, we assume that even if we had taken 01 large into account 
in determining the stationary points of ui(01, k, R) and u~((Y, k, R) we would 
still obtain 
(55) 
To achieve this we require that ui and u2 have a common stationary point and 
the negative sign results from the difference in direction of the contours 
C, and C, on passing through that point. 
As a result of the asymptotic expression (55), u(l)(P) is reduced to an 
integral of ui(o1, k, P). Since U~(OL, k P) and IL~(‘Y, k, P) differ only in their 
contours of integration we may use the results obtained earlier in evaluating 
U(~)(P) asymptotically. We again find that the asymptotic phase is kx as in 
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(53), but this now gives an appropriate outgoing phase term of the form 
eikx. To find the amplitude term, I&#, must be determined. It is 
274l(s, 4 
I- Iclsslcl~~11’2 stat. Point 
= (const.) 27r~(O)-~/~ (7)“: (56) 
and the (const.) must be chosen as 
(const.) = fi.9$- (G,“:’ (57) 
since the amplitude of the incident wave is unity, and this term must be 
identified with the incident wave. This constant is the one that appears in 
(34), (46), and (47). By obtaining further terms in this expansion and equating 
them to zero, it should be possible to determine all the unknown constants 
appearing in the shadow region expansion. 
To obtain the reflected wave term we expand .(l)(P) for large k and large 
positive 01. We first expand u,(or, k, R), u,(or, k, R) and EI~(OL, k, P) asymptotic- 
ally. The stationary points are found from phases of the form (51) with P 
replaced by R for ur(o1, k, R) and u2(01, k, R). The same arguments that led 
to (52) lead to the following equation for the determination of the stationary 
value of 01 
f(%) -f(Sd Sfb2) = 0, (58) 
where ss , sr , and s2 are the stationary points obtained in the asymptotic 
evaluation of U~(CX, k P), ~~(01, k, R), and u2(01, k, R), respectively. For a 
circular cylinder, condition (58) determines the reflected ray and u(l)(P) 
represents the reflected wave asymptotically as predicted by geometrical 
optics. For the general case it is difficult to show that (58) determines the 
reflected ray. Nevertheless, for large 1 P ] , G(P) represents the field scatte- 
red by the cylinder. 
In the backward half-space it is found from calculations similar to those 
used above that U(~)(P) asymptotically represents the incident plane wave 
and U(~)(P) gives the reflected field in the same sense as in the above. 
Apart from the fact that our solution (7) on being evaluated asymptotically 
in the illuminated region yields the incident and a reflected field as expected, 
it has enabled us to determine completely the unknown functions in the 
expression (7). Thus, the asymptotic expansion of the field is fully known in 
the shadow region and we are able to use (7) to study the field in the neigh- 
borhood of the shadow boundary. We are indebted to Nussenzveig’s detailed 
study of plane wave diffraction by a sphere [lo] for some of the ideas used 
above and, particularly, in our study of the field near the shadow boundary 
below. 
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5. THE NEIGHBORHOOD OF THE SHADOW BOUNDARY 
If the point P lies on the shadow boundary, the two stationary values of a 
obtained above for O(P), for P in the forward half-space, coalesce into the 
single stationary point a = 0. This means that a different method must be 
employed to obtain an asymptotic expansion of the field near the shadow 
boundary. Further we see that 1 011 is small for P near the shadow boundary 
and this fact can be used in expanding 1cr and u2 asymptotically for large K. 
The integral U(~)(P) does not contribute anything in the forward half-space. 
Since the main contribution to the a-integral for u(l)(P) comes from 1 a 1 
near zero, we may approximate ul(a, K, R) and u,(a, k, R) by the asymptotic 
expression involving wl(- a) and wa(- a) which were derived above. Using 
the identity 
we have 
w2(& = - e-4d’s we(p) - e-2ai/3 w,(p), (59) 
(‘2)OL, ‘3 li) - e2ni/2 w2(- a) _ e2ni/3 w2(p) _ &n/3 wO@) 
%(a, k, R) 
1 
wd- 4 Wl(B) w,(B)- * 
(60) 
We then may write u(l)(P) as 
- - f+P 
I 
wz(- ul(a, k, P) da - eilr13 1 wo(- 4 
Zl Wl(-- a> 
- ul(a, k, P) da 
r, w1(- 4 
+ fz2 da, k, P) da = - [A + I2 - 13], (61) 
where x1 is that part of the contour C going from 00 to 0 through positive 
values of the real part of a and x2 is the rest of the contour going from 0 to co 
along negative values of the real part of a. 
Considering the integral I3 first, we expand ui(a, k, P) asymptotically 
for large k and obtain the phase term (48) with s evaluated at the stationary 
point, say s = so. Then expanding #(so , a) of (48) around the stationary 
point, say a = a0 , with a,, close to zero, we get 
=kX -~(~~“$I=-O(OL-4)2+..., (62) 
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where 
(63) 
ds, 
da e=clo 
= - ,,(O) (T)1’3 [kx + 7 (9)“” p’(0)]-l. (64) 
The main contribution in the asymptotic evaluation of the integral I3 comes 
from the neighborhood of zero, since the stationary point 01s is close to zero. 
Therefore, we use only the first two terms in the expansion of #(so, CX) above 
and extend the range of integration from 0 to co to give, after a change 
of variables 
s z&, k, P) da N - Sri’4 d/z n 4 (?$8)1’3 A,((), ao) &Xx $ ,+‘/2 dT --Y 
e-i77l6 
= 2/2e”‘EqF(oO) -F(- v)], 
where we have used (19) and (57) and where 
(65) 
and 
v= NY - ,431 
d; [kx - f (y - p(O)) p’(O)]“’ ’ 
where y is the y-component of P. Since 
F(m) =g 
we have 
I 4 ul(a, k, P) da - 5 - cg!F(- v). 
(66) 
(67) 
(68) 
It remains to consider I1 and I, . In both integrals we again first expand 
u,(ol, k, P) asymptotically for large k and then find the stationary points of the 
integrands for a large 01. The arguments are identical to the above in that the 
stationary point in OL is close to zero. This permits us to disregard the effect 
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of the Airy functions appearing in the integrand which also depend on 01. 
We again expand the phase in each integral as in (62) up to second order 
and extend the range of integration to infinity. We have 
I1 +I,Ngp$!x)1’3[kx - 
. e27d13 
1 I 
O w2(- 4 
+m Wl( - a) exp 
f (y - p(O)) p’(O)]-l” eiks 
; Ax& - a6)‘l da 
+ enij3 1 
-m wo( - Lx) 
w1(- exp 1; L(~ - ~lo)‘l da/ . (70) 
0 
Expanding out (LY - 0~~)~ we have as the constant term in each of the expo- 
nential terms in the above integrands 
; $L(O, 4 %I2 = f 
i 
NY - P(O)) 
1 
2 . v2 
[kc - $ (y - p(0)) $(0)]li2 = 277-T * 
(71) 
In view of our assumption on the position of P, the coefficients of 01 and a2 in 
the phase of each exponential are small in the significant range of integration. 
Therefore we replace the remaining variable exponential by unity and obtain, 
with an obvious change of variables 
)l” [kx _ 3 (y _ @)) ,,‘(o)]-lia e{ikz+i(mh)) 
’ $$ da + &J3 1: s da/ . 
--m 1 
(72) 
With C determined as [IO] 
21f3c = @&3 O w2k4 --m mlo dcl + enilg r - we(a) d = 0.99615 pi/s, cx 
0 Wl(4 
we have 
If 1 v I< 1, i.e. very close to the shadow boundary, we have [lo] 
-F(- v) -v 
(73) 
(74) 
(75) 
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and obtain instead of (74) 
Defining the shadow boundary by the condition ] .(l)(P) 1 = Q , we find the 
shadow boundary does not lie at y = p(O) but at ([lo]) 
) [Re C + Im C] = p(O) + 1.36077 ($$is,a . 
This result agrees with that conjectured in the theory of Keller and Rubinow 
[I I] regarding the shift of the shadow boundary resulting from the diffraction 
of a wave by an arbitrary convex cylinder. The last term on the right in (77) 
gives the amount of the shift. 
For P near the shadow boundary, it was seen above that 01 is small in the 
important range of integration. This is so for both u(l)(P) and U(~)(P). As a 
result, in evaluating u1 and u2 asymptotically near the shadow boundary, 
the phase term &/af(~) may be ignored in the determination of the sta- 
tionary points, as was done above in the shadow region. This would allow 
the use of Airy function approximations, of the type developed in the shadow 
region, for all the integrals z+ and us appearing in (7). These approximations 
remain valid as long as P lies near the point of diffraction even if P is in the 
backward half-space. If the resulting expression for (7) is evaluated asymp- 
totically in the illuminated region at large distances from the point of dif- 
fraction, we cannot expect to obtain a representation of the geometrical 
optics field in the detail achieved above, for large values of 01 become involved 
in the evaluation. However, an approximate version of the geometrical optics 
field valid near the point of diffraction should result. This result would 
certainly be sufficient to determine the constant in (19). The shift of the 
shadow boundary can also be derived by using these approximations. Expres- 
sions for the field near the point of diffraction, for the general diffraction 
problem, of this type have previously been obtained by other methods [12], 
i131, 141. 
6. THE THREE-DIMENSIONAL CASE 
In three dimensions we again look for a solution of the reduced wave 
equation, with an incident wave of the form (3) and the boundary condition (2) 
applied to the diffracting body which is assumed to be open, smooth, strictly 
convex, and extending to infinity. The case of a bounded body can also be 
treated. 
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The vector R(s, t) describes the surface of the body. A geodesic parallel 
coordinate system is introduced on R(s, t) with t = const. as the geodesic 
curves and s = const. the orthogonal parallel curves, with s measuring arc 
length on the curves t = const. The direction of the curves t = const. is 
determined by the direction of the tangential rays of the incident plane wave 
at the shadow boundary on the body. With this choice of coordinates, 
T(s, t) = R,(s, t) is a unit vector along the geodesics. 
Let 
x exp (ik[(P - R(s, t)) * T(s, t) + s] - iak1’3f(s, t)} ds dt (i = 1, 2), (78) 
where the contours Di and D extend to infinity in the complex s and complex 
t planes, respectively. We again require z+ to be outgoing and ur incoming 
at infinity and with respect to the diffracting body. The functions A(s, t, CL, k) 
andf(s, t) are as yet undetermined and A has an expansion of the form (5). 
The solution of the diffraction problem is sought in the form (7) with ut 
replaced by 4. The techniques used above for the two-dimensional case 
are again employed now. In the shadow region, the contour C of (7) is closed 
at infinity and the poles of the integrand are found at the zeros of ii,(~~, k, R). 
The zeros are obtained from the asymptotic expansion of z&(01, k, R) and we 
again assume ak1/3f(s, t) is small. 
The stationary points for ~i(~r, k, R) are found form 
v = (R - R(s, t)) * $$ = 0 , 
!!d$ = (R - R(s, t)) * T,(s, t) = 0, (80) 
where N(s, t) is the unit normal to the surface R(s, t) and p(s, t) is the radius 
of curvature of the geodesic curve t = const. at the value S. If the point R 
on the surface has coordinates (S, t’), then the stationary point is at 
(s, t) = (f, i). G-41) 
Again, 
where g(s, t) is a metric coefficient in the metric element of the surface 
R(s, t), daZ = ds2 + (42)” dt2. Expanding ~(s, t), f(~, t) and A(s, t, a, k) 
409/18/I-3 
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around the stationary point (S; f), up to third order in s and second order in 
t, and applying standard asymptotic techniques we obtain 
%(% k R) - 
J%(s; t 4 (2n)3’2 e5si’12 
k1’2 dg T] 
[ 
-3 @i- [ 
2p”(s; i> 
k 1 
1’3 Ai [a21,3pzf (f t”) e-i?r,31 
s 7 
x exp {ikf - iak113f(s; i)}. (84) 
Equating the right side to zero leads to the same results as in two dimensions, 
i.e., the zeros are found at the aj as given in (18) and!, satisfies an equation 
of the form (17), with p(s) replaced by p(s, t). Equating the next term in the 
asymptotic expansion of tii(o1, k, R) to zero determines A&s, t, IX) as 
A&, t, a) = A&, a) pys, t) (%gy2. 
The constant of integration a, must be found by comparing (7) with the 
geometrical optics field in the illuminated region. The residue series of 
C(P) in the shadow region has the form 
u(p) = 1, [%h ‘9 ‘> - ‘s(% kY ‘) c?(~, k, P)] d~l = C (Residue)j 22;(a k R) 7 , j 
To evaluate &(a, k, P) asymptotically for P far from the diffracting body, 
standard steepest descent methods may be used to give, assuming 1 01 1 is 
small, 
zil(cc, k, P) N 2?rP . abet, 4 P%l 9 21) 
k ol dj + u1 +)]“” 
[ c 
x exp (ik(s, + ul) - iak113f(s, , tl)}, (87) 
where (sl , tl) is the appropriate stationary point, or is as defined above and 
P is a constant phase term resulting from the asymptotic evaluation which 
will be determined later. The product in the bracketed term in the deno- 
minator of (87) exhibits the spreading of tubes of diffracted rays. It shows also 
that there are two caustics for the ray system. On the surface R(s, t), (pi = 0, 
which makes it a caustic and the other is at dj + a,(a z/g/&) = 0. For a surface 
of revolution, the last equation defines an axial caustic if the direction of 
plane wave incidence is parallel to the axis of symmetry. 
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As P approaches the surface R(s, t), the two stationary points for the phase 
in (78) coalesce and again a different approach is needed to obtain an asymp- 
totic expansion for the field. The boundary layer method as used in the two- 
dimensional problem carries over directly to this case for the integrals (78). 
Applying it to (78) gives 
This expression agrees, essentially, with the result obtained by applying the 
boundary layer method directly to the reduced wave equation and a formal 
asymptotic expansion. [14] 
A uniform asymptotic approximation theory has not yet been developed 
for double integrals. However, the transformation 
cp(s, t) = a, + yu - ; - f 
appears to be appropriate in our case. The further details parallel those 
used above. Yet, it appears to be much more difficult to evaluate the trans- 
formed functions resulting from (89) d irectly. But by comparing the uniform 
asymptotic expansion with the steepest descent expansion all the required 
functions could theoretically be determined. We do not quote any results 
for this method, but content ourselves with indicating the transformation (89). 
In the illuminated region, we again distinguish between the forward and 
backward half-space in relation to the shadow boundary on the surface 
R(s, t), as was done for two dimensions. Since this shadow boundary need 
not be a plane curve nor coincide with one of the coordinate curves s = const. 
things are more complicated than before. Nevertheless, it can be shown that 
u(P) corresponds, asymptotically, to two terms in the illuminated region. 
One has the phase of the incident plane wave and by comparing its amplitude 
with that of the incident wave the function &(t, a) should be determined. For 
the surface of revolution this is easily done. In the general case, it is found 
that &(t, CX) depends on 01 and t, rather than on t alone as was expected. 
However, taking into account the smallness of 01, as is done in the asymptotic 
evaluation of ~&(a, k, P) in the shadow region, it is found that the following 
expression may be used for &t, a) in the shadow region, 
&(t, a) = k5/6(2rr)-3/2 2-l/3&+(0, t)1/6 [4fm11/2. (90) 
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With this value of aO(t, CX) the expansion (86) is found to agree essentially 
with the result of the geometrical theory of diffraction [15]. The factor P 
in (87) can now be determined by comparing (87) and (88) at large distances 
from R(s, t). 
For a surface of revolution, introducing cylindrical coordinates the integral 
in the t-variable in (78) can be evaluated. From the resulting expression it is 
easy to obtain an asymptotic expansion for the shadow region field near the 
axial caustic where (87) and (88) are not valid. The same results follow 
directly from the integral in the form (78) by using boundary layer methods. 
Furthermore, an expression for the field near the focus of the body of revolu- 
tion can also be obtained. Also, by using expression (90), and approximations 
equivalent to those employed in the two-dimensional case, it can be shown 
that the shift of the shadow boundary is identical in both cases. 
7. CONCLUSION 
It has been shown that the integral (7) with the functions A andfappearing 
therein chosen appropriately asymptotically represents the incident plane 
wave plus a reflected wave in the illuminated region. Its residue series expan- 
sion in the shadow region confirms results obtained for this region by other 
methods. Near the shadow boundary, an asymptotic expression for the field 
was indicated and the shift of the shadow boundary was found and shown 
to be independent of the diffracting body. These results were worked out in 
some detail for the two dimensional case and were merely indicated in three 
dimensions. 
The boundary condition we considered was u = 0 on the diffracting body. 
If the boundary condition involves the normal derivation of u or is of the 
impedance type, then D(LY) in (6) must be chosen so that the integral in (6) 
vanishes when the boundary condition is applied. With this choice of D(a) 
results of the above type can be obtained with straightforward modifications 
of the above calculations. 
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