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Abstract
In this thesis, first, joint with Longzhi Lin, we establish estimates for the harmonic
map heat flow from the unit circle into a closed manifold, and use it to construct
sweepouts with the following good property: each curve in the tightened sweepout,
whose energy is close to the maximal energy of curves in the sweepout, is itself close
to a closed geodesic.
Second, we prove the uniqueness for energy decreasing weak solutions of the har-
monic map heat flow from the unit open disk into a closed manifold, given any H'
initial data and boundary data, which is the restriction of the initial data on the
boundary of the disk. Previously, under an additional assumption on boundary reg-
ularity, this uniqueness result was obtained by Riviere (when the target manifold
is the round sphere and the energy of initial data is small) and Freire (for general
target manifolds). The point of our uniqueness result is that no boundary regularity
assumption is needed. Also, we prove the exponential convergence of the harmonic
map heat flow, assuming that the energy is small at all times.
Third, we prove that smooth self-shrinkers in the Euclidean space, that are entire
graphs, are hyperplanes. This generalizes an earlier result by Ecker and Huisken: no
polynomial growth assumption at infinity is needed.
Thesis Supervisor: Tobias H. Colding
Title: Levinson Professor of Mathematics
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Chapter 1
Introduction
My thesis is focused on the existence, uniqueness and regularity of geometric flows,
including the harmonic map heat flow and mean curvature flow. These flows can be
thought of as the negative gradient flows of various functionals, such as the energy
and area functionals. Moreover, the study of such geometric flows not only are closely
related to the theory of calculus of variations and partial differential equations, but
also have several beautiful applications in low dimensional geometry and topology.
The study of the harmonic map heat flow arises from finding critical points of the
energy functional, i.e. harmonic maps, in certain topology classes. In [26], Grayson
showed that on any closed non-simply-connected surface, there exist simple closed
geodesics in each nontrivial 7ri homotopy class by the curve shortening flow. On the
2-sphere of which the 7ri homotopy group is trivial, Birkhoff used sweepouts to find
non-trivial closed geodesics; see [3], [4], [13], [36] and section 2 in [17] about Birkhoff's
idea. The argument works equally well on other closed Riemannian manifolds. For
higher dimensions, we recommend the reader refer to [45], [7], [9] and [12, 14].
Recently, Colding and Minicozzi used Birkhoff's curve shortening process to pull
each curve in the sweepout as tight as possible while preserving the sweepout (see defi-
nition 2.2.1). They showed the following useful property: each curve in the tightened
sweepout whose length is close to the length of the longest curve in the sweepout
must itself be close to a closed geodesic; see [13]. We call the sweepouts with the
property above to be good sweepouts. Furthermore, in [14] and [12], applying the
techniques, developed by in the 1980s, for dealing with the energy concentration (see
[42] and [33]), they constructed good sweepouts by 2-spheres on closed manifolds
by local harmonic replacements, of which the idea is essentially the same as that of
Birkhoff. The existence of good sweepouts by curves or 2-spheres not only implies
the existence of non-trivial closed geodesics or harmonic 2-spheres in closed manifolds
with non-trivial 7r2 or 7r homotopy group respectively, but also is a key ingredient in
the proof of finite extinction of geometric flows, such as the power of mean curvature
flow and Ricci flow.
The Birkhoff's curve shortening process is a discrete gradient flow of the length
functional and it requires some work to show the discrete shortening process pre-
serves the homotopy class of sweepouts. In chapter 2, joint with Longzhi Lin, we
use a continuous method, i.e. the harmonic map heat flow, to tighten each curve in
the sweepout by curves, which provides a natural homotopy of the sweepout. And
we show that the tightened sweepout is the good sweepout defined in the previous
paragraph.
For higher dimensions, as a first step, we study the weak solutions in H1 class
to the initial-boundary value problem for the harmonic map heat flow from the unit
open disk into a closed manifold, given any H1 initial data and boundary data,
which is the restriction of the initial data on the boundary of the disk. In chapter
3, we obtain the results on the uniqueness and the rate of convergence of such weak
solutions. Previously, under an additional assumption on the boundary regularity,
this problem was investigated intensively by several mathematicians, such as Chang,
Riviere, Freire and so on; see [7], [41] and [23, 22, 24]. The space VT (see the section
of background in chapter 3) plays a crucial role in the mentioned works. The lack
of boundary regularity causes the weak solutions in our case will not always be in
VT; see also section 2.5 in chapter 3. To get over this difficulty, we make use of the
interior gradient estimate and the Hardy inequality.
In chapter 4, we discuss an another independent direction of my graduate work,
that is to explore the Bernstein problem for self-shrinkers under the mean curvature
flow. The mean curvature flow in the Euclidean space is the negative L2 gradient flow
of the area functional which decreases the area in the steepest way. Self-shrinkers are
a special class of solutions to the mean curvature flow, in which a later time slice
is the scaled down copy of an earlier time slice. The reason that self-shrinkers are
interesting is that they provide the singularity models of the flow; see [30, 31] and [32].
Thus, it is important to study the classification problem for self-shrinkers. However,
many numerical examples in [8] indicate that it is very difficult to classify all the
self-shrinkers in general. There are many results on the classification of self-shrinkers
under certain conditions, such as mean convexity, rotational symmetry and entropy
stability; see [30, 31], [16] and [34].
On the other hand, self-shrinkers are hypersurfaces in Rn+ 1 that are minimal
under the conformally Gaussian changed metric; see [1], [15] and [16]. In minimal
hypersurface theory, the Bernstein Theorem is one of the most fundamental theorems,
and has many important applications, such as uniqueness and regularity theory for
minimal hypersurfaces. Thus it is natural to ask whether there is a Bernstein type
theorem for self-shrinkers. The main result of chapter 4 gives an affirmative answer to
this question. Namely, we show that the only smooth entire graphical self-shrinkers
are hyperplanes. This generlizes an earlier result by Ecker and Huisken [20]: no priori
polynomial growth assumption is needed.
Recently, Colding and Minicozzi introduced the stability operator for self-shrinkers;
see [15] and [16]. One of the key ingredients in the proof of the Bernstein theorem
for self-shrinkers is to establish a Gaussian weighted stability inequality for graphical
self-shrinkers. In contrast to the Bernstein theorem for minimal hypersurfaces, which
is only true in the Euclidean space R" with n < 7 (see [43], [5], [6] and [44]), as a
consequence of the Gaussian weight in our stability inequality, the Bernstein theorem
for self-shrinkers holds true for all dimensions.
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Chapter 2
Existence of Good Sweepouts on
Closed Manifolds
In this chapter, we present the joint work [37] with Longzhi Lin on the construction
of good sweepouts by curves on closed manifolds using the harmonic map heat flow.
Namely, given a minimizing sequence of sweepouts of the width (see (2.2.1)), we
apply the harmonic map heat flow on each curve in the sweepout to pull it tight
while preserving the sweepout. Moreover the tightened sweepout has the following
good property (see Theorem 2.2.4): each curve in the tightened sweepout whose
energy is close to the maximal energy of curves in the sweepout is itself close to a
closed geodesic. In particular, the width is the energy of some closed geodesic.
2.1 Harmonic Map Heat Flow from a Circle
Throughout we use the subscripts 0 and t to denote the partial differentiations of
maps with respect to 0 and t respectively; the map u satisfies the harmonic map
heat flow equation, which is defined in (2.1.1). Let (M, g) be a closed Riemannian
manifold. By the Nash embedding theorem, M can be isometrically embedded into
some Euclidean space (RN, (,)). Given a closed curve 7 E H1(S', M), we define the
energy functional E(-) = f| Vol 2d0. The harmonic map heat flow is the negative
L 2 gradient flow of the energy functional. Thus the equation of the harmonic map
heat flow from S' into M is
Ut= "to - Au(uo, uo) on (0, oo) x S(
limt-o+ u(t, -) = Uo in H'(S1 ,M)
where Au is the second fundamental form of M in RN at point u(O).
In this section, we study the long time existence and uniqueness of the solution
of (2.1.1). We show that
Theorem 2.1.1. Given uo C H'(S, M), there exists a unique solution u(t,0) E
C ((0, oo) x S', M) of (2.1.1).
Remark 2.1.2. We would like to thank Tobias Lamm for bringing to our attention
the paper [39] of Ottarsson, which has some overlap with our result and in which
Theorem 2.1.1 was proved under the stronger assumption of C' initial data (and thus
the C' continuity at t = 0). In our setting, the C' continuity at t = 0 may not be
true. For our purpose that the harmonic map heat flow preserves the homotopy class
of sweepouts, we use a different argument to show the H 1 continuity at t = 0.
2.1.1 Existence and regularity of solutions to (2.1.1)
First, by the corollary on page 124 of [28], given any initial data uo E C (S, M),
there exists To > 0 and a unique solution u E C ([0,To) x S1 ,M) of (2.1.1). We
show that the solution u can be extended smoothly beyond To. First, note that the
energy is non-increasing under the harmonic map heat flow:
Lemma 2.1.3. For 0 < ti 5 t2 <To,
E(u(ti,-)) - E(u(t2,-)) = J j|u| 2d~dt. (2.1.2)
Proof. Multiply the harmonic map heat equation by Ut and integrate over [t1 , t 2] x S1,
J1 j ut S1 t1 S
= E(u(ti, -)) -E(u(t2, 
-)).
Next, we derive the gradient bound of u.
Lemma 2.1.4. (19 - 90)1Uo| 2 < 0.
Proof. A straightforward computation gives that
tIUo 2 = 2(uo, uot = 2(uo, uoeo) - 2(uo, (Au(uo, uo))o)
= 2(uo, u9o)o + 2(uoo, Au(uo, uo))
= 902uo2 - 2|uoe|2 + 2|Au(uo, uo)|2 (2 1uI 2.
Lemma 2.1.4 follows immediately from the above calculation.
Since u c C ((0, To) x Si), it follows from Lemma 2.1.3 and the local maximum
principle (see Theorem 2.1 in [27] or Theorem 7.36 in [35]) that for any T > 0 and
(t, 0) C [T, To) x S',
juol2 (t, 0) < Co max{1, r- 2 }E(uo), (2.1.3)
where Co is a positive constant. Furthermore, by Proposition 7.18 in [35], luool and
I ut| are bounded on [2r, TO) x S'. Thus, by induction on the order of differentiation
of U, for any r > 0, the higher order derivatives of a on [2r, TO) x S1 are bounded
uniformly by constants depending only on M, E(uo), r and To. Hence, u can be
extended smoothly to a solution of (2.1.1) beyond To. In other word, there exists a
unique solution u C' ([0, oo) x S 1, M) of (2.1.1), if to E C (S', M).
Next, in general, given uO E H'(S', M), we can find a sequence u' C (S', M)
approaching uO in the H' topology. Let u"m be the solution of the harmonic map heat
flow with initial data u'. Thus, by (2.1.3) and discussion above, for any r > 0 and
To > T, u~m and all their derivatives are bounded uniformly, independent of m. Hence,
by the Arzela-Ascoli theorem and a diagonalization argument, there exists a map
u E C ((0, oo) x S1, M) solving the harmonic map heat flow with E(u(t, -)) E(uo).
Moreover, it follows from the lemma below that t -- u(t, -) is a continuous map from
[0, oo) -+ H1(S', M).
Lemma 2.1.5. Given e > 0, there exists 6 > 0, depending on M, uo and e, such that
if 0 < ti < t 2 and t 2 - t1 < 6, then ||u(t2 ,-) - U(t 1 , -)||H(S1) < E.
Proof. Note that by Lemma 2.1.3, limto u(t,-) = no in the L 2(gi, M) topology.
Moreover, we have
S 2 < (t2 - ft2utdt d6 _ (t2- t1 |ut
2d0dt.
'S1
Next, by Lemma 2.1.3 and the Cauchy-Schwarz inequality,
Sl/|uo(t2, 0) - uo(t 1, 0)|2d0
= luo (t1, 0)|2d - |uO(t2 , 0)|2d - 2
= 2Ift 21
< 2 1
< 2 jt
lut|2d0dt + 2(t 2 - 1) (1~
0) - u(t 1, 0)12d9)
(fut2 | t 12dOdt|uoo(t2 ,0)12d0) i
If C0(t 2 - ti) < 1, then, by Lemma 2.1.3, (2.1.1) and (2.1.3),
1luoo(t2, 0)12d9 fut(t2, 9)12dO + (t 2 - t)- 1 sup |Al2 -E(uo) 2 .J31
We derive the evolution equation for Ut 12:
atI Ut|2 = 2(ut, utt) = 2(ut, uoot) - 2(ut, (Au(uo, uo))t)
= &||t| 2 - 2|uto|2 + 2(utt, A(uo,uo))
= &BJ~t|2 - 2|ut |2 + 2(Au(ut, ut), Au(nO, no)).
Thus by (2.1.3), if t > t3 = t1 + (t 2 - ti)/2
(at- a)|nt| 2 - 4(t 2 - ti)- 1 sup JA 12 -E(no) 2 . Intl 2 < 0.
M
(UO(t 2, 9), uo(t 1 , 0) - Uo(t 2, 0))d9
IUt| 2d0dt + 2 S1(uOO (t2 ,0), U(t1,0) - U(t2, 0))dO
|ut|2ddt + 2 (j uoO(t 2,0)|2d 2 1 u(t2,
(2.1.4)
(2.1.5)
|U(t2, 0) - U(t1, 6)|2 d6 <;
Hence
|ut|2(t2,0)d0 < i j ut| 2(t, 0)dO + C(t2 - t1 ) 1 J t2 j |Ut2d0dt
< (C + 2)(t 2 - t1 ) Jf 2 j lut|2d0dt,
where C depends on M and E(uo). Combining the inequality above, (2.1.4) and
Lemma 2.1.3, there exists 6 > 0 such that Lemma 2.1.5 holds true.
2.1.2 Uniqueness of solutions to (2.1.1)
It follows from Lemma 2.1.5 and (2.1.3) that there exists RO > 0, depending only on
M and uO, such that for t > 0, 27r -supM |Al 2 . ft}XIR IU12 d0 < 1/64 , where I&o is
any segment on unit circle of length 2Ro. To prove the uniqueness of the solution of
(2.1.1), we need the following lemma.
Lemma 2.1.6. Suppose that u is a solution of (2.1.1) in C ((0, oo) x S', M). Then
T
If'f |ueoo 2dOdt <42 E(uo) + 2 [E(uo) - E(u(T, -))]. (2.1.6)0 Si 4RO
Proof. The following estimate is inspired by the proof of Lemma 6.7 on page 225 of
[46]. Fix (ti, 01) E (0, oo) x S'. Let IR(0 1) denote the arc segment on the unit circle
centered at 01 with length 2R. And let # be identically one on I&/2(01) and cut off
linearly to zero on I&e(01) \ I&/2(01). Thus,
luo1 4(ti, 01) = #2 1u 4 (t1)01)
< 2|1 #||uo||uoo|(ti,0)do + J 0||U0|2(t1,0 )dO
< 8 (J | |uo|IuoI(ti d0) +2 (j ||uo2(t1,0)d)
)2<8 |uo|2(t,, 9)dO u | 0912 (t1, O)dO + - |uj| 2 (t1, )d) ,
Io(i) ts f nd ( is)
where the last inequality follows from H6lder's inequality and that # is supported in
IRO(01) with |oI < 2/Ro. Hence, for 0 < to T,
1U|4dOdt (JT
to S
JTJ
to S1
where
e(Ro) = sup luol
tTtO, a iES1 L mtmI2o(OI)
Therefore, it follows from (2.1.1) and Lemma 2.1.3 that
IT |ue|2 d~dtto S < jT j|ut| 2 ddt + sup| A| 2 jto S1 M to
1
< [E(uo) - E(u(T, -))] + -2 to S1
S I 4dOdt
Iu0o| 2 dOdt + 2 E(uo).8Ro
Absorbing the righthand side into the lefthand side and noting that the estimate is
independent of to, (2.1.6) follows immediately. d
Now we are ready to show the uniqueness of the solution to the harmonic map
heat flow.
Lemma 2.1.7. Given uo E H1 (S', M), let u and ii be solutions of (2.1.1) in C ((0,0oo) x
S',M). Thenu=u.
Proof. Define v =u - ii. Then
Vt = V00 - Au(u 0 ,uo) + Ai(fio,6 0o).
Multiply both sides of (2.1.8) by v and integrate over [0, to] x S',
(2.1.8)
I to}xS31
=lto S1
v2d + 2 o |Ve| 2dOdt
(Aii( oiio) - Au (uo,uo),v)dOdt
to
<C (M) |1 V|2(|fLe|2+|JU|2 )d~dt +C(M) f to | S v||vo|(|Gio|+|luo|}d~dt
to
|U0 |2 dOdt + R- 2 I 2dOdt)
(2.1.7)
< 16,r - E( Ro) -
to
<C (M) |i V|2(|GiO|2 +
SC(M) j (||co(tx1
UO12 )dOdt +
+||I ||CO({t}XS1) j |v2dS dt+ j0IS1IV| v 2dOdt.
By Lemma 2.1.3, 2.1.6 and the Sobolev embedding theorem, there exists 6 > 0,
depending on M and uo, such that if to < 6, then
to
C(M) IOII2co({t}xS1) + IIUO2c({t}xS1) dt
to
C(M)] iGo12+Iuo| 2d~dt
< C(M) E(o) + 4E(uo) - 2E(u(to,-)) -
Thus, absorbing the righthand side into the lefthand side,
|v|2d + 2 j
2E(i(to, -)) 1
Ivo|2dOdt < 0. (2.1.9)sup
o<t<S {t1xS1
Since [0, T] is compact, Lemma 2.1.7 follows by iteration.
2.2 Width and Good Sweepouts
2.2.1 Sweepouts and width
In [13], Colding and Minicozzi introduced the crucial geometric concepts: sweepouts
and width.
Definition 2.2.1. A continuous map o-: [-1,1] x S' -+ M is called a sweepout on
M, if u(s, -) E H'(S', M) for each s E [-1,1], the map s -+ o-(s, -) is continuous
from [-1, 1] to H 1(S', M) and o maps {-1} x S' and {1} x S' to points.
The sweepout a induces a map & from the sphere S2 to M, and we will not
distinguish o- from &. Denote by Q the set of sweepouts on M. The homotopy class
Ito IS'|V9 |2 dOdt
Q0, of c- is the path connected component of u in Q, where the topology is induced
from C0 ([-1, 1], H 1(SI M)).
Definition 2.2.2. The width W = W(Q,) of the homotopy class Q, is defined by
W = inf max E(e-(s,-)). (2.2.1)
EQ, sel-1,1]
2.2.2 Construction of good sweepouts
Let - : S1 -+ M be a smooth closed curve and G be the set of closed geodesics in
M. For a E (0,1) fixed, define dista((y, G) = infE c L - kIcia (s1)- We prove for the
solution of (2.1.1) the following proposition, which is the key to the existence of good
sweepouts, i.e. Theorem 2.2.4:
Proposition 2.2.3. Given 0 < a < 1, Wo > 0, to > 0 and e > 0, there exists 6 0 > 0
such that if Wo - Jo E(u(to, -)) < E (uo) Wo + 6, then dist(u(to, -), G) < E.
Proof. If not, then there would exist 0 <' a < 1, Wo ;> 0, to > 0, E > 0, and a
sequence of solutions uJ of the harmonic map heat flow satisfying that W - 1/j 5
E(u (to,-)) < E(uj) 5 Wo + 1/j and dista(uj(to, -), G) > e. It would follow from the
evolution equation of |ui 12 (see (2.1.5)), (2.1.3), Lemma 2.1.3 and the local maximum
principle (see Theorem 2.1 in [27] or Theorem 7.36 in [35]) that
sup |z412(to, 0) < C [E(uj(to/2,-)) - E(u'(to,-))] , (2.2.2)
Ges 1
where C depends on M, to and Wo. Thus, sUPOS1 ul (to, 0) -+ 0 and it follows from
(2.1.3) that ||uj(to, -)IIC2(Si) is uniformly bounded by constants depending on M, to
and Wo. Therefore, by the Arzela-Ascoli theorem and Theorem 1.5.1 in [29], there
exists a subsequence (relabelled) uj(to, -) converging to u' in Cl'(S', M) and u' is
a closed geodesic in M. This is a contradiction.
Let o- be a sweepout on a closed manifold M and o-i a minimizing sequence of
sweepouts in Q,. That is
W < max E(oA(s,-)) < W + 1/j. (2.2.3)
sel-1,1I
Applying the harmonic map heat flow to each slice of o-, we get a map 1 : [-1,1] x
[0, oo) x S1 -+ M and, for each s E [-1, 1] fixed, G0(s, t, 0) solves (2.1.1) with
V (s, 0, 0) = oi (s, 0). It follows from the proof of the long time existence and unique-
ness of the solution of (2.1.1) that for any to 0, the map s -+ D(s, to, -) is contin-
uous from [-1, 1] to H'(S1 , M) and thus Di(-,to, -) is still a sweepout on M. Since
maxis|1 fs1| 1(s, t, 0) |2dOdt is finite, for any e > 0, there exists 6 > 0 such that if
0 <; ti < t2 < to and t2 - ti < 6, then f f Si4(s, t, )|2 dOdt < e for any s E [-1,1].
Hence, by Lemma 2.1.5, for any to > 0, Di (.,to, -) is homotopic to o-. Therefore, it
follows from Proposition 2.2.3 that the Di(-, to, -) are good sweepouts on M. That is,
Theorem 2.2.4. Given 0 < a < 1, to > 0 and e > 0, there exists 6 > 0 such that if
j > 1/6 and s E [-1, 1] satisfies E(Oi(s, to, -)) W - 6 1, then dist.(Gi(s, to, ), G) <
E.
In [13], Colding and Minicozzi show that the width is positive if u is not the zero
element in r2(M). In fact, assume that W(Q,) = 0, & E Q, and that the energy of
each slice of & is sufficiently small. Then each slice, &(s, -), is contained in a strictly
convex neighborhood of &(s, Oo) and note that s -4 6-(s, Oo) is a continuous curve on
M. Hence a geodesic homotopy connects & to a path of point curves and thus & is
homotopically trivial. Since G is closed in the H1 (Si, M) topology, we have
Corollary 2.2.5. If M is a closed Riemannian manifold and 7r2 (M) / {0}, then
there exists at least one non-trivial closed geodesic on M.
Remark 2.2.6. Instead of using the unit interval [-1, 1] as the parameter space for the
curves in the sweepout and assuming that the curves start and end in point curves,
we could have used any compact space P and required that the curves are constants
on OP. In this case, QP is the set of continuous maps o- : P x S1 -- M such that
'Such s exists, since W < maxsE [_1,11 E(<Ij(s, to, -)) W + 1/j.
for each s C P the curve or(s, -) is in H 1 (S', M), the map s o-(s, -) is continuous
from P to H 1 (S', M), and o- maps &P to point curves. Given o- C QP, the homotopy
class QO is the set of maps & E QP that are homotopic to u through maps in QG'.
And the width W = W(QO) is defined by
W = inf max E(&(s,-)). (2.2.4)&cg2' SCP
Theorem 2.2.4 holds for general parameter space; the proof is virtually the same as
when P = [-1, 1].
Chapter 3
Harmonic Map Heat Flow with
Rough Boundary Data
Let B1 be the unit open disk in R2 and M a closed Riemannian manifold. Suppose
that u E H 1([0, T] x B 1, M) is a weak solution of the initial-boundary value problem
for the harmonic map heat flow, given initial data uO E H 1 (B1 , M) and boundary
data -y = uoI&Bi - In this chapter, we present the work [48] on the uniqueness and the
rate of convergence of the weak solution u; see Theorem 3.3.1 and Theorem 3.4.1.
Although the main theorems are stated for the unit open disk, the proof could be
modified to apply to any bounded open set of R2 and even of a general two dimensional
Riemannian manifold.
3.1 Background
3.1.1 Notation
Throughout, we use subscripts t, X1 , X2 and r to denote taking derivatives with
respect to t, X1 , X2 and r; V- and V 2 - denote gradient and Hessian operator respec-
tively; "sup"in this note is "esssup"in the usual literature; constants in proofs are not
preserved in passing from one statement to another.
3.1.2 Weak solutions of the initial-boundary value problem
for the harmonic map heat flow
By the Nash embedding theorem, M can be isometrically embedded in some Euclidean
space (RN,(,)). Given w C H1 (B1 , M), we define the energy functional E(w) =
VfB 1,W12. The harmonic map heat flow is the negative L 2 gradient flow of the
energy functional. Thus, given uO C H'(B1 ,M) and -y = UoIlB 1 , u C H 1 ([O,T] x
B 1, M) is a weak solution of the initial-boundary value problem for the harmonic
map heat flow, if
ut - Au = -Au(Vu, Vu) on (0, T) x B1
u(t, X) = W(z) for t> 0, E OB 1  (3.1.1)
limt-o+ u(t, -) = no in L 2 (B 1, M) topology
where A is the second fundamental form of M in RN at the point u. Also, we recall
that
A,(Vu, Vu) is perpendicular to M at u. (3.1.2)
We say that u E H 1 ([0, T] x B 1, M) is a weak solution of the first equation in (3.1.1)
if
Tj(ut, ) + (Vu, V6) + (Au(Vu, Vu), ()dxdt = 0., (3.1.3)
for V6 C CcO((0, T) x B 1 , RN). Since H l n L (B 1, RN) is seperable, this definition is
equivalent to saying that, for a.e. t E [0, T],
txB (ut) + (Vu, VC) + (Au(Vu, Vu), C)dx = 0, V( C H fn L (B 1, RN) (314)
Note that the condition given by equation (3.1.4) allows us to freeze the time and is
therefore more convenient for our proofs of Theorems 3.3.1 and 3.4.1.
The restriction in the second equation of (3.1.1) is taken in the sense of the trace
operator acting on u(t, -). Note that 7y is independent of time. Thus, -/ is the restric-
tion of uO on the boundary of the unit open disk.
Also, by Theorem 3 on page 287 of [18], if w C H 1([O, T] x B1), then there exists
Eb G Co([O, T], L2 (B1)) and z(t, -) = w(t, -) for a.e. t. Thus, in this chapter, we always
choose Cv representing w in H1 ([O,T] x B 1). In other words, we always assume that
functions in H 1([O, T] x B 1) are actually also in C0 ([O, T], L 2 (B1 )), and thus the third
equation of (3.1.1) makes sense.
3.1.3 Previous work
Under the additional assumption that y E H 3/2 (OB1, M), the initial-boundary value
problem for the harmonic map heat flow has been investigated extensively by several
mathematicians, such as Chang, Riviere and Freire; see [7], [41], [23], [22] and [24].
Define
VT = H 1 ([O, T] x B 1, M) n L [O, T], H1 (B1 , M)) n L2 ([0, T], H 2 (B 1 , M)). (3.1.5)
The space VT plays a crucial role in these papers. However, unless Y E H3/2(1B),
we are not able to show as Freire did in [22] that a with non-increasing energy is in
VT' for some T' > 0. Indeed, if we could, it would imply that -y E H 3/ 2 (&B1, M)
by the Sobolev trace theorem. But the image of trace operator on H1 (B1) is exactly
H1 /2 (&B1) and H 3/2 (&B1 ) is a proper subset of H1 /2 (&B1 ).
Instead, given small energy initial data uo E H 1 n C0 (B1 ) and boundary data
- = O laBi (see section 2.5), we construct weak solutions of the harmonic map heat
flow in nT>oH 1 ([0, T] x B 1, M) whose energy is non-increasing in time. By the Sobolev
trace theorem, such weak solutions need not be in VT in general.
3.2 Interior Gradient Estimate for the Harmonic
Map Heat Flow
In this section, we derive the interior gradient estimate for small energy solutions
of the harmonic map heat flow. This is one of the key ingredients in the proofs
of Theorem 3.3.1 and Theorem 3.4.1. First, using H6lein's existence result for the
Coulomb frame, we show that u(t,.) E H 2(B 1/2 , M) for a.e. t. Next, we follow
Struwe's method in [45] to conclude that u E L 2 ([0, T], H 2(B1 / 4 , M)) for 1 < T < 2
and obtain the gradient estimate for u at (1,0,0).
The following elementary geometric fact is obtained in [13] and will be used fre-
quently in this chapter. For self-containedness, we include the proof in Appendix
B.
Lemma 3.2.1. (Lemma A. 1 in [13]) There exists C > 0, depending on M, such that:
if x, y E M, then I(x - y)| < CIx - y12, where (x - y) 1 is the normal component to
M at y.
3.2.1 Integral bounds
First, we derive the local integral bounds for IV2uI and |Vul:
Lemma 3.2.2. Suppose that 1 < T < 2 and u E H 1 ([0,T] x B 1, M) satisfies
ut - Au = -Au(Vu, Vu) (3.2.1)
on (0, T) x B 1. Then there exists e > 0, depending only on M, such that: if
E(u(t,-)) < c for a.e. t c [0, T], then
IV2uI2dxdt < 105 sup E(u(t,-)), (3.2.2)0T B 1/4 0$t<i
fTf IVul 4dxdt < 108 sup E(u(t, -))2. (3.2.3)
0JB 1 /4  O<t<T
Proof. First, note that luti E L 2 (B1 ) for a.e. t. Fix such a t. Following the proof
of Theorem 4.1.1 in [29], there exists a J1 > 0, depending only on M, such that: if
E(u(t, .)) < 61, then there is a finite energy harmonic section (the so called "Coulomb
frame") e(t) = (ei(t), ... , es(t)) of the bundle of orthonormal frames for u(t, -)*(TM),
and one can construct #(t) E L (B1 , GL(n, C)) satisfying that |#(t)| < , ,3(t)-| <
,, and
1
B( 0))= -#(t)f, (3.2.4)4
where A1 depends only on M and the upper bound of the energy of u(t, -), z = Xi+iX2,
a = ((Az, e1),..., (&zu, en)) and f = ((ut, ei),..., (ut, en)). Thus, by the elliptic
regularity for 0E operator (see the theorem on page 80 of [28]), #-a(t) E H'(B31 4). It
follows from the Sobolev embedding theorem (see Theorem 2 on page 265 of [18]) and
1(t)| 5 A1 that a(t) E I(B 3/4) for 1 < p < o. In particular, IVul(t, -) E L4 (B3 /4 ).
Therefore, by Theorem 8.8 in [25], u(t, -) E H 2 (B/ 2 ). Next, let # be a smooth cut-off
function, which is one in B 1/4 , compactly supported in B 1/2 , 0 < # 1 and |V#| < 8.
Then, by Lemma 6.7 in Chapter III of [46] and equation (3.2.1),
j/ }X i |Au 2 42dz jlut242dx + sup |Al2  4 2{~tjx B1 jtxBi M ~tj x Bi
± f Ut|202dX + A2E(u(t,-)) |V2 l2 ) 2dz+ |Vul2dX),
where A2 = 512supM Al 2 . On the other hand, approximating u(t,-) by smooth
functions in H 2(B/ 2) and integration by parts, one has
I IAuI 2 02dX ;> I j V2u 2N 2dx - 8 IVul2 IV7i 2dX. (3.2.5){t x B1 2 I~t} xB1 Jit)x B1
If 4A2E(u(t,-)) 1, then
IV2UI 202dX < 32 [IUt| 202 +|Vul 2(1 + IV#12)] dx. (3.2.6)
flt x B1  jt}x B1
Thus, integrating over [0, T], we have
I V2UI202dXdt < 32 I [ut| 202 + IVul 2(1 + IV#12)] dxdt, (3.2.7)
JO B1 0 B1
if E(u(t, .)) < min{Ji, A-1/4} for a.e. t., and it follows from the proof of Lemma 3.4
in [45] (replacing the test function u by u# 2 ) that
"T J Iut| 202 dxdt < 1026 sup E(u(t,)). (3.2.8)0 B1 0<t<T
Therefore, I J V 2uI2 2dxdt < 105 sup E(u(t,-)), (3.2.9)
0 B1 0<t<i
and it follows from Lemma 6.7 in Chapter III of [46] that
j Vulq#4dxdt < 8 sup E(u(t,-)) j j (|Vq#|2juI2 + IV2t 202) dxdt
0 B1 <t<t 0 B1
< 108 sup E(u(t, -))2
o<t<T
3.2.2 Pointwise gradient bound
Now we are ready to prove the interior gradient estimate:
Lemma 3.2.3. Under the assumption in Lemma 3.2.2, there exist e1 E (0, e] and
C1 > 0, depending only on M, such that: if E(u(t,-)) < e1 for a.e. t E [0, T], then
|VuI2 (1, 0, 0) 5 C1 sup E(u(t,-)). (3.2.10)
o<t<T
Proof. We will follow the suggestion in the remark after Lemma 3.10 in [45] to obtain
the interior gradient estimate for u. Let # be a smooth cut-off function, which is one
in B 11 8 , compactly supported in B1 4 , 0 < _ 1 and |V#| _< 16. Also, we define
Dhw(t, X) = (w(t + h, x) - w(t, x))/h for 0 < h < h0 < 1, where w takes value in
R or RN. Thus, for 0 < ti < 2 <' T - h0, using equation (3.2.1) and integration by
parts, we get
t1 B1 t1 B1
ft2 j Ot ID hu1202 dxdt + f jf jVD hU12 02dXdt
< 4J j IDhU| | VDhuj|jV#|dXdt + 2h- f2 j (Au(Vu, Vu), D hu)# 2dxdt
ti B1 ti B1
-2h-' 12 (Au(l+h,.) (VU, Vu), D hU)2 dzdt1'2t B1
< 4 12 D U 4||VD u V4|d±dt A1
Jti JB1
+A jt2
+ t1 B1
|Dh I21VUI2(t + h,x ) 2dxdt
< f2Lf
J 1 B1
VDh U12 02dXdt + 4 t2 I
t1J B1
IDhUI21VO12 dxdt
+A, It2 ID hu2 (,U12(t X) ± IVU12(t + h, x)) 42dxdt,
Jti J B1
where A, = C supM A1, and we use (3.1.2) and Lemma 3.2.1 in the second inequality.
Thus, absorbing the first term on the right hand in the left, gives
ID hU2o2dx +
t 2
iti B1
ID huI 2 2dX + 4 J2 j
t 1JB1
|V DhU12q2 dxdt
IDhU12 VO12dxdt
+ A, jt 2 J DhU12 (IVUI 2(tX) + IVut2 (t + hx)) 42dxdt.
By Lemma 6.7 in Chapter III of [46], we get
ID hUI4 dxdt
IDhU12o 2dx. St2ti (ID hUI 2 1VO12 + |VDhU1 20 2) dxdt.
If 8A, supo<t< E(u(t,.)) < 10-4 then, by Lemma 3.2.2 and H6lder's inequality, we
have
'\ 1 jID
tti B1<2, 1ft2 Bi
hU12 (IVU12(tX) ± lVUI 2(t + h, x)) 42dxdt
I Dhu 1444dxdt)
1/I2
SfBI/ 4
(IVu14(t, x) + IVu14(t + h, x)) dxdt)
< p
\ti! t<t2
< -sup
2 t1<t<t
2
{t}xBi
{t}xBi
|D hU12o2dx) ( ( t2 J I hU12 VO 2 + VDhU1 202) dxdt
|Dh 22dx (IDhu 2 I2 +| VDhuI 24g2) dxdt.
2 ti B 1
f2 f
It1 JB1IDhu12 I 2VU
2(t, X)2dxdt
1 t2}xB1
< jti}xBi
(3.2.11)
1t2 j
< 8 sup
t1< t<t2 {jtjx B1 Bi1
Hence, (3.2.11) gives
ID hU12o 2dx - |DhU12 o 2dX
J~I>Blx (3.2.12)
IDhUi 2o 2dx.
We conclude from (3.2.12) that
|DhU1242dx < 2 inf
0<t<t2 Jt~xB1
|DhU12 0 2dx + A2 I t2 f30lB 1 /4 |DhuI 2dXdt
where 2 > 0 is a universal constant. Therefore,
ID hU12 2 dx < 2(t- 1 + A2)Not2}xB1 i
Note that u is in H1([0, I x B1) and thus
I t2 IDhu 2dXdt.
T - h o L 1 1 fT-ho0 0 B1 Iut(t + sh, x) -Ut (t, X) 12dxdtds. (3.2.14)
Since elements in L 2 are continuous in the mean,
/T-hoh->0 0o B1I (3.2.15)
Therefore, letting h -- + 0, because h0 is arbitrary, (3.2.13) and (3.2.8), we conclude
that for a.e. t,
St}x B |Ut|
2 0 2 dX < 104(U1 + A2) sup E(u(s,-)).
O<s<T
(3.2.16)
By the same argument used to derive (3.2.6), for j < t < T,2
St}x B (3.2.17)IV
2 u 2 02 dX A3 sup E(u(s,-))
O<s<T
where A3 > 0 is a universal constant. Hence, by the Sobolev embedding theorem, for
St 2}xB1
< 2 ti J
IDhU12 V 12 dxdt + - sup2 t1 <t<t2 J {t}xB 1
j t 2}x Bi
(3.2.13)
IDhu Ut 2dxdt
1 < p < 00,
IVuldxdt <A sup E(u(t,-))?, (3.2.18)
41T& B178 0<t<i'
where A4 depends only on p. Thus, by inserting cut-off functions and the theorem
on page 72 of [28], |utl and IV2ul are in LP([1/4,T1 ] x B 1116 ) for 1 < Ti < T.
Furthermore, using the Bochner formula and the Gauss equation, one can derive the
evolution equation for g = IVu12 (see page 128 of [28]), that is,
gt - Ag = -2|Hessu| 2 + 2(Au(ux,,7ur), Au(nX, UX2)) - 2IAu(ux,,uX2 )| 2 . (3.2.19)
Thus, g C W 1'P([1/8,T2] x B1/32 ) and |V 2g| C LP([1/8, T 2] x B 1/32 ) for 1 < T 2 < T1.
Therefore, by the local maximum principle (see Theorem 7.36 in [35]),
g(1, 0, 0) = IVU 2(1, 0, 0) A5 sup E(u(t,-)), (3.2.20)
o<t<T
where A5 > 0 depends only on M, assuming that E(u(t, -)) < ei for a.e. t and
Ei = min{e, 10- 4A 1 /8}. L
3.3 Uniqueness of Weak Solutions to the Harmonic
Map Heat Flow from a Disk
In this section, we show the uniqueness of weak solutions to (3.1.1) whose energy is
non-increasing.
Theorem 3.3.1. If u and v are weak solutions of (3.1.1) in H1([0,T] x B 1,M)
satisfying E(u(t2 , -)) < E(u(ti, -)), E(v(t 2 , -)) < E(v(ti,-)) for ti t 2 , and having
the same initial data uO E H 1 (B1 , M) and boundary value 7 = UoIB1, then u = v on
[0,TT] x B 1 .
Remark 3.3.2. In [2], Bertsch, Dal Passo and van der Hout proved that there exist
initial data no E H 1 (B1 , S 2) and boundary data y = UO loB1 such that (3.1.1) has
infinitely many weak solutions which do not satisfy the non-increasing energy condi-
tion. Thus, Theorem 3.3.1 appears to be the optimal uniqueness statement for weak
solutions of the harmonic map heat flow with time independent boundary data.
3.3.1 Idea of the proof for Theorem 3.3.1
The main difficulty comes in dealing with the L2 inner product of |Vu(t, -)12 and
h2 on B1 for Vh E HJ(B1 ) and t > 0, which arises from the non-linear term in
the harmonic map heat flow equation. In [22] and [24], Freire first constructed the
optimal tangent frames for each fixed time and rewrote equation (3.2.1) under these
frames. Then, he used a parabolic perturbation argument to show that given initial
data no E H1(B 1 , M) and the boundary data - = UOl9B1 E H 3/2(B1 , M), any weak
solution a E H 1 ([0, T] x B 1, M) of (3.1.1), satisfying that E(u(t, -)) _< E(uo) for a.e.
t E [0, T], is in VV for some T' E (0, T); see Theorem 1.1 in [22]. Hence, he could use
the Cauchy-Schwarz inequality to bound this inner product. However, without his
assumption on boundary regularity, Freire's argument does not apply (as explained
in the subsection of previous work). Instead, we make use of the interior gradient
estimate and Hardy's inequality to get around this difficulty. Moreover, we can bound
this inner product by some multiple of the energy of h, where the multiple depends
only on time.
3.3.2 Hardy's inequality
We start by deriving Hardy's inequality for the unit open disk. This turns out to be
the other key ingredient. Such Hardy inequalities also hold for general domains in
R2; see [38].
Lemma 3.3.3. For h c Hl(B1, R)
h dx < 4 jVh| 2dX. (3.3.1)
1 h2JB(1- Frw o 2  JB1
Proof. First, we prove the lemma for h E ca (B1, R). Rewriting the left hand of
inequality (3.3.1) in polar coordinates and using integration by parts, we get
Jh d = d1 2 ' h2r Odr
B1 (12- x - ) 2  11 (1 ~r)2
fl j 2*r h2 dOdr - jf j 27 r 2 hhr dOdr
Jo j 1 r jo J 1- r
1- r2d~dr 2  h2rd0dr 2
<2 (f I -w h 2  0 Jo r
< 2(dx |Vh| 2dX( )
B1 -1 - XZf 22B
Thus, inequality (3.3.1) follows by absorbing the second term of the product on the
right hand side in the left.
Since Ce(B 1 ) is dense in H3(B 1 ), there exists a sequence of h, E C (B1 , R) such
that hn -± h in H 1 (B1 ) topology and h, --+ h a.e. in B 1. By Fatou's Lemma (see
Theorem 3 on page 648 of [18]),
( dx
B 1 X2)2
h2
< liminf " dx
n B1 (12- x ± )2
< liminf 4 |Vh,|2dX = 4 |Vh|2dX.
n +o JB 1 JB 1
3.3.3 Stability lemma
Next, to avoid repeating the computation in section 7, we will prove a general sta-
bility lemma below, i.e. Lemma 3.3.4. Suppose that u and v are weak solutions
of (3.1.1) in H1 ([O, T] x B1 , M) whose energy is non-increasing and with initial
data uO and vo respectively. For the moment, uO may not be equal to vo. Set
I2= min{Ei, W'C- - supM IAI/32}.
The key to proving Lemma 3.3.4 is to bound the L 2 inner products (|Vu| 2, h 2 ) L2
and (IVVI 2, h2 )L2 on B 1, for Vh c H,(B1 ). Such integrals arise from the non-linear
terms A,(Vu, Vu) and A,(Vv, Vv) in equation (3.2.1). First, by the energy non-
increasing assumption and Lemma 3.2.3, we can bound |Vul and |Vv for xo C B1
and small time to > 0. Namely, since the energy of u(t, -) is non-increasing in time,
u(t,-) -+ wo weakly in H 1 (B1 ) and strongly in L2 (B1 ), as t -+ 0. Thus,
lim j IV'u(t, X) - Vu0 12dxt->+o B1
= j |Vu(t, X) 2dx - 2(Vu(t, x), Vuo)dx + j VUo l2dX
< 0.
Therefore, u(t, -) -+ uo strongly in H 1 (B1 ), and by the same argument, v(t, - vo
strongly in H 1 (B1 ), as t - 0. Hence, by the absolute continuity of integration, there
exist Ro > 0 and T' E (0, min{R', T}} such that, for xo E B1 and t c [0, T'],
1 1
IVu12 dx < 62 and |VV 2 dz < 62. (3.3.2)
{jt} x(BO(xo)nB1) jt} x (Ba (xo)nB1)
Note that equation (3.2.1) is invariant under the transformation (t, X) -+ (A2t, AX)
for A > 0, and the energy is invariant under conformal transformations of domains
in R2 . Fix (to,xo) E (0, T') x B 1. Let A = min{Vto,1 - IxoI}. Define .AX(s,y) =
u(A2 s,Xo + Ay) and v(sy) = v(A 2 s,o + Ay). Then, u,\ and v\ satisfy equation
(3.2.1) on (0, A- 2T') x B 1, and for s E [0, A 2T'], E(uA(s, -)) < 62 and E(vA(s, -)) < 62.
Hence, by Lemma 3.2.3, for (to, xo) E (0, T') x B 1,
|VuA| 2 (- 2 to, 0, 0) C162 and V(A 2 (A-2 to, 0, 0) 5 C12. (3.3.3)
Therefore,
|Vu12(toXo) < Ci[t- 1 + (1 --_xoI)2]E2 (3.3.4)
|VvI2 (toXo) C1 [t01 + (1 - ol)- 2]-2. (3.3.5)
Then, combining inequalities (3.3.4) and (3.3.5) with Lemma 3.3.3, we can bound
the L 2 inner products (Vu| 2 , h2 )42 and (IVV 2 , h2)2 on B 1, for Vh E HO'(B 1 ) and
t c (0, T'). Now, we are ready to establish the following stability inequality for the
harmonic map heat flow.
Lemma 3.3.4. There exists C2 > 0, depending only on M, such that:
j T 'o B1|Vu -Vv|2t-dxdt + 2VT JT'}xBi Iu -v| 2dx < N,
+ 2 T) J
+ 8 v/2T'(E(uo)+ E(vo))
+ 4C2j (|VU2 + |
(|wo|2 + IVwo| 2) dx
(B1 IVwo 12dx
v12)(Iwo| 2 + |wo|)t-I dxdt.
Proof. Define w = u - v. It is clear that
IVw|2t- 2dxdt
(Vu, Vw)t- dxdt - (Vv, Vw)t-i dxdt.
Jo JBi
We will estimate the first term of (3.3.8), and the second term can be estimated
similarly. First, by footnote 2, w - wo c Co([0, T], L 2 (B1 )) and the map t -+
||w(t,-) - Woll 2(B1) is absolutely continuous, with
||w(t,-) - Wo ll22(Bi) = 2 (wt, w - wo)dx
< 2 (hXBj 1w - wo|2dx) i
for a.e. t E [0, T]. Thus, for Vto > 0, integrating over [0, to] and by H6lder's inequality,
we conclude that
I (toJtjxB1 2Iw~~to,~) -WoIIL2(Bi) j dt /j fOf tix
where
(3.3.6)
(3.3.7)
fT'f
Jo B1
(3.3.8)
N = 1
\ IVT
||w (to, -) - wo||L2( Bj) <
)|Wt|12 dx) 'ftxj
to
dt < v/to | O1B1Wt|12 dxdt)
Therefore,
jT j~ 1w - wo|2u-dxdt < 2 1 wt| 2dxdt < +00, (3.3.9)
J0J1 I0 _JB11
lim t- |w- w0l 2dx = 0. (3.3.10)t-+0o f~txB1
Next, by equation (3.2.1) and integration by parts,
jT j~i (Vu, Vw)t-i dxdt
= [7 i J(Vu, Vw - Vwo)t- 1dxdt + j j (Vu, Vwo)t- dxdt
J0~~- J B J0 B
S B J (-Ut, w - wo)t- Idxdt + 1 (Vu, Vwo)t-dxdt
- jT (Au(Vu, Vu), w - wo)t- -dxdt
f { -T J GUt, W - w0ot-dxdt + 2/2T'E(uo) ( |Vwo|2
- jT j (Au(Vu, Vu), w - wo)t-1dxdt.
We will bound the third term from above. In the following calculation, the energy
non-increasing condition and (3.3.9) guarantee that each quantity below is finite.
Since Au(Vu, Vu) is perpendicular to M at u and w = u - v, we can apply Lemma
3.2.1 to the L2 inner product of Au(Vu, Vu) and w on B 1. Note that w - w0 =
(u - uo) - (v - vo) E Ho (B1 ) for a.e. t fixed. Thus, we can apply the interior gradient
estimate (3.3.4) and Lemma 3.3.3 to the L2 inner product of IVU1 2 and Iw - w0| 2 on
B 1. Hence,
- jT (Au(Vu, Vu),W - w0)t-dxdt
< A1 j j IVU2I2t-Idxdt + )2 |IVU|2wolt- dxdt
A1 |V j | 2-1 dxdt + A2 j |Vu|2 2 + \wol)- dxdt
AC 1c 2 j j 1w - wo 2dxdt + 4AjC 1E2 j V Iw -
+ 2 |,Vu 2(IWo1 2 + |wo|)t-Idxdt,
Vwo|2t~ dxdt
where A, = C supM |A l and A2 > 0 (changing from line to line in the computation
above) depends only on M. Since 32AjC 1E2 < 1,
{Vu, Vw)t- dxdt
<j { (-ut ,W - wo)t-dxdt + 3 j IB
+ |jTj Vw|2t- 2dxdt + N1
|w - wo|2t~ 2 dxdt
N1 = A2  (|Vu|2 +|Vv| 2)(
+ 2 2T'(E(uo) + E(vo))
2 + |wo)t-'Idxdt
I VWoI2) 1 2
Similarly,
I T'f.-,I (Vv, Vw~t- dsrdt0 JB1
(vt,w - wo)t-dxdt +
IVw|2t-i dxdt + N1 .
Thus, combining (3.3.11) and (3.3.12), we get
|Vw|2t-i dxdtIW1st- . dxdt< f'
( -1
(Wt, W - WO~t 2dxdt ±+. |w - wo|2t-A dxdt + 2N 1 .It [OTI fB
where
(3.3.11)
IVwol 2dx.
1 T 
r I T'0 |
+ jTj
- wo|2- dxdt (3.3.12)
JTI L1
0jTJ
1
Hence, by integration by parts and (3.3.10),
T'
J 1 |Vwt-idxdt
1 1 I' 1
< -- | -_Wo 2 dx + - |VwI2t~ -dxdt + 2NI,
2Vi'J{T'} BxBi 2 0JBi
Therefore,
T'
1 T' |IVwI2t-dxdt +IB1 2V  {±T'}xB1
< | WO|12dX + 4N1,
B1I "
|w|2dx
(3.3.13)
and C2= A2 in the lemma.
3.3.4 Completion of the proof for Theorem 3.3.1
We now conclude Therem 3.3.1 from the stability lemma, i.e. Lemma 3.3.4. Namely,
under the condition of Theorem 3.3.1, that is, uo = vo, we have N = 0 and thus
u(t, -) = v(t, -) in L 2 (B1 ) for each t E [0, T']. Therefore, it follows from connectedness
that u = v a.e. on [0, T] x B 1.
3.4 Rate of Convergence of the Harmonic Map
Heat Flow
In this section, we study the rate of convergence of small energy weak solutions of
(3.1.1). Namely, we prove that
Theorem 3.4.1. There exists co > 0, depending only on M, such that: if u is a weak
solution of (3.1.1) in nT>o H 1 ( [0, T] x B 1, M) satisfying that E (u(t, -)) < co for a.e. t,
then there exist To > 0, ao > 0 and Co > 0 such that, for a.e t > To,
Iu(t, -) - UeOlIIH < Coe-aot (3.4.1)
where uoo is some harmonic map from B1 to M with the same boundary value -Y.
Remark 3.4.2. It follows from Corollary 3.3 in [14] that u.o is the unique harmonic
map in the class of
{w E H 1(B1 , M) I|B 1 = ' and E(w) < E1},
where Ei > 0 is a constant depending only on M.
The following is devoted to the proof of Theorem 3.4.1. First, define E =
supt>o E(u(t, -)). If E < -1, then, by the similar argument used to obtain (3.3.4),
we get
IVuI 2(to, xo) < C1E max{t- 1 , (1 - |xo) 2 } C1E [t- 1 + (1 - IxoI)- 2] (3.4.2)
for to > 0 and xo c B1 .
3.4.1 Decay of kinetic energy
Second, we derive two estimates of the kinetic energy: one holds for a.e. to > 0 and
the other holds only for to large enough.
Lemma 3.4.3. There exists 83 E (0, e1), depending only on M, such that: if E 63,
then for a.e. to > 0,
1to}xB1
4 fto f|ut|2dx < - I | I ut| 2dxdt,to o B1 (3.4.3)
and there exist T1 > 0, a 1 > 0 and C3 > 0 such that for a.e. to > T1,
/jto}xB1Iut| 2dx < C3 exp[-ai(t - T1)]. (3.4.4)
Proof. Assume that E < 81. Let 0 < h < ho < 1. We define the difference quotient
Dhu = (u(t + h, x) - u(t, x)) /h. Note that
Dhu(t,.) c H l nL c(B1 ) for a.e. t fixed. (3.4.5)
Thus, by equation (3.2.1), we get
|D h 2 dx
j t}xBi
-
tj x Bi
-2h-' 1 B
< -2 jV
DhU 2 dx + 2h-1
xBi(A(Vu, Vu), DhU)dx
(Au(t+h,x)(Vu, Vu), Dhu)dx
Ddhu 2dX - A1 |DhU 2 (IVU12(t, X) + IVU12 (t + h, x)) dx,
jt} x B
where A, = CsupM JAI and we have used (3.1.2) and Lemma 3.2.1 in the last inequal-
ity. For t > 0, by (3.4.2), (3.4.5) and Lemma 3.3.3, we have
f tjxB1
IDhU121VU12 dx
< CI 1Ej
:54C1 E
D hU2 [t-1 ± (1 IX 2 )-2] dx
|VD hU 2dx + C1Et-1
If 8C 1 AE < 1, then
ID hu 2dXddt jt}xBI
jt}xBi
S- (C' - t-).-
|VD hU 2dX + t-1
J~t}xB1
ID hU 2 dX,
jft}xB1
where we have applied the Sobolev inequality to DhU(t, -) E Ho(B 1 ) in the first
inequality and C, > 0 is the Sobolev constant of B 1. Thus, integrating over [to/2, to],
(3.4.6) gives
IDhU2dx 4 lto
-to 0 B1j1to}xB1
ID hUI2dxdt.
On the other hand, if I = [2Cs, 2Cs + 1], then it is obvious that
IDhU 2dX < JI J1ID hU u 2dXdt.
IDh U2dX.
jft}xB1
ID hU12dX (3.4.6)
(3.4.7)
infh
te Ijtjx B1
(3.4.8)
Thus, for t > Ti = 2Cs + 2, (3.4.6) also implies that
f I/ D 1 2 d j D UI2 dxdt -exp[-C-1 (t - T1)/2]. (3.4.9){t x B1 JI JB1
Letting h -- 0 and by (3.2.15), Lemma 3.4.3 follows with E3 = min{el, C 1 Al 1 /8},
03 = f1 fB1 ut2dxdt and a 1 = C['/2. L
3.4.2 Completion of the proof for Theorem 3.4.1
Finally, assume that E < Esand 32CC1E supM Al < 1. In the calculation below, we
first apply Cauchy-Schwarz's inequality to the L 2 inner product of ut and u(t2, -) -
u(ti, -) on B 1 . Then, we use (3.1.2), Lemma 3.2.1 and Lemma 3.3.3 to bound the L 2
inner product of A,(t2 ,-)(Vu, Vu) and u(t2 , -) - u(ti, -) on B 1 . Next, we deduce the
last inequality from Cauchy's inequality and the assumption on the upper bound of
E. That is, for a.e. T < ti < t2 ,
j (Vu(t 2 , X), Vu(t 2 , X) - Vu(ti, x))dx
= (-ut(t2, X) - Au(t2 ,2)(Vu,Vu), u(t 2 , X) - u(ti, x))dx
1 1
C' (f Iut(t 2 ,X)|2d) |Vu(t2,x) - Vu(ti, X)12dx
+4CC 1 E sup IAI - Vu(t2, X) - Vu(ti,x)| 2 dx
M JB1
< 2Cj Iut(t 2, X)|2dx + j IVu(t 2, X) - Vu(ti, X)|2dx.
Similarly,
/ (U(ti, 1, VU(ti, X) - Vu(t2,x))dx
K 20Cf |ut(ti,x )| 2 dz + Vu(t1 , X) - Vu(t 2,x)| 2 dz.
B1 4 B1
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Summing the two inequalities above, we get
j IVu(ti,X) - Vu(t 2, X)|2dX < 4C, (ut (ti, x)12 + lut(t 2, )12) dx. (3.4.10)
Therefore, Theorem 3.4.1 follows immediately from Lemma 3.4.3 by choosing o =
min{E3 , C-1C1 infM Aj-1/32}.
3.5 Example of the Harmonic Map Heat Flow Not
in VT
In this section, we construct a unique weak solution u c nToH1 ([0, T] x B,, M) of
(3.1.1) starting with small energy initial data uo E Hi n C0 (B1, M) and boundary
data ^y = uolaB1, and show that in general u Z VT.
Proposition 3.5.1. There exists e4 > 0, depending only on M, such that: given
uo E HI n C0 (B1, M) with E(uo) < E4, there exists a unique weak solution in
nT>oH1([0,T] x B 1, M) of (3.1.1) whose energy is non-increasing. Moreover, for
0 < ti < t2,
VU(t2, X) - Vu(ti, X)| 2 dX < IVu(ti, X)1 2 dx - IVu(t 2 , X) 2dx. (3.5.1)
J B1 B1 JB1
Remark 3.5.2. Recently, Colding and Minicozzi showed that the H' distance between
a harmonic map and a map in H'(B1, M) with the same boundary value can be
controlled by their gap in energy, assuming energy is small; see Theorem 3.1 in [14].
This is a key ingredient in the proof of the finite extinction of Ricci flow. Our
inequality (3.5.1) can be viewed as a parabolic version of their theorem.
Proof. First, let vmo E C (B1, RN) be the global approximations of uo, constructed
in Theorem 3 on page 252 of [18]. umno can be taken to the nearest point projection
(onto M) of Vmo. Moreover, the sequence of maps umo E C0 (B1, M) approach uo
in Hi n Co topology. By Theorem 1.1 in [7], there exists J1 c (0, E2), depending
only on M, such that: if E(umo) < J1, then the weak solution um E nT>oW%2 f
C1+(1/2),2+A((0, T) x B1, M) exists, where VO < pt < 1 and p > 4/(1 - p), and for
0 ti < t 2,
t2 J OtUm| 2dxdt = E(um(ti,-)) - E(um(t 2 ,-)). (3.5.2)
Here, a map w E W 2 ((0, T) x B1, M) means that w, |Vwl, |V2wI and |wt| are in
L((O,T) x B1 ), and w E M for a.e. (t,x) c (0,T) x B 1. If E(o) < 61/ 2 , then, by
Lemma 3.3.4 and a diagonalization argument, there exists a subsequence (relabeled)
of urn satisfying, for VT > 0, OtUrm -, Otu weakly in L 2 ([0, T] x B 1 ), urn -+ u and
Vumn -+ Vu strongly in L2 ([0, T] x B1). Note that the boundary data m -+ Y in
H1/ 2 n C0(S', M). Therefore, u c fT>oH1([0,T] x B 1) is a weak solution of (3.1.1)
with initial data UO and boundary data 7 = UoOB1 . Moreover, E(u(t, -)) 5 E(uo) for
a.e. t and there exists a zero measure set I1 ; (0, oo) such that: if t1 , t 2 E If and
ti < t 2 , then
J2  Ut2dodt E(u(ti, -)) - E(U(t 2 ,-)). (3.5.3)
Second, we will show that inequality (3.5.3) is actually equality for a.e. 0 < t1 < t2.
Let 0 < h < ho < 1. Define DhU(t, X) = (u(t + h, x) - u (t, x))/h. Thus, for
0 < ti < t 2 ,
J I j|Ut |2dXdt = lim (ut, DhU)dxdt
t1 B 1 h )o t1 B 1
lim j -(Vu, VDhUttdxdt - J j (Au(Vu, Vu), D U)dzdt.
h--+O ti B1 t1 B1'
We will bound the second term. In the following calculation, we use (3.1.2) and
Lemma 3.2.1 in the first inequality, apply the gradient estimate (3.4.2) in the second
inequality, and use (3.4.5) and Lemma 3.3.3 in the last inequality. Thus,
J f (Au(Vu, Vu), D dzdt
K Iti B J
<hC sup |A| |V f1,U|2|ID h 2'x
M ts
< hCC1E(uo) sup |A| [t-' + (1 - X)- 2]IDhU 2dxdt
M Jt J B
< t-'hCCiE(uo) sup Al
M st1 J B1+4hCC1 E (o) sup| JA| f1
D hu 2 dxdt
IVDhU 2dXdt
For the first term,
-(Vu, VDhu)dxdt/t2 1
lVu(t, )|2 - |Vu(t + h, x)|2) dxdt ±
2h t' 'f 2 B
IVU| 2dXdt +- 1 * 1 + h f I V 1 d d t 2 + h f2h t1i B1 2h t2 B1
If E(uO) < C-1 C 1 infM |Al- 1/8, then
h ft2
2 t1
|VDhU1 2dxdt
f |VD hU 2dxdt.
SIt12dzdtt1 B1
1
> limn-
h-+O 2h
1
> lm-m
h--+0 2h
t+h
t1 +h B1
2 +hj|VU|2dzdt - - t+ |VU|2 dzdt -2h t2' B1
|Vu|2dXdt -
h j2L
8tl t1 B1
|DhuI2dXdt
IVu|2dxdt.
Define f (t) = fB I4,x)| 2 dx and F(t) = fo f(s)ds. Since f C L'([0, T]) for VT E
(0, oo), F'(t) = f(t) for a.e. t E [0, T].
12 C (0, oo) such that: if t E J, then
1 ft+h f
lin- t Ih-O h Jt JB 1 IVu1
2dxdt = IVu(t, X) |2dx.
Therefore, if t1, t 2 E If and 0 < ti < t 2 , then
/ t 2I1 B1 Iut| 2dxdt > E(u(ti, -)) - E(U(t2, -)). (3.5.5)
Combining the inequality (3.5.5) with the inequality (3.5.3), we get that, if t1 , t 2 are
(3.5.4)
2h t2 B
Hence, there exists a zero measure set
not in Ii U 12 and 0 < ti < t2 ,
Jt2 L1lUt| 2 dxdt = E(u(ti, -)) - E(U(t 2 , -)).
Third, assume that E(uo) < min{E3/2, J1/2, C-1 C1 infM Al- 1/32}. Since umO -+
uo in H 1(B 1, M) topology, we may also assume that E(umno) 5 2E(uo). Thus, for
0 t1 < t 2 , using (3.4.2), Lemmas 3.2.1, 3.3.3 and 3.4.3, we estimate
B1(VUm(t 2, X), VUm(t 2 , x) - V'um(ti, x))dx
(-OtUm(t2, x) - Au m(t 2 ,X) (Urn VUm), UM (t 2 , X) - um (ti, x))dxj 12
< (fi 0tUm (t2, X)|12 dz) . IUM (ti, z ) - Um (t2, X)|12 d
+C sup Al
M
IVUm(t 2, X) 12 Um(ti, X) - Um(t 2 , X)1 2dx
VT ( T 1  |8tum(t2 , X)|2 (Jt2\JB1 /\ti JB1 9tur 12dzdt)
+CC1E(um(ti, -)) sup JAI
M
+CC1E(um(ti, -)) sup JAI
M
33 I t2 fti JB1 I0tum |2dXdt+ 
JB
JB
(t2 - ti)~ IUm(ti, X) - Um(t 2, X)| 2dx
IUm(ti, X) - Um(t2, X)12d
(1 - \ 2+ X1
IVUm(t 2 , X) - VUn(ti, X) 2dX,
where we use the fact that the energy of urn is non-increasing in the last inequality.
Thus,
|VUm(ti, X)| 2dx - IVUm(t 2, X)|2dx
11 VUm(ti, ) - VUm(t 2, X)I
2dx
B 1
+2 f(VUm (t2, X), VUm(hi, X) - VUm (t2, z))dz
B 1
IVUm(ti,X) - VUm(t 2 , )|2dx - 5 Jt2 f
(3.5.6)
1
fB1
M8UM|12dzdt.
Hence, it follows from (3.5.2) that
-VUm(ti,z) - VUm(t 2, X)|2dX < |VUm(ti, X) 2dX - j Vum(t 2, X)|2dx.
JB1 B1 B1
By Lemma 3.3.4, there exists a zero measure set 13 ; (0, oo) such that: if t I3C
then there exists a subsequence (relabeled) of um such that um(t, ) - 'u(t,-) in
H 1(B 1, M) topology. Hence, if 0 < ti < t2 and ti, t 2 C (I1 U 12 U I3)c, then
- f |VU (t2, X) - VU(ti, X) 2dx < j Vu(ti, X)|2dx - IVu(t 2 , X) 2dX7 B1 B1 B1
- |Vu(t1, )|2dx - - |Vn(t2, X)|2dx = J | ut|2dXdt.2 B1 2f B1 t iB
We can modify the definition of a on (11 U 12 U 13) x B1 by taking limits. Therefore,
the modified map solves (3.1.1) satisfying that the energy is non-increasing, and the
uniqueness for weak solutions of the harmonic map heat flow follows from Theorem
3.3.1. 0
Chapter 4
A Bernstein Type Theorem for
Self-similar Shrinkers
In this chapter, we present the work on [47] on the Bernstein theorem for self-shrinkers
under the mean curvature flow. Namely, we show that the only smooth entire graph-
ical self-shrinkers in R'+1 are hyperplanes.
4.1 Background
4.1.1 Self-shrinkers under the mean curvature flow
A one-parameter family of smooth hypersurfaces, F : (0, T) x M" -+ Rn+1, moves
by mean curvature, if
dF
= -Hn, (4.1.1)
where n is the unit normal of Mt = F(t, M) and H = div(n) is the mean curvature.
Self-shrinkers represent a special class of solutions of (4.1.1) in which a later time
slice is a scaled down copy of an earlier slice. More precisely, a hypersurface E is said
to be a self-shrinker if it satisfies the following equation
H = 1(., n), (4.1.2)2
47
where -' is the position vector in R+ 1 .
Throughout, we assume that E can be written as an entire graph of a smooth
function u(xi,..., xn) : R" -+ R, thus (4.1.2) is equivalent to( Du x1u2 1 ±+x- +oux7 . -uadiv ,Du J 2 1 ± I -I U (4.1.3)
v/1 +|jDul2 2V/1+|jDul2
where we use the subscript xi to denote differentiation with respect to xi, Du =
(U21,. z.U) and IDu12 = u2 + + u .
4.1.2 Evolution of graphs by mean curvature
Ecker and Huisken studied the mean curvature evolution of entire graphs in a series
of papers beginning with [20] in 1989. In particular, they proved in the appendix of
[20] that the only smooth self-shrinkers in Rn+1 which are entire graphs having at
most polynomial growth are hyperplanes.
Later, in [21], they derived various interior estimates for mean curvature flow and
proved the global existence of the smooth mean curvature evolution of entire graphs
with only locally Lipschitz initial data. Also, in [11], Colding and Minicozzi proved
sharp gradient and area estimates for graphs moving by mean curvature.
4.2 Main Result
In this section, we state our Bernstein type theorem for self-shrinkers:
Theorem 4.2.1. Suppose that the smooth function u : R' -+ R satisfies the self-
shrinker equation (4.1.3). Then u = a1x1 +- - anX for some constants a1,... , an c
R.
The main point in Theorem 4.2.1 is that no assumption on the growth at infinity
is needed and thus it generalizes the result of Ecker and Huisken in [20].
In contrast to the Bernstein theorem for minimal hypersurfaces, which is true only
for n+ 1 < 7 (see [44], [5] and [6]), our Bernstein type theorem for self-shrinkers holds
for any n
4.3 Proof of Theorem 4.2.1
The proof of Theorem 4.2.1 is very elementary in that does not require using gradient
or curvature estimates for mean curvature flow. The idea of the proof is inspired from
that of the Bernstein theorem for minimal surfaces. However, the proof here works
well for any dimension, while the proof of the Bernstein theorem for minimal hyper-
surfaces is complicated even in relatively low dimensions; see [43]. The reason behind
this is: smooth self-shrinkers in R'+1, that are entire graphs, have polynomial volume
growth as minimal hypersurfaces (although the orders of volume growth are differ-
ent), and the weighted stability inequality (4.3.2) with weight exp(-|[J2/4) makes
the right hand side of (4.3.2) tend to zero in any dimension by choosing appropriate
cut-off functions.
4.3.1 Gaussian weighted stability inequality
First, we prove a weighted stability inequality for smooth self-shrinkers in Rn+1 that
are entire graphs. In [16] and [15], Colding and Minicozzi introduced the operator
L = A - (J' VE) + Al2 + , (4.3.1)
which is saying the linearization of equation (4.1.2). The weighted stability inequality
in Lemma 4.3.1 below is equivalent to that -(L - 1) ;> 0 in the L 2 space with weight
exp(-|I 1|2 /4)_
Lemma 4.3.1. Let i be a smooth compactly supported function on Rn+1. Then
j77lAI e-i 4 < j V le- 4 ) (4.3.2)
where A = (aj) is the second fundamental form of E in Rn+1 and VE is the gradient
of a function on E.
Proof. Let on+1 = (0, . ., 0, 1) C Rn+1 and f = (n,+1). C n
showed that Lf = -f in Lemma 5.5 of [16]. For self-containedness, we include the
proof here. Indeed, at any point i E E, choose a local geodesic frame ei, ... , e,
that is, (ei, ej) = o6 and V ey(t) = 0. Thus,
n n
Vzf = (Ven, on+1)ei = --aij (e, on+1)ei,
i=1 i,j=l
n n
AEf Z(VeVein, Vn+1) = -aij;(ei, vn+i) - aij(Vei ei, Vn+1)
i=1 i,j=1
= (V H,Vn+1) - |A 12(n, Vn+1),
where H = - _ aii is the mean curvature of E. Since E is a self-shrinker,
VEH = ( , Ve n)ej = - ai (J', ej)ej. (4.3.3)
i=1 i'j=1
Hence,
Af = (J, Vrf) - Al2f. (4.3.4)2
Note that the upward unit normal of E is given by
n (-Du,1) (4.3.5)
1 + Du12
and thus f = (n, on+1 ) = 1/ /1 + Du 2 > 0. Hence, the function g = log f is well
defined and g satisfies the following equation
Arg - ( V2 g) ± |V'g|2 + |Al 2 = 0. (4.3.6)
Multiplying by 2e-4 on both sides of equation (4.3.6) and integrating over E, give
0 = j2divE e- 4Vg +j22±+Al2) e 4
Colding and Minicozzi
= - J 2 E(Vr/, VEg)e- 'Q + j2 (lV'g12 + Al2) e-
-J(77
21,VgI2 +I 1,7Zq 2) e- + j 7 (lAl ± l) e-
4.3.2 Rate of volume growth
Second, we study the volume growth of entire graphical self-shrinkers. Let BR be the
open ball in R' centered at the origin with radius R and w be the volume of the unit
n-sphere in Rn+1. Also, we define MR = sup ,Jul. We show that
Lemma 4.3.2. There exists a constant Co > 0, depending only on n, such that
Vol(E n BR x R) < CoR~ 1 (MR + R)(RMR + 1), (4.3.7)
where Vol stands for volume.
Proof. First, using the pull back of n induced by the projection wr : B2R x R -+ B2R,
we extend the vector field n to the cylinder B2R x R. Let w be the n-form on the
cylinder B2R x R such that for any X1 ... , X,, E Rn+1 ,
(4.3.8)
Then, in coordinates (X1,... , Xn+), we have
dzi A--- A d + 1di A -. A dxi A -.. A dXn+1
S= , DuI (4.3.9)
and
S ~ Dudw= (1)n+ldiv Du dX1 A A dn+1
( 1 +|-Du|2
=(-)n+l21 + - - - +Xnuxl - udi A -.-.- A d-n+1.2 1 + IDul2
(4.3.10)
w(X1,..., Xn) = det(X1,... , Xn, n).
By the Cauchy-Schwarz inequality,
Idol < x+ -_-_- +X2 + u2, (4.3.11)
and by (4.3.8), given any orthogonal unit vectors X1, . . . , Xn at a point (XI, ... , n+1),
(4.3.12)
where the equality holds if and only if
X 1 , . . , Xn T(zi . .,(Xi.
For minimal graphs, where dw = 0, such an w is called a calibration; see page 3 in
[10]. Let Q be the region enclosed by E, BR x R and BR x {-MR}.
Stokes' Theorem,1
Vol(EnBRxR)= w=- w+ dw
_ Vol(&BR x [-MR, MR]) + Vol(BR x {-MR}) + j
Since Q is contained in the cylinder f2 = BR x [-MR, MR], we conclude that
Vol(E n BR x R) _< 2wn_1R"MR - n-l± n_1 R" + I I(R + MR)2 J
< 2w._,R"-IMR + n-1w.-iR" + n n-iwRMR(R + MR)
_ w_1R"-1 (2MR + R + R 2 MR + RMR)
< 2wn_1R" 1 (MR + R)(RMR + 1).
Therefore, Lemma 4.3.2 follows immediately with Co = 2wn_ 1.
'we choose the orientation of E to be compatible with the upward unit normal, the orientation
of B1 R x R to be compatible with the outward unit normal and the orientation of BR x {-MR} to
be compatible with the downward unit normal. Thus the orientation of Q is chosen such that the
orientation of OQ induced from Q coincides with that we just defined above.
(4.3.13)
Hence, by
|W(X1, . .. Xn)|I _< 1,
+ - -- +2 +U2.
4.3.3 Height estimate
Third, we use the maximum principle for mean curvature flow to bound the L' norm
of u on BR.
Lemma 4.3.3. Suppose that R > 1. Then there exists a constant C1 > 0, depending
on n and M2 4, such that MR < C1R. In particular, entire graphical self-shrinkers
have polynomial volume growth.
Proof. Define
W(zi,. .. , nI t) = VR2 + 1 - t -U (z1/v/R2 + 1 - t, .. Xn/v R2 + 1 - t) , (4.3.14)
where t E [0, R 2]. We derive the evolution equation for w:
dw Dw
dt = V1 +Dw2 - div 1 (4.3.15)
Thus {Et = Graphw(.,)}t>o is a one-parameter family of smooth hypersurfaces in
Rn+1 moving by mean curvature (after composing with appropriate tangential diffeo-
morphisms). Using arguments like those in Lemma 3 in [11] and [19], we construct
suitable open balls as barriers. Let p > 0 be some constant to be chosen later and a+ =
supR w(x 1 , .. ., x,X, 0) +pR+ 1. Consider the open ball BO+ centered at (0,... , 0, a+)
with radius pR. It is easy to check that x + 2+ + (w(xi,..., x, 0) - a+)2 > pR,
for any (X1 , ... ,z) E R". Thus BO+ and Eo are disjoint. Let Bt be the open ball
in Rn+1 centered at (0,.. ,0, a+) with radius R+ = /p2R 2 - 2nt. Then {Bt}yt>o
is a one-parameter family of smooth hypersurfaces moving by mean curvature and
it shrinks to its center at T = p2 R2 /2n. We choose p2 > 2n + 1 to guarantee that
B~t is not contained in the cylinder BR x R, for any t E [0, R 2 ]. By the maximum
principle for mean curvature flow, Et and aB+ are always disjoint for all t E [0, R 2].
Indeed, assume that To is the first time that ET and B+ are not disjoint. Note
that at every time t, the distance between Et and 9Bt can be achieved by a straight
line segment perpendicular to both Et and aBt. And outside B2pR x R, the distance
between Et and aB+ is larger than pR. Thus at To, ET0 touches B+ at some point
xO E Rn+ 1, and for t close to To, Et and Bt can be written as graphs over the
tangent hyperplane of ET at x in a small neighborhood of zi. Thus for t close to To,
the evolution equations of the corresponding graphs are locally uniformly parabolic.
Hence, the assumption violates the maximum principle for uniformly parabolic par-
tial differential equations. This is a contradiction. Therefore, we get the upper bound
for w at time t = R2
sup m(zi,..., )zX, R 2) < a+ _ V 2 n -- R
BR
< sup (X,..., X,0)+ pR + 1 - yp 2 -2n- 1 - R
BpR
sup w(X1 ,..., X,0) + v2n + 1R +1.
BpR
Similarly, define a~ = infBR w(X1 ,... ,x, 0) - pR - 1 and compare Et with &B-,
which is centered at (0,... , 0, a-) with radius R- = V/p 2R 2 - 2nt. Therefore,
inf w(xi ... , X, R2 ) > inf w(X, .... , X, 0) - V2n + 1R - 1. (4.3.16)
SR BPR
In sum,
suplWJ(Xi, ... , ,R 2 ) sup wl(X .... , X, O) + v2n + 1R + 1. (4.3.17)
BR BpR
Note that w(X 1, ... , X, R2 ) = u(X, .. . ,X) and
W(zi,.. . ., zn, 0) = V/R2 + 1 - U(X1/A/R2 + 1,. ., zn/vR2 + 1). (4.3.18)
Thus, by inequality (4.3.17) and the assumption that R > 1, we conclude that
sup |ul < 2(sup |ul + V2-n+ I)R. (4.3.19)
BR B
Hence, choosing p = 2#ri and C1 = 2(supB, lul + -2n + 1), gives MR < C1R. E
4.3.4 Completion of the proof for Theorem 4.2.1
Finally, we choose a sequence of Rj -+ oc and a sequence of smooth cut-off functions
95 , which satisfies that 0 < 77j 1, 77 is 1 inside BR, and vanishes outside BR,+1, and
|VEgq| Dq1 < 2. By the polynomial volume growth of E, we get that as j -- + oo,
2e- -+0. (4.3.20)
f n(BR +1\BRj)
Hence, by the weighted stability inequality for E and the monotone convergence
theorem, we conclude that
A12e- 4 =0. (4.3.21)
Therefore, Al = 0 and u = a1 1 + - -- + anX for some constants a, .. ., a, E R.
|77j |2 e-
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Appendix A
Proof of Lemma 3.2.1
Proposition A..4. There exists E5 > 0, depending on M, so that: if x, y E M and
Ix - y| < c5, then distM(x, y) < 2|x - y|, where distM(x, y) is the intrinsic distance
between x and y on M.
Proof. If not, then there exists a sequence of (xz, yj) c M x M such that Ix -y 3 | -- + 0
but distM(xj,yj) 2|zy - yj|. Since M is compact, there exist x0 E M and a
subsequence (relabeled) of (xr, yj) satisfying that xj -- + xo and yj -+ xo. There
exists 0 < 61 < supM |AI/4 such that the geodesic ball B,4f(xo) centered at x with
radius 61 is strictly geodesically convex. If j is sufficiently large, then xz and yj are in
BS'(xo). Let 1j be the geodesic distance between x and yj, and yj : [0, 1j] -* B6{(xo)
be the unit speed minimizing geodesic joining xz and y3 . Thus,
yj -X 12 = 2( y (s)-'(s))ds
= j'~ jf (2|7y(-r)|2 + 2(-y(T) - xj,y"(T))) dTds
> j (1 - 261 sup|A| dTds
o o M
-2
Therefore, distM (xj, yj) -Vixj yj and this is a contradiction. O
Proof. (of Lemma 3.2.1) If Ix - y| ; E5, then I(X - y)'l/ix - y12 <c-1. Otherwise,
let y: [0, 1] -> M be the minimizing geodesic joining y to x with length l - 2|x - yj.
(x - y)I= (y(s), V)ds = 1 j (r) V)drds
12
sup|AI.- 2suplA| - y| 2
M 2 M
where V = (x - y)'I/I(x - y)Il. Therefore, Lemma 3.2.1 follows immediately with
C = max{E-, 2 supM JAI}.
Bibliography
[1] S.B. Angenent. Shrinking doughnuts. Nonlinear diffusion equations and their
equilibrium states, 3 (Gregynog, 1989), 21-38. Progr. Nonlinear Differential Equa-
tions Appl., 7, Birkhuser Boston, Boston, MA, 1992.
[2] M. Bertsch, R. Dal Passo and R. van der Hout. Nonuniqueness for the heat flow
of harmonic maps on the disk. Arch. Ration. Mech. Anal. 161 (2002), no. 2,
93-112.
[3] G.D. Birkhoff. Dynamical systems with two degrees of freedom. Trans. Amer.
Math. Soc. 18 (1917), no. 2, 199-300.
[4] G.D. Birkhoff. Dynamical systems. With an addendum by Jurgen Moser. Amer-
ican Mathematical Society Colloquium Publications, Vol. IX American Mathe-
matical Society, Providence, R.I. 1966 xii+305 pp.
[5] E. Bombier, E. De Giorgi and E. Guisti. Minimal cones and the Bernstein prob-
lem. Invent. Math. 7 (1969), 243-268.
[6] E. Bombieri, E. De Giorgi and M. Miranda. Una maggiorazione a priori rela-
tiva alle ipersuperfici minimali non parametriche. Arch. Rational Mech. Anal. 32
(1969), 255-267. (Italian).
[7] K.C. Chang. Heat flow and boundary value problem for harmonic maps.Ann.
Inst. H. Poincari Anal. Non Liniaire 6 (1989), no. 5, 363-395.
[8] D.L. Chopp. Computation of self-similar solutions for mean curvature flow. Ex-
periment. Math. 3 (1994), no. 1, 1-15.
[9] T.H. Colding and C. De Lellis. The min-max construction of minimal surfaces.
Surveys in differential geometry, VIII (Boston, MA, 2002), 75-107, Surv. Differ.
Geom., VIII, Int. Press, Somerville, MA, 2003.
[10] T.H. Colding and W.P. Minicozzi II. Minimal surfaces. Courant Lecture Notes
in Mathematics, 4. New York University, Courant Institute of Mathematical Sci-
ences, New York, 1999. viii+124 pp.
[11] T.H. Colding and W.P. Minicozzi II. Sharp estimates for mean curvature flow of
graphs. J. Reine Angew. Math. 574 (2004), 187-195.
[12] T.H. Colding and W.P. Minicozzi II. Estimates for the extinction time for the
Ricci flow on certain 3-manifolds and a question of Perelman. J. Amer. Math.
Soc. 18 (2005), no. 3, 561-569.
[13] T.H. Colding and W.P. Minicozzi II. Width and mean curvature flow. Geom.
Topol. 12 (2008), no. 5, 2517-2535.
[14] T.H. Colding and W.P. Minicozzi II. Width and finite extinction time of Ricci
flow. Geom. Topol. 12 (2008), no. 5, 2537-2586.
[15] T.H. Colding and W.P. Minicozzi II. Smooth compactness of self-shrinkers. To
appear in Comment. Math. Helv. http: //arxiv. org/abs/0907. 2594.
[16] T.H. Colding and W.P. Minicozzi II. Generic mean curvature flow I; generic
singularities. Preprint. http: //arxiv. org/abs/0908.3788.
[17] C.B. Croke. Area and the length of the shortest closed geodesic. J. Differential
Geom. 27 (1988), no. 1, 1-21.
[18] L.C. Evans. Partial differential equations. Graduate Studies in Mathematics, 19.
American Mathematical Society, Providence, RI, 1998. xviii+662 pp. Reprinted
with corrections 2002.
[19] K. Ecker. Regularity theory for mean curvature flow. Progress in Nonlinear Dif-
ferential Equations and their Applications, 57. Birkhuser Boston, Inc., Boston,
MA, 2004.
[20] K. Ecker and G. Huisken. Mean curvature evolution of entire graphs. Ann. of
Math. (2), 130 (1989), no. 3, 453-471.
[21] K. Ecker and G. Huisken. Interior estimates for hypersurfaces moving by mean
curvature. Invent. Math., 105 (1991), no. 3, 547-569.
[22] A. Freire. Uniqueness for the harmonic map flow from surfaces to general targets.
Comment. Math. Helv. 70 (1995), no. 2, 310-338.
[23] A. Freire. Uniqueness for the harmonic map flow in two dimensions. Calc. Var.
Partial Differential Equations 3 (1995), no. 1, 95-105.
[24] A. Freire. Correction to: "Uniqueness for the harmonic map flow from surfaces to
general targets" [Comment. Math. Helv. 70 (1995), no. 2, 310-338; MR1324632
(96f:58045)]. Comment. Math. Helv. 71 (1996), no. 2, 330-337.
[25] D. Gilbarg and N. Trudinger. Elliptic partial differential equations of second
order. Reprint of the 1998 edition. Classics in Mathematics. Springer- Verlag,
Berlin, 2001. xiv+517 pp.
[26] M.A. Grayson. Shortening embedded curves. Ann. of Math. (2) 129 (1989), no.
1, 71-111.
[27] M. Gruber. Harnack inequalities for solutions of general second order parabolic
equations and estimates of their H6lder constants. Math. Z. 185 (1984), no. 1,
23-43.
[28] R.S. Hamilton. Harmonic maps of manifolds with boundary. Lecture Notes in
Mathematics, Vol. 471. Springer- Verlag, Berlin-New York, 1975. i+168 pp.
[29] F. H6lein. Harmonic maps, conservation laws and moving frames. (English sum-
mary) Translated from the 1996 French original. With a foreword by James Eells.
Second edition. Cambridge Tracts in Mathematics, 150. Cambridge University
Press, Cambridge, 2002. xxvi+264 pp.
[30] G. Huisken. Asymptotic behavior for singularities of the mean curvature flow. J.
Differential Geom. 31 (1990), no. 1, 285-299.
[31] G. Huisken. Local and global behaviour of hypersurfaces moving by mean cur-
vature. Differential geometry: partial differential equations on manifolds (Los
Angeles, CA, 1990), 175-191, Proc. Sympos. Pure Math., 54, Part 1, Amer.
Math. Soc., Providence, RI, 1993.
[32] T. Ilmanen. Elliptic regularization and partial regularity for motion by mean
curvature. Mem. Amer. Math. Soc. 108 (1994), no. 520.
[33] J. Jost. Two-dimensional geometric variational problems. J. Wiley and Sons,
Chichester, NY (1991).
[34] K.J. Stephen and N.M. Moller. Self-shrinkers with a rotational symmetry. To
appear in Trans. Amer. Math. Soc. http://arxiv.org/abs/1008.1609.
[35] G.M. Lieberman. Second order parabolic differential equations. World Scientific
Publishing Co., Inc., River Edge, NJ, 1996 (revised edition, 2005). xii+439 pp.
[36] L. Lin. Closed geodesics in Alexandrov spaces of curvature bounded from above.
J. Geom. Anal. 21 (2011), no. 2, 429-454.
[37] L. Lin and L. Wang. Existence of good sweepouts on closed manifolds. Proc.
Amer. Math. Soc. 138 (2010), no. 11, 4081-4088.
[38] J. Neeas. Sur une m6thode pour resoudre les equations aux d6riv6es partielles
du type elliptique, voisine de la variationnelle. Ann. Scuola Norm. Sup. Pisa (3)
16 (1962), 305-326. French.
[39] S.K. Ottarsson. Closed geodesics on Riemannian manifolds via the heat flow. J.
Geom. Phys. 2 (1985), no. 1, 49-72.
[40] G. Perelman. Finite extinction time for the solutions to the Ricci flow on certain
three manifolds. Preprint. http: //arxiv. org/abs/math/0307245.
[41] T. Riviere. Flot des applications harmoniques en dimension deux. Preprint
ENS-Cachan (1993). In "Applications harmoniques entre varietes": These de
l'universite Paris 6.
[42] J. Sacks and K. Uhlenbeck. The existence of minimal immesions of 2-spheres.
Ann. of Math. (2) 113 (1981), 1-24.
[43] R. Schoen, L. Simon and S.T. Yau. Curvature estimates for minimal hypersur-
faces. Acta Math. 134 (1975), no. 3-4, 275-288.
[44] J. Simons. Minimal varieties in Riemannian manifolds. Ann. of Math. (2) 88
(1968), 62-105.
[45] M. Struwe. On the evolution of harmonic mappings of Riemannian surfaces.
Comment. Math. Helv. 60 (1985), no. 4, 558-581.
[46] M. Struwe. Variational methods. Applications to nonlinear partial differential
equations and Hamiltonian systems. Second edition. Ergebnisse der Mathematik
und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)], 34.
Springer- Verlag, Berlin, 1996. xvi+272 pp.
[47] L. Wang. A Bernstein type theorem for self-similar shrinkers. Geometriae Dedi-
cata, 151 (2011), no. 1, 297-303.
[48] L. Wang. Harmonic map heat flow with rough boundary data. To appear in
Trans. Amer. Math. Soc. http://arxiv.org/abs/1010.3313.
