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a b s t r a c t
We propose a class of nonlinear integro-differential equations that at the mesoscopic level
models the competition between a tumor and the immune system. The model describes
the evolution of a distribution function of themicroscopic parameter referred to as activity
of cells. The idea is somehow similar to the Enskog theory in kinetic theory. By averaging
with respect to the parameter, the mesoscopic class of models reduces to the general class
of macroscopic models introduced by A. d’Onofrio that may assess the effect of delays in
stimulation of the immune system by tumor cells. The existence and uniqueness theory is
developed.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Recently in a series of papers [1,2] (see also [3]) mathematical structures in the framework of the kinetic theory of active
particles, were proposed and discussed by N. Bellomo and coworkers, in order to develop mathematical models for complex
living systems. The complexity of the overall biological system is decomposed it into several interacting subsystems, each of
them characterized by a lower order of complexity and characterized by well defined mathematical rules. Each subsystem
contains the cells that have the ability to collectively express a certain strategy, which may be identified by a variable u ∈ U
called activity, U is usually a subset of R1+ but generally can be a subset of Rd, d ≥ 1. This variable varies from one cell
to another and then defines a microscopic state of the cell. This idea comes from the kinetic theory of gases where every
entity involved in the process (a particle), in the spatially homogeneous case, is characterized by its velocity. The system
is constituted by a large number of interacting entities (particles or cells). The evolution of the system is defined by the
distribution function
f = fj(t, u) : R1+ × U→ R1+, j ∈ J, (1)
where j is the subpopulation of the entity, j ∈ J ⊂ {0, 1, 2, . . .}, and u is its inner state (activity), u ∈ U, U is an open subset
of Rd, d ≥ 1.
The time evolution of the distribution function f is defined by a suitable kinetic equation taking into consideration all
possible interactions of entities. Such a level of description is referred to one test entity of the system and therefore may be
called themesoscopic level of description. It requires a large (infinite) number of interacting entities.
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One may also consider the microscopic level of description in which a finite number of interacting entities is taken into
account. In paper [4] (see also [5] and references therein) a class of Markov jump processes was proposed and related with
mesoscopic and macroscopic levels of the description (nonlinear equations) in the framework of asymptotic theory. In [4]
the nonlinearity of the equations at themacroscopic level was related with the interactions betweenmultiple entities of the
system at the microscopic level.
In the present paper we propose an alternative approach that relates the nonlinear equations at the macroscopic level
with the mesoscopic equation with nonlinear interaction coefficients in the spirit as in paper [2]. This approach goes back
to the Enskog idea in the kinetic theory of gases where the rates of interaction between particles depend on the distribution
function. We propose a class of nonlinear kinetic equations that after averaging over the activity parameter reduces to the
class of macroscopic equations describing the competition between a tumor and the immune system developed in [6]. In
contrast to the approach [4] the present one may be directly applied to the delay system at the macroscopic level [7].
The plan of the paper is as follows. In Section 2 we present the general class of macroscopic model describing the
competition between a tumor and the immune system [6], we propose the class of mesoscopic models that reduces to the
latter after averaging over the activity variable. In Section 3 we prove existence and uniqueness results for the mesoscopic
model.
2. The mathematical model
The starting point is the general class of macroscopic models defined by d’Onofrio [6,7]. It is very well know that the
effects of time delay may play an essential rôle in description of tumor growth. The paper [7] considers the effect of delays
concerning the stimulation of the immune system by tumor cells. The system is composed of 2 subpopulations with the
densities ϱ1 and ϱ2
ϱ˙1 = ϱ1α11(ϱ1)− ϱ1β11(ϱ1)β12(ϱ2)
ϱ˙2 = ϱ2(t)α21(ϱ1,τ )− ϱ2β21(ϱ1)+ γ (ϱ1)+ S, (2)
where the functions αjk, βjk are positive and the source term S = S(t) is given, x1,τ (t) = x1(t − τ) and the discrete delay
τ is a given non-negative number. The densities ϱ1 = ϱ1(t) and ϱ2 = ϱ2(t) describe the ‘sizes’ of tumor cells and effector
cells of the immune system, respectively (for details see [6]). We consider two different cases: Eq. (2) without delay (τ = 0),
cf. [6], and with delay τ > 0, cf. [7]. The system Eq. (2) is supplemented by the initial data
ϱ1(t) = φ(t), t ∈ [−τ , 0], ϱ2(0) = ϱ(0)2 , (3)
where φ is a given non-negative continuous function on [−τ , 0] and ϱ(0)2 ≥ 0. In case of τ = 0 the initial data are
ϱ1(0) = ϱ(0)1 , ϱ2(0) = ϱ(0)2 , (4)
where ϱ(0)1 ≥ 0, ϱ(0)2 ≥ 0 are given. Throughout the paper we refer to Eq. (2) keeping inmind that it covers (at least formally)
the case of τ = 0 and (4) replacing (3).
In the present paper we are going to develop a general class of models describing at the microscopic (more precisely—
mesoscopic) level the behavior of entities of these two subpopulations. Such a model taking into consideration a statistical
individual properties of entities (cells) of the system is able to give a more accurate description at the cellular level. Wemay
point out that the general framework is also suitable to describe the system at the sub-cellular level and some sub-cellular
factors are taken into consideration.
Every entity (cell) involved in the process is characterized by both its subpopulation with the parameter j = 1, 2 and its
inner microscopic state (activity) given by the microscopic parameter u ∈ U.
The microscopic model should be such that at the macroscopic level it results in the macroscopic model given by Eq. (2)
with τ > 0 or τ = 0.
We are going to propose a general model containing three terms
• the term A describing stochastic change of the parameter u due to the interactions between two entities—the Enskog-
type kinetic operator;
• the termB describing stochastic change of the parameter uwithout taking into consideration the interactions between
entities;
• the term S playing the rôle of source.
The general class of bilinear systems of Boltzmann-like integro-differential equations describes the dynamics of entities
undergoing kinetic interactions – see [8,5]. This type of equation can model interactions between pairs of entities of various
subpopulations at the mesoscopic scale. In the Enskog-type description we consider the binary interactions between the
entities of the system but the rates of interaction (contrary to the Boltzmann-type description) are modified by ‘‘pair
correlation functions’’.
Similarly as in Eq. (2) we consider 2 subpopulations (the generalization is obvious). The function fj = fj(t, u), fj :
R+ × U→ R+, defines the density of the j-th subpopulation, j = 1, 2.
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The general mesoscopic model reads
∂t fj(t, u) = Aj[f1, f2](t, u)+Bj[f1, f2](t, u)+ Sj[f1, f2](t, u), j = 1, 2. (5)
First we define the Enskog-type termsAj.
The rate of interaction between an entity in j-th subpopulation and with activity u and an entity in k-th subpopulation
with activity v, j, k = 1, 2, u, v ∈ U is given by the function
a[t]jk = a[t]jk

f¯j, u, f¯k, v

that depends on f¯j, f¯k, where
f¯i(t) =

U
fi(t, u) du, i = 1, 2. (6)
The transition into the j-th subpopulation with activity u due to the interaction of an entity in the k-th subpopulation
and with activity v and an entity in the l-th subpopulation with activityw, j, k, l = 1, 2, u, v, w ∈ U is given by the function
Aj [t]kl = Aj [t]kl

f¯j, u; f¯k, v, f¯l, w

,
that depends on f¯j, f¯k and f¯l.
Now we consider the following term of the Enskog-type
Aj[f1, f2](t, u) = A+j [f1, f2](t, u)−A−j [f1, f2](t, u), j = 1, 2, (7)
where
A+j [f1, f2](t, u) =
2
k,l=1

U2
Aj [t]kl (f¯j, u; f¯k, v, f¯l, w)a[t]kl (f¯k, v, f¯l, w)fk(t, v)fl(t, w)dvdw,
A−j [f1, f2](t, u) = fj(t, u)

k=1,2

U
a[t]jk (f¯j, u, f¯k, v)fk(t, v) dv.
Next in a similar way we define the termB
Bj[f1, f2](t, u) = B+j [f1, f2](t, u)−B−j [f1, f2](t, u), j = 1, 2, (8)
where
B+j [f1, f2](t, u) =

k=1,2

U
Bj [t]k (f¯j, u, f¯k, v)b
[t]
k (f¯k, v)fk(t, v) dv,
B−j [f1, f2](t, u) = b[t]j (f¯j, u)fj(t, u).
Finally Sj[f1, f2], j = 1, 2, are given source terms.
There are various possible ways to relate the microscopic Eq. (5) with the macroscopic Eq. (2). For example one may
choose the parameters of the microscopic model (5) such that
U
B1 [t]1 (f¯1, u; f¯1, v) du− 1

b[t]1 (f¯1, v) = α11(f¯1(t)), (9)
U
A1 [t]12

f¯1, u; f¯1, v, f¯2, w

du− 1

a[t]12

f¯1, v, f¯2, w
 = −β11f¯1(t)β12f¯2(t)
f¯2(t)
, (10)
if f¯2(t) > 0,
b[t]1 (f¯1, v)

U
B2 [t]1

f¯2, u; f¯1, v

du = α21(f¯1(t − τ)), (11)
U
A2 [t]21

f¯2, u; f¯2, v, f¯1, w

du− 1

a[t]21

f¯2, v, f¯1, w
 = −β21f¯1(t)
f¯1(t)
, (12)
if f¯1(t) > 0,
U
S2[f¯1, f¯2](t) = γ (f¯1(t))+ S(t). (13)
Although there are other possible choices of the microscopic model (5) that lead to the macroscopic model (2), i.e. only
in terms ofAj, any choice should be related to the experimental data and the accessible mathematical theory.
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3. Qualitative analysis
The macroscopic models of tumor–immune system interaction of the type (macro) usually are such that there exists a
unique global (in time) solution. However in the full generality we need the following basic assumption on the existence of
solutions
Assumption 1. Given initial data φ ∈ C([−τ , 0] ; R+), ϱ(0)2 > 0, let t0 > 0 be such that there exists a unique solution
ϱ =

ϱ1(t), ϱ2(t)

of Eq. (2) for t ∈ [0, t0] and
sup
t∈[0,t0]

|ϱ1(t)| + |ϱ2(t)|

≤ cϱ, for some constant cϱ > 0. (14)
We consider any of the systems (5) such that its solution f =

f1(t, u), f2(t, u)

a priori (i.e. if it exists) is such that
f¯ =

f¯1(t), f¯2(t)

satisfies Eq. (2) with ϱ1(t) = f¯1(t) and ϱ2(t) = f¯2(t), cf. the definition (6). If the above property is
satisfied we may say that Eq. (5) corresponds to the macroscopic Eq. (2).
The natural space for solutions to Eq. (5) is L(2)1 (U) — the space equipped with the norm ∥f ∥(2)1 =

j=1,2 ∥fj∥1, where∥. ∥1 is the standard norm in L1(U).
Keeping in mind that Eq. (5) corresponds to the macroscopic Eq. (2) we propose the following
Assumption 2. Let |f¯1| + |f¯2| ≤ cϱ , where cϱ is given in (14). Then, for any j, k, l = 1, 2 and any t ∈ [0, t0],
• Aj [t]kl

f¯j, u, f¯k, v, f¯l, w

is measurable (with respect to u, v, w ∈ U), non-negative, and integrable (with respect to u),
• a[t]jk

f¯j, u, f¯k, v

is measurable (with respect to u, v ∈ U), non-negative, bounded,
• Bj [t]k

f¯j, u, f¯k, v

is measurable (with respect to u, v ∈ U), non-negative, and integrable (with respect to u),
• b[t]j

f¯j, u

is measurable (with respect to u), non-negative, bounded,
• Sj[f1f2](t, u) is measurable with respect to u, non-negative and Sj[f1, f2] ∈ C([0, t0], L1(U))
• A±[f1, f2] =

A±1 [f1, f2],A±2 [f1, f2]

,B±[f1, f2] =

B±1 [f1, f2],B±2 [f1, f2]

are Lipschitz-continuous operators in L(2)1 (U).
The conditions guaranteeing the Lipschitz-continuity (the last condition above) can be verified for various models
satisfying the conditions (9)–(13) if the parameters of the macroscopic model (2) are Lipschitz-continuous possibly with
some decay at 0. These conditions are sufficient for τ = 0, i.e. without delay. In the case of the delay equation τ > 0, the
Lipschitz-continuity may be relaxed to the continuity for the terms involving delay.
Now we may state the existence and uniqueness result
Theorem 1. Let Assumptions 1 and 2 be satisfied and the initial data (Φ, f (0)2 ): 0 ≤ Φ ∈ C
[−τ , 0] ; L1(U), f (0)2 ∈ L1(U), be
such that
Φ¯(t) = φ(t) t ∈ [−τ , 0], f¯ (0)2 = ϱ(0)2 . (15)
Then there exists a unique solution f = (f1(t), f2(t)) to Eq. (5) with initial data (Φ, f (0)2 ) in C
[0, t0] ; L(2)1 (U) ∩ C1
(0, t0); L(2)1 (U)

. In addition
fj(t, u) ≥ 0 ∀t ∈ [0, t0], a.a. u ∈ U (16)
(f¯1(t), f¯2(t)) = (ϱ1(t), ϱ2(t)) ∀t ∈ [0, t0]. (17)
Proof. It is easy to see that if Assumption (2.2) is satisfied then the operator defined by the right hand side of Eq. (5) is
locally Lipschitz-continuous in L(2)1 (U) and hence there exists a unique solution to the Cauchy problem for Eq. (5) in L
(2)
1 (U)
on some interval [0, t1], where 0 < t1 ≤ t0. Moreover, the operatorsA+j ,A−j ,B+j ,B−j as well as Sj, j = 1, 2 are monotone
and therefore, by standard arguments, we can prove that the solution is nonnegative. Because the microscopic model
Eq. (5) corresponds to the macroscopic model Eq. (2) we have
(f¯1(t), f¯2(t)) = (ϱ1(t), ϱ2(t)), ∀t ∈ [0, t1] (18)
and therefore, by Assumption 2.1, we have an a priori estimate for the solution f (t). Thus the local solution can be prolonged
onto whole (‘‘macroscopic’’) time interval [0, t0]. This concludes the proof. 
Keeping in mind the remark before Theorem 1 we see that it is possible to define a number of microscopic models
Eq. (5) satisfying the basic existence and uniqueness theory and corresponding to the macroscopic model Eq. (2).
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