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一种交互式动态影响图的改进算法
李 波 罗 键 尹华一 田 乐
( 厦门大学 信息科学与技术学院 厦门 361005)
摘 要 交互式动态影响图( I-DIDs) 是基于概率图形理论的多智能体动态交互决策的图模型． 为缓解该模型状态
空间随时间片增加呈指数级增长的趋势，文中基于行为等价的基本思想压缩状态空间，提出构建 Epsilon 行为等价
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ABSTRACT
Interactive Dynamic Influence Diagrams ( I-DIDs ) ， as graphic models based on probabilistic
graphical theory，are proposed to represent，the sequential decision-making problem over multiple time
steps in the presence of other interacting agents． The algorithms for solving I-DIDs are haunted by the
challenge of an exponentially growing space of candidate models ascribed to other agents over time． In
this paper，in order to reduce the candidate model space according the behaviorally equivalent theory，a
more efficient way to construct Epsilon behavior equivalence classes is discussed that using belief-behavior
graph ( BBG ) ． A method of solving I-DIDs approximately is presented，which avoids solving all
candidate models by clustering models with beliefs that are spatially close and selecting a representative
one from each cluster． The simulation results show the validity of the improved algorithm．
Key Words Agent Modeling，Interactive Dynamic Influence Diagrams ( I-DIDs ) ，Dynamic Decision
Making，ε-Behavioral Equivalence，Belief-Behavior Graph( BBG)
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个热点． 动态影响图 ( Dynamic Influence Diagrams，
DIDs) ［1］作为单个 Agent 动态决策的建模工具被认
为是部分可观察马尔可夫决策过程 ( Partially Ob-
servable Markov Decision Processes，POMDPs) 的一种




( Multi-Agent Influence Diagrams，MAIDs) 的基础上，
提出一种具有更强知识表示能力的动态决策模型:
多 Agent 动态影响图( Multi-Agent Dynamic Influence
Diagrams，MADIDs) ［2 － 3］，用于处理多智能体团队协




其它 Agent 进行建模，其模型解是在对其它 Agents
行为概率分布的预测下，提供给该 Agent 的最优决
策． Doshi，Zeng 等［5 － 6］提出 I-POMDPs 的图形表示
形式: 交互式动态影响图( Interactive-DIDs) 模型． I-
DIDs 将动态贝叶斯网( Dynamic Bayesian Networks，
DBNs) 简洁的表示动态领域知识的能力和影响图







因在于: 对 Agent 建立 I-DID 模型时，其状态空间不
仅包含 Agent 所处的物理环境状态，还包括环境中
其它 Agents 的候选模型空间，即 Agent 作出行为选
择时不仅要考虑自身问题，还要对系统中其它 A-




灾难”和“历史灾难”两大挑战． 此外，其它 Agents 模
型本身又是 I-DIDs 模型，这种嵌套结构直到 0 层上
的 DIDs 模型为止，这更增加了求解的复杂性．























交互式动态影响图( I-DIDs) 模型，及其求解算法． 它
很容易扩展到包含更多 Agents 的情况．
2． 1 I-DIDs 模型
单个时间片上的 I-DIDs 是交互式影响图 ( I-
IDs) ［5］． 图 1( a) 是对 i 建立的 l 层上的 I-IDs 模型( l
是 Agents 之间相互建模的嵌套层数) ． I-IDs 是由机
会节点、决策节点、效用节点和模型节点，以及它们
之间的相关连接所组成． 它是在 IDs 的基础上引入
了模型节点和策略连接． 其中模型节点( 图 1 ( a) 中
的六边形节点 Mj，l －1 ) ，用来建模其它 Agent 的所有
可能模型; 策略连接( 图 1 ( a) 中带箭头虚线) 如同
一个多路连接器，指定了 j 的行为与其模型的对应
关系．
模型节点 Mj，l －1 是 i 建立的关于 j 的所有可能模
型集合． 其中每个模型本身是一个 I-ID 或 ID，这种
嵌套结构直到 0 层上的 ID 终止． j 的每个模型可以
表示为
mj，l －1 =〈bj，l －1，̂θ j〉，
其中 bj，l －1 是表示 j 的信度，̂θ j 是 j 的框架，包含动作，
观察和效用节点． 为简单起见，假设同一 Agent 不同
的两个模型，其信度不同，而模型框架相同． 图 1( b)
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( a) 交互式影响模型 ( b) 机会节点及相关连接表示
的模型节点和策略连接
( a) Model of interactive influence diagram
( b) Representing model node and policy link using chance
nodes and dependecies between them
图 1 交互式影响图模型
Fig． 1 Interactive Influence Diagrams
以“平铺”的方式诠释了模型节点和策略连接的含
义: 节点 Aqj ( q = 1，2，…) 分别对应模型 m
q
j，l －1 ( q =
1，2，…) 的最优动作集合，即
Aqj = OPT( m
q
j，l －1 ) ．
此时动作的状态分布可表示为






Pr( aj  A
q
j ) = 0．
节点 Mod［Mj］ 作为 Aj 的父节 点，其 状 态 个 数 为
Mj，l －1 ，该节点的概率分布Pr( m
q
j，l －1 s) 即是给定物
理状态 s 的情况下，i 对 j 模型的信度( 模型权重) ，即
bi ( m
q
j，l －1 s) ．
图 2 交互式动态影响图模型
Fig． 2 Interactive Dynamic Influence Diagrams
图 2 给出两个时间片上的 I-DIDs 模型． 结构上，
I-DIDs 模型引入模型更新连接( 带箭头的点划线) ．
它包含两阶段的内容: 1) 给定 t 时间片的候选模型
集合，确定 t + 1 时间片模型节点内存储的模型集
合． Agents 执行 t 时刻的动作后，进入 t + 1 时间片，
并获得新的观察． 考虑到每个模型所对应的最优动
作最多有 Aj 种，Agent 执行任一动作后获得的观察
有 Ωj 种可能，所以 t + 1 时间片的模型个数最多可
达 Mtj，l －1‖Aj‖Ωj ，其中，M
t
j，l －1 是 t 时刻模型的个
数; Aj 、Ωj 分别是 Agent j 的动作集合和观察集
合中元 素 个 数，节 点 Mod［Mt+1j，l －1］ 的 条 件 概 率 表







果 Agent j 在信度状态为 btj ∈ m
t
j，l －1 时，执行动作 a
t
j，




































t，bti ) × Oi ( s
t+1，
ot+1i ，a




OPT( mt，1j，l －1 ) = OPT( m
t，2
j，l －1 ) = 1，
Mtj，l －1 = 2， Ωj = 2．
图 3 候选模型更新过程
Fig． 3 Update process of candidate models
若系 统 中 包 含 更 多 Agent，对 其 中 一 个 建 立




模型关键在于确定模型节点 Mt+1j，l －1 中所存储的模型
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类的过程．
假设某系统中 S = 2， Aj = 3， Ωj = 2，
M0j，l －1 = 4，求解三个时间片上的 I-DID 模型． 首先
获得每一初始模型的解，如图4( a) ( * 是通配符，表
示任意观察值) ; 然后自底向上合并策略树形成策
略图( c) ． 行为等价的基本思想要求: 当其它 Agent
的预测行为完全一致时，即策略树一模一样，方可合




( a) 4 初始模型解的决策树
( a) Policy tree for solving 4 initial models
( b) 合并底层策略树形成的策略图
( b) Policy graph after merging betton of policy trees
( c) 完全策略图
( c) Entire policy graph
图 4 获得行为等价类的过程
Fig． 4 Process of obtaining behaviourally equivalent classes
3 基于 ε-行为等价的近似算法
3． 1 ε-行为等价和信度 － 行为图
I-DIDs 模型中，Agent 的策略可描述为信度 →






定义1 称集合 Mj，l －1 中的模型 mj，l －1 =〈bj，l －1，
θ̂ j〉和m'j，l －1 =〈b' j，l －1，̂θ' j〉为两 ε-行为等价模型，如
果它们满足‖b' j，l －1，bj，l －1‖2 ≤ ε，( ε≥ 0) ，则它们
同处在一个 ε-行为等价类中．













状态下模型的最优动作集合( B，A) ． 设初始顶点为





j，l －1 s) =
1
M0j，l －1
，q = 1，2，…，M0j，l －1 ，
否则瓔 应该表示模型所在 ε-行为等价类中模型权
重总和) ． fv ∶ V→ ( B，A) 为每个节点分配一个信度
状态 B 和一个动作集合 A 中的元素． fe ∶ E→Ω: 为每
条边分配一个观察集合 Ω 中的元素． fe 遵循一个重
要的特性: 以同一节点为起点的两条边，不能被赋予
相同的观察值． 在信度 -行为图中，定义信度转移函
数 SE ∶ B × A × Ω→ B，SE( b，a，o) 返回 b'，SE( b，v，
o) 表示在信度为 b 时，执行动作 a，并观察到 o 值时
所获得的新的信度．
利用信度 -行为图得到的各时间片上 Agent 的
信度集合，即获得各时间片上顶点 V 中的 B 值集合．
定义第 t 个时间步上 Agent 可能的信度集为 Bt，顶点
集合 Vt，该顶点集中的元素与根顶点之间的最短通
路，表示始点到终点时所观察到的环境信息． 我们用
BBGT 表示所有时间片上的信度 -行为图． 在信度 -
行为图上扩展一个顶点的算法描述如下:




step 1 if( t = 0)
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step 2 B0j ← Φ，V← Φ












step 5 该根顶点 r 中的元素 N = N + 1
step 6 else
step 7 B0j ← b
0




step 9 Bt+1 ← Φ
step 10 for each oj ∈ Ω
step 11 bt+1j ← SE( b
t
j，aj，oj )







step 15 Bt+1j ←b
t+1










j 时，执行动作 aj，观察到 oj，而达到
的后续信度，利用标准贝叶斯原理更新信度 bt+1j ←
SE( btj，aj，oj ) ．
3． 2 算法描述
本文提出的基于 ε-行为等价的近似算法中，




外，算法 1 的 step 12，step 13 指示: 如果下一时间片
上该模型的 ε-行为等价模型已经存在，则不需添加
新的顶点，即无需对该模型进行更新． 此时，势必会
影响 i 对 j 预测行为的概率分布． 为弥补这一损失，
需改变 i 对这个已经存在的 ε-行为等价模型的信
度，即改变 i 对 j 模型的权重，如下公式:
bi ( mj，l －1 s) = bi ( mj，l －1 s) + b'i ( m'j，l －1 s) ，
其中bi ( mj，l －1 s) 是 i 对已经存在的 ε-行为等价模型




基于 ε-行为等价的 I-DIDs 近似求解算法可描述如
下:
算法 2 Epsilon BE
初始阶段( t = 0)
step 1 if l≥ 1
step 2 for each mkj ∈ M
0
j，l －1
step 3 反复调用算法 1 Extend BBG
step 4 改变 j 的决策节点 OPT( mkj ) 成相应的
机会节点
step 5 return BBGT
扩展阶段
step 6 for t from 0 to T － 1
step 7 if l≥ 1 then
确定 Mt+1j，l －1 中的最小模型集合
step 8 for each mtj ∈ M
t
j，l －1
step 9 for each aj ∈ OPT( m
t
j )
step 10 for each oj ∈ Ωj
step 11 更新模型信度 bt+1j ← SE( b
t
j，aj，oj )
step 12 if bt+1j ∈ B
t+1
j






step 15 更新节点Mod［Mt+1j，l －1］的条件概率表，
使得行: mtj，aj，oj，列: 与 m
t+1
j 同处在一个 ε-行为等
价类的模型 m't+1j ，所对应的元素上加 1








step 1 ～ step 17 求解了 l － 1 层上的候选模型，




I-DIDs 模型中，t 时间片上，Agent j 的候选模型
数量为 Mj = M
0












两个模型包含的信度之间的距离 ‖b － b'‖2 ≥ ε，
所以各个时间片上形成的模型个数是 O( 槡n /ε) 数
量级的( n 为信度状态空间维度) ，有效地控制了候




实验． 该问题包含两扇门，左门和右门． 状态集 S =
{ TL，TR} ，指示老虎在左门后或右门后; 动作集 Ai
= Aj = { OL，OR，L} 分别表示: 开左门，开右门和倾
听． 倾听是收集信息的行为，提供关于老虎位置( 老




观察集 Ω1 = { GL，GR} 指示老虎的可能位置，其准
确率为 0． 85，观察集 Ω2 = { CL，CR，S} 指示其它
Agent 的可能行为其准确率为 0． 9，两个观察集中元
素可以任意组合成联合观察集合． 当2 个Agent都打
开同一 扇 门 且 该 门 后 没 有 老 虎 时 实 现 最 高 回 报
( + 20) ; 当 2 个 Agent 同时打开藏有老虎的门时收
到较低的回报( － 50) ; 最差的情况是 Agent 打开相
反的门( － 100) ，或者一个 Agent 打开错误的门而另
1 个Agent执行 L动作( － 101) ; 联合动作〈L，L〉的代
价为 － 2． 此外，还要为 0 层上的 DID 模型构造回报
函数: Agent执行 L的动作获得回报 － 1; 打开没有老
虎的门获得回报 10，否则为 － 100．
4． 1 例子
在本例中，取 ε = 0． 2，对 i 建立 I-DID 型并求
解． 取 l = 1，T = 3，M0j，0 = 7． 0 层上，j 的 7 个初始
模型，其信度 Pr( s = TL) 分别为 0． 05，0． 1，0． 15，
0． 35，0． 45，0． 85，0． 95．
当 t = 1 时，模型 m1，0j，0 对应的信度为 b
1，0
j，0 =
〈0． 05，0． 95〉，该信度下的最优决策为 OL，建立信度
行为图 上 的 第 一 个 顶 点 v11 = ( 1，〈0． 05，0． 95〉，





j，0‖ = 0． 07 ＜ ε，所以不必为该模型建立
新的顶点，只需更新 b1，0j，0 所在顶点的数据，此时 v
1
1 =
( 2，〈0． 05，0． 95〉，OL) ． 如此反复，获得 t = 1 时的信
度行为图( 如图 5 顶层上的三个顶点) ．
当 t = 1 时，对于顶点 v11，根据 Agent 的动作选择
及获得的观察，更新模型: Tp ( OL，GL) = Tp ( OL，GR)
= L，j 选择“开左门”，老虎位置发生重置，fe = * ，
( 其中 * 是通配符，无信息积累) ，fv = ( 〈0． 5，0． 5〉，
L) ，即信度行为图上增加 边和顶点 v12 = ( 〈0． 5，
0． 5〉，L) ， 即 b2，0j，0 = 〈0． 5，0． 5〉． 对 于 顶 点 v
2
1，
SE( 〈0． 45，0． 55〉，L，GL) =〈0． 753，0． 247〉，即 b2，1j，0 =
〈0． 753，0． 247〉由于 ‖b2，0j，0 － b
2，1
j，0‖ = 0． 358 ＞ ε，
Tp ( L，GL) = L，增加顶点 v
2
2 = ( 〈0． 753，0． 247〉，L) ．
同理，依算法 1 获得 j 的信度 -行为图，如图 5 所示．
图 5 信度 -行为图




Two-agent 老 虎 问 题 和 Two-agent 机 器 维 修 问
题［10］( S = 3，Ai = Aj = 4，Ωi = Ωj = 2) ，
分别利用基于行为等价的精确算法( ExactBE) ［9］ 和
本文中的 EpsilonBE 算法，求解 1 层上的 I-DID 模
型． 状态空间中初始模型个数 M0j，0 分别取25，50 和
100． 平均分配初始模型权重，随机地初始化环境状
态． 在 Java 环境下运行程序 50 次，取平均值作为最
后 结 果． 系 统 配 置: WinXP， Dual processor
1． 73GHz，2GB memory．
图 6 用双轴曲线绘制了两种算法形成行为等价
类的运行时间( ( a) ，( b) 分别为老虎和机器维修问
题上的实验结果) ． 实验数据表明，ExactBE 算法中
形成行为等价类的运行时间随时间( 度量单位: s)
增长迅速，而 EpsilonBE( 本例取 ε = 0． 01 ) 算法的
运行时间( 度量单位: millisec /10 ) 基本呈线性增长
规律． 图 7( a) ，( b) 给出 ε 上述两个问题 10 个时间
片，不同 ε 值下运行 EpsilonBE 和 ExactBE 算法后，
所获得的平均收益的近似和精确值．
图 7 显示，ε 值越小，Agent 所获得的回报越接近
问题的精确解． 直觉上，算法所需的运行时间就越长．
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( a) 老虎问题的运行时间曲线
( a) Running time curves on tiger problem
( b) 机器维修问题的运动时间曲线
( b) Running time curves on machine maintenance problem
图 6 ExactBE 与 EpsilonBE 运行时间曲线
Fig． 6 Curves of running time for ExactBE and EpsionBE
( a) 老虎问题平均收益曲线
( a) Average reward curve on tiger problem
( b) 机器维修问题平均收益曲线
( b) Average reward curve on machine maintenance problem
图 7 平均收益曲线
Fig． 7 Average reward curves
表 1 各时间片上的模型节点所保留的模型个数




















































不大． 正是如此，I-DIDs 模型的时间片 越大，Epsi-
lonBE 算法所表现的优越性越明显．
5 结 束 语





I-DIDs 模型求解问题的能力． I-DIDs 模型的解是在
预测其它 Agents 行为概率分布的基础上提供给该
Agent 的最优决策，能更有效地描述多 Agent 决策问
题． 但是，该模型忽略了 Agents 之间的通信能力，在
一定程度上限制了该模型的应用范围，也增加了求
解过程的复杂性． 因此，进一步的研究工作要考虑包
含通信行为的 I-DIDs 模型( Com-I-DIDs) ，及其求解
算法．
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