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Liste des abréviations et symboles
Abréviations fréquemment utilisées
Abrv. Expression
ADC Analog-to-Digital Converter (traduction : voir CAN)
BB Bande de Base (Fréquences basses de fonctionnement du circuit analogique ou du DSP)
BFH Bancs de Filtres Hybrides
CAN Convertisseur Analogique-Numérique
CAN-ET CAN à entrelacement temporel
CC Capacités Commutées
DC Direct Current (traduction : Courant continu)
DSP Digital Signal Processor (traduction : processeur de signal numérique)
EB Échantillonneur-Bloqueur
ECP Échantillonnage de Charge Passebande
ET Entrelacement temporel
FAR Filtre Anti Repliement
FEC Filtre à Échantillonnage de Charge
FIR Finite Impulse Response (traduction : Filtre à réponse impulsionelle ﬁnie)
FPIC Filtre Passebande à Intégration de Charge
FT Fonction de Transfert
IF Intermediate Frequency (traduction : Fréquence intermédiaire)
IIR Inﬁnite Impulse Response (traduction : Filtre à réponse impulsionelle inﬁnie)
LNA Low Noise Ampliﬁer (traduction : Ampliﬁcateur faible bruit)
LNTA Low Noise Transconductance Ampliﬁer (trad. : Ampliﬁcateur faible bruit à transconductance)
OL Oscillateur Local
PA Power Amplifer (traduction : Ampliﬁcateur de puissance)
PLL Phase Locked Loop (traduction : Boucle à verrouillage de phase)
RF Radio Fréquences (Fréquences élevées permettant la transmission du signal par ondes radio)
SNR Signal to Noise Ratio (traduction : Rapport signal sur bruit)
SDR Software Deﬁned Radio (traduction : Radio logicielle restreinte)
UCN Unité de Contrôle Numérique
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Symboles
B Bande passante du signal (en Hertz)
C0 Capacité d'intégration (en Farads)
Cox Capacité surfacique de l'oxyde de silicium
gm Coeﬃcent de transconductance (en Ampères par Volts)
ids Courant drain-source
L Longueur de canal d'un transistor
M Nombre de voies dans un convertisseur multi-voies (de type CAN-ET ou BFH )
Vdd Tension d'alimentation
W Longueur de canal d'un transistor
µ Mobilité des porteurs : électron (µn) ou trous (µp)
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Introduction
Ce travail de thèse s'inscrit dans un projet inter-Carnot intitulé TEROPP (Technologies
for TERminals in OPPortunistic radio applications) ﬁnancé par l'ANR de 2008 à 2011. Les
partenaires du projet sont des instituts Carnot-Fraunhofer (en France : Institut Télécom,
Supélec, CEA-LETI, CEA-LIST, IEMN, UTT ; et en Allemagne : IIS Erlangen, HHI Berlin,
FOCUS Berlin). L'objectif de ce projet est de concevoir les éléments clés d'un terminal recon-
ﬁgurable adapté à la radio cognitive. Les travaux portent depuis les antennes jusqu'à l'aspect
réseaux.
La première étape de ce projet a été de déﬁnir des scénarios réalistes pour la radio cognitive.
Par la suite les travaux du projet TEROPP se sont basés sur ces scénarios pour déﬁnir les
cahiers des charges des études. Quatre scénarios ont été avancés :
 Scénario 1, Coopération dans la bande ISM :
La bande ISM a été mise en place pour permettre à de nombreux appareils de communiquer
sans licence sur un réseau sans ﬁl local. Cependant, l'augmentation du nombre de ces réseaux
sans ﬁls locaux provoque de nombreuses interférences. Il faut donc mettre en place un protocole
commun aﬁn que ces réseaux puissent coopérer et améliorer la performance générale.
 Scénario 2, Communs administrés :
Des lieux communs comme des aéroports ou des hôpitaux peuvent être administrés par une
entité centrale, qui pourrait imposer des règles de base (ou 'étiquette') diﬀérentes à chaque
utilisateur. Ceci pourrait permettre de favoriser certains terminaux par rapport à d'autres,
aﬁn de faciliter les communications provenant de médecins, de matériels chirurgicaux, des
employés ou même de clients  premium .
 Scénario 3, Dividende Numérique :
La bande UHF est divisée en canaux, et les canaux 21 à 69 étaient à l'origine assignés aux
services TV analogiques. Ces canaux sont de largeur 8 MHz, ce qui fait que le canal 21
correspond à la bande 470-478 MHz. Un transmetteur de télévision numérique terrestre couvre
une ville et ses environs, et utilise 6 canaux pour diﬀuser environ 36 chaines TV. À un endroit
donné on peut donc prévoir que les services TV utilisent 6 des 49 canaux UHF, laissant 43
canaux libres. En ajoutant à ceci les très bonnes propriétés de propagations des ondes dans
ces bandes, on voit l'intérêt du monde pour la libération de ces bandes.
Les discussions sur l'exploitation de ce dividende numérique ont déjà débuté. Il a été
décidé en 2007 d'attribuer les bandes 60 à 69 aux services mobiles. Néanmoins dans la bande
470-790 MHz un large ensemble de ressources spectrales reste disponible. Cet ensemble est
nommé TV whites spaces (TVWS). Ces TVWS sont vouées à être attribués à un standard de
radio cognitive sans licence. Les principales agences de régulation organisent l'utilisation de
ces bandes comme la FCC aux Etats-Unis, Ofcom au Royaume-Uni, et la commission ECC
de la CEPT en Europe. La FCC a ﬁnalisé la libération des TVWS en 2010 avec l'élaboration
de règles pour la mise en place d'un standard cognitif respectant les standards déjà présents
dans ces bandes (chaines TV, microphones sans ﬁls). Ofcom et l'ECC sont actuellement en
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train de mettre en place des systèmes de radio cognitifs dans ces bandes.
 Scénario 4, Urgences :
Dans un cas d'urgence où l'utilisateur est dans une zone non couverte (les ressources radio ne
sont pas disponibles), le terminal pourrait utiliser un protocole cognitif aﬁn de communiquer
avec les secours ou un autre terminal aux alentours. Cette communication se passerait en util-
isant une bande habituellement attribuée à un autre standard, tout en prenant en compte les
priorités d'urgence qui auront été déﬁnies. La radio cognitive permet ici un rôle d'interopéra-
bilité.
Chaque sous-projet s'est ensuite appuyé sur ces scénarios pour ses travaux. Notre thèse est
une des trois thèses du sous-projet traitant du " frontal " RF agile en fréquences multi-voies et
s'intéresse plus particulièrement à la numérisation d'un signal large-bande via une architecture
multi-voies. Nous avons proposé et étudié une nouvelle architecture basée sur la technique de
banc de ﬁltres hybride (BFH). Un BFH est une architecture parallèle à sous-échantillonnage
qui met en jeu de l'analogique, i.e. des ﬁltres analogiques et des convertisseurs analogique-
numérique ainsi que du traitement numérique. L'originalité de l'architecture proposée est
d'utiliser des ﬁltres à échantillonnage de charge passe-bande pour les ﬁltres analogiques. Ces
ﬁltres ont l'avantage d'être facilement intégrables en CMOS et reconﬁgurables. Une telle
architecture devrait permettre de convertir une bande très large, tout en limitant la complexité
et la consommation et oﬀre des possibilités de reconﬁgurabilité en termes de bande reçue et
résolution.
Plan du manuscrit
Ce manuscrit est divisé en cinq parties :
Une première partie est consacrée au contexte de nos travaux. Nous présentons la radio
reconﬁgurable, les scénarios visés par notre projet, et les contraintes qui en découlent sur
l'architecture de réception RF. Nous présentons les architectures RF envisagées et celle que
nous avons retenue.
Dans une seconde partie, nous présentons les architectures parallèles de conversion analogique-
numérique et leurs atouts dans un contexte de récepteurs larges bandes et reconﬁgurables.
Nous détaillons l'architecture à bancs de ﬁltres hybrides (BFH), composée de ﬁltres analogiques
et numériques, et nous présentons la méthode choisie permettant de synthétiser les ﬁltres
numériques optimaux. Nous mettons en évidence la faible robustesse des BFH face aux dévia-
tions des paramètres analogiques ce qui nous amène à proposer de nouveaux ﬁltres analogiques
à implémenter dans les BFH dans le but d'améliorer cette robustesse.
Dans une troisième partie, nous présentons les ﬁltres à échantillonnage de charge passe-
bande et leurs atouts dans le cadre d'une intégration dans une récepteur RF reconﬁgurable.
Nous décrivons tout d'abord l'échantillonnage en bande passante et son extension au cas des
ﬁltres à BFH. Nous présentons ensuite l'échantillonnage de charge tel que décrit dans l'état
de l'art, en particulier le cas particulier de l'échantillonnage de charge passe-bande (ECP)
qui nous intéresse. Nous détaillons enﬁn les circuits de l'état de l'art utilisant les ﬁltres à
échantillonnage de charge et ECP.
Dans une quatrième partie nous décrivons en détail l'architecture proposée. Nous présen-
tons son architecture générale et ses atouts au regard des spéciﬁcations. Puis nous étudions les
ﬁltres analogiques de types ECP adaptés à une intégration dans des BFH. Cette intégration
nous a amenés à étudier le ﬁltrage ECP dans un contexte théorique plus général que celui
décrit dans la littérature. Puis, nous décrivons les contraintes sur les signaux qui commandent
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ces ﬁltres ECP et sur l'architecture de contrôle qui génère ces signaux. Nous étudions ensuite
la robustesse de l'architecture face à certaines imperfections au niveau système.
La simulation du circuit au niveau électrique fait l'objet de la cinquième partie. Nous
décrivons dans un premier temps la modélisation électrique de la partie analogique. Puis nous
proposons une méthode de simulation permettant de simuler le circuit au niveau système tout
en tenant compte du comportement électrique de la partie analogique. Enﬁn nous présentons
les résultats des simulations.
Nous terminons ce manuscrit en présentant la conclusion sur ces travaux ainsi que les
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3Chapitre 1
Réception radio reconﬁgurable
1.1 Contexte de la radio reconﬁgurable
1.1.1 Évolution actuelle des systèmes de télécommunications sans ﬁl
Ces dernières années, le bouleversement des habitudes des utilisateurs a accompagné de
nombreuses évolutions dans les systèmes de radio mobiles, ainsi que dans les stratégies des
fabricants de terminaux. Le développement de services de transmissions de données (comme
EDGE) puis l'arrivée des systèmes radio mobiles de 3e génération ont permis l'apparition de
nouveaux usages mobiles (internet, téléchargement, streaming vidéo, synchronisation de don-
nées en ligne). Depuis 2005, le nombre d'utilisateurs de téléphones intelligents, puis de clés 3G
et tablettes ne cesse de croître. Ces terminaux ont la caractéristique d'intégrer de plus en plus
de systèmes radio (2G, 3G, WiFi, Bluetooth, GPS, NFC,etc.), des processeurs toujours plus
puissants, et des applications requérant de plus en plus de débit et de ﬁabilité de connexion.
Ceci mène à une saturation progressive des réseaux 3G et WiFi dans les grandes villes. De
nouveaux standards sont développés pour accompagner l'augmentation des besoins. Les sys-
tèmes de 4e génération actuellement en ﬁn de développement proposeront une augmentation
des débits et une plus grande ﬁabilité de connexion grâce à de nouvelles bandes attribuées.
Mais ces systèmes sont basés sur le même modèle que ceux existants, ce qui fait que, tôt ou
tard, on verra apparaître à nouveau une saturation dans ces bandes.
Les systèmes de communication actuels ainsi que ceux de 4e génération proposent un lien
radio haut débit permettant d'assurer des communications tant vocales que multimédia. Dans
les systèmes actuels, les communications vocales sont assurées grâce à des protocoles spéci-
ﬁques, et les communications multimédia se font via des protocoles de données. Même si la
vision d'une communication uniﬁée commence à apparaître lorsque des opérateurs mobiles
proposent des forfaits uniquement  données  pour les clés 3G et les tablettes, elle reste pour
l'instant loin d'être déployée à grande échelle. En eﬀet, le réseau GSM massivement déployé
reste le support principal des communications vocales sans ﬁl. De plus, les opérateurs contin-
uent à investir massivement sur le développement du réseau 3G pour une augmentation de la
couverture et des débits multimédia, tout en conservant une cohabitation avec le réseau GSM
pour assurer une bonne couverture des communications vocales. Par ailleurs, pour assurer une
connexion haut débit local, les terminaux récents embarquent le système Wi-Fi ou 802.11 qui
permet une connexion de données à haut débit sur une portée faible de quelques dizaines de
mètres maximum. Ainsi ces systèmes sont basés sur une juxtaposition de nombreux standards,
chacun travaillant dans des bandes spéciﬁques.
Dans ce contexte de multitude de standards pour des utilisations variées, nous pouvons
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conclure que de nombreux standards vont continuer à coexister dans les années à venir, avec
une grande variété de spéciﬁcations matérielles, de fréquences de fonctionnement, de largeurs
de canaux, de zones de couverture. Selon la position géographique, le nombre de standards
coexistant sera très variable, et évoluera diﬀéremment dans le temps. Un terminal doit donc
gérer de nombreux standards, avec des architectures et des contraintes de fonctionnement
très diﬀérentes. Ceci mène à une accumulation de chaînes de réception dans les terminaux,
augmentant alors la surface et la consommation de ces mêmes terminaux.
Par ailleurs, les bandes de fréquences associées à ces standards sont amenées à être saturées,
alors que de nombreuses autres bandes de fréquences sont laissées sous-utilisées.
1.1.2 Une utilisation inégale du spectre radio
Le spectre radioélectrique est une ressource naturelle qui, à ce titre, est gérée par les
gouvernements de chaque pays. Certaines bandes sont réservées à des applications militaires,
d'autres sont réservées aux diﬀusions télévisées, aux diﬀusions radiophoniques, d'autres sont
attribuées sous licence aux opérateurs mobiles, d'autres enﬁn comme la bande WiFi sont
laissées à une utilisation sans licence. Cette variété dans l'attribution du spectre ainsi que
dans le fonctionnement des standards entraîne une grande diversité du taux d'utilisation
suivant les standards et les fréquences (1).
En eﬀet, lorsque l'on scanne une portion du spectre radio, on observe que (3) :
 Certaines bandes de fréquences sont largement inoccupées la grande majorité du temps
(par exemple certaines bandes TV dans certaines régions) ;
 Certaines bandes sont inoccupées de temps en temps (par exemple l'utilisation de la
bande WiFi varie beaucoup en fonction de la position exacte, du voisinage, ou du mo-
ment de la journée) ;
 Certaines bandes sont régulièrement saturées (par exemple les bandes actuelles du sys-
tème 3G dans les zones les plus peuplées).
L'utilisation du spectre est ainsi concentrée sur certaines parties de celui-ci alors qu'une por-
tion signiﬁcative reste inutilisée. Selon la commission fédérale américaine des communica-
tions, le taux d'utilisation du spectre varie temporellement et géographiquement entre 15%
et 85% (1).
Cette sous-utilisation du spectre radio amène à parler d'opportunités spectrales (4) (en
anglais spectrum holes ) dont la déﬁnition est (3) :
Une opportunité spectrale est une bande de fréquences assignée à un utilisateur
principal, mais qui, à certains moments et certaines positions géographiques, n'est
pas utilisée par cet utilisateur.
Ces opportunités spectrales sont décrites sur la Figure 1.1.
L'utilisation du spectre peut être grandement améliorée en permettant à un utilisateur sec-
ondaire d'accéder pendant une durée limitée au spectre libéré par l'utilisateur primaire. L'u-
tilisateur secondaire aurait alors un comportement opportuniste dans l'utilisation de cette
bande.
1.1.3 Radio logicielle et radio cognitive
Un lien radio permettant d'analyser un large spectre, d'émettre sur un grand nombre
de bandes de fréquences, en s'adaptant en temps réel à l'utilisation des diﬀérentes bandes,
permettrait de proﬁter au mieux du spectre radio.
5Fig. 1.1  Concept d'opportunités spectrales (1)
Le terme de radio cognitive a été créé en 1999 par Joseph Mitola (5). Il déﬁnit un lien
d'émission-réception radio dont la partie matérielle est contrôlée et paramétrée par la par-
tie logicielle. De plus, ce lien radio est conscient de l'utilisation spectrale ambiante et peut
s'adapter à celle-ci.
De par sa déﬁnition, deux principales caractéristiques de la radio cognitive sont déﬁnies :
 Capacité cognitive : La capacité cognitive réfère à l'habilité de la technologie radio à
capturer ou sonder des informations sur son environnement radio. Cette capacité n'est
pas seulement d'observer la puissance diﬀusée dans diﬀérentes bandes fréquentielles d'in-
térêt. Des techniques plus évoluées sont demandées dans le but de capturer les variations
temporelles et spatiales dans cet environnement radio, et d'éviter les interférences avec
les autres utilisateurs. Grâce à cette capacité, on identiﬁe les portions du spectre qui ne
sont pas utilisées à un instant et un lieu donnés. Ainsi, l'utilisateur peut sélectionner les
canaux et les paramètres de fonctionnement les plus appropriés pour transmettre.
 Reconﬁgurabilité : La capacité cognitive permet au lien radio de connaître son environ-
nement spectral et de se reprogrammer dynamiquement. Plus spéciﬁquement, la radio
cognitive doit pouvoir être reprogrammée pour transmettre et recevoir sur une grande
variété de fréquences et de standards.
Il existe de nombreux moyens de permettre à un système radio de connaître son environ-
nement spectral. Les deux principales méthodes envisagées sont d'une part la géolocalisation
et l'utilisation de bases de données, et d'autre part le sondage spectral (6). En 2010, la solution
base de données a été choisie aux USA lors des projets sur l'ouverture de la bande des Whites
Spaces (7). Cette solution permet à l'appareil mobile de télécharger depuis l'internet les in-
formations concernant son environnement spectral. Son avantage est qu'elle permet d'alléger
grandement les contraintes sur le mobile en lui enlevant le travail de sondage spectral (8). Mais
cette méthode a ses limitations : premièrement, elle requiert un opérateur de conﬁance pour
mesurer régulièrement l'utilisation spectrale et administrer les données, et deuxièmement, elle
ne permet pas une précision géographique suﬃsante et une mise à jour suﬃsamment régulière
des données. Il a donc été choisi d'y ajouter la fonction de sondage spectral qui sera décrite
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par la suite. Lors de la libéralisation des Whites Spaces par la Commission Fédérale des
Communications américaine (FCC) et la mise en place du tout premier standard cognitif en
2010 (9), les bases de données et géolocalisation ont été rendu obligatoires, le sondage spectral
est optionnel. La combinaison des deux approches permettrait d'augmenter les performances
et la ﬁabilité du comportement cognitif des terminaux compatibles.
La fonction de sondage spectral (FSS) est donc sans doute un des points cruciaux pour
le développement de la radio cognitive. La FSS permet d'observer l'occupation du spectre et
permet donc la prise en compte des interférences ainsi que la détection de l'éventuelle présence
d'un utilisateur principal (3). Dans certains scénarios opportunistes, il peut exister des util-
isateurs prioritaires (par exemple des services d'urgences) et des utilisateurs secondaires. Un
utilisateur secondaire n'ayant pas la priorité sur l'utilisation d'un canal, il doit être capable
de détecter un utilisateur principal voulant reprendre son canal et de libérer le canal le plus
rapidement possible aﬁn de ne pas gêner cet utilisateur principal. Ceci demande une analyse
très fréquente et rapide de l'ensemble de la bande fréquentielle d'intérêt (10).
La grande majorité des travaux actuels sur la radio cognitive, et en particulier sur le
sondage spectral, a porté sur les aspects algorithmiques (11), (12). Sur les aspects matériels,
une architecture de sondage spectral a été proposée en 2008 par (13) mais elle est basée sur
une analyse séquentielle de bandes de fréquences très ﬁnes jusqu'à couvrir l'ensemble de la
bande d'intérêt. Ceci n'est pas satisfaisant dans le cadre d'une utilisation opportuniste car
l'analyse successive de l'ensemble de la bande est lente et ne permettrait pas à l'utilisateur
secondaire de détecter suﬃsamment rapidement l'utilisateur principal et de libérer le canal
sans causer de perturbation. Pour répondre au besoin d'une détection ﬁable, l'ensemble de la
bande doit être analysée simultanément.
Les termes radio logicielle, SDR, radio opportuniste et radio cognitive qui ont été évoqués
dans cette partie et dans la littérature sont proches et sont même souvent utilisés l'un à la
place de l'autre. Mais il existe pour chacun des spéciﬁcités qui vont être détaillées ici :
 La radio logicielle est un circuit hypothétique dans lequel l'ensemble des signaux reçus
serait directement converti en numérique après l'antenne. Ainsi, l'ensemble du traite-
ment du signal pour la réception des signaux radiofréquences se fait dans la partie
numérique. Ceci facilite grandement la reconﬁgurabilité de l'architecture de réception.
Cependant, une telle architecture n'est pas possible actuellement car elle demanderait
entre autres des contraintes trop fortes sur le convertisseur analogique-numérique. Une
architecture plus réaliste nommée SDR a été proposée (14).
 La radio logicielle restreinte (SDR pour Software Deﬁned Radio) est une version plus
réaliste de la radio logicielle : les signaux sont convertis en numérique après une sélection
de la bande utile (15). La radio logicielle et la SDR sont donc des liens radiofréquences
dont certains paramètres de réception sont commandés par le logiciel et sont reconﬁg-
urables.
 La radio opportuniste est une radio logicielle qui a en plus une capacité à détecter les
opportunités spectrales et à adapter ses paramètres radio pour transmettre dans le canal
disponible.
 La radio cognitive est une radio opportuniste qui possède en plus des capacités cogni-
tives : Être capable d'analyser le comportement des autres utilisateurs, prévoir l'util-
isation du spectre, adapter son comportement pour optimiser l'utilisation du spectre
fréquentiel. Le sous-projet 1 du projet Teropp décrit en introduction a porté sur l'étude
de stratégie de comportement individuel de chaque terminal pour optimiser l'utilisation
collective du spectre. Le terme radio cognitive est actuellement le terme le plus utilisé
pour nommer une radio reconﬁgurable et intelligente.
7Ainsi, un récepteur radio permettant de sonder et d'analyser un large spectre, d'émettre
et recevoir sur un grand nombre de bandes de fréquences, en s'adaptant en temps réel à
l'utilisation des diﬀérentes bandes, permettrait de proﬁter au mieux du spectre radio. Cette
plateforme matérielle devra être très ﬂexible et paramétrée par le logiciel.
1.2 Scénario étudié et spéciﬁcations matérielles
1.2.1 Contraintes sur le récepteur radio
Cette thèse s'intéresse à la partie matérielle d'un récepteur mobile reconﬁgurable pour



















Fig. 1.2  Schéma général d'un émetteur-récepteur radio avec focalisation sur la réception
Comme nous l'avons décrit précédemment, le contexte actuel tend vers une augmentation
des débits, l'optimisation des ressources fréquentielles, la réduction du coût du matériel de
réception. Pour répondre à ces besoins, le récepteur idéal devrait :
 traiter une bande de fréquence large avec une consommation limitée,
 être intégré de façon monolithique et réduire la complexité de la partie analogique pour
réduire les coûts de fabrication,
 et être versatile, pour pouvoir s'adapter à l'évolution du paysage des fréquences, la
conception de circuit universel, et éventuellement la calibration.
Le matériel doit donc être capable d'adapter sa conﬁguration pour remplir diﬀérentes fonctions
suivant les besoins du logiciel :
 un sondage spectral large : une exploration grossière sur une large plage de fréquences
pour diﬀérencier les opportunités spectrales des bandes occupées ;
 un sondage spectral ﬁn : une focalisation sur des bandes de fréquences plus ﬁnes avec
une résolution plus élevée pour obtenir des informations sur l'utilisateur d'une bande et
sur son comportement au cours du temps ;
 un lien radio agile en fréquences et reconﬁgurable par le logiciel.
Enﬁn, selon les contraintes déﬁnies par le projet Teropp, ce matériel doit être adapté à une
utilisation mobile avec de faibles coûts de fabrication : le circuit doit être conçu dans un
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processus de fabrication de circuits CMOS standard, sur une faible surface silicium et avec
une faible consommation d'énergie.
Ainsi, en se basant sur les scénarios décrits en introduction et sur les contraintes déﬁnies
ici, nous allons pouvoir décrire plus en détail les contraintes techniques.
1.2.2 Scénario  Sondage spectral et réception large bande dans la bande
TV 
Nous avons vu dans l'introduction que plusieurs scénarios avaient été proposés lors de la
création du projet Teropp, et que ﬁnalement celui lié à la libération des white spaces dans la
bande TV a été retenu. En se basant sur ce scénario et sur les contraintes déﬁnies dans le para-
graphe précédent, nous allons déﬁnir plus précisément les caractéristiques de notre système.
Dans ce scénario, le dispositif se comporte selon deux modes. Dans le mode Sondage large,
il s'agit d'explorer une très large-bande incluant les bande TV  White Spaces ([470-790]
MHz) aﬁn de trouver un ou plusieurs canaux libres pour communiquer. La résolution peut se
limiter à 6 bits car le seul but est de détecter les canaux occupés et d'obtenir des informations
grossières sur les utilisateurs. Une fois que le ou les canaux d'intérêt sont déterminés, le dis-
positif est reconﬁguré par le logiciel pour passer en mode communication. Une résolution plus
élevée est alors nécessaire aﬁn de pouvoir recevoir l'ensemble des informations. Dans notre
cas d'étude, nous avons choisi que la focalisation se fasse sur une bande TV (6MHz) et à une
résolution de 14 bits, résolution adaptée aux standards les plus contraignants comme le GSM.
Le tableau 1.1 récapitule les spéciﬁcations de la conversion pour chaque mode.
Mode Largeur de bande SNR Résolution
Sondage large 320 MHz 36dB 6 bits
Réception ﬁne 6 MHz 82dB 14 bits
Tab. 1.1  Scénario  Sondage et Communication dans les bandes TV White Spaces - spé-
ciﬁcations de conversion
Ainsi un tel système de numérisation devrait pouvoir présenter une bande de conversion et
une résolution adaptables par logiciel. C'est ce que l'on appelle la focalisation spectrale (16).
La Figure 1.3 illustre ce principe pour un exemple d'application qui devrait alternativement











Fig. 1.3  Illustration du principe de la focalisation spectrale
Aﬁn de répondre aux besoins de conversion de la radio cognitive, il faut donc élargir les
bandes de conversion tout en rendant la conversion versatile. Pour élargir la bande en restant
9dans une technologie donnée, une technique consiste à mettre en parallèle plusieurs voies de
conversion. C'est ce qui sera présenté dans le chapitre 2.
Ainsi, après avoir déﬁni les contraintes liées au projet et aux technologies choisies, nous
allons maintenant présenter les architectures de réception disponibles dans l'état de l'art et
sélectionner la plus adaptée aux contraintes du projet.
1.3 Architectures de réception radio
Quel que soit le circuit d'émission-réception, qu'il ait un fonctionnement interne analogique
ou numérique, sa fréquence de fonctionnement et les fréquences de ses signaux sont limitées.
Aussi, aﬁn de permettre une bonne transmission du signal par ondes radiofréquences et pour
émettre uniquement sur les bandes de fréquences attribuées à son standard, un émetteur doit
convertir ses signaux internes basses fréquences vers des signaux à hautes fréquences (RF).
Inversement, les ondes RF reçues par un récepteur doivent être transposées à basse fréquence
(bande de base) puis être converties en numérique pour pouvoir être traitées par le circuit.
Pour l'étape de réception, diﬀérentes architectures existent aﬁn de transformer les signaux
RF vers la bande de base (BB) et de les convertir en numérique.
1.3.1 Architecture superhétérodyne
L'architecture superhétérodyne a été inventée par Edwin Howard Armstrong en 1918. Elle
est encore utilisée dans de nombreux systèmes comme certains transmetteurs radio, radars,
télémètres, radiotélescopes, détecteurs de métaux, etc (17). Un récepteur superhétérodyne
possède un oscillateur local (OL) qui crée une porteuse ajustée pour être relativement proche
en fréquence du signal ou du canal à recevoir. Lorsque les deux signaux sont multipliés, un
signal dont la fréquence est la diﬀérence entre les deux signaux apparaît. On dit que le signal
d'entrée a été transposé à une fréquence plus faible, ou qu'il a été démodulé. Le principe
de l'architecture superhétérodyne consiste à régler le signal provenant de l'OL pour que la
transposition du signal reçu se fasse vers une fréquence intermédiaire (IF). Le signal est ﬁltré,
puis converti par un nouvel étage de transposition vers une fréquence basse nommée bande de
base. Suivant l'application, ce signal peut être ensuite traité en numérique ou transmis à un
système de diﬀusion comme des hauts-parleurs. La forme la plus répandue dans les systèmes
actuels est celle à deux étages de démodulation dont le principe est illustré sur la Figure 1.4.
En pratique, cette architecture est composée de plusieurs étages dont les fréquences de
fonctionnement et les technologies d'intégration sont très diﬀérentes. Cette hétérogénéité com-
binée avec la complexité de la partie analogique va limiter l'intégration de l'architecture su-
perhétérodyne aux systèmes RF avancés. Celle-ci reste néanmoins très utilisée, même pour la
radio logicielle lorsque celle-ci ne nécessite pas une analyse très rapide du spectre (13).
1.3.2 Architecture homodyne
L'architecture homodyne est actuellement la plus répandue dans les récepteurs mobiles
(14), (18). Le signal est directement transposé en bande de base, sans étage de fréquence
intermédiaire. La partie analogique est réduite à son strict minimum (ﬁltre passe bande,
ampliﬁcateur faible bruit), ce qui facilite l'intégrabilité et la portabilité technologique. L'enjeu
se reporte sur la conversion analogique-numérique qui va devoir convertir directement des
larges bandes. Cette architecture est représentée en Figure 1.5. La principale faiblesse de cette
architecture est que étant donné que le signal est converti directement en basse fréquence, il



















Fig. 1.4  Schéma d'un récepteur superhétérodyne
sera très sensible aux bruits à basses fréquences (bruit en 1/f), et aux composantes statiques,
en particulier celles introduits par l'OL. Cette architecture impose donc de fortes contraintes













Fig. 1.5  Architecture du récepteur homodyne
1.3.3 Architecture faible-IF
L'architecture faible-IF (présentée en Figure 1.6) combine les avantages des architectures
superhétérodynes et homodynes et proﬁte des nouvelles techniques de numérisation (19),
(20). Le signal est converti en bande intermédiaire (IF). Le signal IF est ensuite directement
numérisé, sans démodulation en bande de base. Il est ensuite traité et transposé en fréquences
par le DSP. Cette architecture évite la complexité de l'architecture superhétérodyne et ne
démodule pas le signal en bande de base ce qui réduit les problèmes de bruit en basses
fréquences. La principale diﬃculté de cette architecture est de pouvoir numériser un signal
centré sur une fréquence intermédiaire IF. Les techniques récentes de conversion large bande
et en bande passante ont permis le développement de cette architecture pour les récepteurs
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RF.
Cette architecture possède encore un certain nombre de composants analogiques, qui sont
contraignants en termes de surface silicium et en terme de reconﬁgurabilité. L'idéal pour
répondre aux contraintes de notre projet serait une architecture qui convertirait directement
























Fig. 1.6  Architecture du récepteur  Low - Intermediate Frequency (IF) 
1.3.4 Architecture à sous-échantillonnage pour réception directe RF en
bande passante
L'architecture à sous-échantillonnage (décrite en Figure 1.7) permet de recevoir un signal
passe-bande tout en évitant une étape de démodulation analogique, coûteuse en éléments
analogiques. C'est une nouvelle approche, commercialisée par encore peu d'industriels (comme
Texas Instruments (21)). Cette technique utilise le principe des capacités commutées aﬁn de
séparer l'étape d'échantillonnage de celle de la quantiﬁcation. Dans une conversion analogique-
numérique classique, le signal analogique est en même temps échantillonné et quantiﬁé. Ici,
l'étape d'échantillonnage est réalisée en premier lieu, puis des traitements analogiques en
temps discret sont réalisés, et enﬁn le convertisseur n'a plus qu'à quantiﬁer le signal.
Un ﬁltrage RF sélectionnant la bande d'intérêt est tout d'abord nécessaire aﬁn d'éviter
que des signaux parasites hors bande se replient dans le signal utile lors de l'échantillonnage.
Au moment de l'échantillonnage, si le signal est passe-bande, on peut échantillonner à une
fréquence plus faible que deux fois la fréquence haute du signal. Avec une fréquence d'échan-
tillonnage appropriée, de l'ordre de grandeur de seulement deux fois la largeur de la bande
d'intérêt, on peut créer un repliement volontaire qui permettra une reconstitution du signal.
La théorie sur le sous-échantillonnage passe-bande ainsi que le calcul de la fréquence d'échan-
tillonnage adéquate sont décrits au début du chapitre Chapitre 3. La nature discrète du signal
échantillonné permet d'utiliser le principe des capacités commutées, qui met en jeu uniquement
des commutateurs MOS et des faibles capacités. On peut donc réaliser des ﬁltres très précis,
reconﬁgurables, et dans une technologie Cmos avancée. Cette technique a été introduite par
Texas Instruments en 2004 pour des récepteurs Bluetooth (21). STMicroelectronics a proposé







Fig. 1.7  Architecture du récepteur à sous-échantillonnage
un récepteur à échantillonnage RF en CMOS 90nm pour le standard GSM en 2006 (18). Il
applique sur une architecture homodyne la technique de capacités commutées (limitation du
rejet des fréquences images, ﬁltres réels, etc.) sans souﬀrir des non-linéarités d'une architec-
ture superhétérodyne. Enﬁn, un projet joint entre Télécom ParisTech et STMicroelectronics
a proposé un échantillonneur direct RF pour GSM900 et 802.11g double-mode en technologie
90nm (22). Cependant, le principe des capacités commutées possède également ses défauts.
Lorsque l'on passe d'un n÷ud technologique au suivant, la taille des capacités se réduit beau-
coup moins que celle de la partie numérique. La proportion des capacités dans le circuit total
va être grandissante avec l'avancée des n÷uds technologiques. Il faut donc toujours limiter la
complexité du circuit de ﬁltrage analogique à temps discret. Ainsi, cette architecture de sous-
échantillonnage pour réception directe RF en bande passante permet l'échantillonnage puis la
quantiﬁcation d'un signal passe-bande en réduisant le nombre de composants analogiques et
en échantillonnant à une fréquence faible. Nous nous sommes donc appuyés sur cette technique
pour la sélection de notre architecture.
1.4 Architecture proposée
Aﬁn de réduire la part des traitements analogiques dans le récepteur (source de complex-
ité du circuit, hétérogénéité, faible reconﬁgurabilité) et répondre aux spéciﬁcations du projet,
le récepteur idéal devrait convertir en numérique une bande de fréquence couvrant jusqu'à
la fréquence maximale d'intérêt, et faire cette conversion directement après l'antenne, puis
ensuite eﬀectuer tous les traitements dans la partie numérique. Malheureusement, une telle
architecture n'est pas envisageable actuellement, car comme le signal est large bande et en
bande passante, et qu'il n'y a pas de démodulation par mixage, le CAN nécessaire pour conver-
tir une si grande bande serait bien trop complexe pour notre cahier des charges (problème de
surface de circuit, de consommation). Nous avons donc opté pour une autre architecture, qui
combine les bancs de ﬁltres hybrides (BFH) (aﬁn de traiter des bandes larges, voir Chapitre 2)
et le sous-échantillonnage RF passe-bande (introduit dans le paragraphe précédent 1.3.4). Aﬁn
de limiter la complexité de la partie analogique, les fonctions ﬁltrages analogiques nécessaires
aux BFH ne seront pas réalisées par des ﬁltres à capacités commutées, mais uniquement par
des ﬁltres à échantillonnage de charge passe-bande décrits dans le Chapitre 3. L'architecture








































Fig. 1.8  Schéma général de l'architecture proposée
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Dans le chapitre suivant nous allons présenter l'architecture à BFH. Nous la comparerons
à l'autre architecture multivoies, le convertisseur à entrelacement temporel. Nous présenterons
l'adaptation du modèle pour tenir compte du bruit de quantiﬁcation. Puis dans le Chapitre 3
nous présenterons l'échantillonnage de charge passe-bande ses atouts et son utilisation dans
la littérature. Enﬁn dans les chapitres suivants nous présenterons l'architecture qui intègre
ces composants, l'adaptation de leurs modèles au nouveau contexte, puis les modélisations et
études réalisées sur ce circuit.
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Chapitre 2
Systèmes de numérisation à Bancs de
Filtres Hybrides à temps continu
Des systèmes de conversion analogique-numérique parallèles à sous-échantillonnage sont
étudiés depuis les années 1980 (23) (24) (25) (26). Ils permettent à partir de convertisseurs
analogique-numérique élémentaires fonctionnant à une vitesse donnée d'élargir la bande de
conversion. Au mieux, l'élargissement de la bande se fait avec un facteur égal au nombre de
CAN mis en parallèle.
La Figure 2.1 illustre le principe de quelques unes de ces architectures. Un premier étage dé-
compose le signal en plusieurs signaux. Puis les signaux de chaque voie sont sous-échantillonnés
par rapport à la fréquence de Nyquist du signal d'entrée. Enﬁn, une reconstruction numérique
appropriée permet de reconstituer en sortie un signal numérique qui soit le plus proche pos-
sible du signal d'entrée échantillonné à sa fréquence de Nyquist. Il existe actuellement deux
grandes familles de systèmes de ce type : les CAN à Entrelacement Temporel (CAN-ET) et
































Fig. 2.1  Principe des systèmes parallèles à sous-échantillonnage pour numériser un signal
large-bande
162. Systèmes de numérisation à Bancs de Filtres Hybrides à temps continu
Dans ce chapitre, nous décrivons les deux solutions de systèmes de numérisation parallèles
(CAN-ET et BFH). Puis, nous décrivons quelques méthodes de synthèse de BFH.
2.1 Les solutions parallèles à sous-échantillonnage
Les architectures parallèles multi-débits sont apparues dans les années 1980 dans le but
d'élargir la bande de conversion à partir d'une vitesse de conversion donnée. Il existe deux
principes d'architectures parallèles, l'une basée sur l'entrelacement temporel, l'autre sur la
décomposition fréquentielle.
2.1.1 Convertisseurs Analogique/Numérique à Entrelacement Temporel
(CAN-ET)
Cette technique a été étudiée dans les années 1980 (27) et a donné lieu à de nombreuses
réalisations sur le marché (28). Le principe des convertisseurs analogique-numérique à en-
trelacement temporel est d'utiliserM CAN qui travaillent de manière cyclique à une fréquence
réduite 1MT . En récupérant les sorties des CAN de manière cyclique, nous obtenons alors un
signal numérisé à la cadence 1T . La Figure 2.2 présente le schéma fonctionnel d'un tel conver-











Fig. 2.2  Principe d'un CAN-ET
M CAN échantillonnent un signal de fréquence de Nyquist 1T à des périodes d'échantil-
lonnage de MT . Les instants d'échantillonnage des CAN sont décalés les uns par rapport aux
autres d'une durée T . La Figure 2.3 montre les signaux de commande des CAN. Après l'échan-
tillonnage, un multiplexeur oriente les échantillons de chaque voie vers la sortie aux instants
appropriés. La Figure 2.4 présente une modélisation d'un CAN-ET qui permet d'analyser les
performances théoriques d'un tel système. Le CAN de chaque voie est ici modélisé par un
échantillonneur et un quantiﬁcateur. Nous pouvons alors montrer que la résolution théorique
obtenue en sortie est celle que nous avons sur chacune des voies, ceci quel que soit le type de
signal présent à l'entrée (bande étroite ou bande large). Ceci sera développé en partie 2.1.3.2.
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Nous pouvons noter que même si chaque convertisseur travaille à une fréquence réduite, sa


























Fig. 2.4  Modélisation d'un CAN-ET
2.1.2 Convertisseurs à Bancs de Filtres Hybrides (BFH)
Alors que les systèmes à entrelacement temporel décomposent le signal dans le domaine
temporel, les convertisseurs à Bancs de Filtres Hybrides (BFH) décomposent le signal à con-
vertir dans le domaine fréquentiel (29). Cette décomposition se fait par un banc de ﬁltres
182. Systèmes de numérisation à Bancs de Filtres Hybrides à temps continu
analogiques (banc d'analyse). Les signaux ﬁltrés sont échantillonnés simultanément à une ca-
dence plus faible que la fréquence de Nyquist du signal d'entrée, puis sur-échantillonnés et
recomposés via un banc de ﬁltres numériques (banc de synthèse) pour reconstituer le signal
numérique souhaité. Un tel système est dit hybride car il intègre un étage analogique et un
étage numérique. (Remarque : il ne faut pas confondre avec les bancs de ﬁltres hybrides tout
numériques pour lesquels le mot hybride signiﬁe qu'ils intègrent des ﬁltres numériques FIR et
IIR).
À partir des voies sous-échantillonnées, le BFH classique va reconstruire un signal large
bande numérisé à la fréquence de Nyquist du signal d'entrée. Il est également possible que la
partie numérique reconstruise une seule sous-bande parmi les M sous-bandes qui composent
la bande à convertir. Dans ce cas, on appelle ce type de BFH un BFH à sous-bande (BFHS).
Cette fonctionnalité est intéressante dans un contexte de Radio Cognitive. Toutefois, dans


















Fig. 2.5  Modélisation du BFH classique
La Figure 2.5 présente la modélisation d'un BFH à M voies. Idéalement, les M ﬁltres
analogiques traitent M sous-bandes disjointes Si (0 ≤ i ≤ M − 1) de la bande de fréquences
à traiter, comme le montre la Figure 2.6. Dans ce cas, les ﬁltres de synthèse sont aussi des
ﬁltres parfaitement sélectifs. En considérant ces réponses idéales, nous pouvons en déduire
la résolution théorique en sortie à partir de la résolution de chaque convertisseur. Ceci nous
permet de montrer qu'à résolution de convertisseur égale, ce type de BFH permet d'élargir la
bande totale de fréquences traitées tout en limitant la consommation de l'ensemble (détails
en paragraphe 2.1.3.2).
2.1.3 Impact des imperfections sur les systèmes de conversion parallèles
dans les CAN-ET et les BFH
La quantiﬁcation des CAN et le ﬁltre anti-repliement en amont de la conversion sont
souvent considérés comme idéaux dans un premier temps dans les études au niveau système
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(a) Filtres d'analyses idéaux
(b) Filtres de synthèse idéaux
Fig. 2.6  Réponses fréquentielles idéales des ﬁltres : (a) banc d'analyse ; (b) banc de synthèse
du BFH
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des structures parallèles à sous-échantillonnage. Toutefois, il faut prendre en compte les défauts
de ceux-ci le plus tôt possible dans la conception. Nous donnons ici les résultats d'un de nos
travaux étudiant les eﬀets d'un ﬁltre anti-repliement n'éliminant pas parfaitement les signaux
hors-bande. Nous évoquerons ensuite l'inﬂuence du bruit de quantiﬁcation des CAN sur la
qualité de la reconstruction. Enﬁn, l'inﬂuence des erreurs de gain, de phase et de décalage des
CAN est aussi rappelée. Tous ces résultats permettent de comparer les BFH avec les CAN-ET
en prenant pour référence un éventuel CAN rapide (i.e. échantillonnant à la vitesse de sortie
de l'CAN-ET ou du BFH). Aﬁn de diﬀérentier les contribution de chaque défaut, ceux-ci ont
été modélisés successivement et à chaque fois un seul défaut a été implémenté.
2.1.3.1 Inﬂuence du ﬁltre RF anti repliement
Avant toute conversion analogique-numérique, il est nécessaire d'éliminer les signaux en de-
hors de la bande à convertir aﬁn de limiter au maximum les repliements de spectre. Pour cela,
on fait appel à un ﬁltre anti-repliement placé avant le convertisseur analogique-numérique. Ce
ﬁltre peut être conçu classiquement à partir de topologies de type Butterworth, Chebychev,
etc. De manière générale, en partant d'un gabarit déﬁnissant l'ondulation maximale tolérée
dans la bande et l'atténuation hors-bande, on en déduit un ordre minimal pour le ﬁltre. Plus
la bande de transition entre la bande passante et la bande atténuée est étroite, plus l'ordre
du ﬁltre sera élevé.
Dans le cadre de TEROPP, nous allons déterminer au niveau système les contraintes
de performances du ﬁltre anti-repliement aﬁn de ne pas trop dégrader la qualité du signal
numérisé. On comparera les eﬀets des repliements de spectre hors-bande dans le cas d'un
BFH avec le cas d'un CAN rapide et le cas d'un ET-CAN. Pour cette étude, nous considérons
un ﬁltre anti-repliement parfait dans la bande à convertir mais qui n'élimine pas totalement
le signal hors-bande.
Dans un contexte de conversion en bande passante, supposons que nous souhaitions con-
vertir la bande [nB, (n + 1)B] à la fréquence d'échantillonnage 2B. Si nous considérons un
ﬁltre anti-repliement idéal qui élimine tous les signaux hors-bande, nous n'aurons pas de
repliements. Si maintenant, nous considérons un ﬁltre anti-repliement qui n'élimine pas to-
talement les signaux hors-bande, nous aurons des repliements. La Figure 2.7 illustre le modèle
retenu pour la magnitude de ce ﬁltre. Pour cette étude, nous allons supposer que le ﬁltre
n'élimine pas parfaitement les signaux pour les fréquences adjacentes à la bande utile mais
que les signaux hors-bande sont bien éliminés au-delà de B de part et d'autre de la bande.
Cette hypothèse est raisonnable car l'antenne et le LNA qui précèdent eﬀectuent un pré-
ﬁltrage du signal. À partir de ce modèle, nous pouvons quantiﬁer l'inﬂuence des repliements
des signaux de part et d'autre de la bande passante dans le cas d'un CAN simple, d'un BFH
à M voies et d'un CAN-ET à M voies.
Comme le montre la Figure 2.7, A représente l'atténuation des signaux hors-bande. On
suppose que le signal à l'entrée du ﬁltre anti-repliement a une densité spectrale uniforme. On
note σ2x la variance du signal utile dans la bande [nB, (n+ 1)B], et σ
2
A la variance du signal
dans chaque bande [(n− 1)B,nB] et [(n+ 1)B, (n+ 2)B]. On a σ2A = σ2x10−AdB/10.
Dans le cas d'un CAN seul échantillonnant à 2B, on a deux termes de repliement. Le
rapport signal-sur-bruit résultant vaut alors :





= AdB − 10 log(2) (2.1)
Dans le cas d'un système à entrelacement temporel à M voies, considérons le modèle
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Fig. 2.7  Modélisation de la réponse fréquentielle du ﬁltre anti-repliement
suivant :
Fig. 2.8  Modélisation d'un ET-CAN
où T = 1/2B. La sortie y[n] est obtenue en entrelaçant les xk(m). Par conséquent, le
rapport signal-sur-bruit sera le même que pour un unique CAN, soit :





= AdB − 10 log(2) (2.2)
Concernant le BFH, considérons le modèle de la Figure 2.9.
Pour aller plus loin dans les calculs, il fait adopter la représentation polyphase équivalente
de la partie numérique du BFH donnée en Figure 2.10.
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Fig. 2.9  Modélisation d'un BFH
Le bruit résultant à la sortie est donc la valeur moyenne du bruit sur chaque voie yk(m).




















où σ2exk est la variance de xk(m). Il faut ensuite modéliser les ﬁltres Fk(e
jω). Pour cela,
il faut d'abord adopter un modèle pour les ﬁltres d'analyse. Pour simpliﬁer, on considère que
chaque ﬁltre d'analyse a une amplitude de 1 dans la sous-bande qui lui est dédiée et une
atténuation de adB pour les autres fréquences.
La Figure 2.11 montre le modèle adopté pour le ﬁltre d'analyse de la voie m. Si on veut
reconstruire la totalité de la bande, le ﬁltre de synthèse correspondant aura une amplitude
valant M dans la sous-bande qui lui est dédiée et une atténuation de a′dB pour les autres
fréquences comme le montre la Figure 2.12.
Le rapport signal sur bruit vaut alors :
SNRdB(BFH) = AdB − 10 log(2M) + adB − 10log
(





Si on utilise la méthode de synthèse limitant l'ampliﬁcation du bruit de quantiﬁcation, on
peut supposer que les ﬁltres de synthèse atténuent suﬃsamment les signaux en dehors de leur
bande dédiée, soit a′/M << 1. De plus, comme l'objectif ﬁnal est d'avoir un SNRdB d'au
moins 50 dB, on peut négniger le dernier terme de l'expression. Donc :
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Fig. 2.10  Représentation polyphase de la partie numérique d'un BFH
Fig. 2.11  Modèle du ﬁltre d'analyse de la voie m
SNRdB(BFH) ≈ AdB − 10 log(2M) + adB (2.6)
Le Tableau 2.1 donne le SNRdB dû au repliements de signaux hors-bande, à la sortie d'un
ET-CAN et d'un BFH. On donne aussi le cas d'un CAN rapide qui peut servir de référence.
Pour les BFH, on constate que la dégradation est proportionnelle au nombre de voies. Le
ﬁltrage anti-aliasing semble donc plus critique pour le BFH que pour les ET-CAN. Toutefois,
cette dégradation de 10log(M) peut être facilement compensée par l'atténuation des ﬁltres
d'analyse (i.e. adB). Ainsi, pour un BFH à 2 voies, il suﬃt d'une atténuation de 3 dB pour
retrouver la même dégradation que pour un ET-CAN. Pour un BFH à 4 voies, une atténuation
Tab. 2.1  Rapport signal-sur-bruit pour un CAN seul, un ET-CAN et un BFH - Contribution
des signaux hors-bande
∀M M = 2 M = 4
CAN seul AdB − 10 log 2 AdB − 3 AdB − 3
CAN-ET AdB − 10 log 2 AdB − 3 AdB − 3
BFH AdB − 10 log(2M) + adB AdB − 6 + adB AdB − 9 + adB
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Fig. 2.12  Modèle du ﬁltre de synthèse de la voiem correspondant au banc de ﬁltre d'analyse
de la Figure 2.11
de 6 dB est suﬃsante. De plus, si une atténuation plus importante est choisie, à dégradations
égales en sortie, on pourra relâcher les contraintes d'atténuation sur le ﬁltre anti-aliasing
(AdB) avant le BFH par rapport à celui placé avant l'ET-CAN. Ces résultats sur les BFH ont
été soumis par l'équipe SSE de Supélec pour une publication en 2012.
2.1.3.2 Inﬂuence du bruit de quantiﬁcation
L'inﬂuence du bruit de quantiﬁcation dans les BFH a été étudiée dans (30). On suppose
ici que le ﬁltre anti-repliement en amont est idéal. L'objectif est de comparer l'inﬂuence du
bruit de quantiﬁcation dans les CAN-ET et les BFH en prenant pour référence le cas d'un
CAN seul.
Les réponses fréquentielles des ﬁltres d'analyse et de synthèse sont supposées idéales (c'est-
à-dire que l'idéal est de sélectionner parfaitement une sous-bande (Figure 2.6, page 19)).
Notons Xmax et Xmaxm les amplitudes maximales du signal d'entrée et du signal dans la sous-
bande m respectivement ; notons également P et Pm les puissances du signal d'entrée et du
signal de la sous-bande m. Trois types de signaux diﬀérents sont utilisés pour cette étude :
1. Un signal bande étroite constitué d'un signal sinusoïdal dans la sous-bande m. On a
donc :
Xmax = Xmaxm (2.7)
2. Un signal large-bande que nous allons modéliser par un bruit blanc gaussien de loi
N(0, σ). Nous supposons également que les signaux de chaque sous-bande sont aussi
gaussiens suivant une loi N(0, σ√
M
). Concernant la dynamique Xmax, on sait que pour
une loi normale N(0, 1), il existe une valeur k pour laquelle la probabilité que x soit en
dehors de [−k, k] est égale à P (par exemple pour une probabilité de 0.1%, k = 3.29).





P = MPm =Mσ
2 (2.9)
• Cas I : CAN simple
On convertit ici le signal avec un seul CAN rapide de résolution B bits. En utilisant
toute la dynamique du CAN, pour les deux types des signaux de test, le pas et le bruit de










3 · 2−2B . (2.11)
• Cas II : BFH













où σ2e,i est la variance de la sortie du CAN dans la voie i. Comme le montre la Figure 2.6(b),











Pour les diﬀérents signaux de test, on a les résultats dans le Tableau 2.2.
Tab. 2.2  Bruit de quantiﬁcation à la sortie des BFH.












• Cas III : CAN-ET
Un CAN-ET peut être considéré comme un cas particulier de BFH pour lequel les ampli-
tudes des réponses fréquentielles idéales des ﬁltres d'analyse et de synthèse sont à 1 (29). De
plus, quel que soit le type de signal, chaque CAN reçoit la puissance totale du signal, donc
les inﬂuences du bruit de quantiﬁcation sur l'CAN-ET peuvent être résumées dans le Tableau
2.3 :
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Tab. 2.3  Bruit de quantiﬁcation à la sortie du CAN-ET.








Tab. 2.4  Inﬂuences du bruit de quantiﬁcation (∆SNR) des CAN-ET et BFH par rapport à
un CAN seul
Architecture ∆SNRdB
Signal sinusoïdal Bruit gaussien
CAN seul 0 0
CAN-ET 0 0
BFH −10logM 0
Pour chaque cas, on peut calculer le rapport signal-sur-bruit (SNRdB, soit le rapport entre
la puissance du signal est le bruit de quantiﬁcation à la sortie). En prenant le cas du CAN
seul comme référence, on s'intéresse ici à la dégradation de SNRdB pour chaque structure.
Le Tableau 2.4 représente cette dégradation de SNRdB.
On constate que les CAN-ET sont plus robustes que les BFH dans le cas d'un signal
bande étroite. Dans le cas de signaux large-bande qui sont a priori le type de signaux qui nous
intéressent le plus, les performances sont équivalentes pour un CAN-ET ou un BFH.
2.1.3.3 Inﬂuences des erreurs de gain, de décalage et de phase
Les trois types d'erreur dans les CAN que sont les erreurs de gain, de décalage et de phase
sont étudiés sur les BFH et l'CAN-ET dans (31) en évaluant le terme SFDR (Spurious Free
Dynamic Range). Pour ce faire, on applique à l'entrée des convertisseurs un signal sinusoïdal :
x(t) = S0cos(2πF0t). (2.15)
Le spectre de sortie des convertisseurs contiendra donc une raie spectrale à la fréquence F0
(le signal utile), des raies à d'autres fréquences (les repliements) et les eﬀets des erreurs citées
ci-dessus. On néglige ici le bruit de quantiﬁcation et les imperfections du ﬁltre anti-repliement.
On peut modéliser le signal de sortie du CAN de la voie m (32) (31) par :
x′m(n) = am(n) ∗ xm(n) + bm, (2.16)
où xm(n) désigne le signal idéalement échantillonné ; bm et am désignent respectivement le
décalage et la réponse impulsionnelle de la fonction de transfert du CAN de la voie m. La
transformée de Fourier de am peut s'écrire :
Am(e
jω) = (1 + a˜m)e
−jωdm (2.17)
où a˜m est l'erreur de gain et dm, l'erreur de phase de la voie m. On peut alors montrer que,
en modélisant une seule erreur à la fois, on obtient les dégradations du SFDR (Spurius Free
Dynamic range) données dans le Tableau 2.5.
E[a˜2], E[d˜2] et E[b˜2] ) désignent respectivement les espérances des erreurs de gain, phase
et décalage ; h est le rapport entre le module des ﬁltres d'analyse dans la bande coupée et le
module des ﬁltres dans la bande passante.
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Tab. 2.5  Les eﬀets des erreurs de gain, de décalage et phase aux CAN.













De ces résultats, on constate que les BFH sont théoriquement plus robustes aux erreurs de
gain et de phase à la condition que chaque ﬁltre d'analyse atténue suﬃsamment les signaux
en dehors de la sous-bande qui lui est dédiée. Par exemple, pour quatre voies, il faut une
atténuation supérieure à 9 dB, ce qui ne semble pas trop contraignant. Concernant les erreurs
de décalage, les CAN-ET sont plus robustes que les BFH. Toutefois, ce type d'erreur peut
facilement se corriger par un algorithme simple estimant le décalage par simple moyennage et
le retranchant aux échantillons.
En conclusion, les BFH sont des structures évidemment plus complexes que les CAN-ET.
Toutefois, cette complexité accrue peut permettre de meilleures performances qu'un CAN-
ET à la condition que les ﬁltres d'analyse soient suﬃsamment sélectifs. Notamment, nous
remarquons qu'une atténuation des ﬁltres d'analyse même assez modeste permet de relâcher
les contraintes sur le ﬁltre anti-aliasing en amont du système de conversion (par rapport à un
CAN-ET).
2.2 Méthodes de synthèse des BFH
Dans la littérature, les premières méthodes de synthèse proposées par (33), (34) et (35)
synthétisent conjointement la partie analogique et la partie numérique. Ceci permet d'obtenir
des fonctions de transfert numériques bien appariées aux fonctions de transfert analogiques
théoriques. Mais, si l'on s'intéresse aux technologies silicium CMOS, avec la diminution des
dimensions des transistors, nous observons des dispersions au niveau des valeurs des com-
posants passifs tellement importantes (au-delà de 20%), que les performances théoriques sont
loin d'être atteintes pour un grand nombre de circuits réalisés. De plus, avec l'évolution des
technologies, les structures de réalisation de ﬁltres analogiques optimaux évoluent.
La stratégie alternative consiste à trouver une méthode de synthèse des ﬁltres numériques
indépendante de la structure de réalisation des ﬁltres analogiques. Ceci permettra de s'adapter
à diﬀérentes technologies. De plus, nous pourrons envisager de relâcher les contraintes sur les
ﬁltres analogiques (comme la sélectivité par exemple. Ainsi des contribution de Supélec de
2003 à 2009 (36), (16) ont proposé diﬀérentes méthodes et diﬀérents algorithmes pour calculer
les coeﬃcients des ﬁltres numériques à partir des réponses fréquentielles des ﬁltres analogiques.
Cette méthode part des conditions de reconstruction parfaite classiques des BFH et consiste
à minimiser un critère au sens des moindres carrés. Les résultats montrent que l'on peut
obtenir de bons résultats même avec des ﬁltres d'analyse très simples de type résonateurs à
faible facteur de qualité.
Dans la suite de cette section, nous rappelons les conditions de reconstruction parfaite
ainsi que le principe de la méthode de synthèse d'approximation globale aux moindres carrés
(AGMC). Nous donnons aussi le principe de la méthode AGMC qui a été améliorée aﬁn de
minimiser l'ampliﬁcation du bruit de quantiﬁcation. Des résultats sont donnés pour illustrer
les méthodes. Enﬁn, la problématique de la sensibilité des BFH aux imperfections analogiques
est évoquée.
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2.2.1 Conditions de reconstruction parfaite d'un BFH classique
Nous supposons que le signal d'entrée x(t) est à bande limitée à 1T . Soit X(jΩ) et Y (jω)
les transformées de Fourier respectivement du signal d'entrée x(t) et de la sortie du BFH





























En sortie du BFH, nous retrouvons donc le signal utile ayant subi un ﬁltrage linéaire (en
amplitude et en phase). Dans le cadre des BFH, on appelle communément cette déformation
distorsion. À ce signal utile, s'ajoutent des termes parasites correspondant aux repliements de
spectre entre les sous-bandes dus au sous-échantillonnage (V p6=0BFH(e
jω)). Pour obtenir une re-
construction parfaite, il faut donc éliminer les termes de repliement et compenser la distorsion.




jω) = ce−jωd, c ∈ R∗, d ∈ R∗+,
V pBFH(e
jω) = 0, p ∈ [−(M − 1), . . . ,−1, 1, . . . ,M − 1].
(2.20)
où c représente le gain du BFH (communément égal à 1) et d est le retard du BFH en nombre
de période d'horloge. Typiquement, si nous choisissons de réaliser les ﬁltres de synthèse sous
forme de ﬁltres RIF (Réponses Impulsionnelle Finie), le retard optimal d correspond à la
moitié du nombre de coeﬃcients des ﬁltres.
2.2.2 Méthode de synthèse de BFH d'Approximation Globale aux Moin-
dres Carrés (AGMC)
En pratique, les conditions de reconstruction parfaite (2.20) ne peuvent pas être satisfaites.
En revanche, nous pouvons chercher à les approcher. Pour cela, nous cherchons à minimiser



















































































































Fig. 2.14  Spectre du ﬁltre analogique de la voie i et sa version virtuelle
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Supposons que nous appliquions en entrée du BFH un signal X(jΩ) de densité spectrale de
puissance uniforme dans la bande à convertir et de puissance nulle en dehors (Figure 2.13(a)).
Nous notons sa puissance Ps. Soit X ′(jΩ) le signal virtuel obtenu à partir de la répétition
du spectre de X(jΩ) tous les 2piT (Figure 2.13(b)). Nous déﬁnissons de manière analogue les
réponses fréquentielles H ′i(jΩ) qui sont la répétition du spectre de H limité dans la bande de
X(jΩ) tous les 2piT (Figure 2.14). Nous pouvons ainsi exprimer X




















En fonction de ces signaux virtuels, l'erreur s'exprime par :
E(ejω) =
[















































Comme dans le cas général, les repliements ne sont pas corrélés entre eux, la puissance de


















Nous supposons de plus que la densité spectrale de X ′(j ωT ) est uniforme et égale à 1. Nous
pouvons donc factoriser l'expression par la puissance de X ′(j ωT ). De plus, en considérant un
grand nombre K de pulsations (ωk) équiréparties sur la bande [−π, π], nous obtenons en
























Nous aboutissons alors à la méthode de synthèse AGMC qui donne une expression analy-
tique des ﬁltres optimaux minimisant JAGMC . En eﬀet, le critère JAGMC peut être représenté
sous la forme matricielle suivante :
JAGMC =‖ HRf − tR ‖2, (2.31)
où la matrice HR décrit les fonctions de transfert des ﬁltres analogiques (voir détails
en Annexe A). La dimension de HR est 2(2M − 1)K ×ML, où K désigne le nombre des
fréquences. L désigne la longueur du ﬁltre FIR de synthèse. f est le vecteur contenant tous
les coeﬃcients de synthèse. C'est un vecteur colonne à taille de ML × 1. tR est un vecteur
colonne qui représente la fonction de transfert idéale du BFH (retard pur).
En prenant un nombre de fréquenceK suﬃsamment grand, nous obtenons alors un système








À partir de ce banc de synthèse optimal, nous pouvons calculer une performance globale



















Toutefois, le critère de SNDRdB est extrêmement contraignant. Or, en réalité, ce qui nous
importe est d'avoir un bon rapport signal-sur-bruit (SNRdB). Une légère distorsion du signal
est acceptable, le plus diﬃcile étant d'éliminer les termes de repliement. C'est pourquoi dans
le critère AGMC, nous aﬀecterons un poids plus important aux termes de repliement qu'au
terme de distorsion. De plus, nous préférons évaluer la performance d'un BFH par le SNRdB














Le terme SNRdB peut aussi s'exprimer en nombre de bits (37) :
SNRbit ≈ SNRdB − 1, 76
6.02
. (2.36)
On peut également illustrer les performances d'un BFH en déﬁnissant le 'rapport signal-
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2.2.3 Méthode de synthèse de BFH minimisant l'ampliﬁcation du bruit de
quantiﬁcation
Nous souhaitons maintenant prendre en compte le bruit de quantiﬁcation. Nous consid-
érons que chaque CAN a une résolution de r bits. Nous modéliserons l'erreur causée par la
quantiﬁcation comme un bruit additif de variance Q2/12 où Q est le pas de quantiﬁcation.



































∣∣∣e−jωkd − V 0(ejωk)∣∣∣2 +M−1∑
p=1







Ce critère peut s'écrire sous forme matricielle :
JAGMCQ =‖ HRf − tR ‖2 +αfTf (2.40)
Ce critère est minimal pour le ﬁltre optimal :
foptQ = (H
∗
KHK − αI)\tK (2.41)
où α = 10
−6r/10
M2
. HK et tK sont les matrices décrites en Annexe A pour la méthode AGMC.
H
∗ représente la transformée hermitienne de la matrice H.
À partir de ce banc de synthèse optimal, nous pouvons calculer une performance globale
du BFH en termes de rapport signal-sur-bruit prenant en compte le bruit de quantiﬁcation


















De même que dans la section précédente, nous pouvons illustrer les performances d'un BFH
en déﬁnissant le 'rapport signal-sur-bruit fréquentiel' prenant en compte la quantiﬁcation,
déﬁni pour chaque pulsation ωk par :
SNRQdB(ωk) = 10log10
∣∣V 0(ejωk)∣∣2∑M−1







2.2.4 Sensibilité des BFH aux imperfections analogiques statiques et né-
cessité d'une calibration
Un des défauts majeur des structures parallèles à sous-échantillonnage est leur grande
sensibilité aux imperfections analogiques statiques. En eﬀet, si sur une des voies, la réponse
analogique n'est pas celle attendue avec la précision recherchée en sortie, nous aurons des
repliements de spectre non éliminés et donc une résolution en sortie dégradée.
Dans le cas des BFH, nous nous attendons à des dispersions de fabrication assez impor-
tantes au niveau des ﬁltres analogiques. En particulier, si on considère des ﬁltres Gm-LC,
nous serons tributaire des variations des valeurs des composants passifs qui peuvent être très
importantes (20% voire plus).
Dans (38), des simulations montrent qu'avec des ﬁltres Gm-LC, nous passons de 16 bits
de résolution sans erreur à 3 bits de résolution avec une erreur sur les valeurs des composants
même faible (1%).
Pour résoudre ce problème, il parait indispensable d'eﬀectuer une calibration du BFH.
(38) fait une étude bibliographique des techniques de calibration des BFH et propose une
méthode basée sur du ﬁltrage adaptatif. Cette méthode a été développée de manière à être
implémentable dans un circuit. En eﬀet, les variations de température soumises au BFH
risquent de modiﬁer les caractéristiques analogiques, ce qui nécessitera une calibration in situ.
Toutefois, même si une calibration est possible, il est souhaitable de trouver des ﬁltres
analogiques qui minimisent cette sensibilité aux variations des paramètres analogiques. En
eﬀet, cela permettra de limiter la fréquence des calibrations nécessaires in situ.
2.3 Conclusion
Les BFH sont une solution attractive pour les applications de radio cognitive. En eﬀet,
à vitesse d'échantillonnage donnée, les BFH permettent d'élargir la bande de conversion.
De plus, même si cette fonctionnalité n'a pas été mise en avant dans la suite des travaux,
nous savons que les BFH sont capables de reconﬁgurer leur partie numérique pour focaliser
les perfomances de conversion sur une bande plus étroite, et ceci de manière versatile, i.e.
par logiciel. Il existe notamment des méthodes pour synthétiser le banc de synthèse aﬁn de
répondre aux diﬀérents besoins (conversion d'une bande large ou d'une bande étroite). Ainsi,
la méthode AGMCQ permet de synthétiser le banc de synthèse à partir du banc d'analyse,
ceci tout en minimisant l'ampliﬁcation du bruit de quantiﬁcation (et toutes autres sortes de
bruit analogiques générés avant la quantiﬁcation).
Toutefois, ces méthodes supposent que l'on connaisse très précisément les réponses fréquen-
tielles des ﬁltres analogiques. Or, nous savons que les parties analogiques d'un système subis-
sent des imperfections, que ce soit au cours de la fabrication ou pendant la vie du système
(vieillissement, changement de température...). Une calibration du système est inévitable.
Néanmoins, pour éviter d'avoir recours trop souvent à une calibration qui est coûteuse en
énergie, il faut tenter de minimiser la sensibilité du système aux variations des paramètres
analogiques. C'est pourquoi, nous proposons dans cette thèse l'utilisation de nouveaux ﬁltres
d'analyse qui seront moins sensibles aux variations des paramètres analogiques. Aussi, nous
souhaitons une structure de ﬁltres d'analyse simples à réaliser, permettant une synthèse de
banc de ﬁltre aisée (i.e. par conﬁguration numérique), utilisant le moins de composants passifs
possible et bien sûr intégrable en CMOS. Ces ﬁltres analogiques, à échantillonnage de charge
passe-bande (ECP) et leurs atouts sont présentés dans le Chapitre 3.
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Chapitre 3
Filtres à échantillonnage de charge
passe-bande
Comme nous l'avons décrit dans le chapitre 1 d'introduction, dans le but de maximiser
la reconﬁgurabilité des récepteurs de radio logicielle, la tendance actuelle est de rapprocher
l'étape de numérisation le plus possible de l'antenne, en transférant un maximum de fonctions
de traitement du signal vers la partie numérique. Avec l'avancée des n÷uds technologiques, ceci
permet une diminution de surface et de consommation du circuit. Les ﬁltres à échantillonnage
de charge (FEC) sont de bons candidats pour les premiers étages d'un récepteur radio et en
particulier comme ﬁltres analogiques de BFH. Nous allons voir dans ce chapitre que, dans son
utilisation historique, le FEC est utilisé pour le ﬁltrage anti-repliement et l'échantillonnage
d'un signal à bande ﬁne.
Ce chapitre introduira en particulier le principe de l'échantillonnage passe-bande. Puis
il présentera les FEC, leur principe de fonctionnement et l'état de l'art dans le cadre de
leur application habituelle. Enﬁn nous évoquerons la nouvelle proposition de cette thèse, qui
consiste à les utiliser comme ﬁltres d'analyse large bande dans les BFH. Les détails de cette
application seront exposés dans le chapitre 4.
3.1 L'échantillonnage en bande passante
L'échantillonnage en bande passante, également appelé sous-échantillonnage ou échantil-
lonnage harmonique (en anglais subsampling ou undersampling) est une technique qui pro-
pose d'échantillonner un signal passe-bande à une fréquence plus faible que la fréquence de
Nyquist de sa composante la plus haute. Le but est d'obtenir la démodulation d'un signal
RF vers une faible IF ou vers la bande de base à l'aide de repliements volontaires. On peut
reconstruire exactement les informations contenues dans le signal RF si celui-ci est un signal
passe-bande (39) et que la fréquence d'échantillonnage respecte certaines relations avec les
paramètres fréquentiels du signal d'entrée.
À la diﬀérence d'un échantillonnage de type Nyquist, la fréquence d'échantillonnage n'est
plus seulement basée sur la porteuse RF du signal mais également sur la largeur de bande du
signal. Ainsi la fréquence d'échantillonnage peut être signiﬁcativement réduite (40). Dans cette
section, nous allons tout d'abord décrire l'échantillonnage passe-bande dans le cas général, puis
nous décrirons son adaptation au contexte des BFH.
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3.1.1 L'échantillonnage passe-bande général
Considérons le cas d'un signal passe-bande compris entre une fréquence basse FL et une
fréquence haute FH . Il est représenté en Figure 3.1(a). La bande passante b de ce signal vaut
b = FH − FL. Le signal passe-bande peut être reconstruit exactement après échantillonnage





N − 1 (3.1)
avec N entier positif tel que 1 6 N 6 ⌊FH/b⌋ où ⌊.⌋ représente l'opérateur Partie entière. Une
fréquence d'échantillonnage qui respecte ces deux inégalités garantit que le signal échantillonné
ne subira pas de recouvrement ou de repliement dans la bande. La Figure 3.1(b) montre une
fréquence d'échantillonnage Fs adaptée, et la Figure 3.1(c) représente les repliements produits
par l'échantillonnage à la fréquence Fs. On observe que des repliements sont positionnés en
basses fréquences. On observe aussi que le signal est convenablement échantillonné car aucun
autre repliement ne vient en recouvrir un autre.
Remarque : L'échantillonnage est ici représenté avec N = 5. Dans le cas d'un N pair, on
observe en basse fréquence une inversion des parties positives et négatives des repliements.
Dans ce cas ci un traitement numérique sera nécessaire aﬁn de repositionner correctement le
signal.











N − 1 (3.2)
Les triplets de solutions possibles (FH ,Fs,N) sont représentés sur la Figure 3.2 qui est adaptée
de (40). Les surfaces dans les triangles représentent les zones permettant un échantillonnage
sans repliement destructif. Les surfaces rayées représentent les fréquences d'échantillonnage
qui ne le permettent pas. Nous observons sur la Figure 3.2 qu'il existe en théorie des situations
idéales dans lesquelles Fs = 2B. Mais ces points singuliers sont entourés de zones interdites.
Lors de la réalisation d'un circuit, tous les paramètres vont dévier de la valeur demandée.
En visant de tels points singuliers on a donc de très forts risques de se retrouver dans la
zone interdite et de provoquer des repliements. De plus, quand bien même le circuit serait
parfaitement positionné sur un point singulier, à Fs = 2B, tous les repliements vont être
juxtaposés les uns aux autres, et on retrouvera le même problème qu'avec un échantillonnage
de Nyquist classique : il n'est pas possible de concevoir un ﬁltre suﬃsamment sélectif pour
séparer le signal utile de ses repliements destructifs sans détériorer ce premier. Ainsi, lors
d'un sous-échantillonnage, le choix de la fréquence d'échantillonnage est un point critique et
dépend grandement des caractéristiques fréquentielles du signal. Nous allons donc déﬁnir une
bande utile qui englobera le signal passe-bande à recevoir et qui vériﬁera certaines propriétés
permettant de faciliter la conversion tout en garantissant l'absence de repliement destructif.
3.1.2 Mise en place de la bande utile facilitant l'échantillonnage en bande
passante
Aﬁn de faciliter le sous-échantillonnage d'un signal passe-bande tout en garantissant l'ab-
sence de repliement destructif, nous allons déﬁnir une bande utile B qui contiendra la bande à
traiter, et facilitera la conversion, tout en limitant la fréquence d'échantillonnage. Les bandes
B et b sont représentées en Figure 3.3(a).












Fig. 3.1  Échantillonnage passe-bande classique


































































































Fig. 3.2  Triplets (Fs,FH ,N) permettant un sous-échantillonnage sans repliement destructif
 inclure la bande à traiter b,
 être centrée sur b (B et b partagent un même centre FM ),
 être la plus petite possible aﬁn de limiter Fs,
 avoir des extremums (FBl et FBh) qui soient des multiples de B.
Cette dernière contrainte permet de pouvoir échantillonner à Fs = 2B. lors de l'échantillon-
nage (représenté en Figure 3.3(b) les repliements de B vont se positionner sur (0,B) et ne
subiront pas de repliements destructifs.
Á partir de la bande b et de ses paramètres Fl et Fh, on déﬁnit la bande B comme suit.





FBl = FM −B/2 (3.4)
FBl = NB (3.5)
où N est un entier positif ou nul.
En combinant les équations 3.4 et 3.5 on obtient :
FM = NB +B/2 (3.6)






Pour déﬁnir B, il ne nous reste plus qu'à déﬁnir l'entier N : on souhaite que B > b et B la





















(a) Spectre du signal passe-bande
Fs= 2.B ici N=5
N.B(N−1).BFsB0−B−N.B
(b) Déﬁnition de la fréquence d'échantillonnage
Fs= 2.B ici N=5
N.B(N−1).BFsB0−B−N.B
(c) Signal échantillonné
Fig. 3.3  Échantillonnage de la bande utile
On a ainsi déﬁni B à partir des paramètres de b et des contraintes décrites ci-dessus. Il est
nécessaire de respecter ces contraintes aﬁn de ne pas provoquer de repliements sur le signal
utile qui perturberaient le signal échantillonné, tout en limitant la fréquence d'échantillonnage
à Fs = 2B. Mais dans certains cas, il peut être nécessaire de convertir des bandes très
larges. Dans ce cas, il faudra réduire encore plus la fréquence d'échantillonnage pour que le
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convertisseur qui suit reste réaliste. Nous allons voir dans le paragraphe suivant qu'avec une
architecture à bancs de ﬁltres hybrides, il est possible d'échantillonner le signal à une fréquence
bien plus faible que 2B.
3.1.3 Adaptation de l'échantillonnage passe-bande au cas des BFH
Nous venons de voir qu'en respectant certaines conditions, il est possible d'échantillonner
un signal passe-bande à une fréquence proche du double de la largeur de la bande utile du
signal d'entrée (2B) (telle que décrite précédemment) sans détériorer le signal. Dans le cas
de BFH à M voies tels que ceux décrits dans le Chapitre 2, il est possible d'échantillonner
seulement à 2B/M tout en conservant la possibilité de reconstruction. Cet échantillonnage
produit volontairement de nombreux repliements destructifs. Mais comme le système à BFH
est multivoies, les informations de chaque voie seront utilisées par l'étage numérique du BFH
aﬁn de reconstruire le signal originel.
Pour un BFH à M voies l'échantillonnage peut maintenant se faire à Fs = 2B/M . Le
spectre du signal échantillonné est représenté en Figure 3.4. On observe qu'il y a maintenant
M fois plus de repliements. On voit que l'on gagne en liberté sur le choix de B. Maintenant, il
suﬃt que FBl soit un multiple de B/M . Pour que les sous-bandes restent dans le même ordre
après numérisation il faut que FBl soit un multiple de 2B/M .
Fs= 2.B
M
B (N−1).B N.B−B−N.B 0
M=4N=5
Fs
Fig. 3.4  Échantillonnage passe-bande dans le cadre d'un BFH
L'équation 3.5 devient :
FBl = 2NB/M (3.10)












Dans cette section nous avons présenté le sous-échantillonnage d'un signal passe-bande.
Nous avons tout d'abord décrit le comportement classique, puis nous avons décrit la mise en
place d'une bande utile englobant la bande à convertir et garantissant d'éviter les repliements
destructifs lors de l'échantillonnage, ainsi qu'une fréquence d'échantillonnage limitée.
Nous allons maintenant décrire les Filtres à Échantillonnage de Charge (FEC) qui seront
utilisés dans notre architecture. Sur chaque voie du BFH un FEC eﬀectue un sous-échantillonnage
combiné à une fonction ﬁltrage. Le signal est ensuite transmis sur chaque voie à un CAN qui
le quantiﬁera. Enﬁn, la partie numérique du BFH va traiter et reconstruire le signal d'origine.
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Les FEC décrits dans la suite de ce chapitre sont habituellement utilisés dans le cadre
de l'échantillonnage passe-bande d'un signal à bande étroite devant la fréquence d'échantil-
lonnage, et du sous-échantillonnage décrit ci-dessus. Dans nos travaux, nous avons souhaité
intégrer ces FEC comme ﬁltres analogiques et échantillonneurs des BFH. Le signal à traiter
par notre projet est passe-bande mais à la diﬀérence des travaux décrits dans l'état de l'art,
la largeur de la bande est de l'ordre de grandeur de la fréquence d'échantillonnage, voire plus
grande, ce qui empêchera de faire, lors du calcul de la fonction de transfert, les simpliﬁcations
eﬀectuées dans l'état de l'art.
3.2 L'échantillonnage de charge
Les circuits d'échantillonnage, utilisés en amont de blocs de traitement du signal à temps
discret, (comme des ﬁltres à capacités commutées ou des CAN à temps discret), sont générale-
ment fondés sur l'échantillonnage direct du signal en tension. À chaque période d'échantil-
lonnage, un signal commande la fermeture d'un interrupteur, reliant une capacité au signal
d'entrée. La tension aux bornes de la capacité va suivre celle du signal d'entrée. Puis, à l'in-
stant d'échantillonnage, le signal de commande ouvre l'interrupteur, et la tension aux bornes
de cette capacité va rester bloquée. Enﬁn, cet échantillon va pouvoir être transmis aux étages
de réception qui suivent.
Cet échantillonnage direct est très simple, mais est très sensible à la gigue de l'horloge.
Si l'instant d'échantillonnage se produit un peu plus tôt ou un peu plus tard que l'instant
prévu, la tension échantillonnée sera diﬀérente de celle prévue, provoquant une erreur d'échan-
tillonnage. Or avec l'avancée des n÷uds technologiques et l'augmentation des fréquences de
fonctionnement des circuits, la gigue de phase d'horloge est de plus en plus critique. Donc
l'erreur sur l'instant d'échantillonnage direct va aller grandissante.
De plus, plus la pente du signal d'entrée est forte à l'instant d'échantillonnage, plus l'erreur
sur l'échantillon sera importante. Cette pente est directement proportionnelle aux fréquences
qui composent le signal (41). Or, dans notre objectif d'un échantillonnage RF, c'est un signal
à haute fréquence qui va être échantillonné. Donc l'erreur sur la valeur de l'échantillon pris
lors de l'échantillonnage direct d'un signal RF sera d'autant plus grande.
Enﬁn, l'échantillonnage direct nécessite l'ajout de ﬁltres anti-repliements très sélectifs
lorsqu'il est utilisé dans le cadre d'un sous-échantillonnage de signaux en bande limités et
haute fréquences.
Aussi, les circuits fondés sur l'échantillonnage de l'intégrale d'un courant, également ap-
pelés ﬁltres à échantillonnage de charge (FEC) ou échantillonneurs à intégration (en anglais
charge sampling ﬁlters (42), charge-domain sampler (2), ou integration sampler (43)), ont
récemment gagné un intérêt pour une utilisation dans le cadre d'un frontal RF haute fréquence
avec échantillonnage direct du signal RF. Ceci est dû à la simplicité de leur architecture et
leur capacité à combiner ﬁltrage à temps continu et échantillonnage à haute fréquence, tout
en réduisant la sensibilité à la gigue de l'horloge (43).
3.2.1 Fonctionnement de l'échantillonnage de charge
Le principe de fonctionnement de l'échantillonnage de charge peut être décrit sur le schéma
élémentaire de la Figure 3.5. Les signaux de commande correspondants sont présentés en
Figure 3.6. L'ensemble de son fonctionnement est périodique, de période d'échantillonnage
Ts. L'entrée est un signal en courant iin(t). Pour obtenir ce signal en courant, l'étage d'entrée
peut être une transconductance Gm comme on le voit sur la Figure 3.5. Au début de la
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période d'échantillonnage, le signal CMDi est à l'état  0 , l'interrupteur commandé par le
signal CMDi est ouvert. Le signal CMDr passe à l'état  1  durant un court instant Tr,
fermant l'interrupteur correspondant sur la capacité C0, ce qui provoque sa décharge rapide.
Puis, le signal CMDi passe à l'état  1  pendant la durée Ti, appelée période d'intégration.
Durant cette période, le courant iin(t) va traverser C0. À la ﬁn de cette période, la tension
aux bornes de C0 sera l'intégrale de ce courant iin(t) durant l'intervalle Ti. Puis l'interrupteur
commandé par CMDi s'ouvre, interrompant l'intégration. Le signal CMDout passe ensuite
à l'état  1  le temps que l'échantillon soit transmis à l'étage suivant. Enﬁn une nouvelle













Fig. 3.6  Horloges de commande d'un FEC élémentaire
En considérant la transconductance comme idéale (iin(t) = Gm.vin(t)) et le circuit comme









À partir de la ﬁn de l'intégration et jusqu'au moment de décharger la capacité C0, la tension








L'équation 3.14 peut être interprétée comme la convolution temporelle du signal d'entrée vin(t)
avec une fonction h(t) (au coeﬃcient Gm/C0 près), h(t) étant une fonction porte commençant




.vin ∗ h(nTs) (3.15)
Ce processus d'échantillonnage de charge peut être vu comme la succession de deux étapes
de traitement du signal : (a) un ﬁltrage à temps continu dû à l'intégration du signal durant une
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porte de durée Ti puis (b) un échantillonnage à la fréquence Fs = 1/Ts. La fonction ﬁltrage
H(f) peut être représentée dans le domaine fréquentiel à l'aide de la transformée de Fourier
















Sa réponse fréquentielle en amplitude est donnée en Figure 3.7. À titre de comparaison, on
trace également la réponse fréquentielle d'un échantillonneur en tension possédant la même
coupure à 3-dB (coupure due à la constante RC des interrupteurs et à la capacité d'échantil-
lonnage).
Fig. 3.7  Réponses fréquentielles en amplitude d'un échantillonneur en tension et d'un inté-
grateur en courant
On obtient donc un sinus cardinal passe bas avec des zéros à toutes les fréquences multiples
de 1/Ti. On trouve par calcul que sa fréquence de coupure vaut environ f3dB = 0, 44/Ti, et que
le gain DC vaut GmTi/C0. Comme pour la réponse de l'échantillonneur en tension (composé
d'un ﬁltrage passe-bas de constante RC), les lobes secondaires du sinus cardinal accusent
une décroissance de 20 dB/décade. Cependant, à complexité égale, ce sinus cardinal atténue
les composantes hautes fréquences bien plus qu'un simple ﬁltre RC, fournissant un meilleur
ﬁltrage anti-repliements lors de l'opération de sous-échantillonnage. On remarque de plus que
la fréquence de coupure de ce sinus cardinal est déﬁnie complètement par Ti. Cette fréquence
de coupure est donc conﬁgurable et reconﬁgurable en déﬁnissant uniquement la forme du signal
de commande. Un autre avantage est que l'on a plus de liberté dans le choix de la capacité
d'échantillonnage car sa valeur n'aﬀecte pas, du moins dans une première approximation, la
bande passante de l'échantillonnage.
Dans l'état de l'art, l'échantillonnage de charge est utilisé pour traiter des signaux dont
la bande passante est faible devant la fréquence d'échantillonnage. Dans ces conditions, sa
fonction ﬁltrage est uniquement utilisée pour couper les éventuels bloqueurs qui pourraient se
replier sur le signal utile lors de l'échantillonnage. En eﬀet, la période d'intégration Ti et la
période Ts d'échantillonnage en sortie sont deux paramètres indépendants. Un ﬁltrage anti-
repliement à bande limitée optimal peut être obtenu si on ﬁxe Ti = Ts, ce qui place précisément
les zéros du sinus cardinal sur les multiples de Fs, supprimant ainsi les éventuelles composantes
qui auraient été repliées autour de la fréquence nulle lors de l'échantillonnage.
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3.2.2 Circuits basés sur ce principe
Comme ceci a été vu précédemment, en plus de la phase d'intégration, l'échantillonnage
de charge élémentaire requiert également une phase de transmission de l'échantillon à l'étage
suivant, ainsi qu'une phase de réinitialisation (pour décharger la capacité). Ceci crée une
contrainte sur les durée relatives de Ti et Ts, qui est : Ti 6 Ts − Tr − Tout. Par conséquent, la
fréquence d'échantillonnage (Fs = 1/Ts) est forcément plus petite que la bande passante (Fi =
1/Ti) ce qui peut causer des repliements. Il existe cependant un moyen de réduire le temps
Ts, et donc d'augmenter la fréquence d'échantillonnage sans diminuer la durée d'intégration :


















Ts TsTsSampling instants :
Fig. 3.8  Échantillonnage de charge entrelacé
Dans l'échantillonnage de charge entrelacé, une capacité intègre le courant pendant que
l'autre transmet l'échantillon et se réinitialise. Cet arrangement simple laisse toute une période
d'intégration pour les temps de transmission et de reset. La fréquence d'échantillonnage ﬁnale
est donc telle que Ts = Ti, ce qui donne ainsi un placement optimal des zéros du sinus cardinal.
Si le système requiert de plus longues périodes d'intégration, de transmission ou de reset à
fréquence d'échantillonnage constant, plus de condensateurs peuvent être utilisés en parallèle,
mais des problèmes d'appariements entre les voies et de synchronisation risquent d'apparaitre.
Également un grand nombre de condensateurs d'intégration implique une grande surface sur
le circuit. Malgré ces défauts, cette architecture est très utilisée avec deux voies parallèles pour
eﬀectuer du ﬁltrage anti-repliement et de l'échantillonnage à une fréquence bien plus haute
que la bande passante du signal d'intérêt. L'état de l'art de la section suivante présentera des
circuits utilisant cette technique.
Ces architectures d'échantillonnage eﬀectuent donc un ﬁltrage à temps continu passe-bas
inhérent. Mais leur nature passe-bas ne les rend pas très utiles dans le cadre de la réception
d'un signal passe-bande, comme c'est le cas dans les architectures direct RF. Ce principe
d'intégration de charge a été étendu au cas général d'une architecture basée sur un ﬁltrage
à réponse impulsionnelle ﬁnie (FIR). Le principe d'un ﬁltrage à échantillonnage de charge
général avec fonction FIR intégrée est illustré en Figure 3.9.
Au lieu de faire une seule longue intégration pour chaque échantillon transmis à l'étage
suivant, de nombreux échantillons élémentaires sont intégrés dans la capacité d'échantillon-
nage au cours d'une période Ts. Chaque échantillon élémentaire est pondéré durant un temps
d'intégration de durée Ti en multipliant le signal courant d'entrée par un coeﬃcient hk (où
k ∈ N fait référence au k-ième échantillon élémentaire), ou en divisant la valeur de la capacité
d'intégration par un coeﬃcient : Ck = C0/hk. Le temps entre deux échantillons élémentaires
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Fig. 3.9  Échantillonnage de charge avec ﬁltrage FIR inhérent (2)
successifs est Tf . Après l'intégration de N échantillons successifs, la tension aux bornes de la
capacité est transmise à l'étage à temps discret qui suit, puis la capacité est déchargée avant
de démarrer un nouveau cycle d'échantillonnage.



























Deux fonctions ﬁltrage distinctes peuvent être reconnues dans l'équation 3.18. La première
partie représente le ﬁltrage continu passe-bas dû à l'intégration du courant sur une porte, la
seconde partie représente le ﬁltrage à temps discret dû à la sommation de N échantillons
pondérés et retardés. On note que cette fonction ﬁltrage FIR ne dépend que du nombre
d'échantillons intégrésN ainsi que des coeﬃcients hk. Ce FIR peut donc en principe être conçu
pour réaliser tout type de fonction ﬁltrage FIR (passe-bas, passe-haut, passe-bande réels ou
complexes). La complexité et la précision de la fonction de ﬁltrage est seulement déterminée
par la résolution des coeﬃcients hk et par les imperfections du circuit d'implémentation. Cette
architecture peut être implémentée en utilisant un multiplicateur de courant haute vitesse en
amont, ou en parallélisant chaque circuit d'intégration avec des valeurs de capacités diﬀérentes
entre les voies, ou encore en utilisant un circuit avec des capacités rotatives. Cette architecture
oﬀre une grande liberté de conﬁguration et de reconﬁguration de la fonction ﬁltrage. Toutefois
quelle que soit la forme d'implémentation choisie, l'architecture devient très complexe.
Une dernière solution proposée dans la littérature (44) permet une translation de la fonc-
tion sinus cardinal vers une bande passante tout en conservant une architecture simple. Cette
solutions revient à choisir les coeﬃcients hk égaux successivement à +1 et -1. Les modiﬁcations
sur le circuit d'intégration de charge sont décrites sur la Figure 3.10. À présent le circuit a
une architecture diﬀérentielle autour d'un potentiel mode commun Vcm. Une transconductance
avec une sortie diﬀérentielle est utilisée.
Dans l'ensemble de la littérature, ce circuit a été étudié pour une application particulière :
la réception d'un signal en bande passante dont la largeur de bande d'intérêt et la fréquence
d'échantillonnage sont faibles devant la fréquence centrale du signal. Dans ce contexte par-
ticulier qui sera décrit ci-après, on peut considérer que la multiplication du signal RF par
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un signal carré à la fréquence Fc est indépendante de l'intégration de la charge. Ceci permet
considérer séparément les deux opérations mathématiques associées, ce qui simpliﬁe l'étude.
L'analyse du circuit dans le cadre de son application particulière se fait comme suit.
Durant une période d'intégration Ti, de l'ordre de grandeur (et souvent égal à) la fréquence
d'échantillonnage, le courant iRFin(t) sortant de la transconductance passe par C0 alterna-




































Fig. 3.10  Schéma de l'Échantillonnage de Charge Passe-bande
Nous avons donc le signal d'entrée qui est multiplié par un signal carré de fréquence Fc
puis par la fonction porte h(t) (décrite page 42). La multiplication est associative, donc dans
le domaine temporel on peut déﬁnir une seule opération qui serait le produit de ces deux
opérations. Dans le domaine fréquentiel, la transformée de Fourier H(f) est convoluée par
des impulsions de Dirac à ±λFc (où λ = 1,3,5. . .), impulsions qui s'atténuent en 4λpi . Ceci
produit une fonction de transfert qui est la somme de fonctions sinus cardinal centrées à tous
les ±λFc. Si on sépare le processus de ﬁltrage de celui d'échantillonnage comme on l'a fait en







π(f − Fc) +
sin(π(f − 3Fc)Ti)










En considérant le premier terme de 3.19, on a un sinus cardinal centré autour de la
fréquence Fc, ce qui permet de traiter un signal passe-bande centré en Fc. Les zéros de ce
sinus cardinal sont placés à tous les Fc ± kFi. Le gain de ce sinus cardinal passe-bande est
représenté en Figure 3.11 pour deux valeurs de Fi. Dans le cas d'une réception d'un signal dont
la largeur de bande est faible devant la valeur de Fc, on va pouvoir échantillonner directement
le signal en bande passante. En ﬁxant Ti = Ts, les zéros de ce sinus cardinal peuvent être
placés précisément de façon à couper les bloqueurs qui auraient pu se replier sur le signal
échantillonné.
Dans le cadre de cette thèse, nous avons été amenés à étudier un cas plus général pour
lequel la fréquence centrale du signal étudié est de l'ordre de grandeur de la bande passante et
de la fréquence d'échantillonnage. Les simpliﬁcations utilisées ici ne sont donc plus valables.
Une étude générale du circuit est nécessaire et sera décrite dans la partie 4.2.4.
Ainsi, les architectures pour l'échantillonnage de charge qui ont été présentées dans cette




Fig. 3.11  Réponse fréquentielle d'un sinus cardinal passe-bande avec FC = 900MHz et
pour deux valeurs de Fi
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3.3 État de l'art
Cette section présente brièvement un état de l'art des réalisations basées sur l'échantillon-
nage passe-bande RF et les techniques d'échantillonnage de charge.
3.3.1 Récepteurs à échantillonnage RF
La réception à échantillonnage RF et en temps discret a été présentée pour la première fois
par Texas Instruments (TI) en 2004. Ce concept a été largement étudié et implémenté par de
nombreuses équipes de recherche dans le monde. Le premier récepteur à échantillonnage RF
et en temps discret présenté par TI utilisait l'échantillonnage de charge passe-bande combiné
avec un ﬁltrage FIR et un ﬁltre IIR du premier ordre pour une application au standards
Bluetooth (21), (45). Le schéma des horloges et du circuit de commande est représenté en
Figure 3.12. Le partage de charge entre CH et CR réalise l'opération de ﬁltrage IIR. L'opération
de ﬁltrage FIR est obtenue par la rotation temporelle des capacités CR. La combinaison de
ﬁltrages sinc, FIR et IIR permet de réduire le repliement du bruit lors de l'échantillonnage.
Fig. 3.12  Le premier récepteur à échantillonnage RF et à temps discret
Texas Instruments a appliqué ce concept pour la conception d'un récepteur quadri-bandes
GSM/GPRS totalement intégré en technologie 90nm (46), (47). L'ensemble des traitements
de démodulation, sous-échantillonnage, ﬁltrage et conversion analogique-numérique se fait
en analogique temps discret. Le ﬁltrage anti-repliement a été implémenté avec un FEC du
premier ordre.
En 2005, l'équipe d'Abidi (UCLA) a proposé un récepteur passe-bande à temps discret
utilisant le même concept de FEC, de sous-échantillonnage et de ﬁltrage FIR/IIR que celui
introduit par Texas Instruments. La nouveauté de cette architecture, présentée en Figure 3.13,
est qu'elle embarque un ampliﬁcateur faible bruit paramétrable (48) et un FEC du second
ordre (49). Tout d'abord, la méthodologie pour la déﬁnition de l'architecture SDR a été décrite
par Abidi (14), puis un circuit fondé sur cette architecture SDR a été proposé (50).
STMicroelectronics a par la suite proposé un récepteur à échantillonnage RF en temps
discret en technologie CMOS pour le standard GSM. La principale innovation de ce circuit
est qu'il ne sous-échantillonne pas vers la bande de base comme les récepteurs RF classiques,
mais vers une fréquence intermédiaire faible à la moitié de la fréquence d'échantillonnage. Les
détails sur l'architecture faible-IF sont donnés dans le Chapitre 1. Le circuit est présenté en
Figure 3.14.
Il est intéressant de noter que toutes les architectures présentées précédemment, et qui ont
été conçues dans l'optique de reconﬁgurabilité, ne supportent qu'un seul standard de com-
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Fig. 3.13  Récepteur pour SDR proposé par l'équipe d'Abidi
Fig. 3.14  Récepteur Fs/2 avec Filtre à ECP proposé par STMicroelectronics
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munications. En eﬀet, pour qu'un récepteur puisse traiter de nombreux standards, il faut que
tous les éléments de la chaîne de réception puissent se reconﬁgurer en fonction des spéciﬁca-
tions de chaque standard. Or, à cette époque les étapes de CAN et de traitement numérique
ne proposaient pas encore de reconﬁgurabilité suﬃsante pour permettre de concevoir des ré-
cepteurs reconﬁgurables ou multimodes. Depuis 2007, de nombreux travaux ont porté sur la
proposition de circuits reconﬁgurables pour le traitement de plusieurs standards. Latiri (51) a
proposé une architecture de récepteur reconﬁgurable GSM/WiFi basé sur un échantillonnage
RF. Jabbour et Al. (52) ont proposé un CAN versatile multivoies adapté à une réception
multimodes. Suivant le mode visé (GSM/EDGE, UMTS/DVB-T, WiFi/WiMax), le conver-
tisseur adapte ses paramètres de conversion (bande de fréquence traitée, résolution, fréquence
d'échantillonnage). Ensuite, des travaux récents ont proposé des architectures (53) ou même
des plateformes réalisées (54) reconﬁgurables multistandards adaptées à la SDR. Enﬁn, comme
il est décrit dans le chapitre d'introduction, de nombreux travaux portent actuellement sur
la mise en place de futurs standards de radio logicielle ou opportuniste. Dans ce contexte ces
standards requièrent des frontaux RF intégrés et hautement ﬂexibles (13).
3.3.2 Récepteurs à échantillonnage de charge
Dès 2000, Gang Xu et Jiren Yuan ainsi que Karvonen se sont intéressées au circuit à
échantillonnage de charge. Gang Xu et Jiren Yuan (Lund, Suède) se sont principalement in-
téressés aux aspects théoriques sur le fonctionnement de l'échantillonnage de charge (55), (42).
Dès 2000, ils présentent les esquisses mathématiques d'un échantillonnage de charge passe-
bande (56). Malgré l'implémentation d'un intégrateur de charge avec ﬁltrage FIR (57), ils se
sont limités à des études systèmes pour la démonstration des atouts de l'échantillonnage de
charge face à l'échantillonnage en tension classique.
Karvonen (Oulu, Finland) s'est, lui, intéressé dès le début à une implémentation dans
le cadre d'un ﬁltrage FIR. Il propose un mélangeur à sous-échantillonnage avec ﬁltrage FIR
passe-bande basé sur de l'échantillonnage de charge (58), et en particulier met en avant ses
atouts d'atténuation des repliements du bruit (59). Il s'intéresse à l'eﬀet de la gigue de phase
sur la fonction de transfert de l'échantillonnage de charge (60), puis en 2006 réalise un échan-
tillonneur en quadrature avec fonctions ﬁltrages FIR et IIR intégrées. Le circuit est basé sur
deux voies I et Q en quadrature, chacune comprenant deux intégrations aﬁn d'avoir Ti = Ts et
aﬁn d'obtenir un ﬁltrage anti-repliement (voir page 44). Le ﬁltrage IIR est basé sur le partage
de charge entre deux capacités (la théorie sur ce point est détaillée par (43)), et le ﬁltrage
FIR est basé sur la rotation de capacité (61), (62).
Au sujet de l'étude des eﬀets de la gigue de phase, après l'étude de Karvonen (60) et celle de
Xu (42), Cenkerammadi (Trondheim, Norvège) s'y est intéressé (41) pendant la conception de
leur ampliﬁcateur à échantillonnage de charge (63) pour l'imagerie médicale. L'étude théorique
plus poussée sur cet eﬀet de la gigue a été présentée dans leur article de 2009 (64). Dans
tous ces travaux sur les eﬀets de la gigue de phase, l'entrée est un signal sinusoïdal dont
la fréquence parcourt la plage allant du continu jusqu'à quelques multiples de la fréquence
d'échantillonnage. Le SNR est ici calculé comme le rapport entre la puissance du signal et la
puissance totale de bruit sur la plage allant du continu jusqu'à la fréquence de Nyquist. Ceci
peut être valable dans des applications en bande étroite devant la fréquence d'échantillonnage,
mais pas pour des applications de SDR. En eﬀet, premièrement, ce n'est pas la distorsion
propre du signal d'entrée qui va être critique, mais plutôt celle due aux signaux bloqueurs
éventuels. Deuxièmement, c'est uniquement la portion du bruit de gigue tombant dans la
bande passante qui va être gênante. Dans le cadre de leurs travaux sur la SDR, l'équipe
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d'Abidi a mis en avant ce point et a proposé une étude système diﬀérente et adaptée à la
SDR, et qui montre que le FEC est exceptionnellement robuste à la gigue de phase (43).
3.4 Intégration des FEC dans les BFH
Dans cette thèse, nous proposons l'utilisation de ﬁltres ECP comme ﬁltres analogiques et
échantillonneurs d'un CAN à Bancs de Filtres Hybrides (BFH) décrit en Chapitre 2.
Les circuits BFH actuellement proposés utilisent des ﬁltres résonateurs classiques de type
RLC comme ﬁltres analogiques d' analyse . Ils sont adaptés aux applications grande vitesse
et permettent un bon rapport signal sur bruit, mais sont diﬃcilement reconﬁgurables et de-
viennent de plus en plus imprécis avec l'avancée des technologies, ce qui est problématique
car la conversion parallèle est très sensible aux imperfections analogiques. On propose donc
que les ﬁltres analogiques des BFH soient maintenant des Filtres ECP. Les atouts de cette
implémentation sont décrits ci-après :
1. Le premier avantage de ce type de circuit dans le cadre de radio logicielle est la simplicité
de son architecture : uniquement des interrupteurs et des capacités en plus de l'ampli-
ﬁcation de charge. Ceci permet une intégration directe en technologie CMOS standard,
la même que celle utilisée par la partie numérique. Cette intégration monolithique va
dans le sens d'une réduction de surface, de consommation et de coût de circuit. Cette
nécessité de simpliﬁer la partie analogique est d'autant plus cruciale dans le cadre de
BFH, où le nombre d'éléments analogiques est directement proportionnel au nombre de
voies.
2. Le second atout est la versatilité. La fonction de transfert est déﬁnie uniquement par la
forme du signal de commande. Ainsi, avec une même structure sur chaque voie, il est
possible de conﬁgurer et reconﬁgurer des fonctions de transfert analogiques diﬀérentes.
3. L'intérêt de cette architecture augmente avec l'avancée des technologies. En eﬀet, avec
l'évolution des n÷uds technologiques, les fréquences d'échantillonnages et celles des
signaux de commande ont tendance à augmenter. Ceci permet à ces ﬁltres ECP de traiter
des bandes de fréquence plus larges et d'augmenter encore la versatilité des fonctions de
transfert, comme nous le verrons dans le chapitre suivant. De plus, avec l'avancée des
n÷uds technologiques la gigue d'horloge commence à être un point critique. Or il a été
montré que, dans le cadre de la SDR, l'ECP est plus résistant à la gigue d'horloge que
l'échantillonnage classique en tension (43).
Les travaux décrits dans ce manuscrit ont donc porté sur l'étude de l'intégration des ﬁltres
ECP comme ﬁltres analogiques des BFH. La première innovation a été d'adapter ces ﬁltres
échantillonneurs à une utilisation large bande. En eﬀet, dans l'état de l'art, tous les travaux
sur les ﬁltres ECP sont envisagés pour le ﬁltrage anti-repliement et le sous-échantillonnage
d'un signal passe-bande de largeur de bande réduite devant la fréquence d'échantillonnage.
Dans le cadre des BFH l'application est très diﬀérente. La bande traitée est maintenant
de l'ordre de grandeur de la fréquence d'échantillonnage, et même souvent supérieure. Les
repliements du signal sur lui-même sont traités par le fonctionnement du Banc de Filtres
Hybrides (voir chapitre précédent sur les BFH). Les BFH dans leur nouvelle utilisation ont
été modélisés au niveau système, puis nous avons étudié le modèle de BFH incluant ces modèles
au niveau système. Les ﬁltres analogiques ont été modélisés et étudiés au niveau électrique.
Les contraintes de réalisation des BFH et de leur circuit de génération ont été mises en avant,
et des critères sur les formes des signaux de commandes et sur les paramètres du circuit ont
été déﬁnies et remontées dans l'étude système. Une architecture a été sélectionnée, qui est
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un compromis entre performances système et contraintes électriques de réalisations. Un outil
d'extraction de la fonction de transfert du modèle électrique bas niveau de ce ﬁltre analogique
a été mis en place, aﬁn d'inclure cette fonction de transfert simulée dans le modèle BFH et de
travailler avec des formes de ﬁltrages réalistes. Les performances ﬁnales du BFH optimisé aux
niveaux systèmes et électriques ont été mesurées. Cette architecture proposée, les simulations





Comme nous l'avons vu dans les chapitres précédents, le parallélisme, qui consiste à con-
vertir le signal sur plusieurs voies et à recombiner les signaux obtenus, permet d'augmenter
la vitesse de conversion et donc la largeur de bande convertie, tout en augmentant la consom-
mation seulement de façon quasi-linéaire.
La solution de Conversion Analogique-Numérique (CAN) parallèle nommée Bancs de Fil-
tres Hybrides (BFH), décrite dans le Chapitre 2 est une solution prometteuse pour la radio
logicielle. En plus des atouts du parallélisme décrits ci-dessus, les BFH permettent la focal-
isation spectrale, ainsi que la réduction de la complexité de la partie analogique (16). Les
circuits actuellement proposés utilisent comme ﬁltres analogiques d' analyse  des ﬁltres ré-
sonateurs. Ils sont adaptés aux applications grande vitesse et oﬀrent un bon rapport signal
sur bruit, mais sont diﬃcilement reconﬁgurables et deviennent de plus en plus imprécis avec
l'avancée des technologies. Ceci est problématique car la conversion parallèle est très sensible
aux imperfections analogiques (16).
Dans cette thèse nous proposons l'utilisation de ﬁltres à échantillonnage de charge passe-
bande (ECP) comme ﬁltres analogiques dans les BFH. Ces ﬁltres et leur état de l'art ont été
décrits dans le Chapitre 3. La première partie de ce chapitre détaille l'architecture proposée.
Puis une deuxième partie présentera les atouts de cette architecture ainsi que les spéciﬁcations
déﬁnies dans le cadre du projet. Nous décrirons ensuite le modèle de ﬁltrage ECP adapté aux
BFH ainsi que le calcul de sa fonction de transfert théorique. Nous exposerons ensuite les
questionnements menés sur la génération des signaux qui commandent l'ECP, et les contraintes
que cela implique sur les fonctions de transfert. Nous présenterons enﬁn plusieurs études
système étudiant l'impact de certaines imperfections sur les performances de l'architecture
proposée.
4.1.1 Présentation de l'architecture proposée
L'architecture proposée est schématisée en Figure 4.1. Elle suppose tout d'abord l'util-
isation en amont d'un ﬁltre dit antirepliement (FAR) sélectionnant l'ensemble de la bande
à traiter. Ce ﬁltre permet d'éviter que des signaux hors-bande se replient sur le signal utile
lors de l'échantillonnage. Dans nos travaux, où nous nous sommes ﬁxés de pouvoir sonder
la bande [470 ; 790]MHz, il faudrait que ce ﬁltre RF soit passe-bande sur cette bande très
large, et soit suﬃsamment sélectif sur les bords pour être capable d'éliminer des bloqueurs
proches. Habituellement, les ﬁltres RF sont conçus pour sélectionner un seul standard. Les
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technologies les plus courantes sont les ﬁltres électro-acoustiques (ﬁltres BAW et SAW). Ils
sont très sélectifs, mais pour une bande très ﬁne. Le développement de ﬁltres RF large bande
sera un point critique pour le développement des futurs standards cognitifs. Cependant des
travaux portent actuellement sur la suppression des ﬁltres RF. Cette suppression irait dans
le sens d'une diminution de la part analogique dans l'architecture de réception RF et d'une
diminution de l'hétérogénéité des circuits RF. Dans le paragraphe 4.4.1 de ce chapitre, une
étude portera sur les eﬀets de l'imperfection du FAR sur les performances du circuit.
L'architecture sélectionnée suppose également l'implémentation d'une transconductance,
souvent intégrée à un ampliﬁcateur faible bruit à transconductance (LNTA).
À la sortie de la transconductance, le signal est transmis à un banc de ﬁltres hybride (BFH).
Le signal est ﬁltré via un banc de ﬁltres analogiques puis échantillonné. Dans cette thèse, nous
proposons l'utilisation de ﬁltres ECP pour réaliser les fonctions de ﬁltrage analogique des BFH
(ﬁltres  d'analyse ) et d'échantillonnage. Après échantillonnage, le signal de chaque voie est
quantiﬁé par un CAN puis suréchantillonné avant d'être ﬁltré par un ﬁltre FIR numérique.
























Fig. 4.1  Schéma général de l'architecture proposée
La transconductance peut être commune à toutes les voies ou il peut y avoir une transcon-
ductance par voie. Les deux choix sont présentés en Figure 4.2(a) et Figure 4.2(b). Dans un
modèle théorique, cela n'a pas d'inﬂuence sur le reste du circuit. En pratique, placer une
transconductance par voie semble préférable car cela permet d'isoler les voies les unes par
rapport aux autres et de réduire les contraintes sur cette étape d'ampliﬁcation faible bruit.
Les ﬁltres ECP et les quantiﬁcateurs sont commandés par plusieurs signaux logiques
générés par une unité de contrôle numérique (UCN), comme le montre la Figure 4.3. Les
détails de conception de l'UCN seront exposés dans la Section 4.3 de ce chapitre.
Un ﬁltre ECP comme celui décrit au Chapitre 3 combine ﬁltrage et échantillonnage. Il
est uniquement composé d'interrupteurs et d'une capacité. Son fonctionnement détaillé est
décrit dans la Section 4.2. Le ﬁltre ECP de la voie i est commandé par trois signaux logiques
de commande périodiques de période Ts : CMDCip , CMDCin et CMDr. Leurs formes seront
décrites dans la suite. Le quantiﬁcateur qui suit est commandé par une horloge à la fréquence
Fs et échantillonné à cette fréquence.
Les signaux CMDCip et CMDCin diﬀérent d'une voie à l'autre de manière à obtenir la








































(b) Une transconductance par voie






































Fig. 4.3  Schéma détaillé de l'architecture proposée
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bon fonctionnement de l'algorithme de synthèse des BFH (16).)
Les signaux CMDr et CLKFs sont présentés en Figure 4.3 comme identiques pour toutes
les voies. Cela signiﬁe que les CAN convertissent les voies de façon synchrone. Mais il est
également possible de retarder l'ensemble des signaux de commande de certaines voies, d'un
retard équivalent à une portion de Ts (période d'échantillonnage). Par exemple pour chaque
voie k allant de 1 àM , retarder les signaux de commande de cette voie d'un temps (k−1)Ts/M
donnerait au circuit un comportement d'entrelacement temporel.
4.1.2 Atout de ce circuit au regard des spéciﬁcations
Cette nouvelle architecture répond aux spéciﬁcations décrites au Chapitre 1 pour un ter-
minal mobile dans un contexte de radio cognitive. Elle permet la réalisation de récepteurs
multivoie avec intégration monolithique en technologie CMOS avancée. De plus, la fonction
de transfert de la partie analogique est hautement versatile et peut traiter des bandes de
fréquences larges.
4.2 Fonctionnement et modèle théorique de l'ECP adapté aux
BFH
Cette section va décrire le fonctionnement de l'ECP dans une application aux BFH, ainsi
que sa modélisation et le calcul de sa fonction de transfert. On considère pour le moment
les diﬀérents éléments du circuit (LNTA, interrupteurs, capacité) comme idéaux. L'étude des
eﬀets de leurs imperfections sera décrite plus loin dans ce document. Le schéma de l'ECP est

































Fig. 4.4  Schéma de l'ECP
4.2.1 Présentation du fonctionnement
Le signal d'entrée est vRFin. Dans notre projet il est limité à la bande [420 ; 840]MHz. La
Figure 4.4 représente le schéma du ﬁltre ECP d'une voie. La Figure 4.5 représente un schéma
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général des signaux qui le commandent. La sortie du LNTA (de transconductance Gm) est le
courant iRFin. On note Ts la période d'échantillonnage, tous les signaux de commande d'une
voie k sont donc périodiques de période Ts. Une période d'échantillonnage se décompose en
trois phases de fonctionnement :
1. La première étape de la période d'échantillonnage est la décharge de la capacité C0
d'intégration, qui est chargée par l'échantillon de la période précédente. Ceci se fait
durant un temps Tr pendant lequel le signal CMDr passe à l'état  1  ce qui ferme les
bornes de la capacité sur une même tension de mode commun, décharge la capacité et
réinitialise vint à 0.
2. La deuxième étape correspond à l'intégration d'un signal de courant dans la capacité.
Durant un temps Ti, les signaux CMDCip et CMDCin vont basculer alternativement
à la fréquence Fc. Par conséquent, durant cette même période Ti, les quatre interrup-
teurs SWx, commandés deux à deux par les signaux CMDCip et CMDCin se ferment
alternativement à la fréquence Fc. Le courant iC0 passant dans la capacité C0 corre-
spond au signal iRFin sortant de la transconductance mais multiplié par le signe de
CMDCip − CMDCin .
3. À la ﬁn du temps Ti et durant une durée t0, les interrupteurs SWx sont tous ouverts.
Durant cette période la tension vint aux bornes de la capacité C0 reste constante et
sa valeur est proportionnelle à l'intégrale du courant ayant traversé C0 durant Ti (cf.
Section 4.2.2 ci-après). Cette valeur est  lue  par le CAN en sortie durant un temps
Tout. Cette valeur est donc prise comme échantillon et quantiﬁée par le CAN. La ﬁn du
temps Tout marque la ﬁn de la période d'échantillonnage.
Le cycle d'échantillonnage recommence ﬁnalement avec une nouvelle décharge de la capacité.
La succession des échantillons forme le signal vint(nTs) qui résulte d'un ﬁltrage et d'un
échantillonnage du signal iRFin. Le calcul de la fonction de transfert correspondante est détaillé
dans le paragraphe suivant. Celle-ci, proche d'un sinus cardinal transposé en bande passante,
dépend de la forme des signaux de commande et en particulier des paramètres Ti et Tc.
4.2.2 Échantillonnage et pseudo-réponse impulsionnelle
À tout instant t, le courant sortant du LNTA idéal vaut
iRFin(t) = GmvRFin(t). (4.1)
Nous nous intéressons au comportement périodique du circuit, de période Ts. En dehors
du temps Ti les quatre interrupteurs SWx sont ouverts et le courant iC0 est nul. Durant
le temps Ti le signe du courant iC0 dépend de l'état des interrupteurs SWx. On note s la




pour t ∈ [0 ;Ts] et nulle ailleurs.
Un exemple de fonction s est représenté en Figure 4.6.






Au début de la période d'échantillonnage, la charge de la capacité C0 est réinitialisée
durant le temps Tr. À la ﬁn de cette phase, la tension aux bornes de la capacité est nulle :
vint
(
(n− 1)Ts + Tr
)
= 0. (4.3)






























Fig. 4.6  Un exemple de fonction s
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À partir de la ﬁn du temps Ti d'intégration, le courant passant dans C0 est nul, donc vint
reste constant. Pour τ ∈ [Ti ;Ti + Tout], on a :
vint
(












C'est cette valeur de vint qui sera acquise comme échantillon par le CAN.


























Nous avons déﬁni les échantillons de sortie en fonction du signal d'entrée et de la forme des
signaux de commande. Nous allons maintenant décomposer mathématiquement cette opéra-
tion en deux étapes : la mise en forme du signal par une fonction ﬁltrage, puis un échantil-
lonnage. Pour calculer la fonction de transfert du ﬁltrage, nous allons faire apparaître une
fonction qui joue le rôle de réponse impulsionnelle.
4.2.3 Pseudo-réponse impulsionnelle
Nous continuons ici à considérer les interrupteurs comme idéaux. Le ﬁltre ECP est un sys-
tème linéaire mais variant dans le temps car, durant un cycle d'échantillonnage, il passe par
de multiples  états  suivant l'état ouvert ou fermé de chaque interrupteur. Par conséquent
la sortie du ﬁltre n'est pas simplement la convolution de son entrée avec une réponse impul-
sionnelle. Cependant pour ce type de circuit, on peut déﬁnir une fonction h qui, convoluée
avec le signal d'entrée, permette d'obtenir le signal ﬁltré par l'ECP. On nomme cette fonction
 Pseudo-Réponse Impulsionnelle  (PRI). On la trouve aussi en anglais sous le nom Impulse
Sensitivity Function (65).
Soit la fonction h telle que h(Ts − t) = s(t). Un exemple est représenté en Figure 4.7.






vRFin(t).h(nTs − t) dt (4.8)









vRFin(nTs − τ).h(τ) dτ (4.9)
Comme h est nulle en dehors de [0 ;Ts] on peut étendre l'intégrale jusqu'à [−∞ ; +∞] et






vRFin(nTs − τ).h(τ) dτ = Gm
C0
.(vRFin ∗ h)(nTs) (4.10)







Fig. 4.7  Pseudo-réponse impulsionnelle
Cette opération d'échantillonnage de charge passe-bande peut donc être vue comme la
convolution du signal d'entrée avec la fonction h qui dépend de la forme des signaux de
commande, suivie d'un échantillonnage.
La partie ﬁltrage de cette opération peut être représentée par une fonction de transfert
dont le calcul est présenté ci-dessous.
4.2.4 Calcul de la fonction de transfert
La convolution dans le domaine temporel d'un signal d'entrée avec une fonction h(t)
équivaut dans le domaine fréquentiel à la multiplication par une fonction H(ω), transformée




.(vRFin ∗ h)(t) 7−→ Vint(ω) = Gm
C0
VRFin(ω)H(ω), (4.11)
où Vint est la transformée de Fourier de vint et VRFin celle de vRFin. D'après l'équation (4.10),
H(ω) correspond donc à la réponse fréquentielle du ﬁltre ECP, pour le signal de sortie vint
échantillonné.
Décrivons dans un premier temps une fonction h dont un exemple est représenté en Fig-







on peut écrire h(t) comme :
h(t) =
[
u (t− Tout)− u
(







t− Tout − Tc
2
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− u (t− Tout − Tc)
]



















− u (t− Tout − Ti)
]
(4.13)
où u(t) est la fonction  Échelon unité  ou fonction de Heaviside. Chacun des D + 1 termes
entre crochets correspond à un créneau de h. Calculons d'abord la transformée de Fourier
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du premier terme, les D − 1 termes suivants correspondant au même créneau (largeur Tc/2)
retardé d'un ou plusieurs Tc/2 :
[
u (t− Tout)− u
(




























Nous utilisons cette déﬁnition car nous recherchons une expression de la fonction de transfert
qui pourra être utilisée pour le calcul numérique des ﬁltres de synthèse optimaux par la
méthode de synthèse (cf. Section 2.2). Nous prenons donc soin d'utiliser une expression qui
limitera les erreurs numériques (voir également ci-dessous).
Le dernier terme est un créneau de largeur Ti−DTc/2, sa transformée de Fourier se calcule






























































Dans cette expression, la somme partielle de la série géométrique peut être mise sous forme
rationnelle :
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mais cette forme, bien que plus compacte, entraîne des erreurs numériques non négligeables
quand le numérateur et le dénominateur deviennent simultanément très petits (proches de la
précision du calculateur).
Un tracé du gain de H pour un exemple de jeu de paramètres est représenté en Figure 4.8.
On trace aussi la réponse fréquentielle classiquement utilisée dans la littérature pour ce type
de ﬁltre, à savoir un sinus cardinal centré en Fc, avec des zéros à tous les Fc ± kFi. On
observe une diﬀérence entre la réponse classique et la réponse que nous avons calculée. Cette
diﬀérence s'explique par le fait que dans les publications antérieures, une approximation de
la réponse fréquentielle est utilisée. Cette approximation (qui correspond au sinus cardinal
pur) est valable dans le contexte de ces publications car les auteurs se placent dans le cas
de signaux à bande étroite devant la fréquence d'échantillonnage. Ce cas particulier a été
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appliqué dans tout l'état de l'art de l'échantillonnage de charge passe-bande et a été détaillé
dans le paragraphe 3.2.1. En résumé, il s'agit du cas où la bande d'intérêt est très ﬁne devant
sa fréquence centrale, et où l'échantillonnage se fait à Fs = Fi. On montre que dans ce
contexte on peut considérer la fonction multiplication par le créneau à la fréquence Fc comme
indépendante de la fonction intégration de charge. On peut donc voir la combinaison de ces
deux fonctions comme un sinus cardinal passe-bas qui a été transposé jusqu'à la fréquence Fc.
On peut négliger l'eﬀet des autres harmoniques du créneau (à kFc) car elles sont centrées très
loin de la bande d'intérêt et les bloqueurs potentiels à ces fréquences auront été ﬁltrés par le
ﬁltre sélectionneur de bande.
Dans le contexte de notre projet, la bande du signal à recevoir n'est plus étroite devant la
fréquence d'échantillonnage. De plus Fc, Fi et Fs sont indépendants et Fc n'est plus sensible-
ment plus grande que Fi et Fs. Les simpliﬁcation faites dans la littérature et décrites dans le
paragraphe précédent ne sont plus valables et ceci entraine une diﬀérence entre la fonction de
transfert décrite en Formule 4.14 et le sinus cardinal passebande de la littérature.
Les diﬀérences entre la fonction de transfert générale et le sinus cardinal passe-bande
simple sont liées à trois composantes de la fonction de transfert. La première diﬀérence est
due à l'eﬀet des autres harmoniques du créneau (à kFc). Dans le cas général elles peuvent
se positionner proches de la bande d'intérêt et provoquer des perturbations. Cette forme
distordue est représentée en Figure 4.9 (ligne pleine). La seconde diﬀérence entre les deux
fonctions de transferts est liée au deuxième terme dans la formule (4.14) de la fonction de
transfert, qui intervient lorsque Ti n'est pas composé d'un nombre pair de demi-périodes Tc/2
et que Fc n'est pas grande devant les autres fréquences du circuit. Comme nous le verrons par la
suite (paragraphe 4.3.2), il est préférable pour des raisons pratiques de choisir eﬀectivement
pour Ti un nombre entier de demi-périodes, et nous travaillerons dans ces conditions. La
troisième diﬀérence est due au terme en sinc(fTc/2), ﬁltrage passe-bas qui ajoute des zéros à
tous les multiples de 2Fc et qui atténue premier lobe.
La position des zéros de la fonction de transfert peut être calculée analytiquement. En eﬀet,
il n'y a que le premier terme de l'expression (4.14) à considérer. Le sinc(fTc/2) s'annule pour
toutes les fréquences multiples de 2Fc, tandis que la somme partielle de la suite géométrique
s'annule pour diﬀérentes fréquences selon la parité de D (voir sa forme rationnelle (4.15)) :
 si D est pair, elle s'annule pour les fréquences multiples de 2Fc/D = Fi sauf pour les
multiples impairs de Fc,
 si D est impair, elle s'annule pour les multiples impairs de Fc/D sauf pour les multiples
impairs de Fc.
Il est également intéressant de noter que le maximum de la fonction de transfert le correspond
pas exactement à Fc. Ceci est du au terme en sinc(fTc/2) dont le premier zéro est en 2Fs et
qui atténue d'environ 4dB en f = Fc.
Ainsi, au coeﬃcient multiplicatif C0 près, la fonction de transfert du ﬁltrage réalisé par
l'ECP ne dépend que de la forme de ses signaux de commande, qui sont déﬁnis par les
paramètres Fc, Fi, Tout et Tr. Si on fait varier la forme de ce signal de commande, on fait
directement varier la fonction de transfert du ﬁltre. Cette ﬂexibilité va nous servir pour l'util-
isation de ces ﬁltres dans des convertisseurs multivoie reconﬁgurables. Le ﬁltre de chaque voie
peut être paramétré diﬀéremment des autres, aﬁn d'apporter de la diversité entre les voies.
Les ﬁltres pourraient également être reconﬁgurés en temps réel, juste en changeant la forme
de leurs signaux de commande, sans nécessairement changer la fréquence d'échantillonnage.
En plus de cette fonction ﬁltrage, le signal est échantillonné à la fréquence Fs, liée évidem-
ment à la forme périodique des signaux de commande. Tous ces signaux périodiques sont
générés par une Unité de Contrôle Numérique (UCN) qui devra être intégrée sur la puce à
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Transfer gain of H
ideal sinc
Fig. 4.8  Gain de la fonction de transfert générale, comparé à celui du sinus cardinal passe-
bande idéal

















Ideal sinc convolution @kFc
Low pass sinc @2Fc
Fig. 4.9  (a) Sinc idéal convolué avec la TF d'un créneau à Fc (b) Sinc passe-bas
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très faible distance du circuit. La complexité de cette UCN dépend grandement des relations
entre les diﬀérents paramètres des signaux de commande, ainsi que de l'architecture sélection-
née. Une partie de nos travaux a porté sur l'architecture de commande, et sur la déﬁnition
des règles à imposer aux paramètres Fc, Fi et Fs pour limiter la complexité de l'UCN tout en
respectant le cahier des charges du circuit.
4.3 Génération des signaux de commande
Nous présentons ici l'Unité de Contrôle Numérique (UCN), qui est chargée de la généra-
tion des signaux qui commandent l'ECP. Nous traitons également des contraintes liées à la
limitation de la complexité de l'UCN et aux formes possibles des signaux de commande. Nous
présentons en particulier la méthodologie, fondée sur un compromis entre performance du
BFH et complexité de l'architecture, utilisée pour sélectionner les paramètres des signaux de
commande et l'architecture de l'UCN.
4.3.1 Unité de Contrôle Numérique : UCN
Le rôle de l'UCN est de générer les diﬀérents signaux de commande CMDCip , CMDCin ,
CMDout, CMDr, et CLKFs pour chacune des voies à partir d'une horloge maître. La Fig-






































Fig. 4.10  Architecture générale du BFH et de l'UCN
Si on conçoit l'UCN par une approche uniquement descendante, i.e. en choisissant les
paramètres de la réponse fréquentielle théorique (équation (4.14)) qui maximisent la perfor-
mance de reconstruction du BFH, on risque d'aboutir à une architecture d'UCN non réalisable
(par exemple faisant appel à une horloge maître de fréquence trop élevée). Il est donc néces-
saire de trouver un compromis qui permette à la fois d'avoir une UCN réalisable et une
performance acceptable pour le convertisseur.
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4.3.2 Compromis performance-complexité pour la sélection de paramètres
La forme du signal de commande pour un ﬁltre ECP est déﬁnie par les paramètres Tr,
Tout, Ti et Tc. Ces paramètres déﬁnissent par conséquent la réponse fréquentielle du ﬁltre
(cf. paragraphe 4.2.4). Or, la qualité de reconstruction du signal atteignable par le banc
de synthèse du BFH dépend des réponses fréquentielles des ﬁltres d'analyse. Comme l'ont
montré nos premiers travaux (66), si ces réponses ne présentent pas assez de diversité, on ne
peut pas reconstruire le signal correctement. Il est donc nécessaire de choisir correctement
les paramètres des signaux de commande aﬁn de s'assurer qu'une bonne reconstruction sera
possible.
Cette problématique est d'autant plus pertinente quand on tient compte des contraintes
de réalisation du circuit. Certaines valeurs ou combinaisons de paramètres ne sont réalisables
en pratique qu'avec une UCN très complexe (voir exemple ci-dessous). A contrario, on peut
trouver des combinaisons de paramètres pouvant être générées à partir d'une UCN relative-
ment simple. Nous explorons dans cette section comment faire le choix de ces paramètres aﬁn
d'obtenir un bon compromis entre la performance du BFH et la complexité de l'architecture
de l'UCN. Vu l'application visée, la priorité est ici mise sur une architecture simple et la
question est essentiellement de savoir si on peut atteindre une performance suﬃsante avec
une architecture simple.
Illustrons par un exemple la complexité de l'UCN pour certaines valeurs de paramètres. La
bande à recevoir correspond à la bande des white spaces décrite au Chapitre 1 ([470 ; 790]MHz).
La bande traitée par le BFH est supérieure car un léger sur-échantillonnage est nécessaire aﬁn
de ne pas subir les eﬀets de bords (16). Nous choisissons de traiter la bande [420 ; 840]MHz.
La fréquence d'échantillonnage Fs est la même pour toutes les voies, et vaut donc 2B/M =
210MHz. Supposons pour cet exemple qu'on choisisse de centrer les bandes passantes des
ﬁltres d'analyse sur les sous-bandes, comme classiquement dans un BFH à ﬁltres de type
résonateurs.
Aﬁn de générer les signaux de commande correspondants, l'UCN doit être capable de
produire des signaux d'horloge dans la bande [470 ; 790]MHz. Pour générer ces horloges syn-
chrones entre elles et avec l'horloge d'échantillonnage à Fs, un choix naturel peut être d'utiliser
l'horloge d'échantillonnage comme référence et des boucles à vérouillage de phase (PLL). Une
PLL permet de générer des horloges à P/Q fois la fréquence de référence (avec P et Q en-







Pour pouvoir multiplier une fréquence par des ratios comme 154 ou
7
8 à l'aide d'une PLL,
il nous faut des diviseurs de fréquences capables de diviser par des entiers qui ne sont pas des
puissances de 2. Nous proposons l'utilisation de compteurs de Johnson (registre à décalage).
Lors de la réalisation eﬀective du circuit il faudra tenir compte des temps de propagation
dans le circuit. À cette fréquence de fonctionnnement un circuit séquentiel pourrait ne pas
être adapté à cause de problèmes de synchronisation. Il serait peut-être nécessaire d'utiliser
un circuit synchrone.
Quelque-soit le système de division de fréquences choisir dans chaque PLL, l'UCN nécessite
d'employer quatre PLL pour générer les quatre fréquences centrales. Les PLL doivent contenir
chacune un oscillateur contrôlé fonctionnant jusqu'aux fréquences 9Fs, 11Fs, 13Fs et 15Fs ce
qui fait qu'elles doivent pouvoir générer des horloges jusqu'à 3.15 GHz et rester intégrées en
technologie CMOS pour rester compatibles avec les contraintes du projet. Il existe dans la
littérature des oscillateurs intégrés pouvant générer ces fréquences (68). Cette architecture est
donc réalisable mais requiert plusieurs oscillateurs à haute fréquence et est assez complexe.
Elle est représentée en Figure 4.11.










































(b) Exemple pour la PLL9
Fig. 4.11  Architecture de l'UCN proposée dans l'exemple
Une solution plus simple consisterait à n'utiliser qu'un seul oscillateur, mais dans ce cas,
les fréquences centrales doivent être choisies diﬀéremment, aﬁn que la fréquence de l'oscillateur
ne soit pas trop élevée. D'un autre côté, changer les fréquences centrales risque de dégrader
la performance du BFH. On peut ainsi se poser la question de savoir quel serait le choix de
fréquences le plus pertinent, compte tenu à la fois de la complexité de l'architecture et de la
performance atteignable par le BFH.
Pour la recherche d'un bon compromis, nous allons étudier la performance du BFH es-
timée au niveau système pour un ensemble de jeux de paramètres des signaux de commande.
Déﬁnissons dans un premier temps les contraintes qui vont limiter cet ensemble.
Nous avons vu au travers de l'exemple ci-dessus que le choix des fréquences centrales
avait une grande inﬂuence sur la complexité de l'architecture. On a en particulier besoin d'un
oscillateur à FG = PFs pour générer une horloge à Fc = PFs/Q. Par souci de clarté, notons
plutôt
FGk = NSkFs = NCkFck (4.16)
pour la voie k. (Nous nous limitons à un oscillateur par voie a priori pour limiter la complexité
de l'architecture.) D'un point de vue pratique, cet oscillateur peut être utilisé pour générer
l'ensemble des signaux de commande de la voie, grâce à un étage de logique. Pour assurer
la réalisabilité de cet oscillateur, voire assurer une certaine précision, il semble judicieux
d'imposer une limite supérieure Fmax à sa fréquence, ce qui se traduit par une majoration de
NSk :









On sait par ailleurs que la division de fréquence sera plus simple à réaliser si NSk est une
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puissance de 2. Il semble donc naturel de ﬁxer (NS)max à une puissance de 2, puisque des
valeurs de NS supérieures augmenteraient à la fois la complexité et l'imprécision des signaux
de commande.
Du point de vue de la complexité et de la précision des signaux de commande, il est par
ailleurs préférable d'avoir des temps d'intégration Tik qui soient des multiples demi-entiers
de la période centrale Tck . En eﬀet, dans le cas contraire, le dernier (ou le premier) créneau
de CMDCip ou CMDCin n'est pas complet (voir par exemple la Figure 4.5), ce qui risque de
provoquer des erreurs importantes dues aux temps de montée et à l'assymétrie des signaux
d'horloge réels, à moins de générer des signaux de commande extrêmement précis, c'est-à-dire








Les temps d'intégration sont par ailleurs limités puisqu'une période d'échantillonnage com-
prend trois phases (cf. Section 4.2.1) : décharge de la capacité, intégration du signal d'entrée et
transmission de l'échantillon. Tous les signaux de commande de la voie étant générés à partir
de l'oscillateur à FGk , les temps de décharge Tr et de transmission Tout seront des multiples
de TGk et sont donc supérieurs à TGk . De plus, pour empêcher le recouvrement des phases
de décharge, d'intégration et de transmission à cause de la non-idéalité des signaux de com-
mande, il est indispensable de prévoir des temps de garde entre ces trois phases, qui vaudront
aussi au minimum TGk . Par conséquent, la durée maximale d'intégration est Ts−5TGk , ce qui
se traduit au ﬁnal par la relation
NikNCk ≤ 2NSk − 10. (4.18)
On peut également noter que si Nik = 1, le ﬁltre ECP correspondant n'est plus passe-bande
mais passe-bas avec pour magnitude un sinus cardinal simple. Le ﬁltre d'analyse ne remplit
donc pas sa fonction dans ce cas, et nous pouvons a priori éliminer cette valeur de Nik . On
en déduit que







NCk ≤ NSk − 5. (4.20)
Dans le même ordre d'idée, nos connaissances a priori sur les BFH nous suggèrent de choisir
des fréquences centrales Fck pour les ﬁltres d'analyse à l'intérieur de la bande convertie, qu'on























Finalement, nous pouvons décrire l'ensemble des jeux de paramètres satisfaisant les con-
traintes ﬁxées par la procédure suivante :
1. L'ensemble des fréquences centrales Fck réalisables est déterminé par l'ensemble des
rapports NSk/NCk satisfaisant les relations (4.21), (4.22) et (4.20). Certaines fréquences
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peuvent être obtenues par plusieurs combinaisons diﬀérentes de NSk et NCk , on ne garde
dans ce cas que la combinaison avec la plus petite valeur de NSk , aﬁn de minimiser la
fréquence de l'oscillateur local, sauf si une valeur plus haute de NSk permet de réduire le
nombre d'oscillateurs pour l'ensemble des voies (cas où plusieurs NSk sont identiques).
2. Pour un jeu de paramètres (NSk , NCk)1≤k≤M ﬁxé, on utilise l'encadrement (4.19) pour
déterminer l'ensemble des valeurs acceptables pour les Tik .
L'ensemble ainsi déﬁni peut s'avérer être d'une taille trop grande pour eﬀectuer une étude
exhaustive de toutes les combinaisons possibles de paramètres. On peut alors réduire le nom-
bres de combinaisons testées en utilisant des informations supplémentaires sur les jeux de
paramètres susceptibles a priori de donner de moins bonnes performances pour le BFH, no-
tamment :
 Nous avons observé lors de nos premiers travaux (66) que, toutes choses étant égales
par ailleurs, la performance du BFH est généralement meilleure pour des valeurs plutôt
faibles des Fik , soit des valeurs plutôt grandes des Tik . Cela s'interprète par le fait que les
ﬁltres d'analyse doivent être suﬃsamment sélectifs pour obtenir une bonne performance
du BFH. On peut utiliser cette information en limitant le nombre de Nik testés pour
chaque couple (NSk , NCk).
 Les fréquences centrales Fck doivent préférablement être bien espacées aﬁn de garantir
une diversité suﬃsante des fonctions de transfert et obtenir une bonne performance du
BFH. On peut utiliser cette information en imposant par exemple une borne inférieure
sur l'écart entre les fréquences centrales de deux voies consécutives.
En utilisant cette méthodologie pour étudier les jeux de paramètres possibles pour le
scénario considéré, nous sommes arrivés à la conclusion que :
 Une architecture simple à M = 4 voies avec un seul oscillateur pour toutes les voies à
FG = 16Fs permet d'obtenir des performances suﬃsantes du point de vue du cahier des
charges.
 Une architecture à M = 4 voies avec plusieurs oscillateurs permet d'améliorer la perfor-
mance de quelques décibels seulement, ce qui ne justiﬁe pas à notre avis l'augmentation
de la complexité.
 Une architecture à M = 8 voies nécessite un ou plusieurs oscillateurs à des fréquences
plus élevées pour un gain de performance supplémentaire de quelques décibels, ce qui
ne permet pas non plus de justiﬁer l'augmentation importante de la complexité pour ce
cas.
Les signaux de commande ﬁnalement sélectionnés et l'architecture de l'UCN correspon-
dante sont détaillés dans la section suivante.
4.3.3 Architecture sélectionnée pour l'UCN
Dans l'architecture sélectionnée, une seule PLL génère une horloge à FG = 16Fs. Ensuite
des diviseurs de fréquences génèrent les horloges pour les quatre voies, enﬁn de la logique syn-
chrone construit les signaux de commande des quatre voies. Le plan de fréquences permettant








4 ]. Il est représenté
en Figure 4.12.
Générer une horloge à FG correspond à déﬁnir un temps de base TG = Ts/16. Les horloges
de commande des ﬁltres sont toutes construites à partir de combinaisons logiques de cette
horloge de base et de ses multiples. Les formes des horloges proposées par ce plan de fréquences
sont présentées en Figure 4.13. Les temps Tout et Tr sont composés chacun d'un seul temps
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16
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Fig. 4.12  Plan de fréquences de l'architecture sélectionnée
et Tik diﬀèrent d'une voie à l'autre, mais sont toujours multiples de TG. Les temps Tck ont été
déﬁnis par le plan de fréquences. Les temps d'intégration Tik sont les plus grands possibles
compte tenu du temps de décharge Tr, de transmission Tout, et de la marge prise entre ces
diﬀérentes phases de l'échantillonnage de charge.
On observe cependant que pour certaines voies des transitions se font au milieu d'un temps
de base. Par exemple sur la voie 1, Tc1 =
7
16Ts et Ti1 = 3Tc1/2, ce qui fait que Tc1/2 = 3.5TG
et Ti1 = 10.5TG. Pour construire ces transitions au milieu d'un temps de base on ne peut pas
se ﬁer aux transitions du milieu de la période TG car à ces fréquences élevées elles ne sont
pas ﬁables et seraient sources de forte gigue de phase. Il faut donc doubler la fréquence de
référence. Nous avons donc besoin d'une horloge à 32Fs ce qui fait 6.72GHz. Cette fréquence
d'horloge est très élevée pour un oscillateur intégré en CMOS, mais est réaliste par rapport
à des publications récentes (68). L'avantage de cette architecture est qu'elle ne nécessite
qu'un seul oscillateur haute fréquence et qu'une seule PLL, ce qui permet de conserver une
architecture simple et d'éviter les perturbations croisées qui peuvent apparaître entre plusieurs
PLL. L'architecture générale est présentée en Figure 4.14. On y retrouve la PLL qui contient
un oscillateur à 32Fs, les diviseurs de fréquences qui génèrent les horloges utiles et permettent
de fermer la PLL, et la logique qui permet de construire les signaux de commande.
4.4 Études système : impact de certaines imperfections sur les
performances d'un BFH à ECP
À partir des réponses théoriques optimales obtenues précédemment, nous souhaitons véri-
ﬁer au niveau système la robustesse de notre architecture vis-à-vis de certaines imperfections
de réalisation. Tout d'abord, nous nous intéressons aux imperfections du ﬁltre antirepliement
à l'entrée du système multivoie qui dans la réalité ne ﬁltre pas idéalement les signaux hors-
bande. Nous étudions ensuite la sensibilité du système aux imperfections des capacités. Enﬁn,
nous évaluons la sensibilité du système à la gigue d'horloge.
4.4.1 Impact de l'imperfection du ﬁltre RF antirepliement
Avant toute conversion analogique-numérique, il est nécessaire d'éliminer les signaux en
dehors de la bande à convertir aﬁn de limiter au maximum les repliements de spectre. Pour
cela, on fait appel à un ﬁltre RF sélecteur de bande. Sa fonction a été introduite dans le
paragraphe 4.1.1. Ce ﬁltre peut être modélisé classiquement à partir de topologies de type
Butterworth, Chebychev, etc. De manière générale, une fois la topologie choisie, en partant
d'un gabarit déﬁnissant l'ondulation maximale tolérée dans la bande et l'atténuation hors-
bande, on en déduit un ordre minimal pour le ﬁltre. Plus la bande de transition entre la bande
passante et la bande atténuée est étroite, plus l'ordre du ﬁltre sera élevé. On peut également












































Fig. 4.14  Architecture proposée pour l'UCN
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à partir de spéciﬁcations et d'un ordre ﬁxé en déduire le ﬁltre le plus performant réalisable.
On s'intéresse ici à déterminer au niveau système les contraintes de performances du ﬁltre
antirepliement aﬁn de ne pas trop dégrader la qualité du signal numérisé. Une première étude
théorique à partir de ﬁltres analogiques et numériques idéaux a permis d'avoir une première
estimation de l'impact d'un ﬁltre antirepliement non idéal sur les performances d'un BFH,
ainsi que sur celles d'un convertisseur simple ou à entrelacement temporel pour comparaison
(voir Section 2.1.3.1).
Pour l'étude qui suit, nous cherchons à estimer au niveau système l'impact sur les per-
formances de notre BFH à ﬁltres ECP d'un modèle de FAR plus réaliste, en fonction des
caractéristiques de celui-ci. De même que pour l'étude théorique en Section 2.1.3.1, nous con-
sidérons qu'en dehors d'une bande de largeur 3B centrée sur la bande convertie, la réponse
fréquentielle du FAR est d'une amplitude suﬃsamment faible pour pouvoir négliger son in-
ﬂuence sur les performances du BFH. La nécessité d'une telle hypothèse provient du fait que
pour le calcul du bruit introduit dans la bande d'intérêt par la non-idéalité du FAR, il faut
additionner d'autant plus de termes de repliements que la largeur de la bande sur laquelle
le FAR est considéré comme non idéal est grande. On aurait ainsi une inﬁnité de termes de
repliements à additionner si on ne limitait pas cette bande. En pratique, dans le cas des spéci-
ﬁcations choisies pour notre système, cette hypothèse peut être justiﬁée par le comportement
globalement passe-bas de la chaîne de réception antenne+LNA, qui va atténuer davantage le
signal d'entrée pour les fréquences éloignées de la bande convertie.
Plus précisément, pour chaque fréquence f dans la bande convertie [B ; 2B], on a sur
chaque voie du BFH M termes de repliement pour chaque bande [kB ; (k+1)B] où la réponse
du FAR est considérée non idéale. Pour exemple, la Figure 4.15 montre ces repliements
repliements dans la bande convertie [B ; 2B] causés par les composantes de la bande adja-
cente [2B ; 3B], dans le casM = 4. La première courbe représente le spectre avant repliement.
Les courbes suivantes présentent chaque repliement. On voit que pour chaque fréquence dans
la bande convertie, il y a M = 4 repliements à prendre en compte. Chacun de ces termes de
repliements est produit par une composante du signal d'entrée située en dehors de la bande
convertie, ﬁltrée par le FAR puis par le ﬁltre d'analyse de la voie en question et peut donc
s'écrire
Rj,m(f) = X(fj)A(fj)Hm(fj),
avec X le signal d'entrée, fj une fréquence hors-bande qui vient se replier sur f , A la réponse
du ﬁltre FAR et Hm la réponse du ﬁltre d'analyse sur la voie m.
Avec nos hypothèses, la densité spectrale du bruit résultant généré en sortie du BFH à la














pour une intégration numérique basique.
La performance du BFH en prenant en compte la non-idéalité du FAR peut donc être
estimée par la formule modiﬁée du SNR :





−3B −2B −B 0 B 2B 3B
−3B −2B −B 0 B 2B 3B
−3B −2B −B 0 B 2B 3B
−3B −2B −B 0 B 2B 3B
−3B −2B −B 0 B 2B 3B
−3B −2B −B 0 B 2B 3B
−3B −2B −B 0 B 2B 3B
Fig. 4.15  Exemple de repliements causés par la non-idéalité du FAR
où Wdisto prend en compte l'ondulation du FAR dans la bande.
Nous choisissons pour cette étude d'utiliser des ﬁltres de type elliptique. Ce choix est
motivé par le fait qu'ils ont, pour un ordre donné, la bande de transition la plus étroite
parmi les ﬁltres de type standard (Butterworth, Chebychev, elliptique). Or, du point de vue
des performances d'un BFH, il est plus pertinent d'avoir une bande de transition étroite
que d'avoir une réponse  plate  dans la bande passante. Les ﬁltres de type elliptique sont
donc les plus à même de réaliser le meilleur compromis performance/complexité pour notre
application. Pour exemple, la Figure 4.16 montre la réponse fréquentielle d'un ﬁltre elliptique
d'ordre 18, avec pour spéciﬁcations 80 dB d'atténuation et 2 dB d'ondulation.
Étant données les performances visées, un minimum de 80 dB d'atténuation est néces-
saire. Nous testons pour comparaison plusieurs combinaisons de valeurs pour l'atténuation et
l'ondulation en vériﬁant l'ordre minimal du ﬁltre nécessaire pour obtenir ces caractéristiques.
Le Tableau 4.1 regroupe les résultats obtenus. Le SNRFAR est estimé par la formule (4.24)
et le SNR indiqué en référence correspond au cas où WFAR est supposé nul (FAR idéal). La
contribution des ﬁltres ECP d'analyse est estimée par la diﬀérence observée sur le SNRFAR
lorqu'on suppose Fm = 1 dans l'équation (4.23), cela permet de quantiﬁer l'eﬀet positif des
ﬁltres d'analyse qui atténuent le bruit causé par le FAR (voir étude théorique en annexe).
Si on se limite à un ordre 18 pour le FAR, la combinaison la plus performante est 80 dB
d'atténuation avec 2 dB d'ondulation (voir Figure 4.16). Dans ce cas, voyons l'évolution des
performances si on diminue l'ordre du ﬁltre. Pour ce faire, il est nécessaire de relâcher des
contraintes. On peut par exemple choisir de ne pas ﬁxer les bandes de transition (la bande
passante restant identique). Le Tableau 4.2 compare les performances obtenues dans ce cas
en fonction de l'ordre du FAR. On remarque que la performance décroît rapidement avec
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Réponse d’un FAR elliptique (R = 2dB, A = 80dB)
 
 
Fig. 4.16  Réponse fréquentielle d'un FAR elliptique de 80 dB d'atténuation, 2 dB d'ondu-
lation et d'ordre 18.
Atténuation (dB) 80 85 90
Ondulation (dB) 1 2 5 1 2 5 1 2 5
Ordre du ﬁltre 20 18 18 20 20 18 22 20 20
SNR (dB) 71 70 67 71 70 67 71 70 67
SNRFAR (dB) 61 66 63 66 65 65 70 69 65
Contribution FA (dB) 9 7 7 8 8 6 3 7 7
Tab. 4.1  Performances de l'ensemble FAR+BFH pour diﬀérents FAR de type elliptique.
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l'ordre du ﬁltre, ce qui s'explique par le fait que la largeur de la bande de transition augmente
rapidement quand on réduit l'ordre du ﬁltre. Par contre, la contribution des ﬁltres d'analyse
est d'autant plus grande que la performance est faible ; ils permettent donc de compenser en
partie cette perte de performance.
Ordre du FAR 18 16 14
SNR (dB) 70 70 62
SNRFAR (dB) 66 59 46
Contribution FA (dB) 8 10 13
Tab. 4.2  Performances de l'ensemble FAR+BFH pour un FAR elliptique de 80 dB d'at-
ténuation et 2 dB d'ondulation, en fonction de l'ordre de celui-ci.
4.4.2 Sensibilité aux erreurs sur la valeur des composants
L'un des avantages présupposés de l'utilisation de ﬁltres ECP comme ﬁltres d'analyse
pour les BFH, par rapport à des ﬁltres d'analyse standards de type RLC parallèle, était la
réduction de la sensibilité aux imperfections analogiques dues aux incertitudes sur la valeur
des composants analogiques lors de la fabrication du circuit. Nous exposons dans cette section
les résultats d'une étude comparative de sensibilité à ces imprécisions, qui vient conﬁrmer cet
avantage.
Pour cette étude, nous nous plaçons au niveau système et estimons la performance de
celui-ci lorsque les composants des ﬁltres d'analyse dévient de leur valeur nominale, alors que
les ﬁltres de synthèse restent calculés pour ces valeurs nominales. En pratique, ces déviations
dépendent du procédé de fabrication des composants et sont aléatoires, mais leurs lois de
probabilité sont caractérisées, ce qui permet de réaliser une simulation de type Monte Carlo
pour estimer la loi de probabilité résultante pour la performance du système. Les paramètres
des ﬁltres ECP sont ceux choisis à la paragraphe 4.3.3 Les paramètres des ﬁltres résonants
RLC sont les paramètres standards pour un BFH : les bandes passantes à−3 dB correspondent
exactement aux sous-bandes, les fréquences centrales étant les milieux des sous-bandes.
Nous ne considérons pour cette étude que les incertitudes sur les valeurs des capacités, qui
sont les seuls composants passifs dans le cas des ﬁltres ECP. Dans le cas des ﬁltres classiques
de type RLC, il conviendrait, pour une étude complète, de tenir compte conjointement des
incertitudes sur les valeurs des résistances et des inductances qui dégradent encore la per-
formance. Toutefois, comme nous allons le voir, pour cette étude comparative les résultats
sont suﬃsamment probants tels quels pour que nous puissions nous dispenser d'alourdir la
procédure.
Procédé FMOM MIM cap Plate cap
cmin (fF/µm2) 1.2 4.25 .34
cmax (fF/µm2) 2 5.75 .46
Dispersion d (%) 25 15 17.9
Matching m (%
√
fF) 1.5 1 0.5
Tab. 4.3  Caractéristiques des déviations pour trois procédés de fabrication de capacités.
Nous disposons des caractéristiques statistiques de l'erreur pour trois procédés de fabrica-
tion de capacités : FMOM,MIM cap et Plate cap. Elles sont regroupées dans le Tableau 4.3.cmin,
cmax et d caractérisent l'incertitude sur la valeur de la capacité surfacique du matériau dans
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lequel sont gravées les capacités. La loi de probabilité correspondante pour la capacité sur-
facique est une loi uniforme sur l'intervalle [cmin; cmax] en absolu, ou de manière équivalente
[1−d; 1+d] en relatif. Le matching m caractérise pour sa part l'incertitude sur les dimensions
des capacités gravées, une fois la capacité surfacique ﬁxée. La loi de probabilité correspondante
est une loi normale de moyenne 1 et de variance m2, en relatif par rapport à la valeur de la










, 1 ≤ i ≤M, (4.25)
où C∗i est la valeur nominale de la i-ième capacité en fF, U une variable aléatoire (v.a.)
uniforme sur [1 − d ; 1 + d] et les Xi des v.a. normales centrées réduites indépendantes (en-
tre elles et de U). Par souci de généralité de l'étude, nous choisissons de ﬁxer les valeurs
nominales C∗i à C0 = 500 fF, qui est un ordre de grandeur pertinent vis-à-vis du scénario
avec les paramètres sélectionnés, aussi bien pour les ﬁltres ECP que pour les ﬁltres RLC (les
inductances correspondantes sont de l'ordre de quelques µH).
Le Tableau 4.4 montre les résultats obtenus pour 104 réalisations des v.a., en termes de
perte de performance du BFH : ∆SNRdB = SNR∗dB−SNRdB (SNR∗dB étant la valeur nominale
du SNR). Quel que soit le procédé de fabrication, on observe eﬀectivement une sensibilité bien
moins grande dans le cas des ﬁltres ECP, permettant de garder une performance convenable du
système malgré les incertitudes sur les valeurs des capacités. À titre illustratif, la Figure 4.17
compare plus précisément les estimations par histogramme des densités de probabilité (d.d.p.)
de ∆SNRdB dans le cas du procédé plate cap. Avec ce procédé, les déviations de capacité
entraînent une perte de performance de plus de 6 dB dans moins de 7% des cas pour les ﬁltres
ECP, mais dans plus de 99% des cas pour les ﬁltres RLC.
Filtres ∆SNRdB FMOM MIM cap Plate cap
RLC moyenne 71 67 68
écart-type 8 8 8
ECP moyenne 9 6 3
écart-type 4 3 2
Tab. 4.4  Sensibilité comparée des ﬁltres RLC et ECP pour les trois procédés de fabrication.
On peut interpréter ces résultats en remarquant que, dans le cas d'un ﬁltre ECP, la
valeur de la capacité n'intervient que comme un facteur de proportionnalité de la réponse
fréquentielle, alors que pour un ﬁltre RLC elle intervient à la fois sur la fréquence centrale
et sur la largeur de bande. Du point de vue de la reconstruction du signal par le banc de
synthèse, l'impact d'une déviation de cette valeur sur la compensation des repliements est
donc beaucoup moins important dans le cas des ﬁltres ECP. On peut noter par ailleurs que,
dans le cas des ﬁltres ECP, la sensibilité est directement lié au matching, puisqu'elle est plus
faible pour le procédé plate cap que pour le MIM cap malgré une dispersion d légèrement
plus grande. Au contraire, dans le cas des ﬁltres RLC, la sensibilité semble plus fortement
dépendante de d que de m si l'on compare de la même manière les résultats pour ces deux
procédés.
Un corollaire de cette étude est qu'un BFH réalisé avec des ﬁltres ECP sera beaucoup
moins sensible aux variations de température extérieure et autres conditions environnemen-
tales qui aﬀectent les valeurs des composants passifs. Notamment, ces conditions peuvent être
considérées en permanence identiques pour tous les composants du circuit, ce qui correspond
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Fig. 4.17  Comparaison des d.d.p. estimées de ∆SNRdB du BFH avec ﬁltres ECP (blanc) et
avec ﬁltres RLC (noir), pour le procédé plate cap.
conceptuellement à une déviation supplémentaire avec un matching nul. Ainsi, même dans
le cas où une procédure de calibration est mise en place pour compenser les incertitudes sur
les valeurs des composants, les ﬁltres ECP devraient garder un avantage sur les ﬁltres RLC
standards.
4.4.3 Sensibilité vis-à-vis de la gigue d'horloge
Au niveau de la conversion, la précision de l'instant d'échantillonnage est tout aussi impor-
tante que la précision sur l'amplitude du signal. En pratique, l'instant d'échantillonnage est
déterminé lorsqu'un signal d'horloge dépasse un certain seuil. Ce signal d'horloge est généré
par un oscillateur et peut traverser un certain nombre de couches électroniques avant d'arriver
au c÷ur du CAN. Les imperfections de l'oscillateur et des couches électroniques occasionnent
des défauts dynamiques, que l'on appelle gigue, sur ce signal d'horloge et qui peuvent être
modélisés par un bruit additif sur l'instant d'échantillonnage. Par conséquent, tout se passe
comme si on n'échantillonnait pas aux instants nT mais aux instants nT + ǫ où ǫ est une
variable aléatoire dont on précisera les caractéristiques ultérieurement.
Le but de cet étude est d'évaluer l'impact de la gigue d'horloge sur la qualité de la conver-
sion du circuit étudié dans cette thèse et d'en déduire les contraintes sur cette gigue d'horloge
aﬁn d'obtenir une précision donnée (un SNR de 70 dB par exemple). Pour avoir une référence,
l'impact de la gigue sera aussi établi pour un CAN-ET et un BFH avec résonateurs.
Pour cette étude, nous disposons d'un modèle de simulation de gigue d'horloge fourni par
le LETI dans le cadre du projet ANR VersaNum (2006-2009). Ce modèle a l'avantage d'être
plus réaliste que le simple bruit blanc gaussien souvent considéré pour modéliser la gigue
d'horloge. Car en eﬀet, concernant les ADPLL, le bruit généré est un bruit coloré. Nous
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aurons donc une évaluation plus précise en utilisant ce modèle.
Fig. 4.18  Plateforme de simulation de l'impact du jitter dans un CAN-ET
La Figure 4.18 montre la plateforme permettant de calculer le SNR en sortie en présence
de gigue pour un CAN-ET. Comme nous considérons ici un CAN-ET idéal c'est-à-dire sans
déformation du signal, le CAN-ET du haut, commandé par une horloge idéale, peut servir
de référence et donne la puissance du signal utile en sortie. Le CAN-ET du bas subit une
gigue sur chaque instant d'échantillonnage. L'erreur obtenue en sortie correspond exactement
à l'erreur due à la gigue d'horloge. On peut alors calculer le SNR en sortie en présence de
gigue d'horloge par :






où Py est la puissance du signal utile en sortie y[n] et Pe, la puissance de l'erreur e[n].
Fig. 4.19  Plateforme de simulation de l'impact du jitter dans un BFH
Pour un BFH, on ne peut pas procéder de la même manière car dans le BFH, le signal
utile subit une certaine distorsion en amplitude et en phase. Il faut donc compenser cette
distorsion. La Figure 4.19 illustre la plateforme utilisée. La voie supérieure symbolisée par
T0(jω) simule seulement la fonction de distorsion du BFH nommée V 0BFH(e
jw) exprimée par
l'équation (2.20). y[n] représente donc le signal utile en sortie du BFH, sans les repliements.
La voie inférieure simule le BFH complet. En sortie, on retrouve donc le signal utile plus les
repliements. Selon que l'on applique de la gigue au BFH ou non, l'erreur représentera l'erreur
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Tab. 4.5  SNR en présence ou non de gigue d'horloge pour un CAN-ET, BFH à ﬁltres ECP
et BFH à ﬁltres résonants (en dB)
σgigue CAN-ET BFH ECP BFH résonateurs
sans gigue N/A (∞) 72.3 74.5
3 ps 40.1 40.7 41.9
0.5 ps 55.5 56.2 57.4
0.2 ps 63.0 63.6 64.9
0.06 ps 69.9 70.3 72.2
due aux repliements seuls ou l'erreur due au repliements et à la gigue. On peut ainsi calculer
un SNR de référence :






et un SNR avec gigue :






On peut ainsi d'une part connaître la contribution précise de la gigue dans la dégradation
du SNR et d'autre part comparer le SNR d'un BFH avec celui d'un CAN-ET. Les simulations
ont été eﬀectuées pour diﬀérentes valeurs d'écart-type de gigue, pour des BFH à ﬁltres ECP
et à ﬁltres résonants. Les résultats sont générés pour des systèmes de conversion à quatre voies
travaillant sur la bande [420 ; 840]MHz. Un signal d'entrée sinusoïdal de fréquence 500MHz
a été utilisé pour ces calculs. Pour simuler la partie analogique du BFH, on déforme et on
déphase le signal sinusoïdal d'entrée avec respectivement la magnitude et le déphasage des
ﬁltres d'analyse. Les résultats sont donnés dans le Tableau 4.5.
Les résultats montrent des valeurs de SNR similaires (à 2 dB près) quelle que soit la
structure. On constate que pour les trois structures étudiées, pour parvenir à un SNR de
70 dB, il faut une gigue d'écart-type au plus égal à 0.06 ps.
4.5 Conclusion
Dans ce chapitre nous avons tout d'abord présenté l'architecture sélectionnée au regard
des contraintes décrites dans le Chapitre 1. La proposition de cette thèse est d'implémenter un
ﬁltre ECP comme ﬁltre analogique et échantillonneur dans chaque voie d'un convertisseur à
BFH. Nous avons ensuite calculé le modèle théorique généralisé du ﬁltre à ECP dans le cadre de
son utilisation dans les BFH. Dans ce cadre, les ﬁltres ECP doivent pouvoir traiter des signaux
larges bandes et doivent être hautement reconﬁgurables. Nous avons étudié l'architecture de
génération des horloges de commande et nous avons déﬁni un plan de fréquences permettant
un compromis entre permformances système et complexité de l'unité de génération des signaux
de commande. Nous avons enﬁn étudié le circuit au niveau système aﬁn de déﬁnir l'impact
de certaines imperfections sur les performances du convertisseur synthétisé.
L'étape suivante est présentée dans le Chapitre 5. Nous allons décrire la modélisation de la
partie analogique au niveau électrique, puis nous proposerons une méthodologie aﬁn d'étudier
le circuit au niveau système tout en tenant compte des paramètres électriques du circuit
analogique. Enﬁn nous présenterons les simulations réalisées, le comportement transitoire du
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Simulation du circuit au niveau
électrique
5.1 Introduction
Dans le chapitre précédent nous avons proposé et décrit une nouvelle architecture de con-
vertisseur à bancs de ﬁltres hybrides dans laquelle les ﬁltres analogiques sont des ﬁltres à
échantillonnage de charge passe-bande. Par rapport au modèle de la littérature présenté en
Chapitre 3 et limité à traiter des signaux dont la bande est ﬁne devant la fréquence d'échan-
tillonnage, nous avons proposé un nouveau modèle mathématique permettant de traiter des
signaux large bande. Puis nous avons proposé un plan de fréquence adapté aux contraintes
du projet et qui limite la complexité de l'unité de contrôle numérique générant les signaux
de commande. L'architecture étant mise en place nous allons maintenant nous pencher sur la
conception puis l'étude du circuit en simulation.
Ce chapitre va tout d'abord présenter l'architecture du circuit. Nous présenterons le sys-
tème dans son ensemble puis nous détaillerons ses éléments. L'architecture combine des sig-
naux analogiques temps continu, analogiques temps discret, et numériques. L'analyse de ces
signaux va demander des outils mathématiques diﬀérents. Cette situation peut rendre diﬃ-
cile l'étude de l'architecture dans son ensemble. Nous allons proposer une méthodologie de
simulation permettant d'étudier au niveau système l'inﬂuence des paramètres électriques.
Notre approche est de type ascendante (ou bottom-up), ce qui consiste à extraire les
paramètres système des éléments depuis leur modèles électriques, puis de les implémenter
sous forme de macro-modèles dans le système aﬁn de caractériser le système dans son ensem-
ble. Nous faisons appel à l'outil SpectreRF pour extraire la fonction de transfert des ﬁltres
ECP en utilisant les modèles électriques des composants. Puis l'algorithme intègre ces fonc-
tions de transfert dans le modèle Matlab du système général aﬁn de procéder à la synthèse
des ﬁltres numériques des BFH et à l'évaluation des performances du système.
Enﬁn ce chapitre présentera les simulations et études réalisées à l'aide de cette méthode.
Nous présenterons le comportement transitoire des ﬁltres d'analyse, puis nous décrirons l'ap-
plication de la méthode évoquée auparavant, enﬁn nous présenterons quelques études basées
sur cet outil.
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5.2 Modélisation du circuit
Dans cette partie nous allons présenter les modèles choisis pour la conception au niveau
électrique des ﬁltres analogiques à ECP. Nous allons tout d'abord présenter l'architecture dans
son ensemble et le circuit au niveau électrique qui a été conçu. Puis nous présenterons en détail
la modélisation de certains de ses composants comme le LNTA, les signaux de commande et
les interrupteurs.
5.2.1 Présentation du circuit
La Figure 5.1 représente l'architecture sélectionnée telle qu'elle a été décrite dans le
Chapitre 4. Elle est composée de 4 voies. Sur chaque voie le signal analogique traverse tout
d'abord un LNTA. Ce LNTA est représenté par son modèle le plus simple : une transcon-
ductance gm. Ce signal est ensuite ﬁltré et échantillonné par le ﬁltre à échantillonnage de
charge passe-bande (ECP). Les quatre ﬁltres ECP sont tous conçus de façon identique. Ce
sont les signaux de commande qui vont déﬁnir la forme de chaque fonction de transfert (voir
Chapitre 4). En sortie de l'ECP le signal est analogique mais en temps discret. Le CAN va
ensuite quantiﬁer le signal. Á partir de cette étape le signal est numérique. Il va être traité par
un ﬁltre numérique adapté aﬁn de pouvoir recombiner les quatre voies. Les ﬁltres numériques
sont conçus de façon à minimiser les erreurs ajoutées par l'ensemble du BFH (voir Chapitre 2).
Une des voies est détaillée sur la Figure 5.2. La partie analogique de cette architecture
(LNTA, ECP) a été modélisée à l'aide de l'outil de schématique Cadence qui crée une netlist
en langage Spectre. Cadence permet d'aﬃcher graphiquement et de modiﬁer cette netlist.
Le schéma du circuit analogique est représenté sur la Figure 5.3. Dans la partie gauche de
la Figure 5.3 on observe le LNTA. Dans nos travaux nous utilisons un modèle idéal de LNTA
qui sera détaillé dans en paragraphe 5.2.2.
Dans la partie haute nous apercevons les sources de tensions qui génèrent les signaux
de commande. Ils peuvent être choisis idéaux ou modélisés à l'aide de bascules selon les
simulations voulues.
Au centre sont placés les quatre interrupteurs SWc1 à SWc4 qui sont commandés par
les signaux de commande CMDCip et CMDCin aﬁn d'alterner le courant dans la capacité
d'intégration C0. Ces éléments sont également visibles sur le schéma de la Figure 5.2).
Les deux interrupteurs de part et d'autre de C0, commandés par CMDr, permettent de
décharger C0 avant une nouvelle intégration.
Les deux sorties vintp et vintn permettent de transmettre la tension aux bornes de C0
à un échantillonneur-bloqueur idéal (non représenté sur la ﬁgure), décrit en Verilog-A, qui
permettra au simulateur d'extraire la fonction de transfert de la fonction ﬁltrage (ceci sera
détaillé en paragraphe 5.3.2).
Les deux interrupteurs commandés par CMDout permettent de transmettre l'échantillon
de C0 à C1 durant le temps Tout.
C1 stocke la charge durant une grande partie de la période suivante ce qui laisse plus de
temps au CAN pour acquérir l'échantillon.
L'architecture est nécessairement diﬀérentielle aﬁn de pouvoir alterner le sens du courant
dans la capacité. L'autre avantage d'une architecture diﬀérentielle est de pouvoir se détacher
des contraintes liées aux composantes continues. Cela améliore la précision du système et sa
robustesse face à des perturbations continues ou très basses fréquences.
Nous allons maintenant détailler les modèles choisis pour chaque élément du circuit analogique



























































































Fig. 5.2  Schéma détaillé d'une voie i






































Fig. 5.3  Schéma du circuit analogique d'une voie
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avons utilisé le modèle idéal de capacité. Ce modèle idéal signiﬁe que la valeur de la capacité
reste toujours constante et ne dépend d'aucun paramètre physique. Par contre par la suite
nous décrirons les eﬀets d'une déviation de la valeur de cette capacité. Les modèles des LNTA,
des horloges de commande et des interrupteurs seront décrits dans les sous-sections suivantes.
5.2.2 L'ampliﬁcateur faible bruit à transconductance
Le LNTA a été modélisé en utilisant un schéma simpliﬁé représenté sur la Figure 5.4.
Nos travaux ne portant pas sur l'étude du LNTA, un tel modèle simple permet d'alléger les
simulations de l'ensemble du circuit. La transconductance du LNTA est modélisée en utilisant
deux sources de courant indépendantes avec un gain de ±Gm avec Gm = 80mS et contrôlées
en courant par le signal d'entrée vRFin. Deux très grandes impédances (10GΩ) sont ajoutées
de part et d'autre du LNTA pour forcer la tension mode commun de sortie à une valeur V cm.
Les valeurs des paramètres proviennent de (22).
Fig. 5.4  Schéma du modèle de LNTA
5.2.3 Les horloges de commande
Dans un premier temps nous avons utilisé pour notre circuit des sources de tensions idéales
aﬁn de paramétrer les temps d'horloges et de valider le fonctionnement temporel du circuit.
Les simulations du comportement temporel du circuit sont décrites dans le paragraphe 5.4.1
plus loin dans ce chapitre.
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Dans un second temps nous avons utilisé des modèles électriques de bascules provenant
d'un kit de conception pour technologie Cmos 65nm. Nous avons fait une optimisation com-
mune avec les interrupteurs. Les objectifs étaient :
 Limiter la taille des transistors,
 Limiter le nombre de bascules et leurs tailles,
 Maximiser les vitesses de basculement des interrupteurs.
Les valeurs des paramètres des interrupteurs issues de cette optimisation commune sont celles
de notre circuit ﬁnal et sont décrites dans la sous-section suivante présentant les interrupteurs.
5.2.4 Les interrupteurs
Plusieurs niveaux d'abstraction des interrupteurs ont été étudiés et implémentés dans le
modèle électrique du circuit. Tout d'abord le macro-modèle, modèle simpliﬁé d'un interrup-
teur, permet une réduction drastique du temps de simulation. Ensuite le modèle électrique,
basé sur des modèles de transistors avancés est bien plus représentatif du comportement réel
du circuit, mais demande des temps de simulations bien plus longs. Nous allons ici présenter
ces deux modèles, puis enﬁn nous présenterons l'extraction des valeurs de Ron et Roﬀ depuis
le modèle électrique pour les implémenter dans le macro-modèle.
Tout d'abord le macro-modèle simpliﬁé qui est décrit sur la Figure 5.5. L'impédance entre
les ports [Vs et Vd] va dépendre de la tension de commande aux bornes de [Vg et Vg]. Dans le
modèle simpliﬁé, si la tension de commande est inférieure à un certain seuil Voﬀ (par exemple
0.2V), l'interrupteur sera ouvert avec une résistance Roﬀ très haute (ex : 8MΩ). Si la tension
de commande est supérieure à un seul Von l'interrupteur sera fermé, avec une résistance Ron


















Fig. 5.5  Macro-modèle d'interrupteur
Un modèle électrique a également été implémenté. Il est représenté sur la Figure 5.6. Il
s'agit d'un interrupteur Cmos (Nmos // Pmos). L'avantage d'un tel interrupteur est d'être
moins sensible aux variations de la tension aux bornes de l'interrupteur, par rapport à un
transistor pris tout seul. (69).
Les valeurs des paramètres des transistors sélectionnés pour l'architecture ﬁnale sont listées















Tab. 5.1  Paramètres des interrupteurs pour l'architecture sélectionnée
Pour réduire le temps de simulation il peut parfois être nécessaire de revenir aux macro-
modèles d'interrupteurs décrits au début de cette partie. Pour cela nous avons besoin d'extraire
du modèle électrique les valeurs des Ron et Roﬀ de chaque interrupteur pour les insérer dans
le macro-modèle.
Tout d'abord le calcul peut se faire de façon théorique. Pour la Ron d'un seul transistor




.(VGS − VT ) (5.1)
Dans notre cas l'interrupteur est composé d'un Nmos et d'un Pmos en parallèle. Suivant le
choix qu'on fait sur leurs tailles respectives Wn et Wp le comportement va être diﬀérent. En
général on diﬀérencie deux cas :
1. Pour que la conductance Gsw de l'interrupteur soit indépendante du signal on peut
déﬁnir (69) que µn.Wn = µp.Wp. Ceci permet également d'atteindre des fréquences de





2. La seconde option est de choisir les Wn et Wp égaux. Cette symétrie permet de limiter
la surface des interrupteurs. De plus elle est parfois préférée par les concepteurs de
circuits à très hautes vitesses car elle permet de créér une symétrie dans l'interrupteur
qui égalise les chemins de propagation des signaux à travers l'interrupteur et donc leur
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temps de transmission, ceci réduisant les fuites lors de la fermeture et de l'ouverture de




.(VDD − Vth,n − Vin) + µp.Cox.Wn
L
.(0 + Vth,p + Vin) (5.3)
Une impédance ne pouvant être négative, cette formule précédente ne peut être valable
que pour −Vth,p < Vin < (VDD−Vth,n). Les paramètre de la technologie choisie nous amènent
à choisir un mode commun à Vin = 0.5V . Les résultats numériques, basé sur les paramètres
technologiques sont référencés dans le Tableau 5.2.
Interrupteur Wn Wp (cas 1) Wp (cas 2) Ron (cas 1) Ron (cas 2)
SWc 6.00 µm 13.3 µm 6.00 µm 20.8 Ω 65.9 Ω
SWr 25.0 µm 55.6 µm 25.0 µm 5.00 Ω 15.8 Ω
SWout 22.0 µm 48.9 µm 22.0 µm 5.68 Ω 18.0 Ω
SWr2 12.0 µm 26.7 µm 12.0 µm 10.4 Ω 33.0 Ω
Tab. 5.2  Valeurs théorique des paramètres des interrupteurs pour l'architecture sélectionnée
On observe que suivant la méthode choisie les valeurs de Rsw calculées varient d'un rapport
3. L'ordre de grandeur restant le même, le comportement du circuit est peu altéré. Il faut
faire un compromis entre la linéarité du Ron et intégrabilité du circuit. Nous avons choisi
l'option 2. Ce choix se fait au détriment de la linéarité du Ron que proposait l'option 1, mais
les points primordiaux de nos travaux étaient de limiter la surface et la consommation de la
partie analogique.
Pour le calcul du Roﬀ les formules n'existent pas dans une approximation d'ordre 1, car
par déﬁnition, quand le transistor est ouvert on considère que i=0, et donc Roﬀ inﬁni. Nous
avons donc estimé ce Roﬀ à l'aide de simulations électriques simples sur le comportement du
transistor. Les résultats sont regroupés dans le Tableau 5.3 à la ﬁn de cette partie.
Interrupteur Vgoﬀ (Volts) Vdsoﬀ(V ) Roﬀ(Ω) Vdson(V ) Ron(Ω)
SWc 0.15 [0 0.3] [8E6 2E7] 1.2 [82 230]
SWr0 0.15 [0 0.3] [2.5E6 4.3E6] 1.2 [19 53]
SWout 0.15 [0 0.3] [2E6 5.5E6] 1.2 [22 62]
SWr1 0.15 [0 0.3] [4.2E6 1E7] 1.2 [50 150]
Tab. 5.3  Tableau des valeurs du Rsw pour diﬀérents interrupteurs
Nous avons extraits dans le Tableau 5.3 les plages de valeurs de Ron et Roﬀ que peuvent
prendre chacun des transistors de notre circuit. Pour insérer ces valeurs dans les macro-modèles
nous avons sélectionné à chaque fois le pire cas, c'est à dire les Ron les plus grands et les Roﬀ
les plus faibles. Ces valeurs sont regroupées dans le Tableau 5.4. Nous sommes conscients que
ce modèle est simple et ne prend pas en compte certaines non-linéarités de l'interrupteur.
Nous savons aussi que ce modèle ne prend pas en compte les aspects capacitifs du modèle
électrique avancé.
Nous avons ainsi décrit dans cette section les éléments analogiques de notre architec-
ture. Nous avons mis en évidence l'hétérogénéité de l'architecture, qui est composée d'élé-
ments analogiques temps continus, analogiques temps discrets, et d'éléments numériques. Les
performances de l'ensemble de ce système doivent être optimisées. L'analyse des fonctions
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Interrupteur Ron macro-modèle (Ω) Roﬀ macro-modèle (Ω)
SWfc 230 8 MΩ
SWr0 53 2, 5 MΩ
SWout 62 2 MΩ
SWr1 150 4, 2 MΩ
Tab. 5.4  Tableau des valeurs de Ron et Roﬀ sélectionnés pour les macro-modèles de chaque
interrupteur
analogiques doit être faite avec des outils d'analyse analogique avancés, alors que les méth-
odes de synthèses des ﬁltres numériques pour bancs de ﬁltres hybrides et d'analyse des perfor-
mances globales ont été conçues au niveau système. Il nous a donc fallu mettre en place une
méthodologie de simulation aﬁn de pouvoir faire interagir les paramètres électriques avec le
comportement du circuit au niveau système. Cette méthodologie sera décrite dans la section
suivante.
5.3 Méthodologie de simulation
Nous allons maintenant introduire la méthodologie de simulation utilisée et son application
à l'établissement d'une méthode appropriée à l'étude de notre architecture à signaux mixtes.
Elle est basée sur la stratégie de conception ascendante (ou Bottom-up). Cette stratégie con-
siste à extraire les paramètres système d'un élément depuis son modèle électrique, et à les
implémenter dans le modèle système de l'architecture aﬁn de caractériser l'ensemble du sys-
tème. Dans le contexte de notre architecture, la partie analogique de ﬁltrage combine signaux
à temps discrets et à temps continus. L'algorithme utilise l'outil SpectreRF pour extraire la
fonction de transfert des ﬁltres à ECP depuis leur modèle électrique. L'algorithme intègre
ensuite ces fonctions de transfert dans le modèle Matlab de l'ensemble du système aﬁn de
procéder à la synthèse des ﬁltres numériques du BFH à et l'évaluation des performances du
système. Cette méthode sera détaillée dans le paragraphe 5.3.1. Le besoin d'utiliser Spectr-
eRF pour extraire les fonctions de transfert des ﬁltres d'analyse ECP sera expliqué dans le
paragraphe 5.3.2.
5.3.1 Présentation général de la procédure
La procédure générale pour la déﬁnition des paramètres de l'architecture, la synthèse du
BFH en tenant compte du comportement électrique de la partie analogique, et l'évaluation
des performances système est représentée sur la Figure 5.7.
1. Les paramètres système et électriques généraux sont déﬁnis avec Matlab,
2. Le code Matlab déﬁnit également le plan de fréquences et les paramètres de la fonction
de transfert de chaque ﬁltre d'analyse.
3. Puis Matlab lance un processus de modélisation électrique du circuit et d'extraction de
la fonction de transfert pour chaque ﬁltre analogique. Pour chaque ﬁltre :
 Matlab écrit un ﬁchier netlist en langage Spectre qui décrit le circuit et les paramètres
du ﬁltre ECP ainsi que les simulations SpectreRF à lancer,
 Matlab lance la simulation SpectreRF qui extrait la fonction de transfert depuis le
schéma électrique, puis Matlab importe les résultats,
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4. Lorsque le code Matlab a extrait les fonctions de transfert de tous les ﬁltres analogiques,
il utilise l'outil de synthèse des BFH pour synthétiser les ﬁltres numériques adaptés aux
ﬁltres analogiques (Voir Chapitre 2),
5. Enﬁn lorsque le système est synthétisé on peut calculer les performances du système.
For each filter (in 4)
Define constant parameters
(netlist component values, Fs, ...)
Define variable parameters








Synthesis HFB digital filters
Fig. 5.7  Schéma général de la procédure de simulation proposée
Ainsi nous avons mis en place une méthode de simulation automatique pour calculer
les performances d'un système à BFH à partir du comportement électrique de sa partie
analogique. Le processus d'extraction de la fonction de transfert à l'aide de SpectreRF sera
détaillé dans la sous-section suivante.
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5.3.2 Extraction de la fonction de transfert à l'aide de Spectre RF
Le circuit analogique à ECP combine à la fois un ﬁltrage en temps continu et une fonction
de sous-échantillonnage. Le circuit étant piloté par une horloge, la topologie du circuit change
en fonction des position des interrupteurs, ainsi une analyse AC classique n'est pas possible.
Pour étudier ce genre de circuit linéaire variant périodiquement dans le temps une solution
consiste à utiliser SpectreRF.
L'outil SpectreRF du simulateur Spectre est capable de simuler des ﬁltres à capacités
commutées jusqu'au niveau transistor. Il est capable d'eﬀectuer des analyses petits signaux
comme des analyses AC et de bruit à partir d'un point de fonctionnement périodique et
ainsi peut directement prédire les caractéristiques de transfert et de bruit de ﬁltres tout en
conservant l'horloge active.
Les échantillons intégrés par le ﬁltre sont bloqués par un un modèle idéal Échantillonneur-
Bloqueur (EB) décrit en Verilog-A échantillonnant à la fréquence Fs. Pour extraire la fonction
de transfert nous faisons tout d'abord tourner une analyse AC périodique (PAC) avec une
entrée sinusoïdale et nous observons la courbe PAC d'ordre zéro en sortie de l'EB. (Un exemple
pour les voies 1 à 4 est représenté sur la Figure 5.8(a).) Puis nous divisons cette courbe par
la fonction de transfert de la fonction de blocage introduite par l'EB idéal. (Cette fonction de
transfert est un sinus cardinal passe-bas avec des zéros à tous les kFs, et est représentée sur la
Figure 5.8(b).) Ainsi nous obtenons la fonction de transfert de la fonction ﬁltrage introduite
par le ﬁltre ECP (représentée pour les 4 ﬁltres sur la Figure 5.8(c)). La correspondance entre
ces courbes et la théorie sera décrite et validée dans la Section 5.4 décrivant les simulations
et résultats.
Le détail du processus d'extraction de la fonction de transfert d'un ﬁltre ECP depuis son
modèle électrique est schématisé sur la Figure 5.9 et décrit ci-dessous.
(1)(2)(3) Tout d'abord avant la simulation l'utilisateur conçoit le circuit et les paramètres
des composants du circuit à l'aide de Cadence. Il peut observer et modiﬁer l'architecture à
l'aide de l'outil graphique de Cadence. Ceci génère un ﬁchier décrivant le circuit, nommé
netlist. Dans notre situation la netlist est décrite dans un langage adapté au simulateur Spec-
tre.
Puis le processus sous Matlab est lancé comme décrit dans le schéma général du processus
sur la Figure 5.7. Lorsque le processus arrive à l'étape d'extraction de la fonction de trans-
fert d'un des ﬁltres, Matlab va déﬁnir les paramètres des signaux de commande permettant
d'obtenir la fonction de transfert voulue.
Puis (4) le code Matlab va réécrire la netlist en implémentant les paramètres sélectionnés.
Ensuite (5) Matlab lance la simulation Spectre.
(6) Le simulateur Spectre va eﬀectuer les simulations commandées par la netlist.
(7) Spectre stocke les résultats dans des ﬁchiers de simulation puis rend la main à Matlab.
(8)Matlab lance une fonction qui lit ces ﬁchiers de donner pour extraire les données utiles.
Ici il va importer l'ordre 0 de la simulation PAC.
(9) Enﬁn Matlab va eﬀectuer les post-traitements décrits précédemment aﬁn de faire
apparaître la fonction de transfert.
L'ensemble de ce processus peut être itéré aﬁn d'extraire les fonctions de transfert de
chacun des ﬁltres ECP.
Ainsi nous avons présenté une nouvelle méthodologie pour l'étude d'un système mixte,
mêlant ﬁltres échantillonneurs linéaires variant dans le temps et ﬁltres numériques. Nous
avons proposé l'automatisation de l'extraction des fonctions de transfert des ﬁltres analogiques
à partir de leur modèle au niveau électrique à l'aide de l'outil SpectreRF, puis de l'intégration
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(a) Gain des réponses PAC d'ordre 0 en sortie des EB des voies 1 à 4
(b) sinus cardinal passe-bas avec zéros aux kFs
(c) Fonction de transfert des ﬁltres analogiques des voies 1 à 4























Fig. 5.9  Schéma général de la procédure de simulation proposée
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au modèle système pour la synthèse des ﬁltres numériques adaptés et l'analyse des perfor-
mances du système. Cette méthode automatique permet d'eﬀectuer des études sur l'inﬂuence
de paramètres analogiques sur les performances globales du circuit. Il nous a aussi permis
d'étudier la sensibilité du circuit à des déviations que peut subir la partie analogique. Les
études et simulations et les résultats seront décrits dans la partie suivante.
5.4 Résultats de simulations
Après avoir présenté la méthode de simulation que nous avons appliquée pour l'étude de
notre système, nous allons maintenant présenter les résultats de simulations et les études eﬀec-
tuées. Nous allons tout d'abord présenter le comportement temporel du circuit sur sa période
de fonctionnement. Puis nous présenterons l'application de la méthodologie de simulation et
les fonctions de transfert mesurées. Enﬁn nous présenterons des études réalisées en se basant
sur cette méthode de simulation.
5.4.1 Comportement temporel des ﬁltres d'analyse
L'architecture du circuit est représentée sur la Figure 5.1. Nous avons déﬁni dans le
Chapitre 4 les paramètres de l'architecture et son plan de fréquences. Les formes des sig-
naux de commande pour les 4 ﬁltres d'analyses sont représentées sur la Figure 5.10. Nous
pouvons voir que les quatre périodes d'intégration démarrent de façon synchrone, mais ne se
terminent pas au même moment car leurs durées d'intégration ne sont pas identiques. Ceci
implique que le temps t0i entre la ﬁn de l'intégration et l'instant d'échantillonnage ne vont
pas être les mêmes. Cette diﬀérence entre les t0 de chaque voie se reportera sur les phases des
fonctions de transfert.
Parmi les diﬀérentes options possibles pour la synchronisation des horloges entre elles,
nous avons choisi celle décrite dans le paragraphe précédent et sur la Figure 5.10. Nous
avons préféré cette option par rapport à une autre qui consisterait à synchroniser les ﬁn des
périodes d'intégration et donc avoir le temps t0 identique sur toutes les voies car l'option que
nous avons choisie a apporté de meilleures performances système. En eﬀet la diversité dans
les t0i provoque de la diversité entre les phases des fonctions de transfert de chaque ﬁltre
analogique. Cette diversité entre les fonctions de transfert des ﬁltres d'analyses d'un BFH
synthétisé permet d'atteindre de meilleures performances (Chapitre 2). Ce choix revient à
proposer un compromis entre entrelacement temporel et fréquentiel. Dans les perspectives de
travaux futurs, il pourra être intéressant d'envisager une optimisation du système en jouant
sur les retards de chaque voie.
Ces horloges permettent de commander le fonctionnement périodique de l'intégration et
de l'échantillonnage. Le comportement transitoire du circuit est représenté sur la Figure 5.11.
Les signaux représentés sont :
 Sur la première ligne, RFin, le signal en bande passante provenant de l'antenne et sortant
du ﬁltre. Dans cette représentation transitoire RFin est un sinus idéal de fréquence
503, 4MHz ;
 Sur la seconde ligne, les signaux de commande CMDr, CMDCip , CMDCin , CMDout,
CMDr2.
 Sur la troisième ligne les signaux internes à l'ECP et ses sorties. En orange le signal
Vint(t) au bornes de C0, en vert les échantillons Vout(z) stockés par C1, et en gris les























Fig. 5.10  Signaux de commandes de l'architecture proposée
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Le fonctionnement peut être décrit en 5 phases, représentées sur la Figure 5.11.
 Durant la phase 1, CMDr s'active et la capacité C0 se réinitialise (Vint retombe à 0).
 Durante les phases 2 les signaux CMDCip et CMDCin s'activent alternativement, ceci
intégrant le signal iRFin alternativement dans le sens positif et négatif.
 Durant la phase 3 le signal CMDout s'active, ce qui relie C0 et C1, équilibre leurs charges
et leurs potentiels. C1 étant déchargée juste avant, le gain de ce transfert est constant et
vaut C0/(C1+C0). Il y a donc toujours une atténuation et C1 est choisie très inférieure
à C0 pour que cette atténuation soit la plus faible possible. Ce transfert de charge est
court mais non instantanée. Les valeurs des capacités et des résistances ont été choisies
pour qu'à la ﬁn de la durée Tout, les signaux Vint et vout soient identiques à 0.1% près.
À la ﬁn du temps Tout l'échantillon est transmis, d'où le choix d'y positionner l'instant
d'échantillonnage par le SH idéal.
 Durant la phase 4, l'ECP est désolidarisé de C1 et recommence une période d'intégration.
Pendant ce temps C1 conserve l'échantillon pour laisser le temps au CAN de l'acquérir.
 Enﬁn durant la phase 5, le signal CMDr2 s'active, provocant la réinitialisation de C1,
juste avant que CMDout ne s'active et transmette à nouveau l'échantillon nouvellement
intégré à C0.
Fig. 5.11  Simulation temporelle du comportement du ﬁltre ECP de la voie 3 de notre
système
Nous avons étudié le comportement du circuit pour les signaux de commande correspon-
dant aux ﬁltres analogiques des quatre voies, et nous avons adapté les valeurs des paramètres
des interrupteurs, des capacités et des générateurs de commande pour que le circuit soit fonc-
tionnel. Puis nous sommes passés à l'extraction de la fonction de transfert. Les résultats seront
décrits dans le paragraphe suivant.
5.4.2 Fonctions de transfert du système conçu
Après le paramétrage du comportement temporel du circuit nous avons procédé à l'ex-
traction des fonctions de transfert. Elle peut se faire étape par étape, ou dans le cadre de
la procédure automatique décrite en paragraphe 5.3.1. Dans les deux cas la procédure est
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identique et a été décrite en paragraphe 5.3.2.
Nous allons représenter dans la suite les fonctions de transfert des quatre ﬁltres d'anal-
yse du circuit sélectionné, extraites depuis le modèle électrique du circuit, à l'aide de l'outil
SpectreRF et de la méthode d'extraction décrite en paragraphe 5.3.2. L'avantage de cette
méthode d'extraction est qu'elle est la même quelque soit le niveau de précision des mod-
èles électriques choisis. Nous allons tout d'abord présenter les fonctions de transfert extraites
depuis le modèle où les interrupteurs sont les macro-modèles décrits en paragraphe 5.2.4, puis
nous présenterons les FT extraites depuis le modèle où les interrupteurs sont réalisés à l'aide
de modèles avancés de transistors en technologie Cmos 65nm.
Les Figure 5.12(a) et Figure 5.12(b) représentent respectivement les gains et les phases des
quatre fonctions de transfert de notre système où les interrupteurs sont des macro-modèles
d'interrupteurs, focalisés sur la bande reçue [420 ; 840]MHz. Les courbes de gains sont normal-
isées avec un même gain statique. C'est à dire que chaque groupe de quatre courbes (courbes
idéales et courbes simulées) est normalisé par un gain de façon à ce que le maximum de
l'ensemble de ces quatre courbes vaille 1. Nous nous permettons cette simpliﬁcation car une
même erreur de gain à l'ensemble des quatre ﬁltres est facilement corrigeable en sortie du BFH
et n'aﬀecte en aucun cas les performances de correction. Ainsi on observe une très bonne cor-
rélation entre les courbes idéales et simulées. Les deux erreurs introduites par la simulation
sont :
 La première erreur est visible sur les deux Figure 5.12(a) et Figure 5.12(b). Les zéros du
gain ne sont pas aussi profonds qu'en théorie, et les sauts de phases ne sont pas aussi
instantanés qu'en théorie. Ceci est dû aux résistances Ron non nulles et Roﬀ ﬁnies des
interrupteurs (43).
 La seconde erreur est visible sur le diagramme de phase : Il y a une légère diﬀérence
entre les pentes des phases théoriques et simulées. Elles viennent de l'imprécision lors de
la lecture du temps t0i sur chaque signal de commande et de son report dans la fonction
de transfert idéale.
Toutes ces erreurs aboutissent à une diﬀérence entre la réponse simulée et la réponse théorique
des ﬁltres. La ﬁgure Figure 5.12 compare ces réponses. Les courbes sont suﬃsamment sem-
blables pour valider l'approche choisie et la méthode de calcul.
Les Figure 5.13(a) et Figure 5.13(b) représentent maintenant les FT extraites depuis le
modèle où les interrupteurs sont réalisés à l'aide de modèles avancés de transistors en tech-
nologie Cmos 65nm. La procédure d'extraction est exactement la même que celle utilisée pour
obtenir les Figure 5.12(a) et Figure 5.12(b), pourtant ici les fonctions de transfert sont très
diﬀérentes de la théorie. Ces erreurs sont dues aux nombreuses imperfections inhérentes aux
transistors Cmos qu'il faudrait prendre compte dans le modèle théorique. Les principales im-
perfections des interrupteurs Cmos réalisés en technologies avancées sont : la résistance Ron
dépendante du potentiel de la source du transistor, l'injection de charge à l'ouverture du tran-
sistor, la fuite d'horloge et la fuite du signal lorsque l'interrupteur est ouvert, les eﬀets dus
aux connexions au substrat, et les problèmes de jitter et de clock skew.
Il faudrait très probablement optimiser les interrupteurs de manière à limiter les défauts
décrits, par exemple en utilisant des interrupteurs fantômes pour limiter l'injection de charge,
et en optimisant plus ﬁnement les tailles des transistors ou les signaux de commande. Nous
avons cependant choisi de laisser les interrupteurs tels quels, de manière à montrer que malgré
cela, le banc de ﬁltre peut quand même fonctionner. En eﬀet les réponses obtenues présentent
de bonnes diversités entre elles (en phase et en gain), ce qui permet une reconstruction à
toutes les fréquences.
Nous eﬀectuerons des études de sensibilité sur ce modèle au paragraphe paragraphe 5.4.4
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(a) Gains des ﬁltres d'analyse
(b) Phases des ﬁltres d'analyses
Fig. 5.12  Diagramme de Bode des fonctions de transfert des ﬁltres d'analyses du BFH
étudié, en utilisant le modèle d'interrupteur au niveau système
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(a) Gains des ﬁltres d'analyse
(b) Phases des ﬁltres d'analyses
Fig. 5.13  Diagramme de Bode des fonctions de transfert des ﬁltres d'analyses du BFH
étudié, en utilisant le modèle d'interrupteurs au niveau Cmos avancé
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Mais nous allons tout d'abord décrire la synthèse des ﬁltres numériques et le calcul des per-
formances du circuit.
5.4.3 Intégration système, synthèse BFH et performances
Après avoir extrait les fonctions de transfert des ﬁltres analogiques ECP, nous les in-
sérons au niveau système dans l'outil de synthèse des BFH. Cet outil va synthétiser les ﬁltres
numériques qui minimisent les erreurs introduites par l'ensemble du système ﬁltres ECP +
CAN + ﬁltres numériques. La synthèse se fait avec la méthode d'approximation globale aux
moindres carrés (AGMC, en anglais LMSGA) (voir Chapitre 2 et (16) ). Les fonctions de
transfert des ﬁltres numériques sont calculées ici pour des ﬁltres FIR à 128 coeﬃcients. Leurs
fonctions de transfert sont représentées sur la Figure 5.14. On peut observer tout d'abord
une certaine régularité dans la réponse des ﬁltres de synthèse. Ils ne présentent pas de points
singuliers. On peut en outre observer une diminution du gain dans la bande de garde du BFH,
là où les termes d'aliasing sont les plus importants.
Fig. 5.14  Fonctions de transfert des ﬁltres numérique générés à partir de l'outil de synthèse
pour BFH
Lorsque les fonctions de transfert des ﬁltres numériques sont calculées, nous pouvons
évaluer les performances globales du système. Pour chaque fréquence d'entrée on déﬁnit le
SNR, qui tient compte des distorsions, des repliements et du bruit de quantiﬁcation introduits
par le circuit. L'équation décrivant ce SNRdB(f) est décrite en Formule 2.43, page 32. On
déﬁnit également un critère SNRdB qui représente le SNR sur l'ensemble de la bande utile
et qui a été décrit en Formule 2.42, page 32. La valeur maximale atteignable est limitée
par le bruit de quantiﬁcation. Cette valeur maximale, nommée (SQNR, en anglais Signal
to Quantiﬁcation Noise Ratio, en français rapport signal sur bruit de quantiﬁcation), vaut
approximativement 84 dB dans le cas de quantiﬁcateurs 14 bits.
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La Figure 5.15 représente le SNRdB(f) sur l'ensemble de la bande. Dans le cas de notre
circuit sélectionné (avec des interrupteurs modélisés au niveau transistor), on obtient un
SNRtot = 76, 5dB. A titre comparatif si nous sélectionnons comme ﬁltres d'analyses les mod-
èles avec interrupteurs macro-modèles, les performances ne sont qu'à 75, 6dB.
Fig. 5.15  Performance du circuit (critère SNR) en fonction de la fréquence d'entrée
Nous avons refait la synthèse des ﬁltres de synthèse en partant du ﬁltre idéal obtenu
à partir du modèle théorique. Dans ce cas, la performance obtenue est de 76, 02dB. Nous
pouvons observer que la diﬀérence est relativement minime selon le niveau de modélisation
choisi (écart de 1dB maximum). Cette étude valide le fait que même avec des ﬁltres non
idéaux et non optimisés, il est possible de reconstruire le signal d'entrée avec la performance
attendue à condition que le système puisse être calibré. Ce problème n'a pas été traité dans ce
travail de thèse mais des travaux menés par ailleurs par l'équipe de Supélec (38) ont proposé
des méthodes de calibration.
Ainsi nous avons sélectionné le meilleur compromis pour le plan de fréquence de nos ﬁltres
d'analyse, nous avons extrait leurs fonctions de transfert, nous les avons intégrées dans le
modèle système de notre architecture à BFH, nous avons synthétisé les ﬁltres numériques, et
nous avons calculé les performances du circuit complet. Nous avons fait ceci pour plusieurs
niveaux d'abstraction des modèles de ﬁltres d'analyse et nous avons déduit que celui de
plus bas niveau, en plus d'être le plus réaliste, entraînait les meilleurs performances dans le
système synthétisé. Ce système semble être idéal, mais nous pouvons nous demander quelle
est la sensibilité de ce système synthétisé face aux déviations des ﬁltres analogiques. Cette
étude sera décrite dans le paragraphe suivant.
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5.4.4 Études de sensibilité aux variations analogiques
Dans les paragraphes précédents nous avons décrit la synthèse d'un convertisseur à bancs
de ﬁltres hybrides basé sur des ﬁltres analogiques ECP. Ces ﬁltres analogiques permettent
d'obtenir des bonnes performances pour l'ensemble du système synthétisé. Nous avons mis
en place un processus pour étudier l'eﬀet de la déviation de paramètres analogiques sur les
performances de l'ensemble du système synthétisé.
Pour étudier les eﬀets d'une déviation, le code extrait les nouvelles fonctions de transfert
des ﬁltres d'analyses déviées, les intègre dans le modèle système, ne refait pas la synthèse
(les ﬁltres numériques restent adaptés à l'ancienne version des ﬁltres d'analyses), et calcule
les nouvelles performances. Nous avons automatisé tout ce processus puis nous l'avons itéré
sur un grand nombre de valeurs de déviations diﬀérentes aﬁn d'obtenir les Figure 5.16 et
Figure 5.17.
La Figure 5.16 représente l'évolution du SNR avec la déviation de la valeur de la capacité
C0 des ﬁltres d'analyses. La courbe bleu représente l'eﬀet de la déviation d'une voie seulement,
la verte représente l'eﬀet de la déviation des quatre voies en même temps. D'un point de vue
général on observe que les performances s'atténuent rapidement avec la déviation de C0.
On observe également que les performances s'atténuent moins vite lorsque les quatre ﬁltres
subissent une déviation dans le même sens. Ceci est intéressant car lors de la réalisation
du circuit les capacités bénéﬁcient du matching : Les données technologiques fournies par
les fondeurs indiquent que les capacités peuvent subir des déviations jusqu'à 20% de leurs
valeurs initiales. Par contre en général toutes les capacités vont dévier dans le même sens,
ce qui fait que la déviation relative entre les capacités est bien plus faible, de l'ordre de
1%. En l'absence de calibration, nous assisterons à une dégradation des performances due
au matching des capacités (courbe en trait plein), et à la déviation globale de la technologie
(courbe en pointillé). Ces courbes montrent qu'une calibration sera nécessaire par exemple à
la mise sous tension du système. Par contre en cours de fonctionnement, les capacités risquent
de varier faiblement en fonction de la température, et de la même manière, ce qui fait que
les performances vont évoluer sur la courbe en pointillé. La dégradation en performances sera
minime pour une variation faible, ce qui évite d'avoir à recalibrer le système à tout moment.
Fig. 5.16  SNR du système BFH dévié, en fonction des déviations de C0 par rapport au C0
Typique
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Une vision plus générale de ces mêmes mesures est représentée sur la Figure 5.17. Le
SNR est représenté par les courbes de niveaux. En abscisse est représentée la déviation d'une
valeur de capacité d'une seule voie relativement à la valeur typique de synthèse du circuit. En
ordonnée est représenté les déviations relatives des capacités des trois autres voies du système.
On observe à nouveau dans l'ensemble une forte sensibilité aux déviations des paramètres. On
observe également une crête diagonale où les performances chutent moins vite. Sa base est la
droite correspondant à une déviation identique pour l'ensemble des quatre ﬁltres du système.
On retombe sur les considérations décrites pour la Figure 5.16.
Fig. 5.17  SNR du système BFH dévié, en fonction des déviations de C0 par rapport au C0
Typique
Pour estimer avec plus de précision les risques de chute de performance lors de la réalisa-
tion de circuit on peut s'appuyer sur les données de déviation fournies par le fondeur. Nous
avons regroupé dans le Tableau 5.5 des ordres de grandeurs de déviations en fonction des
types de capacités réalisables. La dernière colonne du tableau présente le risque de chute des
performances dans le cas d'une même déviation des valeurs des capacités des quatre ﬁltres. On
en ressort un risque de chute des performances de l'ordre de 40dB, ce qui semble inacceptable.
Type de Capacité Matching entre Dispersion Atténuation par rapport
2 capacités (%) au SNR typique
(%)sqrt(fF) (C0=200 fF)
Fringe (FMOM) 1,5 25 43dB
Strip Metal Stack 1,5 20 40dB
MIM cap (demande des étapes de <1 15 39dB
processus spéciﬁque)
RF MOM 1 to 2 12,7 to 12,1 38dB
Plane cap 0,5 17,9 40dB
Tab. 5.5  Ordre de grandeur des risques de déviations des valeurs de capacités lors de la
réalisation du circuit, suivant le type de capacité
Cependant cette valeur extrême de dispersion pourrait être un cas peu fréquent. Pour
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évaluer précisément le risque il faut connaître précisément le comportement de dispersion des
valeurs des composants et mettre en place des simulations Monte-Carlo. Il ne nous a pas été
possible d'obtenir ce schéma de dispersion depuis les données constructeur aﬁn de les intégrer
à la netlist spectre. Pour eﬀectuer des simulations Monte-Carlo il faut repasser par Cadence,
ce qui demande de profonds changement dans le processus d'extraction et de synthèse décrit
précédemment, ce qui n'était pas faisable dans le temps limité de la thèse mais pourrait être
un sujet de travaux futurs.
Les travaux systèmes eﬀectués par l'équipe de Supélec, et évoqués en Chapitre 4, présen-
tent des simulations Monte-Carlo basées sur un modèle idéal de ﬁltres analogiques et sur une
probabilité gaussienne de déviation de la capacité d'intégration. Ces travaux ont montré que
le système semble bien plus robuste aux déviations de cette capacité que dans les travaux
décrits ci-dessus. Ceci s'explique par le fait qu'une grande majorité des réalisations se placent
dans la zone où la déviation de C0 est faible, engendrant une faible chute des performances
par rapport au circuit typique.
L'ensemble des travaux décrits dans cette thèse sont basés sur une connaissance exacte
de la fonction de transfert des ﬁltres d'analyses, soit par calcul direct de leur fonction de
transfert, soit par extraction depuis un simulateur. Or, certaines déviations ont été étudiées,
comme l'eﬀet de la variation des C0 lors de la réalisation du circuit, ou du jitter lors du
fonctionnement, mais il existe de nombreux types de déviations à étudier pour ﬁnaliser la
conception d'un circuit. Dans un premier temps il est nécessaire de mettre en place des études
de corners et Monte-Carlo aﬁn de garantir ou pas le fonctionnement du circuit face à ces
nombreuses déviations entre les fonctions de transfert du circuit typiques et celles du produit
en fonctionnement.
Il est apparu au cours des études que le système est sensible à des déviations des car-
actéristiques des composants (valeurs des capacités, éléments parasites), ce qui le rend assez
peu robuste.  La mise en place de calibration semble absolument nécessaire de manière à
maintenir des performances optimales décrites dans cette thèse. Comme cela a été indiqué au
paragraphe 5.4.3, la calibration n'a pas été traitée dans ce travail mais des résultats encour-
ageants et des méthodes existent. Le lecteur pourra se référer à ces méthodes.
5.5 Conclusion
Ainsi dans ce chapitre nous avons étudié le circuit et son plan de fréquence sélectionnés
dans les chapitres précédent, du niveau électrique jusqu'au niveau système. Nous avons tout
d'abord décrit le modèle électrique détaillé des parties analogiques du circuit et celui de leurs
composants.
Puis nous avons présenté la méthode permettant de simuler le comportement de notre sys-
tème multivoies tout en prenant en compte les paramètres électriques des éléments analogiques.
Pour ceci nous avons détaillé la méthode d'extraction de la fonction de transfert d'un ﬁltre
ECP à l'aide de SpectreRF.
Nous avons présenté ensuite les résultats de simulations réalisées à l'aide de ces méthodes.
Dans ce cadre nous avons présenté le fonctionnement temporel périodique du circuit, puis
les fonctions de transfert extraites, puis l'intégration des FT dans le système à BFH général,
la synthèse des ﬁltres numérique et l'évaluation des performances. Ceci nous a permis de
sélectionner le modèle électrique bas niveau comme modèle représentant le mieux le circuit et
présentant les meilleurs performances système.
Enﬁn, nous avons fait évoluer le processus décrit précédemment aﬁn de pouvoir étudier
la sensibilité du système synthétisé face à la déviation de certains paramètres analogiques
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et nous avons appliqué ceci à l'étude de la sensibilité face à la déviation de la valeur de la
capacité.
Nous avons pu mettre en évidence la forte sensibilité des BFH à la variation des valeurs
des capacités de chaque voie. Ce qui amène à développer les recherches dans cette direction :
 Utiliser un modèle et un outil statistique pour des études de type corner et Monte-Carlo
et caractériser le comportement du circuit après des réalisations.
 Etudier la sensibilité du circuit à d'autres paramètres.
 Si la forte sensibilité à certaines déviations analogiques dans le cadre des BFH à ﬁltres
ECP est conﬁrmée il faudra étudier la mise en places de solutions de calibration.




Le travail de recherche mené dans cette thèse de Doctorat s'inscrit dans le cadre du projet
Teropp portant sur la conception d'un terminal mobile recondigurable adapté aux futures
technologies de radio cognitive. Le but de cette thèse a été d'étudier et d'implémenter des
techniques pour permettre au frontal RF de ce terminal de recevoir des bandes de fréquences
larges. Ce frontal doit également être ﬂexible sur la bande de fréquences traitée et la résolution
de conversion. Il doit être intégrable en technologie Cmos, et conservant une surface de circuit
faible.
Nous avons tout d'abord présenté le contexte de ces travaux dans le Chapitre 1. Nous avons
présenté la radio cognitive et ses enjeux sur l'amélioration de l'utilisation du spectre. Puis nous
avons présenté les contraintes que cela implique sur l'implémentation du récepteur  : ce ré-
cepteur doit être reconﬁgurable, commandé par le logiciel et pouvoir traiter des bandes larges.
Nous avons enﬁn présenté les architectures de réception radio et leurs atouts et inconvénients
dans le cadre de la radio cognitive. Nous avons été amenés à sélectionner une architecture à
sous-échantillonnage, aﬁn de recevoir directement le signal RF passe-bande. Celle-ci permet
d'échantillonner directement le signal passe-bande, sans étape de démodulation, ce qui facilite
la ﬂexibilité des paramètres de réception et réduit la complexité de l'architecture. De plus nous
avons opté pour paralléliser la conversion analogique numérique à l'aide d'un CAN à bancs de
ﬁltres hybrides (BFH) aﬁn de traiter des bandes plus larges tout en limitant la consommation
d'énergie. Nous avons proposé que le ﬁltrage analogique de chaque voie du BFH soit réalisé
par des ﬁltres à échantillonnage de charge passe-bande (ECP).
Dans le second chapitre nous avons présenté la conversion à BFH. Nous avons tout d'abord
présenté les deux architectures multivoies classiques que sont les CAN-ET et les BFH, et nous
avons présenté les atouts des BFH dans le contexte de nos travaux (atouts pour des sig-
naux localisés sur des sous-bandes, relâchement des contraintes sur le ﬁltre anti-repliement
et sur les CAN). Puis nous avons présenté les méthodes permettant de synthétiser les ﬁl-
tres numériques en fonction des ﬁltres analogiques. Nous avons détaillé celle que nous avons
utilisée dans nos travaux, la méthode AGMC. Ensuite nous avons présenté le critère d'éval-
uation des performances du système composé des ﬁltres analogiques, des CAN et des ﬁltres
numériques synthétisés. Enﬁn nous avons présenté un exemple de synthèse et d'évaluation des
performances dans un cas simple. Nous avons enﬁn mis en évidence le besoin de proposer de
nouveaux ﬁltres analogiques pour ces BFH aﬁn d'améliorer la robustesse de ces ﬁltres face
aux variations des paramètres analogiques et d'améliorer la reconﬁgurabilité du système. Nous
avons donc proposé d'utiliser les ﬁltres ECP comme ﬁltres analogiques des BFH.
Ces ﬁltres ECP ainsi que leur adaptation à nos travaux ont été décrits dans le Chapitre 3.
Nous avons tout d'abord présenté la théorie de l'échantillonnage passe-bande et son application
au cas des BFH. Puis nous avons présenté le fonctionnement général de l'échantillonnage et
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diﬀérentes architectures basées sur ce principe. Nous avons ensuite décrit les éléments dans
la littérature qui utilisent ces architectures. Nous avons enﬁn présenté l'adaptation des ﬁltres
ECP pour une utilisation dans les BFH, les atouts et inconvénients de cette intégration.
La conception de l'architecture au niveau système a été décrite en Chapitre 4. Nous avons
tout d'abord détaillé l'architecture sélectionnée. Puis nous avons calculé le modèle théorique
de la fonction de transfert des ﬁltres ECP. Cette fonction de transfert théorique a été calculée
dans le cas général où la bande étudiée peut être de l'ordre de grandeur de la fréquence
d'échantillonnage, comme c'est le cas de notre architecture. Nos travaux ont ensuite porté sur
la sélection d'un plan de fréquence et d'une architecture pour l'unité de contrôle numérique
(UCN). Le plan de fréquences sélectionné est un compromis entre performances systèmes
et contraintes électriques. Enﬁn nous avons étudié au niveau système les eﬀets de certaines
imperfections analogiques sur les performances du BFH synthétisé.
Le Chapitre 5 a présenté la conception et l'étude du circuit en simulation, depuis le niveau
transistor jusqu'au niveau système. Nous avons tout d'abord présenté la modélisation et la
conception du circuit analogique. Puis nous avons détaillé les modèles des composants utilisés
et les valeurs de leurs paramètres. Nous avons ensuite présenté la méthodologie de simulations
pour l'extraction des fonctions de transfert depuis le modèle électrique, la transmission au
niveau système, la synthèse des ﬁltres numériques, et l'évaluation des performances. Enﬁn nous
avons présenté les résultats de simulations : Le comportement transitoire des ﬁltres d'analyses,
les fonctions de transfert des ﬁltres analogiques et des ﬁltres numériques, les performances du
système synthétisé, et un exemple d'étude de la robustesse du système face aux imperfections
dans des valeurs analogiques. Cette dernière étude, représentant l'évolution des performances
de conversion en fonction de la déviation de la valeur d'une capacité de chaque ﬁltre analogique
par rapport à la valeur nominale prévue, nous amène à proposer de nouvelles directions pour
les travaux sur le sujet.
En résumé nous contributions sont :
Travaux réalisés
La première contribution de ce travail est la déﬁnition d'une architecture de convertisseurs
large bande à base de ﬁltres à échantillonnage de charge passe-bande. Cette architecture à
base de band de ﬁltres hybrides permet d'élargir la bande de conversion tout en limitant la
fréquence de travail des convertisseurs unitaires.
Par rapport aux BFH classiques le choix de ﬁltres à échantillonnage de charges permet
tout d'abord de réduire la part de la partie analogique. Mais il permet aussi d'améliorer la
robustesse d'un BFH synthétisé face aux déviations des paramètres analogiques ainsi que face
à la gigue des signaux de commande. Il facilite enﬁn la ﬂexibilité de l'architecture en termes
de bande focalisée et de résolution.
La deuxième contribution concerne la gestion des signaux de commande des ﬁltres. L'unité
de contrôle numérique permet de générer des signaux périodiques dont la forme va déterminer
la fonction de transfert de chacun des ﬁltres d'analyses. La sélection du plan de fréquences de
l'architecture se fait à l'aide de critère que nous avons déﬁnis aﬁn de limiter le coût en surface
et consommation de la partie analogique tout en maximisant les performances de conversion
du système. Cette génération a fait l'objet d'un brevet français. (Référence : FR1153041) et
d'une publication en conférence européenne (71).
La contribution suivante a consisté en la mise en place d'une procédure automatique
permettant d'extraire la fonction de transfert (FT) de ces ﬁltres ECP, qui sont linéaires variant
dans le temps, depuis leur modèle électrique ; de transmettre cette FT au niveau système, de
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synthétiser les ﬁltres numériques du BFH en fonction des FT des ﬁltres analogiques, et de
calculer les performances du système synthétisé.
Enﬁn la dernière étape a consisté en une estimation de la sensibilité de l'architecture
proposée aux imperfections de l'analogique. Nous avons montré que cette architecture est
beaucoup moins sensible aux variations des valeurs des capacités, en particulier par le fait
que les caractéristiques du ﬁltre sont essentiellement dues aux horloges utilisées, qui sont
synchrones avec l'étage numérique.
Cependant le circuit étudié reste sensible aux imperfections de l'analogique. En prenant
en compte les éléments parasites nous avons montré que les fonctions de transfert diﬀèrent
sensiblement des fonctions attendues.
Aﬁn de remédier à ce problème deux pistes doivent être envisagées :
 Tout d'abord une étude et une optimisation plus ﬁne des interrupteurs, de leurs carac-
téristiques, des problèmes d'injection de charge. Modéliser les imperfections et étudier
leur impact sur les performances ﬁnales.
 Mettre en place une calibration de l'ensemble, si possible de façon on-line.
 Enﬁn étudier l'eﬀet d'un ﬁltre ECP d'ordre plus élevé pour ﬁltrage plus sélectif. Ces
ﬁltres pourraient changer en bien ou en mal les performances du circuit, mais surtout
pourraient relâcher les contraintes sur le ﬁltre anti-repliement placé en amont.
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Annexe A
Méthode de synthèse de BFH :
Approximation Globale aux Moindres
Carrées
Dans la bibliographie, les méthodes de synthèse proposées dans (33) (34) et (72) synthé-
tisent conjointement la partie analogique et la partie numérique. Ces méthodes ont besoin
de haute précision de réalisation aﬁn d'obtenir une fonction de transfert donnée. Donc, leur
implémentation devient plus diﬃcile et plus chère avec la mise à l'échelle de la technologie de
circuit intégré (16).
En relâchant les contraintes sur la réalisation des composants analogiques, et en sup-
posant les connaissances des réponses fréquentielles de ﬁltres analogiques, (31) utilise des
méthode d'approximation des réponse fréquetielles idéales des ﬁltres de synthèse. Avec la
même hypothèse, (73) (74) (75) proposent une méthode d'Approximation Globale aux Moin-
dres Carrées (AGMC), qui minimise un critère décrivant la reconstruction parfaite pour le
BFH classique.
Les conditons de reconstruction parfaite présentées par l'équation (2.20) page 28 ne peu-
vent pas être satisfaites en pratique, mais elles peuvent être utilisées pour synthétiser les BFH.
La démonstration de cette méthode de synthèse AGMC est basée sur le BFH classique (76).
A.1 Reconstruction d'une large-bande (BFH classique)
Supposons qu'un grand nombre de points K sont équi-distribués dans l'intervalle [−π, π].




jωk) = ce−jndωk c ∈ R∗, nd ∈ R+∗ , k ∈ [0,K − 1],
M−1∑
p=−(M−1)
















jωk), ωk = ΩkT. (A.2)
112
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Carrées
Nous utilisons les ﬁltres FIR de longueur L dans le banc de synthèse, le vecteur contenant
les coeﬃcients dans la voie i est exprimé par
fi = [fi(0), · · · , fi(l), · · · , fi(L− 1)]. (A.3)
Pour un ωk donné, (A.1) est un système de 2M − 1 équations complexes équivalentes à
2(2M − 1) équations réelles. Donc, on a un système linéaire de 2(2M − 1)K équations et
M × L inconnues.





1, · · · , e−jlω, · · · , e−j(L−1)ω
]
(A.4)
 Le vecteur contenant les coeﬃcients de synthèse
f = [f0, · · · , fi, · · · , fM−1]T (A.5)
 La matrice contenant toutes les fonctions de transfert des ﬁltres analogiques, contient
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où Re{A} et Im{A} représentent la partie réelle et la partie imaginaire de la matrice
complexe A.
Donc, la forme matricielle des conditions de reconstruction parfaite peut être repésentée
par :
HRf = tR (A.13)
Ce système est sur-déterminé, une solution au sens des moindres carrés peut être trouvée






Cette solution minimise la somme des carrés des éléments du vecteur d'erreur (la norme
du vecteur d'erreur) :
JAGMC =‖ HRf − tR ‖2 . (A.15)
A.2 Pondération du critère d'approximation et focalisation spec-
trale
On cherche à pondérer la synthèse de façon à améliorer les performances suivant cer-
tains critères et relacher les contraintes sur d'autres. On modiﬁe le vecteur d'erreur ∆ en
introduisant un vecteur wf qui pondèrera l'inﬂuence de chacune des lignes de l'opération
matricielle dans l'optimisation globale :
JAGMC,ponder =‖ diag(wf )HRf − tR ‖2, (A.16)
où
wf = [wdis walia · · · walia]T , (A.17)
avec
wdis = [1 1 · · · 1] (A.18)
wrep = [Wrep(ω1) Wrep(ω2) · · · Wrep(ωK)]. (A.19)
wdis et wrep désignent les termes de distorsion et de repliement respectivement. Wrep(ω)
est une fonction de fenêtrage qui évalue les termes des repliements.
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A. Méthode de synthèse de BFH : Approximation Globale aux Moindres
Carrées
 Si Wrep(ω) est égal à 1 pour toutes les fréquences on retombe dans le cas du paragraphe
précédent.
 Si Wrep(ω) est supérieure à 1 pour toutes les fréquences on augmente les contraintes de
réduction des repliements et on diminue les contraintes de distorsion.
Si on souhaite eﬀectuer une focalisation spectrale sur une bande étroite particulièreBfoc on
va diﬀérencier les coeﬃcients Wrep(ωi) suivant si ωi appartient à Bfoc. Si Wrep(ωi) est égale à
1 pour les fréquences focalisées et une petite valeur pour les fréquences hors la bande d'intérêt,
cela permet de relâcher les contraintes et d'améliorer la performance dans la bande focalisée.
Si Wrep(ω) est égale à une valeur supérieure à 1 pour la bande focalisée, les contraintes sur la
distorsion sont diminuées et les repliements sont augmentés (16).
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