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Let x ES, , the symmetric group on n symbols. Let 0 E Aut(S,) and let the 
automorphism order of x with respect to 0 be defined by 
ye(x) = min{k : x x0 xe2 -1. xP1 = 1) 
where x0 is the image of x under 0. Let 0~~ E Aut(S,) denote conjugation by the 
element g E S, . Let b(g; s, k : n) = 1 {x ES,, : /&&)/sk}i where s and k are 
positive integers and a/b denotes a divides 6. Further h(s, k : n) = b(1; s, k : n), 
where 1 denotes the identity automorphism. If g ES, let c = f(g, s) denote the 
number of symbols in g which are in cycles of length not dividing the integer s, 
and let g, denote the product of all cycles in g whose lengths do not divide s. 
Then g, moves c symbols. The main results proved are: (1) recursion: if n > c + 1 
and t=n-c-l then b(g;s,l:n)=&.b(g;s,l:n-ii)(i!,)(i-l)!; 
(2) reduction: b(g; s, 1 : c)h(s, 1 : i) = b(g; s, I : i + c); (3) distribution: let 
D(0, n) = {(k, b) : k E Z+ and b = b(0; 1, k : n) # 0:; then D(0, m) = D($, m) V 
m > N = N(0,4) iff 0 is conjugate to 4; (4) evaluation: the number of cycles 
in gs8 of any given length is smaller than the smallest prime dividing s iff 
b(g, ; s, 1 : c) = 1. If g = (12 . ..p”)‘and Sk/p” then b(g; s, k : pm) = {,y (modp). 
1. INTRODUCTION 
The study of solutions of equations in groups can be traced back to some 
early work of Frobenius [4]. For the case of symmetric groups, arithmetic 
properties of such solutions have been related to representation theory and 
some combinatorial questions (see [7, Chap. 4; 9, Par. 171). There is also 
a connection with eigenvalue problems involving Hermite polynomials 
[2, 61. The basic equation for obtaining arithmetic properties in a finite 
group is xk = 1. Results are given in [6] for a recursive formula of the 
number of solutions of this equation in finite symmetric groups, as well as 
some related properties (also see [6] for a more complete bibliography). 
142 
0097-3165/78/0252-0142$02.00/0 
Copyright 0 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
EQUATIONS IN SYMMETRIC GROUPS 143 
In this paper a more general equation is considered, in particular solutions 
of the equation 
x xe xe2 . . . xek-i = 1 
where 0 is an automorphism of the group. For symmetric groups this equation 
is amenable to combinatorial analysis. A recursive formula is obtained for 
the number of solutions of this equation in almost all symmetric groups. 
This generalizes the fundamental result used in [6] and elsewhere. A reduction 
formula is given for an arbitrary automorphism in terms of the identity 
automorphism case. Also a relationship is established between the conjugacy 
classes in a symmetric group and a generalized concept of order distribution. 
Finally, some results on the evaluation of these numbers are given. 
2. NOTATION 
Although some of the results apply to arbitrary groups, we shall consider 
only finite symmetric groups on n symbols denoted by S, . If x ES, and 
0 E Aut(S,J, the automorphism group of S, , then x0 denotes the image of x 
under 0. The order of x is denoted by o(x). The automorphism order of x 
with respect to 0 is defined by ye(x) = min{k: x x0 x02 ... x&+-l = 11. Let 
B(e; S, k : n) = {X E S,: k/y,(x)/sk} w h ere s and k are positive integers and 
a/b means a divides b. Let b(B; s, k : n) denote the size of B(B; s, k : n). 
Further let H(s, k : n) 3 B( 1; s, k : n) where 1 denotes the identity auto- 
morphism and let h(s, k : n) denote the size of H(s, k : n). The concept of 
automorphism order arises naturally in arbitrary finite groups and was 
introduced in [3], where all number-theoretic functions of these b-values 
were determined for Abelian groups. 
Let 0 = cy, E Aut(S,) denote conjugation by the element g ES, . Lt is 
known (see, for example, [S, Par. 15.31) that if n 3 3, n # 6 then all automor- 
phisms of.& are of this type, i.e., S, is a complete group. Constant use is 
made of this fact and hence the cases n < 2 and n = 6 are not considered. 
We will usually write b( g; s, k : n) instead of b(0; s, k : n) when 0 = olg . 
It will be shown (Lemma 3) that b( g; s, 1 : n) counts the number of solutions 
of the equation xs = gs and thus is a generalization of a problem investigated 
by Moser, Herstein, and others (see [I, 61). 
Let g E S, . If s is a positive integer, let c = f( g, s) denote the number of 
symbols in g which do not belong to cycles of length dividing s. The symbol g, 
will denote the product of all cycles of g whose length does not divide s. 
Note that g, is also an element of S, (but not S,) and may have fixed points. 
lf e = o1, , 8, will denote conjugation by g, . 
582+5/W 
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3. AUTOMORPHISM ORDERS FOR S, 
The first theorem gives a recursive formula for the quantity b( g; s, 1 : n). 
We require a sequence of lemmas to derive this result. 
LEMMA 1. Let j?, y E S, and let By = y/3. Zf 0(/3)/s then 
b(f!?y; s, 1 : n) = b(y; s, 1 : n). 
Proof. Let x E B@y; s, 1 : n). Consider the element xfi-l. We then 
obtain 
(x~-l)(x/.-'>y(xp-l)v~ . . . (xp-l)v~-' 
= xx8vx(6v)~ . . . x(dY)~-'p = p-s = 1. 
Hence x,6-l E B(y; s, 1 : n). The mapping sending x to x/3-l is clearly a 
bijection. a 
COROLLARY 1. Let gES,. Let g, denote the product of all cycles in g 
whose Iengths do not divide the integer s. Then 
b(g; s, 1 : n) = b( g,: s, I : n). 
Proof. Let y = g, and let /3 be the permutation g with g, removed from it. 
Now apply Lemma 1. 1 
COROLLARY 2. Let g E S, . If o(g)/s, then 
b(g; s, 1 : n) = h(s, 1 : n). 
In particular, if o(g) = 2, the number of nontrivial solutions of xx” = I 
is the same as the number of involutions in S, . 
Since our intent is to provide a recursive formula for the quantity b(g; s, 
1 : n) we extend its definition to the case when g need not be in S, but when 
n 3 f( g, s) = c (defined at the end of Section 2). 
DEFINITION. Let gs be an element of S, , obtained by relabeling g, . Then 
b(g; s, 1 : n) is defined as b( g,; s, 1 : n), considering S, as a subgroup of S,, 
in the natural way. 
This definition is consistent with the previous definition of b(g; s, 1 : n) 
by Corollary 1 and by observing that b(gn; s, 1 : n) = b(g; s, I : n) where 
gh = h-lgh for h E S, , and that relabeling a permutation corresponds to 
performing a conjugation. 
LEMMA 2. Let g E S,, where g Jixes the symbol n and g = g, . Let x E 
B(g; s, I : n). Then gjixes each symbol in the cycle of x which contains n. 
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Proof. Since x E B(g; s, 1 : n), we have 
xxPx82 . . . -p-l = 1 3 
x(xxg . . . xos-y = &7’, 
so x = xg=. 
Let (n, il , i, ,..., i,) denote the cycle of x containing n. Then 
(4 4 , 4 ,..., ir)g8 = (n, ilg”, i2gs ,..., i,g”). 
But x = xg’, so ijgs = ii for j = 1, 2,..., r. If I is the least positive integer 
such that i,gz = iI, then I/s. But 1 is also the length of a cycle in g. This 
contradicts the fact that g = g, , unless I = 1. So g fixes iI . Similarly g 
fixes i, , i3 ,..., i, . 1 
COROLLARY 3. Let g E S, where g fixes the symbol n and g = g, . Then, 
there is a one-to-one correspondence between elements from B(g; s, 1 : n) and 
pairs ( y, z) satisfying the foDowing conditions: 
(i) z is a cycle of length 1 in S, where l/s; 
(ii) z contains the symbol n and isfixed by g elementwise; 
(iii) y E B(g; s, 1 : n) and is disjoint from z. 
THEOREM 1. Let g be a permutation, let s be a positive integer, and let 
c = f (g, s) be defined as above. If n > c + 1 and t = n - c - 1 then 
b(g;s,l:n)=Cb(g;s,l:n-ii) /, (i-l)! 
i/s ( 1 
Proof. Because of the extended definition of b(g; s, I : n) we need 
consider only the case g = g, . Thus we need to count the number of pairs 
indicated in Corollary 3. Certainly z can be any cycle of length I containing n, 
chosen from the n - c symbols fixed by g, where I divides s and g moves c 
symbols. Since the symbol n is always in z there are exactly (“7~?‘)(l - l)! 
choices for z. But then for each I” there are b(g; s, 1 : n - Z) choices for y 
which satisfy Corollary 3(iii). The proof of Theorem 1 is complete. 1 
The case when g is the identity automorphism reduces to the formula 
h(s, 1 : /I) = c h(s, 1 : II - i) :. 1 : ( 1 
(i - l)! 
i/s 
(1) 
This special case is also given in [l]. 
An example of Theorem 1 will indicate the computational steps needed 
to apply the recursive formula. 
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Let g = (4 6 1)(3 5 2 7), s = 4. Then c = 3. If we choose II = 6, then 
c = 2. By Theorem 1 
b(g; 4, 1 : 6) 
= b(g; 4, 1 : 5) (i) O! + b(g; 4, I : 4) (f) l! + b(g; 4, 1 : 2) (4 3! 
= b(g; 4, 1 : 5) + 2b(g; 4, 1 : 4). 
Thus b((1 2 3); 4, 1 : 6) = b(( 1 2 3); 4, 1 : 5) + 2b((l 2 3); 4, 1 : 4). The for- 
mula becomes 4 = 2 + 2 * 1 as can be verified by routine calculation. 
We now consider a result which reduces the calculation of b-values to a 
constant multiple of certain values for the identity automorphism. 
Tn a manner entirely analogous to that used in [6] we obtain the following 
generalized generating function for the b-values. 
b( g; s, 1 : i + c) 
f! i! I i=O 
xi = b(g; s, 1 : c) exp C + 
( ‘1 i/s 
where b(g; s, 1 : 0) = 1. 
Recalling that the result given in [6] for the identity automorphism is 
f p;;; “1 
i=O 
::’ ) xi = exp C - ( 
i/s 
we obtain the following result. 
THEOREM 2. If g E S, and c = f (g, s), as defined above, then 
b(g: s, 1 : c) h(s, 1 : i) = b( g; s, 1 : i + c). 
Hence if g E S, and f (g, s) = c then the number of solutions of 
xxsx!?2 . . . y7-1 = 1 (2) 
in the symmetric group S, is obtained by multiplying the number of solutions 
of (2) in S, , by the number of solutions of 
x8 = 1 
in S,-, . 
Combining Theorem 2 with a fundamental result of Frobenius [4, p. 9841 
we obtain 
COROLLARY 4. Jf g E S, and s is ab integer then 
(s, (n - c)!)/b( g; s, 1 : n) 
where c = f (g, s). 
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We shall now show that in any symmetric group S, the number of con- 
jugacy classes of S, is closely related to the number of distinct distributions 
of certain b-values. 
The automorphism order distribution (in the group G) of 0, where 0 E Aut(G), 
is defined as the set of ordered pairs (a, b) where a is a positive integer and 
b = b(0; 1, a : G) and b is nonzero. Denote this by II(O, G). For the symmetric 
group S, we write this as O(6, n). 
THEOREM 3. Let 8, #J E Aut(S,). Then 0 is conjugate to 4 13 D(0, m) = 
D(#, m) for all m > N, a positive integer depending on t9 and $. 
Proof. 0 = olh and 4 = 0~s for h, g ES, . Assuming 8 is conjugate to #J 
we have 4 = (a$ = aht for some t ES, . Let x E B(B; 1, k : m). Then 
x xe xe2 ... x&-l = 1. Consider xt and compute y&xl). But 
Since ye(x) = k we have yd(xt) = k also. 
The mapping #: B(8; 1, k : m) -+ B($: 1, k : m) given by #(x) = xt 
is clearly a bijection. 
Conversely, suppose D(Cl?, m) = D(#J, m) for all positive integers m 3 N. 
Let I(O) and I($) d enote the number of symbols moved by 8 and 4, respec- 
tively. Let a positive integer s be given and assume 8, and ds move c and c’ 
symbols, respectively. Then using Corollary 1 and Theorem 2 we obtain 
b(0; s, 1 : m) = b(0,; s, 1 : m) = h(s, 1 : m - c) b(B,; s, 1 : c) 
and 
b(4; s, 1 : m) = b($,; s, 1 : m) = h(s, 1 : m - c’) b($,; s, 1 : c’). 
If m > N, then these expressions are equal and so 
b(B,; s, 1 : c) 
h(s, 1 : m - c’) = h(s, 1 : m - c) b(+,; s, 1 : c,) . 
Let r denote the ratio of the b-values and observe that r is fixed for all 
values of n. 
Assuming that c’ < c we easily see that 
h(s, 1 : m - c’) 2 (m - c’ - 1) h(s, 1 : m - c). 
Hence 
ram-cc’--I. (3) 
For sufficiently large m this is impossible. By a dual argument we may 
conclude c = c’. 
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So for any positive integer s the number of symbols moved by 8, is equal 
to the number of symbols moved by d,$. In particular l(O) = I(+). From 
this we can conclude that 19 and I# have the same number of cycles of every 
length. Thus 8 is conjugate to 4. 8 
Remark. Let z, = max{I(B), I($)}. Then the proof given above actually 
shows that if D(O, m) = B($, m ) f or some m > U! + u + 1 then 6 is con- 
jugate to $. This follows from the inequalities r < v! and c’ < L’ which give 
the required contradiction of (3) above. 
The following example shows that if B is not conjugate to 4 then the 
values D(O, m) and D(+, m need not be distinct for all m > n. Let 8 and # ) 
denote conjugation by a product of two and three disjoint .2-cycles, respec- 
tively. In S, , S, , and S, the distributions are distinct but they coincide in S, . 
Note that the above remark states that the values must be distinct beyond 
v! + u + 1 which in this case is 727. Presumably a better bound exists. 
We now turn our attention to the initial b-values indicated in the previous 
theorems. In the identity case there are no explicit formulas known for the 
quantities h(s, 1 : n). They can be recursively obtained from formula (1). 
No initial values are needed to use formma (1). However, in using Theorem 1 
to recursively generate the b-values, it is necessary to calculate the initial 
values b(g,; s, 1 : k) where g, moves k symbols. 
It is of particular interest to determine when these initial values are equal 
to 1, for then, from Theorem 2, the sequence (b( g; s, 1 : n))ll is just a shift 
of the similar sequence for the identity automorphism, beginning with a 
sequence of s + k - 1 ones. 
LEMMA 3. The number of solutions x of the equation 
XXB . . . XBt-1 = 1 (4) 
for a fixed g in S,, is the same as the number qf solutions a of the equation 
atgt = 1. 
This common number is precisely b( g; t, 1 : n). 
Proof. If x is a solution of (4), let a = xg-’ where g is as given. Then 
1 = xxg -f * xgtml = (ag)(ag)g * *. (ag)t-1 = atgt. 
It is shown in [3, Lemma 21 that y&)/t o x x0 ... x&-l. 1 
THEOREM 4. Let g, = g move k symbols. Then the number of cycles in 
gs of a given length is smaller than the smallest prime p dividing s if and only 
ifb(g; s, 1 : k) = 1. 
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Proof. By Lemma 3, b(g; s, 1 : k) is equal to the number of solutions z 
in S, of the equation zs = g”. There is always at least one solution, namely, 
z = g. Assume gs has the cycle decomposition g” = D~~CI~ ... CQ . Likewise 
let the cycle decomposition of z be z = ylyz a.. yr. Then zs = ylsyzs a-* yT8. 
Let li = I(r<), the length of yi , and let di = (s, Ii). Then yi* consists of di 
disjoint cycles, each of length lid:‘. Since di divides s, by hypothesis we must 
have di = 1. Hence yis is a single &cycle, and yis = olj for some j. In fact, 
since (s, Zi) = 1, yi is the unique solution of the equation xs = olj . Thus 
there is only one solution to the equation zs = gs. 
Conversely, let the cycle decomposition of g be g = /3&& **. /3,. and let 
Ii = 1(pi), the length of fli . Then let di = (s, li). Suppose for at least one 
index i we have di # 1. Let m = iidzF’. Then pi8 has exactly di cycles of 
length m, and di is a proper divisor of s. Consider fli = (u1u2 -*. a$ We now 
construct a new cycle /3; = (aiui **. u;J where 
u- 
a; = l+(q+l)s 
if i = 1 + qs for some q, 
ai otherwise, 
where the bar denotes the least positive residue mod li . It is easily seen that 
8;” = pi8 and since li + s and di # 1 that /3: # /?i . Thus z = /3: n,,j /$ is 
a solution of the equation zs = g” distinct from the solution z = g. 
Finally consider the case when di = 1 for all i. By the hypothesis and the 
fact that I@<“) = r(pi) there are at least p of the /$ having sommon length 1, 
say A , B2 ,..., /3,, where p is the smallest prime dividing s. Write fij = 
Cud uj2 ... ujl) forj = 1, 2,..., p. We now construct a new cycle fl = (cOcl a.* 
cLppl) where 
c 
rlPfi = ~j+1.pp+l 
for j = 0, l,..., p - 1 and q = 0, l,..., 1 - 1, and the bar denotes the least 
positive residue mod 1. It is easy to verify that /P = nr=, pi8 yet ,?I # flr=1 fli 
and so z = /3 n:=,+, /$ is a solution of the equation zs = g” distinct from 
the solution z = g. 1 
Our final results give some explicit b-values up to a congruence. 
A cyclic group C, = (c) of order n can act on a set X of order n by xi& = 
x, , where as before the bar denotes the least positive residue modulo n. 
Note that c corresponds to the cycle (12 ... n) in S, . In what follows let 
01 E Aut(S,) denote conjugation by (12 a** n), and let 1 8 1 denote the order 
of e E Aut(S,). 
Let&(0 : s, k : n) = {g ES,: k/y,(g)/sk and gor = g}. 
LEMMA 5. Let n = pm, where p is a prime. If 6 E Aut(S,), 6 commutes 
with 01 and j 0 j/p”, then b,(B; pi, 1 + n) = 0 (mod p). 
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Proof: We first observe that C, acts on B(%: s, k : n). Let x E B(%; s, k : n). 
Then for some t dividing s we have 
XL-t XCL 8 --- x(y p-1 = (&I ... x@-l)ol zzz 1. 
Hence the size of the orbits of B(%; pi, 1 : n) under C, must divide n = p*. 
Let sj denote the number of orbits of size pj. Then we have 
sg + -f sip’ = b(%; pi, 1 : n). 
j=l (5) 
Since 1 % I/pi we can apply a result of Ha11[5, Theorem 1.61 which says 
that pi divides the right-hand side of (5). Hence p/s0 and we are done. 1 
Again consider x E B,(%; s, k : n). Then n& xei = 1 where t/s. Since 
%= 0~~ , this equation is equivalent to (xg-l)tkglk = 1. Since % commutes 
with 01, then g = (12 ... n)r for some r and since XDL = x then xg = gx. 
Hence x must satisfy xtk = 1. Th us x E H,(s, k : n). Conversely, if x E 
H&, k : n), then it belongs to B,(%; s, k : n) when % commutes with 01. 
Although these “fixed” quantities are the same, it does not necessarily 
follow that the b-values for such automorphisms and the h-values are the 
same. For example, when it = 8 and % is a product of two 4-cycles, we have 
b(%; 2, 1 : 8) = 12 whereas h(2, 1 : 8) = 764. 
Combining the above observation with the method used in the proof of 
the previous lemma yields 
THEOREM 5. If % E Aut(S,) and % commutes with (Y, then 
b(%; s, k : n) = C sdd + h,(s, k : n). 
din 
d#l 
We now turn our attention to the evaluation of h,(s, k : n). 
LEMMA 6. If Sk/n then 
where $(k) denotes the Euler phi-function. 
Proof. Clearly x E Hf( 1, k : n) if and only if x has the form (12 .*. n)T 
for some r < n where the order of (12 *. . n)r is exactly k. Thus h,( 1, k : n) = 
I{r : r < n and nk-l = {r, n)}l. It is easily seen that this number is exactly d(k). 
Thus 
hAs, k : n) = C h,(l, tk : n) = C +(tk) = c $(k)4’$)&k) . 1 
t/s tls tls 3 
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In particular when (s, k) = 1 and skjn we obtain h,(.s, k : n) = s+(k). 
It is obvious that h,(l, k : n) = 0 when k does not divide IZ. Hence for any 
s and n we obtain from this proposition that h,(s, 1 : n) = (s, n). 
When n is a power of a prime the hf-values given in the proposition can 
be simply expressed as number-theoretic functions of s and k. 
COROLLARY 5. If skip” then 
h,(s, k : p”) = 
4(k) 4s) if k>s>l, 
4(k) u(k) + k(s - k) if s > k, 
where u(s) is the sum of the divisors of s. 
Proof. Lets = pi, k = pi for 1 < i, j < m. Then from Lemma 6 we have 
(6) 
Ifj 2 i then 
(6) = dt ~9 1 t = d( P’) 4 P”) = +(k) 4s). 
t/pi 
Ifi>jthen 
= d( Pj) [4p3 + $f$) (pi -p’)] 
= +(k) u(k) + 4 - 4. I 
Combining this corollary with Theorem 5 yields the following result. 
THEOREM 6. Let 0 E Aut(S,,) denote conjugation by a power (12 .*. pm). 
If Sk/pm, then 
b(B; s, k : p”) = 
if s=k=l, 
if s#k= l(modp)ork>p 
if k =p. 
Of course when 6 is the identity automorphism the same congruences hold 
for the h-values. 
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