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Abstract
Decoupling theorems have proven useful in various applications in the area
of quantum information theory. This thesis builds upon preceding work
by Fre´de´ric Dupuis [5], where a general decoupling theorem is obtained
and its implications for quantum coding theory are studied. At first we
generalize this theorem to the case where the average is taken over an
approximate unitary 2-design. The second part of this thesis tackles the
question whether or not it is possible to decorrelate CQ-states with clas-
sical operations. We obtain results similar to the pivotal Leftover Hash
Lemma. Finally we analyze the decoupling power of permutation opera-
tors in a fully quantum context and show a general procedure that yields
decoupling theorems with permutations.
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Chapter 1
Introduction
1.1 Overview
Quantum mechanical correlations are at the core of Quantum Information Theory.
Correlated systems behave in a predictable way, such that the probability distribu-
tions obtained from measuring some observable on the one system partially determine
possible measurement outcomes of the other. Knowledge about the physical state of
one system implies knowledge about the state of any system correlated to it and
correlations can be thought of as the carrier of quantum mechanical information. It
is a basic issue in information theory to examine the correlations between different
systems, since it includes the question of how much information one physical system
contains over the other. The fact that two quantum systems are (almost) uncorre-
lated has significant consequences not only for information processing tasks but also
for the physical behavior of these systems. In particular, this fact can be used to
show that other systems are strongly correlated, which bonds the behavior of the one
system to the other. Thus, a theorem that states conditions under which different
systems are close to being uncorrelated provides substantial insight to the informa-
tion theory of those and other systems. In [5] a very general decoupling theorem is
derived (in the sequel called the Decoupling Theorem) and its impact on the theory
of quantum coding is studied. Roughly speaking, the theorem applies in a situation
where a joint system AR with possible correlations between the subsystems is given
and a unitary evolution followed by an arbitrary physical process take place on the
A part of the whole system. It provides a bound on how far a typical resulting state
is from a completely uncorrelated state. Denoting the state of the system AR with
ρAR, the unitary evolution with UA, and the arbitrary physical process following the
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unitary evolution with T , the theorem states that∫
U(A)
∥∥T ((UA ⊗ 1R) ρAR (U †A ⊗ 1R))− ωE ⊗ ρR∥∥ dU ≤ 2− 12Hmin(A’|E)ω− 12Hmin(A|R)ρ .
The integration goes over the whole group of unitary matrices and is with respect
to the normalized Haar measure. A quantum state with tensor product structure
as ωE ⊗ ρR in Quantum Mechanics represents a joint system whose subsystem are
not correlated. The Decoupling Theorem bounds the average distance of the state
T ((UA ⊗ 1R) ρAR (U †A ⊗ 1R)) from a tensor product state. The right hand side of the
above inequality is given in terms of the conditional Hmin-entropy, which is a prevalent
measure of uncertainty. The term Hmin(A|R)ρ for instance quantifies the uncertainty
an observer with access to the R subsystem of AR has about the state of A.
Though stated in the context of coding theory, this theorem has far reaching im-
plications in various areas of theoretical physics. Among other things, decoupling
arguments and corollaries of the Decoupling Theorem deepened the insight into ther-
modynamics [4] and Black Hole Information theory [9]. Nevertheless, it turns out
that for physical systems taking the average over all unitary matrices as it is done
in the statement of the theorem is too strong an assumption. In a real system the
internal dynamics are governed by the laws of nature and typically these very laws
restrict the possible unitary evolutions of the system. One cannot expect that such
dynamics produce arbitrary unitaries evenly distributed according to the Haar mea-
sure. Instead it was recently shown [7] that in a many qubit system with random
local two-particle interactions the possible evolutions of the system constitute a uni-
tary ε-almost 2-design.
This thesis discusses several decoupling results. The first chapter introduces the no-
tation used and gives a brief overview of the quantum mechanical background. In the
second chapter an alternative proof of the Decoupling Theorem resulting in a slightly
tighter bound (as compared to [5]) is shown. The following two chapters are devoted
to a generalization of the Decoupling Theorem to the case when the average is taken
over an ε-almost 2-design instead of the whole unitary group, opening applications
of this theorem in various physical situations. Chapters five, six and seven analyze
the decoupling behavior of permutations. Potential applications lie in the areas of
quantum cryptography and coding theory. The results of the chapters five and six are
related to the General Leftover Hash Lemma, which is of significance for quantum
cryptography [15]. Chapter seven aims at providing theorems for classical coding
theory.
2
1.2 Notation and a glance at quantum mechanics
Throughout this thesis we will abide by the notational rules introduced in this section.
One of the core objects of the mathematical description of some physical system A
according to quantum mechanics is a complex Hilbert space HA, which we always
will assume to have finite dimension, dA. The space of linear operators on a Hilbert
space H will be denoted by L(H), the subspace of hermitian operators by L†(H) and
the set of positive-semidefinite operators is given by P(H). The set of normalized
positive operators is given by S=(H) := {ρ ∈ P(H) | trρ = 1} and the set of sub
normalized positive operators is S≤(H) := {ρ ∈ P(H) | trρ ≤ 1}. For those sets
one has the following trivial inclusions: S=(H) ⊂ S≤(H) ⊂ P(H) ⊂ L†(H) ⊂ L(H).
More generally the vector space of homomorphisms of some Hilbert space HA to HB
will be denoted by Hom(HA,HB). For ϕ ∈ H, the corresponding elements of the
spaces Hom(C,H) and Hom(H,C) are denoted by |ϕ〉 and 〈ϕ| respectively. Thus
for example |ϕ〉〈ϕ| ∈ P(H) is a projector. Since the spaces HA and Hom(C,H) are
isomorphic, we sometimes will treat |ϕ〉 as if it was an element of HA. In this cases
we implicitly mean the unique corresponding element in HA.
If the quantum state of the system A is known with certainty, according to quantum
mechanics it is represented by an element
[ϕA] := {eiαϕA | ϕA ∈ HA; ||ϕA|| = 1;α ∈ [0, 2pi]}
of the projective Hilbert space belonging to HA, where an index letter following some
mathematical object denotes to which physical system it belongs. More generally the
quantum states of the system A are in one to one correspondence with the elements
ρA of S=(HA), even if the state of the system is not fully known to its observer. Since
in quantum information theory usually only partial knowledge about some system
A is given, the core object of study will be the density operator ρA, and we call ρA
just the state of the system. Sometimes one considers joint systems AB, which, due
to the postulates of quantum mechanics, are represented by a tensor product space
HA⊗HB =: HAB. Then the corresponding density operator will have a double index,
too: ρAB. However, when it is clear which systems are represented by the density
operators we might drop the indices to simplify the notation. We will denote with
1A the identity operator on HA and with piA := 1AdA the completely mixed state on A.
Moreover ΦAB is the completely entangled state on AB i.e. ΦAB := |Φ〉〈Φ|AB , where
|Φ〉
AB
:= 1√
dA
∑
i |i〉A ⊗ |i〉B and dA = dB and the |i〉A, |i〉B form an orthonormal basis
for HA and for HB, which is isomorphic to HA.
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Linear maps from L(HA) to L(HB) will be denoted by the calligraphic letters TA→B,
EA→B, NA→B,... Quantum operations are in one to one correspondence to the trace
preserving and completely positive maps (TPCPM) TA→B which map density operators
to density operators. We sometimes will call a TPCP map also a quantum channel,
if we want to emphasize the use of the TPCPM under consideration for information
processing. The TPCPM we will encounter most often is the partial trace (over
the system B), which is given by a map EAB→A, defined to be the adjoint mapping
T † of T (ξA) = ξA ⊗ 1B ; ξ ∈ L†(H) with respect to the Schmidt scalar product
〈A,B〉 := tr(A†B). That means tr(T (ξ)ζ) = tr(ξT †(ζ)). It is used to determine the
expectation values for measurements on a subsystem A if the state of some bipartite
system AB is given. Because of its crucial importance the partial trace has a special
notation:
EAB→A(ζAB) =: trB (ζAB) ,
where ζAB is any operator in L†(HAB). If we have a bipartite state ξAB and we would
like to consider a subsystem only, we will denote by ξA the partial trace of ξAB over
the system B, ξA = trBξAB.
We will call ωA’E := (TA→E ⊗ IA’)(ΦAA’) for any TA→E ∈ Hom(L(HA),L(HE)) the
Choi-Jamiolkowski representation [2, 11] of TA→E, where HA’ is a copy of HA and
IA’ ∈ Hom(L(HA’),L(HA’)) denotes the operator identity. (Note that writing ωA’E
we slightly abuse notation, since, strictly speaking, ωA’E is by definition an operator
in L(HE ⊗ HA’) and not in L(HA’ ⊗ HE) as the notation indicates. This will be the
only exception.) To keep the notation as simple as possible we have the convention
that if a map TA→E acts on a bipartite state with subsystem A, we mean that
implicitly the identity is applied on the other subsystem. Thus we for example write
TA→E(ΦAA’) := (TA→E ⊗ IA’)(ΦAA’) for the Choi-Jamiolkowski representation.
Any TPCPM can be viewed as a unitary operation on some larger system. More
precisely speaking we have the following lemma [16]:
Lemma 1: (Stinespring dilation) Let T be a TPCPM from L(HA) to L(HB).
Then there exists some isometry U ∈ Hom(HA,HB ⊗HR) for some Hilbert space HR,
such that
T : ρA 7→ trR
(
UρAU
†) .
Thus, T can be viewed as a concatenation of two TPCP maps: First conjugating
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ρA with U and afterwards taking the partial trace over the system R. We will write
shortly T = trR ◦ U · for this operation.
To quantify whether a quantum state is preserved by some quantum operation (or
more generally by some mapping T ) or not, we have to introduce distance measures
on the set of density operators. For any operator in ξ ∈ L(H) we denote by ‖ξ‖1 the
Schatten 1-norm, by ‖ξ‖2 the Schatten 2-norm, by ‖ξ‖F the Frobenius-norm and by
‖ξ‖∞ the ∞-norm of ξ which are defined to be
‖ξ‖1 := tr|ξ| := tr(
√
ξ†ξ) (1.1)
‖ξ‖2 :=
√
tr(ξ†ξ) (1.2)
‖ξ‖F :=
√∑
i,j
|ξij|2 (1.3)
‖ξ‖∞ :=
√
λmax(ξ†ξ) (1.4)
respectively. Particularly that means that if ξ is in L†(H), ‖ξ‖1 is just equal to the
sum of the absolute values of the eigenvalues of ξ. For our purposes it is sufficient to
think of the Schatten 2-norm as the induced norm by the Schmidt scalar product.
In contrast to the other norms above, the Frobenius-norm is an “entrywise” norm:
ξij are the entries of the matrix corresponding to the operator ξ in some basis. (We
work in finite dimensions only.) It is a priori not clear that the norm defined in the
above way is well defined but a short calculation reveals that ||ξ||F = ||ξ||2 which also
proofs that it actually can be seen as an operator norm ([1]). Finally the ∞-norm is
given by the square root of the biggest eigenvalue λmax of ξ
†ξ for any ξ ∈ L(H). We
will frequently have to link the above norms in terms of inequalities. This is achieved
using the following standard result ([22], Lecture 3 ):
Lemma 2: (Norm Inequalities) For any A,B,C ∈ L(H), the following inequalities
hold
||ABC||∞ ≤ ||A||∞ ||B||∞ ||C||∞ ,
||ABC||1 ≤ ||A||∞ ||B||1 ||C||∞ ,
||ABC||2 ≤ ||A||∞ ||B||2 ||C||∞ .
The Schatten 1-norm induces a metric on S≤(H), which we call the trace distance
and is defined (in this thesis) to be:
D(ρ, σ) := ‖ρ− σ‖1
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In the special case that ρ and σ are elements of S=(H), this gives a good distance
measure in the sense that any measurement performed on states that are close in
trace distance gives rise to probability distributions p, q that are close in the sense
that the the maximum difference of the probabilities that some event S occurs with
respect to the different probability distributions maxS(
∑
x∈S px −
∑
x∈S qx) is small,
too [14]. That means that those density operators cannot be well distinguished by
any measurement. For positive operators with trace not equal to one this distance is
not convenient. One therefore introduces a generalized trace distance, D¯(ρ, σ), which
gives a good distance measure for sub-normalized states [20]:
D¯(ρ, σ) := ‖ρ− σ‖1 + |trρ− trσ|,
for any ρ, σ ∈ P(H). In the case of normalized states it reduces to the usual trace
distance defined above.
Another commonly used measure of distance is the fidelity :
F (ρ, σ) :=
∥∥√ρ√σ∥∥
1
,
for any density operators ρ, σ. The fidelity is not a metric on the states of some
quantum system, but there are several types of metrics derived from it. In this thesis
we will deal with the following one:
P (ρ, σ) :=
√
1− F (ρ, σ)2
Again this type of distance measure is not convenient for quantum information theory
if the density operators are not normalized. In [20] the purified distance P¯ (ρ, σ) is
introduced, which generalizes P (ρ, σ):
P¯ (ρ, σ) :=
√
1− F¯ (ρ, σ)2,
where F¯ (ρ, σ) is the generalized fidelity :
F¯ (ρ, σ) := F (ρ, σ) +
√
(1− trρ)(1− trσ),
for ρ, σ in S≤(H). Note that, if ρ or σ is in S=(H), the generalized fidelity reduces
to the usual one.
Both distance measures D(ρ, σ) and P (ρ, σ) introduced above are essentially equiva-
lent, due to the following fundamental Fuchs- van der Graaf inequalities [14].
Lemma 3: (Fuchs- van der Graaf inequalities) Let ρ, σ be in S=(H), then
1
2
‖ρ− σ‖1 ≤ P (ρ, σ) ≤
√
‖ρ− σ‖1.
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Using the generalized versions of trace distance and the fidelity the authors derive in
[20] the analogous relations for the generalized quantities:
Lemma 4: (Generalized Fuchs- van der Graaf inequalities) Let ρ, σ be in
S≤(H), then
1
2
D¯(ρ, σ) ≤ P¯ (ρ, σ) ≤
√
D¯(ρ, σ).
To quantify the uncertainty of our knowledge about some quantum state we use
entropy measures. Various such measures are treated in the literature, for us the
most important will be the quantum two-entropy and the min-entropy:
Definition 1. Let ρA be in P(HA). Then its min-entropy is defined to be
Hmin(A)ρ := − logmin{λ ∈ R | ρA ≤ λ1A}.
This is just the negative logarithm of the largest eigenvalue of ρA. We also require a
conditional version of the min-entropy. Given a bipartite quantum system, conditional
entropies in general aim to quantify the uncertainty, which we have about one of the
subsystems if the state of the other subsystem is known.
Definition 2. Let ρAB ∈ S≤(HAB), then the min-entropy of A conditioned on B of
ρAB is defined as [15, 20]
Hmin(A|B)ρ := max
σB∈S=(HB)
sup{λ ∈ R | ρAB ≤ 2−λ1A ⊗ σB}.
Finally, we define the quantum conditional 2-entropy, which will occur in the
statement of the decoupling theorem, but is only an auxiliary quantity from the
point of view of information theory:
Definition 3. Let ρAB ∈ S≤(HAB), then the 2-entropy of A conditioned on B of ρAB
is defined as
H2(A|B)ρ := − log min
σB∈S=(HB)
1
tr (ρAB)
tr
(
((1A ⊗ σB)−1/2ρAB)2
)
The minimum is attained for a σB with supp {σB} ⊃ supp {ρB}, where supp {·}
denotes the support of some operator. Between the conditional min-entropy and the
conditional two-entropy we have the following important relation, which links the
auxiliary quantity H2 to the physical quantity Hmin:
Lemma 5: Let ρAB ∈ S≤(HAB), then
Hmin(A|B)ρ ≤ H2(A|B)ρ
7
This is just remark (5.3.2) in [15]. The proof of the statement can be found, there.
1.3 Induced neighborhoods and the smoothed con-
ditional min-entropy
One can define a smoothed version of Hmin in the following way: Instead of evaluating
Hmin at ρ directly one maximizes the min-entropy over a set of states that are ε-
close to ρ. Obviously the crucial question is which distance measure should be used
to determine ε-closeness? In [20] the authors show that the following type of ε-
neighborhoods is particularly useful:
Definition 4 ([20]). Let ε ≥ 0 and ρ ∈ S≤(H) with √trρ > ε, then
Bε(H; ρ) := {σ ∈ S≤(H) | P¯ (σ, ρ) ≤ ε}.
This ε-ball can be used to define a smoothed version of the min-entropy:
Definition 5 ([15, 20]). Let ε ≥ 0 and ρAB ∈ S≤(HAB), then the ε-smooth min-entropy
of A conditioned on B of ρAB is defined as
Hεmin(A|B)ρ = max
ρ˜∈Bε(H;ρ)
Hmin(A|B)ρ˜.
Many important properties of this entropy, including the proof of the fact that it
actually is a continuous function of ρ, can be found in [20].
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Chapter 2
Decoupling via the Schatten
2-norm
One of the main results of this thesis is a generalization of the decoupling theorem
of [5] and [19] to the case when unitary almost 2-designs are considered only. The
proof of this formula will be a generalized proof of the decoupling theorem, with
major parts resembling the original proof in [5]. In this chapter we present a shorter
proof of the original decoupling theorem with integration over the unitary group
U(A). The methodology developed here will be relevant when proving the theorem’s
generalization in the next chapter. First we prove a lemma which provides an easy
way of performing the required integration. This lemma will rely on a consideration
of the Schatten 2-norm instead of the Schatten 1-norm and on working with the state
ξAA˜ := ΦAA˜−piA⊗piA˜. As a result we will obtain a slightly better bound than is given
by the original decoupling theorem.
2.1 Lemma: Decoupling with the Schatten 2-norm
Many of the difficulties one has to overcome during the derivation of the decoupling
theorem as in [5] arise from the fact that untill now we cannot integrate the
square-root function. The idea therefore is to consider an integrand which does not
contain any roots, instead. For this reason we will work with the Schatten 2-norm.
In return the derived statement will be an equality, such that the converse of the
theorem is valid automatically.
Lemma: (Decoupling Lemma) Let ρAR ∈ L†(HA ⊗ HR) and let TA→E ∈
Hom(L(HA),L(HE)) be a linear map with Choi-Jamiolkowski representation
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ωA’E ∈ L†(HE ⊗HA’), then∫
U(A)
∥∥T (UA ⊗ 1R ρAR U †A ⊗ 1R)− ωE ⊗ ρR∥∥22dU
=
d2
A
d2A − 1
‖ρAR − piA ⊗ ρR‖22 ‖ωA’E − piA’ ⊗ ωE‖22
where the integration goes over all unitaries and with respect to the probability Haar
measure dU .
For the proof it will be convenient to reformulate the argument of the integral
in a more symmetric way. We introduce the map EA˜ →R, which we define to be the
unique Choi-Jamiolkowski preimage of the state ρAR i.e. EA˜ →R(ΦAA˜) = ρAR, where A˜
is just a copy of A. Note that E is not trace-preserving in general. Because E acts
only on the A˜ subsystem and the identity is applied to the A part, taking the partial
trace over A commutes with applying the map E to ΦAA˜. We thus have
ρR = trA(E(ΦAA˜)) (2.1)
= E(piA˜). (2.2)
An analogous relation is also valid for TA→E and we can write for any unitary UA:
T ((UA ⊗ 1R) ρAR (U †A ⊗ 1R))− ωE ⊗ ρR
= T ((UA ⊗ 1R)E(ΦAA˜)(U †A ⊗ 1R))− T (piA)⊗ E(piA˜) (2.3)
= (T ⊗ E)((UA ⊗ 1A˜)ΦAA˜(U †A ⊗ 1A˜))− (T ⊗ E)(piA ⊗ piA˜) (2.4)
= (T ⊗ E)((UA ⊗ 1A˜)(ΦAA˜ − piA ⊗ piA˜)(U †A ⊗ 1A˜)) (2.5)
= (T ⊗ E)((UA ⊗ 1A˜)(ξAA˜)(U †A ⊗ 1A˜)) (2.6)
In equation (2.4), we used the fact that the unitary applied only acts on the A
subsystem in contrast to E which acts on R only and therefore the operations of
conjugation with UA and applying E commute. In the last equation (2.6) we introduce
the decoupling state ξAA˜ := ΦAA˜ − piA ⊗ piA˜ for notational convenience. We will later
see an interesting property of this state.
This way of writing the integrand of the usual decoupling theorem yields a shorter
proof of the theorem, since the mixed terms in [5] do not have to be considered
anymore. Moreover the proof gets “symmetric” in the treatment of ρAR and ωA’E
which will be of crucial relevance, at the moment when we will have to apply the
10
definition of the almost 2-design and find upper bounds in the case of the generalized
theorem. Note that by (2.2) we have in addition that
E(ξAA˜) = ρAR − piA ⊗ ρR ∧ T (ξAA˜) = ωA˜E − piA˜ ⊗ ωE. (2.7)
Thus the stated lemma can be rewritten equivalently in terms of the decoupling state.
We note that
d2
A
d2A − 1
=
1
‖ξAA˜‖22
(2.8)
and obtain:
Lemma: (Decoupling Lemma) Let ξAA˜ = ΦAA˜ − piA˜ ⊗ piA˜ and let
TA→E ∈ Hom(L(HA),L(HE)) and EA˜ →R ∈ Hom(L(HA˜),L(HR)) be linear maps
then ∫
U(A)
∥∥(T ⊗ E)(UA ⊗ 1A˜ ξAA˜ U †A ⊗ 1A˜)∥∥22dU = ‖E(ξAA˜)‖
2
2 ‖T (ξAA˜)‖22
‖ξAA˜‖22
where the integration goes over all unitaries and with respect to the probability Haar
measure dU .
This formulation is especially convenient for the proof. We have that∫
U(A)
∥∥(T ⊗ E)(UA ⊗ 1A˜ ξAA˜ U †A ⊗ 1A˜)∥∥22dU
=
∫
U(A)
tr
(
(T ⊗ E)(UA ⊗ 1A˜ ξAA˜ U †A ⊗ 1A˜)2
)
dU (2.9)
=
∫
U(A)
tr
(
(T ⊗ E)⊗2 ((UA ⊗ 1A˜)⊗2 (ξAA˜)⊗2 (U †A ⊗ 1A˜)⊗2) FER)dU (2.10)
=
∫
U(A)
tr
((
(UA ⊗ 1A˜)⊗2 (ξAA˜)⊗2 (U †A ⊗ 1A˜)⊗2
)
(T †)⊗2[FE]⊗ (E †)⊗2[FR]
)
dU. (2.11)
We introduced two further copies A′ and A˜′ of A when using the swap trick (see
Appendix C) in equation (2.10), i.e. (ξAA˜)
⊗2 = ξAA˜⊗ξA’A˜’. In equation (2.11) we used
the definition of the adjoint of the mapping (T˜ ⊗ E˜)⊗2 with respect to the Schmidt
scalar product. Note that this map has product structure and since we apply it on a
product state the two different parts (T˜ )⊗2 and (E˜)⊗2 can be applied separately.
At this point it is not difficult to perform the integration on (ξAA˜)
⊗2 directly but it is
known from [5, 10] that∫
[(UA)
†⊗2(T˜ †)⊗2(FE)(UA)⊗2]dU = α1AA’ + βFA, (2.12)
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with the coefficients α and β satisfying
α = tr(ω2
E
)

d
2
A −
dA tr(ω2A’E)
tr(ω2E)
d2A − 1

 (2.13)
β = tr(ω2A’E)

d
2
A
− dA tr(ω
2
E)
tr(ω2A’E)
d2
A
− 1

 . (2.14)
Thus it is even less work to perform the integration over (T˜ †)⊗2(FE). We get that∫
U(A)
∥∥(T ⊗ E)(UA ⊗ 1A˜ ξAA˜ U †A ⊗ 1A˜)∥∥22dU
=
∫
U(A)
tr
(
(ξAA˜)
⊗2 (U †
A
)⊗2(T †)⊗2[FE](UA)⊗2 ⊗ (E †)⊗2[FR]
)
dU (2.15)
= tr
(
(ξAA˜)
⊗2{α1AA’ + βFA} ⊗ (E †)⊗2[FR]
)
(2.16)
= α tr
(
(ξAA˜)
⊗2
1AA’ ⊗ (E †)⊗2[FR]
)
+ β tr
(
(ξAA˜)
⊗2 FA ⊗ (E †)⊗2[FR]
)
(2.17)
= β tr
(
(ξAA˜)
⊗2 FA ⊗ (E †)⊗2[FR]
)
. (2.18)
In the last step we used that tracing out one of the subsystems A, A˜ of (ξAA˜) gives
the zero state. Using the definition of the adjoint of E we find
β tr
(
(ξAA˜)
⊗2 FA ⊗ (E †)⊗2[FR]
)
= β tr
(E(ξAA˜)⊗2 FAR) (2.19)
= β tr
(E(ξAA˜)2) (2.20)
= β ||E(ξAA˜)||22 . (2.21)
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Rewriting β we find that
β = tr(ω2
A’E
)

d
2
A −
dA tr(ω2E)
tr(ω2A’E)
d2A − 1

 (2.22)
=
d2A
d2
A
− 1
(
tr
(
ω2
A’E
)− 1
dA
tr
(
ω2
E
))
(2.23)
=
d2
A
d2A − 1
(
tr
(
ω2
A’E
)− 2 1
dA
tr
(
ω2
E
)
+
1
dA
tr
(
ω2
E
))
(2.24)
=
d2
A
d2
A
− 1
(
tr
(
ω2A’E
)− 2 1
dA
tr (1A’ ⊗ ωE ωA’E) + tr
(
pi2A ⊗ ω2E
))
(2.25)
=
d2
A
d2
A
− 1 tr
(
(ωA’E − piA’ ⊗ ωE)2
)
(2.26)
=
d2
A
d2A − 1
tr
(T (ξAA˜)2) (2.27)
=
d2
A
d2
A
− 1 ||T (ξAA˜)||
2
2 . (2.28)
We conclude plugging this into equation (2.21) that∫
U(A)
∥∥(T ⊗ E)(UA ⊗ 1A˜ ξAA˜ U †A ⊗ 1A˜)∥∥22dU
=
d2A
d2A − 1
||T (ξAA˜)||22 ||E(ξAA˜)||22 , (2.29)
which proofs the decoupling lemma.
2.2 An alternative proof of the decoupling theo-
rem
As an application of the last section’s lemma, we shortly rederive the decoupling
theorem of [5] in the formulation which is given in [19].
Theorem: (Decoupling theorem) Let ρAR ∈ S≤(HA⊗HR) be a sub normalized density
operator and let TA→E be a completely positive linear map going from S≤(HA ⊗ HR)
to P(HE ⊗HR) with Choi-Jamiolkowski representation ωA’E ∈ S≤(HE ⊗HA’), then∫
U(A)
∥∥T ((UA ⊗ 1R) ρAR (U †A ⊗ 1R))− ωE ⊗ ρR∥∥1dU ≤ 2− 12H2(A′|E)ω− 12H2(A|R)ρ
where the integration goes over all unitaries and with respect to the probability Haar
measure dU .
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The proof goes as follows. As we did in (2.6), we work with the integrand in
terms of the decoupling state. We then use the Ho¨lder inequality as stated in
Appendix A with parameters r = t = 4 and s = 2 (or alternatively Lemma 4 in [19])
to bound the Schatten 1-norm of the integrand in terms of the Schatten 2-norm:
||ABC||1 ≤
∣∣∣∣|A|4∣∣∣∣ 14
1
∣∣∣∣|B|2∣∣∣∣ 12
1
∣∣∣∣|C|4∣∣∣∣ 14
1
(2.30)
Note that the term |||B|2||
1
2
1 is just the Schatten 2-norm of B. Introducing the positive
definite and normalized operators σE and ζR with
A := (σE ⊗ ζR) 14 , (2.31)
B := (σE ⊗ ζR)− 14
(
(T ⊗ E)(UA ⊗ 1A˜ ξAA˜ U †A ⊗ 1A˜)
)
(σE ⊗ ζR)− 14 , (2.32)
C := (σE ⊗ ζR) 14 . (2.33)
the above (2.30) specializes to
∣∣∣∣(T ⊗ E)(UA ⊗ 1A˜ ξAA˜ U †A ⊗ 1A˜)∣∣∣∣1
≤
∣∣∣∣∣∣(σE ⊗ ζR)− 14 ((T ⊗ E)(UA ⊗ 1A˜ ξAA˜ U †A ⊗ 1A˜)) (σE ⊗ ζR)− 14 ∣∣∣∣∣∣
2
. (2.34)
One can abbreviate the notation introducing the completely positive map T˜A → E with
T˜ (τAA˜) := (σE ⊗ 1A˜)−1/4T (τAA˜)(σE ⊗ 1A˜)−1/4 for any τAA˜ ∈ L(HAA˜) and similarly
the map E˜A˜ → R is defined to be E˜(τAA˜) := (1A ⊗ ζR)−1/4E(τAA˜)(1A ⊗ ζR)−1/4 for any
τAA˜ ∈ L(HAA˜). With the short notation we have∫
U(A)
∥∥(T ⊗ E)((UA ⊗ 1A˜)(ξAA˜)(U †A ⊗ 1A˜))∥∥21dU
≤
∫
U(A)
∥∥∥(T˜ ⊗ E˜)((UA ⊗ 1A˜)(ξAA˜)(U †A ⊗ 1A˜))∥∥∥2
2
dU (2.35)
=
d2
A
d2
A
− 1
∣∣∣∣∣∣T˜ (ξAA˜)∣∣∣∣∣∣2
2
∣∣∣∣∣∣E˜(ξAA˜)∣∣∣∣∣∣2
2
, (2.36)
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where we applied the Decoupling Lemma in the last step. Going the steps from (2.22)
to (2.28) backwards gives:
d2
A
d2A − 1
∣∣∣∣∣∣T˜ (ξAA˜)∣∣∣∣∣∣2
2
∣∣∣∣∣∣E˜(ξAA˜)∣∣∣∣∣∣2
2
= (1− 1
d2
A
) tr(ω˜2A’E) tr(ρ˜
2
AR)

d
2
A
− dA tr(ω˜
2
E)
tr(ω˜2A’E)
d2
A
− 1



d
2
A
− dA tr(ρ˜
2
R)
tr(ρ˜2AR)
d2
A
− 1

 (2.37)
≤ (1− 1
d2
A
) tr(ω˜2A’E) tr(ρ˜
2
AR) (2.38)
≤ tr(ω˜2
A’E
) tr(ρ˜2
AR
) (2.39)
≤ 1
tr[ωA’E]
tr
(
((σ
−1/2
E ⊗ 1A’)ωA’E)2
) 1
tr[ρAR]
tr
(
((1A ⊗ ζ−1/2R )ρAR)2
)
(2.40)
In equation (2.38) we used Lemma 3.5 in [5] (see also: [10]) to obtain that both
bracket terms are smaller than one. The last inequality follows from the fact that
both ωA’E and ρAR are sub normalized by the assumptions of the theorem. The whole
derivation is valid for any positive and normalized operators σE and ζR, therefore we
can choose σ∗
E
and ζ∗
R
such that they minimize the expression in (2.40). We get∫
U(A)
∥∥T ((UA ⊗ 1R) ρAR (U †A ⊗ 1R))− ωE ⊗ ρR∥∥21dU
≤ min
σE∈S=(HE)
1
tr[ωA’E]
tr
(
((σ
−1/2
E ⊗ 1A’)ωA’E)2
)
min
ζR∈S=(HR)
1
tr[ρAR]
tr
(
((1A ⊗ ζ−1/2R )ρAR)2
)
(2.41)
= 2−H2(A’|E)ω − H2(A|R)ρ . (2.42)
After taking the square root and applying the Jensen inequality (Appendix B), we
recapture the decoupling theorem.
We note that in the above calculation we had to go back the steps from (2.22) to (2.28)
and to use several bounds to obtain expressions with the “unphysical” H2-entropy. It
therefore seems that one should try to go to the Hmin-entropy directly. This is done
in the following section.
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2.3 An improved bound for the decoupling theo-
rem
We reconsider formula (2.36) and write it out using the hidden operators σE and ζR.∫
U(A)
∥∥(T ⊗ E)((UA ⊗ 1A˜)(ξAA˜)(U †A ⊗ 1A˜))∥∥21dU
≤ d
2
A
d2
A
− 1
∣∣∣∣∣∣T˜ (ξAA˜)∣∣∣∣∣∣2
2
∣∣∣∣∣∣E˜(ξAA˜)∣∣∣∣∣∣2
2
(2.43)
=
d2
A
d2
A
− 1
∣∣∣∣∣∣1A ⊗ ζ− 14R (ρAR − piA ⊗ ρR) 1A ⊗ ζ− 14R ∣∣∣∣∣∣2
2
·∣∣∣∣∣∣1A’ ⊗ σ− 14E (ωA’E − piA’ ⊗ ωE) 1A’ ⊗ σ− 14E ∣∣∣∣∣∣2
2
(2.44)
Due to the similarity of the two terms with the Schatten 2-norm above it is sufficient
to bound one of them. We choose the first and use the definition of the Schatten
2-norm to find∣∣∣∣∣∣1A ⊗ ζ− 14R (ρAR − piA ⊗ ρR) 1A ⊗ ζ− 14R ∣∣∣∣∣∣2
2
(2.45)
= tr
(
1A ⊗ ζ−
1
2
R (ρAR − piA ⊗ ρR) 1A ⊗ ζ−
1
2
R (ρAR − piA ⊗ ρR)
)
≤
∣∣∣∣∣∣1A ⊗ ζ− 12R (ρAR − piA ⊗ ρR) 1A ⊗ ζ− 12R (ρAR − piA ⊗ ρR)∣∣∣∣∣∣
1
(2.46)
≤
∣∣∣∣∣∣1A ⊗ ζ− 12R (ρAR − piA ⊗ ρR) 1A ⊗ ζ− 12R ∣∣∣∣∣∣∞
∣∣∣∣∣∣ρAR − piA ⊗ ρR∣∣∣∣∣∣
1
. (2.47)
The last inequality was obtained by an application of Lemma 2. Now we rewrite the
expression with the ∞-norm in a way that reveals its relation to the Hmin-entropy.
For this we choose from the beginning of our calculation on ζR to minimize the term
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with the ∞-norm i. e. we evaluate
min
ζR∈S=(HR)
∣∣∣∣∣∣1A ⊗ ζ− 12R (ρAR − piA ⊗ ρR) 1A ⊗ ζ− 12R ∣∣∣∣∣∣∞
= min
{
λ ∈ R | λ = ||1A ⊗ ζ−
1
2
R (ρAR − piA ⊗ ρR) 1A ⊗ ζ−
1
2
R ||∞; ζR ∈ S=(HR)
}
(2.48)
= min
{
λ ∈ R | 1A ⊗ ζ−
1
2
R (ρAR − piA ⊗ ρR) 1A ⊗ ζ−
1
2
R ≤ λ 1AR; ζR ∈ S=(HR)
}
(2.49)
= min {λ ∈ R | ρAR − piA ⊗ ρR ≤ λ 1A ⊗ ζR; ζR ∈ S=(HR)} (2.50)
= min
{
tr (ζR) | ρAR ≤ 1A ⊗ (ζR + 1
dA
ρR); ζR ∈ P(HR)
}
(2.51)
= min
{
tr
(
ζ˜R − 1
dA
ρR
)
| ρAR ≤ 1A ⊗ ζ˜R; ζ˜R ∈ P(HR) + 1
dA
ρR
}
(2.52)
= min
{
tr
(
ζR − 1
dA
ρR
)
| ρAR ≤ 1A ⊗ ζR; ζR ∈ P(HR)
}
(2.53)
= min {tr (ζR) | ρAR ≤ 1A ⊗ ζR; ζR ∈ P(HR)} − 1
dA
tr (ρR) (2.54)
= min {λ ∈ R | ρAR ≤ λ 1A ⊗ ζR; ζR ∈ S=(HR)} − 1
dA
tr (ρR) (2.55)
= 2min{λ∈R | ρAR≤2λ 1A⊗ζR; ζR∈S=(HR)} − 1
dA
tr (ρR) (2.56)
= 2−Hmin(A|R)ρ − 1
dA
tr (ρR) . (2.57)
For the last equality we used the definition of the Hmin-entropy. In equation (2.52)
we exploited the fact that the sum of two positive-semidefinite matrices is given by
a positive-semidefinite matrix again. Therefore the two groups (together with +)
P(HR) + 1dA ρR and P(HR) are identical. By analogy we can conclude that∣∣∣∣∣∣1A’ ⊗ σ− 14E (ωA’E − piA’ ⊗ ωE) 1A’ ⊗ σ− 14E ∣∣∣∣∣∣2
2
≤
(
2−Hmin(A’|E)ω − 1
dA
tr (ωE)
) ∣∣∣∣∣∣ωA’E − piA ⊗ ωE∣∣∣∣∣∣
1
. (2.58)
Plugging in both results into equation (2.44), we conclude∫
U(A)
∥∥(T ⊗ E)((UA ⊗ 1A˜)(ξAA˜)(U †A ⊗ 1A˜))∥∥21dU
≤ 1
1− 1
d2A
(
2−Hmin(A’|E)ω − 1
dA
tr (ωE)
)(
2−Hmin(A|R)ρ − 1
dA
tr (ρR)
)
·
∣∣∣∣∣∣ωA’E − piA ⊗ ωE∣∣∣∣∣∣
1
∣∣∣∣∣∣ρAR − piA ⊗ ρR∣∣∣∣∣∣
1
. (2.59)
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Note that the Hmin-entropy is upper bounded by the logarithm of the dimension i. e.
Hmin(A|R)ρ ≤ log dA, for example. Since the states ωA’E and ρAR are sub normalized
by the conditions of the theorem, both bracket terms must be positive. This implies
that the subtrahends in the brackets may be left out to obtain a shorter formulation
of the result.
As a final step we perform the square root on both sides of (2.59) and then use Jensen
inequality to be able to take the square root of the integrand. We find that∫
U(A)
∥∥(T ⊗ E)(UA ⊗ 1A˜)(ξAA˜)(U †A ⊗ 1A˜)∥∥1dU
≤
√
1
1− 1
d2A
(
2−Hmin(A’|E)ω − 1
dA
tr (ωE)
)(
2−Hmin(A|R)ρ − 1
dA
tr (ρR)
)
·
√∣∣∣∣∣∣ωA’E − piA ⊗ ωE∣∣∣∣∣∣
1
∣∣∣∣∣∣ρAR − piA ⊗ ρR∣∣∣∣∣∣
1
(2.60)
and arrive at a better bound for the decoupling theorem. We state our new version
of the theorem for completeness:
Theorem: (Decoupling theorem) Let ρAR ∈ S≤(HA⊗HR) be a sub normalized density
operator and let TA→E be a completely positive linear map going from S≤(HA ⊗ HR)
to P(HE ⊗HR) with Choi-Jamiolkowski representation ωA’E ∈ S≤(HE ⊗HA’), then∫
U(A)
∥∥T ((UA ⊗ 1R) ρAR (U †A ⊗ 1R))− ωE ⊗ ρR∥∥1dU
≤
√
1
1− 1
d2A
(
2−Hmin(A’|E)ω − 1
dA
tr (ωE)
)(
2−Hmin(A|R)ρ − 1
dA
tr (ρR)
)
·
√∣∣∣∣∣∣ωA’E − piA ⊗ ωE∣∣∣∣∣∣
1
∣∣∣∣∣∣ρAR − piA ⊗ ρR∣∣∣∣∣∣
1
where the integration goes over all unitaries and with respect to the probability Haar
measure dU .
In the sequel we will always work with the original decoupling theorem and
we will not consider this version anymore. Thus when we refer to the “Decoupling
Theorem”, we always mean the original one as stated in the last section. All
future results related to the original decoupling theorem can easily be generalized to
formulations including the latest version. (This is for example the case for the main
theorem about decoupling with almost 2-designs.)
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Chapter 3
Decoupling with almost 2-designs
We consider the situation of a system A on which some physical process described by
a unitary operation occurs. Generally we allow for correlations of the system A to a
reference system R, on which no physical evolution takes place. Afterwards a TPCPM
TA→E is applied to the A subsystem again leaving the R subsystem unaffected. The
joint state of the system AR before any process takes place is described by the density
operator ρAR. Accordingly, the state of the system after the whole evolution is given
by TA→E(UA ⊗ 1R ρAR U †A ⊗ 1R). For fixed T and ρAR the Decoupling Theorem can
be used to guarantee the existence of some unitary operator, such that applying that
unitary and afterwards the map T on the A subsystem of ρAR destroys almost all
correlations between the two subsystems: Since we know that the average distance is
bounded by∫
U(A)
∥∥T ((UA ⊗ 1R) ρAR (U †A ⊗ 1R))− ωE ⊗ ρR∥∥1dU ≤ 2− 12H2(A′|E)ω− 12H2(A|R)ρ (3.1)
we can be sure that there exists a unitary U∗ that decouples well in the sense that
∥∥T ((U∗A ⊗ 1R) ρAR ((U∗A)† ⊗ 1R))− ωE ⊗ ρR∥∥1 ≤ 2− 12H2(A′|E)ω− 12H2(A|R)ρ . (3.2)
This is especially relevant for channel coding, since that unitary can be interpreted
as an encoding operator [5, 8, 10]. In this chapter we go a step further and try to
generalize the decoupling theorem to the case where we have an “almost-integration”
only. As a motivation, we consider a concrete physical realization of the systems A
and R assuming them to be made of interacting particles. We model the internal
dynamics of the A subsystem in terms of a random quantum circuit and address the
question whether or not a physical process occurring on the A subsystem may be used
for encoding purposes. This means that some TPCPM TA→E is fixed, and we analyze
if a random quantum circuit does well in the sense of decoupling. This question is
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particularly relevant for applications in case that T is given by the partial trace. By
the usual formulation of the decoupling theorem we already know that there exists
some hypothetical physical process on the A subsystem which decouples well. But
here we have a concrete model of the internal dynamics and we would like to see if
these dynamics actually can produce the desired process. And how long would this
take? We would like to give a precise meaning to this question using the concepts of
unitary designs and quantum circuits in the following sections.
3.1 Unitary 2-designs
Suppose we are interested in taking the average of a function f over the Lie group
U. To obtain a guess about this value it is helpful to take a finite set D of unitaries
and instead evaluate f at these points and average over D. This procedure is fairly
similar to the the well known calculation of “upper sums” and “lower sums” in the
definition of the Riemann integral over a subset or R. (But here we don’t take the
limit to infinite partitions). Of course for any such set there are functions f whose
average over U is arbitrarily different from the one over D. But if we fix a certain type
of “good” functions and assume the set D to be “large” enough, we should obtain
at least a good guess. Heuristically, a unitary k-designs is a finite subset D of the
Lie group U that has the property that integrating any polynomial of degree k over
the whole unitary group with respect to the Haar measure gives the same result as
averaging over D. We fix the vague statements from above in a definition [7]:
Definition 6. (Unitary design) Let D = {Ui}i=1,...,n be a set of unitary matrices on
a Hilbert space H. Attach to each Ui a probability pi with
∑
i pi = 1. Define the
functions:
GW (ρ) :=
∑
i
piU
⊗k
i ρ(U
†
i )
⊗k
GH(ρ) :=
∫
U
U⊗kρ(U †)⊗kdU
for ρ ∈ L(H⊗k). D is called a unitary k-design if and only if GW = GH .
This implies, that any polynomial of degree k in the matrix elements of a unitary
U and of degree k in the matrix elements of U¯ has the same expectation value with
respect to the two different probability distribution underlying the expressions for GW
and GH . To see this we evaluate the terms 〈i1, ..., ik|GW (|j1, ..., jk〉〈j′1, ..., j′k|)|i′1, ..., i′k〉
and 〈i1, ..., ik|GH(|j1, ..., jk〉〈j′1, ..., j′k|)|i′1, ..., i′k〉 and use the defining property of a
k-design GW = GH to see that the average of a monomial over U and D is always the
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same. Then any polynomial will also have the same average over U and D, which
justifies the above motivation.
Obviously 2-designs are relevant in our context. In equations (2.12) we integrate
over the unitary group. Since the state in the integrand is conjugated by a two-fold
tensor product of a unitary, a 2-design would be sufficient to perform the integration.
Thus in the statement of the decoupling theorem the integral can be replaced by a
2-design immediately.
Proposition: (Decoupling with 2-designs) Let D be a 2-design, let
ρAR ∈ S≤(HA ⊗ HR) be a sub normalized density operator and let TA→E be a
completely positive linear map going from S≤(HA ⊗ HR) to P(HE ⊗ HR) with
Choi-Jamiolkowski representation ω˜A’E ∈ S≤(HE ⊗HA’), then∑
U i∈D
pi
∥∥T ((U iA ⊗ 1R) ρAR ((U iA)† ⊗ 1R))− ωE ⊗ ρR∥∥1 ≤ 2− 12H2(A′|E)ω− 12H2(A|R)ρ .
(We wrote the index i as a superscript for typographical convenience, which
will also be done in the future whenever it simplifies the notation.) The main result
of this chapter will be a decoupling formula with ε-almost 2-designs. Then the above
proposition is an immediate corollary in the case ε = 0. For the proof we generalize
the derivation of the usual decoupling theorem which only requires the evaluation
of expressions involving 2-designs. Therefore although we stated the definition of
general k-designs, for our decoupling results only 2-designs are relevant. We will
only consider this special case in the future and refer to this case when we write GW
or GH .
3.2 Random quantum circuits
A quantum circuit is a sequence of wires and gates. To each wire corresponds some
qubit, which is transported through space or time by this wire and to each gate
corresponds some unitary operation. A k-qubit gate takes k input qubits (i. e. k
wires) and performs some operation on them to give back k qubits after its application.
(I. e. it is given by an element of U(2k).) Since the wires do not perform any operation
it is sufficient to think of the circuit as a sequence of unitaries, that are applied in a
certain order: W =Wt · ... ·W2 ·W1, where we call t the time of the circuit. As in the
case of classical computation the most common gates are 1 and 2 bit gates. We call
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a set of gates universal for k- qubits if any operation which can be performed on k
qubits can be approximated to arbitrary precision using operations from the universal
gate set only. A more detailed introduction to the topic of quantum circuits may be
found in [14].
Typically quantum computations are modeled using quantum circuits. But for the
motivation of our theorem it is also interesting to model the randomization process
of a many-particle physical system using quantum circuits. Such approaches were
considered in [3] and [7] and here we will keep close to the second one.
There the authors start with a k-qubit Hilbert space H describing some system whose
state is given by |ψ〉. In nature the most common type of interaction is a two particle
interaction. It corresponds to the application of a 2-qubit unitary gate. Thus a
universal gate set of gates in U(4) is particularly interesting. A canonical example for
such a universal set would be the set of all one qubit gates together with the CNOT
gate. The circuit acts in the following way: At each step of the circuit two qubits
and an element of the universal gate set are chosen uniformly at random. The gate
is applied go the qubits and the circuit proceeds to the next step. Since the gate
set is assumed to be universal any element of U(4) can be reached. This set is again
universal for U(2k), so that any unitary can be generated by the circuit.
The crucial property of the described circuit is its relation to 2-designs. In the next
section we state some related results.
3.3 Unitary almost 2-desings
In this section we link the above topics of 2-designs and random circuits by introducing
what is called an almost 2-design. At the end of this section we state a pivotal
theorem, which establishes the fact that random quantum circuits are approximate
2-designs. But first we recapture the definition of the diamond norm of some linear
map TA→E from L(HA) to L(HE) [22].
Definition 7. Let TA→E be a linear map from L(HA) to L(HE) the diamond norm of
TA→E is defined to be:
||TA→E||⋄ = sup
dR
max
ρAR∈L(HAR)
||(TA→E ⊗ IR)(ρAR)||1
||ρAR||1
If calculated for a difference of two quantum channels, the diamond norm gives the
maximum probability of being able to distinguish the two channels experimentally.
This is because of the property of the trace distance between two quantum states that
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it quantifies how well these states can be distinguished with arbitrary measurements.
Thus for two quantum channels T , E the expression
||T − E||1 := max
ρ∈S=(H)
||T (ρ)− E(ρ)||1 (3.3)
corresponds to the experimental situation, where an optimal input state ρ∗ is chosen
and afterwards one tries to distinguish the states T (ρ∗) and E(ρ∗) with some mea-
surement. But this is still not the best way to distinguish the quantum channels T
and E in an experiment. The definition of ||T − E||1 does not include the possibility
of choosing an initial state in some “larger” Hilbert space. In general one has that
||T − E||1 ≤ ||T − E||⋄, (3.4)
which motivates the definition of the diamond norm as stated above.
Intuitively an almost 2-design is a finite set of unitary operators which approximates
a 2-design. It is a priori not clear which of the many properties a 2-design has, apart
from our defining property, should be used for comparison. And once a property
is fixed it is also nontrivial to fix the norm in which this approximation should
be measured. This results in inconsistent and different definitions in the current
literature. We would like to apply the results obtained in [7] for decoupling purposes
and therefore abide by their definition.
Definition 8. Let GW and GH be as in the definition of the k-design (Definition 6).
GW is called an ε-approximate unitary k-design, if
||GW − GH ||⋄ ≤ ε
Since the map GW is entirely determined by the set of pairs {(pi, Ui)}i=1,...,n, we
sometimes will also refer to that set as the almost 2-design. We now consider the
random circuit described above. For infinitely many time- steps the outcome after
applying the circuit to some state will be independent of the state on which it is
applied. This means that the measure on the set of unitaries reached by the circuit
gets unitarily invariant. Since the Haar measure is the unique biinvariant measure
on U, we can conclude that in the limit of infinite time the distribution of unitaries
generated by the circuit reaches the Haar distribution.
Let now W be a unitary generated by our circuit after t steps of time. Applying this
circuit two times to the different subsystems of a bipartite state ρAB gives a state
ρW
AB
= W ⊗ WρABW † ⊗ W †. If the average of all the ρWAB taken over the different
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circuits W equals the average calculated over U with respect to the Haar measure,
we say that the random circuits constitute a 2-design. Unfortunately it turns out
that the convergence rate of the random circuits towards the Haar distribution is
exponentially slow in the number of qubits of the underlying system [7], [3], [14]. Nev-
ertheless, the authors of [7] (Theorems 9 and 10) derive the following pivotal theorem:
Theorem: (Random quantum circuits are approximate 2-designs) Let µ be
the probability distribution corresponding to any universal gate set on U(4) and let
W be a random circuit on n qubits obtained by drawing t random unitaries according
to µ and applying each of them to a random pair of qubits. Then there exists C and
(C = C(µ) only) such that for any ε > 0 and any t ≥ C(n2 + n log(1/ε)), GW is an
ε-approximate unitary 2-design.
This theorem implies that random two particle interactions as described above
yield approximate 2-designs. We would like to understand, if the process is really
decoupling in the sense that if it occurs on some system it destroys the correlations
to its reference system. This is relevant from a physical point of view, because as
already mentioned the time until the random circuits get close to being distributed
with respect to Haar measure and thus the time until the usual decoupling theorem
is applicable is exponentially large. So what happens with the system in the physical
situation after polynomial circuit time? We consider a decoupling theorem with
almost 2-designs.
3.4 Decoupling with almost 2-designs
In this section we formulate and prove the core theorem of this chapter. It generalizes
the usual decoupling theorem in the sense that it is valid in the case where almost
2-designs are considered.
Theorem: (Decoupling with ε-approximate unitary 2-designs) Let ρAR ∈
S≤(HA ⊗ HR) be a sub normalized density operator and let TA→E be a completely
positive, linear map going from S≤(HA⊗HR) to P(HE⊗HR) with Choi-Jamiolkowski
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representation ωA’E ∈ S≤(HE ⊗HA’), then∑
(pi,Ui)∈D
pi
∥∥T ((U iA ⊗ 1R) ρAR ((U iA)† ⊗ 1R))− ωE ⊗ ρR∥∥1
≤
√
1 + 4εd4
A
2−
1
2
(H2(A’|E)ω + H2(A|R)ρ)
where the summation goes over pairs (pi, Ui), such that D constitutes an ε-
approximate 2-design.
For a proof we proceed similarly to the proof of the decoupling theorem in
the last chapter. Like before, we introduce the map EA˜ →E which we define to be the
unique Choi-Jamiolkowski preimage of the state ρAR and write for any i:
T ((U iA ⊗ 1R) ρAR (U i†A ⊗ 1R))− ωE ⊗ ρR
= (T ⊗ E)((U iA ⊗ 1A˜)(ξAA˜)(U i†A ⊗ 1A˜)), (3.5)
where ξAA˜ = ΦAA˜ − piA ⊗ piA˜ is the decoupling state.
The idea ot the derivation is to add and subtract an integral term which is ”close”
to the sum at a step where this is convenient and then use the defining property of
the almost 2-design.
To go from the difficult Schatten 1-norm of the theorem to the manageable Schatten
2-norm we use Ho¨lder inequality as stated in Appendix A (or Lemma 5, [19]) in exactly
the same manner as it was done in the last chapter for the proof of the decoupling
theorem. Again we introduce positive semidefinite, normalized operators σE and ζR
and the maps T˜ and E˜ with
T˜ (τAA˜) := (σE ⊗ 1A˜)−1/4T (τAA˜)(σE ⊗ 1A˜)−1/4 ∀ τAA˜ ∈ L(HAA˜) (3.6)
E˜(τAA˜) := (1A ⊗ ζR)−1/4E(τAA˜)(1A ⊗ ζR)−1/4 ∀ τAA˜ ∈ L(HAA˜) (3.7)
and find ∥∥∥(T ⊗ E)((U iA ⊗ 1A˜)(ξAA˜)(U i†A ⊗ 1A˜))∥∥∥
1
≤
∥∥∥(T˜ ⊗ E˜)((U iA ⊗ 1A˜)(ξAA˜)(U i†A ⊗ 1A˜))∥∥∥
2
(3.8)
=
√
tr
(
(T˜ ⊗ E˜)(U iA ⊗ 1A˜(ξAA˜)U i†A ⊗ 1A˜)2
)
. (3.9)
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The next step is to apply the swap trick (Appendix C) as was already done in the
proof of the usual decoupling theorem. This gives√
tr
(
(T˜ ⊗ E˜)(U iA ⊗ 1A˜ ξAA˜ U i†A ⊗ 1A˜)2
)
=
√
tr
(
(T˜ ⊗ E˜)⊗2
(
(U iA ⊗ 1A˜)⊗2 (ξAA˜)⊗2 (U i†A ⊗ 1A˜)⊗2
)
FE ⊗FR
)
(3.10)
=
√
tr
((
(U iA ⊗ 1A˜)⊗2 (ξAA˜)⊗2 (U i†A ⊗ 1A˜)⊗2
)
(T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
. (3.11)
In order to deal with the square root we use Jensen inequality, which gives
∑
i
pi
√
tr
((
(U iA ⊗ 1A˜)⊗2 (ξAA˜)⊗2 (U i†A ⊗ 1A˜)⊗2
)
(T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
≤
√∑
i
pitr
((
(U iA ⊗ 1A˜)⊗2 (ξAA˜)⊗2 (U i†A ⊗ 1A˜)⊗2
)
(T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
(3.12)
=
√√√√tr
((∑
i
pi(U iA ⊗ 1A˜)⊗2 (ξAA˜)⊗2 (U i†A ⊗ 1A˜)⊗2
)
(T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
(3.13)
=
√√√√tr
((∑
i
pi(U i
⊗2
A
⊗ 1⊗2
A˜
) (ξAA˜)⊗2 ((U i
†
A
)⊗2 ⊗ 1⊗2
A˜
)
)
(T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
.
(3.14)
To apply the defining property of the almost 2-design we need to compare the
term
∑
i pi(U
i⊗2
A ⊗ 1⊗2A˜ ) (ξAA˜)⊗2 ((U i†A)⊗2 ⊗ 1⊗2A˜ ) with the corresponding integral. We
therefore add
∫
(U⊗2
A
⊗ 1⊗2
A˜
) (ξAA˜)
⊗2 ((U †A)⊗2 ⊗ 1⊗2A˜ )dU to the argument of the square
root and subtract it again. Note that we have the following two relations:
∑
i
pi(U
i⊗2
A ⊗ 1⊗2A˜ ) (ξAA˜)⊗2 ((U i
†
A)
⊗2 ⊗ 1⊗2
A˜
) = (GW ⊗ IA˜A˜’)(ξ⊗2AA˜), (3.15)∫
(U⊗2A ⊗ 1⊗2A˜ ) (ξAA˜)⊗2 ((U †A)⊗2 ⊗ 1⊗2A˜ )dU = (GH ⊗ IA˜A˜’)(ξ⊗2AA˜). (3.16)
Where the GW and GH are as in Definition 6 for k = 2 and IA˜A˜’ denotes the operator
identity on A˜A˜′. The above evidently would be valid if there were no correlations
between the systems A, A′, A˜ and A˜′ (which is not true for ξAA˜). But by linearity of
all the considered maps the statements also follow for ξAA˜. For notational convenience
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we drop the square root in equation (3.14) and consider its argument only. We have:
tr
((∑
i
pi(U
i⊗2
A
⊗ 1⊗2
A˜
) (ξAA˜)
⊗2 ((U i
†
A
)⊗2 ⊗ 1⊗2
A˜
)
)
(T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
= tr
((
(GW ⊗ IA˜A˜’)(ξ⊗2AA˜)− (GH ⊗ IA˜A˜’) (ξ⊗2AA˜)
)
(T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
+ tr
(
(GH ⊗ IA˜A˜’) (ξ⊗2AA˜) (T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
(3.17)
≤
∣∣∣∣∣∣((GW ⊗ IA˜A˜’)(ξ⊗2AA˜)− (GH ⊗ IA˜A˜’) (ξ⊗2AA˜)) (T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]∣∣∣∣∣∣
1
+ tr
(
(GH ⊗ IA˜A˜’) (ξ⊗2AA˜) (T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
(3.18)
The inequality is by the fact that the trace is given by the sum of the eigenvalues
of some matrix in contrast to the Schatten 1-norm which is given by the sum of the
absolute values of the eigenvalues. Thus the Schatten 1-norm of a matrix is always
an upper bound on its trace.
The second term of equation (3.18) is calculated in an analogous way as in the proof
of the original decoupling theorem. We postpone its evaluation to the end of our
proof and first consider the term with the Schatten 1-norm. This term can be upper
bounded with an application of Lemma 2. We apply
||ABC||1 ≤ ||A||∞ ||B||1 ||C||∞ (3.19)
with A = 1AA’A˜A˜’ and find∣∣∣∣∣∣((GW ⊗ IA˜A˜’)(ξ⊗2AA˜)− (GH ⊗ IA˜A˜’) (ξ⊗2AA˜)) (T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]∣∣∣∣∣∣
1
≤ ∣∣∣∣((GW ⊗ IA˜A˜’)(ξ⊗2AA˜)− (GH ⊗ IA˜A˜’) (ξ⊗2AA˜))∣∣∣∣1
∣∣∣∣∣∣(T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]∣∣∣∣∣∣∞ (3.20)
=
∣∣∣∣((GW ⊗ IA˜A˜’)(ξ⊗2AA˜)− (GH ⊗ IA˜A˜’) (ξ⊗2AA˜))∣∣∣∣1
∣∣∣∣∣∣(T˜ †)⊗2[FE]∣∣∣∣∣∣∞
∣∣∣∣∣∣(E˜ †)⊗2[FR]∣∣∣∣∣∣∞ . (3.21)
The last equality is by the fact the the absolute value of the biggest eigenvalue of the
tensor product is just the product of the absolute values of the biggest eigenvalues of
the two components. By the definition of the ε-almost 2-design and the definition of
the diamond norm we have:
ε ≥ ||GW − GH ||⋄ (3.22)
:= sup
dR
max
ρAR∈L(HAR)
||(GW ⊗ IR)(ρAR)− (GH ⊗ IR)(ρAR)||1
||ρAR||1 (3.23)
≥
∣∣∣∣((GW ⊗ IA˜A˜’)(ξ⊗2AA˜)− (GH ⊗ IA˜A˜’) (ξ⊗2AA˜))∣∣∣∣1∣∣∣∣ξ⊗2
AA˜
∣∣∣∣
1
(3.24)
≥ 1
4
∣∣∣∣((GW ⊗ IA˜A˜’)(ξ⊗2AA˜)− (GH ⊗ IA˜A˜’) (ξ⊗2AA˜))∣∣∣∣1 (3.25)
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Inequality (3.25) can be seen using the evident fact that
∣∣∣∣ξ⊗2
AA˜
∣∣∣∣
1
= ||ξAA˜||12 and by
plugging in the definition ξAA˜ := ΦAA˜ − piA ⊗ piA˜ into this expression. Using (3.25) we
obtain an upper bound for (3.21):
∣∣∣∣((GW ⊗ IA˜A˜’)(ξ⊗2AA˜)− (GH ⊗ IA˜A˜’) (ξ⊗2AA˜))∣∣∣∣1
∣∣∣∣∣∣(T˜ †)⊗2[FE]∣∣∣∣∣∣∞
∣∣∣∣∣∣(E˜ †)⊗2[FR]∣∣∣∣∣∣∞ (3.26)
≤ 4ε
∣∣∣∣∣∣(T˜ †)⊗2[FE]∣∣∣∣∣∣∞
∣∣∣∣∣∣(E˜ †)⊗2[FR]∣∣∣∣∣∣∞ (3.27)
Note that both terms with norms look almost identical so it is sufficient to find an
upper bound for one of them only. We analyze the first term ||(T˜ †)⊗2[FE]||∞. Let
P+
AA’
be the projector corresponding to the biggest absolute eigenvalue of (T˜ †)⊗2[FE].
Then the ∞-norm can be rewritten in the following way:∣∣∣∣∣∣(T˜ †)⊗2[FE]∣∣∣∣∣∣∞ = tr
(
P+
AA’
(T˜ †)⊗2[FE]
)
(3.28)
= tr
(
(T˜ )⊗2[P+AA’]FE
)
(3.29)
To be able to apply the swap trick and thus get rid of the operator FE, we need to
decompose P+
AA’
into some basis: P+
AA’
=
∑
i,j
cijσ
A
i ⊗ σA′j . Without loss of generality
we choose the coefficients cij to be real. (For example, {σAi }i=1,...,dA might be an
orthonormal basis of the space L†(HA).) This gives:
tr
(
(T˜ )⊗2[P+AA’]FE
)
(3.30)
=
∑
i,j
cijtr
(
(T˜ (σAi )⊗ T˜ (σA
′
j ))FE
)
(3.31)
=
∑
i,j
cijtr
(
T˜ (σAi )T˜ (σA
′
j )
)
(3.32)
We rewrite T˜ (σAi ) using its Choi-Jamiolkowski representation.∑
i,j
cijtr
(
(T˜ (σAi )T˜ (σA
′
j ))
)
= d2A
∑
i,j
cijtr
(
trA
(
ω˜AE1E ⊗ σi⊺A
)
trA’
(
ω˜A’E1E ⊗ σj⊺A’
))
(3.33)
= d2
A
∑
i,j
cijtr
(
1A’ ⊗ (ω˜AE1E ⊗ σi⊺A)1A ⊗ (ω˜A’E1E ⊗ σj⊺A’)
)
(3.34)
= d2
A
∑
i,j
cijtr
(
(1A’ ⊗ ω˜AE) (1A ⊗ ω˜A’E) (1E ⊗ σi⊺A ⊗ σj⊺A’)
)
(3.35)
= d2Atr
(
(1A’ ⊗ ω˜AE) (1A ⊗ ω˜A’E) (1E ⊗ (P+AA’)⊺)
)
(3.36)
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Untill now no inequalities were used and the calculation following equation (3.28)
is still exact. We need to find the entropies again. For this we introduce a basis
{σAi }i=1,...,dA for L†(HA) and a basis {σEi }i=1,...,dE for L†(HE). Moreover we choose
them to be orthonormal with respect to the scalar product:
〈µX|νX〉L†(HX) :=
1
dX
tr (µX · νX) ∀µX, νX ∈ L†(HX) (3.37)
i. e. we have
1
dA
tr
(
σAi σ
A
j
)
= δij . (3.38)
Now the product states {σAi ⊗ σEj }i=1,...,dA; j=1,...,dE form an orthonormal basis for
L†(HAE) with respect to the scalar product introduced in equation (3.37):
1
dAdE
tr
(
σAi ⊗ σEj σAk ⊗ σEl
)
=
1
dA
tr
(
σAi σ
A
k
) · 1
dE
tr
(
σEj σ
E
l
)
(3.39)
= δikδjl (3.40)
We now write the states ω˜AE, ω˜A’E and (P
+
AA’
)⊺ in that basis:
ω˜AE :=
∑
i,j
aijσ
A
i ⊗ σEj ∧ aij :=
1
dAdE
tr
(
σAi ⊗ σEj ω˜A’E
)
(3.41)
ω˜A’E :=
∑
i,j
aijσ
A′
i ⊗ σEj ∧ aij :=
1
dAdE
tr
(
σAi ⊗ σEj ω˜A’E
)
(3.42)
(P+
AA’
)⊺ :=
∑
i,j
cijσ
A
i ⊗ σA
′
j ∧ cij :=
1
dAdA
tr
(
σAi ⊗ σA
′
j (P
+
AA’
)⊺
)
(3.43)
Since all matrices in the above statements are hermitian the coefficients aij and cij
are real. Moreover the coefficients in the expansion of ω˜AE and ω˜A’E are the same,
because the corresponding matrices are the same. Plugging in the expansions into
equation (3.36) yields:
d2
A
tr
(
1A’ ⊗ ω˜AE 1A ⊗ ω˜A’E 1E ⊗ (P+AA’)⊺
)
(3.44)
= d2
A
∑
i,j,k,l,m,n
aijaklcmntr
(
1A’ ⊗ σAi ⊗ σEj 1A ⊗ σA
′
k ⊗ σEl 1E ⊗ σAm ⊗ σA
′
n
)
(3.45)
= d2
A
∑
i,j,k,l,m,n
aijaklcmntr
(
σAi σ
A
m
)
tr
(
σA
′
k σ
A′
n
)
tr
(
σEj σ
E
l
)
(3.46)
= d4AdE
∑
i,j,k,l,m,n
aijaklcmnδimδknδjl (3.47)
= d4AdE
∑
i,j,k
aijakjcik (3.48)
29
We now introduce the matrices:
A := (aij) (3.49)
C := (cij) (3.50)
By the definition of the transpose of a matrix we have: A⊺ := (aji) for A defined as
above. Then (3.48) becomes:
d4AdE
∑
i,j,k
aijakjcik = d
4
AdEtr (A
⊺CA) (3.51)
= d4AdE tr (AA
⊺C) (3.52)
≤ d4
A
dE ||AA⊺C||1 (3.53)
= d4
A
dE
∣∣∣∣AA†C∣∣∣∣
1
(3.54)
≤ d4AdE
∣∣∣∣AA†∣∣∣∣
1
||C||∞ (3.55)
≤ d4
A
dE
∣∣∣∣AA†∣∣∣∣
1
||C||2 (3.56)
= d4
A
dE tr
(
AA†
) ||C||F (3.57)
The replacement of the transpose of A with the hermitian conjugate A† in (3.54)
is possible because of the fact that all entries of A are real. In equation (3.57) we
rewrote the Schatten 2-norm in terms of the Frobenius norm ||C||F =
√∑
ij |cij |2 [1]
and used the fact that all eigenvalues of AA† are real and positive. Using the explicit
formula for the coefficients cij we calculate the Frobenius norm of C, where we use
that all of its entries are real.
||C||2F =
∑
ij
|cij|2 (3.58)
=
∑
ij
c2ij (3.59)
=
1
d4
A
∑
ij
tr
(
σAi ⊗ σA
′
j (P
+
AA’)
⊺
)
tr
(
σAi ⊗ σA
′
j (P
+
AA’)
⊺
)
(3.60)
=
1
d4A
tr
((∑
ij
tr
(
σAi ⊗ σA
′
j (P
+
AA’
)⊺
)
σAi ⊗ σA
′
j
)
(P+
AA’
)⊺
)
(3.61)
=
1
d2A
tr
(
(P+
AA’
)⊺(P+
AA’
)⊺
)
(3.62)
=
1
d2A
tr
(
(P+
AA’
)⊺
)
(3.63)
=
1
d2
A
(3.64)
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So we have
||C||F =
1
dA
. (3.65)
In equation (3.63) the fact that (P+
AA’
)⊺ is a projector was used. And in equation (3.64)
we exhibited the fact that (P+AA’)
⊺ corresponds to some fixed eigenvalue of (T˜ †)⊗2[FE]
and therefore has eigenvalues which are all zero beside one which is one.
The trace term in (3.57) can be calculated similarly. We use the explicit formula for
the coefficients:
tr
(
AA†
)
=
∑
ij
aijaij (3.66)
=
1
d2Ad
2
E
∑
ij
tr
(
σAi ⊗ σEj ω˜A’E
)
tr
(
σAi ⊗ σEj ω˜A’E
)
(3.67)
=
1
d2
A
d2
E
tr
((∑
ij
tr
(
σAi ⊗ σEj ω˜A’E
)
σAi ⊗ σEj
)
ω˜A’E
)
(3.68)
=
1
dAdE
tr
(
ω˜2
A’E
)
(3.69)
Plugging this expression together with (3.65) into equation (3.57) yields:
d4
A
dE
∑
i,j,k
aijakjcik ≤ d2Atr
(
ω˜2
A’E
)
, (3.70)
and with it the desired upper bound for
∣∣∣∣∣∣(T˜ †)⊗2[FE]∣∣∣∣∣∣∞:∣∣∣∣∣∣(T˜ †)⊗2[FE]∣∣∣∣∣∣∞ ≤ d2Atr (ω˜2A’E) . (3.71)
An identical calculation reveals that∣∣∣∣∣∣(E˜ †)⊗2[FR]∣∣∣∣∣∣∞ ≤ d2Atr (ρ˜2AR) . (3.72)
Thus we finally obtain the bound for (3.18) using (3.27):∣∣∣∣∣∣((GW ⊗ IA˜A˜’)(ξ⊗2AA˜)− (GH ⊗ IA˜A˜’) (ξ⊗2AA˜)) (T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]∣∣∣∣∣∣
1
≤ 4εd4
A
tr
(
ω˜2
A’E
)
tr
(
ρ˜2
AR
)
(3.73)
The only thing left to do is to evaluate the trace term in (3.18) but this is equivalent
to proving the usual decoupling theorem in the way it was done in chapter 2. We
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have in accordance with the steps following (2.11) to (2.40):
tr
(
(GH ⊗ IA˜A˜’) (ξ⊗2AA˜) (T˜ †)⊗2[FE]⊗ (E˜ †)⊗2[FR]
)
= tr
(
(ξ⊗2
AA˜
)
∫
[(UA)
†⊗2(T˜ †)⊗2[FE](UA)⊗2]dU ⊗ (E˜ †)⊗2[FR]
)
(3.74)
≤ 1
tr[ωA’E]
tr
(
((σ
−1/2
E ⊗ 1A’)ωA’E)2
) 1
tr[ρAR]
tr
(
((1A ⊗ ζ−1/2R )ρAR)2
)
(3.75)
Adjusting the operators σE and ζR in a way such that the above expressions correspond
to H2-entropies, we could recapture after taking the square root and applying Jensen’s
inequality the decoupling theorem.
Here, we are interested in decoupling with almost 2-designs and thus we need to
consider the first term of (3.18), too. Taking the obtained upper bounds on the two
terms together with the correct adjustment of σE and ζR yields∑
i
pi
∥∥∥T ((U iA ⊗ 1R) ρAR (U i†A ⊗ 1R))− ωE ⊗ ρR∥∥∥
1
≤
√
2−H2(A’|E)ω − H2(A|R)ρ + 4εd4
A
2−H2(A’|E)ω − H2(A|R)ρ (3.76)
=
√
1 + 4εd4A 2
− 1
2
(H2(A’|E)ω + H2(A|R)ρ), (3.77)
which concludes the proof of the decoupling theorem with almost 2-designs.
3.5 Analysis of the decoupling formula
In this section we would like to shortly go back to our original motivation and analyze
whether the discussed circuits do well in the sense of decoupling. From the fact that
quantum circuits constitute approximate 2-designs we already now that in a many
qubit system with dynamics described with the above quantum circuit, the different
possible unitary evolutions are given by elements of an almost 2-designs. Since typical
dynamics in nature are given by local two particle interactions and the corresponding
circuits (as discussed in [3]) are of the above type (but less general), we conclude that
our model can roughly be used to describe the internal dynamics of a many qubit
system. Moreover we know that in order to reach an ε-almost 2-design we need at
least t ≥ C(n2 + n log 1
ε
) time steps in the circuit, with C being some constant that
only depends on the concrete circuit used.
To say that some process occurring on the system is “decoupling” we need to be sure
that the required unitary is reached by the circuit in polynomial time only. This is
certainly not true for any unitary with distribution according to Haar measure and
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thus the original decoupling theorem cannot be used to make a statement about this
question. In contrast the derived decoupling formula states that there exists some
process W on the system that reaches decoupling in the sense that
∥∥T ((WA ⊗ 1R) ρAR (W †A ⊗ 1R))− ωE ⊗ ρR∥∥1 ≤√1 + 4εd4A 2− 12 (H2(A’|E)ω + H2(A|R)ρ).
(3.78)
This formula implies that the time that one has to wait until one reaches a certain
quality of decoupling does not depend on the dimensions of the reference system R
and the output system E of the channel T . Note, moreover, that the factor d4
A
does
not significantly increase the time that is required until decoupling is reached. To
reach an ε¯-approximate 2-design with ε¯ := ε
d4A
the circuit requires at least a time t¯
with t¯ given by:
t¯ = C
(
n2 + n log
(
d4
A
ε
))
(3.79)
= C
(
n2 + n log
(
24n
ε
))
(3.80)
Assuming that t is the minimum time required for the circuit to reach an ε-almost
2-design a short calculation reveals:
t¯ = C
(
n2 + 4n2 + n log
(
1
ε
))
(3.81)
≤ C
(
5n2 + 5n log
(
1
ε
))
(3.82)
= 5t (3.83)
This means that once the circuit has reached an ε-almost 2-design, one has to wait only
five times longer until the circuits form an ε¯-almost 2-design. This additional time
certainly does not affect the physical realizability of the required unitary evolution.
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Chapter 4
A smoothed version of the
decoupling formula for ε-almost
2-designs
As in the case of the original Decoupling Theorem, we would like to obtain a
smoothed version of the decoupling formula with almost 2-designs i. e. we would
like to replace the occurring H2-entropies using smooth Hmin-entropies. This is
done conceptually in exactly the same way in both cases. We therefore keep our
discussions short and refer to [19] Chapter 3. First we rewrite the formula for
almost 2-designs using the fact that Hmin(A|B)ρ ≤ H2(A|B)ρ and then we use the
unsmoothed formula to find its smoothed counterpart.
Theorem: (Smoothed decoupling formula for ε-approximate 2-designs) Let
ρAR ∈ S≤(HA⊗HR) be a sub normalized density operator and let TA→E be a completely
positive linear map going from S≤(HA⊗HR) to P(HE⊗HR) with Choi-Jamiolkowski
representation ωA’E ∈ S≤(HE ⊗HA’) and let δ > 0 be small enough, then∑
(pi,Ui)∈D
pi
∥∥T ((U iA ⊗ 1R)ρAR((U i)†A ⊗ 1R))− ωE ⊗ ρR∥∥1
≤
√
1 + 4εd4
A
2−
1
2
Hδmin(A’|E)ω− 12 Hδmin(A|R)ρ + 8dAε δ + 12δ
where the summation goes over pairs (pi, Ui), such that D constitutes an ε-
approximate 2-design.
For the proof let us introduce the state ωˆA’E ∈ S≤(HA’E) (which we sometimes denote
shortly as ωˆ) with the properties P¯ (ωA’E, ωˆA’E) ≤ δ and Hmin(A’|E)ωˆ = Hδmin(A’|E)ω.
This state hits the bound in the definition of Hδmin i. e. it maximizes Hmin(A’|E)
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over Bδ(ω). Analogously ρˆAR is defined to be an operator with P¯ (ρˆAR, ρAR) ≤ δ and
Hmin(A|R)ρˆ = Hδmin(A|R)ρ.
Using the generalized Fuchs- van der Graaf inequalities (as in [19] Chapter 3) we
find that:
‖ωA’E − ωˆA’E‖1 ≤ 2δ ∧ ‖ρAR − ρˆAR‖1 ≤ 2δ (4.1)
Now we decompose ωˆ−ω and ρˆ− ρ into positive operators with orthogonal support.
We write
ωˆ − ω = ∆+ −∆− ∧ ρˆ− ρ = Γ+ − Γ− (4.2)
and conclude from (4.1) that
||∆+||1 ≤ 2δ ∧ ||∆−||1 ≤ 2δ ∧ ||Γ+||1 ≤ 2δ ∧ ||Γ−||1 ≤ 2δ. (4.3)
Moreover we introduce the completely positive maps Tˆ , D+ and D− which we define
to be the unique Choi-Jamiolkowski preimages of ωˆA’E, ∆+ and ∆− respectively. Now
we are in the position to apply the ε-almost decoupling theorem on ρˆ and ωˆ to find
√
1 + 4εd4
A
2−
1
2
Hδmin(A’|E)ω− 12 Hδmin(A|R)ρ
=
√
1 + 4εd4
A
2−
1
2
Hmin(A’|E)ωˆ− 12 Hmin(A|R)ρˆ (4.4)
≥
√
1 + 4εd4A 2
− 1
2
H2(A’|E)ωˆ− 12 H2(A|R)ρˆ (4.5)
≥
∑
i
pi
∥∥∥Tˆ ((U iA ⊗ 1R) ρˆAR ((U iA)† ⊗ 1R))− ωˆE ⊗ ρˆR∥∥∥
1
. (4.6)
To obtain a smoothed version of the ε-almost decoupling formula we need to get rid
of the hat-terms in the above expression using δ-bounds only. This is realized with
several applications of the triangle inequality. For any i, we have∥∥∥Tˆ ((U iA ⊗ 1R) ρˆAR ((U iA)† ⊗ 1R))− ωˆE ⊗ ρˆR∥∥∥
1
≥
∥∥∥Tˆ ((U iA ⊗ 1R) ρˆAR ((U iA)† ⊗ 1R))− ωE ⊗ ρˆR∥∥∥
1
− ‖ωA’E − ωˆA’E‖1 (4.7)
≥
∥∥∥Tˆ ((U iA ⊗ 1R) ρˆAR ((U iA)† ⊗ 1R))− ωE ⊗ ρˆR∥∥∥
1
− 2δ. (4.8)
In the same way ρˆR is eliminated from the product term and we get in total∥∥∥Tˆ ((U iA ⊗ 1R) ρˆAR ((U iA)† ⊗ 1R))− ωˆE ⊗ ρˆR∥∥∥
1
≥
∥∥∥Tˆ ((U iA ⊗ 1R) ρˆAR ((U iA)† ⊗ 1R))− ωE ⊗ ρR∥∥∥
1
− 4δ. (4.9)
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Still Tˆ and ρˆAR occur in the above expression. To recover the original expression,
over which the summation takes place, we need to rewrite the above using T and ρAR
only. This is achieved with two further applications of the triangle inequality.∥∥∥Tˆ ((U iA ⊗ 1R) ρˆAR ((U i)†A ⊗ 1R))− ωE ⊗ ρR∥∥∥
1
− 4δ
≥ ∥∥T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))− ωE ⊗ ρR∥∥1
−
∥∥∥Tˆ ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))∥∥∥
1
− 4δ
(4.10)
≥ ∥∥T ((U iA ⊗ 1R)ρAR((U i)†A ⊗ 1R))− ωE ⊗ ρR∥∥1
− ∥∥T ((U iA ⊗ 1R)ρAR((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))∥∥1
−
∥∥∥Tˆ ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))∥∥∥
1
− 4δ
(4.11)
The first term of equation (4.11) corresponds to the unsmoothened decoupling for-
mula. For the remaining two terms
∑
i
pi
∥∥T ((U iA ⊗ 1R)ρAR((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))∥∥1 (4.12)
and
∑
i
pi
∥∥∥Tˆ ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))∥∥∥
1
(4.13)
we need to find upper bounds. We treat them separately beginning with the first one.
To preform the calculation we write ρˆ− ρ = Γ+ − Γ− and use the linearity of T . We
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get
∑
i
pi
∥∥T ((U iA ⊗ 1R)ρAR((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))∥∥1 (4.14)
=
∑
i
pi
∥∥T ((U iA ⊗ 1R)Γ+((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)Γ−((U i)†A ⊗ 1R))∥∥1 (4.15)
≤
∑
a∈{+,−}
∑
i
pi
∥∥T ((U iA ⊗ 1R)Γa((U i)†A ⊗ 1R))∥∥1 (4.16)
=
∑
a∈{+,−}
tr
(
T
(∑
i
piU
i
A ⊗ 1R Γa (U i)†A ⊗ 1R −
∫
U
UA ⊗ 1R Γa U †A ⊗ 1RdU
))
+
∑
a∈{+,−}
tr
(
T
(∫
U
UA ⊗ 1R Γa U †A ⊗ 1RdU
))
(4.17)
≤
∑
a∈{+,−}
∥∥∥∥∥
∑
i
piU
i
A ⊗ 1R Γa (U i)†A ⊗ 1R −
∫
U
UA ⊗ 1R Γa U †A ⊗ 1RdU
∥∥∥∥∥
1
∥∥T †(1E)∥∥∞
+
∑
a∈{+,−}
tr (T (piA)⊗ trAΓa) (4.18)
≤
∑
a∈{+,−}
ε ‖Γa‖1
∥∥T †(1E)∥∥∞ + ∑
a∈{+,−}
tr (ωA’E) tr (Γa) . (4.19)
In the last inequality we used the property of the almost 2-design that it constitutes
an almost 1-design automatically. This can be seen straight from the definition con-
sidering states that are given by the identity operator on one of the systems on which
the unitaries act. Now choose the eigenvalue of T †(1E) which is biggest in absolute
value. Let PA be the projector corresponding to this eigenvalue. Note, moreover, that
tr(Γa) ≤ 2δ as we have already shown. Using all this, we get∑
i
pi
∥∥T ((U iA ⊗ 1R)ρAR((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))∥∥1
≤ 4ε δ∥∥T †(1E)∥∥∞ + 4δ (4.20)
≤ 4ε δ tr (T (PA)) + 4δ (4.21)
= 4dAεδ tr (ωA’E (PA)
⊺ ⊗ 1E) + 4δ (4.22)
≤ 4dAεδ tr (ωA’E) ||(PA)⊺ ⊗ 1E||∞ + 4δ (4.23)
≤ 4dAεδ + 4δ. (4.24)
The last step makes use of the fact that (PA)
⊺ being a projector has positive eigenval-
ues smaller or equal than one. For the evaluation of the second term (4.13) we decom-
pose Tˆ −T = D+−D− in accordance with the above decomposition ωˆ−ω = ∆+−∆−.
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We then get
∑
i
pi
∥∥∥Tˆ ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))∥∥∥
1
=
∑
i
pi
∥∥(D+ −D−) (U iA ⊗ 1R ρˆAR (U i)†A ⊗ 1R)∥∥1 (4.25)
≤
∑
a∈{+,−}
∑
i
pi
∥∥Da(U iA ⊗ 1R ρˆAR (U i)†A ⊗ 1R)∥∥1 (4.26)
≤
∑
a∈{+,−}
tr
(
Da
(∑
i
pi (U
i
A ⊗ 1R) ρˆAR ((U i)†A ⊗ 1R)
))
(4.27)
=
∑
a∈{+,−}
tr
(
Da(
∑
i
piU
i
A ⊗ 1R ρˆAR (U i)†A ⊗ 1R −
∫
U
UA ⊗ 1R ρˆAR U †A ⊗ 1RdU)
)
+
∑
a∈{+,−}
tr
(
Da(
∫
U
UA ⊗ 1R ρˆAR U †A ⊗ 1RdU)
)
(4.28)
≤
∑
a∈{+,−}
∥∥∥∥∥
∑
i
piU
i
A ⊗ 1RρˆAR(U i)†A ⊗ 1R −
∫
U
UA ⊗ 1RρˆARU †A ⊗ 1RdU
∥∥∥∥∥
1
∥∥D†a(1E)∥∥∞
+
∑
a∈{+,−}
tr (Da(piA ⊗ ρˆR)) (4.29)
≤
∑
a∈{+,−}
ε
∥∥ρˆAR∥∥1 ∥∥D†a(1E)∥∥∞ + ∑
a∈{+,−}
tr (∆a ⊗ ρˆR). (4.30)
Again, we used the fact that an almost 2-design (4.30) is an almost 1-design automat-
ically. Thus we can use the bound with the diamond norm here, too. Furthermore,
note that ρˆAR is sub-normalized by definition and that we found that ||∆a||1 ≤ 2δ.
We define P a
A
to be the projector corresponding to the biggest absolute eigenvalue of
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D†a(1E) and we get that∑
i
pi
∥∥∥Tˆ ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))− T ((U iA ⊗ 1R)ρˆAR((U i)†A ⊗ 1R))∥∥∥
1
≤
∑
a∈{+,−}
ε
∥∥D†a(1E)∥∥∞ + 4δ (4.31)
=
∑
a∈{+,−}
ε tr
(
P aA D†a(1E)
)
+ 4δ (4.32)
=
∑
a∈{+,−}
ε tr (Da(P aA)) + 4δ (4.33)
= dA
∑
a∈{+,−}
ε tr (∆a ( (P
a
A)
⊺ ⊗ 1E )) + 4δ (4.34)
≤ dA
∑
a∈{+,−}
ε ||∆a||1 ||(P aA)⊺ ⊗ 1E||∞ + 4δ (4.35)
= 4dAεδ + 4δ. (4.36)
In the last step we used the fact that the biggest eigenvalue of (P aA)
⊺ is one.
Taking together the expressions (4.24) and (4.36) and plugging them into (4.11), we
obtain
∑
i
pi
∥∥∥Tˆ ((U iA ⊗ 1R) ρˆAR ((U iA)† ⊗ 1R))− ωˆE ⊗ ρˆR∥∥∥
1
≥
∑
i
pi
∥∥T ((U iA ⊗ 1R)ρAR((U i)†A ⊗ 1R))− ωE ⊗ ρR∥∥1 − 4dAεδ − 4δ − 4dAεδ − 4δ − 4δ.
(4.37)
Finally this yields
∑
i
pi
∥∥T ((U iA ⊗ 1R)ρAR((U i)†A ⊗ 1R))− ωE ⊗ ρR∥∥1
≤
√
1 + 4εd4A 2
− 1
2
Hδmin(A’|E)ω− 12 Hδmin(A|R)ρ + 8dAε δ + 12δ, (4.38)
which proves the smoothed decoupling formula for ε-approximate 2-designs.
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Chapter 5
A classical analogue of the
decoupling formula
The decoupling theorem bounds the average distance of some quantum state after a
random unitary operation and some quantum channel have been applied to it from
a fully uncorrelated state. Generally a unitary operation on a quantum system A
corresponds to a quantum-mechanical evolution of this system. Thus the decoupling
theorem is only relevant under the assumption that the evolution is governed by
the laws of quantum mechanics. In this and the following chapters we would like
to understand in how far classical operations can be used for decoupling purposes.
Instead of averaging over the group of all unitary matrices U(A), we restrict the
problem to the case where only classical operations are allowed, i. e. we average over
the group of all permutation operators on the system A, P(A). This corresponds
physically to a situation where a system is subject to an evolution which is purely
classical. Or, from the point of view of the computational sciences, we restrict our
analysis to operations that can be performed on a classical computer in contrast to
a quantum computer. While it turns out that this problem is difficult to solve in the
general case, several special cases of particular interest will be studied in the sequel.
In this chapter we assume that the state of the A system is classical, but still we allow
that it has correlations with a reference quantum-system R. A typical situation, where
this is the case is that the A system represents the outcome of a random variable and
an adversary possesses quantum side information about A. The question we are
interested in is whether using some classical operation it is possible to extract from A
a part that is almost completely unknown to the adversary. Our discussion will give
results strongly resembling the “General Leftover Hash Lemma” as derived in [15],
which has large-scale implications in the area of quantum cryptography.
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5.1 A “classicalized” Decoupling Lemma
The aim of this section is to derive a decoupling lemma as in Section 2.1 for our new
setup, where the integration over the unitary group is replaced by an average over all
permutation operators and the quantum state under consideration has CQ-structure.
For completeness we shortly recover some terminology and basic definitions:
The symmetric group Sn is the set of all bijections of {1, ..., n} to itself together with
the concatenation of maps as the group multiplication. Elements pi of Sn are called
permutations.
Definition 9. (Permutation operator [18]) Let HA be a Hilbert space together with
a fixed basis {|i〉}i=1,...,dA. For pi in SdA , we define the permutation operator P (pi) to
be the operator which has the matrix representation (Pij), where
(Pij) =
{
1 if pi(j) = i
0 otherwise
with respect to the given basis.
For a given Hilbert space HA, we denote by P(A) the set of all permutation op-
erators for some fixed basis. This set has dA! elements. Since the above definition
includes a group homomorphism from SdA to the group of automorphisms of HA, it
defines a representation ([18]) of the symmetric group SdA called the defining repre-
sentation.
Furthermore we define what is meant by a CQ-state.
Definition 10. (CQ-state [16]) Let HA and HR be Hilbert spaces and let {|i〉}i=1,...,dA
be a fixed orthonormal basis of HA. A density operator ρAR ∈ S≤(HA ⊗ HR) is said
to be classical on HA with respect to the basis {|i〉}i=1,...,dA if
ρAR ∈ span{|i〉〈i|i=1,...,dA} ⊗ L†(HR).
If in addition ρAR is non-classical on HR, we call it a hybrid classical-quantum state
or shortly CQ-state.
Typically CQ-states are used in situations, where the quantum state of some
system (here R) is not known with certainty. Instead it depends on the outcome
of some classical random event (described by system A in our case). Note that a
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CQ-state ρAR can be written in the basis {|i〉}i=1,...,dA introduced in the definition to
be
ρAR =
∑
i
|i〉〈i|A ⊗ ρ[i]R , (5.1)
where the ρ
[i]
R are sub-normalized density operators with
∑
i ρ
[i]
R = ρR.
Finally for a linear map TA→E ∈ Hom(L(HA),L(HE)), we define its classicalized ver-
sion T cl
A→E
.
Definition 11. (Classicalized map) Let HA be a Hilbert space with a fixed orthonor-
mal basis {|i〉}i=1,...,dA and let TA→E be a linear map in Hom(L(HA),L(HE)). We
define the map T clA→E ∈ Hom(L(HA),L(HE)) by
T cl
A→E
(ρA) := TA→E
(∑
i
|i〉〈i|AρA|i〉〈i|A
)
∀ρA ∈ L(HA)
and call T cl
A→E
the classicalized version of TA→E.
The Choi-Jamiolkowski representation of T cl
A→E
will be denoted by ωcl
A’E
, i. e.
ωclA’E = T clA→E(ΦAA’) (5.2)
= TA→E
(∑
i
|i〉〈i|AΦAA’|i〉〈i|A
)
(5.3)
= TA→E
(
1
dA
∑
i
|i〉〈i|A ⊗ |i〉〈i|A’
)
(5.4)
=: TA→E(TAA’), (5.5)
where in the last equation we introduced the state TAA’ :=
1
dA
∑
i |i〉〈i|A ⊗ |i〉〈i|A’, which
includes the classical correlations between the systems A and A′. From equation (5.4)
one can see that the Choi-Jamiolkowski representation of a classicalized map always
has CQ-structure. A short calculation reveals that
ωE = ω
cl
E
. (5.6)
The term “classicalized map” is motivated by the fact that applying such a map to
a state ρAR always produces a CQ-state. Moreover it does not matter whether one
applies a map TA→E or its classicalized version T clA→E on a CQ-state. We get assuming
that ρAR has CQ-structure that
T cl
A→E
(ρAR) = TA→E
(∑
j
|j〉〈j|A
(∑
i
|i〉〈i|A ⊗ ρ[i]R
)
|j〉〈j|A
)
(5.7)
= TA→E(ρAR). (5.8)
42
In fact this is intuitively clear. The state ρAR is already classical on A; further
classicalization of this state has no effect anymore. We are now in the position to
state the decoupling lemma for CQ-states.
Lemma: (Decoupling Lemma for CQ-states) Let ρAR be classical on HA with
respect to {|i〉}i=1,...,dA and let TA→E ∈ Hom(L(HA),L(HE)) be a linear map with
Choi-Jamiolkowski representation ωA’E ∈ L†(HE ⊗HA’), then
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥22
=
d2A
dA − 1 ‖ρAR − piA ⊗ ρR‖
2
2
∥∥ωcl
A’E
− piA’ ⊗ ωclE
∥∥2
2
,
where the summation goes over all permutation operators, which act by permuting
the basis vectors of {|i〉}i=1,...,dA.
Since conjugating ρAR with a permutation operator acting on A does not af-
fect its CQ-structure, one can apply equation (5.8) directly to the statement of the
decoupling lemma for CQ-states. Together with equation (5.6) this results in
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥22
=
1
dA!
∑
PA∈P(A)
∥∥T cl(PA ⊗ 1R ρAR P †A ⊗ 1R)− ωclE ⊗ ρR∥∥22, (5.9)
which explains the occurrence of the Choi-Jamiolkowski representation of T clA→E on
the right hand side of the lemma.
The rest of this section is devoted to a proof of the Decoupling Lemma for CQ-states.
This proof will be organized in three subsections. In the first and second we proof
two general claims about the action of permutation operators and apply them in the
third subsection to conclude the proof.
5.1.1 Counting permutation operators
The following claim will be useful in our proof. It shows how twofold tensor products
of permutation operators act on classical states.
43
Claim 1: Let {|i〉}i=1,...,dA with dA ≥ 2 be some basis and P(A) be the corre-
sponding set of permutation operators. Then for any i, j
1
dA!
∑
PA∈P(A)
(PA ⊗ PA’) (|i〉〈i|A ⊗ |j〉〈j|A’) (P †A ⊗ P †A) =
1− δij
d2A − dA
1AA’ − 1− δij
dA − 1TAA’ + δijTAA’.
This formula can be seen as follows. Consider first the case when i = j then
1
dA!
∑
PA∈P(A)
(PA ⊗ PA’) (|i〉〈i|A ⊗ |i〉〈i|A’) (P †A ⊗ P †A’) =
(dA − 1)!
dA!
∑
k
|k〉〈k|A ⊗ |k〉〈k|A’
(5.10)
= TAA’, (5.11)
The crucial step in equation (5.10) can be seen from an easy counting argument. Since
the permutations are bijective maps for any |j〉, |k〉 ∈ {|i〉}i=1,...,dA there are (dA − 1)!
permutation operators with P |j〉 = |k〉. Thus when summing over all permutation
operators as in equation (5.10) for any fixed |i〉 every basis vector in {|i〉}i=1,...,dA
contributes (dA−1)! times to the whole sum. The above implies that Claim 1 is valid
for i = j. Now assume that i 6= j. For fixed k 6= l there are (dA − 2)! permutation
operators that map |i〉〈i|A ⊗ |j〉〈j|A’ to |k〉〈k|A ⊗ |l〉〈l|A’ but there is no permutation
operator mapping |i〉〈i|A ⊗ |j〉〈j|A’ to |k〉〈k|A ⊗ |l〉〈l|A’ with k = l. We conclude that in
the case i 6= j we have
1
dA!
∑
PA∈P(A)
(PA ⊗ PA’) (|i〉〈i|A ⊗ |j〉〈j|A’) (P †A ⊗ P †A)
=
(dA − 2)!
dA!
∑
k 6=l
|k〉〈k|A ⊗ |l〉〈l|A’ (5.12)
=
1
dA(dA − 1)
∑
k,l
|k〉〈k|A ⊗ |l〉〈l|A’ − 1
dA(dA − 1)
∑
k
|k〉〈k|A ⊗ |k〉〈k|A’ (5.13)
=
1
dA(dA − 1)1AA’ −
1
dA − 1TAA’. (5.14)
So Claim 1 is also valid in the case that i 6= j, which concludes the proof. Finally we
note that Claim 1 is intuitively clear: If we choose a permutation operator uniformly
at random from P and apply P ⊗P to any state of the type |i〉⊗ |i〉 we expect to get
the uniform distribution over the set of such states. Since there are dA such states, the
result of the summation should be T for i = j. If i 6= j we still expect that applying
P ⊗ P to |i〉 ⊗ |j〉 yields the uniform distribution on the set of |i〉 ⊗ |j〉. Since there
are dA(dA − 1) such states, the result of the summation in this case is
1
dA(dA − 1)
∑
k 6=l
|k〉〈k| ⊗ |l〉〈l|. (5.15)
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5.1.2 Action of twofold tensor products of permutation op-
erators on a CQ-decoupling state.
In the next subsection we will see that in order to proof the CQ-Decoupling Lemma
one can proceed similarly as was done in the proof of the usual Decoupling Lemma
with unitary operations in Section 2.1. There it was convenient to introduce the
Decoupling State ξAA˜ := ΦAA˜−piA⊗piA˜. Here a similar approach will be used but this
time we work with the CQ-Decoupling State λAA˜ := TAA˜ − piA ⊗ piA˜. This subsection
shows a mathematical claim about that state. In the next subsection we will see why
λAA˜ is of relevance and use our claim.
Claim 2: Let λAA˜ = TAA˜ − piA ⊗ piA˜ be the CQ-Decoupling State. In the
setup of the previous section with dA ≥ 2, we have that
1
dA!
∑
PA∈P(A)
(PA ⊗ 1A˜)⊗2 (λAA˜)⊗2 (P †A ⊗ 1A˜)⊗2 =
1
dA − 1 (λAA’ ⊗ λA˜A˜’).
A conceptually easy way of proving this is by writing out λAA˜ = TAA˜−piA⊗piA˜, which
gives
λ⊗2
AA˜
= TAA˜ ⊗ TA’A˜’
− TAA˜ ⊗ piA’A˜’
− piAA˜ ⊗ TA’A˜’
+ piAA˜ ⊗ piA’A˜’ (5.16)
and by applying the summation to the four different terms separately. The last term
is invariant under the summation. For the second term we get
1
dA!
∑
PA∈P(A)
(PA ⊗ 1A˜)⊗2 (TAA˜ ⊗ piA’A˜’) (P †A ⊗ 1A˜)⊗2
=
1
dA!
∑
PA∈P(A)
(PA ⊗ 1A˜)TAA˜(P †A ⊗ 1A˜)⊗ piA’A˜’ (5.17)
=
1
dA dA!
∑
i
∑
PA∈P(A)
(PA|i〉〈i|AP †A)⊗ |i〉〈i|A˜ ⊗ piA’A˜’ (5.18)
=
(dA − 1)!
dA dA!
∑
i
1A ⊗ |i〉〈i|A˜ ⊗ piA’A˜’ (5.19)
= piAA˜ ⊗ piA’A˜’. (5.20)
In (5.19) we again used the fact that for any |j〉, |k〉 ∈ {|i〉}i=1,...,dA there are (dA− 1)!
permutation operators with P |j〉 = |k〉. Therefore in the sum over all permutation
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operators in equation (5.19) for any fixed |i〉 every basis vector in {|i〉}i=1,...,dA con-
tributes (dA − 1)! times to the whole sum.
Due to the symmetry of the problem the third an the second term in equation (5.16)
yield the same result after summation, such that we only have to evaluate the sum
over the first term.
1
dA!
∑
PA∈P(A)
(PA ⊗ 1A˜)⊗2 (TAA˜ ⊗ TA’A˜’) (P †A ⊗ 1A˜)⊗2
=
1
d2
A
dA!
∑
i,j
∑
PA∈P(A)
(PA|i〉〈i|AP †A)⊗ |i〉〈i|A˜ ⊗ (PA’|j〉〈j|A’P †A’)⊗ |j〉〈j|A˜’ (5.21)
We now use Claim 1 and plug this result into equation (5.21).
1
d2A dA!
∑
i,j
∑
PA∈P(A)
(PA|i〉〈i|AP †A)⊗ |i〉〈i|A˜ ⊗ (PA’|j〉〈j|A’P †A’)⊗ |j〉〈j|A˜’
=
1
d2
A
∑
i,j
((
1− δij
d2
A
− dA1AA’ −
1− δij
dA − 1TAA’ + δijTAA’
)
⊗ |i〉〈i|A˜ ⊗ |j〉〈j|A˜’
)
(5.22)
=
1
d2
A
∑
i
(TAA’ ⊗ |i〉〈i|A˜ ⊗ |i〉〈i|A˜’)
+
1
d2
A
∑
i 6=j
((
1
d2
A
− dA1AA’ −
1
dA − 1TAA’
)
⊗ |i〉〈i|A˜ ⊗ |j〉〈j|A˜’
)
(5.23)
=
1
dA
TAA’ ⊗ TA˜A˜’
+
1
d2
A
∑
i,j
((
1
d2
A
− dA1AA’ −
1
dA − 1TAA’
)
⊗ |i〉〈i|A˜ ⊗ |j〉〈j|A˜’
)
− 1
d2
A
∑
i
((
1
d2
A
− dA1AA’ −
1
dA − 1TAA’
)
⊗ |i〉〈i|A˜ ⊗ |i〉〈i|A˜’
)
(5.24)
=
1
dA
TAA’ ⊗ TA˜A˜’
+
(
1
d2
A
− dA1AA’ −
1
dA − 1TAA’
)
⊗ piA˜ ⊗ piA˜’
− 1
dA
(
1
d2A − dA
1AA’ − 1
dA − 1TAA’
)
⊗ TA˜A˜’ (5.25)
=
1
dA − 1 (piAA’ − TAA’)⊗ (piA˜A˜’ − TA˜A˜’) + piAA’ ⊗ piA˜A˜’ (5.26)
Taking this together with (5.20) and (5.16) yields that
1
dA!
∑
PA∈P(A)
(PA ⊗ 1A˜)⊗2 (λAA˜)⊗2 (P †A ⊗ 1A˜)⊗2 =
1
dA − 1 (piAA’ − TAA’)⊗ (piA˜A˜’ − TA˜A˜’) ,
(5.27)
which concludes the proof of Claim 2.
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5.1.3 Proof of the Decoupling Lemma for CQ-states
In this subsection we use Claim 2 to proof the Decoupling Lemma for CQ-states.
For this we follow the discussion of Chapter 2.1. We introduce the map E cl
A˜ →R
,
which we define to be the unique Choi-Jamiolkowski preimage of the state ρAR i.e.
E cl
A˜ →R
(ΦAA˜) = ρAR, where A˜ is just a copy of A. It suffices to consider classicalized
maps E cl
A˜ →R
because in our setup the state ρAR has CQ-structure. By our definition of
a classicalized map, we conclude that there exists a map EA˜ →R with (compare (5.5))
E(TAA˜) = ρAR. (5.28)
In addition we have that
ρR = trA (E(TAA˜)) (5.29)
= E(trA (TAA˜)) (5.30)
= E(piA˜). (5.31)
Following the discussion of Chapter 2.1 equations (2.3), we can rewrite the term in
the Schatten 2-norm for any permutation operator PA as follows.
T ((PA ⊗ 1R) ρAR (P †A ⊗ 1R))− ωE ⊗ ρR
= T ((PA ⊗ 1R)E(TAA˜)(P †A ⊗ 1R))− T (piA)⊗ E(piA˜) (5.32)
= (T ⊗ E)((PA ⊗ 1A˜)(TAA˜ − piA ⊗ piA˜)(P †A ⊗ 1A˜)) (5.33)
= (T ⊗ E)((PA ⊗ 1A˜)(λAA˜)(P †A ⊗ 1A˜)), (5.34)
where in the last step we used the CQ-Decoupling State to simplify the notation.
Then the left hand side of the CQ-Decoupling Lemma becomes
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥22
=
1
dA!
∑
PA∈P(A)
tr
(
(T ⊗ E)(PA ⊗ 1A˜ λAA˜ P †A ⊗ 1A˜)2
)
(5.35)
=
1
dA!
∑
PA∈P(A)
tr
((
(PA ⊗ 1A˜)⊗2 (λAA˜)⊗2 (P †A ⊗ 1A˜)⊗2
)
(T †)⊗2[FE]⊗ (E †)⊗2[FR]
)
(5.36)
= tr



 1
dA!
∑
PA∈P(A)
(PA ⊗ 1A˜)⊗2 (λAA˜)⊗2 (P †A ⊗ 1A˜)⊗2

 (T †)⊗2[FE]⊗ (E †)⊗2[FR]

 ,
(5.37)
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where equation (5.36) makes use of the swap trick (Appendix B) and is analogous to
equation (2.11). We evaluate the sum over all permutation operators using Claim 2
which gives that
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥22
=
1
dA − 1tr
(
(λAA’ ⊗ λA˜A˜’) (T †)⊗2[FE]⊗ (E †)⊗2[FR]
)
(5.38)
=
1
dA − 1tr
(T ⊗2(λAA’)⊗ E⊗2(λA˜A˜’) FE ⊗ FR) (5.39)
=
1
dA − 1tr
(T ⊗2(λAA’)FE) tr (E⊗2(λA˜A˜’) FR) . (5.40)
Due to the symmetry of the occurring trace terms it is sufficient to evaluate one of
them. We get
tr
(T ⊗2(λAA’)FE) = tr (T ⊗2(TAA’ − piAA’)FE) (5.41)
=
1
dA
∑
i
tr
(T (|i〉〈i|A)2)− tr (ω2E) (5.42)
=
1
dA
∑
i,j
δijtr (T (|i〉〈i|A)T (|j〉〈j|A))− tr
(
ω2E
)
(5.43)
=
1
dA
∑
i,j
tr (|i〉〈i|A’|j〉〈j|A’ ⊗ T (|i〉〈i|A)T (|j〉〈j|A))− tr
(
ω2E
)
(5.44)
=
1
dA
tr
(∑
i
(|i〉〈i|A’ ⊗ T (|i〉〈i|A))
∑
j
(|j〉〈j|A’ ⊗ T (|j〉〈j|A))
)
− tr (ω2E)
(5.45)
= dAtr (T (TAA’)T (TAA’))− tr
(
ω2
E
)
(5.46)
= dA
(
tr
(
(ωcl
A’E
)2
)− 1
dA
tr
(
ω2
E
))
, (5.47)
where the last step is by equation (5.5). An analogous calculation upon exploitation
of the CQ-structure of ρAR yields that
tr
(E⊗2(λA˜A˜’)FR) = dA
(
tr
(
ρ2AR
)− 1
dA
tr
(
ρ2R
))
. (5.48)
We find plugging into equation (5.40) that
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥22
=
d2
A
dA − 1
(
tr
(
(ωclA’E)
2
)− 1
dA
tr
(
ω2E
))(
tr
(
ρ2AR
)− 1
dA
tr
(
ρ2R
))
(5.49)
=
d2A
dA − 1 ‖ρAR − piA ⊗ ρR‖
2
2
∥∥ωcl
A’E
− piA’ ⊗ ωclE
∥∥2
2
, (5.50)
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which concludes the proof of the Decoupling Lemma for CQ-states. In the next sec-
tions we derive three theorems from this lemma. The theorems get more general but
partially we have to pay for this with worse bounds. The first one will be analogous
to the “Leftover Hash Lemma” as derived in [15] while the second and third resemble
the decoupling theorem.
5.2 A “Hash Lemma” like result
Theorem: (CQ-Decoupling Theorem for the Partial Trace) Let ρAR be classical on
HA with respect to {|i〉}i=1,...,dA and let A = (A1A2) be a composite system, then the
average distance from uniform is given by
1
dA!
∑
PA∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣1 ≤
√
dA1
dA − dA2
dA − 1 2
−Hmin(A|R)ρ ,
where the average goes over all permutation operators, which act by permuting the
basis vectors of {|i〉}i=1,...,dA.
This in particular implies that
1
dA!
∑
PA∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣1 ≤
√
dA1 2
−Hmin(A|R)ρ . (5.51)
In [15], [21] the “General Leftover Hash Lemma” is derived. There the summation
takes place over all elements from some 2-universal family of hash functions from
A to A1 [23] but the resulting bound is the same as in equation (5.51) i. e. slightly
worse than in our theorem. Given a fixed state ρAR both the general leftover hash
lemma and our theorem imply that there exists a function f : A→ A1 that extracts
almost uniform randomness. We postpone a further analysis of this formula to the
next chapter and for the moment turn our attention to the proof. We proceed as
in Chapter 2.2 and apply the Ho¨lder inequality (2.30) to bound the trace distance.
Introducing the positive definite and normalized operator ζR, we write:∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣1
≤
∣∣∣∣∣∣(piA1 ⊗ ζR)− 14 (trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR) (piA1 ⊗ ζR)− 14 ∣∣∣∣∣∣
2
(5.52)
=
√
dA1
∣∣∣∣trA2(PA ⊗ 1R ρ˜AR P †A ⊗ 1R)− piA1 ⊗ ρ˜R∣∣∣∣2 (5.53)
To keep the notation simple we introduced a state ρ˜AR := (1A1⊗ζR)−
1
4ρAR(1A1⊗ζR)−
1
4 .
Applying equation (5.53) first and afterwards the decoupling lemma for CQ-states
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(Section 5.1) yields
1
dA!
∑
PA∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣21
≤ dA1
1
dA!
∑
PA∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρ˜AR P †A ⊗ 1R)− piA1 ⊗ ρ˜R∣∣∣∣22 (5.54)
= dA1
d2
A
dA − 1 ‖ρ˜AR − piA ⊗ ρ˜R‖
2
2 ·
1
dA
·
(
1− 1
dA1
)
. (5.55)
The last equation is an application of the CQ decoupling lemma, where we used the
explicit form of the Choi-Jamiolkowski representation for the partial trace
ωclA’A1 = trA2(TAA’) (5.56)
to calculate
∥∥ωcl
A’E
− piA’ ⊗ ωclE
∥∥2
2
. We conclude rewriting (5.55)
1
dA!
∑
PA∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣21
≤ (dA1 − 1)
dA
dA − 1
(
tr
(
ρ˜2
AR
)− 1
dA
tr
(
ρ˜2
R
))
(5.57)
≤ (dA1 − 1)
dA
dA − 1 tr
(
ρ˜2
AR
)
(5.58)
= dA1
dA − dA2
dA − 1 tr
(
ρ˜2AR
)
. (5.59)
We choose now ζR to minimize the above expression and use the fact that the Hmin-
entropy always constitutes a lower bound on the H2-entropy (Lemma 5 ) to arrive
at
1
dA!
∑
PA∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣21 ≤ dA1 · dA − dA2dA − 1 · 2−Hmin(A|R)ρ .
(5.60)
The proof is concluded by taking the square root on both sides and applying the
Jensen inequality. It is also possible to follow the derivation of Section 2.3, where an
“improved” decoupling theorem is derived to get bounds involving the Hmin-entropy
and
√||ρAR − piA ⊗ ρR||1.
5.3 A decoupling theorem for CQ-states and
TPCP maps
Theorem: (Decoupling Theorem for CQ-states and TPCP maps) Let ρAR ∈ S≤(HA⊗
HR) be classical on HA with respect to {|i〉}i=1,...,dA and let TA→E be a completely
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positive and trace preserving, linear map then
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥1 ≤
√
dE
dA − dAdE
dA − 1 2
−H2(A|R)ρ ,
where the average is taken over all permutation operators, which act by permuting
the basis vectors of {|i〉}i=1,...,dA.
The proof is almost identical to the proof shown in the previous section. We
apply the Ho¨lder inequality as in (5.53) and the CQ-decoupling yields
1
dA!
∑
PA∈P(A)
∣∣∣∣T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∣∣∣∣21
≤ dE 1
dA!
∑
PA∈P(A)
∣∣∣∣T (PA ⊗ 1R ρ˜AR P †A ⊗ 1R)− ωE ⊗ ρ˜R∣∣∣∣22 (5.61)
= dE
d2
A
dA − 1 ‖ρ˜AR − piA ⊗ ρ˜R‖
2
2
∥∥ωclA’E − piA’ ⊗ ωclE ∥∥22 (5.62)
= dE
d2
A
dA − 1 ‖ρ˜AR − piA ⊗ ρ˜R‖
2
2
(
tr
(
(ωcl
A’E
)2
)− 1
dA
tr
(
ω2
E
))
(5.63)
= dE
1
dA − 1 ‖ρ˜AR − piA ⊗ ρ˜R‖
2
2
(∑
i
tr
(T (|i〉〈i|A)2)− dA tr (ω2E)
)
. (5.64)
The last step makes use of the calculation following equation (5.42). By assumption T
is a TPCPM. Due to the trace preserving property, for any i we have tr (T (|i〉〈i|A)) = 1
and we know that all eigenvalues of T (|i〉〈i|A) are nonnegative by the positivity of T .
We conclude that the eigenvalues of any matrix T (|i〉〈i|A) are between zero and one.
Thus
tr
(T (|i〉〈i|A)2) ≤ tr (T (|i〉〈i|A)) (5.65)
= 1. (5.66)
Moreover an application of the Cauchy Schwarz inequality shows
1 = tr(ωE) (5.67)
≤
√
tr(1E) tr (ω2E). (5.68)
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Following (5.64) and using the found bounds we get that
dE
1
dA − 1 ‖ρ˜AR − piA ⊗ ρ˜R‖
2
2
(∑
i
tr
(T (|i〉〈i|A)2)− dA tr (ω2E)
)
≤ dE dA − dA tr (ω
2
E
)
dA − 1 ‖ρ˜AR − piA ⊗ ρ˜R‖
2
2 (5.69)
≤ dE
dA − dAdE
dA − 1 ‖ρ˜AR − piA ⊗ ρ˜R‖
2
2 (5.70)
≤ dE
dA − dAdE
dA − 1 tr
(
ρ˜2
AR
)
. (5.71)
The arguments following (5.59) conclude the proof.
5.4 A decoupling theorem for CQ-states
In this section a short derivation of a decoupling theorem for CQ-states is presented.
The obtained theorem can be seen as a classical analogue of the decoupling theorem
as derived in Section 2.2.
Theorem: (Decoupling Theorem for CQ-states) Let ρAR ∈ S≤(HA ⊗ HR) be
classical on HA with respect to {|i〉}i=1,...,dA and let TA→E be a completely positive
linear map going from S≤(HA ⊗ HR) to P(HE ⊗ HR) with Choi-Jamiolkowski
representation ωA’E ∈ S≤(HE ⊗HA’), then
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥1 ≤
√
(dA + 1) 2
−H2(A|R)ρ−H2(A’|E)(ωcl),
where the average is taken over all permutation operators, which act by permuting
the basis vectors of {|i〉}i=1,...,dA.
The proof is closely analogous to the proof of the decoupling theorem as stated in
Section 2.2. We therefore can keep our discussion short and refer to Section 2.2 for
explanations. We apply the Ho¨lder inequality as in (2.30) to get
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥1
≤
∣∣∣∣∣∣(σE ⊗ ζR)− 14 (T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR) (σE ⊗ ζR)− 14 ∣∣∣∣∣∣
2
(5.72)
=
∣∣∣∣∣∣T˜ (PA ⊗ 1R ρ˜AR P †A ⊗ 1R)− ω˜E ⊗ ρ˜R∣∣∣∣∣∣
2
, (5.73)
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where σE ∈ S=(HE) and ζR ∈ S=(HR). The map T˜ is defined as in Section 2.2 and
ω˜A’E is the Choi-Jamiolkowski representation of T˜ . Furthermore we wrote ρ˜AR :=
(1A ⊗ ζR)− 14ρAR(1A ⊗ ζR)− 14 . Using the above inequality and applying the decoupling
lemma for CQ-states yields
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥21
≤ 1
dA!
∑
PA∈P(A)
∣∣∣∣∣∣T˜ (PA ⊗ 1R ρ˜AR P †A ⊗ 1R)− ω˜E ⊗ ρ˜R∣∣∣∣∣∣2
2
(5.74)
=
d2A
dA − 1 ‖ρ˜AR − piA ⊗ ρ˜R‖
2
2
∥∥ω˜cl
A’E
− piA’ ⊗ ω˜clE
∥∥2
2
(5.75)
=
d2
A
dA − 1
(
tr
(
ρ˜2AR
)− 1
dA
tr
(
ρ˜2R
))(
tr
(
(ω˜clA’E)
2
)− 1
dA
tr
(
ω˜2E
))
(5.76)
≤ (dA + 1) tr((ω˜clA’E)2) tr(ρ˜2AR)

d
2
A
− dA tr(ω˜
2
E)
tr((ω˜clA’E)2)
d2
A
− 1



d
2
A
− dA tr(ρ˜
2
R)
tr(ρ˜2AR)
d2
A
− 1

 .
(5.77)
As discussed in Section 2.2 both bracket terms are smaller or equal than one and we
get
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥21 ≤ (dA + 1) tr((ω˜clA’E)2) tr(ρ˜2AR).
(5.78)
We choose the σE and ζR hidden in the tildes of the above expression to minimize the
terms tr((ω˜cl
A’E
)2) and tr(ρ˜2
AR
) to obtain a bound in terms of the H2-entropy. Finally
we take the square root on both sides and apply the Jensen inequality. This reveals
that
1
dA!
∑
PA∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥1 ≤
√
(dA + 1) 2
−H2(A|R)ρ−H2(A’|E)(ωcl).
(5.79)
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Chapter 6
Decoupling with 2-wise almost
independent families of
permutations
In the last chapter we dealt with an analogue of the decoupling theorem valid for
CQ-states. It is now interesting to obtain a classical version of the results of Chapter
3. There the decoupling behavior of unitary almost 2-designs is discussed. But what
is the classical analogue of a unitary almost 2-design? In this chapter’s first section
we introduce 2-wise almost independent families of permutations and show how they
can be understood as a classical analogue of a unitary almost 2-design. Afterwards
we generalize the versions of the decoupling theorem for CQ-states obtained in
the previous chapter and formulate a result similar to the “General Leftover Hash
Lemma” (Lemma 2 in [21]). But instead of taking the average over a family of
almost hash functions as is done in the latter, we average over almost independent
permutations.
6.1 Almost independent families of permutations
The concept of k-wise independent permutations has been receiving an increasing
amount of interest in the computer science literature (see [13] for an overview).
Loosely speaking a family of permutations is called k-wise almost independent if for
any element P chosen uniformly at random from that family and any k different input
values x1, ..., xk the distribution Px1, ..., Pxk is almost uniform. For our purposes it
will be interesting to consider pairwise independent permutations, nevertheless we
state the definitions for any k to emphasize the relation to unitary k-designs. In [12]
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a construction of a family of k-wise almost independent permutations is given for any
k.
Definition 12. (Statistical Distance [12]) Let D1 and D2 be two probability distri-
butions defined over a finite set Ω. The statistical distance of D1 and D2 is defined
to be
||D1 −D2||1 :=
∑
ω∈Ω
|D1(ω)−D2(ω)|
D1 and D2 are called ε-close in statistical distance if ||D1 −D2||1 ≤ ε.
Note that for two classical density operator ρ =
∑
iD1(i)|i〉〈i| and σ =∑
iD2(i)|i〉〈i| the trace distance introduced in the preliminaries and the statistical
distance of the corresponding distributions D1 and D2 coincide. Thus the trace dis-
tance can be viewed as a quantum generalization of the statistical distance, which
justifies the above notation for the statistical distance with the “Schatten 1-norm”.
If two probability distributions are ε-close in statistical distance the maximum dif-
ference between the probabilities of an arbitrary event with respect to the different
distributions is smaller or equal than ε. We denote with P the family of all bijective
functions
P : {0, 1}n → {0, 1}n. (6.1)
Definition 13. (k-wise ε-dependent family of permutations [12]) Let n, k ∈ N and
let [Nk] be the set of all k-tuples of distinct n-bit strings. Furthermore let F ⊂ P
be a family of permutations and ε ≥ 0. The family F is called k-wise ε-dependent if
for every k-tuple (x1, ..., xk) ∈ [Nk] and P chosen uniformly at random from F , the
distribution on [Nk] induced via (Px1, ..., Pxk) is ε-close to the uniform distribution
on [Nk]. A k-wise 0-dependent family of permutations is called k-wise independent.
As already mentioned, in our setup pairwise almost independent permutations will
be most relevant; similarly to the fact that we dealt with unitary almost 2-designs
in Chapter 3. To reveal the relation between the definitions of almost independent
permutations and unitary almost 2-designs (Definition 8) it is convenient to reformu-
late the above Definition 13 in terms of density operators. For this we first introduce
some new notation. In analogy to Definition 6 we have:
Definition 14. For F ⊂ P and any ρ ∈ L(H⊗k) we define the functions:
PW (ρ) :=
∑
P∈F
1
|F|P
⊗kρ(P †)⊗k
PH(ρ) :=
∑
P∈P
1
|P|P
⊗kρ(P †)⊗k.
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Note that in the above definition F is a subset of P and not of P as in Definition
13. We will see after some further definitions how this can be understood. To compare
the distance of two maps we introduce a classical version of the diamond norm:
Definition 15. Fix an orthonormal basis {|i〉}i=1,...,dA for HA and an orthonormal
basis for L(HE). Let ρA ∈ L(HA) be classical with respect to the fixed basis of HA.
Let TA→E be a linear map from L(HA) to L(HE) that preserves the diagonal structure
of the input state (i.e. it is classical). The classical diamond norm of TA→E is defined
to be:
||TA→E||cl⋄ := maxρA
||TA→E(ρA)||1
||ρA||1
.
The notion of “classicality” is basis dependent. Thus the above is not a good norm
in the sense of operator norms. Nevertheless once a basis is chosen it can be seen as
a classical analogue of the diamond norm. Moreover note that there is no notion of
“entanglement” in the classical case, such that one can leave out the tensoring with
the operator identity typical for the diamond norm in this case without changing
the value of the norm. Finally we state an alternative definition of a k-wise almost
independent family of permutations.
Definition 16. Let PW and PH be as in Definition 14. PW is called an ε-almost
k-wise independent family of permutations if and only if
||PW −PH ||cl1 ≤ ε.
This definition strongly resembles the definition of a unitary ε-almost k-design.
Indeed one can see it as a classical motivation for the quantum mechanical definition
of an almost k-design. In the next subsection we proof the consistency of the two
different definitions of almost independent families of permutations (Definitions 13
and 16), i. e. we show that PW is an ε-almost k-wise independent family of permuta-
tions (with respect to Defition 16) if and only if the underlying set F is k-wise almost
independent (according to Defintion 13). Afterwards in a short subsection we give a
concrete example of pairwise independent family of permutations.
6.1.1 Proving the equivalence of the two different views on
almost independent families of permutations
For the proof we consider the case of pairwise independent families of permutations
but the discussion can be generalized to k > 2 in a straight forward manner.
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Assume that F is an ε-almost independent family of permutations according to Defi-
nition 13. We now that choosing a permutation uniformly at random from F induces
a probability distribution on [N2] that is close to the uniform one. Formalizing this
statement, we get∑
ω∈[N2]
|Prob
P∈F
[(Px1, Px2) = ω]− Prob
P∈P
[(Px1, Px2) = ω] | ≤ ε ∀ (x1, x2) ∈ [N2],
(6.2)
where Prob
P∈F
[(Px1, Px2) = ω] denotes the probability that choosing P ∈ F uniformly
at random for a fixed element (x1, x2) ∈ [N2] we get (Px1, Px2) = ω. Similarly
Prob
P∈P
[(Px1, Px2) = ω] is defined but in this case P is chosen uniformly at random
from P. Note that Prob
P∈P
[(Px1, Px2) = ω] is constant and thus corresponds to the
uniform distribution over [N2]. The above can be translated into the language of
quantum mechanics introducing the classical density operators ρ and σ with
ρ :=
∑
ω∈[N2]
Prob
P∈F
[(Px1, Px2) = ω] |ω〉〈ω| (6.3)
σ :=
∑
ω∈[N2]
Prob
P∈P
[(Px1, Px2) = ω] |ω〉〈ω|. (6.4)
and equation (6.2) is equivalently rewritten as
||ρ− σ||1 ≤ ε ∀ (x1, x2) ∈ [N2] (6.5)
since the Schatten 1-norm of some matrix is given by the sum of the absolute eigen-
values of this matrix. To represent a classical n-bit string in a quantum mechanical
language, we enumerate each bit string of length n by a number i ∈ {1, ..., 2n}. Then
we choose the canonical basis {ei}i∈{1,...,2n} of a 2n-dimensional Hilbert space H and
identify the i-th bit-string with the i-th basis vector. As a result to each of the (2n)!
permutations in P corresponds a unique permutation operator in P. The vector |ω〉
is an element of a bipartite Hilbert space, because ω = (y1, y2) ∈ [N2] and each yi
corresponds to an element of the canonical basis of H.
Strictly speaking the density operator ρ defined in equation (6.3) should have an in-
dex (x1, x2) since it is dependent on the “input” (x1, x2). We will keep this fact in
mind. Let e1 and e2 be the quantum mechanical representations of the strings x1, x2.
We can rewrite ρ with a slight abuse of notation as
ρ =
∑
ω∈[N2]
Prob
P∈F
[(Px1, Px2) = ω] |ω〉〈ω| (6.6)
=
∑
ω∈[N2]
Prob
P∈F
[(P ⊗ P )|e1〉 ⊗ |e2〉 = |ω〉] |ω〉〈ω|. (6.7)
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The set F is meant to be once a subset of P and once of P. But since there is a
one to one correspondence between the elements of these sets as described above, the
notation is still well defined. Furthermore we have
∑
ω∈[N2]
Prob
P∈F
[(P ⊗ P )|e1〉 ⊗ |e2〉 = |ω〉] |ω〉〈ω|
=
∑
ω∈[N2]

 ∑
P∈F
(P⊗P )|e1〉⊗|e2〉=|ω〉
1
|F|

 |ω〉〈ω| (6.8)
=
∑
ω∈[N2]

 ∑
P∈F
(P⊗P )|e1〉⊗|e2〉=|ω〉
1
|F| (P ⊗ P )|e1 ⊗ e2〉〈e1 ⊗ e2|(P ⊗ P )
†

 (6.9)
=
∑
P∈F
1
|F| (P ⊗ P )|e1 ⊗ e2〉〈e1 ⊗ e2|(P ⊗ P )
†. (6.10)
An identical calculation shows that
σ =
∑
P∈P
1
|P| (P ⊗ P )|e1 ⊗ e2〉〈e1 ⊗ e2|(P ⊗ P )
† (6.11)
and reveals that the condition (6.2) is equivalent to
||PW (|e1 ⊗ e2〉〈e1 ⊗ e2|)− PH(|e1 ⊗ e2〉〈e1 ⊗ e2|)||1 ≤ ε ∀ |e1 ⊗ e2〉; e1 6= e2,
(6.12)
where the functions PW and PH are as in Definition 14 for k = 2. If F (or in other
words PW ) is a pairwise almost independent family of permutations according to
Definition 16, then the derivation of equation (6.12) implies that it is also such a
family with respect to Definition 13. On the other hand if F is a pairwise almost
independent family of permutations according to Definition 13 statement (6.12) is
always valid. Then for any bipartite classical density operator with
∑
i,j pij ≤ 1
ζ :=
∑
i,j
pij |ij〉〈ij| (6.13)
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by several applications of the triangle inequality one gets that
||PW (ζ)− PH(ζ)||1
=
∣∣∣∣∣
∣∣∣∣∣
∑
i,j
pij
(PW (|ij〉〈ij|)−PH(|ij〉〈ij|))
∣∣∣∣∣
∣∣∣∣∣
1
(6.14)
≤
∣∣∣∣∣
∣∣∣∣∣
∑
i 6=j
pij
(PW (|ij〉〈ij|)− PH(|ij〉〈ij|))
∣∣∣∣∣
∣∣∣∣∣
1
+
∣∣∣∣∣
∣∣∣∣∣
∑
i
pii
(PW (|ii〉〈ii|)−PH(|ii〉〈ii|))
∣∣∣∣∣
∣∣∣∣∣
1
(6.15)
≤
∑
i 6=j
pij ||PW (|ij〉〈ij|)− PH(|ij〉〈ij|)||1 +
∑
i
pii ||PW (|ii〉〈ii|)−PH(|ii〉〈ii|)||1 (6.16)
≤
∑
i 6=j
pij ε+
∑
i
pii ||PW (|ii〉〈ii|)−PH(|ii〉〈ii|)||1 (6.17)
To bound the first term of (6.16) we used the inequality (6.12) directly. But the
second summand has to be bound separately since for (6.12) we require the condition
i 6= j. We do this with a short reformulation, whereby we introduce an arbitrary
element of the basis |j〉 6= |i〉:
||PW (|ii〉〈ii|)−PH(|ii〉〈ii|)||1
=
∣∣∣∣∣
∣∣∣∣∣
∑
P∈F
1
|F| (P ⊗ P )|ii〉〈ii|(P ⊗ P )
† −
∑
P∈P
1
|P| (P ⊗ P )|ii〉〈ii|(P ⊗ P )
†
∣∣∣∣∣
∣∣∣∣∣
1
(6.18)
=
∣∣∣∣∣
∣∣∣∣∣
∑
P∈F
1
|F| P |i〉〈i|P
† −
∑
P∈P
1
|P| P |i〉〈i|P
†
∣∣∣∣∣
∣∣∣∣∣
1
(6.19)
=
∣∣∣∣∣
∣∣∣∣∣
∑
P∈F
1
|F| P |i〉〈i|P
†
(∑
k
〈k|P |j〉〈j|P †|k〉
)
−
∑
P∈P
1
|P| P |i〉〈i|P
†
(∑
k
〈k|P |j〉〈j|P †|k〉
)∣∣∣∣∣
∣∣∣∣∣
1
(6.20)
=
∣∣∣∣∣
∣∣∣∣∣tr2
(∑
P∈F
1
|F| (P ⊗ P )|ij〉〈ij|(P ⊗ P )
† −
∑
P∈P
1
|P| (P ⊗ P )|ij〉〈ij|(P ⊗ P )
†
)∣∣∣∣∣
∣∣∣∣∣
1
(6.21)
≤
∣∣∣∣∣
∣∣∣∣∣
∑
P∈F
1
|F| (P ⊗ P )|ij〉〈ij|(P ⊗ P )
† −
∑
P∈P
1
|P| (P ⊗ P )|ij〉〈ij|(P ⊗ P )
†
∣∣∣∣∣
∣∣∣∣∣
1
(6.22)
≤ ε (6.23)
In equation (6.20) both bracket terms are equal one and there exists always a vector
|j〉 6= |i〉 (in all nontrivial cases). With the partial trace in (6.21) we mean that we
trace out the second system and we use the monotonicity of the trace distance under
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TPCPM for the following inequality. We plug this result into equation (6.17) to find
||PW (ζ)− PH(ζ)||1 ≤
∑
i 6=j
pij ε+
∑
i
pii ε (6.24)
≤ ε. (6.25)
If F is a pairwise ε-almost independent family of permutations according to Definition
13 inequality (6.12) is satisfied and subsequently (6.25) is valid for any classical ζ .
This implies that F is an ε-almost independent family with respect to Definition 16,
which concludes the proof of the equivalence of the two different definitions.
6.1.2 An exemplary pairwise independent family of permu-
tations
We would like to give a concrete example of a family of pairwise independent
permutations. Choose the set {0, 1}n of n-bit strings. Give it the structure of a field,
GF (2n), introducing the entrywise addition and multiplication operations (mod 2).
Proposition: The family F := {Pa,b | a, b ∈ GF (2n) ∧ a 6= 0} of permuta-
tions defined via
Pa,b : GF (2
n)→ GF (2n)
x 7→ Pa,b(x) := a · x+ b
is pairwise independent.
First note that if choosing x1, x2 ∈ GF (2n) with x1 6= x2 they are mapped to
distinct elements y1 := Pa,b(x1) and y2 := Pa,b(x2) by any element of the family
F . This is because we have by assumption that a 6= 0 and the addition in a field
is a bijective map. Thus the maps Pa,b can be seen as maps from [N2] into itself.
Choosing (a, b) uniformly at random from (GF (2n)− {0})×GF (2n) corresponds to
the choice of a permutation uniformly at random from F . To see that the induced
distribution on [N2] is uniform, we check that for any input (x1, x2) ∈ [N2] each pair
(y1, y2) is hit with equal probability:
a · x1 + b = y1 (6.26)
a · x2 + b = y2 (6.27)
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This is equivalent to (
x1 1
x2 1
)
·
(
a
b
)
=
(
y1
y2
)
, (6.28)
where the condition x1 6= x2 implies that
det
(
x1 1
x2 1
)
6= 0. (6.29)
Thus for any (y1, y2) ∈ [N2] there exists a unique Pa,b ∈ F with
Pa,b(x1) = y1 (6.30)
Pa,b(x2) = y2 (6.31)
which implies that the induced distribution is uniform.
6.2 CQ-decoupling theorem for pairwise ε-
dependent families of permutations
We generalize the CQ-decoupling theorem for the partial trace derived in Section
5.3 in the sense that we only average over a ε-almost pairwise independent family of
permutations. This can be seen as an example. It is also possible to generalize the
results of the Sections 5.4 and 5.5 in the same sense but we won’t do that explicitly
since the derivations strongly resemble this chapter’s discussion.
Theorem: (CQ-Decoupling Theorem for the Partial Trace) Let ρAR be classi-
cal on HA with respect to {|i〉}i=1,...,dA and let A = (A1A2) be a composite system,
then the average distance from uniform is given by
1
|F|
∑
PA∈F
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣1
≤
√
dA1
(
dA − dA2
dA − 1 + 4εdA
)
2−H2(A|R)ρ ,
where the average goes over a family F of pairwise ε-almost independent permutation
operators, which act by permuting the basis vectors of {|i〉}i=1,...,dA.
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By an application of (5.53) we get that
1
|F|
∑
PA∈F
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣21
≤ dA1
1
|F|
∑
PA∈F
∣∣∣∣trA2(PA ⊗ 1R ρ˜AR P †A ⊗ 1R)− piA1 ⊗ ρ˜R∣∣∣∣22 (6.32)
= dA1
1
|F|
∑
PA∈F
tr
(
trA2(PA ⊗ 1R (ρ˜AR − piA ⊗ ρ˜R) P †A ⊗ 1R)2
)
(6.33)
= dA1
1
|F|
∑
PA∈F
tr
((
(PA ⊗ 1R)⊗2(ρ˜AR − piA ⊗ ρ˜R)⊗2(P †A ⊗ 1R)⊗2
)
(1A2A’2 ⊗FA1A’1)⊗ FR
)
.
(6.34)
The (indefinite) operator ρ˜AR − piA ⊗ ρ˜R has CQ-structure. It can be written as
ρ˜AR − piA ⊗ ρ˜R =
∑
i
|i〉〈i|A ⊗ ρ˜[i]R −
∑
i
|i〉〈i|A ⊗ 1
dA
ρ˜R (6.35)
=
∑
i
|i〉〈i|A ⊗
(
ρ˜
[i]
R − 1
dA
ρ˜R
)
(6.36)
=:
∑
i
|i〉〈i|A ⊗ µ˜[i]R . (6.37)
Then (omitting the pre-factor) equation (6.34) becomes
1
|F|
∑
PA∈F
tr
((
(PA ⊗ 1R)⊗2 (ρ˜AR − piA ⊗ ρ˜R)⊗2 (P †A ⊗ 1R)⊗2
)
(1A2A’2 ⊗FA1A’1)⊗ FR
)
=
1
|F|
∑
i,j
∑
PA∈F
tr
((
PA|i〉〈i|AP †A ⊗ PA’|j〉〈j|A’P †A’
)⊗ µ˜[i]R ⊗ µ˜[j]R’ (1A2A’2 ⊗ FA1A’1)⊗FR)
(6.38)
=
∑
i,j
tr
((
(PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’)⊗ µ˜[i]R ⊗ µ˜[j]R’
)
(1A2A’2 ⊗FA1A’1)⊗ FR
)
+
∑
i,j
tr
(
PH(|i〉〈i|A ⊗ |j〉〈j|A’)⊗ µ˜[i]R ⊗ µ˜[j]R’ (1A2A’2 ⊗ FA1A’1)⊗ FR
)
. (6.39)
We added and subtracted the term PH(|i〉〈i|A⊗|j〉〈j|A’) in the last step. This allows for
an application of the defining property of the ε-almost pairwise independent family
of permutations in the first term of (6.39). The second term in equation (6.39) is
bounded in Section 5.3. As was already the case when we considered decoupling with
ε-almost unitary 2-designs, this term corresponds to taking the average over the whole
group. Thus in our case it is just one of the intermediate equations in the derivation
of the CQ-Decoupling Theorem for Partial Trace. We will add the contribution of
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the second term in the end of the derivation but now we focus our attention to the
first term. A short reformulation shows that∑
i,j
tr
((
(PW − PH)(|i〉〈i|A ⊗ |j〉〈j|A’)⊗ µ˜[i]R ⊗ µ˜[j]R’
)
(1A2A’2 ⊗ FA1A’1)⊗ FR
)
=
∑
i,j
tr ((PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗ FA1A’1)) tr
(
µ˜
[i]
R ⊗ µ˜[j]R’ FR
)
(6.40)
=
∑
i,j
tr ((PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗ FA1A’1)) tr
(
µ˜
[i]
R µ˜
[j]
R
)
. (6.41)
We bound the trace term with the Schatten 1-norm to find that
tr ((PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗ FA1A’1))
≤ ||(PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗ FA1A’1)||1 (6.42)
≤ ||(PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’)||1 ||(1A2A’2 ⊗ FA1A’1)||∞ (6.43)
= ||(PW − PH)(|i〉〈i|A ⊗ |j〉〈j|A’)||1 (6.44)
≤ ε. (6.45)
For the last step we used the fact that PW constitutes an ε-almost pairwise inde-
pendent family of permutations together with the results of the discussion of Section
6.1.1. In a similar manner one shows that
(−ε) ≤ tr((PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗ FA1A’1)). (6.46)
To see where the upper bound and where the lower bound is required we write out
the µ˜
[i]
R and µ˜
[j]
R in equation (6.41) and get∑
i,j
tr ((PW − PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗ FA1A’1)) tr
(
µ˜
[i]
R µ˜
[j]
R
)
=
∑
i,j
tr ((PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗FA1A’1)) tr
(
ρ˜
[i]
R ρ˜
[j]
R
)
− 1
dA
∑
i,j
tr ((PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗FA1A’1)) tr
(
ρ˜
[i]
R ρ˜R
)
− 1
dA
∑
i,j
tr ((PW −PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗FA1A’1)) tr
(
ρ˜R ρ˜
[i]
R
)
+
1
d2A
∑
i,j
tr ((PW − PH)(|i〉〈i|A ⊗ |j〉〈j|A’) (1A2A’2 ⊗ FA1A’1)) tr (ρ˜R ρ˜R’) (6.47)
≤ ε ·
∑
i,j
tr
(
ρ˜
[i]
R ρ˜
[j]
R
)
+ ε · 2
dA
∑
i,j
tr
(
ρ˜
[i]
R ρ˜R
)
+ ε · 1
d2A
∑
i,j
tr (ρ˜R ρ˜R) (6.48)
= 4ε · tr (ρ˜R ρ˜R). (6.49)
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Equation (6.49) makes use of the CQ-structure of ρAR. Note that the partial trace
ρ˜R of ρ˜AR is given by ρ˜R =
∑
i ρ˜
[i]
R . An application of the Cauchy-Schwarz inequality
shows that
tr
(
ρ˜2R
)
= tr (ρ˜AR ⊗ 1A’ ρ˜A’R ⊗ 1A) (6.50)
≤
√
tr ((ρ˜AR ⊗ 1A’)2) tr ((ρ˜A’R ⊗ 1A)2) (6.51)
= dA tr
(
ρ˜2
AR
)
. (6.52)
This bound is very bad since it does not use the given CQ-structure of ρ˜AR but until
now, I was not able to find a significantly better bound (i.e. a bound that does not
involve any dimension factors). With equation (6.49) this yields a bound on the first
term of (6.39)
∑
i,j
tr
((
(PW − PH)(|i〉〈i|A ⊗ |j〉〈j|A’)⊗ µ˜[i]R ⊗ µ˜[j]R’
)
(1A2A’2 ⊗ FA1A’1)⊗ FR
)
≤ 4εdAtr
(
ρ˜2
AR
)
. (6.53)
The bound on the second term of (6.39) is
∑
i,j
tr
(
PH(|i〉〈i|A ⊗ |j〉〈j|A’)⊗ µ˜[i]R ⊗ µ˜[j]R’ (1A2A’2 ⊗ FA1A’1)⊗FR
)
≤ dA − dA2
dA − 1 tr
(
ρ˜2
AR
)
.
(6.54)
We conclude taking together both results that
1
|F|
∑
PA∈F
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣21
≤ dA1
(
dA − dA2
dA − 1 tr
(
ρ˜2
AR
)
+ 4εdAtr
(
ρ˜2
AR
))
. (6.55)
As always one adjusts the ζR in ρ˜
2
AR
to get the H2-entropy. Then the square root is
taken on both sides followed by an application of the Jensen inequality to find that
1
|F|
∑
PA∈F
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣1
≤
√
dA1
(
dA − dA2
dA − 1 + 4εdA
)
2−H2(A|R)ρ . (6.56)
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Chapter 7
Decoupling Quantum States with
Permutation Operators
The aim of this chapter is to understand whether permutations operators can be used
for decoupling applications in a quantum context. We would like to generalize the
discussion of Chapter 5 dropping the assumption that the state of the system has
CQ-structure.
This chapter requires a solid understanding of the representation theory of the sym-
metric group Sd. An introduction to this topic is beyond the scope of this project
but can be found in [18].
7.1 The general setup
Instead of bounding the term∫
U(A)
∥∥T (UA ⊗ 1R ρAR U †A ⊗ 1R)− ωE ⊗ ρR∥∥1dU (7.1)
as is done in the Decoupling Theorem, one might be interested in an upper bound on
expressions of the type
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R ρAR P †A ⊗ 1R)− ωE ⊗ ρR∥∥1. (7.2)
It turns out that for arbitrary ρAR and TA→E the computational effort required for
the solution of this problem is big. Moreover the occurring bounds are difficult to
interpret in terms of entropies. Nevertheless the presented method is general in the
sense that it can be used to obtain upper bounds on (7.2) for any ρAR and any TA→E.
It even allows to bound the distance from states different than ωR ⊗ ρR. Generally
the calculations in this section will be very close to the calculations done in the proof
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of the Decoupling Theorem. Conceptually we therefore can follow the discussion of
Chapter 2. We will study three variations of formula (7.2) in this thesis, which we
consider to be interesting. The first one shows how much classicalizing a map can be
made by a pre-concatenation of a permutation operator. We prove
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R (ΦAR − TAR) P †A ⊗ 1R)∥∥1 ≤
√
dA
dR − 1
dA − 1 2
−Hmin(A’|E)ω ,
where we define ΦAR :=
1
dR
∑dR
i,j |i〉〈j|A ⊗ |i〉〈j|R and TAR := 1dR
∑dR
i |i〉〈i|A ⊗ |i〉〈i|R.
The second one is an important special case of a general decoupling theorem with
permutations. There we bound
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R (ΦAR − piAR) P †A ⊗ 1R)∥∥1 ≤
√
2
d2A
dR
dR − 1
dA − 1 2
−Hmin(A’|E)ω ,
where ΦAR is defined as above and piAR :=
1
d2R
∑dR
i,j |i〉〈i|A ⊗ |j〉〈j|R. Finally we gen-
eralize on the discussion of Section 5.2 dropping the assumption that the A system
is classical. This provides us with a geralization of the Hash Lemma (as stated for
instance in [21]) to the fully quantum context. We obtain that
1
|P|
∑
P∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣1 ≤
√
2 dA1 2
−Hmin(A|R)ρ .
The structure of the derivations is as always. We first derive “decoupling lemmata”,
where instead of the Schatten 1-norm, the above expressions contain the Schatten 2-
norm. Then we use the Ho¨lder inequality to go to the Schatten 1-norm and to obtain
bounds in terms of entropic quantities. Finally the Jensen Inequality is applied and
we lower bound the different entropies with the Hmin-entropy. Since we would like
to study two different special cases we keep the discussion completely general for the
moment. We will specialize to the above cases as soon as this becomes necessary. To
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keep the discussion general we introduce the hermitian operator λAR and write
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R λAR P †A ⊗ 1R)∥∥22
=
1
|P|
∑
P∈P(A)
tr
(T (PA ⊗ 1R λAR P †A ⊗ 1R)2) (7.3)
=
1
|P|
∑
P∈P(A)
tr
(T ⊗2 ((PA ⊗ 1R)⊗2 (λAR)⊗2 (P †A ⊗ 1R)⊗2) FER) (7.4)
=
1
|P|
∑
P∈P(A)
tr
(
(λAR)
⊗2 ((P †
A
)⊗2(T †)⊗2[FE](PA)⊗2
)⊗ FR) (7.5)
= tr

(λAR)⊗2 1|P|
∑
P∈P(A)
(
(P †A)
⊗2(T †)⊗2[FE](PA)⊗2
)⊗ FR

 . (7.6)
The evaluation of the term
∑
P∈P(A)
(
(P †
A
)⊗2(T †)⊗2[FE](PA)⊗2
)
=
∑
P∈P(A)
(
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2
)
(7.7)
constitutes the major part of this chapter and is performed in the following section.
7.2 The mathematical backbone for decoupling
theorems with permutations
This section is partitioned in five subsections in which we present different ingredients,
which taken together will allow us to calculate
∑
P∈P(A) (PA)
⊗2(T †)⊗2[FE](P †A)⊗2. The
first subsection introduces some basic notions from representation theory and shows
how they are related to our problem. The following three subsections deal with the
analysis of the commutant of a given representation and specialize this to our con-
crete example. In the last subsection we compute
∑
P∈P(A) (PA)
⊗2(T †)⊗2[FE](P †A)⊗2.
The rest of this chapter is then organized in two further sections, “Distance from
classicality” and “Decoupling with permutation operators”, in which we apply the
result of this section.
7.2.1 Basics from representation theory
As already mentioned in the beginning an introduction to the area of representation
theory cannot be given in this thesis. Nevertheless it is inevitable to introduce some
notational conventions and fix the terminology of the following subsections.
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Any element σ of the symmetric group Sd can be written in cycle notation. There,
a permutation is represented by a sequence of cycles (...) (...) ... (...) with each cycle
containing a sequence of elements of {1, ..., d}. Each entry of a cycle is mapped by
the corresponding permutation to the following entry in the cycle. The last entry
of a cycle is mapped to its first one. For instance the cycle (i j k) corresponds to a
permutation in S3 that maps i to j, j to k and k back to i. For a given permutation one
can count the different cycles in it. We call the tuple
(
(1)k1, (2)k2, ..., (d)kd
)
the cycle
structure of a permutation with k1 cycles of length one, k2 cycles of length two etc.
Note that the integers ki are constrained to satisfy
∑
i iki = d. It is easy to show that
the cycle structure of some permutation in Sd is invariant under the conjugation of
this permutation with an arbitrary element of Sd. Two permutations are in the same
conjugacy class if and only if their cycle structure is the same. It is therefore possible
to label the conjugacy classes of Sd by tuples
(
(1)k1 , (2)k2, ..., (d)kd
)
. Furthermore,
we call a non increasing sequence of natural numbers λ = (λ1 ≥ λ2 ≥ ... ≥ λn) with∑n
i λi = d a partition of d. From the above labeling of conjugacy classes of Sd we see
that it is alternatively possible to label these classes via partitions of d. A function
from a group into some field which is constant on each conjugacy class of that group
is called a class function.
An extremely important concept in Quantum Mechanics is the one of representing
the action of some group (as for example Sd) on a vector space.
Definition 17. (Representation) Let V be a d-dimensional C-vector space. A (linear)
representation of a group G is a group homomorphism
X : G→ Gl(V )
g 7→ X(g),
where with Gl(V ) we denote the General Linear Group of invertible linear maps from
V onto itself.
In our context it will often be sufficient to fix a basis for V and think of the
representation as attaching to each group element an invertible d × d - matrix. This
type of representations will be called matrix representations. We have already seen the
defining representation of the group Sd, which can be seen as a matrix representation
assigning to each element σ ∈ Sd the corresponding permutation operator P (σ) (see
Definition 9) via
P : Sd → Gl(d× d,C)
σ 7→ P (σ),
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where with Gl(d×d,C) we denote the group of invertible d×d - matrices. Another in-
teresting representation is the swap representation of S2. For V being a d-dimensional
vector space one defines
S : S2 → Gl(V ⊗ V )
σ 7→ S(σ) :=
{
1 if σ = e
F otherwise
where we wrote e for the neutral element of S2 and F is the swap operator on V ⊗V .
In our concrete setup the following representation will be of particular interest. We
denote by Sd × S2 the group of pairs of elements from Sd and S2 and define for
d-dimensional V the representation
R : Sd × S2 → Gl(V ⊗ V )
(σ, pi) 7→ R((σ, pi)) := (P (σ)⊗ P (σ), S(pi)),
where the pair (P (σ)⊗ P (σ), S(pi)) acts on V ⊗ V by multiplication: For |i〉 ⊗ |j〉 ∈
V ⊗ V one has
(P (σ)⊗ P (σ), S(pi))(|i〉 ⊗ |j〉) := (P (σ)⊗ P (σ)) · S(pi)(|i〉 ⊗ |j〉). (7.8)
Since the actions of P (σ)⊗P (σ) and S(pi) commute the representation is well defined.
Later we will decompose this representation into irreducible representations of Sd×S2.
For this it is convenient to label the irreducible representations of Sd using partitions of
d. (The irreducible representations are in one to one correspondence to the conjugacy
classes of Sd.) For example we will write pi(d−1,1) for the irreducible representation pi
of Sd belonging to the partition (d − 1, 1) (or the Young Frame with d − 1 boxes in
the first row and one box in the second one).
For a given representation we define its “character” and its “commutant”. Thess
objects will be of interest for our problem.
Definition 18. (Character [18]) Given a representation X of G on a C-vectorspace,
the character of X is a map
χ : G→ C
g 7→ χ(g) := tr(X(g)),
where the trace is taken of one of the matrices representing the map X(g).
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The characters are well defined since two different matrices A, B representing the
same linear map from V into iself are related via B = S A S−1 for some fixed S.
Therefore tr(B) = tr(A). From the definition it is also clear that characters are class
functions.
Definition 19. (Commutant [18]) Let Mat(d×d,C) be the set of all d×d - matrices
with complex entries and let Gl(d × d,C) ⊂ Mat(d × d,C) be the subset of invert-
ible matrices. For a matrix representation X : G→ Gl(d× d,C) the corresponding
commutant is
Com(X) = {T ∈ Mat(d× d,C) : T ·X(g) = X(g) · T ∀g ∈ G}.
From the definition it is evident that Com(X) has the structure of an algebra. We
now consider the term
∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2 =
∑
P∈P(A)
(PA)
⊗2
(∑
i,j
T †(|i〉〈j|A)⊗ T †(|j〉〈i|A’)
)
(P †A)
⊗2
(7.9)
and note that
∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2 ∈ Com(R). (7.10)
This is because for any (σ, pi) ∈ Sd × S2 we have that
R((σ, pi))

 ∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2

R((σ, pi))−1
= (P (σ)⊗ P (σ)) · S(pi)

 ∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2

S(pi)−1 · (P (σ)⊗ P (σ))−1
(7.11)
= (P (σ)⊗ P (σ))

 ∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2

 (P (σ)⊗ P (σ))† (7.12)
=
∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2. (7.13)
In equation (7.12) we used the fact that S(pi) is either the identity or the swap
operator. The invariance under the conjugation with the identity is trivial whereas
one can see from equation (7.9) that the whole sum is symmetric in the systems A and
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A′ and therefore it is also invariant under the conjugation with the swap operator.
Furthermore in equation (7.13) we used the fact that the summation takes place over
all permutation operators. If we multiply a permutation operator with another we still
get a permutation operator. The map that corresponds to the left multiplication with
a permutation operator is bijective. So the whole sum still goes over all permutation
operators.
Moreover the term (T †)⊗2[FE] is hermitian, such that
 ∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2


†
=
∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2 (7.14)
holds for the whole sum. We denote by Com(R)† the set of the hermitian matrices
in Com(R). This set has the structure of a vector space and∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2 ∈ Com(R)†. (7.15)
This property strongly restricts the possible results of the summation.
7.2.2 The structure of the commutant
We have seen that the commutant of the representation R, Com(R), is relevant in our
context. In this chapter we first analyze the structure of the commutant of a general
representation and then see what are the implications on Com(R).
It is a general fact in representation theory (Maschke’s Theorem) that any (finite
dimensional, unitary) representation of a finite group can be decomposed into a direct
sum of irreducible representations. In particular in case of a matrix representation
the matrix X(g) for any g ∈ G can be written as
X(g) =


X [1](g) 0 · · · 0
0 X [2](g) · · · 0
...
...
. . .
...
0 0 · · · X [i](g)

 (7.16)
in a basis which corresponds to the invariant subspaces. The matrices X [j](g) belong
to irreducible sub representations of X(g) and the block diagonal structure of X(g)
reflects the invariance of the corresponding irreducible subspaces. Thus for any matrix
representation there exists a basis in which it can be decomposed into
X =
⊕
i
mi X
(i), (7.17)
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where (in contrast to (7.16)) the X(i) are pairwise inequivalent and have multiplicity
mi. This fact together with several applications of the fundamental Schur Lemma
can be used to show the following theorem about the commutant of some matrix
representation.
Theorem: (Structure of the commutant ([18] page 26)) Let G be a finite
group and X be a (finite dimensional) matrix representation of G. Assume X
decomposes into inequivalent, irreducible representations as X =
⊕k
i mi X
(i) and X i
has dimension di, then
Com(X) = {
k⊕
i
(Mmi ⊗ 1di) | Mmi ∈ Mat(mi ×mi,C)}
The above theorem implies that the dimension of the commutant algebra Com(X)
only depends on the multiplicities of the irreducible representations occurring in the
decomposition of X . For us in the first place the commutant of R is interesting. The
dimension of Com(R) determines the amount of linearly independent matrices in this
algebra. We will try to write the term
∑
P∈P(A) (PA)
⊗2(T †)⊗2[FE](P †A)⊗2 as a linear
combination of basis vectors of Com(R)†. For this we first determine the dimension
dim (Com(R)) of Com(R). Finding then the dimension of Com(R)†, dim
(
Com(R)†
)
is straight forward.
7.2.3 The dimension of Com(R)†
We have seen that the dimension of the commutant Com(R) is determined by the
multiplicities of the irreducible representation in R. To obtain these multiplicities
we give an explicit decomposition of R into irreducible representations in terms of
characters. We write χλ for the character of the irreducible matrix representation
Xλ of Sd belonging to the conjugacy class λ. Since the irreducible representations
of Sd × S2 are given by all the tensor products of the irreducible representations
of Sd and S2 it is possible to label the characters of the irreducible representations
of Sd × S2 via χλ, µ where µ denotes a partition of 2 ([18], Theorem 1.11.3). The
character χλ, µ can explicitly be calculated to be χλ, µ = χλ χµ with χλ and χµ being
characters for Sd and S2 respectively.
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Claim: In the setup of the previous subsection with d ≥ 4, we have for the
character χR of R that
χR = 2 χ(d), (2) + 2 χ(d−1,1), (2) + χ(d−1,1), (1,1) + χ(d−2,1,1), (1,1) + χ(d−2,2), (2).
First we give a proof of this claim and afterwards we will see how this result can be
used to compute dim(Com(R)†). The characters of the irreducible representations of
a group form an orthonormal basis for the class functions of that group. The above
claim corresponds to an expansion of the class function χR into that basis. Since
generally the coordinates of any vector written in some basis are unique, we conclude
that if we can explicitly validate the above expansion, then that decomposition is
automatically unique. All characters are class functions and therefore it is sufficient
to check the claim on any conjugacy class of Sd × S2. We write a conjugacy class
in Sd in cycle notation labeling it with a :=
(
(1)k1 , (2)k2, ..., (d)kd
)
and a class in S2
with b :=
(
(1)l1, (2)l2
)
. One can reformulate the claim making the dependence of the
functions on the conjugacy classes explicit. Denoting with e the neutral element of
S2 we get
χR(a, b) = tr(P (a)⊗ P (a) · S(b)) (7.18)
= tr (P (a)⊗ P (a)) δbe + (1− δbe) tr (P (a)⊗ P (a) F) (7.19)
= tr (P (a))2 δbe + (1− δbe) tr
(
P (a)2
)
(7.20)
= k21δbe + (1− δbe) (k1 + 2 · k2). (7.21)
δbe is the function on S2 which is one on e and zero else. It can be easily rewritten in
terms of the characters of the irreducible representations of S2.
δbe =
1
2
(χ(2)(b) + χ(1,1)(b)) (7.22)
and
1− δbe = 1
2
(χ(2)(b)− χ(1,1)(b)), (7.23)
which implies that
χR(a, b) =
1
2
k21
(
χ(2)(b) + χ(1,1)(b)
)
+
1
2
(
χ(2)(b)− χ(1,1)(b)
)
(k1 + 2 · k2) . (7.24)
The characters on the right hand side of the claim
χ(d), (2), χ(d−1,1), (2), χ(d−1,1), (1,1), χ(d−2,1,1), (1,1), χ(d−2,2), (2)
73
can all be evaluated writing them out as products of characters of Sd and S2 and af-
terwards applying the Murnaghan-Nakayama rule ([18], Theorem 4.10.2) to calculate
χ(d), χ(d−1,1), χ(d−2,1,1) and χ(d−2,2).
It is a conceptually simple but partially elaborate task (see Appendix D) to obtain
χ(d)(a) = 1 (7.25)
χ(d−1,1)(a) = k1 − 1 (7.26)
χ(d−2,1,1)(a) =
1
2
(k1 − 1)(k1 − 2)− k2 (7.27)
χ(d−2,2)(a) =
1
2
k1(k1 − 3) + k2 (7.28)
using the Murnaghan-Nakayama rule. With this the right hand side of our claim
becomes
2 χ(d),(2)(a, b) + 2 χ(d−1,1),(2)(a, b) + χ(d−1,1),(1,1)(a, b) + χ(d−2,1,1),(1,1)(a, b) + χ(d−2,2),(2)(a, b)
=2 χ(d)(a) χ(2)(b) + 2 χ(d−1,1)(a) χ(2)(b) + χ(d−1,1)(a) χ(1,1)(b)
+χ(d−2,1,1)(a) χ(1,1)(b) + χ(d−2,2)(a) χ(2)(b) (7.29)
=2 χ(2)(b) + 2 (k1 − 1) χ(2)(b) + (k1 − 1) χ(1,1)(b) +
(
1
2
(k1 − 1)(k1 − 2)− k2
)
χ(1,1)(b)
+
(
1
2
k1(k1 − 3) + k2
)
χ(2)(b) (7.30)
=2 χ(2)(b) + 2 (k1 − 1) χ(2)(b) + (k1 − 1) χ(1,1)(b) +
(
1
2
(k1 − 1)(k1 − 2)
)
χ(1,1)(b)
+
(
1
2
k1(k1 − 3)
)
χ(2)(b) +
1
2
(
χ(2)(b)− χ(1,1)(b)
) · (2 k2) (7.31)
=2 χ(2)(b) + 2 (k1 − 1) χ(2)(b) + (k1 − 1) χ(1,1)(b) +
(
1
2
k21 −
3
2
k1 + 1
)
χ(1,1)(b)
+
(
1
2
k21 −
3
2
k1
)
χ(2)(b) +
1
2
(
χ(2)(b)− χ(1,1)(b)
) · (2 k2) (7.32)
=
1
2
(
χ(2)(b) + χ(1,1)(b)
)
k21 +
1
2
(
χ(2)(b)− χ(1,1)(b)
) · (2 k2)
+2k1 χ(2)(b) + k1 χ(1,1)(b)−
3
2
k1 χ(1,1)(b)−
3
2
k1 χ(2)(b) (7.33)
=
1
2
(
χ(2)(b) + χ(1,1)(b)
)
k21 +
1
2
(
χ(2)(b)− χ(1,1)(b)
) · (2 k2) + 1
2
(
χ(2)(b)− χ(1,1)(b)
)
k1.
(7.34)
Comparing this result with equation (7.24) concludes the proof of our claim.
Given the multiplicities in the decomposition of R into irreducible representations, we
now can apply the theorem about the structure of the commutant form the previous
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subsection. There exists some basis in which any matrix A ∈ Com(R) can be written
as
A =


M2×2 0 0 0 0
0 N2×2 ⊗ 1d−1 0 0 0
0 0 u 1d−1 0 0
0 0 0 v 1 1
2
(d−1)(d−2) 0
0 0 0 0 w 1 1
2
d(d−3)

 , (7.35)
where M2×2, N2×2 ∈ Mat(2× 2,C) and u, v, w ∈ C. Counting the free parameters in
A we conclude that Com(R) is a
2 · 2 + 2 · 2 + 1 + 1 + 1 = 11 (7.36)
dimensional, complex vector space. Moreover, we see from equation (7.35) that any
matrix A† ∈ Com(R)† can be written as
A† =


M †2×2 0 0 0 0
0 N †2×2 ⊗ 1d−1 0 0 0
0 0 u 1d−1 0 0
0 0 0 v 1 1
2
(d−1)(d−2) 0
0 0 0 0 w 1 1
2
d(d−3)

 , (7.37)
where this time the matrices M † and N † are hermitian 2 × 2 matrices and the pa-
rameters u, v, w are real. Thus Com(R)† is an eleven dimensional, real vector space.
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7.2.4 A basis for Com(R)†
Theorem: (Basis for Com(R)†) Let R be the representation defined in Subsection
7.2.1 and let d ≥ 4. We write |e〉 := ∑i |i〉. The following list of matrices forms a
basis for Com(R)†.
A1 =
∑
i
|i〉〈i| ⊗
∑
j
|j〉〈j| = 1⊗ 1
A2 =
∑
i,j
|i〉〈j| ⊗
∑
i,j
|i〉〈j| = |e〉〈e| ⊗ |e〉〈e|
A3 =
∑
i
|i〉〈i| ⊗
∑
i,j
|i〉〈j|+
∑
i,j
|i〉〈j| ⊗
∑
i
|i〉〈i| = 1⊗ |e〉〈e|+ |e〉〈e| ⊗ 1
A4 =
∑
i,j
|i〉〈j| ⊗ |i〉〈j| = d Φ
A5 =
∑
i,j
|i〉〈j| ⊗ |j〉〈i| = F
A6 =
∑
i
|i〉〈i| ⊗ |i〉〈i| = d T
A7 =
∑
i,j
|i〉〈i| ⊗ |i〉〈j|+
∑
i,j
|i〉〈i| ⊗ |j〉〈i|+
∑
i,j
|i〉〈j| ⊗ |i〉〈i|+
∑
i,j
|j〉〈i| ⊗ |i〉〈i|
A8 =
∑
i
|i〉〈e| ⊗ |i〉〈e|+
∑
i
|e〉〈i| ⊗ |e〉〈i|
A9 =
∑
i
|e〉〈i| ⊗ |i〉〈e|+
∑
i
|i〉〈e| ⊗ |e〉〈i|
A10 = i
(∑
i,j
|i〉〈i| ⊗ |i〉〈j| −
∑
i,j
|i〉〈i| ⊗ |j〉〈i|+
∑
i,j
|i〉〈j| ⊗ |i〉〈i| −
∑
i,j
|j〉〈i| ⊗ |i〉〈i|
)
A11 = i
(∑
i
|i〉〈e| ⊗ |i〉〈e| −
∑
i
|e〉〈i| ⊗ |e〉〈i|
)
From the structure of the matrices it is evident, that they all are hermitian.
Furthermore they are invariant under the conjugation with the swap operator.
Therefore they are in the commutant of the representation S (see Subsection 7.2.1).
Finally it is easy to see that each of the above matrices is invariant under conjugation
with P ⊗ P for any P ∈ P. Hence, we conclude
Ai ∈ Com(R)† ∀i. (7.38)
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In the previous subsection we have already seen that the dimension of Com(R)† is
11. Thus if the matrices are linearly independent, we know that the list is complete.
The linear independence is the only thing left to show to conclude the proof that
the {Ai}i∈{1,...,11} form a basis. For this we note that for any two hermitian matrices
A and B we have the Schmidt scalar product 〈A|B〉 = tr(A · B). We compute the
Gramian matrix G whose entries are Gij := 〈Aj|Ai〉 for the Schmidt scalar product.
This gives that
G =

d2 d2 2d2 d d d 4d 2d 2d 0 0
d2 d4 2d3 d2 d2 d 4d2 2d3 2d3 0 0
2d2 2d3 2d2 + 2d3 2d 2d 2d 4d+ 4d2 4d2 4d2 0 0
d d2 2d d2 d d 4d 2d2 2d 0 0
d d2 2d d d2 d 4d 2d 2d2 0 0
d d 2d d d d 4d 2d 2d 0 0
4d 4d2 4d+ 4d2 4d 4d 4d 12d+ 4d2 4d+ 4d2 4d+ 4d2 0 0
2d 2d3 4d2 2d2 2d 2d 4d+ 4d2 2d2 + 2d3 4d2 0 0
2d 2d3 4d2 2d 2d2 2d 4d+ 4d2 4d2 2d2 + 2d3 0 0
0 0 0 0 0 0 0 0 0 4d2 − 4d 4d2 − 4d
0 0 0 0 0 0 0 0 0 4d2 − 4d 2d3 − 2d2


,
(7.39)
where d is the dimension of the vector space V and thus d2 is the dimension of the
representation R. Later it will be useful to have G in block matrix form. We introduce
the matrices G1 and G2 such that
G =
(
G1 0
0 G2
)
(7.40)
as above. (The zeros in the above matrix now correspond to matrices.) Inverting the
matrices G1 and G2 depending on the dimension shows that
(G1)
−1 = 1
d(d − 1)(d − 2)(d − 3) ·

d2 − 3d + 1 1 −d+ 2 1 1 −d2 + d d− 1 −1 −1
1 1 −1 1 1 −6 2 −1 −1
−d+ 2 −1 1
2
(d − 1) −1 −1 2d −1
2
(d+ 1) 1 1
1 1 −1 d2 − 3d+ 1 1 −d2 + d d− 1 −d+ 2 −1
1 1 −1 1 d2 − 3d+ 1 −d2 + d d− 1 −1 −d+ 2
−d2 + d −6 2d −d2 + d −d2 + d d3 + d2 −d2 − d 2d 2d
d− 1 2 −1
2
(d+ 1) d− 1 d− 1 −d2 − d 1
4
d2 +
1
4
d+ 1 −1
2
(d + 1) −1
2
(d+ 1)
−1 −1 1 −d+ 2 −1 2d −1
2
(d+ 1)
1
2
(d− 1) 1
−1 −1 1 −1 −d+ 2 2d −1
2
(d+ 1) 1
1
2
(d− 1)


(7.41)
and
(G2)
−1 =
1
d(d− 1)(d− 2) ·
(
d
4
−1
2−1
2
1
2
)
(7.42)
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We conclude that the matrix G is invertible if and only if d ≥ 4. The fact that the
Gramian matrix of the list {Ai}i∈{1,...,11} is invertible for d ≥ 4 implies that the list
is linearly independent in this case. Then the list {Ai}i∈{1,...,11} constitutes a basis of
Com(R)†.
7.2.5 Evaluating the term
∑
P∈P(A) (PA)
⊗2(T †)⊗2[FE](P †A)⊗2
The previous subsections have shown that
∑
P∈P(A) (PA)
⊗2(T †)⊗2[FE](P †A)⊗2 is an ele-
ment of an 11-dimensional, real vector space. In addition the last subsection gave an
explicit basis for that space. We now expand
∑
P∈P(A) (PA)
⊗2(T †)⊗2[FE](P †A)⊗2 into
that basis. That is, we write
1
|P|
∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2 =
11∑
j
αjAj (7.43)
with real coefficients αk depending on T . We would like to have an explicit formula
for the coefficients in terms of (T †)⊗2[FE]. This can be achieved calculating
tr

 ∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2 · Ak

 = ∑
P∈P(A)
tr
(
(T †)⊗2[FE] · (P †A)⊗2Ak(PA)⊗2
)
(7.44)
=
∑
P∈P(A)
tr
(
(T †)⊗2[FE] · Ak
)
(7.45)
= |P| tr ((T †)⊗2[FE] · Ak) . (7.46)
Together with equation (7.43) this implies that
tr
(
(T †)⊗2[FE] · Ak
)
=
11∑
j
αj tr (AjAk) (7.47)
=
11∑
j
Gkj αj , (7.48)
where G is the Gramian matrix of the Schmidt scalar product of the Ak as in equation
(7.39). In the previous subsection we already calculated the inverse of the Gramian
matrix. We can use it to invert the above equation and to obtain the coefficients αk.
αj =
11∑
k
(G−1)jk tr
(
(T †)⊗2[FE] · Ak
)
. (7.49)
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Finally we can write
1
|P|
∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2 =
11∑
i,j
(G−1)ij tr
(
(T †)⊗2[FE] · Ai
) Aj. (7.50)
This is the core result of this section. The formula allows us to generally calculate
terms of the type (7.3) and thus provides the possibility to obtain decoupling lemmata
with permutation operators similar to the Decoupling Lemma of Section 2.1. Strictly
speaking this is valid only in dimensions higher than 3 and a similar discussion is
required to find such formulas in the case that d ∈ {1, 2, 3}. Evidently this cases are
easier to treat since the basis vector Ai can be “restricted” to lower dimensions. In
quantum information theory typically we are concerned with systems of high dimen-
sion (as for example in the discussion of the heat bath in Chapter 3) we therefore will
leave it with formula (7.50). Technically this formula is much more difficult to work
with than its unitary counterpart equation (2.12). Instead of two linearly independent
vectors that span the commutant algebra in the unitary case here we have eleven.
Hence, formula (7.50) contains 121 terms (of which many are zero corresponding to
the zero entries in the inverse Gramian matrix). This is the reason why we cannot
just write down a decoupling theorem with an easy upper bound in terms of physical
quantities. Instead, as already mentioned in the introduction to this chapter, we do
the computations for three interesting special cases.
7.3 Distance from classicality
This section aims at answering the question, whether or not a map TA→E can be made
classicalizing with a pre concatenation of a permutation operator. We note that for
a map TA→E and its classicalized version T clA→E one can write the Choi-Jamiolkowski
representation of T cl
A→E
as (see (5.5))
ωcl
A’E
= T cl
A→E
(ΦAA’) (7.51)
= TA→E(TAA’), (7.52)
For a fixed permutation operator P one can compare the Choi-Jamiolkowski repre-
sentations of the map TA→E ◦ P · and its classicalized version. If the distance of the
two Choi-Jamiolkowski representations is measured in some norm (for example the
Schatten 1-norm) this naturally implies a measure of distance on the set the cor-
responding maps: One can define the distance between two maps in some norm as
being the distance of the Choi-Jamiolkowski representations. If we use the Schatten
79
1-norm on the state space the induced norm on the set of maps is the ∆PRO norm (see
[6], Paragraph 4). With equation (7.52) (for dR = dA) the term∥∥T (PA ⊗ 1R (ΦAR − TAR) P †A ⊗ 1R)∥∥1
gives the distance between the Choi-Jamiolkowski representation of TA→E ◦ P · and
its classicalized version and can be interpreted as giving the ∆PRO-distance of the
corresponding maps. Our result has applications especially in coding theory. We
hope that it implies a classical one-shot coding theorem, similar to the quantum
coding theorems presented in [5]. We follow equation (7.6) and have
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R (ΦAR − TAR) P †A ⊗ 1R)∥∥22
= tr

(ΦAR − TAR)⊗2 1|P|
∑
P∈P(A)
(
(P †
A
)⊗2(T †)⊗2[FE](PA)⊗2
)⊗FR

 (7.53)
=
11∑
i,j
(G−1)ij tr
(
(T †)⊗2[FE] · Ai
)
tr
(
(ΦAR − TAR)⊗2 Aj ⊗ FR
)
(7.54)
Of the 121 summands in the above sum many are zero. The inverse Gramian matrix
G−1 has block diagonal structure (equation (7.40)). Hence any summand with (i, j) ∈
{1, ..., 9} × {10, 11} or (i, j) ∈ {10, 11} × {1, ..., 9} is zero. Therefore we can write
11∑
i,j
(G−1)ij tr
(
(T †)⊗2[FE] · Ai
)
tr
(
(ΦAR − TAR)⊗2 Aj ⊗ FR
)
(7.55)
=
9∑
i,j
(G−1)ij tr
(
(T †)⊗2[FE] · Ai
)
tr
(
(ΦAR − TAR)⊗2 Aj ⊗FR
)
+
∑
i,j∈{10,11}
(G−1)ij tr
(
(T †)⊗2[FE] · Ai
)
tr
(
(ΦAR − TAR)⊗2 Aj ⊗FR
)
. (7.56)
The operators A10 and A11 consist of a product of the imaginary unit and an anti-
symmetric matrix. They engender the imaginary part of
1
|P|
∑
P∈P(A)
(PA)
⊗2(T †)⊗2[FE](P †A)⊗2.
Considering equation (7.6) it is evident that in our setup, where we calculate a
norm (7.3) (and λAR is symmetric), these operators never can contribute. More
precisely, for i, j ∈ {10, 11} the second trace term in the summands of (7.56),
tr ((ΦAR − TAR)⊗2 Aj ⊗ FR) is zero, because the trace of a product of a symmetric
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and an antisymmetric matrix vanishes. Thus the operators A10 and A11 are irrel-
evant in our context. We stated them for completeness but, since we don’t expect
any contributions, after a blank line in Subsection 7.2.4. Moreover instead of working
with the full Gramian matrix it suffices to work with (G1)
−1, i. e.
11∑
i,j
(G−1)ij tr
(
(T †)⊗2[FE] · Ai
)
tr
(
(ΦAR − TAR)⊗2 Aj ⊗FR
)
=
9∑
i,j
(G1
−1)ij tr
(
(T †)⊗2[FE] · Ai
)
tr
(
(ΦAR − TAR)⊗2 Aj ⊗ FR
)
. (7.57)
The terms tr ((ΦAR − TAR)⊗2 Aj ⊗ FR) can be calculated easily yielding
tr
(
(ΦAR − TAR)⊗2 A1 ⊗FR
)
= 0 (7.58)
tr
(
(ΦAR − TAR)⊗2 A2 ⊗FR
)
= 1− 1
dR
(7.59)
tr
(
(ΦAR − TAR)⊗2 A3 ⊗FR
)
= 0 (7.60)
tr
(
(ΦAR − TAR)⊗2 A4 ⊗FR
)
= 0 (7.61)
tr
(
(ΦAR − TAR)⊗2 A5 ⊗FR
)
= 1− 1
dR
(7.62)
tr
(
(ΦAR − TAR)⊗2 A6 ⊗FR
)
= 0 (7.63)
tr
(
(ΦAR − TAR)⊗2 A7 ⊗FR
)
= 0 (7.64)
tr
(
(ΦAR − TAR)⊗2 A8 ⊗FR
)
= 0 (7.65)
tr
(
(ΦAR − TAR)⊗2 A9 ⊗FR
)
= 2
(
1− 1
dR
)
. (7.66)
Equation (7.57) then becomes
9∑
i,j
(G1
−1)ij tr
(
(T †)⊗2[FE] · Ai
)
tr
(
(ΦAR − TAR)⊗2 Aj ⊗ FR
)
=
(
1− 1
dR
) 9∑
i
tr
(
(T †)⊗2[FE] · Ai
) (
(G1
−1)i2 + (G1
−1)i5 + 2(G1
−1)i9
)
(7.67)
81
The matrix G1
−1 is known (7.41) and the terms (G1
−1)i2 + (G1
−1)i5 + 2(G1
−1)i9 are
easily evaluated. We get
(G1
−1)12 + (G1−1)15 + 2(G1−1)19 = 0 (7.68)
(G1
−1)22 + (G1
−1)25 + 2(G1
−1)29 = 0 (7.69)
(G1
−1)32 + (G1
−1)35 + 2(G1
−1)39 = 0 (7.70)
(G1
−1)42 + (G1−1)45 + 2(G1−1)49 = 0 (7.71)
(G1
−1)52 + (G1
−1)55 + 2(G1
−1)59 =
1
dA(dA − 1) (7.72)
(G1
−1)62 + (G1−1)65 + 2(G1−1)69 =
−1
dA(dA − 1) (7.73)
(G1
−1)72 + (G1−1)75 + 2(G1−1)79 = 0 (7.74)
(G1
−1)82 + (G1
−1)85 + 2(G1
−1)89 = 0 (7.75)
(G1
−1)92 + (G1
−1)95 + 2(G1
−1)99 = 0 (7.76)
and equation (7.67) becomes(
1− 1
dR
) 9∑
i
tr
(
(T †)⊗2[FE] · Ai
) (
(G1
−1)i2 + (G1
−1)i5 + 2(G1
−1)i9
)
(7.77)
=
1
dRdA
dR − 1
dA − 1
(
tr
(
(T †)⊗2[FE] · A5
)− tr ((T †)⊗2[FE] · A6)) (7.78)
=
1
dRdA
dR − 1
dA − 1
(
tr
(
(T †)⊗2[FE]FA
)−∑
i
tr
(
(T †)⊗2[FE] (|i〉〈i|A ⊗ |i〉〈i|A’)
))
(7.79)
=
1
dRdA
dR − 1
dA − 1
(
tr
(FET ⊗2(FA))−∑
i
tr (T (|i〉〈i|A)T (|i〉〈i|A’))
)
(7.80)
=
1
dRdA
dR − 1
dA − 1
(
d2A tr
(FE trAA’ (ω⊗2AE (1EE’ ⊗FA)))−∑
i
tr (T (|i〉〈i|A)T (|i〉〈i|A’))
)
(7.81)
=
1
dRdA
dR − 1
dA − 1
(
d2
A
tr
(
(FE ⊗ 1AA’) ω⊗2A’E (1EE’ ⊗ FA)
)−∑
i
tr (T (|i〉〈i|A)T (|i〉〈i|A’))
)
(7.82)
=
1
dRdA
dR − 1
dA − 1
(
d2A tr
(
ω2AE
)−∑
i
tr (T (|i〉〈i|A)T (|i〉〈i|A’))
)
(7.83)
=
1
dRdA
dR − 1
dA − 1
(
d2A tr
(
ω2A’E
)− d2A tr ((ωclA’E)2)) . (7.84)
Equation (7.80) uses the explicit form of the inverse of the Choi-Jamiolkowski isomor-
phism to express TA→E via its Choi-Jamiolkowski representation (Lemma 5 in [19]).
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The last step (7.84) is by the definition of the Choi-Jamiolkowski representation of
the classicalizing version of TA→E and is shown in detail following equation (5.42). An
easy reformulation can be used to see that
tr
(
ω2A’E
)− tr ((ωclA’E)2) = ∣∣∣∣ωA’E − ωclA’E∣∣∣∣22 . (7.85)
We arrive at the following lemma.
Lemma: (Distance from classicality)
Introduce the states ΦAR :=
1
dR
∑dR
i,j |i〉〈j|A ⊗ |i〉〈j|R and TAR := 1dR
∑dR
i |i〉〈i|A ⊗ |i〉〈i|R
with dA ≥ dR and dA ≥ 4. Let TA→E ∈ Hom(L(HA),L(HE)) be a linear map with
Choi-Jamiolkowski representation ωA’E ∈ L†(HE ⊗HA’), then
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R (ΦAR − TAR) P †A ⊗ 1R)∥∥22
=
dA
dR
dR − 1
dA − 1
∣∣∣∣ωA’E − ωclA’E∣∣∣∣22 ,
where the summation goes over all permutation operators.
Using the Ho¨lder inequality (2.30) as in the previous chapters we obtain the
following result.
Theorem: (Distance from classicality)
Introduce the states ΦAR :=
1
dR
∑dR
i,j |i〉〈j|A ⊗ |i〉〈j|R and TAR := 1dR
∑dR
i |i〉〈i|A ⊗ |i〉〈i|R
with dA ≥ 4. Let TA→E ∈ Hom(L(HA),L(HE)) be a completely positive map with
Choi-Jamiolkowski representation ωA’E ∈ S≤(HE ⊗HA’), then
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R (ΦAR − TAR) P †A ⊗ 1R)∥∥1 ≤
√
dA
dR − 1
dA − 1 2
− 1
2
H2(A’|E)ω ,
where the summation goes over all permutation operators.
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7.4 Decoupling with permutations operators
We follow equation (7.6) and have
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R (ΦAR − piAR) P †A ⊗ 1R)∥∥22
= tr

(ΦAR − piAR)⊗2 1|P|
∑
P∈P(A)
(
(P †
A
)⊗2(T †)⊗2[FE](PA)⊗2
)⊗FR

 (7.86)
=
9∑
i,j
((G1)
−1)ij tr
(
(T †)⊗2[FE] · Ai
)
tr
(
(ΦAR − piAR)⊗2 Aj ⊗ FR
)
(7.87)
The last equation makes use of the same arguments as equation (7.57). Evaluating
the terms tr ((ΦAR − piAR)⊗2 Aj ⊗ FR) this time yields
tr
(
(ΦAR − piAR)⊗2 A1 ⊗FR
)
= 0 (7.88)
tr
(
(ΦAR − piAR)⊗2 A2 ⊗FR
)
= 1− 1
dR
(7.89)
tr
(
(ΦAR − piAR)⊗2 A3 ⊗FR
)
= 0 (7.90)
tr
(
(ΦAR − piAR)⊗2 A4 ⊗FR
)
=
1
dR
(
1− 1
dR
)
(7.91)
tr
(
(ΦAR − piAR)⊗2 A5 ⊗FR
)
= 1− 1
d2
R
(7.92)
tr
(
(ΦAR − piAR)⊗2 A6 ⊗FR
)
=
1
dR
(
1− 1
dR
)
(7.93)
tr
(
(ΦAR − piAR)⊗2 A7 ⊗FR
)
=
4
dR
(
1− 1
dR
)
(7.94)
tr
(
(ΦAR − piAR)⊗2 A8 ⊗FR
)
=
2
dR
(
1− 1
dR
)
(7.95)
tr
(
(ΦAR − piAR)⊗2 A9 ⊗FR
)
= 2
(
1− 1
d2R
)
. (7.96)
Plugging all these terms into (7.87) gives:
9∑
i,j
((G1)
−1)ij tr
(
(T †)⊗2[FE] · Ai
)
tr
(
(ΦAR − piAR)⊗2 Aj ⊗ FR
)
=
1
dR
(
1− 1
dR
) 9∑
i
tr
(
(T †)⊗2[FE] · Ai
)·
(
dR(G
−1
1 )i2 + (G
−1
1 )i4 + (dR + 1)(G
−1
1 )i5 + (G
−1
1 )i6 + 4(G
−1
1 )i7 + 2(G
−1
1 )i8 + 2(dR + 1)(G
−1
1 )i9
)
(7.97)
The terms
(
dR(G
−1
1 )i2 + (G
−1
1 )i4 + (dR + 1)(G
−1
1 )i5 + (G
−1
1 )i6 + 4(G
−1
1 )i7 + 2(G
−1
1 )i8 + 2(dR + 1)(G
−1
1 )i9
)
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are easily computed using (7.41).
(
dR(G
−1
1 )12 + (G
−1
1 )14 + (dR + 1)(G
−1
1 )15 + (G
−1
1 )16 + 4(G
−1
1 )17 + 2(G
−1
1 )18 + 2(dR + 1)(G
−1
1 )19
)
= −1
dA(dA − 1)
(7.98)
(
dR(G
−1
1 )22 + (G
−1
1 )24 + (dR + 1)(G
−1
1 )25 + (G
−1
1 )26 + 4(G
−1
1 )27 + 2(G
−1
1 )28 + 2(dR + 1)(G
−1
1 )29
)
= 0 (7.99)
(
dR(G
−1
1 )32 + (G
−1
1 )34 + (dR + 1)(G
−1
1 )35 + (G
−1
1 )36 + 4(G
−1
1 )37 + 2(G
−1
1 )38 + 2(dR + 1)(G
−1
1 )39
)
= 0 (7.100)
(
dR(G
−1
1 )42 + (G
−1
1 )44 + (dR + 1)(G
−1
1 )45 + (G
−1
1 )46 + 4(G
−1
1 )47 + 2(G
−1
1 )48 + 2(dR + 1)(G
−1
1 )49
)
= 0 (7.101)
(
dR(G
−1
1 )52 + (G
−1
1 )54 + (dR + 1)(G
−1
1 )55 + (G
−1
1 )56 + 4(G
−1
1 )57 + 2(G
−1
1 )58 + 2(dR + 1)(G
−1
1 )59
)
= dR
dA(dA − 1)
(7.102)
(
dR(G
−1
1 )62 + (G
−1
1 )64 + (dR + 1)(G
−1
1 )65 + (G
−1
1 )66 + 4(G
−1
1 )67 + 2(G
−1
1 )68 + 2(dR + 1)(G
−1
1 )69
)
=
(
1− dR
dA
)
1
dA − 1
(7.103)
(
dR(G
−1
1 )72 + (G
−1
1 )74 + (dR + 1)(G
−1
1 )75 + (G
−1
1 )76 + 4(G
−1
1 )77 + 2(G
−1
1 )78 + 2(dR + 1)(G
−1
1 )79
)
= 0 (7.104)
(
dR(G
−1
1 )82 + (G
−1
1 )84 + (dR + 1)(G
−1
1 )85 + (G
−1
1 )86 + 4(G
−1
1 )87 + 2(G
−1
1 )88 + 2(dR + 1)(G
−1
1 )89
)
= 0 (7.105)
(
dR(G
−1
1 )92 + (G
−1
1 )94 + (dR + 1)(G
−1
1 )95 + (G
−1
1 )96 + 4(G
−1
1 )97 + 2(G
−1
1 )98 + 2(dR + 1)(G
−1
1 )99
)
= 0 (7.106)
Together with equation (7.97) the above implies that
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R (ΦAR − piAR) P †A ⊗ 1R)∥∥22
= 1
d2R
dR − 1
dA − 1
(
− 1
dA
tr
(
(T †)⊗2[FE] · A1
)
+
dR
dA
tr
(
(T †)⊗2[FE] · A5
)
+
(
1− dA
dR
)
tr
(
(T †)⊗2[FE] · A6
))
.
(7.107)
The occurring trace terms are evaluated as always (see (7.84) for an example) and we
get
1
d2R
dR − 1
dA − 1
(
− 1
dA
tr
(
(T †)⊗2[FE] · A1
)
+
dR
dA
tr
(
(T †)⊗2[FE] · A5
)
+
(
1− dR
dA
)
tr
(
(T †)⊗2[FE] · A6
))
=
d2A
d2
R
dR − 1
dA − 1
(
− 1
dA
tr
(
ω2
E
)
+
dR
dA
tr
(
ω2
A’E
)
+
(
1− dR
dA
)
tr
(
(ωcl
A’E
)2
))
. (7.108)
We formulate this result in a separate lemma:
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Lemma: (Decoupling lemma for permutations)
Introduce the states ΦAR :=
1
dR
∑dR
i,j |i〉〈j|A ⊗ |i〉〈j|R and piAR := 1d2R
∑dR
i,j |i〉〈i|A ⊗ |j〉〈j|R
with dA ≥ 4. Let TA→E ∈ Hom(L(HA),L(HE)) be a linear map with Choi-Jamiolkowski
representation ωA’E ∈ L†(HE ⊗HA’), then
1
|P|
∑
P∈P(A)
∥∥T (PA ⊗ 1R ΦAR P †A ⊗ 1R)− ωE ⊗ piR∥∥22
=
d2A
d2
R
dR − 1
dA − 1
(
dR
dA
tr
(
ω2
A’E
)− 1
dA
tr
(
ω2
E
)
+
(
1− dR
dA
)
tr
(
(ωcl
A’E
)2
))
,
where the summation goes over all permutation operators.
It is interesting to note that in the case dR = dA the comparison of this lemma with
the Decoupling Lemma of Section 2.1 shows that averaging over all permutations
gives the same result as averaging over all unitaries. In the case that the system AA′
is in the fully entangled state for any fixed operation TA→E applied to the system A
there is a permutation operator that decouples well.
Leaving out the negative terms on the right hand side and using our standard
procedure, the above lemma can trivially be transformed into a Decoupling Theorem
with Permutation Operators.
7.5 Decoupling Quantum States with a Permuta-
tions followed by the Partial Trace1
In quantum cryptography the pivotal Hash-Lemma is used to extract randomness
from a classical source that might be correlated with a quantum system hold by an
adversary [17, 21]. The following Lemma generalizes the Hash-Lemma to the case
where one wants to decouple a quantum system from a quantum adversary using
classical operations only. It can be seen as an intermediate step between the crucial
Fully Quantum Slepian Wolf Theorem [8] and the Hash Lemma. We write A = (A1A2)
1The results of this section were obtained in the week after the deadline of this Master project.
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and we consider the Schatten 2-distance. As in Equation 7.6 we have that
1
|P|
∑
P∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣22
= tr

(ρAR − piA ⊗ ρR)⊗2 1|P|
∑
P∈P(A)
(P⊗2A (FA1 ⊗ 1A2A′2) P⊗2†A )⊗ FR

 (7.109)
=
9∑
i,j
(G−1)ij tr
(FA1 ⊗ 1A2A′2 · Ai) tr ((ρAR − piA ⊗ ρR)⊗2 Aj ⊗FR) . (7.110)
We compute the coefficients
tr(FA1 ⊗ 1A2A′2 · A1) = dAdA2 (7.111)
tr(FA1 ⊗ 1A2A′2 · A2) = d2A (7.112)
tr(FA1 ⊗ 1A2A′2 · A3) = 2dAdA2 (7.113)
tr(FA1 ⊗ 1A2A′2 · A4) = dA (7.114)
tr(FA1 ⊗ 1A2A′2 · A5) =
1
dA2
d2A (7.115)
tr(FA1 ⊗ 1A2A′2 · A6) = dA (7.116)
tr(FA1 ⊗ 1A2A′2 · A7) = 4dA (7.117)
tr(FA1 ⊗ 1A2A′2 · A8) = 2dA (7.118)
tr(FA1 ⊗ 1A2A′2 · A9) =
2
dA2
d2A. (7.119)
For convenience we shortly write x := dA(dA − 1)(dA − 2)(dA − 3) and c = dA(dA1 −
1)(dA2 − 1) and compute the numbers cj :=
∑9
i (G
−1
1 )ij tr
(FA1 ⊗ 1A2A′2 · Ai) using
the given form of G−1. We get
c2 =
c
x
(7.120)
c3 = − c
x
(7.121)
c4 =
c
x
(7.122)
c5 =
dA(dA1 − 1)(dA − 2)(dA − 3) + c
x
(7.123)
c6 = dA(dA − 5) c
x
(7.124)
c7 =
2c
x
(7.125)
c8 = − c
x
(7.126)
c9 = − c
x
(7.127)
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and obtain that
1
|P|
∑
P∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣22
=
9∑
j
cjtr
(
(ρAR − piA ⊗ ρR)⊗2 Aj ⊗FR
)
(7.128)
=
dA1 − 1
dA − 1 tr
(
(ρAR − piA ⊗ ρR)⊗2 A5 ⊗FR
)
(7.129)
+
c
dA(dA − 1) tr
(
(ρAR − piA ⊗ ρR)⊗2 A6 ⊗ FR
)
+
c
x
tr
(
(ρAR − piA ⊗ ρR)⊗2 Y ⊗ FR
)
,
where Y = A1+A2−A3+A4+A5−6A6+2A7−A8−A9. The first two terms can be
evaluated directly with an application of the swap trick noting that the classicalized
version of the swap operator is A6. This gives
1
|P|
∑
P∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣22
=
dA1 − 1
dA − 1 ||ρAR − piA ⊗ ρR||
2
2 (7.130)
+
c
dA(dA − 1)
∣∣∣∣ρcl
AR
− piA ⊗ ρR
∣∣∣∣2
2
+
c
x
tr
(
(ρAR − piA ⊗ ρR)⊗2 Y ⊗ FR
)
.
To bound the third term we note that the vector Y was chosen in a way such that it
corresponds to a multiple of the second column of G−11 . We have that
Y =
∑
i
x ((G1)i2)
−1Ai. (7.131)
On the other hand any element of the commutant can be written in the Ai basis via
X =
∑
i,j
((G1)ij)
−1tr (XAj) Ai. (7.132)
Comparing Equations (7.131) and (7.132) we conclude that
tr (YAj) = x δ2j , (7.133)
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which implies tr(Y2) = x. The third term of Equation (7.130) can be bounded as
follows. We have that
c
x
tr
(
(ρAR − piA ⊗ ρR)⊗2 Y ⊗ FR
)
=
c
x
tr ((ρAR − piA ⊗ ρR)⊗ 1A’ (ρA’R − piA’ ⊗ ρR)⊗ 1A Y ⊗ 1R) (7.134)
≤ c
x
tr
(
(ρAR − piA ⊗ ρR)2
)√
tr (Y2) (7.135)
=
c√
x
||ρAR − piA ⊗ ρR||22 (7.136)
To obtain the inequality we note that Equation (7.134) has the same structure as the
right hand side of Equation (3.36) and can be bounded identically. Thus, Inequal-
ity (7.135) follows from the derivations of Section 3.4. We note that for dA ≥ 4
dA(dA1 − 1)(dA2 − 1)√
dA(dA − 1)(dA − 2)(dA − 3)
≤ 1
holds. Using this and plugging in c and x and we find
1
|P|
∑
P∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣22
≤ dA1 − 1
dA − 1 ||ρAR − piA ⊗ ρR||
2
2 (7.137)
+
(dA1 − 1)(dA2 − 1)
dA − 1
∣∣∣∣ρclAR − piA ⊗ ρR∣∣∣∣22
+
dA(dA1 − 1)(dA2 − 1)√
dA(dA − 1)(dA − 2)(dA − 3)
||ρAR − piA ⊗ ρR||22
≤ dA1 − 1
dA − 1 tr[ρ
2
AR
] +
(dA1 − 1)(dA2 − 1)
dA − 1 tr[(ρ
cl
AR
)2] + tr[ρ2
AR
]. (7.138)
This statement can be transformed into a decoupling theorem with the Schatten
1-norm with an application of the Ho¨lder Inequality (2.30). We proceed as in Sec-
tion 5.2, Equations (5.53)-(5.54) and introduce the positive definite and normalized
operator ζR writing∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣1
≤
∣∣∣∣∣∣(piA1 ⊗ ζR)− 14 (trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR) (piA1 ⊗ ζR)− 14 ∣∣∣∣∣∣
2
(7.139)
=
√
dA1
∣∣∣∣trA2(PA ⊗ 1R ρ˜AR P †A ⊗ 1R)− piA1 ⊗ ρ˜R∣∣∣∣2 (7.140)
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To keep the notation simple we introduced an operator ρ˜AR := (1A ⊗ ζR)− 14ρAR(1A ⊗
ζR)
− 1
4 . Thus, we can bound
1
|P|
∑
P∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣21
≤ 1|P|
∑
P∈P(A)
dA1
∣∣∣∣trA2(PA ⊗ 1R ρ˜AR P †A ⊗ 1R)− piA1 ⊗ ρ˜R∣∣∣∣22 (7.141)
≤ dA1
(
dA1 − 1
dA − 1 tr[ρ˜
2
AR] +
(dA1 − 1)(dA2 − 1)
dA − 1 tr[(ρ˜
cl
AR)
2] + tr[ρ˜2AR]
)
, (7.142)
where Inequality (7.142) uses (7.138). We now choose ζR such that tr[ρ˜
2
AR] is minimal
and we have tr[ρ˜2AR] ≤ 2−Hmin(A|R)ρ . Furthermore note that by the definition of the
min-entropy we have that
ρAR ≤ 2−Hmin(A|R)ρ 1A ⊗ ζR
which implies that
ρclAB ≤ 2−Hmin(A|R)ρ 1A ⊗ ζR
and therefore
tr[(ρ˜clAR)
2] ≤ tr(ρAR) 2−Hmin(A|R)ρ ≤ 2−Hmin(A|R)ρ .
With this we bound the right hand side of Inequality (7.142)
dA1
(
dA1 − 1
dA − 1 tr[ρ˜
2
AR] +
(dA1 − 1)(dA2 − 1)
dA − 1 tr[(ρ˜
cl
AR)
2] + tr[ρ˜2AR]
)
≤ dA1
(
dA1 − 1
dA − 1 2
−Hmin(A|R)ρ +
(dA1 − 1)(dA2 − 1)
dA − 1 2
−Hmin(A|R)ρ + 2−Hmin(A|R)ρ
)
(7.143)
≤ 2 · dA1 · 2−Hmin(A|R)ρ . (7.144)
Theorem: (Decoupling Quantum States with Classical Operations)
Let ρAR ∈ S≤(HAR) be a sub normalized density operator and let dA ≥ 4, then
1
|P|
∑
P∈P(A)
∣∣∣∣trA2(PA ⊗ 1R ρAR P †A ⊗ 1R)− piA1 ⊗ ρR∣∣∣∣1 ≤
√
2 dA1 2
−Hmin(A|R)ρ ,
where the summation goes over all permutation operators.
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We note that the above formula generalizes the Hash Lemma obtained in Sec-
tion 5.2. Furthermore it implies that there is a classical operation that decouples
well in the sense of the lemma. The fully classical Hash Lemma contains essentially
the same upper bound as the above and is known to be tight [17, 21]. Therefore one
cannot expect significantly better bounds in the above formula. An extension of the
above using approximate 2-wise independent families of permutations in the spirit of
[21] can be obtained using the techniques developed in the previous chapters.
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Appendix A
Ho¨lder Inequality
We state Ho¨lder inequality as given in [1]:
Theorem: (Ho¨lder Inequality for Unitarily Invariant Norms) For every uni-
tarily invariant norm and for all square matrices A, B
‖AB‖ ≤ ‖|A|p‖ 1p ‖|B|q‖ 1q
for all p > 1 and 1
p
+ 1
q
= 1.
If one applies the inequality twice, one arrives at the following corollary.
Corollary: (Ho¨lder Inequality for Three Matrices) For every unitarily invari-
ant norm and for all square matrices A, B, C
‖ABC‖ ≤ ‖|A|r‖ 1r ‖|B|s‖ 1s ∥∥|C|t∥∥ 1t
for all r > 1 and 1
r
+ 1
s
+ 1
t
= 1.
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Appendix B
Jensen Inequality
For completeness we shortly state the widely used Jensen Inequality:
Jensen Inequality: Let (Ω, A, µ) be a measure space, with µ(Ω) = 1. If g is
a real- valued function that is µ-integrable, and if ϕ is a convex function on the real
numbers, then:
ϕ
(∫
Ω
g dµ
)
≤
∫
Ω
ϕ ◦ g dµ.
Note that if ϕ is concave then −ϕ must be convex. Therefore the Jensen In-
equality is also valid for concave functions ϕ, but with the inequality sign reversed.
We will often use the Jensen Inequality for the concave square root.
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Appendix C
Swap Trick
The Swap Trick is of crucial importance throughout the derivations in this thesis.
For a fixed basis |i〉
A
of some Hilbert space HA we introduce the swap operator FA
acting on the bipartite Hilbert space HAA’
FA :=
dA∑
i,j
|i〉〈j|A ⊗ |j〉〈i|A’. (C.1)
We generally leave out the index of the second subsystem writing FA since it is
determined by the first one already.
Lemma: (Swap Trick) Let M , N ∈ L(HA) and let F be the swap operator,
then
tr(MN) = tr((M ⊗N)F)
This result can be shown writing down M and N in the standard basis directly:
M =
∑
i,j
mij |i〉〈j| and N =
∑
k,l
nkl|k〉〈l|. Then,
tr((M ⊗N)F) = tr(
∑
i,j,k,l
mijnkl|i〉〈j| ⊗ |k〉〈l|F) (C.2)
= tr(
∑
i,j,k,l
mijnkl|i〉〈l| ⊗ |k〉〈j|) (C.3)
=
∑
i,j
mijnji (C.4)
= tr(MN). (C.5)
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Appendix D
The Murnaghan-Nakayama Rule
The Murnaghan-Nakayama rule provides a possibility to graphically construct the
values of the characters of the irreducible representations of the symmetric group Sd.
It is a recursive rule that gives χλ
(
(1)k1, (2)k2, ..., (d)kd
)
for a given conjugacy class
labeled with
(
(1)k1 , (2)k2, ..., (d)kd
)
and an irreducible representation labeled with a
partition λ of d. A skew hook is a connected part of a Young Diagram which does
not contain any 2× 2 subset of cells
and that can be removed in a way such that the remaining boxes still form a smaller
valid Young Diagram. For example the marked boxes in the following diagram form
4-hooks.
•
• •
•
• •
• •
For a skew hook starting in the i-th row of a Young Diagram and ending in the j-th
row, we call the number k = j − i the length of the hook and the number s = (−1)k
its sign. In our example the length of the first skew hook is two, while the second
one has length one.
The Murnaghan-Nakayama rule states that to calculate χλ
(
(1)k1 , (2)k2, ..., (d)kd
)
for
a partition λ = (λ1, ..., λn) one can proceed with the following recursion: Choose
the cycle with greatest length in
(
(1)k1, (2)k2, ..., (d)kd
)
. In a first step draw all
possible ways of removing a skew hook of the length of that cycle from the diagram
corresponding to λ and write down s = (−1)k for each possibility (if there is no such
way the contribution is zero). Then for each obtained sub diagram draw all ways of
removing a hook of length of the second from the right cycle in
(
(1)k1, (2)k2, ..., (d)kd
)
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again writing down the sign of each resulting diagram but this time multiply it with
the sing of the parent diagram. Do this over all the cycles in
(
(1)k1, (2)k2, ..., (d)kd
)
,
such that in the end there are no boxes left anymore. The sum of all the numbers
obtained in the last step is χλ
(
(1)k1, (2)k2, ..., (d)kd
)
. A more detailed discussion of
the Murnaghan-Nakayama rule can be found in [18].
D.1 The Irreps of R
This section aims at giving a sketch of a proof of the relations
χ(d)(a) = 1 (D.1)
χ(d−1,1)(a) = k1 − 1 (D.2)
χ(d−2,1,1)(a) =
1
2
(k1 − 1)(k1 − 2)− k2 (D.3)
χ(d−2,2)(a) =
1
2
k1(k1 − 3) + k2 (D.4)
which were used in Chapter 7. The first relation (D.1) is evident since the character
of the trivial representation is one on any conjugacy class. Nevertheless we can use
the Murnaghan-Nakayama rule to recover that value. The Young Diagram of the
trivial representation of Sd has d-boxes arranged as
... .
For a conjugacy class
(
(1)k1, (2)k2, ..., (d)kd
)
we pick the greatest cycle. There is only
one possibility to erase a skew-hook from the above diagram in any case. For example
if this cycle has length four this gives
... • • • • .
We note that the length of the skew hook is zero and its sign is +1. We then proceed
to the next from the right cycle in the class
(
(1)k1, (2)k2, ..., (d)kd
)
. But again there is
only one possibility to erase it and in any case the resulting sing is +1. This procedure
can be done until no boxes are left anymore and the result is always
1 · 1 · 1 · ... · 1 = 1, (D.5)
which proves (D.1).
We now consider (D.2) and do the calculation exemplary for S11. The generalization
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to Sd is straight forward. We fix some conjugacy class
(
(1)k1 , (2)k2, ..., (11)k11
)
. The
Young Diagram corresponding to the irreducible representation is:
(In the general case there are d−1 boxes in the upper row instead of ten.) Assume for
now that k1 ≥ 2. For any cycle of length greater than one there is only one possibility
to erase a skew hook from the diagram. For example for a two cycle we would get:
• •
Since we assumed that k1 ≥ 2 the sign will be +1. In this way it is possible to eliminate
all cycles with length greater than one and the numerical value corresponding to the
diagram will not change. The problem reduces to calculating the value of the resulting
diagram with k1 > 2 boxes on a conjugacy class which contains k1 ≥ 2 ones only.
This time there are two possibilities to erase a box from the diagram and still to
obtain a valid diagram. For example:
•
•
While the first diagram gives one immediately the second diagram again can be
decomposed. The result is a summation: Each decomposition of a diagram into sub
diagrams yields an additional one. Since one can decompose the diagram k1−1 times
the sum is k1 − 1. In total we have
χ(10,1)
((
(1)k1, (2)k2, ..., (11)k11
))
= k1 − 1 (D.6)
for k1 ≥ 2. The cases k1 = 1 and k1 = 0 we check explicitly. If k1 = 1 before we
subtract the last box the situation is given by:
• • • • • • • • • •
But the resulting diagram with the one box in the second row is not valid in any case
so that the character is 0 = 1− 1. In the case k1 = 0 there is at least a two cycle at
the end yielding to a skew hook of length one. The character in this case is
1 · 1 · ... · 1 · (−1) = −1 (D.7)
= 0− 1, (D.8)
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which shows that the formula
χ(10,1)
((
(1)k1, (2)k2, ..., (11)k11
))
= k1 − 1 (D.9)
is valid in this cases, too. The reader should have no difficulties to see that the whole
argumentation did not depend on d. Therefore
χ(d−1,1)
((
(1)k1, (2)k2, ..., (d)kd
))
= k1 − 1 (D.10)
and equation (D.2) is proved.
We proceed with the validation of (D.4):action of (D.4):
χ(d−2,2)(a) =
1
2
k1(k1 − 3) + k2 (D.11)
We start with considering the special case k2 = 0, i. e. we evaluate the character on
a conjugacy class that does not contain cycles of length two. As before, we do this
exemplary for S12 (for notational convenience), but the generalization to arbitrary
d is apparent. Assume for the moment k1 ≥ 4. As there are no two cycles in the
conjugacy class by assumption the next shortest cycles after 1-cycles are three cycles.
But there is only one possibility of subtracting skew hooks with three or more boxes
from the diagram:
• • •
In any case the skew hook has sign one, such that the numerical value of the sub
diagram always gets a factor of one from the parent diagram. After subtracting all
skew hooks with more than one box we end up in a situation, where we have to
evaluate a diagram of the type
on a conjugacy class that contains k1 ones only. Since this is the conjugacy class
of the identity the problem can equivalently be seen as the one of calculating the
dimension of the irreducible representation
of Sk1 . This is done the easiest with an application of the Hook Formula [18]. The
result is
dim



 = 1
2
k1 (k1 − 3).
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Of course this result can also be obtained with an application of the Murnaghan-
Nakayama rule. We check the cases k1 ∈ {1, 2, 3} with explicit calculations. If
k1 = 3, then at the end there must be three boxes left but this is only possible if
subtracts a skew hook in the following way:
• • • •
But the resulting diagram after the subtraction is not a valid Young Diagram and
the result is therefore zero. If k1 = 2 at the end two boxes are left as for example in:
• • • •
•
Note that in any case the drawn hook has sign −1, which adds an additional factor of
−1. Thus in this case the result is −1. The case k1 = 1 yields the result −1. Finally
in the case of k1 = 0 there is no possible valid skew hook that can fill all boxes at
once and the result is zero. The formula
χ(10,2)
((
(1)k1, (2)0, ..., (12)k12
))
=
1
2
k1(k1 − 3) (D.12)
is valid in any case. And again the argumentation shown is valid for general d which
proofs (D.4) for all conjugacy classes that do not contain two cycles. We also need
to consider that case to complete the proof. But even if there are 2-cycles, as be-
fore, there is only way of subtracting skew hooks with three or more boxes from the
diagram:
• • •
The prefactor is always one and we are left with a situation, where we have to evaluate
a character of the type
on a conjugacy class that contains 2- and 1-cycles only. For the moment again assume
that k1 ≥ 4. There are generally two possibilities to remove a 2-hook from such a
diagram:
• •
• •
The first one yields 1 in any case, while the second one can again be decomposed in
the same manner until there are only k1 1-cycles left. Each decomposition adds a 1
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to the total sum, while the remaining diagram is of the type discussed above i. e. it
can be treated with the formula
χ(k1−2,2)
((
(1)k1, (2)0, ..., (12)0
))
=
1
2
k1(k1 − 3). (D.13)
Since there are k2 possible decompositions we obtain generalizing the above discussion
to Sd that for k1 ≥ 4
χ(d−2,2)(a) =
1
2
k1(k1 − 3) + k2. (D.14)
The remaining cases can be checked by explicit calculations. Analogously one verifies
formula (D.3). The only real difference is that in this case erasing a skew hook of the
type
•
•
gives a −1 instead of a +1.
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