Lifted inference scales to large probability models by exploiting symmetry. However, existing exact lifted inference techniques do not apply to general factor graphs, as they require a relational representation. In this work we provide a theoretical framework and algorithm for performing exact lifted inference on symmetric factor graphs by computing colored graph automorphisms, as is often done for approximate lifted inference. Our key insight is to represent variable assignments directly in the colored factor graph encoding. This allows us to generate representatives and compute the size of each orbit of the symmetric distribution. In addition to exact inference, we use this encoding to implement an MCMC algorithm that explores the space of orbits quickly by uniform orbit sampling.
INTRODUCTION
Traditional probabilistic inference strategies for graphical models rely on conditional and contextual independences in order to scale efficiently [Koller and Friedman, 2009 , Darwiche, 2009 , Boutilier et al., 1996 . The performance of these algorithms is worst-case exponential in a graph metric known as the tree-width [Darwiche, 2009, Robertson and Seymour, 1986] . Nevertheless, lifted inference algorithms perform exact inference on large high tree-width models by exploiting the symmetries of the distribution [Poole, 2003 , Kersting, 2012 , Niepert and Van den Broeck, 2014 . A key insight of these methods is to identify orbits of the distribution: points in the probability space that are guaranteed to have the same probability mass by the symmetry. This effectively reduces the state space of the distribution.
Existing exact lifted inference algorithms require that the model be relational [Getoor and Taskar, 2007] . Approximate lifted inference ease this requirement by extracting symmetries of the probability distribution from the automorphism group of a graph, and can thus be applied directly to factor graphs [Kersting et al., 2009 , Niepert, 2012 , 2013 , Bui et al., 2013 ].
Inspired by the success of approximate lifted inference techniques on symmetric graphical models, our goal is to apply graph isomorphism tools to perform exact lifted probabilistic inference on factor graphs. To do this we (1) find a single canonical assignment of each orbit, and (2) compute the size of the orbit of each canonical assignment. Our algorithm operates on a colored factor graph in the style of Niepert [2012] and Bui et al. [2013] .
We give a simple breadth-first search algorithm called orbit generation for finding all possible canonical assignments and computing the size of all orbits. Our key insight is to encode variable assignments directly into the factor graph; this lets us rely on graph isomorphism tools for accomplishing tasks (1) and (2) above [Mckay and Piperno, 2014] . We provide experimental evidence that shows that our orbit generation procedure can perform exact inference efficiently on highly symmetric graphical models. To our knowledge this is the first example of exact lifted inference for general factor graphs.
In addition to yielding exact inference algorithms, we also apply the insights of encoding assignments to sample from the uniform orbit distribution: the distribution defined by choosing an orbit uniformly at random, and then choosing an element within that orbit uniformly at random. We use this uniform orbit distribution as a proposal distribution in a process we call orbit-jump MCMC. The orbit-jump MCMC proposal efficiently jumps between orbits, and thus mixes quickly if the distribution is highly symmetric. This provides an orthogonal symmetry-aware approximation technique to the withinorbit sampling of lifted MCMC [Niepert, 2012] .
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MOTIVATION
As a motivating example, we consider performing exact lifted probabilistic inference on a probabilistic version of the pigeonhole problem. The pigeonhole problem is a well-studied problem from automated reasoning that exhibits nuanced symmetry. Pigeonhole problems are hard for resolution, but easy once symmetry is exploited during reasoning [Benhamou and Sais, 1994 , Sabharwal, 2005 , Raz, 2004 . A weighted set of clauses is a set of pairs ∆ = {(w, f )} where f is a Boolean clause and w ∈ R + is weight. A weighted set of clauses defines a probability distribution over assignments x of variables in ∆ according to the following:
where Z is a normalizing constant, and x |= f denotes that clause f is satisfied in world x.
We consider a set of weighted clauses for a soft pigeonhole problem. There are n pigeons and m holes. Each pigeon can occupy at most one hole, and pigeons prefer to be solitary. To encode this situation as a weighted set of clauses, for each pigeon i and hole j, we introduce a Boolean variable x ij , that is true if and only if pigeon i occupies hole j.
We construct ∆ as a union of two sets of weighted clauses. For each pigeon we introduce a clause that forces it to occupy at most a single hole:
(∞,x ik ∨x il ) for each pigeon i and holes k = l.
(1)
An infinite weight encodes a hard clause that must hold in the distribution [Richardson and Domingos, 2006 ]. Then, for each hole we have clauses that assign a positive weight to not having multiple pigeons:
(2,x kj ∨x lj ) for each hole j and pigeons k = l.
(2) Figure 1a depicts this probability distribution with 3 pigeons and 2 holes as a pairwise colored factor graph, where each weighted clause is a factor (box) and each distinct factor is given its own color [Niepert, 2012 , Bui et al., 2013 . The factors in Equation 1 are colored green, and the factors in Equation 2 are colored red.
The symmetries of this probability distribution directly correspond to automorphisms of the colored graph in Figure 1a [ Bui et al., 2013 , Niepert, 2012 . Any permutation of vertices that preserves the graph structure leaves the distribution unchanged. 1 Two assignments that are reachable from one another via a sequence of permutations are in the same orbit; all assignments in the same orbit thus have the same probability. Figure 1b shows all the orbits of the 3-pigeon 2-hole scenario up to inversion of true and false assignments. Each orbit is boxed.
An intuitive strategy for performing exact inference of Z on highly symmetric models such as this one is as follows. First, generate a single canonical representative from each orbit; in Figure 1b , canonical representatives are shown in bold. Then for each representative, compute the size of its orbit. If both these steps are efficient, then this inference computation scales efficiently with the number of orbits, and we call it lifted. This orbit generation procedure is at the heart of many existing lifted inference algorithms that construct sufficient statistics of the distribution from a relational representation [Niepert and Van den Broeck, 2014] . Our exact lifted inference strategy applies this methodology directly to factor graphs.
Each variable assignment is associated with a unique canonical representative: some arbitrarily chosen element from within its orbit. Given some assignment x, we compute an canonical representative for x by using graph isomorphism tools. First, we encode a variable assignment directly into the factor graph by coloring the variable nodes according to their truth-value in x. Then, a graph isomorphism tool such as Nauty can directly compute the canonical form of this colored graph [Mckay and Piperno, 2014 ]. Finally we can easily extract a canonical variable assignment from this canonical colored graph by reading off the colors of the canonically labeled nodes.
In addition to computing canonical representatives, we can also compute assignment stabilizers using this same colored-graph encoding of variable assignments. Assignment stabilizers are permutations of variables that leave the assignments unchanged. In our colored-graph encoding of variable assignments, assignment stabilizers directly correspond with the colored automorphism group of the graph, which are also computed by Nauty. Assignment stabilizers are broadly useful. Among other things, we will show that these assignment stabilizers allow us to compute the size of an orbit by using the orbitstabilizer theorem from group theory.
The rest of the paper will proceed as follows. After some background, in Section 4 we will show that the ability to compute orbit representatives and assignment stabilizers enables a simple breadth-first search-based algorithm for exact lifted inference on colored factor graphs. After exact inference, in Section 5, we consider applications of assignment stabilizers to improving approximate inference algorithms. We utilize assignment stabilizers to design MCMC algorithms that are driven by uniform orbit sampling, which samples from a distribution where each orbit has equal probability. We will show empirically that our orbit-jump MCMC algorithm quickly finds small high-probability orbits, and thus mixes quickly when the distribution is highly symmetric.
BACKGROUND
We give a brief description of important concepts from group theory and approximate lifted inference that will be used throughout the paper.
GROUP THEORY
A group, denoted G, is a pair (X, ·) where X is an underlying set and · : X × X → X is a binary associative function such that there is an identity element and every element in X has an inverse under (·). The order of a group is the number of elements of its underlying set, and is denoted |G|. A permutation group acting on a set X is a set of bijections g : X → X that forms a group under function composition. For G acting on X, we say a function f :
is a subset of G such that any element in G can be formed out of a product of finitely many elements of S and their inverses.
Two elements x, x ∈ X are in the same orbit under G if there exists g ∈ G such that x = g · x ; we write this as x ∼ G x . The set of all elements in the same orbit is denoted Orb G (x). A stabilizer of x ∈ X is an element g ∈ G such that g · x = x; the set of all stabilizers of x is a group called the stabilizer subgroup, and is denoted Stab G (x). The subscript in the previous notation is elided when clear.
Every permutation can be written as a product of disjoint cycles.
LIFTED PROBABILISTIC INFERENCE & GRAPH AUTOMORPHISMS
Lifted inference relies on the ability to identify the symmetries of probability distributions. In exact lifted inference, the symmetries are evident from the relational structure of the probability model [Kersting, 2012 , Poole, 2003 . In order to extend the insights of lifted inference to models where the symmetries are less accessible, many lifted approximation algorithms rely on generalpurpose graph isomorphism tools to identify the symmetries of probability distributions [Niepert, 2012 , Bui et al., 2013 , Mckay and Piperno, 2014 .
A colored graph is a 3-tuple G = (V, E, C) where (V, E) are the vertices and edges of an undirected graph and
is a partition of vertices into k sets. As notation, for a vertex v, let color(v, C) = i if v ∈ V i . A colored graph automorphism is an edge and colorpreserving vertex automorphism:
Definition 3.1 (Colored Graph Automorphism). Let G = (V, E, C) and G = (V, E , C ) be colored graphs. Then G and G are color-automorphic to one another, denoted
The color automorphism group of a colored graph G, denoted A(G), is the group formed by the set of color automorphisms of G under composition. A(G) acts on the vertices of G by permuting them. Tools like Nauty can compute the generators of A(G) and are typically efficient in the size of the graph [Mckay and Piperno, 2014] .
Colored graph automorphism groups are related to factor graphs via the following:
Definition 3.2 (Induced Colored Graph). Let F = (X, F ) be a factor graph with variables X, and factors F , where F are symmetric functions. Then the colored graph induced by F is a tuple (V, E, C) where V = X ∪ F , the set of edges E connects variables and factors in F, and C is a partition such that (1) variables are all given the same distinct color;
(2) factor nodes are given the same color iff they are identical factors.
This definition is due to Bui et al. [2013] , where the following theorem is proved (with different terminology):
Theorem 3.1 (Bui et al. [2013] , Theorem 2). Let F be a factor graph and G be its induced colored graph. Then, the distribution of F is A(G)-invariant, where A(G) acts on the variables in F.
EXACT LIFTED INFERENCE
In this section we describe our exact lifted inference procedure. First we discuss the group-theoretic properties of orbit generation that enable efficient exact lifted inference. Then, we describe our algorithm for implementing orbit generation on colored factor graphs. Finally, we present some case studies demonstrating the performance of our algorithm.
G-INVARIANCE AND TRACTABILITY
In this section we describe the group-theoretic underpinnings of our orbit-generation procedure, and describe its relationship to previous work on tractability through exchangeability [Niepert and Van den Broeck, 2014] . We will capture the behavior of a G-invariant probability distribution on a small set of canonical representatives of each orbit:
Definition 4.1. Let G be a group that acts on a set X.
Then, there exists a quotient set X/G and surjective map σ : X → X/G such that for any x, y ∈ X, Orb(x) = Orb(y) if and only if σ(x) = σ(y). If X/G ⊆ X and Orb(x) = Orb(σ(x)), then we call σ a canonization function, and the elements of X/G are called canonical representatives.
In statistics, σ is often called a sufficient statistic of a partially exchangeable distribution Van den Broeck, 2014, Diaconis and Freedman, 1980] . The motivating example hinted at a general-purpose solution for exact inference that proceeds in two phases. First, one constructs one representative of each orbit; then, one efficiently computes the size of that orbit. We can formalize this algorithm using group theory: 
The G-invariance of e allows us to evaluate e on only x without considering other elements of Orb(x). To compute Pr(e), compute
Both of these computations require time polynomial in |X/G|.
Niepert and Van den Broeck [2014] identified a connection between bounded-width exchangeable decompositions and tractable (i.e., domain-lifted) exact probabilistic inference using the above approach. Exchangeable decompositions are a particular kind of G-invariance. Let Pr(X 1 , X 2 , · · · , X n ) be a distribution on sets of variables X i . Let S n be a group of all permutations on a set of size n. Then, this distribution has an exchangeable decomposition along {X i } if, for any g ∈ S n :
Pr(X 1 , X 2 , · · · , X n ) = Pr(X g·1 , X g·2 , · · · , X g·n )
Niepert and Van den Broeck [2014] showed how to perform exact lifted probabilistic inference on any distribution with a fixed-width exchangeable decomposition by directly constructing canonical representatives. However, this construction does not generalize to other kinds of symmetries, and does not say how to find these representatives or decompositions. In the next section, we show how to apply Theorem 4.1 to factor graphs.
ORBIT GENERATION FOR FACTOR GRAPHS
The previous section shows that inference can be efficient if we can (1) construct representatives of each orbit class, (2) compute how large each orbit is. In this section, we give an algorithm for performing these two operations for colored factor graphs. First, we describe how to encode variable assignments directly into the colored factor graph. This allows us to use graph isomorphism tools to compute canonical assignments and assignment
x 2B x 1B Figure 2 : A colored graph of the 3-pigeon 2-hole problem that encodes the assignment x = 000 111. True variable nodes are colored gray and false variable nodes are colored white.
stabilizers. Then, we will give a breadth-first searching procedure for generating all canonical representatives of a colored factor graph.
Encoding Assignments in Colored Factor Graphs
A variable assignment of a factor graph F = (X, F ) is an element x ∈ B X . Let G be the induced color graph of F. We will use graph isomorphism tools to construct (1) a canonization function σ : B X → B X /A(G); and (2) the size of the orbit of x ∈ B X under A(G).
Encoding variable assignments directly into the colored factor graph representation allows us to use graph isomorphism tools to compute canonical representations and stabilizers of variable assignments. Assignments are encoded in the intuitive way:
Definition 4.2 (Assignment-Encoded Colored Graph). Let F = (X, F ) be a factor graph, let x ∈ B X , and let G = (V, E, C) be the colored graph induced by F. Then the assignment-encoded colored graph, denoted G(F, x), is the colored graph that colors the variable nodes that are true and false in x with distinct colors in G.
An example is shown in Figure 2 , that shows an encoding of the assignment 000 111. In Figure 2 , the assignment 000 111 is isomorphic to the assignment 111 000 under the action of A(G), specifically flipping holes. Then, assignments which are in the same orbit under A(G) have isomorphic colored graph encodings:
Theorem 4.2. Let F = (X, F ) be a factor graph, G be its colored graph encoding, and x, x ∈ B X . Then,
Proof. Let G 1 = (V 1 , E 1 , C 1 ) = G(F, x) and G 2 = (V 2 , E 2 , C 2 ) = g · G(F, x). Assume x ∼ x . Then there exists an element g ∈ A(G) such that g · x = x . First we show colors are preserved. By construction of the colored assignment encoding, for any variable node v ∈ G 1 , color(v, C 1 ) = color(g · v, C 2 ). The colors of factor nodes are preserved because A(G) by definition preserves them. The fact that g ∈ A(G) directly implies that vertex neighborhoods are preserved. Then G 1 ∼ = G 2 .
Assume G 1 ∼ = G 2 ; then there exists g ∈ A(G) such that g · G 1 = G 2 . By the construction of the colored encoding, this g also preserves the colors of the variable vertices, so g · x = x .
Canonization Our goal now is to use graph isomorphism tools to construct a canonization function for variable assignments. In particular, it maps all isomorphic assignments to exactly one member of their orbit. We will rely on colored graph canonization, a well-studied problem in graph-theory for which there exist many implementations [Mckay and Piperno, 2014] : 
Intuitively, an induced variable canonization simply computes the canonization of the assignment encoded colored graph, and then applies that canonization function a subset of vertices: namely, those that are variable nodes in the factor graph. Then, Proposition 4.1. For a factor graph F with colored graph G, the induced variable canonization is a canonization function B X → B X /A(G).
Assignment Stabilization Theorem 4.1 requires efficiently computing the size of the orbit of an assignment. We will apply the orbit-stabilizer theorem in a manner similar to Niepert [2013] . 2 A stabilizer is related to an orbit as follows:
Theorem 4.3 (Orbit-stabilizer). Let G act on X. Then for any x ∈ X, |G| = |Stab(x)| × |Orb(x)|, where |G| is the group order.
Thus, to compute orbit size of assignments x, we will compute (1) the order of the Stab(x) under A(G); and (2) the order of A(G). Now we can again use graph isomorphism tools. The stabilizer of x directly corresponds with the automorphism group of the colored graph encoding of x. To see this, observe that a permutation that relabels pigeons but leaves holes fixed is a stabilizer of the assignment in Figure 2 ; this permutation is also a member of the color-automorphism group of the graph. Formally:
Theorem 4.4. Let F = (X, F ) be a factor graph with colored graph encoding G. Then for any x ∈ B X , Stab A(G) (x) = A(G (F, x) ).
Proof. Let G 1 = G(F, x) and g ∈ Stab A(G) (x). Then g · G 1 fixes all colors and vertices, since G 1 is bipartite and g fixes all variable nodes. Then, g ∈ A(G (F, x) ). A(G(F, x) ). By definition, g fixes the colors of the variable nodes, so g ∈ Stab(x).
Now let g ∈
The order of a group can be computed efficiently using computational group theory tools such as GAP [GAP, Seress, 2003 ]. Thus if we can exhaustively generate canonical representatives, then we can perform lifted exact inference. The next section shows how to do this.
Generating All Canonical Representatives
Our algorithm for generating canonical representatives is a simple breadth-first search that relies on assignment canonization. This procedure is a kind of isomorph-free exhaustive generation, and there exist more sophisticated procedures than the one we present here [McKay, 1998] .
Let x be some variable assignment. Then, an augmentation of x is a copy of x with one variable that was previous false assigned to true. We denote the set of all augmentations as A(x). Our breadth-first search tree will be defined by a series of augmentations as follow:
1. Nodes of the search tree are assignments x.
2. The root of the tree is the all-zero assignment. 3. Each level L of the search tree has exactly L true assignments to variables. 4. Nodes are expanded until level |X|, when all variables are true. 5. Before expanding a node, check if it is not isomorphic to one that has already been expanded by computing its canonical form. 6. Then, expand a node x by adding A(x) to the frontier.
The set of expanded nodes is a set of canonical representatives of B X /A(G). This simple algorithm requires a number of calls to a graph isomorphism tool that scales in the number of distinct orbits:
Theorem 4.5. For a factor graph F = (X, F ) with |B X /A(G)| canonical representatives, the above breadth-first search requires at most |X| × |B X /A(G)| calls to a graph isomorphism tool.
Proof. There are at most |B X /A(G)| expansions, and each expansion adds at most |X| nodes to the frontier. A canonical form must be computed for each node which is added to the frontier.
Pruning expansions We can optimize this expansion process by preemptively reducing the number of nodes that are added to the frontier in Step 6, using the following lemma:
Lemma 4.1 (Expansion Pruning). Let F be a factor graph, x be a variable assignment, and x 1 , x 2 be augmentations of x that update variables x and y respectively. Then, x 1 ∼ x 2 under A(G) if x and y are in the same orbit under A (G(F, x) ).
Proof. Let G 1 = G(F, x 1 ) and G 2 = G(F, x 2 ). Assume x and y are in the same orbit under A(G(F, x)); then there exists g ∈ A (G(F, x) ) such that g · x = y. There is only one vertex color which differs between G 1 and G 2 :
x and y. Then, g · G 1 = G 2 , so Theorem 4.2 then shows x 1 ∼ x 2 .
Using this lemma we can update Step 6 to only include a single element of each orbit of X under A(G (F, x) ), which is computed efficiently using GAP [GAP].
EXACT LIFTED INFERENCE FOR FACTOR GRAPHS
Now we combine the theory of the previous two sections to perform exact lifted inference on factor graphs. Algorithm 1 performs exact lifted inference via a breadthfirst search over canonical assignments. r holds a set of canonical representatives, q holds the frontier, p accumulates the unnormalized probability of the evidence, and Z accumulates the normalizing constant. Each time the algorithm finds a new representative, it computes the size of the orbit using the orbit stabilizer theorem. It uses Lemma 4.1 on Line 18 to avoid adding augmentations to the frontier that are known a-priori to be isomorphic to prior ones. This algorithm can be easily modified to produce the MPE by simply returning the canonical representative from r with the highest probability. To validate our method we implemented Algorithm 1 using the Sage math library [The Sage Developers, 2018]. We compared our lifted inference procedure against Ace, an exact inference tool for discrete Bayesian networks [Chavira and Darwiche, 2005] . Ace is unaware of the symmetry of the model. Figure 3 shows experimental results for a pairwise factor graph with increasing number of variables and the 2-hole pigeonhole problem with increasing number of pigeons. In both experiments, Ace runs out of memory before finishing the inference task.
ORBIT-JUMP MCMC
Orbit generation is not a universal solution for inference in highly symmetric distributions. Generating orbits may be prohibitively expensive due to graph isomorphism calls, or there may be too many orbits to exhaustively enumerate. In these instances we would like Markov Chain Monte Carlo approaches that efficiently seek out and exploit high-probability regions of the probability space, while simultaneously utilizing the symmetric structure of the distribution in order to mix quickly.
Lifted MCMC [Niepert, 2012 [Niepert, , 2013 exploits symmetric structure to transition efficiently within orbits. However, lifted MCMC struggles to jump between orbits. Consider the motivating pigeonhole example. In this setting, there is a small high probability orbit: the one where each pigeon is a hole on its own. Finding this orbit is challenging for local search algorithms such as lifted MCMC because modes are surrounded by low probability orbits: configurations with pigeons placed in multiple holes. Moreover, uniform random restarts -a common strategy to help local-search methods mix -are biased towards larger orbits, and thus cannot help in finding small high probability orbits.
To address the problem of efficiently exploring a symmetric search space and finding small high probability orbits, we introduce orbit-jump MCMC, a Metropolis-Hastings MCMC algorithm that uses the following distribution as its proposal: Definition 5.1 (Uniform orbit distribution). Let G act on X. Then for x ∈ X, the uniform orbit distribution is:
This is the probability of uniformly choosing a particular orbit o ∈ X/G, and then sampling an element uniformly from within σ −1 (o).
The orbit-jump MCMC proposal for a G-invariant distribution Pr is defined as follows starting from some initial There is an edge connecting an element of x ∈ X and g ∈ G iff g · x = x. The Burnside process is a random walk on this graph. state x ∈ X:
1. Samplex ∼ Pr X/G 2. Acceptx with probability min 1,
By the Metropolis correction, this Markov chain has Pr as its stationary distribution [Häggström, 2000] . Importantly the acceptance criteria does not require computing |X/G|, a problem that is known to be #P-hard in general [Goldberg, 1993] . The benefit of orbit-jump MCMC over existing symmetry aware MCMC algorithms is that it has a high probability of moving between orbits, which complements the within-orbit exploration of lifted MCMC.
Next we will describe how to sample from Pr X/G using an MCMC method known as the Burnside process. The Burnside process relies on the ability to compute assignment stabilizers [Jerrum, 1993 , Goldberg, 2001 . Then, we will discuss the mixing time of this proposal, and demonstrate that it effectively exploits the symmetry of the distribution to mix quickly.
SAMPLING FROM Pr X/G
Jerrum [1993] gave an MCMC technique known as the Burnside process for drawing samples from Pr X/G . The Burnside process is a Markov Chain Monte Carlo method defined as follows, beginning from some x ∈ X:
1. Sample g ∼ Stab(x) uniformly; 2. Sample x ∼ Fix(g) uniformly, where Fix(g) = {x ∈ X | g · x = x}. We call elements of Fix(g) fixers.
This process can be visualized as a random walk on a bipartite graph. One set of nodes are elements of X, and the other set are elements of G. There is an edge between x ∈ X and g ∈ G iff g · x =
x.
An example of this bipartite graph is shown in Figure 4 . The set X is a 2-node colored graph, and the group G permutes the vertices of the graph. The identity element (A)(B) stabilizes all elements of X, and so has an edge to every element in X; the element (A B) only stabilizes graphs whose vertices have the same color. Then, Theorem 5.1 (Jerrum [1993] ). The stationary distribution of the Burnside process is equal to Pr X/G . Jerrum [1993] proved that the Burnside process mixes quickly for several groups, but it does not always mix quickly [Goldberg and Jerrum, 2002] . In such cases, it is important to draw sufficient samples from the Burnside process in order to guarantee that the proposal in Equation 6 is unbiased. Next we will describe how to implement the Burnside process on factor graphs using the machinery from Section 4.2.1.
Burnside Process on Factor Graphs
For G acting on X, the Burnside process requires the ability to (1) draw samples uniformly from the stabilizer subgroup, and (2) sample a random fixer for any group element. Here we describe how to perform these two computations for a colored factor graph F = (X, F ).
Stabilizer Sampling Section 4.2.1 showed how to compute the stabilizer of x ∈ X using graph isomorphism tools. To sample uniformly from this stabilizer, we rely on the product replacement algorithm, which is an efficient procedure for uniformly sampling group elements [Pak, 2000] . The product replacement algorithm is implemented in GAP [GAP].
Fixer Sampling Let g ∈ G be a permutation that acts on the vertices of a colored factor graph. Then we uniformly sample an assignment-encoded colored factor graph that is fixed by g in the following way. First, decompose g into a product of disjoint cycles (c 1 )(c 2 ) · · · (c n ). Then, for each cycle that contains variable nodes, uniformly randomly color the vertices in that cycle either true or false. By construction this colored graph is fixed by g, and is uniformly random by the independence of coloring each cycle and the fact that all colorings fixed by g can be obtained in this manner.
MIXING TIME OF ORBIT-JUMP MCMC
We implemented the orbit-jump MCMC procedure on factor graphs using Sage. In order to evaluate the performance of orbit-jump MCMC, we will compare the total variation distance of various MCMC procedures. The total variation distance between two discrete probability measures µ and ν on X, denoted d T V (µ, ν), is defined:
Pigeonhole case study We experimentally compare the mixing time of lifted MCMC [Niepert, 2012 [Niepert, , 2013 and our orbit-jump MCMC in Figure 5 , which computes the total variation distance of these two MCMC methods from their stationary distribution as a function of the number of iterations on two versions of the pigeonhole problem. The first version in Figure 5a is the motivating example with hard constraints. The second version in Figure 5b shows a "quantum" pigeonhole problem, where the constraint in Equation 1 is relaxed so that pigeons are allowed to be multiple holes simultaneously.
Orbit-jump MCMC mixes quickly in both examples.
Lifted MCMC fails to converge in Figure 5a as it cannot transition due to the hard constraint from Equation 1. The update steps of orbit-jump MCMC can be expensive to compute relative to a Gibbs step as it requires performing calls to a graph isomorphism tool. To alleviate this, we can alternate between orbit-jump MCMC and lifted MCMC steps at some fixed interval [Niepert, 2012, Van den Broeck and Niepert, 2015] . Alternating these two chains leaves their stationary distributions invariant [Häggström, 2000] . Figure 5 also shows experimental results for this approach when alternating every 5 steps. We see that this hybrid procedure improves the convergence rate in Figure 5b .
RELATED WORK
Lifted inference Existing exact lifted inference algorithms apply to relational models [Getoor and Taskar, 2007] . The tractability of exact lifted inference was studied by Niepert and Van den Broeck [2014] , but their approach cannot be directly applied to factor graphs. Approximate lifted inference can be applied to factor graphs [Niepert, 2012 , 2013 , Bui et al., 2013 , Van den Broeck and Niepert, 2015 , Madan et al., 2018 , Kersting et al., 2009 , Gogate et al., 2012 .
Symmetry in constraint satisfaction and logic Exploiting symmetry has a history in satisfiability and constraint satisfaction. The goal in this context is to quickly select one of many symmetric candidate solutions, so in general one of the key differences between our work and these solvers is that our search is exhaustive. Sabharwal [2005] augments a SAT-solver with symmetry-aware branching capabilities. Symmetry exploitation also has a history in integer-linear programming [Margot, 2010 , Ostrowski et al., 2007 , Margot, 2003 . Figure 5 : Total variation distance for a pigeonhole problem with 5 pigeons and 2 holes. "Hybrid-n" is a Markov chain which performs n steps of lifted MCMC followed by 1 step of orbit-jumping.
CONCLUSION & FUTURE WORK
We provided the first exact lifted inference procedure that can be directly applied to factor graphs that scales with the degree of symmetry of the probability distribution. Our key contribution is the assignment-encoding construction in Section 4.2.1, which directly relates symmetries of variable assignments to the colored automorphism group of the graph. This allowed us to construct exact inference algorithms (Algorithm 1) and approximate inference algorithms (Section 5) that rely on graph isomorphism tools in order to scale efficiently with the number of orbits. In contrast to existing exact lifted inference procedures that rely on relational representations, Algorithm 1 applies directly to colored factor graphs.
Our exact inference procedure could be improved by incorporating more sophisticated techniques for isomorphfree exhaustive generation, such as canonical deletion [McKay, 1998] . It is also plausible that the general framework of isomorph-free exhaustive generation may find application in other lifted inference tasks. Finally, we believe that orbit-jump MCMC could be further developed theoretically, and we conjecture that the orbitjump MCMC process can be shown to mix rapidly in the number of orbits of the distribution.
