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Abstract
This paper is concerned with the exact number of positive solutions for the boundary value problem
(|y′|p−2y′)′ + λf (y) = 0 and y(−1) = y(1) = 0, where p > 1 and λ > 0 is a positive parameter. We
consider the case in which both f (u) and g(u) = (p − 1)f (u) − uf ′(u) change sign exactly once from
negative to positive on (0,∞).
 2005 Elsevier Inc. All rights reserved.
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1. Introduction and main results
The exact number of positive solutions to boundary value problem{
(|y′|p−2y′)′ + λf (y) = 0, t ∈ (−1,1),
y(−1) = y(1) = 0, (1.1)
where p > 1 and λ > 0 is a positive parameter, is interesting. In this area, some results have
been obtained under different assumptions on f and p, for instance, see [1–5,7–12]. If p = 2
and f : [0,∞) → R is monotonically increasing and concave (f ′′ < 0) with f (0) < 0, Castro
et al. [3] obtained the exact number of positive solutions. Recently, Cheng [4] considered the
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J. Cheng / J. Math. Anal. Appl. 313 (2006) 322–341 323case of p = 2 and f (y) = yα − yβ , where α > β > −1. For the general case p > 1, we refer
to [2,8,10,11].
In this paper, we always assume that p > 1, f ∈ C2(0,∞) and the following three conditions
are satisfied:
(A1) limu→0 uf (u) = 0. There exists V0 ∈ (0,∞) such that
f (u) < 0 for u ∈ (0,V0), f (u) > 0 for u > V0, (1.2)
V0∫
0
∣∣f (u)∣∣du < ∞,
V0∫
0
∣∣uf ′(u)∣∣du < ∞,
V0∫
0
∣∣u2f ′′(u)∣∣du < ∞, (1.3)
and
0 <
+∞∫
0
f (u)du∞ (1.4)
(then there exists a unique V1 ∈ (V0,∞) satisfying
∫ V1
0 f (u)du = 0).
(A2) Let g(u) = (p − 1)f (u) − uf ′(u). There exists U1 ∈ (0,∞) such that
g(u) < 0 for u ∈ (0,U1), g(u) > 0 for u > U1, (1.5)
and
0 <
+∞∫
0
g(u)du∞ (1.6)
(then there exists a unique U2 ∈ (U1,∞) satisfying
∫ U2
0 g(u)du = 0).
(A3) When g(r) > 0 and ∫ r0 g(u)du < 0 (i.e., r ∈ (U1,U2)),
r
[
g(r)
]2  [g(r) + rg′(r)]
r∫
0
g(u)du. (1.7)
Under assumptions (A1) and (A2), it is different from the previous results that (A3) permits
g′(u) = (p − 2)f ′(u) − uf ′′(u) to change sign on (U1,U2), see Examples 4.3 and 4.5.
The following simple facts are important in our results. It is clear that
f (V1) > 0 and
V1∫
v
f (u)du > 0 for v ∈ (0,V1). (1.8)
Since(
f (u)
up−1
)′
= uf
′(u) − (p − 1)f (u)
up
= −g(u)
up
,
by (1.5) we have that f (u)/up−1 is increasing on (0,U1) and decreasing on (U1,∞). Let
lim f (u)/up−1 = L0, lim f (u)/up−1 = L∞. (1.9)u→0+ u→+∞
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−∞ L0 < 0, 0 L∞ < ∞. (1.10)
Denote by
Cp =
(
p − 1
p
)1/p
, (1.11)
W1 =
V1∫
0
dv
(
∫ V1
v
f (u)du)1/p
, (1.12)
W2 =
{( p
L∞
)1/p ∫ 1
0
dt
(1−tp)1/p dt, 0 < L∞ < ∞,
∞, L∞ = 0,
(1.13)
and
M1 =
V1∫
0
V1f (V1) − vf (v)(∫ V1
v
f (u)du
)1+1/p dv. (1.14)
By (1.8) and (1.10) we have
0 < W1 ∞, 0 < W2 ∞. (1.15)
The following theorems give a complete study of the number of positive solutions for the case of
p > 1 and f ∈ C2(0,∞) satisfying (A1)–(A3).
Theorem 1.1. Let p > 1 and f ∈ C2(0,∞) satisfy (A1)–(A3). Assume that W2 W1 ∞.
(1) If W2 = W1 = ∞, then there exists λ∗ > 0 such that (1.1) has exactly two positive solutions
for λ > λ∗, exactly one for λ = λ∗, and none for 0 < λ < λ∗.
(2) If W2 < W1 = ∞, then there exists 0 < λ∗ < [CpW2]p such that (1.1) has exactly two posi-
tive solutions for λ∗ < λ < [CpW2]p , exactly one for λ = λ∗ or λ [CpW2]p , and none for
0 < λ < λ∗.
(3) If W2 W1 < ∞, then there exists 0 < λ∗ < [CpW2]p such that (1.1) has exactly two pos-
itive solutions for λ∗ < λ < [CpW2]p , exactly one for λ = λ∗ or [CpW2]p  λ [CpW1]p ,
and none for 0 < λ < λ∗ or λ > [CpW1]p .
Theorem 1.2. Let p > 1 and f ∈ C2(0,∞) satisfy (A1)–(A3). Assume that W1 < W2 ∞ and
pW1 − M1 < 0.
(1) If W2 = ∞, then there exists 0 < λ∗ < [CpW1]p such that (1.1) has exactly two positive
solutions for λ∗ < λ  [CpW1]p , exactly one for λ = λ∗ or λ > [CpW1]p , and none for
0 < λ < λ∗.
(2) If W2 < ∞, then there exists 0 < λ∗ < [CpW1]p such that (1.1) has exactly two positive
solutions for λ∗ < λ [CpW1]p , exactly one for λ = λ∗ or [CpW1]p < λ < [CpW2]p , and
none for 0 < λ < λ∗ or λ [CpW2]p .
Theorem 1.3. Let p > 1 and f ∈ C2(0,∞) satisfy (A1)–(A3). Assume that W1 < W2 ∞ and
pW1 − M1  0.
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0 < λ < [CpW1]p .
(2) If W2 < ∞, then (1.1) has exactly one positive solution for [CpW1]p  λ < [CpW2]p , and
none for 0 < λ < [CpW1]p or λ [CpW2]p .
The proofs of Theorems 1.1–1.3 will be conducted in Section 3. In this paper, we make use of
the time-map method. The main ingredient in our approach relies on the characterization of the
time-map of the shape, which includes the following three characteristic properties: the domain
of the time-map, the limit at the boundary points of its domain, and the sign of derivative function
of the time-map.
Remark 1.1. It follows from (A2) that − ∫ r0 g(u)du is positive and decreasing with respect to
r ∈ (U1,U2). By(
rg(r)
− ∫ r0 g(u)du
)′
= r[g(r)]
2 − [g(r) + rg′(r)] ∫ r0 g(u)du(− ∫ r0 g(u)du)2
we have that (A3) holds if and only if
η(r) = rg(r)− ∫ r0 g(u)du
is nondecreasing on (U1,U2). It follows that if (rg(r))′ = g(r) + rg′(r)  0 on (U1,U2), in
particular g′(r) 0 on (U1,U2), then (A3) holds.
Remark 1.2. By p > 1, (1.2) and (1.8) we have
V1∫
V0
dv(∫ V1
v
f (u)du
)1/p < ∞.
If limv→0+ f (v)/vp−1 = L0 = −∞, then the l’Hopital rule implies
lim
v→0+
p
∫ V1
v
f (u)du
vp
= lim
v→0+
−f (v)
vp−1
= −L0 < ∞.
It follows that
V0∫
0
dv(∫ V1
v
f (u)du
)1/p = ∞.
Thus, W1 = ∞.
If there exists δ ∈ (0,p − 1) such that limv→0+ vδf (v)/vp−1 = −∞, then
lim
v→0+
(p − δ) ∫ V1
v
f (u)du
vp−δ
= lim
v→0+
−f (v)
vp−1−δ
= ∞
and
V0∫
0
dv(∫ V1
v
f (u)du
)1/p < ∞.
This implies 0 < W1 < ∞.
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lim
v→V1
V1f (V1) − vf (v)∫ V1
v
f (u)du
= f (V1) + V1f
′(V1)
f (V1)
and
V1∫
V0
|V1f (V1) − vf (v)|(∫ V1
v
f (u)du
)1+1/p dv < ∞.
Since limv→0 vf (v) = 0 and V1f (V1) − vf (v) > V1f (V1) > 0 for v ∈ (0,V0), it is clear that
|M1| < ∞ if
V0∫
0
dv(∫ V1
v
f (u)du
)1+1/p < ∞,
and
M1 = ∞ if
V0∫
0
dv(∫ V1
v
f (u)du
)1+1/p = ∞.
Remark 1.4. If limv→0+ v1/(p+1)f (v) = 0, then the l’Hopital rule implies
lim
v→0+
p
∫ V1
v
f (u)du
(p + 1)vp/(p+1) = − limv→0+
f (v)
v−1/(p+1)
= 0.
By Remark 1.3 we have M1 = ∞.
Remark 1.5. If p > 1, f ∈ C[0,∞) ∩ C2(0,∞) satisfy (A1)–(A3) and f (0) < 0, then by Re-
marks 1.2 and 1.4 we have 0 < W1 < ∞ and pW1 − M1 = −∞ < 0.
Remark 1.6. Assume that f ∈ C1[0,∞) ∩ C2(0,∞) with f (0) = 0 and f ′(0) < 0.
(1) If 1 < p < 2 then by limu→0+ g(u)/u = limu→0+[(p − 1)f (u)/u − f ′(u)] = (p − 2)×
f ′(0) > 0 we know that (A2) fails.
(2) If p  2 and (A1)–(A3) are satisfied, then it follows from Remark 1.4 that M1 = ∞. By
Remark 1.2 we have W1 = ∞ for p = 2, and 0 < W1 < ∞ for p > 2.
2. Some basic lemmas
Define the time-map
T (r) =
r∫
0
( r∫
v
f (u)du
)−1/p
dv, r ∈ (V1,∞). (2.1)
In this section, we will show that to study the number of positive solutions of (1.1) is equivalent
to study the shape of T (r) on (V1,∞).
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then
d
dt
(
p − 1
p
∣∣y′(t)∣∣p + λ
y(t)∫
0
f (z) dz
)
= 0 for t ∈ (−1,1). (2.2)
Lemma 2.2. Assume that λ > 0 and y is a positive solution of (1.1).
(i) α = maxt∈[−1,1] y(t) V1.
(ii) If α > V1, then λ1/p = CpT (α) and
α∫
y(t)
( α∫
v
f (u)du
)−1/p
dv = T (α)|t | for t ∈ [−1,1]. (2.3)
(iii) If α = V1, then λ1/p = CpW1 and
α∫
y(t)
( α∫
v
f (u)du
)−1/p
dv = W1|t | for t ∈ [−1,1]. (2.4)
Proof. Let
t0 = inf
{
t : y(t) = α} and t1 = sup{t : y(t) = α}. (2.5)
From Lemma 2.1 we have
p − 1
p
∣∣y′(t)∣∣p + λ
y(t)∫
0
f (u)du = p − 1
p
∣∣y′(t0)∣∣p + λ
y(t0)∫
0
f (u)du
for t ∈ (−1,1). It follows from y(t0) = α and y′(t0) = 0 that
p − 1
p
∣∣y′(t)∣∣p = λ
α∫
y(t)
f (u)du, t ∈ (−1,1). (2.6)
This means
∫ α
v
f (u) 0 for v ∈ (0, α). By (A1) we obtain
α  V1,
α∫
v
f (u) > 0 for v ∈ (0, α). (2.7)
From (2.6) and (2.7) we have y′(t) = 0 for t ∈ (−1, t0) ∪ (t1,1). Hence
y′(t) > 0 for t ∈ (−1, t0), y′(t) < 0 for t ∈ (t1,1). (2.8)
Suppose for contrary that there exists a τ ∈ (t0, t1) such that y(τ) = mint∈[t0,t1] y(t) < α. By
(2.6) and y′(τ ) = 0 we have ∫ α
y(τ)
f (u)du = 0, which contradicts (2.7). This means
y(t) = α for t ∈ [t0, t1]. (2.9)
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Cpy
′(t)
( α∫
y(t)
f (u)du
)−1/p
= λ1/p, t ∈ (−1, t0),
and
−Cpy′(t)
( α∫
y(t)
f (u)du
)−1/p
= λ1/p, t ∈ (t1,1).
Moreover,
Cp
α∫
y(t)
( α∫
v
f (u)du
)−1/p
dv = λ1/p(t0 − t), t ∈ [−1, t0], (2.10)
and
Cp
α∫
y(t)
( α∫
v
f (u)du
)−1/p
dv = λ1/p(t − t1), t ∈ [t1,1]. (2.11)
It follows from y(−1) = y(1) = 0 that
λ1/p(t0 + 1) = Cp
α∫
0
( α∫
v
f (u)du
)−1/p
dv = λ1/p(1 − t1). (2.12)
Finally, the result (i) has been given by (2.7). From (2.9) and f (α) > 0 we have t0 = t1. Thus,
(2.12) implies t0 = t1 = 0, CpT (α) = λ1/p for the case of α > V1, and CpW1 = λ1/p for α = V1.
Combine (2.10) and (2.11) to obtain the results (ii) and (iii). 
Lemma 2.3. For α > V1, let 0 y1(t) α be given by
α∫
y1(t)
( α∫
v
f (u)du
)−1/p
dv = T (α)|t |, t ∈ [−1,1].
Then y1(t) is a positive solution of the problem{
(|y′|p−2y′)′ + [CpT (α)]pf (y) = 0, t ∈ (−1,1),
y(−1) = y(1) = 0,
with maxt∈[−1,1] y1(t) = α.
Proof. y1(−1) = 0 = y1(1) is clear. By
∫ α
v
f (u)du > 0 for v ∈ (0, α) we have
y′1(t) > 0 for t ∈ (−1,0), y′1(0) = 0, y′1(t) < 0 for t ∈ (0,1), (2.13)
and
∣∣y′1(t)∣∣p = [T (α)]p
α∫
f (u)du, t ∈ (−1,1). (2.14)
y1(t)
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(∣∣y′1(t)∣∣p−1)′∣∣y′1(t)∣∣
= p
p − 1
(∣∣y′1(t)∣∣p−2y′1(t))′y′1(t)
for 0 < |t | < 1, by (2.13) and (2.14) we have
(∣∣y′1(t)∣∣p−2y′1(t))′ = −p − 1p
[
T (α)
]p
f
(
y1(t)
)= −[CpT (α)]pf (y1(t)) (2.15)
for t ∈ (−1,1). This lemma is proved. 
The following Lemma 2.4 can be obtained similarly. We omit the proof.
Lemma 2.4. Assume that W1 < ∞. Let 0 y2(t) V1 be given by
V1∫
y2(t)
( V1∫
v
f (u)du
)−1/p
dv = W1|t |, t ∈ [−1,1].
Then y2(t) is a positive solution of the problem{
(|y′|p−2y′)′ + [CpW1]pf (y) = 0, t ∈ (−1,1),
y(−1) = y(1) = 0,
with maxt∈[−1,1] y2(t) = V1.
Now, by Lemmas 2.2–2.4 we have the following Lemma 2.5, immediately.
Lemma 2.5. Assume that p > 1, λ > 0 and r > 0.
(i) For each one of the following three cases:
(i-i) r < V1,
(i-ii) r = V1, λ1/p = CpW1,
(i-iii) r > V1, λ1/p = CpT (r),
(1.1) has no positive solution y with maxt∈[−1,1] y(t) = r .
(ii) If r = V1, W1 < ∞ and λ1/p = CpW1, then (1.1) has a unique positive solution y with
maxt∈[−1,1] y(t) = r = V1.
(iii) If r > V1 and λ1/p = CpT (r), then (1.1) has a unique positive solution y with
maxt∈[−1,1] y(t) = r .
Lemma 2.6. limr→V1+0 T (r) = W1.
Proof. It follows from the monotone convergence theorem that
lim
r→V1+0
V1∫ ( r∫
f (u)du
)−1/p
dv = W1.0 v
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lim
r→V1+0
r∫
V1
( r∫
v
f (u)du
)−1/p
dv = 0.
The proof is complete. 
Lemma 2.7 (see [10, Corollary 2.6]). limr→+∞ T (r) = W2.
3. Proofs of main results
For λ > 0 and r > 0, by Lemma 2.5 we know that (1.1) has a positive solution with
maxt∈[−1,1] y(t) = r if and only if
r = V1 and λ = [CpW1]p,
or
r > V1 and λ =
[
CpT (r)
]p
,
and the solution is unique. In this section, the main purpose is to show that T ′(r) vanishes on
(V1,+∞) at most once and is positive for r large.
Firstly, by (A1) and g(u) = pf (u) − (uf (u))′ we have ∫ V10 g(u)du = −V1f (V1) < 0. This
means
V1 < U2. (3.1)
For r > 0 and t ∈ [0,1], denote by
D0(r, t) = r−p
r∫
rt
f (u) du, D1(r, t) = r−p
r∫
rt
uf ′(u) du, (3.2)
and
D2(r, t) = r−p
r∫
rt
u2f ′′(u) du. (3.3)
For r > V1, let
F(r) =
1∫
0
(p − 1)D0(r, t) − D1(r, t)
[D0(r, t)]1+1/p dt, (3.4)
G1(r) =
1∫
0
−(p − 1)2D0(r, t) + (2p − 3)D1(r, t) − D2(r, t)
[D0(r, t)]1+1/p dt, (3.5)
and
G2(r) =
1∫
0
[(p − 1)D0(r, t) − D1(r, t)]2
[D0(r, t)]2+1/p dt. (3.6)
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1∫
0
1
[D0(r, t)]1/p dt < ∞.
Since
lim
t→1
D1(r, t)
D0(r, t)
= rf
′(r)
f (r)
, lim
t→1
D2(r, t)
D0(r, t)
= r
2f ′′(r)
f (r)
we have
sup
t∈(0,1)
∣∣∣∣D1(r, t)D0(r, t)
∣∣∣∣< ∞, sup
t∈(0,1)
∣∣∣∣D2(r, t)D0(r, t)
∣∣∣∣< ∞.
It follows that F(r), G1(r) and G2(r) are well defined for r > V1.
Lemma 3.1. T and F are two differentiable functions, and for any r ∈ (V1,∞)
T (r) =
1∫
0
dt
[D0(r, t)]1/p , (3.7)
prT ′(r) = F(r), (3.8)
prF ′(r) = pG1(r) + (1 + p)G2(r). (3.9)
Proof. (3.7) can be obtained by (2.1), immediately. From
∂D0(r, t)
∂r
= −pr−p−1
r∫
rt
f (u) du + r−p−1[rf (r) − rtf (rt)]
= −pr−p−1
r∫
rt
f (u) du + r−p−1
r∫
rt
[
uf (u)
]′
du
= r−p−1
(
(1 − p)
r∫
rt
f (u) du +
r∫
rt
uf ′(u) du
)
and
∂D1(r, t)
∂r
= −pr−p−1
r∫
rt
uf ′(u) du + r−p−1[r2f ′(r) − (rt)2f ′(rt)]
= −pr−p−1
r∫
rt
uf ′(u) du + r−p−1
r∫
rt
[
u2f ′(u)
]′
du
= r−p−1
(
(2 − p)
r∫
uf ′(u) du +
r∫
u2f ′′(u) du
)
rt rt
332 J. Cheng / J. Math. Anal. Appl. 313 (2006) 322–341we have
∂D0(r, t)
∂r
= (1 − p)D0(r, t) + D1(r, t)
r
(3.10)
and
∂D1(r, t)
∂r
= (2 − p)D1(r, t) + D2(r, t)
r
. (3.11)
Combine (3.7) and (3.10) to obtain
T ′(r) = − 1
p
1∫
0
1
[D0(r, t)]1+1/p
(1 − p)D0(r, t) + D1(r, t)
r
dt = F(r)
pr
. (3.12)
It follows from (3.10) and (3.11) that
∂
∂r
(
(p − 1)D0 − D1
D
1+1/p
0
)
= − (1 + p)[(1 − p)D0 + D1][(p − 1)D0 − D1]
prD
2+1/p
0
+ (p − 1)[(1 − p)D0 + D1] − [(2 − p)D1 + D2]
rD
1+1/p
0
= −(p − 1)
2D0 + (2p − 3)D1 − D2
rD
1+1/p
0
+ (1 + p)[(p − 1)D0 − D1]
2
prD
2+1/p
0
.
This implies (3.9). 
Lemma 3.2. If W1 < ∞, then limr→V1+0 F(r) = pW1 − M1.
Proof. The l’Hopital rule implies
lim
v→r
rf (r) − vf (v)∫ r
v
f (u)du
= lim
v→r
f (v) + vf ′(v)
f (v)
= f (r) + rf
′(r)
f (r)
. (3.13)
It follows from Lemma 3.1 that
pT (r) − F(r) =
1∫
0
D0(r, t) + D1(r, t)
[D0(r, t)]1+1/p dt =
r∫
0
rf (r) − vf (v)(∫ r
v
f (u)du
)1+1/p dv. (3.14)
From f (V1) > 0 and (3.13) we have
lim
r→V1+0
r∫
V1
rf (r) − vf (v)(∫ r
v
f (u)du
)1+1/p dv = 0. (3.15)
Since
V1∫ 1(∫ V1
v
f (u)du
)1/p dv < ∞,V0
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lim
r→V1+0
V1∫
V0
rf (r) − vf (v)(∫ r
v
f (u)du
)1+1/p dv =
V1∫
V0
V1f (V1) − vf (v)(∫ V1
v
f (u)du
)1+1/p dv = M11 (3.16)
and |M11| < ∞. By the monotone convergence theorem and (A1) we have
lim
r→V1+0
V0∫
0
1(∫ r
v
f (u)du
)1+1/p dv =
V0∫
0
1(∫ V1
v
f (u)du
)1+1/p dv = M12 (3.17)
and
lim
r→V1+0
V0∫
0
−vf (v)(∫ r
v
f (u)du
)1+1/p dv =
V0∫
0
−vf (v)(∫ V1
v
f (u)du
)1+1/p dv = M13. (3.18)
Finally, from (3.14)–(3.18), f (V1) > 0, |M11| < ∞, 0 < M12 ∞ and 0 < M13 ∞ we can
obtain
lim
r→V1+0
(
pT (r) − F(r))= M11 + V1f (V1)M12 + M13 = M1.
By Lemma 2.6 we have Lemma 3.2. 
Lemma 3.3. infr∈(V1,U2) G2(r) > 0.
Proof. From (A2) and
(p − 1)D0(r, t) − D1(r, t) = r−p
r∫
rt
g(u) du, (3.19)
it is clear that
inf
r∈(V1,U2)
1∫
0
[
(p − 1)D0(r, t) − D1(r, t)
]2
dt > 0.
By
G2(r)
(
sup
t∈(0,1)
D0(r, t)
)−(2+1/p) 1∫
0
[
(p − 1)D0(r, t) − D1(r, t)
]2
dt
and
inf
r∈(V1,U2)
(
sup
t∈(0,1)
D0(r, t)
)−(2+1/p)
> 0
we have this lemma. 
Lemma 3.4. If V1 < U1, then supr∈(V ,U ) F (r) < 0.1 1
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D1(r, t) − (p − 1)D0(r, t) = −r−p
r∫
rt
g(u) du > 0
for r ∈ [V1,U1] and t ∈ (0,1). It follows that
inf
r∈(V1,U1)
1∫
0
[
D1(r, t) − (p − 1)D0(r, t)
]
dt > 0.
From
−F(r)
(
sup
t∈(0,1)
D0(r, t)
)−(1+1/p) 1∫
0
[
D1(r, t) − (p − 1)D0(r, t)
]
dt
and
inf
r∈(V1,U1)
(
sup
t∈(0,1)
D0(r, t)
)−(1+1/p)
> 0
we have infr∈(V1,U1)[−F(r)] > 0, which proves Lemma 3.4. 
Lemma 3.5. F(r) > 0 for r ∈ [U2,∞).
Proof. From (A2) we have
(p − 1)D0(r, t) − D1(r, t) = r−p
r∫
rt
g(u) du > 0
for r U2 and t ∈ (0,1). By (3.4) we can obtain this lemma. 
In the following part, denote by
η(r) = rg(r)− ∫ r0 g(u)du, r ∈ (U1,U2). (3.20)
It follows from (A2) and Remark 1.1 that
lim
r→U1+0
η(r) = 0, lim
r→U2−0
η(r) = ∞, η′(r) 0 for r ∈ (U1,U2). (3.21)
Lemma 3.6. φ(r, v) = rg(r) − vg(v) + η(r) ∫ r
v
g(u)du 0 for r ∈ (U1,U2) and v ∈ (0, r).
Proof. Let r ∈ (U1,U2) be fixed. Since
∂φ(r, v)
∂v
= −[g(v) + vg′(v)]− η(r)g(v)
= −[g(v) + vg′(v)]− η(v)g(v) + [η(v) − η(r)]g(v),
it follows that
∂φ(r, v)
∂v
= [g(v) + vg
′(v)] ∫ v0 g(u)du − v[g(v)]2
− ∫ v g(u)du +
[
η(v) − η(r)]g(v).0
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v∫
0
g(u)du < 0, g(v) > 0 and η(v) − η(r) 0 for v ∈ (U1, r).
Thus, (A3) implies
∂φ(r, v)
∂v
 0 for v ∈ (U1, r),
and
φ(r, v) φ(r, r) = 0 for v ∈ [U1, r). (3.22)
For v ∈ (0,U1), it follows from (A2) that g(v) < 0 and
∫ v
0 g(u)du < 0. By η(r) > 0 we have
φ(r, v) > rg(r) + η(r)
r∫
0
g(u)du = 0 for v ∈ (0,U1). (3.23)
The proof is complete. 
Lemma 3.7. G1(r) + [p + η(r)]F(r) 0 for r ∈ (max{U1,V1},U2).
Proof. It follows that
G1(r) + pF(r) =
1∫
0
(p − 1)D0(r, t) + (p − 3)D1(r, t) − D2(r, t)
[D0(r, t)]1+1/p dt (3.24)
and
η(r)F (r) =
1∫
0
η(r)[(p − 1)D0 − D1]
[D0(r, t)]1+1/p dt = r
−p
1∫
0
η(r)
∫ r
rt
g(u) du
[D0(r, t)]1+1/p dt. (3.25)
By [ug(u)]′ = (p − 1)f (u) + (p − 3)uf ′(u) − u2f ′′(u) we have
(p − 1)D0(r, t) + (p − 3)D1(r, t) − D2(r, t) = r−p
[
rg(r) − rtg(rt)]. (3.26)
Combine (3.24)–(3.26) to obtain
G1(r) +
[
p + η(r)]F(r) = r−p
1∫
0
rg(r) − rtg(rt) + η(r) ∫ r
rt
g(u) du
[D0(r, t)]1+1/p dt. (3.27)
Therefore, this lemma follows by Lemma 3.6. 
Lemma 3.8. One of the following two results is true:
(i) F(r) > 0 for r > V1;
(ii) there exists r∗ ∈ (V1,U2) such that F(r) < 0 for r ∈ (V1, r∗) and F(r) > 0 for r > r∗.
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(V1,U2) such that F(r∗) = 0 and F(r) > 0 for r > r∗. It follows from Lemma 3.4 that r∗ > U1.
By F(r∗) = 0, Lemmas 3.1, 3.3 and 3.7 we have
pr∗F ′
(
r∗
)= p[G1(r∗)+ (p + η(r∗))F (r∗)]+ (1 + p)G2(r∗)> 0. (3.28)
This implies that there exists a r0 ∈ (V1, r∗) such that F(r) < 0 for r ∈ (r0, r∗). Denote by
r1 = inf
{
r0 ∈
(
V1, r
∗): F(r) < 0 for r ∈ (r0, r∗)}.
Suppose for contrary that r1 > V1. It follows that F(r1) = 0. By Lemmas 3.1, 3.3 and 3.7 we can
also obtain r1 > U1 and
pr1F
′(r1) = p
[
G1(r1) +
(
p + η(r1)
)
F(r1)
]+ (1 + p)G2(r1) > 0,
which contradicts F(r) < 0 for r ∈ (r1, r∗). It follows that r1 = V1 and the result (ii) holds. 
Lemma 3.9. If W1 < ∞ and pW1 − M1 = 0, then F(r) > 0 for r > V1.
Proof. It follows from Lemmas 3.2 and 3.4 that
lim
r→V1+0
F(r) = 0 and U1  V1. (3.29)
By (3.21) and Lemma 3.3 we have that there exists V ∗ ∈ (V1,U2) such that
(1 + p)G2(r) − p
(
p + η(r))F(r) > 0 for r ∈ (V1,V ∗).
Thus, Lemmas 3.1 and 3.7 imply that
prF ′(r) = p[G1(r) + (p + η(r))F(r)]+ [(1 + p)G2(r) − p(p + η(r))F(r)]> 0
for r ∈ (V1,V ∗). It follows from (3.29) that F(r) > 0 for r ∈ (V1,V ∗). Finally, Lemma 3.8
implies F(r) > 0 for r > V1. 
Now, we give proofs of Theorems 1.1–1.3. For y ∈C[−1,1], denote by ‖y‖= maxt∈[−1,1] y(t).
Proof of Theorem 1.1. By Lemmas 2.6 and 2.7 we have that there exists r0 > V1 such that
T ′(r0) 0. Thus, Lemmas 3.1 and 3.8 imply that there exists r∗ ∈ (V1,U2) such that T ′(r) < 0
for r ∈ (V1, r∗) and T ′(r) > 0 for r > r∗. Let λ∗ = [CpT (r∗)]p .
(1) When W2 = W1 = ∞, Lemmas 2.5–2.7 imply that
(1-1) for λ > λ∗, (1.1) has exactly two positive solutions y1 and y2, and V1 < ‖y1‖ < r∗ < ‖y2‖;
(1-2) for λ = λ∗, (1.1) has exactly one positive solution y0, and ‖y0‖ = r∗;
(1-3) for 0 < λ < λ∗, (1.1) has none positive solution.
(2) When W2 < W1 = ∞, Lemmas 2.5–2.7 imply that
(2-1) for λ [CpW2]p , (1.1) has exactly one positive solution y1, and V1 < ‖y1‖ < r∗;
(2-2) for λ∗ < λ < [CpW2]p , (1.1) has exactly two positive solutions y1 and y2, and V1 <
‖y1‖ < r∗ < ‖y2‖;
(2-3) for λ = λ∗, (1.1) has exactly one positive solution y0, and ‖y0‖ = r∗;
(2-4) for 0 < λ < λ∗, (1.1) has none positive solution.
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(3-1) for [CpW2]p  λ  [CpW1]p , (1.1) has exactly one positive solution y1, and V1 
‖y1‖ < r∗;
(3-2) for λ∗ < λ < [CpW2]p , (1.1) has exactly two positive solutions y1 and y2, and V1 <
‖y1‖ < r∗ < ‖y2‖;
(3-3) for λ = λ∗, (1.1) has exactly one positive solution y0, and ‖y0‖ = r∗;
(3-4) for 0 < λ < λ∗ or λ > [CpW1]p , (1.1) has none positive solution.
The proof of Theorem 1.1 is complete. 
Proof of Theorem 1.2. By Lemma 3.2 we have that there exists a r0 > V1 such that F(r0) < 0.
Thus, Lemmas 3.1 and 3.8 imply that there exists r∗ ∈ (V1,U2) such that T ′(r) < 0 for r ∈
(V1, r∗) and T ′(r) > 0 for r > r∗. Let λ∗ = [CpT (r∗)]p . Then Lemmas 2.5–2.7 imply that
(i) when W2 < ∞ and λ [CpW2]p , (1.1) has none positive solution;
(ii) for [CpW1]p < λ < [CpW2]p , (1.1) has exactly one positive solution y2, and r∗ < ‖y2‖;
(iii) for λ∗ < λ [CpW1]p , (1.1) has exactly two positive solutions y1 and y2, and V1  ‖y1‖ <
r∗ < ‖y2‖;
(iv) for λ = λ∗, (1.1) has exactly one positive solution y0, and ‖y0‖ = r∗;
(v) for 0 < λ < λ∗, (1.1) has none positive solution.
The proof of Theorem 1.2 is complete. 
Proof of Theorem 1.3. By Lemmas 3.2, 3.8 and 3.9 we have F(r) > 0 on (V1,∞). Thus,
Lemma 3.1 implies T ′(r) > 0 on (V1,∞). By Lemmas 2.5–2.7 we have that
(i) when W2 < ∞ and λ [CpW2]p , (1.1) has none positive solution;
(ii) for [CpW1]p < λ < [CpW2]p , (1.1) has exactly one positive solution yλ, V1 < ‖yλ‖, and
λ = [CpT (‖yλ‖)]p;
(iii) for λ = [CpW1]p , (1.1) has exactly one positive solution y, and ‖y‖ = V1;
(iv) for 0 < λ < [CpW1]p , (1.1) has none positive solution.
The proof of Theorem 1.3 is complete. 
4. Some examples
In this section, we give some examples of p > 1 and f ∈ C2(0,∞) satisfying (A1)–(A3).
Example 4.1. Let p > 1 and
f (u) = uα − uβ + hup−1, (4.1)
where p − 1 > α > β > −1 and h 0. It follows that f satisfies (A1). By
g(u) = uβ[(p − 1 − α)uα−β − (p − 1 − β)]
we have that (A2) holds. Since
g(u) + ug′(u) = (1 + α)g(u) + (p − 1 − β)(α − β)uβ  (1 + α)g(u),
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fied.
It is clear that W2 = ∞ if h = 0, and 0 < W2 < ∞ if h > 0. By Remark 1.2 we have
0 < W1 < ∞.
Example 4.2. Let p > 1 and
f (u) = 2u2h−1 − uh−1, (4.2)
where 0 < h < p/(1 + p). Then by 0 < 2h < (1 + p)h < p,
g(u) = uh−1[2(p − 2h)uh − (p − h)],
g(u) + ug′(u) = 2hg(u) + (p − h)huh−1  2hg(u),
and Remark 1.1 we have that (A1)–(A3) hold.
It is clear that V1 = 1 and W2 = ∞. Since
∫ 1
v
f (u)du = vh(1 − vh)/h and f (1) − vf (v) =
(1 − vh)(1 + 2vh), it is easy to see that
W1 = h1/p
1∫
0
dv
vh/p(1 − vh)1/p = h
1/p−1B
(
p − h
ph
,
p − 1
p
)
and
M1 = h1+1/p
1∫
0
(1 + 2vh)
vh(1+1/p)(1 − vh)1/p dv
= h1/p
[
B
(
p − h − ph
ph
,
p − 1
p
)
+ 2B
(
p − h
ph
,
p − 1
p
)]
= h1/p
(
3 + hp − h
p − h − ph
)
B
(
p − h
ph
,
p − 1
p
)
,
where B denotes the Beta function. It follows that
pW1 − M1 = (p − 2h)(p − 2h − hp)
h1−1/p(p − h − hp) B
(
p − h
ph
,
p − 1
p
)
.
In particular,
pW1 − M1  0 for 0 < h p/(2 + p),
and
pW1 − M1 < 0 for p/(2 + p) < h < p/(1 + p).
Remark 4.1. For Example 4.2 with p = 2 and h = 1/2, it was proved by [6, Theorem 3] that
(1.1) has at most one positive solution.
Example 4.3. Let p > 1 and
f (u) = uα lnu, (4.3)
where p − 1 > α > −1. It is clear that f satisfies (A1). By
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g(u) + ug′(u) = (1 + α)g(u) + (p − 1 − α)uα  (1 + α)g(u),
and Remark 1.1 we have that (A2) and (A3) are satisfied.
It is clear that W2 = ∞. It follows from Remark 1.2 that 0 < W1 < ∞. By Remark 1.4 we
have M1 = ∞ if p − 1 > α > −1/(1 + p).
Remark 4.2. For p > 1 and f (u) = up−1 lnu, [11] showed that (1.1) has a unique positive
solution for each λ > 0.
Remark 4.3. For Example 4.3, we have
ug′(u) = uα[α(p − 1 − α) lnu + p − 1 − 2α],
u∫
0
g(t) dt = (1 + α)−2u1+α[(1 + α)(p − 1 − α) lnu − p],
and
(p − 1 − α) lnU1 = 1, (1 + α)(p − 1 − α) lnU2 = p.
It follows that g′(u) = (p−2)f ′(u)−uf ′′(u) changes sign exactly once on (0,∞) from negative
to positive if α ∈ (0,p − 1), and from positive to negative if α ∈ (−1,0). In particular, g′(u)
changes sign on (U1,U2) if α ∈ (−1,−1/2).
Example 4.4. Let p  2 and
f (u) = u(u − 1)
(1 + u)2 . (4.4)
Then f satisfies (A1) with V0 = 1. By
g(u) = u[(p − 1)u
2 − 3u + (2 − p)]
(1 + u)3
we have that (A2) holds with U1 = (3 + √9 + 4(p − 1)(p − 2) )/(2p − 2). Since
g′(u) = 3pu
2 + (2p − 10)u + (2 − p)
(1 + u)4 ,
(p − 1)(1 + u)4g′(u) = 3p(1 + u)3g(u)/u + (2p2 − 3p + 10)u + (2p2 − 3p − 2),
and 2p2 − 3p − 2  0 for p  2, it follows that g′(u)  0 when g(u)  0. By Remark 1.1 we
have that (A3) holds.
W2 = ∞ is clear. By Remark 1.6 we have W1 = ∞ for p = 2, 0 < W1 < ∞ and pW1 −M1 =
−∞ < 0 for p > 2.
On the other hand, if f is given by (4.4) and 1 < p < 2, then Remark 1.6 shows that (A2)
fails.
Finally, we give an example which satisfies (A1)–(A3), but both [ug(u)]′ = g(u)+ug′(u) and
g′(u) change sign on (U1,U2).
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f (u) = u(3u − 4)
(1 + u)4 . (4.5)
Then
g(u) = f (u) − uf ′(u) = u
2(9u − 19)
(1 + u)5 ,
g′(u) = −uf ′′(u) = −2u(9u
2 − 42u + 19)
(1 + u)6 ,
g(u) + ug′(u) = −u
2(9u2 − 74u + 57)
(1 + u)6 ,
and
u∫
0
f (t) dt = u
2(u − 6)
3(1 + u)3 ,
u∫
0
g(t) dt = u
3(2u − 19)
3(1 + u)4 .
It follows that
u
[
g(u)
]2 − [g(u) + ug′(u)]
u∫
0
g(t) dt = 2u
6(9u2 − 38u + 247)
3(1 + u)10 > 0
(since 382 − 4 × 9 × 247 < 0). Thus, (A1)–(A3) are satisfied. W2 = ∞ is clear. By Remark 1.2
we have W1 = ∞. Finally,
U1 = 19/9, U2 = 19/2,
g(U1) + U1g′(U1) = U1g′(U1) = −U21 f ′′(U1) > 0,
and
−U22 f ′′(U2) = U2g′(U2) < g(U2) + U2g′(U2) < 0.
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