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An idealized truncated ellipsoidal model, was used to simulate a healthy canine left
ventricle. Passive behaviour of the myocardium was modelled using the constitutive
model of Usyk. In addition, active behaviour of the myocardium was modelled by the
active stress law of Guccione. Furthermore, the load faced by the left ventricle in ejecting
blood into the arterial system, was modelled with the three element Windkessel model
of Westerhof. The model was calibrated to pressure-volume data, which was adapted
from the work of Kerckhoffs. The projected Levenberg-Marquardt algorithm was used to
identify material parameters. Identification of the anisotropic constants in the model of
Usyk proved to be difficult, with the calibration algorithm often converging to parameter
values that produced numerical instability. The remaining parameters in the Usyk
model were successfully identified and produced a good fit of the diastolic filling curve
of Kerckhoffs. Calibration of active tension and Windkessel parameters, using pressure-
time and volume-time data from the model of Kerckhoffs, proved to be unsuccessful, due
to numerical rounding errors in the computation of the Jacobian matrices. However,
an alternate approach to this calibration was developed, which compared simulated
and reference pressure-volume relations, at three representative points, namely, end-
isovolumetric contraction, peak systolic pressure and end-ejection. Using this approach
active tension and Windkessel parameters were successfully identified and a good fit of
the reference systolic pressure-volume curve was achieved. Thus, passive, active tension
and Windkessel parameters were identified, that produced a closed loop pressure-volume
curve, even upon further refinement of the particle distribution of the model. For the
refined model, left ventricular behaviour in terms of deformation, was consistent with
similar ellipsoid model studies. In addition, it was observed that the distribution of the
average fibre strain between start and end-ejection throughout the ventricle, was more
or less physiologically homogeneous.
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1.1 Context of the Research
In this work, the physical system being modelled is the left ventricle and the associ-
ated cardiac function, over a single beat of a cardiac cycle. Numerical simulations of
cardiac function are conducted using the in-house modelling software SESKA. SESKA
is a multi-platform numerical modelling software, based on the element free Galerkin
method (EFGM) and uses the moving least squares method (MLS), for computing the
shape functions [18]. The cardiac mechanics research that will be presented in this work,
forms part of an ongoing effort by the Computational Continuum Mechanics Group
(CCM), at the University of Cape Town, to understand and quantify the behaviour of
the left ventricle.
1.2 Inverse Methods for Determining Material Parameters
In recent times, due to the exponential improvement in computing power, it has be-
come increasingly possible to model large scale engineering problems, accurately, using
numerical techniques such as finite element modelling (FEM) or element free Galerkin
methods (EFGM). However, these engineering problems attempt to model real world
physical phenomena, by employing certain constitutive models, that attempt to repli-
cate the behaviour of the real physical system. Inherent to the chosen constitutive model
are governing material parameters of the system. Previously, an understanding of these
parameters was obtained by making several modelling assumptions that simplify the
simulated physical system. Material parameters were then estimated using data from
experimental testing of the real physical system. However, with the evolution and im-
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Chapter 1. Introduction 2
the purposes of material parameter estimation. These methods, at their core, employ a
branch of mathematics known as inverse problems.
Avril et al. [19] summarised various inverse methods for material parameter identi-
fication. However, this research will focus on a fairly new field, involving updating
methods of inverse modelling [19]. Such methods involve the computation of simulated
fields (such as strain or displacement) numerically (such as FEM), using initial estimates
for material parameters, defined in the particular constitutive law chosen. The actual
constitutive material parameters are identified by minimizing a cost function, which
compares available data measurements from experimental testing, to the corresponding
results simulated via a numerical analysis. These methods are advantageous as full-field
measurements are useful, but not necessarily required. Rather, only a few measurements
distributed across the volume of interest are necessary. Recently, Dubuis et al. [20] em-
ployed such methods to calibrate material parameters for soft tissues of the human calf,
based on a Neo-Hookean constitutive model, using resultant displacements from MRI
images, at various cross sectional heights. In terms of cardiac mechanics applications,
Sun et al. [21] calibrated the biaxial mechanical response of bioprosthetic heart valve
biomaterials, characterized by a Fung type constitutive model, using in-plane shear data
from biaxial testing. Furthermore, work by Kural et al. [22] involved identification of
passive parameters from a Fung type model, based on planar biaxial testing of diseased
human coronary and carotid arteries. In the three mentioned works, a cost function was
constructed to compare experimental and simulated data. Furthermore, the mentioned
authors utilized a non-linear optimization algorithm in order to minimize constructed
cost functions and obtain sought after material parameters.
Optimization algorithms can be split into two broad categories, namely, gradient based
algorithms and non-gradient based algorithms [14, 23]. Gradient based algorithms, are
usually associated with faster convergence towards a parameter set that minimizes a
cost function. However, these methods do not guarantee convergence towards a global
minima and are thus reliant on the initial starting parameter. Examples of gradient-
based optimizers include Steepest descent, Gauss-Newton and Levenberg-Marquardt al-
gorithms, among many others [23]. Next, non-gradient based algorithms tend to display
slower convergence towards a parameter set that minimizes a cost function and this is
usually attributed to the fact that a large initial population size, of different parameter
sets over a search space is required [14]. However, these optimizers are reputed to be
more adept at handling noisy experimental data, than gradient based optimizers and are
also more efficient means of finding a global minima in a search space [14]. Examples of
non-gradient based algorithms include Genetic Search and Particle Swarm algorithms,
among many others. For the purposes of this research, a gradient based optimizer based
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on the Levenberg-Marquardt algorithm is considered as a means of minimizing cost
functions, in order to obtain desired material parameters. This choice is guided by the
fact that the algorithm is devoted to non-linear least squares curve fitting applications
[20].
Various methods for constrained optimization using the Levenberg-Marquardt algorithm
have been presented in the literature [24, 25], from which there appears to be three dif-
ferent variations. Kanzow et al. [24], explored the first two variations for constrained
optimization using the Leveneberg-Marquardt algorithm. The first approach solves a
strictly convex minimization problem at each iteration, whereas the second method,
which is referred to as a projected Levenberg-Marquardt algorithm, only solves one
equation system at each iteration. Both methods have been shown to converge near
quadratically under an error bound assumption and can be globalized in an easy man-
ner [24]. The last method was employed by Guyon and Le Riche [25] and proposes that
parameter constraints are handled by checking the Kuhn and Tucker condition of the
constrained problem. For the purposes of this research, the simplicity and effectiveness
of the projected Levenberg-Marquardt algorithm, proposed by Kanzow et al. [24], is
considered as a means of minimizing cost functions for the inverse problem.
1.3 Cardiac Mechanics and Material Parameter Identifi-
cation
Realistic left ventricle geometries can be derived from MRI images, taken at various
cross-sections of the heart, in the undeformed and deformed states. However, the me-
chanical response of the left ventricle is anisotropic in nature, due to the embedded fibres
in the myocardium [13]. To simulate the mechanical response of realistic left ventricle
geometries, an appropriate mathematical description is required for the embedded fibre
orientations of the myocardium, at all locations in the body. For this purpose, Niederer
et al. [26] used data from animal studies to obtain a fibre field, which was subsequently
utilized for mechanical simulations of a realistic left ventricle geometry. However, the
use of realistic geometries and their associated embedded fibre orientation, is beyond
the scope of this research. Instead, a truncated ellipsoidal model will be considered,
whose geometry represents a close approximation to that of the real physical system.
Similar approaches were employed by Niederer and Smith [27] and Kerckhoffs et al. [17],
to model cardiac function for a rat and canine left ventricle, respectively.
To accurately model cardiac function, several sub-systems need to be considered. Firstly,
the passive mechanics of the heart, which describe the response of the former to external
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forces such as blood filling pressure, have to be considered. In this regard, the passive
constitutive model of Usyk et al. [28] is considered, which is an example of a Fung type
constitutive law, the latter being phenomenologically derived. In addition, the active
mechanics, describing the contraction of myocardium, are modelled using the consti-
tutive model proposed by Guccione et al. [29]. With respect to active mechanics, the
active contraction in the ventricle is initiated at a microscopic level, and its propagation
throughout the system is asynchronous with respect to time [17, 24]. To model this
behaviour, Kerckhoffs et al. [17], coupled an active stress model to the Eikonal diffusion
equation, the resulting electrical wave propagation provided a timing map for the active
contraction initiation in the left ventricle. Niederer and Smith [27], chose to utilize a bi-
domain model to capture the asynchronous timing of active contraction initiation in the
ventricle. In particular, when using the Eikonal diffusion equation, the timing of active
contraction initiation can be calibrated such, that it appears physiologic, however, my-
ofibre strain distribution in the ventricle, maybe unphysiologically inhomogeneous [30].
However, when the initiation of active contraction is assumed to be unphysiologically
synchronous, then, the distribution of myofibre strain in the ventricle, can appear more
homogeneous and physiologic [30]. Hence, as an initial starting point, this work assumes
that the active contraction in the ventricle occurs in a synchronous manner. Next, dur-
ing the ejection phase of the cardiac cycle, the load faced by the left ventricle in pumping
blood into the systemic arterial tree needs to be captured. For this, the three element
Windkessel model is coupled to the mechanical response of the left ventricle in ejection,
following the works of Kerckhoffs et al. [17] and Bovendeerd et al. [12]. Furthermore,
residual stresses are present in the myocardium at the start of diastolic filling, and exist
primarily in the cross fibre direction [9]. However, these residual stresses are generally
hard to quantify [9], and are thus ignored in this work.
Inherent to the active and passive mechanical models of the myocardium of the left
ventricle, are material parameters that govern both the respective behaviours. In ad-
dition, material parameters that are representative of the arterial system are inherent
to the three element Windkessel model. In order to properly simulate left ventricular
mechanical response using these models, relevant material parameters must be iden-
tified that produce agreement between simulated and experimental data (e.g. stress,
strain data and/or pressure-volume relations over the cardiac cycle). Recently, using
an inverse approach, Göktepe et al. [31] calibrated passive material parameters of the
ventricular myocardium of pig hearts, using stress-strain data from simple shear experi-
ments on cubic samples of the tissue. In this case, the authors identified the parameters
by minimizing the mean square error between simulated and experimentally observed
tissue strains, at various stress states during the employed loading protocol. A simi-
lar approach was used by Dokos et al. [32] to identify passive material parameters of
Chapter 1. Introduction 5
pig hearts. However, using these methods of passive material parameter identification,
the computationally observed left ventricular mechanical responses, in terms of stress,
strain or pressure-volume relations, are not guaranteed to correspond to those observed
experimentally. The reason for the discrepancy according to Einstein et al. [33] is that
the continuum properties of the myocardium of the left ventricle differ greatly in-situ
and ex-situ, due to residual stresses, water content, degree of cross linking, tempera-
ture and so on. Additionally, another contributing factor to the discrepancy is that
within the left ventricle, a degree of heterogeneity of spatially varying material proper-
ties of the myocardium exists [33]. In light of these remarks, Wenk et al. [34] utilized
a different approach to the identification of passive parameters. Firstly, the authors
constructed a three dimensional geometry of the left ventricle, using MRI data from
sheep hearts. In addition, in this model, the authors accounted for residual stresses in
the myocardium, which exist predominantly in the cross fibre direction. Then, passive
parameters were identified during diastolic filling, by minimizing the differences between
regional cardiac strains1 found from their computational model and those found experi-
mentally. In terms of active tension material parameter identification, the authors used
the same approach, however, in this case, the differences between regional fibre strains
found from the computational model and those found experimentally, were minimized
during systole (isovolumetric contraction and ejection). Einstein et al. [33] used a sim-
ilar approach to calibrating active tension parameters. However, these authors chose
to conduct the active tension parameter identifications, by minimizing the mean square
error between regional strains found computationally and those found experimentally.
Furthermore, common approaches to calibrating Windkessel parameters (e.g. those of
the three element Windkessel model), include minimization of the mean squared error
between experimentally observed and simulated pressures-time and flow rate-time rela-
tionships, in the proximal aorta [35, 36].
Hence, for the purposes of this research it would be preferable to identify passive and ac-
tive tension material parameters (active and passive), using strain or displacement data
derived from MRI images, at various cross-sections of the left ventricle, at representa-
tive points in the cardiac cycle. However, this method of parameter identification is not
adopted by the author, because a mathematical framework to model the realistic fibre
orientations of the myocardium in these realistic geometries, has yet to be implemented
in SESKA. In addition, detailed full-field displacement or strain data, for idealized ellip-
soidal models of the left ventricle are unavailable in the literature. Consequently, in this
work active tension, passive and Windkessel material parameters are calibrated using left
ventricular pressure and volume data. Such data is abundant in the literature for a vari-
ety of animals, including rat and canine. However, as an initial starting point, reference
1Strains at various positions in the left ventricle
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pressure and volume data was adapted from the work of Kerckhoffs et al. [17], who also
utilized a truncated canine ellipsoidal model. Consequently, for numerical simulations
using SESKA, the same canine truncated ellipsoidal model geometry is considered by the
author. Additionally, it is noted that pressure-volume data is particularly well suited
for Windkessel parameter identification. To elaborate, it was earlier mentioned that
these parameters are usually identified by minimizing the mean squared error between
experimentally observed and simulated pressures-time and flow rate-time relationships,
in the proximal aorta. Additionally, aortic pressure and flow rate can be directly linked
to left ventricular pressure and volume during ejection. Firstly, the aortic pressure at
the inlet to the aorta is approximately equal to left ventricular pressure during ejection
[3]. Furthermore, at this inlet, the aortic flow rate into the aorta, is equal to the negative
rate of change of left ventricular cavity volume, during ejection [3, 17]. Consequently,
experimentally measured left ventricular pressure and volume during ejection, repre-
sent viable data for the calibration of Windkessel parameters. Furthermore, in order
to conduct a mechanical analysis of left ventricular behaviour over a full cardiac cycle,
a closed loop pressure-volume curve is required. Consequently, passive, active tension
and Windessel parameters are calibrated using pressure-volume data, such that a closed
loop cardiac cycle is achieved, for a single beat of a canine left ventricle.
1.4 Objectives of the Research
In this work, an inverse approach is employed to calibrate passive, active tension and
Windkessel material parameters, to produce a closed loop pressure-volume curve for
the first beat of a cardiac cycle. Furthermore, updating methods of inverse modelling
are employed, which require an objective cost function that is to be minimized, to
obtain material parameters. To conduct the inverse modelling, the projected Levenberg-
Marquardt algorithm is selected as the non-linear optimization algorithm, that will be
used to minimize the constructed cost functions. Furthermore, the passive and active
constitutive models were previously implemented in the in-house modelling software
SESKA. However, to model the full cardiac cycle, a three element Windkessel model, is
coupled to the left ventricular mechanical response during ejection. Consequently, the
objectives of this research are summarized in the following points:
• Implement the projected Levenberg-Marquardt algorithm, in the in-house mod-
elling software SESKA.
• Implement the three element Windkessel model, in the SESKA software, and cou-
ple it to the mechanical response of the left ventricle in ejection.
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• Formulate an objective cost function for passive material parameter identification.
• Formulate an objective cost function for active tension and Windkessel parameter
identification.
• Minimize the objective cost functions, to obtain passive, active tension and Wind-
kessel parameters, that produce a closed loop pressure-volume curve, for a single
beat of a cardiac cycle.
1.5 Organization of the Dissertation
Chapter two will outline elements of continuum mechanics, which serve as the basis for
the computation of the mechanical response of the left ventricle.
Next, in chapter three, the anatomy and function of the left ventricle will be explained.
This information, is necessary for the selection of appropriate constitutive models, that
govern the passive and active mechanical behaviour of the myocardium of the left ventri-
cle. Furthermore, the anatomy and function of the circulatory system will be explained.
Consequently, an appropriate model for the systemic or arterial circulatory system is
selected.
Chapter four will explore the idealized truncated canine ellipsoid model, used for all
simulations of cardiac function in this dissertation. In this chapter, the model geometry
will be explained, as well as the manner in which the orientation and direction of em-
bedded fibres, in the myocardium is modelled.
Chapter five will unpack the manner in which cardiac function is modelled within the
in-house modelling software SESKA.
Chapter six, will summarize the concept of inverse modelling. Furthermore, methods for
constructing objective cost functions will be illustrated. Next, the projected Levenberg-
Marquardt algorithm will be presented, as a means of minimizing cost functions, to
obtain material parameters.
Chapter seven will present the results of this work. Firstly, a benchmark example
will be presented as a means of illustrating the behaviour of the implemented projected
Levenberg-Marquardt algorithm. Next, the results of material parameter identification,
in the context of cardiac mechanics modelling will be presented. Furthermore, a full
mechanical analysis of the behaviour of the left ventricle will be provided.
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Finally, in chapter eight, the conclusions derived from the obtained results, will be pre-





The constituents of myocardium of the left ventricle, are small enough to facilitate a
continuum mechanics based approach to modelling their behaviour, in terms of stress,
strain and deformation. In continuum mechanics, the fundamental assumption made is
that if one continuously magnifies a specific piece of a material, the underlying molecular
structure is generalised by the overlying material properties. Thus, each point can now be
subjected to any kind of stress and strain, based on certain physical and material laws or
kinematic quantities, in the same way as any structure, irrespective of its size. From this,
Continuum Mechanics can now provide the means to analyse a body, being subjected
to different boundary conditions, by utilising any kind of discretisation strategies. In
this chapter, fundamental equations related to non-linear continuum mechanics will be
introduced and the relations of these equations to stress and strain will be highlighted,
as they have been employed quite extensively afterwards. For more detailed descriptions
and derivations, the reader may find the following book useful: Mase and Mase [37].
2.2 Kinematics
Consider a body, B, in a three dimensional Euclidean vector space characterized as the
reference configuration, which is the undeformed configuration. B is parametrized by the
Cartesian coordinates X1, X2 and X3, where the associated basis vectors are denoted
by e1, e2 and e3, respectively. After being subjected to certain boundary conditions,
the body at time t, in its deformed state (or current configuration), is referred to as
Bt. To describe the transformation from the reference to the current configuration, a
non linear deformation mapping, φt : B → Bt, is introduced, enabling one to define the
9
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relation of a material point in the reference configuration, X ∈ B, to that in the current
configuration x ∈ Bt as
x = φt (X, t) . (2.1)
The deformation gradient, F, can be obtained as the gradient of φt. Next, the Jacobian,
defined as the determinant of F, can be related to the deformation mapping, φt, using
J = det F = det (Gradφt) . (2.2)
The operators with respect to the reference and current configuration are considered in
the Tab. 2.1.
Table 2.1: Gradient and Divergence operation in the Reference and Current configu-
ration
Operator Reference Configuration Current Configuration
Gradient Grad(•) = ∇(•) = ∂∂X (•) grad(•) = ∇t(•) =
∂
∂x (•)




The displacement field is given by, u(X, t) = x(X, t) − X. Hence, the deformation
gradient, F, can be alternatively formulated in terms of u(X, t) as
F = 1 + ∇(u(X, t)). (2.3)














Consequently, the Jacobian, which defines the change of volumes from different config-
uration states, can also vary with respect to time according to
J̇ = J div ẋ. (2.6)
For the later usage, we also take into account that a surface element in the reference
configuration, dA, with its unit normal, n, is related to its counterpart in the current
configuration, da, with its unit normal, ν, via
νda = det(F)F−TndA. (2.7)
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In addition, a volume element in the reference configuration, dV , is related to its coun-
terpart in the current configuration, dv, by
dv = det(F)dV = JdV. (2.8)
Next, the change in length of a line after deformation would require the difference be-
tween the length in the reference configuration, dx2 and that in the current configuration,
dX2 and is computed as
dx2 − dX2 = (FTF− 1) : (dX⊗ dX). (2.9)
Based on the above, the right Cauchy −Green tensor is defined as
C = FTF. (2.10)
Thus, the Green strain tensor, which is symmetric in nature, can now be introduced as




(C− 1) = 1
2
(FTF− 1). (2.11)
The right Cauchy − Green tensor can also be expressed in terms of the right stretch
tensor, U, as
C = U2. (2.12)
Finally, using the eigenvalues of U, the scalar invariants of C are
































Bodies subjected to forces will undergo deformation, resulting in a redistribution of
forces throughout the body. Consider a body in the current configuration, Bt, subjected
to a body force, bt, and a surface traction, t
(ν), which is the traction vector acting on
a surface with a unit normal, ν. Then the following relation holds;
t(ν)(x, t) = σT(x, t)ν(x, t), (2.16)
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where σ(x, t) is defined as the Cauchy stress tensor in the spatial coordinate of x. If
the stress state of the same point in the reference configuration is to be found, then
the element surface to be considered is dA, with unit normal of n. Consequently, the
traction vector is expressed as
t(n)(X, t) = P(X, t)n(X, t), (2.17)
where, P(X, t) is the first P iola−Kirchoff stress tensor. P(X, t) relates the stresses
with forces in the current configuration, as acting on areas in the reference configuration.
Hence, the deformation gradient, F, can be applied to map the forces to the reference
configuration. In this case, the new stress tensor is defined as the second Piola −
Kirchoff stress tensor S using the relation
P = FS. (2.18)
Using σ (the Cauchy stress tensor), P can be defined differently, by first assuming that
a force, f , acting on da is no different to the one applied on dA, yielding,
df = PndA = σTνda = σT det(F)F−TndA. (2.19)
Consequently, the first Piola-Kirchoff stress, can be reformulated as
P = det(F)σTF−T. (2.20)
2.4 Balance Law of Continuum Mechanics
If a body is subjected to perturbations of any form (e.g. force, temperature or magnetic
field), then the following fundamental physical laws can be used to describe the behaviour
of the body [37]:
• The law of Conservation of Mass ensures that there is no mass loss or gain,
when the body changes from the reference to the current configuration.
• The law of Linear and Angular Momentum Conservation is related to
Newton’s Second Law, which defines the rate of change of linear and angular
momentum over time, resulting in force and momentum.
• The Law of Energy Conservation is related to the principle law of energy,
which states that energy can neither be created nor destroyed, but can only change
forms. However, in this project, we focus mainly on the conversion of energy into
deformations.
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2.4.1 Conservation of Mass





where, ρ is the density in the current configuration. The Law of Conservation of Mass,
states that the cumulative mass of a body, Bt, is conserved with motion. Hence, the









{ρ̇(x, t) + ρ(x, t)Jdivẋ}dv = 0, (2.22)
where the relations in Eq. (2.8) and Eq. (2.6) were used. Since Bt is arbitrary, the
integrand in Eq. (2.22) must vanish, resulting in the so-called continuity equation,
which in the Eulerian form is
ρ̇(x, t) + ρ(x, t)Jdivẋ = 0. (2.23)
Furthermore, conservation of mass also states that the mass in the current and reference








where ρ0 denotes the density of the material in the reference configuration. With Eq.






and substituting Eq. (2.25) into the left-hand side of Eq. (2.24), we arrive at∫
B
{ρ(X, t)J − ρ0 (X)}dV = 0. (2.26)
Since B is arbitrary, the integrand in Eq. (2.26) must vanish, yielding the Lagrangian
or material form of the continuity equation, which is given by
ρ(X, t)J = ρ0 (X) . (2.27)
With ρ̇0 = 0 we further have that
d
dt
(ρ(X, t)J) = 0, (2.28)
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which is a relation that is particularly useful in evaluating the material derivative of an










ρ (x, t) Ȧ (x, t) dv, (2.29)
where A (x, t) is a field of some property per unit mass.
2.4.2 Linear Momentum Conservation
If a body, Bt, in the current configuration, is subjected to a body force, bt and a surface
traction, tν , is applied to a boundary surface, ∂Bt, then the principle of linear momentum
conservation states that the rate of change of linear momentum, is equal to the total












Introducing the Cauchy stress and making use of the Gauss divergence theorem, Eq.
(2.30), is transformed into the global equation of motion, given by∫
Bt
{ρ(x, t)ẍ− divσT − bt(x, t)}dv = 0. (2.31)
The local form of the equation of motion is obtained if one acknowledges that Bt is
arbitrary, resulting in the relation
divσT + bt(x, t) = ρ(x, t)ẍ. (2.32)
For a constant velocity field, ẋ(x, t), the acceleration field, ẍ, is zero, reducing Eq. (2.32)
to the equilibrium equation, given by
divσT + bt(x, t) = 0. (2.33)
The above steps can be repeated for quantities in the reference configuration, B. The












where b is the body force in the reference configuration. With the elimination of the
traction vector and applying the Gauss divergence theorem, Eq. (2.34) becomes∫
B
{ρ0ẍ(X, t)dV − divP− b(X, t)} dV = 0. (2.35)
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Acknowledging that B is arbitrary, one can obtain the localized equation of motion,
which shall now be called the Lagrangian equation of motion, as
divP + b(X, t) = ρ0ẍ(X, t). (2.36)
Finally, the Lagrangian equilibrium equation with constant velocity field is given by
divP + b(X, t) = 0. (2.37)
2.4.3 Angular Momentum Conservation
Angular momentum is defined as a moment of the linear momentum, about a particular
reference point, which is usually taken as the origin of the coordinate system [37]. Thus,












x× bt(x, t)dv. (2.38)
Normalising the integrands by taking the material derivative, using the Cauchy stress
tensor, σ, and applying the Gauss divergence theorem, we obtain that∫
Bt
{x× ρ(x, t)ẍ− div(x× σT)− x× bt(x, t)} dv = 0, (2.39)
with
div(x× σT) = Grad x× σT + x× div(σT). (2.40)
Simplifying the above, Eq. (2.39) is transformed to∫
Bt
{x× ρ(x, t)ẍ + ε : σT − x× divσT − x× bt(x, t)} dv = 0, (2.41)
where ε denotes the permutation tensor. Since Bt in Eq. (2.41) is arbitrary we get that
x× ρ(x, t)ẍ− x× divσT − x× bt(x, t) + ε : σT = 0. (2.42)
Then, with Eq. (2.32) we have that
ε : σT = 0. (2.43)
The above equation demonstrates the symmetric properties of the Cauchy stress tensor.
Consequently, the Lagrangian form of the above equations, can now be formulated.
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x(X, t)× ρ0ẋ(X, t)dV =
∫
∂B
x(X, t)× t(n)(X, t)dA+
∫
∂B
x(X, t)× b(X, t)dV.
(2.44)
Taking the divergence of (x(X, t)×P) we get that∫
B
{x(X, t)× ρ0ẍ(X, t)dV − div(x(X, t)×P)− x(X, t)× b(X, t)} dV = 0. (2.45)
Consequently, using Eq. (2.36) ∫
B
F×PdV = 0, (2.46)
and since the integrand is arbitrary,





Thus, the symmetric nature of FPT is demonstrated, which means that
FPT = PFT. (2.48)
Finally, since S = PFT, it follows that the second Piola-Kirchoff stress is also symmetric.
2.5 Constitutive Laws
The stress in the body, B, depends not only on its deformation, but also on its material
properties. In most materials, when the deformation is small, the stress is a linear func-
tion of the strain. The relationship between stress and strain is called the constitutive
law. Consequently, to describe the deformation of a material, we are required to define
stress as a function of strain, S(E). For example, the St. Venant-Kirchoff model, is
described by the constitutive law relating stress with strain as
S(E) = λtr(E)I + 2µE, (2.49)
where λ and µ are the so-called Lame constants. These material constants can be
chosen to model a range of materials. Eq. (2.49) represents a constitutive law, where
the relationship between stress and strain is linear. However, when the deformations in
the material are large, the relationship between stress and strain becomes non-linear.
Examples of such materials are rubber or soft biological tissues, which are both examples
of hyperelastic materials. For the case of homogeneous, hyperelastic materials, stress and
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strain can be related via an elastic potential, ψ, which represents the stored strain energy
per unit volume or strain energy function . If the strain energy function is formulated
in terms of the Green strain tensor, i.e., ψ(E), then the second Piola-Kirchoff stress






For hyperelastic materials, it is convenient to define the strain energy function, in terms
of the principle invariants of of the Green strain tensor, E. The principle invariants of
the tensor E are










I3 = det E. (2.53)
Furthermore, an isotropic material is one where the material properties are indepen-
dent of the direction in which they are measured. This requires that the strain energy
function is objective, which means that it is invariant under any orthogonal coordinate
transformation. Hence, the second Piola-Kirchoff stress tensor can finally be written in













Materials that exhibit different material properties depending on the direction in which
they are measured are called anisotropic [37]. A special case of anisotropic material
behaviour, is where the material deformation differs in two orthogonal directions. This
form of anisotropic material behaviour is referred to as transverse isotropy. Transverse
isotropy in a material occurs due to the microscopic nature of the material.
To mathematically describe this behaviour, the preferred material direction in the ref-
erence or Lagrangian description is introduced as the unit vector, V1. The structural
tensor of a transversely isotropic material in the Lagrangian description is thus given by
M1 = V1 ⊗V1. (2.55)
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In addition, the preferred material direction, V1, results in two additional independent
invariants becoming necessary. The additional invariants are I4 and I5, which are given
respectively by







where the square of the tensor, E, is defined as E2 = EE. Finally, the second Piola-
Kirchoff stress tensor, can be expressed in terms of the scalar invariants as
S =











For an orthotropic material, three independent material directions are present, V1, V2
and V3, which define an orthonormal basis system. In this case, two additional structural
tensors need to be defined as
M2 =V2 ⊗V2, (2.59)
M3 =V3 ⊗V3. (2.60)
Also, due to the two additional material directions, V2 and V3, four additional inde-
pendent scalar invariants are introduced as














Consequently, the Green strain tensor may be expressed in a local coordinate system,
with basis vectors which are the material directions
E =E11V1 ⊗V1 + E22V2 ⊗V2 + E33V3 ⊗V3
+ E12 (V1 ⊗V2 + V2 ⊗V1) + E13 (V1 ⊗V3 + V3 ⊗V1)
+ E23 (V2 ⊗V3 + V3 ⊗V2) , (2.65)
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where Eij represent the components of the local Green strain tensor. Finally, the second
Piola-Kirchoff stress tensor can be expressed in terms of the nine scalar invariants as
S =













In the chapter two, the essentials of continuum mechanics necessary for the computation
of stresses and deformations in bodies such as the left ventricle were outlined. Therefore,
it is possible to elaborate on some essentials of cardiac mechanics in this chapter, which
describe the deformation and forces in the heart.
Before the cardiac mechanics of the left ventricle are explained, the structure and gross
morphology of the heart, at the macroscopic level will be described, followed by details of
the microscopic structure of the myocardium and its constituents. Next, left ventricular
cardiac function during a complete cardiac cycle will be considered, an understanding
of which is a key component in modelling the left ventricle, within the framework of
a computational study. Thus, it will be possible to outline the manner in which the
behaviour of the myocardium of the left ventricle is modelled, by exploring the mathe-
matical formulation of various constitutive laws that govern this behaviour. Finally, in
order to model the ejection phase of the cardiac cycle, the left ventricular mechanical
response needs to be coupled to a model of the global hemodynamics of the blood circu-
latory system. Therefore, the final portions of this chapter will include an explanation
on the anatomy and workings of the circulatory system, followed by an exploration of
the models that can be employed to simulate it. For further details on some of the above
aspects, the reader is referred to the following textbooks:
• Hurst’s the heart [38].
• Computational Cardiology [5].
• Physiology of the Heart [3].
20
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3.2 Heart Structure
In the following sections, the structure of the heart at the macroscopic and microscopic
levels will be explored.
3.2.1 Macrostructure
Figure 3.1: A labelled heart cross-section [1].
Within the heart, there are four main chambers through which blood passes, namely, the
left atrium, right atrium, left ventricle and right ventricle (see Fig. 3.1). The ventricles
are the largest chambers as they are responsible for pumping blood out of the heart to
the body and lungs, whereas the atria pump blood into the ventricles via valves. The left
ventricle is the largest chamber and is also subjected to higher blood pressures than the
right ventricle or atria [3]. Consequently, in the case of cardiovascular disease, the left
ventricle structure and function is most severely impaired [3]. Hence, the left ventricle
is the primary focus of this study.
With regards to the left ventricle, its walls are formed from muscular myocardium.
The outer layer of the left ventricle is called the epicardium and the inner layer the
endocardium. The muscle between these two layers is referred to as the mid-wall. The
bottom tip of the left ventricle is called the apex, while the top of the ventricle is called
the base, the later representing the connection of the left ventricle to the left and right
atrium.
The valves and arteries play an important role in circulation of blood throughout the
body. Firstly, the mitral valve is responsible for controlling blood flow from the left
atrium into the left ventricle. Also a large artery, called the aorta, serves as an outlet,
leaving the left ventricle, and is responsible for distributing blood to the rest of the body.
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Separating the the left ventricle and aorta is the aortic valve, which opens once blood
pressure in the left ventricle exceeds the level of pressure in the aorta, allowing blood to
flow from the left ventricle onto the rest of the body. The macroscopic structure of the
heart is illustrated in Fig. 3.2.
Figure 3.2: Macrostructure of the heart [2].
3.2.2 Microstructure
The microscopic nature of the myocardium, is primarily responsible for the manner
in which the left ventricle deforms. Hence, in the following sections, the microscopic
make-up of the myocardium is explored.
3.2.2.1 Myocytes
The myocardium, contains both myocytes and connective tissue. The cardiac myocytes
account for the majority of myocardial mass, however, about 70 percent of the cells are
smaller non-myocytes, which include vascular smooth muscle, endothelial cells and fi-
broblasts [3]. The fibroblasts, secrete and maintain the connective tissue fibres, the latter
contributing significantly to the hearts overall stiffness and tensile strength [3]. Further-
more, the connective tissue is organized into the endomysium, the perimysium and the
epimysium [3]. The endomysium surrounds individual cardiac myocytes, whereas the
perimysium supports groups of cardiac myocytes and the epimysium encases the entire
muscle.
In terms of cardiac myocytes, several types are found in the heart [3]. Firstly, work-
ing myocytes are found in the atria and ventricles and are specialized for contraction.
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Figure 3.3: The branched network formed by the various types of cardiac myocytes
[3].
Next, Purkinje fibres are found in the atrioventricular (AV) bundle, bundle branches
and ventricular myocardium. These fibres are large, glycogen-rich cells, that are spe-
cialized for rapid electrical conduction. Also, transition cells, that are intermediate in
appearance between the Purkinje fibres and working myocytes, are located between the
former and the latter. These transition cells, like the Purkinje fibres, are glycogen-rich.
However, the transition cells are smaller in size than the Purkinje fibres and conduct
slowly partly due to this reason. The many different types of cardiac myocytes form
a branched network, which is illustrated in Fig 3.3.The working cardiac myocytes are
enclosed by a cell membrane, known as sarcolemma, which separates the extra-cellular
and intra-cellular spaces. The latter contains the nucleus, sarcoplasmic reticulum, mi-
tochondria, myofibrils, the cytoskeleton and is filled with aqueous cytoplasm. Fig. 3.4
is a schematic illustration of the make-up of a working cardiac myocyte. The working
cardiac myocytes are grouped together, forming sheets of parallel myocytes. Compo-
nents of the intra-cellular space of working myocytes, which are of particular interest
are the myofibrils. Working cardiac myocytes themselves are composed of many myofib-
ril chains, which in turn are composed of repeated components called sarcomeres (see
Fig. 3.4). These sarcomeres are the contractile elements of the myocardium and are
composed of the following two principal fibrous proteins:
• Myosin, which is a thick filament.
• Actin, which is a thin filament.
Each myosin filament comprises of approximately 200 myosin molecules, each having a
myosin head. Fig. 3.5 is a schematic illustration of the myofibril micro-structure.
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Figure 3.4: Schematic illustration of the make-up of a working cardiac myocyte [4].
Figure 3.5: Schematic of the myofibril micro-structure [5].
3.2.2.2 Electro-Mechanics Initiated on the Microscopic Level
The electro-mechanics of the of the heart can be considered, which are initiated at the
microscopic level. Firstly, near the atrial chambers, a region known as the sinoatrial
(SA) node exists (see Fig. 3.6). This node generates an electrical wave that propagates
to the atrial chambers, where it is held for approximately 0.1 seconds, after which it is
released through the HIS bundle. The latter is located at the endocardium and then
branches into the myocardium (see Fig. 3.6). The HIS bundle are myocardium cells
responsible for conducting electrical signals to the Purkinje fibres. The Purkinje fibres
are similar to myocardium fibres, with the exception that they are much thicker, which
is a property that facilitates a more efficient and faster channel for the electrical wave to
move through. The electrical wave is then transferred to the myocardium fibres, which
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have a lower conductivity. At the myocyte level, the propagating electrical wave triggers
  
Figure 3.6: Illustration of the location of the sinoatrial node and HIS bundle in the
heart [6].
an ion current, resulting in a large potential difference between the inside and outside
of the negatively charged cell membrane of the myocytes (sarcolemma). This potential
difference prompts the opening of the cell membrane gates, allowing certain ions to enter,
which restores potential equilibrium. These ions, consist partly of calcium ions. The
increased concentration of calcium ions triggers a reaction between the ions themselves
and the myosin head. Consequently, the behaviour of the globular head of the myosins
changes, as they now attach and pull on the actin proteins, creating a micro-tensile force
(see Fig. 3.7). This micro-tensile force is the source of the active contraction of the heart
during systole and isovolumetric relaxation.
Figure 3.7: Sarcomere layout at relaxation and during contraction [7].
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3.3 Cardiac Function
During a cardiac cycle the volume of blood within the left ventricle cavity and the pres-
sure on its walls varies with the opening and closing of the valves and the contraction
of the heart. Furthermore, the cardiac cycle is split into two phases, namely, systole
and diastole. In addition, diastole and systole can be further divided into four phases;
diastolic filling (final phase of diastole), isovolumetric contraction (first phase of systole),
ejection (second phase of systole) and isovolumetric relaxation (first phase of diastole).
Each of these phases are represented on Fig. 3.8, which is a schematic representation of
an idealized pressure-volume loop for a single beat of the cardiac cycle.
Referring to Fig. 3.8, during diastolic filling, the mitral valves are open, allowing blood
to flow from the left atrium into the left ventricle. Hence the cavity volume and pressure
increases, as more blood causes the ventricle to inflate.
During isovolumetric contraction, the aortic and mitral valves are closed, simultane-
ously, an active contraction, which varies with time is initiated in the ventricle. Since
the valves are closed, the cavity volume is constrained, thus, the cavity pressure increases
in order to maintain equilibrium.
When the level of pressure in the ventricle exceeds the pressure in the aorta, this signals
the beginning of ejection, where the aortic valve opens, and blood is ejected from the
contracting ventricle into the aorta. During this phase the cavity volume decreases. In
addition, the pressure on the ventricle walls increases initially due to the compliance of
the aorta, and then decreases as the rate of ejection of blood from the ventricle begins
to decrease.
Once the cavity ceases to contract further, the aortic valve closes and ejection termi-
nates, signalling the beginning of isovolumetric relaxation. During this phase the cavity
volume remains constant and the cavity pressure decreases as the ventricle relaxes. The
volume at the end of diastolic filling is referred to as the end diastolic volume (EDV),
and that at the end of systole is referred to as the end-systolic volume (ESV). Addition-
ally, the stroke volume is defined as the volume of blood ejected during systole, which is
the difference between the end-diastolic and end-systolic volumes (see Fig. 3.8). Also,
the ejection fraction is the ratio of the stroke volume to the end-diastolic volume.









Figure 3.8: Idealized pressure volume relationship of the left ventricle over a complete
beat of the cardiac cycle.
3.4 Passive Mechanical Behaviour of Myocardium
During diastolic filling, the myocardium of the left ventricle behaves in a purely passive
manner. The following aspects of passive myocardium mechanical behaviour shall be




• Anisotropic mechanical behaviour.
Furthermore, it shall be possible to outline the constitutive model, that is utilized in the
framework of this computation study, to simulate the passive mechanical behaviour of
the myocardium.
3.4.1 Incompressibility
Work by Vossoughi et al. [39], showed that myocardium can be regarded as nearly
incompressible materials. This conclusion was reached by subjecting tissue samples
to varying levels of hydrostatic stress, and recording the associated volumetric strains.
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Therefore, it is important that near incompressibility is enforced within the chosen
constitutive model, used to simulate the behaviour of passive myocardium.
3.4.2 Residual Stresses
Omens and Fung [40], showed that unloaded healthy myocardium are residually stressed.
These residual stresses exist normal to the fibre direction, and to a lesser extent along
the muscle fibre direction [9]. In addition, these residual stresses are thought to arise
during growth and remodelling, and ultimately affect the stress pattern in the typical
physiological state [8, 41].
Residual stresses can be quantified by making a cut in the myocardium, transverse
to the fibres. The result is that the tissue opens up, with the new configuration having
lower residual stresses than the original one (see Fig. 3.9). However, these residual
stresses are very hard to quantify, and will be ignored for the purpose of this study
(Holzapfel and Ogden [9]).
Despite the fact that residual stresses are ignored, residual strains are accounted for
in the active stress model, which will be explored later in this chapter. The effect of
residual strains on the myocardium is taken into account as the sarcomere rest length,
in the unloaded configuration, shows a transmural variation with smaller values at the
endocardium and higher values at the epicardium [8].
Figure 3.9: Illustration of the effect of residual stresses in the rat ventricle [8].
3.4.3 Visco-elastic response
Holzapfel and Ogden [9] argued that healthy myocardium tissue does possess a visco-
elastic response. However, the authors mentioned that this aspect of tissue behaviour is
not important from the point of view of mechanical modelling on the time scale of the
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cardiac cycle, which appears to be much shorter than the relaxation time required for
visco-elastic response. Visco-elastic response is therefore neglected in terms of passive
mechanical modelling of the myocardium.
3.4.4 Anisotropic Mechanical Behaviour
Dokos et al. [32] described healthy myocardial tissue as being an orthotropic material,
comprising of three mutually orthogonal planes, each with distinct material responses.
This conclusion was drawn from observations on simple shear tests, conducted on passive
myocardium of pig hearts. This orthotropic behaviour is a product of the microscopic
make up of ventricular myocardium. To elaborate, a block of myocardium tissue can
be isolated from the ventricle wall (see figure 3.10), the former is composed of layers
of parallel myocytes, which are the predominant fibre types [9]. The remaining volume
consists of various interstitial components [9]. By observing the microscopic make up
of ventricular myocardium, it is clear that three mutually orthogonal directions are
present, namely, a sheet axis (s), fibre axis (f) and sheet-normal axis (n). Each of these
three orthogonal material directions posses a distinct material response, i.e., orthotropic
material behaviour. The right handed orthogonal coordinate system illustrated in Fig.








Figure 3.10: Layered organization of myocytes and collagen fibres between the sheets
referred to by a right handed orthonormal coordinate system, with fibre axis (f), sheet
axis (s) and sheet-normal axis (n) [9].
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3.4.5 Constitutive Model For Passive Myocardium
From the previous sections, it is clear that passive ventricular myocardium is nearly
incompressible and behaves in an orthotropic manner. In order to capture this passive
mechanical behaviour of ventricular myocardium, the mechanical model proposed by
Usyk et al. [28] is considered. Their model describes the myocardium as orthotropic and







+Acomp (det [U] ln (det [U])− det [U] + 1) , (3.1)
where A is a stiffness factor and Acomp is a constant controlling the compressibility of





















Next, Eij refers to the components of the Green strain tensor, E, defined in the local
coordinate system where i, j ∈ (f, s, n). Also, bij are material parameters. Furthermore,
the Green strain tensor is defined in terms of the local material directions as
Eij = tr (E (Vi ⊗Vj)) , (3.3)
where, Vi and Vj are the material directions in the i
th and jth directions respectively.
Next, with the structural tensors referring to the three local material directions given as
Mf = Vf ⊗Vf , (3.4)
Ms = Vs ⊗Vs, (3.5)
Mn = Vn ⊗Vn, (3.6)
the term Q in Eq. 3.2 can be redefined in terms of the principle invariants of the Green







8 + a4I5 + a5I7 + a6I9, (3.7)
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with





















Eq. (3.7) can now be expressed in terms of the components of the Green strain tensor,
E, in the local coordinate system as
Q = (a1 + a4) E
2
ff + (a2 + a5) E
2































Thus, equating like terms in Eq. (3.2) and Eq. (3.14), the newly defined material
parameters, ai (where i ∈ (1, ...., 6)), can be formulated in terms of the parameters, bjk
(where j, k ∈ (f, s, n)), yielding,
a1 = bff − bfs − bfn + bsn, (3.15)
a2 = bss − bfs + bfn − bsn, (3.16)
a3 = bnn + bfs − bfn − bsn, (3.17)
a4 = bfn + bfn − bsn, (3.18)
a5 = bfn − bfn + bsn, (3.19)
a6 = −bfn + bfn + bsn. (3.20)
In Chap. 2, the second Piola-Kirchoff stress tensor, S, was presented as a function of the
nine invariants of the Green strain tensor, E (Eq. (2.66)). During diastolic filling, the
total stress represented by the second Piola-Kirchoff stress tensor, has contributions from
only the passive constitutive model, S = SP, where SP denotes the passive contribution.
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+Acomp (det [U] ln (det [U])− det [U] + 1) (C)−1 , (3.21)
where C is the right Cauchy-Green deformation tensor and the tensor, ∂Q∂E is given by
∂Q
∂E
=2a1I4Mf + 2a2I6Ms + 2a3I8Mn
+ a4 (MfE + EMf ) + a5 (MsE + EMs) + a6 (MnE + EMn) , (3.22)
where Mi are the so called structural tensors in the i
th material direction, given by
Mi = Vi ⊗Vi.
3.5 Active Mechanical Behaviour of Myocardium
In Sec. 3.3, cardiac function was outlined by observing the behaviour of the myocardium
of the left ventricle over the four phases of a complete beat of a cardiac cycle, namely,
diastolic filling, isovolumetric contraction, ejection and isovolumetric relaxation. During
the last three phases, a time varying active contraction of cardiac tissue in the ventri-
cle is present. This active contraction is on the rise during isovolumetric contraction,
causing the cavity pressure to rise in order to maintain static equilibrium and cavity
volume. The active contraction increases for the greater part of ejection, but at some
point, begins to decrease such that the ventricle relaxes during isovolumetric relaxation.
In order to select a constitutive model to describe the active tension development, it is
important to understand the microscopic processes that occur within the myocardium.
In Sec. 3.2.2.2, the electro-mechanics of the myocardium, that are initiated at the micro-
scopic level were explored. To summarize this section, tension development is initiated
when an electrical impulse passes over the sarcomere, causing ion channels to open,
resulting in an increase of intra-cellular calcium concentration. This increase causes a
cyclic binding of myosin heads with actin and subsequent sliding and overlapping of
the myofilaments. Due to this sliding and overlapping, contraction of myocytes oc-
curs. Consequently, the constitutive model employed, to model the active contraction
of myocardium, must take into consideration the following:
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• Firstly, an most importantly, intra-cellular calcium concentration.
• Sarcomere length.
• Time.
Since active contraction is initiated on the microscopic level, its development throughout
the ventricle with respect to time is asynchronous. In order to simulate the asynchronous
tension development in the ventricle, the chosen active tension model, can be coupled
to a mathematical model of the electrical wave propagation, via a bi-domain model [27]
or the Eikonal diffusion equation [17]. Using the bi-domain model or Eikonal diffu-
sion equation, the timing of active contraction initiation can be calibrated such, that it
appears physiologic, however, myofiber strain distribution in the ventricle, maybe un-
physiologically inhomogeneous [30]. However, when the initiation of active contraction
is assumed to be unphysiologically synchronous, then, the distribution of myofiber strain
in the ventricle, can appear more homogeneous and physiologic [30]. Hence, as an initial
starting point, it is reasonable to assume that the active contraction in the ventricle,
occurs in a synchronous manner, even though this assumption is not physiologically true
[17, 29]. For the purposes of this research, the active tension model proposed by Guc-
cione et al. [29] is considered. The model was derived from bio-physical considerations of
calcium dynamics and cross-bridge formation, and was developed as an approximation
to a more complex model based on experimental data [29].
3.5.1 The Active Tension Model of Guccione et al [1993]








where, Ct is the time transient, which is dependant on time and sarcomere length (t
and l respectively). Also, Tmax is the maximum tension developed. In addition, ECa50
represents the calcium concentration at which tension is 50 percent. Furthermore, the




(1− cosω(l, t)) . (3.24)
Chapter 3. Cardiac Mechanics 34





for l > l0,
0 for l ≤ l0.
(3.25)
In Eq. (3.25), B is a constant that governs the shape of the peak isometric tension-
sarcomere length relation. Also l0 is the sarcomere length, below which no active tension
develpment occurs. The sarcomere length, l, is a function of the fibre strain and the
sarcomere-rest length, lR, in the stress free configuration, and is computed as
l = lR
√
2Eff + 1, (3.26)
where the fibre strain is computed as Eff = tr (MfE). Additionally, noting the formu-
lation of the fourth invariant of the Green strain tensor, I4, in Eq. (3.8), the sarcomere
length can be expressed as
l = lR
√
2I4 + 1. (3.27)
It is important to note that the sarcomere-rest length in the undeformed configuration
is made to vary from a value of 1.78 µm, at the endocardium to a value of 1.91 µm
,at the epicardium (for a canine left ventricle [29]), thus accounting for residual strains
in the myocardium (as explained in Sec. 3.4.2). Next, the time dependence of the
time transient, Ct, is described by the term, ω (l, t) in Eq. (3.24). The term, ω (l, t) is
computed by the a time dependant relationship given by
ω (l, t) =

π t−ut0 for 0 ≤ t < t0,
π t−u−t0tr for 0 ≤ t0 < t < t0 + tr,
0 for t ≥ t0 + tr,
(3.28)
where t0 is the time to peak tension, u is the depolarization time and tr is the duration
of the relaxation period, the latter term described by
tr = ml + b, (3.29)
where m and b are constants relating to the slope and time intercepts, of the linear
relaxation duration-sarcomere length relation, respectively. The second Piola-Kirchoff
stress tensor, S, can now be formulated. To do so, it is first acknowledged that during
phases of the cardiac cycle where active contraction of the ventricle is present (i.e. iso-
volumetric contraction, ejection and isovolumetric relaxation), the second Piola-Kirchoff
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stress tensor has passive and active contributions, i.e.
S = SP + SA, (3.30)
where, SP is the passive contribution to the second Piola-Kirchoff stress tensor (Eq.
(3.21)). SA is the active contribution to the second Piola-Kirchoff stress tensor, which
is given by
SA = TAMf . (3.31)
The active stress formulation of the total stress, S, is found by first substituting Eq.
(3.24), into Eq. (3.31), then substituting the resulting equation, along with that for SP


















where the term, ∂Q∂E , is given by Eq. (3.22).
3.6 The Circulatory System
Cardiac function is implicitly related to the output of blood into the circulatory system
during ejection. Consequently, an understanding of the anatomy and means to model
the coupled system is required.
3.6.1 Anatomy and Function
Referring to Fig. 3.11, blood travels on two different routes through the circulatory
system. Firstly, de-oxygenated blood flows through the superior and inferior vena cava
and enters the right atrium. When the blood pressure in the right atrium exceeds that in
the right ventricle, the tricuspid valve opens and de-oxygenated blood flows into the lat-
ter. The instant the blood pressure in the right ventricle exceeds that in the pulmonary
artery, the pulmonary semilunar valve opens, and the contracting right ventricle pushes
blood out into the latter. The blood is then transported to the lungs so as to get oxy-
genated. This phase of circulation is referred to as pulmonary or venous circulation.
The pulmonary veins then return the oxygenated blood from the lungs to the left atrium.
When the blood pressure in the left ventricle, falls below that in the left atrium, the









Figure 3.11: A schematic illustration of the circulatory sytem [10].
mitral valve opens, and oxygenated blood flows from the left atrium into the left ventri-
cle (diastolic filling). The moment the pressure in the left ventricle exceeds the aortic
pressure, the aortic valves open, and the oxygenated blood is ejected into the aorta due
to the contracting ventricle (i.e. ejection). The oxygenated blood then flows through
the aorta to the rest of the body. This phase of circulation is referred to as systemic or
arterial circulation. De-oxygented blood from the body is then returned to the superior
and inferior vena cava, signalling the start of pulmonary circulation.
In the context of cardiac mechanics modelling, systemic or arterial circulation is of
particular interest, as the latter portion of this phase of circulation is coupled to the
ejection phase of the cardiac cycle. Therefore, the mechanical response of the left ven-
tricle during ejection needs to be coupled to an appropriate model for the hemodynamics
of systemic circulation [17].
3.6.2 Modelling Systemic Circulation
Systemic circulation is modelled via an appropriate model of the arterial system, which
can be done in various ways, using Lumped models [42], tube models [43] and anatom-
ically based distributed models [44]. In this work, Lumped or Windkessel models will
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be considered as as a means of modelling the arterial system, due to the relative ease
in which they can be used to describe the load faced by the heart, in pumping blood
through the systemic arterial tree.
3.6.3 Windkessel Models
Windkessel or Lumped models describe the hemodynamics of the whole arterial system,
in terms of pressure-flow relations at its entrance, using Windkessel parameters that have
a physiological meaning, such arterial compliance and resistance [11]. However, based
on such models it is not possible to study phenomena that occur within the arterial tree,
such as wave travel and reflection of waves [11]. Despite this disadvantage, the most
useful attribute of Windkessel models, is that they can be readily applied to describe the
load faced by the left ventricle, in pumping blood through the systemic arterial system,
i.e., they can be used to describe or predict left ventricular pressure during the ejection
phase of the cardiac cycle. Various Windkessel models can be found in the literature.
However, the most common are the two, three and four element Windkessel models [11].
Consequently, the following sections will explore the various models available.
3.6.3.1 The Two Element Windkessel Model
The two element Windkessel model is the earliest model, developed by the German
physiologist Otto Frank [45]. It models the heart and systemic arterial tree, using a
closed hydraulic circuit comprising of a pump (i.e. the heart) connected to a chamber
(i.e. the aorta), which is in turn connected to a resistor. Fig. 3.12 below illustrates
the schematic set-up of the two-element Windkessel model. Referring to Fig. 3.12, the
hydraulic circuit is filled with blood except for a pocket of air in the chamber (i.e. Wind-
kessel). As blood is pumped into the latter (from the heart pump), the air pocket is
compressed, and blood is pushed out of the chamber back into the pump. The air pocket
in the chamber simulates the elasticity and extensibility of the major artery (aorta), as
blood is pumped into it by the left ventricle, an effect which is commonly referred to
as arterial compliance. The resistance that blood encounters while leaving the aorta
and flowing back into the heart, simulates the resistance to flow that blood experiences
when travelling through the arterial tree. This resistance is commonly referred to as the
peripheral resistance.
The governing differential equation relating blood pressure in the aorta to aortic flow,
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Figure 3.12: The concept of the two element Windkessel. The aorta acts as the
chamber (i.e. Windkessel),the heart acts as a pump and the peripheral resistance
represents the resistance of the arterial tree [11].








where, t refers to time, R the peripheral resistance, C the arterial compliance, I (t)ao the
aortic flow and P (t)ao the aortic pressure. A similar equation governs the relationship
between current, I (t) and time varying potential, V (t), in an electrical circuit. In light
of this last remark, the two element Windkessel model can be schematically represented
by the following circuit analogy of the arterial system, with an arterial compliance in
parallel with a peripheral resistance, as illustrated in Fig. 3.13. During diastole, the
flow of blood into the aorta is zero, i.e., I (t)ao = 0, in which case the two element
Windkessel can be solved exactly for the aortic pressure. The result is an exponential
decay function for the aortic pressure described by
P (t)ao = Pesexp
−t
RC , (3.34)
where Pes is the end-systolic aortic pressure. The above relationship is observed to
correspond well to experimental measurements of aortic pressure during diastole, which
is illustrated in Fig. 3.14.
Shortcomings of the Two Element Windkessel Model
With the development of the electromagnetic flow meter, which allowed measurement of
aortic flow, it became apparent that during systole the relationship between aortic pres-
sure and flow was poorly predicted by the two element Windkessel model [11]. This was
observed by using measured aortic pressure and flow signals to compute what is referred
to as the input impedance, Zc, that varies with frequency. From these computations,






Figure 3.13: A closed hydraulic circuit analogy of arterial system based on the two

























Figure 3.14: The exponential decay of aortic pressure during diastole predicted by
the two element Windkessel (grey dotted lines) and that observed experimentally (solid
black lines) [11].
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the reasons for the shortcoming of the two element Windkessel was unveiled. For high
frequencies, it is observed that the input impedance modulus reduces to negligible val-
ues and its phase angle reaches -90 degrees, whereas for mammals the measured input
impedance modulus decreases to a plateau and its phase angle hovers around zero for
higher frequencies [11] (see Fig. 3.15). Referring to Fig. 3.15, the more or less constant
Figure 3.15: Illustration of the short comings of the two-element Windkessel model
[11]. The top figure illustrates the input impedance modulus measured for various
frequencies as well as that predicted by various Windkessel models. The bottom figure
illustrated the measured phase angle at various frequencies observed experimentally as
well as that predicted by various Windkessel models.
level of input impedance at higher frequencies was found to be equal to the character-
istic impedance of the proximal aorta [11]. This information resulted in the addition
of the characteristic impedance to the two element Windkessel model, forming what is
commonly referred to as the three element Windkessel.
3.6.3.2 The Three Element Windkessel Model
The three element Windkessel model adds a characteristic impedance, Zc, to the two
element Windkessel model, between the pump and the air chamber (see Fig. 3.16). This
characteristic impedance can be seen as the link between the Lumped Windkessel model
and wave travel aspects of the arterial system [11]. The characteristic impedance has the
same dimensions as resistance and can be replaced by a resistive element, between the
pump and the chamber [11]. This additional resistor is included to capture resistance
to blood flow, due to the aortic or pulmonary valve and allows the model to capture






Figure 3.16: The concept of the three element Windkessel [11].
wave effects of the arterial system [11]. The additional resistor is referred to as a flow
resistance. Fig. 3.17 below is an illustration of the closed hydraulic circuit analogy.
of the three element Windkessel model, where the flow resistance, R0, is in series with







Figure 3.17: A closed hydraulic circuit analogy of arterial system based on the three-
element Windkessel model [11].
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• C is the arterial compliance,
• R is the peripheral resistance,
• R0 is the flow resistance,
• Pao is again the aortic pressure,
• and Iao is the aortic flow rate.
During diastole, the aortic flow is zero. Thus, the three element Windkessel model can
be solved to find an explicit form for the aortic pressure given by
P (t)ao = Pesexp
−t
RC . (3.36)
Therefore, it is observed that Eq. (3.36) predicts the exponential decay of aortic pressure
during diastole, in exactly the same manner as the two element Windkessel model.
Shortcomings of the Three-Element Windkessel Model
Referring to Fig. 3.15, it is noticed that the three element Windkessel model over
predicts the impedance modulus in the low frequency range [11]. In order to reduce
these errors, a fourth element to the Windkessel model was proposed by Stergiopulos
et al. [46]. This fourth element is an inertance, which is equal to the addition of all
inertances in the arterial segments, i.e., the total arterial inertance [11]. This inertance
term only affects the very low frequency behaviour of the input impedance, which is
where the three element Windkessel is inaccurate. However, in practice, it turns out
that the inertance is very difficult to estimate, which is an argument to prefer the three
element Windkessel [11]. In addition, using the three element Windkessel model, the
overall predicted waveforms are close to the measured pressures and the global aspects of
pressure and the input impedance are well described [11]. Consequently, for the purposes
of this research, and following the recommendations of Westerhof et al. [11], the three
element Windkessel model is chosen to model the hemodynamics of the arterial system.
Chapter 4
The Idealized Ellipsoidal Canine
Left Ventricle Model
4.1 Introduction
In previous chapters, an understanding of the continuum mechanics approach used to
model the stresses and deformations in the left ventricle were developed (chapter 2).
In addition, the structure of myocardial tissue was explored, along with the observed
behaviour of the left ventricle over a full cardiac cycle. Furthermore, the mathematical
basis for a continuum mechanics approach to modelling the passive and active mechan-
ical behaviour of the myocardium, was explained (chapter 3).
In order to properly simulate left ventricular mechanical function over a full cardiac
cycle, its geometry must be modelled correctly. For the purposes of this research, an
idealized truncated prolate ellipsoidal approximation of a canine left ventricle is utilized
[17]. Furthermore, a key component for simulating the mechanics of the myocardium of
the left ventricle, is the modelling of the fibrous nature of the tissue, which gives rise
to its anisotropic mechanical behaviour [13]. Consequently, this chapter will explore the
geometry and coordinate system of the idealized ellipsoidal canine left ventricle model.
Additionally, the manner in which the fibrous nature of myocardium is modelled will be
outlined.
4.2 Model Geometry
The parameters used to model the idealized canine ellipsoidal geometry are summarized
in Tab. 4.1 below and are in accordance with Bovendeerd et al. [12] and Kerckhoffs
43
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et al. [17].







In Tab. 4.1, H refers to the truncation height, which is the height from the centre of
the ellipsoid to the base. Also, C is the prolate constant and ηepi and ηendo, are the
parameters that define the epicardial and endocarial surface coordinates.
It is convenient to express the Cartesian coordinates of the ellipsoidal model geome-
try, in terms of prolate spheroid coordinates, η, θ and φ, which are part of a curvilinear





where, η is equal to ηepi for the epicardium and ηendo for the endocardium. Additionally,
θ ∈ (0, π), φ ∈ (0, 2π) and x, y and z are the usual Cartesian coordinates. Fig. 4.1(a)
illustrates the truncation height, H, the prolate constant, C and the prolate spheroid
coordinate, φ, all on a Cartesian coordinate system (x, y, z). Furthermore, Fig. 4.1(b)
illustrates the variation of the prolate spheroid coordinate, θ and the values of the
prolate spheroid coordinate, η, at the endocardium and epicardium surfaces (ηendo and
ηepi respectively).
Referring to Fig. 4.1, for the half plane, x-y, that passes through the origin (O), φ is
set equal to zero, an θ is equal to π2 . Hence, the maximum radius, x, on this plane can
be computed for the endocardium, with η equal to 0.37 as
x = Csinh(η) = 16.28 mm. (4.4)
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Figure 4.1: (a)Illustration of parameters C and truncation height H as well as the
prolate spheroid coordinate φ, which are in the idealized ellipsoidal canine left ventricle
geometry [12]. (b)Illustration of the variation of the prolate spheroid coordinate θ, and
the values of the prolate spheroid coordinate η at the endocardium and epicardium
surfaces [12].
Similarly, the maximum radius, x, can be computed for the epicardium, with η equal to
0.68 as
x = Csinh(η) = 31.55 mm. (4.5)
Next, for the x-z plane, θ is equal to zero, consequently, the maximum height, z, from
the origin to the apex can be computed for the endocardium, with η equal to 0.37 as
z = Ccosh(η) = 43.98 mm. (4.6)
Also, the maximum height, z, from the origin to the apex can be computed for the
epicardium, with η equal to 0.68 as
z = Ccosh(η) = 53.33 mm. (4.7)








it is clear that for the endocardium surface, b and c are 16.28 mm and 43.98 mm,
respectively (as calculated in Eq. (4.4) and Eq. (4.6), respectively). Similarly, for the
epicardium surface, b and c are 31.55 mm and 53.33 mm, respectively (as calculated in
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Eq. (4.5) and Eq. (4.7), respectively). The values of b and c for the endocardium and
epicardium surfaces are summarized in Tab. 4.2.









, in Eq. (4.8) to be equal to t, where t ∈ (0,1),
then we get that x is equal to b
√
t and z is equal to c
√
1− t. Thus, the parametric







Making use of the parametric equation derived in the previous section (Eq. (4.9)),
the truncated canine ellipsoidal model geometry, is generated using the pre-processing
software GID (http://www.gid-usa.com). Fig. 4.2 illustrates the three dimensional
model generated in GID, that is utilized for all mechanics simulations of the canine left
ventricle.
Figure 4.2: Three dimensional representation of the truncated ellipsoidal canine left
ventricle generated in GID.
4.2.2 Auxiliary Coordinate System
It is convenient to utilize the prolate spheroid coordinate system outlined in the previous
section, to define an auxiliary coordinate system that describes both the transmural and
longitudinal positions in the left ventricle model [13]. This auxiliary coordinate system
is illustrated diagrammatically in Fig. 4.3.
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Figure 4.3: Diagrammatic representation of the auxiliary coordinate system used.
Referring to Fig. 4.3, it is clear that the transmural coordinate, v, is made to vary
monotonically from a value of vendo = −1 at the endocardium, to a value of vepi = +1 at
the epicardium. Similarly, the longitudinal coordinate, u, is made to vary monotonically
from a value of uapex = −1 at the apex, to a value umid = 0 at the equator.
Using the following relations, the transmural prolate spheroid coordinate, η, and the
longitudinal prolate spheroid coordinate, θ, are shifted so that they are centred on zero.
Then coordinates are scaled so that they vary from -1 to +1 in the correct direction





ηdiff = ηepi − ηendo, (4.11)
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where
θdiff = θapex − θbase = π, (4.15)
θ̄diff = θ̄apex − θ̄base = −2, (4.16)
ηmid = 2. (4.17)
From the above equations, it is clear that ηepi and ηendo are required as inputs for the
truncated ellipsoidal left ventricle model, of the animal being studied. Also, it should be
noted that the new coordinates, vary monotonically rather than linearly with transmural
and longitudinal distance.
4.3 Fibre Orientations
For the ellipsoidal model considered in this study, the orientation of cardiac muscle
fibres, is quantified by the helix fibre angle, αh and the transverse fibre angle, αt [13]
(refer to Fig. 4.4).
  
Figure 4.4: Quantification of muscle fibre orientation by helix fibre andge α [12]
The helix fibre angle, αh and the transverse fibre angle, αt, vary according to
αh(v) = p1 + p2v, (4.18)
αt(u, v) = p3u(1− v2), (4.19)
where, u and v are the normalized longitudinal and transmural coordinates respectively,
as defined in the previous section. Also, p1, p2 and p3 are constants defined in the Tab.
4.3 [13].
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Table 4.3: Parameter values for fibre direction model [13]
p1(rad) p2(rad) p3(rad)
0.3533429174 -1.147553983 0.291993585
The constants in Tab. 4.3 were optimized by Rijcken et al. [13], in order to produce
a near homogeneous distribution of fibre strain during ejection, by minimizing the an
objective function of the form
G (p) = variance (εbe + εee) + w · variance (εbe − εee) , (4.20)
where εbe and εee are fibre strains at the beginning and end of ejection. In addition w
is a weighting factor. Via the minimization of Eq. (4.20), Rijcken et al. [13] arrived at
a set of parameters for p1, p2 and p3 (refer to Tab. 4.3), which yield fibre orientations,
Vf , that produce a near homogeneous distribution of the average fibre strain between
the beginning and end of ejection, which is an observation that the authors repute to be
physiologically observed. Using the constants p1, p2 and p3, the variation of the helix and
transverse fibre angles, due to variations in the normalized longitudinal and transmural
coordinates (u and v), can be found. Fig. 4.5 illustrates the model fibre direction angles
(solid lines, αh and αt) as a function of normalized longitudinal and transmural position.
Fig. 4.5 also illustrates the experimental helical fibre angle [48, 49]. By observing Fig.









Figure 4.5: Quantification of muscle fibre orientation by helix fibre andge α [13]
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In order to compute the fibre direction at an arbitrary point within the left ventricle
model, three basis vectors need to be defined for the circumferential, transmural and
longitudinal directions, i.e., φ, η and θ, respectively. These basis vectors are given by
η =
1√
cosh2 η sin2 θ + sinh2 η cos2 θ
× (cosh η sin θ cosφe1 + cosh η sin θ sinφe2 + sinh η cos ve3), (4.21)
φ =
1√
sinh η sin θ
× (− sinh η sin θ sinφe1 + sinh η sin θ cosφe2 + 0e3), (4.22)
θ =
−1√
cosh2 η sin2 θ + sinh2 η cos2 θ
× (sinh η cos θ cosφe1 + sinh η cos θ sinφe2 + cosh η sin ve3). (4.23)
The fibre direction, Vf , at any point within the left ventricle, can then be computed as
Vf = tanαtη + tanαhφ+ θ. (4.24)
Fig. 4.6, shows the projected fibre directions at various points throughout the idealized
ellipsoidal canine left ventricle.
Figure 4.6: Fibre directions at various points throughout the canine ellipsoidal left
ventricle geometry
The remaining material directions, Vs and Vn, in the sheet and sheet-normal directions
respectively, are computed as
Vn = Vf × η, (4.25)
Vs = Vn ×Vf . (4.26)
Chapter 5
Numerical Modelling of Cardiac
Function
5.1 Introduction
Chapter four explored the idealized canine ellipsoidal left ventricle model, which will
be used for numerical modelling in the context of this research. Hence, it is possible
to integrate the information that was gathered in the previous chapters and use it to
outline the implementation of the element-free Galerkin method (EFGM), which forms
the core of the in-house modelling software SESKA. SESKA was chosen for the pur-
poses of this work over commercial finite element packages such as ABAQUS, because
the formers development as a software is the current focus of the Computational Con-
tinuum Mechanics Group (CCM) at the University of Cape Town, which is the research
group that this work belongs to. The software is being developed for the purposes of
studying left ventricular behaviour, along with other scientific and engineering phenom-
ena. Hence, in summary, SESKA serves as the basis for all mechanical modelling of left
ventricular function throughout this dissertation. In itself, SESKA is a cross-platform
numerical modelling software, comprising of over 200,000 lines of code. The software
is implemented in the C++ language, and has links to many useful external packages
such as PETSc (Portable Extensible Tool Kit). The power of the software is its ability
to run on large computing clusters, enabling the user to simulate large problems with
highly refined particle distributions.
51
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5.1.1 Implementation of the Element-Free Galerkin Method
The EFGM method is a meshless method. Thus, instead of using a mesh, as in finite
element methods (FEM), a particle distribution is used to calculate the shape functions.
In addition, in SESKA, the moving least squares (MLS) method is used to compute the
shape functions and approximate solutions over the domain. For more information on
the EFGM and MLS methods, the reader is directed to the paper by Belytschko et al.
[18].
5.1.2 Outline of Topics Covered in this Chapter
In the succeeding sections of this chapter, attention will be paid to the following aspects
of the EFGM method, implemented in the in-house modelling software SESKA:
• Variational formulation: The variational formulation (weak form) of continuum
mechanics.
• Assembly: Firstly, the assembly of the discrete equation system can be outlined.
Next, with regards to modelling cardiac function, the variations in the assembly
of the discrete equation system, will be explored for each phase of the cardiac
cycle, namely, diastolic filling, isovolumetric relaxation and contraction and finally
ejection.
• Implementation: Several contributions made by the author, towards the in-
house modelling software SESKA will be explained.
5.2 Variational Formulation
In chapter two, the law of linear momentum conservation was derived, and Eq. (2.37)
represented the Lagrangian equilibrium equation for a constant velocity field. Eq. (2.37)
represents the governing differential equation for the cardiac mechanics problem. In
addition, both traction and displacement boundary conditions are necessary for realistic
modelling of cardiac function. Hence, the general strong form for the cardiac mechanics
problem is
divP + b (X, t) = 0 in B, (5.1)
Pn = t(n) on ∂BN , (5.2)
u = ū on ∂BD. (5.3)
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Referring to the above strong form, the first equation represents the equilibrium equa-
tion of Newton’s second law, with negligible acceleration. The second equation expresses
the traction force, t(n), in the Lagrangian description, acting on the Neumann boundary,
∂BN . Finally, the last equation expresses the displacement boundary condition, ū, on
the Dirichlet boundary, ∂BD.
The variational formulation (or weak form) of continuum mechanics states that the
external potential, Wext, is equal to the internal potential, Wint [50]. The external po-
tential corresponds to the work done by the external forces such as a body force, b,
acting over the volume of the body and traction forces, t(n), acting on the surface of the




ρ0b · δudV +
∫
∂BN
t(n) · δudA, (5.4)




S : δEdV, (5.5)
where δE is the variation of the Green strain tensor. The full variational formulation,
which is the sum of internal and external potential can be stated as




S : δEdV −
∫
B
b · δudV −
∫
∂BN
t(n) · δudA = 0. (5.6)
It can be shown that the variational formulation in Eq. (5.6), is equivalent to the strong
form. The equivalence of the strong and variational formulations, will not be illustrated
in this work, but the reader is directed to the book, Nonlinear finite element methods
[50], for further details. Furthermore, in cardiac mechanics, the body force is usually




S : δEdV −
∫
∂BN
t(n) · δudA = 0. (5.7)
Additionally, the surface traction, t(n), is applied to the inner wall of the left ventricle
and is given by
t(n) = Pn on ∂BtN . (5.8)
From Eq. (5.8), it is important to note that the pressure, P , which is exerted by blood
on the endocardium wall, acts in the current configuration, denoted by ∂BtN . The
corresponding term in the variational formulation is the external potential, Wext, which
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Pn · δuda. (5.9)
The equation above represents an integral over the Neumann boundary conditions in the
current configuration. Consequently, Nanson’s formula, which relates surface elements
in the current and reference configuration, is used to convert the integral to one over




PJF−Tn · δudA. (5.10)




S : δEdV −
∫
∂BN
PJF−Tn · δudA = 0. (5.11)
5.3 Assembly
At the assembly stage, the objective is to obtain a discrete set of equations, that can be
subsequently solved for the unknown field such as displacement. The discrete equation
system usually takes the form of
K∆u− [fext − fint] = 0, (5.12)
where,
• K is the stiffness or tangent matrix,
• ∆u is the unknown displacement field increment,
• fext is the external loading vector,
• and fint is the internal reaction vector.
However, for non-linear problems, such as the cardiac mechanics problem considered in
this work, there is no equality in Eq. (5.12), hence, an iterative procedure is required
to find the unknown displacement field. This iterative procedure, involves Newton’s
method.
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5.3.1 Newton’s Method
At each iteration step, i, of a loading or time step, n, the discrete equation system
is assembled from the linearisation of the weak form in Eq. (5.11). The weak form
is linearised using a first order Taylor series expansion, about an initial guess for the
displacement vector, ui−1n , which yields,












where ∆u is the incremental displacement field such that u = ui−1n +∆u. The lineariza-








|ui−1n ·∆u ≈ 0. (5.14)
Eq. (5.14) is used to give contributions to the discrete equation set in Eq. (5.12). The
contributions to the discrete equation set in Eq. (5.12), that are derived from Eq. (5.14),
will not be illustrated in this dissertation, as it falls outside its scope. Rather, the reader
is directed to a previous work of the research group that this dissertation belongs to in
[51], in which the contributions to the discrete equation set from Eq. (5.14) are clearly





















, i.e., the tangent matrix and residual vector respectively, are eval-
uated at the initial guess for the displacement field, ui−1n . Next, the discrete equation












The updated displacement vector, uin, is then used as the initial guess for the next itera-
tion (i+1). It is important to note that for the first iteration step (i=0), the initial guess
of the displacement vector, is taken to be the displacement solution from the previous
converged calculation step, i.e., ui−1n = un−1.
The iterative procedure is terminated when the Euclidean norm of residual vector, ||Rin||,
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represents static equilibrium between externally applied loads and internal reactions of
the body. In this scenario, the calculation then proceeds to the next loading step (i.e.
n := n+ 1).
5.3.2 Specific Aspects of Assembly for Cardiac Modelling
In the the succeeding sections, some specific aspects of the assembly stage, shall be
explored for the cardiac mechanics problem.
5.3.2.1 Incremental Loading Approach to Modelling the Diastolic Filling
In the current framework of SESKA, the diastolic filling phase is usually pressure driven.
Therefore, the cavity pressure is increased from a starting pressure, up to some user spec-
ified end-diastolic maximum. In order to solve the variational formulation for a specified
end-diastolic pressure, it is necessary to solve the discrete equation system for incremen-
tally increasing load, because Newton’s method will only converge if the initial guess for
the displacement vector, is close enough to the actual solution.
The incremental loading procedure is achieved by multiplying a final pressure, P0 (usu-
ally initialized to unity), by a Neumann loading factor, λn, that increases from an initial
value of 0, upto some user defined maximum loading (i.e. the required end-diastolic
pressure). The blood pressure, P , exerted on the endocardium is therefore expressed as
P = λnP0. (5.19)
Furthermore, λn in Eq. (5.19) is computed as
λn = λn−1 + ∆λn, (5.20)
where ∆λn is the loading factor increment for the current calculation step. By expressing
the pressure as a loading factor multiplied by a final pressure, the corresponding term
in the variational formulation is reformulated as∫
∂BN




−Tn · δudA, (5.21)
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The contributions to the external loading vector, [fext]
i
n, come from the integral on the
left hand side of Eq. (5.21). The integral on the right hand side of Eq. (5.21), gives
contributions to the final external loading vector, [fext,0]. Multiplying the final external






n = λn [fext,0] , (5.22)










During the phases of isovolumetric contraction and relaxation, the mitral and aortic
valves are closed. Simultaneously, an active contraction is present in the left ventricle,
which is increasing during isovolumetric contraction and decreasing during isovolumet-
ric relaxation. The closure of the valves during isovolumetric phases, and consequent
entrapment of blood within the left ventricle, implies that from a physiological point
of view, the cavity volume remains more or less constant. Hence, due to the active
contraction in the ventricle, which attempts to deform it, the cavity pressure in the ven-
tricle must adjust in manner that ensures no change in cavity volume and hence static
equilibrium.
The requirement of no volume change (∆V ≈ 0), implies that at each iteration step, i,
of a time step, n, a suitable pressure adjustment, ∆P = ∆λinP0, is required such that
the residual of the discrete equation system vanishes. For isovolumic phases, the discrete





n [fext,0] + R
i
n. (5.24)
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where, [fext,0] is the the reference external loading vector corresponding to some final
pressure, P0, the latter usually initialized to unity. Additionally, ∆u
i
ext,n can be inter-
preted as the displacement increment for an iteration step, due to full force loading with
no internal reaction. Additionally, ∆uiR,n is the displacement increment for an itera-
tion step, due to the residual vector. Furthermore, the reference external loading vector
needs to be close enough to the current loading in order to ensure rapid convergence, of
the iterative Newton’s method, used to solve for the displacement increment. Thus, at
the beginning of each time step, the reference external loading vector, [fext,0], is adjusted




=λref [fext,0] , (5.26)
where ∆λ0n corresponds to the loading correction found from the previous time step.
As a side note, it is important that the reference loading factor, λref , is positive. Con-
sequently, the displacement increment in Eq. (5.25), is reformulated in terms of the























The first step to obtaining the sought after loading factor increment, ∆λin, is to obtain

































, represents the accumulated volume change for the time step,
which includes contributions from iteration step k=0 to k=i-1. The sum of the second
and third term, on the right hand side of Eq. (5.28), represents the volume change












represents that due to a preliminary displacement correction, ∆uiR,n. The sought after
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where ∆Vn = 0 for isovolumetric contraction and relaxation phases. Next, the loading






where, λi−1n is the loading factor from the previous iteration step. The final displacement










incorporating contributions due to the residual from the previous iteration step as well
as the loading correction, the latter ensuring the specified volume increment ∆Vn (which
is equal to zero for isovolumic phases).
The required or target cavity volume, Vtarg,n, at each time step, n, is given by
Vtarg,n = Vn−1 + ∆Vn, (5.32)
where ∆Vn is zero only for the isovolumic phases. Hence, when the actual computed
cavity volume, Vact, is within 1 percent of the target volume, then the loading factor, λ
i
n,
is no longer updated and is held constant for the remaining iteration steps. In this case,
a time step has converged if the Euclidean norm of the residual vector (Eq. (5.18)), falls
below its desired threshold, δr.
5.3.2.3 Ejection Modelling
To model the ejection phase of the cardiac cycle, the form of the discrete equation system





n [fext,0] + R
i
n. (5.33)
Therefore, the ejection phase is modelled in exactly the same iterative manner as the
isovolumetric phases (see Sec. 5.3.2.2). However, the difference is that the target volume
increment for a calculation step is not zero (∆Vn 6= 0) and is rather obtained using an
iterative procedure, involving the three element Windkessel model. The target volume
increment obtained at each iteration step is then utilized to find a suitable pressure
adjustment, ∆λin, via Eq. (5.29), such that the actual cavity volume, approximately
matches the target volume, the latter computed as
V itarget,n = Vn−1 + ∆Vn ≈ V iactual,n, (5.34)
Chapter 5. Numerical Modelling of Cardiac Function 60
where, V itarget,n and V
i
actual,n, represent the target and actual cavity volumes, for a par-
ticular iteration step of a time step. Also, Vn−1 represents the the cavity volume from
the previous converged time step.
In Chap. 3, the three element Windkessel model was explored, which is used to model
the global hemodynamics of the arterial system. Eq. (3.35) represented the governing
differential equation for the three element Windkessel model. Since the three element
Windkessel model is used in an iterative procedure, subscripts i and superscripts n,































• C is the arterial compliance,
• R is the peripheral resistance,
• R0 is the flow resistance,
• [Pao]in is the aortic pressure,
• and [Iao]in is the aortic flow rate.
Additionally, during ejection, the aortic flow rate, is equal to the negative of the rate of












Also, during ejection, the aortic pressure is approximately equal to the left ventricular






Noting the above two simplifications, the three element Windkessel model is now refor-
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Provided that the time increment is small, it follows that dt ≈ ∆t, dV lv ≈ ∆Vlv and





























Furthermore, at each iteration step, the left ventricular pressure can be expressed in
terms of some final pressure, P0 (usually initialized to unity), multiplied by the un-
updated Neumann loading factor for the iteration, λin. However, for the first iteration
step (i=0), the un-updated Neumann loading factor is equal to that from the previous
converged time step, λn−1. Noting the comments made in this paragraph, the left




λn−1P0 for i = 0,λinP0 for i > 0, (5.40)
In addition, the rate of change of flow rate is approximated via backward differences at












where [Ilv]n−1, is the flow rate from the previous converged time step. Similarly, the
rate of change of left ventricular pressure, is approximated via backward differences.
However, for the first iteration step (i=0), this derivative is estimated to be equal to






. Noting these comments,













for i = 0,
P0
λin−λn−1
∆t for i > 0.
(5.42)
Next, Eq. (5.40), Eq. (5.41) and Eq. (5.42), are substituted in to the Windkessel
equation (Eq. (5.39)). The resulting equation is then rearranged to solve for the flow
rate update, [Ilv]
i
n, for the current iteration step. The updated flow rate for the current


















































for i > 0.
(5.43)
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Referring to Eq. (5.43), for i=0, the flow rate is computed using an explicit one-step
Euler backward prediction. However, for i >0, the flow rate is computed using a one-
step backward implicit Euler correction. Next, the target volume increment, ∆Vn, is
then updated at each iteration step via
∆Vn = −∆t [Ilv]in , (5.44)
where the negative sign in Eq. (5.44) is necessary to enforce the decrease in cavity vol-
ume that occurs in ejection, due to the contracting ventricle. Consequently, this target
volume increment is substituted in to Eq. (5.29), to find the loading factor increment,
∆λin. Then, the loading factor, λ
i
n, is updated using Eq. (5.30). Furthermore, the final
displacement increment, ∆uin, is computed using Eq. (5.31).
The iterative procedure of solving for the target volume increment is conducted up until
the absolute value of the residual of the Windkessel differential equation, falls below
a certain tolerance, i.e., |RWindkessel| ≤ δw. The residual of the Windkessel differential





































It is important to note that in Eq. (5.45), [Ilv]
i
n, is the un-updated flow rate for the
iteration. Similarly, [Plv]
i
n is the un-updated cavity pressure for the iteration. Once the
residual of the Windkessel differential equation falls below the specified tolerance, then
the target volume increment is no longer updated and is held constant for the remaining
iteration steps of a time step. Furthermore, a calculation step in the ejection phase is
only terminated once the residual of the Windkessel differential equation and the Eu-
clidean norm of the residual vector (Eq. (5.18)), fall below their desired thresholds.
For clarity sake, it is important to note that the Windkessel differential equation is
solved as an initial value problem, with initial flow rate and rate of change of flow rate
equal to zero at the instant of vale opening. Also, the initial cavity pressure and rate
of change of pressure are equal to that at the end of isovolumetric contraction. Finally,
the ejection phase terminates when the flow rate changes sign, indicating that the left
ventricle has ceased to contract and push blood into the aorta, at which point the aortic
valves shut and isovolumetric relaxation begins.
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5.4 Implementations
The author has made several contributions to the cardiac mechanics module of the
in-house modelling software SESKA. These contributions are listed below:
• Coupling of the three element Windkessel model to the existing cardiac mechanics
model.
• Implementation of a new calculation control mode, allowing systole (isovolumetric
contraction and ejection) to be run in one simulation.
• Implementation of a new calculation control mode, allowing systole and isovolu-
metric relaxation to be run in one simulation.
Details of the implementation of the mentioned calculation control modes, will be given
in the following sections.
5.4.1 Systolic Calculation Control Mode
This calculation control mode allows one to model the systolic phase of the cardiac cycle,
without having to perform a restart of the simulation after isovolumetric contraction has
terminated. Fig. 5.1 is a schematic illustration of the implementation and workings of
the systolic calculation control mode. In Fig. 5.1, it is important to note that λao, refers
to the desired level of aortic pressure, at which isovolumetric contraction is terminated.
Referring to Fig. 5.1, initial loading conditions and particle degrees of freedom for
the left ventricle, are read out of the calculation output file generated at the end of
diastolic filling. Boundary conditions for the model and material parameters are addi-
tionally read in from an input file.
For a time step n , the cavity pressure (which is equal to the Neumann loading fac-
tor), is initialized to the value from the previous converged time step. Similarly, the
initial particle degrees of freedom are set to those from the previous converged time
step. Thus, all components of the discrete equation system can be assembled, i.e., Kin,
Rin and fext,0. Next, the Neumann loading factor increment, ∆λ
i
n, is solved for, and
to do so a distinction must first be made as to which phase of systole the time step
resides within. If the Neumann loading at the beginning of a time step, is less than the
level of aortic pressure required to initiate ejection, then the time step resides within
the isovolumetric contraction phase. Conversely, if the loading factor is greater than the
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Figure 5.1: Schematic of the systole calculation control mode.
required level of aortic pressure, then the time step resides within the ejection phase.
For a time step in isovolumetric contraction, the Neumann loading increment is com-
puted using Eq. (5.29), with ∆Vn = 0. However, for a time step in the ejection phase,
∆Vn is computed from the three element Windkessel model, using Eq. (5.44), which is
in-turn substituted into Eq. (5.29), to find the sought after loading increment. Next,
the loading factor is updated using the solved for loading increment and Eq. (5.30). The
degrees of freedom are then updated using the displacement increment computed using
Eq. (5.31). The next iteration steps of a time step follow the same procedure, except
with new initial guesses for the loading factor and particle degrees of freedom.
The termination criteria for a time step can be considered. Once again, a distinction
must be made as to which phase of systole a time step is located in. A time step within
the isovolumetric contraction phase, has converged only if both the Euclidean norm
of the residual of the discrete equation system, ||Rin||, and the absolute value of the
percentage volume error (between target and actual cavity volume), have fallen below
desired thresholds of δr and δV respectively. Alternatively, for a time step in the ejection
phase, convergence is achieved only if both ||Rin|| and the absolute value of the residual
of the three element Windkessel differential equation, |RWindkessel|, have fallen below de-
sired thresholds of δr and δw respectively. Once a time step has converged, the loading
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factor and particle degrees of freedom are no longer updated. The stored loading fac-
tor and particle degrees of freedom are then used as initial guesses for the next time step.
The simulation terminates, when the computed flow rate during ejection, falls below
zero, thus the cavity volume has ceased to decrease, causing the aortic valves to close,
which signals the start of the last phase of the cardiac cycle, isovolumetric relaxation.
5.4.2 Systole and Isovolumetric Relaxation Control Mode
This calculation control mode allows a user to simulate the systolic and isovolumetric
relaxation phases of the cardiac cycle, without having to perform a restart between iso-
volumetric contraction and ejection or between ejection and isovolumetric relaxation.
Fig. 5.2 is a schematic representation of the workings of this calculation control mode.
It should be noted that λEIV R, denotes the desired final pressure at the end of isovolu-
metric relaxation.


























































Figure 5.2: Schematic of the systole and isovolumetric relaxation control mode.
umetric relaxation, is very similar to that used to simulate systole. There are however
three primary differences. The first difference pertains to the calculation of the Neumann
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loading factor update. In the case of the systole and isovolumetric relaxation calculation
control mode, the algorithm adaptively decides whether a time step is within isovolu-
metric contraction (In−1 ≥ 0 and λn−1 ≤ λao), ejection (In−1 ≥ 0 and λn−1 ≥ λao) or
isovolumetric relaxation (In−1 ≤ 0). If a time step is within isovolumetric contraction
or relaxation, then the volume increment, ∆Vn, used for the computation of the sought
after loading increment is zero. If however, the time step is within ejection, then the
volume increment used to compute the loading increment, is derived from the three el-
ement Windkessel model (i.e. Eq. (5.44)).
The second difference has to do with the time step convergence criteria. If a time
step is within isovolumetric relaxation or contraction, then it has converged only if both
the Euclidean norm of the residual of the discrete equation system, ||Rin||, and the ab-
solute value of the percentage volume error (between target and actual cavity volume),
have fallen below desired thresholds of δr and δV respectively. Alternatively, if a time
step is in the ejection phase, then it has converged only if both ||Rin|| and the absolute
value of the residual of the three element Windkessel differential equation, |RWindkessel|,
have fallen below desired thresholds of δr and δw respectively.
The last difference pertains to the simulation termination criteria. For this calcula-
tion control mode, the simulation is terminated only when the Neumann loading factor,




Constitutive equations that govern both passive and active mechanical behaviour of
healthy myocardium were explored. In addition, the three element Windkessel model
was introduced in order to couple the left ventricular mechanical response, to the sys-
temic response of the arterial system in the ejection phase of the cardiac cycle. Fur-
thermore, the idealized canine ellipsoidal model of the left ventricle, which is utilized to
simulate left ventricular mechanical response, was explored. Also, the manner in which
left ventricular cardiac function is modelling in the in-house modelling software SESKA,
was outlined in chapter five.
The methods available for obtaining material parameters (active tension, passive and
Windkessel parameters), that produce a best fit between simulated left ventricular me-
chanical response and that found experimentally, will be outlined. Identification of
material parameters can be obtained using numerical simulations (e.g. FEM or EFGM
methods), in combination with measurements of variables, such as stresses, strains, pres-
sure, volume or displacements, obtained from experimental testing. Such methods of
solving for material parameters are referred to as inverse methods [19]. Various inverse
methods are presented in the literature, however, Avril et al. [19] identified two broad
categories, namely, updating and non-updating methods.
6.2 Methods for Inverse Modelling
In the following sections, two broad categories of inverse modelling will be explained,
namely, updating and non-updating methods. Furthermore, the chosen method for
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inverse modelling, in the context of this research, will be revealed.
6.2.1 Updating Methods of Inverse Modelling
These methods involve the computation of displacement, strain, stress, pressure or vol-
ume fields, via a numerical analysis, using initial guesses for material parameters. Actual
material parameters are then identified by minimizing an objective cost function, which
compares available measurements, to the corresponding simulated results. This method
of finding constitutive parameters is advantageous, as full-field measurements are not
required, rather, only a few measurements distributed across the volume of interest are
necessary.
Updating methods however, involve iterative computational procedures and are thus
CPU intensive. In addition, such methods are sensitive to measurement noise if based
on scarce experimental data [19]. The updating method of inverse modelling is shown




Cost function Experimental Data
Convergence YesNo End
Compute New Parameters
Figure 6.1: updating method of inverse modelling.
6.2.2 Non-Updating Methods of Inverse Modelling
In non-updating methods of inverse modelling [19], simulated fields (e.g. strain, stress,
pressure or volume fields) are evaluated from experimentally measured fields, using a
postulated material model, whose parameters are to be identified and depend implicitly
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upon the latter. Equilibrium equations then provide the relationships that need to be
solved, in order to obtain the sought after constitutive parameters. These methods are
advantageous, as they are usually associated with faster computational time. However,
such methods require full-field experimental data, with very sharp spatial resolution.
6.2.3 Chosen Method of Inverse Modelling
For the purpose of this research, updating methods of inverse modelling will be used,
in order to solve for material parameters, that best simulate the mechanical response
of the left ventricle. The main reason for this choice of inverse method is due to the
scarcity of detailed full-field experimental data, in the literature (such as stress, strain
or displacement data, distributed across the volume of interest). However, as was men-
tioned earlier, an objective cost function that is to be minimized, must be formulated
for use in updating methods of inverse modelling and the nature of this cost function
will be explored in the following sections.
6.3 Formulation of an Objective Cost Function
In the previous section, it was explained that the core of updating methods of inverse
modelling, involves minimizing a cost function, that compares simulated to experimental
data. Furthermore, the nature of the cost function can be single or multi objective and
this aspect will be outlined in detail in the following sections.
6.3.1 Single objective Cost Functions
A single objective cost function, is constructed from only one objective function. In
the context of least squares curve fitting applications, the cost function compares an
experimentally observed vector, f̂ , to a corresponding simulated vector, f(θ), where θ
is a vector of parameters. Hence, a single objective cost function can be constructed as







( f̂i − f(θ)i
wf̂i
)2 , (6.1)
where i ∈ (0, N − 1) and f̂i are the components of the experimental vector, f̂ . In ad-
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components of a weight matrix, Wf̂ , whose off-diagonal components are zero. Further-
more, N refers to the number of data comparison points. Alternatively, the cost function




























where i, j ∈ (0,N-1). Consequently, in terms of material parameter identification, via
minimization of a single objective cost function, a mathematical minimization problem
is constructed as
minimize J2(θ),
subject to θmin ≤ θ ≤ θmax, (6.4)
where θmin and θmax represent the lower and upper bound of the parameter space.
6.3.2 Multi Objective Cost Functions
In certain cases, it may be desired to construct the cost function out of more than one
objective. For example, biaxial testing of myocardial tissue involves the measurement
of displacements in both the fibre (or circumferential) and sheet (or longitudinal) direc-
tions. Consequently, reproducing the behaviour of the tissue using numerical modelling
such as Finite Element Modelling, would first involve identifying a set of material pa-
rameters that properly models the tissue, in both the fibre an sheet directions. In such a
case, the cost function would be constructed from both the simulated and experimental
fibre and sheet displacements. This cost function would be an example of a bi-objective
cost function, as it would be constructed from two objectives, namely, fibre and sheet
displacements.
Considering the general case, a cost function vector is constructed, whose elements are
the individual single objective cost functions to be minimized [14]. The cost function
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where, m refers to the number of single objective functions and J(θ) is the cost function





. In terms of material parameter identification, a
mathematical minimization problem can be constructed as
minimizeJ(θ),
subject to θmin ≤ θ ≤ θmax. (6.6)
6.3.2.1 The Concept of Pareto Optimality
J(θ) is a vector, hence, if any of its components are conflicting, there is no unique solu-
tion to the minimization problem in Eq. (6.6) [14]. Thus, the concept of non-inferiority
or Pareto optimality, must be utilized in order to characterize the objectives [53]. A
non-inferior or Pareto optimal solution is defined as one in which an improvement in
one objective results in a degradation of another [14].
Definition: a solution θ (θmin ≤ θ ≤ θmax), is a non-inferior solution, if for some
neighbourhood of θ, there does not exist a parameter increment, δθ, that satisfies con-
ditions given by


















for some j. (6.7)
Fig. 6.2 illustrates the concept of Pareto optimality, for a bi-objective cost function,
[J(θ)]T = [F1,F2]. The set of non-inferior solutions lies on the curve between C and D.
Points A and B represent specific non-inferior points. In addition, Λ denotes the feasible













Figure 6.2: Illustration of the concept of Pareto optimality [14].
clearly non-inferior solutions, because an improvement in one objective, F1, requires a
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degradation in the other objective, F2, i.e., F1B < F1A , F2B > F2A [14]. In the context
of this research, very little attention will be paid to the concept of Pareto optimality.
The reason for this assumption is due to the fact that for the considered applications,
it is expected that a unique solution exists that minimizes all objective functions.
6.3.2.2 The Weighted Sum Method
There are numerous methods available for multi-objective minimization, however, the
most common techniques involve formulating a single-objective minimization problem,
such that optimal solutions to this problem, are Pareto optimal solutions to the multi-
objective minimization problem [14, 54].
The weighted sum approach to multi-objective minimization, converts the multi-objective
problem of minimizing the vector, J(θ), into a scalar problem, by constructing a weighted











subject to θmin ≤ θ ≤ θmax, (6.8)
where J2(θ) is a scalar cost function. Considering the geometric representation of the
objective function space, for the bi-objective case in Fig. 6.3, a line L = ωTJ(θ) = c is






(where i ∈ (1, 2)). The minimization of Eq. (6.8), can be interpreted
as finding the value of c, for which L just touches the boundary of the feasible objective
function space, Λ, as it proceeds outwards from the origin [14]. Therefore, the weighting
coefficients, ωi, define the slope of L, which in turn leads to the solution point where the











Figure 6.3: Geometric representations of the weighted sum method [14].
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[14]. Firstly, different weights, ωi, will produce different Pareto optimal solutions. In
addition, the weighting coefficients do not necessarily correspond directly to the relative
importance of the objectives or allow trade-off’s between the objectives to be expressed
[54]. Secondly, and most importantly, a convexity problem can arise when the lower
boundary of the feasible region for the objective function is non-convex, in which case,
the set of non-inferior solutions between A and B is not available. The non-convexity








A and B are unavailable
J (θ)2
Figure 6.4: Illustration of the non-convexity problem that may be encountered when
using the weighted sum method for multi objective minimization [14].
In the context of this research, multi-objective minimization will be performed on a bi-
objective cost function, when identifying active tension and Windkessel material param-
eters. Hence, the construction of a generic bi-objective cost function, using the weighted






structed from the sum of the squares of the difference between an experimentally ob-















where i ∈ (0, N − 1) and f̂i are the components of the experimental vector, f̂ . Also,




components of a weight matrix, Wf̂ , whose off-diagonal terms are all zero. In addition,
N again represents the number of data points. Alternatively, Eq. (6.9) can be expressed
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, constructed from the sum
of the squares of the difference between an experimentally observed vector, ĝ, and a















where, ĝi are the components of the experimental vector, ĝ, and g(θ)i are the components
of the simulated vector, g(θ). Additionally, 1(
wĝi
)2 are diagonal components of a weight










(ĝ − g(θ))T Wĝ (ĝ − g(θ))
]
. (6.12)
Consequently, a bi-objective cost function, J2(θ), can be constructed as the sum of the







































































where, i, j ∈ (0, N − 1).
6.3.2.3 The ε-Constraint Method
A method that overcomes the non-convexity problem associated with the weighted sum






, and expressing the other objective functions in terms of
inequality constraints [54]. Consequently, a mathematical minimization problem can be













≤ ε for i 6= p,
subject to θmin ≤ θ ≤ θmax. (6.15)
Fig. 6.5 is a schematic representation of the ε-constraint method for the case of a




















Figure 6.5: Illustration of the ε-constraint method for multi objective minimization
[14].
Referring to Fig. 6.5, it is clear that using the ε-constraint method, the set of non-inferior
solutions between A and B is now available for the non-convex problem, which is not
the case for the weighted sum method [14]. In addition, different non-inferior solutions
can be obtained using different constraints for the parameter ε [14].
The ε-constraint method also has certain short-comings [14]. The major short-coming
of this method is that it requires an appropriate choice of the parameter ε, in order for
a feasible solution to be obtained, which may be difficult in the case of lack of insight
into an optimization problem. Furthermore, implementation of the ε-constraint method
requires knowledge of a branch of statistics known as decision theory or game theory
[14], which are topics that fall outside the scope of this thesis. However, the ability of
the method to handle the non-convexity problem makes it a possible area for further
research. Finally, the chosen method for multi-objective cost function minimization, in
the context of this research, is the popular weighted sum approach.
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6.4 Material Parameter Identification
Material parameter identification via an inverse approach, usually involves the use of an
optimization algorithm [20]. These optimization algorithms can be split into two broad
categories:
• Gradient based algorithms [23].
• Non-gradient based algorithms [14, 23].
Gradient based algorithms, are usually associated with faster convergence towards a pa-
rameter set that minimizes a cost function. However, these methods do not guarantee
convergence towards a global minima and are thus reliant on the initial starting parame-
ter. Examples of gradient-based optimizers include Steepest descent, Gauss-Newton and
Levenberg-Marquardt algorithms, among many others [23]. Next, non-gradient based
algorithms tend to display slower convergence towards a parameter set that minimizes
a cost function and this is usually attributed to the fact that a large initial population
size, of different parameter sets over a search space is required [14]. However, these
optimizers are reputed to be more adept at handling noisy experimental data, than gra-
dient based optimizers and are also more efficient means of finding a global minima in
a search space [14]. Examples of non-gradient based algorithms include Genetic Search
and Particle Swarm algorithms, among many others. For the purposes of this research,
a gradient based optimizer based on the Levenberg-Marquardt algorithm is considered
as a means of minimizing cost functions, in order to obtain desired material parameters.
This choice is guided by the fact that the algorithm is devoted to non-linear least squares
curve fitting applications [20].
The implementation of the Levenberg-Marquardt algorithm is however not the con-
ventional formulation, originally suggested by Levenberg [52] and later Marquardt [55],
as these formulations were geared mainly to the solution of unconstrained non-linear
least squares minimization problems. In this research, it is desired that parameters
be restricted to a feasible space, thus requiring a constrained minimization approach.
Levenberg-Marquardt type algorithms for constrained optimization have been presented
in the literature [24, 25]. Kanzow et al. [24], have outlined two such methods. The first
approach solves a strictly convex minimization problem at each iteration, whereas the
second method, which is referred to as a projected Levenberg-Marquardt algorithm, only
solves one equation system at each iteration. Both methods have been shown to converge
near quadratically under an error bound assumption, and can be globalized in an easy
manner [24]. The projected Levenberg-Marquardt method, requires a significantly lower
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amount of computational effort, provided that constraints can be applied efficiently [24].
In light of these remarks, the projected Levenberg-Marquardt algorithm is selected as
the non-linear least squares minimization algorithm. Before the algorithm is outlined,
it should be noted that k and t refer to the major and minor iteration number, respec-
tively and are both initialized to zero at the start of the optimization. Next, a general
framework for the algorithm described by Kanzow et al. [24] is presented below:
• Evaluate the cost function, J2(θk), at an initial parameter vector, θk.
• Compute the damping parameter, µk.
• Evaluate the gradient of the cost function, as well as the gradient of the simulated
vector, i.e., ∇J2(θk) and ∇f(θk) (and ∇g(θk) for the case of bi-objective cost
functions), respectively.
• Compute a search direction, δθku, based on an unconstrained system of equations.





, such that the new parameter set is within the feasible space (θmin ≤
θk+1 ≤ θmax).
• Evaluate the cost function at the new parameter set, J2(θk+1).









• If the descending condition is satisfied (i.e. J2(θk+1) < J2(θk)), then accept the
new parameter vector and continue to the next major iteration (k := k + 1).





δθk < 0), then adjust the search direction, δθk, using a line search
to find a step size, α, that produces an acceptable reduction in the cost function.
After the line search, the minor iteration number, t, which in this case represents
the number of required line search iterations, is set to zero. Furthermore, the new
parameters are accepted and the algorithm proceeds to the next major iteration
(k := k + 1).
• If both the descending and the descent conditions are violated, then a projected
gradient search is initiated, to produce an acceptable reduction in the cost function.
After the projected gradient search, the minor iteration number, t, which in this
case represents the number of required projected gradients steps, is set to zero.
Furthermore, the new parameters are accepted and the algorithm proceeds to the
next major iteration (k := k + 1).
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• Terminate the algorithm if the convergence criteria for the cost function, cost
function gradient vector or parameter increment vector is satisfied, i.e., J2(θk+1) <
ε1, ||∇J2(θ)|| < ε2 and ||δθ
k||
||θk|| < ε3, where, ε1, ε2, and ε3 are user defined. The
algorithm is also terminated if the number of major iterations, k, exceeds a user
defined maximum, kmax.
The succeeding sections will consider some of the numerical aspects of the projected
Levenberg-Marquardt algorithm, that were mentioned above. Furthermore, some addi-
tional numerical and conceptual complexities of the algorithm will be outlined.
6.4.1 Computation of the Search Direction
In the previous section, it was illustrated that at the core of the projected Levenberg-
Marquardt algorithm is the computation of a search direction based on an unconstrained
minimization problem, i.e., δθku. In the following sections this search direction will be
derived for the following two cases:
• Single objective cost function minimization [24, 52, 55, 56].
• Bi-objective cost function minimization, with cost functions constructed using the
weighted sum approach [24, 52, 55, 56].
In the following sections, the symbol, k, which denotes the major iteration number has
been omitted from the derivations, for the sake of clarity.
6.4.1.1 Single Objective Cost function Minimization
Consider the generic single objective cost function in Eq. (6.2). The Levenberg-
Marquardt algorithm flexibly updates the material parameters, between the Steepest
descent and Gauss-Newton update methods [56]. The Steepest descent method, is a
general minimization technique, which updates parameter values in the direction oppo-
site to the gradient of the cost function. The general equation for the gradient of the
single objective cost function is
∂J2(θ)
∂θ
= ∇J2(θ) = −(f̂ − f(θ))TWf̂Jf , (6.16)
where
Jf = ∇f(θ) = ∂f(θ)
∂θ
. (6.17)
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Jf denotes the Jacobian matrix, representing the sensitivity of the simulated vector, f(θ),
to perturbations in the material parameters. The material parameter perturbation, δθ,
that moves parameters in the direction of steepest descent, is given by the negative cost
function gradient, which yields,
δθ = −α∇J2(θ) = α
[
(Jf )TWf̂ (f̂ − f(θ))
]
, (6.18)
where α determines the length of the step in the steepest descent direction. Next, the
Gauss-Newton method presumes that the cost function (Eq. (6.2)), is quadratic in the
parameters near the optimal solution. The simulated vector with perturbed parameters,
f(θ + δθ), is first locally approximated through a first-order Taylor series expansion,
yielding,
f(θ + δθ) ≈ f(θ) + Jfδθ. (6.19)
Then, replacing f(θ) in Eq. (6.2), with the approximation for the perturbed vector,
f(θ + δθ) (Eq. (6.19)), the cost function value with perturbed parameters, J2(θ + δθ),
is found to be




















Eq. (6.20), illustrates that the cost function with perturbed parameters, is quadratic
with regards to the perturbation, δθ and that the approximation of the Hessian ma-
trix, H, is equal to [(Jf )TWf̂Jf ]. Next, the derivative of L(δθ) with respect to the












Therefore, the perturbation, δθ, that minimizes the cost function is found by setting Eq.




δθ = (Jf )TWf̂ (f̂ − f(θ)). (6.22)
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Furthermore, the Levenberg-Marquardt algorithm adaptively varies the parameter up-





δθ = (Jf )TWf̂ (f̂ − f(θ)), (6.23)
where I is the identity matrix. Also, it can be noted that small values of the algo-
rithmic parameter, µ, result in a approximate Gauss-Newton update and large values
of µ, result in a approximate Steepest descent update. At a large distance from the
cost function minimum, the steepest descent method is utilized to provide steady and
convergent progress toward the solution. As the solution approaches the minimum, µ
is adaptively decreased, and the Levenberg-Marquardt method approaches the Gauss-
Newton method, and the solution typically converges rapidly to the local minimum [56].
The manner in which the algorithmic parameter, µ, is updated, is one of the numerical
complexities of the Levenberg-Marquardt algorithm, and a section later in this chapter
will be devoted solely to this topic. Next, Eq. (6.23), is simplified to the following
system of linear equations:
Aδθ = b. (6.24)
Provided that the computed Jacobian matrix has full rank, then the matrix, A, is
positive definite symmetric, consequently, the solved for parameter increment, δθ, is




δθk < 0). Hence, for
some small positive step along the search direction, a reduction in the objective function
is provided. The equation system (Eq. (6.24)) is usually solved using methods such as
the LU factorization. In this regard, the author takes advantage of the PETSc equation
solver libraries, which are integrated in SESKA. Nevertheless, the search direction is
derived. Finally, this search direction is a solution to an unconstrained minimization
problem, i.e., δθ = δθu. The subscript, u, is employed to emphasise that the descent
direction is the solution to an unconstrained problem.
6.4.1.2 Minimization of Bi-Objective Cost Functions Constructed using the
Weighted Sum Approach
Consider the generic bi-objective cost function in Eq. (6.13), which has been constructed




= ∇J2(θ) = −ω1(f̂ − f(θ))TWf̂Jf − ω2(ĝ − g(θ))TWĝJg, (6.25)
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where




Jg = ∇g(θ) = ∂g(θ)
∂θ
. (6.27)
Jf and Jg denote the first and second Jacobian matrices, representing the sensitivity
of the vector fields, f(θ) and g(θ), to perturbations in the material parameters. The
material parameter perturbation, δθ, that moves parameters in the direction of steepest
descent, is given by the negative cost function gradient
δθ = −α∇J2(θ) = α[ω1(Jf )TWf̂ (f̂ − f(θ)) + ω2(Jg)TWĝ(ĝ − g(θ))], (6.28)
where α again determines the length of the step in the steepest descent direction. To
obtain the normal equations for the Gauss-Newton method, the first simulated vector,
with perturbed material parameters, f(θ + δθ), is again locally approximated through
a first-order Taylor series expansion, yielding,
f(θ + δθ) ≈ f(θ) + Jfδθ. (6.29)
Similarly, the second simulated vector, evaluated with perturbed material parameters,
g(θ+δθ), may also be locally approximated through a first-order Taylor series expansion,
via
g(θ + δθ) ≈ g(θ) + Jgδθ. (6.30)
Next, f(θ) and g(θ) in Eq. (6.13), are replaced by the approximations for f(θ + δθ)
and g(θ+ δθ) (Eq. (6.29) and Eq. (6.30), respectively), yielding the cost function value
with perturbed parameters, which is given by













[g(θ)]TWĝg(θ)− ω1f̂TWf̂ f(θ)− ω2ĝTWĝg(θ)
−
[













Eq. (6.31), illustrates once again that the cost function is quadratic with regards to
the perturbation, δθ, and that the approximation of the Hessian matrix, H, is equal
to [ω1(J
f )TWf̂Jf + ω2(J
g)TWĝJg]. Next, the derivative of L(δθ) with respect to the
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The perturbation, δθ, that minimizes the cost function is found by setting Eq. (6.32)
equal to zero. Consequently, the resulting normal equations for the Gauss-Newton pa-
rameter perturbation are[
ω1(J




f )TWf̂ (f̂ − f(θ))
+ ω2(J
g)TWĝ(ĝ − g(θ)). (6.33)
As was the case for the single objective minimization, the Levenberg-Marquardt al-
gorithm adaptively varies the parameter updates, between the Steepest descent and
Gauss-Newton updates via([
ω1(J






f )TWf̂ (f̂ − f(θ))
+ ω2(J
g)TWĝ(ĝ − g(θ)). (6.34)
Eq. (6.34) can be simplified to the following set of linear equations:
Aδθ = b. (6.35)
The equation system is solved using the LU factorization yielding a parameter pertur-
bation, δθ, which is again the solution to an unconstrained minimization problem, i.e.,
δθ = δθu. Finally, provided that the Jacobian matrices have full rank, the matrix, A,
is positive definite symmetric, which means that once again the solved for parameter
perturbation is in fact a search direction.
6.4.2 Parameter Scaling
The issue of parameter scaling is crucial, especially when the parameters to be identified
differ in magnitude, perhaps even by several orders. Firstly, Eq. (6.23) and Eq. (6.34),
from the previous two sections can be represented in general form by[
Hk + µDk
]
δθku = −∇J2(θk), (6.36)
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where Hk is the Hessian matrix, Dk is the so-called damping matrix, ∇J2(θk) is the
cost function gradient vector and k refers to the major iteration number. In the cur-
rent derivations (Eq. (6.23) and Eq. (6.34)), the damping matrix is in the form of the
identity matrix, I, which is the recommendation initially put forward by Levenberg [52].
However, when an initial parameter set is far from the required minima, this definition
of the damping matrix can cause sluggish behaviour of the Levenberg-Marquardt algo-
rithm. This behaviour is most noticeable when the parameter values differ significantly
in scale and arises because the properties of steepest descent do not show invariance to
parameter scale [15]. Consequently, in order to improve the algorithm’s convergence,
Marquardt [55] suggested that the damping matrix should have diagonal components,




ij for i = j,
0 for i 6= j.
(6.37)
Marquardt’s suggested damping matrix essentially introduces scale invariance, which
means that, if parameters of the fit are replaced by θ̂i = λiθi, for some scaling factors
λi, then the sequence of iterates (values of the cost function) would be left unchanged
[15]. The damping matrix proposed by Marquardt is observed to improve convergence,
however, the introduced scale invariance can result in the parameter identification being
susceptible to parameter evaporation [15]. Transtrum and Sethna [15] provided a very
accessible description of the idea of parameter evaporation. Basically, this phenomenon
can occur when parameters encounter a ridge or plateau in a cost function surface (refer
to Fig. 6.6), characterised by small gradients. Hence, algorithms lost on such a plateau,
will push parameters to infinite values. Such solutions correspond to saddle points or




Figure 6.6: Illustration of a ridge or plateau in a cost function surface of two variables
θ1 and θ2 [15].
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Consequently, a more robust selection for the damping matrix was later put forward by
Móre’s [57]. Móre’s, recognized that with Marquardt’s definition of the damping matrix,
the algorithm can take unreliable parameter steps, when the cost function gradient is
approaching zero [57]. Thus, Móre’s suggested that diagonal components of the damping
matrix, be chosen as the maximum values of the diagonal elements of the Hessian matrix






ij } for i = j,
0 for i 6= j.
(6.38)
Móre’s formulation of the damping matrix is more robust at avoiding parameter evap-
oration, and still retains the fast convergence behaviour exhibited using Marquardt’s
suggestion. Hence, in this work, the damping matrix in Eq. (6.36) is computed using
Eq. (6.38.), following the recommendations made by Móre.
6.4.3 Application of Parameter Constraints
As an initial starting point for the implementation of the Levenberg-Marquardt algo-
rithm, the feasible parameter space (θmin ≤ θk+1 ≤ θmax), has been described using sim-
ple box constraints. In this case, parameters obtained by minimizing the cost function,




. Hence, the goal of parameter identification, is
to generate a sequence of candidate solutions for θ, that all strictly lie within the confines
described by this hyperbox. Since the solution for the parameter perturbation, δθu, at
each Levenberg-Marquardt iteration, k, is a solution to an unconstrained minimization
problem, additional box constraint handling mechanisms are required to restrict the pa-
rameter vector, to lie within the feasible space represented by the hyperbox. Kanzow
et al. [24] suggested that parameters that attempt to violate their constraints, simply
need to be projected onto the feasible space. When the feasible space is described by
box constraints, this projection can be carried out efficiently, with very little compu-
tational effort [24]. The ease with which the projection can be carried out in the case
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the Euclidean projection of the unconstrained parameter solution, onto the feasible pa-














In the case where box constraints have been applied, the descent direction is recomputed,






A draw back of the projection of parameters onto the feasible space, is the potential




δθk > 0. This situation is
rare, but can occur, consequently, Kanzow et al. [24] suggested that this situation be
remedied by using a projected gradient search technique. The method for conducting
the projected gradient search will be explored in a later section of this chapter.
Based on the new parameter obtained from Eq. (6.40), the cost function, J2(θk+1), is
computed from Eq. (6.2) for the single objective case or Eq. (6.13) for the bi-objective
case. The parameters are accepted and the next iteration of the projected Levenberg-
Marquardt algorithm is commenced (i.e. k := k + 1), if the following conditions are
satisfied:
J2(θk+1) < J2(θk), (6.42)[
∇J2(θk)
]T





δθk < 0 is the descent condition, and J2(θk+1) < J2(θk) is the de-
scending condition. The gradient of the cost function at the initial parameters, ∇J2(θk),
is computed from Eq. (6.16) for the single objective case or Eq. (6.25) for the bi-objective
case. The descent condition is automatically satisfied if a new parameter has brought
about a reduction in the cost function (i.e. when the descending condition is satisfied).
If the above conditions are not met, then either a line search or projected gradient search
is initiated, the nature of which will be explored in the subsequent sections.
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6.4.4 Line Search Procedures
The conditions under which a line search iteration is initiated are
J2(θk+1) ≥ J2(θk), (6.44)[
∇J2(θk)
]T
δθk < 0, (6.45)
where, δθk is again the potentially adjusted search direction computed using Eq. (6.41).
Hence, it is clear that the line search is initiated only when the descending condition
is violated, provided that the descent condition is still satisfied. Numerous line search
procedures are available, however, two popular techniques are listed below:
• Cubic interpolation [14].
• Inexact backtracking Armijo type line search [24].
The above line search techniques are explored in the following sections, as both are
implemented in the in-house modelling software SESKA and have both been used in this
work. The inexact backtracking Armijo type line search is chosen for implementation,
as it is recommended by Kanzow et al. [24] in their implementation of the projected
Levenberg-Marquardt algorithm. In addition, the cubic line search is implemented as
a possible alternative, following Matlab’s implementation of the Levenberg-Marquardt
algorithm for non-linear least squares curve fitting, i.e. the Matlab function lsqnonlin
[14].
6.4.4.1 Cubic Interpolation
Cubic interpolation involves an approximation of the cost function behaviour, over the
range of the descent direction, δθk, using a uni-variant cubic polynomial of the following
form:
J2(α) = aα3 + bα2 + cα+ d, (6.46)
where, a, b, c and d are parameters of the fit. The gradient of the uni-variant fit is given
by the following quadratic equation:
dJ2(α)
dα
= 3aα2 + 2bα+ c. (6.47)
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Furthermore, the second derivative of the cubic polynomial is
d(J2(α))2
d2α
= 6aα+ 2b. (6.48)
In addition, α represents the step size, with J2(α = 0) corresponding to J2(θk). In order
to determine parameters of the uni-variant cubic fit, additional information is required,
pertaining to the behaviour of the cost function over the range of the descent direction.
The gradient of the cost function at θk, is readily available, as this was required in order
to compute the search direction. Using this gradient, which is a vector, the gradient
of the uni-variant cubic fit at α = 0 (α0), can be determined exactly at no significant








However, one additional condition is required in order to be able to fully characterize
the cubic polynomial fit. For this, it is recommended that the gradient of the uni-
variant fit, is evaluated at the step size, αk+1, corresponding to the set of parameters,
θk+1 = θk + αk+1δθ
k. It should be noted that for the first iteration of the line search,





J2([η + 1]θk+1)− J2(θk+1)
η
, (6.50)
where η is a small positive scalar, say 10−6. Referring to Eq. (6.50), in order to evaluate
this gradient at αk+1, the simulation needs to be run once in order to compute the
cost functional at the scaled parameter vector, [η + 1]θk+1, i.e., J2([η + 1]θk+1). It
should be noted that the value of the cost function, J2(θk+1), is already available at
each line search iteration, and does not need to be recomputed. Now, all the information
is available to determine the parameters of the fit for the uni-variant cubic polynomial.
These parameters are computed by solving the following system of linear equations
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Next, the extremum of the cubic polynomial, are determined by finding the roots of the







To find the roots that produce a minimum extrema, the roots, α1 and α2, are subjected
to the second derivative test. The root, αi (wher i ∈ (1, 2)), that produces a positive
value in Eq. (6.48), is that which produces a minimum, and is thus the selected step size.
Once, a suitable step size, α, is chosen based on the above procedure, a new material
parameter set is computed as
θk+1 = θk + αδθk. (6.53)
The cost function is then evaluated at the new material parameter set, i.e., J2(θk+1).
If the new cost function value is less than the old (J2(θk)), then the new parameter
set is accepted, the line search is terminated, and the next iteration of the projected
Levenberg-Marquardt algorithm is commenced. However, if the computed step size does
not bring about a desired reduction of the cost function at the new parameter set, then
the next line search iteration is begun, with αk+1 = α. In addition, the cost function
value produced from the new set of parameters is used in the next iteration of the line
search.
As a final note, certain robustness features have been incorporated in to the line search
procedure. Firstly, in rare cases, involving highly non-linear function behaviour, a neg-
ative step size may be computed, in this case the step size is increased to a value of 2
[14]. In addition, in certain situations, a negative square root may be encountered when
computing the roots using Eq. (6.52), in such a case, a step size cannot be computed.
Consequently, under this circumstance the algorithm switches to bisection, where the
step size is continuously halved until a reduction in the cost function is produced.
6.4.4.2 Inexact Backtracking Armijo Type Line Search Procedure
The exact line search technique, based on cubic interpolation may require many addi-
tional functional evaluations at each line search iteration, that do not necessarily get
one closer to the minimum [48]. This can result in large computational cost at each line
search iteration, especially if highly refined particle distributions are employed, which
are exactly what is required for convergence of the element free Galerkin method, that
SESKA is based on. In an attempt to side step some of these problems, it is common to
employ inexact line search techniques, that are usually backtracking, in order to reduce
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the cost function along the search direction, δθk, in a less computationally taxing man-
ner [24]. The most popular choice for such a method is the Armijo type line search. In
this technique, an iteration counter (which also represents the minor iteration number),
t, is set equal to zero in the first line search iteration. A step size is then computed as
α = α0δ
t, (6.54)
where, α0 and δ (α0, δ ∈ (0, 1)) are line search constants, with typical values of 0.5 and
0.9, respectively [24]. Based on Eq. (6.54), it is clear that the step size is decreased
geometrically, as t increases from zero until a user defined maximum number of line
search iterations. This method is advantageous as it promotes super-linear convergence
as opposed to previous methods, which involve halving the step size at each iteration, re-
sulting in associated linear convergence [24]. New parameters for the line search iteration
are then computed as
θk+1 = θk + αδθk. (6.55)
The cost function, J2(θk+1), is then evaluated at the new parameter set. The new
parameters are accepted if the following Armijo-Goldstein condition is satisfied:





where σ is a positive scalar ∈ (0, 1), with a typical value of 10−4. The conditions in
Eq. (6.56), ensures a sufficient decrease in the cost function, for some step size α > 0.
If the Armijo-Goldstein conditions are satisfied, then the new parameter set, θk+1, is
accepted, the line search is terminated, and the algorithm moves to the next iteration
of the projected Levenberg-Marquardt algorithm. However, if the conditions are not
met, the new parameter set is discarded, the iteration counter is incremented by one
(t := t+ 1) and the algorithm moves to the next iteration of the line search.
6.4.4.3 Protection against Infinite Loops and Small Step Sizes
As with any iterative technique, the line search needs to be protected against an infinite
loop. This is done by setting a maximum number of line search iterations, tmax, for
both the cubic and inexact backtracking line searches. If this maximum number of
iteration steps are exceeded, then the parameters are reset to the old values, θk, and a
projected gradient search is initiated, in order to attempt to reduce the cost function
value, in the direction opposite to the gradient of the objective function. Additionally, in
certain circumstances, it may be found that the step size required to provide a sufficient
reduction in the cost function is extremely small (less than 10−3 for example). This is
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an undesirable outcome of the line search. In this case the parameters are reset to the
old values, θk, and a projected gradient search is again initiated.
6.4.5 Projected Gradient Search
If the new parameters, θk+1, do not produce a reduction in the cost function, and the
descent condition is violated, then a projected gradient search technique is utilized to
find new parameters, that produce an acceptable reduction in the cost function. It
should be noted that if the descent condition is violated, it automatically implies that
the new parameter set has not reduced the cost function value, the converse is not true
however, i.e., a new parameter set may not reduce the cost function, but the descent
condition may still be satisfied, if this where not the case, then the line search techniques
would not be readily applicable. The projected gradient search is initiated under the
conditions given by
J2(θk+1) ≥ J2(θk), (6.57)[
∇J2(θk)
]T
δθk ≥ 0, (6.58)
where, δθk is the potentially adjusted search direction computed using Eq. (6.41).
Additionally, the projected gradient search may be initiated in the case where the line
search has failed to produce new parameters, as the step size has fallen below a minimum
threshold or the maximum defined number of line search iterations is exceeded. In such










represents the projection of the parameters obtained from
the search (Eq. (6.39), onto the feasible parameter space, bounded by the hyperbox,
[θmin,θmax] (refer to Fig. 6.7). In addition, α is a step size computed via Eq. (6.54)
(with t in Eq. (6.54) set to zero for the first projected gradient iteration). The cost
function at the new parameter set, J2(θk+1), is then computed. The new parameters
are accepted if the following condition is satisfied [24]:












where σ is a again positive scalar ∈ (0, 1), with a typical value of 10−4. When the condi-
tion in Eq. (6.60) is not satisfied, then the new parameters are rejected, t is incremented
by one, and the next projected gradient iteration step is initiated. Conversely, if the
condition is met, then the new parameters are accepted and used for the next iteration
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of the projected Levenberg-Marquardt algorithm.
It is clear that the projected gradient search is simply a constrained form of the steepest
descent algorithm (refer to Eq. (6.18) and Eq. (6.28)), as parameters are updated in the
direction opposite to the gradient of the cost function. Consequently, for a sufficiently
small step size, the projected gradient search is guaranteed to find an acceptable decrease
in the cost function. Fig. 6.7 is a schematic illustration of the workings of a projected
gradient search technique, for an objective function of two variables, θ1 and θ2, bounded
by box constraints of the form, θmaxi ≤ θi ≤ θmini , which form the feasible space, Λ.
Fig. 6.7 also illustrates geometrically how parameters that violate box constraints, are
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Figure 6.7: A schematic illustration of the projected gradient search technique.
As a final note, it needs to be emphasized that the projected gradient step is crucial
to the success and robustness of the projected Levenberg-Marquardt algorithm, mainly
because the projection of parameters onto the feasible space can cause loss of descent
direction.
6.4.6 Updating the Damping Parameter µ
At the core of the search direction computation, δθu, is the algorithmic parameter, µ,
commonly referred to as the damping parameter. Small values of the algorithmic pa-
rameter, µ, result in a approximate Gauss-Newton type update and large values result in
an approximate gradient (steepest) descent type update [56]. The choice of µ therefore
affects both the size and direction of the descent direction, δθu, computed using the
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projected Levenberg-Marquardt algorithm. If the solution of the parameter vector, θ, is
close to the optimal solution that minimizes the cost function, then smaller values of µ
are desired, such that the algorithm benefits from the rapid final convergence exhibited
by the Gauss-Newton method [23]. Conversely, if the parameter vector is far from the
optimal solution, that minimizes the cost function, then larger values of µ are required,
such that the algorithm benefits from the steady and robust convergence behaviour of
the steepest descent method [23]. Kanzow et al. [24] suggested that the value of the cost
function is utilized as a means of sizing the damping parameter. When a set of param-
eters is far from the optimal solution, this distance is reflected in the magnitude of the
cost function, the converse is true for parameters close to the minimum. Consequently,
at the start of each iteration step, k, of the projected Levenberg-Marquardt algorithm,






where, θk represents the parameter vector at the start of a major iteration, k. In
addition, µ0 is a positive constant (µ0 > 0). From Eq. (6.61), when the parameters are
close to the minimum, the cost function value will be small, resulting in a small damping
term, which in-turn leads to an approximate Gauss Newton step. Conversely, when
parameters are far from the optimal solution, the cost function will be large, resulting in
a large damping term, which shall result in an approximate steepest descent step. This
method of sizing the damping term implicitly causes the projected Levenberg-Marquardt
algorithm, to switch between steepest descent and Gauss Newton type updates. This
method of updating the damping term, is reported to have significantly more robust
behaviour than the commonly employed delayed gratification technique [15, 23, 58],
which involves increasing the damping term by a constant term, β, if a new parameter
set does not bring about a reduction in the cost function, and decreasing the damping
term by another constant, γ < β, if a reduction of the cost function is observed.
6.4.7 Numerical Approximation of the Jacobian Matrices
The Jacobian matrices, Jf and Jg (the later is computed only for bi-objective cost func-
tion minimization), represent the sensitivity of the simulated vectors, f(θ) and g(θ), to
small perturbations in the material parameters. These Jacobian matrices are approx-
imated numerically using forward differences or alternatively using central differences,
the latter method ensuring better approximations, despite greater computation effort.
The formula used for the forward difference approximation of the Jacobian matrix, Jf ,
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is given by
Jfij =
fi(θ + δθj)− fi(θ)
‖δθj‖
, (6.62)
similarly, the forward difference approximation of Jg is given by
Jgij =
gi(θ + δθj)− gi(θ)
‖δθj‖
. (6.63)


















In Eq. (6.62), Eq. (6.63), Eq. (6.64) and Eq. (6.65), δθj is a vector of parameter
perturbations, whose jth element is the only non zero term. The jth element of δθj is
computed as
(δθj)j = ε2(|min (θi) |), (6.66)
where min (θi) refers to the smallest component of the parameter vector, θ. Additionally,
ε2 is a small positive scalar, of magnitude say 10
−6. For the case of forward difference
computations of the Jacobian, the simulated vectors, with perturbed material param-
eters, f(θperturbed) and g(θperturbed) (or simply f(θperturbed) if the cost function is of
single objective form), need to be computed j times, where j is equal to the size of
the parameter vector, θ. At the jth iteration of the Jacobian calculation, only the jth
component of the parameter vector, θ, is perturbed according to
θperturbedi = θi + (δθj)j for i = j, (6.67)
θperturbedi = θi for i 6= j, (6.68)
where θi are the components of the unperturbed material parameter vector. When the
Jacobian is computed using central differences the simulated vectors, with perturbed
parameters now need to be computed n times, where n = 2× j. At the nth iteration of
the Jacobian calculation, if n ≤ j, the jth component of the perturbed parameter vector
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is computed as
θperturbedi = θi +
1
2
(δθj)j for i = j, (6.69)
θperturbedi = θi for i 6= j. (6.70)
In addition, if n > j, the jth component of the perturbed parameter vector is
θperturbedi = θi −
1
2
(δθj)j for i = j, (6.71)
θperturbedi = θi for i 6= j. (6.72)
Consequently, for large problems, with hundreds (or even thousands of parameters), or
for moderate sized problems that employ a very refined particle distribution (the later
being essential to achieve convergence of the element free Galerkin method), whether
the Jacobian is computed via forward or central differences, the projected Levenberg-
Marquardt algorithm can becomes a computationally expensive and time consuming
means of identifying material parameters. Methods are available in the literature for
combating this problem, and usually involve approximating the Jacobian, using a Broy-
den rank 1 update [58], at no significant computational cost. Broyden’s rank 1 update
is essentially a generalized secant procedure. Based on the author’s experience with this
method, it appears to work well for unconstrained minimization problems. However, in
the case of constrained optimization, it is usually required that accurate cost function
gradients are provided, especially if the constraint region is narrow. Consequently, for
this work, as an initial starting point for the algorithm implementation, the Jacobian
matrices are always evaluated using a finite difference method at each iteration. How-
ever, it is recommended that in future Broyden’s rank 1 update is integrated into the
algorithm, in order to speed up computational time. With regards to this implementa-
tion, care needs to be taken as to when the secant procedure is applicable.
Another draw back of the finite difference scheme of computing the Jacobian matri-
ces, is that it limits the size of parameter perturbation, (δθj)j , that can be used. To
elaborate, if extremely small parameter perturbations are used of the order say, 10−10
or smaller, then computationally, one may encounter numerical rounding errors, which
may severely hamper the accuracy of the computed Jacobian, which may inevitably lead
to a diverging calculation.
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6.4.8 Algorithm Stopping Criteria
Four stopping criteria are recommended by Kanzow et al. [24], at which the minimization
routine is terminated. These stop criteria are given by
J2(θk+1) < ε1, (6.73)




k < kmax. (6.76)
The projected Levenberg-Marquardt algorithm is terminated, if any of the above stop
criteria are achieved. The first stop criterion refers to the value of the cost function
at the new parameter set. The second stop criterion refers to the norm of the cost
function gradient vector. The third stop criterion refers to the ratio of the norm of the
parameter increment, to that of the original parameter vector. The final stop criterion,
sets a maximum number of major algorithm iterations for the optimization. If the
optimization is terminated by maximum number of major iterations being exceeded,
it means that the obtained parameter set does not represent a stationary point that
minimizes the cost function. Furthermore, ε1, ε2, and ε3 are user defined thresholds for
the first, second and third stop criterion’s respectively.
6.4.9 Further Numerical and Conceptual Complexities
Now that the major aspects of the projected Levenberg-Marquardt algorithm are out-
lined, some further numerical and conceptual complexities, regarding non-linear least
squares curve fitting applications will be explored.
6.4.9.1 The Number of Data Points (N)
Experimental data always contains a certain degree of noise due to measurement errors,
which may affect convergence of any optimization algorithm employed [20, 59]. Hence,
one should make use of repeated measurements of a particular experiment, to generate an
averaged set of data, in order to reduce the effect of measurement noise and inaccuracy
due to outliers in experimental data. In addition, if the experimental data relationship
is approximately linear, then fewer data points at which simulated and experimental
data are compared, can be used. However, if the experimental data relationship is non-
linear, then more data comparison points should be concentrated in areas where the
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curvature is observed to change rapidly, and less can be allocated in portions where the
relationship is linear or less non-linear.
6.4.9.2 Local versus Global Convergence
Non-linear least squares problems can have objective cost functions that contain multi-
ple minima across there domain, i.e., more than one set of parameters may exist that
minimizes the cost function (see figure 6.8). Consequently, optimization algorithms such
as those mentioned in the previous sections will converge to different local minima, de-
pending on the initial parameter guess, the level of noise in the experimental data and
the values of the algorithmic parameters such as µ0 [56]. Hence, in the absence of phys-
ical insight into a particular curve fitting application, it is required that the parameter
space is first searched manually, in order to find an estimate of parameters that are in
the neighbourhood of an optimal solution, that minimizes the cost function. In addition,
there appears to be no full proof manner of determining whether a determined local min-
ima is in fact a global minima, except by using several different initial parameter guesses,
and observing whether the optimization algorithm converges to this same minima. If
several minima are identified within a parameter search space, then the best estimate of
the global minimum in this space, is the the one that produces the lowest cost function
value. Fig. 6.8, is an illustration of a uni-modal cost function (i.e. dependant on one
parameter only) with three minima, two are local minima, and one is a global minima.
Fig. 6.8 illustrates that depending on the starting point for the parameter, θ1, a gradient





Figure 6.8: Schematic illustration of the existence of multiple minima.
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6.4.9.3 The Boundary Parameter Problem
In previous sections it was illustrated that box constraints are utilized in order to con-
strain material parameters to a predefined parameter search space, i.e., Eq. (6.40). This
method of constraining parameters has one shortcoming that is of particular interest.
In order to illustrate this shortcoming consider a single objective cost function, J2(θ),
where the parameter vector, θ, has only one element, namely, θ1. In addition, θ1 is
constrained by upper and lower bound values of θmax1 and θ
min
1 , respectively. Fig. 6.9,
illustrates an idealized cost function variation over a range of values for the parameter
θ1. In this figure, point A represents a desired global minimum in the cost function, and
B represents a local minimum, the latter existing outside the parameter search space.
Additionally, points C and D represent two different starting parameters, utilized in two
separate optimization attempts. Also, point C’ and D’ represent the converged parame-
ters from each optimization attempt, starting at C and D, respectively. The solid purple
line represents the direction in which the parameter, θ1, evolves during optimization,
starting from point C and ending at point C’. Similarly, the solid orange line represents
the direction in which the parameter, θ1, evolves during optimization, starting from












Figure 6.9: Schematic illustration of the boundary parameter problem associated
with gradient based optimization algorithms such as the bounded Levenberg-Marquardt
algorithm.
Referring to Fig 6.9, with the starting parameter, θ1, at C, steady and convergent
progress is achieved towards the global minimum in the cost function at A. However,
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starting at an initial parameter of θ1 at point D, parameters move in a downhill di-
rection, towards the local minimum at point B. However, the upper boundary of the
parameter search space, θmax1 , prevents parameters from converging towards this local
minimum, hence, parameters cease to converge further when they encounter this param-
eter boundary. Consequently, the achieved parameters that are found starting at point D
are meaningless as they do not represent a minimum in the cost function. This problem
is derived from the fact that the projected Levenberg-Marquardt algorithm is a gradient
based optimizer, hence a good initial parameter guess is required such that parameters
converge to at least a local minimum in the cost function, within a predefined parameter
search space. The boundary value problem, also indicates that the parameter bound-
aries need to be chosen carefully, based on physical insight into a particular parameter
optimization application, as well as insight into the material model that parameters are
derived from. To illustrate the later point, consider the case of linear elasticity, with
the material model governed by parameters E and ν, representing Young’s modulus and
Poisson’s ratio. In typical finite element simulations, if ν is larger than 0.5, then the bulk
modulus is infinite, hence, it would be prudent to restrict this parameter to a maximum




In chapter six, the projected Levenberg-Marquardt algorithm was introduced, as a means
of material parameter identification, for inverse problems. This algorithm was first im-
plemented by the author in the Test module, of the in-house modelling software SESKA.
At this stage, the algorithm was tested on several non-linear least squares curve fitting
applications [56], and was found to display robust convergence behaviour. Once the au-
thor was satisfied with the algorithm performance, it was coupled to the EFGM method
implemented in SESKA. Following this implementation, the algorithm was tested on
additional curve fitting applications.
In this chapter, one example shall be explored, which captures the behaviour of the
projected Levenberg-Marquardt algorithm well, through a parametric study. The con-
sidered problem, is the identification of elastic material parameters for a cantilever beam
problem. Next, the projected Levenberg-Marquardt algorithm, was used to calibrate
material parameters for myocardial tissue, in order to achieve a closed loop pressure-
volume curve, for a full beat of a cardiac cycle. The initial portion of this section, will
present results of this model calibration. Furthermore, the latter sections, will include a
mechanical analysis of the deformation of the left ventricle. These observations, will be
utilized to highlight several key issues pertaining to the manner in which left ventricular
cardiac function is modelled.
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7.2 Illustrative Example
In the following sections, the projected Levenberg-Marquardt algorithm will be utilized
to calibrate elastic material parameters, for a cantilever beam problem.
7.2.1 Problem Setup
Fig. 7.1(a) illustrates a cantilever beam, 10 m long, subjected to a downward surface
traction, λ, at the tip. In terms of displacement boundary conditions, the left hand side











Figure 7.1: (a)Long section of the a cantilever beam of length L, with a surface
traction, λ, applied at the end. (b)Cross sectional view of the cantilever beam, with,
d, denoting the width, and h, denoting the height.
Kirchoff constitutive model (refer to Eq. (2.49)). The beam model was generated in
the software GID, and discretized into 80 hexahedral elements with 189 nodes, the
latter corresponding to the number of particles used in the EFGM method implemented
in SESKA. The discretized beam model is illustrated in Fig. 7.2. In addition, a set of












Using the set of assumed parameters, θtrue, pseudo experimental data was generated,
which included the vertical tip displacement, at various loads, as the latter increased
from zero to 1 N/m2, in increments of 0.25 N/m2. The pseudo experimental data used
for the inverse problem is illustrated in Fig. 7.3. For clarity, the pseudo experimental
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Figure 7.2: The cantilever beam model consisting of 189 particles.
  

























Figure 7.3: Pseudo experimental data used for the cantilever calibration.
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which are all derived from Fig. 7.3. Also, we define u(θ) as a vector of simulated vertical

















λ = 1.0 N/m2,θ
)
 , (7.3)
where θ refers to the current material parameter vector and λ refers to the magnitude
of the applied traction.
Next, for the purposes of material parameter identification, a cost function, which will





(û− u(θ))T Wû (û− u(θ))
]
, (7.4)





2 for i = j
0 for i 6= j.
(7.5)
This choice of the weight matrix, effectively normalizes the problem and transforms the
cost function, into a sum over the number of data points, of the squared percentage
error, between simulated and experimental vertical tip displacements. A similar choice
for the weight matrix, was utilized by Dubuis et al. [20], in their attempts to calibrate
soft tissues of the compressed leg. However, the effect of this weight matrix, is that cost
function values may appear small, as compared to values that would be computed if
the weight matrix is initialized to the identity matrix, I [23, 56]. Hence, a user may be
mislead into believing that the cost function associated with a parameter set, is close to
a minimum. To illustrate this point consider the exact solution to the tip displacement,





where I, refers to the moment of inertia and F is the resultant force, acting on the end
surface, at the tip of the cantilever beam. If Young’s modulus is assumed to be 1500
N/m2, and the resultant force, F is set to 1 N, then the theoretical tip displacement
computed from Eq. (7.6) is 2.67 m. However, the true tip displacement, with Young’s
modulus equal to 2100 N/m2, is equal to 1.904 m. Assuming only one force-deflection
pair is used for data comparison (i.e. at F=1 N/m2), then the cost function computed
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using Eq. (7.4) is 0.081. Referring to this cost function value, it may be interpreted
that the parameter for Young’s modulus, is close to the true solution. However, if the
cost function value is converted to an accumulated percentage error, over the number
of data points, the resulting value is 40.2 percent. Hence, the accumulated percentage
error, between the simulated and experimental data is around 40 percent, which implies
that the cost function is large, and the initial parameter set is far from the optimal solu-
tion. Thus, when the weight matrix is defined by Eq. (7.5), care needs to be taken when
interpreting whether an initial parameter set, is close to or far from the optimal solution.
The parameter search space was then constrained, by applying and upper and lower

























Next, the ability of the projected Levenberg-Marquardt algorithm to minimize Eq. (7.4)
and arrive at a solution for the parameter vector, θ, that is close to the true parameter
set, θtrue, was tested. Several starting parameters, which are summarized in Tab. 7.1,
were used to test for global convergence.
Parameter Run 1 Run 2 Run 3
E (N/m2) 1850 3000 2000
ν 0.1 0.4 0.2
Table 7.1: Various initial parameter guesses used to test for global convergence of the
projected Levenberg-Marquardt algorithm
Referring to Tab. 7.1, run 1 and run 2, represent minimization attempts, where initial
parameter guesses correspond to the lower and upper boundary of the parameter search
space, respectively. Run 3, corresponds to an initial parameter guess that is relatively
close to the true parameter set.
The line search procedure utilized was the cubic interpolation method, presented in
Sec. 6.4.4.1. The maximum number of line search or projected gradient iterations (i.e.
maximum number of minor iterations), tmax, was set to 10. The algorithmic constant,
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µ0 (Eq. (6.61)), utilized for the calibration was set to a value of unity. The stopping
criteria for the algorithm were set to stringent values in order to test convergence. The
stopping criteria for the algorithm are listed below.
• J2(θk+1) < 10−8.





• k < 50,
Note that, k, J2(θk+1) and ||∇J2(θk)||, refer to the major iteration number, the cost
function at the new parameter set and the norm of the cost function gradient vector
respectively. ||δθk|| and ||θk||, refer to the norm of the parameter increment and that of
the original parameter vector respectively.
7.2.2 Convergence Analysis
In Tab. 7.1, various initial parameter guesses for separate optimization attempts were
presented. In the following sections, the convergence behaviour of the projected Leveneberg-
Marquardt algorithm will be analysed, for each starting parameter guess in Tab. 7.1.
In addition, an attempt will be made to explain the behaviour of the algorithm, based
on the various initial parameters.
7.2.2.1 Results for Run 1
Run 1, uses initial starting parameters of 1850 N/m2 and 0.1 for E and ν, respectively.
The initial value of the cost function, computed via Eq. (7.4), is 0.035, which translates
to an initial accumulated percentage difference between simulated and experimental
data, of around 26 percent.
Figs. 7.4 (a) and (b), illustrate the evolution of Young’s modulus and Poisson’s ra-
tio, respectively, over the duration of the optimization. Note, that iteration k = 0,
refers to the end of the first major iteration of the projected Levenberg-Marquardt al-
gorithm. Referring to Figs. 7.4 (a) and (b), it is clear that E and ν converge precisely,
to the true parameter set given by Eq. (7.1). Also, Referring to Fig. 7.4 (b), at the
end of the first iteration (k = 0), the new parameter computed for Poisson’s ratio is 0.4,
indicating that the solution has been projected onto the upper boundary for ν, via Eq.
(6.40). Conversely, during the optimization, Young’s modulus does not violate either its
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Figure 7.4: (a) The evolution of Young’s modulus for Run 1. (b) The evolution of
Poisson’s ratio for Run 1.
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Figure 7.5: (a) The evolution of the cost function value for Run 1. (b) The evolution
of the value of the norm of the cost function gradient vector for Run 1.
upper or lower boundary, hence the values for this parameter in Fig. 7.4 (a), represent
the exact solution to the unconstrained minimization problem in Eq. (6.36).
The obtained final solutions for E and ν can be checked, by observing the convergence
of the cost function, as well as that of the norm of the cost function gradient vector,
over the duration of the optimization (Figs. 7.5 (a) and (b), respectively). Referring
to Figs. 7.5 (a) and (b), it is clear that at the final parameter set obtained in the final
algorithm iteration, the cost function and norm of the cost function gradient vector, are
less that the desired thresholds of 10−8. Consequently, the solution obtained for the
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parameters, does in fact minimize the cost function, which is to say that they represent
a local minimum in the cost function surface, which in this case, happens to coincide
with the global minimum. Finally, the data fit produced by the converged parameter
set, is illustrated in Fig. 7.6.
  



























Figure 7.6: Data fit for the converged parameter set for Run 1.
7.2.2.2 Results for Run 2
Run 2, uses initial starting parameters of 3000 N/m2 and 0.4 for E and ν, respectively.
The initial value of the cost function, computed via Eq. (7.4), is 0.185, which translates
to an initial accumulated percentage difference, between simulated and experimental
data, of around 61 percent. Hence, this initial parameter guess, represents a starting
point that is relatively far from the optimal solution given by θtrue.
Figs. 7.7 (a) and (b), illustrate the evolution of Young’s modulus and Poisson’s ra-
tio, respectively, over the duration of the optimization. Referring to Figs. 7.7 (a) and
(b), it is evident that E and ν, again converge precisely to their desired values, given
by θtrue. Furthermore, Fig. 7.7 (a) illustrates that over the coarse of the optimization,
E does not violate any on its constraint boundaries. However, based on Fig. 7.7 (b), ν
is held at a constant value of 0.4 for iterations 1 to 3, indicating, that this parameter
wants to violate its upper boundary, which is prevented by the Euclidean projection,
utilized to handle boundary constraints.
The obtained final solutions for E and ν can be checked, by observing the convergence
of the cost function, as well as that of the norm of the cost function gradient vector,
over the duration of the optimization (Figs. 7.8 (a) and (b) respectively). Based on
the final values of the cost function and norm of the cost function gradient vector, in
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Figs. 7.8 (a) and (b) respectively, it is clear that the obtained solution for E and ν, is
a local minimum, that minimizes the cost function. In addition, the number of algo-
rithm iterations, required to minimize the cost function has not increased substantially
from Run 1. This observation is attributed to the damping term, µk, that is present in
Eq. (6.36), which is utilized to compute the solution to the unconstrained minimization
problem, δθku. The damping term is computed using Eq. (6.61). Implicit to this damp-
ing update, is the value of the cost function at the initial parameters for an iteration,
J2(θk), which in itself, serves as a gauge, as to how far a parameter set is from a de-
sired minimum (characterized by J2(θk) ≈ 0). Run 2 starts at a parameter set that is
further from the desired local minima, than that used in Run 1. The latter comment is
clearly illustrated by the initial accumulated percentage differences, between simulated
and experimental data, at the initial parameter sets, for Run 1 and Run 2 (26 percent
and 61 percent respectively). Hence, the damping term at the start of the optimization
for Run 2, is larger than that for Run 1, resulting in the algorithm taking smaller steps
in an approximate steepest descent direction than the latter. This is necessary, because
the Gauss-Newton method lacks the robustness of the steepest descent method, when
parameters are far from the optimal solution. As the parameters in Run 2 approach the
optimal solution, the reduced distance to the latter is reflected by a reduction in the
cost function (see Fig. 7.8 (a)). As the cost function decreases, so too does the damping
term, which causes the algorithm to take larger Gauss-Newton type steps, in the vicin-
ity of the local minima, which allows the projected Levenberg-Marquardt algorithm, to
benefit from final quadratic or super linear convergence. Finally, the data fit, produced
by the converged parameter set, is illustrated in Fig. 7.9.
  


































Figure 7.7: (a) The evolution of Young’s modulus for Run 2. (b) The evolution of
Poisson’s ratio for Run 2.
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Figure 7.8: (a) The evolution of the cost function value for Run 2. (b) The evolution
of the value of the norm of the cost function gradient vector for Run 2.
  



























Figure 7.9: Data fit for the converged parameter set for Run 2.
7.2.2.3 Results for Run 3
Run 3, uses initial starting parameters of 2000 N/m2 and 0.2, for E and ν respectively.
The initial value of the cost function, computed via Eq. (7.4), is 0.0052, which translates
to an initial accumulated percentage difference, between simulated and experimental
data, of around 10.2 percent. Hence, this initial parameter guess, represents a starting
point that is relatively close to the optimal solution, given by θtrue, as compared to Run
1 and Run 2.
Figs. 7.10 (a) and (b), illustrates the evolution of Young’s modulus and Poisson’s ratio,
respectively, over the duration of the optimization. Referring to Figs. 7.10 (a) and
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(b), it is clear that during the optimization, neither E nor ν, violates their respective
parameter boundaries. Hence, the optimization for these parameters, is identical to an
unconstrained minimization, which is to say that the computed search direction, δθk
(Eq. (6.41)), is always equal to δθku, at each algorithm iteration. The converged set of
parameters at the end of the optimization are again precisely those given by θtrue.
As was the case for Run 1 and 2, the obtained final solutions for E and ν can be
checked, by observing the convergence of the cost function value, as well as that of the
norm of the cost function gradient vector, over the duration of the optimization (Figs.
7.11 (a) and (b) respectively). Referring to Figs. 7.11 (a) and (b), it is evident that
the number of iterations, required to minimize the cost function, is less than what was
required for Run 1 and 2. This observation is attributed to the fact that the initial
parameter guess, is much closer to the optimal solution, than Run 1 and Run 2, which
is illustrated by the accumulated percentage difference, between simulated and exper-
imental data (10.2 percent for Run 3, as compared to 26 percent and 61 percent, for
Run 1 and Run 2 respectively). Consequently, the damping term, µk, at the start of the
optimization for Run 3 is relatively small, and the computed search direction resembles a
Guass-Newton type step. As the optimization proceeds, the cost function is reduced and
so too is the damping term. Consequently, the damping update method in Eq. (6.61),
implicitly accounts for the approximate distance to the optimal solution, which in this
case, enables the algorithm to benefit from the rapid final convergence, displayed by the
Gauss-Newton method. Finally, the data fit, produced by the converged parameter set,
is illustrated in Fig. 7.12.
  































Figure 7.10: (a) The evolution of Young’s modulus for Run 3. (b) The evolution of
Poisson’s ratio for Run 3.
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Figure 7.11: (a) The evolution of the cost function value for Run 3. (b) The evolution
of the value of the norm of the cost function gradient vector for Run 3.
  



























Figure 7.12: Data fit for the converged parameter set for Run 3.
7.2.2.4 Summary
Based on the convergence analysis of Run 1 to 3, the projected Levenberg-Marquardt al-
gorithm, is capable of finding a local minimum of a cost function, starting from different
initial parameter sets. In this example, the achieved local minimum, is in fact a global
minimum, as the true parameter set is known prior to the optimization. However, the
convergence behaviour illustrated in this example, does not imply that the algorithm
is a global minimizer, that is independent of the initial parameter guess. In fact, for
problems containing multiple minima, the algorithm will converge to different parameter
sets, depending on the initial parameter guess. Hence, it is noted that for convergence,
a good initial parameter guess is required.
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Computational times for Run 1 to Run 3 were approximately, 1, 1.5 and 0.35 hours
respectively, using 4 processors. Hence, in this example, computational times for all
calibration attempts were reasonably small. However, for larger models that have many
more degrees of freedom, then, in order to avoid large computational times associated
with calibration, it is recommended that a starting point for optimization that is within
ten percent of the optimal solution is chosen.
7.3 Left Ventricle Cardiac Mechanics Calibration
In Chap. 4, the idealized canine ellipsoidal model of the left ventricle was outlined.
In this section, the results of the model calibration will be presented. The model was
calibrated using the projected Levenberg-Marquardt algorithm. However, before these
results are presented, the problem set-up for the cardiac mechanics problem will be
defined.
7.3.1 Problem Setup
In the following sections, the set-up for the problem will be outlined, by considering the
following aspects:
• Selection of an appropriate mesh size.
• Assignment of boundary Conditions for the model.
7.3.1.1 Selection of an Appropriate Mesh Size
Fig. 7.13 illustrates the canine ellipsoidal model, utilized for the purposes of calibration.
The model was generated in the software GID and discretized into 224 hexahedral ele-
ments with 363 nodes, the latter corresponding to the number of particles used in the
EFGM method implemented in SESKA. The relative coarseness of the particle distri-
bution was chosen to minimize the computational time associated with calibration. To
elaborate on the latter point, the average computational time associated with the systolic
phase (isovolumetric contraction and ejection), was 8 hours and that for diastolic filling
was approximately 2 hours, for the model consisting of 363 particles. Computational
time for the model associated with the isovolumetric relaxation phase, was approxi-
mately 6 hours. Furthermore, in Chap. 6, it has been explained that the at each major
iteration of the projected Levenberg-Marquardt algorithm, a Jacobian matrix is com-
puted, representing the sensitivity of the simulated vectors, to changes in the material
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parameters. Consequently, at each major iteration, if the Jacobian is approximated us-
ing forward differences (which is the default option), a simulation needs to be performed
m + 1 times, where m refers to the number of material parameters that need to be
identified. The result, was that for the calibration of the systolic phase, using the model
consisting of 363 particles, each algorithm iteration required on average, 8(m+1) hours.
Thus, the Jacobian evaluation at each major iteration, resulted in model calibration be-
coming unacceptable in terms of computational time, when using left ventricle models
with highly refined particle distributions (i.e. models with more than 363 particles).
The author acknowledges that for convergence of the EFGM method, refined particle
distributions are required. However, for the purposes of model calibration, the model
consisting of 363 particles represented the best compromise, between accuracy of the





Figure 7.13: The ellipsoidal canine left ventricle model, discretized into 256 hexahe-
dral elements with 363 nodes, the latter corresponding to the number of particles used
in the EFGM method.
7.3.1.2 Boundary Conditions for the Model
In order to correctly simulate the mechanical response of the left ventricle, appropriate
boundary conditions must be applied to the model. Two types of boundary conditions
are required, namely, pressure and deformation boundary conditions [12, 17]. Defor-
mation boundary conditions are required in order to prevent rigid body motion and
also to constrain the base of the heart. In addition, pressure boundary conditions are
required to simulate the blood filling pressure, acting on the endocardium surface of the
left ventricle.
Deformation Boundary Conditions
The location of the base of the ellipsoidal model (refer to Fig. 4.1) corresponds to the
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connection of the left ventricle, to the mitral aortic valves. This juncture, is relatively
stiff, hence, the ring at the base of the ellipsoid model (i.e. the yellow ring in Fig. 7.14),
is constrained to undergo no displacement in the x, y and z directions [17]. Additionally,
all displacements in the z direction, are restrained on the base surface (the green surface
in the Fig. 7.14).
  





Figure 7.14: Deformation boundary conditions for the ellipsoidal left ventricle model
Pressure Boundary Conditions
The blood inside the heart exerts an outward pressure on the endocardium of the left
ventricle, which suggests that a pressure boundary condition be applied to the inner
wall of the ellipsoidal model. This pressure, is applied as an outward surface pressure,
away from the cavity volume as illustrated in Fig. 7.15. Pressure boundary conditions,
at the end of each of the four phases of the first beat of the cardiac cycle, for a canine
left ventricle, have been found in the literature. These boundary conditions were used
by Kerckhoffs et al. [17], whose left ventricle model specifications, are similar to those
used in this work. The pressure boundary conditions are summarized in Tab. 7.2.
Figure 7.15: Illustration of the pressure boundary condition applied to the endo-
cardium surface (green surface)
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Table 7.2: Pressure boundary conditions for a canine ellipsoidal left ventricle model
[17]





7.3.2 Methodology for the Inverse Problem
In the context of this research the focus of inverse modelling, is geared primarily towards
calibration of material parameter for myocardial tissue (passive and active tension pa-
rameters), as well as Windkessel parameters relating to the arterial system. Fig. 7.16
is an illustration of a set of idealized simulated (solid black lines) and experimentally








Figure 7.16: Illustration of a set of idealized simulated (solid black lines) and exper-
imentally observed (green lines) cardiac cycles.
In this work, an inverse approach is used to calibrate material parameters, such that
agreement is achieved between experimentally observed and simulated pressure-volume
loops, for a single beat of a cardiac cycle. In the following sections, several aspects of
the inverse problem will be elaborated on, which are summarized below:
• Methodology for passive material parameter identification.
• Methodology for active tension and Windkessel parameter identification.
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7.3.2.1 Methodology for Passive Material Parameter Identification
Passive material parameters [28] of the myocardium, are identified during diastolic filling.
During this phase of the cardiac cycle, the cavity pressure is increased incrementally upto
an experimentally measured end-diastolic pressure (usually around 1 kPa [17]), making
the simulation pressure driven. Due to the lack of detailed experimental displacement
data (e.g. strain or displacement data from MRI images), for the left ventricle over the
duration of diastolic filling, calibration was attempted using pressure-volume data.
Fig. 7.17 illustrates an assumed set of experimental and simulated pressure-volume
data for the diastolic filling phase of the cardiac cycle. The dashed line in Fig. 7.17
illustrates a typical set of experimental data point and the solid line represents a typical
set of simulated data point. From Fig. 7.17, it is important to notice that experimental
and simulated cavity volumes, are compared at the same pressure point and it is for this
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Figure 7.17: An idealized representation of experimental and simulated data for the
diastolic filling phase of the cardiac cycle.
The cost function to be minimized can be formulated in terms of simulated and ex-
perimentally measured left ventricular cavity volumes. In this case, the first simulated
vector is
f(θ) = V(θ), (7.9)
and, the experimental vector is given by
f̂ = V̂, (7.10)
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where, V(θ) and V̂ are vectors containing simulated and experimental left ventricle
cavity volumes (Vi(Pi;θ) and V̂i(Pi), respectively), extracted at pressure steps, Pi and
given a certain set of material parameters θ (refer to Fig. 7.17). In addition, the
parameter vector, θ, contains passive material parameters, which are obtained from the
passive constitutive model of Usyk et al. [28], outlined in Chap. 3. The parameter vector
has components given by
θT = [A,Acomp, a1, a2, a3, a4, a5, a6, ] . (7.11)
Initial calibration attempts involved identification of all the parameters given in Eq.
(7.11). However, it was found that the projected Levenberg-Marquardt algorithm, would
often converge to values for the parameters a1 to a6, that created numerical instabil-
ity. Based on this observation, it was realized that the computed cavity volume used
in calibration, is a direction-less quantity, that does not truly capture the anisotropic
behaviour of the myocardium of the left ventricle, in the fibre, sheet and sheet-normal
directions. Hence, parameters a1 to a6 were neglected from the optimization, which is
reasonable since the variation of relative anisotropy, between specimens is nearly iden-
tical [26, 28]. Consequently, for the final calibration results, the parameter vector is
reformulated as
θT = [A,Acomp] . (7.12)





























]2 for i = j
0 for i 6= j.
(7.15)
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7.3.2.2 Methodology for Active and Windkessel Parameter Identification
Active tension parameters were obtained from the constitutive model of Guccione et al.
[29]. In addition, systemic parameters, relating to the arterial tree, are based on the
three element Windkessel model. The parameter vector, θ, used for calibration, has
components given by
θT = [Tmax, B,m,C,R,R0] . (7.16)
Referring to Eq. (7.16), it is noted that that m, B and Tmax, are the only active tension
parameters included in the vector, θ. The remaining active tension parameters, have
been found from rigorous experimental testing on canine left ventricles [29] and are thus
neglected from the material parameter identification. This assumption is validated, as
the included active tension parameters, govern the gradient and peak of active tension
development most pronouncedly [29].
Initial attempts at active tension and Windkessel parameter identification, involved the
comparison of experimental and simulated cavity volumes and pressures, at specific time
points, over the phases including systole and isovolumetric relaxation. Fig. 7.18 illus-
trates the typical set-up, with solid lines representing the simulated pressure-time and
volume-time relationships, for systole and isovolumetric relaxation. In addition, the
dotted lines on Fig. 7.18, represent the experimental pressure-time and volume-time
relationships. What is not evident from Fig. 7.18, is that the duration of the phases
  









Figure 7.18: An idealized representation of experimental and simulated data for
systole and isovolumetric relaxation.
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consisting of systole and isovolumetric relaxation, are not necessarily equal for simu-
lated and experimental data. To elaborate, changes in material parameters, result in
changes in the simulated time duration required for completion of these phases. The
simulated time duration, can be greater or less than the observed experimental dura-
tion. Hence, over the duration of a calibration attempt, the number of data comparison
points, N , changes continuously. Thus, for initial calibration attempts, segmentation
violations were encountered frequently, the latter being defined as attempts to access
memory that the CPUs cannot address. These segmentation violations occurred because
of the mismatch in size, between experimental and simulated vectors. A solution to this
problem was found by comparing data over a minimum number of available data points.
Hence, if the size of the simulated pressure and volume vectors, were less than their
associated experimental vectors, then the number of data comparison points, N , was
set equal to the size of the former. Conversely, if the size of the simulated pressure and
volume vectors, was greater than their respective experimental vectors, then the number
of data points was set equal to the size of the latter. This solution, prevented segmen-
tation violations, which in turn allowed the projected Levenberg-Marquardt algorithm,
to proceed through a calibration cycle. However, based on calibration attempts, the
algorithm failed to produce meaningful parameters, with the termination criteria that
stops the calibration, always being the maximum number of major iterations exceeded
(i.e. k > kmax). Eventually, the reason behind this problem was found, by analysing
the scale of the material parameters that were being identified. Tab. 7.3, illustrates a
typical set of active tension and Windkessel parameters, obtained respectively from the
works of Guccione et al. [29] and Kerckhoffs et al. [17].















m ( smm) 1.0489×10
3
Referring to Tab. 7.3, it is noticed that the peripheral and flow resistances, R and R0,
are several orders of magnitude smaller than the arterial compliance and peak active
tension, C and Tmax. In addition, the peripheral and flow resistances, were found to
be the most sensitive parameters, that affected the gradient of the pressure-time and
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volume-time curves in ejection. Hence, these parameters play a significant role in de-
termining the length of the simulated duration, for systole and isovolumetric relaxation.
Referring to Sec. 6.4.7 of Chap. 6, the Jacobian matrices represent the sensitivity of
the simulated vectors (e.g. simulated pressure and volume vectors), to perturbations
in the material parameters. The material parameter perturbation used for the compu-
tation of the Jacobian matrix is given by Eq. (6.66). Since, the peripheral and flow
resistances are small (of the order 10−5 and 10−6 respectively) and also represent the
most sensitive parameters, the constant, ε2, in Eq. (6.66), needed to be of the order of
at least 10−4, in order for the perturbed simulated pressure and volume vectors to not
vary in size. Consequently, the parameter perturbation in the Jacobian calculation, was
usually of the order of 10−10. The small perturbation was desirable, because it resulted
in the columns of the Jacobian matrix all being of the same size, which implies that
all the simulations performed with perturbed parameters, for the Jacobian computa-
tion, had the same simulated time duration. However, the disadvantage of the small
parameter perturbation, was that significant numerical rounding errors were encoun-
tered, in the forward or central difference computations of the elements of the Jacobian
matrix. These rounding errors tended to accumulate, eventually leading the projected
Levenberg-Marquardt algorithm on a diverging path. In light of these remarks, an al-
ternate method of calibrating active tension and Windkessel parameters was developed.
This method will be explored in the following sections.
Alternate Approach to Active Tension and Windkessel Parameter Identifi-
cation
The systolic phase terminates, when the flow rate of blood from the contracting ventri-
cle drops to zero (Ilv =
dV
dt ≈ 0), resulting in the aortic valves closing, thus signalling
the beginning of isovolumetric relaxation [3, 17]. In addition, another key point during
systole, is the pressure-volume relation corresponding to peak systolic pressure, which is
achieved when the pressure-volume gradient is zero ( dPdV ≈ 0). By default, a third point
exists, which corresponds to the pressure-volume relationship at the end of isovolumet-
ric contraction (end-IVC). However, this point is fixed, because the simulated pressure
volume relationship, will always match the experimental. Nevertheless, material param-
eter identification involves minimizing a cost function that compares the experimental
systolic pressure-volume relationships at these three points, to that extracted from a nu-
merical simulation using SESKA. It should be noted, that during systole, both the cavity
pressure and volume are obtained via an iterative procedure at each time step. Hence,
the three data comparison points that were mentioned, were the only ones available
for calibration purposes, when using the proposed approach. The proposed calibration
method is illustrated schematically in Fig. 7.19.













Figure 7.19: Schematic representation of the data comparison points used for material
parameter identification during the systolic phase of the cardiac cycle.
Next, at each time step of a simulation in the systolic phase, both the cavity pressure and
the volume are obtained via an iterative procedure and therefore both depend implicitly
upon the material parameters. For this reason, the cost function for active tension and
Windkessel parameter identification, is of bi-objective form. Using the weighted sum
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2 for i = j
0 for i 6= j.
(7.20)
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(7.21)
It should be noted that the simulated cavity volume and pressure vectors are produced
by simulating the systolic phase, using the calculation control mode outlined in Sec. 5.4.1
of Chap. 5. The proposed calibration approach has the advantage of being indepen-
dent of the time duration, required for the simulation of systolic phase. Consequently,
the method allowed larger parameter perturbations, for the computation of the Jaco-
bian matrices, which avoids the problem of numerical rounding errors. The approach,
however, has certain drawbacks, which will be explained in the following section.
Drawbacks of Proposed Calibration Method
It was found that the proposed calibration approach required a very good initial starting
parameter guess, within 5 percent of the optimal solution. The reason for this obser-
vation, is explained by considering the number of data points used for comparison of
simulated and experimental pressure-volume relations. In the proposed approach, only
three data comparison points are available. These three data points do not capture
the high degree of non-linearity in the ejection curve, especially towards the end of the
phase, where the pressure-volume gradient (∆P∆V ) rapidly tends towards infinity, as the
flow rate converges to zero (see Fig. 7.19). For a robust calibration approach, that is
less dependant on the starting parameter guess, it is important that the simulated and
experimental data points, are concentrated in areas of high curve non-linearity. This
requirement shall be explained by firstly considering the Jacobian matrices, required for
the parameter identification. In the context of active and systemic parameter identifi-
cation, the computed Jacobian matrices are, JP and JV, representing the sensitivity of
the simulated pressure and volume vectors, respectively, to perturbations in the material
parameters. Both these matrices are of size n×m, where n and m refer to the number of
comparison points and the size of the parameter vector, respectively. Next, consider the
computation of the search direction, δθku, which is achieved via Eq. (6.36). Referring
to Eq. (6.36), a Hessian matrix, H, is required to compute the search direction. This




where ω1 and ω2 are weighting coefficients, and W
P̂ and WV̂ are weight matrices. The
Hessian matrix, will have the same size, irrespective of the number of data comparison
points. However, fewer data comparison points, implies that each element of the Hessian
matrix, will have fewer contributions from the columns of the Jacobian matrices and the
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rows of their transpose. The resulting Hessian matrix is thus less dense and less refined,
than if more data points are included in the calibration. The less dense nature of the
Hessian matrix, directly affects the accuracy of the computed search direction. Conse-
quently, for highly non-linear curve fitting applications, the robustness of the calibration
approach, is directly affected by the number of included data comparison points.
7.3.3 Results of Cardiac Calibration
In this section the results of the cardiac calibration will be presented. This section will
include the following topics:
• Results for passive material parameter identification.
• Results for active tension and Windkessel parameter identification.
As was the case for the cantilever calibration, the projected Levenberg-Marquardt al-
gorithm was utilized as a means of parameter identification. For the passive parameter
identification, the algorithm was used to minimize the cost functional given by Eq.
(7.13). In addition, for active tension and Windkessel parameter identification, the al-
gorithm was employed to minimize the cost function given by Eq. (7.17). For the inverse
problem pertaining to the cardiac calibration, the line search procedure utilized, was the
inexact backtracking Armijo type, which was explained in section 6.4.4.2 of Chap. 6.
This procedure, was preferred over the cubic interpolation method, due to the require-
ment of fewer function evaluations, at each line search iteration, resulting in improved
computational time. Furthermore, the stopping criteria for the algorithm were set to
the following values,
• J2(θk+1) < 10−6,





• k < 50.
Finally, the maximum number of line search iterations (tmax) was set to 10. The algo-
rithmic constant, µ0 (Eq. (6.61)), utilized for the calibration was set to a value of 10
−2,
which was found to be the optimal value that maximized the rate of convergence of the
projected Levenberg-Marquardt algorithm (i.e. the number of iterations required by the
algorithm to minimize the cost function).
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7.3.3.1 Results for Passive Parameter Identification
The passive parameter vector to be identified was of the form,
θT = [A,Acomp] ,
with the remaining passive parameters, a1 to a6, neglected from the optimization. How-
ever, values of the constants a1 to a6, for a canine left ventricle, were found previously
by the research group that this work belongs to. The utilized parameter values for the
constants, a1 to a6, are summarized in Tab. 7.4.








In addition, for parameter identification, the upper bound of the parameter search space,
























The lower bound value for the parameter Amincomp, was set to a value of 50 kPa, which
was small enough to still enforce near incompressibility of the myocardium of the left
ventricle.
The inverse problem of passive parameter identification, was conducted using four differ-
ent starting parameters, in order to improve the likelihood of the obtained solution, being
a global minimum. The four separate starting parameter values used are summarized
by Run 1 to Run 4 in Tab. 7.5.
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Table 7.5: Various initial parameter guesses used to test for global convergence of the
projected Levenberg-Marquardt algorithm
Parameter Run 1 Run 2 Run 3 Run 4
A(kPa) 0.1 1.0 0.5 0.1
Acomp(kPa) 50 300 175 300
Run 1 and Run 2, in Tab. 7.5, represent starting parameter values, at the lower and
upper boundaries of the parameter search space. Run 3 represents a set of starting
parameters, in the center of the parameter search space. Lastly, Run 4 represents an
initial parameter guess, where A and Acomp, are set to their lower and upper boundary
values, respectively. The results of the inverse problem are summarized in Tab. 7.6.
Table 7.6: Initial guesses and final values, found for passive material parameters
Parameter Run 1 Run 2 Run 3 Run 4
Ainitial (kPa) 0.1 1.0 0.5 0.1
Ainitialcomp (kPa) 50 300 175 300
Afinal (kPa) 0.289 0.294 0.301 0.292
Afinalcomp (kPa) 98.2 101.6 98.8 100.3
J2(θ) 0.00495 0.00468 0.00205 0.00378
||∇J2(θ)|| 0.0028 0.0023 0.0013 0.0016
||δθk||
||θ|| 3× 10
−6 4× 10−8 1× 10−6 1.5× 10−7
Referring to Tab. 7.6, it is clear that the algorithm converges to a parameter value
for A, of between 0.28 kPa and 0.31 kPa, for all four calibration attempts. Similarly,
the parameter values for Acomp, collect between 98 kPa and 102 kPa. The termination
criteria, that stops the calibration, is ratio of the norm of the parameter increment,
to that of the parameter vector, which falls below the specified threshold of 10−5, for
each calibration attempt. Consequently, the algorithm always terminated, when the
parameters stopped changing significantly. Also, in Tab. 7.6, it is observed that for each
calibration attempt, the cost function at the final parameter set is not as small as what
is expected. However, the norms of the cost function gradient vectors, tend to be of the
order of 10−3, indicating that the achieved parameters fall in the vicinity of a stationary
point. The best estimate of the parameters that produce the local minimum, are those
which produce the smallest cost function value. Hence, the selected parameter set, that
minimizes the cost function is clearly the set produced from Run 3. Fig. 7.20 illustrates
the diastolic filling curve, based on the parameter set from Run 3, against the reference
data, extracted from Kerckhoffs et al. [17].
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Figure 7.20: Illustration of the diastolic filling curve, obtained at the final set of
passive parameters.
Referring to Fig. 7.20, the reasons for the relatively large cost function values in Tab. 7.6,
can be explained. Firstly, at the start of diastolic filling, the cavity volume differs from
that of the Kerckhoffs model by approximately 2.0 ml. In addition, this discrepancy,
is independent of the material parameters. Consequently, in the low pressure region
of the diastolic filling curve (0 kPa to 0.18 kPa), the projected Levenberg-Marquardt
algorithm struggles to minimize the difference, between simulated and reference data.
In addition, by observing the latter portion of the diastolic curve (0.74 kPa to 1.0
kPa), it is clear that the mismatch between experimental and simulated data, has not
been sufficiently minimized, which in turn contributes to the higher final cost function
value. The reason for the algorithm’s inability to minimize this mismatch, arises from
the exclusion of the exponential constants, a1 to a6, which tend to govern the gradient
of the diastolic curve more pronouncedly in the high pressure regions. However, these
exponential terms caused numerical instability when included in the optimization, which
lead to their exclusion in the calibration attempts. Nevertheless, by observing Fig. 7.20,
it is evident that the obtained parameters from run 3, generally produce a good fit for
the diastolic filling curve, especially in the intermediate pressure range (0.18 kPa to 0.74
kPa). Consequently, the parameters from Run 3, were accepted as the final calibrated
passive parameters for the model.
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7.3.3.2 Results for Active and Windkessel Parameter Identification
Firstly, a value of unity was chosen for the weighting coefficients ω1 and ω2 in Eq. (7.17).
Due to the formulation of the weight matrices, WP̂ and WV̂ (see Eq. (7.20) and Eq.
(7.21) respectively), a degree of weighting is already assigned to the separate objectives
of the bi-objective cost function in Eq. (7.17), which appears to be the reason why a
value of unity for ω1 and ω2 was sufficient. The parameter vector to be identified was
of the form
θT = [Tmax, B,m,C,R,R0] .
















































The parameter search space was established, such that all points contained within the
hyperbox, possessed cost function values that were within five percent of that at the
optimal solution. The optimal solution is unknown, however, its cost function value is
required to be close to zero, i.e., J2(θopt) ≈ 0. The reasons for the requirement of a
narrowly constrained parameter search space have been discussed in Sec. 7.3.2.2. The
parameter search space, was then navigated manually, to produce the best initial start-
ing parameter guess. The initial parameter guess, for the inverse problem is given in
Tab. 7.7.
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For the active tension and Windkessel parameter identification, only one initial param-
eter guess was utilized, due to the significant amount of associated computational time
(refer to section 7.3.1.1), which did not warrant a full convergence analysis. Tab. 7.8
summarizes the results of the inverse parameter identification.






















Referring to Tab. 7.8, the stopping criteria that terminated the algorithm, was again the
ratio of the norm of the parameter increment, to that of the original parameter vector.
Consequently, the algorithm stopped, when parameter values stop changing significantly.
However, the value of the norm of the cost function gradient vector, which is of the order
of 10−4, indicates that the obtained parameter set does in fact represent a stationary
point (local minima). Fig. 7.21 illustrates the systolic pressure-volume curve, produced
using the parameters in Tab. 7.8. Also, the reference pressure-volume data [17] on Fig.
7.21, includes more data points, than what was used in the calibration. More reference
data points have been included in Fig. 7.21, to illustrate the quality of the fit, based on
the results of the inverse problem.
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Figure 7.21: Illustration of the systolic pressure-volume curve, obtained at the final
set of active and Windkessel parameters.
Referring to Fig. 7.21, a discrepancy between the SESKA model and that of Kerckhoffs
et al. [17], is noticed in the isovolumetric contraction phase. This discrepancy occurs due
to the difference between the end-diastolic volumes of the two models (see Fig. 7.20). In
addition, it is clear that there is a mismatch of the pressure-volume relationship at the
end of systole, between the SESKA model and that by Kerckhoffs et al. However, this
mismatch was accepted, as it lead to a near closed loop pressure-volume curve, which is
illustrated in Fig. 7.22.
  

























Figure 7.22: Illustration of the final pressure-volume loops, achieved using the iden-
tified set of active, passive and Windkessel parameters.
Finally, the obtained set of active tension and Windkessel parameters are validated, by
observing the differences between the durations of ejection and isovolumetric contrac-
tion (∆tej and ∆tivc respectively), for the SESKA model and that by Kerckhoffs et al.
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These differences are summarized in Tab. 7.9. Tab. 7.9, also presents the durations of
isovolumetric relaxation (∆tivr), for the SESKA model and that found by Kerckhoffs et
al.
Table 7.9: Time durations for IVC, ejection and IVR for the SESKA model and that
of Kerckhoffs et al. [17]
Parameter SESKA Kerckhoffs et al [2003]
∆tivc (ms) 52 44
∆tej (ms) 212 194
∆tivr (ms) 397 250
Referring to Tab. 7.9, it is clear that the simulated durations of isovolumetric contrac-
tion and ejection, are close to those found by Kerckhoffs et al. However, the duration of
isovolumetric relaxation, for the SESKA model, is almost 147 ms greater than that found
by Kerckhoffs et al. The reason for this discrepancy is due to the active tension param-
eter, m, which governs the duration of the relaxation period of the active tension-time
distribution [29]. The majority of the relaxation period, of the active tension time distri-
bution, occurs within the isovolumetric relaxation phase. Since the proposed approach
to active tension and Windkessel parameter identification, does not include pressure-
volume data from the isovolumetric relaxation phase, the estimate for the parameter,
m, does not represent the value required to achieve the relaxation period, found in the
reference data. However, the author has chosen to proceed with the identified parameter
set, as they produce a closed loop pressure-volume curve, which is the primary objective
of this work.
7.3.3.3 Summary
The projected Levenberg-Marquardt algorithm has been utilized to identify passive, ac-
tive tension and Windkessel parameters, for a canine left ventricle, based on reference
data extracted from the works of Kerckhoffs et al. [17]. The identified passive, active
tension and Windkessel parameters are summarized in Tabs. 7.10, 7.11 and 7.12 respec-
tively.
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The idealized canine ellipsoidal model was calibrated to reference pressure-volume data,
extracted from the work of Kerckhoffs et al. [17]. Consequently, the obtained material
parameters will be used to conduct a mechanical analysis of the behaviour of the left
ventricle, over a single beat of a cardiac cycle. In the mechanical analysis, the primary
focus will be left ventricular deformations, as these results highlight several key aspects
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with regards to the manner in which left ventricular cardiac function is modelled. How-
ever, an analysis of the stresses and strains in the left ventricle shall also be provided in
this section.
7.3.4.1 Selection of an Appropriate Mesh Size
The idealized canine left ventricle used for calibration, had a relatively coarse particle
distribution consisting of 363 particles. In order to achieve convergence of the EFGM
method, the particle distribution had to be further refined. To obtain an appropriate
particle distribution for convergence, models with 1299, 2724 and 2884 particles were
tested. Fig. 7.23 illustrates the models utilized to find an appropriate mesh size, for
convergence of the EFGM method in SESKA.
Convergence was established by simulating the diastolic filling phase, for the 1299, 2724
  
(a) (b) (c)
Figure 7.23: (a) 1299 particle model. (b) 2724 particle model (c) 2884 particle model
and 2884 particle models (Fig. 7.23 (a), (b) and (c) respectively). Boundary conditions
for the models, were the same as those mentioned in Sec. 7.3.1.2. Furthermore, passive,
active tension and Windkessel material parameters for the model, are summarized in
Tabs. 7.10, 7.11 and 7.12. Fig. 7.24 illustrates the diastolic filling pressure-volume
curves for each model. Referring to Fig. 7.24, it is clear that the cavity volume com-
puted at each pressure step is the same for the 2724 and 2884 particle models. Hence,
the 2884 particle model represents the particle distribution required for convergence of
the EFGM method.
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Figure 7.24: Diastolic pressure-volume curves for various mesh sizes.
7.3.4.2 Pressure-Volume Loop
The pressure-volume loops for the 363 and 2884 particle canine left ventricle models, are
illustrated in Fig. 7.25. It should be noted that for the 2884 particle model, the phases
consisting of isovolumetric contraction, ejection and isovolumetric relaxation, where sim-
ulated using the calculation control mode, outlined in Sec. 5.4.2 of Chap. 5.
Referring to Fig. 7.25, the end-diastolic volume for the 2884 particle model is ap-
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Figure 7.25: Final pressure-volume loop for the 2884 particle canine left ventricle
mesh.
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proximately 92 ml, as compared to that of the 363 particle model used for calibration,
whose end-diastolic volume was around 81 ml. In addition, the peak and end-systolic
pressures, have increased from 18 kPa and 13.1 kPa, to 19.3 kPa and 13.9 Kpa, for the
363 and 2884 particle models, respectively. Furthermore, the cavity volumes at which
peak and end-systolic pressures are achieved, have increased from 58 ml and 42 ml, to
64 ml and 47 ml, for the 363 and 2884 particle models, respectively. Consequently, it ap-
pears that the particle distribution used for the calibration, was in fact not fine enough
for convergence of the EFGM method. However, the computational time associated with
the diastolic filling for the 2884 particle model, was approximately 15 hours, using 30
processors. In addition, the computational time for isovolumetric contraction, ejection
and isovolumetric relaxation together, was approximately two and a half weeks, for the
2884 particle model, despite the fact that 30 processors were used for the simulation.
The aspect of computational time, is once again the reason that the author has selected
to conduct the inverse calibration problem, on a coarse 363 particle model. Using a
refined particle distribution, such as the 2884 particle model, would yield unacceptable
computational times, for calibration attempts that are not necessarily guaranteed to
converge to a local or global minimum. However, based on Fig. 7.25, it is observed that
a closed pressure-volume curve is achieved, for both the 363 and 2884 particle models.
Since the objective of this work was to achieve this closed loop, the parameters were
accepted for the following mechanical analysis.
7.3.4.3 Left Ventricular Twist Behaviour
Fig. 7.26 illustrates the displacements in the y direction of the left ventricle, at repre-
sentative points in the cardiac cycle. Figs. 7.26 (a), (b), (c), (d), (e), and (f), repre-
sent the y displacements, at start-diastolic filling, end-diastolic filling, end-isovolumetric
contraction, end-ejection, mid-isovolumetric relaxation and end-isovolumetric relaxation
respectively.
Firstly, recall that diastolic filling is the final phase of diastole, with the initial phase be-
ing isovolumetric relaxation. In similar ellipsoid model studies of the left ventricle (e.g.
Niederer and Smith [27] who modelled a rat left ventricle), the body exhibits global
counter-clockwise twisting during systole, due to the initiation and rise of the time vary-
ing active tension, as well as the orthotropic material behaviour of the myocardium. In
these studies, the ventricle then begins to untwist during isovolumetric relaxation, due
to the decrease of active tension. Then, during the initial phases of diastolic filling, the
left ventricle twists in a global clockwise manner, which causes further untwisting, which
is atrributed to the orthotropic behaviour of the myocardium and the increasing blood




Figure 7.26: Displacements of the canine left ventricle, in the y direction, at repre-
sentative points in the cardiac cycle.
pressure exerted on the endocarium wall, the latter due to suction of blood into the ven-
tricle from the left atrium. In addition, towards the end of diastolic filling, atrial systole
occurs, where the left atrium begins to contract and therefore pushes blood into the left
ventricle, i.e., slow filling. During atrial systole, the left ventricle is observed to almost
completely untwist and also expands in volume and size. However, referring to Figs.
7.26 (a) to (b), in our computational model of the left ventricle, no untwisting occurs
over the duration of diastolic filling. The reason for the absence of untwisting in diastolic
filling for our model, occurs as the phase commences from the reference configuration
of the ventricle, which is in an undeformed and twist free state. Thus the increasing
cavity pressure during diastolic filling appears to cause only small and almost negligible
amounts of global clockwise twisting of the ventricle, and the observed governing mode
of deformation in the left ventricle, is outward cavity expansion. However, Niederer and
Smith [27] commence their diastolic filling phase from the deformed geometry and cavity
pressure at the end of isovolumetric relaxation. At this point, Niederer and Smith [27]
report that the left ventricle has not completely untwisted. Consequently, the authors
observe global clockwise twisting of the ventricle, due to the blood filling pressure and
orthotropic material behaviour of the myocardium, which almost completely untwists
the body by the end of this phase. In this work, the approach utilized to simulate the
diastolic filling phase is not incorrect and has been utilized by Kerckhoffs et al. [17],
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as well as Bovendeerd et al. [12], to simulate a complete beat of a cardiac cycle for a
canine left ventricle. Since the results of Kerckhoffs et al. [17] were used for calibration
of material parameters, the author has chosen to simulate the cardiac cycle in the same
manner as the aforementioned author.
Besides the phase of diastolic filling, the left ventricle behaviour for the remaining phases,
in terms of global twist, appears to be close to that which has been observed in similar
ellipsoid model studies [17, 27]. Firstly, a rapid increase in global counter-clockwise
twisting is noted from end-diastolic filling to end-isovolumetric contraction (Figs. 7.26
(b) and (c) respectively), due to the initiation of the active contraction throughout the
ventricle, as well as the orthotropic material behaviour of the myocardium.
The global counter-clockwise twisting, continues to increase from end-isovolumetric con-
traction to end-ejection (Figs. 7.26 (c) and (d) respectively), due to the active contrac-
tion, orthotropic material behaviour of myocardium and additionally, the ability of the
cavity to now deform inwards or dilate. In addition, during ejection, the rate of increase
of global counter-clockwise twist, increases initially and then decreases once the time
to maximum active tension, t0, is reached, which initiates the downhill portion of the
active tension-time distribution.
From end-ejection to end-isovolumetric relaxation (Figs. 7.26 (d) to (f)), the active
contraction in the ventricle decreases gradually with time, which in turn causes the left
ventricle to almost completely untwist.
During isovolumetric contraction, relaxation and ejection (Figs. 7.26 (c) to (f)), the
global counter-clockwise twisting of the ventricle generally increases longitudinally from
the base to the mid-section, due to increased restraint nearer the former and addition-
ally, particles nearer the latter possessing a larger lever arm. In addition, for these three
phases, the global counter-clockwise twist generally decreases from the mid-section to
the apex, due to particles nearer the latter possessing a smaller lever arm.
7.3.4.4 Physiologically Observed Left Ventricular Twist Behaviour
The twist behaviour illustrated by our ellipsoid model, although similar to other model
studies, is still unphysiological. Buckberg et al. [16] described the left ventricle’s twisting
motion for a complete beat of a cardiac cycle, based on observations made from MRI
images. Fig. 7.27 is an extract from the paper by Buckberg et al. [16], which illustrates
the physiologically observed direction of twist at the base and apex of the left ventricle,
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at representative points in the cardiac cycle.
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Figure 7.27: Physiologically observed direction of twist at the base and apex of the
left ventricle, at representative points in the cardiac cycle [16].
to twist in a global counter-clockwise manner at all points in the body, which is con-
sistent with our left ventricle model. However, during ejection, clockwise twisting is
observed near the base and counter-clockwise twisting is observed near the apex. This
latter observation differs from what is observed in our model, where the twist is glob-
ally counter-clockwise throughout the ventricle, in ejection. The difference between
our model and the observed physiological behaviour during ejection, can be explained
three-fold:
• Firstly, in the physiological case, the active contraction in the ventricle does not
occur synchronously, which is an aspect that is not taken into account in our
computational model.
• Secondly, the mechanics of the left ventricle are implicitly affected by that of the
right ventricle, the latter providing increased restraint to the deformation and
twist of the former. Obviously, in our current model of the heart, there is no
representation of the right ventricle and no associated coupling of its mechanics to
that of the left ventricle.
• Thirdly, the base is not fixed at the endocardium but only partly, i.e. elastically
restrained by the major blood vessel connected to it.
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Consequently, if the above considerations are accounted for, then, the physiological be-
haviour of the left ventricle in terms of twist may be reproduced. However, for such
a model, which would preferably posses a realistic geometry based on MRI images, a
realistic description of the fibre field is also required in order to simulate the left ventricle
behaviour accurately.
In the physiological case, in the rapid and slow filling phases of diastolic filling, the
left ventricle continues to untwist. However, in our model, the ventricle does not un-
twist and the governing mode of deformation is primarily outward cavity expansion. The
reason for this difference has already been explained, however, in summary, the reason
for the absence of untwisting in diastolic filling for our model, occurs as the simulation
of the cardiac cycle begins from the reference configuration of the left ventricle, which
is an undeformed and twist free state.
7.3.4.5 Changes in Left Ventricle Cavity Shape and Wall Thickness
Next, Figs. 7.28 (a), (b), (c), (d), (e), and (f) illustrate the shape and wall thick-
ness of the left ventricle cavity, at the various time points in the cardiac cycle, namely,
start-diastolic filling, end-diastolic filling, end-isovolumetric contraction, end-ejection,
mid-isovolumetric relaxation and end-isovolumetric relaxation respectively.




Figure 7.28: Shape and wall thickness of the left ventricle cavity, at representative
time points in the cardiac cycle.
to blood filling pressure and a general decrease in wall thickness is observed. The cav-
ity expansion in diastolic filling is restrained at the base, which leads to the increased
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curvature of the cavity shape near this location. The observed changes in left ventricle
cavity shape and wall thickness during diastolic filling, are consistent with those made
by Niederer and Smith [27].
During isovolumetric contraction (Figs. 7.28 (b) to (c)), the cavity pressure must in-
crease, such that no volume change occurs due to the initiation of the active contraction
in the ventricle, which increases with time during this phase. Hence, a slight elongation
of the cavity is observed, accompanied by a continued decrease of wall thickness from
end-diastolic filling, both observations being consistent with those made by Niederer
and Smith [27]. Overall, in this phase, it appears that generally the left ventricle cavity
tends to want to become more spherical in nature.
During ejection (Figs. 7.28 (c) to (d)), the governing mode of deformation is inward
cavity dilation, which is attributed to the active contraction and the fact that the cavity
volume is un-restrained against volume change. Also, during ejection, the left ventricle
cavity shortens longitudinally and a general increase in wall thickness is observed, both
observations again corresponding to those made by Niederer and Smith [27].
During isovolumetric relaxation (Figs. 7.28 (d) to (f)), the left ventricle cavity is again
restrained against volume change, however, its shape tends to that at the beginning
of diastolic filling. In this phase, the cavity continues to shorten longitudinally and
wall thickness generally increases and finally, the left ventricle arrives at a configuration
which is almost identical to that at the beginning of diastolic filling. Provided that a
closed loop pressure-volume curve is achieved, the left ventricle is expected to return
to a configuration, that is close to its original un-deformed state at the beginning of
diastolic filling and this is clearly observed in Fig. 7.28 (f).
7.3.4.6 Sarcomere Length Distribution
Figs. 7.29 (a), (b), (c), (d), (e), and (f) illustrate the sarcomere length distribution
throughout the left ventricle, at the various time points in the cardiac cycle, namely,
start-diastolic filling, end-diastolic filling, end-isovolumetric contraction, end-ejection,
mid-isovolumetric relaxation and end-isovolumetric relaxation respectively.
From start to end-diastolic filling (Figs. 7.29 (a) to (b)), the sarcomere length in-
creases at all locations in the ventricle, due to the increasing blood filling pressure,
which expands the latter during this phase. The sarcomere lengths at all points in the
ventricle at the end of diastolic filling represent the maximum values for entire cardiac




Figure 7.29: Sarcomere length distribution throughout the left ventricle, at represen-
tative time points in the cardiac cycle.
cycle.
During isovolumetric contraction (Figs. 7.29 (b) to (c)), an active contraction is ini-
tiated throughout the ventricle which increases with time, the result of which is a de-
crease of sarcomere length at all locations. However, during this phase, the sarcomere
length decreases faster at locations nearer the apex and endocardium surface at the base.
During ejection (Figs. 7.29 (c) to (d)), the sarcomere lengths in the left ventricle contin-
ues to decrease. In addition, at the end of ejection it appears that the sarcomere lengths
throughout the ventricle are similar.
During isovolumetric relaxation, the time varying active contraction is decreasing, hence,
the sarcomere lengths in the left ventricle increase gradually and their distribution at
the end of this phase is almost identical to that at the start of diastolic filling.
7.3.4.7 Left Ventricle Fibre Strains
Figs. 7.30 (a), (b), (c), (d), (e), and (f) illustrate the strain in the fibre direction
throughout the left ventricle, at the various time points in the cardiac cycle, namely,
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start-diastolic filling, end-diastolic filling, end-isovolumetric contraction, end-ejection,
mid-isovolumetric relaxation and end-isovolumetric relaxation respectively.




Figure 7.30: Strain in the fibre direction throughout the left ventricle, at representa-
tive time points in the cardiac cycle.
due to blood filling pressure. In this phase increasing blood filling pressure, causes sar-
comere lengths to increase, the rate of which increases from start to end-diastolic filling.
Hence, the associated increase of muscle fibre stretching over this phase, results in an
increase of tensile strains in the fibre direction, throughout the ventricle. In addition,
at the end of diastolic filling, a near homogeneous distributions of tensile strains in the
fibre direction is observed, which is consistent with observations made by Kerckhoffs
et al. [17]. Furthermore, at the start of diastolic filling (Fig. 7.30 (a)), the strains in
the fibre direction throughout the ventricle are non zero, illustrating the presence of
residual strains. The residual strains arise as the sarcomere rest length, lR, is made to
vary transmurally, with smaller values at the endocardium than at the epicardium.
During isovolumetric contraction (Figs. 7.30 (b) to (c)), the evolution of strain in
the fibre direction is harder to interpret, due to the additional active stress compo-
nent present in this phase. However, it is clear that the distribution of fibre strains in
the left ventricle are very different at the start and end of isovolumetric contraction. To
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elaborate, at the end of diastolic filling, fibre strains are primarily tensile throughout
the ventricle, whereas at the end of isovolumetric contraction, some compressive fibre
strains are noticed at the epicardium from the mid-section to the apex.
During ejection, it is expected that a more or less homogeneous distribution of the
average fibre strain between the beginning and end of the phase, is observed (refer to
Sec. 4.3). In our model, during ejection (Figs. 7.30 (c) to (d)), it is clear that the
distribution of fibre strains throughout the ventricle, are similar at end-isovolumetric
contraction and end-ejection. Consequently, in this phase, it appears that the constants
p1, p2 and p3, do in-fact yield a more or less homogeneous distribution of the average
fibre strain between the beginning and end of ejection throughout the ventricle.
During isovolumetric relaxation (Figs. 7.30 (d) to (f)), the active tension in the ventricle
is decreasing, causing the ventricle to relax and untwist. Thus, at the end of isovolumet-
ric relaxation, the state of fibre strain in the left ventricle is almost identical to that at
the beginning of diastolic filling, which is expected since a closed-loop pressure-volume
curve has been achieved.
7.3.4.8 Left Ventricle Fibre Stresses
Figs. 7.31 (a), (b), (c), (d), (e), and (f) illustrate the stress in the fibre direction
throughout the left ventricle, at the various time points in the cardiac cycle, namely,
start-diastolic filling, end-diastolic filling, end-isovolumetric contraction, end-ejection,
mid-isovolumetric relaxation and end-isovolumetric relaxation respectively.
Firstly, at the start of diastolic filling (Fig. 7.31 (a)), the fibre stresses throughout
the left ventricle are zero, which is due to the absence of residual stresses. Furthermore,
during diastolic filling (Figs. 7.31 (a) to (b)), the governing mode of deformation is
outward cavity expansion. Hence, the associated stretching of muscle fibres contributes
to an almost homogeneous state of tensile fibre stress throughout the ventricle, which
very gradually increases from start to end-diastolic filling.
During the phases of isovolumetric contraction, relaxation and ejection, the develop-
ment of fibre stress is a highly complex phenomenon, that is dependant on many aspects
including torsion of the ventricle, fibre strain, active tension and passive stresses, along
with many other contributors. In addition, it appears that many authors in the litera-
ture have conflicting opinions about why the left ventricle behaves the way it does, in
terms of fibre stresses. Consequently, in this section, the author chooses to simply note




Figure 7.31: Stress in the fibre direction throughout the left ventricle, at representa-
tive time points in the cardiac cycle.
a few key aspects with regard to fibre stresses.
Over the coarse of the cardiac cycle, the left ventricle exhibits peak tensile fibre stresses
at the epicardium, at the end of isovolumetric contraction. Furthermore, in the model
study by Niederer and Smith [27], the left ventricle pressure was assumed to be un-
physiologically constant, yielding a flat pressure-volume curve during this phase. The
result of this assumption, was that high compressive fibre stresses were observed at the
endocardium surface during ejection, due to the active stress in the ventricle. However,
in our model, it appears that the coupling of the Windkessel model to the mechanics of
the left ventricle during ejection, has the effect of increasing systolic-ejection pressures,
which in turn reduces the compression on the endocardium surface, which would be
much higher due to active tension forces, if the pressure were assumed constant [27].
Finally, at the end of the cardiac cycle, i.e., end-isovolumetric relaxation, the left ventri-
cle has returned, almost completely, to the stress-free state at the beginning of diastolic





The conclusions section of this thesis will be split into two sections. Firstly, conclusions
are made with respect to the inverse modelling applications presented in the results
section. Next, conclusions are made with regards to the mechanical modelling of the left
ventricular cardiac function.
8.1.1 Inverse Modelling
In this work, the projected Levenberg-Marquardt algorithm, was implemented success-
fully by the author, in the in-house modelling software SESKA. The algorithm was
utilized to successfully calibrate active tension and passive material parameters for the
myocardium of the left ventricle, as well as systemic parameters pertaining to the three
element Windkessel model. The achieved set of parameters, produced a closed loop
pressure-volume curve, which was consistent with the reference data adapted from Ker-
ckhoffs et al. [17].
However, it was found that pressure-volume data during diastolic filling, did not truly
capture the orthotropic behaviour of the myocardium of the left ventricle, in the fibre,
sheet and sheet-normal directions. Consequently, the passive parameters in the consti-
tutive model of Usyk et al. [28], a1 to a6, which govern the anisotropic behaviour of the
myocardium, were neglected from parameter identification. Despite the exclusion of the
parameters, a1 to a6, during diastolic filling, the algorithm was able to successfully fit
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the pressure-volume curve of the reference data, and converged to a consistent parameter
solution, based on four different initial parameter guesses. The latter point, illustrates
that if the reference data utilized for calibration is appropriate to the parameters being
identified, then, the algorithm is robust at obtaining a parameter solution, which pro-
duces a local minima in the cost function. Furthermore, it was illustrated that if the
reference data is appropriate for the parameters that need to be identified, the damping
term in the projected Levenberg-Marquardt algorithm, allows it to converge to a local
minima regardless of whether the initial parameter guess is close too or far from the
desired solution that minimizes the cost function.
Numerical issues associated with rounding errors in the computation of the Jacobian
matrices via the finite difference scheme, prevented the author from using reference
pressure-time and volume-time data to calibrate active tension and Windkessel param-
eters, during the phases of the cardiac cycle consisting of isovolumetric contraction,
ejection and isovolumetric relaxation. However, it was illustrated that this problem can
be overcome by calibrating these parameters using three specific points over the car-
diac cycle, at which reference and experimental data are compared. These three points
corresponded to the pressure-volume relations for simulated and reference data at end-
isovolumetric contraction, peak-systolic pressure and end-ejection. The active tension
and Windkessel parameters obtained using this method, produced a good fit of the
systolic pressure-volume curve found in the reference data. In addition, the simulated
durations of isovolumetric contraction and ejection, were close to those found in the
reference data. However, due to the high degree of non-linearity in the ejection curve,
it was observed that the projected Levenberg-Marquardt algorithm displayed a lack of
robustness in calibrating active tension and Windkessel parameters, based on only three
data points. For the algorithm to converge to a local minima, the initial parameter guess
had to be very close to the optimal solution. In addition, at the obtained set of active
tension, Windkessel and passive parameters, the simulated time duration of isovolumet-
ric relaxation was greater than that reported in the reference data. The reason for this
observation, was attributed to the fact that the active tension parameter, m, cannot
be calibrated accurately without pressure-volume data pertaining to the isovolumetric
relaxation phase.
The requirement of the Jacobian matrix computation at each major iteration of the
projected Levenberg-Marquardt algorithm, resulted in calibration attempts on refined
left ventricle models involving unacceptable computational times. Based on this reason,
the calibration of passive, active tension and Windkessel parameters, was conducted on
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a model with a relatively coarse particle distribution, which enabled more realistic cali-
bration times, especially for the identification of active tension and Windkessel param-
eters, during systole. Despite the fact that cardiac output, in terms of pressure-volume
relations over the cardiac cycle, changed significantly from the coarse to the refined
model, a closed loop pressure-volume curve was achieved in both instances. Since, the
achievement of this closed loop cardiac cycle is the objective of this work, the obtained
parameter set was accepted.
8.1.2 Mechanical Modelling
Firstly, the three element Windkessel model was successfully coupled the left ventricle
model, in order to describe the load faced by the latter, during ejection in pumping
blood through the systemic arterial tree.
In order to conduct a mechanical analysis of the left ventricle behaviour, a refined
particle distribution was required for the ellipsoid model, such that convergence of the
EFGM method would be achieved. Via a convergence analysis, a refined 2884 particle
model was found to be sufficient, to ensure convergence of the EFGM method. Using
this refined model, and the material parameters obtained from the inverse modelling
problem, a closed loop pressure-volume curve was still achieved for a single beat of a
cardiac cycle. However, for this refined model, it was found that the stroke volume
and peak-systolic pressures differed from those in the reference data used for calibration
purposes [17].
The twist behaviour illustrated by the refined ellipsoid model, was similar to other
ellipsoid model studies [17, 27]. However, this behaviour was found to be different to
what is observed physiologically. In the physiological case [16], during isovolumetric
contraction the left ventricle is observed to twist in a global counter-clockwise manner
at all points in the body, which was observed by our left ventricle model. However, dur-
ing ejection, clockwise twisting is observed near the base and counter-clockwise twisting
is observed near the apex. This latter observation differs from what is observed in our
model, where the twist was globally counter-clockwise throughout the ventricle, in ejec-
tion. The difference between our model and the observed physiological behaviour can be
explained three-fold. Firstly, in the physiological case, the active contraction in the ven-
tricle occurs asynchronously, which is an aspect that is not accounted for in our model.
Secondly, the mechanics of the left ventricle are implicitly affected by that of the right
ventricle, the latter providing increased restraint to the deformation and twist of the
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former. However, in our model, the mechanics of the right ventricle have not been cou-
pled to that of the left ventricle. Thirdly, the base is not fixed at the endocardium but
only partly, i.e. elastically restrained by the major blood vessel connected to it. Next,
in the physiological case, in the rapid and slow filling phases of diastolic filling, the left
ventricle is reported to untwist. However, in our model, the ventricle does not untwist
and instead the governing mode of deformation is outward cavity expansion, with small
and almost negligible amounts of global clockwise twisting. The reason for the absence
of untwisting in diastolic filling for our model, occurs as the simulation begins from the
reference configuration of the left ventricle, which is in an undeformed and twist-free
state.
In our left ventricle model, it was observed that the distribution of the average fibre
strain between start and end-ejection throughout the ventricle, was more or less physi-
ologically homogeneous. This observation is expected since the constants p1 , p2 and p3,
which are present in the computation of the helix and transverse fibre angles, have been
calibrated by Rijcken et al. [13] in order to yield a near homogeneous distribution of the
average fibre strain, between start and end-ejection.
8.2 Recommendations
Like the conclusions section, the recommendations made in this thesis will be split into
two sections. Firstly, recommendations are made with respect to the inverse modelling
applications presented in the results section. Next, recommendations will be made with
regards to the mechanical modelling of the left ventricular cardiac function.
8.2.1 Inverse Modelling
Firstly, in order to calibrate the full set of parameters, given in the passive constitutive
model of Usyk et al. [28], it is recommended that appropriate experimental data be
utilized, that captures the anisotropic behaviour of myocardium in the fibre, sheet and
sheet-normal directions. One option is to utilize displacement or strain data, based on
shear testing of myocardial tissue. However, a more powerful method, that would implic-
itly account for cardiac output in terms of pressure-volume data, would be to calibrate
passive parameters to displacement or strain data, taken from MRI images at various
cross sections of the left ventricle, at representative time points during diastolic fill-
ing. Similar data, at representative time points over the remainder of the cardiac cycle,
could also be utilized to calibrate for active tension and Windkessel parameters. Using
this method, once passive, active tension and Windkessel parameters are identified, the
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pressure-volume curves of the simulated and experimental data, should naturally coin-
cide.
If it is chosen to calibrate the active tension and Windkessel parameters to pressure-time
and volume-time data during systole and isovolumetric relaxation, it is recommended
that alternate methods of computing the Jacobian matrices are considered. Such meth-
ods should be less reliant on the size of the parameter perturbations, required to capture
accurate gradients of the simulated fields. Examples of such methods include automatic
differentiation and the complex variable method [60], the latter being slightly more ad-
vanced in terms of numerical implementation, as the simulated fields need to be split
into real and imaginary components. In addition, in order to eliminate the need to com-
pute the Jacobian matrix at each major iteration of the algorithm, a Broyden rank 1
update scheme can be employed [58]. This method is a generalized secant procedure and
requires no significant computational cost to compute and would therefore significantly
reduce computational times associated with calibration [58]. However, the method is
an approximate technique, which means that intermittently the Jacobian matrix will
have to be evaluated using Finite differences or any other alternate procedure consid-
ered. Consequently, care needs to be taken in terms of implementation, as to when the
secant procedure is applicable and when a full computation of the Jacobian matrices are
required.
More heuristic, non-gradient based methods for model calibration could be considered,
that completely bypass the need for accurate gradients of the simulated fields, which are
clearly a drawback for gradient based methods, in terms of accuracy and computational
times. Popular methods, appear to be evolutionary algorithms such as genetic search al-
gorithms. These algorithms, although being associated with slower computational times,
have the advantage of being less reliant on the starting parameter guess and are thus
better means of global optimization. In addition, very noisy experimental data can have
a detrimental effect on the convergence of gradient based algorithms. However, evolu-
tionary algorithms, such as genetic search algorithms, are much more adept at handling
noisy data, without significant loss of convergence.
8.2.2 Mechanical Modelling
Firstly, it is recommended that the asynchronous timing of active contraction is taken
into account, either by using a bi-domain model [27] or the Eikonal diffusion equation
[17]. In addition, the mechanics of the left and right ventricles should be coupled,
especially since the latter provides restraint to deformation and twist of the former. In
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this regard, MRI images can be used to obtain a realistic geometry of the left and right
ventricles. Furthermore, for these realistic geometries, the fibre field, representing the
fibre directions at all points in the body, needs to be obtained and implemented in the
model [26]. Thirdly, the base at the endocardium may be modelled as being elastically
restrained by the major blood vessel connected to it, rather than fixed. Consequently,
taking the above considerations into account, the physiological behaviour of the left
ventricle, in terms of deformation and twist maybe reproduced, especially during the
systolic phase. Furthermore, in order for the model to display untwisting in diastolic
filling, the following recommendations are made [27]; initially, the diastolic filling phase
can be run upto a required final end-diastolic pressure. Hence, systole can be simulated,
starting from the deformed geometry and pressure at the end of diastolic filling. In this
case, the isovolumetric relaxation phase can be simulated and subsequently terminated
at an experimentally observed final pressure, in which case it should be observed that
the model is not completely untwisted. Then, diastolic filling can be repeated from
the pressure and deformed configuration at end-isovolumetric relaxation, upto the same
required final end-diastolic pressure. In this scenario, it should be observed that the
model untwists during diastolic filling as the ventricle fills with blood. The remaining
phases of the cardiac cycle can then be subsequently simulated and calibrated to achieve
a closed-loop pressure-volume curve.
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