Abstract-Classification and searching time series in the multidimensional space is a big challenge. There has been much research work on this field for many years. TAX (Textual ApproXimation) is a method for searching time series data such as stock or electrocardiogram data. The main idea behind TAX is extract a set of temporal-terms from time series data to approximate using document retrieval methods. The main problem of applying TAX to multidimensional data, such as moving object trajectory data is that how we extract temporal-terms from multidimensional data. In this paper, we propose a novel method to obtain temporal-terms by decomposing original multidimensional data into smaller segmentations, deploying a clustering method to group those segmentations into groups, and assigning a temporal-term for each group. Our research focuses on two-dimensional moving object, representing trajectories and on classification of a large set of the moving object trajectories. The experimental results confirm that our proposed method is effective in multi-multidimensional data classification.
I. INTRODUCTION
Recently, the analysis and research on moving objects have becoming one of the most important technologies to be used in various applications and fields such as GIS, navigation systems and location based information systems. Trajectory mining technologies lead to various types of applications. For instance a commercial system in sport can track balls, players and referees in real time [1] , and can analyze them to find better game strategies and to predict a future moving trajectory.
In this paper, we propose a moving object trajectory classification method which employs the idea from TAX [2] .The main idea of our method is that given a set of trajectories, each trajectory is transformed into a sequence of temporal terms and the transformed trajectories are clustered using the temporal term sequence for trajectory classification. We first segment each trajectories into many sub-trajectories. Using a clustering method, we are able to automatically classify those sub-trajectories into groups, which each group represents similar moving pattern. We call those groups T-Terms. Using T-Term, each trajectory is constructed into a sequence of T-Terms, call T-doc. As T-doc has a document-like structure, we are able to classify T-docs data using one of the traditional document classification methods. approximation technique works with trajectory data. Fig. 1 shows two trajectories which are represented as red curves: Tr1 and Tr2, each of which has its own moving pattern. Using our method, we are able to symbolize Tr1 as:
representing a local moving pattern. For example,  A 1 representing a pattern which can be explained like: moving in the NE direction first, then rotating clockwise a bit. As indicating as this example, using T-Term, we are able to represent the original set of trajectories into a set of T-Term sequences, call T-doc
Clustering T-docs data set is much easier than clustering trajectories data, because we just need to cluster 1-dimension data, and a similarity between T-docs is much simple to calculate.
In this paper, we propose a method of classification of moving object trajectories based on textual approximation. Examples of moving object trajectories include car movements on roads, movements of balls and players in sports, and tracks of typhoons or hurricanes. 
II. RELATED WORK
There are many studies focus on trajectory pattern mining. Yi et al. use the traditional technique called DTW (Dynamic Time Warping) which was originally used in speech recognition, to provide robust and generic method to query similar trajectories [3] . DTW is easy to implement and compute. Another research in using DTW to create envelope queries to index trajectory was carried by Let et al. [4] . Agrawal et al. use Discrete Fourier Transform (DFT) to transform trajectories to multi-dimensional points, then using Euclidean distance to calculate similarity between points to find similar trajectories [5] .
Another approach is to find patterns in trajectories, by analysing spatial constraints of the object's lifeline in [8] . A motif like "first move straight then start a long curve to the right" is described. Buchin et al. proposed an algorithms for computing the most similar sub-trajectories under the measure of their average distance at corresponding time, assuming the two trajectories are given as two polygonal, possibly self-intersecting lines [9] . This approach was explored further by Buchin et al. [10] , provide linear-time algorithm with better performance. Some researchers focus on searching/querying trajectories. Chen et al. proposed an algorithm to find the k Best Connected Trajectories (k-BCT), query for searching trajectories by multiple geographical locations [11] . Generally, the k-BCT query is a set of locations indicated by coordinates like {latitude, longitude}, with those type of queries, a nameless beach or any arbitrary place approximated by the centre location.
As we see in the existing approaching, they focus on querying trajectory, or cluster segments of trajectories data in a small preriod of time, to find region of interest. However, a generic method to cluster trajectories which have common patterns of moving object trajectories is still lacking.
III. A METHOD OF TRAJECTORY CLASSIFICATION BASED ON TEXTUAL APPROXIMATION

A. Motivation and Approach
To highlight the main idea of our method, Fig. 2 shows four sample trajectories TR1, TR2, TR3, TR4. It can be easily seen that TR1 and TR2 have very similar patterns of moving, as well as TR3 and TR4. So our expect result after implement our method to classify those trajectories, is that we will have 2 groups: Group1 and Group2. Group1 includes {TR1, TR2}, and Group 2 includes {TR3, TR4}. Specifically stating, a new trajectory can be classified in one of the two groups after they are constructed to be clustered. To realize this problem, our method first extracts local features of each trajectory and represents similar features as the same word called T-Term. For example, the pattern "move down 45 degree then move up 45 degree" is represented as T-Term A1 as shown in Fig. 2 . Consequenty, these four sample trajectories are represented as a document-like structure called T-Doc as follow:
To compare similarity between T-doc data, we use Longest Common Subsequence distance (the LCS distance). Using this LCS distance, it's easy to see that in above example, TR1 and TR2 belong to the same cluster, as well as TR3 and TR4 belong to the same cluster. To implement our method, we need to realize the following functions: 1) How to extract and symbolize feature points 2) How to construct and cluster T-docs data
To realize these functions, we divide our proposed method into the following phases as shown in Fig. 3 :
Phase 1: T-Terms collection phase: To extract feature points and find similar features, we first use an algorithm used in polygonal curves approximation technique to remove unnecessary points (trajectory simplification). Trajectory simplification step is needed because the original data normally contains many noises, which make it very difficult to find global feature points. After simplification process, we consider the remaining points as "feature points". To represent those points, a feature point representation data is constructed from three contiguous points around the feature point called sub-trajectory. We then collect all sub-trajectories and use a clustering technique to cluster those sub-trajectories data set into groups which sub-trajectories in the same group have a similar moving pattern. Each group is considered as a T-Term. We store those T-Terms into the database to use in the next phase.
Phase 2: T-Docs classification phase: After collecting T-Terms, we then build T-Docs by approximating the original trajectory data by using T-Term database. After approximating original trajectories into T-Docs, we classify those T-Docs using a DBScan [12] like algorithm which uses LCS as a distance function 
B. T-Terms Collection Phase 1) Trajectory simplification
Raw trajectory data normally contains a lot of noises, which leads to some unexpected result when we attempt to
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data based on traditional techniques to approximate polygonal curves with minimum number of line segments or minimum error such as (min-# algorithm) [13] , or Douglas-Peucker algorithm (DP) [14] .
The min-# algorithm can produce a good result and also can simplify curves without loss too much data. However its computation cost is up to Fig. 4 . From this figure, it is easily seen that Douglas-Peucker algorithm is very effective in reducing noise. Douglas-Peucker is able to reduce up to over 70% points which are considered as noises. 
2) Feature point representation
After pre-processing trajectory data with Douglas-Peucker algorithm, the remaining points are considered as "feature points". For each point, a sub-trajectory of three contiguous points around itself is obtained, as shown in Fig. 5 . We want each features not to depend on spatial position, so that we normalize this trajectory to its root which means that we ignore time information from the original data. Therefore, given a feature point
i , y i , we will get the feature matrix of this point as below
The above matrix is hard to collect and do clustering to segment, so we transform this matrix into a vector form
Our research focuses on clustering trajectory by its spatial characteristic. Ignoring time t parameter does not affect clustering result. The original trajectory data is represented as 6*n matrix as below (n is number of feature points) 
3) Trajectory clustering
There are many existing clustering methods, among which, the most famous one is K-means. The K-means algorithm purpose is to minimize a criterion of the form . K-means algorithm gives you a result where sub-trajectories similar in distance, are grouped into the same cluster. As this is not expected, we construct each group to contain sub-trajectories which have similar pattern of moving.One of famous extension of K-means algorithm is SKmeans algorithm (Spherical K-means) [15] . SKmeans algorithm uses cosine similarity. Using cosine similarity means that we are able to cluster sub-trajectories which have similar shape. Therefore, the proposed method employed SKmeans as sub-trajectories clustering algorithm.
The standard SKmeans problem is to minimize
Given N rows matrix trajectory, and K fixed number of centroids, the SKmeans algorithm is described in Algorithm 1. We set the stopping criteria as no more cluster assignments change. To fix number K of cluster, we focus on the variation of a sub-trajectory. Each of feature vector constructed from 2 vectors connect 3 contiguous points. Induce new partitioning
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11. end
C. T-Docs Classification Phase
Using T-Terms, we are able to construct each original trajectory data into a sequence of T-term
To classify T-Docs data, we carried out an DBScan type clustering algorithm with LCS (Longest common subsequence) as distance function. We need to redefine original "Reachable" definition as in Definition 1.
We proposed an algorithm which employ original idea from DB-Scan algorithm. Our proposed algorithm main idea is that, given a T-Doc as a seed, we then find all around T-Docs which are reachable from the seed, then assign those T-Docs to the cluster which is initialized by the seed. The algorithm is highlighted at Algorithm 2.
IV. EVALUATION
We conducted some experiments to evaluate our method with an artificial trajectory test data set. We used WACOM BAMBOO Pen Those three patterns with both right hand and left hand. Then, the test dataset are composed of 60 trajectories. Fig.6 shows some examples of our test data set. We applied our proposed method to classify this set of trajectories into groups that represent different patterns of trajectories. Fig. 8, Fig. 9 and Fig. 10 shows three examples of obtained clusters. The red bold line curve shows representative of three clusters each of which corresponds to one T-term. Although there were some minor noises but it can be clearly seen that each T-Term represents a similar pattern of sub-trajectories. Using T-Term databases, we can build a T-Doc from original trajectories. For example, a wave pattern input data shown in Fig. 6(b) as shown in Fig. 7 . We carried out an classification algorithm with Algorithm 2 and obtained the result of 7 clusters. Two clusters represent the triangle pattern, two clusters represent the rectangle pattern, and three clusters represent the wave pattern. A T-Doc can be correctly clustered as far as it is similar to one of these three patterns by our method. To evaluate, we calculate the average precision as bellow: total_set is the number of total data set. The result is accurate with overall 84% precision. We intend to do more detailed evaluation, by comparing our method with other existing methods.
V. CONCLUSION
In this paper, we propose a new generic textual approximation method for moving object trajectories. Our method is accurate from our preliminary experiment. Remaining issues include: (1) application development based on our method to show its effectiveness in real-life data comparing with existing methods and (2) derivation of some constraints in it.
