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We have developed a general statistical procedure for analysis of 2D and 3D finite patterns, which
is applied to the data from recently released Gaia-ESA catalogue DR2. The 2D analysis clearly
confirms our former results on the presence of binaries in the older DR1 catalogue. Our main
objective is the statistical 3D analysis of DR2. For this, it is essential that the DR2 catalogue
includes parallaxes and data on the proper motion. The analysis proves a high rate of binaries in
the region under study and allows us to estimate a high limit of their separation: ∆max ≈ 0.1pc.
Finally and most importantly, we had shown that combined analysis of the separations with proper
motion of the pairs of sources provides a clear picture of binaries with two components of the motion:
parallel and orbital. The analysis allowed us to estimate the average orbital period and mass of the
binary star system in a chosen statistical ensemble.
1. INTRODUCTION
In this paper we analyze the recent data from the new catalogue DR2 [4] obtained by the Gaia-ESA mission. If
compared with the previous DR1 catalogue [2, 3], the DR2 contains the cleaner data complemented with parallaxes
and data on the 2D proper motion. Parallaxes allow us to determine the distance of the stars, so we can substantially
enlarge our former DR1 analysis [6] and work with the 3D patterns of moving stars. In the present study, we will
focus on statistical analysis of binaries.
The methods of 2D analysis have been described in detail in the previous paper. In Sec.2 we shortly explain their
essence and perform generalization for the 3D case. For 2D analysis in Sec.3 we take the same region in DR2 catalogue
as we used in the DR1, so we can compare results from both corresponding data sets.
Principal results are obtained from the 3D analysis of a sample of DR2 data and are presented in Sec.4. This part
deals with two issues: the analysis of 3D separations and the analysis of proper motion of pairs of sources. The
combination of both insights provides essential information about the statistical set of binaries.
The brief summary of the paper is presented in Sec.5. The appendix is devoted to the derivation of some relations
important for our statistical approach. The most important are distributions of separations of random sources
uniformly distributed inside circles or spheres of unit diameter. Significant role of these functions for our approach is
explained in Sec.2.
2. METHODS
We deal with the methods of analysis applied in the previous paper [6], which was devoted to the analysis of DR1
data set. So, we analyze set of events - 2D patterns of the sources inside circles of the radius ρ covering the chosen
region of the sky, as sketched in Fig.1 (left).
The first method is based on the Fourier analysis of 2D events, where have we introduced characteristic functions
Θn(M) depending on the event multiplicity M . These functions are generated by a set of events and measure statistical
deviations from uniform distribution of stars (Θn(M) = 1), for instance a tendency to clustering (Θn(M) > 1) or anti-
clustering (0 < Θn(M) < 1).
With the use of second, complementary method we analyze distributions of distances of sources inside the 2D
events. We shall use either absolute distances
xij = |xi − xj | , yij = |yi − yj | , dij =
√
x2ij + y
2
ij , (1)
or the scaled ones
xˆij =
xij
2ρ
, yˆij =
yij
2ρ
, dˆij =
dij
2ρ
, (2)
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2FIG. 1: Grids of 2D (left) and 3D (right) events with uniform distributions of the stars.
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FIG. 2: MC distributions of distances of uniformly generated stars (points). The red curves represent the functions (3) and
(4). The Monte-Carlo statistics corresponds to 5× 105 events of multiplicity M = 5.
where xi, yi are coordinates of a star in the event reference frame defined by the centre of event circle, ρ is its radius.
Suitable unit of the parameters xi, yi, ρ will be for our purpose 1
′′. Distribution of scaled distances generated by
Monte-Carlo (MC) for uniform distribution of stars in the sky is shown in Fig.2. The exact shape of normalized MC
distributions reads
P (ξˆ) =
16ξˆ
pi
(
arccos ξˆ − ξˆ
√
1− ξˆ2
)
; ξˆ = dˆij , (3)
P (ξˆ) =
64ξˆ
3pi2
((
1 + ξˆ2
)
EllipticE
(
1− 1
ξˆ2
)
− 2EllipticK
(
1− 1
ξˆ2
))
; ξˆ = xˆij , yˆij , (4)
where the functions EllipticK (EllipticE) are complete elliptic integrals of the first (second) kind. The proof is given
in Appendix A. These distributions do not depend on the event multiplicity and radius, this is an advantage of the
scaled distances. Obviously, we have always 0 < ξˆ < 1. These exact functions replace their approximations resulting
from MC calculation applied in the previous paper.
Since the DR2 catalogue involves also data on parallaxes, we can create and analyze the 3D events - patterns of
the sources of multiplicity M inside the spheres of radius ρ covering chosen region of the galactic space, as indicated
in Fig.1 (right). Local coordinates in 2D events were defined in [6], Sec.2.1. For 3D events this definition is modified,
instead of {xi, yi} in eq.(4) we define local coordinates {Xi, Yi, Zi} as
Xi = Ni.kl, Yi = Ni.kb, Zi = Ni.kr; (5)
Ni = niLi − n0L0, |Ni| ≤ ρ, Li[pc] = 1000
pi[mas]
, (6)
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FIG. 3: MC distributions of distances between uniformly generated stars (points) in 3D. The red curves represent functions
(10) - (12). The Monte-Carlo statistics is represented by 5× 105 events of multiplicity M = 5.
where p is parallax, Li is corresponding distance of the star, L0 is the distance of the centre of the event sphere, ρ is
its radius. As before, the unit vectors ni represent the star angular position. In this way, the coordinates {Xi, Yi, Zi}
represent the position expressed in the local orthonormal basis {kl,kb,kr} defined by the centre of the event sphere.
Similarly, as in the 2D case, we shall work with absolute distances
Xij = |Xi −Xj | , Yij = |Yi − Yj | , Zij = |Zi − Zj | , (7)
Dij =
√
X2ij + Y
2
ij + Z
2
ij , ∆ij =
√
X2ij + Y
2
ij , (8)
and/or with scaled ones
Xˆij =
Xij
2ρ
, Yˆij =
Yij
2ρ
, Zˆij =
Zij
2ρ
, Dˆij =
Dij
2ρ
, ∆ˆij =
∆ij
2ρ
. (9)
Suitable unit of the parameters Xi, Yi, Zi, ρ is for our purpose 1pc. Distribution of scaled distances generated by MC
from the uniform distribution of stars in 3D region of sky is shown in Fig.3. Exact shapes of these normalized MC
distributions read
P (ξˆ) = 12ξˆ2(2− 3ξˆ + ξˆ3); ξˆ = Dˆij , (10)
P (ξˆ) =
9
2
ξˆ
√1− ξˆ2(2 + ξˆ2) + ξˆ2(4− ξˆ2) ln ξˆ
1 +
√
1− ξˆ2
 ; ξˆ = ∆ˆij , (11)
P (ξˆ) =
12
5
(1− ξˆ)3(1 + 3ξˆ + ξˆ2); ξˆ = Xˆij , Yˆij , Zˆij , (12)
as proved in Appendix A. Shapes of these distributions similarly to (3), (4) do not depend on event multiplicity and
radius. The analysis with the help of functions Θn(M) could be in 3D case done separately in the plains XY, Y Z and
ZX. However, such analysis is not the aim of the present paper.
In Sec.3 using the DR2 data set we obtain the characteristic functions Θn(M), afterwards we check distributions
(3) and (4). The distributions (10)−(12) will be used for the data analysis in Sec.4.1. All these distributions are of
key importance for the analysis of real data. They represent the templates, which can reveal a violation of uniformity
in the star distributions. Binary (and multiple) star systems can be an example of such a violation. In general, the
scale of expected structure violating uniformity should be less than the event radius ρ.
3. ANALYSIS OF 2D PATTERNS
Here we present the results obtained from regions of DR2 catalogue marked in Fig.4. The corresponding events
are created with the same angular radius as in [6], which allows us to easily compare results from the DR1 and DR2
catalogues. First, we checked the events covering the regions N&S. Their non-uniformity defined by the characteristic
functions Θn(M) is demonstrated in Fig.5. The clear result Θn(M) > 1 indicates the presence of clustering. Cor-
responding distributions of angular distances are shown in Fig.6 together with curves (3), (4). These results can be
compared with those in figures 7 (lower panels), 10 and 11 in [6]. We observe:
i) The peaks at small angular distances in the DR2 corresponding to binaries are clearer, more pronounced than
in the DR1 catalogue. Panels e,k in Fig.6 demonstrate the double stars separated by dij . 0.5′′ are absent because
such close pairs are not resolved in the DR2 data set as reported in [1]. In both catalogues, we observe an excess of
42D region: l × b ρ[deg] 〈L〉 [pc] 〈M〉 Ne
N&S 〈−180, 180〉 × 〈±60,±80〉 0.02 1290 3.21 2055674
C 〈140, 180〉 × 〈−10, 10〉 0.005 1912 2.75 3588183
FIG. 4: Analyzed regions in the DR2 catalogue, where ρ is the angular radius of the events, 〈L〉 , 〈M〉 are average distance and
event multiplicity, Ne is the total number of events. Only sources in distance 1-5000pc are taken into account. The analysis is
done only for events 2 ≤M ≤ 15.
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FIG. 5: Characteristic functions Θn(M), n = 1, 2, 3 for events in the area N&S without any cut on magnitudes. The green line
is a linear fit of data taken in Θ2 panel.
binaries in the region N&S for dˆij . 0.06 or equivalently for dij . 8.6′′. For greater separations inside the event, we
observe perfectly uniform distributions of stars. Note the data and curves are equally normalized for 0 < ξˆ < 1. That
is why the strong peak in panels g,h,i is balanced by a small reduction of distribution beyond the peak. Brighter
stars (G ≤ 15, panels g,h,i,j,k,l) show evidently stronger peaks than sample without any cut on magnitude (panels
a,b,c,d,e,f ). A similar tendency was observed already in the catalogue DR1.
ii) More pronounced presence of binaries is demonstrated also in Fig.5. The slopes of lines in DR2 are greater than
in DR1 - clustering is more obvious.
In Fig.7 we have shown some results obtained in a more populated region C. Also here we can observe a clear peak
at small angular separations of sources of the magnitude G ≤ 15, which proves the presence of binaries. Panel b again
demonstrates the absence of double stars separated by dij
(
dˆij
)
. 0.5′′ (0.007) due to insufficient resolution. Different
scales of dˆij in Figs.6l and 7c are due to different radii ρ of events from N&S and C regions. Denser region C is more
populated by remote stars, which is a reason why the peak of binaries is higher in the sparse region N&S (cf. [1]).
4. BINARIES IN 3D PATTERNS
We present the results obtained from 3D region defined in Tab.I. The parallax and angular components of the star
proper motion are the parameters, which substantially enrich the recent Gaia data. The presented analysis deals with
them. We work with the 3D events containing sources with coordinates defined in (5) and (6).
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FIG. 6: Panels a,b,c,d,e,f: distributions of angular distances in the region N&S for all G. The blue points in the panels a,b and
c represent the data on scaled distances xˆij , yˆij , dˆij and the red curves are functions (3), (4) representing uniform simulation.
The panel f is the ratio of data to simulation from panel c. Panels d and e represent 3D plot of distances xij , yij in different
scales (unit is 1′′). Panels g,h,i,j,k,l: the same for sources G ≤ 15.
4.1. Analysis of 3D pair distances
The summary results of the analysis obtained from all magnitudes G are shown in Fig.11. Distributions of scaled
distances in panels a,b,c,g,h perfectly agree with the uniform distribution of sources with exception of very small
distances ξˆ . 0.025, or equivalently ∆ij . 0.1pc. The apparent excess of very close pairs in planes XY, Y Z,ZX
is seen in panels d,e,f. The peak is most noticeable in plane XY (panel d). Smearing in direction of Z (difference
of radial positions, panels e,f ) is due to lower accuracy in measuring of parallaxes. The errors of local coordinates
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FIG. 7: Panels a,b,c: distributions of angular distances in the region C for sources G ≤ 15. Panels a and b represent 3D
plot of distances xij , yij in different scales (unit is 1
′′). Panel c is the ratio of data distribution P (dˆij) to the function (3), like
panels f,l in previous figure 6.
Region ρ [pc] 〈L〉 [pc] 〈M〉 Ne
cube of edge 400pc 2 176 4.8 509140
TABLE I: Region of 3D analysis is cube centred at the origin of the galactic reference frame. Only sources of positive parallax
are included. ρ is the radius of events, 〈L〉 , 〈M〉 are average distance and event multiplicity, Ne is the total number of events.
The analysis is done only for events 2 ≤M ≤ 15.
depend on the errors of distances and with the use of definitions (5) and (6) are calculated as
δXij =
√(
∂Xij
∂Li
δLi
)2
+
(
∂Xij
∂Lj
δLj
)2
(13)
= δL
√
(nikl)
2
+ (njkl)
2 ≤
√
2ρ
δL
L
and similarly
δYij ≤
√
2ρ
δL
L
, δZij ≤
√
2δL. (14)
Obviously δZij  δXij , δYij since nikr  nikl,nikb. That is why we prefer distributions of ∆ij to Dij for obtaining
precise results. Maximum values of distances X,Y, Z is 4pc, which follows from the event radius ρ =2pc. The excess
of close pairs is obvious also from the distribution of ∆ˆij in panel h. The ratio of the distribution ∆ˆij to the uniform
simulation from panel h is shown in logarithmic scale of ∆ij in panel i. Lower panels j,k represent a magnified version
of panels d,h in the region of peaks. Obviously, the panels i,j,k demonstrate the excess of close pairs most explicitly.
The same distributions but for brighter sources G ≤ 15 are shown in Fig.12. More pronounced peaks for brighter
sources G ≤ 15 are probably due to higher effectivity and precision of registration of close pairs. The excess of close
pairs observed in both figures again indicates presence of binaries. Similarly, as in the 2D case, the peaks are stronger
for brighter sources and distributions beyond the peaks confirm uniformity of the star distribution.
Panels i in Figs.11,12 show equally that separations of binary systems in analyzed region satisfy
∆max ≈ 0.1pc. (15)
The probability of binary star systems is high and further increases for ∆ij . 0.015pc. However, we observe only a tail
of distribution corresponding to most separated binaries, closer pairs are absent due to the limited angular resolution
in DR2 data. We have checked that sampling with events generated by spheres of different radius (ρ = 5pc) does not
change the threshold (15).
For binary star system, Kepler’s law of periods implies
T = 2pi
√
a3
GM
, (16)
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FIG. 8: Panel a: Distribution of the star velocities. Panel b: Correlation of the pair separation with angle of corresponding
velocities.
where a is the semi-major axis, G is gravitational constant and M = M1 +M2 is mass of the star system. For units
T [y] , a [pc] and M [M] the relation is modified as
T = 0.937× 108
√
a3
M
. (17)
For example, if we assume M ≈ 2 and separation ∆max from data (15), then
Tmax ≈ 2× 106years. (18)
Obviously, binary stars with the same separation and total mass < 2M could have an even longer period.
4.2. Proper motion of binaries
The proper motion of the stars in DR2 is defined by two angular velocities
ωRA, ωdec (19)
in directions of the right ascension and declination in the ICRS. The corresponding components of absolute velocity
U are
U = (LωRA, Lωdec), (20)
where L is distance of the star calculated from the parallax (6). For the pair of stars we can define:
cosαij =
Ui ·Uj
UiUj
, Uij = |Ui +Uj | , vij = |Ui −Uj | , (21)
where Uk = |Uk|. Note that the velocities Uj are only projections of the corresponding 3D velocities on the sphere of
radius L. In Fig.8a we show the distribution of velocities U of the stars from the region defined in Tab.I. Next Fig.8b
is 3D plot with correlation of pair separations and angles (cosαij). We observe a very narrow peak in the region
of small ∆ij and αij . (Input data (19) are related to the ICRS and our ∆ij is calculated in the galactic reference
frame. But ∆ij , αij , Uij , vij are invariant under rotation, so ∆ij and αij can be combined). The peak is connected
with binaries as follows. The velocities of two gravitationally coupled stars are
Ui = V + vi; i = 1, 2, (22)
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FIG. 9: Correlation of the pair separation ∆ij with the velocity V of the star system and with the velocity vij of periodic
motion. Unit of velocity is km/s.
where V is velocity of their center of gravity and vi are instantaneous orbital velocities of their periodic motion related
to this center and vi,vj have always opposite direction. Dominance of very small αij means that
vi = |vi|  |V| , (23)
so for binaries in our ∆ window (∆min is given by resolution of two close sources and ∆max by (15)) we have
Uij ≈ 2V, vij = vi + vj . (24)
In Fig.9 we show 3D histograms of the velocities V and vij correlated with ∆ij in the region of small distances, where
the occurrence of binaries is high.
With the use of vij and ∆ij one can estimate the orbital period of the binary star. To simplify the calculation, we
assume the real 3D paths of coupled stars are circular (with respect to center of mass) their separation is a. There
are the extreme cases:
A) M1 ≈M2, then
vi ≈ −vj , vij ≈ vi + vj . (25)
Orbital period is
TA ≈ pia
w
, (26)
where w is the orbital velocity related to the center of mass (a is path diameter).
B) M1 M2, then
v2 ≈ 0, vij ≈ v1, (27)
but the orbital period is different
TB ≈ 2pia
w
, (28)
since the separation a equals to the path radius.
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FIG. 10: Panel a: Real path (K) and its deformed projection on the sky (P). Real path (N) in the plane xy. Panels b,c:
Distributions of random parameters ε1 and ε2.
At the same time the period can be estimated from the gravitational relation (17). If the plane of the path is
perpendicular to direction of observation (path N in Fig.10a), then it is possible to simply substitute vij/2 → w, in
(26), vij → w, in (28) and ∆ij → a in (17), (26), (28), which gives
Tg = 0.937× 108
√
∆3ij
M
, Tv = TA = TB =
2pi∆ij
vij
. (29)
But how to deal with the paths, which are not perpendicular to the direction of observation like the path K in the
same figure? The paths in the figure are defined as follows:
N : x = r cosφ, y = r sinφ, z = 0
K : x = r cosφ cos θ, y = r sinφ, z = r cosφ sin θ
P : x = r cosφ cos θ, y = r sinφ, z = 0
where r = a/2 for the case A, and r = a for B. The path K inclined at an angle θ is observed in the projection P .
Corresponding observed distance between the stars is ∆ij :
a→ ∆ij ,
√
a3 →
√
∆3ij =
√
a3ε1, ε1 =
(
cos2 φ cos2 θ + sin2 φ
)3/4
. (30)
Random angles φ, θ generate distribution of ε1 shown in Fig.10b. The MC distribution demonstrates smearing of
the real distance a due to random φ and lean θ of the path. Similarly, the ratio a/w is distorted as
a
w
→ ∆ij
vij
=
a
w
ε2, ε2 =
√
cos2 φ cos2 θ + sin2 φ√
sin2 φ cos2 θ + cos2 φ
. (31)
Since velocity w is perpendicular to r, there is exchange cos2 φ sin2 φ in denominator. Corresponding distribution
of ε2 is shown in Fig.10c. The mean values are
〈ε1〉 = 0.791, 〈ε2〉 = 1.21
and represent a scale of distortion of real orbital periods, if replaced by relations (29). More accurate estimate of the
periods in some region of ∆ij can be obtained by rescaling of these relations:
〈Tv〉 = 2pi〈ε2〉
〈
∆ij
vij
〉
, 〈Tg〉 = 0.937× 10
8
〈ε1〉
√
M
〈√
∆3ij
〉
. (32)
We have estimated the average periods from the maximum in Fig.9. If we take the sources roughly in the region of
half-width of the maximum,
∆ ≤ 0.015pc, vij ≤ 1.5km/s, (33)
then
〈Tv〉 ≈ 8.0× 104y (34)
and one can check that equality 〈Tv〉 = 〈Tg〉 implies estimation M ≈ 0.8M.
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5. SUMMARY AND CONCLUSION
We have proposed a general statistical method for analysis of finite 2D and 3D patterns. In the present study, the
methods have been applied to the analysis of binary star systems in different regions of the Gaia catalogue DR2.
Results on 2D statistical analysis were compared with our former results obtained from the previous catalogue
DR1. The new results give in the distribution of angular separations a more clear evidence of binaries. Independent
signature follows from the characteristic functions Θn(M), which clearly indicate a tendency to clustering.
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FIG. 11: Distributions of distances (7-9) for all G. The blue points in the panels a,b,c,g and h represent the data on scaled
distances Xˆij , Yˆij , Zˆij , Dˆij , ∆ˆij and the red curves are functions (10-12) representing uniform simulation. Panels (d,e,f) show
2D projections of distances. Panel (h) is the ratio of data to simulation from panel (h). Panels (j,k) are magnified version of
(d,h). Unit of distances Xij , Yij , Zij , Dij ,∆ij is 1pc.
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FIG. 12: The same distributions as in the previous figure, but for bright pairs, G ≤ 15.
However the most important results are obtained from the 3D analysis introduced in the present paper. We have
analyzed about 5× 105 of events inside the cube of edge 400pc centred at the origin of the galactic reference frame.
In distributions of pair distances we observe the sharp peaks at small separations corresponding to binaries, which
are more striking for brighter sources, G ≤ 15. From these distributions one can extract a maximum separation of
binaries ∆max ≈ 0.1pc, valid in the region under study. At the same time in the rest of interval, 〈∆max, 2ρ〉 , we
observe a perfect agreement with uniformity of the star distribution. Finally and most importantly, we had shown
that combined analysis of 3D separations with proper motion of the pairs of sources gives a clear picture of binaries
with two components of the motion: parallel and orbital. The analysis allowed us to estimate the average orbital
period and mass of the binary star system in chosen statistical ensemble.
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FIG. 13: Random segment l (red) on the chord L(y) (green).
Appendix A: Proof of relations (3), (4), (10), (11) and (12)
i) Relation (3)
First we consider two random points on a segment L. The probability that the points are separated by interval l
reads:
p(l) ∼ L− l. (A1)
Further, we suppose a circle of diameter 2R = 1 with a chords L(y) involving random segment l (Fig.13). We have
L(y) = 2
√
(1/2)
2 − y2 =
√
1− (2y)2 . (A2)
The probability of interval l reads
P‖(l) ∼
∫ ymax
0
(L(y)− l) dy ∼
(
arccos l − l
√
1− l2
)
; (A3)
ymax =
1
2
√
1− l2, 0 < l < 1.
This distribution is generated by random pairs on the chords parallel to axis x. For arbitrary random pairs separated
by l inside the circle, we integrate distributions (A3) over all directions in 2D and replace
dl→ d (pil2) ∼ ldl, (A4)
which gives distribution
P‖(l)dl→ P (l)dl ∼ P‖(l)ldl, 0 < l < 1. (A5)
Relation (3) is its normalized form.
ii) Relation (4)
Distribution (A5) can be modified
P (l)dl ∼ P‖(l)ldl ∼ P‖
(√
l2x + l
2
y
)
dlxdly. (A6)
Calculation of integral
P (lx) ∼
∫ lymax
0
P‖
(√
l2x + l
2
y
)
dly, lymax =
√
1− l2x (A7)
with the use of [5] and after replacement lx → ξˆ and normalization gives relation (4).
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iii) Relation (10)
Now instead of circle 2R = 1, we consider the sphere of the same radius. The procedure is a modification of the
case i). Now instead of integral (A3) we get
P‖(l) ∼
∫ ymax
0
y (L(y)− l) dy ∼
(
1
3
− l
2
+
l3
6
)
; (A8)
ymax =
1
2
√
1− l2, 0 < l < 1,
where y means radius of a cylinder of parallel chords. The additional y in the integral means that we integrate chords
on surfaces of cylinders of different radii. Then instead of (A4) we use
dl→ d
(
4
3
pil3
)
∼ l2dl, (A9)
since the integration of chords is over all directions in 3D. Resulting distribution reads
P (l)dl ∼ P‖(l)l2dl ∼ l2
(
1
3
− l
2
+
l3
6
)
, (A10)
which after normalization gives relation (10).
iv) Relation (12)
Probability P (l) of random segments l =
√
l2x + l
2
y + l
2
z inside the sphere can be expressed as
P
(√
l2x + l
2
y + l
2
z
)
dlxdlydlz ∼ P (l) l2dl ∼ P (l)dl, (A11)
which together with (A10) gives
P
(√
l2x + l
2
y + l
2
z
)
= P (l) ∼
(
1
3
− l
2
+
l3
6
)
. (A12)
The probability that segment l has projection lx is given as
P (lx) ∼
∫ lzmax
0
∫ lymax
0
P
(√
l2x + l
2
y + l
2
z
)
dlydlz (A13)
∼
∫ tmax
0
P
(√
l2x + t
2
)
tdt; tmax =
√
1− l2x. (A14)
The last integral (equally for ly, lz) can be after inserting from (A12) easily calculated, and after normalization gives
relation (12).
v) Relation (11)
In a similar way, the probability that segment l has projection ∆ =
√
l2x + l
2
y is given as
P (∆) ∼
∫ lzmax
0
P
(√
∆2 + l2z
)
∆dlz; lzmax =
√
1−∆2, (A15)
which after inserting from (A12) and integration with the use of [5] implies relation (11).
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