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Introduction
This final report summarizes all the research sponsored by the
National Aeronautics and Space Administration under grant NGR-33-006-
020 for the period Sept. 15, 1966 through Sept. 15, 1967. The research
supported by this grant principally encompasses the problem of transmit-
ting and receiving analog and digital signals through noisy media. A
good deal of the study was spent in the analysis of FM signals corrupted by
additive gaussian noise and received through a fading medium. Particular
attention was focused on the problem of threshold extension. Throughout
the study, theory and experiment were worked hand-in-hand. Approximately
equal effort was spent on each.
Part I of this report presents the results of the threshold extension
studies. The maximum likelihood estimation problem, for an analog FM
signal lasting a fixed interval, is solved with the aid of a digital computer.
In the area of sub-optimum receivers, two models characterizing the clicks
are presented in conjunction with an analysis of the PLL. Each model is
used in the calculation of the expected number of clicks for different ist order
PLL's and a comparison to the standard FMD. Studies performed using
Fokker-Planck techniques are also shown. The output clicks of an FM re-
ceiver result in the occurence of the threshold effect. Elimination or reduc-
tion of the effect of these clicks are studied by actual detection and cancel-
lation of these clicks for an analog signal (performed in 1966 for digital sig-
nals), and also by using an FLL, a new parametric type receiver developed at
PIB which inherently reduces the effect of clicks.
In Part II, the development of the PIB water tank channel simulator "is
discussed. The flexibility of this device has been greatly extended to permit
a wider variety of experimental work requiring transmission of signals through
various fading media.
Part III deals with the analysis of PSK digital signals transmitted through
noisy media_ Detection techniques, synchronization and error rates are pre-
sented.
Part IV shows the development of recursive detection, a different formu-
lation of the classical problem of detecting signals in noise. The advantages of
this method appear immediately to lie mostly in the area of digital signals.
The characteristics of the transmission media permit calculation of the
2likelihood function in terms of the most recent samples. This formulation
also permits a direct determination of the performance of the optimum
receiver under a broad class of noise conditions and is valuable in applica-
tions such as signal design and the study of the effect of the variation of system
paramete r s.
Part V shows the development of a wideband FM generator, the analysis
of limiters for FM signals in SNR and a statistical approach to multipath°
The results of the studies yield a good appraisal of the operation of the
techniques and devices mentioned. New approaches to the various problems
were suggested by many of the investigations and some of these have already
been analyzed in this report. Others had to be left for continued and ne_ r_.-
search and are enumerated in Section VI.
This grant has also served to support the publication of a large number
of papersp and Masters and Ph. Do theses listed in Sections VII and VIII.
The participants in this program were:
Professors Ro Boor styn
K. Clarke
P. Crepeau
D. Hess
R. Pickholtz
H. Schachter
D. Schilling
H, Taub
Me s sr s. A, Guida
E, Hoffman
E, Nelson
J, Oberst
P. Osborne
No Tepedelenlioglu
M. Unkauf
The final report was prepared by:
Professors K.ICo Clarke (Io Bib, I°D, II, V.A°}
R.L. Pickholtz (I.B.2, IV, VoC}
DoL. Schilling (I°A, I. Bla, IoC, III, V.B}
4Threshold Extension
Maximum Likelihood Estimation
Introduction
The problem of desigining optimum receivers for demodulating analog
signals subject to additive gaussian noise has been handled satisfactorily in
the case of linear modulation {AM), but the cases of nonlinear modulation
(FM, PM) are still, for the most part, unsolved. Numerous articles have
been written on the PLL and FMFB but none of the designs lead to devices
which are optimum in some commonly accepted sense (least mean square
error or minimum variance (MV), maximum likelihood (ML), etc. ). Some
may, in actuality, be very close to optimum devices, but this fact has not
yet been demonstrated.
The ML estimator for an analog FM signal has been investigated, in
order to extend the present knowledge of optimum FM reception (1_ The pri-
mary objective is the solution of the ML equation to determine the FM thres-
hold. In addition, the output signal-to-noise power ratio obtainable with the
ML estimator at high input carrier-to-noise power ratios will be examined.
The first step toward solving the problem of designing an optimum
PM receiver was made by Lehan and Parks {2) in 1953, when they considered
the problem from the point of view of statistical estimation theory. Unfor-
tunately, the mathematics presented in their paper is not clear enough for
a complete understanding of their work, although the equations they derive
appear to be correct. In 1954 Youla (3) placed their work on a firm mathe-
matical basis. He derived a pair of nonlinear integral equations whose solu-
tion is the ML estimate of the modulation in the PM case. Subsequently
This report summarizes part of Technical Report T-3, '_)ptimal FM
Demodulation" by Guida and Schilling. This work was sponsored by
NASA-ERC under grant NGR -ee-006-020.
in 1964, Becker and Lawton (4) extended the results to the FM case,
again reducing the problem to one of solving a pair of nonlinear equations
In i964, _cnw_r_Jjt=_ ,.,_,_,.,.._._.._'_..... . -o_ ÷_-.............th_ Vn,_la equations, could be derived
using vector space concepts, which simplified the derivation considerably.
However, in none of these studies did the authors show how to solge
the integral equations, other than to state that the equations closely resem-
bled the phase-locked loop. In 1963, Van Trees (6) suggested an iterative
technique for solving the equations in the white noise case where the two
equations can be reduced to a single equation. However, this technique
was found to perform successfully only far below threshold.
Van Trees' (6) simple iteration procedure for solving the ML equation
was improved upon by employing an additional function called the likelihood
function, which provides a measure of the likelihood of a test solution. The
new procedure consists of generating a sequence of test solutions by varying
the parameter ¢ in the following equation:
Test Solution = Approximate Solution + ¢. _Solution error due to the
Approximate Solution J
where the solution error is defined as the error produced by substituting
the approximate solution in the ML equation. For each value of ¢ selected,
the likelihood function of the associated test solution is evaluated; the test
solution for which the likelihood function is a maximum replaces the approx-
imate solution. The solution error and the integrated absolute value of the
solution error (called the total solution error) are evaluated and the process
is repeated. When the total solution error goes below some preset value,
the process stops. Otherwise, the process is stopped after a preset
number of _terations. The last test solution is then an approximate solution
to the ML equation.
There are several advantages obtained with the new process:
1. The process can be used at any CNR. [The simple iteration
procedure of Van Trees is limited to low CNRJ ,
2. The process requires fewer iterations than the simple iteration
procedure; however, the iterations in the new process are more complex,
3. The computer time required for this process is less than the
simple iteration computer time, when the initial test solution is far from
the final solution because this process can accept large test solution
increments without diverging,
4. The likelihood associated with the solution found by this process
must be greater than or equal to the likelihood of the solution found by the
simple iteration process. It has not been demonstrated, however, that the
solution obtained is the absolute maximum likelihood solution.
A computer simulation of the process for solving the ML equation
provided evidence that the technique leads to a convergent series of approx-
imate solutions . A number of sequences of signal and noise values were
tested and the SNR-CNR results were plotted on a graph along with the
asymptotic SNR-CNR curves. An attempt to measure the threshold of the
ME estimator was unsucessful because the amount of computer time
required to perform this task was found to be excessive.
Derivation of the Maximum Likelihood Estimate
_,_1111e.... _Iuuu*_*_-*_l"11"_+;'_........._ g_noral communications system, during a
time interval 0 to T, can be regarded as a particular sequence of voltages
taken from the set of all possible sequences that could occur. From a
knowledge of the modulation source, one can assign a probability of occur-
rence to each sequence. Similarly, the noise in the system, during the
time interval 0 to T, can be regarded as a particular sequence of voltages
taken from the set of all possible sequences that could occur. Again,
knowing the properties of the noise source, one can assign a probality of
occurrence to each noise sequence. At the receiver, in this communications
system, one has a received voltage sequence consisting of a noise sequence
plus a particular function of a modulation sequence. The ML estimate of
the modulation sequence is then the most likely modulation sequence to have
produced the received voltage sequence. In mathematical terms, the maximum
likelihood estimate is that modulation sequence which maximizes the condi-
tional probability of all possible modulation sequences given a particular
received voltage sequence.
If re(t)
Pha se
= modulation
t
= jn m(k)dk (for an FM system)
U
S(t) = S(t, m) = Signal which is a function of the modulation -
AM, PM, FM
n(t) = noise
v(t) =
a(t) =
p(m ]v) =
received voltage
S+n = A cos (_ct + ;m) +n (for an FM system)
ML estimate of re(t)
condition probability of the modulation m, given
a received voltage, v
8then
a(t) = the solution of the equation
p(mtv) : 0
for which
p(al v) = an absolute maximum
(1)
(2)
If W.q. (la) has more than one solution, then a(t) must be found by
evaluating p(m[v) at each solution. Note also, that minimum likelihood
estimates of m are also solutions to Eq. (la) .
For the case of an FM signal given by
S(t, m) = A cos (C_ct + fm)
the ML equation for FM can be put into two forms
Lawton's Farm
1
a(t) - N
o
Rm(t, X)d [-A sin(WcO + fa)]
0
+ n - Acos (l_c_ + fa)]d_
Guida' s Form
(3)
[A cos (Wc_ +fm)
(4)
1
a(t) = --N
O
T T
Rm(t'k) J'[-Asin(Wc_+fa)[Acos(WcU+fm)+
0 k
n
In these equations, the additive noise n(t) is assumed to be "white"
and normally distributed, if we write n(t) as
(5)
n(t) = x (t) cos tv t y (t) sin w t
c c
(6a)
and let
s(t) = sin_m + y (6b)
and
c(t) = cos _m + x (6c)
the ML Equation becomes
a(t) = _ Rm(t-k) dk (scos_a - c sin a ) d m
o 0
(7)
Solution of the Maximum Likelihood Equation for an FM Signal
The basic technique used on the computer was to evaluate the
function aR(t ) , given by
A Z T T
aR(t)- 2N _Rm(It- kl) ,[[scos
0
0 k
,Iai - c sin_a i] dH (8)
= result of substituting a. in the ML equation
I
= aR(a')1
for a succession of a.(t) (estimates of the solution) in some systematic
I
manner, so that
T
]" laR(Y) - a.(y)Id¥ =
• 1
0
Total solution error (TSE) (9)
becomes arbitrarily small. Clearly, when aR(t) = a.(t)1the total solution
error is zero and the equation is solved.
Several iteration techniques were attempted including that of Van
Trees (6) . These techniques all failed to converge. The technique employed,
which did converge, used, in addition to the ML equation of Eq. 8, the
likelihood function
i0
1 [[v-L{ai)= _
S]T [R I-l Iv-S] + Ira] T
n
Then the following steps were followed
[Rm ]-I [m]]
m--a.
1
(lO)
.
2.
3.
4.
Let a (t)= 0
o
Using Eq. 8 evaluate aR(a o,t)
Let al(t) = ¢laR(ao't)
Vary ¢I until
L(al ) = a maximum
The al(t ) obtained is called a. im
5. Let az(t)= aim + ¢2(aR{aim) - alm)"
6. Vary s2 until
L(az) = a maximum
, Continue the process until TSE (a._ (Eq.
I
9) is arbitrarily small.
More than one maximum will often be found in step 4, indicating
that more than one solution is possible. Since the absolute maximum
likelihood estimate of m (Eq. 2) is being sought, and since f (ai) is a
measure of the likelihood of a., the best a. to choose among the available
I I
set of a. appears to be the a. corresponding to an absolute maximum of f(ai).i I
It should be pointed out, however, that this does not guarantee that the final
result has an absolute maximum likelihood. As far as is known, such a
guarantee can only be obtained through a test of all possible vectors in the
vector space, which is clearly impractical if not impossible.
An alternate procedure is to choose a. so that the total solution
I
error is a minimum. Since the maxima of the likelihood function and the
minima of the total solution error do not coincide, the best one can do is
to choose the minima of the solution error closest to the absolute maximum
of the likelihood function. A test of this procedure indicated that it does not
converge to the solution as fast as the first method.
Results
The ML equation was solved assuming that the modulation was a
frequency pulse lasting lasting a time T seconds (see Fig. 6) .
Fig. 1 shows a graph of the likelihood function, Z(¢ l) obtained in
accordance with step 4 of the procedure. Figs. 2 and 3 show the corres-
ponding variations in the total solution error, TSE(c I) and the signal - to-
noise ratio, SNR(Cl) •
SNR (el): E_m2"_ (ii)
E(a - m) 2
I
Note that the L(el) curve has several peaks, anyone of which could lead
to a solution. However, it has only one absolute maximum. In addition,
it is clear that the peak of L(el) is a good choice because the SNR(¢I) also
indicated a peak, in the vicinity of the peak of L(cI) . The significance of
the fact that the peaks in the SNR(el) and L(el) coincide is very great; this
is the first indication that demodulation is taking place, i.e. , that the
correct signal is being extracted from the noise, (Of course, the SNR(el)
curve is only possible when the modulation is known beforehand. In a
realistic demodulation problem, this curve would not be available). The
curves of L(c i), TSE(¢ i) and SNR(ci) are similar to those of L(Cl),TSE(¢ I)
and SNR(Cl) respectively and will not be given.
Figures 4 and 5 show the plots of SNR, TSE, L and c as a function of
the iteration number. Note that the likelihood function L is a continuously
increasing function (approaching some asymptotic value) . This must be so
since at any iteration the choice c = 0, which keeps Z constant, is available.
However, if the best choice of ¢ for maximum L is ¢ = 0, the iteration
process would stop because all the values attained by the various functions
at c = 0 would be repeated at all future iterations. If this situation had
occured, we would have used a constant for aR in the next iteration and then
returned to the normal routine.
II
12
Fig. 6 shows tha approximate solution of the ML equation for the
conditions stated earlier after I0 iterations. The large size of the TSE
should not be regarded as an indication that the approximate solution is far
from the true solution. For example , consider the equation
x = I000 sin (x-l) (12)
for which
TSE = I i000 sin (x-l) - x I (13)
The correct solution is approximately x = i. 001; however, if x = I. 1
(which represents a 1090 error) is substituted in Eq. 13, the TSE is 99.9,
which is quite large. Thus, the TSE should be compared to the maximum
value it can attain, which is approximatley i000; then the TSE of the 99.9
indicated a relatively good solution. The approximate maximum value of
the TSE for the ML equation has been derived in appendix D of Ref. I.
The result is
TSE _ 535 (14)
max
The total solution error should be compared to this value for purpose of
estimating how far away the approximate solution is from the true solution.
References
i,
e
,
,
,
B
Optimum FM Demodulation, A. Guida and D. L. Schilling, Technical
Report T-3 1963, Polytechnic Institute of Brooklyn, Electrical Engineer-
ing Department.
Optimum Demodulation
F. Lehan, R. Parks IRE Conventional Record IT, March, 1953.
The use of the method of maximum likelihood in estimating continuous -
modulated intelligence which has been corrupted by noise.
D. Youla IRE Trans. Information Theory, March, 1954.
Results of Investigations of analog and digital communication techniques
H. Becket, J. Lawton, A. Kobos, IEEE Conventional Record Part 6
March, 1964.
Maximum a posteriori demodulation of analogue - type signals through
random fading media
M. Schwartz Research Report PIBMRI- 1244-64, December, 1964.
The structure of efficient demodulators for multidimensional phase
modulated signals
H. Van Trees IEEE Trans. Communication Systems. September, 1963.
14
w-
>
c
o
°_
C
:)
-g
o
_.c
°_
Q)
o_
¢)
4--
o
¢.-
o_
o
°_
LL
15
, , i II I I
0 0 0 0 0
0 0 0 0 0
(
(_I
.6
ii
I
--(M
I
16
w-
I
fml
W
l--
.o_
,4--
o
I.
ow
0
t,-
I
I
o
t-
o')
o_
t-.
14--
o
t,.-
o.
o
L_
ILL.
17
,_(1)
-.I0
- .09
- .08
- .07
- .06
- .05
- .04
- .03
- .06
- .01
T,_tol solution
- I00
-90
-80
-70
-60
-50
-40
-30
-20
-I0
error, TSE (I)
(I)
TSE (I)
I I I I I I I I I I
I 2 :3 4 5 6 7 8 9 I0 I
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Fig. 6 Graph of the solution of the ML equation after 10 iterations.
2O
I-B
L-B. 1
Phase Locked Loop Studies
Models
Introduction
The response of the phase locked loop (PLL} to an FM signal in the
presence of noise is describable as the solution of a time-varying, non linear
differential equation driven by a random process. Since there is, at present
no general method for extracting the desired response statistics by purely analytic
methods, it has become necessary to devise appropriate and approximate models
for the purpose of analyzing the performance of the PLL.
Oneofthe most successful models, especially as regards the threshold
performance of a PLL, is that based on the observation that the output of the
PLL is experimentally observed to consist of I) the demodulated signal Z) '_mooth"
or Gaussian noise and 3) "clicks" These clicks are relatively large pulses
having a fixed net area corresponding to a total change in r.f. phase of Z_ radians.
Schilling has employed this technique to predict threshold for a phase locked
loop using a method for calculating the average number of clicks per second
based on previous work of Rice on FM discriminators.
Since it is generally agreed that the average number of clicks per second
is one of the most important characteristics of the PLL, it is important to devel-
ope reliable methods for making these calculations. While some analytic results
are available by the use of Fokker-Planck techniques they are for the care of
an unmodulated carrier, white noise, and a first order loop.
In order to provide a reliable technique for predicting the performance
of practical loops of higher order, with inputs consisting of modulated carrier
plus non-white noise, several promising models for the click-generating mecha-
nism have been developed. In this section of this final report, two such models
are discussed. In section I B la, a method based on calculations involving
2_
modelling the input noise by its most likely trajectory is discussed, in section
I Blb the model consists of approximating the input signal by a uniform envel-
ope pulse and a Gaussian rate of change of phase (frequency)° Numerical cat-
culations have been carried out for both models. The first model has been
simulated on a digital computer. Experimental verification has been obtained
over the range of validity of both models.
22
I-B. la Model Using Most Likely Noise
Introduction
This report presents a new method for estimating the expected
number of clicks occurring per second at the output of an FM demodulator.
The method is used here to determine the expected of number of clicks per
second occurring at the output of a first order phase locked loop when a
carrier signal embedded in gaussian noise is received. The technique can
also be used to determine the response of higher order PLL's, with and with-
out modulation, the Frequency Demodulator Using Feedback, and the Maxi-
mum Likelihood Estimator. This will be discussed in subsequent reports.
The phase locked loop considered here is shown in Fig. 1. The inphase
component, y(t), and the quadrature component x(t), of the input noise (see
Fig. 2), are each represented by the conditional expectation Yl(t) and xl(t),
x l(t) : E Ix(t) / x(o), ] (1)
Yl(t) = E'[y(t) / y(o) _(o) ] (2)
The time t = 0 , is defined as the time when the quadrature noise component
passes through zero, as shown in Fig. 2. Thus
x(o) = 0 (3)
the "noise" terms x(t) and y(t) are deterministic functions depending on the
initial conditions which will be used as parameters in our procedure, and
on the impulsive response of the IF filter.
Varying the parameters x(o), y(o), and y(o) determine a surface in
_o), y(o) , and y(o) space, such that on one side of the surface a click
results, while on the other side of the surface no click results. (i).
Knowing the probability density of these parameters and the equation of the
surface, we then calculate, following Rice (2) the expected number of
23
clicks occurring per second.
Expected Noise The IF filter is assumed to consist of the cascade of
two identical stages, each single tuned with a 3db bandwidth of two radians
per second. The two stages together, therefore, have a 6db bandwidth of
two radians per second. Thus, the low pass quadrature noise components
have the spectrum
s(®) = 4_ 2s (w)= s (_)-
x Y (c_Z+ 1 )2
2.
where o is the variance of the random processes x(t ),
It then follows that:
y(t).
(4)
OD
R(t) = R (t) = R (t) - 1 L S(w) eJWtdw = ffa(l+(t) e-ltl) (5)
x y 2n _
1 ;¢o eJ_tdw d 2 - Itl (6)Rx_lt) =R .= = - --YY Z=_. (=jwIS(w) dt R(t) = e t e
= - Rlt)
The conditional density of x(t) given x(o), _(o) is,
f(x(t)/x(o), _(o) ) =
(x(t) - x(o) RO-_ + _(0) R---_)2
Jrr - a4 - °4
Similarly f(y(t) / y(o), _(o))has the same form as x(t). We can see by
inspection that (using 5 and 6 for R(t) and R(t) ):
xl(t) : E[x(t)Ix(o)= 0,£(o)] : :_(o)t e-Itl
and
yl(t)- E[y(t)/y(o),_(o)] = {y(o)(l+ltl)+ 9(o)t _ e =(t)
(8)
(9)
24
It should be noted that when using a double stage filter, the only
initial conditions of importance are x(o), _(o), y(o) and 9(o) . Higher order
filter require more derivatures and hence result in an increased number
of parameters. These in turn result ina more complex surface. The locus
of the envelope of the signal and noise when using Eqs. 8 and 9, and _(o) = 0
in Fig. 3. Note that if y(o) <1, there is no input phase jump.
PLL Differential Equation
The differential equation for the first order PLL having again G, and
receiving anunmodulated carrier (see Fig. 1) is,
$+ Gsin¢= G(Xl(t ) cos_ + Yl(t)sinS) (10)
where xl(t) and Yl(t) are given by Eqs. 8 and 9
Equation 10 is solved in the time interval
-5< t < 4
m
using a digital computer. A Runge-Kutta procedure is used to start the
solution, and Moulton's Predictor-Corrector method used to continue the
solution (both of fourth order) . The solution is restarted by the Runge-
Kutta Method at t = 0 since Eqs. 8 and 9 have discontinuous derivatives at
that point.
The x(ol, y(o), _(o I Surface
For a selection of y(o), _(o), a hunting procedure is used on :_(o)
to determine the boundary Xb(O) = f(y(o) , _(o) ). If :_(o) > Xb(O) a click
(phase juxnp) is obtained. If _(o) < Xb(O) for a given y(o), _(o) a click is
not obtained. The surfaces indicated by the families of curves shown
in Figs.4, 5 and 6 show the nature of the boundary for loop gains of i, 3 and
5. When the vector :_(o), y(o), y(o) lies above this surface , a negative
click or a phase jump of - ZIV is obtained. There is a mirror image of
25
this surface not shown, on the other side of the 9(0) , y(o) plane, such
that if the vector x(o) , y(o) , y(o) is below this image surface a phase
.L-_ • r image _,rface exists isjump of +2rr is obtained. The reason L,,-_ mlrro ___
that the phase locked loop is symmetrical when balanced, yielding equal
numbers of positive and negative clicks.
It is also worth noting that the surface is symmetrical with respect
to+ y(o) . The reason for this is that the effect of changing _(o) to -y(o) is
identical to changing t to -t in the differential equation for the loop.
It should be pointed out that no surface could be found for y(o) less
than 1 . This suggests that a phase jump can only be obtained in a PLL
when a phase jump occurs in the input. (Figure 3 shows that when
x(o) >0 and y(o) >1, a phase jump of -2_yradians occurs in the input, i.e.
one complete negative rotation about I .
The Expected Number of Clicks/second, N
To simplify the calculation of the probability of being above the
surfaces shown in Figs. 4, 5, and 6, the curved surfaces (which are approx-
imately arcs of circles) are approximated by the straight lines shown in
the figures (a more exact determination of N obtained by using the arc of
a circle is currently in progress). These curves in Figs. 7, 8 and 9
are bounded by straight lines as shown.
The probability of a negative click occurring in a time A t is:
3
P(negative click) = _ Prob (x(o)
i=l
3 Yzi co
i=1 (2w 2)3/2 f f xe
Yli Aiy+B
where x(o) = AiY + B i is the ith
to y(o) = YZi"
=0, _(o)>AiY+B i for Yl i<Y(°)<Yzi)
"2/22
-x -yZ/z_2
dx e dy (lla)
straight line which extends from y(o) = Yli
26
2
Note that the variance for x(o) _(o) , y(o) y(o) are each equal to a •
The expected number of clicks per second is just 2 P (negative click)/&t:
z/3 Y2i _ -_2/2o2 -y 2a 2
E [click/sec. ] = N i__ 2 _ _ _e d_ e dy
(2_2)3/2 Yli Aiy+B
(lib)
Carrying out the integrations we get:
N ._
i=l i i
L--_i
A.B.C] I11 I ,11c,
- err rii+ SA 2 + i ')
i
i
The ratio--2 can be recognized as the input carrier-to-noise ratio
(CNR) since the 2_rnplitude of the carrier is taken to be unity.
Curves of the expected number of clicks per second, N, versus
carrier to noise ratio are plotted in Fig. 10 for the gain 1,3,and 5, for the
upper and lower bounds obtained from the approximations to the curves of
Figs. 7, 8, and 9 •
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No rmaiization
The results of Fig. 10, can be easily scaled to a PLL with a
different °;='_--;--";*_- _"-_ +_'_ number o; .1;ox-,/,,_,_,_d ,oh_n the
3db IF bandwidth is BIF is:
2_ BIF N .
NBIF - 2_/,¢z_,_ 1 , - 4. 881 BIF N (1Za)
where NBI F is the total number of clicks/second in a PLL with a 3dB IF
bandwidth BIF. N is found for a specified CNR and gain C from Fig. 10.
(This G is obtained from Eq. 15 below). The gain G, is proportional to
the ratio of loop to IF bandwidth. Thus,
B L • B
-- -- 1.287 __L (12b)
where
B L is the 3db loop bandwidth.
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The Effect of Some Other Deterministic Representations of Noise
The type of function used to represent the noise greatly affects
the results obtained. Consider, for example, that the signal and noise
at the phase detector input are represented by
where
I t+at) 0 <t<vi(t ) = cos (w ° , _ _
{cos _o t, t > T
aT= 2rr
T (13a)
(13b)
Then the PLL equation becomes
+ G sin (_0- (xt) = 0 0< t<T
and _ + G sin cO = 0 t> T (14)
Letting
=c0- at (15a)
yields
+ G sin0 = - (_ U( T - t) (15b)
This equation is easily solved using standard integration techniques.
The result of this integration shows that if
G > 0. 675 _ (16a)
a 217 rotation of the input signaland noise phasor (coT= 2rr) , results in
a click at the PLL output, and
I*:1 =_" Cctl <_
If
G < 0. 675
the 2rr radian rotation of the input signal and noise phasor,
doublet and 0 goes from 0 to 2rr radians .
(16b)
results in a
These results are shown in Figs. 11 and 1Z for the case of a
normalized to 1 rps.
When the "Most Probable" noise described by Eqs. 4 and 5 are
employed, and x(o) , y(o) and y(o) adjusted so that
and
J[' +[x,o,?:,
dt 1 - y(t) t- 0
i.e. ,
and
x(o) = y (o) = 0 (17c)
y(o) = 2 (17d)
_(o) = c_ = 1 (17e)
then a gain of 0. 725 is found to result in a doublet while a gain of 0. 75
results in a click• These results are shown in Figs• 13 and 14.
If the most probable noise is perturbed slightly, so that
-1 zsltl
x(t) = _(o) t e " (18a)
instead of
where
and
-Itl
x(t) : ;:(o) t e (lSb)
x(o) : Cc : 1 {18c)
y(t) : z (_ + ltl) e- Itl (18d)
(see Eqs. 4, 5,17c, 17d and 17e), then a gain of 0.90 results in a doublet,
while a gain of 0.95 results in a click. These results are shown in Fig. 15 j.
It is clearly seen that the shape of the noise model, as well as the
initial conditions are of importance in determining the number of spikes
occurring per second. In addition, since the shape of the noise depends on
the impulsive response of the IF filter the noise model must be a function
of the IF filter employed.
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The Effect of Input Doublets
A careful investigation was made to see if a phase jump in the PLL
could be obtained for noise y(o)< 1 . In this case the input is a doublet
instead of a phase jump of_+ 2_ . Figure 16 shows the output of the loop
with _(o) = 50, y(o) = 0.7, _(o) = 0 . A doublet results at the PLL output.
The large momentary gain of the loop due to a large x(o),results in a very
large slope near t = 0 . Howevel; no spike was observed when the input
was a doublet.
Threshold
If a rectangular low pass filter of bandwidth fm' is placed at the
output of the PLL, the output signal to noise ratio is:
SNR = 2 114_NGNR
1+
2F (8+i) f
m
(23)
where
F(8+I) = (8+i) 2
larctan (_--_i-)'- B-F 1 I(8+i)2+i
and
1
f = ( base band)
m 2n (8+i)
N is the number of clicks occurring per second.
If the threshold is defined on that point where the denominator of
Eq. 19 is 1.25,
4_ NCNR i
'2 F (_ + l')f = T
m
Using Eqs. 19 and 20 and the curves of Fig. I0 one can, for each
find the threshold CNR. This is plotted on Fig. 16 as a function of _.
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Conclus ion
The new method described above for estimating the expected
number of clicks per second in the phase locked loops has shown itself
capable of giving results that agree reasonably well with those obtained
.u
experimentally for the first order loop without modulation" Methods
to extend the method to cases with modulation are being developed, and
the method can be easily applied to loops of any order.
The great advantage of the method over a direct digital computer
estimation of the expected number of clicks per second using gaussian
noise, is computer time. The direct method would use hours if not days
of computer time to get a reasonable estimate at one value of carriers to
noise ratio. In addition this method provides a closed expression, in terms
of carrier to noise ratio of the expected number of clicks per second. It can
also be used to compare various PLL designs.
The method is expected to be applicable to other problems too, such
as FM with feedback.
The only experimental results immediately obtainable were taken
with a critically coupled coil rather than a cascade of two single
tuned coils which was considered in this report. The discrepancy
between experimental and theoretical results shown in Fig. i0 for
the gain of 1 , can be attributed to the different IF filter, and also
to the straight line approximations in Fig. 4, 5, and 6.
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I-B. lb. Pulse Model for Input Noise
Introduction
In this section a new model for a carrier plus narrow band-noise is
presented and with its aid the expected number of "clicks" per second
occurring at the output of a first order Phase-Locked Loop (PLL) excited
by a narrow-band noise coupled carrier is determined. The expected
number of "clicks" (or "cycle slipping events" as they are called when the
PLL is used for tracking purposes) per second is determined for the PLL
alone and also for the PLL preceded by a limiter. For both cases corres-
ponding experimental data are presented which indicate the extreme accuracy
of results obtained with the use of the new model.
e
o
The motivation for the model is based on representing the input signal
to the PLL in the form
eo(t) = AcOS_ot + n(t)= a(t) cos [C_ot + %(t)] (I)
where c_ is the carrier frequency, A is the carrier smplitude, and n(t)
O
is the noise appearing at the output of a symmetric narrow-band filter
centered about w • The function _(t) represents the instantaneous phase
o
of the PLL input which the loop tries to track. It is well known (1) however,
that _(t) contains steps of +2_ which result in output "clicks" when e (t) is
-- O
processed by a limiter-discriminator. Consequently, if the PLL tracks _(t)
exactly it would have the same frequency "clicks" as the discriminator, and
the problem would be solved. The loop, however, does not track all of the
steps of +2u in _(t) and thus has fewer output " clicks" than the limiter-
discriminator and consequently an improved threshold performance. The
problem which must be solved is therefore the determination of how many
steps of+2_ the PLL tracks. The solution to this problem yields the
expected number of cycle slipping events or "clicks" per second in the PLL .
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It should be noted that the point of view presented here is somewhat
unconventional. Usually, a cycle slipping event is thought to occur when
the PLLloses lock in the presence of noise, In this analysis it is assumed
that output "clicks" occur when the loop tracks the noise-induced steps of
_+2_ in _(t) and that no output "click" occurs when the loop slips or "loses
lock" during such a step in $(t} . Experimentally, the writer has found this
point of view to be justified. By placing the same carrier plus narrow band
noise into both a first order PLL and a limiter-discriminator and observing
the demodulated outputs of both devices simultaneously, he observed that all
noise "clicks" appearing at the output of the PLL also occurred at the dis-
criminator output, whereas many of the discriminator "clicks" did not
appear at the output of the PLL. These observations were made for a signi-
ficantly large number of PLL closed loop bnadwidths.
It should not be concluded that the PLL never contains an output "click"
that would not appear in the output of a limiter-discriminator. If a modulated
carrier plus noise is applied to the input of the PLL and the frequency
deviation of the carrier is increased, or the carrier is detuned then a large
number of signal induced "clicks" appear at the output of the PLL. This makes
sense since the modulated carrier moves the operating point of the PLL close
to the edge of the "hold in range" where it becomes easy for additive noise
to cause a "loss of lock" with its resultant output "click" . It is convenient
to refer to the signal induced "clicks" as "clicks" of the second kind. The
"clicks" which result from the PLL tracking steps of + ZrTappearing at the
input are referred to a "clicks" of the first kind.
Although the ultimate problem is to calculate, in terms of the para-
meters of the PLL, the expected number of both "clicks" of the first and
second kind, this paper deals only with a means of calculating the expected
number of "clicks" of the first kind.
I+9
In the sections to follow the model for the input carrier plus noise
is developed and applied to the first order PLL both with and without a
limiter to determine the expected number of cycle slipping events or out-
put "clicks" per second. It is found that these "clicks" are a function of the
ratio of the closed loop bandwidth of the PLL to the radius of gyration y(2)
of the narrowband input noise, Several curves of expected number of
output "clicks" vs. the ratio of closed loop bandwidth to imput noise radius
of gyration are plotted with the input carrier to noise ratio as a parameter.
In particular it is shown that when the closed loop bandwidth remains fixed,
the output of the PLL and the limiter-discriminator are identical. Finally,
experimental data are presented which verify that the model made to
characterize the input carrier plus noise is indeed a valid one. In all cases
agreement within a few percent between theory and experimentation is
observed.
II. Model for Input Carrier Plus Noise
A typical plot of a(t) and _(t) of equation (1) vs. time takes the form
shown in figure i. At the times where _(t) contains steps of +__2rr,_(t)
consists of pulses of area _.+2rr. To model these signals the following
assumptions are made.
i) A step of_+2rr in _(t) from 2nrr to 2(n__+l)rr occurs in such a
fashion that _(t) may be closely approximated by a truncated Gaussian
time function of area __+2rr given by
-(t-ti )2 [_ (ti)2]
4rr
: +
= 0
It-til <__
(ti)
4zv -
It-til >
 (t.i
1
5O
1
where t. is the time at which ¢(ti) = 2(n+_) TT. Because of the truncation1 m
the area of ¢(t) is slightly less than+2n; however this difference has no
effect on any subsequent calculations.
2) The height of all input pulses are identical and equal to twice the
radius of gyration 7 of the input noise, i.e. , ¢(ti) = 2y . This choice
of pulse height is not based upon a rigorous theoretical analysis but is
rather the result of a lengthy experimental study during which it was found
that such a pulse description gave accurate results in all situations encount-
ered. Several other models describing_ (t) were initially employed which
took into account differences in input "click" height. These, however, not
only required the use of a computer, but also yielded less accurate results.
3) Prior to the occurrence of a step of +2rr in _(t) the loop is tracking
_(t) with zero error signal.
4) a(t) remains essentially constant at a(ti) during the occurrence of
the pulse in _(t). This assumption makes sense since variations in a(t) are
found (both theoretically and experimentally) to be slow compared with the
duration of a pulse in _(t) .
Based upon the above assumptions, the model for a(t) and _t) during
a step of 2n in _(t) is shown in figure 2. With this model one may readily
determine whether or not an input step of +2n in phase is tracked by the
PLL. If it is tracked an input "click" is transmitted to the output. Only if a
number of such steps in phase are not tracked can the PLL show any thres-
hold imporvement. In the following section the response of the first order
PLL to the model of figure 2 is obtained and the conditions under which a
cycle slipping event (a PLL output "click") occurs are determined.
51
III Response of First Order PLL
To determine the output of the PLL, a loop of the form shown in
figure 3 is assumed. The second harmonic rejection filter removes terms
in the vicinity of 2w such that the equation for the loop takes the form
O
6(t): a(t)B sin [*(t)-_(t)]
2
=__lK
A c_L sin [_(t)- _(t)3 (Z)
where A is the carrier amplitude and w L = BA/Z is the closed loop bandwidth
or equivalently the "hold in range" of the loop when no noise appears at the
input. By defining @(t) = _(t) - _0(t)and substituting into (2) one obtains
wLa(t)
@(t) + A sin @(t) : _(t) (3)
During the occurrence of a+2_ step in *(t), use of the model of figure (2)
yields
L a (ti) 4_
@(t) + A sin @(t) : + ;(ti) c
-Lt-ti_2 [_(ti)_ 2
By defining X =
_(ti) [t-ti] _/2--_ w L a(ti)
and c_ -
Jz_ A _(ti)
the normalized form given by
equation (4) takes
X 2
2
+ J2_ c = _sine'(x) + ''-' (s)d @
-- dX
J-2-_ X
where O'(X)= {9 ( }(ti )
+ t ) = _ (t).
1
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For small values of & it is apparent that
2
T
9' (X) _ +_ (2rr) (_ ¢ dr) (6)
which increases by Zrr during the step of 2_ in ,(t); hence _(t) = *(t) - O(t)
does not experience a step of +_2rr and _(t) (the output of the PLL) does not
contain a "click" . For large values of & on the other hand,
X2 "] - X 2(x) + sin -1 J-2F --Y- J'SF 7
_ + e (7)
@'(X) is given by
It is clear that 0'(X) given by equation (7) experiences no step of 2rr ; hence
q0{t} in this case does contain a step of 2_ yielding an output "click" in the
PLL.
An exact computer solution of equation (5) indicates that for all values
of a greater than 1.31, the PLLdoes not "lose lock" and a "click" appears
in the output.
The values of & > 1.31 correspond to
wLa(ti) wLa(ti) > 0.52 (8)
A _ (ti) = 2 Ay
where y is the radius of gyration of the input narrow-band noise. It is
apparent that output "clicks" occur only when a(t.) is large during the
1
occurrence of a noise induced step of +_2_ in _(t) . In general, however,
since a(t) during a step of +_Zrr in ¢(t) is usually small, the PLL tends to
slip by mostof the "clicks" in _(t) which would appear at the output of a
limiter-discriminator. For this reason the PLL exhibits threshold extension
properties.
53
It is apparent that the number of output clicks is further decreased
as w L decreases relative to the radius of gyration of the input noise which
is closely related to the bandwidth of the narrow-band input filter.
In the following section, using Rice's model for a "click"
combined with the result from the solution of equation 5, an expression for
the expected number of "clicks" per second at the output of the PLL is
dete trained.
IV Expected Number of PLL "Clicks"
For a "click" to occur at the output of the PLL two conditions must
be satisfied:
1) a step of _+2rr must occur in _(t) and
2) wLa(ti) > 0.52 where t. is the time _(t) crosses (2n+ 1)_ and y
1
2Ay
is the radius of gyration of the input narrow band noise. The probability
of both conditions occuring in a small time interval At which contains t.1
yields the probability PoAt of a PLL output "click" occuring in At, whereas
Po is equal to the expected number of PLL output "clicks" per second if one
follows Rice's agrument (4) that the times t. are lmoisson distributed.
1
The two conditions necessary for a PLL "click" may be expressed
in a more conventional form by writing the input noise to the PLL in the form
n(t) = P(t)cos [w t + e(t)],
o
and the input carrier plus noise in the form
e (t) = A cos w t +p(t) cos [w t + e(t)]
0 o o
Re jw°t
= _ [A + p(t) cj@ (t)] (9)
JWot
: Re ¢ [a(t) cJ_(t)]
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Figure 4 shows the phasor diagram for the terms in brackets in equation (9).
If one follows Rice's additional argument (5) that a step of + 2 _r in
_d(t)occurs in the interval At (containing ti) if, during At
( 17< @(t) < rr + 517, _(t)>0 (positive step), and p(t)>A)
(_< e(t)<_ + AT, _(t)<0 (negative step), andp (t)>A) (10)
and, in addition, notee that (8) is equivalent to
0(ti) > A [1 +(1.04) y ] (11)
- w L
(when @(t) = @(t i) = +17 , a(t i) = P(t i) - A), one may write the probability
of a PLL output "click" occuring in At in the form
Poht = At
All + 1.WL04y
where
" 6(ti) lJ I IP P(ti), e(t i) : 17, _(t i) d_ d p
_¢O
(12)
P [P,O,_] is the probability density function of p,O, and _. Conse-
quently, if the t.'s are Poisson distributed, the expected number of PLL
1
+ +
output "clicks" per second N-- is given by N--= Po "
In addition, if the narrow band input noise is assumed to be stationary
gaussiannoise witha power spectrum symmetric about w , p(P,B,_) takes
o
the form
2 2
2 -o_K_ 62
2N 2Y"_" N (13)p(p,e, = P c c
¥2(217 N) 3/z
where N = E [n2(t)J is the total noise input power to the PLL . As a result
the expected number of PLL output "clicks" per second is given by
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• " " "_/2"_
2
- X
CO m
2
¢ dx
1, I
(14)
-Y- cerf
TT A I.04y )1®L
where cerf Y =
0_
j
Y
2
- X
2
E dx
With the aid of (14) one may readily calculate N_ for any given input
noise ratio (-_) once the closed loop bandwidth (WL) , and thecarrier to
radius of gyration of the input noise are known. It is interesting to note that
as w L becomes large compared with the radius of gyration of the input
noise, N_ approaches
+ y AN-- = -- cerf (15)
JN
which is exactly the expected number of "clicks" per second obtained at
the output of a limiter-discriminator. Numerical substitution into 14 ,
however, indicates that even when wL = 5y a substantially lower number
of output "clicks" is obtained from the PLL than from the iimiter discrim-
inato r.
In the following section a specific numerical example is worked out
and a PLL is constructed having the parameters of the example. Experi-
mental results are plotted on the theoretical curves and exceptionally close
agreement is obtained, indicating that the model for the input noise has
some merit.
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V Numerical Example and Experimental Results
An experimental PLLwas constructed with a center frequency of
455kHz . A single high frequency transistor switch was used as the loop
multiplier, and a Wavetek model 105 variable frequency generator was
used as the VCO . This generator was measured to have less than 0. 1%
total harmonic distortion for frequency deviations of + 50kHz about the
center frequency. The input noise, obtained from a General Radio Noise
Generator (model 1390-B) , was placed through a Collins mechanical filter
which has essentially a rectangular pass-band of 13kHz peak to peak band-
width centered about 455kHz . The input 455kHz carrier was obtained from
a General Radio sine wave oscillator model 1310-A .
The complete experimental set up is shown in figure 5. The output
of the PLL was placed through a low pass filter and recorded on the
storage scope. The low-pass filter removed much of the "grass like"
output noise such that the output "clicks" were readily recognizable on the
storage scope.
In all measurements the input carrier level was kept constant (well
below the limiting dynamic range of any element within the loop} and the
A
input carrier to noise ratio _ was varied by adjusting the output of the
noise generator. The closed-loop bandwidthfL was adjusted by means of
the input volume control to the VCO. For each setting of this volume control
the "hold in range" and "pull in range" divided by Z was chosen for fL "
If one assumes that the noise generator output is flat over the band of
frequencies occupied by the mechanical filter, the power spectrum of the
input noise to the PLL is rectangular with a radius of gyration given by
2rr (BW)
Y = Z4"B----
where BW is the bandwidth of the mechanical filter. Consequently, the
expected number of PLL output "clicks" per second from (14) is given by
N+ BW [1 (0.31BW] (16)
where BW 13xl03Hz N + BW A
= . --vs. (_-TL) is plotted in figure 6 with 2_
as a parameter. Experimentally obtained points are also indicated in
figure 6 and show exceptionally close agreement with the theory. Data
similar to that presented in figure 6 were also obtained using a double-
tuned narrow-band filter preceding the PLL. Agreement between the
experimental data and the theoretical curves generated by (14) was again
very good.
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VI First Order PLL Preceded by a Limiter
It is interesting to determine the expected numbel: of PLL output
"clicks" per second when the PLL is preceded by an ideal limiter and the
noise model of figure (2) is employed. With a lirniter placed after the
narrow-band filter the variations in a(t) are removed and the input to the
PLL takes the form
e (t) = Acos [a, t + ¢(t) ] (17)
o o
-where it is assumed that the limiter constant is adjusted to yield an output
of A and higher harmonics of the output are removed by filtering. For
this case a(ti) = A in (8) , and it becomes clear that if t_(t) experiences a
step of +_ 2rr a PLL output "click" occurs if
WL _'L
> 0.52
= 2¥ --
(18)
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Equation (18) is interesting because it states that for a fixed input
filter and a fixed closed loop bandwidth, the expected number of PLL
output "clicks" per second is either equal to the expected number of steps
of +_. 2_ in *(t) per second ( the expected number of "clicks" per second at
the output of a limiter-discriminator)or equal to zero depending on whether
or not (18) is satisfied. Hence one may write
N_+ Y [cerf ( A WE _
= TT _--) ] U [ 2y 0.52 ] (19)
where U(X) is the unit s_rep function.
For the case where the limiter - PLL combination is preceded by a
13kHz rectangular band-pass filter (19) takes the form
N_+ - cerf( ) U - 0. 6 (20)
where BW = 13kHz . The expected number of PLL output "clicks" per
2fL A
second vs. B_ obtained from 20 is plotted in figure 7 for 20 log
equal to 2dband 4db. Corresponding experimental data are also plotted
on the same set of coordinates. Although the agreement between the
theoretical curves and the experimental data is not as good as it was when
no limiter was present, the general shape of the curves do agree. (It would
have been quite unusual to find that the experimental curves followed the
sharp corner exhibited by the theoretical curves) . Consequently, use of
the noise model of figure 2 seems like a perfectly plausible way of deter-
mining the expected number of cycle slipping events per second in a PLL
with or without a limiter.
6O
FOOTNOTES
(i) S.O. Rice, "Noise inFM Receivers," Chap. 25, pp.
"Proceedings Symposium of Time Series Analysis",
(ed), John Wiley and Sons, 1963.
395-424, in
M. Rosenblatt
(z) The radius of gyration 7 of narrow band noise is given by
y=_ W2GL(W) dw
/ _ GL(W)dI_
where
GI(W ) is the low pass equivalent power spectrum of the narrow band
(3)
noise centered about w
O
(3) A. Papoulis, "Probability, Random Variables, and Stochastic
Processes" , Ch. I0, pp. 37-378, McGraw Hill, 1965.
(4) Rice, op cit.
(5) S.O. Rice, "Statistical Properties of a Sine Wave Plus Random Noise",
Bell System Tech. J., Vol. 27, January 1948.
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VII Conclusion
A model for the input carrier plus narrow-band noise to a PLL has
been introduced and with its aid the expected number of PLL output "clicks"
per second for a first order PLL has been calculated. This has been done
for a first order loop both with and without a limiter, and in both cases the
theoretical results agree quite closely with experimental data indicating the
validity of the model.
Although in this report the model is applied only to a first order PLL,
there is reason to believe that this model will generate fruitful results when
applied to higher order PLL's or any other type of threshold extending device,
such as the FIVLFB, or the PLLwith a non-sinusoidal phase detector. In
such applications, the model should lead not only to computational simplicity,
but also to a better understanding of physical mechanism by which these
devices provide threshold extension. Both theoretical and expermental work
is underway to extend the approach in these areas.
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I-B. 2 FOKKER-PLANCK TECHNIQUES:
for the phase locked loop.
,
Transient Solutions
Introduction
Analyses of the phase-locked loop in the presence of noise have been
concerned largely with steady-state behavior due to the difficulty of
obtaining closed form solutions for the associated Fokker-Planck equation.
This report summarizes the results of an investigation into the transient
behavior of the first-order phase-locked loop. Numerical integration is
used to obtain solutions for the Fokker-Planck equation which represents
loop dynamics.
After introducing several appropriately defined constants and a
dimensionless time variable, the Fokker-Planck equation is rewritten
in dimensionless form. The equation is then shown to be equivalent to a
one-dimensional heat flow equation in which thermal conductivity and
specific heat capacity vary with position, and with a distributed heat
production rate which varies with position and temperature. Expressions
which establish relationships between coefficients in the two equations
are derived. Numerical integration procedures which were developed
by J. yon Neumann and R. Richtmyer for obtaining solutions to the heat
flow equation are then applied to the solution of the Fokker-Planck equation.
Results are presented for the Fokker-Planck equation which illustrate
qualitative and quantitative transient behavior of the probability density
function for phase error. The density function is computed for several
selected values of signal-to-noise ratio for the case where the input
signal frequency is know.
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2. First-Order Phase-Locked Loop
2.1 Model of the Loop
A block diagram of the phase-locked loop (PLL) is shown in Figure i. The
loop input, ei(t ) , consists of a constant frequency sinusoidal signal plus additive
white Gaussian noise,
ei(t ) = E1 sin¢l(t)
where
¢i(t)=
% =
nit ) =
+ nit )
input phase (rad)
input amplitude (volts)
white Gaussian input noise with zero mean and spectral density
No/2 (volts)
The narrowband filter output, e'i(t ) , is
e'i(t ) = K1 sin ¢1(t) + n'(t)
The signal portion of the loop input is unaffected by the filter.
n'(t), is now narrowband and, since the filter is linear, n'(t) is stationary and
Gaussian with zero mean. Using the narrowband representation for n'(t) as de-
rived, e.g. , by Schwartz [1] , section 7-9,
n'(t) = n1(t ) cos _o t - n2(t) sin Wot
where
w = center frequency of narrowband filter (rad/sec)
o
and nl(t ) and n2(t ) are independent and Gaussian with zero mean. Substituting
equation 3 into 2,
e'i(t ) = K 1 sin ¢1 (t) + nl(t) coSO_ot - n2(t ) sin_%t
The voltage controlled oscillator (VCO) output, eo(t ), is a sinusoid,
eo(t ) = K2 cos ¢2(t)
(1)
(2)
The additive noise,
(3)
(4)
(5)
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where
_b2(t) = output phase (rad)
K2 = output amplitude (volts)
The frequency of the VCO output signal is controlled by the input voltage, e(t), in
the following manner:
d_)2(t)
dt = _2(t) = C_o + K3e(t)
where
$2(t) =
090 --
K 3 =
In the
which
output frequency (rad/sec)
VCO quiescent frequency (rad/sec)
constant (rad/sec/volt)
absence of any input signal, the VCO will oscillate at constant frequency w o
is called the quiescent frequency. When an input is applied, the output fre-
(6)
quency will deviate from wo by an amount proportional to the input signal.
For convenience, the input and output phase will now be defined relative to
the VCO quiescent frequency,
T
= t + _bl(t ) (7)_1 (t) c_°
_b2(t) = coot + ¢'2(t) (8)
where _'l(t) and _b'2(t) represent relative phase.
Equations 4, 5, and 6 become, respectively,
!
e'i(t ) = K 1 sin [Wot + q_z(t)l + nz(t ) cOSWot - n2(t ) sinwot (9)
f
eo(t) = K 2 COS [COot + (_2(t)] (10)
,f
_2(t) = Kae(t ) (ii)
Equation 11 describes the dynamic behavior of the loop.
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Theorder of a PLL is related to the number of finite poles in the filter
transfer function, KoF(S). The first-order loop, which is to be considered here,
is filterless, therefore,
KoF(s) = 1 (12)
and
e(t) = x(t) (13)
The multiplier output, x(t), is
x(t) K e'i(t ) (14)= 4 eo(t)
where
K 4 -- constant (volts-X).
Substituting equations 9 and 10 into 14 and expanding the product terms into sum
and difference frequency terms, we get
KIK2K4
x(t) - 2 {sin [2c0ot + _b'l(t) + _b2(t)l
+ sin[_'_(t) - _)'2(t)]}
+
K2K4nl(t)
2 {cos [2wet + ¢'2(t)] + cos _b'2(t)}
K2K4n2(t)
2 {sin [2_Oot + q_'2(t)l - sin qS'2(t)}
The VCO will not respond to the high frequency terms, therefore, they can be
neglected in the VCO input,
K1 K2 K 4
e(t) = 2 sin [ qS'l(t )
K2K4
+ 2 [nz(t ) cos _b2(t)
T
+ n 2 (t) sin _z (t)]
The difference between input and output phase is the phase error, @(t),
T T
¢(t) = _bz(t ) - q52(t) = @z(t) - _b2(t)
(15)
(16)
(17)
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The noise terms in equation 16will be combinedinto a single term, n"(t), whose
distribution is yet to be determined,
n"(t) = ni(t) cos @'2(t)+ n2(t) sin ¢'2(t) (18)
Substituting equations 17 and 18 into 16,
K 2 K 4
e(t) - 2 [Ki sin _b(t)+ n"(t)] (19)
Now, substituting equations 17 and 19 into 11,
•, K2K3K4
$(t) = _x (t) - 2 [K 1 sin qS(t) + n"(t)] (20)
The loop input, ei(t), is a constant frequency sinusoid, therefore,
(bi(t) = wt + @io (21)
where
w = constant input frequency (rad/sec)
@io = initial value of the input phase (rad)
From equation 7,
q_'l(t) = (¢o - COo)t + _blO (22)
Substituting equation 22 into 20,
¢(t) = (w - %) - K[K z sin _b(t) + n"(t)] (23)
where
K2K3K 4
K - 2 - total loop gain (rad/sec/volt) (24)
Equations 17, 20, and 24 can be combined and represented by the loop model shown
in Figure 2. This model appeared in a paper by Develet [4].
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Z. 2 Loop Equation
Equation 23 can be rearranged and written in the form
d¢(t) [ (to EE 1 sin 9(t) ] dw(t)dt - - C°o) - = dt
where a new process, w(t), which is defined by
dw(t} = -Kn"(t)dt
has been introduced. Since
dw(t) = -Kn"(t) dt
(25)
(26)
(27)
The density function, p (9, t), of the process which satisfies differential equation 25
must satisfythe Fokker-Planck equation when the driver dye is of the form de-
' dt'
scribed above (Papoulis [2_, page 540), i.e. ,
8p + O-_ [_(9 t)p] 1 020t ' 2 092 [_r2(9't)pl = 0 (28)
where
_(#,t)dt = E[dgt9] = [(to- too)- KK1 sing] dt (29)
q2(9, t)dt = E Idwl 2 9 - 2 dt (30)
p(_,0) = _(9- 9o) (31)
and
co
p(X, t)dX = 1
--00
Substituting equations 29 and 30into 31,
b
= "_ [(KK 1 sin 9 + tOo tO)P]
2
KNo D__
+
4 0q_2
(32)
(33)
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Equation 33 is the solution of the stochastic differential equation 23 in the
sense that it defines the density function of the Markov process @{t). It is the
Fokker-Planck equation which represents the dynamic behavior of the phase-locked
loop. The time varying probability density function of the loop phase error is com-
pletely characterized by equations 3 l, 3 Z, and 33.
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3. Fokker-Planck Equation
3.1 General
A closed form solution for equation 33 is not available. The equation has
been treated by various approximations, however, there is very little quantitative
information available concerning the transient behavior of the loop. Much of the
work done to date assumes a stationary steady-state solution such that
lira p(_b, t) = p(qb) (34)
t-,_
lira 8p(_,t) = 0 (35)
8t
t-_
By substituting equation 35 into 33, an ordinary differential equation results for
which a solution can be obtained modulo 2_ [3], [4] . The result for the case
where w = _o is
4K
l
COS
K N c
e
p(_) -- 27rio(4K1/KNo) , -rr -- _ < 7r (36)
where
k_---OO
P(¢,t) = } p(¢ 4- 2_k, t) (37)
k_ --CO
and I o is a modified Bessel function of zero order. The reason for taking _) mod-
ulo 27r is that if a steady state solution exists,
lim p(_b,t) = p(O) = O, -_ -< q_ < co (38)
t--_oo
However, by "stacking" segments of p (_b) which are of length 2v into the interval
- 7r _-- qb < _, the result given by equation 36 is obtained.
Another useful approachis to consider only small phase errors such that
sin $ $ (39)
By substituting equation 39 into 33, a linearized version of the loop equation is ob-
tained. It will be convenient at this point to express equation 33in dimensionless
form. Let
KK
BL - 4 z = loop bandwidth (rad/sec) (4(11
73
2
Kx
- NoBL signal-to-noise ratio (SNR) in the bandwidth (41)
of the loop (dimensionless)
03 - O_
0
Y - 4B L - frequency ratio (dimensionless) (42)
T = 4BLt = dimensionless time (43)
Substituting equations 40 through 43 into 33 using the relation
ap ap OT _p (44)
at = aT at - 4BL 07
we get the dimensionless Fokker-Planck loop equation
at - a¢ [(sin ¢-Y)Pl + 1 aap (45)
a ace
Considering again the case where w = coo and substituting equation 39, the linear-
izing approximation, results in the following:
ap 0 10ep
0T = -_¢ (¢P) + -- 0¢ a
(4(_
The closed form solution of equation 46, which satisfies equations 31 and 32, is
2
a(¢- ¢o e-T)
p(_b,T) = _ a e 2(1 - e -aT )
2_r(l - e-aT)
(47)
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The solution for the case where o9 _ coo, is,
o_[_ -'y - (_o - y) e-T]2
_. 2 (1 - e -2T)p ((_, "r) = o_ e. (48)
' 27r(1- e-2"r)
2
Note that p (_b, "r)is Gaussian with mean, m, and variance, a , given by
m(T) = V + (@o- 'Y)e-T (49)
0.2(T) 1 - e-2T
- (50)
to satisfy the restriction on Z. There is no reason to expect singularities in p
(which would result from an unstable equation) other than at p (¢, 0). In any event,
if singularities do exist, they will become evident when the calculating routine fails
to converge for various values of p. As we will see, this does not occur.
3.2 Numerical Solution
Numerical solutions for the Fokker-Planck loop equation were
obtained using a calculating routine established in [5] for the solution,
the heat flow equation.
The partial difference system which was used can best be described by
assuming a rectangular mesh of points (_b_, Tn) in the _ - r plane as illustrated in
Figure 3. The value of a function, e.g., p (¢, _), at mesh point (_, Tn) will be
denoted by p_. First derivatives -- consider, for example, _ -- are approximated
as follows,
p(¢_+A¢, Tn) - P(@_, Tn)#-P- (51)
a¢ A¢
n n
PA+I - P2
zx¢
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or
0p ._ p(q)_,-rn) - p(Og- Aq_, ,rn)
aq, ,',_ (52)
n n
P_ - P_-z
n¢
where equations 57 and 52 are the forward and backward first-difference quotients,
respectively. Both difference quotients approximate the value of _ at mesh point
(¢_, Tn). Note in Figure 3 that AT and A_ are the step sizes in _ and _.
Second derivatives are approximated as follows,
n n n n
P£+m - P£ P_ - P_-z
a-_ _ n_ (53)
To approximate a term such as
we will use the values of Y midway between (q)_, 7n) and (q)2-+z' l"n) which we denote
yn yn
_+z/2 and _-1/2" The partial difference system which we will utilize approxi-
n n
mates Y__+l/2 by the mean of Y_ and Y__+I' i.e. ,
n n
yn _ Y£ + Y2+I (54)
_+1/2 2
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n yn
Y_-I/2 Y_ + g-x (55)2
Then, using equation 86,
We can now write the partial difference system which will be used to approximate
equation 68.,
n+1 n xnl n (pn .n_ n _pn n _Ip_ - p£ f Z+i - P_-I
(A¢)2
n
+ Zg (57)
n+l
or, solving for p_ , the value of p at time _n+l
functions at time _n'
, in terms of values of the various
n+l n
p_ = p_ +
n Iy_+l/2(pn n> y__l/2(pn n _1
(A¢)e
(58)
Note that the forward first-difference quotient is used to approximate _ since
we wish to step forward in time
.... 1-" --'_Equation 58 is an exp.lcl_ difference systen-_ in *_'"* "1"...... I+ ,_,,a_ u,_ _ _o_,,_ car, be c ''_VAAA--
puted step by step. Knowing p_ we compute p_+l, then p_+2 , etc. An alternative
approach ............... n+j
u_l,,zes at] lmp_t difference system ""_"_'_,_,_,,_^_,_o_*^-*_'"_,,_p by a _,_o'_÷o _.
simultaneous equations, the solution of which requires inversion of a very
large matrix.
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3.3 Boundary Condition and Initial Condition
It is impractical to attempt to compute p(@, T) over the entire range of @.
Therefore, it becomes necessary to select an appropriate interval of computation
and associated boundary conditions. Note that the computation of p_+l using equa-
tion 58 requires values of P_+ln, i. e. , to compute the value of a point on the bound-
ary we must use the value of a point outside the boundary. This suggests the fol-
lowing boundary conditions when p (q_, _-) is computed over the interval ¢i -< ¢ -< _j :
n n
Pi-1 _ Pi+l (59)
n n
Pj+a _ Pj-1 (60)
These boundary conditions assume that p (@, T) is symmetrical about the boundaries
for values of _b very near the boundaries. The approximations approach equalities
as mesh size is made smaller and smaller. Further justification arises from the
fact that the range over which p (¢, T) is computed will normally be selected suf-
ficiently large so that the boundary values are relatively small, and can therefore
introduce little error into the overall result.
The initial value of p (@, _) is defined by equation 31. Since this initial value,
5 (_b - _o), is unbounded in magnitude, it must be approximated by some function
which satisfies equation 32. A Gaussian density function with mean @o and very
2
small variance, ao' was selected as the approximating function.
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Sincep (q_,T) is a density function its area must integrate to unity.
Although we do not consider the entire range of ¢ in our numerical
calculations, for small T wewould expect that
f_J p(V,-r)dV = 1
¢i
where _bi and ¢j are the boundary values introduced above. As the interval
@i -< q_ -< @j is expanded, equation 61 will hold true over an increasing interval
of time. It becomes clear that we have an accuracy check which can be
applied over an arbitrary number of time steps.
(61)
4. Results
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4.1 Density Function of Phase Error
Equation 58, the partial difference system, was programmed for computation
on a digital computer. Results were obtained for several values of _ with
¢o = 0 (62)
T = w - wo = 0 (63)
The value used for _ro, the standard deviation of the inital Gaussian density func-
tion, was 7r/20. Results were obtained over the interval -37r - cA- 37r, however,
since p (cA, _-) is an even function for the conditions stated in equations 62 and 63,
it was necessary to compute p (cA, T) only over the interval 0 - cA -< 3v.
Results obtained for c_ = 10 are illustrated in Figure 4. As can be seen, only
a limited range of T was considered here. It was decided to concentrate on smaller
values of c_ so as to obtain more rapid variation of p (cA, T) with time.
Results for c_ = 1 appear in Figure 5, which illustrates the behavior of
p(cA, _) in the interval -_ -< cA _< 7r. The variation of p(cA, T) in the range
7r _< IcAI -< 3_ is seen more clearly when even smaller values of _ are considered.
Shown in Figure 6 are the results obtained for _ = 0.1. We see here the
variation of p (cA, _) for IcAI > _" Results are plotted to a larger scale in Figure 7
for selected values of T. Equation 47, the solution for small cA, was computed for
= 0.1 and the results superimposed on Figure 7. It was determined that when
T = . 0012, equation 47 is identical to the initial Gaussian density function used.
Therefore, equation 47 was actually computed for 7 = _-' + . 0012, where _'/4 (see
equation 43) corresponds to the dimensionless time values indicated in Figure 7.
8O
5. Conclusion
5.1 Summary
We see that the partial difference system given in equation 58 can be used to
obtain numerical solutions for the Fokker-Planck loop equation. This
approach treats the loop equation as the following one-dimensional heat
flow equation
_P _ 1 ea(C°S_+Y_b)_^. FSe-a(c°s@+y_b)'_8--_,_; + pcos _ (64)
aT a Lo_ L\ yoq_]J
and then applies a numerical method developed by von Neumann and Richtmyer for
obtaining solutions.
Although equation 64 contains periodic terms, periodicities do not appear in
the numerical solutions for the range of T considered. Transient behavior is seen
to remain exponential in character. Of course, it cannot be concluded that periodic
behavior will not arise for larger values of T. Infact, the only conclusion warranted
in this respect is that any periodic behavior present becomes evident only after the
ordinates of p (4, T) have become small.
As an additional check on the validity of results obtained, values of p (4, T)
for a = 1 from Figure 5 are plotted modulo 2 r in Figure 11 and compared with the
steady state solution as given in equation 3 6. A similar result for a = . 01 appears
in Figure 12.
5.2
sumed that the loop contained no filter (see equation 12).
Second-Order Loop
In deriving the Fokker-Planck equation for the first-order loop, it was as-
The second-order loop
does contain a filter with transfer function of the form
Kc(s + a)
KoF (s) - s (65)
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The Fokker-Planek equationfor the second-order loop is derived by Viterbi [4],
as follows,
8p 8p + 8 <[ -I h K2No _2p (66)
8t =-XIaXo _ K sin(aXo+X )jP + 4 0x [
We see that the second-order loop equation is two-dimensional. If it were desired
to apply the approach discussed in this report to the second-order loop, the initial
step required would be to establish a partial difference s ystem which approximates
equation 66. The approach here would be similar to that discussed in Section 3. Z.
For example, the forward first-difference quotient analogous to equation 51_ould be
a__p___ P(Xo2 +AX o' Xlm' tn) - P(Xo. _' Xl m, tn)
8X o AX o (67)
Similar quantities analogous to equations 57 and 58 can also be written. However,
as we have seen in Section 3.3, the primary difficulty lies not in establishing the
partial difference system but in deriving stability conditions. A possible approach
here would be an extension of yon Neumann's derivation, as summarized in Appen-
dix H, so as to obtain stability conditions for the two-dimensional case of the heat
flow equation.
A possible alternate approach for investigating transient behavior of the
second-order loop using numerical methods is Monte Carlo simulation. This
method would involve a digital simulation of the loop driven by Gaussianwhitenoise
which is generated by weighting the output of a random number generator according
to a normal distribution. An experiment consists of determining the system re-
sponse for a single randomly generated noise value. Then, by repeating the experi-
ment hundreds or thousands of times, statistical estimates of the system response
(e. g., the probability density function) can be obtained.
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I-B.3 Drift Correctien for VCO
in PLL
Introduction
A first-order phase-locked loop (PLL) used to demodulate a
frequency modulated carrier is shown in Fig. l . The phase comparator
provides an output which depends On the phase difference between the
input signal and the output of the VCO. This phase-comparator signal
constitutes both the demodulated output and the control signal which
constrains the VCO to lock, in frequency, to the input signal. There is a
limited range of phase over which the phase comparator is able to provide
a control signal adequate to achieve locking. For example, if phase comp-
arison is accomplished by multiplication, the total range of phase is 180 °
and the center of the range corresponds to the situation where the two inputs
to the comparator are in quadrature. The range of input frequency over which
the PLL will remain in lock, i.e. its bandwidth depends on the amplitudes of
the input signal and VCO output as well as on the sensitivity with which the
VCO responds to its control signal.
When the input to the circuit of Fig. 1 consists of an unmodulated
carrier accompanied by a high level of noise, the demodulator output
displays a combination of '_'smooth" noise and "spike" noise. The spike noise (1)
which has been the subject of intensive recent study is responsible for
the threshold phenomenon encountered in frequency modulation commun-
ication systems.
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In this case of unmodulated carrier plus noise input, it is observed
experimentally that, when the VGO is adjusted so that the phase comparator
is operating in the center of its range, the frequency of these randomly
occurring spikes is at a minimum, and that the average rates of occur-
rence of positive spikes and of negative spikes are equal. When the VCO
is adjusted so that the comparator is operating progressively off center
the spikes of different polarities become progressively unequal in rate of
occurrence. The polarity of the predominant spike reverses when the
comparator moves from one side to the other side of the center of its range.
Furthermore, and most importantly, the total number of the sum of positive
and negative spikes increases sharply when the comparator operating point
departs in either direction from center.
When the carrier is modulated, the total rate of occurrence of spikes
increases over the unmodulated case since the phase comparator will be
off center except when the instantaneous frequency of the input momentarily
equals the carrier frequency. For the purpose of minimizing spike noise
it is clearly advantageous to arrange fhat the phase comparator operating
point hover about its center of range. If the modulation carries the instant-
aneous frequency symmetrically about the carrier frequency then the
advantage is in adjusting the VCO so that the carrier frequency is at the
center of the range of the PLL.
In any physical system, the frequency setting of the VCO may be
expected to drift and such drift will degrade the performance of the system.
In telemetry systems the baseband frequency range may extend to d-c. In
such a case, and when high sensitivity is required in the VCO, the phase
comparator may have to be coupled to the VCO through a high-gain d-c
amplifier thereby compounding the drift problem.
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Accordingly, work was undertaken to develop circuity to correct for
VCO drift. The circuitry is based on the recognition that, depending on the
direction of the drift, spikes of one or the other polarity will predominate.
A drift-correcting signal is applied to the VCO where magnitude and polarity
depend on the extent and direction of the unbalance of spikes of the two
polarities .
I. UNMODULATED CARRIER
(a) Circuit Block Diagram
To check the feasibility of the VCO drift-correcting proposal suggested
above, the scheme was tried initially in connection with an unmodulated
carrier,. A block diagram of the arrangement employed is shown in Fig. Z .
Since the input carrier is unmodulated, the phase comparator output consists
of noise above, smooth noise and spike noise . The noise is amplified and
applied to two diode voltage comparators. The reference level of one
comparator is adjusted so that it transmits only the peaks of the negative
spikes while the other comparator transmits only the peaks of the positive
spikes. The smooth noise, having a smaller amplitude, is not transmitted.
These spike peaks are used to trigger the monostable multivibrators as shown.
The multivibrator output pulses are of equal amplitude and duration, and of
opposite polarity. The width of the multivibrator outputs are adjusted to be
much wider than the spike width, but narrow enough to make insignificant
the likelihood that two spikes of the same polarity will occur during this
multivibrator pulse duration. The multivibrator pulses are much larger
in amplitude than the triggering spikes.
The multivibrator outputs are added and the sum applied to a low-
pass resistance-capacitance combinationwitha time constant which is very
long in comparison to the interval between spikes. The output of this inte-
grator is proportional to the long-time average of the difference between
the numbers of spikes of the two polarities. This slowly varying signal,
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after further amplification to increase the sensitivity of the feedback
control, is applied as a correcting signal to the VCO.
(b) Schematic Circuit
A schematic circuit is shown in Fig. 3. The four-diode ring and its
associated transformers T1 and T2 constitute the phase comparator. The
stage involving Q1 is an emitter follower used a a buffer. The stage involv-
ing Q2 is an amplifier on which the transistor is biased to respond some-
what more sensitivily to a positive input signal excursion than to a negative
excursion. The simplified and inverted output therefore appears with an
accentuated negative going spike. Diode D1 and its associated resistors
constitutes the voltage comparator which allows transmission of only the
spike extremity thereby preventing the triggering of the multivibrator
(Q4 and Q5) by the smooth noise. The voltage comparison reference level
is set byR1. The output at the collector of Q5 is a positive-going multi-
vibrator pulse. The channel for the generation of a negative going multi-
vibrator pulse involves transistors Q3, Q6 and Q7 and diode D2. Observe
that one channel uses n-p-ntransistors while the other uses p-n-p trans-
istors.
The addition of opposite polarity multivibrator pulses and the long
time averaging is accomplished with resistors R3,R4 and capacitor CI.
The time constant associated with this circuit is about 7 seconds. The
resistor R5 serves to maintain the voltage across C1, an electrolyctic
capacitor. The field-effect transistor, used as a drain follower, provides
a very high input impedance required to maintain the very large time
constant of the circuit connected to its gate. The stage involving Q9 and
Q10 provide addititonal gain. If R7 is adjusted so that the voltage across R6
is zero, an adjustment if R6 affects only the gain of the stage and not the
d-c output level.
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(c) Circuit Performance
The circuit of Fig. 3 was used in conjunction with a commercial
voltage-controlled oscillator (Wavetek, Model Ill) . The input carrier
frequency was 455 kHz. The voltage levels of the carrier and VCO output
were adjusted to be nominally equal and of such magnitude that the PLL
bandwidth was 30kHz. The I.F. filter, centered at the carrier frequency
of 455kHz had an overall bandwidth of 13kHz. Two counters were used to
count individually and separately the positive and the negative spikes. The
VCO was initially adjusted to equalize the ratio of occurrence of positive
spikes and of negative spikes. The noise level was adjusted to a point where
the spike rate, positive and negative together was 200 per minute.
Drift of the VCO was simulated by a slow rotation of the frequency-
control dial of the VCO. Figure 4 shows plots of total spike count as a
function of the percentage drift of the VCO from its initial setting, In one
case the drift-correcting feedback loop was open and in the other case
closed. The improvement resulting from feedback is impressive.
If. Modulated Carrier
In the case of the unmodulated carrier we are readily able to use a
voltage comparator to mark the occurrence of a spike because the spike
amplitude is substantially larger than that of the background smooth noise.
When the input is modulated, the spikes are superimposed on the demod-
ulated output signal which may be of comparable amplitude. A further
difficulty is to be seen in the following consideration. When, as a result of
the modulation, the demodulator output swings, say, in the positive direction,
the predominant spike polarity is negative and vice versa. Thus, for example,
suppose that the modulation is sinusoidal. Then spikes will occur with
greatest likelihood at the peaks of the sinusoidal output signal, since at these
peaks the PLL has made the maximum excursions away from the center of
range. Further, at the positive peak the spike would be negative and, at the
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negative peak, positive. In this sense, the spikes are buried in the signal.
An order of magnitude estimate of the relative amplitudes of signal
and spike may be arrived at in the following way. If the baseband band-
width is fm and the frequency deviation is A f, the system bandwidth needs
to be BIF _ 2 (f + hf} . Spikes result from the noise content of this
m 1_
spectral range, and we may therefore expect the spike width to be At _ ]_F
The theory _1)- which accounts for the origin of the spikes indicates that on
a plot of frequency against time, the spike has an area equal to unity. Hence,
the spike has an amplitude which corresponds to a frequency change AF at
the demodulator input with AF determined by AF At = 1. Accordingly
5F = 1/At = 2 (fro + hf)
The ratio of the spike amplitude to the peak signal amplitude is
Af - T
in which B = &f/fm is the derivation ratio.
When B<< 1 , the spikes will stand out sharply against the signal.
Such will not be the case when 8 >> 1. For example, if the modulation is
sinusoidal and the carrier is modulated through its maximum peak to peak
deviation, 2f_f, the spike amplitude will equal the peak to peak signal
amplitude. However, if B is large enough, we may again distinguish the
spikes in the presence of signal by filtering.
Let the PLL output signal be passed through a high-pass filter of
cut-off frequency fm. The spikes have an energy content which extends
through the range Z(fm + Af) = B/F. If BIF >>fro, the signal will be
suppressed and the spikes will remain without extensive modification in
waveform.
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The curcuit of Fig. 3 with small modification has been used success-
fully in the case 8 = 13 . The modulating signal was Gaussian noise, band-
limited by a low-pass filter with cut-off frequency at 500 Hz and response
down 20 db at 1000Hz, The carrier frequency was again 455 kHz, BIF = 13kHz
and the bandwidth of the PLL was 60kHz. The single essential modification
in the circuit was the reduction in magnitude of the coupling capacitor C2.
This modification introduces into the circuit a high-pass resistance-ca-
pacitance filter network which suppresses the modulation. More elaborate,
sharper cutoff filters were also tried with no readily discernible difference
in performance. The performance of the circuit with modulation was very
nearly identical to the performance shown in Fig. 4 for the unmodulated case.
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III Work in Progress
(a) When B is not very large, a high pass filter which serves
adequately to suppress the modulation will also differentiate the spike.
Therefore, a positive spike will be modified to appear as a positive pulse
followed immediately by a negative pulse, while a negative spike will
become a negative pulse followed immediately by a positive pulse. In such
a case, the system described above fails, because it depends on sensing a
difference between the number of negative pulses and positive pulses. It is
still possible, however, to distinguish a positive from a negative spike even
after differentiation since in one case the differentiated spike makes a
positive excursion followed by a negative excursion while for a negative spike
the order is reversed. The details of the circuity needed to reliably detect
this difference in proper order is presently being developed.
(b) The feasibility of a procedure for detecting the occassion of
the occurrence of a spike leads to the possibility of developing a scheme
for suppressing spikes by cancellation and thereby lowering the threshold.
Work is in progress on a scheme for generating at each spike occurrence
a pulse opposite in polarity to the spike and of such proportions that the
spike will be essentially cancelled. The demodulator output will be trans-
mitted through a delay line to give the spike cancelling circuit adequate
time to operate. Preliminary calculations indicated than even a far from
complete cancellation will result in a substantial improvement in spike
noise. For, if the spikes can be replaced even by doublet type waveform the
energy content of the spike noise will be shifted to a frequency range outside
the ba s eband.
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PERCENTAGE "DRIFT" OF VCO
Figure 4
I00
I-C The F rec_uency Lecked Loop
Work is proceeding on the frequency locked loop or FLL upon
several fronts simultaneously.
On the one hand the FLL has been shown to provide a limiting
case for the older FM with feedback or FMFB circuit. This means
that all theoretical and experimental results are directly applicable
in providing one starting point in FMFB investigations.
Another aspect of the work has been theoretical. In this work a
refined method for calculating both "click" and "gaussian-like" noise
outputs from the FLL has been developed. Using this approach computer
results have been obtained which allow the calculation of the total noise
output from a FLL as well as allowing the individual computation of the
several noise components. These components consist of the FLL modified
versions of the spike and gaussian-like (parabolic) components normally
present in a limiter discriminator output as well as an additional gaussian-
like term added by the FLL.
Figure 1 shows these three noise power components for a CNR of 6 db
and a _IF/_MOD ratio of 2. In addition, it shows the total FLL power and
for comparison the total discriminator power for the same conditions. These
curves are all for the no modulation case. They are for a loop with an inte-
grator as a low pass filter. Extensive work is under way to extend these
results to the modulation case, to consider the case of an ordinary low pass
RC network as a loop filter and to compare these results with experimental
results. In the experimental case, both direct comparison with a base band
FLL fed from a discriminator and comparisons with various types of simulated
noise inputs to the FLL are being carried out.
A third aspect of the work has been experimental wherein the loop has
been investigated as a threshold extension device for use in receiving both
noisy and fading FM signals. Preliminary results have indeed shown that
the loop can reduce "spike like" disturbances resulting either from noise
or from multipath FM signal interactions
(a) FMFB - FLL Equivalence
If one postulates a FMFB circuit with a wide IF (or a low
pass filter that passes the difference frequency from the mul-
tiplier and rejects the sum frequency], an FM detector [No
limiter] and an integrator for a low pass filter, then it can be
shown that this circuit has exactly the same defining equation
as the FLL hence the two circuits should yield equivalent per-
formance.
J.
-" I01
e. = a(t) cos [_o_ t +_(t) ]
zn 1
evc o= B cos [*zt +_(t) ]
ediff = KIB a(t) cos [ (o_1-_2) t + (_0(t) - ¢(t))]
edisc = KII a(t) [_ (t) - $(t)]
eintegrato r = KIII _ a(t) [_(t) - _(t) ] = eou t
However the VCO is controlled by eou t so that
(t) z KIV eout
combining the last two equations
"_'(t) + _ (t) KIII KIV a(t) = KIII KIV a(t) _(t)
which is exactly the form of the equation for the FLL [Equation 8, Reference 1],
hence, this extreme version of a FMFB reduces exactly to a FLL.
[ The other extreme case of a FMFB of a narrow IF and a wide low
pass filter can be shown to reduce to a phase locked loop ] When
(t) KIII KIV a(t) > > _ (t) then _ (t) = q0 (t) and distortionless
detection occurs.
The postulated FMFB will never suffer loss of lock problems; on
the other hand it will not be able to skip input spikes completely but
only to reduce them the way a FLL does.
(b) FLL Experimental Results
Figures Z, 3, and 4 show test results for a FLL set-up for the
reception of slow scan TV signals via a FM channel. For this test a
100 Hz sinusoidal signal is applied to the e (t) input channel while
an over modulated i at I000 Hz _ AM carrier is applied to the AM
detector channel. Figure 2 shows the detected AM signal as applied to
the FET gate. [The DC zero is on the line below the top,
the scale is Iv/cm]. By expanding one of the tips, it was seen that
the loop hold off time was approximately 220 u sec/peak. The loop
gain (and hence the loop bandwidth) drops to a low value when the corn-
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bined detected and DC bias signal drops below - 2. Bv for this unit. ]
Figure B shows the results of applying this AM channel signal
for the cases where the loop filter has a single pole at 159 Hz. In
figure 4 the pole is moved in to (1/11) th of the previous value. In
the first case the nominal loop bandwidth is 16kHz which is sufficient
to handle the PIB slow scan TV picture when transmitted with a Beta of 2.
Note that if a frequency spike had occurred at the instant of the
amplitude reduction then the circuit would have produced only a small
disturbance instead of a large impulse.
Figure 5 shows the occurrence of a frequency spike in a signal
received via the scatterer of Fig. 7 and the PIB water tank channel
simulator. It also indicates two regions in which the resultant carrier
amplitude became very low, Note that for one small amplitude case a
spike occurred [the op going slope near the zero crossing] while for the
other [ the down going slope near the zero crossing] it did not.
Figure 6 indicates the output of a FLL used to receive this signal.
In the lower trace the loop AM channel is disconnected and the click on
the rising side of the sine wave is plainly evident. In the upper trace the
bias pot setting is reduced from + 12v to +9.9v which allows the ampli-
tude minimums to cause holding actions that essentially remove the
spike while introducing a slight disturbance upon the opposite slope of the
output signal, For most purposes the upper trace would seem to be
preferable. In a video signal the effect of this operation would have been
to remove either awhite or a black dot from a nominal grey area [the
color of the interference would depend upon whether up was set up as
black or as white].
Reference:
(i) K.K. Clarke and D.T. Hess "Frequency Locked Loop FM
Demodulation'! IEEE Transactions on Communications Technology'
August 1967, pp. 518-524.
• 103
16x I03
14xlO-
I- 12x 1(33
0
hi
n
or)
LIJ
-r _E -3
I- s lOxlO
w
N F-
:EO 8
n-n-
O n
z I_I
i_ .-r-
u.ll-
DISCRIMINATOR
NOISE POWER
i
, LI
+ (_IF
FLL
NOISE
POWER
GAUSSIAN-LIKE
NOISE TERM
NOTE, THE VALUES FOR
(_IF / °_LOOP ) = 0
CORRESPOND TO
THE DISCRIMINATOR
CASE.
NOISE POWER
FROM SPIKES
Fig. le
ADDITIONAL GAUSSIAN-
LIKE NOISE TERM
I
20_lF/(_LOOP
Frequency locked loop noise power components as a
function of _0iF/_LOOP" CNR = 6db [_IF/_Loop ]= Z
Output low pass filter at _. OD after the loop. Ideal
discriminator output shown_or comparison. _ IF and
_0MOD as constants. _Loop as variable
Fig. 2 Simulated amplitude dips a s  
applied to a ( t )  channel of FLL. 
F i g .  3 FLL output fo r  100 H z  sinusoidal 
(t) channel input and the a ( t )  signal 
of Fig.  2 l oop  fi l ter  a t  159 H z  . lv  / cm 
vertical-  Closed loop nominal bandwidth 
of 15 k H z  
Fig.  4 Same a s  F i g .  3 except that  loop f i l ter  
has  been moved in  to 1 /11 of previous 
value. w Z 1360 Hz 
Loop 
0 FM OUTPUT, $(t) 
E 
Fig. 5 a(t) and ~ ( t )  channel inputs for signal 
t ransmi t ted  via the PIB water  tank 
simulator.  1 0 0  Hz modulating 
frequency peak deviation of 14 k Hz 
Fig. 6 Effect of FLL in suppressing a "spike" 
generated by F M  t ransmiss ion  in  the 
PIB water  tank channel. 
106 
Fig .  7 Scattering element  used in the 
PIB water  tank channel s imula tor  
to produce the spike of Fig.  6 .  
Glancing operation. 
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The PIB water tank random channel simulator has been developed
to the point where repeatable random channels may be constructed in
which envelope probability density, pulse dispersion, and fading rate
are independent controllable variables.
As reported earlier (1)' (2), (3) the simulator operates at a nominal
center frequency of 4 MHz and uses the 2.1 x 105 wave length compression
between radio waves in air and sound waves in water to achieve highly
directional antennas, small common volumes, and multiple wavelength
systems all in a physically small volume.
A schematic representation is shown in Figure 1. Nominal dimen-
sions would include 1 meter between antennas T and R, and water depths
of 25 cm. Stray reflections and direct transmissions are kept down 60db
from nominal transmission levels through careful grounding procedures
and through the use of anti-reflection padding in the tank.
Operation is possible in the glancing mode from antenna T to either
or both antennas, R 1 and R2, or in a reflecting mode from antenna
R 1 via the scattering array to antenna R 2.
The basic change in operation over the previously reported results
in the scattering array shown in Figure 1. Early versions of the channel
simulator used air bubbles or mechanical elements (beads) moved by
bubbles as scatterers. The current version of the simulator uses arrays
of rods or forms as illustrated in Figures 2, 3 and 4.
These arrays are driven by a 20 rmp motor through a gear box with
reduction ratios of l:l, 2"1, 4:1, --- 512:1. Figure 5 shows the motor
with one scatterer mounted on it.
Since the probability density of the returned signal depends only
upon the array and the path configuration one finds that the fading rate
and the probability density have become independent variables. Thus
for a given communication system simulation one may control fading
rates in steps over a 512/I range while maintaining the probability
density invariant. (The shape of the power spectrum of the fading
envelope is not affected by speed changes, the frequency axis is merely
expanded or compressed. )
o.
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Since the arrays may be removed and replaced (as if they were
phonograph records) one may test the same system with different types
of fading while maintaining other variables essentially constant.
A very great practical advantage of the speed variation feature
is in the measurement of the probability density and of the power spectrum
of the fading envelope. These measurements may be made at the highest
available speeds so that measurement integration time constants may be
relatively short and hence the measurement integration time constants
may be relatively short and hence the measurements may be made with
commercially available or more simply constructed equipment. (With
fading rates of one or two hertz a spectrum analyzer with a bandwidth of
0.01 hertz would be required and measurement times of hours would be
necessary to obtain a complete channel average.
Also at slow fading rates digital integration would be necessary for
probability density measurements and again hours would be required to
obtain one measurement ). At the Z0 rpm or 10 rpm rates a Quan-Tech
Model 304 Wave Analyzer with a lh z bandwidth suffices for spectrum
hin (4)measurements while a previously described probability density mac e
provides rapid p(v) vs.v measurements.
Average pulse dispersion measurements versus delay are made
with a locally designed and constructed circuit of the type shown in
Figure 6. This circuit slides a narrow gate along in time and measures
the average time spent at each delay. As will be seen in latter illustra-
tions it is possible with this simulator to produce quite non-gaussian dis-
persion characteristics. In addition to simple average measurements
it would be possible to couple two such circuits (with a fixed delay between
them) so as to obtain correlation data. It is also desirable to view the
returned pulses directly on an oscilloscope so as to note their structure.
Figures 7 and 10 present a set of data of the types just described for
the scatterer of Figure 3a. In addition Figure 7 indicates the independence
of the outputs of two receiving antennas with centers spaced 2 inches apart
(P_I and i_2 in Figure 1). Thus the simulator is able to provide independ-
ently fading signals for use in diversity studies. Figure 10 which shows
dispersed pulses received through the channel also indicates different
pulse dispersions on the two diversity channels.
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envelope vs. time for more than one complete cycle of revolution of the
scatterer of Figure _ on a glancing path. Fig. 12 indicates the voltage
spectrum of the fading envelope for 20 rpm glancing path operation of
this scatterer while Fig. 13 indicates the non-gaussian pulse dispersion
vs. delay result for in and out operation of the same scatterer.
Work now in progress with the simulator includes:
(a) Investigation of "click" phenomena produced by FM signals
transmitted via a random channel. Work includes the identification of
such disturbances, the correlation of such disturbances with envelope
amplitude variations, the investigation of the distortions introduced by
such disturbances in various types of modulation (video, analog, and
digital), and the use of threshold extending circuitry such as phase locked
loops and frequency locked loops in removing or minimizing such distur-
bances with envelope amplitude variations, the investigation of the distor-
tions introduced by such disturbances in various types of modulation
(video, analog, and digital), and the use of threshold extending circuitry
such as phase locked loops and frequency locked loops in removing or
minimizing such disturbances.
(b) Investigation of intermodulation and interchannel distortions
introduced in multichannel FM signal transmitted via a fading channel.
Some theoretical work has been done in this field by others, however,
there seems to be no experimental correlation. In addition the theoretical
work only treats the case of a delayed channel signal with an amplitude
small compared to the main channel. In a severelyfading channel this
is not a realistic assumption at all.
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m. Partially Coherent Binary PSK Communication Systems
I - Introduction
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A. The Synchronization Problem
The additive white Gaussian noise communication channel is an
accurate model of space communication channels [ 1 ] . Coherent
binary phase shift keyed (PSK) systems operating over such channels
yield a 3 db power saving over comparable orthogonal systems such
as FSK. The optimum PSK demodulator (Fig. I) employs a reference
signal with perfect phase coherence; such synchronization is unavailable
in practical systems due to oscillator phase jitter, doppler, random
variation of channel propagation delay, etc. These variations are often
slow enough to permit good phase estimation either from the PSK signal
itself or from a separately transmitted reference signal. The noisy
reference thus obtained, when used in the demodulator of Fig. I
may result in a probability of error P(E) close to that of the idealized
system.
A different but equivalent structure for the correlation detector
of Fig. I is the product detector shown in Fig. 2.
I' °_Z are two r.v. defined so that
_2
@ = tan -I --
This demodulator model more closely parallels the mathematical
formulation of the optimum receiver problem (Section II-D).
B. Transmitted Reference and Single Channel Systems
PSK communication systems which operate with a noisy reference
signal are called partially coherent systems. They may be classified
into two major categories: transmitted reference (TP_) and single
channel (SC). The transmitted reference systems estimate the phase
from a separate reference signal transmitted in addition to the keyed
signal. Single channel systems derive their phase estimate directly
from the keyed signal. Combination systems are also possible.
The popular TR systems are:
i) Adjacent Tone PSK (AT-PSK)
2) Quadrature i_eference PSK (QR-PSK)
Ideally, these systems deliver identical performance. QR-PSK is
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immune to some of the practical problems which beset AT-PSK, but
may be more complicated to implement. The major advantage of TR
systems is their relative simplicity. Their greatest disadvantage is
that a portion of the total available transmitter power must be reserved
for transmission of the reference signal, reducing the power available
for the keyed signal. Also, the optimum power split between the refer-
ence and keyed signals depends on the received signal-to-noise ratio
{SNP_) which is generally unknown at the transmitter where the adjustment
must be made•
The following are SC systems:
i) Differential PSK (D-PSK)
Z) Decision Directed Measurement PSI< (DDM-PSK)
3) Harmonic Tracking (Squaring) PSK (HT-PSK)
4) Costas Synchrolink PSK (CS-PSK).
These systems are not all equivalent. Their common advantage is that
the entire transmitter power is used for both data transmission and
synchronization. Their major disadvantage is mark-space ambiguity.
The absolute phase cannot be established at the receiver; consequently,
the derived reference signal can be out of phase by rT radians. This
necessitates differential data encoding, which generally increases P(E).
Encoding methods are discussed in the following section.
C. Absolute and Differential Encoding
Two types of data encoding are employed in binary PSK communica-
tion systems; we call them absolute encoding and differential encoding.
This terminology does not refer to error correcting coding, but to the
way in which the phase shift keyed waveform represents the data sequence.
Consider a message consisting of a sequence of plus and minus ones. To
form an absolutely encoded PSK signal, we send the phase _ to represent
a + I, and 0 to represent a-l. To differentially encode the signal, we
represent a +i by a phase change of rr radians, and a -I by no phase
change. These two techniques are illustrated in Fig. 3. To illus-
trate the utility of each scheme, we cite two examples.
First consider a TI_ system where the receiver tracks a separate
sinusoid to obtain a phase estimate. The absolute phase of the keyed
signal can be determined at the receiver by comparing the received
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reference phase and keyed phase. In this system absolute encoding
-,,....r_- "z___ T_ C_..;_ TTT {"' =,_,_xxr t-h_,t- f',-,r TR systemscauses no QIIIICu-Ly. .........
absolute encoding always leads to smaller P(E) than does differential
encoding.
Now suppose absolute encoding is used in a SC system where a
basic ambiguity between 0 and _ radians exists. At the beginning of
the transmission, a pre-arranged sequence of -i can be sent to
initiate the phase estim, ation and identify the absolute phase of zero,
and there is no depoding problem. However, if at any time during the
message transmission the noise causes the phase error of the reference
to exceed _[ radians, the reference equipment may lose synchronization
and relock about TT radians. Then the decoded message would be in-
verted, and P(E)would be near i. Further, there would be no indication
of this condition at the receiver. P(E) of such a system would approach
0.5 for long messages. If differential encoding had been used, this
problem would not exist, since the presence or absence of a phase
transition between bands can be detected equally well with a reference
phase of 0 or _ radians. For this reason, differential encoding is
almost always used in SC systems. This immunity from reference
inversion is bought at the price of increased P_) (Section Ill-D), a
e
fact which is ignored in most analyses of SC PSK systems.
i\
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II. Transmitted Reference Systems
A. Mathematical Model
The reference measurement time, and hence the quality of the
phase estimate, is limited by the rate of change of the received phase,
caused by channel variations. This limitation is incorporated into
a simple model by postulating a constant received phase, but a limited
allowable measurement tlme. The measurement time qT extends
over q bauds of duration T. For convenience in notation, the
measurement and data intervals are taken as disjoint, and therefore
the noises are independent. In properly designed TR systems, the
noises in the two channels are independent even during identical time
intervals, so our model is not restrictive. If the signal band is to be
included in the phase estimation interval, the same formulas apply with
a re-interpretation of q . The received reference and keyedwaveforms
are:
Vr(t ) = A cos (_0 t + 8 ) + n(t) t e [ - qT, 0]
o
17
vk(t ) = -B sin (co t ÷ m. + @) + n(t)o 12-
= m. B cos (_ t + @ ) + n(t) t e [ 0, T ]
i o
m. = + I are the (equally likely) data.
i
@ is a r.v. uniformly distributed on [ - n, _].
8, mi, n(t) are uncorrelated.
n(t) is stationary Gaussian noise with double-sided power spectral
N
o
density S (o_)n = -2-
The total transmitted energy is
A2T B2T
E =E +E k +r = --f-- --Z--
The effective SNPCs in the reference and data channels are
respectively,
E t E k
a =q _i_-- _- N
O o
and the total received SNR is
Z (1
R=
0
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B. Correlation Detector
The simple correlation detector of Fig. I is the optimum
receiver for coherent (_0= 0) binary PSK signals. Now suppose
that the reference .is noisy, so that _ is a roy. with non-zero variance.
We have succeeded in proving that this detector remains optimum
(minimum P (_)), under the following loose conditions on the probability
density function (p.d.f.) of the phase error _= @ - @.
A
This result is valid even when @ is not the best possible estimate
of @ . We have thus obtained theoretical justification for the intuitive
notion that simply replacing the perfect (but unobtainable) phase estimate
by whatever estimate is available is a good procedure to follow. The
first restriction on f(_), implying that @ is an unbiased estimate of @ ,
is due to the absence of a natural origin for fo(e ) . Bias in any reason-
' d.f. of theable estimate is toward the mean value of the a priori p.
parameter being estimated. But since @ can be reduced modulo - 2rT
to any 2r_ interval, our choice of the interval [ - 7, r_ ] , and consequently
of @- = 0 , is an arbitrary one and should not influence the estimate.
The second condition assures that the estimation error will be nearer
to 0 radians than to _ radians {absence of mark-space ambiguity). To
satisfy this conditon, for example, it is sufficient (but not necessary) for
f(_) to be non-increasing away from zero.
f _> f(®z) for I< I
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C. Maximum a Posteriori Phase Estimator
No one estimation criterion is best for all applications. At this
point we have only the indirect (and difficult to apply) criterion that
P(E) should be minimum when the estimate is used in the demodulator
of Fig. 1. Here we shall discuss the maximum a _ posteriori
estimator (MAP) and in the next section consider its utility in PSK
demodulation.
The MAP computes the phase which was most likely present
on the basis of the recezved reference signal Vr(t ) and the a posteriori
p. d. f.' s. Thus @ is the phase which maximizes f( @/Vr).
f(vrL0f(0)
k' f(vr IS )f(0/Vr) f(Vr)
The phase which maximizes f(Vr/e ) is known as the maximum
I
likelihood estimate (MLE). Since 8 has a uniform a priori p. d. f. ,
the MAP and MLE are identical for our application. The result for
the MAP 8 is
where
O
_1 = _ Vr(t) cos ¢o° t dt
-qt
(
0a Z= -_ Vr(t ) sin ¢0 t dt
O
-qt
A block diagram of this estimator is shown in Fig. 4.
The p.d.t, of the phase error using this estimate is given by
I -a 1 a e-a sin z
-- -- _ cos _[p+erf( _cos_)] _[-_,_]f (_)= 2-/_e +z
This function is plotted in Fig. 5 for several values of effective SNR a.
Since the MAP satifies both conditions of f (q))given in Section /_I-B, the
detection of Fig. 1 is optimum whenever the phase estimate is of this type.
D. Optimum TR Demodulator
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In Section II-B we considered the optimality of the simple
detector of Fig. 1 under the assumption that a given phase
estimate has already been obtained• Now we seek the demodulator
which is optimum in the general case where we have freedom in
choosing the criterion for phase estimation. First note that the
decision at time t = T is based on the two received waveforms
Vr(t ) = A cos (_o t + e ) + n (t) t E [ -qT, 0 ]O
vk(t ) = m i B cos (C0o t + @ ) + n(t) t c L 0, T ]
I
To minimize P(E) the maximum a posteriori (MAP) decision rule
is used, whereby the most likely message is chosen at each decision
instant:
If f(m I Ivk Vr)
otherwise decide
> f(m 2 Iv k, v r) decide ml;
mzo
Computing the required p. d. f. 's and manipulating the resulting
equations, the final decision rule may be written
If v I e I + v 2 co2 > 0 decide m I where
v I =
o
v 2
co
1
co
2
T
vk (t) cos _o t dt
T
vk(t ) sin _ t dt0
o
0
-qt
Vr(t) cos ¢0ot dt
0
-qt
VrIt).. sin 0_o t dt o
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A block diagram of this demodulator is sho_vn in Fig. 6.
Comparison with the correlator of Fig. 2 and the phase
MAP of Fig. 4 shows that the optimum demodulator for
TR PSK is an estimator-correlator where the estimation
criterion is MAP.
E. Performance of the Optimum TP_ System
Several methods hav_ been developed for calculating P(E)
for this system. The phase estimate approach, perhaps the most
natural one, is considered first.
I. Phase Estimate Approach
of Fig.
where
When the synchronization is perfect
ideal coherent PSK:
First the probability of error is calculated for the correlator
I assuming a constant phase error tp. The result is
1
P(E I_0) = _erfc (4_T'cos _)
2 j_ -t 2eric x = -- e dt .
x
( _0 = O) we obtain the result for
1
Pc(E) = _- eric V_ - .
For a constant phase error cc , we can define an effective SNK _t
as the SNK in a coherent system which would yield the same P(E) as
actually obtained.
2
_'= _ cos c_
_s = 2db _db - (sec _0)db
The second relationship, which gives the degradation in effective SNK
as a function of _, is shown in Fig. 7. Note that although the
degradation is small for small phase offset, at high SNK small
degradations can cause large increases in P(E).
In apractical TR PSK system, _ is a random variable, and
P(E) can be computed by averaging P(EI_) over the p.d.f, of _.
fP(E) = J P(EI_) f(_) d_.
If a suboptimum phase estimate is used, the method remains valid.
The optimum estimate is the MAP, with p. d.f. given in Section II-C.
Substituting into the integral above and simplifying gives
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./2 2
I _ _ -_ sin _0P(E) = Z erfc J_ + e
o
cos _erfc (_ cos Q0) d _.
Since the first term is P (E) for coherent PSK, the second term
c
is the increase in P(E) due to imperfect synchronization. We have also
succeeded in obtaining a series expression for P(E) in terms of
modified Bessel functions of the first kind In(Z).
1 1 _--_ eP(E) = 7 -
_+_ _ )k
-T\ (-i _- a _7
k=0
This expression displays the symmetry of P(E) with respect to u and
which is so strongly suggested by the symmetry of Fig. 6.
2. Unified Analysis of Stein
Stein's unified analysis of binary communication systems [2] can
be applied to the TR PSK problem. Briefly, several mathematical
transformations change the test on the decision statistic Vl_01+v2°_2 to
a test between two independent Ricean r.v. 's:
P(E) = P( v+ < v_ )
where
v
+(u) =--2 exp
N
2 o
o - g
2
.+v)2 o 2 I°
T
IB*V AIT
a
± 2
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Stein has computed this probability expression. The result is
a+_ oo
m l-J 7 m
_-_
/ T I+_ Im T/
_- e
m=O
where a > [3
and
1 m=O
=
m 2 m# 0
0(9
Qla, b) = exp _ - ---2----
b
I° (ax) x dx
is the Marcum Q-Function.
J
Another method closely related to this is the so-called
characteristic function approach [3] . Here the p. d.f. of the decision
statistic is expressed as the Fourier transform of its characteristic
function, and this is integrated over the error region. The resulting
integrals are complicated and must be evaluated using numerical methods.
F. Design Procedure and Numerical Results
The system design problem for the TR PSK systems studied above
consists of determining the optimum power allocation between keyed
Ek
and reference channels (described by the parameter Y - E ) and the
corresponding minimum P(E), given the measurement parameter q
and the SNR, R . No simple formula for y under an average power
opt
(R) constraint has been found, so a simple graphical procedure has been
devisedto estimate Yopt and the associated P(E) . Fig. 8 is a
plot of _vs a for constant P(E). Its use is illustrated in Fig. 9
for q = 5, R = 8. The two straight lines
_=yR
1
_=R---a
q
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describe the relationship of the various system parameters. Their
point of intersection is the system "operating point". To determine
Y opt ' a straight line is drawn from R on the _-axis to q I< on
the a-axis. The constant P(E) curve which is estimated to be tangent
to this line (using logarithmic interpolation between curves) gives the
minimum attainable P(E), and Yopt is found by dividing the ordinate
of the point of tangency by i_ . For our example the estimated values are
0.74 P(E) 6.2xi0"I
= = Note that since normally q > 1 ,Y opt
d- and _-a.xes are unequal to facilitate the graphicalthe scales of the
procedure.
Fig. i0 shows the minimum attainable P(E) versus SNR R
for several values of q . In Fig. ii the minimum attainable
P(E) is plotted versus q with i_ as a parameter. The optimum power
E
l-y r
split ? _ necessary to attain this performance is shown as a
#
function of q with P_ as a parameter in Fig. 12.
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III. Single Channel Systems
A. Mathematical Model
The received waveform is
v{t) = re(t) C cos (co t + E)) + n(t) t E: [ - qT T ]
O
where m(t) is a square wave taking either of the values ±I with
equal probability and independently in each band, and 8 and n(t)
were specified in Section II-A. The SNP_ is
E cZT
R= l_-= _-_ ,
o o
and differential encoding is used for reasons discussed in Section I-C.
The structure of the optimum receiver for an SC system depends upon
the amount and complexity of signal processing that can be done in the
receiver. Studies of SC systems are usually concerned with the per-
formance of near optimum but easily implemented receivers, rather
than with very complicated optimum receivers.
B. Differential PSK
Differential PSK is the simplest SC system, and corresponds to
DDM-PSK with q = I. Since the decision is based on a comparison
of the signals received in the present and previous band, no decision
feedback is actually necessary.
I. Average Probability of Error
P(E) can be calculated using the phase estimate approach of
Section II-E. Since the present baud constitutes the keyed signal,
and the previous band the reference signal, we have for D-PSK
a=R
1
P(E Ic_)= Z erfc (v/-Rcos C0)
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i -R 1 /Rf (cp)= _ e +_ _e
-R sin 2
CPcos cp[l + erf (JRcoscp)] %0_ [-_, _)
P(E) = ! P(E IcP) f(_) d
This integral can be solved directly,
I f(_)d_ =1,
to yield the well-known result
with the help of the fact
1 -R
P(E) = _ e .
2. Probability of Double Errors
The fact that each signal baud is involved in two decisions in
/
D-PSK leads to the speculation that errors may tend to occur in pairs.
The principal quantity of interest is the probability that an error will
occur in baud j + 1 given that an error has occurred in baud j .
P(Ej+ 1 [Ej) =
P(Ej+I, E j)_
Ze RP(Ej+I, E j) .
Salz and Saltzberg [4] obtained the following result:
i -R
P(Ej+I, E j) = _-R e
T?
}% cos 2 @
er (V cos e)i cos]Z I+_/E_ @ e
O
FI + erf (,/R cos @ )]} d @
Their method of derivation was too complicated to give any understanding
of the processes involved. First they derived the joint p. d.f. of two
successive decision statistics in the form of a double integral. Then
this p.d.f, was integrated over the quadrant corresponding to two errors.
The resulting four-fold integral was finally manipulated into the above
form. Below we rederive this result in a simpler manner which makes
direct use of the system characteristics which cause the double errors.
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The method used for double errors is related to the phase
estimate approach used above to calculate P(E). Since each decision
is based on the comparison of two adjacent bauds, the roles of reference
baud and data baud are not uniquely determined because the information is
contained in the presence or absence of a phase transition between the
bauds. Recall the symmetry of P(E) with respect to a and _ demon-
strated in Section II-E, and note the obvious symmetry of the optimum
receiver (q = 1 for D-PSK) of Fig. 6 . Fig. 13a shows three
signal bands and the two decisions D1, D2 made on the basis of presence
or absence of transitions at T1, T2. The correlation between these
decisions is due to the data for D1 being identical to the reference for
D2. Now consider interchanging the labels of reference and data for
D1 (Fig. 13b The same decision will be reached because of its
symmetrical dependence on reference and data (T1 is not altered). The
simplification thus obtained is that both decisions use the same (nominal)
reference. Since the data bauds'are distinct, their respective probabilities
of error conditioned on
we have simply
P(E3+I, Ej)=
(derived from baud 2} are independent. Then
j P(Ej+ 1 I_) P(]EjI_) f(_) d
'_ -2: [ erfc ( JR cos _) j f(_0} d©
with f(_) as given previously. This result is identical to that of Salz
and Saltzberg, is more simply derived, and shows that the frequency of
double errors in D-PSK can be directly attributed to the shared band of
adjacent decisions.
C. Degradation Due to Differential Encodin$
To facilitate our comparison of TR and SC systems in the next
section, we examine here the effect of differential encoding on TP_
system operation. The adjacent-bit dependence of differential encoding
makes it necessary to identify four states of a TR system. In Fig. 14
we show the four states, corresponding to present and past detections.
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For absolute encoding, correct detection implies correct decoding.
When differential encoding is used, however, the decoding depends on
the previous detection as well. The relationship between detection and
decoding is shown in the table accompanying the state diagram. The
detection probabilities are
ql = P(Ej+l I Cj )
qz = P(E. j+£ I Ej)
Pi = i - qi i = l,g.
The probability state vector and probability transition matrix are
(from Fig. 14)
Plj
PZj
P3j
P4j
/
Z --
F PI Pl 0 0
i 0 0 P2 P2
i
I ql ql 0 0
I 0 0 q qz
l z
P j,
.th
If at the j decision the probability of the states is
probabilities at the j+l st decision are
the state
Pj+I = z__Pj
Since the state diagram is aperiodic and irreducible, a steady-state
probability state vector exists [5 ] and satisfies the equation
P = zP P
__o(9 _ _ CS --CS
PI
= P2
P3
P4
%.
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We obtain the set of equations
P1 = Pl (P1 + P2 )
P2 = P2 (P3 + P4 )
P3 = ql (P1 + P2 )
P4 = q2 (P3 + P4 )
The solution of these equations is
PIP2
P1 - ql+P2
P2
P3
qlP2
ql+P2
qlP2
ql +p 2
qlq2
P4 - ql+ P2
For absolute and differential encoding,
re spectively,
ql
Pa (E) = P3 + P4 = ql +P2
2qlP 2
Pd (E) = P2 + p =3 ql+P2
are,
the average probabilities of error
Now note that in a reasonable system, the conditional detection
p rob ability
and
1
P2 = P(Cj+I IEj) > 2
Pd(E) > Pa(E)
Thus differential encoding always yields a larger P(E) than does
absolute encoding in a TR system. Also, in a system where
adjacent detection probabilities are independent, the results simplify to
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ql =q2 =q
Pa(E) = q
Pd(E) = 2q (l-q).
D. Comparison of TR and SC Systems
For simplicity we shall focus attention on two specific cases.
These are sufficient to demonstrate that previous analyses of SC
systems resulted in incorrect conclusions because the necessity of
differential encoding was ignored. We show that for low values of q,
SC systems are superior, while for very large q, TR systems perform
better.
i. q=l
The SC system which we consider for q = I is D-PSK.
We have the well-known result
1 -R
Ps(E) : -_e
A comparable TII system has either q = i or q = 2. The second
case arises when the reference is derived over the present as well as
previous reference band. SC systems cannot increase the reference
SNR by using the present data band. For q = i we have the exact
r e sult
R
1 -_
PTI (E) : Z e
while for q : 2 computer evaluation and optimization of a P(E)
expression from Section II-E is necessary. These three probabilities
are shown in Fig. 15 as a function of SNR, R . The SC system is
superior to both TR systems.
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_.. q : O0
As the measurement time increases without bound,
a perfect reference is obtained with either SC or TR systems.
For the TP_ system a negligible amount of power is sufficient
for reference transmission. The performance of the absolutely
encoded TR system with perfect q = oo is, from SectionII-E,
1
PToo = _" erfc
For the SC system, the perfect reference signal implies that
adjacent detection decisions are independent, so it is equivalent
to a differentially encoded TR system. The result of Section III-C
can therefore be used.
P = err c _ [I - ½erfc,_ ]
sOO
,J
These results are plotted in Fig. 16. For very large q, we
see that P(E) of SC systems is nearly double that of TR systems.
The above comparison of SC and TR systems shows that
the need for differential encoding in SC systems degrades the P(E)
appreciably, and for large measurement times, TR systems using
absolute encoding are superior to SC systems. This is in contrast
with a result of Van Trees [6 ] , who claimed that SC systems are
always superior. He neglected the differential encoding in his
analysis.
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IV. - Recursive Detection
I. Introduction
The purpose of this work is to develop a different formulation for
the classical problem of detecting the presence of waveform signals in additive,
l,Z
Oaussian, non-white, noise. Unlike the usual formulation of this problem
the present treatment does not involve the use of ortho-normal expansions of
the covariance kernel of the noise, nor does the result involve an integral
equation which is tedious to solve 3 In this paper, for the discrete time case,
which is important in digital processing, the test statistic is generated recur-
sively by means of a first order difference equation. This results in minimiz-
ing the memory requirements and programming effort. Furthermore, the
highest matrix inversion is dependent only on the statistics of the noise and
not on the number of samples taken. This simplification is made possible by
assuming that the additive noise is generated as the solution of a linear differ-
4
ential equation driven by white noise. This manner of generating the noise is
natural in physical problems and for the stationary case is identical to spec-
ifying the spectral density. An appropriate state vector of this solution is
then Markov and can therefore be completely characterized by its transition
(conditional) probability density functions. Because of the nature of the form-
ulation, it is just as easy to establish the test statistic when the noise is non-
stationary provided that the time-varying differential equation generating the
noise is known. Furthermore, if the differential equation is not linear, the
IVIarkov structure is retained, and although the noise is not Gaussian, likeli-
hood ratios may still be found. This is not pursued in this paper.
In section If, the difference equation for the likelihood ratio together
with initial conditions are derived. The result is exhibited directly in terms
of the coefficients of the noise-generating differential equation and the signal
and several of its derivatives. A similar derivation is presented in section III
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for non-stationary noise and explicit results are presented as an example
involving a first order time-varying system.
By a11owing the discrete sample spacing to reduce to zero, the
difference equations derived in sections II and Ill are shown in section IV
to yield a first order differential equation. The likelihood can therefore be
written explicitly since the initial conditions are known. The form of the
solution is interpreted as the usual prewhitening-matched filter combination. 5
In addition, the initial conditions are derived. These initial conditions may,
in some instances, contribute significantly to minimizing the probability of
error. The signal to noise ratio is calculated for the general cases of both
stationary and non-stationary noise. This, in itself, is an extremely useful
result in that the performance (probability of error) of the optimum receiver
for a very broad class of noise statistics may be obtained directly. Furthermore,
since the expression for the signal-to-noise ratio is so compact, it lends itself
readily to such applications as signal design and effect of variations of para-
meters.
Section V treats the various extensions of the basic formulation
including the problem where the noise is generated by a differential equation
driven by white noise and its derivative (equivalent to a spectral density with
a numerator, in the stationary case) and possible application to signal design,
diversity, composite hypotheses, etc.
The idea of deriving a recursive equation for the likelihood ratio was
first presented by Schweppe6ho discusses the detection of random signals in
white noise. This was applied to the detection of known signals in first-order
Markov noise by Kleinberg. 7Some of the results in this work have also been
derived with the use of a Reproducing Kernel Hilbert Space 8' 9, I0, II. The
results of this research was presented at the 1967 InternationalSymposium on
Information Theory in San Reno, Italy. Details of this work are contained in
14
a paper submitted to the Transactions on Information Theory of the IEEE.
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II. Problem Formulation - Stationary Noise
It is assumed that one of two completely known signals s l(t) or
s_(t) is received in additive, zero-mean Gaussian noise. The received
signal is then
Y(t) = si(t ) ÷ X(t), i = 1, 2, O<t {1)
The noise process X(t) is assumed to be generated as the solution of a
k th order differential equation driven by zero-mean white noise. That is,
dk dk- 1 d
l_X(t)] = (dt-_ + "'" + an-I dtk'l + "'" + al'_" + a°)X(t)= W(t)
(2)
where L[ ] is the linear differential operator described above and W(t) is
Gaussian white noise with spectral density n . (This representation of the
O
noise is equivalent, with constant coefficients a., to considering stationary1
noise with a rational spectral dwnsity and a constant numerator. The exten-
sion to non-constant numerators will be discussed later. )
Equation (12) can be written in matrix form as
X(t) = A X(t) + b W(t) (3)
where X(t) is an appropriate state vector for the system. For this section
the following natural
m
X(t)
x(t)
X(t) =
x(k-1)(tl
choice can be made.
, A=
0 I 0 0 ... 0
0 0 1 0... 0
0 0 0 I... 0
-ao-al-ag -a 3 .... ak_ 1
-]
°I00I
.I j
Here X(t) and b are k-dimensional column vectors and A is a k x k matrix.
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The noise vector process X_(t) is thus Markov as well as Gaussian, and is
completely characterized by its conditional mean vector and conditional
covariance matrix.
The receiver that minimizes the probability of error, in deciding
1, 2, 3
between the two signals, is usually found by considering the likelihood ratio
of the received random waveform Y(t). To make use of the Markovian nature
of the noise, consider the likelihood ratio of the vector process Y(t) (defined
in the same manner as X_(t)). Since Y(t), which is sufficient for optimum de-
tection, is contained in the vector Y.(t), the resultant receiver will still be optimum.
In order to write the likelihood ratio in a convenient form the process
Y.(t) will be considered to be sampled at equally spaced intervals of duration
/_ . (For digital processing, _x will be the appropriate spacing and the
digital nature of the receiver will be as described below. For analog pro-
cessing /x will be made arbitrarily small, and a limiting form for the receiver
will be derived). Then, considering only the first t seconds of data,
where t = n _ , and using the notation Yk = Y_(k/X), the likelihood ratio is
fY--1.... ' Y--n{Y-I ..... Y-nIST)
L(Y_I .... , Yn ) =
fY--l' .... Y---n(Y--'I.... ' Y--n] Sl)
fY_n(Y-_IY--n- I' S2)fY_.I.... Yn- 1{YI' "''' Yn'l_S2)
fY--n(Yn IY--n- 1, S 1 )fY__l y (Y-'I.... 'Y IS1)' " "" -'I_-1
n 1
where the conditioning S.1 refers to the signal si(t ) having been transmitted
and the Markov properties of Y(t) have been used. Taking logarithms, and
defining the logarithm of the likelihood ratio of the first t = n A seconds of
data as 0 , we obtain
n
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fy szl
8 - (9 = in --n (4)
n n-I fy (y__nly_.n_i, S 1 )
"--I"1
Using equation (1), assuming that the noise X(t) is independent of which
signal was transmitted, and defining a signal vector s.(t) in a manner
similar to the vector random processes X(t) and Y(t),equation (4) becomes
fx (Y--n-S2, nl X_.n_ 1= Y--n- l-S2, n- 1 )
e - e = in --n (5)
n n-I fx (Y--n'Sl, nIX--n-I = Y-n-l-Sl, n-I )
-n
Now,
12
since X and X are jointly normal,
--n --n- 1
fx (X--nIX--n-I'Si) =
--n (2_.)k/2 t I<I 1/2
1 T 1
exp [ - _ (_--ei) _-
where -_i
of the random vector X conditioned upon X
--n ' --n-X
simplifies to
e -8 1
n n-I = _ (ag-a I)
andK are the mean vector and covariance matrix,
= X
--n-1 "
r e spe ctively,
Hence equation (5)
(6)
where
(1i = [(Yn-Si, n) -el IT K -1 [(Y_.n-Si, n) -.._i ], i: 1,2 .
The initial conditions for the difference equation (6) are given by the logarithm
of the likelihood ratio for the single set of samples taken at t = 0,
fx (Y-o-Zz,0)
8 = in --o (7)
o fx (Y--o'ZI, O )
--o
i_7
In reference (14) it is shown that /24 and K can be written in terms
of XXn. 1 = Y - s. and the unconditional covariance matrix
--n-1 --1, n-1
CA_ Z X_n_n_iXT " = C(A) =-EX(t}X(t-A).__
Then for stationary noise,
and
- cacoIXn.1, (Sl
CaCo i c_T (9)K= C ° -
At (14)
Since C(t) = e C ,
o
equations (8) and (9) now simplify to
"_4 = eAA (Y--n- 1 " _'i, n- 1 )' (lo)
and
AA AT_ (I 1 )K= C -e C e
o O
Furthermore equation (7) can be written as
1 Col(Yo_S2, o) ÷ 18 o = _ _-(Y.orS2, 0 )T :'(Y__o-Sl, 0)TCol(Y_.o-Sl, o ).
(12)
The matrix C can now be found to satisfy the following matrix
0
equation
AC ÷C A T T
= - n b b (13)0 0 0_ *
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In the above, bb T is an extremely simple matrix, having all zero elements,
except for unity in the lower right hand corner. Equations (6), (10), (11),
(12) and (13) now suffice to determine the recursion formula for the test
statistic. (An expression for the elements of the matrix C
o
terms of the elements a i of A will be derived shortly).
directly in
Example: Second order case (k = 2).
Here A = [°II
-ao "al
Equation (13) becomes
[: ][ ] [ :][: ] [00]1 Cll c12 + 11 1 o =
-a czo 1 1 cg2 2 1 c2 -a I 0 -n o
n n
= o These can
which easily yields c12 = c21 0, c22 = 2a-9-1 , Cll = 2ala °
easily be verified since, from equation (2), the covariance function of X(t)
can be found and Cll = EXZ(t), c12 = C21 = EX(t) X(t) = 0 , c22= EX2(t).
AA 13
There are standard techniques for finding e
III. Non-stationary Noise
If the coefficients of equation (2) and/or the strength of the white
noise W(t) are time-varying, then the additive noise X(t) is non-stationary
and the mean and the covariance matrix given in equations (8) and (9) must
be modified. From the appendix,
_i = C C -1 X_n" , (14)
n, n-1 n-l, n-1 1
and
K = C -C C -I C T
n n, n n, n-i n-l, n-I n, n-I (15)
where
T (kA) T
Cn, k = E X -_k = E X(n_) X_ = C(n _ kA), and K
--n -- n
is to replace K in the above expressions.
J..JJ
The symmetric covariance matrix of the noise, C(t, t), can be
found(l 4) from
dC(t, t)
= A(t) C(t, t) ÷ C(t, t) AT(t) + no(t) b b T (1 6)dt ---- '
where _(t, u), the fundamental matrix of (3), satisfies the differential
equation
8_(t,u) = A(t) _(t,u), _(u,u) = I.
8t
Equation (I6) can be solved to yield
C(t, t) =
which defines C
n, n
t bTf no(U ) ¢(t, u) b_ _T(t, u) du (17)
-GO
or C Furthermore, it can be shown that
n-l, n-l'"
C(t,u) = ¢(t,u) C(u,u) , t 2 u. (18)
This last expression can be used to find C
n, n-1
It is not possible to go further in the time-varying case without
knowledge of the fundamental matrix ¢(t, u). One important situation where an
explicit solution is possible, is when the noise X_(t) is generated by a first
order time-varying differential equation.. That is,
X(t) = a(t) X(t) + W(t)
The solution is scalar Markov so that all matrices become scalars•
fundamental matrix (in this case a scalar) is now
t
.f a(v) dv
u
¢(t, u) = e
The
Then
and
t
C(t,t) = ExZ(t) = f no(U) _h2(t,u)du,
-GO
t
czC(t,u) = _(t,u) f no(V) (t,v) dv,
-CO
t>u.
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Since these are scalars, we can now write
and
C(n__, (n- I)A) X
_i = n-I '
C ((n- 1)__,(n- 1)A)
K "
n
- (n-l)mz
C ((n- 1)_, (n- 1)A)
The difference equation (6) can now be written easily.
IV. Analog Processing
We consider here the results of the last two sections when the
spacing A is made arbitrarily small. The resultant optimum receiver (i_e.,
likelihood ratio) should then be identical to that obtained using conventional
Karhunen-Lo_vetechniques. If we assume that s2(t ) =-sl(t) = s(t)for
simplicity (if sg(t ) 4-sl(t), then a similarly derived bias term must be added
to the likelihood ratio), then equation (6) simplifies to
8(t) = 2_ L_Y(t)] L[s(t)] . (19)
n
O
The initial conditions for equation (19) are derived from equation (12),
which simplifies to
e(0)=Zy_(0) T col s(0). (z0)
Hence,
2 t )T
= -- f I_Y(u)] I_s(u)] du+ 2 Y(0 C -I s(0) (21)
8 (t) no 0 -- o -- '
the likelihood ratio for stationary noise.
coefficients c ij of C_ 1 are easily found (11' 14) to beThe
v
min (i, j)
c ij= y (-1) i-_
,_ = max(O, i+j+l-k)
a_az_ +k-i-j- 1, i+j
i+j
even
odd
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Equation (26) can be modified to resemble the form of the solution
when Karhunen-Loeve techniques are used.(14) This will reduce the
number of data integrations required. The first term in equation (26)
could also be found by considering a prewhitening filter. 5 If X(t) is passed
through a filter with transfer function
k
H(_) = _ aj(i_)J ,j=O
(note that this is an instantaneous device and does not spread the incoming
waveform), then the output is white and the first part of the term in equation
(26) is the matched filter or correlator solution. We hav_ here provided a
method to obtain the initial conditions, without which the solution is invalid.
The signal used in the matched filter or correlator is obtained by passing
the original signal through the same filter H(¢_). Equivalent to H(_) in the
time domain is the linear differential operator I_ ] defined in equation (2).
An alternate method of implementing the receiver is to use, as a
signal in the matched filter or correlator, the output of the filter IH(c_)l 2
which is driven by the original signal. In the time domain, this corresponds
to the 2k th order linear differential operator L+L , while the operator L ÷
corresponds to the transfer function H*( _). We have again supplied the terms
missing from the prewhitening solution.
An explit general expression for the optimum signal-to-noise ratio
for the optimum signal-to-noise ratio for stationary statistics is found to be
t
1 [ 2 )T 1 (14)
- o L[sO.O]du +_s(O c o (2z)
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For any signal s(t) and with C o computed from equation (13) the signal-to-
noise ratio, hence the probability of error can easily be found. It is now
possible to design signals by maximizing "/8 subject to constraints such as
energy, bandwidth, and intersymbol interference. The first term in equation
(22) is the signal-to-noise ratio for the pre-whitening filter. Thus the last
term gives the improvement in using initial conditions.
As mentioned above, an equation similar to (26) can also be derived
using Karhunen-Loeve• techniques. However the general and compact form of
our result has not been obtained because of the tedium of the computations
necessary with that method. Our technique avoids those difficulties.
The above derivation was for stationary noise. The extension to non-
stationary noise is not very difficult. Indeed, we get
2 Lt[Y(t)] s(t)] (23)8(t) _" _ Lt[
where the subscript t denotes a time-varying differential operator. The
initial conditions are now
8(0) = ZY_(0) T C(0, 0)'I s__(0)
where C(0, 0) can be found from equation (17). Combining these two we have,
Integrating
t LjY(u_ Ljs(u_
O(t) = Z _ no(U ) du+ 2 Y_.(0)Tc(0, 0) -l_s(0) (24)
by parts will again reduce the number of derivatives of Y(t) that
In addition to providing the detector for non-stationary noise,
equation (29) can be used to find the resultant maximum signal-to-noise
0
C(O, O) = f no(U) ¢_Z(o, u) , a scalar.
-(Do
must be taken. For the example at the end of section HI,
ratio. In a manner,
find that
similar to that for non-stationary noise, we easily
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t L_[s(u)]Z
3,0 = f du + s(0)T C(0, 0)-I s(0) (Z5)
0 n (u)
O
The probability of error can now be computed. For example, in the first
order case discussed above,
t
_o _ [_ (u)- a(u)s(u)]z du +
= no(U )
where C(0, O) has already been described.
In many non-stationary problems only the noise power strength no(t ) is
time-varying while the differential equation is not. Thus A(t) is a constant
matrix, the fundamental matrix _(t, u) = e A(t-u), as in the stationary case,
and the equation for C(t, t) simplifies to
t eA(t_u ) AT(t.u)
Cit, t) = .f no(u) bbJ e du,
-OO
which is easy to solve. Thus, for this case, the expressions (Z9) and (30)
for the optimum detector and signal-to-noise ratio, respectively, become
explicit functions of system parameters and yield convenient solutions for
this non-stationary problem.
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V'. Conclusions and Extensions
i
In conclusion, we have developed a recursive technique for finding
a difference equation for the likelihood ratio. This likelihood ratio describes
the optimum detector for deciding between one of two known signals in the
presence of additive non-white Gaussian noise. We have considered the noise
as being generated by a system which is described by a linear time-varying
differential equation driven in turn by white non-stationary noise. (The case
when the system includes derivatives of the input noise is discussed below. )
For digital processing we have described the difference equation and dis-
cussed the evaluation of its components.
For analog processing we have been able to derive, by a suitable
limiting argument, the likelihood ratio in a compact and general form. This
form has some similarity to that derived by prewhitening arguments, but
contains additional terms which are neglected by that method. This result
can also be obtained by standard Karhunen-Loeve techniques which in-
volve tedious computations for the terms involving initial and final values of
the variables (see equation (27)). Furthermore, we have been able to
derive compact and general expressions for the signal-to-noise ratios for
both stationary and non-stationary statistics. This result easily allows
calculation of probability of error and comparision with sub-optimum de-
tectors, such as the prewhitening filter.
In the general case of non-white noise, the right hand side of the
differential equation defining the noise contains derivates of the white
process. Then we have
d k d k- 1 "
L[X{t_ = {d_t + ak_ 1 dt--__l÷. •
d_ dI-1
= {dt_ + bk_ 1 dtl_"---_+ ...
= lVI[W(t )]
d
+ a 1 _-- + ao) X{t)
d
+b 1 _-+b ojw(t)
(3 1)
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Here L and M are aliI_r_,_-=, ope-_+_-s 0¢ degree k and I respectively,
13
with k > I . It is then always possible to define a state vector X{t) for
this system such that equation '__I) -'---1;;;_ +_
X(t) = AX(t) + bW(t) (32)
where b is a 1 x k column vector with elements b. , The derivation of the
-- j
difference equation for the likelihood ratio can now proceed• It can then be
shown that, for stationary statistics,
{t) = ,u(t) v(t) {33)
n
o
where u(t} and v(t} are solutions of the differential equations
M[u(t)] = L[s(t)] ,
M[v(t)] = LrY(t)],
with appropriate initial conditions. Similar results can be derived for the
non-stationary case•
Since the origin of noise in many physical situations is identical
to the model used in this paper_ it is worthwhile to pursue generalizations of
these methods. A natural extension is the processing of several correlated
signals as in diversity. The noise would then be generated by a vector
equation similar to equation (3)with the dimensionality multiplied by the
order of the diversity. Another extension is to the problem of composite
hypothesis testing as for incoherent detection. Finally, the possibility of
taking advantage of the Markov property of the noise even if it is not
Gaussian may be considered. These and other problems such as signal
design are being investigated.
166
REFERENCES
I.
.
.
.
.
6.
.
.
11.
12.
13.
14.
Helstrom C. W. Statistical Theory of Signal Detection, Pergamon
Press, 1960.
Schwartz, M., W. R. Bennett, and S. Stein. Communication Systems
and Techniques, McGraw-Hill Book Co., 1966.
Davenport, W.B., And W.L. Root. An Introduction to the Theory of
Random Signals and Noise, McGraw-Hill Book Co., 1958.
Kalman, R.E. "A new Approach to Linear Filtering and Prediction
Problems, " J. Basic Eng. (ASME Trans. ) 82D, 35, March, 1960.
Selin, J. Detection Theory, Princeton University Press, 1965.
Schweppe, F.C. "Evaluation of Likelihood Functions for Gaussian Signals",
IEEE Trans. on Information Theory, Vol. IT-I1, pp. 61-70, Jan. 1965.
Kleinberg, L. "Evaluation of Likelihood Ratios for Deterministic Signals
in Gaussian Noise," M. S. (E. E. ) Report, Polytechnic Institute of Brooklyn,
June, 1967.
Parzen, E. "Extraction and Detection Problems and Reproducing Kernel
Hilbert Spaces, Journal SIAM Control, Vol. 1, 1962, pp. 35-62.
Kailath, T. Statistical Detection Theory (to be published by Prentice Hall)
Capon, J. "Hilbert Space Methods for Detection Theory and Pattern
Recognition, " IEEE Trans. on Information Theory, Vol. IT-11, pp.
April 1965.
247-259,
Hajek, J. "On Linear Statistical Problems in Stochastic Processes, "
Czechoslovak Math. 5ourn., Vol. 87, 1962, pp. 404-444.
Papoulis, A. Probability, Random Variables, and Stochastic Processes,
McGraw-Hill Book Co., 1965.
Zadeh, L.A., and C.A. Desoer. Linear System Theory, McGraw-Hill
Book Co., 1963.
Pickholtz, R., and R. Boorstyn. A Recussive Approach to Signal
Detection", presented at 1967 International Symposium on Information
Theory in San Rein., Italy and submitted to the IEEE Trans. on
Information Theory.
167
Appendix
X is a linear function of the conditioning vector X
--fl --n-I
The conditional mean vector of a normal vector random variable
if X and X are
--n --n-1
jointly normal. Hence, assuming zero means
E(Xnt 1)= BX
- "_1- 1
where B is a k x k matrix. Furthermore, since the noncentral second
12
moment is minimized when taken about the mean, B must minimize
E/(X_n_1 ) _ E[(X_n_BX_n_I)T (X_n-BXn_I)IXn_I] for every X n_l •
Averaging over X
--n-l'
2 E2(Xn E (Xn_ B x I)T (Xn_B X )E = E -- -I ) = --n- --n-I
must also be minimized by B . We will now prove that B is given by the ex-
tended orthogonality principle
El (X_n- B X__n_I) XT-n-I] = 0 . (A 1)
Indeed, consider any B _ _ B . Then
_2
= E[ {X_n-B"X )T *
--n-1 (X_n- B X.X,,n_l]
= E[(X_n-BX ) + (B -B'IX 1IT[ (Xn-BX_n_I)+(B-B*)X_n__
--n- 1 --n- --
2 1)T (B_B@)X 1]
= E + 2 E[(Xn-BX__n_
+ E[(B- B@) X_n _IIT [(B-B *)x_n _I]
But, from equation (A1), every component of X_n-B X_n _1 is orthogonal to
every component of X so the second term above is zero. Furthermore
--n- 1'
Z
the third term is always positive. Thus e .2 _E 2, and B minimizes E .
Solving equation (A1) for B ,
B = Cn, n- 1 Cn- I,n- 1T (AZ)
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where
Cn, k = EX_n Xk T = EX_ (rU_)X(k_) T = C(nA k_).
The conditional covariance matrix is given by
z zt(xsx.1)(xBx__.I)TTX.I]
zt(xBX. II(XB_ i_TI
: E[(X -BX ) X T]
--n -Jn-I --
where the last two steps fbllow from condition (A1) and the further infor-
mation that each component of --nX-B_n_IX and each component of --n-XI'
jointly normal, zero mean, and orthogonal, are independent. Thus
since
TK= C - BC
• n, n n, n- 1
Using equation (AZ),
Cn -I C TK = Cn 'n " Cn, n-I -I, n-I n, n-I " (A3)
If the process X(t) is stationary,
-1
B = C/_ C O
equations (A2) and (A3) simplify to
(A4)
and
K= C O - C_Co'l cAT (A5)
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V.A. Wideband FM Generation
The classic methods for directly generating an FM signal are
the reactance tube or varicap modulation of an LC oscillator. These
I ,i LI ...... ,__. -I
methods suffer from _o_n L_o_L-C_- and iJ_ca_*_ i _,_;+s s_ _,_.._.t_._
achieve less than Z percent distortion one is normally restricted in
both peak deviation, A f , and maximum modulating frequency, fro'
to values below I0 percent of the carrier frequency. In many practical
cases the restriction is to 1 percent or less of the carrier frequency.
The modulating frequency limitation can be overcome in these
circuits only by moving to a higher center frequency. The peak
deviation limitation can be overcome by repeated frequency multiplications
(and if necessary by heterodyning down so that the desired final center
frequency and deviation can be achieved at the same time). Such a
frequency multiplication process also multiplies the inherent oscillator
instabilities as well as the desired modulation. I, 2
In the following paragraphs it is shown that an FM wave, with
no theoretical limits on f or A f (other than flf shall not exceed the
rfl
carrier frequency) may be generated by nonlinear wave shaping of an FM
triangular wave. The defining equation for the triangular wave is first
developed and then means of physically generating it are considered.
FM Triangular Wave
The most general form for a sinusoidal frequency modulated
voltage wave, v(t) is defined by
t
vtAstAsn[ 1
o
where _ (t) is the instantaneous phase of the signal and c0i(t) = _ (t)
is the instantaneous frequency. If v(t) is to have a non-ambiguous
form then c0.1(t) _> 0 is a necessary restriction. If col(t) is written
in the form coi(t) = co + /X co (t) this condition implies that the frequency0 '
deviation /X co must be iess than the carrier frequency co .
o
Although when v(t) is plotted versus time it is an aperiodic
function, when it is plotted versus _ it takes the form of a periodic
sinusoid of amplitude A. Similarly an FM triangular wave with the
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same period as v(t) and of amplitude B is defined as a periodic,
symmetric triangular wave in the _ domain, i.e., when plotted
versus co. This waveform T(t) in the ¢0 domain and in the t domain
is defined by the set of equations
Tr
T(t) - ZB_(t) : 0 < _0 < _ : 0 <t < t 1
3_ : tI <t < t 2ZB [___(t)] : -< _o < -2-
ZB (n-½)rr < _o< (n+_)rr:t <t<
= (-i)n _ _c0- n_] : tn+ I
-- n --
where t is the time at which c0(t n) = (n-½) _, and is shown in figure 1.
n
It should be noted that the FM triangular wave T(t) , as defined
by equation 2, is not composed of a sequence of positive and negative
ramps but rather is a waveform that is capable of varying considerably
over the half-period t < t < t Clearly such a wave has no
n-1 n °
theoretical maximum or minimum limit on its modulation frequency; i. e.,
the rate at which _l (t) is varied. Over every half-period, however,
the slope must be monotonic since the instantaneous frequency _i(t)
may never be negative without causing ambiguity in equation 1.
It turns out that it is possible both to generate T(t) in a
straightforward fashion and to convert T(t) into v(t) through the use
of a non-memory, nonlinear network. This is quite apparent if we think
of the nonlinear operation being performed in the _0 domain.
For example, if T(t) is passed through a network whose output
vi(t)
v ° is related to its input v.1 by the expression Vo =A sin(T_---)and ifv.(t)l =T(t)
during the time interval tn --< t _< tn+l, then
Vo(t ) = A sin [(-i) n (-nv + %o(t) ]
= (-i)n A sin [ -nTr+%O(t) ] = A sin _O(t)
Therefore, during this interval, Vo(t) = v(t}.
Since the network is memoryless the same result occurs for
all time intervals; hence, Vo(t) = v(t) for all values of n and for all time.
The nonlinear network described above may be synthesized in
several different fashions. 3, 4 If hot carrier diodes are employed in a
diode shaping network then the memoryless approximation will be valid
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at least into the tens of megahertz region.
Theoretical Circuit Design
Figure 2 shows a block diagram for generating T(t) from
..... I • 1 1
c0i( . I._+_';° diagram f,,notions ast) zne tnresnota seasor required "_ ...........
follows, When the input voltage to the sensor reaches B it causes
the switch to be thrown from contact a to contact b, and when the
input reaches -B the switch is thrown from contact b back to contact a.
If at t = 0 the switch is on contact a, the output of the integrator is
given by
t
2B % 2Bv i (t) - _r _i(T) d7 - rT cp(t)
o
When this output reaches B, which is at t = tI from equation 2,
S is thrown and the output of the integrator then takes the form
t t
vi(t) = _ _i (r) dr- _i(y) dr
0 t 1
2B F
_ t 9 2B
tl . (T) dT • ) d7 - [rr- cp(t) ]k z - col( j rr
0 0
Similarly when t = t 2, S returns to a and v.(t)1 = -2 _ + cp(t). Comparison
of vi(t ) with equation 2 indicates that the block diagram of figure 2 does
indeed generate T (t) and v (t).
A practical embodiment of the block diagram of figure 2 is
shown in figure 3. This circuit uses a grounded capacitor as an inte-
grator. The thresshold sensor here is a Schmitt trigger designed with
sufficient hysteresis (say 8-10 volts) to switch states to produce an
output of V when its input reaches B and switch back to produce an
output of -V when its input reaches -B . When the Schmitt trigger
output has a value of plus V, transmission through the controlled gate
-2BC
is possible, thereby supplying a current of _ co'1(t) to the top of the
integrating capacitor. When the Schmitt trigger output has a value of
-V no transmission is possible through the controlled gate; hence a
current of 2BC
rr c0i(t) is supplied to the top of the capacitor. Clearly
the operation of this network is identical with the operation of the block
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diagram of figure Z . For any particular application, values of current,
voltage, and capacity may be scaled as desired.
It is interesting to note that the network of figure 4 provides
not only an FM triangular wave (which is shaped to produce theFM
sinusoid) but also an FM square wave at the output of the Schmitt
trigger. Consequently such a circuit provides a very useful test
generator with no theoretical limitations on the instantaneous frequency.
Circuit limitations seem to place about a 10 MHz upper bound on the
instantaneous frequency with direct implementation of the network of
figure 4.
Expe rimental Re sults
Several solid state realizations of the proposed type of gener-
ator have been constructed and tested. In a particular version of the
circuit hot carrier diodes were used in the IZ diode sine wave shaping
network to reduce diode frequency effects to a minimum. This version
was designed to have a center frequency fo variable in the range of
200 KHz to ZMHz; where fo is the dc component of _01(t) divided
by Zrt. Over this range the harmonics of the carrier were suppressed
by more than 46dB (to 0.5 percent or less of the fundamental).
Attempts to provide an accurate measurement of the generator's
FM distortion have not been too successful since the distortion levels
are very low 5. One normally measures overall system distortions on
the order of 0. Z percent for frequency deviations up to 0.75 f . Since
o
both the input sine wave modulating generator and the broadband FM
pulse count receiver are known to have distortions of this order of
magnitude we can only speculate as to the exact distortion produced
by the generator itself.
Figures 4 and 5 show outside and internal views of a version of
this generator that is now in use in our laboratories.
Footnotes
173
(I) Mo Schwartz, Information Transmission, Modulation and Noise,
McGraw Hill, 1959, Chapter 3.
(Z) M. Ogi, and T. Sekizawa, "Solid State Broadband FM Modulator
and Demodulator". FUJITSU Scientific and Technical Journal,
Vol. Z, No. Z, September 1966, p. 27-47.
(3) L. Strauss, "Wave Generation and Shaping", McGraw Hill, 1960,
Section Z08 and Problem 2-22.
(4) G. Klein, "Accurate Triangle-Sine Converter", Digest of Technical
Papers, 1967 Int. Solid State Circuits Conference, Philadephia,
Feb. 1967, p. 120-121.
(5) D.M. Petrela, "A _;Videband FM Generator", Master of Science
Report Project, Electrical Engineering Department, Polytechnic
Institute of Brooklyn, 1966. Circuit diagrams and detailed
measurements for a circuit of the type described.
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V.B. SNR For Bandpass Limiters
Introduction
The bandpass limiter is a nonlinear device which ideally eliminates
any amplitude modulatior, from an input .;;aveform. Bandpass limiters
are used extensively in FM detection to remove amplitude fluctuations
from the FM signal before discrimination. In addition, the triggering
of a Schmitt trigger or Multivibrator with a noisy signal is a second
widely used application.
When limiters are used to provide limiting of noisy signals, the
resulting signal is frequency modulated. The frequency jitter present
in this signal has been determined by Rice i, 2 and others.
It is often important to decompose this "FM" signal into its carrier
and sidebands. The carrier (if the signal is unmodulated) represents
the "true" output signal while the power in the sidebands represent the
output noise power. An exact expression for the output signal to noise
ratio of an ideal limiter has been obtained by Davenport (3) and for a
smooth limiter by Galejs [4)."" However, each of these derivations are
extremely complicated and the resulting expressions are given in series
expansions involving hypergeometric functions.
The technique given below leads to an approximate result, easily
derived, and having a closed form solution. In addition, the technique
used has wide applicability to many types of FM problems. (5, 6)
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Review of the Theory
A block diagram of the system considered is shown in Fig. i.
input voltage, v(t) consists of a sinusoidal signal embedded in white
gaussian noise:
The
v(t) = A cos co t + n {t) (i)
o W
This voltage is filtered as shown. The voltage, Vi(t), at the input to
the limiter is therefore:
Vi(t) = A cos (C0ot) + x(t) cos COot - y(t) sin C0o t (2)
= A cos co t + r(t) cos (co t + @ (t))
o O
_,'-"This report is to be published in the IEEE Transactions on Aerospace
and Electronic Systems in January 1968.
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where it has been assumed that the filter does not distort the signal in
any way while shaping the noise, and that x(t) , and F(t) are independent,
normal processes each with mean zero, and variance, N i.
Combining signal and noise inEq. Z yields:
where
Vi(t) = R(t)cos (_ot + _0n(t)) (3a)
l/Z
R= _(A+x)Z +y z ] (3b)
and
_n - tan -1 y (3c)
=
Rice's technique (2)
represents the phase noise, _n(t) , by two terms.
The first term is obtained by assuming that at high signal to noise ratios
the noise components are usually much smaller than the carrier amplitude, A.
When this is true, Eq. 3c can be written as
- Y (4)
_g a
This component of_0hase noise is normally distributed with mean zero
and variance, 2- where S. = A2/2 )
1
The second term is best described with the aid of the phasor repre-
sentation of Eq. 2, shown in Fig. 2. When r(t) exceeds, A, it becomes
possibIe for _0n(t) to rotate 2w radians. The conditions required for
this rotation are:
1. r(t) > A
Z. e (t) going through
3. 8 (t) greater than zero
If 8 (t) were iess than zero, the resuIting ciockwise rotation would
cause a negative g rr jump in phase. The rate of occurrence of these
jumps were assumed by Rice to be governed by a Poisson distribution.
This conjecture was verified experimentaIiy by Ringdahl and SchiiIing (7)
for SNR above 4db.
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Rice's technique completely ignores the "in between" noise conditions.
However, the results obtained using +_- +_,-;-,,,_ tn _t_rmine the output
SNR of a Discriminator closely check Rice's earlier work (2). In addition,
this technique also was used successfully to determine error rates obtained
using an FM Discriminator Detector _. In both cases it was found that
the technique is applicable for SNR exceeding 3db.
To express this second term, to be called _0s(t), analytically, the
following as sumption is made :
Each + Z rT jump in %osit) can be approximated by a ramp of
width T and height + 2_ as shown in Fig. 3a. An equivalent repre-S
sentation for %os(t) is possible by requiring the ramps to be modulo
2w. Fig. 3b shows the resulting process as a train of triangular-shaped
pulses. Since the pulses are (assumed to be) poission distributed in time,
the process can be represented as a "shot noise" effect:
0o
%os(t) = XZ. hih(t-ti) (5a)
i_--- _O0
where
b = + 1 (5b)
1
P(b=÷l) = P(b =-l) = 2 (5c)
and
h(t) =
i 2_t _
T
S
0
co t 0<t< T
s S
el s ewhe re (5d)
It is easily shown that the expected number of pulses occurring
per second, k , is (2)
k=B
rms
/Si
erfc_/
1
(6)
where Brm s is the rms bandwidth of the input filter.
Since the pulses have duration of T seconds and the noise is
s
shaped by a filter with a bandwidth B one finds experimentally
rms
that the average value of 'r is inversely proportional to B
s • rms.
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It was found by comparing the exact and approximate results that
l Z
< T -- (7)
J_ -- s
rms rms
Some New Results
The input signal is passed through the ideal limiter and an output
filter which removes higher harmonics, (as Z fo' 3 fo """)" The output
of this filter is then,
Vo(t) = cos (_0° t + _0g(t) + _ s(t) ) (8)
where the output amplitude is assumed to be unity and the output filter
is wide enough not to cause any distortion of Vo(t) .
The procedure now employed consists of calculating the correlation
function for R (7) and its Spectral Density, The Signal and Noise
V
powers are then ° separated and the output SNR determined. Thus
R. (t, _") = E (Vo(t+T) Vo(t) )V V
o 0
=_-R e e E e E
s(t+_" )- _s(t) ii (9)
The ensemble averages in Eq. 9 are recognized as the joint character-
istic functions of the Gaussian and shot noise:
j [Ucog(t-'c) + _ COg(t) ]
Cg(U, v) = E (10a)
j [u _0s(t+T ) +_ C0s(t) ] )Cs(U,V) = E _e (10b)
Thus,
R (t,
V V
O O
}T ) = _ Re t e o Cg(1, -1) Cs(1, -1) ill)
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whe r e
Cg(U, "o) =
1 r_2 2
-_.[,, z + zuv R. (_') + v 2 a ]
- - _g _g zo g (12)
Hence
Cg(1,-1) = e
(72(1- p(T) )
cD
g (13a)
where
N°
2 i (13b)
=
g i
and
I
p(l") : _ i_ g(T) (13c)
The joint characteristic function of Poisson distributed shot noises
is given by Gilbert + Pollak(8):
11% ,Cs(U,V)= exp X ie jb [uh(O+1") -F vh(O)] -1 )d O
_00
(14)
Letting u = 1 andv = -I yields
C
O0[1 "'"0""-"°">>]s(1,-1) = exp k <Eie -i dO
_00
(15)
Howeve r)
E eL J
O0
S eJb [h(O+T) - h(O) ] fb(b ) db
_00
whe re
fb(b) = _ [6(b+l) + 6(b-Z) ]
(16)
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Evaluating eq. 16 yields
C s(l, -i) = exp i k
oo
_oo
Henc e,
(cos [h(_+r) - h(_)] - 1) d_ (17)
Cs(l,-i)
exp
S
exp [ -2k
sin ¢0 IT I + (T -IT I) COS ¢0
S S S
s]
-- S
• -C s+I,I))
I_ ] < • 118)
-- S
Substituting Eqs. 13a and 18 into Eq. Ii and expanding one finds
that:
_[ z +X_s ]
i _g
i_ (T) = -.ze cos 0_V V 0
o o
\ s
+_
m=l
oo p,.k(I")
/
k=l
sino_ IT! + (T
S S
I_ I) cos_ _-
S
m:
+
_ Rk (_)
+ \ \ _s
L L k:
k=l m=l
[ 2 I_I+(Tk m _ss sin o_s s
'!m
-I _ I )cos s
m'
The first term within the brackets represents the signal term, the second
term ( Z ) is the Gaussian noise term centered at coo, the third term
(z) isktheshotnoiseterm centeredat _o 'andthefourthterm (_ _m1
is the interaction of shot noise and Gaussian noise.
Since we are only interested in the output signal and noise power
we need not take the spectral density of eq. 19. However, we see that
the spectral density is easily obtained. The Output signal power is
(19)
S
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Q
1 1 rms
s = e (Z0)o Z ze
_(_2 +x'r
%_g s'
Z _ + r B erfc
_i /TM i s
1 2
Thus the signal power is _- when there is no noise ( a = 0 and k = 0).
' -_0g - -
The output noise power is easily calculated fromEq. 19 by letting
T = 0 in the noise terms:
N = 1j_e- [o_g+
k T
O
2
-[o
1
=Z e g
0o o 2k 0o m oo oo 02k
s ] _ %0 _ kmr kmT m 1
Ik_= s _ X qOg sk-z -+ z -+ L Z k-r-m--r-
-I m=l k=l m=l
+k SIT -l)+ (e S_l)+ (e Cpg-l)(e kTs_l )
Simplifying :
N 1 rms s
o = 2 l-e (22)
If we addEqs. 20 and 22, we find:
(Zl)
1
+N =So o
This result is expected from]Eq.
1
is
power contained in V ° _- .
The output SNR is
8, where it is seen that the total
(23)
S
O
N-
o
Si.Ni + T B erf
s rms _ 1.j
e -l
(24)
It is seen fromEq. Z4 that the output SNR decreases as the input noise
increases. Referring to Eq. 8, it is seen that when no noise is present
the total power in the sidebands increases and hence the signal power
decreases. The sideband power is, in this case, the output noise power.
Notice the closed form solution of Eq. Z4.
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The signal suppression effect given by eq. 20 is compared with
the exact solution of Davenport in Fig. 4 for the cases of B
rms s
equal to I,2 and 3. Note that B r equal to 1 or 2 represents
rms s
the "best"match to the exact curve. Figure 5 shows a comparison of
output and input SNR for B T = i, 2, and 3. Note that the approx-
rms s
imation begins to break down for input SNR below 3db. However, Rice's
approximation is no longer valid below 3db.
Conclusions
Using Rice's approach to FM, a closed form solution to the ideal
limiter problem is obtained. It is shown that the results compare
quite well with the exact results for input SNR above 3 db.
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V.C. A Statistical Approach to Interference and Multipath in FM.
Although frequency-modulation communications system contain inter-
ference-suppression capability greater than that of amplitude-modulation
systems of comparable power, F'M systems are not, unfortunately,
completely immune to such interference. Interfering noise, unrelated
transmitters, or echos of the desired signal can produce interference in
the demodulated information. Such factors can result in degradation of
system performance.
While interference in AM systems results in such effects as beat notes
or simultaneous reception of two signals, FM interference has somewhat
different characteristics. Severe interference in FM occurs when the
desired signal and the interfering signal combine to create sudden, rapid
changes in the phase of the signal fed to the receiver, usually accompanied
by a sudden decrease in amplitude of the carrier signal. At the receiver
output, this results in a characteristic amplitude surge of "spike". As the
interfering signal becomes stronger, the spikes become more severe.
Should the interference become even stronger than the desired signal, the
information of the desired signal is lost, and the information received will
be that modulated on the stronger signal. The weaker signal causes
unintelligible spike interference in the demodulated information of the
stronger signal. The predominacy of the information of the stronger signal
is known as the "capture effect".
When a system is plagued with such interfering signals, it is desirable
to characterize mathematically the interference and to make some attempt
to predict the severity of the effect on the performance of the system.
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This opens the way to attempts to decrease of elimi}late the effects of the
interference. An obvious first step is to write the equation of the wave-
form of the interference. This may be simple, but the expressions may
be arduous. Furthermore, the interference may depend upon factors which
cannot be predicted exactly in advance. An example might be the strength
or phase of an interfering signal. Frequently a statistical approach is
desirable in the treatment of such systems.
To illustrate the character of the "spike" interference encountered
in FM and the application of statistical techniques, we consider first a
very simple case. Suppose we are not transmitting information, but only
a sinusoidal carrier wave. We suppose our demodulator or frequency dis-
criminator to be "ideal", i.e., its output equals to instantaneous frequency
of the input. We will measure this output in radians per secondl In the
case of a single sinusoidal input, then, the receiver output is just the
frequency of the input wave.
Now, suppose another transmitter broadcasts another unmodulated
sinusoid of frequency different from the frequency of the first, but not
greatly different. The receiver picks up the sum of the two signals,
sin(_0,t) + p sin(_0,t). The second signal creates interference, and,
instead of the constant output desired, a periodic train of spikes results.
The period is equal to the period of the difference frequency of the two
inputs. The amplitude of the spikes depends upon the signal ratio, p;
figure l(a) shows the receiver output for signal ratios of 0. 5, 0.7, and
0.8. The output for two cases of p>l is also shown; in this instance, the
"echo" has become the stronger signal.
Valuable information about this interference process can be gained
by time averages of the demodulated signal, c0r(t). Some inportant av-
erages are shown below.
193
cor(t) =col' 9 < 1
cor (t) =co 2' 9 > 1
)2 2
(co r(t) _ 72 (¢o 2-_ 1 9
= 2 2 ' 9<1
l- 9
r(t)2 (co2- co 1 )2 1(cor(t) - ¢0 = 2 2 ' p> 1
9
Note that the average output is always equal to the frequency of the
stronger signal. Thus, a low-pass filter of sufficiently narrow bandwidth
will always filter out the desired (constant) output, provided the receiver
is not captured by a stronger signal. In addition, the power of the inter-
ference is unbounded in the region about 9 = i. For 9 = I, in fact, step
discontinuities in the phase of the total signal occur, and an ideal re-
ceiver produces impulses at its output. In any real system, of course,
the receiver will somehow limit the amplitude of the output.
One way to apply statistical methods to this two-carrier interference
is to consider the signal amplitude ratio, p, as a random variable. It
is likely that this parameter cannot be predicted in advance. We could
assume a Raleigh density (figure l(b)) for 9, as might occur in atmos-
pheric reflection. It is then possible to calculate a density function for
the resulting ensemble of waveforms; this density function will be a time
function. Figure l(c) shows how the density function appears at various
points in the cycle of the spike train (fig. l(a)). Thus, we can observe the
distribution of the tips of the spikes (180 ° point in cycle), and also the
density at other points in the cycle.
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The foregoing example is not of practical interest: no information
was transmitted. The waveform (fig. l(a)), however, is of general im-
portance in situations where just two interfering signals occur. The
argument of the function will, in general, depend not linearly on time
but as a more complicated time function of the modulation: the instan-
taneous phase difference of the two interfering signals. One application
is multipatla transmission, in which the interfering signal is a time-
delayed echo of the desired signal.
Suppose the received signal is the sum of the principal transmitted signal
= t + "_ (t)]el(t) cos [_ c --
and a single echo delayed in time by A t"
ez(t) = p cos [_o c(t- at) + _ (t - at) + ¢]
If the echo is less strong than the principal transmitted signal, it can be
shown that the discriminator will produce an output
c _- -_(t) + tan -1 p sin02l+pcos02 ' where02=-$(t-At)-_(t)+_-¢° At.
In 0_ r' the first term is a constant (which can be eliminated by use of a
balanced discriminator), the second term is the desired signal, and the
third term, to be called ¢o i' the unwanted interference. Simplifying
d p sin 02 p + cos 02 . Z__
we get: ¢oi = _ tan-i = p 2t "
l+p cos 02 l+pZ+Zp cos 02
As has been mentioned, the terms dependent upon p are identical to those
occuring in the simple case of two unmodulated carriers, with the exception
that the argument is now 02. In addition, the interference is modulated by
the derivative of the phase difference.
Calculation of the phase difference _ can be difficult. If the time
ae_y is _ .... compared +o +_o modulation, ho,.vever, the phase difference
can be approximated by the derivative of the modulation phase, which is
just the original ...._ i__-^ :__ .... _-^_ _°+_'_*_" of the spike do_y
in the interference is then easy; the spike amplitude, however, is modu-
lated by the derivative of the information and thus is more difficult to
analyze. Another case that affords simple calculation of exact results is
that in which the modulation is monochromatic: _(t) = _ sin pt.
In this case, the phase difference is simply a sinusoid, since it is the
difference of two sinusoids of the same frequency:
, = + - -(Z sin0 )cos
C
A graphical approach to the evaluation of these functions is helpful. In
fig. 2(a), the function P + cos _ is plotted on a horizontal scale with
l+pZ+Zp cos
its argument, _, on the vertical scale. To the right of this plot is the
actual modulation phase difference, _, as a function of time. For the
specific instance in question, this is a sinusoid; it is not in general. By
reading across between the two graphs, one can determine the location
of the spikes; the resulting spikes are then plotted below as a time function,
fig. 2(b). Finally, the spikes are modulated by the derivative of the phase
difference, fig. 2(c), and added to the information signal to produce the
actual receiver output, fig. 2(d).
This graphical approach gives insight into the spike patterns under
arbitrary modulation conditions. If the phase difference can be approxi-
mated by the derivative of the instantaneous phase, data on spike frequency
can be obtained for arbitrary, even random, modulation.
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One problem in the characterization of interference is that the net
average phase difference between the two carriers, 0 - _-_ cat, is not
usually determined. A small change in time delay results in a significant
change in the spike pattern. In fig. Z(e) is plotted the new interference
that results if 0 is changed by 180 ° from the case of fig. Z(c). Note that,
while the spikes have changed location, the envelope has not.
One way to deal with this indeterminacy is to consider the average
phase difference to be a random variable, evenly distributed between 0 and
Z_. The resulting interference then becomes a nonstationary random
process. The mean and variance of the process can be obtained by evalu-
ation of the appropriate integrals, a straightforward but lengthy process.
The results are shown below for 9 < 1. For 9 >1, the significance of the
"echo" and the principal signal are reversed.
1 So z_E(_ i(t,e))- Z_ _ i(t,e) de = 0
_o 92 sinZg(t_ _)1 2_ Z 1 9_)ZE([0_i(t,@)]Z)=_-_w [0_i(t, 8) ] dS=_ (A_sin
The standard deviation, or square root of the variance, is superimposed
on fig. Z(e) as a broken line; the solid line is, of course, one member of
the ensemble being averaged.
The variance may further be averaged over time to obtain an average
mean-square power:
p _oZ=/P 1 Z 1 _oZ_ Zdeat- t)] de-- i _ i(e' =
z sinzp_" A_0 : p_
_ p
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This is an estirnate of +_hc power of the interference resulting from a
single echo of an FM signal with monochromatic modulation. This is not
the exact power "" _unl_...... a _-..+ _+_=_ =_ _,r_g_resulrlng particular case, . .........._
over the waveform ensemble. It would be well to confirm the validity of
the averaging by calculating the variance of this power over the ensemble,
but the computation is not simple. At present, the best confirmation is
that the waveforms do not vary drastically as the average phase difference,
O, varies (cf fig. 2(c) and fig. Z(e)).
A statistical approach is probably the only way to gain meaningful
theoretical results from FM interference problems. The algebraic
complexity of the results derived for general cases tends to hide any
significance of the results. In multipath transmission, analysis is
practical if only one spurious echo occurs. Study of modulation more
complex than the monochromatic case is under way. Analysis of more
than one echo has so far been unsuccessful.
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Fig. i. Interference resulting from simultaneous reception of two unmodulated
carriers, and analysis when the ratio of the two signals is a random number.
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VI New and Continued Research
i. Optimum Demodulation
Techniques have been developed by the Communications group at PIB which can
be used to determine the threshold response of the Maximum Likelihood Estimator
(MAP) and the Least Mean Square Estimator (LMSE).
An iteration procedure has already been successfully demonstrated in the
case of the MLE. Methods to shorten the computer time required will be inves-
tigated. The use of most likely noise is applicable to any FM demodulator
having spikes at the output. The MLE has been shown to have multiple solutions
spaced approximately 2 _ apart. This represents a spike. A computer solution
of the LMSE will be sought and the MLE and LMSE compared. Lawton (I) has
attempted this comparison using a scalar modulating signal. (We have already
solved the MLE using a vector modulating signal).
The computer solution to the MI_ is being studied to determine how best
to reduce this to design a prototype circuit. This circuit will be constructed
and tested and its performance compared to the computer results.
2. Sub-Optimum Receivers
Phase Locked Loops
Both the "most likely" noise model and the gaussian shaped, "constant
amplitude" click model for noise will be used to determine the response of
higher order phase locked loops, of various order FMFB systems and of
FLL systems. Comparisons will be made both between systems and
between types of loop filters within systems. Results will be obtained both
for the case of no modulation and for the modulated case.
\
PLL Investigation Using Fokker-Plank Methods
The transient probabilities behavior of the phase locked loop was solved
numerically using Fokker-Plank Methods. This is the only rigorous, non-approximate
technique available and the results will be used to calculate cycle skippings
which in turn can be related to the "clicks" mentioned throughout this report.
An attempt will be made to extend the work to second order loops and should
provide insight and some justification for the various approximate approaches.
Frequency Locked Loops
Extensive theoretical and experimental work is underway. The theoretical
work involves calculations of the noise and distortion terms expected at the
output of the FLL with either modulated or unmodulated noisy FM signals at the
input. This work will allow theoretical optimum settings for loop bandwidths
as well as providing theoretical data as to the effect of different types of
loop filter. Independent experimental verification of the different portions
of the output noise computed from the theoretical model will be undertaken.
In addition to the analog a(t) channel of the original FLL a loop has been
constructed with a quantized a(t) channel. This version appears particularly
well suited for combatting "spikes" caused by the transmission of FM through
a fading channel. This is true since it is an experimental observation, made
with the help of the water tank channel simulator, that such "spikes" are
inevitably associated with every value for a(t). Data will also be taken for
output signal to noise ratios for ordinary analog signals and for error rates
of FSK signals transmitted via both ordinary and quantized frequency locked
loops.
Since it is shown in this report that the FLL provides a limiting case for
the FMFB receiver, work will be continued to tie these devices together and
to extend the FLL results to provide methods for designing FMFB receivers
and in predicting their outputs.
Spike Detection
In this report we have shown that the spikes present at the output of a
PLL can be detected. Circuitry is currently being developed to cancel these
spikes and hence reduce the PLL threshold. Digital computer studies have
demonstrated that spike cancellation is feasible. (2)
Spike detection has been applied to the reduction of errors in FSK. (3)
The improved procedures developed at PIB operating in conjunction with a PLL
will improve results dramatically. Circuitry is currently being designed to
demonstrate this.
3. Threshold in PCM
Some work has begun on the investigation of threshold effects in PCM.
This work will continue and comparisons will be made of the performance of
PCM, FM/FM and FM/PCM systems. Potential improvements possible in a PCM
system by use of a feedback channel will also be investigated.
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4. Synchronization Problems
As satellites move further from the earth, signals emanating from them
become weaker. To maintain a low probability of error when transmitting data,
the bits are transmitted at a very low bit rate. When this occurs the phase
variation of the input signal must be considered. A program begun by the
Communications group, to determine the probability of error under these
conditions, to design synchronization systems to function in an optimal
fashion, and to compare these optimal systems to those available today, is
proceeding satisfactorily.
5. Proposed Work on the PIB Channel Simulator
The installation of a new PDP8 4000 word memory, digital computer with
digital-to-analog and analog-to-digital capabilities will allow easy access
to certain channel statistics that have not been obtained previously.
Work will continue with FM transmission of both analog and digital sig-
nals through the fading channel. Analog signals will include video from the
PIB slow scan TV setup, multichannel test signals, and single channel test
signals. Digital signals will include both ordinary FSK and various coded
versions of the analog signals. The PDP8 will be used to perform certain
of the coding, decoding, and error determination functions.
The work of comparing the performance of the variol s types of threshold
extending FM receivers when receiving fading signals will continue.
Slow Scan TV System
Work shall continue utilizing the PIB slow scan TV system as a test signal
to compare various threshold extending systems corrupted by fading and gaussian
noise. In particular, a conventional limiter-discriminator, a Phase Locked
Loop, Frequency Locked Loop, and a Frequency Demodulator with Feedback, are
presented with the identical noise corrupted carrier which is modulated in fre-
quency by the TV test signal and subjected to fading in the PIB fading channel.
For each system the resultant output video display shall be obtained and compared
with the others. This shall be accomplished for various carrier to noise ratios
as well as various levels of fading.
L._j
6. Recursive Detection and Signal Design
The work already performed during the last year on recursive detection opens
a vast territory for further research. The receiver approach can be applied to
problems in detection as estimation theory including synchronous and non'synchronous
detection; demodulation, diversity problems and many other important theoretical
as well as practical problems of interest.
Because of the fact that explicit solutions may be obtained for quantities
like signal to noise ratio and probability of error for any colored noise, it
is possible to use the results for signal selection. Furthermore, since the
problems are set up in state variable form, the form of the optimum detectors
and demodulators are realizable in a relatively simple real time operation.
This is especially important for digital implementation. Work will continue in
the next year along these lines.
Both the nmost likely" noise model and the gaussian shaped, "constant
amplitude" click model for noise will be used to determine the response of
higher order phase locked loops, of various order FMFB systems and of FLL
systems. Comparisons will be made both between systems and between types
of loop filters within systems. Results will be obtained both for the case of no
modulation and for the modulated case.
204
VII
Masters Theses 8_ Doctoral Dissertations
Masters Theses
The following Masters Theses of June 1967 graduates were partially
supported by this grant:
I. Farrow, M.
2. Galbraith, W.
3. Glassman, C.
4. Goldstein, A.
5. Guglielmetti, P.
6. ffankoniski, A.
7. Kleinberg, L.
8. Kosow/ch, O.
9. Kovacs, E.
10. Kuhar, J.
11. Lemp, ft.
12. Lutchinsky, J.
13. Marko, J.
14. Maskasky, J.
15. McDaniel, L
16. Micheletti, T.
17. Mishory, M.
18. Mor, aitimLs, N.
19. Ribbens, ff
20. Unkau f, M.
21. Yang, M
2Z. Yavuz, D.
"Wideband FM Limiters"
"Computer Simulation of A Digital PLL"
"S/IN Ratio Through A Real Limiter"
"Arms Test Detector"
"A Median Detector"
"Generations of Pseudo-Random Sequence of Symbols"
"Likelihood Ratios for Deterministic Signals"
"Signal Design"
"Properties _ Applications of Pseudo Random Sequences"
"Analysis of Smooth Bandpass Limiters"
"A Digital Correlator"
"Pattern Recognizer"
"Wideband Sinusoidal FM Generator"
"FM System for Multichannel Transmission"
"Non-Linear Comparator for PLL"
"Ratio Detector"
"Quadrature Modulations in Data Transmitions"
"Analysis & Design of Transistorized AM Modulator"
"PSK Detection Employing PLL"
"Channe I Simulation"
"FM Through Tuned Circuits"
"FM Spectra"
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Ph.D. Theses
The following PhD Dissertation% of June 1967 graduates, wer_
partially supported by this grant:
i. Crepeau, P.
Z. Kreussling, F.
3. Nelson, E.
"Random Channel"
" Pe rformance of M-ary Feedback
Communication Systems"
"Response of an FM Discriminator to
an FM Signal in a Randomly Fading
Channel"
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The following papers were partially supported under this grant.
D. L. Schilling, K.K. Clarke, E.A. Nelson
"Analysis of an FM Discriminator with Fading Signal Plus
Additive Gaussian Noise, " Transactions on ComTech, April,
D.L. Schilling, Eo Hoffman
"Demodulation of Digital Signals Using an FM Discriminator,
NEC Conference, October 1966.
D.L. Schilling, M. Smirlock
"Intermodulation Distortion of a Phase Locked Loop Demodu-
lator, " Fourth Canadian Symposium on Communications,
October 1966, and IEEE Trans. on ComTech, April 1967.
1967.
D.L. Schilling, F. Kreussling
"Application of Feedback to M-ary PAM, "
October 1966.
,!
NEC Conference,
D.L. Schilling
"Error Rates for Digital Signals Demodulated by an FM Dis-
criminator, " IEEE Transactions on Communication Tech-
nology, August 1967.
6. D.L. Schilling, A° Guida
"Extending the Threshold of the Phase Locked Loop, " IEE
Conference on Frequency Generation & Control, London,
England, May 22-24, 1967.
7. D.L. Schilling, A. Guida
"The Optimal FM Discriminator Type Demodulator, " 1967
IEEE International Conference on Communication,
Minneapolis, Minnesota, June IZ- 14, 1967.
.
.
D.L. Schilling, A. Nelson
"The Response of an FM Discriminator to a Digital FM Signal
in Randomly Fading Channels, " IEEE International Symposium
on Information Theory, San Remo, Italy, September ll- 15,
1967. To be published in IEEE Trans. on ComTech.
D. L. Schilling
"The Detection of PCM/FM, " - invited paper presented at the
international Telemetering Conference, October 2-4, 1967.
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D.L. Schilling, J. Kuhar
"Signal to Noise Ratio for Bandpass Limiters,
Transactions AES, February 1968.
" IEEE
K.K. Clarke, D.T. Hess
"Frequency Locked Loop FM Demodulator,
actions on ComTech, August 1967.
"IEE Trans-
K.K. Clarke
"Fading Channel Simulators,
January 1967.
" Proc. IEEE Correspondence,
R.L. Pickholtz, R.R. Boorstyn
"A Recursive Approach to Signal Detection, " IEEE Inter-
national Symposium on Information Theory, San Remo,
Italy, September 11-15, 1967. To be published in IEEE
Trans. on Info. Theory.
