Motivated by recent experimental efforts, we study a black hole analog induced by the propagation of a strong laser pulse in a nonlinear dielectric medium. Based on the Hopfield model (one pair of Sellmeier coefficients), we perform an analytic and fully relativistic microscopic derivation of the analog of Hawking radiation in this setup. The Hawking temperature is determined by the analog of the surface gravity (as expected), but we also find a frequency-dependent gray-body factor (i.e., a nonthermal spectrum at infinity) due to the breaking of conformal invariance in this setup.
I. INTRODUCTION
Hawking's prediction [1, 2] that black holes evaporate due to quantum effects has been one of the most striking consequences of quantum field theory in curved spacetimes and is also expected to have profound implications for the theory of quantum gravity. Unfortunately, however, our chances for observing this phenomenon are very feeble since small enough black holes for their radiation to be observable probably do not exist. Nevertheless, according to the suggestion [3] by one of the authors, it might be possible to recreate this fundamental quantum effect in the laboratory via suitable analogs. The original proposal was based on the propagation of sound in fluids which can generate sonic or acoustic analogs of black holes (also known as dumb holes). The microscopic derivation of the sonic analog of Hawking radiation (including changes in the dispersion relation at small wavelengths) has been studied by many authors and is now quite well understood; see, e.g., Refs. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Recently, there has been remarkable experimental progress regarding the efforts to observe signatures of the Hawking effect in Bose-Einstein condensates [20] [21] [22] [23] [24] . For the sake of completeness, we would also like to mention other scenarios (see, e.g., Refs. [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] ) such as water waves [31] , where the classical analog of the Hawking effect has been observed recently [35, 36] .
However, apart from the sonic analogs, there is also another very interesting option-optical or dielectric black hole analogs or, more generally, electromagnetic setups [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] . In these scenarios, the fluid flow is typically replaced by the motion of an optical or electromagnetic pulse through the material. Even though there have been several interesting experimental efforts [49] [50] [51] [52] [53] [54] along this line, our theoretical understanding (e.g., regarding the impact of dispersion) is far less advanced than in the case of the sonic analogs [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Apart from numerical simulations (see, e.g., Refs. [42, 44] ), only a very few analytical results (in analogy to the sonic case) are available. For example, Ref. [47] presents a derivation based on an approximation where one output channel is neglected. However, as we shall see below, this approximation is in general not fully justified and gives incorrect results. As another example, the horizon is replaced by a step-function profile in Refs. [43, 46] . For this simplified setup, the spectrum can also be calculated analytically. However, because the step function formally corresponds to an infinite surface gravity, questions such as the thermality of the spectrum and the relation between the analog Hawking temperature and the surface gravity cannot be addressed in this simplified setup. Here, we contribute to filling this gap (see also Refs. [43, [45] [46] [47] 55] ) and provide a microscopic derivation of the analog of Hawking radiation based on a minimal set of assumptions/approximations.
II. THE MODEL
In order to describe Hawking radiation induced by a strong, classical light pulse in a homogeneous and transparent dielectric medium, we employ the following microscopic model, suggested in Ref. [37] and further developed in Refs. [43, [45] [46] [47] . This model is closely inspired by the Hopfield model [56, 57] . For simplicity, we assume spatial symmetry of the medium and of the pulse along the y and z axes (plane symmetry). We also restrict ourselves to one fixed polarization of the pulse E pulse ∝ e y [(1+1)-dimensional model]. Additional lowintensity light "on top" of the pulse (e.g., Hawking radiation and other quantum perturbations) with the same polarization can thus be described by the vector potential A(t, x) = A(t, x)e y via E weak = ∂ t A in temporal gauge. This weak electromagnetic field will interact with the strong pulse via the medium's polarizable charges, which are already excited beyond the linear range due to the (local) intensity of the strong pulse. The weak field will cause additional deformations of the excited states; however, we assume that these deformations are within the linear regime around the polarized states influenced by the pulse alone. Hence, each polarizable charge is assumed to interact like a scalar (one polarization) harmonic oscillator with the weak field. We restrict the weak field to large wavelengths compared to the molecular scale of the dielectric (e.g., Hawking radiation with a low temperature), so we can consider the dielectric in the continuum limit and not worry about the dispersion changes created due to the finite distances between the polarizable molecules of the medium.
This model is as follows: there is one harmonic oscillator at each point in space, the electric dipole displacement being described by the scalar field ψ(t, x). The eigenfrequency Ω > 0 of a specific oscillator depends on the local classical pulse intensity, so Ω = Ω(t, x). This change in the local frequency of the dipoles is assumed to be the only effect of the strong pulse in our model. In terms of the atoms/molecules constituting the nonlinear medium, this local frequency models the level spacing and hence its change can be understood in terms of the quadratic Stark shift
Note that the strong pulse could in principle also modify the dipole matrix elements which determine the coupling between the atoms and the weak field-but we shall largely omit this effect in our model.
Neglecting any backreaction of the weak fields A and ψ on the strong pulse or the frequency changes in Ω or coupling g that the strong pulse induces, the dynamics of A and ψ are thus described by the Lagrangian density
in the laboratory frame (rest frame of the dielectric medium). The Lagrangian density consists of the contributions from the free weak electromagnetic field (E 2 weak − B 2 weak )/2, the harmonic oscillators, and the interaction between the polarization perturbation ψ and the electric field E weak = ∂ t Ae y . The nonlinear optical influence of the strong pulse on the dielectric is encoded in the space-time-dependent eigenfrequency Ω(t, x) and potentially the coupling constant g(t, x) > 0, which we assume in the following are both prescribed fields. It is advantageous for the following analysis to generalize A and ψ to complex scalar fields, so L lab has been defined accordingly.
A. Speed of light in static medium
Let us begin by deriving the well-known Sellmeier dispersion relation from the model (1) in a static medium.
This will show us how to describe a dispersive dielectric-which then includes the possibility of inducing analog black hole event horizons for light via the strong light pulse (see also Refs. [43, 46, 47] ). By means of Hamilton's principle, L lab yields the equations of motion
In order to gain a rough insight into the physics of the model, we assume a static medium ∂ t Ω = ∂ t g = 0 for the moment. Then, there are stationary solutions, each with a unique frequency ω lab . For these solutions, we can substitute ∂ 
with the frequency-dependent (phase) velocity of light
Note that we obtain the dispersion relation with only one pole at ω lab = Ω and one Sellmeier coefficient g because we considered just one polarization field, ψ. Multiple medium resonances were considered in Refs. [43, [45] [46] [47] . This was motivated by the experiments [49, 50] in fused silica. Here, we assume that the material (e.g., diamond, cf. Refs. [43, 44, 58] ) is well approximated by one Sellmeier pole. The model exhibits subluminal dispersion since c lab decreases for increasing ω lab . At ω lab = Ω (resonance frequency of the medium), the speed of light formally drops to zero, which marks the breakdown of the model. We will consequently restrict ourselves to lower frequencies |ω lab | < Ω (e.g., sufficiently low Hawking temperatures) in the remainder of this paper. For very low frequencies, the velocity of light becomes
For slowly space-time-dependent Ω and g, the result (4) can still be approximately valid provided that A and ψ oscillate very fast compared to the scales on which Ω and g vary [Jeffreys-Wentzel-Kramers-Brillouin (JWKB) approximation]. Within this approximation, the strong pulse can give rise to a space-time-dependent speed of light profile c low (t, x) in the dielectric medium. However, we cannot use this JWKB approximation throughout because Hawking radiation (or, more generally, particle creation) is precisely associated with a breakdown of this JWKB approximation-at least in terms of the usual coordinates t and x; see also Ref. [59] . Therefore, we have to solve the exact wave equation including the full dispersion relation (without neglecting any ω contributions). (4) in the dielectric, which involves a black hole event horizon analog. In this example, the pulse velocity is v = 2/3, the coupling constant g(t, x) = g 0 is fixed, and the medium eigenfrequency Ω(t, x) rises from 4g 0 /5 on the left (smaller values of x) to 2g 0 on the right with a tanh profile. The plot shows the resulting spatial c lab curves for two different light frequencies. The fastest light waves occur in the low-frequency limit (solid line), so the event horizon is located at the position x hor where these waves propagate at the same speed as the pulse. Light waves with higher frequencies propagate slower (subluminal dispersion) as indicated by the dashed line.
B. Black holes induced by uniformly moving pulses
We focus on strong pulses which travel through the dielectric in the positive x direction with a constant velocity v ∈ (0, 1) and maintain their shapes during the propagation. The external fields Ω and g thus only depend on the quantity x−vt. In this setting, the rest frame of the pulse (pulse frame) is a second preferred frame of reference. Its coordinates τ and χ are connected to the laboratory frame coordinates via the Lorentz boost
with the Lorentz factor γ = 1/ √ 1 − v 2 . By assumption, Ω and g are independent of τ in the pulse frame, i.e.,
A uniformly moving pulse can give rise to an analog of a black hole event horizon in the dielectric; see, e.g., Refs. [38-40, 43, 45-47] . Considered from the laboratory point of view (moving horizon), this will happen if the pulse has such a large intensity at its center that the weak light field propagates slower than the pulse there (c low < v), while c low exceeds v outside the inner pulse region (see Fig. 1 for an example pulse profile). Since the dispersion is subluminal-that is, light waves with low frequencies travel at the fastest speed-the event horizon is located at the position where the speed of light for ω lab → 0 equals the pulse speed,
A realistic pulse profile may include multiple horizons fulfilling the condition (7), which could be white as well as black hole horizons. In this paper, however, we will concentrate on a single black hole analog event horizon and aim to calculate the corresponding Hawking spectrum.
III. ANALYSIS IN THE PULSE FRAME
The pulse frame is the most advantageous frame of reference for the derivation of the Hawking effect since the pulse and all associated event horizons are stationary with respect to that frame. The Lagrangian density L lab in Eq. (1) transformed to the pulse frame reads
In this section, we will combine the two equations of motion for A and ψ into a single equality and derive two important and well-known conservation laws from the symmetries of L pls .
A. Stationary modes
The time invariance of L pls due to ∂ τ Ω = ∂ τ g = 0 implies the conservation of the frequency (energy) of any solution (A, ψ) of the equations of motion. Hence, we may concentrate on solutions of the form
with a unique, conserved pulse frame frequency ω (stationary modes). Inserting this form into the equations of motion (2a) and (2b) transformed to the pulse frame (with ∂ τ → −iω) leads to the mode equations
which are satisfied by the mode functions A ω and ψ ω . The mode equations (10a) and (10b) can be combined into one single ordinary differential equation. To this end, we apply the operator γ (iω +v∂ χ ), which commutes with ω 2 + ∂ 2 χ , to the upper equation (10a) and then insert Eq. (10b) divided by g. This results in the decoupled fourth-order mode equation 
Note that one should be careful with the order in the equations above as we are considering nonhomogeneous, i.e., χ-dependent profiles, such that (iω − v∂ χ ) does not commute with Ω, for example.
B. Conserved generalized inner product and norm
Since we have generalized our physical model to complex fields A and ψ, the Lagrangian density L pls is invariant under any transformation of the global phase of the dynamic fields (A → e iϕ A and ψ → e iϕ ψ). By means of Noether's theorem, this continuous symmetry of L pls is related to a conserved current ∂ τ ρ + ∂ χ j = 0 with the (Noether) charge density (see also Refs. [43, 47] )
and the current density
The canonical momentum densities appearing in ρ are given by
For stationary modes of the form (9), all time dependencies in ρ and j cancel each other out (∂ τ → −iω); that is, these quantities are time independent. The continuity equation consequently simplifies to ∂ χ j = 0, so the current density is a space-time-independent quantity for stationary modes. The conservation of the total (integrated) Noether charge can be used to derive the conserved, generalized inner product (17) which is also known as the Klein-Gordon inner product [60] , between two arbitrary solutions, (A 1 , ψ 1 ) and (A 2 , ψ 2 ), of the equations of motion in the pulse frame. It has the same properties as usual inner products except for positive definiteness since the product of a field solution (A, ψ) with itself coincides with its total Noether charge,
which is not necessarily positive but can be any real number. In fact, taking the complex conjugate of Eq. (17) shows that the inner product of A * and ψ * with itself has a sign opposite to that of A and ψ. We call this quantity (18) the (pseudo-)norm of the field solution (A, ψ).
IV. JWKB ANALYSIS
As a first approach to understanding the structure of the solutions of the decoupled mode equation (11) in the pulse frame well outside and inside a black hole, we apply the JWKB approximation. That is, we treat the external fields Ω and g as constant (∂ χ Ω = ∂ χ g = 0), so the mode functions ψ ω are (superpositions of) plane waves, and thus we may set ∂ χ → ik in Eq. (11) . The following analysis is thus equivalent to the one in Refs. [43, 46] , where a piecewise homogeneous setup is considered. The resulting dispersion relation,
which is just the relation (4) transformed to the pulse frame, can be rearranged into the form
with the (phase velocity) function
Each solution k of Eqs. (19) and (20) is an allowed wave vector at the frequency ω. To create a black hole analog as in Fig. 1 , however, Ω and/or g must be inhomogeneous. Nevertheless, the (now χ-dependent) wave vector solutions of the (local) dispersion relation will still approximate the physics of the fields well as long as the length scales on which Ω and g vary are much greater than the inverse wave vectors 1/k . The dispersion relation (19) has up to four different and possibly complex solutions k for given values of v, Ω, g, and ω. We are particularly interested in the real solutions, which describe propagating waves. The dispersion relation (as a fourth-order polynomial) can be solved analytically, but the resulting expressions are quite lengthy in general, such that it is hard to grasp their physical properties. Therefore, we will use the form in Eq. (20) to find the solutions graphically instead by plotting both sides of this equation over k. The left-hand side yields a straight line. Note that, according to the Lorentz boost in Eq. (6), γ (ω + vk) is the laboratory frame frequency ω lab of a wave which has the frequency ω and the wave vector k in the pulse frame. For a small |ω| < g, the function F (k) ≥ 0 appearing on the right-hand side of Eq. (20) is only real for |k| ≥ |ω| and approaches the asymptotic value Ω for k → ±∞. At high pulse frame frequencies |ω| > g, on the other hand, F is also real for |k| < ω 2 − g 2 . Solutions k in this k range (intersection points with the straight line ω lab ), however, correspond to waves with large laboratory frame frequencies |ω lab | > Ω beyond the range of validity of the physical model. Hence, we restrict the analysis to small pulse frame frequencies with |ω| < g (or even |ω| g). Examples for the graphical solution of the dispersion relation (including the effects of varying parameters ω and Ω) are depicted in Fig. 2 .
A. Modes outside the black hole
We start to discuss the solutions of the dispersion relation far outside an analog black hole horizon for a low frequency mode 0 < ω Ω. The graphical solution is depicted in Fig. 3 . There are four different real solutions: two small wave vectors k cp with wave numbers of the order O(ω) are hardly affected by dispersion, whereas the rapidly oscillating modes k ± are a consequence of dispersion (they vanish if dispersion is neglected). Let us derive some properties of the modes.
By differentiating the dispersion relation (19) with respect to k (treating ω as a function of k for the moment), we find the expression
for the pulse frame group velocity of the mode k . The ± sign before F depends on whether k is a plus or minus solution of Eq. (20), i.e., on the sign of the laboratory frame frequency of the mode (vertical coordinate of the corresponding intersection point in Fig. 3 ). This formula allows us to determine the group velocity signs for all four modes outside the black hole just based on the graphical solution of the dispersion relation in Fig. 3 . We find that the group velocities of the modes k + , k − , and k cp are negative, so these modes propagate towards the (stationary) black hole event horizon. The mode k cp , which is a lowenergy mode (i.e., almost unaffected by dispersion), corresponds to light propagating in the opposite direction as the pulse when viewed from the laboratory frame-that is, this is the counterpropagating mode. (In the sonic black hole analogs based on flowing fluids, this would be the downstream mode.) In the pulse frame, this mode moves towards the black hole and can cross the horizon without being distorted drastically. However, it can also be scattered into an copropagating mode (see Sec. VIII below), but this process is purely classical scattering and does not lead to particle creation. We thus do not expect this mode to be the origin of Hawking radiation. Consequently, we expect k ± to be the relevant in-modes for creating the outgoing Hawking radiation as usual in systems with subluminal dispersion (cf., e.g., Refs. [7, 12] ). The mode k H is the only mode with a positive group velocity, so these waves escape the black hole (e.g., Hawking radiation).
Graphical solution of the dispersion relation (20) far outside the black hole in Fig. 1 , where v = 2/3, g(χ) = g 0 is constant, and the local value of Ω is 2g 0 . We consider the mode frequency ω = g 0 /5. The straight line is the laboratory frame frequency γ (ω + vk). The dashed lines are the graphs of ±F (k). Here, we get four real solutions (labeled intersection points): the Hawking mode k H , the counterpropagating mode k cp , and the two short-wavelength modes k ± . The vertical value of an intersection point coincides with the frequency of the corresponding wave as measured in the laboratory frame.
As a next step, we consider the Noether charge densities ρ [see Eq. (13)] of the modes. The mode function A ω corresponding to a JWKB solution of the (approximate) form ψ ω (χ) = exp(ik χ − iωτ ) is calculated using Eq. (12), with ∂ τ → −iω (stationary modes) and ∂ χ → ik (JWKB approximation). The resulting charge density of the mode reads
The sign of this charge density depends only on the laboratory frame frequency of the mode,
Hence, it follows from Fig. 3 that k − is the only mode which propagates a negative Noether charge, so the contribution from this in-mode is the essential ingredient of pair production (cf., e.g., Refs. [5, 7, 9, 11, 12, 15, 17, 18, 43, 47] ).
B. Modes inside the black hole
As one goes into the black hole in Fig. 1 , Ω decreases, so the graphs of ±F (k) in the graphical solution in Fig. 3 "narrow" because F (k) ∝ Ω; cf. Fig. 2(a) . The solutions k H and k + will thus approach each other and merge at a certain point on the way towards the horizon, at which point the straight line γ (ω + vk) is tangent to F (k)-see the dashed ±F (k) curves in Fig. 2(a) . Beyond this
Graphical solution of the dispersion relation far inside the black hole in Fig. 1 . We consider the same configuration as in Fig. 3 except for the value of Ω, which has decreased to 4g 0 /5. The dashed graphs of ±F (k) have "narrowed" correspondingly, so there are only two real solutionsk cp (counterpropagating mode) andk p (infalling partner) inside the black hole. The two remaining wave vector solutionsk ± are complex (evanescent modes).
point, these two real solutions become two complex solutions,k + andk − = (k + ) * , with Imk + > 0, so the Hawking mode escaping the black hole disappears beyond this "point of no return", which behaves like a frequency-specific event horizon. The allowed wave vectors vary rapidly around this point, so the JWKB approximation breaks down there. Note that, in the limit ω → 0, the point of no return coincides with the ("absolute") event horizon since low-frequency waves travel at the fastest speed (subluminal dispersion). Deep inside the black hole in Fig. 1 , the JWKB approximation is valid again. See Fig. 4 for the graphical solution of the local dispersion relation. Both real solutions,k cp andk p , describe modes with negative group velocities according to Eq. (22), so they propagate deeper into the black hole (as expected inside the event horizon). The modek cp has a positive Noether charge density whilẽ k p carries negative charge. We conclude thatk cp ≈ k cp is the counterpropagating mode, which crossed the horizon and is now inside the black hole. The second mode, k p , with a negative laboratory frame frequency (negative energy) is the infalling partner mode of the outgoing Hawking mode k H ; see, e.g., Refs. [2, 5] . The mode structure inside the black hole is thus as expected according to Refs. [5, 7, 9, 11, 12, 15, 17, 18, 43, 47] again.
One of the standard ways to derive the Hawking effect is to trace a late-time outgoing Hawking wave packet back in time in order to find the early-time ingoing wave packets the Hawking packet is composed of initially (see, e.g., Ref. [7] ). Since there are no solutions inside the black hole which can approach the horizon (subluminal dispersion), the relevant boundary condition for that derivation of Hawking radiation is that the mode function vanishes deep inside the black hole (i.e., the mode is evanescent). In the limit of wave packets which are sharply peaked around a unique frequency ω, the wave packets become very extended in space and time-that is, we consider single stationary modes. We have to make sure that the mode function ψ ω satisfies the boundary condition; however, a function ψ ω which is nonzero outside the black hole cannot vanish identically everywhere inside the horizon [7] . We therefore demand ψ ω to decay rapidly (exponentially) inside the black hole. In terms of the JWKB solutions explained above, that means that only the complex wave vectork − may contribute to ψ ω beyond the horizon since | exp(ik − χ − iωτ )| = exp(−χ Imk − ) and Imk − < 0, so this function decays rapidly along the way deeper into the black hole (decreasing χ). However, we cannot continue this mode function across the event horizon using the JWKB technique because this approximation breaks down in the vicinity of the horizon (at least in the coordinates we use here; see also Ref. [59] ).
V. CONNECTION OF JWKB SOLUTIONS ACROSS THE EVENT HORIZON
In order to continue a mode function ψ ω , which decays exponentially inside the event horizon (according to the boundary condition mentioned above), into the exterior region of the black hole, we have to take the full decoupled mode equation (11) into account. The complexity of this equation depends on the concrete pulse shape given by Ω(χ) and g(χ). As already mentioned in Sec. II, we assume that g(χ) = g 0 is constant (see also Fig. 1 ). We thus need to specify Ω(χ).
We want to model the Schwarzschild metric with
This metric has a horizon at r = 2G N M (the Schwarzschild radius), a singularity at r = 0, and becomes asymptotically flat for r → ∞. For the dielectric black hole analog, the g 00 component behaves as
see also Eq. (62) below. Note that c 2 low (χ) refers to the low-energy limit in Eq. (5) where the analogy to gravity applies. In order to model the Schwarzschild metric, we assume the following profile (with some constant ξ > 0):
For simplicity, we choose χ such that the horizon is located at χ = 0, so the black hole exterior region is χ > 0 and the interior region is χ < 0. At the horizon χ = 0, we have g eff 00 = 0, which translates to the condition (7), leading to the relation
The slope dc low (χ)/dχ at the horizon determines the surface gravity (remember that v is constant), which in turn sets the Hawking temperature; see Eqs. (55) and (63) below. Similarly to the Schwarzschild metric, where the strength of the gravitational field vanishes at r → ∞, the polarizability of the medium goes to zero as χ → ∞. Furthermore, the refractive index diverges (formally) for χ = −1/(2ξ), which is similar to the singularity at r = 0.
Of course, such a profile (27) is not a realistic model for a real laser pulse, but-as we shall see below-it allows us to derive an exact solution of the mode equation in analogy to Ref. [14] . Furthermore, because only the vicinity of the horizon is relevant for the creation of low-energy Hawking radiation, we can interpret this profile (27) as an approximation of a realistic pulse profile in the region near the horizon ξ|χ| 1. In terms of a Taylor expansion
, we neglect the higher-order terms O(χ 2 ) since Ω 2 (χ) is supposed to be slowly varying. For example, since the modes we are interested in decay rapidly inside the black hole, they do not see the singularity at χ = −1/(2ξ), so that this approximation should be reasonable. Since the Hawking temperature is supposed to be sufficiently low, the JWKB approximation will be valid at both edges (inside and outside the black hole) of the linearized region. This way, we can continue a JWKB solution inside the black hole across the horizon using the linearized mode equation.
Inserting the pulse profile (27) into the general decoupled mode equation (11) yields the equation
In this section, we will study the solutions of this mode equation in the positive frequency range 0 < ω ξ, which covers the essential part of the Hawking spectrum. The corresponding negative-frequency solutions can be derived by complex conjugation. The solution scheme via transformation to momentum space and contour integration is analogous to Refs. [9-12, 17, 47] , for example.
A. Solution of the mode equation
Equation (29) can be solved in reciprocal (momentum) space. To this end, we Fourier-Laplace transform the equation by inserting
with the (yet unspecified) complex integration contour C. By means of this transform, the fourth-order differential equation (29) in χ becomes the first-order differential
which is easy to solve forψ ω (k). After transforming back to position space via Eq. (30), the solution reads
with the two auxiliary functions
and
The constant of integration, which is irrelevant for the Hawking spectrum, is related to the contour C and has been omitted for simplicity. Note that the exponent in Eq. (32) can be cast into the form
where the last term can be absorbed by the integration constant mentioned above. Equation (32) is a contour integral representation of the mode function ψ ω . In order to define complex powers as in f (k), we have to specify the two branch cuts of the complex natural logarithm starting at the two singularities k = ±ω. Here, we choose these branch cuts to run upwards in the complex plane (parallel with respect to the positive imaginary axis). This corresponds to the principal value Ln z of the complex natural logarithm (i.e., −π < Im[Ln z] ≤ π). As we shall see below, this choice is most convenient for deriving mode functions which satisfy the required boundary condition, that is, are evanescent inside the black hole. With other choices, we can derive other solutions of the wave equation (e.g., with a contribution from the partner mode inside).
B. Mode function inside the black hole (χ < 0):
Boundary condition
Let us first consider the mode function ψ ω in Eq. (32) inside the black hole, where we have imposed the boundary condition for the derivation of the Hawking effect according to Sec. IV B. This boundary condition is fulfilled by selecting the (end points of the) integration contour C appropriately. The contour can "safely" run to infinity into any direction of the complex plane where the exponential part of the integrand, exp[χh(k)], decays to zero; that is, Re[χh(k)] → −∞, while the function f (k) is unproblematic. These "valleys" of the integrand are located at
• −π < Arg k < −2π/3 (bottom left), and
• −π/3 < Arg k < 0 (bottom right).
For other directions (i.e., between these valleys), | exp[χh(k)]| diverges for |k| → ∞.
Here, we choose to integrate just below the real axis from −∞ to ∞, that is, from the bottom-left valley into the bottom-right one and below the singularities at k = ±ω, so we have fixed the contour C appearing in Eqs. (30) and (32) . We can still, however, deform the integration contour by means of Cauchy's theorem in order to simplify the integration without changing the value of the integral. The exponent function h(k) in the integrand has two saddle points, which satisfy h (k s ) = 0. For χ < 0, these saddle points arẽ
The saddle pointk − s connects the two adjacent valleys in the lower complex half plane (bottom left and right) with each other. Hence, we may deform C smoothly (keeping the end points fixed) without ever encountering any singularities or branch cuts of the integrand so that the final contour C in runs throughk The other saddle pointk + s corresponds to a "mountain pass" which connects the upper (top) valley with the two lower (bottom) valleys with a bifurcation point near the origin. The height of this pass increases exponentially for increasing |χ|, but our selected contour does not go through this point.
Applying the saddle point method (see, e.g., Ref. [61] ), the mode function ψ ω (χ < 0) ≈ ψ inside ω (χ) inside the black hole is thus approximately given by the saddle point contribution fromk − s . The leading-order term of the saddle point expansion (which becomes asymptotically exact in the formal limit χ → −∞) reads
The higher-order corrections of the saddle point expansion are negligible if
(b) Absolute value (logarithmic) of the integrand. For the derivation of this inequality, we have used that the typical frequency of Hawking radiation ω O(ξ) is set by the surface gravity. Since g 0 and Ω 0 are characteristic scales of the medium and thus are supposed to be much larger than ξ (and ω), the right-hand side of Eq. (38) is very small. Sufficiently far inside the black hole as determined by the condition (38) , the mode function ψ ω (χ < 0) is therefore approximated well by the leading-order term (37) . However, we want to stay away from the singularity, so we assume ξ|χ| 1. Hence ξ has to be small enough so that both assumptions can be satisfied simultaneously (low Hawking temperature).
Let us check to see whether ψ inside ω does indeed satisfy the required boundary condition. We evaluate the absolute value of Eq. (37) to find
so the mode function decays exponentially beyond the horizon, and hence the integration contour is in accordance with the boundary condition. For values of χ satisfying the condition (38), we thus find that |ψ inside ω (χ)| is suppressed exponentially.
Note that the contribution from the other saddle point k + s would instead grow exponentially when going further and further inside the black hole-which explains why we selected our contour in such a way that it does not go through this saddle point.
C. Mode function outside the black hole (χ > 0):
Identification of the JWKB modes
Now that we know the correct integration contour, we evaluate the contour integral (32) outside the black hole in order to calculate the analytically continued mode function ψ ω (χ > 0). However, for χ > 0, the saddle points of h(k) have moved to the positions
on the real axis, so C in is not the most advantageous integration contour for χ > 0. The validity condition (38) for the saddle point approximation (which we want to apply again) implies that χ must be large enough that |k Hence, we deform C in again, always avoiding going across any nonholomorphic regions of the integrand, so that the final contour C out follows the path of steepest descent through the saddle points. The top valley, which C out must traverse, however, is divided by the branch cuts, so the contour must circumvent these two discontinuous half lines in the complex plane as depicted in Fig. 6 . Note that, in contrast to Ref. [47] , we do not neglect any branch cuts. Putting all dominant contributions to the integral together, the mode function outside the black hole is thus composed of the saddle point contributions ψ 
(b) Absolute value (logarithmic) of the integrand.
FIG. 6:
Contour integration (32) outside the black hole (χ > 0). (a) Deformed integration contour C out running through the saddle points k ± s and circumventing the branch cuts. This sketch is not drawn to scale and the saddle points are drawn symmetrically around zero (not −ω/v) for simplicity. (b) Landscape plot of the integrand, i.e., z = ln |f (k)e χh(k) | over k ∈ C, for the same system as in Fig. 5(b) (v = 1/2, ξ = ω = g 0 /10) but outside the horizon at χ = 5/g 0 , where Ω ≈ 0.8g 0 . Note that the discontinuity of the branch cut at Re k = +ω is significantly larger than that at Re k = −ω, which makes the latter a bit hard to notice.
are due to the circumvention of the branch cuts originating from k = ±ω,
Let us now identify the four JWKB modes which have been explained in Sec. IV A in this mode function.
The leading-order saddle point contributions read
These functions oscillate rapidly due to the large saddle point values |k
ω as implied by inequality (38) and ξχ 1. For large χ, these expressions become exact solutions of the decoupled mode equation (29), so they are asymptotic independent modes and should therefore coincide with two JWKB modes in this limit. Solving the local dispersion relation (19) for the current pulse profile (27) and large wave vectors (neglecting ω) yields two solutions k ≈ ±g 0 √ 2ξχ, which are asymptotically equal to the saddle points k ± s . Hence, the modes ψ ± ω correspond (asymptotically) to the JWKB modes k ± . Now we consider the branch cut contributions. The contour C out may run arbitrarily deep into the top valley (where the integrand is exponentially suppressed), so we integrate infinitesimally close on both sides along the cuts, respectively, up to infinity. The small circles around the singularities in Fig. 6(a) do not yield any contributions. After some substitutions, the resulting (exact) integrals can be written
As with the saddle point contributions, we can uniquely identify ψ cut± ω with JWKB modes, respectively, in the limit χ → ∞. The integrand in Eq. (43) can be substantially simplified for a large χ because then only small values u ω are significant for the integration. We can express the remaining integral by the gamma function Γ. The resulting mode functions read
This is the leading-order asymptotic term of the exact integral in Eq. (43), so it consequently solves the decoupled mode equation (29) in the limit χ → ∞. These functions do still solve the mode equation for χ → ∞ if dispersion is neglected, that is, if we discard all terms containing third-or higher-order derivatives acting on the ψ field (ω n ∂ m χ , with n + m > 2 since ω originates from a time derivative ∂ τ ). The modes described by ψ cut± ω are thus only slightly affected by dispersion far outside the black hole and correspond to the Hawking mode k H and the counterpropagating mode k cp . The phase/group velocity of ψ cut+ ω is positive, so this mode propagates away from the black hole and can therefore be identified with the Hawking mode. The other branch cut contribution ψ cut− ω has a negative group velocity, so it corresponds to the counterpropagating mode.
D. Current densities
For the derivation of the Hawking spectrum, we need to know the contribution from the positive-and negative-norm in-modes (k + and k − in the JWKB picture) to the outgoing Hawking radiation. In the time-independent limit (stationary modes), we therefore have to calculate the Noether charge current densities j ± ω of the modes ψ ± ω using Eqs. (12) and (14), with ∂ τ → −iω. The current density of a stationary mode is exactly constant (see Sec. III B), so we may calculate j ± ω very far outside the black hole (χ → ∞) where all χ-dependent terms in j ± ω vanish. (These terms are artifacts caused by the saddle point approximation anyway.) The resulting current densities assume the simple form
The current density j cut+ ω associated with the branch cut contribution ψ cut+ ω (Hawking mode), which we also need to know for deriving the Hawking spectrum, is calculated in the same way as j Of course, the current density of the exponentially decaying mode inside the black hole vanishes.
VI. HAWKING SPECTRUM
We are now in the position to calculate the Hawking spectrum. Here, we only present a brief review of the derivation of the Hawking effect. For a more detailed explanation, we refer the reader to Ref. [7] , for example.
The Hawking effect requires a quantum-field-theoretic framework, so the classical fields A and ψ are substituted by Hermitian field operatorsÂ andΨ, which obey the bosonic equal-time commutation relations and solve the same equations of motion as the classical fields. Hence, the Klein-Gordon inner product (17) continues to be useful in the context of the quantized fields. We find
(cf. Ref. [7] ), where [·, ·] denotes the commutator and (A n , ψ n ) are two arbitrary, classical field solutions of the equations of motion. The inner product allows us to "project" the field operators onto a set of classical field solutions (mode expansion), and Eq. (47) facilitates the derivation of the corresponding annihilation and creation operatorsâ andâ † . As one may infer from the above commutator, positive-norm modes correspond to annihilation operators, while negative-norm modes correspond to creation operators.
As explained in Sec. IV B, a late-time outgoing Hawking wave (packet) originates from contributions from the three in-modes k ± and k cp at early times. For stationary modes (time-independent picture) and expressed via creation and annihilation operators, this statement readŝ
with the Bogoliubov coefficients α ω , β ω , and η ω . As explained above, the rapidly oscillating, negative-norm mode is represented by a creation operator (â − ω ) † in this relation. Since the above operators obey the usual commutation relations for bosonic creation and annihilation operators, we obtain the (unitarity) relation
Note that this equality can also be derived from the properties of the classical solutions of the wave equation. In terms of the current densities, this relation corresponds to charge conservation
Here the saddle point contribution j 
, and
We assume the in-vacuum state for the fields in the dielectric medium. This quantum state is defined bŷ
so there are no particles initially. Using Eq. (48), the mean number of Hawking particles emitted (per unit time) from the in-vacuum state turns out to be
which is the quantity we are interested in. For stationary modes, Eq. (52) can be evaluated by means of the current densities j ω of the individual modes, which describe the propagation of the conserved Noether charge. The Hawking particle yield is given by the relative amount of negative charge contribution j − ω from the negative-norm in-mode to the outgoing Hawking flux j cut+ ω . We already calculated these current densities; see Eqs. (45) and (46) . From Eq. (45) and the above identification, we may infer
Exploiting the unitarity relation (49), we find
with the Hawking temperature
and the frequency-dependent gray-body factor
which can be determined by comparing j
2 ) with the above expression:
As expected, this factor is bounded from above and below via 0 < Γ ω < 1 and approaches unity for ω/ξ → ∞ and also for v → 1. For ω/ξ → 0, it converges to a finite value 4v/(1+v) 2 < 1. For a small ω, the spectrum thus behaves as 1/ω-the same scaling that was found in Ref. [43] for a step-function profile.
A. Transformation to the laboratory frame As a final step, we derive the frequency spectrum of Hawking radiation as measured in the laboratory. We thus have to express the pulse frame quantities ω and ξ in terms of laboratory frame quantities.
Let us start with the frequency ω. Asymptotically (large χ), a Hawking wave with the frequency ω > 0 in the pulse frame oscillates with the wave vector k = +ω; see for example the functional form of ψ cut+ ω in Eq. (44) . According to the Lorentz boost (6) , this wave has the frequency
in the laboratory frame. This equation allows us to express ω in the Hawking spectrum in terms of ω lab . The surface-gravity-like quantity ξ has been defined as the value of (∂ χ Ω)/Ω at the horizon χ = 0 in Sec. V.
Hence, the corresponding quantity ξ lab in the laboratory frame (according to which the horizon is located at x = vt) is Lorentz contracted, as proven by
where we have inserted the pulse shape (27) in laboratory frame coordinates.
VII. EFFECTIVE METRIC
Now let us discuss the analogy to gravity. If we assume slowly varying fields and thus neglect higher-order time derivatives, we may insert the approximate solution ψ ≈ g∂ t A/Ω 2 back into the original action (1) and obtain the low-energy effective action for the macroscopic electromagnetic field (in the laboratory frame):
As expected, the low-energy effective equation of motion from this action reproduces the dispersion relation (5). This action is analogous to that of a scalar field A(t, x) in the effective metric
Note that an effective metric in 1+1 dimensions would not be sufficient (unless g/Ω is constant) because the effective action (60) is not conformally invariant. Furthermore, the above form is not unique-one could also use other choices (e.g., in 3+1 dimensions). After a Lorentz boost to the pulse frame according to Eq. (6), the effective metric transforms to
Since 1/c 2 low = 1 + g 2 /Ω 2 according to Eq. (5), this corresponds to Eq. (26) . Calculating the surface gravity from the above metric,
we find that the Hawking temperature is given by the standard expression (as expected) 
In complete analogy to the Schwarzschild metric, we may introduce the tortoise coordinate χ * via
such that the metric becomes
For a large χ * → +∞, this coordinate coincides with the original one, χ * ≈ χ, while the other limit, χ * → −∞, approaches the horizon, χ ↓ 0.
A. Breakdown of conformal invariance
The fact that the effective action (60) is not conformally invariant has important consequences. One of them is that left-and right-moving modes are not decoupled from each other. In our case, we find that the counterpropagating mode couples to the other modes (such as the Hawking radiation), which results in the second branch cut and the additional Bogoliubov coefficient η ω , which in turn gives rise to the gray-body factor Γ ω .
If we consider the limit where v approaches 1 (the vacuum speed of light), we find that g 2 /Ω 2 becomes very small (near the horizon) and thus the effective action (60) is nearly conformal (even though one has to be careful with such an asymptotic statement). In this limit, the counterpropagating mode decouples approximately. Therefore, the second branch-cut contribution (ψ cut− ω ) and the associated additional Bogoliubov coefficient η ω go to zero such that the gray-body factor approaches unity and the Hawking temperature converges to the ordinary expression ξ/(2π). As one can easily imagine, a pulse with a very small polarizability moving with almost the vacuum speed of light has very little impact on counterpropagating photons.
Note that the effective action (60) could be made conformally invariant if we added a magnetic permeability µ to the dielectric permittivity ε and demanded that ε = µ. In this case, L eff = (ε|∂ t A| 2 − |∂ x A| 2 /µ)/2, we may introduce an effective metric such as ds 2 eff = dt 2 − ε 2 dx 2 , which is 1+1 dimensional and thus can be cast into a conformally flat form. This conformal invariance leads to several simplifications (e.g., decoupling of left-and right-moving modes), which have been exploited in the literature; see, e.g., Refs. [5, 14, 17] . However-as we have seen above-these simplifications are not necessary for our purpose (the derivation of Hawking radiation). Of course, they can make not only obtaining but also interpreting the results easier. For example, as we discuss below in Sec. VIII, identifying the correct Hawking temperature in the case of broken conformal symmetry requires more care than in the conformally invariant situation, where one can easily read it off the Hawking spectrum.
B. Effective potential
The scattering of modes (coupling between left-and right-moving modes) due to the breakdown of conformal invariance can be understood nicely in terms of the effective potential. After transforming to the aforementioned tortoise coordinate χ * and rescaling A ω according to A ω = |g 
with the effective potential
(1 + 2ξχ) 3 (1 + 2v 2 ξχ) 3 .
(70) For large χ * → +∞, this potential decreases as 1/χ 3 * while in the other limit, χ * → −∞, it decreases exponentially (when approaching the horizon); see Fig. 7 . Note that Eq. (69) is formally equivalent to a Schrödinger scattering problem with the potential V eff and the nonrelativistic energy E ∝ ω 2 . Thus, we get the usual transmission and reflection coefficients.
VIII. CONCLUSIONS
Based on the Hopfield model (1), we presented a fully relativistic derivation of the analog of Hawking radiation in a dispersive dielectric medium employing a minimal set of assumptions/approximations. As expected, we find that the Hawking temperature (55) is set by the surface gravity (63), but we also obtain a gray-body factor (56) , which results in a nonthermal spectrum (54) observed at infinity. Let us emphasize that just this nonthermal spectrum n H ω in = |β ω | 2 is not enough to determine the Hawking temperature. Instead, the Hawking temperature can be read off the ratio (53) of the Bogoliubov coefficients. This identification can be based on the following picture: imagine an initial short-wavelength wave packet composed of k + and k − modes with this ratio (53) . Due to its short wavelength (and its thereby reduced group velocity), this wave packet approaches the horizon without scattering (by the effective potential V eff ) and is constantly stretched during this approach (analog of gravitational redshift). Near the horizon, it is then stretched to long wavelengths and starts to escape to infinity as Hawking radiation (as its group velocity has increased). However, on the way out to infinity, part of this Hawking wave packet is scattered (by the effective potential V eff due to the breaking of conformal invariance) and thereby transformed into a counterpropagating mode, which is then swallowed by the horizon. Now, in order to have only the Hawking mode at late times, we can send in an additional counterpropagating mode such that the two amplitudes (this direct counterpropagating mode and the scattered mode) beyond the horizon precisely cancel each other. This then leads to the form (48) , which relates the final Hawking mode to a linear combination of initial short-wavelength modes (with amplitudes α ω and β ω ) plus an initial counterpropagating mode (with the amplitude η ω ). In view of this scale separation (short and long wavelengths), we may distinguish the pure scattering process (leading to η ω ), which does not mix positiveand negative-norm states, from the mechanism of particle creation (involving the amplitudes α ω and β ω ). The latter can be understood as an amplification process due to the horizon and is associated with the Hawking temperature, while the former gives rise to the gray-body factor.
