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LE LEMME FONDAMENTAL POUR L’ENDOSCOPIE
TORDUE : RÉDUCTION AUX ÉLÉMENTS UNITÉS
Bertrand Lemaire, Colette Mœglin & Jean–Loup Waldspurger
Résumé. — On prouve ici que le lemme fondamental pour l’endoscopie tordue,
désormais établi pour les unités des algèbres de Hecke sphériques, entraîne le lemme
fondamental pour tous les éléments de ces algèbres de Hecke. La démonstration, dont
l’idée est due à Arthur, utilise le transfert, déjà établi lui aussi comme conséquence
du lemme fondamental pour les unités.
Abstract. —We show here that the fundamental lemma for twisted endoscopy, now
proved for the unit elements in the spherical Hecke algebras, implies the fundamental
lemma for all elements of these Hecke algebras. The proof, whose idea is due to Arthur,
uses the transfer, which is known as a consequence of the fundamental lemma for the
units.
Classification mathématique par sujets (2000). — 22E50.
Mots clefs. — endoscopie tordue, lemme fondamental, transfert géométrique, transfert spec-
tral, représentation elliptique, R–groupe.
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1. Introduction
1.1. — Le lemme fondamental est un résultat essentiel à la stabilisation de la formule des
traces. Il est maintenant démontré pour les unités des algèbres de Hecke sphériques, pour
l’endoscopie ordinaire comme pour l’endoscopie tordue, en toute caractéristique pourvu
que la caractéristique résiduelle soit suffisamment grande. Pour l’endoscopie ordinaire, en
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caractéristique nulle, Hales a prouvé que le lemme fondamental pour les unités des algèbres de
Hecke sphériques en presque toute caractéristique résiduelle implique le lemme fondamental
pour tous les autres éléments de ces algèbres de Hecke en toute caractéristique résiduelle.
Sa méthode est globale, et généralise celles de Clozel et Labesse pour le changement de
base. Cette méthode utilise de manière cruciale une propriété bien connue des groupes non
ramifiés de type adjoint, à savoir que les séries principales unitaires non ramifiées (c’est–à–dire
induites à partir d’un caractère unitaire non ramifié du Levi minimal) sont irréductibles. Dans
le cas tordu, le groupe adjoint GAD est naturellement remplacé par le groupe G♯ = G/Z(G)θ,
ce qui rend difficile l’application de cette méthode.
1.2. — Depuis les travaux de Hales, un autre résultat a été démontré, pour l’endoscopie
tordue en caractéristique nulle : le lemme fondamental pour les unités des algèbres de Hecke
sphériques implique le transfert. La méthode est globale, et le résultat obtenu est semblable
à celui de Hales : si le lemme fondamental pour les unités des algèbres de Hecke sphériques
est vrai en presque toute caractéristique résiduelle, alors la conjecture de transfert est vraie
en toute caractéristique résiduelle. On dispose donc aujourd’hui du lemme fondamental pour
les unités en presque toute caractéristique résiduelle, et du transfert en toute caractéristique
résiduelle. On démontre ici (pour l’endoscopie tordue en caractéristique nulle), de manière
purement locale grâce au transfert — qui, comme on vient de le dire, a été obtenu par
voie globale —, que le lemme fondamental pour les unités des algèbres de Hecke sphériques
implique le lemme fondamental pour tous les autres éléments de ces algèbres de Hecke.
1.3. — Le résultat démontré ici (pour l’endoscopie tordue) est donc moins fort que celui de
Hales (pour l’endoscopie ordinaire), puisque notre méthode ne permet pas d’ôter la restriction
sur la caractéristique résiduelle. On doit très probablement pouvoir éliminer cette restriction
en appliquant la méthode de [HL, 5]. Rappelons que cette méthode, globale, consiste à
utiliser la formule des traces (simple) en sens inverse par rapport au sens habituel, c’est–à–
dire à déduire d’informations sur les traces une information sur les intégrales orbitales. Une
autre possibilité serait d’établir le lemme fondamental pour les unités des algèbres de Hecke
sphériques dans le seul cas où on l’utilise ici : celui où la donnée endoscopique elliptique non
ramifiée a pour groupe sous–jacent un tore (voir 1.7 et 1.8). C’est ce que l’on fait ici dans le
cas du groupe G = GL(n) tordu par l’automorphisme extérieur g 7→ tg−1. Dans ce cas, on
démontre que le lemme fondamental pour tous les éléments des algèbres de Hecke sphériques
est vrai, sans restriction sur la caractéristique résiduelle — cf. 4.13.
Une fois le lemme fondamental établi pour tous les éléments des algèbres de Hecke sphé-
riques en toute caractéristique résiduelle, on pourra ensuite le ramener à la caractéristique
non nulle par la méthode des corps proches. En caractéristique non nulle, signalons aussi le
travail récent d’Alexis Bouthier, qui prouve sous certaines hypothèses (groupe dérivé simple-
ment connexe, et caractéristique première à l’ordre du groupe de Weyl) le lemme fondamental
pour tous les éléments des algèbres de Hecke sphériques.
Ces considérations faites, revenons à la caractéristique nulle. Le lemme fondamental pour
tous les éléments des algèbres de Hecke sphériques en presque toute caractéristique résiduelle
est utilisé dans [Stab X] pour achever la stabilisation de la formule des traces tordues.
1.4.— Pour l’endoscopie tordue, les travaux fondamentaux de Kottwitz–Shelstad et Labesse
ont été repris (et modifiés sur certains points) dans [Stab I]. Ce sont les notions et les
notations de cet article que l’on utilise ici. Soit F une extension finie d’un corps p–adique
Qp. Soit G un groupe algébrique réductif connexe défini et quasi–déployé sur F , et déployé
sur une extension non ramifiée de F . L’action galoisienne sur le groupe dual Gˆ est donc
donnée par celle d’un élément de Frobenius φ ∈ WF , où WF est le groupe de Weil de F .
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Soient aussi G˜ un G–espace tordu défini sur F , et ω un caractère (1) de G(F ). On suppose
vérifiées les hypothèses suivantes :
– l’ensemble G˜(F ) des points F–rationnels de G˜ n’est pas vide ;
– le F–automorphisme θ de Z(G) défini par G˜ est d’ordre fini ;
– le G(F )–espace tordu G˜(F ) possède un sous–espace hyperspécial (K, K˜).
– le caractère ω est trivial sur Z(G;F )θ ;
– la classe de cohomologie a ∈ H1(WF , Z(Gˆ)) associée à ω est non ramifiée ;
Soit G′ = (G′,G′, s˜) une donnée endoscopique pour (G˜,a) — cf. 2.3. On suppose que
cette donnée est non ramifiée — cf. 2.6. Cela entraîne que le groupe G′ (qui est défini et
quasi–déployé sur F ) se déploie sur une extension non ramifiée de F . Cela entraîne aussi que
le L–groupe LG′ est isomorphe à G′. On peut donc, dans cette situation non ramifiée, faire
l’économie des données auxiliaires. À la donnée G′ est associé un G′–espace tordu G˜′, défini
sur F et à torsion intérieure — cf. 2.4. Au sous–espace hyperspécial (K, K˜) de G˜(F ) sont
associés un sous–espace hyperspécial (K′, K˜′) de G˜′(F ), bien défini à conjugaison près par
G′AD(F ), et un facteur de transfert normalisé
∆ : D(G′)→ C×.
Ici, D(G′) est l’ensemble des couples (δ, γ) ∈ G˜′(F ) × G˜(F ) formés d’éléments semisimples
dont les classes de conjugaison (sur F ) se correspondent, et tels que γ est fortement régulier
— cf. 2.5. Pour γ ∈ G˜(F ) fortement régulier (semi–simple), on définit l’intégrale orbitale
ordinaire IG˜(γ, f, ω) d’une fonction f ∈ C∞c (G˜(F )). Pour δ ∈ G˜′(F ) fortement G˜–régulier,
on définit l’intégrale orbitale stable SG˜
′
(δ, f ′) d’une fonction f ′ ∈ C∞c (G˜′(F )), et l’intégrale
orbitale endoscopique
IG˜,ω(δ, f) = d
1/2
θ
∑
γ
d−1γ ∆(δ, γ)I
G˜(γ, f, ω)
d’une fonction f ∈ C∞c (G˜(F )) ; où γ parcourt les éléments de G˜(F ) tels que (δ, γ) ∈ D(G′),
modulo conjugaison par G(F ). On renvoie à 2.7 pour des définitions précises. On dit qu’une
fonction f ′ ∈ C∞c (G˜′(F )) est un transfert de f ∈ C∞c (G(F )) si pour tout δ ∈ G˜′(F ) fortement
G˜–régulier, on a l’égalité
SG˜
′
(δ, f ′) = IG˜,ω(δ, f).
Soit 1K˜ la fonction caractéristique de K˜, et soit 1K˜′ la fonction caractéristique de K˜
′.
Le lemme fondamental pour les unités des algèbres de Hecke sphériques (2.8, théorème 1)
dit que 1K˜′ est un transfert de 1K˜ . Soit HK l’algèbre de Hecke formée des fonctions sur
G(F ) qui sont bi–invariantes par K et à support compact, et soit HK′ l’algèbre de Hecke
formée des fonctions f ′ sur G′(F ) qui sont bi–invariantes par K′ et à support compact. Via
les isomorphismes de Satake, on a un homomorphisme naturel b : HK → HK′ . Le lemme
fondamental pour tous les éléments des algèbres de Hecke sphériques (2.8, théorème 2) dit
que pour toute fonction f ∈ HK , la fonction b(f)∗1K˜′ = 1K˜′ ∗b(f) sur G˜′(F ) est un transfert
de f ∗ 1K˜ (resp. de 1K˜ ∗ ω−1f).
On démontre dans cet article que le théorème 1 implique le théorème 2.
1.5.—Décrivons brièvement la démonstration proposée ici. On commence par se ramener
au cas où la donnée G′ est elliptique (par descente parabolique). Ensuite, suivant l’idée
d’Arthur, on traduit le théorème 2 en termes spectraux, grâce au transfert géométrique. Pour
1. Dans tout ce papier, on appelle caractère un homomorphisme continu dans C×.
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cela, on introduit l’espace D(G˜(F ), ω) des distributions sur G˜(F ) qui sont des combinaisons
linéaires (finies, à coefficients complexes) de caractères de représentations G(F )–irréductibles
tempérées de (G˜(F ), ω)— cf. 3.1. PourG′, on définit de la même manière l’espaceD(G˜′(F )),
en prenant pour ω le caractère trivial de G′(F ), et l’on note SD(G˜′(F )) le sous–espace de
D(G˜′(F )) formé des distributions qui sont stables. Soit DK(G˜(F ), ω) le sous–espace de
D(G˜′(F ), ω) engendré par les caractères des représentations G(F )–irréductibles tempérées
de (G˜(F ), ω) qui sont K–sphériques, et soit DK
′
(G˜′(F )) le sous–espace de D(G˜′(F )) défini
de la même manière. À un paramètre tempéré et non ramifié ϕ′ : WF → LG′ est associé un
paramètre tempéré et non ramifié ϕ : WF
ϕ′−→ LG′ ≃ G′ →֒ LG. Via les isomorphismes de
Satake, on en déduit un homomorphisme de transfert spectral (sphérique)
t = tG′ :D
K′ (G˜′(F ))→DK(G˜(F ), ω).
D’autre part, d’après les résultats de [Mœ] qui généralisent au cas tordu ceux de [A], le
transfert géométrique f 7→ f ′ définit dualement un homomorphisme de transfert spectral
(usuel)
T = TG′ : SD(G˜
′(F ))→D(G˜(F ), ω).
Pour Θ′ ∈D(G˜′(F )), la distribution T(Θ′) sur G˜(F ) est donnée par T(Θ′)(f) = Θ′(f ′) pour
toute paire de fonctions (f, f ′) ∈ C∞c (G˜(F )) × C∞c (G˜′(F )) telle que f ′ est un transfert de
f . Le lemme fondamental pour tous les éléments des algèbres de Hecke sphériques équivaut
à la commutativité du diagramme suivant
(1) SD(G˜′(F ))


//
T

D(G˜′(F ))
p′K
′
// DK
′
(G˜′(F ))
t

D(G˜(F ), ω)
pK
// DK(G˜(F ), ω)
où les homomorphismes pK et pK
′
sont les projections naturelles.
On se ramène ensuite à la partie elliptique de la théorie. SoitDell(G˜(F ), ω) le sous–espace
de D(G˜(F ), ω) engendré par les représentations elliptiques au sens d’Arthur — précisément,
leur variante tordue [W]. On définit de la même manière le sous–espace Dell(G˜′(F )) de
D(G˜′(F )), et l’on pose SDell(G˜′(F )) = SD(G˜′(F )) ∩ Dell(G˜′(F )). L’homomorphisme T
envoie SDell(G˜′(F )) dans Dell(G˜(F ), ω), et pour prouver la commutativité du diagramme
(1), on est ramené à prouver celle du diagramme suivant
(2) SDell(G˜
′(F ))


//
T

D(G˜′(F ))
p′K
′
// DK
′
(G˜′(F ))
t

Dell(G˜(F ), ω)
pK
// DK(G˜(F ), ω)
.
1.6.— Une représentation G(F )–irréductible tempérée de (G˜(F ), ω) est dite de support non
ramifié si la représentation de G(F ) sous–jacente est une sous–représentation d’une série
principale induite à partir d’un caractère unitaire et non ramifié du Levi minimal, et elle est
dite de support ramifié sinon. On note Dnr(G˜(F ), ω) le sous–espace de D(G˜(F ), ω) engendré
par les caractères G(F )–irréductibles tempérés de (G˜(F ), ω) qui sont de support non ramifié,
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et Dram(G˜(F ), ω) celui engendré par ceux qui sont de support ramifié. Pour ∗ = nr, ram, on
pose
D
∗
ell(G˜(F ), ω) =Dell(G˜(F ), ω) ∩D∗(G˜(F ), ω).
Alors on a la décomposition
(3) Dell(G˜(F ), ω) =D
nr
ell(G˜(F ), ω)⊕Dramell (G˜(F ), ω).
On définit de la même manière les sous–espaces Dnr(G˜′(F )) et Dram(G˜′(F )) de D(G˜′(F )),
et pour ∗ = nr, ram, on pose
SD
∗
ell(G˜
′(F )) =D∗(G˜′(F )) ∩ SDell(G˜′(F )).
Alors on a la décomposition
(4) SDell(G˜
′(F )) = SDnrell(G˜
′(F ))⊕ SDramell (G˜′(F )).
L’astuce, déjà utilisée par Arthur pour les formes tordues du groupe linéaire, consiste à
remarquer que les sous–représentations irréductibles d’une série principale tempérée non
ramifiée de G(F ) sont permutées transitivement par GAD(F ). Puisque G˜′ est à torsion
intérieure, cela a comme conséquence que l’espace SDnrell(G˜
′(F )) est nul si G′ n’est pas un
tore. Pour prouver la commutativité du diagramme (2), on est donc ramené à le faire dans le
cas où le groupeG′ est un tore, et à prouver aussi (dans tous les cas) queT(SDramell (G˜
′(F )) est
contenu dans Dramell (G˜(F ), ω). Pour ce faire, on dispose de deux décompositions de l’espace
Dell(G˜(F ), ω) : celle donnée par les caractères elliptiques d’Arthur — précisément, leur
variante tordue [W] — , et celle donnée par les transferts des éléments de SDell(G˜′(F ))
pourG′ = (G′,G′, s˜) parcourant toutes les données endoscopiques elliptiques pour (G˜,a). On
prouve que sur l’espaceDnrell(G˜(F ), ω), ces deux décompositions s’expriment l’une en fonction
de l’autre. En d’autres termes, on prouve la paramétrisation endoscopique des caractères
elliptiques non ramifiés de (G˜(F ), ω).
1.7.— L’espace Dell(G˜(F ), ω) se décompose en somme directe de droites Dτ , où τ parcourt
les classes de conjugaison de triplets elliptiques essentiels (M,σ, r˜) pour (G˜(F ), ω) — cf. 4.3.
Ici M est un F–Levi de G, σ est une représentation irréductible et de la série discrète de
M(F ), et r˜ est un élément régulier du R–groupe tordu RG˜,ω(σ). Un tel triplet τ se relève
en un triplet τ = (M,σ, r˜), où r˜ est un relèvement de r˜ dans le R–groupe tordu RG˜,ω(λ),
lequel définit une distribution Θτ ∈ Dell(G˜(F ), ω) qui engendre l’espace Dτ . L’élément Θτ
appartient à Dnrell(G˜(F ), ω) si le triplet τ est non ramifié, c’est–à–dire de la forme (T, λ, r˜)
pour un caractère unitaire et non ramifié λ de T (F ) où T est un F–Levi minimal de G, et
il appartient à Dramell (G˜(F ), ω) sinon. On note E
nr
ell l’ensemble de ces triplets τ qui sont non
ramifiés.
D’autre part, toute distribution Θ ∈ Dell(G˜(F ), ω) se décompose (de manière unique) en
(5) Θ =
∑
G′∈E
TG′(Θ
G
′
), ΘG
′ ∈ SDell(G˜′(F )),
où E est un ensemble de représentants des classes d’isomorphisme de données endoscopiques
elliptiques pour (G˜,a) — cf. 4.4. Pour les données G′ qui sont ramifiées, il faut bien sûr fixer
des données auxiliaires, mais nous ignorons cela dans cette introduction. Notons que l’espace
Dell(G˜(F ), ω), et chacun des espaces SDell(G˜′(F )) pour G′ ∈ E, sont munis de produits
scalaires hermitiens définis positifs, et la décomposition (5) préserve ces produits scalaires —
cf. 4.6. Soit Enr ⊂ E le sous–ensemble formé des données non ramifiées, et soit Et−nr ⊂ Enr le
sous–ensemble formé des données non ramifiées telles que le groupe sous–jacent est un tore.
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Remarquons tout d’abord que si Dnrell(G˜(F ), ω) = {0}, le diagramme (2) est trivialement
commutatif. On suppose donc que l’espace Dnrell(G˜(F ), ω) n’est pas nul, ce qui implique que
l’ensemble Et−nr n’est pas vide (en fait, ces deux conditions sont équivalentes). Pour séparer
les données T ′ ∈ Et−nr et les éléments de l’espace SDnrell(T˜ ′(F )) = Dnr(T˜ ′(F )), on dispose
essentiellement de trois ingrédients : le lemme fondamental pour les unités des algèbres de
Hecke sphériques, l’homomorphisme naturel ξZ : Z(G) → T ′ (qui permet de comparer les
caractères centraux), et le caractère ωT ′ de G♯(F ) associé à T
′. On sait en effet que, pour
G′ ∈ E, le transfert TG′(Θ′) d’une distribution Θ′ ∈ SD(G˜′(F )) est un vecteur propre pour
l’action (par conjugaison) de G♯(F ) relativement à un caractère ωG′ de ce groupe. Supposons
pour commencer que le groupe adjoint GˆAD est simple. Alors on démontre que :
– le groupe GˆAD est isomorphe à PGL(n,C) avec actions triviales de θˆ et φ ;
– pour T ′1, T
′
2 ∈ Et−nr, si ωT ′1 = ωT ′2 alors T
′
1 = T
′
2 ;
– pour T ′ = (T ′,T′, s˜) ∈ Et−nr, si (χ′1, χ˜′1), (χ′2, χ˜′2) sont deux caractères affines de T˜ ′(F )
tels que les caractères χ′1, χ
′
2 de T
′(F ) soient unitaires et non ramifiés, et vérifient
χ′1 ◦ ξZ = χ′2 ◦ ξZ , alors à homothétie près, χ˜′1 et χ˜′2 se déduisent l’un de l’autre par un
automorphisme de la donnée T ′.
Ici on appelle caractère affine une représentation de dimension 1. Un caractère affine (χ, χ˜′) de
T˜ ′(F ) est donc la donnée d’un caractère χ′ de T ′(F ) et d’un prolongement χ˜′ de χ′ à l’espace
T˜ ′(F ). Si de plus χ˜′ est à valeurs dans U (ce qui implique que χ est unitaire), on dit qu’il
est unitaire. À toute paire (T ′, χ˜′) formé d’une donnée T ′ ∈ Et−nr et d’un caractère affine
unitaire et non ramifié χ˜′ de T˜ ′(F ), est associé un triplet τ χ˜′ ∈ Enrell, bien défini à conjugaison
près, et donc une distribution Θτ χ˜′ ∈ Dnrell(G˜(F ), ω) — cf. 4.11. Cette distribution est elle
aussi un vecteur propre pour l’action de G♯(F ) relativement à un caractère de ce groupe,
et l’on vérifie que ce caractère est précisément ωχ′ . Comme à conjugaison près, tout triplet
τ = (T, λ, r˜) ∈ Enrell est obtenu de cette manière, on obtient que pour une paire (T ′, χ˜′)
comme ci–dessus, le transfert usuel TT ′(χ˜
′) de χ˜′ s’écrit
(6) TT ′(χ˜
′) = cΘτ χ˜′ +Θ
ram
pour une constante c ∈ C et une distribution Θram ∈ Dramell (G˜′(F ), ω). Le lemme fondamental
pour les unités des algèbres de Hecke sphériques appliqué à la donnée T ′ entraîne que cette
constante c n’est pas nulle. On a même c = 1 (du fait de la normalisation de l’application
(T ′, χ˜′) 7→ τ χ˜′). En calculant les produit scalaires (TT ′(χ˜′),TT ′(χ˜′))ell et (Θτ χ˜′ ,Θτ χ˜′ )ell,
on montre qu’ils sont égaux. On a donc Θram = 0 et
(7) TT ′(χ˜
′) = Θτ χ˜′ .
On en déduit alors facilement l’égalité pK(Θτ ) = tT ′(χ˜
′) et la commutativité du diagramme
(2) pour la distribution χ˜′ ∈Dnr(T˜ ′(F )) = SDnrell(T˜ ′(F )).
Comme conséquence de l’égalité (7), on obtient aussi que l’espace Dramell (G˜(F ), ω) est
somme (directe) des sous–espaces TT ′(D
ram(T˜ ′(F ))) pour T ′ ∈ Et−nr et des sous–espaces
TG′(SDell(G˜
′(F )) pour G′ ∈ E r Et−nr. En particulier pour G′ ∈ Enr, on a l’inclusion
TG′(SD
ram
ell (G˜
′(F )) ⊂Dramell (G˜(F ), ω).
Cela démontre la commutativité du diagramme (2) en général (sous l’hypothèse que GˆAD
est simple).
1.8. — Reste à supprimer l’hypothèse que GˆAD est simple. On suppose toujours Et−nr 6= ∅.
Alors GˆAD est isomorphe à un produit de groupes de type An−1, avec actions de θˆ et
φ par permutations des facteurs de ce produit. Comme dans le cas où GˆAD est simple, les
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caractères ωT ′ de G♯(F ) permettent de séparer les données T
′ ∈ Et−nr dans la décomposition
(5). En revanche, pour T ′ ∈ Et−nr fixé, la restriction à Z(G;F ) ne permet pas de séparer les
caractères unitaires et non ramifiés de T ′(F ). On introduit pour cela le sous–groupe C de
Z(G)×G formé des (z, g) tels que pour tout σ ∈ ΓF , on ait
gσ(g)−1 ∈ Z(G), (1− θ)(gσ(g)−1) = zσ(z)−1.
Il contient le sous–groupe Z(G)∗ = {(1− θ)(z), z) : z ∈ Z(G)}, et on pose C = C/Z(G)∗. Un
élément (z, g) ∈ C définit un F–automorphisme (g′ 7→ Intg−1(g′), γ 7→ zIntg−1(γ)) de (G, G˜),
qui ne dépend que de l’image de (z, g) dans C. Cela définit un homomorphisme injectif de C
dans l’opposé du groupe des F–automorphismes de (G, G˜). On a des plongements naturels
Z(G;F ) →֒ C et G♯(F ) →֒ C, mais C est en général plus gros que le sous–groupe engendré
par Z(G;F ) et G♯(F ). Pour T ′ ∈ Et−nr, on démontre que :
– si (χ′, χ˜′) un caractère affine de T˜ (F ) tel que le caractère χ′ de T ′(F ) soit unitaire et
non ramifié, alors le transfert TT ′(χ˜
′) est un vecteur propre pour l’action du groupe C
relativement à un caractère ωχ′ de ce groupe ;
– si (χ′1, χ˜
′
1), (χ
′
2, χ˜
′
2) sont deux caractères affines de T˜
′(F ) tels que les caractères χ′1, χ
′
2
de T ′(F ) soient unitaires et non ramifiés, et vérifient ωχ′1 = ωχ′2 , alors à homothétie
près, χ˜′1 et χ˜
′
2 se déduisent l’un de l’autre par un automorphisme de la donnée T
′.
Pour une paire (T ′, χ˜′) formé d’une donnée T ′ ∈ Et−nr et d’un caractère affine unitaire et
non ramifié χ˜′, l’élément Θτ χ˜′ ∈ Dnrell(G˜′(F ), ω) est encore un vecteur propre pour l’action
du groupe C relativement au caractère ωχ′ . Grâce aux propriétés ci–dessus, on peut, de la
même manière que dans le cas où GˆAD est simple, obtenir la décomposition (6), puis l’égalité
(7), et la commutativité du diagramme (2).
Cela démontre, en général, que si le lemme fondamental pour les unités des algèbres de
Hecke sphériques est vrai (théorème 1 de 2.8) — plus précisément, s’il est vrai pour les
données T ′ ∈ Et−nr —, alors le lemme fondamental pour tous les éléments de ces algèbres
de Hecke l’est aussi (théorème 2 de 2.8).
2. Énoncé du théorème
2.1. Les objets ; hypothèses et conventions. — Soit F un corps commutatif locale-
ment compact non archimédien de caractéristique nulle. On fixe une clôture algébrique F de
F , et l’on note ΓF le groupe de Galois de l’extension F/F , IF ⊂ ΓF son groupe d’inertie,
et WF ⊂ ΓF son groupe de Weil. Soit F nr/F la sous–extension non ramifiée maximale de
F/F (ainsi IF est le groupe de Galois de F/F nr). Soit vF la valuation sur F normalisée par
vF (F
×) = Z. On fixe un élément de Frobenius φ ∈WF , c’est–à–dire tel que la restriction de
φ à F nr soit l’automorphisme de Frobenius de l’extension F nr/F .
Pour une variété algébrique V définie sur F , on identifie V à l’ensemble V (F ) de ses points
F–rationnels, et l’on munit l’ensemble V (F ) de ses points F–rationnels de la topologie définie
par F .
Soit G un groupe algébrique réductif connexe défini sur F , et soit G˜ un G–espace (algé-
brique) tordu. On rappelle que G˜ est une variété algébrique affine définie sur F , munie de
deux actions de G définies sur F , l’une à gauche et l’autre à droite,
G× G˜, (g, δ) 7→ gδ, G˜ ×G→ G˜, (δ, g) 7→ δg,
commutant entre elles, et telles que pour δ ∈ G˜, les applications
G→ G˜, g 7→ gδ, G→ G˜, g 7→ δg,
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soient des isomorphismes de variétés algébriques. On note δ 7→ Intδ l’application de G˜ dans
le groupe des automorphismes de G définie par
Intδ(g)δ = δg, g ∈ G.
Pour un élément δ ∈ G˜, on note Gδ le commutant de δ dans G (c’est–à–dire l’ensemble des
points fixes de Intδ) et Gδ = Gδ,◦ sa composante neutre.
Pour δ ∈ G˜, l’automorphisme Intδ de G définit par fonctorialité des automorphismes de
divers objets attachés à G ; par exemple du revêtement simplement connexe GSC du groupe
dérivé de G, ou de son groupe adjoint GAD. Quand cet automorphisme ne dépend pas de δ,
on le note θ comme dans [Stab I]. Ainsi on a un automorphisme θ du centre Z(G) de G.
On note Z(G;F )θ le groupe des points F–rationnels de Z(G) qui sont fixés par θ.
Hypothèses. — On suppose que :
– Le groupe G est quasi–déployé sur F et déployé sur F nr.
– L’ensemble G˜(F ) des points F–rationnels de G˜ n’est pas vide.
– L’automorphisme θ de Z(G) est d’ordre fini.
2.2. Le L–groupe. — Puisque le groupe G est quasi–déployé sur F , on peut fixer une
paire de Borel épinglée E = (B,T, {Eα}α∈∆) de G définie sur F :
– (B, T ) est une paire de Borel de G définie sur F ;
– ∆ est la base relativement à B du système de racines Σ = Σ(G, T ) de G ;
– Eα est un élément non nul de l’algèbre de Lie uα du sous–groupe radiciel Uα de
G correspondant à la racine α, les Eα étant choisis de telle manière que l’ensemble
{Eα}α∈∆ soit ΓF–stable.
Soit Z(G˜,E) l’ensemble des éléments δ ∈ G˜ tels que l’automorphisme Intδ de G stabilise E.
Cet ensemble n’est pas vide, et c’est un espace tordu sous Z(G), défini sur F . On note θE, ou
encore θ, le F–automorphisme de G défini par θ = Intǫ pour un (i.e. pour tout) ǫ ∈ Z(G˜,E).
Cet automorphisme est quasi–semisimple (puisqu’il stabilise (B, T )), et même semisimple
puisqu’il est d’ordre fini (d’après l’hypothèse de finitude sur l’automorphisme θ de Z(G)) et
que F est de caractéristique nulle. Notons que l’ensemble Z(G˜,E;F ) des points F–rationnels
de Z(G˜,E) peut être vide.
On note X(T ) le groupe des caractères algébriques de T , Xˇ(T ) le groupe des cocaractères
algébriques de T , Σˇ = Σˇ(G,T ) l’ensemble des coracines de G, ∆ˇ la base de Σˇ relativement à
B, et W = WG(T ) le groupe de Weyl NG(T )/T ; où NG(T ) est le normalisateur de T dans
G. On a donc les inclusions
∆ ⊂ Σ ⊂ X(T ), ∆ˇ ⊂ Σˇ ⊂ Xˇ(T ).
L’action de ΣF sur G induit une action sur X(T ), Xˇ(T ), Σ, Σˇ, ∆, ∆ˇ et W , et θ = θE induit
un automorphisme de chacun de ces objets. Rappelons que le sous–groupe W θ de W formé
des points fixes sous θ, vérifie les propriétés :
– un élément w ∈ W appartient à W θ si et seulement s’il stabilise T θ ou T θ,◦ ;
– pour ǫ ∈ Z(G˜,E), W θ s’identifie au groupe de Weyl WGǫ(Tǫ) de Gǫ, où Tǫ est le tore
maximal T θ,◦ de Gǫ.
Soit Gˆ le groupe dual de G. Il est muni d’une action algébrique de ΓF , notée σ 7→ σG,
et d’une paire de Borel épinglée Eˆ = (Bˆ, Tˆ , {Eˆα}α∈∆ˆ) qui est définie sur F , c’est–à–dire
ΓF –stable. Puisque G est déployé sur F nr, l’action de ΓF sur Gˆ se factorise à travers ΓF /IF .
Elle est donc entièrement déterminée par la donnée de l’automorphisme φG de Gˆ.
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On pose LG = Gˆ⋊WF . On a des isomorphismes en dualité
 : Xˇ(T )→ X(Tˆ ), ˆ : Xˇ(Tˆ )→ X(T ),
qui sont ΓF –équivariants. Il existe un unique automorphisme θˆ de Gˆ qui stabilise Eˆ et vérifie,
pour tout x ∈ Xˇ(T ) et tout y ∈ Xˇ(Tˆ ),
(θ ◦ x) = (x) ◦ θˆ, ˆ(θˆ ◦ y) = ˆ(y) ◦ θ.
Le groupe de Weyl W Gˆ(Tˆ ) = NGˆ(Tˆ ) de Gˆ s’identifie par dualité au groupe de Weyl W
de G, et on a l’égalité W θˆ = W θ. Précisons cette identification. Un automorphisme u du
tore T définit fonctoriellement un automorphisme uˆ de Tˆ (pour u = θ|T , on a uˆ = θˆ|Tˆ ).
L’application u 7→ uˆ est contravariante : on a (u1 ◦ u2)ˆ = uˆ2 ◦ uˆ1. En particulier elle induit
un isomorphisme de W sur le groupe opposé de W Gˆ(Tˆ ). On identifie W à W Gˆ(Tˆ ) par
l’application w 7→ wˆ−1. L’automorphisme θˆ commute à l’action de ΓF sur Gˆ, donc définit
un automorphisme Lθ de LG : pour (g,w) ∈ Gˆ⋊WF , on a
Lθ(g ⋊ w) = θˆ(g)⋊ w.
On pose LG˜ = LGLθ. C’est un espace tordu sous LG.
Remarque. — Soit Eˆ1 une autre paire de Borel épinglée de Gˆ, pas forcément définie sur
F . Choisissons un élément y ∈ GˆSC tel que Inty−1(Eˆ1) = Eˆ, et pour σ ∈ ΓF , posons
σ1,G = Inty ◦ σG ◦ Inty−1 .
La paire de Borel épinglée Eˆ1 est ΓF–stable pour l’action σ 7→ σ1,G de ΣF sur Gˆ, et LG est
encore le produit semidirect Gˆ⋊WF pour cette nouvelle action : l’application
g ⋊ w 7→ gwG(y)y−1 ⋊ y
envoie un produit semidirect sur l’autre. Posons θˆ1 = yθˆ(y)−1θˆ ∈ Gˆθˆ. On note encore θˆ1
l’automorphisme Intyθˆ(y)−1 ◦ θˆ de Gˆ. Alors θˆ1 stabilise E1, commute à l’action galoisienne
σ 7→ σ1,G, et on a l’égalité Gˆθˆ1 = Gˆθˆ. Notons que y n’est défini qu’à multiplication près par
un élément de Z(GˆSC).
2.3. Données endoscopiques. — On fixe aussi un caractère ω de G(F ), c’est–à–dire un
homomorphisme continu de G(F ) dans C×. D’après un théorème de Langlands, ce caractère
correspond à une classe de cohomologie a ∈ H1(WF , Z(Gˆ)) — cf. [Stab I, 1.13]. Notons que
pour que la théorie ne soit pas vide, il faut que le caractère ω soit trivial sur Z(G;F )θ, ce
que l’on supposera à partir de 2.6.
Une donnée endoscopique pour (G˜,a) est un triplet G′ = (G′,G′, s˜) vérifiant les condi-
tions :
– G′ est un groupe réductif connexe défini et quasi–déployé sur F .
– s˜ = sθˆ est un élément semisimple de Gˆθˆ.
– G′ est un sous–groupe fermé de LG tel que G′ ∩ Gˆ = Gˆs˜ (la composante neutre du
commutant Gˆs˜ de s˜ dans Gˆ).
– La suite
1→ Gˆs˜ → G′ → WF → 1
est exacte et scindée (c’est–à–dire qu’il existe une section continue WF → G′), où la
flèche G′ → WF est la restriction à G′ de la projection naturelle LG→WF .
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– Fixée une paire de Borel épinglée Eˆ′ de Gˆs˜, pour chaque w ∈ WF , on peut choisir
un élément g˜′w = (g
′
w, w) ∈ G′ tel que l’automorphisme Intg˜′w de Gˆs˜ stabilise Eˆ′.
L’application w 7→ Intg˜′w s’étend en une action de ΓF sur Gˆs˜, et l’on suppose que
Gˆs˜ muni de cette action est un groupe dual de G′. On peut donc poser Gˆ′ = Gˆs˜ et
noter σ 7→ σG′ cette action.
– Il existe un cocycle a : WF → Z(Gˆ) dans la classe de cohomologie a tel que pour tout
(g′, w) ∈ G′, on ait l’égalité
Ints˜(g
′, w) = (g′a(w), w).
Un isomorphisme entre deux données endoscopiques (G′1,G
′
1, s˜1) et (G
′
2,G
′
2, s˜2) pour (G˜,a)
est par définition un élément x ∈ Gˆ tel que
xH′1x
−1 = H′2, xs˜1x
−1 ∈ Z(Gˆ)s˜2.
De l’isomorphisme Intx−1 : Gˆ
′
2 → Gˆ′1 se déduit par dualité un isomorphisme
αx : G
′
1 → G′2,
défini sur F ; en fait une classe de tels isomorphismes modulo l’action de G′1,AD(F ) ou de
G′2,AD(F ). En particulier, pour une seule donnée endoscopique G
′ pour (G˜,a), le groupe
Aut(G′) des automorphismes de G′ contient Gˆ′. On note Out(G′) le sous–groupe de
OutF (G
′) = AutF (G
′)/G′AD(F ) formé des images des αx dans OutF (G
′) pour x ∈ Aut(G′).
D’après [KS1, 2.1], on a une suite exacte courte
1→ [Z(Gˆ)/(Z(Gˆ) ∩ Gˆ′)]ΓF → Aut(G′)/Gˆ′ → Out(G′)→ 1.
Soit G′ = (G′,G′, s˜) une donnée endoscopique pour (G˜,a). Fixons une paire de Borel
épinglée Eˆ = (Bˆ, Tˆ , {Eˆα}α∈∆ˆ) de Gˆ telle que l’automorphisme Ints˜ de Gˆ stabilise (Bˆ, Tˆ ).
Posons Bˆ′ = Bˆ ∩ Gˆ′, Tˆ ′ = Tˆ ∩ Gˆ′, et complétons (Bˆ′, Tˆ ′) en une paire de Borel épinglée
Eˆ
′ = (Bˆ′, Tˆ ′, {Eˆ′α′}α′∈∆ˆ′) de Gˆ′ = Gˆs˜. Deux telles paires Eˆ et Eˆ′ — i.e. telles que Ints˜ stabilise
(Bˆ, Tˆ ) et (Bˆ′, Tˆ ′) = (Bˆ ∩ Gˆ′, Tˆ ∩ Gˆ′) — sont dites compatibles. Quitte à modifier l’action
σ 7→ σG de ΓF sur Gˆ et l’isomorphisme LG ≃ Gˆ ⋊WF comme dans la remarque de 2.2, on
peut supposer que :
– la paire de Borel épinglée Eˆ est définie sur F ;
– l’automorphisme θˆ de Gˆ stabilise Eˆ et commute à l’action galoisienne σ 7→ σG.
Puisque l’élément s˜ stabilise (Bˆ, Tˆ ), il s’écrit s˜ = sθˆ pour un élément s ∈ Tˆ . On construit
comme ci–dessus l’action σ 7→ σG′ de ΓF sur Gˆ′ qui stabilise Eˆ′. L’égalité Tˆ ′ = Tˆ θˆ,◦ identifie le
groupe de Weyl W ′ de Gˆ′ (ou de G′) à un sous–groupe du groupe des invariants W θˆ =W θ
du groupe de Weyl W de Gˆ (ou de G). Le plongement ξˆ : Tˆ ′ →֒ Tˆ n’est en général pas
équivariant pour les actions galoisiennes : il existe un cocycle σ 7→ αG′(σ) de ΓF dans W θ
tel que
αG′(σ) ◦ σ(ξˆ) = ξˆ, σ(ξˆ) = σG ◦ ξˆ ◦ σ−1G′ ;
où l’on a identifié αG′(σ) à l’automorphisme IntαG′ (σ) de Tˆ .
2.4. Espaces endoscopiques tordus. — Continuons avec les notations de 2.3. Soit
(B′, T ′) une paire de Borel de G′ définie sur F . Le tore Tˆ θˆ,◦ est dual de T/(1 − θE)(T ).
Du plongement ξˆ : Tˆ ′ → Tˆ se déduit par dualité un homomorphisme
ξ : T → T/(1− θE)(T ) ≃ T ′
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vérifiant
σ(ξ) = ξ ◦ IntαG′ (σ), σ ∈ ΓF ;
où l’on a identifié αG′(σ) à l’automorphisme IntαG′ (σ) de T . D’après [Stab I, 1.7], on a
l’inclusion
ξ(Z(G)) ⊂ Z(G′).
Notons Z(G˜, E) le quotient de Z(G˜,E) par l’action de Z(G) par conjugaison. C’est un espace
principal homogène (à gauche et à droite) sous
Z(G) = Z(G)/(1− θ)(Z(G)).
La restriction de ξ à Z(G), notée
ξZ : Z(G)→ Z(G′),
se quotiente en un homomorphisme
ξZ : Z(G)→ Z(G′)
qui est ΓF –équivariant. On pose
G˜′ = G′ ×Z(G) Z(G˜,E),
c’est–à–dire que G˜′ est le quotient de G′ × Z(G˜,E) par la relation d’équivalence
(g′ξZ(z), z˜) = (g
′, zz˜), z ∈ Z(G).
Les actions à gauche et à droite de G′ sur G′ × Z(G˜,E) se descendent en des actions sur G˜′,
et l’action de ΓF sur G′×Z(G˜, E) se descend en une action sur G˜′. Cela fait de G˜′ un espace
tordu sous G′, défini sur F et à torsion intérieure. Notons que l’ensemble G˜′(F ) des points
F–rationnels de G˜′ peut être vide [Stab I, 1.7, rem. (2)].
Remarque. — Pour une paire de Borel épinglée E1 de G, pas forcément définie sur F , on
définit comme ci–dessus le Z(G)–espace tordu Z(G˜,E1). Comme dans [Stab I, 1.2], on peut
introduire la limite inductive Z(G˜) des Z(G˜,E1) sur toutes les paires de Borel épinglées E1
de G. C’est un espace tordu sous Z(G), et il est défini sur F pour l’action de ΓF définie dans
loc. cit. On peut définir l’espace tordu G˜′ indépendamment du choix de E (cf. loc. cit.), mais
puisque G est quasi–déployé sur F , ce n’est pas vraiment nécessaire ici : on peut identifier
Z(G˜) à Z(G˜, E) et l’action de ΓF sur Z(G˜) à l’action naturelle sur Z(G˜,E).
2.5. Classes de conjugaison semisimples ; correspondance. — D’après l’hypothèse
de finitude sur l’automorphisme θ de Z(G), les éléments quasi–semisimples de G˜ sont semi-
simples. Rappelons qu’un élément semisimple γ ∈ G˜ est dit fortement régulier si le centrali-
sateur Gγ est abélien et si le centralisateur connexe Gγ est un tore.
Soit γ1 ∈ G˜ un élement semisimple. L’automorphisme Intγ1 de G stabilise une paire
de Borel (B1, T1) de G. Choisissons un g ∈ GSC tel que Intg(B, T ) = (B1, T1). L’élément
γ = Intg−1(γ1) stabilise (B, T ). D’après [Stab I, 1.3], il s’écrit γ = tǫ pour un t ∈ T et un
ǫ ∈ Z(G˜, E). Soient :
– t¯ l’image de t dans [T/(1− θE)(T )]/W θE ;
– ǫ¯ l’image de ǫ dans Z(G˜,E) ;
– γ¯ l’image de (t¯, ǫ¯) dans [T/(1− θE)(T )]/W θE ×Z(G) Z(G˜,E).
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D’après [Stab I, 1.2, 1.8], l’élément γ¯ est bien défini (en particulier il ne dépend pas du
choix de g), et l’application γ1 7→ γ¯ se quotiente en une bijection de l’ensemble des classes
de G–conjugaison d’éléments semisimples de G˜ sur
[T/(1− θE)(T )]/W θE ×Z(G) Z(G˜, E).
De plus cette bijection est définie sur F . Notons qu’une classe de conjugaison semisimple
dans G˜ peut être définie sur F mais ne contenir aucun élément F–rationnel.
Soit G′ = (G′,G′, s˜) une donnée endoscopique pour (G˜,a). Reprenons les constructions
de 2.3 et 2.4. On a une paire de Borel (B′, T ′) de G′ définie sur F , et un isomorphisme
T ′ ≃ T/(1 − θE)(T ) via lequel le groupe de Weyl W ′ = WG′(T ′) de G′ s’identifie à un
sous–groupe de W θE . Puisque G˜′ est à torsion intérieure, on a Z(G′) = Z(G′), et l’on pose
Z(G˜′,E) = Z(G′)×Z(G) Z(G˜,E).
On en déduit une application surjective [Stab I, 1.8]
(T ′/W ′)×Z(G′) Z(G˜′,E)→ [T/(1− θE)(T )]/W θE ×Z(G) Z(G˜,E),
c’est–à–dire une surjection de l’ensemble des classes de conjugaison semisimples dans G˜′
sur l’ensemble des classes de conjugaison semisimples dans G˜. Cette application est définie
sur F . Notons que restreinte aux éléments invariants sous ΓF , c’est–à–dire aux classes de
conjugaison définies sur F , cette application n’est en générale plus surjective.
On note D(G′) l’ensemble des couples (δ, γ) ∈ G˜′(F ) × G˜(F ) formés d’éléments semi-
simples dont les classes de conjugaison (sur F ) se correspondent via la surjection ci–dessus,
et tels que γ est fortement régulier dans G˜ (on dit alors que δ est fortement G˜–régulier).
On sait qu’un élément δ ∈ G˜′ fortement G˜–régulier est a fortiori fortement régulier dans G˜′
[KS1, lemma 3.3.C].
La donnée G′ est dite relevante si l’ensemble D(G′) n’est pas vide.
2.6. Données endoscopiques non ramifiées. — On suppose de plus que la classe de
cohomologie a ∈ H1(WF , Z(Gˆ)) correspondant à ω est non ramifiée, c’est–à–dire qu’elle
provient par inflation d’un élément de H1(WF/IF , Z(Gˆ)). On dira aussi que le caractère ω
est non ramifié. Soit G′ = (G′,G′, s˜) une donnée endoscopique pour (G˜,a). Supposons que
la donnée G′ est non ramifiée, c’est–à–dire que l’inclusion suivante est vérifiée :
IF ⊂ G′.
Cela entraîne que le F–groupe (quasi–déployé) G′ est déployé sur F nr [Stab I, 6.2]. Norma-
lisons les actions galoisiennes σ 7→ σG sur Gˆ et σ 7→ σG′ sur Gˆ′ comme en 2.3, c’est–à–dire
en choisissant des paires de Borel épinglées compatibles Eˆ de Gˆ et Eˆ′ de Gˆ′, et en imposant
que les actions galoisiennes préservent ces paires. Ces actions sont déterminées par la donnée
des automorphismes φG de Gˆ et φG′ de Gˆ
′. Soit un élément hφ = (h, φ) ∈ G′ tel que Inthφ
agisse comme φG′ sur Gˆ
′. Alors G′ est le produit semidirect (Gˆ′× IF )⋊ 〈hφ〉, et l’application
G
′ → LG′, (x,w)hnφ 7→ (x,wφn), (x,w) ∈ Gˆ′ × IF , n ∈ Z,
est un isomorphisme [Stab I, 6.3]. Cela entraîne que dans cette situation non ramifiée, on
peut faire l’économie des données auxiliaires. D’autre part on a un automorphisme θˆ de Gˆ
qui stabilise Eˆ et commute à l’action galoisienne σ 7→ σG. Écrivons s˜ = sθˆ, et posons h = hφ.
Alors la condition
Ints˜(g
′, w) = (a′(w)g′, w), (g′, w) ∈ G′,
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équivaut à
(1) s˜h = a(φ)hs˜;
où l’égalité est vue dans GˆWF θˆ = GˆθˆWF .
Rappelons qu’à une paire de Borel épinglée E1 de G définie sur F , la théorie de Bruhat–
Tits associe un sous–groupe (compact maximal) hyperspécial KE1 de G(F ). Précisément,
à E1 est associé un schéma en groupes lisse KE1 défini sur l’anneau des entiers o de F , de
fibre générique G, et le groupe KE1 = KE1(o) des points o–rationnels de KE1 est un sous–
groupe hyperspécial de G(F ). De plus, notant onr l’anneau des entiers de F nr, le sous–groupe
KE1(o
nr) de G(F nr) ne dépend que de K = KE1 , et on le note K
nr.
Soit K un sous–groupe hyperspécial de G(F ). Posons
NG˜(F )(K) = {δ ∈ G˜(F ) : Intδ(K) = K}.
Si NG˜(F )(K) n’est pas vide, alors c’est un espace principal homogène sous Z(G;F )K, et tout
élément δ ∈ NG˜(F )(K) définit un K–espace tordu K˜ = Kδ = δK. Si de plus il existe une
paire de Borel épinglée E1 de G définie sur F telle que K = KE1 et K˜ ∩KnrZ(G˜,E1;F nr)
ne soit pas vide, alors on dit que K˜ est un sous–espace hyperspécial de G˜(F ).
Remarque. — Les paires de Borel épinglées de G définies sur F , et donc aussi les sous–
groupes hyperspéciaux de G(F ), forment une seule orbite sous l’action de GAD(F ) par
conjugaison. Notons que cela n’implique pas que si NG˜(F )(K) 6= ∅ pour un sous–groupe
hyperspécial K de G(F ), alors NG˜(F )(K1) 6= ∅ pour tout sous–groupe hyperspécial K1 de
G(F ). On renvoie au lemme 1 de 4.9 pour une variante de ce résultat de conjugaison pour
les sous–espaces hyperspéciaux de G˜(F ).
Hypothèses. — On suppose que :
– Le caractère ω est trivial sur Z(G;F )θ ;
– La classe de cohomologie a ∈ H1(WF , Z(Gˆ)) est non ramifiée.
– G˜(F ) possède un sous–espace hyperspécial.
Fixons un sous–espace hyperspécial (K, K˜) de G˜(F ). Par définition, il existe une paire
de Borel épinglée E1 de G définie sur F telle que K = KE1 , l’ensemble NG˜(F )(K) n’est pas
vide, et K˜ = Kδ = δK pour un élément δ ∈ NG˜(F )(K) de la forme
δ = kǫ, k ∈ Knr, ǫ ∈ Z(G˜, E1;F nr).
Quitte à remplacer la paire E fixée en 2.2 par une autre paire de Borel épinglée de G définie
sur F , on peut supposer que E1 = E.
Soit (B˜, T˜ ) la paire de Borel de G˜ associée à (B, T ), c’est–à–dire que B˜ est le normalisateur
de B dans G˜, et T˜ est le normalisateur de (B,T ) dans G˜. Fixé un élément ǫ ∈ Z(G˜,E), on a
B˜ = Bǫ, T˜ = Tǫ.
En particulier les ensembles B˜ et T˜ ne sont pas vides, B˜ est unB–espace tordu défini sur F , et
T˜ est un T–espace tordu défini sur F . Notons que, même si Z(G˜,E;F ) est vide, les ensembles
B˜(F ) et T˜ (F ) ne sont pas vides. De plus on a la décomposition en produit semi–direct
B˜(F ) = T˜ (F )⋊ UB(F ),
où UB est le radical unipotent de B. Soit T (F nr)1 le plus grand sous–groupe borné de T (F nr),
c’est–à–dire l’ensemble des t ∈ T (F nr) tels que vF (x(t)) = 0 pour tout caractère x ∈ X(T ).
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On a T (F nr)1 = T (F nr) ∩Knr, et d’après [Stab I, 6.1.(5)], l’intersection
Z(G˜,E;F nr) ∩ T (F nr)1K˜
n’est pas vide. L’espace K˜ s’écrit donc
K˜ = Kδ◦ = δ◦K
pour un élément δ◦ ∈ T˜ (F ) de la forme
δ◦ = tǫ, t ∈ T (F nr)1, ǫ ∈ Z(G˜, E;F nr).
Le F–automorphisme θ◦ = Intδ◦ de G est semisimple (car il stabilise (B,T )) et sa restriction
à T coïncide avec celle de θE.
Soit G′ = (G′,G′, s˜) une donnée endoscopique non ramifiée pour (G˜,a). D’après le lemme
de [Stab I, 6.2], la donnéeG′ est relevante. D’après [Stab I, 6.2, 6.3], à (K, K˜) sont associés
un sous–espace hyperspécial (K′, K˜′) de G˜′(F ), bien défini à conjugaison près par un élément
de G′AD(F ), et un facteur de transfert normalisé
∆ : D(G′)→ C×.
D’après [KS1, theorem 5.1.D], pour (δ, γ) ∈ D(G′) et g ∈ G(F ), on a
(2) ∆(δ, g−1γg) = ω(g)∆(δ, γ).
Posons G♯ = G/Z(G)θ . C’est un groupe réductif connexe défini sur F , et le groupe G♯(F )
de ses points F–rationnels opère par conjugaison sur G˜(F ). D’après [Stab I, 2.7], à G′ est
associé un caractère ω′ = ωG′ de G♯(F ) tel que pour (δ, γ) ∈ D(G′) et g ∈ G♯(F ), on ait
(3) ∆(δ, Intg−1(γ)) = ω
′(g)∆(δ, γ).
Rappelons que ω est trivial sur Z(G;F )θ = Z(G)θ(F ). La projection naturelle G → G♯
induit un homomorphisme injectif G(F )/Z(G;F )θ → G♯(F ), et la restriction de ω′ à l’image
de G(F ) dans G♯(F ) coïncide avec ω.
2.7. Transfert endoscopique non ramifié. — On note C∞c (G˜(F )) l’espace vectoriel des
fonctions complexes sur G˜(F ) qui sont localement constantes et à support compact. Fixons
une mesure de Haar dg sur G(F ). Pour γ ∈ G˜(F ) fortement régulier, on pose
DG˜(γ) = |det(1− adγ ; g/gγ)|F
où :
– g est l’algèbre de Lie de G ;
– gγ est l’algèbre de Lie de Gγ ;
– adγ est l’endomorphisme de g déduit de l’automorphisme Intγ de G(F ) ;
– | |F est la valeur absolue normalisée sur F , c’est–à–dire telle que |x|F = q−vF (x) où q
est le cardinal du corps résiduel de F .
Fixons une mesure de Haar dgγ sur Gγ(F ), et notons dg¯γ la mesure quotient dgdgγ sur
Gγ(F )\G(F ). Soit f ∈ C∞c (G˜(F )). Si le caractère ω est trivial sur Gγ(F ), on pose
IG˜(γ, ω, f) = DG˜(γ)1/2
∫
Gγ (F )\G(F )
ω(g)f(g−1γg)dg¯γ.
Sinon, on pose IG˜(γ, ω, f) = 0. On note I(G˜(F ), ω) le quotient de C∞c (G˜(F )) par le sous–
espace annulé par toutes les distributions IG˜(γ, ω, ·) pour γ ∈ G˜(F ) fortement régulier.
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Soit G′ = (G′, G′, s˜) une donnée endoscopique non ramifiée pour (G˜,a). On note
C∞c (G˜
′(F )) l’espace vectoriel des fonctions complexes sur G˜′(F ) qui sont localement constan-
tes et à support compact. Fixons une mesure de Haar dg′ sur G′(F ). Pour δ ∈ G˜′(F ) for-
tement G˜–régulier, on fixe une mesure de Haar dg′δ sur Gδ(F ), et l’on note dg¯
′
δ la mesure
quotient dg
′
dg′
δ
sur G′δ(F )\G′(F ). Soit f ′ ∈ C∞c (G˜′(F )). On pose
IG˜
′
(δ, f ′) = DG˜
′
(δ)1/2
∫
G′
δ
(F )\G′(F )
f ′(g′−1δg′)dg¯′δ,
et
SG˜
′
(δ, f ′) =
∑
δ′
IG˜(δ′, f ′)
où δ′ parcourt les éléments de la classe de conjugaison stable de γ modulo conjugaison par
G′(F ). On note SI(G˜′(F )) le quotient de C∞c (G˜
′(F )) par le sous–espace annulé par les
distributions SG˜
′
(δ, ·) pour δ ∈ G˜′(F ) fortement régulier (dans G˜′).
Soit un élément δ ∈ G′(F ) fortement G˜–régulier. Pour γ ∈ G(F ) tel que (δ, γ) ∈ D(G′),
on a un homomorphisme naturel
Gγ(F )→ G′δ(F )
qui est un homéomorphisme local, et un revêtement sur son image (cf. [Stab I, 2.4]). On
fixe des mesures de Haar dgγ sur Gγ(F ) et dg′δ sur G
′
δ(F ) qui se correspondent par cet
homomorphisme. On pose
dθ = |det(1− θE; t/tθE)|F
où t est l’algèbre de Lie de T , et tθE est l’algèbre de Lie de TθE = T
θE,◦ (c’est–à–dire la
sous–algèbre de Lie de t formée des éléments fixés par θE). Pour f ∈ C∞c (G˜(F )), on pose
IG˜,ω(δ, f) = d
1/2
θ
∑
γ
d−1γ ∆(δ, γ)I
G˜(γ, ω, f)
où γ parcourt les éléments de G˜(F ) tels que (δ, γ) ∈ D(G′), modulo conjugaison par G(F ),
et dγ = [Gγ(F ) : Gγ(F )]. Pour f ′ ∈ C∞c (G˜′(F )), on dit que f ′ est un transfert de f si pour
tout δ ∈ G˜′(F ) fortement G˜–régulier, on a l’égalité
SG˜
′
(δ, f ′) = IG˜,ω(δ, f).
D’après la conjecture de transfert maintenant démontrée — pour n’importe quelle donnée
endoscopique pour (G˜,a), pas seulement pour celles qui sont non ramifiées ! —, on sait que
toute fonction f ∈ C∞c (G˜(F )) admet un transfert f ′ ∈ C∞c (G˜′(F )).
Par passage aux quotients, on peut voir le transfert comme une application linéaire
(1) I(G˜(F ), ω)→ SI(G˜′(F )), f 7→ f ′ = f G˜′ .
Rappelons que le facteur de transfert a été normalisé grâce au choix de l’espace hyperspécial
(K, K˜). Il convient de normaliser aussi les mesures de Haar dg sur G(F ) et dg′ sur G′(F ) :
on suppose désormais que
vol(K, dg) = vol(K′, dg′) = 1,
où (K′, K˜′) est un sous–espace hyperspécial de G˜′(F ) associé à (K, K˜).
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2.8. Le lemme fondamental. — Soit G′ = (G′,G′, s˜) une donnée endoscopique non
ramifiée pour (G˜,a), et soit (K′, K˜′) un sous–espace hyperspécial de G˜′(F ) associé à (K, K˜′).
On note 1K˜ ∈ C∞c (G˜(F )) la fonction caractéristique de K˜, et 1K˜′ ∈ C∞c (G˜′(F )) la fonction
caractéristique de K˜′.
Si la caractéristique résiduelle de F est assez grande, alors le théorème suivant (lemme
fondamental pour les unités) est maintenant démontré, grâce au résultat de Ngo Bao Chau
en caractéristique non nulle.
Théorème 1. — La fonction 1K˜′ est un transfert de 1K˜.
Notons HK l’algèbre des fonctions complexes sur G(F ) qui sont bi–invariantes par K et à
support compact, et HK′ l’algèbre des fonctions complexes sur G′(F ) qui sont bi–invariantes
par K′ et à support compact. Rappelons que φ ∈ WF est un élément de Frobenius. Notons
Hˆφ l’algèbre des fonctions polynomiales sur Gˆ⋊φ ⊂ LG qui sont invariantes par conjugaison
par Gˆ, et Hˆ′φ l’algèbre des fonctions polynomiales sur G′ ∩ (Gˆ⋊ φ) ≃ Gˆ′ ⋊ φ ⊂ LG′ qui sont
invariantes par conjugaison par Gˆ′. Soit b : HK → HK′ l’homomorphisme d’algèbres qui
rend commutatif le diagramme
HK ≃ //
b

Hˆφ
bˆ

HK′ ≃ // Hˆ′φ
,
où les flèches horizontales sont les isomorphismes de Satake, et bˆ est l’homomorphisme de
restriction. L’algèbre HK opère par convolution à gauche et à droite sur C∞c (G˜(F )), et
l’algèbre HK′ opère par convolution à gauche et à droite sur C∞c (G˜′(F )).
Théorème 2. — Soit f ∈ HK , et soit f ′ = b(f) ∈ HK′ . Alors f ′ ∗ 1K˜′ = 1K˜′ ∗ f ′ est un
transfert de f ∗ 1K˜ (et de 1K˜ ∗ ω−1f).
On prouve dans ce papier que le théorème 1 implique le théorème 2.
2.9. Descente parabolique. — Commençons par quelques rappels [Stab I, 3.1]. Soit
(P,M) une paire parabolique de G (pas forcément définie sur F ). On note P˜ = NG˜(P ) le
normalisateur {γ ∈ G˜ : Intγ(P ) = P} de P dans G˜, et M˜P = NG˜(P,M) le normalisateur de
(P,M) dans G˜, c’est–à–dire l’ensemble {γ ∈ G˜ : Intγ(P,M) = (P,M)}. Si P˜ n’est pas vide,
alors M˜P ne l’est pas non plus, et l’on dit que (P˜ , M˜P ) est une paire parabolique de G˜. En
particulier (toujours si P˜ 6= ∅), on a la décomposition en produit semi–direct
(1) P˜ = M˜P ⋊ UP ,
où UP est le radical unipotent de P . Notons que M˜P dépend vraiment de la paire (P,M), et
pas seulement de la composante de LeviM (sauf si G˜ est à torsion intérieure, auquel cas M˜P
est l’ensemble des γ ∈ G˜ tels que Intγ ∈ M/Z(G) ⊂ GAD). Supposons de plus que la paire
(P,M) est définie sur F . Si P˜ n’est pas vide, alors la paire (P˜ , M˜P ) et la décomposition (1)
sont définies sur F , P˜ (F ) et M˜P (F ) ne sont pas vides, et on a la décomposition en produit
semi–direct
(2) P˜ (F ) = M˜P (F )⋊ UP (F ).
En ce cas (si P˜ 6= ∅), on dit que (P˜ , M˜P ) est une paire parabolique de G˜ définie sur F .
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Pour alléger l’écriture, on appelle simplement F–Levi de G la composante de Levi d’une
paire parabolique de G définie sur F , et F–Levi de G˜ la composante de Levi d’une paire
parabolique de G˜ définie sur F .
Rappelons qu’on a fixé en 2.2 une paire de Borel épinglée E = (B, T, {Eα}α∈∆) deG définie
sur F , et en 2.6 un sous–espace hyperspécial (K, K˜) de G˜(F ) tel que K = KE et l’ensemble
K˜ ∩KnrZ(G˜,E;F nr) n’est pas vide, ce qui assure que l’ensemble K˜ ∩ T (F nr)1Z(G˜,E;F nr)
n’est pas vide. Une paire parabolique (P,M) de G est dite standard si elle contient (B, T ),
et semi–standard si M contient T . Un sous–groupe parabolique de P de G est dit standard
(reps. semi–standard) s’il contient B (reps. T ), et une composante de Levi de P est dite
semi–standard si elle contient T . Posons T˜ = NG˜(B, T ). Puisque T˜ n’est pas vide, (B˜, T˜ )
est une paire parabolique (minimale) de G˜, et elle est définie sur F . On définit de la même
manière, en remplaçant la paire (B, T ) par (B˜, T˜ ), les notions de paire parabolique standard
(resp. semi–standard), de sous–espace parabolique standard (reps. semi–standard), et de
composante de Levi semi–standard, de G˜. L’application (P,M) 7→ (P˜ , M˜P ) est une bijection
entre :
– les paires paraboliques standards de G qui sont définies sur F et θE–stables ;
– les paires paraboliques standards de G˜ qui sont définies sur F ;
– les classes de G–conjugaison de paires paraboliques G˜ qui sont définies sur F .
Remarque. — Fixons une paire de Borel épinglée Eˆ = {Bˆ, Tˆ , {Eˆα}α∈∆ˆ) de Gˆ. Modifions
l’action σ 7→ σG de ΓF sur Gˆ et l’isomorphisme LG ≃ Gˆ⋊WF de telle manière que la paire Eˆ
soit définie sur F — cf. 2.3. On a aussi un automorphisme θˆ de Gˆ qui stabilise Eˆ et commute
à l’action galoisienne σ 7→ σG. Une paire parabolique de Gˆ est dite standard si elle contient
(Bˆ, Tˆ ). On a aussi une bijection (P,M) 7→ (Pˆ , Mˆ) entre :
– les paires paraboliques standards de G qui sont définies sur F et θE–stables ;
– les paires paraboliques standards de Gˆ qui sont définies sur F et θˆ–stables.
Soit (P,M) une paire parabolique de G, semi–standard et définie sur F . Posons M˜ = M˜P ,
et supposons que M˜ est semi–standard. Puisque l’ensemble M˜ contient T˜ , il n’est pas vide,
et (P˜ , M˜) est une paire parabolique de G˜, semi–standard et définie sur F . La paire E donne
par restriction une paire de Borel épinglée EM = (B ∩M,T, {Eα}α∈∆M ) de M , elle aussi
définie sur F . On a
Z(M˜,EM ) = Z(M)Z(G˜,E)
et le F–automorphisme deM défini par M˜ et EM (cf. 2.2) n’est autre que la restriction de θE
àM . On le note θE,M . Puisque θE est d’ordre fini, θE,M l’est aussi, et l’automorphisme θM de
Z(M) défini par M˜ (qui est la restriction de θE,M à Z(M)) est d’ordre fini. L’espace tordu
(M,M˜) vérifie donc les trois hypothèses de 2.1. Le sous–groupe hyperspécial KM = KEM de
M(F ) associé à EM est donné par
KM = K ∩M(F ).
Puisque le sous–espace hyperspécial K˜ de G˜(F ) est de la forme K˜ = Kδ◦ = δ◦K pour un
δ◦ ∈ T˜ (F ) ⊂ M˜(F ) de la forme δ0 = tǫ avec t ∈ T (F nr)1 et ǫ ∈ Z(G˜,E;F nr), l’ensemble
K˜M = K˜ ∩ M˜(F ) (= KMδ◦ = δ◦KM )
est un sous–espace hyperspécial de M˜(F ).
Notation. — On note L(T˜ , ω) l’ensemble des F–Levi semi–standards M˜ de G˜ tels que le
caractère ω est trivial sur Z(M ;F )θM .
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Soit M˜ ∈ L(T˜ , ω). Choisissons une paire de Borel (P,M) de G, semi–standard et définie
sur F , telle que M˜ = M˜P . Puisque K est le sous–groupe hyperspécial KE de G(F ) associé à
E, il est en bonne position par rapport à (P,M), c’est–à–dire qu’on a la décomposition
P (F ) ∩K = (M(F ) ∩K)(UP (F ) ∩K).
Posons U = UP , et soient dk, dm et du les mesures de Haar sur K, M(F ), U(F ), normalisées
par K, c’est–à–dire telles que
vol(K, dk) = vol(M(F ) ∩K, dm) = vol(U(F ) ∩K, du) = 1.
On définit l’homomorphisme terme constant (suivant (P˜ , ω))
C∞c (G˜(F ))→ C∞c (M˜(F )), f 7→ fP˜ ,ω
par la formule
fP˜ ,ω =
∫∫
U(F )×K
ω−1(k)f(k−1u−1γuk)dudk.
Pour γ ∈ M˜(F ) fortement régulier dans G˜, on a la formule de descente
(3) IG˜(γ, ω, f) = IM˜ (γ, ω, fP˜ ,ω), f ∈ C∞c (G˜(F )),
pourvu que l’on choisisse la même mesure de Haar dgγ = dmγ sur Gγ(F ) = Mγ(F ). Pour
définir la mesure quotient sur Mγ(F )\M(F ), on prend bien sûr dm comme mesure de Haar
sur M(F ). Choisissons une autre paire de Borel (Q,M) de G, semi–standard et définie sur
F , telle que M˜Q = M˜ . On définit de la même manière l’homomorphisme terme constant
(suivant Q˜)
C∞c (G˜(F ))→ C∞c (M˜(F )), f 7→ fQ˜,ω.
Pour γ ∈ M˜(F ) fortement régulier dans G˜, on a aussi la formule de descente
IG˜(γ, ω, f) = IM˜ (γ, ω, fQ˜,ω), f ∈ C∞c (G˜(F )).
Par passage aux quotients, on obtient un homomorphisme
(4) I(G˜, ω)→ I(M˜, ω), f 7→ f
M˜,ω
,
qui ne dépend pas du choix de la paire parabolique (P,M) de G, semi–standard et définie
sur F , telle que M˜P = M˜ . On peut aussi vérifier que si l’on remplace K par un sous–groupe
(compact maximal) spécial K1 de G(F ) en bonne position par rapport à (P,M) dans la
définition de l’homomorphisme terme constant (suivant P˜ ), alors par passage aux quotients,
on obtient le même homomorphisme (4).
2.10. Réduction aux données endoscopiques elliptiques. — Rappelons qu’une don-
née endoscopique G′ = (G′,G′, s˜) pour (G˜,a) est dite elliptique si on a l’égalité
Z(Gˆ′)ΓF ,◦ = [Z(Gˆ)θˆ]ΓF ,◦.
Soit G′ = (G′,G′, s˜) une donnée endoscopique non ramifiée pour (G˜,a). On fixe des
paires de Borel épinglées compatibles Eˆ = (Bˆ, Tˆ , {Eˆα}α∈∆ˆ) de Gˆ et Eˆ′ = (Bˆ′, Tˆ ′, {Eˆ′α}α∈∆ˆ′)
de Gˆ′ = Gˆs˜, et l’on normalise les actions galoisiennes σ 7→ σG sur Gˆ et σ 7→ σG′ sur Gˆ′ de
manière à ce qu’elles préservent ces paires — cf. 2.3 . On a aussi un automorphisme θˆ de Gˆ
qui préserve Eˆ et commute à l’action galoisienne σ 7→ σG.
Notons Mˆ , M, M˜ les commutants de Z(Gˆ′)ΓF ,◦ dans Gˆ, LG, LG˜. Le groupe Mˆ est un
sous–groupe de Levi semi–standard — c’est–à–dire contenant Tˆ — de Gˆ, qui est défini sur F
et θˆ–stable. Fixons un cocaractère x ∈ Xˇ(Z(Gˆ′)ΓF ,◦) en position générale. Il détermine un
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sous–groupe parabolique Pˆ de Gˆ, engendré par Mˆ et les sous–groupes radiciels de Gˆ associés
aux racines α de Tˆ telles que 〈α, x〉 > 0. Posons P = PˆM et P˜ = PˆM˜. D’après [Stab I, 3.4],
le couple (P˜, M˜) est une paire parabolique de LG˜ : on a
P = Pˆ ⋊WF , M = Mˆ ⋊WF ,
P˜ est le normalisateur de P dans LG˜, et M˜ est le normalisateur de (P,M) dans LG˜ ; de plus
l’ensemble P˜ n’est pas vide, car il contient s˜. D’après [Stab I, 3.1, (4)], la paire (Pˆ , Mˆ) est
conjuguée dans Gˆ à une paire parabolique standard de Gˆ, définie sur F et θˆ–stable. Quitte à
effectuer une telle conjugaison, on peut supposer que la paire (Pˆ , Mˆ) est elle–même standard,
définie sur F et θˆ–stable. Alors on a
P˜ = (Pˆ ⋊WF )
Lθ, M˜ = (Mˆ ⋊WF )
Lθ.
À (Pˆ , Mˆ) correspond une paire parabolique standard (P,M) de G qui est définie sur F et
θE–stable (cf. la remarque de 2.9). Soit (P˜ , M˜) la paire parabolique standard de G˜ associée
à (P,M), c’est–à–dire telle que P˜ = NG˜(P ) et M˜ = NG˜(P,M). Elle est définie sur F , et l’on
a
P˜ = Pδ◦, M˜ =Mδ◦.
D’après 2.9, l’espace tordu (M,M˜) vérifie les trois hypothèses de 2.1, et
K˜M = K˜ ∩ M˜(F ) (= KMδ◦ = δ◦KM )
est un sous–espace hyperspécial de M˜(F ). Le groupe M s’identifie au L–groupe LM , et M˜
s’identifie au L–espace tordu LM˜ = LMLθ. Notons aM l’image de a par l’homomorphisme
naturel
H1(WF , Z(Gˆ))→ H1(WF , Z(Mˆ)),
c’est–à–dire la classe de cohomologie (non ramifiée) correspondant au caractère ω restreint
à M(F ).
Puisque Ints˜ stabilise (Bˆ, Tˆ ), l’élément s˜ = sθˆ appartient à Tˆ θˆ ⊂ Mˆ θˆ. De plus on a les
égalités
Gˆ′ = Mˆs˜, Z(Gˆ
′)ΓF ,◦ = [Z(Mˆ)θˆ]ΓF ,◦.
Comme G′ ∩ Gˆ = Mˆs˜ est contenu dans Mˆ , le groupe G′ est contenu dans M = LM . Par
conséquentG′ s’identifie à une donnée endoscopique elliptique (non ramifiée) pour (M˜,aM ).
Notons DM˜ (G′) le sous–ensemble de G˜′(F )× M˜(F ) obtenu en remplaçant G˜ par M˜ dans la
définition de D(G′). D’après le lemme de [Stab I, 6.2], l’ensemble DM˜ (G′) n’est pas vide.
D’après [Stab I, 6.2, 6.3], à (KM , K˜M ) sont associés un sous–espace hyperspécial (K′M , K˜
′
M )
de G˜′(F ), bien défini à conjugaison près par un élément de G′AD(F ), et un facteur de transfert
normalisé
∆M˜ : DM˜ (G′)→ C×.
On peut prendre (K′M , K˜
′
M ) = (K
′, K˜′). En remplaçant G˜ par M˜ dans la relation (2) de 2.6,
on voit que le caractère ω est trivial sur Z(M ;F )θM . La paire (M˜,aM ) vérifie donc les trois
hypothèses de 2.6. En particulier le F–Levi M˜ de G˜ appartient à L(T˜ , ω).
Soit (δ, γ) ∈ G˜′(F ) × M˜(F ) tel que γ est fortement régulier dans M˜ . Si la classe de
G′–conjugaison de δ correspond à la classe de M–conjugaison de γ (par la correspondance
de 2.5 pour (G˜′, M˜)), alors elle correspond aussi à la classe de G–conjugaison de γ, et γ
est fortement régulier dans G˜. On a donc l’inclusion DM˜ (G′) ⊂ D(G′). Inversement, pour
(δ, γ) ∈ D(G′) tel que γ ∈ M˜(F ), il existe un n ∈ NG(F )(M˜) tel que (δ, Intn(γ)) ∈ DM˜ (G′).
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On vérifie (cf. [Stab I, 6.3]) que le facteur de transfert normalisé ∆M˜ : DM˜ (G′) → C×
coïncide avec la restriction à DM˜ (G′) du facteur de transfert normalisé ∆ : D(G′) → C×.
On en déduit que pour toute fonction f ∈ C∞c (G˜(F )), si une fonction f ′ ∈ C∞c (G˜′(F )) est
un transfert de fP˜ ,ω, alors c’est aussi un transfert de f . Autrement dit l’homomorphisme de
transfert
I(G˜(F ), ω)→ SI(G˜′(F )), f 7→ f G˜′
coïncide avec la composée de l’homomorphisme terme constant
I(G˜(F ), ω)→ I(M˜(F ), ω), f 7→ f
M˜,ω
et de l’homomorphisme de transfert
I(M˜(F ), ω)→ SI(G˜′(F )), h 7→ hG˜′ .
On définit comme en 2.9 l’homomorphisme terme constant (suivant (P, ω))
C∞c (G(F ))→ C∞c (M(F )), f 7→ fP,ω.
Notons HKM l’algèbre des fonctions complexes sur M(F ) qui sont bi–invariantes par KM et
à support compact, et HˆMφ l’algèbre des fonctions polynomiales sur Mˆ ⋊ φ ⊂ LM qui sont
invariantes par conjugaison par Mˆ . On a un diagramme commutatif
HK ≃ //
a

Hˆφ
aˆ

HKM ≃ // HˆMφ
où les flèches horizontales sont les isomorphismes de Satake, la flèche verticale de gauche est
donnée par l’homomorphisme terme constant, et la flèche verticale de droite est donnée par
la restriction à Mˆ ⋊ φ des fonctions sur Gˆ⋊ φ. On a aussi un diagramme commutatif
HKM ≃ //
bM

HˆMφ
bˆM

HK′ ≃ // Hˆ′φ
obtenu en remplaçant G parM dans le diagramme de 2.8. Puisque bˆ = bˆM ◦aˆ, on a b = bM ◦a.
Soit f ∈ HK , et soit f ′ = b(f) = bM (fP,ω). On a
(f ∗ 1K˜)P˜ ,ω = fP,ω ∗ 1K˜M , (1K˜ ∗ ω
−1f)P˜ ,ω = 1K˜M ∗ ω
−1fP,ω.
On en déduit que si f ′∗1K˜′ = 1K˜′ ∗f ′ est un transfert de fP,ω∗1K˜M (resp. de 1K˜M ∗ω
−1fP,ω),
alors c’est un transfert de f ∗ 1K˜ (resp. de 1K˜ ∗ω−1f). Il suffit donc de prouver le théorème
2 dans le cas où G′ est une donnée endoscopique non ramifiée elliptique pour (G˜,a).
3. Version spectrale du théorème
3.1. Caractères tempérés de (G˜(F ), ω). — Toutes les représentations considérées ici
sont supposées lisses et à valeurs dans le groupe des automorphismes d’un espace vectoriel
sur C. On appelle représentation de (G˜(F ), ω) la donnée d’une représentation (π, V ) de G(F )
et d’une application
π˜ : G˜(F )→ AutC(V )
22 BERTRAND LEMAIRE, COLETTE MŒGLIN & JEAN–LOUP WALDSPURGER
vérifiant
π˜(gδg′) = ω(g′)π(g)π˜(δ)π(g′), g, g′ ∈ G(F ), δ ∈ G˜(F ).
Ainsi pour chaque δ ∈ G˜(F ), l’opérateur π(δ) entrelace ωπ = π ⊗ ω et πδ = π ◦ Intδ.
Soit (π, π˜) — on dira aussi simplement π˜ — une représentation de (G˜(F ), ω), d’espace V .
Pour z ∈ C×, on note (π, zπ˜) la représentation de (G˜(F ), ω) donnée par
(zπ˜)(γ) = zπ˜(γ), γ ∈ G˜(F ).
Pour f ∈ C∞c (G˜(F )), on note π˜(fdγ) ∈ EndC(V ) l’opérateur défini par
π˜(fdγ)(v) =
∫
G˜(F )
f(γ)π˜(γ)dγ;
où dγ est la mesure positive G(F )–invariante (à gauche et à droite) sur G˜(F ) normalisée par
K˜, c’est–à–dire telle que vol(K˜, dγ) = 1. Si la représentation π de G(F ) est admissible, alors
cet opérateur est de rang fini, et l’on peut définir sa trace Θπ˜ = tr π˜, qui est une distribution
sur G˜(F ) :
Θπ˜(f) = tr(π˜(fdγ)), f ∈ C∞c (G˜(F )).
Pour z ∈ C×, on a
Θzπ˜ = zΘπ˜.
Si la représentation π est de longueur finie (c’est–à–dire admissible et de type fini), alors on
sait [Le] que la distribution Θπ˜ est donnée par une fonction localement constante, disons
θπ˜, sur G˜reg(F ) = {γ ∈ G˜(F ) : DG˜(γ) 6= 0}. Puisque F est de caractéristique nulle, on
sait aussi [C] que cette fonction θπ˜ est localement intégrable sur G˜(F ) : pour toute fonction
f ∈ C∞c (G˜(F )), on a l’égalité
Θπ˜(f) =
∫
G˜(F )
f(γ)θπ˜(γ)dγ;
où l’intégrale est absolument convergente. Notons que la distribution Θπ˜ dépend du choix
de la mesure dγ, mais que la fonction θπ˜ n’en dépend pas.
Une représentation (π, π˜) de G˜(F ) est dite unitaire s’il existe un produit scalaire hermitien
défini positif sur l’espace de π tel que pour tout γ ∈ G˜(F ), l’opérateur π˜(γ) soit unitaire. Si
(π, π˜) est unitaire, alors pour tout z ∈ U, la représentation (π, zπ˜) est encore unitaire. Si π
est irréductible et tempérée, on peut toujours trouver un z ∈ C× tel que (π, zπ˜) soit unitaire
— on dit alors que (π, zπ˜) est G(F )–irréductible et tempérée.
Pour un caractère λ de T (F ), c’est–à–dire un homomorphisme continu λ : T (F ) → C×,
on note iGB(λ) la série principale associée à λ, c’est–à–dire l’induite parabolique normalisée
de λ à G(F ) suivant B(F ). Si le caractère λ est unitaire, alors iGB(λ) est une représentation
semisimple et tempérée de G(F ).
Soit K1 un sous–groupe hyperspécial de G(F ). Une représentation irréductible (π, V ) de
G(F ) est dite K1–sphérique si le sous–espace V K1 de V formé des vecteursK1–invariants, est
non nul. Soit π une représentation irréductible K1–sphérique de G(F ). Alors π est isomorphe
à un sous–quotient d’une série principale iGB(λ) pour un caractère non ramifié λ de T (F )
uniquement déterminé à conjugaison près par NG(T )(F ), et si de plus π est tempérée, alors
ce caractère λ est unitaire.
Remarque 1. — Soit (π, π˜) une représentation de (G˜(F ), ω), et soit K1 un sous–groupe
hyperspécial de G(F ). Puisque le caractère ω de G(F ) est trivial sur K1, si π est irréductible
et K1–sphérique, alors pour δ1 ∈ NG˜(F )(K1), l’automorphisme π˜(δ1) de l’espace V de π
induit par restriction un automorphisme de V K1 .
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Remarque 2. — Soit λ un caractère unitaire de T (F ), et soit π une sous–représentation
irréductible de iGB(λ). Si π se prolonge en une représentation (π, π˜) de (G˜(F ), ω), alors
l’ensemble
NG˜(F ),ω(λ) = {δ ∈ G˜(F ) : Intδ(T ) = T, λδ = ωλ}
n’est pas vide, et c’est un espace principal homogène pour la multiplication à gauche (ou à
droite) de
NG(F )(λ) = {g ∈ G(F ) : Intg(T ) = T, λg = λ}.
Notons qu’il n’est en général pas possible de prolonger λ en un caractère λ˜ de T˜ (F ), où
(rappel) T˜ est le normalisateur de (B, T ) dans G˜.
On note :
– D(G˜(F ), ω) l’espace des distributions sur G˜(F ) qui sont des combinaisons linéaires
(finies, à coefficients complexes) de traces Θπ˜ où (π, π˜) est une représentation de
(G˜(F ), ω) telle que π est une représentation irréductible tempérée de G(F ) ;
– Dnr(G˜(F ), ω) l’espace des distributions sur G˜(F ) qui sont des combinaisons linéaires
de traces Θπ˜ où (π, π˜) est une représentation de (G˜(F ), ω) telle que π est une sous–
représentation irréductible d’une série principale iGB(λ) pour un caractère unitaire non
ramifié λ de T (F ) ;
– DK(G˜(F ), ω) l’espace des distributions sur G˜(F ) qui sont des combinaisons linéaires
de traces Θπ˜ où (π, π˜) est une représentation de (G˜(F ), ω) telle que π est une repré-
sentation irréductible tempérée K–sphérique de G(F ).
On a donc les inclusions
D
K(G˜(F ), ω) ⊂Dnr(G˜(F ), ω) ⊂D(G˜(F ), ω).
On note aussi :
– Dram(G˜(F ), ω) l’espace des distributions sur G˜(F ) qui sont des combinaisons linéaires
de traces Θπ˜ où (π, π˜) est une représentation de (G˜(F ), ω) telle que π est une représen-
tation irréductible tempérée de G(F ) qui n’est isomorphe à aucune sous–représentation
irréductible d’une série principale iGB(λ) pour un caractère unitaire non ramifié λ de
T (F ).
On a la décomposition
(1) D(G˜(F ), ω) =Dnr(G˜(F ), ω)⊕Dram(G˜(F ), ω).
Notons queD(G˜(F ), ω) est aussi l’espace des distribution sur G˜(F ) qui sont des combinaisons
linéaires de traces Θπ˜ où π˜ est une représentation G(F )–irréductible tempérée de (G˜(F ), ω).
Pour ∗ = ram, nr, K, On note
p∗ : D(G˜(F ), ω)→D∗(G˜(F ), ω)
la projection naturelle (application linéaire) qui envoie Θπ˜ sur Θπ˜ si π˜ est une représentation
G(F )–irréductible tempérée de (G˜(F ), ω) telle que Θπ˜ ∈D∗(G˜(F ), ω), et sur 0 sinon.
3.2. Paramètres de Langlands. — Soit λ un caractère non ramifié de T (F ), c’est–à–dire
un homomorphisme de T (F )/T (F )1 dans C×, où
T (F )1 = T (F ) ∩ T (F nr)1
est le sous–groupe compact maximal de T (F ). Pour t ∈ T (F nr), notons ν(t) l’élément de
Hom(X(T ),Z) donné par
ν(t)(χ) = vF (χ(t)).
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L’application t 7→ ν(t) ainsi définie induit un isomorphisme de T (F )/T (F )1 sur
Hom(X(T ),Z)φ ≃ Xˇ(T )φ ≃ X(Tˆ )φ.
On en déduit isomorphisme
(1) Hom(T (F )/T (F )1,C
×)
≃−→ Hom(X(Tˆ )φ,C×) = Tˆ /(1− φ)(Tˆ ),
qui n’est autre que la restriction de la correspondance de Langlands locale
Hom(T (F ),C×) ≃ H1(WF , Tˆ )
pour le tore T (ici Hom désigne le groupe des homomorphismes continus, et H1 le groupe
des classes de 1–cocycles continus). À un caractère non ramifié λ de T (F ) est associé via
l’isomorphisme (1) un L–homomorphisme (continu) ϕTλ : WF → LT , bien défini à conjugaison
près par Tˆ , et un L–homomorphisme
ϕλ : WF
ϕT−−→ LT →֒ LG.
Par construction, le paramètre ϕλ est non ramifié (c’est–à–dire que son image contient IF ),
et il est tempéré (c’est–à–dire que son image est bornée) si et seulement si le caractère λ est
unitaire. D’autre part, pour un caractère unitaire non ramifié λ de T (F ), la série principale
iGB(λ) a une unique sous–représentation irréductibleK–sphérique. On en déduit une bijection,
disons ϕ 7→ πϕ, entre :
– les classes de Gˆ–conjugaison de paramètres de Langlands ϕ : WF → LG qui sont
tempérés et non ramifiés ;
– les classes d’isomorphisme de représentations irréductibles de G(F ) qui sont tempérées
et K–sphériques.
Via l’isomorphisme de Satake HK → Hˆφ, f 7→ fˆ , cette bijection est donnée par
(2) Θπϕ(f) = fˆ(ϕ(φ)), f ∈ HK ;
où Θπϕ est la distribution trπϕ sur G(F ) définie par la mesure de Haar dg (normalisée par
vol(K, dg) = 1).
Soit π une représentation irréductible de G(F ), tempérée et K–sphérique, de paramètre
ϕ : WF → LG. Supposons que π se prolonge en une représentation (π, π˜) de (G˜(F ), ω).
Écrivons K˜ = Kδ = δK pour un δ ∈ NG˜(F )(K) — par exemple δ = δ◦. L’opérateur π˜(δ)
entrelace ωπ et πδ. Les représentations ωπ et πδ de G˜(F ) sont encore irréductibles, tempérées
et K–sphériques. Or ωπ a pour paramètre a · ϕ où a : WF → Z(Gˆ) est un cocycle dans la
classe de cohomologie a, et πδ a pour paramètre Lθ ◦ ϕ. Posant
S˜ϕ,a = {g˜ ∈ Gˆθˆ : Intg˜ ◦ ϕ = a · ϕ},
on obtient une bijection entre :
– les classes de Gˆ–conjugaison de paramètres de Langlands ϕ : WF → LG qui sont
tempérés, non ramifiés, et tels que S˜ϕ,a n’est pas vide ;
– les classes d’isomorphisme de représentations irréductibles de G(F ) qui sont tempérées,
K–sphériques, et se prolongent en une représentation de (G˜(F ), ω).
Remarque 1. — Pour une représentation irréductible tempérée K–sphérique (π, V ) de
G(F ), on sait que l’espace V K est de dimension 1. Si de plus π se prolonge en une repré-
sentation π˜ de (G˜(F ), ω), on peut normaliser π˜ en imposant que la restriction de π˜(δ) à V K
soit l’identité, c’est–à–dire que Θπ˜(1K˜) = 1. Alors pour toute classe de Gˆ–conjugaison de
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paramètres tempérés non ramifiés ϕ : WF → LG tels que S˜ϕ,a n’est pas vide, notant π˜ϕ le
prolongement normalisé de πϕ à (G˜(F ), ω), on a l’égalité
Θπ˜ϕ(f ∗ 1K˜) = fˆ(ϕ(φ)), f ∈ HK .
Remarque 2. — Supposons que G˜ est à torsion intérieure, c’est–à–dire tel que pour tout
(i.e. pour un) δ ∈ G˜, l’automorphisme Intδ de G est intérieur. Supposons aussi que ω = 1.
L’ensemble Z(G˜,E) attaché à la paire de Borel épinglée E de G est en fait indépendant de
E (c’est l’ensemble des δ ∈ G˜ tels que Intδ est l’identité). En particulier θE = 1 et θˆ = 1.
Écrivons K˜ = Kδ◦ = δ◦K, δ◦ ∈ T˜ (F ) — cf. 2.6. Puisque la restriction de Intδ◦ à T coïncide
avec celle de θE = 1, c’est l’identité. Ainsi tout caractère unitaire λ de T (F ) se prolonge en
un caractère λ˜ de T˜ (F ), et toute représentation irréductible tempérée K–sphérique de G(F )
se prolonge à G˜(F ). Cela correspond au fait que pour un paramètre tempéré non ramifié
ϕ : WF → LG, l’ensemble
Sϕ = {g ∈ Gˆ : Intg ◦ ϕ = ϕ}
n’est pas vide (d’ailleurs c’est un groupe !).
3.3. Transfert spectral. — Soit G′ = (G′,G′, s˜) une donnée endoscopique elliptique non
ramifiée pour (G˜,a), et soit (K′, K˜′) un sous–espace hyperspécial de G˜′(F ) associé à (K, K˜).
On définit comme en 3.2 (pour ω = 1) les espaces
D
K′(G˜′(F )) ⊂Dnr(G˜′(F )) ⊂D(G˜′(F ))
et pour ∗ = ram, nr, K′, on note
p′∗ : D(G˜′(F ))→D∗(G˜′(F ))
la projection naturelle. On fixe comme en 2.6 un isomorphisme G′ ≃ LG′. Soit ϕ′ : WF → LG′
un L–homomorphisme tempéré et non ramifié. On lui associe un L–homomorphisme
ϕ :WF
ϕ′−→ LG′ ≃ G′ →֒ LG.
Soit π′ une représentation irréductible tempérée K′–sphérique de G′(F ) associée à ϕ′, que
l’on prolonge en une représentation (π′, π˜′) de G˜′(F ). C’est possible d’après la remarque 2
de 3.2, puisque G˜′ est à torsion intérieure. Rappelons que pour (g′, w) ∈ G′, on a
Ints˜(g
′, w) = (g′a(w), w).
Par conséquent l’ensemble S˜ϕ,a n’est pas vide (il contient s˜). Soit π une représentation
irréductible tempérée K–sphérique associée à ϕ, que l’on prolonge en une représentation
(π, π˜) de (G˜(F ), ω). On normalise ces prolongements de telle manière que
Θπ˜(1K˜) = Θπ˜′(1K˜′).
D’après les remarques 1 et 2 de 3.2, on a l’égalité
(1) Θπ˜(f ∗ 1K˜) = Θπ˜′(b(f) ∗ 1K˜′), f ∈ HK .
L’égalité (1) définit par linéarité une application de transfert spectral (sphérique)
t = tK,K
′
G′
:DK
′
(G˜′(F ))→DK(G˜(F ), ω).
D’autre part, notons SD(G˜′(F )) le sous–espace de D(G˜(F )) formé des distributions qui
sont stables. D’après [Mœ], qui généralise au cas tordu le résultat d’Arthur [A], l’application
de transfert géométrique
I(G˜(F ), ω)→ SI(G˜′(F ))
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définit dualement une application de transfert spectral (usuel)
T = TG′ : SD(G˜
′(F ))→D(G˜(F ), ω).
Pour toute paire (f, f ′) ∈ C∞c (G˜(F )) × C∞c (G˜′(F )) tel que f ′ soit un transfert de f (2.7),
on a l’égalité
(2) T(Θ′)(f) = Θ′(f ′), Θ′ ∈ SD(G˜′(F )).
Remarque. — Ces deux homomorphismes de transfert spectral
t : DK
′
(G˜′(F ))→DK(G˜(F ), ω), T : SD(G˜′(F ))→D(G˜(F ), ω),
dépendent du choix du sous–espace hyperspécial (K, K˜) de G˜(F ), qui détermine la classe de
conjugaison dans G′AD(F ) du sous–espace hyperspécial (K
′, K˜′) de G˜′(F ), et le facteur de
transfert normalisé ∆ : D(G′)→ C×.
Le théorème 2 de 2.8 pour la donnée G′ = (G′,G′, s˜) équivaut au théorème suivant.
Théorème. — Le diagramme suivant
SD(G˜′(F ))


//
T

D(G˜′(F ))
p′K
′
// DK
′
(G˜′(F ))
t

D(G˜(F ), ω)
pK
// DK(G˜(F ), ω)
est commutatif.
3.4. Transfert spectral elliptique. — Reprenons les notations et les définitions de 2.9.
Soit M˜ ∈ L(T˜ , ω). Choisissons une paire parabolique (P,M) de G, semi–standard et définie
sur F , telle M˜ = M˜P . Pour une représentation (σ, σ˜) de (M˜(F ), ω), notons iG˜P˜ (σ, σ˜), ou
simplement iG˜
P˜
(σ˜), l’induite parabolique normalisée de (σ, σ˜) à G˜(F ) suivant P˜ (F ). C’est
une représentation de (G˜(F ), ω), et la représentation de G(F ) sous–jacente est l’induite
parabolique normalisée iGP (σ) de σ à G(F ) suivant P (F ). Soit (Q,M) une autre paire
parabolique semi–standard de G, définie sur F et telle que M˜Q = M˜ . On définit de la
même maniere l’induite parabolique normalisée iG˜
Q˜
(σ, σ˜) de (σ, σ˜) à G˜(F ) suivant Q˜(F ). Si
de plus la représentation σ de G(F ) est admissible, alors on a l’égalité des traces
ΘiG˜
P˜
(σ˜) = ΘiG˜
Q˜
(σ˜).
D’où une application linéaire
i
G˜
M˜
: D(M˜(F ), ω)→D(G˜(F ), ω),
donnée par
i
G˜
M˜
(Θσ˜) = ΘiG˜
P˜
(σ˜)
pour toute représentation (σ, σ˜) de (M˜(F ), ω) telle que σ est une représentation irréductible
tempérée de M(F ), et toute paire parabolique semi–standard (P,M) de G, définie sur F et
telle que M˜P = M˜ .
Dans [W, 2.12] est défini un sous–espace Dell(G˜, ω) de D(G˜(F ), ω), identifié dans [Mœ,
1.7] à l’espace des distributions sur G˜(F ) qui sont des combinaisons linéaires de traces Θπ˜ où
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π˜ est une représentation G(F )–irréductible supertempérée de (G˜(F ), ω). Pour M˜ ∈ L(T˜ , ω),
on a aussi un sous–espace Dell(M˜(F ), ω) de D(M˜(F ), ω). Le groupe
NG(F )(M˜) = {g ∈ G(F ) : Intg(M˜) = M˜}
opère naturellement sur D(M˜(F ), ω) : pour n ∈ NG(F )(M˜) et Θ ∈D(M˜(F ), ω), on note nΘ
la distribution sur M˜(F ) donnée par
nΘ(f) = ω−1(n)Θ(fn), fn = f ◦ Intn, f ∈ C∞c (M˜(F ), ω).
Cette action se factorise en une action de
WG(M˜) = NG(F )(M˜)/M(F )
sur D(M˜(F ), ω), qui stabilise Dell(M˜(F ), ω). On note Dell(M˜(F ), ω)W
G(M˜) le sous–espace
de Dell(M˜(F ), ω) formé des invariants sous WG(M˜). Posons W˜ =WG(T˜ ). Ce groupe opère
naturellement, c’est–à–dire par conjugaison, sur l’ensemble L(T˜ , ω). D’après la proposition
de [W, 2.12], on a la décomposition en somme directe
(1) D(G˜(F ), ω) = ⊕
M˜∈L(T˜ ,ω)/W˜
i
G˜
M˜
(Dell(M˜(F ), ω)
WG(M˜)),
où L(T˜ , ω)/W˜ désigne un système de représentants des W˜ –orbites dans L(T˜ , ω).
Remarque 1. — Supposons que G˜ est à torsion intérieure, et que ω = 1. Alors à tout
F–Levi M de G est associé un F–Levi M˜ de G˜ : on choisit un sous–groupe parabolique P
de G, défini sur F et de composante de Levi M , et l’on pose M˜ = NG˜(P,M). Cet espace
M˜ dépend seulement de M , et pas du choix de P . Ainsi l’ensemble L(T˜ ) des F–Levi semi–
standards de G˜ s’identifie à l’ensemble L(T ) des F–Levi semi–standards de G, et W˜ est le
groupe de Weyl W de G. Pour M ∈ L(T ), on pose
SDell(M˜(F )) = SD(M˜(F )) ∩Dell(M˜(F )).
Le groupe WG(M˜) stabilise SDell(M˜(F )). On note SDell(M˜(F ))W
G(M˜) le sous–espace de
SDell(M˜(F )) formé des invariants sous WG(M˜). Alors d’après le corollaire de [Mœ, 2.1],
la décomposition (1) entraîne la décomposition
(2) SD(G˜(F )) = ⊕M∈L(T )/W iG˜M˜ (SDell(M˜(F ))W
G(M˜)).
Soit G′ = (G′,G′, s˜) une donnée endoscopique elliptique non ramifiée pour (G˜,a). On
pose Gˆ′ = Gˆs˜. On fixe des paires de Borel épinglées compatibles Eˆ = (Bˆ, Tˆ , {Eˆα}α∈∆ˆ) de Gˆ
et Eˆ′ = (Bˆ′, Tˆ ′, {Eˆ′α}α∈∆ˆ′) de Gˆ′, et l’on normalise les actions galoisiennes σ 7→ σG sur Gˆ
et σ 7→ σG′ sur Gˆ′ de manière à ce qu’elles préservent ces paires — cf. 2.3. On a aussi un
automorphisme θˆ de Gˆ qui préserve Eˆ et commute à l’action galoisienne σ 7→ σG. Rappelons
que l’élément s˜ appartient à Tˆ θˆ. Soit (B′, T ′) une paire de Borel de G′ définie sur F , et soit
T˜ ′ le normalisateur de (B′, T ′) dans G˜′. Puisque G˜′ est à torsion intérieure, l’espace T˜ ′ ne
dépend pas du sous–groupe de Borel B′ de G′, défini sur F et de composante de Levi T ′. En
fait on a
T˜ ′ = T ′ ×Z(G) Z(G˜,E)) (= T ′ ×Z(G′) Z(G˜′,E)).
D’après la remarque 1, on a décomposition en somme directe
(2)′ SD(G˜′(F )) = ⊕M′∈L(T ′)/W ′iG˜
′
M˜′
(SDell(M˜
′(F ))W
G′ (M˜′)),
où M˜ ′ est le F–Levi semi–standard de G˜′ associé à M ′ (il est donné par M˜ ′ = NG˜′(P ′,M ′)
pour un sous–groupe parabolique P ′ de G′, défini sur F et de composante de Levi M ′).
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D’après le théorème de [Mœ, 3], le transfert spectral (usuel) TG′(Θ
′) d’une distribution
Θ′ ∈ SDell(G˜′(F )) appartient à Dell(G˜(F ), ω). D’où une application de transfert spectral
elliptique
TG′,ell : SDell(G˜
′(F ))→Dell(G˜(F ), ω).
D’ailleurs dans [A] puis [Mœ], c’est cette application de transfert spectral elliptique qui est
établie en premier, et ensuite étendue à SD(G˜′(F )) grâce aux décompositions (1) et (2)′.
Soit M ′ ∈ L(T ′). Quitte à remplacer M ′ par un conjugué par un élément de W ′, on
peut supposer que c’est un F–Levi standard de G′, c’est–à–dire qu’il existe un sous–groupe
parabolique P ′ de G′, défini sur F et de composante de Levi M ′, qui contient B′ (on a donc
P ′ = M ′UB′). Soit M˜
′ = NG˜′(P
′,M ′) le F–Levi de G˜′ associé à M ′. Soit (Pˆ ′, Mˆ ′) la paire
parabolique standard — c’est–à–dire contenant (Bˆ′, Tˆ ′) — de Gˆ′ associée à (P ′,M ′). Elle
est définie sur F . Remplaçons Gˆ′ par Mˆ ′ dans les constructions de 2.10. Notons Mˆ , M, M˜
les commutants de Z(Mˆ ′)ΓF ,◦ dans Gˆ, LG, LG˜. Le groupe Mˆ est un sous–groupe de Levi
semi–standard de Gˆ, défini sur F et θˆ–stable. Fixons un cocaractère x ∈ Xˇ(Z(Mˆ ′)ΓF ,◦) en
position générale. Il détermine un sous–groupe parabolique Pˆ de Gˆ, engendré par Mˆ et les
sous–groupes radiciels de Gˆ associés aux racines α de Tˆ telles que 〈α, x〉 > 0. Posons P = PˆM
et P˜ = PˆM˜. D’après [Stab I, 3.4], le couple (P˜, M˜) est une paire parabolique de LG˜ : on a
P = Pˆ ⋊WF , M = Mˆ ⋊WF ,
P˜ est le normalisateur de P dans LG˜, M˜ est le normalisateur de (P,M) dans LG˜, et P˜ n’est
pas vide (il contient s˜). D’après [Stab I, 3.1, (4)], la paire (Pˆ , Mˆ) est conjuguée dans Gˆ à
une paire parabolique standard de Gˆ, définie sur F et θˆ–stable. Quitte à effectuer une telle
conjugaison, on peut supposer que la paire (Pˆ , Mˆ) est elle–même standard, définie sur F et
θˆ–stable. Alors on a
P˜ = (Pˆ ⋊WF )
Lθ, M˜ = (Mˆ ⋊WF )
Lθ.
À (Pˆ , Mˆ) correspond une paire parabolique standard (P,M) de G, qui est définie sur F et
θE–stable (cf. la remarque de 2.9). Soit (P˜ , M˜) la paire parabolique standard de G˜ associée
à (P,M), c’est–à–dire que P˜ = NG˜(P ) et M˜ = NG˜(P,M). Elle est définie sur F , et l’on a
P˜ = Pδ◦, M˜ =Mδ◦.
L’espace tordu (M,M˜) vérifie les trois hypothèses de 2.1. Le groupe M s’identifie au L–
groupe LM , et M˜ s’identifie au L–espace tordu LM˜ = LMLθ. Notons aM l’image de a par
l’homomorphisme naturel
H1(WF , Z(Gˆ))→ H1(WF , Z(Mˆ)),
c’est–à–dire la classe de cohomologie (non ramifiée) correspondant au caractère ω restreint
à M(F ). Posons M′ = G′ ∩M. Alors M ′ = (M ′,M′, s˜) est une donnée endoscopique non
ramifiée pour (M˜,aM ). Puisque
Z(Mˆ ′)ΓF ,◦ = [Z(Mˆ)θˆ]ΓF ,◦,
cette donnée est elliptique. D’après 2.9, la paire (KM , K˜M ) définie par
KM = K ∩M(F ), K˜M = K˜ ∩ M˜(F ) (= KMδ◦ = δ◦KM ),
est un sous–espace hyperspécial de M˜(F ). Soit DM˜ (M ′) le sous–ensemble de M˜ ′(F )×M˜(F )
obtenu en remplaçant (G˜,G′) par (M˜,M ′) dans la définition de D(G′). D’après le lemme
de [Stab I, 6.2], l’ensemble DM˜ (M ′) n’est pas vide. D’après [Stab I, 6.2, 6.3], à (KM , K˜M )
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sont associés un sous–espace hyperspécial (K′M , K˜
′
M ) de M˜
′(F ), bien défini à conjugaison
près par M ′AD(F ), et un facteur de transfert normalisé
∆M˜ : DM˜ (M ′)→ C×.
En remplaçant G˜ par M˜ dans la relation (2) de 2.6, on voit que le caractère ω est trivial
sur Z(M ;F )θM . La paire (M˜,aM ) vérifie donc les trois hypothèses de 2.6. En particulier le
F–Levi M˜ de G˜ appartient à L(T˜ , ω).
En remplaçant (G˜,G′) par (M˜,M ′), (K, K˜) par (KM , K˜M ) et (K′, K˜′) par (K′M , K˜
′
M ),
dans les définitions de t, T, pK , p′K
′
, on définit les homomorphismes de transfert sphérique
et usuel
t
M˜ = t
M˜;KM ,K
′
M
M ′
: DK
′
M (M˜ ′(F ))→ DKM (M˜(F ), ω),
T
M˜ = TM˜M ′ : SD(M˜
′(F ))→D(M˜(F ), ω),
et les projections naturelles
pKM : D(M˜(F ), ω)→DKM (M˜(F ), ω),
p′K
′
M :D(M˜ ′(F ))→DK′M (M˜ ′(F )).
Lemme. — On a :
(i) t ◦ p′K′ ◦ iG˜′
M˜′
= pK ◦ iG˜
M˜
◦ tM˜ ◦ p′K′M :D(M˜ ′(F ))→DK(G˜(F ), ω).
(ii) T ◦ iG˜′
M˜′
= iG˜
M˜
◦TM˜ : SD(M˜ ′(F ))→D(G˜(F ), ω).
(iii) pK ◦ iG˜
M˜
= pK ◦ iG˜
M˜
◦ pKM : D(M˜(F ))→DK(G˜(F ), ω)
Démonstration. — Prouvons (i). L’homomorphisme de transfert spectral sphérique tM˜ est
donné par
t
M˜ (Θ′)(h ∗ 1K˜M ) = Θ
′(bM (h) ∗ 1K˜′
M
), Θ′ ∈ DK′M (M˜ ′(F )), h ∈ HKM ,
où bM : HKM → HK′M est l’homomorphisme défini comme en 2.8, en remplaçant (G˜,G
′)
par (M˜,M ′) et (K,K′) par (KM ,K′M ). Pour Θ
′ ∈D(M˜ ′(F )) et f ∈ HK , on a
pK ◦ iG˜
M˜
◦ tM˜ ◦ p′K′M (Θ′)(f ∗ 1K˜) = iG˜M˜ ◦ tM˜ ◦ p′K
′
M (Θ′)(f ∗ 1K˜)
= tM˜ ◦ p′K′M (Θ′)((f ∗ 1K)P˜ ,ω)
= tM˜ ◦ p′K′M (Θ′)(fP,ω ∗ 1K˜M )
= p′K
′
M (Θ′)(bM (fP,ω) ∗ 1K˜′
M
)
= Θ′(bM (fP,ω) ∗ 1K˜′
M
).
On a les diagrammes commutatifs suivants
HK ≃ //
b

Hˆφ
bˆ

HK′ ≃ // Hˆ′φ
, HKM ≃ //
bM

HˆMφ
bˆM

HK′
M
≃
// HˆM′φ
,
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où les flèches horizontales sont les isomorphismes de Satake, et les flèches bˆ et bˆM sont les
homomorphismes de restriction. On a aussi les diagrammes commutatifs suivants
HK ≃ //
a

Hˆφ
aˆ

HKM ≃ // HˆMφ
, HK′ ≃ //
a′

Hˆ′φ
aˆ′

HK′
M
≃
// HˆM′φ
,
où les flèches horizontales sont les isomorphismes de Satake, les flèches a et a′ sont les
homomorphismes terme constant (suivant (P, ω) et suivant P ′), et les flèches aˆ et aˆ′ sont les
homomorphismes de restriction. Puisque aˆ′ ◦ bˆ = bˆM ◦ aˆ, on a
a′ ◦ b = bM ◦ a.
Par conséquent bM (hP,ω) = b(h)P ′ , et
Θ′(bM (fP,ω) ∗ 1K˜′
M
) = Θ′(b(f)P ′ ∗ 1K˜′
M
)
= Θ′((b(f) ∗ 1K˜′)P˜ ′)
= iG˜
′
M˜′
(Θ′)(b(f) ∗ 1K˜′)
= p′K
′ ◦ iG˜′
M˜′
(Θ′)(b(h) ∗ 1K˜′)
= t ◦ p′K′ ◦ iG˜′
M˜′
(Θ′)(h ∗ 1K˜),
ce qui démontre (i).
Prouvons (ii). L’homomorphisme de transfert spectral usuel TM˜ est donné par
T
M˜ (Θ′)(h) = Θ′(h′), Θ′ ∈ SD(M˜ ′(F )), h ∈ C∞c (M˜(F )),
où h′ ∈ C∞c (M˜ ′(F )) est un transfert de h. Pour Θ′ ∈ SD(G˜′(F )) et f ∈ C∞c (G˜(F )), si
f ′ ∈ C∞c (G˜′(F )) est un transfert de f , alors le terme constant f ′P˜ ′ ∈ C∞c (M˜ ′(F )) de f ′
(suivant P˜ ′) est un transfert de fP˜ ,ω, et
i
G˜
P˜
◦TM˜ (Θ′)(f) = TM˜ ◦Θ′(fP˜ ,ω)
= Θ′(f ′
P˜ ′
)
= iG˜
′
P˜ ′
(Θ′)(f ′)
= T ◦ iG˜′
P˜ ′
(Θ′)(f).
Prouvons (iii). Pour Θ ∈ D(M˜(F )) et f ∈ HK , puisque (f ∗ 1K)P˜ ,ω = fP,ω ∗ 1K˜M est
dans HKM ∗ 1K˜M , on a
pK ◦ iG˜
M˜
(Θ)(f ∗ 1K) = Θ((f ∗ 1K)P˜ ,ω)
= pKM ◦Θ((f ∗ 1K)P˜ ,ω)
= pK ◦ iG˜
M˜
◦ pKM (Θ)(f ∗ 1K),
ce qui démontre (iii).
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D’après le lemme, si le diagramme suivant
(3) SDell(M˜
′(F ))


//
T
M˜

D(M˜ ′(F ))
p
′K′M
// DK
′
M (M˜ ′(F ))
t
M˜

Dell(M˜(F ), ω)
pKM
// DKM (M˜(F ), ω)
est commutatif, alors le diagramme suivant
(4) iG˜
′
M˜′
(SDell(M˜
′(F )))


//
T

iG˜
′
M˜′
(D(M˜ ′(F )))
p′K
′
// DK
′
(G˜′(F )))
t

iG˜
M˜
(Dell(M˜(F ), ω))
pK
// DK(G˜(F ), ω))
l’est aussi.
Rappelons que le groupe de Weyl W ′ de G′ s’identifie à un sous–groupe de W θE . Comme
W θE est contenu dans W˜ = NG(F )(T˜ )/T (F ), l’application
L(T ′)→ L(T˜ , ω), M ′ 7→ M˜
induit par passage aux quotients une application
L(T ′)/W ′ → L(T˜ , ω)/W˜ , M ′ 7→ M˜.
D’après les décompositions (1) et (2)′, si pour chaque F–Levi M ′ ∈ L(T ′), le diagramme (3)
est commutatif, alors le diagramme du théorème de 3.3 l’est aussi (i.e. le théorème est vrai).
On est donc ramené à prouver que le diagramme suivant
(5) SDell(G˜
′(F ))


//
T

D(G˜′(F ))
p′K
′
// DK
′
(G˜′(F ))
t

Dell(G˜(F ), ω)
pK
// DK(G˜(F ), ω)
est commutatif.
Remarque 2. — Soit a :WF → Z(Gˆ) un cocycle dans la classe de cohomologie a. Alors
aM : WF → Z(Gˆ) →֒ Z(Mˆ) est un cocycle dans la classe de cohomologie aM . D’après
3.2, on a une bijection ϕM 7→ πϕM entre les classes de Mˆ–conjugaison de L–homorphismes
ϕM :WF → LM qui sont tempérés, non ramifiés, et tels que l’ensemble
S˜ϕM ,aM = {m˜ ∈ Mˆθˆ : Intm˜ ◦ ϕM = aM · ϕM}
n’est pas vide, et les classes d’isomorphisme de représentations irréductibles de M(F ) qui
sont tempérées, KM–sphériques et se prolongent en une représentation de (M˜(F ), ω). On
note π˜ϕM le prolongement de πϕM à (M˜(F ), ω) normalisé comme dans la remarque (1) de
3.2, c’est–à–dire par Θπ˜ϕM (1K˜M ) = 1. Pour un L–homomorphisme ϕM : WF →
LM , on
note ϕGM : WF → LG le L–homomorphisme obtenu en composant ϕM avec LM →֒ LG. Si
ϕM est tempéré et non ramifié, alors ϕGM l’est aussi. D’autre part pour ϕ = ϕ
G
M , on a l’égalité
S˜ϕM ,aM = S˜ϕ,a ∩ Mˆ θˆ.
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Si de plus S˜ϕM ,aM n’est pas vide, alors S˜ϕ,a ne l’est pas non plus, et l’on a
pK ◦ iG˜
M˜
(Θπ˜ϕM ) = Θπ˜ϕ ,
où π˜ϕ est le prolongement de πϕ à (G˜(F ), ω) normalisé par Θπ˜ϕ(1K˜) = 1.
4. Réduction au cas où la donnée endoscopique est un tore
4.1. Des décompositions. — Les arguments permettant de prouver la commutativité du
diagramme (5) de 3.4 ont été brièvement décrits dans l’introduction. Ces arguments utilisent
des résultats fins qui seront prouvés dans la section 5, ainsi que les décompositions des espaces
Dell(G˜(F ), ω) et SD(G˜′(F )) en partie non ramifiée et partie ramifiée, qui seront démontrées
plus loin. On donne ces décompositions dans ce numéro, de manière à fixer les notations.
Pour ∗ = ram, nr, on pose
D
∗
ell(G˜, ω) =Dell(G˜(F ), ω) ∩D∗(G˜(F ), ω).
La décomposition (1) de 3.3 donne par restriction une décomposition (cf. 4.3)
(1) Dell(G˜(F ), ω) =D
nr
ell(G˜(F ), ω)⊕Dramell (G˜(F ), ω).
De même, siG′ = (G′, G˜, s˜) est une donnée endoscopique elliptique non ramifiée pour (G˜,a),
on pose
SD
∗
ell(G˜
′(F )) = SDell(G˜
′(F )) ∩D∗(G˜′(F )), ∗ = ram, nr.
Alors on a la décomposition (cf. 4.8)
(2) SDell(G˜
′(F )) = SDnrell(G˜
′(F ))⊕ SDramell (G˜′(F )).
De plus, on distingue deux cas : ou bien G′ n’est pas un tore, auquel cas SDnrell(G˜
′(F )) = {0} ;
ou bien G′ = T ′ est un tore, auquel cas pour ∗ = nr, ram, on a SD∗ell(T˜ ′(F )) = D∗(G˜′(F ))
et la décomposition (2) n’est autre que la décomposition (1) de 3.3. Les résultats fins de la
section 5 concernent le cas où le groupe G′ est un tore. Ils sont utilisés en 4.12 pour prouver
la commutativité du diagramme (5) de 3.4 (pour tout G′).
4.2. R–groupes tordus. — Rappelons les constructions de [W, 2.8–2.12]. Soit M un F–
Levi semi–standard de G, et soit σ une représentation irréductible et de la série discrète de
M(F ). On note NG˜,ω(σ) l’ensemble (noté NG˜(σ) dans loc. cit.) des couples (A, γ) où A est
un automorphisme unitaire de l’espace Vσ de σ et γ est un élément de NG˜(F )(M) tels que A
entrelace σγ = σ ◦ Intγ et ωσ = ω ⊗ σ, c’est–à–dire tels que
σ(Intγ(m)) ◦ A = ω(m)A ◦ σ(m), m ∈M(F ).
Le groupe NG(σ), défini de la même manière en remplaçant (G˜, ω) par (G, 1), opère à gauche
et à droite sur NG˜,ω(σ) par
N
G(σ)×NG˜,ω(σ)×NG(σ) → NG˜,ω(σ),
((A′, n′), (A, γ), (A′′, n′′)) 7→ (ω(n′′)A′ ◦ A ◦ A′′, n′γn′′).
Cela fait de l’ensemble NG˜,ω(σ), s’il n’est pas vide, un espace tordu sous NG(σ).
Soit P un sous–groupe parabolique de G défini sur F et de composante de Levi M . On
peut former l’induite parabolique normalisée π = iGP (σ) de σ àG(F ). C’est une représentation
tempérée de G(F ). À tout élément (A,n) de NG(σ) est associé en [W, 1.9–1.11] un opérateur
d’entrelacement normalisé rP (A,n) de l’espace Vπ de π, c’est–à–dire tel que
rP (A,n) ◦ π(g) = π(g) ◦ rP (A,n), g ∈ G(F ).
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L’application (A,n) 7→ rP (A,n) est une représentation unitaire de NG(σ), et si l’on remplace
P par un autre sous–groupe parabolique P ′ de G défini sur F et de composante de Levi M ,
alors les représentations rP et rP ′ de N
G(σ) sont équivalentes. Le sous–groupe de NG(σ)
formé des (A,n) tels que rP (A,n) est l’identité de Vπ ne dépend donc pas de P . On le note
N
G
0 (σ). Ce groupe N
G
0 (σ) contient M(F ), identifié à un sous–groupe distingué de N
G(σ) via
l’application m 7→ (σ(m),m). Notons WG(σ) le groupe quotient NG(σ)/M(F ), et WG(σ) le
groupe quotient NG(F )(σ)/M(F ), où l’on a posé
NG(F )(σ) = {g ∈ G(F ) : gMg−1 =M, σg ≃ σ}.
La projection sur le second facteur induit une suite exacte courte
(1) 1→ U→WG(σ)→WG(σ)→ 1,
où (rappel) U est le groupe des nombres complexes de modules 1. Via cette suite, le groupe
quotient NG0 (σ)/M(F ) ⊂ WG(σ) s’identifie à un sous–groupe distingué de WG(σ), disons
WG0 (σ). Posons
R
G(σ) = WG(σ)/WG0 (σ), R
G(σ) =WG(σ)/WG0 (σ).
Alors RG(σ) est le R–groupe de σ, et la suite (1) induit une suite exacte courte
(2) 1→ U→ RG(σ)→ RG(σ)→ 1.
La représentation rP de NG(σ) se quotiente en une représentation de RG(σ) telle que tout
élément z ∈ U opère sur Vπ par l’homothétie des rapport z. Une représentation vérifiant une
telle condition d’homothétie est appelée U–représentation. On note Irr(RG(σ)) l’ensemble
des classes d’isomorphisme de U–représentations irréductibles de RG(σ). D’après la théorie
du R–groupe, il existe une bijection ρ 7→ πρ de Irr(RG(σ)) sur l’ensemble Πσ des classes
d’isomorphisme représentations irréductibles de G(F ) qui sont des sous–représentations de
π (= iGP (σ)), de sorte que la représentation rP ⊗ π de RG(σ)×G(F ) se décompose en
(3) rP ⊗ π ≃ ⊕ρ∈Irr(RG(σ)) ρ⊗ πρ.
La correspondance ρ 7→ πρ ne dépend pas de P — cf. [W, 1.11].
Supposons que l’ensemble NG˜,ω(σ) n’est pas vide. En [W, 2.8] est défini une application
∇˜P de NG˜,ω(σ) dans le groupe des automorphismes unitaires de l’espace Vπ vérifiant, pour
(A,γ) ∈ NG˜,ω(σ) :
– pour g ∈ G(F ), on a
(4) π(Intγ(g)) ◦ ∇˜P (A,γ) = ∇˜P (A,γ) ◦ (ωπ)(g);
– pour (A′, n′), (A′′, n′′) ∈ NG(σ) tels que (A′, n′)(A, γ) = (A,γ)(A′′, n′′), on a
(5) rP (A
′, n′) ◦ ∇˜P (A,γ) = ∇˜P (A,γ) ◦ rP (A′′, n′′).
Les orbites dans NG˜,ω(σ) pour l’action de M(F ) ⊂ NG(σ) sont les mêmes que l’on considère
l’action à gauche ou celle à droite. On note WG˜,ω(σ) l’ensemble de ces orbites. D’après (5),
les orbites dans WG˜,ω(σ) pour l’action deWG0 (σ) ⊂WG(σ) sont les mêmes que l’on considère
l’action à gauche ou celle à droite. On note RG˜,ω(σ) l’ensemble de ces orbites. C’est un espace
tordu sous RG(σ). Posons W G˜,ω(σ) = NG˜(F ),ω(σ)/M(F ), où
NG˜(F ),ω(σ) = {γ ∈ G˜(F ) : Intγ(M) =M, σγ ≃ ωσ},
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et RG˜,ω(σ) = W G˜,ω(σ)/WG0 (σ). On a une application surjective R
G˜,ω(σ) → RG˜,ω(σ) dont
les fibres sont isomorphes à U. Si g ∈ G(F ) est tel queM ′ = gMg−1 est semi–standard, alors
notant σ′ la représentation gσ = σ ◦ Intg−1 de M ′(F ), l’application
N
G˜,ω(σ)→ NG˜,ω(σ′), (A,γ) 7→ (ω(g)A,gγg−1)
est bijective, et se quotiente en des applications bijectives
R
G˜,ω(σ)→ RG˜,ω(σ′), RG˜,ω(σ)→ RG˜,ω(σ′).
On note encore Intg toutes ces applications, et pour r˜ ∈ RG˜,ω(σ), on dit que les triplets
(M,σ, r˜) et (M ′, σ′, Intg(r˜)) sont conjugués (par g).
Une U–représentation ρ˜ de RG˜,ω(σ) est par définition la donnée d’un couple (ρ, ρ˜) où ρ est
une U–représentation unitaire de longueur finie de RG(σ), et ρ˜ est une application de RG˜,ω(σ)
dans le groupe des automorphismes unitaires de l’espace Vρ de ρ vérifiant la condition
ρ˜(r′r˜r′′) = ρ(r′)ρ˜(r˜)ρ(r′′), r˜ ∈ RG˜,ω(σ), r′, r′′ ∈ RG(σ).
On note Irr(RG˜,ω(σ)) l’ensemble des classes d’isomorphisme de U–représentations (ρ, ρ˜) de
R
G˜,ω(σ) qui sont RG(σ)–irréductibles, c’est–à–dire telles que ρ est irréductible. Si (ρ, ρ˜) est
une U–représentation de RG˜,ω(σ), alors pour z ∈ U, (ρ, zρ˜) en est une autre. Tout élément
r˜ de RG˜,ω(σ) détermine un U–automorphisme Intr˜ de RG(σ) par la formule r˜r = Intr˜(r)r˜.
La classe de cet automorphisme Intr˜ modulo les automorphismes intérieurs ne dépend pas
du choix de r˜. On la note θR. L’application (ρ, ρ˜) 7→ ρ induit une bijection entre :
– l’ensemble Irr(RG˜,ω(σ))/U des orbites de U dans Irr(RG˜,ω(σ)) ;
– l’ensemble Irr(RG(σ), θR) des classes d’isomorphismes de U–représentations irréduc-
tibles ρ de RG(σ) telles que ρ ◦ θR ≃ ρ.
Reprenons la décomposition (3) de rP ⊗ π. Notons θ la classe de l’automorphisme Intγ
de G(F ) pour γ ∈ G˜(F ) modulo les automorphismes intérieurs Intg pour g ∈ G(F ). Soit
ρ ∈ Irr(RG(σ)). D’après (5), pour (A, γ) ∈ NG˜,ω(σ), l’automorphisme ∇˜P (A,γ) de Vπ envoie
la composante ρ–isotypique ρ ⊗ πρ sur la composante (ρ ◦ θR)–isotypique (ρ ◦ θR) ⊗ πρ◦θR ,
et d’après (4), on a πρ◦θR ◦ θ ≃ ω ⊗ πρ. En particulier, on a πρ ◦ θ ≃ ω ⊗ πρ si et seulement
si ρ appartient à Irr(RG(σ), θR). Supposons que tel est le cas, et choisissons un élément
ρ˜ ∈ Irr(RG˜,ω(σ)) dans la U–orbite correspondant à ρ. Alors il existe une unique représentation
π˜ρ˜ de (G˜(F ), ω) prolongeant πρ et telle que pour tout (A, γ) ∈ NG˜,ω(σ), la restriction de
∇˜P (A, γ) à l’espace de ρ⊗πρ soit égale à ρ˜(r˜)⊗π˜ρ˜(γ), où r˜ est l’image de (A, γ) dans RG˜,ω(σ).
À multiplication près par un élément de U, la représentation (G(F )–irréductible, tempérée)
π˜ρ˜ de (G˜(F ), ω) ne dépend que de ρ, et pas du choix de ρ˜. On obtient ainsi une bijection
ρ 7→ [π˜ρ] de Irr(RG(σ), θR) sur les orbites de U dans l’ensemble Π˜σ des classes d’isomorphisme
de représentations tempérées (π′, π˜′) de (G˜(F ), ω) telles que π′ est une sous–représentation
irréductibles de π (= iGP (σ)). Comme pour la correspondance ρ 7→ πρ, cette correspondance
ρ 7→ [π˜ρ] ne dépend pas du choix de P (défini sur F et de composante de Levi M).
En résumé, à un triplet (M,σ, ρ) formé d’un F–Levi semi–standard M de G, d’une
représentation irréductible et de la série discrète σ de M(F ) telle que NG˜,ω(σ) 6= ∅, et
d’un élément ρ ∈ RG(σ, θR), est associé un élément de Π˜σ/U — c’est–à–dire une U–orbite
de classes d’isomorphisme de représentations G(F )–irréductibles et tempérées de (G˜(F ), ω).
Cette U–orbite détermine une droite dans D(G˜(F ), ω), que l’on note DM,σ,ρ. Deux tels
triplets (M,σ, ρ) et (M ′, σ′, ρ′) sont dits conjugués par g ∈ G(F ) si gMg−1 = M ′, gσ ≃ σ′
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et gρ = ρ′, où gρ = ρ ◦ Intg−1 , l’isomorphisme Intg−1 : RG(σ′) → RG(σ) provenant par
passage au quotient de l’isomorphisme (A,n) 7→ (A, g−1ng) de NG(σ′) sur NG(σ). Notons
que si ρ˜ ∈ Irr(RG˜,ω(σ)) est un prolongement de ρ, alors gρ˜ = ρ˜ ◦ Intg−1 ∈ Irr(RG˜,ω(σ′)) est
un prolongement de ρ′, disons ρ˜′. De plus posant, posant P ′ = gPg−1 et π′ = iGP ′(σ
′), les
représentations π˜ρ˜ et π˜′ρ˜′ de (G˜(F ), ω) sont isomorphes, où π˜
′
ρ˜′ est le prolongement de π
′
ρ′ à
(G˜(F ), ω) associé à ρ˜′ comme ci–dessus. On obtient ainsi une décomposition
(6) D(G˜(F ), ω) = ⊕(M,σ,ρ)/conj. DM,σ,ρ
où (M,σ, ρ) parcourt les classes de G(F )–conjugaison de triplets comme ci–dessus.
4.3. Triplets elliptiques essentiels. — La décomposition (6) de 4.2 n’est pas compatible
à l’induction parabolique. Pour en déduire une décomposition de Dell(G˜(F ), ω), il faut
commencer par la modifier [W, 2.9]. Soit (M,σ) un couple formé d’un F–Levi semi–standard
M et d’une représentation irréductible et de la série discrète σ de M(F ) telle que NG˜,ω(σ)
n’est pas vide. Fixons un sous–groupe parabolique P de G, défini sur F et de composante
de Levi M , et posons π = iGP (σ). Un élément (A, γ) ∈ NG˜,ω(σ) définit un prolongement
(tempéré) π˜ = π˜A,γ de π à (G˜(F ), ω) par la formule
π˜(gγ) = π(g) ◦ ∇˜(A, γ), g ∈ G(F ).
Cette représentation, qui n’est en général pas irréductible (encore moins G(F )–irréductible),
ne dépend pas vraiment de (A,γ), mais seulement de l’image r˜ de (A, γ) dans RG˜,ω(σ). Elle
ne dépend donc que du triplet τ = (M,σ, r˜), et on peut la noter π˜τ . La classe d’isomorphisme
de π˜τ ne dépend en fait pas de P , mais seulement de la classe de G(F )–conjugaison du triplet
τ (cf. 4.2 pour cette notion de conjugaison). Pour z ∈ U, notant zτ le triplet (M,σ, zr˜), on
a π˜zτ = zπ˜τ . S’il existe un z ∈ Ur{1} tel que zr˜ = r−1r˜r pour un r ∈ RG(σ) — auquel cas
on a zπ˜τ ≃ π˜τ et le caractère de π˜τ est nul —, on dit que le triplet τ est inessentiel. Dans le
cas contraire, on dit que le triplet τ est essentiel. On note E(G˜, ω) l’ensemble des triplets τ
qui sont essentiels — il est stable pour l’action de U —, et E(G˜, ω) = E(G˜, ω)/U le quotient
de E(G˜, ω) par l’action de U. Ce quotient s’identifie à l’ensemble des triplets (M,σ, r˜) où
(M,σ) est un couple comme ci–dessus, et r˜ est un élément de RG˜,ω(σ) qui se relève en un
élément r˜ de RG˜,ω(σ) tel que le triplet (M,σ, r˜) est essentiel.
D’après la proposition de [W, 2.9], pour τ ∈ E(G˜, ω), la représentation π˜τ de (G˜(F ), ω)
— bien définie à isomorphisme près — a un caractère non nul. Ce caractère définit donc une
droite dans D(G˜, ω), que l’on note Dτ . Cette droite ne dépend que de la classe de G(F )–
conjugaison de l’image du triplet τ dans E(G˜, ω), et d’après loc. cit., on a la décomposition
(1) D(G˜(F ), ω) =
⊕
τ∈E(G˜,ω)/conj.
Dτ
où τ parcourt les classes de G(F )–conjugaison dans E(G˜, ω).
On note AG le plus grand tore de G contenu dans Z(G) et déployé sur F , et l’on pose
AG = Xˇ(AG) ⊗Z R où (rappel) Xˇ(AG) désigne le groupe des cocaractères algébriques de
AG. On note AG˜ le sous–tore de AG tel que Xˇ(AG˜) = Xˇ(AG)θ, où Xˇ(AG)θ désigne le sous–
groupe de Xˇ(AG) formé des cocaractères qui sont invariants sous l’action de θ, et l’on pose
AG˜ = Xˇ(AG˜)⊗Z R. On a donc AG˜ = AθG.
Soit (M,σ) un couple formé d’un F–Levi semi–standard M de G, et d’une représentation
irréductible et de la série discrète σ deM(F ). Un élément w˜ ∈ W G˜,ω(σ) opère naturellement
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sur AM , et le sous–espace Aw˜M ⊂ AM formé des points fixes sous w˜ contient AG˜. On pose
W G˜,ωreg (σ) = {w˜ ∈W G˜,ω(σ) : Aw˜M = AG˜}.
Un triplet τ = (M,σ, r˜) ∈ E(G˜, ω) est dit elliptique si WG0 (σ) = {1} — ce qui entraîne
l’égalité RG˜,ω(σ) =W G˜,ω(σ) — et si r˜ ∈W G˜,ωreg (σ). Un triplet τ ∈ E(G˜, ω) est dit elliptique
si son image dans E(G˜, ω) est elliptique. Soit Eell = Eell(G˜, ω) le sous–ensemble de E(G˜, ω)
formé des triplets qui sont elliptiques, et soit Eell = Eell/U ⊂ E(G˜, ω). L’ensemble Eell est
stable par conjugaison dans G(F ), et le sous–espace Dell(G˜(F ), ω) de D(G˜(F ), ω) introduit
en 3.4 est défini par
(2) Dell(G˜(F ), ω) =
⊕
τ∈Eell/conj.
Dτ .
Rappelons qu’on a fixé une mesure positive G(F )–invariante à gauche et à droite dγ sur
G˜(F ). Pour τ = (M,σ, r˜) ∈ Eell, notons Θτ le caractère Θπ˜τ , c’est–à–dire la distribution
sur G˜(F ) donnée par
Θτ (f) = tr(π˜τ (fdγ)), f ∈ C∞c (G˜(F ).
Pour chaque ρ ∈ Irr(RG(σ, θR)), choisissons un prolongement ρ˜ ∈ Irr(RG˜,ω(σ)) de ρ. Par
définition de π˜τ , on a l’égalité
(3) Θτ =
∑
ρ∈Irr(RG(σ,θR))
tr(ρ˜(r˜))Θπ˜ρ˜ .
Ainsi, ou bien M = T et σ est un caractère non ramifié unitaire de T (F ), auquel cas tous
les caractères Θπ˜ρ˜ apparaissant dans l’égalité (3) sont des éléments de D
nr
ell(G˜(F ), ω) ; ou
bien l’une des deux conditions précédentes n’est pas vérifiée, auquel cas tous les caractères
Θπ˜ρ˜ apparaissant dans l’égalité (3) sont des éléments deD
ram
ell (G˜(F ), ω). Notons E
nr
ell le sous–
ensemble de Eell formé des triplets τ = (T, λ, r˜) tels que λ est un caractère non ramifié
(unitaire) de T (F ), et posons Eramell = EellrE
nr
ell. Pour ∗ = nr, ram, posons E∗ell = E∗ell/U. On
a donc les décompositions
(4) Dnrell(G˜(F ), ω) =
⊕
τ∈Enr
ell
/conj.
Dτ , D
ram
ell (G˜(F ), ω) =
⊕
τ∈Eram
ell
/conj.
Dτ .
Cela démontre en particulier la décomposition (1) de 4.1.
Fixons un caractère unitaire µ de AG˜(F ). SoitDµ(G˜(F ), ω) le sous–espace deD(G˜(F ), ω)
engendré par les distributions Θπ˜ où (π, π˜) est une représentation de (G˜(F ), ω) telle que π est
une représentation irréductible et tempérée de G(F ) de caractère central µπ : Z(G;F )→ C×
prolongeant µ. Posons
Dµ,ell(G˜(F ), ω) =Dµ(G˜(F ), ω) ∩Dell(G˜(F ), ω).
L’espaceDµ,ell(G˜(F ), ω) est muni d’un produit scalaire hermitien défini positif, défini à l’aide
de la mesure dγ sur G˜(F ) mais qui n’en dépend pas [W, 7.3]. On note (·, ·)µ,ell ce produit
(dans loc. cit., il est noté sans l’indice µ). Pour τ = (M,σ, r˜) ∈ E(G˜, ω), la représentation
π˜τ a un caractère central µτ : Z(G;F ) → C×, qui n’est autre que la restriction à Z(G;F )
du caractère central µσ : Z(M ;F )→ C× de σ. Ce caractère µτ vérifie l’égalité
(5) (µτ ◦ (1− θ)) · ω = 1.
On note Eµ(G˜, ω) le sous–ensemble de E(G˜, ω) formé des triplets τ tels que ωτ prolonge µ.
On définit de la même manière les ensembles Eµ(G˜, ω), Eµ,ell, etc. Les décompositions (2)
LE LEMME FONDAMENTAL POUR L’ENDOSCOPIE TORDUE 37
et (3) restent vraies si l’on remplace l’indice ?ell par l’indice ?µ,ell. Bien sûr on a aussi la
décomposition
Dell(G˜(F ), ω) =
⊕
µ′
Dµ′,ell(G˜(F ), ω)
où µ′ parcourt les caractères unitaires de AG˜(F ). On munitDell(G˜(F ), ω) du produit scalaire
hermitien défini positif qui est la somme directe des (·, ·)µ′,ell. On note (·, ·)ell ce produit.
D’après le théorème de [W, 7.3], on a :
– pour τ1, τ2 ∈ Eµ,ell tels que τ1 et τ2 ne sont pas conjugués dans G(F ), les droites Dτ1
et Dτ2 sont orthogonales ;
– pour τ = (M,σ, r˜) ∈ Eµ,ell, si τ est un relèvement de τ dans E(G˜, ω), on a l’égalité
(6) (Θτ ,Θτ )ell = |Stab(RG(σ), r˜)||det(1− r˜;AM/AG˜)|,
où Stab(RG(σ), r˜) est le stabilisateur de r˜ dans RG(σ) (agissant par conjugaison).
Remarque 1. — Notons C∞c,cusp(G˜(F )) le sous–espace de C
∞
c (G˜(F )) formé des fonctions
qui sont cuspidales au sens de [W, 7.1], c’est–à–dire telles que pour tout M˜ ∈ L(T˜ , ω)r {G˜}
et toute paire parabolique (P,M) de G, semi–standard et définie sur F , telle que M˜P = M˜ ,
l’image du terme constant fP˜ ,ω dans I(M˜(F ), ω) est nulle. On note Icusp(G˜(F ), ω) l’image de
C∞c,cusp(G˜(F ), ω) dans I(G˜(F ), ω). Pour un caractère unitaire µ deAG˜(F ), on note C
∞
µ (G˜(F ))
l’espace des fonctions sur G˜(F ), localement constantes et à support compact modulo AG˜(F ),
se transformant suivant µ−1 sur AG˜(F ). On note C∞µ,cusp(G˜(F )) et Iµ,cusp(G˜(F ), ω) les
variantes à caractère central des espaces C∞c,cusp(G˜(F )) et Icusp(G˜(F ), ω) — cf. [W, 7.2].
L’espace Iµ,cusp(G˜(F ), ω) est muni d’un produit scalaire hermitien défini positif (·, ·)µ,ell,
obtenu de la manière suivante. Fixons une mesure de Haar da sur AG˜(F ). Pour f1, f2 ∈
C∞c,cusp(G˜(F )), on définit l’expression J
G˜(ω, f1, f2) comme en [Stab I, 4.17] :
(7) JG˜(ω, f1, f2) =
∫
G˜(F )ell/conj.
d−1γ vol(AG˜(F ))\Gγ(F ))IG˜(γ, ω, f1)IG˜(γ,ω, f2)dγ
où (rappel) dγ = [Gγ(F ) : Gγ(F )]— on renvoie à loc. cit. pour les autres définitions. D’après
[W, 6.6.(1)], l’intégrale est absolument convergente. Bien sûr on peut remplacer les fonctions
f1 et f2 par leurs images dans Icusp(G˜(F ), ω). Notons que l’expression (7) ne dépend que de
dg et da, et précisément varie comme dg2da−1. L’application
pµ : C
∞
c (G˜(F ))→ C∞µ (G˜(F ))
définie par
pµ(f)(γ) =
∫
AG˜(F )
f(aγ)µ(a)da, γ ∈ G˜(F ),
est surjective. Elle induit, par passage aux quotients, un homomorphisme surjectif
pµ : I(G˜(F ), ω)→ Iµ(G˜(F ), ω)
qui envoie Icusp(G˜(F ), ω) sur Iµ,cusp(G˜(F ), ω). Pour f1, f2 ∈ Iµ,cusp(G˜(F ), ω), on choisit
des éléments h1, h2 ∈ Icusp(G˜(F ), ω) tels que pµ(hi) = fi (i = 1, 2), et l’on pose
(8) (f1,f2)µ,ell =
∫
AG˜(F )
JG˜(ω,h1,h
[a]
2 )µ(a)da;
où l’élément h[a]2 ∈ Icusp(G˜(F ), ω) est défini par
h
[a]
2 (γ) = h2(γa) = h2(aγ), γ ∈ G˜(F ).
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L’expression (8) est bien définie — elle ne dépend pas des choix de h1 et h2 — et c’est un
produit scalaire hermitien défini positif sur Iµ,cusp(G˜(F ), ω). De plus, ce produit ne dépend
que de dg et da, et varie comme dg2da−2. L’espace Dµ,ell(G˜(F ), ω) s’identifie, de façon
naturelle, à un sous–espace du dual linéaire de Iµ,cusp(G˜(F ), ω) : pour Θ ∈ Dµ,ell(G˜(F ), ω)
et f ∈ Iµ,cusp(G˜(F ), ω), on choisit un élément h ∈ Icusp(G˜(F ), ω) tel que pµ(h) = f et l’on
pose 〈Θ,f〉µ = Θ(h). Pour Θ ∈Dµ,ell(G˜(F ), ω), il existe un unique ιµ(Θ) ∈ Iµ,cusp(G˜(F ), ω)
tel que
〈Θ,f〉µ = (ιµ(Θ),f)µ,ell, f ∈ Iµ,cusp(G˜(F ), ω).
L’application
ιµ : Dµ,ell(G˜(F ), ω)→ Iµ,cusp(G˜(F ), ω)
ainsi définie est un isomorphisme antilinéaire. Il dépend de dg et da, et varie comme dadg−1.
De plus, d’après [W, 7.2, 7.3], pour Θ1, Θ2 ∈ Dµ,ell(G˜(F ), ω), on a l’égalité
(9) (ιµ(Θ2), ιµ(Θ1))µ,ell = (Θ1,Θ2)ell.
Remarque 2. — Supposons que (G˜,a) est à torsion intérieure, c’est–à–dire que l’espace
tordu (G, G˜) est à torsion intérieure, et que le caractère ω est trivial. On supprime ω dans
les notations précédentes, et l’on note SIcusp(G˜(F )) le sous–espace de SI(G˜(F )) formé des
images des fonctions f ∈ C∞c,cusp(G˜(F )). On verra plus loin (cf. la remarque 3 de 4.4) que
l’espace SIcusp(G˜(F )) s’identifie à un sous–espace de Icusp(G˜(F )). Pour un caractère unitaire
µ de AG˜(F ), avec une définition naturelle de l’espace SIµ(G˜(F )), on note SIµ,cusp(G˜(F )) le
sous–espace de SIµ(G˜(F )) formé des images des fonctions f ∈ C∞µ,cusp(G˜(F )). Tout comme
pour SIcusp(G˜(F )), l’espace SIµ,cusp(G˜(F )) s’identifie à un sous–espace de Iµ,cusp(G˜(F ))—
voir plus loin (4.5, lemme 1). Notons SDµ,ell(G˜(F )) le sous–espace deDµ,ell(G˜(F )) formé des
distributions qui sont stables. L’isomorphisme antilinéaire ιµ : Dµ,ell(G˜(F ))→ Iµ,cusp(G˜(F ))
de la remarque 1 induit par restriction un isomorphisme antilinéaire
µ : SDµ,ell(G˜(F ))→ SIµ,cusp(G˜(F )).
Les produits scalaires hermitiens sur Dµ,ell(G˜(F )) et Iµ,cusp(G˜(F )) se restreignent en des
produits scalaires hermitiens sur SDµ,ell(G˜(F )) et SIµ,cusp(G˜(F )), vérifiant l’égalité (9).
4.4. Décomposition endoscopique de l’espace Dell(G˜(F ), ω). — On a vu (3.3 et 3.4)
que si G′ = (G′,G′, s˜) est une donnée endoscopique elliptique non ramifiée pour (G˜,a), on a
un homomorphisme de transfert spectral (usuel)
TG′ : SD(G˜
′(F ))→D(G˜(F ), ω),
qui envoie SDell(G˜′(F )) dans Dell(G˜(F ), ω).
Pour les données endoscopiques elliptiques relevantes pour (G˜,a) qui sont ramifiées, c’est–
à–dire qui ne sont pas non ramifiées, on dispose encore d’un tel homomorphisme, mais sa
définition est moins directe que dans le cas non ramifié. SoitG′ = (G′,G′, s˜) une telle donnée.
Choisissons des données auxiliaires G′1, G˜
′
1, C1, ξˆ1, et un facteur de transfert ∆1 : D1 → C×
comme en [Stab I, 2.1]. Rappelons que D1 est l’ensemble des couples (δ1, γ) ∈ G˜′1(F )×G˜(F )
tels que (δ, γ) ∈ D(G′), où δ est l’image de δ1 dans G˜′(F ). Pour c1 ∈ C1(F ) et g ∈ G(F ), on
a l’égalité
∆1(c1δ1, g
−1γg) = λ1(c1)
−1ω(g)∆(δ1, γ), (δ1, γ) ∈ D1.
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Choisissons aussi des mesures de Haar dg sur G(F ) et dg′ sur G′(F ). Ces choix permettent
de définir, comme en [Stab I, 2.4], un homomorphisme de transfert géométrique
(1) I(G˜(F ), ω)→ SIλ1(G˜′1(F )), f 7→ f G˜
′
1 .
Ici λ1 est le caractère de C1(F ) défini par le plongement ξˆ1 : G′ → LG1 (cf. [Stab I, 2.1]), et
SIλ1(G˜
′
1(F )) est le quotient de C
∞
λ1
(G˜′1(F )) par le sous–espace annulé par les distributions
SG˜
′
1(δ1, ·) pour δ1 ∈ G˜′(F ) fortement régulier ; où C∞λ1(G˜′1(F )) est l’espace des fonctions sur
G˜′1(F ) qui sont localement constantes et à support compact modulo C1(F ), et se transforment
suivant λ−11 sur C1(F ).
Remarque 1. — Pour définir l’homomorphisme de transfert géométrique (1), on a choisi
des mesures de Haar dg sur G(F ) et dg′ sur G′(F ). Pour éviter d’avoir à choisir ces mesures,
on peut y incorporer les espaces Mes(G(F )) et Mes(G′(F )), où Mes(G(F )) désigne la droite
complexe portée par une mesure de Haar sur G(F ), et voir le transfert comme une application
linéaire [Stab I, 2.4]
I(G˜(F ), ω)⊗Mes(G(F ))→ SIλ1(G˜′1(F ))⊗Mes(G′(F )).
Remarque 2. — Pour une donnée G′ non ramifiée, on retrouve bien sûr l’homomor-
phisme de transfert géométrique (1) de 2.7 en prenant G′1 = G
′, G˜′1 = G˜
′, ξˆ1 = ξˆ : G′
≃−→ LG,
et en normalisant les mesures de Haar dg sur G(F ) et dg′ sur G′(F ), et le facteur de trans-
fert ∆ : D(G′)→ C, à l’aide du sous–espace hyperspécial (K, K˜) de G(F ). Pour une donnée
G′ ramifiée, on peut aussi, comme dans [Stab I, 2.5], s’affranchir des données auxiliaires
G′1, G˜
′
1, C1, ξˆ1 et ∆1 en prenant la limite inductive des espaces SIλ1(G˜
′(F )) sur toutes ces
données. Mais nous n’en avons pas vraiment besoin ici.
On fixe un ensemble de représentants E = E(G˜,a) des classes d’isomorphisme de données
endoscopiques elliptiques et relevantes pour (G˜,a). On note Enr le sous–ensemble de E formé
des données qui sont non ramifiées, et l’on pose Eram = E r Enr. Pour chaque G′ ∈ Gram,
on fixe aussi des données auxiliaires G′1, . . . , ξˆ1 de sorte que le caractère λ1 de C1(F ) soit
unitaire, un facteur de transfert ∆1 : D1 → C×, et une mesure de Haar dg′ sur G′(F ).
Sur G(F ), on prend la mesure Haar dg normalisée par K. On note Dλ1(G˜
′
1(F )) l’espace
des formes linéaires sur l’espace C∞λ1(G˜
′
1(F )) qui sont des combinaisons linéaires (finies,
à coefficients complexes) de traces Θπ˜′1 où (π
′
1, π˜
′
1) est une représentation de G˜
′
1(F ) telle
que π′1 est une représentation irréductible et tempérée de G
′
1(F ) se transformant suivant le
caractère λ1 sur C1(F ). Pour une telle représentation (π′1, π˜
′
1) de G˜
′
1(F ), la forme linéaire
Θπ˜′1 sur C
∞
λ1
(G˜′1(F )) est définie par
Θπ˜′1(f
′
1) = tr(π˜
′
1(f
′
1dδ)), f
′
1 ∈ C∞λ1(G˜′1(F )),
où dδ est la mesure positive, G′(F )–invariante à gauche et à droite, sur G˜′(F ) associée à dg′,
et π˜′1(f
′
1dδ) est l’opérateur sur l’espace de π
′
1 donné par
π˜′1(f
′
1dδ) =
∫
G˜′(F )
f ′1(δ)π˜
′
1(δ)dδ.
Puisque sur C1(F ), la fonction f ′1 se transforme suivant λ
−1
1 et la représentation π˜
′
1 se
transforme suivant λ1, l’intégrale ci–dessus est bien définie (d’ailleurs c’est une somme finie).
L’espace Dλ1(G˜
′
1(F )) est un sous–espace de D(G˜
′
1(F )). On pose
SDλ1(G˜
′
1(F )) =Dλ1(G˜
′
1(F ) ∩ SD(G˜′1(F ))
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et
SDλ1,ell(G˜
′
1(F )) =Dλ1(G˜
′
1(F ) ∩ SDell(G˜′1(F )).
D’après [Mœ], le transfert géométrique (1) définit dualement un homomorphisme de trans-
fert spectral
(2) TG′ : SDλ1(G˜
′
1(F ))→D(G˜(F ), ω),
qui envoie SDλ1,ell(G˜
′
1(F )) dans Dell(G˜(F ), ω). Comme dans le cas non ramifié, on note
TG′,ell la restriction de TG′ à SDλ1,ell(G˜
′
1(F )).
Pour G′ ∈ E, on pose
SDell(G
′) =
{
SDell(G˜
′(F )) si G′ ∈ Enr
SDλ1,ell(G˜
′
1(F )) si G
′ ∈ Eram .
De même, on pose
SIcusp(G
′) =
{
SIcusp(G˜
′(F )) si G′ ∈ Enr
SIλ1,cusp(G˜
′
1(F )) si G
′ ∈ Eram ,
où l’indice “cusp” désigne le sous–espace formé des images dans SI(G˜′(F )) ou SIλ1(G˜
′
1(F ))
des fonctions dans C∞c (G˜
′(F )) ou C∞λ1(G˜
′
1(F )) qui sont cuspidales. D’après la proposition de
[Stab I, 4.11], les homomorphismes de transfert géométrique (1) pour G ∈ E, induisent un
isomorphisme
(3) Icusp(G˜(F ), ω)→
⊕
G′∈E
SIcusp(G
′)Aut(G
′), f 7→ ⊕G′fG
′
,
oùXAut(G
′) ⊂ X est le sous–espace des invariants sous Aut(G′), et où l’on a posé fG′ = f G˜′1 .
Remarque 3. — Dans le cas où (G˜,a) est à torsion intérieure (cf. la remarque 2 de
4.3), l’isomorphisme (3) identifie l’espace SIcusp(G′) = SIcusp(G˜(F )) à un sous–espace de
Icusp(G˜(F )). C’est le sous–espace formé des images des fonctions f ∈ C∞c,cusp(G˜(F )) dont les
intégrales orbitales sont constantes sur toute classe de conjugaison stable fortement régulière.
Dualement, on obtient que les homomorphismes de transfert spectral elliptique TG′,ell
pour G′ ∈ E, induisent un homomorphisme
(4) ⊕G′∈GTG′,ell :
⊕
G′∈G
SDell(G
′)Aut(G′) →Dell(G˜′(F ), ω),
où XAut(G′) est l’espace des coinvariants de Aut(G
′) dans X. Puisque le groupe Aut(G′) agit
sur SDell(G′) par un quotient fini, l’espace des coinvariants SDell(G′)Aut(G′) s’identifie au
sous–espace des invariants SDell(G′)Aut(G
′) ⊂ SDell(G′), et l’on a une projection naturelle
SDell(G˜
′(F ))→ SDell(G˜′(F ))Aut(G′). D’après [Mœ] — voir aussi 4.5 —, l’homomorphisme
(4) est un isomorphisme. En d’autres termes, pour G′ ∈ G, le transfert spectral elliptique
TG′,ell : SDell(G
′)→Dell(G˜(F ), ω) se factorise à travers la projection sur SDell(G′)Aut(G′),
et toute distribution Θ ∈Dell(G˜(F ), ω) se décompose de manière unique en
(5) Θ =
∑
G′∈G
TG′(Θ
G
′
)
où ΘG
′
est un élément de SDell(G′)Aut(G
′).
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Remarque 4. — Rappelons que l’on a noté G♯ le groupe G/Z(G)θ . On a vu (2.6) qu’à
une donnée G′ ∈ Enr est associé un caractère ω′ = ωG′ de G♯(F ) vérifiant l’égalité (3) de
2.6. De la même manière [Stab I, 2.7], à une donnée G′ ∈ Eram est associé un caractère ωG′
de G♯(F ) vérifiant l’égalité
∆(δ1, Intg−1(γ)) = ωG′(g)∆1(δ1, γ), (δ1, γ) ∈ D1, g ∈ G♯(F ).
On en déduit que pour G′ ∈ E et Θ′ ∈ SDell(G′), le transfert TG′(Θ′) est une distribution
sur G˜(F ) vérifiant l’égalité
TG′(Θ
′)(gf) = ωG′(g)TG′(Θ
′)(f), f ∈ C∞c (G˜(F )), g ∈ G♯(F );
où l’on a posé gf = f ◦ Intg−1 . Par conséquent, si Θ ∈Dell(G˜(F ), ω) est une distribution sur
G˜(F ) se transformant suivant un caractère ξ deG♯(F ) sous l’action deG♯(F ) par conjugaison,
c’est–à–dire telle que Θ(gf) = ξ(g)Θ(f) pour tout f ∈ C∞c (G˜(F )) et tout g ∈ G♯(F ), alors
seules les donnéesG′ ∈ E telles que ωG′ = ξ peuvent donner une contribution non triviale à la
décomposition (5) deΘ. On sait, d’après [Stab VII, 2.1.(3)] (2) appliqué à (M˜,aM ) = (G˜,a),
que pour G′ ∈ E, le caractère ωG′ de G♯(F ) est non ramifié si et seulement si G′ ∈ Enr. On
obtient en particulier que si Θ ∈ Dell(G˜(F ), ω) est une distribution sur G˜(F ) se transformant
suivant un caractère non ramifié ξ de G♯(F ) sous l’action de G♯(F ) par conjugaison, alors
seules les donnéesG′ ∈ Enr (telles que ωG′ = ξ) peuvent donner une contribution non triviale
à la décomposition (5) de Θ.
4.5. Variante à caractère central. — On a aussi une variante à caractère central des
isomorphismes (3) et (4) de 4.4. Soit Z un sous–groupe fermé de Z(G;F )θ — par exemple
le groupe AG˜(F ) —, que l’on munit d’une mesure de Haar dz. Soit µ un caractère unitaire
de Z. On reprend, en les affublant d’un indice Z, les définitions de la remarque 1 de 4.3.
On définit l’espace C∞Z,µ(G˜(F )) des fonctions sur G˜(F ), localement constantes et à support
compact modulo Z, telles que f [z](γ) = µ(z)−1f(γ) pour tout (z, γ) ∈ Z × G˜(F ), où l’on
a posé f [z](γ) = f(zγ) = f(γz). On note IZ,µ(G˜(F ), ω) le quotient de C∞Z,µ(G˜(F )) par
le sous–espace des fonctions dont toutes les ω–intégrales orbitales fortement régulières sont
nulles. On note C∞Z,µ,cusp(G˜(F )) le sous–espace de C
∞
Z,µ(G˜(F )) formé des fonctions qui sont
cuspidales, et IZ,µ,cusp(G˜(F ), ω) sa projection sur IZ,µ(G˜(F ), ω). L’application
pZ,µ : C
∞
c (G˜(F ))→ C∞Z,µ(G˜(F ))
définie par
pZ,µ(f)(γ) =
∫
Z
f(zγ)µ(z)dz, γ ∈ G˜(F ),
est surjective. Elle induit, par passage aux quotients, un homomorphisme surjectif
pZ,µ : I(G˜(F ), ω)→ IZ,µ(G˜(F ), ω)
qui envoie Icusp(G˜(F ), ω) sur IZ,µ,cusp(G˜(F ), ω).
On définit le sous–espace DZ,µ(G˜(F ), ω) ⊂ D(G˜(F ), ω) engendré par les traces Θπ˜ des
représentations G(F )–irréductibles tempérées π˜ de (G˜(F ), ω) telles que π˜(zγ) = µ(z)π˜(γ)
pour tout (z, γ) ∈ Z × G˜(F ). On pose
DZ,µ,ell(G˜(F ), ω) =DZ,µ(G˜(F ), ω) ∩Dell(G˜(F ), ω).
2. Le numéro 2.1 de [Stab VII] est écrit sous certaines hypothèses sur F , mais le résultat cité
n’en dépend pas.
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Pour Θ ∈ DZ,µ(G˜(F ), ω) et f ∈ IZ,µ(G˜(F ), ω), on choisit un élément h ∈ I(G˜(F ), ω) tel
que pZ,µ(h) = f , et l’on pose 〈Θ,f 〉Z,µ = Θ(h). Si Θ = Θπ˜ pour une représentation (π, π˜) de
(G˜(F ), ω) telle que π est irréductible, tempérée, et de caractère central prolongeant µ, alors
pour toute fonction f ∈ C∞Z,µ(G˜(F )) se projetant sur f ∈ IZ,µ(G˜(F ), ω), on a simplement
〈Θ,f〉Z,µ = trace
(∫
Z\G˜(F )
π˜(γ)f(γ)
dγ
dz
)
.
L’application Θ 7→ 〈Θ, ·〉Z,µ identifie DZ,µ,ell(G˜(F ), ω) à un sous–espace du dual linéaire de
l’espace IZ,µ,cusp(G˜(F ), ω).
Soit G′ ∈ E. Rappelons que l’on a fixé des données auxiliaires G′1, . . . , ξˆ1 de sorte que le
caractère λ1 de C1(F ) soit unitaire, un facteur de transfert ∆1 : D1 → C×, et une mesure
de Haar dg′ sur G′(F ) — si G′ ∈ Enr, on a G′1 = G′ et λ1 = 1. On a un homomorphisme
naturel Z(G)→ Z(G′), de noyau (1− θ)(Z(G)). On peut former le produit fibré
Z = Z(G′1)×Z(G′) Z(G).
Un élément de Z(F ) est une paire (z′1, z) dans Z(G
′
1;F )×Z(G;F ) telle que les images de z′1
et z dans Z(G′) coïncident. L’application c1 7→ (c1, 1) identifie C1(F ) à un sous–groupe de
Z(F ), et il existe un caractère unitaire λZ de Z(F ) prolongeant λ1 tel que
∆1(z
′
1δ1, zγ) = λZ(z
′
1, z)
−1∆1(δ, γ), (δ1, γ) ∈ D1, (z′1, z) ∈ Z(F ).
Remarque. — On veut définir un transfert géométrique pour des fonctions localement
constantes sur G˜(F ) qui sont non plus à support compact, mais dans l’espace C∞Z,µ(G˜(F )).
Le cas qui nous intéresse tout particulièrement (voir 4.6) est celui où Z ∩AG˜(F ) est d’indice
fini dans AG˜(F ). Notons que l’homomorphisme naturel Z(G)→ Z(G′) induit par restriction
un homomorphisme AG˜ → AG′ qui n’est en général pas injectif, mais seulement de noyau
fini.
On note Z ′ l’image de Z dans Z(G′;F ) par l’homomorphisme naturel Z(G)→ Z(G′), et
Z ′1 son image réciproque dans Z(G′1;F ). On munit G′1(F ) et Z ′1 de mesures de Haar dg′1 et
dz′1. On forme le produit fibré
ZZ = Z ′1 ×Z′ Z ⊂ Z(F ).
Continuons avec le caractère unitaire µ de Z fixé plus haut. L’application
(z′1, z) 7→ λZ(z′1, z)µ(z)
est un caractère unitaire de ZZ . S’il ne se factorise pas par la projection (z′1, z) 7→ z′1, on dit
que le transfert à G˜′1(F ) de tout élément de C
∞
Z,µ(G˜(F )) est nul. Supposons qu’il se factorise
en un caractère µ′1 de Z ′1. Avec une définition naturelle des espaces et C∞Z′1,µ′1(G˜
′
1(F )) et
SIZ′1,µ
′
1
(G˜′1(F )) — cf. 4.4 —, on définit l’homomorphisme de transfert géométrique
(1) IZ,µ(G˜(F ), ω) 7→ SIZ′1,µ′1(G˜′1(F )), f 7→ f G˜
′
1 ,
par la formule habituelle : pour f ∈ C∞Z,µ(G˜(F )) et f ′1 ∈ C∞Z′1,µ′1(G˜
′
1(F )), on dit que f
′
1 est
un transfert de f si pour tout δ1 ∈ G˜′1(F ) dont l’image dans G˜′(F ) est un élément fortement
G˜–régulier, on a l’égalité
(2) SG˜
′
1(δ1, f
′
1) = d
1/2
θ
∑
γ
d−1γ ∆1(δ1, γ)I
G˜(γ, ω, f)
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où γ parcourt les éléments de G˜(F ) tels que (δ1, γ) ∈ D1, modulo conjugaison par G(F ). Pour
que la formule (2) ait un sens, on a besoin de mesures. Pour γ ∈ G˜(F ) tel que (δ1, γ) ∈ D1,
on munit l’espace quotient Z\Gγ(F ) d’une mesure dh. On a une application
Z\Gγ(F )→ Z ′1\G′1,δ1(F )
qui est un isomorphisme local, et on munit l’espace d’arrivée de la mesure dh′1 déduite de
dh. Alors
Gγ(F )\G(F ) ≃ (Z\Gγ(F ))\(Z\G(F ))
est muni de la mesure dh\(dz\dg), et
G′1,δ1(F )\G′1(F ) ≃ (Z ′1\G′1,δ1 (F ))\(Z ′1\G′1(F ))
est muni de la mesure dh′1\(dz′1\dg′1). Une autre définition équivalente est la suivante. Pour
f ∈ IZ,µ(G˜(F ), ω), on choisit un élément h ∈ I(G˜(F ), ω) tel que pZ,µ(h) = f , et l’on
note hG˜
′
1 ∈ SIλ1(G˜′1(F )) son transfert usuel, défini à l’aide de la mesure de Haar dg′ sur
G′(F ). Rappelons que λ1 est la restriction de λZ à C1(F ), identifié à un sous–groupe de
Z(F ) = Z(G˜′1;F ) ×Z(G′;F ) Z(G;F ) par l’application c1 7→ (c1, 1). Cet élément hG˜
′
1 dépend
de dg et dg′, et précisément varie comme dg(dg′)−1. De dg′ et dg′1 se déduit une mesure de
Haar dc1 sur C1(F ), laquelle définit un homomorphisme surjectif
pC1,λ1 : I(G˜
′
1(F ))→ Iλ1(G˜′1(F ))
qui envoie SI(G˜′1(F )) sur SIλ1(G˜
′
1(F )). On choisit un élément h
′
1 ∈ SI(G˜′1(F )) tel que
pC1,λ1(h
′
1) = h
G˜′1 , et l’on pose f G˜
′
1 = pZ′1,µ′1
(h′1). Notons que l’élément f
G˜′1 dépend de dz\dg
et dz′1\dg′1, et varie comme (dz\dg)(dz′1\dg′1)−1. L’espace SIZ′1,µ′1(G˜
′
1(F )) est naturellement
muni d’une action du groupe Aut(G′), et l’image du transfert (1) est contenu dans le
sous–espace SIZ′1,µ′1(G˜
′
1(F ))
Aut(G′) ⊂ SIZ′1,µ′1(G˜
′
1(F )) des invariants par cette action. On
définit de façon naturelle le sous–espace SIZ′1,µ′1,cusp(G˜
′
1(F )) de SIZ′1,µ′1(G˜
′
1(F )). Il est
stable par Aut(G′), et pour f ∈ IZ,µ,cusp(G˜(F ), ω), le transfert f G˜′1 appartient à l’espace
SIZ′1,µ
′
1,cusp
(G˜′1(F ))
Aut(G′).
On note EZ,µ le sous–ensemble de E formé des données G′ pour lesquelles le caractère µ′1
est défini, et pour G′ ∈ EZ,µ, on pose
SIZ,µ,cusp(G
′) = SIZ′1,µ′1,cusp(G˜
′
1(F )).
Alors on a la variante à caractère central suivante de l’isomorphisme (3) de 4.3.
Lemme 1. — Soit Z un sous–groupe fermé de Z(G;F )θ, et soit µ un caractère unitaire de
Z. L’application
IZ,µ,cusp(G˜(F ), ω)→
⊕
G′∈EZ,µ
SIZ,µ,cusp(G
′)Aut(G
′), f 7→ ⊕G′fG
′
est un isomorphisme ; où l’on a posé fG
′
= f G˜
′
1 .
Pour G′ ∈ EZ,µ, le transfert géométrique (1) définit dualement un homomorphisme de
transfert spectral
(3) TG′,Z,µ : SDZ′1,µ′1(G˜
′
1(F ))→DZ,µ(G˜(F ), ω)
qui se factorise à travers la projection naturelle
SDZ′1,µ
′
1
(G˜′1(F ))→ SDZ′1,µ′1(G˜
′
1(F ))
Aut(G′).
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Pour Θ′ ∈ SDZ′1,µ′1(G˜
′
1(F )), on a
(4) 〈TG′,Z,µ(Θ′),f〉Z,µ = 〈Θ′,f G˜
′
1〉Z′1,µ′1 , f ∈ IZ,µ(G˜(F ), ω).
Les définitions impliquent que TG′,Z,µ n’est autre que la restriction de l’homomorphisme de
transfert spectral usuel TG′ : SDλ1(G˜
′
1(F ))→D(G˜(F ), ω) au sous–espace
SDZ′1,µ
′
1
(G˜′1(F )) ⊂ SDλ1(G˜′1(F )).
Il envoie SDZ′1,µ′1,ell(G˜
′
1(F )) dans DZ,µ,ell(G˜(F ), ω), et l’on note TG′,Z,µ,ell sa restriction à
SDZ′1,µ
′
1,ell
(G˜′1(F )). Tout comme TG′,Z,µ, l’homomorphisme TG′,Z,µ,ell se factorise à travers
la projection naturelle
SDZ′1,µ
′
1,ell
(G˜′1(F ))→ SDZ′1,µ′1,ell(G˜
′
1(F ))
Aut(G′).
Pour G′ ∈ EZ,µ, on pose
SDZ,µ,ell(G
′) = SDZ′1,µ′1,ell(G˜
′
1(F )).
Alors on a la variante à caractère central suivante de l’isomorphisme (4) de 4.3.
Lemme 2. — Soit Z un sous–groupe fermé de Z(G;F )θ, et soit µ un caractère unitaire de
Z. L’application
⊕G′∈EZ,µTG′,Z,µ,ell :
⊕
G′∈EZ,µ
SDZ,µ,ell(G
′)Aut(G
′) →DZ,µ,ell(G˜(F ), ω)
est un isomorphisme.
4.6. Produits scalaires elliptiques. — On munit AG˜(F ) d’une mesure de Haar da. Pour
f1, f2 ∈ C∞c,cusp(G˜(F )), on a défini dans la remarque 1 de 4.3 une expression JG˜(ω, f1, f2)
(formule (7)), qui dépend de dg et da et varie comme dg2da−1. Soit Z un sous–groupe fermé
de Z(G;F )θ. On suppose que Z∩AG˜(F ) est d’indice fini dans AG˜(F ), et l’on munit Z d’une
mesure de Haar dz. Pour f1, f2 ∈ C∞c,cusp(G˜(F )), on définit l’expression JG˜Z (ω, f1, f2) en
remplaçant vol(AG˜(F )\Gγ(F )) par vol(Z\Gγ(F )) dans la formule pour JG˜(ω, f1, f2). Une
définition équivalente consiste à fixer une mesure de Haar sur Z ∩AG˜(F ) et à poser
(1) JG˜Z (ω, f1, f2) = vol((Z ∩AG˜(F ))\AG˜(F ))vol((Z ∩AG˜(F ))\Z)−1JG˜(ω, f1, f2).
L’expression (1) dépend de dg et dz (elle ne dépend plus de da), et varie comme dg2dz−1.
Bien sûr on peut remplacer les fonctions f1 et f2 par leurs images dans Icusp(G˜(F ), ω).
Soit µ un caractère unitaire de Z. Comme dans la remarque 1 de 4.3, on munit l’espace
Iµ,cusp(G˜(F ), ω) d’un produit scalaire hermitien défini positif (·, ·)Z,µ,ell, défini comme suit.
Pour f1, f2 ∈ IZ,µ,cusp(G˜(F ), ω), on choisit h1, h2 ∈ Icusp(G˜(F ), ω) tels que pZ,µ(hi) = fi
(i = 1, 2), et l’on pose
(2) (f1,f2)Z,µ,ell =
∫
Z
JG˜Z (ω,h1,h
[z]
2 )µ(z)dz.
L’expression (2) dépend de dg et dz, et varie comme dg2dz−2. Pour Θ ∈ DZ,µ,ell(G˜(F ), ω),
il existe un unique ιZ,µ(Θ) ∈ IZ,µ,cusp(G˜(F ), ω) tel que
〈Θ,f〉Z,µ = (ιZ,µ(Θ),f)Z,µ,ell, f ∈ IZ,µ,cusp(G˜(F ), ω).
L’application
ιZ,µ : DZ,µ,ell(G˜(F ), ω)→ IZ,µ,cusp(G˜(F ), ω)
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ainsi définie est un isomorphisme antilinéaire. Il dépend de dg et dz, et varie comme dzdg−1.
Pour Θ1, Θ2 ∈DZ,µ,ell(G˜(F ), ω), on pose
(3) (Θ1,Θ2)Z,µ,ell = (ιZ,µ(Θ2), ιZ,µ(Θ1))Z,µ,ell.
Cela définit un produit scalaire hermitien défini positif sur l’espaceDZ,µ,ell(G˜(F ), ω). Comme
Dell(G˜(F ), ω) =
⊕
µ′
DZ,µ′,ell(G˜(F ), ω)
où µ′ parcourt tous les caractères unitaires de Z, on peut munir l’espace l’espaceDell(G˜(F ), ω)
du produit scalaire hermitien défini positif qui est la somme directe des (·, ·)Z,µ′,ell. Notons
(·, ·)Z,ell ce produit. Le lemme suivant résulte de la définition de ce produit.
Lemme 1. — Le produit (·, ·)Z,ell sur Dell(G˜(F ), ω) ne dépend ni de dg, ni de dz, ni de Z.
En appliquant la construction ci–dessus à Z = AG˜(F ), on obtient que (·, ·)Z,ell = (·, ·)ell,
où (·, ·)ell est le produit de [W, 7.3] introduit en 4.3, qui a été calculé explicitement (formule
(6) de 4.3).
Soit G′ ∈ EZ,µ. On définit Z ′1 et le caractère unitaire µ′1 de Z ′1 comme en 4.5. Notons
que Z ′1 est un sous–groupe fermé de Z(G′1;F ) tel que Z ′1 ∩ AG′1(F ) est d’indice fini dans
AG′1(F ). On munit G
′
1(F ) et Z ′1 de mesures de Haar dg′1 et dz′1. On a un produit scalaire
hermitien défini positif (·, ·)Z′1,µ′1,ell sur IZ′1,µ′1,cusp(G˜
′
1(F )), donné par la formule (2). Grâce
au lemme 1 de 4.5 appliqué à G˜ = G˜′1 et Z = Z ′1, on peut identifier SIZ′1,µ′1,cusp(G˜
′
1(F )) à
un sous–espace de IZ′1,µ′1,cusp(G˜
′
1(F )) — c’est le sous–espace formé des images des fonctions
f ′1 ∈ C∞Z′1,µ′1,cusp(G˜
′
1(F )) dont les intégrales orbitales sont constantes sur toute classe de
conjugaison stable fortement régulière —, ce qui munit SIZ′1,µ′1,cusp(G˜
′
1(F )) de la restriction
du produit scalaire hermitien sur IZ′1,µ′1,cusp(G˜
′
1(F )).
Pour G′ ∈ G, soit c(G˜,G) la constante donnée par (cf. [Stab I, 4.17] ou [Stab X, 3.1.1])
c(G˜,G′) = |det(1− θ;AG/AG˜)|−1|π0(Z(Gˆ)ΓF )||π0(Z(Gˆ′)ΓF )|−1 × · · ·
· · · × |Out(G′)|−1|π0(Z(Gˆ)ΓF ,◦ ∩ Gˆ′)||π0([Z(Gˆ)/(Z(Gˆ) ∩ Gˆ′)]ΓF )|−1.
Lemme 2. — Pour f1, f2 ∈ IZ,µ,cusp(G˜(F ), ω), on a l’égalité (conformément à la décom-
position du lemme 1 de 4.5)
(f1,f2)Z,µ,ell =
∑
G′∈EZ,µ
c(G˜,G′)(fG
′
1 , f
G
′
2 )Z′1,µ′1,ell.
Démonstration. — Notons tout d’abord que l’égalité du lemme ne dépend pas des choix
des mesures : le produit (·, ·)Z,µ,ell dépend de dg et dz et varie comme dg2dz−2 ; pour
G′ ∈ EZ,µ, le produit (·, ·)Z′1,µ′1,ell dépend de dg
′
1 et dz
′
1 et varie comme (dg
′
1)
2(dz′1)
−2, et
l’homomorphisme de transfert f 7→ fG′ = f G˜′1 dépend de dz\dg et dz′1\dg′1 et varie comme
(dz\dg)(dz′1\dg′1)−1. D’après la proposition de [Stab I, 4.17], pour h1, h2 ∈ Icusp(G˜(F ), ω),
on a l’égalité
(4) JG˜(ω,h1,h2) =
∑
G′∈E
c(G˜,G′)JG˜
′
1(hG
′
1 ,h
G
′
2 ),
où l’expresssion JG˜
′
1(hG
′
1 ,h
G
′
2 ) est donnée par la formule (7) de 4.3 (remarque 1) pour
G˜ = G˜′1 et ω = 1, ou, ce qui revient au même, par la formule (3) de [Stab I, 4.17] modulo
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les choix de mesures de Haar dg′ sur G˜′(F ) et da′ sur AG′(F ). La mesure dg
′ est celle
définissant l’homomorphisme de transfert h 7→ hG′ = hG˜′1 , et les mesures da et da′ sont
supposées se correspondre par l’isomorphisme naturel AG˜ → AG′ — cf. [Stab I, 4.17]. Pour
f1, f2 ∈ IZ,µ,cusp(G˜(F ), ω), on commence par choisir des éléments h1, h2 ∈ Icusp(G˜(F ), ω)
tels que pZ,µ(hi) = fi (i = 1, 2). Ensuite on remplace J
G˜(ω,h1,h2) par JG˜Z (ω,h1,h2) grâce
à l’égalité (1), puis on intégre sur Z comme dans l’égalité (2), ce qui nous donne (f1,f2)Z,µ,ell.
Compte–tenu de la définition des transferts fi 7→ fG
′
i (i = 1, 2) — cf. 4.5 —, en appliquant
la même construction à chacun des termes de la somme dans l’égalité (4), on obtient l’égalité
du lemme.
Passons au résultat dual qui nous intéresse. Pour G′ ∈ EZ,µ et Θ′ ∈DZ,µ,ell(G′), on note
ιG
′
Z,µ(Θ
′) l’unique élément de IZ,µ,cusp(G′) tel que
〈Θ′,f ′〉Z′1,µ′1 = (ι
G
′
Z,µ(Θ
′),f ′)Z′1,µ′1,ell, f
′ ∈ IZ,µ,cusp(G′).
L’application
ιG
′
Z,µ : DZ,µ,ell(G
′)→ IZ,µ,cusp(G′)
ainsi définie est un isomorphisme antilinéaire. Il induit par restriction un isomorphisme anti-
linéaire
G
′
Z,µ : SDZ,µ,ell(G
′)→ SIZ,µ,cusp(G′)
qui envoie SDZ,µ,ell(G′)Aut(G
′) sur SIZ,µ,cusp(G′)Aut(G
′). D’après le lemme 2 ci–dessus,
lorsqu’on passe de la décomposition du lemme 1 de 4.5 à la décomposition du lemme 2 de
4.5 via les isomorphismes ιZ,µ et G
′
Z,µ, la constante c(G˜,G
′) apparaît : pour G′ ∈ EZ,µ, on a
G
′
Z,µ(Θ
G
′
) = c(G˜,G′)ιZ,µ(Θ)
G
′
, Θ ∈DZ,µ,ell(G˜(F ), ω).
On en déduit que pour Θ1, Θ2 ∈ DZ,µ,ell(G˜(F ), ω), on a l’égalité (conformément à la décom-
position du lemme 2 de 4.5)
(5) (Θ1,Θ2)Z,µ,ell =
∑
G′∈EZ,µ
c(G˜,G′)−1(ΘG
′
1 ,Θ
G
′
2 )Z′1,µ′1,ell.
En vertu du lemme 1 ci–dessus, on peut s’affranchir de Z et µ. On obtient le résultat suivant.
Lemme 3. — Pour Θ1, Θ2 ∈ Dell(G˜(F ), ω), on a l’égalité (conformément à la décomposi-
tion (5) de 4.4)
(Θ1,Θ2)ell =
∑
G′∈E
c(G˜,G′)−1(ΘG
′
1 ,Θ
G
′
2 )ell.
4.7. Séries principales non ramifiées. — Posons Zˆ = Z(Gˆ) et Zˆsc = Z(GˆSC), où GˆSC
est le revêtement simplement connexe du groupe dérivé de Gˆ. Rappelons que Langlands a
construit des isomorphismes canoniques H1(WF , Zˆ)→ G(F )D et H1(WF , Zˆsc)→ GAD(F )D,
où XD désigne le groupe des caractères (homomorphismes continus dans C×) de X. On en
déduit un isomorphisme canonique
(1) GAD(F )/q(G(F ))→ ker(H1(WF , Zˆsc)→ H1(WF , Zˆ))D,
où q : G→ GAD est l’homomorphisme naturel.
Soit ϕ :WF → LG un paramètre de Langlands tempéré. Posons
Sϕ = {g ∈ Gˆ : Intg ◦ ϕ = ϕ}, Sϕ,ad = {g ∈ GˆAD : Intg ◦ ϕ = ϕ}.
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La suite exacte courte 1→ Zˆsc → GˆSC → GˆAD → 1 fournit une suite exacte de cohomologie
H0(WF , ϕ, GˆSC)→ H0(WF , ϕ, GˆAD)→ H1(WF , Zˆsc),
où H0(WF , ϕ, ·) désigne l’ensemble des invariants sous WF pour l’action donnée par ϕ. En
composant la flèche de droite avec l’application naturelle H0(WF , ϕ, Gˆ)→ H0(WF , ϕ, GˆAD),
on obtient une application
Sϕ = H
0(WF , ϕ, Gˆ)→ ker(H1(WF , Zˆsc)→ H1(WF , Zˆ))
qui est un homomorphisme continu. Son noyau contient donc la composante neutre S◦ϕ du
groupe algébrique affine complexe Sϕ. Comme il contient aussi Z(Gˆ)ΓF , cet homomorphisme
se factorise en un homomorphisme
(2) S(ϕ) = Sϕ/S
◦
ϕZ(Gˆ)
ΓF → ker(H1(WF , Zˆsc)→ H1(WF , Zˆ)).
Par dualité de Pontryagin, on en déduit un homomorphisme
(3) GAD(F )/q(G(F ))→ S(ϕ)D.
Supposons que le paramètre ϕ est de la forme ϕ = (LT →֒ LG) ◦ ϕTλ pour un caractère
unitaire λ de T (F ) de paramètre ϕTλ : WF → LT (cf. 3.2). D’après Keys [K], on sait que
le R–groupe RG(λ) est naturellement isomorphe au S-groupe S(ϕ). Posons Uˆ = TˆΓF ,◦ et
notons Nˆ le normalisateur de Tˆ dans Gˆ. D’après [K, 2.5], Tˆ est le centralisateur de Uˆ dans
Gˆ, Uˆ est un tore maximal de S◦ϕ, Tˆ ∩Sϕ = Uˆ ZˆΓF , Tˆ ∩S◦ϕ = Uˆ , et Nˆ ∩S◦ϕ est le normalisateur
de Uˆ dans S◦ϕ. On en déduit une suite exacte courte [K, 2.6]
(4) 1→ (Nˆ ∩ S◦ϕ)/Uˆ → (Nˆ ∩ Sϕ)/Uˆ ZˆΓF → S(ϕ)→ 1.
De plus (loc. cit.), on a un isomorphisme naturel
WG(λ) ≃ (Nˆ ∩ Sϕ)/Uˆ ZˆΓF ,
qui se restreint en un isomorphisme
WG0 (λ) ≃ (Nˆ ∩ S◦ϕ)/Uˆ .
D’où l’isomorphisme RG(λ) ≃ S(ϕ). Notons aussi que
(5) WG0 (λ) = {1} ⇔ S◦ϕ = TˆΓF ,◦.
Remarque 1. — Tout élément w ∈ W ΓF = NG(F )(T )/T (F ) définit un L–isomorphisme
Lw : LT → LT , donné par Lw(t⋊ σ) = wˆ(t)⋊ σ, et d’après la correspondance de Langlands
pour les tores, WG(λ) est le groupe des éléments w ∈W ΓF tels que Lw ◦ϕTλ est Tˆ–conjugué
à ϕTλ . On sait que tout élément ΓF –invariant de W
Gˆ(Tˆ ) = Nˆ/Tˆ se relève en un élément ΓF–
invariant de Nˆ . Pour w ∈WG(λ), choisissons un relèvement n ∈ NˆΓF de wˆ. Alors Intn ◦ϕTλ
est Tˆ–conjugué à ϕTλ . En d’autres termes, il existe un t ∈ Tˆ tel que tn ∈ Sϕ. L’application
w 7→ tn donne une bijection
ιλ :W
G(λ)
≃−→ (Nˆ ∩ Sϕ)Tˆ /Tˆ = (Nˆ ∩ Sϕ)/Uˆ Zˆ
qui est un isomorphisme sur l’opposé du groupe d’arrivée (par construction, w−1 (= wˆ) et
Intn ont la même action sur Tˆ ). Par passage aux quotients, ιλ induit une bijection
ιλ : R
G(λ)→ (Nˆ ∩ Sϕ)Tˆ /(Nˆ ∩ S◦ϕ)Tˆ = (Nˆ ∩ Sϕ)/(Nˆ ∩ S◦ϕ)UˆZˆΓF = S(ϕ)
qui est un isomorphisme sur le groupe opposé de S(ϕ). L’isomorphisme RG(λ) ≃ S(ϕ)
s’obtient en composant ιλ avec le passage à l’inverse.
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Remarque 2. — On a introduit en 3.2 un ensemble S˜ϕ,a = {g˜ ∈ Gˆθˆ : Intg˜ ◦ ϕ = a · ϕ}.
S’il n’est pas vide, ce que l’on suppose, alors c’est un Sϕ–espace tordu, et l’on peut définir
le “S–groupe tordu”
S˜(ϕ,a) = S˜ϕ,a/S
0
ϕZ(Gˆ)
ΓF .
C’est un S(ϕ)–espace tordu. Notons θ l’automorphisme de T associé à (B, T ) (c’est–à–dire
la restriction θE|T ). Alors, tout comme dans le cas non tordu, W G˜,ω(λ) est l’ensemble des
éléments wθ ∈ W ΓF θ tels que Lθ ◦ Lw ◦ ϕTλ est Tˆ–conjugué à a · ϕTλ . Pour wθ ∈ W G˜,ω(λ),
l’élément θˆwˆ = θˆ(wˆ)θˆ appartient à W Gˆ(Tˆ )ΓF , et l’on peut choisir un relèvement n de θˆ(wˆ)
dans NˆΓF . Alors Intn ◦ Lθ ◦ ϕTλ est Tˆ–conjugué à a · ϕTλ . En d’autres termes, il existe un
t ∈ Tˆ tel que tnθˆ ∈ S˜ϕ,a. L’application wθ 7→ tnθˆ donne une application
ι˜λ :W
G˜,ω(λ)→ (Nˆ θˆ ∩ S˜ϕ,a)Tˆ /Tˆ = (Nˆ θˆ ∩ S˜ϕ,a)/UˆZˆΓF .
Par construction, θˆ◦w−1 et Intn ◦ θˆ ont la même action sur Tˆ . Puisque l’application ιλ vérifie
ι˜λ(w˜w
′) = ιλ(w
′)ι˜λ(w˜), w˜ ∈ W G˜,ω(λ), w′ ∈ WG(λ),
elle est bijective. De plus, elle induit par passage aux quotients une application bijective
ι˜λ : R
G˜,ω(λ)→ S˜(ϕ,a)
qui vérifie
ι˜λ(r˜r
′) = ιλ(r
′)ι˜λ(r˜), r˜ ∈ RG˜,ω(λ), r′ ∈ RG(λ).
Supposons de plus que le caractère λ est non ramifié. Posons Tad = q(T ), et notons Tˆsc
la pré–image de Tˆ dans GˆSC (par l’homomorphisme naturel qˆ : GˆSC → Gˆ, dual de q). On
utilise maintenant le fait que G est non ramifié. Soit
Ω = coker(Xˇ(T )ΓF → Xˇ(Tad)ΓF )
≃ ker(Tˆsc/(1− φ)(Tˆsc)→ Tˆ /(1− φ)(Tˆ ))D.
C’est un groupe abélien fini, qui opère transitivement et librement sur les classes de G(F )–
conjugaison de sous–groupes hyperspéciaux deG(F ). Cette action provient de celle du groupe
GAD(F )/q(G(F )) = Tad(F )/q(T (F )) par conjugaison, via la projection naturelle
ker(H1(WF , Zˆsc)→ H1(WF , Zˆ))D ≃ ker(H1(WF , Tˆsc)→ H1(WF , Tˆ ))D → Ω.
D’après [Mi, prop. 9], le R–groupe RG(λ) est naturellement isomorphe à un sous–groupe de
ΩD. En particulier il est abélien, et si G = GAD, alors RG(λ) = {1} et l’induite π = iGB(λ)
est irréductible — ce que l’on savait déjà grâce à des travaux antérieurs de Keys. On note
ζ = ζλ : Ω→ RG(λ)D l’homomorphisme dual. En le composant avec la projection naturelle
GAD(F ) → Ω, on obtient un homomorphisme surjectif GAD(F ) → RG(λ)D, que l’on note
encore ζ. Un caractère ρ de RG(λ) s’identifie à un élément de Irr(RG(λ)) par la formule
ρ(z, r) = zρ(n), (z, r) ∈ NG(λ) = U×RG(λ).
D’après [Mi, theorem 1], on a
(6) πρ ◦ Intx−1 ≃ πρ+ζ(x), ρ ∈ RG(λ)D, x ∈ GAD(F ),
où ρ + ζ(x) désigne le caractère r 7→ ρ(r)ζ(x)(r) de RG(λ). Ainsi, les sous–représentations
irréductibles de π sont permutées transitivement par GAD(F ), et pour ρ ∈ RG(λ)D, K1 un
sous–groupe hyperspécial de G(F ) et x ∈ GAD(F ), πρ est l’élément K1–sphérique de Πλ si
et seulement si πρ+ζ(x) est l’élément Intg(K1)–sphérique de Πλ.
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Remarque 3. — La bijection RG(λ)D → Πλ, ρ 7→ πρ dépend du choix d’une normalisa-
tion des opérateurs d’entrelacement. Deux telles normalisations différent par un caractère de
RG(λ), c’est–à–dire que si r 7→ r′B(r) est la U–représentation de RG(λ) associée à une autre
normalisation, il existe un caractère ρ′ de RG(λ) tel que r′B(r) = ρ
′(r)rB(r) pour r ∈ RG(λ),
où r est l’image de r dans RG(λ). La représentation r′P ⊗ π de RG(λ)×G(F ) se décompose
alors en
r′P ⊗ π =
∑
ρ∈RG(λ)D
ρ⊗ πρ−ρ′ .
Quitte à changer de normalisation des opérateurs d’entracement, on peut donc supposer que
la correspondance ρ 7→ πρ est telle que l’élément π0 ∈ Πλ associée au caractère trivial de
RG(λ) est la représentation K–sphérique.
4.8. Le cas où (G˜,a) est à torsion intérieure. — On suppose dans ce numéro que
l’espace tordu (G, G˜) est à torsion intérieure, et que ω = 1 (on suppose toujours que le
groupe G est quasi–déployé sur F et déployé sur F nr). Rappelons que K˜ = Kδ0 = δ0K pour
un δ0 ∈ T˜ (F ), et que le F–automorphisme θ0 = Intδ0 de G est trivial sur T (F ). Soit λ un
caractère unitaire de T (F ). L’application NG(λ)→ NG˜(λ), (z, n) 7→ (z, nδ0) est bijective, et
elle induit une application bijective WG(λ) → WG˜(λ). En quotientant par les orbites sous
WG0 (λ), on obtient une application bijective R
G(λ)→ RG˜(λ). L’automorphisme θR de RG(λ)
— qui n’est défini que modulo les automorphismes intérieurs de RG(λ) — opère trivialement
sur Irr(RG(λ)), et l’application
Irr(RG˜(λ))→ Irr(RG(λ)), (ρ, ρ˜) 7→ ρ
est surjective. En d’autres termes, toute représentation irréductible ρ de RG(λ) se prolonge
en une U–représentation ρ˜ de RG˜(λ), laquelle définit un prolongement π˜ρ˜ de πρ à G˜(F ). On
peut normaliser ces prolongements ρ˜ en imposant que
ρ˜(z, nδ0) = ρ(z, n) = zρ(n), (z, n) ∈ NG(λ).
Pour ρ ∈ Irr(RG(λ)), notons ρ˜0 ∈ Irr(RG˜(λ)) la classe d’isomorphisme du prolongement de ρ
normalisé de cette manière, et posons π˜ρ = π˜ρ˜0 . Cela revient à imposer que la restriction de
∇˜B(1, δ0) à l’espace de ρ⊗πρ soit égale à id⊗ π˜ρ(δ0). Le F–automorphisme θ0 de G induit un
F–automorphisme θ¯0 de GAD, qui est trivial sur Tad. Puisque l’inclusion Tad ⊂ GAD induit
un isomorphisme Tad(F )/q(T (F ))→ GAD(F )/q(G(F )), on a
x−1θ¯0(x) ∈ q(G(F )), x ∈ GAD(F ).
Si de plus le caractère λ est non ramifié, alors on a
(1) π˜ρ ◦ Intx−1 ≃ π˜ρ+ζλ(x), ρ ∈ RG(λ)D, x ∈ GAD(F ).
De plus (toujours si λ est non ramifié), la représentation π˜ = π˜(1,δ0) de G˜(F ) donnée par
π˜(gδ0) = π(g)∇˜B(1, δ0), g ∈ G(F ),
est isomorphe à une somme directe ⊕xπ˜ρ0◦Intx−1 où x parcourt un ensemble de représentants
de GAD(F )/ker(ζλ).
Lemme. — On suppose que l’espace tordu (G, G˜) est à torsion intérieure, et que ω = 1.
Alors on a la décomposition
SDell = SD
nr
ell(G˜(F ))⊕ SDramell (G˜(F )).
De plus, si G n’est pas un tore, alors on a SDnrell(G˜(F )) = {0}.
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Démonstration. — Soit Θ ∈ SDell(G˜(F )). On écrit Θ = Θnr + Θram conformément à la
décomposition (1) de 3.1. Cette décomposition (1) de 3.1 est compatible à l’action de GAD(F )
par conjugaison. Puisque la distribution Θ est stable, elle est invariante par cette action, et
sa décomposition en Θ = Θnr+Θram l’est aussi. Pour un caractère unitaire non ramifié λ de
T (F ), on peut choisir un prolongement unitaire λ˜ de λ à T˜ (F ), et d’après ce qui précède, les
sous–représentations G(F )–irréductibles de l’induite iG˜
B˜
(λ˜) sont permutées transitivement par
l’action de GAD(F ) par conjugaison. On en déduit que Θnr est une combinaison linéaire finie,
à coefficients complexes, de caractères de telles induites. Une telle distribution ne peut être
elliptique que si G = T . Donc SDnrell(G˜(F )) = {0} si G 6= T . Cela prouve la décomposition
du lemme dans le cas où G 6= T . Si G = T , alors tout est stable, et la décomposition du
lemme équivaut à la décomposition (1) de 3.1.
4.9. Action de C sur les caractères de support non ramifié. — Soit C = C(G, G˜)
le sous–groupe de Z(G) × G formé des paires (z, g) telles que pour tout σ ∈ ΓF , l’élément
gσ(g)−1 appartient à Z(G) et (1− θ)(gσ(g)−1) = zσ(z)−1. Il contient le sous–groupe
Z(G)∗ = {(1− θ)(z), z) : z ∈ Z(G)} ≃ Z(G).
On pose
C = C/Z(G)∗,
et l’on note q : C → C la projection naturelle. Notons que pour (z, g) ∈ C, l’image gad
de g dans GAD appartient à GAD(F ). Un élément (z, g) ∈ C définit un F–automorphisme
g′ 7→ Intg−1(g′) de G et un F–automorphisme γ 7→ zIntg−1(γ) de G˜. On obtient ainsi une
application de C dans le groupe AutF (G, G˜) des automorphismes de (G, G˜) qui sont définis
sur F . Cette application se quotiente en un homomorphisme injectif de C dans le groupe
opposé AutopF (G, G˜). On a un plongement de Z(G;F ) dans C donné par z 7→ q(z, 1). On a
aussi un plongement de G♯(F ) dans C défini comme suit. Pour g♯ ∈ G♯(F ), on choisit un
relèvement g de g♯ dans G, et l’on envoie g♯ sur q(1, g) ∈ C.
Remarque 1. — Le groupe C est en général plus gros que le sous–groupe de AutopF (G, G˜)
engendré par Z(G;F ) et G♯(F ), comme le montre l’exemple suivant. Soit F ′/F une extension
cyclique de degré 4 (par exemple la sous–extension de degré 4 de F nr/F ), et soit τ un
générateur de Gal(F ′/F ). Soit E = F ′〈τ
2〉 l’extension quadratique de F intermédiaire. Soit
G le groupe ResE/F (SL(2)E), c’est–à–dire la restriction des scalaires de E à F du groupe
SL(2) vu comme groupe défini et déployé sur E. On a donc
G(F ) = SL(2, F )× SL(2, F )
avec action de σ ∈ ΓF donnée par :
– σ(g1, g2) = (σ(g1), σ(g2)) si σ ∈ ΓE ;
– σ(g1, g2) = (σ(g2), σ(g1)) si σ /∈ ΓE.
Le groupe G est défini et quasi–déployé sur F , et déployé sur E, et l’on a
G(F ) = {(g, g) : g ∈ SL(2, E)}.
Soit θ le F–automorphisme (g1, g2) 7→ (g2, g1) de G, et soit G˜ = Gθ (si l’extension E/F
est non ramifiée, alors l’espace tordu (G, G˜) vérifie toutes les hypothèses de 2.1). Fixons un
élément ξ ∈ E× tel que F ′ = E[√ξ]. Considérons la matrice h = diag(√ξ,√ξ−1) ∈ SL(2, F ′),
l’élément g = (τ (h), h) ∈ G(F ′), et l’élément z = (1,−1) ∈ Z(G;E). On a τ 2(h) = −h, d’où
τ (g) = zg et τ 2(g) = (−1,−1)g. On en déduit que l’élément (z, g) appartient à C. Son image
c = q(z, g) ∈ C n’est pas dans le produit des images de Z(G;F ) et de G♯(F ). En effet si
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elle l’était, alors z appartiendrait au produit de Z(G;F ) et de (1− θ)(Z(G;F )). Or ces deux
groupes sont égaux, et ont pour éléments (1, 1) et (−1,−1).
Lemme 1. — Le groupe C opère transitivement sur les sous–espaces hyperspéciaux de G˜(F ).
Démonstration. — Rappelons qu’on a choisi le sous–espace hyperspécial (K, K˜) de G˜(F ) tel
que K = KE est le sous–groupe hyperspécial de G(F ) associé à la paire de Borel épinglée
E = (B, T, {Eα}α∈∆) de G définie sur F , et que l’espace K˜ s’écrit K˜ = Kδ0 = δ0K pour un
élément δ0 ∈ T˜ (F )∩NG˜(F )(K) de la forme δ0 = t0ǫ0 avec t0 ∈ T (F nr)1 et ǫ0 ∈ Z(G˜,E;F nr).
Soit (K1, K˜1) un autre sous–espace hyperspécial de G˜(F ). On peut aussi choisir une paire
de Borel épinglée E1 = (B1, T1, {Eα1}α1∈∆1) de G définie sur F telle que K1 = KE1 , et
un élément δ1 ∈ K˜1 de la forme δ1 = t1ǫ1 avec t1 ∈ T1(F nr)1 et ǫ1 ∈ Z(G˜, E1;F nr). On se
ramène tout de suite au cas où (B1, T1) = (B, T ) : il suffit pour cela de conjuguer (K1, K˜1)
par un élément de G(F ), puisque deux paires de Borel de G définies sur F sont toujours
conjuguées par un tel élément. On peut alors fixer un élément x ∈ T (F ) tel que xad ∈ Tad(F )
et Intx(E) = E1 ; où xad désigne la projection de x sur Tad = T/Z(G). Alors Intx(ǫ0) conserve
E1, donc on peut écrire Intx(ǫ0) = zǫ1 avec z ∈ Z(G;F ). Notons y l’élément de G(F ) tel
que δ1 = yδ0. En notant θ = Intǫ0 , on obtient l’égalité t1xθ(x)
−1 = zyt0. Elle entraîne
que y ∈ T (F ). On projette l’égalité dans Tad(F ) : elle donne t1,adxadθ(xad)−1 = yadt0,ad.
Remarquons que pour i = 0, 1, Intδi est défini sur F et Intǫi aussi (puisque Intǫ0 conserve
E et Intǫi conserve E1) ; donc Intti est aussi défini sur F , c’est–à–dire que ti,ad ∈ Tad(F )1.
Puisque T et Tad sont des tores non ramifiés, le choix d’une uniformisante ̟ de F permet
d’identifier T (F ) à T (F )1×Xˇ(T )φ et Tad(F ) à Tad(F )1×Xˇ(Tad)φ. Conformément à ces deux
décompositions, on écrit y = y′y′′ et xad = x′adx
′′
ad. L’égalité t1,adxadθ(xad)
−1 = yadt0,ad se
décompose alors en deux égalité :
x′′adθ(x
′′
ad)
−1 = y′′ad, t1,adx
′
adθ(x
′
ad)
−1 = y′adt0,ad.
On relève x′′ad en un élément x
′′ ∈ T (F ). Il existe alors un élément z′′ ∈ Z(G;F ) tel que
x′′θ(x′′)−1 = z′′y′′. Parce que x′′ad et y
′′ sont F–rationnels, cela implique que le couple (z′′, x′′)
appartient à C. Notons c l’image dans C de l’inverse de ce couple. L’action de c envoie K sur
Intx′′(K). Puisque l’élément x
′′
ad appartient au sous–groupe compact maximal Tad(F )1 de
Tad(F ), la conjugaison par xx′′−1 conserve K. Le groupe Intx′′(K) est donc égal à Intx(K),
qui est égal à K1 par définition de x. L’action de c envoie δ0 sur
z′′−1Intx′′(δ0) = z
′′−1x′′θ(x′′)−1δ0 = y
′′δ0 = y
′−1δ1.
Mais y′ appartient au sous–groupe compact maximal T (F )1 de T (F ), donc est contenu dans
K1. Donc c envoie δ0 sur un élément de K˜1, et il envoie K˜ = Kδ0 sur K˜1 = K1δ1.
Remarque 2. — La preuve du lemme 2 est tirée de celle du lemme 1.9.(iv) de l’article :
–Waldspurger J.–L., À propos du lemme fondamental pondéré tordu, Math. Ann. 343
(2009), 103–174.
On aurait tout aussi bien pu s’y référer. Mais comme la propriété à prouver est énoncée
dans cet article d’une façon assez différente, il aurait alors fallu expliquer que les deux énoncés
sont équivalents. On a préféré la redémontrer ici.
Lemme 2. — Pour x ∈ GAD(F ), on a ω ◦ Intx = ω.
Démonstration. — Soit π : GSC → G l’homomorphisme naturel. Tout caractère de G(F ) se
factorise à travers G(F )/π(GSC(F )). Il suffit donc de prouver que GAD(F ) agit trivialement
(par conjugaison) sur ce quotient, ou encore que, pour g ∈ G(F ) et x ∈ GAD(F ), on a
gIntx(g
−1) ∈ π(GSC(F )). Relevons x en x′ ∈ G, et écrivons g = zπ(gsc) et x′ = z′π(x′sc)
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avec z, z′ ∈ Z(G) et gsc, x′sc ∈ GSC. Alors gIntx(g) = π(gscx′scg−1sc x′−1sc ) et il suffit de prouver
que l’élément gscx′scg
−1
sc x
′−1
sc de GSC est F–rationnel. Soit σ ∈ ΓF . Puisque g ∈ G(F ) et
x ∈ GAD(F ), il existe deux éléments zsc(σ), z′sc(σ) ∈ Z(Gsc) tels que
σ(gsc)g
−1
sc = zsc(σ), σ(x
′
sc)x
′−1
sc = z
′
sc(σ).
Alors on a
σ(gscx
′
scg
−1
sc x
′−1
sc ) = zsc(σ)gscz
′
sc(σ)x
′
sczsc(σ)
−1gscx
′−1
sc z
′
sc(σ)
−1 = gscx
′
scg
−1
sc x
′−1
sc .
Donc gscx′scg
−1
sc x
′−1
sc est fixe par ΓF , d’où l’assertion.
D’après le lemme 2, l’action de C sur (G, G˜) induit une action sur l’espace I(G˜(F ), ω), et
aussi une action sur l’espace D(G˜(F ), ω). Cette action stabilise Dell(G˜(F ), ω) et préserve la
décomposition (1) de 4.1. Précisément, pour (z, g) ∈ C d’image c = q(z, g) ∈ C, on pose
cf(γ) = f(zg−1γg), f ∈ C∞c (G˜(F )), γ ∈ G˜(F ),
et
cΘ(f) = Θ(c
−1
f), Θ ∈D(G˜(F ), ω), f ∈ C∞c (G˜(F )).
En d’autres termes, si (π, π˜) est une représentation de (G˜(F ), ω) telle que la représentation π
de G(F ) soit tempérée et de longueur finie, alors l’application γ 7→ cπ˜(γ) = π˜(zg−1γg) définit
une autre représentation de (G˜(F ), ω), dont le caractère Θcπ˜ est donné par Θcπ˜ = c(Θπ˜).
La fonction localement constante θcπ˜ sur G˜reg(F ) est donnée par θcπ˜(γ) = Θπ˜(zg−1γg).
Soit λ un caractère unitaire et non ramifié de T (F ). Posons π = iGB(λ). On a vu (4.7) qu’il
existe un homomorphisme surjectif ζλ : GAD(F ) → RG(λ)D tel que pour ρ ∈ Irr(RG(λ)),
identifié à l’élément r 7→ ρ(1, r) de RG(λ)D, on a
πρ ◦ Intx−1 ≃ πρ+ζλ(x), x ∈ GAD(F ).
On voudrait étendre cette construction au cadre tordu qui nous intéresse ici. On abandonne
pour cela l’identification Irr(RG(λ)) = RG(λ)D, qui s’adapte très mal au cadre tordu.
Supposons de plus que l’ensemble NG˜,ω(λ) n’est pas vide (ou, ce qui revient au même, que
l’ensemble NG˜(F ),ω(λ) n’est pas vide). Alors l’ensemble RG˜,ω(λ) est une extension (scindée)
de RG˜,ω(λ) par U, et un espace tordu sous RG(λ). Pour r˜ ∈ RG˜,ω(G), l’automorphisme θr˜ de
R
G(λ) défini par r˜r = θr˜(r)r˜ ne dépend pas de r˜, et est noté θR. Un élément de Irr(RG˜,ω(λ))
est par définition la donnée d’un couple (ρ, ρ˜) où ρ est un élément de Irr(RG(λ), θR), c’est–
à–dire un élément de Irr(RG(λ)) tel que ρ ◦ θR = ρ, et ρ˜ : RG˜,ω(λ)→ U est une application
telle que
ρ˜(rr˜r′) = ρ(r)ρ˜(r˜)ρ(r′), r˜ ∈ RG˜,ω(λ), r, r′ ∈ RG(λ).
L’application ρ˜ est une U–représentation de RG˜,ω(λ), c’est–à–dire qu’elle vérifie
ρ˜(z, r˜) = zρ˜(1, r˜), (z, r˜) ∈ RG˜,ω(λ) = U×RG˜,ω(λ).
Pour r ∈ RG(λ) et ρ ∈ Irr(RG(λ)), en posant r−1θR(r) = (z, r′) avec z ∈ U et r′ ∈ RG(λ), on
a ρ(r−1θR(r)) = zρ(1, r′). Par conséquent, si pour un (c’est–à–dire pour tout) r˜ ∈ RG˜,ω(λ), le
triplet τ = (T, λ, r˜) est inessentiel, alors l’ensemble Irr(RG(λ), θR) est vide (et, ce qui revient
au même, l’ensemble Irr(RG˜,ω(λ)) est vide). Réciproquement, si pour r˜ ∈ RG˜,ω(λ), le triplet
τ = (T, λ, r˜) est essentiel, alors puisque la représentation π˜τ de (G˜(F ), ω) a un caractère non
nul [W, 2.9], l’ensemble Irr(RG(λ), θR) n’est pas vide. D’autre part, pour ρ ∈ Irr(RG(λ)),
si la représentation πρ de G(F ) est K1–sphérique pour un sous–groupe hyperspécial K1
de G(F ) tel que l’ensemble NG˜(F )(K1) ne soit pas vide, alors on a ρ ◦ θR = ρ. En effet,
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pour δ1 ∈ NG˜(F )(K1), la représentation ω−1(πρ)δ1 de G(F ) est encore K1–sphérique, donc
isomorphe à πρ, ce qui signifie que πρ se prolonge à (G˜(F ), ω), et donc que ρ ∈ Irr(RG(λ), θR).
L’existence du sous–espace hyperspécial (K, K˜) de G˜(F ) assure donc que
(1) pour r˜ ∈ RG˜,ω(λ), le triplet (T, λ, r˜) est essentiel.
Tout élément r˜ ∈ RG˜,ω(λ) définit un triplet (essentiel) τ = (T, λ, r˜) et une représentation
π˜τ de (G˜(F ), ω) qui prolonge π — cf. 4.3. Le caractère Θτ de π˜τ est non nul, et l’on veut
décrire la distribution c(Θτ ) pour tout élément c ∈ C. Puisque GAD(F ) est le produit de
Tad(F ) et de l’image naturelle de GSC(F ) dans GAD(F ) — cela résulte de la décomposition
de Bruhat–Tits —, il suffit de le faire pour les éléments c de la forme c = q(z, g) avec
gad ∈ Tad(F ).
Lemme 3. — (On rappelle que λ est un caractère unitaire et non ramifié de T (F ) tel que
l’ensemble NG˜,ω(λ) n’est pas vide.) Soient r˜ ∈ RG˜,ω(λ), et c ∈ C de la forme c = q(z, g) avec
gad ∈ Tad(F ). Choisissons un relèvement w˜ ∈ W G˜,ω(λ) de la projection de r˜ sur l’ensemble
RG˜,ω(λ) = W G˜,ω(λ)/WG0 (λ). Posons τ = (T, λ, r˜) et t = zg
−1Intw˜(g). Alors t appartient à
T (F ), et on a l’égalité
c(Θτ ) = λ(t)Θτ .
Démonstration. — Puisque gad ∈ Tad(F ), les éléments g et t appartiennent à T = T (F ), et
un calcul simple montre que t est F–rationnel. Rappelons que pour z′ ∈ U, on a Θz′τ = z′Θτ .
Par conséquent, quitte à remplacer r˜ par z′r˜ pour un z′ ∈ U, on peut supposer que r˜ est
de la forme r˜ = (1, r˜) pour un r˜ ∈ RG˜,ω(λ). Relevons w˜ en un élément γw˜ ∈ NG˜(F ),ω(λ).
L’automorphisme Intγw˜ de G conserve T , et opère sur T comme Intw˜ = Intw ◦ θ pour un
élément w ∈ W ΓF , où θ est le F–automorphisme de T défini par T˜ . Considérons la série
principale π = iGB(λ) et la représentation π˜τ de (G˜(F ), ω) agissant sur l’espace Vπ de π.
Rappelons que cette dernière est définie par
π˜τ (gγw˜) = π(g) ◦ ∇˜(1, γw˜), g ∈ G(F ).
Soit Ψ l’automorphisme de Vπ défini par
Ψ(φ)(x) = φ(g−1xg), φ ∈ Vπ, x ∈ G(F ).
C’est un automorphisme C–linéaire, et pas un automorphisme de G(F )–module. L’égalité de
traces de l’énoncé résulte en fait de l’égalité plus précise suivante
(2) π˜τ (zg
−1γg) = λ(t)Ψ−1 ◦ π˜τ (γ) ◦Ψ, γ ∈ G˜(F ).
Prouvons (2). Il est clair que π(g−1xg) = Ψ−1 ◦ π(x) ◦Ψ pour tout x ∈ G(F ). Il suffit donc
de prouver que π˜τ (zg−1γw˜g) = λ(t)Ψ−1 ◦ π˜τ (γw˜) ◦Ψ, ce qui équivaut à
π˜τ (tγw˜) = λ(t)Ψ
−1 ◦ π˜τ (γw˜) ◦Ψ.
Posons wB = Intw(B). Par définition [W, 2.8], on a π˜τ (γw˜) = I1 ◦ I2 ◦ I3 où :
– I1 ∈ IsomG(F )(iGB(λ), iGB(ωλ)) est défini par I1(φ)(x) = ω(x)φ(x) ;
– I2 ∈ IsomG(F )(iGB(ωλ), iGwB(λ)) est défini par I2(φ)(x) = ∂B(γw˜)1/2φ(Int−1γw˜ (x)) ;
– I3 = RB|wB(λ) ∈ IsomG(F )(iGwB(λ), iGB(λ)) ;
où φ ∈ Vπ et x ∈ G(F ), ∂B(γw˜) est le Jacobien de l’application Intγw˜ : UB(F ) → UwB(F ),
et RB,wB(λ) est l’opérateur d’entrelacement normalisé (cf. [W, 1.10]). On note encore Ψ
l’automorphisme défini de la même manière sur les espaces des induites iGB(ωλ), i
G
wB(λ), et
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l’on note Ψ′ l’automorphisme de ces différents espaces obtenu en remplaçant g par Intw˜(g)
dans la définition de Ψ. Alors on a (calcul simple)
I1 ◦Ψ = Ψ ◦ I1, I2 ◦Ψ = Ψ′ ◦ I2, I3 ◦Ψ′ = dΨ′ ◦ I3,
où d est un certain module. La relation cherchée équivaut donc à
Ψ ◦ π(t) = dλ(t)Ψ′.
Deux autres calculs simples donnent Ψ ◦ π(t) = δB(t)1/2λ(t)Ψ′ et d = δB(t)1/2. Cela prouve
(2), et donc aussi le lemme.
Soit ωR : RG(λ)→ U l’application définie par
ωR = pU ◦ (θR − 1)
où pU : RG(λ) → U désigne la projection naturelle, et (θR − 1)(r) = θR(r)r−1, r ∈ RG(λ).
On a donc
ωR(z, r) = pU ◦ θR(1, r), (z, r) ∈ RG(λ) = U×RG(λ).
On note Irr(RG(λ), θR, ωR) le sous–ensemble de Irr(RG(λ)) formé des ρ tels que ρ◦θR = ωRρ.
Ce sous–ensemble n’est pas vide, il contient l’application pU. Il est muni d’une structure de
groupe commutatif, déduite par restriction de celle sur Irr(RG(λ)) : pour ρ, ρ′ ∈ Irr(RG(λ)),
l’élément ρ+ ρ′ de Irr(RG(λ)) est donné par
(ρ+ ρ′)(z, r) = z−1ρ(z, r)ρ′(z, r);
pU est l’élément neutre, et l’inverse (−ρ) de ρ est donné par (−ρ)(z, r) = zρ(1, r)−1. Pour ρ ∈
Irr(RG(λ), θR) et ρ′ ∈ Irr(RG(λ), θR, ωR), l’élément ρ+ρ′ est dans Irr(RG(λ), θR). Cela munit
Irr(RG(λ), θR) d’une structure de Irr(RG(λ), θR, ωR)–ensemble, et fait de Irr(RG(λ), θR) un
espace principal homogène sous Irr(RG(λ), θR, ωR).
On note Irr(RG˜,ω(λ), ωR) l’ensemble des couples (ρ, ρ˜) où ρ est un élément de l’ensemble
Irr(RG(λ), θR, ωR), et ρ˜ : RG˜,ω(λ)→ U est une application telle que
ρ˜(rr˜r′) = ρ(r)ρ˜(r˜)ωR(r
′)ρ(r′), r˜ ∈ RG˜,ω(λ), r, r′ ∈ RG(λ).
L’application ρ˜ est encore une U–représentation de RG˜,ω(λ). Cet ensemble Irr(RG˜,ω(λ), ωR)
n’est pas vide, il contient la projection naturelle p˜U : RG˜,ω(λ)→ U. On a une action de U sur
Irr(RG˜,ω(λ), ωR), donnée par z(ρ, ρ˜) = (ρ, zρ˜), z ∈ U. Tout élément ρ ∈ Irr(RG(λ), θR, ωR) se
prolonge en un élément (ρ, ρ˜) de Irr(RG˜,ω(λ), ωR), et les fibres de l’application (ρ, ρ˜) 7→ ρ sont
les orbites de U dans Irr(RG˜,ω(λ), ωR). L’ensemble Irr(RG˜,ω(λ), ωR) est muni d’une structure
de groupe commutatif, d’élément neutre p˜U, définie comme celle sur Irr(RG(λ), θR, ωR) : pour
ρ˜, ρ˜′ ∈ Irr(RG˜,ω(λ), ωR), on note ρ˜+ ρ˜′ l’élément de Irr(RG˜,ω(λ), ωR) défini par
(ρ˜+ ρ˜′)(z, r˜) = z−1ρ˜(z, r˜)ρ˜′(z, r˜), (z, r˜) ∈ RG˜,ω(λ).
Cette structure prolonge celle sur Irr(RG(λ), θR, ωR), au sens où si ρ˜ et ρ˜′ prolongent les
éléments ρ et ρ′ de Irr(RG(λ), θR, ωR), alors ρ˜+ρ˜′ prolonge ρ+ρ′. Pour ρ˜ ∈ Irr(RG˜,ω(λ), ωR) et
ρ˜′ ∈ Irr(RG˜,ω(λ)), on définit comme ci–dessus un élément ρ˜+ρ˜′ = ρ˜′+ρ˜ de Irr(RG˜,ω(λ)). Cela
munit Irr(RG˜,ω(λ)) d’une structure de Irr(RG˜,ω(λ), ωR)–ensemble, qui prolonge la structure
de Irr(RG(λ), θR, ωR)–ensemble sur Irr(RG(λ), θR), et fait de Irr(RG˜,ω(λ)) un espace principal
homogène sous Irr(RG˜,ω(λ), ωR).
LE LEMME FONDAMENTAL POUR L’ENDOSCOPIE TORDUE 55
Rappelons que pour ρ ∈ Irr(RG(λ), θR), le choix d’un prolongement ρ˜ de ρ à RG˜,ω(λ)
définit un prolongement π˜ρ˜ de πρ à (G˜(F ), ω), déterminé par le fait que pour γ ∈ NG˜(F ),ω(λ),
la restriction de ∇˜B(1, γ) à l’espace de πρ est donnée par ρ˜(r˜)π˜ρ˜(γ), où r˜ est l’image de γ
dans RG˜,ω(λ). Pour c ∈ C et (ρ, ρ˜) ∈ Irr(RG˜,ω(λ)), la représentation c(π˜ρ˜) de (G˜(F ), ω)
prolonge la représentation x(πρ) = πρ ◦ Intx−1 de G(F ), où l’on a posé x = gad ∈ GAD(F ).
Notons c · ρ˜ l’élément de Irr(RG˜,ω(λ)) prolongeant x · ρ = ρ+ ζλ(x) défini par
(3) c(Θπ˜ρ˜) = Θπ˜c·ρ˜ .
Cela définit une action de C sur Irr(RG˜,ω(λ)). Comme ρ et x·ρ appartiennent à Irr(RG(λ), θR),
l’élément ζλ(x) appartient à Irr(RG(λ), θR, ωR). En composant l’homomorphisme ζλ avec la
projection C→ GAD(F ), (z, g) 7→ gad, on obtient donc un homomorphisme
ζλ,C : C→ Irr(RG(λ), θR, ωR).
Le lemme suivant est une simple conséquence du lemme 3.
Lemme 4. — (On rappelle que λ est un caractère unitaire et non ramifié de T (F ) tel que
l’ensemble NG˜,ω(λ) n’est pas vide.) Il existe un unique homomorphisme
ζ˜λ : C→ Irr(RG˜,ω(λ), ωR)
qui vérifie l’égalité
c · ρ˜ = ρ˜+ ζ˜λ(c), ρ˜ ∈ Irr(RG˜,ω(λ)), c ∈ C.
Cet homomorphisme relève ζλ,C au sens où, composé avec la projection naturelle
Irr(RG˜,ω(λ), ωR)→ Irr(RG(λ), θR, ωR),
il redonne ζλ,C. Pour r˜ ∈ RG˜,ω(λ) et τ = (T, λ, r˜), l’application c 7→ ζ˜λ(c)(1, r˜)−1 est un
caractère unitaire du groupe C, que l’on note ωτ , et pour τ = (T, λ, r˜) se projetant sur τ ,
la distribution Θτ est un vecteur propre pour l’action de C relativement au caractère ωτ , au
sens où l’on a
c(Θτ ) = ωτ (c)Θτ , c ∈ C.
Enfin, le caractère ωτ ne dépend que de la classe de conjugaison du triplet τ .
Démonstration. — Notons qu’il existe au plus une application ζ˜ : C→ Irr(RG˜,ω(λ), ωR) telle
que c · ρ˜ = ρ˜ + ζ˜(c) pour tout ρ˜ ∈ Irr(RG˜,ω(λ)). Donc si une telle application existe, elle
est unique. Soit r˜ ∈ RG˜,ω(λ), d’image r˜ ∈ RG˜,ω(λ). Posons τ = (T, λ, r˜) et τ = (T, λ, r˜).
D’après le lemme 3, pour c ∈ C, il existe une constante ωτ (c) ∈ U telle que
(4) c(Θτ ) = ωτ (c)Θτ .
Concrètement, on choisit un couple (z, g) ∈ C tel que c = q(z, g), un élément y ∈ GSC(F ) tel
yadgad ∈ Tad(F ), et l’on pose g′ = π(y)g ∈ T , où π : GSC → G est l’homomorphisme naturel.
On choisit aussi un relèvement w˜ ∈ W G˜,ω(λ) de r˜, et l’on pose t = zg′−1Intw˜(g′). Alors
t ∈ T (F ), et l’on a ωτ (c) = λ(t). D’après (4), l’application c 7→ ωτ (c) est un caractère unitaire
du groupe C, et la distribution Θτ est un vecteur propre pour l’action de C relativement à ce
caractère ωτ . De plus, tout comme la distribution Θτ , le caractère ωτ ne dépend que de la
classe de conjugaison du triplet τ . Rappelons que la distribution Θτ est donnée par (4.3.(3))
Θτ =
∑
ρ∈Irr(RG(λ),θR)
ρ˜(r˜)Θπ˜ρ˜ .
56 BERTRAND LEMAIRE, COLETTE MŒGLIN & JEAN–LOUP WALDSPURGER
Pour c ∈ C, on a donc
c(Θτ ) =
∑
ρ∈Irr(RG(λ),θR)
(c−1 · ρ˜)(r˜)Θπ˜ρ˜ ,
et d’après (4), on a
(5) (c−1 · ρ˜)(r˜) = ωτ (c)ρ˜(r˜), ρ ∈ Irr(RG(λ), θR).
Pour c ∈ C, posons
ζ˜λ(c)(r˜) = pU(r˜)ωτ (c)
−1.
D’après (5), pour (z, r˜) ∈ RG˜,ω(λ), on a
(c · ρ˜)(z, r˜) = z−1ρ˜(z, r˜)ζ˜λ(c)(z, r˜), ρ ∈ Irr(RG˜,ω(λ), θR).
On en déduit que :
– pour c ∈ C, l’application r˜ 7→ ζ˜λ(c)(r˜) est un élément de Irr(RG˜,ω(λ), ωR) ;
– pour c ∈ C et ρ˜ ∈ Irr(RG˜,ω(λ)), on a c · ρ˜ = ρ˜+ ζ˜λ(c) ;
– l’application C→ Irr(RG˜,ω(λ), ωR), c 7→ ζ˜λ(c) est un homomorphisme ;
– pour c = q(z, g) ∈ C, ζ˜λ(c) est un prolongement de ζλ,C(c) = ζλ(gad).
Cela démontre le lemme.
Pour c ∈ C et ρ˜ ∈ Irr(RG˜,ω(λ)), on a donc
(6) c(Θπ˜ρ˜) = Θπ˜ρ˜+ζ˜λ(c)
.
Pour ρ ∈ Irr(RG(λ)), on a vu plus haut que si la représentation πρ de G(F ) est K1–
sphérique pour un sous–groupe hyperspécial K1 de G(F ) tel que l’ensemble NG˜(F )(K1) ne
soit pas vide, alors elle se prolonge à (G˜(F ), ω). Pour définir un tel prolongement π˜ρ˜, il suffit
de choisir un élément δ1 ∈ NG˜(F )(K1), et d’imposer la condition
Θπ˜ρ˜(1K1δ1) = 1.
Cela détermine π˜ρ˜ et, ce qui revient au même, le relèvement ρ˜ de ρ à RG˜,ω(λ).
Soit ρ0 ∈ Irr(RG(λ)) l’élément tel que la représentation πρ0 est K–sphérique. La représen-
tation πρ0 de G(F ) se prolonge à (G˜(F ), ω), et l’on note ρ˜0 le prolongement de ρ0 à R
G˜,ω(λ)
normalisé par K˜, c’est–à–dire tel que
Θπ˜ρ˜0 (1K˜) = 1.
Pour c = q(z, g) ∈ C, notons (cK, cK˜) le sous–espace hyperspécial de G˜(F ) défini par
cK = Intg(K),
cK˜ = z−1Intg(K˜).
La représentation c(π˜ρ˜0) ≃ π˜ρ˜0+ζ˜λ(c) de (G˜(F ), ω) est un prolongement de la représentation
πρ0 ◦ Intg−1ad ≃ πρ0+ζ(gad) de G(F ). Son caractère Θπ˜ρ˜0+ζ˜λ(c) =
c(Θπ˜ρ˜0 ) vérifie
Θπ˜
ρ˜0+ζ˜λ(c)
(1cK˜) =
c(Θπ˜ρ˜0 )(
c(1K˜)) = Θπ˜ρ˜0 (1K˜) = 1.
Plus généralement, pour ρ˜ ∈ Irr(RG˜,ω(λ)), c = q(z, g) ∈ C, et K˜1 un sous–espace hyperspécial
de G˜(F ), on a
(7) Θπ˜
ρ˜+ζ˜λ(c)
(1z−1Intg(K˜1)) = Θπ˜ρ˜(1K˜1).
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Remarque 3. — D’après le lemme 1, les sous–espaces hyperspéciaux de G˜(F ) forment
une seule orbite sous l’action de C par conjugaison. Par suite les éléments ρ0+ ζλ(gad), pour
(z, g) ∈ C, décrivent les éléments de Irr(RG(λ), θR) tels que la représentation πρ de G(F )
associée à ρ est K1–sphérique pour un sous–espace hyperspécial (K1, K˜1) de G˜(F ). On peut
se demander si ces éléments décrivent tout l’ensemble Irr(RG(λ), θR). Il semble que ce soit
le cas si l’ensemble Enrell n’est pas vide, mais en général nous ne savons pas répondre à cette
question.
Remarque 4. — Soit λ un caractère unitaire et non ramifié de T (F ), et soit r˜ ∈ RG˜,ω(λ).
Posons τ = (T, λ, r˜). Alors la restriction de ωτ au sous–groupe G♯(F ) de C est un caractère
non ramifié de G♯(F ), c’est–à–dire qu’il correspond à une classe de cohomologie, disons
aτ ∈ H1(WF , Z(Gˆ♯)), qui est non ramifiée. En effet, pour c = q(z, g) ∈ C, on a
ωτ (c) = ζ˜λ(c)(1, r˜)
−1.
Or ζ˜λ(c) ∈ Irr(RG˜,ω(λ), ωR) est un prolongement de
ζλ(gad) ∈ Irr(RG(λ), θR, ωR) ⊂ Irr(RG(λ)) = RG(λ)D,
et l’application ζλ : GAD(F )→ RG(λ)D se factorise à travers le groupe abélien fini
ker(Zˆsc/(1− φ)(Zˆsc)→ Zˆ/(1− φ)(Zˆ))D,
qui paramétrise les caractères non ramifiés deGAD(F ) qui sont triviaux sur q(G(F ))— cf. 4.7.
D’où le résultat, puisqu’un caractère non ramifié de GAD(F ) composé avec l’homomorphisme
naturel G♯(F )→ GAD(F ), est un caractère non ramifié de G♯(F ).
4.10. L’ensemble Et−nr. — On a fixé en 4.4 un ensemble Enr de représentants des classes
d’isomorphisme de données endoscopiques elliptiques et non ramifiées pour (G˜,a). Soit Et−nr
le sous–ensemble de Enr formé des données G′ = (G′,G′, s˜) telles que le groupe sous–jacent
G′ est un tore.
Soit T ′ = (T ′,T′, s˜) ∈ Et−nr. Un caractère affine de T˜ ′(F ) est une représentation (χ′, χ˜′)
de T˜ ′(F ) telle que χ′ est un caractère de T ′(F ). Un caractère affine χ˜′ de T ′(F ) est unitaire
s’il prend ses valeurs dans U, et on dit qu’il est non ramifié si le caractère χ′ de T ′(F ) est
non ramifié (c’est–à–dire trivial sur le sous–groupe compact maximal T ′(F )1 de T ′(F )). Au
sous–espace hyperspécial (K, K˜′) de G˜(F ) est associé un sous–espace hyperspécial (K′, K˜′)
de T ′(F ). On a forcément K′ = T ′(F )1 et NT˜ ′(F )(K′) = T˜ ′(F ). Écrivons K˜′ = K′δ′0 pour un
élément δ′0 ∈ T˜ ′(F ). Puisque T˜ ′ est à torsion intérieure, tout caractère de T ′(F ) se prolonge
en un caractère affine de T˜ ′(F ), et un tel prolongement est déterminé par sa valeur en δ′0.
Un caractère affine unitaire et non ramifié χ˜′ de T˜ ′(F ) est dit normalisé par K˜ si χ′(δ′0) = 1,
c’est–à–dire si la restriction de χ˜′ à K˜′ vaut 1. Rappelons que pour transférer un caractère
affine de T˜ ′(F ) en une représentation de (G˜(F ), ω), il faut fixer un isomorphisme LT ′
≃−→ T′.
Pour cela on choisit un élément (h, φ) ∈ T′, et l’on prend l’isomorphisme défini par
(t′, wφk) 7→ (t′, w)(h, φ)k, t′ ∈ Tˆ ′, w ∈ IF , k ∈ Z.
Si le lemme fondamental pour les unités des algèbres de Hecke sphériques est vrai pour la
donnée T ′ (par exemple si la caractéristique résiduelle de F est assez grande), un caractère
affine unitaire et non ramifié χ˜′ de T˜ ′(F ) est normalisé par K˜ si et seulement si
TT ′(χ˜
′)(1K˜) = 1.
Écrivons s˜ = sθˆ et posons h = hφ. En considéront s˜ et h comme des automorphismes de
Gˆ, on a l’égalité s˜h = a(φ)hs˜, où a :WF → Z(Gˆ) est un cocycle dans la classe a.
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Jusqu’à la fin de ce numéro, on suppose Gˆ = GˆAD. Alors les automorphismes s˜ et
h de Gˆ vérifient les propriétés suivantes :
(1) s˜ est semisimple et la composante neutre Sˆ = Gˆs˜ du centralisateur de s˜ dans Gˆ est un
tore ;
(2) s˜h = hs˜ (c’est l’égalité (1) de 2.6) ;
(3) le sous–groupe des points fixes de Sˆh est fini (cela traduit l’ellipticité de T ′) ;
(4) le commutant commun ZGˆ(s˜,h) de s˜ et h dans Gˆ est fini ;
(5) pour n, m ∈ Z, l’élément s˜nhm est semisimple.
En effet, (1), (2) et (3) résultent des définitions. Puisque la composante neutre Sˆh,◦ de Sˆh
est aussi la composante neutre de ZGˆ(s˜,h), (3) est équivalent à (4). On sait qu’à conjugaison
près, on peut supposer que s appartient à Tˆ . Alors Sˆ = Tˆ θˆ,◦, et comme h normalise ce tore,
il normalise aussi son commutant Tˆ . Pour n, m ∈ Z, on a alors s˜nhm = gθˆnφm pour un
élément g ∈ NGˆ(Tˆ ). Une puissance d’un tel élément appartient au tore Tˆ , d’où (5).
Inversement, on a :
(6) si les automorphismes s˜ et h vérifient (2), (4) et (5), alors il vérifient (1).
En effet, si s˜ et h vérifient (2), (4) et (5), alors comme h commute à s˜, il stabilise Gˆs˜. Puisque
h est semisimple, sa restriction à Gˆs˜ l’est aussi, et h stabilise une paire de Borel (Bˆ′, Tˆ ′) de
Gˆs˜. Si Gˆs˜ n’est pas réduit à Tˆ ′, alors h conserve le cocaractère de Tˆ ′ qui est la somme des
coracines positives relativement à Bˆ′. L’image de ce cocaractère est donc contenue dans le
groupe ZGˆ(s˜,h), et ce dernier n’est pas fini, ce qui contredit (4).
Notons aussi que puisque les rôles des automorphismes s˜ et h sont symétriques, s’ils
vérifient (2), (4) et (5), alors on a aussi :
(1)′ h est semisimple et la composante neutre Gˆh du centralisateur de h dans Gˆ est un
tore.
4.11. L’application (T ′, χ˜′) 7→ τ χ˜′ . — (On ne suppose plus que le groupe Gˆ est adjoint.)
Soit T ′ = (T ′,T′, s˜) ∈ Et−nr. On suppose que s˜ appartient à Tˆ θˆ. Choisissons un élément
(h, φ) ∈ T′. Il définit comme en 4.10 un isomorphisme LT ′ ≃−→ T′. Posons s˜ = sθˆ et h = hφ.
On a donc s˜h = a(φ)hs˜, où a :WF → Z(Gˆ) est un cocycle dans la classe a.
Soit χ′ un caractère unitaire et non ramifié de T ′(F ). À χ′ est associé un paramètre non
ramifié ϕT
′
:WF → LT ′, et un paramètre non ramifié
ϕ′ : WF
ϕT
′
−−→ LT ′ ≃ T′ →֒ LG.
À ce paramètre (tempéré et non ramifié) ϕ′ sont associés un S–groupe
S(ϕ′) = Sϕ′/S
◦
ϕ′Z(Gˆ)
ΓF , Sϕ′ = {g ∈ Gˆ : Intg(h) = h},
et un “S–groupe tordu”
S˜(ϕ′,a) = S˜ϕ′,a/S
◦
ϕ′Z(Gˆ)
ΓF , S˜ϕ′,a = {g˜ ∈ Gˆθˆ : Intg˜(h) = a(φ)h}.
Notons que S˜ϕ′,a est un Sϕ′–espace tordu, et que S˜(ϕ
′,a) est un S(ϕ′)–espace tordu. Par
définition, l’élément s˜ appartient à S˜ϕ′,a. À ϕ
′ est aussi associé un caractère unitaire et non
ramifié λϕ′ de T (F ), bien défini à conjugaison près par NG(F )(T ). Soit b
′ ∈ Tˆ ′ l’élément
défini par ϕT
′
(φ) = b′⋊φ. Rappelons que (par ellipticité) on a Tˆ ′ΓF ⊂ Z(Gˆ), ce qui entraîne
l’égalité Tˆ ′ = (Z(Gˆ)∩Tˆ ′)(1−φT ′)(Tˆ ′). On peut donc supposer que b′ appartient à Z(Gˆ)∩Tˆ ′.
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D’autre part, choisissons un élément y ∈ GˆSC tel que Inty−1(h) = hφ pour un élément h ∈ Tˆ ,
et notons ψT : WF → LT le paramètre tempéré et non ramifié défini par
ψT (φ) = b′h⋊ φ.
À ψT sont associés un caractère unitaire et non ramifié λ = λψ de T (F ), et un paramètre
(tempéré et non ramifié)
ψ : WF
ψT−−→ LT →֒ LG.
On a donc un R–groupe RG(λ), et un R–groupe tordu RG˜,ω(λ) — cf. 4.2. On a aussi un S–
groupe S(ψ) = Sψ/S◦ψZ(Gˆ)
ΓF et un S–groupe tordu S˜(ψ,a) = S˜ψ,a/S◦ψZ(Gˆ)
ΓF , où S˜ψ,a est
défini en 3.2 (cf. aussi la remarque 2 de 4.7). Ces ensembles sont ceux obtenus en remplaçant
h par b′hφ dans les définitions de S(ϕ′) et S˜(ϕ′,a). Puisque b′ ∈ Z(Gˆ), l’automorphisme
Inty de Gˆ induit un isomorphisme de Sψ sur Sϕ′ , et donc un isomorphisme de S
◦
ψ sur S
◦
ϕ′ .
D’autre part, puisque b′ ∈ Z(Gˆ) et θˆ(b′) = b′, l’automorphisme Inty de Gˆθˆ induit aussi une
bijection de S˜ψ,a sur S˜ϕ′,a. D’où, par passage aux quotients, une application bijective
(1) Inty : S˜(ψ,a)→ S˜(ϕ′,a),
qui prolonge l’isomorphisme Inty : S(ψ)→ S(ϕ′).
Posons Uˆ = TˆΓF ,◦, et notons Nˆ le normalisateur de Tˆ dans Gˆ. Puisque Uˆ est un tore
maximal de S◦ψ et que Inty(S
◦
ψ,ad) = S
◦
ϕ′,ad est un tore (4.10, relation (1)
′), on a S◦ψ = Uˆ .
Par suite WG0 (λ) = {1}, et l’on a un isomorphisme naturel (cf. la remarque 1 de 4.7)
RG(λ) =WG(λ)
≃−→ (Nˆ ∩ Sψ)/(Tˆ ∩ Sψ) = S(ψ), r 7→ ιλ(r)−1
avec
Tˆ ∩ Sψ = UˆZ(Gˆ)ΓF , Tˆ ∩ S◦ψ = Uˆ .
D’après la remarque 2 de 4.7, on a aussi une application bijective
(2) ι˜λ : R
G˜,ω(λ) =W G˜,ω(λ)→ (Nˆ θˆ ∩ S˜ψ,a)/(Tˆ ∩ Sψ) = S˜(ψ,a)
qui vérifie
ι˜λ(r˜r
′) = ιλ(r)ι˜λ(r˜), r˜ ∈ RG˜,ω(λ), r ∈ RG(λ).
En composant (1) et (2), on obtient une application bijective
(3) ˜λ : R
G˜,ω(λ)→ S˜(ϕ′,a),
qui vérifie
˜λ(r˜r) = Inty(ιλ(r))˜λ(r˜), r˜ ∈ RG˜,ω(λ), r ∈ RG(λ).
Remarque 1. — La bijection (3) dépend bien sûr du choix de y (d’ailleurs le caractère λ
aussi en dépend). Soit y1 ∈ GˆSC un autre élément tel que Inty−11 (h) = t1φ pour un t1 ∈ Tˆ .
Cet élément définit comme ci–dessus un paramètre ψT1 : WF → LT , auquel est associé un
caractère unitaire et non ramifié λ1 de T (F ), et un paramètre (tempéré et non ramifié)
ψ1 : WF → LG. Posons x = y−11 y. On a donc Intx(Sψ) = Sψ1 . Puisque S◦ψ1 = Uˆ = S◦ψ et
ZGˆ(Uˆ) = Tˆ , l’élément x appartient à Nˆ , et sa projection sur W = Nˆ/Tˆ appartient à W
ΓF .
On en déduit que la bijection
˜λ1 : R
G˜,ω(λ1)→ S˜(ϕ′,a)
se déduit de (3) par transport de structure grâce à l’automorphisme Intx de Tˆ .
60 BERTRAND LEMAIRE, COLETTE MŒGLIN & JEAN–LOUP WALDSPURGER
Soit r˜ l’élément de RG˜,ω(λ) correspondant à la projection de s˜ ∈ S˜ϕ′,a sur S˜(ϕ′,a) par
la bijection (3). La condition d’ellipticité sur s˜ assure que r˜ appartient à RG˜,ωreg (λ). En effet,
posons Uˆ ′ = S◦ϕ′ (= Inty(S
◦
ψ)). C’est un tore de Gˆ, qui coïncide avec le centralisateur connexe
Gˆh = ZGˆ(h)
◦. L’application naturelle Uˆ → Tˆ /(1−φT )(Tˆ ) est surjective, de noyau fini. Ainsi
l’isomorphisme Inty identifie X(AT ) ⊗Z R à Xˇ(Uˆ ′) ⊗Z R, et l’action de r˜ à celle de s˜ = sθˆ.
D’autre part, on a l’égalité
(4) det(1− r˜;AT /AG˜) = det(1− θ;AG/AG˜) det(1− r˜;AT /AG).
Soit Uˆ ′ad = S
◦
ϕ′,ad l’image de Uˆ
′ dans GˆAD par la projection naturelle q : Gˆ→ GˆAD. D’après
la condition d’ellipticité, le commutant commun de s˜ et h dans GˆAD est fini (d’après 4.10,
relation (4)). Par suite le sous–groupe (Uˆ ′ad)
s˜ ⊂ Uˆ ′ad formé des points fixes sous s˜ est fini,
1 − r˜ est un automorphisme de AT /AG, et Ar˜T = AθG = AG˜. On obtient donc un triplet
elliptique essentiel (non ramifié) τχ′ = (T, λ, r˜) ∈ Enrell, bien défini à conjugaison près.
Soit χ˜′ un caractère affine unitaire de T˜ ′(F ) prolongeant χ′. Alors on peut relever τχ′ en
un triplet τ χ˜′ = (T, λ, r˜) ∈ Enrell — lui aussi bien défini à conjugaison près — en imposant la
condition
(5) Θτ χ˜′ (1K˜) = χ˜
′(1K˜′).
Si le lemme fondamental pour les unités des algèbres de Hecke sphériques est vrai pour la
donnée T ′, cela revient à imposer que
Θτ χ˜′ (1K˜) = TT ′(χ˜
′)(1K˜).
Remarque 2. — Tout élément x ∈ Aut(T ′) définit un automorphisme αx de T ′ et un
automorphisme α˜x de T˜ ′ = T ′ ×Z(G) Z(G˜,E). Soient (χ′1, χ˜′1) et (χ′2, χ˜′2) deux caractères
affines unitaires et non ramifiés de T˜ ′(F ). D’après la construction, si χ′1 et χ
′
2 se déduisent
l’un de l’autre par un élément de Aut(T ′), alors τχ′1 et τχ′2 sont dans la même classe de
conjugaison de Enrell . De même, si χ˜
′
1 et χ˜
′
2 se déduisent l’un de l’autre par un élément de
Aut(T ′), alors τ χ˜′1 et τ χ˜′2 sont dans la même classe de conjugaison de E
nr
ell .
Lemme 1. — Soit T ′ = (T ′,T′, s˜) ∈ Et−nr. Soit (χ′, χ˜′) un caractère affine unitaire et non
ramifié de T˜ ′(F ), et soit τ ′ = τ χ˜′ (∈ Enrell/conj.). On a l’égalité
(Θτ ′ ,Θτ ′)ell = c(G˜,G
′)−1|Aut(T ′)/B|−1,
où B est le stabilisateur de χ˜′ dans Aut(T ′).
Démonstration. — Reprenons les constructions (et aussi les notations) précédentes. D’après
la relation (6) de 4.3, on a
(Θτ ′ ,Θτ ′)ell = |Stab(RG(σ), r˜)||det(1− r˜;AT /AG˜)|,
et d’après la relation (4) ci–dessus, on a
|det(1− r˜;AT /AG˜)| = |det(1− θ;AG/AG˜)|| det(1− r˜;AT /AG)|.
Le terme |det(1− r˜;AT /AG)| est égal à |det(1 − s˜; Xˇ(Uˆ ′ad)⊗Z R)|. Par un résultat général
concernant les automorphismes d’un tore complexe, ce terme est aussi égal à |(Uˆ ′ad)s˜|.
On a un isomorphisme
Stab(RG(λ), r˜) ≃ Stab(S(ϕ′), s˜),
où Stab(S(ϕ′), s˜) désigne le commutant de s˜ dans S(ϕ′). Notons X le groupe des x ∈ Gˆ
tels que Intx−1(h) = h et Intx−1(s˜) ∈ Z(Gˆ)s˜. Par définition, X est un sous–groupe de Sϕ′ .
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En se rappelant que s˜h ∈ Z(Gˆ)hs˜, on voit que si x ∈ X, alors Intx−1(s˜) ∈ Z(Gˆ)ΓF s˜. Cela
implique que l’image de X dans S(ϕ′) = Sϕ′/Uˆ
′Z(Gˆ)ΓF est contenue dans Stab(S(ϕ′), s˜).
On en déduit une suite
(6) 1→ (X ∩ Uˆ ′)Z(Gˆ)ΓF → X→ Stab(S(ϕ′), s˜)→ 1.
Montrons que cette suite est exacte. L’injectivité à gauche et l’exactitude au centre sont
faciles, puisque X ∩ (Uˆ ′Z(Gˆ)ΓF ) = (X ∩ Uˆ ′)Z(Gˆ)ΓF . Il s’agit de prouver la surjectivité à
droite. Soit x ∈ Sϕ′ dont l’image dans S(ϕ′) est fixée par s˜. On a donc Ints˜(x) ∈ Uˆ ′Z(Gˆ)ΓF x.
Comme l’automorphisme s˜ de Uˆ ′ad n’a qu’un nombre fini de points fixes, on a
Uˆ ′ = (Z(Gˆ) ∩ Uˆ ′)(1− s˜)(Uˆ ′).
Par suite, quitte à multiplier x par un élément convenable de Uˆ ′, on peut supposer que
Ints˜(x) ∈ Z(Gˆ). Mais alors x appartient à X, d’où la surjectivité cherchée.
Remarquons que le groupe X est d’image finie dans GˆAD (toujours parce que le commutant
commun de s˜ et h dans GˆAD est fini). Il en résulte que la composante neutre de X est
Z(Gˆ)ΓF ,◦. Dans la suite (6), on peut quotienter les deux premiers termes par Z(Gˆ)ΓF ,◦. On
obtient ainsi des groupes finis, d’où l’égalité
|Stab(S(ϕ′), s˜)| = |X/Z(Gˆ)ΓF ,◦||(X ∩ Uˆ ′)Z(Gˆ)ΓF /Z(Gˆ)ΓF ,◦|−1.
Par définition de X, l’ensemble X ∩ Uˆ ′ s’envoie surjectivement sur (Uˆ ′ad)s˜. On en déduit une
suite exacte courte
1→ Z(Gˆ)ΓF /Z(Gˆ)ΓF ,◦ → (X ∩ Uˆ ′)Z(Gˆ)ΓF /Z(Gˆ)ΓF ,◦ → (Uˆ ′ad)s˜ → 1,
puis l’égalité
|(Uˆ ′ad)s˜| = |(X ∩ Uˆ ′)Z(Gˆ)ΓF /Z(Gˆ)ΓF ,◦||π0(Z(Gˆ)ΓF )|−1.
On obtient
|Stab(S(ϕ′), s˜)||(Uˆ ′ad)s˜| = |X/Z(Gˆ)ΓF ,◦||π0(Z(Gˆ)ΓF )|−1.
En rassemblant les calculs ci–dessus, on obtient l’égalité
(7) (Θτ ′ ,Θτ ′)ell = |det(1− θ;AG/AG˜)||X/Z(Gˆ)ΓF ,◦||π0(Z(Gˆ)ΓF )|−1.
Le stabilisateur B de χ˜′ dans Aut(T ′) est aussi celui de χ′, autrement dit du paramètre
ϕ′ modulo action de Tˆ ′. Rappelons que ϕ′(φ) = b′(h, φ), avec b′ ∈ Z(Gˆ) ∩ Tˆ ′. C’est–à–dire
que B est le groupe des x ∈ Gˆ tels que Intx−1(b′h) ∈ (1− h)(Tˆ ′)b′h et Intx−1(s˜) ∈ Z(Gˆ)s˜.
On voit que B = Tˆ ′X. On obtient une suite exacte
1→ (X ∩ Tˆ ′)Z(Gˆ)ΓF ,◦/Z(Gˆ)ΓF ,◦ → X/Z(Gˆ)ΓF ,◦ → B/Tˆ ′Z(Gˆ)ΓF ,◦ → 1,
d’où (puisque tous ces groupes sont finis)
|X/Z(Gˆ)ΓF ,◦| = |(X ∩ Tˆ ′)Z(Gˆ)ΓF ,◦/Z(Gˆ)ΓF ,◦||B/Tˆ ′Z(Gˆ)ΓF ,◦|.
Le groupe Tˆ ′Z(Gˆ)ΓF ,◦ est la composante neutre de B, comme de Aut(T ′) ; d’où
|B/Tˆ ′Z(Gˆ)ΓF ,◦| = |Aut(T ′)/B|−1|π0(Aut(T ′))|.
En utilisant [KS1, 2.1, page 19], on obtient
|π0(Aut(T ′))| = |Out(T ′)||π0([Z(Gˆ)/(Z(Gˆ) ∩ Tˆ ′)]ΓF ).
D’autre part, on a X ∩ Tˆ ′ = Tˆ ′ΓF , d’où une suite exacte
1→ (Tˆ ′ ∩ Z(Gˆ)ΓF ,◦)/Z(Gˆ)ΓF ,θˆ,◦ → Tˆ ′ΓF /Z(Gˆ)ΓF ,θˆ,◦ → (X ∩ Tˆ ′)Z(Gˆ)ΓF ,◦/Z(Gˆ)ΓF ,◦ → 1.
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On en déduit (à nouveau puisque ces groupes sont finis)
|(X ∩ Tˆ ′)Z(Gˆ)ΓF ,◦/Z(Gˆ)ΓF ,◦| = |π0(Tˆ ′ΓF )||π0(Tˆ ′ ∩ Z(Gˆ)ΓF ,◦)|−1
L’égalité (7) devient
(Θτ ′ ,Θτ ′)ell = |det(1− θ;AG/AG˜)||π0(Z(Gˆ)ΓF )|−1 × · · ·
· · · × |Out(T ′)||π0([Z(Gˆ)/(Z(Gˆ) ∩ Tˆ ′)]ΓF )| × · · ·
· · · × |π0(Tˆ ′ΓF )||π0(Tˆ ′ ∩ Z(Gˆ)ΓF ,◦)|−1|Aut(T ′)/B|−1
On reconnaît le produit des premiers termes (tous sauf le dernier) : c’est c(G˜,G)−1. D’où le
lemme.
Par linéarité, l’application (T ′, χ˜′) 7→ Θτ χ˜′ définit un homomorphisme (normalisé grâce
au choix de l’espace hyperspécial K˜, c’est–à–dire par la condition (5))
(8)
⊕
T ′∈Et−nr
D
nr(T˜ ′(F ))→Dnrell(G˜(F ), ω).
Lemme 2. — L’homomorphisme (8) est surjectif.
Démonstration. — Il s’agit d’inverser la construction de l’application (T ′, χ˜′) 7→ τ χ˜′ . On
part d’un triplet τ = (T, λ, r˜) ∈ Enrell. Soit ψT :WF → LT un paramètre non ramifié associé à
λ, et soit ψ : WF → LG le paramètre non ramifié obtenu en composant ψT avec le plongement
naturel LT →֒ LG. Soit s˜ = sθˆ un élément de Nˆ θˆ ∩ S˜ψ,a se projetant sur l’image de r˜ dans
S˜(ψ,a) par la bijection (2). Soit h ∈ Tˆ l’élément défini par ψT (φ) = h⋊ φ. Posons h = hφ.
Alors on a s˜h = a(φ)hs˜. Puisque WG0 (λ) = {1}, le centralisateur connexe Gˆh = S◦ψ coïncide
avec le tore Uˆ = TˆΓF ,◦ (4.7.(5)). L’application naturelle Uˆ → Tˆ /(1− φT )(Tˆ ) est surjective,
de noyau fini. On identifie X(AT )⊗Z R à Xˇ(Uˆ)⊗Z R, et l’action de r˜ à celle de s˜ = sθˆ. Soit
Uˆad = S
◦
ψ,ad l’image de Uˆ dans GˆAD par la projection naturelle Gˆ → GˆAD. La condition
d’ellipticité sur r˜ assure (d’après (4)) que l’automorphisme s˜ de Uˆad n’a qu’un nombre fini
de points fixes, par conséquent le commutant commun de s˜ et h dans GˆAD est fini, et les
automorphismes s˜ et h de GˆAD vérifient les propriétés (1) à (6) de 4.10 (rappelons que dans
ces propriétés, les rôles de s˜ et h sont symétriques). En particulier, s˜ est semisimple —
comme automorphisme de GˆAD, et donc aussi comme élément de Gˆ — et le centralisateur
connexe Gˆs˜ est un tore, disons Tˆ ′. Soit T′ le sous–groupe de LG engendré par Tˆ ′ et ψ(WF ).
C’est un sous–groupe fermé de LG, et une extension scindée de WF par Tˆ ′. On munit Tˆ ′ de
l’action galoisienne σ 7→ σT′ définie comme suit : pour σ = wφk avec w ∈ IF et k ∈ Z, on
pose σT′ = φ
k
T′
avec
φT′(x) = Inth(x) = hφG(x)h
−1, x ∈ Tˆ ′.
Soit T ′ un tore défini sur F tel que LT = Tˆ ′ ⋊WF , c’est–à–dire tel que l’action galoisienne
σ 7→ σT ′ sur Tˆ ′ donnée par T ′ coïncide avec σ 7→ σT′ . Par construction, le triplet (T ′,T′, s˜)
est une donnée endoscopique non ramifiée pour (G˜,a), et puisque le commutant commun de
h et s˜ dans GˆAD est fini, cette donnée est elliptique : on a Tˆ ′ΓF ,◦ = [Z(Gˆ)θˆ]ΓF ,◦. Elle est
donc isomorphe à un unique élément T ′1 = (T
′
1,T
′
1, s˜1) de Et−nr. Soit x ∈ Gˆ tel que
xT′x−1 = T′1, xs˜x
−1 ∈ Z(Gˆ)s˜1.
Le choix d’un élément dans T′1 définit un isomorphisme T
′
1
≃−→ LT ′1 qui, composé avec
l’homomorphismeWF
ϕ−→ T′ Intx−−−→ T′1, donne un paramètre ϕT
′
1 : WF → LT ′1. À ce paramètre
correspond un caractère unitaire et non ramifié χ′1 de T
′
1(F ), que l’on prolonge en un caractère
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affine unitaire χ˜′1 de T˜
′
1(F ). Par construction, les éléments τ et τχ′1 de E
nr
ell sont dans la même
classe de conjugaison parG(F ). Si de plus on choisit un relèvement τ ∈ Enrell de τ , alors on peut
normaliser le prolongement χ˜′1 en imposant la condition χ˜
′
1(1K˜′1
) = Θτ (1K˜), où (K
′
1, K˜
′
1) est
le sous–espace hyperspécial de T˜ ′1(F ) associé à (K, K˜). Alors les éléments τ et τ χ˜′1 de E
nr
ell
sont dans la même classe de conjugaison par G(F ). Cela démontre le lemme.
Remarque 3. — On verra plus loin (4.12) que l’homomorphisme (8) se factorise en un
isomorphisme ⊕
T ′∈Et−nr
D
nr(T˜ ′(F ))Aut(T
′) →Dnrell(G˜(F ), ω).
4.12. Preuve de la commutativité du diagramme (5) de 3.4. — On rappelle qu’à
une donnée G′ ∈ E est associé un caractère ωG′ de G♯(F ). Si l’ensemble Et−nr n’est pas vide,
alors les propriétés suivantes sont vérifiées :
(1) Soient T ′1, T
′
2 ∈ Et−nr. Si ωT ′1 = ωT ′2 , alors T
′
1 = T
′
2.
(2) Soit T ′ = (T ′,T′, s˜) ∈ Et−nr, et soit (χ′, χ˜′) un caractère affine unitaire et non ramifié
de T˜ ′(F ). La distribution TT ′(χ˜
′) est un vecteur propre pour l’action du groupe C
relativement à un caractère ωχ′ de ce groupe, c’est–à–dire qu’on a
c(TT ′(χ˜
′)) = ωχ′(c)TT ′(χ˜
′), c ∈ C.
(3) Soit T = (T ′,T′, s˜) ∈ Et−nr, et soient (χ′1, χ˜′1) et (χ′2, χ˜′2) deux caractères affines
unitaires et non ramifiés de T˜ ′(F ). Si ωχ′1 = ωχ′2 , alors à homothétie près, χ˜
′
1 et χ˜
′
2 se
déduisent l’un de l’autre par l’action d’un élément de Aut(T ′).
(4) Soit T = (T ′,T′, s˜) ∈ Et−nr, et soit χ′ un caractère unitaire et non ramifié de T ′(F ).
On a ωχ′ = ωτχ′ .
Ces quatre propriétés seront démontrées (sous l’hypothèse Et−nr 6= ∅) dans la section 5.
Admettons ce résultat, ainsi que le lemme fondamental pour les unités des algèbres de Hecke
sphériques pour toutes les données T ′ ∈ Et−nr, et déduisons–en que le diagramme (5) de 3.4
est commutatif.
Supposons pour commencer que l’ensemble Enrell est vide. Alors d’après 4.3, on a
Dell(G˜(F ), ω) =D
ram
ell (G˜(F ), ω),
et dans ce cas, le diagramme (5) de 3.4 est trivialement commutatif.
Supposons maintenant que l’ensemble Enrell n’est pas vide. Grâce au lemme 2 de 4.11,
cela équivaut à ce que l’ensemble Et−nr ne soit pas vide. Soit un couple (T ′, χ˜′) formé d’un
élément T ′ ∈ Et−nr et d’un caractère affine unitaire et non ramifié (χ′, χ˜′) de T˜ ′(F ). On
veut calculer le transfert TT ′(χ˜
′). Soit τ ′ = τ χ˜′ un élément de E
nr
ell associé à (T
′, χ˜′) comme
en 4.11 — il est bien défini à conjugaison près — et soit τ ′ = τχ′ son image dans E
nr
ell. Le
caractère ωτ ′ de C est bien défini, et d’après la propriété (4), on a
ωτ ′ = ωχ′ .
Écrivons
(5) TT ′(χ˜
′) =
∑
τ∈Eell/conj.
TT ′(χ˜
′)τ , TT ′(χ˜
′)τ ∈ Dτ ,
conformément à la décomposition (2) de 4.3. D’après le lemme 4 et la remarque 4 de 4.9, pour
τ ∈ Enrell/conj., tout élément non nul de l’espace Dτ est un vecteur propre pour l’action du
groupe C relativement à un caractère ωτ de ce groupe, et la restriction de ωτ au sous–groupe
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G♯(F ) ⊂ C est un caractère non ramifié de G♯(F ). D’autre part, puisque l’homomorphisme
(8) de 4.11 est surjectif (4.11, lemme 2), d’après les propriétés (1), (2), (3), (4) et la remarque
2 de 4.11, si deux triplets τ1, τ2 ∈ Enrell vérifient ωτ1 = ωτ2 , alors il sont conjugués par un
élément de G(F ). On en déduit que
(6) TT ′(χ˜
′) = cΘτ ′ +
∑
τ∈Eram
ell
/conj.
TT ′(χ˜
′)τ
pour une constante c ∈ C, où (rappel) Eramell = EellrEnrell. Pour τ ∈ Eramell /conj., la distribution
TT ′(χ˜
′)τ est dansDτ ⊂Dramell (G˜(F ), ω). En appliquant le lemme fondamental pour les unités
des algèbres de Hecke sphériques à la donnée T ′, on obtient que
0 6= χ˜′(1K˜′ ) = TT ′(χ˜′)(1K˜) = cΘτ ′(1K˜).
Puisque τ ′ = τ χ˜′ , on a TT ′(χ˜
′)(1K˜) = Θτ ′(1K˜), d’où c = 1.
Pour calculer le produit scalaire elliptique de la distribution TT ′(χ˜
′), il faut commencer
par rendre le caractère χ˜′ invariant par le groupe des automorphismes de T ′. Notons B le
stabilisateur de χ˜′ dans Aut(T ′), et posons
ξ˜′ = |Aut(T ′)/B|−1
∑
x∈Aut(T ′)/B
x(χ˜′).
La distribution ξ˜′ sur T˜ ′(F ) appartient à l’espace Dnr(T˜ ′(F ))Aut(T
′) = SDnrell(T˜
′(F ))Aut(T
′),
et comme TT ′(χ˜
′) = TT ′(ξ˜
′), on a
(7) TT ′(ξ˜
′) = Θτ ′ +TT ′(ξ˜
′)ram, TT ′(ξ˜
′)ram =
∑
τ∈Eram
ell
/conj.
TT ′(ξ˜
′)τ .
Puisque
(ξ˜′, ξ˜′)T
′
ell = |Aut(T ′)/B|−1(χ˜′, χ˜′)T
′
ell = |Aut(T ′)/B|−1,
d’après le lemme 1 de 4.11, on a
(Θτ ′ ,Θτ ′)ell = c(G˜,T
′)−1(ξ˜′, ξ˜′)T
′
ell .
D’autre part, d’après le lemme 3 de 4.6 (formule des produits scalaires elliptiques), on a
(TT ′(ξ˜
′),TT ′(ξ˜
′))ell = c(G˜,T
′)−1(ξ˜′, ξ˜′)T
′
ell = (Θτ ′ ,Θτ ′)ell.
D’après (7), on a donc TT ′(ξ˜
′)ram = 0 et
(8) TT ′(χ˜
′) = Θτ ′ .
En définitive, on a prouvé que l’application (T ′, χ˜′) 7→ τ χ˜′ est une bijection entre :
– l’ensemble des paires (T ′, χ˜′) où T ′ ∈ Et−nr et χ˜′ est un caractère affine unitaire et non
ramifié de T˜ ′(F ), où χ˜′ est pris modulo l’action de Aut(T ′) ;
– l’ensemble Enrell/conj. des triplets τ
′ ∈ Enrell, pris à conjugaison près dans G(F ).
Cette bijection est complètement déterminée par l’égalité (8), ou, ce qui revient au même,
par les deux conditions
(9) ωτ ′ = ωχ′ , Θτ ′(1K˜) = χ˜
′(1K˜′),
où τ ′ est la projection de τ ′ sur Enrell et χ
′ est le caractère de T ′(F ) sous–jacent à χ˜′.
Revenons à notre propos, la démonstration de la commutativité du diagramme (5) de 3.4.
Remarquons tout d’abord que la bijection donnée par (8) implique que l’homomorphisme
(8) de 4.11 se factorise en un isomorphisme
(10)
⊕
T ′∈Et−nr
D
nr(T˜ ′(F ))Aut(T
′) →Dnrell(G˜(F ), ω)
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qui n’est autre que celui déduit par restriction de l’isomorphisme (4) de 4.4. On en déduit
l’inclusion
(11) TG′(SD
ram
ell (G˜
′(F )) ⊂Dramell (G˜, ω), G′ ∈ Enr.
Par conséquent pour G′ ∈ EnrrEt−nr, le diagramme (5) de 3.4 est trivialement commutatif.
Soit donc T ′ ∈ Et−nr, et soit χ˜′ un caractère affine unitaire et non ramifié de T˜ ′(F ), que l’on
peut supposer normalisé par K˜ (cf. 4.10). Soit τ = τ χ˜′ ∈ Enrell un triplet associé à χ˜′ comme
en 4.11. Écrivons τ = (T, λ, r˜). On a vu (8) que Θτ = TT (χ˜′). On a
pK(Θτ ) = ρ˜0(r˜)Θπ˜ρ˜0 ,
où ρ0 est l’élément de Irr(RG(λ), θR) tel que πρ0 est l’élément K–sphérique de Πλ, et ρ˜0 est
le prolongement de ρ0 à RG˜,ω(λ) normalisé par Θπ˜ρ˜0 (1K˜) = 1. Puisque la distribution Θτ
elle–même a été normalisée de sorte que Θτ (1K˜) = 1, cela entraîne ρ˜0(r˜) = 1. D’autre part,
on a pK
′
(χ˜′) = χ˜′ et tT ′(χ˜
′) = c0Θπ˜ρ˜0 pour une constante c0 ∈ U. Comme
tT ′(χ˜
′)(1K˜) = χ˜
′(1K˜′) = 1,
on obtient c0 = 1, puis
pK(Θτ ) = tT ′(χ˜
′).
Cela achève la démonstration de la commutativité du diagramme (5) de 3.4.
Remarque. — Pour établir la commutativité du diagramme (5) de 3.4, on a été amené
à prouver la paramétrisation endoscopique des représentations tempérées elliptiques non
ramifiées de (G˜(F ), ω), c’est–à–dire l’égalité (8). On peut bien sûr, grâce au dictionnaire de
4.11, écrire cette égalité en termes duaux, c’est–à–dire remplacer le R–groupe tordu RG˜,ω(λ)
par le S–groupe tordu S˜(ϕ′,a) — où ϕ′ est le paramètre WF
ϕT
′
−−→ LT ′ ≃ T′ →֒ LG — dans
la décomposition du caractère elliptique Θτ χ˜′ associé à (T
′, χ˜′).
4.13. le cas du groupe GL(n) tordu. — Dans ce numéro, on considère le cas du groupe
GL(n, F ) tordu, c’est–à–dire du groupe linéaire déployé G = GL(n) pour un entier n ≥ 1,
avec comme automorphisme extérieur g 7→ tg−1.
Proposition. — Le lemme fondamental tordu pour tous les éléments des algèbres de
Hecke sphériques est vrai sans restriction sur la caractéristique résiduelle dans le cas du
groupe GL(n, F ) tordu.
Démonstration. — Les réductions faites permettent de ne considérer que le cas d’un espace
de Levi qui admet une donnée endoscopique elliptique dont le groupe sous–jacent est un tore.
Et en plus, seul le lemme fondamental pour les unités des algèbres de Hecke sphériques doit
être prouvé sans restriction sur la caractéristique résiduelle. Un espace de Levi est produit
d’au plus un groupe GL(n′, F ) tordu (avec n′ ≤ n) et d’un certain nombre fini de paires
GL(m,F )×GL(m,F ) sur lesquelles l’automorphisme agit par permutation. Pour ces paires,
le lemme à prouver est immédiat. Cela nous ramène au cas d’un groupe GL(n, F ) tordu qui
admet une donnée endoscopique elliptique dont le groupe sous–jacent est un tore. Cela ne
peut se produire que si n = 1 ou n = 2. Au lieu de prouver le lemme fondamental pour les
unités des algèbres de Hecke sphériques, on peut aussi, ce que l’on va faire dans le cas n = 1,
simplement prouver le transfert spectral cherché (cf. ci–dessous).
Pour cela, il faut d’abord vérifier que le transfert spectral se traduit aisément en termes
des fonctions–caractères des représentations. En toute généralité, donc en particulier pour un
G–espace tordu G˜ vérifiant les hypothèses de 2.1, pour une donnée endoscopique elliptique
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G′ = (G′,G′, s˜) pour G˜, et pour des distributions Θ ∈ D(G˜(F )) et Θ′ ∈ SD(G˜′(F )), on a
le transfert spectral
Θ(f) = Θ′(f G˜
′
), f ∈ C∞c (G˜(F )),
si et seulement si pour pour tout élément γ ∈ G˜(F ) fortement régulier, on a l’égalité
(1) d
−1/2
θ D
G˜(γ)1/2Θ(γ) =
∑
δ
∆(δ, γ)DG˜
′
(δ)1/2Θ′(δ),
où δ parcourt les éléments fortement G˜–réguliers de G˜′(F ) qui correspondent à γ, pris à
conjugaison stable près.
Remarque. — On a énoncé (1) dans le cas simple où il n’est pas nécessaire d’introduire
de données auxiliaires, ce qui est ici le cas.
Considérons donc le cas où n = 1 : les données endoscopiques elliptiques sont formées
uniquement d’un caractère quadratique du groupe de Galois de F . Fixons une telle donnée,
c’est–à–dire un caractère quadratique η0 de ΓF . On suppose cette donnée non ramifiée, ce
qui ici revient à dire que le caractère η0 est non ramifié.
Le caractère η0, vu comme un caractère de G(F ) = F×, s’étend trivialement en un carac-
tère affine π˜ de G˜(F ) = F×θ : pour x ∈ F×, on pose π˜(xθ) = η0(x). C’est, à homothétie
près, l’unique représentation G(F )–irréductible de G˜(F ) de caractère central η0. Soit γ = xθ
un élément de G˜(F ). Le caractère Θπ˜ en ce point γ a pour valeur η0(x), et le facteur de
transfert ∆(δ, γ) est lui aussi égal à η0(x). En effet, le facteur de transfert est normalisé de
sorte qu’il vaille 1 pour θ et, en notant x′ une racine carrée de x, vue comme un élément
de G♯(F ) = (GL(1)/±1)(F ), on a γ = Intx′(θ). Le facteur de transfert se transforme sous
cette action par η0(x′2) = η0(x). D’où trivialement un transfert de traces de représentations.
C’est bien le transfert donné par (1) car d−1/2θ D
G˜(γ)1/2 = 1 et DG˜
′
(δ) = 1.
On considère maintenant le cas où n = 2. Dans ce cas on montre que le lemme fondamental
tordu que l’on cherche à démontrer est équivalent au lemme fondamental (non tordu) pour
(PGL(2), ω), où ω est l’unique caractère non ramifié d’ordre 2 de PGL(2, F ), que l’on
identifie à un caractère de F×. Ce dernier lemme fondamental a été prouvé par Hales [H]. Le
cas que nous devons considérer est celui où la donnée endoscopique a pour groupe sous-jacent
SO(2) avec évidemment le caractère quadratique non ramifié de ΓF , que l’on identifie au
caractère ω de F×. C’est lui qui détermine la forme du groupe endoscopique SO(2). On la
note G′ = T ′. On a donc G′(F ) = E×,1, où E×,1 est le groupe des éléments de norme 1 de
l’extension quadratique non ramifiée E de F .
On note θ l’élément de G˜(F ) qui agit sur G(F ) par g 7→ det(g)−1g. Soit f ∈ C∞c (G˜(F ))
et soit γ = xθ un élément fortement régulier de G˜(F ). L’intégrale orbitale de f en le point
γ est le produit de DG˜(γ)1/2 avec l’intégrale (pour des mesures dont on parlera ci-dessous)
(2)
∫
G(F )/Gγ (F )
f(gγg−1)dg¯γ =
∫
G(F )/Gγ(F )
f(det(g)gxg−1θ)dg¯γ .
Posons K = GL(2, o), où (rappel) o est l’anneau des entiers de F , et supposons que f = f0
est la fonction caractéristique du sous–espace hyperspécial K˜ = Kθ de G˜(F ). L’intégrale
ci–dessus ne porte que sur les éléments g tel que det(g)2 det(x)−1 est une unité de F×. Cette
intégrale est donc nulle sauf si la valuation (normalisée) de det(x) est paire. Dans ce cas, en
posant Z = Z(G), l’intégrale vaut
vol(Gγ(F ))
−1
∫
g∈GL(2,F ), vF (det(g))=−
1
2
vF (det(x))
1Z(F )K(gxg
−1)dg,
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ou encore
(3) vol(Gγ(F ))
−1
∫
g∈PGL(2,F ), vF (det(g))≡−
1
2
vF (det(x)) [2]
1Z(F )K(gxg
−1)dg.
D’autre part, un élément fortement régulier γ = xθ de G˜(F ) a sa classe de conjugaison
stable qui correspond à un élément δ de E×,1 si x2/ det(x) est conjugué d’un élément de
E×,1, vu comme sous–groupe de E× = T0(F ) ⊂ GL(2, F ), et si δ appartient à la classe
de conjugaison stable de cet élément de E×,1 ; cette classe de conjugaison stable est en fait
réduite à un point par commutativité.
Quitte à conjuguer γ, on peut supposer x2/ det(x) = δ. Alors on a x2 ∈ E×. Mais γ
est un élément fortement régulier elliptique de G˜(F ), et x est un élément régulier d’un tore
de GL(2). Comme δ est un élément lui aussi régulier, x2 est un élément régulier du même
tore que celui auquel appartient x, c’est–à–dire T0, et donc x est (comme x2) dans E×. On
remarque que la valuation de det(x) est alors nécessairement paire : en effet det(x) = xσ(x)
où σ est l’élément non trivial de Gal(E/F ), mais comme l’extension E/F est non ramifiée,
on a l’assertion.
Avant de continuer le calcul de l’intégrale, montrons qu’il existe exactement deux classes de
conjugaison dans la classe de conjugaison stable de γ comme ci–dessus. On a det(x) = xσ(x)
et x2/ det(x) = x/σ(x). On écrit δ = x/σ(x) avec x ∈ o×E , où o×E est le groupe des unités
de E×, en utilisant le fait que E× = ̟Zo×E pour une uniformisante ̟ de F . Pour un autre
élément γ′ = x′θ vérifiant nos conditions, en posant z = x′x−1, on obtient que z = σ(z),
c’est–à–dire que z ∈ F×. Les éléments de NE/F (E×)γ sont les conjugués de γ par un élément
de E×, et les éléments de la forme zγ avec z ∈ F×rNE/F (E×) sont tous conjugués mais ne
sont pas des conjugués de γ. Cela donne les deux classes de G(F )–conjugaison dans G˜(F )
correspondant à la classe de conjugaison stable de δ. On a fixé γ, et l’on note γ′ = x′θ un
élément de l’autre classe de conjugaison correspondant à δ. Alors on a la relation entre les
facteurs de transfert :
∆(δ, γ) = −∆(δ, γ′).
Revenons aux intégrales, et calculons le côté tordu du lemme fondamental, en fixant δ et
γ comme ci–dessus. On a l’égalité :
DG˜(γ)1/2∆(δ, γ)vol(Gγ(F ))
−1 = −DG˜(γ′)1/2∆(δ, γ′)vol(Gγ′(F ))−1
De plus en remplaçant γ′ = x′θ par zγ = zxθ avec z ∈ F× de valuation 1, on voit que
l’intégrale ∫
g∈PGL(2,F ), vF (det(g))≡−
1
2
vF (det(x
′)) [2]
1Z(F )K(gx
′g−1)dg
est égale à ∫
g∈PGL(2,F ), vF (det(g))≡−
1
2
vF (det(x))+1 [2]
1Z(F )K(gxg
−1)dg.
D’où le côté tordu du lemme fondamental :
(4) d
1/2
θ D
G˜(γ)1/2∆(δ, γ)vol(Gγ(F ))
−1
∫
g∈PGL(2,F )
ω(det(g))1Z(F )K(gγg
−1)dg.
On sait d’autre part (d’après [H]) que l’expression
(5) DPGL(2)(x)1/2∆PGL(2)(δ, x)
∫
g∈PGL(2,F )
ω(det(g))1Z(F )K(gxg
−1)dg
68 BERTRAND LEMAIRE, COLETTE MŒGLIN & JEAN–LOUP WALDSPURGER
vaut l’intégrale orbitale stable de δ pour la fonction caractéristique du compact E×,1 ; c’est–
à–dire 1. Il reste donc à prouver que les expressions (4) et (5) sont les mêmes, c’est–à–dire
à vérifier :
– l’égalité des facteurs de transfert pour (PGL(2), ω) et G˜ = GL(2)θ ;
– l’égalité d−1/2θ D
G˜(xθ) = DPGL(2)(x) ;
– l’égalité dθ = vol(Gγ(F ))/vol(E×,1) dans la normalisation pour le transfert tordu ; pour
le transfert non tordu de PGL(2), le transfert des mesures vaut bien 1.
L’égalité des facteurs de transfert résulte immédiatement de leur définition, cf. [Stab I, 6.3].
La deuxième égalité est claire. On détaille la dernière égalité : dans l’identification entre les
stabilisateurs, dans le cas tordu, on a Gγ(F ) = E×,1 et E×,1 = G′δ(F ), mais l’identification
n’est pas l’identité, c’est l’homomorphisme naturel E×,1 → (T0/(1− θ)(T0))(F ) = E×/F×,
c’est–à–dire l’application naturelle de E×,1 dans E×/F×. L’identification de E×/F× avec
E×,1 = G′δ(F ) est l’application x 7→ x/σ(x). Quand on part de x ∈ E×,1, c’est l’application
x 7→ x/σ(x) = x2. D’où le Jacobien dθ, cf. [Stab I] 2.4.
5. Le cas où la donnée endoscopique est un tore
5.1. La proposition–clé dans le cas où GˆAD est simple. — Dans cette section 5,
on s’intéresse exclusivement aux données endoscopiques elliptiques pour (G˜,a) telles que le
groupe sous–jacent est un tore, c’est–à–dire à l’ensemble Et−nr.
Soit T = (T ′,T′, s˜) ∈ Et−nr. On reprend les notations de 2.6. En particulier, l’action du
groupe de Weyl WF sur Gˆ est donnée par celle de l’élément de Frobenius φ qui stabilise
une paire de Borel épinglée Eˆ = (Bˆ, Tˆ , {Eˆα}α∈∆ˆ) de Gˆ. Cette paire Eˆ est stabilisée par
Ints˜, et l’on note θˆ l’automorphisme de Gˆ qui stabilise Eˆ et commute à l’action galoisienne
σ 7→ σG. On a donc s˜ = sθˆ pour un s ∈ Tˆ . Soit un élément (h, φ) ∈ T′. Il définit (comme
en 4.10) un isomorphisme T′ ≃ LT ′. Du plongement Tˆ ′ →֒ Tˆ se déduit par dualité un
homomorphisme ξ : T → T/(1−θE)(T ) ≃ T ′. Cet homomorphisme n’est pas ΓF –équivariant,
mais sa restriction à Z(G), notée ξZ : Z(G) → Z(T ′) = T ′, l’est. Pour un caractère affine
χ˜′ = (χ′, χ˜′) de T˜ ′(F ) tel que le caractère χ′ de T ′(F ) soit unitaire, le transfert TT ′(χ˜
′)
est une combinaison linéaire de caractères Θπ˜ pour des représentations G(F )–irréductibles
tempérées π˜ de (G˜(F ), ω) qui ont même caractère central Z(G;F ) → C× (pour l’action
de Z(G;F ) à gauche sur G˜(F )). Ce caractère est le produit de χ′ ◦ ξZ et d’un caractère
indépendant de χ˜′ (dépendant du facteur de transfert) — cf. 4.4. Comme on peut toujours
multiplier χ˜′ par un nombre complexe non nul pour le rendre unitaire, on peut se limiter à
ne considérer que des caractères affines unitaires de T˜ (F ).
La donnée T ′ a un groupe d’automorphismes, que l’on a noté Aut(T ′) — cf. 2.3. Deux
caractères χ˜′1 et χ˜
′
2 de T˜
′(F ) qui se déduisent l’un de l’autre par un automorphisme de T ′
ont même transfert. Dans le cas tordu, certains éléments de Aut(T ′) agissent subtilement
par multiplication par des caractères affines (voir la preuve du point (iii) de la proposition
ci–dessous).
Jusqu’à la fin de ce numéro on suppose que GˆAD est simple.
Remarque 1. — L’hypothèse que GˆAD est simple est vérifiée dans le cas de GL(n) tordu
par son automorphisme extérieur, et pour les groupes classiques non tordus à l’exception de
SO(4).
Proposition. — On suppose que GˆAD est simple. On suppose aussi que l’ensemble Et−nr
n’est pas vide. Alors on a :
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(i) Les actions de φ et θˆ sur GˆAD sont triviales.
(ii) Soient T ′1, T
′
2 ∈ Et−nr. Si ωT ′1 = ωT ′2 , alors T
′
1 = T
′
2.
(iii) Soit T ′ ∈ Enr, et soient (χ′1, χ˜′1) et (χ′2, χ˜′2) deux caractères affines unitaires et non
ramifiés de T˜ ′(F ). Si χ′1 ◦ ξZ = χ′2 ◦ ξZ , où ξZ : Z(G) → T ′ est l’homomorphisme
naturel, alors à homothétie près, χ˜1 et χ˜2 se déduisent l’un de l’autre par l’action d’un
élément du groupe d’automorphismes de T ′.
Remarque 2. — Le fait que θˆ et φ soient triviaux sur GˆAD n’implique évidemment pas
que θˆ et φ soient triviaux sur Gˆ. En particulier, Et−nr n’est pas vide dans le cas de GL(2)
tordu et aussi dans le cas de U(2) non tordu.
Remarque 3. — La proposition a comme conséquence immédiate que les transferts de
caractères affines unitaires non ramifiés provenant de données dans Et−nr se séparent à l’aide
de l’action du groupe G♯(F ) et du caractère central.
Démonstration. — Prouvons (i). Dans ce point (i) du lemme, tout se passe dans le groupe
GˆAD. Pour simplifier les notations, on suppose que Gˆ = GˆAD. Soit T ′ = (T ′,T′, s˜) ∈ Et−nr.
Choisissons un élément (h, φ) ∈ T′. Écrivons s˜ = sθˆ et h = hφ.
Supposons tout d’abord que θˆ = 1. On va utiliser les résultats de Langlands [La]. On
suppose que s ∈ Tˆ (c’est toujours possible, quitte à conjuguer s˜ = s). On a alors Gs = Tˆ .
On note Σˆ (= Σˇ) l’ensemble des racines de Tˆ dans Gˆ. Langlands montre tout d’abord ([La],
page 705) que s est d’ordre fini (sinon T ′ ne pourrait pas être elliptique). Soit m ≥ 1 l’ordre
de s. On pose ζ = e2πi/m ∈ U. Pour k = 0, . . . ,m − 1, on note Nk l’ensemble des α ∈ Σˆ
tels que α(s) = ζk. La propriété (1) signifie que N0 est vide. On note Xk l’ensemble des
α ∈ Nk qui ne sont pas combinaisons linéaires à coefficients entiers d’éléments de
⋃k−1
j=0 Nj
(ces ensembles sont notés Zk dans [La], mais puisque N0 est vide, ils coïncident avec ceux
notés Xk). Tous ces ensembles sont invariants par h. Langlands montre ([La], page 709) que
l’ensemble D =
⋃m−1
k=0 Xk est justiciable du lemme 2 de [La], page 705. Il existe donc une
base ∆ˆ′ de Σˆ telle que l’une des deux situations suivantes est vérifiée :
– D = ∆ˆ′ ;
– D = ∆ˆ′ ∪ {−α′0} où α′0 est la plus grande racine pour cette base ∆ˆ′.
Soit Bˆ′ le sous–groupe de Borel de Gˆ contenant Tˆ associé à cette base ∆ˆ′. Quitte à conjuguer
toute la situation par un élément deNGˆ(Tˆ ) envoyant Bˆ sur Bˆ
′, on peut supposer que ∆ˆ′ = ∆ˆ.
Alors on a :
(1) D 6= ∆ˆ et les éléments de D forment une seule orbite sous l’action de h.
En effet, si (1) n’est pas vrai, alors une orbite de D sous l’action de h est contenue dans
∆ˆ. La somme des éléments de cette orbite est non nulle et invariante par h, par conséquent
X(Tˆ )h 6= {0} et donc aussi Xˇ(Tˆ )h 6= {0}. L’image d’un cocaractère de Tˆ appartenant à
cet ensemble Xˇ(Tˆ )h est contenue dans ZGˆ(s,h)
◦, ce qui contredit la propriété de finitude
(4) de 4.10. La propriété (1) est donc vérifiée. A fortiori D est réduit à un seul Xk. L’indice
k en question est forcément le plus petit entier k ≥ 1 tel que Nk 6= ∅. Puisque ce Xk
contient ∆ˆ, toutes les valeurs α(s) (α ∈ Σˇ) sont des puissances de ζk. Quitte à remplacer
ζ par ζk, on ne perd rien à supposer que D = X1. Puisque X1 = ∆ˆ ∪ {−α0}, on voit
que h définit un automorphisme du diagramme de Dynkin complété de Gˆ, et les éléments
de ce diagramme forment une seule orbite pour cet automorphisme. En inspectant tous les
diagrammes possibles, on voit que seuls ceux de typeAn−1 possèdent de tels automorphismes.
L’élément de Frobenius φ, vu comme un automorphisme de Gˆ, agit sur ∆ˆ, soit par l’identité,
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soit par l’automorphisme αi 7→ αn−i. Ce dernier cas n’est possible que si n ≥ 3 (rappelons
que Gˆ est adjoint ; si n = 2, l’automorphisme φ de Gˆ est forcément l’identité). L’élément h
normalise le tore Tˆ . Si φ n’est pas l’identité, comme hφ(h) agit trivialement sur ∆ˆ∪{−α0}, les
orbites de h dans ∆ˆ∪{−α0} sont au plus d’ordre 2. Dans ce cas, il en résulte que ∆∪{−α0}
a au plus deux éléments. Mais alors n ≤ 2, contradiction. Donc φ agit trivialement, et (sous
l’hypothèse θˆ = 1) le point (i) est démontré.
Supposons maintenant que φ = 1. Il suffit d’échanger les rôles de s˜ et h dans le raison-
nement précédent. Ce raisonnement prouvait que φ = 1 (sous l’hypothèse θˆ = 1), il prouve
maintenant que θˆ = 1 (sous l’hypothèse φ = 1).
Enfin supposons que θˆ 6= 1 et φ 6= 1. On rappelle que θˆ et φ sont deux automorphismes
de Gˆ qui stabilisent Eˆ et commutent entre eux. Notons A le groupe des automorphismes de
Gˆ stabilisant Eˆ. Les seuls types pour lesquels A 6= {1} sont An−1 (n ≥ 3), Dn (n ≥ 3), et E6.
Pour tous ces types, à l’exception de D4, ce groupe est isomorphe à Z/2Z, et donc forcément
θˆ = φ. En type D4, le groupe A est isomorphe au groupe symétrique S3, et parce que θˆ
et φ commutent, on a forcément φ = θˆk avec k ∈ {1, 2}. Dans tous les cas, on a φ = θˆk
pour un entier k ≥ 1. On modifie les actions θˆ′ = θˆ et φ′ = 1. Posons s˜′ = s˜ et h′ = s˜−kh.
Ces éléments vérifient encore les propriétés (1), (2), (4) et (5) de 4.10. En particulier (pour
(4)), le commutant commun ZGˆ(s˜
′,h′) coïncide avec ZGˆ(s˜,h). On applique à ces nouvelles
données (s˜′,h′) ce que l’on a déjà prouvé pour (s˜,h). On obtient que θˆ′ = 1 ; contradiction.
Cela achève la preuve de (i).
Remarque 4. — Dans le cas où Gˆ = GˆAD est simple et de type An−1, avec actions
triviales de θˆ et φ, on retrouve la description familière. L’élément ζ ∈ U est une racine
primitive n–ième de 1 et, avec les notations habituelles, les éléments s et h sont, à conjugaison
près, les images uad(ζ) et vad dans PGL(n,C) des éléments suivants de GL(n,C) :
u(ζ) = diag(ζn−1, ζn−2, . . . , ζ, 1),
v =

0 · · · · · · 0 (−1)n−1
1 0 · · · · · · 0
0 1
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1 0
 .
Notons que v ∈ SL(n,C).
Prouvons (ii). On ne suppose plus que Gˆ = GˆAD. En revanche (d’après (i)), on peut
supposer que GˆAD = PGL(n,C) avec actions triviales de θˆ et φ (mais comme on l’a déjà
dit, ces actions ne sont pas forcément triviales sur Z(Gˆ)). On considère deux éléments
T ′1, T
′
2 ∈ Et−nr. Pour i = 1, 2, on a des éléments s˜i = siθˆi et hi = hiφ. On peut supposer
que si ∈ Tˆ et que les images de ces éléments dans PGL(n,C) sont de la forme de ceux de la
remarque 4, avec des racines ζi (i = 1, 2). Posons Zˆ = Z(Gˆ), Zˆsc = Z(GˆSC) et Zˆ♯ = Z(Gˆ♯).
Puisque θˆ est trivial sur GˆAD, son relèvement à GˆSC l’est aussi, et donc il est a fortiori trivial
sur Zˆsc. La description de Zˆ♯ donnée dans [Stab I, 2.7] se simplifie : on a une identification
Zˆ♯ = Zˆ/(Zˆ ∩ Tˆ θˆ,◦)× Zˆsc.
Pour i = 1, 2, le caractère ωT ′
i
correspond à un cocycle a′i deWF dans Zˆ♯ qui est non ramifié,
donc déterminé par l’image a′i(φ). Cette image est un élément de Zˆ♯ dont seule compte la
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projection sur Zˆ♯/(1 − φ)(Zˆ♯). D’après [Stab I, 2.7], cet élément se calcule comme suit.
On choisit un relèvement si,sc de si,ad (la projection de si sur GˆAD) dans GˆSC, et on écrit
hi = ziπ(hi,sc) avec zi ∈ Zˆ et hi,sc ∈ GˆSC ; où π : GˆSC → Gˆ est l’homomorphisme naturel.
On note a′i,sc l’élément de Zˆsc défini par
a′i,sc = si,scθˆ(hi,sc)φ(si,sc)
−1h−1i,sc.
Alors a′i(φ) est l’image de (zi, a
′
i,sc) dans Zˆ♯. Remarquons que puisque θˆ et φ sont triviaux
sur GˆSC, la définition de a′i,sc se simplifie en
a′i,sc = si,schi,scs
−1
i,sch
−1
i,sc.
Un calcul matriciel immédiat montre que
a′i,sc = diag(ζ
−1
i , . . . , ζ
−1
i ) ∈ SL(n,C).
Supposons que ωT ′1 = ωT ′2 . Alors a
′
1(φ) = a
′
2(φ)(1−φ)(z♯) pour un élément z♯ ∈ Zˆ♯. Puisque
φ est trivial sur GˆSC, cela se simplifie : on a ζ1 = ζ2 et il existe un élément z ∈ Zˆ tel que
z1 ≡ z2(1− φ)(z) (mod Zˆ ∩ Tˆ θˆ,◦).
En conjuguant la donnée T ′1 par z, on se ramène au cas où z1z
−1
2 ∈ Zˆ ∩ Tˆ θˆ,◦. On a supposé
que h1 et h2 ont même image dans PGL(n,C), à savoir l’élément vad de la remarque 4. Par
suite h1,sc et h2,sc diffèrent par un élément de Zˆsc, qui est inclus dans Tˆsc = Tˆ θˆ,◦sc . Donc
π(h1,sc) et π(h2,sc) diffèrent par un élément de Zˆ ∩ Tˆ θˆ,◦. On obtient finalement que h1 et h2
diffèrent par un élément de Zˆ ∩ Tˆ θˆ,◦. Puisque T′i est engendré par (hi, φ), Tˆ θˆ,◦ et les élément
(1, w) pour w ∈ IF , on obtient que T′1 = T′2. Enfin puisque ζ1 = ζ2, les éléments s1 et s2 ont
même image dans PGL(n,C), par suite ils diffèrent par un élément de Zˆ. Les données T ′1 et
T ′2 sont donc isomorphes, et puisqu’on les a prises dans Et−nr, elles sont égales.
Preuve de (iii). On conserve les hypothèses sur GˆAD, et on fixe un élément T ′ ∈ Et−nr.
Notons T˜ ′(F )G˜ l’ensemble des éléments de T˜ ′(F ) qui correspondent à une classe de conjugai-
son stable semisimple dans G˜(F ). On sait qu’il n’est pas vide et qu’il existe un sous–groupe
T ′(G)G de T ′(F ), ouvert et d’indice fini, de sorte que T˜ ′(F )G˜
′
soit une seule classe modulo
multiplication par ce sous–groupe. Soit µ un caractère de T ′(F )/T ′(F )G, et soit µ˜ le carac-
tère affine de T˜ ′(F ) qui vaut 1 sur T˜ ′(F )G˜. D’après [Stab I, 2.6], on sait qu’il existe un
automorphisme de T ′ dont l’action associée sur les fonctions sur T˜ ′(F ) est la multiplication
par µ˜. On en déduit :
(2) Soient (χ′1, χ˜
′
1) et (χ
′
2, χ˜
′
2) deux caractères affines de T˜
′(F ) tels que χ1 et χ2 coïncident
sur T ′(F )G. Alors, à homothétie près, χ˜′1 et χ˜
′
2 se déduisent l’un de l’autre par un
automorphisme de T ′.
On va identifier le groupe T ′(F )G. Pour cela choisissons une paire de Borel (B,T) de G
définie sur F — on peut bien sûr prendre (B,T) = (B, T )—, et notons θ le F–automorphisme
de T associé à cette paire. On note σ 7→ σG l’action galoisienne naturelle sur T. On peut
identifier T ′ à T/(1− θ)(T) muni d’une action galoisienne σ 7→ σ′G = w(σ)σG, où w 7→ w(σ)
est un cocycle non ramifié de WF à valeurs dans W θ, où W =WG(T) est le groupe de Weyl
(ici on a W θ = W puisque θˆ est trivial sur GˆAD). On note T0 le tore T muni de l’action
galoisienne σ 7→ σ′G. On a un homomorphisme naturel T0(F )→ T ′(F ). Montrons que :
(3) T ′(F )G est l’image de cet homomorphisme naturel.
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On a une suite d’homomorphismes
(4) (Zˆ/(Zˆ ∩ Tˆ θˆ,◦)ΓF → H1(ΓF , Zˆ ∩ Tˆ θˆ,◦) = H1(ΓF , Zˆ ∩ Tˆ ′)→ H1(WF , Tˆ ′).
On a noté Tˆ ′ le tore Tˆ θˆ,◦ muni de l’action galoisienne provenant de T ′. Les deux actions
galoisiennes (celle sur Tˆ ′ et celle sur Tˆ θˆ,◦) coïncident sur Zˆ, d’où l’égalité centrale. On a
d’autre part une dualité entre H1(WF , Tˆ ′) et T ′(F ). D’après [Stab I, 1.13], T ′(F )G est
l’annulateur dans T ′(F ) de l’image de la suite (4). Il suffit de montrer que cette image est
le noyau de l’homomorphisme H1(WF , Tˆ ′)→ H1(WF , Tˆ0) dual de l’homomorphisme naturel
T0(F ) → T ′(F ) ; évidemment Tˆ0 s’identifie à Tˆ muni de l’action galoisienne convenable.
L’homomorphisme p : T0 → T ′ se complète en la suite exacte
1→ (1− θ)(T0)→ T0 → T ′ → 1.
Dualement, on a la suite exacte
1→ Tˆ ′ = Tˆ θˆ,◦0 → Tˆ0 → Tˆ0/Tˆ θˆ,◦0 → 1,
laquelle fournit une suite exacte de cohomologie
(5) H0(WF , Tˆ◦/Tˆ
θˆ,◦
0 )→ H1(WF , Tˆ ′)→ H1(WF , Tˆ◦).
Comme θˆ est trivial sur GˆAD, on a Tˆ0,ad = Tˆ
θˆ,◦
0,ad. On en déduit que Tˆ0/Tˆ
θˆ,◦
0 n’est autre que
Zˆ/(Zˆ ∩ Tˆ θˆ,◦0 ), ou encore que Zˆ/(Zˆ ∩ Tˆ θˆ,◦). Il est clair qu’alors le premier homomorphisme
de la suite (5) coïncide avec l’homomorphisme composé de la suite (4). Son image est donc
bien le noyau de H1(WF , Tˆ ′)→ H1(WF , Tˆ0), ce qui prouve (3).
L’homomorphisme ξZ : Z(G) → T ′ est le composé du plongement naturel Z(G) → T0 et
de la projection p : T0 → T ′. En vertu de (2) et (3), il reste à prouver l’assertion suivante :
(6) Supposons que χ′1 et χ
′
2 sont non ramifiés et qu’ils coïncident sur p(Z(G;F )). Alors
ils coïncident sur p(T0(F )).
Pour i = 1, 2, le caractère χi ◦ p de T0(F ) est non ramifié, c’est–à–dire qu’il est trivial sur
le sous–groupe compact maximal T0(F )1 de T0(F ). Fixons une uniformisante ̟F de F et
identifions Xˇ(T0) à un sous–groupe de T0 via l’application xˇ 7→ xˇ(̟F ). On sait que T0(F ) est
le produit direct de T0(F )1 et de Xˇ(T0)ΓF . Par ellipticité, on sait que Xˇ(T0,ad)ΓF ,θ = {0}.
Mais θˆ est trivial sur GˆAD, par conséquent Xˇ(T0,ad)ΓF = {0}. Il en résulte que Xˇ(T0)ΓF est
contenu dans Xˇ(Z(G)◦)ΓF . Donc T0(F ) = T0(F )1Z(G;F ). L’assertion (6) en résulte. Cela
achève la démonstration du point (iii) et de la proposition.
5.2. Réduction au cas où GˆAD est simple. — On souhaite supprimer l’hypothèse
que GˆAD est simple dans la proposition de 5.1. Notons Ω le groupe d’automorphismes de
Gˆ engendré par φ et θˆ. Il opère sur l’ensemble des composantes connexes du diagramme
de Dynkin ∆ de GˆAD. Soient O1, . . . ,Od les orbites sous Ω dans cet ensemble, et pour
i = 1, . . . , d, soit GˆAD,i le sous–groupe de GˆAD correspondant à Oi. On a la décomposition
(1) GˆAD = GˆAD,1 × · · · × GˆAD,d.
Pour i = 1, . . . , d, les automorphismes φ et θˆ de Gˆ induisent des automorphismes de GˆAD,i,
que l’on note encore φ et θˆ.
Du point (i) de la proposition de 5.1, on déduit le résultat suivant.
Lemme. — (On ne suppose pas que GˆAD est simple.) On suppose que l’ensemble Et−nr
n’est pas vide. Alors pour i = 1, . . . , d, le groupe GˆAD,i est isomorphe à un produit de copies
d’un groupe adjoint simple Hˆ de type An−1 (l’entier n, ainsi que le nombre de copies de
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Hˆ, dépendent de i), et les automorphismes φ et θˆ de GˆAD,i sont de la forme suivante : il
existe des entiers m, r, q ≥ 1 tels que GˆAD,i ≃ ((Hˆ×m)×r)×q, et notant α l’automorphisme
de Hˆ×m donné par
α(x1, . . . , xm) = (x2, . . . , xm, x1)
et β l’automorphisme de Hˆ∗ = (Hˆ×m)×r donné par
β(y1, . . . , yr) = (y2, . . . , yr, α(y1)),
les automorphismes θˆ et φ de GˆAD,i ≃ (Hˆ∗)×q sont donnés par
θˆ(g1, . . . , gq) = (β(g1), . . . , . . . β(gq))
et
φ(g1, . . . , gq) = (g2, . . . , gq−1, β
er(g1))
pour un entier e ∈ {1, . . . ,m− 1} premier à m (si m = 1, on prend e = 0).
Démonstration. — Comme dans la preuve du point (i) de la proposition de 5.1, on peut
supposer que Gˆ = GˆAD. On a donc
Gˆ = Gˆ1 × · · · × Gˆd, θˆ = θˆ⊗d,
où l’on a posé Gˆi = GˆAD,i. On note
G = G1 × · · · ×Gd, G˜ = G˜1 × · · · × G˜d
la décomposition duale : Gi est un groupe semisimple simplement connexe, défini et quasi–
déployé sur F , et déployé sur une extension non ramifiée de F ; G˜i est un espace tordu sous
Gi, défini sur F et tel que G˜i(F ) n’est pas vide. Remarquons que les espaces G˜i peuvent
être définis canoniquement par la formule G˜i = G˜/(
∏
j 6=iGj). On note Et−nr,i l’ensemble des
données endoscopiques T ′i = (T
′
i ,T
′
i, s˜i) pour (Gi, G˜i) qui sont elliptiques, non ramifiées, et
telles que T ′i est un tore.
Alors on a la décomposition
Et−nr = Et−nr,1 × · · · × Et−nr,d.
On peut donc supposer que d = 1, c’est–à–dire que le groupe Ω opère transitivement sur les
composantes connexes du diagramme de Dynkin ∆ de Gˆ.
Soit T ′ = (T ′,T′, s˜) ∈ Et−nr et (h, φ) ∈ T′. On écrit s˜ = sθˆ et h = hφ. On procède par
étapes, en allant du cas particulier vers le cas général.
Étape 1. On suppose que chacun des deux automorphismes θˆ et φ de Gˆ opère transitive-
ment sur l’ensemble des composantes connexes de ∆. On note ∆1, . . . ,∆r ces composantes
connexes, ordonnées de telle manière que φ(∆i+1) = ∆i, i = 1, . . . r − 1. Pour i = 1, . . . , r,
on note Gˆi la composante simple de Gˆ correspondant à ∆i, et pour i = 1, . . . , r − 1, on
identifie Gˆi+1 à Gˆ1 via φi. Avec ces identifications, l’automorphisme φ de Gˆ = Gˆ1× · · ·× Gˆ1
est donné par
φ(x1, . . . , xr) = φ(x2, . . . , xr, φ1(x1)),
où φ1 est l’automorphisme de Gˆ1 induit par φr. Puisque θˆ opère transitivement sur les
composantes connexes de ∆, il existe un entier e ∈ {1, . . . , r − 1} premier à r (si r = 1, on
prend e = 0), et des automorphismes θˆ1, . . . , θˆr de Gˆ1, tels que
φ−eθˆ(x1, . . . , xr) = (θˆ1(x1), . . . , θˆr(xr)).
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Comme θˆφ = φθˆ, on a θˆr = θˆr−1 = · · · = θˆ1 et θˆ1φ1 = φ1θˆ1. Notons α l’automorphisme
d’ordre r de Gˆ1 donné par
α(x1, . . . , xr) = (x2, . . . , xr, x1).
On verra plus loin que l’on peut se ramener aux deux cas particuliers suivants :
– Cas 1 : e = 1, φ1 = 1, i.e. φ = α et θˆ = θˆ⊗r1 α ;
– Cas 2 : e = 1, θˆ1 = 1, i.e. θˆ = φ.
Montrons que dans les deux cas, les actions φ1 et θˆ1 sur Gˆ1 sont triviales, et Gˆ1 est de type
An−1.
Commençons par le cas 1. Posons µ = θˆ1. Rappelons que l’on a posé s˜ = sθˆ. On écrit
s = (s1, . . . , sr). Pour g = (g1, . . . , gr) ∈ Gˆ, on a
g−1s˜g = (g−11 s1µ(g2), . . . , g
−1
r−1sr−1µ(sr), g
−1
r srµ(g1)).
En prenant g = (1, s2µ(s3) · · ·µr−2(sr), . . . , sr−1µ(sr), sr), on obtient
g−1s˜g = (s1µ(s2) · · ·µr−1(sr), 1, . . . , 1).
Quitte à remplacer s˜ et h par g−1s˜g et g−1hg pour un g ∈ Gˆ, on peut donc supposer que
s = (s1, 1, . . . , 1). L’équation h−1sθˆ(h) = φ(s) entraîne que
h = (h1, µ
r−2(µ(h1)s
−1
1 ), . . . , µ(µ(h1)s
−1
1 ), µ(h1)s
−1
1 )
pour un h1 ∈ Gˆ1 vérifiant h−11 s1µr−1(µ(h1)s−11 ) = 1. Posons s˜1 = s1µr et h1 = h1µr−1. On
a
s˜1h1 = h1s˜1.
L’application
g1 7→ (g1, µr−1(g1), . . . , µ(g1))
induit un isomorphisme de ZGˆ1(s˜1) sur ZGˆ(s˜) (donc aussi de ZGˆ1(s˜1)
◦ sur ZGˆ(s˜)
◦), et induit
aussi un isomorphisme de ZGˆ1(s˜1,h1) sur ZGˆ(s˜,h). On en déduit que les automorphismes
s˜1 et h1 de Gˆ1 vérifient les propriétés (1), (2) et (4) de 5.1. Puisque le groupe Gˆ1 est adjoint
et simple, on peut appliquer la proposition de 5.1 (point (i)) : les actions µr et µr−1 sur Gˆ1
sont triviales, et Gˆ1 est de type An−1. On a aussi θˆ1 = µr(µr−1)−1 = 1.
Traitons maintenant le cas 2. Cette fois–ci posons µ = φ1. On peut comme dans le cas 1
supposer que s = (s1, 1, . . . , 1). L’équation h−1sθˆ(h) = φ(s) entraîne que
h = (h1, µ(h1s
−1
1 ), . . . , µ(h1s
−1
1 ))
pour un élément h1 ∈ Gˆ1 vérifiant h−11 s1µ(h1s−11 ) = 1. Ainsi, posant s˜1 = s1µ et h1 = h1µ,
on a
s˜1h1 = h1s˜1.
L’application
g1 7→ (g1, µ(g1), . . . , µ(g1))
induit un isomorphisme de ZGˆ1(s˜1) sur ZGˆ(s˜), et de ZGˆ(s˜1,h1) sur ZGˆ(s˜,h). On en déduit
que les automorphismes s˜1 et h1 de Gˆ1 vérifient les propriétés (1), (2) et (4) de 5.1. On peut
donc, comme dans le cas 1, appliquer la proposition de 5.1 (point (i)). On obtient que µ = 1
et que Gˆ1 est de type An−1.
Revenons au cas général (toujours dans l’étape 1). Supposons φ1 6= 1. Alors θˆ1 est une
puissance φk1 de φ1 pour un entier k ≥ 0, d’où θˆ = φe+kr. On modifie les actions de φ et θˆ en
posant φ′ = φ et θˆ′ = φ. On pose h′ = h et s˜′ = h1−e−kr s˜. Les automorphismes h′ et s˜′ de
Gˆ vérifient encore les conditions (2), (4) et (5) de 5.1. En particulier puisque leur commutant
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commun ZGˆ(s˜
′,h′) coïncide avec ZGˆ(s˜,h), il est fini. On est dans le cas 2 pour les actions
φ′ et θˆ′. On a donc φ1 = 1, contradiction. Supposons maintenant φ1 = 1. On modifie les
actions de φ et θˆ en posant φ′ = φ (= α) et θˆ′ = φ⊗r1 α. On pose h
′ = h et s˜′ = h1−es˜. Les
automorphismes h′ et s˜′ de Gˆ vérifient les conditions (2), (4) et (5) de 5.1, et l’on est dans
le cas 2 pour les actions φ′ et θˆ′. On a donc θˆ1 = 1, d’où φ = α et θˆ = αe, et Gˆ1 est de type
An−1.
Récapitulons : le groupe Gˆ est isomorphe à un produit direct de r copies d’un groupe
adjoint simple de type An−1, et φ et θˆ sont deux r–cycles d’ordre r.
Étape 2. On suppose que θˆ opère transitivement sur l’ensemble des composantes connexes
de ∆. On note ∆1, . . . ,∆r les φ–orbites dans cet ensemble. Comme φ et θˆ commutent,
ces orbites sont θˆ–stables, et l’on peut supposer que θˆ(∆i+1) = ∆i, i = 1, . . . , r − 1. Pour
i = 1, . . . , r, on note Gˆi le sous–groupe de Gˆ correspondant à ∆i, et pour i = 1, . . . , r−1, on
identifie Gˆi+1 à Gˆ1 via θi. Avec ces identifications, l’automorphisme θˆ de Gˆ = Gˆ1× · · · × Gˆ1
est donné par
θˆ(x1, . . . , xr) = (x2, . . . , xr, θˆ1(x1)),
où θˆ1 est la restriction de θˆr à Gˆ1. Quant à l’automorphisme φ, puisqu’il commute à θˆ, il
est donné par φ = φ⊗r1 pour un automorphisme φ1 de Gˆ1 qui commute à θˆ1. Par construc-
tion, les automorphismes θˆ1 et φ1 de Gˆ1 opèrent chacun transitivement sur l’ensemble des
composantes connexes de ∆1. Comme dans le cas 2 de l’étape 1, on peut supposer que
s = (s1, 1, . . . , 1). L’équation h−1sθˆ(h) = φ(s) entraîne que
h = (h1, θˆ1(h1), . . . , θˆ1(h1))
pour un élément h1 ∈ Gˆ1 vérifiant h−11 s1θˆ1(h1) = φ1(s1). Posons s˜1 = s1θˆ1 et h1 = h1φ1.
On a donc
s˜1h1 = h1s˜1.
L’application
g1 7→ (g1, θˆ1(g1), . . . , θˆ1(g1))
induit un isomorphisme de ZGˆ(s˜1) sur ZGˆ(s˜), et de ZGˆ(s˜1,h1) sur ZGˆ(s˜,h). On en déduit
que les automorphismes s˜1 et h1 de Gˆ1 vérifient les propriétés (1), (2) et (4) de 4.10. On
peut donc leur appliquer le résultat de l’étape 1 : le groupe Gˆ1 est isomorphe à un produit
direct de m copies d’un groupe adjoint simple de type An−1 pour un entier m ≥ 1, et φ1 et
θˆ1 sont deux m–cycles d’ordre m. En particulier φ1 = (θˆ1)e pour un entier e ∈ {1, . . . , m−1}
premier à m (si m = 1, on prend e = 0).
Étape 3. On peut maintenant traiter le cas général (en supposant toujours que Ω opère
transitivement sur les composantes connexes de ∆). On note ∆1, . . . ,∆q les θˆ–orbites dans
l’ensemble des composantes connexes de∆. Puisque φ et θˆ commutent, ces ensembles∆i sont
permutés (transitivement) par φ, et l’on peut supposer que φ(∆i+1) =∆i, i = 1, . . . , q − 1.
Pour i = 1, . . . , q, on note Gˆi le sous–groupe de Gˆ correspondant à∆i, et pour i = 1, . . . , q−1,
on identifie Gˆi+1 à Gˆ1 via φi. Avec ces identifications, l’automorphisme φ de Gˆ = Gˆ1×· · ·×Gˆ1
est donné par
φ(x1, . . . , xq) = (x2, . . . , xq−1, φ1(x1)),
où φ1 est la restriction de φq à Gˆ1. Quant à l’automorphisme θˆ, puisqu’il commute à φ, il
est donné par θˆ = θˆ⊗q1 pour un automorphisme θˆ1 de Gˆ1 qui commute à Gˆ1. Comme dans le
cas 2 de l’étape 1 (en remplaçant θˆ par φ), on peut supposer que h = (h1, 1, . . . , 1). Comme
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dans l’étape 2 (en échangeant les rôles de θˆ et de φ), on obtient que
s = (s1, φ1(s1), . . . , φ1(s1))
pour un élément s1 de Gˆ1 vérifiant s−11 h1φ1(s1) = θˆ1(h1). Posons s˜1 = s1θˆ1 et h1 = h1φ1.
On a encore
s˜1h1 = h1s˜1.
Toujours comme dans l’étape 2 (en échangeant les rôles de s˜ et de h), on en déduit que les
automorphismes s˜′1 = h1 et h
′
1 = s˜1 vérifient les conditions (1), (2) et (4) de 4.10. On peut
donc leur appliquer le résultat de l’étape 2. Cela achève la preuve du lemme.
On suppose que l’ensemble Et−nr n’est pas vide. D’après le lemme, on peut supposer que
(2) GˆAD = (Hˆ
∗
1 )
×q1 × · · · × (Hˆ∗d )×qd , Hˆ∗i = (Hˆ×mii )×ri , Hˆi = PGL(ni,C),
et que pour i = 1, . . . , d, notant αi l’automorphisme
(x1, . . . , xmi) 7→ (x2, . . . , xmi , x1)
de (Hˆi)×mi , et βi l’automorphisme
(y1, . . . , yri) 7→ (y2, . . . , yri , αi(y1))
de (Hˆ×mii )
×ri , les automorphismes θˆ et φ de (Hˆ∗i )
×qi sont donnés par
(3) θˆ(g1, . . . , gqi) = (βi(g1), . . . , βi(gqi)),
(4) φ(g1, . . . , gqi) = (g2, . . . , gqi , β
eiri
i (g1))
pour un entier ei ∈ {1, . . . ,mi − 1} premier à mi (si mi = 1, on prend ei = 0). Notons que
βeirii = (α
ei
i )
⊗ri .
Soit T ′ = (T ′, T′, s˜) un élément de Et−nr et soit (h, φ) ∈ H′. D’après la preuve du lemme
et la remarque 4 de 5.1, on peut supposer que les éléments s˜ = sθˆ et h = hφ sont de la forme
standard suivante. Pour i = 1, . . . , d, on a une racine primitive ni–ième de l’unité ζi. On note
u¯i = uad,i(ζi) et v¯i = vad,i les images dans PGL(ni,C) des éléments suivants de GL(ni,C) :
ui(ζi) = diag(ζ
ni−1
i , ζ
ni−2
i , . . . , ζ, 1),
vi =

0 · · · · · · 0 (−1)ni−1
1 0 · · · · · · 0
0 1
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1 0
 .
Notons s¯ = (s¯1, . . . , s¯d) et h¯ = (h¯1, . . . , h¯d) les images de s et h dans GˆAD. Pour i = 1, . . . , d,
on a
s¯i = (s¯i,1, β
eiri
i (s¯i,1), . . . , β
eiri
i (s¯i,1)) ∈ (Hˆ∗i )qi ,
s¯i,1 = (a¯i, 1, . . . , 1) ∈ Hˆ∗i = (Hˆ×mii )×ri ,
a¯i = (u¯i, 1, . . . , 1) ∈ Hˆ×mii
et
h¯i = (h¯i,1, 1, . . . , 1) ∈ (Hˆ∗i )qi ;
h¯i,1 = (b¯i, αi(b¯i), . . . , αi(b¯i)) ∈ Hˆ∗i .
b¯i = (v¯i, v¯iu¯
−1
i , . . . , v¯iu¯
−1
i , v¯i, . . . , v¯i) ∈ Hˆ×mii ,
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où le nombre de facteurs v¯iu¯−1i dans b¯i est égal à mi − ei si mi > 1, et à 0 sinon. Puisque
βeirii = (α
ei
i )
⊗ri , on a
βeirii (s¯i,1) = (α
ei
i (a¯i), 1, . . . , 1).
On a donc (par construction)
v¯−1i u¯iv¯i = u¯i,
b¯−1i a¯iαi(b¯i) = α
ei
i (a¯i),
h¯−1i,1 s¯i,1βi(h¯i,1) = β
eiri
i (s¯i,1),
h¯is¯iθˆ(h¯i) = φ(s¯i).
La paire (s¯, h¯) étant uniquement déterminée par le d–uplet ζ = (ζ1, . . . , ζd), on la note aussi
(sad(ζ), had(ζ)).
Pour i = 1, . . . , d, soit
πi : HˆSC,i = SL(ni,C)→ PGL(ni,C) = Hˆi
le revêtement simplement connexe de Hˆi. Posant GˆSC,i = ((Hˆ
×mi
i )
×ri)×qi , l’application
π = ⊗di=1((π⊗mii )⊗ri)⊗qi : GˆSC = GˆSC,1 × · · · × GˆSC,d → GˆAD
est le revêtement simplement connexe de GˆAD. Les automorphismes φ et θˆ de GˆAD se relèvent
de manière unique en des automorphismes de GˆSC, et la description des actions de φ et θˆ sur
GˆSC est identique à celle des actions sur GˆAD. Pour i = 1, . . . , d, choisissons un relèvement
usc,i de u¯i dans HˆSC,i, et notons ssc,i l’élément de GˆSC,i obtenu en remplaçant u¯i par usc,i
dans la construction de s¯i. Posons
ssc = (ssc,1, . . . , ssc,d) ∈ GˆSC.
C’est un relèvement de s¯ = sad(ζ) dans GˆSC. De même, pour i = 1, . . . , d, choisissons un
relèvement vsc,i de v¯i dans HˆSC,i — on peut bien sûr prendre vsc,i = vi ∈ SL(ni,C) —, et
notons hsc,i l’élément de GˆSC,i obtenu en remplaçant v¯i par vsc,i dans la construction de hi.
Posons
hsc = (hsc,1, . . . , hsc,d) ∈ GˆSC.
C’est un relèvement de h¯ = had(ζ) dans GˆSC. De tels relèvements ssc de sad(ζ) et hsc de
had(ζ) sont appelés des bons relèvements.
Remarque 1. — Supposons q = 1 et supprimons l’indice i dans les notations précédentes.
On a Hˆ = PGL(n,C), HˆSC = SL(n,C), GˆAD = ((Hˆ×m)×r)×q et GˆSC = ((Hˆ×mSC )
×r)×q . On
a aussi un entier e ∈ {0, . . . ,m− 1} qui est > 0 et premier à m si m > 1, et vaut 0 sinon. On
note (gi,j,k)1≤i≤m,1≤j≤r,1≤k≤q un élément de GˆAD ou GˆSC. Les indices i, j, k doivent plutôt
être considérés comme des entiers modulo m, r, q. Ainsi on a :
– θˆ(g)i,j,k = gi,j+1,k si j 6= r ;
– θˆ(g)i,r,k = gi+1,1,k ;
– φ(g)i,j,k = gi,j,k+1 si k 6= q ;
– φ(g)i,j,q = gi+e,j,1.
Pour une racine primitive n–ième de l’unité ζ, choisissons des relèvements usc et vsc de uad(ζ)
et vad dans SL(n,C). Alors les bons relèvements ssc = (ssc;i,j,k) et hsc = (hsc;i,j,k) de sad(ζ)
et had(ζ) dans GˆSC associés à ces choix sont donnés par :
– ssc;1,1,1 = usc ;
– ssc;e,1,k = usc si k 6= 1 ;
– ssc;i,j,k = 1 dans tous les autres cas ;
– hsc;i,j,1 = vsc si j = 1 et i 6= 2, . . . ,m− e+ 1, ou si j 6= 1 et i 6= 1, . . .m− e ;
– hsc;i,j,1 = vscu−1sc si j = 1 et i = 2, . . . ,m− e+ 1, ou si j 6= 1 et i = 1, . . . ,m− e ;
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– hsc;i,j,k = 1 si k 6= 1.
Remarque 2. — On a envie de définir l’espace tordu (GSC, G˜SC), mais on se garde bien de
le faire ! En effet, pour γ ∈ G˜(F ), le F–automorphisme θγ = Intγ de G se relève en un unique
F–automorphisme de G˜SC, encore noté θγ . On peut alors définir G˜SC comme étant GSCθγ .
La structure galoisienne est telle que θγ est fixe par ΓF , et cet espace s’envoie naturellement
dans G˜ par l’application G˜SC → gscθγ 7→ ρ(gsc)γ, où ρ : GSC → G est l’homomorphisme
naturel. Le problème est que l’espace G˜SC ainsi défini dépend de γ. De plus, il se peut qu’il ne
soit pas “non ramifié”, c’est–à–dire que G˜SC(F ) ne possède aucun sous–espace hyperspécial.
Par exemple si G˜ = G = SL(n), l’espace G˜SC = GSCθγ est isomorphe à l’ensemble des
g ∈ GL(n) tels que det(g) = det(γ). Il dépend clairement (pour sa structure galoisienne) de
det(γ). L’espace G˜SC(F ) possède un sous–espace hyperspécial si et seulement s’il existe un
élément γ′sc ∈ G˜SC(F ) tel que Intγ′sc stabilise un sous–groupe hyperspécial de SL(n, F ), ce
qui n’est possible que si la valuation normalisée de det(γ) appartient à nZ.
5.3. Séparation des données dans Et−nr. — La proposition suivante est une générali-
sation du point (ii) de la proposition de 5.1.
Proposition. — (On ne suppose pas que GˆAD est simple.) Supposons que l’ensemble
Et−nr n’est pas vide. Soient T ′ et T ′′ deux éléments de Et−nr. Si ωT ′ = ωT ′′ , alors T
′ = T ′′.
Démonstration. — Soit T ′ = (T ′,T′, s˜) un élément de Et−nr et soit (h, φ) ∈ T′. On suppose
que les automorphismes θˆ et φ de GˆAD sont donnés par les formules (2), (3), (4) de 5.2. On
suppose aussi que les éléments s˜ = sθˆ et h = hφ sont de la forme standard décrite en 5.2,
c’est–à–dire que les projections s¯ et h¯ sur GˆAD des éléments s et h de Gˆ sont de la forme
s¯ = sad(ζ) et h¯ = had(ζ) pour un d–uplet ζ = (ζi, . . . , ζd), où d est le nombre de composantes
connexes de GˆAD (formule (1) de 5.2) et ζi est une racine primitive ni–ième de l’unité. Fixons
des bons relèvement ssc et hsc de s¯ et h¯ dans GˆSC. Ces bons relèvements sont construits en
choisissant des relèvements usc,i et vsc,i de u¯i et v¯i dans HˆSC,i (i = 1, . . . , d).
Rappelons que l’on a noté Zˆ, Zˆsc et Zˆ♯ les centres de Gˆ, GˆSC et Gˆ♯. D’après [Stab I, 2.7],
on a une suite exacte courte
(1) 1→ Zˆsc/Zˆ θˆsc (π,1−θˆ)−−−−−→ Zˆ/(Zˆ ∩ Tˆ θˆ,◦)× Zˆsc → Zˆ♯ → 1;
où π : GˆSC → Gˆ est l’homomorphisme naturel. Le caractère ωT ′ de G♯(F ) correspond à un
cocycle a′ de WF dans Zˆ♯. Ce cocycle est non ramifié, donc déterminé par l’élément a′(φ)
de Zˆ♯, et sa classe est donnée par l’image de a′(φ) dans Zˆ♯/(1 − φ)(Zˆ♯). D’après loc. cit.,
l’élément a′(φ) se calcule comme suit. On écrit
h = zπ(hsc)
où π : GˆSC → Gˆ est l’homorphisme naturel et z ∈ Zˆ. Puisque
h¯−1s¯θˆ(h¯) = φ(s¯),
l’élément h−1sc sscθˆ(hsc)φ(ssc)
−1 appartient à Zˆsc. On le note a′sc. Alors a
′(φ) est l’image de
(z, a′sc) dans Z(Gˆ♯). Le centre Zˆsc de GˆSC se décompose en
Zˆsc = Zˆsc,1 × · · · × Zˆsc,d, Zˆsc,i = ((Z(HˆSC,i)mi)ri)qi .
On écrit a′sc = (a
′
sc,1, . . . , a
′
sc,d), où a
′
sc,i ∈ Zˆsc,i. On a par construction
a′sc,i = (zsc,i, 1, . . . , 1), zsc,i = v
−1
sc,iusc,ivsc,iu
−1
sc,i,
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et zsc,i est l’élément diag(ζ−1i , . . . , ζ
−1
i ) de Z(HˆSC,i). L’élément a
′
sc ne dépend donc que du
d–uplet ζ = (ζ1, . . . , ζd). On le note aussi zsc(ζ).
Remarque. — Pour calculer l’élément a′sc = h
−1
sc sscθˆ(hsc)φ(ssc)
−1, on a choisi des bons
relèvements ssc et hsc de s¯ et h¯ dans GˆSC. Comme on vient de le voir, a′sc ne dépend pas
du choix de ces bons relèvements, mais si l’on choisit des relèvements quelconques, ce n’est
en général plus vrai (sauf si φ et θˆ sont triviaux sur Zˆsc). Si l’on remplace hsc et ssc par
h′sc = y
−1hscφ(y) et s′sc = y
−1sscθˆ(y) pour un y ∈ GˆSC, alors on a l’égalité
h′−1sc s
′
scθˆ(h
′
sc)φ(s
′
sc)
−1 = φ(y)−1h−1sc sscθˆ(hsc)φ(ssc)
−1φ(y).
En particulier pour y ∈ Zˆsc, les éléments h′sc et s′sc sont encore des relèvements de h¯ et s¯
dans GˆSC (pas forcément bons), et on l’égalité
h′−1sc s
′
scθˆ(h
′
sc)φ(s
′
sc)
−1 = h−1sc sscθˆ(hsc)φ(ssc)
−1.
Soient maintenant deux éléments T ′ = (T ′,T′, s˜′) et T ′′ = (T ′′,T′′, s˜′′) de Et−nr, et
soient (h′, φ) ∈ T′ et (h′′, φ) ∈ T′′. On reprend les constructions ci–dessus en affublant les
objets d’exposants “ ′ ” et “ ′′ ” pour les distinguer. On écrit s˜′ = s′θˆ, h′ = h′φ, s˜′′ = s′′θˆ et
h′′ = h′′φ′. On suppose que les projections des éléments s′, h′, s′′, h′′ de Gˆ sur GˆAD sont
de la forme standard (5.2). En particulier, à ces projections sont associées deux d–uplets
ζ′ = (ζ′1, . . . , ζ
′
d) et ζ
′′ = (ζ′′1 , . . . , ζ
′′
d ) où, pour i = 1, . . . , d, les éléments ζ
′
i et ζ
′′
i sont des
racines primitives ni–ièmes de l’unité. On fixe des bons relèvements s′sc, h
′
sc, s
′′
sc, h
′′
sc dans
GˆSC des projections de s′, h′, s′′, h′′ sur GˆAD. On écrit h′ = z′π(h′sc) et h
′′ = z′′π(h′′sc)
pour des éléments z′ et z′′ de Zˆ. Les caractères ωT ′ et ωT ′′ de G♯(F ) correspondent à des
cocycles a′ et a′′ de WF dans Zˆ♯, déterminés par les éléments a′(φ) et a′′(φ) de Zˆ♯, dont
seules comptent les images dans Zˆ♯/(1−φ)(Zˆ♯). On a vu que a′(φ) est l’image de (z′, zsc(ζ′))
dans Zˆ♯, et que a′′(φ) est l’image de (z′′, zsc(ζ′′)) dans Zˆ♯.
Supposons que ωT ′ = ωT ′′ . On a donc a
′′(φ) = a′(φ)(1− φ)(z♯) pour un élément z♯ ∈ Zˆ♯.
Choisissons un relèvement (y, ysc) de z♯ dans Zˆ × Zˆsc. D’après la suite exacte courte (1)
décrivant Zˆ♯, il existe un élément z0sc ∈ Zˆsc tel que :
(2) zsc(ζ
′′) = zsc(ζ
′)(1− φ)(ysc)(1− θˆ)(z0sc),
(3) z′′ ≡ z′(1− φ)(y)π(z0sc) (mod Zˆ ∩ Tˆ θˆ,◦).
Montrons que l’égalité (2) n’est possible que si
(4) (1− φ)(ysc)(1− θˆ)(z0sc) = 1.
Rappelons que pour i = 1, . . . , d, on a posé Zˆsc,i = ((Z(HˆSC,i)×mi)×ri)×qi . Il s’agit de
vérifier (pour i = 1, . . . , d) que si y et z sont deux éléments de Zˆsc,i tels que les coordonnées
de (1− φ)(y)(1− θˆ)(z) sur les miriqi facteurs Z(HˆSC,i) de Zˆsc,i sont toutes égales à 1, sauf
peut–être sur le premier facteur, alors (1− φ)(y)(1− θˆ)(z) = 1. Pour cela on peut supposer
d = 1 et supprimer l’indice i dans les notations. Soient y = (y1, . . . , yq) et z = (z1, . . . , zq)
deux éléments de Zˆsc, où les coordonnées yk et zk sont dans Z(Hˆ∗) = (Z(HˆSC)×m)×r. Un
calcul explicite donne
(1− φ)(y)(1− θˆ)(z) = ((1− βer)(y1)(1− β)(z1 · · · zq), 1, . . . , 1)
On peut donc supposer q = 1. Alors on a
(1− φ)(y)(1− θˆ)(z) = (1− βre)(y)(1− β)(z) = (1− β)(x),
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où l’on a posé
x = yβ(y) · · ·βre−1(y)z.
Puisque β est un mr–cycle d’ordre mr, si les rm − 1 dernières coordonnées de (1 − β)(x)
sont égales à 1, alors la première l’est aussi, ce qui démontre (4).
Revenons à d quelconque. D’après (2) et (4), on a zsc(ζ′′) = zsc(ζ′), d’où ζ′′ = ζ′. On
note simplement ζ ce d–uplet. Puisque les projections de s′ et s′′ sur GˆAD sont de la forme
standard, elles sont égales (à sad(ζ)). On peut donc supposer que s′sc = s
′′
sc. De la même
manière, on peut supposer que h′sc = h
′′
sc. On note simplement ssc et hsc ces bons relèvements
de sad(ζ) et had(ζ) dans GˆSC. Posons s˜sc = sscθˆ et hhs = hscφ. Pour x ∈ GˆSC, notons η(x, s˜sc)
et η(x,hsc) les éléments de GˆSC définis par
η(x, s˜sc) = xsscθˆ(x)
−1s−1sc , η(x,hsc) = xhscφ(x)
−1x−1,
c’est–à–dire par
xs˜scx
−1 = η(x, s˜sc)s˜sc, xhscx
−1 = η(x,hsc)hsc.
Soit Z(s˜sc,hsc) l’ensemble des x ∈ GˆSC tels que η(x, s˜sc) et η(x,hsc) appartiennent à Zˆsc. Cet
ensemble est un groupe, qui coïncide avec la pré–image dans GˆSC du commutant commun
de sad(ζ)θˆ et had(ζ)φ dans GˆAD.
Lemme. — Soit z ∈ Zˆsc. Supposons que (1−θˆ)(z) ∈ (1−φ)(Zˆsc). Il existe un x ∈ Z(s˜sc,hsc)
tel que z ∈ η(x,hsc)(1− φ)(Zˆsc).
Démonstration. — On peut supposer d = 1. Reprenons les notations de la remarque 1 de
5.2. Les éléments uad(ζ) et vad de Hˆ = PGL(n,C) sont les projections des éléments u(ζ) et
v de GL(n,C) définis dans la remarque 4 de 5.1. On a choisi un relèvement usc de uad(ζ)
dans HˆSC = SL(n,C). L’élément v est déjà dans HˆSC. On note Y le sous–groupe de HˆSC
engendré par Zˆsc, usc et v. Soit X l’image de Y dans GˆSC par le plongement diagonal : un
élément x = (xi,j,k) de GˆSC appartient à X si et seulement si xi,j,k est indépendant de i, j, k
et appartient à Y. On note Y et X les projections de Y et X sur Hˆ et GˆAD. Le groupe Y est
le commutant commun de uad(ζ) et vad dans Hˆ . Il en résulte qu’un élément de X commute
à sad(ζ)θˆ et à had(ζ)φ. En revanche usc et v ne commutent pas dans HˆSC. Les éléments
de X ne commutent pas à s˜sc ni à hsc, mais X est contenu dans Z(s˜sc,hsc). On note ZˆX le
sous–groupe de Zˆsc engendré par les η(x,hsc) quand x décrit X. On peut vérifier qu’il ne
dépend pas de ζ, mais ce n’est pas utile ici.
Pour z = (zi,j,k) ∈ Zˆsc, posons p(z)j =
∏
i,k zi,j,k (j = 1, . . . , r). On vérifie que (1−φ)(Zˆsc)
est le groupe formé des z ∈ Zˆsc tels que p(z)j = 1 pour tout j ∈ {1, . . . , r}. On vérifie aussi
que p((1− θˆ)(z))j = p(z)jp(z)−1j+1 (avec j + 1 = 1 si j = r). L’hypothèse sur z dans l’énoncé
est donc que p(z)j est indépendant de j. Pour prouver le lemme, il suffit de prouver que pour
ξ ∈ Z(HˆSC), il existe un z′ ∈ ZˆX tel que p(z′)j = ξ pour tout j ∈ {1, . . . , r}. Soient a, b ∈ Z.
Considérons l’élément y = (usc)avb de Y. Notons x l’élément de X tel que xi,j,k = y, et
posons η = η(x,hsc). À l’aide de l’égalité
vuscv
−1 = ζusc, ζ = diag(ζ, . . . , ζ) ∈ Z(HˆSC),
on vérifie que p(η)j = ζ−ma−eb pour tout j ∈ {1, . . . , r}. Puisque m et e sont premiers entre
eux si m > 1, et que ζ engendre Z(HˆSC), on peut choisir a et b de sorte que p(η)j = ξ pour
tout j ∈ {1, . . . , r}. Cela démontre le lemme.
Reprenons la démonstration de la proposition. D’après l’égalité (4), l’élément z0sc ∈ Zˆsc
vérifie l’hypothèse du lemme. On peut donc écrire z0sc = η(x,hsc)(1 − φ)(ysc) pour des
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éléments x ∈ GˆSC et ysc ∈ Zˆsc tels que x vérifie les conditions du lemme. La relation (3)
entraîne alors que
(5) z′′ ≡ z′(1− φ)(y′)π(η(x,hsc)) (mod Zˆ ∩ Tˆ θˆ,◦).
pour un élément y′ ∈ Zˆ. Posons g = y′π(x). Puisque η(x, s˜sc) ∈ Zˆsc, on a
gs˜′g−1 = (1− θˆ)(y′)π(η(x, s˜sc))s˜′ ∈ Zˆs˜′′.
D’autre part, d’après (5), on a
gh′g−1 = z′(1− φ)(y′)π(η(x,hsc)π(hsc)φ ∈ h′′(Zˆ ∩ Tˆ θˆ,◦).
Comme dans la preuve du point (ii) de la proposition de 5.1, on en déduit que T′ = T′′. Par
conséquent l’élément g est un isomorphisme de T ′ sur T ′′, et puisque ces données ont été
prises dans Et−nr, elles sont égales.
5.4. Action de C sur les transferts usuels non ramifiés. — Soit T ′ = (T ′,T′, s˜) un
élément de Et−nr. Comme en 5.1, on suppose que s˜ = sθˆ pour un s ∈ Tˆ (ainsi Tˆ ′ s’identifie
à Tˆ θˆ,◦ muni de l’action galoisienne convenable). Pour transférer un caractère affine unitaire
χ˜′ de T˜ ′(F ) à (G˜(F ), ω), on a besoin de fixer un isomorphisme LT ′
≃−→ T′. On choisit un
élément (h, φ) ∈ T′, et on prend l’isomorphisme LT ≃ T′ défini par cet élément comme en
4.10. Écrivons h = hφ. On suppose que les projections s¯ et h¯ de s et h sur GˆAD sont de
la forme standard s¯ = sad(ζ) et h¯ = had(ζ) pour un d–uplet ζ = (ζ1, . . . , ζd), où ζi est une
racine primitive ni–ième de l’unité — cf. 5.2. On fixe aussi des bons relèvements ssc et hsc
de sad(ζ) et had(ζ) dans GˆSC, et l’on pose s˜sc = sscθˆ et hsc = hscφ.
Le sous–espace hyperspécial (K, K˜) de G˜(F ) fixé en 2.6 détermine un sous–espace hy-
perspécial (K′, K˜′) de T˜ ′(F ) — on a forcément K′ = T ′(F )1 —, et un facteur de transfert
normalisé ∆ : D(T ′)→ C×.
La proposition suivante est une généralisation du point (iii) de la proposition de 5.1.
Proposition. — (On ne suppose pas que GˆAD est simple.) Soit T ′ = (T ′,T′, s˜) ∈ Et−nr.
(i) Soit (χ′, χ˜′) un caractère affine unitaire et non ramifié de T˜ ′(F ). La distribution
Θχ˜′ = TT ′(χ˜
′) est un vecteur propre pour l’action du groupe C relativement à un
caractère unitaire ωχ′ de ce groupe, c’est–à–dire qu’on a
c(Θχ˜′) = ωχ′(c)Θχ˜′ , c ∈ C.
(ii) Soient (χ1, χ˜′1) et (χ
′
2, χ˜
′
2) deux caractères affines unitaires et non ramifiés de T˜
′(F ).
Supposons que ωχ1 = ωχ2 . Alors, à homothétie près, χ˜
′
1 et χ˜
′
2 se déduisent l’un de
l’autre par l’action d’un élément du groupe d’automorphisme de T ′.
Démonstration. — Preuve de (i). Notons θχ˜′ la fonction localement constante sur G˜reg(F )
associée à la distribution Θχ˜′ (cf. 3.1). Pour γ ∈ G˜(F ) fortement régulier, on a une égalité
(1) Θχ˜′(γ) = [G
γ(F ) : Gγ(F )]
−1
∑
δ
∆(δ, γ)χ˜(δ),
où δ parcourent les éléments fortement G˜–réguliers de T˜ ′(F ) qui correspondent à γ — en
général, δ est pris à conjugaison stable près mais, puisque T ′ est un tore, la conjugaison de
T ′ sur T˜ ′ est triviale. Soit c = (z, g) ∈ C. Pour γ ∈ G˜, posons γc = zg−1γg. Pour γ ∈ G˜(F )
fortement régulier, on vérifie que, si δ ∈ T˜ ′(F ) correspond à γ, alors δc = ξZ(z)δ correspond
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à γc, où ξZ : Z(G) → T ′ est l’homomorphisme naturel ; remarquons que ξZ(z) ∈ T ′(F ).
Ainsi on a
(2) Θχ˜′(γ
c) = [Gγ
c
(F ) : Gγc (F )]
−1
∑
δ
∆(δc, γc)χ˜(δc),
où δ parcourt le même ensemble que dans (1). Il est clair que l’on a l’égalité
[Gγ(F ) : Gγ(F )] = [G
γc (F ) : Gγc (F )].
On est donc ramené à prouver l’existence d’un caractère ωχ′ de C tel que, pour (δ, γ) ∈ D(T ′)
et c = (z, g) ∈ C d’image c = q(z, g) ∈ C, on ait
(3) ∆(δc, γc)χ˜′(δc) = ωχ′(c)∆(δ, γ)χ˜
′(δ).
Pour un élément c = (z, g) ∈ C, écrivons g = zgπ(gsc) avec zg ∈ Z(G) et gsc ∈ GSC,
où π : GSC → G est l’homomorphisme naturel. On définit un cocycle galoisien σ 7→ α(σ) à
valeurs dans Z(GSC) par α(σ) = gscσ(gsc)−1. Le couple (α, z−1(1−θ)(zg)) définit un élément
du groupe de cohomologie (3) H1,0(ΓF ;Z(GSC)
1−θ−→ Z(G)), que l’on note bc. Cet élément ne
dépend pas du choix de la décomposition de g. L’application ainsi définie c 7→ bc de C dans
H1,0(ΓF ;Z(GSC)
1−θ−→ Z(G)) se factorise à travers C. On a un homomorphisme naturel
πC : GSC(F )→ G♯(F )→ C.
Notons C = C/πC(GSC(F )) le quotient de C par le sous–groupe image de GSC(F ). On voit
que l’homomorphisme c 7→ bc se quotiente en un homomorphisme
(4) C→ H1,0(ΓF ;Z(GSC) 1−θ−−→ Z(G)), c¯ 7→ bc¯.
Une preuve standard montre que :
(5) l’homomorphisme (4) est bijectif.
Fixons un couple (δ, γ) ∈ D(T ′), et reprenons la construction du facteur de transfert non
ramifié ∆(δ, γ) donnée en [Stab I, 6.3]. Ici, puisqu’on a identifié LT
′
à T′, il n’y a pas de
données auxiliaires. Notons T0 le commutant deGγ dansG. C’est un tore maximal deG défini
sur F . Comme dans la démonstration du point (iii) de la proposition de 5.1, T0 s’identifie
au tore “quasi–déployé” maximal T (c’est–à–dire d’une paire de Borel (B,T) de G définie sur
F ) tordu par un cocycle galoisien σ 7→ w(σ) à valeur dans W θ, de sorte que l’application
naturelle T0 → T0/(1 − θ)(T0) ≃ T ′ soit définie sur F . Ici θ est le F–automorphisme de T
associé à la paire (B,T), et W = WG(T) est le groupe de Weyl. Bien sûr, le tore dual Tˆ0
(resp. Tˆ θˆ,◦0 ) s’identifie à Tˆ (resp. Tˆ
θˆ,◦) muni de l’action galoisienne convenable. On a une
formule [Stab I, 6.3]
∆(δ, γ) = ∆II(δ, γ)λ˜ζ(δ)
−1λ˜z(γ)〈(VT0 , νad), (tT0,sc, sad)〉−1,
le produit étant donné par l’accouplement [KS1, A.3]
〈·, ·〉 : H1,0(ΓF , T0,sc 1−θ−−→ T0,ad)× H1,0(WF ; Tˆ0,sc 1−θˆ−−→ Tˆ0,ad)→ C×.
Dans cette formule, z est un cocycle non ramifié de WF dans Z(Gˆ), et ζ est un cocycle non
ramifié de WF dans Tˆ ′. Ces cocycles déterminent des caractères λz de G(F ) et λζ de T ′(F ),
qui sont triviaux sur K et sur K′. On les prolonge en des caractères affines λ˜z de G˜(F ) et λ˜ζ
de T˜ ′(F ), tels que λ˜z soit trivial sur K˜ et λ˜ζ soit trivial sur K˜′. Soit c = (z, g) ∈ C, d’image
3. Ce groupe est celui noté H1 par Kottwitz et Shelstad, et H0 par Labesse — cf. la remarque de
[Stab I, 1.12].
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c = q(z, g) ∈ C. Posons (γ′, δ′) = (γc, δc). Écrivons g = zgπ(gsc) avec zg ∈ Z(G) et gsc ∈ GSC
comme ci–dessus. Quand on remplace γ par γ′, le tore T0 est changé en T ′0 = Intg−1sc (T0),
mais on se ramène à T0 par l’isomorphisme Intgsc qui est défini sur F . Pour définir le facteur
de transfert ∆(δ, γ), on a fixé une paire de Borel épinglée E0 de G de paire de Borel sous–
jacente (B0, T0) de sorte que (δ, T ′, T ′, B0, T0, γ) soit un diagramme au sens de [Stab I,
1.10], et on a décomposé γ en γ = νǫ avec ǫ ∈ Z(G˜,E0) et ν ∈ T0. Pour γ′, on peut prendre
E
′
0 = Intg−1sc (E0), ǫ
′ = Intg−1sc (ǫ) et ν
′ = z(θ− 1)(zg)Intg−1sc (ν). Quand on se ramène à T0 par
Intgsc , on obtient ν
′ = z(θ − 1)(zg)ν, donc ν′ad = νad. On fixe un élément g1 ∈ GSC tel que
Intg1(E0) soit une paire de Borel épinglée de G définie sur F (par exemple la paire E de 2.2).
Le cocycle VT0 est de la forme
VT0(σ) = rT0(σ)nE0(ωT0(σ))uE0(σ),
où uE0(σ) = g
−1
1 σ(g1), ωT0(σ) est l’élément de W
θ défini par uE0(σ)
−1, nE0 : W → GSC
est la section de Springer associée à E0, et rT0 : ΓF → T θ0,sc est une fonction associée à
(B0, T0) définie en [Stab I, 2.2]. On peut prendre les mêmes a–data pour γ et pour γ′,
modulo l’isomorphisme Intgsc . On voit alors que, pour γ
′, les deux premiers termes rT0(σ)
et nE0(ωT0(σ)) sont les mêmes que pour γ, modulo l’isomorphisme Intgsc . En effet pour γ
′,
on peut prendre g′1 = g1gsc. Alors Intg′1(E
′
0) = Intg1(E0), et posant uE′0 = g
′−1
1 σ(g
′
1), on a
Intgsc(uE′0(σ)) = uE0(σ)α(σ), α(σ) = gscσ(gsc)
−1.
On a un diagramme naturel de complexes
Z(GSC)
1−θ
//

Z(G)

T0,sc

1−θ
// T0

T0,sc
1−θ
// T0,ad
qui donne naissance à deux homomorphismes
ι0 : H
1,0(ΓF ;Z(GSC)
1−θ−−→ Z(G))→ H1,0(ΓF ;T0,sc 1−θ−−→ T0),
ι1 : H
1,0(ΓF ; T0,sc
1−θ−−→ T0)→ H1,0(ΓF ;T0,sc 1−θ−−→ T0,ad).
On obtient que, quand on remplace γ par γ′, le terme (VT0 , νad) est multiplié par ι1ι0(bc)
−1.
Côté dual, rien n’a changé (pourvu que l’on conserve les mêmes χ–data). En défini-
tive, quand on remplace γ par γ′, le terme 〈(VT0 , νad), (tT0,sc, sad)〉−1 est multiplié par
〈ι1ι0(bc), (tT0,sc, sad)〉, ou encore par 〈ι0(bc), ιˆ1(tT0,sc, sad)〉, où ιˆ1 désigne l’application “dua-
le” de ι1.
Remarque 1. — On entend par application “duale” l’homomorphisme naturel
ιˆ1 : H
1,0(WF ; Tˆ0,sc
1−θˆ−−→ Tˆ0,ad)→ H1,0(WF ; Tˆ0 1−θˆ−−→ Tˆ0,ad).
Ces groupes ne sont pas les duaux des précédents, ces duaux sont les quotients par les images
naturelles de TˆΓF ,◦ad .
Le terme ∆II(δ, γ) ne dépend que des a–data, des χ–data, et de νad.
En reprenant la définition du caractère affine λ˜ζ : T˜ ′(F )→ C×, on voit qu’il est trivial à
cause de notre identification de LT ′ avec T′.
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On a γ′ = zg−1Intγ(g)γ, donc
λ˜z(γ
′) = λz(g
−1Intγ(g))λ˜z(γ).
Écrivons h = zhπ(hsc) avec zh ∈ Z(Gˆ) et hsc ∈ GˆSC ; ici, π est l’homomorphisme naturel
GˆSC → Gˆ. Le cocycle non ramifié z :WF → Z(Gˆ) est déterminé par la valeur z(φ) = zh. On
le pousse en un élément (z, 1) de H1,0(WF ; Tˆ0 → Tˆ0,ad). Calculons l’image de zg−1Intγ(g)
dans Gab(F ) = H1,0(ΓF ;T0,sc → T0). On a
zg−1Intγ(g) = z(θ − 1)(zg)π(g−1sc Intγ(gsc)).
On définit le cocycle galoisien
σ 7→ β(σ) = g−1sc Intγ(gsc)σ(g−1sc Intγ(gsc))−1.
L’image de zg−1Intγ(g) dans Gab(F ) est la classe du cocycle (β, z(θ − 1)(zg)). Or puisque
Intγ est défini sur F , on a β(σ) = (θ − 1)(α(σ)). On a un diagramme de complexes
T0,sc
1−θ
//
1−θ

T0

T0,sc // T0
qui donne naissance à un homomorphisme
ι2 : H
1,0(ΓF ;T0,sc
1−θ−−→ T0)→ Gab(F ).
Alors l’image de zg−1Intγ(g) dans Gab(F ) est égale à ι2ι0(bc)−1. On en déduit que, quand
on remplace γ par γ′, λ˜z(γ) est remplacé par 〈ι2ι0(bc), (z, 1)〉−1 = 〈ι0(bc), ιˆ2(z, 1)〉−1.
Enfin on a χ˜′(δ′) = χ′(ξZ(z))χ˜′(δ). Le caractère χ˜′ de T ′(F ) est repéré par un cocycle
µχ′ : WF → Tˆ ′ = Tˆ θˆ,◦0 . Alors χ′(ξZ(z)) est le produit 〈ξZ(z), µχ′〉, pour l’accouplement
〈·, ·〉 : H0(ΓF ;T0/(1− θ)(T0))× H1(WF ; Tˆ θˆ,◦0 )→ C×.
D’après Kottwitz–Shelstad [KS1, relation (A.3.13), page 137], où l’inversion doit disparaître
d’après une correction ultérieure [KS2], c’est aussi le produit 〈(1, ξZ(z)), (µχ′ , 1)〉 pour
l’accouplement
〈·, ·〉 : H1,0(ΓF ; 1→ T0/(1− θ)(T0))× H1,0(WF ; Tˆ θˆ,◦0 → 1)→ C×.
On a un diagramme de complexes
T0,sc
1−θ
//

T0

1 // T0/(1− θ)(T0)
qui donne naissance à un homomorphisme
ι3 : H
1,0(ΓF ;T0,sc
1−θ−−→ T0)→ H1,0(ΓF ; 1→ T0/(1− θ)(T0)).
Le terme (1, ξZ(z)) est égal à ι3ι0(bc)−1. On en déduit que, quand on remplace γ par γ′,
λ˜z(γ) est multiplié par 〈ι3ι0(bc), (µχ′ , 1)〉−1 = 〈ι0(bc), ιˆ3(µχ′ , 1)〉−1.
Définissons l’élément ηχ′ ∈ H1,0(WF ; Tˆ0 1−θˆ−−→ Tˆ0,ad) par
ηχ′ = ιˆ1(tT0,sc, sad)ιˆ2(z, 1)
−1 ιˆ3(µχ′ , 1)
−1.
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En rassemblant les calculs ci–dessus, on obtient la relation (3), le caractère ωχ′ de C étant
défini par
ωχ′(c) = 〈ι0(bc), ηχ′〉, c ∈ C.
Le point (i) de la proposition est démontré.
Remarque 2. — En reprenant les définitions, on calcule
ηχ′ = (βχ′ , sad),
où βχ′ est le cocycle non ramifié qui, en φ, vaut π(rˆT0(φ)nˆ(ωT0(φ)))h
−1µχ′(φ)
−1. Les deux
premiers termes sont ceux de [Stab I, 6.3] ; on choisit bien sûr des χ–data non ramifiés.
Remarque 3. — On peut donner une formule plus explicite. Le terme rˆT0(φ)nˆ(ωT0(φ))
est un élément du normalisateur de Tˆ0,sc dans GˆθˆSC qui agit sur Tˆ0,sc de la même façon que
Inthsc . On peut construire un autre élément qui a la même propriété. Rappelons que hsc est
un bon relèvement dans GˆSC de l’élément had(ζ). Il est de la forme hsc,i = (hsc,1, . . . , hsc,d).
Pour i = 1, . . . , d, les composantes de hsc,i sont égales à 1, vsc,i, ou vsc,iu−1sc,i ; où usc,i et
vsc,i sont des relèvements de uad,i(ζi) et vad,i dans SL(ni,C). Pour vsc,i, on peut prendre
l’élément vi ∈ SL(ni,C) — cf. 5.2. On définit un élément h0sc ∈ GˆSC en prenant vsc,i = vi et
en remplaçant les coordonnées viu−1sc,i par vi dans la définition de hsc,i (pour i = 1, . . . , d).
C’est l’élément en question. Alors rˆT0(φ)nˆ(ωT0(φ)) appartient à Tˆ
θˆ
0,sch
0
sc, et βχ′(φ) appartient
à π(Tˆ θˆ0,sc)π(h
0
sc)h
−1µχ′(φ)
−1. Mais, la donnée T ′ étant elliptique, le groupe Tˆ θˆ,ΓF ,◦0,sc est réduit
à {1}. Il en résulte que
Tˆ θˆ0,sc = (1− φT0)(Tˆ θˆ0,sc).
Ici, φT0 est l’action du Frobenius φ sur Tˆ0 ou Tˆ0,sc, le tore Tˆ0 étant muni de l’action galoisienne
qui en fait le tore dual de T0. On voit alors que, sans changer la classe du cocycle (βχ′ , sad),
on peut modifier la définition de βχ′ et supposer que
βχ′(φ) = π(h
0
sc)h
−1µχ′(φ)
−1.
Prouvons (ii). Considérons deux caractères affines unitaires et non ramifiés (χ′1, χ˜
′
1) et
(χ′2, χ˜
′
2) de T˜
′(F ), et supposons que ωχ′1 = ωχ′2 . D’après les calculs ci–dessus et la propriété
(5), le cocycle ηχ′1η
−1
χ′2
annule l’image de ι0. L’homomorphisme ι0 s’insère dans une suite
exacte
H1,0(ΓF ;Z(GSC)
1−θ−−→ Z(G)) ι0−→ H1,0(ΓF ; T0,sc 1−θ−−→ T0) ψ−→ H1,0(ΓF ;T0,ad 1−θ−−→ T0,ad).
Dire que ηχ′1η
−1
χ′2
annule l’image de ι0 revient à dire que le caractère associé à ηχ′1η
−1
χ′2
du
groupe central de la suite ci–dessus est le composé de ψ et d’un caractère du groupe de
droite. Autrement dit (cf. la remarque 1), cela revient à dire que ηχ′1η
−1
χ′2
appartient au
sous–groupe de H1,0(WF ; Tˆ0
1−θˆ−−→ Tˆ0,ad) engendré par les images naturelles de TˆΓF ,◦0,ad et de
l’homomorphisme
ψˆ : H1,0(WF ; Tˆ0,sc
1−θˆ−−→ Tˆ0,sc)→ H1,0(WF ; Tˆ0 1−θˆ−−→ Tˆ0,ad).
On peut se débarrasser du groupe TˆΓF ,00,ad : c’est l’image naturelle de Tˆ
ΓF ,◦
0,sc , donc il est contenu
dans l’image de ψˆ. Soit un couple (β, t) définissant un élément de H1,0(WF ; Tˆ0,sc
1−θˆ−−→ Tˆ0,sc)
tel que ψˆ(β, t) = ηχ′1η
−1
χ′2
. D’après les calculs plus haut (cf. les remarques 2 et 3), on a
ηχ′1η
−1
χ′2
= (µχ′1µ
−1
χ′2
, 1).
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Il existe donc un u ∈ Tˆ0 tel que
(6) µχ′2(w)µχ′1(w)
−1 = wT0(u)u
−1π(β(w)), w ∈ WF ,
(7) 1 = (1− θˆ)(uad)t.
Comme dans la remarque 3, on note wT0 l’action de w sur Tˆ0, vu comme tore dual de T0.
En particulier, on a φT0 = Inth ◦φ, où le dernier φ est l’action naturelle du Frobenius sur Gˆ.
On écrit u = zuπ(usc) avec zu ∈ Z(Gˆ) et usc ∈ GˆSC. On peut remplacer β par β′ défini
par
β′(w) = wT0(usc)u
−1
sc β(w), w ∈WF ,
et remplacer t par
t′ = (1− θˆ)(usc)t.
Cela nous ramène au cas où u = zu. En oubliant cet épisode, on suppose simplement que
u ∈ Z(Gˆ). La relation (7) équivaut alors à t ∈ Zˆsc = Z(GˆSC). Puisque µχ′1 et µχ′2 sont à
valeurs dans Tˆ θˆ,◦0 , la relation (6) entraîne que β prend ses valeurs dans ZˆscTˆ
θˆ
0,sc. On a vu dans
la remarque 3 que Tˆ θˆ0,sc = (1− φT0)(Tˆ θˆ0,sc). On peut donc écrire β(φ) = y(1− φT0)(u′) avec
y ∈ Zˆsc et u′ ∈ Tˆ θˆ0,sc. La relation de cocycle dit que (1 − θˆ)(y) = φT0(t)t−1. Alors y vérifie
l’hypothèse du lemme de 5.3. En conséquence, on peut écrire y = η(x,hsc)(1−φT0)(u′′) avec
x ∈ Z(s˜sc,hsc) et u′′ ∈ Zˆsc. En posant u0 = u−1π(u′u′′), on a u0 ∈ Z(Gˆ)Tˆ θˆ,◦0 et la relation
(6) devient
µχ′2(w)µχ′1(w)
−1 = (1− φT0)(u0)π(η(x,hsc)), w ∈ WF .
On se rappelle que φT0 = Inth ◦ φ. Mais alors l’élément u0π(x) réalise un automorphisme de
la donnée T ′ qui envoie le caractère χ′1 sur χ
′
2. Cela prouve le point (ii) de la proposition.
Remarque 4. — À l’aide des mêmes calculs, on pourrait prouver simultanément cette
proposition et celle de 5.3. Mais il nous a semblé plus clair de séparer les preuves.
5.5. Action de C sur les transferts sphériques.— Soit T ′ = (T ′,T′, s˜) un élément de
Et−nr. On a vu (4.11) qu’à un caractère affine unitaire et non ramifié (χ′, χ˜′) de T˜ ′(F ) est as-
socié un triplet elliptique essentiel non ramifié τ ′ = τχ′ ∈ Enrell, bien défini à conjugaison près.
Ce triplet τ ′ se relève en un triplet τ ′ = τ χ˜′ ∈ Enrell, lui aussi bien défini à conjugaison près,
en imposant la condition Θτ ′(1K˜) = χ˜
′(1K˜′), où (K
′, K˜′) est le sous–espace hyperspécial de
T˜ ′(F ) associé à (K, K˜). D’après le lemme 4 de 4.9 et la proposition de 5.4, les distributions
Θτ ′ et TT ′(χ˜
′) sont des vecteurs propres pour l’action (par conjugaison) de C relativement
à des caractères ωτ ′ et ωχ′ de ce groupe.
Proposition. — Soient T ′ = (T ′,T′, s˜) ∈ Et−nr et χ′ un caractère unitaire et non ramifié
de T˜ ′(F ). Posons τ ′ = τχ′ (∈ Enrell/conj.). On a l’égalité
ωτ ′ = ωχ′ .
Démonstration. — Reprenons les constructions et les notations de la preuve de la proposition
de 5.4. Dans cette preuve, on a défini un homomorphisme C→ H1,0(ΓF ;Z(GSC) 1−θ−→ Z(Gˆ)),
que l’on note ici Z . On a donc Z(c) = bc, c ∈ C. On a aussi un tore maximal Tˆ0 de Gˆ,
muni de l’action galoisienne non ramifiée telle que φT0 = Inth ◦φ, où φ est l’action naturelle
du Frobenius sur Gˆ. Ainsi, Tˆ θˆ,◦0 muni de son action galoisienne, s’identifie à Tˆ
′ muni de son
action galoisienne. Fixons un élément h0,sc ∈ GˆθˆSC qui normalise Tˆ et dont l’action sur ce tore
coïncide avec Inth (par exemple l’élément h0sc de la remarque 3 de 5.4). Notons β¯0 le cocycle
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non ramifié de WF dans Tˆ0 tel que β¯0(φ) = b′hπ(h0,sc)−1, où b′ = µχ′(φ) est la valeur en φ
d’un cocycle non ramifié µχ′ : WF → Tˆ ′ associé à χ′. D’après 4.11, on peut supposer que b′
appartient à Z(Gˆ)∩Tˆ ′. Le couple (β¯0, s−1ad ) détermine un élément de H1,0(WF ; Tˆ0
1−θˆ−−→ Tˆ0,ad),
que l’on note η¯0. Cet élément n’est autre que l’inverse de l’élément noté ηχ′ dans la preuve
de la proposition de 5.4. D’autre part, notons 0 : C→ H1(WF ; T0,sc 1−θ−−→ Tˆ0) le composé de
Z et de l’homomorphisme
ι0 : H
1,0(ΓF ;Z(GSC)
1−θ−−→ Z(Gˆ))→ H1(WF ; T0,sc 1−θ−−→ Tˆ0).
Alors le caractère ωχ′ est donné par
(1) ωχ′(c) = 〈0(c), η¯0〉−1, c ∈ C.
Écrivons τ ′ = (T, λ, r˜). Rappelons comment ce triplet a été construit. On a choisi un
élément y ∈ GˆSC tel que Inty−1(h) = hφ pour un élément h ∈ Tˆ , et λ est le caractère
unitaire et non ramifié de T (F ) associé au cocycle non ramifié WF → Tˆ dont la valeur en
φ est b′h. L’automorphisme Inty induit une application bijective de RG˜,ω(λ)→ S˜(ϕ′, a), où
ϕ′ : WF → LG est le paramètre tempéré et non ramifié déduit de µχ′ via l’isomorphisme
LT ′ ≃ T′ (⊂ LG). L’élément r˜′ est celui correspondant à l’image de s˜ ∈ S˜ϕ′,a dans le S–
groupe tordu S˜(ϕ′, a) = S˜ϕ′,a/S
◦
ϕ′Z(Gˆ)
ΓF . L’automorphisme Intr˜ conserve T et agit sur ce
tore par wθ pour un certain élément w ∈W ΓF . On a des complexes en dualité
Tsc
1−wθ−−−→ T, Tˆ 1−θˆw−1−−−−−→ Tˆad.
Remarquons que 1− wθ se restreint en 1− θ sur Z(G). On a donc un homomorphisme
ι : H1,0(ΓF ;Z(GSC)
1−θ−−→ Z(G))→ H1,0(ΓF ;Tsc 1−wθ−−−→ T )
qui, composé avec Z , donne un homomorphisme
 : C→ H1,0(ΓF ;Tsc 1−wθ−−−→ T ).
D’autre part, l’automorphisme Inty−1 de Gˆ envoie le tore Uˆ
′ = S0ϕ′ sur Uˆ = Tˆ
ΓF ,◦, et S˜ϕ′,a
sur S˜ψ,a, où ψ : WF → LG est le paramètre tempéré non ramifié donné par ψ(φ) = b′h⋊ φ.
Les éléments de S˜ψ,a sont de la forme xθˆ où x est un élément de NGˆ(Tˆ ) qui opère sur Tˆ
par un élément de W ΓF . En particulier, puisque Inty−1(s˜) = y
−1sθ(y)θˆ appartient à S˜ψ,a,
l’élément n = y−1sθ(y) appartient à NGˆ(Tˆ ), et d’après la remarque 2 de 4.7, les deux termes
θˆw−1 et Intn ◦ θˆ ont la même action sur Tˆ . L’automorphisme Intn de Tˆ commute à l’action
galoisienne, et on sait que le groupe W ΓF = W φ se relève dans la composante neutre Gˆφ,◦SC
du sous–groupe GˆφSC ⊂ GˆSC des éléments qui sont fixés par φ (ou encore par ΓF ). On peut
donc décomposer n en n = ξπ(u) où ξ ∈ Tˆ et u ∈ Gˆφ,◦SC . Notons µλ : WF → Tˆ le cocycle non
ramifié dont la valeur en φ est b′h. Il résulte de la description ci–dessus que (1− Intn ◦ θˆ)(µλ)
est le cocycle non ramifié dont la valeur en φ est a(φ)−1ξφ(ξ)−1. Soit ξad ∈ Tˆad la projection
de ξ sur GˆAD. Le couple (µλ, ξ−1ad ) détermine donc un élément η¯ ∈ H1,0(WF ; Tˆ
1−Intn◦θˆ−−−−−−→ Tˆad).
Soit τ ′ ∈ Enrell un relèvement de τ ′.
Lemme. — Pour c ∈ C, on a l’égalité c(Θτ ′) = 〈(c), η¯〉−1Θτ ′
Démonstration. — Rappelons que l’homomorphisme Z se factorise en un isomorphisme de
C = C/πC(GSC(F )) sur H1,0(ΓF ;Z(GSC)
1−θ−−→ Z(G)). Par suite, l’égalité de l’énoncé est
claire si c ∈ π(GSC(F )). Comme le groupe GAD(F ) est produit de Tad(F ) et de l’image
naturelle de GSC(F ) dans GAD(F ), il suffit de prouver l’égalité de l’énoncé pour c = q(z, g)
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avec gad ∈ Tad(F ), donc g ∈ T (F ). Soit donc (z, g) ∈ C tel que gad ∈ Tad(F ). Posons
c = q(z, g) ∈ C et t = zg−1Intw ◦ θ(g) ∈ T (F ). Alors t ∈ T (F ) et l’on a (4.9, lemme 3)
(2) c(Θτ ′) = λ(t)Θτ ′ .
Pour prouver le lemme, il faut donc montrer l’égalité
(3) λ(t) = 〈(c), η¯〉−1.
On a λ(t) = 〈t, µλ〉, où l’accouplement est celui entre T (F ) et H1(WF ; Tˆ ). Rappelons la
définition de (c). On écrit g = zgπ(gsc) avec zg ∈ Z(G) et gsc ∈ GSC, et l’on note σ 7→ α(σ) le
cocycle galoisien à valeurs dans Z(GSC) défini par α(σ) = gscσ(gsc)−1. Alors (c) est l’élément
de H1,0(ΓF ;Tsc
1−θ−−→ T ) défini par le couple (α, z−1(1−θ)(zg)). Puisque gsc appartient à Tsc,
on vérifie que ce couple est cohomologue à (1, t−1). On a des homomorphismes
H0(ΓF ; T )→ H1,0(ΓF ;Tsc 1−wθ−−−→ T )
et
H1(WF , Tˆ )→ H1,0(WF ; Tˆ 1−Intn◦θˆ−−−−−−→ Tˆad)
qui, d’après [KS1, A.3.13], sont en dualité (le signe disparaît d’après une correction ultérieure
[KS2]). On en déduit l’égalité (3).
Pour démontrer la proposition, il reste à prouver l’égalité
(4) 〈0(c), η¯0〉 = 〈(c), η¯〉, c ∈ C.
On a le diagramme commutatif exact suivant de complexes de tores
Z(GSC)
diag−

1−θ
// Z(G)
diag−

T0,sc × Tsc

(1−θ)×(1−wθ)
// T0 × T

(T0,sc × Tsc)/diag−(Z(GSC)) // (T0 × T )/diag−(Z(G))
où diag− est le plongement antidiagonal, les flèches verticales du bas sont les projections
naturelles, et la flèche horizontale du bas est celle déduite de (1− θ)× (1−wθ) par passage
aux quotients. On en déduit une suite exacte de groupes de cohomologie
H1,0(ΓF ;Z(GSC)
1−θ−−→ Z(G))→ H1,0(ΓF ;T0,sc × Tsc (1−θ)×(1−wθ)−−−−−−−−−→ T0 × T )→ · · ·
· · · → H1,0(ΓF ; (T0,sc × Tsc)/diag−(Z(GSC))
(1−θ)×(1−wθ)−−−−−−−−−→ (T0 × T )/diag−(Z(G)).
Le couple (η¯0, η¯) définit une forme linéaire sur le groupe central, et (4) signifie qu’elle annule
l’image du premier groupe, ou encore qu’elle se factorise en une forme linéaire sur le dernier
groupe. Posons X = (T0 × T )/diag−(Z(G)), Y = (T0,sc × Tsc)/diag−(Z(GSC)), et notons
Xˆ
f−→ Yˆ le complexe dual du complexe de tores Y (1−θ)×(1−wθ)−−−−−−−−−→ X. On a dualement un
homomorphisme
(5) H1,0(WF ; Xˆ
f−→ Yˆ )→ H1,0(WF ; Tˆ0 1−θˆ−−→ Tˆ0,ad)×H1,0(WF ; Tˆ 1−Intn◦θˆ−−−−−−→ Tˆad),
et il suffit de prouver que
(6) le couple (ηˆ0, ηˆ) appartient à l’image de l’homomorphisme (5).
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Commençons par décrire les groupes Xˆ et Yˆ . Le second est facile à identifier : on a Yˆ =
(Tˆ0,sc×Tˆ )/diag(Z(GˆSC)), où diag est le plongement diagonal. Le premier est plus compliqué.
Algébriquement, Xˆ est le groupe des (t0, t, tsc) ∈ Tˆ0 × Tˆ × Tˆsc tels que t0t−1 = π(tsc)
(algébriquement, on a Tˆ0 = Tˆ ). La structure galoisienne est bizarre (cf. [Stab I, 2.2]), mais
elle est évidemment non ramifiée et cela nous suffira. L’homomorphisme f est défini de la
façon suivante. Soit (t0, t, tsc) ∈ Xˆ. On écrit t = ztπ(t∗sc) avec zt ∈ Z(Gˆ) et t∗sc ∈ Tˆsc. Alors
on a t0 = ztπ(t∗sctsc) et f(t0, t, tsc) est l’image de ((1 − θ)(t∗sctsc), (1 − Intn ◦ θˆ)(t∗sc)) dans
Yˆ . En se remémorant les définitions, on voit que, pour prouver (6), il suffit de trouver un
élément (t0, t, tsc) ∈ Xˆ et un couple (d0,sc, d) ∈ Tˆ0,sc × Tˆ vérifiant les conditions suivantes :
(7) t0 = b′hπ(h0,sc)−1, t = b′h ;
(8) l’image de d0,sc dans Tˆ0,ad est s−1ad et l’image de d dans Tˆad est ξ
−1
ad ;
(9) il existe ζ ∈ Z(GˆSC) tel que (φT0(d0,sc)d−10,sc, φT (d)d−1) = (ζ, ζ)f(t0, t, tsc).
On écrit h = zhπ(hsc) et s = zsπ(ssc) avec zh, zs ∈ Z(Gˆ) et hsc, ssc ∈ GˆSC. Soit asc l’élément
de Z(GˆSC) défini par
asc = sscθˆ(hsc)φ(ssc)
−1h−1sc .
On pose hsc = y
−1hscφ(y). On définit t0 et t par (7), et on pose tsc = hsch−10,schsc. On vérifie
que π(tsc) = t0t−1, donc tsc appartient bien à Tˆsc. On pose d0,sc = s−1sc et nsc = y
−1sscθˆ(y).
L’image de nsc dans GˆAD est la même que celle de n = ξπ(u). Donc nsc = ξscu, où ξsc est
un élément de Tˆsc qui se projette sur ξad (dans GˆAD). On pose d = π(ξsc)−1. Alors (8) est
vérifié. On calcule f(t0, t, tsc) en posant t′sc = hsc. On a t
′
sctsc = hsch
−1
0,sc, donc
f(t0, t, tsc) = ((1− θˆ)(hsch−10,sc), (1− Intn ◦ θˆ)(hsc)).
On se rappelle que h0,sc est fixé par θˆ. Par conséquent (1− θˆ)(hsch−10,sc) = (1− θˆ)(hsc), et ce
terme vaut (calcul) a−1sc φT0(d0,sc)d
−1
0,sc. On a
(1− Intn ◦ θˆ)(hsc) = hscnscθˆ(hsc)−1n−1sc .
En conjuguant par y−1 l’égalité sscθˆhscφ = aschscφsscθˆ, on obtient l’égalité
nscθˆhscφ = aschscφnscθˆ.
On voit alors que
hscnscθˆ(hsc)
−1n−1sc = a
−1
sc hscnscφ(nsc)
−1h−1sc
= a−1sc hscξscφ(ξsc)
−1h−1sc
= a−1sc ξscφ(ξsc)
−1
= a−1sc φT (d)d
−1.
Mais alors la condition (9) est vérifiée avec ζ = asc. Cela achève la démonstration de la
proposition.
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