Abstract-Recently, real-time object detection systems have become a major challenge in the smart vehicle. In this work, we aim to increase both pedestrian and driver safety through improving their recognition rate in the vehicle's embedded vision systems. Based on the Histogram of Oriented Gradients (HOG) descriptor, an optimized object detection system is presented in order to achieve an efficient recognition system for several obstacles. The main idea is to customize the weight of each bin in the HOG-feature vector according to its contribution in the description process of the extracted relevant features. Performance studies using a linear SVM classifier prove the efficiency of our approach. Indeed, based on the INRIA datasets, we have improved the sensitivity rate of the pedestrian detection by 11% and the vehicle detection by 5%.
INTRODUCTION
Nowadays, pattern recognition has become an interesting task in several applications such as Advanced Driver Assistance System (ADAS) specifically for pedestrian and vehicle detection. The need for such system is motivated, unfortunately, by the number of pedestrians killed in road accidents each year. With 1.25 million deaths, each year [1] , the World Health Organization describes traffic accidents as one of the major causes of death and injuries around the world.
To enhance pedestrian's safety and prevent vehicles collision, several pairs of sensors were used in ADAS applications such as, camera and RADAR [2] , camera and LIDAR [3] , thermal camera [4] , stereovision [5] , [6] , etc. Most of the ADAS are based on one vision sensor with generally another active sensor. Currently, the recent advances in image resolution and power computing platforms, computer vision systems are becoming increasingly available for ADAS. Some new high-end cars are already equipped with several onvehicle sensors to prevent danger cases. In this context, our application is integrated in order to detect and recognize different obstacles in an urban environment and aimed at helping drivers to see the road environment and reduce traffic accidents with an automotive monocular camera.
Pedestrian and vehicle detection tasks have dominated the recent works in ADAS. They represent the most complex objects, since they have a significant inter-variability in the shape, size, color, and appearance found in typical driving scenarios. This type of obstacle has made the detection process a major challenge so far. Consequently, it is necessary to investigate more powerful feature extraction methods to address the obstacle recognition challenge. The main idea in this work is to build a dedicated descriptor for each type of obstacle without changing the process of recognition. Personalizing the parameters of single descriptor to extract features and recognizing several type of objects, makes it possible to gain in speed and area consumed by implementation process.
The structure of the detection task for typical computer vision systems using a monocular camera is illustrated in Fig. 1 . In the obstacle detection chain, images are acquired through a camera: a sliding window function scans the entire image and generates several sub-windows named Regions of Interest (ROIs). First, the descriptor extracts the significant features, namely shape, local distribution of gradient intensity and edge directions presented in each sub-window. Second, it supplies the classifier to decide whether the desired obstacle is present or not for each ROI.
298 | P a g e www.ijacsa.thesai.org Our obstacle detection process is included in the conventional passive supervised machine learning. Supervised learning method takes a known dataset (images in our case) and known responses to the data named labels (positive examples/negative examples), and tries to build a predictive system which can be used for mapping a new unknown image. In literature, various combinations of descriptor/classifier pairs are commonly used to recognize a special obstacle. Furthermore, we find some descriptors that are more suitable to characterize an object among others. We mention for examples, the HOG descriptor developed by N. Dalal and B. Triggs [7] for pedestrian detection, Haar wavelets by viola et al. [8] for face detection, the LBP descriptor T. Ojala et al. [9] characterized by their low computational cost, and finally the combination between several descriptors as in [10] - [12] .
According to the state of the art, the two best known classifiers are Adaboost and Support Vector Machine (SVM). Several weak classifiers are combined into a stronger one to define an Adaboost classifier, while the SVM constructs one or a set of hyperplanes in a high dimensional space in order to achieve a good separation (the largest margin) between the positive and negative training dataset. In more general overviews, most of the proposed works that focus on an obstacle detection system (based on supervised learning machine) combine the HOG descriptor with the SVM classifier [13] - [17] and the Haar features with AdaBoost classifier [18] - [20] . These combinations achieve a better result owing to the logarithmic adaptation between the constituents of every pair. In this paper, we will be interested by the pedestrian and vehicle detection at once; something that is not enough developed in recent works. We will use a modified HOG [21] with a linear SVM as a descriptor / classifier pair to detect and identify the desired obstacles.
This paper, present an analyzing and customizing of the HOG model presented by N. Dalal et al. [7] in order to create a dedicated descriptor for each type of obstacle without changing the process of recognition. The remaining of this paper is organized as follows: in the next two sections, we summarize some related works and describe briefly the computation steps of the standard HOG descriptor. The proposed customized HOG for each obstacle will be presented and discussed in Section 4. Experimental results for pedestrian and vehicle recognition are given and discussed in section 5. Finally, Section 6 will conclude this work.
II. RELATED WORK
Numerous studies have been conducted in order to address the detection of pedestrians, vehicles, road signs or other objects that can be presented in a road scene. But, only a few of them considered the detection of various obstacles at once by the same technique, specifically for a pedestrian and vehicle detection tasks. In this work, we will focus on the pedestrian and vehicle detection problem simultaneously, something that has not been explored enough in recent works on computer vision systems.
Over the past few years, several feature extraction processes have been done. We will mention a few of them based on the HOG descriptor for pedestrian and vehicle detection. The HOG descriptor has been initiated by N. Dalal et al. [10] , it is a powerful feature extraction method dedicated for the human shape. A modified approach proposed by G. Ballesteros et al. [22] yielded a reduced set of HOG features. In this way, the dimensionality of the feature vector was decreased significantly. The mechanism proposed by Zhang et al. [23] adapts the cell size in the descriptor entry by a limiting ratio (length / width = 2), then each image is divided in 8 × 16 cells per average. Jia et al. [24] integrated the HOG descriptor in the Viola's face detection Framework (viola et al. [8] at the end to achieve the descriptor effectiveness and the Framework speed. X. Wang et al. [25] combined a Local Binary Patterns descriptor (LBP) with the HOG algorithm to define a new descriptor called HOG-LBP. The performance of their algorithm for the pedestrian detection exceeds that of standard HOG. Q. Zhu et al. [26] developed a real-time system by integrating a cascade of rejectors with HOG features to achieve a fast and accurate human detection system. In [27] a new descriptor called Scale Space Histogram of Oriented Gradients (SS-HOG) was considered. The authors have used the multiple scale property to describe an object.
Influenced by the high performance reported by the HOG descriptor, some other research have considered the advantages and extracted features for other objects like face, head, bicycle, car, etc. Some works related to vehicle detection are mentioned below. A typical preceding system for vehicle detection using a standard HOG descriptor and SVM classifier has been presented by M. Ling et al. [28] and X. Li et al. [29] . While, Arróspide et al. [30] have proposed an HOG-like gradient-based descriptor for vehicle verification with an exploitation of the known rectangular shape of vehicle rears. To detect vehicles in videos, a combination of Haarfeatures and HOG-features has been presented by H. Youpan et al. [31] . The authors have expressed that their method can classify and detect the vehicles in multi-orientations with good classification results. The same procedure was proposed by P. Negri et al [32] , but with a comparative study between the Haar-like features, the HOG features and their fusion. The results show that the fusion combines the advantages of the first two detectors. Known that the standard parameters of HOG are optimized for human recognition, a re-optimization of the HOG parameters for vehicle detection has been presented by G. Ballesteros et al. [22] . They have tested various combinations in their experiments, and the results show that [-π, π] as orientation range, (n=4) as the number of cells, (p=16) as the number of orientation bins and a nonlinear kernel on SVMs are the most suitable choice for vehicle detection. www.ijacsa.thesai.org
In this paper, an innovative technique is proposed to customize the standard HOG for each obstacle and then a comparison between our approach and other works will be presented.
III. OVERVIEW OF HOG FEATURES DESCRIPTOR
The HOG-features extraction approach could be used to describe a specific gradient orientation in local parts of the image. Such algorithm calculates the gradient direction in small areas of an image, then it assembles the information obtained from all regions into a single vector. N. Dalal et al. [7] have subdivided the image into regions of 8 × 8 pixels that are named cells. Indeed, the HOG feature extraction method consists of calculating the cell-histogram vectors (each vector contains 9 bins and represent the histogram of orientated gradients in one cell), then concatenating them in a single vector. To increase immunity against light variations and lighting conditions, the authors in [7] have normalized all 2 ×2 neighboring cells (which were called a block) to an L2-norm using the following equation:
where V is the normalized vector, v is the non-normalized vector and  is a very small constant.
The final HOG feature vector is the collection of the normalized vectors for all the blocks, with an overlapping of 50% per cell. Considering a sliding window of 64 × 128 pixels presented in Fig. 2 , it contains 7 ×15 blocks. The assembly of normalized vectors for all blocks into a single 1-D vector then gives 3780 components (36 × 7 × 15 = 3780). The first observation reveals that this feature extraction is a dense representation that maps local image regions to highdimensional feature spaces. They will be used to train a linear SVM classifier. 
A. Gradients and oriented gradients computation
Gradient computation is the first step to extract the HOG features. To calculate the pixel gradients, several techniques have been previously presented. Among these techniques, the use of a centered derivative mask [-1, 0, 1] turns out to be the best result [7] . The application of the selected gradient operator provides the edge intensity and orientation value for each pixel. The horizontal gradient dx(x,y) and vertical gradient dy(x,y) of the pixel I(x,y) are calculated through equations (2) and (3), while the magnitude M(x,y) is calculated through equation (4) .
Furthermore, the gradient orientation θ(x,y)is given by equation (5):
B. Spatial / Orientation Binning
The histograms show the partition of the orientated gradient elements over the cells. In [7] , authors have divided the gradients orientation [0°-180°] "unsigned gradient" into 9 intervals with the same range (20° for everyone) as showing in Fig. 3 . Each interval will be represented by a bin that codes the occurrence's frequency of the gradients orientation in a cell. In practice, each pixel in the cell contributes with a vote to the two closest histogram channels, weighted according to the gradient magnitude at the location (x, y). To summarize, the histogram of oriented gradients is a histogram of neighborhood pixels according to their gradient orientation and is weighted by their gradient magnitude.
C. SVM classifier
By using Supervised Learning Machine in obstacle detection systems, the common characteristics of the samples belong to the same class (training phase) can be determined, which allows the system to subsequently recognize the class of a new unknown sample (decision phase). The SVM www.ijacsa.thesai.org classifier belongs to the class of Supervised Learning Machines. . Such algorithm tries to build an optimal hyperplane in order to separate the examples of two different classes during the learning phase (B.E. Boseret al [33] and V. Vapnik [34] . Thus, the decision is made using the previously constructed hyper-plane.
Considering the following set of learning examples and
Wher,e k X denote the HOG vectors and
Initially, the method ensures the transformation of k X in a larger space using a kernel function ) (x  . Then it tries to find a decision function which is given by equation (6):
Where, the decision function subject to the constraints:
Where, the variables are  i known as slack variables. The regularization parameter C is a positive constant that controls the relative influence of the two competing terms. In our experiments, we will use the linear SVM as our binary classifier due first to the large number of HOG features (one may not need to map data to a higher dimensional space) and second to its faster computation.
IV. IMPROVEDHOG APPROACH
In the following subsections, we describe in depth the complete framework of the proposed detection system. The main goal of our approach is to increase the accuracy of the road-obstacle detection system. Our study has presented an improvement for the two most common obstacles in the road (pedestrian and car), but not only limited to these two types. In fact, the method can be applied to other road obstacles such as; buses, bikes, animals (dogs, cats, antelope…) or to recognize the traffic signs. Pedestrians and cars are the most complex obstacles for the detection and identification task, due to their change in appearance and position previously mentioned. The steps involved in the proposed approach are the following.
Firstly, we modified the histogram building method of the standard HOG algorithm to get an average histogram of oriented gradients for each selected eigenvector. Secondly, we apply a new procedure to extract the bins that better characterize the desired object features. Finally, we amplify the selected bins in the new customized HOG algorithm that will be included in the main chain of the vision system. A general overview of the complete framework can be seen in Fig. 3 . More explanations for each phase are presented in the following subsection (Fig. 4) . 
A. Modified computational method
The histograms that better characterize the desired object are selected by adding all the obtained cell-histogram vectors instead of its concatenation as in the original HOG algorithm. This process gives an average vector that containing 9 bins in the whole image instead of 3780 components. Based on the adopted Dalal's approach [10] , the local normalization block was maintained in order to guarantee the immunity against lighting conditions. Nevertheless, the overlap of the cells was removed, having negligible effect in this stage.
Therefore, the first phase provides 9-components mean vector X1, characterizing the image of the object to be detected. Regarding the large inter-variety between pedestrians, we must now generalize this vector through averaging it in the whole dataset that contains n pedestrian images. This step can be obtained through equation (9) .
where represents the mean vector of the whole positive database, represents the vector for the image number k and n is the total number of the positive examples in the dataset.
MIT CBCL and INRIA pedestrian datasets are the two most commonly used databases in the field of computer vision machine for the pedestrian recognition task. All of them can www.ijacsa.thesai.org be publicly accessed. In our experiments, the mean vectors were obtained by averaging all the pedestrian images of the entire INRIA and MIT datasets. The same procedure was performed for the calculation of the average vector for the negative examples (not pedestrian images) in the INRIA dataset (all training and test negative examples). Fig. 5 illustrates the mean vectors calculated for the two datasets (pedestrian and non-pedestrian images).
B. Extraction of the significant bins
At present, we have two main vectors that define a pedestrian image and a random image through 9 bins for each one. Thereafter, we calculated the difference between the two histograms in order to extract the most frequent orientations presented in pedestrian images. The result vector is represented in Fig. 6 . As shown in Fig. 6 , the subtraction between the mean vectors gives two special bins (2 and 7) whose values are reversed when compared to other bins. Indeed, these bins have larger gradient density in a pedestrian image than a random image in traffic environments. In other words, these bins encode the edge orientations that describe the shape of the human bodies. Thus, we called them the most significant bins. On the other hand, the bin numbers 5 and 9 represent the highest values in this histogram. These bins encode the least frequent oriented gradients for pedestrian images. Then, we called them the less significant bins. In the last phase of our proposed algorithm, a modification will take place in the vote partition of the oriented gradient elements that may be very promising.
C. Amplifying the extracted bins
The main idea is to amplify the most significant bins using an alpha parameter (α > 1) in the cell-histograms building step. The physical significance of this amplification is to highlight the contrast of the contour for some specific orientations that describes the shape of the human body. Actually, the different bins of the HOG-feature vector will not share the same weight, and an amplification factor will be distributed for each bin in order to increase the weight bins that describe the relevant obstacle features.
V. EXPERIMENTALRESULTS AND DISCUSSION
In order to well assess the measures performance, the experimental results are evaluated based on the three statistical measures test of a binary classification: Accuracy, sensitivity and specificity. Accuracy measures the proportion of actual positives and negatives samples which are correctly identified. Sensitivity measures the proportion of actual positive samples which are correctly identified (e.g. the percentage of pedestrian images which are identified as a true pedestrian image). Specificity measures the proportion of negative samples which are correctly identified (e.g. the percentage of non-pedestrian images that are identified as a true nonpedestrian image). Their expressions are:
where TP is the number of true positives; number of pedestrian images correctly classified; TN is the number of true negatives; number of non-pedestrian images correctly classified; FP is the number of false positives; number of pedestrian images classified as non-pedestrian; FN is the number of false negatives: number of non-pedestrian images classified as pedestrian.
A. Pedestrian detection
In this section, the impact of the proposed algorithm is analyzed. The used datasets to evaluate our approach are INRIA [35] and MIT [36] . The first dataset contains 2416 positive examples (1208 pictures with their reflections of www.ijacsa.thesai.org horizontal axis) and 1218 negative examples. It contains pedestrians in various postures, clothing as well as wide variety of backgrounds and lighting condition. This makes it one of the most complex databases for pedestrian detection. The MIT dataset contains only positive examples (709 images). The bodies of pedestrians are centered and they have almost the same size in the image. Additionally, a pedestrian is shown alone in a front or rear position. Therefore, these characteristics make the MIT dataset less complicated than the INRIA dataset. Fig. 7 shows some images from the datasets.
The fusion of the two databases in our learning system provides a greater efficiency in the general detection system, which is assessed in terms of 2% increase in the recognition rate of the system.
1) Alpha parameter study
The system has been trained with INRIA and MIT training datasets and tested with INRIA Test Dataset. The global recognition system, presented in Fig. 8 , was increased by amplifying the most significant bins extracted in the first phase (bin No 2 and 7). This comes as expected due to the amplification of the characteristics concerning the pedestrian shape in the image. By varying the value of the amplification factor α, the sensitivity rate changes significantly, while the specificity still globally unaffected.
On the other hand, the amplification and the attenuation of the least significant bins (bin No 5 and 9) reduce respectively the recognition rate by %. Therefore, we have maintained their values without modifications. 
2) Experimental results
The details of the used database for learning and testing the performance of the pedestrian detection system are presented in Table 1 .
A comparison between the results of our approach and further works based on HOG descriptor is shown in Table 2 . It can be concluded from Table 2 that a perfect recognition rate (100%) for the Negative INRIA dataset and the MIT dataset is obtained, together with a respectable percentage for the Positive INRIA dataset. As a conclusion, the proposed www.ijacsa.thesai.org system yields a significant performance in the characterization of pedestrian features, when compared to the other works [7] , [40] .
B. Vehicle detection 1) Database
To build a vehicle recognition system in the conventional supervised learning, the positive training examples consist of vehicles, and the negative training examples consist of random non-vehicles. The datasets used in our system are MIT cars [37], INRIA cars [38] and Markus cars [39] as positive examples and non-pedestrians INRIA datasets as negative examples. Fig. 9 shows some positive and negative examples. We manually delete the images for non-pedestrian examples that contain cars in order to use them as negative examples for learning. We have obtained 988 car images with their reflections (1 976 samples in total) as positive examples and 4 236 samples extracted from 1 059 not-car images as negative examples. 1/3 of each database was intended for test and 2/3 were intended for learning the system.
2) Re-optimizing the HOG parameters for vehicle detection
After the validation of our approach in pedestrian detection system by increasing the system's accuracy, we will now generalize the proposed approach through the detection of other various obstacles in an urban environment. Based on the same principle (increase of significant bins of each specific obstacle), we will be interested in detecting and identifying the vehicle obstacles. In an image, pedestrian and car have various different characteristics. The HOG descriptor is primarily built for pedestrian detection. Therefore, we need to re-optimize several parameters of the standard HOG descriptor to get the best results for the car detection. Then we added the process of our approach. Primary, most of the vehicles have rectangular shapes and they have a larger size then a pedestrian, justifying the choice of (128×128) pixels per window in the learning system. Second, changing the number of pixels per cell, the number of cells per block and the overlapping ratio does not affect the system's performance. Table 3 .
The simulation provides the best result for 60 bins through an accuracy rate equal to 97.3% with an enhancement of 1.47%. However, it represents the most complex and greedy simulation: resource intensive, memory consuming, execution time... Since such application target an automotive embedded system, working with higher feature-dimension will slow the learning step and may be risking the over-fitting of the SVM classifier in the hardware implementation. Therefore, in the following, we will apply our approach for a number of bins equal to 18; first, in order to save simulation time, second to target an efficient hardware implementation of real time vehicle detection and finally to demonstrate the efficiency of our approach since this case represents the lower sensitivity.
The sample size used in our experiment is a window of 128 × 128 pixels that define the car and non-car images. The HOG-feature extraction process based on 18 bins gives a features vector of 16200 dimensions as shown Fig. 10 . 
3) Experimental results
To better extract the car features, we have applied our approach on the whole datasets through these three steps:
 Select the significant bins that better describe a car feature from other obstacles The results of each step are presented below.
4) Extraction of significant bins
As shown in Fig. 11 , the subtraction between the two mean vectors of the negative and positive examples for the car datasets used in our experiments (INRIA, MIT, MARKUS) give four bins (2,7,15 and 17) whose values are reversed compared to the others bins. By the same logic we explain that these bins have larger gradients orientation density in a car image than a random image in traffic environments. On the other hand, the bin numbers (6, 10 and 14) represent the highest values in this histogram. These bins encode the least frequent oriented gradients for a car image.
Afterwards, we will amplify several combinations between the most significant bins, the least significant bins and their mixture, in the purpose of extracting the best possible system's accuracy. 
5) Select the amplification factor
In Fig. 12 , we represent the best three combinations of the different significant bins. Equally to the case of the pedestrian detection system, we swept the amplification factor at the end to get the best recognition rate for the car detection. Through experimentations, we can reveal that the significant bins are sensitive to the amplification process. The best sensitivity rate has reached 98.69%, by amplifying the bins 10 and 14 with a factor equal to 5. However, we note a clear degradation for the specificity rate that attains 92.76%. The amplification of bins 2,7,15 and 17 has achieved the accuracy in all simulations; in fact, we attain a sensitivity non-vehicle recognition system. The amplification factor getting the highest rate is equal to 3.A comparison between our results and other ones (presented in Table 4 ), shows that the proposed approach outperforms recent works [28] , [30] , [31] , [41] . However, we cannot rely on this comparison because we do not share the same database, seeing that a growing number of on-road equal to 98.25% and a specificity equal to 95.43% for the vehicle studies are reporting results from private video datasets.
Through the whole experimentation of the pedestrian and the vehicle detection, we have observed that the customized HOG-feature extraction method goes well with several types of obstacles. In addition, a tracking technique can be introduced to supply missing and false detection. (c) Fig. 12 . Detection rate of the best three combinations for the different significant bins: (a) Amplification process for bins (7, 15, 10, 14) , (b) Amplification process for bins (10, 14) , (c) Amplification process for bins (2, 7, 15, 17) . www.ijacsa.thesai.org 
VI. CONCLUSION
In this paper, we have proposed an improved version of the HOG feature extraction called Customized HOG. The main contribution is to extract and amplify the most significant bins that describe particularly the desired object. This technique presents a potential solution to the emerging problems related to the obstacle detection for ADAS as well as other applications. The performance evaluation shows that the proposed approach yields significant improvements for the characterization of pedestrians and vehicles features compared to other approaches. Future research works will focus on realtime object detection and its implementation on Field Programmable Gate Arrays (FPGAs) using the proposed customized HOG and some techniques to reduce the feature dimensionality.
