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LWD  Large Woody Debris n/a 9 




l  Distance of travel m 20 
v  Velocity  ms‐1 20 
S  Slope  dimensionless 20 
n  Manning’s Roughness Coefficient dimensionless 20 
Q  Discharge  m3s‐1 20 
w  Width  m 20 
d  Depth  m 22 
EA  Environment Agency n/a 25 
CEH  Centre for Ecology and Hydrology n/a 25 
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NSME  Nash Sutcliffe Model Efficiency Dimensionless 38 
Qo
t  Observed flow rate at time, t m3s‐1 38 
Qm











MAE  Mean Absolute Error Variable 39 
n  Number of measures n/a 39 
RMSE  Root Mean Squared Error Variable 39 




PDFs  Probability distribution functions n/a 64 
































































































































































































































































































































































































































































































































































































































Figure 3.3. (BBC, 2009) Flooding in Uckfield, October 2000 
 


















































































































































Different  time maps  can  be  applied  at  each  hourly  time  step.  Therefore Overflow must  be 
calibrated in order to determine the order in which the time maps are selected. 





































































































































































































































Type of Channel and Description  Minimum  Normal  Maximum
Natural streams ‐ minor streams (top width at floodstage < 100 ft) 
1. Main Channels    
  a. clean, straight, full stage, no rifts or deep pools 0.025  0.030  0.033
  b. same as above, but more stones and weeds 0.030  0.035  0.040
  c. clean, winding, some pools and shoals 0.033  0.040  0.045




  f. same as "d" with more stones 0.045  0.050  0.060







  1.short grass  0.025  0.030  0.035
  2. high grass  0.030  0.035  0.050
   b. Cultivated areas    
  1. no crop  0.020  0.030  0.040
  2. mature row crops  0.025  0.035  0.045
  3. mature field crops  0.030  0.040  0.050
    c. Brush    
  1. scattered brush, heavy weeds 0.035  0.050  0.070
  2. light brush and trees, in winter 0.035  0.050  0.060
  3. light brush and trees, in summer 0.040  0.060  0.080
  4. medium to dense brush, in winter 0.045  0.070  0.110
  5. medium to dense brush, in summer 0.070  0.100  0.160
    d. Trees    
  1. dense willows, summer, straight 0.110  0.150  0.200
  2. cleared land with tree stumps, no sprouts 0.030  0.040  0.050


















































































































































































































































































Parameter  Parameter values  Range  Increments 



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































NSME MAE RMSE Peak timing 
error 
     
+20 -0.51 24.9 43.0 46 
+10 -1.22 30.6 52.2 36 
Default -1.03 32.3 49.8 26 
-10 -0.26 24.2 39.3 16 





NSME MAE RMSE Peak timing 
error 
     
+20 -1.91 29.4 59.7 24 
+10 -1.08 37.3 50.4 14 
Default 0.60 11.7 22.1 4 
-10 -0.97 31.0 49.1 6 

















































































































































































































































































































































































































































































































































































Nash‐Sutcliffe value  >0  >0.5   >0.75  >0.8   
             
% of model realisations  27.7  12.3  3.5  0.2   
           
MAE (cumecs (m3s‐1))  <20  <15  <10  <5   
% of model realisations  28.8  18.0  4.9  0   
           
RMSE (cumecs)  <40  <30  <20  <10   
% of model realisations  54.55  17.9  7.3  0   
           
% error in peak Q (PEP)  <100  <50  <20  <10  <5   









































































































































































































































































































































































































































































































































































































































































































































































































































































      Max  Min 
% of  potential 
range  
NSME  >0.7  122 (6.1)  200 *200  80 *1  60  
MAE  <10 (cumecs)  98 (4.9)  200  80  60 
RMSE  <20 (cumecs)  146 (7.3)  200  60  70 


















































      Max  Min 
% of  potential 
range 
NSME  >0.7  122 (6.1)  94.76 *125  75.00 *75  39.5 
MAE  <10 (cumecs)  98 (4.9)  94.50  75.00  39 
RMSE  <20 (cumecs )  146 (7.3)  96.28  75.00  42.6 















































































































MAE  <10 (cumecs)  98 (4.9)  0.070  0.025  100 
RMSE  <20 (cumecs)  146 (7.3)  0.070  0.025  100 
































      Max  Min 
% of  potential 
range 
NSME  >0.7  122 (6.1)  0.100 *0.1  0.020 *0.2  0.080 (0.08) 
MAE  <10 (cumecs)  98 (4.9)  0.098  0.020  97.5 
RMSE  <20 (cumecs )  146 (7.3)  0.100  0.020  100 





















NSME  >0.7  122 (6.1)  0.198 (0.2)  0.021 (0.02)  98.3 
MAE  <10 (cumecs)  98 (4.9)  0.198  0.021  98.3 
RMSE  <20 (cumecs)  146 (7.3)  0.198  0.021  98.3 














































































































































































































































































































































































































































































































































































































           
1  ‐0.54  43.44  25.67  35343.85  39 
2  ‐0.52  43.17  25.25  5942.20  30 
4  ‐0.48  42.61  24.72  4344.80  37 
6  ‐0.48  42.48  24.30  2277.71  38 
8  ‐0.47  42.46  24.04  1009.24  39 
10  ‐0.47  42.34  24.21  382.89  39 
12  ‐0.45  42.13  24.88  350.90  37 
14  ‐0.41  41.49  24.90  386.64  30 
16  ‐0.35  40.56  24.03  389.08  25 
18  ‐0.27  39.39  22.56  385.03  15 
20  ‐0.20  38.24  21.49  372.16  11 
24  ‐0.12  36.96  20.89  410.82  9 
30  ‐1.03  49.84  32.29  ‐8.01  26 
36  ‐0.92  48.41  30.29  ‐14.35  20 
42  ‐0.77  46.51  28.71  ‐16.66  17 
50  ‐0.53  43.32  26.15  ‐22.38  15 
60  ‐0.42  41.62  24.65  ‐25.98  13 
80  0.02  34.60  19.22  ‐34.28  10 
100  0.17  31.89  17.30  ‐36.32  9 
120  0.47  25.57  13.38  ‐38.26  6 
140  0.52  24.14  12.73  ‐39.81  6 
160  0.58  22.78  12.05  ‐42.43  5 
180  0.60  22.08  11.67  ‐43.80  4 



















































































































































































































































>3  >2  >1  >0.5  >0.1  >0 
Number of 
reaches 
3  6  13  31  72  127 
 
             
Increase in peak 
flow (cumecs) 
  >2  >1  >0.5  >0.1  >0 
Number of 
reaches 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































CRIMs added  20  40  52 
   Discharge (cumecs (m3s‐1)) 
Test case (FP 0.16, 
Channel 0.14)  114.31  112.41  112.18 
 
Uncertainty analysis       
           
Mean  114.93  113.03  113.07 
           
Median  114.49  112.57  112.48 
           
Min  114.16  112.04  111.91 
           
Max  118.45  118.21  118.44 
           







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































path. With a Manning resistance equation,  this can  then be  formulated  for  the  treatment of 
both overland flow and channel flow (Saghafian and Julien, 1995).  
 
Saghafian et al.  (2002) moved away  from  the  linear  routing assumption by calculating  travel 
time maps  using  [1] with  a Manning  resistance  formulation  for  a  number,  N,  of  different 
rainfall intensities or, in effect, maps of runoff generation to produce N isochrone maps. These 
isochrone maps were  then convolved  to produce N  incremental hydrographs, each of which 
were delayed by the time corresponding to each map, and then superimposed to obtain the 
final hydrograph. 
Our  model  is  based  upon  the  Saghafian  et  al.  (2002)  approach.  To  address  our  need  to 
understand the effects of riparian zone interventions such as floodplain forest, we modify this 








The DEM used  in the analysis  is  initially pit‐filled  following the Planchon and Darboux  (2003) 
method. Flow paths are then calculated using two methods according to whether a grid cell is 








routing  the runoff generated by an extreme rainfall event using  the FD8 algorithm. We  then 
apply  a  unit  discharge  threshold  to  the  FD8  accumulated  rainfall  to  identify  the  onset  of 
channel routing across the landscape and apply the D8 routing to all cells downstream. We use 
an  effective  rainfall  that  gives  a  discharge  at  the  catchment  outlet  that  corresponds  to 
bankfull, with a return period of c.  2 years.  
 
For  this,  and  for  all  subsequent  calculations,  following  other  applications  of  the  spatially 
distributed unit hydrograph approach (e.g. Maidment et al., 1996; Saghafian et al. 2002), we 
set  the  effective  rainfall  as  a  runoff,  based  upon  the  excess  of  net  rainfall,  after 
evapotranspiration  and  interception  losses,  over  local  infiltration  rate.  Thus,  the  effective 
rainfall  rate  is defined as  the  rainfall  rate minus  some assumed percentage  loss,  the  runoff 






Isochrones  are  determined  for  each  member  of  a  set  of  rainfall  rates.  We  subtract  the 
assumed percentage loss from each rainfall rate to get a runoff rate. This runoff rate is routed 












FD8  and D8  routed  discharges  based  upon  the  channel  network  and  then  allowing  the D8 
routing  to  extend  headwards  in  situations where  an  estimated  unit  discharge  exceeds  the 
threshold for channelized flow. Note that this adjusts the flow path (from FD8 to D8) but does 








The second modification  is more complex but also more  important because  it  is  required so 
that we can explore diffuse land management interventions that increase the amount of flow 
locally  on  river  floodplains.  It  is  based  upon  a  simplified  representation  of  overbank  flow 
mechanisms,  reflecting  the  data  uncertainties  associated  with  catchment‐scale  modelling, 




In  the  first  step of  the analysis, we  consider  the  initial D8‐based Q estimates  (by definition, 










only  have  to  compare  wijz  with  adjacent  non‐channel  cells  to  see  if  there  could  be  flux  of 























k = (1 + kcs)-1 
[5] 
noting that kc is an adjustable parameter which could be parameterised using high resolution 
remotely  sensed data but which,  in  the absence of  such data  in  this  study,  is  treated as an 





ijz > ijz  
[6] 
 
Once  [6]  has  been  applied  to  all  cells  containing  a  channel,  and  channel  overbank  cells 





ijd  > zi+x,j+y for x =-1:+1; y = -1:+1; excluding x = y = 0 
[7] 
 
In  the  second  stage  of  the  analysis,  we  repeat  the  flow  path,  flow  routing  and  flow 
accumulation  but  with modification  for  overbank  channel  and  floodplain  spill  cells  (taken 
together,  these  are  labelled  in  combination  as  flood  cells).  This  stage  seeks  to  identify  the 
flowpaths followed by water across the floodplain associated with the flow resulting from each 
rainfall  rate. Commonly,  floodplain  flow  routing  is based upon  the analysis of water  surface 
gradients. The most simplified  forms of  floodplain  routing  treat  the  flow as a diffusion wave 
(e.g. Bates and de Roo, 2000; Horritt and Bates, 2001; Bradbrook et al., 2004; Yu and Lane, 
2006). Water  is  spread  iteratively  across  the  floodplain based upon  flux  apportionment but 
routing  is only allowed to any two of the orthogonal cardinal flow directions  in any one time 
step. Our  aim  is  not  to  represent  the  progressive  spreading  of water within  the  floodplain 









FD8  routing with  the  default  diffusion  exponent  of  u  =  3.  Given  routing  to  eight  possible 
cardinal directions from cell (i,j), flow is partitioned into fractions, f, defined as: 
 
fi+x,j+y = [ yjxiijs
+,+ ]u (Σx Σy [ yjxiijs








of  steepest  descent.  As  u  tends  to  zero,  routing  becomes  progressively  less  sensitive  to 
topography  and  progressively  more  diffusive,  until  at  u  =  0,  routing  is  independent  of 
topography. Hence, we  introduce u as an adjustable parameter, with u < 3. Comparison with 
conventional floodplain diffusion wave routing algorithms is not straightforward as these only 













ijz ≥ ijz . 
[10] 
All floodplain spill cells have FD8 routing with u = 1 but [8] is modified so that we do not allow 
any  diffusion  from  a  floodplain  spill  cell  into  a  channel  overbank  cell. We  then  iteratively 
identify  additional  floodplain  spill  cells,  defined  as  those  that  are  adjacent  to  existing 
floodplain spill cells except that: (1) we route water from the floodplain spill cell back into the 
main channel where a floodplain spill cell finds itself next to a channel cell that is not labelled 








In  theory,  this  process  could  be  iterated many  times,  but we  found  that  just  one  or  two 
iterations led to typically stable flow paths for a given rainfall rate. 
 
Following  from  the  flow path modifications,  the cell  travel  time calculations also need some 
adjustment.  For  floodplain  spill  cells  we  use  the  lowest  neighbouring  cell  rather  than  the 
steepest  flow  path  cell,  although  these  are  sometimes  the  same.  We  introduce  this 
modification because, particularly  for  floodplain spill cells next  to channel cells,  the steepest 




for  the cell  in question, and  there  is also still  the problem  that  the  flow velocities should be 
different,  that of  the  in‐bank  channel  flow being  in  likelihood much  faster  than  that of  the 
shallow water  over  the  bank  side  areas. We  handle  these  two  routes  in  combination.  The 
different flow components, within bank and overbank, are calculated. The flow depth for the 
channel  component  is  always  assumed  to be  the  channel depth,  the width of  the  flow  the 
channel width, and the  length of travel the distance  in the steepest path direction. Also, the 
resistance  to  the  flow,  the Manning’s  n  value,  is  that  for  the  channel.    For  the  overbank 
proportion, the flow depth is inferred from the full width of the channel overbank cell and the 
velocity  is  calculated  applying  this  to  lowest  neighbour  flow  path,  this  time  using  the 
Manning’s n  value appropriate  for  the bank  side.   To  simplify matters here,  the bankside n 
value  is  assumed  to  be  the  same  as  that  of  the  adjoining  floodplain  cells,  but  the model 
includes  the  possibility  to  set  it  to  a  different  value  if  desired  (for  example,  if modelling  a 
























a  calibration  problem,  not  least  given  the  very  poor  coverage  of  rainfall  recording  devices 
typical in river catchments. However, if there is a downstream flood problem, it is common for 
there  to  be  a  river  flow  record,  and  so  we  focus  on  using  the  flow  record  to  infer  the 
isochrones maps that produce the measured flow. Each  isochrone map  is convolved with the 
observed  rainfall,  corrected  for percentage  runoff  to provides a  vector describing when  the 
runoff from each (i,j) location in the model will reach the catchment outlet. This is repeated for 
all  observed  rainfalls.  The  question  then  becomes  which  isochrone  map  to  use  for  each 





entire  flood hydrograph.  In  the  second and  subsequent phases, we  repeat  this process, but 
updating  the  set of  isochrones maps  that  can be  sampled as each  time  step,  in  light of  the 
Nash Sutcliffe  index results. We repeat this until we have 200 simulations all of which have a 

























the  local  limestone  and  leaves  the  catchment  through  Costa  Beck.    Similarly,  the  sub‐
catchment of Levisham Beck (area 11 km2 to Levisham Mill, also around 16% of the catchment) 
is partly affected by  losses  into  the  limestone, although a  field  visit  some months after  the 





contributing  rainfall  to  the mass balance  calculation.  Second, we  retain  Levisham Beck, but 
give  this a different weighting  in  the mass balance  calculation. Thus, and  for  instance, after 
Haugh  Howl  and  Gundale  Slack  are  removed  from  the  analyses,  the mass  balance  can  be 
achieved with a  runoff  coefficient of 25%  set  for  Levisham Beck and 65%  for  the  remaining 
45.7 km2 of Pickering Beck. Given the uncertainties in this mass balance calculation associated 











where Peff  is the precipitation that becomes runoff, mb  is the main beck,  lb  is Levisham Beck 




















is knowledge of  the spatial patterns of  river geometry especially given  the  fact  that channel 
width  and  depth will  effect  the  ease with which  the  river  connects with  its  floodplain  and 
hence  the magnitude of  flow at which water switches  from moving within‐channel  to across 
the  floodplain.  We  base  the  hydraulic  geometry  estimation  on  the  assumption  that  the 
perennial channel estimated for flows with return periods of c. 2 years corresponds with the 














and  coefficients  in  [13]  and  [14]  are  estimated,  and  set  so  as  to  achieve  realistic  values 
(compared with values  from direct observation)  for both depth and width across  the whole 
catchment.    In many cases, the predictions of w from [13] are smaller  in magnitude than the 












For simplicity, we set  fixed values of n  following Chow  (1958). These are 0.060  for hillslopes 
corresponding  to an open woodland or mixed  low  scrub and grassland  land cover  type; and 
0.035  for  for channels corresponding  to a  largely unobstructed channel with. Again, we  take 
flow  resistance  parameters  as  ones  that  need  exploring  using  calibration  and  uncertainty 
analysis. 
 
The model  has  the  following  parameters:  (1)  the  unit  discharge  that  defines  the  channel 
network;  (2)  the diffusion exponents  for both hillslope and spill  flows;  (3)  the parameters  in 
the  hydraulic  geometry  relationships;  (4)  the  Manning’s  n  values  for  both  hillslopes  and 
channels; (5) the slope coefficient, kbk, used to calculate bank height elevation in the spill flow 




















Wednesday, 3 February 2010 
Some background to the study; my role and the wider 
context  
 
As this blog may potentially reach a slightly wider audience I thought it appropriate 




The town of Uckfield, Sussex experiences regular flooding, with the flood event in 









it was stated the rainfall in a 16 hour period of 11/12th October in the Uck 
catchment was estimated to be a 1 in 150 year event. 
 
 





Following this event, a flood wall was built to reduce flood risk for 30 properties, 
however this wall is expected to be designed for a 10-year event; 
http://www.environment-agency.gov.uk/news/112405.aspx 
 
My project comes at a time when there is much less money available for hard 
engineering approaches to flood protection such as large flood walls. There is also 
the realisation that such flood protection measures can have the effect of increasing 
flood risk downstream. In addition to this, in the event of flood wall failure, flooding 
can be even worse. 
 
Therefore if it were possible to reduce flooding through the implementation of 
smaller-scale, diffuse, flood attenuation measures throughout the catchment this 
could potentially be very desirable. 
 
For this study such measures will take the form of catchment riparian intervention 
measures (CRIMs). These CRIMs will most likely consist of a debris dam and 
riparian vegetation, with the aim of essentially slowing down water during high flow 
periods. 
 
The idea behind the CRIMs is increasing the roughness of the channel and 
floodplain. Increasing channel roughness has the effect of reducing channel 
conveyance, causing small-scale local flooding. By increasing water storage in 
upstream areas of the catchment, the flood peak downsteam can potentially be 
reduced. 
 
The hydrological model to be used is Overflow. The Overflow model is a reduced 
complexity model. The thinking behind use of such a model is that physically-based 
models, for example SWAT, require a large number of parameters to represent 
physical properties of a catchment. 
 
There is an uncertainty associated with each parameter - therefore such models 
may potentially be more uncertain than simpler models. A reduced complexity 
model also has the benefit of allowing relatively quick simulations to be carried out 
allowing quicker evaluation of interventions in the catchment. 
 
My role in this study follows previous (and continuing) work with regards to the 
171 
 




To summarise my role; 
 
The aims of my masters research are: 
1.To model the effects of CRIMs, placed throughout the catchment, on the flood 
peak downstream at Uckfield. 
2. To evaluate the performance of a suitable reduced complexity model for 
assessing the impacts of small scale riparian woodland interventions 
3. To develop an intervention strategy with the aim to reduce downstream flood 






















Thursday, 4 February 2010 
The Modelling Process  
To all those interested: 
 
The modelling process involved in the case of Uckfield, and in fact any similar 
study, is a long one with several important steps before any potential results can be 
achieved and analysed. It is also important that any results are viewed in the 
context of model uncertainty. 
 
Therefore by updating you all on my progress, hopefully you will be able to 
understand and follow the steps that I take in the modelling process, as well as my 
masters study in general. 
 
I am currently in the process of familiarising myself with the Overflow model. This 
involes gaining and developing a general understanding of how the model works 
through running basic instructions and looking at what output the model can 
provide. This learning stage is very important before I can look at the model more 
in-depth. 
 
In addition to learning to use this model, as part of my masters degree, I am also 
developing a greater understanding of the more broad issues relating to the 
Uckfield case, particularly in terms of flood attenuation. 
 
As allways, feel free to e-mail me with any questions you may have 
 










Wednesday, 21 April 2010 
Sensitivity analysis  
Since my last message I have completed a number of steps in the modelling 
process. 
 
I have been carrying out model sensitivity analysis for Overflow. Basically this 
process allows me to identify how the model behaves in terms of how important 
each variable or parameter is to the model behaviour. So far this process has been 
relatively exploratory. 
 
The model contains a number of parameters such as; 
• Channel, floodplain and catchment roughness values – set as Manning’s n values. 
Roughness affects conveyance 
• Rain time maps 
• Rainfall input 
• Channel depth and width equations. 
 
Each of these parameters has a default value. For example the channel network has 
a default Manning’s n value of 0.035. (For reference a Catchment Riparian 
Intervention Measure (CRIM), consisting of a debris dam and buffer strip, is likely 
to be given Manning’s n values of around 0.16 and 0.14 for the floodplain and 
channel respectively.) 
 
My sensitivity analysis so far has involved varying the values of each key parameter 
one-at-a-time (OAT), whilst keeping the values of the other parameters fixed. A 
model simulation is run and the results recorded. Each simulation takes just under 
10 minutes at the moment. The effect of varying each parameter on the model 
output (discharge) can then be analysed. The simulated discharge is seen to vary to 
a relatively high degree as a result of varying time maps and Manning’s n values; 
however it’s important to note that the parameters were varied over a large range. 
 
The next step involves running simulations where every key parameter is varied at 
the same time, with values selected randomly. The results will show how the 
influence of each parameter relies on the interactions of the model parameters. 
 
The ultimate aim of the above process is to narrow the range of potential values 
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each parameter can take on, to identify and quantify the uncertainty in the model 
and its parameters. 
 
Secondly I have run simulations where a CRIM is added to a single reach (234 
separate reaches have been identified in the catchment). This is done by changing 
the Manning's n values of the reach to 0.16 for the floodplain and 0.14 for the 
channel. 234 simulations have to been run, with a CRIM added to a different reach 
each time. Whilst the sensitivity analysis is being carried out I will be able to have a 
first look at which locations it would be beneficial to add a CRIM, in terms of a 
reduction is peak flood discharge. 
 
Again please feel free to email me with any questions you have at: 
edward.byers@durham.ac.uk. I hope to update the blog more frequently in order to 
allow readers a more detailed and better understanding of the development of my 
study. 
 


















Sunday, 16 May 2010 
Sensitivity analysis - preliminary results  
As discussed in the previous update, I aimed to carry out 2000 model runs to look 
at how the output (river discharge) of the model varied as model variables or 
parameters (such as channel roughness) were varied randomly. 
 
The greatest difficulty with this has been just making sure that everything is set up 
correctly for my model runs. Sometimes this has involved quite a bit of trial and 
error - often a lot of model errors - to get everything right. As I can automate all 
my simulations it would be very annoying to find after 2000 simulations I'd made a 
msitake. However the simulations have now been carried out (with the help of 
Stuart letting me use his computer as well as mine). 
 
I have used a number of different objective functions to analyse the accuracy of 
model predictions of the flood hydrograph. These basically attempt to quantify the 
goodness of fit of my observed (2000 flood event) and simulated hydrographs. 
Amongst these was the Nash-Sutcliffe model efficency (NSME), which allows 
measurement of the variation between the observed and the simulated hydrograph. 
 
However Nash-Sutcliffe values were very poor for nearly all of the simulations. As 
were results showing the error in predicted flood peak. The low values were quite 
discouraging as it suggests that, at least when varying parameter values, the model 
is a poor respresentation of the observed flood hydrograph. 
 
However there are several potential positives to take from the simulations; 
- Firstly it is now even more clear that the model is very sensitive to rainfall rate 
applied. This stands to reason that a very small or very (very!) large rainfall rate is 
not likely to produce a flood hydrograph similar to that observed in 2000. - On 
reflection this is good in that it would be expected that the flood hydrograph would 
change quite considerably under different rainfall rates. 
 
- Secondly the NSME statistic can give misleading results if they are not looked at 
closely. 
For example it is biased towards the highest flows, therefore a model can be given 
a low NSME value even if most of the flood hydrograph is correctly predicted. 
Also errors in the timing of flood peak can affect the results from using the statistic. 
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For example it is possible to produce a pretty good qualititative simulation of the 
observed hydrograph of the 2000 event using a set rainfall rate. From simply 
looking at this we can see that the timing of the peaks is slightly out - this can 
greatly affect NSME values. If the timing error if corrected for, very high NSME 
values can be achieved - indicating a good fit. 
 
Therefore we believe the poor results are far from suggesting the model is not 
useful and it highlights the importance of not just analysing results but looking at 
how they are analysed. 
 
As the model is very sensitive to rainfall rate only a small range of rainfall rate is 
likely to produce a good simulation of the flood hydrograph, therefore when I ran 
2000 simulations very few combinations of variables produced 'good' results. 
 
However after some extra thought usefull information can be found from the 
simulations. Trends in parameters values can be seen and will be looked at more 
closely in time. A future forward step is likely to be calibrating the model using 
several different rain rates as the event progresses. It is hoped this may offer up 
more accurate results and allow better investigation of the model parameters. 
 
On the plus side it is now possible to run much faster simulations, using the 
computer power of several computers so results can be obtained much sooner. 
 













Screening simulations - the effects of CRIMs; 
preliminary results  
Screening simulations 
 
These simulations involved increasing the channel and floodplain roughness along 
one reach at a time to simulate the adding of a CRIM (debris dam and floodplain 
vegetation) and looking at the impact this has on river discharge just upstream of 
Uckfield. 
 
-NOTE- I will add some images showing some of my results in the next update, 
which I'll add after this. 
 
Results have been produced for all rain time maps (1mm/day - 200mm/day). A 
potential problem I have is in deciding on an appropriate time map to use, as 
discussed in my previous update. It was mentioned that goodness-of-fit statistics 
can be misleading. Therefore I decided to look at the effect of CRIMs where time 
maps 30, 36, 42 and 50mm/day were applied. 
 
- NOTE - The model may be calibrated with different time maps throughout the 
storm period. 
 
My choice was based on what was felt to produce the best hydrograph when initially 
compared to the observed hydrgraph. As discussed previously, the hydrograph 
produced when using a 30mm/day time map shows an encouragingly good 
qualitative fit, albeit with a time lag. 
 
Table 1. The number of reaches in the Uck catchment where, if applied to 1 





Table 1 shows some of my initial results. It shows for example that, using the 
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30mm time map, there are 11 reaches which reduce the largest flood peak by over 
5 cumecs individually. It can be seen that with increased rainfall rate, more reaches 
have a reducing effect on the main flood peak - this is not suprising as for the 
higher rainfall rates initial flood peak is higher. 
 
-NOTE- It is also important to note that there are also many reaches which increase 
the flood peak when a CRIM is added, and many more 'neutral' sites where the 
effect is insignificant. In addition to this, for various reasons some of the reaches 
may not be suitable for CRIMs even if the model shows that increasing roughness in 
that area has a positive effect on flood reduction. 
For example an area of floodplain may all ready be heavily vegetated - therefore 
floodplain roughness cannot be increased in practice. 
 
The results are encouraging - when looking at a qualitatively good simulation of the 
2000 flood hydrograph, over 50 reaches can potentially reduce the main flood peak 
by over 0.1 cumecs individually. 
 
However there are other points to consider when looking at these results; 
 
I was quite surprised at the extent of the effect of applying CRIMs to certain 
reaches, largely though not exclusively located along the main Uck. Four reaches 
reduced the flood peak by over 10 cumecs on their own. This is an extremely large 
reduction. 
This may be due to a model artefact. - As an additional analysis I am going to run 
the same simulations again but this time not increase the channel rough as much; 
The default channel roughness (represented as manning's roughness, n) is 0.035; 
For the results discussed here, n was increased to 0.14; 
This could be potentially too high so I'll run the same simulations again, increasing 
channel n to 0.08. This will represent a less extreme intervention and I hope results 
will still be positive; 
 
Secondly so far I have only analysed my results looking at flood peak reduction. It 
is not necessarily helpful to reduce the flood peak if the volume of water above 
critical flood discharge - the amount of water spilling onto the floodplain - remains 





Therefore I need to look at the volume of water above critical flood discharge. This 
is proving to be more difficult for me to do than hoped. I basically need to figure 
out how to work out the area under a section of the discharge curve. This appears 
to be a slightly complicated proceduce and one I haven't figured out yet. 
 
After looking at the individual effect of adding CRIMs, I will need to look at how 
combinations of CRIMs affect the flood peak. 
 









A figure showing; 
the oberserved flood hydrograph during the 2000 flood event (black).  
the simulated flood hydrograph using a 30mm/day time map with no 
interventions(red) 
the simulated flood hydrograph using a 30mm/day time map with a CRIM added 
along reach 127 (blue). 
The figure shows how increasing the channel and floodplain roughness at reach 127 
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results in a decrease in flood peak of just over 3 cumecs (m3/s) 
Important to note; 
The observed hydrograph is taken from the Isfield gauge downstream of Uckfield, 
whereas the two simulated hydrographs produce hydrographs predicted for an 
areas just upstream of Uckfield. This will lead to a slightly greater difference 


























Wednesday, 26 May 2010 
Flood volume calculation: methods and uncertainties  
In the previous update I mentioned the need to calculate the volume of water 
above the critical flood discharge i.e. the volume of water likely to spill onto the 
floodplain; a very important calculation when looking at the impact of a flood 
mitigation measure. 
 
To do this, I essentially need to calculate the area of certain sections of a simulated 
flood hydrograph - the area under a graph. This is known as integration. The 
programme I am running my model in, MATLAB, allows this to be done in several 
different ways. However I am having problems using some of the available 
methods. 
 
Therefore I am used the trapezoidal rule, which is not likely to give the most 
accurate estimate of the area of a graph; 
http://en.wikipedia.org/wiki/Trapezoidal_rule 
 
The following image is useful for understanding how the trapezoidal rule works 
http://en.wikipedia.org/wiki/File:Trapezoidal_rule_illustration_small.svg 
 
As it uses straight lines to approimate a curve, there are inevitably errors in area 
calculation - moreso than if I can use a similar but more accurate method - and 
therefore uncertainty in my findings. My aim is therefore to try to figure out how to 
use an improved method of integration. However, for the moment, the current does 
allow me to explore the effect of CRIMs on flood volume. 
 











Wednesday, 23 June 2010 
New model and new uncertainty  
Following on from my results of the GLUE uncertainty analysis (see previous 
updates) the decision has been made to use a calibrated version of the Overflow 
model, with the aim of producing flood hydrographs which more closely match the 
observed hydrgoraph 
 
Nick has been working hard producing a calibrated version of the Overflow model. 
The key different is a different rain time map (rainfall rate) is used throughout the 
storm event. 
 
The result is a much closer match between the observed and simulated hydrograph 
at Isfield.  
 
However there are are few issues with the new model; 
 
The key issue is that when a hydrograph is simulated for the meadows area 
upstream of Uckfield, the largest flood peak now has a double peak. This is not 
expected and is slightly problomatic; the simulated peak discharge upstream of 
Uckfield now occurs only very slightly before the peak discharge at Isfield 
downstream, when perhaps a slightly bigger lag would be expected. If the peak 
were smoother, this would most likely bring the peak discharge just upstream of 







On the positive side, the peak discharge is much more realistic. 
 
As seems to be the way with modelling, as one aspect gets better, this can create a 
whole new set of problems. Just like a more comlex model can bring with it just as 
much uncertainty and a simple model. 
 
Ill discuss the issue of the troublesome flood peak with Stuart Lane and I'm hoping 
that it won’t be too much of a problem. The simulated hydrograph is now certainty 
much a closer fit to the previous uncalibrated model. Im looking forward to 
(hopefully) getting some final results I can properly work as time is running short in 
terms of my role in this study - I think we're all hopeful of some interesting results. 
 
Whilst slightly frustrating to work on the previous model and then have to move on 
to a slightly different version, my previous work has allowed me to explore the 
behaviour of the model and get a better understanding of the uncertainties.  
 
 
I have been now working on getting results of the screening runs (see previous 
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updates) with the calibrated model, looking at the effects of increasing channel and 
floodplain roughness one reach at a time to represent the adding of a CRIM. Initial 
results to come...  
 
 
Background to my project  
Please see my first post for a brief context on my project, which will hopefully make 
the subsequent posts easier to follow for those not familiar with the work 
 























Friday, 9 July 2010 
Initial screening results from new calibrated model  
As discussed the simulated hydrograph produced by the calibrated model shows a 
much better fit with the observed hydrograph from the 2000 flood event. In a few 
weeks (thousands of simulations takes quite a while) I'll be able to show more 
results on the uncertainty associated with the new calibrated model. 
 
For now here are the initial screening results, similar to those presented a while ago 
for the old model. 
 
A key aspect is the effect of placing a CRIM at one reach is greatly reduced. No 
reaches individually reduce flow peak by over 4 cumecs, as opposed to around 10 
(depending on the time map used) which reduced peak flow by >5 cumecs with the 
old model. 
 
One explanation for this is that the simulated peak discharge is more accurate and 
also lower. Therefore even if the CRIMs were still having the same effect in terms of 




Importantly, from initial work with combinations of reaches, it appears that in 
combination the reaches have less of a reducing effect on peak flow than the sum 
of their parts. For example, as a simplification, two CRIM sites which on their own 
reduce simulated peak flow by 3 cumecs each may in combination only reduce peak 
flow by around 4 cumecs.  
 





The effects of CRIMs applied in combination throughout 
the Uck catchment - uncertainty analysis to follow  
As discussed previously, from the screening runs there are 127 reaches where 
increasing channel and floodplain roughness to simulate the adding on a Catchment 
Riparian Intervention Measure (CRIM) decreased downstream peak flow. It was 





Essentially for looking at CRIMs in combination I ranked the 100 reaches in order of 
how effective increasing channel and floodplain roughness (to simulate a CRIM e.g. 
debris dam and riparian vegetation planting) of that single reach in question, is on 
reducing downstream peak flow. So, for example the best reach reduces peak flow 
by ~3.5 cumecs when roughness is increased in just that reach. 
 
A CRIM was simulated along the reach with the largest individual effect. Then a 
CRIM was also added to the reach with the second largest effect on downstream 
peak flow - a CRIM was therefore simulated in both of these reaches. If simulating 
a CRIM in these 2 reaches reduced downstream peak flow by more than simulating 
a CRIM in one reach both were retained in combination. I then simulated a CRIM in 
the third reach and so on. Each time a CRIM was simulated the cumulative effect on 
downstream peak flow was recorded. If simulating a CRIM in a new reach did not 
increase the positive impact (cumulative peak flow reduction was reduced) this 
reach was rejected and excluded from future combinations. 
 
The results can be seen in the table accompanying this blog. Please give feedback 





You can see from the table that the title 'reach applied (no.)' is highlighted yellow. 
These numbers are used in the model OVERFLOW to identify each reach and 
change, amongst other characteristics, roughness values. However they will have 
no meaning to those not using the model. Producing a figure with each reach 
numbered is not especially practical considering there are 234 reaches. This creates 
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a bit of a problem for me in communicating the results, especially in terms of where 
I'm simulating an intervention.  
 
There is also somewhat of a challenge in explaining the methods I have used; the 
process is likely to be very confusing to others. Hopefully the table will help you see 
the process I went through. 
 
To think about/uncertainty: 
 
As previously discussed, these results must be viewed with an appreciation of the 
uncertainty associated with the model and its inputs. 
 
For looking at the combination of CRIMs I have ranked reaches primarily order of 
effect on peak flow. Whilst a consideration was made of reaches with a positive 
impact on the flood volume above approximate channel capacity this was not the 
focus. There may be reaches where increasing roughness reduces excess flood 
volume by a large amount, whilst having a slightly negative effect on peak flow; I 
will try and look at such reaches in some form. 
 
The results presented here are for one combination of interventions. A different 
combination could suggest a different pattern of effects and different key reaches to 
focus on - this would reduce uncertainty of results/recommendations. 
 
Is simulated roughness higher than might be expected from CRIMs in reality? I 
hope to get results from simulating the effects of increasing channel roughness by a 
smaller amount. 
 
Again feedback is much appreciated, especially regarding any problems 
understanding the method or results, or issues with the presentation. I would like 









Thursday, 12 August 2010 
Table 1: Results from exploration of effects of simulating CRIMs in combination on 
downstream peak flow (just upstream of Uckfield; based on 2000 flood event). 
Initial peak flow simulated for the 2000 event (no interventions) was 124.68 
cumecs (2 d. p.). The ‘individual effect on peak flow’ is the effect on downstream 
peak flow of increasing roughness in that single reach. The ‘effect in combination’ is 
the simulated peak flow downstream as a result of the number of CRIMs added 
































































































































































































































      Cumecs (m3s‐1)   
1  202  3.857 120.826 3.857    1
2  219  3.838 120.992 3.691 excluded 
3  212  3.000 120.595 4.088    2
4  175  2.879 119.304 5.379    3
5  167  2.605 118.051 6.632    4
6  158  2.005 118.321 6.362 excluded 
7  209  1.703 118.135 6.548 excluded 
8  230  1.475 117.104 7.579    5
9  218  1.458 117.328 7.355 excluded 
10  197  1.399 117.469 7.214 excluded 
11  226  1.242 116.951 7.732    6
12  157  1.122 116.914 7.769    7
13  204  1.039 116.368 8.315    8
14  222  0.955 115.935 8.748    9
15  138  0.894 116.561 8.122 excluded 
16  203  0.833 115.505 9.178    10
17  216  0.826 115.417 9.266    11
18  45  0.787 115.358 9.325    12
19  156  0.784 115.268 9.415    13
20  137  0.765 115.196 9.487    14
21  223  0.712 115.767 8.916 excluded 
22  225  0.690 115.050 9.633    15
23  136  0.687 114.810 9.873    16
24  14  0.678 114.723 9.960    17
25  131  0.675 114.646 10.037    18
26  133  0.622 114.510 10.173    19
27  125  0.615 114.313 10.370    20
28  7  0.600 114.291 10.392    21
29  189  0.528 114.264 10.419    22
30  210  0.518 114.610 10.073 excluded 
31  124  0.506 114.193 10.490    23
















33  123  0.497 114.090 10.593 excluded 
34  8  0.488 113.862 10.821    25
35  37  0.465 113.761 10.922    26
36  200  0.465 113.686 10.997    27
37  10  0.453 113.508 11.175    28
38  127  0.431 113.606 11.077 excluded 
39  82  0.415 113.439 11.244    29
40  145  0.413 113.475 11.208 excluded 
41  193  0.402 113.419 11.264    30
42  93  0.376 113.667 11.016 excluded 
43  220  0.362 113.460 11.223 excluded 
44  181  0.358 113.382 11.301    31
45  227  0.341 113.016 11.667    32
46  232  0.317 113.015 11.668    33
47  62  0.308 113.578 11.105 excluded 
48  229  0.304 113.093 11.590 excluded 
49  206  0.272 112.881 11.802    34
50  213  0.231 112.785 11.898    35
51  5  0.226 112.748 11.935    36
52  198  0.217 112.875 11.808 excluded 
53  152  0.212 112.855 11.828 excluded 
54  130  0.204 112.707 11.975    37
55  12  0.194 112.738 11.945 excluded 
56  155  0.193 112.693 11.990    38
57  67  0.187 112.716 11.967 excluded 
58  161  0.186 112.492 12.191    39
59  177  0.154 112.640 12.043 excluded 
60  194  0.149 112.407 12.276    40
61  134  0.147 112.436 12.247 excluded 
62  144  0.143 112.492 12.191 excluded 
63  33  0.137 112.453 12.230 excluded 
64  147  0.136 112.446 12.237 excluded 
65  224  0.132 112.412 12.271 excluded 
66  221  0.130 112.439 12.243 excluded 
67  121  0.128 112.445 12.238 excluded 
















69  3  0.118 112.334 12.349    41
70  180  0.114 112.334 12.349    42
71  151  0.113 112.460 12.223 excluded 
72  1  0.102 112.325 12.357    43
73  40  0.096 112.288 12.395    44
74  2  0.093 112.292 12.391 excluded 
75  71  0.089 112.264 12.419    45
76  43  0.083 112.251 12.432    46
77  207  0.075 112.286 12.397 excluded 
78  192  0.071 112.244 12.439    47
79  142  0.066 112.266 12.417 excluded 
80  26  0.065 112.248 12.435 excluded 
81  4  0.063 112.244 12.439 excluded 
82  51  0.058 112.245 12.438 excluded 
83  63  0.058 112.232 12.451    48
84  77  0.056 112.321 12.362 excluded 
85  68  0.053 112.211 12.472    49
86  30  0.052 112.224 12.459 excluded 
87  21  0.052 112.253 12.430 excluded 
88  55  0.050 112.243 12.440 excluded 
89  13  0.048 112.188 12.495    50
90  22  0.045 112.209 12.474 excluded 
91  76  0.040 112.199 12.484 excluded 
92  73  0.039 112.188 12.495    51
93  86  0.038 112.209 12.474 excluded 
94  168  0.036 112.223 12.460 excluded 
95  143  0.034 112.233 12.450 excluded 
96  99  0.031 112.178 12.504    52
97  97  0.030 112.222 12.461 excluded 
98  23  0.029 112.218 12.465 excluded 
99  187  0.027 112.224 12.459 excluded 



















1  202  3.857 120.826 3.857
3  212  3.000 120.595 4.088
4  175  2.879 119.304 5.379
5  167  2.605 118.051 6.632
8  230  1.475 117.104 7.579
11  226  1.242 116.951 7.732
12  157  1.122 116.914 7.769
13  204  1.039 116.368 8.315
14  222  0.955 115.935 8.748
16  203  0.833 115.505 9.178
17  216  0.826 115.417 9.266
18  45  0.787 115.358 9.325
19  156  0.784 115.268 9.415
20  137  0.765 115.196 9.487
22  225  0.690 115.050 9.633
23  136  0.687 114.810 9.873
24  14  0.678 114.723 9.960
25  131  0.675 114.646 10.037
26  133  0.622 114.510 10.173
27  125  0.615 114.313 10.370
28  7  0.600 114.291 10.392
29  189  0.528 114.264 10.419
31  124  0.506 114.193 10.490
32  65  0.499 114.042 10.641
34  8  0.488 113.862 10.821
35  37  0.465 113.761 10.922
36  200  0.465 113.686 10.997
37  10  0.453 113.508 11.175
39  82  0.415 113.439 11.244
41  193  0.402 113.419 11.264
44  181  0.358 113.382 11.301
45  227  0.341 113.016 11.667












49  206  0.272 112.881 11.802
50  213  0.231 112.785 11.898
51  5  0.226 112.748 11.935
54  130  0.204 112.707 11.975
56  155  0.193 112.693 11.990
58  161  0.186 112.492 12.191
60  194  0.149 112.407 12.276
69  3  0.118 112.334 12.349
70  180  0.114 112.334 12.349
72  1  0.102 112.325 12.357
73  40  0.096 112.288 12.395
75  71  0.089 112.264 12.419
76  43  0.083 112.251 12.432
78  192  0.071 112.244 12.439
83  63  0.058 112.232 12.451
85  68  0.053 112.211 12.472
89  13  0.048 112.188 12.495
92  73  0.039 112.188 12.495
96  99  0.031 112.178 12.504
 
 
 
 
