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RESUMO 
 
Este trabalho de pesquisa trata da modelagem estocástica de dois 
algoritmos adaptativos bem conhecidos na literatura, a saber: o algoritmo 
FxLMS (filtered-x least-mean-square) e o algoritmo NLMS (normalized 
least-mean-square). Particularmente, para o algoritmo FxLMS são 
desenvolvidos dois modelos estocásticos, ambos considerando aplicações 
de controle e/ou equalização ativa de ruído periódico, porém em 
diferentes estruturas (monocanal e multicanal). Baseado nas expressões 
de modelo obtidas, diversos aspectos do comportamento do algoritmo 
FxLMS são discutidos, evidenciando o impacto dos parâmetros do 
algoritmo sobre seu desempenho. Para o algoritmo NLMS, são propostos 
dois modelos estocásticos, ambos considerando a aplicação de 
identificação de sistemas tanto com sinal de entrada branco gaussiano 
quanto correlacionado gaussiano. Especificamente, o primeiro modelo do 
algoritmo NLMS é derivado assumindo que o filtro adaptativo e a planta 
a ser estimada podem possuir ordens diferentes (tal suposição, que é 
condizente com cenários práticos, não é usualmente tratada na literatura 
devido às dificuldades matemáticas surgidas no desenvolvimento da 
modelagem estocástica). O segundo modelo do algoritmo NLMS 
considera uma formulação matemática mais geral (quando comparada a 
outros trabalhos da literatura) para representar a planta a ser identificada, 
possibilitando a representação de diversos tipos de sistemas variantes no 
tempo; originando, assim, um modelo estocástico capaz de predizer o 
comportamento do algoritmo NLMS em uma ampla gama de cenários de 
operação. Resultados de simulação são apresentados, ratificando a 
precisão dos modelos estocásticos propostos, tanto na fase transitória 
quanto em regime permanente. 
 
Palavras-chave: Algoritmo FxLMS. Algoritmo NLMS. Filtragem 
adaptativa. Modelagem estocástica. 
 
 
  
  
  
ABSTRACT 
 
This research work focuses on the stochastic modeling of two well-known 
adaptive algorithms from the literature, namely: the filtered-x least mean 
square (FxLMS) algorithm and the normalized least-mean-square 
(NLMS) algorithm. In particular, for the FxLMS algorithm two stochastic 
models are developed, both considering applications of active noise 
control and equalization of periodic noise, but in different structures 
(single-channel and multichannel). Based on the obtained expressions, 
several aspects of the FxLMS algorithm behavior are discussed, 
highligting the impact of some parameters on the algorithm performance. 
For the NLMS algorithm, two stochastic models are proposed, both 
considering the application of system identification with white Gaussian 
and correlated Gaussian input signals. Specifically, the first model of the 
NLMS algorithm is developed assuming that the adaptive filter and the 
system to be identified can have different orders (such a supposition, 
which is consistent with practical scenarios, is not usually considered in 
the literature due to the mathematical difficulties ariasing in the 
development of the stochastic model). The second model of the NLMS 
algorithm considers a more general mathematical formulation (compared 
with other works from the open literature) to represent the system to be 
identified, allowing to represent several types of time-varying systems; 
resulting in a stochastic model able to predict the NLMS algorithm 
behavior in several scenarios. Simulation results are presented, 
confirming the accuracy of the proposed stochastic models for both 
transient and steady-state phases. 
 
Keywords: FxLMS algorithm. NLMS algorithm. Adaptive filtering. 
Stochastic modeling. 
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CAPÍTULO 1 
 
1. INTRODUÇÃO 
 
 Nas últimas décadas, algoritmos de filtragem adaptativa vêm 
sendo amplamente utilizados em diversas aplicações práticas, pois além 
de serem capazes de operar em ambientes variantes no tempo (rastreando 
as variações das estatísticas dos sinais envolvidos e/ou do ambiente 
considerado), eles não necessitam que sejam fornecidas a priori as 
estatísticas do sinal de entrada para que um filtro ótimo1 (em algum 
sentido estatístico) seja obtido. Em compensação, os algoritmos de 
filtragem adaptativa necessitam apenas que algum sinal de referência 
(utilizado para gerar uma métrica de desempenho para direcionar a 
atualização do filtro adaptativo) esteja disponível, o que é comum em 
diversas aplicações práticas [1]±[5]. 
1.1 APLICAÇÕES E CAMPO DE PESQUISA 
 No contexto das aplicações que utilizam filtragem adaptativa 
pode-se destacar: o cancelamento de eco acústico ou de rede (envolvendo 
voz ou dados), a equalização de canal, o cancelamento adaptativo de 
ruído, a conformação de feixe em arranjo de antenas, a identificação de 
sistemas, o controle ativo de ruído, dentre outras [6]±[10]. Devido, 
principalmente, ao seu grande campo de aplicação, a filtragem adaptativa 
tem se consolidado como uma área de pesquisa importante, a qual 
apresenta ainda inúmeros desafios teóricos e práticos a serem superados. 
Especificamente, os campos de pesquisa em filtragem adaptativa 
compreendem o desenvolvimento de novos algoritmos, a determinação 
de parâmetros ótimos e a análise estocástica de algoritmos adaptativos. 
 Particularmente, a análise estocástica visa derivar expressões de 
modelo descrevendo o comportamento do algoritmo adaptativo em 
diferentes condições de operação, fornecendo um entendimento mais 
profundo de seu comportamento, sem que seja necessário o uso extensivo 
de simulações de Monte Carlo (MC). Através de expressões de modelo, 
pode-se estabelecer relações entre métricas de desempenho e parâmetros 
do algoritmo adaptativo, auxiliando o projetista no ajuste desses 
parâmetros. Além disso, um modelo estocástico preciso pode também 
                                                        
1
 Em diversas aplicações em ambiente estacionário, o filtro adaptativo converge 
(no sentido médio) para a solução ótima de Wiener [3].  
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revelar comportamentos anômalos (indesejados) do algoritmo sob 
análise, dando suporte ao desenvolvimento de novas soluções visando 
superar esses problemas [11]. 
1.2 OBJETOS DE ESTUDO DA TESE  
 Neste trabalho de pesquisa, são derivados modelos estocásticos 
para dois algoritmos adaptativos bem conhecidos na literatura, a saber: o 
algoritmo FxLMS (filtered-x least-mean-square) e algoritmo NLMS 
(normalized least-mean-square). Para o algoritmo FxLMS [12], [13] são 
derivados dois modelos, ambos considerando aplicações de controle e/ou 
equalização ativa de ruído periódico, porém em diferentes estruturas 
(especificamente, monocanal ou multicanal). Para o algoritmo NLMS 
[14], [15], também são derivados dois modelos estocásticos, ambos 
considerando a aplicação de identificação de sistemas, porém com 
distintas configurações. Especificamente, para o primeiro modelo, 
assume-se que o sistema a ser identificado pode possuir ordem diferente 
do filtro adaptativo e, para o segundo modelo, adota-se uma representação 
matemática mais geral para o sistema a ser identificado.  
1.3 ORGANIZAÇÃO DA TESE 
 Esta tese está organizada como segue. No Capítulo 2, expressões 
de modelo descrevendo os momentos de primeira e segunda ordens do 
algoritmo FxLMS operando em um sistema monocanal de equalização 
ativa de ruído periódico são derivadas. No Capítulo 3, um modelo 
estocástico para o algoritmo FxLMS operando em um sistema multicanal 
de controle ativo de ruído periódico é obtido.  No Capítulo 4, o algoritmo 
NLMS, no contexto de um problema de identificação de sistemas, é 
analisado considerando que o filtro adaptativo e o sistema a ser 
identificado possuem ordens diferentes. No Capítulo 5, expressões de 
modelo descrevendo o comportamento do algoritmo NLMS operando em 
um problema de identificação de sistema são obtidas, considerando uma 
formulação mais geral para o sistema a ser identificado do que as 
formulações consideradas em trabalhos apresentados na literatura até 
então. Finalmente, no Capítulo 6, as conclusões e considerações finais 
desta tese são apresentadas. 
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2. MODELAGEM ESTOCÁSTICA DO ALGORITMO FXLMS 
OPERANDO EM SISTEMAS DE EQUALIZAÇÃO ATIVA DE 
RUÍDO PERIÓDICO 
2.1 INTRODUÇÃO 
 O desafio de manter a intensidade de ruídos acústicos sob níveis 
aceitáveis é um problema de grande relevância em diversos ambientes e 
tem motivado um significativo número de trabalhos de pesquisa [16]±
[20]. Visando atender tal desafio, usualmente são utilizadas técnicas 
passivas baseadas em barreiras e silenciadores projetados para atenuar 
ruídos indesejados. No entanto, uma vez que tais técnicas necessitam de 
dispositivos com dimensões proporcionais aos comprimentos das ondas 
acústicas envolvidas, elas são, em geral, ineficientes e de alto custo 
quando o ruído a ser atenuado é de baixa frequência (nesse caso, devido 
ao comprimento da onda acústica ser elevado, materiais de grandes 
dimensões são requeridos) [16], [20]. Nesse contexto, sistemas de 
controle ativo de ruído (também referenciados como sistemas de ANC ± 
active noise control) têm emergido como soluções práticas atrativas. Tais 
sistemas são baseados no princípio da interferência destrutiva, o qual 
estabelece que uma onda acústica pode ser cancelada por outra com igual 
amplitude e fase oposta. Mais especificamente, os sistemas de ANC 
utilizam dispositivos eletroacústicos (tais como, alto-falantes) para 
introduzir no domínio acústico uma onda sonora visando cancelar o ruído 
indesejado [16]±[20]. 
 Dentre os diversos tipos de sistemas de ANC, aqueles que visam o 
cancelamento de ruído acústico periódico2 são os que apresentam os 
maiores níveis de atenuação do ruído acústico. O diagrama básico de um 
sistema de ANC para ruído periódico (também denominado sistema de 
NANC3) é apresentado na Figura 2.1. Nota-se, através dessa figura, que 
no sistema considerado um sensor de referência (por exemplo, tacômetro) 
acoplado à fonte de ruído é utilizado para medir as frequências que 
compõem o ruído acústico. Essa informação é utilizada para sintetizar 
                                                        
2
 Ruído acústico periódico é também denominado na literatira de ANC como 
ruído de banda estreita [69]±[73]. 
3
 A sigla NANC refere-se ao controle ativo de ruído de banda estreita 
(narrowband active noise control). 
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diversos sinais senoidais, os quais são processados pelos filtros 
adaptativos. Tais filtros são responsáveis por produzir o sinal ( )y n  que é 
inserido no domínio acústico por meio de uma fonte secundária (por 
exemplo, um alto falante), visando cancelar acusticamente o ruído 
indesejado; o resultado de tal superposição é medido por um microfone 
de erro, sendo o sinal resultante ( )e n  utilizado na atualização dos filtros 
adaptativos. 
 
Figura 2.1 ± Diagrama básico de um sistema de NANC (adaptado de [17]). 
 Em um sistema de NANC, o trajeto entre a fonte de ruído e o ponto 
de aquisição do sinal de erro é usualmente denominado caminho primário 
e o trajeto entre a saída dos filtros adaptativos e o ponto de aquisição do 
sinal de erro é denominado caminho secundário. 
 Em geral, os sistemas de NANC atingem um satisfatório nível de 
atenuação do ruído acústico periódico. No entanto, em certas aplicações, 
manter algum nível perceptível de ruído pode ser desejável para 
propósitos de informação, segurança e/ou conforto (como, por exemplo, 
na indústria, onde sons não usuais podem indicar problemas em um 
equipamento, ou em um veículo, onde o som emitido pelo motor é um 
indicador útil de velocidade [21]). Para essas aplicações, sistemas de 
equalização ativa de ruído periódico (também referenciados como 
sistemas de NANE ± narrowband active noise equalization), capazes de 
moldar o espectro do ruído em uma forma desejada vêm sendo 
desenvolvidos com sucesso [22]±[24]. Além disso, sistemas de NANE 
podem ser vistos como uma generalização de sistemas de NANC, uma 
vez que com alguns ajustes de parâmetros o primeiro pode também 
cancelar ruído (similar ao sistema de NANC). 
Fonte de
ruído
periódico
Gerador
de funções
Algoritmo
adaptativo
( )y n
( )e n
sensor de
referência
microfone
de erro
fonte
secundária
Filtros
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 No contexto das técnicas de controle e equalização ativa de ruído 
baseadas em processamento digital de sinais, o uso de filtragem 
adaptativa vem demonstrando grande eficácia. Em muitas aplicações, as 
condições de operação modificam-se continuamente. Por exemplo, em 
um ambiente em que se está realizando o controle de ruído, mudanças na 
temperatura e no fluxo de ar resultam em modificações na velocidade do 
som. Assim, nesses casos, é desejável que o sistema de controle e/ou 
equalização ativa de ruído possua a capacidade de adaptação. Dentre os 
algoritmos de filtragem adaptativa, o mais difundido em aplicações de 
NANC e NANE é o algoritmo FxLMS (filtered-x least-mean-square), o 
qual foi desenvolvido independentemente em [12], [13] e [25]. 
 Levando em consideração o grande número de aplicações práticas 
nas quais se desejam equalizar ou cancelar ruídos periódicos, a análise 
estocástica do algoritmo FxLMS operando em sistemas de NANE e 
NANC torna-se um importante tópico de pesquisa, que ainda está aberto, 
apesar de alguns estudos preliminares terem sido apresentados na 
literatura.  
 Em particular, a análise estocástica do algoritmo FxLMS operando 
em sistemas de NANE foi objeto de estudo em [26], onde apenas a 
determinação de limites de estabilidade no sentido médio foi considerada. 
Em outras palavras, um modelo estocástico descrevendo o 
comportamento do algoritmo FxLMS em sistemas de NANE, tanto na 
fase transiente quanto em regime permanente (em ambos os sentidos 
médio e médio quadrático), não foi apresentado até o momento. 
 Para o caso particular em que o algoritmo FxLMS opera em 
sistemas de NANC, alguns modelos estocásticos foram apresentados na 
literatura [27]±[30]. Por exemplo, expressões de modelo descrevendo o 
comportamento médio dos coeficientes adaptativos, o erro quadrático 
médio (EQM) e o erro quadrático médio em regime permanente são 
apresentados em [27]. Em [28]±[30], o comportamento do algoritmo 
FxLMS é analisado em outras estruturas particulares de sistemas de 
NANC (especificamente, com estimação em tempo real do caminho 
secundário [28], [29], e com computação eficiente dos sinais de referência 
filtrados [30]). Entretanto, a suposição de variação lenta4, considerada em 
[27]±[30], pode degradar a precisão dos modelos derivados, 
especialmente quando o passo de adaptação se aproxima do limite de 
estabilidade. Embora o uso de tal suposição seja aceitável para realizar 
                                                        
4
 Tal suposição considera que os filtros adaptativos são invariantes durante um 
intervalo igual ao comprimento do filtro que modela o caminho secundário. 
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um estudo introdutório sobre o algoritmo FxLMS operando em sistemas 
de NANE e NANC (restrito a valores de passo de adaptação pequenos), 
os modelos obtidos sob tal condição são incapazes de predizer algumas 
situações de operação importantes, tais como convergência irregular e 
instabilidade (associadas a valores de passo de adaptação próximos do 
limite de estabilidade). Assim, visando superar tal deficiência, a análise 
estocástica realizada em [27] é aprimorada neste capítulo; 
especificamente, aqui é analisado o algoritmo FxLMS operando em 
sistemas de NANE (mais gerais do que NANC) sem invocar a suposição 
de variação lenta, resultando em um novo conjunto de expressões de 
modelo descrevendo o comportamento dinâmico do algoritmo FxLMS. 
 Visando satisfazer tais objetivos, este capítulo é organizado como 
segue. Na Seção 2.2, o algoritmo FxLMS operando em sistemas de 
NANE é revisitado. Na Seção 2.3, expressões analíticas descrevendo o 
comportamento médio dos coeficientes adaptativos, o EQM e o 
pseudo-erro quadrático médio (PEQM) são derivadas. Adicionalmente, 
expressões para predição dos valores em regime permanente dos filtros 
adaptativos, do EQM e do PEQM são obtidas. Comparações entre 
resultados de simulação de MC e predições teóricas obtidas a partir do 
modelo proposto são apresentadas na Seção 2.4.  
2.2  ALGORITMO FXLMS OPERANDO EM SISTEMAS DE NANE  
 Em aplicações nas quais é desejado controlar a intensidade de 
ruídos acústicos de banda estreita visando satisfazer requerimentos de 
segurança acústica, sistemas de NANE operando com o algoritmo 
FxLMS podem ser utilizados. Em tais sistemas, a amplitude de cada 
senoide do ruído acústico é individualmente ponderada por um parâmetro 
de ganho  q  que pode ser ajustado tanto para reduzir (0  qd   quanto 
para amplificar ( q t  a senoide envolvida. O diagrama de blocos de 
um sistema de NANE [24] é ilustrado na Figura 2.2, onde ( )d n  
caracteriza um ruído acústico dado por 
 
1
( ) ( ) cos(& 3 
Q
q q q
q
d n z n D n
 
  ¦   (2.1) 
com Q  representando o número de senoides, ,qD  &q  e q  denotando, 
respectivamente, a amplitude, a frequência e a fase da q-ésima senoide, e 
( ),z n  um ruído de medição. 
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Figura 2.2 - Diagrama de blocos de um sistema de NANE [24]. 
 
Figura 2.3 - Diagrama de blocos do q-ésimo filtro adaptativo. 
Note nas Figuras 2.1 e 2.2 que o sistema de NANE considerado utiliza Q  
filtros adaptativos em paralelo, cada um com dois coeficientes adaptativos 
com sinais de referência (ou de entrada) em quadratura, os quais são 
dados por 
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ª º ª º
  « » « »
« » « »¬ ¼ ¬ ¼
x   (2.2) 
onde q  representa a fase dos sinais de referência do vetor ( )q nx  e &q  
caracteriza a frequência medida através de um sensor (por exemplo, 
tacômetro) conectado à fonte de ruído [10], [17]. O sinal de saída de cada 
filtro adaptativo é dado por 
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2.3 MODELO ESTOCÁSTICO PROPOSTO 
 Nesta seção, são derivadas as expressões do modelo descrevendo 
o comportamento do algoritmo FxLMS operando no sistema de NANE 
previamente apresentado. Para tal, as suposições e aproximações 
utilizadas na derivação do modelo são, primeiramente, apresentadas 
como segue: 
S1) O caminho secundário ( )s n  e o caminho secundário estimado 
Ö( )s n  são modelados por filtros FIR (finite impulse response) com 
ordens L  e Ö,L  respectivamente [27]±[30]. 
S2) O ruído de medição ( )z n  é assumido gaussiano branco com 
variância 21 z  e descorrelacionado de qualquer outro sinal no sistema 
[27]±[33]. 
S3) Os valores esperados do tipo TE[ ( ) ( ) ( )]r q qn n j n j x x w  são 
aproximados6 por TE[ ( ) ( )]E[ ( )]r q qn n j n j x x w  para qualquer 
valor de j  [27]±[30], [32], [33]. 
S4) Considera-se que as fases iniciais 3q  e q  de ( ),d n  0, ( )qx n  e 
1, ( )qx n  podem assumir valores diferentes entre realizações dos 
sistemas de NANE [2, pp. 122], [27]±[30] (para detalhes, veja 
Apêndice A). 
Agora, visando simplificar a derivação do modelo, algumas expressões 
introduzidas na Seção 2.2 são reescritas utilizando as suposições 
previamente apresentadas. Por exemplo, o ruído ( )d n  pode ser reescrito 
como 
 
1
( ) ( ) cos(&   3 
Q
q q q q
q
d n z n D n
 
   '¦   (2.12) 
onde 3 3  q q q'    Ou ainda,  
 
T
1
( ) ( ) ( )
Q
q q
q
d n z n n
 
 ¦d x   (2.13) 
com 
                                                        
6
 Em particular, a validade de tal aproximação é analisada em [37]. 
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para tal filtro, primeiramente o quadrado de ( )e nc  é computado, em 
seguida, toma-se o valor esperado utilizando as Suposições S2-S4 e, 
então, minimiza-se a expressão resultante com respeito a opt .qw  
Assim, 
 
opt 1Ö[   @
( ).
q q q q q q
q
   
 f
w + + + G
w
  (2.30) 
Portanto, nos sistemas de NANE, quando a convergência ocorre, cada 
filtro adaptativo converge para seu valor ótimo, isto é, opt( ) ,q qf  w w  
mesmo quando Ö( ) ( ).s n s nz  Particularmente, tal afirmação não é 
válida para os sistemas de ANC que visam o tratamento de ruídos de 
banda larga [32]. 
c) Considere para as matrizes Ö q+  e q+  [definidas em (2.25) e  
(2.29), respectivamente], as seguintes notações: 
 
q q
q
q q
D Jª º
 « »
J D« »¬ ¼
+   (2.31) 
e 
 
Ö Ö
Ö
Ö Ö
q q
q
q q
D Jª º
 « »
J D« »¬ ¼
+   (2.32) 
onde 
 
j(e ) jq q qS Z  D  J   (2.33) 
e 
 
jÖ Ö Ö(e ) jq q qS Z  D  J   (2.34) 
são, respectivamente, as respostas em frequência do caminho 
secundário e do caminho secundário estimado na frequência & q  
Assim, tendo em vista (2.31)-(2.34) e (2.28), nota-se que quando Ö( )s n  
modela precisamente ( )s n  na frequência &q  [isto é, 
j jÖ(e ) (e ),q qS SZ Z  implicando Ö ]q q + +  o filtro adaptativo em 
regime permanente, dado por (2.28), torna-se independente de  q  em 
outras palavras, ( )q nw  atinge o mesmo valor em regime permanente 
em qualquer modo de operação considerado. 
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denotada por ex ( ),J f  representa o EQM em excesso em regime 
permanente. 
b) O EQM mínimo obtido em regime permanente minJ  é função da 
variância do ruído de medição 21 z  e da potência de cada senoide em 
( ),d n  dada por 2 2 2,q qDE  multiplicada pelo termo de desajuste % q  
A partir de (2.63) e (2.64), verifica-se que a potência da senoide com 
frequência &q  é ajustada para o valor desejado apenas se % q   o 
que é obtido quando Ö. .q q  e Ö q q  ou, equivalentemente, quando 
j& M&Ö(e ) (e )q qS S  [veja (2.33) e (2.34)]. Em outras palavras, para se 
obter a equalização desejada, as respostas em frequência do caminho 
secundário e do caminho secundário estimado devem ser iguais nas 
frequências de operação do sistema de NANE. Uma análise inicial 
sobre a equalização imperfeita foi apresentada em [34], utilizando, 
porém, uma abordagem diferente. Aqui, o problema da equalização 
imperfeita é apresentado como um dos resultados da modelagem 
estocástica do sistema de NANE. 
c) Para o cenário ideal (isto é, 21 z   e % q   para todo )q  o EQM 
em regime permanente é dado por 
 
2 2
o
1

2
Q
q q
q
D
J
 
 ¦   (2.65) 
caracterizando o EQM em regime permanente ideal. 
d) A equalização imperfeita também pode ser medida pela diferença 
absoluta entre oJ  e as potências das senoides do ruído acústico. 
Assim,  
 
2 2
1
|1 % _ 
2
Q
q q
q
q
D
P
 
'  ¦   (2.66) 
Tal medida pode ser utilizada pelo projetista para selecionar um 
caminho secundário estimado de menor ordem e que modele 
precisamente o caminho secundário nas frequências de operação, 
visando, ao mesmo tempo, reduzir a complexidade computacional e 
prevenir uma distorção indesejada na equalização. Por exemplo, a 
partir de uma estimativa precisa e de alta ordem do  caminho 
secundário, diversos caminhos secundários com menor ordem são 
estimados através de um procedimento de identificação de sistemas 
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[3]. Então, a estimativa que produzir um pequeno valor de P'  (isto 
é, uma distorção negligenciável na equalização) é a escolhida para ser 
utilizada no sistema de NANE. 
e) A distorção na equalização (causada por uma estimativa imprecisa 
do caminho secundário) pode também ser avaliada através de (2.64) e 
(2.66). Para tal, considere (2.64) reescrita como 
 
2 2
2 2
(. .    
%
(.  .     
q q q q
q
q q q q q q
 '   '
 
 '   '
  (2.67) 
com Ö. . .q q q'    e Ö  q q q'    denotando, respectivamente, a 
diferença entre as partes reais e imaginárias das respostas em 
frequência do caminho secundário e do caminho secundário estimado 
na frequência &q  [veja (2.33) e (2.34)]. Assim, com respeito à 
equalização de cada senoide do ruído acústico, os seguintes pontos 
podem ser destacados: 
1) Para  q   (modo neutro), tem-se % q   e, como 
consequência |1 % _ q   Em outras palavras, no modo neutro 
não há distorção na equalização, independentemente dos valores 
de .q'  e  q'   
2) Para  q   (modo de cancelamento), tem-se |1 | 0;q\ z  
entretanto, uma vez que |1 % _q  é multiplicado por 2q  (que é 
zero) em (2.66), também não ocorre distorção na equalização nesse 
caso. 
3) Para 0  q   (modo de atenuação), à medida que q  é 
reduzido de 1 para 0, a diferença |1 % _q  é aumentada. Entretanto, 
nesse caso, a distorção na equalização é limitada, pois, em (2.66), 
|1 % _q  é multiplicado por 2q  (que possui valor pouco 
significativo devido a 0  q   
4) Para  q !  (modo de amplificação), à medida que q  é 
aumentado, a diferença |1 % _q  também aumenta, sendo ainda 
amplificada pelo valor de 2q  no numerador de (2.66). Assim, 
especialmente no modo de amplificação, é de suma importância 
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1   é utilizado, ambos os modelos predizem satisfatoriamente os 
resultados de simulação (tanto na fase transiente quanto em regime 
permanente). Entretanto, quando o passo de adaptação é ajustado para 
1   nota-se das Figuras 2.4(c) e (d) que o modelo proposto supera 
o modelo dado em [27], principalmente em regime transiente. Nesse caso, 
enquanto o modelo dado em [27] descreve (erroneamente) uma 
convergência suave para os coeficientes do filtro adaptativo e o EQM, o 
modelo proposto mostra que o sistema exibe uma convergência irregular, 
estando de acordo com os resultados de simulação. Finalmente, 
aumentando o passo de adaptação para 0,03,P   verifica-se através 
Figura 2.5(f) que o modelo proposto apresenta uma certa discrepância 
com os resultados de simulação. Entretanto, em contraste com o modelo 
de [27], o modelo estocástico proposto é ainda capaz de descrever 
(mesmo de forma aproximada) a real tendência de comportamento do 
EQM (por exemplo, uma taxa de convergência menor é obtida quando o 
valor do passo de adaptação é aumentado de 0,02 para 0,03). 
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 (f) 
Figura 2.5 - Exemplo 1. Comportamento médio dos coeficientes adaptativos 
(esquerda) e EQM (direita) obtidos por simulações de MC (linha irregular cinza), 
pelo modelo dado em [27] (linha tracejada escura) e pelo modelo proposto (linha 
sólida escura). Os valores em regime permanente são indicados por linhas 
pontilhadas escuras. (a) e (b) 1   (c) e (d) 1   (e) e (f) 1   
2.4.2 Exemplo 2 
 Neste exemplo, o sinal ( )d n  é composto por três senoides com 
amplitudes 1 2 3 2 3D D D    e frequências 1&   2&   
e 3&   rad/amostra. Aqui, são utilizados três conjuntos diferentes 
de parâmetros 1   2  e 3   No primeiro caso, adota-se o modo de 
cancelamento para todas as frequências, isto é, 1 2 3       No 
segundo, assume-se 1   e 2 3     visando manter apenas uma 
pequena proporção do componente fundamental de ( ).d n  No terceiro 
caso, uma configuração mais geral é considerada com 1   2   e 
3   Para os passos de adaptação utiliza-se 1 2 3       
(para fins de comparação tem-se máx 0,015,P #  o qual foi obtido 
experimentalmente através de simulações de MC). 
 A Figura 2.6 apresenta o comportamento médio dos coeficientes 
adaptativos e o EQM obtidos por simulações de MC, pelo modelo dado 
em [27] (apenas quando 1 2 3       e pelo modelo proposto. A 
partir da Figura 2.6, verifica-se que o modelo proposto descreve 
satisfatoriamente os resultados obtidos através das simulações de MC em 
todos os cenários de operação considerados, superando mais uma vez o 
modelo dado em [27], veja Figuras 2.5(a) e (b). Adicionalmente, 
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verifica-se que, quando parâmetros de ganho não nulos são utilizados, o 
EQM em regime permanente ( )J f  [obtido através de (2.61)] é diferente 
do valor desejado oJ  [dado por (2.65)]. Por exemplo, na Figura 2.6(d) 
tem-se ( ) 17,01dB,J f    entretanto o 18,75 dB.J    O mesmo é 
observado na Figura 2.6(f), onde ( ) 4,00 dBJ f   e o 5,23 dB.J   Em 
particular, tais discrepâncias ocorrem devido a equalização imperfeita das 
senoides em ( ).d n  Nota-se das expressões de modelo (2.66) e (2.67), que 
a equalização imperfeita pode ser controlada melhorando a estimação do 
caminho secundário nas frequências de operação do sistema de NANE. 
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 (f) 
Figura 2.6 - Exemplo 2. Comportamento médio dos coeficientes adaptativos 
(esquerda) e EQM (direita) obtidos por simulações de MC (linha irregular cinza), 
pelo modelo dado em [27] (linha tracejada escura) e pelo modelo proposto (linha 
sólida escura). Os valores em regime permanente são indicados por linhas 
pontilhadas escuras. (a) e (b) 1 2 3       (c) e (d) 1   e 2 3     
(e) e (f) 1   2   e 3   
2.4.3 Exemplo 3 
 Neste exemplo, o procedimento apresentado na Seção 2.3.6-d para 
selecionar um caminho secundário estimado apropriado é realizado 
visando reduzir a distorção na equalização observada no Exemplo 2 
quando 1   1   e 3   Agora, partindo com uma estimativa 
precisa e de alta ordem do caminho secundário (veja Figura 2.4), diversos 
caminhos secundários estimados Ö( )s n  de menor ordem são obtidos 
através de um processo de identificação de sistema (cuja estrutura típica 
é ilustrada na Figura 2.7). Então, a estimativa que produzir um valor de 
P'  negligenciável (como discutido na Seção 2.3.6-d) é a escolhida para 
ser utilizada no sistema de NANE.  
 Na estrutura de identificação de sistema mostrada na Figura 2.7, 
visando modelar precisamente o caminho secundário nas frequências de 
operação do sistema de NANE, um sinal de entrada ( )nX  com potência 
concentrada em tais frequências é utilizado, isto é, 
 
1
2( ) 1 ( ) cos(& 
Q
q
q
n r n nQ 
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X   O ¦   (2.69) 
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Figura 2.7 - Exemplo 3. Estrutura típica utilizada para identificação de sistema 
utilizando o algoritmo LMS (least-mean-square) [3]. 
 
Figura 2.8 - Exemplo 3. Distorção na equalização desejada para diversos 
valores de Ö.L  
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 (b) 
Figura 2.9 - Exemplo 3. Comportamento médio dos coeficientes adaptativos (a) 
e EQM (b) obtidos por simulação de MC (linha irregular cinza) e pelo modelo 
proposto (linha sólida escura), utilizando Ö( )s n  com ordem Ö 24L   e 0,9.O   
2.5 CONCLUSÕES 
 Neste capítulo, um modelo estocástico para o algoritmo FxLMS 
operando em sistemas de NANE foi desenvolvido. Em contraste com 
outros modelos discutidos na literatura, o modelo proposto é derivado 
levando em consideração o comportamento dinâmico dos coeficientes 
adaptativos durante todo o processo de adaptação. Tal procedimento tem 
como resultado expressões de modelo que descrevem precisamente o 
comportamento médio dos coeficientes adaptativos, o EQM e o PEQM. 
Utilizando as expressões de modelo aqui derivadas, importantes aspectos 
do comportamento do algoritmo FxLMS operando em sistemas de NANE 
foram determinados, fornecendo um melhor entendimento do 
comportamento de tais sistemas na fase transitória e em regime 
permanente. Através de resultados de simulação, a precisão do modelo 
proposto foi avaliada para diferentes condições de operação. 
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3. MODELAGEM ESTOCÁSTICA DO ALGORITMO FXLMS 
OPERANDO EM SISTEMAS MULTICANAL DE NANC 
 
 Em aplicações em que se deseja reduzir a intensidade de ruídos 
acústicos periódicos em regiões de médio e grande volume (por exemplo, 
cabine de automóveis), sistemas multicanal de NANC podem ser 
utilizados [16], [17], [35]±[39]. Em tais sistemas, diversas fontes 
secundárias (por exemplo, alto-falantes) e microfones de erro são 
distribuídos no espaço tridimensional visando ampliar a região de 
atenuação do ruído acústico. Tendo em vista que o algoritmo adaptativo 
FxLMS é um dos mais difundidos em aplicações de ANC, a sua análise 
teórica quando operando em um sistema multicanal de NANC é um 
tópico importante de pesquisa que ainda está em aberto, mesmo 
considerando alguns trabalhos interessantes da literatura. Por exemplo, 
em [40] e [41] o comportamento do algoritmo FxLMS operando em 
sistemas multicanal de NANC é analisado frente a modelagens imprecisas 
dos caminhos secundários. Em [18], as condições de convergência11 dos 
sistemas multicanal de NANC são apresentadas. Agora, em [24], 
utilizando a teoria desenvolvida em [42], sistemas multicanal de NANC 
(operando com o algoritmo FxLMS) são representados através de suas 
funções de transferência, visando analisar seu comportamento em regime 
permanente. Por outro lado, com respeito especificamente à análise 
estocástica do algoritmo FxLMS operando em sistemas multicanal de 
NANC, não se tem conhecimento até o momento de algum trabalho. 
Portanto, visando preencher essa lacuna, este trabalho de pesquisa estende 
a análise estocástica realizada no Capítulo 2 para o caso de sistemas 
multicanal de NANC. 
 Este capítulo é organizado como segue. Na Seção 3.1, os sistemas 
multicanal de NANC operando com o algoritmo FxLMS são revisitados. 
Na Seção 3.2, expressões de modelo descrevendo o comportamento 
médio dos coeficientes dos filtros adaptativos e o EQM são derivadas. 
Adicionalmente, expressões para a predição dos valores em regime 
permanente dos filtros adaptativos são obtidas. Comparações entre 
                                                        
11
 Em [18] é apresentada uma expressão para determinar o passo de adaptação 
máximo, tal valor entretanto é obtido a partir de uma análise em regime 
permanente e assume que o passo de adaptação é pequeno. 
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resultados de simulação de MC e predições obtidas do modelo proposto 
são apresentadas na Seção 3.3. 
3.1 REVISITANDO OS SISTEMAS MULTICANAL DE CONTROLE ATIVO DE 
RUÍDO PERIÓDICO 
 A Figura 3.1 apresenta o diagrama de um sistema multicanal de 
NANC contendo Q sinais de referência, G fontes secundárias (por 
exemplo, alto-falantes) e K microfones de erro. Em tal sistema, o ruído 
primário no k-ésimo microfone de erro é modelado como 
 
, ,
1
( ) ( ) cos( ).
Q
k k q k q k q
q
d n z n D n
 
  Z  M¦   (3.1) 
 
Figura 3.1 - Diagrama de um sistema multicanal de NANC. 
 O sistema multicanal de NANC considerado aqui utiliza Q Gu  
filtros adaptativos em paralelo, cada um contendo dois coeficientes 
adaptativos com dois sinais de referência em quadratura, dados por 
 
0,
1,
( ) cos( )
( ) ( ) sen( )
q q q
q
q q q
x n n
n
x n n
Z  Tª º ª º
  « » « »
Z  T« » « »¬ ¼ ¬ ¼
x   (3.2) 
onde qT  denota a fase inicial dos q-ésimos sinais de referência. O sinal 
de saída de cada filtro adaptativo é dado por 
 
T
, ,
( ) ( ) ( )q g q g qn n n y w x   (3.3) 
com , , T
, 0 1( ) [ ( ) ( )]q g q gq g n w n w n w  denotando o vetor de coeficientes do 
filtro adaptativo que processa os q-ésimos sinais de referência e que é 
conectado à g-ésima fonte secundária. Assim, o sinal introduzido no 
domínio acústico através da g-ésima fonte secundária é 
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os resultados do modelo estocástico proposto são comparados apenas com 
os resultados obtidos por simulações de MC. 
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 (d) 
Figura 3.2 - Respostas ao impulso típicas de caminhos secundários de um sistema 
multicanal de NANC, de [43]. (a) Resposta ao impulso 1,1( ).s n  (b) Resposta ao 
impulso 1,2( ).s n  (c) Resposta ao impulso 2,1( ).s n   (d) Resposta ao impulso 
2,2( ).s n  
3.3.1 Exemplo 1 
 Neste exemplo, a precisão do modelo proposto é avaliada em um 
cenário no qual o sistema multicanal de NANC configurado com 2G   
e 2K   é utilizado para cancelar um ruído acústico senoidal com 
frequência 1&   rad/amostra. No cenário adotado, assume-se que 
1,1 1,2 2.D D   Para os passos de adaptação dos filtros adaptativos são 
considerados os valores: 1,1 1,2 0,1P  P   e 1,1 1,2 0,2P  P   (para fins de 
comparação, tem-se máx 0,64,P #  o qual foi obtido experimentalmente 
utilizando simulações de MC). A Figura 3.3 ilustra o comportamento 
médio dos coeficientes adaptativos e os EQM obtidos por simulações de 
MC e pelo modelo proposto. A partir dessa figura, verifica-se que o 
modelo proposto descreve satisfatoriamente as simulações em ambos os 
cenários considerados, tanto no regime transitório quanto em regime 
permanente.  
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          (d) 
Figura 3.3 - Exemplo 1. Comportamento médio dos coeficientes adaptativos 
(esquerda) e EQM (direita) obtidos por simulações de MC (linha irregular cinza) 
e pelo modelo proposto (linha sólida escura). Os valores em regime permanente 
são indicados por linhas pontilhadas escuras. (a) e (b) 0,1.P   (c) e (d) 0,2.P   
3.3.2 Exemplo 2 
 Neste exemplo, assume-se que o mesmo ruído acústico do 
Exemplo 1 deve ser cancelado utilizando agora o sistema multicanal de 
NANC em duas configurações diferentes. Na primeira, considera-se 
2G   e 1K   e, na segunda, 1G   e 2.K   Para o passo de adaptação, 
é considerado o valor de 0,2 para todos os filtros adaptativos (para fins de 
comparação, tem-se máx 0,69P #  para o primeiro cenário e máx 0,86P #  
para o segundo, sendo ambos os valores de passo máximo obtidos 
experimentalmente através de simulações de MC, considerando o mesmo 
valor de passo para todos os filtros adaptativos).  
 A Figura 3.4 ilustra o comportamento médio dos coeficientes 
adaptativos e as curvas do EQM obtidos por simulações e pelo modelo 
proposto. Nota-se que a utilização de um passo de adaptação igual a 0,2 
produz convergências irregulares (isto é, com algumas oscilações na fase 
transitória) em ambas as configurações, as quais são satisfatoriamente 
descritas pelo modelo proposto. Particularmente, verifica-se que, para a 
configuração 2G   e 1,K   os coeficientes adaptativos não convergem 
para as soluções de menor norma [computadas por (3.31) e indicadas 
pelas linhas tracejadas na Figura 3.4(a)], o que é corretamente descrito 
por (3.19). Adicionalmente, observa-se que para a configuração 1G   e 
2K   (isto é, número de fontes secundárias menor do que o número de 
microfones), os EQM em regime permanente apresentam valores 
elevados. Tal comportamento decorre do fato do sistema ser 
0 200 1000
Iterações
400 600 800
0
20
30
10
EQ
M
 
(dB
)
70 CAPÍTULO 3 
 
subdeterminado (isto é, ),G K  como explicado em [18], [24]. Vale 
ressaltar que tal configuração não é usualmente considerada em 
aplicações práticas. 
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 (d) 
Figura 3.4 - Exemplo 2. Comportamento médio dos coeficientes adaptativos 
(esquerda) e EQM (direita) obtidos por simulações de MC (linha irregular cinza) 
e pelo modelo proposto (linha sólida escura). Os valores em regime permanente 
são indicados por linhas pontilhadas escuras. (a) e (b) 2G   e 1.K   (c) e (d) 
1G   e 2.K   
3.3.3 Exemplo 3 
 Aqui, considera-se que o sistema multicanal de NANC deve 
cancelar um ruído senoidal com componentes de frequência dadas por 
1 0,1 ,Z  S  2 0,2Z  S  e 3 0,3Z  S  rad/amostra e amplitude , 2 3q kD   
para todo q e k. Além disso, nesse exemplo são considerados três 
conjuntos de valores para G  e .K  No primeiro cenário utiliza-se 2G   
e 2,K   no segundo 2G   e 1K   e no terceiro cenário 1G   e 3.K   
Para os passos de adaptação, o valor de 0,1 é utilizado para todos os filtros 
adaptativos (para fins de comparação, tem-se máx 0,14P #  para o 
primeiro cenário, máx 0,31P #  para o segundo e máx 0,76P #  para o 
terceiro). A Figura 3.5 ilustra o comportamento médio dos coeficientes 
adaptativos e os EQM obtidos por simulações de MC e pelo modelo 
proposto. Verifica-se que o modelo proposto descreve satisfatoriamente 
os resultados das simulações em todos os cenários considerados, tanto em 
regime transitório quanto em regime permanente. Particularmente, para 
uma melhor visualização, nas Figuras 3.5(a) e (c) são apresentados os 
comportamentos médios apenas de alguns coeficientes adaptativos. 
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          (d) 
    
          (e) 
 
          (f) 
Figura 3.5 - Exemplo 3. Comportamento médio dos coeficientes adaptativos 
(esquerda) e EQM (direita) obtidos por simulações de MC (linha irregular cinza) 
e pelo modelo proposto (linha sólida escura). Os valores em regime permanente 
são indicados por linhas pontilhadas escuras. (a) e (b) 2G   e 2.K   (c) e (d) 
2G   e 1.K   (e) e (f) 1G   e 2.K   
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3.4 CONCLUSÕES 
 Neste capítulo, um modelo estocástico para o algoritmo FxLMS 
operando em sistemas multicanal de NANC foi apresentado. De forma 
similar ao discutido no Capítulo 2, o modelo proposto é derivado levando 
em consideração o comportamento dinâmico dos filtros adaptativos 
durante o processo de adaptação. Tal procedimento tem como resultado 
expressões de modelo que descrevem precisamente o comportamento 
médio dos coeficientes adaptativos como também o EQM. Através de 
resultados de simulação, a precisão do modelo proposto foi avaliada para 
diversas condições de operação, incluindo diferentes valores de passo de 
adaptação, distintas configurações quanto ao número de fontes 
secundárias e número de microfones de erro, além de diferentes senoides 
para a representação do ruído acústico. 
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4. MODELAGEM ESTOCÁSTICA DO ALGORITMO NLMS 
CONSIDERANDO FILTRO ADAPTATIVO E PLANTA COM 
DIFERENTES ORDENS 
 
 Dentre os mais importantes algoritmos adaptativos da literatura, o 
NLMS (normalized least-mean-square [1]±[5]) é um dos mais utilizados 
em aplicações práticas (tais como identificação de sistemas, equalização 
de canal e cancelamento de eco [44]±[47]), devido, principalmente, à sua 
simplicidade, baixo custo computacional e robustez. Tais características 
têm promovido o interesse crescente na modelagem estocástica do 
algoritmo NLMS nos mais diferentes âmbitos de operação. 
 No contexto da modelagem estocástica do algoritmo NLMS, o 
estudo de seu comportamento quando utilizado para estimar plantas 
variantes no tempo é um tópico de pesquisa relevante que ainda está 
aberto, mesmo considerando alguns trabalhos interessantes da literatura 
[48]±[52]. Por exemplo, em [48], são derivadas expressões de modelo 
descrevendo o EQM em regime permanente de alguns algoritmos 
adaptativos (incluindo o NLMS), considerando especificamente o 
problema de estimação de uma planta representada por um modelo de 
caminhada aleatória (random walk) [53]. Os resultados de [48] foram 
então estendidos em [49] e [50], assumindo um cenário diferente no qual 
o algoritmo NLMS é utilizado para estimar uma planta periódica com 
coeficientes complexos. Recentemente, em [51], foi apresentado um 
modelo estocástico descrevendo o comportamento do algoritmo NLMS 
complexo em um cenário no qual uma planta representada por um 
processo de Markov de primeira ordem [53] é estimada. Adicionalmente, 
outro modelo estocástico foi derivado em [52], também assumindo a 
estimação de uma planta representada por um modelo de caminhada 
aleatória (tal como em [48]), porém utilizando agora um sinal de entrada 
branco gaussiano com variância cíclica. 
 Apesar dos diferentes cenários variantes no tempo considerados 
nos trabalhos citados anteriormente, um ponto comum entre eles é a 
suposição de que o filtro adaptativo e a planta variante no tempo possuem 
a mesma ordem. A utilização de tal suposição simplifica a derivação do 
modelo estocástico, porém não é condizente com situações práticas. 
Portanto, visando preencher tal lacuna, neste trabalho de pesquisa, é 
derivado um modelo estocástico para o algoritmo NLMS operando com 
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sinais de entrada branco e correlacionado (ambos com distribuição 
gaussiana), contemplando cenários em que o filtro adaptativo e a planta 
possuem ordens distintas16.  
 Este capítulo é organizado como segue. Na Seção 4.1, o algoritmo 
NLMS é revisitado e a formulação da planta variante no tempo 
considerada aqui é discutida. A Seção 4.2 apresenta expressões analíticas 
descrevendo o comportamento médio dos coeficientes do filtro 
adaptativo, o EQM e o passo de adaptação ótimo que minimiza o EQM 
em regime permanente (este último apenas para o caso de sinal de entrada 
branco). Comparações entre resultados de simulação e as predições 
obtidas pelo modelo proposto são mostradas na Seção 4.3. Finalmente, a 
Seção 4.4 apresenta as conclusões deste capítulo. 
4.1 ESTABELECIMENTO DO PROBLEMA 
 Em diversas aplicações é recorrente a necessidade de identificar 
sistemas práticos, representando-os através de expressões matemáticas. 
Em particular, a identificação de diversos tipos de sistemas práticos pode 
ser realizada utilizando algoritmos adaptativos operando na estrutura 
mostrada na Figura 4.1.  
 
Figura 4.1 - Configuração típica de um problema de identificação de sistemas 
utilizando o algoritmo NLMS. 
 No diagrama de blocos da Figura 4.1, o ( )nw  representa a resposta 
ao impulso (de ordem N) de uma planta variante no tempo, cujas 
mudanças devem ser rastreadas pelo filtro adaptativo17 ( )nw  (de ordem 
                                                        
16
 Em [74], uma análise estocástica é apresentada considerando que o filtro 
adaptativo possui dimensão menor do que a planta a ser identificada; entretanto, 
tal trabalho considera especificamente o algoritmo LMS operando em um 
ambiente estacionário (isto é, com planta invariante no tempo). 
17
 Em uma aplicação de identificação de sistemas, como a mostrada na Figura 
4.1, o algoritmo adaptativo direciona a atualização de ( )nw  visando aproximar 
6o ( )nw
( )nw
( )d n
( )z n
( )e n
 


( )x n
6
( )y n
NLMS
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 Agora, visando derivar uma expressão recursiva para computar 
( ),nK  primeiramente, a regra de atualização (4.1) é reescrita em termos 
de ( ),nv  isto é, 
T
,T T
T T
,
oT
, ,
( ) ( ) ( ) ( )( 1) ( )
( ) ( ) ( ) ( )
( )[ ( ) ( ) ] ( )
( ) ( )
(1 ) ( ) ( ).
M M M
M M
M M M M
M N M M N
M M
M N M N
n z n n n
n n
n n n n
n n n
n
n n
n n
ª º
  P  P« »
 -  -« »¬ ¼

P
 -
  D 
x x x
v I v
x x x x
x x x 
w
x x
 0  3
  (4.22) 
Então, determinando o produto externo T( 1) ( 1),n n v v  tomando o 
valor esperado de ambos os lados da expressão resultante e utilizando as 
Suposições S1-S5, obtém-se 
 
2
,
2
2
min , 1 ,2
2( 1) 1 ( ) {tr[ ( )] 2 ( )}( 2)
{ tr[ ( )]} ( )
( 2)
M M
x N N M M
x
n n n n
M M M
J n n
M M
P P§ ·    ¨ ¸ © ¹
P
  V 
V 
K K K I K
Z K I +
  (4.23) 
com 
 
T T
3 , , 3
2 T 2 T
, 2 , , ,
( ) (1 ) 1 [ ( ) ( )]
(1 ) ( )
M N M N
M N M N M N M N
n n n
M
n M
P§ ·  D  ¨ ¸
© ¹
  D  V
+ .   .
 .   
  (4.24) 
onde T3( ) E[ ( ) ( )].n n n K v 0  Visando obter uma expressão recursiva para 
calcular 3( ),nK  primeiramente, o produto externo T( 1) ( 1)n n v 0  é 
determinado, na sequência, o valor esperado é computado de ambos os 
lados da expressão resultante e, então, as Suposições S1-S5 são 
consideradas. Assim, 
 
2
3 3 , , 2( 1) 1 ( ) (1 ) ( ).M N M Nn n nM M
P§ ·  D  V D D¨ ¸
© ¹
K K   .   (4.25) 
 Portanto, o EQM do algoritmo NLMS pode ser agora 
completamente determinado utilizando (4.15) juntamente com (4.20) e 
(4.23). Adicionalmente, as matrizes ( ),nK  1( ),nK  2 ( )nK  e 3( )nK  são 
inicializadas como segue: 
 
T T
, 1 1 ,(0) M N M N K  Z Z    (4.26) 
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T
1 1 1(0)  K w w   (4.27) 
 
T
2 1 2 1 2(0) ( )( )  K w w w w   (4.28) 
e 
 
T
3 , 1 1 2(0) ( ) .M N  K  Z Z Z   (4.29) 
4.2.1.5 EQM em regime permanente 
 Nesta seção, uma expressão analítica descrevendo o EQM em 
regime permanente é derivada. Para tal, toma-se o limite de (4.15) para 
.nof  Assim, 
 min ex( ) ( ) ( )J J J JGf   f  f   (4.30) 
com 
 
2
, 1( ) tr[ ( )]x N NJG f  V fZ K   (4.31) 
onde 1( )fK  é obtido tomando o limite de (4.20) para ,nof  resultando 
em 
 
2
T
1 2 2 ,2( ) .1 N N
MVf  
D
K w w I   (4.32) 
Além disso, 
 
2
ex
2 T
( ) tr[ ( )]
( )
x
x
J f  V f
 V f
K
1 k
  (4.33) 
denota o EQME em regime permanente, onde 1  é um vetor de 1 sc  com 
dimensão M e ( ),fk  o vetor com os elementos da diagonal principal de 
( ).fK  Particularmente, para determinar ( ),fk  primeiramente, 
computa-se o limite da expressão resultante para nof  e, então, toma-se 
os elementos da diagonal de (4.23). Assim, 
 
2 2 2
min , 11
2
tr[ ( )] 2( ) (1 )[ (1 ) ]( 2)
x N N
x
J
MM M

­ ½P  P V f P° °
f  ® ¾
 D  D  DPV ° °¯ ¿
Z K
k C 1 2  
 (4.34) 
com 
 
T
,
2 1
2 2( 2)M MM M M
ª ºP P P§ ·  ¨ ¸« » © ¹¬ ¼
C I 11   (4.35) 
e 2  denotando um vetor de ordem M, com os primeiros N  elementos 
unitários e os demais nulos (particularmente, para ,M Nd  tem-se ). 2   
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Para o cálculo de 1C  [requerido em (4.34)], pode-se utilizar a fórmula 
de Sherman-Morrison-Woodbury [55], o que resulta em 
 
T
,1 ( 2)(2 )
.
2 ( 2 ) 2
M MMM
M

ª º P  P
 « »
P  P P« »¬ ¼
I 11
C   (4.36) 
Agora, substituindo (4.36) em (4.34) e o resultado obtido em (4.33), o 
EQME em regime permanente pode ser expresso como 
 ex ex,0 ex,1( ) ( ) ( )J J Jf  f  f   (4.37) 
com 
 
2
ex,0 min , 1( ) { tr[ ( )]}( 2) (2 ) x N N
MJ J
M
P
f   V f
 P
Z K   (4.38) 
caracterizando a parcela do EQME relacionada ao ruído do gradiente no 
processo de adaptação [1]±[5] e 
 
2 2
ex,1
2 min( , )( ) (1 )[ (1 ) ](2 )
x M N MJ
M
MV Vf  
 D D  DP P
  (4.39) 
a parcela do EQME correspondente ao rastreamento da planta variante no 
tempo. 
 É bem conhecido da literatura, [2]±[5] e [56], que ex,0 ( )J f  é uma 
função crescente com respeito ao passo de adaptação ,P  enquanto
ex,1( )J f  é uma função decrescente com respeito a P  [tendo em vista que 
valores maiores de passo são requeridos para que o filtro adaptativo ( )nw  
possa rastrear adequadamente as variações da planta, reduzindo 
ex,1( )].J f  Esse comportamento antagônico de ex,0 ( )J f  e ex,1( )J f  em 
relação ao passo de adaptação faz com que ex ( )J f  [dado por (4.37)] 
apresente um ponto de mínimo sob certas condições de operações (como 
discutido em [51]). O valor de passo oP  que leva o EQME ao menor valor 
possível em regime permanente pode ser determinado encontrando o 
mínimo de (4.37). Assim, tomando a derivada de (4.37) com respeito a 
,P  igualando o resultado a zero e considerando o ,P  P  obtém-se 
 o
1 [2 (1 )] 1 (1 )M M O D  D  O D
P  
DO
  (4.40) 
para 
 
min
, 12 2
1 (1 )
tr[ ( )] .( 2)min( , )N N
x
J
M N MM
­ ½  D° °
O   f® ¾
V V° °¯ ¿
Z K   (4.41) 
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Note que o descasamento entre a ordem do filtro adaptativo e a ordem do 
sistema a ser estimado implica o surgimento dos termos 
, 1tr[ ( )]N N fZ K  
e min( , )N M  nas expressões de modelo do EQM em regime permanente 
e do passo de adaptação ótimo [veja (4.31), (4.38), (4.39) e (4.41)]. Em 
particular, para o caso em que M N  (usualmente considerado na 
análise estocástica de algoritmos adaptativos), tem-se 
, 1tr[ ( )] 0N N f  Z K  e min( , ) .N M M  
4.2.2 Modelo estocástico para sinal de entrada correlacionado 
gaussiano 
4.2.2.1 Comportamento médio dos coeficientes do filtro adaptativo 
 Nesta seção, é derivada uma expressão descrevendo o 
comportamento médio dos coeficientes do filtro adaptativo quando o sinal 
de entrada é correlacionado. Para tal, primeiramente, (4.3) é substituído 
em (4.2) e o resultado em (4.1). Na sequência, o valor esperado é 
computado em ambos os lados da expressão resultante e, então, as 
Suposições S1-S4 são consideradas. Assim, obtém-se 
 
, 1 2 oE[ ( 1)] ( )E[ ( )] E[ ( )]M Mn n n  P Pw I R w R w   (4.42) 
onde oE[ ( )]nw  é dado por (4.9), 
 
T
1 T
( ) ( )E
( ) ( )
M M
M M
n n
n n
ª º
 « »
« »¬ ¼
x xR
x x
  (4.43) 
e 
 
T
2 T
( ) ( )
E
( ) ( )
M N
M M
n n
n n
ª º
 « »
« »¬ ¼
x xR
x x
  (4.44) 
são as matrizes de autocorrelação normalizadas (de dimensões M Mu  e 
,M Nu  respectivamente) do sinal de entrada ( ).x n  Em particular, os 
cálculos de 1R  e 2R  são apresentados no Apêndice D. 
4.2.2.2 Filtro adaptativo em regime permanente 
 Agora, tomando o limite de (4.42) para nof  e assumindo 
 lim E[ ( )] E[ ( )]
n
n
of
 fw w   (4.45) 
os valores dos coeficientes do filtro adaptativo em regime permanente 
podem ser calculados como 
 
1
1 2 2E[ ( )] .f  w R R w   (4.46) 
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1
/     ( ) tr[( ) ( )]N N N M M M M NJ n n R R R R K   (4.51) 
denotando a parcela do EQM que surge quando M N  [em particular, 
M Nt  implica / ( ) 0].J n   Adicionalmente,  
 ex ,( ) tr[ ( )]M MJ n n R K   (4.52) 
representa o EQME. Levando em consideração (4.51) e (4.52), nota-se 
que o EQM (4.50) será completamente determinado apenas se a matriz de 
correlação ( )nK  for conhecida. 
4.2.2.4 Matriz de correlação do vetor de erro do filtro adaptativo 
 Agora, visando derivar uma expressão recursiva para computar 
( ),nK  primeiramente, a regra de atualização (4.1) é reescrita em termos 
de ( )nv  [dado por (4.47) para o caso de sinal de entrada correlacionado], 
isto é, 
T
1
, 1 2T
T T
1
1 2 oT T T
( ) ( )( 1) ( ) [(1 ) ( ) ( )]
( ) ( )
( ) ( ) ( ) ( ) ( ) ( )( ) .
( ) ( ) ( ) ( ) ( ) ( )
M M
M M
M M
M N M M M
M M M M M M
n n
n n n n
n n
n n n n n z n
n
n n n n n n


ª º
  P   D « »
« »¬ ¼
ª º
 P   P« »
« »¬ ¼
x x
v I v R R 0 3
x x
x x x x xR R w
x x x x x x
 
 (4.53) 
Então, determinando o produto externo T( 1) ( 1),n n v v  tomando o 
valor esperado de ambos os lados da expressão resultante, utilizando as 
Suposições S1-S4 e aproximações do tipo 
 
T T
, 1 , 1T T
1 1 ,
( ) ( ) ( ) ( )E ( ) 2 ( )
( ) ( ) ( ) ( )
tr[ ( )]
M M M M
M M M M
M M M M
M M
n n n n
n n
n n n n
n
ª º
#« »
« »¬ ¼

x x x xA R A R
x x x x
R R A
  (4.54) 
 
T T
, 2 , 1T T
1 2 ,
( ) ( ) ( ) ( )E ( ) 2 ( )
( ) ( ) ( ) ( )
tr[ ( )]
M N M M
N M N M
M M M M
N M
n n n n
n n
n n n n
n
ª º
#« »
« »¬ ¼

x x x xA R A R
x x x x
R R A
  (4.55) 
 
TT
T
, 1 , 2T T
T
1 2 ,
( ) ( )( ) ( )E ( ) 2 ( )
( ) ( ) ( ) ( )
tr[ ( )]
N MM M
M N M N
M M M M
M N
n nn n
n n
n n n n
n
ª º
#« »
« »¬ ¼

x xx x A R A R
x x x x
R R A
  (4.56) 
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T T
T
, 2 , 2T T
1 3 ,
( ) ( ) ( ) ( )
E ( ) 2 ( )
( ) ( ) ( ) ( )
tr[ ( )]
M N N M
N N N N
M M M M
N N
n n n n
n n
n n n n
n
ª º
#« »
« »¬ ¼

x x x xA R A R
x x x x
R R A
  (4.57) 
onde os indíces de ( )nA  em (4.54)-(4.57) indicam sua dimensão e 
 
T
3 T
( ) ( )
E
( ) ( )
N N
M M
n n
n n
ª º
 « »
« »¬ ¼
x xR
x x
  (4.58) 
é uma matriz de autocorrelação normalizada cujo cálculo é apresentado 
no Apêndice D. Assim, a expressão recursiva para computar a matriz de 
correlação ( )nK  é dada por 
 
1 1
2 2 2
1 1 1 4
2 T 1
1 3 2 1 2 1
( 1) ( ) ( ) ( )
{2 ( ) tr[ ( )]}
tr[( ) ( )] ( )
z
n n n n
n n
n n

  P P
P   P V
P  
K K K R R K
R K R R K R
R R R R R K +
  (4.59) 
com 
 
T 1
, 1 3 2 1
1 T
1 2 3 , 1
1 2 2 T 1
1 2 2 , 2 1
( ) (1 )( ) ( )
(1 ) ( )( )
[(1 ) ( ) ]
M M
M M
N N
n n
n
n


 
M
 D P
 D P
 D  V
+ , 5 . 5 5
R R K I R
R R K I R R
  (4.60) 
onde 2 ( )nK  é dado por (4.21), T3( ) E[ ( ) ( )]n n n K v 0  e 
 
T
4 T 2
( ) ( )E
[ ( ) ( )]
M M
M M
n n
n n
­ ½° °
 ® ¾
° °¯ ¿
x xR
x x
  (4.61) 
representa um momento de quarta ordem normalizado do sinal de entrada 
cujo cálculo é apresentado no Apêndice D. Agora, visando derivar uma 
expressão recursiva para computar 3( ),nK  primeiramente, o produto 
externo T( 1) ( 1)n n v 0  é determinado, na sequência, o valor esperado 
é computado em ambos os lados da expressão resultante e, então, as 
Suposições S1-S4 são utilizadas, resultando em, 
 
3 , 1 3
1 2 1
1 2 2 1 2
( 1) ( ) ( )
(1 ) ( ) .
M Mn n
n 
  D P
D D M
K I R K
R R K R R
  (4.62) 
Portanto, o EQM do algoritmo NLMS, para o caso de sinal de entrada 
correlacionado, pode ser agora completamente determinado utilizando 
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(4.50) juntamente com (4.20) e (4.59). Adicionalmente, as matrizes 
( ),nK  1( ),nK  2 ( )nK  e 3( )nK  são inicializadas como segue18: 
 
1 T T 1
1 2 1 1 2 1(0)   K R R w w R R   (4.63) 
 
T
1 1 1(0)  K w w   (4.64) 
 
T
2 1 2 1 2(0) ( )( )  K w w w w   (4.65) 
e 
 
1 T
3 1 2 1 1 2(0) ( ) .  K R R w w w   (4.66) 
4.2.2.5 EQM em regime permanente 
 Nesta seção, uma expressão analítica descrevendo o EQM em 
regime permanente é derivada. Para tal, toma-se o limite de (4.50) para 
.nof  Assim, 
 min / H[( ) ( ) ( )J J J Jf   f  f   (4.67) 
com 
 
1
/     ( ) tr[( ) ( )]N N N M M M M NJ f   fR R R R K   (4.68) 
onde 1( )fK  é dado por (4.32). Além disso, 
 ex ,( ) tr[ ( )]M MJ f  fR K   (4.69) 
denota o EQME em regime permanente. Utilizando a autodecomposição 
de 
,
,M MR  isto é, 
T
,M M M M M R Q  4  [onde MQ  é a matriz de 
autovetores de 
,M MR  e M  uma matriz diagonal com os autovalores de 
.
],M MR  (4.69) pode ser reescrita como 
 
T
ex
T
T
( ) tr[ ( )]
tr[ ( ) ]
tr[ ( )]
( )
M M M
M M M
M
M
J f  f
 f
c f
c f
Q  4 .
 4 . 4
 .
 N
  (4.70) 
onde M  é o vetor contendo os autovalores de ,M MR  e ( )c fk  é o vetor 
contendo os elementos da diagonal da matriz T( ) ( ) .M Mc f  fK Q K Q  
Para determinar ( ),c fk  primeiramente, computa-se o limite de (4.59) 
                                                        
18
 Os valores de inicialização utilizados para ( ),nK  1( ),nK  2( )nK  e 3( )nK  
decorrem do fato de que o filtro adaptativo é inicializado com um vetor nulo, isto 
é, (0) . w 0   
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para ,nof  pré- e pós-multiplica-se a expressão resultante por TMQ  e 
,MQ  respectivamente, e, então, toma-se os elementos da diagonal 
principal da matriz obtida. Assim,  
 
1 2 2 2 T 1
4 1 3 2 1 2 1( ) { tr[( ) ( )] }z c f  P V P  f k C r h R R R R K !   (4.71) 
com 
 
T
, 1 1 1 1[2( ) ]M M P P PC I H H H 11 H   (4.72) 
onde 1H  é uma matriz diagonal computada como 
T
1 1M M H Q R Q  (para 
detalhes veja Apêndice D), T1 1 1diag( ) diag( )M M  h H Q R Q  é o vetor 
contendo os elementos da diagonal de 1H  e 1  é um vetor de dimensão M 
de 1's. Além disso, T4 4 4diag( ) diag( )M M  r H Q R Q  e 
Tdiag[ ( ) ],M M f! 4 + 4  com 
 
T 1
, 1 3 2 1
1 T
1 2 3 , 1
2
1 T 1
1 2 2 1
( ) (1 )( ) ( )
(1 ) ( )( )
2
1
M M
M M


M  
f  D P f
 D f P
V

 D
+ , 5 . 5 5
R R K I R
R R R R
  (4.73) 
onde 1( )fK  é dado por (4.32) e 3( )fK  é computado tomando-se o 
limite de (4.62) para ,nof  resultando em 
 
2
1 1
3 , 1 1 2( ) [(1 ) ] .1 M M
M  Vf   D DP
 D
K I R R R   (4.74) 
Agora, substituindo (4.71) em (4.70), o EQME em regime permanente 
(para o caso de sinal de entrada correlacionado) pode ser expresso como 
 ex ex,0 ex,1( ) ( ) ( )J J Jf  f  f   (4.75) 
com 
 
T 1 2 2 2 T 1
ex,0 4 1 3 2 1 2 1( ) { tr[( ) ( )]}M zJ  f  P V P  f & U K 5 5 5 5 .   (4.76) 
denotando a parcela do EQME relacionada ao ruído do gradiente no 
processo de adaptação [2]±[5] e 
 
T 1
ex,1( ) MJ f   & !   (4.77) 
representando a parcela do EQME correspondente ao rastreamento da 
planta variante no tempo.  
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4.3 RESULTADOS DE SIMULAÇÃO 
 Nesta seção, visando avaliar a precisão do modelo proposto, 
resultados de simulação de MC (média de 300 realizações independentes) 
são comparados com as predições do modelo para diferentes cenários de 
operação. Em todos os exemplos, a variância do ruído de medição é 
2 21  z
  o parâmetro de regularização 310-  e ( )x n  é um ruído 
gaussiano de média zero, obtido a partir de 
 1 2( ) ( 1) ( 2) ( )x n x n x n v n E  E     (4.78) 
onde 1E  e 2E  são os coeficientes do processo AR(2) e ( )v n  é um ruído 
gaussiano branco com variância determinada por 
 
2 2 22
2 1
2
1 [(1 ) ].
1v
§ ·E
V  E E¨ ¸
E© ¹
  (4.79) 
Note que considerando 1 2 0,E  E   ( )x n  é reduzido a um ruído branco 
gaussiano com variância unitária [isto é, ( ) ( )x n v n  e 2 1].vV   Para 1w  
e 2 ,w  são utilizados vetores com dimensão 30,  cujos elementos são 
ilustrados na Figura 4.2. 
 
Figura 4.2 - Amostras dos vetores 1w  (linha cinza) e 2w  (linha escura). 
4.3.1 Exemplo 1 
 Neste exemplo, a precisão do modelo estocástico proposto é 
verificada (por meio da curva do EQM) considerando diferentes ordens 
para o filtro adaptativo; a saber, 22,M   26,M   30,M N   
60M   e 120.M   Além disso, utiliza-se aqui 2 65 10 ,MV  u  
0,999,D   0,2P   e dois diferentes sinais de entrada ( ),x n  isto é, sinal 
Amostras
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branco gaussiano com dispersão de autovalores19 1F   [obtido de (4.78) 
utilizando 1 2 0]E  E   e sinal correlacionado gaussiano com 110,58F   
[obtido20 de (4.78) utilizando 1 0,55E    e 2 0,80].E   Observa-se da 
Figura 4.3 que o modelo proposto descreve com precisão muita boa o 
comportamento do EQM para ambos os sinais de entrada branco [Figuras 
4.3(a) e (b)] e correlacionado [Figuras 4.3(c) e (d)], independente da 
ordem utilizada para o filtro adaptativo. 
 Observa-se da Figura 4.3 que as curvas do EQM apresentam um 
comportamento não monotônico na fase transitória. Tal comportamento 
deve-se a variação determinística da planta o ( )nw  de 1w  para 2w  na 
fase transitória. Além disso, nota-se, das Figuras 4.3(a) e (c), que o valor 
do EQM em regime permanente aumenta à medida que a ordem do filtro 
adaptativo é reduzida em relação à ordem da planta o ( ).nw  Tal acréscimo 
no valor do EQM em regime permanente é devido à submodelagem21 da 
planta o ( )nw  pelo filtro adaptativo ( ),nw  sendo considerada na 
expressão de modelo (4.38) (válida para sinal de entrada branco) pelo 
termo 
, 1tr[ ( )],N N fZ K  e na expressão (4.76) (válida para sinal de entrada 
correlacionado) pelo termo T 13 2 1 2 1tr[( ) ( )]. fR R R R K   
 Agora, verifica-se das Figuras 4.3(b) e (d) que, quanto maior a 
ordem do filtro adaptativo, menor é a velocidade de convergência do 
EQM e maior é o seu valor em regime permanente. Particularmente, para 
o caso de sinal de entrada branco, a redução na velocidade de 
convergência do EQM como consequência do aumento da ordem M do 
filtro adaptativo, pode ser compreendida analisando a expressão de 
modelo (4.23), que descreve a atualização de ( )nK  [o qual é utilizado no 
cálculo do EQM em (4.19)]. Em (4.23), nota-se que diversos elementos 
da recursão são multiplicados por ganhos inversamente proporcionais a 
M, implicando que quando maior o valor de M, menor o valor de cada 
                                                        
19
 A dispersão de autovalores é uma medida do nível de correlação de um sinal 
(quanto maior o valor da dispersão de autovalores, mais correlacionado é o sinal), 
sendo calculada como a razão entre o maior e o menor autovalor de sua matriz de 
autocorrelação. 
20
 Vale destacar, que tal valor da dispersão de autovalores é obtido para 
30,M N   para outras ordens do filtro adaptativo são obtidos diferentes 
valores de dispersão de autovalores. 
21
 O termo submodelagem refere-se à situação na qual o filtro adaptativo posssui 
ordem menor do que a da planta a ser identificada. 
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ganho e, consequentemente, mais lenta a atualização de ( ).nK  Note que 
a velocidade de convergência é reduzida à medida que M aumenta, 
mesmo que os últimos coeficientes do filtro adaptativo não estejam 
rastreando coeficientes da planta. 
 Agora, o acréscimo do EQM em regime permanente devido ao 
aumento da ordem do filtro adaptativo pode ser analisado (para o caso de 
sinal de entrada branco) particularizando a expressão (4.39) para o caso 
em que .M Nt  Em (4.39), que modela a parcela do EQM relacionada 
com a planta não estacionária [i.e., ex,1( )],J f  um aumento no valor do 
EQM devido ao incremento do valor de M implica o aumento de ambos 
o numerador e o denominador de (4.39). Entretanto, tendo em vista que 
M é multiplicado no denominador apenas por 1D  (onde 0 1), D   o 
incremento no valor do denominador devido ao aumento de M é menor 
do que o verificado no numerador, assim, o valor de ex,1( )J f  tem o seu 
valor aumentado quando M é incrementado.  
 Tal comportamento, pode também ser explicado sobre outro ponto 
de vista. Em particular, no cenário em que a ordem M  do filtro adaptativo 
é maior do que a ordem N  da planta a ser identificada, os coeficientes 
adicionais do filtro adaptativo (isto é, aqueles que não rastreiam 
coeficientes da planta), não são constantes e iguais a zeros, mas 
apresentam comportamento ruidoso. Tal comportamento contribui 
indiretamente (através da matriz de correlação do vetor de erro do filtro 
adaptativo) com o aumento do EQM em regime permanente. Além disso, 
a medida em que a ordem M  é aumentada, maior é o numero de 
coeficientes adaptativos com esse comportamento ruidoso, aumentando 
também o valor do EQM em regime permanente. Vale ressaltar, que esse 
comportamento é significativo apenas quando 2 0,MV z  ou seja, quando os 
coeficientes da planta possuem comportamento aleatório22. Na Figura 4.4, 
são apresentados os EQMs considerando 2 0MV   (todos os demais 
parâmetros são mantidos). Verifica-se que, nesse caso, o aumento da 
ordem M  não altera de forma relavante o valor do EQM em regime 
permanente. 
                                                        
22
 Para o caso em que 2 0,MV   os coeficientes adicionais do filtro adaptativo 
também apresentam comportamento ruidoso, porém com uma menor variância, 
não impactando de forma significativa no aumento do EQM em regime 
permanente. 
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        (d) 
Figura 4.3 - Exemplo 1. Curvas do EQM obtidas por simulação de MC (linhas 
irregulares cinza) e através do modelo proposto (linhas sólidas escuras). Os 
valores do EQM em regime permanente são indicados por linhas pontilhadas 
escuras. Para fins de comparação, a curva do EQM para 30M N   é mostrada 
em todas as figuras. (a) e (b) Sinal de entrada branco com 1F   [obtido de (4.78) 
considerando 1 2 0].E  E   (c) e (d) Sinal de entrada correlacionado com 
110,58F   [obtido de (4.78) considerando 1 0,55E    e 2 0,8].E    
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        (b) 
Figura 4.4 ± Exemplo 1. Curvas do EQM obtidas por simulação de MC (linhas 
irregulares cinza) e através do modelo proposto (linhas sólidas escuras), 
considerando 2 0.MV   Os valores do EQM em regime permanente são indicados 
por linhas pontilhadas escuras. (a) Sinal de entrada branco com 1F   [obtido de 
(4.78) considerando 1 2 0].E  E   (b) Sinal de entrada correlacionado com 
110,58F   [obtido de (4.78) considerando 1 0,55E    e 2 0,8].E   
4.3.2 Exemplo 2 
 Agora, considerando apenas sinal de entrada branco e o mesmo 
cenário do Exemplo 1, o EQM em regime permanente é obtido [através 
de simulações de MC e da expressão de modelo (4.30)] para diversas 
ordens do filtro adaptativo; porém, utilizando agora o passo de adaptação 
ótimo [dado por (4.40)] para cada valor de M. Observa-se da Figura 4.5, 
que o modelo proposto descreve com precisão muito boa os resultados 
obtidos por simulação de MC. Além disso, verifica-se que, mesmo 
utilizando o passo de adaptação ótimo para cada valor de M, o EQM em 
regime permanente atinge seu menor valor somente quando a ordem do 
filtro adaptativo coincide com a ordem da planta (nesse caso 
30).M N   Portanto, para o cenário do Exemplo 1 (especificamente, 
considerando planta não estacionária) observa-se que a curva do EQM em 
regime permanente apresenta um comportamento convexo em relação à 
ordem M do filtro adaptativo23. Observe que, do ponto de vista de 
aumento do EQM em regime permanente, o uso de M N!  é menos 
prejudicial do que a situação de submodelagem, isto é, .M N  
                                                        
23
 Especificamente, para o caso de planta constante, a curva do EQM em regime 
permanente não apresenta um comportamento convexo (como o apresentado na 
Figura 4.5).  
Iterações
0 200005000 10000 15000
EQ
M
 
(dB
) 0
10
20
10
30M N  
60M  
120M  
96 CAPÍTULO 4 
 
Entretanto, é importante destacar que a escolha de um valor 
arbitrariamente elevado para M  deve ser evitado para não tornar a 
convergência do algoritmo adaptativo demasiadamente lenta. 
 
Figura 4.5 ± Exemplo 2. EQM em regime permanente obtido através de 
simulações de MC (marcadores cinza) e do modelo proposto (linha escura) 
utilizando o passo de adaptação ótimo. 
4.3.3 Exemplo 3 
 Neste exemplo, as expressões de modelo descrevendo o EQM em 
regime permanente são avaliadas considerando o mesmo cenário do 
Exemplo 1 para diversos valores de passo de adaptação. As Figuras 4.5(a) 
e (b) apresentam os resultados para sinal de entrada branco com 1F   
[obtido de (4.78) considerando 1 2 0]E  E   e as Figuras 4.5(c) e (d), para 
sinal de entrada correlacionado com 110,58F    [obtido de (4.78) 
utilizando 1 0,55E    e 2 0,80].E   Observa-se que o modelo proposto 
descreve com precisão muita boa o EQM em regime permanente para 
todos os valores utilizados para o passo de adaptação e para todas as 
ordens do filtro adaptativo consideradas. Especificamente, para o caso de 
sinal de entrada correlacionado e 22,M   uma certa discrepância é 
observada entre os resultados de simulação e as predições do modelo; 
entretanto, a expressão de modelo (4.67) [juntamento com (4.16), (4.68) 
e (4.69)] é ainda capaz de descrever a tendência de comportamento da 
curva do EQM em regime permanente na medida em que é aumentado o 
valor do passo de adaptação. 
EQ
M
 
em
 
re
gi
m
e 
pe
rm
an
en
te 8
12
14
16
18
10
Ordem do filtro adaptativo, M
30 60 7040 50 80
CAPÍTULO 4 97 
 
    
        (a) 
 
         (b) 
    
         (c) 
Passo de adaptação, P
0,2 1,20,4 0,8 1,00,6 1,40E
QM
 
em
 
re
gi
m
e 
pe
rm
an
en
te 10
10
20
30M N  
26M  22M  0
Passo de adaptação, P
0,2 1,20,4 0,8 1,00,6 1,40E
QM
 
em
 
re
gi
m
e 
pe
rm
an
en
te 10
18
12
14
16
30M N  
60M  120M  
0,1 0,2 0,70,3 0,4 0,5 0,6
Passo de adaptação, P
EQ
M
 
em
 
re
gi
m
e 
pe
rm
an
en
te 10
10
20
0
30M N  
26M  22M  
98 CAPÍTULO 4 
 
 
         (d) 
Figura 4.6 - Exemplo 3. Valores do EQM em regime permanente obtidos por 
simulação de MC (marcadores cinza) e através do modelo proposto (linhas 
escuras) considerando diferentes dimensões para os filtros adaptativos. Para fins 
de comparação, a curva do EQM em regime permanente para 30M N   é 
mostrada em todas as figuras. (a) e (b) Sinal de entrada branco com 1F   [obtido 
de (4.78) considerando 1 2 0].E  E   (c) e (d) Sinal de entrada correlacionado 
com 110,58F   [obtido de (4.78) considerando 1 0,55E    e 2 0,8].E    
4.3.4 Exemplo 4 
 Aqui, a precisão do modelo proposto é avaliada (por meio da curva 
do EQM) considerando o mesmo cenário do Exemplo 1, com 28M  e 
diferentes níveis de perturbação na planta o ( ),nw  isto é, 2 610 ,MV   510  
e 410 .  A Figura 4.7 mostra as curvas do EQM obtidas por simulação de 
MC e através do modelo proposto. Observa-se novamente que o modelo 
proposto descreve satisfatoriamente o comportamento do algoritmo 
adaptativo, inclusive quando a planta o ( )nw  é submetida a um valor 
significativo de perturbação (isto é, 2 410 ).MV   
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      (a) 
 
       (b) 
Figura 4.7 ± Exemplo 4. Curvas do EQM obtidas por simulação de MC (linhas 
irregulares cinza) e através do modelo proposto (linhas sólidas escuras) 
considerando diferentes níveis de perturbação na planta o( ).nw  Os valores do 
EQM em regime permanente são indicados por linhas pontilhadas escuras. (a) 
Sinal de entrada branco com 1F   [obtido de (4.78) considerando 1 2 0].E  E   
(b) Sinal de entrada correlacionado obtido de (4.78) com 110,58F   [obtido de 
(4.78) considerando 1 0,55E    e 2 0,8].E    
4.4 CONCLUSÕES 
 Neste capítulo, foi derivado um modelo estocástico para o 
algoritmo NLMS considerando que o filtro adaptativo e a planta possuem 
diferentes ordens. Particularmente, foram derivadas expressões de 
modelo descrevendo o comportamento médio dos coeficientes do filtro 
adaptativo e o EQM (tanto para a fase transitória quanto para o regime 
permanente). Adicionalmente, para o caso de sinal de entrada branco, 
uma expressão para determinar o passo de adaptação ótimo foi obtida. Os 
resultados de simulação apresentados ratificaram a precisão das 
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expressões de modelo derivadas para uma ampla faixa de condições de 
operação. 
 
CAPÍTULO 5 
 
5. MODELO ESTOCÁSTICO DO ALGORITMO NLMS OPERANDO 
EM AMBIENTES VARIANTES NO TEMPO 
 
5.1 INTRODUÇÃO 
 Neste capítulo, dando continuidade ao assunto tratado no capítulo 
anterior, o comportamento do algoritmo NLMS é analisado no contexto 
de uma aplicação de identificação de sistemas variantes no tempo, porém 
considerando agora uma representação matemática mais geral para o 
sistema a ser identificado (em comparação com as representações 
utilizadas em trabalhos anteriores [48]±[52]). Em particular, o sistema 
variante no tempo considerado aqui é composto de um processo de 
Markov de primeira ordem (caracterizando a parte transitória e não 
estacionária do sistema) e também de uma parte determinística de 
comportamento periódico, a qual pode representar, por exemplo, um 
sistema periodicamente variante no tempo (PTV ± periodically time 
varying). Especificamente, sistemas PTV são caracterizados por 
possuírem parâmetros que variam periodicamente no tempo, sendo 
encontrados frequentemente em aplicações envolvendo sistemas de 
comunicação, mecânicos e eletromecânicos [57]±[63]. Em particular, a 
identificação de tais sistemas é uma aplicação importante que pode ser 
realizada utilizando algoritmos adaptativos [64] (como, por exemplo, o 
bem conhecido algoritmo NLMS). 
  Embora [49] e [50] também apresentem uma análise teórica do 
algoritmo NLMS em cenários periodicamente variantes no tempo, vale 
mencionar que existem algumas diferenças importantes entre o modelo 
estocástico apresentado neste capítulo e os modelos de [49] e [50]. Por 
exemplo, neste trabalho, é considerado que os sistemas PTV podem variar 
de acordo com diversos tipos de funções periódicas (não apenas uma 
função exponencial complexa como em [49] e [50]), o que permite avaliar 
o modelo proposto em uma maior variedade de cenários de operação. 
Além disso, visto que (em nosso caso) o EQM apresenta um 
comportamento oscilatório em regime permanente (em contraste com 
[49] e [50]), uma nova estratégia é utilizada para representá-lo. 
Especificamente, uma expressão fechada é derivada para determinar o 
valor em torno do qual o EQM oscila em regime permanente. 
Adicionalmente, aqui, o comportamento médio dos coeficientes do filtro 
adaptativo é descrito através de uma expressão em forma fechada, a qual 
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b) Utilizando, ( ) 0,p n   1D   e 2 0,MV   tem-se o 1( ) ( ),n n w w 0  
com ( ) ( 1);n n D 0 0  assim, o ( )nw  representa um sistema variante 
no tempo, cuja resposta ao impulso varia de 1 (0)w 0  para 1.w  Para 
o caso em que 2 0,MV z  um comportamento aleatório é adicionado em 
cada coeficiente do sistema variante no tempo o ( ).nw   
c) Considerando, 1 , w 0  ( ) 0p n   e 1,D   tem-se o ( ) ( ),n n w 0  
com ( ) ( 1) ( 1);n n n   0 0 3  assim, o ( )nw  é particularizado para 
um modelo de caminha aleatória, também comumente utilizado para 
analisar algoritmos adaptativos em ambientes variantes no tempo. 
d) Assumindo ( ) ,n  0   tem-se o p( ) ( ),n n w w  o qual representa um 
sistema PTV com resposta ao impulso variando entre 1w  e 2.w  
Tendo em vista que diversas funções periódicas podem ser 
representadas (ou pelo menos, muito bem aproximadas) por (5.6), 
tem-se que p ( )nw  pode descrever a resposta ao impulso de diversos 
sistemas PTV. 
e) Utilizando 1D   e 2 0,MV   tem-se o p( ) ( ) ( ),n n n w w 0  com 
( ) ( 1);n n D 0 0  assim, o ( )nw  apresenta um comportamento 
transitório [devido ao termo ( )]n0  e um comportamento periódico em 
regime permanente. Adicionalmente, considerando 2 0,MV z  um 
comportamento aleatório é adicionado em cada coeficiente do sistema 
variante no tempo o ( ).nw  
Note que o modelo estocástico apresentado neste capítulo pode ser 
particularizado para estudar o comportamento do algoritmo NLMS para 
cada tipo de sistema variante no tempo mencionado anteriormente, 
bastando ajustar apropriadamente os parâmetros do sistema o ( )nw  nas 
expressões de modelo derivadas. 
5.3 MODELO ESTOCÁSTICO PROPOSTO 
 Nesta seção, expressões de modelo são derivadas descrevendo o 
comportamento do algoritmo NLMS operando no ambiente variante no 
tempo discutido na seção anterior. Para tal, as suposições e aproximações 
utilizadas na derivação do modelo são, primeiramente, apresentadas 
como segue: 
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são obtidas dependendo se o sinal de entrada gaussiano é branco ou 
correlacionado (para detalhes veja Apêndice D).  
5.3.2 Expressão fechada para o comportamento médio dos 
coeficientes do filtro adaptativo 
 Nesta seção, partindo da expressão recursiva (5.7), uma expressão 
fechada descrevendo o comportamento médio dos coeficientes do filtro 
adaptativo é obtida. Tal formulação tem a vantagem de mostrar os 
diversos comportamentos (por exemplo, exponenciais e/ou periódicos) 
que modelam cada coeficiente adaptativo, tanto para fase transitória 
quanto em regime permanente. Assim, visando derivar uma expressão 
fechada descrevendo o comportamento dos coeficientes do filtro 
adaptativo, primeiramente, (5.10) é utilizado em (5.7) e a expressão 
resultante é pre- e pós-multiplicada por TMQ  e ,MQ  respectivamente. 
Portanto, 
 
, 1 1 oE[ ( 1)] ( )E[ ( )] E[ ( )]M Mn n nc c c  P Pw I H w H w   (5.11) 
com 
 
TE[ ( )] E[ ( )]Mn nc  w Q w   (5.12) 
e 
 
T
o oE[ ( )] E[ ( )].Mn nc  w Q w   (5.13) 
Tendo em vista que todas as matrizes em (5.11) são diagonais, tem-se que 
cada coeficiente de E[ ( )]ncw  é atualizado de forma independente dos 
demais, isto é, 
 1 1 o,E[ ( 1)] [1 ( )]E[ ( )] ( )E[ ( )]i i iw n H i w n H i w nc c c  P P   (5.14) 
onde 1( )H i  denota o i-ésimo elemento da diagonal de 1H  e E[ ( )]iw nc  e 
o, ( )iw nc  representam, respectivamente, os i-ésimos coeficientes de 
E[ ( )]ncw  e oE[ ( )].ncw  Note que (5.14) pode ser interpretada como uma 
equação de diferenças linear com coeficientes constantes [a saber, 
11 ( )H iP  e ( )],H iP  com entrada o,E[ ( )].iw nc  Portanto, uma expressão 
fechada descrevendo o comportamento médio de cada coeficiente 
E[ ( )]iw nc  pode ser obtida através da determinação da transformada Z de 
(5.14), resultando em 
 
1
o,
1
( ){E[ ( )]} {E[ ( )]}
1 ( )i i
H i
Z w n Z w n
z H i
P
c c 
 P
  (5.15) 
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onde {E[ ( )]}iZ w nc  e o,{E[ ( )]}iZ w nc  são as transformadas Z de E[ ( )]iw nc  
e o,E[ ( )],iw nc  respectivamente. Agora, computando a transformada Z de 
cada elemento de (5.13), utilizando os resultados obtidos em (5.15), 
computando a transformada Z inversa e expressando o resultado na forma 
vetorial, obtém-se 
 
T
1 1 1 2 0
T
2 3 1 2
T
3
E[ ( )] ( ) [ ( ) ]
[ ( ) ( )] ( )
( ) (0)
M
M
M
n n P
n n
n
c   
  

w + 4 Z Z Z
+ + 4 Z Z
+ 4 0
  (5.16) 
onde 1( ),n+  2 ( ),n+  3( )n+  e 4 ( )n+  são matrizes diagonais com 
elementos dados por 
 1 1( , ) 1 [1 ( )]nn i H i*   P   (5.17) 
 2 , 0 ,
1
( , ) cos( )
Q
i q q q i q
q
n i A P q n
 
*  Z  T \¦   (5.18) 
 3 , 1
1
( , ) [1 ( )]
Q
n
i q q
q
n i B P H i
 
*  P¦   (5.19) 
e 
 4 1( , ) { [1 ( )] }n nin i C H i*  D  P   (5.20) 
onde 0n t  e i denota o i-ésimo elemento da diagonal de cada matriz. 
Além disso, 
 
1
, 2
0 1 1
( )
1 2cos( )[1 ( )] [1 ( )]i q
H iA
q H i H i
P
 
 Z P  P
  (5.21) 
 
1 0 0
, 1 2
0 1 1
{[1 ( )]cos( ) cos( )}( )
1 2cos( )[1 ( )] [1 ( )]
q
i q
H i q q
B H i
q H i H i
P Z  Z T
 P
 Z P  P
  (5.22) 
 
1
1
( )
[1 ( )]i
H iC
H i
P
 
D  P
  (5.23) 
e 
 
0
,
1 0
sen( )
arctan .
1 ( ) cos( )i q
q
H i q
ª ºZ
\  « »P  Z¬ ¼
  (5.24) 
Finalmente, utilizando (5.12) e (5.16), a expressão fechada do 
comportamento médio dos coeficientes do filtro adaptativo pode ser 
escrita como 
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T
1 1 1 2 0
T
2 3 1 2
T
3
E[ ( )] ( ) [ ( ) ]
[ ( ) ( )] ( )
( ) (0).
M M
M M
M M
n n P
n n
n
  
  

w Q + 4 Z Z Z
Q + + 4 Z Z
Q + 4 0
  (5.25) 
Analisando as expressões anteriores, os seguintes pontos podem ser 
destacados: 
a) Cada termo em (5.25) aparece como resposta a um componente 
particular do sistema variante no tempo o ( ).nw  Por exemplo, o 
primeiro termo do lado direito de (5.25), o qual apresenta um 
comportamento exponencial, surge como resposta à parcela constante 
de o ( ).nw  O segundo termo do lado direito de (5.25), de 
comportamento exponencial e periódico, surge como resposta à parte 
periódica de (5.25). Finalmente, o terceiro termo do lado direito de 
(5.25), de comportamento exponencial, surge como resposta ao 
componente transitório ( )n0  de o ( ).nw  
b) Em particular, quando o sinal de entrada ( )x n  é gaussiano e branco, 
tem-se 
,M M M Q I  e 1( ) 1H i M  (veja Apêndice D). Assim, (5.25) 
pode ser reescrita como 
 
1 1 2 0 1
1 2 2 3 4
E[ ( )] [ ( ) ] ( )
( )[ ( ) ( )] (0) ( )
n P r n
r n r n r n
  
   
w w w w
w w 0
  (5.26) 
com 
 1( ) 1 1
n
r n
M
P§ ·  ¨ ¸
© ¹
  (5.27) 
 2 0
1
( ) cos( )
Q
q q q q
q
r n A P q n
 
 Z  T \¦   (5.28) 
 3
1
( ) 1
nQ
q q
q
r n B P
M 
P§ · ¨ ¸
© ¹
¦   (5.29) 
e 
 4 ( ) 1
n
n
r n C
M
ª ºP§ · D  « »¨ ¸
© ¹« »¬ ¼
  (5.30) 
onde ,qA  ,qB  C  e q\  são computados, respectivamente, por  
(5.21), (5.22), (5.23) e (5.24) usando 1( ) 1 .H i M   
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Nesse caso, o filtro adaptativo rastreia perfeitamente o comportamento 
médio da resposta ao impulso o ( )nw  em regime permanente. 
Entretanto, é importante destacar que geralmente (5.34) não pode ser 
obtida na prática, pois isso exigiria um valor elevado para o passo de 
adaptação (usualmente maior do que o limite de estabilidade); isto é 
ilustrado na Figura 5.2. 
 
    
 (a) 
 
 (b) 
Figura 5.2 - Comportamento de 
,i qA  (a) e ,i q\  (b) com respeito ao passo de 
adaptação (considerando os mesmos parâmetros do terceiro cenário do 
Exemplo 1 para 3,i   5  e 6).   
b) Para o caso de sinal de entrada gaussiano branco, tem-se 
1( ) 1H i M  (veja Apêndice D). Assim, 
1
0.5
0
Passo de adaptação, P
0 0.5 21 1.5
3 i
5 i
6 i
i,qA
Passo de adaptação, P
0 0.5 21 1.5
3 i
5 i
6 i
1
0.5
0
1.5
i,q
\
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denotando o EQM mínimo que pode ser atingido em regime permanente 
e 
 
ex ,
T
( ) tr[ ( )]
( )
M M
M
J n n
n
 
c 
R K
 N
  (5.41) 
representando o EQM em excesso (EQME), onde M  caracteriza o vetor 
contendo os autovalores da matriz de autocorrelação 
,M MR  e ( ),nck  o 
vetor dos elementos da diagonal de T( ) ( ) ,M Mn nc  K Q K Q  sendo 
T( ) E[ ( ) ( )]n n n K v v  a matriz de correlação do vetor de erro do filtro 
adaptativo. Note de (5.41) que o EQM é completamente determinado 
apenas se os elementos da diagonal de ( )ncK  são conhecidos. 
5.3.5 Matriz de correlação do vetor de erro do filtro adaptativo 
 Nesta seção, visando completar a derivação do EQM, uma 
expressão recursiva é derivada para computar os elementos da diagonal 
de ( ).ncK  Para tal, inicialmente a regra de atualização (5.1) é reescrita 
em termos de ( )nv  como 
 
T
, T
1 2T
( ) ( )( 1) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
(1 ) ( ) ( )
M M
M M
M M
M
M M
n n
n n
n n
n z n
u n
n n
n n
ª º
  P« »
 -« »¬ ¼
P  
 -
  D 
x x
v I v
x x
x
w w
x x
0 3
  (5.42) 
com 
 ( ) ( 1) ( ).u n p n p n     (5.43) 
Agora, computando o produto externo T( 1) ( 1),n n v v  tomando o valor 
esperado de ambos os lados da expressão resultante e utilizando as 
Suposições S2-S4, obtém-se 
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2 2
1 1 5 min 4
2 T
1 2 1 2
T
, 1 2 2 , 1
T
, 1 1 2
T
1 2 , 1
T
1 2 1
( 1) ( ) ( ) ( ) ( )
( )( )( )
(1 )[( ) ( ) ( )( )]
( )( )E[ ( )]( )
( )( )E[ ( )]( )
(1 ) ( )[( ) (0) (0)(
M M M M
M M
M M
n
n n n n n J
u n
n n
u n n
u n n
u n
   P P  P  P
  
  D P  P
 P 
   P
  D D   
K K K R R K R R
w w w w
I R K K I R
I R v w w
w w v I R
w w 0 0 Z Z T2
2 2
3 ,
) ]
(1 ) ( ) M Mn M  D  VK I
  (5.44) 
com T2( ) E[ ( ) ( )],n n n K v 0  T3( ) E[ ( ) ( )],n n n K 0 0  e 
 
T
4 T 2
( ) ( )E
[ ( ) ( )]
M M
M M
n n
n n
­ ½° °
 ® ¾
° °¯ ¿
x xR
x x
  (5.45) 
e 
 
T T T
5 T 2
( ) ( ) ( ) ( ) ( ) ( )( ) E
[ ( ) ( )]
M M M M
M M
n n n n n n
n
n n
­ ½° °
 ® ¾
° °¯ ¿
x x v v x xR
x x
  (5.46) 
denotando os momentos de quarta ordem do sinal de entrada ( )x n  [66]. 
Agora, visando obter uma expressão recursiva para determinar 2 ( ),nK  
primeiramente, o produto externo T( 1) ( 1)n n v 0 deve ser computado 
e, então, o valor esperado da expressão resultante deve ser calculado (para 
tal, as Suposições S2-S4 são utilizadas). Assim, 
 
1 T
2 , 1 2 1 2
2
3 ,
( 1) ( ) ( ) ( )( ) (0)
(1 ) ( ) .
n
M M
M M
n n u n
n

M
  D P  D 
D D V
K I R K w w 0
K I
  (5.47) 
Similarmente, para determinar 3( ),nK  computa-se o produto externo 
T( 1) ( 1),n n 0 0  toma-se o valor esperado da expressão resultante e 
considera-se as Suposições S2-S4. Portanto, 
 
2 2
3 3 ,( 1) ( ) .M Mn n M  D VK K I   (5.48) 
Em particular, a série geométrica (5.48), pode ser reescrita como 
 
2
2 2
3 3 ,2
1( ) (0) .
1
n
n
M Mn M
D
 D  V
D
K K I   (5.49) 
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Agora, substituindo (5.49) em (5.44) e (5.47), pre- e pós-multiplicando a 
expressão resultante por TMQ  e ,MQ  respectivamente, e considerando 
apenas os elementos da diagonal principal, obtém-se 
 
2
, 1
, 1 2
2
min 4 , 1
2 2 2
2 2
( 1) [ 2 (2 )] ( )
2(1 )( ) ( )
2 ( )( ) ( )
(1 ) ( )
12(1 ) ( ) (1 ) 1
1
M M
M M
M M
n
n n
n n
n
J u n n
u n
u n M
c c   P  P 
c  D P
P  P
  D D 
 Dª º  D D   D  V« » D¬ ¼
k I H T L k
I H k
r I H 
 
! 
  (5.50) 
e 
 
1
2 , 1 2
2 1 2 2
( 1) ( ) ( ) ( )
(1 ) (1 ) 1
1
n
M M
n n
n n u n

M
c c  D P  D
Dª º  D D  D  V« » D¬ ¼
k I H k !
 
  (5.51) 
onde 1  é um vetor de dimensão M com 1's e 
 
T T
1 2( ) diag{ E[ ( )]( ) }M Mn n  4 Y Z Z 4   (5.52) 
 
T T
1 2 1 2diag[ ( )( ) ]M M   4 Z Z Z Z 4   (5.53) 
 
T T
1 2diag[ ( ) (0) ]M M ! 4 Z Z 0 4   (5.54) 
e 
 
T Tdiag[ (0) (0) ].M M  4 0 0 4   (5.55) 
Particularmente, em (5.50), a matriz diagonal ,T  a matriz cheia L  e o 
vetor 4r  são provenientes da relação 
T
5diag[ ( ) ]M Mn  Q R Q
(2 ) ( )ncT L k  e T 4 4diag( ) .M M  Q R Q r  Especificamente, o vetor 4r  e as 
matrizes T  e L  possuem soluções distintas dependendo se o sinal de 
entrada gaussiano é branco ou correlacionado (para detalhes veja 
Apêndices D e F).  
 Assim, utilizando (5.50), o EQM [dado por (5.39)-(5.41)] pode 
ser agora completamente determinado. 
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a) A expressão de exJ  pode ser decomposta como 
 ex ex,0 ex,1J J J    (5.69) 
com 
 
2 T 1
ex,0 min 4MJ J
 P  % U   (5.70) 
e 
 
2
T 1
ex,1 1 , , 1
2 [ 2( ) ] .
1M M M M M
J gM
­ ½PV° °
   P® ¾
 D° °¯ ¿
 % I , , + *    (5.71) 
Especificamente, ex,0J  é a parte do EQME em regime permanente 
relacionada com o ruído do gradiente no processo de adaptação [56], 
o qual ocorre em ambos os ambientes variante e invariante no tempo. 
Por outro lado, ex,1J  é a parte do EQME em regime permanente 
relacionada exclusivamente com o atraso do rastreamento de o ( )nw  
por ( )nw  [56]; ocorrendo, portanto, somente em ambientes variantes 
no tempo. 
 É bem conhecido da literatura [2]±[5], [56] que ex,0J  é uma função 
crescente com respeito ao passo de adaptação ,P  enquanto ex,1J  é 
uma função decrescente de .P  Visando ilustrar esse comportamento 
antagônico, a Figura 5.3 mostra ex,0 ,J  ex,1J  e o resultante exJ  para 
diversos valores de passo de adaptação, utilizando os mesmos 
parâmetros do Exemplo 1 (primeiro cenário). Nota-se que exJ  exibe 
forma convexa, implicando que existe uma valor de passo oP  que 
minimiza exJ  (e, consequentemente ).J  Em particular, a derivação 
de uma expressão fechada para obter oP  não pôde ser obtida devido à 
forma intricada de (5.68); entretanto, oP  pode ser determinado 
numericamente para diversas condições de operação utilizando  
(5.68). 
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Figura 5.3 - Comportamento do valor médio do EQME em regime 
permanente em relação ao passo de adaptação. 
b) Tendo em vista que para sinal de entrada gaussiano branco os 
elementos de ,T  L  e o vetor 4r  são dados, respectivamente, por 
(F.12), (F.13) e (D.41), tem-se que a inversa de B  pode ser 
determinada analiticamente utilizando a fórmula de 
Sherman-Morrison-Woodbury [55]. Assim, 
 
T
1
branco ,
( 2)
.
2 ( 2 ) ( 2)(2 )M M
M M
M M
 ª º P « »
P  P  P« »¬ ¼
11B I   (5.72) 
Agora, substituindo (5.72) em (5.68) e considerando 2 ,M x V   
obtém-se 
 ex ex,0 ex,1branco branco branco| | |J J J    (5.73) 
com 
 ex,0 minbranco| (2 ) ( 2)
MJ J
M
P
 
P 
  (5.74) 
e 
 
22
ex,1 branco
2
1 2 1 2
2
| (2 ) (1 )[ ( )]
2
x
MMJ
M M
Mg g
M
M
­ PVV °
 ®
P P  D D P°¯
½ª  P º§ ·   ¾¨ ¸« »
© ¹¬ ¼ ¿
w w
  (5.75) 
onde   denota a norma euclidiana e 
 
21
2 0
1
1 [cos( ) cos( )].
2 2
Q
q q q q
q
g
g P A q
 
  Z \  \¦   (5.76) 
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5.4 RESULTADOS DE SIMULAÇÃO 
 Nesta seção, visando avaliar a precisão do modelo estocástico 
proposto, os resultados obtidos das simulações de MC (média de 300 
realizações independentes) são comparados com as predições do modelo 
em diversas condições de operação (isto é, cobrindo diferentes sistemas 
variantes no tempo, vários valores de passo de adaptação e diferentes 
níveis de correlação do sinal de entrada). Em todos os exemplos, a menos 
que seja mencionado o contrário, a variância do ruído de medição é 
2 210 ,z
V   o parâmetro de regularização, 310-  e o sinal de entrada 
( )x n  é um processo gaussiano de média zero, dado por 
 1 2( ) ( 1) ( 2) ( )x n x n x n v n E  E     (5.77) 
onde 1E  e 2E  são os coeficientes do processo AR(2) e ( )v n  é um ruído 
gaussiano branco com variância determinada por 
 
2 2 22
2 1
2
1 [(1 ) ].
1v
§ ·E
V  E E¨ ¸
E© ¹
  (5.78) 
Note que, considerando 1 2 0,E  E   ( )x n  é reduzido a um ruído 
gaussiano branco com variância unitária [isto é, ( ) ( )x n v n  com 2 1].vV    
5.4.1 Exemplo 1 
 Neste exemplo, a precisão do modelo proposto é avaliada para 
diferentes níveis de correlação do sinal de entrada. Para tal, considera-se 
aqui um cenário no qual a resposta ao impulso do sistema [isto é, o ( )nw  
dada por (5.3)] varia periodicamente entre os vetores 1w  e 2w  (cujas 
amostras são ilustradas na Figura 5.5) de acordo com a seguinte função 
periódica: 
 0( ) 0,5 0,5cos( )p n n  Z   (5.79) 
onde 0 2000.Z  S  Além disso, considera-se (0) , 0   2 0,MV   
0,125P   e sinais de entrada com três diferentes níveis de dispersão dos 
autovalores da matriz de autocorrelação24, isto é, 1F   (sinal de entrada 
                                                        
24
 A dispersão de autovalores é uma medida do nível de correlação de um sinal 
(quanto maior o valor da dispersão de autovalores, mais correlacionado é o sinal), 
sendo calculada como a razão entre o maior e o menor autovalor de sua matriz de 
autocorrelação. 
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branco), 114,04F   [obtido de (5.77) assumindo 1 0,55E    e 
2 0,80]E   e 559,14F   (alterando 2E  para 0,93).   
 Figura 5.4 ilustra o comportamento médio de alguns coeficientes 
do filtro adaptativo e o EQM obtidos através de simulações de MC e do 
modelo proposto. Nota-se que o modelo proposto descreve 
satisfatoriamente os resultados das simulações de MC tanto na fase 
transitória quanto em regime permanente, independentemente do nível de 
correlação do sinal de entrada ( ).x n  Além disso, comparando a Figura 
5.4(a) com as Figuras 5.5(c) e (e), observa-se que os coeficientes do 
sistema variante no tempo (denotados pelas linhas pontilhadas escuras) 
são individualmente rastreados pelos respectivos coeficientes do filtro 
adaptativo (denotados pelas linhas tracejadas escuras) apenas quando o 
sinal de entrada é branco [caso apresentado na Figura 5.4(a)]. Para as 
situações nas quais o sinal de entrada é correlacionado [Figura 5.4(c) e 
(e)], verifica-se que não existe uma relação de um-para-um entre os 
coeficientes da planta variante no tempo e os coeficientes do filtro 
adaptativo (esses resultados corroboram a discussão apresentada na 
Seção 5.3.3). 
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      (f) 
Figura 5.4 ± Exemplo 1. Comportamento médio de alguns coeficientes do filtro 
adaptativo (esquerda) e EQM (direita) obtidos por simulação de MC (linha 
irregular cinza) e do modelo proposto (linha tracejada escura). Os coeficientes do 
sistema variante no tempo o( )nw  e o valor médio do EQM em regime 
permanente são indicados por linhas pontilhadas escuras. (a) e (b) 1.F   (c) e (d) 
114,04.F   (e) e (f) 559,14.F    
5.4.2 Exemplo 2 
 Neste exemplo, o modelo proposto é avaliado considerando 
diferentes valores de passo de adaptação, visando ilustrar o 
comportamento do valor médio do EQM em regime permanente (isto é, 
)J  com respeito ao passo .P  Para tal, considera-se o mesmo cenário do 
Exemplo 1 (com sinal de entrada branco gaussiano) e os seguintes valores 
de passo de adaptação: 0,1,P   o 0,28P  P   [passo ótimo que 
minimiza ,J  o qual foi obtido numericamente através da minimização de 
(5.68)] e 1,5.P   A partir da Figura 5.6, observa-se que o modelo 
proposto descreve com precisão muito boa os resultados das simulações 
de MC para todas as condições de operação consideradas. Além disso, 
como satisfatoriamente predito pelo modelo proposto, nota-se que à 
medida que o valor do passo de adaptação é aumentado, em um primeiro 
momento, de 0,1P   para o 0,28,P  P   ambas as oscilações do EQM 
e seu valor médio em regime permanente são reduzidos. Por outro lado, 
aumentando novamente o valor do passo do adaptação, de o 0,28P  P   
para 1,5,P   observa-se que embora as oscilações no EQM tenham sido 
mais uma vez reduzidas, o valor médio do EQM em regime permanente 
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é agora aumentado (ilustrando o comportamento convexo de J  com 
respeito ao passo de adaptação ).P   
 
Figura 5.5 ± Exemplo 1. Amostras de 1w  (linha cinza) e 2w  (linha escura). 
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       (c) 
Figura 5.6 ± Exemplo 2. Curvas do EQM obtido através de simulações de MC 
(linhas cinza irregulares) e do modelo proposto (linha tracejada escura). O valor 
do EQM em regime permanente é indicado por linhas pontilhadas escuras. (a) e 
(b) 0,1.P   (c) e (d) o 0,28.P  P   (e) e (f) 1.5.P    
5.4.3 Exemplo 3 
 Neste exemplo, o modelo proposto é avaliado em cenários nos 
quais o sistema variante no tempo o ( )nw  apresenta alterações lentas, 
moderadas e rápidas. Para tal, considera-se que o ( )nw  varia entre os 
vetores 1w  e 2w  (cujas amostras são ilustradas na Figura 5.7) de acordo 
com a seguinte função triangular: 
 
0 0
0
( ) 0,5 0,4344cos 0,0483cos 3
2 2
0,0174cos 5
2
r n n n
n
S S§ · § ·c   Z   Z ¨ ¸ ¨ ¸
© ¹ © ¹
S§ · Z ¨ ¸
© ¹
  (5.80) 
para a qual três diferentes valores de 0Z  são considerados, isto é, 
1000,S  500S  e 250.S  Além disso, utiliza-se aqui (0) , 0   
0,999,D   2 510 ,MV   1P   e um sinal de entrada ( )x n  correlacionado 
obtido de (5.77) com 1 0,55E    e 2 0,90E   (implicando 340,14).F    
 A Figura 5.8 apresenta o comportamento médio de alguns 
coeficientes do filtro adaptativo e o EQM obtidos por simulação de MC e 
do modelo proposto. Verifica-se que o modelo proposto descreve muito 
bem os resultados das simulações de MC para todos os valores de 0Z  
considerados. Além disso, nota-se que à medida que o ( )nw  varia mais 
1.5P  
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rápido (o que é obtido aumentando o valor de 0 ),Z  seu rastreamento é 
deteriorado. Como consequência, tanto o valor médio do EQM em regime 
permanente [denotado pelas linhas pontilhadas escuras nas 
Figuras 5.8(b), (d) e (f)], quanto a amplitude de suas oscilações 
aumentam. 
 
Figura 5.7 ± Exemplo 3. Amostras de 1w  (linha sólida cinza) e 2w  (linha sólida 
escura). 
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       (c) 
 
       (d) 
    
       (e) 
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       (f) 
Figura 5.8 ± Exemplo 3. Comportamento médio de alguns coeficientes do filtro 
adaptativo (esquerda) e EQM (direita) obtidos por simulação de MC (linha 
irregular cinza) e pelo modelo proposto (linha tracejada escura). Os coeficientes 
do sistema variante no tempo o( )nw  e o valor médio do EQM em regime 
permanente são indicados por linhas pontilhadas escuras. (a) e (b) 0 1000.Z  S  
(c) e (d) 0 500.Z  S  (e) e (f) 0 250.Z  S  
5.4.4 Exemplo 4 
 Neste exemplo, a precisão da expressões de modelo utilizadas para 
computar o valor médio do EQM em regime permanente [isto é, (5.56), 
(5.68) e (5.73)-(5.75)] é verificada. Para esse fim, utiliza-se aqui o mesmo 
sistema variante no tempo do Exemplo 3 com 0 1000Z  S  e dois 
diferentes sinais de entrada; no primeiro caso, considera-se um sinal 
branco gaussiano [obtido de (5.77) com 1 2 0]E  E   e no segundo caso, 
um sinal correlacionado gaussiano [obtido de (5.77) considerando 
1 0,55E    e 2 0,8,E   implicando 114,04].F    
 A Figura 5.9 mostra os valores médio do EQM em regime 
permanente obtidos por simulação de MC e pelo modelo proposto 
considerando diversos valores de passo de adaptação e três diferentes 
variâncias do ruído de medição, isto é, 2 310 ,z
V   210  e 110 .  
Observa-se que o modelo proposto descreve com precisão muito boa os 
resultados obtidos por simulação de MC. Especificamente, para o caso de 
sinal correlacionado com 2 310 ,z
V   uma pequena discrepância é 
observada entre os resultados de simulação e as predições do modelo. 
Todavia, nota-se que o modelo proposto é ainda capaz de descrever 
satisfatoriamente a tendência de comportamento do valor médio do EQM 
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em regime permanente, indicando inclusive a região do passo de 
adaptação ótimo. 
    
 (a) 
 
 (b) 
Figura 5.9 ± Exemplo 4. Valor médio do EQM em regime permanente obtido 
através de simulações de MC (marcadores cinzas) e do modelo proposto (linhas 
escuras). (a) Sinal de entrada branco gaussiano. (b) Sinal de entrada 
correlacionado gaussiano com 114,04.F    
5.5 CONCLUSÕES  
 Este capítulo apresentou um modelo estocástico para o algoritmo 
NLMS operando em um ambiente variante no tempo, considerando sinais 
de entrada branco e correlacionado (ambos com distribuição gaussiana). 
Comparando com outros modelos estocásticos apresentados na literatura, 
uma representação mais geral de sistemas variantes no tempo foi 
discutida, a qual permite avaliar o modelo proposto em uma extensa gama 
de cenários práticos (incluindo, por exemplo, ambientes periódicos). 
Particularmente, evitando o uso de algumas suposições simplificativas 
comumente consideradas na literatura, expressões de modelo precisas 
foram derivadas descrevendo o comportamento médio dos coeficientes 
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do filtro adaptativo e o EQM do algoritmo NLMS, tanto para a fase 
transitória quanto para o regime permanente. Baseado nas expressões de 
modelo proposto, uma análise aprofundada do comportamento do 
algoritmo NLMS operando em ambientes variantes no tempo também foi 
realizada. Através de resultados de simulação, a precisão do modelo 
proposto foi verificada para diferentes cenários de operação, confirmando 
que o modelo apresentado pode ser utilizado para predizer com vantagem 
o comportamento do algoritmo NLMS (evitando o uso extensivo de 
simulações de MC). 
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6. CONCLUSÕES E CONSIDERAÇÕES FINAIS 
 Neste capítulo, são apresentadas as conclusões e considerações 
finais deste trabalho de pesquisa. Inicialmente, as principais contribuições 
de cada capítulo são sumarizadas. Na sequência, são listados os artigos 
científicos publicados a partir das contribuições originais desta tese de 
doutorado. Por fim, algumas sugestões para trabalhos futuros na área de 
filtragem adaptativa são propostas. 
6.1 SUMÁRIO E DISCUSSÃO DOS RESULTADOS 
 Neste trabalho de pesquisa, algumas contribuições originais à 
modelagem estocástica dos algoritmos adaptativos FxLMS e NLMS 
foram apresentadas. Particularmente, para o algoritmo FxLMS foram 
derivados dois modelos, ambos considerando aplicações de controle e/ou 
equalização ativa de ruído periódico, porém com diferentes estruturas (a 
saber, monocanal e multicanal). Para o algoritmo NLMS foram propostos 
dois modelos estocásticos, ambos considerando uma aplicação de 
identificação de sistemas com sinais de entrada branco gaussiano e 
correlacionado gaussiano. Especificamente, o primeiro modelo do 
algoritmo NLMS foi obtido assumindo que o filtro adaptativo e a planta 
a ser estimada podem possuir ordens diferentes. Para o segundo modelo 
do algoritmo NLMS, considerou-se uma formulação matemática mais 
geral para a planta a ser identificada (em comparação com trabalhos 
publicados na literatura), capaz de representar diversos tipos de sistemas 
variantes no tempo. 
 No Capítulo 1, foi apresentado uma introdução sobre o trabalho de 
pesquisa realizado. Especificamente, foram citadas algumas aplicações da 
filtragem adaptativa e seus principais campos de pesquisa. Além disso, 
foram discutidos alguns aspectos a respeito da modelagem estocástica de 
algoritmos adaptativos como também foram estabelecidos os objetivos 
gerais desta tese. 
 No Capítulo 2, um modelo estocástico para o algoritmo FxLMS 
operando em sistemas de NANE foi desenvolvido. Em contraste com 
outros modelos apresentados na literatura, o modelo proposto foi derivado 
levando em consideração o comportamento dinâmico dos coeficientes 
adaptativos durante todo o processo de adaptação, resultando em 
expressões de modelo que descrevem precisamente o comportamento 
médio dos coeficientes adaptativos, o EQM e o PEQM (tanto na fase 
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transitória quanto em regime permanente). A partir das expressões de 
modelo obtidas, importantes aspectos do comportamento do algoritmo 
FxLMS operando em sistemas de NANE foram discutidos, fornecendo 
um melhor entendimento do comportamento de tais sistemas (por 
exemplo, a distorção na equalização do ruído periódico causada por uma 
modelagem imprecisa do caminho secundário). Através de resultados de 
simulação, a precisão do modelo proposto foi verificada para diferentes 
condições de operação. 
 No Capítulo 3, um modelo estocástico para o algoritmo FxLMS 
operando em sistemas multicanal de NANC foi apresentado. Em 
particular, o modelo proposto também foi derivado levando em 
consideração o comportamento dinâmico dos filtros adaptativos durante 
todo o processo de adaptação (de forma similar ao desenvolvido no 
Capítulo 2). Tal procedimento teve como resultado expressões de modelo 
que descrevem adequadamente o comportamento médio dos coeficientes 
adaptativos e o EQM. Através de resultados de simulação, a precisão do 
modelo proposto foi avaliada para diversas condições de operação, 
incluindo diferentes valores de passo de adaptação, distintas 
configurações quanto ao número de fontes secundárias e microfones de 
erro, além de diferentes números de senoides no ruído acústico. 
 No Capítulo 4, considerando sinais de entrada branco gaussiano e 
correlacionado gaussiano, um modelo estocástico para o algoritmo 
NLMS foi derivado, assumindo que o filtro adaptativo pode possuir 
dimensão diferente daquela da planta a ser identificada. Tal suposição que 
é condizente com cenários práticos, não é usualmente tratada na literatura 
devido à dificuldade matemática acrescida ao desenvolvimento da 
modelagem estocástica. Particularmente, foram derivadas expressões de 
modelo descrevendo precisamente o comportamento médio dos 
coeficientes do filtro adaptativo e o EQM, tanto para a fase transitória 
quanto para o regime permanente. Adicionalmente, para o caso de sinal 
de entrada branco, uma expressão para determinar o passo de adaptação 
ótimo (isto é, aquele que minimiza o EQM em regime permanente) foi 
obtida. A partir das expressões de modelo desenvolvidas, alguns aspectos 
do comportamento do algoritmo NLMS foram discutidos, como, por 
exemplo, o comportamento convexo da curva do EQM em regime 
permanente em relação à ordem do filtro adaptativo, quando a planta a ser 
identificada é não estacionária. Os resultados de simulação apresentados 
ratificaram a precisão das expressões de modelo derivadas para uma 
ampla faixa de condições de operação (incluindo, diversos valores do 
passo de adaptação, filtro adaptativo e planta a ser estimada com 
diferentes ordens). 
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 No Capítulo 5, considerando sinais de entrada branco gaussiano e 
correlacionado gaussiano, um modelo estocástico para o algoritmo 
NLMS operando em ambiente variante no tempo foi derivado. Em 
particular, para a planta a ser identificada foi considerada uma formulação 
mais geral (em comparação com trabalhos publicados na literatura) capaz 
de representar diversos tipos de sistemas variantes no tempo; originando 
um modelo estocástico capaz de predizer o comportamento do algoritmo 
NLMS em uma ampla gama de cenários de operação. Adicionalmente, 
evitando o uso de algumas suposições simplificativas comumente 
consideradas na literatura, expressões de modelo precisas foram 
derivadas descrevendo o comportamento médio dos coeficientes do filtro 
adaptativo e o EQM do algoritmo NLMS, tanto para a fase transitória 
quanto para o regime permanente. Em específico, o comportamento 
médio dos coeficientes do filtro adaptativo foi também descrito através 
de uma expressão de forma fechada, a qual tem a vantagem de mostrar os 
diversos comportamentos (por exemplo, exponenciais e/ou periódicos) 
que modelam cada coeficiente adaptativo, o que pode não ser evidenciado 
através de uma expressão recursiva. Tendo como base as expressões de 
modelo obtidas, uma análise do comportamento do algoritmo NLMS 
operando em ambientes variantes no tempo também foi realizada. Através 
de resultados de simulação, a precisão do modelo proposto foi verificada 
para diferentes cenários de operação, confirmando que o modelo 
desenvolvido pode ser utilizado para predizer o comportamento do 
algoritmo NLMS (evitando o uso extensivo de simulações de MC). 
 Portanto, tendo em vista as contribuições apresentadas, acredita-se 
que os objetivos inicialmente estabelecidos foram alcançados com 
sucesso durante a realização deste trabalho de pesquisa. Em específico, 
neste trabalho, uma ampliação da base teórica no que tange os algoritmos 
adaptativos FxLMS e NLMS foi obtida, a qual pode ser utilizada no 
desenvolvimento de novos modelos estocásticos como também de novos 
algoritmos adaptativos. 
6.2 ARTIGOS CIENTÍFICOS PUBLICADOS 
 Durante a realização deste trabalho de pesquisa três artigos 
ciêntificos foram publicados (sendo dois artigos em periódicos 
internacionais e um artigo em congresso nacional), os quais são listados 
a seguir: 
x M.V. Matsuo e R. Seara, ³On the stochastic analysis of the NLMS 
algorithm for white and correlated Gaussian inputs in time-varying 
environments´, Signal Processing, v. 128, pp. 291-302, Nov. 
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2016. 
x M.V. Matsuo e R. Seara, ³On the Stochastic Modeling of FxLMS-
Based Narrowband Active Noise Equalization Systems´, Signal 
Processing, v. 115, pp. 214-226, Out. 2015. 
x M.V. Matsuo e R. Seara, ³Sobre a Modelagem Estocástica do 
Algoritmo NLMS em Ambientes Não Estacionários para Filtros 
Adaptativos e Plantas do Sistema com Ordens Diferentes´, in 
XXXIII Simpósio Brasileiro de Telecomunicações, Juiz de Fora, 
MG, Brasil, Set. 2015, pp. 1-5. 
6.3 SUGESTÕES DE TRABALHOS FUTUROS 
 Como propostas para trabalhos futuros, sugere-se: 
x Desenvolvimento de um sistema de NANE cuja equalização do 
ruído acústico seja robusta a modelagens imprecisas do caminho 
secundário. 
x Estender os modelos estocásticos apresentados nos Capítulos 4 e 5 
para o caso de sinais de entrada complexos. 
x Estender a modelagem estocática desenvolvida no Capítulo 4 (no 
qual foi considerado que o filtro adaptativo e a planta a ser 
estimada podem possuir ordens diferentes) para outros algoritmos 
adaptativos, como, por exemplo, para os algoritmos AP (affine 
projection), RLS (recursive least square) e os algoritmos da 
família PNLMS (proportionate normalized least-mean-square). 
x Derivar modelos estocásticos para os algoritmos da família 
PNLMS considerando a formulação de planta variante no tempo 
utilizada no Capítulo 5, visando comparar o desempenho de tais 
algoritmos em diversos tipos de ambientes variantes no tempo. 
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tem efeito nas curvas que descrevem o comportamento médio dos 
coeficientes do filtro adaptativo.  
 Agora, da Figura A.1(b), observa-se que ao se considerar qT  e qI  
fixos para todas as realizações da simulação de MC, o EQM resultante 
(representando pela linha cinza) é composto por senoides elevadas ao 
quadrado, representando essencialmente a potência instantânea do sinal 
de erro. Nota-se que essa curva de EQM dificulta a avaliação de 
desempenho do sistema de NANE. Por exemplo, é difícil saber apenas 
observando tal curva de EQM se as amplitudes de cada senoide (que 
compõem o sinal de erro) foram ajustadas para os valores desejados. Por 
outro lado, ao se considerar a Suposição S4, nota-se que o EQM resultante 
(representado pela linha escura) é uma descrição da potência média do 
sinal de erro (e não mais da potência instantânea, como no caso anterior). 
Note que a curva do EQM obtida considerando a Suposição S4 possibilita 
uma melhor avaliação do desempenho do sistema de NANE. Em 
particular, pode-se constatar que a potência média do sinal de erro 
converge para o valor de 5,23 dB,  indicando que cada senoide teve a sua 
amplitude ajustada para o valor desejado. 
 Além disso, do ponto de vista da modelagem estocástica, a adoção 
da Suposição S4 resulta em equações de modelo mais simples do que 
aquelas que seriam obtidas caso fosse considerado valores fixos para as 
fases iniciais qT  e qI  (para todo q). 
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      (b) 
Figura A.1 ± Comportamento médio dos coeficientes dos filtros adaptativos (a) e 
EQM (b) obtidos por simulação de MC considerando as fases qT  e qI  fixas 
(linhas cinza) e a Suposição A4 (linhas escuras). 
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E VERIFICAÇÃO DA RELAÇÃO 1 11 2 , ,M M M N  R R R R   
 
 Neste apêndice, a relação 1 11 2 , ,M M M N
  R R R R  utilizada para 
simplificar a expressão do EQM (4.49) é demonstrada. Em particular, 1R  
e 2R  denotam matrizes de autocorrelação normalizadas de dimensões 
M Mu  e ,M Nu  respestivamente, e 
,M MR  e ,M NR  representam 
matrizes de autocorrelação (sem a normalização), também de dimensões 
M Mu  e ,M Nu  respectivamente. Em particular, no Capítulo 4, o filtro 
adaptativo em regime permanente, para sinal de entrada correlacionado, 
é dado por 
 
1
NLMS 1 2 2E[ ( )] .f  w R R w   (E.1) 
Agora, caso fosse utilizado o algoritmo LMS (que pode ser entendido 
como a versão não normalizada do algoritmo NLMS), o filtro adaptativo 
em regime permanente forneceria 
 
1
LMS , , 2E[ ( )] .M M M Nf  w R R w   (E.2) 
Tendo em vista que as equações de atualização dos algoritmos NLMS e 
LMS são derivadas através da minimização da mesma métrica de 
desempenho (isto é, o valor instantâneo do erro quadrático), tem-se que 
em regime permanente, o valor esperado do filtro adaptativo obtido 
através do algoritmo NLMS deve ser igual ao obtido através do algoritmo 
LMS (mesmo quando ).M Nz  Assim, 
 NLMS LMSE[ ( )] E[ ( )] .f  fw w   (E.3) 
Portanto, utilizando (E.3) em (E.1) e (E.2), a relação 
 
1 1
1 2 , ,M M M N
  R R R R   (E.4) 
é obtida. 
 A título de exemplo, na Figura E.1 são apresentados os coeficientes 
dos filtros adaptativos em regime permanente obtidos através de (E.1) e 
(E.2), considerando o mesmo cenário do Exemplo 1 do Capítulo 4 e 
diferentes ordens M  para o filtro adaptativo. Nota-se, da Figura E.1, que 
os coeficientes dos filtros adaptativos atualizados através dos algoritmos 
NLMS (linha sólida cinza) e LMS (linha pontilhada escura) atingem os 
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mesmos valores em regime permanente, independente da ordem M  do 
filtro adaptativo, estando em acordo com (E.3). 
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(d) 
Figura E.1 ± Coeficientes dos filtros adaptativos em regime permanente obtidos 
através do algoritmo NLMS (linha sólida cinza) e do algoritmo LMS (linha 
pontilhada escura), considerando sinal de entrada correlacionado com 
110,58F   [obtido de (4.78) considerando 1 0,55E    e 2 0,8].E   (a) 22.M   
(b) 26.M   (c) 30.M N   (d) 60.M   
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Tendo em vista que somente os elementos da diagonal de 
T( ) ( )M Mn nc  K Q K Q  são considerados em (5.50) e lembrando que o 
resultado obtido é pré- e pós-multiplicado por TMQ  e ,MQ  
respectivamente, então, (F.8) é reescrita como 
 5( ) (2 ) ( )n nc f T L k   (F.9) 
onde ( )nck  e 5( )nf  denotam os elementos da diagonal de T ( )M MnQ K Q  
e de T 5( , )M MnYQ F Q  para 0,Y   respectivamente. Em particular, T  é 
uma matriz diagonal com elementos dados por 
 
2
2
1
1
2
0 2
1
1( ) .
4 ( ) ( ) 
i
M
i k
k
V
T i d d
f f
Y
 
O
 Y Y
Y Y Y Y
³ ³

  (F.10) 
A matriz L é simétrica, cujos elementos são computados por 
 
2
1 2
1 0
1
1( , )
4 ( )( ) ( )
i j
M
i j k
k
L i j d d
V
f f
Y
 
O O
 Y Y
Y Y Y Y Y Y
³ ³

  (F.11) 
onde 1V  e kY  são dados por (D.11) e (D.12), respectivamente, e kO  é o 
k-ésimo elemento da diagonal de .M  Nesse ponto, a solução das 
matrizes T  e L  diferem para sinais de entrada branco e correlacionado. 
F.1 SINAL DE ENTRADA BRANCO 
 Especificamente, assumindo M par e sinal de entrada ( )x n  branco 
[implicando 21 2k xY   V  para todo ,k  com 2xV  denotando a variância 
de ( )],x n  a raiz quadrada dos denominadores de (F.10) e (F.11) pode ser 
eliminada e as integrais resultantes podem ser resolvidas analiticamente, 
resultando em [67] 
 
1( ) ( 2)T i M M    (F.12) 
e 
 
1( , ) .( 2)L i j M M    (F.13) 
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