In this paper, we present a simple combustion simulation technique based on a look-up table approach. In the proposed technique, a flow solver extracts the solutions of the ordinary differential equations (ODEs) of the chemical equations from the look-up table using the mixture fraction, mass fraction of products, and time scale of the reaction. The look-up table is constructed during combustion simulation. Thus, prior calculation is not needed in the proposed technique. The solutions of the ODEs are saved in the look-up table at points where the mixture fraction, mass fraction, and time scale are similar to those in the look-up table. Once the data are recorded, a direct integration to solve the chemical equations becomes unnecessary, and the time required to compute the reaction rates is shortened. The proposed technique is applied to an eddy dissipation concept (EDC) model and is validated through a simulation of a H 2 turbulent non-premixed flame and a CH 4 partially premixed flame. The results obtained through the proposed technique are then compared with experimental data and computational data obtained using the EDC model with direct integration. We found a good agreement between our method and the EDC model. Moreover, although the proposed technique is simple, the computation time for our technique is faster than the in situ tabulation method (ISAT) and is approximately 99% lower than that of the EDC model with direct integration.
Introduction
Because of the rapidly increasing availability of computing technologies, numerical simulations of turbulent combustion have become one of the major methods to predict fundamental phenomena of turbulence, combustion, and their interactions. Many unsteady combustion simulations have been performed to study these phenomena (Sadiki, et al., 2006 , Godel, et al., 2009 , Moureau, et al., 2011 . However, the unsteady simulations require a high computational cost compared with steady simulations. Furthermore, the simulations of turbulent combustion that includes detailed chemical mechanisms also requires the high computational cost because a reaction calculation involves n-dimensional ordinary differential equations (ODEs) that must be solved according to the number of chemical species.
Several techniques have been developed to overcome this problem. For example, the in-situ adaptive tabulation (ISAT) (Pope, 1997 , Yang and Pope, 1998 , Singer and Pope, 2006 method is based on in-situ generation of a look-up table constructed by solving for the time evolution of species concentrations directly, and it overcomes many of the difficulties associated with pre-computed look-up tables. This method has been adopted in ANSYS FLUENT using the eddy dissipation concept (EDC) model (Magnussen, 1981 , Magnussen, 1989 , Gran and Magnussen, 1995a , 1995b , Magnussen, 2005 and the probability density function (PDF) model (Bilger, 1980 , Fox, 2003 . The method of intrinsic low-dimensional manifolds (ILDM) (Maas and Pope, 1992 , Maas and Pope, 1994 , Gicquel, et al., 2000 allows the automatic reduction of detailed chemical mechanisms. This method is based on a direct mathematical analysis of the dynamic response behavior of non-linear chemical equations. A filtered, tabulated chemistry model for large eddy simulation (LES) was developed by Fiorina et al. (2010) . This model can be applied to a premixed flame with the aim of recovering the correct laminar flame propagation speed of the filtered flame front. A laminar flamelet model (Peters, 1984 , Oijen, et al., 2001 ) is widely used for combustion simulation. Although this is a numerical model for computing the mass fraction of the chemical species in turbulent combustion, the computation time for performing a simulation using the flamelet model is very small. This is because, in this model, the temperature and mass fractions of chemical species are obtained from a look-up table that is constructed before the combustion simulation. The flamelet model is often applied to the unsteady simulation using the LES (Pierce and Moin, 2004, Carbonell, et al., 2009) or direct numerical simulation (DNS) (Ihme, et al., 2005 , Baba and Kurose, 2008 , Moriai, et al., 2013 because of its low computational cost.
To reduce the computation time, a combustion simulation technique based on a combination of the chemical equilibrium method and EDC model was developed in a previous study. The technique was validated by simulating a H 2 -air turbulent non-premixed flame , CO-H 2 -air turbulent non-premixed flame (Fukumoto and Ogami, 2012) , and CH 4 -air partial turbulent non-premixed flame ). An advantage of the aforementioned technique is the ease with which a reduced chemical mechanism can be modeled according to the accuracy requirements of the chemical species. Thus, the technique can predict intermediate species with high accuracy when a reduced mechanism is modeled for the minor species. In this technique, a lower number of species were modified by the chemical equations, resulting in lower computational time. However, the prediction accuracy also depends on the number of modified species.
In this work, we present a simple simulation technique based on the look-up The primary advantage of our technique is that it is easy to build the program because of its simple algorithm. Secondly, it is not necessary to construct the look-up table prior to the combustion simulation, because the look-up table is constructed during the combustion simulation itself. Thirdly, this technique can be easily applied to combustion models if the proper variables are chosen for the look-up table indexes. Fourthly, the proposed technique is applicable under various conditions such as a non-premixed or partially premixed flame if the phenomena are organized according to the indexes.
The proposed technique was tested by simulating a CO-H 2 turbulent non-premixed flame (Fukumoto and Ogami, 2012a ) and a CH 4 -H 2 turbulent non-premixed flame (Fukumoto and Ogami, 2012b) in the previous study. In this paper, the proposed technique was applied to the EDC model and validated by computing a H 2 turbulent non-premixed flame (Takagi and Kotoh, 1982) and a CH 4 turbulent partially premixed flame (TNF Workshop); the results were compared with the experimental data, and the computation time for the proposed technique was discussed.
Method 2.1 Overview of the simulation
ANSYS FLUENT 14.5 was used in this study. The momentum equation, turbulence model, and mass fraction equation were computed using ANSYS FLUENT. To solve the momentum equation, the velocity and pressure were coupled using the semi implicit method for pressure linked equations (SIMPLE) (Patankar, 1985) , and the basic Reynolds stress model in ANSYS FLUENT (Ansys, Inc, 2010) was chosen as the turbulence model. The time-averaged reaction rates of each chemical species were calculated using a user-defined function (UDF). The UDF is a function that can be programmed to load the solver dynamically to enhance the standard features of ANSYS FLUENT. The look-up table was employed to quickly obtain the solutions of the ODEs of the reaction equations. The simplified transport model proposed by Smooke (1991) was programmed as the UDF to compute the viscosity, thermal conductivity, and mass diffusivity.
Theory of the EDC model
In this study, the EDC model (Gran and Magnussen, 1995b) was used as the combustion model. An overview of the EDC model is illustrated in Fig. 1 . In the EDC model, it is assumed that combustion occurs in the fine structure of
where J Y ɶ is the mass fraction of chemical species J, and
The above ODEs are solved at steady state under the initial conditions obtained from the current mass fractions, density, and temperature in each computational cell.
* ξ is computed as
where 2.1377 C ξ = , µ denotes the viscosity, ε is the turbulent dissipation rate, and k denotes the turbulent kinetic energy. τ * is given by 
Construction of the look-up table
A look-up table was used to reduce the computation time. The proposed technique was applied to the EDC model in this study. The EDC model was chosen in this study because this model requires the reaction calculation, and it is easy to build the program. However, our technique could be easily applied to various reactive flows if the proper variables were chosen for the indexes of the look-up table. Figure 2 shows the algorithm of the proposed technique. In the proposed technique, the reaction rates are obtained from the look-up table if data are available. However, if the data are not available in the look-up table, the ODEs of the reaction equation are solved, and the obtained results are stored in the look-up table according to the indexes. In this study, the mixture fraction, mass fraction of products, and time scale of the reaction were chosen as the indexes because turbulent non-premixed and partially premixed flames are mainly dependent upon by these variables. The mass fraction of products was defined as either the mass fraction of H 2 O or the sum of the mass fractions of CO 2 and CO. The time scale was calculated in the EDC model. The computation time was reduced with an increase in the amount of reaction rate data in the look-up table, as solving the ODEs became unnecessary. Figure 3 shows a schematic of the look-up table construction. For simplicity, only a two-dimensional look-up table is illustrated in Fig. 3 . If the look-up table data are not available at the stored points Q n,m , Q n+1,m , Q n,m+1 , or Q n+1,m+1 , * Y is computed using the EDC model because the linear interpolation cannot be performed without these neighbor points. Then the change in the mass fraction per unit time P W is given as
where Y ɶ is the mass fraction of a chemical species and * Y denotes the mass fraction of the chemical species in the fine structure. W p is weighted according to the normalized distance r between sampled point P and stored points Q. Furthermore, the data in the same index are averaged by the sum of the weight function. Finally, the Lth saving data
is saved at the stored points Q n,m , Q n+1 , m Q n,m+1 , and Q n+1,m+1 , L is the number of writing data, L f is the Lth weight function, and g is the sum of the weight function. P W is obtained at the sampled point P, and there is a distance between the sampled point P and stored points Q. The weight function and sum of the weight function are computed as exp and
where l f and g denote the lth weight function and sum of the weight function, respectively. r is ranging from 0 to N , N is the number of indexes, and g determines the effect of , 1 Q L W − . However, if data are missing at the stored point, l f is set to 1. The linearly interpolated data W interp is computed using the stored points Q n,m , Q n+1 , m Q n,m+1 , and Q n+1,m+1 , if the index variables are inside the stored points Q n,m , Q n+1 , m Q n,m+1 , and Q n+1,m+1 . The time-averaged reaction rate w is calculated as 
The stored data are randomly updated, and the probability of an update is set to 1/1000 as a default value. This parameter determines the theoretical maximum speed of the proposed technique. The random update is used to improve the data in the look-up table because the table is constructed using a few indexes. Thus, the influence of eliminated variables such as minor species is not directly taken into account, while the random update gradually enables these effects to be considered in the look-up table.
The mixture fraction Z ɶ , which is the one of the look-up table indexes, is computed as
where j u ɶ is the velocity in direction j, j x is the coordinate of direction j, t µ is the turbulent viscosity, and m σ is the effective Schmidt number.
Numerical conditions
Two types of turbulent flames were calculated to verify the accuracy of the proposed technique. In the case of the H 2 -air turbulent non-premixed flame, the numerical conditions were based on Takagi's experiment (Takagi and Kotoh, 1982) . Figure 4 shows a sketch of the computational domain used in this study. The mass fractions of H 2 and N 2 in the fuel were 4.7e-2 and 9.53e-1, respectively. In ambient air, the mass fractions of O 2 and N 2 were 2.33e-1 and 7.67e-1, respectively. The velocities of the fuel, co-flow, and weak flow were 55.7, 5.1, and 0.051 m/s, respectively. The no-slip condition was adopted as the boundary condition of the wall. The atmosphere velocity indicated in Fig. 4 was 0.051 m/s in the axial direction. The temperatures of the fuel, co-flow, weak flow, and atmosphere were considered to be 300.0 K. A second-order upwind difference was applied to the governing equations of the momentum, mass fraction of chemical species J, mixture fraction, and energy. The 2D axisymmetric solver in ANSYS FLUENT was chosen using the axis indicated by the centerline of Fig. 4 . The Reynolds stress model was chosen as the turbulence model; the model parameters ( 2 C ε =1.79, the effective Prandtl number h σ =0.6, and the Schmidt number m σ =0.6) were set to adjust the axial velocity profile of the experimental data. In this study, the detailed chemical mechanism of the H 2 reaction suggested by Barlow and Smith (1999) was used to compute the reaction rates. This mechanism involves 9 species, and H 2 O was chosen as the product species for the look-up table.
The numerical conditions of the CH 4 -air turbulent partially premixed flame were based on Sandia flame D (TNF Workshop). Figure 5 shows a sketch of the computational domain used in this study. The mass fractions of CH 4 , O 2 , and N 2 in the fuel were 1.56e-1, 1.97e-1, and 6.47e-1, respectively. In the pilot flame, the mass fractions of N 2 , O 2 , O, H 2 , H, H 2 O, CO, CO 2 , and OH were 7.34e-1, 5.40e-2, 7.47e-4, 1.29e-4, 2.48e-5, 9.42e-2, 4.07e-3, 1.10e-1, and 2.8e-3, respectively. The mass fractions of O 2 and N 2 in the co-flow were 2.33e-1 and 7.67e-1, respectively. The velocities of the fuel, pilot flame, and co-flow were 49.6 m/s, 11.4 m/s, and 0.9 m/s. The atmosphere velocity indicated in Fig. 5 was 0.9 m/s in the axial direction. The no-slip condition was applied to the walls. The temperatures of the fuel, pilot flame, co-flow, and atmosphere were 294 K, 1880 K, 291 K, and 291 K, respectively. A second-order upwind difference was applied to the governing equations of the momentum, mass fraction of chemical species J, mixture fraction, and energy. The 2D axisymmetric solver in ANSYS FLUENT was chosen using the axis indicated by the centerline of Fig. 5 . The Reynolds stress model was chosen as the turbulence model; the model parameters ( 2 C ε =1.75, effective Prandtl number h σ =0.6, and Schmidt number m σ =0.6) were set to adjust the axial velocity profile of the experimental data. In this study, GRI-Mech 2.11 (Bowman, et al.) , including 49 species, and the mechanism suggested by Kee et al. (1985) , containing 17 species, were used to calculate the reaction rates, and CO and CO 2 were chosen as the product species for the look-up table. 
Results

Comparison with experimental data
First, we verified the influence of the total number of computational cells on the numerical error, as this error must be minimized to increase the prediction accuracy of the proposed technique. Two different grids were prepared to examine the influence of the number of cells. The chosen indexes of the look-up Figures 6 and 7 show plots of the mole and mass fractions and temperatures predicted using the two different grids. The results were similar for the two grids, and the difference was negligible. Grids with 67,000 and 53,000 cells were chosen for the simulations discussed in the following sections. (continued) Next, we compared the results obtained using our technique with the experimental data obtained by Takagi (1982) and Barlow (TNF Workshop) . Figure 8 shows the distributions of the mixture fraction, mole fractions, temperature and time scale on x-r plane. The distribution of the mole fraction of H 2 O was similar to that of the temperature. Increasing temperature was caused by the production of H 2 O in the non-premixed flame. The distribution of the time scale was the smallest near the nozzle. The time scale is determined based on ν , ρ , and ε according to Equation (5). When the time scale is small, the chemical reaction is close to the state of non-equilibrium because the influence of the second term of the right hand in Equation (1) is considerable. Conversely, the chemical reaction approaches the state of equilibrium when the time scale is big. Thus, the state of non-equilibrium was observed near the nozzle in the non-premixed flame. However, the reaction rate of H 2 is high, and the effect of the time scale was relatively small.
In Figures 9 and 11 , "Exp" indicates the experimental data, and the look-up table size was set to 200 200 200 × × cells. In Fig. 9 (a) , the velocity obtained through the proposed technique was close to the experimental data. The parameter of the turbulence model 2 C ε was used to adjust the axial velocity. Generally, the turbulence model parameters changed according to the flow geometry of the combustion simulation (Zhou, et al., 2000) . The peaks of the H 2 O mole fraction and temperature were slightly higher than those of the experiment because the H 2 consumption was overestimated at 50 mm < x < 200 mm. In Fig. 9 (b) , the radial velocity profile at x = 60 mm roughly agreed with the experimental data. The locations of the H 2 O mole fraction and temperature peaks were not close to those of the experimental data. In addition, the peak H 2 O mole fraction was higher than that of the experiment, and the O 2 mole fraction at 5 mm < r was underestimated. As can be seen in Fig. 9 (c) , the radial velocity profile was relatively high at 10 mm < r. Compared with the experimental data at approximately 12 mm < r outside the flame, the H 2 mole fraction was lower, O 2 mole fraction was somewhat higher, and temperature was higher. We found that the mixing of the fuel and oxidant was slightly strong at 12 mm < r. Although slight differences can be seen in Fig. 9 , the results obtained through the proposed technique tended to deviate from the experimental data. Figure 10 shows the distributions of the mixture fraction, mass fractions, temperature and time scale on x-r plane. The distributions of the mass fractions of H 2 O and CO 2 were similar to the temperature distribution. Thus, the production of H 2 O and CO 2 led to an increase in the temperature in the partially premixed flame. The distribution of the time scale of the partially premixed flame was similar to that of the non-premixed flame because the time scale in the EDC model was determined based on ν , ρ , and ε . These values are subject to the shape of the computational domain. The effect of the time scale can be seen from the mass fraction of O 2 because O 2 remained inside the flame. Figure 11 compares the results of the CH 4 -air turbulent partially premixed flame obtained through the proposed technique with the experimental data. The computational results were relatively close to the experimental data along the centerline. In contrast, the radial profiles of the computational results were slightly different from the experimental data. For example, the peaks of the CO 2 and H 2 O mass fractions and the temperature at x/d = 15 and 30 did not agree with the experimental data. Similarly, the O 2 consumption was overestimated at x/d = 15, 30, and 45. Thus, the CO 2 , H 2 O, and O 2 reaction rates were overestimated in the radial direction. Generally, combustion simulations using an LES model agreed well with the experimental data (Pitsch and Steiner, 2000) . To minimize the difference between the predicted results and experimental data, we need to use the LES model. Moreover, the simulation performed using the PDF model agreed well with the experimental data (Lindstedt and Ozarovsky, 2005) . To improve the computational results, these models should be tested in future work. Figure 12 shows the results of the H 2 turbulent non-premixed flame and CH 4 turbulent partially premixed flame computed through direct integration (no table) The chosen indexes of the look-up table were the mixture fraction, sum of the mass fractions of the product species, and time scale of the reaction. In both cases, the EDC model was chosen as the combustion model. In this section, Kee's mechanism was employed for the CH 4 reaction because GRI-Mech 2.11 required extensive computation to estimate the reaction rates without the look-up table.
Comparison with computational data obtained through direct integration and ISAT
As shown in Fig. 12 (a) and (b) , the results obtained using the look-up table agreed well with those obtained through direct integration. However, in Fig. 12 (c) , the results obtained using the two-dimensional look-up table were slightly different from those obtained using direct integration at about r/d = 7.5.
In Fig. 12 (d) and (e), the results obtained using the look-up table were close to the data obtained through direct integration. The slight difference in the mass fractions of OH and O obtained using the two-dimensional look-up table and direct integration was observed at about r/d = 0 and r/d = 3.5. Furthermore, the results using the look-up Figure 13 shows a comparison of the average computational time per iteration of the CH 4 partially premixed flame simulation using direct integration (no table), the ISAT method using ANSYS FLUENT, and the proposed technique. The ISAT method was included because the proposed technique is similar to it. The CPU used in these simulations was an Intel Xeon Processor X5680 with 12MB Cache and 3.3 GHz clock speed, and the program was parallelized using 12 threads. GCC 4.5.1 was chosen as the compiler, and CVODE 2.7.0 (Hindmarsh and Serban) was adopted to solve the ODEs of the reaction calculation. As shown in Fig. 14 , the computation time required for the proposed technique was a little lower than that required for the ISAT method. The algorithm of the proposed technique is simple yet very efficient. 
Conclusion
In this paper, we have proposed a new simulation technique based on a look-up reaction rates are stored in the look-up table according to the indexes. The proposed technique was applied to the EDC model. Furthermore, a H 2 turbulent non-premixed flame and CH 4 turbulent partially premixed flame were simulated, and the computational results were validated by comparing the H 2 turbulent non-premixed flame (Takagi and Kotoh, 1982) and CH 4 turbulent partially premixed flame (TNF Workshop).
The results of the H 2 turbulent non-premixed flame simulation obtained through the proposed technique agreed with the experimental data, and the computational results of the CH 4 turbulent partially premixed flame were close to the experimental data along the centerline. In contrast, the radial profiles of the computational results were slightly different from the experimental data. Furthermore, the results obtained through the proposed technique using the look-up 
