In this paper, analysis of directional wave spectra in shallow water area estimated by video images data has been compared with numerical model of SWAN. Estimation of directional wave spectra from video images is based on the Bayesian Directional Method using a group of pixels brightness on the image. For this study, the pixels can be considered equivalent to fixed instruments as wave probe sensor after rectification process. The results show that there is a good agreement between directional wave spectra estimated by video images data and the SWAN model. Both methods estimate similar shape of directional wave spectra in the shallow water. In addition, the energy distribution of directional wave spectra in shallow water is concentrated significantly in frequency and direction.
1.0 INTRODUCTION
Analysis wave conditions in shallow water are a major concern for variety of nearshore processes such as erosion or sediment transport study, and they play important factors in planning and designing of many coastal projects. Numerical modeling is one of the methods which can be carried out to analyze wave conditions in the shallow water. The models of WAM (Wave Model) [1] or SWAN (Simulating Waves Nearshore) [2] are examples of the third generation wave model, which can be used to compute the spectra of random short-crested waves. Specifically, the SWAN wave modeling was developed for coastal and inland water zones.
Shallow water areas are known as a region with high-energy environment, and then conducting research in this area becomes one of the challenges. Recently, there has been considerable interest in applying digital video system for the study of wave parameters in nearshore area. The advantage of video image technique is that the collection of data can be made rapidly and remotely in real time under dynamic conditions of coastal zones. The capability of the video image techniques have been successfully used and developed into a very useful tool for monitoring coastal changes in the nearshore environmental area [3] . Further examples of the applications of video camera system are the study of sand bar morphology [4] , foreshore beach slope [5] , wave run up [6] , wave phase to estimate bathymetry [7] [12], directional wave spectra [8] or the study of coastal management [9] and etc.
After we have successfully derived directional wave spectra using the group of pixel brightness of video image data [10] , it is important to compare the results of directional spectra using whatever data are available or even with different formulation such as using numerical wave models. Due to the lack of wave measurement data in the shallow water wave, in this work, numerical model of SWAN has been selected to verify the results on directional wave spectra from video images in the shallow water. Meanwhile, image data were collected by using single camera installed in HORS pier at Hasaki beach, Japan in 2006. The digital video camera with the resolution of 640 x 420 pixels was used to acquire snapshot images. This video camera was mounted 10 m high above the ground level. The video images data was recorded for 15 minutes duration at every one hour interval with frequency sampling interval of 1 Hz. Figure 3 shows the example of snapshot images recorded by video camera system around pier area at Hasaki site 
With
N  is the action density spectrum. The terms on the left-hand side of Equation 1 represent, respectively, the change of wave action in time, the propagation of wave action in geographic space (with propagation velocities cg,x and cg,y in x-and y-space), the next term represents depth-and current-induced refraction (with propagation velocity c  in  -space (directional space)) and the shifting of the radian frequency  due to variations in mean depth and current (with the propagation velocity c  in
For the right-hand side Equation 1 represents processes that generate, dissipate or redistribute wave energy. In deep water, three source terms are employed. These are the transfer of energy from the wind to the waves (Sin), the dissipation of wave energy due to white-capping (Swc), and the nonlinear transfer of wave energy due to quadruplet (four-wave) interaction (Snl4), In shallow water, dissipation due to bottom friction (Sbfr), depth-induced breaking (Ssurf), and nonlinear triad (three-wave) interaction, Snl3, are additionally accounted for. Extensive details on the formulations of SWAN code can be found in e.g., Booij et al., (1999) and Ris et al., (1999) .
5.0 RESULTS AND DISCUSSIONS
In the SWAN model, a rectilinear computation grid is used with a grid size of 5 m x 5 m. In order to minimize the effect of lateral boundaries, the computational domains were extended beyond area of interest. The computational grids extend for 900 m in the cross-shore direction. In the alongshore direction, the computational domains were extended on each side about 600 m. The generated computational grids contain 21.600 grids. In SWAN model, the coastline absorbs all the incoming waves. The wave input conditions for SWAN are defined along the offshore boundary of the rectangular domain (at cross shore distance, y = 900 m) as shown in Figure 4 . Boundary conditions for SWAN computations used herein are taken from the implementation result of the WAM model [1] . Uniform winds were assumed over the SWAN domain based on average wind measurements at HORS pier. Tidal measurements were also used to adjust the water depth in the model.
In this present study, three nests were used in the WAM model as shown in Figure 5 to generate boundary conditions for SWAN computations, moving from coarser to finer resolution. Table 1 gives information concerning the different nests used for WAM run. For WAM computations above, the bathymetry data for the region was extracted from ETOPO2 from NOAA (National Geographic Data Center, National Oceanic and Atmospheric Administration, USA). Meanwhile, the wind data used to drive the WAM computations nests were obtained from JMA (Japan Meteorological Agency, Japan). The wind field includes both forecast and hindcast, its domain covers the latitudes 20°N -47°N and longitudes 122°E-155°E. The input of wind time step is 60 minutes. Figure 6 shows the WAM significant wave height for the region, sub 1 and sub 2. The WAM model also has been calibrated with NOWPHAS observation data from Kashima Port site (35.92 o N, 140.73 o E). Figure 7 shows the calibration result between WAM model and field observation data at Kashima Port. After the WAM model well calibrated with observed data, then the boundary conditions for SWAN computation can be generated. In this work, SWAN has been simulated with default formulation with all the physical mechanisms such as wind generation, wave refraction, wave breaking, bottom friction, wave-wave interactions and white-capping. The performance of the SWAN computations was examined with data observations along HORS pier to calibrate the model. The comparison of significant wave height between SWAN model and significant wave height on the wave gauge locations is presented in Figure 8 . Figure 8 shows that SWAN simulates the significant wave height very well for two wave gauge locations (230 m and 370 m). In these two locations, the significant wave heights computed by SWAN were closer to data observations but at another location (145 m), the significant wave heights obtained by SWAN were smaller compared to in-situ wave gauge. The discrepancy results are due to the fact that at this location of 145 m, the wave breaking occurs. The phenomena of wave breaking process are difficult to model through numerical model. Another possibility is data from wave gauges are significantly affected by wave breaking in this location. After the model well calibrated, directional wave spectra in shallow water can be generated as shown in Figure 9 above. Figure 9 shows the directional wave spectra generated from the SWAN model at cross shore location 230-240 m from the shoreline. The comparison of directional wave spectra results shows that there is a good agreement between directional wave spectra in shallow water estimated by SWAN and video image data. Both methods indicate that directional wave spectra are significantly narrower in frequency and direction that is typical of swell waves as indicated in both figures.
6.0 CONCLUSION
In this paper, analysis of directional wave spectra in the shallow water area estimated by video image data has been compared with numerical wave model of SWAN. Our analysis showed that SWAN provides accurate simulation of numerical wave model and it well calibrated with data observations. Although, calibration results show that significant wave heights at area of wave breaking are underestimated.
In addition, there is a good agreement between directional wave spectra estimated by video image data and the SWAN model. Both methods estimate similar shape of directional wave spectra in the shallow water. Added, the energy distribution of the directional wave spectra in shallow water is concentrated significantly in frequency and direction. 
