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Quantum Cellular Automata are unitary maps that preserve locality and respect causality. We
identify them, in any dimension, with simple tensor networks (PEPU) whose bond dimension does
not grow with the system size. As a result, they satisfy an area law for the entanglement entropy
they can create. We define other classes of non-unitary maps, the so-called quantum channels,
that either respect causality or preserve locality. We show that, whereas the latter obey an area
law for the amount of quantum correlations they can create, as measured by the quantum mutual
information, the former may violate it. We also show that neither of them can be expressed as
tensor networks with a bond dimension that is independent of the system size.
Causality is a fundamental concept in Physics. It
states that physical actions can not propagate in space
at an arbitrary speed. In Quantum Physics, this can be
mathematically captured by the notion of Quantum Cel-
lular Automata (QCA) [1, 2]. These are the most general
unitary maps between quantum states that act in dis-
crete space (i.e., in lattices) and time, and respect causal-
ity [3–6]. They can be viewed as the quantum version
of classical cellular automata. In the last years a great
deal of progress has been made in the characterization of
QCA. So far, complete solutions have been obtained in
one [7] and two spatial dimensions [8–11]. Additionally,
in the first case QCA have been identified [12–17] with
Matrix Product Operators, a 1D version of Tensor Net-
works (TN), which satisfy an extra condition named sim-
pleness [14] (this has been recently extended to fermionic
systems [18, 19]). This identification connects QCA with
TN, a very active area of research in many-body physics
and quantum information. While most of the progress
on QCA has been on unitary maps, very little is known
about quantum channels representing more general phys-
ical actions [3, 4, 20], for which it is not even clear how
to properly define them.
In this work, we investigate the connections between
QCA and TN [21, 22], and characterize them in terms
of the amount of entanglement and correlations they
can create. First, we identify QCA in any dimension
as projected entangled pair unitary (PEPU) operators
that are also simple, and with a bond dimension that
does not grow with the lattice size. We also show that
the amount of entanglement generated by the action of
a QCA is limited by an area law, similar to the one
that characterizes the ground states of local Hamiltonians
[23]. Additionally, we analyze two natural extensions of
non-unitary QCA: Causality Preserving Quantum Chan-
nels (CPQC) and Locality Preserving Quantum Channels
(LPQC). While the former satisfies causality, the latter
cannot create long-range correlations and fulfills an area
law for the quantum mutual information. The LPQC are
a strict subset of CPQC and, unlike QCA, they can not
be expressed as TN with fixed bond dimension.
QCA and Quantum Channels: We consider N = MdL
FIG. 1. Example of the different subsets defined in the text
for r = 1: A is in dark blue and its neighborhood, a1 in light
blue. Their union is A¯1. B1 and b1 are in dark and light green
respectively, and their union is B¯1.
qudits in a finite regular lattice in dL dimensions. The
lattice is characterized by a graph, G = (V,E), where the
qudits are at the vertices V , which are represented by a
vector n ∈ ZdL , and the edges en,m ∈ E if |n −m| = 1
for open boundary conditions, and similarly for periodic
boundary conditions. The coordination number is z =
2dL. The edges define a metric: the distance between to
vertices, δ(n,m), is the minimum number of edges that
connects them. The Hilbert space associated with the
set of qudits is H = ⊗n∈VHn, where dim(Hn) = d is the
physical dimension. For r ≤ M/4 and a subset A ⊂ V ,
we define its r-neighborhood, ar = {n ∈ V/A : δ(n,A) ≤
r}, and A¯r = A∪ar. We further define the r-next-nearest
neighborhood, br = a2r/ar, andBr = V/(A¯r∪br), so that
B¯r = Br ∪ br is the complement of A¯r (see Fig. 1). We
denote by S all the sets A such that Br is not empty. For
a given A ∈ S and r, the Hilbert space is decomposed as
H = HA ⊗Har ⊗Hbr ⊗HBr = HA¯r ⊗HB¯r . (1)
Finally, for C ⊂ V , we denote by trC the trace in HC
and by XC an operator supported on that space.
Let us now introduce a special type of quantum chan-
nels (QC) E acting on the qudits, i.e. trace-preserving
completely positive maps [24]. We will denote by E†
their adjoints with respect to the Hilbert-Schmidt inner
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2product, describing the action in the Heisenberg picture.
Then
Definition 1. A Causality Preserving Quantum Channel
(CPQC) on the lattice G with range r is a channel E such
that, for any A ∈ S and XA, there exists some XA¯r such
that E†(XA) = XA¯r
Our definition is equivalent to that presented in
Ref. [2]. It states that for an observable localized at
site x, the expectation value on the evolved state is
determined by the restriction of the initial state on a
neighborhood of x, thus justifying the name causality-
preserving. When E is defined by a unitary operator U ,
namely E(X) = UXU† for all X ∈ L(H), the set of lin-
ear operators acting on H, we will say that the QC is
unitary. Then, QCA are simply unitary CPQC. In such
a case, E†(X) = U†XU , and E† is still a QCA with the
same range as E [8].
Before proceeding, let us mention that we could have
considered more general graphs, G, as long as they have
no double edges nor self-loops. This would include other
lattice geometries or topologies, but it would make the
notation more cumbersome. Thus, in the following we
will set r = 1, drop the corresponding subindex in the
sets a, b, B, and take M ≥ 4 1.
We introduce now another class of QC:
Definition 2. E is a Locality Preserving Quantum Chan-
nel (LPQC) if for any A ∈ S and ρA¯,B¯ ≥ 0,
tra,b [E(ρA¯ρB¯)] =
1
dN
tra,B¯ [E(ρA¯)] trA¯,b [E(ρB¯)] . (2)
This means that if we act on a product state with the
quantum channel, no correlation is created between the
regions A and B. Intuitively, this corresponds to a form
of localization in the Schrodinger picture, which, as we
will see, represents a stronger condition than causality-
preservation.
Choi-Jamiolkowski state: Instead of dealing with chan-
nels, it will be useful to work with the corresponding
Choi-Jamilkowski states (CJS) [25]. We associate an ex-
tra ancilla with each qudit, so that we get a copy of
the lattice with vertices V ′. We also take Φ = |Φ〉〈Φ|,
where |Φ〉 = ∑s |s〉V ⊗ |s〉V ′ ∈ H ⊗ H is an (unnormal-
ized) maximally entangled state, and |s〉 = |s1, . . . , sN 〉
is an element of the computational basis, where sn =
1, . . . , d. For a channel, E , its CJS is defined as R =
(EV ⊗ 1 V ′) (Φ) ∈ L(H ⊗ H), where the identity chan-
nel acts on the ancillas. It fulfills R = R† ≥ 0, and
1 For the lattices considered here, we can always block rdL qudits
(assuming that M˜ = M/r ∈ N), and redefine the edges, so that
the new lattice has N˜ = M˜dL qudits, and the range of a QCA
with range r becomes equal to one, although the coordination
number may increase
trV (R) = 1 V ′ . In fact, any R satisfying these condi-
tions defines a channel, whose action is then given by
E(ρ) = trV ′(ρTV ′R), where the transpose is taken in the
computational basis.
Given A ∈ V , we denote by A′ ⊂ V ′ the same set in
the lattice of the ancillas. We can now characterize both
CPQC and LPQC in terms of their CJS:
Proposition 1. Given a channel, E, for all A ∈ S there
exist σA,A¯′ (and σB,B¯′) such that its CJS, R, fulfills
i: tra,B¯(R) = σA,A¯′ ⊗ 1 B¯′ iff it is a CPQC.
ii: tra,b(R) = σA,A¯′ ⊗ σB,B¯′ iff it is a LPQC.
The σ’s are determined by the above equations, e.g.,
σA,A¯′ = tra,B¯,B¯′(R)/d
|B¯′|. This proposition expresses
that the CJS of CPQC and LPQC become decorrelated
if we trace some of the qudits.
Tensor Networks: Let us now briefly recall the TN
descriptions of quantum states, operators, and chan-
nels [21, 22]. Given a set of N qudits in a graph G,
we associate with each vertex a tensor A[n] with rank
zn + 1, where zn is the coordination number of that ver-
tex. We associate an index to each of the edges connect-
ing that vertex, and the other one to the corresponding
qudit. The latter is called physical index and runs from
1, . . . , d, and the rest are the auxiliary indices, running
from 1, . . . , D, the bond dimension. Then, we say that
|Ψ〉 =
∑
s
cs|s〉 (3)
is a TN state of bond dimension D if there exist tensors
A[n] of that bond dimension, such that each cs can be ob-
tained by assigning the value sn to the physical index of
A[n] and contracting the rest of the indices according to
the lattice [21, 22]. For arbitrary lattices, they are called
projected entangled pair states (PEPS). Analogously, TN
can define operators and maps. For operators, we can
replace |s〉 by |s〉〈s′|, so that now the tensors B[n] have
two physical indices each, and for maps the tensors C[n]
have four. They are called PEPO (or PEPU if they are
unitary) and PEPM of bond dimension D, respectively.
Any PEPU (PEPM) has the same TN description as the
PEPS (PEPO) corresponding to its CJS, and thus the
same bond dimension.
The graphical representation of TN [21, 22] consists
in replacing each tensor by a box, each index by a line,
and contraction of indices by identifying the correspond-
ing lines. For a graph, G, PEPS, PEPO, PEPM are thus
represented by the same graph where each of the vertices
is replaced by a tensor that has one, two and four lines
with open ends, respectively, and otherwise they are con-
nected according to the edges. We can block tensors to
represent blocks of qudits. For instance, the represen-
tation of two PEPU, U and U†, acting on sets AabB is
shown in Fig. 1(b,c). We have written in each box the
3name of the set where the tensor acts, and used an aster-
isk to specify that the tensor is transposed and complex
conjugated. Figure 1(d) represents UU† = 1 , where the
multiplication is read from bottom to top. The bond di-
mension for the tensor corresponding to A is DzA , where
zA is the number of edges connecting A with its neigh-
borhood a, and the physical dimension is d|A|. We can
now define a notion that was introduced in [14]
Definition 3. We say that a PEPU is simple if for any
A ∈ S
(4)
where
(5)
Quantum Cellular Automata: We establish now the
connection between QCA and PEPU as well as with
LPQC.
Theorem 1. Given a unitary channel acting as E(ρ) =
UρU† on the qudits of a lattice , the following statements
are equivalent:
i: E is a QCA (namely, a CPQC).
ii: E is a LPQC.
iii: U can can be represented by a simple PEPU, where
D only depends on d, dL and z.
While all unitaries can be represented by PEPU, the
last equivalence establishes that for a QCA this can be
done efficiently, namely with a bond dimension that does
not depend on N . This has strong implications on the
amount of entanglement that a unitary U associated with
a QCA can create between any two regions. If one applies
U to a pure product state |Ψ〉, then, the entanglement of
U |Ψ〉 between any set A and the rest is ≤ D|∂A|, where
|∂A| is the number of edges between A and a. This gives
rise to an area law; to see that, we have to consider a
sequence of QCA, SE = {EM}∞M=4, each acting on a
lattice of MdL qudits. Furthermore, we denote by E(A :
Ac) the entanglement entropy [24] between the qudits in
A ⊂ V and its complement Ac = V/A, and by ∂A their
boundary.
Definition 4. A sequence of QCA obeys an area law if
for all A ⊂ V , the state obtained by applying any of the
QCA to any pure product state fulfills I(A : Ac) ≤ c|∂A|,
where c is a constant independent of M .
Thus, Theorem 1 immediately implies that:
Corollary 1. Any sequence of QCA satisfies an area
law.
General CPQC: General CPQC possess very different
properties than QCA. For instance, the set of CPQC act-
ing on qudits in a lattice is convex. Note that this is not
true for LPQC. Furthermore, whereas for QCA and any
region A ∈ S,
E†(XAYB) = E†(XA)E†(YB) , (6)
this is not necessarily true for CPQC.
Any channel (unitary or not) can be written in terms of
a unitary operator through the Stinespring dilation [25].
In particular, we can consider the channel E built out of
a QCA, Eu : L(H⊗H)→ L(H⊗H) as
E(ρ) = trV ′
[Eu (ρ⊗ (|1〉〈1|)⊗N)] , (7)
where |1〉 is a state of the ancilla qudits. Let us now
introduce three other sets of channels:
Definition 5. We define fQC as the set of CPQC fulfill-
ing the factorization condition (6), while tnQC as the set
of CPQC whose CJS has a PEPO description (with bond
dimension bounded by a function of d, dL and z, but not
of M). Finally, we denote by dQC the set of CPQC that
are obtained by a Stinespring dilation of a QCA.
Let us give some illustrative examples. We take d =
2, i.e. qubits, with {|sn〉}1sn=0 the local computational
basis, and σαn the Pauli operators.
Example 1. A channel that is a tnQC but not a LPQC.
Let us define
E(ρ) = 1
2
[
ρ+ (σx)
⊗N
ρ (σx)
⊗N
]
. (8)
E is a tnQC with bond dimension D = 2, and also a
CPQC, since it is a convex combination of two CPQC.
However, it is not a LPQC since it does not satisfy Propo-
sition 1.
Example 2. A set of channels that are LPQC but not
tnQC. Let us consider the state (3), where sn = 0, 1 and
each qubit n = (n1, n2, . . . , ndL) is maximally entangled
with the qubit n′ = (n′1, n2, . . . , ndL), where |n′1 − n1| =
M/2 with M even. Let us build R = 1 V ⊗ 1 V ′/2N + S
where
S = kN
∑
s
cs
[⊗Nn=1(σxn ⊗ σxn′)sn(σzn ⊗ σzn′)1−sn] . (9)
Choosing kN so that ||S||∞ ≤ 1/2N , we have R ≥ 0,
and tracing any system or ancilla qudit we get trn(S) =
trn′(S) = 0. Thus, trV (R) = 1 V ′ and therefore R is a
valid CJS that defines a channel, EM , for each M . Fur-
thermore, R fulfills the conditions of Proposition 1, and it
4tnQC
LPQC
fQC
CPQC
dQC
FIG. 2. Venn diagram for the class of QC defined in the main
text, representing the statement of Theorem 2.
is therefore a LPQC. However, the (unnormalized) state
|Ψ′〉 = kN
∑
s cs|s〉+ 12N |0〉⊗2N has a volume law entan-
glement, i.e. the rank of the reduced state of a hypercube
of side, L < M/2, is at least LdL − 1, so that its PEPS
representation has a bond dimension that increases ex-
ponentially with M . But any PEPO representation of R
can be interpreted as PEPS for |Ψ′〉 with the same bond
dimension. We conclude that R cannot be represented by
a PEPO with bond dimension independent of M .
We are now in the position to formulate the following:
Theorem 2. For any of the considered lattices, dQC ⊂
fQC = LPQC ⊂ CPQC. Furthermore, dQC ⊂ tnQC
and tnQC 6= LPQC, where all inclusions are strict (see
Fig. 2).
Finally, let us discuss an area law for the classes of
QC defined above. As irreversible QC will typically cre-
ate mixed states out of pure ones, rather than talking
about the entanglement it is more appropriate to inves-
tigate the amount of correlations that can be created.
The relevant measure for this is the mutual information:
given a state, ρ, in a qudit lattice, a subset of qudits,
A ∈ V , and its complement, Ac = V/A, the mutual in-
formation is I(A : Ac) = SA+SAc −SV , where SA is the
von Neumann entropy of the reduced state of the qudits
in A [24]. For Gibbs states of local Hamiltonians or for
PEPO it is known that the mutual information obeys an
area law [26]. This motivates the following definition:
Definition 6. A sequence of QC obeys an area law if for
all A ∈ V , the state obtained by applying any of the QC
to any product state fulfills I(A : Ac) ≤ c|∂A|, where c is
a constant independent of M .
We can now state our third main result:
Theorem 3. Any sequence of LPQC obeys an area law.
Finally, we show that causality is not enough to bound
the amount of correlations that can be created when act-
ing on a product state:
Example 3. Let us consider the dephasing channel act-
ing on two qubits, n,m:
En,m(ρ) = 1
2
[ρ+ (σzn ⊗ σzm)ρ(σzn ⊗ σzm)] , (10)
and define the channel E = ⊗n∈V1En,n+e where V1
contains all n ∈ V with n1 ≤ M/2, and e =
(M/2, 0, 0, . . . , 0). E is a convex combination of Pauli
channels, and thus a CPQC. However, the CJS is R =
⊗n∈V1ρn,n′,n+e,n′+e. The mutual information between
(n, n′) and (n+e, n′+e) is one. Taking into account that
the mutual information is additive under tensor product,
we conclude that for a hypercube of side L < M/2, it is
LdL .
Conclusions: We have investigated the connections be-
tween QCA, TN, and generation of quantum entangle-
ment and correlations. We have shown that QCA can be
efficiently represented by TN, implying an area law for
the entanglement entropy that they generate. We have
explored the implications of causality and locality for ir-
reversible QC, proving that only the former provides a
constraint on the amount of quantum correlations that
can be created. Still, even LPQC can not be represented
efficiently via TN.
Our work opens up several questions and possibilities.
The identification of QCA with PEPU allows one to use
the established techniques based on TN for numerical
simulations of their action [27, 28]. This also gives us
a very natural framework to investigate the classifica-
tion of (symmetry-protected) topological (SPT) phases
for QCA [17] in higher dimensions, with possible implica-
tions for the classification of Floquet SPT phases [13, 29–
31]. Additionally, QCA inherit the holographic principle
of PEPS [32], which can also be used for their classifica-
tion. Let us also mention some questions that our work
immediately raises. Given that CPQC constitute a con-
vex set, perhaps they can be obtained as the convex hull
of either dQC or, more generally, LPQC. A solution to
this problem would give us a very useful characterization
of this set. In turn, this might be important in order to
study equivalence classes of CPQC under smooth defor-
mations.
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SUPPLEMENTARY MATERIAL
Here we will prove the results stated in the main text.
In all the theorems and propositions, we use statements
like “for all A ∈ S”, or “for all XA”, or “there exists a
traceless YB¯”. In order to ease the reading, we will omit
those statements when formulating the proofs whenever
there is no room for confusion. We start with a charac-
terization of QCA in the Schro¨dinger picture.
Lemma 1. A channel E is a CPQC iff for all A ∈ S,
σA, ρA¯ ≥ 0 and YB¯ = Y †B¯, with tr(YB¯) = 0,
tr [σAE(ρA¯YB¯)] = 0 . (11)
Proof. (if) We will use the Definition 1 of a CPQC. We
can always write XA = σ
1
A−σ2A, where all σiA ≥ 0. Thus,
it is enough to show that for any σA ≥ 0, E†(σA) is sup-
ported in A¯. Taking ρA¯ = 1 A¯, we have 0 = tr[E†(σA)YB¯ ]
for all traceless YB¯ , and thus E†(σA) is supported on A¯.
(only if) We have tr[σAE(ρA¯YB¯)] = tr[E†(σA)ρA¯YB¯ ] =
tr[XA¯ρA¯YB¯ ] ∝ trB¯(YB¯) = 0.
Proposition 1:
Proof. (i) The statement becomes trivial by noticing that
tr[XAE(ρA¯YB¯)] = trA,A¯′
[
XAρ
T
A¯′
(
trB¯′(Y
T
B¯′σA,A¯′,B¯′)
])
where σA,A¯′,B¯′ = tra,B¯(R).
(ii) Let us define
αA,B = tra,b [E(ρA¯ρB¯)] , (12a)
βA = tra,B¯ [E(ρA¯)] , (12b)
γB = trA¯,b [E(ρB¯)] , (12c)
and σA,A¯′,B,B¯′ . Then, the statement becomes trivial by
noticing that
αA,B − 1
dN
βAγB = trA¯′,B¯′
[
ρTA¯ρ
T
B¯σA,A¯′,B,B¯′−
1
dN
trB
(
ρTA¯σA,A¯′,B,B¯′
)
trA
(
ρTB¯σA,A¯′,B,B¯′
)
] .
Theorem 1:
Proof. (ii⇒ i) We will show that any LPQC is a CPQC.
Let us assume that E is a LPQC. We will show that it
fulfills (11). Indeed, let us consider A,XA, ρA¯ ≥ 0 and a
traceless YB¯ = Y
†
B¯
. We can always write YB¯ = ρB¯ − ρ˜B¯ .
Then using (2), (11) immediately follows.
(iii⇒ ii) Using the fact that the PEPU is simple [Eqs. (4),
(5)], we immediately have
tr(UρA¯ρB¯U
†) = tr(UρA¯U
†)tr(UxρB¯U
†) . (13)
(i⇒ ii) We do not really need to prove this, since it
follows from the other implications. However, we will
use it in the proof below and, additionally, this will serve
6as a proof for a piece of Theorem 2. This is why we will
only use that [cf. (6)]
E†(XAYB) = E†(XA)E†(YB) , (14)
which is obvious for QCA. For any ρA¯, ρB¯ ≥ 0 let us
denote by
σA,B = tra,b[E(ρA¯ρB¯)] . (15)
For any XA, YB we have
trA,B(XAYBσA,B) = tr(E†(XA)E†(YB)ρA¯ρB¯)
= trA¯[X˜A¯ρA¯]trB¯ [Y˜B¯ρB¯ ] , (16)
where X˜A¯ = E†(XA) and Y˜B¯ = E†(YB).
(i⇒ iii) We will first show that U is a PEPU and com-
pute the bond dimension. We denote by |Ψ〉 its (pure)
CJS
|Ψ〉 = (U ⊗ 1 )|Φ〉 . (17)
We denote by Qn = 1 − |Φ〉n〈Φ| and
H˜ = (U ⊗ 1 )
[∑
n
Qn
]
(U ⊗ 1 )† =
∑
n
Q˜n , (18)
with Q˜n = (U⊗1 )Qn(U⊗1 )†. These operators are local,
since U is a QCA, and mutually commute, [Q˜n, Q˜m] =
U [Qn, Qm]U
† = 0. Furthermore, |Ψ〉 is the unique
ground state of the frustration free Hamiltonian H˜. This
is because H˜ has the same spectrum of H =
∑
nQn, and
the ground state of the latter is clearly unique, since Qn
has rank d − 1. Then we can use the argument of Ref.
[33] to show that it is a PEPS with a finite bond dimen-
sion. The idea is that |Ψ〉 can be prepared by projecting
a random state in the ground state
|Ψ〉 ∝
∏
n
(1 − Q˜n)
⊗
m
|αm〉 , (19)
where |αm〉 is any state of the qudit at site m and its
ancilla. Since the 1 − Q˜n are local and thus can be de-
composed as sum of operators acting on a small region,
each of the projectors creates a tensor around one region.
But if |Ψ〉 can be represented by a TN with a given bound
dimension, then so can U . Note that the bond dimension
is independent of N . To see this, note that Tn = (1−Q˜n)
acts non-trivially only on z + 1 sites, and that the num-
ber of operators acting simultaneously on a given pair of
qudits (n, n′) (and the corresponding ancillas) is 2, Tn,
and Tn′ . These are the only operators that modify the
bond dimension of the link connecting n and n′. Thus,
D is clearly independent of N .
Finally, the fact that the PEPU is simple, immediately
follows from (16).
It is instructive, as an example, to compute explicitly
an upper bound for the bond dimension D for a square
lattice, i.e. dL = 2 (and arbitrary local physical dimen-
sion d). As usual, we assume the QCA has r = 1, and
coordination number 4, so that Tn = 1 − Q˜n will act
on the n-th qudit, its 4 nearest neighbors, and the corre-
sponding ancillas. Thus, Tn = 1 −Q˜n can be represented
as a plaquette with 5 incoming and outcoming legs, each
associated with a Hilbert space of dimension d2 (corre-
sponding to one physical local system and one ancilla).
We can then enumerate the legs, and decompose the pla-
quette as a 1D matrix product operator, with bond di-
mension D ≤ d8. Now, by “bending” some of the legs,
we can cast this in the form of a PEPO, where the four
“outer” sites are only connected to the central one, la-
beled by n. The global PEPO, corresponding to
∏
n Tn
is finally obtained by patching together the local ones.
Since the bond dimension between neighboring sites n,
n′ is only modified by the action of Tn, Tn′ , it is easy to
see that the above procedure can be carried out in such
a way that D ≤ d16.
Note that the proof of Theorem 1 applies to generic
QCA, not necessarily displaying translation symmetry2.
However, in the case U is translationally invariant,
the argument could be simply adjusted to recover a
translationally-invariant PEPO description. In this
case, we can replace the arbitrary product state in
Eq. (19) with a state |φ〉⊗N , which is not annihilated by∏
n(1 − Q˜n), where |φ〉 is some state of the single-site
qudit and the corresponding ancilla. This is possible
as long as there exists a single qudit operator T such
that tr(UT⊗N ) 6= 0. If this is not the case, we could
either block spins so that now T can act on more qudits
or apply the projectors to a PEPS with small bond
dimension (instead of a product state), so that the final
PEPS has still finite bond dimension.
Theorem 2
Proof. LPQC ∈ CPQC: This has been proven already
in (ii ⇒i) in Theorem 1. That the inclusion is strict is
clear from Example 1.
LPQC = fQC: This follows immediately from
tr
[
[E†(XAYB)− E†(XA)E†(YB)]ρA¯ρB¯
]
=
tr [XAYBE(ρA¯ρB¯)]− trA¯ [XAE(ρA¯)] trB¯ [YBE(ρB¯)] .
2 In passing, we mention that there is an alternative proof that
QCA are tnQC. This is based on the fact that, given a QCA
U , the operator U ⊗ U† ∈ L(H ⊗ H) can be represented as a
quantum circuit in the doubled Hilbert space H⊗H [6, 7]. The
idea is then to represent such a circuit as a PEPU, and to take a
partial expectation value with respect to a product state in the
second system.
7dQC ⊆ tnQC: It automatically follows from the fact
that QCA are tnQC and that tracing does not change
this fact.
dQC ⊆ LPQC: It is immediate from Definition 7 and
the fact that Eu is a QCA.
tnQC 6= dQC 6= LPQC: This follows from Example 2.
Theorem 3
Proof. We will prove this here for the CJS correspond-
ing to the channel. For the action of the channel on any
product state, mixed or not, the same argument trivially
applies. This proof is based on Proposition 1 and the fol-
lowing property of the mutual information. For any sets
x, y, z, I(x : yz), I(xy : z) ≤ I(x : z) + 2Dy, where Dy is
the logarithm of the dimension of the Hilbert space corre-
sponding to y. To see this, note that, using the ArakiLieb
triangle inequality [34] we have S(AaB) ≥ S(AB)−S(a),
while, using subadditivity, S(a) + S(A) ≥ S(Aa). Then,
I(Aa : B) = S(B) + S(Aa)− S(AaB) ≤ S(B) + S(A) +
S(a) + S(a) − S(AB) = I(A : B) + 2S(a) ≤ I(A :
B) + 2Da, where we used that S(a) ≤ Da. Applying
this to the CJS of a LPQC and any A ∈ S we have
I(A¯A¯′ : B¯B¯′) ≤ I(AA¯′ : BB¯′) + 2(|a|+ |b|)| log(d)
= 2(|a|+ |b|)| log(d) . (20)
since I(AA¯′ : BB¯′) = 0, due to Proposition 1(ii).
