In this paper, a new approach for efficiently extracting cognition out of a total of 56 different classes of handwritten Manipuri Meetei-Mayek (Indian language) is being described. Although character recognition algorithms has been researched and developed for other Indian scripts, no research work has been reported so far for recognising all the characters of the Manipuri Meetei-Mayek. The work begins with a thorough literature survey of existing works which highlighted the need of a good feature extractor as a pre-requisite for training the classifier. The limitations are experimentally removed using multiple sized cell grids using Histogram of Oriented Gradient (HOG) descriptors as feature extractor. HOG being a gradient based descriptor is very efficient in data discrimination and very stable with illumination variation. For efficient classfication of the HOG features of the Manipuri Meetei-Mayek, the robust k-Nearest Neighbor was tweaked suitably to recognize all the 56 classes of the script. The proposed approach resulted in an overall accuracy of 94.29% with a training time of about 540.81 seconds.
Introduction
Handwritten character recognition is increasingly gaining momentum owing to its applicable areas which can significantly reduce time But developing a more dependable approach or more technically 'a system' for recognizing handwritten characters for such regional scripts still poses a challenge to researchers. Moreover, handwritten Meetei-Mayek characters tend to be much more complex in comparison to common English characters due to the presence of modifiers, shape and structure. These factors demand a sophisticated pattern recognition algorithm that will be able to efficiently handle the challenging task of classifying these characters. In this paper, the design of an OCR system for handwritten Manipuri MeeteiMayek is being discussed. The history and origin of Meetei-Mayek can be found in detail in the literatures by [Wanghemcha ,2007; Mangang, 2003 ; T.C. Hodson, 1908] . Manipuri or Meeteilon is one of the scheduled language of India and also the official language of Manipur, which is one of the state located in the North-Eastern part of India. The script contains a total of 56 characters which can classified into five different categories: Iyek Ipee/Mapung Iyek which consists of 27 alphabets, Cheitek Iyek (8 symbols), Lonsum Iyek (8 letters), Khudam Iyek (3 symbols) and Cheishing Iyek which consists of 10 numeral figures. The basic characters or the Iyek Ipee only appear as the main character of a word which may be modified by adding one of the extended symbols or Vowel modifiers to produce the required pronunciation. All the original characters of the Manipuri Meetei-Mayek alphabets are drawn, winded and wreathed based on the features of the human anatomy. Accordingly, the names of the alphabets are the names of the different parts of the human body from where they are derived [Mangang, 2003] . The Meetei-Mayek characters for which recognition are performed in the current work is shown in Fig. 1 (a) along with the meaning against their names.
Related Works
Introduction of Manipuri Meetei Mayek OCR is in the infant stage whereas many research works have already been carried out on other Indian Scripts of different languages. Section 2.1 and 2.2 highlights the research works carried out on popular Indian languages and Manipuri Meetei-Mayek respectively. 328
Research Works on other Indian languages
Rani et al. focussed on the problem of recognition related to Gurumukhi script, they used different techniques for extracting features such as projection histogram, background directional distribution (BDD) and zone based diagonal features. These features extraction techniques were classified using SVM classifier as 5-fold cross validation with RBF (radial basis function) kernel. They achieved a very high accuracy of 99.4% using a combination of BDD and diagonal features with SVM classifier. [Rani et al., 2012] . Pal et al. proposed a system for recognizing offline Bangla handwritten compound characters using Modified Quadratic Discriminant Function (MQDF). Using a 5-fold cross validation technique they were able to obtain an accuracy of 85.90% from a dataset of Bangla compound characters containing 20,543 samples [Pal et al., 2007] . Sharma et al. proposed a scheme for unconstrained offline handwritten Devnagri numeral and character recognition using quadratic classifier based on feature obtained from chain code histogram. They were able to achieve an average accuracy of 98.86% for Devanagri numerals and 80.36% for Devanagri characters [Sharma et al., 2008] . Basu et al. presented recognition system for handwritten Bangla alphabet using a 76 element feature set which inluded 24 shadow features, 16 centroid features and 36 longest-run features. The recognition performances achieved for training and test sets were 84.46% and 75.05% respectively [Basu et al., 2005] .
Research Works on Manipuri Meetei-Mayek
Maring and Dhir described the recognition of Meetei-Mayek numerals for both handwritten as well as printed. Gabor filter was used for feature extraction and classification was carried out using SVM. The experiment was carried out using 14x10 pixel images and overall accuracy of 89.58% and 98.45% were achieved for handwritten and printed respectively [Maring and Dhir, 2014] . Romesh et al. described the design of OCR system for handwritten text in Meitei Mayek alphabets using ANN. The database consists of 1000 samples from which 500 samples were considered as training database and the remaining samples were kept for testing and validation purpose. They observed that success of the system depended on the feature used to represent the character as well as on the segmentation stage of the test image [Romesh et al.,2014] . Chandan and Sanjib in their literature prsented a support vector machine based handwritten numeral recognition system for Manipuri script or Meetei-Mayek. They used various techniques for extracting features such as background directional distribution (BDD), zone-based diagonal, projection histograms and Histogram Oriented features which were then classified using SVM as 5-fold cross validation with RBF kernel. They were able to achieve a maximum accuracy of 95% [Chandan and Sanjib, 2013] . Romesh et al. described a way for simulating and modelling handwritten Meitei Mayek digit using backpropagation neural network approach. They were able to achieve an overall performance of 85% [Romesh et al., 2012] . Thokchom et al. proposed methods for training backpropagation network with probabilistic features, fuzzy features and combination of both features for recognising handwritten Meetei-Mayek characters. They were able to achieve an accuracy of 90.3% for the proposed 27 class classifier neural network with a combination of probabilistic and fuzzy features [Thokchom et al., 2010] .
System Design
The motivation of this paper is to propose a robust method for classifying offline handwritten MeeteiMayek characters. The work began with a thorough literature survey of the existing works in Manipuri Meetei-Mayek script. It was realized that so far no literature exist which can successfully or efficiently classify handwritten Meetei-Mayek alphabets and numerals, which is due to the complex nature of the script. However, previous works reported on numerals alone were quite successful as reported in section 2.2 under the heading 'Research Works on Manipuri Meetei-Mayek'. In the present work, the HOG feature extractor is used prior to the k-NN classification process. A thorough discussion is being highlighted by considering the experimental results for selecting the suitable combination of HOG cell size and the optimal value of neighbor ('k') that can yield the maximum accuracy. By keeping the HOG feature extractor fixed, two different distance metrics that may be used with k-NN classifier is also being compared, which are Euclidean distance met-329 ric and Cosine Similarity or distance metric.
To begin with, all the acquired sample images are pre-processed to remove noise as well as for extracting them individually. The pre-processing steps are discussed in section 3.1. As a first approach, based on the work by [Dalal and Triggs, 2005] , section 3.2 below describes a procedure for efficiently discriminating feature sets from handwritten Manipuri Meetei-Mayek script using Histogram of Oriented Gradient (HOG) descriptors, the affects of different cell sizes on the length of the extracted features are also studied. Their feature extractor worked by dividing up an image into small spatial regions or cells, each of these regions accumulated a local 1-D edge orientations over pixels of the cell, the combined histogram entries formed the representation. In this work, multiple cell sizes for extracting HOG features have been considered in order to determine which size yielded better results for our current classification problem. The extracted feature vectors were used as training data for the k-NN classifier. Thus, we were able to obtain a significant increase in overall or average accuracy.
Processing the Handwritten Image
In this section, the stages prior to recognition stage is being described.
Image Acquisition:
In this stage raw data is created and collected. A total of 5600 handwritten samples were collected from people having different handwriting styles. Secondly, the image samples were scanned using a scanner and saved as jpeg file. A sample of the acquired handwritten image for the letter ' (TIL)' is shown in fig.  1 (b).
Pre-processing
In order to make the image suitable for further processing the acquired images must be pre-processed. The term pre-processing refers to removal of any form of noise that is corrupting the useful data so that efficiency as a result of it is not decreased. For a character recognition tasks, a binary image is sufficient to work with, so the input gray image is suitably transformed using thresholding. Morphological erosion is performed so as to close the discontinuities between some letter, square shaped structural element having size equal to 2 is selected for the purpose. Morpholog- ical erosion is a simple operators in mathematical morphology which is usually performed in binary images or grayscale images. The purpose of the operation is to erode or decay the boundaries of regions of the foreground pixels (i.e. white pixels), and therefore the areas of foreground pixels shrink in size, and holes within those regions become larger. The morphologically eroded image is finally converted into a binary image [16] . Fig.  1 (c) shows the final image after pre-processing.
Extracting Individual elements
Prior to extracting each elements from the binary image so obtained in the previous step, each of them must be labelled so that automatic extraction from them is possible. For this purpose each of the elements are bounded by rectangular boxes. It can be seen from fig. 1(d) that the size of each of the boxes differ due to the fact that some character are bigger than others and vice-versa. The bounding box property for each object is an array having 4 ele-330 ment which is formatted as [x, y, w, h] , where (x,y) represents the row-column coordinates of the upper left corner of the box. w and h are the width and height of the box. The next step is creating a 4 column matrix that encapsulates all of these bounding box properties together, where each row denotes a single bounding box. It is necessary to define a good illustration of these bounding boxes, and thus a red box is drawn around each characters that was detected. Now, the final task is to extract all of the characters and placing them into a cell array because the character sizes are uneven, so putting this into a cell array will accommodate for the different sizes. A cell array is a type of container used for indexing data called cells, each cells may contain any type of data. Commonly they may contain combinations of text and numbers, or list of strings, or numeric arrays of varying sizes. Now simply looping over every bounding boxes that we have and then extracting the pixels within each of them will result into a character which can be placed in a cell array. Thereafter, using a loop function each of the characters in the cell array are written in to the directory for further usage.
Feature Extraction using Histogram of Oriented Gradient descriptors
Detecting features in Meetei-Mayek script is a complicated task due the similarity complex of each characters. The very first requirement is a robust feature detector which conforms to the shape or structure of the input image so that characters can be discriminated cleanly. The current study inclines on the issues of feature set extraction from Handwritten Meetei-Mayek Script using the Histogram of Oriented Gradient (HOG) descriptors. The features extracted by multiple cell-sized HOG features are used as training data for multiple classifiers, the details of which are stated in section 3.3.2. The method evaluates normalized histograms of gradient orientation of images in a dense grid. The most simple explanation being because the shapes and appearance of object can be characterized easily by using a distributing the edge detections even without exact knowledge of the corresponding edge positions. It is implemented by dividing up the image window into "cells" which are small spatial regions. Each cell will accumulate a local 1-D histogram of gradient directions over the cell, and the combined histogram entries form the notation. It is also useful to properly equalize the contrast for improved invariance to shadowing or illumination effects before putting them to use. This feature is achieved by accumulating a measure of "energy" of the local histogram over somewhat larger spatial "blocks" or region and then normalizing all of the cell in the block. This is also referred to as Histogram of Oriented Gradient (HOG) descriptor. Then, cascading or tiling the detection window with a dense or overlapping grid of HOG descriptors, and using such combined feature vector with a kNN based window classifier will result in a chain detection [Dalal and Triggs, 2005] .
Implementation: The implementation of the HOG feature descriptors for Meetei-Mayek script is based on the research work by Dalal and Triggs,2005 . The detector has been tested in our Manipuri Meetei-Mayek database which roughly comprises of 56 different classes multiplied by 100 samples each. The training images comprises roughly of 56 different classes times 75 samples each. Pre-processing procedure detailed in section 3.1 is used to segment each of the character samples and finally the images were resized to 50x50 pixels. For testing, the remaining 25 samples for each of the character/class are used to validate how well the classifier performs on data that is different than the training data. Although, this is not the most representative data set, there is enough data to train and test a classifier, and show the feasibility of the approach.
The data which are used for training the classifier are the HOG feature vectors extracted from the input training images. Hence, it is important that the feature vector encodes a sufficient amount of information about the object. With the variation in cell size parameter, the amount of information encoded by each feature vectors can be observed. Each of the pixels in the image calculate a weighted vote for an edge orientation histogram channel. The weighted vote which is based on the orientation of the gradient element are accumulated into bins over local regions which is termed as cells. The orientation bins are specified as a logical scalar and they are evenly spaced from 0 degree -180 degrees . In this case, the value of scalar less than 0 are placed into a scalar +180 degree value bin. The dark to light versus light to dark transitions contained within some areas of an 331 image can be differentiated by using signed orientation. The bilinear interpolation of votes between the neighbouring bin centres can reduce aliasing for orientation as well as position. Increasing cell size can be used for capturing large-scale spatial information. It may be noted that cell size is specified as 2-element vectored form in pixels. The suppression of changes in local illumination may be reduced with increasing cell size,i.e. losing minute details as a result of averaging. Therefore, a reduction in the size of blocks will help in capturing the significance of local pixels. However, in actual practice the gradient parameters must be varied by repeatedly training and testing for identifying the optimal parameter settings. For instance, in the current work the optimal block size of HOG feature which must be maintained for efficiently recognizing Meetei-Mayek Characters is explored by considering the cell sizes viz. 6x6,7x7 and 8x8. 
where, 
Classification using k-Nearest Neighbor classifier
The k-Nearest Neighbor is an example of a nonparametric type of classifier, it has been used widely as baseline classifying method in many pattern recognition applications. The input to the network consists of k nearest training samples in the feature space, while the output is a membership class. This means that, an n object is duly classified based on a vote of majority among its neighbors, the object is being classified or grouped or assigned the class which is common among its k neighbors nearest to it (it may be noted that k is a small positive integer). In case k equals to 1 then the object is assigned to the nearest neighbor. This technique is also an example of a lazy-learning or instance-based learning in which the functions are considered locally until differed during classification phase. It is also among the simplest of all machine learning tools and yet powerful. It is also quite sensitive to local distribution of data which makes it quite peculiar [Cover and Hart, 1967] The samples used for training the network are vectors for the multi dimensional space where each of them has a class label. The training phase of the algorithm consists only of storing the HOG features which were extracted from each of the Manipuri Meetei-Mayek samples in section 3.2.
While, in the classification phase, the variable k is user defined, an enlabeled vector is also classified by specifying the class label which is the most frequent and nearest to the query point among the k training samples. The Euclidean distance is the most commonly used distance metric, the optimal value of k depends upon which types of data we are working with. Even though larger values of k has the capability to reduce noise in the classification stage, it can also make the boundaries between the different classes obscure. In multiclass classification problems, it is helpful to choose k to be an odd number as this avoids tied votes. In the current work, for accurately classifying Handwritten Manipuri Meetei-Mayek characters, the value of k are chosen as 1,3,5,7 and 9 .
3.3.1 Distance Metric: Euclidean distance metric is the most popular and widely used similarity measure owing to its simplicity. However, the training images are not all similar necessarily in all features. Due to this limitation, in the current work, the Cosine distance metric is being investigated. A strength of it is that it can normalize all feature vectors to unit length by comparing angle between two vectors. . Euclidean distance: Euclidean distance computes the ordinary straight line distance between any two points under consideration in the feature space or the Euclidean space. The Euclidean distance between points p and q is the length of the line segment joining them. In the cartesian coordinate system, if p = (p 1 , p 2 , ...p n and q = (q 1 , q 2 , ...q n are two points in Euclidean n-space, then the distance (d) from p to q, or from q to p is given by the Pythagorean formula:
Cosine Distance or similarity It is a measure of similarity between two non-zero vectors of an inner product space that measures the cosine of the angle between them. The cosine of 0deg is 1, and it is less than 1 for any other angle. It is thus a judgement of orientation and not magnitude: two vectors with the same orientation have a cosine similarity of 1, two vectors at 90deg have a similarity of 0, and two vectors diametrically opposed have a similarity of -1, independent of their magnitude. Cosine similarity is particularly used in positive space, where outcome is nearly bounded in [0,1]. The cosine of two non-zero vectors can be derived by using the Euclidean dot product formula:
Given two vectors of attribute A and B, the cosine similarity cosθ is represented using a dot product and magnitude as
where,A i and B i are components of vector A and B respectively. The resulting similarity ranges from -1 meaning exactly opposite, to 1 meaning exactly the same, with 0 indicating orthogonality (decorrelation), and in-between values indicating intermediate similarity or dissimilarity [Manning, 2008] . 
Experimental Results and Evaluation
The current section describes the experimental results of the handwritten Manipuri Meetei-Mayek character recognition operation using Multiple HOG feature vector with Multiclass k-NN classifier as described in section 3. The use of Cosine distance Metric based kNN classifier returned a fully trained multiclass, error-correcting output codes (ECOC) model using the training features or HOG descriptors and the class labels in the HOG 333 feature. The One-versus-one coding scheme was employed. In this scheme, for each binary learner, one class is positive, another is negative and the software ignores the rest. This design exhaust all combinations of class pair assignments. The number of Binary learners is K(K-1)/2, where k is the number of unique class of labels [Escalera et al., 2009] , [Escalera et al., 2010 ]. In the current study, a handwritten character Recognition for MeeteiMayek Script based on HOG feature descriptors and trained by Cosine distance metric based kNN is successfully implemented. Three different types of HOG Cell Sizes have been considered which were examined for accuracy by training the classifier individually, i.e. 6x6,7x7 and 8x8. For each of the cell size, five different values of k are considered, which are 1,3,5,7 and 9.
In other words, the study pattern is broken up into two areas: firstly, HOG feature descriptors is used with Euclidean distance based kNN, and secondly, HOG feature descriptors is used with Cosine distance based kNN. For each of these two cases, fifteen different combinations each is being used for determining the best combination of k and HOG cell size that yields the best result. Table 2 and 3 shows the different combinations proposed herein. The time taken to train each of the different combinations of classifiers are highlighted in each area. In short, thirty different combinations or classifiers were recorded in our current work. Testing of the 30 different combinations or classifiers were performed and recorded in six different tables, i.e. two times each for 6x6,7x7 and 8x8 HOG cell sizes for Euclidean and Cosine distance metrics. However, owing to the immense size of the tables or the confusion matrices which were recorded for the current work, only the 7x7 HOG cell size with Cosine Distance based kNN success percentage for each of the 56 different classes of the script are shown in table 4 and 5 in the current paper. Some of the characters like ' (PA)', ' (KHOU)', ' (WAI)' in table 4 have very low accuracy in comparison to other characters. For the ' (PA)' character the accuracy increased significantly from 68% to 80% which is promising. However, the worst recognition rate is achieved in case of ' 'KHOU' in which the accuracy starts from just 20% and ends at a maximum of 24%. While most of the characters need to be worked on for better efficiency, some others characters like ' ' LAI' ,' ' THOU' and ' ' WAI' also needs an increase in accuracy. Despite the low accuracy readings mentioned above, there are also twenty four (24) cases out of fifty six (56) where the 100% accuracy hold all throughout the different cell sizes viz. ', and ' (FULL-STOP) . The overall accuracy achieved by all the 30 different combinations shown in table 2 and 3 highlights a maximum accuracy of 94.29% when k=3 and HOG feature size = 7x7. The time taken to train this particular classifier was 502.5 seconds.
Conclusion
In this work, a novel approach for efficiently recognising Handwritten Manipuri Meetei-Mayek Characters is presented by means of comparison between the Euclidean distance Metric based kNN and Cosine distance Metric based kNN for multiple HOG feature descriptors. About 5600 handwritten samples of the 56 different classes of the Manipuri Meetei-Mayek were collected from a group of different people. The samples were then pre-processed to remove the noise in and around the letters followed by extraction of each letters 334 from the group. The maximum accuracy that we were able to achieve was 94.29% with a training time of just 502.5 seconds by using the Cosine similarity based kNN classification. Thus, we were able to achieve a 0.15% increase in the average recognition rate, along with 38.31 seconds decrease in training time in comparison to the commonly used Euclidean distance based kNN classifier for Manipuri Meetei-Mayek classification.
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