Abstract: Post-stratification is used to reduce the variance of estimates of the mean. Because the stratification is not fixed in advance, within-strata sample sizes can be quite small. The survey statistics literature provides some guidance on minimum within-strata sample sizes; however, the recommendations and justifications are inconsistent and apply broadly for many different population structures. The impacts of minimum within-strata and total sample sizes on estimates of means and standard errors were examined for two forest inventory variables: proportion forestland and cubic net volume. Estimates of the means seem unbiased across a range of minimum within-strata sample sizes. A ratio that described the decrease in variability with increasing sample size allowed for assessment of minimum within-strata sample requirements to obtain stable estimates of means. This metric indicated that the minimum within-strata sample size should be at least 10. Estimates of standard errors were found to be biased at small total sample sizes. To obtain a bias of less than 3%, the required minimum total sample size was 25 for proportion forestland and 75 for cubic net volume. The results presented allow analysts to determine within-stratum and total sample size requirements corresponding to their criteria for acceptable levels of bias and variability.
Introduction
Stratification is a technique used in sample survey design to improve the precision of population estimates (Holt and Smith 1979) . In stratified sampling, units of the population having similar characteristics are subdivided into classes (strata). For stratified designs in continuous forest inventory and monitoring programs, this is often accomplished using map-based data (McRoberts and Hansen 1999; Katila and Tomppo 2002) . In practice, most strata are developed from wall-to-wall geospatial data (e.g., classified satellite imagery) because it is less time consuming than point-based methods such as double sampling for stratification and there is no additional uncertainty due to estimating the stratum weights (Scott et al. 2005) . Continuous forest inventory and monitoring programs usually have fixed plot locations that do not change over time (Brassel and Lischke 2001; Reams et al. 2005) . However, the landscape conditions change due to urbanization, forest reversions, etc., and the stratification maps change with the collection and classification of new remotely sensed data. These changes result in differing stratum boundaries over time. Thus, effective implementation of stratified estimation requires strata delineation after the plot selection has occurred (post-stratification).
While post-stratification is an effective tool for reducing variance, the allocation of sample units to strata cannot be controlled. The variation of sample sizes with respect to strata can result in too few samples to characterize a reliable stratum mean and standard error. Särndal et al. (1992) suggested at least 20 sample units per stratum to obtain stable estimates of stratum means. According to Cochran (1977) , post-stratification provides a sample mean that is almost as precise as the sample mean from proportional stratified sampling as long as each stratum has 20 or more sample units, while Kish (1965) recommended a minimum of 10 sample units based on knowledge of the correct stratum weights. These references show disagreement on the minimum number of sample units per stratum and ambiguity in the justification. In addition, these recommendations are intended to apply broadly to all populations, but in practice, the minimum sample size is dependent on the structure of the population. The literature provides no direct guidance on sample size requirements for post-stratified forest populations, particularly for broad-scale forest inventories.
Minimum sample size requirements influence the areal size of a population for which estimates can be made. For example, Cochran (1977) recommended four to six strata with at least 20 sample units per stratum. Based on this recommendation, a minimum of 80-120 sample units would be needed. Because the sampling intensity is fixed in most large-area forest inventories, these criteria constrain populations to certain minimum area requirements. For example, the Forest Inventory and Analysis (FIA) program of the US Forest Service typically defines populations by county boundaries and the areal extent of these populations range from less than 20 000 ha to more than 5 000 000 ha (US Census Bureau 2000) . To implement the suggested criteria, given the FIA sampling intensity of approximately 1 plot per 2430 ha, the minimum areal extent of a population is approximately 194 400 -291 600 ha. In the coterminous United States, these thresholds are met by only 37% and 17% of the counties, respectively. The remaining 63%-83% of the counties would be combined in some fashion to meet the recommended sample size requirements. This is problematic because combining counties into larger populations results in disagreement between the area of each county reported by the US Census Bureau (2000) and the estimated area of each county from the FIA program. This provides the motivation for examining minimum sample size requirements in more detail than provided by the survey statistics literature.
In this paper, we examine minimum sample size requirements for forest populations in the United States. To assess the sample size requirements, repeated samples from populations of plots were drawn for varying sample sizes. For each sample size, the properties of the distributions were analyzed to assess where stability of the estimates occurred. The attrib- Fig. 1 . Map of 10 estimation units in the United States colored by general stratification scheme. The yellow outline (MN, MI, and IN) denotes a canopy cover based stratification, the orange outline (AR, AL, and NC) denotes a fragmentation based stratification, and the heavy black outline (WT, AZ, and AZ2) denotes a forest -nonforest stratification.
utes of interest were forestland area and net cubic volume, as these are often the primary measures for current status of forest resources.
Data
The populations used for analyses were constructed from ground plot data measured by FIA under the annual inventory system (McRoberts 2005) . The plots are spatially distributed via a hexagonal grid with a distance of approximately 5 km between hex centers. A quasi-systematic sample results from one plot being randomly located within each hexagon. The mapped plot design used by FIA provides information on within-plot boundaries where conditions differ among various attributes (US Forest Service 2007). Knowledge of these boundaries allows for computation of the proportion of forestland on each plot. Cubic volumes for merchantable trees (diameter at breast height 12.7 cm and larger) were computed from regionally specific, individual-tree models that utilize various tree size information, e.g., diameter at breast height. Plot volumes were calculated by summing individual-tree volumes.
Ten land areas of interest were identified for analysis (Fig. 1) . These areas were in the states of Alabama (AL), Arizona (AZ and AZ2), Arkansas (AR), Florida (FL), Indiana (IN), Missouri (MO), Minnesota (MN), North Carolina (NC), and Utah (UT) in the United States. Each of these areas constitutes a region in which estimates of population parameters are desired and, for the purposes of this paper, will be referred to as estimation units. These estimation units were chosen to represent a wide range of environmental conditions.
Each estimation unit was post-stratified using one of three general schemes based on a wall-to-wall map. In each case, plots were assigned to a map-based class via spatial overlay of plot coordinates. The three general classification schemes were canopy cover based on the National Land Cover Database canopy cover map (Homer et al. 2004) , fragmentation based on the National Land Cover Database land cover map (Homer et al. 2004) , and forest -nonforest based on the map develop by Ruefenacht et al. (2008) . For each estimation unit, Table 1 indicates the specific stratification scheme that was applied to each estimation unit as well as providing information regarding pertinent characteristics.
Methods
For proportion of forested area and cubic net volume attributes, we developed a resampling simulation study to evaluate the behavior of estimates for the mean and standard error under various sample size scenarios. For each estimation unit, the plots were considered to be the population from which samples were drawn (Arner et al. 2004 ) and the stratum membership of each plot was known. To minimize complexity, the simulations were initially conducted using proportional allocation of plots to strata. To mimic exact proportional allocation, the stratum weights within each estimation unit (W jh ) were determined by dividing the number of plots in the estimation unit (N j ) by the number of plots in the stratum (N jh ), where j is the index of the estimation unit and h is the index of the stratum.
To mimic a forest inventory sample, a random sample (without replacement) was taken from the population of plots within each stratum. The minimum stratum samples sizes considered ranged from 2 to 20 plots and the minimum number (m) was chosen for the stratum having the smallest weight (W j0 ). For a given minimum strata sample size, the number of plots to sample in the remaining strata was proportional to strata areas:
where n jh (m) is the number of plots sampled in estimation unit j, stratum h for minimum stratum sample size m and W jh is the weight for estimation unit j, stratum h. For estimation unit j and minimum sample size m, the total sample size is
Using the sample data and the stratum weight information, estimates of the population mean and its standard error were calculated. Although other approaches to stratified estimation with mapped plots in forest inventory have been proposed (e.g., Van Deusen 2005), this study followed the FIA protocols outlined by Scott et al. (2005) . Although the stratum assignment of each plot was known in advance of drawing the sample in this study, the data were treated as a poststratified sample, i.e., the variance estimator includes the additional uncertainty associated with random sample sizes within strata. The estimators for the mean and associated standard error were as follows:
where y j is the sample mean for estimation unit j, seðy j Þ is the estimated standard error of sample mean for estimation unit j, y jh is the sample mean of estimation unit j, stratum h, y jhi is the sample unit observation i of estimation unit j, stratum h, and S 2 jh is the estimated variance in estimation j, stratum h where
and other terms are as previously defined.
For each estimation unit j, this process was repeated 10 000 times for m = 2 to 20, i.e., the sample mean and estimated standard error were calculated for each sample. These data were used to compute summary statistics that were used Table 1 . Summary of population means (with coefficient of variation percent in parentheses) and specific stratification information for the 10 estimation units in the United States. Canopy cover stratification with four cover categories (0%-25%, 26%-50%, 51%-75%, and 76%-100%).
Fragmentation stratification with forest, nonforest, edge, and water categories.
e Canopy cover stratification with five cover categories (0%-5%, 6%-50%, 51%-65%, 66%-80%, and 81%-100%).
to evaluate the changes in the conditional distributions of the means and standard errors as m increases. The distributions of y j and seðy j Þ at each m were characterized by the mean and, for y j , the interquartile range (IQR). The nonparametric IQR was chosen for the measure of dispersion, as the unknown forms of the underlying distributions of y j precluded adoption of an appropriate parametric estimator. The two primary aspects of interest were (i) whether bias in seðy j Þ was encountered at small sample sizes and (ii) at what point does increasing sample size provide relatively small reductions in variability for y j .
For comparisons with simulation results, the true population mean and standard error were computed from all plots within each estimation unit. The population mean (Y j ) is calculated using all elements of the population; however, to make comparisons of standard errors for the post-stratification estimator, the sample size needs to be taken into account. Thus, the standard error of Y j needs to be computed at each m. The following formula (ignoring the negligible finite population factor) shows the calculation of the standard error from a population perspective, i.e., using the population-level stratum weights and variances (Cochran 1977) : 
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The reduction in the variability of the mean (measured by IQR) as m increases was evaluated via the behavior of Since the standard error of the post-stratification estimator decreases as sample size increases, the percent difference between the estimated standard error and the true population standard error was used to investigate any bias of the estimated standard error conditional on the minimum sample size, where the percent difference is
The mean of the conditional empirical distribution of %D(se) j , given the minimum stratum sample size, was used as a measure of the bias of estimated standard error. The population standard error and the estimated standard error and hence the mean of the conditional empirical distribution of %D(se) j are functions of many factors, including the minimum stratum sample size, total sample size, number of strata, and homogeneity within the strata. For each minimum stratum sample size m, the relationship between the mean of the conditional empirical distribution of %D(se) j and sample size n j (m) was investigated by fitting a curve over all estimation units. The curve fitting was done using the statistical package R (R Development Core Team 2008). Additional analyses were conducted using nonproportional allocation to determine if nonproportionality affected the sample size requirements. In earlier analyses, exact proportional allocation was used to avoid introducing any effects due to inaccurate stratum weights. However, this condition rarely exists in practice. To mimic the nonproportional allocation of plots to strata that often occurs due to the combination of post-stratification and sample unit nonresponse (e.g., lack of access or hazardous conditions), the stratum weights were altered. The degree to which the map-based stratum weights differed from proportional allocation was determined from relationships developed through analysis of FIA poststratification outcomes. The weights corresponding to proportional allocation were computed from the number of sample plots in the stratum divided by the total number of plots in the estimation unit. Specifically, for each map-based stratum weight (rounded to the nearest 0.01), we found the largest (in magnitude) positive and negative percent difference from the proportional weight. The percent differences tended to be large when stratum weights were small and vice versa. There was an observable relationship between the proportional weights and the percent differences, which were described by regression models to predict the maximum positive and negative deviation from the proportional weight likely to be observed with post-stratification. The predicted percent differences were implemented as the upper and lower bounds within which the altered weights must reside. For each estimation unit, weights of randomly selected strata were set at either the upper or the lower bound and remaining strata were adjusted accordingly (within bounds) such that the sum of the weights remained equal to 1.
Results and discussion
The fundamental purpose of forest inventories is to obtain unbiased estimates of means (and their standard errors) for attributes of interest. The results of the simulation study were used to evaluate the properties of the sample mean and estimated standard error over a range of minimum stratum sample sizes (m). The post-stratified estimator and the approximate variance (and (or) its estimator) used in this study are found in most comprehensive sampling literature (e.g., Cochran 1977; Särndal et al. 1992; Gregoire and Valentine 2008) . The estimator and estimated variance are close to unbiased when considered over all possible samples with at least one element in each stratum. In this study, we have a set of samples restricted by minimum stratum sample size m and the remainder of the strata sample sizes distributed proportionally per eq. 1. Also, there is the additional restriction that the minimum stratum size occurs in the smallest strata. Thus, the statistical properties of the estimator and estimated variance over this restricted set of samples may be different from those found over the complete set of samples of size n j (m)
To assess possible bias in the sample means, the average of the sample means for m were plotted against m for each estimation unit. Figure 2 depicts the results for estimates of both proportion forestland and cubic volume where it can be seen that no trend is evident for either attribute in any of the estimation units. Also, these averages clustered about the population mean. Thus, it can be concluded that no discernable bias exists in estimates of means for forest area and volume, regardless of stratum sample sizes.
For forestland area and cubic volume, the patterns in IQR were very similar among the estimation units (Fig. 2) . However, the two estimation units in AZ and the estimation unit in UT exhibited notably different relationships for forestland area. For these estimation units, the pattern was much more erratic at the smaller m. This result was due to small sample sizes n j that produce some estimates y j that differ substantially from the population mean (Y j ). For example, in the estimation unit AZ at m = 2, there would be two units in the smallest stratum and three units in the other stratum, resulting in a total sample size of five units. Regardless of this errati-cism, the patterns were similar to the other estimation units in that rates of reduction in IQR decrease with increasing m.
To evaluate where diminishing gains in reduction of variability of the sample means may occur, the value of R(m) was evaluated against m (Table 2 ). It is shown that the values of R(m) for a given m are quite similar for forestland area and cubic volume attributes. Also, the values of R(m) decrease at a diminishing rate with increasing m. If an acceptable percentage rate of decrease, for instance, was thought to be R(m) ≤ 10.0, then the minimum within-stratum sample size would be m = 5. We considered R(m) ≤ 5.0 to be a practical (e.g., cost versus precision) threshold for forest inventory purposes (i.e., the rate of decrease in variability is relatively small (≤5%) compared with the magnitude of the IQR). If this threshold is adopted as an indicator of where increasing m provides only marginal decreases in IQR, then a minimum sample size of 10 plots per stratum is warranted ( Table 2) .
As a measure of bias in the estimated standard error of the mean, the mean of %D(se) j was evaluated against the total sample size of the estimation unit, n j (m) (Fig. 3) . To assist in evaluating the effect of total sample size on the bias of the estimated standard error for each minimum sample size m, a curve was fit to the data points. The estimation units represent a range of the number of strata, size of stratum weights, within-strata variability, and total sample size. Figure 3 indicates that for both proportion of forest and cubic net volume, the estimated standard error is too small and for a fixed minimum stratum sample size m, the bias decreases as the sample size increases. Similarly, as m (and n j ) increases, the amount of bias decreases. For a given m, the bias in the estimated standard error appears to be smaller and less variable as a function of total sample size for the proportion of forest than for cubic volume (owing to more strata homogeneity within estimation units). Using Fig. 3 , the user can determine the minimum sample size needed to limit the bias of the estimated standard error. For example, for estimates of cubic volume and a minimum stratum sample size of 10, a minimum sample size of 75 units is needed to expect a bias of 3% or less in the estimated standard error. The minimum sample size for proportion forest under the same criteria is approximately 25 units, indicating that required sample sizes are attribute dependent.
For small sample sizes, the negative bias in the standard error results from estimates of stratum variances that are too small. Specifically, this occurs when a stratum is composed primarily of a number of equal (or nearly equal) values, but also some values that deviate considerably from the similar observations. Thus, the stratum is quite homogeneous (which is strived for), with the exception of a few outliers. When taking small samples (m < 10) from such strata, the sample will often only contain values that are the same (or similar) and thus the S 2 jh is underestimated. In the context of this study, this phenomenom mostly occurs in the stratum where most nonforest plots reside, i.e., the proportion of forestland area and cubic volume are zero for most plots. However, other scenarios may be envisioned where this phenomenon could occur in other strata. For strata having this type of underlying population structure, the lack of homogeneity results not only in less precise estimates of y j but also in bias in estimated standard errors for sample sizes that are small (m < 10).
When strata have a broader distribution of values (or when all values are identical), the underestimation of S 2 jh largely disappears. The issue is also ameliorated if the size of the stratum having a number of similar values and a few dissimilar values is relatively large, as the n jh is likely to exceed 10 even for smaller values of m (recall that m is associated with the smallest stratum and other stratum sample sizes are scaled accordingly). For example, this may occur in populations that have a substantial nonforest land area.
The second set of analyses performed to evaluate whether the results were affected by nonproportional allocation showed that the minimum sample size recommendations given above were still valid. The metrics evaluated were the same as those shown in Fig. 2 and there were no trends in the estimate of y j and the rate of reduction in variability (as measured by IQR) was comparable with the earlier analyses. Similar standard errors were also noted. The estimates of y j were consistent with the given stratum weights; however, these estimates differed, sometimes substantially, from Y j . This is because the nonproportionality brings the effect of stratification into the estimation (Kish 1965) . Whether this adjustment provides more accurate estimation of the population mean depends on the actual values of the nonsampled units. This phenomenon should be of concern, as the estimated means may be incongruous with those obtained from a proportional sample (which would be equivalent to a simple random sample.). For example, the mean volume from a forest inventory is estimated under a simple random sampling design. Subsequently, post-stratification is implemented in an attempt to decrease the standard error, but the sample units do not distibute proportionately with the stratum weights. While both the stratified and the simple random sample estimators are theoretically unbiased, the two estimates of mean volume may differ by a considerable amount. As such, it may be advisable to implement measures that ensure that the sam- ple units are nearly proportionally distributed under low levels of nonresponse (Coulston 2008) . Most large-area forest inventories are conducted using a systematic sample design. In this study, simulation populations were constructed using the quasi-systematic FIA data and sample units were randomly selected from these populations. There may be some samples where the plots are geographically clustered, although on average are at least 5 km apart (but usually much farther). Since the simulation population is from a quasi-systematic sample, the standard error based on the simple random samples is slightly higher than, but approximately equivalent to, the standard error based on systematic samples (based on work not shown here). This also applies to our results, which pertain to subsets of the sample space, i.e., samples with fixed stratum sample sizes. Thus, the recommendations are also applicable to systematic samples.
Although these results were obtained using certain populations in the United States, it is expected that similar outcomes would be realized from forest inventories of other populations as well. However, there may be situations where the populations are of sufficiently different structure and these results may not apply. For example, a population defined strictly as forestland area at the time of the inventory would probably have different characteristics, e.g., it would be unlikely to have a stratum where a large proportion of observed data points for cubic volume would be zeros. It should also be noted that although we used a varying number of strata within our populations and the estimation unit sample sizes n j were dependent on the number strata and the distribution of stratum weights, we are not specifically making recommendations on the number of strata that should be used.
Conclusions
Post-stratification is an important technique for variance reduction in forest inventories that maintain fixed sample plot locations for multiple measurement cycles. However, implementation must be carefully considered to obtain precise and accurate statistics, particularly in the context of both the within-stratum and total sample sizes. In this paper, we found that estimates for the population mean of both proportion forestland and cubic volume appear to be unbiased regardless of sample size. There was substantial variability in the means for small sample sizes, although this variability decreased relatively quickly as sample size increased. Using the threshold R(m) ≤ 5.0 as an indicator of where precision gains begin to fade with increasing sample size suggests that 10 sample units in a stratum is sufficient for obtaining a stable estimate of the mean.
For small sample sizes, estimates of the standard error were found to be too small when compared with the true population value. It was discovered that the bias was related to both the minimum strata sample size and the total sample size for the estimation unit, requiring both criteria to be taken into account for estimation in a post-stratified design. When the number of strata is small, a minimum within-strata sample size criterion is often obtainable, while the total sample size may still be quite small such that considerable bias in the estimated standard error is still present. Conversely, when a relatively large number of strata are present, the total sample size tends to be large, but small within-stratum sample sizes can result in appreciable standard error bias. Furthermore, there were differences between proportion of forestland and cubic volume attributes, with cubic volume requiring a larger sample size to obtain negligible standard error bias. For inventories utilizing a single post-stratification for both attributes, the sample sizes associated with cubic volume are needed to ensure appropriate estimates of standard errors for both attributes.
These results provide guidance for those using a poststratified forest inventory design. We recommend that within-strata sample sizes of 10 observations are sufficient for stability of the mean and the estimated standard error of the mean when post-stratification is employed. At this minimum stratum sample size, we also suggest total sample sizes of at least 25 units for proportion forestland and approximately 75 units for cubic volume to obtain estimates of the standard error with a maximum of 3% bias. Under such criteria, the strategy would be to construct estimation units of sufficient areal extent to capture the minimum total sample size and then devise a post-stratification scheme in which the smallest within-stratum sample size is at least 10 units. We recognize that other analysts may have differing opinions of acceptable bias and the results provided herein can be used to determine sample size requirements for their respective viewpoints.
