Industrial wireless sensor networks (IWSNs) have been widely used in many application scenarios, and data collection is an extremely significant part of IWSNs. Moreover, a mobile sink is widely used in industrial wireless sensor networks to collect sensory data and alleviate the "hot spot" problem effectively. However, usage of a mobile sink introduces some challenges, such as updating of a mobile sink's location and planning of a mobile sink's trajectory. Meanwhile, the impact of different distribution types of events on data collection has not been sufficiently valued in designing of data collection algorithm for IWSNs yet. To overcome these challenges, a virtual grid-based real-time data collection algorithm for applications with centrally distributed events (VGDCA-C) is proposed in this paper to gain a reliable data gathering for IWSNs . In the target application scenarios, the events are distributed centrally, so we mainly focus on how to shorten the routing paths and decrease the transmission delay. In our VGDCA-C, a mobile sink can adjust its movement dynamically according to the changes in event areas. The adjustment of a mobile sink movement strategy includes two aspects. The first one is the dynamic adjustment of a mobile sink's parking time, and the second one denotes the moving toward event area of a mobile sink. Thus, a mobile sink adjusts its location such that it can get closer to the event area. Hence, the total length of routing is getting shorter so that source nodes can upload sensory data faster. Analysis and simulation results show that compared with the existing work, our VGDCA-C increases the network lifetime and decreases transmission delay.
Introduction
With the development of industrial wireless communication technologies, microelectronics, sensors, distributed information processing, and embedded computers, the industrial wireless sensor networks (IWSNs) have been widely used in many application scenarios such as poisonous gas boundary detection [1, 2] , pollution monitoring [3] [4] [5] , and production monitoring [6, 7] . Data collected by sensor nodes need to be uploaded to a sink quickly and accurately via data routing to the sink. The stability and accuracy of data collection are the guarantees of IWSNs' normal operations. Therefore, the data collection and routing [8, 9] plays an important role in IWSNs. In the traditional IWSNs, a static sink or a base station is Moreover, a mobile sink can balance the energy consumption and prolong the lifetime of the network. However, the use of a mobile sink introduces two new challenges in the data collection of IWSNs. The first one is the way the mobile sink's latest location is updated. The traditional way of this updating is that a mobile sink broadcasts the updated information on its location to the entire network. However, a frequent broadcast may lead to high overheads and shorten the lifetime of a network. Hence, it is challenging to find a suitable way to update the information of mobile sink with lower overheads. Another challenge is the way the trajectory of a mobile sink is planned [28] . As the sensory data are delivered to a mobile sink through multi-hops, the sensor nodes around the mobile sink run out of energy very fast. Moreover, the number of transmission hops affects the transmission delay. Hence, the trajectory of a mobile sink affects the balance of energy consumption and transmission delay greatly.
Meanwhile, the impact of different distribution types of events on data collection has not been sufficiently valued in designing of data collection algorithms for IWSNs. In current studies, source nodes are always distributed evenly in the network. However, in some application scenarios such as industrial fire detection, the monitored targets are distributed in a local area. Therefore, here, we focus on the scenarios wherein the source nodes are distributed centrally. Taking into consideration the challenges mentioned above and the distribution types of source nodes, we propose a virtual grid-based realtime data collection algorithm for applications with centrally distributed events for industrial wireless sensor networks.
The contributions of this paper are summarized as follows. A real-time mobile data collection algorithm based on a virtual grid structure VGDCA-C is proposed. By constructing a virtual grid structure in the network, the information on a mobile sink location can be updated locally such that the energy consumption of a mobile sink and data transmission delay can be reduced and network lifetime can be extended. The algorithm proposed in this paper is suitable for scenarios wherein events are centrally distributed, such as the monitoring of a fire in the industrial factories or malfunction monitoring of industrial equipment.
The remainder of this paper is organized as follows. Firstly, the related works of data collection algorithms with a mobile sink are presented in Section 2. The details of the VGDCA-C are described in Section 3. In Section 4, the simulation experiments and performance evaluations are provided. A brief conclusion is given in Section 5, and abbreviations used in the manuscript are listed in the "Abbreviation" section.
Related works

Overview
The VGDCA-C is a data collection algorithm based on a virtual structure, which compensates the lack of data collection algorithms for non-virtual structures. However, the trajectory of a mobile sink and the corresponding location updating also need to be taken into consideration. Recently proposed related algorithms can be classified into two following categories: (1) non-virtual structurebased data collection algorithm and (2) virtual structurebased data collection algorithm.
Non-virtual structure-based data collection algorithm
A non-virtual structure-based data collection means that there is no auxiliary structure to assist the data collection, such as virtual grid, virtual honeycomb structure, and virtual ring structure. In this kind of algorithms, mobile sink either moves randomly or along a pre-determined trajectory. When mobile sink moves randomly and beyond the communication range of its previous neighbor sensor, a new neighbor sensor node of a mobile sink will be appointed as an agent node. These agent nodes can help the routing of sensory data. If the mobile sink moves along a pre-determined trajectory, the sensory data will always be routed to the sensor nodes near the trajectory.
In [15] , Han et al. proposed the minimum Wiener index spanning tree (MWST), which is designed for IWSNs with a mobile sink. According to the characteristic of Wiener index, the MWST can provide efficient transmission paths for sensor nodes. However, finding a spanning tree with a minimal Wiener index from a weighted graph is a nondeterministic polynomial-time hardness (NP-hard) problem. Therefore, the authors proposed a new way to solve this problem; namely, through the extensive experiments, they found that the Wiener index of a minimum spanning tree (MST) is similar to the Wiener index of MWST and that time complexity of finding the MST is low. The authors used the Wiener index of MST as an initial upper bound. On this basis, the authors proposed two algorithms according to the network size. The first is a branch and bound algorithm for the small-scale sensor networks, and the second is a simulated annealing algorithm for the large-scale sensor networks. These algorithms provide a brand new idea for data transmission. However, the method to find the location of mobile sinks was ignored.
In [16] , Shin and Kim proposed a milestone-based predictive routing protocol that can solve the problem of finding a spanning tree with the minimum Wiener index from a weighted graph presented in [15] . The proposed protocol consists of two main parts: estimation of mobile sink future location (namely, when a mobile sink finds some new sensor nodes entering its communication range, it broadcasts its updated location to them) and the establishment of milestone nodes and update of mobile sink's location. The milestone nodes have to spread the estimated future location of a mobile sink to nodes located near the recent trail of a mobile sink. If the direction of a mobile sink is changed, it chooses a new neighbor sensor node as the next milestone node. All the sensory data are delivered by these milestone nodes. The milestone nodes are the tools of the source nodes to find the location of a mobile sink. However, too many milestone nodes are established if a mobile sink moves for a long time, which leads to a longer routing path. Consequently, the control packets among milestone nodes consume more energy. Thus, the presented way to find the mobile sink is inefficient.
A strategy of double cross to collect data for industrial wireless sensor networks was proposed by Shi et al. [17] . In this strategy, the authors introduced the doubleblind concept where the source nodes and mobile sink do not know each other's location. The authors provided the scheme of a random line walk (RLW), which is used to transmit the sensory data. When a source node needs to upload the sensory data, it randomly chooses a direction to establish the baseline. The source nodes transmit sensory data in two directions in that baseline. On the basis of the RLW, the authors proposed the strategy of double cross. This strategy enables source nodes to be associated with a mobile sink. When a source node detects an event, it selects one direction randomly and transfers the sensory data along that direction and its vertical direction by the RLW mechanism. All sensor nodes on the transmission path cache the sensory data. When mobile sink needs sensory data, it transmits the query information. The query information is also transmitted in two directions, which are perpendicular to each other, according to the RLW mechanism. The query path and the sensory data routing path intersect at a sensor node. If the intersection sensor node receives both the query information and sensory data, the sensory data will be transmitted to mobile sink. In this strategy, too many sensor nodes need cache and relay sensory data to find the mobile sink; thus, energy is wasted, and transmission delay is large.
Virtual structure-based data collection algorithm
Data collection based on a virtual structure means that there is some auxiliary structure to assist the data gathering. The virtual structure contains the virtual grid, virtual honeycomb structure, virtual ring structure, and so on. The establishment of a virtual structure can simplify the location update of a mobile sink, data upload, path planning of a mobile sink, and so on. In this kind of algorithms, the movements of mobile sinks can be divided into three categories: random movement, fixedtrajectory movement, and dynamically adjusted trajectory movement.
Random movement
Random movement of a mobile sink means that mobile sink can move in any direction at any speed during data collection.
In [18] , Singh et al. proposed the EEGBDD algorithm. In this algorithm, every source node establishes its own virtual grid. Mobile sink moves randomly in the network, and sink initiates a query request when it needs data from the source node. The source node sends its data to the sink via the virtual grid. All query request and data are transferred through the dissemination nodes, and dissemination nodes are selected based on node residual energy and the distance from the node to the intersection of the grid. This algorithm reduces the length of the transmission path so that it reduces the energy consumption of nodes. However, some nodes may belong to more than one path so they could consume too much energy and die early.
Tunca et al. proposed an energy-efficient routing protocol to improve the network performance [19] . In this protocol, a ring structure is used to maintain of mobile sink location. After the network is deployed, a virtual ring structure consisted of nodes is built. Sink sends its location information to the nodes on the ring. When a node needs to send data, it first requests the location of a sink from the nodes on the ring and then sends data to the sink. To balance energy consumption, the nodes on the ring are periodically replaced.
In [20] , Wang et al. proposed a grid-based data dissemination routing protocol. In this protocol, source node builds a grid to transmit data when an event is detected. Source node obtains the information on eight neighbor grid vertices near the source node and then sends a packet to all its neighbors. Every neighbor node replies a packet containing the information on node remaining energy. Source node selects the best neighbor as a relay node based on the residual energy of these neighbor nodes and distance from the sink to the neighbor nodes. The relay node repeats this process until the data arrive at the sink. When the mobile sink needs data, it initiates a query request. The request arrives at the source node through the relay nodes, and the source node sends data to the sink via the query path.
Fixed-trajectory movement
When a mobile sink moves along a fixed trajectory in data collection, then, sink always moves along a predefined trajectory regardless the network status and application environment. Usually, the pre-defined trajectory contains the straight line, rectangle, cycle, and so on.
Mottaghi et al. proposed the O-LEACH algorithm [21] that represents an improved version of the LEACH algorithm. In the proposed algorithm, mobile sink moves along a fixed line, whereas the area near the linear trajectory is called the convergence area. Nodes in the convergence area are set as convergence nodes (RNs). The network is divided into different clusters, and cluster head nodes are selected for each cluster. Data from the sensor nodes is sent to the cluster head nodes. Cluster head node transmits the data to the sink if it is near the sink; otherwise, cluster head node sends data to the near convergence node, and the convergence node transmits data to the sink. This algorithm reduces the energy of nodes, but a fixed trajectory of a mobile sink leads to the high energy consumption of nodes near the trajectory because these nodes bear more data forwarding task.
In [22] , Konstantopoulos et al. proposed a data collection algorithm intended for an urban environment. In this algorithm, sink moves along a fixed trajectory and collects data from the nodes near the trajectory. A virtual structure called the cluster is established in the network. Cluster head node that is responsible for data fuse and data forwarding is selected in each cluster. Sensor nodes transmit data to their own cluster head nodes. Cluster head nodes send their data to those nodes near the trajectory of a mobile sink. This algorithm reduces the energy consumption of nodes. However, nodes near the trajectory of a mobile sink bear more task and expend their energy early.
Khan et al. proposed a data collect algorithm called the VGDRA [23] . In this algorithm, a network is divided into virtual grids, and the number of the grids is only related to the number of nodes. Namely, each grid selects a head node, and the head node is in responsible for collecting data from nodes in its grid. Mobile sink moves along the network boundary, and during that movement, the routing of data is adjusted dynamically. Compared with the fixed line trajectory, the rectangle path of mobile sink balances energy consumption of the network but nodes near the trajectory also consume a lot of energy.
Dynamically adjusted trajectory movement
In this classification, a mobile sink is neither moving randomly nor moving on the pre-defined trajectory. However, the sink adjusts the trajectory dynamically according to the collected data, distribution of nodes, remaining energy of sensor nodes, and the number of travelling times in a region.
In [24] , Kinalis et al. proposed an algorithm named the Biased Sink Mobility with Adaptive Stop Times. In this algorithm, the virtual grid structure is established in the network, and the intersection point of the grid is a stopping point of a mobile sink. If there is a higher density of nearby sensor nodes near the point, a mobile sink will stay longer at that point. The adaptive stop time of a mobile sink can balance the energy consumption of nodes, but a long trajectory of a mobile sink increases network delay.
Ghafoor et al. proposed the efficient trajectory design for mobile sink algorithm [25] . In this algorithm, the trajectory of a sink is based on a Hilbert curve, and trajectory of a mobile sink is adjusted dynamically according to the density of nodes and network size. The order of Hilbert curve is smaller when a mobile sink is moving toward the region with a smaller node density and vice versa. This algorithm can dynamically adjust the trajectory of mobile sink according to the network state so that it can balance energy consumption of nodes. However, this algorithm can only dynamically adjust the trajectory in a large range, but it is not suitable for data collection under the condition of uneven node density.
To solve the problem presented in [25] , Yang et al. proposed the adjustable trajectory design based on node density for mobile sink algorithm [26] . In this algorithm, different orders of Hilbert curves are combined. By refining the established virtual grid structure and considering the density of nodes in a smaller region, Hilbert curves with different orders are constructed according to the different densities of nodes. Besides the fact that this algorithm solves the problem stated in [25] , it also makes the data collection algorithm suitable for the case of uneven node deployment.
Method
Network model
Mobile data collection can prolong the network lifetime IWSNs. In most of mobile data collection algorithm, the application scenarios are always with evenly distributed events. However, in some real application scenarios, source nodes are distributed centrally in a local region, and the distributed region may change over the time. For instance, when the emergent events are monitored, such as monitoring of a fire in the industrial factory or monitoring the malfunction of industrial equipment, the source nodes are always distributed in a local region. As illustrated in Fig. 1 , the sensor nodes within the event area are source nodes.
In the following, the network model and relevant assumptions are described in detail. The network is a rectangle area with the size of L × D. The network consists of N sensor nodes, and these sensor nodes are deployed densely and randomly. All the sensor nodes are well connected, and the network is fully covered. The sensor nodes are static and location-aware (i.e., equipped with the GPScapable antennas). Sensor nodes have the same initial energy, sensing radius r s , and communication radius R. Sensory data is delivered to the mobile sink by a multihop transmission. There is only one mobile sink in the network and is not constrained by energy, memory space, and computing ability. The speed of the mobile sink v is fixed during in motion, and the mobile sink may park in the center point of the virtual grid cell for a while. The sensor nodes are densely deployed, and there are no obstacles in the network, so we can assume that there are sensor nodes in each grid. The notation and the corresponding definition used in our algorithm are given in Table 1 .
Network initialization
The first phase after the network is deployed is network initialization. This phase includes three sub-phases: establishment of a grid-based virtual structure, election of head nodes in the virtual grid cells, and establishment of the neighbor tables. Since the deployment area is a rectangle, we adopt the Cartesian coordinate system for convenience. The origin of this coordinate system is located at the lower left corner of the network.
The establishment of grid-based virtual structure
The establishment of a grid-based virtual structure includes three steps. The first step is to calculate the length of a virtual grid cell. The grid cell is a square in our algorithm, and calculation of a grid cell's length is the foundation of a virtual structure. To set an ID number for each grid cell, we calculate the row-column number 
2) Calculation of RCN of grid cells After receiving the information broadcasted by a mobile sink, sensor nodes calculate the number of grid cells in both horizontal direction and vertical direction. The calculating process is defined by Eqs. (2) and (3).
Based on the received information and their own coordinates, nodes can get an RCN, which indicates the location of a grid cell that the node belongs to; the calculating process is given in Eqs. (4) and (5). 
Sensor nodes in the same grid cell have the same RCN value, and the RCN will not be modified. When RCN is calculated, the network is as shown in Fig. 3 .
3) Calculation DN of grid cells Since the initial location of a mobile sink is in the grid cell center, sensor nodes can get the RCN of the grid cell center according to the information they received. The calculating process is shown in Eqs. (6) and (7).
After calculating the initial RCN of mobile sink, sensor nodes get the DN of grid cells that they belong to according to the relation of (M r_sink , M c_sink ) and their own RCN (M r , M c ). The comparing process is given in Eq. (8) .
The grid cell where a mobile sink is located denoted the grid of sink (GS), and the relation between grid cell DN and GS is shown in Table 2 and Fig. 4 .
The election of head nodes in virtual grid cells
In our VGDCA-C, the virtual grid cell head nodes are to collect sensory data from the same grid cell, deliver sensory data, and maintaining the DN of the grid cell.
In the first election, all the sensor nodes broadcast their coordinates and RCNs, and the radius of broadcasting is √ 2a. Thus, one sensor node can receive information from neighbor sensor nodes. Firstly, the sensor node compares its RCN with the RCN from the received information. If the received RCN is equal to that of the receiver, the coordinates and RCNs information will be added to the election list of the receiver. If the received RCN is not equal to that of the receiver, the receiver will drop the coordinates and RCN information. After the information is processed, each sensor node adds the source node of the information into its election list. mark sending node as a head node of that cell. According to the sorted election list, the nodes in the grid are successively selected as the head nodes. If some sensor nodes cannot broadcast CellHead, a waiting mechanism is introduced. If other nodes in the same grid cell cannot receive CellHead after a threshold period Th time , the next sensor node in the election list tries to broadcast CellHead .
The establishment of neighbor tables
As each grid cell has up to eight neighbor grid cells, one head node has up to eight neighbor head nodes. In the process of establishing the neighbor tables, each head node broadcasts its coordinate and RCN in the communication range. Meanwhile, each head node can receive information from other head nodes. Each head node compares its RCN (M r , M c ) with RCN of another head node M r , M c . According to the relation of (M r , M c ) and M r , M c , neighbor head nodes can be added to the corresponding rows of the neighbor table. The neighbor table and corresponding criterion are shown in Table 3 and Fig. 5, respectively. 
Data routing
After the network initialization, sensor nodes could rely on a virtual grid structure to upload sensory data to the Fig. 4 The DN of virtual grid cell. The grid cell 0 is the cell wherein a mobile sink is located mobile sink. When source node has collected the sensory data, it encapsulates its RCN and sensory data into a data packet and transmits it to the corresponding head node in the same grid cell, and the head node forwards the data packet to a neighbor head node according to the DN of the former. The data packet also includes other information, and the detail will be described in the following sections. The relation of the DN of head nodes and the corresponding transmission direction are shown in Fig. 6 and Table 4 .
Trajectory planning of mobile sink
In our VGDCA-C, the moving region of a mobile sink is composed of a transverse moving belt and a longitudinal moving belt. The two moving belts are presented as a gray region in Fig. 7 . The two moving belts may switch to another column or row when target events change. Before the switching of a moving belt, the mobile sink will complete Num cycle moving cycles in the moving belt. In Fig. 7 , the grid cells in the gray region are called the moving belt grids. In one moving cycle, the mobile sink parks in Table 3 The neighbor table and corresponding 
Trajectory of mobile sink in moving cycle
In our target application scenarios, the event region appears randomly. To adapt to this kind of application scenarios, we design a "cross" moving trajectory for a mobile sink. As illustrated in Fig. 7 , the grid cell intersected by two moving belts is called the intersecting grid (IG). In one moving cycle, the mobile sink starts from IG and moves toward the direction whose DN is 5. After the mobile sink arrives at the grid cell whose M r is (n D − 1), it starts to move in the opposite direction. The mobile sink can move back to the IG, and then, the moving direction switches to the direction whose DN is 8. When the mobile sink arrives at the grid cell whose M c is (n L − 1), the mobile sink switches the moving direction to the opposite direction. The mobile sink moves in the direction whose DN is 7 after moving back to the IG. When the mobile sink arrives at the grid cell whose M r is 2, it starts to move toward the IG again. After moving back to the IG, the mobile sink starts to move to the direction whose DN is 6 until it reaches the grid cell whose M c is 2, then the mobile sink starts to move to the IG. When the mobile sink arrives at the IG, one moving cycle is completed.
Calculation of weight value for moving belt grids
According to Section 3.3, all the sensory data are routed to the moving belts. Different moving belt grids are responsible for different areas. As illustrated in Fig. 8 
Allocation of parking time for mobile sink in the first moving cycle
When the mobile sink starts the first moving cycle in the current moving belt, it allocates parking time for the moving belt grids according to the corresponding weight values. In one moving cycle, the moving time of a mobile sink is calculated by Eq. (14) . We assume that in a moving cycle, the parking time t pa is equal to the moving time t moving_sink . Therefore, the total time of a moving cycle is calculated by Eq. (15) .
We allocate t pa to each moving belt grid according to the corresponding weight values, and the allocated time is the corresponding parking time. Thus, we need to get the sum of weight values, which is defined in Eq. (16) . (16) In the allocation process, the moving belt grids need to be classified into three categories. The first category is a top grid, and it refers to the moving belt grids that are adjacent to the boundary grids. The second category is IG, and the third category consists of other moving belt grids. The reason for grids classification is that the number of parking in different types of grid cells is different in a moving cycle. If a grid cell is a top grid, a mobile sink can park in this grid cell only once. We assume that the RCN of a moving belt grid is i, j . The number of times the mobile sink parks in different types of moving belt grids is calculated as follows:
• If a grid i, j is a top grid, then:
• If a grid i, j is IG, then:
• If a grid i, j is the other moving belt grids, then
In the first moving cycle, a mobile sink starts to collect sensory data in the current moving belt according to the parking time given above. When a mobile sink collects the sensory data, it counts the sensory data in the corresponding counters. Therefore, in the following, we will talk about the counters in the mobile sink.
Counters of mobile sink
In the process of sensory data routing to the mobile sink, the sensory data carry the information on source nodes and routing. According to that information, the mobile sink counts the corresponding counters. When the sensory data are sensed, the source nodes attach their RCNs to the sensory data. When the sensory data are routed to the moving belt grid for the first time, then RCN of this moving belt grid is attached to the sensory data. The counters the mobile sink has are as follows:
• C gm i, j : In the sensory data, if the RCN of a moving belt grid that is first met is i, j , then the amount of sensory data is added to this counter.
• C gm i, j : This counter is used to record the number of the moving belt grids which the sensory data pass and the amount of sensory data are added to the counters corresponding to these passed moving belt grids.
The value of i is from 1 to 3. As the RCN of the source node is in the sensory data, M r of the source node can be obtained. If M r of the source node is larger than IGs, the value of i is 1, and the amount of sensory data is added to C horizontal (1) . If M r of the source node is equal to IGs, the value of i is 2. The value of i is 3 when the M r of the source node is smaller than IGs.
The value of i is from 1 to 3. As the RCN of the source node is in the sensory data, M c of the source node can be obtained. If M c of the source node is larger than IGs, the value of i is 1 and the amount of sensory data is added to C vertical (1) . If M c of the source node is equal to IGs, the value of i is 2.
The value of i is 3 when the M c of the source node is smaller than IGs.
Dynamic adjustment of parking time
After completing the first moving cycle and moving back to the IG, a mobile sink readjusts the parking time for the next moving cycle according to its counters. Due to that, different grid cells handle different amounts of sensory data in the moving belts, so the mobile sink needs to park longer in the moving belt grid, which handles more sensory data. We divide the time of a moving cycle into two parts on average, of which is allocated by C gm i, j , and another is allocated by C gr i, j . The summing process of C gm i, j is defined by Eq. (20) , and the summing process of C gr i, j is defined by Eq. (21) .
When the recalculated parking time is discussed, the moving belt grids need to be classified into three categories: top grids, IG, and other moving belt grids. We assume that the RCN of a moving belt grid is i, j . The time that mobile sink parking in different types of moving belt grids is calculated as follows (the calculated time is the time of one parking in the grid):
• When a grid i, j is a top grid the time is defined by
• When a grid i, j is IG the time is defined by
• When a grid i, j is the other moving belt grid the time is defined by
After the redistribution of parking time, a mobile sink starts a new moving cycle according to the allocated parking. Before the start of a new moving cycle, all the counters of a mobile sink are set to zero. After the mobile sink completes Num cycle moving cycles, it estimates the location of the event area according to the counters. The moving belt then moves toward the event area.
Moving trajectory of moving belts
As the source nodes are distributed centrally, the mobile sink needs to move toward the event area as close as possible such that the total length of the sensory data transmission is reduced and the energy consumption is decreased. Before the moving belts switch to another column or row, the mobile sink first compares C horizontal (1), C horizontal (2), and C horizontal (3) . If C horizontal (1) has the largest value, the transverse moving belt switches to a neighbor row above. If C horizontal (3) has the largest value, the transverse moving belt switches to a neighbor row below. If C horizontal (2) is the largest, or two of three counters are equal, or all three counters are equal, the transverse moving belt does not switch to another row. Similarly, the mobile sink compares C vertical (1), C vertical (2) and C vertical (3) . If C vertical (1) has the largest value, the longitudinal moving belt switches to a neighbor column on the right. If C vertical (3) is the largest, the longitudinal moving belt switches to a neighbor column on the left. In other cases, the longitudinal moving belt does not switch. According to this strategy, the mobile sink can get closer to the event area.
Local updating of mobile sink
When a mobile sink moves from one grid cell to another, the DN of grid cells needs to be updated to maintain a reliable data routing. According to Section 3.3, the sensory data are routed to the mobile sink according to DN of grid cells. Hence, the updating of DN of grid cells denotes the updating of the location information of a mobile sink. For further discussion, the updating operations need to be classified into two categories.
The first category refers to the situation that the moving belts do not switch. In this situation, DNs of two grid cells need to be updated when the mobile sink enter into a new grid cell. The first grid cell is the one that the mobile sink is located in before entering the new one. The second grid cell is the one that the mobile sink entered, and this grid cell sets its DN to 0. The former grid cell sets its DN according to the moving direction. If mobile sink moves toward the direction whose DN is 5, the DN of the former grid cell is set to 7. If the direction DN is 8, the former's DN is set to 6. If the direction has DN is 7, the former's DN is set to 5. If the direction DN is 6, the former's DN is set to 8.
The second category refers to the situation that the moving belts switch to another column or row. When a transverse moving belt switches to another row, both previous row and current row need to update their DNs. When a longitudinal moving belt switches to another column, both previous column and current column need to update their DNs. The updating is relevant to the grid cell where the mobile sink is located before moving. The relationship of grid cell DN and GS is shown in Fig. 4 . Namely, when mobile sink updates a grid cell's DN, it only needs to update the head node of the grid cell. Thus, the local updating not only reduces the update area but also reduces the number of the updated sensor nodes.
Re-election of head nodes
To prolong the network lifetime and balance the energy consumption of sensor nodes in each grid cell, the head nodes need to be regularly re-elected. First, the ratio of the residual energy of the current head node and its energy when it was elected is calculated. If that ratio is below a threshold Th, the head node broadcasts Re-Election to start re-election of the corresponding grid cell. The ReElection includes the ordinal number of the head nodes in the election list Index. The sensor nodes in the same grid cell can receive the Re-Election and query the sensor node whose the ordinal number in the election list is (Index + 1). If a sensor node A finds that the sensor node queried itself, the sensor node A sends CellHead_01 to the current head node. After receiving CellHead_01, the current head node sends its neighbor list to the sensor node A. When sensor node A receives the neighbor list of the current head node, it broadcasts CellHead_02. When the other sensor nodes receive CellHead_02, the sensor node A becomes the new head node of the current grid cell, and the previous head node is retired. According to Eq. (1), all eight neighbor head nodes can receive CellHead_02, and the neighbor head nodes then add sensor node A to their neighbor lists. Before the new head node is ready, the sensory data are also transmitted to the previous head node. When the other sensor nodes are waiting for CellHead_02, if the waiting time exceeds the threshold Th time , they query the sensor node whose the ordinal number is (Index + 2). If the current head node is the last one on the election list, then the sensor nodes will query the first sensor node on the election list in the next election.
Results and discussion
Simulation model
To evaluate the performance of our proposed algorithm, we designed the simulation experiment using the MAT-LAB platform. The simulation parameters are listed in Table 5 and the values of the parameters are listed in Table 6 . In our simulation, the target monitoring area was a rectangle area with the size of L × D. The network consisted of N sensor nodes, and these sensor nodes had the same communication radius r c and initial energy E. The size of the control pocket was l c , and the size of the sensory data packet was l s . We adopted the energy model wherein if a sensor node receives n b bit sensory data, the consumed energy is (n b × E elec ) J; if a sensor node sends n b bit sensory data, the consumed energy can be classified into two categories. We assumed the transmission distance is d, and the threshold of transmission distance is To simulate the centrally distributed event, we assumed event area is a circular area and all sensor nodes in this area are appointed as source nodes. The network lifetime was determined by the time when the first node runs out of its energy. In our VGDCA-C, the real-time data collection means that the source nodes upload sensory data immediately when the sensory data is sensed. In this context, we mainly focused on the balance of energy consumption to prolong the network lifetime. Thus, we focused on the lifetime performance and energy consumption balance, while the delay of sensory data transmission was not considered. We used the following aspects as performance metrics of simulation experiments:
• Network lifetime: defined by the time when the first node runs out of its energy • Average residual energy: the mean value of residual energies of all the sensor nodes • A variance of residual energy: the variance of residual energies of all the sensor nodes • An average number of transmission hops: the mean value of transmission hops from a source node to the mobile sink.
Performance analysis under different system parameters
In the simulation experiments of VGDCA-C, we first studied the impact of system parameters Th and Num cycle on network performances, where Th denotes the threshold of the re-election of head nodes, which affects the equilibrium of energy consumption in a single grid cell, and Num cycle affects the energy consumption in the entire network and network lifetime. In these experiments, the number of sensor nodes was 1000, and the location of event area changed every 1000 s. The values of Th were 10, 30, 50, 70, and 90%, and the values of Num cycle were 2, 4, 6, 8, and 10.
Network lifetime
As illustrated in Fig. 9 , the network lifetime was minimal at Th of 10%, and the lifetime increased with the increase of Th. In the case of Th of 10%, the head node could start re-election when the residual energy became 10% of the energy at the election time. It means that sensor nodes that had been head nodes had little residual energy. However, the sensor nodes that had not been elected had higher residual energy. Thus, the energy consumption within the grid cell was unbalanced, and the first sensor node that ran out of energy appeared soon. Therefore, the network lifetime was short when Th was 10%.
With the increase of Th, the sensor nodes in the grid cell assumed the task of the head node more frequently, and the energy consumption within grid cell became more and Fig. 9 The network lifetime under different system parameters (Th and Num cycle ). When Th was 90% and Num cycle was 8, the network lifetime could reach the maximum value more balanced. We found that the network lifetime had the highest growth rate when Th varied between 70 and 90% because in that case, energy consumption within grid cell was the most balanced. When we analyzed the situation from the vertical axis, we found that for the same Th, network lifetime was minimal when Num cycle was 2. When Num cycle was 2, the mobile sink needed to determine whether to switch the moving belts after every two completed moving cycles. According to the distribution of event area and the strategy of switching the moving belts, two moving belts switched in general circumstances. Hence, the grid cells of two rows and two columns needed to be updated. Therefore, much energy was consumed and network lifetime was shortened. With the increase of Num cycle , the network lifetime also increased. When Num cycle reached 8, the network lifetime had the maximum value because the updating operation did not consume much energy when the moving belts did not switch frequently. When Num cycle was 10, the network lifetime began to decrease because all the sensory data were routed to the moving belts. If the moving belts were not switched for a long time, the sensor nodes in the moving belts could cause the "hot spot" problems, which would shorten the network lifetime. Thus, when Th was 90% and Num cycle was 8, the network lifetime could reach the maximum value.
Average residual energy
The average residual energy indicates the energy utilization rate of the network. As illustrated in Fig. 10 , with the increase of Th, the average residual energy decreased continuously. According to Fig. 9 , the network lifetime increase was caused by the increase of Th. Thus, the average residual energy decreased. When Th was unchanged, the average residual energy was the lowest at Num cycle of 8, which means that the energy utilization rate was the best in that case. In Fig. 10 , it can be seen that when Num cycle was equal to 2, the average residual energy was lower than the average residual energy at Num cycle of 4. However, when Num cycle was 2, the network lifetime was shorter than that when Num cycle was 4. This is because the moving belts needed to be constantly switched, and much energy was consumed to update the corresponding grid cells. Thus, the energy utilization rate was not high when Num cycle was 2 because much energy was wasted. On the other hand, when Num cycle was 8, the energy utilization rate was the highest.
Variance of residual energy
The variance of residual energy indicates the balance of energy consumption. As illustrated in Fig. 11 , the variance was minimal at Th of 10% because only a small number of sensor nodes had consumed energy when the network ended. Most sensor nodes had almost the same residual energy. With the increase of Th, most sensor nodes began to consume energy, and the variance increased. When the Num cycle was 2 and 4, the network lifetime was short, and the variance was low. Although the energy consumption was balanced in that state, that was not an excellent situation. When the Num cycle was 10, the variance reached the maximum value because in that case, the moving belts stayed in the same area for a long time, and the sensory data converged in that area. Hence, the sensor nodes of that area consumed all energy very fast. The energy Fig. 10 The average residual energy under different Th and Num cycle . When Num c ycle was 8, the energy utilization rate was the highest consumption of network was unbalanced. When Num cycle was 6 and 8, the variance values were close, and the network had a better performance regarding the lifetime and average residual energy.
According to the analysis of network lifetime, average residual energy, and residual energy's variance, the network had the best performance at Th of 90% and Num cycle of 8. There we set Th to 90% and Num cycle to 8 and compared the performance of the VGDCA-C and VGDD [27] .
Comparison with VGDD
In this section, we compare the performance of the VGDCA-C and VGDD for different numbers of sensor Fig. 11 The variance of residual energy under different system parameters (Th and Num cycle ). When Num cycle was 6 and 8, the variance values were close, and the network had a better performance regarding the lifetime and average residual energy nodes. The numbers of sensor nodes were 800, 1000, 1200, 1400, and 1600, respectively, and the time interval of event area change was 1000 s.
Network lifetime
As illustrated in Fig. 12 , we compared the network lifetime for different numbers of sensor nodes. With the increase of the number of sensor nodes, the network lifetime of the VGDCA-C was always larger than that of the VGDDs. In the application scenarios with centrally distributed events, the VGDCA-C could allocate parking time dynamically according to the counters of a mobile sink. The mobile sink would park longer time in the virtual grids with more sensory data. This method could reduce energy consumption and a total length of transmission. Meanwhile, two moving belts would switch dynamically according to the counters of a mobile sink. These counters indicated the location of event area, and the moving belts switched toward the event area. However, in the VGDD, a mobile sink moved by the predefined trajectory. When the Fig. 13 The comparison of VGDD and VGDCA-C in average residual energy. It indicates that the VGDCA-C could work longer when the same energy was consumed, which further means that the VGDCA-C had higher energy utilization ratio Fig. 14 The comparison of VGDD and VGDCA-C in a variance of residual energy. The energy consumption balance of the VGDCA-C was slightly better than that of the VGDD event area changed, the mobile sink of the VGDD could not adjust its trajectory to the event area. Hence, network lifetime of the VGDCA-C was longer. When the number of sensor nodes increased, the number of source nodes also increased. Moreover, there was no major fluctuation in the network lifetime due to the increase of the number of sensor nodes.
Average residual energy
As mentioned above, the average residual energy indicates the energy utilization ratio. As illustrated in Fig. 13 , with the increase of the number of sensor nodes, the average residual energy of the VGDCA-C was slightly lower than that of the VGDD, which indicates that energy utilization ratio of the VGDCA-C was higher than that of the Fig. 15 The comparison of VGDD and VGDCA-C in an average number of transmission hops. The VGDCA-C decreases transmission hops in the applications with centrally distributed events VGDD. In Fig. 12 , it can be seen that network lifetime of the VGDCA-C was two times greater than that of the VGDD. However, the average residual energy of VGDCA-C was only slightly below than that of the VGDD, which indicates that the VGDCA-C could work longer when the same energy was consumed, which further means that the VGDCA-C had higher energy utilization ratio.
Variance of residual energy
As illustrated in Fig. 14 , when the number of sensor nodes was 800 and 1600, the variance value of the VGDCA-C was slightly larger than that of the VGDD. However, when the number of sensor nodes was 1000, 1200, and 1400, the variance value of the VGDCA-C was slightly lower than that of VGDD. The performances of two algorithms regarding the balance of energy consumption ware similar. As the network lifetime of the VGDCA-C was larger than that of VGDD, the energy consumption balance of the VGDCA-C was slightly better than that of the VGDD.
Average number of transmission hops
As illustrated in Fig. 15 , when the number of sensor nodes varied from 800 to 1600, the average number of transmission hops was about 4 hops in the VGDCA-C. The corresponding number of the VGDD was greater than 7. The average number of transmission hops indicated that when the VGDCA-C was used, and source node sent data to the mobile sink, the hops of the packet could be reduced by 3 hops compared to the VGDD, which was because the trajectory of a mobile sink was adjusted dynamically and moved toward the event area. Meanwhile, when mobile sink allocated the parking time, the sink parked longer in the grids, which processed more sensory data. By constantly adjusting the movement trajectory and parking time, mobile sink could get closer to the source nodes, and the sensory data could be uploaded to the mobile sink faster. However, the mobile sink had a predetermined trajectory in the VGDD, so the mobile sink could not adjust its moving status according to the changes in the event area. Thus, the VGDCA-C had better real-time performance than the VGDD.
Conclusions
In this paper, the algorithm for real-time data collection for applications with centrally distributed events, called the VGDCA-C, is proposed and analyzed. Firstly, a virtual grid virtual gird structure is introduced to initialize the network. The virtual grid structure can divide the network into several virtual square areas with the same size, where virtual grids of different areas have different RCN and DN. The structure is the basis of sensory data routing. Then, the routing of sensory data is discussed. With the help of a virtual grid structure, the sensory data can be routed to the mobile sink easily and automatically. Afterward, the trajectory planning of a mobile sink is proposed such that the mobile sink can move closer to the event area and park in the virtual grids longer, which increases the amount of sensory data. Using the proposed algorithm, the total length of routing paths and the transmission delay are decreased. To reduce the energy consumption of updating of a mobile sink location, we propose the local updating. Finally, we proposed the re-election of head nodes in the virtual grid cells to balance energy consumption. Compared with the VGDD algorithm, the VGDCA-C algorithm prolongs network lifetime and decreases transmission delay in the applications with centrally distributed events.
