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Abstract-h this paper attention is paid to the interpretation of simultaneous-equation 
models. By choosing a specific variance-covariance structure of the disturbances each 
equation can be given a conditional.expectation interpretation. In this case there is no 
identification problem. The relation to the REID-systems (introduced by Wold) and to 
the Cowles Commission interpretation is pointed out. The ideas are illustrated by means 
of three simple models. 
1. INTRODUCTION 
Characteristic for simultaneous-equation models is that explanatory variables occurring 
in some equation are explained in other equations of the model. The variables for which 
this is the case are called endogenous variables. A simultaneous-equation model has as 
many equations as there are endogenous variables. Besides these variables there are 
usually so-called predetermined variables in the model. Such variables influence the en- 
dogenous variables, but they are not influenced by them. Apart from the definition-equa- 
tions all equations are stochastic. 
This study deals with the question how to interpret these models. As is shown the 
answer to this question is of extreme importance for the identification and thus for the 
estimation of the parameters of the model. 
We restrict ourselves here to linear simultaneous-equation models with nonstochastic 
predetermined vdriables. The stochastic variables possess a multivariate normal distri- 
bution. Without loss of generality definition-equations are not taken into account. 
Two possible interpretations are considered: the conditional-expectation and the linear- 
combination interpretation. For three simple models the consequences of these interpre- 
tations are considered. 
2. HISTORICAL BACKGROUND 
Interdependent systems are widely used in applied econometric work today. It is there- 
fore astonishing that so little attention is paid to the interpretation of the different equa- 
tions of such systems. In.his classic article written in 1943, Haavelmo [I] writes that “if 
one assumes that the economic variables considered satisfy, simultaneously, several sto- 
chastic relations, it is usually not a satisfactory method to try to determine each of the 
equations separately from the data, without regard to the restrictions which the other 
* An earlier version of this paper was presented at the Third International Conference on Mathematical 
Modelling, University of Southern California, July 1981. 
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equations impose upon the same variables” and that .-the stochastic properties ascribed 
to the variables in one of the equations should, naturally, not contradict those that are 
implied by the other equations.” The first statement is essentially a pleading for the use 
of so-called full-information estimation methods. The second has to do with the meaning 
that can be given to the different equations. For model 2, discussed in Section 3, Haavelmo 
[l] shows that the conjecture E(y, 1 x,) = w, in general is inconsistent with the assumed 
model specification. Therefore he concludes that “For prediction purposes the original 
equations of the system have no practical significance, they play only the role of theoretical 
tools by which to derive the prediction equations,” c.q. the reduced form. This means 
that the different equations cannot be seen as a description of a “controlled experiment”, 
although in the process of constructing the model one acts like that. In this paper it is 
shown that under the conditional-expectation interpretation such a discrepancy does not 
occur. 
In a series of papers starting in 19.59, Wold ([2, 31) has given much attention to the 
causal interpretation of multirelation-models. In recursive systems each relation can be 
given a direct causal interpretation, or each relation is an eo-ipso predictor. An eo-ipso 
predictor is defined as follows (see Wold [3]): 
If a variable y allows the representation y = f(xi , . . . , .rh) + z’ with E(y 1 xl, . . . , 
xh) = f(x ,, . . . , xh), then f(x, , . . . , xh) is called an eo-ipso predictor of y. Structural 
relations in a simultaneous-equation system do in general not have this property. In the 
so-called REID (reformulated interdependent) systems, introduced by Weld, the system- 
atic part of each relation is an eo-ipso predictor for the dependent variable of that equation. 
The REID-system is obtained from the corresponding ID-system by substitution of the 
explaining endogenous variables in each equation by their expected value, obtained by 
the reduced form system. In that case the coefficients of the explaining current endogenous 
variables can be interpreted as reaction-coefficients, not to the actually observed variables 
but to their expected values. 
Under the conditional-expectation interpretation the systematic part of each equation 
is an eo-ipso predictor for the dependent variable of that equation. 
3. THE MODELS 
In this paper the following three models are used to illustrate the consequences of both 
interpretations of simultaneous-equation models considered here. 
Model 1 
Model 2 
yt = ax, + Ll( 
x, = PYt + wt 
GW 
(2b) 
Model 3 
yt = CL’CI + llf 
xr = Py, + 8a, + yb, + IV, 
(34 
(3b) 
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The models are subjected to the following specifications: 
l ar and b, are nonstochastic predetermined variables, 
EU,U; t’ = 0, t f t’, 
B = (1 p la) is non-singular, 
a, P, Y, 6, u,,,,, uubv and u~,.~~. are fixed unknown parameters, 
y, and ,vt are the endogenous variables of the model; their joint distribution depends 
on that of llf and )v,, and 
t= l,..., T. T is the sample size. 
4. ON THE INTERPRETATION OF THE MODELS 
The question arises how the models introduced in section 2 should be interpreted. 
One might say that each equation in a model describes the relation between one en- 
dogenous variable (the left side) and the other variables of the model. The specification 
of model 1 then indicates that b, has no “direct” influence on y,. To say it otherwise, 
(la) describes the pattern of change of y given (and expressed in) that of the other variables 
of the model. In this view it is obvious to add the following properties to model 1: 
E(Y, I xr; a,, b,) = cur, + wr 
J%, I yt; a/, b,) = PY, + Mt 
and similar properties to the other models considered (Haavelmo [I]). This interpretation 
will be called the conditional-expectation interpretation. It coincides with the way models 
are built up. 
We may also look at the models in the following way. Rewriting model 1 gives 
Yt - ax, = ya, + ~1, 
xt - /3yt = 6b, + w,. 
This gives rise to the idea that a certain linear combination of the endogenous variables 
can be written as the sum of a certain linear combination of the exogenous variables and 
a random variable. Thus 
E(Y, - (*r,) = ya, 
JW, - Pyt) = Sb,. 
This is essentially the model formulation introduced in econometrics by the Cowles Com- 
mission [4]. As is pointed out by Hooper [5] and Chow [6] such models can also be treated 
in terms of canonical correlation. In this paper the last interpretation will be called the 
linear-combination interpretation. 
In the following sections the consequences of both interpretations are examined. 
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5. THE CONDITIONAL-EXPECTATION INTERPRETATION 
5.1. Model 1 
As a consequence of the conditional-expectation interpretation we have 
KY, 1 xr; aI, b,) = CLY, + yn, 
E(x, I yr; at, b,) = f3y, + 66,. 
Implicit to these properties is 
E(u, 1 x,; a,, 6,) = E(w, 1 y,; a,, b,) = 0. 
From (la-b) and the stochastic specification defined in section 2 follows 
where 
and 
This implies 
-N(zx,+ (+- 
as 
+ - 
1 - cxp 
6 
+ 
u., as ----qj 1 - &p 
It is easily seen that the properties (4a-b) are met in (7a) and (7b) if 
- 
@a) 
(4b) 
(3 
(W 
(6~) 
. 2) (7a) 
y& 
UYY 
) . U’b) 
OYX -_=a 
U.r? and -=@. 
(7.r.Z U_VY 
(8) 
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Then 
(9) 
Under these restrictions the joint distribution of yI and X, has the following form 
The interpretation considered here therefore implies that model 1 has only five indepen- 
dent parameters: OL, p, y, 6, and ur ,,,.. Between these and the five parameters, ni I, TIZ, 
VI, VZ, and axy. of the joint distribution (IO) the relations (1 la-e) exist. 
Tl2 
a=- 
n22 
P 
T2I 
=- 
TII 
312 
y = TII - -IT21 
v22 
6 
Tl2 
= iT22 - -7r21 
Gil 
( 
Tl2 T2l 
urn” = - 1 - -- uxy. 
n22 Tll > 
(1 la) 
(1 lb) 
(llc) 
(1 Id) 
(1 Id 
Because the parameters of the joint distribution of yI and x, uniquely determine the 
parameters of model I under the restrictions (8), we can conclude that this model is 
identified; see e.g. Malinvaud [7, p. 5471. If one wrongly does not take into account 
restriction (8) then the joint distribution of y, and ,K, has seven parameters. These param- 
eters do not uniquely define the five parameters of model 1; the parameters of the model 
then are overidentified. 
The joint distribution of uI and x, can be determined from that of y, and x, by 
(z:) = (:, -‘;)(z) - (i i)(z) *
Using (10) and (11) we find 
UI 0 - N2 XI 
(12) 
(13) 
14-l 
and 
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The restrictions (8) therefore imply that 11~ and ,rr are stochastically independent. Anal- 
ogously w, and yI are independent. 
5.2. Model 2 
According to the conditional-expectation interpretation the following properties are 
introduced 
E(Yr I xt> = art (Ija) 
EC-r, I Yt) = pyt. (15b) 
From (2a-b) and the stochastic specifications introduced in section 2 we get 
subject to (6b) and (6~). 
From this specification we derive 
In this case the properties (15a-b) also imply the restrictions (8). 
The joint $stribution of y, and x, then has the following form 
(16) 
(174 
(17b) 
(18) 
U, and w, are distributed as given in (9) and, as in the previous case Us, x,, iv,, and y, 
are stochastically independent. 
Between the parameters a, p, and ul#,,, of model 2 and the parameters uyyr u.~ and u.~,~ 
of the joint distribution of yI and xr the following relations exist 
(1%) 
(194 
Therefore model 2 is identified under the conditional-expectation interpretation. 
5.3. Model 3 
Simultaneous-equation models 
The conditional-expectation interpretation noQ demands 
E(y, I x,1 = art 
Q, 1 Y,) = PY, + aa, + vb,. 
From section 2 follows 
subject to (6b) and (6~). 
The conditional distributions have the following forms 
YI 1 xr - N 
a8 
- 
1 - ctp at + 
aY - b, 
1 - (rp 
145 
(20a) 
(2Ob) 
(21) 
UYX 6 
+ s,, 
U.& 
x’ - 1 - cxp aI 
’ b -- 
) 
9 UP -- 1 _ a@ t em 
u .c.c 
_ 
’ 
(22b) 
Substituting (8) in (22a-b) gives (20a-b). Thus also in this case the restrictions intro- 
duced by the conditional-expectation interpretation are met by the restrictions S = Q 
U.CX 
and S 
OYY 
= p. The joint distribution of yt and xI is 
YI 0 [( xt - N2 (23) 
where 
Tll 7FI2 -=- 
7721 r22 
The joint distribution of y, and X~ has five independent parameters which are related 
to the five parameters of the model in the following way 
GW 
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(24b) 
(24c) 
(244 
As in the previous cases model 3 is also identified under the conditional-expectation 
interpretation. 
6. THE LINEAR-COMBINATION INTERPRETATION 
6.1. Model 1 
The joint distribution of yI and x, is in this case as follows 
(25) 
The linear-combination interpretation suggests that certain linear combinations of y, 
and x, can be written as deviations from certain linear combinations of n, and 6,. Rewriting 
(la-b) gives 
(-; -9;)(z) = (ii ~)(~:> + (tj . (26) 
From the equations (27a-c) the relations between the parameters of (25) and those of 
model 1 can be derived as 
.aYr - u,) = (T,, - ~'TTZI)U~ + (n,2 - anrdb, = ya, VW 
ax, - PY,) = cm, - P~II)~, + (~22 - Pa,z)b, = 66, W'b) 
This gives 
3712 
TII - a7rzl = y y = TII - _lTTT_rl 
7F22 
Tl2 
Tl2 - a7rz2 = 0 a=- 
n22 
(27~) 
(28) 
3721 
r22 - PIT,2 = s 6 = n22 - - 7rl2. 
'iFI 
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Between bUU, uldH., a,,) and {urvt uxy7 u,~~} exists a one-to-one correspondence by the 
regular matrix B. 
The seven parameters of model 1 are uniquely determined by the seven parameters of 
the joint distribution of yr and xI and therefore this model is identified under the linear- 
combination interpretation. In contrast with the conditional-expectation interpretation the 
parameters of (25) are not subject to restrictions. 
Implicitly we find 
my, 1 x,) = c-u., + ya, + 
UYX - au.rx 
xt 
PY 
o.r.r 
- j-qp _- (29a) 
E(.r, 1 y,) = pyt + 6b, + uyx 
- PUYY 
UYY ( 
Y 
Yf - 1 - a@ at 
(29b) 
6.2. Model 2 
Under the linear-combination interpretation the joint distribution of yr and X, is 
(::) - Iv2 [(i) * (2: $1 . 
From (2a-b) we get 
(-Iii -“;) (::) = (z) 
(30) 
(31) 
The question is which linear combinations of y, and xr can be written as deviations 
from 0. On account of (30) every linear combination can be written in such a way. There- 
fore a and p are not identified in this case. 
6.3. Model 3 
In this case the joint distribution of y, and xI is of the form (25), subject to the restriction 
7rlI7r22 - 7~2~7~~2 = 0 (see (23)). 
Rewriting (3a-b) results in 
(-; -“;)(::) = (i ;) (z) + (z) * (32) 
Using (25), (23) and (32) the following relations between the parameters of model 3 and 
those of the joint distribution of y, and xr can be specified 
Ti1 - an21 = 0 
rTTI2 - a7r22 = 0 
7T2I - pr,, = 6 
n22 - Pn12 = y 
(33) 
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From (33) we conclude that a and cr,, can uniquely be determined from the parameters 
of the joint distribution of yr and x,. The remaining parameters are not identified. 
In econometric literature (r is said to be overidentified because without the restriction 
;iliTiZZ - ‘iT2ITiZ = 0 the parameter a is inconsistently defined by the parameters of the 
joint distribution of yI and _rr. The remaining parameters are called underidentified, be- 
cause there are not enough restrictions on this joint distribution to determine them 
uniquely. 
7. SOME ASPECTS OF ESTIMATION 
In econometric theory much attention is paid to the linear-combination interpretation 
and the estimation problem in that case. We refer to e.g. Malinvaud [7], Theil [8], Johnston 
[9], Schonfeld [lo] and Chow [6]. 
In this section the estimation of the parameters of the conditional-expectation inter- 
preted models is briefly considered. 
As we have seen in section 4 all the parameters of the models considered are identified. 
This means that the information contained in the joint distribution of yI and X, is sufficient 
to determine these parameters uniquely from those of the joint distribution. In implicit 
form the maximum-likelihood estimators of these last parameters will be derived. 
Model I 
For model I the joint distribution ofy, and ,rr is given by (IO). For simplicity the following 
reparameterization is used 
where 
Zt = 
c, = 
The log-likelihood for 
(344 
a, 0 Tll n22 6, ’ .Y=-, r=-. Wb) 7r21 Tl2 
z,, f = 1, . . . , Tis 
T 
L = - T In 2-n - T In uXy - iIn(sr - 1) - 
Setting the partial derivatives of L to the parameters n ,z, nzI, s, r and (T,~~ equal to 0 
gives 
rnl2kfbb f n2Ikfab = Mb.r (3W 
S~21Mrro + n,2Mnb = M, 
r2My, - 2rM, + M, = (sr - I)ra, + (sr - I)‘TTT:~M~~ 
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S’M, -’ 2sM, + Myy = (ST - Iba, + (ST - l)%&Mbb (36d) 
rM,, + sM, = 2@r - l)a,=, + 2M, + nl,(sr - t)M,, + ?r&r - l)Mb, (36e) 
where, e.g. 
The solutions ir Iz, +ir~, , s^, i and c?.~.~ of (36a-e) are the maximum-likelihood estimators 
looked for. Next the maximum-likelihood estimators of the parameters of model 1 are 
determined by (34b) and (1 la-e). 
Model 2. 
For this model the joint distribution of yI and xI is given by (18). From classical mul- 
tivariate normal distribution theory it is well-known that M,,, M, and M, are the max- 
1 
imum-likelihood estimators of -u 
1 
P Xy’ 
crXy and -u.~~. Therefore the maximum-likelihood 
(Y 
estimators for (Y and p are $’ and 2 . Applying ordinary least-squares to (2a) and (2b) 
.C.r 
gives the same estimators for a and ;r 
Model 3. 
The joint distribution of yI and x, for this model is given by (23), or reparameterized 
zr = (::> - Nz[ (i j)(‘rdr :z)cr7 o.V(y i)] (37a) 
where 
c, = 
a, 0 TZI n22 b, , p=_=-, q=s. Tll Tl2 UXY 
The log-likelihood is in this case is 
L = - T In 27r - T In uxy - 5 tn(pq - 1) 
(3%) 
(38) 
The solution of the following set of equations gives the maximum-likelihood estimators 
150 
for ~II. 712, p, q. and u,~? 
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PTi,M,, + P~I&,b = Ma, Wa) 
PzllMab + pndbb = Mbrr (3%) 
P(M,, - 2qM.v + q'M.r.d = pq(pq - l)o,, + (pq - l)z(~,~M,, + IT,&!& (39~) 
P’M, - 2pM.v + M,, = p(pq - lb, (394 
PM,, - ZM., + qM., = 2(pq- lb, + (pq - l)(r,,Mar + ri,zMb,r). We) 
Using (37b) and (24a-e) we get the maximum-likelihood estimators of (T, B, y, 6, and Up,,,.. 
In section 4.1 is shown that the restrictions (4a-b) (and in the same way (15a-b) and 
(20a-b)) imply that in the models ~1~ and xI and also +Y~ and y, are independent (see (13)). 
Because of this the ordinary least-squares estimators of CL, p, y, and 6 in the models, 
interpreted in the conditional-expectation way, are unbiased. However, this method does 
not take into account the simultaneous structure of the models. Therefore conflicting 
estimators for u,,,,. result. 
7. CONCLUSIONS 
Using the conditional-expectation interpretation there is no problem of identification. 
This interpretation, however, induces constraints on the variance-covariance structure of 
the joint distribution of the endogenous variables. The derivation of the maximum-like- 
lihood estimators of the parameters therefore is really troublesome. 
The linear-combination interpretation, used in practically all textbooks, leads in some 
cases to underidentification. We should be aware of the fact that, e.g. for model 1, formula 
(29a-b) is implicit to this interpretation. 
On the contrary, to this last interpretation the equations of the simultaneous models 
can be given a simple meaning under the conditional-expectation interpretation. In fact 
they are eo-ipso predictors. This meaning seems to be familiar to the notions from which 
models are constructed. 
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