Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
In the last years weather derivatives (WD) have emerged to hedge weather variability. This leads to the question how such derivatives are priced and hedged. In contrast to other assets, the pricing of weather derivatives has some challenges since the underlying, contingent on temperature or rain, is not tradeable and the classical Black, Merton and Scholes framework fails since hedging principles cannot be applied. Different streams for pricing weather derivatives are found in the literature: econometric modeling of the underlying dynamics ( [12] , [10] ) followed by risk neutral pricing, equilibrium models [13] , indifference pricing models [11] , index modeling and burn analysis [23] .
In the context of no-arbitrage pricing, there has been some work to calibrate and study the complex structure of the risk premium in temperature derivative prices, or the market price of risk (MPR). The contributions of [13] and [27] study the MPR of weather derivatives as an implicit parameter in a generalization of the Lucas' (1978) equilibrium framework.
Equivalent changes of measure with a parametrized time-dependent MPR to get no arbitrage futures/options prices written on different temperature indices were introduced in [10] , however the calibration of the MPR was not performed. [22] estimate the MPR from the Taiwan Stock Exchange Capitalization Weighted Stock Index and use it as a proxy for the MPR on temperature option prices.
While most of the papers on temperature derivative pricing impose by assumption a zero or constant MPR ( [14] , [13] , [22] , [27] and [1] ), a more differentiated analysis conducted in [19] , [8] , [7] , [9] and [20] actually reveals a complex time varying and stochastic behavior of the MPR. However, we believe that at least parts of the irregular behavior of the MPR is not due to irregular risk pricing of the market but due to a misspecification of most models 2 that are used to calibrate market prices: forward looking information about the temperature available to the market is not taken into account in the information modeling. The usual assumption that all information available to the market is incorporated in the underlying, i.e. the information filtration is generated by the underlying, might be acceptable for storable assets (classical financial markets). However, for non-storable underlyings (like temperature or electricity) this assumption is fundamentally wrong: lots of meteorological forward looking information available to the market is not reflected in the past evolution of temperature. Hence, an appropriate model for the pricing of temperature derivatives should take into account the information about meteorological forecasts available to the market participants.
There is only few literature dealing with the incorporation of meteorological forecast into weather derivative pricing. [1] suggests, without a model, to incorporate forecasts for shortterm pricing. How to use single and ensemble forecasts to derive probabilistic weather forecasts for weather derivative pricing is described in [23] . [31] incorporates the seasonal forecast in the temperature process, by assuming the unconditional mean temperature as a linear combinations of above-normal (warm), near-normal, and below-normal (cool) mean temperature processes.
[6] apply the theory of enlargement of filtration to describe all information available in the market and with it estimate information premiums for given filtrations strictly bigger than the one generated by the underlying. The model from [6] is applied in [28] . There, assuming a MPR equal to zero, it is shown that incorporating weather forecast gives better accurates of market prices. [18] also used an enlargement of the filtration set with weather forecasts by modeling the temperature dynamics process with a larger time series that consists of historical and weather forecast data. Another empirical study of the information premium is described in [5] . The challenge of working with the theory of enlargement of filtrations is the analytic tractability of the forward looking information. In [14] an index modeling approach is used and it is also shown that weather forecasts significantly influence prices. [21] models temperature forecasts by a finite dimensional factor model and guarantees consistency with the martingale dynamics of temperature forecasts. However, no empirical analysis is shown there.
The idea in [21] is two include forward looking information available in the market into temperature modeling by specifying a model for the complete meteorological temperature fore-3 cast curve. More precisely, given a filtered probability space (Ω, F, F t≥0 , P) fulfilling the usual conditions, it is assumed that the meteorological forecast f (t; T ) at time t of the temperature τ (T ) at time T is an unbiased estimator of the temperature in the sense that f (t; T ) = E[τ (T )|F t ] .
(
For fixed forecast time T , the forecast process f (·; T ) is thus a martingale under the real world probability measure P with respect to the flow of available information F t . Next, the evolution of the forecast curves is modeled by a factor model f (t, T ) = H(T − t, Z(t)),
where
• H(x, z) : R + × R m → R is a given curve family;
• x = T − t is time to forecast time;
• Z(t) is an R m -valued factor process given by an Itô diffusion dZ(t) = b(Z(t)) dt + σ(Z(t)) dW (t), Z(0) = z 0 , with W (t) a d-dimensional F t -Brownian motion.
By setting T = t, we then obtain the dynamic model for the temperature τ (t) = f (t; t) which now is driven by information contained in the complete forecast curve.
A factor model is called consistent if H(T − t, Z(t)) is an F t -martingale for any fixed T ≥ 0 in accordance with (1). Given a curve family H(x, z), the consistency requirement imposes certain restrictions on admissible drift coefficients b(z) and volatility coefficients σ(z) which, for certain types of families H(x, z), are characterized in [21] .
The purpose of this paper is to perform an empirical analysis of temperature and temperature forecast data in the context of a specific two-factor model introduced in [21] . To this end we adhere to the following modus operandi.
First, a descriptive statistical analysis of the temperature and temperature forecast data is performed. In particular, a functional principal component analysis (FPCA) is applied which provides a natural choice for the number of factors and characterizes curve co-movements in terms of common factors.
Then we introduce the two-factor model and analyze its properties. Based on the previously performed empirical analysis of curve data we conclude that the consistent two-factor model for pricing temperature derivatives explains the stylized facts of historical and forecast temperature curves (seasonality, seasonal variance, exponential decaying autocorrelation) accurately by decomposing the data curve shapes into two factors describing the mean-reversion in the long horizon and tilting or bending of the curves in the short horizon. The two-factor model is within the framework of the Nelson-Siegel curve model, incorporating time-dependent factors for structural changes (namely the impact of additional forward looking information) and seasonality for periodic patterns. It extends other models proposed in the weather derivative literature by including a mean-reversion to a stochastic mean level.
Next, we specify and implement an iterative two-step algorithm for the estimation of our model. The algorithm switches between a joint maximization of the likelihood with respect to the unknown model parameters and a least-squares estimation step of the second factor of the two-factor model.
Finally, the results from [21] are extended, as we derive explicit prices for temperature derivatives written on Cumulative Average Temperature (CAT), Heating Degree Days (HDD) and Cooling Degree Days (CDD) and quantify risk expectations of market participants by analyzing the dynamics of the market price of risk (MPR) of the associated equivalent martingale measure (EMM). With the information available in the market data (historical temperature, meteorological forecast and futures prices), we calibrate the MPR of temperature derivatives (CAT, CDD, HDD) traded at the Chicago Mercantile Exchange (CME). The factor model shows that the behavior of the implied MPR for futures traded in and out of the measurement period is more stable than other estimates such as e.g. obtained in [19] . This confirms that irregularity of the MPR is not due to irregular risk perception but rather due to information misspecification. Similar to temperature derivatives, we conclude that this approach can be used for pricing other non-tradable assets.
Our article is structured as follows. In Section 2 we present the empirical analysis for the forecast data. Section 3 introduces the consistent two factor model and presents an estimation algorithm. The pricing of temperature derivatives with the proposed factor model is developed in Section 4, together with the calibration of the MPR. Section 5 concludes the paper. All computations in this paper were carried out in the statistical program R ( [25] ). The temperature and weather derivative data was obtained from Bloomberg and is available in the Risk Data
Center (RDC) of the CRC 649 Economic Risk (http://sfb649.wiwi.huberlin.de/).The meteorological forecast data was obtained from WeatherOnline. To simplify notation, in the following dates are denoted with yyyymmdd format.
Throughout the article we will use the following notations for different forecast curves, depending on the context. As already introduced in (1), f (t; t + x) denotes the forecast curve implied by our factor model at time t of the temperature τ (t+x) at time t+x. The notation f t;t+x stands for a time series of observed (discrete) forecast data at time points t of the temperature at time t + x, while f t (x) is a smooth (continuous) interpolation of the observed forecast time series at time t.
Empirical analysis of temperature forecast curves
In this section we present an empirical analysis of the temperature and point temperature forecast data of the cities New York and Berlin 
Unbiasedness
As already stated in the introduction, a central issue in this article is to incorporate forward looking information available in the market by specifying a model for the complete forecast curve. In our approach we assume that the forecast is unbiased in the sense that it represents the expected temperature given all available information (see Equation (1)). We first analyze if this assumption is confirmed in our time series by comparing expected forecasts with expected temperatures. We use the average differences of true temperatures and forecasts for the different forecast horizons x, i.e.
f t i ;t i +x − f t i +x;t i +x , x = 1, . . . , 14
where N x denotes the number of available pairs of true temperatures and corresponding forecasts for these temperatures. While for Berlin the differences seem to vary randomly around zero, for New York the forecasts seem to slightly overestimate the true temperature, which in fact indicates that there are some inconsistencies in the New York data as already suspected in Footnote 1. Additionally, in order to assess the general predictive quality of the forecasts, we also present the average of the absolute differences for different forecast horizons, i.e.
|f t i ;t i +x − f t i +x;t i +x |, x = 1, . . . , 14.
As expected, |D x | is generally increasing for larger forecast horizons, compare Table 1 , but is still in a moderate range for both cities. Though for Berlin the forecasts seem less biased, in summary we can say that for both cities the forecasts serve as proper predictions of the true temperatures. Table 1 : Average of standard and absolute differences of true temperatures and forecasts for the different forecast horizons x and different locations.
De-seasonalization
Based on the true average temperatures 3 of New York -Laguardia airport for the time period 1997-2012 and of Berlin -Tempelhof airport for the time period 1948-2011, a linear trend (for possible temperature increases due to global warming) together with a periodic seasonal trend component have been estimated using non-linear least squares estimation (NLSE), which 3 Minimum, maximum and average temperatures are provided by CME website.
8 is implemented e.g. in the R-function nls (see [3] ) and is based on the following truncated Fourier series Λ(t) = a 1 + a 2 t + a 3 cos 2π(t − a 4 ) 365 (2) for parameters a k , k = 1, . . . , 4 and with time t (daily scale). Note that one could refine this seasonality function by adding more and more periodic terms, but this will increase the number of parameters. Alternatively, non-parametric techniques could be used as described e.g. in [18] .
Next, the temperature time series and the 14 forecast time series for the different forecast periods of New York and Berlin are de-seasonalized by subtracting the trend function Λ(t)
from Equation (2) . Exemplarily, the de-seasonalized time series for the true temperature and a forecast period of 6 days are illustrated in Figure 2 for both locations. For the set of forecast curves from Figure 1 , the corresponding de-seasonalized forecast curves are shown in Figure 3 . 
Distributional properties of the forecast data
Next, we graphically analyze the assumption of normality for the de-seasonalized time series.
For both New York and Berlin we found no distinct violations in the corresponding q-q-plots (see Figure 4 ). In the next step, we apply a conventional statistical test on normality, the Kolmogorov-Smirnov test. It rejects the assumption of normality never for both cities at a significance level of α = 0.01. Hence, the assumption of normality seems justifiable, which is in accordance with the theoretical properties of the two-factor model presented in Section 3.1.
Stationarity and autocorrelation
In the next step we check for intertemporal autocorrelation and stationarity of the temperature and forecast time series. The partial autocorrelation plots indicate that there is significant autocorrelation up to about three lags (except for some single artifacts), which is in accordance with the literature e.g. in [10] and [19] . 
Functional principal component analysis
In this section, we further explore the features characterizing typical (de-seasonalized) forecast
curves, in particular we analyze by how many factors the curves are driven. A classical approach in this direction is principal component analysis (PCA), providing an informative way of looking at the covariance structure.
However, in the two-factor model presented in Section 3.1 the forecast curve at a certain time t is considered as a smooth continuous function of the forecast horizon x. This suggests to regard our data in a functional context. Furthermore, several authors such as [29] and [30] state that the computation of PCA runs into serious difficulties in analyzing functional data because of the so-called "curse of dimensionality" (see also [4] ). Following [29] , these difficulties can be overcome by functional principal components analysis (FPCA, i.e. PCA extended to functional data; see [26, Chapter 8.] ), which provides a more informative way of examining the sample covariance structure than conventional PCA and which also complements a direct examination of the variance-covariance structure and characterizes curve comovements in terms of common factors. Besides, if necessary, FPCA allows to incorporate regularization.
Consequently, we transform all 1740 forecast curves of New York and all 411 forecast curves of Berlin into smooth functional data objects using a penalized basis function approach described in [26] , which is implemented in the R-package fda. Note here that also the functional mean of a set of N different functions can be derived following [26] , who provide a mean() method for functional data objects usinḡ
in their R-package fda. Figure 6 shows the de-seasonalized forecast data together with the corresponding smoothed forecast curves (gray) and their functional mean (black), which is close to the zero-function, exemplarily for New York; for Berlin we obtain a very similar graph. Now we perform a FPCA based on our smooth forecast curves, which we denote by f t (x), t = 1, . . . , N, x ∈ [0, 14]. To start with, we need an appropriate definition of the inner product for functions. In conventional PCA for multivariate data the focus is on choosing those weights β β β (loadings), which maximize the average variation in
for given data vectors f i . If instead β(x) is a weight function and f i (x) a functional data object, now summations over j are replaced by integrations over x and the inner product is then 13 defined by β(x)f i (x)dx, where the integral is defined over the range of x (as we consider 14 days forecasts together with the contemporary temperature, we have x ∈ [0, 14]). Consequently, within functional PCA, for a given weight function β(x) the corresponding principal component score is given by
In the first FPCA step, a weight function β 1 (x) is chosen to maximize the sum The results of the FPCA on our smooth forecast curves are illustrated in Figure 7 . It can be seen that the first two functional principle components already account for 78.1% of the total variation for the New York data and even for 88.5% for the Berlin data. For both locations, the first weight function β 1 (x) represents a simple tilting feature, whereas the second weight function β 2 (x) allows for bending, i.e. the forecast curves can also take course of a hump before returning to the mean. These results provide the statistical justification that a two factor model for the specification of 14-days forecast curves, as proposed in the next section, is a reasonable 
Summary of the stylized features
Summing up, our empirical analysis exhibits the following stylized features of the forecast curves, both for the New York and Berlin data.
• In terms of average standard and absolute differences the forecasts seem to have quite good predictive power with respect to the true temperatures, at least for small forecast horizons.
• In general, the assumption of normality seems justifiable for the de-seasonalized forecasts (including the contemporary temperature for x = 0) with regard to q-q-plots and a standard statistical test on normality.
• We found significant autocorrelation up to the third lag in the time series of all deseasonalized forecasts and, additionally, unit root tests confirmed that the time series are also stationary for all forecast horizons x ∈ {0, . . . , 14}.
• The results of a functional principal component analysis suggest a two factor model for the specification of 14-days forecast curves, the first weight function representing tilting and the second weight function allowing for bending.
In the next section a suitable two factor temperature forecast curve model is proposed, together with a procedure for the estimation of the corresponding model parameters.
Estimating a consistent two-factor model
Based on the empirical analysis of the New York and Berlin forecast curve data, we will now propose a suitable factor model and explain an estimation procedure for this model.
The model
In accordance with our findings in the functional principal component analysis in Section 2.5, we propose a two-factor temperature forecast curve model that was introduced in [21] . In this model, the forecast at time t of the temperature at time t + x (x = T − t is time to forecast) is given by
or re-parametrized in terms of forecast time T = x + t we get
where Λ(t) is a deterministic seasonality function (average temperature at time t) and
H : R + × R 2 → R determines the essential features of our forecast curve family. The model for the two-dimensional factor process
is a R 2 -valued factor process given in (6)- (7) below. For the de-seasonalized forecast curves
Choosing x = 0 in (3), we see that the role of the first factor Z 1 (t) is to model the deseasonalized contemporary temperature: Z 1 (t) =f (t; t) = τ (t) − Λ(t). The knowledge of the past temperature at time t contributes to the forecast curve by an exponential mean-reversion from current temperature levels towards the seasonal average temperature induced by the component Z 1 (t)e −λx . Following the popular approach to model the temperature by an OrnsteinUhlenbeck process and to let the information filtration be generated by the temperature (see for example [10] ), the implied forecast curves would be of this exponentially decaying type, which, however, does not give a good fit to the family of empirically observed forecast curves (see Figure 11 in Section 3.2). That is why we introduce a second factor Z 2 (t) which is responsible for modeling the additionally available forward looking information on the temperature.
At time t, it contributes with the component Z 2 (t)
−ρx − e −λx to the forecast curve and might produce humps or dips in the curve (see Figure 8 ).
The two curve components in our model are motivated by the fact that they exhibit the qualitative behavior of the first two weight functions obtained from the FPCA in Figure 7 . See Figure 8 for some typical (de-seasonalized) curves produced by our model. Note that (4) is a generalization of the popular Nelson-Siegel curve family in interest rate modeling (see e.g.
[24], [15] ), as for λ → ρ our factor model H(x, Z(t)) converges point-wisely to the NelsonSiegel model without parallel shift parameter. The reason we consider this generalization is that then the consistent factors Z 1 (t) and Z 2 (t) in (6)- (7) below are allowed to have different mean-reversion parameters λ = ρ while in the Nelson-Siegel model these must be identical. λ=0.1; ρ=0.9; Z 2 (t)= 3 λ=0.9; ρ=0.1; Z 2 (t)= 3 λ=0.9; ρ=0.1; Z 2 (t)=-3 Figure 8 : Typical curve features of the de-seasonalized forecast curvesf (t; t + x) from (5) for different choices of λ, ρ and Z 2 (t) for New York.
To complete our forecast curve model it remains to specify the dynamics of the factor process Z(t) := (Z 1 (t), Z 2 (t)) under the restriction that Z(t) is consistent with the forecast curve family H(x, z), see Introduction. We propose the following two-dimensional Itô-diffusion which is shown to be consistent in [21] :
where λ, ρ, σ 2 > 0, σ 1 (t) is a deterministic and bounded volatility function, and W 1 (t) and W 2 (t) are independent P-Brownian motions.
We assume that the underlying information filtration {F t } t≥0 is the one generated by W 1 and W 2 . Actually, in [21] it is shown that any consistent two-dimensional Itô-diffusion necessarily has the drift given in (6)- (7), while the volatility can be chosen freely subject to some integrability restrictions. Note that adding the deterministic quantity Λ(T ) to H(T − t, Z(t))
does not change the martingale property such that the model remains consistent.
Our volatility choice σ 1 (t) is motivated by the analysis in [10] , where the authors conclude that a deterministic but seasonally varying volatility is appropriate for the de-seasonalized temperature Z 1 . If Z 2 (t) = 0, the temperature model in (6) would be the same as the one proposed in [10] . However, compared to the model in [10] , the dynamics of the de-seasonalized temperature Z 1 implied by our forecast curve model are those of an extended Ornstein-Uhlenbeck process with a stochastic mean-reversion level which is governed by the factor Z 2 and integrates additional forward looking information contained in meteorological temperature forecasts. The factor Z 2 follows a regular Ornstein-Uhlenbeck process, where we chose a constant volatility since forecast curve time series are not long enough to infer further volatility structures of
Next, we analyze the distributional properties of our factor process. In particular, since it is well known that the Itô-diffusion Z is a two-dimensional Markov process, we are interested in the conditional distribution of Z(s) given Z(t), 0 ≤ t ≤ s, in order to build an appropriate maximum-likelihood-estimation scheme to estimate the model in Section 3.2.
The analytic solution of the Ornstein-Uhlenbeck process Z 2 in (7) for 0 ≤ t ≤ s is given by
Hence, for s ≥ t ≥ 0 we compute the conditional distribution of Z 1 (s) given Z(t) to be
From (8) and (9) we see that for s ≥ t ≥ 0 the conditional distribution of Z(s)|Z(t) is a two-dimensional Gaussian distribution since it is the distribution of a linear transformation of a two-dimensional vector of independent Gaussian random variables. To specify this twodimensional Gaussian distribution it remains to determine the covariance:
Finally, we end up with
for s ≥ t ≥ 0.
Summing up, the proposed forecast curve model exhibits the following features reflecting the outcomes of the empirical analysis in Section 2:
• Forecast curves are built from two components that feature the qualitative behavior of the first two weight functions obtained from the FPCA. This type of qualitative forecast curve formation catches most of the total variation.
• As the forecast horizon T − t gets large, the volatility of forecast temperature diminishes and
This behavior is realistic since forward looking information decreases the larger the forecast horizon becomes, and finally average temperature is the best prediction.
• Before reverting to the seasonal average temperature in the long end, there are basically two different types of qualitative behavior of forecast curves in the shorter end corresponding to the two components:
1. Direct exponential reversion in temperature forecasts from the current temperature level f (t; t) to the seasonal function Λ(T ).
2. An increase or decrease (hump or dip) from f (t; t) in forecast temperature prior to exponential reversion to the seasonal function Λ(T ).
• For fixed forecast time T > 0, the forecast f (t; T ) is a martingale (i.e. the model is consistent), and hence, an unbiased estimate for the true temperature. This is also in accordance with our findings in Section 2.1.
• From (12) and (5) we see that de-seasonalized forecastsf (t; t + x) (including the contemporary de-seasonalized temperaturef (t; t)) are Gaussian, which is again generally consistent with the results from Section 2.3.
• It is well known that (for the right initial value and constant volatility σ 1 ) Z is a stationary process. It follows from (5) that for a fixed time to forecast x, the de-seasonalized forecasts f (t; t + x) are stationary processes.
• The imposed evolution of the forecast curves implies that the de-seasonalized temperature (6) follows an extended Ornstein-Uhlenbeck process that is mean-reverting to the stochastic level 
Model estimation
Given a time seriesf t;t+x , t = 1, ..., N , of observed (de-seasonalized) forecast curves, we present a two-step algorithm to estimate the model on these data. More precisely, we iteratively repeat the following two steps until convergence of the estimated parameters:
• In the first step we construct a two-dimensional time series (Ẑ 1 (t),Ẑ 2 (t)), t = 1, ..., n, corresponding to realizations of our factor process Z = (Z 1 , Z 2 ). We recall thatẐ 1 (t) is observable since Z 1 (t) represents the contemporary (de-seasonalized) temperature, and thus the interest in this step is to filter the time seriesẐ 2 (t), t = 1, ..., n, which we do with the help of a least-squares-(LS-)method (except for getting initial values; this is done via a differential evolution algorithm).
• In the second step, given the time series (Ẑ 1 (t),Ẑ 2 (t)), t = 1, ..., N , we estimate the parameters in our model, which are ρ, λ, σ 2 and the deterministic process σ 1 (t), by the maximum-likelihood-(ML-)method.
We now describe in more detail the procedure, exemplarily for the New York data. The results for the Berlin data are shortly summarized at the end of this section. In the following we define for s = t + 1 in (11) First, we need reasonable starting values for the factor Z 2 (t) and for the parameters ρ and λ.
These can be obtained by use of a differential evolution-(DE-)algorithm, following [16] , who
showed that the DE-algorithm is capable of reliably solving the Nelson-Siegel-Svennson model.
An implementation of the DE-algorithm is available in the R-package NMOF, see [17] . Figure 10 , revealing that a deterministic volatility is enough to explain deterministic variations in temperature data, see e.g. [19] .
Finally, we propose the following algorithm. Figure 11 , where we show the curve estimates together with the deseasonalized forecast data for 9 chosen days. We can see that the fitted curves do a rather good job within the bounds of possible curve features covered by the two-factor model (3), whereas on several days the fitted curves corresponding to a simple AR(1) model cannot reproduce the true forecast courses in a satisfactory way.
The final (annual) estimate forψ(t) (l * ) , which is based on the final parameter estimatesγ γ γ (l * ) , is plotted in Figure 12 . It indicates that the standard deviation of the conditional distribution of the temperature in (11) has its maximum in February and its minimum at the end of July. This conforms with the findings in [10] and [19] . The corresponding piece-wise constant estimates forσ 1 (t) yield values in the interval [2.584, 3.351] . For Berlin, the final estimates for λ, ρ and σ 2 yieldλ (l * ) = 0.460,ρ (l * ) = 0.120 andσ Altogether, we obtain very similar results for Berlin and a comparable quality of the fitted curves with the major difference that the standard deviation of the conditional distribution of the temperature for Berlin has its maximum in September and its minimum at the beginning 26 of April.
Pricing Weather Derivatives
Weather Derivatives started to trade at the Chicago Mercantile Exchange (CME) in the late '90s in order to hedge weather risk. Exchange-traded temperature derivatives are futures written on different temperature indices I(T 1 , T 2 ) measured over specified periods [T 1 , T 2 ] such as weeks, months or quarters of a year, and European options written on these futures. In the following we first derive explicit price formulas in our model for the most common futures contracts before we perform a calibration study on the market price of risk. The question of hedging and pricing options written on these futures is addressed in [21] .
CAT, HDD and CDD futures
The According to no-arbitrage theory, pricing of financial assets with the temperature as underlying spot price has to be done under some risk-neutral pricing measure which in our setting can be any probability measure Q equivalent to P since the underlying cannot be traded. The futures price F I (t, T 1 , T 2 ) written on a given temperature index I(T 1 , T 2 ) is chosen such that the value of the futures contract equals zero at emission time t given the information F t , i.e.
(assuming a deterministic risk-free rate for simplicity):
with I(T 1 , T 2 ) being one of the indices CAT, HDD or CDD.
We assume that the temperature dynamics of the temperature f (t; t) = τ (t) under a riskneutral measure Q are given as Λ(t) + Z 1 (t), with dZ 1 (t) = (θ 1 (t)σ 1 (t) − λZ 1 (t) + Z 2 (t)) dt + σ 1 (t) d W 1 (t) and dZ 2 (t) = (θ 2 (t)σ 2 − ρZ 2 (t)) dt + σ 2 (t) d W 2 (t), where d W 1 (t) := dW 1 (t) − θ 1 (t)dt and d W 2 (t) := dW 2 (t) − θ 2 (t)dt define independent QBrownian motions and the market price of risk θ = (θ 1 , θ 2 ) consists of some bounded deterministic functions. This imposes a certain restriction on the set of possible pricing measures, but simplifies the calculations considerably. We first consider the pricing of CAT futures.
Proposition 1. For t ≤ T 1 , the CAT futures price F CAT (t; T 1 , T 2 ) is given by where C is a constant and Φ and φ are as in Proposition 2 above.
Rewriting (14) in terms of W 1 and W 2 one sees that the conditional distribution of Z 1 (s)
given Z(t) for s ≥ t ≥ 0 under Q is Z 1 (s)|Z(t) ∼ N(μ t,s ;ψ For CDD futures prices the computations are analogue.
Calibration of the market price of risk
We now turn our attention to the calibration of the market price of risk, i.e. to the calibration of the pricing measure used by the market to price temperature derivatives, implied by our model.
In a previous study of temperature markets by [19] it was found that the calibrated market price of risk behaves very irregular in time, in particular when times to futures' maturities become short. In that study, the temperature is modeled by a CAR(3) model (continuous time autoregressive of order 3) and the information available to the market is modeled by the filtration generated by the temperature.
However, as argued in the introduction, we believe that at least parts of the irregular behavior of the market price of risk in [19] is not due to irregular risk pricing of the market but due to a misspecification of the model that is used to calibrate risk prices: forward looking information about the temperature available to the market is not taken into account in the information modeling. Obviously, when the information available to the market is assumed to be generated only by the past temperature, substantial amounts of forward looking information available to the market is not taken care of in [9] and [19] .
In our approach we include, at least essential parts of, available forward looking information by specifying a model for the complete forecast curve and the intention of this section is now to estimate the market price of risk structure implied by our model approach and to compare it to the market price of risk obtained without meteorological forecast information. To this end, we calibrate model implied futures prices to the market and proceed as follows. For simplicity, we assume the market prices of risk θ 1 (u) = θ 1 and θ 2 (u) = θ 2 to be constant. Then Proposition 2 yields by direct computations: µ t,s = Z 1 (t)e −λ(s−t) + Z 2 (t) e −ρ(s−t) − e For both methods we successively derive the market price of riskθ 1 (t) for all days t where futures prices of the considered HDD were available to us, by solving the equality for the HDD 5 The temperature futures were obtained from Bloomberg.
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futures price F HDD (t; T 1 , T 2 ) from Proposition 2 with respect to θ 1 . For the AR(1) approach we simply set both Z 2 (t) and σ 2 2 equal to zero.
At this point we want to recall the data inconsistencies of temperature and forecasts already mentioned in Footnote 1 and in Section 2.1 which are a possible error source concerning the results of our market price of risk calibrations. These inconsistencies don't allow to fully exploit the forward looking information contained in meteorological forecasts. So the performance of our model parameter estimates and hence, the quality of our market price of risk calibrations could potentially be considerably improved, if the forecast data would correspond to the temperature data.
In Figure 13 and Figure 14 we show the results for a selection of New York HDD futures based on our two-factor model from (3) (black solid line) and based on the AR(1) approach (gray dashed line). We find that in all investigated scenarios the courses of the market prices of risk are generally similar for both used methods and at a first glance no major differences are visible. To make the courses comparable we have standardized them, always taking the first available day of the futures price time series as the reference point. For both methods, the market price of risk is quite steady before the delivery period begins, but then becomes more and more turbulent when getting close to delivery.
But if we have a closer look on the total relative variation in the courses, corresponding to a given series of HDD futures prices on a time interval [t, T 2 ], i.e. we find that the market prices of risk based on our two-factor model behave more regular than those based on the AR(1) approach, both on the whole time interval and during the delivery period, compare Table 2 and Table 3 . Though the differences might not seem to be crucial, we still can observe the trend that a model accounting for forward looking information leads to more regular market prices of risk. In particular, the quality of the incorporated forward looking information in the two-factor model could be probably considerably improved, if the data inconsistencies mentioned above could be eliminated. Table 3 : Difference in total relative variation between the two-factor and AR(1) model for a selection of New York HDD futures (only in the delivery period).
Conclusion
We propose a consistent two-factor model for pricing temperature derivatives that incorporates the forward looking information available in the market by specifying a reduced model for the complete temperature forecast curve in addition to the evolution of the temperature. The two factors describing the tilting or bending of the curves reflect accurately the stylized facts of temperature and temperature forecast in the short end. The two-factor model allows for factors with mean-reversion to a stochastic mean level. We find that the market prices of risk, calibrated from CME temperature derivatives, based on our two-factor models behave more regular than those based on an AR(1)-Ornstein-Uhlenbeck approach, both in and out of the measurement period.
