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EXECUTIVE SUMMARY 
Remediation of contaminated soil and groundwater requires accurate characterization of contaminant 
occun-ence. In facilities that have been contaminated through multiple, discrete spills of unknown timing 
and quantity, the problems of characterization can be very difficult. Using a large data set of pesticide 
contamination in soil samples at two agrichemical facilities, we have explored the distribution of 
6 contamination, and have evaluated several methods for designing sampling strategies and evaluating 
sample results. 
In 1990, the Illinois Pesticide Act was amended to authorize the Illinois Department of Agriculture 
(IDA) to address agrichemical pesticide contamination at agrichemical facilities in Illinois. The Illinois 
11 State Geological Survey (ISGS) was contracted to assist the IDA in achieving this objective. Part of 
the effOli between the IDA and ISGS resulted in a detailed investigation of soil contamination at two 
agrichemical facilities. This detailed investigation, called the 2-Site Study, resulted in depth-stratified, 
systematic samples (12.64 m square grid) of366 samples (from 107 boreholes) at one site (Site 23), 
and 325 samples (from 93 boreholes) at the second site (Site 28). Each of the samples were analyzed 
16 for a large suite of synthetic organic compounds; we evaluated the distributions of 55 of these analytes. 
The characterization objectives of the 2-Site Study focused on a characterization of contamination for 
four specific depths across each site. These broad objectives resulted in sample sets with a large 
number of results reported as below method detection limit (BMDL). These BMDL results created 
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problems in estimating the median, mean and variance of the distributions. Box plots were used to 
display the contaminant frequency distributions in a way that could accommodate the BMDL values. 
The box plots showed that all of the concentration distributions were right skewed. Even when plotting 
the data on a logarithmic axis and only considering values greater than the method detection limit 
(MDL) the plots were generally right skewed. Because the censored nature of the data prevented 
6 accurate calculations of the median and mean, we calculated the 95th and 99th percentile values for each 
analyte. At Site 23, only 18 analytes had 95th percentile values that were greater than the MDL, and 
36 analytes with a 99th percentile value above the MDL. At Site 28, these numbers are 19 and 32, 
respectively, for the 95th and 99th percentiles. 
11 A layer-by-Iayer evaluation of the data showed that the vast majority of contamination was limited to 
the surface layer at both sites. Contamination was so widespread in the surface samples that one or 
more analytes were detected in all but 7 samples at Site 23 and 12 samples at Site 28. In the C-Iayer 
sample results, mean and maximum values indicated that contamination at Site 23 was less frequently 
detected and, when detected, the concentrations were generally lower than at Site 28. In the D-Iayer 
16 sample results contamination at Site 23 was more frequently detected but concentrations were still 
lower than at Site 28. The concentration patterns were consistent with conceptual models oftranspOlt 
that included more uniform transport through the sandy materials at Site 23 and more restrictive and 
preferential transport through the fine-grained materials at Site 28. 
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While statistical descliptions of the frequency distributions of the compounds provide some insight to 
their pattern of OCCUlTence, they do not provide any insight to the spatial distributions of concentrations. 
We used inverse distance cubed interpolations of contaminant concentrations to explore the spatial 
distributions of several compounds. The surface-layer interpolation maps illustrate several points about 
contaminant distributions near land surface at these two facilities. Concentrations detected in high-risk 
6 functional areas (e.g., mixing, loading, washing areas) were larger and more variable than 
concentrations in low-risk functional areas (e.g., parking, equipment storage areas). These maps 
clearly illustrate the nearly ubiquitous occurrence of contamination in the surface layer. The maps also 
illustrate the continuity of both high levels of contamination in high-risk functional areas and the low 
levels of contamination in low-l'isk functional areas. 
11 
The maps of C-layer contamination show some differences between Sites 23 and 28. In most of the 
Site 23 maps there appears to be a weak spatial cOlTelation with surface-layer maps. These maps also 
suggest that contaminant concentration in C-layer samples is related to the overlying functional areas. 
At Site 28 there is no apparent cOlTelation between the surface-layer and C-layer concentrations. This 
16 is noteworthy because the first two or three samples in each boring were collected consecutively. This 
lack of continuity suggests that only a fraction of the contaminant mass is moving downward, and the 
transport appears to be predominantly vertical, possibly along discrete preferential pathways. While 
many of the C-layer detections at Site 28 underlie high-risk functional areas, this relationship is not as 
strong as either the surface-layer detections at Site 28 or the C-layer detections at Site 23. The D-
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layer maps show few detections at either site. At Site 23 there is some apparent correlation to 
overlying functional areas. At Site 28 the detections appear randomly distributed. 
One of the most difficult issues that all characterization efforts must address is the determination of an 
appropriate sampling strategy. In addition to a well-reasoned preliminary conceptual model of 
6 contaminant distribution, the sampling strategy needs to be determined based on a clear understanding 
of the characterization objectives and the methods that are available for interpreting the results. We 
identified three major types of characterization objectives: contaminant detection; statistical estimation; 
and, spatial characterization. Upon reviewing the literature and talking with State regulators we felt that 
a more integrated discussion of the major tYpes of characterization objectives and their requisite sample 
11 design characteristics was warranted. 
Contaminant detection objectives focus exclusively on the determination of whether contamination is 
present within the site, or a specified portion of the site. Systematic sampling with a gridded layout was 
identified as an ideal design for contaminant detection objectives. From the literature, we demonstrated 
16 that the sample spacing directly affects the size of contaminated zones, or hot spots, that can be 
identified with a given certainty. As an example, using the grid spacing from the 2-Site Study (12.64 m) 
and a detection probability of 99%, we could detect hot spots that were 9.20 x 7.36m or larger. With 
this same spacing, there was only a 30% chance of detecting hot spots that were 4.41 x 3.53m. The 
results from the 2-Site Study suggest that while this systematic strategy is crucial for being able to 
21 quantify the uncertainty of a given sample set, contaminated hot spots appear to be too small in the 
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subsurface to allow sampling with any meaningful confidence of detection. In other words, because of 
the high cost of sampling and the potential for small hot spots, detection characterization will likely 
always be highly uncertain at depth. 
Statistical estimation objectives focus on the use of various statistics, calculated from sample results, to 
6 estimate and make inferences about the contaminant concentration distributions. The use of statistical 
methods with sample data can result in very elToneous results if sample designs are not statistically-
based. We found systematic and stratified systematic sample designs to be best suited to statistical 
characterization of contamination at multiple spill facilities. 
11 We identified four issues related to sample collection and data interpretation that receive inconsistent 
attention in the literature yet were important for accurate statistical characterization at multiple spill sites. 
These issues include: subsampling; composite sampling; treatment of skewed distributions; and, the use 
of probability models. 
16 Using some simple published methods, we used information on the concentration variance ofthree 
compounds to evaluate sample size requirements and estimate uncertainty under statistical estimation 
objectives. Using one method, we showed how it would take over 11,000 samples to be 90% 
confident that the mean concentration of atrazine was predicted within 50 Ilg/kg. Ifwe allowed a larger 
estimation tolerance the sample size requirements dropped dramatically. With 16 samples we could be 
21 80% confident of estimating the mean of metolachlor within 2000 Ilg/kg, which is about one third of one 
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standard deviation. Using another method which allowed for the estimation of an additional uncertainty 
measure, sample size requirements quadrupled. We also demonstrated a method for evaluating the 
uncertainty of the valiance estimate, used in the above sample size calculations. 
Spatial characterization objectives address evaluating the extent, or spatial distribution, of 
6 contamination; particularly in unsampled locations. We used a qualitative, graphical method for 
illustrating the effectiveness of different sample sizes for characterizing contaminant distributions at Site 
28. We also discussed two major interpolation approaches used in spatial characterization: 
deterministic and probabilistic. Given the nature of the vatiability in contaminant concentrations at these 
two sites, and the need to satisfy detection and statistical estimation objectives with the same data set, 
11 systematic and stratified systematic designs were found to be superior to other sample designs. 
While recognition of these three types of objectives helps in evaluation of suitable sample designs, the 
sampling objectives and the target populations for sampling can evolve as chat"acterization eff011s 
proceed. While this evolution is recognized in the literature, State regulators suggested this often 
16 seemed to confuse consultants at multiple spill sites. To develop a chat"acterization strategy that is 
compatible with the three types of sampling objectives, systematic or stratified systematic designs 
should be used. To ensure that sampling strategies are efficient and adaptable to an site specific 
contaminant distributions, we believe a different approach is needed for defining the target populations 
at vatious stages of the effort. Rather than utilize the typical approach of defining the tat"get population 
21 as the set of all samples within a specific depth of the site, or portion of the site, we recommend limiting 
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the target population to only include the set of samples within the contaminated zone, or hot spot. 
Because the extent of the hot spots will only be known as sample results are analyzed, we recognize 
that some samples will need to be collected outside of the target population. 
To accommodate this evolution of objectives and obtuse target populations, we propose modifying 
6 conventional statistical designs to create an incremental stratified systematic sampling design. This 
design would typically begin with contaminant detection objectives, followed by a second iteration 
targeting hot spots identified in the first round. Later sampling iterations would focus on either· 
increasing the resolution of hot spot characterizations, or further evaluation of areas with an insufficient 
number of samples. This approach offers the advantages of being able to quantify the characterization 
11 uncertainty at any iteration. It also allows for the use of all prior sample results, while allowing the 
discarding of most or all BMDL results. 
16 
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INTRODUCTION 
Remediation of contaminated sites requires accurate characterization of contaminant OCCUlTence in soil 
and groundwater. At some sites the source of contamination is fairly discrete and its general location is 
known. Depending on the chemical nature of the contaminant, the release history and site 
hydrogeology, the charactelization of contaminant distribution at these locations can be a relatively easy 
6 task. At other sites there are many sources of contamination and the location, quantity and age of these 
spills are wide ranging and generally unknown. It can be difficult to accurately characterize contaminant 
distributions at these multiple-spill sites because of these many sources of uncertainty. Poor 
characterization efforts can easily result in unanticipated costs inculTed during remediation and can result 
in a long-telm, unintended exposure to contamination. 
11 
During discussions we had with State regulators and environmental consultants, it became apparent that 
there was still widespread confusion regarding several issues involved with characterization of 
contamination at multiple-spill sites. These included the determination of appropriate sampling 
objectives and target populations at the vmious stages of characterization, and the selection of a 
16 sampling strategy that is compatible with these changing objectives. Using an existing data set of 
pesticide concentrations in soil samples from two agrichemical facilities (IDA, 1993; Bamhm'dt et aI., 
1993), this report discusses the OCCUlTence of contamination at these two facilities, the selection and 
application of site characterization objectives, and the selection of viable sampling strategies at sites with 
multiple contaminant spills. 
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This report is the result of a two-year study, funded by the Waste Management and Research Center 
(WMRC), ofthe Illinois Department of Natural Resources (IDNR), and is divided into three parts. 
Part 1 includes the introduction and the characterization of the 2-site data set. The objectives for Part 1 
are: 
6 • Characterize the physical nature of the sites and samples. 
• Characterize the concentration frequency distributions for the detected contaminants. 
• Estimate the spatial distributions of contaminants. 
Part 2 includes a discussion and demonstration of objective-based sampling strategies that are 
11 compatible with soil sampling at multiple-spill sites. The objectives for Part 2 are: 
• identify the main types of characterization objectives; 
• discuss and sample designs that are compatible with these objectives and the types of contaminant 
patterns that were observed in Part 1; and, 
• using the 2-site data and specific sampling strategies, demonstrate some basic methods for 
16 identifying the necessary sample numbers and layouts. 
21 
Part 3 includes recommendations for designing sampling strategies to characte11ze contamination at sites 
that have had multiple, undocumented spills. 
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PART 1: CHARACTERIZATION OF THE 2-SITE DATA SET 
Overview of Original IDA Agrichemical Facility Study 
In Illinois, Phase 1 environmental property assessments (audits) are required prior to the sale of retail 
agrichemical facilities to determine the extent of soil contamination. In the early 1990s, there was a lack 
6 of guidance available for environmental consultants and for regulators regarding accurate, standardized 
procedures for conducting these assessments 
In response to this lack of infOlmation, in August, 1990, the Illinois Pesticide Act (Public Act 86-1172) 
was amended to authorize the Illinois Department of Agriculture (IDA) to develop, "procedures, 
11 methods, and guidelines for addressing agrichemical pesticide contamination at agrichemical facilities in 
Illinois" (IDA, 1993, Executive Summary). The Illinois State Geological Survey (ISGS) was contracted 
to assist IDA in achieving these objectives. Part ofthe effOlt included "an investigation of the 
OCCUlTence and distribution of pesticides in unconsolidated geologic materials ... at agrichemical 
facilities" (IDA, 1993, Executive Summ31y). That study resulted in a repOlt, "Agrichemical Facility Site 
16 Contamination Study, Executive Summary and Task Reports," which was completed in June, 1993 
(IDA, 1993). 
Two components of the IDA study were designed to provide a better understanding of the accuracy of 
typical Phase 1 results. For the first component of this study, a simple random sample of 49 facilities 
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was selected from the approximately 1200 retail agrichemical facilities that were registered and in 
operation in Illinois. A limited number of soil samples were collected at each of these 49 facilities; each 
sample was evaluated for the occurrence and distribution of pesticides as measured using typical Phase 
1 sampling strategies (Krapac, et aI., 1993, 1994). 
6 The second component of the IDA study was a more detailed investigation of two agrichemical 
facilities, referred to as the 2-Site Study (Barnhardt et al., 1993). The objectives of the 2-Site Study 
were to extensively sample the soil at each of the two facilities and to analyze these samples for a large 
suite of chemicals. These data would be conducive to modeling the horizontal and veliical pesticide 
distribution at these two facilities. To select the 2 sites, the 49 randomly-selected agrichemical facilities 
11 from Krapac et al. (1994) were classified based on the mapped depth to uppermost aquifer materials. 
The four categories of this classification were determined using a statewide map of the depth to the top 
of the upperinost aquifer materials (Berg and Kempton, 1988; Keefer, 1995). The four categories 
included the top of the uppermost aquifer being: within 5 feet of land surface; between 5-20 feet of land 
surface; between 20-50 feet of land surface; and, no aquifer mate11al within 50 feet of land surface. 
16 From this grouping, two facilities were then selected for detailed characterization. These facilities 
represented the end members in the depth to aquifer materials criterion. One facility (Site 23) was 
mapped as having aquifer material at land surface, and the other (Site 28) was mapped as having no 
aquifer mate11al within 15 meters of land surface. 
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6 
At each of the 2 sites, soil samples were collected from cores at approximately 100 locations. Sample 
location was based on a depth-stratified, systematic design, and resulted in a fairly uniform sample 
distribution over the exposed land area at each site. Four samples were collected from each core and 
analyzed for 69 compounds. For comparison, the data fi'om the 2-Site Study included as many 
samples as were collected for the entire 49-site study. 
Sampling Strategy and Sample Collection 
At the time of the 2-Site Study, discussions with environmental consultants suggested that most 
characterization studies at agrichemical facilities used some type of stratified judgmental sampling 
strategy. Their sampling strategies were generally stratified both vertically, by depth, and horizontally, 
11 by "functional areas." Functional areas were mapped during one or more site visits. These consultants 
suggested that samples generally were collected only from one or two functional areas. This selection 
was based on the consultant's judgement about where contamination was likely to occur. 
Functional areas are locations within a facility property in which specific operational activities (e.g., 
16 parking, mixing, loading, rinsing) tend to be conducted (McDill 1997). McDill (1997) found there is a 
commonly-held perspective that the activities of some functional areas pose a high risk of soil 
contamination, while others pose a low risk of contamination (McDill 1997). Habecker (1989), 
Krapac et al. (1993), and McDill et aL (1997) suggested various common locations at agrichemical 
facilities in Wisconsin, Illinois, and Minnesota, respectively, as being most likely to be contaminated by 
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chemicals. These suggestions, however, were based on a small number of samples collected at each 
site. From these studies, and similar anecdotally-supported perspectives, high risk areas are generally 
thought to be those used for loading and mixing, washing, storage, and repair. Regulators and 
consultants we contacted suggested that these functional areas are frequent locations for judgment-
based sampling during site assessments. McDill (1997) recognized, however, a need to better 
6 understand the facility operations and the vatiability in the distribution of pesticides in sediments before 
functional areas can be used exclusively for determining sampling locations. 
Field observation of daily operations at the two facilities suggested that, while some areas on each 
property served single functions (e.g., mixing, washing, pat"king), there appeared to be other 
11 multifunction areas at each facility (e.g., mixing/loading/washing, parking/equipment storage). 
Preliminary delineation of functional areas at Site 23 and Site 28 are outlined in Figures 1 and 2, 
respectively. These functional at"eas were delineated by an independent environmental consultant 
participating in the 49-site study and were incorporated into the field-surveyed surface elevation map 
produced for each of the two facilities. No attempt was made by the ISGS to better refine the 
16 functional area delineations during the 2-Site Study. 
After a review of possible sampling strategies, a depth-stratified, systematic sampling design was used 
to select sample locations at the two sites (Barnhardt et al. 1993). This strategy was chosen to: 
approximate a uniform coverage of samples across the sites; facilitate identification of "hot spots" of 
21 contamination; and, eliminate any selection biases associated with judgmental sampling strategies. A 
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square gIld was chosen relative to a triangular gI"id because of the perceived relative ease of application 
(Gilbert 1987). For this design, a 12.64 meter square grid was used locate samples. At each grid 
node, one sample was collected from each of four different depths. No rationale was provided for the 
selection of the node spacing (12.64 meters), although it is our understanding that factors used in 
selecting this spacing included costs, targeted hot spot size, and the use of a square gIld design. 
Figures 1 and 2 show the placement of the grids, the delineation of preliminary functional areas, and 
borehole locations associated with the 49-site study. Sampling locations that fell on buildings or 
locations inaccessible to the drill rig were shifted along the grid lines, when possible, to find an 
appropriate point to drill; chilling locations were shifted up to a distance of one-half the glid spacing 
11 (6.32 m) fi:om the original location. If there were no viable altemate sites within one half of the grid 
spacing, the sample location was deleted (Gilbert 1987). Only a few sample locations were deleted 
from each site. Bamhardt et a1. (1994) and Krapac et a1. (1994) provide a more detailed discussion of 
the sampling and analytical methodologies. Because no additional sampling or analytical work was done 
for this proj ect, their methods provide the framework and basis for this report. 
16 
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Figure 2 Map of sampling locations, functional 
areas and surface elevation at Site 28 
In each boring, up to four samples were collected using split spoons (5 cm diameter by 50 cm length) 
from four specific depths. When a gravel fill material was present at land surface, the A-layer sample 
was collected from the <2 mm size fraction at the bottom 50 cm of this fill. The B-Iayer sample was 
collected either from 0-50 cm below the base of the gravel fill material, or, when no gravel fill occuned, 
at land surface. The C-Iayer sample was collected from 50-100 cm below the base of the gravel fill 
6 material. The D-Iayer sample was collected from 400-450 cm below the top of the gravel fill. 
Significantly, the first three samples were effectively contiguous samples. After the C-Iayer sample was 
collected, an auger was used to advance the bottom of the borehole to a depth of 400 cm, where the 
D-Iayer sample was collected. 
11 The core from each split spoon was physically described in the field prior to sample collection. 
Following a physical description, the entire 0.5 meter long split spoon sample was saved in individual 
amber glass jars. In the laboratory, one subs ample of approximately 50 grams was collected from each 
soil sample. Each subs ample was extracted and the extract was analyzed for 62 compounds. 
16 At Site 23, 107 boreholes were drilled to a depth of 4.5 m and 366 samples were collected. At Site 
28,93 boreholes were drilled and 325 samples were collected. In addition to these samples, one 12 
meter-deep and three 6 meter-deep boreholes were drilled to assist in the geologic characterization of 
each site. Samples from each of these four boreholes were collected using continuous sampling with a 
split spoon sampler. The 12-meter deep borehole was drilled on the first day at the site to provide a 
21 preliminary assessment of the site geology. The 6-meter deep boreholes were drilled at the end of the 
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drilling and sampling phase and were located to provide additional information for areas that showed 
notewOlihy changes in site geology. 
Geomorphology and Geology of Site 23 
6 The agrichemical facility identified as Site 23 is located in west-central Illinois in an area where the 
aquifer material is mapped as being at or within 5 meters of land surface (Barnhardt et al. 1994). The 
name and exact location of the facility are kept confidential in accordance with an original agreement 
with the land owner. 
11 The land surface at Site 23 slopes generally toward the southwest (fig. 1). The total relief at the site is 
about 4 feet but the majority of the site is within one or two feet of relief. A surface drainage channel 
enters the facility at the north boundary (grid point 5,12) and, after passing under a service road through 
a culvert, becomes an unchannelized surface flow that moves generally toward the southwestern 
boundary of the facility. Surface water is impounded near grid point (10,3) before it exits the facility. 
16 This area is wet for a considerably longer period of time than the majority of the site. On-site 
observations indicate that sediment is being deposited in this part of the facility by drainage exiting the 
culvert in the area of grid point (7,11). Additional sediment is being supplied by sheet erosion that is 
occuning east of the mini bulk storage building. Another area of poor drainage occurs around grid point 
(3,7) but this location does not appear to have a preferred direction for draining. Surface runoff that is 
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directed from a perimeter road drains into this area near grid point (1,6) and creates a problem with 
standing water. Even with the high sand content in the soil, this area is slow to drain, probably due to 
the surface accumulation of fine grained sediment that is transported in the mnoff water. A well near this 
location was submerged on several occasions. 
6 A gravel fill material is used at this site and is found most consistently around the loading areas at the 
extreme northwestern part of the facility. Due to the well-drained nature of the sand at most of this site, 
however, many work areas have little or no fill covering. Where the gravel fill is present, the aggregate 
ranges from 5 cm to 42 cm in thickness, averaging about 17 cm. The thickness of fill is often difficult to 
determine at Site 23 due to the high sand content of the natural sediment. The fill mixture consists of 
11 gravel aggregates and a sandy matrix and is easily pressed into the underlying sand by vehicle traffic. 
Only in some locations could the sandy matrix of the fill material be discriminated from the underlying 
natural sand; this distinction was possible due to the fill matrix texture containing a slightly finer size 
fraction of sand than the natural sand. 
16 The site is located on an outwash terrace that formed along the eastern side of the Illinois River 
floodplain. The sand content ofthe geologic materials is generally greater than 70 percent to a depth of 
at least 12 meters. The materials have a texture that ranges from sandy loam to loamy sand. The clay 
content does not exceed 7 percent, except where clay bands occur within the outwash sand (Barnhardt 
et al. 1993) and, locally within the upper few centimeters in areas where fine-grained sediments are 
21 deposited in the low-lying, frequently ponded areas. Zones of clay bands, called lamellae, range from a 
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few millimeters to several centimeters in thickness. These lamellae occur across the site at depths of 
80-100 em, 210-250 em, and 400-460 em below land surface. As expected, these fine-grained zones 
are commonly wetter than areas with lesser clay content. Except in the low-lying areas of the site, the 
coarse matrix of the materials allows for rapid infiltration and redistribution of surface water. Ponding 
and associated surface water runoff that was observed during on-site visits suggest that some surface or 
6 near-surface redistribution of pesticides may occur at this site during and following storms (Barnhardt et 
al. 1993). Habecker (1989) raised similar concerns for facilities in Wisconsin. 
Geomorphology and Geology of Site 28 
11 The agrichemical facility identified as Site 28 is located in east-central Illinois in an area mapped as 
having no aquifer material within 15 meters of land surface. The surface and near-surface geologic 
materials at this location are primarily fine-textured, low pelmeability silts (loess) and silt loams (glacial 
tills) (Barnhardt et al. 1994). 
16 The land surface at Site 28 slopes from north to south and the relief is about 12 feet (fig. 2). A well-
defined drainage channel collects water from along the eastern edge of the facility and directs it toward 
the southwest corner of the facility where it exits into a small creek. It is estimated that this channel 
captures drainage from about 40-60% of the facility, including gravel-covered parking and work areas 
in the center of the facility and grassed lawn and vehicle parking areas in the southeastern part of the 
21 site (Barnhardt et al. 1993). Another drainage surface runs southward along the western edge of the 
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property, but no discemable channel exists until near grid point (8,2). A large proportion of the relief at 
the site is traversed just southwest of the shop building where the relative elevation decreases from 
about 95 feet to 89 feet (relative local datum). This drop in elevation ends in a depressional area near 
grid points (5,5) and (6,5). 
6 The area north of the shop building is relatively flat due mainly to the addition of up to 74 cm of fill 
material. This fill material consists of compacted limestone gravel in a silty clay, limey matrix that 
overlies a less calcareous, thin, silty clay loam layer which appears to have been laid down as a 
constmction base. The fill material forms an abmpt contact with the underlying loess. The Modem Soil 
profile is contained within the loess, however, it was partially to completely tmncated across the facility 
11 during constmction. Where present, the soil profile still maintains a large number of its fmmer 
propeliies such as higher clay content, lower pH, and lower bulk density than the overlying fill material. 
The abmpt contact of the fill material with the underlying loess forms a sharp transition zone for 
physical, chemical, and soil moisture conditions. 
16 The thickness of the gravel fill layer is inconsistent across the facility. It ranges from 3 cm to 74 cm in 
thickness, averaging about 27 cm. The gravel is frequently reworked during regular maintenance 
operations by using tractor-drawn bar-and-chain drags, front-end loaders, and other equipment to 
redistribute and grade the material. These activities are likely to redistribute some pmiion of spilled 
chemicals within the fill (Bamhardt etal. 1993). In high-traffic areas, the fill is also more compacted 
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1. than in less-trafficed areas and a thicker layer oflimestone pebbles is embedded into the underlying 
loess. In some areas just east of the mixing and loading building this fill layer was extremely compacted. 
Site 28 is located on the front slope of a moraine and the glacial material underlying the loess probably 
includes mudflows and other geologic deposits associated with ice margin environments. This 
6 interpretation is consistent with the observed variation in particle sizes encountered throughout many of 
the core samples. Characterization borehole B.1 illustrates this variability well (fig. 2). The gravel fill 
layer is approximately 57 cm thick, with the lower 47 cm consisting of an almost pebble-free silty clay 
material. This fine-grained material is overlain by angular limestone gravel with a medium sand matlix. 
Beneath the fill is a loess deposit that extends to a depth of approximately 121 cm. The loess contains 
11 mottles, gleyed colors, and manganese stains, all of which are indicative of wet, reducing soil conditions. 
The loess contains prot of the Modem Soil that has developed in it, but the soil profile was partially 
truncated by land grading activities. Beneath the loess is a fine-grained glacial till that contains two 
distinct textural zones. From approximately 121 to 352 cm below land surface the material is 
predominantly silt-loam in texture, although the percentages of sand (17-33), silt (51-65), and clay (10-
16 31) vary considerably. Thin layers «5 cm) of medium and fine sand and gravel occur sporadically in 
some cores. Thin silt layers « 2 cm) and thin oxidized zones are common within the upper part ofthis 
unit. 
At Site 28, joints or fractures were noted in till samples from the drill cores. The joints generally 
21 appeared to be starting within the underlying glacial diamicton where the clay content was greater than 
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18 percent. In several locations, the till on both sides of the joint was oxidized. This oxidation pattem, 
or oxidation halo, is evidence of the preferential flow of water through the joints and fractures (Williams 
and Farvolden 1969). Because the joints were intersected by the borehole at an angle, it was not 
possible to determine the depth to which individual fractures penetrated. These joints were observed at 
approximately 4.5 meters depth~ indicating the possibility of preferential flow and transport through the 
6 joints and fractures occurring throughout at least the sampled upper 4.5 meters of near-surface 
sediment. 
Characterization of the Pesticide Concentration Data 
11 At Site 23, 107 borings were collected, and 366 soil samples were analyzed. At Site 28,93 borings 
were collected and 325 samples were analyzed. Table 1 lists 55 analytes and the cOlTesponding 
method detection limits (MDLs). This study will limit discussion to these analytes. The original study 
also looked at 14 different PCB compounds and nitrate which were not addressed in this study 
(Barnhardt et al. 1993). We will present the combined results for each site first, then we will provide a 
16 discussion regarding the observed concentrations within and between the individual sample layers. 
For most environmental contamination studies, the analytical results are censored at the method 
detection limit, and these results are reported as below the MDL (BMDL). The censored rate, 
expressed as a percentage, is the percent of total samples for which the concentration was BMDL. 
21 Analytical results for these samples are therefore censored at the detection limit, and results are 
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reported as BMDL. (The censored rate can alternatively be referenced as the detection rate, which is 
the fraction of total samples with a concentration greater or equal to the MDL.) One difficulty in 
desclibing the 2-Site data set is the treatment of these censored results. Censored data cannot be 
evaluated using traditional parametric methods of statistical estimation and inference (Clarke 1998). 
Typically, there are two approaches for treatment of censored results; drop the sample from the data 
6 set; or, substitute some numeric value for the result. It is generally not considered acceptable to drop 
the samples from the data set because the results are censored by a detection limit (Helsel 1990, 
USEP A - DOQ, Gilbert 1987). This practice is discouraged because the reliable statistical analysis of 
the data is dependent on the randomized, unbiased collection of samples from a sample population. 
Discarding samples because their values do not fit a desired output is, effectively, a selection bias, and 
11 can compromise resulting calculations. If the samples were collected because they represent some 
portion of the site (i.e., the target population), then their analytical results will still represent that portion 
of the site, regardless of the repOlted value. 
Helsel (1990) and Clark (1998) list several viable substitution methods for using with BMDL results. 
16 For data sets with small to moderate levels of censOling, Helsel developed a robust method of 
estimation that provided optimal results for estimating mean values. He also found that the substitution 
of Yz the reported MDL for all BMDL values provided a close statistical estimate when compared to 
21 
his robust method. Clark (1998) found that the substitution of Yz MDL for all BMDL results worked 
best when the analysis goals were hypothesis testing and when the number of samples was less than 1 0. 
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Table1. Analytes and method detection limits (MDLs). 
Analyte Method Analyte Method Analyte Method 
Detection Limit Detection Limit Detection Limit 
(f.lg/kg) (f.lg/kg) (f.lg/kg) 
Alachlor 17 Desisopropyl 16.0 Linuron 16.0 
Atrazine 
Aldrin 0.6 Diazinon 18.0 Malathion 22.0 
Atrazin 16.0 Dieldrin 1.2 Methoxychlor 4.1 
BHC-(a.) 0.7 Dimethoate 52.0 Methyl Azinfos 14.0 
BHC-(~) 0.7 Disulfoton 16.0 Methyl 17.0 
Parathion 
BHC-(8) 0.8 Endosulfan I 1.7 Metolachlor 34.0 
Bromacil 16.0 Endosulfan II 2.2 Metribuzin 33.0 
Butylate 39.0 Endosulfan 2.4 Metribuzin DA 33.0 
Sulfate 
Captan 3.0 Endrin 0.9 Pendimethalin 17.0 
Carbofuran 26.0 Endrin 1.6 Phorate 36.0 
Aldehyde 
Chlordane 5.6 Endrin Ketone 1.3 Permethron 8.0 
Chlorpyrifos 5.0 Ethion 16.0 Prometon 15.0 
Cyanazine 28.0 Ethyl Parathion 18.0 Propachlor 6.0 
DDD -4, 4' 1.4 Fenthion 20.0 Propazine 16.0 
DDE-4,4' 1.8 Fonofos 26.0 Simazine 22.0 
DDT -4,4' 1.5 Heptachlor 0.9 Terbufos 29.0 
Desethyl 16.0 Heptachlor 0.9 Toxaphene 160.0 
Atrazine Epoxide 
Dementon 26.0 Lindane 0.5 Trifuralin 19.0 
We chose to use a substitution of ~ MDL for all mean calculations because of the simplicity of the 
calculations, the non-regulatory nature of our calculations, and the similarity of mean estimates resulting 
from this substitution to estimates obtained using Helsel's robust method (Helsel 1990, Newman et al. 
1992). 
6 At Site 23, there were 50 different herbicides or insecticides that were detected in one or more of the 
soil samples (table 2). Only 3 analytes (alachlor, metolachlor and atrazine) had censored rates less than 
80%. At Site 28, there were 45 different herbicides or insecticides detected in one or more samples 
(table 3). In these samples, only 2 analytes (metolachlor and atrazine) had censored rates less than 
80%. The censored rates for these two sets of all samples are much higher than would typically be 
11 observed in site characterization efforts. This is probably because the site-wide characterization 
objectives of the project required the inclusion of samples at depth within every borehole. Most of the 
sample results that were reported as below method detection limit (BMDL) were from the deeper C-
layer and D-Iayer samples. 
16 Graphical displays are common tools used to evaluate the shape of a distribution. Box plots are 
particularly informative graphics because they provide information on several central statistics (median, 
25th percentile, 75th percentile), :without showing too much detail. Box plots also provide a good 
characterization of the distribution tails (Velleman and Hoaglin 1981). Appendix A contains box plots 
for all analytes that had 
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Method 95% Lower 95% Upper 99% Lower 99% Upper 
Censored Detection Maximum Estimated 95th Confidence Confidence 99th Confidence Confidence 
Analyte Rate Limit Concentration Mean Percentile Limit Limit Percentile Limit Limit 
ALAC 73.4 17.0 60,000.0 297.0 1,032.5 490.7 1,738.7 3,971.0 2,679.7 46,074.2 
METOl 76.9 34.0 8,200.0 169.2 585.5 370.0 1,004.3 5,055.0 2,436.4 7,689.0 
ATRA 77.6 16.0 140,000.0 937.4 368.5 223.1 793.9 7,712.0 1,502.7 138,466.9 
DDT 87.4 1.5 250.0 4.3 12.6 7.3 34.5 120.9 48.4 247.4 
DIEl 87.4 1.2 610.0 5.0 18.2 9.4 35.0 114.2 49.5 491.9 
DEISAT 88.3 16.0 690.0 14.9 43.6 28.4 67.4 124.2 87.1 595.5 
CYAN 88.8 28.0 5,300.0 108.3 351.0 97.1 977.4 3,584.0 1,902.7 4,993.4 
SIMAZ 90.4 22.0 30,000.0 119.2 51.0 32.7 100.0 284.2 146.1 24,710.7 
HEPTEP 90.7 308.0 3.9 1.4 10.3 111.0 31.7 272.7 
ENDOI 90.9 1.7 270.0 5.1 15.1 6.1 35.7 154.2 78.1 262.3 
DEATR 91.8 16.0 270.0 12.1 30.2 21.7 42.0 142.6 70.7 262.3 
ENDOII 92.1 2.2 260.0 2.6 5.2 3.0 13.4 34.3 21.0 204.6 
PENDI 92.3 17.0 1,500.0 26.6 78.9 30.7 190.0 581.0 270.4 1,372.2 
CHlOPY 92.5 5.0 14,000.0 57.2 46.7 16.6 109.6 1,069.2 243.8 11,393.7 
ENDRK 93.0 1.3 630.0 3.8 4.7 15.4 79.9 21.0 507.4 
DDE 93.5 1.8 240.0 2.7 4.2 12.8 28.8 21.0 214.4 
BHCA 93.9 0.7 1,200.0 4.2 1.5 7.2 51.7 15.0 936.8 
PROPAZ 93.9 16.0 4,800.0 25.9 29.3 60.0 216.6 70.7 3,803.5 
AlDR 95.6 0.6 160.0 1.1 4.5 13.3 7.9 138.8 
PERM 96.3 8.0 4,200.0 21.6 24.9 360.9 143.5 3,433.4 
ENDR 96.5 0.9 130.0 1.1 2.4 11.9 3.9 113.4 
DDD 96.7 1.4 87.0 1.1 2.1 7.9 3.1 75.8 
METRI 96.7 33.0 360.0 20.3 34.9 221.4 60.0 354.9 
METRIDA 96.7 33.0 780.0 23.7 61.2 317.1 126.8 734.0 
TRIFUR 96.7 19.0 4,000.0 50.7 150.0 2,113.0 292.8 3,923.3 
BHCD 97.2 0.8 13.0 0.6 7.2 3.9 12.7 
BHCB 97.7 0.7 30.0 0.5 1.8 0.9 24.7 
BROM 97.7 16.0 720.0 13.8 324.2 42.9 663.8 
HEPTA 97.7 0.9 190.0 1.1 13.5 .2.6 148.1 
CARB 97.9 26.0 200.0 14.1 60.5 21.3 169.8 
DISUl 98.1 16.0 570.0 11.7 176.8 529.1 
CAPT 98.4 3.0 44.0 1.8 9.4 42.7 
BUTY 98.6 39.0 230.0 21.2 118.0 220.5 
Table 2. Select statistics for all sample results at Site 23. 
EPTC 98.6 310.0 165.5 307.4 
CHLOR 98.8 5.6 200.0 4.0 31.4 200.0 
ENDRA 98.8 1.6 43.0 1.0 4.3 38.1 
METHOX 99.1 4.1 39.0 2.2 33.6 
PROM 99.3 15.0 320.0 9.0 281.7 
TERB 99.3 29.0 465.0 16.6 408.8 
TOXA 99.3 160.0 1,600.0 90.7 1,600.0 
LIND 99.5 0.5 67.0 0.4 50.9 
MALA 99.5 22.0 37.0 11.1 33.9 
DEME 99.8 26.0 20.0 13.0 
DIAZ 99.8 18.0 180.0 9.4 
EPARA 99.8 18.0 39.0 9.1 
ETHI 99.8 16.0 33.0 8.1 
FENT 99.8 20.0 420.0 11.0 
FONO 99.8 26.0 1,370.0 16.2 
METHAZ 99.8 14.0 500.0 8.2 
METHPAR 99.8 17.0 39.0 8.6 
DIME 100.0 52.0 
ENDSUL 100.0 2.4 
PHOR 100.0 36.0 
PRO PAC 100.0 6.0 
Table 2. Select statistics for all sample results at Site 23. 
Method 95% Lower 95% Upper 99% Lower 99% Upper 
Censored Detection Maximum Estimated 95th Confidence Confidence 99th Confidence Confidence 
Analyte Rate Limit Concentration Mean Percentile Limit Limit Percentile Limit Limit 
METOl 59.6 34.0 46,581.0 868.8 3,585.0 6,657.5 2,507.7 21,384.0 43,251.9 14,392.6 
ATRA 72.3 16.0 17,211.0 199.7 652.7 1,385.4 399.3 4,657.2 12,492.1 2,736.2 
TRIFU 81.6 19.0 38,000.0 404.1 968.8 1,684.5 734.2 11,794.0 34,540.3 2,850.8 
AlAC 82.2 17.0 22,237.0 160.0 344.3 529.9 182.8 3,511.8 17,085.0 1,127.5 
PENDI 86.4 17.0 14,367.0 156.1 348.8 840.6 134.0 4,784.6 12,366.3 1,867.7 
DIELF 87.2 1.2 90.0 2.3 11.2 16.1 7.1 41.0 87.0 29.3 
SHCA 87.2 0.7 14.0 0.8 4.0 5.0 3.0 8.0 11.0 8.0 
CYAN 87.5 28.0 6,784.0 78.5 235.5 577.1 131.0 1,618.7 4,896.7 823.3 
DDTF 89.9 1.5 320.0 4.9 16.5 29.2 6.6 153.5 278.2 55.1 
DEATR 90.7 16.0 315.0 14.5 57.7 82.0 23.4 172.1 245.2 142.2 
SUTY 91.0 39.0 4,612.0 70.3 104.5 195.6 74.4 1,922.5 4,539.2 889.3 
CHlOPY 91.5 5.0 9,062.0 49.4 44.5 182.6 21.0 1,051.3 5,446.0 355.4 
DEISAT 91.5 16.0 2,347.0 21.9 35.7 70.0 21.8 290.5 1,549.5 80.1 
METRIDA 92.0 33.0 1,136.0 29.6 68.2 150.0 41.2 451.5 904.0 198.3 
ENDOIF 93.1 1.7 80.0 2.1 5.1 16.6 1.7 47.3 68.1 25.0 
ENDRAF 93.4 1.6 14.0 1.0 2.0 3.0 4.1 13.1 3.1 
METRI 93.6 33.0 1,411.0 27.3 34.4 71.7 299.9 1,005.4 138.5 
HEPPF 94.9 250.0 0,0 0.0 0.0 0.0 0.0 0.0 
DDEF 94.9 1.8 89.0 1.7 2.3 6.1 23.8 77.7 11.1 
PROPAZ 94.9 16.0 474.0 12.0 17.4 33.0 165.5 345.2 68.1 
ENDRF 95.7 0.9 24.0 0.7 3.1 7.4 18.6 4.1 
ENDOIIF 96.0 2.2 250.0 2.0 2.5 11.7 128.3 4.9 
CAPTF 96.8 3.0 280.0 3.6 3.5 82.3 169.1 46.5 
ETHI 97.9 16.0 1,270.0 12.6 77.5 631.7 38.5 
DDDF 97.9 1.4 50.0 1.0 12.5 38.1 2.0 
PROPAC 98.1 6.0 246.0 4.4 59.4 154.7 7.2 
SHCD 98.1 0.8 15.0 0.5 3.2 6.0 2.0 
PHOR 98.4 36.0 129.0 18.6 40.0 87.2 
AlDRF 98.4 0.6 42.5 0.5 10.4 28.5 
SROM 98.7 16.0 608.0 10.8 62.9 435.0 
ENDRKF 98.7 1.3 55.0 0.9 2.4 47.2 
HEPTAF 98.9 0.9 150.0 0.9 2.9 67.1 
FONO 98.9 26.0 3,300.0 22.4 34.0 1,458.6 
Table 3. Select statistics for all sample results from Site 28. 
BHCBF 99.2 0.7 19.0 0.4 16.0 
PROMF 99.2 15.0 500.0 8.9 224.4 
TERBF 99.2 29.0 250.0 15.2 125.9 
LIND 99.2 0.5 3.0 0.3 2.4 
SIMAZ 99.2 22.0 26.0 11.1 25.4 
METHXF 99.5 4.1 29.0 2.1 16.8 
ENDSULF 99.5 2.4 90.0 1.4 39.6 
EPARAF 99.5 18.0 37.0 9.1 32.5 
METHPAR 99.5 17.0 1,498.0 14.8 1,141.3 
PERMF 99.5 8.0 115.0 4.3 51.5 
DJME 99.7 52.0 82.0 26.1 
CARB 99.7 26.0 264.0 13.7 
METHAZ 100.0 14.0 
Table 3. Select statistics for all sample results from Site 28. 
censored rates less than 95%. Appendix A also contains a brief description of the calculation and use 
of box plots. The plots are sorted by site, sample layer and censoring rate. All of the box plots have 
been plotted with a logarithmic scale. This scale selection is not meant to imply that the distributions are 
10gnOlmal. The logarithmic scaling of the x axes allows a better evaluation of the central pOliion of 
many of the distributions; in preliminary plots, normally-scaled axes resulted in a compression of the left 
6 pmi of the distributions. The logarithmic scaling also allows for the evaluation of the symmetry of the 
distributions on a logmoithmic axis, and thereby provides one evaluation of the goodness-of-fit of a 
10gnOlmai probability model. 
Two box plots were generated for each analyte; one using all of the data, where liz MDL was 
11 substituted for BMDL values("All Data"), and one using only data with concentrations greater than the 
MDL (">MDL"). A review of the "All Data" box plots at Sites 23 and 28 suggests that all of the 
distributions moe right skewed (figs. A.t - A.6 and A.t9 - A.25). Even when considering only the "> 
MDL" plots, the right tails moe generally much longer than the left tails. At Site 23, several of the 
analytes have detections that are beyond the upper inner fence (75 th percentile + (1.5 * IQR», and two 
16 of these have values that are beyond the upper outer fence (75th percentile + (3 * IQR». Fewer 
analytes at Site 28 have observations beyond the upper inner fence. 
In addition to these observations of skewness, another impOliant observation can be made from these 
box plots. Given the graphical display of these analytes at each of two sites, and the skewness in 
21 sample distributions, it seems very unlikely that the underlying distribution of the concentrations at the 
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sites would fit a lognonnal probability model. While the frequency distribution of any given sample set 
will have some degree of lack-of-fit with the probability model describing the sample population, it can 
be expected that the average sample distribution will represent the sample population. This suggests 
that for a sample population with an underlying lognonnal distlibution, the average sample distribution 
will tend to be lognonnal. For the "All Data" plots at both sites, the average concentration distributions 
6 of the analytes do not support a 10gnOlmai distribution. 
Following a graphical evaluation of the sample distributions, it can be infonnative to calculate some 
summary statistics fi-om each sample set. The high degree of censoring that is exhibited in the sample 
results creates problems for the calculation of median and mean values for individual analytes. As 
11 mentioned above, we chose to use a 112 MDL substitution for each analyte. The median value is the 
value for which 50% of the observations are larger and 50% are smaller. In almost all of the analyte 
distributions, the median value is below the MDL. Ifwe used the 'li MDL substitution, the median 
values for each analyte would be this substituted value. 
16 Mean values were also estimated using the 'li MDL substituted values. At Site 23, estimated mean 
values ranged from 937 f.!g/kg, for atrazine, to 0.4 f.!g/kg, for lindane (table 2). The mean value of the 
estimated mean concentrations was 46 f.!g/kg. At Site 28 the estimated mean values ranged from 869 
f.!g/kg, for metolachlor, to 0.3 f.!g/kg, for lindane (table 3). The mean value of the estimated mean 
concentrations was 96 f.!g/kg. The distribution of estimated mean values for the analytes at both sites 
21 were strongly right skewed, with a coefficient of skewness equal to 5.7 for Site 23 and a skewness of 
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4.7 for Site 28. This observation of skewed mean distributions is consistent with the right skewed 
distributions of maximum values (tables 2, 3). 
Because the censored nature of the data set prevented accurate calculations of mean and median 
values, we decided to calculate the 95th and 99th percentile values for each analyte (tables 1,2). To· 
6 avoid relying on equations that required normality (or lognormality) of the distribution, we used a 
distribution-free percentile calculation (Gilbert 1987). We also calculated the 95% confidence intervals 
for these percentile estimates (tables 1,2) using similar distribution-free calculations (Gilbelt 1987). At 
Site 23, only 18 analytes had censored rates less than 95% to allow the calculation of the 95th 
percentile concentrations. Thirty six analytes had censored rates sufficient to allow the calculation of the 
11 99th percentile concentrations. For Site 28 19 analytes had censored rates sufficient to calculate the 
95th percentile values, and 32 analytes had censored rates allowing calculation of 99th percentile values. 
A-Iayer-by-Iayer evaluation of the data provides a different characterization of contamination at these 
sites. In the surface layer samples, the censored rate was much lower and the summary statistics are 
16 generally larger and more frequently above the detection limits (tables 4, 5). As an example, 
metolachlorwas detected in 83% (17% censored rate) of the surface samples at Site 28. Fortynine 
different analytes were detected in surface-layer samples at Site 23, and 45 analytes were detected at 
Site 28. Contamination was so widespread in the surface layer of both sites that one or more analytes 
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Method 95% Lower 95% Upper 99% Lower 99% Upper 
Censored Detection Maximum Estimated 95th Confidence Confidence 99th Confidence Confidence 
Analyte Rate Limit Concentration Mean Percentile Limit Limit Percentile Limit Limit 
ATRA 33.6 16.0 140,000.0 3,710.2 2,560.0 1,054.4 134,111.7 139,520.0 82,201.3 139,623.4 
AlAC 36.4 17.0 60,000.0 1,037.5 3,700.0 2,180.5 6,514.9 55,640.0 4,451.4 56,579.6 
METOl 42.1 34.0 8,200.0 556.7 4,597.2 2,044.5 6,237.2 8,040.0 5,831.9 8,074.5 
DEISAT 56.1 16.0 690.0 34.8 104.4 76.5 326.9 660.4 229.3 666.8 
DDT 57.0 1.5 250.0 14.8 68.0 44.2 240.2 249.2 176.1 249.4 
CYAN 58.9 28.0 5,300.0 390.5 3,220.0 1,230.0 4,122.3 5,204.0 3,700.0 5,224.7 
DIEL 60.7 1.2 610.0 16.9 91.0 35.4 156.6 573.0 118.1 581.0 
SIMAZ 64.5 22.0 30,000.0 441.2 156.6 103.5 9,685.5 28,344.0 4,271.2 28,700.9 
ENDOI 68.2 1.7 270.0 14.4 89.4 34.3 240.6 267.6 158.1 268.1 
DEATR 68.2 16.0 270.0 24.4 95.2 55.4 240.6 267.6 169.0 268.1 
PENDI 71.0 17.0 1,500.0 78.7 423.6 1,009.3 1,460.0 908.8 1,468.6 
CHlOPY 72.9 5.0 14,000.0 219.2 560.0 152.7 3,989.9 13,184.0 1,292.2 13,359.8 
ENDRK 73.8 1.3 630.0 13.2 58.2 19.0 158.9 591.6 125.7 599.9 
HEPTEP 73.8 308.0 39.6 12.2 172.6 297.0 140.0 299.3 
ENDOII 74.8 2.2 43.0 4.0 22.0 14.0 38.1 42.6 29.8 42.7 
PROPAZ 75.7 16.0 4,800.0 79.6 122.2 65.2 972.6 4,488.0 728.5 4,555.2 
DOE 78.5 1.8 240.0 7.7 24.8 15.1 141.9 232.0 120.3 233.7 
BHCA 82.2 0.7 1,200.0 15.6 23.8 10.4 189.2 1,117.6 80.9 1,135.4 
AlDR 85.0 0.6 77.0 2.0 8.0 4.7 35.8 73.6 14.4 74.4 
PERM 86.0 8.0 4,200.0 74.1 304.4 116.9 1,255.9 3,960.0 398.1 4,011.7 
TRIFUR 86.9 19.0 4,000.0 174.3 1,620.0 240.7 3,705.6 3,976.0 2,651.4 3,981.2 
DOD 86.9 1.4 87.0 2.4 7.0 2.7 43.8 83.5 15.3 84.2 
ENDR 87.9 0.9 130.0 2.8 7.7 2.4 66.2 124.8 23.5 125.9 
METRI 87.9 33.0 360.0 31.6 107.0 56.4 340.4 358.4 323.2 358.7 
METRIDA 87.9 33.0 780.0 42.1 151.4 110.0 603.4 765.6 319.0 768.7 
BROM 91.6 16.0 720.0 31.1 227.6 504.1 702.4 420.3 706.2 
HEPTA 91.6 0.9 190.0 2.9 7.8 29.1 176.9 15.9 179.7 
CARB 93.5 26.0 200.0 17.2 39.2 84.2 190.6 79.7 192.6 
DISUl 93.5 16.0 570.0 22.6 97.6 413.0 . 557.2 227.1 560.0 
CAPT 95.3 3.0 39.0 2.2 22.3 37.6 7.9 37.9 
BHCB 95.3 0.7 30.0 0.8 9.6 28.3 7.0 28.7 
EN ORA 95.3 1.6 43.0 1.5 24.4 41.5 8.8 41.8 
BUTY 96.3 39.0 230.0 23.7 171.1 225.2 63.5 226.2 
Table 4. Select statistics for all surface-layer sample results at Site 23. 
BHCD 96.3 0.8 12.0 0.6 6.9 11.6 3.0 11.7 
EPTC 97.2 310.0 182.4 299.6 301.8 
CHLOR 97.2 5.6 200.0 5.5 62.6 188.8 191.2 
METHOX 97.2 4.1 39.0 2.6 18.4 37.3 37.7 
LIND 98.1 0.5 67.0 0.9 5.2 62.0 63.0 
MALA 98.1 22.0 37.0 11.4 25.2 36.0 36.2 
DIAZ 99.1 18.0 180.0 10.6 
PROM 99.1 15.0 170.0 9.0 
TERB 99.1 29.0 245.0 16.7 
TOXA 99.1 160.0 1,600.0 94.2 
EPARA 99.1 18.0 39.0 9.3 
ETHI 99.1 16.0 33.0 8.2 
FENT 99.1 20.0 420.0 13.8 
METHPAR 99.1 17.0 39.0 8.8 
METHAZ 99.1 14.0 500.0 11.6 
FONO 99.1 26.0 1,370.0 25.7 
DEME 100.0 26.0 
PROPAC 100.0 6.0 
PHOR 100.0 36.0 
ENDSUL 100.0 2.4 
DIME 100.0 52.0 
Table 4. Select statistics for all surface-layer sample results at Site 23. 
Method 95% Lower 95% Upper 99% Lower 99% Upper 
Censored Detection Maximum Estimated 95th Confidence Confidence 99th Confidence Confidence 
Analyte Rate Limit Concentration Mean Percentile Limit Limit Percentile Limit Limit 
METOl 34.0 17.2 46,581.0 3,010.5 18,270.0 45,225.5 10,514.1 41,334.9 44,562.3 35,143.3 
ATRA 16.0 30.1 17,211.0 693.1 3,101.0 15,289.6 2,301.7 9,774.7 14,349.5 6,827.8 
TRIFUR 19.0 51.6 38,000.0 1,553.3 6,993.0 36,591.3 2,306.2 32,548.0 35,902.1 28,727.5 
AlAC 17.0 52.7 22,237.0 590.3 2,285.5 20,139.3 695.3 14,118.2 19,112.9 8,634.8 
PENDI 17.0 54.8 14,367.0 537.8 3,065.0 13,552.4 1,260.7 11,214.2 13,153.8 7,782.5 
CYAN 28.0 54.8 6,784.0 264.4 1,390.0 6,015.6 702.7 3,809.8 5,639.5 2,858.1 
DIElF 1.2 59.1 85.0 6.2 34.9 74.3 17.4 43.6 69.1 41.0 
DDTF 1.5 71.0 250.0 12.1 80.4 229.4 30.7 170.1 219.3 157.2 
CHLOPY 5.0 71.0 9,062.0 153.8 374.4 7,169.5 278.8 1,737.5 6,243.5 1,122.8 
DEATR 16.0 72.0 315.0 26.6 140.4 286.6 79.7 205.0 272.7 193.3 
BUTY 39.0 74.2 4,612.0 197.7 1,372.0 4,582.4 223.2 4,497.3 4,567.9 3,458.6 
DEISAT 16.0 75.3 2,347.0 60.8 161.5 2,022.3 71.7 1,090.2 1,863.4 782.0 
METRI 33.0 80.6 1,411.0 50.6 149.4 1,245.1 106.7 769.0 1,164.0 439.8 
METRIDA 33.0 80.6 747.0 50.3 226.9 689.4 150.0 524.2 661.3 470.6 
ENDRAF 1.6 81.7 14.0 1.3 3.3 13.6 3.0 12.6 13.5 8.4 
ENDRF 0.9 86.0 24.0 1.3 4.7 21.8 3.5 15.5 20.7 12.7 
PROPAZ 16.0 86.0 474.0 20.9 74.3 421.5 38.1 271.0 395.9 204.1 
ENDOIF 1.7 87.1 31.0 2.3 18.0 29.5 4.7 25.4 28.8 25.0 
ENDOIIF 2.2 87.1 250.0 4.6 5.0 200.5 2.8 58.2 176.2 29.4 
DDEF 1.8 91.4 89.0 2.9 6.3 84.4 71.1 82.1 39.9 
DDDF 1.4 93.5 50.0 1.6 4.0 43.0 22.7 39.5 15.3 
HEPTEPF 93.5 250.0 3.3 195.8 40.4 169.3 20.8 
BHCA 0.7 93.5 5.0 0.5 2.0 4.5 3.1 4.3 3.0 
ETHI 16.0 93.5 1,270.0 26.1 59.3 1,010.1 264.2 883.0 142.5 
PHOR 36.0 94.6 129.0 20.2 27.1 112.0 63.2 103.7 54.3 
ENDRKF 1.3 94.6 55.0 1.7 2.0 51.8 42.8 50.3 22.3 
BROM 16.0 94.6 608.0 19.3 41.5 537.6 335.4 503.1 192.6 
CAPTF 3.0 94.6 280.0 5.7 10.4 227.3 76.0 201.5 44.1 
PROPAC 6.0 95.7 246.0 7.3 208.8 102.2 190.7 70.7 
AlDRF 0.6 95.7 19.0 0.8 17.7 13.8 17.0 11.4 
TERBF 29.0 96.8 250.0 17.5 199.5 54.5 174.8 37.3 
BHCDF 0.8 96.8 7.5 0.5 6.4 3.3 5.9 2.5 
PROMF 15.0 96.8 500.0 13.2 387.8 65.7 332.9 27.6 
Table 5. Select statistics for all surface-layer sample results at Site 28. 
BHCBF 0.7 96.8 19.0 0.7 17.8 14.3 17.2 7.8 
FONO 26.0 96.8 3,300.0 . 50.9 2,550.3 398.2 2,183.4 130.6 
LIND 0.5 96.8 3.0 0.3 2.8 2.1 2.6 2.0 
METHAZ 14.0 97.8 920.0 17.3 709.2 104.1 606.0 
HEPTAF 0.9 97.8 150.0 2.1 115.1 14.8 98.0 
METHPAR 17.0 98.9 1,498.0 24.5 
EPARAF 18.0 98.9 37.0 9.3 
ENDSULF 2.4 98.9 5.5 1.2 
PERMF 8.0 98.9 8.5 4.0 0.0 0.0 0.0 0.0 0.0 0.0 
METHOXF 4.1 98.9 8.5 2.1 
CARB 26.0 98.9 264.0 15.7 
DIME 52.0 98.9 82.0 26.6 
SIMAZ 22.0 100.0 
Table 5. Select statistics for all surface-layer sample results at Site 28. 
were detected in all but 7 samples at Site 23, and 12 samples at Site 28. Contaminant concentrations 
ranged over five orders of magnitude. 
The "All Data" box plots for the surface layer samples are consistent with these observations and show 
that the frequency distributions at both sites are still strongly light skewed (figs. A.7 - A.16 and A.26 -
6 A.35). Using the box plots as qualitative goodness-of-fit tests, they suggest the target populations of 
analyte concentrations in the surface layer soil are not lognormal distributions. Considering that the 
original target populations were the concentration distributions of individual analytes in the surface-layer 
soil, then these data appear to conflict with generally held assumptions that contaminant concentration 
distributions are lognormal, or effectively described by lognormal disuibutions (Ott 1995; Gilbeli 
11 1987). These contaminant concenu'ation distributions are generally more right skewed than lognonnal 
distributions. This lack of fit in· the right tail suggests that lognormal probability models will 
underestimate the right tail of the distribution. Subsequent calculations made using fitted 2- or 3-
parameter 10gnOlmal disu'ibutions will underestimate the amount of contamination that is present. 
16 The >MDL box plots are fairly symmetrical on the logarithmic axis, the large majority are right skewed. 
While the few analytes with symmetric distributions appear to suppOli an interpretation of 10gnOlmality, 
these plots only include the uncensored samples, and therefore, are a biased sample of the target 
population. In addition, these >MDL box plots are made with small sample sizes, using only the 
uncensored sample results, they are likely to be heavily influenced by infrequent, very large 
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concentration values. The biased nature and small size of the sample set used for these box plots 
suggests that indications of lognormality should be evaluated thoroughly before this assumption is used. 
An evaluation of the C- and D-Iayer sample results shows that fewer analytes were detected, and at 
generally lower concentrations than in the sUlface layer. Only 21 and 30 different analytes were 
6 detected in the C-Iayer samples at Sites 23 and 28, respectively (tables 6, 7). As indicated by the 
maximum values, and the estimated mean values, C-Iayer contamination at Site 23 was less frequently 
detected, and when detected, the concentrations were generally lower than at Site 28. Seventeen 
percent of the detected analytes had maximum values over 1,000 /-Lg/kg at Site 28, as opposed to only 
1 % of the analytes at Site 23. 
11 
In the D-Iayer samples, Site 23 had more detections that Site 28, with 26 and 15 different analytes, 
respectively (tables 8, 9). Although Site 23 had almost twice as many analytes detected, 
concentrations at Site 28 were generally larger, with 40% of the maximum concentrations being over 
100 /lg/kg, as opposed to only 31 % of the maximum concentrations exceeding this threshold at Site 23. 
16 This tendency for larger peak concentrations in D-Iayer samples at Site 28 also seems to be supported 
by the 99th percentile results. The concentration distributions are such that Site 28 has more 99th 
percentile values above MDLs than Site 23. 
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Method 95% Lower 95% Upper 99% Lower 99% Upper 
Censored Detection Maximum Estimated 95th Confidence Confidence 99th Confidence Confidence 
Analyte Rate Limit Concentration Mean Percentile Limit Limit Percentile Limit Limit 
AlAC 90.7 17.0 1,419.0 31.0 45.0 23.4 487.7 1,343.1 281.2 1,359.4 
METOl 90.7 34.0 332.0 25.9 78.4 36.5 206.4 321.8 159.0 324.0 
ATRA 92.5 16.0 182.0 12.8 24.4 160.4 180.2 78.2 180.6 
HEPTEP 96.3 5.4 2.8 5.2 1.6 5.2 
DIEl 97.2 1.2 2.5 0.6 1.6 2.4 2.4 
SHCD 97.2 0.8 8.9 .0.6 7.3 8.8 8.8 
PROM 98.1 15.0 320.0 11.8 163.0 307.2 310.0 
ENDOII 98.1 2.2 9.4 1.2 8.3 9.3 9.3 
SIMAZ 98.1 22.0 270.0 13.6 29.6 250.4 254.6 
TERS 98.1 29.0 465.0 20.8 237.3 446.4 450.4 
DDE 98.1 1.8 14.0 1.1 11.1 13.8 13.8 
SHCA 98.1 0.7 5.4 0.4 1.4 5.1 5.1 
CHlOR 99.1 5.6 20.0 3.0 
HEPTA 99.1 0.9 2.9 0.5 
SUTY 99.1 39.0 193.0 21.1 
SHCS 99.1 0.7 0.9 0.4 
DDT 99.1 1.5 5.6 0.8 
ENDOI 99.1 1.7 3.6 0.9 
METHOX 99.1 4.1 5.9 2.1 
EPTC 99.1 300.0 
DEATR 99.1 16.0 19.0 8.1 
CHlOPY 100.0 5.0 
CYAN 100.0 28.0 
DDD 100.0 1.4 
DEISAT 100.0 16.0 
DEME 100.0 26.0 
DIAZ 100.0 18.0 
DIME 100.0 52.0 
DISUl 100.0 16.0 
ENDR 100.0 0.9 
ENDRA 100.0 1.6 
ENDRK 100.0 1.3 
ENDSUl 100.0 2.4 
Table 6. Select statistics for all C-Layer sample results at Site 23. 
EPARA 100.0 18.0 
ETHI 100.0 16.0 
TRIFUR 100.0 19.0 
CARB 100.0 26.0 
CAPT 100.0 3.0 
METRI 100.0 33.0 
TOXA 100.0 160.0 
PERM 100.0 8.0 
LIND 100.0 0.5 
MALA 100.0 22.0 
METHAZ 100.0 14.0 
METHPAR 100.0 17.0 
METRIDA 100.0 33.0 
PROPAC 100.0 6.0 
PHOR 100.0 36.0 
PROPAZ 100.0 16.0 
FONO 100.0 26.0 
FENT 100.0 20.0 
ALDR 100.0 0.6 
BROM 100.0 16.0 
PENDI 100.0 17.0 
Table 6. Select statistics for ali C-Layer sample results at Site 23. 
Method 95% Lower 95% Upper 99% Lower 99% Upper 
Censored Detection Maximum Estimated 95th Confidence Confidence 99th Confidence Confidence 
Analyte Rate Limit Concentration Mean Percentile Limit Limit Percentile Limit Limit 
METOl 34.0 59.6 8,400.0 262.8 1,232.3 7,412.4 221.7 4,980.0 7,092.3 4,139.8 
ATRA 16.0 73.4 1,090.0 31.7 58.8 909.8 31.3 465.8 851.3 357.9 
BHCA 0.7 89.4 9.0 0.8 3.3 8.7 2.0 8.1 8.6 6.9 
TRIFU 19.0 89.4 1,300.0 36.9 121.5 1,073.1 27.8 514.3 999.6 462.8 
ALAC 17.0 90.4 830.0 24.6 103.3 654.4 26.9 222.0 597.5 178.2 
PENDI 17.0 93.6 4,800.0 62.8 22.0 3,556.7 494.6 3,153.8 138.6 
DDT 1.5 93.6 55.0 1.9 4.1 46.8 26.5 44.1 20.2 
BUTY 39.0 94.7 119.0 22.7 49.3 110.8 90.5 108.1 83.6 
METRIDA 33.0 94.7 180.0 20.1 46.8 149.5 74.5 139.7 67.9 
ENDRA 1.6 95.7 4.0 0.9 3.7 3.1 3.6 3.0 
METRI 33.0 95.7 110.0 18.0 93.8 53.9 88.6 36.5 
DEISAT 16.0 95.7 44.0 9.1 42.9 40.2 42.5 35.7 
DEATR 16.0 95.7 162.0 12.0 148.3 114.5 143.8 90.5 
PROPAZ 16.0 95.7 70.0 9.2 59.8 34.8 56.6 26.6 
CYAN 28.0 96.8 600.0 23.2 511.1 292.2 482.3 146.1 
CHLOPY 5.0 96.8 3,000.0 34.8 2,182.8 169.9 1,917.9 19.9 
DDE 1.8 97.9 25.0 1.2 18.8 3.6 16.8 
HEPTEP 97.9 34.5 25.7 4.1 22.9 
SIMAZ 22.0 97.9 26.0 11.3 25.7 25.1 25.6 
ENDOI 1.7 97.9 80.0 1.8 60.1 11.1 53.7 
DIEL 1.2 97.9 20.0 0.8 15.6 4.8 14.2 
PROPAC 6.0 98.9 74.0 3.8 
AlDR 0.6 98.9 5.5 0.4 
METHPAR 17.0 98.9 900.0 18.0 
PHOR 36.0 98.9 37.0 18.2 
ETHI 16.0 98.9 38.0 8.3 
BHCD 0.8 98.9 2.0 0.4 
CAPT 3.0 98.9 90.0 2.4 
ENDOII 2.2 98.9 11.0 1.2 
ENDR 0.9 98.9 5.0 0.5 
LIND 0.5 100.0 
TERBF 29.0 100.0 
BROM 16.0 100.0 
Figure 7. Select statistics for all C-Layer sample results at Site 28. 
FONO 26.0 100.0 
CARB 26.0 100.0 
PROM 15.0 100.0 
DDD 1.4 100.0 
PERM 8.0 100.0 
DIME 52.0 100.0 
HEPTA 0.9 100.0 
ENDSUL 2.4 100.0 
BHCB 0.7 100.0 
METHX 4.1 100.0 
ENDRK 1.3 100.0 
METHAZ 14.0 100.0 
EPARA 18.0 100.0 
Figure 7. Select statistics for all C-Layer sample results at Site 28. 
Method 95% Lower 95% Upper 99% Lower 99% Upper 
Censored Detection Maximum Estimated 95th Confidence Confidence 99th Confidence Confidence 
Analxte Rate Limit Concentration Mean Percentile Limit Limit Percentile Limit Limit 
AlAC 75.7 17.0 1,700.0 94.9 769.6 242.1 1,405.6 1,676.0 1,190.3 1,681.2 
METOl 80A 34.0 391.0 45.5 254A 137.3 370A 389.3 343.2 389.7 
ATRA 91.6 16.0 140.0 12.3 32A 118A 138.2 103.1 138.6 
SHCS 96.3 0.7 2.1 OA 1.0 2.0 0.9 2.0 
BHCD 96.3 0.8 13.0 0.6 4.8 12.3 4.0 12.5 
SHCA 97.2 0.7 17.0 0.5 3.9 15.9 16.2 
DIEl 97.2 1.2 12.0 0.7 2.1 11.2 11A 
CARB 98.1 26.0 42.0 13.2 3.9 38.9 39.6 
CHlOPY 98.1 5.0 19.0 2.8 13.1 18.5 18.6 
CYAN 98.1 28.0 34.0 14.2 19.3 32.8 33.1 
DDT 98.1 1.5 6.0 0.8 3.9 5.8 5.9 
ENDOI 98.1 1.7 200.0 3.5 92.0 191.2 193.1 
ENDOII 98.1 2.2 4.5 1.1 3.0 4A 4A 
EPTC 98.1 190.0 131.1 185.2 186.2 
AlDR 99.1 0.6 9.0 OA 
SROM 99.1 16.0 22.0 8.1 
BUTY 99.1 39.0 140.0 20.6 
CHlOR 99.1 5.6 200.0 • 4.6 
DEISAT 99.1 16.0 25.0 8.2 
DISUl 99.1 16.0 21.0 8.1 
ENDR 99.1 0.9 3.0 0.5 
ENDRK 99.1 1.3 10.0 0.7 
HEPTEP 99.1 33.0 
PENDI 99.1 17.0 56.0 8.9 
SIMAZ 99.1 22.0 24.0 11.1 
TOXA 99.1 160.0 1,600.0 94.2 
CAPT 100.0 3.0 
DOD 100.0 1A 
DOE 100.0 1.8 
DEATR 100.0 16.0 
DEME 100.0 26.0 
DIAZ 100.0 18.0 
DIME 100.0 52.0 
Table 8. Select statistics for all D-Layer sample results at Site 23. 
ENDRA 100.0 1.6 
ENDSUL 100.0 2.4 
EPARA 100.0 18.0 
ETHI 100.0 16.0 
FENT 100.0 20.0 
FONO 100.0 26.0 
HEPTA 100.0 0.9 
LIND 100.0 0.5 
MALA 100.0 22.0 
METHAZ 100.0 14.0 
METHOX 100.0 4.1 
METHPAR 100.0 17.0 
METRI 100.0 33.0 
METRIDA 100.0 33.0 
PERM 100.0 8.0 
PHOR 100.0 36.0 
PROM 100.0 15.0 
PROPAC 100.0 6.0 
PROPAZ 100.0 16.0 
TERB 100.0 29.0 
TRIFUR 100.0 19.0 
Table 8. Select statistics for all D-Layer sample results at Site 23. 
Method 95% lower 95% Upper 99% lower 99% Upper 
Censored Detection Maximum Estimated 95th Confidence Confidence 99th Confidence Confidence 
Analyte Rate Limit Concentration Mean Percentile Limit limit Percentile Limit Limit 
SHCA 0.7 70.2 14.0 1.5 8.0 12.4 5.0 8.3 11.8 8.0 
METOl 34.0 91.5 90.0 20.5 
DEATR 16.0 94.7 163.0 11.4 18.5 157.0 142.1 155.0 76.6 
AlAC 17.0 96.8 216.0 12.6 192.7 135.3 185.1 94.0 
ENDRA 1.6 96.8 4.0 0.9 3.7 3.1 3.6 2.5 
TRIFUR 19.0 96.8 157.0 12.6 144.1 112.4 139.9 77.3 
ATRA 16.0 96.8 5,083.0 64.4 3,748.6 462.2 3,316.2 113.8 
SUTY 39.0 97.9 880.0 29.7 671.5 158.0 603.9 
DEISAT 16.0 97.9 70.0 8.9 59.8 34.8 56.6 
PROPAZ 16.0 98.9 204.0 10.1 
PENDI 17.0 98.9 71.0 9.2 
METRIDA 33.0 98.9 34.0 16.7 
SHCD 0.8 98.9 5.0 0.4 
CAPT 3.0 98.9 94.0 2.5 
CHLOPY 5.0 98.9 6.5 2.5 
METHAZ 14.0 100.0 
METHOX 4.1 100.0 
METHPAR 17.0 100.0 
ALDR 0.6 100.0 
METRI 33.0 100.0 
CARB 26.0 100.0 
DDE 1.8 100.0 
PERM 8.0 100.0 
PHOR 36.0 100.0 
PROM 15.0 100.0 
PROPAC 6.0 100.0 
SROM 16.0 100.0 
SIMAZ 22.0 100.0 
TERS 29.0 100.0 
LIND 0.5 100.0 
HEPTEP 100.0 
DDT 1.5 100.0 
SHCS 0.7 100.0 
Table 9. Select statistics for ali D-Layer sample results at Site 28. 
DDD 1.4 100.0 
DIEL 1.2 100.0 
DIME 52.0 100.0 
ENDOI 1.7 100.0 
ENDOII 2.2 100.0 
ENDR 0.9 100.0 
CYAN 28.0 100.0 
ENDRK 1.6 100.0 
ENDSUL 2.4 100.0 
ETHI 16.0 100.0 
FONO 26.0 100.0 
HEPTA 0.9 100.0 
EPARA 18.0 100.0 
Table 9. Select statistics for all D-Layer sample results at Site 28. 
Evaluating Contaminant Spatial Distributions 
The statistical descriptions of contaminant concentrations can provide valuable insight to charactetistics 
of the frequency disttibutions for contaminant concentration, and to the similatity between groups of 
contaminants. These measures, however, do not provide an adequate description of the spatial 
disttibutions of contamination. The goals for this part of the project were to use interpolation and 
6 contouring software to evaluate and visualize the spatial disttibution and continuity of contaminants at 
the two sites. 
Analyte selection and model configuration 
Maps of concentrations for several soil contaminants were made using an inverse distance cubed 
11 interpolation algorithm (Keckler 1997). The surface models used to make these maps were created by 
using the observed values to estimate, or interpolate, values at the nodes of a unifOlmly-spaced gtid. A 
visual review of the observed values at both sites suggested that samples within a radius of 
approximately 30 meters appeared to be somewhat con-elated. For this reason, we configured the 
software to use a 30 meter search neighborhood when calculating grid node values. Within this search 
16 neighborhood, the eight closest observed values were identified and used in a weighted average 
equation to calculate the value of the selected grid node. The weight applied to each observed value in 
this equation was based on the inverse of the cubed distance between the observation and the grid 
node (Keckler 1997). The spacing between grid nodes was set at 1.5 meters. This grid spacing was 
just greater than 10% of the average sample spacing of 12.64 meters, and it resulted in gtids with 
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smooth transitions between the highly variable observed values. Maps made from these grids were 
easier to interpret than maps made from grids with larger spacings. 
Because of the large number of BMDL results for most analytes, only a few of the most frequently 
detected analytes were selected for interpolation at each of the sites. Colored maps of these estimated 
6 distributions are included in Appendix B. Alachlor, atrazine, cyanazine, DDT, metolachlor, and 
trifuralin were selected for Site 23. Atrazine, DDT, metribuzin, metolachlor, and pendimethalin were 
selected for Site 28. 
Because of the large range in concentrations over short distances that is observed in these data, we 
11 modified the contour maps to simplify their interpretation. First, the contour maps use a variable 
contour interval to better display these steeply sloping surfaces (Jones et al. 1986). For the non-zero 
contour lines we selected values that approximate various natural logarithms (20, 50, 150, 300, 1000, 
3000, 8000, 22000). Second, in order to have the algorithms use the BMDL values and define a 
realistic zero concentration line, we needed to re-code all BMDL values. If we used a liz MDL 
16 substitution, as we did with the estimated mean calculations, there would be no zero-concentration data 
values, and the zero concentration contour would be either absent or poorly defined. Alternatively, if a 
° Ilg/kg value substitution was used, the zero concentration contour would intersect all of these data 
points. This is equivalent to all of the BMDL data points falling exactly at the leading edge of a 
contaminant plume. This situation is not only impossible, it would result in an unrealistically shaped zero 
21 concentration contour line. Because of the problems with these two options, we chose to substitute a 
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negative value for all BMDL data (Jones et al. 1986) .. After some trial and error with various negative 
values, we found -10 Ilg/kg to produce suitable zero concentration contour lines. 
While these surface maps of contaminant disttibution are helpful for visualizing the extent of 
contamination, acceptable maps can be difficult to generate. Often, interpolated surface maps can 
6 contain undesirable concentration pattems that are erroneous artifacts of the interpolation. These 
pattems are always due to some combination of the spatial distribution of observations, the magnitude 
of small-scale changes in observations, and the characteristics of the interpolation algorithm used. 
Many of these undesirable pattems can be eliminated by changing the parameter values within the 
interpolation algorithms, or by using a different algorithm. One surface pattem that can be difficult to 
11 correct, and can be common in contamination data sets, is the oscillation of the surface due to the 
presence of one or two values that are two or more orders of magnitude larger than all other samples in 
the search neighborhood. A good example of this pattem can be seen in figure 3, near 375 East, 110 
North (375, 110), where the large concentration values wrap around the west site of the 27 Ilg/kg 
observation. This pattern might be appropriate if the other sample values to the west of this point had 
16 sufficiently large concentrations. The closest point to the west, however, has a concentration more than 
10 times lower than the closest points to the north and south. In this example, this oscillation or 
wrapping shape is due to the very large concentrations to the north and south, and their inclusion in the 
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Figure 3. Metolachlor concentrations in the surface layer at Site 28. 
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search neighborhoods for the grid nodes in the area. If it were viewed in cross section, this surface 
would oscillate around the low observation values. The degree of oscillation present in these surfaces 
was interpreted to be acceptable for the interpolation objectives of this study. 
Surface layer 
6 As previously observed (Barnhardt et a1. 1993), the maximum concentrations and actual spatial 
distributions of concentrations can vary dramatically and unpredictably among contaminants. Within 
each site, however, most analytes have the same general spatial patterns in surface layer samples. 
Figure 3 shows the interpolated metolachlor distribution at the surface layer of Site 28. Figure B.1 
(Appendix B) shows the interpolated alachlor distribution in the surface layer of Site 23. The patterns 
11 and variability of these surfaces are typical for many of the frequently detected contaminants at each site 
(Appendix B). 
In general, at Site 23 the maximum concentrations are focused around the nOlihwest portions of the 
site, near(100,160). The extent of contamination in this area is frequently very large, occasionally 
16 almost 100m x 50m in size. This part of the facility contains several large liquid storage tanks, and is 
the site of frequent mixing and loading activities. Several contaminants also show a second major zone 
of contamination near the center of the site (130, 120) that can extend up to 70m x 60m in size. This. 
part of the facility is adjacent to the fertilizer mixing and pesticide storage areas, but is identified as 
parking/equipment storage in Figure 1. 
21 
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At Site 28, almost all contaminants in the surface layer show a large area of high concentration, often 
extending to 70m x 50m in size, and centered around (380, 130). This part ofthe facility is just outside 
a fertilizer storage building, in a mixing and loading functional area. A second common area of high 
surface contamination is located around (400 190), and is often about 30m x 30m in size. This is just 
outside the loading dock of another pesticide storage building, in a mixing/loading functional area. A 
6 third area of higher concentration is less frequent, but is generally located around (360,45). This area 
is generally 30m x 20m in size, and lower in maximum concentration than the other two areas. This part 
of the facility is where application equipment is parked and stored. 
11 The surface layer interpolation maps clearly illustrate several points about contaminant distributions near 
land surface at these two fac.ilities. Larger and more variable concentrations were detected at high lisk 
functional areas (e.g., mixing/loading/washing areas) than at the low risk functional areas (e.g., 
parking/equipment storage areas). This is not inconsistent with observations from the original IDA-
funded study (Barnhardt et a1. 1993). These surface maps, however, more clearly illustrate the nearly 
16 ubiquitous OCCUlTence of contamination in surface layer samples. These maps help highlight the 
continuity of high levels of contamination that occur throughout the high risk functional areas. These 
maps also help highlight the surprising continuity of low levels of contamination that occm throughout the 
low lisk functional areas. 
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After comparison of the surface maps with the functional area maps (figs. 1,2), it became obvious that 
areas of elevated concentration tend to extend beyond the apparent boundaries of functional areas. 
While this study was not designed to address the causes of specific spatial patterns, on-site 
observations of two specific management practices may provide some insight regarding the diffuse 
boundaries of surface-layer contaminant concentration zones. First, during periods of high product 
6 sales, mixing and loading (i.e., high risk) activities were seen to expand into parking (i.e., low risk) areas 
adjacent to loading docks. Recently filled tanks were also occasionally parked for short periods of 
time, in parking (i.e., low risk) areas. On one occasion, one of these tanks was seen to be leaking 
while it sat in a parking lot. Second, the gravel fill at these facilities is periodically re-graded. During 
these re-grading efforts, some new gravel is added and the existing gravel is moved around the site. 
11 This can result in highly contaminated gravel from a high risk functional area being spread to adj acent, 
low risk functional areas. 
Even though the boundaries of these contaminated zones are found to be fairly diffuse, the maps do 
illustrate the stratification of contaminant distribution that is partly based on functional area distributions. 
16 This relationship suggests that sample designs based on functional area stratification should provide 
some advantages in more accurately characterizing contaminant occurrence. 
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C-layer 
The distributions of concentrations in C-layer samples are much different than the distributions of 
surface-layer concentrations; at both sites, most of the C-layer concentrations are reported as BMDL. 
In addition, the C-layer maps at both sites generally have much more variability among contaminants, 
and have smaller maximum and estimated mean concentrations than do the surface layer maps (fig. 4, 
6 and B.9). 
The C-layer contaminant concentrations at Site 23 are more frequently reported as BMDL than the C-
layer contaminant concentrations at Site 28. Only four of the six contaminants selected for display at 
Site 23 have detections in the C-layer (alachlor, atrazine, metolachlor, and DDT). In general, C-layer 
11 contamination at Site 23 appears to have a weak spatial correlation to the surface layer concentrations. 
This correlation was made visually and was not confirmed using a 3-D semivariogram analysis. In a 
pattern that is consistent with the surface concentrations, the northwest and central pOltions of the C-
layer at Site 23 are the most contaminated (figs. B.2, B.5, B.ll, B.13). These areas underlie 
mixing/loading/washing functional areas. While these C-layer detections are correlated to functional 
16 areas, peak values often are not found in samples directly below or adjacent and below peak values in 
sUlface layer samples. The area around (130, 110) only rarely has detectable concentrations, and 
detected concentrations appear uncorrelated to overlying surficial concentrations. In addition, these 
detections are generally single detections of low concentration. These areas are adjacent to 
mixing/loading areas and directly underlying parking/equipment storage areas. These maps provide a 
21 
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clearer visualization of the continuity of contamination at Site 23 than prior visualizations (Barnhardt et 
al. 1993). Like the surface layeio maps, they also support the stratification of contamination by 
functional areas. 
At Site 28, all five of the selected contaminants have detectable concentrations in the C-Iayer samples. 
6 Three of the C-Iayer surfaces are punctuated by a few large values (figs. 4, B.20, B.22, B.28, while 
two surfaces show a small range in concentration (figs. B.17, B.25). In all cases, the areal extent of 
contamination in the C-Iayer is much less than in the overlying surface layers. 
In contrast to the results from Site 23, the contaminant distributions in the C-Iayer at Site 28 appear to 
11 be uncorrelated to overlying cOlicentration distributions. Using a visual comparison of maps, only 
occasionally do large concentration values occur immediately below or adjacent and below a large 
concentration value in the surface layer. This apparent lack of continuity in concentration is noteworthy 
because the first two or three samples in each boring were collected consecutively. These 
discontinuous concentration patterns suggest that only a fraction of the contaminants are moving 
16 downward, and the transport is predominantly vertical, apparently along discrete preferential pathways, 
with limited lateral spreading. 
On many of the Site 28 maps, the contaminant concentrations appear to be more focused along the 
eastern border of the site. In pad, this appears to be a boundary effect of the interpolation algorithm 
21 that is due to the algorithm extrapolating the concentrations from the easternmost observations to the 
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eastern grid boundary. Independent to this extrapolation effect, several of the contaminants have 
detections in the northeastern portions of the map, specifically at sample (415,200). This same C-layer 
sample (415,200) is almost always the most contaminated sample in the same area. Due to the nature 
. of the data, however, it is impossible to evaluate the reliability of these sample results. Because the 
QA/QC methods for the original data collection effOli were fairly ligorous, we have chosen to leave 
6 these data in the data set. If the objectives of this study were those of a typical site characterization 
effOli, it would be worthwhile to evaluate the possibility that these data are outliers. In that situation, it 
would be appropliate to create surface models with and without these potentially elToneous values, and 
to collect additional samples around this location, in an attempt to validate the results. Care should be 
used, however, before data are classified as outliers and excluded from further analysis (USEPA, 
11 Gilbert 1987). Given the large variability in adjacent observations, these data suggest it will be difficult 
to conclusively identify locally-anomalous values as erroneous. For additional insight on analytical 
errors, Gibbons (1997) provides an excellent discussion. Clearly, erroneous values should be expected 
during characterization efforts, but extreme care and quality control needs to be taken before discarding 
any data. 
16 
For Site 28, these maps provide an insightful visualization ofthe continuity of contamination. They 
suggest that while many of the detects in the C-Iayer samples underlie high risk functional areas, this 
relationship is not as strong as either the surface layer detections at Site 28, or the C-Iayer detections at 
Site 23. In general, however, the high risk functional areas have larger repOlied concentrations than 
21 those under low lisk functional areas. For some of the contaminants, concentrations under low risk 
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functional areas are more widespread and apparently continuous, than under the high risk functional 
areas. These results seem to suggest that the stratification of results by overlying functional area may 
not be that reliable as a predictOl" of contamination. This, in tum, suggests that a stratification of 
concentrations by functional area may not be appropriate for this site. 
6 Due to the limited number of sites studied at this detail, it is impossible to detennine why the C-Iayer 
results at Sites 23 and 28 differ so much. It is consistent with typical conceptual models of mass 
transport to expect more preferential, laterally-limited transport through fine-grained glacial till (Site 28), 
relative to the sandy site (Site 23). This hypothesis, however, needs to be carefully evaluated. 
11 D-layer 
At both sites, most samples had' few or no detections in the D-Iayer. At Site 23, only three (alachlor, 
atrazine, and metolachlor) of the six selected contaminants had detections in the D-Iayer samples. 
Figure B.3 is an example of the D-Iayer contamination at Site 23; it shows alachlor distribution. For 
Site 23, all three of the maps show a large area of contamination in the northwestern portion of the site, 
16 generally around (130,170). This corresponds to sample locations underlying the mixing/loading areas 
of the facility. For the alachlor (fig. B.3) and metolachlor (fig. B.14) maps, there is a surprising amount 
of similarity. In addition to the large area of contamination near (130, 170), both maps show smaller 
areas of contamination to the south (135, 90) and east (220,85). These areas correspond to locations 
underlying parking/equipment storage areas. All three maps for Site 23 have contamination in the D-
21 layer in the same locations as was found in the C-Iayer samples (figs. B.3, B.6, B.14). 
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At Site 28, only three (atrazine, metribuzin, metolachlor) ofthe five selected contaminants had any 
detections in the D-Iayersamples. For Site 28, the interpolated distributions of the contaminants at the 
depth of the D-Iayer samples are typified by the metribuzin map (fig. B.23). The atrazine (fig. C-18) 
and metolachlor (figs. 5, B-26) maps show moderate to large concentrations in a handful of samples, 
6 and these are typified by. 
As with the C-Iayer maps, these D-Iayer maps provide a useful visualization of the occunence and 
apparent continuity of contamination. The D-Iayer maps also suggest that there is little to no benefit 
obtained for predicting contamination by stratifying the site based on the apparent risk of facility 
11 functional areas. In addition, stratified sample designs would appear to be inappropriate at this depth, 
at this site. 
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Figure 5. Metolachlor concentrations in the 0 layer of Site 28. 
PART 2: CHARACTERIZATION OBJECTIVES AND 
APPROPRIATE SAMPLE DESIGNS 
The extensive 2-Site data set provides a useful description of contaminant distributions across a site. 
While analysis of these data can improve our understanding of how contaminants are distributed, it does 
6 not directly answer more pressing questions. One of the more difficult of these questions is, "What is an 
appropriate sample strategy for these types of facilities?" The sample strategy needs to be determined 
based on a clear understanding of the characterization objectives, available methods for interpreting the 
data and a well-reasoned preliminary conceptual model of contaminant distribution at the site. Without 
these components, it will be difficult to develop a sampling strategy that effectively addresses the 
11 characterization needs. The telm, sampling strategy, is defined as the specification of the volume, 
number and location of samples. In discussions with both environmental consultants and regulators, it 
became apparent that there is some confusion regarding what the characterization objectives should be 
and how sampling strategies might be designed around them. 
16 Guidance on the determination of sampling obj ectives and the development of reliable sampling 
strategies is available in the literature. Gilbert (1987) provides an excellent text on sampling for 
environmental characterization. This book contains the most common sample designs and a range of 
statistical tests that are compatible with each design. It also addresses other topics that are relevant to 
sample design for site characterization. Ott (1998) provides another good text that discusses sampling 
21 issues and data analysis from the perspective of understanding both the underlying probability models, 
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and their physical significance. Thompson (1992) and Cochran (1977) are more definitive works on 
sample design and serve as useful primary references, or supplements to other texts. These texts 
contain more explanation of underlying theory and provide more variations of standard methods than 
are provided by other texts. US.EPA (1997 199) are two very readable references that address the 
most useful statistical methods for analysis of site characterization data. Sara (1994) is an exhaustive 
6 text that addresses all aspects of a site characterization: from the scope of environmental regulations to 
the field methods for characterizing soil or water. Davis (1986) covers many classical statistical 
methods and their use in geologic applications. It provides a good discussion of methods, including 
principal component analysis and cluster analysis. Goovaerts (1997) provides a good introduction to 
geostatistical methods with a focus on environmental issues. His book contains discussions on popular 
11 methods including, multiple indicator kriging and stochastic simulation. Except for Sara's book (1991) 
none of these texts addresses the need to base sampling strategies on selected characterization 
obj ectives. 
Upon reviewing the literature and talking with regulators, we felt that a more cohesive discussion of the 
16 major types of characterization objectives and their related sample design charactelistics was wan"anted 
(Sara 1992). We clarified Sara's three soil sampling objectives slightly, in order to better fit within our 
discussion. We are proposing that all sampling effOlis for site characterization programs can be 
accomplished by strategies that are based on one or more of three basic classes of sampling objectives: 
contaminant detection; statistical estimation; or, spatial characterization. In this pati of the report, these 
21 three types of objectives will be introduced and the requirements for basic sampling strategies will be 
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discussed for each. We then will use some of the 2-site results to evaluate the number of samples 
needed to achieve some of these sampling objectives. 
Contaminant detection . 
Contaminant detection objectives focus exclusively on the collection of data to determine whether 
6 contamination is present within the site, or within a specific portion of the site. A contaminant detection 
objective does not focus on evaluating the average concentration or spatial extent of contamination at 
the site. Contaminant detection objectives are useful either for initial Phase I evaluations at a site, or for 
more detailed exploration in suspected locations within an ongoing site assessment. 
11 A contaminant detection scenario at an agrichemical facility might consist of the identification of hot 
spots where atrazine in 50g soil samples, collected at a depth of 0.5 meters, is found at concentrations 
exceeding 500 ~g/kg. Because 'of the lisk of contaminant ingestion from users of nearby water wells, 
the assessment needs to have a 99% probability that all hot spots are found. To reliably achieve these 
explicit assessment objectives, the sample design must take advantage of some type of standardized 
16 approach (Thompson 1992, Gilbert 1987). 
Singer (1972, 1975) reported a method for developing a systematic, or gridded, sample design that 
meets the objectives of the above scenario. He demonstrated that if a target could be generalized to fit 
an elliptical shape, then a simple rotation of this shape through the assessment area would provide 
21 information to determine the necessary sample size for finding the targets. Gilbeli (1987) used this 
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approach to develop a site characterization strategy for environmental sampling by reasoning that 
contaminated zones, or hot spots, were equivalent to Singer's targets. Gilbert also provided a set of 
nomographs to help with sample design. These nomographs accommodated square, rectangular or 
hexagonal sample layouts. Lubin et al (1995) borrowed heavily from Gilbert, but provided a somewhat 
clearer explanation of the method. For this method, samples must be collected at grid nodes; if a 
6 building or other obstruction was found at the node locations, a sample location could be moved and 
located along the grid lines and within liz of the original grid node spacing. To use the nomographs from 
Gilbert, the hot spots need to be unambiguously defined. ill other words, when a sample result is 
reported, it must be clear as to whether the result is classified as a hot spot, or not. 
11 To evaluate the probability of detecting hot spots of various sizes, the sample spacing (G) and the 
expected hot spot shape (BS) must be held constant (Gilbert 1987; Lubin et al. 1995). The expected 
shape is the ratio ofthe target's shOlt axis (S) and long axis (L) (BS =S/L). Once these parameters 
are determined, a range of detection probabilities (I-B) need to be selected. The detection probability 
(I-B) is the average probability that a hot spot with a long axis of L or larger will be identified, given a 
16 specified grid spacing (G) and expected hot spot shape (BS). This probability is expressed as (1-~), 
where ~ is the probability of missing a hot spot when it actually exists. Using an expected shape factor 
(BS) and a range of ~ values, the nomographs can be used to determine the ratio of the length of the 
long axis of the hot spot (L) and the grid spacing (G) (Lubin et al. 1995; Gilbelt 1987). This 
infOlmation can be used to detelmine the minimum length of the long axis of detectable hot spots (L): 
21 L = (L/G) x G 
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As an example, using a sample spacing (G) of 12.64 meters, a hot spot shape (BS) of 0.80, and a 
.' 
detection probability (I-P) of 0.99, we get an LlG ratio of 0.728. This means we could detect hot 
spots that were 9.20 x 7.36 m, or larger with an average 99% success rate. Table 10 lists the minimum 
detectable hot spot long-axis lengths (L) for a range of detection probability values (I-B). These data 
suggest there is a 70% chance of missing hot spots that are at least 4.41 meters long. Stated another 
6 way, sampling on a 12.64 meter spacing can miss 7 of every 10 hot spots that are 4.41 x 3.53 meters, 
or larger. 
Table 10. Detection probability values (I-P) and conesponding hot spot long-axis lengths (L), using a 
grid size (G) of 12.64 m, and hot spot shape factor (BS) of 0.80. 
11 1-~ Size (L) (meters) 
0.99 9.20 
0.95 8.44 
0.90 7.81 
0.80 7.18 
16 0.70 6.67 
0.50 5.67 
0.30 4.41 
These equations can also be used to evaluate the probable effectiveness of a different sample spacing 
21 on hot spot identification. In our second example; this is accomplished by substituting a different grid 
size into the equations, and solving again for L, given a range of 1-P values. For these examples, the 
sample spacing is set at 24 meters, and the hot spots are assumed to have the same shape factor, 0.80. 
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11 
Using the nomographs for a square grid (Gilbeli 1987, Lubin et al. 1995), we can get another series of 
hot spot sizes for cOlTesponding detection probability values (table 11). 
Table 11. Detection probability values (l-P) and cOlTesponding hot spot long-axis lengths (L), using a 
grid size (G) of 24 m, and a hot spot shape factor (BS) of 0.80. 
1-P Size (L) (meters) 
0.99 17.52 
0.95 16.08 
0.90 14.88 
0.80. 13.68 
0.70 12.70 
0.50 10.80 
0.30 8.40 
From this table, it is clear that with a detection probability of 0.99 we would get an LlG ratio of 0.73. 
16 A 24 meter grid spacing, therefore, would allow us to identify all hot spots that were 17.52 x 14.02 
meters, or greater. Comparison of the data in table 11 with those in table 10 show the propoliional 
relationship that exists between sample spacing and detectable hot spot sizes. For example, the data 
from table 11 suggest that, for a given probability, the 24 meter sample spacing is able to identify hot 
spots that were 1.9 times larger than those identifiable with a 12.64 meter sample spacing. These data 
21 also demonstrate that large hot spots can go undetected with large sample spacings. With a 24 meter 
spacing, there is a 70% chance of missing hot spots that are 8.40 meters long. Stated another way, on 
the average, sampling on a 24 meter spacing can miss 7 of every 10 hot spots that are 8.40 x 6.72 
meters, or larger. 
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These detection probabilities and hot spot sizes need to be considered when reviewing contaminant 
concentrations in the C- and D-Iayer samples at Sites 23 and 28. Given the 12.64m sample spacing, 
the infrequent detections at depth and the lack of adjacent-sample detections, it seems probable that 
there were undetected hot spots of contamination in the subsurface at these sites. Considering the 
6 occasional detection of high concentrations in these samples, it seems possible that this undetected 
contamination, when present, could be large enough to be a 10ng-telID source of contamination to 
groundwater. The data from both sites also suggests that a sample spacing that is appropriate for 
identifying hot spots at land surface would probably be too large for detecting most of the hot spots in 
the subsurface. Given the large sample size used in the 2-Site Study, this suggests that sample spacings 
11 generally will be so large that estimates of mass occurrence at depth will be highly uncertain. 
Statistical estimation 
Statistical estimation objectives focus on the use of various statistics, calculated from sample results, to 
estimate and make inferences about the contaminant concentration characteristics. Together, the results 
16 from these calculations will aid in site assessment and remediation decisions. 
Sampling objectives that fit within the statistical estimation category, include: 
• estimation of the concentration mean and variance; 
• estimation of one or more percentiles of contaminant concentration; 
21 • evaluation of the confidence in mean or perc~ntile estimates; 
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• identification of the probability model that the observed values appear to fit; 
• estimation of the total mass of a contaminant; 
• estimation of the total amount (mass or volume) of contaminated soil; 
• comparison of the contaminant concentration mean, or specified percentile, to a specific threshold 
of concentration; 
6 • comparison of the similarity in observed concentration distributions for two or more contaminants; 
and, 
• detennination of the number of samples needed to estimate some contaminant concentration statistic. 
For statistical estimation objectives to be met, samples must be collected using a strategy that will 
11 adequately represent the sample population. In this repmi, a sampling strategy refers to the combined 
detelmination of: the target and sample populations; the explicit definition of the sample; the desired 
number of samples; the intended locations of samples; the timing of sample collection; and, specific 
rules defining allowable deviations in the sample locations. 
16 To understand and apply statistical methods, some telminology needs to be defined (Gilbeli 1987, 
Thompson 1992). The target population is the set ofN population units about which inferences will be 
made. The sample population is the set of population units directly available for measurement. The 
population units are the N objects that make up the target or sample populations. In statistical 
literature, an individual sample is called the sampling unit (or, representative unit), the specific volume of 
21 the sample is called the sample suppmi, and the desired number of samples (n) is called the sample 
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SIze. The design of the intended locations of the samples is called the sample design or sample layout. 
The definition of the sampling unit generally includes specific criteria that must be met for the sampling 
unit to be considered representative of the target population. Gilbert (1987) notes the impOliance of 
ensUling that the target populati.on that is defined by the sampling units is the population that is needed 
to meet the characterization objectives. As we will mention throughout this section and in Pali 3 ofthis 
6 report, the identification of the COlTect tal"get popUlation is critical to ensure reliable site chal"acterization 
effOlis. 
Sample design options 
Sample designs are a key component to a successful sampling strategy, and therefore, key components 
II in meeting statistical estimation objectives. Sample designs can be classified as either non-probabilistic 
or probabilistic (Cochran 1977; USEPA-DQA). Non-probabilistic designs include: haphazard; and, 
. judgmental, or purposive. Prob~bilistic designs include: simple random; systematic; stratified random; 
and, val"ious combinations of these. Probabilistic designs can also include variations on the timing of 
sample collection, the number of samples collected, and the treatment of individual sample units. 
16 Probabilistic sampling designs are required in order to meet most statistical estimation objectives. 
These designs al"e all based on a randomized component of sample location. This randomness is 
required to make use of the estimation and inference methods derived from modem statistical theory 
(Cochran 1977). 
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Haphazard sampling is based on the assumption that any sample location is acceptable. This 
assumption, however, is only appropriate when the average and variance of contaminant concentrations 
do not vary systematically within the target population; a condition not likely to be found in areas of 
contamination (Gilbert 1987). Judgmental (also called purposive, and authoritative) sampling relies 
solely on expert opinion to detelmine which sampling locations will provide infOlmation about the 
6 desired contaminant characteristics (USEPA 1997; Gilbert 1987). These judgmental designs can only 
be useful for a rudimentary contamination detection objective. Because they are non-systematic, 
however, these haphazard and judgmental designs cannot be used to evaluate the confidence of 
detection sampling efforts. Both haphazard and judgmental sampling designs can be subject to 
systematic biases, where large or small concentrations are over-represented. More importantly, the 
11 subjective nature of these designs means these sample results cannot be used for any reliable estimation 
or decision making, even if later samples are collected using probabilistic designs (USEP A 1997). 
In simple random sampling designs, every sampling unit in the sample population has the same 
probability of being selected (US EPA 1997), and the selection of one sample does not affect the 
16 selection probability of other samples (Gilbelt 1987). Simple random samples are useful for estimation 
and inference in situations where there is no trend or patterns in contaminant occurrence. The results 
from the 2-Site Study suggest that much of the contaminant occurrence is related to facility functional. 
area, and accordingly, is likely to have very localized patterns of contamination. This tendency for 
stratification of contamination means that simple random samples are not likely to be appropriate for 
21 sites with multiple contaminant spills. 
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In systematic sample designs, the sample locations are based on the nodes of a uniform grid. The most 
common systematic pattems are rectangular, tliangular, unaligned, and hexagonal (Gilbeli 1987; 
USEPA 1997; Olea 1984). The resulting sample pattems provide a uniform coverage of points across 
the sampled area. To make systematic sampling conform to probabilistic sampling requirements, often 
one of the sample locations is randomly selected, allowing the determination of all other locations. In 
6 situations where there is a possibility of a cyclical pattem in contaminant occurrence, either unaligned 
systematic design is recommended, or a sample spacing must be chose that is not a simple multiple of 
the peliodicity of the cycle (Gilbeli 1987). Systematic sampling generally performs well for 
characteIizing mean and vmiance values for the sample popUlation, and regulmity in sample spacing 
provides reliable insight regarding the spatial variations across a site. Cochran (1977) provides 
11 excellent discussions about the use of systematic designs for mean and vmiance estimation. 
Stratified random sample designs involve the delineation, or mapping, of non-overlapping areas across 
a site, based on some site vmiable. Each of these areas is a stratum, defined so values of the 
stratification variable are more similar within strata than they are between strata. For stratified sampling 
16 designs to be helpful, the stratification variable should have some relationship to contaminant 
concentration. Within each stratum, sampling units are typically located using a simple random sampling 
design. Altematively, a systematic sample design can be applied within each strata. This sample design 
is then called a stratified systematic design. In situations where contaminant concentration shows some 
type of spatial clustering, stratified systematic designs will be more reliable estimators than the simple 
21 random designs (Cochran 1977; Gilbert 1987). The results of contaminant concentration from the 2-
July 12, 2000 (9:31 PM) REPORT.wpd 
57 
Site Study suggest that stratified systematic sampling would be velY effective in characterizing site-wide 
and within-stratum estimates of concentration distribution in many situations. 
The USEPA (1997) discusses other sampling design options, most notably sequential random sampling, 
and adaptive sampling. While these methods are mentioned only briefly, they appear to be velY 
6 promising design options for characterizing multiple spill sites. Sequential random sampling involves the 
collection of a small sample set, using some probabilistic design. Statistical estimation and inference 
methods are then used to interpret the sample results. The results of the statistical tests and the 
unceliainty in the test are evaluated, and if desired, an additional sampling unit (i.e., one more physical 
sample) is collected, using the same design. The sampling and testing are conducted iteratively, until the 
11 unceliainty in the test result is within acceptable limits. This method, ideally, can lead to an optimization 
in sample size. This is advantageous in multiple spill site characterization, where the mean and variance 
of contaminant concentrations can be so variable. This is also advantageous because, as will be 
demonstrated in this section, the detelmination of sample size (n) can be based on an estimate of the 
standard deviation. Sequential random sampling may not be desirable at some site characterization 
16 projects because it is not able to accommodate evolving objectives or changes in target populations. 
21 
Adaptive sampling involves the. sequential collection of a series of sample sets. The infmmation gained 
from the first sample set is used to design the next sample set. This approach could be useful for 
providing increasingly detailed evaluation of specific portions of a site. We will discuss the application 
of these designs in more detail in Part 3 of this repmi. 
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DUling the data analysis phase of this study, it became apparent that there were several characteristics 
common to the 2-Site data, and probably to many multiple spill data, that received inconsistent attention 
in the literature. The proper interpretation and approach to these data characteristics can dramatically 
affect the reported concentrations or the resulting interpretations. These issues include: subsampling; 
composite sampling; treatment of skewed distributions; and, the use of probability models. These 
6 issues are briefly mentioned here, and discussion is provided as to their relevance for statistical 
estimation objectives at multiple spill sites. 
Often in site characterization effOlis, a sample is collected and only a fraction is analyzed for the 
parameters of interest. This process is called subsampling, or two-stage sampling (GHbeli 1987, 
11 Thompson 1992). Subsampling can introduce en"ors into estimates of the mean concentration and the 
total mass of a contaminant because only a pOliion of the sample is being measured (Gilbeli 1987). 
There are modified equations for calculating unbiased mean and total values, and these are presented in 
discussions by Gilbeli (1987) and Thompson (1992). One solution to minimizing the impact of within 
sample variability is to thoroughly mix the entire sample plior to collection and analysis of subsamples. 
16 Calculation of mean and total values, without accounting for subsampling, is most likely to be incolTect 
when the within-sample variability is high and the samples are not thoroughly mixed plior to subsample 
collection. In addition to the use of modified estimation equations, it is important to identify 
subsampling practices during the development of characterization objectives. The definition of the 
target and sample populations, and the interpretation of samples, subsamples and analytical results may 
21 all be affected if subsampling is not properly recognized. 
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The 2-Site Study was designed so that large samples were collected, and one small subs ample was 
analyzed. The analyticallaboratOlY was assigned with the responsibility of dlying, mixing and 
subsampling the entire collected sample. No quality control was pelformed to ensure mixing was 
complete, and no multiple-subs ample analyses were made. The data analysis for the original 2-Site 
6 Study rep0l1 did not use the modified subsampling equations for estimating the mean and variance 
values. The original repOlt also did not discuss the impact that subsampling might have on the accuracy 
of estimates. As mentioned in earlier sections, the sample results have a large amount of variability in 
concentrations between ve11ically-adjacent samples. This is problematic because the first 2 or 3 
samples were supposed to be contiguous. It seems velY possible that this variability conesponds to a 
11 large variability of within sample concentrations, and poor mixing prior to sUbsampling. Given the 
absence of multiple subsamples from the 2-Site samples, it is impossible to evaluate the results more 
conclusively. Following our review of the 2-Site data, we recommend that all samples be as small as 
possible. Rather than collecting a full split-spoon core, and requiring the analyticallaboratOlY to 
provide the sUbsampling quality control, we recommend that the sampling unit be defined as a small 
16 volume of soil, velY close to the amount needed for extraction and analysis. We also recommend that 
multiple subsamples be collected, from some fraction of samples, in order to quantifY the within-sample 
variability. Thompson (1992) and Cochran (1977) provide a good discussions on this subject. 
Composite sampling involves the collection and mixing of two or more sample units and the analysis of 
21 the entire combined sample or some number of subsamples (Gilbelt 1987; Cochran 1977). When 
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cOlTectiy applied, compositing has the effect of averaging the results of the combined sample units. 
Compositing is useful when analytical costs are high and when information about the variance of 
concentration is not needed (Gilbert 1987). For the results to be reliable, the samples must be 
thoroughly mixed. In situations where one of the sample units has low concentrations of contamination, 
and the others are repOlied as BMDL, the composite results may misleadingly be BMDL. In situations 
6 where low levels of contamination are of interest, compositing is not an appropriate technique. 
Compositing may be effective for identifying areas of high contamination (e.g., hot spots). 
When a composite result detects contamination, it is impossible to tell which individual sample unites) 
contained the contamination. For this reason, all of the Oliginal sample locations need to be re-sampled 
II and analyzed separately to identify the source of the contamination. This suggests that compositing is 
likely to be cost effective only for sites, or pOltions of sites, where there is a small areal extent of 
contamination. Composite sampling in areas of extensive contamination may end up being more 
expensive than if compositing were not used, because of all the confirmation re-sampling that would be 
needed. In multiple spill sites, the spatial extent of contamination is never known before sampling, so 
16 compositing for cost savings should be applied carefully. The results from the 2-Site Study suggest that 
if low levels of contamination «1,000 Ilg/kg) are of interest, then compositing is not likely to be 
appropliate for sampling of near-surface sediments; it would probably be cost effective for sampling at 
greater depth, at least in low-risk functional areas. 
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One additional concern with composite sampling is the efficiency of mixing. As with subsampling, poor 
mixing will likely result in highly heterogenous mass distribution within the composite sample. This can 
result in high variability in concentrations between subsamples collected from a single composite 
sample. We believe the potential for analysis-induced en-or increases the impOliance of collecting small 
samples in the field. 
Skewness is a measure of the symmetry of a distribution. NOlmal distributions are symmetric, bell-
shaped functions. Skewed distributions have a larger number of extreme values than are present in 
symmetric distributions. This larger number of extreme values give the distribution long "tails" to the 
right or left. Some distributions have very extreme values, producing a heavy skewness, or velY long 
11 tail. All of the contaminants in the 2-Site data set, and most other contaminant concentration data sets 
have positively, or right, skewed distributions (Ott 1995, Gilbert 1987). Some of the contaminants in 
the 2-Site data set are heavily skewed. 
Statistics calculated from single. sample sets of skewed distributions can have a large amount of 
16 unceliainty; this is due to the effect of the infrequent sampling of extreme values. Mean and variance 
calculations, tend to be unstable when calculated from skewed distributions. Small sample sizes (n) will 
increase the unceliainty of calculated statistics when dealing with skewed distributions, relative to the 
same size sample collected from a symmetric distribution. In addition to increased en-or in statistical 
calculations, several inferential tests require symmetric distributions, and cannot be reliably used with 
21 skewed data. 
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One response to skewed data sets is to transform the values so they approximate a symmetric 
distlibution. The transformed values can then be used for inferential tests and calculations of sample 
statistics. Calculating the naturallogatithm of contaminant concentration values is a typical 
transformation for environmental data sets (Ott 1995, Gilbeli 1987). One reason that this 
transfOlmation is used is that a lognormal distribution is felt to have a physically meaningful cone1ation to 
6 contaminant transpOli mechanisms (Ott 1995). CatOe must be taken to ensure that any transfOlmation of 
values achieves the desired effect and is appropriate for the type of data and the project objectives 
(Parkhurst 1998[ES&T atiic1e], Ott 1995, Wilkinson, Blank and Gruber 1996, Gilbert 1987). 
Pat"khurst (1998) provides an excellent discussion on the misapplication of the mean of the log 
transfOlmed values in environmental site chat"actelization. Wilkinson, Blank and Gruber (1996) provide 
11 a blief discussion about methods of data transfOlmation for standardization, nOlmalization, lineatization 
and stabilization of vatiance. 
Instead of the routine use of transfOlmations on contaminant concentration data, we recommend that 
the characterization objectives be considered to detelmine if statistics from transfOlmed values will be 
16 of use. Before using the transfOlmed values or statistics from those values, the fit of the transfOlm needs 
to be critically evaluated. There at"e several methods available for testing the fit of a distribution (Gilbeli 
, 1987). The sample size (n) also needs to be considered. For skewed distlibutions, small sample sizes 
can dramatically affect the sample frequency distribution of both the observed and transfonned values. 
DispropOliionate sampling of extreme values will result in a transfOlmed frequency distribution that has 
21 disproportionate extreme occunence. Finally, evaluate the spatial distribution of values. Spatial 
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clustering of specific values may suggest the need for stratified sampling to reduce the skewness of the 
overall sampled disttibution and to improve the overall characterization of the data. 
In data analysis, an issue that overlaps with the treatment of skewed data is the selection and use of 
probability models. A probability model is a set of rules desclibing the probabilities of all possible 
6 outcomes in the sample population (Ott 1995). If the data fit a specific probability model, the known 
charactelistics of the model can be used to make better predictions of the behavior of the sampled 
propelty than can be achieved by relying only on sampled data. The nOlmal distribution is the most 
common probability model. . There are many benefits and tests that make use of the known 
charactelistics of the normal distribution. There are several commonly referenced asymmetlic 
11 probability models, including: 10gnOlmal; gamma; Weibull; and, exponential (Ott 1995). In sampling 
and data analysis for contamination in the subsurface, the lognonnal distlibution is by far the most 
commonly used probability model (Ott 1995, Gilbert 1987). 
In practice, because of small sample size or extremely skewed frequency disttibutions, it can be difficult 
16 to find a specific probability model that fits the data. At other times, specific models can be useful to 
describe the behavior of limited pOltions of the distribution. For example, a 10gnOlmai model might be 
used to explain the light tail end of a contaminant concentration frequency distribution (Ott 1995). The 
value of this type of match should be compared to the charactelization objectives before it is used 
(Hoaglin et al. 1983). 
21 
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Table 12. Calculated number of samples (n) for atrazine, metolachlor and dieldrin for vmious levels of 
a probability, and tolerable enor (d). 
Compound. a d n 
Atrazine 0.1 50 11,288 
0.3 500 18 
6 0.2 2000 2 
Metolachlor 0.1 50 102,410 
0.3 500 164 
0.2 2000 16 
Dieldrin 0.1 50 3 
II 0.3 500 1* 
0.2 2000 1* 
*These values were very small and were consequently rounded np to 1 sample. 
The results in table 12 suggest that it would take over 11,000 samples to be 90% confident that the 
16 mean concentration of atrazine was predicted within 50 ~g/kg. These results also demonstrate that, 
even for a highly variable contaminant like metolachlor, you could be 80% confident of chm"acterizing 
the mean concentration within 2000 ~g/kg if you collected 16 samples. While this tolerance interval 
seems large, 2000 ~g/kg is only about one third of one standard deviation for metolachlor at Site 28. 
This represents a fairly precise estimation interval. 
21 
Another method, presented in Lubin et al. (1995), allows for the estimation of the concentration mean 
and vmiance, but uses a different measure of enor than Gilbert. Before the necessary number of 
samples can be detelmined, Lubin et al. require the user to define the acceptable level of a and ~ 
probabilities, or Type I and II enors, for the final site charactelization results. The definition of these 
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errors is slightly different than in Gilbert's method, and they are bested illustrated using an example. At a 
hypothetical agrichemical facility, one of the site characterization objectives is to detennine if the mean 
concentration of atrazine in the soil at 0.50 meters below land surface is less than 1 000 ~g/kg. Using 
Lubin's method, a Type I etTOr is the( probability that the calculated mean concentration is above the 
1 000 ~g/kg threshold, when the true site mean is actually less than 1 000 ~glkg. If a Type I error 
6 occUlTed during a site assessment, resulting site remediation designs would likely be overprotective, 
requiting more cleanup than necessruy. A Type II en'or is the probability that the calculated mean 
concentration is below 1 000 ~g/kg, when the true site mean is greater than this concentration. If a Type 
II error occUlTed during a site assessment, resulting site remediation designs might be underprotective, 
leaving more contamination in the ground than desired. Lubin et al. 's equation for detennining the 
.11 necessru-y number of samples is: 
where 
16 Zl = Z score for a probability of 1 - a 
q = Z score for a probability of ~ 
d = tolerable error in mean estimate 
s = standard deviation of concentration 
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We used the above equation to evaluate sample size requirements for estimating mean concentrations of 
atrazine, metolachlor and dieldrin (table 13). We used the same ex probabilities and estimation 
tolerance (d) levels ase with the prior example (table 12). To simplify the calculations and 
compmisons, we only used one ~ probability level, 0.1. Comparing the results from tables 12 and 13, 
it is immediately obvious that Lubin et al. 's method requires significantly more samples than Gilbeli's. 
6 Table 13 demonstrates that sampling strategies for compounds with lm'ge variability will require lm'ger 
tolerance for elTors in the estimates to keep the necessary number of samples to a manageably small 
number. This large difference in numbers of samples prompts the question as to the cliteria for 
selecting between these methods. Lubin et al. 's method was chosen to assist the USEP A in evaluating 
site charactelization efforts. Given the consequences of closing a remediation effOli for a site that was 
II still significantly contaminated, they felt that USEP A's responsibility necessitated methods which 
allowed for the detelmination of the probability of a Type II elTor. 
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Table 13. Calculated number of samples (n) for atrazine, metolachlor and dieldrin for a p probability of 
0.1, and various levels of a probability and estimation tolerance (d). 
Compound a ~ d n 
Atrazine 0.1 0.1 50 18,387 
0.3 0.1 500 80 
6 0.2 0.1 2,000 10 
Metolachlor 0.1 0.1 50 166,812 
0.3 0.1 500 723 
0.2 0.1 2,000 63 
Dieldrin 0.1 0.1 50 6 
II 0.3 0.1 500 1 
0.2 0.1 2,000 1* 
*This value was very small and was consequently rouuded up to one sample. 
16 The methods presented from both Gilbelt (1987) and Lubin et al. (1995) require an estimate of the 
standard deviation in order to estimate the sample size. To make accurate sample size detelminiations, 
therefore, it is necessary to be able to estimate the reliability of the standard deviation. Lubin et al. 
(1995) present a method for calculating the accuracy of a sample variance in estimating the population 
variance. The equation for this test is: 
21 
for df= n-1 
where, 
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X21_c:t = the value of the chi-square distribution' ass.ociated with I-a probability and the appropriate 
degrees of fi-eedom 
X2p = the value of the chi-square distribution associated with B probability and the appropriate 
degrees of fi-eedom 
cr
2 
= the population variance 
6 S2 = the sample variance 
df = degrees of freedom 
n = number of samples collected 
We used this equation to evaluate the accuracy of the calculated variance for four different scenarios 
11 (table 14). Two of these scenarios evaluate the accuracy of estimates of variance for a sampling 
program that collects 94 samples (e.g., Site 28). The third scenmio evaluates the accuracy of estimates 
of variance for a sampling program that collects 30 samples, and the fourth for a sample set of 10. 
Table 14. Calculated ratios for sample vmiance and population vmiance (S2jcr2) based on defined a 
16 and B probabilities and sample size (n). 
a B n S2/cJl 
0.1 0.5 94 1.6 
0.2 0.1 94 1.4 
0.2 0.1 30 .1.8 
21 0.2 0.1 10 2.9 
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The results in Table 14 demonstrate the impact of small sample sizes on the variance estimate. This 
calculation suggests that for a sample size of 10, with an 80% probability of accurately estimating the 
variance and a 10% probability of falsely assuming the estimate is cOlTect, the sample variance will be 
2.9 times the population variance. Ifthere are as many as 94 samples, and the same en"or probabilities, 
the sample variance will be only 1.4 times the population variance. 
Spatial characterization 
While estimation of contaminant statistics is one common use for sample results, an oveniding goal of 
RCRA, CERCLA and state enforcement programs is the detennination of the extent, or spatial 
distribution, of contamination at a site (Sara 1994). This goal is addressed by spatial characterization 
11 sampling objectives. These objectives are generally achieved by collecting samples and using the 
analytical results to estimate contaminant concentrations at neighboring unsampled locations. This 
estimation process usually involves interpolation and extrapolation from sample values. In simpler 
telIDs, this process involves the mapping of contaminant concentration. 
16 Some examples of spatial characterization objectives include: 
• mapping the 2-D distributions of contaminant concentr"ation for one or more discrete depths, 
throughout the site or for specific pOltions of the site; 
• mapping the 3-D distIibutions of contaminant concentration throughout the site or for pOltions of the 
site; 
21 • estimating which pOltions of the site exceed specific threshold concentrations; 
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• estimating the distribution of contamination for blocks of soil that approximate the smallest 
remediable volumes; and, 
• evaluating the uncertainty of estimations. 
As with the other types of sampling objectives, spatial characterization objectives will benefit from 
6 sample designs that address the project-specific objectives. In this section, we will first evaluate the 
sample design considerations using a simple graphical example, then we will discuss sample needs for 
spatial characterization in more depth. 
A simple graphical way of evaluating the sample design issues of spacing and layout for spatial 
11 characterization objectives is to'look at the effects of different sample sets on the interpretation of 
contaminant distribution. Using data from the 2-Site Study, we created three small sample sets, and 
interpolated surface maps for each. These sample sets were created by randomly selecting samples 
from the original 98 soil sample locations from Site 28. The first sample set included 49 samples (fig. 
6), or 50% of the total sample 
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set. The second and third sample sets included 19 (fig. 7) and 10 samples (fig. 8), or approximately 
20% and 10% of the total sample set, respectively. These numbers of samples were selected because 
they represent significant incremental changes in the sample size. We used an inverse distance cubed 
interpolation method to create the estimates of metolachlor distribution. The previously-mentioned 
inverse distance cubed interpolation of all metolachlor samples at Site 28 (fig. 3) was used for 
6 comparison to the three maps created using the corresponding subsets of samples. These visualizations 
can help emphasize the importance of sample size and layout on the resulting data set and subsequent 
characterization decisions. 
Figure 3 shows the high degree of variability in metolachlor concentration at this site. It identifies two 
11 areas ofvety high contamination and several other small areas of moderate to low contamination. This 
figure also identifies five areas of low concentration that are surrounded by higher concentration values. 
These depression areas are depicted with tick marks .. 
Figure 6 does a reasonably good job of displaying the variability of the metolachlor distribution. It also 
16 roughly identifies the two areas of highest concentration, although the samples included in this data set 
do not display the highest concentration samples in either of these two hot spots. The samples used to 
create Figure 6 also include several of the samples containing moderate metolachlor concentrations. 
Only one of the depressional areas from the figure 3 is identified by the samples in figure 6. One clear 
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Figure 8. Metolachlor concentrations using 10 samples from the surface at Site 28. 
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Figure 6. Metolachlor concentrations using 49 samples from the surface of Site 28. 
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Figure 7. Metolachlor concentration using 19 samples from the surface of Site 28. 
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difference between figures 3 and 6 is the lack of spatial resolution, and accompanying precision defined 
by figure 3 with the smaller number of samples. 
Figures 7 and 8 display much poorer representations of the metolachlor distribution. Figure 7 estimates 
a distribution with significantly more contamination than is evident in figure 3, while figure 8 provides a 
6 significant underestimation of total contamination. In addition, neither distribution shows undulations in 
the surface that are expressed as depressions in figures 3 and 6. 
These figures highlight one of the major problems of any spatial estimation (mapping) effOlt: uncertainty. 
Unceltainty in spatial estimation can be grouped into two categories, uncertainty related to non-
11 uniqueness and unceltainty related to fit of the interpolated model to the observed values. N on-
uniqueness refers to the fact that for any spatial data set there are many different maps that could be 
generated to fit the same set of values; there is no single, or unique solution that fits the data. The non-
uniqueness in solutions will be based on the amount of local variability in the surface, on the sample size 
and on the sample layout. There are many ways to evaluate uncertainty as a function of the fit of 
16 individual maps or spatial models, and these methods are generally dependent on the intei-polation 
methods used. 
Cressie (1991) discusses two categories of spatial interpolation methods: detelministic and 
probabilistic. His terminology refers to the statistical characteristics of the methods. Deterministic 
21 estimation methods typically calculate the value at unsampled locations based on a weighting function of 
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the values at adjacent observations. Different methods allow various constraints on which observations 
are included in the set of adjacent observations. Deterministic methods tend to be used when the 
objectives are consistent with single solutions (maps or models) to the estimation problem, and where 
the only uncertainty that is considered addresses the fit of the model and the observed values. These 
methods are considered detelministic because they do not consider the statistical aspects of non-
6 uniqueness. They are based on the perspective that one single surface provides a suitable solution to 
the spatial estimation problem being addressed. 
Probabilistic estimation methods also calculate values at unsampled locations based on a weighting 
function of values at adjacent observations. In these methods, however, the weighting functions are 
11 based on models of spatial continuity which are derived from the observed values. The models of 
spatial continuity that are used are typically semivariance and covmiance models; these models describe 
the variability in values between pairs of observations as the distance between the data pairs is changed. 
Probabilistic methods tend to be used when the objectives are consistent with evaluations of the 
unceliainty of a property, as addressed by the issue of non-uniqueness, and when the statistical 
16 evaluation of this non-uniqueness is relevant. These methods moe called probabilistic because the 
theoretical framework for these methods is typically based on viewing the spatial attlibute as a random 
function, where the value at any location can be described as a random vmoiable. This is a statistical 
approach to dealing with the non-uniqueness issue. Individual maps and models can include either 
individual or multiple solutions, each of which are optimized to fit both the observed values and the 
21 modeled spatial continuity. They are typically either a set of randomly generated solutions 
79 
(equiprobable realizations) that fit the spatial continuity constraints of the model, or they are single maps 
of averages (statistically optimized solutions) that best fit both the data and the spatial continuity model. 
When the sampling objectives are spatial estimation, and sample designs are being considered, there 
are other characteIistics of interpolation methods that are useful to consider. Specifically, in addition to 
6 the cIiteria mentioned above, deterministic interpolation methods can be characteIized as model-free, 
while probabilistic methods can be characteIized as model-based. With model-free interpolation 
methods, the desired attribute can be modeled without attempting to identify or include infOllliation on 
the underlying spatial continuity characteristics of the attribute. Because these interpolation methods do 
not have to define the spatial continuity model, they generally benefit from unifOllli sample distIibutions. 
11 In model-based interpolation methods the spatial continuity characteristics of the attribute must be 
adequately identified (i.e., modeled) for the interpolation to be successful. Sample designs for model-
based methods can benefit from uniform sample distributions, but can also benefit from a non-uniform 
sample design that provides information on variability over a range of distances. 
16 To help illustrate sample spacing needs, we can consider some hypothetical modeling scenmios and the 
sampling requirements of each. Figure 9 is a cross section of a simple uplandlslope/lowl~d setting, and 
it illustrates the impact of various sample spacings on the information collected. For this example, the 
obj ective of sampling is to provide an accurate map of the land 
- ---REP0R"Lwpd----- -
80 
. . "'" )' 
1 .. ----.. ~ ..... _. ___ Yl_'_ 
~
t'\1,. 
L
J 
11----
l.-..z.. r~-~-------4 
l-3 foe· ='- <t; 
9. c. .. o>s-.>e,~t>" Dr ,",lP",-J./lov>la.~ co~l~)<.- \\t0~~-l'\~ ~ \tlwlCi-~J le'14 ~ CH.) 
",'\..d. <1~ <;lo~e (~6+l..t.5~ 00 I ~tfl-) -l-V\I'€L- s+ S i,.d~&: j L \ '> 1: n \ '/~2-'::b' J Yl, 
o...""J J L 3 .L t-1z..- . 
/H, ~_. _____________ •• __ d"' __ , ___ • _________ •
. f-__ 1-i~z..-o:.-· __ --7 
t'b ~ 
~~: --~-\ 
I 
" .1 
-- .-. 
1--,--\ 
_, 
. ' . 
. !I---:> 
.:~ 
surface. If the length of the lowland, as measured from upland slope break to upland slope break, is 
M b then it is clear that sample spacings of ~ Ml or smaller will be needed to have the best chance of 
seeing the bottom of the lowland (e.g. L2 or L3)' In addition, to reliably provide any detail of the 
steepness or shape of the slope, a sample size smaller than ~ M2 is needed. Larger sample spacings 
may capture the lowland or the slope, but shifts in sample locations can easily either miss or minimize 
6 the depth of the lowland. As a generalization, sample spacings larger than ~ the length of the feature 
will tend to result in interpolated estimates where these features are modeled as broader and less 
pronounced than they really are. Spacings much greater than ~ Mi can fmther reduce the chance that 
the features will be identified. The potential for smoothing the surface using various sample spacings will 
be affected by the ratio of the length of the feature to the magnitude of its expression. Smaller values in 
11 this ratio will ensure that the feature is more likely to be characterized by spacings equivalent to ~ the 
length. 
Figure lOis a more complicated cross section of an upland-lowland area of glacial deposits. Given the 
various geologic and geomorphic features that could be of interest, it is obvious that the sample spacing 
16 chosen will directly affect which features will be reliably observed. 
Putting this into the context of contaminant characterization at multiple-spill sites, the non-ideal 
concentration distributions in the 2-Site data, together with vruious complicating effects (i.e., unknown 
spill locations and volumes, gravel-fill reworking, and the potential for preferential transpOlt), suggest 
21 that these sites are not well suited to model-based spatial characterization methods. If a systematic 
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design or a stratified systematic' design is implemented for contamination detection, early spatial 
characterization and statistical estimation objectives, then later sampling could be designed to optimize 
spatial continuity models for probabilistic interpolation models. Altematively, it would be possible to 
utilize an incremental, stratified sampling design, as outlined in Part 3, to collect data at a range of spatial 
scales. These data would be suitable for spatial continuity-model development and model-based 
6 interpolation, with the inferential advantages of statistical designs. 
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PART 3: RECOMMENDATIONS FOR CHARACTERIZATION 
OF MULTIPLE-SPILL SITES 
Many industrial properties are contaminated by multiple discrete spills, where the timing, quantity and 
location of the spills are typically unrecorded. In discussions with State regulators, they suggested 
6 consultants were generally confused on the approach to take for contaminant characterization at these 
types of facilities. It was our impression that the objectives for characterization were unclear, and that 
the objectives and the target populations for sampling often seemed to evolve as the characterization 
effort proceeded. While this evolution of objectives was to be expected (Sara 1985), State regulators 
suggested it was still problematic for multiple spill sites. Judgmental sampling strategies are often used 
11 at these types of facilities, with samples being located in areas of visible contamination or near locations 
of suspected facility activities. Sara (1985) recommends this sampling strategy, although this strategy 
does provide a data set that is not amenable to accurate statistical characterization (Cochran 1977; 
Gilbert 1987). 
16 In characterization efforts, there are at least two competing perspectives on the need and value of 
sample data. The large costs of sampling and analysis motivate site owners to eliminate unnecessary 
sampling. Discussions with consultants suggested that owners, and often the consultants, viewed 
BMDL results as unnecessary, or wasted samples. Alternatively, regulators have the responsibility of 
overseeing and approving characterization and remediation, and may feel the need to know where all 
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contamination is, to a high level of certainty. Given these potentially conflicting goals, compromise 
solutions for site characterization strategies can be difficult to realize and may be inefficiently arrived at. 
The Illinois Depmtment of Agriculture experienced these same issues in the early 90s and funded the 2-
Site Study to evaluate the contaminant distributions at agrichemical facilities. Since the 2-Site Study 
6 was conducted, the USEPA has published documents on the Data Quality Objectives (DQO) (USEPA 
1994) and Data Quality Assessment (DQA) (USEPA 1997) processes to help improve the quality and 
reliability of site characterization data to aid in subsequent decision making (EPA 1994). These 
documents are excellent sources of guidance for understanding the data collection and analysis 
requirements of site characterization studies. Sara (1991) provides an excellent discussion of site 
11 characterization methodologies and provides guidance on the development of a standardized approach 
to site characterization. His discussion does not discuss methods to integrate the vmious sampling 
objectives with compatible sampling strategies. We believe there is a need for efficient soil sampling 
strategies for chm"acterization of contamination that are: 1) compatible with all types of sampling 
objectives; 2) adaptable to any site specific contaminant distributions; and, 3) provide a quantitative 
16 measure of reliability at any stage in the characterization effort. 
To develop a characterization strategy that is compatible with the three types of sampling objectives, 
systematic or stratified systematic designs should be used. While other statistical designs would be 
suitable for statistical estimation objectives, the contaminant detection and spatial characterization 
21 objectives are best addressed using designs based on a systematic layout of samples. Triangular or 
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square grids provide the best choices for sample layouts, with triangular glids providing fewer samples 
for a given area and confidence level, and square grids being slightly easier to implement in the field 
(Olea 1984; Thompson 1992, Gilbert 1987). 
To ensure that strategies for site characterization are efficient and adaptable to any site specific 
6 contaminant distribution, we believe a different approach is needed for defining the target populations at 
various stages of the effort. Because site characterization efforts focus on the accurate description of 
the distribution of contamination, the ideal target population is the set of all sample units (e.g., 50 g soil 
samples) within the contaminated zone or hot spot. The exact location and geometry of this 
contamination, unfortunately, is unknowable and any reasonable estimate is unknown without significant 
11 sampling and analysis. The typical statistical design response to this situation is to stratify the geologic 
materials (for example, by depth) and to make the target population the set of all sample units at the site 
within a slice of soil at that depth. While this appears to address the problem of unknown spatial extent, 
it does result in a sample population that is itself "contaminated", or has sample units from two or more 
distinct populations. As an example, this type of sampling might result in a large fraction of samples 
16 being collected from uncontaminated soil, outside the ideal target of the contaminated zone. The 
resulting sample set would have a distribution that would not reliably describe the hot spot 
concentrations and would not reliably describe the background concentrations. Because of the 
unknown location and shape of the contamination and the random component of sample designs, the 
amount of distributional contamination would vary randomly between sample sets. For some 
21 consultants, one response to this over-sampling effect of conventional statistical designs is to rely on 
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judgmental sampling strategies, which can be more easily adjusted to minimize BMDL results. As 
mentioned earlier, judgmental sampling can easily result in spatially-biased samples that are not 
compatible with accurate statistical evaluation. 
There appear to be two main approaches to developing soil sampling strategies that accommodate 
6 various objectives and targets, that are efficient and facilitate quantitative evaluations of reliability: 
adaptive sampling techniques; and, modifications to conventional statistical designs. We will not discuss 
adaptive sampling techniques here. Thompson and Seber (1997) provide an excellent reference on this 
emerging topic. Adaptive sampling techniques appear to be very promising for use in site 
characterization of multiple spill facilities. 
11 
We recommend using modifications to conventional statistical methods that combine systematic and 
stratified systematic designs into an incremental approach for meeting all the site characterization 
objectives. To illustrate using a simple hypothetical example, this incremental approach starts with 
contamination detection sampling using either a site-wide systematic design or a stratified systematic 
16 design. The stratified systematic approach can be stratified by any appropriate variable (Gilbelt 1987; 
Thompson 1992); site management functional areas and site geologic deposits are two possible 
variables. The target population for the initial detection sampling should be fairly general. For example, 
for an initial contaminant detection sampling effort, the target population might be the set of possible 
sample units across the entire facility within discrete slices of soil at depths of 0.5, 1.0 and 2.0 meters. 
21 Guidelines for the collection of representative sample units would have to be carefully designed (Gilbelt 
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1987). Sample spacing for this initial iteration would be based on site specific considerations of one or 
more of the following criteria: an anticipated hot spot size; a risk-related hot spot size; a desired hot 
spot concentration threshold or maximum tolerable concentration; a desired level of confidence for hot 
spot detection; or, economic cO:Q.straints. 
6 Hot spots identified during the initial detection sampling can become the focus for more detailed spatial 
characterization sampling; this is effectively accomplished by stratifying the site around the detected hot 
spot occun-ence. Samples for this second iteration would follow the systematic design and would be 
located consistent with the original grid lines, at some even fraction of the prior sample spacing. The 
target population will change with the new spatial characterization objectives. At this iteration, the 
11 target population might be the set of sample units in a slice of soil at depths of 0.5, 1.0 and 2.0 meters in 
a specified area sun-ounding select initial contaminant detections. The sample spacing within each 
targeted hot spot could be baseq. on one or more of several criteria, including: the desired spatial 
resolution for this stage of spatial sampling; economic constraints; or, calculated sample size 
requirements for anticipated statistical evaluation using these data. With this third criteria, an equation 
16 could be used for determining sample size (n) based on a desired confidence interval for the desired 
statistic. 
Further iterations would serve to refine the spatial sampling using increasingly smaller sample spacings. 
This process could be continued until all parties were satisfied that the resulting sample set adequately 
21 characterized the spatial distribution of contamination and would be useful in subsequent statistical 
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estimations. During this iterative process, further stratification might be warranted. The 2-Site data 
demonstrate a large amount of variability in concentration between horizontally and vertically adj acent 
samples. From these results, we feel it is very likely that hot spots will contain areas of no measurable 
contamination. It will be important to carefully define the criteria for delineating hot spot boundaries if 
some definitions of hot spots include BMDL results. We recommend requiring two or more BMDL 
6 results, collected in a direction away from the contaminated zone, to be used to reliably define the 
boundaries of hot spots. 
This iterative strategy will invatiably lead to the collection of several BMDL values, especially along hot 
spot borders, and during early exploratory detection sampling. As we have noted, conventional 
11 statistical designs recommend the establishment of target populations as the contaminant concentration a 
some specified depth. This will result, by design, in sample populations that are based on mixed 
distributions. Statistics calculated from these data will represent neither the contaminated zone, nor the 
background zone. We have suggested that the target population is clearly limited to definable zones of 
contamination, or hot spots. Prior to completion of sampling, sample results will be discarded if they 
16 are identified as not being within a contaminated zone (i.e., not within the target population). Statistical 
calculations will only be made using data that have been identified as falling within the target popUlation. 
This means that background areas and border samples with BMDL results will be excluded from 
fmther calculations. To ensure that statistical estimators will have the desired confidence intervals after 
non-contaminated sample results are discarded, the final sample size must meet or exceed calculated 
21 sample size requirements. If too few samples remain after discarding non-target samples, another 
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iteration of samples must be collected from within the contaminated zones, consistent with the original 
grid lines, and at spacings sufficient to provide the desired final sample size. While this approach might 
seem likely to provide biased statistical estimates, this method can be seen to produce the same sample 
set that would be obtained with a systematic sample design in a situation where the boundaries of an 
inegular contaminant zone were known a priori. This approach will also result in a more accurate data 
6 set for characterizing contaminant concentrations. The method should not be expected to produce data 
sets with guaranteed lognormal concentration distributions. The presence of multiple spills, re-
distribution of the fill material, and contaminant transport through preferential pathways still should often 
contribute to mixed, or contaminated, distributions that result in non-lognormal, right-skewed frequency 
distributions. 
11 
This strategy is only one of many suitable sampling strategies that can be developed for characterization 
of contamination at multiple spill sites. The systematic nature of this iterative strategy, however, allows 
for estimations of charactelization uncertainty in the form of undetected hot spot estimation after every 
sampling iteration. It also provides data sets that will be compatible with spatial descliption of 
16 contamination using either deterministic or probabilistic methods. This method provides a data set that 
can be used to reliably estimate distributional statistics, after each iteration, and collects data in a 
method that allows for a simple determination of sufficiency in sample collection for any range of 
confidence interval. 
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APPENDIXA. 
Box Plots of Select Contaminants 
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Box plots, also called box and wisker plots, are a graphical method of displaying the distribution of a 
sample attribute. The features in a box plot correspond to specific quantities within the sample 
distribution (Wilkinson, 1999). The central vertical line in the box marks the median of the sample, or 
the 50th percentile. The length of each box cOlTesponds to the interqmntile range, or hspread, the range 
6 in values between the 25th percentile and the 75th percentile. The 25th percentile, or first qumtile, is also 
called the lower hinge. The 75th percentile, or third quartile, is also called the upper hinge. The upper 
and lower inner fences moe defined as 1.5 times the hspred from the upper and lower hinges. The 
wiskers in the box plots show the range in observed values that fall within the upper and lower hinges; 
they do not necessarily extend all the way to the inner fences. The upper and lower outer fences moe 
11 defined as 3 times the hspread from the upper and lower hinges. The values that fall between the inner 
and outer fences are drawn with an asterisk. Values that fall outside the outer fences are drawn with an 
open circle. 
The inner and outer fences are calculated as follows: 
16 Lower inner fence = lower hinge - (1.5 * (hspread)) 
Upper inner fence = upper hinge + (1.5 * (hspread)) 
Lower outer fence = lower hinge - (3 * (hspread)) 
Upper outer fence = upper hinge + (3 * (hspread)) 
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Figure A.1. Box plots for alachlor, metolachlor and atrazine in all samples at Site 23. 
Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure A.2, Box plots for DDT, dieldrin and desisopropyl atrazine in all samples at Site 23. 
Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure A.3. Box plots for cyanazine, simazine and heptachlor epoxide in all samples at 
Site 23. Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure AA. Box plots for endosulfan I, desethyl atrazine and endosulfan II in all samples 
at Site 23. Plots on left use all data with 0.5 x MOL substituted for <MOL 
values. Plots on right use only data with concenrations above MOL values. 
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Figure A.S. Box plots for pendimethalin, chlorpyrifos and endrin ketone in all samples 
at Site 23. Plots on left use all data with 0.5 x MOL substituted for <MOL 
values. Plots on right use only data with concenrations above MOL values. 
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Figure A.6. Box plots for DDE, BHCA and propazine in all samples at Site 23. 
Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure A.7. Box plots for atrazine, alachlor and metolachlor in surface-layer samples at Site 23. 
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Plots on right use only data with concenrations above MDL values. 
1 * * 
'" 
,,'0 '01- 'Oil< ,,1-'" 1-'0'0 '0,,1-
All Data 
All Data 
All Data 
* ~ * 
! I I I I I I 
,,1:l'J!'< 16 32 64 128 256 512 1024 
>MDL Data 
Desisopropyl Atrazine 
DDT 
Cyanazine 
I I I I I ! I I 
2 4 8 16 32 64 128 256 
>MDL Data 
I I I 
>MDL Data 
Figure A.8. Box plots for desisopropyl atrazine, DDT and cyanazine in surface-layer samples 
at Site 23. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.g. Box plots for dieldrin, simazine and endosulfan I in surface-layer samples 
at Site 23. Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
'V f----~·I # ** Lt--._--, 
I I I I I I I I I 
8 16 32 64 128 256 512 16 32 64 128 256 512 
All Data >MDL Data 
Oesethyl Atrazine 
;++fij: ** *I: * 
All Data >MDL Data 
Pendimethalin 
* * :++: 
o 
* 
I I I I I I I I I I I I I I I 
All Data >MDL Data 
Chlorpyrifos 
Figure A.i O. Box plots for desethyl atrazine, pendimethalin and chlorpyrifos in surface-layer 
samples at Site 23. Plots on left use all data with 0.5 x MDL sUbstituted for <MDL 
values. Plots on right use only data with concenrations above MDL values. 
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Figure A.11. Box plots for endrin key tone, heptachlor epoxide and endosulfan II in surface-layer 
samples at Site 23. Plots on left use all data with 0.5 x MOL substituted for <MOL 
values. Plots on right use only data with concenrations above MOL values. 
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Figure A.12. Box plots for propazine, DOE and BHCA in surface-layer samples at Site 23. 
Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.13. Box plots for aldrin, permethron and trifuralin in surface-layer samples at Site 23. 
Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure A.14. Box plots for DOD, endrin and metribuzin in surface-layer samples at Site 23. 
Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.15. Box plots for metribuzin DA, bromacil and heptachlor in surface-layer samples 
at Site 23. Plots on left use all data with 0.5 x MDL substituted for <MOL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure A.16. Box plots for carbofuran and disulfoton in surface-layer samples at Site 23. 
Plots on left use all data with 0.5 x MOL substituted·for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.i? Box plots for alachlor, metolachlor and atrazine in C-Iayer samples at Site 23. 
Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.18. Box plots for alachlor, metolachlor and atrazine in D-Iayer samples at Site 23. 
Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.19. Box plots for metolachlor, atrazine and trifuralin in all samples at Site 28. 
Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
o~amm am:aIDOO 00 0 o 0 
I I 
All Data 
COmDO COlil!IDOIliD OOarol) (DO DO 00 a 0 a 
I I I 
All Data 
Cl~ "I:) '1-1:) ~I:) '01:) ,,'01:) '0'1-1:) 'O~I:) ,,'1-'01:) '1-~'O1:) 
All Data 
Alachlor 
Pendimethalin 
Dieldrin 
I I I I I I I 
>MDL Data 
I I I 
>MDL Data 
I I I I I I 
2 4 8 16 32 64 128 256 
>MDL Data 
Figure A.20. Box plots for alachlor, pendimethalin and dieldrin in all samples at Site 28. 
Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure A.21. Box plots for BHCA, cyanazine and DDT in all samples at Site 28. 
Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.22. Box plots for desethyl atrazine, butylate and chlorpyrifos in all samples 
at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.23. Box plots for des isopropyl atrazine, metribuzin DA and endosulfan I in all samples 
at Site 28. Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure A.24. Box plots for endrin aldehyde, metribuzin and heptachlor epoxide in all samples 
at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.25. Box plots for DOE and propazine in all samples at Site 28. 
Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.26. Box plots for metolachlor, atrazine and trifuralin in surface-layer samples 
at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.27. Box plots for alachlor, pendimethalin and cyanazine in surface-layer samples 
at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.28. Box plots for dieldrin, DDT and chlorpyrifos in surface-layer samples at Site 28. 
Plots on left use all data with.O.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.29. Box plots for desethyl atrazine, butylate and desisopropyl atrazine in surface-layer 
samples at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.30. Box plots for metribuzin, metribuzin DA and endrin aldehyde in surface-layer samples 
at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.31. Box plots for endrin, propazine and endosulfan I in surface-layer samples 
at Site 28. Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure A.32. Box plots for endosulfan II, DOE and DDD in surface-layer samples at Site 28. 
Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MDL values. 
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Figure A.33. Box plots for heptachlor epoxide, BHeA and ethion in surface-layer samples 
at Site 28. Plots on left use all data with 0.5 x MDL substituted for <MDL values. 
Plots on right use only data with concenrations above MbL values. 
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Figure A.34. Box plots for phorate, endrin key tone and bromacil in surface-layer samples 
at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.35, Box plots for captan in surface-layer samples at Site 28, 
Plot on left uses all data with 0,5 x MDL substituted for <MDL values, 
Plot on right uses only data with concenrations above MDL values, 
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Figure A.36. Box plots for metolachlor, atrazine and BHCA in C-Iayer samples at Site 28. 
Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.37. Box plots for trifuralin, alachlor and pendimethalin in C-Iayer samples 
at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.38. Box plots for DDT, butylate and metribuzin DA in C-Iayer samples 
at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure A.39. Box plots for BHeA, metolachlor and desethyl atrazine in D-Iayer samples 
at Site 28. Plots on left use all data with 0.5 x MOL substituted for <MOL values. 
Plots on right use only data with concenrations above MOL values. 
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Figure E-1. Alachlor concentration in the surface at site 23. 
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Figure E-2. Alachlor concentration in the C layer at site 23. 
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Figure E-3. Alachlor concentration in the 0 layer of site 23. 
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Figure E-4_ Atrazine concentration in the surface at site 23. 
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Figure E-5. Atrazine concentration in the C layer at site 23. 
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Figure E-6. Atrazine concentration in the 0 layer at site 23. 
I 
180-1 
0 
• r 0 0 • 0 Concentration (ppb) • • 0 0 
0 • • 0 
• • 5 0 
1601 • 0 5 • 0 
• 
0 5 0 0 • 
• • 0 
0 5 • 0 0 • 
0 • • 
5 
• 
0 0 
0 • • 
4 
1401 • 0 0 0 4 0 
• 0 • • • 0 0 0 • • 
0 4 
• • 
0 0 • 
~ 0 0 • • 
4 
~ • • 0 0 0 Q) 0 
• • • 
4 
Qi • 0 0 0 • 0 3 g • • 0 0 • 0 • • 0 3 OJ • 0 0 • c: 0 0 • • 3 :c • • 0 0 1:: 0 • • 3 0 • 0 z 0 • 0 3 
• 
0 0 • 0 • • 
6 
• 0 0 • 2 0 • 
• 0 • 2 0 0 • • 2 • 0 0 • 0 0 • 0 0 0 • 2 • • 0 • 0 • • 2 0 • 0 801 • 0 0 0 • 0 • • • 0 
• 
0 0 • 
• 0 0 • 
• • 
0 
0 0 0 • 
• 0 • • 
• 
0 0 
• 
601 
0 0 • 0 • • 
r U~ • 0 • 0 0 • 0 • 0 
• • 0 
• 
4'1 0 f-• 
0 
• 
I I I I I I I I I 
60 80 100 120 140 160 180 200 220 
Easting (meters) 
Figure E-11. DDT concentration in the C layer at site 23. 
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Figure E-12. Metolachlor concentration in the surface at site 23. 
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Figure E-13. Metolachlor concentration in the C layer at site 23. 
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Figure E-15_ Trifuralin concentration in the surface at site 23. 
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Figure E-16. Atrazine concentration in the surface layer at Site 28. 
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Figure E-17. Atrazine concentration in the C layer at Site 28. 
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Figure E-18. Atrazine concentration in the D layer at Site 28. 
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Figure E-19. DDT, DOD and DOE concentrations in the surface layer at Site 28. 
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Figure E-20. DDT, DOD and DOE concentrations in the C layer at Site 28. 
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Figure E-21. Metribuzin and metabolite concentrations in the surface layer at Site 28. 
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Figure E-22. Metribuzin and metabolite concentrations in the C layer at Site 28. 
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Figure E-23. Metribuzin and metabolite concentrations in the 0 layer at Site 28. 
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Figure E-24. Metolachlor concentration in the surface layer at Site 28. 
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Figure E-25. Metolachlor concentration in the C layer at Site 28. 
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Figure E-26. Metolachlor concentrations in the D layer at Site 28. 
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Figure E-27. Pendimethalin in the surface layer at Site 28. 
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Figure E-28. Pendimethalin concentration in the C layer at Site 28. 
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Figure E-29. Pendimethalin concentration in the 0 layer of Site 28. 
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Figure E-7. Cyanazine concentration in the surface at site 23. 
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Figure E-9. Cyanazine concentration in the 0 layer at site 23. 
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Figure E-10. DDT concentration in the surface at site 23. 
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