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Abstract—We consider the Gel’fand-Pinsker problem in which
the channel and state are general, i.e., possibly non-stationary,
non-memoryless and non-ergodic. Using the information spec-
trum method and a non-trivial modification of the piggyback
coding lemma by Wyner, we prove that the capacity can be
expressed as an optimization over the difference of a spectral
inf- and a spectral sup-mutual information rate. We consider
various specializations including the case where the channel and
state are memoryless but not necessarily stationary.
Index Terms—Gel’fand-Pinsker, Information spectrum, Gen-
eral channels, General sources
I. INTRODUCTION
In this paper, we consider the classical problem of channel
coding with noncausal state information at the encoder, also
know as the Gel’fand-Pinsker problem [1]. In this problem,
we would like to send a uniformly distributed message over a
state-dependent channel Wn : Xn × Sn → Yn, where S,X
and Y are the state, input and output alphabets respectively.
The random state sequence Sn ∼ PSn is available noncausally
at the encoder but not at the decoder. See Fig. 1. The Gel’fand-
Pinsker problem consists in finding the maximum rate for
which there exists a reliable code. Assuming that the channel
and state sequence are stationary and memoryless, Gel’fand
and Pinsker [1] showed that this maximum message rate or
capacity C = C(W,PS) is given by
C = max
PU|S , g:U×S→X
|U|≤|X||S|+1
I(U ;Y )− I(U ;S). (1)
The coding scheme involves a covering step at the encoder to
reduce the uncertainty due to the random state sequence and
a packing step to decode the message [2, Chapter 7]. Thus,
we observe the covering rate I(U ;S) and the packing rate
I(U ;Y ) in (1). A weak converse can be proved by using the
Csisza´r-sum-identity [2, Chapter 7]. A strong converse was
proved by Tyagi and Narayan [3] using entropy and image-
size characterizations [4, Chapter 15]. The Gel’fand-Pinsker
problem has numerous applications, particularly in information
hiding and watermarking [5].
In this paper, we revisit the Gel’fand-Pinsker problem.
Instead of assuming stationarity and memorylessness on the
channel and state sequence, we let the channel Wn be a
general one in the sense of Verdu´ and Han [6], [7]. That
is, W = {Wn}∞n=1 is an arbitrary sequence of stochastic
mappings from Xn × Sn to Yn. We also model the state
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Fig. 1. The Gel’fand-Pinsker problem with rate-limited coded state infor-
mation available at the decoder [10], [11]. The message M is uniformly
distributed in [1 : exp(nR)] and independent of Sn. The compression index
Md is rate-limited and takes values in [1 : exp(nRd)]. The canonical
Gel’fand-Pinsker problem [1] is a special case in which the output of the
state encoder is a deterministic quantity.
distribution as a general one S ∼ {PSn ∈ P(Sn)}∞n=1. Such
generality allows us to understand optimal coding schemes
for general systems. We prove an analogue of the Gel’fand-
Pinsker capacity in (1) by using information spectrum analy-
sis [7]. Our result is expressed in terms of the limit superior
and limit inferior in probability operations [7]. For the direct
part, we leverage on a technique used by Iwata and Mura-
matsu [8] for the general Wyner-Ziv problem [2, Chapter 11].
Our proof technique involves a non-trivial modification of
Wyner’s piggyback coding lemma (PBL) [9, Lemma 4.3].
We also find the capacity region for the case where rate-
limited coded state information is available at the decoder.
This setting, shown in Fig. 1, was studied by Steinberg [10]
but we consider the scenario in which the state and channel
are general.
A. Main Contributions
There are two main contributions in this work.
First by developing a non-asymptotic upper bound on
the average probability for any Gel’fand-Pinsker problem
(Lemma 8), we prove that the general capacity is
C = sup I(U;Y)− I(U;S), (2)
where the supremum is over all conditional probability laws
{PXn,Un|Sn}∞n=1 (or equivalently over Markov chains Un −
(Xn, Sn)−Y n given the channel law Wn) and I(U;Y) (resp.
I(U;S)) is the spectral inf-mutual information rate (resp. the
spectral sup-mutual information rate) [7]. The expression in (2)
reflects the fact that there are two distinct steps: a covering step
and packing step. To cover successfully, we need to expend a
rate of I(U;S) + γ (for any γ > 0) as stipulated by general
fixed-length rate-distortion theory [12, Section VI]. Thus, each
subcodebook has to have at least ≈ exp(n(I(U;S) + γ))
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2sequences. To decode the codeword’s subcodebook index
correctly, we can have at most ≈ exp(n(I(U;Y) − γ))
codewords by the general channel coding result of Verdu´ and
Han [6]. We can specialize the general result in (2) to the
following scenarios: (i) no state information, thus recovering
the result by Verdu´ and Han [6], (ii) common state information
is available at the encoder and the decoder, (iii) the channel
and state are memoryless (but not necessarily stationary) and
(iv) mixed channels and states [7].
Second, we extend the above result to the case where coded
state information is available at the decoder. This problem
was first studied by Heegard and El Gamal [11] and later by
Steinberg [10]. In this case, we combine our coding scheme
with that of Iwata and Muramatsu for the general Wyner-Ziv
problem [8] to obtain the tradeoff between Rd, the rate of the
compressed state information that is available at the decoder,
and R be the message rate. We show that the tradeoff (or
capacity region) is the set of rate pairs (R,Rd) satisfying
Rd ≥ I(V;S)− I(V;Y) (3)
R ≤ I(U;Y|V)− I(U;S|V), (4)
for some (U,V) − (X,S) − Y. This general result can be
specialized the stationary, memoryless setting [10].
B. Related Work
The study of general channels started with the seminal work
by Verdu´ and Han [6] in which the authors characterized
the capacity in terms of the limit inferior in probability of
a sequence of information densities. See Han’s book [7]
for a comprehensive exposition on the information spectrum
method. This line of analysis provides deep insights into the
fundamental limits of the transmission of information over
general channels and the compressibility of general sources
that may not be stationary, memoryless or ergodic. Information
spectrum analysis has been used for rate-distortion [12], the
Wyner-Ziv problem [8], the Heegard-Berger problem [13], the
Wyner-Ahlswede-Ko¨rner (WAK) problem [14] and the wiretap
channel [15], [16]. The Wyner-Ziv and wiretap problems are
the most closely related to the problem we solve in this paper.
In particular, they involve differences of mutual informations
akin to the Gel’fand-Pinsker problem. Even though it is not
in the spirit of information spectrum methods, the work of Yu
et al. [17] deals with the Gel’fand-Pinsker problem for non-
stationary, non-ergodic Gaussian noise and state (also called
“writing on colored paper”). We contrast our work to [17] in
Section III-E.
It is also worth mentioning that bounds on the reliability
function (error exponent) for the Gel’fand-Pinsker problem
have been derived by Tyagi and Narayan [3] (upper bounds)
and Moulin and Wang [18] (lower bounds).
C. Paper Organization
The rest of this paper is structured as follows. In Sec-
tion II, we state our notation and various other definitions.
In Section III, we state all information spectrum-based re-
sults and their specializations. We conclude our discussion
in Section IV. The proofs of all results are provided in the
Appendices.
II. SYSTEM MODEL AND MAIN DEFINITIONS
In this section, we state our notation and the definitions of
the various problems that we consider in this paper.
A. Notation
Random variables (e.g., X) and their realizations (e.g., x)
are denoted by upper case and lower case serif font respec-
tively. Sets are denoted in calligraphic font (e.g., the alphabet
of X is X ). We use the notation Xn to mean a vector of
random variables (X1, . . . , Xn). In addition, X = {Xn}∞n=1
denotes a general source in the sense that each member of
the sequence Xn = (X(n)1 , . . . , X
(n)
n ) is a random vector.
The same holds for a general channel W = {Wn : Xn →
Yn}∞n=1, which is simply a sequence of stochastic mappings
from Xn to Yn. The set of all probability distributions with
support on an alphabet X is denoted as P(X ). We use the
notation X ∼ PX to mean that the distribution of X is
PX . The joint distribution induced by the marginal PX and
the conditional PY |X is denoted as PX ◦ PY |X . Information-
theoretic quantities are denoted using the usual notations [4],
[7] (e.g., I(X;Y ) for mutual information or I(PX , PY |X) if
we want to make the dependence on distributions explicit). All
logarithms are to the base e. We also use the discrete interval
[2] notation [i : j] := {i, . . . , j} and, for the most part, ignore
integer requirements.
We recall the following probabilistic limit operations [7].
Definition 1. Let U := {Un}∞n=1 be a sequence of real-
valued random variables. The limsup in probability of U is
an extended real-number defined as
p-lim sup
n→∞
Un := inf
{
α : lim
n→∞P(Un > α) = 0
}
. (5)
The liminf in probability of U is defined as
p-lim inf
n→∞
Un := − p-lim sup
n→∞
(−Un). (6)
We also recall the following definitions from Han [7]. These
definitions play a prominent role in the following.
Definition 2. Given a pair of stochastic processes (X,Y) =
{Xn, Y n}∞n=1 with joint distributions {PXn,Y n}∞n=1, the spec-
tral sup-mutual information rate is defined as
I(X;Y) := p-lim sup
n→∞
1
n
log
PY n|Xn(Y n|Xn)
PY n(Y n)
. (7)
The spectral inf-mutual information rate I(X;Y) is defined
as in (7) with p-lim inf in place of p-lim sup . The spectral
sup- and inf-conditional mutual information rates are defined
similarly.
B. The Gel’fand-Pinsker Problem
We now recall the definition of the Gel’fand-Pinsker prob-
lem. The setup is shown in Fig. 1 with Md = ∅.
Definition 3. An (n,Mn, ) code for the Gel’fand-Pinsker
problem with channel Wn : Xn × Sn → Yn and state
distribution PSn ∈ P(Sn) consists of
3• An encoder fn : [1 : Mn] × Sn → Xn (possibly
randomized)
• A decoder ϕn : Yn → [1 :Mn]
such that the average error probability in decoding the mes-
sage does not exceed , i.e.,
1
Mn
∑
sn∈Sn
PSn(s
n)
Mn∑
m=1
Wn(Bcm|fn(m, sn), sn) ≤ , (8)
where Bm := {yn ∈ Yn : ϕn(yn) = m} and Bcm := Yn \Bm.
We assume that the message is uniformly distributed in
the message set [1 : Mn] and that it is independent of the
state sequence Sn ∼ PSn . Here we remark that in (8) (and
everywhere else in the paper), we use the notation
∑
sn∈Sn
even though Sn may not be countable. This is the convention
we adopt throughout the paper even though integrating against
the measure PSn as in
∫
Sn ·dPSn would be more precise.
Definition 4. We say that the nonnegative number R is an -
achievable rate if there exists a sequence of (n,Mn, n) codes
for which
lim inf
n→∞
1
n
logMn ≥ R, lim sup
n→∞
n ≤ . (9)
The -capacity C is the supremum of all -achievable rates.
The capacity C := lim→0 C.
The capacity of the general Gel’fand-Pinsker channel is
stated in Section III-A. This generalizes the result in (1),
which is the capacity for the Gel’fand-Pinsker channel when
the channel and state are stationary and memoryless.
C. The Gel’fand-Pinsker Problem With Coded State Informa-
tion at the Decoder
In fact the general information spectrum techniques allow
us to solve a related problem which was first considered
by Heegard and El Gamal [11] and subsequently solved by
Steinberg [10]. The setup is shown in Fig. 1.
Definition 5. An (n,Mn,Md,n, ) code for the Gel’fand-
Pinsker problem with channel Wn : Xn×Sn → Yn and state
distribution PSn ∈ P(Sn) and with coded state information
at the decoder consists of
• A state encoder: fd,n : Sn → [1 :Md,n]
• An encoder: fn : [1 : Mn] × Sn → Xn (possibly
randomized)
• A decoder: ϕn : Yn × [1 :Md,n]→ [1 :Mn]
such that the average error probability in decoding the mes-
sage is no larger than , i.e.,
1
Mn
∑
sn∈Sn
PSn(s
n)
Mn∑
m=1
Wn(Bcm,sn |fn(m, sn), sn) ≤ 
(10)
where Bm,sn := {yn ∈ Yn : ϕn(yn, fd,n(sn)) = m}.
Definition 6. We say that the pair of nonnegative numbers
(R,Rd) is an achievable rate pair if there exists a sequence
t t t t --ff C R
I(U;S) I(U;S) I(U;Y) I(U;Y)
Info. Spec. of i(Un;Sn) Info. Spec. of i(Un;Y n)
Fig. 2. Illustration of Theorem 1 where i(Un;Sn) :=
n−1 log[PUn|Sn (Un|Sn)/PUn (Un)] and similarly for i(Un;Y n).
The capacity is the difference between I(U;Y) and I(U;S) evaluated
at the optimal processes. The stationary, memoryless case (Corollary 4)
corresponds to the situation in which I(U;S) = I(U;S) = I(U ;S) and
I(U;Y) = I(U;Y) = I(U ;Y ) so the information spectra are point
masses at the mutual informations.
of (n,Mn,Md,n, n) codes such that in addition to (9), the
following holds
lim sup
n→∞
1
n
logMd,n ≤ Rd. (11)
The set of all achievable rate pairs is known as the capacity
region C .
Heegard and El Gamal [11] (achievability) and Stein-
berg [10] (converse) showed for the discrete memoryless
channel and discrete memoryless state that the capacity region
C is the set of rate pairs (R,Rd) such that
Rd ≥ I(V ;S)− I(V ;Y ) (12)
R ≤ I(U ;Y |V )− I(U ;S|V ) (13)
for some Markov chain (U, V ) − (X,S) − Y . Furthermore,
X can be taken to be a deterministic function of (U, V, S),
|V| ≤ |X ||S| + 1 and |U| ≤ |X ||S|(|X ||S| + 1). The
constraint in (12) is obtained using Wyner-Ziv coding with
“source” S and “side-information” Y . The constraint in (13)
is analogous to the Gel’fand-Pinsker capacity where V is
common to both encoder and decoder. A weak converse was
proven using repeated applications of the Csisza´r-sum-identity.
We generalize Steinberg’s region for the general source S and
general channel W using information spectrum techniques in
Section III-F.
III. INFORMATION SPECTRUM CHARACTERIZATION OF
THE GENERAL GEL’FAND-PINSKER PROBLEM
In this Section, we first present the main result concerning
the capacity of the general Gel’fand-Pinsker problem (Defini-
tion 3) in Section III-A. These results are derived using the
information spectrum method. We then derive the capacity
for various special cases of the Gel’fand-Pinsker problem
in Section III-B (two-sided common state information) and
Section III-C (memoryless channels and state). We consider
mixed states and mixed channels in Section III-D. The main
ideas in the proof are discussed in Section III-E. Finally, in
Section III-F, we extend our result to the general Gel’fand-
Pinsker problem with coded state information at the decoder
(Definition 5).
4A. Main Result and Remarks
We now state our main result followed by some simple
remarks. The proof can be found in Appendices A and B.
Theorem 1 (General Gel’fand-Pinsker Capacity). The capac-
ity of the general Gel’fand-Pinsker channel with general states
(W,S) (see Definition 4) is
C = sup
U−(X,S)−Y
I(U;Y)− I(U;S) (14)
where the maximization is over all sequences of random
variables (U,X,S,Y) = {Un, Xn, Sn, Y n}∞n=1 forming the
requisite Markov chain,1 having the state distribution coin-
ciding with S and having conditional distribution of Y given
(X,S) equal to the general channel W.
See Fig. 2 for an illustration of Theorem 1.
Remark 1. The general formula in (14) is the dual of that in
the Wyner-Ziv case [8]. However, the proofs, and in particular,
the constructions of the codebooks, the notions of typicality
and the application of Wyner’s PBL, are subtly different
from [8], [14], [19]. We discuss these issues in Section III-E.
Another problem which involves difference of mutual informa-
tion quantities is the wiretap channel [2, Chapter 22]. General
formulas for the secrecy capacity using channel resolvability
theory [7, Chapter 5] were provided by Hayashi [15] and
Bloch and Laneman [16]. They also involve the difference
between spectral inf-mutual information rate (of the input and
the legitimate receiver) and sup-mutual information rate (of
the input and the eavesdropper).
Remark 2. Unlike the usual Gel’fand-Pinsker formula for
stationary and memoryless channels and states in (1), we
cannot conclude that the conditional distribution we are opti-
mizing over PXn,Un|Sn in (14) can be decomposed into the
conditional distribution of Un given Sn (i.e., PUn|Sn ) and a
deterministic function (i.e., 1{xn = gn(un, sn)}).
Remark 3. If there is no state, i.e., S = ∅ in (14), then we
recover the general formula for channel capacity by Verdu´ and
Han (VH) [6]
CVH = sup
X
I(X;Y). (15)
The achievability follows by setting U = X. The converse
follows by noting that I(U;Y) ≤ I(X;Y) because U−X−
Y [6, Theorem 9]. This is the analogue of the data processing
inequality for the spectral inf-mutual information rate.
Remark 4. The general formula in (14) can be slightly
generalized to the Cover-Chiang (CC) setting [20] in which
(i) the channel Wn : Xn × Sne × Snd → Yn depends on two
state sequences (Sne , S
n
d ) ∼ PSne ,Snd (in addition to Xn), (ii)
partial channel state information Sne is available noncausally
at the encoder and (iii) partial channel state information Snd is
available at the decoder. In this case, replacingY with (Y,Sd)
and S with Se in (14) yields
CCC = sup
U−(X,Se,Sd)−(Y,Sd)
I(U;Y,Sd)− I(U;Se), (16)
1For three processes (X,Y,Z) = {Xn, Y n, Zn}∞n=1, we say that X−
Y − Z forms a Markov chain if Xn − Y n − Zn for all n ∈ N.
where the supremum is over all processes (U,X,Se,Sd,Y)
such that (Se,Sd) coincides with the state distributions
{PSne ,Snd }∞n=1 and Y given (X,Se,Sd) coincides with the se-
quence of channels {Wn}∞n=1. Hence the optimization in (16)
is over the conditionals {PXn,Un|Sne }∞n=1.
B. Two-sided Common State Information
Specializing (16) to the case where Se = Sd = S, i.e., the
same side information is available to both encoder and decoder
(ED), does not appear to be straightforward without further
assumptions. Recall that in the usual scenario [20, Case 4
in Corollary 1], we use the identification U = X and chain rule
for mutual information to assert that I(X;Y, S)− I(X;S) =
I(X;Y |S) evaluated at the optimal PX|S is the capacity.
However, in information spectrum analysis, the chain rule
does not hold for the p-lim inf operation. In fact, p-lim inf
is superadditive [7]. Nevertheless, under the assumption that
a sequence of information densities converges in probability,
we can derive the capacity of the general channel with general
common state available at both terminals using Theorem 1.
Corollary 2 (General Channel Capacity with State at ED).
Consider the problem
CED = sup
X
I(X;Y|S), (17)
where the supremum is over all (X,S,Y) such that S co-
incides with the given state distributions {PSn}∞n=1 and Y
given (X,S) coincides with the given channels {Wn}∞n=1.
Assume that the maximizer of (17) exists and denote it
by {P ∗Xn|Sn}∞n=1. Let the distribution of X∗ given S be
{P ∗Xn|Sn}∞n=1. If
I(X∗;S) = I(X∗;S), (18)
then the capacity of the state-dependent channel with state S
available at both encoder and decoder is CED in (17).
The proof is provided in Appendix C. If the joint process
(X∗,S) satisfies (18) (and X and S are finite sets), it is called
information stable [21]. In other words, the limit distribu-
tion of n−1 log[PUn|Sn(Un|Sn)/PUn(Un)] (where PUn|Sn =
P ∗Xn|Sn ) in Fig. 2 concentrates at a single point. We remark
that a different achievability proof technique (that does not
use Theorem 1) would allow us to dispense of the information
stability assumption. We can simply develop a conditional ver-
sion of Feinstein’s lemma [7, Lemma 3.4.1] to prove the direct
part of (17). However, we choose to start from Theorem 1,
which is the most general capacity result for the Gel’fand-
Pinsker problem. Note that the converse of Corollary 2 does
not require (18).
C. Memoryless Channels and Memoryless States
To see how we can use Theorem 1 in concretely, we
specialize it to the memoryless (but not necessarily stationary)
setting and we provide some interesting examples. In the
memoryless setting, the sequence of channels W = {Wn}∞n=1
and the sequence of state distributions PS = {PSn}∞n=1
are such that for every (xn, yn, sn) ∈ Xn × Yn × Sn, we
5have Wn(yn|xn, sn) = ∏ni=1Wi(yi|xi, si), and PSn(sn) =∏n
i=1 PSi(si) for some {Wi : X × S → Y}∞i=1 and some
{PSi ∈ P(S)}∞i=1.
Corollary 3 (Memoryless Gel’fand-Pinsker Channel Ca-
pacity). Assume that X ,Y and S are finite sets and the
Gel’fand-Pinsker channel is memoryless and characterized
by {Wi}∞i=1 and {PSi}∞i=1. Define φ(PX,U |S ;W,PS) :=
I(U ;Y ) − I(U ;S). Let the maximizers to the optimization
problems indexed by i ∈ N
C(Wi, PSi) = max
PX,U|S
|U|≤|X||S|+1
φ(PX,U |S ;Wi, PSi) (19)
be denoted as P ∗Xi,Ui|Si : S → X × U . Let P ∗Si,Xi,Ui,Yi =
PSi ◦ P ∗Xi,Ui|Si ◦ Wni ∈ P(S × X × U × Y) be the joint
distribution induced by P ∗Xi,Ui|Si . Assume that either of the
two limits
lim
n→∞
1
n
n∑
i=1
I(PSi , P
∗
Ui|Si), limn→∞
1
n
n∑
i=1
I(P ∗Ui , P
∗
Yi|Ui)
(20)
exist. Then the capacity of the memoryless Gel’fand-Pinsker
channel is
CM′less = lim inf
n→∞
1
n
n∑
i=1
C(Wi, PSi). (21)
The proof of Corollary 3 is detailed in Appendix D. The
Cesa`ro summability assumption in (20) is only required for
achievability. We illustrate the assumption in (20) with two
examples in the sequel. The proof of the direct part of
Corollary 3 follows by taking the optimization in the general
result (14) to be over memoryless conditional distributions.
The converse follows by repeated applications of the Csisza´r-
sum-identity [2, Chapter 2]. If in addition to being memory-
less, the channels and states are stationary (i.e., each Wi and
each PSi is equal to W and PS respectively), the both limits
in (20) exist since P ∗Xi,Ui|Si is the same for each i ∈ N.
Corollary 4 (Stationary, Memoryless Gel’fand-Pinsker Chan-
nel Capacity). Assume that S is a finite set. In the stationary,
memoryless case, the capacity of the Gel’fand-Pinsker chan-
nels given by C(W,PS) in (1).
We omit the proof because it is a straightforward conse-
quence of Corollary 3. Close examination of the proof of
Corollary 3 shows that only the converse of Corollary 4
requires the assumption that |S| < ∞. The achievability of
Corollary 4 follows easily from Khintchine’s law of large
numbers [7, Lemma 1.3.2] (for abstract alphabets).
To gain a better understanding of the assumption in (20)
in Corollary 3, we now present a couple of (pathological)
examples which are inspired by [7, Remark 3.2.3].
Example 1. Let J := {i ∈ N : 22k−1 ≤ i < 22k, k ∈
N} = [2 : 3] ∪ [8 : 15] ∪ [32 : 63] ∪ . . .. Consider a discrete,
nonstationary, memoryless channel W satisfying
Wi =
{
W˜a i ∈ J
W˜b i ∈ J c , (22)
where W˜a, W˜b : X × S → Y are two distinct channels. Let
PSn = Q
n be the n-fold extension of some Q ∈ P(S).
Let V ∗m : S → U be the U-marginal of the maximizer
of (19) when the channel is W˜m,m ∈ {a,b}. In general,
I(Q,V ∗a ) 6= I(Q,V ∗b ). Because lim infn→∞ 1n |J ∩ [1 : n]| =
1
3 6= lim supn→∞ 1n |J ∩ [1 : n]| = 23 , the first limit in (20)
does not exist. Similarly, the second limit does not exist in
general and Corollary 3 cannot be applied.
Example 2. Let J be as in Example 1 and let the set of
even and odd positive integers be E and O respectively. Let
S,X ,Y = {0, 1}. Consider a binary, nonstationary, memory-
less channel W satisfying
Wi =

W˜a i ∈ O ∩ J
W˜b i ∈ O ∩ J c
W˜c i ∈ E
, (23)
where W˜a, W˜b, W˜c : X × S → Y . Also consider a binary,
nonstationary, memoryless state S satisfying
PSi =
{
Qa i ∈ O
Qb i ∈ E , (24)
where Qa, Qb ∈ P({0, 1}). In addition, assume that
W˜m( · | · , s) for (m, s) ∈ {a,b}×{0, 1} are binary symmetric
channels with arbitrary crossover probabilities qms ∈ (0, 1).
Let V ∗m,l : S → U be the U-marginal of the maximizer in (19)
when the channel is W˜m,m ∈ {a,b} and the state distribution
is Ql, l ∈ {a,b}. For m ∈ {a,b} (odd blocklengths),
due to the symmetry of the channels the optimal V ∗m,a(u|s)
is Bernoulli( 12 ) and independent of s [2, Problem 7.12(c)].
Thus, for all odd blocklengths, the mutual informations in the
first limit in (20) are equal to zero. Clearly, the first limit
in (20) exists, equalling 12I(Qb, V
∗
c,b) (contributed by the even
blocklengths). Therefore, Corollary 3 applies and we can show
that the Gel’fand-Pinsker capacity is
C =
1
2
[
G(Qa) + C(W˜c, Qb)
]
(25)
where C(W,PS) in (19) is given explicitly in [2, Prob-
lem 7.12(c)] and G : P({0, 1})→ R is defined as
G(Q) :=
2
3
min
{
C(W˜a, Q), C(W˜b, Q)
}
+
1
3
max
{
C(W˜a, Q), C(W˜b, Q)
}
. (26)
See Appendix E for the derivation of (25). The expression in
(25) implies that the capacity consists of two parts: C(W˜c, Qb)
represents the performance of the system (W˜c, Qb) at even
blocklengths, while G(Qa) represents the non-ergodic be-
havior of the channel at odd blocklengths with state distri-
bution Qa; cf. [7, Remark 3.2.3]. In the special case that
C(W˜a, Qa) = C(W˜b, Qa) (e.g., W˜a = W˜b), then the capacity
is the average of G(Qa) = C(W˜a, Qa) and C(W˜c, Qb).
D. Mixed Channels and Mixed States
Now we use Theorem 1 to compute the capacity of the
Gel’fand-Pinsker channel when the channel and state sequence
6are mixed. More precisely, we assume that
Wn(yn|xn, sn) =
∞∑
k=1
αkW
n
k (y
n|xn, sn), (27)
PSn(s
n) =
∞∑
l=1
βlPSnl (s
n). (28)
Note that we require
∑∞
k=1 αk =
∑∞
l=1 βl = 1. In fact, let
K := {k ∈ N : αk > 0} and L := {l ∈ N : βl > 0}.
Note that if Snl is a stationary and memoryless source, S
n the
composite source given by (28), is a canonical example of a
non-ergodic and stationary source. By (27), the channel Wn
can be regarded as an average channel given by the convex
combination of |K| constituent channels. It is stationary but
non-ergodic and non-memoryless. Given PXn,Un|Sn , define
the following random variables which are indexed by k and l:
(Snl , X
n
l , U
n
l , Y
n
kl) ∼ PSnl ◦ PXn,Un|Sn ◦Wnk . (29)
Corollary 5 (Mixed Channels and Mixed States). The capac-
ity of the general mixed Gel’fand-Pinsker channel with general
mixed state as in (27)–(29) is
C = sup
U−(X,S)−Y
{
inf
(k,l)∈K×L
I(Ul;Ykl)− sup
l∈L
I(Ul;Sl)
}
(30)
where the maximization is over all sequences of random
variables (U,X,S,Y) = {Un, Xn, Sn, Y n}∞n=1 with state
distribution coinciding with S in (28) and having conditional
distribution of Y given (X,S) equal to the general channel
W in (27). Furthermore, if each general state sequence Snl
and each general channel Wnk is stationary and memoryless,
the capacity is lower bounded as
C ≥ max
U−(X,S)−Y
{
inf
(k,l)∈K×L
I(Ul;Ykl)− sup
l∈L
I(Ul;Sl)
}
(31)
where (Sl, Xl, Ul, Ykl) ∼ PSl ◦ PX,U |S ◦ Wk and the max-
imization is over all joint distributions PU,X,S,Y satisfying
PU,X,S,Y =
∑
k,l αkβlPSlPX,U |SWk for some PX,U |S .
Corollary 5 is proved in Appendix F and it basically
applies [7, Lemma 3.3.2] to the mixture with components
in (29). Different from existing analyses for mixed channels
and sources [7], [8], here there are two independent mixtures—
that of the channel and the state. Hence, we need to minimize
over two indices for the first term in (30). If instead of the
countable number of terms in the sums in (27) and (28),
the number of mixture components (of either the source
or channel) is uncountable, Corollary 5 no longer applies
and a corresponding result has to involve the assumptions
that the alphabets are finite and the constituent channels are
memoryless. See [7, Theorem 3.3.6].
The corollary says that the Gel’fand-Pinsker capacity is
governed by two elements: (i) the “worst-case” virtual channel
(from Un to Yn), i.e., the one with the smallest packing rate
I(Ul;Ykl) and (ii) the “worst-case” state distribution, i.e.,
the one that results in the largest covering rate I(Ul;Sl).
Unfortunately, obtaining a converse result for the stationary,
memoryless case from (30) does not appear to be straight-
forward. The same issue was also encountered for the mixed
wiretap channel [16].
E. Proof Idea of Theorem 1
1) Direct part: The high-level idea in the achievabil-
ity proof is similar to the usual Gel’fand-Pinsker coding
scheme [1] which involves a covering step to reduce the
uncertainty due to the random state sequence and a packing
step to decode the transmitted codeword. However, to use
the information spectrum method on the general channel
and general state, the definitions of “typicality” have to be
restated in terms of information densities. See the definitions
in Appendix A. The main burden for the proof is to show
that the probability that the transmitted codeword Un is not
“typical” with the channel output Y n vanishes. In regular
Gel’fand-Pinsker coding, one appeals to the conditional typ-
icality lemma [1, Lemma 2] [2, Chapter 2] (which holds for
“strongly typical sets”) to assert that this error probability is
small. But the “typical sets” used in information spectrum
analysis do not allow us to apply the conditional typicality
lemma in a straightforward manner. For example, our decoder
is a threshold test involving the information density statistic
n−1 log(PY n|Un/PY n). It is not clear in the event that there is
no covering error that the transmitted Un codeword passes the
threshold test (i.e., n−1 log(PY n|Un/PY n) exceeds a certain
threshold) with high probability.
To get around this problem, we modify Wyner’s PBL2 [9,
Lemma 4.3] [22, Lemma A.1] accordingly. Wyner essentially
derived an analog of the Markov lemma [2, Chapter 12]
without strong typicality by introducing a new “typical set”
defined in terms of conditional probabilities. This new defini-
tion is particularly useful for problems that involve covering
and packing as well as having some Markov structure. Our
analysis is somewhat similar to the analyses of the general
Wyner-Ziv problem in [8] and the WAK problem in [14], [19].
This is unsurprising given that the Wyner-Ziv and Gel’fand-
Pinsker problems are duals [20]. However, unlike in [8], we
construct random subcodebooks and use them in subsequent
steps rather than to assert the existence of a single codebook
via random selection and subsequently regard it as being
deterministic. This is because unlike Wyner-Ziv, we need
to construct exponentially many subcodebooks each of size
≈ exp(nI(U;S)) and indexing a message in [1 : Mn]. We
also require each of these subcodebooks to be different and
identifiable based on the channel output. Also, our analogue
of Wyner’s “typical set” is different from previous works.
We also point out that Yu et al. [17] considered the Gaussian
Gel’fand-Pinsker problem for non-stationary and non-ergodic
channel and state. However, the notion of typicality used is
2 One version of the piggyback coding lemma (PBL), given in [22, Lemma
A.1], can be stated as follows: If U − V −W are random variables forming
Markov chain, (Un, V n,Wn) ∼ ∏ni=1 PU,V (ui, vi)PW |V (wi|vi), and
ψn : Un ×Wn → [0, 1] is a function satisfying Eψn(Un,Wn)→ 0, then
for any given ε > 0, for all sufficiently large n there exists a mapping
gn : Vn → Wn such that (i) 1n log ‖gn‖ ≤ I(V ;W ) + ε and (ii)
Eψn(Un, gn(V n)) < ε. The function ψn(un, wn) is usually taken to be
the indicator that (un, wn) are jointly typical.
7“weak typicality”, which means that the sample entropy is
close to the entropy rate. This notion does not generalize well
for obtaining the capacity expression in (14), which involves
limits in probability of information densities. Furthermore,
Gaussianity is a crucial hypothesis in the proof of the asymp-
totic equipartition property in [17].
2) Converse part: For the converse, we use the Verdu´-Han
converse [7, Lemma 3.2.2] and the fact that the message is
independent of the state sequence. Essentially, we emulate the
steps for the converse of the general wiretap channel presented
by Bloch and Laneman [16, Lemma 3].
F. Coded State Information at Decoder
We now state the capacity region of the coded state infor-
mation problem (Definition 5).
Theorem 6 (Coded State Information at Decoder). The capac-
ity region of the Gel’fand-Pinsker problem with coded state
information at the decoder C (see Definition 6) is given by
the set of pairs (R,Rd) satisfying
R ≤ I(U;Y|V)− I(U;S|V) (32)
Rd ≥ I(V;S)− I(V;Y) (33)
for (U,V,X,S,Y) = {Un, V n, Xn, Sn, Y n}∞n=1 satisfying
(U,V)− (X,S)−Y, having the state distribution coinciding
with S and having conditional distribution of Y given (X,S)
equal to the general channel W.
A proof sketch is provided in Appendix G. For the direct
part, we combine Wyner-Ziv and Gel’fand-Pinsker coding
to obtain the two constraints in Theorem 6. To prove the
converse, we use exploit the independence of the message
and the state, the Verdu´-Han lemma [7, Lemma 3.2.2] and the
proof technique for the converse of the general rate-distortion
problem [7, Section 5.4]. Because the proof of Theorem 6 is
very similar to Theorem 1, we only provide a sketch. We note
that similar ideas can be easily employed to find the general
capacity region for the problem of coded state information at
the encoder (and full state information at the decoder) [23].
In analogy to Corollary 4, we can use Theorem 6 to recover
Steinberg’s result [10] for the stationary, memoryless case. See
Appendix H for the proof.
Corollary 7 (Coded State Information at Decoder for Sta-
tionary, Memoryless Channels and States). Assume that S
is a finite set. The capacity of the Gel’fand-Pinsker channel
with coded state information at the decoder in the stationary,
memoryless case is given in (12) and (13).
IV. CONCLUSION
In this work, we derived the capacity of the general
Gel’fand-Pinsker channel with general state distribution us-
ing the information spectrum method. We also extended the
analysis to the case where coded state information is available
at the decoder.
APPENDIX
A. Proof of Theorem 1
Basic definitions: Fix γ1, γ2 > 0 and some conditional
distribution PXn,Un|Sn . Define the sets
T1 :=
{
(un, yn) ∈ Un × Yn : 1
n
log
PY n|Un(yn|un)
PY n(yn)
≥ I(U;Y)− γ1
}
(34)
T2 :=
{
(un, sn) ∈ Un × Sn : 1
n
log
PUn|Sn(un|sn)
PUn(un)
≤ I(U;S) + γ2
}
, (35)
where the random variables (Sn, Xn, Un, Y n) ∼ PSn ◦
PXn,Un|Sn ◦Wn. We define the probabilities
pi1 := P((Un, Y n) /∈ T1) (36)
pi2 := P((Un, Sn) /∈ T2), (37)
where (Un, Y n) ∼ PUn,Y n and (Un, Sn) ∼ PUn,Sn and
where these joint distributions are computed with respect to
PSn ◦ PXn,Un|Sn ◦Wn. Note that pi1 and pi2 are information
spectrum [7] quantities.
Proof: We begin with achievability. We show that the rate
R := I(U;Y)− 2γ1 − (I(U;S) + 2γ2) (38)
is achievable. The next lemma provides an upper bound on
the error probability in terms of the above quantities.
Lemma 8 (Nonasymptotic upper bound on error probability
for Gel’fand-Pinsker). Fix a sequence of conditional distribu-
tions {PXn,Un|Sn}∞n=1. This specifies I(U;Y) and I(U;S).
For every positive integer n, there exists an (n, exp(nR), ρn)
code for the general Gel’fand-Pinsker channel where R is
defined in (38) and
ρn := 2pi
1/2
1 + pi2 + exp (− exp(nγ2)) + exp (−nγ1) . (39)
The proof of Lemma 8 is provided in Appendix B. We
note that there have been stronger nonasymptotic bounds for
the Gel’fand-Pinsker problem developed recently [24]–[26] but
Lemma 8 suffices for our purposes because the main theorem
is an asymptotic one. We prove Lemma 8 in full in Section B.
This argument is classical and follows the original idea of
Wyner’s piggyback coding lemma [9, Lemma 4.3] with a few
modifications as discussed in Section III-E1.
Now, for any fixed γ1, γ2 > 0, the last two terms in (39) tend
to zero. By the definition of spectral inf-mutual information
rate,
pi1 = P
(
1
n
log
PY n|Un(Y n|Un)
PY n(Y n)
< I(U;Y)− γ1
)
(40)
goes to zero. By the definition of the spectral sup-mutual
information rate,
pi2 = P
(
1
n
log
PUn|Sn(Un|Sn)
PUn(Un)
> I(U;S) + γ2
)
(41)
also goes to zero. Hence, in view of (39), the error probability
vanishes with increasing blocklength. This proves that the rate
8R in (38) is achievable. Taking γ1, γ2 → 0 and maximizing
over all chains U − (X,S) − Y proves the direct part of
Theorem 1.
For the converse, we follow the strategy for proving the
converse for the general wiretap channel as done by Bloch and
Laneman [16, Lemma 3]. Consider a sequence of (n,Mn, n)
codes (Definition 3) achieving a rate Rn = 1n logMn. Let
Un ∈ Un denote an arbitrary random variable representing the
uniform choice of a message in [1 :Mn]. Because the message
is independent of the state (cf. discussion after Definition 3),
this induces the joint distribution PSn ◦ PUn ◦ PXn|Un,Sn ◦
Wn where PXn|Un,Sn models possible stochastic encoding.
Clearly by the independence,
I(U;S) = 0. (42)
Let the set of processes (S,U,X,Y) in which each col-
lection of random variables (Sn, Un, Xn, Y n) is distributed
as PSn ◦ PUn ◦ PXn|Un,Sn ◦ Wn (resp. PSn ◦ PUn|Sn ◦
PXn|Un,Sn ◦ Wn) be IW,S for “independent” (resp. DW,S
for “dependent”). Fix γ > 0. The Verdu´-Han converse
theorem [7, Lemma 3.2.2] states that for any (n,Mn, n)
code for the general virtual channel PY n|Un(yn|un) :=∑
xn,snW
n(yn|xn, sn)PXn|Un,Sn(xn|un, sn)PSn(sn),
n ≥ P
(
1
n
log
PY n|Un(Y n|Un)
PY n(Y n)
≤ 1
n
logMn − γ
)
− exp(−nγ), (43)
where Un is uniform over the message set [1 :Mn]. Suppose
now that Mn = dexp[n(I(U;Y) + 2γ)]e. Then,
n ≥ P
(
1
n
log
PY n|Un(Y n|Un)
PY n(Y n)
≤ I(U;Y) + γ
)
− exp(−nγ). (44)
By the definition of the spectral inf-mutual information rate,
the first term on the right hand side of (44) converges to 1.
Since exp(−nγ) → 0, n → 1 if Mn = dexp[n(I(U;Y) +
2γ)]e. This means that a necessary condition for the code to
have vanishing error probability is for R = limn→∞Rn to
satisfy
R ≤ I(U;Y) + 2γ (45)
= I(U;Y)− I(U;S) + 2γ (46)
≤ sup
(S,U,X,Y)∈IW,S
{
I(U;Y)− I(U;S)}+ 2γ, (47)
≤ sup
(S,U,X,Y)∈DW,S
{
I(U;Y)− I(U;S)}+ 2γ, (48)
where (46) follows from (42) and (48) follows because
IW,S ⊂ DW,S because the set of dependent processes
includes the independent processes as a special case. Since
γ > 0 is arbitrary, we have proven the upper bound of (14)
and this completes the proof of Theorem 1.
B. Proof of Lemma 8
Proof: Refer to the definitions of the sets T1 and T2 and
the probabilities pi1 and pi2 in Appendix A in which the random
variables (Sn, Xn, Un, Y n) ∼ PSn ◦PXn,Un|Sn ◦Wn. Define
the mapping η : Un × Sn → R+ as
η(un, sn) :=
∑
xn
∑
yn:(un,yn)/∈T1
Wn(yn|xn, sn)
× PXn|Un,Sn(xn|un, sn) (49)
where PXn|Un,Sn is the conditional induced by PXn,Un|Sn .
Analogous to [9, Lemma 4.3], define the set
A :=
{
(un, sn) ∈ Un × Sn : η(un, sn) ≤ pi1/21
}
. (50)
Note the differences between the definition of η vis-a`-vis that
in [9, Lemma 4.3]. In particular, the summand in the definition
of η in (49) depends on PXn|Un,Sn and the channel Wn. Now,
for brevity, define the “inflated rate”
R˜ := I(U;Y)− 2γ1 (51)
so the rate of each subcodebook is R˜−R = I(U;S) + 2γ2.
Random code generation: Randomly and independently
generate dexp(nR˜)e codewords {un(l) : l ∈ [1 : exp(nR˜)]}
each drawn from PUn . Denote the set of random codewords
and a specific realization as C and c respectively. Determinis-
tically partition the codewords in C into dexp(nR)e subcode-
books C(m) = {un(l) : l ∈ [(m − 1) exp(n(R˜ − R)) + 1 :
m exp(n(R˜−R))]} where m ∈ [1 : exp(nR)]. Note that each
subcodebook contains dexp(n(I(U;S) + 2γ2))e codewords.
Here is where our coding scheme differs from the general
Wyner-Ziv problem [8] and the general WAK problem [14],
[19]. We randomly generate exponentially many subcodebooks
instead of asserting the existence of one by random selection
via Wyner’s PBL [9, Lemma 4.3]. By retaining the randomness
in the Un codewords, it is easier to bound the probability of
the decoding error E3 defined in (56).
Encoding: The encoder, given m ∈ [1 : exp(nR)] and the
state sequence sn ∈ Sn (noncausally), finds the sequence
un(lˆ) ∈ C(m) with the smallest index lˆ satisfying
(un(lˆ), sn) ∈ A. (52)
If no such lˆ exists, set lˆ = 1. Randomly generate a sequence
xn ∼ PXn|Un,Sn( · |un(lˆ), sn) and transmit it as the channel
input in addition to sn. Note that the rate of the code is given
by R in (38) since there are dexp(nR)e subcodebooks, each
representing one message.
Decoding: Given yn ∈ Yn decoder declares that mˆ ∈ [1 :
exp(nR)] is the message sent if it is the unique message such
that
(un(l), yn) ∈ T1 (53)
for some un(l) ∈ C(mˆ). If there is no such unique mˆ declare
an error.
Analysis of Error Probability: Assume that m = 1 and L
denotes the random index chosen by the encoder. Note that
L = L(Sn) is a random function of the random state sequence
Sn. We will denote the chosen codeword interchangeably by
Un(L) or FC(Sn) ∈ Un. The latter notation makes it clear
that the chosen codeword is a random function of the state.
The randomness of FC(Sn) comes not only from the random
9state Sn but also from the random codewords in C. There are
three sources of error:
E1 := {∀Un(l) ∈ C(1) : (Un(l), Sn) /∈ A} (54)
E2 := {(Un(L), Y n) /∈ T1} (55)
E3 := {∃Un(l˜) /∈ C(1) : (Un(l˜), Y n) ∈ T1} (56)
In term of E1, E2 and E3, the probability of error P(E) defined
in (8) can be bounded as
P(E) ≤ P(E1) + P(E2 ∩ Ec1) + P(E3). (57)
We bound each of the probabilities above: First consider
P(E1):
P(E1) = P(∀Un(l) ∈ C(1) : (Un(l), Sn) /∈ A) (58)
=
∑
sn
PSn(s
n)
 ∑
un:(un,sn)/∈A
PUn(u
n)
|C(1)| , (59)
where (59) holds because the codewords Un(l) are generated
independently of each other and they are independent of the
state sequence Sn. We now upper bound (59) as follows:
P(E1) ≤
∑
sn
PSn(s
n)
[
1−
∑
un
PUn(u
n)χ(un, sn)
]|C(1)|
(60)
where χ(un, sn) is the indicator of the set A ∩ T2, i.e.,
χ(un, sn) := 1{(un, sn) ∈ A ∩ T2}. (61)
Clearly, by using the definition of T2 in (35), we have that for
all (un, sn) ∈ A ∩ T2,
PUn(u
n) ≥ PUn|Sn(un|sn) exp(−n(I(U;S) + γ2)). (62)
Thus substituting the bound in (62) into (60), we have
P(E1)
≤
∑
sn
PSn(s
n)
[
1− exp(−n(I(U;S) + γ2))
×
∑
un
PUn|Sn(un|sn)χ(un, sn)
]|C(1)|
(63)
≤
∑
sn
PSn(s
n)
[
1−
∑
un
PUn|Sn(un|sn)χ(un, sn)
+ exp
[− exp(−n(I(U;S) + γ2))|C(1)|] ], (64)
where (64) comes from the inequality (1 − xy)k ≤ 1 −
x + exp(yk). Recall that the size of the subcodebook C(1)
is |C(1)| = dexp(n(I(U;S) + 2γ2))e. Thus,
P(E1)
≤
∑
sn
PSn(s
n)
[
1−
∑
un
PUn|Sn(un|sn)χ(un, sn)
+ exp (− exp(nγ2))
]
(65)
= P ((Un, Sn) ∈ Ac ∪ T c2 ) + exp (− exp(nγ2)) (66)
≤ P ((Un, Sn) ∈ Ac) + P((Un, Sn) ∈ T c2 )
+ exp (− exp(nγ2)) (67)
= P ((Un, Sn) ∈ Ac) + pi2 + exp (− exp(nγ2)) , (68)
where (66) follows from the definition of χ(un, sn) in (61),
and (68) follows from the definition of pi2 in (37). We now
bound the first term in (68). We have
P ((Un, Sn) ∈ Ac)
= P
(
η(Un, Sn) > pi
1/2
1
)
(69)
≤ pi−1/21 E (η(Un, Sn)) (70)
= pi
−1/2
1
∑
un,sn
PUn,Sn(u
n, sn)η(un, sn) (71)
= pi
−1/2
1
∑
un,sn
PUn,Sn(u
n, sn)
×
∑
xn
∑
yn:(un,yn)/∈T1
Wn(yn|xn, sn)PXn|Un,Sn(xn|un, sn)
(72)
= pi
−1/2
1
∑
un,sn,xn,yn:
(un,yn)/∈T1
PUn,Sn,Xn,Y n(u
n, sn, xn, yn) (73)
= pi
−1/2
1 P((U
n, Y n) /∈ T1) (74)
≤ pi1/21 (75)
where (70) is by Markov’s inequality and (72) is due to the
definition of η(un, sn) in (49). Equality (73) follows by the
Markov chain Un−(Xn, Sn)−Y n and (75) is by the definition
of pi1 in (36). Combining the bounds in (68) and (75) yields
P(E1) ≤ pi1/21 + pi2 + exp (− exp(nγ2)) . (76)
Now we bound P(E2∩Ec1). Recall that the mapping from the
noncausal state sequence Sn to the chosen codeword Un(L)
is denoted as FC(Sn). Define the event
F := {(FC(Sn), Sn) ∈ A}. (77)
Then, P(E2 ∩ Ec1) can be bounded as
P(E2 ∩ Ec1) = P(E2 ∩ Ec1 ∩ F) + P(E2 ∩ Ec1 ∩ Fc) (78)
≤ P(E2 ∩ F) + P(Ec1 ∩ Fc). (79)
The second term in (79) is identically zero because given that
Ec1 occurs, we can successfully find a un ∈ C(1) such that
(un, sn) ∈ A hence Ec1 ∩ Fc = ∅. Refer to the encoding
step in (52). So we consider the first term in (79). Let
EC [ · ] be the expectation over the random codebook C, i.e.,
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EC [φ(C)] =
∑
c P(C = c)φ(c), where c runs over all possible
sets of sequences {un(l) ∈ Un : l ∈ [1 : exp(nR˜)]}. Consider,
P({(FC(Sn), Y n) /∈ T1} ∩ {(FC(Sn), Sn) ∈ A})
= EC
[ ∑
(sn,yn):(FC(sn),yn)/∈T1
(FC(sn),sn)∈A
PSn(s
n)
×
∑
xn
Wn(yn|xn, sn)PXn|Un,Sn(xn|FC(sn), sn)
]
(80)
= EC
[ ∑
sn:(FC(sn),sn)∈A
PSn(s
n)
×
(∑
xn
∑
yn:(FC(sn),yn)/∈T1
Wn(yn|xn, sn)
× PXn|Un,Sn(xn|FC(sn), sn)
)]
. (81)
Equality (80) can be explained as follows: Conditioned
on {C = c} for some (deterministic) codebook c, the
mapping Fc : Sn → Un is deterministic (cf. the en-
coding step in (52)) and thus {Un = Fc(sn)} holds if
{Sn = sn} holds. Therefore, the conditional distribution
of Y n given {Sn = sn} and hence also {Un = Fc(sn)}
is
∑
xnW
n( · |xn, sn)PXn|Un,Sn(xn|Fc(sn), sn) for fixed c.
The step (80) differs subtly from the proofs of the general
Wyner-Ziv problem [8] and the general lossless source coding
with coded side information problem [14], [19]. In [8], [14]
and [19], the equivalent of Y n just depends only implicitly
the auxiliary Un through another variable, say3 X˜n (i.e.,
Y n − X˜n − Un forms a Markov chain). In the Gel’fand-
Pinsker problem, Y n depends on Xn and Sn, the former
being a (stochastic) function of both Un and Sn. Thus, given
{Sn = sn}, Y n also depends on the state Sn and the auxiliary
Un through the codebook C and the covering procedure
specified by FC . Now using the definitions of η(un, sn) and
A in (49) and (50) respectively, we can bound (81) as follows:
P({(FC(Sn), Y n) /∈ T1} ∩ {(FC(Sn), Sn) ∈ A})
= EC
 ∑
sn:(FC(sn),sn)∈A
PSn(s
n)η(FC(sn), sn)
 (82)
≤ EC
 ∑
sn:(FC(sn),sn)∈A
PSn(s
n)pi
1/2
1
 (83)
≤ pi1/21 . (84)
Uniting (79) and (84) yields
P(E2 ∩ Ec1) ≤ pi1/21 . (85)
3In the Wyner-Ziv problem [8], X˜n is the source to be reconstructed to
within some distortion with the help of Y n and in the WAK problem [14],
[19], Y n is the source to be almost-losslessly transmitted with the help of a
coded version of X˜n.
Finally, we consider the probability P(E3):
P(E3) = P
(
(Un(l˜), Y n) ∈ T1 for some Un(l˜) /∈ C(1)
)
(86)
≤
dexp(nR˜)e∑
l˜=dexp(n(R˜−R))e+1
P
(
(Un(l˜), Y n) ∈ T1
)
, (87)
where (87) follows from the union bound and the fact that
the indices of the confounding codewords belong to the set
[exp(n(R˜ − R)) + 1 : exp(nR˜)]. Now, we upper bound the
probability in (87). Note that if l˜ ∈ [exp(n(R˜ − R)) + 1 :
exp(nR˜)], then Un(l˜) is independent of Y n. Thus,
P
(
(Un(l˜), Y n) ∈ T1
)
=
∑
(un,yn)∈T1
PUn(u
n)PY n(y
n) (88)
≤
∑
(un,yn)∈T1
PUn(u
n)PY n|Un(yn|un)
× exp (−n(I(U;Y)− γ1)) (89)
≤ exp (−n(I(U;Y)− γ1)) (90)
where (89) follows from the definition of T1 in (34). Now,
substituting (90) into (87) yields
P(E3) ≤ exp(nR˜) exp (−n(I(U;Y)− γ1)) (91)
= exp(n(I(U;Y)− 2γ1))
× exp (−n(I(U;Y)− γ1)) (92)
= exp (−nγ1) (93)
where (92) follows from the definition of R˜ in (51). Unit-
ing (57), (76), (85) and (93) shows that P(E) ≤ ρn, where
ρn is defined in (39). By the selection lemma, there exists
a (deterministic) code whose average error probability is no
larger than ρn.
C. Proof of Corollary 2
Proof: In this problem where the state information is
available at the encoder and the decoder, we can regard the
output Y of the Gel’fand-Pinsker problem as (Y,S). For
achievability, we lower bound the generalization of the Cover-
Chiang [20] result in (16) with Sd = Se = S as follows:
CCC = sup
U−(X,S)−Y
I(U;Y,S)− I(U;S) (94)
≥ I(X∗;Y∗,S)− I(X∗;S) (95)
= I(X∗;Y∗,S)− I(X∗;S) (96)
≥ I(X∗;Y∗|S), (97)
where (95) follows because the choice ({P ∗Xn|Sn}∞n=1, Un =
∅) belongs to the constraint set in (94), (96) uses the
assumption in (17) and (97) follows from the basic in-
formation spectrum inequality p-lim inf n→∞(An + Bn) ≤
p-lim inf n→∞An+p-lim sup n→∞Bn [7, pp. 15]. This shows
that CED = I(X∗;Y∗|S) is an achievable rate.
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For the converse, we upper bound (94) as follows:
CCC ≤ sup
U−(X,S)−Y
I(U;Y|S) (98)
≤ sup
U−(X,S)−Y
I(X;Y|S) (99)
= sup
X
I(X;Y|S) (100)
where (98) follows from the superadditivity of p-lim inf ,
(99) follows from the p-lim inf -version of the (conditional)
data processing inequality [6, Theorem 9] and (100) follows
because there is no U in the objective function in (99) so
taking Un = ∅ does not violate optimality in (99). Since (100)
implies that all achievable rates are bounded above by CED,
this proves the converse.
D. Proof of Corollary 3
Proof: For achievability, note that since the channel and
state are memoryless, we lower bound (14) by replacing the
constraint set with the set of conditional distributions of the
product from, i.e., PXn,Un|Sn =
∏n
i=1 PXi,Ui|Si for some
{PXi,Ui|Si : S → X × U}ni=1. Let MW,S (which stands
for “memoryless”) be the set of all (U,X,S,Y) such that
PXn,Un|Sn =
∏n
i=1 PXi,Ui|Si for some {PXi,Ui|Si}ni=1, the
channels coincide with {∏ni=1Wi}∞n=1 and the states coincide
with {∏ni=1 PSi}∞n=1. Let (Si, U∗i , X∗i , Y ∗i ) be distributed
according to PSi ◦ P ∗Xi,Ui|Si ◦ Wi, the optimal distribution
in (19). Consider,
C ≥ sup
(U,X,S,Y)∈MW,S
{
p-lim inf
n→∞
1
n
log
PY n|Un(Y n|Un)
PY n(Y n)
− p-lim sup
n→∞
1
n
log
PUn|Sn(Un|Sn)
PUn(Un)
}
(101)
≥ p-lim inf
n→∞
1
n
log
P(Y n)∗|(Un)∗((Y n)∗|(Un)∗)
P(Y n)∗((Y n)∗)
− p-lim sup
n→∞
1
n
log
P(Un)∗|(Sn)∗((Un)∗|(Sn)∗)
P(Un)∗((Un)∗)
(102)
= lim inf
n→∞
1
n
n∑
i=1
E
[
log
PY ∗i |U∗i (Y
∗
i |U∗i )
PY ∗i (Y
∗
i )
]
− lim sup
n→∞
1
n
n∑
i=1
E
[
log
PU∗i |Si(U
∗
i |Si)
PU∗i (U
∗
i )
]
(103)
= lim inf
n→∞
1
n
n∑
i=1
I(U∗i ;Y
∗
i )− lim sup
n→∞
1
n
n∑
i=1
I(U∗i ;Si)
(104)
where (102) follows by substituting the optimal
(Si, U
∗
i , X
∗
i , Y
∗
i ) into (101). Inequality (103) follows
from Chebyshev’s inequality where we used the memoryless
assumption and the assumption that the alphabets are finite
so the variances of the information densities are uniformly
bounded [7, Remark 3.1.1]. Essentially the limit inferior
(resp. superior) in probability of the normalized information
densities become the regular limit inferior (resp. superior)
of averages of mutual informations under the memoryless
assumption. Now, we assume the first limit in (20) exists.
Then, the lim sup in (104) is in fact a limit and we have
C ≥ lim inf
n→∞
1
n
n∑
i=1
I(U∗i ;Y
∗
i )− lim
n→∞
1
n
n∑
i=1
I(U∗i ;Si) (105)
= lim inf
n→∞
1
n
n∑
i=1
I(U∗i ;Y
∗
i )− I(U∗i ;Si) (106)
where (106) follows from the fact that lim infn→∞(an+bn) =
lim infn→∞ an + limn→∞ bn if bn converges. If instead the
second limit in (20) exists, the argument from (104) to (106)
proceeds along exactly the same lines. The proof of the direct
part is completed by invoking the definition of C(Wi, PSi) in
(19).
For the converse, we only assume that |S| < ∞. Let
(Sˆn, Uˆn, Xˆn, Yˆ n) be dummy variables distributed as PSn ◦
PUn|Sn◦PXn|Un,Sn◦Wn. Note that PSn and Wn are assumed
to be memoryless. From [7, Theorem 3.5.2],
I(Uˆ; Yˆ) ≤ lim inf
n→∞
1
n
I(Uˆn; Yˆ n) (107)
and if |S| <∞, we also have
I(Uˆ; Sˆ) ≥ lim sup
n→∞
1
n
I(Uˆn; Sˆn). (108)
Now we can upper bound the objective function in (14) as
follows:
I(Uˆ; Yˆ)− I(Uˆ; Sˆ)
≤ lim inf
n→∞
1
n
I(Uˆn; Yˆ n) + lim inf
n→∞ −
1
n
I(Uˆn; Sˆn) (109)
≤ lim inf
n→∞
1
n
[
I(Uˆn; Yˆ n)− I(Uˆn; Sˆn)
]
, (110)
where (110) follows from the superadditivity of the limit
inferior. Hence, it suffices to single-letterize the expression
in [ · ] in (110). To start, consider
I(Uˆn; Yˆ n)− I(Uˆn; Sˆn)
=
n∑
i=1
I(Uˆn; Yˆi|Yˆ i−1, Sˆni+1)− I(Uˆn; Sˆi|Yˆ i−1, Sˆni+1) (111)
=
n∑
i=1
I(Uˆn, Yˆ i−1, Sˆni+1; Yˆi)− I(Yˆi; Yˆ i−1, Sˆni+1)
− I(Uˆn, Yˆ i−1, Sˆni+1; Sˆi) + I(Sˆi; Yˆ i−1, Sˆni+1), (112)
where (111) follows from the key identity in Csisza´r and
Ko¨rner [4, Lemma 17.12] and (112) follows from the chain
rule for mutual information. Now, we relate the (sum of the)
second term to the (sum of the) fourth term:
n∑
i=1
I(Yˆi; Yˆ
i−1, Sˆni+1) ≥
n∑
i=1
I(Yˆi; Sˆ
n
i+1|Yˆ i−1) (113)
=
n∑
i=1
I(Sˆi; Yˆ
i−1|Sˆni+1) (114)
=
n∑
i=1
I(Sˆi; Yˆ
i−1, Sˆni+1), (115)
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where (114) follows from the Csisza´r-sum-identity [2, Chap-
ter 2] and (115) follows because Sˆn = (Sˆ1, . . . , Sˆn) is a
memoryless process. Putting together (110), (112) and (115),
we have the upper bound:
C ≤ lim inf
n→∞
1
n
n∑
i=1
I(Uˆn, Yˆ i−1, Sˆni+1; Yˆi)
− I(Uˆn, Yˆ i−1, Sˆni+1; Sˆi). (116)
Note that (116) holds for all PXn,Un|Sn of the product form
(i.e., (Uˆ, Xˆ, Sˆ, Yˆ) ∈ MW,S) because the state and channel
are memoryless. Now define Ui := (Uˆn, Yˆ i−1, Sˆni+1) and
Yi := Yˆi, Xi := Xˆi and Si := Sˆi. Clearly, the Markov chain
Ui − (Xi, Si)− Yi is satisfied for all i ∈ [1 : n]. Substituting
these identifications into (116) yields
C ≤ lim inf
n→∞
1
n
n∑
i=1
max
Ui−(Xi,Si)−Yi
I(Ui;Yi)− I(Ui;Si),
(117)
which upon invoking the definition of C(Wi, PSi) in (19)
completes the converse proof of Corollary 3.
We remark that in the single-letterization procedure for the
converse, it seems as if we did not use the assumption that
the transmitted message is independent of the state. This is
not true because in the converse proof of Theorem 1 we did
in fact use this key assumption. See (42) and (46) where the
message is represented by U.
E. Verification of (25) in Example 2
Let En := E ∩ [1 : n] and On := O∩ [1 : n] be respectively,
the set of even and odd integers up to some n ∈ N. To
verify (25), we use the result in (21) and the definitions of
the channel and state in (23) and (24) respectively. We first
split the sum into odd and even parts as follows:
CM′less =
1
2
lim inf
n→∞
[
2
n
∑
i∈On
C(Wi, PSi)
+
2
n
∑
i∈En
C(Wi, PSi)
]
(118)
For the even part, each of the summands is C(W˜c, Qb) so
the sequence bn := 2n
∑
i∈En C(Wi, PSi) converges and the
limit is C(W˜c, Qb) . Let an := 2n
∑
i∈On C(Wi, PSi) be
the odd part in (118). A basic fact in analysis states that
lim infn→∞(an + bn) = lim infn→∞ an + limn→∞ bn if bn
has a limit. Hence, the above lim inf is
CM′less =
1
2
lim inf
n→∞
[
2
n
∑
i∈On
C(Wi, PSi)
]
+
1
2
C(W˜c, Qb)
(119)
=
1
2
lim inf
n→∞
[
2
n
|On ∩ J |C(W˜a, Qa)
+
2
n
|On ∩ J c|C(W˜b, Qa)
]
+
1
2
C(W˜c, Qb).
(120)
It can be verified that lim infn→∞ 2n |On ∩ J | = 13 and
lim supn→∞
2
n |On ∩ J | = 23 . Thus, the lim inf in (120) is
lim inf
n→∞ an =
2
3
min
{
C(W˜a, Qa), C(W˜b, Qa)
}
+
1
3
max
{
C(W˜a, Qa), C(W˜b, Qa)
}
. (121)
which, by definition, is equal to G(Qa) in (26). This completes
the verification of (25).
F. Proof of Corollary 5
Proof: Fix PXn,Un|Sn . The key observation is to note
that the joint distribution of (Sn, Un, Xn, Y n) can be written
as a convex combination of the distributions in (29)
PSn,Un,Xn,Y n(s
n, un, xn, yn)
=
[ ∞∑
l=1
βlPSnl (s
n)
]
PXn,Un|Sn(un, xn|sn)
×
[ ∞∑
k=1
αkW
n
k (y
n|xn, sn)
]
(122)
=
∞∑
k=1
∞∑
l=1
αkβl
{
PSnl (s
n)PXn,Un|Sn(un, xn|sn)
×Wnk (yn|xn, sn)
}
(123)
=
∞∑
k=1
∞∑
l=1
αkβlPSnl ,Unl ,Xnl ,Y nkl(s
n, un, xn, yn), (124)
where (124) follows from the definition of PSnl ,Unl ,Xnl ,Y nkl
in (29). By Tonelli’s theorem, the marginals of (Un, Y n) and
(Un, Sn) are given respectively by
PUn,Y n(u
n, yn) =
∞∑
k=1
∞∑
l=1
αkβlPUnl ,Y nkl(u
n, yn) (125)
PUn,Sn(u
n, sn) =
∞∑
l=1
βlPUnl ,Snl (u
n, sn), (126)
where in (126) we used the fact that
∑∞
k=1 αk = 1. The
number of terms in the sums in (125) and (126) are countable.
By Lemma 3.3.2 in [7] (the spectral inf-mutual information
rate of a mixed source is the infimum of the constituent
spectral inf-mutual information rates of those processes with
positive weights), we know that
I(U;Y) = inf
(k,l)∈K×L
I(Ukl;Ykl), (127)
where recall that K = {k ∈ N : αk > 0} and L = {l ∈ N :
βl > 0}. Analogously,
I(U;S) = sup
l∈L
I(Ul;Sl). (128)
This completes the proof of (30).
The achievability statement in (31) follows by considering
the optimal PX,U |S (in the chain U − (X,S) − Y ) and
defining the i.i.d. random variables (Snl , X
n
l , U
n
l , Y
n
kl) ∼∏n
i=1 PSl(si)PX,U |S(xi, ui|si)Wk(yi|xi, si). Khintchine’s
law of large numbers [7, Lemma 1.3.2] then asserts that for
every (k, l) ∈ K × L, we have I(Ul;Ykl) = I(Ul;Ykl) and
I(Ul;Sl) = I(Ul;Sl), completing the proof of the lower
bound in (31).
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G. Proof of Theorem 6
Proof: We will only sketch the proof for the direct part
since it combines the proof of Theorem 1 and the main result
in Iwata and Muramatsu [8] in a straightforward manner. In
fact, this proof technique originated from Heegard and El
Gamal [11]. Perform Wyner-Ziv coding for “source” Sn at
the state encoder with correlated “side information” Y n. This
generates a rate-limited description of Sn at the decoder and
the rate is approximately 1n logMd,n. Call this description
V n ∈ Vn. The rate constraint is given in (33) after going
through the same steps as in [8]. The description V n is then
used as common side information of the state (at the encoder
and decoder) for the usual Gel’fand-Pinsker coding problem,
resulting in (32). This part is simply a conditional version of
Theorem 1.
For the converse part, fix γ > 0 and note that
Md,n ≤ exp(n(Rd + γ)) (129)
for n large enough by the second inequality in (11). Thus,
if V n denotes an arbitrary random variable such that the
cardinality of its support is no larger than Md,n, we can check
that [7, Theorem 5.4.1]
P
(
1
n
log
1
PV n(V n)
≥ 1
n
logMd,n + γ
)
≤ exp(−nγ).
(130)
We can further lower bound the left-hand-side of (130) us-
ing (129) which yields
P
(
1
n
log
1
PV n(V n)
≥ Rd + 2γ
)
≤ exp(−nγ). (131)
Now consider,
Rd ≥ H(V)− 2γ (132)
≥ H(V)−H(V|S)− 2γ (133)
≥ I(V;S)− 2γ (134)
≥ I(V;S)− I(V;Y)− 2γ. (135)
Inequality (132) follows from (131) and the definition of
the spectral sup-entropy rate [7, Chapter 1]. Inequality (133)
holds because by (129), V n is supported on finitely many
points in Vn and so the spectral inf-conditional entropy rate
H(V|S) is non-negative [12, Lemma 2(a)]. Inequality (134)
follows because the limsup in probability is superadditive [6,
Theorem 8(d)]. Finally, inequality (135) follows because the
spectral inf-mutual information rate is non-negative [6, Theo-
rem 8(c)].
The upper bound on the transmission rate in (32) follows by
considering a conditional version of the Verdu´-Han converse.
As in (45), this yields the constraint
R ≤ I(U;Y|V) + 2γ, (136)
where U = {Un}∞n=1 denotes a random variable representing
the uniform choice of a message in [1 : Mn]. Note that
V = {V n}∞n=1 is recoverable (available) at both encoder and
decoder hence the conditioning on V in (136). Also note that
(S,V) is independent of U since V n is a function of Sn and
Sn is independent of Un. Hence I(U;S,V) = 0. Because
I(U;S|V) ≤ I(U;S,V) and the spectral sup-conditional
mutual information rate is non-negative [7, Lemma 3.2.1],
I(U;S|V) = 0. (137)
In view of (136), we have
R ≤ I(U;Y|V)− I(U;S|V) + 2γ. (138)
Since we have proved (135) and (138), we can now proceed in
the same way we did for the unconditional case in the converse
proof of Theorem 1. Refer to the steps (46) to (48). Finally,
take γ → 0 and this gives (32) and (33).
H. Proof of Corollary 7
Proof: We only prove the converse since achievability
follows easily using i.i.d. random codes and Khintchine’s
law of large numbers [7, Lemma 1.3.2]. Essentially, all four
spectral inf- and spectral sup-mutual information rates in (32)
and (33) are mutual informations. For the converse, we fix
(Uˆ, Vˆ)− (Xˆ, Sˆ)− Yˆ and lower bound Rd in (33) as follows:
Rd ≥ I(Vˆ; Sˆ)− I(Vˆ; Yˆ) (139)
≥ lim sup
n→∞
1
n
I(Vˆ n; Sˆn)− lim inf
n→∞
1
n
I(Vˆ n; Yˆ n) (140)
≥ lim sup
n→∞
1
n
[
I(Vˆ n; Sˆn)− I(Vˆ n; Yˆ n)
]
(141)
≥ lim sup
n→∞
1
n
[ n∑
i=1
I(Vˆ n, Yˆ i−1, Sˆni+1; Sˆi)
− I(Vˆ n, Yˆ i−1, Sˆni+1; Yˆi)
]
, (142)
where (140) follows from the same reasoning as in (107)
and (108) (using the fact that |S| <∞) and (142) follows the
same steps as in the proof of Corollary 4. In the same way,
the condition on R in (32) can be further upper bounded using
the Csisza´r-sum-identity [2, Chapter 2] and memorylessness of
Sˆn as follows
R ≤ lim inf
n→∞
1
n
[ n∑
i=1
I(Uˆn; Yˆi|Vˆ n, Yˆ i−1, Sˆni+1)
− I(Uˆn; Sˆi|Vˆ n, Yˆ i−1, Sˆni+1)
]
. (143)
From this point on, the rest of the proof is standard. We let
Vi := (Vˆ
n, Yˆ i−1, Sˆni+1) and Ui := (Uˆ
n, Vi) and Yi, Xi and
Si as in the proof of Corollary 3. These identifications satisfy
(Ui, Vi)−(Xi, Si)−Yi and the proof can be completed as per
the usual steps.
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