1. The main theorem. Let X\, X2, • • • be a sequence of independent, real-valued random variables with a common distribution function F(x) = Pr [Xn^x], and let 5"=A"i+ • • • +Xn. We are going to show in an elementary manner that the sequence {5"} is "equidistributed" on the line -°° <x< oo with respect to a certain class 3C of functions A(x), in the sense that for any A(x) in 3C, 1 5 lim -E KSj) = Af(A) with probability 1, n->« » /_i where the constant M (A) is the mean value of A(x) as defined in the theory of almost periodic functions. Let <f>it) -feitxdFix) denote the characteristic function of the X's. Concerning the roots of the equation o5(¿) = 1 one of the three following cases must hold. Case 1 ("General" case), (pit) = 1 if and only if t = 0. Case 2 ("Lattice" case). <p(f) is not identically equal to 1 but there exists a value ¿of^O such that #(/0) = 1. All the mass of F(x) is then concentrated at one or more of the points x = 2kir/t0 (A = 0, ±1, • • • ). It can be shown that there exists a largest positive number ß, 0 <ß < o», such that all the mass of F(x) is concentrated at one or more of the points x = A/3, and the number ß has the property that <Pit) = l if and only if t = 2kir/ß (A = 0, ±1, • • • ). Case 3 (Trivial case). <p(i) = l for all t. All the mass of F(x) is then concentrated at x = 0 and all the 5" are identically 0. The distinction among these three cases is fundamental in what follows.
Let F(x) be arbitrary but fixed. We define the mean value operator M (A) for certain complex-valued functions A(x) of a real variable x, -«j <x < oo, as follows. Proof. For t = 0 both sides of (1.1) are equal to 1. If i^O but <f>(t) = 1, then we are dealing with Case 2 with t = 2kir/ß. The right-hand side of (1.1) is therefore equal to 1, and since each Xn, and hence each S", is an integer multiple of ß, the left-hand side of (1.1) is also equal to 1. It remains to consider the case <f>(t) ^ 1, in which we must show that with probability 1 the left-hand side of (1.1) has the value 0. Let Prflim Fni = ol = 1.
But, by a familiar form of argument, given any positive integer n we can choose m = m(n) such that then m2 g » < (m + l)2;
-<-> 0 as n -+ oo.
Since m2/n->l as n->oo it follows from (1. As an application of Theorem 1 we shall prove the following and by denumerability considerations that (2.1) holds with probability 1 simultaneously for all pairs I, I' of intervals with rational end points a^a' <b' Sb. It then follows by approximating an arbitrary interval from within or from without by a rational interval that (2.1) holds with probability 1 simultaneously for all intervals I, I'. Thus we have proved Theorem 2. In Case I, with probability 1 the sequence of random variables {5"} is equidistributed modulo I simultaneously for all finite intervals I.
3. Poincaré's roulette theorem revisited. A horizontal circular disk is pivoted at its center to a table. Its circumference is marked off into 2m arcs, alternately red and black, the red arcs of angle 5i and the black arcs of angle <52. An arrow fixed to the table points initially to a point 0 on the circumference of the disk. The disk is spun in such a way that the total angle X through which the disk turns is a random variable with a probability density/(x). The probability that the disk comes to rest so that the stationary arrow points to a red point on the circumference is given by the integral i-x exist (either with probability 1 or in probability, etc.) and have as its value a constant which represents some natural measure of the "relative mean value" of Ai(x) compared with A2(x)? In the special case A2(x) = 1 this reduces to the problem of §1. There we demanded that the value of (4.1) for A2(x) = l be equal to the mean value Af(Ai) as defined in the three different cases. Similarly, we might now require that the value of (4.1) be equal to n-»« 3T
Since Z?)-i h2(Sj)=n(l-Zn) it follows that neither (4.3) nor (4.1) (since the ratio in (4.1) is equal to Zn/(l -Zn)) converges to any constant with probability 1 or in probability.
Example 3 (Finite intervals). Let A<(x) = 1 on some finite interval (Of, bi) and A¿(x) =0 elsewhere. In [7] it is shown, for example, that if F(x) is not a lattice distribution function and has mean 0 and finite third absolute moment, then the limit in probability of (4.1) is (bi -aij/(bi -a2), and that under somewhat different conditions on F(x) the limit in probability of (4.1) exists more generally wherever the hi(x) are any two bounded functions in Ll(-oo, oo), and has as its value (4.2), which is here equal to the ratio of the integrals of the functions A<(x) over (-oo, oo), the denominator integral being assumed 9¿Q. Here the individual limits (4.3) exist but are both 0. A sharper and more general result was proved later in [14] . 5 . Extension to compact groups. By using the random ergodic theory of Ulam-von Neumann [8] and Kakutani [9] , the results of §1 [October can be extended to the case in which the random variables X" have values in any compact topological group.
Let G be a compact (not necessarily commutative) topological group with elements g and Haar measure lx, p;(G) = 1, and let J"(oi) be a sequence of independent G-valued random variables with the same distribution defined on a probability space ß of points w. Put 5"(a>) = A"i(w) • • • A»(ùj), where the product is taken in the sense of group multiplication in G. From Theorem 1 of [9 ] it follows that for any continuous function A(g) defined on G, are equi-uniformly continuous on G for any fixed co, while from Fubini's theorem it follows that for a.e. « the limit (5.1) exists for a.e. g. Consequently for a.e. w the limit (5.1) exists uniformly for all g in G. In particular, setting g = l, (5.2) lim -¿ A(5,-(o»)) = A(co) exists a.e. on ß. Let (pxig)=gx denote right multiplication in G. The family {<pX(ao|w£ß} of ^-preserving transformations is said to be ergodic on G if, for every Borel subset B of G, ß[<f>x^)iB)AB]=0 for a.e. a implies piB) = 0 or 1, where A denotes symmetric difference. From Theorem 3 of [9] it follows in the ergodic case that the function A(g, co) of (5.1) is constant a.e. on GXQ, and hence the function A(w) of (5.2) is constant a.e. on ß.
Now it is easy to see that the family {<px(M)|«Eß} is ergodic on G il A(cd) has the following property: for any null set A of ß, the set {X(w)|cü(Eß -A} generates an everywhere dense subgroup of G. If A(co) does not have this property on G, we replace G by the smallest closed subgroup G0 with the property that Pr {w| A"(w) EG0} = 1 ; then X(w) has the desired property on the group Go. Consequently, h~ig, o>) is constant a.e. on GoXß and hiui) is constant a.e. on ß. Thus A(w) is constant a.e. on ß even when the family {0x<U)|«Eß} is not ergodic on G. Theorem 1 of §1 for A(x) almost periodic fellows by taking as G the van Kampen-Weil [10, 11 ] compactification of the real line -oo <x < oo with respect to the function A(x). In this case A(x) corresponds to a continuous function h(g) on the compactification. The case in which A(g) is Riemann integrable on G is treated similarly.
The results of this paper are connected to some extent with work by Levy [12] and Kawada and Ito [13] who discussed convergence of distribution functions (instead of convergence with probability 1 of sequences of random variables) for the case of the additive group of real numbers modulo 1 and a general compact group respectively.
The author is indebted to Professor S. Kakutani for the results of this section.
6. Equidistribution for general stochastic processes. We can easily extend our equidistribution arguments beyond the case of sums of independent random variables. In fact, let X(t) be any stochastic process with a continuous time parameter /, defined for all /ïïO. For any fixed real X set 1 /*' Y(t) = -I e»x<«>dw. We shall assume that for every Xy^O there exists a 5 = S(X)>0 such that as t-* oo, (6.1) E\Y(i)\2 = 0(t->).
Then just as in §1 we can show that with probability 1, (I for X = 0, lim Y(t) = < »-.-(O for X -A 0.
It follows that the equidistribution properties which hold in Case 1 for the discrete sequence {Sn} continue to hold in integral form for the process X(t).
It is therefore of interest to ask for what processes X(t) the assumption (6.1) is satisfied. We shall consider only the case of a process with stationary increments, in which the distribution of the differ-movement (Wiener-Lévy) in which the random variable X(u) -X(v) is normally distributed with mean 0 and variance | u-v\, so that for t^O <p(t) = e-*«2, and E\Y(t)\2 = 0(t-i).
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