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Referat
In der vorliegenden Arbeit ist es in Kombination von Simulation und Experiment gelun-
gen 13C-Spins mithilfe von Stickstoff-Fehlstellen-(NV)-Zentren im Diamanten weit u¨ber
das thermische Gleichgewicht hinaus zu polarisieren.
Zu diesem Zweck wurde ein neues Mess-Setup entwickelt, welches eine optische Be-
strahlung der Probe in einem niedrigen Magnetfeld und einen anschließenden Transfer
der Probe innerhalb eines spuraleitenden Solenoiden ermo¨glicht. Somit ist bereits etwa
eine Sekunde nach der optischen Bestrahlung eine NMR-Messung durchfu¨hrbar.
Auf diese Weise konnte erstmals der grundlegende Mechanismus fu¨r Hyperpolarisation
einer Kreuz-Relaxation zwischen NV- und substitutionellen Stickstoff-(P1)-Zentren zu-
geordnet werden. Dabei ist die P1-intrinsische Hyperfeinaufspaltung der elektronischen
Spin-Energie-Niveaus durch die Wechselwirkung mit dem nuklearen Stickstoffspin zu




erlaubte“ Quantenu¨berga¨nge im P1-Zentrum, konn-
ten auch durch
”
verbotene“ U¨berga¨nge verursachte Hyperpolarisationen nachgewiesen
werden.
Der Vergleich der hyperpolarisierten NMR-Spektren und denen im thermischen Gleich-
gewicht weist eine fast drei Mal schmalere 13C-Linie fu¨r den ersteren Fall auf. Dies deutet
auf unterschiedliche Spin-Umgebung der gemessenen 13C-Spins in beiden Fa¨llen hin.
∗
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Nukleare Magnetresonanz-(NMR)-Techniken haben sich als strukturauflo¨sende Verfah-
ren in der Biologie und Chemie etabliert und finden ebenso als Magnetresonanztomo-
graphie (MRT) breite Anwendung in der Medizin, wo sie eine nichtinvasive Bildgebung
ermo¨glichen [1–4]. Grundlage all dieser Verfahren ist die asymmetrische Besetzung nu-
klearer Spins auf ihren Energieniveaus – Polarisation genannt. Nachteil bei der Ausnut-
zung dieser Besetzungsasymmetrie ist der geringe Besetzungsunterschied, der im thermi-
schen Gleichgewicht durch die Boltzmann-Verteilung gegeben ist. Unten Standard-MRT-
Bedingungen in der Human-Medizin betra¨gt der Besetzungsunterschied fu¨r Protonen
lediglich 10−5.
Die Erho¨hung dieses Faktors ist direkt proportional mit der lateralen Auflo¨sung in
MRT-Messungen verknu¨pft, beziehungsweise verbessert das Signal-zu-Rausch-Verha¨ltnis
(SNR), zum Beispiel auch bei strukturauflo¨senden Messungen von komplexen Moleku¨len
wie Proteinen.
Methoden die eine Erho¨hung der Polarisation u¨ber die thermische Gleichgewichtslage
verursachen, werden unter dem Begriff
”
nukleare Hyperpolarisation“ zusammengefasst.
Zur Strukturanalyse von zum Beispiel Proteinen wird Hyperpolarisation ebenso an-
gewendet, wie auch zur Untersuchung von Biomeleku¨len, die sich in ihrer natu¨rliche
Zellumgebung befinden [5, 6]. Auch klinisch finden Hyperpolarisationstechniken bereits
ihre ersten Anwendungen, wie etwa bei der MRT-Untersuchung von menschlischen Lun-
gen mittels hyperpolarisiertem 3He- oder 129Xe-Gas [7]. Dennoch befindet sich das Feld
weiterhin unter sta¨ndiger wissenschaftlicher Forschung und Entwicklung [8].
Bei sogenannte
”
brute force“-Methoden, wird entweder das Magnetfeld erho¨ht oder
die Temperatur bis in den mK-Bereich abgesenkt [9]. U¨blich ist letzterer Fall, bei dem
die Polarisation im thermischen Gleichgewicht erho¨ht wird und sich durch anschließend
schnelle Erwa¨rmung eine Erho¨hung der Polarisation weit u¨ber dem thermischen Gleich-
gewicht etabliert [10]. Eine andere Mo¨glichkeit wird als dynamische nukleare Polarisati-
on (DNP) bezeichnet und macht sich den ho¨heren Grad an Polarisation von Elektronen
aufgrund ihres gro¨ßeren gyromagnetischen Verha¨ltnisses im Vergleich zu Atomkernen zu
nutzen. Befinden sich die Elektronen im thermischen Gleichgewicht, ist die Einstrahlung
von Mikrowellen mit der entsprechenden EPR-Frequenz fu¨r einen Polarisationstransfer
no¨tig. Ist die Besetzung der Elektronenzusta¨nde allerdings außerhalb des Gleichgewichts,
so ist dies nicht erforderlich und es tritt ein spontaner Polarisationsu¨bertrag auf. Dies
kann durch chemische Reaktionen (
”
chemical induced“ DNP – CIDNP) oder durch op-
tisches Pumpen der Elektronenspins (
”
optically induced“ DNP – ONP) erzeugt werden
[11–13].
Die in dieser Arbeit aufgezeigte Methode kann der ONP zugeordnet werden. Dabei
werden Stickstoff-Fehlstellen-(NV)-Zentren in Diamant mit einem Laser bestrahlt, was
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zu einer ausgepra¨gten nicht-Boltzmann-verteilten Besetzung der elektronischen Spin-
Zusta¨nde bei Raumtemperatur fu¨hrt. Die Kopplung dieser polarisierten Elektronenspins
mit 13C-Spins erlaubt dann eine nukleare Hyperpolarisation. Erste Versuche dahingehen
wurden bereit in einigen Laboratorien weltweit unternommen, die sowohl den DNP-,
ONP-Ansatz als auch diesen in Kombination mit
”
brute force“-Methoden durchfu¨hr-
ten [14–18]. Der genaue Mechanismus und die Grenzen der einzelnen Methoden sind in
einigen Fa¨llen dennoch unklar, wobei diese Arbeit zu deren Aufkla¨rung beitragen kann.
Dafu¨r wird ein neuer experimenteller Aufbau etabliert mit dessen Hilfe detaillier-
te 13C-Hyperpolarisationsuntersuchungen angestellt werden ko¨nnen. Im Zusammenspiel
mit verschiedenen Modellrechnungen ko¨nnen die so gewonnen Daten interpretiert wer-
den und zeigen einen bis dato unbekannten Prozess auf, der die NV-gestu¨tzte 13C-
Hyperpolarisation im Diamanten antreibt. Hierfu¨r wird in der vorliegenden Schrift zum
ersten Mal die Wechselwirkung zwischen NV-Zentren und substitutionellen Stickstoff-
Zentren beru¨cksichtigt. Im Rahmen dieses Modells zeigt sich, dass die Messwerte her-
vorragend wiedergegeben werden ko¨nnen.
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1 Theorie
In diesem Kapitel soll auf die theoretischen Grundlagen eingegangen werden, auf die die
vorgestellte Arbeit aufbaut. Fu¨r detailliertere Ausfu¨hrungen wird auf die angegebenen
Quellen verwiesen. Wenn nicht anders angegeben, gelten die in der Physik u¨blichen Be-
zeichnungen und Konventionen1. Des Weiteren sei fu¨r mathematisch genaue Definitionen
auf den Anhang verwiesen.
1.1 Zeeman-Effekt
Auf den nachfolgenden Seiten soll der anormale Zeeman-Effekt[19], also die Aufspaltung
der Energieniveaus unter Beru¨cksichtigung des quantenmechanischen Gesamtdrehimpul-
ses ~J = ~L+ ~S, bestehend aus Bahndrehimpuls ~L und Spin ~S eines Teilchens der Masse
m und Ladung q, im konstanten Magnetfeld ~B erkla¨rt werden. Dieser Effekt ist sowohl
fu¨r das Versta¨ndnis der Funktionsweise von Nuklearer Magnetischer Resonanz (NMR)
und Optisch Detektierter Magnetischer Resonanz (ODMR) als auch fu¨r deren Interpre-
tation essentiell.
Unter Verwendung der Coulomb-Eichung ∇ ~A fu¨r das in der Elektrodynamik u¨bli-










~A · ∇Ψ + q
2
2mc2
~A2Ψ + qΦΨ, (1.1)
wobei die elektromagnetischen Felder u¨ber




und ~B = ∇× ~A (1.2)







wa¨hlen. Betrachtet man nun die in der Schro¨dingergleichung 1.1 vom Vektorfeld abha¨ngi-
gen Terme ergibt sich
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L · ~BΨ = α, (1.4)


















Ψ = β, (1.5)
wobei die Lagrange-Idendita¨t2 und o.B.d.A. ~B ‖ ~ez angenommen wurde. Bisher wurde
fu¨r das untersuchte Teilchen nur wenige Annahmen gemacht. Um nun die Anteile der
beiden Terme 1.4 und 1.5 abzuscha¨tzen, soll < x2 +y2 >= b2 = (1010 m)
2
in der Gro¨ßen-
ordnung des typischen Gitterabstands b im Festko¨rper3 und die elektrische Ladung auf
q = e festgelegt werden. Ausgehend davon, dass der Erwartungswert fu¨r den Drehimpuls
in der Gro¨ßenordnung < Lz >∼ ~ liegt, erha¨lt man ein Verha¨ltnis von∣∣∣∣βα
∣∣∣∣ = eb2B4c~ ≈ 10−14B [T] (1.6)
Unter Laborbedingungen sind die Magnetfelder nur maximal ∼ 100 T stark, sodass der
diamagnetische Anteil 1.5 an der Schro¨dingergleichung 1.1 vernachla¨ssigt werden kann,










L · ~B (1.7)







L = µLL (1.8)
Bis an diese Stelle haben wir nur den Bahndrehimpuls des Teilchens durch dem Operator
L beru¨cksichtigt. Nun la¨sst sich der intrinsische Spin ~S eines Teilchens und das damit
verbundene magnetische Moment ~µS mit in die Hamilton-Operator einbeziehen, indem





wobei S der Eigendrehimpulsoperator ist. Durch die Wahl dieser Skalierung ergibt sich
die elegante Schreibweise des Operators des gesamten magnetischen Moments des Teil-
chens.
µΣ = µL + µS =
q
2mc









3Im Speziellen betra¨gt der Abstand der Vakanz zum Stickstoffatom eines NV-Zentrums etwa√
3 · (a4)2 = 0,15 nm, weshalb diese Abscha¨tzung gewa¨hlt wurde [21]. Es soll allerdings angemerkt




4Fu¨r q = e ergibt sich das Bohrsche Magneton µB = 5,788 381 806 6 · 10−5 eV/T [23]
5Fu¨r Elektronen ist g ≈ 2.
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Abb. 1.1: Schema der Zeeman-Aufspaltung von Eigenfunktionen unterschiedlicher Spin-
Eigenwerte mi. Die Resonanzfrequenz zwischen den Energieniveaus ist als ω
bezeichnet.
Letztendlich erha¨lt man nach Glg. 1.8 den Hamilton-Operator fu¨r den anormalen Zeeman-
Effekt [24].
HZ = −µ · ~B = − q
2mc
(L + gS) · ~B (1.11)
Demnach spalten sich Energieniveaus mit unterschiedlichen Eigenwerten mi von L +
gS nach HZΨ = EΨ linear beim anlegen eines Magnetfelds ~B auf (Abb.1.1). Dies ist
die Grundlage eines jeden Spin-Resonanz-Experiments, worauf in Abschnitt 3.4 na¨her
eingegangen wird.
1.2 Spin-Wechselwirkungen und ihre Darstellung
Die Wechselwirkung eines Spins (elektronisch S, nuklear I) kann in interne und externe
Wechselwirkungen unterteilt werden. Zu letzteren za¨hlt die Wechselwirkung mit exter-
nen Magnetfeldern ~B und damit auch die Zeeman-Aufspaltung. Dabei wird zwischen
nuklearer HnZ und elektronischer Aufspaltung HeZ unterschieden.
HnZ = ~Bγn~S
HeZ = ~Bγe~I
Hier ist γn/e ein Tensor, der im elektronischen Fall die Orientierungsabha¨ngigkeit der
Kopplung des Spins mit seinem Bahndrehimpuls angibt. Somit ist dieser durch die elek-
tronische Umgebung des Elektrons bestimmt6. Natu¨rlich spielt auch die Wechselwirkung
mit zeitabha¨ngigen Magnetfeldern, zum Beispiel im Rahmen eines NMR-Experiments,
eine wichtige Rolle, weshalb auf Abschnitt 3.4 verwiesen sein soll.
Als interne Wechselwirkungen werden solche bezeichnet, die innerhalb der untersuch-
ten Probe auftreten, auch ohne das Anlegen externer Felder. Das schließt sowohl direkte
Kopplung zweier Elektronen- oder Kernspins, als auch Kopplung etwa zweier Kernspins
via eines Elektrons, Kopplung zu Phononen oder auch Quadrupol-Wechselwirkungen
6γn/e = µn/e/~ · g, mit g Matrix des Lande´-Faktors.
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ein, um nur einige zu nennen. Die fu¨r diese Arbeit relevanten Kopplungen sollen im
Folgenden kurz beschrieben werden.
Die Dipol-Dipol-Wechselwirkung beschreibt die Energieverschiebung eines Spins S1,
der elektromagnetisch mit einem Spin S2 koppelt, wobei beide als punktfo¨rmige magne-





~S1 · ~S2 − 3(~S1 · ~e)(~S2 · ~e)
)
, ~e = ~r12/r12, r12 = |~r12|. (1.12)
In dieser Darstellung wird die Energie in [s−1] angegeben und der Vorfaktor soll als ωdd
zusammengefasst werden. Es ist mo¨glich die Terme in Gleichung 1.12 so umzuschreiben,
dass sie in ihrer Wirkung auf die magnetische Quantenzahl M = m1 + m2 des Zwei-
Spin-Systems unterteilt werden ko¨nnen.
Hdd = ωdd(A+B + C +D + E + F ) (1.13)
Die Orientierung des Verbindungsvektors ~r zwischen den beiden Spins kann in einem
beliebigen kartesischen Koordinatensystem u¨ber den Winkel θ relativ zur z-Achse und
dem Winkel φ in der x-y-Ebene angegeben werden [25].
A = 1− 3 cos2 θ S1zS2z [0]









C = −3 sin θ cos θ exp(−iφ) 1
2
(S+1 S2z + S1zS
+
2 ) [+1]
D = −3 sin θ cos θ exp(iφ) 1
2
(S−1 S2z + S1zS
−
2 ) [−1]











In den eckigen Klammern ist jeweils die A¨nderung ∆M der Magnetquantenzahl angege-








geordnet werden ko¨nnen. Die Terme A und B beeinflussen direkt die Energie-Niveaus
wohin gegen die restlichen Terme die Relaxation des Spin-Systems beschreiben [26]. In
Systemen mit mehr als zwei Spins, oder im Allgemeinen Drehimpulsen, etwa bei zwei
ungepaarten Elektronen, ko¨nnen diese miteinander zu einem Gesamtspin S dipolar kop-
peln [27]. Dies fu¨hrt zu einer energetischen Aufspaltung der Spin-Niveaus auch ohne
externes Magnetfeld. Diese
”
Nullfeldaufspaltung“ la¨sst sich mit dem (spurlosen und dia-
gonalisierbaren) Nullfeldtensor D beschreiben.







+ E(S2x + S
2
y) (1.14)
Dabei sind D = 3/2Dzz und E = 1/2(Dxx +Dyy) neu eingefu¨hrt Parameter.
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Des Weiteren kann die dipolare Wechselwirkung auch indirekt u¨ber andere Spins zwi-
schen ihnen wirken. Beispielhaft sei das Szenario zweier Kernspins genannt, zwischen de-
nen ein oder mehrere Bindungselektronen vorhanden sind. Diese sogenannte J-Kopplung
ist also abha¨ngig von elektronischen Bindungen und kann allgemein u¨ber
HJ = −2~S1J~S2 (1.15)
mit J als J-Kopplungstensor beschrieben werden [28]. Definiert man als isotropen, ska-
laren Anteil den Durchschnitt der Diagonalelemente von J, so kann dieser positiv oder
negativ sein und bestimmt eine magnetfeldunabha¨ngige Verschiebung der Energienive-
aus. Fu¨r J > 0 kommt es bei paralleler Spin-Ausrichtung zu einer Energieerho¨hung und
bei anti-paralleler Orientierung zu einer Energieabsenkung. Ist J < 0 trifft das Gegenteil
zu [28].
Betrachtet man zwei Spins, die sich ein gemeinsames Orbital teilen – man denke sich
zwei Elektronen – kommt es zusa¨tzlich zur Coulomb-Wechselwirkung zu einer quan-
tenmechanischen Wechselwirkung nach dem Pauli-Prinzip, demnach die Gesamtwellen-
funktion eines fermionischen Systems unter Teilchen-Vertauschung antisymmetrisch sein
muss. Dies wird im Allgemeinen als Austauschwechselwirkung bezeichnet.
Die Wechselwirkung eines Elektronenspins S eines Atoms oder Ions mit dessen Kern-
spin I bezeichnet man als Hyperfein-Wechselwirkung. Sie beruht darauf, dass am Ort
des Kerns ein nicht-verschwindender Anteil der Wellenfunktion des Elektrons existiert –
man spricht von der Fermi-Kontaktfla¨che. Dies trifft nur fu¨r s-Orbitale des Elektrons zu.
Somit ist dieser Anteil isotrop und kann u¨ber den Hyperfein-Parameter Aiso beschrie-
ben werden. Daru¨ber hinaus wechselwirken die beiden Spins auch dipolar, was zu einem
anisotropen Anteil Add im Gesamt-Hyperfein-Tensor A fu¨hrt.
HHF = Aiso~S~I + ~SAdd~I = ~SA~I (1.16)
Die (nukleare) Quadrupol-Wechselwirkung tritt bei (Kern-) Spins mit (I) S > 1/2 auf,
da diese ein elektrisches Quadrupolmoment Q besitzen und folglich mit elektrischen
Gradientenfeldern wechselwirken ko¨nnen [28]. Die diagonalisierbare, symmetrische und
spurlose Matrix Q beschreibt diese Wechselwirkung formal7.
HQ = ~IQ~I (1.17)
Die Sta¨rke der Wechselwirkung ha¨ngt zum einen von der Gro¨ße des Quadrupolmoments
Q, als auch vom elektrischen Feldgradienten V ab.
1.3 Diamant als Tra¨germaterial/Festko¨rpermatrix
Diamant ist neben Graphit, amorphen Kohlenstoff, Graphen oder Fullerenen ein weiteres
Allotrop des Kohlenstoffs [29] und seine extreme Ha¨rte8 (Mohsha¨rte: 10) und exzellente
7Hier sei angemerkt, dass die Spur unter Basistransformation R−1QR invariant ist.





Abb. 1.2: Illustration der Diamantstruktur in zufa¨lliger Richtung (a), in 〈100〉-Richtung
(b) und in 〈111〉-Richtung (c). Dabei sind die Kohlenstoffatome weiß und die
kovalenten Bindungen rot dargestellt. Die Einheitszelle ist gru¨n umrandet.
Grafik erzeugt mit der Software VESTA [34].
Wa¨rmeleitfa¨higkeit (25 W cm−1 K) lassen ihn in breitgefa¨cherten Anwendungen wieder-
finden [30]. Mit einer indirekten Bandlu¨cke von 5,5 eV bei Raumtemperatur ist reiner
Diamant im sichtbaren Spektralbereich durchsichtig und besitzt einen Brechungsindex
von 2,43 (500 nm) [21, 31]. Er ist die kubische Modifikation des Kohlenstoffs und liegt als
zwei ineinander verschachtelte fcc-Gitter vor, wobei das eine um a/4 in 〈111〉-Richtung
des anderen verschoben ist (Abb.1.2). Dabei ist a die Gitterkonstante und betra¨gt bei
natu¨rlicher Isotopenverteilung (1,108 % C-13) a = 3,567 14(5)A˚ [32]. Daraus ergibt sich
ein Na¨chster-Nachbar-Abstand von etwa d = 1,54 A˚. Dieser ist von Bedeutung bei der
Abscha¨tzung der NMR-Linienbreite in Abschnitt 1.9. Die Diamant-Gitterstruktur wird
durch die sp3-Hybridisierung der Kohlenstofforbitale ermo¨glicht, wodurch sich kovalente
Bindungen zwischen den Atomen mit dem typischen Teraederwinkel von 109,47◦ bilden.
Dies ist auch der Grund fu¨r die Festigkeit der Bindungen, die sich auch in der hohen
Debye-Temperatur von etwa 1860 K widerspiegelt [33]. Dadurch ist die Zustandsdichte
an Phononen bei Raumtemperatur im Vergleich zu anderen Festko¨rpern relativ gering,
wodurch die Eigenschaften von Defekten im Gitter, wie etwa die des NV-Farbzentrums,
nur wenig durch vibronische Anregungen beeinflusst werden.
Zur Klassifizierung von Diamanten nutzt man deren Gehalt an Verunreinigungen, wie
etwa Stickstoff oder Bor. So lassen sich vier Kategorien einfu¨hren.




platelets“ (Ebene von Kohlenstoffatomen
auf Zwischengitterpla¨tzen)[21, 35, 36]
Typ Ib Stickstoffgehalt bis zu 500 ppm, meist als P1-Zentren9
(substitutionell an C-Gitterplatz, S = 1/2) [21]
Typ IIa Stickstoffgehalt bis zu 1018 cm−3 [21]
9P1-Zentren ist die u¨bliche Bezeichnung in der EPR-Community. Alternativ gibt es auch die Bezeich-
nung NS.
20
1.4 Stickstoff-Fehlstellen-Zentrum im Diamant
Typ IIb niedriger Stickstoffgehalt wie Typ IIa, aber signifikante Bor-Konzentration (1017-
1020 cm−3) [21]
Diamanten ko¨nnen sowohl auf natu¨rlichem Weg im Erdinneren unter extremen Dru¨cken
und Temperaturen entstehen, als auch synthetisch hergestellt werden. Im letzteren Fall
ahmt man entweder die Bedingungen der natu¨rlichen Entstehung nach, indem man Gra-
phit in hydraulische Pressen fu¨llt (
”
High-Pressure High-Temperature“ - HPHT) oder
man nutzt das Prinzip der Gasphasenabscheidung (
”
Chemical Vapour Deposition“ -
CVD), mit dem sich sehr reine einkristalline Steine herstellen lassen. Im Rahmen dieser
Arbeit wurden Experimente an modifizierten Diamanten aus beiden Herstellungsverfah-
ren durchgefu¨hrt.
1.4 Stickstoff-Fehlstellen-Zentrum im Diamant
Das Stickstoff-Fehlstellen-Zentrum (NV-Zentrum, von engl.
”
nitrogen vacancy center“)
ist eines von u¨ber 100 Farbzentren die im Diamanten zu finden sind [30, 37]. Durch seine
herausragenden Eigenschaften spielt aber kein anderes eine so wichtige Rolle in der
aktuellen Erforschung von Quanteninformationsverarbeitung (
”
Quantum Information
Processing“ - QIP) wie Quantenkryptographie und Quantencomputern. Die in diesen
Wissenschaftsfeldern genutzten Eigenschaften des NV-Zentrums lassen sich aber auch
fu¨r die Erforschung von nuklearer Hyperpolarisation und deren zuku¨nftigen Anwendung
nutzen. Aus diesem Grund ist es Gegenstand der vorliegenden Arbeit und wird in den
folgenden Abschnitten im Detail beschrieben.
1.4.1 Struktur und Erzeugung
Das NV-Zentrum ist ein Punktdefekt im Diamantgitter und setzt sich strukturell aus
einem Stickstoffatom auf einem Kohlenstoffgitterplatz und einer Vakanz auf dem benach-
barten Gitterplatz zusammen und besitzt eine trigonale Symmetrie (Abb.1.3). Somit er-
gibt sich mit den umliegenden Kohlenstoffatomen eine C3v-Symmetrie und vier verschie-
dene Richtungen, in die die Symmetrieachse des NV-Zentrums im Diamantgitter einge-
bettet werden kann [38]. Da Stickstoff sowohl in natu¨rlichen, als auch in synthetischen
Diamanten eine der ha¨ufigsten Verunreinigung ist und in Typ Ib-Diamanten meist als
P1-Zentrum vorliegt (vgl. Abschnitt 1.3), ko¨nnen solche Proben als Ausgangspunkt fu¨r
die Erzeugung von NV-Zentren dienen. Dabei sind die Stickstoffatome also schon beim
Wachstum des Diamanten in die Matrix eingebracht worden. Dies ist auch nachtra¨glich
durch Ionenimplantation mit Stickstoff realisierbar, wodurch eine dreidimensionale Po-
sitionierung des Stickstoffatoms bis in den Nanometerbereich mo¨glich ist [39–41]. Von
besonderem Interesse ist dies in der QIP bei der isolierte und kontrollierbare Qubits
beno¨tigt werden [42]. Der zweite Baustein des NV-Defekts, die Vakanz, liegt entweder
durch Wachstumsfehler bereits vor oder kann durch Bestrahlung mit Ionen, Neutronen
oder hochenergetischen Elektronen erzeugt werden [43, 44]. An dieser Stelle soll darauf
hingewiesen werden, dass Vakanzen im Diamant sowohl elektrisch negativ, neutral als




Abb. 1.3: Struktur des NV-Zentrums zusammengesetzt aus einem Stickstoffatom (N),
einer benachbarten Vakanz (V) und Kohlenstoffatomen (C). Einzeln (a) und
eingebettet in die Diamant-Einheitszelle (b) dargestellt. Dabei sei angemerkt,
dass die zu dem Stickstoffatom kovalent gebundenen Kohlenstoffatome bei den
theoretischen U¨berlegungen zur elektronischen Struktur keine Rolle spielen,
weil sie kein
”
freies“ Elektron beisteuern ko¨nnnen. Erzeugt mit [34].
S = 1/2 tragen (GR1-Zentren)[45]. Somit ko¨nnen sie als magnetische Sto¨rstellen fu¨r die
in dieser Arbeit untersuchten C-13 Kerne betrachtet werden. Um nun das Stickstoffatom
und eine Vakanz zu einem NV-Komplex zusammenzufu¨gen, mu¨ssen die Vakanzen mobi-
lisiert werden. Dies geschieht ab einer Temperatur von etwa 900 K [46, 47]. Im Rahmen
dieser Arbeit wurden die Vakanzen durch Bestrahlung mit 10 MeV-Elektronen erzeugt
und anschließend mithilfe eines Graphit-Ofens mobilisiert (vgl. Abschnitt 3.2 und 3.3).
1.4.2 Elektronische Struktur, Energieschema und optische
Polarisation
Das NV-Zentrum kann in mindestens zwei elektrischen Ladungszusta¨nden vorkommen -
neutral als NV0 oder negativ als NV− bezeichnet10 [37, 50]. Im Weiteren soll hauptsa¨chlich
der negative Ladungszustand beleuchtet werden, da nur in diesem eine optische Spinpola-
risation mo¨glich ist, die dieser Arbeit zugrunde liegt. Aus diesem Grund ist, wenn nicht
explizit angegeben, im Folgenden immer das negativ geladene NV-Zentrum gemeint,
auch, wenn das
”
−“ weggelassen wird. Nun ist es essenziell sich mit der elektronische
Struktur des Defekts und dessen Energieniveaus auseinanderzusetzen, um anschließend
den Polarisationsprozess zu verstehen.
Zur Beschreibung dient ein Sechs-Elektronen-Modell. Dieses ergibt sich aus den drei
offenen C-Bindungen zur Vakanz (3 Elektronen) und dem benachbarten Stickstoffatom,
welches zwei weitere Elektronen liefert. Dies entspra¨che dem neutralen Ladungszustand
NV0 mit dem Elektronenspin S = 1/2. Abha¨ngig von der lokalen Umgebung im Kris-
tallgitter kann nun ein weiteres Elektron vom NV-Defekt aufgenommen werden, sodass
sich der negativ geladene Zustand NV− mit Spin S = 1 ausbildet [51–54]. Aus gruppen-
theoretischem Ansatz, kann man von vier Orbitalen {σ1,σ2,σ3,σN} ausgehen, die sich
zu verschiedenen Teilen aus den Orbitalen der zur Vakanz benachbarten ungebundenen
10Man geht weiterhin von einem nicht-lumineszierenden eventuell positiven Ladungszustand aus [48–50]
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Abb. 1.4: Schematische Darstellung der drei NV-Molekularorbitale außerhalb des Va-
lenzbandes relativ zur Vakanz (weiß), dem Stickstoffatom (braun) und den
drei na¨chsten Kohlenstoffatomen (schwarz). Die roten Bereiche repra¨sentieren
die positiven und die blauen die negativen Beitra¨ge zu den Molekularorbits
(aus Ref. 55).
Elektronen der Kohlenstoffionen und des Stickstoffions zusammensetzen. Es ergeben sich
zwei nicht-entartete Zusta¨nde a1(1) und a1(2), sowie zwei entartete Zusta¨nde ex und ey.
Beru¨cksichtigt man nun die Coulomb-Wechselwirkung der Ionen und Elektronen lassen
sich die Energieniveaus qualitativ mit aufsteigender Energie ordnen (Abb.1.4) [56].
a1(1) = α




1− α2 σN (1.18)
a1(2) =
√











Dabei kann α als Parameter fu¨r das Mischen des σN -Zustands in die a1(1/2)-Orbitale
betrachtet werden [57]. Durch Ab-Initio-Berechnungen kann weiterhin gezeigt werden,
dass sich der energetisch niedrigste Zustand im Valenzband befindet [58]. Abbildung 1.5
zeigt schematisch die Besetzung der Zusta¨nde im Sechs-Elektronenmodell. Alternativ
dazu ist auch die vollkommen a¨quivalente Darstellung als Zwei-Lo¨chermodell angegeben.
Im Grundzustand sind die zwei niedrigsten a1 Orbitale voll und die ex/y-Orbitale mit je
einem Elektron/Loch besetzt. Im ersten angeregten Zustand ist eines der e-Zusta¨nde voll
besetzt, wa¨hrend auf dem anderen und dem a1(2)-Zustand nur je ein Elektron vorhanden
ist. Demnach ergibt sich sowohl im Grund- als auch im ersten angeregten Zustand ein
Triplett mit S = 1 [59].
Der zweite angeregte Zustand ist ein Singlett mit S = 0 und liegt energetisch u¨ber dem
ersten angeregten Zustand [60]. Insgesamt ergeben sich aus diesem gruppentheoretischen
Ansatz vier relevante Singlett- und zwei Triplett-Zusta¨nde [60]. Betrachtet man nun im























Abb. 1.5: Energieschematische Darstellung der Orbitale und deren Besetzung im Sechs-
Elektronen- beziehungsweise Zwei-Lo¨chermodell.
Beru¨cksichtigung der Spin-Spin-Wechselwirkung HSS, der Spin-Bahn-Kopplung HSL und
der intrinsischen Spannung HSp im Kristallgitter [64].
H = H0 + HSS + HSL + HSp
Dabei beschreibt H0 den Energieunterschied von 1,945 eV zwischen den beiden Triplett-
Zusta¨nden [64]. Im Allgemeinen kann man die Fein- und Hyperfeinstruktur der Triplett-










T (SxIx + SyIy)+PT
(
I2z − I(I + 1)/3
)
(1.22)
Dies gilt sowohl fu¨r den Grundzustand als auch fu¨r den angeregten Zustand bei Raum-




T die axialen und
nicht-axialen magnetischen Hyperfeinparameter und PT den Quadrupolparameter an.
Letzterer ist fu¨r N-15-korrelierte NV-Zentren (I = 1/2) Null. Aus der Literatur aus-
gewa¨hlte Werte dieser Parameter sind in Tabelle 1.1 zu finden und die daraus resul-
tierenden Energieschemas in Abbildung 1.6 dargestellt. Ein weiterer wichtiger Punkt
fu¨r diese Arbeit ist die Verteilung der Elektronen-Spin-Dichte des NV-Zentrums. Da-
bei muss man den Grund- und den angeregter Zustand unterscheiden. Superzellen-
und Dichtefunktionaltheorie-(DFT)-Simulationen ergeben einen Parameter von α ≈ 0,7,
der nach Gleichung 1.21 das Mischen des ungebundenen Stickstoffelektrons in die NV-
Orbitale beschreibt. Somit ist das Stickstofforbital hauptsa¨chlich im a1(2)-Level loka-
lisiert, welches im 3A2-Grundzustand mit zwei gepaarten Elektronen besetzt ist. Dies
ermo¨glicht zum Beispiel nur eine geringe Spinpolarisation des Stickstoffs. Im Gegensatz
dazu, ist im ersten angeregten Zustand (3E) ein Elektron vom a1(2)-Level in ein e-
Level gehoben, sodass nun dort ein ungepaartes Elektron vorliegt und die Spindichte am
Stickstoffatom erho¨ht ist (Abb. 1.7 a) [57]. In beiden Fa¨llen ist die Spindichte an den zur
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Abb. 1.6: Schematische Darstellung der Energieniveaus des NV-Zentrums im Grund-
(a,c) und angeregtem Zustand (b,d) unter Beru¨cksichtigung der Fein- und
Hyperfeinwechselwirkungen mit einem intrinsischen N-14- (a,b) oder N-15-
Atomkern (c,d) bei Raumtemperatur [61, 62]. Benennung der Symmetrien und
der Besetzung im Elektronenbild sind neben den Niveaus zu finden [56, 63].
Isotop D (GHz) A⊥ (MHz) A‖ (MHz) P (MHz)
Grundzustand
N-15 2,87 3,01± 0,05 3,01± 0,05
N-14 2,87 −2,70± 0,07 −2,14± 0,07 −5,01± 0,06
anger. Zustand
N-15 1,1435± 3 (±)61± 6 (±)61± 6
N-14 1,420 (±)40 (±)40
Tab. 1.1: Numerische Werte der Fein- und Hyperfeinstrukturparameter bezu¨glich Glei-
chung 1.22 bei Raumtemperatur [62, 66, 67].
Vakanz benachbarten Kohelstoffatomen allerdings recht hoch, was stets eine Polarisati-
on dieser Atome ermo¨glicht [57]. Die Gesamt-Spindichte ist dabei, sowohl im Grund- als
auch im angeregten Zustand, zum gro¨ßten Teil (95 %) beim Stickstoffatom in den direkt
zur Vakanz benachbarten Kohlenstoffatomen loklaisiert und wird lediglich umverteilt
(Abb. 1.7 b) [68]. Außerdem zeigen diese Simulationen, dass sich die Position der Koh-
lenstoffatome und des Stickstoffatom um die Vakanz zwischen Grund- und angeregtem
Zustand unterscheiden. Das optische Verhalten eines NV-Zentrums la¨sst sich in einen
langsamen extrinsischen und in einen schnellen intrinsischen Part unterteilen. Der lang-
same Zweig la¨sst sich auf photoinduzierte Umwandlung zwischen den Ladungszusta¨nden




Abb. 1.7: Isofla¨chen der Spindichte im Grundzustand 3A2 (a) und angeregten Zu-
stand 3E fu¨r m = 1 nach Ref. 57 (a) und Ref. 68 (b).
sische optische Dynamik la¨sst sich mit Hilfe eines Sechs-Niveau-Modells beschreiben,
wenn man das System bei Raumtemperatur und ohne externes Magnetfeld betrachtet.
In dem Modell werden U¨berha¨nge zwischen den Triplett-Unterniveaus (m = 0, ± 1)
nicht beru¨cksichtigt, da diese einige Gro¨ßenordnungen langsamer verlaufen, als als die
optischen U¨berga¨nge. Fu¨r B = 0 ist eine schematisch Darstellung in Abbildung 1.8 b zu
finden11. Dabei ist der experimentell u¨bliche Fall der nicht-resonanten Anregung (meist
mit 532 nm-Laser) dargestellt - wie es auch in der hier vorgestellten Arbeit praktiziert
wurde. Nach der Anregung in das Phononenseitenband (PSB) des angeregten Zustands
da¨mpft sich die vibronische Anregung innerhlab einiger Pikosekunden und das NV-
Zentrum befindet sich in einem der relaxierten Triplettzusta¨nde [71]. Die direkten opti-
schen U¨berga¨nge beider Triplett-Zusta¨nde (|5〉 , |6〉), bevorzugt in das PSB des Grund-
zustands, besitzen die gleichen Wahrscheinlichkeiten und sind demnach spin-unabha¨ngig
[60]. Der Unterschied der Lebenszeiten, und auch der Grund fu¨r die spinpolarisierende
Eigenschaft des NV-Zentrums, liegt in dem selektivem U¨bergang in den Singlett-Zustand
|4〉 [64]. Im Vergleich zum |6〉-Zustand (m = ±1) ist die U¨bergangswahrscheinlichkeit des
|5〉-Zustands (m = 0) verschwindend gering, sodass dieser hauptsa¨chlich strahlend di-
rekt in den Grundzustand relaxiert. Fu¨r den |6〉-Zustand hingegen, besteht weiterhin die
Mo¨glichkeit via einem sogenannten
”
intersystem crossing“ (ISC) nicht-strahlend in den
Singlett-Zustand |4〉 zu gelangen. Damit existieren fu¨r den Zustand |6〉 zwei
”
Zerfalls-
kana¨le“, wodurch sich die geringere Lebensdauer erkla¨rt. Außerdem konnte eine leichte
Pra¨ferenz des U¨bergangs vom Zustand |3〉 in Zustand |1〉 im Vergleich zum Zustand |2〉
festgestellt werden [61]. Der Hauptursprung der elektronischen Spinpolarisation des NV-
Zentrums la¨sst sich allerdings im spinabha¨ngigen ISC des angeregten Zustands finden.
Das Resultat ist eine spin-abha¨ngig Photolumineszenz, die die Grundlage eines jeden
NV-basierten ODMR-Experiments bildet. Die so erzeugte elektronische Spinpolarisation
Pgz im Grundzustand unter kontinuierlicher nicht-resonanter Anregung la¨sst sich durch
11Fu¨r B 6= 0 mischen die Zusta¨nde untereinander und eine Erweitung des Modells auf sieben Niveaus
ist no¨tig. Dabei wird jedes Triplett-Unterniveau seperat betrachet (m = −1,0,1) und die beiden
Singlett-Niveaus zu einem einzigen zusammengefasst [69].
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Abb. 1.8: Einfaches Energieschema des NV-Zentrums mit den aus der Literatur bekann-
ten energetischen Absta¨nden (a). Das Sechs-Niveaus-Modell (b) beschreibt die
optische Dynamik des NV-Zentrums ohne externes Magnetfeld bei Raumtem-
peratur. Die Energieniveaus sind aufsteigend nummeriert (pink). Gru¨ne Pfeile
symbolisieren nicht-resonante, spin-erhaltende Anregungen in das Phononen-
seitenband (stilisiert als graue Parabel). Rote Pfeile bezeichnen optische, spin-
erhaltende Relaxationen und gestrichelte Pfeile nicht-strahlende U¨berga¨nge.
Die Lebenszeiten der einzelnen Niveaus sind in blauer Schrift angegeben (Le-
benszeit fu¨r Niveau |4〉 bei 70 K) [60, 64, 70]. Der U¨bersicht halber wurde
bewusst auf weitere mo¨gliche U¨berga¨nge zwischen unterschiedlichen Triplett-
Niveaus vom Grund- zum angeregten Zustand verzichtet. Diese machen nach
Ref. 62 ohnehin nur circa 1 % im Vergleich zu den Spin-erhaltenden U¨berga¨nge
aus.




≈ 1− αβ (1.23)
Hier beschreibt α das Verha¨ltnis der U¨bergangsraten k32/k31 aus dem Singlett-Zustand |3〉
in den Grundzustand 3A2 und β das Ratenverha¨ltnis k54/k64 aus dem angeregten Zustand
3E in den Singlett-Zustand |4〉. Aus der Literatur ist bekannt, dass sich eine Polarisation
des Elektrons von 80 % und mehr erreichen la¨sst [62, 72]. Demnach muss αβ etwa 0,2
betragen. Literaturwerte von α ≈ 0,8 erfordern somit einen Wert von β ≈ 0,25, um die
beobachtete Polarisation erkla¨ren zu ko¨nnen. Dies zeigt, dass sich schon mit moderatem
Unterschied in den U¨bergangsraten zum Singlett-Zustand |4〉 die gemessenen Werte er-
kla¨ren lassen. In Ref. 72 hat man fu¨r einzelne NV-Zentren eine maximalen Polarisation









Abb. 1.9: Struktur des P1-Zentrums zusammengesetzt aus einem Stickstoffatom (N)
und vier benachbarten Kohlenstoffatomen (C) (a) eingebettet in die Diamant-
Einheitszelle. Das Prinzip des Jahn-Teller-Effekts (b), der zu einer Positions-
verschiebung des Stickstoff-Atoms in Richtung einer der vier Kohlenstoffbin-
dungen fu¨hrt (erzeugt mit Ref. 34). Dabei ist der schematische Energiever-
lauf E der elektronischen Zusta¨nde 1 und 2 abha¨ngig von der Verzerrung Q
skizziert.
1.5 Substitutioneller Stickstoff in Diamant –
P1-Zentrum
Wie schon in Abschnitt 1.3 erwa¨hnt, stellt Stickstoff die ha¨ufigste Verunreinigung im Dia-
mantkristall dar. Es kann als Aggregat oder einzeln als substitutionelles Atom an einem
Kohlenstoffgitterplatz vorkommen (Abb. 1.9). Ersterer Fall tritt eher bei natu¨rlichen
Diamanten und letzterer eher bei synthetisch (HPHT) hergestellten Diamanten auf [73].
An dieser Stelle soll sich auf letzteren Fall beschra¨nkt werden, in dem der Defekt als
C-Zentrum, oder in der EPR-Terminologie als P1-Zentrum, bezeichnet wird. Im Jahr
1959 wurde dieser Defekt mit Elektronspin S = 1/2 bei EPR-Messungen entdeckt [74].
Da Stickstoff als Element der fu¨nften Hauptgruppe eine zusa¨tzliches Elektron in das
Kohlenstoffgitter einbringt, agiert es als deep donor. Dieses zusa¨tzliche Elektron besetzt
ein antibindendes Orbital mit einem benachbarten Kohlenstoffatom, was einer Verzer-
rung aus der tetraedrischen in eine trigonale Symmetrie bewirkt [75]. Grund hierfu¨r ist
der statische Jahn-Teller-Effekt, wonach ein elektronisch entartetes (nicht-lineares) Sys-
tem durch Verminderung seiner Symmetrie die Entartung aufhebt und einen energetisch
niedrigeren Zustand annehmen kann [76]. Das Prinzip ist fu¨r zwei fiktive elektronische
Zusta¨nde in Abbildung 1.9 b skizziert. Durch eine positive Verzerrung Q der Struktur
erniedrigt sich das Energieniveau von Zustand B um den Wert EJT. Das Stickstoffatom
geht demnach mit drei der vier umgebenden Kohlenstoffatomen einer sta¨rkere Bindung
als mit dem u¨brigen Atom ein [77]. So ist auch die Spindichte an der schwa¨cheren Bin-
dung ho¨her [78]. Der Jahn-Teller-Effekt ist auch der Grund fu¨r den Unterschied der ther-
mischen und optischen Ionisationsenergie von 1,7 eV beziehungsweise 2,2 eV [79, 75]12.
123/4 · 2,2 eV ≈ 1,7 eV
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1.6 Level-Anti-Crossing
Die anisotrope Verteilung des Elektronenspindichte verursacht eine dementsprechend
nicht isotrope Hyperfeinwechselwirkung mit dem Stickstoffkern. Aufgrund der natu¨rli-
chen Ha¨ufigkeit von 99,636 % des 14N-Isotops soll im Folgenden nur dieses mit dem
Kernspin I = 1 Beru¨cksichtigung finden [80]. Wa¨hlt man die z-Richtung so, dass sie
mit der schwa¨chsten N-C-Bindung zusammenfa¨llt, ergeben sich die Hyperfeinparameter
A‖ = 114 MHz und A⊥ = 81 MHz [74, 81]. Damit kann der Hamilton-Operator fu¨r ein
P1-Zentrum im Magnetfeld ~B mit
H = γP1 ~BS + SAI (1.24)
definiert werden. Dabei bezeichnet γP1 das gyromagnetische Verha¨ltnis, was in erster
Na¨herung als das eines freien Elektrons angenommen werden kann. Die P1-Zentren lassen
sich so in zwei Kategorien einteilen. In 25 % der Fa¨lle, wird die schwache N-C-Bindung in
z-Richtung und zu 75 % der Fa¨lle in einem Winkel von θ = 109,5◦ zur z-Achse liegen. Die
Anisotropie der Hyperfeinwechselwirkung verursacht fu¨r erstere eine Kopplungssta¨rke
von 114 MHz und fu¨r letztere eine effektive Kopplung nach√
A2‖ cos
2 θ + A2⊥ sin
2 θ (1.25)




Level-Anti-Crossing“ (LAC) beruht auf dem allgemein gu¨ltigen
Wigner- von Neumann Non-Crossing-Theorem und soll an dieser Stelle in mathematisch
abgeschwa¨chter, aber der Arbeit entsprechender Form, diskutiert werden. Es besagt,
dass fu¨r zwei von N reellen, kontinuierlichen Parametern abha¨ngigen gesto¨rten Eigen-
werten einer hermiteschen symmetrischen Matrix kein Satz dieser Parameter existiert,
mit welchem beide Eigenwerte den gleichen Wert annehmen, außer auf einer (N − 2)-
dimensionalen Mannigfaltigkeit [82]. Von besonderen physikalischen Interesse ist der Fall
des als hermitesche Matrix repra¨sentierten Hamilton-Operators H. Ha¨ngt der Hamilton-
Operator von einem reellen Parameter x ab, so gilt dies auch fu¨r die korrespondierenden













Die Eigenvektoren des Systems sind |0〉 = (1,0)ᵀ und |1〉 = (0,1)ᵀ, mit den dazu geho¨ri-
gen, von x abha¨ngigen Eigenwerten E1 und E2. Fu¨r x = 0,5 kommt es zur zweifachen
Entartung der Zusta¨nde.
Fu¨gt man nun dem Hamilton-Operator eine Sto¨rung W hinzu, wird diese Entartung
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Abb. 1.10: Abha¨ngigkeit zweier Energieniveaus von einem beliebigen linearen Parame-
ter x unter Beru¨cksichtigung eines Sto¨rungsterms W .
aufgehoben13.


















(E1 + E2)2 + 4|W |2
)
. (1.28)
In Abbildung 1.10 ist der Verlauf dieser Eigenwerte fu¨r verschiedene Sto¨rungsparame-
ter W , sowie ohne Sto¨rung visualisiert. Dieses einfache Beispiel zeigt den Einfluss von
Nebendiagonalelementen in der zuvor diagonalisierten Hamilton-Matrix. Durch diese
kommt es zur Mischung der ungesto¨rten Zusta¨nde |0〉 , |1〉 zu neuen Eigenzusta¨nden
|±〉14.
Korrespondieren die Zusta¨nde zu bestimmten Spin-Eigenschaften, kann deren Mi-
schung zu einem Polarisationsu¨bertrag von einem Spin-System in ein anderes fu¨hren.
13Die Sto¨rung ist dabei so zu wa¨hlen, dass der neue Hamilton-Operator H’ hermitesch bleibt. Man
beachte zudem, dass der ungesto¨rte Hamilton-Operator und der Sto¨rungsoperator nicht kommutieren
und in dem Beispiel sogar nur einen konstanten Parameter W besitzt.
14Aus experimenteller Sicht la¨sst sich immer eine Sto¨rung in einem quantenmechanischen System finden
und sei sie noch so klein, da kein Quantensystem perfekt von seiner Umgebung isoliert existiert. Dies
impliziert, dass mit ausreichender Auflo¨sung des Beobachters fu¨r zwei sich energetisch anna¨hernde
Zusta¨nde ein Anti-Crossing beobachtet werden kann.
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1.7 Kreuzpolarisation
Dies ist auch Gegenstand aktueller Forschung fu¨r nicht NV-basierte Hyperpolarisations-
techniken [84, 85]. Im Kapitel 2 werden die hier aufgezeigten U¨berlegungen auf verschie-
dene mit dem NV-Zentrum assoziierte Quantensysteme angewandt, um insbesondere die
damit verbundenen Spinpolarisationsmechanismen zu verstehen.
1.7 Kreuzpolarisation
Als Kreuzpolarisation wird der Energieu¨bertrag eines Spin-Systems auf ein anderes und
der damit verbundene Polarisationstransport bezeichnet. In der NMR wird dieser Prozess
zur Signalerho¨hung von Atomkernen Sr niedriger Ha¨ufigkeit genutzt, indem die Polarisa-
tion eines in ho¨here Konzentration vorhandenen Kernspins Sa oder mit gro¨ßerem gyro-
magnetischen Verha¨ltnis transferiert wird. Voraussetzung fu¨r eine nicht-verschwindenden
U¨bergangswahrscheinlichkeit ist im Allgemeinen ein resonanter Energieaustausch.
∆Er = ∆Ea (1.29)
In der NMR wird dies durch die Hartmann-Hahn-Bedingung realisiert, bei der zwei
Hochfequenzfelder der Amplitude B1r und B1a mit der jeweils entsprechenden Larmor-
Frequenz senkrecht zum B0-Feld eingestrahlt werden [86].
γrB1r = γaB1a (1.30)
Typischerweise wird dieses Verfahren bei der Untersuchung von organischen Moleku¨len
mithilfe von 13C angewendet, bei dem die 1H-Spins als Polarisationsquelle bei der Kreuz-
polarisation genutzt werden [87]. Neben der Anpassung der energetischen U¨berga¨nge,
mu¨ssen die beiden Spin-Systeme einer Kopplung unterliegen. Diese ist meist durch di-





2 mit den Leiteroperatoren S
± in Glg. 1.13 beschrieben werden. Das Verfahren der
Hochfrequenzeinstrahlung von B1-Feldern nach Hartmann und Hahn wird in dieser Ar-
beit nicht genutzt und soll deshalb nicht weiter beschrieben werden. Stattdessen wird
die Energieanpassung zweier Spin-Systeme durch ihre Zeemann-Aufspaltung im magne-
tischen Niedrigfeld genutzt.
Fu¨r die allgemeine Beschreibung von Magnetisierungstransfer la¨sst sich ein einfaches
thermodynamisches Modell aufstellen, in dem den einzelnen Spin-Arten eine Tempera-
tur T zugeordnet wird. Fu¨r den hier vorliegenden Fall zeigt sich aber, dass das typische
Vorgehen nicht direkt anwendbar ist, da sich eines der Spin-Systeme im thermischen
Gleichgewicht (GG), aber das andere im ausgepra¨gten Nicht-Gleichgewicht (NGG) be-
findet. Fu¨r ersteres la¨sst sich noch aus der Na¨herung von Glg. 3.7 in Abschnitt 3.4.1 fu¨r
∆E/kBT << 1 das Curiesche Gesetz fu¨r die Magnetisierung M herleiten, wodurch sich









Dabei bezeichnet c die Curie-Konstante fu¨r die Spin-Sorte im thermischen Gleichge-
wicht15. Fu¨r das zweite Spin-System kann man nicht von der in Abschnitt 3.4.1 genutzten
Zustandsgleichung ausgehen. Dies wird offensichtlich, wenn man sich klar macht, dass
die Temperatur eben ausschließlich fu¨r Systeme im thermischen Gleichgewicht definiert
ist. Dieses System ist nur mittels Nicht-Gleichgewichts-Thermodynamik beschreibbar,
was dem Rahmen der vorliegenden Arbeit sprengen wu¨rde.
Im konkret vorliegenden Fall eines stark polarisierten NV-Elektronenspin als Nicht-
Gleichgewichtszustand und gekoppelten paramagnetischen Defekten im thermodynami-
schen Gleichgewicht, la¨sst sich folgendes
”
Bild zeichnen“. Fu¨hrt man sich das Energie-
schema des NV-Zentrums im Grundzustand fu¨r Magnetfelder B < 100 mT vor Augen,
kann man sich den m = 0-Polarisationszustand mit einer nahezu 100 %igen Besetzung in
erster Na¨herung als Gleichgewichtszustand nahe dem absoluten Nullpunkts vorstellen.
Auch in diesem Bild la¨sst sich die Temperatur nicht u¨ber eine simple Beziehung angeben,
weil die Na¨herungsbedingung ∆E/kBT << 1 fu¨r das Curiesche Gesetz nicht erfu¨llt ist.
Dennoch kann man sich die NV-Spins als ein sehr
”
kaltes“ System vorstellen, wa¨hrend
sich alle anderen paramagnetischen Zentren im thermodynamischen Gleichgewicht mit




= u∇2T (~x,t) (1.32)
wird sich diese Temperaturdifferenz ausgleichen und die Spin-Polarisation des einen Sys-
tems wird auf das andere u¨bertragen. Hier ist u > 0 zu wa¨hlen und stellt die Tempe-
raturleitfa¨higkeit der Systeme dar. Ein a¨quivalenter Ansatz wird fu¨r die Beschreibung
der Spin-Diffusion im folgenden Abschnitt 1.8 genutzt. Das spa¨ter vorgestellte System
ist wesentlich komplexer, weshalb auf die Berechnungen im Abschnitt 2.5 verwiesen sei.
1.8 Spin-Diffusion
Spin-Diffusion beschreibt den Ausgleich eines Spin-Polarisationsunterschieds innerhalb
eines homonuklearen Systems. Der Zusatz
”
homonuklear“ stellt, analog zur in Ab-
schnitt 1.7 behandelten Kreuzpolarisation, einen resonanten Energieaustausch bei ei-
nem Spin-flip-flop sicher, da isotopengleiche Kernspins im gleichen Magnetfeld per se
die gleiche Larmor-Frequenz besitzen. Durch starke Magnetfeld-Gradienten nahe para-
magnetischer Zentren im Festko¨rper oder durch Hyperfein-Kopplung zu diesen, ko¨nnen
sich die Larmor-Frequenzen benachbarter Kernspins allerdings unterscheiden, wodurch
ein resonanter Energietransfer und damit die Spin-Diffusion unterdru¨ckt sein kann. Der
Prozess der Spin-Diffusion kann wie jeder Diffusionsprozess im in erster Na¨herung u¨ber
die homogene Diffusionsgleichung beschrieben werden.
∂P (~x,t)
∂t








Dabei benennt P (~x,t) die Polarisation am Ort ~x zum Zeitpunkt t und D die tensoriel-
le Diffusionskonstante, die eine eventuelle Richtungsabha¨ngigkeit der Diffusion beru¨ck-
sichtigt. Mathematisch handelt es sich um eine parabolische Differentialgleichung deren
Lo¨sung somit von den Anfangsbedingungen abha¨ngt. Ist ein zusa¨tzliche Polarisations-




−∇ (D∇P (~x,t)) = f(~x,t) (1.34)
Die Spin-Gitter-Relaxation stellt zum Beispiel eine nicht vermeidbare Senke der Spin-
Polarisation dar, die die Polarisation zuru¨ck ins thermische Gleichgewicht P0 treibt und
kann u¨ber die Rate R = 1/T1 modelliert werden [88]. So ergibt sich
∂P (~x,t)
∂t
= ∇ (D∇P (~x,t)) + (P0 − P (~x,t))R. (1.35)
Geht man trotz der Anisotropie der magnetischen Dipol-Dipol-Kopplung in erster Na¨he-
rung von einer isotropen Diffusionskonstante (D→ D) aus, la¨sst sich die Glg. 1.35 durch
Umschreiben des Laplace-Operators in Kugelkoordinaten und anschließendem Wegstrei-
cher der richtungsabha¨ngigen Terme in folgende Vereinfachung umwandeln.
∂P (~x,t)
∂t






































+ (P0 − P )R
(1.36)
Die isotrope Diffusionskonstante kann nach Ref. 89 mit D = 6,7 · 10−15 cm2 s−1 an-
genommen werden. Fu¨r weitere Details sei auf die Modell-Rechnung in Abschnitt 2.8
verwiesen. Beinhaltet ein Kristall paramagnetische Verunreinigungen, kann nicht mehr
von einer u¨berall identischen Diffusionskontante ausgegangen werden. Durch parama-
gnetische Verunreinigungen entstehen lokal inhomogene Magnetfelder, die die Larmor-
Frequenz banachbarter (Kern-) Spins abha¨ngig von ihrem Abstand verschiebt. Befinden
sich zwei Spins nahe am paramegntischen Zentrum, aber mit unterschiedlicher Entfer-
nung zu diesem, ist deren Larmor-Frequenz nicht mehr resonant zueinander und Spin-
flip-flops sind stark unterdru¨ckt. Dadurch ist die Diffusionskonstante nur außerhalb einer
spha¨rischen Region um das paramagnetische Zentrum herum bis zu einer sogenannten
Diffusionsbarriere b von Null verschieden. In Realita¨t gibt es keinen abrupten Sprung
der Diffusionskonstante von Null auf ihren ungesto¨rten Wert. Die Verha¨ltnisse sind mit
einem stetigen Verlauf der Diffusionskonstante proportional zu exp{−a/r8} mit a ∈ R+
in Abb. 1.11 dargestellt [90]. Dies impliziert eine weitere Konsequenz fu¨r eine NMR-
Messung. Sind die Larmor-Frequenzen der defektnahen Spins so stark verschoben, dass
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Abb. 1.11: Spindiffusion um ein paramagnetisches Zentrum P im Festko¨rper. Um das
Zentrum herum bis etwa zur Diffusionsbarriere b ist die Spin-Diffusion un-
terdru¨ckt bis sich die Diffusionskonstante D ihrem ungesto¨rten Wert D0
anna¨hert. Geplottet ist eine Proportionalita¨t von D ∝ exp{−a/r8} mit a = 1
[90]. Im Abstand R ist der Einfluss des Defekts vernachla¨ssigbar und die Dif-
fusionskonstante bleibt konstant auf ihrem ungesto¨rten Wert D0.
1.9 Einfluss von paramagnetischen Zentren auf
NMR-Linienbreiten und Relaxationszeiten
Im Folgenden soll der Einfluss paramagnetischer Sto¨rstellen auf die Linienbreite in NMR-
Spektren und die Relaxationszeiten diskutiert werden. Als paramagnetische Sto¨rstellen
oder Defekte werden im Festko¨rper in die Matrix eingebrachte Atome bezeichnet, die
einen Elektronenspin besitzen und somit dipolar mit den Kernspins wechselwirken. Die
Larmor-Frequenz ωL eines solchen Kernspins mit dem gyromagnetischen Verha¨ltnis γ
im Magnetfeld ~B ist u¨ber ωL = γ| ~B| bestimmt. Das Magnetfeld am Ort des Kernspins
erfa¨hrt durch die Anwesenheit eines paramagnetischen Defekt mit dem magnetischen






2 cos θrˆ + sin θθˆ
)
(1.37)
ein A¨nderung ∆ ~B [31]. Dabei ist ∆ ~B in Kugelkoordinaten mit den Einheitsvektoren rˆ
sowie θˆ dargestellt und µ0 bezeichnet die magnetische Feldkonstante. Der Einfachheit
halben betrachten wir im weiteren nur die Betra¨ge B = | ~B| und ∆B = |∆ ~B| und erken-
nen, dass die Larmorfrequenz proportional zu 1/r3 nach ωL = γ(B+ ∆B) = ωL,0 + ∆ωL
verschoben wird. Sind die zu messenden Kernspin zum Beispiel gema¨ß einer Poisson-
34
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Abb. 1.12: Darstellung der spektralen Dichte nach Glg. 1.41 fu¨r verschiedene Korrela-
tionszeiten τc. Zudem sind die zu den Magnetfeldern 50 mT, 7 T und 12 T
korrespondierenden 13C-Larmor-Frequenzen grau markiert.
Verteilung16 relativ zu den paramagnetischen Sto¨rstellen in der Probe angeordnet, so
variiert der Abstand r dementsprechend und das u¨ber alle gemessenen Kernspins gemit-
telte NMR-Signal zeigt eine Verbreiterung um den Mittelwert 〈ωL〉 = γ〈B〉.
Die Anwesenheit von Elektronenspins kann auch die Relaxationszeiten von Kernspins
herabsetzen. Dafu¨r muss die spektrale Dichte des magnetischen Rauschens der Elektro-
nenspins einen nicht-verschwindenden Wert bei der Kernspin-Larmor-Frequenz besitzen.
Die spektrale Dichte S(ω) ist u¨ber die Autokorrelationsfunktion G(τ) des fluktuierenden
Magnetfelds Bx(t) definiert, die ihrerseits u¨ber den Durchschnitt
G(τ) = 〈Bx(t)Bx(t+ τ)〉 (1.38)
definiert ist [28]. Als einfache Annahme la¨sst sich die Autokorrelationsfunktion als
G(τ) = 〈B2x〉 exp (−|τ |/τc) (1.39)
modellieren [91]. Der Parameter τc stellt die Korrelationszeit dar, die als charakteristische
Zeitskala der Fluktuationen von Bx(t) angesehen werden kann. Eine lange Korrelations-
zeit beschriebt ein langsam fluktuierendes und eine kurze Korrelationszeit ein schnell
fluktuierendes Magnetfeld (Abb. 1.13 b). Daraus ergibt sich fu¨r die spektrale Dichte




G(τ) exp(−iωτ)dτ = 2
∫ ∞
0
〈B2x〉 exp (−|τ |/τc)) exp(−iωτ)dτ (1.40)
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Abb. 1.13: Abha¨ngigkeit der longitudinalen Relaxationszeit T1 von der Korrelationszeit
τc fu¨r eine beliebig festgelegte Kopplungssta¨rke nach Glg. 1.42. In (b) ist ex-
emplarisch ein zeitlicher Bx(t)-Verlauf mit kurzer (rot) und langer (blau) Kor-
relationszeit τc dargestellt, aus dem sich eine breite beziehungsweise schmale
spektrale Dichte S(ω) ergibt.





Fu¨r kurze Korrelationszeiten (hochfrequentes Rauschen) ergibt sich eine breite spektrale
Dichte und fu¨r lange Korrelationszeiten (niederfrequentes Rauschen) eine schmale spek-
trale Dichte. In Abbildung 1.12 sind exemplarisch die normierten spektralen Dichten fu¨r
drei verschiedene Korrelationszeiten dargestellt, sowie die Larmor-Frequenzen fu¨r 13C
bei den drei in dieser Arbeit verwendeten Magnetfeldern eingezeichnet.
Fu¨r NV-Zentren als paramagnetische Defekte im Diamanten la¨sst sich das Rausch-
spektrum als Lorentzfunktion annehmen [92]. In der Literatur finden sich fu¨r NV-Zentren
Korrelationszeiten im Bereich von 1µs bis 20µs (z.B. τc = 3(2) µs bei [N] = 100 ppm und
[NV] = 1016 cm−3 [93]), was einer verschwindend geringen spektralen Dichte bei den 13C-
Larmor-Frequenzen bei 7 T beziehungsweise 12 T enspricht [93, 94]. Bei Magnetfeldern
im Bereich von 50 mT ist der Einfluss allerdings nicht mehr vernachla¨ssigbar. Ein wichti-
ger Faktor, der den Einfluss der oszillierenden Sto¨rfelder bestimmt ist deren Amplitude.
Diese skaliert mit der dipolaren Kopplung zwischen paramagnetischem Defekt und dem
Kernspin, welche aufgrund des um etwa drei Gro¨ßenordnungen geringeren gyromagneti-
schen Verha¨ltnissen von Kernspins relativ zu Elektronenspins auch um diesen Faktor ge-
ringer ausfa¨llt als die magnetische Kopplung der Elektronen untereinander. Nach Ref. 28,
S.552 la¨sst sich eine Beziehung zwischen den U¨bergangsraten zweier Spin-Zusta¨nde und






fu¨hrt. Dieser Zusammenhang zwischen der spektralen Dichte S(ω) beziehungsweise der
Korrelationszeit τc und der T1-Zeit ist fu¨r eine beliebig festgelegte Kopplungssta¨rke (Vor-
36
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faktor in Beziehung 1.42) in Abb. 1.13 a dargestellt. Es wird deutlich, dass fu¨r Rau-
schen nahe der Larmor-Frequenz die T1-Zeit sinkt und fu¨r sehr kurze Korrelationszeiten
(τc → 0) divergiert17.
1.10 Nuklearer Overhauser-Effekt, Solid-Effekt und
Cross-Effekt
In diesem Abschnitt soll eine kurze Einfu¨hrung in das Pha¨nomen der Dynamischen
Nuklearen Polarisation (DNP) und deren grundlegenden Mechanismen gegeben werden,
ohne dabei zu stark ins Detail einzugehen. Ziel ist es einen U¨berblick u¨ber die auf der
Anwendung von Mikrowelleneinstrahlung basierenden Techniken zu geben, um diese mit
der in dieser Arbeit verwendeten Vorgehensweise in Relation setzen zu ko¨nnen.
Der eigentliche als Overhauser-Effekt (OE) bezeichnete Prozess bezieht sich auf den
U¨bertrag der Polarisation freier Elektronen in einem Metall auf die Kernspins eines sol-
chen und wurde 1953 von Albert Overhauser vorgeschlagen [95]. Der Nukleare Overhauser-
Effekt (NOE) gilt als Weiterentwicklung und bezeichnet den U¨bertrag von nuklearer
Spin-Polarisation von einer Spin-Sorte zu einer anderen [96]. Folglich ist keine Anwesen-
heit ungepaarter Elektronenspins no¨tig. Abbildung 1.14 zeigt die schematisch u¨berspitzt
dargestellte Besetzungswahrscheinlichkeit im Energieschema eines Zwei-Spinsystems. Die-
ses besteht aus den (dipolar) gekoppelten 1/2-Kernspins S und I mit unterschiedlichen
Larmor-Frequenzen in einem statischen Magnetfeld. Ziel ist es durch Manipulation des
Kernspins S den Populationsunterschied ∆P im I-Subsystem zu erho¨hen. Im thermi-
schen Gleichgewicht (Abb. 1.14 a) ist der Zustand |SI〉 = |↑↑〉 der energetisch niedrigste
und folglich am wahrscheinlichsten besetzt. Energetisch ungu¨nstiger und damit mit ab-
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Abb. 1.14: Energieschema und schematische Besetzung der Zusta¨nde in einem Zwei-
Spin-System im thermischen Gleichgewicht (a) und unter Einstrahlung von
Mikrowellen (b) mit der Larmor-Frequenz von Kernspin S. Die Besetzungen























|α β> + |α α> 
|α α> - |α β>
|β β> + |β α>
|β α> - |β β>
a) b) c)
Abb. 1.15: Energieschema und schematische Besetzung der Zusta¨nde |e n〉 in einem
Zwei-Spin-System. Die Bezeichnung der Zusta¨nde ist symbolisch und unter
Verzicht der Vorfaktoren benannt (a). Fu¨r die Schemata (b) und (c) sind nur
die relevanten Anteile der Zusta¨nde angefu¨hrt. Die Besetzungen der Zusta¨nde
im thermischen Gleichgewicht (a,b) und unter Einstrahlung von Mikrowellen
(c) sind schematisch angedeutet.
steigender Wahrscheinlichkeit besetzt sind die Zusta¨nde |↑↓〉 (|↓↑〉) und |↓↓〉. Durch
Radiowelleneinstrahlung mit einer Frequenz die der Larmor-Frequenz der Kernspins S
entspricht wird dieses Sub-System gesa¨ttigt, was einer gleichverteilten Besetzung der
up- und down-Zusta¨nde des Spins S entspricht (Abb. 1.14 b). Daraus ergibt sich im
Vergleich zum thermischen Gleichgewicht eine U¨berbevo¨lkerung der Zusta¨nde |↓↓〉 und
|↓↑〉. Die Relaxation zuru¨ck ins thermische Gleichgewicht ist durch sogenannte
”
erlaub-
te/ single quantum“ (SQ)-U¨berga¨nge oder auch
”
zero quantum“ (SQ)- und
”
double
quantum“ (DQ)-U¨berga¨nge mo¨glich. Die SQ-U¨berga¨nge haben keinen Einfluss auf die
Polarisation des I-Spins, da sich deren Zustand dabei nicht vera¨ndert. Bei den ZQ- bezie-
hungsweise DQ-U¨berga¨ngen geht der Spinflip des S-Spins mit einem Spinflip des I-Spins
einher. Das bedeutet im Fall des ZQ-U¨bergangs einen Zuwachs an I-Spins mit down-
Polarisation und im Fall des DQ-U¨bergangs ein Zugewinn an up-Polarisation. Durch den
ersten Prozess (ZQ) wird der ohnehin im thermischen Gleichgewicht vorhandene Popu-
lationsunterschied im I-Subsystems verringert und durch die DQ-U¨berga¨nge versta¨rkt.
Abha¨ngig von der dominanten U¨bergangswahrscheinlichkeit (WZQ oder WDQ) ergibt sich
eine negative oder positive Polarisationsa¨nderung, die direkt proportional zur A¨nderung
des Populationsunterschieds ∆(∆P ) ist.
Beim sogenannten
”
solid effect“ (SE), wird die Polarisation eines Elektrons auf einen
dazu gekoppelten Kernspin u¨bertragen [97]. Im Folgenden wird dabei von Spin-1/2-
Kernen ausgegangen. In der innerhalb der
”
NMR community“ u¨blichen Schreibweise,
ergibt sich der Hamilton-Operator des Systems zu
H0 = ωe0Sz + ωn0Iz + aSzIz + bSzIx. (1.43)
Dabei beschreiben die ersten beiden Terme die elektronische beziehungsweise nukleare
Zeeman-Aufspaltung mit den entsprechenden Larmor-Frequenzen ωe0 und ωn0. Die sa¨ku-
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Abb. 1.16: Energieschema der beiden Elektronen- und des Kernspins beim Cross-Effekt
(a) und die schematische Darstellung der Resonanzfrequenzen bezu¨glich der
EPR-Linie (b).
lare Kopplung ist u¨ber a und die pseudo-sa¨kulare Kopplung u¨ber b ausgedru¨ckt, wobei
|a|,|b| << |ωn0| sei18. Ein Polarisationsu¨bertrag vom Elektron- zum Kernspin ist nur bei
vorhandenen pseudo-sa¨kularem Term mo¨glich, da nur dann nicht-diagonale Elemente in
H0 existieren.
Durch Einstrahlung einer Mikrowelle mit der Frequenz ωMW und Intensita¨t ω1 erwei-
tert sich der Hamilton-Operator im rotierenden Bezugssystem zu
H = ∆ωe0Sz + ωn0Iz + aSzIz + bSzIx + ω1Sx. (1.44)
Hierbei ist ∆ωe0 = ωe0 − ωMW. Wird fu¨r ωMW = ωe0 ± ωn0 gewa¨hlt, ko¨nnen aufgrund
der Mischung der Zusta¨nde durch den pseudo-sa¨kularen Term (bSzIx) die ”
verbotenen
U¨berga¨nge“ angeregt werden. Dies ist in Abb. 1.15 b,c fu¨r den
”
double quantum“-U¨ber-
gang dargestellt, wobei nur die fu¨r den Polarisationstransfer relevanten Anteile der Spin-
Zusta¨nde angegeben sind [99]. In diesem Fall erreicht man eine versta¨rkte Besetzung des




cross effect“ (CE) beschreibt die Kernhyperpolarisation unter dem Einfluss von
zwei ungepaarten Elektronenspins [100, 101]. Sind diese Elektronen dipolar gekoppelt
und entspricht der Unterschied der Resonanz-Frequenzen diesem der nuklearen Larmor-
Frequenz des zu polarisierenden Kerns, so wird die Polarisation auf diesen u¨bertragen.
Dies ist in Abb. 1.16 illustriert. Die Linienbreite der eingestrahlten Mikrowelle muss dabei
im Bereich der nuklearen Larmor-Frequenz liegen, um beide EPR-U¨berga¨nge abdecken
zu ko¨nnen. Wa¨hrend beim SE eine hochintensive Mikrowellenquelle beno¨tigt wird, ist
dies beim CE nicht der Fall, da hier lediglich
”
erlaubte“ EPR-U¨berga¨nge angeregt werden
mu¨ssen.
18Als sa¨kular werden solche Terme bezeichnet, die mit dem ungesto¨rtem Hamilton-Operator H0 kom-
mutieren, also in der Basis aus Eigenfunktionen von H0 nur Diagonalterme besitzen. Pseudo-sa¨ku-
lare Terme verbinden die Spin-Zusta¨nde, deren Energie sich um die Hyperfeinkopplungskontante
unterscheiden - also um die Energie ~ωhf, wobei ωhf die Hyperfeinaufspaltung in Einheiten der





thermal mixing“, bei dem ein Elektronenspin-Ensemble als Polari-





An dieser Stelle werden einige im Rahmen der Dissertation durchgefu¨hrte Modellrech-
nungen vorgestellt. Die Komplexita¨t der untersuchten Quantenobjekte steigt von Ab-
schnitt zu Abschnitt, um am Ende die komplizierten Verha¨ltnisse in der untersuchten
Probe zu erla¨utern. Ziel ist es ein Modell zu entwickeln, welches die wesentlichen Me-
chanismen der Hyperpolarisation von 13C-Spins wiedergibt.
Zu Beginn wird die Rolle des NV-intrinsischen Stickstoff-Spins und getrennt dazu
die Hyperpolarisation eines Na¨chsten-Nachbar-Kohlenstoff-Spins untersucht. Anschlie-
ßend werden beide Systeme kombiniert und zwei Szenarien von dipolar beziehungsweise
hyperfein-gekoppelten 13C-Spins unterschieden. Abschließend wird ein Ansatz im Rah-
men von Kreuzpolarisation unter Beru¨cksichtigung eines in NV-Umgebung befindlichen
P1-Zentrums untersucht. Der Vergleich der aufgenommenen Messdaten mit diesen Mo-
dellen bildet spa¨ter die Grundlage fu¨r die Diskussion derselbigen.
Zur numerischen Berechnung wurde die Python-Software Quantum Toolbox in Py-
thon - QuTiP genutzt [102]. Energien werden wie in diesem Fachbereich u¨blich in MHz
oder GHz angegeben und sind bei Bedarf nach E = hf = ~ω umzurechnen.
2.1 Level-Anti-Crossing des 15N-NV-System im
angeregtem Zustand
Die hier vorgestellten Berechnungen beruhen auf den Modellen aus den Vero¨ffentlichun-
gen von Jacques et al. [103], Fuchs et al. [67] und Gali [68].
Betrachtet wird die Wechselwirkung eines NV-Zentrums mit seinem intrinsischen
15N-Isotop, unter nicht-resonanter Anregung bei verschiedenen externen Magnetfeldern.
Das Augenmerk liegt dabei auf der Hyperpolarisation des Stickstoff-Isotops per Hyper-
feinkopplung mit dem Elektronenspin des NV-Zentrums im angeregten Zustand. Der
Hamilton-Operator dieses Systems setzt sich aus der Kristallfeldaufspaltung, der elek-
tronischen Zeeman-Aufspaltung und der Hyperfein-Wechselwirkung zusammen.
H = DazS
2
z + geµB ~B~S + ~SA~I (2.1)
Nach Gali [68] ist diese Kopplung anisotrop als auch negativ und la¨sst sich mit A⊥ =
−39,2 MHz als senkrechte und A‖ = −57,8 MHz als parallele Komponente beschreiben,
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Abb. 2.1: Eigenwerte des Hamilton-Operators im angeregten Zustand in Abha¨ngigkeit
eines parallel zur NV-Achse angelegten externen Magnetfelds. U¨bliche Darstel-
lung fu¨r positive Magnetfeldwerte (a) und fu¨r Magnetfelder zwischen ±120 mT
mit Augenmerk auf die LACs bei ±52 mT (b).
wenn man als Quantisierungsrichtung die Symmetrieachse des Defekts wa¨hlt. Des Wei-
teren wird die Richtung des externen Magnetfelds ~B als parallel zur NV-Symmetrieachse
angenommen, womit sich der Hamilton-Operator weiter vereinfacht.
H = DazS
2
z + geµBBSz + A⊥ (SxIx + SyIy) + A‖SzIz (2.2)
Es ergeben sich in der Basis {|−1, ↓〉 , |−1, ↑〉 , |0, ↓〉 , |0, ↑〉 , |+1, ↓〉 , |+1, ↑〉} mit dem
energetischen Nullpunkt bei |0, ↑〉 folgende Eigenfunktionen von H.
|+1, ↑〉
|−1, ↓〉
|+〉 = α |0, ↓〉+ β |−1, ↑〉
|−〉 = β |0, ↓〉 − α |−1, ↑〉 (2.3)
|˜+〉 = α˜ |0, ↑〉+ β˜ |+1, ↓〉
|˜−〉 = β˜ |0, ↑〉 − α˜ |+1, ↓〉
Dabei bezeichnen α, β, α˜ und β˜ die entsprechenden Projektionen der Basisvektoren auf
die Eigenvektoren (Abb.2.2). Also zum Beispiel α = 〈0, ↓|+〉 und β = 〈−1, ↑|+〉. Die
zugeho¨rigen Energie-Eigenwerte in Abha¨ngigkeit vom externen Magnetfeld sind in Abbil-
dung 2.1 geplottet. Im Grundzustand ko¨nnen die Basisvektoren auch als Eigenvektoren
angesehen werden, solange die Magnetfeldwerte weit entfernt vom LAC in Grundzustand
bei etwa 102 mT gewa¨hlt sind. Im Gegensatz dazu gibt es nach Glg. 2.3 im angeregten
Zustand von den sechs Eigenfunktionen lediglich zwei, die die gewa¨hlten Basis-Vektoren
nicht mischen.
Betrachtet man vorerst nur positive Magnetfeldwerte, la¨sst sich das System in der
Basis {|−1, ↓〉 , |−1, ↑〉 , |0, ↓〉 , |0, ↑〉} mit dem energetischen Nullpunkt bei |0, ↑〉 aus-
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Abb. 2.2: Projektionen, der Basisvektoren auf die Eigenvektoren Ψ des 15N-NV-Systems.
Die Farben der Graphen entsprechen denen in Abb. 2.1. In den gru¨nen Rechte-
cken sind die relevanten Projektionen der Eigenfunktionen fu¨r positive (rechts)
beziehungsweise negative (links) Magnetfelder markiert.
dru¨cken und H in folgender Matrixform darstellen.
H =

↓−1 − a 0 0 0
0 ↑−1 − a b 0
0 b 0 0
0 0 0 0
 ;






Die Niveaus mit ms = +1 sind fu¨r diese Betrachtung irrelevant, da diese sich fu¨r positive
Magnetfelder energetisch zu weit entfernt von den Verha¨ltnissen am ESLAC befinden.
Dabei wird |˜−〉 = |0, ↑〉 angenommen, da fu¨r positive Magnetfelder α˜ = 0 gewa¨hlt wer-
den kann. Abbildung 2.2 zeigt die Projektionen der sich so ergebenden Eigenfunktionen.
In der Region um 52 mT mischen die Basiszusta¨nde |0, ↓〉 und |−1, ↑〉 maximal und es
wird α2 = β2 (Abb.2.5 Inset). Dies spiegelt sich auch in dem magnetfeldabha¨ngigen Ver-
lauf der Erwartungswerte der Spin-Operatoren Sz und Iz fu¨r die Eigenfunktionen wider
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Abb. 2.3: Erwartungswerte der Operatoren Sz (a) und Iz fu¨r die verschiedenen Eigen-
zusta¨nde.
(Abb.2.3), die ihren Wert um ±1 um den LAC herum a¨ndern. Um nun den nuklearen
Polarisationsprozess zu verstehen, gehen wir im Grundzustand von einer Gleichvertei-
lung des Stickstoff-Kernspins in |↑〉 und |↓〉 und einer elektronischen Polarisation in den
m = 0-Zustand aus. Dies ist bei Raumtemperatur und durch die effiziente elektronische
Spin-Polarisation gerechtfertigt. Fu¨r ein Magnetfeld in −z-Richtung vertauschen sich
die Rollen von ms = ±1. Die Eigenvektoren von H sind nun:
|0, ↑〉
|−1, ↓〉
|+〉 = α |0, ↓〉+ β |−1, ↑〉
|−〉 = β |0, ↓〉 − α |−1, ↑〉
Wir betrachten demnach zwei Ausgangszusta¨nde: |0, ↑〉gz und |0, ↓〉gz. Heben wir ersteren
in den angeregten Zustand an, so bleibt dieser erhalten, da es sich auch hier um einen
Eigenzustand handelt. Der |0, ↓〉gz-Zustand ist im angeregten Zustand allerdings kein
Eigenzustand mehr, sondern Teil des |+〉- und des |−〉-Zustands. Ausfu¨hrlich la¨sst sich
dies wie folgt schreiben.
|0, ↓〉gz → |0, ↓〉az 6= Eigenzustand
|0, ↓〉az = 〈0, ↓|gz (|0, ↑〉 |0, ↑〉+ |−1, ↓〉 |−1, ↓〉+ |+〉 |+〉+ |−〉 |−〉)
= 〈0, ↓|gz |+〉 |+〉+ 〈0, ↓|gz |−〉 |−〉
= α |+〉+ β |−〉
Nach Anregung beginnt dieser Zustand zwischen dem symmetrischen und antisymme-
trischen Zustand aus |+〉 und |−〉 zu oszillieren (Abb. 2.4).
α |+〉+ β |−〉 = |0, ↓〉
α |+〉 − β |−〉 = α (α |0, ↓〉+ β |−1, ↑〉)− β (β |0, ↓〉 − α |−1, ↑〉)
= (α2 − β2) |0, ↓〉+ 2αβ |−1, ↑〉
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Abb. 2.4: Zeitentwicklung fu¨r Ψ = |0, ↓〉 (t = 0) im angeregten Zustand fu¨r verschiedene
Magnetfelder. Zudem ist die Besetzungswahrscheinlichkeit des angeregten Zu-
stands geplottet (schwarz). Die Oszillationsperiode der Spin-Erwartungswerte
liegt in der Gro¨ßenordnung der Lebenszeit von τ = 12 ns.
Der rot geschriebene Teil kann als Spin-Flip-Term bezeichnet werden und die maxi-
mal mo¨gliche Spin-Flip-Wahrscheinlichkeit ergibt sich demnach zu pmax = 4α
2β2. Die















Die minimale Oszillationsfrequenz erreicht man in Magnetfeld maximaler Mischung der
Zusta¨nde (α2 = β2), das heißt genau dann, wenn der erste Term in der eckigen Klam-
mer in Glg. 2.5 Null wird. In diesem Bereich ist die Frequenz in erster Na¨herung di-
rekt proportional zur Kopplungssta¨rke A⊥. Es ist also festzuhalten, umso sta¨rker die
Kopplung, desto schneller die Oszillationsfrequenz zwischen den Zusta¨nden. Die starke
Kopplung von A⊥ = −39 MHz bewirkt dabei, dass die Oszillationsfrequenzen Ω stets in
der Gro¨ßenordnung oder schneller als die Zerfallsrate 1/12 ns des angeregten Zustands
sind. Dies bedeutet, dass man den Spin-Flip-Term 2αβ in erster Na¨herung, ohne wei-
tere Beru¨cksichtigung der Zeitentwicklung, als maßgebend fu¨r den Polarisationsprozess
annehmen kann. Die maximal mo¨gliche Spin-Polarisation von |↓〉 in |↑〉 la¨sst sich al-
so als pmax = 4α
2β2 ausdru¨cken. Durch den Sinus-Charakter kann man eine mittlere
45
2 Modelle der Hyperpolarisationsmechanismen mittels NV-Zentren



























Abb. 2.5: Magnetfeldabha¨ngige Polarisation fu¨r verschiedene Γ-Werte (Laserleistung).
Mit steigender Laserleistung, verbreitet sich der Magnetfeldbereich fu¨r eine
effiziente Polarisation. Das Inset rechts unten, zeigt den Verlauf der Projekti-
onsparameter α2 und β2, sowie die Spin-Flip-Wahrscheinlichkeit 4α2β2.
Spin-Flip-Wahrscheinlichkeit von p+(B) = p/2 angeben. Simulationen der Zeitentwick-
lung der Spin-Erwartungswerte finden sich in Abb. 2.3. Fu¨r den |−1, ↑〉-Zustand besteht
nun die Mo¨glichkeit per nicht-strahlenden U¨bergang u¨ber die Singlett-Zusta¨nde in den
Grundzustand zu fallen (ISC). Dieser Vorgang ist fu¨r das Elektron nicht spinerhaltend,
womit auch im Grundzustand der |0, ↑〉-Zustand an Bevo¨lkerung gewinnt. So ergibt sich
nach einigen optischen Zyklen eine Netto-Polarisation in den |↑〉-Zustand.
Bis hierhin beschra¨nkte sich die Argumentation auf positive Magnetfelder, ist aber
ebenso gu¨ltig fu¨r das LAC bei negativen Magnetfeldern. Lediglich die entsprechend an-
deren relevanten Eigenfunktionen mu¨ssen betrachtet werden (markiert in Abb. 2.2).
Somit gilt p−(B) = p+(−B) fu¨r die Polarisation von |↑〉 nach |↓〉. Ausgehend von einer
anfa¨nglichen Gleichbesetzung der nuklearen Spin-Niveaus kann man den Anfangszustand
mit c |0, ↑〉 und d |0, ↓〉 beschreiben (c2 + d2 = 1). Die Polarisation P la¨sst sich so als
P = c2− d2 ausdru¨cken. Entsprechend p+ und p− lassen sich zwei Polarisationsraten k+
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und k−, sowie eine Depolarisationsrate kd einfu¨hren, die die Polarisation zuru¨ck in das
thermische Gleichgewicht treibt.
k+ = d
2p+γ = (1− P )p+γ
2
(2.6)
k− = −c2p−γ = −(1 + P )p+γ
2
(2.7)
kd = −k0dP (2.8)
Dabei gibt γ die Rate fu¨r das ISC und k0d die Sta¨rke des Depolarisationsprozesses an. Der
Parameter γ wird durch die Laserleistung und k0d z.B. durch Spin-Gitter-Wechselwirkung
bestimmt. Der Gleichgewichtszustand 0 = k+ +k−+kd unter Bestrahlung fu¨hrt zu einer
Formel fu¨r die magnetfeldabha¨ngige Polarisation P (B)
P (B) =
p+ − p−
2Γ + p+ + p−
, (2.9)
wobei Γ = γ/k0d das Verha¨ltnis aus Laserleistungsparameter und Depolarisationssta¨rke
ist. Abbildung 2.5 zeigt die Polarisation in diesem Modell fu¨r verschiedene Γ-Werte.
Umso sta¨rker die Laserleistung gewa¨hlt wird, desto magnetisch breiter ist der Polarisa-
tionsprozess ausgepra¨gt. Dabei liegt fu¨r positive Magnetfelder eine Polarisation in den
|0, ↑〉-Zustand und fu¨r negative Felder in den |0, ↓〉-Zustand vor. Fu¨r Γ = 1000 la¨sst sich
eine gute U¨bereinstimmung mit Literaturwerten finden [103].
2.2 Level-Anti-Crossing des 13C-NV-System im
Grundzustand
An dieser Stelle wird die Berechnung der im Zuge des LAC’s entstehenden Polarisation
eines Na¨chste-Nachbar-13C-Kerns im Grundzustand diskutiert. Dabei wird auf Erkennt-
nisse der 15N-NV-Rechnungen des vorherigen Abschnitts aufgebaut. Zudem wird ein in
Rahmen dieser Arbeit neu entwickeltes Berechnungsmodell dieses Prozesses vorgestellt.
Grundlage bilden die Vero¨ffentlichungen von Wang et al. [104] und Rao et al. [105],
mit welchen die Berechnungen mit aktuellen Hyperfein-Parametern aus der Literatur
durchgefu¨hrt werden ko¨nnen. Das extern angelegte Magnetfeld ~B wird parallel zur NV-
Symmetrieachse gesetzt, die auch mit der gewa¨hlten z-Achse zusammenfa¨llt. Der Spin-







+ γNV ~B~S + ~SA~I + γ13C ~B~I (2.10)
Die Hyperfein-Parameter fu¨r den Kopplungstensor A sind aus [105] bekannt und stellen
eine Verbesserung zu bisherigen Messungen dar, die von uni-axialer Symmetrie ausgin-
gen [106]1. Die in der mittleren Spalte von Tabelle 2.1 aufgelisteten Parameter sind
im Hauptachsensystem (HAS) des 13C-NV-Komplexes beschrieben, in dem die z-Achse




yy = 120,3 MHz [106]
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HAS (MHz) NVS (MHz)
Axx 120,5± 3,9 189,3± 1,1
Ayy 128,4± 1,0 128,4± 1,0
Azz 197,8± 1,3 128,9± 4,3
Axz/Azx 0 24,1± 1,2
Tab. 2.1: Numerische Werte der Hyperfeinstrukturparameter fu¨r die Kopplung zwi-
schen NV-Elektronen-Spin und Kernspin des na¨chsten-Nachbar-13C-Isotops bei
Raumtemperatur [105]. Alle nicht aufgelisteten Parameter sind Null.
auf dem Verbindungsvektor beider liegt. Diese ist aufgrund der tetragonalen Symme-
trie um θ = 109,3◦ relativ zur z-Achse des hier gewa¨hlten Koordinatensystems (NVS)
gekippt. Durch die Transformation R−1x ARx wird der Hyperfeintensor A im korrekten
Koordinatensystem dargestellt. Dabei ist Rx die Rotationsmatrix.
R−1x ARx =
1 0 00 cos θ sin θ
0 − sin θ cos θ




1 0 00 cos θ − sin θ
0 sin θ cos θ
 (2.11)
=




Die so erzeugten Hyperfein-Komponenten sind nochmals im U¨berblick in der letzten
Spalte von Tabelle 2.1 zu finden. Die Gleichung 2.10 beru¨cksichtigt zudem noch auf
das Kristall-System wirkende Spannung E, welche im Rahmen der Simulation aus der
Literatur auf E = 3,5 MHz gesetzt wurde [104]. Unter Nutzung all dieser Parameter
lassen sich die Eigenwerte und Eigenfunktionen von H bestimmen. Die numerisch be-
rechneten Eigenwerte um den LAC im Grundzustand sind in Abbildung 2.6 zu finden.
Die Basisvektoren sind dabei {|−1 ↑〉 , |−1 ↓〉 , |0 ↑〉 , |0 ↓〉 , |+1 ↑〉 , |+1 ↓〉}. In der Legen-
de von Abbildung 2.6 a sind die dominanten Komponenten der Eigenfunktionen in der
verwendeten Basis angegeben. Die Berechnung der Projektionen der Basisvektoren auf
die Eigenfunktionen des Systems zeigen, dass eine simple Zuordnung von zwei oder gar
drei Basisvektoren die zu einem neuen Eigenzustand mischen nicht mehr gegeben ist.
Dies zeigt zum Beispiel die Projektion der Basisvektoren |−1 ↑〉 , |−1 ↓〉 , |0 ↑〉 , |0 ↓〉 auf
die Eigenfunktion |EF2〉 zwischen 100 und 110 mT in Abbildung 2.7. Demnach mischen
all diese Basisvektoren zur neuen Eigenfunktion |EF2〉, wodurch sich die Definition einer
Spin-Flip-Wahrscheinlichkeit wesentlich schwieriger gestaltet als im Fall der Hyperfein-
kopplung mit einem intrinsischen 15N-Isotops (Abschnitt 2.1). Grund hierfu¨r ist offen-
sichtlich die Position des 13C-Isotops, dass sich nicht auf der Symmetrieachse des NV-
Defekts befindet, wodurch wegen der Transformation in dass NV-Koordinatensystem
Nebendiagonalen-Elemente in der Kopplungsmatrix A entstehen (Axz/zx). Die Auto-
ren von Ref. 104 definieren an Anlehnung an Ref. 103 (Abschnitt 2.1) die Spin-Flip-
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z) EF0: |0, ↓ > , | 1, ↑ >
EF1: |0, ↑ > , | 1, ↓ >
EF2: |0, ↑ > , |0, ↓ > , | 1, ↑ > , | 1, ↓ >
EF3: |0, ↓ > , | 1, ↑ > , | 1, ↓ >
EF4: |+1, ↓ >
EF5: |+1, ↑ >
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Abb. 2.6: Eigenwerte des Hamilton-Operators im Grundzustand in Abha¨ngigkeit eines
parallel zur NV-Achse angelegten externen Magnetfelds. U¨bliche Darstellung
fu¨r den gesamten simulierten positive Magnetfeldbereich zwischen 70-130 mT
(a) und Zoom in den LAC-Bereich (b). In der Legende sind die dominanten
Komponenten der zugeho¨rigen Eigenfunktion angegeben (vgl. Abb. 2.7).
Wahrscheinlichkeit wie folgt.
ρ↑ = 4| 〈0 ↓|EF0〉 |2 ·
(| 〈0 ↓|EF2〉 |2 + | 〈0 ↓|EF3〉 |2)
ρ↓ = 4| 〈0 ↑|EF1〉 |2 · | 〈0 ↑|EF2〉 |2
Betrachtet werden wieder nur die ms = 0-Zusta¨nde, da diese durch die optischen Zyklus
des NV’s maximal bevo¨lkert sind. Es wird angenommen, dass der Grad der Mischung zwi-
schen den relevanten Eigenvektoren die Wahrscheinlichkeit eines Spin-Flips beschreibt.
So erzeugt man durch die Pra¨paration in den |0 ↓〉-Zustand eine Mischung der Zusta¨nde
|EF0〉, |EF2〉 und |EF3〉 (blaue Linien in Abb. 2.7), da |0 ↓〉 (in dem betrachteten Ma-
gnetfeldbereich) kein Eigenzustand mehr des Systems ist. In den Eigenfunktionen |EF2〉
und |EF3〉 gibt es nun einen nicht verschwindenden Anteil an |−1 ↓〉, was einen nuklea-
ren Spinflip von |↑〉 in |↓〉 ermo¨glicht. Analog verha¨lt es sich mit ρ↓. Aus der Summe
beider Vorga¨nge la¨sst sich die Netto-Spin-Flip-Wahrscheinlichkeit ρ = ρ↑ − ρ↓ errech-
nen (Abb. 2.8 a). Die in Ref. 104 publizierten Messwerte lassen sich im Rahmen dieses
Modells recht gut wiedergeben.
Diese Vorgehensweise beru¨cksichtigt aber nicht alle mo¨glichen U¨berga¨nge die zu einem
Wechsel der nuklearen Spinniveaus fu¨hren ko¨nnen. Aus diesem Grund wurde ein Pro-
gramm geschrieben, welches sowohl alle Projektionen als auch den zeitabha¨ngigen Ver-
lauf der Spin-Erwartungswerte beru¨cksichtigt. Die Grundrisse dieses Programms sollen
hier skizziert werden. Ausgangspunkt ist wieder die Polarisation des NV-Elektronenspins
in den (ms = 0)-Zustand. Es werden aber die zwei Eigenwerte +1/2 und −1/2 des Kern-
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Abb. 2.7: Projektionen, der Basisvektoren |Φ〉 auf die Eigenvektoren |Ψ〉 des
13C-NV-Systems. Also bezeichnet die blaue Linie im obersten Plot zum Bei-










Bildet man aus den Vorfaktoren 〈0↑/↓| |EFi〉 die Betragsquadrate erha¨lt man die in Ab-
bildung 2.7 gezeigten Projektionen. Es werden also fu¨r jeden Wert des Magnetfelds
in der Simulation die Vektoren gebildet aus denen sich der nukleare |↑〉- beziehungs-
weise |↓〉-Zustand zusammensetzt. Im na¨chsten Schritt wird die zeitliche Entwicklung
mit Hilfe eines build-in-solvers fu¨r die zeitabha¨ngigen Schro¨dinger-Gleichung von diesen
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Abb. 2.8: Spinflip-Wahrscheinlichkeiten errechnet aus dem simplen Projektions-Ansatz
aus Ref. 104 (a) und der in dieser Arbeit entwickelten Simulationsmethode
(b). Zudem sind die experimentellen Daten aus Ref. 104 eingezeichnet. Die
letztendliche Wahrscheinlichkeit im letzteren Modell (b) ha¨ngt dabei von der





Ψ↑↓(B) = HΨ↑↓(B) (2.12)
Dabei sollte eine genu¨gend lange Zeitspanne T , diskretisiert in nt Schritte, fu¨r die Zeit-
entwicklung gewa¨hlt werden, die der physikalischen Realita¨t entspricht. Hier betrachten
wir das System im Grundzustand, sodass eine Zeitspanne in der Gro¨ßenordnung von T2
eine sinnvolle Wahl sein kann. Im angeregten Zustand ist der limitierende Faktor die
Lebenszeit der Anregung. Die Spin-Flip-Wahrscheinlichkeit im Rahmen dieses Modells








| 〈Ψ↑↓| Iz |Ψ↑↓〉t (B)− 〈Ψ↑↓| Iz |Ψ↑↓〉0 (B)| (2.13)
Dieser Ansatz nutzt die zeitlich oszillierende Entwicklung der Spin-Projektionen Iz auf
die Quantisierungsachse z aus. Die beiden Vorfaktoren sorgen fu¨r eine Normierung
bezu¨glich der Iz-Eigenwerte (−1/2 und +1/2) und der zeitlichen Diskretisierung in nt
Teilschritte. Der Summe-Term in Gleichung 2.13 beschreibt die eigentliche Spin-Flip-
Wahrscheinlichkeit, wobei der Betrag der zeitlichen A¨nderung der Iz-Observable vom
Ausgangswert aufsummiert wird. Dieser Anfangswert ist per Definition entweder −1/2
oder +1/2. Sowohl die Amplitude der Oszillation als auch deren Frequenz bestimmen
nun die Summe in Gleichung 2.13. Eine Oszillation mit großer Amplitude (Wechsel von
2Prinzipiell ist auch die Beru¨cksichtigung dissipativer Prozesse mittels der Lindblad-Master-Gleichung
denkbar [107]. Eine Implementierung wu¨rde eine Umformulierung in Dichtematrizen erfordern und
soll weiter diskutiert werden. Dennoch soll angemerkt sein, dass diese Vorgehensweise zu einer wei-
teren Verbesserung der Simulation fu¨hren sollte. Der Autor ha¨lt die Weiterentwicklung der Software
in diese Richtung sinnvoll und empfiehlt mit dieser außerhalb der Promotion fortzufahren.
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Iz = −1/2 zu Iz = +1/2) aber geringer Frequenz kann also ein geringere Spin-Flip-
Wahrscheinlichkeit besitzen, als eine Oszillation mit geringerer Amplitude aber dafu¨r
gro¨ßeren Frequenz. Die Ergebnisse dieser Simulation sind in Abbildung 2.8 b geplottet
und stimmen sowohl mit der simplen Projektionsansatz (a) als auch mit den Messwerten
aus Ref. 104 u¨berein.
2.3 Level-Anti-Crossing des 13C-14N-NV-System durch
dipolare Kopplung im angeregten Zustand
Das im nachfolgenden vorgestellte Modell beru¨cksichtigt die Wechselwirkung zwischen
NV-Elektronenspin und dessen intrinsischen 14N-Spin, als auch die dipolare Kopplung
des NV-Elektronenspins mit einem in der Umgebung befindlichen 13C- Spin im angereg-
ten NV-Zustand. Damit stellt das Modell eine Kombination der beiden vorangegangenen
Berechnungen dar. Die Erkla¨rung der Vorgehensweise ist sehr knapp gehalten, da sie ana-
log zu den vorherigen Abschnitten durchgefu¨hrt wurde. Der Hamilton-Operator dieses
Quantensystems beschreibt sich wie folgt:

























cos2 θ − 1) (3SNVz I13Cz − ~SNV · ~I13C)) . (2.17)
Fu¨r die pra¨sentierten Simulationsergebnisse wurde o.B.d.A. θ = pi/3 gesetzt und b =
1 MHz gewa¨hlt, was etwa einem NV-13C-Abstand von einem Nanometer entspricht. Die
Parameter-Werte sindD = 1420 MHz, γNV = 28,03 MHz mT
−1, γ14N = 3,077 · 10−3 MHz mT−1,
γ13C = 10,705 · 10−3 MHz mT−1 und P = 5,1 MHz. Der Hyperfeintensor A im angeregten
NV-Zustand fu¨r die NV-14N-Kopplung ist Ref. 108, 109 entnommen und betra¨gt
A =
A⊥ 0 00 A⊥ 0
0 0 A‖
 =
−40 0 00 −40 0
0 0 −23
 . (2.18)
Die verwendete Basis ist {|mNV,m13C,m14N〉 : |0 ↑ +1〉, |0 ↓ +1〉, |0 ↑ 0〉, |0 ↓ 0〉, |0 ↑ −1〉,
|0 ↓ −1〉, |−1 ↑ +1〉, |−1 ↓ +1〉, |−1 ↑ 0〉, |−1 ↓ 0〉, |−1 ↑ −1〉, |−1 ↓ −1〉, |+1 ↑ +1〉,
|+1 ↓ +1〉, |+1 ↑ 0〉, |+1 ↓ 0〉, |+1 ↑ −1〉, |+1 ↓ −1〉} und spannt einen 18-dimensionalen
Vektorraum auf. Diese Basiszusta¨nde entsprechen (fast) den Eigenzusta¨nden des Sys-
tems im elektronischen Grundzustand bei gleichem Magnetfeld. Die sich daraus erge-
benden magnetfeldabha¨ngigen Eigenwerte sind in Abb. 2.9 gezeigt. Die starke NV-14N-
Hyperfeinwechselwirkung fu¨hrt zu einer
”
Verbiegung“ der Eigenfunktionen u¨ber einen
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Abb. 2.9: Darstellung der sich aus dem Hamilton-Operator 2.14 ergebenden Eigenwerte.
Diese sind fortlaufend nummeriert.
breiten Magnetfeldbereich, was sich auch in den in Abb. 2.10 dargestellten Projektionen
der Eigenfunktionen im angeregten Zustand auf die Basiszusta¨nde widerspiegelt.
Die 13C-Polarisation wird nach dem im vorherigen Abschnitt 2.2 vorgestellten zeitabha¨ngi-
gen Verfahren berechnet. Abbildung 2.11 a zeigt die daraus resultierende Polarisation fu¨r
eine Zeit-Evolution, die der Lebenszeit des angeregten Zustands entspricht (12 ns). Dabei
wird als Anfangszustand fu¨r die Zeitentwicklung der auf die Eigenfunktionen im NV-
Grundzustand (entspricht den Basis-Vektoren) projizierte Zustand gewa¨hlt. Die durch
die optische Polarisation den NV-Zentrums u¨berbevo¨lkerten Zusta¨nde im Grundzustand
sind |0 ↑ +1〉, |0 ↓ +1〉, |0 ↑ 0〉, |0 ↓ 0〉, |0 ↑ −1〉 und |0 ↓ −1〉. Also ist zum Beispiel der
vom Grundzustand |0 ↑ +1〉 optische angeregte neue Zustand ∑ijk 〈0 ↑ +1|ijk〉 |ijk〉,
mit i = mNV, j = m13C, k = m14N. Der Einfluss der einzelnen Grundzustandseigen-
funktionen ist in Abb. 2.11 separat und in Summe dargestellt. Aufgrund der kurzen
Evolutionszeit von 12 ns dominiert der starke Hyperfeinkopplungsterm ~SNV ·A · ~I14N das
Verhalten in diesem Zeitregime.
Betrachtet man die Zeitentwicklung des Systems fu¨r die 50-fache Lebensdauer des an-
53




|90 ↑ + 1 >
|90 ↓ + 1 >
|90 ↑ 0 >
|90 ↓ 0 >
|90 ↑ -1 >
|90 ↓ -1 >
|-1 ↑ + 1 >
|-1 ↓ + 1 >
|-1 ↑ 0 >
|-1 ↓ 0 >
|-1 ↑ -1 >
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Abb. 2.10: Projektionen, der 12 relevanten Basisvektoren |mNV,m13C,m14N〉 auf die 12
relevanten Eigenvektoren |ψ〉 des 13C-14N-NV-Systems. Demnach bezeichnet
die cyane Linie im oberen linken Plot zum Beispiel die Projektion von |0 ↓ 0〉
auf den Eigenvektor |EF0〉: | 〈0 ↓ 0|EF0〉 |2.
geregten Zustands (600 ns), so kommt der Einfluss der um mehr als eine Gro¨ßenordnung
schwa¨cheren dipolaren Kopplung zwischen 13C-Spin und elektronischen NV-Spin zum
tragen (Abb. 2.11 b). Die schwache Wechselwirkung zieht eine langsame Rabi-Oszillation
nach sich, sodass der Spin-Transfer erst nach einigen hundert Nanosekunden wirksam
wird (vgl. Abschnitt 2.2). Der Polarisationseffekt ist zudem in diesem Modell um zwei
Gro¨ßenordnungen sta¨rker, als fu¨r 12 ns Evolutionszeit. Unter physikalischen Blickpunkt
betrachtet, ist der angeregte NV-Zustand mit einer charakteristischen Lebenszeit von
12 ns nach dieser Zeit allerdings praktisch nicht mehr existent (exp(−600/12) ≈ 10−22).
Demnach ist dieses, durch die Kopplung zwischen NV- und 13C-Spin verursachte, Po-
larisationsmuster mit hoher Wahrscheinlichkeit experimentell nicht beobachtbar. Mit
ku¨rzerer Zeitevolution a¨ndert sich kontinuierlich das Polarisationsmuster, bis es in die
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in Abb. 2.11 a gezeigte Form u¨bergeht.
Fu¨r u¨ber einen Nanometer Entfernung zwischen NV-Zentrum und 13C-Spin sinkt die
Sta¨rke der dipolaren Kopplung drastisch und selbst bei vielfachen der Lebensdauer des
angeregten NV-Zustands ist keinerlei Einfluss in der Zeitevolution mehr zu erwarten.
Im Rahmen der vorgestellten Simulation ist in diesem Szenario also keine oder nur eine
schwache 13C-Polarisation zu erwarten.
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|P0 ↑ + 1 >
|P0 ↓ + 1 >
|P0 ↑ 0 >
|P0 ↓ 0 >
|P0 ↑ -1 >









































Abb. 2.11: 13C-Polarisation nach 12 ns (a) beziehungsweise 600 ns (b) bei dipolarer
Kopplung von etwa 1 MHz zwischen NV- und 13C-Spin. Die verschiedenen
Linienfarben bezeichnen den Einfluss der einzelnen Zusta¨nde aus dem NV-
Grundzustand.
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2.4 Level-Anti-Crossing des 13C-14N-NV-System durch
Hyperfeinkopplung im angeregten Zustand
An dieser Stelle soll mit den zuvor entwickelten Methoden die 13C-Polarisation unter
Beru¨cksichtigung eines hypothetischen Hyperfein-Tensors fu¨r die Kopplung zwischen
14N- beziehungsweise 13C- und NV-Spin simuliert werden.
Der Hamilton-Operator lautet in diesem System




















NV ·AC · ~I13C. (2.22)
Dabei wird fu¨r die 14N-NV-Hyperfeinwechselwirkung ausschließlich eine Kopplung u¨ber






























Abb. 2.12: Darstellung der sich aus dem Hamilton-Operator 2.19 ergebenden Eigenwer-
te. Die Legende benennt die zugeho¨rigen Eigenfunktionen.
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AN⊥ 0 00 AN⊥ 0
0 0 AN‖
 =
0 0 00 0 0
0 0 −23
 . (2.23)
|80 ↑ + 1 >
|80 ↓ + 1 >
|80 ↑ 0 >
|80 ↓ 0 >
|80 ↑ -1 >
|80 ↓ -1 >
|-1 ↑ + 1 >
|-1 ↓ + 1 >
|-1 ↑ 0 >
|-1 ↓ 0 >
|-1 ↑ -1 >
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Abb. 2.13: Projektionen, der 12 relevanten Basisvektoren |mNV,m13C,m14N〉 auf die 12
relevanten Eigenvektoren |ψ〉 des 13C-14N-NV-Systems. Demnach bezeichnet
die cyane Linie im oberen linken Plot zum Beispiel die Projektion von |0 ↓ 0〉
auf den Eigenvektor |EF0〉: | 〈0 ↓ 0|EF0〉 |2.
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und fu¨r die 13C-NV-Hyperfeinkopplung
AC =
1,89 0 −0,240 1,28 0
0,24 0 1,29
 . (2.24)
Letztere entspricht der in Abschnitt 2.2 auf 1 % skalierten Hyperfeinmatrix fu¨r die Kopp-
lung zwischen NV-Elektronenspin und na¨chsten-Nachbar-13C-Spin im NV-Grundzustand.
Ausschlaggebend fu¨r diese Annahmen sind die in Kapitel 4 vorgestellten experimentellen
Messergebnisse, bei denen klar separierte Polarisationsmaxima abha¨ngig vom Magnet-
feld beobachtet werden ko¨nnen.
Eine 14N-NV-Kopplung ausschließlich u¨ber den SNVz I
14N
z -Term ko¨nnte solche sepa-
rierten Maxima erzeugen und die schwache 13C-NV-Wechselwirkung fu¨r eine schmale
Breite dieser Maxima sorgen. Dies wird anhand der im Folgenden pra¨sentierten Simu-
lation gepru¨ft. In Abb. 2.12 sind die sich aus dem Hamilton-Operator 2.19 ergeben-
den Energie-Eigenwerte dargestellt. Es sind drei schmale Magnetfeld-Bereiche (∼50 mT,
∼50,7 mT, ∼51,5 mT) zu erkennen in denen LAC’s auftreten. Dies ist noch deutlicher
erkennbar, wenn man die Projektionen der Basisvektoren auf die Eigenfunktionen be-
trachtet (Abb. 2.13). Dabei sind die u¨blichen Basisvektoren, wie im vorangegangenen
Abschnitt, genutzt wurden und in der Legende von Abb. 2.13 angegeben.
A¨hnlich, wie im zuvor diskutierten Fall dipolarer Kopplung, sorgt die schwache 13C-
NV-Hyperfeinwechselwirkung fu¨r eine zu langsame Zeitevolution, mit der ein Spin-Flip
einher geht, relativ zur Lebenszeit des angeregten NV-Zustands. Abb. 2.14 zeigt die,
nach dem in Abschnitt 2.2 beschriebenen Verfahren errechnete, Polarisation nach zwei-
facher (a) und 20-facher mittlerer Lebensdauer (b). Im ersteren Fall ist nur ein schwache
und sehr breite Polarisation erkennbar. Fu¨r letzten Fall ist die Polarisation sta¨rker aus-
























|+0 ↑ + 1 >
|+0 ↓ + 1 >
|+0 ↑ 0 >
|+0 ↓ 0 >
|+0 ↑ -1 >
|+0 ↓ -1 >
Summe
44 46 48 50 52 54 56
a) b)
Abb. 2.14: 13C-Polarisation 24 ns (a) und 240 ns nach U¨bergang in den angeregten NV-
Zustand.
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Effekte der einzelnen Eigenfunktionen u¨berlagern sich zu einer positiven Polarisation
mit einem Plateau zwischen etwa 49 mT und 52 mT. Zumindest im Rahmen diesen Mo-
dels ist ein derartiges Polarisationsmuster allerdings aufgrund der langen Evolutionszeit
experimentell nicht zu erwarten.
2.5 Kreuzpolarisation zwischen 13C-NV-System und
14/15N-P1-System im NV-Grundzustand
In diesem Abschnitt wird die Kreuzpolarisation im Vier-Spinsystem NV-Zentrum, 13C-
Spin, P1-Zentrum und 14N beziehungsweise 15N behandelt. Das System wird in zwei
quantenmechanische Sub-Systeme unterteilt. Zum einen in den elektronischen Spin des
NV-Zentrums und dem damit gekoppelten 13C-Spin und zum anderen in den Elektro-
nenspin des P1-Zentrums und dem dazu gekoppelten 14N-Spin. Im Folgenden soll der
U¨bersicht halber letzteres System auf 14N beschra¨nkt sein und erst anschließend auf
das Isotop 15N erweitert werden. Ein effektiver Spin-flip zwischen beiden Systemen kann
nur auftreten, wenn in beiden ein U¨bergang mit gleicher Energiedifferenz vorliegt – also
die Hartmann-Hahn-Bedingung erfu¨llt ist [86]. Im Speziellen soll die Spin-Polarisation
des 13C-Isotops untersucht werden. Dafu¨r sind die in Abbildung 2.15 b dargestellten
Energieu¨berga¨nge zu beru¨cksichtigen. Außerdem mu¨ssen die entsprechenden Hamilton-
Operatoren der Systeme aufgestellt und die Schro¨dinger-Gleichungen numerisch gelo¨st
werden. Dabei wird fu¨r das P1-System weiterhin unterschieden, ob sich dieses parallel






+ γ B SNVz + A
13C ~SNV · ~IC (2.25)
HP1O,NO = γ B S
P1
z + A
O,NO ~SP1 · ~IN (2.26)
a) b)
Abb. 2.15: Illustration des Simulationsmodells (a) und die schematischen Ener-
gieu¨berga¨nge fu¨r die 13C-Spins-Flips (b).
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Abb. 2.16: Energieschema des NV-Systems mit einer imagina¨ren Kopplung von 50 MHz
zum 13C-Spin, um die unterschiedlichen Linien erkennbar darzustellen. Eben-
so sind die Energieeigenwerte eines mit dem NV-Zentrum parallel orientierten
P1-Zentrums (P1O) und eines relativ dazu um 109◦ orientierten P1-Zentrums
(P1NO), jeweils mit 14N-Isotop, dargestellt. Die in der Legende den System-
bezeichnung nachgestellten Ziffern benennen die einzelnen Eigenfunktionen
des jeweiligen Systems. Also zum Beispiel benennt
”
P1NO 4 “ die fu¨nfte von
sechs Eigenfunktionen (0-5) des P1-Systems, dass sich nicht parallel zur NV-
Achse befindet. Das Magnetfeld ist stets parallel zur NV-Achse und z-Achse
orientiert.
Das Magnetfeld B ist dabei parallel zur NV-Symmetrieachse und in z-Richtung ori-
entiert. Das gyromagnetische Verha¨ltnis wird fu¨r die Elektronenspins stets mit γ = 2
angenommen. Die Schro¨dinger-Gleichung wird nun numerisch im Magnetfeldbereich von
Interesse fu¨r jedes der drei Quantensysteme (13C-NV, P1O, P1NO) berechnet und die Ei-
genwerte nach der in den vorangegangenen Abschnitten erla¨uterten Weise sortiert (vgl.
Anhang 5.3). Das daraus resultierende Energieschema ist in Abbildung 2.16 zu finden.
Im na¨chsten Schritt wird nach U¨berga¨ngen innerhalb der verschiedenen Quantensys-
teme mit gleicher Energiedifferenz und ∆m = ±1 13C-Spin-Wechsel bei gleicher Ma-
gnetfeldsta¨rke gesucht. Dafu¨r wird eine Energie-Schwelle ESchw definiert, die sich an der
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Abb. 2.17: Polarisation des 13C-Spins in Abha¨ngigkeit vom Magnetfeld (B ‖ NV). Dabei
ist der Polarisation-Effekt mit P1-Zentren die parallel zur NV-Achse (O) und
mit denjenigen, die 109◦ (NO) dazu orientiert sind separat (b) und die sich
daraus ergebende U¨berlagerung (a) dargestellt.
(NV+P1)-Konzentration orientiert, indem u¨ber die Defekt-Konzentration und der Git-
terkonstante der mittlere Abstand der Zentren abgescha¨tzt wird und die sich daraus
ergebende dipolare Kopplungssta¨rke errechnet wird. Dieser Wert dient als Orientierung
fu¨r die Gro¨ßenordnung der Energie-Schwelle fu¨r eine resonante Wechselwirkung zwischen
den Quantensystemen, kann aber auch individuell eingestellt werden. So ergibt sich fu¨r
einen Diamanten mit 200 ppm Stickstoffgehalt und der Annahme, dass dieser entweder in
P1- oder NV-Zentren vorliegt, ein mittlerer Abstand von 12 nm und eine dipolare Kopp-
lungssta¨rke von lediglich 180 kHz. Allerdings existieren natu¨rlich auch NV-P1-Paare die
den mittleren Abstand unterschreiten, wodurch sich zum Beispiel fu¨r einen Abstand
von 5 nm eine Sta¨rke von 2,5 MHz ergibt. Ist also der Betrag der Energiedifferenz der
energetischen U¨berga¨nge des NV-Zentrums und einer der beiden P1-Varianten kleiner
als diese Schwelle, ist die Resonanzbedingung erfu¨llt. Der NV-Elektronenspin wird ent-
sprechend der optisch induzierten Polarisation anfa¨nglich auf m = 0 beschra¨nkt und
die P1-Populationen werden als Na¨herung fu¨r eine Boltzmann-Verteilung bei Raum-
temperatur als gleichverteilt angenommen. Bei resonanten U¨berga¨nge wird der m-Wert
des 13C-Spins vor und nach dem U¨bergang errechnet und die Differenz abgespeichert.
Die Spin-Flips werden den entsprechenden Magnetfeldern zugeordnet und abgespeichert.
Da eine starre Schranke fu¨r die Energieresonanz als unphysikalisch betrachtet werden
kann, wird das Ergebnis mit einer Gauß-Funktion der doppelten Energie-Schwelle als
Halbwertsbreite (FWHM) gefaltet. Da das Magnetfeld in Realita¨t entweder o¨rtlich oder
zeitlich nicht beliebig genau einstellbar ist, erfolgt eine weitere Faltung der simulier-
ten Polarisation mit einer Gauß-Funktion mit einer Halbweitsbreite (FWHM), die der
gescha¨tzten Magnetfeld-Ungenauigkeit entspricht. Im Folgenden wird eine Ungenauig-
keit von ±0,05 mT angenommen. Des Weiteren wird die relative Ha¨ufigkeit der beiden
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Abb. 2.18: Polarisation des 13C-Spins in Abha¨ngigkeit vom, mit der NV-Achse ausge-
richtetem, Magnetfeld. Ein resonanter Spin-flip-flop tritt dabei bei einer an-
genommenen Energie-U¨bereinstimmung von ±0,5 MHz auf. Die verschieden-
farbigen Plots zeigen die Polarisation fu¨r verschiedene Kopplungssta¨rken des
13C-Spins an den elektronischen NV-Spin. Das P1-System beinhaltet in die-
sem Fall ein 14N-Isotop.
P1-Konfigurationen beru¨cksichtigt, die direkt aus der Diamant-Gitterstruktur folgend
1 : 3 (P1O : P1NO) betra¨gt. Mit diesem Verha¨ltnis werden die Polarisationsergebnisse
gewichtet. Einen sich aus solch einer Simulation ergebender Polarisationsverlauf zeigt
die Abbildung 2.17. Dabei sind die Polarisationen, die sich aus der Wechselwirkungen
mit den zwei unterschiedlichen P1-Systemen ergeben, zusa¨tzlich separat dargestellt. Die
13C-Spin-Orientierung ist im Diagramm durch |↑〉 und |↓〉 angegeben.
Dieser simple Ansatz la¨sst zum einen schon einige wichtige Schlussfolgerungen zu,
darf aber auch nicht u¨berinterpretiert werden. Zu den offensichtlichsten und belastba-
ren Aussagen za¨hlt sicher die Position und das Vorzeichen der magnetfeldabha¨ngigen
13C-Polarisation. Erstere resultiert im Wesentlichen aus der Hyperfeinwechselwirkungs-
sta¨rke des P1-intrinsischen 14N-Isotops, die der Literatur entnommen ist (vgl. Abschnitt
1.5) und den vier unterschiedlichen Orientierungsmo¨glichkeiten der P1-Zentren im Dia-
mantgitter [74, 81]. Durch die Wahl der z-Achse parallel zur NV-Symmetrieachse und
zum Magnetfeld, ergeben sich letztendlich nur noch zwei Kategorien von P1-Zentren,
charakterisiert durch ihre Orientierung zur NV-Achse und ihrer relativen Ha¨ufigkeit.
Letztere bestimmten die jeweils von ihnen hervorgerufenen relativen Polarisationsinten-
sita¨ten. Neben den festen Werten fu¨r die Kopplung zwischen dem intrinsischen Stickstoff
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Abb. 2.19: Polarisation des 13C-Spins in Abha¨ngigkeit vom Magnetfeld (B ‖ NV). Die
verschiedenfarbigen Plots zeigen die Polarisation fu¨r verschiedene Kopplungs-
sta¨rken zwischen den NV- und P1-Spin-System bei konstanter Kopplung des
13C-Spin zum NV-Elektronenspin von 3 MHz (a). Das P1-System beinhaltet
in diesem Fall ein 14N-Isotop. Der Bereich zwischen etwa 49 und 50 mT ist
zudem vergro¨ßert dargestellt (b).
des P1-Zentrums und dessen Elektronenspin, beeinflusst auch die Kopplungssta¨rke zwi-
schen dem 13C-Spin und dem NV-Elektronenspin das Polarisationsmuster. Abbildung
2.18 zeigt die Verschiebung der Polarisationsspitzen fu¨r einige 13C-Kopplungssta¨rken.
Mit steigender Kopplungssta¨rke wandern die fu¨r kleine Kopplungen noch direkt be-
nachbarten Polarisationspeaks unterschiedlichen Vorzeichens weiter auseinander. Dabei
ko¨nnen sich die, von den beiden Kategorien von P1-Zentren hervorgerufenen Polari-
sationspeaks u¨berlagern und gegebenenfalls auslo¨schen. Dies ist beispielhaft fu¨r den in
Abbildung 2.18 (tu¨rkis) dargestellten Fall mit einer 13C-Kopplung von 30 MHz simuliert.
In diesem Modell geht die Kopplungssta¨rke zwischen den beiden Systemen, ausge-
dru¨ckt durch die Schwelle ESchw, direkt in die Breite der energetischen Resonanz ein,
sodass mit sta¨rkerer Kopplung auch die Polarisationslinien breiter und ho¨her werden.
Die Abha¨ngigkeit ist fu¨r ausgewa¨hlte Kopplungssta¨rken zwischen 0,25 MHz und 1,0 MHz
in Abbildung 2.19 dargestellt. Die 13C-Kopplung wurde dabei konstant mit 3 MHz an-
genommen. Mathematisch ist das auf die Faltung zwischen einer Gauß-Funktion zuneh-
mender Halbwertsbreite und einer Rechteckfunktion wachsender Breite bei zunehmen-
den Energieschwellenwert ESchw im Simulationscode zuru¨ckzufu¨hren. Physikalisch ist bis
zu einem gewissen Sa¨ttigungspunkt auch mit einer Versta¨rkung des Polarisationseffekts
mit sta¨rkerer Kopplung zu rechnen. Außerdem steigt mit steigender NV- und P1-Dichte
ebenso die Kopplungssta¨rke, wie auch die statistische Wahrscheinlichkeit NV- und P1-
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Abb. 2.20: Energieschema des NV-Systems mit einer imagina¨ren Kopplung von 30 MHz
zum 13C-Spin, um die unterschiedlichen Linien erkennbar darzustellen. Eben-
so sind die Energieeigenwerte eines mit dem NV-Zentrum parallel orientierten
P1-Zentrums (P1O) und eines relativ dazu um 109◦ orientierten P1-Zentrums
(P1NO), jeweils mit 15N-Isotop, dargestellt. Dabei ist das Magnetfeld parallel
zur NV-Achse orientiert.
Zentren in relevanten Absta¨nden vorzufinden. Die in der Simulation verwendete Faltung
sollte in diesem Maß interpretiert werden.
Bis an diese Stelle, sind alle vorgestellten Simulationen fu¨r ein 14N-P1-System durch-
gefu¨hrt wurden, da dies mit einer natu¨rlichen Ha¨ufigkeit von u¨ber 99 % vorkommt (Abb.
2.20). Dennoch sollen auch die Ergebnisse fu¨r das 15N-P1-Spin-System kurz vorgestellt
werden. Die Simulation wird unter einigen Anpassungen, wie etwa der Spin-Matrizen,
analog zum oben erla¨uterten Schema ausgefu¨hrt. Da mit 15N nur ein 1/2-Spin vor-
liegt, ergeben sich jeweils fu¨r die P1-Orientierungen auch nur zwei Paare von Polarisa-
tionspeaks in der Magnetfeldabha¨ngigkeit. Fu¨r die in Abbildung 2.18 gezeigte Polarisa-
tionskurve wurden die selben Hyperfeinparameter wie fu¨r einen 14N-Spin angenommen
und fu¨r die 13C-Kopplung 0,5 MHz gewa¨hlt. Der Einfluss des Stickstoff-Isotops auf die
Hyperfeinwechselwirkung und das daraus resultierende Polarisationsspektrum wird in
Abschnitt 2.7 diskutiert.
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Abb. 2.21: Polarisation des 13C-Spins in Abha¨ngigkeit vom, mit der NV-Achse ausge-
richtetem, Magnetfeld. Ein resonanter Spin-flip-flop tritt dabei bei einer an-
genommenen Energie-U¨bereinstimmung von ±0,5 MHz auf. Die verschieden-
farbigen Plots zeigen die Polarisation fu¨r verschiedene Kopplungssta¨rken des
13C-Spins an den elektronischen NV-Spin. Das P1-System beinhaltet in die-
sem Fall ein 15N-Isotop.
Die absoluten Ho¨hen der Polarisationspeaks in den vorgestellten Simulationen sind
stets in beliebigen Einheiten pra¨sentiert. Die Art der Simulation la¨sst keine Ru¨ckschlu¨sse
auf die in einem Experiment tatsa¨chlich messbaren Polarisationen zu. So wird zum Bei-
spiel auch nicht die Lebensdauer der betrachten Zusta¨nde einbezogen, was im hier dis-
kutieren Grundzustand sicher unkritisch, aber im Fall des im anschließenden Abschnitt
betrachteten angeregten Zustand fu¨r eine realistische Beschreibung Beru¨cksichtigung fin-
den mu¨sste. Nichtsdestotrotz konnten einige bedeutende Aussagen aus den vorgestellten
Simulationen gezogen werden.
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2.6 Kreuzpolarisation zwischen 13C-NV-System und
14/15N-P1-System im angeregten Zustand des
NV-Zentrums
Die im vorherigen Abschnitt 2.5 dargelegte Argumentation la¨sst sich auch auf den an-
geregten NV-Zustand anwenden. Durch die nur halb so große Null-Feldaufspaltung fin-
den die energie-resonanten U¨berga¨nge aber beim halben Magnetfeld im Vergleich zum
Grundzustand statt (Abb. 2.22). Die in Abbildung 2.23 aufgezeigte Polarisationskurve
ist, wie die in den anderen Simulationen fu¨r Kreuzpolarisation, in beliebigen Einheiten
angegeben. Dabei wird zum Beispiel nicht die Lebensdauer des angeregten Zustands
beru¨cksichtigt. Wie schon im vorangegangen Text (vgl. Abschnitt 2.1) beschrieben,
kann unter Umsta¨nden eine zu kurze Lebensdauer relativ zu Wechselwirkungssta¨rke



































Abb. 2.22: Energieschema des NV-Systems mit einer Kopplung von 2 MHz zum 13C-Spin
(folglich ist Aufspaltung des m = −1-Niveaus nicht erkennbar). Ebenso sind
die Energieeigenwerte eines mit dem NV-Zentrum parallel orientierten P1-
Zentrums (P1O) und eines relativ dazu um 109◦ orientierten P1-Zentrums
(P1NO), jeweils mit 14N-Isotop, dargestellt. Dabei ist das Magnetfeld parallel
zur NV-Achse orientiert.
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Abb. 2.23: Polarisation des 13C-Spins in Abha¨ngigkeit vom, mit der NV-Achse ausge-
richtetem, Magnetfeld. Ein resonanter Spin-flip-flop tritt dabei bei einer an-
genommenen Energie-U¨bereinstimmung von ±0,5 MHz auf und die 13C-Spin-
Kopplungssta¨rke zum NV-Spin betra¨gt 2 MHz . Das P1-System beinhaltet in
diesem Fall ein 14N-Isotop.
einen Spin-Flip oder im Allgemeinen eine Zeitentwicklung der Eigenfunktionen verhin-
dern. So entspricht das Simulationsergebnis in erster Na¨herung der erwarteten magnet-
feldabha¨ngigen Polarisationsstruktur durch Kreuzpolarisation mit P1-Zentren im ange-
regten NV-Zustand, kann aber durch die kurze Lebenszeit von lediglich 12 ns unbeob-
achtbar sein. Es sei zudem darauf hingewiesen, dass in der hier vorgestellten Simulation
die Parameter so gewa¨hlt wurden, dass durch die U¨berlagerung des Polarisationen durch









In diesem Abschnitt wird der Einfluss von
”
verbotenen U¨berga¨ngen“ im P1-14N-Defekt
im Rahmen der Kreuzpolarisation im Vier-Spinsystem NV-Zentrum, 13C-Spin und P1-
Zentrum mit intrinsischem nuklearen 14N-Spin behandelt. Dabei wir die Diskussion auf
den NV-Grundzustand und P1-intrinsischen nuklearen 14N-Spin beschra¨nkt.
Als
”
verbotene U¨berga¨nge“ werden im Folgenden solche bezeichnet, bei denen sich so-
wohl die elektronische Magnetquantenzahl me als auch die nukleare Magnetquantenzahl
mn um jeweils ∆m = ±1 vera¨ndert. Damit beschra¨nken wir uns auf die in der NMR
lange bekannten und im englischen als
”
zero quantum (ZQ) transition“ und
”
double
quantum (DQ) transition“ bezeichneten U¨berga¨nge [110]. Dahingegen werden erlaubte
U¨berga¨nge mit ∆m = ±1 entweder fu¨r den elektronischen oder nuklearen Spin im eng-





























Abb. 2.24: Magnetfeldabha¨ngiger Polarisationsverlauf unter Beru¨cksichtigung von
”
er-
laubten single quantum“-U¨berga¨ngen (SQ) und unter Einbezug
”
verbotener
double quantum“ (DQ)-U¨berga¨nge. Die DQ-U¨berga¨nge sind dabei auf 5 %
der SQ-U¨berga¨nge skaliert.
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Abb. 2.25: Vergleich des magnetfeldabha¨ngigen Polarisationsverlaufs fu¨r ein 13C-NV-
14N-P1-System (blau) durch Doppelquantenu¨berga¨nge und einem 13C-NV-
15N-P1-System (rot) mit ausschließlich
”
erlaubten“ U¨berga¨ngen (a). Die kor-
respondierenden U¨berga¨nge sind mit den entsprechenden Farben in einem
schematischen Energieschema (b) dargestellt. Die SQ-U¨berga¨nge des 13C-
NV-14N-P1-Systems sind weder in (a) noch (b) dargestellt.
lischen und auch im Folgenden als
”
single quantum (SQ) transitions“ bezeichnet. Aus
der Literatur la¨sst sich finden, dass etwa bei EPR-Experimenten die DQ- gegenu¨ber den
SQ-U¨berga¨ngen zwischen zwei bis drei Gro¨ßenordnungen unterdru¨ckt sind [111]. Das
”
Freischalten“ derartiger U¨berga¨nge im P1-Zentrum in der Simulation la¨sst neue Ener-
gieresonanzen zwischen dem P1- und NV-System zu. Das daraus resultierende magnet-
feldabha¨ngige Polarisationsspektrum ist in Abbildung 2.24 gezeigt. Neben den bereits
in den vorherigen Abschnitten diskutierten, hier rot dargestellten, Polarisationsspitzen
ergeben sich weitere aus den DQ-U¨berga¨ngen (blau). Fu¨r die Simulation wurde die Pola-
risation durch die
”
verbotenen“ U¨berga¨nge auf 5 % der der erlaubten U¨berga¨nge skaliert,
was weit u¨ber dem u¨blicherweise erwarteten Effekt liegt. Allerdings wird das System
weitab von thermischen Gleichgewicht getrieben, wodurch der Prozess nicht direkt mit
den u¨blichen Literaturwerten verglichen werden kann.
Abbildung 2.25 zeigt den Vergleich der sich aus zwei Modellsystemen ergebenden Po-
larisationsspektren. Das eine ist das 13C-NV-14N-P1-System unter Einbezug der oben be-
schriebenen DQ-U¨berga¨nge und das andere das 13C-NV-15N-P1-System mit ausschließ-
lich SQ-U¨berga¨ngen. Dabei wurde fu¨r letztes eine um etwa 40 % gro¨ßere Hyperfeinwech-
selwirkung zwischen P1-Elektronenspin und 15N-Spin, begru¨ndet in den um diesen Wert
betragsma¨ßig erho¨hten gyromagnetischen Verha¨ltnisses im Vergleich zum 14N-Isotop,
angekommen [112]. Dies begru¨ndet auch den Unterschied beider Spektren zueinander.
Die sta¨rkere Hyperfeinkopplung des 15N-Spins sorgt fu¨r eine erho¨hte Aufspaltung der
Hyperfeinlinien und in diesem Zuge fu¨r magnetisch weiter auseinanderliegende Energie-
resonanzen.
Diese Analyse ermo¨glicht die experimentelle Unterscheidung beider Szenarien. Da fu¨r
beide nur ein kleiner Effekt erwartet werden kann, beim 15N-Modell durch die geringe
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natu¨rliche Ha¨ufigkeit und beim DQ-Modell durch die starke Unterdru¨ckung der
”
ver-
botenen U¨berga¨nge“, la¨sst sich u¨ber die Intensita¨t eines mo¨glichen Signals nur schwer
eine Abscha¨tzung finden. Die Position der Resonanzen in einer magnetfeldabha¨ngigen
Messung hingegen, ist experimentell leicht zuga¨nglich und auswertbar.
2.8 Spin-Diffusion
Im nachfolgenden Modell wird ein 13C-Spin bei r = rmin ≈ 0 platziert, der aus dem ther-
mischen Gleichgewichtszustand in kurzer Zeit zu 100 % polarisiert wird und in diesem
Zustand verbleibt. Dies entspricht dem 13C-Spin, der direkt an ein NV-Zentrum gekop-
pelt ist. Dieser Spin wird als Polarisationsquelle betrachtet, von der aus die Polarisation
in die Umgebung diffundieren kann. Entgegen diesem Polarisationstransport wirkt die
durch die T1-Zeit bestimmte Relaxationsrate der einzelnen Spins, die deren Polarisati-
on zuru¨ck in den Gleichgewichtszustand treibt. In der vorgestellten Berechnung wurde
T1 = 30 s gewa¨hlt.
Als Grundlage der numerischen Rechnungen wurde die in Abschnitt 1.8 beschriebene













+ (P0 − P (r,t))R (2.27)
Diese beschreibt die isotrope zeitabha¨ngige Spindiffusion im dreidimensionalen Raum.
Die Diffusionskonstante wurde mit 67 A˚
2
s−1 der Literatur entnommen [89]. Zur Lo¨sung
dieser inhomogenen Differentialgleichung bedarf es zweier Rand- und einer Anfangsbe-
dingung. Das Gebiet auf dem die Differentialgleichung gelo¨st wird, ist mit rmin = 0,01 A˚
und rmax = 50 A˚ so groß gewa¨hlt, dass man fu¨r den Rand P (t,rmax) die Gleichgewichts-
polarisation von P0 = 10
−8 annehmen kann, was einem Magnetfeld von etwa 50 mT ent-
spricht3. Als Anfangsbedingung P (0,r) wurde ebenfalls die Gleichgewichtspolarisation
von P0 = 10
−8 gewa¨hlt. Die zweite Randbedingung beschreibt nun den zeitlichen Verlauf
der Polarisation bei r = rmin – im Modell ist das die Position des an dem NV-Zentrum
gekoppelten 13C-Spins. Zur Beschreibung dessen zeitlichen Polarisationsverlaufs wird die
Funktion P (t,rmin) = exp{−0,5t} genutzt, die einen schnellen Anstieg der Polarisation
widerspiegelt. Als Zeitbegrenzung wurde t0 = 0 s und tfinal = 3 · T1 = 90 s festgelegt.
In diesem Rahmen kann nun die Diffusionsgleichung gelo¨st und die Lo¨sung graphisch
dargestellt werden (Abb. 2.26). Dabei symbolisieren blaue Regionen eine nahezu 100 %-
ige Polarisation, wohingegen rote Bereiche fu¨r Polarisation nahe des thermischen Gleich-
gewichts stehen. Abbildung 2.27 zeigt ausgewa¨hlte 2D-Schnitte durch die dreidimensio-
nale Darstellung fu¨r konstante Absta¨nde (a) und konstante Zeiten (b). Diese machen
klar, dass schon nach der kurzen Zeit von etwa 10 s die Umgebung bis zu einem Ra-
dius von 3 A˚ eine Sa¨ttigung zu 80 %-iger Polarisation erreicht (a). Mit steigendem Ab-
stand zur Polarisationsquelle steigt die Zeit bis zu Sa¨ttigungspolarisation, wobei diese
3Der Einfluss der Randbedingungen auf die Lo¨sung wurde untersucht und der genutzte Wert von 50 A˚
hat sich als ausreichend groß herausgestellt.
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Abb. 2.26: 3D-Darstellung der Lo¨sung der im Rahmen des Modells vorgestellten Spin-
Diffusionsgleichung fu¨r einen ausgewa¨hlten Bereich. Blau symbolisiert eine
nahezu 100 %-ige Polarisation, wohin gegen rot fu¨r Polarisation nahe des
thermischen Gleichgewichts steht. Als 100 %-ige Polarisation kann sich in
diesem Kontext zum Beispiel |↓〉-Polarisation vorgestellt werden.
mit zunehmenden Abstand abnimmt und zum Beispiel bei 7 A˚ nur noch etwa 5 % be-
tra¨gt. Außerdem wird ersichtlich das die
”
Reichweite“ der Polarisationsdiffusion schon
bei t = 1/10 ·T1 = 3 s etwa 4 A˚ betra¨gt und nach t = 1/2 ·T1 = 15 s kaum noch ansteigt.
Abbildung 2.27 c zeigt die integrale Polarisation im gesamten betrachteten Ortsraum
in zeitlichen Absta¨nden von 0,1 s4. Der Verlauf wird stark durch das zeitliche Verhalten
bei r = rmin dominiert, sodass schon nach 10 s kein starker Zuwachs in der Polarisation
zu finden ist. Das ist zum einen in dem starken Polarisationsgradienten, den die gewa¨hlte
Randbedingung 100 %-iger Polarisation am Ursprung fordert und zum anderen in der
ausgepra¨gten ru¨cktreibenden
”
Kraft“ in die thermische Gleichgewichtspolarisation be-
gru¨ndet. Ohne letztere nimmt die Polarisation u¨ber das gesamte Ortsgebiet stetig, aber
mit wachsender Zeit verlangsamt zu (siehe Anhang 5.4). Die Gro¨ße des Terms (P0−P )R,
mit der Rate R = 1/T1 bestimmt somit maßgeblich die Reichweite der Polarisation nach
einer bestimmten Zeit.
Die Limitation dieses Modells liegt in der Annahme eines Kontinuums. Dieses ist durch
den Na¨chsten-Nachbar-Abstand r13C-NN zwischen zwei
13C-Spins von minimal circa 1,5 A˚
nicht gegeben. Die Besetzung des Diamant-Gitters mit 13C-Spins kann als gleichverteilt




angenommen werden. Die Absta¨nde r13C-NN der Spins weisen demnach eine Poisson-
Verteilung auf. Nach Ref. 113 la¨sst sich ein charakteristischer Abstand rij zwischen
den 13C-Spins nach 1/2 = exp
{−(4piNCr3ij/3)} mit der Spin-Dichte NC abscha¨tzen.
Somit ist rij = 0,55N
−1/3
C , wonach dieser bei natu¨rlicher
13C-Ha¨ufigkeit 4,4 A˚ betra¨gt.
Dies unterstreicht das Defizit des Kontinuum-Models weiter. Die mit der Entfernung
abnehmende dipolare Kopplung wird ebenso wenig beru¨cksichtigt, wie die Anisotropie
derselben.
Dennoch la¨sst das Modell erste Abscha¨tzungen der Diffusionsreichweite zu und zeigt
kritische Punkte fu¨r fortfu¨hrende Betrachtungen auf.
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Abb. 2.27: Darstellung zweidimensionaler Schnitte des dreidimensionalen Polarisations-
verlaufs P (t,r) fu¨r konstante Absta¨nde (a) und konstante Zeiten (b). Ab-




3 Experimentelle Technik und
Methoden
In diesem Kapitel werden die angewandten experimentellen Methoden und die verwende-
te Technik beschrieben. Im besonderen Maße sei auf den in Abschnitt 3.4.2 beschriebene
selbst entwickelten Messaufbau hingewiesen.
3.1 Konfokales Laser-Scanning-Mikroskop
Die konfokale Technik ist ein Werkzeug zur Verbesserungen von Kontrast und Auflo¨sung
in der optischen Mikroskopie und ermo¨glicht zudem die dreidimensionale Untersuchung
von durchsichtigen Objekten. Die prinzipielle Funktionsweise ist in Abbildung 3.1 a dar-
gestellt. Durch eine Anregungslochblende (AL) wird eine quasi-punktfo¨rmige Lichtquelle,
welche als Beugungsscheibchen interpretiert werden kann, erzeugt. Deren Strahlen wer-
den u¨ber einen Strahlteiler (S) durch das Objektiv (L) innerhalb einer Probe in der
Scha¨rfeebene (SE) fokussiert. Ausgehend von diesem, als weiteres Beugungsscheibchen
betrachtbaren, Punkte entsteht ein Volumen hoher Lichtleistung, welche je nach Pro-
be, zu einer starken Anregung von Photo-Lumineszenz, Streuung und/oder Spiegelung
fu¨hrt. Ein Teil dieses Lichts gelangt erneut durch das Objektiv und den Strahlenteiler
auf die Detektionslochblende (DL). Diese blockiert das Licht aus negativ (ND) und posi-
tiv (PD) defokussierten Ebenen, wobei hingegen Strahlen aus der Scha¨rfeebene (SE) die
Blende passieren ko¨nnen. Demnach werden Bildinformationen aus dem, oben erwa¨hnten,
(konfokalen) Volumen auf zweifacher Weise begu¨nstigt. Zum einen ist dort der Bereich
maximaler Anregung, und zum anderen werden Informationen aus benachbarten Regio-
nen stark unterdru¨ckt. Um nun ein Gesamtbild einer Region der Probe zu erzeugen,
muss das konfokale Volumen u¨ber die Probe gerastert werden und fu¨r jeden Bildpunkt
die Strahlung nach der Detektionslochblende detektiert werden. Anschließend kann digi-
tal ein Bild des gescannten Bereichs errechnet werden. Dabei ist es vom genauen Aufbau
abha¨ngig, ob die Probe, das Objektiv oder der Strahlteiler bewegt wird.
Der genaue Verlauf des Anregungs- beziehungsweise des zu detektierende Lichts ist in
Abbildung 3.1 b skizziert. Dabei kommt es durch die unterschiedlichen Brechungsindizes
n1 und n2 zu einer Verzerrung des Lichtkegels innerhalb der Probe. Das Verha¨ltnis der























Abb. 3.1: Die prinzipielle Funktionsweise eines Konfokalmikroskops (a). Dabei sind ent-
lang des Strahlengangs die Anregungslochblende (AL), der Strahlteiler (S),
das Objektiv, dargestellt als Linse (L), eine negativ defokussierte Ebene (ND),
die Scha¨rfeebene (SE), eine positiv defokussierte Ebene (PD) und die Detekti-
onslochblende eingezeichnet. Zudem wird der Verlauf von Anregungslicht nach
dem Objektiv mit dem Arbeitsabstand AA und halben O¨ffnungswinkel α beim
Fokussieren in der Tiefe y unterhalb der Probenoberfla¨che dargestellt (b).
Dabei bezeichnet NA die numerische Apertur mit NA = n1 sinα. Fu¨r die genaue Her-
leitung siehe Anhang 5.2.
Der experimentelle Aufbau, an dem die im Rahmen dieser Arbeit pra¨sentierten Mes-
sungen aufgenommen worden, ist in Abbildung 3.2 dargestellt. Als Lichtquelle dient ein
Nd:YAG-Laser mit einer Wellenla¨nge von 532 nm. Die Nutzleistung kann mit Hilfe eines
λ/2-Pla¨ttchens und eines Polarisationsstrahlteilers geregelt werden. Als Anregungsloch-
blende dient eine Glasfaser, was allerdings eine Filterung des Fluoreszenzlichts aus der
Faser no¨tig macht. Danach wird das Laserlicht auf die Probe geleitet. Diese befindet sich
auf einem 80 × 80×80µm3 x,y,z-Scanner. In den meisten Fa¨llen soll Lumineszenzlicht
von sich in der Probe befindlichen Farbzentren detektiert werden, weshalb sich nach
dem dichroitischer Spiegel ein Kerbfilter (Notchfilter, vom englischen notch fu¨r Kerbe)
befindet. Nach der (Detektions-) Lochblende teilt sich der Strahl zu 50 % zu einem Spek-
trometer und zu 50 % zur Detektion mittels zwei Lawinen-Photo-Dioden (vom englischen
avalanche photo diode - APD) auf. Das Spektrometer besteht aus einem 150 mm−1 Git-
ter als Monochromator der Firma Jobin Yvon und einem CCD-Sensor mit 2048 Pixeln.
Das Objektiv ist austauschbar und fu¨r die hier pra¨sentierten Ergebnisse wurde ein Luft-
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Abb. 3.2: Schematischer Aufbau des konfokalen Mikroskops. Mit freundlicher Genehmi-
gung von Sascha Becker.
3.2 Hochtemperaturvakuumofen
Fu¨r das Ausheizen von Proben steht ein Hochtemperaturvakuumofen zur Verfu¨gung,
der auch Verwendung bei den hier untersuchten Diamanten fand. Da das Heizelement
des Ofens, wahrscheinlich durch eine Verpuffung von Nano-Diamanten im Restglas einer
Glasampulle, zersto¨rt und im Rahmen dieser Arbeit neu konstruiert wurde, soll dessen
Aufbau und Funktionsweise kurz umrissen werden. Die Komponenten hoher Tempera-
turbelastung wurden aus IZO grafit der Firma AVION Europa gefertigt, da Graphit
elektrisch leitfa¨hig und mit einem Schmelzpunkt im Bereich von 4000 K extrem hit-
zebesta¨ndig ist [114]. Abbildung 3.3 a zeigt ein Foto des Hochtemperaturvakuumofen,
bestehend aus einem wassergeku¨hlten und abpumpbaren Edelstahlzylinder, sowie dem
Heizelement aus Graphit im Inneren. Die nebenstehenden Abbildungen (Abb. 3.3 b, c)
zeigen Ansichten des 3-D-Modells der Graphit-Elemente.
Der Heizeffekt beruht auf der Umwandlung von elektrischer Energie in Joulesche
Wa¨rme. Die Heizleistung pro La¨ngenelement des Heizelements (rot) ist mit PH = RI
2
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a) b) c)
Abb. 3.3: Foto des Ofens (a) und schematische Frontansicht (b) als auch perspektivische
Ansicht (c) im Halbschnitt der inneren Graphit-Komponenten. Das eigentliche
Graphit-Heizelement (rot) ist auf einer elektrisch isolierenden Scheibe (oran-
ge) aus Hochleistungskeramik montiert. Innerhalb des Probenro¨hrchens (blau)
kann die Probe mittels eines (nicht eingezeichneten) Probenzylinder eingelas-
sen werden. Das Heizelement ist von einem innere (gru¨n) und a¨ußere (grau)
Hitzeschild umgeben.
und R = ρ · l/A indirekt proportional zu seinem Querschnitt A. Das Heizelement
ist bezu¨glich der Ansicht 3.3 b am Fuß links und recht u¨ber massive Zuleitungen aus
Kupfer und einer Schraubverbindung mittels Molybda¨nschrauben elektrisch kontaktiert.
Durch die minimierte Wandsta¨rke von 0,5 mm im Bereich um die Mitte des Probenro¨hr-
chens (blau) wird eine homogene und starke Heizleistung sichergestellt. Dabei beru¨hren
sich Heizelement und Probenro¨hrchen nur am oberen Auflagepunkt. Die Temperatur
wird u¨ber ein kalibriertes Typ C (W5Re–W26Re) Thermoelement, basierend auf dem
Seebeck-Effekt, gemessen, welches so positioniert ist, dass es sich in der unteren Boh-
rung des Probero¨hrchens befindet (nicht eingezeichnet) [115]. Schmelztests ergaben einen
stabilen Betrieb bis zu mindestens 1700 K1.
3.3 Elektronenbeschleuniger
Die im Laufe der Dissertation untersuchten Proben wurden mit einem 10 MeV Elek-
tronenbeschleuniger vom Typ MB10-30MP von Mevex Corp., am Leibniz-Institut fu¨r
Oberfla¨chenmodifikation (IOM) bestrahlt. Die Elektronenenergie kann dabei zwischen
7 MeV und 10 MeV variiert werden. Bei solchen Energien liegt die Reichweite der Elektro-
nen in Diamant im Zentimeter-Bereich. Im Zuge der Bestrahlung mit hochenergetischen
Elektronen kommt es zur Erzeugung von Vakanzen (Gr-Zentren) im Diamantgitter, die
in Kombination mit nachfolgender Erhitzung mit intrinsischen Stickstoff-Defekten zu
1Schmelztests mit Rhodium im Vorga¨ngerdesign ergaben einen Betrieb bei bis zu etwa 2200 K, was

























Abb. 3.4: Schematischer Aufbau (a) und Foto (b) des Elektronenbeschleunigers, sowie
die Messung des Strahlprofils mit Riso-B3 Film (c). Mit freundlicher Geneh-
migung von Wolfgang Knolle.
NV-Zentren kombinieren ko¨nnen [116].
Der schematische Aufbau des mit stehenden Mikrowellenwellen arbeitenden Gera¨ts
ist in Abbildung 3.4 gezeigt. Daraus ergibt sich ein Pulsbetrieb, mit einem maximalen
Strom pro Puls von etwas 250 mA. Bei 8µs Pulsla¨nge und 500 Hz Pulsfrequenz wird
ein mittlerer Strom von 1 mA erzeugt. Mit maximaler Leistung folgt eine Dosisleistung
von etwa 10 kGy s−1 2. Der Strahl kann u¨ber eine Scanning-Einheit ausgelenkt werden,
um auch große Proben homogen bestrahlen zu ko¨nnen. Die im Rahmen dieser Arbeit
verwendeten Proben sind mit einer Gro¨ße von wenigen Millimetern so klein, dass ein
Scannen des Strahl unno¨tig ist und die Fluenz durch das Gauß-fo¨rmige Strahlprofil mit
einer Halbwertsbreite von 60 mm als u¨ber die Probe konstant angenommen werden kann
(Abb. 3.4 c). Bei diesen Punktbestrahlungen wurde mit einer Pulsfrequenz zwischen 5 Hz




Das Hauptinstrument dieser Arbeit stellt die Kernspin-Resonanz (NMR - vom englischen
Nuclear Magnetic Resonance) dar und soll deshalb in ihren experimentellen Grundzu¨gen
2Dabei wird sich bei hohen Fluenzen auf Graphit und bei niedrigen Fluenzen auf Wasser bezogen. Die
sich daraus ergebenden Unterschiede bewegen sich allerdings maximal im Zehn-Prozent-Bereich.
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erkla¨rt werden.
Jedem Spin ~I mit einem gyromagnetischen Verha¨ltnis γ kann man ein magnetisches
Moment ~µ = γ~~I zuordnen. Das Prinzip der Kernspin-Resonanz beruht nun auf der
makroskopischen Magnetisierung ~M einer Probe, resultierend aus dem Besetzungsun-
terschied zwischen zwei Spin-Niveaus. Im einfachsten Fall handelt sich in der Probe um
Spin 1/2-Kerne mit sogenannten up-(↑)- und down-(↓)-Eigenzusta¨nden und zugeho¨ri-




ist nun direkt proportional zum Besetzungsunterschied ∆N = N↑ − N↓ und der An-
zahl N = N↑ + N↓ der Spins. Das Besetzungszahlverha¨ltnis N↑/N↓ ist im thermischen










Der Energieunterschied ∆E wird entsprechend Abschnitt 1.1 durch die Positionierung
der Probe im Inneren eines supraleitenden Solenoiden mit dem MagnetfeldB0 maximiert.
Mit E = −m · ~γB0, mit m als magnetische Quantenzahl, und u¨ber E = ~ω, mit
ω als Kreisfrequenz, wird die sogenannte Larmor-Frequenz ω0 = −γB0 definiert. Die











Im Allgemeinen la¨sst sich die Polarisation eines Spin-Ensembles aus N Spins durch





























Multipliziert man die Polarisation mit der Anzahl N der Spins im Volumen V und dem





































Abb. 3.5: Durch den in die Spule eingespeisten Puls entsteht ein zum B0-Feld senkrech-
tes Magnetfeld B(t) = 2B1 cosω0t. Dieses la¨sst sich als Vektorsumme zweier
Magnetfeldvektoren interpretieren (a). Dabei wird die Vektorkomponente mit
dem relativ zum Spin falschen Drehsinn ignoriert (hier durch die etwas matte-
re Farbe angedeutet). Im mit B1 mit-rotierendem Koordinatensystem (x
′,y′)
sind sowohl B0 als auch B1 statisch und es la¨sst sich ein effektives Magnet-
feld Beff definieren (b). Die Magnetisierung M kann letztendlich durch den
Hochfrequenzimpuls um den Winkel α gekippt werden (c).
Zusa¨tzlich befindet sich die Probe im Inneren einer mit ihrer Symmetrieachse senkrecht
zum B0-Feld ausgerichteten Spule. Ein zeitlich mit der Larmor-Frequenz ω0 oszillieren-
der elektrischer Strom in dieser RF-Spule4 (von Radiofrequenz ) erzeugt ein Magnetfeld
~B(t) = 2B1 cosω0t~ex, welches ebenso senkrecht zum statischen B0-Feld orientiert ist.
Dieses la¨sst sich als Vektorsumme zweier Magnetfeldvektoren konstanter La¨nge (B1)
aber rotierender Orientierung in der x-y-Ebene interpretieren (Abb. 3.5 a). Nur die
Komponente mit entsprechendem Drehsinn der Spins kann auf diese wirken, weshalb
die andere Komponente ignoriert werden kann. Fu¨hrt man nun ein mit dem B1-Vektor
mit-rotierendes Koordinatensystem (x′,y′,z) ein, so sind in diesem sowohl B0 als auch B1
stationa¨r und beide addieren sich zu einem effektiven Magnetfeld Beff auf (Abb. 3.5 b).
Um dieses rotiert nun die Magnetisierung M(t) mit der Nutationsfrequenz ω1 = −γB1.
Geht man von einer anfa¨nglichen (t = 0) Magnetisierung in z-Richtung aus, a¨ndert sich
durch die Pra¨zession um das B1-Feld die Lage der Magnetisierung nach der Zeit t zu:
Mx′(t) = 0 (3.8)
My′(t) = Mz(0) sin γB1t (3.9)
Mz′(t) = Mz(0) cos γB1t (3.10)
Der Kippwinkel α = γB1t la¨sst sich demnach u¨ber die Einstrahldauer t des Hochfre-
quenzfeldes und durch dessen Amplitude B1 bestimmen [118]. Streng genommen gilt
dies nur fu¨r perfekte Rechteckpulse. Ist α = 90◦ nennt man den Hochfrequenzpuls pi/2-
Puls und bei α = 180◦ entsprechend pi-Puls.
Letztendlich mu¨ssen aber auch Relaxationsprozesse, die fu¨r ein Ru¨ckfu¨hren der Ma-
gnetisierung ins thermische Gleichgewicht M0 sorgen beru¨cksichtigt werden. Die Bloch-
4alternativ auch HF-Spule genannt, von Hochfrequenz
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Gleichungen beschreiben dies fu¨r ein Zwei-Niveau-System [119]:
dMx
dt










= γ(MxBy −MyBx)− Mz −M0
T1
(3.13)
mit den dazugeho¨rigen Lo¨sungen5


















Dabei bezeichnet T1 die longitudinale Relaxationszeit (Spin-Gitter-Relaxation) und T2
die transversale Relaxationszeit (Spin-Spin-Relaxation). Erstere ist die charakteristische
Zeit fu¨r die Ru¨ckkehr eines Spin-1/2-Systems zur Gleichgewichtsbesetzung der Spin-
Zusta¨nde nach einem pi/2-Puls. Der Prozess wird als Spin-Gitter-Relaxation bezeichnet,
da durch den B1-Puls Energie in das Spin-System u¨bertragen wird, die anschließend
an das
”
Gitter“ zuru¨ck gegeben wird. Dabei wird als
”
Gitter“ alles bezeichnet, was zur
Ru¨ckfu¨hrung in die Gleichgewichtsmagnetisierung M0 fu¨hrt.
Nach einem pi/2x′-Puls im Spin-1/2-System liegt die Magnetisierung in y
′-Richtung in
der x′-y′-Ebene vor. Die nun vorliegende Quermagnetisierung verliert mit der charakte-
ristischen transversalen Relaxationszeit T2 ihr Phasenkoherenz und verschwindet. Dieser
Prozess ist energieerhaltend und a¨ndert nicht die Besetzung der Zusta¨nde – lediglich die
Entropie vera¨ndert sich. Dabei spielen Spin-flip-flop-Prozesse eine maßgebliche Rolle –
weshalb der Prozess als Spin-Spin-Relaxation bezeichnet wird.
Die Quermagnetisierung nach dem pi/2-Puls induziert eine Spannung mit der Larmor-
Frequenz in die HF-Spule, die im homogenen Magnetfeld mit eben genau der transver-
salen Relaxationszeit T2 abfa¨llt. Ist das Feld inhomogen, was aus messtechnischer Sicht
stets in einem gewissen Maße gegeben ist, spricht man von der T ∗2 -Zeit – das Messsi-
gnal wird als freier induktiver Zerfall bezeichnet: FID (vom engl. free induction decay).
Abbildung 3.6 zeigt diese Verha¨ltnisse schematisch. Durch Fourier-Transformation des
aufgenommen Signals la¨sst sich die Larmor-Frequenz ωL der untersuchten Kernspins
ermitteln. Die Linienbreite steht dabei u¨ber ωL(FWHM) = 2/T2 in direktem Zusam-
menhang zur T2-Zeit [28].
Die maximale induzierte Spannung erreicht man nach einem pi/2-Puls aus der Gleich-
gewichtsmagnetisierung. Aus diesem Grund wartet man zwischen zwei aufeinander fol-
genden pi/2-Pulsen etwa die Zeit tR + taqu = 5T1, die sich aus der Aufnahmezeit taqu und
5Streng genommen gelten die Gleichungen nur in Flu¨ssigkeiten.
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Abb. 3.6: Darstellung der in die RF-Spule induzierten Spannung (rot) nach einem pi/2-
Puls (a). Durch Feldinhomogenita¨ten misst man eine Da¨mpfung der Spannung
mit der charakteristischen Zeitkonstante T ∗2 und nicht T2 (FID). Ist das Feld
homogen entspricht T ∗2 = T2. Durch eine Folge von pi-Pulsen kann man die
Magnetisierung refokussieren und trotz Feldinhomogenita¨ten die reale T2-Zeit
messen (b) (Hahn-Echo). Das Inset (c) zeigt die Fourier-Transformierte des
Signals aus a) beziehungsweise b). Unterhalb der Zeit-Diagramme ist die je-
weilige Pulssequenz abgebildet.
der Wartezeit tR nach der Aufnahmezeit bis zur na¨chsten Pulssequenz zusammensetzt.
Ist dies aus messtechnischen Gru¨nden nicht oder schwer realisierbar, la¨sst sich u¨ber den
Ernst-Winkel αE der Kipp-Winkel des maximalen Signal-zu-Rausch-Verha¨ltnisses SNR
(vom engl. signal to noise ratio) durch die Aufnahmen von mehr Signalen in gegebener









Ausgehend von weißem Rauschen, kann man im Allgemeinen von einer Steigerung des









Die technische Umsetzung des Messprinzips ist in Abbildung 3.7 a skizziert. Der Sen-
der TX wird zur Signaleinspeisung mit der erwarteten Larmor-Frequenz mit dem auf die-
se Frequenz resonanten Schwingkreis, bestehend aus tuning- und matching-Kondensator
sowie einer Spule verbunden. Der Schwingkreis, oder zumindest die Spule, befindet sich
im oben beschriebenenB0-Feld. Die Spins der Probe, meist im inneren der HF-Spule plat-
ziert, reagieren auf das durch den HF-Puls erzeugte B1-Feld und induzieren in die Spule
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Abb. 3.7: Im Pseudo-Schaltplan (a) werden die grundlegenden Komponenten fu¨r eine
NMR-Messung und in der Bloch-Spha¨re (b) der Zustandsvektor vor (gru¨n) und
nach einem pi/2-Pulse (orange) gezeigt (erzeugt mit Ref. 102). Nur fu¨r den Zeit-
punkt der Einkopplung des HF-Pulses ist der Sender (TX) mit dem Schwing-
kreis verbunden. Mittels des Tuning- und Matching-Kondensators la¨sst sich
der Schwingkreis auf die gewu¨nschte Resonanzfrequenz und die Impedanz
(meist 50 Ω) abstimmen. Durch den eingespeisten Puls entsteht in der Spule
ein zum B0-Feld senkrechtes Feld B1. Das so gewonnen NMR-Signal wird u¨ber
den Empfa¨nger RX aufgenommen.
eine Spannung, die u¨ber den Empfa¨nger RX detektiert wird. Um ungewollte Phasendif-
ferenzen durch Hardware-Einflu¨sse zwischen Anregungspuls und Signal zu eliminieren,
nutzt man eine zyklische Vertauschung der Phasen vom Sender und Empfa¨nger. Fu¨r
Details sei auf die Literatur unter dem Stichwort CYCLOPS - Cyclically Ordered Phase
Sequence verweisen und lediglich angemerkt, dass man durch ein a¨hnliches Vorgehen
auch bestimmte Magnetisierungskomponenten auslo¨schen und nur gewu¨nschte Anteile
aufsummieren kann [121].
3.4.2 Setup fu¨r die Hyperpolarisationsmessungen
Ziel war es ein mo¨glichst modulares und damit flexibles, sowie automatisiertes Messsys-
tem aufzubauen, welches eine Laserbestrahlung einer Probe in einem definierten Ma-
gnetfeld und anschließenden Probentransfer in einen kommerziellen NMR-Solenoiden
ermo¨glicht. Im Speziellen soll mit dem Aufbau die nukleare (Hyper-) Polarisation von
Kohlenstoff durch Kopplung mit NV-Zentren in der Diamantmatrix unter Bestrahlung
in niedrigen Magnetfeldern untersucht werden. Dabei musste neben der Verwendung
nicht-magnetischer Materialien auch an vielen Stellen auf kohlenstoffhaltig Substanzen
verzichtet werden - da letztendlich das Kohlenstoff-NMR-Signal der untersuchten Probe
aufgenommen werden soll. Im Laufe der Arbeit wurde das System mehrfach umgebaut
und angepasst. Hier soll lediglich die aktuelle Version vorgestellt werden. Im Anhang 5.6
werden andere Varianten des Systems kurz vorgestellt.
Das System ist in acht Haupt-Module unterteilbar.

































S t r o m  I  ( A )
b)
B(I) = a+ b I
a = (17,854± 0,003) mT
b = (5,701 24± 8,6 · 10−4) mT A−1
Abb. 3.8: Blockdiagramm des experimentellen Aufbaus fu¨r die Hyperpolarisationsmes-
sungen (a) und die aufgenommene Kalibrierkurve fu¨r das Magnetfeld an der
Probenposition innerhalb der Helmholtz-Spule (b). Fehler der Summe der
Quadrate des Fits: 5 · 10−4.
Laser 532 nm mit etwa 5 W Ausgangsleitung von Photontec
Ventilsteuerung max. 8 bar, Druckminderung der einzelnen Ausga¨nge mo¨glich
Stromquelle PS 5080-20A von EA Elektro-Automatik GmbH, programmierbar
Niederfeldeinheit mit Spulen in Helmholtz-Konfiguration
HF-Probenkopf u¨ber Schlittenlift verbunden mit Niederfeldeinheit
Spektrometer tecmag Apollo
NMR-Solenoid Bruker 300 MHz (etwa 7 T)
Jedes der Module ist austauschbar, sodass das System zum Beispiel mit einer stabileren
Stromquelle, oder an einem anderen Solenoiden betrieben werden kann. Die Verknu¨pfung
der einzelnen Module ist schematisch in Abbildung 3.8 a als Blockdiagramm dargestellt.
Die einzelnen Komponenten sollen im Folgenden detailliert beschrieben werden.
Fu¨r die Steuerung des ganzen Systems wurde ein modulares Steuerungsprogramm mit-
tels Python geschrieben. Dabei wurde bewusst auf eine graphische Benutzer-Oberfla¨che
verzichtet, um mo¨glichst flexibel verschiedene Messabla¨ufe skriptartig implementieren
zu ko¨nnen6. Das Programm schaltet u¨ber einen Mikrocontroller sowohl den Laser als
auch die Ventilsteuerung, die fu¨r den Probentransfer, als auch fu¨r die Ku¨hlung genutzt
wird. Daru¨ber hinaus la¨sst sich u¨ber eine Netzwerkverbindung der Steuerungsrechner
6Dennoch wurde zusa¨tzlich eine Benutzeroberfla¨che fu¨r die Ansteuerung der Stromquelle und damit
fu¨r die Einstellung des Niedermagnetfelds programmiert.
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a) b)
Abb. 3.9: Konstruktionsansicht der Niederfeldeinheit im Halbschnitt (a) mit Einfa¨rbung
der einzelnen Hauptkomponenten. In weiß sind die zwei Grundplatten darge-
stellt, die in der Ho¨he durch messingene Ra¨ndelschrauben verschiebbar zuein-
ander angeordnet sind (siehe Foto (b)). Die Schlittenhalterung und der Schlit-
tenlift (blau) sind samt der beiden Spulenhalterungen (dunkelgrau) auf die
obere Grundplatte montiert. Im Inneren der Haltekonstruktion ist der Schlit-
ten (gelb) samt Probe (rot) dargestellt. Zwischen den beiden Spulen ist die
Lasereinkopplung (gru¨n) fixiert. Auf dem Foto (b) sind zusa¨tzlich die elektri-
schen Anschlu¨sse der Magnetfeldspulen und der Druckluftanschluss fu¨r den
Kolben der Schlittenhalterung zu sehen.
des Spektrometers ansprechen und somit die NMR-Messung mit den u¨bergebenen Pa-
rametern starten.
Zur Bestrahlung der Probe wird ein 532 nm diodengepumpter Festko¨rperlaser mit
einer maximalen Ausgangsleistung von 5,11 W der Firma Photontec genutzt (Modell
MGL-M-532A-5W ). Vor der Fasereinkopplung besitzt der Strahl ein transversale TEM00-
Mode und wird dann in eine optische Faser mit SMA905-Anschluss und 400 µm-Kern
eingekoppelt. Der Ausgang der Faser mit einer numerischen Apertur von 0,22 wird in
wenigen Zentimetern vor der Probe fixiert. Der somit resultierende O¨ffnungswinkel von
etwa 25,5◦ und die Entfernung zur Probe bestimmen letztendlich die Leistungsdichte
bei der Bestrahlung. Der Abstand wurde so gewa¨hlt, dass eine vollsta¨ndige Abdeckung
der Probe gewa¨hrleistet ist. Der Laser arbeitet ausschließlich im Dauerstrichmodus und
wurde nachtra¨glich auf eine Ku¨hlplatte montiert, um thermische Stabilita¨t zu gewa¨hr-
leisten.
Die Ventil-Steuerung besteht aus einem gefra¨sten Verteiler, der an die hauseigene
Druckluftleitung angeschlossen wird. Von diesem gehen diverse Leitungen mit jeweils
separat ansteuerbaren Ventilen der Firma Festo ab, die zum Probentransfer, zur Pro-
benhalterung und zur Spulenku¨hlung dienen. Es wurde bewusst auf Druckluft fu¨r die
Steuerung der mechanischen Teile zuru¨ckgegriffen, um Einflu¨sse auf die Homogenita¨t




Abb. 3.10: Konstruktionsansicht (a) und Foto (b) des Metallschlittens (gelb) mit Kera-
mikstab (grau) und fixierter Probe (rot).
benschlittens auszuschließen. Ein stufenweiser Ru¨cktransfer der Probe aus dem HF-
Probenkopf nach der NMR-Messung zuru¨ck in den Niederfeldbereich wird durch einen
anfa¨nglich niedrigeren U¨berdruck gewa¨hrleistet. Dies sorgt fu¨r ein sachtes Andocken des
Schlittens in der Halterung.
Das Herzstu¨ck des Experiments bildet die Niederfeldeinheit. Diese ist in Abb. 3.9
schematisch im Halbschnitt (a) als Foto (b) jeweils ohne Laserschutzgeha¨use gezeigt.
Die meisten Komponenten sind aus Aluminium oder aus, auf magnetische Verunrei-
nigung gepru¨ftes, Messing hergestellt. Die gesamte Konstruktion ruht auf der oberen
von zwei Grundplatten (weiß), die zur unteren Platte verschiebbar auf drei messingenen
Ra¨ndelschrauben aufliegt. Die untere Platte liegt dabei mittig und fest auf dem Bohrloch
des gewa¨hlten NMR-Magneten auf. Somit ist die Gesamtkonstruktion (Niederfeldeinheit
und HF-Probenkopf) relativ zu diesem ho¨henverstellbar, damit fu¨r den HF-Probenkopf
(Abb. 3.11) die Position der maximalen Magnetfeldhomogenita¨t einstellbar ist. Auf die
obere Platte la¨sst sich die Halteeinheit (blau) fu¨r den Probeschlitten (gelb) aufstecken
und mit dem Probenschacht (blau) u¨ber seitlich angebrachte Klemm-Schrauben verbin-
den. Das Halten des Schlittens an der gewu¨nschten Position wird u¨ber einen Bolzen der
durch einen pneumatischen Kolben bewegt wird gewa¨hrleistet. Der Schlitten selbst ist
aus Aluminium gefertigt und mit einem auswechselbaren Stab versehen (Abb. 3.10). Die-
ser Stab ist in Falle der Diamantmessungen aus der Keramik Marcor 7 gefertigt, um ein
sto¨rendes Kohlenstoff-Hintergrundsignal zu vermeiden und gleichzeitig die Durchdring-
barkeit des HF-Felds sicher zu stellen. Fu¨r Messungen an Siliziumkarbid wurde bei-
spielsweise der Marcor -Stab mit einem Keramikstab aus Aluminiumoxid8 ausgetauscht,
um den Siliziumhintergrund mo¨glichst gering zu halten. Im Falle eines Diamanten wird
dieser mit Hilfe von Natronwasserglas auf den Keramikstab geklebt, um auch hier den
Kohlenstoffhintergrund wa¨hrend der NMR-Messung mo¨glichst gering zu halten. Daru¨ber
hinaus ist eine Klebewirkung auch unter hohen Temperaturen gegeben, wie sie unter der
Laser-Bestrahlung auftreten ko¨nnen.
7Macor ist eine Glaskeramik und besteht laut Herstellerangaben zu etwa 55 % aus Fluorophlogopit-
glimmer und zu aus 45 % Borosilikatglas (46 % SiO2, 17 % MgO, 16 % Al2O3, 16 % K2, 7 % B2O3,
4 % F) .
8Der Al2O3-Stab besteht nach Lieferantenangaben (sd Hartstoff Technik GmbH )aus 99,7 % aus Al2O3
und zu 0,15 % aus MgO.
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a) b)
Abb. 3.11: Konstruktionsansicht (a) und Foto (b) des HF-Probenkopfs. Das Aluminium-
Geha¨use ist transparent, der Typ-N-Anschluss fu¨r die Hochfrequenz gru¨n,
der Druckluftanschluss violett, der Tuning- und der Matching-Kondensator
orange, der Keramikrahmen fu¨r die HF-Spulen blau und der Schlitten mit
der Probe gelb beziehungsweise rot dargestellt.
Das Magnetfeld wird durch zwei handgewickelte Spulen erzeugt, welche in einer Helmholtz-
a¨hnlichen Konfiguration angeordnet sind. Im Anhang 5.7 sind die im Vorhinein durch-
gefu¨hrten Simulationen des Magnetfeld fu¨r eine optimale Geometrie zu finden. Zwischen
den Spulen ist eine flexible Halterung samt Adapter fu¨r die Glasfaser platziert, wodurch
der Abstand zur Probe individuell je nach Probengro¨ße eingestellt werde kann. Um dem
Erhitzen der Spulen unter Betrieb mit bis zu 6 A entgegen zu wirken, sind diese mit
einem Gebla¨seschlauch zur Ku¨hlung umgeben. Das Magnetfeld an der Probenposition
wurde mittels einer Hall-Sonde kalibriert – Abb. 3.8 b zeigt die so aufgenommene Kali-
brationskurve. Die Stabilita¨t des Magnetfelds ist letztendlich durch die Stromzufuhr be-
stimmt. Das verwendete programmierbare Netzteil besitzt eine maximale Restwelligkeit
von <80 mA (Spitze-zu-Spitze) bei einem maximalen Ausgangsstrom von 20 A und einer
maximalen Nennleistung von 640 W9. Die Ausregelzeit betra¨gt dabei lediglich <1,5 ms.
Der HF-Probenkopf ist u¨ber ein Messing-Hohlprofil mit der Niederfeldeinheit ver-
bunden und befindet sich in Bereich des ho¨chsten Magnetfeldhomogenita¨t des NMR-
Magneten. Die exakte Position wurde dabei mittels der Minimierung der 17O-Linienbreite
einer D2O-Probe bestimmt. Wird die Haltemechanik in der Niederfeldeinheit ausgelo¨st,
fa¨llt der Schlitten durch das Hohlprofil auf einen Anschlag am Probenkopf, sodass die
Probe exakt zwischen ein Helmholtz-Spulenpaar positioniert wird. Dieses ist auf zwei, im
Abstand verschiebbare, Keramikrahmen gewickelt und mit den Tuning- und Matching,
sowie dem Typ-N-Stecker fu¨r das HF-Signal und dem Geha¨use als Masse entsprechend
dem Schaltplan 3.7 a kontaktiert. Als Spektrometer dient ein tecmag Apollo mit entspre-
chenden Versta¨rker fu¨r den genutzten Frequenzbereich. Wird Druckluft in das Geha¨use
9Die maximale Restwelligkeit fu¨hrt zu einer Feldwelligkeit von etwa < 0,4 mT
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des Probenkopfs geleitet, entsteht ein U¨berdruck, der den Schlitten zuru¨ck in seine Aus-
gangsposition in der Niederfeldeinheit befo¨rdert. Nachdem der Haltemechanismus pneu-
matisch aktiviert wurde, wird der U¨berdruck abgebaut und die Probe ist fu¨r eine erneute
Bestrahlung bereit. Durch die passgenaue Geometrie des Schlittens und des Hohlprofils
kann man von einer Reproduzierbarkeit des Winkels zwischen Probe (gleichbedeutend
mit dem Kristallgitter) und dem externen Magnetfeld von weniger als 1◦ ausgehen.
Vorteil dieses Messverfahren gegenu¨ber Messungen mittels Optically Detected Magne-
tic Resonance (ODMR), wie es einige Forschungsgruppen weltweit durchfu¨hren, ist die
Mo¨glichkeit Kernspins fernab ODMR-aktiver Zentren messen zu ko¨nnen [122, 104]. Der
Gewinn, die NMR-Messung im Hochfeld durchzufu¨hren, liegt in der nach dem Induk-




4 Experimentelle Ergebnisse und
Auswertung
4.1 Proben-Pra¨paration und optische Charakterisierung
Die in diesem Abschnitt pra¨sentierten Messwerte wurden fu¨r eine kommerziell von
der Firma Element Six erworbene Diamantprobe der Sorte Monodie MD111 ermittelt
(Abb. 4.1). Dabei handelt es sich um eine u¨ber das HPHT-Verfahren hergestellte einkris-
talline Probe, deren Hauptfla¨chennormale in die kristallografische [111]-Richtung zeigt.
Die Dimensionen betragen etwa 4,5 mm× 4 mm× 2 mm (L x B x H). Die genaue Geo-
metrie ist Abbildung 4.1 zu entnehmen. Die 13C-Konzentration liegt mit 1,1 % bei der
natu¨rlichen Ha¨ufigkeit und die Stickstoffkonzentration wird von der Firma mit 100 ppm
bis 200 ppm angegeben. Zur Erho¨hung der NV-Dichte, wurde der Diamant mit hochener-
getischen Elektronen mit einer Energie von 10 MeV und einer Fluenz von 2 · 1016 cm−2
bestrahlt und anschließend fu¨r 2 h in einem Vakuumofen bei 800 ◦C ausgeheizt. Durch
die Bestrahlung ergab sich eine maximale Probentemperatur von 190 ◦C und der Druck
wa¨hrend des Heizprozesses betrug 6 · 10−6 mbar. Die physikalischen Eigenschaften der
Probe sind in Tab. 4.1 zusammengefasst.
Um die Vera¨nderung der NV-Dichte vor und nach den einzelnen Behandlungsschritten
zu u¨berpru¨fen wurde jeweils ein Photolumineszenzspektrum der Probe mittels des im
Abschnitt 3.1 beschriebenen Konfokalmikroskops aufgenommen. Wa¨hrend der Akquirie-
rung des Spektrums wurde eine 80 µm× 80 µm-Scan in etwa 50µm Tiefe durchgefu¨hrt,




Kristallorientierung der Hauptfla¨che (111)
Masse 0,0738 g
N-Gehalt 100 - 200 ppm
13C-Gehalt 1,1 %
e- Fluenz 2 · 1016 cm−2
Ausheiztemperatur 800 ◦C
Ausheizzeit 2 h
Tab. 4.1: Physikalische Eigenschaften der unter-
suchten Diamantprobe.
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Abb. 4.2: Photolumineszenzspektren der Diamantprobe vor (schwarz) und nach der
Elektronenbestrahlung (blau), sowie nach dem Ausheizen (rot). Die entspre-
chende Anregungsleistung und Akquirierungszeit ist in der Graphik angege-
ben. Die Oszillationen zwischen 650 nm und 900 nm entstehen doch spektro-
meterinterne Interferenzen.
te zu vermeiden. In Abbildung 4.2 sind repra¨sentative optische Spektren der Probe ohne
Behandlung (schwarz), nach der Elektronenbestrahlung (blau) und nach dem Ausheizen
(rot) dargestellt.
Das Spektrum der unbehandelten Probe weist einen Diamant-Ramanpeak bei 573 nm
und einen Peak bei 612 nm auf. Ein NV-Signal ist nicht erkennbar. Der 612 nm-Peak
ist aus der Literatur als Photolumineszenzsignal von natu¨rlich vorkommenden Typ-
I-Diamanten bekannt [21]. Nach der Elektronenbestrahlung ist eine klare NV−-Null-
phononenlinie (NPL) bei 637 nm und deren charakteristische Seidenbande zu erken-
nen. Der Diamant-Ramanpeak ist durch die a¨hnlichen Messbedingungen, wie im zuvor
erla¨uterten Fall etwa gleich stark ausgepra¨gt. Daneben la¨sst sich ein schwaches Signal
der NV0-NPL bei 575 nm erahnen. Der Ursprung des Buckels zwischen 550 nm und
600 nm ist unklar, ko¨nnte aber auf NV0-Phononen-Wechselwirkung oder auf strukturelle
Vera¨nderungen durch die Elektronenbestrahlung zuru¨ckzufu¨hren sein. Der charakteris-
tische GR1-PL-Peak (neutrale Vakanz) bei 740 nm, der auf eine derartige Scha¨digung
hinweisen wu¨rde, ist allerdings nicht erkennbar [75]. Der 612 nm-Peak ist verschwunden.
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Nach zusa¨tzlichem Ausheizen ist ein dramatischer Anstieg des NV−-Signals erkennbar.
Dabei sei auf die abgea¨nderten experimentellen Parameter hingewiesen. Sowohl die Anre-
gungsleistung wurde mit 1,5 % der urspru¨nglichen Leistung auf 0,019 mW herab gesetzt,
als auch die Akquirierungszeit auf Einviertel im Vergleich zu den vorherigen Spektren
verringert. Unter Beru¨cksichtigung dessen und der Annahme einer linearen Abha¨ngig-
keit der Fluoreszenz von der Anregungsleistung in diesem Leistungsbereich, ergibt sich
eine Erho¨hung des NV−-Signals um den Faktor 1400. Dementsprechend ist auch das
NV0-Signal um einen Faktor 100 im Vergleich zur ungeheizten Probe angestiegen. Diese
Faktoren ko¨nnen in erster Na¨herung mit der Erho¨hung der entsprechenden NV-Dichte
gleichgesetzt werden. Die P1-Dichte muss dementsprechend abgenommen haben. Um
das NV−/NV0-Verha¨ltnis zu bestimmen, wurden die Spektren mit Referenzspektren aus
Ref. 123 angefittet, wonach sich ein Verha¨ltnis von etwa NV−/NV0=40 ergibt. Folg-
lich ist die Probe nach der Behandlung als NV−-reich anzusehen, was sich auch durch
einen ro¨tlichen Schimmer unter Anregung mit gru¨nem Licht a¨ußert. Eine verla¨ssliche
Abscha¨tzung der absoluten NV-Konzentration la¨sst diese Methode nicht zu1.
4.2 NMR-Signal im thermodynamischen Gleichgewicht
Die NMR-Messungen wurden an einem 11,74 T-Magneten (500 MHz Protonenfrequenz)
in Kombination mit einem Bruker Avance III HD Spektrometer durchgefu¨hrt. Die Dia-
mant-Probe befand sich in einer in Abb. 4.4 b gezeigten, selbst gewickelten Spule. Daraus
ergab sich ein Gu¨te des Schwingkreises von Q = 189. Dabei war die [111]-Kristallrichtung
parallel zum externen Magnetfeld ausgerichtet. Zur Bestimmung der ada¨quaten Pulsla¨ngen
fu¨r weitere Pulsexperimente, wurde ein
”
Nutations“-Experiment durchgefu¨hrt. Die Tra¨ger-
frequenz des HF-Pulses betrug 125,758 189 MHz und zu Beginn jeder Messung wurden
die Magnetisierung durch acht kurz aufeinander folgende 5,5 µs-Pulse gesa¨ttigt2. Nach
800 s wurde ein Messpuls mit variabler La¨nge eingespeist und der FID akquiriert. Die
Abbildung 4.3 zeigt die daraus folgenden Ergebnisse, wobei jeder Datenpunkt u¨ber vier
a¨quivalente Messungen summiert ist. Die aus dem Fit resultierende La¨nge eines pi/2-
Pulses von etwa 5,5 µs wurde fu¨r alle im Folgenden pra¨sentierten Messungen verwendet,
die in Abb. 4.4 zusammengefasst sind.
Die Abbildung 4.4 a zeigt den Real- (satte Farben) sowie Imagina¨rteil (blasse Farben)
des Fourier-transformierten (FT) NMR-Signals nach verschiedenen Wartezeiten τ von
10 s bis 260 000 s (≈ 3 Tage) zwischen anfa¨nglichen vier pi/2-Sa¨ttigungspulsen und einem
pi/2-Puls mit anschließender Datenakquirierung. Fu¨r die ersten zwei Datenpunkte (10 s,
30 s) wurden 512 Scans und fu¨r die Zeiten von 100 s bis 30 000 s wurden 4 Scans akku-
muliert. Fu¨r den Datenpunkt bei 260 000 s (≈ 3 Tage) wurde nur eine einzige Messung
durchgefu¨hrt. Das Signal ist dabei stets mit der Anzahl der Scans gewichtet.
Es ist ein klarer Anstieg des Signals mit steigender Wartezeit τ zu erkennen. Der Real-
1Eine Mo¨glichkeit wa¨ren zusa¨tzliche EPR-Messungen. Im X-Band bei 9,5 GHz und Magnetfeldaus-
richtung parallel zur kristallographischen [111]-Richtung sind die entsprechenden U¨berga¨nge fu¨r das
NV−-Zentrum zum Beispiel bei etwa 240 mT und 440 mT zu finden [124].
2Die Larmor-Frequenz von 13C betra¨gt nach Ref. [125] 125,721 MHz.
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Abb. 4.3: Experiment zur Bestimmung der Pulsla¨ngen mit einer Tra¨gerfrequenz von
125,758 189 MHz. Vorab wurde die Magnetisierung mit acht kurz aufeinander
folgenden 5,5 µs-Pulsen gesa¨ttigt. Der zeitliche Abstand zwischen der Sa¨tti-
gung der Magnetisierung und dem Messpuls betra¨gt 800 s. Fu¨r jeden Mess-
punkt wurden vier Scans aufgenommen und summiert. Der Fit fu¨r das NMR-
Signal I = A sin(pit/τpi), mit der Amplitude A der Zeit t und den Pulsla¨nge τpi
eines pi-Pulses ergibt die Parameter A = 6638(102) und τpi = 11,44(6) µs.
Teil des jeweiligen Signals wurde mittels einer Lorentz- und vergleichsweise auch einer
Gauß-Funktion angefittet. Wie aus der Theorie der Fourier-Transformation von NMR-
Signalen zu erwarten, gibt der Lorentz-Fit die Messdaten besser wieder [28]. Diese Fits
dienen nun als Grundlage dazu die Halbwertsbreite (
”
Full Width at Half Maximum“-
FWHM), als auch das Zentrum der Signale auf der Frequenzachse zu bestimmen (Abb.
4.4 c,d). Aus dieser Analyse la¨sst sich eine mit der Wartezeit τ sinkende Halbwertsbreite
und eine Verschiebung des Signal in Richtung niedriger Frequenzen finden. Wa¨hrend
sich die Halbwertsbreite von u¨ber 1,1 kHz (Lorentz) beziehungsweise 1,4 kHz (Gauß)
auf unter 0,8 kHz (1,0 kHz) um etwa 30 % reduziert, ist die Frequenzverschiebung mit
maximal −100 Hz (−0,8 ppm) gering3.
Aus den in Abbildung 4.4 a pra¨sentierten Daten la¨sst sich zudem die T1-Relaxationszeit
bestimmen. Dafu¨r wurde der Realteil des NMR-Signals zwischen 0 kHz und 9 kHz inte-
griert und u¨ber die jeweilige Wartezeit τ aufgetragen (Abb. 4.5). Die Wiedergabe der Da-
ten gelingt nicht in einem einfach-exponentiellen Fit, weshalb eine doppelt-exponentielle
3Eine Drift des Magneten als Grund fu¨r die Frequenzverschiebung ist auszuschließen, da der Magnet
zum einen u¨ber eine Deuterium-Stabilisierung verfu¨gt und zum anderen zum Beispiel die 3-Tage-
Messungen als erste durchgefu¨hrt wurde.
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Abb. 4.4: Saturation-Recovery mit vorab vier pi/2-Pulsen. Der Real- (satte Farben)
und Imagina¨rteil (blasse Farben) fu¨r die unterschiedlichen Wartezeiten sind
in Abb. a und die dazugeho¨rigen Lorentz-Fits (durchgehende Linien) sowie
Gauß-Fits (gepunktete Linien) sind in Abb. b zu finden. U¨ber diese Fits wur-
de sowohl die Halbwertsbreite (c), als auch das Zentrum des Peaks (d) be-
stimmt. Tra¨gerfrequenz: 125,758 189 MHz (circa 4 kHz off-resonant angeregt),
τpi/2 = 5,5 µs. Das Inset in (b) zeigt ein Foto der verwendeten HF-Spule.
Fitfunktion der Form















genutzt wurde. Das aufgenommene Signal kann somit in einen Anteil schneller (T S1 =
263(24) s) und einen Anteil langsamer (T L1 = 8700(1300) s) Relaxation unterschieden
werden, wobei ersteres um etwa 30 % sta¨rker ausgepra¨gt ist (AS/AL ≈ 1,3).
Unter Betrachtung der abfallenden Halbwertsbreite und der wachsenden negativen
chemischen Verschiebung des NMR-Realteils mit steigender Wartezeit τ , sowie des zeit-
lich doppelt-exponentiellen Signalaufbaus nach Demagnetisierung, la¨sst sich ein Bild von
13C-Spins in der Na¨he verschiedener magnetischen Sto¨rstellen und/oder unterschiedli-
chen Absta¨nden zu diesen zeichnen. In der verwendeten Probe setzen sich die Anzahl
der Defekte zu großem Anteil aus P1-Zentren (S = 1/2) als auch NV-Zentren (S = 1)
zusammen. Im Einklang mit den experimentellen Daten, ewartet man fu¨r 13C-Spins,
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SS = AS · +1r·exp[ − t/ TS1 ]c






Abb. 4.5: Integrales NMR-Signal des Realteils zwischen 0 kHz und 9 kHz. Fit-Parameter
fu¨r Glg. 4.1: AS = 83 500(3500), T
S




die sich nahe an solchen Sto¨rstellen befinden eine schneller Relaxation und eine gro¨ßere
Linienbreite, als fu¨r solche, die sich in gro¨ßerer Entfernung r befinden. Durch dipolare
Kopplung der 13C-Spins mit den magnetischen Sto¨rstellen erfahren diese ein zusa¨tzliches
Magnetfeld ∆B ∝ 1/r3, was zur Linienverbreiterung fu¨hrt [31]. Dies untermauert auch
bestehende Literatur, wonach die NMR-Linienbreite positiv mit der Raman-Linienbreite
korrelliert, die ihrerseits mit steigender Defektkonzentration in Zusammenhang steht
[126, 127].
Fu¨r 13C-Spins, die sich nahe an paramagnetischen Defekten befinden, kann der ma-
gnetische Sto¨reinfluss zudem zu einer Verringerung der Relaxationszeiten fu¨hren, wenn
die spektrale Dichte der Sto¨rungen bei der Larmor-Frequenz der 13C-Spins einen nicht
zu vernachla¨ssigbaren Wert annimmt (vgl. Abschnitt 1.9). Fu¨r NV-Zentren wurde dies
ausgehend von Literaturwerten mit vergleichbaren Defekt-Dichten in Abschnitt 1.9 dis-
kutiert und als nur geringfu¨giger Einfluss identifiziert. Fu¨r P1-Zentren gibt die Literatur
elektronische Relaxationszeiten von T e1 = 10
−3 s beziehungsweise T e2 = 10
−6 s − 10−3 s
an [128, 89]. Nutzt man die Beziehung T ∗2 = 1/(∆τc)
2, mit ∆ als Kopplungssta¨rke der
P1-Zentren untereinander und als obere Schranke T ∗2 ≤ T e2 , so ergibt sich eine nicht
verschwindende spektrale Dichten bei der 13C-Larmor-Frequenz (Ref. 91, S. 203). Dabei
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wird ∆ u¨ber die dipolare Kopplung bei einem Abstand von r = 2 nm (nach Abschnitt 2.8
mittlerer P1-P1-Abstand bei [P1] =200 ppm) abgescha¨tzt und nach Abschnitt 1.9 ein
lorentzverteiltes Rauschspektrum angenommen [91]. Unter dieser Abscha¨tzung ko¨nnten
die P1-Zentren also ein Grund fu¨r den gemessenen doppelt-exponentiellen Relaxations-
verlauf sein. Die zu den oben genannten Referenzen zugeho¨rigen nuklearen T1-Zeiten der
13C-Spins bewegen sich zwischen 1 h bis 36 h und sind mit der Gesamtdefektkonzentrati-
on antikorreliert und liegen im Einklang mit den in dieser Arbeit gemessenen T1-Zeiten.
Dies la¨sst sich so interpretieren, dass mit steigender Defektkonzentration der mittlere
Abstand r zwischen 13C-Spin und einem Defekt sinkt und sich damit der Sto¨reinfluss
erho¨ht. In Ref. 89 la¨sst sich allerdings keine Korrelation mit den elektronischen Relaxa-
tionszeiten der P1-Zentren finden.
4.3 NMR-Signal unter Hyperpolarisation
In den folgenden Abschnitten werden die 13C-Hyperpolarisationsexperimente behandelt,
die neben den Simulationen den Schwerpunkt dieser Arbeit darstellen.
Nachdem die Messungen des magnetfeldabha¨ngigen Polarisationssignals und deren
NMR-Signalform, sowie das zeitdynamische Verhalten vorgestellt wurde, werden die
experimentellen Daten mit den in Abschnitt 2 diskutierten Simulationen verglichen.
Daru¨ber hinaus werden die experimentellen Ergebnisse in Relation zu vorhandener Fachli-
teratur gesetzt.
Alle Messungen wurden an einem kommerziellen 7 T-Magneten (300 MHz Protonenfre-
quenz) mit dem in Abschnitt 3.4.2 vorgestellten Setup vorgenommen. Die La¨nge eines
pi/2-Pulses wurde analog zum vorherigen Abschnitt 4.2 u¨ber eine Nutationsmessung
variabler Pulsla¨ngen im thermischen Gleichgewicht zu 15µs bestimmt und so in den
nachfolgenden Experimenten genutzt. Die Tra¨gerfrequenz der Pulse ist 75,4689 MHz.
4.3.1 Magnetfeldabha¨ngiges Polarisationssignal
Der fu¨r dieses Experiment verwendete Messverlauf ist als Inset in Abb. 4.6 skizziert.
Dabei wird die Diamantprobe einem niedrigen Magnetfeld (
”
Bestrahlungsfeld“) zwi-
schen 48 mT bis etwa 53,25 mT in Schritten von etwa 0,06 mT ausgesetzt und innerhalb
diesen fu¨r 120 s mit einem Laser der Ausgangsleitung von 5 W bei 532 nm gleichma¨ßig
bestrahlt. Fu¨r jedes feste Magnetfeld wird die Probe anschließend etwa innerhalb einer
Sekunde von dem
”
Bestrahlungsfeld“ ins das Innere eines 7 T NMR-Solenoiden in das
”
Messfeld“ transferiert. Dort befindet sich die Probe in einer HF-Spule, in der sie einem
pi/2-Puls ausgesetzt und das darauf folgende NMR-Signal akquiriert wird. Das jeweilige
u¨ber ein 1,75 kHz breites Intervall um den Peak integrierte NMR-Signal ist in Abb. 4.6
dargestellt (vgl. Abschnitt 4.3.2 u¨ber Linienform). Es sei darauf hingewiesen, dass im
thermischen Gleichgewicht (bei 7 T) kein NMR-Signal mit einer einzigen Messung er-
kennbar ist.
Das nach der oben beschriebenen Messprozedur erhaltene NMR-Signal zeigt hingegen
bei bestimmten
”
Bestrahlungsfeldern“ ausgepra¨gte Signale verschiedener Intensita¨t und
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# 1 # 2 # 3
Abb. 4.6: Integrales NMR-Signal des Realteils fu¨r verschiedene Magnetfelder wa¨hrend
der Bestrahlung. Die unterschiedlichen Farben bezeichnen Teile verschiedener
Datensa¨tze, die unter den gleichen Bedingungen aufgenommen wurden. Je-
der Messpunkt entspricht einer einzelnen NMR-Messung mit einer vorherigen
Bestrahlungszeit von 120 s bei einer Laserleistung von 5 W (532 nm).
unterschiedlichen Vorzeichens. Die mit drei verschiedenen Farben gezeichneten Mess-
punkte entsprechen drei unterschiedlichen Datensa¨tzen, die unterschiedliche Magnetfeld-
bereiche abdecken, aber unter a¨quivalenten Messbedingungen aufgenommen wurden. Die
einzelnen Peaks besitzen eine Breite von etwa 0,2 mT und treten paarweise mit unter-
schiedlichen Polarisationsvorzeichen auf. Dabei sind drei Paare vergleichbarer Intensita¨t
(rot) zu identifizieren, die von zwei weiteren Peaks (gru¨n, tu¨rkis) mit relativ dazu nur
einem Drittel Intensita¨t umgeben sind.
Zudem sind zwei weitere viel schwa¨chere Peak-Paare zwischen den drei Haupt-Peaks zu
erkennen. Zur Verbesserung des Signal-Rausch-Verha¨ltnisses wurde dieser Magnetfeld-
bereich zweifach abgescannt und das aufgenommene NMR-Signal in jedem Messpunkt
gemittelt. Die so gewonnen Daten sind in Abbildung 4.7 dargestellt. Die Peaks heben
sich eindeutig vom Untergrund ab und besitzen die gleiche Form, wie die Hauptpeaks,
allerdings nur etwa 20 % bis 25 % der Intensita¨t, gemessen am Maximalwert.
Eine eindeutige Abha¨ngigkeit des Hyperpolarisationssignals von der Laserleistung
konnte nicht gefunden werden (Abb. 4.8). Offensichtlich sind die genutzten Leistungs-
dichten so hoch, dass bereits eine Sa¨ttigung des Effekts eingetreten ist.
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Abb. 4.7: Integrales NMR-Signal des Realteils fu¨r verschiedene Magnetfelder wa¨hrend
der Bestrahlung. Der Messbereich entspricht dem zwischen den drei Haupt-
peaks in Abb. 4.6. Jeder Messpunkt entspricht dem Mittel aus zwei NMR-
Messung mit einer vorigen Bestrahlungszeit von je 120 s bei einer Laserleistung
von 5 W (532 nm).
Fu¨r Magnetfelder zwischen etwa 20 mT bis 30 mT konnte kein Hyperpolarisationssi-
gnal gefunden werden. In diesem Bereich wu¨rde man einen Effekt auf die 13C-Polarisation
durch Kreuzpolarisation im optisch angeregten NV-Zustand erwarten (vgl. Abschnitt 2.6).
4.3.2 NMR-Signalform
Zur Untersuchung der Linienform des Fourier-transformierten NMR-Signals sind in Ab-
bildung 4.9 ein typisches hyperpolarisiertes (a) und thermisches (b) Spektrum gegenu¨ber-
gestellt. Beide resultieren aus dem FID nach einem pi/2-Puls mit einer Tra¨gerfrequenz
von 75,4689 MHz und einer La¨nge von 15µs. Fu¨r die Hyperpolarisationsmessung wur-
de die Probe fu¨r 400 s bei einer Laser-Ausgangsleistung von 5 W in einem Magnetfeld
von 49,35 mT bestrahlt und anschließend innerhalb etwa einer Sekunde zwischen die
HF-Spulen transportiert, wo die NMR-Messung stattfand.
Die in Abschnitt 4.2 vorgestellten Messungen im thermischen Gleichgewicht ko¨nnen
nicht als Vergleichswerte dienen. Zum einen ist das Magnetfeld um 5/3 gro¨ßer und zum
anderen liegt eine vollkommen andere Spulengeometrie und ein wesentlich geringerer
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Abb. 4.8: Vergleich des magnetfeldabha¨ngigen Hyperpolarisationssignals fu¨r verschiede-
ne Laser-Leistungen bei gleichbleibender Bestrahlungsdauer von 120 s. Ist kein
klarer Trend zu erkennen. Die Verschiebung im Magnetfeld fu¨r die Messung bei
3,5 W ist unklar und kann eventuell auf eine leichte Verkippung des Diamanten
bei der Befestigung an den Schlitten zuru¨ck gefu¨hrt werden.
Fu¨llfaktor4 vor. Aus diesem Grund wurden neue Vergleichsmessungen im thermischen
Gleichgewicht, unter den im hyperpolarisierten Fall a¨quivalenten Bedingungen, durch-
gefu¨hrt. Die Messungen werden im Folgenden als
”
quasi-thermisch“bezeichnet, da, ge-
schuldet der langen T1-Zeit und begrenzter Messzeit, ein zeitlicher Abstand zwischen den
einzelnen FID-Messungen von lediglich 640 s gewa¨hlt wurde. Das entspricht etwa 2,5 ·T S1
des schnellen Relaxationsprozesses und nur 0,07 ·T L1 des langsamen Relaxationsprozesses
(vgl. Abschnitt 4.2).
Das dargestellt Hyperpolarisationsspektrum entspricht einer einzelnen Messung, wa¨h-
rend das quasi-thermische Spektrum aus 267 aufsummierten Einzelmessungen besteht.
Das resultierende Signal besitzt etwa das gleiche Signal-zu-Rausch-Verha¨ltnis (SNR).
Dies wurde, wie in der Spektroskopie u¨blich, u¨ber das Verha¨ltnis zwischen Signal-Ampli-














Dabei stellt n die Anzahl der Messpunkte si im Rauschspektrum dar. Als Rausch-
Referenz wurden die jeweils letzten 1000 Datenpunkte aus dem 4096 Punkte breiten
NMR-Spektrum gewa¨hlt. Das NMR-Signal ist um Datenpunkt 2042 lokalisiert und da-
mit als getrennt von der gewa¨hlten Rausch-Referenz anzusehen. Daraus ergibt sich fu¨r
4Das Verha¨ltnis von Proben- zu Spulenvolumen wird als Fu¨llfaktor bezeichnet.
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Abb. 4.9: Vergleich des Fourier-transformierten NMR-Signals im hyperpolarisierten (a)
und quasi-thermischen Fall (b). Das Spektrum der hyperpolarisierten Probe
ist in einer einzigen Messung aufgenommen, wa¨hrenddessen das Spektrum der
quasi-thermalisierten Probe die Summe aus 267 Einzelmessung darstellt.
das Hyperpolarisationssignal ein SNR von −7,3 und fu¨r die quasi-thermische Messung
8,7. Allerdings ist ersteres innerhalb von weniger als sieben Minuten entstanden und
letzteres das Ergebnis aus zwei Tagen Messzeit. Das entspricht einer Verku¨rzung der
Messzeit um 1/430 bei vergleichbarem SNR.
Zur Bestimmung der Linienbreite wurden beide Spektren analog zu Abschnitt 4.2
mit einer Gauß- und Lorentz-Funktion angefittet. Daraus ergibt sich unter Hyperpola-
risation eine Linienbreite (FWHM) von 298(12) Hz (Gauß) beziehungsweise 226(12) Hz
(Lorentz). Fu¨r den quasi-thermischen Fall erha¨lt man 733(22) Hz (Gauß) und 599(20) Hz
(Lorentz). Die Verschiebung liegt beim hyperpolarisierten Signal bei −271 Hz und fu¨r
den quasi-thermische Peak bei −311 Hz.
Vergleicht man die Halbwertsbreite der quasi-thermischen Messung mit den in Ab-
schnitt 4.2 pra¨sentierten Spektren fu¨r verschiedene Wartezeiten nach der Sa¨ttigung
erha¨lt man a¨hnliche Werte. So ergibt sich fu¨r diese Spektren, ausgehend von den Lorentz-
Fits, eine Halbwertsbreite zwischen 1,1 kHz (8,7 ppm) fu¨r eine Wartezeiten von 10 s und
etwa 0,8 kHz (6,2 ppm) fu¨r den schmalsten Peaks, der nach 72 h Wartezeit aufgenom-
men wurde. Fu¨r den quasi-thermischen Peak (Abb. 4.9 b) erha¨lt man mit etwa 0,6 kHz
(7,9 ppm) (FWHM) eine etwa 25 % schmalere Linie, als in den thermischen Vorabmes-
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Abb. 4.10: Vergleich des Fourier-transformierten NMR-Signals im hyperpolarisierten (a)
und quasi-thermischen Fall (b) analog zu Abb. 4.9 - allerdings unter optimier-
ten experimentellen Bedingungen. Das Spektrum der hyperpolarisierten Pro-
be ist in einer einzigen Messung aufgenommen, wa¨hrenddessen das Spektrum
der quasi-thermalisierten Probe die Summe aus 512 Einzelmessung darstellt.
Die Linienbreite (FWHM) bei Hyperpolarisation betra¨gt 233(15) Hz und im
quasi-thermischen Fall 518(60) Hz.
sungen. Der Grund dafu¨r ko¨nnte im Ursprung der Linienverbreitung zu suchen sein und
kann vielfa¨ltige Ursachen haben, die an dieser Stelle nicht besprochen werden sollen.
Es sei allerdings darauf hingewiesen, dass die relativen Linienbreiten (ppm) mit den
thermischen Vorabmessungen im Einklang stehen und somit mit dem B0-Feld skalieren
ko¨nnten (a¨hnlich wie bei der chemischen Verschiebung).
Erstaunlich ist die schmale Linienbreite des Hyperpolarisationssignals von 226 Hz
(3,0 ppm), die damit deutlich unter dem kleinsten im thermischen Gleichgewicht ge-
messenen Wert von 779 Hz (6,2 ppm) liegt. Ausgehend von der Annahme, dass die Li-
nienbreite maßgeblich durch die Nachbarschaft von paramagnetischen Sto¨rstellen ver-
ursacht wird, ist dies ein Hinweise darauf, dass zum gro¨ßten Teil diejenigen 13C-Spins
zum Hyperpolarisationssignal beitragen, die sich außerhalb der durch Defekte erzeugten
Sto¨reinflu¨sse befinden. Durch die nukleare Hyperpolarisation befinden sich zudem be-
nachbarte 13C-Spins lokal im gleichen Polarisationszustand, was die durch homonukleare
dipolare Kopplung verursachte Linienverbreiterung mindern ko¨nnte.
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Abb. 4.11: NMR-Signal eines hyperpolarisierten
”
solid echo“-Experiments in der Zeit-
Doma¨ne (τ = 0,5 ms). Die Orientierungslinie ergibt sich aus der Anwendung
eines Tiefpassfilters auf die Messdaten. Die Tabelle zeigt die Phasen des ersten
und zweiten pi/2-Pulses, sowie der Akquirierung. Dabei entspricht 0, 1, 2, 3
den Phasen 0, pi/2, pi und 3pi/2.
Ein Verschma¨lern der Linienbreite durch die Polarisation der den Sto¨rstellen zugeho¨ri-
gen Elektronenspins, wodurch die Elektronen la¨ngere Zeit in einem Spin-Zustand ver-
harren wu¨rden und damit die Spin-Flip-Rate sinkt, wird aufgrund der elektronischen
T e1 -Zeit im Bereich von Millisekunden ausgeschlossen (vgl. Abschnitt 4.2). Eine wa¨hrend
der Bestrahlung denkbare Polarisation der Defektelektronen wu¨rde innerhalb der etwa
eine Sekunde dauernden Transferzeit verloren gehen.
An dieser Stelle soll zudem noch darauf hingewiesen sein, dass sich unter experimen-
tell optimierten Bedingungen eine weitere Verbesserung des SNR und der absoluten
Signalsta¨rke erreichen la¨sst. Das in Abbildung 4.10 a dargestellte Spektrum wurde nach
einer Bestrahlung von nur 200 s in einem durch einen analogen Stromregler stabilisier-
tem Magnetfeld von 49,38 mT aufgenommen (τpi/2 = 18 µs). Durch sorgfa¨ltige Wicklung
der HF-Spule und unter anderem dem Austausch eines Kondensators, konnte zudem die
Standardabweichung des Grundrauschens (Rauschen bei einer Einzelmessung) um etwa
10 % verringert werden. Als Ergebnis dieser Maßnahmen konnte ein SNR von −17,7
im hyperpolarisierten Fall erreicht werden. Abbildung 4.10 b zeigt das Summen-Signal
aus 512 Einzelmessungen mit einem zeitlichen Abstand von 4 min unter a¨quivalenten
Bedingungen im Vergleich. Nach 34 h Akkumulationszeit betra¨gt das SNR lediglich 8,6.





dipolares echo“ genannt, durchgefu¨hrt. Die verwendete Puls-Sequenz
besteht aus zwei um die Zeit τ separierte pi/2-Pulse mit einer relativen Phasenverschie-
bung von pi/2. Ein Echo-Signal, mit dem Maximum bei t = τ nach dem zweiten Puls,
ist nur bei dipolarer Kopplung zwischen jeweils zwei 13C-Spins mo¨glich (Ref. 28, S.331,
363). Die Aufnahme des in Abbildung 4.11 pra¨sentierten zeitabha¨ngigen Signals beginnt
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nach dem zweiten pi/2-Puls der Sequenz5. Fu¨r die Messung wurde τ = 0,5 ms gewa¨hlt.
Vor Anwendung der Puls-Sequenz wurde die Probe fu¨r 200 s bei 49,35 mT hyperpola-
risiert und in das 7 T-Messfeld transferiert. Dort wurde die Messung in zwei Zyklen zu
je 8 Einzelmessungen aufgenommen und summiert. Das Aufsummieren der Messungen
unter unterschiedlichen Phasen lo¨scht unerwu¨nschte Sto¨rsignale aus und summiert nur
das gewu¨nschte Echo-Signal. Die Phasen sind tabellarisch in Abb. 4.11 aufgelistet.
Wie zu erwarten, ist ein klares Echo bei 0,5 ms zu erkennen, welches als Indiz fu¨r eine
Dipol-Dipol-Kopplung zwischen den 13C-Spins gilt. Es wurden auch Messungen fu¨r ein
Hahn-Spin-Echo unter Hyperpolarisation zur Bestimmung der Spin-Spin-Relaxations-
zeit T2 unternommen. Es konnte allerdings kein Signal zeitlich nach dem FID gefunden
werden. Demnach muss man von einer T2-Zeit im Bereich von T
∗
2 ausgehen (≈ 1 ms).
4.3.3 Zeitabha¨ngigkeit des Polarisationssignals
Zur Untersuchung der Zeitabha¨ngigkeit des Polarisationseffekts wurden drei verschiede-
ne Typen von Messsequenzen durchgefu¨hrt. Von Interesse ist die charakteristische Zeit
Tpump die den Aufbau der Hyperpolarisation beschreibt, der Abfall der Polarisation im
niedrigen Magnetfeld, in dem die Bestrahlung stattfindet (TN1 ) und im hohen Magnetfeld
in dem die NMR-Messung durchgefu¨hrt wird (TH1 ). Die entsprechenden Messergebnisse
und Skizzen der jeweiligen Messprozedur sind in Abb. 4.12 dargestellt. Die Hyperpola-
risation wurde in einem Magnetfeld von 49,35 mT bei eine Laserausgangsleistung von
5 W durchgefu¨hrt.
Zur Bestimmung der charakteristischen Zeit, die den Aufbau der Polarisation in
Abha¨ngigkeit zur Bestrahlungszeit beschreibt, wurde die Probe Bestrahlungen unter-
schiedlicher Dauer t ausgesetzt und in das Messfeld transferiert, in dem das NMR-Signal
direkt anschließend aufgenommen wurde. Fu¨r jede Bestrahlungsdauer werden drei Mes-
sungen durchgefu¨hrt aus deren Spektren das arithmetische Mittel gebildet wird. Das so
erhaltene NMR-Spektrum wird u¨ber einem Bereich von 2 kHz um den 13C-Peak aufsum-









anfitten, wobei I(t) das summierte NMR-Signal bezeichnet. Es ergibt sich eine charakte-
ristische Aufbauzeit der Polarisation von Tpump = 102(14) s. Die weiteren Fitparameter
betragen I0 = 225 000(14000) und a = 15 300(13200) ≈ 0.
Zur Bestimmung der charakteristischen Abklingzeiten TN1 und T
H
1 der Hyperpolarisa-
tion wurde eine feste Bestrahlungsdauer von 250 s gewa¨hlt. Fu¨r die Messung im niedrigen
Feld (49,35 mT) verbleibt die Probe fu¨r eine variable Zeit t nach der Bestrahlung in die-
sem Feld und wird anschließend in das Hochfeld transferiert, um dort das NMR-Signal
aufzunehmen.
5Zwischen Puls und folgender Aufnahmezeit liegen 17 µs Abklingzeit des Schwingkreises, die ver-
nachla¨ssigt werden.
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TN1 = 40(9) s
TN1 = 70(8) s
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Abb. 4.12: Zeitverhalten des Hyperpolarisationseffekts in Abha¨ngigkeit von der Bestrah-
lungszeit (a) (532 nm, 5 W, 49,35 mT) und der Abfall der Polarisation im
gleichen Magnetfeld nach 250 s Bestrahlung (b). Der Abbau der Polarisation
im Hochfeld bei 7 T ist in (c) dargestellt. Die jeweilige Messprozedur ist unter
den entsprechenden Plots skizziert.
Das Abklingverhalten der Polarisation im Hochfeld (7 T) wird auf a¨hnliche Weise
aufgenommen, wobei die Probe allerdings direkt nach der Bestrahlung ins Hochfeld
transferiert wird und dann die Wartezeit t bis zur NMR-Messung vergeht.
In beiden Fa¨llen wird wieder u¨ber je drei Messungen gemittelt und das Signal u¨ber den












angefittet – diese ist in rot dargestellt. Daraus ergeben sich die charakteristische Zeiten
von TN1 = 40(9) s beziehungsweise T
H
1 = 139(57) min.
Die restlichen Fitparameter betragen IH0 = 105 440(21886), a
H = 109 405(15910),
IN0 = 117 000(9000) und a
N = 28 000(9000).
Bei der Hochfeldmessung ist auch noch nach 600 min = 10 h ein NMR-Signal nach-
weisbar. Betrachtet man aber die in Abschnitt 4.2 diskutierte thermische T1-Zeit von
2,4(4) h, ko¨nnte das beobachtet Signal auch begru¨ndet im thermischen Gleichgewicht
sein. Vergleicht man die T1-Zeit der thermischen Messungen von 145(20) min zudem mit
dem aus dem oben angegeben Fit in hyperpolarisierten Zustand mit 140(60) min, findet




Die blaue Kurve in Abb. 4.12 c zeigt der Vollsta¨ndigkeit halber den Fit mit aH = 0,
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Abb. 4.13: Untersuchung des zeitlichen Abfalls des Hyperpolarisationssignals im Hoch-
feld bei 7 T innerhalb der ersten 400 s (a) beziehungsweise 200 min (b) nach
dem Probentransfer (gleiche Messprozedur wie in 4.12 c.). In beiden Fa¨llen
wurde fu¨r jeden Datenpunkt u¨ber drei Messungen gemittelt.
unter der Annahme fu¨r hinreichend lange Zeit kein NMR-Signal mehr zu erwarten. Die
sich daraus ergebenden Parameter sind IH0 = 191 681(15915) und T
H
1 = 790(210) min,
wobei TH1 sich aufgrund mangelnder Daten fu¨r lange Zeiten nicht genauer bestimmen
la¨sst.
Die wahre TH1 -Zeit muss also zwischen den beiden Werten T
H
1 = 139(57) min und
TH1 = 790(210) min ≈ 13 h angenommen werden, oder weist zumindest einen doppelt-
exponentiellen Zerfall auf6.
Analoges gilt fu¨r die T1-Messung im niedrigen Magnetfeld, bei dem sich fu¨r a
N = 0 eine
charakteristische Zerfallszeit von TN1 = 70(8) s (I
N
0 = 139 000(4900)) ergibt – als blaue
Kurve dargestellt. Dieser Ansatz ist allerdings gerechtfertigt, da bei diesem geringen Feld
und den kurzen Zeiten kein thermisches Polarisationssignal erwartet wird. Damit ist der
Wert TN1 = 70(8) s als belastbarer anzusehen.
Die Diskrepanz zwischen der charakteristischen Zeit fu¨r den Aufbau der Hyperpo-
larisation und dem Abbau der selbigen im unvera¨nderten Magnetfeld von 1,5:1 (2,5:1
fu¨r aN 6= 0) ko¨nnte im Zusammenhang mit den unterschiedlichen elektronischen Struk-
turen des NV-Zentrums im Grund- und angeregtem Zustand stehen. Unter Bestrah-
lung befindet sich das NV-Zentrum eine mittlere Zeit im angeregten Zustand, in dem
die Hartmann-Hahn-Bedingung zwischen NV-13C- und P1-14N-System aufgehoben ist.
Nach Beendigung der Bestrahlung liegt diese Bedingung u¨ber den gesamten Zeitraum
vor, was zu einer effizienteren Kopplung zwischen beiden Systemen fu¨hrt und damit den
Abbau der Polarisation vorantreiben kann. Als experimentelle Unsicherheit sollte aller-
dings auch die Schwankung der Laserleistung als zusa¨tzlicher Einflussfaktor in Betracht
gezogen werden.
6Prinzipiell ist ein nicht-exponentielles Verhalten nicht auszuschließen, aber nicht wahrscheinlich.
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Daten aus Fischer et al. Daten aus der vorliegenden Arbeit
Abb. 4.14: Vergleich der Messergebnisse aus der vorliegenden Arbeit (siehe Abschnitt
4.3.1 und Abb. 4.6) mit denen aus Ref. 17. Dazu wurden die Datensa¨tze
zueinander skaliert.
Fu¨r verha¨ltnisma¨ßig kurze Zeiten im Hochfeld zwischen 1 s und 400 s la¨sst sich keine
Abnahme der Polarisation nachweisen (Abb.4.13 a). Auch fu¨r Wartezeiten bis 200 min im
Hochfeld la¨sst sich nur ein langsamer, linearer Abfall beobachten, womit Spin-Subensembles
mit Relaxationszeiten in diesem Zeitbereich auszuschließen sind (Abb. 4.13 b).
4.3.4 Einordnung der experimentellen Ergebnisse in die bestehende
Literatur
Hier soll eine Auswahl an vorhandener Literatur vorgestellt werden, auf die diese Ar-
beit aufbaut und in welche diese einzuordnen ist. Dabei beschra¨nkt sich die Auswahl
auf Vero¨ffentlichungen, die sich mit der Polarisation im
”
bulk“ und weniger mit der
Polarisation von einzelnen Kernspins bescha¨ftigen.
Als erstes ist das in Ref. 17 durchgefu¨hrte Experiment zu erwa¨hnen, an dem sich diese
Arbeit anlehnt. Dort wurde ein a¨hnlicher experimenteller Aufbau gewa¨hlt, um die 13C-
Hyperpolarisation u¨ber NV-Zentren im Diamanten mittels NMR zu bestimmen. Die ma-
gnetfeldabha¨ngige Polarisation ist in Abb. 4.14 grau unterlegt als Vergleichskurve zu den
in dieser Arbeit aufgenommenen Verlauf angefu¨hrt. Diese Messungen wurden allerdings
u¨ber einen schmaleren Magnetfeldbereich und mit schlechtere Auflo¨sung des Magnetfelds
durchgefu¨hrt. Die Messdaten wurden als U¨berlagerung verschiedener Hyperfeintensoren
im LAC im angeregten Zustand interpretiert. Die T1-Zeit wurde zu 2,5(11) s bei 50 mT,
121(9) s bei 4,7 T und 125(17) s bei 14,09 T fu¨r eine Probe mit natu¨rlicher 13C-Ha¨ufigkeit
und etwa 3 ppm NV-Konzentration bestimmt. Damit liegen diese Relaxationszeiten weit
unter denen, der in dieser Arbeit untersuchten Probe (70(8) s bei 50 mT, 2,3(10) h bei
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7 T).
In Ref. 15 wurde der Ansatz aus Ref. 17 um die Einstrahlung von Mikrowellen er-
weitert. Diese treiben die U¨berga¨nge zwischen den |mS,mI〉 = |0,↑/↓〉 und |−1,↑/↓〉-
Zusta¨nden. Der daraus folgende Polarisationsprozess ist fu¨r beliebige NV-Orientierungen
im Magnetfeld nutzbar. Auch hier gehen die Autoren von einem zum NV-Zentrum
hyperfein-gekoppelten na¨chsten-Nachbar 13C-Spin mit dem Hyperfeintensor aus Ref. 129
aus. Mit diesem Ansatz la¨sst sich zwar prinzipiell ein Vorzeichen-Wechsel der Polarisa-
tion erkla¨ren, aber nicht das bei der frequenzabha¨ngigen Messung aufgenommene Pola-
risationsmuster. In diesem sind Nebenmaxima beziehungsweise -minima erkennbar, die
13C-Spins zugeordnet werden, die eine schwa¨chere Hyperfeinkopplung (HF< 20 MHz)
zum NV-Spin aufweisen.
Die Autoren von Ref. 130 modifizieren diesen Ansatz und platzieren die Diamant-
probe in einem kommerziellen Elektromagneten bei 420 mT. Gleichzeitig befindet sich
die Probe in einer HF-Spule fu¨r NMR-Messungen und einer Spule fu¨r die Erzeugung
eines Mikrowellenfeldes. Zusa¨tzlich ist es mo¨glich u¨ber einen dichroitischen Spiegel das
Anregungslicht herauszufiltern und das ODMR-Signal aufzunehmen. Dies eru¨brigt ein
”
Shuttling“ als auch die exakte Orientierung der Probe. U¨ber dieses Setup konnte ei-
ne, durch DNP erzeugte, 13C-Polarisation von ±6 %, abha¨ngig von der Frequenz der
eingestrahlten Mikrowelle, nachgewiesen werden.
In Ref. 14 wurde die 13C-Polarisation via
”
integrated solid effect“ (ISE) demonstriert,
welcher auf dem quasi-adiabatischen Durchfahren der Frequenz einer eingestrahlten Mi-
krowelle beruht. Dies ermo¨glicht die Polarisation auch ohne Wissen u¨ber die genaue
Orientierung der Kristallrichtung relativ zum externen Magnetfeld.
In Ref. 16 und 18 wurde die 13C-Polarisation bei 9,4 T beziehungsweise 7,05 T aus-
schließlich unter optischer Bestrahlung untersucht. In Referenz 16 ([NV]=8 ppm) wird
die Abha¨ngigkeit der Polarisation von der Probentemperatur untersucht, wobei nach
300 s Bestrahlungszeit bei 5 K eine Polarisation von 5,2 % gemessen wurde. In Ref. 18
wurde die Abha¨ngigkeit der Hyperpolarisation von der Kristallorientierung zum externen
Magnetfeld und der Defektkonzentration bei 20 K untersucht, wobei neben NV-Zentren
auch P1-Zentren-Konzentration Beru¨cksichtigung fand. Hier ergab sich eine maximale
Polarisation von 2,5 %. Die orientierungsabha¨ngigen Messungen zeigen ein komplexes
Verhalten mit mehrfacher A¨nderung des Vorzeichens der 13C-Polarisation. Die charakte-
ristische Zeit zum Aufbau der Hyperpolarisation durch Bestrahlung liegt dabei zwischen
etwa 45 min ([NV−]=1,4(2) ppm, [P1]=17(2) ppm) und 0,84(4) min ([NV−]=8,7(11) ppm,
[P1]=101(12) ppm)7. Die dazugeho¨rigen charakteristischen Abfallzeiten bewegen sich
zwischen 136(10) min und 3,01(21) min. Der genaue Mechanismus des Polarisationstrans-
fers bleibt laut den Autoren unklar.
Neben NMR- wurden auch EPR-Studien durchgefu¨hrt, die die Kopplung von optisch
polarisierten NV-Zentren und P1-Zentren untersuchen.
Schon 1989 konnten Holliday et al. [81] Kreuzrelaxation zwischen NV- und P1-Zentren
7In Ref. 18 werden widerspru¨chliche Angaben zu den charakteristischen Aufbauzeiten der Polarisation
fu¨r Probe #1 gemacht. Die Angaben in Abb. 4 a und Tab. 1 stehen im Widerspruch. Probe #1 ent-
spricht der hier mit den Konzentrationen [NV−]=1,4(2) ppm, [P1]=17(2) ppm angegebenen Probe.
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nachweisen. Dafu¨r detektierten sie die Transmission von monochromatischem Laserlicht
bei 638 nm durch eine Diamantprobe bei 10 K. Hierfu¨r war eine Modulation des Magnet-
felds in Kombination mit Lock-in-technischer Detektion no¨tig.
In Ref. 131 wurden EPR-Messungen mit und ohne Laserbestrahlung durchgefu¨hrt,
bei denen eine schwa¨chere elektronische Polarisation der NV-Zentren mit steigender P1-
(und NV-) -Konzentration festgestellt wurde. Als mo¨glicher Grund wird eine durch die
P1- Zentren hervorgerufene versta¨rkte Relaxation angefu¨hrt.
Hanson et al. [132] konnten 2006 u¨ber ODMR die dipolare Kopplung zwischen ein-
zelnen NV-Zentren und P1-Zentren bei Raumtemperatur nachweisen. Dabei waren drei
Einbru¨che der Photolumineszenz bei energetischer Resonanz zwischen einem NV- und
P1-System zu erkennen, was auf Kreuzrelaxation zwischen den Systemen hindeutet.
Daru¨ber hinaus konnte eine zunehmende Polarisation des P1-Elektronenspins mit stei-
gender Laserleistung gemessen werden.
Im Jahr 2016 vero¨ffentlichte Hall et al. [133] eine Methode zur Messung der elek-
tronischen Umgebung eines einzelnen NV-Spins durch die Messung seiner longitudina-
ler Relaxationszeit. Bei diesem Experiment konnte ein Anstieg der Relaxationsrate bei
U¨bereinstimmung der NV- und P1-U¨bergangsfrequenz gemessen werden.
In keiner der letzten vier Referenzen [81, 131–133] wurde neben der elektronischen
Kopplung zwischen NV- und P1-Zentren die nukleare Polarisation von 13C-Spins nach-
gewiesen.
4.3.5 Interpretation und Vergleich der experimentellen Werte mit
den Simulationen
Die nun vorliegenden Messdaten sollen mit den in Kapitel 2 durchgefu¨hrten Modellrech-
nungen verglichen werden.
Unter Betrachtung der in Abschnitt 4.3 vorgestellten Daten, mit besonderen Blick auf
die magnetfeldabha¨ngigen Hyperpolarisationssignale (Abb. 4.6), sind die Messdaten mit
dem Kreuzpolarisationsmodel zwischen NV- und P1-Zentrum in Verbindung zu bringen.
Die Eckpunkte dieses Modells sind folgende.
Durch den optischen Zirkel des NV-Zentrums kommt es zur U¨berbevo¨lkerung des
|mNVm13C〉 = |0, l〉-Zustands. Die Relaxation in den |−1, ↑〉- oder |−1, ↓〉-Zustand wird
bei jeweiliger Energie-Resonanz mit einem P1-Zentrum forciert.
Die Berechnungen wurde nach den in Abschnitt 2.5 erla¨uterten Algorithmen mit einer
NV-13C-Kopplungssta¨rke von A13C = 2 MHz durchgefu¨hrt. Die Schwelle der Energie-
Resonanz zwischen beiden Systemen ist auf ESchw = ±0,5 MHz festgelegt. Im direkten
Vergleich ergibt sich die in Abb. 4.15 dargestellt gute U¨bereinstimmung zwischen Modell
und Messdaten. Sowohl das Muster, die relativen Intensita¨ten und die relativen Absta¨nde
werden durch das Modell wiedergegeben. Wa¨hrend die absolute Position der kleineren,
a¨ußeren Peaks (NV↔P1O) hervorragend mit der Simulation u¨bereinstimmt, ist bei den
großen Peaks (NV↔P1NO) eine leichte Verschiebung zu ho¨heren Magnetfeldern erkenn-
bar (durchgezogene Linien). In diesem Modell wurde ein isotroper g-Tensor fu¨r das P1-
Zentrum angenommen. Die Diskrepanz zwischen den Modellrechnungen und den Mess-
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Abb. 4.15: Simulation der Polarisation der 13C-Spins via Kreuzpolarisation zwischen
NV-13C-Komplex und P1-14N-System. Die Bezeichnungen in der Legende be-
nennen den Anteil von parallel (P1O) und nicht-parallel (P1NO) ausgerich-
teten P1-Zentren relativ zu NV-Zentren, die in z-Richtung orientiert sind,
an dem Polarisationseffekt. Die U¨berlagerung aus beiden ist in rot darge-
stellt. Die durchgezogenen Linien gehen von einem isotropen g-Tensor und
die gestrichelten Linien von einem effektiven anisotropen g-Tensors fu¨r die
P1-Zentren aus. Die Messdaten aus Abb. 4.6 sind in grau dargestellt.
werten ko¨nnte u¨ber den Einbezug eines anisotropen g-Tensors des P1-Zentrums aufge-
hoben werden. Dies ist in Abb. 4.15 durch gestrichelte Linien dargestellt. Hierbei wurde
fu¨r die parallel zum NV-Zentrum orientierten P1-Zentren ein Wert von gO = 2,0024 aus
der Ref. 134 verwendet und fu¨r die im Winkel von 109◦ dazu angeordneten P1-Zentren
gNO = 2,0134 angenommen. Allerdings betra¨gt der Unterschied zwischen g⊥ und g‖ zu-
mindest nach Ref. 135 lediglich g⊥ − g‖ = 0,00018. Der Grund fu¨r die Abweichung ist
unklar.
Die im Kapitel 2 vorgenommene Analyse der Szenarien von Kopplung der NV-Zentren
mit 15N-assoziierten P1-Zentren oder mit 14N-assoziierten P1-Zentren unter Einbezug
von
”
verbotenen“ U¨berga¨ngen, la¨sst nun ein Vergleich mit den aufgenommenen Mess-
werten zu (vgl. Abschnitt 2.7). Dies ermo¨glicht die Verifizierung einer der beiden Mo¨glich-
keiten, um die in Abb. 4.7 aufgezeigten Daten zu erkla¨ren. Dabei handelt es sich um
die Polarisationssignale schwa¨chster Intensita¨t in den aufgenommen Messreihen, die sich
etwa bei 50,5 mT und 52 mT befinden. Abbildung 4.16 zeigt den direkten Vergleich bei-
der Szenarien mit den Messdaten. Unter Beru¨cksichtigung der oben diskutierten leich-
ten Verschiebung in der Magnefeldabha¨ngigkeit, kann nur das Szenario der
”
verbote-
nen“ U¨berga¨nge die Messergebnisse erkla¨ren.
8Gemessen an einem isotopenreinen 12C-Diamanten.
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15N (SQ) 14N (DQ) Messung
Abb. 4.16: Vergleich der gemessenen und simulierten 13C-Polarisation via Kreuzpola-
risation zwischen dem NV-13C-Komplex und dem P1-14/15N-System unter
der Annahme von
”
single quantum“ (SQ) und
”
double quantum“ (DQ)
U¨berga¨ngen. Die experimentellen Daten sind um 0,12 mT im Magnetfeld
verschoben. Fu¨r die Simulationen wurde A13C = 3 MHz angenommen. Die
relevanten Messpunkte aus Abb. 4.6 sind in magenta dargestellt, wa¨hrend
die irrelevanten Daten in grau abgebildet sind.
Dies ist in sofern erstaunlich, da ZQ/DQ-U¨berga¨nge u¨blicherweise stark unterdru¨ckt
vorkommen. Diese setzen eine Mischung der beteiligten Zusta¨nde im P1-Zentrum vor-
aus, welche durch die Wechselwirkung mit NV-Zentren oder untereinander verursacht
werden ko¨nnte. Daru¨ber hinaus fa¨llt die mit dem Koordinatensystem gewa¨hlte Quan-
tisierungsachse (parallel zum externen Magnetfeld) nicht mit dem Hauptachsensystem
der P1NO-Zentren zusammen, was ebenfalls zu einer Mischung der Zusta¨nde fu¨hrt (vgl.
Abschnitt 2.2). Der genaue Mechanismus bedarf allerdings weiterer Kla¨rung.
Es kann aber als erwiesen angenommen werden, dass der dominante Mechanismus
fu¨r die 13C-Polarisation im
”
bulk“ der der Kreuzpolarisation ist. Zum einen sind die
entsprechenden Simulationen in guter U¨bereinstimmungen mit den Messungen und zum
Anderen zeigen Simulationen anderer Szenarien keine A¨hnlichkeit mit den Daten. Insbe-
sondere kann das Modell des LAC im angeregten Zustand (ESLAC) durch die kurze Le-
bensdauer den Polarisationseffekt bei schwacher Kopplung zum 13C-Spins nicht erkla¨ren.
Zudem verursacht die ausgepra¨gte Hyperfeinwechselwirkung zwischen NV- und intrin-
sischem 14N-Spin eine nukleare Polarisation letzteren in den m14N = +1-Zustand [108].
Dies konnte fu¨r 14N auch mittels ODMR-Experimente verifiziert werden (Anhang 5.5).
Fu¨r 15N ist dies zudem in Abschnitt 2.1 gezeigt. Damit ist der 14N-Spin im Magnetfeldbe-
reich um etwa 50 mT ohnehin polarisiert und kann kein Aufspalten (m14N = {−1, 0,+1})
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der 13C-Polarisation in drei Gruppen verursachen9.
Da keine Indizien des ESLAC in den Messdaten zu finden und alle Daten mit dem
Kreuzpolarisation-Model erkla¨rbar sind, scheint dieser Effekt fu¨r die 13C-Polarisation im
”
Bulk“ viel effektiver zu sein als der des ESLAC.
9Auch dann wa¨ren die a¨ußeren Polarisationsmuster und die zwischen den drei gro¨ßten Peaks vorhan-
denen Signale nicht erkla¨rbar.
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Zusammenfassung und Ausblick
Durch die Planung und den Aufbau eines neuartigen Niederfeld-Bestrahlung-Moduls in
Kombination mit bestehender NMR-Technik war es mo¨glich 13C-Hyperpolarisation in
einem makroskopischen Diamanten zu erzeugen und nachzuweisen.
Als Hyperpolarisationsquelle wurden die Elektronenspins von NV-Zentren unter kon-
tinuierlicher Laserbestrahlung (532 nm) in einem Magnetfeld zwischen etwa 48 mT und
54 mT genutzt. Die optische Bestrahlung verursacht eine elektronische Spinpolarisati-
on und das Magnetfeld stellt ein Kopplung zu den in der NV-Umgebung befindlichen
13C-Spins sicher.
Um eine mo¨glichst ohne NV-Dichte zu erreichen, wurde eine HPHT-Diamant mit einer
intrinsischen Stickstoff-Konzentration in der Gro¨ßenordnung von 100 ppm mit hochener-
getischen Elektronen (10 MeV, 2 · 1016 cm−2) bestrahlt. Durch anschließendes Ausheizen
bei 800 ◦C konnten die so erzeugten Vakanzen mobilisiert werden und mit den intrinsi-
schen Stickstoffatomen zu NV-Zentren kombinieren. Dies konnte durch PL-Messungen
verifiziert werden.
Die von dieser Probe gewonnen NMR-Messdaten zur Hyperpolarisation wurden mit
denen der in der bisherigen wissenschaftlichen Literatur in Relation gesetzt. Im Vergleich
dazu konnte sowohl der untersuchte Magnetfeldbereich erweitert, als auch die Pra¨zision
des Magnetfelds erho¨ht werden. Dies ermo¨glichte in Verbindung mit einer Vielzahl von
Simulationen eine neue Interpretation der Messungen und eine Erweiterung des physi-
kalischen Versta¨ndnisses des Hyperpolarisationsprozesses.
Dabei stellte sich, entgegen der bisherigen Annahme, heraus, dass neben dem elek-
tronischen NV- und nuklearen 13C-Spin auch die mit dem P1-Zentrum assoziierten
Spins Beru¨cksichtigung finden mu¨ssen. Die Kopplung des NV-13C-Systems mit dem P1-
Zentrum fu¨hrt, unter Erfu¨llung der Hartmann-Hahn-Bedingung, zu einer Kreuzrelaxa-
tion, die letztendlich in einer nukleare Hyperpolarisation von 13C-Spins mu¨ndet.
Unter Einbezug der Hyperfeinaufspaltung der elektronischen P1-Niveaus, durch Wech-
selwirkung mit dessen intrinsischen Stickstoff-Kern-Spins und sowohl SQ- als auch ZQ/DQ-
U¨berga¨ngen, konnte erstmals das gesamte magnetfeldabha¨ngige Polarisationsmuster er-
kla¨rt werden.
Der Prozess a¨hnelt dem in der DNP-Community bekannten Cross-Effekt (CE), aller-
dings ohne die Einstrahlung von Mikrowellen.
Neben der Abha¨ngigkeit der Hyperpolarisation vom Magnetfeld wurde auch die Dy-
namik des Polarisationsauf- und -abbaus untersucht. Dabei ergab sich eine charakteris-
tische Aufbauzeit von 120(14) s und ein Abbau der Hyperpolarisation mit TN1 = 70(8) s
in einem externen Magnetfeld von etwa 50 mT beziehungsweise TH1 = 2,3(10) h bei 7 T.
Des Weiteren zeigt der Vergleich von NMR-Spektren im hyperpolarisierten Fall mit
denen von Messungen in thermischen Gleichgewicht einen eindeutigen Unterschied in
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den Linienbreiten des 13C-Signals. Die Halbwertsbreite im hyperpolarisierten Fall ist
mit 230(10) Hz fast drei Mal schmaler als im thermischen Gleichgewicht. Dies weist
entweder auf eine stark polarisierte Umgebung der gemessenen Spins hin, oder ist ein
Indiz fu¨r die effiziente Polarisation, in eventueller Kombination mit Spin-Diffusion, von
13C-Spins, die sich weit entfernt von paramagnetischen Sto¨rstellen befinden.
Das im Anhang (vgl. Abschnitt 5.8) vorgestellte neue Setup wird es ermo¨glichen in Zu-
kunft den in dieser Arbeit aufgezeigten Effekt mit dem des GSLAC bei 100 mT unter glei-
chen Messbedingungen vergleichen zu ko¨nnen. Daru¨ber hinaus lassen sich Untersuchung
der Winkelabha¨ngigkeit des Effekt fu¨r kleine Winkel zwischen externen Magnetfeldvek-
tor und Kristall-Orientierung durchfu¨hren. Dabei ist eine vertra¨glichere Winkeltoleranz
fu¨r statische Winkel unter Kreuzpolarisation als fu¨r LAC-basierende Hyperpolarisation
zu erwarten. Bewahrheitet sich dies, so
”
wandert“ das Hyperpolarisation-Muster mit
steigendem Winkel zu ho¨heren Magnetfeldern [81].
Dies ko¨nnte eine Mo¨glichkeit ero¨ffnen in einer Suspension befindliche Diamant-Nano-
partikel mit dem im Anhang beschriebenen Setup zu polarisieren [136]. Dafu¨r sollte das
externe Magnetfeld so gewa¨hlt sein, dass dieses maximal den Wert des ersten Hyperpo-
larisationspeaks bei etwa 49,5 mT unter perfekter Ausrichtung der NV-Symmetrieachse
betra¨gt. Nicht orientierte NV-Zentren (Nanopartikel) erfu¨llen somit nicht die Hartmann-
Hahn-Bedingung mit umgebenden P1-Zentren, da diese ebenso an das Diamant-Gitter
gebunden sind. Durch die Bewegung der Nanopartikel in der Suspension kommt es zur
zufa¨lligen Orientierung zum externen Magnetfeld und einer effektiven 13C-Polarisation
via des in dieser Arbeit beschriebenen Mechanismus. Ist durch weitere Eigenbewegung
des Nanopartikels die Parallelita¨t von NV-Achse zum externen Magnetfeld aufgeho-
ben, so ist auch die Hartmann-Hahn-Bedingung nicht mehr erfu¨llt. Dies ko¨nnte zu ei-
ner la¨ngeren Aufrechterhaltung der nuklearen Hyperpolarisation fu¨hren, bis genu¨gend
13C-Spins (oder andere Spins in der Umgebung) in anderen Nanopartikel nach dem sel-
ben Mechanismus polarisiert wurden. Damit ha¨tte man eine Quelle hyperpolarisierter





In dieser Arbeit wird die im Folgenden gezeigte Notation und Darstellung verwendet.






Daru¨ber hinaus finden die Leiteroperatoren S+ und S− an einigen Stellen ihre Verwen-
dung.
S+ = Sx + iSy und S
− = Sx − iSy


























0 1 01 0 1
0 1 0
 Sy = 1√
2i
 0 1 0−1 0 1
0 −1 0
 Sz =
1 0 00 0 0
0 0 −1

5.2 Herleitung fu¨r die Tiefenverzerrung im konfokalen
Scan
Die Bezeichnungen beziehen sich auf Abbildung 3.1 b. Wir nutzen aus, dass der Radius
des großen Lichtkegels mit dem Abstand zum virtuellem Fokuspunkt skaliert. Hier soll












Dabei ist β nach NA = n1 sinα = n2 sin β der halbe O¨ffnungswinkel des Lichtkegels



























Hier sind die wichtigsten Code-Fragmente der vorgestellten Simulation zu finden. Die
Bezeichnung der auftretenden Parameter und Variablen sind so gewa¨hlt, dass sich deren
Sinn und Bedeutung erschließen sollte. Fu¨r bessere Lesbarkeit und dem Seitenformat
geschuldet, sind Zeilenumbru¨che im Programm-Code mit Backslash
”
\“ angegeben.
5.3.1 Level-Anti-Crossing des 15N-NV-System im angeregtem
Zustand
Nach Benennung aller no¨tigen Variablen und Konstanten wird der Hamilton-Operator
in Matrixform definiert und das so entstehende Eigenwert-Problem gelo¨st.
hyperfineterm_NV15N = dot(sNV,dot(A,I15N))
for Bz in Bzlist:
HNV = D * sNVz*sNVz + E*(sNVx*sNVx-sNVy*sNVy) \
+ gyro_NV * (Bx * sNVx + By * sNVy + Bz *sNVz)
H15N = hyperfineterm_NV15N
Hamil = HNV + H15N
eigenwerte.append(Hamil.eigenenergies())
eigenfunktionen.append(Hamil.eigenstates(maxiter=900000)[1])
Anschließend wir die Projektion (Skalarprodukt) aller Eigenfunktionen benachbarter
Feldwerte errechnet. Die Eigenfunktion m bei Feldpunkt n+ 1 die die maximale Projek-
tion mit der Eigenfunktionen i im Feldpunkt n hat, wird der Eigenfunktion i zugeordnet.
#Ordenen der Eigenfunktionen bzw. Eigenwerte nach Stetigkeit:
ew = dict()
ef = dict()
for i in range (len(eigenwerte[0])):
ew[i] = [eigenwerte[0][i]]
ef[i] = [eigenfunktionen[0][i]]
#Maximale Projektionen benachbarter Eigenfunktionen
#fu¨r alle nebeneinanderleigenden Feldwerte
for n in range(1,BzSteps): #1. EV steht als Startwert schon fest
for i in range(len(eigenwerte[0])):
for m in range(len(eigenwerte[0])):
proj = ef[i][n-1].overlap(eigenfunktionen[n][m])









Um die Mischung der Basiszusta¨nde zu den Eigenfunktionen zu untersuchen, werden die
Projektionen der Basiszusta¨nde auf jeden einzelnen Eigenzustand berechnet. Hier am
Beispiel fu¨r Elektronenspin ms = 0 und Stickstoffspin mI = +1/2 (|0 ↑〉)
#Projektion der (fast) ungesto¨rten Eigenzusta¨nde im ground state





for i in range (len(eigenwerte[0])):
NV0Nup[i] = []
NV0Nup_expect[i] =[]
for n in range(0,BzSteps):




Der Einfluss der Laserleistung wird in folgendem Programm-Fragment beru¨cksichtigt.
# Einbeziehen der Laserleistung
#Polarisation nach Jacques-paper 2009 mit Laserkonstante
Polplus = []
for n in range(0, BzSteps):
pol_n = 4* alphaSquare[n] * betaSquare[n]
Polplus.append(pol_n)
Polminus = []
for n in range(0, BzSteps):
pol_n = 4* NV0Nup_expect[1][n] * NVplusNdown_expect[1][n]
Polminus.append(pol_n)
polarisation = dict()
lasers = [0.001, 0.01, 0.05, 0.10]
for laser in lasers:
polarisation[laser]=[]
for n in range(0, BzSteps):
formel = (0.5*Polplus[n] - 0.5*Polminus[n] ) / \
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(2*laser + 0.5*Polplus[n] + 0.5*Polminus[n] )
polarisation[laser].append(formel)
An dieser Stelle wird fu¨r eine Liste von Feldpunkten die Zeitentwicklung eines Zustands
durch Lo¨sung der zeitabha¨ngigen Schro¨dingergleichung gelo¨st. In diesem Fall wird der






for field in fields:
# Bei welchen Feldpunkt soll die Zeitentwicklung untersucht werden:
field_pt = int(round((field-Bz_min) * (BzSteps/(Bz_max - Bz_min))))
# intial state:
psi0 = (NV0Ndown[5][field_pt]*ef[5][field_pt] \
+ NV0Ndown[2][field_pt]*ef[2][field_pt])
# Zustand, der entsteht, wenn man aus dem Grundzustand anregt
# Hamiltonian oben definiert
Bz = Bzlist[field_pt]
HNV = D * sNVz*sNVz + E*(sNVx*sNVx-sNVy*sNVy) \
+ gyro_NV * (Bx * sNVx + By * sNVy + Bz *sNVz)
H15N = hyperfineterm_NV15N
H = HNV + H15N
output = sesolve(H, psi0, tlist, [sNVz,I15Nz])
outputField_pts.append(output)
decayES= []
tauES = 0.012 #microseconds (1/MHz)
for t in range(len(tlist)):
decayES.append(exp(-tlist[t]/tauES))
5.3.2 Level-Anti-Crossing des 13C-NV-System im Grundzustand
Die ersten Schritte a¨hneln der Simulation vom vorherigen Abschnitt (5.3.1). Ein Unter-
schied liegt allerdings in der Rotation des Hyperfein-Kopplungstensors A.
A13C11 = 120.5 #MHz
A13C22 = 128.4 #MHz




theta = 70.7 *(3.1415/180) # Winkel zu z-Achse/NV-Achse








A13CrotY = dot(inv(RotY),dot(A13C,RotY)) #erst um y-Achse gedreht
A13Crot = dot(inv(RotZ),dot(A13CrotY,RotZ)) #dann um x-Achse gedreht
Analog zu der Simulation des LAC’s im 15N-NV System wird der Hamilton-Operator
aufgestellt, das Eigenwertproblem gelo¨st, Stetigkeit im magnetfeldabha¨ngigen Verlauf
der Eigenfunktionen erzeugt, die Spin-Erwartungswerte ermittelt und die Projektionen
der Basisvektoren auf alle Eigenfunktionen errechnet. Letzteres wird durch folgenden
Code bewerkstelligt.
projOfEF=dict()
for i in range(len(ew)):
projOfEF[i]=dict()
for k in range(len(ew)):
projOfEF[i][k]=[]
for i in range(len(proj)):
for k in range(len(ew)):
for n in range(BzSteps):
proj_k = abs(proj_list[k] .overlap(ef[i][n]))**2
projOfEF[i][k].append(proj_k)





for n in range(0, BzSteps):
up_n = 4* abs((proj_NV0_down).overlap(ef[0][n]))**2 \
*(abs((proj_NV0_down).overlap(ef[2][n]))**2 \
+ abs((proj_NV0_down).overlap(ef[3][n]))**2)






Pol.append( up_n - down_n)
Hier ist der Hauptteil des Codes zu finden, der sowohl die Projektionen der Eigen-









for n in range(0,BzSteps):
print(n)
# Start-Zustand durch Projektion auf up-Zustand




# Start-Zustand durch Projektion auf down-Zustand






HNV = D * sNVz*sNVz + E*(sNVx*sNVx-sNVy*sNVy) \
+ gyro_NV * (Bx * sNVx + By * sNVy + Bz *sNVz)
H13C = hyperfineterm_NV13C \
+ gyro_C13 * ( Bx * I13Cx + By * I13Cy + Bz * I13Cz)
H = HNV + H13C
#Solver fu¨r zeitabh. Schro¨dinger-Gleichung
output_psiUp = sesolve(H, psiUp, tlist,[sNVz,I13Cz])




timedepPol_normierung = 0.5 #im Grunde maximaler EW fu¨r Observable
timedepPol_up_Appendix = (1.0/timedepPol_normierung) \
* (-1.0/tlist_steps) * sum(abs(output_psiUp.expect[expectIndex] \
- output_psiUp.expect[expectIndex][0]))
timedepPol_down_Appendix = (1.0/timedepPol_normierung) \




5.3.3 Level-Anti-Crossing des 13C-14N-NV-System durch dipolare
Kopplung im angeregten Zustand
Alle verwendeten Variablen und Parameter werden definiert. Die Hyperfein-Parameter
zwischen 14N- und NV-Spin wurden aus Ref. 108 und 109 entnommen.
#constants
gyro_NV = 28.03 # MHz/mT (1.760859644e2 / 2*pi MHz/mT)
gyro_C13 = 10.705e-3 #MHz/mT
gyro_N14 = 3.077e-3 #MHz/mT
gyro_N15 = -4.316e-3 #Mz/mT
P14N = 5.1 #5 MHz
E = 0.0 #3.5 #MHz
D = 1420.0 #MHz
A14Nparallel = -40.0#1.0 * (40) #MHz
A14Nsenkrecht = -23.0#1.0 * (40) #MHz
#---------------------------------------------
# Magnetic field
Bx = 0.00 #mT
By = 0.00 #mT
Bz_min = 40.0 #float


















Im Folgenden wird der Hamilton-Operator fu¨r die Dipol-Dipol-Kopplung zwischen 13C-
und NV-Spin aufgestellt und die Projektions-Operatoren auf spa¨ter benutzte Spin-
Zusta¨nde definiert (analog zu vorherigen Abschnitt 5.3.2).
#---------------------------------------------
#Dipole-dipole-Hamiltonian
b = 1.0 #Mrad/s
d=0
#Hier besteht wahlweise die Mo¨glichkeit
#eine Mittelung u¨ber zufa¨llige
#theta-Winkel vorzunehmen
#thetaList = random.rand(400)*2*pi
#for theta in thetaList:
# theta= theta#*pi/180
# d += -b*0.5*(3*(cos(theta))**2 -1)
#
#d = d/len(thetaList)
theta= pi/3. #beliebiger Winkel
#H13C_DDtoy = d * (3*sNVz*I13Cz - (sNVx*I13Cx + sNVy*I13Cy + sNVz*I13Cz))
H13C_DDtoy = -b*0.5*(3*(cos(theta))**2 -1)* \
(3*sNVz*I13Cz - (sNVx*I13Cx + sNVy*I13Cy + sNVz*I13Cz))
#---------------------------------------------























Anschließend wird der Gesamt-Hamilton-Operator fu¨r verschiedene Magnetfelder aufge-
stellt und gelo¨st.
# Hamilton
for Bz in Bzlist:
HNV = D * sNVz*sNVz + E*(sNVx*sNVx-sNVy*sNVy) \
+ gyro_NV * (Bx * sNVx + By * sNVy + Bz *sNVz)
H13C = gyro_C13 * ( Bx * I13Cx + By * I13Cy + Bz * I13Cz)
H14N = P14N * I14Nz * I14Nz + A14Nsenkrecht * sNVz * I14Nz \
+ A14Nparallel * (sNVx * I14Nx + sNVy * I14Ny) \
+ gyro_N14 * ( Bx *I14Nx + By *I14Ny + Bz *I14Nz)




Analog zu den in Abschnitt 2.2 beziehungsweise 5.3.2 aufgezeigten Verfahren wird dann
die Polarisation nach einer Zeitentwicklung von τ (= 12 ns und = 600 ns) berechnet.
Nachfolgend exemplarisch fu¨r den Zustand
”
psi0 NV013Cup14Nup“ beschrieben.





for i in range(len(ew)):
#exempl. Startzustand (Anregung aus GS)
psi0_NV013Cup14Nup += proj[i][0][n]*ef[i][n]
for n in range(0,BzSteps):
Bz = Bzlist[n]
HNV = D * sNVz*sNVz + E*(sNVx*sNVx-sNVy*sNVy) \
+ gyro_NV * (Bx * sNVx + By * sNVy + Bz *sNVz)
H13C = gyro_C13 * ( Bx * I13Cx + By * I13Cy + Bz * I13Cz)
H14N = P14N * I14Nz * I14Nz + A14Nsenkrecht * sNVz * I14Nz \
+ A14Nparallel * (sNVx * I14Nx + sNVy * I14Ny) \
+ gyro_N14 * ( Bx *I14Nx + By *I14Ny + Bz *I14Nz)
Hamil = HNV + H13C + H14N + H13C_DDtoy
H = Hamil
c_op_list = [qeye(18),qeye(18)] # dissipation, hier keine
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output_NV013Cup14Nup = mesolve(H, psi0_NV013Cup14Nup,\
tlist,c_op_list,[sNVz,I13Cz])
timedepPol_normierung = 0.5 #im Grunde maximaler EW fu¨r Observable
timedepPol_NV013Cup14Nup_Appendix = (1.0/timedepPol_normierung) \
* (-1.0/tlist_steps) * sum(abs(output_NV013Cup14Nup.expect[expectIndex] \
- output_NV013Cup14Nup.expect[expectIndex][0]))
timedepPoldiff_NV013Cup14Nup.append(timedepPol_NV013Cup14Nup_Appendix)
5.3.4 Level-Anti-Crossing des 13C-14N-NV-System durch
Hyperfeinkopplung im angeregten Zustand
Der Simulationscode entspricht dem im vorherigen Abschnitt mit entsprechend ab-
gea¨nderten Hamilton-Operator:
#constants
gyro_NV = 28.03 # MHz/mT (1.760859644e2 / 2*pi MHz/mT)
gyro_C13 = 10.705e-3 #MHz/mT
gyro_N14 = 3.077e-3 #MHz/mT
gyro_N15 = -4.316e-3 #Mz/mT
P14N = 5.1 #5 MHz
E = 0#3.5 #MHzfor n in range(0,BzSteps):












HNV = D * sNVz*sNVz + E*(sNVx*sNVx-sNVy*sNVy) \\
+ gyro_NV * (Bx * sNVx + By * sNVy + Bz *sNVz)
H13C = hyperfineterm_NV13C + \\
gyro_C13 * ( Bx * I13Cx + By * I13Cy + Bz * I13Cz)
H14N = P14N * I14Nz * I14Nz + A14Nsenkrecht * sNVz * I14Nz \\
+ A14Nparallel * (sNVx * I14Nx + sNVy * I14Ny) \\
+ gyro_N14 * ( Bx *I14Nx + By *I14Ny + Bz *I14Nz)
Hamil = HNV + H13C + H14N
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5.3 Simulations-Code
5.3.5 Kreuzpolarisation zwischen 13C-NV-System und
14/15N-P1-System im NV-Grundzustand
Nachdem alle beno¨tigten Konstanten, wie zum Beispiel die Hyperfeinkopplungsparame-
ter fu¨r die P1-Kategorien und deren relative Ha¨ufigkeit definiert sind, werden Listen
verschiedener Kopplungsparameter erzeugt.
A_P1_N14 = 114.0 #MHz 1-fache Haeufigkeit
A_P2_N14 = 85.0 #MHz 3x ha¨ufiger
P1_abundance = 1.0 #1-fache Haeufigkeit
P2_abundance = 3.0 #3-fache Haeufigkeit
A_NV_C13_list = [2.0,5.0,10.0,30.0,50.0] #MHz
Schwellenwert_list =[0.5]# [0.25,0.5,1.0] #MHZ fu¨r Energie-Matching (+/-)
Anschließend wird u¨ber den Stickstoffgehalt der mittlere Abstand der Defekte abgescha¨tzt.
n_defekt_ppm = 200.0 #Defektkonzentration in ppm
n_defekt = n_defekt_ppm/1e6
N_EZ = 8.0 #Atome pro Einheitszelle
a_EZ = 3.567e-10 #m
Vol_EZ = a_EZ**3
n_defekt_EZ = n_defekt / N_EZ # Defektkonzentration in EZ
# Anzahl der Einheitszellen die in Summe ein Defekt haben:
N_EZ_defekt = 1.0 / n_defekt_EZ
Vol_DefektEZ = Vol_EZ * N_EZ_defekt
Defektdistanz = Vol_DefektEZ**(1.0/3)
Nach Definition der Feldbereichs und dessen Diskretisierung, sowie der Definition der
Spin-Matrizen, wird eine Schleife fu¨r verschiedene Schwellenwerte fu¨r resonanten Spin-
Flip und Parameter fu¨r die 13C-Kopplung an den NV-Elektronenspin ausgefu¨hrt. In die-
ser werden die Hamilton-Operatoren der verschiedenen Quantensysteme definiert und
gelo¨st, sowie die Eigenfunktionen aufgrund ihrer Stetigkeit geordnet. Dann werden die
Magnetfelder energetisch a¨quivalenter U¨berga¨nge gesucht und der damit einher gehen-
de Wechsel der magnetischen Quantenzahl berechnet und in einer Liste abgespeichert.
Diese wird anschließend in das zur Diskretisierung der Magnetfeldes passende Format
u¨berfu¨hrt. Eine abschließende Faltung dieser Liste mit einer Gauß-Funktion mit der
Breite der starren Energieschwelle fu¨r resonanten Spinaustausch simuliert eine stetigen






for Schwellenwert in Schwellenwert_list:
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NVC13 = A_NV_C13 * np.dot(sNV,IC13)
HNVC13 = NVC13
P1N14 = A_P1_N14 * np.dot(sP1,IP1N14)
HP1N14 = P1N14
P2N14 = A_P2_N14 * np.dot(sP2,IP2N14)
HP2N14 = P2N14
for Bz in Bzlist:
HNV = D_NV * sNVz*sNVz \
+ gyro_NV * (Bx * sNVx + By * sNVy + Bz *sNVz) + HNVC13
HP1 = gyro_P1 * ( Bx * sP1x + By * sP1y + Bz * sP1z) \
+ HP1N14














# Eigenfunktionen und Eigenwerte ordnen
#Auseinanderzupfen der Eigenfunktionen bzw. Eigenwerte:
NV["ew"] = dict()
NV["ef"] = dict()










for i in range (len(P2_eigenwerte[0])):
P2["ew"][i] = [P2_eigenwerte[0][i]]
P2["ef"][i] = [P2_eigenfunktionen[0][i]]
#Maximale Projektionen benachbarter Eigenfunktionen
for n in range(1,BzSteps): # 1. Eigenvektor steht als Startwert fest
for i in range(len(NV_eigenwerte[0])):
for m in range(len(NV_eigenwerte[0])):
proj = NV["ef"][i][n-1].overlap(NV_eigenfunktionen[n][m])








for i in range(len(P1_eigenwerte[0])):
for m in range(len(P1_eigenwerte[0])):
proj = P1["ef"][i][n-1].overlap(P1_eigenfunktionen[n][m])










for i in range(len(P2_eigenwerte[0])):
for m in range(len(P2_eigenwerte[0])):
proj = P2["ef"][i][n-1].overlap(P2_eigenfunktionen[n][m])






















for n in range(BzSteps):














for n in range(BzSteps):
for i in range(2,len(NV["ew"])-2): #nur m=-1 Zusta¨nde
deltaE_NV = abs(NV["ew"][i][n] - NV["ew"][0][n])
for k in range(len(P1["ew"])-3):
deltaE_P1 = abs(P1["ew"][k][n] - P1["ew"][5-k][n])




for i in range(2,len(NV["ew"])-2): #nur m=-1 Zusta¨nde
deltaE_NV = abs(NV["ew"][i][n] - NV["ew"][0][n])
for k in range(len(P2["ew"])-3):
deltaE_P2 = abs(P2["ew"][k][n] - P2["ew"][5-k][n])





# aus pol_val_C13_P1 neue Liste relativ zu B-Liste basteln
pol_val_C13_P1_sort =[]
pol_val_C13_P2_sort =[]
for B in Bzlist:











#Polarisations-Listen fu¨r die einzelnen Paramater
ptsperfield = BzSteps/(Bz_max - Bz_min)
129
5 Anhang
fwhmSchwelle = 2.0*Schwellenwert*planck/(gNV * muB)













Die so erzeugten magnetfeldabha¨ngigen Polarisationsverla¨ufe werden letztlich noch mit
einer Gauß-Funktion gefaltet, die der Magnetfeld-Auflo¨sung des Experiments entspricht.
for i in A_NV_C13_list:
k=where(np.array(A_NV_C13_list)==i)
k=k[0][0]
pol_val_C13_P1_filter = np.convolve(gaussB,pol_C13_P1[i], "same")
pol_val_C13_P2_filter = np.convolve(gaussB,pol_C13_P2[i], "same")
pol_C13_P1_plotData = np.multiply(P1_abundance, pol_val_C13_P1_filter)
pol_C13_P2_plotData = np.multiply(P2_abundance, pol_val_C13_P2_filter)
pol_C13_sum = map(add,pol_C13_P1_plotData, pol_C13_P2_plotData)







pol_C13_P1_plotData = np.multiply(P1_abundance, pol_val_C13_P1_filter)
pol_C13_P2_plotData = np.multiply(P2_abundance, pol_val_C13_P2_filter)
pol_C13_sum = map(add,pol_C13_P1_plotData, pol_C13_P2_plotData)
Der Simulationscode fu¨r P1-Zentren mit intrinsischen 15N-Isotop ist in analoger Weise
mit angepassten Werten und Spin-Operatoren geschrieben und wird aus Platzgru¨nden




Im ersten Schritt werden die beno¨tigten Konstanten und Parameter definiert und an-
schließend die nach Glg. 1.36 in Abschnitt 1.8 modifizierte Diffusionsgleichung mit den
im Haupttext beschriebenen Randbedingungen numerisch gelo¨st. Das Ergebnis wird in
einem 3D-Plot und fu¨r ausgewa¨hlte Abstands- und Zeitwerte in 2D-Plots dargestellt.
Im letzten Schritt wird die Gesamtpolarisation im zeitlichen Abstand von 0,1 s u¨ber
den gesamten Ortsraum (0,01 A˚ - 50 A˚) numerisch integriert und ihr zeitlicher Verlauf
dargestellt. Die Berechnungen wurden mit Mathematica durchgefu¨hrt.
Dconstant = 6.7*10^(-15 - 4 + 2*10) (*Ang^2/s*)
T1 = 30. (*s*)
RelaxRate = 1./T1




T = 3. T1
laser = 0.5
usol = NDSolveValue[{D[p[t, r], t] ==
Dconstant ( (1/r^2) D[ ((1/r^2) D[p[t, r], r]), r]) + (p0 -
p[t, r]) RelaxRate, p[0, r] == p0,
p[t, Rmin] == 1. - 1. Exp[-t laser](*1.*)(*p0-(p0-1.) Exp[-t/
T1]*) , p[t, R] == p0 (*1.Exp[-1.R^2]*) },
p, {t, 0, T}, {r, Rmin, R}, MaxStepFraction -> 1/80,
MaxStepSize -> 0.01]
Plot3D[usol[t, r], {t, 0, 0.5 T}, {r, Rmin, 0.2 R}, PlotRange -> All,
AxesLabel -> {Style["Zeit t (s)"], Style["Abstand r ([Angstrom])"],
Style["Polarisation P"]},
ColorFunction -> (ColorData[{"TemperatureMap", "Reverse"}])]
Export["Pol3D.pdf", %]
Pol = usol
Plot[{Pol[t, 3.], Pol[t, 5.], Pol[t, 7.]}, {t, 0, T},
PlotRange -> All,
PlotLegends -> {"r = 3 [Angstrom]", "r = 5 [Angstrom]",
"r = 7 [Angstrom]"},
AxesLabel -> {Style["Zeit t (s)"], Style["Polarisation P"]}]
Export["Polt.pdf", %]
Plot[{Pol[0., r], Pol[0.1 T1, r], Pol[0.5 T1, r], Pol[1. T1, r],
Pol[2. T1, r], Pol[3. T1, r]}, {r, 0, 0.2 R}, PlotRange -> All,
PlotLegends -> {"t = 0", "t = 1/10 T1", "t = 1/2 T1", "t = 1 T1",
"t = 2 T1", "t = 3 T1"},





TimeSteps = 0.1 (*s*)
PolList =
Table[{t,
NIntegrate[Pol[t, r], {r, Rmin, R},
Method -> {Automatic, "SymbolicProcessing" -> 0},
AccuracyGoal -> 1, PrecisionGoal -> 1]}, {t, 0, T, TimeSteps}]
ListPlot[PolList,
AxesLabel -> {Style["Zeit (s)"], Style["Polarisation P"]}]
5.4 Spindiffusion ohne ru¨cktreibenden Term
An dieser Stelle ist die Lo¨sung der Diffusionsgleichung 1.36 aus Abschnitt 1.8 ohne












Abb. 5.1: Graphische Darstellung der Polarisation in Zeit und Raum ohne ru¨cktreiben-
den Term in der Diffusionsgleichung.
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Abb. 5.2: Graphische Darstellung des Polarisationsverlaufs fu¨r ausgewa¨hlte Absta¨nde
(a) zur Polarisationsquelle oder nach bestimmten Zeiten (b) ohne ru¨cktrei-
benden Term in der Diffusionsgleichung. Abbildung c zeigt die integrale Pola-
risation u¨ber den gesamten simulierten Ortsraum.
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5 Anhang
5.5 14N-Polarisation im LAC des angeregten
NV-Zustands
Im Rahmen der Betreuung der Masterarbeit
”
Polarising Nitrogen Vacancy Centre Spins
In The Level-Anti Crossing Using ODMR Technique“ wurde die per Hyperfeinwech-
selwirkung verursachte Polarisation des NV-intrinsischen 14N-Spins untersucht [138].
In Abb. 5.3 sind die Hauptergebnisse dieser Arbeit zusammengefasst. Dargestellt sind
die ODMR-Messungen fu¨r unterschiedliche externe Magnetfelder und Orientierung die-
ser zu einem einzelnen NV-Zentrum. Aufgrund der Hyperfeinwechselwirkung zwischen
NV-Elektronenspin und nuklearem 14N-Spin kommt es zur Aufspaltung der Energie-
Niveaus und dementsprechend zu drei PL-Einbru¨chen pro elektronischen U¨bergang.
Fu¨r B ≈ 0 mT (cyan) sind diese drei Einbru¨che fu¨r beide elektronischen U¨berga¨nge























51,4mT ~B ‖ [111]
51,4mT ~B ∦ [111]
31,1mT ~B ‖ [111]
B ≈ 0mT
Abb. 5.3: Darstellung der Photolumineszenz (PL) u¨ber die Verstimmung um eine Zen-
tralfrequenz in einem gepulsten ODMR-Experiment. Bei der Zentralfrequenz
wurde die Rabi-Frequenz gemessen, um die no¨tige Pulsla¨nge ermitteln zu
ko¨nnen. Fu¨r 0 mT (cyan) ergeben sich bedingt durch die Hyperfeinaufspaltung
zweimal drei PL-Einbru¨che. Im LAC des angeregten Zustands bei 51,4 mT
( ~B ‖ [111]) stellt sich eine etwa 100 %-ige Polarisation des 14N-Spins in den
m = +1-Zustand ein (rot). Fu¨r ein niedrigeres Magnetfeld (blau) oder ei-
ne Verkippung des Magnetfels zur NV-Achse (gru¨n) sinkt der Polarisations-
grad. Zentralfrequenzen: 1,43 GHz (rot), 1,431 GHz (gru¨n), 2,00 GHz (blau),
2,87 GHz (cyan)
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(me = 0 → −1 und me = 0 → +1) zu erkennen. Fu¨r alle anderen Messungen sind nur
die U¨berga¨nge von me = 0→ −1 dargestellt. Bei einer Anna¨herung des Magnetfelds an
den Wert von 51,4 mT steigt der Grad der Polarisation in den nuklearen +1-Zustand. Ei-
ne nicht-verschwindender Winkel zwischen der Symmetrieachse des NV-Zentrums und
des externen Magnetfelds resultiert in einer Verringerung der nuklearen Polarisation
(gru¨n).
5.6 Varianten des NMR-Aufbaus und Probleme
Um die Qualita¨t der in dieser Arbeit vorgestellten Messergebnisse zu erreichen waren
viele Fehlschla¨ge und schrittweise Verbesserungen des Messaufbaus no¨tig. Einige davon
sollen an dieser Stelle Erwa¨hnung finden.
Die ersten Komponenten wurden aus Messing gefertigt, wobei sich aber im Nachhinein
eine zu starke magnetische Verunreinigung des Rohmaterials herausstellte. Aus diesem
Grund wurden in der na¨chsten Generation des Setups die meisten Komponenten aus Alu-
minium hergestellt. Abbildung 5.4 zeigt einige dieser neuen Aluminium-Komponenten
(a,b). Zur U¨berwachung der Temperatur, des Magnetfelds und der Fluoreszenz des Dia-
manten unter Bestrahlung wurden eigens dafu¨r angefertigte Sensoren verwendet (c). Fu¨r
Messungen mit analog stabilisierten Stromfluss durch die selbst gewickelten Spulen, wur-
de das in Abb. 5.4 d gezeigte Setup genutzt. Auf diesem Foto ist auch das NI USB-6009/8
I/O-Modul von National Instruments zu sehen, welches in den ersten Experimenten in
Kombination mit einem Labview-Programm fu¨r die Steuerung des Messablaufs genutzt
wurde. Im Laufe der weiteren Automatisierung wurde zu einem Arduino-Mikrocontroller
und einer in Python geschriebenen Software gewechselt. Auch wurde von einem Netz-
transformator mit Gleichrichter zu einem programmierbaren Schaltnetzteil gewechselt1.
In Abbildung 5.5 sind einige Schlitten-Modelle dargestellt, die aus Keramik (a,b,c),
Aluminium (d) oder aus der Kombination von beidem (e) gefertigt wurden.
Fu¨r die Befestigung der Diamantprobe auf dem Schlitten wurden verschiedene Kleb-
stoffe, wie etwa auch Zahnzement, in Betracht gezogen, wobei sich letztendlich Wasser-
glas als geeignet herausgestellt hat. Abbildung 5.4 e zeigt ein Foto des Diamanten nach
Laser-Bestrahlung. Offensichtlich muss darauf geachtet werden, dass beim Aufbringen
des Wasserglas nicht die Oberseite des Diamanten benetzt wird. Ansonsten kommt es
unter Laser-Bestrahlung zu eine (Phasen-) Umwandlung des ausgeha¨rteten und klaren
Wasserglases zu einer poro¨sen weißen und lichtundurchla¨ssigen Phase.
Des Weiteren la¨sst sich der Messaufbau zur Untersuchung von Flu¨ssigkeiten bezie-
hungsweise von in Flu¨ssigkeiten suspendierter Teilchen modifizieren (Abb. 5.6). Dafu¨r
fu¨hrt ein Glasrohr von der Niederfeld-Einheit zum HF-Probenkopf, wo das Glasrohr von
der HF-Spule umwickelt ist (Abb. 5.6 c), und anschließend u¨ber eine Pumpe zuru¨ck in
die Niederfeld-Einheit fu¨r eine erneute Bestrahlung. Somit ist ein geschlossener Kreislauf
gewa¨hrleistet, der eine wiederholte Messung erlaubt.





Abb. 5.4: Foto der Niederfeld-Einheit mit Laserhalterung (a) und der Shuttle-Halterung
ohne Helmholtzspulen (b). (c) Foto der Sensoren fu¨r die Temperaturu¨ber-
wachung, die 3D-Hallsonde fu¨r die Magnetfeldmessung und die Photo-





Abb. 5.5: Erste Version der Shuttle-Halterung mit pneumatisch gesteuertem Kipp-
Mechanismus fu¨r die Orientierung eines [100]-Diamanten (a). (b) Die im 3D-
Druck entstandenen weißen Keramik-Teile (HF-Spulen-Halterung und Pro-
benschlitten, die der mechanischen Belastung wa¨hrend des Probentransports
auf Dauer nicht standhalten konnten (c). Aus diesem Grund wu¨rde die na¨chste
Generation des Schlittens aus Aluminium (d) beziehungsweise die End-Version
aus Aluminium mit vorgelagerten und austauschbaren Keramik-Stab (e) ge-
fertigt. (e) Nach Laserbestrahlung entstandene Kristallschicht aus Wasserglas.
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Abb. 5.6: Es wurde ein Setup fu¨r die Untersuchung von in einem Fluid suspendierte
Diamant-Mikropartikel hergestellt, das mit den bestehenden Komponenten
fu¨r die Einkristalluntersuchungen kombiniert werden kann (a). Dafu¨r wird eine
Halterung (b) an dem Probenkopf montiert, welche diesen mit dem Glasko¨rper
(c,d) verbindet. Die Flu¨ssigkeit zirkuliert, angetrieben durch eine miniaturi-
sierten Kreiselpumpe, zwischen Niederfeldeinheit in der die Bestrahlung statt-
findet und dem HF-Probenkopf inmitten des NMR-Magneten.
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5.7 Magnetfeld-Simulation der Helmholtz-a¨hnlichen
Spulenanordnung
Um ein mo¨glichst homogenes Magnetfeld an der Probenposition wa¨hrend der Bestrah-
lung zu gewa¨hrleisten, fiel die Wahl auf eine Helmholtz-a¨hnlich Spulenanordnung. Grund-
lage fu¨r die genau Konstruktion waren im Vorfeld durchgefu¨hrte Simulationen des Ma-
gnetfelds. Das dafu¨r geschriebene Programm beru¨cksichtigt die letztendlich beno¨tigte
Magnetfeldsta¨rke, den Drahtdurchmesser, das Gewicht, den zur Verfu¨gung stehenden
Raum, die no¨tige elektrische Spannung, den no¨tigen elektrischen Strom und die da-
mit verbundene Leistung. So konnte eine Geometrie gefunden werden, die ausreichend
Platz fu¨r weitere Komponenten zuließ. Abbildung 5.7 zeigt das Magnetfeld entlang der
Spulensymmetieachse fu¨r verschiedene elektrische Stro¨me. Angesichts dessen, dass die
untersuchten Proben Dimensionen von wenigen Millimetern besitzen, kann man von
einem u¨beraus homogenen Magnetfeld von ±0,1 % ausgehen.



























Abb. 5.7: Simulation des Magnetfelds B entlang der Symmetrieachse der Spulenanord-
nung (Abb. 3.9, Abschnitt 3.4.2) fu¨r verschiedene Spulenstro¨me I. Der Null-
punkt entspricht dem Zentrum zwischen beiden Spulen des Spulenpaars.
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Abb. 5.8: (a) Simulation des Magnetfelds B entlang der Symmetrieachse der verkippba-
ren Spulenanordnung. Der Nullpunkt entspricht dem Zentrum der Hauptspule.
Der elektrische Strom durch die Spulen betra¨gt I = 9 A. (b) Konstruktions-
ansicht im Viertelschnitt der kippbaren Niederfeldeinheit.
5.8 Weiterentwicklung der
Bestrahlungs-/Niederfeld-Einheit
Um Bestrahlungen bei ho¨heren Magnetfeldern durchfu¨hren zu ko¨nnen, um etwa die in
dieser Arbeit pra¨sentierten Hyperpolarisationseffekt mit einer potentiellen Hyperpolari-
sation im Grundzustand-LAC bei etwa 102 mT vergleichen zu ko¨nnen, wurde eine neue
Niederfeld-Einheit konstruiert (Abb. 5.8). Mit dieser ist neben der Erreichbarkeit ho¨her-
en Magnetfeldern auch ein kontinuierlicher Winkel von einigen Grad zwischen Probe
und Magnetfeld einstellbar. Dies ermo¨glicht die winkelabha¨ngige Messung des Hyperpo-
larisationseffekts.
Abbildung 5.8 zeigt die Ergebnisse der Magnetfeldberechnung (a) und den Aufbau der
weiterentwickelten Niederfeld-Einheit (b). Das Magnetfeld wird durch eine Zylinderspule
und zwei kleinere Korrekturspulen erzeugt (teil-transparent) erzeugt. Diese sind kipp-
bar auf zwei Schenkeln (beige) gelagert, die ihrerseits auf einem Zahnrad (blau) montiert
sind. Dieses kann u¨ber einen Schrittmotor (gru¨n) rotiert werden. Dies ermo¨glicht eine
Kippung um einige und Rotation um volle 360 Grad. Mittig in der Spulenanordnung
befindet sich die Halterung (magenta) fu¨r das Schlittenschiene (gelb-braun). Die pneu-
matisch schaltbare Halterung fu¨r den Probenschlitten ist tu¨rkis und der Photodetektor
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