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Abstract
To reduce transmit power, increase throughput, and improve
communication range, radio systems—such as IoT sensor net-
works, Wi-Fi and cellular networks—benefit from the ability
to direct their signals, to ensure that more of the transmitted
power reaches the receiver. Many modern systems beamform
with antenna arrays for this purpose. However, a radio’s ability
to direct its signal is fundamentally limited by its size. Unfortu-
nately practical challenges limit the size of modern radios, and
consequently, their ability to beamform. In many settings, ra-
dios on devices must be small and inexpensive; today, these set-
tings are unable to benefit from high-precision beamforming.
To address this problem, we introduce RFocus, which
moves beamforming functions from the radio endpoints to
the environment. RFocus includes a two-dimensional surface
with a rectangular array of simple elements, each of which
functions as an RF switch. Each element either lets the signal
through or reflects it. The surface does not emit any power
of its own. The state of the elements is set by a software
controller to maximize the signal strength at a receiver, with
a novel optimization algorithm that uses signal strength
measurements from the receiver. The RFocus surface can be
manufactured as an inexpensive thin wallpaper, requiring no
wiring. This solution requires only a method to communicate
received signal strengths periodically to the RFocus controller.
Our prototype implementation improves the median signal
strength by 10.5×, and the median channel capacity by 2.1×.
1 Introduction
Many radio systems use directional or sectorized antennas and
beamforming to improve the throughput or range of a wireless
communication link. Beamforming ensures that a larger
fraction of transmitted energy reaches the intended receiver,
while reducing unintended interference. It is well known that a
radio with many antennas spread densely over a large area can
fundamentally beamform better than a smaller radio (§4.2).
However, there are many practical challenges to making
radio systems with large antenna arrays. First devices such
as IoT sensors and handhelds must be small in size. Second,
connecting each antenna in an array to full-fledged radio
transmit/receive circuitry increases cost and power. Third,
large, bulky systems are hard to deploy, even in infrastructure
base stations or access points.
To address these challenges and achieve the equivalent
of a large number of antennas, we propose RFocus. RFocus
is a programmable mirror/lens placed in the environment
that configures itself to direct a signal from a transmitter to
a receiver. This approach moves the task of beamforming from
the transmitter to the environment. Any device in the vicinity
can reap the benefits of RFocus’s size, without itself being
large or consuming additional energy.
RFocus is made up of thousands of simple elements
organized in a rectangular array. To minimize cost and power-
consumption, each element only contains a single 2-way RF
switch, which is as inexpensive as a passive RFID tag. It can
be manufactured as a thin, flexible sheet that can be pasted
on walls as (painted) wallpaper. It can be manufactured to be
battery and wire-free, powered and controlled with RF signals.
Each element in the RFocus surface can be in one of two
states. When “on”, the signal is reflected; otherwise, the signal
passes through. RFocus doesn’t emit any power of its own.
Each receiver periodically sends measurements to a RFocus
controller. The controller uses these to configure the RFocus
surface to maximize signal strength between the pairs. To
do so, the controller has a training phase, where it configures
test states on the surface, and monitors the changes in the
reported measurements. Once it has enough data, it uses
an optimization algorithm to set a state that maximizes the
endpoints’ objectives.
This controller’s optimization algorithm solves three
key challenges. First, indoor environments exhibit complex
multi-path. Therefore the optimal configuration might not
correspond to directing the signal along a single direction.
Second, one way to measure the effect of each element on the
channel is to vary it individually, and measure the difference.
However, the effect of an individual element is miniscule,
making it very hard to measure (§7.2.3). Third, drift in carrier
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frequency offset (CFO drift) corrupts an already weak signal,
making it hard to measure phase.
Our prototype has 3,720 inexpensive1 antennas on a 6
square-meter surface. We believe this configuration may
be the largest number of antennas ever used to improve
communication links.
RFocus can work both as a mirror or a lens, with the
controller seamlessly choosing the right mode. That is, radio
endpoints can be on the same side of the surface, or on opposite
sides. Further, the optimization organically prioritizes more
important elements, which makes RFocus robust to element
failure.
The contributions of this paper include:
1. The RFocus controller, incorporating three key ideas.
First, to handle complex multipath, RFocus exploits the
fact that the RFocus surface design is approximately
linear. Second, it modulates all elements at once to
boost the effect of the RFocus surface on the channel,
hence making the change large enough to be measurable.
Third, it relies only on signal strength measurements,
sidestepping difficulties in measuring phase. Under
realistic assumptions, we prove that the controller finds
a solution that is within 2× of the optimal.
2. The RFocus surface, which has several desirable
properties. First, unlike prior work, [5, 14] to make our
reflectors inexpensive, we use just two states. We prove
that this achieves at-least 1/pi of the performance of
reflectors that have infinitely many states (§6.2). Second,
our reflectors’ sizes are comparable to a wavelength,
which considerably simplifies their design. There are
diminishing returns to making them much smaller than a
wavelength (§6.1). Third, our design is both area-efficient
and approximately linear (§7.2). To achieve this, we
exploit the well-known phenomenon that waves ignore
details that are much smaller than a wavelength (§6.3).
Finally, it works across a wide range of frequencies.
3. Experiments, which show that in a typical indoor
office environment, RFocus achieves a median 10.5×
improvement in signal strength and 2× improvement in
channel capacity.
2 RelatedWork
LAIA [5, 14] is a recent project that helps endpoints whose
line-of-sight path is blocked by a wall. LAIA deploys elements
connected by a wire going through holes in the wall, taking
energy collected from one side of the wall to the other. Thus
individual LAIA elements have a much larger impact on the
channel than RFocus reflectors. This allows LAIA to function
with fewer elements than RFocus. However, LAIA’s benefits
1At scale, each of the antenna elements is on the order of a few cents or less.
are limited to receivers which are blocked from the sender
by the wall which its elements traverse. By contrast to LAIA,
our goal is to design a system that is not just limited to such
receivers. To achieve this goal, we solve the challenge of
measuring the effect of the RFocus reflectors. Additionally,
our mirrors use a 2-way RF-switch [11] which is 20× cheaper
than the phase-shifters used by LAIA [10]. We prove that
RFocus achieves a channel improvement that is at-least 1/pi
as that of a surface whose elements have infinite states (§6.2).
The idea of using passive controllable reflectors in the en-
vironment to improve communication links has been explored
before [3,6–8,12,13]. This prior research is, however, is in the-
ory or simulation, except for one paper providing a preliminary
experimental result [13]. To the best of our knowledge, RFocus
is the first large-scale real-world prototype of such a system.
One line of theoretical work [6–8] explores using metama-
terial elements to create antenna arrays, where each “pixel” is
much smaller than a wavelength. This approach offers fine-
grained control over the electric field at the surface. This work
designs sophisticated algorithms to solve Maxwell’s equations
to reason about the surface. We argue,however, that at distances
greater than a few wavelengths from the surface, such fine-
grained control gives only incremental benefits §6.1. Hence
we adopt a simpler design with larger, non-metamaterial pixels.
Another related line of work improves wireless coverage
by analyzing the indoor space, and custom-designing a 3D
reflector for that space. When 3D-printed and placed behind
the access point (AP), the reflector reflects energy in specific
directions to maximize signal strength at previously uncovered
areas [1, 15]. Once deployed, this reflector has a very low
operational cost; it is just a passive metal-coated object. But
a new reflector needs to be designed for each new location and
whenever the space changes or the AP is moved. Further, one
solution has to be designed for all pairs of endpoints, whereas
the RFocus design can dynamically design a new pattern for
each pair of endpoints at runtime.
Range extenders are an alternate technique to increase
signal strength at the receiver. However, by retransmitting
each packet, they increase interference and waste transmission
opportunities. By precisely focusing energy already available,
RFocus decreases interference while increasing signal
strength.
Reconfigurable antennas [2] and reflectarray antennas [4]
have RF switches and phase shifters, which allow them to
dynamically change their characteristics such as operating fre-
quency, input impedance and directionality. These approaches
focus on modifying an antenna to get better characteristics. By
contrast, we leave the transmit and receive antennas unmod-
ified, instead modifying the environment to improve commu-
nication for all nearby devices. Thus one set of antennas in the
environment (RFocus surface) can serve multiple devices, even
though the devices are too small to have a large antenna array.
2
RFocus SurfaceReceiver
Device 1
Device 2
Controller
Figure 1: RFocus consists of a large passive reflecting surface
and a controller that configures how the surface reflects signals
by setting the “on” or “off” state of each RF switch on the
surface. Endpoints use RFocus for beamforming transmissions
by periodically sending received signal strength measurements
to the controller. The controller uses this information in an
optimization algorithm that determines the state of each switch
on the surface to focus the transmitter’s signal at the intended
receiver. RFocus does not need to know where the endpoints
are, and can improve SNR when the endpoints are on the
same side of the surface (like a mirror) or on opposite sides
(like a lens). Once configured, it can switch between different
configurations in≈1 ms, allowing different pairs of endpoints
to time-share the surface’s beamforming abilities.
3 Overview
RFocus seeks to increase the received signal strength of a
transmitter’s signal. A transmitter can take advantage of
this capability by reducing its transmit power, which helps
reduce interference between nearby devices, and helps
battery-operated devices conserve energy. Communicating
endpoints may also use the boost in signal strength to achieve
higher throughput or range.
Figure 1 shows how RFocus enables multiple communi-
cating endpoints to exploit the RFocus surface’s large area (a
large area is essential for precisely directing radio signals, as
explained in §4.2. Figure 2 is a picture of our prototype.
To model the system, we treat each element in the RFocus
surface as contributing a phase to the received signal (§4.1).
RFocus’s behavior toward radio signals is controlled by
which elements are turned on, as this controls where the paths
interfere constructively versus destructively. For instance, we
can programmatically control the angle at which the signal
is reflected or the point at which it is focused. The controller
uses signal-strength measurements from the receiver to
determine which elements to turn on, so that all the paths
interfere constructively at the receiver. To do so, it sets random
configurations on the surface, and monitors how the signal
Figure 2: Our prototype of the RFocus surface.
strength reported by the endpoints varies, and uses an efficient
majority-voting algorithm to converge to a configuration that
is within 2× of optimal.
4 Background
4.1 SystemModel and Notation
In any environment, there are multiple paths between any two
antennas. For a narrow-band signal of wavelength λ, the effect
of each path can be represented by a complex number. It is
a function of the path length and any reflectors it encounters.
The net effect of the channel is the sum of the effects of all the
paths. A subset of the paths pass via each of the N elements on
the RFocus surface. Denote the channel effect of the elements
by c1,...,cN . We combine all the paths not going via RFocus
into one complex number cE (E for environment). The net
channel is therefore:
h=cE+
N
∑
i=1
αici (1)
Here αi represents the amplitude change and phase shift
introduced by element i. RFocus controls the channel, h, by
adjusting αi. cE and ci are functions of the path lengths. αi is
a function of the state of the ith element and its neighbors, the
shape of the antennas composing the element, and the angles
at which the path enters and leaves the ith element. Since the
elements are passive and do not contain an energy source,
|αi|≤1. If we had full control over each αi, then to maximize
the channel strength, |h|, we would set αi= cE|cE |
c∗i
|ci| , where c
∗
i
denotes conjugation. We get:
|h|=
∣∣∣∣∣cE+ cE|cE |
(
N
∑
i=1
|ci|
)∣∣∣∣∣= |cE |+∑i |ci| (2)
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This assignment maximizes |h|. However, we do not have
full control over αi. Our elements can only be in one of two
states, on or off. If we assume that αi is a function of only the
ith element’s state and not that of its neighbors, then we can
write the channel as:
h=hZ+
N
∑
i=1
bihi (3)
Section 7.2.1 shows that this is a good approximation.
Here bi ∈ {0,1} denotes whether the ith element is on or
off. hZ is the channel when all elements are off, and hi is the
effect of turning the ith element on. Here, we have folded the
complexities of αi into ci to get hi. We prove that having the
ability to set any bi≤1 gives only a pi≈3.14 factor advantage
in optimizing |h| (or a pi2 factor advantage in |h|2, the energy)
over being restricted to pick bi∈{0,1} (§6.2).
4.2 How Size Helps Communication
In this section, we discuss some well-known results that
illustrate why and how much the size of the antenna array helps.
Quadratic growth. From equation 1 we can see that, when
optimized, |h| grows linearly with the number of elements, N,
if the |hi| values don’t fall as N increases. Hence, the energy
in the signal, |h|2, grows as O(N2). The whole is thus greater
than the sum of its parts! This property holds because the
phases of all paths are aligned, and energy that would have
otherwise gone elsewhere is now focused on the receiver. If
the phases are random, |h| only grows as O(√N) (due to the
central limit theorem), and the energy hence grows as O(N),
which matches our intuition about everyday objects which do
not align phase. We show that even with our system, where
we can’t fully align all phases, and our elements are limited
to having 2-states, the O(N2) growth still holds (§6.2).
The diffraction limit. We now use well known results to
quantitatively understand how the size of the RFocus surface
allows it to focus on a small area. The Abbe diffraction limit
states that, if our surface has an area A, and focuses energy at a
point at distance d away from it, the spot onto which the energy
is focused will have an area a= kλ2(1+4 d
2
A ), where λ is the
wavelength. k is a proportionality constant, conventionally
set to 0.5; it is a function of how well we want the energy to
be confined within a. The energy is spread through the area
a, hence the energy available to the receiver is O(Ω/a), where
Ω is the solid angle subtended by RFocus on the transmitter,
and accounts for the amount of transmitted energy incident
on the surface. Hence RFocus works best when the transmitter
(or receiver, since the channel is symmetric) is close (say
at distance d′) to the surface, and therefore Ω is large. Now
Ω ∝ arctan2 (
√
A/d′), which when Ω isn’t too large (say
<pi/2), is O(A).
b) 100 Antennasa) 4 Antennas
Target Focus Point
Figure 3: A simulation of how signal strength is distributed
when an antenna array tries to maximize signal strength at
the target point. The antennas are in the highlighted regions.
With 4 antennas, the signal is directional, but quickly begins
to spread out. The 100 antennas, subtend a large angle at the
target, and are hence able to focus energy there, avoiding
attenuation due to spreading. For clarity, the very high signal
strength near the antennas is not shown.
Note, A/d2 is proportional to the angle subtended by the
surface on the receiver. We get two regimes depending on how
large this angle is. If the radio is far away from the surface (i.e.
d2A), then a∝∼d2/A and energy falls as O(AΩ/d2). This is
still a 1/d2 fall, but the constant is improved by a factor of AΩ.
If the radio is closer, then d2∼A, and the first term dominates.
In this regime, a can be made quite small, on the order of a few
λ2. Hence almost all of the transmitted energy can be incident
on the receiver.
In traditional beamforming, A is typically small, hence
d2  A and we are always in the first regime where the
signal experiences a 1/d2 attenuation as it spreads out. The
difference between the two regimes is illustrated in Figure 3.
5 Optimization Algorithm
The RFocus controller uses measurements from the radio
endpoints to maximize signal strength at the receiver. In this
section we will first describe the challenges in measuring
changes in the channel, and why we rely solely on RSSI
measurements (§5.1). We then describe how to compute
the optimal solution given perfect information about the
channel, and an easy way to get a 2-approximate solution to
the optimal (§5.2). Finally we describe our algorithm, and
prove that it finds a 2-approximate solution (§5.3).
5.1 Measuring the Channel
A direct, but naive, method: When all the elements
are turned off, the channel is hZ , by definition. Ideally, to
measure each hi, we could turn just the ith element on, and
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measure the difference from hZ . But this change is usually
too feeble to measure, because an element is just a small
piece of metal lying somewhere in the environment. When
we tried measuring this effect, we had to block the direct path
between the radios with a sheet of metal, and keep the element
in the closest indirect path. Even then, we had to average over
hundreds of measurements. In general, this small change is
well beyond our ability to measure (§7.2.3).
Prior work [5] is able to measure the effect of individual el-
ements because the direct path was blocked by a wall. Further,
each of their elements physically traversed the wall with wires
connecting antennas on either side of the wall. This allows
each of their elements to have large effect on the channel.
Boosting the signal. Each hi may be small, but all the
elements together can have a large effect. We could generate
several random configurations of the surface by randomly
choosing the state of each element. If we vary N elements,
the variance of measurements among these states will have an
expected magnitude of
√
Nσ (due to the central limit theorem)
where σ is the variance of each hi. This gives us a O(
√
N)
boost in amplitude, which is an O(N) boost in energy.
Challenges in measuring phase. A second skeleton algo-
rithm would measure the channel for many random configu-
rations of the surface, and solve the linear equations to obtain
all the hi. However this is also hard, since it needs to measure
changes in the phase of the channel. First, many commodity de-
vices do not report phase . Second, linear regression computes
unnecessary information, and is hence sample inefficient; we
just want to know whether to turn an element on or off; we
don’t care what the exact phase and amplitude of hi is. Third,
and most importantly, the change in the channel, even after this
O(
√
N) boost, is still quite small . The carrier frequency offset
(CFO) drifts fast enough that it overpowers the measurement
unless we compute the difference in the channel immediately
before and after the surface’s state changes. For this, we need
to know exactly when the surface changed its configuration.
This means the clock of the receiver must be synchronized with
that of the controller. In our micro-benchmarks, we synchro-
nized the clocks to within 30µs by connecting a wire from the
Arduino controller to the receiver. It is only with such synchro-
nization that we get reasonable phase-measurements. While ac-
ceptable for doing research, this is impractical for deployment.
Using RSSI. One way to avoid CFO-drift is to rely purely
on signal-strength measurements, ignoring phase information.
This has the additional benefit of being deployable with
commodity receivers that report the RSSI without phase.
RSSI is not always an absolute metric, and may vary due to
automatic-gain control changes or temperature changes on
the amplifier. Hence we always measure RSSI of a test state
hOPT
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h3
h4h5
h6
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h8
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2
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Figure 4: The figures show the channel variables on a complex
plane. On the left, the optimal solution consists of choosing all
hi on on side of a halfplane (the non-greyed region), and setting
the others to zero. This removes destructive interference
from the elements in the greyed-out region and improves
signal strength. The precise choice of the halfplane is not
very important, and an arbitrary choice (right) will give us a
2-approximation.
relative to a baseline state; e.g., the all-zeros state where all
elements are turned off. We call this is the RSSI-ratio.
We develop a simple algorithm that uses RSSI measure-
ments to find a 2-approximation to the optimal. That is, the
|h| for the solution it finds is at least |hOPT |/2. But first, let us
see how the controller would work if it knew hE and all the hi.
5.2 Optimal and Approximate Solutions
Given Perfect Information
Assume that equation 3 is accurate. Later we verify it
experimentally (§7.2.1). The controller needs to assign
values 0 or 1 to each bi such that |h| = |hE + ∑i bihi|
is maximized. Let hOPT be an optimal solution. In this
solution, bi = 1 if and only if hi · h∗OPT ≥ 0 (x∗ denotes
complex conjugation). Otherwise, we could flip bi to get
|hOPT−bihi+(1−bi)hi|= |hOPT +(1−2bi)hi|≥|hOPT |.
Therefore the optimal solution consists of the subset of hi
that make an acute angle with hOPT . Therefore all hi lie in
one halfplane separated by a line passing through the origin as
shown on the left in Figure 4. To find an optimal assignment,
we need to guess the direction of hOPT , and pick each αi based
on whether hi ·hOPT ≥0. How do we guess the direction/phase
of hOPT ? If we know hE and hi∀i, then this is easy. Simply
iterate through all the directions2
But we do not have all the hi. The following lemma shows
that the choice of the direction of hOPT is not very important.
It will be useful when we develop an algorithm that works
purely based on RSSI measurements.
Lemma 1. Consider an arbitrary line passing through the
origin of the complex plane. It divides the elements in two
2There are an infinite number of directions. But the resulting configuration
changes only when the new line includes/excludes a new hi. Hence we only
need to consider O(n) directions, and the entire algorithm is O(n2).
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sets, depending on which side their hi lies on. This gives two
candidate solutions, where bi for elements in one set is set
to 1 and the elements in the other is set to 0. Of these two, the
solution that gives a higher value of |h| is a 2-approximation.
That is, |h|≥|hOPT |/2.
Proof. Consider the right side of Figure 4. It shows the
halfplane corresponding to the optimal solution, and a
different, arbitrary, division of the halfplane. These divide the
complex into 4 parts. Let the sum of hi of elements in these
parts be H1,H2,H3 and H4. Then hOPT =H1+H4. The triangle
inequality implies that |H1| + |H4| ≥ |H1 + H4| = |hOPT |.
Hence either |H1|≥|hOPT |/2 or |H4|≥|hOPT |/2. The sum of
all the hi in the two sides of our arbitrary line is H1+H2 and
H3+H4. Adding H2 and H3 to H1 and H4 respectively cannot
decrease their magnitude, since the parts subtend an acute
angle with each other. Hence at least one of the two sides of
the arbitrary line has a sum with magnitude≥|hOPT |/2.
5.3 The RSSI-Based Optimization Algorithm
Algorithm 1 RFocus’s majority voting algorithm
procedure MAJORITYVOTE(States, RSSI)
// RSSI[ j] gives the measured RSSI-ratio for States[ j]
Opt← blank-list . The final optimized state
a← AVERAGE(RSSI)
for i :=0 to NumElements do
VoteOn←0, VoteOff←0
for n :=0 to States.len do
if
(States[n][i]==1 and RSSI[n]>a) or
(States[n][i]==0 and RSSI[n]<a) then
VoteOn←VoteOn+1
else
VoteOff←VoteOff+1
Opt[i]←(VoteOn>VoteOff)
// One of Opt and not Opt is a 2-approximation
return (Opt,not Opt)
Given the measured RSSI-ratio for a set of K random con-
figurations, our majority-voting algorithm (see Algorithm 1)
finds the state for each bit i. It compares the RSSI-ratio of
each measurement to the average value: if it is higher (or
lower) than the average RSSI-ratio when the ith element is
on (or off), then it votes for the element to be on. Else it votes
for the element to be off. The ith element’s optimized state
is determined by which value received more votes. As the
following theorem shows, this algorithm effectively finds the
2-approximate solution discussed above.
Theorem 1. Assume the model given in equation 3 is correct,
N→∞,K→∞ and |hi|
∣∣∣hZ+ 12∑Nj=1h j∣∣∣∀i. N is the number
of elements and K is the number of measurements. At-least one
h Z
S/2
h Z
S/
2
hi/2
(a) (b)
Figure 5: (a) shows the probability density function of the
channel when all bits are chosen uniformly at random. (b)
shows the PDF conditioned on the ith bit being ‘on’. The
dashed circle is centered at the origin with radius |hZ+S/2|,
where S = ∑Ni=1 . Depending on which side of the circle hi
takes the mean, the mean magnitude will be greater or lesser
than that of the unconditional PDF.
of the solutions returned by Algorithm 1 produces a channel
magnitude |h| that is at least 1/2 that of the optimal solution.
Proof. According to equation 3, when we randomly vary bi, h
becomes a random variable, H, with mean hZ+S/2, where S=
∑Ni=1hi is the sum of the hi of the rest of the elements. The S/2
term appears because we include each element with probability
half. Figure 5a) shows this probability distribution. Consider
an element i that hasn’t yet been fixed. If we condition the prob-
ability distribution on the ith element being on, then the PDF
shifts by hi/2 as shown in Figure 5b), because the ith element’s
value is fixed in these samples (it shifts by hi/2 and not hi since
we have already included the other hi/2 in S/2). If we condition
on the element being off, then the mean shifts by−hi/2.
The central limit theorem implies that H/
√
N is Gaussian as
N→∞. Hence, if hi/2 (or−hi/2) shifts the mean to be within
the circle, then when the element is on (or off) the RSSI-ratio
is more likely to be less than the unconditional mean. If it
hi/2 shifts the mean outside the circle, then the opposite holds.
Hence, as K→∞, we can determine with confidence tending
to 100%, whether the conditional mean is inside or outside
the circle, by looking at RSSI-measurements alone.
We assumed that |hi| 
∣∣∣hZ+ 12∑Nj=1h j∣∣∣ ∀i. This is
reasonable since hi is just the effect of just one element, which
is O(
√
N) times smaller compared to S/2 as N → ∞, if hi
are i.i.d random variables. Given this assumption, to a good
approximation, the mean shifts outside the circle if and only if
it shifts to the outer side of the tangent line shown in figure 5.
Thus, we can determine on which side of the tangent line an
element lies, purely by looking at the RSSI ratio. This allows
us to get a 2-approximate solution as shown in Lemma 1.
The Optimization Algorithm in Practice In practice, we
make a few changes to Algorithm 1: We cannot perform
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K→∞measurements. So we stop varying an element as soon
as its value is known with>95% confidence, as determined by
a two-sided Student’s t-test. This enables us to get the benefits
of an element, as soon as we are confident about its value.
This gives us an organic method to prioritize higher-impact
elements, since we will be confident of their value earlier. It
also provides robustness against damaged/occluded elements,
since they do not increase the time required to determine the
other elements’ values. We divide our evolution into batches
of 2000 measurements. After each batch, we fix the values of
elements we are sure about, and vary only the remaining ones3.
Finally, we use median instead of mean, since it is more robust
to one-shot measurement noise such as those due to packet
loss and Automatic Gain Control (AGC) changes.
6 Antenna Array Design
In our design, we have made two key design choices. First,
each reflector has only two states: one that reflects the signal,
another that lets it through. Second, each element is half a
wavelength tall and 1/10 of a wavelength wide. In this section
we explore the tradeoffs in these choices.
6.1 How Big Should Each Element Be?
An array with many small antennas gives better control
over the reflected signal, while one with fewer but larger
antennas is cheaper and simpler. It is well understood that,
in an array, the inter-antenna spacing should be smaller than
half a wavelength, since otherwise there will be grating lobes,
where the signal is sent in directions other than the desired
direction. But is there a benefit to making the spacing even
smaller? While our antennas are inexpensive enough that
this may be cost effective, designing antennas that are much
smaller than a wavelength 4 is challenging. Small antennas are
either inefficient, absorbing only a small fraction of incident
energy, or they are efficient only over a small bandwidth.
Further, when placed close to each other, antennas interact
strongly with each other in a way that is often hard to model.
Fortunately, a well understood result suggests that making
antennas much smaller than half a wavelength will give only
marginal benefits. Consider two infinite parallel planes a
distance d apart, separated by a homogeneous medium. Varia-
tions in electric/magnetic fields in one plane that are faster than
once per wavelength, will have a negligible effect on the fields
on the other plane (the effect they have decays exponentially
with d). A formal statement and proof can be found in [9].
Hence any fine-grained variations we introduce in the surface
will be lost as soon as the signal propagates a few wavelengths
3The unconditional mean changes, as we fix more and more elements. We
account for this by comparing against the mean/median for RSSI-ratio of only
that batch.
4Called “electrically small antennas”
in either direction. Hence we can design an array with antennas
comparable to a wavelength, and still get most of the benefits.
6.2 How Many States Should Each Element
Have?
In our design we chose elements that can be in only one of two
states. But we could have chosen a design that offers greater
control. Ideally we would be able to control the exact phase
and amplitude with which each element reflects its energy. In
terms of our model in equation 3, we would have been able to
set any bi∈C,|bi|≤1, instead of being restricted to bi∈{0,1}
(|bi|≤1 because RFocus doesn’t emit any energy of its own).
Let us denote the amount of energy that can be directed by the
surface in the two cases as hIDEAL and hREAL. In this section,
we show that |hREAL|≥|hIDEAL|/pi. Hence, by having just two
states, we can get 1/pi2 of the signal strength we’ll get with
infinitely many states. Here we only consider the signal from
the surface and not the direct path, hZ . To maximize signal
strength, we’d need to align the phases with hZ also, which
is usually easy since the phases of hi are uniformly distributed,
since the antennas are spaced closer than λ/2.
Theorem 2.
|hREAL|≥ |hIDEAL|pi .
Proof. In the ideal case, we should align the phases of all hi to
maximize |h|. Then, we get |hIDEAL|=∑Ni=1|hi| (§??). Define
A =
∫ pi
−pi∑
N
i=1 |hi · e jθ|dθ. Intuitively, it computes the sum of
components of hi along angle θ and integrates over all θ. Each
θ corresponds to a perpendicular to a halfplane, as discussed
before in §5.2. At least one of these, say θ0, corresponds to
the optimal half-plane, wherein the optimal solution contains
all the hi such that hi · e jθ0 > 0. These contribute hi · e jθ
toward hREAL. Thus, |hREAL| = ∑Ni=1 Max(0,hi · e jθ0), hence
|hREAL| ≥ 12∑Ni=1 |hi ·e jθ0 |, because otherwise we could have
chosen −θ0 and obtained a better |hREAL|. Hence |hREAL| ≥
1
2 maxθ∈[pi,pi)∑
N
i=1|hi ·e jθ|≥ 12 12pi
∫ pi
−pi∑
N
i=1|hi ·e jθ0 | dθ= A4pi .
We can rearrange the sum as A = ∑Ni=1
∫ pi
−pi |hie jθ| dθ =
∑Ni=1|hi|
(∫ pi
−pi|cosθ| dθ
)
. The second step is possible, because
cosθ is taking a dot-product of hi over a unit complex number
with phase θ. Since we are integrating over all angles, it doesn’t
matter which angle we start from. Now we can evaluate the
integral to get A=4∑Ni=1|hi|=4|hIDEAL|. Since |hREAL|≥ A4pi ,
|hREAL|≥ |hIDEAL|pi .
6.3 Our Design
Our antenna array design consists of a panel of λ/4×λ/10
sized metal rectangles as shown in Figure 6, where λ denotes
the wavelength. They are connected by RF-switches which
determine whether or not the rectangles are connected (the
switches are placed off-center for practical PCB-design
reasons). This design works only for vertically polarized
7
λ
4 λ
10
λ
10
Metal
RF  
Switch
Figure 6: Schematic of the design of our antenna array. This
array of rectangles continues in both directions.
radiation. It can be generalized to all polarizations by having
an identical copy perpendicular to this one.
There are two principles of operation. First, the rectangles
by themselves are too small to strongly interact with radia-
tion. However, when an RF switch is turned on, it joins two
rectangles to form a λ/2×λ/10 rectangle. This forms a half-
dipole antenna and interacts strongly with incident radiation.
We made the strips wide to support a wider bandwidth of oper-
ation. The second principle is that, if a plate of metal has small
holes in it, then radio behaves as if the holes weren’t there. This
is the same reason why microwave oven doors have small holes
in them, and why airport radars can use a metal cage, and not
a solid sheet, to form their rotating dish antenna. A commonly
used rule-of-thumb states that the holes need to be smaller than
λ/10. This motivates our choice of gaps between rectangles.
When switches in adjacent columns are turned on, their rectan-
gles should behave as a continuous sheet of metal, rather than
individual columns, allowing us a large control over incident
energy. Because neighbors act in a simple way, we expect that
the neighbors’ state wouldn’t change the phase of the currents
induced in the rectangle, only the magnitude. Hence the linear
model in equation 3 should be approximately correct.
The above reasoning is merely the conjecture that motivated
our design. Simulating such a large array is very computation-
ally intensive, therefore experiment is the most tractable option.
We conduct two experiments to partially validate this theory.
§7.2.1 demonstrates that the linear model is approximately cor-
rect, and §7.2.2 shows that the surface has a large control over
the incident energy. Validating this design in an anechoic cham-
ber would offer more insights, but we leave that for future work.
7 Evaluation
7.1 Experiment Setup
Our antennas are fabricated on custom printed circuit boards,
with 40 antennas per board. We mount 94 of these boards on
metal frames and place it next to a wall in our lab. The boards
are connected in series with a single SPI bus composed of shift
registers, allowing our Arduino controller to set the state of
each individual element. Setting one state takes 6ms; gener-
ating 3760 pseudorandom bits and pushing them at 20Mbit/s
though the serial bus consume most of the time. This is the
primary bottleneck of our system. However this is a limitation
of our implementation. One could imagine other architectures
which are faster. For instance, rather than have one long serial
bus, we could have multiple buses, each controlling a subset
of the bits. Alternatively, each element could be similar to
an RFID tag that sets its state to a pseudo-random number
in response to a clock signal from the RFID-reader-like
controller. If each element switched once every 10µs (the RF
switch takes < 1µs), then we could do 10000 measurements
every 100 ms, which is enough for typical indoor movements,
since optimizing the surface requires O(N)measurements (N
is the number of elements). Nevertheless, supporting motion
is challenging with our architecture. For objects moving faster
than walking speed, the easiest option would be to beamform
to a large area, and give up on focusing to a small spot.
Measuring Phase Change Some of our microbenchmarks
measure the change in phase of the channel. To prevent
this already weak signal from being further corrupted by
drift in carrier frequency offset (CFO drift), it is important
that the Arduino controller’s time is synchronized to the
radio’s §5.1. To do so, we connect a wire from the Arduino
to an RF-switch connected to the transmitter; The Arduino
periodically switches off transmission, which the receiver
detects to synchronize its clock to the Arduino’s to within 30
µs. To give the phase-change of a state an absolute value, we
always measure it relative to the channel where all elements
are off, hZ ; If the phase of an assignment was h, we measure
h/hZ . Note, the synchronization is only for microbenchmarks.
The main optimization algorithm relies purely on RSSI
measurements, and does not require such fine synchronization.
7.2 Microbenchmarks
7.2.1 Linearity
Our optimization algorithm (§5.3) assumes that the linear
model in Equation (3) is correct, which states that the elements
do not interact with each other. That is, the hi for one element
does not depend on bi for any other element. Since the elements
are flat and only radiate perpendicular to the surface, we would
expect this to be true for elements that are separated by more
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Total prediction error Error due to noise
5.4% 2.0%
Figure 7: A linear model predicts the channel due to a state
with 5.4% accuracy. If the surface were perfectly linear, the
error would have been 2.0% due to noise. Hence the RFocus
is approximately, but not fully, linear.
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Figure 8: The ability to control the surface’s opacity to radio
as a function of frequency.
than a few wavelengths. However nearby elements may inter-
act, especially since we placed them close together in order to
be able to control a large fraction of incident energy. We had
an intuition that the non-linearity due to this interaction should
be small (§6.3). Now, we experimentally test this intuition.
We prepare several random “test-triples” of states of the
form (SA,SB,SAB). SA and SB are mutually exclusive. That is,
no two elements are ‘on’ in both of them, and any element that
is ‘on’ in either SA or SB is also ‘on’ in SAB. Treating the states
as bit-strings and & and | as bitwise operators, SA&SB=0 and
SAB = SA|SB. Let (hA,hB,hAB) be the ground-truth channels
for the triple, if our linear model in equation 3 is correct,
hA/hZ +hB/hZ−1= hAB/hZ . Our setup can measure hX for
any state X , and we test how well we can predict hAB/hZ given
hA/hZ and hB/hZ . To get reliable measurements of each of
these ratios, we measure each ratio 100 times.
Non-linearity, if any, will arise when neighboring elements
that weren’t simultaneously ‘on’ in SA or SB, are both turned
‘on’ in SAB. To ensure there are many such cases, we randomly
assign each element to SA or SB. Then we randomly choose
the value for elements in SA and SB, and compute SAB using
a bit-wise or. This way, many new neighbors will interact in
SAB. As shown in Figure 7, we can predict the value of SAB
with 5.4% error. Hypothetically, if the surface were perfectly
linear, we would have 2.0% error due to noise. Hence, though
the RFocus isn’t perfectly linear, the non-linearities are small.
7.2.2 Controllability and Bandwidth
One design goal of our antenna array design was that it should
be able to control a large fraction of incident energy. To test
this, we kept the surface in between two wide-bandwidth
directional (Vivaldi) antennas pointed at each other. Using
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Figure 9: Measurability of the effect random configurations
of the RFocus surface on the channel, as a random subset of
them are deactivated. It demonstrates why boosting (§5.1) is
important for RFocus to function.
a Vector Network Analyzer (VNA), we compare the signal
strength between the antennas when all the elements are turned
on and when they are all turned off. We expect that, when the
elements are all on, the surface will be much more opaque to
radiation, reflecting a large fraction of it. The ratio of signal
strength in these configurations is shown in Figure 8. As shown,
this ratio is consistently greater than 6 dB between 1600 and
3100 MHz. Hence, it can change its opacity by over 75% over
a large bandwidth. The peak is closer to 3000 MHz, where the
change is well over 10 dB (90% control). But all of our other
results are in the 2450 MHz ISM band, in order to conform to
FCC rules; we expect better results if we had operated closer
to the peak. Frequency of operation can be tuned by scaling
the sizes of the components. Since antenna design was not the
focus of our current work, we leave this to future work.
The y-axis is cropped at −3 dB for clarity in showing
our frequency range of interest. The change falls after 3000
MHz because our RF switch is only rated up to that level. At
<1500 MHz, the rectangles, even after joining, are too small
to interact with radiation.
7.2.3 Measurability
To aid measurement of the effect of the RFocus surface on the
channel, we vary all elements randomly and at once (§5.1).
This gives us an O(N) boost in our ability to measure the
change in the channel. To experimentally study the effect of
this boost, we compute the Signal to Noise Ratio (SNR) of
the measurement as a function of the number of elements
in the array. We artificially reduce the size of our array, by
deactivating a random subset of it.
We measure the RSSI-ratio for 100 different random con-
figurations, repeating the measurement for each configuration
125 times. For each configuration, the RSSI-ratio is averaged
over all measurements. The ‘Signal’ in SNR is the variance
in the (average) RSSI-ratio across all configurations, and the
‘Noise’ is the average variance in the RSSI-ratio measurements
within measurements of each individual configuration. We
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Figure 10: Map of signal strength improvement (ratio). For the
red point on the bottom left, the improvement is 64×, which
is clipped on the map. The receiver and RFocus surface are
in fixed positions, as shown. Signal strength improvement is
plotted for various points on the map. The dotted lines indicate
thinner, glass walls. A CDF is shown in 11(a).
plot the SNR as a function of the number of active elements
in Figure 9. In this experiment, the transmitter and receiver
are on the same side of the RFocus surface, separated by about
1 meter; when the RFocus surface is optimized for this pair,
it achieves a 12× gain in RSSI.
We can see that SNR is much higher with a greater number
of elements. Our estimate of SNR is only reliable above
−20dB, hence the effect of varying just one element is well
below our ability to detect. This is why boosting the signal
by varying all elements at once, is critical.
Nevertheless, even at its highest point, measurability is still
at 2dB, which is why it is important that our algorithm be able
to use noisy measurements. Note, this is the impact of random
configurations on the channel. When optimized to eliminate
destructive interference, the effect is amplified by O(N), which
is why the optimized state still produces significant gains in sig-
nal strength, though a random state doesn’t have much impact.
7.3 Signal Strength Optimization
For our main evaluation, we placed the receiver and the
RFocus surface at a constant location as marked in Figure 10.
Then we placed the transmitter various positions in an indoor
environment (our lab), and ran the optimization algorithm
to maximize signal strength at the receiver. We measure the
ratio of the improved signal strength to the signal strength
when the all elements of the RFocus are ‘off’. We plot
these in a map in Figure 10. The corresponding CDFs are
shown in Figure 11. RFocus consistently achieves a ≈ 10×
improvement in signal strength for all points not occluded by
a major wall/elevators, as marked by solid lines. For occluded
points, it achieves a 2 − 4× improvement. In all cases, it
achieves≈2× improvement in throughput.
RFocus is able to achieve these benefits because its large
area allows it to precisely focus energy from the transmitter to
the receiver. This is particularly helpful when the transmitters
are power constrained, since even a ‘whisper’ will be ‘heard’
clearly at the receiver. Yet, interference is minimized since
the transmit power is low. This could enable a new regime of
low-power, high throughput IoT sensor devices. Whenever
the receiver wants to probe data from a sensor, it can ask the
controller to tailor the surface for that particular endpoint.
This takes ≈ 1ms. Then it can initiate communication with
the sensor, which can transmit at low power. Since sensors
do not tend to move, the same trained configuration can be
used for extended periods of time. Most of our experiments we
conducted during regular work-hours, with the usual indoor
motion. The pictured area has≈15 workspaces. Some of our
trained configurations worked across multiple days, as long
as the endpoints didn’t move.
Note that RFocus functions as both a mirror, when the
receiver on the same side of the surface as the transmitter, and
as a lens, when it is not.
7.3.1 Improvement Across Frequencies
Our optimization algorithm only seeks to improve the signal
strength at a single frequency. Nevertheless, we find that it
also provides improvement for nearby frequencies. We plot
the improvement as a function of frequency for three different
links, where the target optimization frequency was 2420 MHz,
but we obtain benefits in a 20 MHz neighborhood.
This happens because RFocus benefits from spatial diversity.
Since it has many paths between the same pair of points, each
of them experiences fading separately, and it is unlikely that
all of them fade simultaneously. The difference in wavelength
between the two frequencies is only 1/120 of a wavelength.
Hence, the optimal configuration for nearby wavelengths will
be similar. Only when the spacing between a pair of elements
is large enough for this difference to accumulate to≈ 12λ, will
the optimal configuration change appreciable. The natural
frequency width of a RFocus optimized state is sufficient for
WiFi channels upto 20MHz. We leave optimizing the RFocus
for a wider range of frequencies for future work.
7.3.2 Quadratic Growth
Our model of the system suggests that the signal strength in-
creases quadratically with the number of elements (§4.2). This
is because each element contributes linearly to the channel
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Figure 11: Improvement in the signal strength and channel capacity. Notice that though the locations in the top left on the
map (Figure 10) do not achieve much signal strength improvement, their baseline SNR is also low, which leads to a≈2× channel
capacity improvement.
-2
 0
 2
 4
 6
 8
 10
 12
 14
 16
 18
 2410  2415  2420  2425  2430S i
g n
a l
 S
t r e
n g
t h
 I m
p r
o v
e m
e n
t  ( d
B )
Frequency (MHz)
Figure 12: Signal strength improvement as a function of
frequency when RFocus was optimized for 2420 MHz. RFocus
generalizes across nearby frequencies, even though the op-
timization algorithm only sought to optimize at one frequency.
 0
 1
 2
 3
 4
 5
 6
 7
 0  500  1000  1500  2000  2500  3000  3500  4000
N
o r
m
a l
i z
e d
 C
o n
t r i
b u
t i o
n
Number of Active Elements
Figure 13: The benefit of the RFocus surface grows quadrat-
ically with the number of elements. The y-axis shows the
contribution to the signal strength of paths going via the
RFocus surface.
amplitude, and the signal strength is the sqare of the amplitude.
To experimentally verify this phenomenon, we first trained the
RFocus surface’s configuration for a pair of endpoints. Then we
artificially disabled a random subset of elements, and computed
the improvement in signal strength, due to the RFocus surface.
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Figure 14: The increase in signal strength due to the best
learned configuration, as a function of the number of mea-
surements for 6 pairs of endpoints. The increase is computed
relative to the channel when the entire RFocus surface is
turned off. The pairs span the entire range of performance,
from 3 to 15 dB. Measurements occur in batches of 2000 (§5.3)
As we can see, most of the gain comes early on, before the
entire surface is fully optimized.
That is,we plot the signal strength after discounting the effect of
hZ . Figure 13 demonstrates this quadratic increase for one pair
of endpoints, as a function fo the number of active elements.
7.3.3 Optimization Speed
To understand the rate at which the optimization progresses,
we plot the signal strength improvement as a function of the
number of measurements in Figure 14. As shown, most of the
improvement occurs with 4000 measurements. Note, RFocus
has 3720 elements, and we’d expect to need at-least 3720
measurements before the problem can be well specified, even
ignoring noise. However, the RFocus optimization algorithm
can get benefits earlier, since it fixes the state of a reflector,
as soon as it is 95% confident about it. At any point in time,
it has a hypothesis state that it believes is optimal.
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8 Conclusion
This paper presented RFocus, a system that moves beamform-
ing functions from the radio transmitter to the environment.
RFocus includes a two-dimensional surface with a rectangular
array of simple elements, each of which functions as an RF
switch. Each element either lets the signal through or reflects it.
The state of the elements is set by a software controller to max-
imize the signal strength at a receiver, using a majority-voting-
based optimization algorithm. The RFocus surface can be man-
ufactured as an inexpensive thin wallpaper, requiring no wiring.
Our prototype implementation improves the median signal
strength by 10.5×, and the median channel capacity by 2.1×.
Human Safety. Because the RFocus surface doesn’t emit
any energy of its own, it does not increase the total radiation. It
can focus the energy to an area the size of a wavelength, which
is as risky as being near the transmitter. RFocus appreciably
increases signal strength only near the intended receiver, and
not at other locations. Any device’s ability to focus energy to
an area smaller than a wavelength drops exponentially with
distance from it.
Ethics Statement. This work complies with all applicable
ethical standards of our home institution, including (but not lim-
ited to) privacy policies and policies on experiments involving
humans. No human subjects were involved in this research.
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