SYNOPSIS Latent class analysis on an epidemiologically based series of 447 first contact patients with a broad diagnosis of schizophrenia revealed evidence for two subtypes: a' neurodevelopmental' type characterized by early onset, poor pre-morbid social adjustment, restricted affect and a male: female ratio of 7:3; and a ' paranoid' type characterized by later onset, persecutory delusions and an almost equal sex ratio. A third 'schizoaffective' subtype, whose existence was less clear cut, was almost entirely confined to females and characterized by dysphoria and persecutory delusions, and had negligible familial risk of schizophrenia. The aetiological, biological and clinical significance of this typology remains to be tested.
INTRODUCTION
In attempting to enhance our understanding of those illnesses commonly subsumed under the label' schizophrenia', attention has recently been directed at gender differences. That there are gender differences in schizophrenia is beyond doubt: males have an earlier age at onset (Lewine, 1981 (Lewine, , 1988 Lewine et al. 1981; Loranger, 1984; Angermeyer & Kuhn, 1988; Goldstein et al. 1989; Riecher et al. 1989) , respond less favourably to neuroleptic medication (Seeman, 1986) , relapse more often (Angermeyer et al. 1989 (Angermeyer et al. , 1990 , and generally have a worse outcome than females (reviewed by Seeman, 1986; Shepherd et al. 1989) . Males are also more likely to exhibit 'typical' schizophrenic symptomatology (see Lewine, 1981; Goldstein & Link, 1988) , and some studies suggest that males are particularly likely to manifest 'negative' symptoms (Kay et al. 1986; Goldstein & Link, 1988; Haas et al. 1990) .
Despite some detractors (Done et al. 1991) , a history of obstetric complications has been reported with increased frequency among schizophrenic patients, particularly those with ventricular enlargement (Murray et al. 1985; Lewis & Murray, 1987) . Furthermore, more male than female schizophrenics have a history of obstetric complications (Pearlson et al. 1985; Wilcox & Nasrallah, 1987; Owen et al. 1988; Foerster et al. 1991a; O'Callaghan et al. 1992) , and a number of studies have revealed that male schizophrenics are more likely to have structural brain abnormalities than are their female counterparts (reviewed by . These findings, together with evidence that male schizophrenics are more likely than females to have a history of pre-morbid social and occupational dysfunction (Zigler & Levine, 1973; Klorman et al. 1977; Zigler et al. 1977; Foerster et al. 1991 b) , and to have low premorbid IQ (Offord, 1974; Aylward et al. 1984) , have led to the suggestion that males are particularly prone to a severe early-onset form of illness consequent upon neurodevelopmental damage (see .
In contrast, later-onset schizophrenia occurs predominantly in women, and generally shows less pre-morbid dysfunction (reviewed by . Female schizophrenics are more likely than males to exhibit' atypical' and affective symptoms (Goldstein & Link, 1988) . Several recent studies suggest that schizophrenia in women has a higher familial loading than in men (Bellodi et al. 1986; Goldstein et al. 1990; Pulver et al. 1992 ), but other authors have shown that late-onset schizophrenia has a lower 41 familial risk for the disorder (Harris & Jeste, 1988; Shimizue/tf/. 1988) . In addition,' atypical' cases generally show higher rates of affective disorder in their relatives (e.g. McCabe et al. 1971; Pope & Lipinsky, 1978) . A history of obstetric complications is less likely in lateronset cases , and Owen et al. (1989) claimed that schizophrenics with a family history of affective disorder show fewer structural brain changes than those with a family history of non-affective functional psychosis. It has been suggested that later-onset female cases may have an illness which is distinct from the early-onset 'neurodevelopmental' type Murray et al. 1992) .
Recently, Goldstein et al. (1990) applied latent class analysis to the Iowa 500 schizophrenia sample, and delineated two subtypes of illness with very different sex prevalence. Males were over-represented in the subtype characterized by illness-onset before 25 years, restricted affect, poor pre-morbid adjustment, low familial risk of schizophrenia, and winter birth (thought to be a marker of 'environmental' causal factors). The second subtype, with a female preponderance, showed later onset, more dysphoria, more persecutory delusions, higher familial risk of schizophrenia, and non-winter birth.
The current study examines a series of firstcontact patients with a broad diagnosis of schizophrenia using latent class analysis. We were particularly interested to see if a ' neurodevelopmental' subtype, characterized by early onset, deficit features, poor pre-morbid adjustment and male preponderance, would emerge from a latent class analysis of these patients.
METHOD
The Camberwell Register First-Contact Sample Subjects were drawn from the Camberwell Register First-Contact Sample, which has been described fully elsewhere . The Register recorded all patients from the defined catchment area of Camberwell, in South London, who had first contact with the psychiatric services between the years 1965 and 1984. The demography of the area has changed considerably over this period. The total population declined from 171000 in 1965 to 118000 in 1984. However, the male:female ratio remained stable across the years (52 % of the population were female in both 1965 and 1984) . Furthermore, there was remarkably little change in the age-structure of the population. Thus, in 1965, 38% of males and 35% of females were under 25, and 66% of males and 61% of females under 45. The comparable figures for 1984 were: 37% of males and 35% of females under 25, and 65% of males and 61% of females under 45. National figures for England and Wales are very similar; for example, the 1981 census shows that 38% of males and 34% of females were under the age of 25, and 65 % and 60%, respectively, under the age of 45.
The current sample comprised 91 % of all patients on the Camberwell Register, who on their first contact with the psychiatric services had received a Register diagnosis of 'schizophrenia' (ICD-9 codes 295.0-.9), 'schizoaffective disorder' (ICD 295.7), 'paraphrenia' (ICD 297.2), or 'other non-organic psychosis' (ICD 298.1-.9). Thus, we selected all patients with a functional psychotic illness which was not primarily affective. The residual 9 % of patients were those for whom case-records were unobtainable. There is no reason to suspect that they differed in any meaningful way from those included in the study; specifically, they did not differ significantly in terms of gender or age at first contact. Fig. 1 shows the age-at-onset distribution of males (N = 245) and females (N = 236) for all the ICD-9 groups. Mean age-at-onset was 31-2 years for males and 41 1 years for females. Males exceeded females in those patients with an onset of less than 35 years, whereafter a female preponderance was seen. According to DSM-III-R diagnostic criteria, 73 % of the males and 69 % of the females had schizophrenia or related disorders (i.e. atypical psychosis, schizophreniform psychosis, schizophrenia); mean age-atonset for this group was 35-6 years (S.D. 190). In contrast, 9% of males and 20% of females fulfilled criteria for schizoaffective disorder (mean age-at-onset 28-8 years; S.D. 10-8), while the proportions for delusional disorder were 13 % of the males and 8 % of the females (mean age-at-onset 39-4 years; S.D. 18-8).
Variables
All patients were rediagnosed according to a range of operational definitions of schizophrenia, using the Operational Criteria (OPCRIT) Checklist (McGuffin et al. 1991) . The checklist provides a simple, reliable method of applying multiple operational diagnostic criteria in studies of psychotic illness. Two independent workers (D.J.C. and S.W.) rated the case records using OPCRIT; S.W. was 'blind' to the fact that the study was addressing gender issues in schizophrenia, and inter-rater reliability for diagnoses, established on a random set of 50 case-records, was good (see .
The variables for the analysis were chosen to approximate those used by Goldstein et al. (1990) . These were: (1) family history of schizophrenia in first-or second-degree relatives (FH); (2) restricted affect (RA); (3) persecutory delusions (PD); (4) poor pre-morbid social adjustment (SA); (5) dysphoria (DS); (6) early onset, i.e. 25 years or younger (EO); (7) winter birth, i.e. December to April (WB); and (8) male sex (MS). The variables are defined in OPCRIT.
Latent class analysis
It is well known that the observed association between several variables can sometimes be explained by 'confounding' variables. Thus, in a sample of children, an overall association between height and reading ability would largely disappear after age is controlled for. In other words, one would expect height and reading ability to be roughly independent at any fixed age. However, if one knew nothing about the possibility that age was a confounder, then one might be led to postulate the existence of an unobserved, or latent, variable to account for the association between height and reading ability. Many statistical methods involve the construction of latent variables to explain the associations between observed or manifest variables (Everitt, 1984) . Latent class analysis is a method which deals with categorical manifest variables and assumes a categorical latent variable (Green, 1951; Lazarsfeld & Henry, 1968) .
To describe the latent class model, we consider the case of three manifest variables. Let A, B and C be variables with /, J and K categories respectively, and let X be the postulated latent variable with L categories (latent classes). The model assumes that, within each class of the latent variable, the manifest variables are independent. This leads to the equation
which states that, for any individual, the probability that A = i, B =j and C = k (n ijk ) is equal to the sum of the products of the probability of each latent class (/r m ) and the conditional probabilities of A = i, B = j , and C = k given X = m (n Mm , n jlm and n klm ) over all the latent classes (m = 1, ...,L). The parameters of the model are therefore the L latent class probabilities 7T m , and the IJKL within class conditional probabilities (n ilm , n jlm and 7r fcN ). Given any set of parameter values, one can calculate the probability of the observed data. The parameter values which maximize this probability are known as maximum likelihood estimates. They can be found by an iterative scheme such as the EM algorithm (Dempster et al. 1977) .
It is generally possible to fit several different latent class models to the same set of data. Models can differ from each other in two respects: (1) the number of latent classes; and (2) restrictions among the parameters. The latter involves equating certain parameters to constants or to other parameters. The choice between the possible models is made using three criteria: (1) the goodness-of-fit between model and data, measured globally by a x 2 statistic, and locally by residuals; (2) the number of estimated parameters, or parsimony; and (3) whether the model has^a 'sensible' interpretation. A 'good' model is sensible, parsimonious (i.e. has few estimated parameters) and fits the data (i.e. has a small x 2 statistic and small residuals). However, there is no general formal statistical test for choosing between two models, unless one of them is nested on the other, that is, one of them can be obtained by restricting some of the parameters of the other. In this case, twice the natural logarithm of the likelihood ratio of the more general model to the more restricted model has asymptotically a x 2 distribution with degrees of freedom equal to the number of restricted parameters.
Since schizophrenia shows considerable gender differences, we followed the example of Goldstein et al. (1990) in using simultaneous latent class models (Clogg & Goodman, 1985) , with gender-specific latent classes. These models are specified by restricting the conditional probability of being male at unity in some latent classes, and at zero in others. Interest is focused on the number of latent classes in each gender, and the extent to which the latent classes of the two genders correspond to each other. The latent classes of the two genders may bear no relation to each other, but this is unparsimonious and biologically implausible, since the subtypes in men and women would then represent different disorders. More interesting is the existence of two latent classes, one in each gender, which closely resemble each other. This can be interpreted as the occurrence of the same disorder in men and women. Models of this type are called ' homogeneous' (Clogg & Goodman, 1985) , and in practice can be specified by imposing equality restrictions on the within class conditional probabilities of the corresponding latent classes in the two genders. If all the parameters of the latent classes in one gender are constrained to be equal to the corresponding parameters of the latent classes in the other gender, then the model is said to be 'totally homogeneous'. In the current study, a sequence of latent class models was fitted, ranging from one to three latent classes per gender, with and without the restrictions of total homogeneity on the within class conditional probabilities. The program MLLSA (maximum likelihood latent structure analysis) developed by Clogg (1977) was used throughout.
RESULTS
The number of patients with non-affective functional psychosis, for whom all the manifest variables had been recorded, was 447. The distributions of the eight chosen manifest variables are given in Table 1 . Summary statistics for pairwise relationships are given in Table 2 ; with the size of association being measured by product moment (Pearson's) correlation coefficients, and the statistical significance assessed by x 2 tests for 2x2 tables. Product moment correlations are easy to interpret, because they range from -1 (maximal negative correlation), through 0 (no correlation), to 1 (maximal positive correlation). Although the bounds do not reach -1 and 1 for binary data, the correlation still provides an indication of the sign and relative magnitude of the associations between the variables (Shil & Huang, 1992) . Moreover, for binary variables the usual normality assumption is clearly violated, so that the X 2 test gives a more accurate indication of statistical significance. The most significant positive associations were between male sex and poor pre-morbid social adjustment, early onset and poor pre-morbid social adjustment, and the most significant negative association was between early onset and paranoid delusions.
Considering all eight dichotomous manifest variables simultaneously, the total number of cells in the 8 dimensional contingency 
The latent categorical variable, X, takes values 1, 2, 3, 4, each representing a latent class. The parameters P(X) are the probabilities of the different values of X, i.e. the probabilities of the latent classes. The parameters P(FH = l\X), P(RA = \\X), etc., are the conditional probabilities of the manifest variable taking a value of 1, given the value of the latent categorical variable, i.e. the within-class conditional probabilities of the manifest variables. The parameters in brackets, i.e. the conditional probabilities of being male within the latent classes, are fixed constants.
= 256. Each cell in the contingency table is described fully by a vector of 9 numbers, the first 8 indicating the categories of the manifest variables (henceforth called response vector), and the 9th being the number of individuals who fall into these categories, i.e. the cell counts. To these data, the following six models were fitted.
Ml statistics, and their associated degrees of freedom (df), were obtained for each model using MLLSA (Table 3 ). The definitions of these statistics are given in Appendix A. Both X 2 and L 2 were very large for Ml, which was therefore excluded from further consideration. If M1 had fitted the data adequately, then that would imply the absence of any associations between the manifest variables, so that any further analyses would be futile. The clinical interpretation of Ml, that there is one disorder identical in the two genders, is in any case contrary to the numerous previous demonstrations of gender differences .
The interpretation of M2 is that there are two subtypes, one of which occurs solely in men, and the other in women. In contrast, M3 suggests the existence of two subtypes which occur in men and women in different proportions. These two models differ only slightly in degrees of freedom (df) but enormously in both X 2 and L 2 , with M 3 providing a much better fit to the data. We therefore excluded M2 from further consideration. The latent categorical variable, X, takes values 1, 2, 3, 4, 5, 6 each representing a latent class. The parameters P(X) are the probabilities of the different values of X, i.e. the probabilities of the latent classes. The parameters P(FH = l\X), P(RA = l\X), etc., are the conditional probabilities of the manifest variable taking a value of 1, given the value of the latent categorical variable, i.e. the within-class conditional probabilities of the manifest variables. The parameters in brackets, i.e. the conditional probabilities of being male within the latent classes, are fixed constants.
The next comparison is between M3 and M4. The interpretation of M4, like that of M2, is unattractive because it suggests that there is no relationship between the subtypes in men and women. Thus, if the fit of M4 is not significantly better than that of M3, one will be inclined to accept M3 or a model similar to M3. Here the evidence from X 1 and L 2 diverges; whereas the difference in X 2 (13-77) is not significant on 13 df, the difference in L 2 (4603) is significant. M5 postulates the existence of three subtypes which occur in both genders in different proportions. The parameter restrictions in M5 make it more parsimonious than M4 (by 5 df), so that a slightly worse goodness-of-fit is acceptable for M5. However, the evidence from (Everitt, 1988 a) . Thus, instead of relying solely on global test statistics, it is also desirable to examine expected cell counts and residuals. The five largest absolute residuals are 100, 6-7, 5-6, 5-4, and 41 for M3; 4-1, 3-9, 3-9, 3-8, and 3-5 for M4; 4-4, 4-3, 4-2, 4-0, and 3-8 for M5; and 4-2, 3-4, 3-2, 30, and 28 for M6. Clearly, the fit is poor for M3, but otherwise similar for M4, M5, and M6. A more accurate impression can perhaps be obtained by examining transformed residuals with approximate standard normality, such as the FreemanTukey residuals (defined in the Appendix). The five largest absolute Freeman-Tukey residuals are 2-97, 2-14, 2-13, 2-08, and 2-08 for M3; 2-44, 2-14,2-06,2-00, and 191 for M4; 2-24,205,1-93, 1-89, and 1-89 for M5; and 2-28, 209, 1-95, 1-82, and 1-74 for M6. Again the fit of M3 appears poorer than that of the three models. Considering that the degrees of freedom for M4, M5, and M6, which fit the data almost equally well, are 225, 230, and 214 respectively, one is inclined to take M6 no further because it is far less parsimonious than the other two models. From a statistical point of view there is little to choose between M4 and M5.
The parameter estimates of M4 and M5 are given in Tables 4 and 5 respectively. We should not interpret the exact values of these estimates too literally, since they are subject to errors. The parameter estimates of M4 (Table 4) suggest the existence of a subtype (classes 1 and 3) with a high frequency of positive family history, early onset, restricted affect and poor pre-morbid adjustment, and a male to female ratio of 2 to 1. Interestingly, within this type, more males (class 1) than females (class 3) have restricted affect and poor pre-morbid adjustment, but more females than males have positive family history. The second possible subtype (classes 2 and 4) has a higher frequency of persecutory delusions, and a female excess. The two subtypes do not differ much with regard to dysphoria. Confusingly, winter birth appears to be more frequent in class 2 and 3 than in class 1 and 4, i.e. it appears to be more frequent in the males of the second subtype and the females of the first subtype.
M5 is easier to interpret than M4 because of the restrictions on its parameters (Table 5) . First, there is a subtype (classes 1 and 4) with a high frequency of positive family history, early onset, restricted affect, and poor pre-morbid adjustment, and a male to female ratio of just over 2 to 1. This subtype is very similar to the first subtype in M4. The second subtype (classes 2 and 5) has a high frequency of persecutory delusions and winter birth, a low frequency of early onset, and a male to female ratio of about one. This subtype is similar to the second subtype in M4. The third subtype (classes 3 and 6) has a very high frequency of dysphoria and persecutory delusions, a very low frequency of family history of schizophrenia and restricted affect, and very few men.
DISCUSSION
The scope and limitations of latent class analysis Before we interpret these results, let us examine the meaning of a class in the context of the method. Clearly, the definition of a class will be based on certain categorical variables, chosen according to the purpose of the classification. One possible criterion of a class is that all members of the class must be identical with regard to all the chosen variables. However, this often results in too many classes. A less stringent criterion is that all members of the class must share the same tendency to exhibit the chosen features, so that any differences between individuals are due to chance. Members of a class are characterized by the probabilities that they will exhibit the chosen features; probabilities which are identical for all members of the class. It follows that whether a member exhibits any feature does not affect the probability that he will exhibit any other feature. We have therefore, within any class, statistical independence of the variables. A sample of individuals in whom there are associations between variables does not constitute a class by our definition. Latent class analysis attempts to extract classes which satisfy the criterion of within-class independence, and which explain the associations between the variables in the entire sample.
The criterion of within-class independence in latent class analysis is more an axiom than an assumption (Bartholomew, 1987) . What latent class analysis does assume is that the observed associations in a sample are caused by the stratification of the sample due to a latent categorical variable. This assumption is violated, for example, when the observed associations are caused by a latent continuous variable, or by direct causal relationships between the manifest variables. Even if a latent categorical variable exists and is responsible for the associations between the observed variables, it may have only limited biological significance.
A second limitation of latent class analysis is its exclusive use of discrete data. It is possible to generalize the method to include continuous variables of known distribution (Everitt, 19886) . However, in its basic form, as implemented by standard programs such as MLLSA, latent class analysis can deal with discrete variables only, and often this causes loss of information when some continuous variables (e.g. age) have to be converted to discrete variables for the analysis. A closely related problem is that the number of cells in a multidimensional contingency table increases very rapidly as a function of the number of variables. Thus, very large samples are often required to prevent the table from becoming too sparse, with the accompanying problems of imprecise parameter estimates and unreliable test statistics.
Strengths and weaknesses of the current analysis
The use of a first contact sample from a defined population means that our subjects were representative of the entire spectrum of clinical non-affective functional psychotic cases in the population. Furthermore, this precluded bias consequent upon hospitalization or chronicity. We included a very broad range of psychotic disorders, including schizoaffective disorder and 'atypical' psychoses. The failure to include manic or depressed patients with psychotic features to their illness could be criticized, and an analysis including such individuals would be of interest with respect to gender and genetic liability. However, the extension of the analyses to include such individuals was not feasible in this study.
Only eight variables were used in the analysis, which is the maximum number for MLLSA. However, we believe that these variables measure important aspects of the illness, including some which may have aetiological significance (Murray et al. 1985 . Furthermore, they were reliably recorded, and few subjects had to be excluded because of missing data. Nevertheless, the sample size of 447 was too small to allow the reliable discrimination between different models, and the accurate estimation of parameters. This was the reason why no attempt was made to fit further models.
The interpretation of the latent classes
Latent class analysis helps us to find structure in multivariate categorical data. While structure certainly exists in our data, we should be cautious in claiming that the derived latent classes have any underlying aetiological, biological or clinical significance. A different choice of variables might have resulted in a different latent structure. Different models could not be clearly discriminated.
Some consistency did emerge, however, in that M4 and M5 were quite similar in their parameter estimates, except that M5 had an extra group of females with dysphoria and persecutory delusions. We therefore regard M4 as a special case of M5, and proceed to a tentative typological interpretation of M5.
(1) Classes 1 and 4 of M5 are characterized by early onset, poor pre-morbid adjustment, restricted affect, and male preponderance. We propose that these classes represent the clinical correlates of a ' neurodevelopmental' illness , which we denote as Type A. We would emphasize that none of the variables included in this analysis is a direct measure of structural brain abnormalities, and thus the' neurodevelopmental' label is presumptive. However, some support for our use of the label comes from studies showing an association between poor pre-morbid functioning (and negative symptomatology) and structural brain abnormalities in schizophrenia (see Weinberger et al. 1980; Pearlson et al. 1985 Pearlson et al. , 1989 Orel et al. 1991) , as well as the fact that schizophrenic males (and expressly young males) appear most likely to show such abnormalities on neuroimaging investigations (see Andreasen, 1990 ; reviewed by . To address this question definitively, a prospective study including measures of structural brain abnormalities would be required.
In contrast to the current findings, Goldstein et al. (1990) found that their early-onset group had a lower familial risk for schizophrenia and more winter births. However, other investigators who defined a similar severe early-onset form of illness showed such patients to be at greater genetic risk for schizophrenia (Tsuang & Winokur, 1974; Farmer et al. 1983) . A genetic aetiology is obviously not inconsistent with a neurodevelopmental hypothesis; indeed, Jones & Murray (1991) have recently argued that 'the genetics of schizophrenia is the genetics of neurodevelopment'.
(2) Classes 2 and 5 of M5 are characterized by late onset, paranoid delusions, and an almost equal sex ratio. We propose that these classes represent a 'paranoid' illness, which we denote as Type B. This subtype is similar to the paranoid subtype of Tsuang & Winokur (1974) , and to P cluster of Farmer et al. (1983) . In line with these previous studies, our 'paranoid group' showed a lower familial risk for schizophrenia. The season of birth effect in this group is intriguing. In an extensive review of the literature, Bradbury & Miller (1985) found no consistent schizophrenic subtype to be more prone to the seasonality effect. However, Opler et al. (1984) and Takei et al. (1992) reported more winter birth effect in patients with later onset of illness.
(3) Classes 3 and 6 of M5 are characterized by dysphoria, paranoid delusions, a negligible familial risk of schizophrenia, and an absence of men. We propose that these classes represent a 'schizoaffective' subtype, which we denote as Type C. Previous attempts at subtyping schizophrenia have not identified such a group of patients. This may be due to patient selection: while we used a broad 'ICD-9' conception of schizophrenia, others (e.g. Tsuang & Winokur, 1974) have used restrictive criteria (e.g. those of Feighner et al. 1972 ) which could have excluded such patients. The delineation of this subtype supports suggestions (e.g. Pope & Lipinsky, 1978; that some lateonset females who are diagnosed as schizophrenic have an illness closely related to affective disorder in aetiology.
The second subtype in the study of Goldstein et al. (1990) , had a female preponderance, and showed later onset, more dysphoria and more persecutory delusions; thus, there are features of both our Type B (later onset, persecutory delusions) and C (later onset, female excess, persecutory delusions, dysphoria). However, Goldstein et al. (1990) found familial risk of schizophrenia, and non-winter birth more frequently in their second subtype. This is at odds with our findings, which are in turn more in line with previous studies in this area, as outlined above.
Since Types A and B are present in both M4 and M5, we can be more certain of their existence than that of Type C. If we remove Type C, then the current typology is similar to those of Tsuang & Winokur (1974) and Farmer et al. (1983) . We have recently proposed that schizophrenia should be subdivided into 'neurodevelopmental' and 'adult onset' types . The results of this analysis are readily interpretable in that framework. However, it is also possible that Type A and Type B represent more and less severe forms of the same disorder.
We would like to stress that the proposed typology needs to be refined further by additional analyses on larger sets of data, ideally collected prospectively. Whether the typology has aetiological, biological and clinical significance needs to be established by studies examining the correlates of the subtypes.
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APPENDIX
Consider a contingency table whose cells are labelled by the subscript i. Let O t be the observed count in cell /, and E t be the count expected for that cell under some model. The Pearson chi-squared statistic, X 2 , is defined by and the likelihood ratio chi-squared statistic, L 2 , is defined by
The behaviour of these statistics is erratic for sparse tables because of the problem of taking ratios of small numbers. Thus, small values of E t can lead to a large contribution to the overall X 2 even if the residual (O t -E t ) is really quite small. For L 2 the problem is similar, but in addition if O t is 0, then strictly speaking L 2 is undefined since the expression involves the logarithm of 0 (Bishop et al. 1975) .
The Freeman-Tukey residuals, Z v are obtained by the transformation so that they are approximately normal with zero mean and unit variance (Freeman & Tukey, 1950) .
