ABSTRACT. We consider resource sharing networks of the form introduced in the work of Massoulié and Roberts(2000) as models for Internet flows. The goal is to study the open problem, formulated in Harrison et al. (2014) , of constructing simple form rate allocation policies for broad families of resource sharing networks with associated costs converging to the Hierarchical Greedy Ideal performance in the heavy traffic limit. We consider two types of cost criteria, an infinite horizon discounted cost, and a long time average cost per unit time. We introduce a sequence of rate allocation control policies that are determined in terms of certain thresholds for the scaled queue length processes and prove that, under conditions, both type of costs associated with these policies converge in the heavy traffic limit to the corresponding HGI performance. The conditions needed for these results are satisfied by all the examples considered in Harrison et al. (2014) .
INTRODUCTION
In [9] the authors have formulated an interesting and challenging open problem for resource sharing networks that were introduced in the work of Massoulié and Roberts [14] as models for Internet flows. A typical network of interest consists of I resources (labeled 1, . . . , I ) with associated capacities C i , i = 1, . . . , I . Jobs of type 1, . . . , J arrive according to independent Poisson processes with rates depending on the job-type and the job-sizes of different job-type are exponentially distributed with parameters once more depending on the type. Usual assumptions on mutual independence are made. The processing of a job is accomplished by allocating a flow rate to it over time and a job departs from the system when the integrated flow rate equals the size of the job. A typical job-type requires simultaneous processing by several resources in the network. This relationship between job-types and resources is described through a I ×J incidence matrix K for which K i j = 1 if j -th job-type requires processing by resource i and K i j = 0 otherwise. Denoting by x = (x 1 , . . . , x J ) ′ the vector of flow rates allocated to various job-types at any given time instant, x must satisfy the capcity constraint K x ≤ C , where C = (C 1 , . . . ,C I ) ′ . One of the basic problems for such networks is to construct "good" dynamic control policies that allocate resource capacities to jobs in the system. A "good" performance is usually quantified in terms of an appropriate cost function. One can formulate an optimal stochastic control problem using such a cost function, however in general such control problems are intractable and therefore one considers an asymptotic formulation under a suitable scaling. The paper [9] formulates a Brownian control problem (BCP) that formally approximates the system manager's control under heavy traffic conditions. Since finding optimal solutions of such general Brownian control problems and constructing asymptotically optimal control policies for the network based on such solutions is a notoriously hard problem, the paper [9] proposes a different approach in which the goal is not to seek an asymptotically optimal solution for the network but rather control policies that achieve the so called Hierarchical Greedy Ideal (HGI) performance in the heavy traffic limit. Formally speaking, HGI performance is the cost associated with a control in the BCP (which is in general sub-optimal), under which (I) no resource's capacity is underutilized when there is work for that resource in the system, and (II) the total number of jobs of each type at any given instant is the minimum consistent with the vector of workloads for the various resources. Desirability of such control policies has been argued in great detail in [9] through simulation and numerical examples and will not be revisited here.
The main open problem formulated in [9] is to construct simple form rate allocation policies for broad families of resource sharing networks with associated costs converging to the HGI performance determined from the corresponding BCP. The goal of this work is to make progress on this open problem. We consider two types of cost criteria, the first is an infinite horizon discounted cost (see (2.7) ) and the second is a long time average cost per unit time (see (2.8) ). In particular the second cost criterion is analogous to the cost function considered in [9] . We introduce a sequence of rate allocation control policies that are determined in terms of certain thresholds for the scaled queue length processes and prove in Theorems 4.7 and 4.8 that, under conditions, the costs (2.8) and (2.7) associated with these policies converge in the heavy traffic limit to the corresponding HGI performance.
We now comment on the conditions that are used in establishing the above results. The first main condition (Condition 2.1) we need is the existence of local traffic on each resource, namely for each resource i there is a unique job type that only uses resource i . This basic condition, first introduced in [11] , is also a key assumption in [9] and is needed in order to ensure that the state space of the workload process is all of the positive orthant (see Section 3 for a discussion of this point). Our second condition (Condition 2.2) is a standard heavy traffic condition and a stability condition for diffusion scaled workload processes. The stability condition will be key in Section 8.2 when establishing moment bounds that are uniform in time and scaling parameter. We now describe the final main condition used in this work. In Section 4 we will see that the collection of all job-types can be decomposed into the so called primary jobs and secondary jobs. Primary jobs are those with 'high' holding cost and intuitively are the ones we want to process first. It will also be seen in Section 4 that the collection S 1 of all job-types that only require processing from a single resource is contained in the collection S s of all secondary jobs. Our third main condition, formulated as Condition 4.4, says that there is a ranking of all job-types in S m . = S s \ S 1 . A precise notion of a ranking is given in Definition 4.3, but roughly speaking, the job-types with larger rank value will get higher 'attention' in a certain sense under our proposed policy. We note that the ranking is given through a deterministic map that only depends on system parameters and not on the state of the system. The condition is somewhat nontransparent and notationally cumbersome and so we provide two sufficient conditions in Theorems 5.1 and 5.3 for Condition 4.4 to hold. We also discuss in Remarks 5.2 and 5.4 some examples where one of these sufficient conditions holds. In particular, all the examples in [9] (2LLN, 3LLN, C3LN, and the negative example of Section 13 therein) satisfy Condition 4.4. Furthermore, there are many other networks not covered by Theorems 5.1 and 5.3 where Condition 4.4 is satisfied and in Example 5.5 we provide one such example. Finally, it is not hard to construct examples where Condition 4.4 fails and in Example 5.6 we give such an example. Construction of simple form rate allocation policies that achieve HGI performance in the heavy traffic limit for general families of models as in Example 5.6 remains a challenging open problem. We expect that suitable notions of state dependent ranking maps will be needed in order to use the ideas developed in the current work for treating such models, however the proofs and constructions are expected to be substantially more involved.
Our rate allocation policy is introduced in Definition 4.5. Implementation of this policy requires first determining the collection of secondary jobs. This step, using the definition in (4.1), can be completed easily by solving a finite collection of linear programming problems. The next step is to determine a viable ranking (if it exists) of all jobs in S m . In general when S m is very large, determining this ranking may be a numerically hard problem, however as discussed in Section 5.1, for many examples this ranking can be given explicitly in a simple manner. Once a ranking is determined, the policy in Definition 4.5 is explicit given in terms of arbitrary positive constants c 1 , c 2 with c 1 < c 2 and α ∈ (0, 1/2). Roughly speaking, our approach is applicable to systems where jobtypes have a certain ordering of "urgency" in the sense that, regardless of the particular workload, we want as much of it as possible to come from the least urgent job types. A second concern that needs to be addressed is that a resource should work at 'near' full capacity when there is 'non negligible' amount of work for it. A detailed discussion of how the proposed policy achieves these goals is given in Remark 4.6 where we also comment on connection between this policy and the UFO policies proposed in [9] .
We now comment on the proofs of our main results, Theorems 4.7 and 4.8. Both results rely on large deviation probability estimates and stopping time constructions of the form introduced first in the works of Bell and Williams [2, 3] (see also [5] and [1] ). A key result is Theorem 8.2 which relates the cost under our policy with the workload cost function C in (3.1). This estimate is crucial in achieving property (II) of the HGI asymptotically. Asymptotic achievement of property (I) of HGI is a consequence of Theorem 9.2, the estimate in (10.1) and continuity properties of the Skorohod map. Proof of Theorem 4.7 requires additional moment estimates that are uniform in time and the scaling parameter (see Section 8.2) . A key such estimate is given in Theorem 8.5, the proof of which relies on the construction of a suitable Lyapunov function (see Proposition 8.8). Once uniform moment bounds are available, one can argue tightness of certain path occupation measures (see Theorem 9.3) and characterize their limit points in a suitable manner (see Theorem 9.4). Desired cost convergence then follows readily by appealing to continuous mapping theorem and uniform integrability estimates.
The paper is organized as follows. In Section 2 we introduce the state dynamics, cost functions of interest, and two of our main conditions. Section 3 gives the precise definition of Hierarchical Greedy Ideal Performance in terms of certain costs associated with I dimensional reflected Brownian motions. In Section 4 we introduce our final key condition (Condition 4.4), present our dynamic rate allocation policy, and give our two main convergence results: Theorems 4.7 and 4.8. Section 5 discusses Condition 4.4 and presents some sufficient conditions for it to be satisfied. This section also gives an example where the condition fails to hold. Sections 6 -9 form the technical heart of this work. Section 6 proves some useful properties of the workload cost function C (·) introduced in (3.1) and Section 7 studies some important structural properties of our proposed rate allocation policy. Section 8 is technically the most demanding part of this work. It provides some key estimates on costs under our scheme in terms of the workload cost function and establishes certain moment estimates that are uniform in time and the scaling parameter. In Section 9 we introduce certain path occupation measures, prove their tightness, and characterize the limit points. Finally Section 10 completes the proof our two main results. An appendix contains some standard large deviation estimates for Poisson processes.
The following notation will be used. For a Polish space S, denote the corresponding Borel σ-field by B(S). Denote by P (S) (resp. M (S)) the space of probability measures (resp. finite measures) on S, equipped with the topology of weak convergence. For f : S → R, let f ∞ . = sup x∈S | f (x)|. For a Polish space S and T > 0, denote by C ([0, T ] : S) (resp. D([0, T ] : S)) the space of continuous functions (resp. right continuous functions with left limits) from [0, T ] to S, endowed with the uniform topology (resp. Skorokhod topology). We say a collection {X n } of S-valued random variables is tight if the distributions of X n are tight in P (S). Equalities and inequalities involving vectors are interpreted component-wise.
GENERAL BACKGROUND
Assume there are J types of jobs and I resources for processing them. The network is described through the I × J matrix K that has entries K i j = 1 if resource i works on job type j , and K i , j = 0 otherwise. We will assume (for simplicity) that no two columns of K are identical, namely, given a subset of resources, there is at most one job-type that has this subset as the associated set of resources. Given m ∈ N, we let N m . = {1, 2, . . . m}. In particular, N I = {1, . . . I } and N J = {1, . . . J }. Denote by N j the set of resources that work on type j jobs, i.e.
Let S 1 be the collection of all job types that use only one resource. I.e.
where e j is the unit vector in R J with 1 in the j -th coordinate and 1 is the I -dimensional vector of ones. Throughout we assume that for every resource there is a unique job type that only uses that resource, namely the following condition is satisfied.
We denote the unique job-type that uses only resource i asǰ (i ). Similarly for j ∈ S 1 , we denote byî ( j ) the unique resource that processes this job-type. The capacity for resource i is given by C i . Let {η
be the i.i.d. inter-arrival times for the j -th job type and let {∆ r j
be the associated i.i.d. amounts of work for the j -th job type. If at a given instant work of type j is processed at rate x j then the capacity constraint requires that C ≥ K x. We assume the {η 
. The following will be our main heavy traffic condition. The requirement v * > 0 will ensure the stability of the reflected Brownian motion in (3.2) and will be a key ingredient for uniform moment estimates in Section 8.2.
Consider a J -dimensional absolutely continuous, nonnegative, non-decreasing stochastic process {B r (t )} where B r j (t ) represents the amount of type j work processed by time t under a given policy. Note that such a process must satisfy the resource constraint: 
Any absolutely continuous, nonnegative, non-decreasing stochastic process {B r (t )} satisfying (2.1), (2.3) and appropriate non-anticipativity conditions will be referred to as a resource allocation policy or simply a control policy. Non-anticipativity conditions on {B r } are formulated using multiparameter filtrations as in [6] (see Definition 2.6 (iv) therein). We omit details here, however we will note that from Theorem 5.4 of [6] it follows that the control policy constructed in Section 4.1 is non-anticipative in the sense of [6] .
Let W r (t ) be the I -dimensional workload process given by W r (t ) = K M r Q r (t ) where M r is the diagonal matrix with entries 1/µ r j . Define the fluid-scaled quantities bȳ
and the diffusion scaled quantitieŝ
Let h be a given I -dimensional strictly positive vector. Associated with a control policy B r , We will be interested in two types of cost structures:
• Infinite horizon discounted cost: Fix θ ∈ (0, ∞).
• Long-term cost per unit time:
The goal of this work is to construct dynamic rate allocation policies that asymptotically achieve the Hierarchical Greedy Ideal(HGI) performance as r → ∞. The next section gives the precise definition of HGI performance. 
Note that by our assumption on K , Q(w ) is compact for every w ∈ R I + . Also the local traffic condition (Condition 2.1) ensures that Q(w ) is nonempty for every w ∈ R I + . HGI performance introduced in [9] is motivated by the Brownian control problem (BCP), as introduced in [8] , associated with the network in Section 2 and the holding cost vector h. This BCP has an equivalent workload formulation (EWF) from the results of [10] (see Section 10 of [9] ). The EWF in the current setting is a singular control problem with state space that is all of the positive orthant R I + (due to the local traffic condition). In the EWF the cost is given by a nonlinear function C defined as
One particular control in the EWF is the one corresponding to no-action in the interior and normal reflection on the boundary of the orthant. This control yields the (coordinate-wise) minimal controlled state process in the EWF given as the I -dimensional reflected Brownian motion in R
I
+ with normal reflection. The HGI performance is the cost, in terms of the the workload cost function C , associated with this minimal state process. We now give precise definitions.
We first recall the definition of the Skorohod problem and Skorohod map with normal reflections on the d -dimensional positive orthant. 
Let (Ω,F , {F t },P ) be a filtered probability space on which is given a J -dimensional standard {F t }-Brownian motion {B (t )}. Let ζ j . = 2̺ j /µ j for j ∈ J and let Diag(ζ) be the J × J diagonal matrix with j -th diagonal entry ζ j . Let Λ .
where 
4. CONTROL POLICY AND CONVERGENCE TO HGI This section will introduce our final key condition on the model and present our main results. Denote by g 1 , . . . g J the columns of the matrix G, i.e. G = [g 1 , . . . , g J ]. We will partition the set N J into sets S p and S s corresponding to the set of primary jobs and the set of secondary jobs respectively, defined as follows
Intuitively, S p corresponds to the set of jobs that we want to process first. Within the set of secondary jobs we will distinguish the set S 1 , introduced earlier, of all job types that use only one resource. Note that S 1 is indeed a subset of S s since for j ∈ S 1 , Q(g j ) = {e j } and so
We now introduce the notion of minimal covering sets associated with any j ∈ N J and also define, for given F ⊂ N J \ { j }, minimal covering sets of j that are not covering sets for any j ′ ∈ F . 
to be the collection of all M ∈ M E ,k such that the set of resources associated with any job in F is not contained in the set of resources associated with jobs in M , namely,
Minimal covering sets will be used to determine the collection of jobs which do not have lower priority than any other job in a given subset of N J . For that we introduce the following definition. Let S m . = S s \S 1 be the collection of secondary jobs that use multiple resources and let m . 
For an interpretation of a viable ranking, see Remark 4.6. The following will be one of main assumptions that will be taken to hold throughout this work. This assumption (and Conditions 2.1 and 2.2) will not be noted explicitly in the statements of the results.
Condition 4.4. There exists a viable ranking of jobs in S
m .
In Section 5 we illustrate through examples that this condition holds for a broad family of models.
We can now present our dynamic rate allocation policy.
This class can be interpreted as the collection of jobs which impact node i and have a higher processing priority than job ρ(k) (see Remark 4.7). Let 0 < α < 1/2 and 0 < c 1 < c 2 . Define
to be the set of job-types whose queue length is at least c 2 r α at time t . Define
to be the subset of N I consisting of resources associated with job-types in σ r (t ), namely with queue lengths at least c 2 r α . We will use the following work allocation scheme.
. For t ≥ 0, define the vector y(t ) = (y j (t )) j ∈N J as follows.
Primary jobs. For j
(4.5)
For all j , define stopping times
We note that y j (t ) and x j (t ) depend on r but this dependence is suppressed in the notation.
Remark 4.6. Roughly speaking, under the allocation policy in Definition 4.5, jobs are prioritized as follows:
However the above priority order needs to be interpreted with some care. We will call the j -th queue stocked at time instant t if Q r j (t ) ≥ c 2 r α and we will call it depleted at time instant t if
The last line of Definition 4.5 says that any queue once depleted does not get any rate allocation until it gets stocked again. Beyond that, rate allocation by a typical resource i is decided as follows. First we consider all the primary job-types associated with resource i , i.e. j ∈ S p such that K i j = 1. If the associated queue is stocked then it gets higher than nominal rate allocation according to the first line in (4.4) and otherwise a lower than nominal allocation as in the second line of (4.4).
Next we look at all the job-types in S m associated with resource i . Denote these as j 1 , j 2 , . . . j k and assume without loss of generality that ρ( j 1 ) < ρ( j 2 ) · · · < ρ( j k ). We consider the top ranked job ρ( j k ) first and look at all the resources (including resource i ) that process this job-type. If every associated resource has at least one job-type rated higher according to (4.7) with a stocked queue then rate allocated to job-type ρ( j k ) is lower than nominal as given in the first line of (4.5). On the other hand, if there is at least one associated resource such that none of its job-types that are rated higher that ρ( j k ) (according to (4.7)) has a stocked queue , we assign ρ( j k ) a flow rate higher than nominal, according to the second line in (4.5) if the queue for job-type ρ( j k ) is stocked and a lower than nominal flow rate according to the third line in (4.5) if the queue is not stocked. Note that all resources processing job-type ρ( j k ) allocate the same flow rate to it. We then successively consider
. . ρ( j 1 ) and allocate rate flows to it in a similar fashion as above.
Finally, if the unique job-typeǰ (i ) queue associated with resource i is stocked, we allocate it all remaining capacity of resource i (this may be larger or small than nominal allocation) and if this queue is not stocked we assign it less than nominal allocation given by the second line in (4.6).
Lemma 7.1 will show that B r (t ) . = t 0 x(s)d s is nonnegative, nondecreasing and satisfies the resource constraint (2.1). Also, clearly the associated Q r defined by (2.2) satisfies (2.3). Finally, it can be checked that the process B r (t ) is non-anticipative in the sense of Definition 2.6 (iv) of [6] . Thus B r is a resource allocation policy as defined in Section 2. We remark that the formal priority ordering given in (4.7) is consistent with the UFO priority scheme proposed in Section 12 of [9] for 2LLN and 3LLN networks. However, the UFO scheme for C3LN network in [9] appears to be of a different form. 
Proofs of the above theorems are given in Section 10.
VERIFICATION OF CONDITION 4.4.
In this section we will give two more transparent sets of criteria which imply Condition 4.4 and provide some examples of networks which satisfy them. Note that these alternative conditions are more restrictive and by no means necessary for Condition 4.4 to hold. We present them because for certain types of networks they provide an easy way to verify Condition 4.4. We will then provide an example of a simple network which does not satisfy Condition 4.4 and consequently does not fall in the family of systems analyzed here.
Verifying Condition 4.4 and finding the optimal cost/queue length for a particular workload only involves jobs in S s (see Theorem 6.2). For this reason, sufficient conditions below impose conditions only on jobs in S s . Finally, for notational convenience, in this section we will denote the job type j that requires service from nodes i 1 , ..., i n by χ i 1 ,...,i n . Similarly, we will use notation h χ i 1 ,...,in , µ χ i 1 ,...,in , and N χ i 1 ,...,in for the corresponding h j , µ j , N j .
Some Simple Sufficient Conditions for Condition 4.4.
We present below two basic sufficient (but not necessary) conditions for Condition 4.4 to be satisfied in order to illustrate networks that are covered by our approach.
Proof. We will use the notation from Definition 4.3, namely
Note that our assumption in the statement of the theorem ensures that such a map always exists. We now argue that this ρ defines a viable ranking, namely Condition 4.4 is satisfied. For this we need to show that for every
Therefore,
where the first and last equality use (5.2) and the second equality uses the fact that ρ(k) is a secondary job. This proves (5.1) (in fact with equality) and completes the proof of the theorem.
Remark 5.2. One simple consequence of Theorem 5.1 is that any network where S m = (meaning S s = S 1 ) satisfies Condition 4.4. We note that condition S m = does not rule out existence of jobs that require service from multiple nodes. Here is one elementary example to illustrate this point. Suppose I = 3 and J = 6 with µ j = 1 for all j . Also let
It is easy to check that for this example S m = . Another consequence of Theorem 5.1 is that any network where S m only contains one job (for instance a job which impacts all nodes) satisfies Condition 4.4. In particular any 2 node network satisfies Condition 4.4. Another basic network covered by Theorem 5.1 is one with 2n jobs where
Many other examples can be given. In particular 2LLN and 3LLN networks of [9] satisfy the sufficient condition in Theorem 5.1 .
The following theorem provides another sufficient condition for a network to satisfy Condition 
for all k ∈ {1, ...,m}. Let now k ∈ {m + 1, ..., m} be arbitrary and note that M
2) is satisfied which as in the proof of Theorem 5.1 shows
for all k ∈ {m + 1, ..., m}. Thus ρ defines a viable ranking and so Condition 4.4 is satisfied. 3, 6 is the set {χ 3 , χ 6 } which clearly satisfies the property l ∈M |N l | = |N j |.
It should be noted that Theorems 5.1 and 5.3 are much more restrictive than necessary, meaning that the class of networks which satisfy Condition 4.4 is much wider than those covered by Theorem 5.1 or Theorem 5.3. To illustrate this we provide a simple example of one such network.
Example 5.5. Let I = 4, J = 7, and
It is easy to verify that S m = {χ 1,2 , χ 2,3 , χ 1,2,3,4 } and there is exactly one viable ranking as in Definition 4. As seen in the last two theorems, Condition 4.4 holds for a broad range of networks. However there are many interesting cases that are not covered by this condition. We now illustrate this point through an example. In this example I = 3 and J = 6 and C is a non decreasing function, however a viable ranking does not exist and therefore techniques of this paper do not apply.
Example 5.6. (Example That Doesn't Satisfy Condition 4.4) Suppose that
It is easy to check that in this case S m = {χ 1,2 , χ 2,3 , χ 1,2,3 }. This network does not satisfy Condition 4.4 because O {χ1,2,χ2,3,χ1,2,3} = ∅, since (4.2) does not hold for χ 1,2 , χ 2,3 , or χ 1,2,3 . We leave the verification of this fact to the reader. Consequently a viable ranking cannot exist. Workload cost and its minimizer. The workload C for this example can be given explicitly as follows. Let for w ∈ R 3 + , w 12
The optimal q * (w ) in Q(w ) is given as follows. Let q
). Then Note that C and q * are continuous functions and C is nondecreasing. In particular the HGI performance in this case is also the optimal cost in the associated BCP. However, as noted above, there does not exist a viable ranking for this example. Thus the techniques developed in the current paper do not apply to this example.
SOME PROPERTIES OF THE WORKLOAD COST FUNCTION
The following result on a continuous selection of a minimizer is well known (cf. Theorem 2 in [4] or Proposition 8.1 in [9] ). Define for a given workload vector w ∈ R I + the set Q s (w ) consisting of all queue-length vectors that produce the workload w and have zero coordinates for queue-lengths corresponding to primary jobs, namely,
The following theorem shows that in computing the infimum in (3.1) we can replace Q(w ) with Q s (w ).
Theorem 6.2. For all w ∈
In particular,
Proof. Fix w ∈ R I + . Withq as in Theorem 6.1, we have
and consequently
where the inequality in the above display is from (6.1) and from the fact that, by assumption, q k (w ) > 0. Thus we have a contradiction and thereforeq k (w ) = 0 for all k ∈ S p which completes the proof.
Hereafter we fix a viable ranking ρ. As was noted in Theorem 6.1, there exists a continuous selection of the minimizer in (3.1). We now show that using the ranking ρ, one can give a rather explicit representation for such a selection function.
Given
For k ∈ {2, . . . , m} define, recursively,
where recall thatî ( j ) is the unique resource processing the job j . By a recursive argument it is easy to check that q * (w ) defined above is a non-negative vector in R J . The following theorem shows that q * defined above is a continuous selection of the minimizer in (3.1).
Theorem 6.3. For any w ∈ R I
+ , q * (w ) ∈ Q s (w ) and
Proof. Fix w ∈ R I + . Letq(w ) be as in Theorem 6.1. Then C (w ) = h ·q(w ) and the proof of Theorem 6.2 shows thatq(w ) ∈ Q s (w ). Define
Clearly the supremum is achieved, namely there is aq ∈ Q s (w ) s.t. h ·q = C (w ) andq ρ(1) = s 1 . We now show that
, where the second equality holds sinceq ∈ Q s (w ) and the next inequality is a consequence of the fact that i * ∈ N ρ (1) . We now show that in fact the inequality can be replaced by equality. We argue by contradiction and suppose that
and note that for any i ∈ N ρ(1)
where the second inequality uses the fact thatq ∈ Q s (w ) while the third uses (6.2) once more. Thus,
such that (1) , so that for any l ∈ M we have j ∈M\{l } K j −K ρ(1) ≥ 0 which means M is not minimal and contradicts M ∈ M S s ,ρ(1) .
From (6.8) and (6.10) we have
where the second equality uses (6.9) and last equality uses the observation that b
where the second line is from (6.11) and the last inequality holds sinceq ∈ Q s (w ). So h ·q = C (w ) and by definition of s 1 ,q ρ(1) ≤ s 1 . However, since by assumption
which is a contradiction. Thus we have shown (1) and if for anyq ∈ R J + , Gq = w 1 , we have
and sinceq is arbitrary vector in R
We now proceed via induction. Suppose that for some k ∈ {2, . . . , m} and all w ∈ R
where
Note that we have shown (6.15) for k = 2. Withq as in Theorem 6.1q w k−1 ∈ Q s w k−1 and
. Also, using (6.3) we have for follows on noting from (6.3) that for some i
(w ). Define j * (i ) as in (6.6) replacing ρ(1) with ρ(k), then as before (using (6.3) instead of (6.2))
Thus from (6.17) we have that j
We next claim that the set of resources associated with ρ(l ) for any l < k is not a subset of the set of resources associated with { j * (i ) : i ∈ N ρ(k) }. Indeed, if that were the case for some l < k, then we will have We can now choose a subset = 0 and
With u k as defined in (6.12) with M replaced by M k (and withq as above)
Defineq as in (6.13) replacing ρ(1) with ρ(k), u 1 with u k , and M with M k . Then as before h ·q = C (w k−1 ) and Gq = w k−1 ; and as in the proof of (6.14) we see using (6.17) thatq ρ(k) > s k which contradicts the definition of s k . This completes the proof that s k = q * ρ(k) (w ).
Setting q k =q we have that q
(w ). Also, recalling that
. Combining this with the induction hypothesis (6.15), we have that (6.15) holds with k − 1 replaced with k. This completes the induction step and proves (6.15) for all k = 2, . . . m + 1, in particular
Next, using (6.16) with k − 1 replaced with m we see that for any q ∈ Q s (w m ), q ρ(l ) = 0 for all l = 1, . . . m. Namely,
.
From the definition of w m in (6.20) and the definition of q * j (w ) for j ∈ S 1 in (6.4) we then have that
This proves (6.5) and the statement that q * (w ) ∈ Q s (w ), and completes the proof of the theorem.
Analogous to ζ k i
introduced in Section 4.1, let
be the set of primary jobs which impact node i . 
Proof. Recall from Theorem 6.3 that with q * = q * (w )
µ ρ (1) we have
from which we have
Consequently for k ∈ {2, ..., m} we have
For j ∈ S 1 we have with i =î ( j )
This, combined with our bounds on q * ρ(k)
− q ρ(k) for k ∈ {1, ..., m}, gives the following bound for
Finally, for j ∈ S p we have
Combining the above bounds
SOME PROPERTIES OF THE RATE ALLOCATION POLICY
In this section we record some important properties of the rate allocation policy x(·) introduced in Definition 4.5. Throughout this section y(t ), x(t ) and E r j (t ) will be as in Definition 4.5. Our first result shows that x satisfies basic conditions for admissibility, namely, it is nonnegative and satisfies the capacity constraint.
Lemma 7.1. For all t ≥ 0, x(t ) ≥ 0 and K x(t ) ≤ C .
Proof. For the first statement in the lemma it suffices to show that y j (t ) ≥ 0 for all j ∈ N J and t ≥ 0. From definition of δ it is clear that y j (t ) ≥ 0 for all j ∈ N J \ S 1 and for j ∈ S 1 withî ( j ) ∉ ̟ r (t ).
Consider now a j ∈ S 1 for whichî ( j ) ∈ ̟ r (t ). Then
Also note that
Then for all j with K i , j = 1 we have x j (t ) = y j (t ) and so it suffices to prove that
K i , j y j (t ). However, this is an immediate consequence of the definition of y j (t ) for j ∈ S 1 andî ( j ) ∈ ̟ r (t ) in Definition 4.5.
From Condition 2.2 we can findR ∈ (0, ∞) such that for all r ≥R and j ∈ N J we have
For the rest of this work we will assume without loss of generality that r ≥R.
Lemma 7.3. For all t ≥ 0 and j
Proof. Note that if E r j (t ) = 1 then x j (t ) = 0 which, since r ≥R, implies on recalling the definition of δ from Definition 4.5 that
Thus the result holds in this case.
We now consider the case E r j
Definition 4.5 gives
and the result again holds. Finally we consider the remaining case, namely j ∈ S 1 , E r j (t ) = 0 and i ( j ) ∈ ̟ r (t ). We will consider two sub-cases.
∩ σ r (t ). Then y l * (t ) = ̺ l * + δ and
which combined with (7.1) gives
and the result holds.
In this case the assumptionî ( j ) ∈ ̟ r (t ) implies that there exists some
For the third term on the right side, we have
Finally, by assumption, ζ
∩ σ r (t ) = and therefore
This gives
which combined with (7.1) implies
and completes the proof.
The following lemma will be used in the proofs of Propositions 8.3 and 8.4.
Lemma 7.4. (a) Let t ≥ 0 and k
Proof. (a) Recall that we assume r ≥R and consequently (7.1) holds. Let k ∈ N m and t ≥ 0 be such that ζ
(t ) = 0. We need to show that (7.2) holds for such an i . Since ζ
, x j (t ) = y j (t ) so to prove (7.2) it suffices to show
Due to the assumption that ζ k i ∩ σ r (t ) = we have i ∈ ̟ r (t ) and consequently Definition 4.5 gives
However, from (7.3) and Definition 4.5
Combining this with (7.1) gives
This proves (7.4) and completes the proof of part (a). such that l * ∈ σ r (t ). From Definition 4.5 y l * (t ) = ̺ l * + δ and
This combined with (7.1) gives
This completes the proof of (b).
LARGE DEVIATION ESTIMATES
Recall the allocation scheme x(·) given by Definition 4.5 and define processes Q r , B r , T r associated with this allocation scheme withḂ r (t ) = x(t ), t ≥ 0, as in Section 2. Also recall the other associated processes as defined in (2.4) -(2.6) . Note that the allocation scheme depends on a parameter α ∈ (0, 1/2) and c 1 , c 2 ∈ (0, ∞). Let X r (t ) = (Q r (t ), E r (t )) and let
Note that althoughQ r is not Markovian, the pairX r defines a strong Markov process with state space S r .
Expectations of various functionals of the Markov processX r when X r (0) = x will be denoted as E x and the associated probabilities by P x . The following theorem is a key step in estimating the idleness terms in state dynamics. Theorem 8.1. For any ǫ ∈ (0, ∞) and j ∈ N J there existB 1 ,B 2 ,B 3 ,B 4 , R ∈ (0, ∞) such that for all r ≥ R, t ≥ 1 and x ∈ S r we have
and
Proof. Let j ∈ N J , x ∈ S r and ǫ > 0 be arbitrary. Recall c 1 , c 2 from Section 4.1. Define 
Noting that each occurrence of τ r, j 2l −1
requires an arrival of a job of type j , we have
Similarly,
Thus from the first inequality in Theorem A.1 in Appendix we can find R 1 ∈ (0, ∞) and
We now estimate P (B 
The probability p(r ) can be estimated as follows. Note that from Lemma 7.3, for τ From Theorem A.1 and strong Markov property there exist κ 3 , κ 4 ∈ (0, ∞) and R 2 ∈ [R 1 , ∞) such that for all r ≥ R 2 , j ∈ N J , and l ≥ 1
We can also assume without loss of generality that for r ≥ R 2 , r 
Thus we have 
For all r ≥ R 3 we have 
Finally we estimate the third probability on the right sides of (8.5) and (8.6) . Note that 
is a Poisson process with rate λ r j and the second inequality comes from the representations in (8.18 ) and (8.17) . From Theorem A.1 there exist κ 5 , κ 6 ∈ (0, ∞) and 
The following is the main result of the section which says that under the scheme introduced in Definition 4.5, the queue lengths for the associated workload are 'asymptotically optimal' in a certain sense. This result will be key in showing that under our policy, property (II) of HGI holds asymptotically.
Theorem 8.2. There exist B, R
In order to prove the result we begin with the following two propositions. Recall the sets ζ we have 1 
To see the claim note that for such t , for all i ′ ∈ N ρ(k) , from the definition ofτ
Thus, from the definition of c 3 there is a j ∈ ζ
namely j ∈ σ r (t ). Thus we have ζ 
where the last line follows from the definition of the event B r y . Next note that
From (8.25) , on the above event, for t ∈ 0,τ
Thus, recalling the definition of A r y j ∈ζ 
Since at t = 2r y/∆, 2r y − ∆t = 0, we must haveτ s k (0) < 2r y/∆ so that on the above event
This gives for r ≥ R 1 and y ≥ max{d , 1}
A straightforward calculation now shows that
where B 3 depends only on B 1 , B 2 and δ. This proves the second statement in the lemma. The proof of the first statement follows in a very similar manner and is omitted.
The following proposition will be the second ingredient in the proof of Theorem 8.2.
Proof. Once again we only prove the second statement since the proof of the first statement is similar. Many steps in the proof are similar to those in Proposition 8.3 but we give details to keep the proof self contained. Let k ∈ N m be arbitrary.
Define the stopping times, τ 0 . = r 2 T 1 and for l ∈ N
and note that j ∈ζ
Recall the definition of ∆ in (8.24) and define for y ∈ R + and l ∈ N, the events We claim that for t ∈ [τ 2l +1 , τ 2l +2 ) we have ζ
. To see the claim note that
Thus, from the definition of c 3 there is
where the last line comes from the definition of the event B r l ,y
. Note that for all j ∈ N J and t ≥ τ 2l +1 we have
From (8.30), on the above event and for
where the second line follows because we are on the set A 
The right side of (8.32) with t = τ 2l +1 + 2r 
and a standard argument now gives
where the constant B 4 depends only on B 1 , B 2 , B 3 and K . Let
Note that for all l ≥ 1 each occurence of τ 2l +1 implies an arrival of a job of type j
. This, combined with (8.27) and (8.28) gives
The result follows.
We can now complete the proof of Theorem 8. Combining the above two estimates with (8.34) and (8.35) once more, we have the second inequality in the theorem.
Lyapunov function and uniform moment estimates.
In this section we establish uniform in t and r moment bounds onŴ r (t ). The following is the main result of this section. From Theorem A.1 there exists R ∈ (R, ∞) (recall (7.1)) andĤ 2 ,Ĥ 3 ∈ (0, ∞) such that for all r ≥ R and k ∈ (0, ∞), we have Thus in order to complete the proof it suffices to show that We now prove the convergence of the discounted cost. Proof is a simpler version of the argument in the proof of Theorem 4.7 and therefore we omit some details. Using the fact that E ∞ 0 e −θt C (W w 0 (t ))d t < ∞ it then follows that for every T ∈ (0, ∞)
The following result gives classical exponential tail bounds for Poisson processes. For the proof of the first estimate we refer the reader to [12] while the second result is a consequence of [ 
