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Dynamical processes in the condensed phase: methods and models
Matthew R. Carbone
In this thesis, we study a broad range of physical phenomena from the perspectives of theory-
driven, and machine learning models.
We begin by introducing a generalization of the Momentum Average method for finding nu-
merically exact Green’s functions of arbitrary polaron systems at zero and finite temperature. This
method utilizes the physical ansatz that phonons are produced largely in clouds, and systematically
constructs a closure of auxiliary Green’s functions to ultimately solve for the spectrum. We seam-
lessly apply this method to a variety of problems, including the Holstein, Peierls, and mixed-boson
mode models. Next, we leverage fundamental quantum mechanics to develop a microscopic model
of exciton and trion scattering in monolayer transition metal dichalcogenides. We conclude that
elastic scattering mechanisms are largely the dominant contributor, and confirm that our calculated
doping-dependent linewidths qualitatively agree with experiment. In addition, we use Monte Carlo
dynamics to examine entropically activated dynamics in continuous phase space models, and show
that global and local dynamics both exhibit entropy-driven activation.
The second type of work discussed in this thesis pertains to data-driven machine learning mod-
els. These approaches offer the utility of instantaneous inference, which has tremendous potential
application in applied science in areas such as surrogate modeling and creating digital twins of
expensive experiments. First, we demonstrate that x-ray absorption spectra can be used to classify
absorbing sites’ local atomic information, specifically its coordination number. Next, we show that
graph-based neural networks can to quantitative accuracy, predict the x-ray absorption spectrum
of small molecules in the QM9 database. We highlight the various ways in which these types of
methodologies can be applied to e.g. closing the design loop and surrogate modeling in general.
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At its core, the goal of science is to develop theories and models that can explain real-world phe-
nomena. The set of all models is vast, ranging from theories of the unimaginably small (e.g. quan-
tum mechanics) to the equally unfathomably large (e.g. general relativity). Perhaps disturbingly,
no model is and will ever be "correct," no matter how accurate it’s predictions. Such claims fall
squarely outside the realm of science (we leave this to the philosophers), and instead, models
will only ever be more or less wrong than others in one situation or another. The theme of this
thesis is presenting an array of work which attempts to model a variety of phenomena in quite a
few different ways, including using "microscopic" quantum mechanical methods (Chapters 2 and
3), machine learning models of various types (Chapters 4 and 5) and toy model simulations of
activated dynamics (Chapter 6).
In this chapter, we briefly discuss some of the models that exist in the literature, and the various
ways they are applied. We will also highlight their limitations, and compare and contrast two fun-
damentally different modeling paradigms: that of the theory- vs. data-driven models. Finally, we
outline the chapters in this thesis, and provide an overview of the important topics and conclusions
reached.
1
1.1 Theory- vs. data-driven models
A large portion of this thesis focuses on implementing machine learning (ML) techniques, and thus
it is important to highlight the critical distinction between what we call theory- and data-driven.
The first two chapters of this thesis focus on theory-driven models, and the third and fourth on
data-driven models.
Consider for instance the time-independent Schrödinger equation,
k= (x) = =k= (x). (1.1)
Under the Born-Oppenheimer approximation [1], the ground state energy of some assembly of
atoms is a function of the nuclear coordinates (and atom types), 0 ≡  =  (R). Formally,
Eq. (1.1) is what we would call a theory-driven model, because the model itself is based on physical
principles, and it does not require conditioning on data to make predictions. In other words, one
cannot trivially improve a theory-based model in a conditional sense, without completely revising
the model (improving the theory itself).
A data-driven model takes the opposite approach. For instance, let’s say you had a bag of
different molecules, and for each one you had measured the ground state energy using some ex-
perimental method, such that you had pairs of data points, D = {(R1, 1), (R2, 2), ...}. With this
data in hand, one can parameterize a model 5\ such that \ corresponds to the minimum value of




( 5\ (R8) − 8)2. (1.2)
This is effectively the ML paradigm,1 where 5\ is a data-driven model. The Born-Oppenheimer
approximation would be "improved" if higher-level theory were incorporated into it, but the data-
driven model would only be improved if it received access to more data. In this way, a data-driven
1While the general strategy is similar to this regardless, the outlined protocol is explicitly the approach take in
supervised learning.
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model can be improved in a conditional sense.
Generally speaking, these two model paradigms come with various strengths and weaknesses.
For example, in terms of speed, a theory-driven model might be extremely expensive to evaluate,
and will be every time. Density Functional Theory does not, for example, get any less expensive
the more data it sees. A data-driven model on the other hand must be trained on such ground truth
data, which can be expensive to generate, but then can make accurate predictions instantaneously
(relatively speaking). Another example is that of interpretation. Generally, theory-based models
are easily interpretable (though perhaps not easy to evaluate) by simple observation of the algebraic
structure of the equations. However, data-based models are usually not easily interpretable. Deep
neural networks can contain billions of trainable weights, used at different levels of the network,
passing data which is non-linearly transformed. Interpetation of these trained network architectures
is an active and open research question. These and other tradeoffs are largely summarized in
Chapters 4 and 5.
1.2 Quantum theory
Quantum mechanics is bar none the most well-validated scientific theory ever conceived [2]. It
makes almost magically accurate predictions that completely break from classical scientific theory,
and at the atomic scale, it is the current state of the art for predicting the properties and behavior
of matter. However, there is trouble in paradise: real systems consist of many particles, and the
equations that govern the time-evolution and static properties in the quantum mechanics framework





k(x, C) = k(x, C), (1.3)
and the time-independent Schrödinger equation [Eq. (1.1)] provides access to the wave functions
which completely characterize the system state, but the high dimension of the many-body wave
2Formally, the computational complexity of the full, exact solution in quantum mechanics scales exponentially in
the number of electrons.
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function makes the problem unsolvable in practice. Specifically, the electron-electron coupling in
 is by far the most difficult part of the problem.
To circumvent these challenges, a historied suite of methods have been introduced to surgically
tune the tradeoff between accuracy and computational tractability. Generally, all theories build in
some way on the Hartree-Fock approximation, which is an independent-electron treatment3 of the
many-body problem, where electron-electron interactions are treated in a mean-field sense. On
the computational chemistry side of the field, methods such as Coupled Cluster Theory [3], which
provides the most accurate results at a high computational cost, and Density Functional Theory [4],
which offers more of a balance between accuracy and computational cost, have emerged as fron-
trunners. On the different side of the same coin, we have Green’s function-based methods. Through
the Lehman representation [5], e.g. [6],
 (k, l) =
∑
=
| 〈k= |2k |k0〉|2
l − = + i[
, (1.4)
Green’s functions are deeply connected to the aforementioned wave function-based methods, but
offer a different utility [7], which is discussed in especially Chapter 2.
1.3 Machine learning
Broadly speaking, ML is a protocol for training a program to make predictions without being
explicitly programmed to do so. In many ways, ML is no different than being presented with points
on a 2-dimensional plot, and being asked to draw an interpolating function between them. Except,
of course, that in practice it is an arbitrarily high-dimensional plot, and the interpolating function
(the model itself) must strike a careful balance between capturing the usually highly nonlinear
trends and not over-fitting. Fine-tuning models for optimal performance is the challenge of the ML
practitioner.
With the strengths and weaknesses of ML [c.f. Subsection 1.1] in mind, we highlight that while
3Independent in the sense that only the Pauli Exclusion Principle is obeyed.
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interpolating procedures on their own can never truly discover new physics, they can be utilized in
resourceful ways to speed up calculations and access new domains of study. For example, Neural
Network Potentials [8] such as AENET [9, 10] have been demonstrated to predict materials prop-
erties with high accuracy, and offer enormous speed up over conventional methods. Augmenting
existing simulation techniques with ML could offer access to new time-scales without incurring
extra computational cost. In a tangential field, Google Deepmind has seemingly solved the protein
folding problem using a combination of supervised and reinforcement learning techniques [11],
which if broadly generalizable is a major breakthrough.4 While there is no doubt that ML of-
fers huge utility in applied problems, finding new and clever ways to apply ML in the domain of
scientific discovery is an extremely active field of research.
1.4 Outline
We henceforth outline the work described in this thesis. Work in the first two chapters was per-
formed under the supervision of primarily my advisor: Professor David R. Reichman,5 and also
John Sous6 (for Chapter 2 only). Work in the second two chapters was performed under the su-
pervision of Shinjae Yoo7 and Deyu Lu8 in collaboration with Brookhaven National Laboratory.
Finally, work in the last chapter was performed under the supervision of Marco Baity-Jesi.9
In Chapter 2, we leverage the Dyson equation and zero-) Green’s function formalism to de-
velop a generalized boson cluster expansion method for solving arbitrary lattice phonon model
Hamiltonians. Specifically, we build off of the established family of momentum average meth-
ods [12], and generalize it to the numerically exact limit, including providing a computationally
feasible approach to further generalizing the developed code to finite temperatures and higher di-
4See also https://www.nature.com/articles/d41586-020-03348-4, which outlines the impact of that work.
5Professor of Chemistry, Columbia University
6Joint Post-doc in the Reichman and Millis groups, Columbia University
7Machine Learning Group Leader, Computational Science Initiative, Brookhaven National Laboratory
8Staff Scientist, Center for Functional Nanomaterials, Brookhaven National Laboratory
9Post-doc in the Reichman Group, Columbia University during the time of this work, now the Machine Learning
and Data Science Group Leader, Eawag, Switzerland
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mensions.
In Chapter 3, to study the broadening mechanisms of excitons and trions in monolayer tran-
sition metal dichalcogenides, we develop a fully microscopic theory based on a Fermi Golden
Rule approach to explain the dominant contributions to the lifetimes of these quasi-particles. Our
microscopic approach assumes reasonable models for encapsulating dielectric materials and quasi-
particle wave functions, with scattering matrix elements and all other terms calculated in a numer-
ically exact fashion. After the publishing of this work, we later validate the accuracy our approach
against experimental data.
Chapters 4 and 5 share the common theme of leveraging ML algorithms to make accurate pre-
dictions of the physical properties of materials and molecules. Specifically, in Chapter 4 we train
feed-forward neural networks to classify local absorbing atom information across a broad range of
transition metal oxides, from their simulated x-ray absorption near edge structure (XANES) spec-
tra. In Chapter 5, we do the reverse, and train graph-based neural networks to predict the XANES
spectra directly from molecular structures to quantitative accuracy.
In Chapter 6, we explore entropically activated dynamics in the funnel model. Specifically, we
both generalize to a continuous phase space, and showcase the curious result that non-equilibrium
behavior of a tracer in this model is seemingly largely independent of the choice of dynamical
method, be it direct sampling or Markov Chain Monte Carlo.
6
Part I
Quantum dynamics in the condensed phase
7
Chapter 2
Numerically Exact Generalized Green’s
Function Cluster Expansions for
Electron-Phonon Problems
The content presented in this chapter is based on the following work posted on the arXiv.
• Numerically Exact Generalized Green’s Function Cluster Expansions for Electron-Phonon
Problems [arXiv]
M. R. Carbone,∗ D. R. Reichman & J. Sous.∗ (under review, Phys. Rev. B.)
∗ Indicates corresponding authors.
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2.1 Introduction
The interaction of a particle with its environment is central to the study of many physical systems.
One classic problem of this type is that of the polaron, which describes a mobile carrier dressed
by bosonic fluctuations [5]. Originally predicted by Landau [13], expanded upon by Pekar [14,
15] and cemented into condensed matter canon by Lee, Low and Pines [16], Fröhlich, Pelzer
and Zienau [17, 18], Feynman [19], and Holstein [20, 21], a polaron forms when a particle such
as an electron or hole moves in a deformable medium. The motion of the particle induces a
local polarization cloud, which is dragged along with the particle as it moves, renormalizing its
effective mass and yielding a non-zero quasiparticle weight. Polarons arise in a variety of physical
contexts beyond that of electron-phonon systems [22], such as excitons in photoexcited molecular
crystals [23–26], hole-doped magnets [27], light-matter systems [28–30], impurities embedded in
ultracold gases [31–34] and in other more exotic physical settings [35–37].
Over the last two and a half decades, many (in principle) exact numerical methods have been
devised to study polaronic problems. One can broadly classify these approaches into two main
categories: real- and imaginary-frequency methods. Approaches in the former class include Vari-
ational Exact Diagonalization [38], and its variants [39, 40], Limited Phonon Basis Exact Di-
agonalization [41] and Matrix-Product-State techniques [42–45]. Methods in the latter class are
most prominently Monte Carlo methods, such as Diagrammatic [46–48], Path-integral [49] and
Continuous-time [50] Monte Carlo. While Monte Carlo techniques are well suited for the study
of finite-temperature systems over the complete range of polaronic model parameters, they require
ill-conditioned analytic continuation to the real-frequency axis in order to study dynamics. In con-
trast, direct real-time methods face a daunting challenge in several parameter regimes, including
the so-called adiabatic limit where the lattice response is slow, as well as the strong-coupling limit,
where a large number of bosons is excited in the system and the size of basis states becomes too
large to efficiently manage.
In this work, we introduce the Generalized Green’s function Cluster Expansion (GGCE), a
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non-perturbative approach that enables an exact, efficient numerical computation of real-frequency
Green’s functions of polaronic models even in regimes challenging for related real-frequency ap-
proaches. In particular, we show that the GGCE provides access to exact spectra in the portions
of the adiabatic and strong-coupling limits inaccessible to more standard Variational Exact Diag-
onalization approaches, while converging more rapidly in accessible regimes. Our method builds
on the Momentum Average (MA) Approximation,1 proposed by Berciu in 2006 [12] which has
since been adapted to describe realistic materials [61, 62]. Our procedure is applicable to any form
of particle-boson coupling, and proceeds via efficient generation of an equation of motion (EOM)
in orders of the spatial extent of bosonic clusters that arise in the dynamics. We show that this
approach variationally recovers the exact infinite boson Hilbert space, provided that one converges
the computation with respect to the cluster size, and we find that this is achieved with a high level
of efficiency when compared against standard numerical approaches, even in the adiabatic limit.
In addition to providing access to quasiparticle spectra over a wide frequency range, the GGCE
comes with several strengths. In particular, it is formulated in the infinite system size limit, and
thus provides access to exact spectra in the thermodynamic regime. It affords sufficient flexibility
that permits extensions to finite-ranged models at finite temperatures and in higher dimensions, as
well as to studies of bipolarons, and systems with different boundary conditions. Additionally, it
allows the study of dynamics of non-equilibrium initial states. Lastly, since existing linear alge-
bra solvers represent the only computational bottleneck in the approach, the GGCE serves as an
easy-to-implement, methodologically unconstrained technique whose performance is limited only
by access to computational resources such as large-scale parallel computing or GPU technology.
Our manuscript is organized as follows. In Section 2.2, we review the foundations of the MA
methods and devise a generalized formalism we use in the GCCE approach (Subsection 2.2.1). We
briefly discuss our computational implementation of the method (Subsection 2.2.2) and highlight
the relationship to and differences between our and other methods (Subsection 2.2.3). In Sec-
1The MA approach has been validated for a large number of systems, including, but not limited to, Holstein [6, 12,
51–54], Peierls [55], Edwards [56], and dual-coupled polarons [57], Holstein [58] and Peierls bipolarons [59], and has
been applied to model experimental systems such as graphene [60] and cuprates [61]
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tion 2.3, we demonstrate the power and scope of this implementation and present a combination
of numerically exact and quasi-converged results on the Holstein, Peierls and mixed-boson mode
Holstein+Peierls models. Finally, in Section 2.4, we conclude and discuss possible future work.
2.2 Methodology and General Considerations
















−q + 1̂q). (2.1)
Here, the carrier (boson) has dispersion Yk (ℏΩq), and the interaction +̂ contains a vertex 6(k, q)
that in general depends on both k and q. We use a compact notation
∑
k to imply a discrete sum




d3: with !3 the system
volume for a problem in the continuum.
The goal of our approach is to derive the EOM of the one-electron Green’s function at zero
temperature [5],
 (k, l) = 〈0|2̂k̂ (l)2̂†k |0〉 . (2.2)
For Hamiltonians of the form in Eq. (2.1), only the retarded component of (k, C) contributes [12],
and the propagator, in real frequency, takes the form
̂ (l) =
[
l − ̂ + i[
]−1
, (2.3)
where [ = 0+ is an artificial broadening parameter. Repeated application of Dyson’s equation,
̂ (l) = ̂0(l) + ̂ (l)+̂̂0(l), (2.4)
2In this chapter, we label all quantum operators with hats to alleviate possibly confusing notation between e.g. the
propagator, ̂ (l), and the Green’s function,  (:, l).
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with ̂0 = ̂ − +̂ yields an infinite hierarchy of equations,3 which we compute in the basis states
|:, =〉 labeling a delocalized state of a carrier and = bosons with total momentum momentum : .
We start by deriving the EOM for  (k, l) ≡ 〈:, 0| ̂ (l) |:, 0〉. The first application of Dyson’s
equation yields
 (k, l) = 0(k, l)
[
1 + 〈0|2̂k̂ (l)+̂ 2̂†k |0〉
]
, (2.5)
and the second gives
〈0|2̂k̂ (l)+̂ 2̂†k |0〉 = 〈0|2̂k̂ (l)+̂̂0(l)+̂ 2̂
†
k |0〉 , (2.6)
where ̂0(l) is the free particle propagator, and
̂0(l) |:, =〉 = 0(:, l − =ℏΩ) |:, =〉 . (2.7)
Note this expansion can be indexed by the number of bosons contained in the created states.
A coupling +̂ that is linear in boson operators either creates or annihilates a boson, thus coupling
states with = bosons to states with = ± 1 bosons. A key development made by Berciu [12, 51]
is to recast the EOM as a hierarchical "expansion" in orders of the spatial extent of the bosonic
cloud, " , rather than treating it as a direct expansion in the number of bosons. Making use of
the spatial structure of the Green’s functions generated in the EOM allows one to derive a scheme
in which states corresponding to clouds larger than a certain spatial extent " are excluded. To
illustrate the idea, consider the example of " = 2. At this level of approximation, only states
with bosons localized on single and first-neighbor sites are retained in the hierarchy. Note that this
imposes no restriction on the distance between the carrier and the boson cloud. We can view this
approximation as a variational ansatz in the space of Green’s functions in which one allows the
carrier anywhere in the system, but with bosons clustered in a cloud of a maximum length ".
Below, we detail the approach we use to construct and solve the linear system of equations
3The connection to other approaches that utilize exact hierarchies for dynamics in polaron models (for example,
the HEOM approach [63, 64]) remains to be explored.
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in the EOM. Specifically, in Subsection 2.2.1 we derive a generalized expression for  (:, l) for
arbitrary models. Then, in Subsection 2.2.2, we explain how to systematically generate and solve
the system of equations in computer simulations. Finally, in Subsection 2.2.3, we discuss the
relation of the GGCE to other methods.
2.2.1 A Generalized Equation of Motion
We now specialize our construction to the case of one-dimensional (1D) lattice models described













1̂8 + +̂ , (2.8)
where 〈8 9〉 denotes nearest neighbors, for which numerical results are available. This allows us to
both benchmark GGCE against exact numerics and to tackle regimes that are typically difficult to
study or inaccessible by related techniques even in the well-studied 1D limit. In what follows we
set ℏ = 1 and the lattice constant 0 = 1.
Beginning with Eq. (2.5), we derive a generalized EOM (GEOM). Here the free particle
Green’s function is given by
0(:, l) = [l − Y: + i[]−1 , (2.9)
with free particle dispersion Y: = −2C cos : .
Consider a generalized representation of +̂ for models that describe coupling between a carrier













Here 6 is the coupling constant, k, q ∈ Z encode the spatial dependence of the coupling, and
b = {−, +} labels bosonic operators as either annihilation (1− ≡ 1) or creation (1+ ≡ 1†). This
generalized notation completely specifies +̂ for a given arbitary finite-ranged model. We present









2̂8 (1̂†8 + 1̂8) (2.11)
















2̂8 1̂8 ↔ {(U, 0, 0, +), (U, 0, 0,−)}. (2.12)
We allow for an arbitrary but finite number of interaction terms, which need not be equal and can
thus be used to model, for example, a long-ranged coupling of a carrier to a bosonic mode.
Using Eq. (2.5), we arrive at the GEOM for  (:, l),






Here, we have defined an auxiliary Green’s function (AGF) [12, 56] given by
5= (X) = N−1/2
∑
8




whereN is the number of lattice sites, '< ≡ < and 5= (X) ≡ 5= (:, X, l). The AGFs can be thought
of as higher-order propagators of an electron in a spatial cloud composed of multiple bosonic
excitations. Further, we note the identity 50(X) = 4i:'X (:, l), c.f. Eq. (2.14).
It is now necessary to introduce additional notation for describing how AGFs with > 0 bosons
couple. Since bosons can in general be created anywhere on the lattice, we define an occupation
number vector n, which labels the number of boson excitations starting from site 8 on a cloud
embedded within the infinite lattice,
n ≡ [=(8) , =(8+1) , ..., =(8+!−1)], (2.15)
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where ! ≤ " is the length of n. This vector serves as a device for labeling the bosonic Hilbert
space in the following way: n↔ †







8+1 · · · 1̂
†=!−1
8+!−1. This allows us to write




4i:'8 〈0|2̂:̂ (l)2̂†8−X ̂
†
8,n |0〉 . (2.16)







4−i@'8−X0(@, l − =TΩ) 〈0|2̂:̂ (l)+̂ 2̂†@ ̂†8,n |0〉 , (2.17)
where =T is the total number of bosons in the configuration labeled by n. Here we used the fact
that when =T > 0, 〈0|2̂:̂0(l)2̂†@ ̂†8,n |0〉 = 0. Defining l̃ ≡ l − =TΩ and adopting a combined










4i@'< 〈0|2̂:̂ (l)+̂ 2̂†< ̂†8,n |0〉 . (2.18)
The goal of the procedure is to extract a relationship between AGFs with =T and =T±1 bosons.

















8,n |0〉 X<, 9+k . (2.19)
Consider the case when b = −, implying the boson operator removes a boson from site 9+q. Such a
process can only have a non-zero contribution when a boson is removed from an occupied site, and
the domain of sites where 1̂ 9+q can act in general is 9 + q − 8 ∈ Γ−! = {0, 1, ..., ! − 1}. In this case,






1̂ 9 + <X8 9 1̂†<−18 .
Up until now, this derivation has been exact. We now impose a limit on the maximum cloud
extent, ", restricting the cluster of sites where bosons can be created to at most " connected
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Figure 2.1: Cartoon of an ! = 4−site boson cloud, n = [2, 0, 0, 3] (blue), embedded within a
variational space specified by a maximum cloud extent " = 5 and maximum number of bosons
# = 6. In this example, the constraint " = 5 spans sites 8 − 1 to 8 + 4 so that bosons can be
created only on these sites (e.g., green circles), and are not allowed outside of the "-site cloud
(e.g., red circle). # = 6 implies that states with one more boson that those depicted in the figure
(blue circles) are omitted from the variational space. Note that the carrier (not shown) is allowed
to be anywhere on the chain.
sites, which are occupied with up to # bosons.4 Thus, when b = +, we have 9 + q − 8 ∈ Γ+
!
=
{! −", ! −" + 1, ..., " − 1}. This restriction requires that we replace the sum over 9 with a sum







To continue the derivation of the EOM, we introduce the notation: ̂(b,W)†
8,n |0〉 as the state ̂
†
8,n |0〉
with an extra boson created (b = +) or destroyed (b = −) on site 8+W within the permitted variational
space specified by the above restriction. We omit states indexed by n whose =T > # from the space
of AGFs. Fig. 2.1 demonstrates the variational space encoded in our notation.












4i:'8 〈0|2̂:̂ (l)2̂†8+W−q ̂
(b,W)†
8,n |0〉 , (2.20)
where =(b,W) is a prefactor associated with applying a boson creation or annihilation operator: it is
equal to 1 if b = +, and is equal to the number of bosons on site 8+W (before a boson is annihilated)
4Note that the quasi-analytical formulation of the approximate MA methods represent a specific case of this general
formalism in which " = 1, 2 or 3
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if b = −.















, l[ ≡ l + i[. (2.21)
Observe that the second line in Eq. (2.20) is precisely an AGF with different arguments and with








=(b,W)60(X + W − q + k, l̃) 5 (b,W)n (q − W). (2.22)
Finally, we note that in order to abide by our labeling convention, certain "reduction rules" for the
AGFs must be followed in order to produce a valid closure. When removing or adding bosons,
as in the case 5n → 5 (b,W)n , additional phase prefactors may appear. The details of these rules are
summarized in Appendix 2.A (see also Ref.56 for a specific example).
2.2.2 Implementation
Together, Eqs. (2.13) and (2.22), along with the rules in Appendix 2.A, contain all information
necessary to solve for  (:, l) for some chosen values of ", #. In this section, we describe the
computational approach for representing these equations and solving them numerically.
Every possible combination of 1 ≤ = ≤ # bosons on 1 ≤ ! ≤ " sites will contribute to
the calculation of  (:, l). In the first step, we systematically generate all combinations, noting
the only requirement that the first and last sites for some cloud extent ! must be at least singly
occupied. This amounts to symbolically constructing and storing representations of these objects,
e.g.
G = { 5[0] (X), 5[1] (X), 5[1,1] (X), 5[1,0,2] (X), ...}, (2.23)
such that all possible AGFs corresponding to a given configuration are generated. This can be
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thought of precisely as the classic combinatorics problem of # indistinguishable balls in " distin-
guishable bins, with the added constraint of requiring at least one boson on each end of the cloud.
In this way, the total number of equations generated at this step (the total number of elements in
G, defined as |G|) has a straightforward representation,











where the one extra term reflects the first equation in the set of equations (for  (:, l)).
The second step consists of finding the values for X each function 5n requires. Observing that
the only X-dependence on the RHS of Eq. (2.22) is contained in 60 (and importantly not in 5n),
we obtain the full closure of equations by finding, for every 5n, the values of X prescribed by the
indices q − W on the RHS. This set is informally denoted as S, e.g.,
S = { 5[0] (−1), 5[0] (0), 5[1] (−1), ...}. (2.25)
The terms contained in S are determined by a nontrivial function of ", # and depend on the model
type. Every term in S is simply a specific case of the LHS of Eq. (2.22).
In the final step, we formulate this as a inhomogenous linear system of equations and aim to
find the solution for all 5n(X) for some values of :, l, ", #,
f = b. (2.26)
Above,  is a matrix of coefficients which can be read from the aforementioned equations, and
b is proportional to the unit vector and inherits the inhomogeneity of Eq. (2.13). This matrix
equation can be solved in one of two ways. The solution for f can be obtained in a single step,
which amounts to applying some direct solver to the |S| × |S| matrix . However, this approach
is either inefficient (using a sparse solver) or intractable using a dense solver due to the large size
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of  in cases such as the extreme adiabatic limit. Alternatively, we find that a continued fraction
approach using dense linear algebra provides the optimal middle ground. Formally, the continued
fractions += = A= (k, l)+=−1 + B= (k, l)+=+1, where A= (k, l) and B= (k, l), are sparse matrices
read off directly from the EOM, and += is a vector of AGF’s with = ≤ # bosons [51, 56]. The
matrix inversions required are much smaller in this approach, although there are Θ(#) of them.
We note that using this more efficient approach, the calculations become challenging in our current
implementation only around (", #) ∼ (10, 7), which produces ∼60k equations. Adding one more
boson balloons the calculation to ∼150k equations, which are in principle within reach on large
supercomputer architectures with sufficient memory capacity.
To approach the infinite phonon Hilbert space limit using the continued fraction approach, we
set +#+1 = 0, solving the set of equations until we obtain  (k, l), which corresponds to +0. In
the # → ∞ limit, this represents a sensible boundary condition because it becomes energetically
expensive to generate clouds with larger than # bosons. In practice we treat # as a convergence
parameter. All results shown in this work appear to be converged with respect to # to desirable
accuracy, unless otherwise stated.
2.2.3 Comparison to Other Methods
Comparison to related methods: Momentum Averge (MA) and Limited Phonon Basis Exact
Diagonalization (LPBED) methods.
The GGCE method combines advantages from the MA and Limited Phonon Basis Exact Diago-
nalization [41] (LPBED) methods. In the MA approach, one makes an educated guess of the value
of " needed to obtain accurate results, in essence employing a variational ansatz to the EOM.
One then derives the EOM in MA(") analytically "by hand" and solves for  (:, l) numerically.
LPBED is a more general ED analog of MA, and in principle also relies on a variational ansatz,
albeit one different from that of MA. Another successful version of LPBED [66] discussed in the
literature included clouds of size " = 5 whilst allowing for two extra bosons anywhere on the
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lattice even away from the cloud, but with a more restricted total number of bosons.5
We can roughly view MA and LPBED methods as specific variational cases of the GGCE,
which benefits from allowing an arbitrary systematic choice of maximal cloud extent, ", in the
# → ∞ limit. The GGCE thus serves as a systematically exact method which allows one to tailor
resources based on the underlying physics of the problem, and is limited only by computational
resources. This provides the potential to access regimes that are difficult to quantitatively describe
by other approaches, as we show below.
Comparison to Variational Exact Diagonalization (VED) methods.
Variational Exact Diagonalization (VED) [38] represents another class of successful approaches to
the polaron problem. In VED, a variational Hilbert space is iteratively generated by applying the
off-diagonal parts of the Hamiltonian to a reference state taken to be a Bloch state of an electron
and zero bosons in an infinite system. After #ℎ iterations, one diagonalizes the Hamiltonian in
the generated basis using standard Lanczos techniques. Convergence with respect to #ℎ, when
possible, guarantees access to the exact ground state and a small manifold of low-lying excited
states [39]. There are at least two main differences between GGCE and VED.
First, VED naturally imposes a restriction on the distance between the electron and phonon
configurations, which can be at most ∼ #ℎ sites (the precise value depends on the coupling), while
GGCE (and MA [56]) includes states with the electron arbitrarily far away from the phonon clouds
with no restriction (this can be seen from the application of ̂0(l) in the EOM on states in AGFs
with both an electron and phonons, which moves the electron arbitrarily in the system without
regard to the location of the bosonic cloud, c.f. Eq. (2.20)). We note that VED is capable of
describing the ground and low-lying excited states in the weak- and lower-intermediate regimes
of coupling in the adiabatic limit [38]. We suspect that the restriction on the distance between the
electron and the phonons in VED prohibits access to very strong couplings in the adiabatic regime
and to continuum states since these are generally delocalized states (see discussion below). In
5We note that it appears the largest values for " used in the MA method is 3, while the largest values for " used
in the LPBED method is 5.
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contrast, as we show below, GGCE can tackle strong coupling in the adiabatic regime.
Second, GGCE is formulated as an expansion in terms of cloud sizes, and the computation
must be converged with respect to the cloud size, while VED imposes no restriction on cloud sizes
(a cloud in VED can extend over, at most, ∼ #ℎ sites). For example, #ℎ = 11 implies clouds
extended over ∼ 10-11 sites (the exact number depends on the specific model of the electron-boson
coupling). Such a value of #ℎ represents a rough lower bound within what is typically used in
VED in the intermediate adiabatic limit. These values imply clouds with sizes that are much larger
than those used in GGCE in the current work. This suggests that GGCE may benefit in terms of
efficiency by employing a smaller number of states resulting from smaller clouds without compro-
mising accuracy. We believe this is a direct result of using an EOM formulation of propagators,
which ensures we keep only those states generated in the dynamics and nothing further. Com-
paring, empirically, to Ref. 38, we note that the number of states needed in GGCE appears to be
two orders of magnitude smaller than those in VED in order to achieve convergence in similar
parameter regimes.
Finally, we note that other variants of VED with extra restrictions on the variational space
have been used with great success [39, 67, 68]. These, however, are either not formulated in a
general enough manner to be applied to a generic form of electron-boson coupling [67] or involve
further constraints that, while variational, are not completely motivated physically especially at
strong couplings. In contrast, GGCE in its current form follows naturally from the EOM and has
no restrictions beyond the cloud size, which is taken to the infinite limit sequentially and in an
efficient manner. In principle further restrictions of this type can be imposed in our GGCE, but we
do not explore this direction in the current manuscript.
The preliminary analysis presented here suggests that GGCE may perform more favorably than
related approaches, at least in some parameter regimes and for some quantities. Future work must
be devoted to address these issues and compare the range of variational restricted-basis approaches
over the full range of parameter space for both ground-state energies and spectral functions to fully
access the utility and efficiency of each approach.
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2.3 Results
In this section, we show results for a variety of 1D lattice models described by the Hamiltonian
defined by Eqs. (2.8) and (2.10). This allows us to both benchmark GGCE against exact numerics,
and to tackle regimes typically inaccessible even in the well-studied 1D limit. In what follows, we
characterize the interaction strength via the dimensionless coupling constant
_ = GS(C = 0)/GS(U = 0), (2.27)
which is the ratio of the ground state (GS) energy in the atomic limit to that in the free particle
limit, and the adiabaticity ratio
Λ = Ω/,, (2.28)
where, = 4C is the carrier’s bandwidth.
While DMC and other quantum Monte Carlo methods may access the GS in the adiabatic limit,
dynamics are generally difficult to obtain due to uncertainties associated with analytical continua-
tion to the real-frequency axis. We showcase the ability of the GGCE to simulate dynamics in the
low-energy regime for the Holstein [20, 21] (H) and Peierls (P) (also known as the Su-Schrieffer-
Heeger [69]) models. Finally, we study an experimentally motivated mixed Holstein+Peierls (HP)
model in which the carrier couples to two different boson modes, one describes a Holstein coupling
and the other a Peierls coupling.
2.3.1 Holstein Model
















Figure 2.2: Ground state energy GS/C as a function of coupling strength _ = U2/2ΩC for the
Holstein model in adiabaticity limits extending from anti- (Λ  1) to extreme-adiabatic (Λ  1).
Values for Ω/C are shown in grey, and GGCE results for Ω/C = 0.1 and 0.5 are compared to DMC
data (symbols) [70]. Ground state peak locations are converged with respect to #, and generally
require ≈ 10 bosons at small couplings, but up to ≈ 30 at large couplings.
In Fig. 2.2, we compute the GS energy of a Holstein polaron for Λ ∈ [0.0025, 2.5] . For Ω/C = 0.1
and 0.5,we compare our results to those obtained via Diagrammatic Monte Carlo (DMC) [70]. Not
only does GGCE converge to the exact result for _ ∈ [0, 1.2], but it also yields slightly lower GS
energies than DMC in the strong-coupling regime _ & 1, although the differences are likely due to
statistical errors in DMC.6 Importantly, we are able to converge our results to the exact limit even
at extremely small Ω/C ∈ [0.01, 0.1] for intermediate coupling strengths _ & 0.5, overcoming
previous limitations of momentum average methods. Beyond demonstrating GGCE’s ability to
simulate the adiabatic limit of massive bosons, our results show a trend at intermediate couplings
of the polaron binding energy |GS(_) − GS(0) | that monotonically decreases with Ω.
To demonstrate the ability of the GGCE method to converge spectral functions and probe a
broad range of physical regimes, we present an array of spectral functions in Fig. 2.3. These results
cover all combinations of Ω/C ∈ {0.1, 0.5}, : ∈ {0, c/2, c} and _ ∈ {0.2, 0.5, 0.8} and highlight
6We do not have access to statistical error bars in the DMC calculations.
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Figure 2.3: Spectral function (:, l) at : = 0, c/2 and c for the Holstein model in (a) the mildly
adiatabic (Ω/C = 0.5) and (b) adiabatic limits (Ω/C = 0.1), for dimensionless couplings _ = 0.2, 0.5
and 0.8. In this figure we use [ = 0.005. Various values of (", #) are shown in the legend.
Specifically, the gradient from red to black shows convergence with respect to " for fixed #.
We demonstrate convergence with respect to # via the blue line, which shows results that use the
largest used ", but with one less boson than the largest-used #. The onset of the continuum is
shown in shaded gray, and is defined as GS +Ω, where GS is the polaron ground-state energy.
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Figure 2.4: Spectral function (:, l) (scaled to a maximum of 1) of the Peierls model forΩ/C = 1,
[ = 0.05 and various values of the dimensionless coupling strength, _. " = 5 and # = 10 used
here are sufficient for convergence of the bands on the scale of the plot. It is worth noting that fine
structure in states above the lowest energy band can be resolved on a finer grid and smaller value
of [, although the intensity of these states is at most roughly an order of magnitude smaller than
that of the lowest energy band.
the potential of the method. For example, in both cases treated in Fig. 2.3, we find excellent
convergence of the ground state peak location and structure. The first excited state, which for
the values of _ considered, lies in the polaron + one boson continuum, proves more difficult to
converge. Nonetheless, we show reasonable convergence of this second peak for a wide range
of parameters. However, convergence becomes more challenging for Ω/C = 0.5 at _ = 0.5, as
seen in the second column of Fig. 2.3(a), even when using extremely large cloud sizes (" = 10),
and as a result this peak is not sufficiently converged. Difficulty in resolving excitations above
GS +Ω is not surprising, since the nature of these continuum states involves scattering between a
delocalized electronic state and an extended cloud of phonons that is generally not small. As such,
a sufficiently large cloud and therefore a bigger variational space is needed for convergence. Thus,
with increasing computational resources, convergence of the spectral function proceeds naturally
from low to high energy. This implies that one can readily achieve convergence of lower-energy
states with much ease.
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2.3.2 Peierls Model







2̂ 9 + h.c.) (1̂†8 + 1̂8 − 1̂
†
9
− 1̂ 9 ), _P = 2U2/ΩC, (2.30)
for a variety of different dimensionless couplings. Although in principle no more difficult than
for the case of the Holstein model, we reserve exploring the extreme-adiabatic limit (Ω/C  1) to
future work and show results only for Ω/C = 1.
The Peierls model exhibits distinct polaron physics when compared with the Holstein model.
A Peierls polaron exhibits a sharp transition from a state with :GS = 0 to one with :GS ≠ 0
for _ > _c(Ω/C) [55], while a Peierls bipolaron exhibits a significantly smaller mass than its
Holstein counterpart [59] and can exhibit transitions under certain conditions [74]. We observe the
transition to a band minimum at a finite wave vector in Fig. 2.4 as _ changes from _ = 0.8 to _ = 1,
consistent with Ref. 55. Importantly, we are able to resolve the spectrum above the ground state
within sufficient accuracy. The excited states of this model play an important role in presence of
other perturbations, as will become apparent next.
2.3.3 Mixed-Boson Mode Holstein+Peierls Model
We now consider a realistic model applicable to organic crystals, molecular complexes, etc., in
which the charge carrier couples to both Holstein and Peierls phonon modes, each with its own































2̂ 9 + h.c.) ( ?̂†8 + ?̂8 − ?̂
†
9
− ?̂ 9 ), (2.31)
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where ℎ̂8 ≡ 1̂H8 , ?̂8 ≡ 1̂P8 and the Holstein and Peierls boson operators act on different boson Hilbert
spaces. We note that the combinatorics of multi-phonon models require vastly more resources than
single mode cases. Here, _H = U2H/2ΩHC and _P = 2U
2
P/ΩPC, as before.
First, we detail the differences between this HP model and that presented in Ref.57. The latter
model represents a toy model of a carrier coupled to one boson type, with two coupling contribu-
tions: diagonal (Holstein) and off-diagonal (Peierls). Computations for this type of model possess
the same scaling complexity as that for H or P models, making it much easier to converge. How-
ever, a realistic calculation requires modeling couplings to multiple phonon modes, typically of
vastly different energies, characteristic of experimental systems. A straightforward generalization
of our implementation allows us to treat the boson modes as explicitly distinguishable, even when
ΩP = ΩH. We simply introduce two types of bosonic clouds, one for Holstein bosons with "H
and one for Peierls bosons with "P. These can overlap, and we thus need an extra variational
parameter to constraint the absolute extent, , over which the combined clouds extend. We detail
this construction in Appendix 2.C. This approach allows us to explore this more experimentally
relevant model. As previously mentioned, this comes with the downside of increased computa-
tional complexity. However, as we show below, we are able to semi-quantitatively converge the
lowest-energy band for reasonably large couplings, and, with modest computational resources, we
resolve the spectrum in the experimentally relevant regime (see Fig. 2.5), ΩP < ΩH, as well as in a
hypothetical scenario with the frequencies reversed. This requires modest choices of "H, "P and
. In Fig. 2.5), in the more experimentally relevant case, with ΩH/C = 2.5 and ΩP/C = 0.5, we
see a non-negligible bandwidth and thus significant P-like character, an important observation for
experiment. In our simulations of this model, we also find interesting behavior in the second peak
in the spectrum involving a minimum away from : = 0 (not shown), which we leave to a future
detailed analysis.
We quantify the ground state convergence as a function of the individual maximum cloud
extents "H, "P, the absolute cloud extent , and maximum number of bosons in the variational
space, #H, #P in Fig. 2.6. This analysis suggests that an increase of computational resources,
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Figure 2.5: Spectral function (:, F) (scaled to a maximum of 1) of the mixed-boson mode
Holstein+Peierls model for various values of ΩH and ΩP, _H = _P = 1, C = 1 and [ = 0.05.
For these calculations, we use "H = "P = 3, and a maximum total cloud length, or absolute
extent,  = 3 (see Appendix 2.C), and #H = #P = 5., for which semi-quantitive convergence is
achieved.
within reach on large computers, will permit complete convergence.
2.4 Conclusions
We have presented an exact, general approach to solving the EOM of a Green’s function of a
particle dressed by bosons, suitable for treating difficult regimes such as the adiabatic limit, and
have demonstrated the power of the approach by calculating the polaron ground state and spectral
functions in coupling regimes ranging from weak to strong, and adiabaticity limits ranging from
extreme anti-adiabatic to extreme adiabatic. We note that at large couplings, the GGCE achieves
ground state energies in agreement with DMC (Fig. 2.2), without the introduction of stochastic
error. Exact simulated spectra for Λ  1 are, in general, difficult to achieve with Monte Carlo
methods due to the reliance on analytic continuation, and inaccessible to most Exact Diagonaliza-
tion methods due to the large basis size needed for convergence.
We emphasize the success achieved by the MA method in characterizing polarons and bipo-
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Figure 2.6: Convergence of the energy of the ground-state polaron band, P(:), for parameters
shown in Fig. 2.5 against combinations of "H, "P, , #H and #P.
larons in various systems under different physical conditions of experimental relevance. In most of
these cases, verification of the accuracy of the method against an exact approach was needed to jus-
tify a posteriori its utility and potential in limits where exact numerics are difficult to obtain, e.g., in
higher dimensional systems. The GGCE method systematically makes use of the MA hierarchy, re-
sulting in an exact yet efficient approach, and a new physically motivated expansion in orders of the
boson cluster size, thus expanding the horizon of possibilities in characterizing dressed quasiparti-
cles in previously challenging regimes. Finally, the GGCE computational framework is well-suited
for future practical extensions, including higher-dimensional systems, finite-temperature studies,
the computation of observables connected to higher-order Green’s functions, such as optical spec-
tra and polaron mobilities [79], as well as studies of the dynamics of bipolarons [80], and in other
contexts we plan to address in future work.
2.A Reduction Rules for AGFs
In this Appendix, we detail the reduction rules the AGFs follow in order to produce a valid EOM.
Annihilating or creating a boson to the right of the last occupied site does not come with any
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additional rule for re-indexing:
5[=,=′,...,=′′,0,...,0,1] (X)
1̂→ 5[=,=′,...,=′′,0,...,0] (X) = 5[=,=′,...,=′′] (X), (2.32)
5[=,=′,...,=′′] (X)
1̂†→ 5[=,=′,...,=′′,0,...,0,1] (X) = 5[=,=′,...,=′′,0,...,0,1] (X), (2.33)
where here =, =′′ > 0.
However, when creating or annihilating a boson to the left of the first occupied site on the
chain, we must re-index the state such that the label 8 always references the first occupied site:
5[1,0,...,0,=,=′,...,=′′] (X)
1̂→ 5[0,...,0,=,=′,...,=′′] (X) → 4−i:'I 5[=,=′,...,=′′] (X + I), (2.34)
5[=,=′,...,=′′] (X)
1̂†→ 5[1,0,...,0,=,=′,...,=′′] (X) → 4i:'I 5[1,0,...,0,=,=′,...,=′′] (X − I), (2.35)
where I is the number of shifted sites 8 → 8 ± 1→ 8 ± 2, ... in the phase incurred.
2.B Examples of the Generalized Notation
In this work, we considered H, P and HP models, each of which have different carrier-boson
couplings, +̂ . Within the framework of the GGCE, these differences amount to a simple change in
input parameters. The fully expanded coupling terms +̂ , and their representation in terms of the
notation defined in Eq. (2.10), are shown here. We present the three models used and reference the
derivation as performed in Section 2.2. First, recall that the vectors which represent the coupling
are notated as (6, k, q, b).
































































































The case of the HP model is a bit more elaborate, since the model involves different boson
operators: ℎ̂8 ≡ 1̂ (ΩH)8 and ?̂8 ≡ 1̂
(ΩP)
8





























































































2.C Additional Notation for Mixed-Boson Mode HP Models
In Subsection 2.3.3, and specifically Fig. 2.5, we introduced new notation required to define the
configuration space of the HP model. First, the occupation number vector n is now a two-row
matrix, =, where as usual the columns index the site index starting with 8, and the two rows corre-
spond to the occupation numbers of the Holstein and Peierls bosons. For clarity, we label the first
row =H and the second =P. The logic presented in Section 2.2 still applies in for the HP model: +̂
can still create or destroy only a single boson at a time, ̂8,= and corresponding objects now refer-
ence both sets of boson occupation numbers (and boson operators now carry a boson-type index),








P , etc. As before, the left-most occupied site is still the anchor for
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the entire cloud, and thus the same reduction rules in Appendix 2.A apply.
In terms of the configuration space, we now limit the maximum number of Holstein and Peierls
bosons individually, using #H and #P, respectively, and the extent of the clouds individually, using
"H and "P, respectively. Given there are now two "overlapping" clouds of bosons which live in
different Hilbert spaces, we must define yet another configuration space parameter, which we call
the absolute extent, . This is the maximum extent of the cloud measured from the site index of
the left-most boson to the site index of the right-most boson, regardless of boson type. Note that
we converged results in Fig. 2.5 with respect to  as well as the other four convergence parameters.
We present an exemplary configuration space in Fig. 2.7 to further highlight the aforementioned
definitions.
Figure 2.7: Example of a configuration of HP bosons corresponding to =H = [1, 0, 2, 1, 0] and









#P, !H ≤ "H, !P ≤ "P and ! ≤ .
2.D Finite-temperature Thermofield Dynamics
The GGCE methodology outlined so far in this chapter allows for access to exact Green’s functions
in lattice models, at least in principle. By leveraging an expansion in boson cloud size, we take
advantage of the physically motivated ansatz that boson clouds are created in clusters. However, the
GGCE method comes with the drawback that it is apparently limited to zero-temperature Green’s
functions. In this Chapter, we show an exact finite-temperature formalism for Green’s functions
compatible with the GGCE using a framework called Thermofield Dynamics (TFD) [81, 82].
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Consider the usual problem of finding some observable at a finite temperature. Quantum-
mechanically, this is formulated rigorously as the thermal trace of some general time-dependent
operator,7







〈k= |4iC4−iCd(V) |k=〉 (2.39)
where  ≡ (0) is the operator of interest at C = 0, and d(V) is the initial equilibrium density








〈k= |4−V |k=〉 . (2.41)
The trace runs over the full set of states of the system, |k=〉 , in a complete basis of choice. Often
computing this sum is expensive and/or cumbersome; TFD attempts to write the trace like an
expectation value over a pure state. In other words, the first question is, can the trace be rewritten








0̄(V)〉 are known as the "thermal vacuum" for reasons that will be explained later. The
second question, which will ultimately showcase the majority of the utility of the TFD method, is
can we write this thermal state as a unitary rotation from some temperature-independent vacuum,
0̄(V)〉 ?= 4−i (V) 0̄〉 . (2.43)
7Note that we no longer label operators with hats from this point on.
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The states
0̄〉 are known as the "doubled vacuum," again for reasons that will be explained later.
In the following subsections and Appendix 2.E, we will show how the representations in
Eqs. (2.42) and (2.43) can be obtained and used to great effect in the framework of the GGCE
method.
2.D.1 The Thermofield Double
We first set out to prove the thermal expectation can be written in the form of Eq. (2.42). First,
due to the cyclic property of the trace, we can symmetrize the expectation value (and drop time-






〈k= |4−V/24−V/2 |k=〉 . (2.44)
Consider that the states |k=〉 live in a Hilbert space H . We define a second, "doubled" space
k̃=〉
which lives in a second Hilbert space H̃ , such that operators that act on states inH have no effect
on states in H̃ , and visa-versa. Moreover, we can then write
0̄(V)〉 in terms of these "real" and




There are two critical observations here:
1. The introduction of the fictitious tilde space has no effect on the trace since the tilde states
live in a different Hilbert space than the actual system in which  and  are defined.
2. Perhaps uncomfortably, the doubled states identically mirror their "parent" real states. In
other words, it is the case that
k̃=〉 is a function of |k=〉 such that their values are equal.
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One can show by inspection that this definition does precisely reproduce the trace (we now write


















〈=|4−V/24−V/2 |=〉 = Tr{d(V)}.
(2.46)
2.D.2 The separable density matrix initial condition
The utility of the derived form of
0̄(V)〉 is not yet clear, since the complexity of the problem is
retained: each ket still requires a sum over all states. In order to show that
0̄(V)〉 can be written as
a unitary rotation as in Eq. (2.43), an approximation is required, which happens to be exact for the
problems considered in this chapter, such as the Holstein, Peierls, or e.g. H+P models.
Consider the physical process captured by the zero-temperature Green’s function [c.f. Eq. (2.2)]:
a carrier is inserted at momentum : onto an otherwise empty lattice, propagated according to the
full propagator,  (l), and then annihilated at momentum :, with the expectation taken in the
zero-carrier, zero-phonon vacuum. The requirement of an initially empty lattice is akin to the con-
duction band in an insulator, and requires a separable initial density matrix condition in the carrier
and phonon manifolds. In other words, the initial state of the system is characterized by density
matrix
d(V) = |0〉〈0| ⊗ 1
/vib(V)
4−Vvib , (2.47)





18 . This is exact for the model problems of interest (see e.g. relevant discus-
sions in Ref.5).
Immediately, this allows for simplification of the derived form of
0̄(V)〉 . Re-defining the sum
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over all carrier-phonon states = as just a sum over phonon states, we may write
〈〉V = /−1vib(V) 〈0| ⊗
∑
=
〈=|4−Vvib/24−Vvib/2 |=〉 ⊗ |0〉 , (2.48)
where |0〉 is the zero-carrier state, and |=〉 indexes some phonon configuration on the lattice. This
then implies that 0̄(V)〉 = /−1/2vib (V)∑
=
4−VΩ/2 |=〉 ⊗ |=̃〉 . (2.49)
Finally, we consider the single lattice site case for simplicity, collect the summation over = into a
single exponential by the definition of the creation operator,
|=〉 = 1√
=!
(1†)= |0〉 , (2.50)
and utilize the definition of the vibrational partition function (for a single site),
/vib(V) = (1 − 4−VΩ)−1/2 (2.51)
to write the thermal vacuum as
0̄(V)〉 = (1 − 4−VΩ)1/2 exp{4−VΩ/21†1̃†} |0〉 ⊗ 0̃〉 . (2.52)
The meaning of the so-called doubled vacuum state is now apparent: it is the real and doubled
(often also referred to as "fictitious") vacuum,
0̄〉 ≡ |0〉 ⊗ 0̃〉 . The single-site to infinite-site
generalization is trivial, but the next step in showing that Eq. (2.43) is possible is not, and is now
discussed.
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2.D.3 Showing a unitary form is possible
We ask show that the doubled vacuum state can be written as a unitary transformation, i.e.,





To begin to address this claim, we rewrite the unitary transform as
* ≡ 4% = 4U:+−U∗:− , (2.54)
where the condition for this to be of unitary form is that :+ = :†−. The proof of this is simple: one
asks the question, when is %† = −%? This is easily solved: U∗:†+ − U:†− = U∗:− − U:+, where the
result follows by inspection. Taking :+ = 1†1̃† directly constrains :− = 1̃1. This has the apparent
form of SU(1, 1), which requires two constraints,
[:0, :±] = ±:±, [:+, :−] = −2:0. (2.55)




(1̃†1̃ + 1†1 + 1). (2.56)
It is easily checked that the first constraint is also satisfied by using the fundamental commutation
relations [1, 1†] = [1̃, 1̃†] = 1 and [1, 1̃] = [1†, 1̃†] = 0 (and noting that real operators commute
with fictitious ones).
We may rewrite our unitary transformation as
4U:+−U
∗:− = 40:+41:042:− , (2.57)
which is a result of the SU(1, 1) Lie algebra [83, 84]. The disentanglement of exponentials, i.e.,
representing 4+ = 44
∏
8 4
8 (,) is generally a highly non-trivial task. However, if  and 
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are part of a Lie algebra, the infinite product sum is finite [83].
Consider the example in question re-written slightly differently,
exp{\ (U+:+ + U0:0 + U−:−)} = exp{ 5+(\):+} exp{ 50(\):0} exp{ 5−(\):−}, (2.58)
where later on we will set U0 = 0, U− = U∗+ and \ = 1. To solve this, we first differentiate with
respect to \,
 4\ = 5 ′+(\):+ exp{ 5+(\):+} exp{ 50(\):0} exp{ 5−(\):−}
+ exp{ 5+(\):+} 5 ′0 (\):0 exp{ 50(\):0} exp{ 5−(\):−}
+ exp{ 5+(\):+} exp{ 50(\):0} 5 ′−(\):− exp{ 5−(\):−},
(2.59)
where we define  ≡ U+:+ + U0:0 + U−:− for brevity. Leveraging the identity
[
41 · · · 4<
]−1
= 4−< · · · 4−1 , (2.60)
which holds if 8 are non-singular (which we assume), we multiply from the right with 4−\ ,
 = 5 ′+(\):+ + 5 ′0 (\) exp{ 5+(\):+}:0 exp{− 5+(\):+}
+ 5 ′−(\) exp{ 5+(\):+} exp{ 50(\):0}:− exp{− 50(\):0} exp{− 5+(\):+},
(2.61)
where 5 ′(\) ≡ d 5 (\)/d\. From here, we require a few similarity transforms,
4−iq:0:±4
iq:0 = 4∓iq:±, (2.62a)
4−iq:+:04
iq:+ = :0 + iq:+, (2.62b)
4−iq:+:−4
iq:+ = :− + 2iq:0 − q2:+. (2.62c)
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Using these relations, we make the substitution 5< (\) = −iq< (\), for < ∈ {+,−, 0}, and find
4 5+ (\):+:04
− 5+ (\):+ = :0 − 5+(\):+, (2.63a)
4− 50 (\)4−iq:+4 50 (\):0:−4
− 50 (\):04iq:+ = 4− 50 (\) [:− − 2 5+(\):0 + 5 2+ (\):+] . (2.63b)
This leads to,
U+:+ + U0:0 + U−:− = 5 ′+(\):+ + 5 ′0 (\) [:0 − 5+(\):+] + 4
− 50 (\) 5 ′−(\) [:− − 2 5+(\):0 + 5 2+ (\):+],
(2.64)




+ − 5 ′0 5+ + 4






− 50 5 ′− 5+, (2.65b)
U− = 4
− 50 5 ′−. (2.65c)
It follows that 5− = U−4 50 , which we substitute into the other two equations,
U+ = 5
′





0 − 2U− 5+. (2.66b)
The solution to this system is not straightforward to work out but is given by a form related to the
Riccati equations. We do not present that here (see pg. 52, Ref. 83). Instead, we present the core
result, and note that when \ = 1 and U0 = 0, we recover 5+ = 0 and 5− = 2. In this situation, we
have,
5+ = 0 = −4iX tanh(−|U |), (2.67a)
5− = 2 = 4
−iX tanh(−|U |), (2.67b)
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50 = 1 = −2 ln cosh(−U), (2.67c)
where X is a real phase such that U = |U |4iX . It will end up being that U is real, so X will ultimately
not matter.




0̄〉 = [1 +$ (0̃, 0)] 0̄〉 = 0̄〉 (2.68)
and that
0̄〉 is actually an eigenvector of :0 such that
41:0
0̄〉 = 41/2 0̄〉 (2.69)
(that is easily shown via direct inspection), we have
40:+41:042:−
0̄〉 = 41/240:+ 0̄〉 . (2.70)
Now it’s just term matching. First, matching to that of rightmost part of Eq. (2.53), we have
41/2 = (1 − 4−VΩ)1/2, 0 = 4−VΩ/2. (2.71)
Second, we can actually solve for  via the form 4−i = 4U:+−U
∗:− , which of course requires
solving for U. Combining previous results, we have the relation
cosh2(−|U |) = (1 − 4−VΩ)−1, (2.72)
the solution of which is





At this point, we simply need to find the phase of U, which is easily done by using the relation for
40
0,







which can be solved to immediately constrain X = 0 which leads to U ∈ R. This finally constrains
the final form of U to be





With this result, we substitute back into the unitary form to find ,







which after some rearrangement is precisely the form found in the literature.
In summary, the core result of this Appendix is to show that
Tr{d(V)} = 〈0|elec ⊗
〈
0̄
4i (V)4−i (V) 0̄〉 ⊗ |0〉elec (2.77)
In Appendix 2.E, we will show rigorously that when  is the exact time-ordered Green’s function,
that the core result of TFD will be seamlessly compatible with the apparatus of GGCE, straight-
forwardly allowing finite-temperature spectra calculations at the cost of a doubled Hilbert space
size.
2.E The thermal Green’s function
The next step is to connect the previous derivations to the exact thermal Green’s function.8 The
true thermal Green’s function, G, is a thermal trace over all states in the system,9






8We remind the reader that this derivation is only exact for systems in which the initial density matrix is separable
[c.f. Eq. (2.47)].
9Note that in this section,  (V) is part of the thermal transformation operator 4i (V) and G(:, ·; V) is the thermal
Green’s function.
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Using the separable density matrix initial condition, we may write the thermal Green’s function as
iG(:, C; V) =
〈
0̄
4i (V))2: (C)2†:4−i (V) 0̄〉 , (2.79)
where we have defined a composite doubled vacuum as
0̄〉 ≡ 0̄〉 ⊗ |0〉elec . (2.80)
So far, we have only used the definition of the thermal trace in the TFD formalism. The time or-
dering operator commutes with any time-independent operators, including  (V), which combined
with expanding 2: (C) into it’s Schrödinger picture representation, we have
iG(:, C; V) =
〈
0̄
)4i (V)4iC2:4−iC2†:4−i (V) 0̄〉 . (2.81)
Next, we require a slight modification to . In order to ensure that the final Hamiltonian does
not contain terms which directly couple the real and fictitious phonon spaces, we insert the identity









iG(:, C; V) =
〈
0̄
)4i (V)4i̄C2:4−i̄C2†:4−i (V) 0̄〉 , (2.83)
where
̄ ≡  − ̃vib. (2.84)
This choice for ̃vib is not unique,10 it could have been any fictitious space operator. Since this is
an insertion of identity, the expectation value of the thermal Green’s function does not change.
10It is an instructive exercise to carry out the derivations in this section without making the modification to follow.
The reader will then see how the final vibrational Hamiltonian cannot be written with the real and fictitious phonon
operators decoupled. In other words, there will be terms like 1̃†
8
18 , which render the vibrational Hamiltonian much
more difficult to resolve.
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Insertion of a second identity 4−i (V)4i (V) allows us to straightforwardly transform the Hamil-
tonians in G into thermal Hamiltonians,11
iG(:, C; V) =
〈
0̄
)4i̄ (V)C2:4−i̄ (V)C2†: 0̄〉 , (2.85)
where
̄ (V) ≡ 4i (V)̄4−i (V) . (2.86)
We note the similarity to the time-ordered zero-temperature Green’s function, which is an expec-
tation value over the vacuum,
iG(:, C) = 〈0|elec ⊗ 〈0|)4iC2:4−iC2†: |0〉 ⊗ |0〉elec , (2.87)
where |0〉 ⊗ |0〉elec contains no phonons or carriers.
2.E.1 Managing the time-ordering operator
Ultimately, we search for a form of G(:, C; V) without the time-ordering operator present. To do
this, we expand the definition of the time ordering operator,
iG(:, C; V) =
〈
0̄
 [Θ(C)2: (C; V)2†: − Θ(−C)2†:2: (C; V)] 0̄〉 , (2.88)
where 2: (C; V) ≡ 4i̄ (V)C2:4−i̄ (V)C and Θ(C) is the Heaviside step function. The advanced con-





involves only the electronic, time and temperature-independent compo-
nents, and directly annihilates the vacuum. This means G(:, C; V) takes the form
iG(:, C; V) = Θ(C)
〈
0̄
4i̄ (V)C2:4−i̄ (V)C2†: 0̄〉 . (2.89)
11We utilize the fact that the carrier operators commute with  (V).
43
By the invariance property [81],
4i (V) (vib − ̃vib)4−i (V) = vib − ̃vib (2.90)
and due to the electronic operators in the Hamiltonians of the form we’re considering (e.g. Hol-
stein), the first exponentiated Hamiltonian is given by
〈
0̄
 4i̄ (V)C = 〈0̄ , which leaves us at a
familiar form [12]. We can now write the TFD Green’s function in frequency space:









At this point, the only remaining task is to evaluate the precise form of ̄ (V).
2.E.2 The transformed Hamiltonian
To make progress we now need to know the form of ̄ (V). Noting that carrier operators do not
transform,
4i (V)2:4
−i (V) = 2: , (2.92)
and that phonon operators transform as,
4i (V)184
−i (V) = cosh(\ [V])18 + sinh(\ [V])1̃†8 , (2.93)
where
\ [V] = arctanh(4−VΩ/2), (2.94)
and









we can construct ̄ (V) explicitly for, e.g., the Holstein model. Note that at V→ ∞ ⇐⇒ ) → 0,
we have \ [V] → arctanh(0) = 0, which causes all fictitious operators to have coefficients of zero,
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recovering the zero-temperature solution.
The Holstein Hamiltonian12 is












28 (1†8 + 18), (2.96)








which does not transform under the thermal transformation operator. The thermal Holstein model
under the ̃vib shift is












−i + 4i184−i) (2.98)
(again by recalling that ̄vib ≡ vib − ̃vib does not transform). After executing all of the unitary
transforms for the interaction term +, we have,










+ 18) + sinh(\ [V]) (1̃†8 + 1̃8)
]
. (2.99)
This representation has incredible utility, because it is precisely in the correct form to represent it
as, essentially, two separate Holstein couplings,








28 (1̃†8 + 1̃8), (2.101)
which is rigorously no different than the current GGCE implementation for different boson modes.
12See e.g. Ref.85 for similar derivations on the molecular Holstein Hamiltonian using TFD.
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The only other difference is in the vibrational energy in the free particle propagator, which we will
now address.
2.E.3 The free particle propagator
The exactly solvable parts of the model are given by  and ̄vib. We already know that the free
particle Green’s function is
0(:, l) =
1
l − Y: + i[
, (2.102)
where Y: = −2C cos :0. For some state |:, =, =̃〉 (we now write the composite state as a single ket
for clarity, with the ordering being the carrier momentum index, followed by the number of phonon
excitations in the real, then fictitious space), the Green’s function is given by
0(l) |:, =, =̃〉 = 0 [:, l −Ω(= − =̃)] |:, =, =̃〉 . (2.103)
Note that the real and fictitious spaces "compete" in terms of their energies. For equal number of
real and fictitious excitations, there is no shift in the free particle energy due to the phonons.
Physically, creating fictitious phonons now stabilizes the energy of the system. The process
of creating a fictitious phonon can be thought of as the system ejecting a phonon quanta into the
bath. The possibility for stabilizing the system through creating fictitious phonons likely renders
finite-temperature GGCE non-variational, but in principle, this approach should still be much more
efficient than computing the full thermal trace.
2.F Outlook and future plans
In the chapter so far, we have outlined a procedure for acquiring numerically exact Green’s func-
tions at zero and finite temperature. Our method allows the user to tune the "level of theory" from
approximate (e.g. MA, which is a subset of the methods available within GGCE) to numerically
exact benchmarks, where ", # → ∞. In this Appendix, we briefly outline planned future work,
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and highlight some strengths and limitations of the method.
First, we describe the planned implementations which we believe will be straightforward, either
due to simple inspection or because literature precedent exists.
1. Two and three dimensions. The general formalism of the GGCE allows for trivial extensions
to greater than one dimension. Rigorously, there are only two aspects of the implementation
that will change. First, the variable " now indexes the length of a 3-dimensional cube,
such that for instance, " = 3 now has 33 = 27 sites in 3 dimensions. Second, the form of
the free-particle Green’s function changes from the analytic expression in Eq. (2.21) to one
which must be evaluated numerically [65].
2. Multi-carrier models. Implementing multiple carriers, as in the case of bipolarons has al-
ready been accomplished within the MA [59]. Thus we know that while this complicates
the analytics of the method, it is possible to solve electron-phonon problems in the bipolaron
limit, and thus it should not be an issue to generalize the implementation to that which is
compatible with the GGCE.
3. Multi carrier-band models. Treating a single carrier which has access to multiple bands
through some hopping mechanism should be possible, and allow our methods to be more
useful to a broader group of people within the condensed matter and computational chemistry
communities.
Next, we summarize the challenges and limitations of the GGCE method. Most prominently,
the GGCE is currently a single-particle response function method. The apparatus of GGCE is not
setup to handle e.g. two-particle correlation functions, the likes of which will be necessary to com-
pute mobilities or (neural) absorption spectra. This challenge has to some degree been addressed
within the MA [79], but it is unclear how seamlessly the method will generalize to " > 1. More-
over, finite-temperature two-particle quantities are likely out of reach using GGCE+TFD, since
the squeezing transformation only produces tractable results in the insulating limit, a condition not
satisfied in general for two-particle response functions.
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Chapter 3
Microscopic model of the doping
dependence of line widths in monolayer
transition metal dichalcogenides
The content presented in this chapter is based on the following published work.
• Microscopic model of the doping dependence of line widths in monolayer transition metal
dichalcogenides [arXiv]
M. R. Carbone,∗ M. Z. Mayers & D. R. Reichman, J. Chem. Phys. 152, 194705 (2020).
Part of a special issue on 2D materials
Copyright 2020, American Institute of Physics
∗ Indicates corresponding authors.
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3.1 Introduction
Monolayer transition metal dichalcogenides (TMDCs) are quasi-two-dimensional (2D) materials
known to exhibit extraordinary physical phenomena [86, 87]. These materials may be viewed as
semiconducting analogs of graphene [88–90]. and present with non-trivial optical, electronic,
and, under some circumstances, topological and superconducting properties [91, 92]. Due to
their unique characteristics, monoloayer TMDCs have been proposed for myriad practical applica-
tions [93] such as opto-electronics [94–97], field-effect transistors [98] and digital logic gates [99,
100]. Of particular fundamental interest is the nature of electron-hole complexes such as exci-
tons [101, 102] and trions [103, 104] in TMDCs. Due to the reduced screening in 2D systems,
such stable carrier complexes may have anomalously large binding energies, with that of the ex-
citon reaching ∼ 0.5 eV [101, 105–107], and that of the trion reported to be in the range of 20–
35 meV [103, 106, 108–110], implying that trions are bound even at room temperature. These
observations indicate that monolayer TMDCs are unique systems for investigating the proper-
ties of strongly interacting quasiparticles. In addition, they may provide unprecedented experi-
mental clarity concerning the nature of interactions between these electron-hole complexes and
phonons [111, 112], as well as with charge carriers and other quasiparticles.
A standard means of probing the nature of the interactions of excitons and trions with other
excitations is via the broadening of line widths in clean samples with respect to control param-
eters such as the temperature or carrier density. Intrinsic homogeneous quasiparticle (QP) line
widths [111] are generally obfuscated by inhomogeneous broadening due to the high level of static
defects in processing. However, recent work has led to the observation of very narrow QP line
widths via the preparation of ultra-clean samples by both dry transfer methods and chemical vapor
deposition [113–115], and by the usage of non-linear spectroscopy to extract the homogeneous
line width from inhomogeneously-broadened spectra [111]. The optical interrogation of the exci-
ton and trion line widths in these less defective samples offers a unique opportunity to understand
the mechanisms of the 2D exciton and trion scattering processes in quasi-2D systems.
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There are many factors that affect line broadening in monolayer TMDCs, most notably inter-
actions with phonons (as controlled by temperature) and interactions with other charge carriers (as
controlled by doping). At very low temperatures and near the charge-neutrality point [112], it is
expected that the intrinsic homogeneous line width due to lifetime broadening may be observed if
the sample is clean enough. As temperature increases, phonons begin to play a significant role and
will eventually dominate the line broadening process. The interaction of excitons with phonons
has been studied in some detail in TMDCs [112, 116], and a variety of coupling motifs have been
elucidated experimentally and theoretically.
Additionally, the concentration of electrons as controlled by gating can alter lines widths and
line shapes in a non-trivial fashion [101, 117–119]. Studies which have investigated the elec-
tron density dependence of optical line shapes in monolayer TMDCs from the standpoint of the
Fermi-polaron picture provide a means of describing optical line broadening as a function of dop-
ing [120–126]. Such many-body multiple scattering theories are essential for properly describing
the full range of doping-dependent behavior, as the Fermi Golden Rule breaks down at sizable
doping levels. However, the use of graphene gating and clean samples renders the investigation
of the doping regime close to the charge-neutrality point possible [127]. Here, detailed micro-
scopic Golden Rule-based calculations may be performed which can provide new insights into the
line broadening mechanisms. Motivated by the aforementioned recent experimental works, we
follow this latter path to assess how the elastic scattering of excitons and trions with free charge
carriers may alter line widths of both ground and excited state excitonic complexes in the low dop-
ing regime. In particular, we investigate the circumstances for which doping-related broadening
may compete with phonon-induced broadening, and we discuss the breakdown of the perturbative
approach as a function of temperature and carrier density. The importance of our work extends
beyond the description of linewidths and is of relevance for describing scattering processes such
as Auger recombination and impact ionization in TMDCs.
Our paper is organized as follows: We first present an outline of the microscopic theory in
Section 3.2, focusing on the electron-exciton scattering calculation, which is discussed in Sub-
50
section 3.2.1. Calculations for the electron-trion scattering are similar to that of the exciton and
discussed (briefly) in Subsection 3.2.2. The low-temperature results for the trion and exciton line
widths, in addition to the details of the model and limitations of the Golden Rule approach, are
presented and discussed in Section 3.3. Finally, in Section 3.4, we summarize our conclusions and
discuss outlook and potential future work. Details not contained in the main text are located in
several appendices.
3.2 Methodology
In this section, the elastic (energy-conserving) scattering of electrons from both excitons and trions
described within the Fermi Golden Rule approximation. Additionally, because we work at the
Golden Rule level of theory, bound states in scattering are not considered. While such a treatment
can only be valid at extremely low doping densities, recent synthetic work using encapsulated
samples points to a route to experimentally controlled access to this regime. Furthermore, the use
of the Golden Rule allows for a very detailed microscopic description [128, 129], the limitations
which will be discussed in the following sections.
3.2.1 Electron-exciton elastic scattering







where A is the relative coordinate of the two-body system. The optimal effective Bohr radius _ is
chosen to best match the functional form of Eq. (3.1) to the ground state of a Wannier exciton in a
Rytova-Keldysh potential [130, 131] found using exact diagonalization.












ke |0〉 , (3.2)
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d2:q2k = 1 and is derived by performing an in-plane
Fourier transform of Eq. (3.1), where 6(G) = [1 + G2]−3/2, 2k (3k) are electron (hole) annihilation
operators for momentum index k,  is the in-plane area of the 2D material, and Ux = <e/"x
is the ratio of the electron and exciton effective masses (which manifests during the coordinate
transform to relative/center of mass coordinates). The free-electron wave function kk ∝ 4−ik·R
characterizes an electron which may exhibit free in-plane motion, and together with the center of
mass coordinate of the exciton, contributes only a global phase factor which may be ignored in
subsequent calculations, as it does not contribute to the determination of the scattering rate.
Scattering matrix elements are computed by evaluating the coupling between an initial QP-
free electron state, |kx, ke〉 , and a final QP-free electron state in which momentum q is trans-
ferred, 〈kx + q, ke − q| . The second-quantized, momentum-conserving potential energy operator





























where Eq = 2c4
2
@Y(@) is the magnitude of the two-body interactions and Y(@) is a static dielectric
function discussed in Section 3.2.3. The exciton-free electron elastic scattering matrix elements
are henceforth defined as
+ (q, ke, kx) = 〈kx + q, ke − q|+ |kx, ke〉 . (3.5)
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Once matrix elements have been computed, the line width Γ(=; kx) is calculated by summing





d2@ F(q; =, kx). (3.6)
Here, F(q; =, kx) is a partial scattering rate computed for fixed momentum transfer using Fermi’s
Golden Rule,
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contains doping-density (=) dependence through the chemical potential
` = :B) ln [exp{YF/:B)} − 1] , (3.9)
and the Fermi energy of a 2D electron gas, YF = cℏ2=/<e. In order to simplify the calculations,
the parameter kx = 0 is taken in all computations, effectively choosing a reference frame in which
the exciton is at rest. For further details, we refer the reader to Ref.128, where similar calculations
are performed for anisotropic 3D systems.
3.2.2 Electron-trion scattering
Computation of the trion-free electron elastic scattering line width contribution is similar to that
of the excitonic case in all ways except for the determination of the scattering matrix elements.
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The trion-free electron scattering state is constructed similarly to that of Eq. (3.2), with a few key

















ke |0〉 . (3.10)
Note the introduction of a spin wave function which constrains the trion to the singlet spin con-
figuration, b( (B1, B2) = 〈B1B2 |(〉 , via the projection of a two-fermion spin state 〈B1B2 | on the sin-
glet state |(〉 . The projection satisfies the properties, ∑B1,B2 b∗( (B1, B2)b( (B1, B2) = 〈( |(〉 = 1, and
b( (B1, B2) = −b( (B2, B1) as per Fermionic anti-commutation rules. Given that the trion triplet state
is, at most, weakly bound, we only consider only singlet to singlet scattering.





Here, _1 and _2 are variational parameters associated with the Chandrasekhar-type wave func-







which arises during the variational minimization of the trion binding energy [133].
Once the matrix elements
V(q, ke, kt) = 〈kt + q, ke − q|+ |kt, ke〉 (3.13)
are computed, the trion line width may be determined using Eqs. (3.6) and (3.7) in the same way
as for the exciton case (with the appropriate substitutions, e.g. the initial QP momentum kx → kt,
the mass ratio Ux → Ut = <e/"t, etc.). Line widths for low doping densities are reported in
Section 3.3, computational details of this calculation are given in Appendix 3.D and the physical
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parameters used may be found in the caption of Fig 3.1.
3.2.3 Dielectric Function
The dielectric function Y(@, l) takes into account properties of the monolayer TMDC, the sur-
rounding medium, and the excess electron gas [134], respectively, and may be broken down into
distinct contributions as [135]
Y(@, l) = YI(@) + YII(@, l). (3.14)
We follow previous work [136] and screen the direct and exchange interactions, in contrast to
the usual Bethe-Salpeter treatment of bound state formation where the exchange interaction is
unscreened [137–140]. The first term consists of a static contribution from the monolayer TMDC
and surrounding layers in the absence of doping,
YI(@) = Y0(1 + 2cj2D@), (3.15)
where Y0 = (Y0+Y1)/2 is the dielectric constant of the surrounding medium [130, 131] (the average
of the two encapsulating dielectrics) and j2D is the dielectric polarizability of the 2D material.
The second term is due to the presence of doping electrons and is generally frequency de-
pendent. We follow Stern [134] and treat the excess electrons as a 2-dimensional homogeneous





1 if @ ≤ 2:F
1 −
√
1 − (2:F/@)2 if @ > 2:F
. (3.16)
Note that Eq. (3.16) implicitly carries a doping density (=) dependence through the Fermi momen-
tum ?F = ℏ:F = ℏ
√
2c=.
To motivate this choice, we observe that Y(@, 0) captures the correct behavior in both the small-
wavelength and low-doping limits. In the low-doping limit, the Stern-like term vanishes and the
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dielectric function Y(@, 0) → YI(@), which is the dielectric function of the material and its sur-
roundings. The low @-limit suppresses the term containing the polarizability and diverges like 1/@,
correctly screening the 2D Coulomb interaction at small @ [141].
If doping levels are large enough, the static approximation presented above will fail [141, 142].
Although this signals one aspect of the high-doping density breakdown of the Golden Rule, one
way to potentially extend its domain of validity of is to utilize a frequency-dependent scattering
matrix element as discussed in Ref. 136. This leads to a dielectric function derived from the 2D
Lindhard function, YII(@, eff/ℏ) [134, 136], evaluated at the effective energy
eff ≡  (:e) −  ( |ke − q|) =
ℏ2(2ke · q − @2)
2<0
, (3.17)
which is the energy difference between the initial and final states of the scattering electron. The
details of YII(@, l) are presented in Ref.134 and in Appendix 3.A.
3.3 Results and Discussion
The Fermi Golden Rule is expected to be valid only in the ultra-low doping regime (YF  Yt ∼
1012cm−2), where Yt denotes the trion binding energy in the limit of zero doping. As the doping
level increases, many-body, multi-scattering effects become prominent [143], and a Fermi-polaron-
like picture appears to be required [120, 122, 123]. Since the low doping regime is now potentially
controllable and accessible in encapsulated samples with graphene gating layers, a Golden Rule
approach is useful in enabling a fully microscopic treatment in this restricted regime.
Line widths versus doping level for both the exciton and trion lines are displayed for 5 and
25 K in Fig. 3.1. Results are presented for the experimentally-relevant case of a layer encapsu-
lated by dielectric media with properties mimicking that of boron nitride. We also note that in a
hypothetical suspended sample (Y0 = 1), Γ is enhanced compared to results presented in Fig. 3.1
(e.g. roughly 5 meV at 1011 cm−2, compared to only 1 meV in the encapsulated case) and is com-
parable, or even larger than that associated with phonon-induced broadening, since the scaling of
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Γ with respect to the background dielectric function varies roughly as Y−20 . It should also be noted
that in experiments the encapsulating layers are of finite thickness, and while this situation can
be handled theoretically [144, 145], we do not do so here as it complicates the treatment of the
dielectric function. We thus expect the true magnitude of line width values to be somewhat larger
than the values presented in Fig. 3.1. Additionally, while we have also carried out an investigation
of inelastic electron-capture scattering, we find that elastic scattering dominates the line widths in
























Figure 3.1: Line width broadening of monolayer MoSe2 as a function of electron doping den-
sity for BN-encapsulated (Y0 = 4.5) [146] monolayers. The following parameters were used: in
the exciton calculation, the effective Bohr radii _0 = 10.3 and in the case of the trion, _1 = _0
and _2 = 25.2 Å [103]. In the exciton 2s elastic scattering, 0 = 7.79 Å and 1 = 6.20 Å (see
Appendix 3.B.4). The electron (hole) effective masses employed were 0.49 (0.61) (in units of
<0) [147], and the polarizability j2D = 8.23 Å [103]. In the case of exciton elastic scattering, the
singlet and triplet contributions are identical as the exchange contribution to the potential domi-
nates; trion triplet states are not considered. Additionally, screening using the effective frequency-
dependent dielectric function (see Eq. 3.17) are presented for the trion, as the effective screening
does not appear to affect the exciton line width.
57
We first discuss trion line broadening. For doping levels = > 0.4 × 1011 cm−2, the trion line
width in all cases is largely independent of doping density. The upturn seen in the static screen-
ing trion line width as doping density decreases is likely an artifact of behavior embedded in the
function Y2(@). Indeed, a suppression of the @−3 behavior for large @ of this function leads to an es-
sentially flat trion line width as a function of doping level, similar to that seen in Fermi-polaron-like
theories and in some experiments [148, 149]. It should be noted that in these approaches, however,
the trion line broadening is controlled by a phenomenological input parameter. For example, the
width of the doping-independent trion line in the work of Efimkin and MacDonald [123] is given
by the parameter W which is input phenomenologically by hand is not derived directly from the
microscopic interactions in the system.
Here, our fully microscopic approach allows for the microscopic extraction of the magnitude
and temperature dependence of the trion line width. While the static and effective frequency-
dependent screening cases are largely in agreement at low ), the same cannot be said for results at
25K. Given the subtle changes in the scattering matrix elements except at small @, this difference
likely arises from the larger accessible density of states available at higher densities away from
l = 0 in the screening function.
We now turn to the broadening of the exciton line. Unlike the trion case, the exciton line width
monotonically increases as a function of doping density at low values of = in the 25 K case. This
is again in agreement with experimental expectations [150, 151].1 as well as the behavior found
in many-body approaches [120, 123, 143]. In particular, in these latter theoretical approaches,
an approximately linear dependence of the line width on doping manifests over a much wider
doping density range for the exciton line. The very same behavior arises from the Golden Rule
at extremely low doping. The decrease of the slope of the line width as = increases, most clearly
1Recent unpublished experimental results by K. Wagner, E. Wietek, and J. Zipfel in the group of Alexey Chernikov
have given access to line widths as a function of doping in the low doping regime in clean, encapsulated WSe2 at 5
K. While the data fills in the upper end of the doping regime we present in our Fig. 3.1, they are in reasonable
agreement with our results, including monotonically increasing (with doping level =) exciton lines of width 5-10 meV,
a somewhat larger growth for the 2s line as compared to 1s, and a nearly flat trion line that initially slightly decreases
with increasing =. We thank Alexey Chernikov for sharing these results to us after the submission of this work. A
comparison of the theoretically calculated vs. experimental line widths is presented in Appendix 3.E.
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demonstrated in the near-plateau of the 5 K exciton line widths above = = 0.8 × 1011 cm−2, is a
signature of the breakdown of the Golden Rule. Specifically, due to the YF/:B) term in the Fermi-
Dirac distribution function, the crossover from the non-degenerate to the degenerate electron gas
limit will induce a change in the doping dependence of the excitonic line width from a linear
scaling Γ ∼ = at low doping to an eventual plateau ∼ :B), and then an unphysical decline with
increasing =. This same trend is reported in Ref.128 for the quantum well case. We systematically
examine this behavior in Fig. 3.2, which shows the doping and temperature dependence of this
behavior. If one focuses on the more physically-described regime = < 0.8 × 1011 cm−2, it is
observed that, unlike in the trion case, doping-induced exciton line broadening is largely insensitive
to temperature variations in the range ) = 5-25 K. Furthermore, given the fact that phonon-induced
line broadening is suppressed at these temperatures, doping induced line broadening effects may
be observable at ) = 5 K in clean, encapsulated samples even for doping densities as low as
= ∼ 2 × 1011 cm−2, especially with respect to the 2s line, where the line broadening effects appear






























Figure 3.2: Doping dependence of the 1s exciton line width at temperatures ) = 5, 6, ..., 15 K
(left). Parameters describe monolayer MoSe2, as seen in Fig 3.1. Lower line widths correspond
to lower temperatures. The horizontal dashed lines show the plateau location. The value of the




In this work we have employed perturbation theory to calculate the rates of electron-exciton and
electron-trion scattering in monolayer TMDCs in the low doping density limit. Our approach is
fully microscopic with respect to all input parameters and functions, including matrix elements
and the dielectric screening model. On the other hand, it is expected that the Fermi Golden Rule
should break down at low doping densities close to the degeneracy crossover of the electron gas
in the monolayer, and some caution must be exercised with respect to the use the forms of the
dielectric screening functions employed here [141]. Avoiding these approximations allows for the
description of a much broader range of doping, but requires a full frequency-dependent many-body
treatment [120, 122, 123].
Accepting the above limitations, the calculations presented here still allow for some important
conclusions to be drawn. First, we find that with a reasonable treatment dielectric environment,
exciton line widths arising from exciton-electron scattering on the order of 1 meV or higher are
possible at low temperatures in the low doping regime accessible in encapsulated, graphene-gated
samples. Thus, even mild doping may provide a line broadening mechanism that can compete with
(but not necessarily exceed) lifetime and phonon-related broadening in this regime. As expected
from previous many-body calculations in the very low doping regime, the growth of the excitonic
line width is monotonic with increasing =, while the trion line width is largely insensitive to doping.
However we find that the trion line width is sensitive to temperature variations even over the small
range ) = 5-25 K, a somewhat unexpected feature from the standpoint of many-body theories such
as that of Ref. 123 where the trion line width is partly described by a phenomenological input
parameter. Lastly, we find that excited state exction line broadening is somewhat larger and shows
more sensitivity to increases in doping levels. Future work should be devoted to testing the veracity
of these predictions and to understand how they merge with many-body approaches which have
been applied to study the higher doping density regime [152].
In conclusion, we have provided a microscopic model for understanding how the scattering of
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excitons and trions surrounded by an electron gas in monolayer TMDCs may induce line broad-
ening in the very low doping density limit at low temperatures. A more detailed effort aimed at
placing these contributions in the context of other mechanisms, such as exciton-phonon scattering,
is worth of future study. In addition, the approach adopted here may be of use for the calculation of
the rates of processes such as Auger recombination [153–155] in dimensionally-confined systems.
These and related topics will the subject of future investigations.
3.A RPA Polarizability
Following the definition in Stern [134], in this appendix we present the frequency-dependent 2D
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, (3.19)
where I ≡ @/2:F and D̃ ≡ 2l</ℏ@2. Note that the quantities in the braces, {·}, are dimensionless.
The functions  and  are defined as follows,
±(I, D̃) ≡











In the static approximation we note that j2(@, 0) = 0 and j1 reduces to Eq. (3.16), where generally
Y2(@, l) = 2c(@, l)j(@/2:F, 2l</ℏ@2), (3.22)
and (@, l) =
√
@2 − Y0l22−2.
3.B Exciton-electron elastic scattering
In this appendix, we outline the details of the - + 4− → - + 4− scattering calculation, including
accounting for electron spin. Here, and in Appendix 3.C, we follow closely with the approach of
Ref.128, generalizing to the strict 2D limit and filling in necessary details.
















k′} = 0, (3.23)











k′ } = Xkk′XBB′, (3.24)
where G = 2, 3. Also, recall that kke ends up as a global phase factor in the expression for the
scattering rate, and will be ignored in the following derivations.
3.B.1 General form of the matrix elements
A prudent first step to computing Eq. (3.5) is to split up + into its constituent parts and evaluate
them independently on the initial state
kUx , kVe 〉 , where spin indexes have been added as super-
scripts (the exciton spin references the electron; hole spin will not be important). In the case of the
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electron-hole component, we have
+eh

















ke+q′ |0〉 , (3.25)
where q∗ ≡ q∗
Uxkx+k′ . The first term in the above equation only contains information about the
exciton interacting with itself (self-interaction) and is therefore discarded. The electron-electron
component is calculated in a similar fashion and does not contain self-interaction terms:
+ee







ke+q′ |0〉 . (3.26)
From here by direct computation we find the general matrix elements of the electron-exciton
elastic scattering process to be
〈
(kx + q)\ , (ke − q)l













where q1q∗2 ≡ qUxkx+Uxq+k′′q
∗
Uxkx+k′ . Explicitly, this is
〈
(kx + q)\ , (ke − q)l








which can be separated into direct (corresponding to E@) and exchange (E: ′) contributions. It is
also observed that for practical computation q = q∗ and thus the complex conjugation is dropped.
The electron-electron term is computed
〈
(kx + q)\ , (ke − q)l














and simplified in a similar fashion,
〈
(kx + q)\ , (ke − q)l







qUxkx+Uxq−ke−k′qUxkx+q−ke−k′E: ′ . (3.30)
Combining terms into direct and exchange contributions, we have
+D(q, ke, kx) = E@X\UXlV
∑
k′
qUxkx+k′ [qUxkx−Vxq+k′ − qUxkx+Uxq+k′], (3.31)
where the Kronecker delta functions ensure the proper spins are paired, and
+XC(q, ke, kx) = −X\VXlU
∑
k′
E: ′qUGq−Δkx+k′ [qq−Δkx+k′ − qq−Δkx], (3.32)
where Δkx ≡ ke − Uxkx.
3.B.2 Spin contributions
Both the +ee and +eh terms can be split into clear direct and exchange contributions such that in the
individual electron spin basis,
〈\l|+ |UV〉 = X\UXlV+D + X\VXlU+XC.
If the incident and exciton electrons are in a singlet configuration, we have to consider all
contributions from the singlet state |(〉 = ( |↑↓〉 − |↓↑〉)/
√
2,
〈( |+ |(〉 = 1
2
( 〈↑↓|+ |↑↓〉 + cc. − 〈↑↓|+ |↓↑〉 − cc.),
which in the specified basis is
+( ≡ 〈( |+ |(〉 = +D −+XC.
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By inspection, any of the triplet configurations are
+) ≡ 〈) |+ |)〉 = +D ++XC.
In the case of the exciton case, the singlet and triplet contributions are essentially identical, since
the exchange contribution dominates, meaning |+( |2 ≈ |+) |2; for the trion, we do not consider
triplet states.
3.B.3 1s-1s scattering
With the assumption that the exciton wave function q is in the parameterized ground state (1s)






d2:, k ∈ R2,
and that the convolution
∫








the direct terms simplify to (dropping the spin Kronecker deltas)
+D1s(@) =
2c42
@Y(@) [6(_Vx@/2) − 6(_Ux@/2)] . (3.34)
The exchange terms do not simplify and must be evaluated numerically,





:′Y(:′) 6(_ |Uxq − Δkx + k
′|)
× [6(_ |k1 + q − Δkx |) − 6(_ |q − Δkx |)] . (3.35)
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These results have been previously derived for scattering in finite quantum wells [128] and match
the results above in the 2D analytic limit. Here, _ = _0 = 10.3 Å is the exciton effective Bohr
radius, and Ux = <e/"x is the mass ratio of the exciton, Vx = 1 − Ux, <e = 0.49<0 and "x =
<e + <h, where <h = 0.61<0.
3.B.4 2s-2s scattering
To compute the excited state (2s) exciton elastic scattering line width, we parameterize a radial 2s
hydrogen wave function






in terms of an effective Bohr radius 0 and a secondary parameter 1 chosen to ensure orthogonality
to the 1s state. An initial fit to the first excited state exact-diagonalization result of the Wannier
exciton in a 2D Keldysh potential yielded length scales 0 = 7.79 Å and 1 = 5.33 Å, the latter of























4c02(302 − 401 + 212)
.
Matrix elements are computed by making the substitution q → q2s in Eqs. (3.31) and (3.32)
numerically performing the 2D integrals.
3.C Trion-electron elastic scattering
The details of the)+4− → )+4− scattering process are significantly more involved than the exciton
case. The introduction of an extra electron manifests as another pair of creation and annihilation
operators in the matrix element evaluation and adds many more terms. While the calculation is
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longer, it is no more conceptually difficult. In this appendix, we present the detailed derivation
of the matrix elements for a two dimensional system, which coincide with the results for the 3D
quantum well in the ! → 0 limit [128].
The total elastic scattering matrix element V(q, ke, kt) is calculated by first computing the
action of + |kt, ke〉. This not only simplifies the number of operator contractions, it also allows for
removal of self-interaction terms (those characterized by internal interactions between electrons
and holes within the trion), as they do not contribute to the scattering matrix elements (similar to
that of the exciton scattering case). To begin, we first evaluate the general contraction, which is



















3] |0〉 , (3.38)
where in Eq. (3.39), 1 ≡ (k′1, I
′
1, B
′), 2 ≡ (−k1, I1, B1), 3 ≡ (−k2, I2, B2), and 4 ≡ (ke, Ie, Be), as
this will be useful in computing both +eh |kt, ke〉 and +ee |kt, ke〉. In following calculations, hole
operators will be ignored, as they do not contribute additional constraints or prefactors to the line
width calculations. Moreover, +eh |kt, ke〉 evaluates to


























































The first two terms correspond to self-interactions between the internal electrons and holes of the
trion. This is most easily seen by observing that after the action of +eh on the trion-free electron
state, the initial incident electron momentum ke remains unchanged in the final creation operator.
In the last term, however, we see that a momentum exchange of q′ has taken place.
The electron-electron terms corresponding to +ee |kt, ke〉 are calculated similarly. As in the
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5 |0〉 , (3.40)
where in Eqs. (3.40) and (3.41) 1 ≡ (k′2, B
′




1), 3 ≡ (−k1, B1), 4 ≡ (−k2, B2), 5 ≡
(ke, Be). In similar fashion, +ee |kt, ke〉 is thus found to be























































































































In order to move from the second to the third equality in Eq. (3.41), we have made use of the
substitutions q′→ −q′ in the first, third and fifth terms. The last term is a self-interaction exchange
of momentum q′ between the two electrons on the trion.
With the self-interaction terms removed, and ignoring hole operators, the operation of + =
+eh ++ee acting on the trion-electron scattering state is



























ke+q′ |0〉 . (3.42)
The trion-electron elastic scattering matrix elements are given by the action of 〈kt + q, ke − q|
on Eq. (3.42). Executing all possible integrals analytically produces a series of terms which can be
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broken into a direct component and two exchange components. We first adopt some notation: _̃ =
_1_2/(_1 + _2), is a harmonic-mean-like term which arises during convolutions e.g. in Eq. (3.33),
and Δkt = ke − Utkt, where kt is the initial trion momentum and Ut = <e/"t is the ratio of the
effective electron mass to that of the trion’s "t = 2<e + <h. Finally, the elastic scattering matrix














and the exchange terms are













1(q, k′;_1, _2) = _226(_1Ut@/2)6(_2 |Δkt − q|)6(_2 |Utq − Δkt + k
′|),
2(q, k′;_1, _2) = −_226(_2 |Utq − Δkt + k
′|)6(_1 |Utq − k′|/2)6(_2 |Δkt − q|),
3(q, k′;_1, _2) = −_226(_1Ut@/2)6(_2 |q − Δkt + k
′|)6(_2 |Utq − Δkt + k′|),
4(q, k′;_1, _2) = ^_1_26(_̃Ut@)6(_1 |Utq − Δkt + k′|)6(_2 |Δkt − q|),
5(q, k′;_1, _2) = −^_1_26(_1 |Utq − Δkt + k′|)6(_̃ |Utq − k′|)6(_2 |Δkt − q|),
6(q, k′;_1, _2) = −^_1_26(_̃Ut@)6(_2 |q − Δkt + k′|)6(_1 |Utq − Δkt + k′|).
(3.46)
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Applying 〈kt + q, ke − q| on Eq. (3.42) produces a series of integrals, many of which may be
evaluated analytically. In addition, the signs, and in some cases the prefactor, of the various terms
are determined by summing over the spin degrees of freedom.





6 |0〉 = X16(X34X25 − X24X35) + X15(X24X36 − X34X26) + X14(X35X26 − X25X36), (3.47)
where for the electron-hole interaction,
1 ≡ (ke − q, B′e),
2 ≡ (−k′2, B
′
2),
3 ≡ (−k′1, B
′
1),
4 ≡ (−k1, B1),
5 ≡ (−k2, B2),
6 ≡ (ke + q′, Be).
(3.48)
As an example, the terms including X16 produce 64(@) and 65(@) in Eq. (3.44), and the remainder
of the exchange terms correspond to 1 and 4 in Eq. (3.46).
To evaluate the first (second) electron-electron interactions, we replace k1 → k1 + q′ and
k2 → k2 + q′ in Eq. (3.48). Each of the six terms generated by the contraction in Eq. (3.47)
is evaluated individually for the hole and two electrons, generating 18 total terms and producing
Eqs. (3.44) and (3.46). Note that 63(@) in Eq. (3.44) accounts for two identical electron-electron
interaction terms.
Instead of presenting a derivation of all 18 terms, we present a detailed derivation of one of
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×Φ∗Utkt+k1,Utkt+k2ΦUt (kt+q)+k′1,Ut (kt+q)+k′2Xk′2,k1XB′2,B1Xke−q,−k2XB′e,B2X−k′1,ke+q′XB′1,Be . (3.49)
Note that the factor of 1/2 is due to an average over the initial free-electron spin states. We may

















Utkt+k1,Utkt+q−keΦUt (kt+q)+k′1,Ut (kt+q)+k1 . (3.50)
The spin factors are evaluated first:
∑
B1,B2,B4
b∗( (B1, B2)b( (B4, B1) =

−1 if B2 = B4
0 if B2 ≠ B4 .
(3.51)
After sorting each term in Eq. (3.50) by integration variable and making the substitutions k′1 →
k′1 − ke and k1 → k1 − Utkt, one integral may be evaluated analytically using the convolution in
Eq. (3.33), yielding 4(q, k′;_1, _2) after the substitution Δkt = ke − Utkt is made.
3.D Computational Details
All integrations were performed using the Cubature adaptive integration package [156]. Integrals
over (0,∞) were mapped to the finite range (0, 1) and performed using adaptive integration. Ad-
ditionally, in order to avoid exhausting available memory, integrals were nested in the following
way: First, scattering matrix elements were computed on the fly and converged to some relative
error tolerance n . This results in a computation of a two-dimensional integral for the exchange
terms. Once the matrix element + is computed, the Golden Rule integration which contains |+ |2,
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along with the integration over all final states, is performed (this is a three-dimensional integral),
and converged to some error tolerance 2n, where 2 is typically on the order of 100− 1000. Finally,
to ensure convergence, the entire computation is converged with respect to the decreasing of n .
3.E Comparison to experiment
As mentioned in a footnote in Section 3.3, recent now published work from the Chernikov Group
has appeared to have successfully accessed the homogeneous line of the scattering processes stud-
ied in this chapter [157]. In Fig. 3.3, we compare the results as presented in Fig. 3.1 to that of the
results in Ref.157.2













theory 1s (25 K)
theory 2s (25 K)
theory 1s− (25 K)
exp 1s (5 K)
exp 2s (5 K)
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Figure 3.3: Comparison of our theoretical results with the experimental results [157]. To com-
pare qualitatively, we performed the following transformations to the experimental data: First, the
intrinsic line widths are subtracted off of the experimental results. Second, while the experiments
were conducted at 5 K, we compare the experimental results to our theoretical calculations at 25 K
so as to better visualize the qualitative dependence on =.
Possible thermal broadening mechanisms notwithstanding (hence the difference in temperature
between the compared theoretical and experimental results so as to allow for a clearer visual), there
are two qualitative similarities to note. First, the relative magnitudes of the computed broadening
are extremely accurate, especially in this low-doping regime. For example, at ultra-low doping, the
exciton 1s and 2s broadenings are similar, with the trion’s significantly larger. At slightly larger
2We thank Alexey Chernikov for allowing us access to the raw data for presentation here.
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dopings, the 2s exciton broadening is much larger than both the trion and 1s exciton. Second,
the doping-dependent behavior is correctly captured. Specifically, both the 1s and 2s excitons are
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4.1 Introduction
Knowledge of material structures at the atomic scale is essential to understanding physical phe-
nomena and material properties that can lead to practical applications. Specifically, key infor-
mation about the local chemical environment (LCE) surrounding an atom, including symmetry,
coordination number, bond length and bond angle, forms the fundamental basis that determines
the electronic properties of materials. In order to resolve the structure-property relationship, the
characterization of atomic structures and their dynamic changes under different thermodynamic
conditions has become a primary target of experimental studies. Such efforts have made tremen-
dous impact on many research fields, including superconductivity [158], ultrafast dynamics [159],
energy storage [160], and photocatalysis [161]. Recent progress in materials discovery using smart
automation [162, 163] and in situ and operando experiments [164] further highlights emerging
challenges and opportunities of materials characterization in real time.
Amongst many experimental techniques (e.g. imaging, diffraction, and spectroscopy), the x-
ray absorption near edge structure (XANES) is a premier tool for probing LCEs, because it is
element specific, sensitive to local structural and electronic properties, and applicable under harsh
experimental conditions [165–167], making it a robust structure refinement method [165, 168–
172]. Given the atomic arrangement of a sample (x), its XANES spectra (y) can be determined
through quantum mechanical laws ( 5 ) via the mapping y = 5 (x). Extracting the information of the
LCE (x̃) as a subset of x from spectral data can be formulated as an inverse problem: x̃ = 5 −1(y).
The solution of this inverse problem is highly nontrivial, because the spectral information in ex-
perimental XANES is not only abstract, but also averaged over the whole sample. Consequently,
much of the success in the past has been achieved by using fingerprints established from empirical
observations.
In this study, we focus on 33 transition metal K-edge XANES, which carries rich information
about the electronic transitions from the 1B core level of the absorbing atom to unoccupied states.
Since the 1940’s, extensive research has been carried out to correlate spectral features of K-edge
76
XANES spectra, especially in the pre-edge region, to LCEs [173, 174]. For example, Hanson et
al. [175] observed distinct chemical shifts in the absorption edge of Mn K-edge XANES in Mn,
MnS, MnO2 and KMnO4. Wong et al. [176] showed linear relationships between the oxidation
state of V and both pre-edge and absorption edge positions in the K edge. Farges et al. [177–179]
and Jackson et al. [180] conducted comprehensive studies of the correlation between pre-edge
features and the coordination number in Ti, Fe and Ni compounds; they found that the pre-edge
peak intensity decreases with increasing coordination number. For fixed coordination number,
early 33 transition metal elements (Ti, V, Cr and Mn) have stronger pre-edge peaks than late
transition metal elements (Fe, Co, Ni and Cu) overall [174]. Furthermore, while both pre-edge
peak locations and intensities in Ti [177] and Ni species [179] exhibit a significant dependence
on the coordination number, the pre-edge peak positions in Fe compounds are independent of
coordination number [180].
From a theoretical standpoint, the pre-edge peak intensity can be understood qualitatively from
quantum mechanical selection rules. The dominant contribution in K-edge XANES comes from
B→ ? dipole transitions, as the B→ 3 quadrupole terms are generally orders of magnitude smaller.
The density of states corresponding to the pre-edge regions of 33 transition metals are derived
primarily from their empty 33 bands, and direct B → 3 transitions are dipole-forbidden, which
implies a vanishing peak intensity. However, pre-edge peak intensity is enhanced when atomic,
unoccupied ? and 3 states hybridize. According to group theory, atomic ? − 3 mixing is allowed
under T3 symmetry, but is forbidden under Oℎ symmetry [181, 182]. As a result, 33 transition
metals with tetrahedral geometries tend to exhibit stronger pre-edge peak intensities than those
with octahedral geometries. To this end, empirical diagrams have been compiled to classify four-,
five- and six-coordinated Ti, Ni and Fe based on pre-edge peak positions and intensities [177–180];
we will refer to this method as the empirical fingerprint approach.
Despite the wide range of applications of the empirical fingerprint approach, including classi-
fying LCEs in crystals, amorphous systems [178, 183] and catalysts [184], it has several limitations
that may hinder its practical applications in the broader materials domain. First, coordination num-
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ber is not the only factor that affects pre-edge peak features. Quantitative pre-edge features are
determined by multiple factors, including coordination number, local distortion, oxidation state,
and the nature of the ligands [185]. For example, local distortions, e.g. displacements from the
inversion center in octahedral geometries, under the crystal field can lower the local symmetry and
enable atomic ? − 3 mixing, resulting in dramatic enhancement of pre-edge peak intensity [185].
Such local distortion-induced pre-edge peak intensity enhancement has been reported in the V
K-edges of six-coordinated MgV2O6 [186] and NaV10O28 [187], and in the Ti K-edge of six-
coordinated Li4Ti5O12 [188]. Therefore, isolating pure LCE effects and extracting robust correla-
tions between the LCE and simple spectral descriptors, although valid for exemplary systems, may
not be feasible for more structurally complex ones.
Secondly, the empirical fingerprint approach relies on human knowledge to engineer spectral
descriptors, which may introduce bias. For example, existing spectral descriptors are primarily
derived from the pre-edge region (e.g. peak positions and intensities). However, it is known that
pre-edge features are much less visible in late transition metals than early transition metals [174].
Therefore, the existing empirical fingerprint approach may not work effectively for late transition
metals due to poor spectral contrast in the pre-edge region. One may need to systematically explore
main- and post-edge spectral features in order to engineer and optimize new descriptors, which may
not necessarily be simple ones, to tackle this problem.
Machine learning (ML) methods are a promising candidate to solve this inverse materials char-
acterization problem. Instead of relying on empirical features derived from a small number of
human observations, ML methods are data-driven approaches that make predictions based on large
training sets, eliminating human bias from the feature selection process. There are myriad success-
ful examples of the utilization of ML methods in condensed matter physics, materials science and
chemistry, including methods to solve many-body problems [189], predict quantum phase transi-
tions [190], generate force field potentials [8], design new catalysts [191], and perform structure
refinement [192, 193]. In the context of XANES, one expects ML algorithms to learn spectral
descriptors in the full energy range of the spectrum and weight them appropriately for robust LCE
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predictions.
In this study, we tackled the LCE classification problem using supervised ML applied to a
wide energy range of the XANES spectra (∼ 50 eV above the onset) as input. In this way, the
spectral feature space was systematically explored in order to establish the relationships between
XANES spectra and LCE classes, specifically the local atomic geometries. As proof-of-principle,
we applied ML algorithms to synthetic K-edge XANES spectra obtained from high throughput ab
initio calculations. This study serves as a precursor to a potentially very powerful tool for real time
structure refinement using experimental XANES, which will require in-depth understanding of the
accuracy of the theory and further improvement of the ML algorithms.
4.2 Methods
The workflow of the element-specific, spectrum-based LCE classification framework is summa-
rized in Figure 4.1, which contains three core modules: data acquisition, LCE class labeling and
training of machine learning models. We stress that the workflow we developed can be adapted to
a wide range of elements characterized by different spectroscopic techniques, as long as the spec-
tral information is element specific and sensitive to the LCE such that there exists distinguishable
spectral contrast associated with different LCEs. Below, we describe each module in detail.
4.2.1 Data acquisition
For any given element, the first step is to extract atomic structures representing different LCEs
from existing materials structure databases. The structural database must be large enough to build
a reasonably-sized training set for machine learning models. To demonstrate the applicability of
the LCE classification framework, we have considered eight 33 transition metal elements (Ti, V,
Cr, Mn, Fe, Co, Ni, and Cu) and extracted all available oxide structures that have been structurally
optimized using density functional theory (DFT) from the Materials Project Database [194–196].















CNN layer Hidden layers Softmax
Figure 4.1: Workflow of the spectrum-based local chemical environment classification frame-
work using supervised machine learning, which contains three modules: (I) data acquisition sup-
plemented by high throughput computing (HTC) calculations, (II) labeling and (III) training of
machine learning models. The machine learning architecture (set of hyperparameters) used in
this work is shown in Module III. Notably, the model consists of an optional convolutional layer
(shown in orange) followed by three hidden layers ;1, ;2 and ;3 consisting of 90, 60 and 20 neu-
rons, respectively, ending with a softmax output. Further details of the network are described in
Subsection 4.2.3.
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tral database. We focused on the K-edge XANES, as it is element specific and sensitive to the
LCE (e.g., symmetry, charge state, and coordination number). In principle, one may populate the
spectral database entirely with experimental spectra, but this strategy suffers from several draw-
backs. First, experimental XANES spectra represent an average of signals (site-averaged signals)
from each absorbing site (site-specific signals). In order to identify the correlations between spec-
tra and local structures using ML, it is necessary to use site-specific spectra for training, as they
possess much stronger spectral contrast than the site-averaged spectra. Second, when develop-
ing LCE classifiers using supervised ML methods, one needs to label XANES spectra with LCE
descriptors, which means that only experimental spectra of known structures can be selected for
the database. This requirement severely limits the pool of candidates for the database to mostly
well-characterized crystal structures. As a result, qualified experimental spectra represent only a
small fraction of the targeting LCEs in the local configuration space, which are heavily weighted
in known crystals and under-represent the materials space of amorphous systems, surfaces, inter-
faces and nanoparticles. Consequently, a pure experimental spectral database suffers from data
availability and data heterogeneity issues.
On the other hand, combined with available structural databases and well-established structure
sampling methods, computational XANES have a clear advantage in exploring the LCE space and
producing site-specific spectra. Furthermore, recent development in computational XANES mod-
eling [197–207] has made it feasible to contrast experimental spectra quantitatively, enabling accu-
rate local structure refinement of nanoparticles [192, 208], interfaces [209], dopant sites [210, 211]
and structural phase transformation [188, 193] using computational techniques. An accurate and
computationally efficient first-principles XANES method would be an ideal choice for sampling
the vast LCE parameter space and mitigating data availability and heterogeneity issues. Indeed,
computational XANES databases have recently emerged as a new tool for fast structure screening
through data mining [212–214].
In this study, we generated the computational XANES database with the FEFF9 code [215],
which is a popular and computationally efficient method based on multiple scattering theory.
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We utilized the existing site-specific x-ray absorption spectroscopy FEFF library in the Materi-
als Project [212, 213] and only calculated spectra not contained in this library. In the first data
standardization step, site-specific spectra that failed sanity checks were automatically discarded,
such as when the FEFF calculations did not converge with the default input or when the output
FEFF spectra are not physical (e.g., with negative absorption coefficients). In the second step, we
removed “duplicates", which otherwise would have introduced bias if nearly identical structures
were selected for both training and testing. We used a site-symmetry finder from the PYMATGEN
library [195] to determine which sites in a crystal structure are symmetrically equivalent. For every
pair of spectra, one was removed from the dataset if the average mean absolute difference between
them was less than 0.015, a number chosen based on visual inspection of a large number of similar
spectra. The process of removing duplicates also has the benefit of reducing the total number of
necessary FEFF calculations to populate the XANES database. Finally, calculated XANES spectra
were spline-interpolated onto an absorbing site-specific energy grid, so that the input feature vector
was standardized for each spectrum. For each type of absorbing site, the energy grid was chosen
such that it contains the maximum amount of available information with an energy resolution of
approximately 0.5 eV.
All standardized data before augmentation are henceforth referred to as the base dataset. Train-
ing data were augmented by shifting the spectra by ±1 and ±2 eV. The size of the augmented
training set thus becomes five times the size of the base dataset. We found that data augmentation
improves the accuracy and robustness of the machine learning model.
4.2.2 Local chemical environment class labeling
Feature engineering of LCEs is an active research topic with increasing applications in a variety of
areas including, for example, neural network potential development [8, 216–218]. Among many
possible choices, labels based on the coordination environment (e.g. tetrahedral, square pyrami-
dal, and octahedral geometries), although simple, provide key information on chemical bonding
and have been widely used in the x-ray spectroscopy community. In this study, we utilized the
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continuous symmetry measure (CSM), developed by Avnir and Pinsky [219] and hosted in the
ChemEnv package [220], to measure the similarity between an input local geometry and a particu-
lar polyhedron. The smaller the CSM for a polyhedron, the more the input geometry resembles it.
We applied a cutoff such that atoms further away than 1.2 times the nearest neighbor distance from
the absorbing site were not considered. This cutoff was chosen as a balance between prediction
accuracy and computational cost. The CSM was applied to each absorbing site, and the polyhedron
with the lowest CSM value was chosen as the site LCE label.
We restricted the LCE labels to only tetrahedral (T4), square pyramidal (S5) and octahedral
(O6) geometries, because across the eight transition metal families these are the most abundant
LCEs, often by an order of magnitude more than the rest. The class breakdown of the dataset
is presented in Table 4.1. The total number of site-specific spectra is on average a few thousand
per atom type, with V (3366) and Mn (3493) the most abundant and Cu (839) the least abundant.
It should be noted that one can expand the dataset by adding new structures from other mate-
rial databases, generating artificial structures or introducing additional class labels. Furthermore,
amongst all three chosen classes, O6 dominates, making up about 64% of the entire structure
database. The impact of the inhomogeneity of the data distribution on the predictive power of the
ML model is discussed in Section 4.3.
Table 4.1: The distribution of classes in the structure database used for training the machine learn-
ing models.
Absorber T4 S5 O6 Total
Ti 271 359 1562 2192
V 948 412 2006 3366
Cr 396 121 902 1419
Mn 502 657 2334 3493
Fe 797 319 1874 2990
Co 583 227 1428 2238
Ni 246 163 1238 1647
Cu 290 183 366 839
Total 4033 2441 11710 18184
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4.2.3 Training machine learning models
The core machine learning algorithm (see Figure 4.1) consists of an optional 1-D convolutional
layer followed by three fully connected, feed-forward hidden layers with 90, 60 and 20 neurons,
ending with a softmax output layer of 3 neurons. The input layer of the neural network is the
XANES spectrum scaled to zero mean and unit variance on a standardized grid of 100 entries, and
the output determines the target vector, which contains the probabilities of the three LCE classes
(T4, S5 and O6) computed from the softmax function. All neurons use the rectified linear unit
(ReLU) activation function and a 30% dropout to guard against over-fitting. ML models with and
without the 1-D convolutional layer are referred to as the convolutional neural network (CNN) and
multi-layer perceptron (MLP), respectively. The optional convolutional layer contains 8 filters and
a kernel (sliding window) size of 10, stride of 1 and max-pooling size of 2, and takes as input
spectral data processed in an identical manner to that of the MLP. CNNs inherently assume cor-
relations between nearby data points, and being a down-sampling and pooling technique, sacrifice
resolution in favor of invariance to the precise location of input data. The algorithm determines
trained parameters by minimizing a categorical cross-entropy loss function using the Adam opti-
mizer [221]. Mini-batch sizes of 32 were used during 50 full passes (epochs) of the training data.
All training and evaluations were performed using Keras [222] with a TensorFlow [223] backend.
For each absorbing site, we used statistical boostrapping: 90% of the database was used for
training ML models and the remainder for testing. These subsets were selected randomly in a
stratified manner, meaning that the proportion of each class in both the training and testing sets
was always the same. In order to generate a statistical estimate on the accuracy of the classifier,
we sampled the testing data with replacement over 10 folds and report the averaged results in
Figure 4.3. To make full use of all available information, data included once in a testing set, were
not used in any future testing sets. We found that testing results are mostly invariant to the chosen
neural network architecture assuming enough training parameters were included. Therefore, the
fixed 3-layer MLP with an optional convolutional layer (and associated hyperparameters) was used
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throughout all experiments.
4.3 Results and discussion
In the following, we present our LCE classification study through visual inspection, principal com-
ponent analysis (PCA) [224] and analysis of the machine learning classifiers (MLCs). We demon-
strate that MLCs can accurately predict LCE classes from synthetic XANES data generated by
the FEFF9 code. We further discuss the relevance of this study based on synthetic data to the real
challenge of the LCE classification of experimentally measured XANES spectra.
4.3.1 Visual inspection of the spectral database
The FEFF K-edge XANES database of eight 33 transition metal elements (from Ti to Cu) is shown
in Figure 4.2, color coded by LCE class (T4: blue; S5: green; O6: red). There are noticeable
trends in the raw spectra that can be detected by visual inspection, prior to a more in-depth analy-
sis. Overall, early 33 transition metals (e.g. Ti, V, Cr, and Mn) show more intense pre-edge peaks
than late 33 transition metals (e.g. Ni and Cu), consistent with the trend from experiment [174].
Notably, T4 in Ti, V and Cr oxides exhibit sharp pre-edge peaks at about 4970, 5470, and 5995
eV, respectively. The pre-edge peak intensity decreases as the coordination number increases, con-
sistent with the observations of Farges et al. [177–179] and Jackson et al. [180]. Such qualitative
agreement between theory and experiment suggests that spectral analysis of the FEFF database is
physically insightful, especially for the LCE classification problem.
In addition to pre-edge features, across the eight elements T4 exhibits the highest post-edge
intensity, followed by S5 and finally O6. However, the role of post-edge features in LCE clas-
sification has not yet been explored in the literature, which could be an important supplement to
existing pre-edge based methods. We expect that algorithms including a wide energy range in the
XANES spectra can in principle improve the spectral sensitivity to the LCE as compared to those
relying solely on pre-edge features.
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Figure 4.2: FEFF K-edge XANES database of eight 33 transition metal families. Spectra were
spline-interpolated onto discretized grids of 100 points, and scaled on the vertical axis such that
the maximum value is 1 (prior to shifting the mean to 0 and scaling to unit variance). The average
spectrum for each class, with it’s scaled spread f/5 is shown. Principal component analysis of two
regions is shown in the two insets: the full feature space (lower right), and only the pre-edge region
(lower center, discussed in Section 4.3), with an equal sampling of the three classes displayed to
aid visual clarity. The G and H-axes correspond to the first and second principal axes. Classes are
color coded as follows: blue for tetrahedral (T4), purple for square pyramidal (S5) and red for
octahedral (O6).
86
4.3.2 Principal component analysis of the spectral database
We further analyzed the spectral database with PCA. Following the standard notation, - : is defined
as the full set of spectral data for the :th absorbing species with x 9 : being the 9 th spectrum in the
dataset (a single feature vector input) after taking zero sample mean and unit variance. Denote w1:
and w2: as the first two principal axes in the feature space. We computed coordinates of spectrum
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, U = 1, 2, (4.1)
where for clarity the denominator scales I 9 :U within [−1, 1].
To evaluate the significance of the pre-edge features, we truncated the principal axes by apply-
ing a cutoff =2 to the spectra, such that G
9 :
=2 correspond to the vertical dashed lines in Figure 4.2.
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, U = 1, 2, (4.2)
by excluding features beyond G 9 :=2 . The axes in the plots generated by Eqs. 4.1 and 4.2 are scaled
in the same way, so that their clustering patterns can be compared directly. Similar patterns are
expected from the full and pre-edge PCA plots, if the pre-edge features dominate the spectral con-
trast. On the other hand, if the pre-edge features are less significant, there will be weak correlations
between two sets of PCA patterns.
Full PCA plots are shown in the lower right insets of Figure 4.2. Overall, a large degree
of clustering is realized, consistent with the observation of distinguishable spectral features from
visual inspection. In Ti, V, Cr, Mn, Fe, and Co, most of the T4 points are located in the lower right
corner and O6 points in the upper left corner. The T4 and O6 points of the Ti, V, and Cr can be
easily separated in PCA plots due to their sharp (T4) and negligible (O6) pre-edge features. In the
PCA plots of Mn, Fe and Co, there is also a secondary cluster of T4 points located in the upper
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right corner. The data distributions in Ni and Cu are similar to the others, but with a slightly smaller
packing density. In most cases, S5 clusters are intertwined with the other two classes, flanked by
T4 on one side and O6 on the other.
The lower center insets in Figure 4.2 show the PCA of the pre-edge region. All classes ap-
pear less clustered than the PCA patterns of the full feature space. While in this case information
contained in the feature space has clearly been reduced, this effect is less prominent in the early
transition metal elements, which still exhibit a large degree of clustering due to the significant spec-
tral contrast in the pre-edge region. On the contrary, elements such as Co, Ni and Cu exhibit such
severe information loss that PCA data points collapse into a linear pattern, which is detrimental to
the MLC performance, especially in systems that already exhibit weak spectral contrast.
In summary, visual inspection and PCA suggest that a MLC is likely able to accurately learn
the trends in XANES spectra and correlate them to their respective classes. However, it is unclear
whether MLCs can perform equally well for every class in all of the transition metal species we
studied.
4.3.3 Machine learning classifier performance
The accuracy of the MLCs for each LCE class is reported using the 1 score, which is the harmonic
mean of the precision % and recall ',
1 =
2%'







where C+, 5+ and 5− represent the true positives, false positives and false negatives in a two-class (2
by 2) confusion matrix.
In order to make a fair assessment of the MLC performance, we need to address the data
imbalance issue in our training set. As seen in Table 4.1, the number of LCEs that conform to the
O6 geometry vastly outnumbers the others, indicating that the accuracy of each class alone might
not be the most reliable metric, as it may be biased due to class imbalances in the training data. We
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address this problem in two ways: by using the 1 score instead of the accuracy on a class-by-class
basis, and reporting the macro 1 score as a representative metric.
In general, the 1 score is a much stricter metric than the accuracy and is a better indicator of
performance. It accounts for both the precision % (of all predicted positives, cases that are actually
positive) and recall ' (out of all the actual positives, cases that are correctly identified) and dramat-
ically penalizes poor scores in either category (contrary to the mean of the precision and recall).
To demonstrate why this is important, consider the 1 score of the relatively underrepresented S5
class. Suppose that there are 10 S5 and 100 T4 and O6 in the data set, and that the classifier has
a 10% false negative and false positive rate. Accuracy would naturally be 90%, but this is a poor
representation of the classifier, since 10 non-S5 data points were predicted as S5, unnaturally in-
flating the number of predicted positives. On the contrary, the 1 score of 62% accounts for this
by incorporating the low precision (47%) into the metric. In addition to a breakdown by class, the
macro 1 score (1) is reported, which is the average of the class-wise 1 scores computed using
a one-versus-all approach. The 1 score treats each class on equal footing and further penalizes
classifying data in an underrepresented class incorrectly relative to a class with many data points.
Table 4.2: 1 scores for different absorbing species, as the averages of the class-wise 1 scores
(red, green and blue bars) presented in Figure 4.3, both with (CNN) and without (MLP) the con-
volutional layer. Comparisons are made between models trained from the full feature space and
reduced feature space corresponding to only the pre-edge region of the spectra.
Element MLP CNN pre-MLP pre-CNN
Ti 0.83(2) 0.84(2) 0.73(4) 0.78(3)
V 0.86(1) 0.86(2) 0.77(2) 0.79(3)
Cr 0.87(2) 0.87(3) 0.72(4) 0.75(4)
Mn 0.83(2) 0.85(2) 0.62(4) 0.68(3)
Fe 0.85(2) 0.86(3) 0.57(2) 0.63(3)
Co 0.85(3) 0.87(2) 0.59(3) 0.64(3)
Ni 0.87(1) 0.88(3) 0.61(5) 0.66(4)
Cu 0.86(2) 0.86(2) 0.50(4) 0.64(7)
Average 0.85(1) 0.86(1) 0.64(1) 0.70(1)
As clearly shown from the 1 scores in Table 4.2, MLCs can classify the LCEs of all eight
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33 transition metal families very accurately. Uncertainties reported in the last digit of Table 4.2
and error bars in Figure 4.3 correspond to the standard deviation calculated from ten different
trained models. CNNs and MLPs perform equally well, with very close 1 scores of 0.86 and
0.85, respectively. The class-wise 1 scores are plotted in Figure 4.3. Notably, MLCs can reach
over 90% accuracy on the T4 (CNN: 0.92; MLP: 0.92) and O6 classes (CNN: 0.96; MLP: 0.95),
which can be understood from the observation of raw spectra. The strong pre-edge peak intensity
is a signature of the T4 configuration in, e.g., Ti, V and Cr. Conversely, the lack of a significant pre-
edge peak is a clear indicator of an O6 configuration. In these cases, it is likely that the pre-edge
features are sufficient to distinguish O6 from T4. On the contrary, the spectral contrast between
T4 and O6 is very low in the pre-edge region in late transition metal elements, especially in Ni and
Cu. It is remarkable that MLCs can achieve the same accuracy for T4 and O6 in late transition
metal elements. Such a universally good performance underscores the ability of the MLCs to
extract spectral descriptors without human bias in the full energy range, including the pre-, main-
and post-edge regions. Moreover, the relatively small overall error margin is a testament to the
reliability and robustness of the classifier across many trained models.
Relative to T4 and O6, the S5 classification is less successful, with an overall accuracy of
∼ 0.70 (CNN: 0.71; MLP: 0.68), as shown in Figure 4.3. The weaker performance of MLCs on the
S5 class can be explained by Figure 4.2, where data associated with the S5 class lay between those
in T4 and O6 in both the spectral and principal component space, making them more difficult to
identify.
4.3.4 Importance of features beyond the pre-edge
The ability of MLCs to accurately classify late transition metal oxides that lack prominent pre-
edge features suggests that features beyond the pre-edge region play an important role in the neural
network model. This hypothesis is supported by the PCA results shown in the insets of Figure 4.2.
In the late transition metals, while the full spectra can be effectively clustered in two-component
PCA, the same analysis of pre-edge spectra displays a completely different linear pattern resulting
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Figure 4.3: Class-wise 1 scores calculated using different machine learning models (CNN/MLP)
for T4 (blue/cyan), S5 (purple/light purple) and O6 (red/pink) local coordination environments in
eight 33 transition metal elements. While the full height of each bar represents the results trained
on the full feature space, gray bars overlaid on top with lower 1 values represent the results for
the models trained only on the pre-edge region. For example, for the Co S5 CNN, the 1 score
reported for training on the full spectral space is about 0.7, but decreases sharply to about 0.2 when
trained on the pre-edge region only. Error bars correspond to standard deviation; the ones with
wider caps correspond to the full feature space.
from substantial information loss.
To gain further insight, we train MLCs with identical architectures using only the pre-edge
region defined by energies below the dashed lines in Figure 4.2, which we refer to as the pre-
MLCs (pre-CNNs and pre-MLPs). In principle, if 1 scores of the pre-MLCs are close to those
trained on the full spectra, then the pre-edge features are sufficient to classify the LCE for that
absorbing element. Conversely, a significant drop in the 1 scores of the pre-MLCs would be a
clear indication that features beyond the pre-edge region play a significant role in the MLCs.
As shown in Table 4.2, the average 1 score in pre-MLCs drops significantly by about 20%
(from 0.86 to 0.70 in CNN and from 0.85 to 0.64 in MLP), as compared to MLCs trained on the
full spectral space. The class-wise 1 scores of pre-MLCs which are consistently lower than that
of regular MLCs are shown in Figure 4.3 as the gray bars. We quantify this accuracy degradation
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by
Δ = 1(MLC) − 1(pre-MLC) (4.4)
and summarize the results averaged over early (Ti, V, Cr, and Mn) and late transition metal ele-
ments (Fe, Co, Ni and Cu) in Table 4.3. First, Δ in late transition metals is more than doubled
compared to early transition metals. Second, among the three classes, Δ of O6 is the smallest
(< 0.10). It increases significantly for T4 in late transition metals to 0.16 in the pre-CNN (0.21
in the pre-MLP) and finally reaches the largest values for S5, at 0.22 (0.30) in early transition
metals and 0.44 (0.57) in late transition metals. The results in Figure 4.3 and Tables 4.2-4.3 high-
light the critical importance of features beyond the pre-edge region in accurately classifying LCEs,
especially for late transition metals. The effects are the largest in the S5 class, which is rather
characterless in the pre-edge region, showing neither very strong (like T4) nor very weak (like O6)
pre-edge intensities.
Table 4.3: The class-wise difference between the 1 score evaluated over the entire feature space
and over only the pre-edge region (Δ). Results are averaged over the early (Ti, V, Cr and Mn) and
late (Fe, Co, Ni and Cu) transition metal elements.
T4 S5 O6
pre-MLP Early 0.09(3) 0.30(5) 0.03(1)
Late 0.21(4) 0.57(5) 0.10(1)
pre-CNN Early 0.07(3) 0.22(5) 0.03(1)
Late 0.16(3) 0.44(7) 0.08(1)
We note that unlike the case of regular MLCs, the pre-edge CNN averaged over all absorbing
species (1 = 0.70) outperforms the corresponding pre-edge MLP (1 = 0.64) substantially. In
the most extreme situation of S5, the pre-CNN (1 = 0.48) is 23% more accurate than the pre-
MLP (1 = 0.39) in early transition metals, and it is more than doubled in late transition metals
with 1 = 0.28 (0.12) for the pre-CNN (pre-MLP). The substantially better performance of the
pre-CNN is likely caused by the use of the convolutional filter, which makes the CNN able to learn
subtle pre-edge features from augmented data more effectively than the MLP.
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4.3.5 Discussion
The MLCs described so far were trained on computational FEFF XANES spectra. Developing
MLCs that can classify the LCE of a broad range of material families using experimental XANES
spectra is a more challenging task that is beyond the scope of the current work. Nonetheless, in
this section we discuss several key issues that need to be addressed in order to achieve this goal,
including validation of the theory, edge alignment of the simulated spectra, and the variations in
the spectral intensity.
Figure 4.4: Comparison between representative experimental (solid) and FEFF (dashed) XANES
spectra. FEFF calculations are shifted on the energy axis to maximize such that the Pearson cor-
relation coefficient (PCC) in order to find the best match between experimental and theoretical
XANES. The experimental spectra of K6Ti2O7 and rutile were extracted from Farges et al. [178],
and the experimental spectra of both pairs of Mn and Co oxides from Manceau et al. [225].
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In order to apply MLCs trained on synthetic data to experimental spectra, it is very important to
validate the theory such that the computational spectra can faithfully reproduce experimental spec-
tral features. To this end, we compare FEFF spectra with experimental spectra on a small number
of oxides: K6Ti2O7, rutile (TiO2), MnCr2O4, MnCO3, CoAlO4 and Co(AsO4)2 in Figure 4.4. This
list is not meant to be exhaustive. Within this small sample, while the overall shape and major peaks
are well reproduced by FEFF, there are noticeable differences in the spectral details, including the
peak positions and relative intensities of different peaks. Furthermore, the degree of agreement is
system-dependent. As shown in Figure 4.4, the optimal Pearson correlation coefficients (PCCs)
between FEFF and experiment range from 0.92 to 0.98.
Despite the relatively high PCC scores, MLCs trained on spectra at the FEFF level of theory as
such cannot reliably classify experimental spectra. It is necessary to generate the computational
XANES database with more accurate methods and conduct a systematic benchmark of theory
against experiment. However, the computational expense of these calculations grows quickly with
the complexity of the methods, which could in practice limit the level of theory used to generate the
training set. A good compromise would involve developing robust ML algorithms for a physically
sound but numerically imperfect training set. It may also be possible to augment the computational
spectral database with a subset of experimental data and apply ML techniques that can handle a
hybrid database, such as transfer learning.
Another open question in computational XANES is the edge alignment of computational spec-
tra with experimental spectra, because current first-principles electronic structure methods have
difficulty predicting accurate absolute onset energies. This issue stems from the use of pseu-
dopotentials and/or approximations to the electron self-energy and core-hole final state effects.
Therefore, XANES calculations are often analyzed with the relative energy scale or after they are
manually aligned with reference experimental spectra. However, the energy shift in the spectral
alignment with respect to reference experimental spectra could be system-dependent, which war-
rants further study.
In order to investigate the impact of the edge alignment on the performance of MLCs, we shift
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Figure 4.5: 1 score as a function of the amount of energy shift (Δ) applied to the test set. The
two graphs on the left illustrate the results of MLCs trained on augmented data (as presented thus
far: ±1 and 2 eV, generating 5 times the base amount of training data), while those on the right
illustrate MLCs trained without augmenting the training set.
the test set by up to ±3 eV to study the transferability of MLCs against the shifted data. We note
that a shift of 3 eV in energy is quite significant, as the energy range of the pre-edge region is
about 10 to 15 eV. As shown in Figure 4.5, the MLCs are very robust against the energy shift, as
the 1(Δ) curves are almost flat. The CNN slightly outperforms MLP with 1(CNN)> 0.8 in
most of the range of Δ for all eight elements. The robustness of the MLCs results from the data
augmentation we applied in the training set with energy shifts of ±1 and ±2 eV as described in the
Section 4.2. If we apply the same test on MLCs developed from the base training set without data
augmentation, the accuracy deteriorates quickly after |Δ | > 1 eV, as shown in Figure 4.5.
Additionally, we have seen that the spectral intensity of theoretical XANES spectra may not
match perfectly with experiments. On top that, the intensity of experimental XANES spectra is
subject to several uncertainties from sample preparation and various instrumental factors, such
95
Figure 4.6: 1 score as a function of the standard deviation (f) used to generate Gaussian random
noise, introduced into every point  in the spectra `(). The two graphs on the left illustrate the
results of MLCs trained on a training set augmented with Gaussian random noise of f = 0.03 (also
generating 5 times the base amount of training data), and those on the right illustrate MLCs trained
without data augmentation.
as type and mosaic spread of the monochromator crystals, source sizes, slit heights and beam
instabilities [178] and the resolution of the apparatus [226]. Therefore, experimental spectra of the
same materials that are measured using different samples or collected at different beamline settings
may have slightly different intensity profiles. To investigate the impact of the uncertainties in the
spectral intensity on the MLCs, we introduced Gaussian random noise with standard deviation f
to the spectral intensity centered around `() for every  on the energy grid. To isolate the effects
of the Gaussian random noise, we test the MLCs trained without augmentation accounting for the
energy shift. As shown in Figure 4.6, the overall 1 score decays quickly with the increasing f in
both the CNN and MLP, with V trained using the CNN suffering the most. After we augmented
the training set with spectra containing the Gaussian random noise with f = 0.03, the 1 score
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decays much more slowly with increasing f.
From the analysis above, one can clearly see that MLCs perform dramatically better when the
training set is augmented, which is a sensible result. It is interesting to note that the CNN under-
performs relative to the MLP without data augmentation, specifically for early transition metals
that exhibit strong pre-edge peaks. For example, the 1 score of the unaugmented CNN for Ti and
V drops to ∼ 0.45 and 0.25, respectively, at f = 0.1. This trend is not entirely counterintuitive
for two reasons. First, the CNN as described in Subsection 4.2.3 is not completely shift-invariant,
and without proper data augmentation it may not learn how to account for small perturbations.
Second, as shown in Table 4.3, the CNN relies more on the pre-edge region than the MLP. Since
shifting the location of the pre-edge peak strongly affects the pre-edge spectral features, a sizable
drop in performance is to be expected. A similar argument may be made for the effects of Gaussian
random noise, which can artificially distort both the shape and location of peaks.
4.4 Conclusion
We propose a new computational framework to perform element-specific classification of local
chemical environments from XANES spectra. In addition to the construction of structure and
spectral databases and structural labels, a central element of this framework is unraveling the cor-
relation between spectral features and local chemical environments systematically using machine
learning classifiers. As proof-of-principle, we applied our method to the computational XANES
database of eight 33 transition metal elements generated by the FEFF code and achieved a high
average macro 1 score of 0.86. Our method can reliably capture not only the prominent pre-
edge features, but also the less characteristic spectral features beyond the pre-edge region. We
showed that features beyond the pre-edge region turn out to be very important to the accuracy of
the classification, especially for late transition metal elements. The ability to extract key structural
information in the full spectral range makes our machine learning-based method more robust and
transferable than empirical fingerprint methods based solely on the pre-edge region. As an impor-
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tant starting point, our work will motivate future research on the problem of classification of local
chemical environments on experimental measured spectra.
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Chapter 5
Machine-learning x-ray absorption spectra
to quantitative accuracy
The content presented in this chapter is based closely on the following work (with primarily aes-
thetic changes made for additional clarity) and its supplemental material:
• Machine-learning x-ray absorption spectra to quantitative accuracy [arXiv]
M. R. Carbone, M. Topsakal,∗ D. Lu∗ & S. Yoo,∗ Phys. Rev. Lett. 124, 156401 (2020).
Copyright 2020, American Physical Society
∗ Indicates corresponding authors.
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5.1 Introduction
The last decade has witnessed exploding developments in artificial intelligence, specifically deep
learning applications, in many areas of our society [227], including image and speech recognition,
language translation and drug discovery, just to name a few. In scientific research, deep learning
methods allow researchers to establish rigorous, highly non-linear relations in high-dimensional
data. This enormous potential has been demonstrated in, e.g., solid state physic and materials
science [228, 229], including the prediction of molecular [216, 230] and crystal [231] properties,
infrared [232] and optical excitations [233], phase transitions [234] and topological ordering [235]
in model systems, in silico materials design [236] and force field development [8, 237].
One high-impact area of machine learning (ML) applications is predicting material properties.
By leveraging large amounts of labeled data consisting of feature-target pairs, ML models, such as
deep neural networks, are trained to map features to targets. The ML parameters are optimized by
minimizing an objective loss criterion, and yields a locally optimal interpolating function [238].
Trained ML models can make accurate predictions on unknown materials almost instantaneously,
giving this approach a huge advantage in terms of fidelity and efficiency in sampling the vast
materials space as compared to experiment and conventional simulation methods. So far, existing
ML predictions mostly focus on simple quantities, such as the total energy, fundamental band gap
and forces; it remains unclear whether ML models can predict complex quantities, such as spectral
functions of real materials, with high accuracy. Establishing such capability is in fact essential
to both the physical understanding of fundamental processes and design of new materials. In
this study, we demonstrate that ML models can predict x-ray absorption spectra of molecules
with quantitative accuracy, capturing key spectral features, such as locations and intensities of
prominent peaks.
X-ray absorption spectroscopy (XAS) is a robust, element-specific characterization technique
widely used to probe the structural and electronic properties of materials [239]. It measures the in-
tensity loss of incident light through the sample caused by core electron excitations to unoccupied
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states [240]. In particular, the x-ray absorption near edge structure (XANES) encodes key informa-
tion about the local chemical environment (LCE), e.g. the charge state, coordination number and
local symmetry, of the absorbing sites [166, 240, 241]. Consequently, XANES is a premier method
for studying structural changes, charge transfer, and charge and magnetic ordering in condensed
matter physics, chemistry and materials science.
To interpret XANES spectra, two classes of problems need to be addressed. In a forward
problem, one simulates XANES spectra from given atomic arrangements using electronic struc-
ture theory [200, 201, 240, 242–245]. In an inverse problem, one infers key LCE characteristics
from XANES spectra [192, 193, 246]. While the solution of the forward problem is limited by
the accuracy of the theory and computational expense, it is generally more complicated to solve
the inverse problem, which often suffers from a lack of information and can be ill-posed [247].
Standard approaches typically rely on either empirical fingerprints from experimental references
of known crystal structures or verifying hypothetical models using forward simulation [179, 248].
When using these standard approaches, major challenges arise from material complexity asso-
ciated with chemical composition (e.g., alloys and doped materials) and structure (e.g., surfaces,
interfaces and defects), which makes it impractical to find corresponding reference systems from
experiment and incurs a high computational cost of simulating a large number of possible config-
urations, with hundreds or even thousands of atoms in a single unit cell. Furthermore, emerging
high-throughput XANES capabilities [164] poses new challenges for fast, even on-the-fly, so-
lutions of the inverse problem to provide time-resolved materials characteristics for in situ and
operando studies. As a result, a highly accurate, high-throughput XANES simulation method
could play a crucial role in tackling both forward and inverse problems, as it provides a practical
means to navigate the material space in order to unravel the structure-spectrum relationship. When
combined with high-throughput structure sampling methods, ML-based XANES models can be
used for the fast screening of relevant structures.
Recently, multiple efforts have been made to incorporate data science tools in x-ray spec-
troscopy. Exemplary studies include database infrastructure development (e.g. the computational
101
XANES database in the Materials Project [194–196, 212]), building computational spectral fin-
gerprints [249], screening local structural motifs [250], predicting LCE attributes in nano clus-
ters [192] and crystals [193, 246] from XANES spectra using ML models. However, predicting
XANES spectra directly from molecular structures using ML models has, to the best of our knowl-
edge, not yet been attempted.
As a proof-of-concept, we show that a graph-based deep learning architecture, a message pass-
ing neural network (MPNN) [251], can predict XANES spectra of molecules from their molecular
structures to quantitative accuracy. Our training sets consist of O and N K-edge XANES spec-
tra (simulated using the FEFF9 code [215]) of molecules in the QM9 molecular database [252],
which contains ∼ 134k small molecules with up to nine heavy atoms (C, N, O and F) each. The
structures were optimized using density functional theory with the same functional and numerical
convergence criteria. This procedure, together with the atom-restriction of the QM9 database, en-
sures a consistent level of complexity from which a ML database can be constructed and tested.
Although our model is trained on computationally inexpensive FEFF data, it is straightforward to
generalize this method to XANES spectra simulated at different levels of theory.
5.2 Dataset construction
The MPNN inputs (feature space) are derived from a subset of molecular structures in the QM9
database, henceforth referred to as the molecular structure space,M. Two separate databases are
constructed by choosing molecules containing at least one O (MO, =O ≈ 113k) or at least one
N atom (MN, =N ≈ 81k) each; note that MO ∩ MN ≠ ∅, as many molecules contain both O
and N atoms. The molecular geometry and chemical properties of each molecule are mapped to
a graph (M → G,  ∈ {O,N}) by associating atoms with graph nodes and bonds with graph
edges. Following Ref. 251, each 68 ∈ G (8 the index of the molecule) consists of an adjacency
matrix that completely characterizes the graph connectivity, a list of atom features (absorber, atom
type, donor/acceptor status, and hybridization), and a list of bond features (bond type and length).
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A new feature, “absorber", is introduced to distinguish the absorbing sites from the rest of the
nodes. Each graph-embedded molecule in G corresponds to a K-edge XANES spectrum in the
spectrum or target space, ( ∈ R=×80, which is the average of the site-specific spectra of all
absorbing atoms, , in that molecule, spline interpolated onto a grid of 80 discretized points and
scaled to a maximum intensity of 1. For each database D = (G, (), the data is partitioned
into training, validation and testing splits. The latter two contain 500 data points each, with the
remainder used for training. The MPNN model is optimized using the mean absolute error (MAE)
loss function between the prediction ŷ8 = MPNN(68) and ground truth y8 ∈ ( spectra. During
training, the MPNN learns effective atomic properties, encoded in hidden state vectors at every
atom, and passes information through bonds via learned messages. The output computed from the
hidden state vectors is the XANES spectrum discretized on the energy grid as a length-80 vector.
Additional details regarding the graph embedding procedure, general implementation [253–255]
and MPNN operation can be found in Ref.251 and in Appendix 5.A.
5.2.1 Preliminary analysis
Prior to the training, we systematically examine the distribution of the data. Following common
chemical intuition, the data are labeled according to the functional group that the absorbing atom
belongs to. In order to efficiently deconvolute contributions from different functional groups, we







) ⊂ D, and the distribution of common functional groups in D′ are elaborated
upon in the captions of Figs. 5.1 and 5.2, where the most abundant compounds are ethers and
alcohols inD′O, and tertiary (III
◦) and secondary (II◦) amines inD′N. From the presented averaged
spectra, distinct spectral contrast (e.g., number of prominent peaks, peak locations and heights)
can be identified between different functional groups. In fact, several trends in the FEFF spectra
qualitatively agree with experiment, such as the sharp pre-edge present in ketones (black) but
absent in alcohols (red) [256], and the general two-peak feature of primary (I◦) amines (blue) [257].
Although XANES is known as a local probe that is sensitive to the LCE of absorbing atoms,
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Figure 5.1: The average oxygen spectrum for each considered functional group in (′O, with
the scaled standard deviation f/2 presented to highlight regions of high variance. The
approximate percent distribution of functional groups throughout the presented dataset is
30.0/42.9/10.5/8.1/8.6 (using the order from the legend) with a total of 47k in (′O.
Figure 5.2: The average nitrogen spectrum for each considered functional group in (′N, with
the scaled standard deviation f/2 presented to highlight regions of high variance. The
approximate percent distribution of functional groups throughout the presented dataset is
19.3/3.3/6.0/32.4/37.3/1.7 (using the order from the legend) with a total of 35k in (′N.
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Figure 5.3: PCA plots for both the TCC and spectra proxies for the molecules in D′

labeled by
NB, NA and FG. The total number of non-hydrogenic bonds (NB, top) range from 1 (violet) to 13
(red). The total number of atoms bonded to the absorbing atom (NA, center) takes on one of three
values: 1, 2 or 3 (black, red and blue, respectively). The color legends for the functional group of
the absorbing atom (FG, bottom) are the same as in Figs. 5.1 and 5.2.
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a systematic study of the degree of such correlation on a large database has not yet been per-
formed. To investigate this structure-spectrum correlation, we perform principal component analy-
sis (PCA) [258] on both the features and targets inD, and visually examine the clustering patterns
after the data in D′

is labeled by different chemical descriptors. To provide a baseline, we con-
sider the total number of non-hydrogenic bonds in the molecule (NB), which is a generic, global
property, supposedly having little relevance to the XANES spectra. Next we consider two LCE
attributes: the total number of atoms bonded to the absorbing atom (NA) and the functional group
of the absorbing atom (FG). While spectra on a discrete grid can be processed directly, molecular
structures, with different number of atoms and connectivity, need to be pre-processed into a com-
mon numerical representation before clustering. Thus, the molecular fingerprint of each molecule
in M is calculated from its SMILES code using the RDKit library [259]. Then an arbitrarily
large subset of 104 molecules, M̃ ⊂ M, is randomly selected to construct a molecular similarity
matrix of Tanimoto correlation coefficients (TCCs) [260], ) ∈ [0, 1]#×10
4
, from the molecular
fingerprints such that ),8 9 = TCC(<8, < 9 ), where <8 ∈ M and < 9 ∈ M̃. TCC(<8, <8) = 1
defines perfect similarity. The ) matrix therefore provides a uniform measure of structural sim-
ilarity of every molecule inM to each one of the 104 references, serving as a memory-efficient
proxy toM.
Results of the PCA dimensionality reduction are presented for both data sets and all three
descriptor labels (NB, NA and FG) in Fig. 5.3. Specifically, after PCA is performed on unlabeled
data, the data are colored in by their respective labels. While some degree of structure is manifest
in NB, it is clear that the overall clustering is much inferior to both NA and FG, confirming that NB
is largely irrelevant to XANES. On the other hand, both NA and FG exhibit significant clustering,
with the latter, as expected, slightly more resolved; while NA can only distinguish up to 2 (3)
bonds in the O (N) data sets, FGs reveal more structural details of the LCE, and encode more
precise information, such as atom and bond types. For NA and FG, clustering in the TCC-space is
more difficult to resolve, as it is only a course-grained description of the molecule, missing detailed
information about, e.g., molecular geometry, which will be captured by the MPNN. Despite this,
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visual inspection reveals significant structure, such as in Fig. 5.3(c), where alcohols (red), ethers
(blue) and amides (cyan) appear well-separated.
Spectra PCA of FG in Figs. 5.3(f) and 5.3(l) can also be directly correlated with the sam-
ple spectra in Figs. 5.1 and 5.2. For instance, the shift in the main peak position between ke-
tones/aldehydes/amides (black/purple/cyan) and alcohols/ethers (red/blue) in (′O reflects the impact
of a double versus a single bond on the XANES spectra. As a result, groups of these structurally
different compounds are well-separated in the spectra PCA as shown in Fig. 5.3(f); even com-
pounds with moderate spectral contrast, e.g., between alcohols (red) and ethers (blue), are well-
separated. Similar trends are observed in (′N, where, e.g., nitrile groups (black) show a distinct
feature around 425 eV, which clearly distinguishes itself from the other FGs, and, likely because
of that, one observes a distinct black cluster in Fig. 5.3(l).
5.3 Results and discussion
The PCA suggests that the FG is a key descriptor of XANES. As the MPNN can fully capture the
distinction of FGs through node features, edge features and the connectivity matrix, we expect that
an MPNN can learn XANES spectra of molecules effectively. Randomly selected testing set results
from the trained MPNN for both DO and DN are presented in Fig. 5.4 and ordered according to
MAE, with the best decile at the top and worst decile at the bottom. It is worth noting that MPNN
predictions not only reproduce the overall shape of the spectra, but, more importantly, predict peak
locations and heights accurately. In the best decile, the MPNN predictions and ground truth spectra
are nearly indistinguishable. Even in the worst decile, the main spectral features (e.g. three peaks
between 530 and 550 eV in the oxygen K-edge and two peaks between 400 and 410 eV in nitrogen
K-edge) are correctly reproduced with satisfactory relative peak heights.
As shown in Table I, the MAE of the prediction is 0.023 (0.024) for the oxygen (nitrogen)
test set, which is an order of magnitude smaller than the spectral variation defined by the mean
absolute deviation of the oxygen (0.131) and nitrogen (0.123) test sets. To provide an additional
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Figure 5.4: Performance metrics for the MPNN evaluated on the D testing sets. Top: waterfall
plots of sample spectra (labeled by their SMILES codes) of ground truth (black) and predictions
(dashed red), where prominent peaks (see text) are indicated by triangles. One randomly selected
sample from every decile is sorted by MAE (first: best; last: worst).
quantification of the model’s accuracy, we select prominent peaks, defined by those with height
above half the maximum height of the spectrum and separated by a minimum 12 grid points (≈ 6
eV) in energy. We find that the number of prominent peaks in 95% (90%) of predicted spectra
correspond with that of the ground truth for the oxygen (nitrogen) testing set. Peak locations and
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heights are predicted with average absolute difference of Δ = 0.49 (0.48) eV and Δ` = 0.045
(0.041), respectively (see Fig. 5.5, Fig. 5.6 and Table 5.1). The predicted peak heights display a
very narrow distribution around Δ` = 0, as the total population in the tail region with Δ` > 0.1
is only 7%. As shown at the insets, the vast majority (∼90%) of the predicted peak locations fall
within ±1 eV of the ground truth, with the coefficient of determination, '2 ≥ 0.96. The exceptional
accuracy of the MPNN model results on predicting both peak location and intensity underscores
its predictive power and its ability to capture essential spectral features.
Figure 5.5: Comparison between the prediction and ground truth in peak locations. Contains
a total of 824 and 868 peak predictions and ground truths for the oxygen and nitrogen datasets,
respectively. The lightest squares represent one data point, with the darkest representing roughly
40. The '2 values for the presented data are 0.96 and 0.98, respectively.
It is also important to understand the robustness of the network for practical applications;
specifically, we examine how distorting or removing certain features impacts the model perfor-
mance. To do so, we train separate MPNN models using “contaminated" features, where either (1)
the bond length is randomized (RBL), or (2) the atom type is randomly chosen, and all other atomic
features are removed (RAF). In addition, we investigate the impact of the locality in the MPNN
prediction of XANES spectra of molecular systems. By default, the MPNN operates on the graph-
embedding of the whole molecule, referred to as the core results. However, the significance of the
FG as a sound proxy for the XANES spectra (see Fig. 5.3) suggests that local properties, such as
the LCE, play a dominant role. Therefore, spatially truncated graphs are likely to be sufficient to
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Figure 5.6: Distribution of the absolute error of predicted peak heights, Δ`, for both the oxygen
and nitrogen datasets.
predict the XANES spectra of molecules accurately. To quantify this effect, we impose different
distance cutoffs (3c) from 2 to 6 Å around the absorbing atoms, and train separate ML models
using spatially truncated graphs.
Table 5.1: Performance metrics based on the MAE of the spectra, Δ and Δ`.
 Data MAE Δ (eV) Δ`
O Core 0.023(1) 0.52(4) 0.044(2)
RBL 0.031(1) 0.55(3) 0.051(2)
RAF 0.041(2) 0.63(3) 0.068(3)
3c = 4 Å 0.023(1) 0.45(3) 0.040(2)
3c = 3 Å 0.025(1) 0.48(3) 0.040(2)
3c = 2 Å 0.095(4) 0.80(4) 0.179(6)
N Core 0.024(1) 0.47(3) 0.042(2)
RBL 0.029(1) 0.57(3) 0.049(2)
RAF 0.045(2) 0.70(4) 0.084(3)
3c = 4 Å 0.023(1) 0.43(3) 0.039(2)
3c = 3 Å 0.027(2) 0.47(3) 0.046(3)
3c = 2 Å 0.056(4) 0.66(4) 0.099(5)
Independent MPNN models were trained and tested on each database corresponding to either
RBL, RAF and different 3c values. As shown in Table 5.1, randomizing the bond length feature
does not affect the performance of MPNN, as Δ and Δ` in RBL only worsen slightly. Atomic
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features have a larger impact than the bond length, as Δ and Δ` in RAF have a sizable increase
from 0.52 (0.47) to 0.63 (0.70) eV and from 0.044 (0.042) to 0.068 (0.084) in DO (DN). In fact,
despite the seemingly large increase, Δ is still well below 1 eV, i.e., falling within 1-2 grid points,
resulting in only a marginal impact on its practical utility. Percentage-wise, the change in Δ` is
comparable to Δ for RAF. If we consider relative peak intensity instead of absolute peak intensity
as measured by Δ`, this difference becomes less significant.
The analysis above leads to a seemingly counter-intuitive conclusion that key XANES features
can be obtained with little knowledge about the atomic features and bond length, especially if one
considers the importance to know which atoms are the absorption sites. It turns out that this is
not entirely surprising, since it has been shown that the distinct chemical information of atoms can
be extracted by ML techniques from merely the chemical formula of the compound [261], i.e.,
specific atomic information can be learned through its environment. In this case, the connectivity
matrix likely compensates for a lack of atom-specific information, and supplies enough knowledge
about the LCE to make accurate predictions. As for the effect of the locality, we found that the
results are statistically indistinguishable from the core results when 3c ≥ 4 Å, and breaks down at
3c ≈ 2 Å, indicating that the MPNN architecture requires at least the first two coordination shells
to make accurate predictions.
5.4 Concluding remarks
In summary, we show that the functional group carries statistically significant information about
the XANES spectra of molecules, and that by using a graph-based deep learning architecture,
molecular XANES spectra can be effectively learned and predicted to quantitative accuracy. With
proper generalization, this method can be used to provide a general purpose, high-throughput ca-
pability for predicting spectral information, which may not be limited to XANES, of a broad range
of materials including molecules, crystals and interfaces.
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5.A Machine learning details
5.A.1 Graph feature generation
Starting with an .xyz geometry file, we performed the following steps to extract the features
described in Table 5.2. To aid the reader in understanding how the feature extraction is performed,
we also present an example in Fig. 5.7. Note this can be thought of as performing the mapping
from the molecule-spaceM to the graph-space G.
1. Using the geometry SMILES code, an RDKit [259] molecule class was used to determine
atom donor and acceptor status, aromaticity, atomic number, and hybridization. An extra
feature ("Absorber") was also included, and indexes whether or not the atom is of type 
and contributes to computing the target spectra.
2. A NetworkX [254] graph is constructed from the RDKit molecule class. Edges, along
with their edge-types (single, double or triple bonded, or part of an aromatic ring) were only
initialized between bonded atoms. Bond distances were computed directly from the QM9
geometry files.
3. Adjacency matrices &8 were initialized for every molecule <8. Matrix elements &8, 9 : = 1 if
atom 9 is bonded to atom :, and = 0 otherwise.
5.A.2 Technical details of the Message Passing Neural Network
Here, we summarize the operation of the MPNN used in this work. To aid in visualization, we
present a flowchart of the MPNN operation in Fig. 5.8. For further details as well as more examples
of different MPNN architectures, we refer the reader to Ref. 251. The general architecture of the
MPNN is defined by two phases and three core functions. In the first of the two phases, called the
message passing phase (MPP), =8 hidden states, ℎ0E , are initialized for E = 1, ..., =8, where =8 is the
number of atoms in molecule <8, and E represents an atom in that molecule, for every graph in
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Table 5.2: Summary of the input features. The first six denote node (atom) features V8, the next
two are edge (bond) features E8 and last is the adjacency matrix &8, which encodes all atomic
connectivity. *Hydrogen atoms are initialized with a one-hot vector of all zeros. This serves two
purposes: both indicating a lack of hybridization and forcing the MPNN to weight hydrogen atoms
slightly less compared to the heavy atoms in the molecule. **Each bond type can be a single,
double, triple or aromatic. ***For a molecule with I atoms, the adjacency matrix will be I × I.
Feature Description Type Length
Atom Type H, C, N, O or F One-hot 5
Absorber Is the atom type =  1 or 0 1
Donor Atom is an e− donor 1 or 0 1
Acceptor Atom is an e− acceptor 1 or 0 1
Aromatic Atom in aromatic ring 1 or 0 1
Hybridization sp, sp2 or sp3 One-hot* 3
Bond Length Distance in Å Float 1
Bond Type ** One-hot 4
Adjacency Atomic connectivity Matrix ***
G. For the remainder of this section, we drop the molecular index and assume features and targets
refer to a single molecule. The initial hidden state vector is given by
ℎ0E = (V, 0, ..., 0), LEN(ℎ0E) = 3. (5.1)
It means that the initial hidden state is simply the list of features for that atom, zero-padded up to
some length 3, which is a hyperparameter for the MPNN.
The MPP runs for ) iterations, and at each iteration, the hidden state vectors ℎCE are reassigned




" C (ℎCF, 4EF) (5.2)
is computed by a sum of message functions " C . The message function incorporates information
about all nearest neighbor atoms # (E), and all connecting bonds. Here, we follow the edge network
representation for " C as defined in [251], in which " C has the following properties: " C = ",
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Figure 5.7: Molecular features of an exemplary molecule as processed by the MPNN. The connec-
tivity matrix (zero-indexed) of the molecule is shown in addition to the features of atom 6 and bond
6-7. Specific connectivity is highlighted with purple lines on the molecule, and the corresponding
entries circled in the connectivity matrix.
meaning that the same message function is trained regardless of the time step C. " is expressed as
" (ℎCF, 4EF) = MLP1(4EF)ℎCF, (5.3)
where 4EF represents the edge (bond) between nodes (atoms) E and F. The message function
consists of a neural network trained on bond information only, i.e., for any single atom, it is trained































Figure 5.8: Flowchart of the operation of the MPNN. Multi-layer perceptrons (MLPs) are denoted
by gears, operations by purple blocks, and internal hidden variables in grey. Initial features are
contained in the larger red square, and the target in light blue. Corresponding color-coded cartoons
of the networks are shown to the right of the flowchart (note these are not representative of the
actual architectures). Finally, above the cartoons is an example graph/molecule during the message
passing (black arrows) and update (blue absorbing nitrogen atom) phases. The red squares indicate
that edge and nearest neighbor information are used in MLP1 to construct the message.
this way, MLP1 learns a mapping between adjacent atoms ℎF and a component of the message that
ultimately ends up mutating the hidden state ℎE .
For each E, once the message has been computed at time step C, the hidden states are updated
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via the update function,
ℎC+1E = *
C (ℎCE, <C+1E ). (5.4)
The update function used in this work is a gated recurrent unit (GRU) introduced by Cho et al
[255]. It takes as input the current hidden state ℎCE, as well as the constructed message <
C+1
E from
the message function, and outputs the updated hidden state ℎC+1E . Importantly, like the message
function, we choose*C = * such that the GRU is independent of the time step. The independence
of both the message and update functions on the time step forces the respective networks to gen-
eralize to any time step, and can be thought of as a mechanism to guard against over fitting to the
training data.
Finally, once the message passing phase has completed, the MPNN enters the readout phase,
which takes as input information about the hidden states (generally ℎ0E , ℎ
1
E , ..., ℎ
)
E ) and predicts the
target. The readout function





MLP3(ℎ0E , ℎ)E )
]
◦ MLP2(ℎ)E ) (5.5)
inputs the first and last hidden states (where the first hidden states ℎ0E are just the zero-padded
atom features) and outputs the length 80 target XAS spectrum. Note that ◦ denotes the element-
wise product, and f is the Sigmoid activation function, f(G) = [1 + 4−G]−1. While MLP2 is
trained to make predictions based only on the last output of the MPP, MLP3 effectively learns
how to weight those predictions. The sigmoid activation function f(G) has range (0, 1), and thus
f
[
MLP3(ℎ0E , ℎ)E )
]
learns independently from MLP2 how to weight the importance of the outputs,
taking as input not only the last output of the MPP, but also the initial atom features.
Training was conducted over 150 epochs using the Adam optimizer, and the Rectified Linear
Unit was used for all activation functions. All MLPs contained three hidden layers, each consisting
of 92 neurons, and the un-regularized !1 loss was used as the cost function. No explicit regular-
ization (or dropout) was used during training, but effective regularization was manifest through
the use of identical message and update functions regardless of the time step. The specific MPNN
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parameters, ) = 3 and ℎ = 64, the maximum time step and length of the hidden state vectors,
respectively, were used throughout all calculations. All code was written in PyTorch [253], and
training was conducted using a batch size of 512, distributed evenly across parallel GPU architec-
ture.
5.A.3 Learning curves
A hallmark of proper machine learning training is a systematic decrease in the loss metric with
respect to training set size until perceptive ability of the model is reached. Here, we show the loss
functions for both the O and N data sets. We observe that all losses systematically decrease as the
training size is increased.

























Figure 5.9: L1 loss of the oxygen and nitrogen data sets as a function of training set size (see
legend) and epoch. The largest training set size corresponds to the full training set available for
that database. Solid lines: training losses; dashed lines: validation losses.
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Part III
Monte Carlo dynamics for




Effective trap-like activated dynamics in a
continuous landscape
The content presented in this chapter is based on the following published work:
• Effective trap-like activated dynamics in a continuous landscape. [arXiv]
M. R. Carbone,∗ V. Astuti & M. Baity-Jesi, Phys. Rev. E 101, 052304 (2020).
Copyright 2020, American Physical Society
∗ Indicates corresponding authors.
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6.1 Introduction
Glasses display a extraordinarily slow dynamics as temperature is decreased [262]. The mean-
field picture of this slowing down is elegantly explained as a topological transition in the energy
landscape: while at high temperature ) the typical configurations are close to the saddle points of
the energy landscape, under the dynamical temperature )d the system is confined near the minima
of the landscape. Since in mean-field models the energy barriers Δ diverge in the thermodynamic
limit, for ) < )d the system remains confined near the local energy minima and ergodicity is
broken [263].
In non-mean-field systems, the barrier heights remain finite, and can be overcome in time





[264].1 This barrier-hopping dynamics,
which correspond to collective rearrangements of particles, are also called thermally activated.
The ergodicity breaking induced by the topological transition in the mean field model is hence
avoided in many systems of interest, such as 3D glass formers. Activated dynamics must thus be
understood in order to characterize the slowing down of glasses.
Given the overwhelming difficulties in the theoretical description of low-dimensional glass
formers, a first step towards the understanding of activated dynamics should be done in the mean
field approximation. Barrier crossing is in fact also possible in the mean field approximation,
provided that the system size # is kept finite [265, 266]. Keeping # finite makes calculations
especially hard, so save for some exceptions [267–269], most work on activated dynamics consists
of numerical simulations [270–272].
The most popular theoretical framework for the interpretation of activated dynamics is the Trap
Model (TM) [273, 274], which consists of a simplified, solvable, version of the energy landscape
of glasses, in which the only way to explore the phase space is a purely activated motion between
minima in the landscape (called traps), with no notion of distance and with a fixed threshold energy
that needs to be reached in order to escape a trap.
1From here on we set the Boltzmann constant :B = 1 and note that unless written with a specified base, all
logarithms are the natural logarithm.
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The TM yields a wide set non-trivial quantitative and qualitative predictions that have been
used to rationalize numerical simulations of low-dimensional glass formers [271, 275, 276], and
has been recently shown to serve as an accurate representation of the dynamics of some simple
models of glasses in which a threshold energy can be easily identified [268, 269, 277].2 A TM
description of the dynamics was also shown to be accurate in the Step Model (SM), a model with
a single energy minimum, provided that one identifies traps in a dynamical way [279].
Despite these successes, the TM suffers from limitations. On one side, it pictures a phase space
motion that is completely unrelated to real-space degrees of freedom, and it is defined on a discrete
space of configurations. The first of these two issues was successfully addressed by showing that
some problems from number theory can be reformulated as physics problems on a lattice, which
behave like the TM [280, 281]. On the other side, the TM paradigm of activated dynamics is
probably not suitable for the description of most systems with strong enough correlations [272,
282, 283]. One must therefore try to understand the limits of the applicability of the TM paradigm,
and whether it is possible to create a connection between the TM and other systems such as sphere
packings.
Much progress along these lines was made in a series of works culminating with the proof that
the Random Energy Model (REM), a simple model with glassy behavior, exhibits trap-like dynam-
ics [267–269, 284, 285]. Another consists of studying the influence of phase space connectivity
on the dynamics [286, 287]. In our approach, we show that the TM paradigm also applies to a
very simple model of a continuous #-dimensional landscape, where each dimension represents an
independent coordinate in a fictitious space with well-defined metrics. This is done by noting that
a TM-like activated behavior can arise due to entropic effects also in the absence of multiple local
minima, as was shown for the SM [279].
Our work is thus organized as follows: In Section 6.2 we make simple preliminary observa-
tions on how dimensionality induces entropic effects, and in Section 6.3 we introduce the physical
model. Furthermore, we study its out-of-equilibrium behavior in Section 6.4 and in Section 6.5
2This connection between trap models had been anticipated decades earlier (see e.g. Refs.267 and 278).
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we show that TM-like dynamics arise. Finally, in Section 6.6 we summarize and discuss our re-
sults. We also provide a discussion of the details of our numerical simulations, and mathematical
derivations, in the appendices.
6.2 Dimensionality and entropic effects
We study the dynamics of a tracer in an #-dimensional space. This is meant to represent the phase
space dynamics of a many-body system in a central potential.3 The potential energy depends only
on the distance A of the tracer from the origin,
̃ (A) = log A, (6.1)
and we restrict the phase space to A ∈ (0, 1]. Even though it seems clear that a steepest descent
minimization would lead to the origin, any source of noise (temperature, step size, numerical, etc.)
would make it almost surely unreachable.
When evolving through a generic equilibrium dynamics algorithm, if # is large, the system
would barely feel the presence of the energy funnel, despite its negative divergence. As an example,
let us take a Monte Carlo direct sampling dynamics on the #-dimensional unit hypersphere. At
every time step a new configuration is proposed with a uniform probability, and a transition towards
it is accepted with probability
?MC = min(1, 4−VΔ ) , (6.2)
where V = )−1 is the inverse temperature and the energy difference Δ is negative if the transition
decreases A. From any position x0 = (G0,1, . . . , G0,# ) in the landscape, the probability %↓ of moving




= A#0 , (6.3)
3Note that these are # one-dimensional interacting particles, or a single particle in an #-dimensional space.
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where +# (A) is the volume of the #-dimensional sphere of radius A. As also depicted in Fig. 6.1,
the probability of proposing a move that decreases the energy goes down exponentially with the
dimension of the system # , and this decrease is more severe the closer x0 is to the origin. In
Fig. 6.1 we can remark that, already for dimensions as small as # = 10, %↓ is smaller than single
floating point accuracy.
Figure 6.1: Ratio of the probability of the tracer moving towards the well singularity, %↓, and the
tracer moving either away from it or staying in the same location, 1 − %↓. Each curve represents a
different starting radius, A0.
From Eq. (6.3) we can extract a characteristic time scale for decreasing the energy
g0 ∼ 1/%↓ = 4−# log A0 . (6.4)
This kind of slowing down generated by the rarefaction of directions that decrease the energy is
called entropic aging [288, 289].
At non-zero temperature, for large-enough # the dynamics will always be pushed outwards,
because the probability of accepting moves will stay finite (i.e. independent from #), while the
probability of proposing moves that decrease the energy is dramatically suppressed. In other words,
unless the potential energy also scales with # , at any fixed A0 there will always exist an # over
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which the attraction that ̃ (A) exerts on the tracer becomes irrelevant. One therefore needs to
counterbalance by either taking temperatures of order 1/# , or giving the potential the right scaling
# , in order to account for the energetic push towards the center of the #-dimensional sphere with
the entropic effects induced by large dimensionality that push the system towards the boundary.
This is standard practice in statistical mechanics problems.
6.3 Physical model
If we recall that our model describes the phase space of an #-body system, we should not be
surprised that plausible dynamics require the potential to be rescaled with # , as the energy should
be an extensive quantity. Thus, in the rest of this work we will use the properly re-scaled potential
 (A) = #
Vc
log A , (6.5)
where Vc > 0 is a parameter that sets the right physical dimensions, and A ∈ (0, 1]. We normalize
the volume so that the portions of phase space map exactly onto their probability, in agreement
with a microcanonical interpretation of the space of configurations. The normalized radial volume
element is then d+̃ = d+
+# (1) =
Ω# #A#−1dA
+# (1) = #A
#−1dA = Vc4Vcd , where Ω# is the #-dimensional
solid angle. As a consequence, the density of states 6() ≡ | d+̃d | is equal to
6() = Vc4VcΘ(−) , (6.6)
where Θ(G) is the Heaviside step function.
From 6() we can calculate the partition function of the Canonical Ensemble,







which is well-defined only for V < Vc. Thus, the equilibrium phase, with average energy 〈 (V)〉 =
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, only exists for V ≤ Vc. For V > Vc, the system is out of
equilibrium and the energy will eventually diverge to −∞ as time goes to infinity.
6.4 Off-equilibrium dynamics
Although the equilibrium phase is trivial, the out-of-equilibrium phase of this model displays rich
behavior. Since we are out of equilibrium, we need to define the kind of dynamics used: we
analyze both non-local (global) and local dynamics, which are generally equivalent for equilibrium
simulations. For global dynamics we use Direct Sampling Monte Carlo (DSMC), and for local
dynamics, Markov Chain Monte Carlo (MCMC). Details on simulations and measurements are
given in Appendix 6.A.
6.4.1 Direct Sampling Monte Carlo
With DSMC, at every time step a point in the hypersphere is proposed as a move for the algorithm.
All points of the phase space are proposed with equal probability, and the moves are accepted with
probability ?MC [Eq. (6.2)].
In the following, we show that according to the value of V there are several regimes in the
dynamics, which were already found in the SM. For V > 2Vc the energy decreases slowly and
steadily, at a rate that follows Eq. (6.4); we call this the entropic aging (EA) regime [288, 289].
For intermediate V, even though the energy as a function of time is decreasing on average,4 the
trajectory intermittently returns to high energies. Following previous literature on the SM, we
call this regime thermally activated [279, 290, 291]. In this regime, one can identify a finite
threshold energy (or, equivalently, radius) towards which the dynamics is spontaneously driven.5
Even though the dynamics intermittently returns to the threshold,  (C) is decreasing because the
4We mean an average over the trajectories, not an ensemble average, which is not well defined for V > Vc. We use
an overbar, (. . .), to denote average over trajectories.
5This concept of threshold energy is related to its definition in the TM, as the energy to reach in order to jump
barriers and have renewal dynamics [274]. Operative methods for the detection of the threshold energy based on the
behavior of ?-spin-like models (e.g. those used in Refs.272, 292) are not good methods in this context.
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system spends short times at high energy, and increasingly longer times at lower energy.
Following Refs. [279, 290], we define the threshold radius Ath as the radius from which the
probability %↑ of increasing the energy equals the probability of decreasing it,
%↑(Ath; V) ≡ %↓(Ath) . (6.8)
With Monte Carlo dynamics, in general %↑ + %↓ < 1, since there is also a non-zero probability %0
that the tracer does not move due to the rejection of movement proposals. However, our calcula-
tions of Ath are static, so %0 does not influence them. Neglecting %0 in a dynamic calculation is
equivalent to saying that time does not advance when a move is rejected: this does not change the
probability of increasing or decreasing the energy once the move gets accepted.
















while %↓(A0) is given in Eq. (6.3). Equating the two, one obtains no real solution for V > 2Vc. For








For V < Vc we are in the equilibrium phase: Ath is at distance ∼ 1/# from the system boundary
and from 〈A〉. Summarizing, in our simple funnel model we have three regimes (Fig. 6.2):
• V < Vc: Equilibrium Phase (EP)
• Vc ≤ V < 2Vc: Thermal Activation (TA)
• V ≥ 2Vc: Entropic Aging (EA)
Note that the threshold is an attractor of the dynamics, in the sense that the tracer’s distance
from the center tends to shrink when A > Ath, and to expand when A < Ath (Fig. 6.3). This can be
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Figure 6.2: Threshold radius (green) and equilibrium value of the energy (black) plotted as a
function of V/Vc for # = 10. The equilibrium phase (EP) regime, where the system enjoys both a
well-defined threshold radius and equilibrium energy is shown in blue (0 < V < Vc). The thermal
activation (TA) regime is shown in red. Finally, the entropic aging (EA) regime is shown in grey,
where the tracer is relentlessly attracted towards the center of the well (V > 2Vc).
seen clearly from Fig. 6.3, where we show that %↑ > %↓ ∀A < Ath, and %↑ < %↓ ∀A > Ath. We also
show %0(A; V), that goes to 1 as A decreases and can be used as an indicator of the slowness of the
dynamics.
In the entropic aging regime the tracer is attracted to the center of the sphere, which it ap-
proaches over an infinitely long amount of time. In the thermally activated regime the system
fluctuates around 0 < Ath < 1, but as time passes it becomes increasingly probable that low-energy
configurations are reached, where the system will spend very long times before rising to the thresh-
old again. Finally, in the equilibrium phase the system is squeezed on the surface of the hyper-
sphere [A = 1−$ (1/#)], and when low-energy configurations are reached the thermal agitation is
strong enough to allow for the system to quickly go back to the surface of the hypersphere.
The described dynamical scenario is also encountered in the SM [288, 290, 291]. This is due to
the combination of two ingredients: on one side the density of states 6() in Eq. (6.6) is the same
of the SM, and on the other the DSMC algorithm samples directly from 6(). As a consequence,
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Figure 6.3: Main set: (a) Probability of the tracer moving up (%↑(A; V)), down (%↓(A)) or not
moving (%0(A; V)) for # = 10 and V = 1.5Vc (TA regime). The threshold radius is identified by
%↑ = %↓. For A > Ath, we have %↓ > %↑. For A < Ath, we have %↓ < %↑ (see the inset (b) for a
closeup of the difference between the two). The slowdown of the dynamics with small A is encoded
in %0 going to 1.
the dynamical succession of energies in our funnel is statistically the same as that of the SM, so
we note that several results from the SM are realized in DSMC dynamics. For example, in the SM,
the distribution of persistence times in a configuration, kC(gC) (distribution of times spent in a
configuration), and in a basin, kB(gB) (distribution of times spent under the threshold) both decay
as [279, 291]
k(g) ∼ 1/g1+` , (6.11)
with ` = 2 − V/Vc, which is what we find in our high-dimensional funnel (Fig. 6.4, left bottom),
and the energy decays logarithmically (Fig. 6.4, left top).
Note, however, that finite-size effects are now different, because in network models such as
TM, SM and REM, the lowest available energy depends on # . Therefore, for any finite # ,  (C)
eventually saturates, whereas in our model the energy decreases to −∞ at any system size, so the
dynamical phase diagram [285] can differ.
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Figure 6.4: Top: We show the energy of three trajectories as a function of the Monte Carlo timestep
C, for # = 100 and X = 0.1, each in a different dynamical regime. On the left we show DSMC
dynamics (a), and on the right we show MCMC dynamics (b). The EP curve (V = 0.2) converges
quickly to its equilibrium value 〈 (V)〉 = −1.25 (horizontal blue dashed line), while TA and EA
curves (V = 1.5 and 2.8, respectively) diverge logarithmically to −∞. Bottom: Configuration and
basin trapping time distributions, kC(gC) (dashed) and kB(gB) (solid), for DSMC (c) and MCMC
(d) dynamics. Results are averaged over 200 identical simulations, each with 500 tracers.
6.4.2 Markov Chain Monte Carlo
Especially given that we are introducing spatial effects in the dynamics of network models, it is
perhaps more interesting to study also local dynamics. We analyze a Markov Chain sampling of
our #-dimensional funnel. From every point xC in the hypersphere, a new point xC+1 is proposed
by making a Gaussian shift
xC+1 = xC + , (6.12)
where  ∼ N# (0, X2) is an #-dimensional Gaussian random variable with variance X2 (meaning
a diagonal covariance matrix with X2 in each entry) centered at the origin and randomly sampled
at every time step. The move is accepted with the Monte Carlo rate in Eq. (6.2). The initial
configuration is uniformly drawn from the radius 1 hypersphere.
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Also in this case, we find the same three dynamical regimes that we found for the DSMC. Since
the equilibrium properties are independent of the type of dynamics (provided that it obeys detailed
balance), we still have an EP for V < Vc. For higher V, there is a TA regime defined by the presence
of a positive threshold radius. In Appendix 6.B we show that the TA regime terminates at V = 2,
where the dynamics is not intermittent anymore, and one reaches an EA regime, where the energy
decreases steadily.
We can derive the threshold radius that is valid for large # by imposing that the probability of
increasing and decreasing the energy is equal,
%↓(Ath; X) ≡ %↑(Ath; V, X) , (6.13)
where now Eq. (6.13) also accounts for the size of the MCMC step, X, in the upwards and down-













2X2 4−VΔ (x;x0) . (6.15)
In Appendix 6.B we solve Eq. (6.13), see that Ath is independent from X up to >(1/#) terms, and













In the large-# limit the threshold radius for MCMC and DSMC coincides (see also Appendix 6.B





































Figure 6.5: Main set: (a) Threshold radius as a function of V in a system of size # = 50, for
DSMC [Eq. (6.10)] and MCMC [Eq. (6.16)] dynamics. The H axis is truncated at 0.5 to improve
the figure’s clarity. Points are shown in the curves in order to make overlapping curves visible.
Insets: Ratio between the MCMC and the DSMC threshold radii for (b) # = 50 and (c) # = 200.
6.5 Trap-like behavior
In Ref. 279, it was shown that the SM displays an activated aging dynamics that is effectively like
that of the TM. In order to do so, we studied the time evolution of the energy, and defined energy
basins dynamically, as the periods of time that the system remains at  < th. The distributions of
trapping times are shown in Fig. 6.4–bottom.
We can use the exponent ` [Eq. (6.11)] to show that the funnel model has TM dynamics, as
was done in Ref. 279 for the SM, by studying the aging function ΠB(Cw, Cw + C), defined as the
probability of not changing basin between the times Cw and Cw + C.6 To define the basins’ threshold
we used Eq. (6.10) for both DSMC and MCMC.
In the TM, the aging function has a well-defined limiting value which depends only on the
6Details on definition and computation of k(g) and ΠB (Cw, Cw + C) are given in Appendix 6.A.
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(1 + D)D` . (6.17)
In Fig. 6.6–top we show that the aging function in the TA regime converges clearly to the TM
prediction in DSMC dynamics. The same is valid for MCMC dynamics which, being local, is
much slower than DSMC, so our simulations are restricted to lower # and V.
Figure 6.6: Top: (a) Aging functions ΠB(Cw, 1.5 Cw) for DSMC dynamics, with # = 100, V =
1.15, 1.25, 1.45, 1.75. Bottom: (b) Aging functions ΠB(Cw, 1.5 Cw) for MCMC dynamics for # =
10 and V = 1.05, 1.15, 1.25. The dashed horizontal lines correspond to the trap value 2−V (0.5).
Results are averaged over 200 identical simulations, each with 500 tracers.
The strong slowing down in the MCMC dynamics can be appreciated from Fig. 6.7. As one
can expect, the global update dynamics has no finite-size effects, whereas the local dynamics is
increasingly slower as the system size increases.7 This slow down is exponentially large with the
7This is true if X is independent from the system size. If X increases with the system size (which is not the case
in typical local algorithms of many-body systems), the dependence on # can be suppressed. To obtain that the ratio
of the volume of configurations accessible in one step, divided by the total volume, should stay constant. We can use
Eq. (6.3) to obtain X ∼ 4− const.# .
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system size (Fig. 6.7, inset), which suggests that our funnel model is correctly capturing the nature
of activated processes.
Figure 6.7: Top: (a) Aging functions ΠB(Cw, 1.5 Cw) for DSMC dynamics with V = 1.2 and
# = 3, 6, 10, 30, 60, 100. Bottom: (b) Aging functions ΠB(Cw, 1.5 Cw) for MCMC dynamics with
V = 1.05 and the same values for #. The dashed horizontal lines correspond to the trap values
2−V (0.5). Results are averaged over 100 identical simulations, each with 200 tracers. Inset: (c)
The time at which the average ΠMCMCB (Cw, 1.5 Cw) function crosses 0.4 as a function of # (obtained
through linear interpolation). Note the semi-log scale on the H-axis implies exponential scaling in
#.
6.6 Discussion & conclusions
We investigated the out-of-equilibrium dynamics of a tracer in an #-dimensional funnel landscape.
The dynamics is dominated by the competition between an energetic pull towards the center, and
an entropic push outwards due to the dimension of the space, which turns out to be equivalent to
increasing the thermal noise by a factor # . As a consequence, the energetic contribution needs to
scale with # (or the temperature needs to be rescaled by 1/#) for it to be relevant.
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The properly rescaled model has a high-temperature equilibrium phase, and two low-temperature
out-of-equilibrium regimes: a thermally activated regime in which the tracer intermittently comes
up to the surface even though, on average, its energy decreases indefinitely, and an entropic aging
regime in which this intermittency disappears. This same phenomenology is found in the Step
Model (SM), a network model with random energies and no notion of distance [288, 289, 291],
which in our model is recovered in the limit of maximally delocalized and uncorrelated updates.
We find that, besides the system size dependence, this non-equilibrium behavior is indepen-
dent of the chosen dynamics. We examined a global update method, Direct Sampling Monte Carlo
(DSMC), and a local update, Markov Chain Monte Carlo (MCMC), which turned out to be equiv-
alent, providing an example of the equivalence of equilibrium algorithms in out-of-equilibrium
contexts. Extensions to other kinds of physical dynamics would arguably give the same results.
Unlike the SM, quenched disorder is not needed in order to have glassy TM-like activated
dynamics. This is understood by comparing the SM with our funnel model with DSMC dynamics:
the randomness due to disorder in the SM can be incorporated into that due to thermal fluctuations,
giving the same kind of long-time activated dynamics.
The funnel model can be seen as an extension of the SM to a continuous landscape, where
a notion of space, distance and dimension are now well-defined. This makes it viable to extend
the TM paradigm (or the suitable modifications of it) to more realistic models, such as structural
glasses.8
A critique suffered by models such as TM and SM is that the excessive simplicity of their
phase space makes it impossible to use them to describe any Hamiltonian system in realistic terms,
which is solved by our funnel model. An alternative approach to associate the TM to models
with microscopic degrees of freedom was proposed in Ref. 280, by reformulating the number
8One may argue that most models of structural glasses enjoy translation invariance, which the funnel model lacks.
However, even though we do not claim that this funnel model can faithfully represent a glass, translation invariance,
or lack thereof, does not present with cause for concern. Indeed, translation invariance is not necessarily a feature
of glasses, and breaking it often leads to an increased glassiness. For example, randomly pinning particles in a
supercooled liquid breaks translation invariance, but exacerbates the glassy behavior [294, 295]. Both in structural and
in spin glasses, symmetries such as translation and rotation give rise to Debye modes in the density of states, which
are not a signature of glassiness. To the contrary, the glassy low-frequency modes emerge when those symmetries are
explicitly broken [296, 297].
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partitioning problem (NPP) as a Mattis spin glass, and focusing on single spin flip dynamics. This
TM-like behavior is due to the presence of few low-energy configurations that are one spin flip
away from typical energies. By changing the dynamics to multiple spin flips, the TM behavior
disappears, and the dynamics mimics the SM when all the spins are updated simultaneously [281].
This is conceptually different from what we find for two main reasons:
• In Ref. 280, the TM dynamics is due to an equivalence at a level of the landscape, which is
composed by rare, point-like, regions with a very low energy in an environment where the
system can otherwise move freely. Instead, in the funnel model (and in the SM), the origin
of the TM-like behavior is purely due to entropy, and it is effective in the sense that the
trapping time distributions are different from those of the TM, but their relationship with the
aging functions is the same as that of the TM. We thus have two very different kinds of TM-
like dynamics, one which is energy-driven, and another which is entropy-driven, and they
should be treated differently. Defining basin hopping through the dynamics has also been
done in experiments of glass-formers by looking at particle movement [298]. However, the
possible entropic origin of the observed activated dynamics is either dismissed, in favor of
energy-based arguments, or it is incorporated into kinetic constraint arguments [299]. Both
kinds of barriers (energetic and entropic) induce logarithmically slow dynamics [271], and
in realistic systems there is likely competition (or synergy) between the two kinds of effects,
due to the presence of a collection of deep wide minima [282].
• We find a TM-like behavior for both local and global dynamics. The type of activation
analyzed in the NPP is energy-driven [280], and in the limit of global updates the model
resembles the SM [281], which exhibits entropic TM-like activation [279]. Our analysis
suggests, therefore, that entropy-driven activation is more robust to changes in the dynamics,
and that the NPP is likely to exhibit both energetic and entropic trap-like behaviors at the
same time. We highlight these simple models and their activated behaviors in relation to
their dynamics in Table 6.1.
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Table 6.1: For each model and dynamics, we specify whether we have energy- or entropy-driven
activation. Trap model (TM) and Step model (SM) live in a fully connected phase space, so they
cannot have local dynamics. The funnel model studied in this paper consists of a single well, so
it cannot have energy-driven trap-like behavior. It does have entropy-driven activation for both
local and global dynamics. The number partitioning problem (NPP) and the random energy model
(REM) have energy-driven trap-like activation when using single spin flip dynamics. With global
dynamics, the NPP has (as well as the exponential version of the REM) entropy-driven activation.
This makes the NPP and REM models good candidates for having both kinds of trap-like behaviors
simultaneously (i.e. with the same dynamics), since we can expect the same phenomenology of
the funnel model. 0The trap and step models cannot have local dynamics. 1The subject of this
work. 2Models like NPP and REM could have entropically activated trap-like behavior also with
local dynamics. 3An exponential REM with global dynamics is a SM. The usual, Gaussian, REM
has not been examined.
Model Global Energy Global Entropy Local Energy Local Entropy
TM Yes No No0 No0
SM No Yes No0 No0
Funnel No Yes1 No Yes1
NPP No Yes Yes ?2
REM No Yes3 Yes ?2
Our funnel model introduces Euclidean space in the SM, and shows an alternative way of
introducing locality, providing the possibility of local moves but without the multiplicity of local
minima that characterize energy-driven trap landscapes. As it also happens for the NPP [281], the
SM is only the limit for maximally global dynamics of our model, but now locality is different than
in the NPP, since it involves a Euclidean metric, and therefore, finite-size effects are also different.
In fact, in the SM and the other aforementioned lattice models, # determines the lowest reachable
energy, whereas here # is related to the amplitude of the noise. This implies that SM and funnel
model are the same model only in the # → ∞ limit using DSMC dynamics. Another way to
see this is that, even for finite # , in the funnel model, the ground state is at −∞, and it is almost
impossible for any algorithm with any amount of noise to reach the center of the hypersphere. A
direct consequence of this is that, unlike TM, SM, REM and NPP, a finite-size funnel model at
V > Vc will never reach equilibrium. Furthermore, the introduction of local dynamics and the
connection to particle systems uncover that entropic TM-like aging also displays an exponential
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slowing down with the system size, which is a fundamental trait of activation which needed to be
observed.
The interaction potential to which these particles are subject, although exotic, can be found in
several situations, such as in bosonic systems [300], when converting into extensive problems with
an exponential scaling in the system size [280], or by reformulating number theory problems in
terms of a cost function [280]. An interesting development of our work would be the exploration of
entropy-driven activation in AU potentials (for example the case U = −1 would represent # particles
in a Coulomb potential). Such further directions will be the subject of future work.
6.A Simulation details
In this Appendix we explain our simulation procedures, and explain our parallel code, that we
provide for open access at https://github.com/x94carbone/hdwell.
For each choice of the parameters and dynamics we simulate " batches (usually 100 to 200)
of trajectories of gmax = 107 to 108 time steps. Each of the < tracers per batch (usually 200 to 500)
is computed in parallel, and are used to compute distribution averages effectively. From each batch
we obtain the whole curves k(g) and Π(Cw, Cw + C) which can then be averaged among batches.
The specific details of how these values are calculated are summarized in this Appendix.
6.A.1 Monte Carlo procedure
The details of the simulation algorithms are henceforth summarized:
1. Initialize on the #-dimensional sphere with a uniform distribution (so for large # the tracer
is initially at A ' 1). To sample uniformly the hypersphere we use the algorithm in Ref.301.
2. For each tracer at time C, make a proposal move towards x∗
C+1 as follows:
(a) If DSMC: x∗
C+1 uniform in the hypersphere (using Ref.301).
(b) If MCMC: x∗
C+1 according to Eq. (6.12).
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3. Accept or reject the move with the Metropolis rule Eq. (6.2).
4. If the timestep is designated for recording quantities of interest, save the value of the energy,
k and Π-values for each tracer.
5. Update the timestep: C ← C + 1.
6. Repeat 2-5 until C = Cmax.
6.A.2 Calculation of the trapping time distributions
To compute kC, the following procedure is used: A counter is initialized for each tracer in a simu-
lation which keeps track of the number of time steps that tracer remains in a single configuration.
Since this is a continuous landscape, the distance from the center of the well is a sufficient proxy
for the exact configuration, since we can neglect the probability of changing configuration main-
taining exactly the same radius. Therefore, the trapping time is measured as the number of steps
during which the system is at the same A. At every time step, the configuration of each tracer is
queried. If AC = AC+1, that tracer’s counter increases by 1. If AC ≠ AC+1, we immediately update a
histogram (with log2-spaced bins) with the the value of the trapping time. This procedure allows
for a sizable reduction of the memory devoted to the measurements [277].
A similar procedure is used to calculate the values for kB. A separate counter keeps track of
the number of time steps that a tracer is below th in a basin. As soon as the tracer rises above th
this counter is logged and reset in the same way we described for kC.
6.A.3 Calculation of the aging functions
Finally, we make note of how we calculate values forΠB during the simulation. Note that the calcu-
lation of ΠC is analogous, where instead of the basin index described further on, the configuration
proxy AC is used, in the same way that we described for kC. The quantity ΠB is the probability of
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not changing basin between two times. Stated another way, ΠB(Cw, Cw + C) is the probability, being
the tracer in some basin at Cw, that it is in the same basin at (C + Cw) = Cw(1 +F) that the tracer is in
that same basin (having not left). In this work we take F = 0.5.
To keep track of the particular basin a tracer is in, a basin index B 9 is kept for every tracer 9
and has the following properties.
1. If at time step Cw, tracer 9 is in its =th basin (meaning it has entered and left = − 1 basins
before Cw), then B 9 = =.
2. If the tracer has just left its =th basin at Cw, then B 9 = = + 8, where 8 is the imaginary number.
The choice of using complex numbers to index whether a tracer is in or out of a basin is
arbitrary, but allows for simpler notation in the code.
3. When the tracer reenters a basin, the imaginary component of B 9 is set back to 0, and the
real part increments: =← = + 1.
Thus in summary, the real part of B 9 references the index of the last basin that tracer was in, and
the presence of an imaginary component is used to index whether or not that tracer is currently in
or out of a basin. If Im{B(Cw)} ≠ 0, the measurement is discarded in computing the normalization
of Π, since the tracer is initially not in a basin. If instead Im{B 9 (Cw)} = 0, then for a particular
tracer,
• if B 9 (Cw) = B 9 (Cw + C) ⇒ Π (C, C′) = 1
• if B 9 (Cw) ≠ B 9 (Cw + C) ⇒ Π (C, C′) = 0
As we described for the trapping time distributions, we extract a curve Π(Cw, Cw(1 +F)) from each
batch of runs, and compute statistical error bars by comparing batches.
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6.B MCMC calculation of the threshold
To evaluate the threshold radius in the MCMC approach we need to solve the equality 9
%↓(Ath; X) = %↑(Ath; V, X) , (6.18)
with
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where \ is the angle between x and n and Ω# is the solid angle in # dimensions. The \-integration
can be singled out,
∫
3\ Ω#4





|x | cos \



























9In this appendix we set Vc = 1.
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where Ω̃#−1 is the result of the integration of the residual angular coordinates, and it is independent
of the radial position. Rescaling the integrand in Eq. (6.19) we obtain
%↓(G0; X) = G#0
©­­«
∫




0< |x|<1 dx 4
− (x−n)2
2X2




Denoting %↓(G0) the corresponding probability in the DSMC, we have
%↓(G0; X) ≥ %↓(G0) , lim
G0→1
%↓(G0; X) = %↓(G0) . (6.25)













With similar manipulations we obtain an equivalent expression for %↑,












or, integrating out the angular coordinate,

























We can relate %↑(G0; V, X) with %↑(G0; V), the probability of increasing the radius in the DSMC. In
fact, it is easy to show that
lim
G0→0










10We assume this scaling for X and # to be valid through the remaining of the appendix.
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6.B.1 Threshold Radius for MCMC steps
We are interested in the ratio between the two probabilities, which can be expressed as
%↑(G0; V, X)
%↓(G0; X)











or, keeping only the radial coordinates,























In order to find the threshold radius, we need to solve
'(Ath; V, U) = 1 . (6.32)
In the limit G0 → 0 we find the same value for the ratio as in the DSMC (in contrast with the
single probabilities, the ratio has no #−1 corrections):
lim
G0→0
'(G0; V, U) =
1
V − 1 , (6.33)
which gives a threshold radius ACℎ = 0 for V = 2. By imposing a null variation of '(G0; V, U)
with respect to G0 and V it is easy to show that the threshold radius is a decreasing function of V.
Since Ath = 0 at V = 2, there cannot be any entropically activated dynamics for V > 2. Using a
saddle-point-like approximation the ratio '(G0; V, U) reduces to
'(G0; V, U) =
N(G0; V, U)
 (U) , (6.34)
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where we defined ΔV = V − 1. As long as G0  X the last expressions simplify to



















Note that the condition G0  X, given the scaling of X with # that we assumed, is true in the whole
sphere barring a negligible volume around the origin which becomes important only when V→ 2.
In this regime however the MCMC dynamics is well approximated by the DSMC one.
In Eq. (6.37), the last term in square brackets is sub-leading in #−1, so the equation '(Ath; V, U) =
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#ΔV+1 . (6.38)
Plugging this term in '(G0; V, U) we obtain
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