In this study, we applied the integration methodology developed in the companion paper by Aires (2014) by using real satellite observations over the Mississippi Basin. The methodology provides basin-scale estimates of the four water budget components (precipitation P, evapotranspiration E, water storage change ΔS, and runoff R) in a two-step process: the Simple Weighting (SW) integration and a Postprocessing Filtering (PF) that imposes the water budget closure. A comparison with in situ observations of P and E demonstrated that PF improved the estimation of both components. A Closure Correction Model (CCM) has been derived from the integrated product (SW+PF) that allows to correct each observation data set independently, unlike the SW+PF method which requires simultaneous estimates of the four components. The CCM allows to standardize the various data sets for each component and highly decrease the budget residual (P − E − ΔS − R). As a direct application, the CCM was combined with the water budget equation to reconstruct missing values in any component. Results of a Monte Carlo experiment with synthetic gaps demonstrated the good performances of the method, except for the runoff data that has a variability of the same order of magnitude as the budget residual. Similarly, we proposed a reconstruction of ΔS between 1990 and 2002 where no Gravity Recovery and Climate Experiment data are available. Unlike most of the studies dealing with the water budget closure at the basin scale, only satellite observations and in situ runoff measurements are used. Consequently, the integrated data sets are model independent and can be used for model calibration or validation.
Introduction
Under a changing climate, the global hydrological cycle is expected to accelerate and intensify [e.g., Del Genio et al., 1991; Trenberth, 1999; Huntington, 2006; Coumou and Rahmstorf, 2012] . In regions not limited by water availability, the Clausius-Clapyeron relation implies that the specific humidity should increase with temperature, leading to modifications of the different components of the water cycle, including precipitation, evapotranspiration, river discharge, and freshwater stored on continents. Significant societal impacts are very likely, with, for instance, effects on water availability for the population or modifications of the drought and flood patterns. Changes have already been observed on precipitation [e.g., or evapotranspiration [Jung et al., 2010] . Labat et al. [2004] reported a probable intensification of the global water cycle with an increasing global runoff (total discharge from the continents to the oceans), but more recent studies [Dai et al., 2009; Milliman et al., 2008; Munier et al., 2012] did not observe any significant trend on the global runoff over the last several decades, showing that no consensus has been reached on that topic in the scientific community.
One of the main reasons for the lack of consensus is that consistent description of the present and past hydrological cycle is still not available at the global scale with the needed accuracy, despite significant efforts at international level, within the Global Energy and Water Experiment (GEWEX) for instance. Various global hydrological data sets have been developed, some of them from satellites, for the different water cycle components such as precipitation (e.g., Global Precipitation Climatology Project (GPCP)), evapotranspiration (e.g., Global Land surface Evaporation: the Amsterdam Methodology (GLEAM)), continental water storage (e.g., Gravity Recovery and Climate Experiment (GRACE)), or river discharges (e.g., Global Runoff Data Centre (GRDC)). At this time, no large-scale satellite data set on river discharges exists, even though some efforts are made to derive the discharge in large rivers from remote sensing data, namely in preparation for the forthcoming Surface Water and Ocean Topography satellite mission [e.g., Bjerklie et al., 2005; Gleason and Smith, 2014; Durand et al., 2014] . For some of these variables, different global data sets exist, but they are showing significant differences in time and spatial variability with strong difficulties to evaluate the accuracy of each individual data set. In addition, consistency between these different data sets has been questioned. At the basin scale, the different hydrological variables should at least close the water budget; i.e., the water budget equation should be satisfied:
where P is the precipitation, E the evapotranspiration, R the runoff (or the discharge at the outlet of the basin), and S the total water storage (sum of water stored in the vegetation, snow, lakes and rivers, soil moisture, and groundwater). All the components are given in millimeters. Besides, the runoff (streamflow) is converted from m 3 /s to millimeters by dividing it by the basin area.
Several recent studies have investigated the water budget closure from the key hydrological observations in equation (1). Most of them pointed out the difficulty to close this budget due to the insufficient accuracy of the individual data sets and to their inconsistencies [e.g., Azarderakhsh et al., 2011] . As a consequence, experiments have been conducted to close this budget [Sheffield et al., 2009; Sahoo et al., 2011; Pan et al., 2012] by using an assimilation strategy within a land surface model. For instance, following a Kalman filter algorithm with an additional constraint related to the budget closure, Pan et al. [2012] combined multiple data sets and model outputs to extract a coherent data set of the four components (P, E, R, and S) over different basins around the world.
In a companion paper [Aires, 2014] , several methodologies were proposed and tested, to ensure a consistent integration of the different hydrological data sets. With a synthetic experiment, it was shown that the water budget can be closed without any assimilation techniques and without using any model. This is an important point since one of the potential applications of the integrated global products is to calibrate or validate land surface or climate models.
In this study, one of the integration technique presented in the companion paper [Aires, 2014] is applied to satellite-derived hydrological products and tested over a well-documented basin. The most widely used global data sets for precipitation, evapotranspiration, and continental water storage are integrated with runoff data derived from in situ measurements. The analysis focuses on the Mississippi Basin, which is an important basin in terms of hydrological processes and socioeconomic impact [Milly and Dunne, 2001] . In addition, many in situ measurements are available over this basin, allowing us to evaluate the results of our integration process. A closure correction method is further introduced that transforms independently each satellite data set toward an integrated data set that satisfies the budget closure.
The Mississippi Basin is first presented in section 2, together with a description of the data sets used in this study. The integration methodology is introduced in section 3. The results are presented in section 4, with an evaluation of the integrated data set with in situ data from rain gauges and from the AmeriFlux experiment. Section 5 presents the closure correction method obtained from results of section 4. Gap filling applications are also presented, with a comparison to products previously obtained from assimilation techniques and model outputs [Pan et al., 2012] . Finally, section 6 concludes this study and gives some possible perspectives.
Case Study and Data Sets

Mississippi Basin
The Mississippi Basin is located in central USA (Figure 1 ). It is one of the best-observed continental-scale basins in the world. In addition to the satellite observations that are used in this study, model-based estimates and in situ observations of the various budget components are also available for comparison. Streamflow is relatively accurately monitored using in situ gauge measurements [Sheffield et al., 2009] . Milly and Dunne [2001] showed that runoff increased by 22% from 1949 to 1997 and precipitation by 10% (which suggests a probable intensification of the water cycle). Over a more recent period (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) , the surface water extent significantly decreased by 48.5% [Prigent et al., 2012] . In addition, the water cycle in the Mississippi Basin is also affected by human alterations, e.g., abandonment of cultivated farmlands and conversion to forest or pasture as well as large impoundments [Milly and Dunne, 2001] .
In this study we considered the basin upstream the Vicksburg gauging station, with an area of 2,964,255 km 2 . The basin delineation was provided by the Global Runoff Data Centre (GRDC) and aggregated to a 0.5
• spatial resolution. The mean discharge at the Vicksburg station is 17,600 m 3 /s with a significant part due to snowmelt.
Data Sets
This section describes the data sets used in this study. Some of them are based on satellite products and are used in the integration process. The others are based on ground observations and are used only for validation purposes. Since no satellite-based runoff product with a sufficient temporal resolution exists, in situ runoff (streamflow) observations are used in the integration process. The characteristics of the different data sets are summarized in Table 1 .
Data Sets Used in the Integration Process
Except for the runoff data which was extracted from the Global Runoff Data Centre (GRDC, Vicksburg streamflow gauge station, monthly observations), all the other data sets are derived from satellite observations.
We considered four precipitation data sets: the Tropical Rainfall Measuring Mission (TRMM, 3B43 V7) Multisatellite Precipitation Analysis (TMPA), the NOAA CPC Morphing Technique (CMORPH, V1.0), the Naval Research Laboratory (NRL) blended technique, and the Global Precipitation Climatology Project (GPCP, V2.2). It has to be noticed that the TMPA and GPCP products have been corrected using in situ rain gauge observations. Several studies were dedicated to the validation of these data sets over different basins with various hydroclimatic conditions such as Huffman et al. [2007] , Su et al. [2008] , Villarini et al. [2009 ], Scheel et al. [2011 ], Wu et al. [2014 for TMPA, Joyce et al. [2004] , Kidd et al. [2011 ], Sheffield et al. [2009 for CMORPH, Kidd et al. [2011] for NRL, and Gosset et al. [2013] for GPCP. Overall, these products compare well with rain gauge observations at the monthly time scale, even though large biases can affect daily rainfall amount estimates. Other studies focused on biases and uncertainties of these products [Sapiano and Arkin, 2009; Tian and Peters-Lidard, 2010; Thiemig et al., 2012; Gosset et al., 2013] . Although these studies provided quite precise quantifications of uncertainties, they also showed that uncertainties clearly depend on the basin and the meteorological conditions (wet/dry season, complex terrain, convective precipitation, etc.). Unfortunately, no study provides a comprehensive uncertainty analysis of the four products over the Mississippi Basin. For the evapotranspiration, three products were chosen: Global Land surface Evaporation: the Amsterdam Methodology (GLEAM), MODIS Global Evapotranspiration Project (MOD16), and NTSG Land Surface Evapotranspiration (NTSG). Validation of each data set against eddy flux tower observations can be found in Miralles et al. [2011 ], Mu et al. [2011 ], and Zhang et al. [2010 , respectively, showing a good comparison at basin scale and at monthly time scale. Satellite-derived evapotranspiration (E) is the result of modeling actual E using energy-balance schemes such as the Penman-Monteith (NTSG and MOD16 products) or the Priestly and Taylor (GLEAM) approaches. Therefore, uncertainties are mainly a combination of the errors of the meteorological input data and the errors introduced by the model. According to Ferguson et al. [2010] , the biggest source of uncertainty is the vegetation parameterization, followed by surface temperature and radiation.
The continental water storage variations were estimated using four products, all of them based on the Gravity Recovery and Climate Experiment (GRACE, Tapley et al. [2004] ) but obtained with different preprocessing and postprocessing: Jet Propulsion Laboratory (JPL), Center for Space Research (CSR), German Research Centre for Geosciences (GFZ), and Groupe de Recherche en Géodésie Spatiale (GRGS). Numerous studies can be found in the literature on the validation of GRACE data for hydrological applications [e.g., Klees et al., 2008; Syed et al., 2008; Werth and Güntner, 2010; Forootan et al., 2012] . The main limitation of GRACE data is its spatial resolution (about 300 km) which limits its use to large river basins. The GRACE-Tellus monthly grids include both measurement and leakage errors which have been described by Landerer and Swenson [2012] . In addition to the measurement error, the leakage error describes the error introduced by the weighted spatial averaging of the GRACE data when converting from spectral (spherical harmonics) to geographical coordinates. Due to the strong spatial correlation of the errors, they are reduced when averaging storage change over large basins.
Each of the data sets described in this section has been interpolated at a 0.5
• spatial resolution, spatially averaged over the Mississippi Basin and aggregated to monthly values as this was found to be the lowest temporal resolution among all data sets (especially ΔS). All the data sets are presented in Figure 2 . Note that time lags due to flow propagation inside the basin are accounted for in the ΔS component. For instance, if a rainfall event occurs in the upstream part of the basin, the water storage will increase and remain large until the water reaches the outlet (or evaporates). Until then, the runoff will start to increase, and the water storage will start to decrease.
Data Sets Used for Validation
Other data sets only based on rain gauge measurements are used in this study for validation purposes. Namely, we considered the following global-gridded precipitation data sets: Global Precipitation Climatology Centre (GPCC), Climate Research Unit (CRU), and Willmott and Matsuura (WM).
We also used observations from in situ stations from AmeriFlux for precipitation and evapotranspiration (see Figure 1 for their locations). The AmeriFlux network coordinates regional analysis of observations from eddy covariance flux towers across North America, Central America, and South America [Law et al., 2006] . We obtained the Level 4 data product for 39 AmeriFlux sites over the period 2000-2006 from the AmeriFlux website (http://public.ornl.gov/ameriflux).
Uncertainties
Some studies aimed at characterizing the uncertainties of satellite-retrieved products (see section 2.2.1). Nevertheless, such characterizations are generally product and site specific, and for some products used in this study, no uncertainty characterization can be found in the literature, or at least not for the Mississippi Basin. For that reason we considered the same uncertainty for all the data sets of a given parameter, i.e., a white noise with a standard deviation of 10 mm/month for P and E, 5 mm/month for ΔS, and 1 mm/month for R. The choice of these values was motivated by results of the studies cited in section 2.2.1 for the P [Sapiano and Arkin, 2009; Thiemig et al., 2012; Gosset et al., 2013] and E [Ferguson et al., 2010] data sets. For example, Gosset et al. [2013] and Sapiano and Arkin [2009] estimated an error of about 10% for TMPA, which corresponds approximately to 10 mm/month if we assume that there is no seasonality in this uncertainty. For the GLEAM product, Miralles et al. [2011] estimated an error of about 17%. The FLUXNET stations used in their study shows a mean annual evapotranspiration of 560 mm. Hence, assuming the uncertainty to be constant throughout the year, the value of 10 mm/month is also realistic. For ΔS, this value seems reasonable considering the great size of the Mississippi Basin and values given in other studies [Landerer et al., 2010; Syed et al., 2005; Zaitchik et al., 2008] . Finally, it was assumed in this study that the runoff uncertainties was at most 5% of the mean discharge, which is about 1 mm/month. Figure 2 shows that large systematic discrepancies exist between the different estimates of a water component, especially for P and E. However, as specified in the first part paper [Aires, 2014] , the statistical methodology developed here, as most of the statistical methods, is based on the assumption that observations are unbiased. The difficulty is that, as for uncertainties, it is rather difficult to obtain bias estimates from the literature for every data set used in this study. Without any a priori information on biases, the average state of the components used to compute biases is chosen to the average of all the databases. Then, all the sources of information for this component are bias corrected toward this mean.
Method
Bias Correction
Integration Method
In this section, the notations and the integration methodology are briefly recounted, and more details are provided in the companion paper [Aires, 2014] . We first consider the four water components X T = (P, E, R, ΔS) ( T is the transpose symbol). The closure of the water budget is obtained when
, which is equivalent to the water budget equation (equation (1)).
Let:
be the vector of dimension n = p + q + r + s gathering the multiple observations available for each water component:
, the r runoff estimates; and (4) (ΔS 1 , ΔS 2 , … , ΔSs), the s water storage change estimates.
The aim of this study is to obtain a linear filter K used to obtain an estimate X a ("a" stands for analysis) of X based on the observations Y :
where K is a 4 × n matrix. Several methods were considered in the companion paper [Aires, 2014] , but Monte Carlo simulations have shown that for this particular application (i.e., the closure of the terrestrial water cycle), the so-called Simple Weighting (SW) plus Postprocessing Filtering (PF) procedure provides results as good as more complex techniques. In the SW approach, each water component is weighted based on its a priori uncertainties (see equation (8) in Aires [2014] and section 2.3).
The SW filter does not impose any closure constraint on X a . An interesting Postprocessing Filtering approach has been introduced, like, e.g., in Pan and Wood [2006] , to impose the closure constraint on a previously obtained solution
This strategy was used in a Kalman filtering context in Pan and Wood [2006] , using a first guess estimate with some constraints from the Variable Infiltration Capacity (VIC) [Liang et al., 1994 [Liang et al., , 1996 macroscale hydrologic model. In Aires [2014] , the PF was used and tested without any model, as a simple postprocessing step after the SW:
where
Id is the identity matrix, and B is the error covariance matrix of the first estimate X b .
At a monthly time scale, evapotranspiration mainly driven by vegetation growth and can be considered as a low-frequency signal [Allen et al., 1998 ]. Since the postfiltering step (budget closure) consists in partitioning the budget residual among the four components at each time step independently, high frequencies may appear in the resulting estimation of E. To avoid this problem, we enforced the budget closure by frequencies. We first decomposed each parameter into a high-and a low-frequency components. To choose a relevant cutoff frequency, we first performed a fast Fourier transform (FFT) decomposition of the evapotranspiration data sets. The decomposition clearly showed substantially smaller signals for frequencies greater than 6 months. Thus, a cutoff frequency of 6 months was chosen to separate high and low frequencies of each component (using an FFT decomposition). The budget closure is then applied on high and low frequencies independently. The two resulting data sets are combined to obtain the integrated product. The high-frequency component of E is supposed to be null and is then not included in the high-frequency budget closure. The linearity of PF and frequency transformations ensures the budget closure of the final product.
Integration Results
In this section, the Simple Weighting plus Postfiltering integration technique is applied on observation data sets described in section 2.2. The resulting integrated product is then analyzed and validated against in situ observations. Figure 3 shows the results of the integration and the budget closure steps for the four water cycle components. The bottom plot represents the water budget residual, i.e., the quantity P − E − R − ΔS.
Simple Weighting and Budget Closure
Since the uncertainties are chosen equal for the various source of information of each water component, the SW integration computes the average of the available data sets for each component. If no closure constraint is imposed, the water budget residual ranges from −40 to 80 mm/month. The seasonal budget residual shows an excess of water (positive residual) during the wet season (from May to October) and a shortfall of water (negative residual) during the dry season (from November to March).
We then applied the PF without the frequency decomposition. The PF step is able to distribute the excesses and shortfalls of water among the four components depending on their relative uncertainties. Since the highest uncertainties have been assigned to the precipitation and evapotranspiration, they are logically the most modified water components [Pan and Wood, 2010] . On the contrary, the observed discharge was assumed to be the most reliable; therefore, it is only slightly modified by the PF process. The four resulting components are plotted in green in Figure 3 . As expected, the PF step decreases the precipitation and increases the evapotranspiration during the wet season. The storage change is also slightly increased, and the runoff shows no significant change. As expected, the budget is closed at each time step.
Note that the evapotranspiration obtained after the PF step shows some high-frequency signals in particular during the wettest and the driest months. These high-frequency signals in the integrated components are directly related to the high frequencies of the water budget residual (lower graph, in blue). Applying the PF by frequencies highly reduced these high-frequency signals in E, which is shown by the red line in Figure 3 . As for the regular SW+PF integration (without the frequency decomposition), its frequency-decomposed version obtains the closure of the water budget since the frequency decomposition and recomposition, as well as the PF process, are linear. In the following, the frequency decomposed PF is always chosen.
All the four components are needed to apply the budget closure postfiltering (equation (4) Finally, the postfiltering process has little impact on the overall variability of the components. Indeed, the correlation between the integrated data sets before and after the postfiltering reaches 0.98 or more for the four components. Results are similar regarding the interannual variability, except for the evapotranspiration for which the correlation is only 0.59. Applying the frequency-decomposed postfiltering increases this value to 0.82 but simultaneously decreases the precipitation interannual correlation from 0.93 to 0.76. The correlations for ΔS and R remain unchanged, greater than 0.98. This is an important positive argument for the SW+PF integration method. This approach is able to introduce coherency among the water components by imposing the budget closure, with a minimal impact on the temporal variability of the original data sets.
Evaluation Using In Situ Data
The integrated products are compared to in situ observations for evaluation purposes. Two sources of in situ measurements are used (see section 2.2.2): (1) global-gridded data sets based on rain gauge data are used to evaluate precipitation and (2) the AmeriFlux database also serves as a reference for both precipitation and evapotranspiration. For the AmeriFlux data, spatial averages of P and E have been estimated over the Mississippi Basin using the Thiessen polygons weighting method: information from each rain gauge is weighted by the area of the Thiessen polygon associated to the rain gauge location. The comparison results are presented in Figure 4 .
Some differences exist between the gridded and the AmeriFlux precipitation data sets. They may be due to different interpolation techniques and additional rain gauge stations accounted for in the global data sets.
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Original datasets At this stage, it is difficult to state that one data set is better than the other, and we preferred to consider both for the comparison. The correlation is 0.79, and root-mean-square error (RMSE) is about 15 mm/month.
SW PF CCM
Compared to the in situ products, the SW integration overestimates the precipitation and underestimates the evapotranspiration during the wet summer. This is partly corrected when applying the PF process, which decreases the RMSE (with respect to the AmeriFlux data sets) for the summer months (May to September) from 27.3 to 12.4 mm/month for P and from 16.0 to 8.9 mm/month for E. The PF process is slightly less efficient during winters, leading to a slightly reduced improvement when considering the whole time period: the RMSE decreases from 18.6 to 11.8 mm/month for P and from 11.4 to 8.8 mm/month for E. According to Sapiano and Arkin [2009] , the bias in CMORPH and NRL is small in winter but large in summer, which may explain the smallest improvement in winter. In every case, the correlation between the in situ observations and the integrated product (with or without postfiltering) ranges from 0.81 to 0.98. As stated in the previous section, the postfiltering does not change the correlation significantly.
Closure Correction Model and Applications
Closure Correction Model
To obtain the integrated set of components, multiple data sets are combined, independently, for each water component. But the closure constraint of the PF step combines also together each one of the four water component estimates. For instance, the integration procedure with PF corrects precipitations from TMPA using other precipitation data sets but also estimates of E, ΔS, and R. In this section, a "closure correction model" (CCM) is introduced to correct each data set independently, based on the results of the SW+PF integration. For instance, a closure correction model specific to TMPA would directly correct the TMPA precipitation, without the use of other components (E, Q, and ΔS) and without the use of the other precipitation data sets. Figure 5 illustrates the CCM methodology. As shown in the figure, the CCM, which is calibrated using results of the SW+PF integration, allows to correct each data set independently. The resulting product (CCM+SW) is obtained without the use of the other components, unlike the SW+PF integration process.
The closure correction model is represented by simple affine transformations defined by a scaling factor a and an offset b such that X new = a ⋅ X + b. The model parameters a and b are calibrated by computing linear regressions between the original observation data sets and the SW+PF integrated components. The method allows the bias correction (see section 3.1) to be included in the closure correction model. Results of the linear regressions are shown in Figure 6 , while values of the regression parameters a and b are presented in Table 2 .
First, the linear regression is quite relevant since the r 2 statistics (i.e., percentage of variance of the target data explained by the model) is higher than 0.75 for all the data sets. Such a result shows that each data set can be corrected independently with a satisfactory accuracy.
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Journal of Geophysical Research: Atmospheres Concerning the precipitation component, TMPA and GPCP observations are very close to the integrated product (a close to 1 and low values of b). This result is consistent with the fact that in situ observations are used to calibrate both satellite data sets, even though this property was not used in the integration process. This figure also shows that NRL and CMORPH overestimate the amplitude of the seasonal cycle, which confirms results from Sapiano and Arkin [2009] . Yet the closure correction model is able to rescale them with a satisfactory accuracy (r 2 reaches 0.75 and 0.81, respectively).
Because of the strong seasonality of evapotranspiration (and very low interannual variability), the closure correction model is very efficient, with r 2 correlation coefficients higher than 0.95 for the three data sets. The GLEAM and NTSG products are close to the integrated product, unlike MOD16 that clearly underestimates E (high value of a).
The regression coefficients for the three official releases of GRACE (i.e., JPL, GFZ, and CSR) are very close to each other since their preprocessing and postprocessing is quite similar. All of them slightly overestimate the storage change compared to the integrated component. On the other hand, the GRGS product differs in its processing and seems to be more accurate in this case (a = 0.99). The linear regression approximation is quite efficient for this component too, with r 2 statistics ranging from 0.89 to 0.95.
Finally, the closure correction model has almost no impact on the runoff. This is due to the low uncertainty attributed to this component during the integration process. Even though in situ discharge measurement may suffer from uncertainties, it was assumed in this study that such uncertainties were at most 5% of the mean discharge, which is 1 mm/month. This value being much lower than uncertainties in the other components; the discharge is assumed to be much more reliable and is consequently only slightly modified during the integration process.
The high r 2 values given in Table 2 show that the CCM can be accurately approximated using a simple linear regression. It implies that only a few years may be required to calibrate the CCM, provided that available data cover a sufficiently wide range of possible values. It is quite difficult to give a minimum length of model training period, because it strongly depends on the range of available data. Basically, considering only 1 year with a typical hydrological cycle (e.g., 2005) could give the same results as considering the whole time period. Nevertheless, a longer time period would provide more robust results. Another factor that could influence the reliability of the CCM is the correlation between the original data and the integrated product. Indeed, the CCM is a simple linear transformation and does not impact the temporal variability and the correlation. Consequently, if the SW+PF process has little impact on the temporal variability (which depends on the original data sets and on the studied basin), the CCM would be more reliable.
Evaluation of the Closure Correction Model
As stated in the previous section, applying the CCM to the observation data sets makes each of them closer to the integrated product. The mean standard deviation between all the data sets decreased from 15.9 to 5.5 mm/month for P, from 7.2 to 5.5 mm/month for E, and from 5.0 to 3.8 mm/month for ΔS.
To evaluate the quality of the CCM, three integrated products are compared and shown in Figure 7 . The first one, the SW integration, corresponds to the simplest approximation obtained by averaging all the available observation data sets, independently for each component. The second one, the SW+PF integration, corresponds to our best estimate obtained by combining all the data sets with a budget closure constraint. The third one is obtained with the SW integration after having applied the CCM on each data set independently. Applying the CCM before the integration process greatly influences the results (see the comparison between the blue and green curves). Moreover, the impact of the CCM is highly positive since the resulting components are very close to the SW+PF results. The RMSE between CCM and SW+PF decreased from 14.8 to 8.0 mm/month for P, from 10.6 to 4.0 mm/month for E, and from 3.7 to 2.9 mm/month for ΔS when applying the CCM prior to the SW integration. The CCM step not only improves each component estimate but it is also beneficial to the water budget closure: the water budget residual (P −E −R−ΔS) is significantly reduced, with a standard deviation decreasing from 25 mm/month for SW to 10 mm/month for CCM+SW.
Application: Gap Filling
The PF process is not able to compute any of the four components when one of them is missing. For instance, in Figure 7 , some discharge values are missing at the end of year 2007, leading to missing values in P, E, and ΔS for SW+PF, even though there is no gap in those three components in the original observation data sets. Since the closure correction model is applied for each component independently, the computation of the three components is therefore possible. This important advantage allows for an interesting application for time series gap filling. Basically, when one component is missing, the three other components are corrected using the CCM approach, and the missing component is computed from the water budget closure equation (equation (1)). This gap filling approach will be referred to CCM+closure in the following.
To evaluate this strategy, gaps in the precipitation data sets have been artificially introduced in the observation data sets. P is then reconstructed whenever it is possible (i.e., when none of the three other components is missing). An example is shown in Figure 8 . Blue and red curves represent the SW and SW+PF estimates, respectively, if no data were missing. The SW+PF red curve is the best estimate of P, and the reconstructed missing values should be as close as possible to it. Simulated gaps are represented by grey shadings. The green curve represents the CCM results outside the grey shadings (same as Figure 7 ), but inside the grey shadings, it represents the gap filling from the CCM+closure approach. The gap filling method is clearly able to reconstruct the precipitation, even when a whole year of data is missing (e.g., in 2010). Note that gaps remain when any of the three other components is missing (e.g., end of 2002).
To have a clearer idea of the ability of the method to reconstruct missing values, a Monte Carlo experiment has been set up to obtain some gap filling statistics. As previously mentioned, random gaps have been generated to simulate missing value periods, and the gap-filled values obtained with CCM+closure are compared to the artificially suppressed data. To better evaluate the results of this experiment, the CCM+closure gap filling results are also compared to two other simple gap filling approaches. The first one uses a linear interpolation to fill in the missing values of the water components. The second gap filling method is based on a "seasonal linear regression": a linear regression between the available observations and the seasonal mean is performed and used to fill in the gaps.
For the three methods, the PF process is applied after the gap filling step, to impose the closure constraint to the gap-filled data sets. The experiment was run 1000 times for each component (a stability analysis has been performed and showed that this number was large enough to provide robust results). For the three methods, we computed the average RMSE between the reconstructed values and the integrated product obtained if no data were missing. Note that only the reconstructed values are used to compute the RMSE (not the entire period). Table 3 collects the results. Except for the runoff, the linear interpolation shows the highest RMSE values, as expected. Better results are obtained with the seasonal regression. The RMSE for E is particularly low (1.43 mm/month), which highlights the high seasonality of the evapotranspiration signal. The gap filling is improved with the CCM+closure approach for the P and ΔS components. For E, the CCM+closure gap filling is less efficient than the seasonal regression. This is due to the strong seasonality of the evapotranspiration which is well captured by the seasonal regression method.
Results for the reconstruction of the runoff R are very different. The highest RMSE is actually obtained with the CCM+closure gap filling method. Indeed, in the case of the Mississippi Basin, the standard deviation of the runoff is only 7.7 mm/month, whereas it is 22.7, 36.4, and 18.8 mm/month for P, E, and ΔS, respectively. In comparison, the standard deviation of the budget residual is 9.3 mm/month for CCM+SW (it is 25.1 mm/month for SW). In the gap filling methodology, we assume that the budget is closed so that the budget equation can be applied to compute any component from the three others. The fact that the runoff variations have the same order of magnitude as the budget residuals explains the limited performances of the runoff gap filling with the closure correction model (CCM+closure). A simple linear interpolation of the runoff gives more accurate results than the combination of the other water components which are more uncertain. Figure 9 compares such a reconstruction with the one from the Pan et al. [2012] study. The latter was obtained using a constrained data assimilation technique ensuring the water budget closure [Pan and Wood, 2006] . The VIC model was used in combination with GRACE observations to estimate ΔS before and after 2002. The three observed components (P, E, and R) are consistent with results from Pan et al. [2012] , with RMSE ranging from 4.1 to 8.7 mm/month and correlation ranging from 0.87 to 0.99. Concerning the storage change, the comparison also gives very good results (RMSE of 9.9 mm/month and correlation of 0.92), as well as for the interannual signal (RMSE of 9.9 mm/month and correlation of 0.77).
Discussion and Conclusion
In this study, we applied the integration methodology developed in Aires [2014] by using real satellite observations over the Mississippi Basin. The methodology provides estimates of the four water budget components: precipitation P, evapotranspiration E, water storage change ΔS, and runoff R. This integration is a two-step process. The first step is the Simple Weighting (SW) integration. With the assumption of identical uncertainties for all the data sets of each component, SW is equivalent to a simple average. The second step is a Postprocessing Filtering (PF) process that imposes, at the basin level, the water budget closure by distributing the budget residual (P − E − ΔS − R) among the four components, depending on their respective uncertainties. In this study, the PF process described in Aires [2014] has been improved by decomposing each component into low and high frequencies. This avoided spurious high-frequency signals in E that appear when redistributing the budget residual among the four components. The integrated product (SW+PF) consists in basin-scale monthly time series of the four components.
A comparison with in situ observations of P and E, namely from the AmeriFlux database and various rain gauge-based global data sets, showed the benefits of the PF process. Indeed, the precipitation derived by SW was overestimated during the summer, while the evapotranspiration was underestimated. Differences with in situ observations were highly reduced when the PF step was applied, showing that the closure constraint can be used to improve our characterization of the water cycle.
The GPCP and TMPA precipitation products, which are used in the integration process, are corrected with rain gauge measurements, and logically compare better to in situ observations than the NRL and CMORPH data sets. Nevertheless, it is quite difficult to assess the quality of these data sets in ungauged regions where they may not provide the best estimates of P. In addition, the in situ rain gauge network may not be dense enough in some regions (e.g., Northwestern mountains of the Mississippi Basin) and may be biased by a limited spatial representativeness. Hence, in order to provide a methodology as general as possible, we preferred to include the NRL and CMORPH data sets into the integration process. Interestingly, results showed that the SW+PF process was able to satisfactorily correct them.
To compute the integrated product, all the four water cycle components are needed. This means that if one of them is missing, which happens frequently for satellite data sets, the methodology cannot be applied directly. A closure correction model (CCM) has been derived to correct each observation data set independently, without the use of the other observations. This model is based on a linear regression that transforms the original observations into more coherent observations. It has been calibrated using the results of SW+PF integration to obtain solutions closer to the budget closure. Results of the CCM compare well with the SW+PF integrated products; CCM can then be considered as equivalent to SW+PF. The water budget computed with the CCM product is not closed, but the residuals are highly reduced and small enough for most applications. The CCM is a satellite data set calibration procedure that facilitates the integration of multiple data sets and takes into account the water budget closure. It can be noted that this closure model is very simple since it is based on a linear regression of the original data sets (but calibrated on the SW+PF results). Figure 10 shows a synthesis of the overall methodology for the precipitation component. The upper part presents the SW+PF strategy. Note that the four components are needed to apply the PF step. Alternatively, the CCM, which is calibrated against results from SW+PF, is presented on the lower part. The figure clearly shows that the CCM can be applied on each data set independently and pixelwise. The resulting product compares well to the SW+PF product, and the budget residual is highly reduced compared to the SW product (without the closure constraint provided by PF).
When the four components are available, the SW+PF should be preferred to the CCM, at the basin scale. However, one of the main advantages of the closure correction model is that it is possible to estimate the water components and ensure the closure of the water budget, even when one of these components is missing. A direct application is the use of the CCM to fill gaps in one of the components: the CCM transformation is applied to the three available components and the closure equation allows to estimate the missing fourth one. Results of a Monte Carlo experiment with synthetic gaps demonstrated the good performances of this CCM+closure methodology, except for the runoff data that has a variability of the same order of magnitude as the budget residual. The discharge reconstruction would give better results in basins with larger discharges (compared to the budget residual) such as the Amazon or the Orinoco basins (currently under study). When the original data sets are of poor quality, the integration process from SW+PF or CCM can only find the best consensus solution. However, in such a case, the reconstruction methodology could be improved by adding other constraints, such as the ocean and atmosphere water budgets or the energy budget. We will be investigating such an approach in the Mediterranean Basin.
We also demonstrated that the CCM can be used to reconstruct the water storage change prior to the beginning of the GRACE mission in 2002. The CCM calibrated over the period 2002-2010 was applied to correct P, E, and R between 1990 and 2002. Then ΔS was estimated using the water budget equation over this time period, as done in the gap filling method. The comparison with results from the Pan et al. [2012] study demonstrated the good performances of this model-independent method.
Compared with other studies dealing with the water budget closure at the basin scale, our methodology is based only on satellite observations and in situ runoff measurements. No reanalyses or models are used. As a consequence, the integrated data sets is model independent and can be used for model calibration or validation. Besides, the main advantages of the CCM are the following: (1) the integration method is very simple (linear regression), (2) the calibration reference is not a single data set but the consensus of multiple data sets of the four components (plus the closure constraint), (3) CCM is time independent (e.g., no trend or seasonal component in the budget residual), and (4) it is possible to downscale the integrated data sets by applying the CCM at each pixel.
Two main perspectives are envisaged. First, the integration methodology and the CCM will be evaluated over other basins. The basins should be large enough to be compatible with the GRACE spatial resolution and should be representative of the global environmental diversity. Possible candidates are the Amazon, the Congo, the Ob, or the Ganges basins. Second, we will check how the CCM varies from a basin to the other, for the same type of environments (hydroclimatic conditions) and across environments. Although it is very unlikely, if the closure correction model parameters are stable enough, it could be applied globally on the data sets, for all basins, even when any component of the hydrological cycle is missing. If the closure correction model parameters show significant environmental dependency, it could be parameterized to account for this dependency and applied globally. This environmental dependency would mean that the accuracy of each original satellite data set is different on different environments, which is a likely behavior. Provided that enough data are available to set up the CCM, this would mean that all the satellite data sets could be calibrated at the global scale, while getting closer to the water budget closure. One of the main limitations of performing a global-scale study is the availability of river discharge data. Such a study would benefit from the growing efforts of the community in developing algorithms to derive river discharge from remote sensing altimetry data. Such a study would fulfill one of the key objective of GEWEX Data and Evaluation Panel which is to provide consistent satellite-derived estimates of the water cycle components, first to analyze the past and current hydrological cycle under a changing climate, and second to evaluate the global hydrological models for a more accurate climate prediction. Efforts have been made in order to ensure such a closure of the water budget but mostly using global averages with yearly time resolutions. The work proposed using a global CCM would go beyond this by ensuring the correctness of the spatial and temporal patterns.
