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Abstract 
 
This study examines the relationship between fiscal policy and economic growth in South 
Africa for the period 1994-2014. This study examines the relationship between fiscal 
policy and economic growth within the context of the endogenous growth theory. Three 
models are estimated. The variables included in the first model are; real GDP, aggregate 
government expenditure, total taxes and private investment. The second and third 
models disaggregate government expenditure into productive and non-productive and 
taxes into distortionary and non-distortionary.  The Vector Autoregressive is used to 
estimate the relationship between fiscal policy and economic growth. The data is quarterly 
in frequency. The findings of the study suggest that government investment expenditure 
has negative impact on growth, while government consumption expenditure has positive 
impact on growth. Furthermore, the findings of the study are that direct taxes have 
negative impact on the economy while indirect taxes have positive impact on economic 
growth. 
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CHAPTER ONE  
INTRODUCTION  
  
1.1. BACKGROUND AND PROBLEM STATEMENT  
The extent to which fiscal policy affects economic growth has been a controversial subject 
to both academia and policy making circles for decades. The literature on whether fiscal 
policy affects growth is mixed. According to Keynesian economics, macroeconomic 
outcomes are influenced by both public and private choices. Keynesian economics 
advocates the use of fiscal policy to stimulate demand during economic downturns, either 
by increasing expenditure, or decreasing taxes (Blinder no date:2). However classical 
economists’ view is that the role of government in the economy should be limited to 
controlling money supply. According to classical economists, the intervention of 
government in the economy distorts the market and results in inefficiencies (Tanzi 
1997:9).  
  
Although there is no consensus on whether fiscal policy can be used to influence the 
economy, South Africa’s government has embarked on using fiscal policy to achieve 
macroeconomic objectives. In the early 1990’s, South Africa’s economy was 
characterised by high unemployment, lower economic growth, high levels of inequality, 
poverty and imbalances in public expenditure. Between 1990 and 1992, in total South 
Africa’s GDP growth rate declined by an average of 1.16 per cent, and unemployment 
rate was 20 per cent on average (South African Reserve Bank 2015). In 1993, 
government budget deficit was 7.3 per cent as a share of GDP (South African Reserve 
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Bank 2015). During this period, the Gini coefficient was 0.63 on average, while 42 per 
cent of the population lived in poverty (Callinicos 1996).  
  
When the democratic government came into power in 1994, it had to correct these 
imbalances by formulating a fiscal policy which promotes growth and development.  In 
1994, the government introduced the first macroeconomic policy to stimulate growth and 
development; the Reconstruction Development Programme (RDP). The RDP was a social 
development strategy which aimed to accelerate growth through service delivery and 
creating employment (Padayachee 2006:111). The RDP also aimed to eradicate social 
disparities of the past (Padayachee 2006:111). During the RDP tenure, the economy was 
growing by 3 per cent on average. However, it was realised that the growth trajectory of 
about 3 percent per annum was not sufficient to reduce the unemployment crisis that the 
country was facing. It was also realised that there was a need for fiscal consolidation 
(Naidoo, Willcox & Makgetsi 2008). To address these challenges, the Growth 
Employment and Redistribution Strategy (GEAR) was introduced in 1996. GEAR was not 
introduced to replace the RDP, but to complement it. GEAR advocated fiscal reform which 
included the reduction of budget deficit, tax incentives and expenditure reform to achieve 
high levels of growth (Padayachee 2006:112). GEAR also sought to reduce inflation rates.  
During the GEAR period, budget deficit and inflation targets were slightly met. Budget 
deficit was reduced to 2.2 per cent in 2000 from a high 7.3 per cent in the early 1990s, 
while inflation was reduced to 5.4 per cent from as high as 8.4 per cent. GEAR was 
criticised however for not reversing the high unemployment rate, as well as failing to 
accelerate economic growth (National Treasury no date:4). GEAR was replaced by the 
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Accelerated and Shared Growth Initiative for South Africa (AsgiSA) in 2005. AsgiSA 
sought to ensure that the country’s growth benefits were shared even with people at a 
grassroots level. AsgiSA built on the objectives of the RDP.  
 
In 2013, the National Development Plan was introduced. This came after the National 
Planning Commission’s Diagnostic Report (2011) identified that unemployment and 
poverty still persist. The National Development Plan aims to eradicate poverty and reduce 
inequality by 2030. The NDP has numerous objectives, however, the three priorities which 
standout include raising employment through faster economic growth, improving the 
quality of education, building the capability of the state to play a developmental, 
transformative role (Republic of South Africa 2012:17). To achieve these goals, the NDP 
advocates growing an inclusive economy, promoting leadership and partnerships and 
enhancing the capacity of the state (Republic of South Africa 2012:14). To achieve higher 
investment, increased employment and reduced inequality, the NDP sets out a growth 
target of 5 per cent per annum (Republic of South Africa 2014:6)  
 
Despite all these development strategies in place, fiscal policy and economic growth 
trends in South Africa are still undesirable. Economic growth rates have been low, while 
budget deficit is widening. Government consumption expenditure has been growing 
rapidly, outpacing government investment expenditure.  In 2014, economic growth grew 
by a mere 1.5 per cent, which is a decline from 2.2 per cent in 2013 (Statistics South  
Africa 2015). At the end of 2014, unemployment rate was 24.3 per cent (Statistics South 
Africa 2015: V). Budget deficit as a share of GDP was 4.1 per cent at the end of 2014/15 
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fiscal year (Republic of South Africa 2015:30). Following the discussion above, the 
questions that come to the fore are: what have been the trends in fiscal policy and 
economic growth? What is the effect of fiscal policy on economic growth? 
  
1.2. OBJECTIVES  
The broad objective of this dissertation is to examine the relationship between fiscal policy 
elements and economic growth in South Africa for the period 1994-2014. However, the 
specific objectives are as follows:  
1. To examine trends in fiscal policy and economic growth outcomes in South Africa  
2. To estimate the effects of fiscal policy elements on economic growth  
3. To make policy suggestions based on the findings of the study.  
  
1.3. IMPORTANCE OF THE STUDY  
As far as the correlation between fiscal policy and economic growth has drawn the 
attention of many researchers; this study seeks to contribute to the subject from a South 
African context. Since fiscal policy elements affect a large number of people and 
organisations directly and indirectly, it is crucial to examine its relation to economic 
growth. Furthermore, since the government has been using fiscal policy to influence 
economic growth, this study will aid policy makers to formulate fiscal policy in a manner 
which will be effective.  
1.4. STRUCTURE OF THE DISSERTATION  
The rest of the dissertation is structured as follows. Section two provides an overview of 
the evolution of fiscal policy and growth outcomes in South Africa since 1994. The review 
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of previous studies that are related to the current study are provided in section three. The 
methodology adopted for estimation and data description are considered in section four. 
Section five presents the main findings and discussion. Lastly conclusions and policy 
recommendations are provided in section six.   
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CHAPTER TWO  
FISCAL POLICY AND GROWTH OUTCOMES IN SOUTH AFRICA, POST 1994  
  
2.1. INTRODUCTION  
South Africa’s fiscal policy has evolved since the beginning of democracy. The 
introduction of a 3-year medium term expenditure framework (MTEF) has brought 
certainty to the country’s budget process as well as strengthening the links between policy 
priorities and government’s longer term plans (Republic of South Africa 2001:57). 
Intergovernmental relations between national, provincial and local governments in the 
budgetary processes have played a major role in assuring fiscal prudence and 
transparency. The budgetary and financial cooperation between the three spheres of the 
government are now overseen by the statutory Budget Council, the Budget Forum and 
other supporting committees. The Financial and Fiscal Commission also plays an 
important role in giving advisory service relating to the management of public finances. 
The establishment of an autonomous tax administration body (South African Revenue 
Services) has brought about efficiency and transparency in the tax system. The 
introduction of the Public Finance Management Act (1999) has also played an important 
role in assuring good public finance management (Republic of South Africa 2001:57).  
  
The current chapter reviews the evolution of South Africa’s fiscal policy and growth 
outcomes since 1994. Four macroeconomic frameworks that have been adopted since 
1994 are reviewed, as well as how they have moulded the country’s fiscal policy. These 
frameworks are: The Reconstruction Development Programme (RDP), Growth 
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Redistribution and Employment (GEAR), Accelerated and Shared Growth Initiative South 
Africa (AsgiSA) and the National Development Plan (NDP). 
2.2. FISCAL POLICY REVIEW  
2.2.1. The Reconstruction Development Programme (RDP)  
The RDP was introduced by the newly-elected democratic government in 1994. This was 
after the African National Congress (ANC) had looked at the inversion of the European 
economy after World War II and the United States’ economy after the Great Depression. 
In both Europe and U.S.A, the economic policy adopted to restart the economy was a 
demand driven approach, characterised by increased public investment, large 
infrastructure programmes, increased public sector employment and higher social 
security spending (Padayachee 2006:111).   
 
Formally, the RDP can be well-defined as an integrated, coherent socio economic policy 
framework that seeks to mobilise all the people in the country and its resources towards 
the final eradication of apartheid and the building of a democratic, non-racial and non-
sexist future (Republic of South Africa 1994:7). The RDP proposed to deliver social 
services to the South African society. It proposed to build million houses, provision of 
water, sanitation and electricity, increased employment in social services such as 
education, health and police services, and land reforms. To achieve this, the RDP 
proposed to reduce expenditure on defence and inefficient parastatal enterprises and to 
stimulate domestic demand so that employment and investment would rise (Padayachee 
2006:112). The idea was that, when the government is building houses with electricity; 
the demand for electric appliances will rise, creating employment in firms producing 
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electronic appliances. The increasing demand manifested through increase in real GDP. 
In 1992, economic growth had declined by 2.1 per cent, but rose to 3.2 per cent in 1994. 
Though the idea behind the RDP was to eradicate the past disparities and stimulate the 
economy, it also advocated fiscal prudence (Padayachee 2006:111). The RDP was 
introduced in a volatile economic environment which required fiscal reformation. The 
economy was clouded by large budget deficit, high interest rates, high inflation rate of 
about 15 per cent and massive currency outflows (Naidoo et al. 2008:4). Between 1994 
and 2000, reducing widening budget deficit was also the government’s focus. The 
government aimed to achieve this by reducing tax level while increasing expenditure on 
infrastructure. However, during this period, tax levels increased by 2 per cent (as a share 
of GDP), with government expenditure on infrastructure decreasing by 4 per cent. Despite 
these outcomes, the targeted outcome of reducing budget deficit was achieved due to 
higher tax rates and a reduction in government spending. Budget deficit decreased from 
4.8 per cent in 1994 to 1.9 per cent in 2000 (Naidoo et al. 2008:8). In 1996, it was realised 
that the RDP was not yielding far reaching benefits to eradicate all the economic 
challenges that the country faced. The Growth, Employment and Redistribution (GEAR) 
was introduced in 1996.  
  
2.2.2. Growth, Employment and Redistribution (GEAR).  
The GEAR framework was introduced in 1996, not to replace the RDP, but to complement 
it. When this framework was introduced, the government had realised that the trajectory 
growth of 3 per cent per annum was not sufficient to reverse the unemployment crisis in 
the country. It was also recognised that budget deficit and tax policies were contributing 
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to low level of savings in the country (National Treasury no date: 1; Padayachee 
2006:112). The strategy aimed to create 400 000 jobs per annum and achieve growth of 
6 per cent per annum by the year 2000 (Department of Finance 1996:6 in Morabe 2008:4).   
The GEAR core fiscal elements included:  
• A renewed focus on budget reform to strengthen the redistributive thrust of 
expenditure;  
• A faster fiscal deficit reduction programme to contain debt service obligations, 
counter inflation and free resources for investment;  
• Tax incentives to stimulate new investment in competitive and labour absorbing 
projects;  
• Speeding up restructuring of state assets to optimise investment resources and;  
• An expansionary infrastructure programme to address service deficiencies and 
backlogs (National Treasury no date: 2).  
Not only was GEAR a macroeconomic stabiliser, but was also a redistributive strategy. 
The GEAR policy sought to reprioritise public finances to assure social services delivery 
(National Treasury no date: 10). Nearly half of the government’s spending was devoted 
to education, health, social welfare, housing and related services. The policy also 
restructured municipal programmes and land reforms to address poor service delivery 
(National Treasury no date: 10). Another challenge that GEAR sought to address was the 
challenge of domestic dissaving (by both government and households). To address these 
challenges, the strategy envisaged a tighter fiscal stance. The strategy proposed to 
reduce fiscal deficit from 4.5 per cent of GDP to 4.0 per cent in the 1997/98 fiscal year 
(National Treasury no date: 8). The strategy further proposed to reduce deficit by 0.5 per 
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cent in subsequent years to reach its goal of 3.0 per cent deficit (National Treasury no 
date: 8). By doing this, it was believed that domestic resources would be freed to finance 
capital formation.  GEAR also sought to promote exports and private investment and thus 
creating employment. To achieve this, the tax policy was amended as recommended by 
the Katz Commission. GEAR proposed to further reduce the rates of both personal and 
company taxes. It was argued that the reduction of company tax would make the country 
an attractive destination for domestic and foreign investors and would also benefit small 
and medium enterprises, enabling them to create employment (Department of Finance 
1999 in Jibao 2013:18). The company tax was decreased from 50 per cent in the 1990’s 
to 28 per cent in 2008. The adoption of GEAR has played a fundamental role in bringing 
macroeconomic stability (Morabe 2008:4).  
  
2.2.3. Accelerated and Shared Growth Initiative for South (AsgiSA)  
Although GEAR brought macroeconomic stability, it was realised that it fell short in 
addressing the socioeconomic issues the country was facing. GDP growth and private 
investment were not sufficient to reduce unemployment (National Treasury no date:3). It 
was also recognized that the policy achieved very little success with the distribution of 
wealth (National Treasury no date:11). Due to these persistent socioeconomic issues, 
AsgiSA was launched in 2006 to replace GEAR. When AsgiSA was launched, the 
following “binding constraints” were identified:  
• deficiencies in government capacity  
• the volatility of the currency  
• low levels of investment infrastructure and infrastructure services  
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• shortages of suitably skilled graduates, technicians and artisans  
• insufficiently competitive industrial and services sectors and weak sector strategies  
• inequality and marginalisation, resulting in many economically marginalised people  
• Being unable to contribute to and/or share in the benefits of growth and 
development (National Treasury no date:4).   
To achieve the social objectives, AsgiSA sought to achieve a growth rate of 4.5 per cent 
in the first 5 years of the adoption of the strategy, and 6 per cent in the following five years. 
In order to achieve this accelerated growth, it was estimated that gross fixed capital 
formation would need to grow by approximately 10 per cent per annum, with investment 
as a percentage of GDP rising from 19 per cent to 25 per cent by 2014 (The Presidency 
2009:6). In addition to these growth targets, AsgiSA also sought to improve the 
environment and opportunities for more labour-absorbing economic activities and ensure 
that the benefits of growth are shared in a manner that poverty and inequalities would be 
eliminated (National Treasury no date:3; The Presidency 2009:6). Economic growth 
averaged 3 per cent for the period 1994 to 2003, and averaged 5 per cent during the first 
years of AsgiSA. This robust growth was supported by progressively vigorous 
macroeconomic stability accompanied by sound and transparent fiscal and monetary 
policies (The Presidency 2009:6).   
  
2.2.4. National Development Plan (NDP)  
The National Development Plan is a socioeconomic strategy which was introduced in  
2013. The NDP aims to eradicate poverty and reduce inequality by 2030. The 
Commission’s Diagnostic Report (2011) identified that unemployment and poverty still 
persist. Although the NDP has numerous objectives, the three priorities which standout 
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include raising employment through faster economic growth, improving the quality of 
education, skills development and innovation, building the capability of the state to play a 
developmental, transformative role (The Presidency 2012:17). To achieve these goals, 
the NDP advocates growing an inclusive economy, promoting leadership and 
partnerships and enhancing the capacity of the state (The presidency 2012:14). To 
ensure faster sustainable economic growth, higher investment, increased employment 
and reduced inequality, the NDP sets out a growth target of 5 per cent per annum 
(Republic of South Africa 2014:6).   
  
The NDP targets to create 5 million new jobs per annum. To achieve this goal, the NDP 
advocates adequate infrastructure, skills development and appropriate regulatory 
frameworks (Republic of South Africa 2014:6). The NDP also acknowledges that more 
rapid private investment is critical for higher growth and job creation. To achieve rapid 
growth and job creation, the NDP indicates that South Africa’s level of investment need 
to increase by at least 25 per cent of GDP by 2019 (Republic of South Africa 2014:6).   
  
The 2013/14 budget was the first budget to align expenditure to the NDP (Republic of  
South Africa 2013:3). In the 2013 Budget Review, it is indicated that there is a vast 
potential to increase existing alignment between budget priorities and the NDP. It is also 
indicated that areas such as education, job creation and state capacity building will 
continue to be focus areas (Republic of South Africa 2013:3). A Medium Term Strategic  
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Framework (MTSF) that reflects the governing party’s commitment to implement the NDP 
has been drafted. The aim of the MTSF is to ensure policy coherent, alignment and 
coordination across government plans, as well as alignment with budgetary process  
(Republic of South Africa 2014:5). The strategy will be adopted for 5 year.   
 
2.3. FISCAL POLICY OUTCOMES   
2.3.1 Fiscal Balance  
The aforementioned macroeconomic frameworks have had an impact on fiscal policy 
performance. Figure 2.1 shows a trend of fiscal balances from 1994 to 2014, namely; the 
conventional balance and primary balance. The generally reported fiscal deficit in South 
Africa is the conventional balance; which is the difference between total government 
revenue and total government expenditure, including interest payment. On the other 
hand, primary balance measures the difference between total government revenue and 
total expenditure on goods and services, excluding interest payment (South African  
Reserve Bank 2013:37).   
  
 When the RDP was introduced in 1994, the conventional budget deficit as a share of 
GDP was 4.5 per cent. In the period 1994 to 2000, the government embarked on fiscal 
consolidation to reduce budget deficit. In 2000, conventional budget deficit decreased to 
1.9 per cent as a share of GDP. During the same period, government decreased its 
noninterest budget balance to 3 per cent as a share of GDP. In this non-interest 
expenditure, a share of 1 per cent was absorbed by defence. This fulfilled GEAR’s 
objective to reduce budget deficit.   
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Figure 2.1: Fiscal Balance as percentage of GDP, 1994-2014  
 
Source: South African Reserve Bank, 2015  
  
Subsequent to the consolidation phase, South Africa entered an expansionary phase, 
with government increasing expenditures. However, GEAR emphasised fiscal prudence 
which kept the budget deficit low during the expansion period. From 2005, budget deficit 
improved, reaching a surplus of 0.7 in 2007. These surpluses were as a result of 
government’s borrowing and debt sustainability strategy under GEAR. This resulted to 
lower interest costs (as depicted by the narrowing gap between conventional and primary 
balance in Figure 2.1) and lower borrowing requirements (South Africa Reserve Bank 
2013:36). The surplus further freed government’s resource to finance capital expenditure 
(South Africa Reserve Bank 2013:36).   
After all-time surpluses of 2006/2007, the 2008 global financial economic resulted in 
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resulted in primary balance widening, from a surplus of 3.5 in 2008 to a deficit of 2.8 per 
cent.   
Following the expansionary period, the government adopted a countercyclical approach 
to fiscal policy, in which during economic downturns, the government will increase 
consumption expenditure to stimulate domestic demand. Since the adoption of 
countercyclical approach, the conventional deficit has been widening, and is comparable 
to the deficits of the early 1990’s. In 2012, the budget deficit was of 5.5 per cent and 
slightly decreased to 4.7 in 2014.   
  
2.3.2. Taxes  
2.3.2.1. Tax-to-GDP Ratio  
Since 1994, major tax reforms have been implemented in South Africa. The 
recommendations made by the Katz commission form the basis of South Africa’s post- 
apartheid tax system. One of the major tax reforms was the establishment of the 
autonomous tax body, the South African Revenue Services (SARS). The Commission 
recommended tax collection to assist economic growth and development, as well as 
funding socio-economic programmes. 
This sub-section examines the trends of tax-to-GDP ratio from 1994-2014. The trend is 
shown by Figure 2.2 below. Tax-to-GDP ratio increased from 22.9 per cent in 1994 to 
24.1 in 2004. This is attributed to improved tax administrations during the RDP and the 
GEAR period. GEAR envisaged an average of 25 percent of tax to GDP ratio. In 2005, 
the tax-to-GDP ratio increased to 24.5 per cent, until reaching a high of 27.6 in 2008. This 
increase was driven by the commodity boom as well as reforms in the financial sector 
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under the GEAR macroeconomic framework. National government tax revenue relative 
to GDP decreased from 27.2 in 2009 to 24.4 in 2010 as a result of the 2008 global financial 
crisis. However, as a result of increased contribution from Personal Income Tax (PIT) and 
Value Added Tax (VAT) in the post financial crisis period, the tax-to-GDP trend remained 
stable (South Africa Revenue Services & National Treasury 2014:6).   
  
Figure 2.2: Tax-to-GDP ratio, 1994-2014  
 
Source: South African Reserve Bank, 2015  
   
2.3.2.2. Revenue in South Africa  
Since 1994, the main sources of tax in South Africa are; personal income taxes (PIT), 
company income taxes (CIT) and value added tax (VAT). The maximum marginal tax rate 
for PIT as at 1 April 2014 was 40 per cent, CIT was 28 per cent, while VAT was 14 per 
cent. Figure 2.3 shows the main sources of tax income as a share of GDP in South Africa 
from 1994 to 2014. In 1994/95 financial year, the government collected 9 per cent from 
PIT, 5.9 per cent from VAT and 2.5 per cent from CIT.  In 1997/1998, PIT improved slightly 
to 9.8 per cent, while VAT slightly declined to 5.7 per cent. CIT was fairly stable during 
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these periods, with the government collecting 2.7 per cent from CIT during 1997/1999 
financial year.  
  
Figure 2.3: Main sources of tax revenue as a share of GDP, 1994-2014  
  
Source: National Treasury, 2014  
  
In 1997/1998, PIT collection increased considerably, with government collecting 10.3 per 
cent of taxes as a share of GDP. During this period, the consolidation of government 
finances and restructuring of the tax system enabled the government to collect higher 
taxes. Under the GEAR strategy, major tax reforms were undertaken in 2001, which 
resulted in the government widening the tax base. A new tax; capital gains tax was 
introduced in 2001. As a result, CIT increased to 4 per cent in 2001. Moreover, tax 
administration improved with the replacement of source-based tax by residence-based 
tax system.  
In 2005, VAT and CIT tax revenue collection increased significantly, with government 
collecting 6.5 per cent of taxes from VAT and 6.5 per cent from CIT as a share of GDP. 
This increasing revenue collection was mainly driven by robust economic growth, rising 
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domestic demand and domestic investment. In post-financial crisis, tax collection as a 
share of GDP declined, particularly VAT and CIT. VAT collection declined to 6.0 per cent, 
while CIT declined to 5.5 per cent in 2009. This declining tax collection can be attributed 
to weak economic growth and declining domestic demand.   
  
It has been shown that PIT contributes a larger proportion of government tax revenue.  
Figure 2.4 shows the total contribution of PIT, CIT and VAT as a share of total income.   
From 1994 to 2000, PIT contributed an average of 41 per cent towards total tax revenue. 
PIT was followed by VAT with an average of 25 per cent during the same period. CIT 
contributed an average of 15 per cent from 1994 to 2000. However, in 2001, CIT 
increased dramatically, as a result of the introduction of capital gains tax 2001. CIT 
increased from 16 per cent in 2000 to 24.2 per cent in 2001. After the introduction of 
capital gains tax, CIT fluctuated at an average of 25 per cent, reaching a high of 30.3 per 
cent in 2008.  
  
Figure 2.4: Main sources of taxes as a percentage of total tax revenue  
 
Source: South African Reserve Bank, 2015   
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2.3.3. Government Expenditures  
2.3.3.1. Government expenditure as a share of GDP  
This section presents the performance of government expenditures from 1994 to 2014.  
Figure 2.5 illustrates government’s expenditure as a share of GDP for the period 1994- 
2014. In 1994, government expenditure as a share of GDP was 26.7 per cent. In the early 
years of democracy, government’s expenditure was higher as compared to the 
subsequent years. The decrease in government expenditure was as a result of 
government’s strategy to consolidate public finances. In 2004, government’s expenditure 
as a share of GDP decreased to 24 per cent.   
 
Figure 2.5. Government expenditure as a share of GDP, 1994-2014  
 
Source: South African Reserve Bank, 2015  
  
  
After the consolidation period, government expenditure started increasing gradually. In 
2007, government expenditure as a share of GDP was 24.6 per cent. In post-financial 
crisis period, government expenditure increased considerably, reaching 28 per cent as a 
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share of GDP. This was mainly due to government’s strategy to adopt a countercyclical 
approach to fiscal policy as well as higher than anticipated wage agreements for public 
servants. In 2014, government expenditure as share of GDP was 29 per cent.   
 
2.3.3.2. Government Expenditure by Functional Classification  
This section examines the trend of government expenditure according to functional 
classification from 1994 to 2014. Since the advent of democracy, the government has 
been devoting a larger portion of resources in funding social programmes. The RDP laid 
the foundation of government spending to address social challenges that the country 
faced. Figure 2.6 below shows the average of government’s spending by functional 
classification as a percentage of total expenditure.  
Figure 2.6: Average government expenditure by functional Classification, 1994-
2014  
  
 
Source: South African Reserve Bank, 2015  
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Between 1994 and 1996, expenditure on education accounted for an average of 22.7 per 
cent, while health accounted for 12.2 per cent. This was mainly due to RDP proposal to 
increase expenditure on social services to improve service delivery. Expenditure social 
protection accounted for 12.2. During this period, there was an introduction of social 
grants.  
  
Between 2000 and 2002, expenditure on education slightly increased to 23.3 per cent, 
social protection came second with an average of 13.2 per cent. Defence and health each 
accounted for 11.3 per cent of total expenditure. The increasing social expenditure is due 
to increasing population as well as the introduction of child support grant, which was first 
introduced in 1998.  
For the period 2009 to 2014, education expenditure was 21.7 per cent, social protection 
was 15.4 per cent as a share of total expenditure. Government’s expenditure on housing 
and community development and arts, culture and religion is relatively low as compared 
to other categories of expenditures. The government spent 5 per cent on housing and 
community development and 3.3 per cent on arts, culture and religion between 2009 and 
2014.  
  
2.3.3.3. Government Expenditure according to economic classification  
This section examines the trend of government according to economic classification. The 
categories have been lumped together into three categories, non-interest expenditure, 
capital expenditure and interest expenditure. During the period 1994 to 2000, 
government’s non-interest expenditure as a share of total expenditure was 72.5 per cent. 
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Capital expenditure was 11.2 per cent, while interest expenditure was 17.2 per cent (see 
Figure 2.7 below).  
Between 2001 and 2008, government’s current expenditure was 77.1 per cent as a share 
of total expenditure, with capital expenditure increasing to 13.3 per cent. The increase in 
capital expenditure was due to AsgiSA’s objective to increase capital expenditures to 
stimulate employment and economic growth. Although investment expenditure increased 
during the AsgiSA’s period, capital expenditure was lower than the anticipated rate of 8 
per cent (as a share of GDP). Government’s interest expenditure was 13.7 per cent 
between 2001 and 2008. Between 2009 and 2014, government interest expenditures 
decreased to 7.9 per cent, with capital expenditure also decreasing to 11.2 per cent as a 
share of total expenditure.   
  
Figure  2.7:  Average  Government  Expenditure  according  to  economic  
classification, 1994-2014  
 
 
Source: South African Reserve Bank, 2015  
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2.3.4. Government Debt  
South Africa’s public debt has been sustainable since 1994. Figure 2.8 below shows the 
total gross loan debt of national government as a percentage of GDP from 1994 to 2014.  
At the introduction of the RDP in 1994, government’s gross loan debt as a share of GDP 
was 47.8 per cent. With government measures to reduce debt, the debt was reduced to 
45.2 per cent as a share of GDP in 1999. Following the implementation of GEAR, 
government debt as a share of GDP declined substantially. After 2000, government debt 
started declining, with government debt reducing to 33.2 per cent in 2003. This can be 
attributed to the introduction of inflation targeting which kept inflation rates under control, 
and ushering in a period of low interest rates.   
  
  
Figure 2.8: Total gross loan debt of national government as a share of GDP, 1994-
2014  
 
 
Source: South African Reserve Bank, 2016  
  
In 2007, government debt further declined to 27.1 per cent as a share of GDP. This 
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created a fiscal space and enabled the government to reallocate resources to service 
delivery and capital expenditures. In 2009, the trend started moving upwards, with 
government’s debt increasing to 40.9 per cent in 2012. This increase can be attributed to 
government high issuance of domestic and foreign debt instruments after the global 
recession.   
  
2.4. Economic Growth Outcomes  
The advent of democracy as well as policy changes in South Africa impacted growth 
outcomes in different ways. When the RDP was introduced in 1994, GDP grew at an 
average of 3 per cent per annum. The introduction of RDP came with other reforms such 
as trade and capital transactions liberalisation which also played a role in growth 
outcomes. Trade policies were shifted from inward-oriented to outward-oriented. These 
transformations resulted in increased domestic demand, increasing GDP growth to 4.5 
per cent in 1996, the year the GEAR policy was introduced. In 1998, there was a sharp 
decline of growth, with growth declining to 0.5 per cent. This decline can be attributed to 
the volatile global economic environment and the East Asian Crisis of 1997. Real GDP 
started picking up again in 1999, reaching 4.2 per cent in 2000. This growth was as a 
result of robust domestic demands, government’s measures to control inflation which was 
advocated by the GEAR policy as well as large capital inflows.    
  
 
 
 
 
 
 
 25 
 
Figure 2.9: Real GDP growth rate, 1994-2014  
 
Source: South African Reserve Bank, 2016  
  
From 2004, South Africa’s economy started growing at a rapid rate, reaching 5.4 per cent 
in 2007. Globally, this period was characterised by boom in the stock markets and high 
commodity prices. During this period, the domestic economic environment was also 
favourable, with high households’ expenditures, robust fixed investments and improved 
exports. In 2009, South Africa’s GDP hit a low of -1.5 per cent as a result of the 2008 
global financial crisis. In 2010, was there was a major improvement of economic 
performance with real GDP reaching 3 per cent in 2010. The growth in 2010 can be 
attributed to well performing tourism industry during the 2010 FIFA World Cup. When the 
NDP was introduced in 2013, economic growth grew by 2.2 per cent, further declined in 
2014, growing by 1.5 per cent. This declining trend is as a result of low commodity prices 
and rising unemployment rate.   
Since the implementation of the RDP, growth outcomes have been mixed. Table 2.1 
below shows the average growth rates during the tenure of each macroeconomic 
framework that has been implemented in post-apartheid South Africa. During the RDP 
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period, average growth rate was 3.15 per cent. During the GEAR period, the average 
growth rate was 3.32 per cent, which is lower that the GEAR envisaged growth rate of 6 
per cent per annum. At the period of AsgiSA, average growth rate slightly declined to 3.01 
per cent. The AsgiSA anticipated growth rate of 4.5 per cent in the first years and 6 per 
cent in subsequent years was not achieved. The NDP average growth rate, of 1.85 per 
cent is the lowest compared to the growth rates during the RDP, GEAR and AsgiSA 
periods. The NDP targeted an annual growth rate of 5 per cent.   
  
Table 2.1 Average growth rates, 1994-2014  
Macroeconomic framework  Period  Average growth  
RDP  1994-1996  3.15  
GEAR  1996-2005  3.32  
AsgiSA  2006-2010  3.01  
NDP        2013-2014 1.85  
 
Source: South African Reserve Bank, 2015   
  
  
2.5. Unemployment rate  
Unemployment is one of the socio-economic challenges that South Africa faces. Figure 
2.10 shows the official unemployment rate since 1994. At the introduction of RDP in 1994, 
the unemployment rate was 22 per cent and declined to 16.9 per cent in 1994. As a result 
of sluggish economic growth in subsequent years, unemployment rate rose sharply to  
25.2 in 1998.  
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Figure 2.10: Unemployment rate, 1994-2014  
 
Source: South African Reserve Bank, 2015   
Although GEAR advocated reducing unemployment, growth outcomes were not adequate 
to curb the escalating unemployment rate. AsgiSA envisaged to halve unemployment by 
2014, however, at the end of 2014, unemployment rate was 25.1 per cent. This increasing 
unemployment rate is attributed to lower economic growth and labour market unrests.  
  
2.6. Conclusion  
South Africa’s fiscal policy has evolved since the advent of democracy in 1994. Several 
macroeconomic frameworks that have had an impact on fiscal policy outcomes have been 
adopted. These frameworks are the RDP, GEAR, AsgiSA and NDP. In addition to these 
frameworks, major fiscal reforms such as tax and expenditure reforms were implemented.   
Government’s fiscal balance was stabilised in the early years of democracy, but started 
widening in subsequent years. Tax-to-GDP ratio has improved over time as a result of 
improved tax administration. The main sources of tax are still PIT, VAT and CIT.  
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Government’s expenditure as a share of GDP has been low, however, the government is 
still spending less on capital formation. Government debt has been stable since 1994, at 
an average of 40 per cent as a share of GDP. Economic growth outcomes were 
favourable during the first years of democracy, but have been on a declining trend since 
the global financial crisis. As a result of weak economic growth outcome, unemployment 
remains high.  
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CHAPTER THREE  
LITERATURE REVIEW  
3.1. INTRODUCTION  
Several schools of thoughts have proposed theories to explain how a nation’s economy 
grows as well as important variables that affect growth. Although the literature covers a 
wide variety of such theories, this review will focus mainly on three major growth theories 
which appear repeatedly throughout the literature reviewed. These theories are the 
classical growth theory, neoclassical growth theory and endogenous growth theory. This 
section also reviews empirical studies that are related to the current study. 
3.2. THEORETICAL LITERATURE   
This section reviews the theories of economic growth; the classical growth theory, the 
neoclassical growth theory and the endogenous growth theory, taking into consideration 
the main factors that are believed to be the drivers of economic growth.   
3.2.1. THE CLASSICAL GROWTH THEORY  
The classical growth theory is associated with the 18th century Scottish economist; Adam 
Smith and postulates that the macroeconomic environment is intrinsically stable and 
effective in achieving macroeconomic objectives (Slavin 2009:368). However, the 
classical economists do not only include Smith, but also people such as David Ricardo,  
Robert Malthus, John Stuart Mill and the followers of Ricardo (Keynes 1936 in Snowdon 
and Vane 2005:36). From 1775 to the early 1930’s, the classical economics became the 
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mainstream of economics. “The principles of classical economics were virtually the bible 
of economics for that period” (Slavin 2009:369).  
The classical economists did an investigation against the capitalist economy (Harris no 
date:1). According to the classical economists, the capitalists’ economies were 
characterised by rapid vicissitudes, in which the economy would expand at some point, 
and slow down or even decline at some point. The classical economists further argued 
that even during the times of economic expansion in the capitalists’ economy, the 
economy was not expanding at a steady rate (ibid). The purpose of classical economists’ 
analysis was to identify the forces that promote or hinder development and thus growth 
(ibid). It is for this reason that the principle of national advantage was regarded as an 
essential criterion for national economic policy (ibid). In classical growth theory, the 
determinants of growth are treated as endogenous (Kurz & Salvadori 2003:3).   
The classical growth theory puts emphasis on factors of production (Land, labour and 
capital) as the main drivers of growth. The classical economists are therefore supply-side 
economists, and believe in the Say’s law- supply creates its own demand (Martin 2004:6). 
In classical economics, decisions and behaviours, especially savings and investment of 
economic agents play an important role in determining growth outcomes (Kurz & 
Salvadori 2003:6). When these decisions are made independently, classical economists 
assert that the economy will reach full employment on its own. Therefore, classical 
economics advocates limited government intervention. Government intervention in 
influencing the economy is viewed as distortionary, and hence laissez-faire is advocated 
(ibid). The classical economists further believed in the dollar-for-dollar crowding theory- a 
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one dollar increase by government will be accompanied by one dollar decrease in private 
consumption and will thus have no impact on growth (Reuss 2009).   
Classical growth theory recognises that capital accumulation and productive investment 
are the main drivers behind economic growth. Endogenous creativity and innovativeness 
are regarded as important factors contributing to economic growth. In classical 
economics, it is believed that capital accumulation and investment in new productive 
capital increases labour productivity. It is also believed that this new capital will in the long  
-run become public knowledge (Kurz & Salvadori 2003:6). Linked with capital 
accumulation is technical change as expressed in the division of labour and changes in 
the methods of production (ibid). Smith in particular puts emphasis on division of labour 
as a vital mechanism for rapid economic growth (ibid). To these factors of production that 
are viewed as the main drivers for economic, classical economists add the increase in the 
supply of labour available for production through population growth (ibid, Sardadvar 
2011:9).   
Because of population growth, which increases the supply of labour, classical economists 
assert that economic growth is a temporary phenomenon. When population grows, the 
economy reverts to the subsistence level or the “stationarity state” where the economy 
reaches a point where it cannot expand further but remains constant (Sardadvar 2011:9). 
Ricardo (1821) also find that during the time of capital accumulation and population 
growth, profits tend to fall due to diminishing returns in agriculture and the depletion of 
natural resources (Sardadvar 2011:10). Another view of the classical theory is that there 
is subsistence wage level, which is a minimum wage rate required to maintain life. When 
productivity increases due to advances in technology, real wage increases, and 
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population grows. Increase in population means increase in labour supply, which in turn 
will lower the wage rate and reverts back to the subsistence level (Sardadvar 2011:11).  
The classical economics lost prominence after the publishing of The General Theory of  
Employment, Interest and Money (1936), by John Maynard Keynes. The main critique of 
Keynes against the classical economic theory was the Say’s law. Keynes argued that 
because classical economists are supply side economists, there would be unconsumed 
goods, which will result in recession. Keynes (1936) further argued that demand 
deficiencies are possible, and are primarily the cause of recession (Martin 2004:9).  
3.2.2. NEOCLASSICAL GROWTH THEORY   
In the 1950’s and the 1960’s, the neoclassical economics became the acceptable wisdom 
for majority of economists. Neoclassical economists, such as James Tobin, Lawrence 
Klein, Robert Solow and Trevor Swan dominated the Keynesian macroeconomic thought, 
but provided intellectual support for the Keynesian view that government intervention in 
the form of demand management can have positive and significant impact on the 
economy (Snowdon & Vane 2005:24). The absorption of Keynes’ macroeconomic thought 
into the neoclassical economics forms the neoclassical synthesis (Snowdon & Vane 
2005:21).   
  
In present days, the Solow growth model, together with the Swan (1956) model have 
become the benchmarks of the broader neoclassical growth theory. The independently 
developed models by Solow (1956) and Swan (1956) are often described as the Solow 
Swan growth model, or simply the Solow growth model (Ferrara & Guerrini no date: 1). 
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Although Solow (1956) and Swan (1956) made significance contribution to the 
neoclassical growth theory, their papers were not identical. The Solow growth model puts 
emphasis on capital and labour, while the Swan model adds the third factor; land which 
is fixed in supply and hence exhibits diminishing returns (Dimand & Spencer 2008:10).  
Swan’s (1956) growth model demonstrates the importance of technical progress for long-
run growth. Like in the Solow (1956) model, higher saving and investment rates raise the 
growth rate, but in the short run, towards the steady state. When Solow (1956) put 
emphasis on capital/labour ratio, while the Swan (1956) model puts emphasis on the 
output/capital ratio (Dimand & Spencer 2008:10); thus, Swan (1956) demonstrates the 
effects of technological progress on output (Dimand & Spencer 2008:11).    
The Solow growth theory explains long-run economic growth by looking at three factors; 
capital accumulation, population growth and technological progress (Boianovsky & 
Hoover 2009:6). The Solow (1956) growth theory was built taking into consideration the 
assumption of the Harrod-Domar growth model (Ferrara & Guerrini no date:1, Solow  
1956:65). However, Solow (1956) criticises the Harrod-Domar growth model’s 
assumption of fixed-coefficient production that gave their model knife-edge equilibrium 
(Solow 1956:65, Ferrara & Guerrini no date:1). The neoclassical economics extends from 
the Harrod-Domar by adding labour as a production factor. The neoclassical growth 
theory assumes diminishing returns to labour and capital when the two factors are treated 
separately, but constant returns to scale when combined (Ferrara & Guerrini no date:1). 
Based on these assumptions, the neoclassical growth theory postulates that output per 
capita will converge to steady state in the long run, with technological change and 
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population growth being the exogenous potential sources of growth (Ferrara & Guerrini 
no date:1).   
  
The neoclassical growth theory relates the change in the capital stock per effective 
worker, to savings rate, population growth rates, depreciation and technical change 
(Romer 2012:10). In the neoclassical growth theory, when savings/investment rate 
increases, output increases. However, due to diminishing returns, the economy reverts to 
the steady state in the long-run. Therefore, savings/investment rate does not affect growth 
in the long-run, but only in the short run. Further, as technology improves, output also 
increases. However, the amount of new capital is offset by depreciation and the economy 
would revert to steady state (Rynn 2001:77).  Unlike the classical growth theory’s view 
that an increase in GDP results in increase in population, the Solow growth theory’s view 
is that population growth is independent of real GDP and the growth of real GDP (Solow 
1956:67).    
 
One of the limitations of the Solow-Swan (1956) growth theory is that it treats savings as 
exogenous and constant. Barro and Sala-i-Martin (2004:85) argue that by not allowing 
consumers to behave optimally, the Solow-Swan growth theory did not allow for the 
analysis of how consumers reacted to changing economic behaviour. In other words, the 
Solow-Swan (1956) growth theory did not allow us to analyse how consumers reacted to 
interest rates, tax rates and other variables (Barro & Sala-i-Martin 2004:85). This limitation 
was addressed in Ramsey’s work; A Mathematical Theory of Saving (1928), which argues 
that saving is an endogenous variable and is determined by optimizing consumers and 
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firms (Ramsey 1928:546). This concept of indigenizing the savings rate was exposited by 
Cass (1965) and Koopmans (1965). The joint work by Ramsey (1928), Cass (1965) and  
Koopmans (1965) is referred to as the Ramsey-Koopmans-Cass model, or simply the 
Ramsey Model.   
In the Ramsey Model, there is an infinitely lived representative household, which strives 
to maximise its utility. Time is discrete, and at each date, the household derives utility 
from its current consumption (Aghion & Howitt 2009:32). The household is farsighted in a 
sense that it does not care only about the current utility, but also future utility. However, 
the household cares about the near future rather than utility expected much later. At each 
time, the household has to decide how much to consume and how much to save for future 
consumption, subject to a budget constraint (Aghion & Howitt 2009:32, Barro and Sala-i- 
Martin 2004:86). The household’s utility is represented by the discounted utility of 
consumption per capita (Cass 1965:233). The Household provides labour services to 
firms in exchange for wages and receive interest income on assets and also purchase 
goods for consumption (Barro & Sala-i-Martin 2004:86).   
 
Contrary to the Solow-Swan model (1956), which assumes constant rate of saving, the 
Ramsey model postulates that savings rate is not constant but follows the complicated 
path that involve rising and falling pattern, as the economy develops and approaches the 
steady state. In this manner, savings rate follows the offsetting impact of substitution and 
income effect (Barro & Sala-i-Martin 2004:86). As capital stock rises, the decline in 
marginal product of capital per effective worker lowers the rate of return on savings (Barro 
& Sala-i-Martin 2004:106). As the economy develops to the steady, the substitution effect 
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lowers the incentive to save (Barro & Sala-i-Martin 2004:107). Because the consumers 
prefer smooth consumption, they tend to consume more relative to income when they are 
poor; implying that the savings rate would be low when capital stock is low. Furthermore, 
as capital stock rises, the gap between current and long-run income diminishes, and 
consumption relative to income decreases, resulting in increased savings (Barro & Salai-
Martin 2004:107). As the economy develops, the income effect increases the saving  
rates.   
As in the Solow-Swan (1956) growth theory, the Ramsey model will exhibit no growth in 
the long-run, with investment also reaching a steady state. This is mainly due to 
diminishing marginal product of capital. This implies that, if capital stock was to rise above 
the saddle path capital stock, then diminishing marginal product of capital would have 
lower the marginal rate of return below the rate of time preference and therefore the 
household would no longer have the incentive to save (Aghion & Howitt 2009:43). In the 
Ramsey model, the Golden Rule of capital accumulation differs from that of the Solow-
Swan. In the Ramsey model, the steady state of capital accumulation is equal to the 
depreciation rate plus the rate of time preference (Aghion & Howitt 2009).  
     
The neoclassical growth theory was criticized by Arrow (1962:155) of its reliance on 
exogenous variables and the difficulty to measure technology. Rynn (2001:62) argues 
that it is difficult, if not impossible to describe how something increases when the process 
used to describe such increase is based on decreasing values, which is the concept that 
the neoclassical is built on, the concept of diminishing returns. The neoclassical growth 
is further criticized for its failure to explain what technological progress is, which the main 
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driver of economic growth is. This failure of the neoclassical growth theory to explain what 
technological progress is further raises questions on the validity of the entire theory (Rynn 
2001:68). Romer (1986:1) rejects the neoclassical idea that the world economies will 
converge into a steady state. He argues that growth in less developed countries may grow 
at a slower pace, or sometimes not even grow. Romer (1986:9) indicates that it is difficult 
to do a cross country comparison due to different political and social variables that appear 
to have a strong influence on growth outcomes.  
  
3.2.3. ENDOGENOUS GROWTH THEORY  
Contrary to the neoclassical growth theory which treats growth as a result of external 
forces, the endogenous growth theory treats growth as an outcome of internal forces 
(Romer 2012:102). When the endogenous growth theory was developed, it was believed 
that because of the failure of the neoclassical growth theory to explain what technological 
progress is, a theoretical framework which will account for long-term technological 
progress and productivity without which diminishing returns that will hinder long term 
growth was needed (Aghion & Howitt 2009:13).      
  
There are various versions of endogenous growth theory. The first version of the 
endogenous is the AK model which was developed by Frankel (1962). The AK model is 
basically the neoclassical without diminishing returns (Aghion & Howitt 2009:13). The 
model does not draw an explicit distinction between capital accumulation and 
technological progress, but lump together physical and human capital (Aghion and Howitt 
2009:13). The AK model is built on the basis of learning by doing and envisages economic 
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growth to depend on the savings rate (Arrow 1962:155; Aghion & Howitt 2009:48). The 
AK model asserts accumulation of capital, including but not limited to learning by doing 
produces technological progress which in turn raises marginal capital. Furthermore, the 
model predicts that a country’s long run growth depends on factors such as the efficient 
allocation of resources (Aghion & Howitt 2009:48)  
  
Romer (1986) advances Arrow’s (1962) model by assuming that knowledge is a capital 
good with an increasing marginal product (Romer 1986:6). Knowledge accumulation is 
viewed as the main driver of long term growth (Romer 1986:2). Knowledge is viewed as 
a product of research technology (Romer 1986:2).  The model exhibits increasing returns 
to scale at the economy-wide level, but constant returns to scale at the firm level (Romer 
1986:1). Furthermore, the model does not draw an explicit distinction between human 
and physical capital (Romer 1986:2).   
  
The three overarching factors which the model is built on are externalities, increasing 
returns in the production of output and decreasing returns in the production of new 
knowledge. By this, Romer (1986:2) implies that the creation of new knowledge has 
positive externalities on the production frontiers of other firms, based on the idea that 
knowledge cannot be kept secret. Moreover, the idea that the creation of new technology 
exhibits diminishing return implies that doubling inputs into research will not double the 
amount of new knowledge.  
Lucas (1988) extends to the Romer (1986.) model, but emphasizes the accumulation of 
human capital as an important variable contributing to growth. This model however, 
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distinguishes between physical and human capital (Lucas 1988:17). According to Lucas 
(1988:17), the way an individual allocates his time over various activities in the current 
period affects his productivity in the future. Therefore, human capital of current generation 
is important for human capital formation for future generation.  
  
Another version of the endogenous growth theory is the “innovation based” theory. Unlike 
in the AK model where human and physical capitals are lumped together, innovation 
based theory separates the two (Howitt nd). Romer (1990), Barro and Salai-Martin (1995) 
and Aghion and Howitt (1998) are some authors who argue that innovation drives up 
economic growth. The idea behind the innovation-based theory is that, as firms spend 
resources on inventing new products it enhances efficiency of labour, and results in 
economic growth (Evans 2000). Innovation-based theory therefore recommends that, 
firms expend their resources on research and development (R&D) in order to introduce 
new products and ideas that will drive up growth.  
  
In addition to the endogenous growth theory that emphasises constant returns to scale,  
Barro (1990) incorporates tax-financed government expenditure. In Arrow (1962) and 
Romer (1986) private and social returns diverge. Here, private returns to scale may be 
diminishing, while social returns to scale remain constant as a result of spill overs or 
externalities. Rebelo (1991) however, excludes spill over effects where choices of growth 
and saving are Pareto efficient. Rebelo (1991) emphasises the assumption of constant 
returns to scale and includes human and non-human capital. Barro (1990) extends from 
this models relying on the assumption of constant returns to scale. Due to externalities 
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linked with public expenditures and taxes, the privately determined choices of saving and 
growth may not reach the optimal level.   
Barro’s (1990) model builds up on several assumptions. There is an infinite-lived 
household, living in a closed economy seeking to maximise utility. The model holds 
population constant and the production function does not have labour-leisure choices. 
The marginal utility function has constant elasticity. Furthermore, Barro (1990) assumes 
that technology is adequately productive to ensure steady growth, but not productive 
enough to ensure limitless utility.  
When including the public sector in the endogenous growth models, Barro (1990) 
assumes that each household-producer receives a public service without user charges 
and excludes the characteristics of public goods. Therefore, the model relies on the 
externalities associated with public expenditures. According to Barro (1990), public 
services serve as input to private production. Because of this impact that government 
expenditure has on private production, it also has impact on economic growth. To exhibit 
increasing economic growth, Barro (1990) emphasises that government’s inputs should 
expand proportionately with private investment. If government’s inputs do not expand in 
a parallel manner with private investment, it may exhibit diminishing returns to private 
investment. However, changes in private output do not influence the supply of public 
services by the government.   
In the Barro (1990) model, a number of questions arise when a public good has to be 
specified. First, the flow of public services has to be omitted, especially when the 
government owns capital that generates income. Here the government doesn’t own 
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capital, but purchases flow of output such as highways that work as input for private 
production. The second question is the non-rivalry of the public good, which makes the 
aggregate government’s expenditure to matter, rather than the individual use of a public 
good (Barro 1990).  
In this model, government finances its expenditure primarily from flat-tax income tax and 
the government is constrained to run a balanced budget with no budget deficit or surplus. 
Here, the revenue collected from tax and the tax rate are set in a manner that they grow 
at a proportional rate and therefore leading to a steady-state growth.  
Barro (1990) states that different size of governments and tax rates have two effects on 
growth. First, an increase in tax rate decreases growth, but an increase in gross national 
product raises private production, which increases growth. In the Barro (1990) model, a 
government encounters problems when planning. Because of externalities associated 
with public expenditure and tax, the privately determined choices of saving and growth 
may be suboptimal. According to Barro (1990), marginal income taxes lead to less saving 
and growth. However, a lump sum tax, does not distort saving and growth.   
To reduce these distortions, Barro (1990), suggests that a government should expend its 
resources on activities that reduce marginal tax rates. These include spending on areas 
that will enhance property rights. The roles of the government such as maintaining law 
and order and national security, help to sustain property rights and therefore decreasing 
marginal taxes.   
With these suggestions, Barro (1990) does not suggest tax cuts by a government to 
stimulate consumption and growth. In his paper, The Ricardian Approach to Budget 
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Deficit, Barro (1989) postulates that a tax rebates or government borrowing to stimulate 
the economy is not a free lunch. Barro (1989) states that, the “Ricardian equivalence” will 
always hold should a government attempt to stimulate growth by cutting taxes or 
borrowing more. Named after the British economist; David Ricardo, the Ricardian 
equivalence, also known as the Barro-Ricardo equivalence proposition, suggests that if a 
government borrows more to finance its expenditure or cut taxes to stimulate 
consumption, the households will respond by saving the extra money they have from tax 
cuts (Drakos 2001:2). This is because when government borrow more, it represents a 
future liability to the government and assets to bond holders. This liability has to be repaid 
in the future. On the other hand, should a government cut taxes without reducing its 
expenditure; it will result in increasing budget deficit (Sumo 2008:6). Since the households 
know that the ‘current wealth’ of the government and its deficits should be financed, the 
public tends to save more currently to finance the future tax increases by the government 
to finance its deficits. Therefore, the mechanisms of cutting taxes or increasing borrowing 
will not affect demand or growth, but will lead to increased savings by households (Drakos 
2001:2)   
Barro (1990) therefore suggests an increase in productive expenditure such as activities 
aimed at enhancing property rights as well as activities that enter directly into the 
production function. An increase in non-productive expenditure is seen as having a 
neutral impact on growth since it does not directly enter the production function, but raises 
marginal taxes.  
  
3.3. EMPIRICAL LITERATURE   
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The debate on the relationship between fiscal policy and economic growth has been 
ongoing for decades; however, there is no consensus on whether there is a relationship 
between fiscal variables and economic growth, or which of the fiscal variables can be best 
used as a proxy for fiscal policy. While some studies find significant relationship between 
fiscal variables and growth, some do not. In some studies, the duration of how long the 
effects of fiscal policy last on growth also plays an important role. Earlier studies such as 
Judd (1985), Chamley (1986) and King and Rebelo (1990), have examined the  
relationship between fiscal policy and economic growth within the context of neoclassical 
growth model using tax as a proxy for fiscal policy. The conclusion of these studies is that 
fiscal policy can affect growth only in the short-run but not in the long run.   
A study done by Baranovà and Janikova (2012) also examines the relationship between 
taxation and long-term economic growth. The authors analyse the economies of the 
European Union (EU) member states between the years 1998-2010. In evaluation of 
corporate tax burden, Baranovà and Janikova (2012) use the neoclassical growth model 
with human capital. The tax burden is estimated by ordinary least squares (OLS) method, 
with all necessary tests applied at 5 per cent significance level. Time-series data was 
used in the estimation. The economic indicator that the authors used as a dependent is 
Gross Domestic Product (GDP) per capita expressed by purchasing power parity per 
capita. The independent variables include: population growth, human capital (represented 
by at least secondary educated population in the labour force) corporate income tax, 
implicit tax rate on capital, the effective tax rate and effective marginal tax rate. The 
conclusion of this study is that there is a negative relationship between corporate tax and 
long-term economic growth. Furthermore, Baranovà and Janikova (2012) conclude that 
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since tax affects other economic activities such as consumption, investment activities and 
employment it would oppress long term economic growth.  
Other studies such as studies done by Kormendi and Meguire (1985), Koester and 
Kormendi (1989), Easterly and Rebelo (1993) find no significant relationship between 
fiscal variables and growth. Forbin (2011) analyses the relationship between corporate 
income taxes and economic growth in Sweden, for the period 1951-2010, using time 
series data Forbin (2011) also finds insignificant relationship between the two variables.   
Although tax has mostly been used as a proxy for fiscal policy, some studies have used 
government deficit instead. Fatima, Ahmad and Rehman (2012) investigate the effects of 
budget deficit on economic growth in Pakistan for the period 1978-2009. The economic 
indicator the authors used as a dependant variable is real GDP. The independent 
variables included in the model are Inflation, real exchange rate, budget deficit and gross 
investment. Using OLS to estimate the relationship between GDP and explanatory 
variables, Fatima et al. (2012) find a negative and significant relationship between 
government budget deficit and economic growth.   
Ali and Ahmad (2010) also examine the relationship between fiscal policy and economic 
growth in Pakistan using fiscal deficit as a percentage of GDP for the period 1972-2008. 
Other non-fiscal variables included in the model for estimation are private investment as 
a percentage of GDP, inflation rate and current deficit as a percentage of GDP. Time 
series data was used. To check for stationarity, Ali and Ahmad (2010) use ADF and  
Ng-Perron unit root tests. To estimate the long-run relationship between economic growth 
and explanatory variables, the authors use Autoregressive Distributed Lag Model (ARDL). 
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The study finds that all variables are important factors affecting growth and have expected 
signs. Fiscal deficit has a negative coefficient and is significant at 1 per cent level.  With 
these outcomes, the study therefore concludes that there is a negative, long-run effect of 
government budget deficit on growth. Ali and Ahmad (2010) further find that there is a 
positive relationship between private investments and economic growth. Inflation and 
current account deficit have negative and significant impact on economic growth.  
Investigating the relationship between government budget deficit and economic growth in 
Pakistan as well, Ahmad (2013) finds contradicting results. Ahmad (2013) uses time 
series data for the period 1971-2007, Augmented Dickey-Fuller to check for stationarity 
as well and Granger Causality to test causality between the variables. All variables 
included are stationary at 5 per cent level of significance. When testing for causality, 
Ahmad (2013) finds that Foreign Direct Investment (FDI) does not Granger Cause GDP 
while GDP does Granger Cause FDI. Furthermore, Ahmad (2013) finds that budget deficit 
does Granger cause GDP and GDP does Granger cause budget deficit. When performing 
OLS to estimate the relationship between GDP, FDI and budget deficit, Ahmad (2013) 
finds that there is a positive but insignificant relationship between budget deficit and 
growth, while FDI has a positive and significant relationship on growth. These findings are 
an exception rather than a rule. According to the endogenous growth theory, when the 
Ricardian equivalence holds, government’s decision to run a budget deficit will not have 
any effect on growth, but will results in increased savings (Drakos 2001:2).  
When examining the relationship between fiscal policy and economic growth, Alshahrani 
and Alsadiq (2014) use government spending as a proxy for fiscal policy. The study 
examines both long-run and short-run relationship between government expenditure and 
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economic growth in Saudi Arabia. The econometric method used is the Vector Error 
Correction Model (VECM). The study also utilises the Vector Auto Regression (VAR) 
model and OLS to examine the relationship between government expenditure and 
economic growth in the short run (Alshahrani and Alsadiq 2014:11). The authors use 
nonoil GDP of Saudi Arabia. Although oil production constitutes about 35 per cent of Saudi  
Arabia’s GDP, since oil prices and demand are always fluctuating, they exclude it in the 
GDP. Annual data covering 1969-2010 is used. The independent variables included in 
the estimation include trade openness (measured as a ratio of sum of exports and imports 
to the real non-oil GDP), private investment, government investments, total capital and 
current government expenditures and government expenditures on education, health 
care, defence and housing (Alshahrani and Alsadiq 2014). The main findings of the study 
are that private domestic and government investments, education, and trade openness 
stimulate economic growth in the short run. Furthermore, the study finds that private 
domestic investment and total expenditures have positive and significant effect on growth 
in the long-run.  
A study done by Devarajan, Swaroop and Zou (1996) investigates how the composition 
of government expenditures leads to steady-state growth rate. Devarajan et al. (1996) 
use a panel of 43 developing countries from 1970 to 1990. Devarajan et al. (1996) refrain 
from classifying government expenditures into productive and non-productive prior 
estimating the relationship between the variables. Whether a variable is productive or 
non-productive expenditure is determined by the results of the study. The results of this 
study show that government capital expenditures have negative impact on growth, while 
government current expenditures have positive and significant impact on economic 
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growth. According to Devarajan et al. (1996), developing countries have been 
misallocating funds in favour of capital expenditures, at the expense of current 
expenditures.   
Gallaway and Vedder (2002) narrow their path by examining the impact of transfer 
payments on economic growth in USA. Gallaway and Vedder (2002) examine the 
relationship between transfer payments and economic growth for the period between 
1966 and 1975. Multiple regression techniques were used, with GDP per capita as a 
dependent variable. The independent variables included in the estimation are real per 
capita income transfers, average productivity of labour and unemployment rate. The 
results of the study show that transfer payments have a negative and significant 
relationship on economic growth. According to this study, transfer payments results in 
increasing deadweight to the economy. Instead of the government spending more on 
transfer payments, Gallaway and Vedder (2002), advocate more funds should be 
allocated on capital expenditure.   
A study by Cottarelli and Jaramillo (2012) puts more emphasis on public debt. Cottarelli 
and Jaramillo (2012) advocate that a healthy fiscal policy which promotes economic 
growth, is that which is characterised by low public debt. According to Cottarelli and 
Jaramillo (2012), adjustments in the fiscal policy to reduce public debt may have negative 
impact in the short-run but positive impact in the long-run.  
  
Ali (2005) investigates the effects of fiscal volatility on growth for the period 1975-1998 
covering more than 90 countries. When examining the effects of fiscal policy variables on 
growth, Ali (2005) finds no significant relationship between the variables. According to Ali 
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(2005), public debt has no significant impact on growth. Ali (2005) also finds that general 
government expenditure has a positive, but not significant impact on growth, whereas 
budget deficit and taxes have negative but not significant impact on growth. Unlike many 
studies that find negative relationship between transfer payments and growth, Ali (2005) 
finds positive relationship between the two variables. However, using fiscal policy 
instability variables, almost all fiscal variables have a negative impact on economic 
growth. Government debt, direct taxes, budget deficit, government expenditure as a share 
of GDP and ratio of taxes to GDP have negative and significant impact on growth.   
  
Kneller, Bleaney and Gemmell (1999) are of the view that using one fiscal variable as a 
proxy for fiscal policy may results in spurious conclusions. Kneller et al (1999), analysed 
the effects of fiscal variables on growth within the context of the endogenous growth 
model; the Barro (1990) model in particular. Using a panel of 22 OECD countries, for the 
period 1970 to 1995 Kneller et al. (1999), find a significant relationship between fiscal 
variables and economic growth. Kneller et al (1999) follow Barro’s (1990) path of dividing 
government expenditure and taxes into four categories; namely productive expenditure, 
non-productive expenditure and distortionary taxes and non-distortionary taxes. Kneller 
et al. (1999) find that distortionary taxes have negative impact on growth, while non-
distortionary taxes have neutral impact on growth. Moreover, the authors find that 
productive government expenditure enhances economic growth, while non-productive 
expenditure retards growth.   
A similar paper by Bleaney, Gemmell and Kneller (2001) uses panel data and period 
averaged data for OECD countries for the period 1970-1995, the study also reveals 
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similar results to those found by Kneller et al (1999). The study supports the predictions 
by the endogenous growth theory that fiscal policy elements do affect economic growth 
in the short run as well as in the long-run. Following the suggestion by Kneller et al.  
(1999), that failing to add government’s budget constraint to fiscal variables can produce 
differing results, Bleaney et al. (2001) add budget constraint to the model to avoid biases. 
The study considers social security as the most non-productive government expenditure 
which has a negative impact on growth. Expenses such as transportation, 
communication, health and education are considered as productive and having a positive 
impact of economic growth. Bleaney et al. (2001) further consider consumption tax as 
non-distortionary. Income taxes are viewed as distortionary and having negative impact 
on economic growth.  
 Hadiwibowo (2010) reviews the impact of fiscal policy on investment and economic 
growth in Indonesia between 1969 and 2008. Hadiwibowo (2010) treats growth of physical 
capital as the main vehicle for growth. The empirical model therefore, treats investment 
as a dependent variable. The independent variables included in the model are 
government revenues as (a proxy for taxes), real GDP, government expenditure on 
investment, Government consumption expenditure and interest rates and trade 
openness. Hadiwibowo (2010) uses VECM to estimate long run relationship between 
fiscal variables, investment and economic growth. The findings of the study are similar to 
those found by Kneller et al. (1999) and Bleaney et al. (2001). Hadiwibowo (2010:6) finds 
that government development expenditure on investment has a positive impact on 
economic growth. The study also finds that taxes and current consumption have a 
negative relationship on economic growth,   
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Derin (2003) in Ahmad and Wajid (2013:199) uses panel data to test the relationship 
between fiscal policy and economic growth as predicted by the endogenous growth 
theory. Derin (2003) tests these relationships for 33 developing countries and 15 EU 
countries. The period of observation for this study is 1970-1999. The results of the study 
indicate that distortionary taxes have negative impact on EU countries, while they have 
neutral impact in developing countries. The study also finds that productive expenditure 
has negative impact on growth in developing countries, while has insignificant impact in 
EU countries.   
M’Amanja and Morrisey (2005) follow the same route of testing Barro’s (1990) theory, for 
the Kenyan economy for the period 1964-2002. M’Amanja and Morrisey (2005:7) apply 
time series techniques to investigate the relationship between fiscal variables and 
economic growth. To examine these relationship, the authors use the Autoregressive 
Distributed Lag (ADL) model. In their model, M’Amanja and Morrisey (2005:7) omit non-
distortionary tax as well as non-productive expenses for they are viewed as not having 
significant impact on growth (Barro 1990, Kneller et al. 1999, Bleaney et al. 2000).  
M’Amanja and Morrisey (2005:8) also apply the Engle-Granger cointegration test and 
Granger causality test. When testing for stationarity, all the variables were integrated of 
order one and were stationary in first differences. The results of the study reveal 
contradicting results from those predicted by the theory. The study finds negative and 
significant relationship between productive government expenditure and economic 
growth. Government investment and growth have positive and significant relationship.  
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Distortionary taxes and non-tax revenues were found to have a positive relationship. The 
study further finds that foreign aid has negative relationship on growth, whereas private 
investment has positive impact on per capita output.   
Ahmad and Wajid (2013) also test the relationship between fiscal policy and economic 
growth within the context of endogenous growth theory in Pakistan. The study uses 
annual time series data for the period 1979-2009, and autoregressive distributed lag  
(ARDL) model to examine the relationship between different fiscal variables and growth. 
In testing these relationships, in the first model, Ahmad and Wajid (2013:204) include all 
elements of budget constraints except budget deficit, to avoid perfect multicollinearity. 
The reason to include all the variables was to test if the neutral elements, as suggested 
by the theory would have zero coefficients. The empirical results were consistent with  
Barro’s (1990) theory, that non-distortionary taxes and non-productive expenditures have 
neutral impact on economic growth. The study further finds that distortionary taxes have 
negative impact on economic growth, while productive expenditure have positive and 
significant relationship on growth. According to Ahmad and Wajid (2013:209), 
distortionary taxes reduces the incentive of private sector to invest since these types of 
taxes lower the rate of return on investment and therefore economic growth. The empirical 
results show that when taxes are increased by 1 percentage point, GDP per capita 
decreases by 0.5 percentage point in the short run and 1.6 percentage point in the long 
run. On the other hand, when the government expend most of its resources on productive 
areas, it enhances growth.   
Benos (2009) tests the predictions of the endogenous growth regarding the relationship 
between fiscal policy variables and economic growth for the 14 EU countries. Benos 
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(2009) follows the work by Kneller et al. (1999) by categorising government expenditure 
and taxes into four categories. The study uses annual, unbalanced panel data for the 
period 1990-2006. To estimate the relationship between dependent and explanatory 
variables, Benos (2009) apply the Ordinary Least Squares (OLS) and select the suitable 
model specification using the Akaike Information and Schwartz Bayesian Information 
criteria. The study utilises GDP per capita as a dependent variable. The explanatory 
variables included in the estimation are public expenditure on human capital, public 
expenditure on infrastructure, spending on property rights protection and social spending. 
Government revenues were used as a proxy for tax.  The non-fiscal variables included in 
the estimation are trade openness, private investment, employment growth, human 
capital and income per capita.  
Benos (2009:12) finds that government expenditure on human capital has a neutral 
impact on growth. Public expenditure on infrastructure has a positive and significant 
impact on growth. Government spending on property rights protection also has a positive 
and statistically significance impact on growth. The empirical results show that a one-
standard deviation (as a percentage of GDP) increase in spending on property rights 
protection will increase per capita growth by 3.7 per cent on average. Social spending 
shows neutral impact on growth. The study also finds that distortionary taxes have 
negative impact on growth as postulated by the theory. As for non-fiscal variables, private 
investment and openness have positive impact on growth, while income per capita and 
growth are negatively related.  
In South Africa, the controversial subject of whether fiscal policy affects growth has not 
received much attention (Ocran 2009:2). Ocran (2009) examines the effects of fiscal 
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variables on economic growth in South Africa for the period 1990-2004. The econometric 
model used to estimate this effect is the VAR & impulse response functions. Ocran (2009) 
includes both fiscal and monetary variables to consider a broad spectrum of policies that 
may be influencing growth outcomes. The variables included are aggregate government 
spending, gross fixed capital formation, deficit, total revenue and grants as a proxy for 
taxes, and 30-day Treasury bill as a proxy for monetary policy.  The study finds that 
government’s current expenditure has positive and significant effect on growth, while 
gross fixed capital formation has positive but less significant impact as that of current 
expenditure. Further, Ocran (2009) finds that tax recipient has positive impact on growth, 
while deficit have neutral impact on growth.   
Jibao (2013) criticises Ocran’s (2009) work for its failure to analyse fiscal policy-growth 
relationship and its implication for fiscal sustainability. Jibao (2013) analyses the effects 
of fiscal policy compositional changes on key macroeconomic variables and its fiscal 
sustainability for the period 1960-2010. The Bayesian VAR is used to analyse these 
effects. Following the endogenous growth theory, Jibao (2013) classifies expenditure into 
productive and non-productive, and taxes into distortionary and non-distortionary. The 
variables included in the estimation are real expenditure per capita, real government 
consumption expenditure per capita, real indirect tax per capita, real direct tax per capita, 
real GDP per capita, real private investment per capita, Treasury Bill rate, inflation rate, 
real government investment expenditure and real government tax revenue. The findings 
of the study suggest that an increase in total government spending has positive effects 
on private investment. Furthermore, Jibao (2013) finds that when government expenditure 
is disaggregated into consumption and capital expenditure, government consumption 
 54 
 
expenditure appears to have positive, and significant effect on growth than government 
capital expenditure. The study also finds taxes to have a negative impact on private 
investment.  
3.4. CONCLUSION  
Many studies that have examined the relationship between fiscal policy and economic 
growth have been conducted. Many find that there is a relationship between fiscal 
variables and economic growth, with few finding no relationship between fiscal policy 
variables and economic growth. Even where there is a relationship, the sign of the 
coefficient and statistical significance varies. Whether a country is developed or 
developing also play a crucial role in influencing the outcomes.  The findings may also 
differ based on the techniques used to carry out the analysis as well as the variables 
included in the models.  
With this existing literature in South Africa, it is clear that there are no conclusive findings 
on the sign of the coefficient as well as statistical significance of fiscal variables on 
economic growth.   
Galor (2005) in Benos (2009:6) attributes this to the lack generally accepted theoretical 
framework to guide empirical research. Another problem associated with these studies is 
that they heavily rely on capital expenditure as a proxy for government for productive 
expenditure, which can result in biases as there are other expenditures that are classified 
as productive by the theory.   
Using the VAR approach, the current study will contribute to the literature by examining 
the relationship between fiscal policy variables and economic growth in the democratic 
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South Africa. The approach VAR provides a systematic way to capture rich dynamics in 
multiple time series. Further, VAR’s are easy to use and to interpret (Stock & Watson 
2001:1). The existing studies in South Africa have examined the effects of fiscal policy on 
economic growth starting from years prior 1994. This study estimates the relationship 
between fiscal policy and economic growth in the democratic South Africa because there 
were major policy reforms that were implemented after 1994.  
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CHAPTER FOUR  
RESEARCH METHODOLOGY  
  
4.1. INTRODUCTION   
The current chapter provides the research methodology adopted to estimate the 
relationship between fiscal policy and economic growth in South Africa for the period 
1994-2014. The section starts by presenting the theoretical framework, followed by 
empirical frameworks. Subsequently, the unit root tests applied to test for stationarity are 
outlined. The cointegration test used to test the variables if there is a long run relationship 
between the variables is explained and lastly, the diagnostic tests performed after the 
estimation are explained.   
4.2. THEORETICAL FRAMEWORK  
The endogenous growth theory suggests that fiscal policy affects both the level and the 
steady-state growth rate, even in the long-run. Barro (1990) and Barro and Sala-i-Martin 
(1992), are some of the papers that provide confirmation of this hypothesis. Following the 
model in Barro and Sala-i-Martin (1992), there are(𝑛) producers with each producer 
producing (𝑦). This model is outlined in Bleaney et al. (2000) and can be stated 
mathematically as:  
 𝑦 = 𝐴𝐾1−𝛼 g𝛼              (1)  
Where 𝑦 denotes output per capita and 𝐾 represents capital of private sector. 𝐴 is 
measure of productivity. g represents government spending per capita and is determined 
by tax rates, 𝜏 on income per capita since the budget is always balanced. The government 
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budget is balanced by imposing proportional tax on output at a given rate 𝜏 and lump sum 
taxes 𝐿. The government budget constraint can then be given by:  
 ng + C = L + 𝜏ny              (2)  
C represents non-productive government consumption. In this model, lump sum taxes are 
non-distortionary and therefore do not affect the private’s sector incentive to invest. Taxes 
on output are distortionary. Barro and Sala-i-Martin (1992) show that the long-run growth 
rate (∅) model can be given by:  
  𝜇      (3)  
where 𝜆 and 𝜇 are constants reflecting parameters in the assumed utility function. This 
equation implies that there is a negative relationship between distortionary taxes and 
economic growth and a positive relationship between productive government expenditure 
and growth. This equation further implies that non-distortionary taxes and expenditure do 
not affect growth. In testing this hypothesis, Bleaney et al. (2000) relax the assumption 
that government’s budget is always balanced by including budget deficit and surplus and 
can be expressed by:  
 𝑛g + C = b = L + ny            (4)  
  
Where b is the budget surplus. If the Ricardian equivalence holds, the growth model can 
be formally written as:  
 ∅𝑡 = 𝛼 + ∑𝑘𝑖=1 𝛽𝑡𝑌𝑖𝑡  𝑢𝑡        (5)  
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Where, ∅𝑡 represents the rate of output and 𝑋𝑗𝑡 is a vector of fiscal variables, while 𝑦𝑡 is 
the vector on non-fiscal variables and 𝑢𝑡 is an error term. With the assumption that all 
fiscal variables are included, a balanced budget equation can be written as:  
 ∑𝑚𝑗𝑡 𝑋𝑗𝑡 = 0                (6)  
  
One element of X is dropped to avoid linear collinearity. The excluded variable is the 
assumed compensating element within the government’s constraint.  Equation (5) can be 
reorganised as:  
 ∅𝑡 = 𝛼 + ∑𝑘𝑖=1 𝛽𝑖 𝑌𝑖𝑡  𝑢𝑡      (7)  
  
The standard hypothesis of a zero coefficient 𝑋𝑗𝑡 is testing the null hypothesis that (𝛾𝑗 − 
𝛾𝑚) = 0, rather than 𝛾𝑗 = 0. ‘Therefore, the correct interpretation of the coefficient of each 
fiscal element category is as the effect of a unit change in the relevant variable offset by 
a unit change in the omitted category which is the implicit financing element’ (Bleaney et 
al. 2000:40).   
4.3. EMPIRICAL FRAMEWORK  
This study adopts the unrestricted VAR approach to estimate the relationship between 
economic growth and fiscal variables. VAR models are set up in a manner that the present 
values are partly explained by past values of the variables involved (Lutkepohl 2011:2).   
The reduced form VAR can be written as:  
𝑌𝑖𝑡 = 𝛽1𝑌𝑖𝑡−1 + 𝛽2𝑌𝑖𝑡−2 + 𝛽3𝑌𝑖𝑡−3 + 𝛽4𝑌𝑖𝑡−4…….…. 𝛽𝑘𝑌𝑖𝑡−𝑘 + 𝜇𝑖𝑡        (8) 
Where 𝑌 represents the variables included in the set of (p×1 vector) of variables included 
in the system. The β terms are the sets of coefficients on the lagged variables, with 𝛽0 
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being a p×1 vector of constant and 𝛽1 … … ….   are p×p matrices of coefficients on the 
lagged variables. k represents the number of lags of each variable in each equation, and 
lastly the vector of error terms is given 𝜇𝑡, which is assumed to be uncorrelated with and 
independent of the coefficients.  
  
Following the theoretical literature, the vector of variables included in the in the VAR 
system outlined above are: real GDP (GDP), total government expenditure (GEXP), 
government consumption expenditure (GCEXP), government investment expenditure 
(GIEXP), direct taxes (DITX) and indirect taxes (INDTX) and total tax income (which 
comprises of direct and indirect taxes) (TAX). To avoid multicollinearity, a non-fiscal 
variable also included in the model is gross private investment (PINV).  
  
This study estimates three VAR models. The first model includes four variables, namely; 
real GDP, total government expenditure, total tax income and private investment. That is, 
this model estimates the relationship between fiscal policy variables and economic growth 
on an aggregate level. The model therefore refrains from disaggregating government 
expenditure into productive and non-productive, as well as taxes into distortionary and 
non-distortionary.   
 
The second model keeps other variables unchanged and disaggregates government 
expenditure into consumption and capital expenditure. The model therefore includes  
GDP, government capital expenditure, government consumption expenditure, total taxes 
and private investment. By doing this, the results of the model will provide an overview on 
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whether the assertion by the endogenous growth theory, that ‘productive’ expenditure 
enhances economic growth, while ‘non-productive’ expenditure has neutral effect on 
economic growth holds in South Africa under the observation period.  
   
The third model keeps other variables unchanged and disaggregates tax revenue into 
direct and indirect taxes. The model therefore includes GDP, direct taxes, indirect taxes, 
total government expenditure and private investment. This model will also provide an 
indication whether or not the assertion by the endogenous growth theory that direct taxes 
are detrimental to the economy, while indirect taxes have neutral taxes. Before dropping 
the variables that are regarded to have neutral effect by the theory, this study includes 
the variables as to test the hypothesis.  
  
4.3.1. Description and Sources of Data  
The data used in the study covers the period 1994-2014 and is time-series. Quarterly data 
is used. All data is obtained from the South African Reserve Bank online statistical query. 
The data is converted to its natural logarithm form. To capture the effects of government 
expenditure on economic performance, two components of government expenditure are 
included in the model, namely; government consumption expenditure (GCEXP), which 
includes expenditures on compensation of employees, goods and services and transfer 
and subsidies. Gross government capital formation has been included as a proxy for 
government investment expenditure (GIEXP). Government’s revenue from income taxes 
is used as a proxy for direct taxes. The revenue is generated from personal income taxes, 
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company income taxes and capital gains tax. Lastly, tax revenue from VAT has been used 
as a proxy for indirect taxes.   
The expected relationship between government investment expenditure and economic 
growth is positive and significant. It is believed that as the government increases its 
expenditure on investment, it boosts private production and therefore having a positive 
impact on growth. On the other hand, government consumption expenditure has a neutral 
impact on economic growth. Direct taxes have a negative and significant impact on 
economic growth. Direct taxes are viewed to have a negative impact on economic growth 
in a sense that they discourage private investment. Indirect taxes on the other hand, are 
viewed to have neutral impact on economic growth. Private investment has a positive 
impact on economic growth.  
  
4.4. UNIT ROOT TEST  
When working with time-series data, it is important to check the variables for unit root, 
since stationarity or non-stationarity can strongly influence the properties and behaviour 
of a series. Stationarity implies that statistical properties (Variance, mean and covariance 
etc.) of the variables are constant overtime (Nason no date:2). On the other hand, 
nonstationary series have infinite properties and have time-varying mean and variance. 
In most cases, economic data tends to be non-stationary. Estimating a VAR model in 
nonstationary data may lead to spurious results.   
When variable is stationary in their level form, they are said to be integrated of order I (0). 
In some cases, variables may not be integrated of this order, and be integrated of first 
order I (1). To induce stationarity, first order difference can be applied in the variables.  
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 There are different methods that are used for unit root testing; this study uses the 
Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root tests. In all these unit 
root tests, the null hypothesis states that the series has unit root, while the alternative 
hypothesis states that there is no unit root. The ADF unit root test differs from the PP test 
in the manner in which serial correlation is treated. The PP test allows for segmented 
deterministic trends in the alternative hypothesis. Furthermore, the PP test attempts to 
find ways of dealing with deviations for having white noise in the estimated model (Sjö 
2008:6). While the ADF and PP are known to have a weak power against the alternative 
hypothesis, the Ng-Perron unit root test attempts to correct this problem by de-trending 
time series applying general least square (GLS) estimator.   
  
4.5. SELECTION OF OPTIMAL LAG LENGTH  
Gutiérrez, Souza and Guillé (2007:4) advocate that the determination of lag order in VAR 
models is an important aspect since all interpretations and conclusions depend on 
choosing the appropriate model specification. Lütkepohl (1993) in Gutiérrez et al. (2007:4) 
shows that selecting a higher than true order lag length causes an increase in the mean 
square forecast errors, whereas under fitting the lag length results in autocorrelated 
errors. The selection of unfitting lag order results in inconsistencies in impulse response 
functions and variance decomposition (Braun & Mittnik 1993 in Gutiérrez 2007:4). For the 
VAR to be unrestricted, it is required that the same number of lags of all the variables is 
used in all equations (Brooks 2008:304). To select an appropriate lag length, the 
information criteria can be used. However, the estimation is sensitive to the presence of 
autocorrelation. When using the information criteria to select the optimal lag length, if 
 63 
 
there is any evidence of autocorrelation, one can add lags, above the number of lags 
indicated by the information criteria, until autocorrelation is removed. Adding more lags 
implies the reduction of sum of squared residuals (RSS); however, it also implies a loss 
of degrees of freedom. Adding an additional lag will only benefit the model if the reduction 
of (RSS) outweighs the reduction of degrees of freedom. This study uses the Akaike,  
Hannan-Quinn and Schwarz information criteria to select optimal lag length  
  
4.6. JOHANSEN COINTEGRATION TEST  
Cointegration is one of the techniques that was introduced, so that models that have 
nonstationary variables can be constructed in a manner that will make statistical and 
economic sense (Ssekuma 2011:2). Variables are cointegrated if they are non-stationary, 
but their linear combination is stationary. If the variables are cointegrated, it means there 
is a long-run relationship between the variables. If the variables in a VAR model have one 
or more cointegrating vectors, then Vector Error Correction Model (VECM), which 
accounts for both short-run changes and deviation from equilibrium should can be 
estimated.  There are many cointegration tests, but the present study adopts the 
Johansen cointegration test, which is most suitable for the time series data. The VAR 
model given by equation (7) must be turned into a Vector Error Correction Model (VECM) 
of the form:  
  
∆𝑦𝑡 = п𝑦𝑡−𝑘 + Γ1∆𝑦𝑡−1 + Γ2∆𝑦𝑡−2 + ⋯ + Γ𝑘−1∆𝑦𝑡−(𝑘−1) +𝑢𝑡  (9)  
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Where  
п  𝐼𝑝and Г𝑖  𝐼𝑝          (10)  
 
If the long-run coefficient matrix п has reduced rank 𝑟 ≺ 𝑛, there is 𝑛𝑥𝑟 matrices 𝛼 and 𝛽, 
with each matrix having a rank 𝑟 such that п = 𝛼𝛽′ and 𝛽′𝑦𝑡 is stationary. 𝑟 represents 
number of cointegrating relationships. The elements of 𝛼 are adjustment parameters in 
the vector error correction model (VECM) and each column of 𝛽 is a cointegrating vector.  
Before applying Johansen’s procedure, the ADF test should be performed to identify the 
order of integration of each variable. Johansen test estimates the VAR subject to п = 𝛽𝛼′ 
for different values of 𝑟 number of cointegrating vectors using the maximum likelihood 
estimator. To detect the number of cointegrating vectors, Johansen proposed two 
likelihood ratio tests namely, the trace test and the maximum eigenvalue (Brooks  
2008:351) given by:  
 𝐽𝑡𝑟𝑎𝑐𝑒               (11)  
 𝐽𝑚𝑎𝑥 = −𝑇 (1 − 𝜆 𝑟+1                (12)   
  
𝑇 is the sample size, while 𝜆 𝑖is the 𝑖𝑡ℎ largest canonical correlation. The trace test tests 
the null hypothesis of 𝑟 cointegrating vectors against the alternative hypothesis of 𝑛 
cointegrating vectors (Ssekuma 2011). On the other hand, the maximum eigenvalue tests 
the null hypothesis of 𝑟 cointegrating vectors against hypothesis of (𝑟 − 1) cointegrating 
vectors.   
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4.7. IMPULSE RESPONSE FUNCTION   
Impulse response function is one of the tools used to interpret VAR models. Impulse 
response Functions trace out the responsiveness of the dependant variables in the VAR 
shocks to each of the variables (Brooks 2008:299). Impulse response functions allow us 
to trace if changes in the value has a negative or positive effect on other variables in the 
system (Brooks 2008:299). It also allows us to know how long it would take for the effect 
of that variable to take place. For each variable from each equation, a unit shock is applied 
to the error, and the effects upon the VAR over time are identified. Impulse response 
function gives the 𝑗𝑡ℎ period response when the system is shocked by a positive one 
standard deviation.   
4.8. VARIANCE DECOMPOSITION  
Another important descriptive statistic of estimated VARs is the variance decomposition. 
The variance decomposition gives the proportion of movements in the dependent 
variables that are due to their own shocks, versus shocks to other variables (Brooks 
2008:300). A shock to a variable will of course directly affect itself, but will also be 
transmitted to all of the variables in the VAR system. It has been observed that own series 
shocks explain most of the error variance of a series in a VAR model. (Brooks 2008:301)  
4.9. GRANGER CAUSALITY   
Although there may be correlation between variables, it does not imply that there is also 
causality between the variables. The Granger Causality test finds out whether changes in 
𝑦1 causes a significant change in 𝑦2. This test was described by Granger (1969).  
According to Granger (1969), causality means the only “a correlation between the current 
value and the past values of other variables, but does not imply that movements of one 
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variable cause movements of another” (Brooks 2008:298). The assumptions underlying 
the future cannot cause the past, but the past causes the present or the future (Lin  
2008:1). If there is cointegration in the variables, there must exist causality in at least one 
direction. If in an equation 𝑦1 causes 𝑦2, it implies that lags of 𝑦1 should be significant in 
the equation for 𝑦2. In this case, it is said that there is a unidirectional causality from 𝑦1 to   
𝑦2 (Brooks 2008:298). If 𝑦2 Granger cause 𝑦1, it is said that there is a bi-directional 
causality. On the other hand, if 𝑦1 Granger causes 𝑦2, but not vice versa, it is said that 
there 𝑦1 is strongly exogenous in equation for  y2. In cases where neither set of the lags 
are significant, it is said that 𝑦1  and  𝑦2 are independent (Brooks 2008:298). Obtaining the 
results from one of the equations below should enable us to identify causality between 
the variables:  
𝐺𝐷𝑃 = 𝛼 + ∑ 𝛽1
𝑛
𝑖=1 𝑇𝐴𝑋𝑡−𝑖 + ∑ 𝛽2𝑃𝐼𝑁𝑉𝑡−𝑗
𝑛
𝑗=1 + ∑ 𝛽4𝐺𝐷𝑃𝑡−𝑗 +
𝑛
𝑗=1 ∑ 𝛽5𝐺𝐸𝑋𝑃
𝑛
𝑗=1 𝜀𝑡  (13) 
𝑇𝐴𝑋 = 𝛼 + ∑ 𝛽1
𝑛
𝑖=1 𝑃𝐼𝑁𝑉𝑡−𝑖 + ∑ 𝛽3𝑇𝐴𝑋𝑗−1
𝑛
𝑗=1 + ∑ 𝛽4𝐺𝐷𝑃𝑡−𝑗 +
𝑛
𝑗=1 ∑ 𝛽5𝐺𝐸𝑋𝑃𝑡−𝑗
𝑛
𝑗=1 𝜀𝑡  (14) 
𝑃𝐼𝑁𝑉 = 𝛼 + ∑ 𝛽1
𝑛
𝑖=1 𝐺𝐸𝑋𝑃𝑡−𝑖 + ∑ 𝛽3𝑇𝐴𝑋𝑗−1
𝑛
𝑗=1 + ∑ 𝛽4𝐺𝐷𝑃𝑡−𝑗 +
𝑛
𝑗=1 ∑ 𝛽5𝑃𝐼𝑁𝑉𝑡−𝑗
𝑛
𝑗=1 𝜀𝑡 (15) 
𝐺𝐸𝑋𝑃 = 𝛼 + ∑ 𝛽1
𝑛
𝑖=1 𝑇𝐴𝑋𝑡−𝑖 + ∑ 𝛽3𝑃𝐼𝑁𝑉𝑗−1
𝑛
𝑗=1 + ∑ 𝛽4𝐺𝐷𝑃𝑡−𝑗 +
𝑛
𝑗=1 ∑ 𝛽5𝐺𝐸𝑋𝑃𝑡−𝑗
𝑛
𝑗=1 𝜀𝑡  (16) 
  
4.10. DIAGNOSTIC TESTS  
After the model has been estimated, it is crucial to perform diagnostic tests.  These tests 
are crucial in examining whether the model selected is the appropriate one. In this study, 
the following diagnostic tests are conducted; stability test, normality test, 
heteroscedasticity and autocorrelation test.   
To test the VAR model for stability, it is required that the roots of the characteristics 
polynomials of each VAR equation be less than unity. Furthermore, normality test of the 
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models is conducted to determine if the data is normality distributed. To test for normality, 
the Jarque-Bera test is used which states the null hypothesis that the series is normally 
distributed. The alternative hypothesis on the other hand states that the series is not 
normally distributed. The null hypothesis for normality test is rejected if the calculated t-
statistic exceeds the critical value from the Chi-square distribution. Lastly, to test for serial 
correlation, the Langrage Multiplier test for is used.  The LM test for autocorrelation states 
the null hypothesis that there is no serial correlation, while the alternative hypothesis that 
there is serial correlation. The estimated models are also tested for heteroskedasticity.  
 
4.11. CONCLUSION  
This chapter outlined the research methodology adopted in this study. The theoretical 
framework is the endogenous growth theory which incorporates public expenditure 
financed by tax income. The variables included in the study are therefore selected based 
on the theoretical framework. To check the variables for stationarity, the ADF and PP unit 
root tests are used. The optimal lag length is selected based on the Akaike, Hannan Quinn 
and Schwarz information criteria. To determine long run relationship between the 
variables, the Johansen cointegration test is used. The diagnostic tests performed after 
the estimations include the VAR stability test, normality test, heteroskedasticity test and 
serial correlation test.   
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CHAPTER FIVE 
MAIN FINDINGS AND DISCUSSION 
 
5.1. INTRODUCTION  
This section presents the main findings of the study. The current chapter addresses the 
second objective of the study; to estimate the effects of fiscal policy elements on economic 
growth. The section starts by presenting the unit root test results. Following the unit root 
test results, the results for optimal lag selection are presented. Once the appropriate lag 
order has been selected, the Johansen cointegration test results are presented. After the 
cointegration test results, the VECM results are provided. The last section presents the 
diagnostic tests results.   
5.2. UNIT ROOT TEST RESULTS  
5.2.1. Trends in Variables  
This section presents the unit root test results. The first step when performing unit root 
test is to graph the variables. The graphical presentation is an informal way to check for 
stationarity, however, it is important as it enables us to identify the structural breaks and 
the trend of a particular variable. Figure 5.1 shows the trend in the variables in their level 
form. When the variables are in their level form, they demonstrate upward trend, implying 
that they are not stationary. In this form, VAR models cannot be estimated as the results 
would be spurious.   
To induce stationarity in the variables, the variables should be differenced once. The 
trends of differenced variables are present in Figure 5.2. When the variables are 
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differenced once, the variables demonstrate a mean reverting trend over time, implying 
that variables are stationary and integrated of order one 1(I)  
Figure 5.1. Trends in variables (Level form)  
 DITX GCEXP GDP 
 
 94 96 98 00 02 04 06 08 10 12 14 94 96 98 00 02 04 06 08 10 12 1 
Figure 5.2: Trends in Differenced variables  
 Differenced DITX Differenced GCEXP Differenced GDP 
 
 94 96 98 00 02 04 06 08 10 12 14 94 96 98 00 02 04 06 08 10 12 14 
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5.2.2. ADF Unit Root Test Results  
The ADF unit root test results are presented in Table 5.1 below. All the variables; real 
GDP, GEXP, PINV, TAX, GCEX, GIEXP, DITX, INDTX were tested for unit root using the 
ADF test. When performing ADF test, the trend and intercept were included in the 
equation. In level form, the null hypothesis that there is unit root is not rejected for all 
variables. The null hypothesis is only rejected when the variables are differenced once, 
implying that the variables are stationary at first difference.  
 
Table 5.1. ADF UNIT ROOT TEST RESULTS  
 Augmented Dickey-Fuller Unit Root Test   
Level   First Difference   
Variable  t-Statistic  Probability  t-Statistic  Probability  Order of 
integration  
GDP  -0.669  0.8480  -4.795***  0.0002  I (1)  
GEXP  0.383  0.9811  -8.057***  0.0000  I (1)  
GCEXP   0.341  0.9791  -8.461***  0.0000  I (1)  
GIEXP  -0.155   0.9389  -7.783***  0.0000  I (1)  
DITX  -1.220   0.6620  -3.446**  0.0122  I (1)  
INDTX  -0.699   0.8401  -5.175***  0.0000  I (1)  
TAX  -1.141   0.6954  -3.681***  0.0062  I (1)  
PINV  -0.739  0.8299  -3.804***  0.0043  I (1)  
CV (1%)  -3.512          
CV (5%)  -2.897          
CV (10%)  -2.585          
Notes: * denote rejection of the null hypothesis at 10% level of significance; **, rejection at 5% level of 
significance; ***1% level of significance.  
Critical values (CV) are obtained from Mackinnon (1996) one-sided p-value as determined by Eviews 9.5.  
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The lag lengths are selected by the Akaike Information criterion. Rejection 
Rule: reject H0  if t-statistic is less than critical values.   
  
5.2.3. Phillips-Perron Unit Root Test Results  
Table 5.2 below presents the PP unit root results. The PP unit root test results confirm 
the ADF unit root test results. All variables were tested for unit root using the PP unit root 
test. When the variables are at their level form, the null hypothesis is not at any case 
rejected. However, at first difference, all variables; GDP, GEXP, PINV, TAX, GCEX, 
GIEXP, DITX, INDTX are stationary and are therefore integrated of order one I (1) and 
the null hypothesis is rejected. With the unit root test results presented in this section, it 
thus be said that variables are integrated of the same order, which is a precondition of the 
Johansen cointegration test.  
  
Table 5.2. PP unit root test results  
 Phillips-Perron Unit Root Test   
Level   First Difference   
Variable  t-Statistic  Probability  t-Statistic  Probability  Order of 
integration  
GDP  -0.905  0.7821  -4.795***  0.0002  I (1)  
GEXP  0.309  0.9775  -7.804***  0.0000  I (1)  
GCEXP  -1.554  
0.9622  
-8.199***  0.0000  I (1)  
GIEXP  0.5012  0.9389  -7.781***  0.0000  I (1)  
DITX  -0.155  0.8261  -24.222***  0.0001  I (1)  
INDTX  -0.755  0.8785  -36.223***  0.0001  I (1)  
TAX  -0.532  0.8573  -24.364***  0.0001  I (1)  
PINV  -0.630  0.7821  -9.267***  0.0000  I (1)  
CV (1%)  -3.511          
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CV (5%)  -2.896          
CV (10%)  -2.585          
Notes: * denote rejection of the null hypothesis at 10% level of significance; **, rejection at 5% level of 
significance; ***1% level of significance.  
Critical values (CV) are obtained from Mackinnon (1996) one-sided p-value as determined by Eviews 9.5.  
The bandwidth is the Newey-West bandwidth.  
Rejection Rule: reject H0  if t-statistic is less than critical values.   
  
   
5.3. SELECTION OF OPTIMAL LAG LENGTH  
In order to use the Johansen cointegration test, it is important to select the appropriate 
lag length. In this study, the lag order selection was performed using information criteria. 
This section presents the results of lag length selection for all estimated models. Table  
5.3 presents the VAR lag order selection criteria for model 1, which includes GPD, GEXP,  
TAX and PINV.  
Table 5.3: VAR optimal lag order selection criteria, model 1  
  
   
 Lag  
   
LogL  
   
LR  
   
FPE  
         
 AIC  SC  HQ  
   
0  
   
 617.8384  
   
NA   
   
 1.40e-12  
         
-15.94385 -15.82210 -15.89515  
1   1004.903   723.8611   9.13e-17  -25.58190 -24.97312 -25.33839  
2   1041.561   64.74735   5.36e-17  -26.11848 -25.02267* -25.68017  
3   1065.651   40.04456   4.38e-17  -26.32859 -24.74576 -25.69547  
4   1108.483   66.75122    2.22e-17*  -27.02553 -24.95567 -26.19760* 
5   1123.069   21.21650   2.36e-17  -26.98881 -24.43193 -25.96608  
6   1134.073   14.86224   2.80e-17  -26.85904 -23.81513 -25.64150  
7  
  
 1157.341   29.00967*  
    
 2.46e-17  
  
 -27.04782* -23.51689 -25.63548  
      
 Notes: * indicates lag order selected by the criteria  
LR: Sequential Modified LR test  
FPE: Final Prediction Error  
AIC: Akaike information Criterion  
SC: Schwarz information Criterion  
HQ: Hannan-Quinn information criterion               
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It is important to avoid too many lags since the number of parameters grows fast with the 
lag length. The information criteria strike a compromise lag length and number of 
parameters by minimising a linear combination of the sum of residual squares as well as 
the number of parameters. The maximum lag length is set at 7 by the AIC.  When 
estimating this model, 7 lags will be used as selected by the AIC.  
   
VAR order selection criteria, model 2  
The results of lag length selection for Model 2 are presented in table 5.4 below. The 
variables for Model 2 are; GDP, GCEXP, GIEXP, TAX and PINV.   
Table 5.4: VAR optimal lag order selection criteria, model 2  
  
              
 Lag LogL LR FPE AIC SC HQ 
              
0  772.0571 NA   1.53e-15 -19.92356 -19.77136 -19.86268 
1  1212.573  812.3795  3.15e-20 -30.71617  -29.80300* -30.35091 
2  1248.383  61.38854  2.40e-20 -30.99695 -29.32281 -30.32731 
3  1277.036  45.39922  2.23e-20 -31.09185 -28.65673 -30.11782 
4  1329.126  75.76733   1.15e-20* -31.79549 -28.59939  -30.51708* 
5  1348.822  26.09054  1.41e-20 -31.65772 -27.70064 -30.07492 
6  1368.164  23.10954  1.81e-20 -31.51075 -26.79270 -29.62357 
7  1408.475   42.92869*  1.42e-20  -31.90844* -26.42941 -29.71688 
              
Notes: * indicates lag order selected by the criteria  
LR: Sequential Modified LR test  
FPE: Final Prediction Error  
AIC: Akaike information Criterion  
SC: Schwarz information Criterion  
HQ: Hannan-Quinn information criterion  
               
In this model, the lag length selected by FPE and HQ is 4, while AIC selected 7 as an 
appropriate lag length.  In estimating this model, the optimal lag length to be used is 7 as 
selected by the AIC.  
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VAR optimal lag order selection criteria, model 3  
The lag length results for model 3 are presented by table 5.5 below, which includes GDP,  
GEXP, DITX, INDTX and PINV.  
Table 5.5: VAR optimal lag order selection criteria, model 3  
  
  
  
  
  
  
  
  
   
Notes: * indicates lag order selected by the criteria  
LR: Sequential Modified LR test  
FPE: Final Prediction Error  
AIC: Akaike information Criterion  
SC: Schwarz information Criterion  
HQ: Hannan-Quinn information criterion  
  
  
In this model, SC selected 1 to be an appropriate lag length, while HQ selected 5 to be 
the appropriate lag length. The AIC selected 6 as an appropriate lag length. When 
estimating this model, 6 lags will be used.  
5.4. JOHANSEN COINTEGRATION TEST  
As mentioned, the precondition of the Johansen cointegration test is that variables must 
be cointegrated of the same order. When testing the variables for unit root, all variables 
were integrated of order I (1). Furthermore, the unit root test results indicate that the trends 
of the variables have stochastic and not deterministic trends. Therefore, the Johansen 
              
 Lag LogL LR FPE AIC SC HQ 
              
0  735.6468 NA   3.94e-15 -18.97784 -18.82564 -18.91696 
1  1147.613  759.7291  1.70e-19 -29.02890  -28.11573* -28.66364 
2  1187.419  68.23878  1.17e-19 -29.41347 -27.73932 -28.74382 
3  1217.763  48.07831  1.04e-19 -29.55229 -27.11716 -28.57826 
4  1282.942  94.80591  3.81e-20 -30.59590 -27.39980 -29.31749 
5  1320.620   49.91085*   2.93e-20* -30.92519 -26.96812  -29.34240* 
6  1347.726  32.38629  3.08e-20  -30.97989* -26.26184 -29.09271 
7  1366.251  19.72862  4.24e-20 -30.81173 -25.33270 -28.62016 
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cointegration test is conducted with the assumption that the variables do not have a 
deterministic trend. Table 5.6 presents the results of the Johansen cointegration  
test applying the trace and the maximum eigenvalue test statistics. The trace statistics 
tests the null hypothesis of r cointegrating vectors against the alternative hypothesis of n 
cointegrating vectors. On the other hand, the maximum eigenvalue tests the null 
hypothesis of r+1 cointegrating vectors.   
In model 1, cointegration is tested using 7 lags as determined by the information criteria. 
The Trace test finds that there are 4 cointegrating vectors. This implies that there exists 
a long-run relationship in the variable for model 1.  
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Table 5.6. Johansen Cointegration rank test results, Model 1  
          
Notes
 
: Trace test indicates 4 cointegrating eqn(s) at the 0.05 level
  
Max-eigenvalue test indicates 4 cointegrating eqn(s) at the 0.05 level 
   
 
   
 
* denotes rejection of the hypothesis at the 0.05 level  
**MacKinnon-Haug-Michelis (1999) p-values  
  
The Maximum-Eigen test also support the findings of the Trace test and find that there 
are 4 cointegrating vectors. Since there is evidence of cointegration, the VECM will be 
estimated.  
  
In model 2, the Trace test for model 2 rejects the null hypothesis that there are no 
cointegrating vectors and finds that there is one cointegrating vector.   
 
 
 
 
 
Trace test Maximum eigenvalue 
Hypothesized No. 
of CE(s) 
Trace 
Stat 
0.05 critical 
Value Prob.** 
Max-Eigen 
Statistic 
0.05 
Critical 
Value Prob.** 
  
  
None *  
 
 
92.93611 47.85613 0.0000 33.83380 27.58434 0.0069 
At most 1 *  
39.58545 
29.79707 0.0027 24.64225 21.13162 0.0153 
At most 2 *  
20.65417 
15.49471 0.0076 18.09538 14.26460 0.0118 
At most 3 *  
9.100067 
3.841466 0.0026 10.96087 3.841466 0.0009 
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Table 5.7. Johansen Cointegration rank test results, Model 2 
 
Notes: Trace test indicates 1 cointegrating eqn(s) at the 0.05 level 
Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level  
* denotes rejection of the hypothesis at the 0.05 level  
**MacKinnon-Haug-Michelis (1999) p-values  
 
The Maximum Eigenvalue also rejects the null hypothesis that there are no cointegrating 
vectors and also finds one cointegrating vector.  
 
The Johansen cointegration test results of the third model which includes GDP, DITX, 
INDTX, GEXP and PINV are presented in table below. The results reject the null 
hypothesis that there are no cointegrating vectors, and find that there are five 
cointegrating equations.  
  
 
Trace test Maximum eigenvalue 
Hypothesized No. 
of CE(s) 
Trace 
Stat 
0.05 critical 
Value Prob.** 
Max-Eigen 
Statistic 
0.05 
Critical 
Value Prob.** 
  
  
None *  
 
94.42073 69.81889 0.0002 65.45138 33.87687 0.0000 
At most 1 28.96936 47.85613 0.7698 15.53059 27.58434 0.7052 
At most 2 13.43877 29.79707 0.8705 8.921558 21.13162 0.8387 
At most 3 4.517211 15.49471 0.8578 4.123891 14.26460 0.8461 
At most 4 
 
0.393320 3.841466 0.5306 0.393320 3.841466 0.5306 
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Table 5.8. Johansen Cointegration rank test results, Model 3 
Notes: Trace test indicates 5 cointegrating eqn(s) at the 0.05 level 
Max-eigenvalue test indicates 5 cointegrating eqn(s) at the 0.05 level 
* denotes rejection of the hypothesis at the 0.05 level 
**MacKinnon-Haug-Michelis (1999) p-values 
 
 
 
 
 
 
Trace test Maximum eigenvalue 
Hypothesized 
No. of CE(s) 
Trace 
Stat 
0.05 critical 
Value Prob.** 
Max-Eigen 
Statistic 
0.05 
Critical 
Value Prob.** 
 
None * 
   
 
340.4448  
 
69.81889 
 
0.0001  138.2724 33.87687 0.0000 
At most 1 * 
 
202.1724  47.85613 
 
0.0000  91.41358 27.58434 0.0000 
At most 2 * 
 
110.7588  29.79707 
 
0.0000  60.90668 21.13162 0.0000 
At most 3 * 
 
49.85210  15.49471 
 
0.0000  32.59157 14.26460 0.0000 
At most 4 * 
 
17.26053  3.841466 
 
0.0000  17.26053 3.841466 0.0000 
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The Maximum-Eigenvalue also rejects the hypothesis that there are no cointegrating 
vectors. The test also finds that there are five cointegrating vectors. In all three models, 
the VECM is estimated since there is long-run relationship between the variables.  
 
5.5. VECTOR ERROR CORRECTION MODEL RESULTS  
The Johansen cointegration shows that there are cointegrating vectors in all the models, 
implying that there is a long-run relationship between GDP and fiscal policy variables in 
all the three models of the study. Since there is evidence of long-run relationship between 
fiscal policy and economic growth, the VECM is therefore estimated. In the first model, 
the Trace test of the Johansen cointegration test found 4 cointegrating equations. If there 
are 𝑟 cointegrating vectors, then at least 𝑟2 restrictions are required to identify free 
parameters in the βs or coefficients. In the first model, the restrictions are therefore 
imposed when estimating the VECM.   
These restrictions are imposed based on a priori expectations as postulated by the theory. 
As explained, government expenditure has positive impact on GDP, while taxes have 
negative impact on GDP. Further, private investment has a positive impact on GDP.  
When estimating the VECM, the following restrictions were imposed: B (1,1) =1, B (1,2) 
=1. The results of the VECM estimates are presented in table 5.9. The p-value of 0.40 
indicate that the restrictions imposed are binding. This means that government 
expenditure and private investment are relevant for growth in South Africa. In this 4-
lagged model, government expenditure enters the cointegrating equation in the 4th lag, 
however the variable is not significant.   
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The bottom part of the table shows the short-run results. Three variables, namely GDP, 
government expenditure and tax show evidence of error correction as indicated by the 
negative sign. Government expenditure shows evidence of error correction; however, the 
variable is not significant.  
The error correction term has the coefficient of 0.008, which implies that if there is 
deviation from equilibrium, only 0.8 per cent will be restored in the 4th quarter. The speed 
of adjustment coefficient is significant at 10 per cent level.  
Table 5.9. VECM results, model 1  
 
Notes: Cointegration Restrictions:   
B (1,1) = 1, B (1,2) =1  
Convergence achieved after 72 iterations. Restrictions 
identify all cointegrating vectors  
LR test for binding restrictions (rank = 1):   
Chi-square (1)   0.707971  
Probability   0.400118  
 
 
 
 
 
  
  
  
  
  
Cointegrating equation GDP (-1) GEXP (-1) TAX (-1) PINV (-1) C 
CointEq1  1.000000  1.000000 -0.070953 -1.151579 -6.302530 
   (0.17493)  (0.36863)  (0.96070) 
   [-0.40562] [-3.12396] [-6.56033] 
Error Correction:   GDP (-3) GEXP (-4) TAX (-2)  PINV (-1)  
CointEq1 -0.007887* -0.020616 -0.18312***  0.054913  
  (0.00433)  (0.01494)  (0.04425)  (0.02015)  
 [-1.82003] [-1.38024] [-4.13791] [ 2.72572]  
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The results for model 2 are presented in table 5.10. This model disaggregates government 
expenditure into consumption and investment expenditure. The cointegration test for this 
indicated that this model has 1 cointegrating vector. The model is therefore estimated 
without imposing any restrictions.   
  
Table 5.10. VECM results, model 2  
Cointegrating 
equation  
GDP (-1)  GCEXP (-1)  GIEXP (-1)  PINV (-1)  TAX (-1)  C  
  
CointEq1  
  
 1.000000  
  
-0.503645  
  
 0.194609  
  
-0.278152  
  
-0.085194  
  
-2.692037  
     (0.10133)   (0.08189)   (0.08590)   (0.04074)    
    [-4.97028]  [ 2.37659]  [-3.23826]  [-2.09103]    
Error 
Correction:  
GDP (-3)  GCEXP (-2)  GIEXP (-1)  PINV (-1)  TAX (-2)    
CointEq1  -0.06294*   0.482207  -0.393899   0.101943  -0.351775    
   (0.03676)   (0.14740)   (0.32372)   (0.19017)   (0.37847)    
  [-1.71256]  [ 3.27149]  [-1.21677]  [ 0.53606]  [-0.92947]    
              
  
The long run results of the cointegrating equation indicate that government investment 
expenditure is negatively related with GDP, and the impact is significant. Finding a 
negative relationship between government investment expenditure and GDP is not 
consistent with a priori expectation. However, the empirical literature provides evidence 
that there are some instances where excessive government investment expenditure may 
have adverse impact on GDP. Studies such as those by Devarajan et al. (1996) and Derin 
(2003) find that excessive government investment expenditure may have negative results.  
In South Africa, over the recent period government capital expenditure has been 
declining, while government consumption and interest expenditure has been increasing. 
The debt service cost remains fairly high relative to capital expenditure.   
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Government investment expenditure enters the cointegration equation in the first lag, and 
shows evidence of error correction. Although the variable shows evidence of error 
correction, the variable is not statistically significant. Further, taxes also show evidence 
of error correction, but not significant.  The speed of adjustment coefficient of 0.06 indicate 
that if there is deviation from equilibrium, 6 per cent will be restored in the third quarter.  
The speed of adjustment coefficient is significant at 10 per cent level.   
  
  
Table 5.11. VECM results, model 3  
Cointegrating 
equation  
GDP (-1)  INDTX (-1)  DITX (-1)  PINV (-1)  GEXP (-1)  c  
CointEq1  1.000000  0.000000  1.000000   26.31036  -30.49984   44.66634  
CointEq2  1.000000  0.000000  1.000000   6.242422  -5.540483  -0.580389  
CointEq3  1.000000  0.000000  1.000000  -7.894578  11.19573  -26.59708  
Error  
Correction:  
GDP (-2)  INDTX (-1)  DITX  PINV (-1)  GEXP (-2)    
CointEq1   0.004908  -0.072024   0.027430   0.010239   0.008571    
   (0.00124)   (0.02686)   (0.02544)   (0.00667)   (0.00462)    
  [ 3.96411]  [-2.68141]  [ 1.07831]  [ 1.53553]  [ 1.85633]    
CointEq2  -0.0105***   0.135408   0.106841  -0.024638  -0.03147**    
   (0.00459)   (0.09953)   (0.09426)   (0.02471)   (0.01711)    
  [-2.30120]  [ 1.36046]  [ 1.13347]  [-0.99715]  [-1.83965]    
CointEq3  -0.001522   0.070290   0.089400  -0.016917  -0.010333    
   (0.00191)   (0.04136)   (0.03917)   (0.01027)   (0.00711)    
  [-0.79827]  [ 1.69949]  [ 2.28242]  [-1.64763]  [-1.45342]    
Cointegration Restrictions:   
 B (1,1) =1, B (1,2)=0, B(1,3)=-1, B(2,1)=1, B(2,2)=0, B(2,3)=-1, B(3,1)=1, B(3,2)=0, B(3,3)=-1 Maximum 
iterations (500) reached.  
Not all cointegrating vectors are identified  
LR test for binding restrictions (rank = 4):   
Chi-square (3)   10.14192  
Probability   0.017397  
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The third model disaggregates taxes into distortionary and non-distortionary taxes. In this 
model, there were more than two cointegrating equations, therefore to identify the true 
cointegrating equation the restrictions were imposed when estimating. The restrictions 
are imposed on all cointegrating equations, and the results are shown in Table 5.11. The 
results show that the second cointegrating equation is the true equation which is 
significant. The probability value of this model is 0.02, which is less than the standard  
0.05. It can thus be said that the restriction imposed in this model are not binding.   
 
The error correction results indicate that indirect taxes show evidence of error correction, 
however the variable is not statistically significant.  Indirect taxes enter the cointegration 
equation in the first lag. The error correction term has the coefficient of 0.01, which implies 
that is there is deviation from equilibrium, only 1 per cent will be restored in the second 
quarter. The error correction term is significant at 5 per cent level.  
   
5.6. IMPULSE RESPONSE FUNCTIONS  
This section presents impulse response functions for the VECM models estimated. In the 
VAR environment, with a finite and invariant mean and variance, the effects of a shock to 
each variable die out over time, however, in the cointegrating VECM, the effects do not 
always die out. In cases where the effect of a shock dies out over time, the shock is said 
to be transitory, while a shock which does not die out is said to be permanent.  Although 
the shocks to all variables are presented, the analyses of impulse response functions 
focus solely on how GDP responds when fiscal variables are shocked.   
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Figure 5.3 presents the impulse response for model 1. A one standard deviation shock in 
total government expenditure decreases GDP by a significant magnitude after the second 
quarter. The effect is persistent even in the long-run. These findings are not consistent 
with the endogenous growth theory which postulates that government spending is 
positively related with economic growth. However, this model is estimated at an aggregate 
level, without disaggregating government expenditure into productive or non-productive.  
Further, a one standard deviation shock in aggregate taxes decreases GDP slightly in the 
first 5 quarters. However, after the sixth quarter, the effect of a shock in total taxes is 
positive, and lasts permanently. In this model, a shock in private investment has a 
negative and persistent effect on GDP.   
 Figure 5.3. Impulse response functions, model 1  
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In model 2, when government expenditure is disaggregated into consumption and 
investment expenditure, a one standard deviation shock to government consumption 
expenditure increases GDP by 0.03 per cent in the 2nd quarter, this effect is persistent 
and last until the 10th quarter. On the other hand, a one standard deviation shock to 
government investment expenditure has a negative and permanent effect on GDP. A one 
standard deviation shock to government investment expenditure decreases GDP by 0.24 
per cent in the 6th quarter, which is significant. Finding government investment 
expenditure to have a negative relationship is not consistent with the endogenous growth 
theory as the theory advocates a government to expend resources in productive areas 
(such as capital formation). Empirical literature however shows that there are some 
instances where government capital expenditure can result in negative growth; if the 
government excessively spend more on capital, on the expense of current expenditures. 
These findings support those of Devarajan et al. (1996) and Derin (2003). In this model, 
the response of GDP to private investment innovations is negative, but in the 7th quarter, 
the response returns to equilibrium. After the 8th quarter the GDP response is positive and 
lasts up to the 10th quarter.   
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Figure 5.4: Impulse response functions, model 2  
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Figure 5.5: Impulse response functions, model 3  
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In model 3, a positive one standard deviation shock to indirect taxes has a positive and 
permanent effect on GDP. A one standard deviation shock to indirect taxes increase GDP 
by 0.14 per cent in the 4th quarter. The effect of this shock increases GDP further to 0.26 
per cent in the 10th quarter. This results supports the findings by (Barro 1990) that indirect 
taxes are non-distortionary to the economy. On the other hand, a one standard deviation 
shock to direct taxes slightly decreases GDP by 0.08 per cent in the 4th quarter. After the 
8th quarter, the responses of GDP to tax innovation shock return to equilibrium and last 
up to the 10th quarter. These findings of negative impact of direct taxes on economic 
growth is in line with the endogenous growth theory, which when taxes are disaggregated 
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into distortionary and non-distortionary, postulates that distortionary taxes are detrimental 
to the economy.   
5.7. VARIANCE DECOMPOSITION  
This section presents the variance decomposition. Variance decompositions separate the 
proportions of own shocks as well as the shock to other variables. Table 5.12 shows the 
variance decomposition for the first model for 10 periods. Looking at the fourth quarter, 
which is the short run, GDP accounts for 96.3 per cent of its own shock. During the same 
quarter, a shock to government expenditure causes 2.0 per cent of fluctuation in GDP. A 
shock to private investment causes a 1.61 per cent fluctuation in GDP. A shock in taxes 
only account for 0.02 per cent fluctuation in the 4th quarter.   
In the long run or quarter 10, GDP accounts for 87.83 per cent of its own shock. 
Government expenditure accounts for almost 10 per cent per cent variation in GDP series, 
which is significant. A shock in private investment causes 2.07 per cent fluctuation in 
GDP. Lastly, a shock in taxes causes an insignificant 0.12 per cent fluctuation in GDP 
series.  
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Table 5.12: Variance decomposition, model 1  
   
 
Period  
    
S.E.  
   
GDP  
   
GEXP  
   
 TAX     
PINV  
  
  1    
  
0.002228     
  
100.0000     
  
0.000000      
  
0.000000      
  
0.000000   
  2    0.004058   99.70973   0.001167   0.021373    0.267734  
  3    0.005951   98.38023   0.584417   0.010322    1.025028  
  4    0.007673   96.34067   2.028438   0.015623    1.615269  
  5    0.009237   94.17127   3.464461   0.019693    2.344571  
  6    0.010562   92.48345   5.052682   0.025053    2.438819  
  7    0.011771   90.87670   6.757354   0.025089    2.340853  
  8    0.012842   89.71693   8.068641   0.045245    2.169183  
  9    0.013763   88.75758   9.077376   0.068630    2.096419  
 10   0.014591   87.82511   9.984587   0.116942    2.073362  
            
              
In model 2, GDP accounts for 87.2 per cent of its own shock in quarter 4, while 
government consumption expenditure accounts for 0.35 per cent. A shock in government 
investment expenditure accounts for a significant shock of 10.21 per cent in variation for 
GDP, while shock in taxes does not account for a significant variation, with only 1.77 per 
cent variation in the GDP series.   
In the 10th quarter, GDP accounts for 72.45 per cent variation of its own shock. 
Government consumption expenditure accounts for 0.23 per cent of variation in GDP 
series. In the long run government investment expenditure accounts for 24.52 per cent of 
variation in GDP series, which is significant.  Taxes account for 2.53 per cent of variation 
in the GDP series in the long run.   
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Table 5.13: Variance decomposition, model 2  
    
Period  
   
S.E.  
   
GDP  
   
GCEXP  
   
GIEXP  
   
PINV  
   
TAX  
  
  1    
  
0.002059     
  
100.0000     
  
0.000000     
  
0.000000     
  
0.000000     
  
0.000000   
  2    0.003728   95.40630   0.496814   2.931202   0.283689   0.881995  
  3    0.005429   91.46695   0.435995   6.384979   0.413449   1.298631  
  4    0.006975   87.21422   0.354546   10.21285   0.444327   1.774062  
  5    0.008354   83.40868   0.312765   13.72910   0.346481   2.202970  
  6    0.009588   80.21381   0.299037   16.80640   0.263334   2.417428  
  7    0.010722   77.68527   0.281753   19.33693   0.227138   2.468912  
  8    0.011786   75.62607   0.259095   21.39835   0.218149   2.498334  
  9    0.012796   73.90448   0.239718   23.09469   0.234666   2.526438  
 10   0.013758   72.45771   0.225991   24.51839   0.267326   2.530580  
  
In model 3, GDP accounts for 85.17 per cent of its own shock in the 4th quarter. Indirect 
taxes account for 6.37 per cent variation in the GDP series. Direct taxes account for 1.81 
per cent of variation, while private investment accounts for only 0.65 per cent.   
In the 10th quarter, GDP accounts for 75.04 per cent of its own shock, Indirect taxes 
account for 13.57 per cent of the variation in GDP. Direct taxes only accounts for 1.88 
variation in GDP series, which is less significant relative to indirect tax. Private investment 
accounts for an insignificant proportion of 1.06 per cent.  
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Table 5.14: Variance decomposition, model 3  
     
         
                        
 Period S.E.  GDP  INDTX  DITX  PINV  GEXP  
     
         
1 0.002138  100.0000  0.000000  0.000000  0.000000   0.000000    
2 0.004025  94.71245  4.098771  0.987607  0.008296  0.192876  
3 0.006006  92.22950  5.130809  1.425199  0.192323  1.022168  
4 0.007828  88.75878  6.374824  1.806999  0.650168  2.409234  
5 0.009565  85.17457  7.350237  2.328394  1.628503  3.518291  
6 0.011069  82.85880  8.296654  2.522094  1.869342  4.453110  
7 0.012481  80.51515  9.265565  2.405099  1.673574  6.140610  
8 0.013739  78.52401  10.69505  2.204975  1.392322  7.183643  
9 0.014858  76.51148  12.30433  2.053433  1.190512  7.940245  
10 0.015817  75.03090  13.57024  1.884294  1.062147  8.452422  
 
  
5.8. GRANGER CAUSALITY TEST RESULTS   
This section presents the Granger causality test results for the estimated models. 
According to Granger Causality, if there is cointegration, there must exist causality at least 
in one direction. Table 5.15 shows Granger causality test results for model 1. Model 1 has 
three explanatory variables; therefore, each variable becomes a dependent variable. In 
Table 5.15 the null hypothesis that government expenditure cannot cause GDP cannot 
be rejected as shown by the p-value which is more than 5 per cent. Further, we fail to 
reject the null hypothesis that private investment causes GDP. There is also evidence 
that taxes do not Granger cause GDP.   
 When government expenditure is the dependent variable, there is causality running from 
GDP to government expenditure. The null hypothesis that GDP cannot cause government 
expenditure is rejected at 1 per cent level of significance. This means that when GDP 
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decreases/increases, so does government expenditure. Further, we fail to reject the null 
hypothesis that taxes cannot Granger cause government expenditure.   
In Table 5.15, it is shown that the null hypothesis that GDP does not Granger cause 
private investment is rejected at 1 per cent level of significance, implying that GDP 
influences private investment. Further, there is evidence that government expenditure 
does not Granger cause private investment. However, there is causality running from 
taxes to private investment. The null hypothesis that taxes do not Granger cause private 
investment is rejected at 1 per cent level of significance.   
  
Table 5.15. Granger Causality test results, model 1  
 Independent Variable 
Dependent 
Variable 
D(GDP) D(GEXP) D(TAX) D(PINV) 
D(GDP) -  3.610610 
(0.6067) 
1.584488 
(0.9031) 
4.319973 
(0.5043) 
D(GEXP) 23.49920*** 
(0.0003) 
- 6.239865 
(0.2836) 
4.298544 
(0.5073) 
D(TAX)  8.688615 
(0.1221) 
 5.228779 
(0.3886) 
-  4.740161 
(0.4484) 
D(PINV) 23.51802*** 
(0.0003) 
 2.392892 
(0.7925) 
15.03665 
(0.0102) *** 
- 
Notes:  the values are chi-square statistics,  
Number in parentheses are values of probability  
* denote rejection of the null hypothesis at 10% level of significance; **, rejection at 5% level of 
significance; ***1% level of significance. 
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The results for model 2 are presented in table 5.16. When GDP is a dependent variable, 
neither of the variables Granger causes GDP.   
When government expenditure is disaggregated into government consumption and 
investment, there is a causal relationship running from private investment to government 
consumption expenditure. The null hypothesis that private investment does not Granger 
cause government consumption expenditure is rejected at 5 per cent level of 
significance. In this model, there is also a causal relationship running from GDP to 
government investment expenditure. The null hypothesis that GDP does not Granger 
cause government investment expenditure is rejected at 5 per cent level of significance. 
Although there is no bi-directional causality between GDP and government investment 
expenditure, there is evidence that a change in GDP influences how the government 
spends on investment expenditure.  
 
Further in model 2, there is a causal relationship running from GDP to private investment. 
The null hypothesis that GDP cannot cause private investment is rejected at 1 per cent 
level of significance. This causal relationship is expected; as real GDP changes, so does 
private investment expenditure. There is also evidence that taxes Granger cause private 
investment. The null hypothesis that taxes do not Granger cause private investment is 
rejected at 1 per cent level of significance. There is also a causal relationship running 
from private investment to taxes. The null hypothesis that private investment does not 
Granger cause tax is rejected at 1 per cent significance level.   
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Table 5.16. Granger Causality test results, model 2  
Notes:  the values are chi-square statistics,  
Number in parentheses are values of probability  
* denote rejection of the null hypothesis at 10% level of significance; **, rejection at 5% level of 
significance; ***1% level of significance. 
       
      
In model 3, with GDP as a dependent variable, neither of the variables Granger causes 
GDP. When taxes are disaggregated into direct and indirect taxes there is a causal 
relationship running from GDP to indirect taxes. The null hypothesis that GDP does not 
Granger cause indirect taxes is rejected at 10 per cent level of significance.  
 
 
 
 
 Independent Variable 
Dependent 
Variable 
D(GDP) D (GCEXP D(GIEXP) D(TAX) D(PINV) 
D(GDP) - 1.676696 
(0.4324) 
 2.512774 
(0.2847) 
1.810852 
(0.4044) 
3.522289 
(0.1718) 
D(GCEXP  4.530861 
 (0.1038) 
- 0.534325 
(0.7655) 
 0.863770 
(0.6493) 
 6.757552*** 
(0.0341) 
D(GIEXP) 6.613602 
(0.0366) *** 
0.132075 
(0.9361) 
- 1.468947 
(0.4798) 
 0.936284 
(0.6262) 
D(TAX) 1.814126 
(0.4037) 
0.977606 
(0.6134) 
0.219638 
(0.8960) 
- 51.94616 
(0.0000) *** 
D(PINV) 42.80006 
(0.0000) *** 
3.839156 
 (0.1962) 
3.257336 
(0.1962) 
30.06040 
 (0.0000) *** 
- 
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When private investment is a dependent variable, the null hypothesis that GDP does not 
Granger cause private investment is rejected at 1 per cent level of significance. There is 
also a causal relationship running from indirect taxes to private investment. The null 
hypothesis that indirect taxes does not Granger cause private investment is rejected at 5 
per cent level of significance. Further, there is a causal relationship running from direct 
taxes to private investment. The null hypothesis that direct taxes do not Granger cause 
private investment is rejected at 1 per cent level of significance. There is also evidence of 
a causal relationship running from government expenditure to private investment. The null 
hypothesis is rejected at 10 per cent level of significance.  
 
In model 3, there is a causal relationship running from GDP to government expenditure. 
The null hypothesis is rejected at 1 per cent level of significance. Further, there is 
evidence of a causal relationship running from indirect taxes to government expenditure. 
The null hypothesis that indirect taxes do not Granger cause government expenditure is 
rejected at 5 per cent level of significance. Although direct taxes contribute a larger 
proportion of government total tax income, there is evidence that changes in indirect taxes 
influence government expenditure.  
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Table 5.17. Granger Causality test results, model 3  
 Notes:  the values are chi-square statistics,  
Number in parentheses are values of probability  
* denote rejection of the null hypothesis at 10% level of significance; **, rejection at 5% level of 
significance; ***1% level of significance. 
    
   
          
 
 
 
 
 
 
 
 
 Independent Variable 
Dependent 
Variable 
D(GDP) D(INDTX) D(DITX) D(PINV) D(GEXP) 
D(GDP) - 9.480205 
(0.1483) 
5.868175 
(0.4381) 
10.53090 
(0.1304) 
 9.166323 
(0.1644) 
D(INDTX)  11.40253 
(0.0767) * 
- 3.421099 
(0.7544) 
10.53090 
(0.1040) 
8.067560 
(0.2332) 
D(DITX) 6.019411 
 (0.4210) 
3.837220 
(0.6987) 
- 5.714976 
 (0.4559) 
9.197918 
(0.1627) 
D(PINV) 26.46342 
(0.0002) *** 
12.37500 
(0.0541) ** 
30.81913 
(0.0000) *** 
- 11.36690 
(0.0777) * 
D(GEXP) 19.16895 
(0.0039) *** 
13.46884 
(0.0362) ** 
6.783879 
 (0.3413) 
6.075496 
0.4148 
- 
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5.9. DIAGNOSTIC TESTS  
After the VECM model is fitted, it is important to check the robustness of the model. In 
this study, the diagnostic tests conducted to check the models for robustness are; 
normality test, serial correlation test, heteroskedasticity test and stability test. The 
normality test was conducted to check whether the residuals follow the normal 
distribution. For normality, the results of the Jarque-Bera test are reported. Further, LM 
serial correlation test is conducted to check if there is evidence of serial correlation among 
the variables. The white heteroskedasticity test results are also presented. Finally, the 
VAR stability test are presented.  
For model 1, the Jarque-Bera t-statistic is 11.9, with the probability of 0.15 which is more 
than the standard 0.05. This confirms that the residuals are normally distributed. The 
model was also subject to LM serial correlation test. The LM-stat is 13.5 and the 
corresponding probability value is 0.63, which is more than 0.05. This shows that there is 
no first order serial correlation. Lastly, the heteroskedasticity test was conducted, which 
showed the probability value of 0.16, which confirms that there is no heteroskedasticity. 
The normality test for model 2 has the Jarue-Bera of 17.51 which exceeds the critical 
values of any reasonable significance level. It can thus be said that the residuals do not 
follow a normal distribution. Further, the LM serial correlation test, has the probability of 
0.19 which shows that there is no evidence of serial correlation.  Further, the 
heteroskedasticity test has the probability of 0.33, which confirms that there is no 
evidence of heteroskedasticity.  
The Jarque-Bera results for model 3 have the probability value of 0.08, indicating that the 
residuals are not normally distributed. Further, the probability value of the LM serial 
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correlation of 0.29 indicates that there is no serial correlation. The results for the 
heteroskedasticity test have a probability of 0.69, which confirms that there is no 
heteroskedasticity. The stability test results are shown in Appendix A. All models meet 
stability conditions as shown by the variables lags falling within the unit root circle.   
 
5.10. CONCLUSION  
This chapter examined the relationship between fiscal policy and economic growth as 
specified in the introductory section. First, the variables were checked for unit root. Both 
the ADF and the PP unit root tests confirmed that all variables were not stationary at level 
form, but became stationary when first difference is applied. It can thus be said that the 
variables are integrated of order 1 I(1). Second, the optimal lag length was selected, as 
determined by the information criteria. The Johansen cointegration test was used to check 
if the variables are cointegrated. There was cointegration for all three models estimated. 
Since there was cointegration in the variables, the VECM was estimated to examine the 
long-run relationship between the GDP and fiscal policy variables.   
The results of the study as shown by the impulse response functions reveal that when the 
variables are at their aggregate level, government expenditure and private investment 
have negative relationship with economic growth even in the long-run. Further, when 
government expenditure is disaggregated into consumption and investment expenditure, 
the results reveals that government consumption expenditure has a positive relationship 
with GDP, while investment expenditure has a negative relationship with GDP. Further, 
when taxes are disaggregated into direct and indirect taxes, the results show that direct 
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taxes have negative relationship with GDP, while indirect taxes have positive and 
significant impact on GDP.   
  
After estimating the VECM, variance decomposition was used to further examine the 
relationship between fiscal policy variables and economic growth. Granger causality test 
was carried out to identify the direction of causality among the variables. Lastly, the 
diagnostic tests were conducted to ensure that the models estimated are robust. The 
diagnostic tests reveal that the models estimated are robust.   
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CHAPTER SIX  
SUMMARY, CONCLUSIONS, POLICY RECOMMENDATION AND LIMITATION OF 
THE STUDY  
 
6.1. SUMMARY AND CONCLUSIONS OF THE STUDY  
The research on whether fiscal policy affects economic growth has gained prominence 
over the past decades. The literature on this subject however is still limited. This study 
sought to contribute to the literature by examining the relationship between fiscal policy 
and economic growth in South Africa for the period 1994 to 2014.   
Since 1994, the performance of South Africa’s fiscal policy and the general economy has 
been mixed. When the RDP was introduced in 1994, the conventional fiscal balance was 
4.5 per cent as a share of GDP. As a result of government fiscal consolidation, 
government reduced the conventional fiscal balance reduced to 1.9 per cent as a share 
of GDP. The economy grew at an average of 3.15 per cent.  
The focus of RDP was mainly to address social disparities. The RDP was introduced in a 
volatile environment which was clouded by high budget deficit, slow economic growth as 
well as high unemployment rates. The GEAR strategy was introduced in 1996 to 
complement the RDP, but working as an economy stabiliser. During the GEAR period, 
budget deficit reduced significantly. Moreover, inflation rates reduced dramatically as a 
result of introduction of inflation targeting. GEAR was criticized however for not reducing 
high unemployment rates. As a result, AsgiSA was introduced.  
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During AsgiSA, period, the economy grew at an average rate of 3.01 per cent per annum, 
which is less than the average growth rate during the RDP and GEAR.  During the AsgiSA 
period however, there was a noticeable decline in unemployment rates, although not 
reaching the envisaged target. Since the implementation of NDP, economic growth has 
been growing at a slow rate, while unemployment rates remain high. Budget deficit is also 
widening. The slow growth rate can be attributed to low commodity prices in recent 
periods.   
In this study, three growth theories were reviewed, namely; the classical growth theory, 
the neoclassical growth theory and the endogenous growth theory. The classical growth 
theory assert that the economy is intrinsically stable and that factors of production are the 
essence of economic growth, Further, the classical growth theory postulates that 
government should not intervene in the economy since it leads to market failures. The 
neoclassical growth theory on the other hand suggests that labour and capital are the two 
factors required for growth. Further, the neoclassical growth theory is built on the concept 
of diminishing returns. The neoclassical growth theory postulate that the government 
should intervene in the economy in the form of demand management.  
The endogenous growth theory postulates that economic growth is driven by endogenous 
factors. The endogenous growth theory emphasises that investment in human capital, 
innovation and knowledge are important factors driving the economy. According to the 
endogenous growth theory, fiscal policy affects both the level and the steady state growth 
rate. The theory disaggregates government expenditure into productive and non-
productive, while taxes are disaggregated into distortionary and non-distortionary. The 
hypothesis of the endogenous growth theory regarding fiscal policy is that government 
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non-productive expenditure has a neutral effect on growth, while productive expenditure 
has positive impact on growth. Further, the theory asserts that non-distortionary taxes 
have neutral effect on economic growth, while distortionary taxes have detrimental effect 
on economic growth.   
The theoretical framework of this study is based on the endogenous growth theory. The 
econometric technique used to estimate the relationship between fiscal policy and 
economic growth is the VAR and Granger causality. Three models were estimated. The 
variables included in the first model are GDP, as a dependant variable, total government 
expenditure, total taxes and private investment. The second model has GDP as a 
dependent variable, however disaggregates government expenditure into consumption 
and investment expenditure. Private investment and total taxes also enters the second 
model. The third model includes GDP, government expenditure, direct taxes, indirect 
taxes and private investment.   
All variables were tested for unit root using the ADF and PP unit root tests. All variables 
were not stationary in their level form, but were stationary when first difference was 
applied. This implies that the variables are integrated of the same order. Further, the 
optimal lag length was selected as determined by the information criteria. To check 
whether the variables are cointegrated, the Johansen cointegration test was used. In all 
models, there was evidence of cointegration, implying that there is a long run relationship 
between fiscal variables and economic growth. Because there was evidence of 
cointegration, the VECM was estimated.  
The VECM results of the first model show that government expenditure has a negative 
and significant effect on GDP. Further in model 1, taxes and private investment have 
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negative effect on GDP. When government expenditure is disaggregated into 
consumption and investment expenditure, the results of the study indicate that 
government consumption expenditure has a positive impact on GDP, while investment 
expenditure has a negative and significant impact on GDP. This finding however is not 
consistent with the endogenous growth theory, which postulates that government 
investment has a positive impact on economic growth. In model 3, the results of the study 
reveal that indirect taxes have a positive but insignificant impact on GDP, while direct 
taxes have negative and significant impact on economic growth.  
The Granger causality result test of this study indicates that GDP Granger causes 
government expenditure. Further, there is also evidence that taxes Granger cause 
government expenditure. The Granger causality test results of also show that GDP 
Granger causes government investment expenditure. Further, there is evidence that GDP 
Granger causes private investment. 
   
6.2. POLICY IMPLICATIONS AND RECOMMENDATIONS  
The findings of this study raise major policy implications which may strengthen South 
Africa’s fiscal policy. When government expenditures and taxes are not disaggregated, 
the results are not consistent with economic theory. However, when taxes are 
disaggregated into direct and indirect taxes, the results differ. Indirect taxes have positive 
relationship with economic growth. Because direct   taxes have negative relationship on 
economic growth, while indirect taxes have positive impacts, it can thus be recommended 
that the government should formulate the tax policy in a manner that promotes growth. 
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High marginal direct taxes deter economic growth, and may at some point encourage tax 
evasion.   
Further, when government expenditure is disaggregated into consumption and 
investment expenditure, government consumption expenditure has positive effect on 
economic growth, while investment expenditure has a negative impact on economic 
growth. In this regard, it can thus be recommended that government should enhance the 
economy through current expenditure, and not misallocate the funds in favour of capital 
expenditure, while sacrificing current expenditure.   
6.3. LIMITATIONS OF THE STUDY AND AREAS FOR FUTURE RESEARCH  
The lack of generally accepted theoretical framework to guide empirical research has 
been a drawback to this study. There is no generally accepted theory in terms of which 
expenditures can be classified as productive or non-productive.  The empirical literature 
has been heavily relying on government capital expenditure as a proxy for government 
productive expenditure. However, other studies that have included government 
expenditures such as human capital have found that government expenditure on human 
capital can be classified as productive expenditure. In South Africa, there is no quarterly 
time series data on government expenditure in human capital. The expenditure on human 
capital in South Africa is only recorded on an annual basis.   
This study examined the relationship between fiscal policy and economic growth in South 
Africa. The findings of this study confirm that there exists a long-run relationship between 
fiscal policy variables and economic growth in South Africa. Should the data become 
available, future studies should improve on this study by further disaggregating 
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government expenditures as empirical literature shows that there are other areas of 
government expenditure that can be classified as productive, e.g. expenditure on human 
capital. Further, future studies can advance this study by modelling the impact of fiscal 
policy volatility on economic growth, and not just the relationship between the variables.  
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Appendix A: VECM stability test results  
  
Inverse Roots of AR Characteristic Polynomial 
 
  
Inverse Roots of AR Characteristic Polynomial 
 
Inverse Roots of AR Characteristic Polynomial 
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