Abstract.-Phylogenies are usually dated by calibrating interior nodes against the fossil record. This relies on indirect methods that, in the worst case, misrepresent the fossil information. Here, we contrast such node dating with an approach that includes fossils along with the extant taxa in a Bayesian total-evidence analysis. As a test case, we focus on the early radiation of the Hymenoptera, mostly documented by poorly preserved impression fossils that are difficult to place phylogenetically. Specifically, we compare node dating using nine calibration points derived from the fossil record with total-evidence dating based on 343 morphological characters scored for 45 fossil (4-20% complete) and 68 extant taxa. In both cases we use molecular data from seven markers (∼5 kb) for the extant taxa. Because it is difficult to model speciation, extinction, sampling, and fossil preservation realistically, we develop a simple uniform prior for clock trees with fossils, and we use relaxed clock models to accommodate rate variation across the tree. Despite considerable uncertainty in the placement of most fossils, we find that they contribute significantly to the estimation of divergence times in the total-evidence analysis. In particular, the posterior distributions on divergence times are less sensitive to prior assumptions and tend to be more precise than in node dating. The total-evidence analysis also shows that four of the seven Hymenoptera calibration points used in node dating are likely to be based on erroneous or doubtful assumptions about the fossil placement. With respect to the early radiation of Hymenoptera, our results suggest that the crown group dates back to the Carboniferous, ∼309 Ma (95% interval: 291-347 Ma), and diversified into major extant lineages much earlier than previously thought, well before the Triassic. [Bayesian inference; fossil dating; morphological evolution; relaxed clock; statistical phylogenetics.]
In recent years, divergence time estimation has become increasingly prominent in evolutionary biology. Methodological and empirical advances now allow time trees to be estimated more accurately than ever before. At the same time, biologists have discovered that the relative timing of different events provides crucial information in the study of many evolutionary phenomena.
Originally, phylogenies were dated by assuming a constant molecular clock, the rate of which could be estimated by reference to the fossil record (Zuckerkandl and Pauling 1962) . Since then, divergence time estimation has become much more sophisticated. Numerous studies have shown that the rate of molecular evolution varies significantly over time and among lineages, and it is now standard practice to accommodate such rate variation using relaxedclock models (Drummond et al. 2006; Lepage et al. 2007; Linder et al. 2011; Thorne et al. 1998; Thorne and Kishino 2002) . The calibration of the trees has also improved considerably. Instead of relying on a single-point estimate of the clock rate, it is now common to use multiple calibration points derived from the fossil record, each of which is associated with a probability distribution summarizing the available information (Yang and Rannala 2006) . Increasingly, such complex data sets are being analyzed with Bayesian methods, which provide a unifying framework for accommodating multiple sources of uncertainty.
Despite these advances, the current method of extracting dating information from the fossil record by postulating a number of calibration points, an approach we refer to as "node dating," is far from ideal. First, the calibration data must be associated with fixed nodes in the tree, despite the fact that we do not know any of the nodes with absolute certainty. This may result in artifacts in the dating analysis, such as exaggerated confidence in the tree topology and the resulting age estimates. To avoid constraining the tree, one can attach the calibration information to the most recent common ancestor of some named terminal taxa instead. If there is topological uncertainty, however, this results in the calibration information floating around in the tree in a manner that is unlikely to reflect the uncertainty in the placement of the calibration fossil.
Second, node dating only extracts calibration information from the oldest fossil assigned to a particular group, as younger fossils from the same group do not provide any additional information on the minimum age of the calibrated node. Moreover, many 974 SYSTEMATIC BIOLOGY VOL. 61 of the more poorly preserved fossils are excluded from the analysis from the outset because their placement cannot be inferred with sufficient certainty. For node dating, one thus often ends up discarding most of the information preserved in the fossil record (but see Marshall 2008) .
Third, the raw data from the fossil record-the ages of the fossils and their morphology-must be translated into appropriate probability distributions for the ages of the calibrated nodes, a process that is not straightforward (Parham et al. 2012) . Even if the phylogenetic position of a fossil can be determined beyond any reasonable doubt, it is likely to sit on a side branch of some unknown length rather than directly on the calibration node itself. Thus, the fossil only provides a minimum age, and it remains unclear how the information available in the morphological characters about the period between the calibration point and the formation of the fossil can be translated into a probability distribution for the age of the calibrated node. Thus, it is difficult to design these probability distributions properly, even though it has been shown that they often have a huge influence on the analysis, resulting in divergence time estimates that can vary by hundreds of million years (Warnock et al. 2011) .
Some of the problems with node dating can be alleviated by using multiple calibration points with "soft boundaries," that is, probability distributions without hard upper or lower limits (Yang and Rannala 2006) . Another possibility is to use cross-validation techniques to identify and remove inconsistent calibration nodes (Near et al. 2005; Near and Sanderson 2004; Rutschmann et al. 2007 ). Nevertheless, node dating still relies heavily on indirect ad hoc translation of the fossil record into appropriate calibration points.
A more satisfactory way of addressing fossil affinities is to treat the actual character evidence in a phylogenetic context. Several studies have analyzed fossil and recent taxa together, using combined morphological and molecular data, to study the placement of the fossils and their impact on the topology estimates for the recent taxa (Lee et al. 2009; Manos et al. 2007; Matallón 2010; Wiens et al. 2010) . However, these studies were not intended to result in calibrated trees, or if they were, they only used the inferred placements of the fossils to inform a classical node-dating approach. Although the fossil placement and minimum calibration constraints on the tree were thus improved, these approaches could not avoid the largely arbitrary assignment of a probability distribution to the calibration points.
Here, we advocate a different approach to dating phylogenies, which includes fossils alongside extant taxa in a "total-evidence" analysis. It uses morphological data to infer fossil placement, like some previous studies, but it also calibrates the tree at the same time. Unlike node dating, total-evidence dating can easily be applied to rich sets of fossils without fixing any nodes in the tree. It relies on the morphological similarity between a fossil and the reconstructed ancestors in the extant tree in assessing the likely length of any extinct side branch on which the fossil sits. Thus, total-evidence dating explicitly incorporates and exposes the data used to indirectly derive calibration points in the node dating approach, while integrating over the associated uncertainties.
True total-evidence dating was apparently first attempted by Pyron (2011) . However, his study considered a relatively small data set (only one gene) with poor overlap between morphological and molecular data (only eight taxa coded for both). Moreover, the fossils sampled for his analysis mostly clustered outside of the extant taxa of the ingroup, reducing the power of the approach in inferring ingroup divergence times. Pyron (2011) did not discuss the tree prior used in his analysis, but it appears that he relied on a model assuming complete sampling and no extinction (the Yule process), which is a less than perfect fit for this type of study. Last but not least, he did not directly compare total-evidence dating to node dating, and it thus remains unclear how the two approaches perform on the same data set.
In this article, we illustrate total-evidence dating and its potential using the early radiation of the Hymenoptera (wasps, ants, bees, and relatives) as a test case. The Hymenoptera are probably the sister group of all other extant holometabolous insects (Beutel et al. 2011; Meusemann et al. 2010; Savard et al. 2006; Wiegmann et al. 2009 ), and are represented in the fossil record since the Triassic (Grimaldi and Engel 2005; Rasnitsyn 2010) . Their early history is largely documented by poorly preserved impression fossils, most of which are difficult to place phylogenetically (Rasnitsyn and Quicke 2002) .
Our study includes ∼5 kb of data from seven molecular markers and more than 340 morphological characters scored for almost all extant taxa (61 of 68 taxa) and for all fossils, to the extent allowed by their preservation. The fossil sample consists of 45 taxa spanning the entire Hymenoptera tree and includes the oldest known representatives of all major lineages. Importantly, we provide a rigorous mathematical foundation for total-evidence analysis by explicitly formulating a prior model for clock trees with fossils. We also contrast the results obtained from total-evidence dating with estimates derived under traditional node dating, allowing detailed comparison of the two approaches. Finally, we make all Bayesian analytical techniques developed for this study available in the recently released software package MrBayes 3.2 (Ronquist et al. 2012) .
MATERIALS AND METHODS

Taxon and Character Sampling
We sampled a total of 113 terminals, comprising 60 extant and 45 fossil hymenopteran taxa, and 8 outgroups (Tables 1 and 2 ). The sampling was focused on the "Symphyta," which are well known to be a paraphyletic assemblage of basal hymenopteran lineages 975 Sharkey et al. 2011) . We also included 12 representative extant taxa from the Apocrita, which comprises most of the extant hymenopteran diversity but is a monophyletic clade deeply nested within the "Symphyta." Although we had to use composite suprageneric taxa for the outgroups and for some Apocrita to include data on both molecular and morphological characters, we used individual genera or species in "Symphyta."
Two objectives were pursued while choosing fossils for the analysis: (1) to include the earliest reasonably certain record of basal taxa; and (2) to provide maximum morphological information about early hymenopteran representatives. Thus, our sample included many of the oldest hymenopteran fossils but also younger, more completely preserved specimens. As a result, we hope to display both the chronological range and the ancestral morphology of the earliest hymenopteran lineages. It should be pointed out that the selected fossils (Table 2) reflect neither the complete fossil record nor the full extinct morphological diversity of the respective taxa.
Discrete morphological characters were taken from earlier studies (Schulmeister 2003; Vilhelmsen 2001) , and the merged matrix was complemented by adding data for the fossils and for taxa and characters that were present in one study but not in the other. The final matrix contained morphological characters for all taxa except for two extant outgroup terminals and four extant Apocrita. Some of the characters were excluded because they did not provide any information in our data set, and some characters were refined, resulting in 343 variable morphological characters, 330 of which are parsimony-informative (see Supplementary Material available at http://datadryad.org, doi:10.5061/dryad. j2r64, for character descriptions). For the extant taxa, an average of 77% (range 47-96%) of the morphological characters were scored per terminal. This number dropped to 12% for the fossils (range 4-20%), none of which could be scored for the genitalic and larval characters in the matrix. Even the external adult characters were often difficult to score for the fossils because of their poor preservation.
Molecular data were collected for 66 of the extant taxa (Table 1) . The remaining two taxa (Megalodontes skorniakowii and Runaria flavipes) are representatives of two species-poor, phylogenetically isolated hymenopteran families (Megalodontesidae and Blasticotomidae, respectively). We did not have material for sequencing of these taxa but nevertheless coded them for the morphological data to better capture the morphological variation found in the lineages to which they belong. We included seven gene fragments in our analyses: 12S, 16S, 18S and 28S rRNA, cytochrome oxidase subunit 1 (CO1), and two copies of elongation factor 1 (EF1 F1 and F2), resulting in a total of 5096 aligned base pairs. For the F1 copy of elongation factor 1, we did not add any outgroup sequences, as it is still uncertain whether this copy has an ortholog outside Hymenoptera (Danforth and Ji 1998; Djernaes and Damgaard 2006) . Part of the data was taken from Schulmeister (2003) , and 121 sequences were newly generated for this study. Extraction, amplification, and sequencing protocols followed Schulmeister (2003) or Heraty et al. (2011) .
Alignment and Substitution Model
Multiple sequence alignment was conducted as outlined in Schulmeister (2003) , with protein-coding genes aligned after translation into amino acids, and rRNA sequences aligned in a mixed automated/manual procedure following Dowton and Austin (2001) . All alignments were uploaded to TreeBASE (accession link for reviewers: http://purl.org/phylo/treebase/ phylows/study/TB2:S11475?x-access-code=38dccbab 577a4a7b4dcf358ee4ce6b6d&format=html/Study accession: http://purl.org/phylo/treebase/phylows/ study/TB2:S11475).
The data were partitioned into eight parts as follows: (1) morphology, (2) combined 12S and 16S, (3) 18S, (4) 28S, (5) combined first and second codon positions of CO1, (6) third codon positions of CO1 (but see next paragraph), (7) combined first and second codon positions of both copies of EF1, and finally (8) third codon positions of both copies of EF1. Morphology was analyzed under the Mk model for morphology (Lewis 2001) as implemented in MrBayes 3.2, with the ascertainment bias set to variable (only variable characters scored), equal state frequencies and assuming gamma-distributed rate variation across characters. For the molecular partitions, we identified the best-fitting substitution models using MrModeltest version 2.2 (Nylander 2004) , with a neighbor-joining tree as the test tree and applying the Akaike information criterion. The general time-reversible (GTR) model with a proportion of invariant sites and gamma-distributed rate variation across sites (GTR + I + ) was preferred for all partitions except 28S, for which equal base frequencies and symmetric exchange rates (SYM) provided a better fit (SYM + I + ). Parameters of the substitution models and among-site rate variation were unlinked across partitions, and partition-specific rate-multipliers were used to account for variation in evolutionary rates across partitions.
Initial analyses demonstrated several problems with the inclusion of the CO1-3rd partition. This partition evolved more than an order of magnitude faster than the other partitions and contained little information about branch lengths or tree height. This resulted in a vague posterior that included a large range of tree height and branch length values, including some extreme values. It was quite difficult to get convergence on this posterior, and the necessity to multiply the very low rates of the informative partitions with the extremely long branch lengths resulted in loss of precision in vital parameter estimates. For these reasons, we excluded the CO1-3rd partition from the analysis. The topologies resulting from the analyses with and without CO1-3rd partition did not differ, and clade support values were virtually identical. The notation in brackets in the Taxon column represents the specimen identifier. When different specimens were used for the different genes, the superscript numbers denote the gene numbers for which the specimen was used, starting with 1=12S and ending with 7=EF1aF2.
b
The abbreviation "not subm." refers to sequences that were not submitted to GenBank because they stemmed from specimens that were not identified to an adequate level. The sequences are however included in the alignments submitted to TreeBASE in order to assure repeatability. 
Symphytopterus
Symphytopterus dubius (Rasnitsyn, 1963) , S. pallicornis (Rasnitsyn, 1963) 
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Tree Model Three different priors are commonly used today for clock trees: the uniform, birth-death, and coalescent priors. Only the coalescent model leads to a probability density that is easy to calculate for trees with terminals of different ages. However, the coalescent is based on an approximation of population genetics models, and is more appropriate for gene trees evolving inside populations than for total-evidence dating of higherlevel phylogenies.
The birth-death model is widely used to model speciation and extinction. It was recently extended to accommodate sampling through time (Stadler 2010) , but a number of complications arise when attempting to apply Stadler's model to total-evidence dating. First, it assumes a constant fossilization probability, which is not realistic in most cases. The hymenopteran fossils we consider here, for instance, come from a small number of sites and time horizons. A model of random sampling of the existing lineages at each of these time points would be a better fit than assuming a constant probability of fossilization and subsequent discovery throughout the history of the group.
Second, the birth-death model is quite sensitive to assumptions about the sampling of lineages. In the Hymenoptera, the true number of species is not known to the nearest order of magnitude, making it near impossible to estimate the sampling fraction of extant taxa. To make things worse, our taxon sampling is strongly biased in favor of maximizing diversity. Such sampling biases can strongly influence the birth-death model (Höhna et al. 2011) , and it is not clear how to accommodate this in the context of sampling through time.
Third, Stadler's sampling-through-time model assumes a non-standard tree structure, in which fossils can sit both on side branches and directly on branches leading to extant taxa. Depending on implementation details, it may not be trivial to handle this tree structure in existing Bayesian software packages; this is the case for MrBayes at least. Finally, most empirical trees are more unbalanced than predicted by the birth-death model (Blum and François 2006) , casting some doubt on how well it actually models the macroevolutionary processes of speciation and extinction.
Instead of a complete but unrealistic model of sampling, speciation, extinction, and fossilization, we use a presumably vague or uninformative prior for total-evidence dating, relying on the molecular and morphological data to provide the branch length information. Specifically, we extend the uniform prior on clock trees to trees with terminals of different ages. We first describe how to draw a random realization from this model, and then give the probability density of a tree.
Consider a clock tree with n tip nodes, n−2 interior nodes, and a root node. We order the ages of the tips in a vector a ={a 1 ,a 2 ,...,a n ,}, such that a i ≤ a i+1 . We order the ages of the interior nodes in a similar vector t ={t 1 ,t 2 ,...,t n−2 }. The age of the root node is r.
To draw a random realization from the model, we first draw the age of each terminal i independently from the prior probability distribution on age associated with that terminal, described by the density function f i (·) . If the terminal is extant, f i (·) is a point mass on 0, while for a fossil terminal, f i (·) expresses the uncertainty concerning the age of the fossil. The obtained values are ordered to give a realization of a.
We now draw the age of the root of the tree, r, from a distribution with density h(·). We subject the draw to the condition r > a n , that is, that the root is older than the oldest terminal in the tree. In the next step, the ages of the interior nodes are drawn from a set of uniform distributions on appropriate intervals, such that a tree with these node ages can always be constructed. Specifically, we draw the first value x 1 uniformly from the interval (a 2 ,r), the second value x 2 from the interval (a 3 ,r), and so on until we get the last value x n−2 from the interval (a n−1 ,r). Call the density functions associated with each of these distributions g i (·), 1 ≤ i ≤ n−2. We now order the values in vector x to get the values in the vector t. Finally, we construct the tree by taking each of the interior nodes in turn, from the youngest to the oldest, choosing a random pair of lineages existing at that time to coalesce in the node.
We now turn our attention to calculating the probability density of an observed tree. It is convenient to first divide the time interval (0,r) into n−2 coalescence intervals. The first interval is (a 2 ,a 3 ), because there can be no coalescence event in (a 1 ,a 2 ) as there is only one lineage in that interval. The second interval is (a 3 ,a 4 ), etc. until we get to the last interval, (a n−1 ,r). There is no interval (a n ,r), because there need not be a single coalescent event in that interval except for the coalescence at the root.
Assume that one such interval j has m j coalescent events, k j lineages entering it, and k j −m j lineages exiting it. There are several ways of drawing the same m j coalescence times from our set of uniform distributions, which increases the probability of any particular outcome. Specifically, there will be
ways in which we can get the observed coalescence times. Note that we need to subtract 1 in both the numerator and denominator because there can only be k −1 coalescent events for k lineages.
For k lineages, there are
possible coalescent events, the probability of randomly picking one of these being the inverse of this number. For the entire interval j, the probability of the observed coalescent events is then
Finally, the probability density of a given tree, p(), is obtained by multiplying these probabilities together:
Outline of Analyses
We performed a number of different analyses to set prior parameters and to allow comparison of node dating and total-evidence dating. For the benefit of the reader, we provide an overview of the entire analytical procedure in Figure 1 . We started by conducting a standard analysis that does not assume a molecular clock ("nonclock"), and a non-calibrated strict-clock analysis. This was done in order to assess the power of our data set to reconstruct the hymenopteran tree, to evaluate the impact of the strict clock model on the topology, and to obtain initial estimates of the tree height and of the among-branch rate variation. The latter estimates were used to inform priors on the clock rate for the calibrated analyses and on the rate variation expected in the relaxed-clock models, respectively. We then employed Bayes factor comparisons to examine the performance of the relaxed-clock models across uncalibrated, nodecalibrated, and total-evidence-calibrated data sets. Standard node dating relied on seven calibration points extracted from the 45 fossils, and total-evidence dating was based on a total-evidence analysis of combined morphological and molecular data for the 45 fossils and 68 extant taxa. The obtained divergence time estimates were compared between the two approaches and contrasted with the fossil record and with earlier dating attempts in Hymenoptera. Details on all analyses are given below, and a file containing all commands for performing these analyses with MrBayes 3.2 is provided as Supplementary Material.
Specifying Priors for Relaxed-Clock Parameters
Because we could demonstrate significant rate variation across the extant tree, we explored relaxedclock models in addition to standard nonclock and strict-clock models. In particular, we implemented Bayesian Markov chain Monte Carlo (MCMC) sampling in MrBayes 3.2 under three relaxed-clock models: the Thorne-Kishino 2002 (TK02) model (Thorne and Kishino 2002) ; the compound Poisson process (CPP) model (Huelsenbeck et al. 2000) ; and the independent gamma rates (IGR) model, originally described as the "white noise" model (Lepage et al. 2007 ).
The TK02 model is a continuous autocorrelated model, in which the evolutionary rate changes continuously along the branches of the tree in a manner similar to Brownian motion on the log scale. In particular, the evolutionary rate at a node is modeled by a lognormal distribution. The mean (not the log of the mean) of this distribution is the rate at the ancestral node, while the variance is proportional to the time separating the nodes, measured in expected substitutions per site at the base rate of the molecular clock. The overall evolutionary rate of a branch is taken to be the arithmetic average of the ancestral and descendant rates multiplied by the base rate of the clock. The rate at the root of the tree is assumed to be the same as the base rate of the molecular clock, as is true also for the other relaxed-clock models. Note that our implementation, which is virtually identical to that in Thorne and Kishino (2002) , differs slightly from an earlier version of the model (Thorne et al. 1998 ).
The CPP model is a discrete autocorrelated model, in which the rate is successively modified by rate multipliers thrown onto the tree according to a Poisson process. Specifically, the rate multipliers are drawn from a lognormal distribution with a log mean of 0.0, ensuring that the rate does not tend to increase or decrease over time. We preferred the lognormal distribution over the modified gamma distribution used originally in the CPP model (Huelsenbeck et al. 2000) for mathematical convenience. The rate of the Poisson process and the variance of the lognormal distribution of the rate multipliers are not identifiable parameters (Rannala 2002) . We address this by fixing the variance of the lognormal, such that each event is expected to result in some substantial change in the evolutionary rate, and by applying a suitable hyperprior to the rate of the Poisson process.
The CPP model was originally used only for fixed trees (Huelsenbeck et al. 2000) ; our implementation appears to be the first that also samples across tree space. The strategy we use was developed independently but is similar to the approach used by Lartillot (2006, 2008) to sample across tree space for a CPP model where the stationary state frequencies vary across the tree. For details of the MCMC implementation, we refer to the source code of MrBayes 3.2 (http://sourceforge. net/projects/mrbayes/develop/).
The IGR model is a continuous uncorrelated model, in which the branch rates are drawn independently from the same gamma distribution (Lepage et al. 2007 ). The mean of the gamma is the same as, and the variance is proportional to, the length of the branch measured in expected substitutions per site at the base rate of the clock. The IGR model is similar to the uncorrelated gamma model and related independent-branch rate models (Drummond et al. 2006 ), but it is mathematically more elegant in that it truly lacks time structure: the expected variance in effective branch lengths (branch lengths measured in terms of the number of expected substitutions per site) for a given time interval is the same regardless of how that interval is broken into branches.
Relaxed-Clock Prior Parameters
Relaxed-clock models are sensitive to the choice of priors, and we therefore exercised particular care in modeling rate variation appropriately (Fig. 2) . To do this, we first found the nonclock topology with the highest posterior probability, which agreed well with previous studies of basal hymenopteran relationships Sharkey et al. 2011 , and the papers cited therein). We then sampled the branch length posteriors on this topology both under a nonclock and a strict-clock model. The ratio between the nonclock and strict-clock branch lengths gives a raw estimate of the branch rate that does not include a rate-smoothing component. Therefore, the variation of raw branch rates should provide a good guide for setting the hyperpriors in the rate-smoothing relaxed-clock models.
The ratio between nonclock and strict-clock branch lengths was evenly distributed around the 1:1 expectation (Fig. 2a) , and the variance (squared deviation from the 1:1 expectation) in nonclock branch lengths increased over time as expected (Fig. 2b) . The IGR model assumes that the variance in effective branch lengths increases linearly over time. Therefore, we used the slope of the linear regression as the median for an exponential hyperprior on the variance increase parameter of this model. The results were used to choose appropriate priors. d) The rate ratios observed in random pairs of branches tend to be higher than the ratios between parent and offspring pairs, demonstrating slight but significant rate autocorrelation in the data set (P = 0.0055; Kolmogorov-Smirnov test of equality of distributions). The bars on the random pairs represent SDs obtained from 1000 replicates of random pair sets of the same size as the parent-offspring pair set.
TK02 model, a single parameter controls the variation of the rate across the tree. Simulating the changes in evolutionary rates across our tree for different values of this parameter, we obtained an estimate of the optimal value. We used this estimate as the median of an exponential hyperprior on the variance parameter of the TK02 model. In the CPP model, the variation in evolutionary rate depends on two parameters: the rate of the Poisson process generating rate multipliers, and the variance of the rate multipliers. To find parameter combinations resulting in the right amount of rate variation, we compared the variance of simulated effective branch lengths from the CPP model on our strict-clock tree to that of the nonclock branch lengths. The results show the expected inverse relationship between the rate and variance parameters of the CPP model (Fig. 2c) . Any parameter combination along the optimal line would be appropriate for our analysis. We arbitrarily fixed the variance of the rate multipliers to a relatively high value (0.8), resulting in an expectation of a smaller number of more substantial rate-changing events. This is advantageous both from a parsimony perspective (fewer events needed to explain the rate variation) and in terms of MCMC convergence (CPP space with fewer events to sample across). To match this variance value, we then used an exponential hyperprior with mean 1.0 for the rate of the Poisson process (Fig. 2c) .
In order to examine autocorrelation in rates across the tree, we compared the ratio of branch rates of parent-offspring pairs to the ratio of random pairs of branches (Fig. 2d) . There was a small but significant tendency for parent-offspring pairs to have more similar rates (D = 0.1625, P = 0.0055; Kolmogorov-Smirnov test of equality of distributions). However, this observation does not mean that an autocorrelated relaxed-clock model necessarily has a better fit to our data, as this will depend on the actual distribution of rates across branches, and not only on the presence of some significant autocorrelation. Actually, the fact that the correlation was rather weak implies that parts of the tree could show no rate autocorrelation at all, a situation which could be difficult to model with one of our autocorrelated relaxed-clock models. We thus proceeded with all three relaxed-clock models and used Bayesian model choice to distinguish between them (see below).
Node Dating and Total-Evidence Dating
To obtain calibration points for the node-dating method, we assigned fossils to particular well-supported nodes of the tree of the extant taxa, relying on prior knowledge of their morphology and phylogenetic relationships. This resulted in seven calibration points within Hymenoptera (Table 3 and Fig. 3 , calibration points C-I; Rasnitsyn 1975; Rasnitsyn et al. 2003; Rasnitsyn and Zhang 2004; Zhang 1985; Zhang and Rasnitsyn 2007) . It was not possible to extract more than seven calibration points out of the 45 fossil taxa included in our data set because many fossils were assigned to the same branches in the tree, or could not be assigned with certainty to any branch at all. In addition, we used two calibration points outside the Hymenoptera: one for Neoptera (calibration point A; same as the root of the tree; Prokop and Nel 2007) and one for Holometabola (calibration point B). All calibration nodes were fixed to be monophyletic, which appears justified given that they obtained 1.0 posterior probability in the nonclock analysis (Fig. 3) . As a probability distribution on the age of each calibration node, we used an offset-exponential distribution with the minimum set to the age of the oldest fossil assigned to one of the subclades subtended by the node, and the mean set to the minimum age of a relevant calibration node pertaining to a more inclusive taxon (see Table 2 for details).
In the total-evidence analysis, we removed all node calibrations except the root calibration (A) and the Holometabola calibration (B). A root calibration is required by the uniform tree prior, and the Holometabola calibration was retained because we included no outgroup fossils that could help date this part of the tree. All other calibration points were removed, and the corresponding nodes were no longer fixed to be monophyletic. The fossils were treated as terminals, with the age of each fossil fixed to the estimated age of the bed from which it was retrieved (Table 3) . We did not attempt to accommodate the uncertainty in the dating of the fossil beds, since this is likely to be negligible compared to the other sources of error in the analysis.
To find an appropriate prior for the substitution rate (the base rate of the clock) in the calibrated analyses, we first ran uncalibrated strict-clock analyses with three different priors on tree height, namely exponential distributions with means of 0.1, 1.0, and 10. The posterior distribution on tree height was almost invariant across these prior settings, with the median ranging from 0.3326 to 0.3341. In deriving the base rate of the clock, we used the posterior distribution from the Exp(1.0) prior.
The outgroups in our analysis included a broad sample across Holometabola and some hemimetabolous Neoptera; therefore, reasonable estimates of the minimum and mean age of the tree might be the ages of Katerinka, the oldest fossil neopteran (Prokop and Nel 2007) , and Rhyniognatha, the oldest insect (Engel and Grimaldi 2004) . Dividing the median tree height with the mean age results in an estimated clock rate of ∼8.412×10 −4 substitutions per site per million years, which was used as the mean of a lognormal prior on the clock rate. The standard deviation (SD) of the lognormal was chosen such that a rate estimate obtained by dividing the upper 95% estimate of the tree height by the age of Neoptera was removed by 1SD from the mean of the lognormal.
To assess the sensitivity of node age estimates to calibration settings, we also used a more restrictive and a less restrictive prior on the root calibration (A) and the Holometabola calibration (B). To obtain these priors, we doubled and halved the respective intervals between the minimum and mean of the offsetexponential distributions (Table 3) .
Bayesian MCMC Analyses
To validate the implementation of the relaxed-clock models, the tree prior for total-evidence dating, and other aspects of the Bayesian MCMC machinery, we ran a number of tests that are available in the public SVN repository of MrBayes (https://mrbayes. svn.sourceforge.net/projects/mrbayes/develop) in the "test" directory. The tests included runs on simulated data to verify that we could retrieve parameter values correctly, and runs without data to check that we obtained reasonable samples from the prior distribution. We show an example from one of the latter tests here (Fig. 4) . In this test, we used a data set consisting of either four extant terminals (Fig. 4a,c) or two extant terminals and two fossil terminals (Fig. 4b,d) . In both cases, we could retrieve the tree probabilities (Fig. 4a,b) and the branch length distributions (Fig. 4c,d) The minimal and mean age for the offset-exponential prior are given, along with the corresponding fossils and references. a Notes: PP as obtained from the total-evidence analysis that the fossil attaches at the position assumed for the node-dating analysis. Note that these PPs take both the morphological data and the ages of the fossils into account. b The mean age for all intra-hymenopteran calibration points was assumed to be the minimal age of Hymenoptera, i.e., 235 Ma (Triassoxyela, Asioxyela). c Tenthredinoidea excluding Blasticotomidae.
command blocks for all analyses are provided as Supplementary Material). The initial heating coefficient was set to 0.1, but lowered to 0.05 when the analyses included fossils to obtain chain swap probabilities between 10% and 40%. We used random starting trees, and sampled parameters and trees every 1000 generations. Analyses were run between 5 and 20 M generations, depending on the difficulty of getting convergence, at the High Performance Computing Center North in Umeå (http://www.hpc2n.umu.se). Convergence was assessed by the built-in diagnostics of MrBayes 3.2: the average SD of split frequencies (ASDSF; target value 0.05), the potential scale reduction factor (PSRF; target value 1.02), and the estimated sample size (ESS; target value 100). We also examined trace plots of likelihoods, chain swap frequencies, and parameter samples for evidence of non-stationarity or poor mixing. Burn-in was usually set to 25% of samples, but occasionally up to 50% of samples were discarded in difficult analyses. The diagnostic criteria were met for all parameters in all analyses except as noted below for the CPP model. Bayes factors were used to choose among relaxedclock models. They were calculated from estimates of the marginal likelihoods obtained using the stepping stone sampling approach (Xie et al. 2011 ), which we implemented in MrBayes 3.2. Our implementation estimates model likelihood by going from posterior to prior or in the reverse direction. It supports multiplerun convergence diagnostics, implements both initial and stepwise burn-in, and uses Metropolis coupling to enhance mixing during the entire procedure. The estimates presented here were based on an initial run of 20 M generations on the posterior, followed by 30 steps with 1000 samples obtained within each step ( = 0.4). In total we ran 50 M generations, sampling every 1000 generations, and discarding 25% of the initial posterior samples, and the first 25% samples of each step, as burn-in.
RESULTS
Tree Topology under Different Clock Models
The consensus tree obtained in an initial nonclock analysis of the combined extant data set (Fig. 3) is largely in agreement with previous hypotheses about interfamilial and inter-generic relationships in Hymenoptera Schulmeister 2003; Sharkey 2007; Sharkey et al. 2011; Vilhelmsen et al. 2010; Vilhelmsen 2001) . Most of the basal nodes received maximal support from the combined data set, posterior probability (PP) of 1.0, and were also recovered in analyses of morphology or molecules alone. Regions of uncertain resolution mainly include Tenthredinidae and Apocrita; the latter was very sparsely sampled. Additionally, the relationships at the base of Unicalcarida remain uncertain, especially whether Xiphydria is the sister to Vespina or to Siricidae.
The nonclock tree also shows that the rate of molecular evolution varies considerably between hymenopteran lineages, most conspicuously exemplified by the very short branches leading to extant Xyeloidea (Fig. 3) . The Xyeloidea form the sister group of all other extant Hymenoptera in our analysis; previous studies have always placed the two constituent lineages, the Xyelinae and Macroxyelinae, at the very base of the hymenopteran tree, but variously as: a monophyletic group (Schulmeister 2003; Vilhelmsen 2001) ; as two separate lineages, each being the sister group of a large clade of other hymenopterans (Rasnitsyn 1988 2002; Vilhelmsen 1997). The Xyeloidea have apparently retained many primitive characters found in the oldest known hymenopteran fossils (Rasnitsyn 2006) . Our results show that the Xyeloidea are characterized by low evolutionary rates both in morphological and molecular characters.
The choice of clock model and rooting method had a large impact on tree topology (Fig. 5) . The nonclock topology (Fig. 5b) agrees well with previous studies, including intuitively constructed morphology-based trees, and is identical to that obtained from only morphological characters (Fig. 5a) , except for the placement of Syntexis within versus outside Siricoidea. Imposing a strict clock drastically changed the topology, most importantly by shuffling the outgroups and rerooting the hymenopteran tree on the branch separating the Vespina from other hymenopterans (Fig. 5c) . Constraining the Holometabola to be monophyletic, to help structure outgroups according to the received wisdom, did not reverse the unorthodox rooting of the hymenopteran tree (Fig. 5d) . Unconstrained relaxed-clock models similarly resulted in an unorthodox topology (Fig. 5e) , but when the Holometabola constraint was added to help guide the rooting of the tree, the topological artifacts disappeared completely (Fig. 5f ). All subsequent analyses used relaxed-clock models with the Holometabola constrained to be monophyletic.
Choosing a Relaxed-Clock Model
To select the best relaxed-clock model, we performed Bayes factor comparisons. Because the dating approach could influence the results, we performed the comparisons separately on the uncalibrated, nodecalibrated, and total-evidence-calibrated data sets. Model likelihoods were computed using the steppingstone algorithm (Xie et al. 2011) , augmented by discarding a burn-in for each step to remove any temperature lag. Four independent analyses were performed on each data set.
The results differed across data sets. For the uncalibrated and node-calibrated data sets, the comparison favored the autocorrelated models (CPP and TK02) over the IGR model (CPP vs. IGR log Bayes factor lnF = 21 and lnF = 26 for the uncalibrated and calibrated analyses, respectively). The CPP model was slightly ahead of the TK02 model (lnF = 5 and lnF = 6, respectively).
For the total-evidence data set, we had some difficulties with convergence among the four independent stepping-stone analyses. The scatter among estimates was about 10 to 15 log likelihood units (except for TK02, see below), whereas it was around 5 log likelihood units for the other data sets. However, the results do suggest that inclusion of the fossils changed the performance of the models. In particular, the IGR model performed much better, on par with the CPP model. In four independent analyses, the model likelihood estimates for these models completely overlapped; the ranges were (−66853 to −66839) and (−66853 to −66842) for the CPP and IGR models, respectively. The TK02 model trailed behind with a range of (−67121 to −66853) (including an obvious outlier at −67121).
Examining the uncalibrated trees estimated by the different relaxed-clock models (Fig. 6) revealed that there is a major difference in the basal part of the tree, where evolutionary rates vary considerably even between neighboring branches (cf. Fig. 3 ). The IGR model allows the changes in substitution rates on adjacent basal branches to be quite extreme, accounting for most of the rate variation in the whole tree (Fig. 6a) . In some cases, rates are strongly decelerated on one branch and accelerated on its sister branch, for example, in the most basal xyelid branch and in the ancestor of all other Hymenoptera. The autocorrelated CPP and TK02 models have a smoothing effect, such that the rate changes occur more slowly and over a larger part of the basal tree (Fig. 6b) . The result is that the time duration of many basal branches is extended. For the FIGURE 5. Clock model and rooting assumption had a large effect on tree topology. When a clock was not assumed, the morphological a), molecular (not shown), and combined morphological and molecular b) trees were virtually congruent and agreed well with previous studies. c) Under the strict-clock model, however, the topology changed dramatically. d) Enforcing Holometabola to be monophyletic did not change hymenopteran relationships in the strict-clock analysis. e) The relaxed-clock models (here IGR) also produced apparent topological artifacts close to the root of the tree. f) When aided by a rooting constraint (Holometabola monophyletic), however, the relaxed-clock models (here IGR) retrieved the expected topology. The widths of clades are proportional to their representation in our data set, not to their true diversity. Only extant taxa were included in the analyses shown here. Figure 5a as estimated under different clock and nonclock models. For the relaxed-clock models, we plotted both the time length (in expected substitutions per site at the base rate of the clock) and the corresponding effective branch length, which equals the time length times the rate estimated for that branch (see labels in Fig. 5d ). Note that effective branch lengths tend to be very similar to nonclock branch lengths, while time length distributions vary more across relaxed-clock models and tend to be less precise. 989 uncalibrated analyses in general, the choice of relaxedclock model had only a small effect on the estimates of effective branch lengths but often a profound effect on the estimated time lengths of the branches (Fig. 6c-f) , which are crucial in dating.
In the dated analyses, the extension of the basal branches resulted in the autocorrelated models implying the existence of considerably longer, unsampled ghost lineages than the IGR model, suggesting that the IGR model fits the fossil record better. Despite the fact that our tree model did not account for fossil sampling and thus did not penalize long ghost lineages, inclusion of the fossils in the analysis nevertheless tipped the model comparison in favor of the IGR model, as mentioned above, giving additional support for the idea that the IGR model agrees better with the fossil data. For these reasons, and because it also appears to us that it is more important to capture the apparently drastic rate changes among basal hymenopteran branches than it is to exactly model the rate autocorrelation in the rest of the tree, we focus on the IGR results in the following. Presumably, the rate variation in our data set would have been described more accurately by a relaxed-clock model allowing the degree of rate autocorrelation to change across the tree, unlike the models we explored.
Uncertainty in Fossil Placement
When fossils were included as terminals in the total-evidence analysis, the consensus tree was highly unresolved (Fig. 7) . This is not surprising given the small number of morphological characters that could be scored for the fossils (4-20% depending on fossil preservation). The fossils that jump around in the tree mask any potential resolution among extant taxa in the consensus tree. When the consensus tree was calculated from the same tree sample after the fossil taxa were removed, the relationships among extant taxa were highly resolved and corresponded to the relationships obtained when analyzing extant taxa alone.
The uncertainty concerning the phylogenetic placement varied considerably among the fossils. While some of the better preserved fossils could be assigned with high PP to a specific branch of the tree of extant taxa (e.g., Mesoxyela mesozoica, Fig. 8a ), other fossils floated around over large parts of the tree. In some cases, this was apparently due to poor preservation (e.g., Sogutia liassica, only represented by a forewing impression, Fig. 8b ), whereas in other cases, it seemed more likely due to the absence of apomorphic characters tying the fossils to any specific group (Fig. 8c,d ). Figure 9 shows the dated phylogeny obtained in the total-evidence analysis, with error bars on node ages from both total-evidence and traditional node dating. When comparing the age estimates, it is striking that all nodes outside Hymenoptera and in Xyelidae are estimated to be younger under the total-evidence approach, whereas the opposite is true for nodes within Hymenoptera excluding Xyelidae (arrows in Fig. 9) . Furthermore, the variance of each estimate can differ considerably between the two approaches, usually being smaller in total-evidence dating (e.g., for the basal nodes in Hymenoptera) (Figs. 9 and 10) . A striking exception is the age of the Xyelidae, where node dating leads to a much narrower (but probably erroneous; see below) age estimate.
Node Dating versus Total-Evidence Dating
To study the precision and robustness of the age estimates, we varied the offset exponential prior distribution on the root age of the tree by doubling or halving its mean. This comparison shows that the totalevidence approach is less sensitive to prior choice than the node-calibration approach (Fig. 10) . The posterior also tends to be more precise. The exceptions (Fig. 10c,e,f) involve cases where the total-evidence analysis suggests that the relevant node calibration is based on erroneous or doubtful assumptions about the position of the crucial fossil, causing artificially narrow posteriors in the nodedating approach. Specifically, the total-evidence analysis showed that the PP of the critical fossil being correctly placed was <50% for four of the seven hymenopteran calibration points (Table 3) . A prominent example is the Xyelidae calibration, mentioned above, which was based on the fossil Eoxyela tugnuica. This fossil shows some characteristics suggesting that it is closely related to extant species of Xyela (Rasnitsyn 1983 ), a placement that reached 0% PP in our analysis. Instead, Eoxyela is probably a stem-line xyelid (96% PP). This conflict in the placement of the calibration-point fossil is reflected in the node-dating analysis by an artificially narrow posterior distribution on the Xyelidae age, pushed towards the minimum age constraint (Fig. 10c) .
DISCUSSION
Relaxed-Clock Models
In many ways, relaxed-clock models are intermediate between strict-clock and nonclock models (Drummond et al. 2006) . For instance, relaxed-clock models use much fewer parameters (roughly half as many) as nonclock models, but slightly more parameters than strict-clock models. They account for rate variation across lineages, unlike strict-clock models, but not as well as nonclock models. They provide weaker signal on the position of the root than strict-clock models, but stronger than nonclock models, which convey no rooting information at all.
In theory, relaxed-clock models could provide more precise and accurate phylogenetic results than either the strict-clock or nonclock models if they strike a better balance between model complexity (number of parameters) and model adequacy (accommodating rate variation across lineages) (Drummond et al. 2006 ). However, a recent simulation study has shown that this might not always be the case in practice (Wertheim FIGURE 8. The uncertainty in phylogenetic placement varied considerably across fossils. We show the PPs of four example fossils attaching to specific branches on the majority rule consensus tree of the extant taxa (IGR model). (a) Mesoxyela mesozoica Rasnitsyn, 1965 (140 Ma) . (b) Sogutia liassica Rasnitsyn, 1977 (190 Ma) . (c) Aulisca odontura Rasnitsyn, 1968 (161 Ma) Rasnitsyn, 1975 (161 Ma Comparison of node age estimates obtained using total-evidence dating (red in the online version, light gray in the print version) and node dating (blue in the online version, dark gray in the print version) under the IGR model. The bars represent the 95% posterior credibility (highest posterior density) intervals for the age of each node, and are plotted on top of the extant consensus tree resulting from the total-evidence analysis. Two nodes in the Apocrita clade (lower part of tree) were differently resolved in the node-dating analysis, and the blue bars are therefore missing for these. Arrows indicate the direction and extent to which the median node age shifted from the total-evidence analysis to the node-calibration analysis. FIGURE 10. Posteriors obtained under node dating and total-evidence dating are compared across three different priors on tree age for eight nodes (a-h; cf. Table 2 ). The nodes correspond to the most recent common ancestor of the extant forms of the specified taxa. For the intermediate prior on tree age, we used an offset-exponential distribution with a minimum of 315 Ma (oldest neopteran fossil) and a mean of 396 Ma (oldest insect fossil). For the more and less restrictive prior, we shifted the mean to half and twice the distance to the minimum (355 Ma and 477 Ma), respectively. Note that the total-evidence posteriors are less sensitive to prior assumptions than node-dating posteriors. They also tend to be more precise; if not, the total-evidence analysis indicated that the calibration points were based on erroneous or doubtful assumptions about fossil placement, causing posteriors to be artificially truncated (c; probably also e and f). 994 SYSTEMATIC BIOLOGY VOL. 61 et al. 2010) , and our results support this conclusion. As expected, we observed topological artifacts under the strict-clock model, but most of these artifacts remained under the relaxed-clock models (Fig. 5) , even when their priors were calibrated to accommodate the expected rate variation across the tree (Fig. 2) .
. (d) Leptephialtities caudatus
These topological artifacts would presumably have disappeared if the rate smoothing effect of the relaxedclock priors had been decreased. However, this would have removed much of the information about the position of the root and the time length of the branches, making it very challenging to date the tree. Because most of the rate variation in our data set was due to a few major rate changes, such an approach would probably also have resulted in exaggerated uncertainty in the dating of the bulk of the tree.
Rather than over-relaxing the clock, we chose to introduce a topological constraint close to the root of the tree to provide additional rooting information. Our results show that such a rooting constraint, on its own, can help relaxed-clock models pinpoint relevant rate changes close to the root and correct topological artifacts. The fact that the Holometabola constraint alone is sufficient to make all relaxed-clock models retrieve the expected topology (Fig. 5 ) also strengthens our supposition that this topology is indeed close, if not identical, to the true phylogenetic relationships. Of course, rooting constraints introduced in relaxed-clock analyses should be well justified. Few entomologists are likely to doubt the monophyly of Holometabola, which is supported by a large body of ontogenetic, ecological, and molecular evidence (Beutel et al. 2011; Hennig 1981; Kjer 2004; Kristensen 1999; Whiting et al. 1997) .
It has been pointed out in the literature that both strict and relaxed-clock models could, in principle, be used to root phylogenetic trees without introducing outgroup constraints (Huelsenbeck et al. 2002; Renner et al. 2008) . However, such rooting can be misled by model misfit, especially for strict-clock models (Huelsenbeck et al. 2002) ; by unbalanced sampling of in-and outgroups, which can be problematic for both strict-and relaxedclock models; and by rate variation in general, which can be difficult to model correctly if it is concentrated around the root of the tree. Our results demonstrate several of these problems and exemplify the strength of the outgroup rooting method, even in the context of relaxed-clock models.
It is interesting to note that, despite their superficial similarity, there are clear differences among the three relaxed-clock models we explored in the estimated time tree. Even more interesting is the fact that their adequacy, as evidenced by Bayes factor comparisons, is influenced by the inclusion of fossils. Apparently, it is the presence of a few major rate changes close to the root of the hymenopteran tree that causes the major differences between the estimated time trees. As far as we can judge, this part of the tree is modeled best by the uncorrelated IGR model, which allows drastic rate variation among adjacent branches, whereas the autocorrelated CPP and TK02 models do better in the rest of the tree, where there is significant rate autocorrelation. Without fossils, the overall rate autocorrelation seems to determine the outcome of the model comparison, whereas inclusion of the fossils puts more emphasis on model adequacy in the basal part of the tree. An observation that seems to support these conclusions is that the CPP model performs better than the TK02 model across all data sets. In the CPP model, rate multipliers are thrown onto the tree according to a Poisson process. Although this is an autocorrelated model, it takes only one extreme multiplier, or a combination of a few multipliers, to generate more abrupt changes in evolutionary rate than would be expected in the gradual, continuous TK02 model of rate variation.
Morphological Clock
In total-evidence dating, the phylogenetic position of a fossil and the time duration of the branch connecting it to the extant tree are determined based on morphological evidence. The more similar a fossil is to the inferred morphology of an ancestor in the extant tree, and the more complete it is, the more it will influence the dating of the extant tree. The quantification of these ideas relies on the existence of a "morphological clock" (Lewis 2001; Polly 2001; Ronquist 1999 ), which at first seems like a controversial proposition. In fact, however, all dating using fossils is based to some extent on the assumption that morphological similarity indicates temporal proximity. Even the most ardent opponents of the idea would have to agree that the fundamental assumption of morphological phylogenetic inference, descent with modification, implies that there is some correlation between morphological change and time. Of course, the rate of the morphological clock is likely to vary considerably over time and over characters (cf. Supplementary Figure 1) , and there are likely to be complex dependencies between the evolutionary rates of different morphological characters. Nevertheless, we argue that it is better to attempt to explicitly quantify the morphological clock evidence, even if based on incomplete and over-simplified models of morphological evolution, than it is to use the evidence implicitly in constructing probability distributions for the age of calibration nodes.
An interesting question is whether the variation in evolutionary rates across the tree should be modeled jointly or separately for morphological and molecular data (Pyron 2011) . We chose to model the rate variation jointly for several reasons. First, nonclock analyses showed that rate variation across the tree was clearly correlated across morphological and molecular partitions (see Supplementary Material). This was particularly obvious in the Xyeloidea, a clade that was characterized by extremely slow rates of both morphological and molecular evolution, but it appeared in many other parts of the tree as well. Second, our MCMC sampling was over effective branch lengths, and there would have been twice as many effective branch 995 lengths (about 100 additional parameters) to sample over if rate variation had been modeled separately for morphology and molecules. We suspected it would be difficult to obtain convergence over such a large parameter space (see also Pyron 2011) . Finally, modeling the rate variation separately could possibly also have resulted in problems related to over-parameterization. Nonetheless, we consider it worthwhile to further explore the separate modeling approach, especially for problems with fairly complete fossils and extensive morphological data.
Missing Data
Another concern under total-evidence dating is the impact of missing data. Ambiguous data entries are inevitably numerous for fossil taxa, which usually cannot be scored for any of the molecular characters. Especially when non-randomly distributed among taxa, such missing entries in the data matrix can interact with priors on topology and branch lengths in a way that could mislead tree reconstruction and divergence time estimation (Lemmon et al. 2009 ). On the other hand, such detrimental effects of missing data are probably weaker in the presence of a strong phylogenetic signal, and thus might have little impact when there is enough decisive data available (Lemmon et al. 2009; Wiens 2006; Wiens et al. 2010 ).
In our analyses, the addition of fossils had little impact on the topology recovered for extant taxa, suggesting that inferred relationships are not affected by missing data. But missing data could still affect branch length estimates, which are crucial for dating analyses. If so, then the least complete fossils should cause the most severe bias in estimated divergence times. However, when we excluded the most poorly preserved fossils (14 of the 45 fossils, those coded for <10% of the morphological data) from the total-evidence analysis, the recovered topology did not change and the median node ages were very similar to those obtained with the full set of fossils (Supplementary Figure 2) . As expected, the confidence intervals of the divergence time estimates obtained with the reduced fossil set were usually wider, especially for those clades from which many fossils had been removed. This indicates that possible spurious effects caused by additional missing-data entries in the matrix are outweighed in our total-evidence dating analysis by the positive effects resulting from additional temporal information added by each fossil, however incompletely preserved.
Node Dating and Total-Evidence Dating
From a theoretical standpoint, total-evidence dating is preferable over standard node dating simply because it explicitly incorporates the fossil information instead of relying on secondary interpretation. We might also expect total-evidence dating to make more efficient use of the available data. The ideal case would be the dating of trees with poorly preserved fossils of uncertain affinity, which are difficult to use in node dating. However, such fossils might contain so little dating information that there is nevertheless little to gain from a total-evidence analysis.
Our results confirm that it is difficult to use the node-dating approach for hymenopteran dating because of the uncertainty in the placement of most fossils (Fig. 8) . This is not surprising given the incompleteness of many of the fossil specimens, such as the single forewing remaining of Sogutia liassica (Fig. 8b) . Despite these difficulties, however, the fossils contribute significantly to the dating of the tree in the total-evidence analysis. Compared to the node-calibration approach, the posterior distributions on divergence times are less sensitive to prior assumptions and also tend to be more precise in the total-evidence analysis (Fig. 10) . Arguably, they also agree better with other dating studies, as discussed in detail below.
Perhaps more importantly, the total-evidence analysis highlighted several problems in the node-dating analysis. It showed that the PP of the critical fossil actually attaching in the predicted place on the extant tree was very low for no less than four of the seven Hymenoptera calibration points (Table 3) . Such erroneous or biased node calibrations can lead to various problems in the inferred dates. For instance, the Xyelidae are estimated to be much older in the node-dating analysis than in the total-evidence analysis because the former assumes that the fossil Eoxyela tugnuica is positioned inside the Xyelidae. The total-evidence analysis, however, only assigns 2% PP to this placement, and instead suggests that Eoxyela is a stem-line xyelid (96% PP). The conflict between the hard lower bound on the age calibration of the Xyelidae and the branch length information from the phylogenetic model causes the posterior distribution on the xyelid age to be exceedingly narrow in the node-calibration analysis, pushed hard against the minimum age constraint.
Some of these artifacts can be avoided by using soft instead of hard bounds on the calibration ages (Yang and Rannala 2006) . However, this assumes that it is possible to appropriately accommodate phylogenetic uncertainty in the calibration distributions, which appears more difficult to us than to actually incorporate the fossils in a total-evidence analysis. Alternative approaches to reconcile conflicting calibration points include compatibility and cross-validation analyses (Near et al. 2005; Near and Sanderson 2004; Rutschmann et al. 2007 ). However, these approaches tend to discard incompatible calibration points without considering the evidence supporting each one of them. In this and many other respects, they represent less powerful approaches than a true total-evidence analysis.
An interesting phenomenon is that our total-evidence analysis dated most nodes outside the Hymenoptera as younger, and most nodes inside the Hymenoptera as older, than the node-calibration analysis (Fig. 9) . It is not entirely clear why, but it could partly be due to our tendency to place fossils inside extant groups, such 996 SYSTEMATIC BIOLOGY VOL. 61 as families, instead of fully considering the possibility that they belong to stem lineages further down in the tree. If so, this would help pull deep nodes towards the recent in the total-evidence analysis, where fossils find their position based on the available character evidence instead of on our ability to classify them correctly. However, it cannot explain why most Hymenoptera nodes are assigned older dates in the total-evidence analysis. This could possible be related to differences in the priors used for node dating and total-evidence dating.
Origin and Early Radiation of the Hymenoptera
The total-evidence analysis estimates the age of the order Hymenoptera to 309 Ma (95% credibility interval 291-347 Ma), and node dating leads to a very similar result (311 Ma, 95% credibility interval 257-369 Ma). This is considerably older than most previous estimates, which placed the origin in the Triassic (e.g., Grimaldi and Engel 2005) . In fact, our age estimate might seem unrealistically high given the known fossil record. For instance, it leaves a 74 myr gap to the first occurrence of Hymenoptera in the fossil record (Triassoxyela foveolata and Leioxyela antiqua at 235 Ma; Rasnitsyn 1964; Rasnitsyn and Quicke 2002) . Furthermore, while our dating analysis places the major radiation of basal Hymenoptera in the Permian, most higher hymenopteran groups, including the Apocrita, are recorded for the first time only from the Lower Jurassic (Rasnitsyn 2010) . The rather numerous hymenopteran fossils from the Triassic are currently all attributed to the Xyelidae (Rasnitsyn and Quicke 2002) .
Several factors could result in a bias toward too deep divergence times in our analyses. Over-estimation of node ages could be due to the relaxed-clock models being unable to accommodate the rate variation properly (Pulquério and Nichols 2007) , or to the stochastic bias resulting from the fact that the evolutionary rate is likely to be a random variable with a strongly asymmetric distribution (Rondriguez-Trelles et al. 2002) . In the nodedating analysis, incompatible calibration points could lead to too deep splits (Benton and Ayala 2003) , and the same holds true for inappropriate modeling of morphological characters and possibly for the uniform tree prior in the total-evidence approach. Whether any of these mechanisms biased our results remains to be shown.
However, other lines of evidence suggest that our estimate might not be that unrealistic after all. First, the scarcity of hymenopteran fossils, especially in the early Jurassic, indicates that the order may be considerably older than the oldest fossils. Considering that the second oldest fossil at 190 Ma (Sogutia liassica; Rasnitsyn 1977) is separated by 45 myr from the oldest fossils, a gap of 74 myr between the oldest fossils and the origin of the order seems at least possible. Such major gaps in the fossil record are rather the rule than the exception in arthropods due to factors such as poor preservation, small size, limited distributional ranges, and a lack of attention from paleontologists (Wills 2001) . In fact, even the best current fit of a Hymenoptera phylogeny to the fossil record contains a number of gaps in the range 85-140 myr (Rasnitsyn 2010 ). Furthermore, it is possible that the preponderance of xyelid fossils in the Triassic is due to the fact that other hymenopterans were less diverse and abundant during this time period. Another possibility is that some of the Triassic xyelids are actually unrecognized members of other basal hymenopteran lineages.
Accumulating evidence suggests that the Hymenoptera are the sister group of all other holometabolan insects (Beutel et al. 2011; Meusemann et al. 2010; Savard et al. 2006; Wiegmann et al. 2009 ). If so, and if hymenopterans radiated into extant lineages soon after their origin as suggested by our tree, then the age of the Hymenoptera should be close to the age of the Holometabola. The fossil record of several other holometabolous orders extends well into the Permian (Grimaldi and Engel 2005) , suggesting that the Hymenoptera are at least this old. The oldest known fossil assigned to the Holometabola is a gall from the late Carboniferous, estimated to be ∼302 myr old. It could represent a hymenopterous gall, but this interpretation is rather controversial (Grimaldi and Engel 2005; Labandeira and Phillips 1996) .
There is abundant additional evidence suggesting that the stem lineage of hymenopterans had separated from other Holometabola by the late Carboniferous (Rasnitsyn 1969 (Rasnitsyn , 1980 (Rasnitsyn , 2002 ), agreeing well with our estimated divergence time for this split in the upper Carboniferous (Fig. 9) . The fossil record indicates that there was a long period of evolution after that split, at least partly documented by the now extinct Palaeomanteida (= Miomoptera), before the Hymenoptera started radiating into extant lineages in the Triassic or Jurassic (Rasnitsyn 1980 (Rasnitsyn , 2002 (Rasnitsyn , 2010 . It is here that our results differ by suggesting that the hymenopteran radiation started earlier, soon after the split from other holometabolans, leaving little room for a Palaeomanteida-like stem group. It should be borne in mind, however, that we did not include representatives of early holometabolans, such as the Palaeomanteida, in our study. A total-evidence analysis sampling more broadly across extant and extinct holometabolan lineages is needed before firm conclusions can be drawn on the time duration of the hymenopteran stem lineage and the role of the Palaeomanteida in the emergence of modern hymenopterans.
Regardless of the conclusion on the fit to the early hymenopteran fossil record, our results do agree well with a number of other dating studies. For instance, a recent supertree analysis (Davis et al. 2010) , which compared fossil-based first occurrences of insect orders to phylogeny-based age estimates, found that many insect orders are likely to be considerably older than currently assumed. Specifically, the Hymenoptera were estimated to date back to the Carboniferous, ∼311 Ma, very close to our estimate of 309 Ma.
Age estimates for Hymenoptera based on molecular data are rather scarce. Wiegmann et al. (2009) used relaxed clock methods in combination with fossil calibration points to date the origin of holometabolan orders, obtaining an estimate of 350 Ma for the age of the Holometabola and 215-110 Ma for the basal split between three hymenopteran taxa, one of which was a tenthredinid. The latter is considerably younger than our estimate for the same split (304 Ma, 95% credibility interval 283-343 Ma), possibly due to the restricted sampling of hymenopteran taxa in Wiegmann et al.'s study leading to underestimation of branch lengths (Fitch and Bruschi 1987; Webster et al. 2003) and therefore biased age estimates. Other hymenopteran dating studies suggest that ants are at least 140 myr (Moreau 2011; Moreau et al. 2006 ) and bees at least 125 myr old (Danforth et al. 2006) . These estimates agree better with our analysis, in which the ancestor of the rather scarcely sampled Vespoidea-Apoidea clade, including both bees and ants, is placed ∼170 Ma (95% credibility interval 123-225 Ma). In fact, our analysis suggests that the Apoidea, with the bees nested inside, dates back to ∼145 Ma, only 20 myr before the estimated time of radiation of extant bees at 125 Ma.
CONCLUSIONS
We conclude that, when feasible, total-evidence dating should be preferred over node dating. This is not only because total-evidence dating directly incorporates the evidence on which fossil dating is based instead of relying on indirect methods that may obscure or misrepresent the available data. Our study shows that total-evidence dating can also clearly outperform node dating when extracting information from poorly preserved fossils.
Moreover, the total-evidence approach provides a much better platform for future development of fossil dating. For instance, we can now start to directly explore models of speciation, extinction, sampling, and fossilization, and their effect on fossil dating of phylogenies, as a natural component of total-evidence analyses (e.g., Stadler 2010). This would have been almost impossible within the framework of node dating.
Last but not least, the total-evidence approach puts the emphasis in fossil dating of phylogenies back where it belongs, in the empirical study of the fossil record. Our results clearly show that even with moderate amounts of molecular data, the uncertainty in effective branch lengths is negligible in comparison with the uncertainty in time lengths of branches (Fig. 6) . Thus, increasing the sampling of molecular characters, which primarily are informative about effective branch lengths, will help little in improving divergence time estimates. Such improvements must instead come from more intense study of the fossils and their morphological characters, improved understanding of the nature of morphological evolution, better models of rate variation over time and across the tree, and more sophisticated priors for clock trees with fossils.
SUPPLEMENTARY MATERIAL Supplementary material, including data files and online-only appendices, can be found in the Dryad data repository at http://datadryad.org, doi:10.5061/ dryad.j2r64.
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