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The relationship between network topology and system dynamics has significant implications
for unifying our understanding of the interplay among metabolic, gene-regulatory, and ecosystem
network architecures. Here we analyze the stability and robustness of a large class of dynamics on
such networks. We determine the probability distribution of robustness as a function of network
topology and show that robustness is classified by the number of links between modules of the
network. We also demonstrate that permutation of these modules is a fundamental symmetry of
dynamical robustness. Analysis of these findings leads to the conclusion that the most robust systems
have the most hierarchical structure. This relationship provides a means by which evolutionary
selection for a purely dynamical phenomenon may shape network architectures across scales of the
biological hierarchy.
1. INTRODUCTION
The traditional approach taken in the study of chemi-
cal reaction, gene-regulatory, population, and ecosystem
networks is to derive a system of differential equations
to model a particular biological network, attempt to fit
that model to data and adjust the modeling assumptions
along with parameter values until a good fit is achieved
[1]. Over evolutionary timescales, one expects to observe
changes in the model of best fit. All of these models
utilize essentially equivalent mathematical structures, in-
stances of which are sampled in the evolutionary process
(Fig. 1, [2–4]). Developing unified mathematical descrip-
tions of each of these that can be embedded into models
of the evolutionary process is one of the paramount goals
of systems biology.
Recent work has demonstrated that as a result of the
existence of largely insensitive directions within the pa-
rameter space for such models, the approach outlined
above often allows for a large variety of models to fit
equivalent data [5–8]. In addition, there is often uncer-
tainty about the very structure of such networks. Since
the evolutionary process results in modifications to the
underlying model this fact may be used to character-
ize evolutionarily effective versus neutral spaces. In this
context, it is crucial to gain insight into what dynamical
phenomena are possible to observe within a given class
of dynamical systems. This is necessary to understand
in order to determine whether or not a given dynamical
phenomenon should be regarded as unique or generic in
the development and investigation of models applied to
particular systems [9, 10]. This can be achieved using a
method common in statistical physics involving the con-
sideration of an ensemble of systems that, in comparison
to one another, appear to have components that are ran-
domly interlinked.
Investigating generic properties of a large class of dy-
namical systems was the approach taken by May in mod-
els of ecosystem dynamics [11, 12]. The class of dynam-
ical systems studied by May is, however, not restricted
to ecosystem dynamics and encompasses, among others,
the dynamics of all of the networks represented in Fig. 1.
May conjectured on the basis of results from random ma-
trix theory what eventually came to be referred to as the
May-Wigner stability theorem [13–16], which implies a
relationship between a topological property, system con-
nectivity, and a dynamical property, stability.
Here we determine the relationship between network
hierarchy, a topological property, and robustness, a dy-
namical property. Robustness is of interest in biological
systems at all scales, and has been previously studied
in the context of biochemical networks [17, 18], gene-
regulatory networks [19–22], and ecological networks [23].
Over physiological timescales, the robustness of a partic-
ular network state may be evaluated by determining its
linear stability [24]. Network states that are linearly sta-
ble, are robust to perturbations in the states of their com-
ponents. For example, in the case of gene-regulatory net-
works, a state vector containing protein molecule counts
or concentrations of each gene that is stable with respect
to the dynamics of the network will exponentially sup-
press any relatively small modifications to the state of a
gene and return to the initial stable state.
Rather than evaluating system stability for a partic-
ular model of a biological network over physiological
timescales, we are interested in evaluating robustness
over evolutionary timescales where the form of the most
accurate underlying model is itself subject to change.
Over evolutionary timescales it is expected for there to
be fluctuations, not only in the state, but in any aspect of
the model specifying the dynamics of the network itself
(i.e. parameters, structure of the rate functions, etc.),
and these changes may occur at any level of the hier-
archy including metabolic, gene-regulatory, population,
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FIG. 1. Dynamical models in systems biology. The top row represents a chemical reaction network (CRN) [18], a gene
regulatory network (GRN) [36], and an ecological regulatory network (ERN) [23] in terms of the graphical methods specific
to each field mapped into the interaction graph, which provides a unified representation for networks across these fields. The
second row represents a particular example of a system of differential equations that are used to model a biological network
within each of the domains of application considered here. The third row shows the general form of a system of differential
equations that can be used to model any network architecture within each domain.
and ecosystem. It is therefore also expected that network
architectures managing to persist over such timescales
may be required to do so with modifications to the lo-
cation of their stable states and even to the geometry of
their state spaces. However, what must remain invari-
ant on such evolutionary timescales is the higher-level
property that the system possess a relatively high overall
probability of remaining in a stable state upon modifi-
cations to the underlying dynamical process subject to
environmental constraints. This is necessary in order for
networks of lower-level components to exist, regardless
of what state they exist in, long enough to serve as the
substrate out of which networks of relatively higher-level
components are constructed [25]. What is important over
at least moderate evolutionary timescales is then the con-
ditional probability, R, given a system is in a stable state,
that upon modifications to its structure in the context
of environmental fluctuations, it remains stable, regard-
less of where the stable state is located within the state
space Fig. 2. For the purpose of this investigation then,
we quantify dynamical robustness in this way.
We demonstrate that systems exhibiting maximal ro-
bustness with respect to this definition have the most
hierarchical network topology and explain why this re-
sults from an invariance of robustness to particular kinds
of transformations of the network topology. For the pur-
pose of formulating this result, the maximally hierarchi-
cal network is considered to be the graph associated to
the total ordering (Supporting Information and [26]). An
example of this for three system components is shown in
Fig. 4B top. We use a measure of hierarchy based upon
the edit distance from this maximally hierarchical net-
work [27]. Our results hold for networks of arbitrary size
and are independent of the probability distribution from
which the strengths of interaction are sampled.
2. DYNAMICAL SYSTEMS ON BIOLOGICAL
NETWORKS
In the general case of a dynamical system with n com-
ponents, where the components may be concentrations
of chemical species, genes, or biological species, we have
an n-dimensional vector of state variables or observables
(x1(t), . . . xn(t)) = ~x(t) whose components are solutions
to the arbitrary first order system
dxi(t)
dt
= Fi(~x(t), ~p), (i = 1, . . . , n) (1)
where F = {F1, . . . , Fi, . . . , Fn} represent, potentially
nonlinear, functions of the given vector of state variables
and ~p ∈ Rs is the vector of s parameters of the Fi. These
parameters typically represent reaction rates or interac-
tion strengths in chemical, gene-regulatory and ecological
networks. For example, in the Lotka-Volterra model in
Fig. 1, ~x = (n1, . . . , nN ), ~p = (r1, . . . , rN , b11, . . . , bNN ),
and Fi = rini +
∑N
j=1 bijninj . The set of all dynamical
systems, D, for a given number of state variables n and
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FIG. 2. Stability and equivalence classes of fixed points. Linearization around a steady-state of a model of a biological
network allows for the assessment of the stability of that state. For two-dimensional systems, assessment of stability in terms
of the trace and determinant of the Jacobian matrix associated to a particular steady-state geometrically partitions the plane
into a stable region (S, blue) and an unstable region (U, red). For larger systems in higher dimensions this geometry is too
complicated to visualize, but it is nevertheless well-defined and can be investigated algebraically and numerically. (top center)
Jacobian matrices such as A1 partition the space of fixed points into equivalence classes [A1], each of which is either stable or
unstable.
a given number of parameters s, is then
D = {(F (−, ~p), ~p)|F : Rn × Rs → Rn, ~p ∈ Rs}. (2)
Fixed points are the simplest class of solutions to the
dynamical system characterizing its long-term behavior.
If ~x is a fixed point (i.e. Fi(~x) = 0 for all i), we may
proceed to ask whether it is dynamically stable. In-
tuitively, dynamic stability means that, if one chooses
the initial conditions sufficiently close to the fixed point,
the solution will stay nearby. Physically, this is impor-
tant because, if a fixed point ~x0 is unstable, we have
zero probability of observing the solution ~x(t) = ~x0 in
the absence of coupling to another system. The Lotka-
Volterra model has two fixed points: the trivial one of
all zero species ni = 0 and the other given implicitly by
ri +
∑N
j=1 bijnj = 0. The set of all such fixed points, F ,
is then
F = {(d, ~x0) | d = (F (−, ~p), ~p) ∈ D, ~x0 ∈ Rn, F (~x0, ~p) = 0}.
(3)
2.1. Stability analysis of biological networks
To determine stability, we use the Taylor series expan-
sion of the equations of motion Eq. 1 about the fixed
point ~x0 where ~y = ~x− ~x0 by
dxi(t)
dt
≈Fi(~x0) +
N∑
j=1
∂Fi
∂xj
∣∣∣∣
~x=~x0
yj
+
1
2
N∑
j,k=1
∂2Fi
∂xj∂xk
∣∣∣∣
~x=~x0
yjyk + · · ·
(4)
The zeroth order term vanishes since Fi(~x
0) = 0 by def-
inition and thus neglecting terms higher than first order
from Eq. 4 results in
d~y(t)
dt
= A~y(t), (5)
where the n× n-matrix A has components
aij =
∂Fi
∂xj
∣∣∣∣
~x=~x0
.
The system defined by Fi, ~p, and ~x
0 is dynamically
stable if the eigenvalues of A all have real parts less than
zero and A is then referred to as a stable matrix. The
spectral abscissa of the matrix A is defined as
η(A) = max
i
{<(λi)}
4where λi are the eigenvalues of A. The system defined by
Fi and ~x
0 is dynamically stable if the spectral abscissa
of A is less than zero, equivalently, η(A) < 0. This is
because the general solution to Eq. 5 is
yi(t) =
∑
j
bije
λjt, (i = 1, . . . , n)
for some matrix B = (bij) and thus all ~y = ~x− ~x0 decay
to zero when all λi < 0.
This criterion can be checked equivalently in terms of
conditions on the coefficients of the characteristic poly-
nomials χ(A) associated to the systems described by
matrices A. In the 2-dimensional case, χ(A) = λ2 +
Tr(A)λ+Det(A) has solutions λ with negative real parts
if Tr(A) < 0 and Det(A) > 0, which we make use of in
examples. Generalized conditions for higher dimensions
are available in [28]. As an example of a Jacobian matrix,
the Lotka-Volterra model has
aij =
{
ri + biini +
∑N
k=1 biknk, i 6= j
biini i = j
. (6)
Evaluation of the stability criterion occurs on a space
of two states inducing a mapping from matrices to binary
values S : Rn×n → {1, 0} given by
S(A) =
{
1, η(A) < 0
0, η(A) ≥ 0 , (7)
where 1 stands for S or stable and 0 stands for U or
unstable. The stability criterion defines an equivalence
relation on the set of all Jacobian matrices A ∈ Rn×n
deriving from fixed points on n variables that simply
splits the set into two classes S = {A |A is stable} and
U = {A |A is unstable}.
2.2. Equivalence classes of systems associated to
Jacobian Matrices
Jacobian matrices define an equivalence relation, ∼, on
fixed points given by (F, ~p, ~x0) ∼ (F ′, ~p ′, ~x0′) if and only
if
∂F (~x, ~p)
∂~x
∣∣∣∣
~x=~x0
=
∂F ′(~x, ~p ′)
∂~x
∣∣∣∣
~x=~x0′
. (8)
This relation then partitions the set of all fixed points
into equivalence classes F/∼, where the class [A] associ-
ated to Jacobian matrix A ∈ Rn×n is
[A] =
{
(F, ~p, ~x0) | ∂F (~x, ~p)
∂~x
∣∣∣∣
~x=~x0
= A
}
. (9)
An example with two members of F from each of four
different equivalence classes [A1], [A2], [A3], and [A4] of
F/∼ is shown in Fig. 2.
2.3. Interaction graphs encoding network
architecture
The interactions among variables in a dynamical model
for any network can be represented in terms of a global
interaction graph (Fig. 1 top row). For a general sys-
tem X ∈ D the directed graph GX that describes
the manner in which each of the variables depends
upon one another is given by the adjacency matrix
adj(GX) where adj(GX)ij is 1 if Fi depends on xj and
0 if Fi does not depend on xj . These two conditions on
global system interactions are expressed respectively for
all ~x in terms of elements of the Jacobian matrix as
∂Fi
∂xj
(~x) 6= 0 and ∂Fi∂xj (~x) = 0. For large systems, since
any given component is only likely to interact with a rel-
atively small proportion of the other components, these
matrices may be sparse. We can also associate a lo-
cal interaction graph GA given by an adjacency matrix
adj(GA) to each dynamical system having Jacobian ma-
trix A at some fixed point ~x0 where
adj(GA)ij =
{
1, aij 6= 0
0, aij = 0
. (10)
In general, the graph GA is a subgraph of GX , however,
GA is almost always equivalent to GX (Supporting Infor-
mation). We define the connectivity to be equal to the
number of edges in GA, which is equivalent to summing
up the number of non-zero entries of adj(GA). These
interaction graphs can be viewed as deriving from the
combination of system components that accept a given
pattern of inputs and produce a given pattern of outputs
(Fig. 4A).
Each distinct directed graph G, of which there are k =
2n(n−1) that could be associated to the interactions in
a model defined on n variables, selects a subset of F/∼
(see Fig. 3C)
[G] = {[A] | GA = G} . (11)
The G-classes thereby partition the collection of fixed
points, F , over the space of dynamical systems, D, ac-
cording to the interactions among the variables of the dy-
namical system represented by the topology of G. This
partition, F/G, is a coarsening of F/∼.
3. EVOLUTIONARY PROCESSES SAMPLING
DYNAMICAL SYSTEMS
In the course of biological evolution, the parameter val-
ues ~p, form of the functions F , and environmental condi-
tions restricting access to the basins associated to differ-
ent fixed points ~x0 corresponding to all different types of
networks considered in Fig. 1 are subject to, potentially
drastic, modifications due to environmental fluctuations.
The stochastic process by which these modifications oc-
cur induces one on the set of fixed points that results in
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FIG. 3. Assessment of dynamical robustness. (A) Any stochastic process induced on the stable and unstable regions of
the space of fixed points can be represented as a state transition diagram. The conditional probability of remaining in the
stable region in the context of such modifications, given a previously existing stable state, is then provided by estimating R.
(B) The stochastic process that results from modifications to a given dynamical model over evolutionary timescales induces a
stochastic process on the equivalence classes of fixed points F/∼ represented by the boxes in the top row. This in turn induces
a process on the stable and unstable regions, which can be used to estimate robustness. We note that R is distinct from the
stationary probability of being within the stable region P∞(S) = 1−U
2−R−U . (C) Each network architecture encoded by a directed
graph, {G1, . . . , Gk}, that indicates the manner in which the variables of a biological network depend upon one another selects
a particular subset of equivalence classes from F/∼ (see Eq. 11). Robustness can therefore be estimated independently for each
network architecture.
the assignment of a probability P (fT ) to each history of
length T , fT = (f1, f2, . . . , fT ) ∈ FT [29]. These dynam-
ics induce a stochastic process on the equivalence classes
of fixed points F/∼ indexed by Jacobian matrices given
by
P ([A]T ) =
∑
{fT |fTi ∈[A]Ti }
P (fT )
for each history of length T , [A]T =
([A1], [A2], . . . , [AT ]) ∈ (F/∼)T as visualized in Fig. 3B.
These changes can alter the stability of a given system,
thereby inducing an even more coarse-grained stochastic
process on the stable regions of the space of fixed points
given by
P (sT ) =
∑
{AT |S(ATi )=sTi }
P (AT )
for each history of length T , sT = (s1, s2, . . . , sT ) ∈
{0, 1}T as visualized in Fig. 3A and B. In order to model
this we consider a process whereby perturbations applied
to a given dynamical system and fixed point associated to
a stable Jacobian matrix A lead to another Jacobian ma-
trix A′. This corresponds to an ensemble of fixed points
of dynamical systems where each model in the ensemble
may otherwise be defined in terms of a different collection
of rate functions F ′, vector of parameters ~p ′, or environ-
mental conditions restricting access to ~x0
′
(Supporting
Information). We then ask what is the probability, given
A is a stable matrix, that A′ is also a stable matrix. This
quantifies the intuitive statement that, over evolutionary
timescales, it is not enough for a system to be stable,
but rather that it have a reasonably high probability of
remaining stable over continguous timeframes. In terms
of a history sT over the states specifying the stability
property, S, this is given by
r =
∑T−1
t=0 s
T
t+1s
T
t∑T−1
t=0 s
T
t
.
6If the process P (sT ) has limits µ(s) = limt,T→∞ P (sTt =
s) and τ(s′ | s) = limt,T→∞ P (sTt+1 = s′ | sTt = s) for
s, s′ ∈ {0, 1} , the expectation of r as T →∞ is approx-
imated by
R(S, µ, τ) = E[r] ≈
∑
s,s′ µ(s)τ(s
′ | s)∑
s=1 µ(s)
. (12)
This conditional probability corresponds to the parame-
ter R of the two-state process depicted in Fig. 3A, and it
is what we refer to as dynamical robustness.
In terms of Jacobian matrices A and A′, if the under-
lying process P ([A]T ) has analogous limits
µ(A) = lim
t,T→∞
P (ATt = A)
and
τ(A′ | A) = lim
t,T→∞
P (ATt+1 = A
′ | ATt = A)
for A,A′ ∈ Rn×n, Eq. 12 becomes
R(S, µ, τ) =
∫
A,A′∈Rn×n dµ(A)dτ(A
′ | A)S(A)S(A′)∫
A∈Rn×n dµ(A)S(A)
.
(13)
In order to classify the properties of this process ac-
cording to network architecture, we consider cases where
the condition adj(GA) = adj(GA′) holds, which results
in an analogous processes defined on each G-class [G] ∈
F/G given by
P ([A]T | GA=G) =
∑
{fT |fTi ∈[A]Ti }
P (fT )
for each history of length T , [A]T =
([A1], [A2], . . . , [AT ]) ∈ [G]T as visualized in Fig. 3C.
This now corresponds to a collection of ensembles of
dynamical systems each with equivalent connectivities
corresponding to a graph G. For each graph, there is a
potentially different value of robustness given by
R(G,S, µ, τ) =
∫
A,A′∈Rn×n
GA=G
dµ(A)dτ(A′ | A)S(A)S(A′)
∫
A∈Rn×n
GA=G
dµ(A)S(A) .
(14)
Comparing the values of R for each G-class in F/G places
a partial ordering on network architectures, G, which al-
lows for the determination of which network architectures
would be expected to be enriched relative to others in
an evolutionary process where selection is imposed in a
manner that results in a bias toward higher R values.
4. ABSTRACTING NETWORK
ARCHITECTURES TO THEIR STRONGLY
CONNECTED COMPONENTS AND THE
SYMMETRIES OF ROBUSTNESS
The network architecture represented in terms of the
adjacency matrix, Eq. 10, can be abstracted into mod-
ules by mapping the interaction graph to the network
of strongly connected components (SCCs). A SCC of a
graph is a maximal subset of vertices where each vertex
within the subset can be reached from any other [26].
The strongly connected components of some examples of
three variable systems are outlined in Fig. 4B along with
their adjacency matrices.
The map from the interaction graph of a network to its
SCCs, referred to as Hier in Fig. 4, results in a decom-
position of G into its SCCs. Each node of Hier(G) cor-
responds to a strongly connected component of G. There
is an edge from the node corresponding to component C
to the node corresponding to component C ′ if and only
if there exists a link from some vertex in C to some ver-
tex in C ′ in G. Because of the maximality of strongly
connected components, Hier(G) is acyclic.
One can also perform this construction in the opposite
direction. Start with a directed acyclic graph H. To
each node n of H associate a strongly connected graph
Cn. To each link (i, j) of H associate a non-empty subset
of Vertex(Ci)×Vertex(Cj). The result will be a graph G
such that Hier(G) = H and furthermore, every graph G
such that Hier(G) = H can be obtained in this manner.
This map Hier is many-to-one and so there is a large
class of operations which leaves Hier(G) invariant for a
given graph G Fig. 4C. These three symmetries, Fig. 4B,
represent transformations that can be performed on the
interaction graph that do not change the network of SCCs
to which it is associated. For instance, we may inter-
change the positions of the strongly connected compo-
nents relative to each other Fig. 4Ca. Leaving the com-
ponents fixed, we may move links between nodes in a
component Fig. 4Cb or between components, or even add
or delete links Fig. 4Cc.
Symmetries with respect to some property of the sys-
tem are characterized by the ability to interchange these
modules or their connectivity without changing that
property. Two of these three intrinsic symmetries ofHier
are also symmetries with respect to dynamical robust-
ness. Fig. S2 shows an example of these latter symme-
tries applied to a specific interaction graph.
5. DERIVATION OF THE RELATIONSHIP
BETWEEN NETWORK ARCHITECTURE AND
ROBUSTNESS
Now we derive an analytical expression for dynami-
cal robustness, R, of a network in terms of its interac-
tion graph, G, as a weighted average of the robustness,
Rα, of the SCCs, Cα, the corresponding number of links
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FIG. 4. Open systems, strongly connected components and symmetries of robustness. (A) Example of the combina-
tion of open system modules to construct closed systems. (B) SCCs highlighted in gray for each of the four graphs representing
the interdependencies relevant to four different three variable systems. The most hierarchical network, top panel, is the one
that maximizes the number of SCCs and the number of links between them. We therefore define hierarchy as max(ED)− ED
where ED is the edit distance representing the number of link addition/deletion operations necessary to transform a given graph
into the most hierarchical one. The two panels in the middle represent examples of hierarchical modular systems that posess
both modularity (i.e. SCCs with more than one variable) and hierarchy. (C) Symmetries of the Hier transformation between
graphs and SCCs. The transformation a represents an interchange of SCCs, b moving a link between nodes in a component
and c adding a link. All three transformations represent symmetries of the Hier transformation from graphs to SCCs while
only a and b are symmetries of robustness.
within each SCC, dα, and the number of links between
the SCCs, l to give d = l+
∑
α dα. The result ultimately
holds for the case of simultaneously perturbing any num-
ber of elements of the Jacobian. To anchor the intuition
before stating the more general result, we derive the ex-
pression for the case of perturbing a single element at
each timestep of the process.
5.1. Independent modification process to
individual network interactions
Let the index i range over the non-zero entries ai of A.
The entries of the Jacobian are sampled independently
from a generic probability distribution ρi for each entry.
Under this assumption then
µ(A) =
∏
i
ρi(ai),
τ (1)(A′ | A) = 1
d
∑
i
τ
(1)
i (A
′ | A),
(15)
where
τ
(1)
i (A
′ | A) = ρi(a′i)
∏
j 6=i
δ(a′j − aj).
The decomposition of a digraph into SCCs corresponds
to a block triangular decomposition of its adjacency ma-
trix. Say that the graphG has SCCs C1, C2, . . . Cn, which
have been labelled in such a way that there are no links
from vertices in component Ci to component Cj when
i < j. Label the vertices in such a way that V1, . . . , Vn1
belong to C1, Vn1+1, . . . , Vn2 belong to C2, etc. Then,
8if we choose basis vectors corresponding to this labelling
of the vertices, we will have aij = 0 whenever i and j
correspond to different components and i > j. This con-
dition is equivalent to stating that the matrix is block
triangular with blocks of size n1, n2, . . ..
Since the determinant of a triangular matrix equals
the product of the determinants of its diagonal blocks, it
follows that the characteristic polynomial factors as the
product of the charactericstic polynomials of its diagonal
blocks. Hence, a block triangular matrix is stable if and
only if its diagonal blocks are stable. Note that this con-
dition does not depend upon the entries off the diagonal
(which correspond to links between SCCs) and does not
depend upon what order the components appear. This
fact implies that the terms evaluating stability such as
S(A) from Eq. 14 decompose into products over the SCCs
S(A) =
∏
Cα∈Hier(G)
S(piCα(A)) (16)
where piCα(A) denotes the projection of the matrix A
onto the SCC Cα.
To relate the robustness of a graph to the robustness
of its SCCs, we substitute Eq. 15 and Eq. 16 into Eq. 12,
collect factors corresponding to components, decompose
integrals into their respective products, collapse integrals
over delta distributions, and cancel common factors be-
tween numerator and denominator. Let L denote the set
of edges of G that connect distinct strongly connected
components. Then, if i ∈ Cα for some SCC Cα, we have
∫
dµ(A)dτ
(1)
i (A
′ | A)S(A)S(A′)∫
dµ(A)S(A) =
∫ ∏
k∈Cα
dak da
′
k ρ(ak)ρi(a
′
i)
∏
j∈Cα\i
δ(a′j − aj)S(piCα(A))S(piCα(A′))×∏
Cβ∈Hier(G)\Cα
∫ ∏
j∈Cβ
dak da
′
k ρ(a
′
j)δ(a
′
j − aj)S(piCβ (A))S(piCβ (A′))×∏
l∈L
∫
dal da
′
l ρ(a
′
l)δ(a
′
l − al)∫ ∏
k∈Cα
dak ρ(ak)S(piCα(A))×∏
Cβ∈Hier(G)\Cα
∫ ∏
h∈Cα
dah, ρ(ah)S(piCβ (A))×∏
l∈L
∫
dal ρ(al)
=
∫ ∏
k∈Cα
dak da
′
k ρ(ak)ρi(a
′
i)
∏
j∈Cα\i
δ(a′j − aj)S(piCα(A))S(piCα(A′))∫ ∏
k∈Cα
dk ρ(ak)S(piCα(A))
= R(Cα, S, µα, τ
(1)
α )
(17)
where µα and τ
(1)
α refer to the analogues of Eq. 15 for
the subgraph Cα of G. Eq. 17 shows that the terms
in the sum over the elements of A, or equivalently the
edges of G, that comprise a given SCC of G reduce to
the robustness of that SCC alone. Likewise, when i ∈ L,
we have
∫
dµ(A)dτ
(1)
i (A
′ | A)S(A)S(A′)∫
dµ(A)S(A) =
∏
Cα∈Hier(G)
∫ ∏
j∈Cβ
dak da
′
k ρ(a
′
j)δ(a
′
j − aj)S(piCα(A))S(piCα(A′))×∫
daida
′
iρi(a)ρa(a
′
i)×
∏
l∈L\i
∫
dal da
′
l ρ(a
′
l)δ(a
′
l − al)∏
Cα∈Hier(G)
∫ ∏
h∈Cα
dah, ρ(ah)S(piCα(A))×
∫
daiρ(ai)×
∏
l∈L\i
∫
dal ρ(al)
= 1
(18)
For each Cα ∈ Hier(G), there will be dα values of i such
that i ∈ Cα requiring instances of Eq. 17; likewise, there
will be l values of i such that i ∈ L requiring instances of
Eq. 5 5.1. Hence, when we perform the summation over
i to compute the robustness of F/G for each G, we will
obtain a weighted average:
R =
l + d1R1 + d2R2 + · · ·
l + d1 + d2 + · · · . (19)
Here Rα is shorthand for R(Cα, S, µα, τ
(1)
α ) and R is
9shorthand for R(G,S, µ, τ (1)). Examples of vector fields
that correspond to the sampling of Jacobian matrices
used in the computation of robustness for particular ex-
amples are shown in Fig. 2 and Fig. S1. Eq. 19 shows
a schematized version of Eq. 14 for the case of perturb-
ing a single element at a time (see Fig. 4B for exam-
ples demonstrating this expression). For instance, if our
graph is the one in Fig. 4B (middle panels), then we have
two connected components, one with two nodes, and one
with one node. From Table S1, we know that the graph
with two nodes has probability 0.25 of being stable and
robustness 0.62. The graph with one node corresponds
to a 1× 1 matrix, so we have probability 0.5 of stability
and robustness 0.5. Thus, the probability of our 3-node
graph being stable is 0.5×0.25 = 0.125 and its robustness
is computed from Eq. 19 in Fig. 4B, which agrees with
the value computed in Table S1 up to sampling error.
Examining this expression noting that Rα are all
strictly less than one proves that networks maximizing l,
will also maximize R. Given two connected components
Cα and Cβ with vα and vβ nodes respectively, we have
a maximum of vαvβ links going from Cα to Cβ . Hence,
l ≤∑(α,β)∈Hier(G) vαvβ . Since every acyclic digraph can
be embedded into a totally ordered set, we may assume
without loss of generality that our components have been
ordered in a way such that, if (α, β) ∈ Hier(G), then
α < β. Hence, l ≤ lmax where
lmax =
n−1∑
α=1
n∑
β=α+1
vαvβ =
1
2
(
n∑
α=1
vα
)2
− 1
2
n∑
α=1
v2α.
Suppose we have a graph G with SCCs C1, . . . , Cn and
that Gtot is the graph on n nodes with a link from node
i to node j whenever i < j. Then we have a graph
Gmax such that Hier(Gmax) = Gtot, the components of
Gmax are also C1, . . . , Cn, but that includes all possi-
ble links between each pair of components. In this case
R(G) ≤ R(Gmax) for all G 6= Gmax where R(Gmax) is
equivalent to Eq. 19 with lmax substituted for l
R(Gmax) =
1
2 ((
∑n
α=1 vα)
2 −∑nα=1 v2α) +∑nα=1 dαR(Cα, S, µα, τα)
1
2 ((
∑n
α=1 vα)
2 −∑nα=1 v2α) +∑nα=1 dα . (20)
5.2. Modifying multiple interactions simultaneously
This argument also works when relationships between
multiple system components are perturbed simultane-
ously, although the notation becomes more complicated.
Suppose that we resample m interactions. Then the ana-
logue of Eq. 15 is
τ (m)(A′ | A) = 1(
d
m
) ∑
i1,...,im
τ
(m)
i1,...,im
(A′ | A),
τ
(m)
i1,...,im
(A′ | A) =
m∏
k=1
ρik(a
′
ik
)
∏
j /∈{i1,...im}
δ(a′j − aj).
(21)
Now define
M =
(m0,m1, . . . ,mn)
∣∣∣∣m = n∑
i=0
mi & m0 ≤
n−1∑
i=1
n∑
j=i+1
`ij & (∀i ∈ {1, . . . , n}) mi < di
 .
Then, given (m0,m1, . . . ,mn) ∈ M , there are(
m
m0,m1,....mn
)
ways of choosing mi links from Ci and m0
links between strongly connected components. Hence,
our weighted average becomes
R(G,S, µ, τ (m)) =
∑
(m0,m1,...mn)∈M
(
m
m0,m1,....mn
)(
m0 +
n∑
α=1
mαR(Cα, S, µ, τ
(mα))
)
∑
(m0,m1,...mn)∈M
(
m
m0,m1,....mn
)
m
(22)
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As before, since R(Cα, S, µ, τ
(mi)) ≤ 1, we may in-
crease R(G,S, µ, τ (m)) by increasing the maximum pos-
sible value of m0 while keeping the strongly connected
components the same. Again, if we fix Hier(G), the
maximum possible value of m0 is
∑
(α,β)∈Hier(G) vαvβ
whereas, if we allow it to vary, the maximum is
1
2 ((
∑n
α=1 vα)
2 − ∑nα=1 v2α), which is attained when
Hier(Gmax) = Gtot. Hence, we conclude that
R(G,S, µ, τ (m)) ≤ R(Gmax, S, µ, τ (m)).
This implies that the interaction graphs for systems
that are the most robust will maximize the number of
links between SCCs as well as the overall number of SCCs
with respect to a particular system size. This analytical
result predicts that any network whose associated dy-
namical system has the interaction graph equivalent to
the total ordering will be more robust than those asso-
ciated to any of the other interaction graphs in Fig. 4B.
The graph associated to the total ordering is the most
hierarchical network architecture for any given number
of system components like that of Fig. 4B top for three
component systems where the highest component in the
hierarchy has directed links to all other nodes in the net-
work, the second highest component has directed links
to all other nodes in the network except the highest one,
et cetera (Supporting Information). Because this result
is purely topological in nature, it does not depend at all
upon any particular details such as the probability distri-
bution from which the component interaction strengths
are sampled or the size of the system. The result that dy-
namical robustness is correlated with network hierarchy
therefore applies to an even broader class of dynamical
systems than the particular random ensembles we have
studied directly.
To test the prediction of the analytical results in Eq. 19
and Eq. 22, we computed approximations to the proba-
bility distribution of stability and dynamical robustness
relative to network architecture for ensembles of systems
having two or three interacting components (see Sup-
porting Information Table S1 and Table S2). For all of
these, we found that robustness is correlated with con-
nectivity, but that the most robust systems have inter-
mediate connectivity for a given network size (Fig. 5A).
Accounting for the number of cycles in a network archi-
tecture reveals a strong correlation between robustness
and connectivity that was hidden when networks with
any number of cycles were considered together (Fig. 5C).
While the most hierarchical network architecture will al-
ways lack cycles altogether, cycle number alone is clearly
insufficient to account for robustness as the members of
each class span nearly the entire range of possible robust-
ness values. Consistent with our analysis of the symme-
tries of robustness, we found that the most hierarchical
network architecture is the most robust (Fig. 5B). More-
over, if we consider hierarchy partitioned by connectivity,
we find that there is a monotonic increase in robustness
following any line of increasing hierarchy in Fig. 5D.
6. CONCLUSION
Our analysis predicts that, in general, an ensemble of
systems where robustness has been the predominant ob-
ject of selection and has been positively selected over a
sufficiently long period of time should exhibit a bias to-
ward more hierarchical network topologies. Given the
manner in which we define robustness in Eq. 12, this is a
very general constraint. In the short term, this prediction
may be further evaluated at the levels of both metabolic
and transcription factor networks, which have already
been shown to display hierarchical structure, but whose
dynamics have not been sufficiently well characterized to
ascertain their dynamical robustness as we have defined
it here [30–32]. At the ecological level, a system sub-
jected to the environmental stress of overfishing, which
may imply selection for robustness, has been observed
to exhibit such a bias toward more hierarchical network
architectures [33]. In the long term, this prediction may
be evaluated using experimental evolution by comparing
the degree of hierarchy that emerges in the evolution of
gene regulatory network topology in the context of both
static and fluctuating environments that impose differen-
tial selection strengths for dynamical robustness [34].
In order to further this work from a theoretical per-
spective, it will be necessary to deepen our understand-
ing of the relationship between dynamical robustness and
the underlying network topology. Following May [13–
16], this will involve improving the general understanding
of the relationship between perturbations to a system’s
structure and the qualitative changes in the dynamical
phenomena it can produce. The conservation of robust-
ness with respect to nontrivial symmetries including the
interchange of SCCs and permutation within SCCs sug-
gests the existence of an evolutionary neutral space. A
deeper mathematical characterization of the full symme-
try groupoid of dynamical robustness may thus help to
characterize this potential evolutionary constraint [35].
For some classes of systems, it may be possible to go be-
yond the linear approximation and corresponding local
summary statistics of the phase space, such as dynamical
robustness, to provide a more complete characterization
of the relationship between network architecture and the
global structure of the phase space of the corresponding
ensemble of biological networks.
The relationship between structure and function is fun-
damental to networks at every level of the biological hi-
erarchy. Equally fundamental is the ability of systems
to persist over long periods of time, which is dependent
upon their dynamical robustness. Here we have demon-
strated a structure-function relationship wherein biolog-
ical networks that are more hierarchical are more robust
and thus more likely to persist when this feature is the
dominant object of selection in the evolutionary process.
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FIG. 5. Characterization of stability and robustness according to properties of system structure for three
variable systems (A) Robustness versus connectivity. The red line represents a best fit in the least-squares sense with
Pearson product-moment correlation coefficient r = 0.29. The lowest and highest robustness network architectures are labelled.
Other network architectures are shown in Table S2. (B) Robustness versus hierarchy. Correlation coefficient r = 0.67. (C)
Number of cycles and (D) hierarchy vs connectivity and robustness. The color of each point represents the average robustness
of all graphs having the parameters specified on the x and y axes.
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S1. STABILITY AND ROBUSTNESS ANALYSIS
OF PARTICULAR SYSTEM ENSEMBLES
Here we compute robustness values for particular ex-
amples, where we choose the distributions ρi to all be
the uniform distribution U(−1, 1) on the d-dimensional
hypercube, Hd, of edge length r = 2, centered about the
origin. For this choice, we will have ρi = 1[−1,1].
For systems having two variables, we can analytically
compute the probability of stability and robustness from
Eq. 14. For those having three variables, we can esti-
mate these same quantities using Monte Carlo simula-
tions. Systems of larger size can be analyzed using the
symmetry properties of robustness extracted from this
analysis. We note again that while we use the uniform
distribution for the purposes of illustration, the analysis
could be performed for other distributions and our result
relating network hierarchy to robustness in Eq. 19 and
Eq. 22 is independent of the form of this distribution.
For two-variable systems having 2×2 Jacobian matrices,
the aforementioned stability criteria result in the condi-
tions T < 0 and D > 0 where T and D denote the trace
and the determinant. Suppose we have a stable matrix[
a b
d c
]
where a + c < 0 and ac > bd. For the case in which
x1 = a, x2 = b, x3 = c, x4 = d we need to compute
what corresponds to R(G,S, µ, τ
(1)
k ) where k = 1 . . . 4.
By symmetry, there are two cases to consider; resam-
pling a is equivalent to resampling c and resampling b is
equivalent to resampling d so we only need to explicitly
compute R(G,S, µ, τ
(1)
1 ) and R(G,S, µ, τ
(1)
2 ). Suppose
that we resample b to compute R(G,S, µ, τ
(1)
2 ). The de-
nominator of Eq. 14 in this case is given by
P
(
S
([
a b
d c
])
= 1
)
=
∫
ac>bd
a+c<0
H4
da db dc dd 1∫
H4
da db dc dd 1
.
Since the trace does not involve b, the T < 0 condition
will be satisfied automatically and we only need to ex-
amine the determinant. Thus, we have the inequalities
ac > b′d and −1 < b′ < 1 in addition to the previous
constraints leading to an expression for the numerator of
Eq. 14
P
(
S
([
a b
d c
])
= 1 and S
([
a b′
d c
])
= 1
)
=∫
ac>b′d
ac>bd
a+c<0
H5
da db dc dd db′ 1
∫
H5
da db dc dd db′ 1
.
The analogous equation for resampling a is
P
(
S
([
a b
d c
])
= 1 and S
([
a′ b
d c
])
= 1
)
=∫
a′c>bd
a′+c<0
ac>bd
a+c<0
H5
da db dc dd da′ 1
∫
H5
da db dc dd da′ 1
.
Using this approach the probability of stability and of ro-
bustness for all two variable systems is given in Table S1.
The analogous results for all three variable systems are
computed using Monte Carlo integration and shown in
Table S2 and Fig. 5A. This process is associated with
some error relative to the exact integration described
above. In all simulations we use N = 10000 so that
the maximum error is 0.005 (see Sec. S2).
It has been stated previously on the basis of simulation
that system stability decreases with connectivity as the
system size goes to infinity [12]. For small system sizes
such as the two and three variable systems, the situa-
tion is not so clear cut. For two variable systems, system
stability is constant across the entire range of connectivi-
ties. For three variable systems, the trend shows a minor
decrease from connectivity 4 to 5 followed by small fluc-
tuations as shown in Fig. S3.
The relationship between connectivity and robustness
for two variable systems is shown in Table S1 and likewise
for three variable systems in Table S2 and Fig. 5A. If we
average over the different classes of matrices for a given
connectivity we see there is a correlation between con-
nectivity and robustness demonstrated by the red lines
in Fig. 5A. Fig. S4 shows the robustness for all three vari-
able systems as a function of the number of simple cycles
(elementary circuits) of length greater than one in the
corresponding directed graph [37]. There appears to be
a weak negative correlation between robustness and the
number of simple cycles.
The combination of connectivity and cycle number as
shown in Fig. 5C provides a better classification of the de-
pendence of robustness upon network topology. Here the
robustness of three variable systems with a given num-
ber of cycles, increases monotonically with connectivity.
2The network with the highest robustness for three vari-
able systems is that of Fig. 4B (top panel). This network
is the most hierarchical of all three variable systems in
the sense that it represents a total ordering of the compo-
nents of the network and its adjacency matrix also shown
in Fig. 4B (top panel) has a block triangular structure.
This observation suggested that graph edit distance
from Fig. 4B (top panel), hierarchy, might provide a bet-
ter characterization of dynamical robustness. Fig. 5B
shows dynamical robustness as a function of hierarchy.
There is a monotonic correlation between the upper
bound of robustness and hierarchy. Fig. 5D shows dy-
namical robustness as a function of both hierarchy and
connectivity. The monotonic correlation between hierar-
chy and robustness is refined by an underlying correlation
between robustness and connectivity analogous to that of
Fig. 5C.
S2. MONTE CARLO INTEGRATION
If we sample N = Nstab +Nunstab matrices where each
has some probability θ of being stable then Nstab has a
binomial distribution. We can compute a sample esti-
mate for θ, θˆ = NstabN [38]. The posterior distribution in
this case is known to be a Beta distribution as a result
of Beta-Binomial conjugacy
Beta(θ|D) = Beta(θ|Nstab + a,Nunstab + b)
where a and b are the hyperparameters of the Beta prior
and we consider the uninformative uniform prior corre-
sponding to a = b = 1. We consider the maximum a
posteriori estimate
θˆMAP =
a+Nstab − 1
a+ b+N − 2
which corresponds in this case to the maximum likelihood
estimate
θˆMLE =
Nstab
N
.
This estimate is characterized by the variance of the pos-
terior Beta distribution
var(θ|D) =
(a+Nstab)(b+Nunstab)
(a+Nstab + b+Nunstab)2(a+Nstab + b+Nunstab + 1)
Since for the chosen prior a = b = 1 N this simplifies
to
var(θ|D) = θˆ(1− θˆ)
N
yielding the error estimate given by the associated stan-
dard deviation. In all simulations we use N = 10000
so that the maximum error for θˆ = 0.5 is
σ =
√
var(θ|D) ≈ 0.005.
S3. REACTION NETWORKS, GENE
REGULATORY NETWORKS, AND
ECOLOGICAL NETWORKS WITH PRESCRIBED
CONNECTIVITY AND JACOBIANS
The quality of interest in this paper is robustness,
which is related to the concept of structural stability [39],
whose evaluation requires the determination of whether
or not a given dynamical system that is determined to
be stable remains stable under a perturbation to one or
more of its defining parameters, its rate functions, or
environmental constraints that restrict it to a subset of
its basins of attraction. We mean to refer to perturba-
tions to the structure of the system itself as determined
by the strengths of the couplings between the compo-
nents and not only to perturbations of the state vector
at a given point in time. It is justified to consider re-
sampling elements of A to generate A′ as a proxy for
resampling elements of ~p to produce ~p ′ if any matrix A
can be obtained for some Fi, ~p and ~x
0. This holds for
the Fi defining the Lotka-Volterra model. This is due
to the fact that for a specification of non-zero real num-
bers for the components of ~n0 and any real numbers for
the components of aij , there is a choice of parameters
~p given by bij =
aij
n0i
and ri = −
∑N
j=1
n0j
n0i
aij that gen-
erates those particular aij as the Jacobian matrix of the
dynamical system. Checking this property of the domain
of realizability of the Jacobian can be done for ensembles
of systems other than the Lotka-Volterra ensemble. For
arbitrary biochemical reaction and gene regulatory net-
works, this property is likely to hold so long as not too
many types of transformations are constrained from pos-
sibility. For example, a simplified version of the general
form of the gene regulatory network model presented in
Fig. 1 center panel is given by the system
dgi
dt
=
N∑
j=1
kijgj , (S1)
with one parameter kij ∈ R for every pair (gi, gj) of
genes. The Jacobian of this system is Aij = kij , and,
therefore, sampling parameters of the model is precisely
equivalent to sampling elements of the Jacobian.
To justify our consideration of arbitrary Jacobian ma-
trices in the case of reaction networks, we determine a
simple ensemble for which arbitrary Jacobian matrices
are realizable. This condition holds if one can solve for
the parameter values of the system of equations corre-
sponding to that ensemble in terms of the elements of an
arbitrary Jacobian matrix. More precisely, we will show
that, given an arbitrary directed graph G where Gii = 1
for all i, there exists a system of reactions having G as its
interaction graph and satisfying the following property:
For any point ~x0 in the positive orthant and an arbitrary
3matrix M whose interaction graph is G, there exists a
choice of non-negative rates such that ~x0 is a fixed point
of the network and the Jacobian equals M at ~x0.
We begin by noting that, since the form of the
rate equations for reaction networks are invariant under
rescaling the concentrations and rate constants, we can
make the coordinates of the point ~x0 be (1, 1, . . . , 1). This
will simplify the computation.
Let N be the number of nodes of G. Our reaction net
will consist of N species of reactants, A1, . . . , AN , whose
concentrations are c1, . . . , cN . The reactions are defined
as follows:
∅ → Ai, 1 ≤ i ≤ N,
Ai → ∅, 1 ≤ i ≤ N,
2Ai → 3Ai, 1 ≤ i ≤ N,
Ai +Aj ↔ Aj , i 6= j, 1 ≤ i, j ≤ N, Gij = 1.
(S2)
The rate equations for such a system are:
dci
dt
=Fi = k∅→Ai − kAi→∅ci + k2Ai→3Aic2i
+
∑
1≤j≤N
j 6=i
Gij=1
kAj→Ai+Ajcj − kAi+Aj→Ajcicj (S3)
The Jacobian at ~x0 is given as
∂Fi
∂ci
∣∣∣∣
~x0
= −kAi→∅ + 2k2Ai→3Ai −
∑
1≤j≤N
j 6=i
Gij=1
kAi+Aj→Aj ,
∂Fi
∂cj
∣∣∣∣
~x0
= kAj→Ai+Aj − kAi+Aj→Aj ,
where i 6= j. By combining the equations Fi(~x0) = 0
from Eq. S3 and ∂Fi∂cj |~x0 = Mij we obtain the equivalent
system of equations
k2Ai→3Ai − k∅→Ai = Mii +
∑
1≤j≤N
j 6=i
Gij=1
kAj→Ai+Aj (S4)
2k2Ai→3Ai − kAi→∅ = Mii +
∑
1≤j≤N
j 6=i
Gij=1
kAi+Aj→Aj (S5)
kAj→Ai+Aj − kAi+Aj→Aj = Mij (S6)
We may solve these equations for the rate constants as
follows. We begin by solving Eq. S6 by either choos-
ing kAi+Aj→Aj ≥ 0 and setting kAj→Ai+Aj = Mij +
kAi+Aj→Aj when Mij ≥ 0 or choosing kAj→Ai+Aj ≥ 0
and setting kAi+Aj→Aj = kAj→Ai+Aj −Mij when Mij <
0. Pick
k2Ai→3Ai ≥ max
(
0,Mii +
∑
1≤j≤N
j 6=i
Gij=1
kAj→Ai+Aj ,
Mii +
∑
1≤j≤N
j 6=i
Gij=1
kAi+Aj→Aj
)
.
(S7)
Then we may solve Eq. S4 for k∅→Ai and Eq. S5 for
kAi→∅ and obtain non-negative answers. This demon-
strates that arbitrary Jacobian matrices can arise from
reaction network ensembles that allow for the possibility
of at least those reactions in Eq. S2. Note that Eq. S3,
Eq. S4, Eq. S5, and Eq. S6 are linear in the parameter
values. Therefore, any probability distribution on the ele-
ments of the Jacobian can be obtained from a probability
distribution on the parameter values.
S4. HIERARCHY AND TOTAL ORDERING
A directed graph G = (V,E) is a set V of nodes and a
set E of ordered pairs of nodes [26]. For example, if V =
{1, 2, 3} and E = {(1, 1), (2, 2), (3, 3), (1, 2), (1, 3), (2, 3)}
then G = (V,E) is the graph depicted in Fig. 4B top
where the labels 1, 2, and 3 have been respectively as-
signed to the nodes vertically from top to bottom.
We refer to the most hierarchical network architecture
as the directed graph associated to a total ordering on
the set of system components corresponding to the set
of nodes, V , of the graph [26]. In general, a totally or-
dered set is a pair (S,R) consisting of a set S together
with a total order relation R on it. An example of a to-
tal ordering is the less than or equal to relation, R ≡≤,
on the subset of natural numbers S ≡ {1, 2, 3} given
by R ≡ {1 ≤ 1, 2 ≤ 2, 3 ≤ 3, 1 ≤ 2, 1 ≤ 3, 2 ≤ 3}.
The graph associated to this relation is equivalent to the
graph shown in Fig. 4B top and described algebraically
in the preceding paragraph. More precisely, the condi-
tions on R for arbitrary elements x, y, z ∈ S necessary
for (S,R) to be a totally ordered set are
1. If xRy and yRx then x = y (antisymmetry)
2. If xRy and yRz then xRz (transitivity)
3. xRy or yRx (totality)
The totality condition implies xRx (reflexivity) corre-
sponding to the fact that the directed graph associated
to the total ordering has, for each node, an edge whose
source and target are the same node.
Corresponding to the SCC decomposition of G we can
construct a directed acyclic graph Hier(G) or the con-
densed graph [40]. Each node of Hier(G) corresponds to
a strongly connected component of G. There is an edge
from the node corresponding to component C to the node
4corresponding to component C ′ if and only if there ex-
ists a link from some vertex in C to some vertex in C ′
in G. Because of the maximality of strongly connected
components, Hier(G) is acyclic.
The relationship betweenG andHier(G) for allG with
a given number of vertices suggests a heuristic method
of quantifying the degree of hierarchy of a given graph
and thus of the system structure it represents. The most
hierarchical system is considered to be the graph corre-
sponding to the total ordering, which for three nodes is
given in Fig. 4B (top panel). This graph maximizes the
number of links between strongly connected components,
which also implies maximizing the number of strongly
connected components. The graph edit distance (ED)
on a fixed number of vertices from one graph to another
is defined as the minimum number of modifications of the
first graph in order to transform it into the second [27].
This distance between any given graph and the total or-
dering thus quantitatively represents how far a graph is
from being maximally hierarchical. In this work we take
max(ED)−ED to be the definition of hierarchy, where
max(ED) is the maximum edit distance for all graphs
with a given number of nodes.
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FIG. S1. Vector fields resulting from the random sampling of two component systems. System parameters of Eq. S2
are rescaled to ensure the fixed point is located at (1, 1). The color of the dot located at the fixed point indicates whether it is
stable (black) or unstable (gray).
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FIG. S2. Example symmetries of robustness. In this example, the connected component sizes are fixed at {2, 1, 1} with
a total of 3 links between them. Red arrows correspond to transformations like Fig. 4Ca where SCCs are swapped whereas
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FIG. S3. System stability as a function of connectivity. The red points represent the average of system stability at each
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FIG. S4. dynamical robustness as a function of number of cycles.
9matrix connectivity robustness
probability
of stability(
a b
d c
)
4 0.62 0.25(
a b
d 0
)
,
(
0 b
d c
)
3 0.5 0.25(
a 0
d c
)
,
(
a b
0 c
)
3 0.67 0.25(
a 0
0 c
)
2 0.5 0.25
TABLE S1. Probability of stability under resampling and a priori stability for two variable systems derived
analytically. All matrices not listed have 0 probability of stability.
10
matrix
orbit
size
connectivity
edit
distance
cycle
number
robustness
probability
of stability1 0 00 1 0
0 0 1
 1 3 3 0 0.499 0.1260 0 10 1 0
1 0 1
 6 4 4 1 0.505 0.1211 0 00 1 1
0 0 1
 6 4 2 0 0.622 0.1270 0 10 1 1
1 0 1
 12 5 3 1 0.595 0.1210 0 10 1 1
1 1 0
 6 5 5 2 0.494 0.1280 1 10 0 1
1 0 1
 12 5 3 2 0.41 0.0610 1 00 1 1
1 0 1
 6 5 3 1 0.43 0.0780 1 10 1 0
1 0 1
 12 5 3 1 0.605 0.120 1 10 1 1
1 0 0
 6 5 3 2 0.405 0.061 0 10 1 1
0 0 1
 6 5 1 0 0.698 0.1221 0 00 1 1
0 1 1
 3 5 3 1 0.587 0.1281 0 10 1 0
0 1 1
 6 5 1 0 0.707 0.1270 0 10 1 1
1 1 1
 6 6 4 2 0.578 0.1210 1 10 0 1
1 1 1
 6 6 4 3 0.487 0.0810 1 10 1 1
1 0 1
 12 6 2 2 0.543 0.0980 1 00 1 1
1 1 1
 6 6 2 2 0.501 0.0880 1 10 1 0
1 1 1
 12 6 2 1 0.662 0.1230 1 10 1 1
1 1 0
 12 6 4 3 0.467 0.0790 1 11 1 0
1 0 1
 3 6 4 2 0.583 0.13
111 0 10 1 1
0 1 1
 12 6 2 1 0.659 0.1241 1 10 1 1
0 0 1
 6 6 0 0 0.751 0.1241 1 00 1 1
1 0 1
 2 6 2 1 0.604 0.0970 1 10 1 1
1 1 1
 12 7 3 3 0.564 0.1030 1 11 0 1
1 1 1
 3 7 5 5 0.475 0.0680 1 11 1 1
1 0 1
 6 7 3 3 0.591 0.1081 1 10 1 1
0 1 1
 6 7 1 1 0.717 0.1191 0 10 1 1
1 1 1
 3 7 3 2 0.648 0.1221 1 10 1 1
1 0 1
 6 7 1 2 0.627 0.1050 1 11 1 1
1 1 1
 3 8 4 5 0.577 0.0931 1 10 1 1
1 1 1
 6 8 2 3 0.639 0.1091 1 11 1 1
1 1 1
 1 9 3 5 0.638 0.106
TABLE S2: Robustness and stability for three variable systems
estimated via Monte Carlo sampling. All matrices not listed have
0 probability of stability.
