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Summary
Odors evoke complex responses in locust antennal
lobe projection neurons (PNs)—the mitral cell ana-
logs. These patterns evolve over hundreds of millisec-
onds and contain information about odor identity and
concentration. In nature, animals often encounter
many odorants in short temporal succession. We
explored the effects of such conditions by present-
ing two different odors with variable intervening de-
lays. PN ensemble representations tracked stimulus
changes and, in some delay conditions, reached
states that corresponded neither to the representation
of either odor alone nor to the static mixture of the two.
We then recorded from Kenyon cells (KCs), the PNs’
targets. Their responses were consistent with the PN
population’s behavior: in some conditions, KCs were
recruited that did not fire during single-odor or mixture
stimuli. Thus, PN population dynamics are history de-
pendent, and responses of individual KCs are consis-
tent with piecewise temporal decoding of PN output
over large sections of the PN population.
Introduction
In nature, animals rarely encounter stimuli in isolation
and must often extract meaningful information from
complex streams of overlapping signals. In the auditory
system, context has well-documented effects on neuro-
nal responses (Bartlett and Wang, 2005) and on sound
perception (Wegel and Lane, 1924). For example, the
perception of one stimulus can be diminished by the
close temporal proximity of another (Sobel and Tank,
1994; Wegel and Lane, 1924). Masking, as this phenom-
enon is called, has also been described in vision (Kahne-
man, 1968; Macknik and Livingstone, 1998), taste (Ste-
vens and Traverzo, 1997; Vogt and Smith, 1994), and
olfaction (Laing et al., 1989; Rouby and Holley, 1995).
With odors, stimulus processing is made more difficult
by the inherently chaotic—thus often unpredictable—
nature of these signals’ delivery (Koehl et al., 2001). Un-
derstanding how the brain treats such complex stimuli is
further complicated by the observation that olfaction
is a synthetic sense (Laing and Francis, 1989). That is,
with the exception of specialized signals such as phero-
mones, allomones, or kairomones (Lin da et al., 2005;
Mustaparta, 1996; Suh et al., 2004; Vickers et al.,
1998), odor segmentation appears to be limited in
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ponents in a mixture, but only if fewer than three or
four odors are mixed together (Laing and Francis,
1989). Does the presentation of one odor affect the on-
going processing of another? How does the brain deal
with multiple concurrent odor stimuli that do not covary?
Does it keep track of each one independently? Does it
create a representation of the mixture when there is
temporal overlap? Or does it behave differently still?
While the answers to these questions ultimately con-
tain perceptual and behavioral components, we can
begin to address them using neurophysiological ap-
proaches. These studies should also help us constrain
neural coding schemes for odors. Our recent work on in-
sects and fish olfactory systems shows that odors give
rise to very different response profiles in two structures
separated by only one synapse (Friedrich and Laurent,
2001; Mazor and Laurent, 2005; Perez-Orive et al.,
2002). In the locust antennal lobe, odors are represented
by distributed assemblies of broadly tuned principal
neurons, whose individual activities evolve deterministi-
cally over time, in a PN- and odor-specific manner (Lau-
rent and Naraghi, 1994; Laurent et al., 1996; Mazor and
Laurent, 2005; Wehr and Laurent, 1996). In the mush-
room body, the direct target of the antennal lobe, odors
are represented by very small assemblies of mostly si-
lent and highly specific neurons, called Kenyon cells,
or KCs (Laurent and Naraghi, 1994; Perez-Orive et al.,
2002). The mechanisms underlying this dramatic trans-
formation of representations are beginning to be under-
stood (Perez-Orive et al., 2002, 2004): Kenyon cells
accomplish a pattern matching between an activity
(input) vector—function of the state of the PN population
at a given time—and a connectivity vector—the set of
PNs that each KC is connected to. With 50,000 KCs,
a mushroom body can realize as many connection pat-
terns and, thus, recognize a very large number of PN ac-
tivity patterns (R. Jortner, S.S. Farivar, and G.L., unpub-
lished data). Because each KC contacts about 50% of
the PN population, differences between connectivity
vectors can be maximized across the population (R.
Jortner, S.S. Farivar, and G.L., unpublished data); this
may in turn explain the sparseness and specificity of
the KCs’ responses.
For high specificity to arise with such high connectiv-
ity, however, pattern matching between input and con-
nectivity vectors must occur over limited time windows:
indeed, if KCs were allowed to summate their input over
long periods of time, they would eventually reach spike
threshold even when stimulated with suboptimal PN
activity vectors: sparseness and specificity would dis-
appear. Our present understanding is that the relevant
KC integration window corresponds to about one-half
of one oscillation cycle (about 20 ms) (Perez-Orive
et al., 2002; Wehr and Laurent, 1996). Thus, each KC is
given one chance to fire during each oscillation cycle,
repeatedly for as long as PN output is synchronized;
because PN activity vectors change from one oscilla-
tion cycle to the next (Laurent et al., 1996; Mazor and
Laurent, 2005; Stopfer and Laurent, 1999; Wehr and
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ing at each oscillation cycle. In other words, each KC ac-
tion potential represents a specific instantaneous state
of a large percentage of the PN population at that
time. If this description is correct, the response of a
KC should be sensitive to the instantaneous variations
of its input vector (instantaneous state of the PN popu-
lation). Under conditions of overlapping stimuli, for ex-
ample, one would predict that a KC that responds to
odor A at time t might not fire if odor B were added to
A a short time before t. Conversely, if a KC were found
to respond during an overlap between odors A and B,
we predict that its response probability should decline
as the relative timing of the A and B stimuli is changed.
The stimulation paradigms we will explore here are,
therefore, not only an investigation of how odor mixtures
and sequences are processed, but also a means to ex-
plore the sensitivity of KCs to the instantaneous state
of the PN population.
Results
PNs respond to odors (singular or mixtures) by produc-
ing both fast and slow temporally patterned responses.
For each PN, these responses are both highly reproduc-
ible and odor specific. We examine here the responses
of PNs in conditions of staggered stimulations with
two odors. As previously described (Mazor and Laurent,
2005; Perez-Orive et al., 2002; Stopfer et al., 2003), we
performed simultaneous extracellular multi-single-unit
recordings from groups of PNs (n = 87, average group
size = 9, range = 8 to 25, see Experimental Procedures)
in ten animals while presenting 28 different stimulus
conditions (blocks of 15 trials each) composed of four
pure odor conditions (citral, geraniol, no odor, paraffin
oil) and 24 two-odor-pulse stimuli (Figure 1A), in pseu-
dorandom order. The single-odor conditions (citral and
geraniol) were tested twice (at the beginning and at the
end of each experiment), to control for stability. All stim-
uli were presented or mixed in a dry air carrier stream. In
all cases, the responses of a given PN to an odor were
highly reproducible across a block of 15 trials and
across the course of an experiment (Figure 1B). In
locusts, PNs are the only antennal lobe neurons that
produce sodium action potentials (Laurent and Davido-
witz, 1994). Thus, all spikes reported here can be unam-
biguously attributed to PNs.
Single PN Responses to Overlapping Odor Pulses
Given the complex nature of PN responses to odors, we
first examined whether the firing profiles of individual
PNs to overlapping odor pulses could be predicted
from the knowledge of their responses to each odor pre-
sented alone. Examples of responses to each odor con-
dition are shown for five PNs in Figure 1B. While these
five representative examples show different combina-
tions of response types, the main interactions between
overlapping pulses can be described as various forms
of masking. When excitation by one of the two odors
overlapped with inhibition caused by the other odor, ex-
citation was generally reduced and sometimes totally
suppressed. Consequently, one would predict that the
detection of a component within a mixture from PN
patterns alone should be compromised.We estimated the predictability of the interactions be-
tween firing rates (for each PN) by comparing observed
and calculated (summed) firing rate profiles in overlap-
ping stimulus conditions (Figure 2). These sums were
calculated assuming that all cessation of firing, often
caused by inhibition (Leitch and Laurent, 1996; Ma-
cLeod and Laurent, 1996), should be represented by
the negative of the mean baseline-firing rate (see Exper-
imental Procedures). These comparisons revealed, for
example, that the recorded response of a PN could
match reasonably well (PN6, Figure 2), undershoot
(PN7, Figure 2), or exceed (PN8, Figure 2) the arithmetic
sum of the component responses. Many of these more
complex interactions could not be explained by an inad-
equate scoring of inhibition: the excess activity of PN8
or the reduced activity of PN7 (insets, Figure 2) for exam-
ple, must be explained by other types of interactions,
possibly involving receptor responses to mixtures, local
circuit interactions within the antennal lobes, or likely,
both. We then measured the extent of these nonlinear in-
teractions over all the recorded PNs. The distribution of
differences between estimated (simple sum) and re-
corded firing rate profiles during odor overlap condi-
tions varied between 20% and 150%, with a mean of
w75% (Figure 3A; also see Experimental Procedures).
PN6, PN7, and PN8 were 21.7, 20.9, and 1.55 SDs
from the mean, respectively (brown labels, Figure 3A).
To confirm that these differences did not result simply
from intertrial variability, we computed a control dis-
tribution of differences measured between different
trials of the same condition (green curve, Figure 3A); for
this, we used the first 600 ms of all odor overlap condi-
tions where delays between the onset of each pulse
exceeded 600 ms (i.e., cit-600ms-ger/ger-600ms-cit
through cit-3.5s-ger/ger-3.5s-cit). For 71 of the 87 PNs,
deviations were significantly higher during overlap con-
ditions than in the controls (Wilcoxon signed rank test,
p < 0.001; see Experimental Procedures and Figure 3A).
Large deviations between estimated (by summation)
and measured rates occurred at most times during
and for some time after the presentation of the second
odor (Figure 3B); they could, in some PNs, be observed
as late as 3 s after the second pulse (e.g., yellow and or-
ange pixels at tz 3.5 s in cit-100ms-ger, Figure 3B), and
even when both pulses were separated by 3 s (e.g., tz
4 s in ger-3.5s-cit, Figure 3B). In conclusion, the re-
sponses of individual PNs to overlapping stimuli can
generally not be predicted accurately from the knowl-
edge of their responses to those stimuli when presented
alone.
PN Population Responses to Overlapping
Odor Pulses
The firing rates of each PN were measured in 50 ms bins
aligned to the beginning of the trial. We analyzed stimu-
lus representations as time series of PN population vec-
tors (87 PNs, 50 ms resolution, 30 s trials, 15 trials per
condition, see schematic in Figure 4A), as applied previ-
ously in a study of the encoding and decoding of odor
concentrations (Stopfer et al., 2003).
Figure 4B provides a pictorial representation of this
population activity, using locally linear embedding
(LLE) (Roweis and Saul, 2000), a nonlinear dimensional-
ity reduction technique well-suited to this kind of data
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469Figure 1. Stimulus Description and PN
Responses to Overlapping Stimuli
(A) Description of stimuli. Two odors, citral
(cit) and geraniol (ger), were presented either
alone or with staggered onset times. In all
cases, each odor was presented for 500 ms.
The start times of the two odors were stag-
gered relative to one another using the nota-
tion shown. The separation in odor onset
times ranged from 0 ms (overlapping presen-
tation, cit + ger) to 1000 ms in steps of 100 ms.
An additional trial with 3.5 s delay between
pulse onsets was also included.
(B) Representative PNs displaying olfactory
masking. Raster plots of five odor-responsive
PNs (in vivo tetrode recordings). PNs shown
here were not recorded simultaneously.
Shaded areas correspond to pure, mixed,
and overlapping odor stimuli indicated in
legend as described in (A). Bottom row: air.
Fifteen consecutive trials per stimulus condi-
tion. Condition order was randomized within
a given experiment. See text for detail.(see Experimental Procedures) (Stopfer et al., 2003).
These plots should be read as qualitative indices of PN
population states; quantitative analyses, carried out in
the original 87-dimensional space, will be shown later.
Figure 4B plots the trajectories corresponding to citral
(green) and geraniol (cyan), calculated using Euclidian
distances in 87D space and embedded in the space de-
fined by the first three LLE dimensions. Baseline (B) rep-
resents the state of the population prior to each stimulus
(30 s interpulse interval). Figures 4C and 4D overlay the
trajectories corresponding to three simple stimulus con-
ditions (citral, green; geraniol, cyan; static mixture of the
two, red) and one sequence condition (shown in black,
different in each panel). In Figure 4C, citral was pre-
sented first; in Figure 4D, the order was reversed (LLE
plots for all stimulus conditions are shown in SI Figures
3 and 4).
First, we observed that turning on one odor while
a pulse with the other odor was already on caused a de-
viation of the PN trajectory away from that correspond-
ing to the odor presented first. The earlier the second-
odor pulse, the earlier the deviation. This is consistent
with our earlier observation of masking interactions in
single PNs (Figures 1–3). Second, the state of the PNpopulation during an overlap condition depended on
past history. For example, the ger-100ms-cit stimulus
(Figure 4D left) produced 100 ms of cit alone; yet, the
corresponding PN trajectory remained distant from
that generated by citral alone (green, Figure 4D). (This
can be seen also in the corresponding correlation plot,
Figure S1 in the Supplemental Data available online,
third row). Third, for interpulse intervals of up to 1 s,
the response of the PNs to the second pulse did not,
even for an instant, pass through the baseline state
(see also Figures S1 and S2 for correlation plots). The
trajectory corresponding to a sequence started like
that for the first odor and then moved directly toward
the second. The sequence trajectory rejoined the sec-
ond-odor trajectory in segments corresponding to late
phases of the second-odor trajectory as if the second
odor had been presented alone. This result suggests
that, at least for epochs corresponding to the slow re-
turn to baseline after odor offset, the same PN popula-
tion states can be reached through different paths or
past histories. The cit-500ms-ger trajectory (Figure 4C,
center) provides another illustration of this general ob-
servation, as the black and blue trajectories converge
at tz 0.9 s (for correlation plot, see Figure S1).
Neuron
470Figure 2. Comparison of Observed and Expected PN Responses to Overlapping Stimuli
The (smoothed) instantaneous firing rates (gray histogram) of three PNs (PNs 6–8) in response to all stimulus conditions are compared to those
calculated by arithmetic sum (red lines) of their responses to pure odor conditions (top two rows): for this sum, the responses to the odor pre-
sented second are shifted by the corresponding delay. Stimulus conditions as defined in Figure 1A. The computed sum matches PN6’s actual
response fairly well for most overlap conditions. PN7 responds less to most overlap conditions than might be expected from arithmetic sum of its
responses to the pure conditions. PN8 shows unexpectedly strong responses to geraniol when it is presented with a delay after citral (see inset).
These observed responses of PN8 to geraniol are significantly stronger than any arithmetic sum of the responses to either odor alone or the
mixture; in the cit-900msec-ger condition, for example, the peak response to geraniol is twice as strong as when geraniol is presented by itself
(inset). Calibration (inset): 200 ms, 40 spikes/s.Figure 5 plots the trajectories corresponding to most
sequence conditions tested (ten interpulse delays). For
clarity, we plotted separately the segments correspond-
ing to (1) divergence (Figures 5A and 5C)—when a trajec-
tory moves away from that corresponding to the odor
presented first—(2) convergence (Figures 5B and
5D)—when a trajectory joins that corresponding to the
odor presented last—and (3) transit (Figures 5E and
5F)—times at which the trajectory is in between the first-
and second-odor trajectories. The plots in Figures 5A
and 5C show, not surprisingly, that divergence occurred
sooner as the second odor was introduced earlier, and
generally, as soon as the second odor has been intro-
duced. Convergence, however, occurred over a nar-
rower range within a trajectory, limited to the return
path for the odor presented second (Figures 5B and5D). The transit plots (Figures 5E and 5F) suggest that,
contrary to initial expectations, most trajectories during
overlap did not retrace the mixture trajectory. This was
confirmed by odor classification measures done on the
PN vectors (below and Figure 6).
Odor Classification
This population vector analysis proved useful as a po-
tential predictor of Kenyon cell responses. If our present
understanding of PN activity decoding by Kenyon cells
is correct (Mazor and Laurent, 2005; Perez-Orive et al.,
2002; Stopfer et al., 2003), the orbits traced by the PN
populations should define a variety of KC response
conditions. For example, if the PN trajectories corre-
sponding to an odor sequence move far away from the
trajectories corresponding to either odor alone or to
Representations of Overlapping Odors
471Figure 3. Quantification of Nonlinear Interac-
tions during Overlapping Stimuli
Quantitative analysis of the deviations be-
tween observed PN responses and re-
sponses calculated by time-delayed arithme-
tic summation, as shown for three examples
in Figure 2. (A) Bar plot (test) shows the distri-
bution of deviations (in percent) of calculated
from observed firing rates (see Experimental
Procedures for details) for all 87 recorded
PNs (mean = 75%, SD = 22%). The green
curve shows the control distribution of devia-
tions expected simply from intertrial variabil-
ity (mean = 31%, SD = 17%); again, this dis-
tribution is calculated for all PNs, using
response periods 0–600 ms in conditions
with delay R600 ms between pulse onsets;
that is, all analyzed raster periods contain
only responses to the first odor, and variance
is due only to intertrial variability. The test and
control distributions are significantly different
(see text). Brown and green labels (arrows) in-
dicate deviation ranges for PNs 6, 7, and 8 for
overlap (test) and nonoverlap (control) times,
respectively. (B) Mean (over all PNs) deviation
(in percent) for each overlap condition plotted
for each time bin (see Experimental Proce-
dures). Each colored bar (bottom) is coded
as shown in top panel for the cit-100ms-ger
condition, using the color look-up table at
right. Times of high deviation from summa-
tion-based estimates begin with the presen-
tation of the second odor. Nonzero differ-
ences are seen even in the 3.5 s delay
conditions, indicating that, in some PNs at
least, responses are affected by history going
back as far as 3 s.their mixture, we predict that some Kenyon cells should
respond only to such sequence conditions, and at par-
ticular times corresponding to the structure of these tra-
jectories. This hypothesis will be tested below. To iden-
tify these conditions, however, we needed to quantify
the qualitative impression generated by LLE in Figures
4 and 5. Thus, we examined the PN population in the
original 87D space (using the same time bins and dura-
tions), one trial at a time, using multiple-discriminant
analysis (Figure 6), a technique similar to multivariate
analysis of variance (Duda et al., 2000). Our goal was
to classify all the trajectories corresponding to overlap-
ping stimuli on the basis of their similarity to the three
single-stimulus trajectories (citral alone, geraniol alone,
citral + geraniol). This classification was done piecewise
(time bin by time bin), against 16 templates taken from
the single-stimulus conditions (baseline + three odors3
five time bins; Figure 6A, see Experimental Procedures).
87PN vectors from these 16 conditions were used to
calculate discriminant functions that were subsequently
applied to all other PN vectors. For any test trial, each PN
vector measured at time t was transformed and then
classified on the basis of its similarity to the 16 tem-
plates. Figure 6A plots the results of this classification.
We note that, using such measures, very good recon-
structions of stimulus histories could be made purely
on the basis of the PN population activity. For example,
for cit-100ms-ger (fourth row, Figure 6A) the initial PN
vectors were classified as cit-early and cit-mid, the laterones as mix-early, ger-mid, mix-late again, and finally as
ger-late (dark blue).
Our approach created linear decoders that maximally
separate each of the training template groups and then
applied the decoders to all other PN vectors. By design,
the transformed test vectors were classified as ‘‘most
similar’’ to one of the templates, although similarly clas-
sified vectors probably lay at a range of distances from
their templates. To quantify this, we measured the
Euclidean distances between each test vector and the
template vector to which it had been assigned (Fig-
ure 6B). Those distances were then normalized by the
mean intracluster distance of the closest training tem-
plate (Figure 6B). We note that, across all conditions,
some time bins correspond to vectors that, although of-
ten correctly classified, were nevertheless quite differ-
ent from their template: the darkest pixels represent
vectors that are more than twice the average intracluster
distance from their closest templates. The dark bands
they form (Figure 6B) identify the epochs during which
the test trajectories (overlapping conditions) diverged
the furthest from the templates. The 25 conditions in
Figure 6B have been collapsed, offset by the delay to
the second-odor onset, and averaged over all trials/
conditions in Figure 6C, revealing several epochs (hori-
zontal bars) and stimulus conditions when deviations
were greatest (see also correlation plots in Figure S2).
Given the degree of PN synchrony measured under
these stimulus conditions (Figure S5), we most expected
Neuron
472Figure 4. PN Ensemble Responses Track Odor Sequences
(A) Basic method for representing PN-population responses as trajectories in PN phase space. For each odor (A and B in this example), all 87 PN
rasters are divided in aligned, consecutive 50 ms time bins (t1–n) and spikes are counted in each one. The trajectory is then constructed by linking
consecutive 87D vectors (here shown for PNs 1 and 2 only). To visualize 87D vectors in 3D, locally linear embedding, a dimensionality reduction
technique (see text and Experimental Procedures) is used and vectors are embedded in the space defined by the first three LLE dimensions (B–D).
(B) Three-trial averages (SDs shown at t = 0.3 s, 0.6 s, 0.9 s) of trajectories evoked by citral (green) and geraniol (cyan) as analyzed over 87 PNs and
plotted in the space of LLE1-3. The two odors evoke different trajectories. The resting state of the PN population at baseline is indicated as B.
Arrows indicate direction of motion.
(C and D) Trajectories evoked by overlapping or sequential stimulus pulses (black), superimposed on those corresponding to the single-odor
(green, cyan) and static mixture (red) stimuli. Stimuli are shown above each plot; (C) citral before geraniol, (D) geraniol before citral. When switch-
ing from the first odor to the next, the PN system does not reset (return to baseline); instead, it jumps to a later part of the second odor’s response.
Ensemble responses to the second odor can be very different based on the overlap conditions (compare ger-100ms-cit sequence with ger-
500ms-cit and ger-900ms-cit sequences). Points (three-trial averages) for the overlap sequences were taken from time slices starting at onset
of the first pulse and ending 1 s after the end of the second. Correlations between 87 PN (single-time-slice) vectors for these conditions are shown
in Figures S1 and S2. For plot of embedded points from which trajectories are traced, see Figure S9. For LLE plots of all stimulus-overlap
conditions, see Figures S3 and S4. For LLE plots of overlap conditions with a different odor pair, see Figure S8.to find Kenyon cell responses specific to overlaps at
those times. This hypothesis was tested next.
Kenyon Cell Responses to Simple and Overlapping
Stimulus Conditions
Our results on PN population behavior during overlap-
ping odor stimuli (above) lead to specific predictionsabout KC responses. If each KC acts as a piecewise
classifier of PN patterns (once per oscillation cycle, as
PN activity proceeds along its trajectory), deviations of
a PN trajectory from a path that normally generates
a time-specific response in a KC should suppress that
response (masking). Conversely, deviations of a trajec-
tory to new regions of PN phase space (as observed
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473Figure 5. Divergence, Convergence, and Transit Paths for Trajectories Corresponding to Overlap Conditions
(A) Trajectories for cit-t ms-ger conditions (cit-100ms-ger to cit-1000ms-ger, 100 ms steps, numbered 1 to 10) are shown in black from first odor
pulse onset until 50 ms after divergence from pure citral trajectory. Trajectories diverge away from citral trajectory at later and later points along
the pure citral trajectory as interval between citral- and geraniol-pulse onsets increases. Pure citral trajectory shown in green. Direction of motion
indicated by arrowheads; B, baseline.
(B) Approach/convergence onto citral orbit of trajectories for ger-t ms-cit conditions (ger-100ms-cit to ger-1000ms-cit, 100 ms steps, numbered
1 to 10, black) from 50 ms before convergence until end of second odor pulse. Trajectories approach the pure citral trajectory within a relatively
confined region, with limited sensitivity to the preceding overlap duration; for delaysR600 ms, they then follow the pure citral trajectory back to
baseline.
(C) Diverging trajectories as described in (A) for overlap conditions ger-tms-cit.
(D) Converging trajectories as described in (B) for overlap conditions cit-tms-ger.
(E) Segments of trajectories in transit periods: Trajectories for cit-tms-ger conditions (cit-100ms-ger to cit-1000ms-ger, numbered 1 to 10, black)
are shown from 50 ms after divergence from citral trajectory until 50 ms prior to convergence onto pure geraniol trajectory. Contrary to expec-
tations, most trajectories do not follow the mixture trajectory (red) while transiting between the trajectories corresponding to the two single odors.
(F) Transit trajectories as described in (E) for overlap conditions ger-tms-cit. See also Figure 6 and Figures S1 and S2.with most overlap conditions, and with three in particu-
lar; see Figure 6C) should generate responses in some
KCs that are normally silent when odors are presented
separately or as mixtures.We examined the responses of 203 KCs, recorded
over 24 experiments (see Experimental Procedures), us-
ing odors, delivery apparatus, and pulse protocols iden-
tical to those used with PNs (Figure 1A). While most PNs
Neuron
474Figure 6. Prediction of Stimulus Based on MDA and Euclidean-Distance-Based Classification of PN Vectors
(A) Sixteen groups of 50 ms, 87 PN vectors were chosen as templates for baseline (one group) and for the simple odor conditions (five groups for
each of citral, geraniol, and static mixture conditions, each of the five groups corresponding to a different epoch of the response). Template time
bins were chosen based on correlation widths over the course of the responses (see Figure S1 and Experimental Procedures). These 87D vectors
were used for MDA and the 15 discriminant functions calculated (all significant; MANOVA: Wilk’s Lambda = 0.0063; F = 1.61243 103) were used
on all time slices. The reduced-dimensional time slices for all sequences were then classified as belonging to one of the clusters defined by the
pure condition templates (colors representing the clusters shown at right) using Euclidean distance from cluster centers.
(B) Distance from cluster centers for all time slices normalized by intra-template-cluster distances. Bands of time slices that are distant from their
centers (darker blue) occur mainly during times of odor overlap (see, for example, the four labeled overlap sequences).
(C) Running five-time-point averages of mean distances for all overlap conditions (vertical lines at selected vertices indicate SD) aligned to the
onset of the second odor pulse (t = 0). Conditions that feature time slices furthest from the centers of their assigned clusters are shown in color.exhibit a substantial change in firing rate when chal-
lenged with an odor, KCs do not (Perez-Orive et al.,
2002). To qualify as ‘‘responding,’’ a KC had to pass
the following criteria: respond with a minimum of one
spike during the odor presentation or within 500 ms after
the odor presentation in at least 5/10 trials, excluding the
first trial (Stopfer and Laurent, 1999). KCs whose basal
firing rate did not remain constant throughout the dura-
tion of the experiment were excluded. These criteria areidentical to ones used previously to classify KC re-
sponses to odors (Perez-Orive et al., 2002). Several
response windows were examined, all yielding similar
results. (Note: KCs 1–5 in Figure 7 were classified as re-
sponding. KC6, typical of the great majority, was classi-
fied as not responding.)
From the 203 KCs recorded, we found ten that re-
sponded only to geraniol, four that responded only to
citral, and nine that responded equally to both odors.
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475Figure 7. KC Responses to Overlapping Stimuli
(A) Representative KCs displaying odor- and condition-specific responses (see text for details of distribution of responses). Raster plots of six
in vivo tetrode recordings from odor-responsive KCs. KCs shown were not recorded simultaneously. Shaded areas correspond to pure and
mixed odors indicated in legend as described in Figure 1A. Ten consecutive trials per odor condition. Condition order was randomized within
a given experiment.
(B) Mean PSTH for all 203 KCs that satisfied inclusion criteria. Plot shows strong response to first odor pulse (all odor conditions), masking of
response to second odor, and recovery from masking as interpulse interval increases.(Note: KC recording sites were selected on the basis of
there being detectable activity upon presentation of
these odors. Therefore, these response probabilities
are biased toward high values, by experimental design.)
We also found nine KCs that responded specifically to
the static binary mixture of the two odors, and 21 that re-
sponded both to the static binary mixture and to one of
the odors presented by itself. A large fraction of the re-
maining KCs either did not respond to any odor condi-
tion (n = 83) or did not respond in a consistent way to
either a pure odor or a specific odor pattern. (See Table
S1 for a summary of all KC types observed. For KC
group selection criteria see Experimental Procedures.)
KCs that responded specifically to one odor fre-
quently showed masking when the second odor pulse
overlapped with the first. This was seen in 54% of sin-
gle-odor-specific KCs and is shown for two KCs (KC1
and KC2) in Figure 7A: both were activated by geraniol
alone, but this response was suppressed if citral presen-
tations overlapped with or preceded geraniol. Masking
was observed independently of odor pulse order for
the odors tested, but one pulse order could have morepronounced effects than the other. KC3 showed a similar
(though less pronounced) suppression of its response to
citral by the addition of geraniol. KC4 was the counter-
part of the preceding three: this KC responded best to
the static mixture conditions and responded less and
less as the overlap between the two odors was reduced.
This was observed in 56% of the KCs selective for the
static binary mixture. KC5 (representing 3.5% of KCs)
belongs to the most interesting category of KCs encoun-
tered in these experiments. KC5 remained silent over
most stimulation conditions, except when a citral pulse
followed a geraniol pulse onset with some nonzero de-
lay. The most reliable responses occurred for the ger-
500ms-cit condition (Figure 7A). Over all the 203 KCs
analyzed, we found seven KCs with such specific re-
sponses, each corresponding to a particular region of
PN phase space visited only in specific overlap condi-
tions. Of these seven, two responded in the conditions
and epochs identified by our PN distance measures
(Figure 6C) and all but one responded in the epochs cor-
responding to peak distances. Note that such KCs were
not looked for at the time of the experiment and all were
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course of the recording (see, for example, Figure S6).
Recording sites were chosen simply on the basis of
there being some tetrode activity in response to cit,
ger, or cit + ger. This explains the numerical bias toward
KCs that responded to these particular odor conditions.
KCs such as KC5 were discovered upon analyzing the
data, and their paucity is consistent with the finding
that odor representation by KCs is very sparse (Perez-
Orive et al., 2004). KC6 was typical of the largest fraction
of recorded KCs (41%) and did not respond to any of the
stimulus conditions we offered during these experi-
ments. Other examples of KC responses are described
in the Supplemental Data (Table S1).
Average KC responses are shown in the mean KC
peristimulus time histogram (PSTH) in Figure 7B. Most
KCs fired in the early part of the response period, as re-
ported previously (Mazor and Laurent, 2005; Stopfer
et al., 2003). In overlap conditions, PN ensemble trajec-
tories did not retrace the early path corresponding to the
pure responses to the odor that was presented second.
Hence, we predicted that KCs with early responses to
either odor presented alone—the majority in our sam-
ple—would have reduced response probabilities when
that odor was presented second. Indeed, peaks in the
KC PSTHs corresponding to the second odor were
smaller than those corresponding to the first in overlap
conditions. Of the 6.5% of KCs that responded specifi-
cally to a pure odor, 43% did not fire when their odor
came second. Also, for the 4.5% of KCs with responses
to both odors (cit + ger), 22% did not fire during the
second odor presentation. As the interpulse interval
increased, KC responses recovered.
Correlations between KC Responses
and PN Population Output
We now examine the correspondence between KC firing
and PN trajectories, focusing on the examples of KCs 2
and 5 (Figure 7A). KC2 responded best to the pure gera-
niol stimulus. The stretch of time over which KC2 pro-
duced action potentials (under this condition) is indi-
cated on the geraniol trajectory (magenta, Figure 8Ai).
If citral was superimposed on geraniol with a 100 ms de-
lay between the two pulse onsets, KC2 responses were
reduced (Figure 8Aii). Under this stimulus condition, the
PN trajectory (black) was indeed seen to diverge away
from the pure geraniol trajectory (cyan) about half-way
through its KC2-response range (Figure 8Aii). When
stimulus order was reversed, the PN trajectory never ap-
proached the region corresponding to KC2 responses
(Figure 8Aiii); correspondingly, KC2 never produced an
action potential. These results are consistent with the
general model that, to each KC, corresponds a (rela-
tively) small volume of PN state space (defined by PN-
KC connectivity); if a stimulus drives the PN population
vector through this volume, the KC will fire; if a stimulus
condition deviates the PN trajectory from this volume,
the KC response will be masked (partially, as in Fig-
ure 8Aii, or totally, as in Figure 8Aiii), by an amount
depending on the extent and timing of the deviation.
KC5 illustrates a different case. This neuron never
fired in response to citral, geraniol, or the binary mixture
of the two (Figure 7A). The (known) regions of PN phase
space corresponding to KC5 spiking are shown inFigure 8Bi (magenta): consistent with this, none of the
PN trajectories corresponding to the three simple-odor
conditions crossed this volume (the intersection of the
magenta and green segments is a 2D projection artifact;
see rotated projections in ii, and correlation plots in
Figure S2). When the stimulus consisted of ger-300ms-
cit or ger-500ms-cit, by contrast, the corresponding tra-
jectories moved into the appropriate volume and gener-
ated a response in KC5 (Figures 8Bii and 8Biii). Indeed, it
is only by systematically varying stimulus conditions
that this particular set of delays was found and used to
map KC5’s response range in PN phase space. From
these observations, we conclude that KCs can recog-
nize particular ‘‘instantaneous’’ states of the PN popula-
tion activity, consistent with the hypothesis that KCs act
as piecewise classifiers of PN activity patterns.
Discussion
Our odor stimuli included two single odors, one odor
mixture, and multiple pulse-overlap and consecutive-
pulse conditions: odor mixture describes a condition in
which both odors were pulsed together from stimulus
beginning to end. In all cases, single pulses were 500
ms long. Pulse-overlap describes conditions in which
one odor pulse was started before the other odor pulse
had ended; during some time, therefore, both odors
were present together. We also used consecutive-pulse
conditions with intervals up to 3.5 s. The rationale for
these consecutive pulses is that PN population activity
generally outlasts the stimulus that caused it (Laurent
et al., 1996); with interpulse delays of up to 3 s, overlaps
between the responses of the PN population could in-
deed be seen, even though the stimulus pulses them-
selves did not overlap. With interpulse intervals greater
than 3.5 s, the effects of the two consecutive pulses
on PN responses were nearly independent. In other
words, consecutive-pulse conditions with intervals be-
tween 0 and 3 s generated what we will call overlapping
responses.
We recorded the responses of 87 PNs (recorded in
groups of 8 to 25) to 25 odor stimulus conditions (single,
mixed, overlapping, and consecutive). We examined the
responses of the PNs to these stimuli one PN at a time
and analyzed the 87 PN response data set as time-series
of instantaneous vectors of activity across all 87 PNs, as
previously described for simpler stimulus conditions
(Mazor and Laurent, 2005; Stopfer et al., 2003). This
group of 87 PNs represents over 10% of the entire PN
population in the locust. PN sampling was broad, in
that our tetrodes covered, over all experiments, most re-
gions of the antennal lobe. Our results add to previous
results on identity and concentration coding (Stopfer
et al., 2003) and single odor pulse series (Brown et al.,
2005) and suggest that spatiotemporal patterns of PN
activity also depend, in ways that we did not predict,
on the history of stimulation.
Generally speaking, odor-evoked spatiotemporal pat-
terns of PN activity can be pictured as sequences of in-
stantaneous PN vectors, or trajectories, in PN phase
space (see below). We updated each PN vector every
50 ms, a duration corresponding to the average period
of the 20 Hz odor-evoked oscillations in this system
(Laurent and Naraghi, 1994; Wehr and Laurent, 1996).
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(A) Spread of KC2 (Figure 7A) spike times in response to geraniol (raster at top) overlaid (magenta) on PN ensemble responses as represented by
LLE (bottom, as in Figure 4). PN ensemble responses are shown for the pure conditions (green, cyan) as well as two overlap conditions (black):
(Ai) geraniol, to which KC2 responds; (Aii) ger-100ms-cit, during which the response of KC2 is partly masked; (Aiii) cit-100ms-ger, during which
the response to geraniol is completely masked. The firing times and strengths of KC5 are well matched to the instantaneous state of the PN
trajectory.
(B) Spread of KC5 (Figure 7A) spike times (magenta) in response to the ger-300ms-cit (Bii) and ger-500ms-cit (Biii) conditions, overlaid on PN
trajectories plotted for corresponding overlap (black) and pure (green, cyan, red) conditions. (Bi) KC5 does not respond to any pure condition.
(Bii and Biii) KC5 responds during a particular period of these overlap conditions, when the PN ensemble trajectories are distant from the pure
odor conditions and traverse particular regions of PN phase space (shown quantitatively in Figure 6C). For clarity, axes in (Bii) and (Biii) have been
rotated relative to plot in (Bi) as indicated in (Bii).The relevance of this time scale in locust is determined
by the integrative properties of Kenyon cells, the PNs’
targets in the mushroom bodies (Laurent and Naraghi,
1994; Perez-Orive et al., 2002). We determined previ-
ously that, upon stimulation with a single odor, PN vec-
tors leave a noisy baseline state, defined by uncorre-
lated, 2–4 spikes/s baseline firing (Mazor and Laurent,
2005; Perez-Orive et al., 2002). Following termination
of stimulation, the trajectories return to baseline over
several hundreds of milliseconds (Mazor and Laurent,
2005; Stopfer et al., 2003). During stimulation, the trajec-
tories evolve in a stimulus-dependent manner, at avelocity that is highest at onset and decreases mono-
tonically to 0 (thus defining a fixed point) if the stimulus
is sustained for 1.5 s or more (Mazor and Laurent, 2005).
When the odor pulse is turned off, velocity increases
again and progressively returns to 0 as the system re-
laxes back to baseline in a few hundred milliseconds
(Mazor and Laurent, 2005). For 0.5 s long stimuli (as
used here) the system never reaches fixed points: the
odor-evoked PN patterns we analyzed in this study
can thus be described as loops, consisting of one seg-
ment (on-transient) away from baseline and a second
(off-transient) corresponding to the return to baseline
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478(Mazor and Laurent, 2005; Stopfer et al., 2003). A recent
study examined PN and KC odor representations for
a single odor presented in successive 100 ms pulses
at different frequencies and suggested that information
about individual odors (as measured by classification
performance) was not significantly affected by pulse fre-
quency and preceding temporal pattern (Brown et al.,
2005). In the present experiments, we examined how
odor representations by PNs and by KCs change as
different odors coincide within a 3.5 s window.
Temporal and Spatial Scales of Analysis
Our interpretation of high-dimensional, instantaneous
PN vectors as a functionally relevant scale of represen-
tation rests on the assumption that the decoding of PN
activity by KCs—their targets in the mushroom bod-
ies—follows similar rules: that is, that individual KCs
fire or do not fire on the basis of an interpretation of
high-dimensional, instantaneous PN vectors of activity.
Recent observations from this laboratory indicate that
individual KCs sample 50% of all PNs on average (R.
Jortner, S.S. Farivar, and G.L., unpublished data) and
that each oscillation cycle contains spikes from 80 to
240 PNs over the entire PN population (Mazor and Lau-
rent, 2005). The dimensionality of PN vectors analyzed
here (87) is thus less than that of those experienced
and decoded by individual KCs (w400); yet, our inter-
pretation of those 87D vectors and of the trajectories
they define is in good agreement with the KC responses
we observed. This supports our assumption that inter-
preting PN population vectors and trajectories, as
done here, approximates the decoding conditions for
KCs reasonably well. For example, a consistent effect
of overlapping odor stimuli was a masking (sometimes
complete) of the responses of KCs activated by either
odor alone: this observation is in excellent agreement
with our synthetic interpretation of PN trajectories. While
this result may begin to explain the ‘‘binding’’ nature of
odor perception or recognition (Jinks and Laing, 1999),
more exhaustive experiments must now be carried out
using more complex mixture conditions. This is particu-
larly important because natural odors often contain tens
to hundreds of volatile components.
Importance of Stimulation History
We hypothesized that the stimulation of a PN population
already activated by one odor with a second odor (odor
overlap) might either cause a transient reset of the sys-
tem—transient return to baseline followed by the devel-
opment of the trajectory corresponding to the second
odor—or alternatively, cause the first trajectory to devi-
ate from its ongoing course to the path corresponding to
the mixture of the two odors. Our results rule out the first
hypothesis and support the second, with notable differ-
ences. When the PN vectors evoked during an overlap
condition were compared to those caused by either
odor alone or by their binary mixture, distances to the
mixture vectors were nearly always shorter. When we
measured these distances in absolute terms, however,
we observed that they were often large (i.e., that
matches with the mixture response were poor). These
measures of inter-PN-vector distances were consistent
with the responses of KCs (the PN decoders) to the
same stimuli: Kenyon cells that responded to a mixturestimulus did not always respond to an overlap condition,
even though the stimuli were, for some time, instanta-
neously similar; conversely, some KCs responded tran-
siently to a particular overlap condition and yet did not
respond when the two odors were presented as a mix-
ture. These transient-overlap KC responses occurred
at times and conditions when the PN vectors corre-
sponding to the overlap deviated from those corre-
sponding to the mixture (see Experimental Procedures)
and when there was significant PN synchrony. To make
detailed predictions on overlap-specific KC responses,
we will probably need to sample from a greater fraction
of the PN population and better understand the mapping
between distances in PN phase space and KC firing
probability. Nonetheless, both measures (inter-PN-vec-
tor distances and KC responses) clearly indicate that
odor overlaps cause antennal lobe patterns related to
but not identical to those caused by binary mixture con-
ditions; KCs could thus, by this specificity, encode some
aspect of the history of stimulation. Because some over-
lap conditions create such unique responses—as seen
both in the PN population and in single KCs—we predict
that these overlaps could also be memorized and/or
perceived as different from either odor alone or from
their binary mixture. The specificity of these representa-
tions may extend to mixtures of particular ratios of these
odors. This remains to be tested behaviorally.
Our results may also shed some light on interesting
behavioral experiments on odor discrimination with mix-
tures. Jessica Hopfield and Alan Gelperin examined the
ability of the terrestrial mollusk Limax to segment a
binary odor mixture when classical conditioning had
been done in either of two conditions (Hopfield and Gel-
perin, 1989): in the first, an AB odor mixture was paired
with an aversive unconditioned stimulus (US), and ani-
mals were later tested with AB and either odor (A or B)
alone. In the second, the freely behaving animals were
trained in conditions where odors A and B were located
on alternating strips; in this condition, the US could, in
principle, be associated by the animal with either odor
alone, or with the representation of some (undefined)
mixture of them. Again, the animals were tested some
time later with odors A, B, and AB. With the first training
condition, Hopfield and Gelperin (1989) observed that
the conditioned response (aversion) was specific to
the mixture: the animals failed to show aversion to the
mixture components alone. This is consistent with our
physiological results: the representation of a binary mix-
ture (assessed as a family of PN vectors) differs from
those of the components, and the sets of KCs that re-
sponds to a mixture and to its components are not the
same. With the second training condition, the behavioral
results were different: the animals avoided the mixture
but also its components. Assuming that Hopfield and
Gelperin’s (1989) training paradigm contained stimulus
conditions similar to those we used in our study (i.e., pe-
riods of partial overlap between the two stimuli or be-
tween the responses to these stimuli), these behavioral
results are again consistent with our observations: in
conditions of stimulus (or response) overlap, some frag-
ments of the PN responses (and correspondingly, the
KCs that fire) match those evoked by each odor com-
ponent alone and, sometimes, those evoked by the
mixture. What these behavioral experiments do not
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expressed also toward stimuli that were neither a com-
ponent nor the binary mixture, but some particular over-
lapping sequence of the two components (as we would
predict from the physiological results on PNs and KCs).
As we indicated above, this remains to be tested.
Mechanistic and Functional Implications
Our results indicate that the antennal lobe is a dynamical
system whose responses to stimulation depend, to
a significant extent, on initial conditions. For example,
the response of the PN population to an odor was usu-
ally delayed if that odor pulse followed or overlapped
with an earlier one. Also, the path followed by the PN
population during an odor overlap condition depended
on the precise nature (order, duration) of this overlap.
Hysteresis is well known in the motor system, where
for example neuronal activity corresponding to one
eye-fixation position depends on preceding saccade
history (Aksay et al., 2003). In sensory systems, masking
has been studied in vision (Macknik and Livingstone,
1998; Rolls and Tovee, 1994) and audition (Bartlett and
Wang, 2005) and its underlying mechanisms are begin-
ning to be understood (Sobel and Tank, 1994; Wehr
and Zador, 2005).
In the antennal lobe, many mechanisms probably un-
derlie the sensitivity to history. First, the responses of re-
ceptor neurons, to the extent that many odorant recep-
tors are broadly tuned (Hallem et al., 2004; Wilson et al.,
2004), must depend on past history of stimulation, due
to the biophysics of receptor occupancy and to G pro-
tein activation and inactivation kinetics (Kurahashi and
Menini, 1997; Leinders-Zufall et al., 2000; Zufall and
Leinders-Zufall, 1998). Second, antennal lobe circuits
are known to undergo rapid changes under odor stimu-
lation in an odor-specific manner (Stopfer and Laurent,
1999). Modeling investigations provide hints that both
excitatory and inhibitory synapses should be modulated
to reproduce the observed effects (Bazhenov et al.,
2005). Third, the locust antennal lobe itself is a recurrent
network, with widely branched local inhibitory neurons
causing rhythmic negative feedback (MacLeod and Lau-
rent, 1996) as well as slow inhibitory patterning (Laurent
et al., 1996). How randomly connected recurrent net-
works might process time-varying continuous input is
the subject of recent theoretical work on ‘‘liquid state
machines’’ (Maass et al., 2002). It was suggested that,
to perform complex computations on time-varying in-
put, such networks need to operate at the edge of dy-
namical regimes where behavior becomes chaotic
(Bertschinger and Natschlager, 2004). Building on this
work, Latham and colleagues have recently investigated
the response trajectories of such networks when placed
under different initial conditions (H. Maei and P. Latham,
2004, Soc. Neurosci., abstract), but driven by the same
input for some time—a situation very similar to our ex-
periments. They examined three cases: convergence,
divergence, and neutral. Convergence, after a delay,
matches our experimental results for most overlaps
and pulse conditions. Divergence is a behavior we did
not observe. The ger-100ms-cit condition came closest
to what Maei and Latham (H. Maei and P. Latham, 2004,
Soc. Neurosci., abstract) call a neutral condition, which
allows the network to remember input history but is,according to that study, difficult to sustain beyond the
time constants of neurons in the network. In a different
theoretical study, Knusel et al. found that, for informa-
tion encoded over time to be reliably decoded, a reset
of the network was desirable (Knusel et al., 2004). This
does not match our experimental observations (trajecto-
ries moved from one pure condition’s trajectory to a later
part of the next without going through baseline). While
this may place theoretical limits on how much informa-
tion about an input pattern can be reliably decoded, it
may equally indicate that antennal lobe circuits are de-
signed to identify instantaneous odor conditions reli-
ably, rather than recognize particular temporal patterns
of odor input. A more complete investigation of the sen-
sitivity of PN ensembles to different odor patterns is the
subject of ongoing work (B.M.B., M. Niemark, M. Mei-
ster, and G.L., unpublished data).
Consequences for Natural Odor Plume Conditions
We observed that trajectories evoked by one odor could
be influenced by an earlier pulse of another odor, pre-
sented up to 3 s before. Conversely, the return paths
to baseline upon the termination of related stimulus con-
ditions (A then B, with different delays between the on-
sets of A and B) generally converged before (sometimes
well before) reaching baseline. These observations iden-
tify the interval 0–3 s as the time over which different
stimuli (of 0.5 s duration) may generally interfere with
one another in this system. They also indicate that the
degree of interference between odor pulses decreases
quite rapidly as the pulse interval increases. Only in lim-
ited conditions of close pulse overlap did the PN popu-
lation response deviate significantly from what could be
predicted, knowing the trajectories corresponding to
either odor alone or to their binary mixture. For such
conditions of close overlap, new KCs were recruited,
consistent with large deviations of the PN population
vectors. For conditions of limited overlap, masking of
KC responses was the main effect. In nature, the distri-
bution of such conditions would depend entirely on
the statistics of interpulse intervals and on their tempo-
ral correlation. It will be interesting to examine odor
learning and recognition in such increasingly complex
stimulation conditions.
Experimental Procedures
Two odors were presented in staggered pulses, using 12 different
time delays between pulses. We recorded field potential output
from olfactory receptor neurons in the antenna, extracellular multi-
single-unit activity from groups of up to 25 PNs (74 PNs in pilot ex-
periments [Figures S7 and S8], 87 PNs in reported experiments),
the LFP elicited by PNs in the MB and multi-single-unit activity
from groups of up to 20 KCs (203 KCs total).
Pilot Experiments
A set of pilot experiments (74 PNs) was carried out first, using gera-
niol and hexanol as odorants. After data analysis, it appeared that,
due to large differences in vapor pressure between the two odors,
hexanol (at the concentration used) dominated over geraniol. This
can be seen both in EAGs (Figure S7) and in the LLE plots of the
odor-evoked trajectories (Figure S8): note for example that the tra-
jectory corresponding to the static mixture matches nearly exactly
that for hexanol, indicating its dominance over the array of recep-
tors. (Despite this, the results of these pilot tests show no qualitative
difference from those of the final experiments.) To correct for this
undesired imbalance, we selected a different pair of odors (below),
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ORN array, as assayed by EAGs (Figure S7).
Odorants
For all experiments reported here, two odorants (citral and geraniol,
Sigma) were diluted 1/100 in mineral oil (J.T. Baker) and stored in
separate 60 ml scintillation vials. This concentration is comparable
to that used in prior studies. Odor vials were prepared fresh each
day. The vials were arranged in parallel and 0.5 s long puffs of des-
iccated and filtered air (460 ml/min) carried the headspace of each
vial into an odor nozzle and then past the antenna. The odor nozzle
(1 cm diameter, teflon) was placed 1 cm in front of the antenna and
supplied a constant 900 ml/min carrier stream of desiccated, filtered
air. The odors were injected into the carrier stream 6.5 cm from the
output end of the odor nozzle to ensure complete mixing by the time
the odors exited the tube. A large vacuum hose placed behind the
antenna assured the quick removal of odorants from the space sur-
rounding the antenna. Odor puffs were triggered automatically using
a custom computer interface (LabView).
Electrophysiology
Experiments were carried out on 34 male locusts (Schistocerca
americana) raised in a crowded colony. Young adults (prior to repro-
ductive age) were immobilized in a wax cup with their antenna
exposed. The cuticle over the brain was removed, the brain was ex-
posed, and later desheathed while the head of the animal was
bathed in locust saline, as previously described (Laurent and Nara-
ghi, 1994; Stopfer and Laurent, 1999). PN data were acquired using
silicon tetrodes obtained from the Center for Neural Communication
Technology (Drake et al., 1988). Our multi-single-unit extracellular
recordings only detected events attributable to PNs, for LNs do
not produce sodium action potentials (Laurent and Davidowitz,
1994). PNs were recorded from physically distributed areas across
the AL. The number of simultaneously sampled PNs varied between
8 and 25. A recording site was chosen if at least some multi-unit ac-
tivity could be recorded in response to each of the two odors and to
a static mixture (coincident pulses) of the two at the beginning of
each experiment. Only PNs that exceeded a set of equally applied
inclusion criteria (see Experimental Procedures) were selected (n =
87 PNs, from 10 of the 34 animals). In aggregate, this group repre-
sents more than 10% of the PN population in the antennal lobe
(830 PNs).
KC data were obtained using twisted-wire tetrodes obtained from
FHC (#CE4B75). Electrodes tips were replated with gold prior to
each experiment. KCs were recorded in a region containing only
KC somata. All KC recordings were performed using wire rather
than silicon tetrodes because empirical observations indicate that
they yield more and better data. Recording locations were tested
randomly across the MB and selected if activity could be elicited
by either pure odor or their static mixture. PN and KC spikes were
sorted offline using custom-designed algorithms (Pouzat et al.,
2002) implemented in Igor (WaveMetrics). Clusters were selected
for inclusion in the final data set based on their successful comple-
tion of several statistical tests. These included the following: wave-
form SD variation of <0.05 throughout the length of the stimulus, dis-
tance between cluster centers (>4 SD), low numbers (<2%) of spikes
with <5 ms interspike intervals, no significant drop in the SD trace
during the spike peak. Identical stimuli were presented at the begin-
ning and end of the experiment to confirm that clusters did not drift
significantly over the course of the experiment. Drift was measured
qualitatively by determining whether a given cell’s responses to pure
odors at the beginning of the experiment were similar to the re-
sponses of each odor in the cit-3.5s-ger and cit-3.5s-ger trials. cit-
3.5s-ger and ger-3.5s-cit were always presented near the end of
an experiment.
The KC data were sorted using the first 11 conditions of the exper-
iment (10 trials each) as the basis for the sorting model. The condi-
tion that occurs in the middle of the set was used for the noise
covariance matrix. The model generated by this method was refined
using criteria identical to those used on the PN data. Stability over
the course of the experiment was assessed after sorting and
was based on a stable baseline firing rate over the course of the
experiment.Data Analysis
MATLAB and the Statistics Toolbox (The MathWorks, Inc.) were
used for data analysis.
To test whether a PN’s response to an odor overlap was a simple
arithmetic sum of its responses to the odors presented individually,
we convolved the spikes in each trial with a 20 ms Gaussian, aver-
aged the smoothed spike counts across trials, and subtracted
mean baseline spike counts (calculated from time series preceding
stimulus onset). Cessation of firing, often caused by inhibition,
was represented by the negative of the mean baseline firing rate.
Having no true measure of inhibition (because we recorded extracel-
lularly from the PNs), we considered this assumption to be the sim-
plest one. For each PN, p, we then compared the response recorded
to the overlap condition O1-d-O2 (with td ms delay between presen-
tations of the first and second odors),
recordedp;O12d2O2;t = respp;O12d2O2;t;
with the response to the first odor (respp,O1,t) added to the response
to the second odor shifted by the corresponding td ms delay
(respp,O2,t2td),
sump;O12d2O2;t = respp;O1;t + respp;O2;t2 td :
For each overlap condition, O1-d-O2, we quantified the devia-
tion of the estimated rate (sum) from the recorded rate (recorded)
as follows: for each PN, condition, and time bin, we calculated the
absolute difference (absdiff) of sum from recorded as a percentage
of the recorded maximum firing rate of the given PN (across all times
and conditions), maxFRp:
absdiffp;O12d2O2;t =
jsump;O12d2O2;t2 recordedp;O12d2O2;tj
max FRp
3 100:
To identify PNs that showed significantly greater deviation in
overlap than in non-overlap conditions, we used a Wilcoxon signed
rank test. We compared absdiffs for time bins from 0 to 600ms after
presentation of the second odor (overlap-pulse conditions: cit/ger-
600ms-ger/cit up to cit/ger-1s-ger/cit) with absdiffs for time bins
with matched delays after presentation of the first odor in the
same conditions. For 71 PNs out of the 87 in our sample, the differ-
ence between the matched absdiffs in the two groups did not come
from a distribution whose median is zero (p<0.001). To characterize
each PN by a single number representing percentage deviation (dis-
tribution shown in Figure 3A), we used the following procedure:
(1) we defined the percentage difference for a particular condition
as:
conddiffp;O12d2O2 = maxðabsdiffp;O12d2O2;t; t˛ftd; td + 1sgÞ:
The percentage deviation for a given PN was then calculated as
its mean conddiff over all overlap conditions (and, as a control, also
for all times of zero overlap):
PNdiffp =meanðconddiffp;O12d2O2;d˛DÞ;
where D is the set of all delays.
(2) We also computed mean percentage differences for each con-
dition and time bin by simply averaging absdiff across all PNs. This is
shown in Figure 3B.
cond time diffO12d2O2;t =meanðabsdiffp;O12d2O2;t;p˛f1; 87gÞ
For nonlinear dimensionality reduction with Locally Linear Em-
bedding (Roweis and Saul, 2000), we used code from Sam Roweis
(http://www.cs.toronto.edu/wroweis/lle/), with Gerard Sleijpen’s
code for the JDQR eigensolver (http://www.math.uu.nl/people/
vorst/JDQR.html). In the figures shown for nonlinear dimensionality
reduction with LLE, we used as input, 87D time slices, each 50 ms
wide and averaged over three trials. Fifteen trials thus generated
five trajectories per condition. Standard deviations were calculated
across these five. For a particular choice of embedding dimension,
LLE requires only one user-specified parameter (K), the number of
nearest neighbors to consider in the reconstructions of individual
high-dimensional points. We chose values for K such that distances
to the K nearest neighbors were, for all points, small (K = 6 for all
figures shown, see Figure S9). The results we obtained were
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the pure mixture; odor sequences with greater delays diverging later
from the first odor trajectory and converging earlier on the second)
with a wide range of K values (5–15). Movies of these 3D plots are
shown for two conditions (cit-900ms-ger and ger-900ms-cit; see
Movies S1 and S2).
For multiple discriminant analysis, we used functions from Ri-
chard Strauss’s MATLAB-based statistics library (http://www.biol.
ttu.edu/Strauss/Matlab/Matlab.htm). Training data consisted of 16
groups of time slices from single-trial responses to pure conditions
(five groups from the citral response, five from geraniol, five from the
citral + geraniol mixture, and one baseline group). Forty-two time sli-
ces—three consecutive bins per trial times 14 trials—were used to
represent each group. Time slice correlation analysis (Figure S1)
and trial-averaged hierarchical clustering were used to guide the
choice of groups so as to adequately represent different periods
of the evolving population response. We used 672 time slice vectors
as training data to compute 15 discriminant functions that were then
used to transform the 55,328 sample data vectors. For classification,
we used Euclidean distances of individual 15D points from group
centroids (means of the remaining points in a group). Classification
with other metrics such as Mahalanobis distance produced similar
results. Group centroids were computed using only training data,
and distances were normalized by mean intracluster distance for
training data.
KCs were grouped into the categories shown in Table S1 based on
the following criteria. Condition 1: more than half of all trials with
pure odors (i.e., cit, ger, or cit + ger) contain at least one spike during
a response window lasting from odor onset to 500 ms after odor off-
set. Condition 2: condition 1 is satisfied for the first odor in a consec-
utive-pulse trial (i.e., cit-R600ms-ger or ger-R600ms-cit). Cells
were then classified as follows. Cit, Ger, and Mix: satisfy condition
1 for odors of this type only and do not satisfy condition 1 or condi-
tion 2 for any of the other two. Cit + Ger, Cit + Mix, Ger + Mix: satisfy
condition 1 for two odors and do not satisfy condition 1 or condition
2 for the third odor. Pattern-specific: satisfy condition 1 during over-
lap periods when applied to overlap trials and do not satisfy condi-
tion 1 or condition 2 for any odor. All Stimuli: do not satisfy condition
1 or 2 for any pure odor but respond to all stimuli with at least one
spike in R two trials/condition. Paraffin oil/clean air: satisfy condi-
tion 1 for these conditions and do not satisfy conditions 1 or 2 for
any other conditions. Respond with Inhibition: no response to the
first odor presented regardless of the condition and then response
to all conditions R500 ms after odor offset. No Response: do not
satisfy conditions 1 or 2 for any stimulus and have no response in
>75% of conditions.
To construct the KC mean PSTH, we convolved KC spikes with
a Gaussian of width 20 ms and averaged the smoothed spike counts
across trials and across cells for each condition.
Supplemental Data
The Supplemental Data for this article can be found online at http://
www.neuron.org/cgi/content/full/51/4/467/DC1/.
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