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Abstract: We construct minimax optimal non-asymptotic confidence sets
for low rank matrix recovery algorithms. These are employed to devise
sequential sampling procedures that guarantee recovery of the true matrix
in Frobenius norm after a data-driven stopping time nˆ for the number of
measurements that have to be taken. With high probability, this stopping
time is minimax optimal. We detail applications to quantum tomography
problems where measurements arise from Pauli observables. We also give
a theoretical construction of a confidence set for the density matrix of
a quantum state that has optimal diameter in nuclear norm. The non-
asymptotic properties of our confidence sets are investigated in a simulation
study.
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1. Introduction
Consider the high-dimensional matrix trace regression model
Yi = tr(X
iθ) + εi, i = 1, . . . , n, (1)
where the εi’s are random noise variables, independent of the random design
matrices Xi, and where the matrix θ is the object of inferential interest. We
denote the law of (Y,X) given θ by Pθ. To reflect the structure of the main
application we have in mind – quantum tomography, introduced in detail below
– we assume that Xi and θ are both d× d square matrices, and study the case
where the number n of measurements taken may be smaller than the effective
parameter dimension d2. Recovery of θ in such situations is still possible by
compressed sensing techniques [5, 22, 21, 29], under two main structural as-
sumptions on the model: 1) the matrix θ is of low rank and 2) the measurement
matrices Xi satisfy the restricted isometry (or a related coherence) property. In
this case recovery of a rank k matrix θ is possible in Frobenius distance ‖ · ‖F
by, e.g., the Matrix Lasso θˆn: for any  > 0 and with high Pθ-probability,
‖θˆn − θ‖F <  as soon as n & kdlogd,
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where logd = logη d, η > 0, is the so-called ‘polylog’ function. The design used
in quantum tomography is such that the Xi are randomly drawn from a basis
{E1, . . . , Ed2} of the space of d × d matrices, and one samples fewer than all
d2 basis coefficients tr(Eiθ) without losing recovery guarantees for low rank
matrices θ. In experimental settings (e.g., [16]), d = 2N where N is a possibly
large number of particles, but θ will represent an approximately pure quantum
state, motivating the low rank hypothesis and explaining the interest of quantum
information theorists in dimension reduction methods (see the appendix and
[14, 13, 25, 10, 15, 32]).
In practice the implementation of the compressed sensing paradigm requires
a way to decide how many measurements n should be taken. The preceding
theoretical bound n & kdlogd is not useful for this because it may involve
unspecified constants, but also, more importantly, because the rank k of θ is
typically not known. Instead one can try to find a data driven stopping rule
nˆ that guarantees that recovery with precision  occurs after nˆ measurements,
with high probability. In the quantum tomography context such stopping rules
are called ‘certificates’ (see Section IV in [10]), as they certify the reconstruction
of the true quantum state θ. It is not difficult to see, and will be made precise
below, that the construction of such stopping rules is intimately connected to
the construction of a (sequential) confidence region for the unknown parameter
θ, and due to its importance in applications this topic has received considerable
attention recently by physicists, see [8, 3, 33, 2, 10, 31]. None of the previous
constructions has succeeded, however, in constructing an optimal stopping rule
for which nˆ ≈ kdlogd holds with high probability.
The main contribution of the present paper is to construct optimal non-
asymptotic Frobenius norm confidence regions for low rank parameters in the
model (1), and to use them to devise optimal sequential data driven stopping
rules nˆ (‘certificates’) for the measurement process. That such procedures exist
may at first look surprising in view of negative results in the ‘sparse’ compressed
sensing setting in [26], but our results reveal the more favourable information-
theoretic structure of the matrix model. While our techniques are based on
unbiased risk estimation ideas that were first used in nonparametric statistics
(see [24, 30], and also [4]) and that apply in a general setting, we lay out the
details for a basic (sub-) Gaussian design and noise model, as well as for the
Pauli observation scheme relevant in quantum tomography (see [10] and Condi-
tion 1b) below). We shall also address the more difficult question of constructing
confidence regions for a quantum state matrix in the stronger nuclear norm. Re-
lationships between our findings and the recent literature on confidence regions
for high-dimensional statistical parameters are discussed at the end. We also
investigate the performance of our procedures in basic simulation study.
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2. The framework of matrix compressed sensing
2.1. Notation
Denote by Md(K) the space of d× d matrices with entries in K = C or K = R.
We write ‖ · ‖F for the usual Frobenius norm on Md(K) arising from the inner
product tr(ATB) = 〈A,B〉F . Moreover let Hd(K) be the set of all Hermitian
matrices (equal to the set of all symmetric d × d matrices when K = R). The
norm symbol ‖ · ‖ denotes the standard Euclidean norm on Cn arising from the
Euclidean inner product 〈·, ·〉.
We denote the usual operator norm on Md(K) by ‖ · ‖op. For M ∈Md(K) let
(λ2k : k = 1, . . . , d) be the eigenvalues of M
TM (which are all real-valued and
positive). The l1-Schatten, trace, or nuclear norm of M is defined as
‖M‖S1 =
∑
j≤d
|λj |.
Note that for any matrix M of rank 1 ≤ r ≤ d,
‖M‖F ≤ ‖M‖S1 ≤
√
r‖M‖F . (2)
We will consider parameter subspaces of Hd(K) described by low rank con-
straints on θ, and denote by R(k) the space of all Hermitian d × d matrices
that have rank at most k, k ≤ d. In quantum tomography applications, we may
assume an additional ‘shape constraint’, namely that θ is a density matrix of a
quantum state, and hence contained in state space
Θ+ = {θ ∈ Hd(K) : tr(θ) = 1, θ  0},
where θ  0 means that θ is positive semi-definite. In fact, in most situations,
we will only require the bound ‖θ‖S1 ≤ 1 which holds for any θ in Θ+.
2.2. Sensing matrices
We now specify assumptions on the design matrices Xi used in our observation
model (1). When θ has real-valued entries we shall restrict to design matrices
Xi with real-valued entries too, and for general θ ∈ Hd(C) we shall assume
Xi ∈ Hd(C). This way, in either case, the measurements tr(Xiθ)’s and hence
the Yi’s are all real-valued. Note that in Part a) below the design matrices are
not Hermitian but our results can easily be generalised to symmetrised sub-
Gaussian ensembles (as those considered in ref. [21]). Part b) corresponds to
the quantum tomography measurement model used in [13, 25, 10, 14] – we refer
to the appendix for a detailed derivation.
Condition 1 a) θ ∈ Hd(R), ‘isotropic’ sub-Gaussian design: The ran-
dom variables (Xim,k), 1 ≤ m, k ≤ d, i = 1, . . . , n, generating the entries of
the random matrix Xi are i.i.d. distributed across all indices i,m, k with
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mean zero and unit variance. Moreover, for every θ ∈ Md(R) such that
‖θ‖F ≤ 1 the real random variables Zi = tr(Xiθ) are sub-Gaussian: for
some fixed constants τ1, τ2 > 0 independent of θ,
EeλZi ≤ τ1eλ2τ22 ∀λ ∈ R.
b) θ ∈ Hd(C), random sampling from a basis (‘Pauli design’): Let
{E1, . . . , Ed2} ⊂ Hd(C) be a basis of Md(C) that is orthonormal for the
scalar product 〈·, ·〉F and such that the operator norms satisfy, for all i =
1, . . . , d2,
‖Ei‖op ≤ K√
d
,
for some K > 0. [In the Pauli basis case we have K = 1.] Assume the Xi,
i = 1, . . . , n, are draws from the finite family E = {dEi : i = 1, . . . , d2}
sampled uniformly at random.
The above examples all obey the matrix restricted isometry property, that we
describe now. Note first that if X : Rd×d → Rn is the linear ‘sampling’ operator
X : θ 7→ X θ = (tr(X1θ), . . . , tr(Xnθ))T , (3)
so that we can write the model equation (1) as Y = X θ + ε, then in the above
examples we have the ‘expected isometry’
E
1
n
‖X θ‖2 = ‖θ‖2F .
Indeed, in the isotropic design case we have
1
n
E‖X θ‖2 = 1
n
n∑
i=1
E
(∑
m
∑
k
Xim,kθm,k
)2
=
∑
m
∑
k
EX2m,kθ2m,k = ‖θ‖2F , (4)
and in the ‘basis case’ we have, from Parseval’s identity and since the Xi’s are
sampled uniformly at random from the basis,
1
n
E‖X θ‖2 = d
2
n
n∑
i=1
d2∑
j=1
Pr(Xi = Ej)|〈Ej , θ〉F |2 = ‖θ‖2F . (5)
The restricted isometry property (RIP) requires that this ‘expected isometry’
holds, up to constants and with probability ≥ 1 − δ, for a given realisation of
the sampling operator, and for all d× d matrices θ of rank at most k:
sup
θ∈R(k)
∣∣∣∣ 1n‖X θ‖2 − ‖θ‖2F‖θ‖2F
∣∣∣∣ ≤ τn(k), (6)
where τn(k) are some constants that may depend, among other things, on the
rank k and the ‘exceptional probability’ δ. For the above examples of isotropic
and Pauli basis design inequality (6) can be shown to hold with
τ2n(k) = c
2 kd · logd
n
, (7)
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where c = c(δ) = O(1/δ2) as δ → 0 is a fixed constant. See refs. [5, 25] for these
results.
2.3. Gaussian and Bernoulli errors, and Pauli observables
We still have to specify the distribution of the errors εi in the model (1). In the
quantum tomography setting of Condition 1b), if we fix an element Ei ∈ E for
the moment, then as detailed in the appendix the observations Yi = dtr(Eiθ)+εi
are themselves an average of repeated samples from a Bernoulli random variable
Bi taking values {1,−1} with probabilities given by
P(Bi = 1) =
1 +
√
dtr(Eiθ)
2
.
More precisely,
Yi =
√
d
T
T∑
j=1
Bi,j = d · tr(Eiθ) + εi
where
εi =
√
d
T
T∑
j=1
(Bi,j − EBi,j)
is the effective error arising from the measurement procedure making use of T
preparations to estimate each quantum mechanical expectation value. We could
work with this Bernoulli error model directly, but since the εi’s are themselves
sums of independent random variables, an approximate Gaussian error model
will be appropriate, too. Note further that
|εi| ≤ 2
√
d, Eε2i ≤
d
T
Var(Bi,1) ≤ d
T
(8)
so the variances Eε2i = σ
2 are bounded by d/T . A natural assumption is then
Condition 2 The εi, i = 1, . . . , n, are i.i.d. N(0, σ
2) where σ2 ≤ v for some
known constant v.
This unifies the exposition for both designs considered in Condition 1, but we
note that our proofs are valid in the exact Bernoulli error model as well, see
Remark 2 below.
2.4. Minimax estimation under the RIP
Assuming the matrix RIP from (6) to hold and Gaussian noise ε ∼ N(0, σ2In),
one can show that the minimax risk for recovering a Hermitian rank k matrix
is
inf
θˆ
sup
θ∈R(k)
Eθ‖θˆ − θ‖2F ' σ2
dk
n
, (9)
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where ' denotes two-sided inequality up to universal constants. For the upper
bound one can use the nuclear norm minimisation procedure or matrix Dantzig
selector from Cande`s and Plan [5] (see also [25] for the case of Pauli-design), and
needs n to be large enough so that the matrix RIP holds with τn(k) < c0 where
c0 is a small enough numerical constant. Such an estimator θ˜ then satisfies, for
every θ ∈ R(k) and those n ∈ N for which τn(k) < c0,
‖θ˜ − θ‖2F ≤ D(δ)σ2
kd
n
, (10)
with probability ≥ 1− 2δ, and with the constant D(δ) depending on δ and also
on c0 (suppressed in the notation). Note that the results in [5] use a different
scaling in sample size in their Theorem 2.4, but eq. (II.7) in that reference
explains that this is just a matter of renormalisation. The same bound holds for
the Bernoulli noise model from Subsection 2.3, see [10].
3. Main results
We now turn to the problem of quantifying the uncertainty of estimators θ˜ that
satisfy the risk bound (10). In fact the procedures we construct could be used
for any estimator of θ, but the conclusions are most interesting when used for
minimax optimal estimators θ˜.
3.1. Confidence sets and sequential sampling protocols
From a statistical point of view the problem at hand is the one of constructing
a confidence set for θ: a data-driven subset Cn of Md(C) that is ‘centred’ at θ˜,
that satisfies
Pθ(θ ∈ Cn) ≥ 1− α, 0 < α < 1,
for a chosen ‘coverage’ or significance level 1 − α, and such that the Frobenius
norm diameter |Cn|F reflects the accuracy of estimation, that is, it satisfies,
with high probability,
|Cn|2F ≈ ‖θ˜ − θ‖2F .
In particular such a confidence set provides, through its diameter |Cn|F , a data-
driven estimate of how well the algorithm has recovered the true matrix θ in
Frobenius-norm loss, and in this sense provides a quantification of the uncer-
tainty in the estimate.
In an experimental situation confidence sets (Cn : n ∈ N) can be used to
decide sequentially whether more measurements should be taken (to improve
the recovery rate), or whether a satisfactory performance has been reached.
Concretely, for given n we check if |Cn|F ≤ , and continue to take further
measurements if not. Assuming θ˜ satisfies the minimax optimal risk bound dk/n
from (10), we expect to need, ignoring constants,
dk
n
< 2 and hence at least n >
dk
2
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measurements. Note that we also need the RIP to hold with τn(k) from (7) less
than a small constant c0, which requires the same number of measurements,
increased by a further poly-log factor of d (and independently of σ). The goal
is then to prove that a sequential procedure based on Cn does not require more
than approximately
n >
dklogd
2
samples (with high probability). This is made precise in the following definition,
where we recall that R(k) denotes the set of d × d Hermitian matrices of rank
at most k ≤ d.
Definition 1 Let  > 0, δ > 0 be given constants. An algorithm A returning a
d×d matrix θˆ after nˆ ∈ N measurements in model (1) is called an (, δ) - adap-
tive sampling procedure if, with Pθ-probability greater than 1 − δ, the following
properties hold for every θ ∈ R(k) and every 1 ≤ k ≤ d:
‖θˆ − θ‖F ≤ , (11)
and, for some positive constants C(δ), γ, the stopping time nˆ satisfies
nˆ ≤ C(δ)kd(log d)
γ
2
. (12)
Such an algorithm provides recovery at given accuracy level  with nˆ mea-
surements of minimax optimal order of magnitude (up to a poly-log factor), and
with probability greater than 1 − δ. The sampling algorithm is adaptive since
it does not require the knowledge of k, and since the number of measurements
required depends only on k and not on the ‘worst case’ rank d.
Our first main result is the following theorem, whose proof relies on the
construction of non-asymptotic confidence sets Cn for θ at any sample size n,
given in the next subsection.
Theorem 1 Consider observations in the model (1) under Conditions 1b) and
2, and where θ ∈ Θ+. Then an adaptive sampling algorithm in the sense of
Definition 1 exists for any , δ > 0.
The result above holds for isotropic design from Condition 1a) too, without
the constraint θ ∈ Θ+, see Remark 1 below. For Pauli design the assumption
θ ∈ Θ+ (instead of just θ ∈ Md(K)) is, however, necessary: Else the example
of θ = 0 or θ = Ei – where Ei is an arbitrary element of the Pauli basis –
demonstrates that the number of measurements has to be at least of order d2:
otherwise with positive probability Ei is not drawn at a fixed sample size. On
this event both the measurements and θˆ coincide under the laws P0 and PEi ,
so we cannot have ‖θˆ − 0‖F <  AND ‖θˆ − Ei‖F <  simultaneously for every
 > 0, disproving existence of an adaptive sampling algorithm. In fact, the
crucial condition for Theorem 1 to work is that the nuclear norms ‖θ‖S1 are
bounded by an absolute constant (here = 1), which is violated by ‖Ei‖S1 =
√
d.
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3.2. Frobenius norm confidence sets based on unbiased risk
estimation
3.2.1. An optimal confidence region for n ≤ d2
We suppose that we have two samples at hand, the first being used to construct
an estimator θ˜, such as the one from (10). We freeze θ˜ and the first sample in
what follows and all probabilistic statements are under the distribution Pθ of
the second sample Y,X of size n ∈ N, conditional on the value of θ˜. We define
the following residual sum of squares (RSS) statistic
rˆn =
1
n
‖Y −X θ˜‖2 − σ2, (13)
which satisfies Eθ rˆn = ‖θ − θ˜‖2F in the model (1) under Conditions 1 and 2
(see the proof of Theorem 2 below). We assume for now that σ is known, see
Subsection 3.2.4 below for a discussion of the necessary modifications in the
general case. Given α > 0, let ξα,σ be quantile constants such that
Pr
(
n∑
i=1
(ε2i − 1) > ξα,σ
√
n
)
= α (14)
(these constants converge to the quantiles of a fixed normal distribution as
n→∞), let zα = log(3/α) and, for z ≥ 0 a fixed constant to be chosen, define
the confidence set
Cn =
{
v ∈ Hd(C) : ‖v − θ˜‖2F ≤ 2
(
rˆn + z
d
n
+
z¯ + ξα/3,σ√
n
)}
, (15)
where
z¯2 = z¯2(α, d, n, σ, v) = zα/3σ
2 max(3‖v − θ˜‖2F , 4zd/n).
Note that in the ‘quantum shape constraint’ case θ ∈ Θ+ we can always upper
bound ‖v − θ˜‖F ≤ 2 in the definition of z¯, which gives a confidence set that
is easier to compute and of only marginally larger overall diameter. In some
situations, however, the quantity z¯/
√
n is of smaller order than 1/
√
n, and the
more complicated expression above is generally preferable.
It is not difficult to see (using that x2 . y+x/√n implies x2 . y+1/n) that
the mean square Frobenius norm diameter of Cn is of order
Eθ|Cn|2F . ‖θ˜ − θ‖2F +
zd+ zα/3
n
+
ξα/3,σ√
n
. (16)
Whenever d ≥ √n – so as long as at most n ≤ d2 measurements have been taken
– the deviation terms are of smaller order than kd/n for any k ≥ 1, and hence
Cn has minimax optimal expected squared diameter whenever the estimator θ˜
is minimax optimal as in (10).
The following result shows that Cn is a valid confidence set for arbitrary
Hermitian d× d matrices (without any rank constraint). Note that the result is
non-asymptotic – it holds for every n ∈ N.
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Theorem 2 Let θ ∈ Hd(C) be arbitrary and let Pθ be the distribution of Y,X
from model (1) under Condition 2.
a) Assume the design satisfies Condition 1a) and let Cn be given by (15) with
z = 0. We then have for every n ∈ N that
Pθ(θ ∈ Cn) ≥ 1− 2α
3
− 2e−cn
where c is a numerical constant. In the case of standard Gaussian design, c =
1/24 is admissible.
b) Assume the design satisfies Condition 1b) with constant K > 0, let Cn be
given by (15) with z > 0 and assume also that θ ∈ Θ+ and θ˜ ∈ Θ+ (that is, both
satisfy the ‘quantum shape constraint’). Then for every n ∈ N,
Pθ(θ ∈ Cn) ≥ 1− 2α
3
− 2e−C(K)z
where C(K) = 1/[(16 + 8/3)K2].
In Part a), if we want to control the coverage probability at level 1 − α, n
needs to be large enough so that the third deviation term is controlled at level
α/3. In the Gaussian design case with α = 0.05, n ≥ 100 is sufficient, for smaller
sample sizes one can use the confidence region from the next subsection. The
bound in b) is entirely non-asymptotic for suitable choices of z. Also note that
the quantile constants z, zα, ξα all scale at least as O(log(1/α)) in the desired
coverage level α→ 0.
As mentioned above, the confidence set from Theorem 2 is optimal whenever
the desired performance of ‖θ − θ˜‖2F is no better than of order 1/
√
n, corre-
sponding to the important regime n ≤ d2 for sequential sampling algorithms.
Refinements for measurement scales n ≥ d2 are also of interest - we present two
optimal approaches in the next two subsections for the designs from Condition
1.
3.2.2. Isotropic design and a confidence set based on U -statistics
Consider isotropic i.i.d design from Condition 1a), and an estimator θ˜ based on
an initial sample of size n (all statements that follow are conditional on that
sample) . Collect another n samples to perform the uncertainty quantification
step. Define the U -statistic
Rˆn =
2
n(n− 1)
∑
i<j
∑
m,k
(YiX
i
m,k − θ˜m,k)(YjXjm,k − θ˜m,k) (17)
whose Eθ-expectation, conditional on θ˜, equals ‖θ − θ˜‖2F in view of
EYiXim,k = E
∑
m′,k′
Xim′,k′X
i
m,kθm′,k′ = θm,k.
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Define
Cn =
{
v ∈ Hd(R) : ‖v − θ˜‖2F ≤ Rˆn + zα,n
}
(18)
where
zα,n =
C1‖θ − θ˜‖F√
n
+
C2d
n
and C1 ≥ ζ1‖θ‖F , C2 ≥ ζ2‖θ‖2F with ζi constants depending on α and the upper
bound v for σ from Condition 2. Note that if θ ∈ Θ+ then ‖θ‖F ≤ 1 can be used
as an upper bound in Ci, i = 1, 2. In practice the constants ζi can be calibrated
by Monte Carlo simulations (see the implementation section below), or chosen
based on concentration inequalities for U -statistics (see ref. [12], Theorem 4.4.8).
This confidence set has expected diameter
Eθ|Cn|2F . ‖θ˜ − θ‖2F +
C1 + C2d
n
,
and hence is compatible with any minimax recovery rate ‖θ˜− θ‖2F . kd/n from
(10), where k ≥ 1 is now arbitrary. For suitable choices of ζi we now show that
Cn also has non-asymptotic coverage.
Theorem 3 Assume Conditions 1a) and 2, and let Cn be as in (18). For every
α > 0 we can choose ζi(α) = O(
√
1/α), i = 1, 2, large enough so that for every
n ∈ N we have
Pθ(θ ∈ Cn) ≥ 1− α.
3.2.3. Pauli design: Re-averaging basis elements when n ≥ d2
For the design from Condition 1b) where we sample uniformly at random from
a (scaled) basis {dE1, . . . , dEd2} of Md(C), the U -statistic approach from Theo-
rem 3 appears not to be viable, and thus for d ≤ √n the existence of an optimal
confidence region still needs to be ensured. When d ≤ √n we are taking n ≥ d2
measurements, and there is no need to sample at random from the basis as we
can measure each individual coefficient, possibly even multiple times. Repeat-
edly sampling a basis coefficient tr(Ekθ) leads to a reduction of the variance of
the measurement by averaging. More precisely, when taking n = md2 measure-
ments for some (for simplicity integer) m ≥ 1, and if (Yk,l : l = 1, . . . ,m) are
the measurements Yi corresponding to the basis element Ek, k ∈ {1, . . . , d2}, we
can form averaged measurements
Zk =
1√
m
m∑
l=1
Yk,l =
√
md〈Ek, θ〉F + k, k = 1√
m
m∑
l=1
εl ∼ N(0, σ2).
We can then define the new measurement vector Z˜ = (Z˜1, . . . , Z˜d2)
T (using also
m = n/d2)
Z˜k = Zk −
√
n〈θ˜, Ek〉 =
√
n〈Ek, θ − θ˜〉F + k, k = 1, . . . , d2
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and the statistic
Rˆn =
1
n
‖Z˜‖2Rd2 −
σ2d2
n
(19)
which estimates ‖θ − θ˜‖2F with precision
Rˆn − ‖θ − θ˜‖2F =
2√
n
d2∑
k=1
k〈Ek, θ − θ˜〉F + 1
n
d2∑
k=1
(2k − E2)
= OP
(
σ‖θ − θ˜‖F√
n
+
σ2d
n
)
.
Hence, for zα the quantiles of a N(0, 1) distribution and ξα,σ as in (14) with d
2
replacing n there, we can define a confidence set
C¯n =
{
v ∈ Hd(C) : ‖v − θ˜‖2F ≤ Rˆn +
zα/2σ‖θ − θ˜‖F√
n
+
ξα/2,σd
n
}
(20)
which has non-asymptotic coverage
Pθ(θ ∈ C¯n) ≥ 1− α
for every n ∈ N, by similar (in fact, since Lemma 1 is not needed, simpler)
arguments as in the proof of Theorem 2 below. The expected diameter of C¯n is
by construction
Eθ|C¯n|2F . ‖θ − θ˜‖2F +
σ2d
n
, (21)
now compatible with any rate of recovery kd/n, 1 ≤ k ≤ d. The case of unknown
variance is discussed in the next subsection.
3.2.4. Unknown variance
The U -statistic based confidence set from (18) does not require knowledge of
σ but works only for the design from Condition 1a). For Pauli design from
Condition 1b) we can use the confidence sets Cn in Theorem 2 or C¯n in (20), but
these do require exact knowledge of the noise variance σ2. As described before
(8) above, in the Pauli case σ2 can be apriori bounded by d/T , where T is the
number of preparations used to measure each individual Pauli observable. If T ≥
n then the statistics rˆn and Rˆn from (13) and (19) above can be used without
subtracting σ2 and σ2d2/n, respectively, in their definitions. The coverage proofs
then go through with minor modifications simply by noting that these centerings
are of sufficiently small order of magnitude σ2 ≤ d/T ≤ d/n and σ2d2/n ≤
d3/Tn ≤ d/n compared to the minimax rate of estimation, and by using the
upper bound σ2 ≤ v = d/T in all relevant constants featuring in the definition
of Cn, C¯n.
Typically preparing T ≥ n measurements of a fixed Pauli observable is not
a major problem in experimental situations. If for some reason this cannot be
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done, one can make sure that each tr(Eiθ) is at least measured twice (so T ≥
2), say in batches Y1, . . . , Yn/2 and Yn/2+1, . . . , Yn, and then use the modified
statistic
r˜n =
2
n
n/2∑
i=1
(Yi − 〈Xi, θ˜〉F )(Yi+n/2 − 〈Xi, θ˜〉F )
in the construction of the confidence set. Arguments similar to above, using
concentration inequalities for Gaussian chaos of order two (Theorem 3.1.9 in
[12]) then allow for the construction of a confidence region that does neither
require knowledge of σ2 ≤ v nor T ≥ n. Details are omitted.
3.3. A confidence set in trace norm under quantum shape
constraints
The confidence sets from the previous subsections are all valid in the sense that
they contain information about the recovery of θ by θ˜ in Frobenius norm ‖ · ‖F .
It is of interest to obtain results in stronger norms, such as for instance the
nuclear norm ‖ · ‖S1 , which is particularly meaningful for quantum tomogra-
phy problems since it then corresponds to the total variation distance on the
set of ‘probability density matrices’. The absence of the ‘Hilbert space geom-
etry’ induced by the relationship of the Frobenius norm to the inner product
〈·, ·〉F makes this problem significantly harder, both technically and from an
information-theoretic point of view. In particular the quantum shape constraint
θ ∈ Θ+ is crucial to obtain any results whatsoever. For the theoretical results
presented here it will be more convenient to perform an asymptotic analysis
where min(n, d)→∞ (with o,O-notation to be understood accordingly).
Instead of Condition 1 we now consider more generally any design (Xi, i =
1, . . . , n) in model (1) that satisfies the matrix RIP (6) with
τn(k) = c
√
kd
log(d)
n
. (22)
We shall still use the convention discussed before Condition 1 that θ and the
matrices Xi are such that tr(Xiθ) is always real-valued.
In contrast to the results from the previous section we shall now assume a
minimal low rank constraint on the parameter space:
Condition 3 θ ∈ R+(k) := R(k) ∩Θ+ for some k satisfying
k
√
dlogd
n
= o(1),
This in particular implies that the RIP holds with τn(k) = o(1). Given this
minimal rank constraint θ ∈ R+(k), we now show that it is possible to construct
a confidence set Cn that adapts to any low rank 1 ≤ k0 < k. Here we may choose
k = d but note that this forces n d2 (for Condition 3 to hold with k = d).
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We assume that there exists an estimator θ˜Pilot that satisfies, uniformly in
R(k0) for any k0 ≤ k and for n large enough,
‖θ˜Pilot − θ‖2F ≤ Dσ2
k0d
n
:=
r2n(k0)
4
(23)
where D = D(δ) depends on δ, and where so-defined rn will be used frequently
below. Such estimators exist as has already been discussed before (10). We shall
in fact require a little more, namely the following oracle inequality: for any k
and any matrix S of rank k ≤ d, with high probability and for n large enough,
‖θ˜Pilot − θ‖F . ‖θ − S‖F + rn(k), (24)
which implies (23). Such inequalities exist assuming the RIP and Condition 3,
see, e.g., Theorem 2.8 in ref. [5]. Starting from θ˜Pilot one can construct (see
Theorem 5 below) an estimator that recovers θ ∈ R(k) in nuclear norm at
rate k
√
d/n, which is again optimal from a minimax point of view, even under
the quantum constraint (as discussed, e.g., in ref. [21]). We now construct an
adaptive confidence set for θ centred at a suitable projection of θ˜Pilot onto Θ+.
In the proof of Theorem 4 below we will construct estimated eigenvalues
(λˆj , j = 1, . . . , d) of θ (see after Lemma 3). Given those eigenvalues and θ˜Pilot,
we choose kˆ to equal the smallest integer ≤ d such that there exists a rank kˆ
matrix θ˜′ for which
‖θ˜′ − θ˜Pilot‖F ≤ rn(kˆ) and 1−
∑
J≤kˆ
λˆJ ≤ 2kˆ
√
d/n
is satisfied. Such kˆ exists with high probability (since the inequalities are satisfied
for the true θ and λj ’s, as our proofs imply). Define next ϑˆ to be the 〈·, ·〉F -
projection of θ˜Pilot onto
R+(2kˆ) := R(2kˆ) ∩Θ+
and note that, since 2kˆ ≥ kˆ,
‖θ˜Pilot − ϑˆ‖F = ‖θ˜Pilot −R+(2kˆ)‖F ≤ ‖θ˜Pilot − θ˜′‖F ≤ rn(kˆ). (25)
Finally define, for C a constant chosen below,
Cn =
{
v ∈ Θ+ : ‖v − ϑˆ‖S1 ≤ C
√
kˆrn(kˆ)
}
. (26)
Theorem 4 Assume Condition 3 for some 1 ≤ k ≤ d, and let δ > 0 be given.
Assume that with probability greater than 1 − 2δ/3, a) the RIP (6) holds with
τn(k) as in (22) and b) there exists an estimator θ˜Pilot for which (24) holds. Then
we can choose C = C(δ) large enough so that, for Cn as in the last display,
lim inf
min(n,d)→∞
inf
θ∈R+(k)
Pθ(θ ∈ Cn) ≥ 1− δ.
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Moreover, uniformly in R+(k0), 1 ≤ k0 ≤ k, and with Pθ-probability greater than
1− δ,
|Cn|S1 .
√
k0rn(k0).
Theorem 4 shows how the quantum shape constraint allows for the construc-
tion of an optimal nuclear norm confidence set that adapts to the unknown low
rank structure. A careful study of certain hypothesis testing problems (combined
with lower bound techniques for confidence sets as in [17, 26]) shows that the
assumption θ ∈ R+(k) in the above theorem is actually necessary, and cannot
be relaxed to θ ∈ R(k). See [7], Theorem 4.
3.4. Conclusions
We have constructed adaptive confidence regions for matrix parameters θ in the
trace regression model (1). These confidence regions contract at the minimax
optimal rates for low rank parameters, either in Frobenius or nuclear norm, and
are ‘honest’ (in the sense of [24], see also [30, 17]). The conditions employed are
naturally compatible with quantum tomography applications - where θ is the
density matrix of a quantum state, and where the noise variance has an a priori
upper bound that can be controlled experimentally. This in turn can be used to
demonstrate the existence of fully adaptive sequential sampling protocols that
generate valid certificates for the recovery of unknown low rank quantum states.
While it can be shown on the one hand (see Theorem 4 in [7]) that our
results for the nuclear norm (Theorem 4) fundamentally rely on the ‘quantum
shape constraint’ θ ∈ Θ+, our results for the Frobenius norm on the other
hand are valid in a general compressed sensing inference setting. This may seem
surprising in light of negative results in [26], where it is shown that in the related
‘sparse’ high-dimensional linear model, signal strength assumptions (inspired by
the nonparametric statistics literature, [11, 17]) are generally necessary for the
existence of `2-confidence regions for the entire parameter vector. However, the
information theoretic structure of the matrix inference problem is different, as
is also illustrated by the fact that the signal detection rates in the model (1) in
Frobenius norm do not depend on the low rank structure at all (see Theorem
1 in [7]). In this sense, our findings in the matrix regression model form a
remarkable exception to the rule that uncertainty quantification methodology
does not generally exist for high-dimensional adaptive algorithms, unless one
restricts the inferential interest to a simple semi-parametric low-dimensional
functional ([34, 35, 20, 6]).
4. Simulation experiments
In order to illustrate the methods from this paper, we present some numerical
simulations. The setting of the experiments is as follows: A random matrix η ∈
Md(C) of norm ‖η‖F = R1/2 is generated according to two distinct procedures
that we will specify later, and the observations are now
Y¯i = tr(X
iη) + εi.
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where the εi are i.i.d. Gaussian of mean 0 and variance 1. The observations
are reparametrised so that η represents the ‘estimation error’ θ − θˆ, and we
investigate how well the statistics
rˆn =
1
n
‖Y¯ ‖ − 1 and Rˆn = 2
n(n− 1)
∑
i<j
∑
m,k
Y¯iX
i
m,kY¯jX
j
m,k
estimate the ‘accuracy of estimation’ ‖η‖2F = ‖θ − θˆ‖2F , conditional on the
value of θˆ. We will choose η in order to illustrate two extreme cases: a first
one where the nuclear norm ‖η‖S1 is ‘small’, corresponding to a situation where
the quantum constraint is fulfilled; and a second one where the nuclear norm is
large, corresponding to a situation where the quantum constraint is not fulfilled.
More precisely we generate the parameter η in two ways:
• ‘Random Dirac’ case: set a single entry (with position chosen at random
on the diagonal) of η to R1/2, and all the other coordinates equal to 0.
• ‘Random Pauli’ case: Set η equal to a Pauli basis element chosen uniformly
at random and then multiplied by R1/2.
The designs that we consider are the Gaussian design, and the Pauli design,
described in Condition 1. We perform experiments with d = 32, R ∈ {0.1, 1}
and n ∈ {100, 200, 500, 1000, 2000, 5000}. Note that d2 = 1024, so that the first
four choices of n correspond to the important regime n < d2. Our results are
plotted as a function of the number n of samples in Figures 1, 2, 3, 4. The solid
red an blue curves are the median errors of the normalised estimation errors√
Rˆn −R
R1/2
, and
√
rˆn −R
R1/2
,
after 1000 iterations, and the dotted lines are respectively, the (two-sided) 90%
quantiles. We also report (see Tables 1, 2, 3, 4) how well the confidence sets based
on these estimates of the norm perform in terms of coverage probabilities, and
of diameters. The diameters are computed as(
Rˆn +
CUStatd
n
+
C ′UStatRˆ
1/2
n√
n
)1/2
,
for the U-Statistic approach and(
rˆn +
CRSS√
n
+
C ′RSSrˆ
1/2
n√
n
)1/2
,
for the RSS approach, where we have chosen CUStat = 2.5, CRSS = 1 and
C ′UStat = CRSS = 6 for all experiments –calibrated to a 95% coverage level.
From these numerical results, several observations can be made:
1) In Gaussian random designs, the results are insensitive to the nature of
η (see Figures 1 and 2 and Tables 1 and 2). This is not surprising since the
Gaussian design is ‘isotropic’.
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Gaussian design, eta = Dirac, R^2 = 1
Fig 1. Gaussian design, and random Dirac (a single entry, chosen at random, is non-zero
on the diagonal) η, with R = 0.1 (left picture) and R = 1 (right picture).
2) For Pauli designs with the quantum constraint (see Figure 3 and Table 3)
the RSS method works quite well even for small sample sizes. But the U-Stat
method is not very reliable – indeed we see no empirical evidence that Theorem
3 should also hold true for Pauli design.
3) For Pauli design and when the quantum shape constraint is not satisfied
our methods cease to provide reliable results (see Figure 4 and in particular
Table 4). Indeed, when the matrix η is chosen itself as a random Pauli (which
is the hardest signal to detect under Pauli design) both the RSS and the U-Stat
approach perform poorly. The confidence set are not honest anymore, which is in
line with the theoretical limitations we observe in Theorem 2. Figure 4 illustrates
that the methods do not detect the signal, since the norm of η is largely under-
evaluated for small sample sizes. These limitations are less pronounced when
n ≥ d2. In this case one could use alternatively the re-averaging approach from
Subsection 3.2.3 (not investigated in the simulations) to obtain honest results
without the quantum shape constraint.
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Fig 2. Gaussian design, and random Pauli η, with R = 0.1 (left picture) and R = 1 (right
picture).
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Pauli design, eta = Dirac, R^2 = 1
Fig 3. Pauli design, and random Dirac (a single entry, chosen at random, is non-zero on the
diagonal) η, with R = 0.1 (left picture) and R = 1 (right picture).
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R = 0.1 R = 1
n 100 200 500 1000 2000 5000 100 200 500 1000 2000 5000
Coverage U-Stat 0.97 0.98 0.99 1.00 1.00 1.00 0.93 0.96 0.97 0.98 0.98 0.98
Diameter U-Stat 1.10 0.64 0.34 0.24 0.18 0.14 2.43 1.84 1.44 1.27 1.17 1.10
Coverage RSS 0.97 0.97 0.98 0.98 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99
Diameter RSS 0.38 0.31 0.23 0.19 0.16 0.14 1.69 1.49 1.32 1.22 1.16 1.10
Table 1
Gaussian design, and random Dirac (a single entry, chosen at random, is non-zero on the
diagonal) η, with R = 0.1 (left table) and R = 1 (right table).
R = 0.1 R = 1
n 100 200 500 1000 2000 5000 100 200 500 1000 2000 5000
Coverage U-Stat 0.98 0.98 0.99 0.99 1.0 1.0 0.93 0.95 0.97 0.98 0.98 0.98
Diameter U-Stat 1.10 0.62 0.34 0.24 0.18 0.14 2.40 1.83 1.43 1.27 1.18 1.10
Coverage RSS 0.98 0.98 0.97 0.97 0.97 0.97 0.99 0.99 0.99 0.99 1.00 1.00
Diameter RSS 0.39 0.31 0.23 0.19 0.17 0.14 1.71 1.49 1.31 1.22 1.16 1.10
Table 2
Gaussian design, and random Pauli η, with R = 0.1 (left table) and R = 1 (right table).
5. Proofs
5.1. Proof of Theorem 1
Before we define the algorithm and prove the result, a few preparatory remarks
are required: Our sequential procedure will be implemented in m = 1, 2, . . . , T
potential steps, in each of which 2 · 2m = 2m+1 measurements are taken. The
arguments below will show that we can restrict the search to at most
T = O(log(d/))
steps. We also note that from the discussion after (6) – in particular since
c = c(δ) from (7) is O(1/δ2) – a simple union bound over m ≤ T implies
that the RIP holds with probability ≥ 1 − δ′, some δ′ > 0, simultaneously for
every m ≤ T satisfying 2m ≥ c′kdlogd, and with τ2m(k) < c0, where c′ is a
constant that depends on δ′, c0 only. The maximum over T = O(log(d/)) terms
is absorbed in a slightly enlarged poly-log term. Hence, simultaneously for all
such sample sizes 2m,m ≤ T , a nuclear norm regulariser exists that achieves
the optimal rate from (10) with n = 2m and for every k ≤ d, with probability
greater than 1− δ/3. Projecting this estimator onto Θ+ changes the Frobenius
error only by a universal multiplicative constant (arguing as in (25) below), and
we denote by θ˜2m ∈ Θ+ the resulting estimator computed from a sample of size
2m.
We now describe the algorithm at the m-th step: Split the 2m+1 observations
into two halves and use the first subsample to construct θ˜2m ∈ Θ+ satisfying (10)
with Pθ-probability ≥ 1− δ/3. Then use the other 2m observations to construct
a confidence set C2m for θ centred at θ˜2m : if 2
m < d2 we take C2m from (15) and
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R = 0.1 R = 1
n 100 200 500 1000 2000 5000 100 200 500 1000 2000 5000
Coverage U-Stat 0.97 0.98 0.98 0.99 0.98 0.98 0.85 0.54 0.69 0.69 0.70 0.71
Diameter U-Stat 1.10 0.63 0.34 0.24 0.18 0.14 2.28 1.87 1.43 1.26 1.18 1.10
Coverage RSS 0.96 0.96 0.96 0.96 0.97 0.97 0.88 0.89 0.88 0.88 0.88 0.88
Diameter RSS 0.39 0.29 0.23 0.19 0.16 0.14 1.70 1.50 1.30 1.21 1.16 1.10
Table 3
Pauli design, and random Dirac (a single entry, chosen at random, is non-zero on the
diagonal) η, with R = 0.1 (left table) and R = 1 (right table).
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Fig 4. Pauli design, and random Pauli η, with R = 0.1 (left picture) and R = 1 (right
picture).
if 2m ≥ d2 we take C2m from (20) – in both cases of non-asymptotic coverage at
least 1− α, α = δ/(3T ) [If σ is unknown we proceed as described in Subsection
3.2.4]. If |C2m |F ≤  we terminate the procedure (m = mˆ, nˆ = 2mˆ+1, θˆ = θ˜2mˆ),
but if |C2m |F >  we repeat the above procedure with 2 · 2m+1 = 2m+1+1 new
measurements, etc., until the algorithm terminates, in which case we have used∑
m≤mˆ
2m+1 . 2mˆ ≈ nˆ
measurements in total.
To analyse this algorithm, recall that the quantile constants z, zα, ξα appear-
ing in the confidence sets (15) and (20) for our choice of α = δ/(3T ) grow at
most as O(log(1/α)) = O(log T ) = o(logd). In particular in view of (10) and
(16) or (21) the algorithm necessarily stops at a ‘maximal sample size’ n = 2T+1
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R = 0.1 R = 1
n 100 200 500 1000 2000 5000 100 200 500 1000 2000 5000
Coverage U-Stat 0.97 0.97 0.96 0.86 0.65 0.58 0.82 0.22 0.25 0.27 0.30 0.37
Diameter U-Stat 1.09 0.57 0.34 0.25 0.18 0.15 2.45 2.09 1.33 1.38 1.19 1.09
Coverage RSS 0.93 0.86 0.77 0.77 0.77 0.77 0.12 0.19 0.40 0.63 0.56 0.53
Diameter RSS 0.38 0.29 0.22 0.19 0.16 0.14 1.71 1.56 1.31 1.26 1.14 1.08
Table 4
Pauli design, and random Pauli η, with R = 0.1 (left table) and R = 1 (right table).
in which the squared Frobenius risk of the maximal model (k = d) is controlled
at level . Such T ∈ N is O(log(d/)) and depends on σ, d, , δ, hence can be
chosen by the experimenter.
To prove that this algorithms works we show that the event{
‖θˆ − θ‖2F > 2
}
∪
{
nˆ >
C(δ)kd(log d)γ
2
}
= A1 ∪A2
has probability at most 2δ/3 for large enough C(δ), γ. By the union bound it
suffices to bound the probability of each event separately by δ/3. For the first:
Since nˆ has been selected we know |Cnˆ|F ≤  and since θˆ = θ˜nˆ the event A1 can
only happen when θ /∈ Cnˆ. Therefore
Pθ(A1) ≤ Pθ(θ /∈ Cnˆ) ≤
T∑
m=1
Pθ(θ /∈ C2m) ≤ δ T
3T
=
δ
3
.
For A2, whenever θ ∈ R(k) and for all m ≤ T for which 2m ≥ c′kdlogd, we have,
as discussed above, from (16) or (21) and (10) that
Eθ|C2m |2F ≤ D′
kd log T
2m
,
where D′ is a constant. In the last inequality the expectation is taken under
the distribution of the sample used for the construction of C2m , and it holds on
the event on which θ˜2m realises the risk bound (10). Then let C(δ), γ be large
enough so that C(δ)kd(log d)γ/2 ≥ c′kdlogd and let m0 ∈ N be the smallest
integer such that
2m0 >
C(δ)kd(log d)γ
2
.
Then, for C(δ) large enough and since T = O(log(d/),
Pθ
(
nˆ >
C(δ)kd(log d)γ
2
)
≤ Pθ
(|C2m0 |2F > 2) ≤ Eθ|C2m0 |2F2 ≤ D′ log TC(δ)(log d)γ < δ/3,
by Markov’s inequality, completing the proof.
Remark 1 (Isotropic sampling) The proof above works for isotropic design
from Condition 1a) likewise. When 2m ≥ d2 we replace the confidence set (20) in
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the above proof by the confidence set from (18). Assuming also that ‖θ‖F ≤M
for some fixed constant M we can construct a similar upper bound for T and
the above proof applies directly (with T of slighter larger but still small enough
order).
5.2. Proof of Theorem 2
By Lemma 1 below with ϑ = θ˜− θ the Pθ-probability of the complement of the
event
E =
{∣∣∣∣ 1n‖X (θ˜ − θ)‖2 − ‖θ˜ − θ‖2F
∣∣∣∣ ≤ max
(
‖θ − θ˜‖2F
2
,
zd
n
)}
is bounded by the deviation terms 2e−cn and 2e−C(K)z, respectively (note z = 0
in Case a)). We restrict to this event in what follows. We can decompose
rˆn =
1
n
‖X (θ˜ − θ)‖2 + 2
n
〈ε,X (θ − θ˜)〉+ 1
n
n∑
i=1
(ε2i − Eε2i ) = A+B + C.
Since P(Y + Z < 0) ≤ P(Y < 0) + P(Z < 0) for any random variables Y,Z we
can bound the probability
Pθ(θ /∈ Cn, E) = Pθ
({
1
2
‖θ − θ˜‖2F > A+B + C +
zd
n
+
z¯ + ξα/3,σ√
n
}
, E
)
by the sum of the following probabilities
I := Pθ
({
1
2
‖θ − θ˜‖2F >
1
n
‖X (θ˜ − θ)‖2 + zd
n
}
, E
)
,
II := Pθ
({
− 1√
n
〈ε,X (θ − θ˜)〉 > z¯
}
, E
)
,
III := Pθ
(
− 1√
n
n∑
i=1
(ε2i − Eε2i ) > ξα/3,σ
)
.
The first probability I is bounded by
Pθ
({
− 1
n
‖X (θ˜ − θ)‖2 + ‖θ − θ˜‖2F >
1
2
‖θ − θ˜‖2F +
zd
n
}
, E
)
≤ Pθ
({∣∣∣∣ 1n‖X (θ˜ − θ)‖2 − ‖θ˜ − θ‖2F
∣∣∣∣ > max
(
‖θ − θ˜‖2F
2
,
zd
n
)}
, E
)
= 0
About term II: Conditional on X the variable 1√
n
〈ε,X (θ− θ˜)〉 is centred Gaus-
sian with variance (σ2/n)‖X (θ − θ˜)‖2. The standard Gaussian tail bound then
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gives by definition of z¯, and conditional on X ,
≤ exp{−z¯2/2(σ2/n)‖X (θ − θ˜)‖2}
= exp
{
−zα/3 max(3‖θ − θ˜‖
2
F , 4zd/n)
2‖X (θ − θ˜)‖2/n
}
≤ exp{−zα/3} = α/3
since, on the event E ,
max(3‖θ − θ˜‖2F , 4zd/n) ≥ (2/n)‖X (θ − θ˜)‖2.
The overall bound for II follows from integrating the last but one inequality
over the distribution of X. Term III is bounded by α/3 by definition of ξα,σ.
Remark 2 (Modification of the proof for Bernoulli errors) If instead of
Gaussian errors we work with the error model from Subsection 2.3, we require a
modified treatment of the terms II, III in the above proof. For the pure noise
term III we modify the quantile constants slightly to ξα,σ =
√
(1/α). If the
number T of preparations satisfies T ≥ 4d2 then Chebyshev’s inequality and (8)
give
Pθ
(∣∣∣∣∣ 1√n
n∑
i=1
(ε2i − Eε2i )
∣∣∣∣∣ > ξα/3,σ
)
≤ α
3n
n∑
i=1
Eε4i ≤
α
3
4d2
T
≤ α
3
.
For the ‘cross term’ we have likewise with zα =
√
1/α and ai = (X (θ − θ˜))i
that, on the event E ,
Pε
({
− 1√
n
〈ε,X (θ − θ˜)〉 > z¯
}
, E
)
≤ 1
nz¯2
Eε
(
n∑
i=1
εiai1E
)2
≤ d
T z¯2
‖X (θ − θ˜)‖2
n
1E ≤ α/3,
just as at the end of the proof of Theorem 2, so that coverage follows from
integrating the last inequality w.r.t. the distribution of X. The scaling T ≈ d2
is similar to the one discussed in Theorem 3 in ref. [10].
Lemma 1 a) For isotropic design from Condition 1a) and any fixed matrix
ϑ ∈ Hd(C) we have, for every n ∈ N,
Pr
(∣∣∣∣ 1n‖Xϑ‖2 − ‖ϑ‖2F
∣∣∣∣ > ‖ϑ‖2F2
)
≤ 2e−cn.
In the standard Gaussian design case we can take c = 1/24.
b) In the ‘Pauli basis’ case from Condition 1b) we have for any fixed matrix
ϑ ∈ Hd(C) satisfying the Schatten-1-norm bound ‖ϑ‖S1 ≤ 2 and every n ∈ N,
Pr
(∣∣∣∣ 1n‖Xϑ‖2 − ‖ϑ‖2F
∣∣∣∣ > max(‖ϑ‖2F2 , z dn
))
≤ 2 exp {−C(K)z}
where C(K) = 1/[(16 + 8/3)K2], and where K is the coherence constant of the
basis.
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Proof. We first prove the isotropic case. From (4) we see
Pr
(∣∣∣∣ 1n‖Xϑ‖2 − ‖ϑ‖2F
∣∣∣∣ > ‖ϑ‖2F /2) = Pr
(∣∣∣∣∣
n∑
i=1
(Z2i − EZ21 )/‖ϑ‖2F
∣∣∣∣∣ > n/2
)
where the Zi/‖ϑ‖F are sub-Gaussian random variables. Then the Z2i /‖ϑ‖2F are
sub-exponential and we can apply Bernstein’s inequality (Prop. 4.1.8 in ref. [12])
to the last probability. We give the details for the Gaussian case and derive
explicit constants. In this case gi := Zi/‖ϑ‖F ∼ N(0, 1) so the last probability
is bounded, using Theorem 4.1.9 in ref. [12], by
Pr
(∣∣∣∣∣
n∑
i=1
(g2i − 1)
∣∣∣∣∣ > n2
)
≤ 2 exp
{
− n
2/4
4n+ 2n
}
,
and the result follows.
Under Condition 1b), if we write D = max(n‖ϑ‖2F /2, zd) we can reduce
likewise to bound the probability in question by
Pr
(∣∣∣∣∣
n∑
i=1
(Yi − EY1)
∣∣∣∣∣ > D
)
where the Yi = |tr(Xiϑ)|2 are i.i.d. bounded random variables. Using ‖Ei‖op ≤
K/
√
d from Condition 1b) and the quantum constraint ‖ϑ‖F ≤ ‖ϑ‖S1 ≤ 2 we
can bound
|Yi| ≤ d2 max
i
‖Ei‖2op‖ϑ‖2S1 ≤ 4K2d := U
as well as
EY 2i ≤ UE|Yi| ≤ 4K2d‖ϑ‖2F := s2.
Bernstein’s inequality for bounded variables (e.g., Theorem 4.1.7 in ref. [12])
applies to give the bound
2 exp
{
− D
2
2ns2 + 23UD
}
≤ 2 exp {−C(K)z} ,
after some basic computations, by distinguishing the two regimes ofD = n‖ϑ‖2F /2 ≥
zd and D = zd ≥ n‖ϑ‖2F /2.
5.3. Proof of Theorem 3
Since EθRˆn = ‖θ − θ˜‖2F we have from Chebyshev’s inequality
Pθ(θ /∈ Cn) ≤ Pθ
(
|Rˆn − ERˆn| > zα,n
)
≤ Varθ(Rˆn − ERˆn)
z2αn
.
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Now Un = Rˆn−EθRˆn is a centred U-statistic and has Hoeffding decomposition
Un = 2Ln +Dn where
Ln =
1
n
n∑
i=1
∑
m,k
(YiX
i
m,k − Eθ[YiXim,k])(Θm,k − Θ˜m,k)
is the linear part and
Dn =
2
n(n− 1)
∑
i<j
∑
m,k
(YiX
i
m,k − Eθ[YiXim,k])(YjXim,k − E[YjXim,k])
the degenerate part. We note that Ln and Dn are orthogonal in L
2(Pθ).
The linear part can be decomposed into Ln = L
(1)
n + L
(2)
n where
L(1)n =
1
n
n∑
i=1
∑
m,k
∑
m′,k′
Xim′,k′X
i
m,kΘm′,k′ −Θm,k
 (Θm,k − Θ˜m,k)
and
L(2)n =
1
n
n∑
i=1
εi
∑
m,k
Xim,k(Θm,k − Θ˜m,k).
Now by the i.i.d. assumption we have
Varθ(L
(2)
n ) = σ
2 ‖θ˜ − θ‖2F
n
.
Moreover, by transposing the indices m, k and m′, k′ in an arbitrary way into
single indices M = 1, . . . , d2,K = 1, . . . , d2, d2 = p, respectively, basic compu-
tations given before eq. (28) in ref. [26] imply that the variance of the second
term is bounded by
Varθ(L
(1)
n ) ≤
c‖θ − θ˜‖2F ‖θ‖2F
n
where c is a constant that depends only on EX41,1 (which is finite since the X1,1
are sub-Gaussian in view of Condition 1a)). Moreover, the degenerate term
satisfies
Varθ(Dn) ≤ c d
n2
‖θ‖4F
in view of standard U -statistic computations leading to eq. (6.6) in ref. [19],
with d2 = p, and using the same transposition of indices as before. This proves
coverage by choosing the constants in the definition of zα,n large enough.
5.4. Proof of Theorem 4
We prove the result for symmetric matrices with real entries – the case of Her-
mitian matrices requires only minor (mostly notational) adaptations.
Given the estimator θ˜Pilot, we can easily transform it into another estimator
θ˜ for which the following is true.
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Theorem 5 There exists an estimator θ˜ that satisfies, uniformly in θ ∈ R(k),
for any k ≤ d and with Pθ-probability greater than 1− 2δ/3,
‖θ˜ − θ‖F ≤ rn(k),
as well as,
θ˜ ∈ R(k),
and then also
‖θ˜ − θ‖S1 ≤
√
2krn(k).
Proof. Let θ˜Pilot and let θ˜ be the element of R(d) with smallest rank k
′ such
that
‖θ˜Pilot − θ˜‖2F ≤
r2n(k
′)
4
.
Such θ˜ exists and has rank ≤ k, with probability ≥ 1 − 2δ/3, since θ ∈ R(k)
satisfies the above inequality in view of (23). The ‖ · ‖2F -loss of θ˜ is no larger
than rn(k) by the triangle inequality
‖θ˜ − θ‖F ≤ ‖θ˜ − θ˜Pilot‖F + ‖θ˜Pilot − θ‖F ,
and this completes the proof of the third claim in view of (2).
The rest of the proof consists of three steps: The first establishes some aux-
iliary empirical process type results, which are then used in the second step to
construct a sufficiently good simultaneous estimate of the eigenvalues of θ. In
Step III the coverage of the confidence set is established.
STEP I
Let θ ∈ R+(k) = R(k) ∩ Θ+ and let θ˜ be the estimator from Theorem 5.
Then with probability ≥ 1− 2δ/3, and if η = θ˜ − θ, we have
‖η‖2F ≤ r2n(k) ∀θ ∈ R+(k), (27)
and that η ∈ R(2k). For the rest of the proof we restrict in what follows to the
event of probability greater than or equal to 1− 2δ/3 described by a) and b) in
the hypothesis of the theorem.
Write Y ′i = Yi − tr(Xiθ˜) for the ‘new observations’
Y ′i = tr(X
iη) + εi, i = 1, . . . , n.
For any d× d′ matrix V we set
γ˜η(V ) = V
T
(
1
n
n∑
i=1
XiY ′i
)
V
which estimates
γη(V ) = V
T ηV.
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Let now U be any unit vector in Rd. Then in the above notation (d′ = 1) we
can write
γ˜η(U) =
1
n
n∑
i=1
∑
m,m′≤d
UmUm′X
i
m,m′Y
′
i
=
1
n
n∑
i=1
∑
m,m′≤d
UmUm′X
i
m,m′(tr(X
iη) + εi)
=
1
n
n∑
i=1
∑
m,m′≤d
UmUm′X
i
m,m′
 ∑
k,k′≤d
Xik,k′ηk,k′ + εi
 .
If U denotes the d× d matrix UUT , the last quantity can be written as
1
n
〈XU,Xη〉+ 1
n
〈XU, ε〉.
We can hence bound, for S = {U ∈ Rd : ‖U‖2 = 1}
sup
η∈R(2k),‖η‖F≤rn(k),U∈S
|γ˜η(U)− γη(U)|
≤ sup
η∈R(2k),‖η‖F≤rn(k),U∈S
∣∣∣∣ 1n 〈XU,Xη〉 − 〈U, η〉
∣∣∣∣+ sup
U∈S
∣∣∣∣ 1n 〈XU, ε〉
∣∣∣∣ .
Lemma 2 The right hand side on the last inequality is, with probability greater
than 1− δ, of order
vn := O
(
rn(k)τn(k) +
√
d
n
)
.
Proof. The first term in the bound corresponds to the first supremum on the
right hand side of the last inequality, and follows directly from the matrix RIP
(and Lemma 4). For the second term we argue conditionally on the values of X
and on the event for which the matrix RIP is satisfied. We bound the supremum
of the Gaussian process
Gε(U) :=
1√
n
〈XU, ε〉 ∼ N(0, ‖XU‖2/n)
indexed by elements U of the unit sphere S of Rd, which satisfies the metric
entropy bound
logN(δ,S, ‖ · ‖) . d log(A/δ)
by a standard covering argument. Moreover U = UUT ∈ R(1) and hence for any
pair of vectors U, U¯ ∈ S we have that U− U¯ ∈ R(2). From the RIP we deduce
for every fixed U, U¯ ∈ S that
1
n
‖XU−X U¯‖2 = ‖U− U¯‖2F
(
1 +
1
n‖X (U− U¯)‖2 − ‖U− U¯‖2F
‖U− U¯‖2F
)
≤ (1 + τn(2))‖U− U¯‖2F ≤ C‖U − U¯‖2
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since τn(2) = O(1) and since
‖U− U¯‖2F =
∑
m,m′
(UmUm′ − U¯mU¯m′)2
=
∑
m,m′
(UmUm′ − UmU¯m′ + UmU¯m′ − U¯mU¯m′)2 ≤ 2‖U − U¯‖2.
Hence any δ-covering of S in ‖ · ‖ induces a δ/C covering of S in the intrinsic
covariance dGε of the (conditional on X ) Gaussian process Gε, i.e.,
logN(δ,S, dGε) . d log(A′/δ)
with constants independent of X. By Dudley’s metric entropy bound (e.g., ref.
[12]) applied to the conditional Gaussian process we have for D > 0 some
constant
E sup
U∈S
|Gε(U)| .
∫ D
0
√
logN(δ,S, dGε)dδ .
√
d
and hence we deduce that
Eε sup
U∈S
1
n
|〈XU, ε〉| = Eε 1√
n
sup
U∈S
|Gε(U)| .
√
d
n
(28)
with constants independent of X, so that the result follows from applying
Markov’s inequality.
STEP II:
Define the estimator
θˆ′ = θ˜ +
1
n
n∑
i=1
XiY ′i = θ˜ + γ˜η(Id).
Then we can write, using UT γ˜η(Id)U = γ˜η(U),
UT θˆ′U − UT θU = UT (θ˜ + γ˜η(Id))U − UT (θ˜ + η)U
= γ˜η(U)− γη(U),
and from the previous lemma we conclude, for any unit vector U that with
probability ≥ 1− δ,
|UT θˆ′U − UT θU | ≤ vn.
Let now θˆ be any symmetric positive definite matrix such that
|UT θˆU − UT θˆ′U | ≤ vn.
Such a matrix exists, for instance θ ∈ R+(k), and by the triangle inequality we
also have
|UT θˆU − UT θU | ≤ 2vn. (29)
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Lemma 3 Let M be a symmetric positive definite d×d matrix with eigenvalues
λj’s ordered such that λ1 ≥ λ2 ≥ ... ≥ λd. For any j ≤ d consider an arbitrary
collection of j orthonormal vectors Vj = (V ι : 1 ≤ ι ≤ j) in Rd. Then we have
a) λj+1 ≤ sup
U∈S,U⊥span(Vj)
UTMU,
and
b)
∑
ι≤j
λι ≥
∑
ι≤j
(V ι)TMV ι.
The proof of this lemma is basic and given in the appendix. Let now Rˆ be the
rotation that diagonalises θˆ such that RˆT θˆRˆ = diag(λˆj : j = 1, . . . , d) ordered
such that λˆj ≥ λˆj+1 ∀j. Moreover let R be the rotation that does the same for
θ and its eigenvalues λj . We apply the previous lemma with M = θˆ and V equal
to the column vectors rι : ι ≤ l − 1 of R to obtain, for any fixed l ≤ j ≤ d,
λˆl ≤ sup
U∈S,U⊥span(rι,ι≤l−1)
UT θˆU, (30)
and also that ∑
l≤j
λˆl ≥
∑
l≤j
rTl θˆrl. (31)
From (29) we deduce, that
λˆl ≤ sup
U∈S,U⊥span(rι,ι≤j−1)
UT θU + 2vn = λj + 2vn ∀ l ≤ j,
as well as ∑
l≤j
λˆl ≥
∑
l≤j
rTl θrl − 2jvn =
∑
l≤j
λl − 2jvn,
with probability ≥ 1− δ. Combining these bounds we obtain∣∣∣∣∣∣
∑
l≤j
λˆl −
∑
l≤j
λl
∣∣∣∣∣∣ ≤ 2jvn, j ≤ d. (32)
STEP III
We show that the confidence sets covers the true parameter on the event of
probability ≥ 1 − δ on which Steps I and II are valid, and for the constant C
chosen large enough.
Let Π = ΠR+(2kˆ) be the projection operator onto R
+(2kˆ). We have
‖ϑˆ− θ‖S1 ≤ ‖ϑˆ−Πθ‖S1 + ‖Πθ − θ‖S1 .
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We have, using (32) and Lemma 5 below
‖Πθ − θ‖S1 =
∑
J>2kˆ
λJ = 1−
∑
J≤2kˆ
λJ
≤ 1−
∑
J≤2kˆ
λˆJ + 4kˆvn
≤ 6vnkˆ ≤ (C/2)
√
kˆrn(kˆ)
for C large enough.
Moreover, using the oracle inequality (24) with S = Πθ and (25),
‖ϑˆ−Πθ‖S1 ≤
√
4kˆ‖ϑˆ−Πθ‖F
≤
√
4kˆ(‖ϑˆ− θ‖F + ‖Πθ − θ‖F )
≤
√
4kˆ(‖ϑˆ− θ˜Pilot‖F + ‖θ˜Pilot − θ‖F + ‖Πθ − θ‖F )
.
√
kˆ(rn(kˆ) + ‖Πθ − θ‖F ).
We finally deal with the approximation error: Note
‖Πθ − θ‖2F =
∑
l>2kˆ
λ2l ≤ max
l>2kˆ
|λl|
∑
l>2kˆ
|λl|.
By (32) we know that∑
l>kˆ
λl = 1−
∑
l≤kˆ
λl ≤ 1−
∑
l≤kˆ
λˆl + 2vnkˆ ≤ 4vnkˆ.
Hence out of the λl’s with indices l > kˆ there have to be less than kˆ coefficients
which exceed 4vn. Since the eigenvalues are ordered this implies that the λl’s
with indices l > 2kˆ are all less than or equal to 4vn, and hence the quantity in
the last but one display is bounded by (since kˆ < 2kˆ), using again (32) and the
definition of kˆ,
4vn
1−∑
l≤kˆ
|λl|
 . vn
1−∑
l≤kˆ
|λˆl|
+ kˆv2n . v2nkˆ .√kˆrn(kˆ).
Overall we get the bound
‖ϑˆ−Πθ‖S1 . kˆvn . (C/2)
√
kˆrn(kˆ)
for C large enough, which completes the proof of coverage of Cn by collecting the
above bounds. The diameter bound follows from kˆ ≤ k (in view of the defining
inequalities of kˆ being satisfied, for instance, for θ˜′ = θ, whenever θ ∈ R+(k0).)
We conclude with the following auxiliary results used above.
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Lemma 4 Under the RIP (6) we have for every 1 ≤ k ≤ d that, with probability
at least 1− δ,
sup
A,B∈R(k)
∣∣∣∣ 1n 〈XA,XB〉 − 〈A,B〉F‖A‖F ‖B‖F
∣∣∣∣ ≤ 10τn(k). (33)
Proof. The matrix RIP can be written as
sup
A∈R(k)
∣∣∣∣ 〈XA,XA〉n〈A,A〉F − 1
∣∣∣∣ = |〈A, (n−1M − I)A〉F |〈A,A〉F ≤ τn(k), (34)
for a suitable M ∈ Hd2(C). The above bound then follows from applying the
Cauchy-Schwarz inequality to
1
n
〈XA,XB〉 − 〈A,B〉F = 〈A, (n−1M − I)B〉F . (35)
The proof of the following basic lemma is left to the reader.
Lemma 5 Let M ≥ 0 with positive eigenvalues (λj)j ordered in decreasing
order. Denote with ΠR+(j−1) the projection onto R+(j − 1) = R(j − 1) ∩ Θ+.
Then for any 2 ≤ j ≤ d we have∑
j′≥j
λj′ = ‖M −ΠR+(j−1)M‖S1 .
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6. Appendix
6.1. Pauli spin measurements & Quantum Tomography
This work was partly motivated by a problem arising in present-day physics
experiments that aim at estimating quantum states. Conceptually, a quantum
mechanical experiment involves two stages: A source (or preparation procedure)
that emits quantum mechanical systems with unknown properties, and a mea-
surement device that interacts with incoming quantum systems and produces
real-valued measurement outcomes, e.g. by pointing a dial to a value on a scale.
Quantum mechanics stipulates that both stages are completely described by
certain matrices.
The properties of the source are represented by a positive semi-definite unit
trace matrix θ, the quantum state, also referred to as density matrix. In turn,
the measurement device is modelled by a Hermitian matrix X, which is referred
to as an observable in physics jargon. A key axiom of the quantum mechanical
formalism states that if the measurement X is repeatedly performed on systems
emitted by the source that is preparing θ, then the real-valued measurement
outcomes will fluctuate randomly with expected value
〈X, θ〉F = tr(Xθ). (36)
The precise way in which physical properties are represented by these matrices
is immaterial to our discussion (cf. any textbook, e.g. ref. [28]). We merely note
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that, while in principle any Hermitian X can be measured by some physical
apparatus, the required experimental procedures are prohibitively complicated
for all but a few highly structured matrices. This motivates the introduction of
Pauli designs below, which correspond to fairly tractable ‘spin measurements’.
The quantum state estimation or quantum tomography1 problem is to esti-
mate an unknown density matrix θ from the measurement of a collection of
observables X1, . . . , Xn. This task is of particular importance to the young field
of quantum information science [27]. There, the sources might be carefully en-
gineered components used for technological applications such as quantum key
distribution or quantum computing. In this context, quantum state estimation
is the process of characterising the components one has built – clearly an im-
portant capability for any technology.
A major challenge lies in the fact that relevant instances are described by d×
d-matrices for fairly large dimensions d ranging from 100 to 10.000 in presently
performed experiments [16]. Such high-dimensional estimation problems can
benefit substantially from structural properties of the objects to be recovered.
Fortunately, the density matrices occurring in quantum information experiments
are typically well-approximated by matrices of low rank r  d. In fact, in the
practically most important applications, one usually even aims at preparing a
state of unit rank – a so-called pure quantum state.
6.1.1. Pauli observables
We now introduce a paradigmatic set of quantum measurements that is fre-
quently used in both theoretical and practical treatments of quantum state esti-
mation (see, e.g., refs. [14, 16]). For a more general account, we refer to standard
textbooks [18, 27]. The purpose of this section is to motivate the ‘Pauli design’
case (Condition 1b) of the main theorem, as well as the approximate Gaussian
noise model described in Subsection 2.3.
We start by describing ‘spin measurements’ on a single ‘spin-1/2 particle’.
Such a measurement corresponds to the situation of having d = 2. Without
worrying about the physical significance, we accept as fact that on such particles,
one may measure one of three properties, referred to as the ‘spin along the x, y,
or z-axis’ of R3. Each of these measurements may yield one of two outcomes,
denoted by +1 and −1 respectively.
The mathematical description of these measurements is derived from the
Pauli matrices
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
(37)
1 The term ‘tomography’ goes back to the use of Radon transforms in early schemes
for estimating quantum states of electromagnetic fields [23, 1]. It has become synonymous
with ‘quantum density matrix estimation’, even though current methods applied to quan-
tum systems with a finite dimension d have no technical connection to classical tomographic
reconstruction algorithms.
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in the following way. Recall that the Pauli matrices have eigenvalues ±1. For
x ∈ {1, 2, 3} and j ∈ {+1,−1}, we write ψxj for the normalised eigenvector of
σx with eigenvalue j. The spectral decomposition of each Pauli spin matrix can
hence be expressed as
σx = pix+ − pix−, (38)
with
pix± = ψ
x
±(ψ
y
±)
∗ ≥ 0 (39)
denoting the projectors onto the eigenspaces. Now, a physical measurement of
the ‘spin along direction x’ on a system in state θ will give rise to a {−1, 1}-
valued random variable Cx with
P(Cx = j) = tr
(
pixj θ
)
, (40)
where θ ∈ H2(C). Using eq. (38), this is equivalent to stating that the expected
value of Cx is given by
E(Cx) = tr (σxθ) . (41)
Next, we consider the case of joint spin measurements on a collection of N
particles. For each, one has to decide on an axis for the spin measurement. Thus,
the joint measurement setting is now described by a word x = (x1, . . . , xN ) ∈
{1, 2, 3}N . The axioms of quantum mechanics posit that the joint state θ of the
N particles acts on the tensor product space (C2)⊗N , so that θ ∈ H2N (C).
Likewise, the measurement outcome is a word j = (j1, . . . , jN ) ∈ {1,−1}N ,
with ji the value of the spin along axis xi of particle i = 1, . . . , N . As above,
this prescription gives rise to a {1,−1}N -valued random variable Cx. Again, the
axioms of quantum mechanics imply that the distribution of Cx is given by
P(Cx = j) = tr
(
(pix1j1 ⊗ · · · ⊗ pixNjN )θ
)
. (42)
Note that the components of the random vector Cx are not necessarily inde-
pendent, as θ will generally not factorise
It is often convenient to express the information in eq. (42) in a way that
involves tensor products of Pauli matrices, rather than their spectral projections.
In other words, we seek a generalisation of eq. (41) to N particles. As a first
step toward this goal, let
χ(j) =
{ −1 number of −1 elements in j is odd
1 number of −1 elements in j is even (43)
be the parity function. Then one easily verifies
tr((σx1 ⊗ · · · ⊗ σxN )θ) =
∑
j∈{1,−1}N
χ(j) tr
(
θ(pix1j1 ⊗ · · · ⊗ pixNjN )
)
= E
(
χ(Cx)
)
.
(44)
In this sense, the tensor product σx1 ⊗ · · · ⊗ σxN describes a measurement of
the parity of the spins along the respective directions given by x.
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In fact, the entire distribution of Cx can be expressed in terms of tensor
products of Pauli matrices and suitable parity functions. To this end, we extend
the definitions above. Write
σ0 =
[
1 0
0 1
]
(45)
for the identity matrix in M2(C). For every subset S of {1, . . . , N}, define the
‘parity function restricted to S’ via
χS(j) =
{ −1 number of −1 elements ji for i ∈ S is odd
1 number of −1 elements ji for i ∈ S is even. (46)
Lastly, for S ⊂ {1, . . . , N} and x ∈ {1, 2, 3}N , the restriction of x to S is
xSi =
{
xi i ∈ S
0 i 6∈ S. (47)
Then for every such x, S one verifies the identity
tr((σx
S
1 ⊗ · · · ⊗ σxSN )θ) = E(χS(Cx)). (48)
In other words, the distribution of Cx contains enough information to compute
the expectation value of all observables (σx
S
1 ⊗· · ·⊗σxSN ) that can be obtained by
replacing the Pauli matrices on an arbitrary subset S of particles by the identity
σ0. The converse is also true: the set of all such expectation values allows one
to recover the distribution of Cx. The explicit formula reads
P(Cx = j) =
1
2N
∑
S⊂{1,...,N}
χS(j)E
(
χS(C
x)
)
(49)
=
1
2N
∑
S∈{1,...,N}
χS(j) tr
(
θ(σx
S
1 ⊗ · · · ⊗ σxSN ))
and can be verified by direct computation. [Note that E
(
χS(C
x)
)
is effectively
a Fourier coefficient (over the group ZN2 ) of the distribution function of the
{−1, 1}N -valued random variable Cx. Equation (49) is then nothing but an
inverse Fourier transform.]
In this sense, the information obtainable from joint spin measurements on N
particles can be encoded in the 4N real numbers
2−N/2 tr((σy1 ⊗ · · · ⊗ σyN )θ), y ∈ {0, 1, 2, 3}N . (50)
Indeed, every such y arises as y = xS for some (generally non-unique) combi-
nation of x and S. This representation is particularly convenient from a math-
ematical point of view, as the collection of matrices
Ey := 2−N/2σy1 ⊗ · · · ⊗ σyN , y ∈ {0, 1, 2, 3}N (51)
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forms an ortho-normal basis with respect to the 〈·, ·〉F inner product. Thus the
terms in eq. (50) are just the coefficients of a basis expansion of the density
matrix θ.2
6.1.2. From (50) to Condition 1b)
Following [10] we use eq. (50) as our model for quantum tomographic measure-
ments. Note that the Ey satisfy Condition 1b) with coherence constant K = 1
and d = 2N . In the model (1) under Condition 1b) we wish to approximate
d · tr(Eyθ) for a fixed observable Ey (we fix the random values of the Xi’s here)
and for d = 2N . If y = xS for some setting x and subset S, then the parity
function By := χS(C
x) has expected value 2N/2 · tr(Eyθ) = √d · tr(Eyθ) (see
eqs. (48) and (51)), and itself is a Bernoulli variable taking values {1,−1} with
p = P(By = 1) =
1 +
√
dtr(Eyθ)
2
.
Note that √
d|tr(Eyθ)| ≤
√
d‖Ey‖op‖θ‖S1 ≤ 1,
so indeed p ∈ [0, 1] and the variance satisfies
VarBy = 1− d · tr(Eyθ)2 ≤ 1.
This is precisely the error model described in Subsection 2.3.
6.2. Proof of Lemma 3
a): Consider the subspaces E = span((V ι)ι≤j)⊥ and F = span((eι)ι≤j+1) of
Rd, where the eι’s are the eigenvectors of the d × d matrix M corresponding
to eigenvalues λj . Since dim(E) + dim(F ) = (d − j) + j + 1 = d + 1, we know
that E
⋂
F is not empty and there is a vectorial sub-space of dimension 1 in
the intersection. Take U ∈ E⋂F such that ‖U‖ = 1. Since U ∈ F , it can be
written as
U =
j+1∑
ι=1
uιeι
for some coefficients uι. Since the eι’s are orthogonal eigenvectors of the sym-
metric matrix M we necessarily have
MU =
j+1∑
ι=1
λιuιeι,
2We note that quantum mechanics allows to design measurement devices that directly
probe the observable of σy1 ⊗· · ·⊗σyN , without first measuring the spin of every particle and
then computing a parity function. In fact, the ability to perform such correlation measurements
is crucial for quantum error correction protocols [27]. For practical reasons these setups are
used less commonly in tomography experiments, though.
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and thus
UTMU =
j+1∑
ι=1
λιu
2
ι .
Since the λι’s are all non-negative and ordered in decreasing absolute value, one
has
UTMU =
j+1∑
ι=1
λιu
2
ι ≥ λj+1
j+1∑
ι=1
u2ι = λj+1‖U‖2 = λj+1.
Taking the supremum in U yields the result.
b): For each ι ≤ j, let us write the decomposition of V ι on the basis of
eigenvectors (el : l ≤ d) of M as
V ι =
∑
l≤d
vιlel.
Since the (el) are the eigenvectors of M we have
∑
ι≤j
(V ι)TMV ι =
∑
ι≤j
d∑
l=1
λl(v
ι
l )
2,
where
∑d
l=1(v
ι
l )
2 = 1 and
∑
ι≤j(v
ι
l )
2 ≤ 1, since the V ι are orthonormal. The
last expression is maximised in (vιl )ι≤j,1≤l≤d and under these constraints, when
vιι = 1 and v
ι
l = 0 if ι 6= l (since the (λι) are in decreasing order), and this gives∑
ι≤j
(V ι)TMV ι ≤
∑
ι≤j
λι.
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