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Abstract
The Fast Lyapunov Indicators are functions defined on the tangent fiber of the phase–space of a
discrete (or continuous) dynamical system, by using a finite number of iterations of the dynamics. In
the last decade, they have been largely used in numerical computations to localize the resonances in
the phase–space and, more recently, also the stable and unstable manifolds of normally hyperbolic
invariant manifolds. In this paper, we provide an analytic description of the growth of tangent vectors
for orbits with initial conditions which are close to the stable-unstable manifolds of a hyperbolic saddle
point of an area–preserving map. The representation explains why the Fast Lyapunov Indicator
detects the stable-unstable manifolds of all fixed points which satisfy a certain condition. If the
condition is not satisfied, a suitably modified Fast Lyapunov Indicator can be still used to detect the
stable-unstable manifolds. The new method allows for a detection of the manifolds with a number
of precision digits which increases linearly with respect to the integration time. We illustrate the
method on the critical problem of detection of the so–called tube manifolds of the Lyapunov orbits
of L1, L2 in the circular restricted three–body problem.
1 Introduction
Since the first detection of chaotic motions in 1964 (Henon–Heiles [17]), several indicators have been
largely used to characterize the different dynamics of dynamical systems. Many dynamical indicators,
such as the Lyapunov characteristic exponents and the more recently introduced finite–time chaos indi-
cators (such as the Finite Time Lyapunov Exponent–FTLE [31], Fast Lyapunov Indicator–FLI [7], Mean
Exponential Growth of Nearby Orbits–MEGNO [4]), are defined by the local divergence of nearby initial
conditions, that is by the variational dynamics. For example, for a discrete dynamical system defined by
the map
Φ : M −→ M
z 7−→ Φ(z), (1)
with M ⊆ Rn open invariant, by denoting with DΦz the tangent map of Φ at z:
DΦz : Rn −→ Rn
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v 7−→ DΦzv, (2)
the characteristic Lyapunov exponent of a point z ∈M and a vector v ∈ Rn\0 is defined by the limit
λ(z, v) = lim
T→+∞
1
T
log
∥∥DΦTz v∥∥
‖v‖ , (3)
and the largest Lyapunov exponent of z is the maximum of λ(z, v) for v 6= 0. As a matter of fact, the
numerical estimation of the characteristic Lyapunov exponents (see [2]) relies on extrapolation of finite
time computations, since computers cannot integrate on infinite time intervals. The so–called finite–
time chaos indicators (such as the FTLE, the FLI and the MEGNO) have been afterwards introduced as
surrogate indicators of the largest Lyapunov exponent, with the aim to discriminate between regular orbits
and chaotic orbits using time intervals which are significantly smaller than the time interval required for
a reliable estimation of the largest characteristic Lyapunov exponent ([7], [4]). For example, the function
Fast Lyapunov Indicator of z and v is simply defined by
lT (z, v) = log
∥∥DΦTz v∥∥
‖v‖ , (4)
and depends parametrically on the integer T > 0, as well as on the choice of a norm on Rn. The
definition of finite time chaos indicators was justified by the possibility of their systematic numerical
computation over large grids of initial conditions in the phase–space in a reasonable computational time.
We remark that, specifically in Celestial Mechanics, the numerical detection of the resonances of a system
using dynamical indicators, both formulated using the Lyapunov exponent theory or alternatively the
Fourier analysis (such as the frequency analysis [19, 21, 20]), is one of the major tools for studying its
long–term instability (for recent examples, see [27, 28, 26, 25, 8, 9, 33]). The papers [5],[11], focused
and proved properties of the finite time chaos indicators, specifically the FLI, which are lost by taking
the limit of lT (z, v)/T , thus differentiating the use of these indicators from the parent largest Lyapunov
characteristic exponent. Specifically, since [5],[11], the FLI has been used to discriminate regular motions
of different nature: for example the motions which are regular because are supported by a KAM torus
from the regular motions in the resonances of a system. This property of the FLI improved a lot the
precision in the numerical localization of different types of resonant motions, the so–called Arnold web,
and provided the technical tool for the first numerical computations of diffusion along the resonances
of quasi–integrable systems in exponentially long times [22, 12, 6, 14, 16], as depicted in the celebrate
Arnold’s paper [1].
More recently, the FLI has been successfully used to compute the stable and unstable manifolds of
normally hyperbolic invariant manifolds of the standard map and its generalizations [10, 13], and of the
three–body–problem [32, 23, 15]. In these cases it happens that, depending on the choice of the parameter
T , finite pieces of the stable and unstable manifolds appear as sharp local maxima of the FLI. As a matter
of fact, the possibility of sharp detection of the stable and unstable manifolds of a fixed point, or periodic
orbit, with a FLI computation is not general and turns out to be a property of the manifolds. A model
example is represented by the stable and unstable manifold of the fixed point (0, 0) of the symplectic
map
Φ(ϕ, I) =
(
ϕ+ I , I +
sin(ϕ+ I)
(σ cos(ϕ+ I) + 2)2
)
, (5)
where (ϕ, I) ∈M = (2piS1)×R are the phase–space variables, σ = ±1 is a parameter: for σ = −1 the FLI
may be used for excellent detection of the manifolds; for σ = 1 the FLI does not provide any detection.
To explain this fact, in this paper we provide a representation for the growth of tangent vectors for
orbits with initial conditions close to the stable manifold of a saddle fixed point. To better illustrate
the theory, we consider a two dimensional area–preserving map with a saddle fixed point z∗, but the
techniques which we use (the local stable manifold theorem and Lipschitz estimates) can be used also in
the higher dimensional cases. The two dimensional case allows us to treat also Poincare´ sections of the
circular restricted three body problem.
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Let us denote by z∗ the saddle point of the map, and by Ws,Wu its stable and unstable manifold.
We consider a point zs ∈ Ws, a tangent vector v ∈ R2, and we provide estimates about the norm of the
tangent vector DΦTz v, for points z /∈Ws which are close to zs. As it is usual, the same arguments applied
to the inverse map Φ−1, allow to reformulate the result by exchanging the role of the stable manifold
with that of the unstable manifold. For the points z which are the suitably close to zs ∈ Ws, the orbit
Φk(z) follows closely the orbit Φk(zs) for any k ≤ T , and
∥∥DΦkzv∥∥ remains close to ∥∥DΦkzsv∥∥ as well.
The most interesting situation happens for the points z which are little more distant from the stable
manifold: their orbit (i) follows closely the orbit Φk(zs) only for k smaller than some K0 < T ; (ii) then
remains close to the hyperbolic fixed point (for a number of iterations which increases logarithmically
with respect to some distance between z and zs, see Section 2), (iii) then follows closely the orbit of a
point on the unstable manifold Wu in the remaining iterations. It is during the process (iii) that the
growth of the tangent vector
∥∥DΦkzv∥∥ can be significantly different from the growth of ∥∥DΦkzsv∥∥, and the
difference may be possibly used to characterize the distance of z from the stable manifold. As a matter of
fact, with evidence any difference may exist only due to the non–linearity of the map Φ. In Section 2 we
provide a representation for such a difference, and we discuss a condition which guarantees the desired
scaling of the FLI with respect to the distance of z from the stable manifold. If this condition is satisfied,
the computation of the FLI on a grid of initial conditions provides a sharp detection of the stable and
unstable manifolds (see Section 3): typically, the time T used for the FLI computation, which is the time
needed by the orbits with initial condition z to approach the fixed point z∗, turns out to be proportional
to the number of precision digits of the detection.
At the light of the representation provided in Section 2, we propose a generalization of the FLI which
weakens a lot the condition for the detection of the stable and unstable manifold. For any smooth and
positive function
u : R2 → R+
we define the modified FLI indicator of z ∈M , v ∈ R2 at time T > 0, as the T–th element of the sequence
l1 = ln ‖v‖ , lj+1 = lj + u(zj) ln
∥∥DΦzjvj∥∥
‖vj‖ , (6)
where zj := Φ
j(z) and vj := DΦ
j
zjv. The traditional FLI is obtained with the choice u(z) = 1 for any
z ∈M . We consider the alternative case of functions u(z) which are test functions of some neighbourhood
B ⊆ M of the fixed point, and precisely with u(z) = 1 for z ∈ B, and u(z) = 0 for z outside a given
open set V ⊇ B. When the diameter of the set B is small, but not necessarily extremely small, the
computation of the modified FLI indicator allows to refine the localization of the fixed point by many
orders of magnitude. Therefore, at variance with the traditional FLI indicator, the modified indicators
are proposed as a general tool for the numerical detection of the stable and unstable manifolds. An
illustration of the potentialities of these indicators is given in Section 3, where we provide computations
of the stable and unstable manifolds and their heteroclinic intersections, of the Lyapunov orbits around
L1, L2 of the circular restricted three–body problem. The application is particularly critical, since these
manifolds are located in a region of the phase–space close to the singularity due to the secondary mass.
The paper is structured as follows. In Section 2 we provide the representation for the evolution DΦTz v
of the norm of tangent vector v for points z /∈ Ws which are suitably close to the stable manifold, and
we also discuss a sufficient condition for the FLI to detect sharply the stable and unstable manifolds of
the map. In Section 3 we provide an illustration of the method for the computation of the stable and
unstable manifolds of the Lyapunov orbits around L1, L2 of the circular restricted three body problem;
in Section 4 we provide the proof of Proposition 1. In Section 5 we formulate and prove two technical
lemmas. Finally, Conclusions are provided in Section 6.
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2 Evolution of the tangent vectors close to the stable manifolds
of the saddle points of two dimensional area–preserving maps
We consider a smooth two–dimensional area–preserving map:
Φ(z) = Az + f(z), (7)
where A is a 2× 2 diagonal matrix with A11 = λu > 1, A22 = 1/λu and f is at least quadratic in z1, z2,
that is fi(0, 0) = 0 and
∂fi
∂zj
(0, 0) = 0, for any i, j = 1, 2. Therefore, the origin is a saddle fixed point.
We need to introduce some constants which characterize the analytic properties of Φ. We denote
by λΦ, λΦ−1 , λDΦ the Lipschitz constants of Φ,Φ
−1, DΦ respectively defined with respect to the norm
‖u‖ := max{|u1| , |u2|}, in the set B(R) = {z : ‖z‖ ≤ R}. Also, we set η such that, for any z ∈ B(R),
we have
‖f(z)‖ ≤ η ‖z‖2 , ‖Dfz‖ ≤ η ‖z‖ ,
∥∥D2fz∥∥ ≤ η
‖f(z′)− f(z′′)‖ ≤ ηmax{‖z′‖ , ‖z′′‖} ‖z′ − z′′‖ ,
where D2fz denotes the Hessian matrix of f at the point z and, by denoting with Φ
−1(z) = A−1z+ f˜(z)
the inverse map, we also have∥∥∥f˜(z)∥∥∥ ≤ η ‖z‖2 , ∥∥∥Df˜z∥∥∥ ≤ η ‖z‖ , ∥∥∥D2f˜z∥∥∥ ≤ η∥∥∥f˜(z′)− f˜(z′′)∥∥∥ ≤ ηmax{‖z′‖ , ‖z′′‖} ‖z′ − z′′‖ .
Moreover, since Φ is a diffeomorphism, we have
σ = min
z∈B(R)
min
‖v‖=1
‖DΦzv‖ > 0. (8)
By the local stable manifold theorem, we consider e neighbourhood B(r∗) of the origin where the local
stable and unstable manifolds W ls,W
l
u are Cartesian graphs over the z2 and z1 axes respectively, that is
W ls = {z : |z2| ≤ r∗ , z1 = ws(z2)}
W lu = {z : |z1| ≤ r∗ , z2 = wu(z1)}
with ws(0) = wu(0) = 0, w
′
s(0) = w
′
u(0) = 0 and, by possibly increasing η,
|ws(z2)| ≤ η |z2|2 , |wu(z1)| ≤ η |z1|2
and
|ws(ξ′)− ws(ξ′′)| ≤ λw max{|ξ′| , |ξ′′|} |ξ′ − ξ′′|
|wu(ξ′)− wu(ξ′′)| ≤ λw max{|ξ′| , |ξ′′|} |ξ′ − ξ′′| .
We denote by Ws,Wu the stable and unstable manifolds of the origin. We consider a point zs ∈ Ws, a
tangent vector v ∈ R2, and we provide estimates about the norm of the tangent vector DΦTz v, for points
z /∈Ws which are suitably close to zs, precisely in a curve zε, with z0 = zs and ‖z − zε‖ = ε.
Let us consider a small δ := δ0T , with δ0 satisfying
δ0 ≤ min
(
1
16 max(1, η)2e3λ2u
(
1− 1
λu
)
,
r∗
2
)
.
Then, we consider the minimum Ts := Ts(δ) such that Φ
Ts(zs) ∈ B(δ − 2δ2). Typically, one has
Ts ∼ ln(1/δ). For all ε, we have (see Lemma 5.2):∥∥ΦTs(zε)− ΦTs(zs)∥∥ ≤ λTsΦ ε (9)
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Figure 1: Illustration of zs, zε; of Φ
Ts(zε) and its parallel projection piε on the local stable manifold; of
ΦTs+Tε(zε) and its parallel projection ζε on the local unstable manifold.
∥∥DΦTszε v −DΦTszs v∥∥ ≤ ∥∥DΦTszs v∥∥λTsε, (10)
where λ = max(λΦ, (‖DΦ‖ + λDΦ)/σ). We consider only the small ε satisfying λTsε < δ2, so that
ΦTs(zε) ∈ B(δ − δ2), are close to ΦTs(zs) and
∥∥DΦTszε v∥∥ are close to ∥∥DΦTszs v∥∥. We rename the vector
DΦTszs v as follows:
w = ws + wu = DΦ
Ts
zs v,
where ws, wu are the orthogonal projections of w over the stable and unstable spaces of the matrix A, i.e.
the z2 and z1 axes, respectively. We need a condition which ensures that v is not close to some special
contracting direction. Precisely, we assume that the initial vector v is such that
‖ws‖ ≤ ‖wu‖ = ‖w‖ .
In particular, for any k ≥ 0, we have ∥∥Akw∥∥ = λku ‖wu‖.
Let us denote by
piε =
(
ws(Φ
Ts
2 (zε)),Φ
Ts
2 (zε)
)
∈W ls
the parallel projection of ΦTs(zε) on the local stable manifold (see figure 1), that is the point on W
l
s with
z2 = Φ
Ts
2 (zε), and by
∆ε =
∣∣∣ΦTs1 (zε)− ws(ΦTs2 (zε))∣∣∣
the distance between ΦTs(zε) and the point piε. Since ∆ε depends continuously on ε, ∆0 = 0, and the
local stable manifold is invariant, there exists ε1 such that ∆ε is strictly monotone increasing function of
ε ∈ [0, ε1]. We have also (see Section 4):
∆ε ≤ (1 + λw)λTsΦ ε, (11)
so that if (1 + λw)λ
Tsε < δ2 we have piε ∈ B(δ). We use ∆ε to parameterize the distance of zε from the
stable manifold Ws, and we introduce the time
Tε =
[
1
lnλu
ln
eδ
∆ε
]
(12)
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which, as we will prove (see Lemma 4.1), is required by the orbit with initial condition ΦTs(zε) to exit
from B(δ). We also denote by
ζε =
(
ΦTs+Tε1 (zε), wu(Φ
Ts+Tε
1 (zε))
)
∈W lu
the parallel projection of ΦTs+Tε1 (zε) over the local unstable manifold.
Proposition 1 Let us consider any large T satisfying
eδλ−α(T−Ts)u ≤ ∆ε1 (13)
eλ−α(T−Ts)u ≤
σTsδ0
max(1, η)(1 + λw)λTsT 2
(14)
T > Ts +
1
1− α (15)
with
α =
lnλ
lnλ+ lnλu
.
By denoting with ε0 the constant such that
∆ε0 = eδλ
−α(T−Ts)
u , (16)
then, for any ε ≤ ε0, if Tε ≥ T − Ts we have∥∥DΦTzεv −AT−Tsw∥∥ ≤ λT−Tsu ‖wu‖T , w = DΦTszs v, (17)
if α(T − Ts) ≤ Tε < T − Ts we have∥∥DΦTzεv∥∥∥∥DΦTzsv∥∥ ≤
(
1 +
1
T
) ∥∥∥DΦjζε∥∥∥
λju
, j = T − Ts − Tε. (18)
The proof is reported in Section 4.
Remark. Conditions (13), (14) and (15) may be all satisfied by times T which are suitably large, but
not necessarily extremely large, because of the presence of the exponentials in (13) and (14), and because
of the typical dependence Ts(δ) ∼ ln(1/δ) ∼ lnT . Therefore, the proposition is meaningful also for ε0
which are small, but not necessarily extremely small. Moreover, from the definition of ε0, apart from a
small difference due to the use of the integer part in the definition of Tε, we have Tε0 ∼ α(T − Ts), and
T − Ts − Tε ≤ Tu := (T − Ts)(1− α). 
For zs ∈Ws, and for all the points zε which are so close to the stable manifold that Tε ≥ T − Ts, the
FLI is approximated by
ln
∥∥AT−Tsw∥∥ = (T − Ts) lnλu + ln ‖wu‖ .
Therefore, the only possibility for the FLI to strongly decrease by increasing ε is that, for α(T − Ts) ≤
Tε < T −Ts, we have an exponential decrement of
∥∥∥DΦjζε∥∥∥ /λju with respect to j. The assumption which
guarantees a desired scaling of the FLI with respect to ε is
sup
ε:α(T−Ts)≤Tε≤T−Ts
∥∥∥DΦT−Ts−Tεζε ∥∥∥
(Cλu)T−Ts−Tε
≤ 1 (19)
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with some C < 1, so that we have
ln
∥∥DΦTzεv∥∥ ≤ ln∥∥DΦTzsv∥∥− (T − Ts − Tε) |lnC|+ ln(1 + 1T
)
.
From the definition of Tε, we have therefore a linear decrement of the FLI with respect to ln ∆ε, up to
the maximum value of T − Ts − Tε ≤ (1 − α)(T − Ts). Therefore, at the exponentially small distance
from the manifold (16) the FLI has decreased of a quantity which is proportional to integration time T ,
and conversely, the differences of units in the FLI value typically determines a proportional number of
precision digits in the localization of the stable manifold.
With evidence, condition (19) may be satisfied if ‖DΦz‖ has an absolute maximum for z ∈ ∪k≤TuΦ−k(W lu).
For example, the condition may be satisfied for the map (5) with σ = −1, since the origin is a local strict
maximum for ‖DΦz‖, z ∈ Wu, while it is not satisfied for σ = 1, since in this case the origin is a local
strict minimum for ‖DΦz‖, z ∈ Wu. In any case, it is not practical to verify if condition (19) is satis-
fied by a certain choices of the parameters. Therefore, at the light of the above analysis, we consider a
generalization of the FLI indicators which depend on a function
u : R2 → R+
as follows: let us consider z ∈ M , v ∈ TzM , and T > 0. Then, we consider lT (z, v) defined as the T–th
element of the sequence
l1 = ln ‖v‖ , lj+1 = lj + u(zj) ln
∥∥DΦzjvj∥∥
‖vj‖ , (20)
where zj := Φ
j(z) and vj := DΦ
j
zjv. The usual FLI is obtained by u(z) = 1 for any z ∈M . We consider
the alternative case of functions u(z) which are test functions of some neighbourhood B ⊆M of the fixed
point, and precisely with u(z) = 1 for z ∈ B, and u(z) = 0 for z outside a given open set V ⊇ B. We
remark that the set B needs to be small, but not necessarily extremely small. For example, if B ⊆ B(δ),
we only need, in V \B,
‖DΦz‖u(z) ≤ Cλu
for some C < 1. The function u described above depends on a specific hyperbolic fixed point. If one is
interested in the stable or unstable manifolds of more fixed points (or hyperbolic periodic orbits), with the
same numerical integration of the variational equations, forward and backward in time, one may compute
the FLI indicators related to the different fixed points without increasing significantly the computational
time, and use the results to find, for example, homoclinic and heteroclinic intersections between the
different manifolds. If instead, one is interested in determining with a single numerical integration the
largest number of manifolds in some finite domain B, one can divide the domain B in many small sets
Bj , j ≤ N , and compute the N indicators FLIj adapted to the sets Bj . This procedure increases the
computational time only logarithmically with N , since the time required for the numerical localization
of a point in one of the sets Bj increases logarithmically with N . Then, the portrait of all the manifolds
is obtained by representing, for any initial condition, the maximum between all the FLIj . Therefore, at
variance with the traditional FLI indicator, the modified indicators are proposed as a general tool for the
numerical detection of the stable and unstable manifolds.
3 A numerical example: the tube manifolds of L1 and L2 in the
planar circular restricted three body problem
The circular restricted three-body problem describes the motion of a massless body P in the gravitation
field of two massive bodies P1 and P2, called primary and secondary body respectively, which rotate
uniformly around their common center of mass. In a rotating frame xOy, the equations of motion of P
are: {
x¨ = 2y˙ + x− (1− µ)x+µ
r31
− µx−1+µ
r32
y¨ = −2x˙+ y − (1− µ) y
r31
− µ y
r32
(21)
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Figure 2: Projection on the plane x-y of the Lyapunov orbits related to the points L1 and L2, for the
value C = 3.03685733643946038606918461928938 of the Jacobi constant. The shaded area represents a
region of the orbit plane which is forbidden for this value of the Jacobi constant.
where the units of masses, lengths and time have been chosen so that the masses of P1 and P2 are 1− µ
and µ (µ ≤ 1/2) respectively, their coordinates are (−µ, 0) and (1 − µ, 0) and their revolution period is
2pi. We denoted by r21 = (x+µ)
2 + y2 and by r22 = (x− 1 +µ)2 + y2. As it is well known, equations (21)
have an integral of motion, the so–called Jacobi constant, defined by:
C(x, y, x˙, y˙) = x2 + y2 + 21− µ
r1
+ 2
µ
r2
− x˙2 − y˙2, (22)
and five equilibria usually denoted by L1, . . . , L5. Here we consider µ = 0.0009537, which corresponds to
the Jupiter–Sun mass ratio value, and a value of the Jacobi constant slightly smaller than C(xL2 , 0, 0, 0) :=
C2. As it is extensively explained in [18], in these conditions, one may find particularly interesting
dynamics, which we briefly summarize. The equilibrium points L1, L2 are partially hyperbolic, and their
center manifolds W cL1 ,W
c
L2
are two–dimensional, and foliated near L1, L2 respectively by periodic orbits
called Lyapunov orbits. For values C of the Jacobi constant slightly smaller than C2, there exist one
Lyapunov orbit related to L1 and one Lyapunov orbit related to L2 respectively with Jacobi constant
equal to C (see figure 2).
The Lyapunov orbits are hyperbolic, and transverse intersections of their stable and unstable manifolds–
usually called tube manifolds– produce the complicate dynamics related to the heteroclinic chaos. The
numerical computation of the tube manifolds has been afforded in several papers, and has important
implications also for modern space mission design (see [29], [18]).
In this Section we analyze the FLI method for the detection of the tube manifolds introduced in
[24, 15] at the light of the theoretical analysis performed in Section 2, and we show that the method
allows for a detection of the manifolds with a number of precision digits which increase linearly with
respect to the integration time. Moreover, the modified FLI allows us to compute the manifolds with a
precision limited only by the round–off of the numerical computations.
We report here three numerical experiments. In the first one we illustrate the numerical precision of
the FLI method in the determination of the stable tube manifold of a Lyapunov periodic orbit around
L1; in the second one, we provide some snapshots of the stable tube manifold of the Lyapunov periodic
orbit around L2 and the unstable tube manifold of the Lyapunov periodic orbit around L1, obtained by
extending the integration time; in the third one we illustrate the numerical precision of the FLI method
for the localization of a heteroclinic intersection between these two manifolds. We remark that these
computations are particularly critical since the tube manifolds are located in a region of the phase space
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close to the singularity at (x, y) = (1− µ, 0). In these circumstances, the numerical computation of both
equations of motions (21) and their variational equations becomes critical, and several approaches have
been introduced (see [32, 23, 3, 15]).
For the computation of the tube manifolds, we find particularly useful to define the variational equation
in the space of the variables obtained by regularizing equations (21) with respect to the secondary mass,
as in [3, 15]. Precisely, we consider the Levi–Civita regularization defined by the space transformation{
x− (1− µ) = u21 − u22
y = 2u1u2
(23)
and by the fictitious time s related to t by dt = r2ds. The equations of motion in the variables u1, u2,
and fictitious time s are (see for example [30]):{
u′′1 =
1
4 [(a+ b)u1 + cu2]
u′′2 =
1
4 [(a− b)u2 + cu1]
(24)
with: 
a = 2(1−µ)r1 − C + x2 + y2
b = 4y′ + 2r2x− 2(1−µ)r2(x−1+µ)r31
c = 2r2y − 4x′ − 2(1−µ)r2yr31
(25)
where C denotes the value of the Jacobi constant, and the primed derivatives denote derivatives with
respect the fictitious time s. To define the FLI, we first write (24) as a system of first order differential
equations: 
u′1 = v1
u′2 = v2
v′1 =
1
4 [(a+ b)u1 + cu2]
v′2 =
1
4 [(a− b)u2 + cu1]
(26)
and we introduce its compact form:
ξ′ = F (ξ) (27)
with ξ = (u1, u2, v1, v2). The variational equations of (27) are therefore:{
ξ′ = F (ξ)
w′ = ∂F∂ξ (ξ)w ,
(28)
where w ∈ R4 represents a tangent vector. Following [15], we here consider the regularized FLI indicator
defined by
FLI(ξ(0), w(0), T ) = log ‖w(s(T ))‖ (29)
where ξ(s), w(s) denotes the solution of the variational equations (28) with initial condition ξ(0), w(0)
and s(T ) is the fictitious time which corresponds to the physical time T for that orbit. The indicator
(29) will be computed also for negative times T < 0.
FLI detection of the tube manifolds. In order to test the precision of the FLI method in the localiza-
tion of the tube manifolds, we consider a point zs = (xs, ys, x˙s, y˙s) ∈W sL1 in the stable tube manifold of
the Lyapunov orbit around L1 (see Figure 3), and we compute the traditional and modified FLIs for a set
of many initial conditions. with (x(0), y(0)) = (xs, x˙s) (see Fig.3), log |y(0)− ys| in the interval [−25,−1]
and y(0) obtained from the value of the Jacobi constant C = 3.03685733643946038606918461928938.
The integration times are respectively T = 15 and T = 25. We appreciate a localization of the manifold
determined by a linear decrement of the FLI with respect to log |y(0)− ys|. The time T = 15 allows us
to localize the manifold with a precision of order 10−15, which is greatly improved by using T = 25. We
obtain a good localization of the manifold already with the traditional FLI, see Figure 4, although the
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Figure 3: Projection on the plane (x, y) of an orbit with initial condition zs = (xs, ys, x˙s, y˙s) ∈ W sL1 ,
with xs = 0.687020836763335598413507147121355, ys = −0.227669455733293321520979535995733,
x˙s = 0.331597964276881596512604348842892, and y˙s obtained from the Jacobi constant C =
3.03685733643946038606918461928938. The shaded area represents a region of the orbit plane which
is forbidden for the value C of the Jacobi constant.
irregularities in the FLI curve limit the precision of the localization to 10−22, higher than the numerical
round–off precision.
Then, we considered a modified FLI defined by equations (6) with function u(z) which is a test function
of a neighbourhood of the Lyapunov orbit γ1 around L1. Precisely, we use a test function defined by:
u(z) =

1 if |z − γ1| ≤ r12
1
2 [cos((
|z−γ1|
r1
− 12 )pi) + 1] if r12 < |z − γ1| ≤ 3r12
0 if |z − γ1| > 3r12
(30)
where |z − γ1| denotes the distance between z and the Lyapunov orbit γ1 (we set r1 = 10−3 in the
following computations). Also in this case the time T = 15 allows us to localize the manifold with a
precision of order 10−15, while the time T = 25 allows us to localize the manifold more precisely than
10−25. The use of the modified FLI has eliminated the irregularities in the curves of Figure 4, and
improved the precision of the localization. As a matter of fact, the precision of the localization is reduced
to the round–off used for the numerical computation.
Snapshots of tube manifolds of WuL1 and W
s
L2
. Motivated by these results, we obtained sharp
representations of the intersections
W sL2 ∩ Σ , WuL1 ∩ Σ
of the stable tube manifold W sL2 of the Lyapunov orbit γ2 around L2 and of the unstable tube manifold
WuL1 of the Lyapunov orbit γ1 around L1 with the two–dimensional section of the phase–space defined
by
Σ = {(x, y, x˙, y˙) : y = 0 , y˙ ≥ 0 : C(x, 0, x˙, y˙) = C}. (31)
Any point z ∈ Σ is parameterized and identified by its two components (x, x˙). The representation of the
manifolds are obtained by computing the modified FLIs on refined grids of initial conditions (x, x˙) on Σ
for different integration times T . The stable manifold W sL2 is obtained by computing the modified FLI
10
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Figure 4: Values of the traditional FLI computed on a set of 960 initial conditions with (x(0), y(0)) =
(xs, x˙s) (see Fig.3), log |y(0)− ys| in the interval [−25,−1] and y˙(0) obtained from the Jacobi constant
C = 3.03685733643946038606918461928938. The integration times are respectively T = 15 and T = 25,
(the negative values correspond to initial conditions with y(0) < ys). We appreciate a localization of the
manifold determined by a linear decrement of the FLI with respect to log |y(0)− ys|. The time T = 15
allows us to localize the manifold with a precision of order 10−15, while the time T = 25 allows us to
localize the manifold more precisely than 10−22.
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Figure 5: Values of the modified FLI defined by equations (6) with function u(z) which is a test function
of a neighbourhood of the Lyapunov orbit around L1. The initial conditions are the same 960 initial
conditions considered in Figure 4, that is (x(0), y(0)) = (xs, x˙s) (see Fig.3), log |y(0)− ys| in the interval
[−25,−1] and y(0) obtained from the Jacobi constant C = 3.03685733643946038606918461928938. The
integration times are respectively T = 15 and T = 25, (the negative values correspond to initial conditions
with y(0) < ys). We appreciate a localization of the manifold determined by a linear decrement of the
FLI with respect to log |y(0)− ys|. The time T = 15 allows us to localize the manifold with a precision of
order 10−15, while the time T = 25 allows us to localize the manifold more precisely than 10−25. The use
of the modified FLI has eliminated the irregularities in the curves of Figure 4, and improved he precision
of the localization. As a matter of fact, the precision of the localization is reduced to the round–off used
for the numerical computation.
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Figure 6: Representation of the modified FLIs computed on a grid of 4000 × 4000 initial conditions
regularly spaced on (x, x˙) (the axes on the picture–the other initial conditions are y = 0 and y˙ is
computed from the Jacobi constant C = 3.0368573364394607), computed with integration time T = 5.
In order to represent both manifolds on the same picture, we represent with a color scale the weighted
average (34) of the two indicators FLI1, FLI2 with weight w = 100. The yellow curves on the picture
correspond to different lobes of the manifolds.
on a time T2, using a test function defined by
u(z) =

1 if |z − γ2| ≤ r22
1
2 [cos((
|z−γ2|
r2
− 12 )pi) + 1] if r22 < |z − γ2| ≤ 3r22
0 if |z − γ2| > 3r22
(32)
where |z − γ2| denotes the distance between z and the Lyapunov orbit γ2 and r2 = 5 10−4. The unstable
manifold WuL1 is obtained by computing the modified FLI on a negative time −T1, using a test function
defined by
u(z) =

1 if |z − γ1| ≤ r12
1
2 [cos((
|z−γ1|
r1
− 12 )pi) + 1] if r12 < |z − γ1| ≤ 3r12
0 if |z − γ1| > 3r12
(33)
where |z − γ1| denotes the distance between z and the Lyapunov orbit γ1 and r1 = 10−3. In such a way,
for any x, x˙ we compute the modified FLIs: FLI1, FLI2. The representation of both manifolds on the
same picture is obtained by representing with a color scale a weighted average of the two indicators:
wFLI1 + FLI2
(w + 1)
. (34)
The results are represented in Figures 6 and 7 for T = 5 and T = 100 respectively. We clearly appreciate
different lobes of both manifolds already for the shorter integration time T = 5. The longer time T = 100
allows us to appreciate additional lobes, which contain initial condition approaching the manifolds only
after several revolution periods of Jupiter.
Localization of heteroclinic intersections. The detection of both manifolds WuL1 and W
s
L2
on the
same picture (see Figure 6 and Figure 7) allows us to obtain a precise localization of the heteroclinic
12
Figure 7: Representation of the modified FLIs computed on a grid of 4000 × 4000 initial conditions
regularly spaced on (x, x˙) (the axes on the picture–the other initial conditions are y = 0 and y˙ is computed
from the Jacobi constant C = 3.0368573364394607), computed with an integration time T = 100. In
order to represent both manifolds on the same picture, we represent with a color scale the weighted
average (34) of the two indicators FLI1, FLI2 with weight w = 500. The yellow curves on the picture
correspond to different lobes of the manifolds. Due to the integration time which is much longer than
the time used in Figure 6, many additional lobes of the tube manifolds of both γ1 and γ2 appear on
this figure. Their corresponding initial conditions approach the manifolds only after several revolution
periods of Jupiter.
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Figure 8: Computation of the averaged FLI (34) on a grid of 500× 500 initial conditions centered on the
point zhe,15 of coordinates: xhe,15 = 1.041239777351473900, yhe,15 = 0, x˙he,15 = 0.0460865533656582000.
The velocity y˙he,15 is obtained from the Jacobi constant C = 3.0368573364394607. The integration time
is T = 18. The values of the FLI are provided as the average between FLI1 and FLI2. A sharp detection of
both manifolds appears thanks to the differentiation of the FLI values on this refined grid. The maximum
value of the FLI in this picture provides a new refined initial condition for the orbit plotted in Fig.9.
intersections points, which we denote by zhe. Precisely, the intersection between the two yellow curves
in the box of Fig.6 corresponds to an intersection point zhe. Of course, accordingly to the resolution of
the computation, at first we are only able to determine a point zhe,1 in the box which is close zhe. To
improve the localization of zhe we compute again the modified FLIs on a refined grid of points in the box
of Fig.6, and we obtain a new point zhe,2 (the point with the maximum value of the averaged FLI (34))
closer to the intersection point. The procedure is iterated by computing again the FLIs on zoomed out
grids of initial conditions centered on zhe,j with j = 2, ...15, with increasing integration times to increase
the number of precision digits in the localization of the heteroclinic point.
In Fig.8 we plot the FLI values computed on a grid of 500×500 initial conditions centered on the point
zhe,15, using the integration time T = 18. The maximum value of the FLI in this picture provides a new
refined initial condition that we used to compute the heteroclinic orbit shown in Fig.9. The convergence
of the forward (backward) integration towards the Lyapunov orbit related to L2 (L1) clearly shows the
validity of the method for the precise localization of heteroclinic orbits.
4 Proofs
Proof of Proposition 1. We first remark that (13) implies ε0 ≤ ε1, and condition (14) implies
ε0 ≤ δ
2
0
max(1, η)(1 + λw)λTsT 2
.
The proof of Proposition 1 is a consequence of the following:
Lemma 4.1 For any ε, δ satisfying
max(1, η)(1 + λw)λ
Tsε ≤ δ2 (35)
δ ≤ min
(
1
2 ,
r∗
2 ,
1
η ,
1
4e2λuη
(
1− 1λu
)
, 12e3λ2uη
1
Tε
)
(36)
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Figure 9: Projection on the plane (x, y) of the heteroclinic orbit found through the maximum of
the FLI (see text). The conditions are : xhe(0) = 1.041239777351473912, yhe(0) = 0, x˙he(0) =
0.046086553365658360 and y˙he(0) obtained from the Jacobi constant C = 3.0368573364394607. Blue
points: forward integration, the orbit converges to the Lyapunov orbit related to L2. Red points: back-
ward integration, the orbit converges to the Lyapunov orbit related to L1.
we have:
δ − η∆ε ≤
∣∣∣ΦTs+Tε1 (zε)∣∣∣ ≤ e2λuδ + η∆ε (37)∣∣∣ΦTs+Tε2 (zε)∣∣∣ ≤ e2λuδ + 2η∆ε (38)∣∣∣ΦTs+Tε2 (zε)− (ζε)2∣∣∣ ≤ 1λTεu 4e3λuδ , (39)
and the tangent vector DΦTs+Tεzε v satisfies∥∥DΦTs+Tεzε v −ATε(wu + ws)∥∥ ≤ λTεu δ(ηmax(e, η) 4e2λ2uλu − 1 + 1
)
‖wu‖ . (40)
First, as we anticipated in Section 2, the time Tε can be identified as the time required by the orbit with
initial condition ΦTs(zε) to exit from B(δ) and to arrive at the small distance (4e
3λuδ)/λ
Tε
u from the
local unstable manifold.
If Tε ≥ T − Ts, we can repeat the proof of Lemma 4.1 by limiting all the estimates to the time interval
[0, T ], and obtaining∥∥DΦTzεv −AT−Tsw∥∥ ≤ λT−Tsu δ(ηmax(e, η) 4e2λ2uλu − 1 + 1
)
‖wu‖ , (41)
so that (17) is proved.
If Tε < T − Ts, we need an estimate of the growth of the tangent vectors in the remaining time interval
[Ts + Tε, T ], and we obtain it by comparison with the growth of the tangent vectors of the orbits with
initial condition in the point ζε on the unstable manifold. We will provide estimates of the FLI for Tε in
the interval:
(T − Ts(δ)) lnλ
lnλ+ lnλu
≤ Tε < T − Ts(δ). (42)
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Let us consider j = T − Ts − Tε ∈ {1, (T − Ts(δ)) lnλulnλ+lnλu }. First, we have∥∥∥DΦTzεv −DΦjζεDΦTs+Tεzε v∥∥∥ ≤ 4e3λu λjλTεu δ
∥∥∥DΦjζεDΦTs+Tεzε v∥∥∥ , (43)
In fact, since
DΦTzεv = DΦ
j
ΦTs+Tε (zε)
DΦTs+Tεzε v = DΦ
j
ζε
DΦTs+Tεzε v +
(
DΦj
ΦTs+Tε (zε)
−DΦjζε
)
DΦTs+Tεzε v,
using Lemmas 4.1 and 5.2 we obtain∥∥∥DΦTzεv −DΦjζεDΦTs+Tεzε v∥∥∥ ≤ λj ∥∥ΦTs+Tεzε − ζε∥∥ ∥∥∥DΦjζεDΦTs+Tεzε v∥∥∥ ≤ 4e3λu λjλTεu δ
∥∥∥DΦjζεDΦTs+Tεzε v∥∥∥ .
Therefore, we have ∥∥DΦTzεv∥∥ ≤ ∥∥∥DΦjζεDΦTs+Tεzε v∥∥∥(1 + 4e3λu λjλTεu δ
)
.
We now analyze and compare the FLI for initial conditions at different distances from the stable manifold.
We have ∥∥DΦTzεv∥∥∥∥DΦTzsv∥∥ ≤
∥∥∥DΦjζεDΦTs+Tεzε v∥∥∥∥∥DΦTzsv∥∥
(
1 + 4e3λu
λj
λTεu
δ
)
.
Using inequalities (41) and (40), we obtain
∥∥DΦTzεv∥∥∥∥DΦTzsv∥∥ ≤
∥∥∥DΦjζε∥∥∥
λju
1 + δ
(
ηmax(e, η)
4e2λ2u
λu−1 + 1
)
1− δ
(
ηmax(e, η)
4e2λ2u
λu−1 + 1
) (1 + 4e3λu λj
λTεu
δ
)
. (44)
In fact, from (41) and
∥∥AT−Ts(wu + ws)∥∥ = λT−Tsu ‖wu‖, we obtain that for all ε with Tε ≥ T − Ts,
including z0 = zs, we have∥∥DΦTzεv∥∥ ≥ λT−Tsu (1− δ(ηmax(e, η) 4e2λ2uλu − 1 + 1
))
‖wu‖ . (45)
From (40), for all ε with Tε ≤ T − Ts, we have:∥∥∥DΦjζεDΦTs+Tεzε v∥∥∥ ≤ ∥∥∥DΦjζε∥∥∥∥∥DΦTs+Tεzε v∥∥
≤
∥∥∥DΦjζε∥∥∥(∥∥ATεw∥∥+ λTεu δ(ηmax(e, η) 4e2λ2uλu − 1 + 1
)
‖w‖
)
≤
∥∥∥DΦjζε∥∥∥λTεu ‖wu‖(1 + δ(ηmax(e, η) 4e2λ2uλu − 1 + 1
))
. (46)
Since for all ε with
Tε ≥ (T − Ts) lnλ
lnλ+ lnλu
,
we have
λj
λTεu
=
λT−Ts−Tε
λTεu
≤ 1,
using also
δ
(
ηmax(e, η)
4e2λ2u
λu − 1 + 1
)
≤ 1
2eT
, 4e3λuδ <
1
4T
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we have
1 + δ
(
ηmax(e, η)
4e2λ2u
λu−1 + 1
)
1− δ
(
ηmax(e, η)
4e2λ2u
λu−1 + 1
) (1 + 4e3λu λj
λTεu
δ
)
≤
(
1 +
1
T
)
,
so that, from (44), we immediately obtain (18).
Proof of (11). We have:
∆ε =
∣∣∣ΦTs1 (zε)− ws(ΦTs2 (zε))∣∣∣ ≤ ∣∣∣ΦTs1 (zε)− ΦTs1 (zs)∣∣∣+ ∣∣∣ws(ΦTs2 (zs))− ws(ΦTs2 (zε))∣∣∣
≤ λTsΦ ε+ λwλTsΦ ε ≤ (1 + λw)λTsΦ ε.
Proof of Lemma 4.1. We consider the segments which join Φk(piε) and Φ
k(ΦTs(zε)), and define
∆k1 =
∣∣Φk1(ΦTs(zε))− Φk1(piε)∣∣
∆k2 =
∣∣Φk2(ΦTs(zε))− Φk2(piε)∣∣ .
We prove that, for all the k such that Φk(piε),Φ
k(ΦTs(zε)) ≤ B(Aδ), for A > 1, we have
∆k2 < ∆
k
1 .
In fact, we have ∆01 = ∆ε, ∆
0
2 = 0; then, if ∆
k−1
2 < ∆
k−1
1 , we have
∆k2 =
∣∣Φk2(ΦTs(zε))− Φk2(piε)∣∣ = ∣∣Φ2(Φk−1(ΦTs(zε)))− Φ2(Φk−1(piε))∣∣
≤ 1
λu
∆k−12 +
∣∣f2(Φk−1(ΦTs(zε)))− f2(Φk−1(piε))∣∣
≤ 1
λu
∆k−12 +Aηδ(∆
k−1
1 + ∆
k−1
2 ) ≤
( 1
λu
+ 2Aηδ
)
∆k−11 < ∆
k−1
1
as soon as
1
λu
+ 2Aηδ < 1.
Therefore, we have
∆k1 =
∣∣Φk1(ΦTs(zε))− Φk1(piε)∣∣ ≤ λu∆k−11 +Aηδ(∆k−11 + ∆k−12 )
≤ (λu + 2ηAδ)∆k−11 ≤ (λu + 2ηAδ)k∆01 = λku
(
1 +
2ηAδ
λu
)k
∆ε ≤ eλku∆ε
and
∆k1 ≥ λu∆k−11 −Aη(∆k−11 + ∆k−12 ) ≥ (λu − 2Aηδ)∆k−11
≥ λku
(
1− 2ηAδ
λu
)k
∆ε ≥ 1
e
λku∆ε
as soon as k ≤ T and
2ηAδ
λu
≤ 1
2k
.
We obtained
1
e
λku∆ε ≤ ∆k1 ≤ eλku∆ε.
We now provide an estimate of Φk1(piε) and Φ
k
2(piε). We consider the segment which joins the origin (0, 0)
and Φk(piε) and define
δk1 =
∣∣Φk1(piε)∣∣ , δk2 = ∣∣Φk2(piε)∣∣ .
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We have δk1 < δ
k
2 for any k. In fact, since piε ∈ B(δ) and piε ∈ W ls, then Φk(piε) ∈ B(δ) for any k and we
have
δk1 =
∣∣Φk1(piε)∣∣ = ∣∣ws(Φk2(piε))∣∣ ≤ η ∣∣Φk2(piε)∣∣2 ≤ ηδδk2 < δk2
as soon as
ηδ < 1.
For k = 0 we have
δ01 = |(piε)1| = |ws((piε)2)| ≤ η
∣∣∣ΦTs2 (zs)∣∣∣2 ≤ ηδ ∣∣∣ΦTs2 (zs)∣∣∣ ≤ ηδ2 , δ02 = ∣∣∣ΦTs2 (zs)∣∣∣ ≤ δ
Then, we have
δk2 =
∣∣Φk2(piε)∣∣ = ∣∣Φ2(Φk−1(piε))∣∣ ≤ 1λu ∣∣Φk−12 (piε)∣∣+ η ∥∥Φk−1(piε)∥∥2 ≤ 1λu δk−12 + η(δk−12 )2
≤
( 1
λu
+ ηδ
)
δk−12 ≤
( 1
λu
+ ηδ
)k
δ02 ≤
1
λku
(
1 + ηλuδ
)k
δ ≤ 1
λku
eδ
as soon as
ηλuδ ≤ 1
ek
,
and
δk1 =
∣∣ws(Φk2(piε)∣∣ ≤ η ∣∣Φk2(piε)∣∣2 = η(δk2 )2 ≤ ηe 1λku δ.
Therefore, from
1
e
λku∆ε ≤
∣∣Φk1(ΦTs(zε))− Φk1(piε)∣∣ ≤ eλku∆ε
we have
1
e
λku∆ε − ηe
1
λku
δ ≤ ∣∣Φk1(ΦTs(zε))∣∣ ≤ eλku∆ε + ηe 1λku δ.
Finally, from ∆k2 < ∆
k
1 we have∣∣Φk2(ΦTs(zε))∣∣ ≤ ∆k1 + ∣∣Φk2(piε)∣∣ ≤ eλku∆ε + 1λku eδ.
From the definition of Tε, we have
eδ
∆ε
≤ λTεu <
λueδ
∆ε
,
and therefore we have
δ − η∆ε ≤ δ − ηe δ
λTεu
≤ ∣∣Φk1(ΦTs(zε))∣∣ ≤ e2λuδ + η∆ε∣∣Φk2(ΦTs(zε))∣∣ ≤ e2λuδ + 2η∆ε.
Therefore, since ∆ε ≤ (1 + λw)λTsΦ ε, as soon as
max(1, η)(1 + λw)λ
Tsε < δ2
we have∥∥Φk(ΦTs(zε))∥∥ ≤ e2λuδ + 2η∆ε ≤ e2λuδ + 2η(1 + λw)λTsΦ ε < e2λuδ + δ2 < 2e2λuδ = Aδ
for A = 2e2λu. The thresholds conditions on δ become
δ ≤ 1
4e2λuη
(
1− 1
λu
)
, δ ≤ 1
8e2η
1
Tε
, δ ≤ 1
2e3λ2uη
1
Tε
.
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We now consider the point
ζε =
(
ΦTs+Tε1 (zε), wu(Φ
Ts+Tε
1 (zε))
)
and the segments which join Φ−k(ζε) and Φ−k(ΦTs+Tε(zε)), for k ≤ Tε. We already know that Φ−k(ΦTs+Tε(zε)) ∈
B(Aδ), and
‖ζε‖ =
∥∥∥(ΦTs+Tε(zε), wu(ΦTs+Tε(zε)))∥∥∥ ≤ max(Aδ, ηAδ2) ≤ Aδ
as soon as ηδ ≤ 1. By definition of local unstable manifold, we have Φ−k(ζε) ∈ B(Aδ). We define
∆−k1 =
∣∣∣Φ−k+Ts+Tε1 (zε)− Φ−k1 (ζε)∣∣∣
∆−k2 =
∣∣∣Φ−k+Ts+Tε2 (zε))− Φ−k2 (ζε)∣∣∣ ,
in particular we have
∆01 = 0 , ∆
0
2 := ∆
ε.
By repeating the above arguments using the inverse map Φ−1(x), we have ∆−k1 < ∆
−k
2 for any k and:
1
e
λku∆
ε ≤ ∆−k2 ≤ eλku∆ε
∆ε =
∣∣∣ΦTs+Tε2 (zε)− (ζε)2∣∣∣ ≤ e
λTεu
∆−Tε2 ≤
e
λTεu
2Aδ.
It remains to prove (40). For any k ≤ Tε, we have:∥∥Φk(ΦTs(zε))∥∥ ≤ eλku∆ε + max(1, η)e 1λku δ ≤ e2 λuλTε−ku δ + max(1, η)e 1λku δ
and
Tε−1∑
k=0
∥∥Φk(ΦTs(zε))∥∥ ≤ Tε−1∑
k=0
(
e2
λu
λTε−ku
+ max(1, η)e
1
λku
)
δ
≤ 2eλu max(e, η)δ
Tε∑
k=0
1
λku
≤ 2eλu max(e, η) λu
λu − 1δ.
so that, by using also lemma 5.1, we have:∥∥∥DΦTεΦTs (zε)DΦTszε v −ATεDΦTszε v∥∥∥ ≤ ∥∥∥DΦTεΦTs (zε) −ATε∥∥∥ ∥∥DΦTszε v∥∥
≤ ηλTεu
(
1 + 2ηe2δ
)Tε−1 Tε−1∑
k=0
∥∥Φk(ΦTs(zε))∥∥ ∥∥DΦTszε v∥∥
≤ ηmax(e, η) 2e
2λ2u
λu − 1 λ
Tε
u δ
∥∥DΦTszε v∥∥ .
We have ∥∥DΦTs+Tεzε v −ATεw∥∥ ≤ ∥∥∥DΦTεΦTs (zε)DΦTszε v −ATεDΦTszε v∥∥∥+ ∥∥ATε(DΦTszε v − w)∥∥
≤ ηmax(e, η) 2e
2λ2u
λu − 1 λ
Tε
u δ
∥∥DΦTszε v∥∥+ ‖A‖Tε ∥∥DΦTszε v − w∥∥
≤ ηmax(e, η) 2e
2λ2u
λu − 1 λ
Tε
u δ
(
‖w‖+ ∥∥DΦTszε v − w∥∥)+ λuTε ∥∥DΦTszε v − w∥∥
19
and using (10) and ‖w‖ = ‖wu‖ we obtain∥∥DΦTs+Tεzε v −ATεw∥∥ ≤ λTεu (ηmax(e, η) 2e2λ2uλu − 1 δ(1 + λTsε) + λTsε
)
‖wu‖
and, since λTsε ≤ δ2 ≤ δ ≤ 1:∥∥DΦTs+Tεzε v −ATε(wu + ws)∥∥ ≤ λTεu δ(ηmax(e, η) 4e2λ2uλu − 1 + 1
)
‖wu‖ . (47)
5 Two Technical Lemmas
In this Section we prove two technical Lemmas which we obtain by using Lipschitz inequalities for Φ and
DΦ.
Lemma 5.1 Let U ⊆ Rn be a neighbourhood of 0, and Φ : U → Rn be a smooth map:
Φ(z) = Az + f(z)
with fi(0, . . . , 0) = 0,
∂fi
∂zj
(0, . . . , 0) = 0 for any i, j and, for any z ∈ B(R), satisfying
‖f(z)‖ ≤ η ‖z‖2 , ‖Dfz‖ ≤ η ‖z‖ , ‖DΦz‖ ≤ l.
Then, for any z,K such that Φk(z) ∈ B(R) for any k = 0, . . . ,K, we have
∥∥DΦkz −Ak∥∥ ≤ η k−1∑
j=0
λju
∥∥Φj(z)∥∥ (λu + η ∥∥Φj+1(z)∥∥) . . . (λu + η ∥∥Φk−1(z)∥∥) (48)
and ∥∥DΦkz −Ak∥∥ ≤ η(λu + η max
j≤k−1
∥∥Φj(z)∥∥)k−1 k−1∑
j=0
∥∥Φj(z)∥∥ . (49)
Proof of Lemma 5.1. For k = 1 we have ‖DΦz −A‖ = ‖Dfz‖ ≤ η ‖z‖. For generic k ≤ K, since
‖A‖ = λu, we have∥∥DΦkz −Ak∥∥ ≤ ∥∥DΦΦk−1(z)DΦk−1z −Ak∥∥ = ∥∥DΦΦk−1(z)(DΦk−1z −Ak−1) + (DΦΦk−1(z) −A)Ak−1∥∥
≤ ∥∥DΦΦk−1(z)∥∥∥∥DΦk−1z −Ak−1∥∥+ ∥∥DΦΦk−1(z) −A∥∥ ‖A‖k−1
=
∥∥A+DfΦk−1(z)∥∥∥∥DΦk−1z −Ak−1∥∥+ ∥∥DΦΦk−1(z) −A∥∥ ‖A‖k−1
≤ (λu + η ∥∥Φk−1(z)∥∥) ∥∥DΦk−1z −Ak−1∥∥+ η ∥∥Φk−1(z)∥∥λk−1u .
Assuming that (48) is valid for k − 1, we have
∥∥DΦkz −Ak∥∥ ≤ (λu + η ∥∥Φk−1(z)∥∥) η k−2∑
j=0
λju
∥∥Φj(z)∥∥ (λu + η ∥∥Φj+1(z)∥∥) . . . (λu + η ∥∥Φk−2(z)∥∥)
+η
∥∥Φk−1(z)∥∥λk−1u = η k−2∑
j=0
λju
∥∥Φj(z)∥∥ (λu + η ∥∥Φj+1(z)∥∥) . . . (λu + η ∥∥Φk−1(z)∥∥)+ η ∥∥Φk−1(z)∥∥λk−1u
= η
k−1∑
j=0
λju
∥∥Φj(z)∥∥ (λu + η ∥∥Φj+1(z)∥∥) . . . (λu + η ∥∥Φk−1(z)∥∥) .
From (48) we immediately obtain (49).
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Lemma 5.2 Let U ⊆ Rn be a neighbourhood of 0, and Φ : U → Rn be a smooth map with finite Lipschitz
constants λΦ, λDΦ for Φ and DΦ respectively. For any initial conditions z
′
0, z
′′
0 , their time–evolutions
z′k = Φ
k(z′0), z
′′
k = Φ
k(z′′0 ) satisfy
‖z′T − z′′T ‖ ≤ λTΦ ‖z′0 − z′′0 ‖ (50)
and for any v 6= 0, the time–evolution of the tangent vectors
v′T = DΦ
T
z′0
v , v′′T = DΦ
T
z′′0
v
satisfies
‖v′T − v′′T ‖
‖v′′T ‖
≤ λT ‖z′0 − z′′0 ‖ . (51)
with
λ = max
(
λΦ,
‖DΦ‖+ λDΦ
σ
)
where σ = minz∈U min‖v‖=1 ‖DΦzv‖.
Proof of Lemma 5.2. We prove (50) by induction on T . If T = 1 we have
‖z′1 − z′′1 ‖ = ‖Φ(z′0)− Φ(z′′0 )‖ ≤ λΦ ‖z′0 − z′′0 ‖ .
Le us assume ∥∥z′T−1 − z′′T−1∥∥ ≤ λT−1Φ ‖z′0 − z′′0 ‖ .
Then, we have
‖z′T − z′′T ‖ =
∥∥Φ(z′T−1)− Φ(z′′T−1)∥∥ ≤ λΦ ∥∥z′T−1 − z′′T−1∥∥ ≤ λTΦ ‖z′0 − z′′0 ‖ .
Then, let us prove (51) by induction on T . If T = 1, we have
‖v′1 − v′′1‖
‖v′′1‖
=
∥∥(DΦz′0 −DΦz′′0 )v∥∥
‖v′′1‖
=
∥∥(DΦz′0 −DΦz′′0 )v∥∥
‖v‖
‖v‖
‖v′′1‖
=
∥∥(DΦz′0 −DΦz′′0 )v∥∥
‖v‖
‖v‖∥∥DΦz′′0 v∥∥ .
By Lipschitz estimate and inequality (8) we have:∥∥(DΦz′0 −DΦz′′0 )v∥∥
‖v‖ ≤
∥∥DΦz′0 −DΦz′′0 ∥∥ ≤ λDΦ ‖z′0 − z′′0 ‖∥∥DΦz′′0 v∥∥
‖v‖ ≥ min‖v‖=1
∥∥DΦz′′0 v∥∥ = σ > 0,
and therefore we obtain ‖v′1 − v′′1‖
‖v′′1‖
≤ λDΦ
σ
‖z′0 − z′′0 ‖ ≤ λ ‖z′0 − z′′0 ‖ .
We now assume that (51) is satisfied for T − 1, that is:∥∥v′T−1 − v′′T−1∥∥∥∥v′′T−1∥∥ ≤ λT−1 ‖z′0 − z′′0 ‖ . (52)
Then, let us consider
‖v′T − v′′T ‖
‖v′′T ‖
=
∥∥∥DΦz′T−1v′T−1 −DΦz′′T−1v′′T−1∥∥∥
‖v′′T ‖
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≤∥∥∥DΦz′T−1(v′T−1 − v′′T−1)∥∥∥
‖v′′T ‖
+
∥∥∥(DΦz′T−1 −DΦz′′T−1)v′′T−1∥∥∥
‖v′′T ‖
≤
(
sup
z
‖DΦz‖
)∥∥v′T−1 − v′′T−1∥∥
‖v′′T ‖
+
∥∥∥DΦz′T−1 −DΦz′′T−1∥∥∥
∥∥v′′T−1∥∥
‖v′′T ‖
=
(
sup
z
‖DΦz‖
)∥∥v′T−1 − v′′T−1∥∥∥∥v′′T−1∥∥
∥∥v′′T−1∥∥
‖v′′T ‖
+ λDΦ
∥∥z′T−1 − z′′T−1∥∥ ∥∥v′′T−1∥∥‖v′′T ‖ .
Using (8): ∥∥v′′T−1∥∥
‖v′′T ‖
=
∥∥v′′T−1∥∥∥∥∥DΦz′′T−1v′′T−1∥∥∥ ≤
1
σ
and (50), (52), we obtain
‖v′T − v′′T ‖
‖v′′T ‖
≤
(
supz ‖DΦz‖
)
σ
λT−1 ‖z′0 − z′′0 ‖+
λDΦ
σ
λT−1Φ ‖z′0 − z′′0 ‖
=
(
supz ‖DΦz‖
)
λT−1 + λDΦλT−1Φ
σ
‖z′0 − z′′0 ‖ ≤ λT ‖z′0 − z′′0 ‖ .

6 Conclusions
In this paper we have explained why the FLI indicators, suitably modified by the introduction of test
functions, may be used for high precision computations of the stable and unstable manifolds of dynamical
systems, including the critical computations of the so called tube manifolds of the restricted three–body
problem. An advantage of the FLI method is that it does not requires a preliminary high precision
localization of the hyperbolic fixed points or periodic orbits to provide high precision computations of
their stable and unstable manifolds. This is particularly useful for practical applications, since additional
perturbations can be easily included in the numerical computations.
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