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As we advance into the “quantum era”, the development of processors able
to efficiently simulate and compute complicated problems using fundamen-
tal quantum physics laws progresses speedily. Two common approaches for
quantum information processing rely on either discrete qubits (the building
blocks of a quantum processor) or dense continuous variable computing. Not
only computing quantum information is important, but also establishing a
communication channel between remote quantum processors is necessary. The
networking packet must itself be quantum. This suggests employing elementary
particles of light – photons – for quantum communication and networking, as
nothing travels faster than the speed of light.
Single photons themselves can also be manipulated at ultra fast tempo to per-
form quantum algorithms. Contrarily to their localized counterparts, photons
make for resilient qubits. Photons do not interact with other photons, and are
not susceptible to decoherence resulting from electromagnetic or thermal noise.
Millions of single photons can be produced per second, making possible their
efficient implementation in gate operations and parallel processing using linear
optics setups. These properties make them ideal candidates for applications in
quantum communication and quantum information processing.
All these applications require, however, a source of single photons with ideal
properties. The source should be on-demand, i.e. produce one single photon for
every trigger event with very high – ideally 100% – probability. No other states
of light should be created: the states should be pure single photon Fock-states.
All photons emitted by the source should have exactly the same characteristics:
they should be indistinguishable from one another. Finally, this technology
should be scalable. These requirements are technically challenging to meet.
This thesis describes the experimental realization of a new platform for effi-
ciently generating single photons with ideal properties. This work presents the
vi
record-efficiency single photon source to-date, and a detailed study of the im-
portant technical parameters necessary for this technological achievement. The
document is strongly based on the publications resulting from this project.
In Chapter 1, an introduction to this thesis is presented, starting with the
motivation for this work. The relevant physics and technical concepts that act
as a foundation for this project are discussed. Alternative technologies and
implementations of single photon sources are presented, acting as a comparative
measure for our own results.
Chapter 2 discusses the technical parameters, important for designing a device
able to produce single photons rapidly and on demand. We employ gated
semiconductor quantum dots coupled to an open-access optical microcavity.
The microcavity is formed by a ultra-low loss semiconductor mirror and a
dielectric mirror, with optimized losses for maximum quantum efficiency of the
system. The microcavity is characterized, yielding experimentally the expected
optical properties. The experimental setup and optical microscope employed
in the main experiments throughout this work are disclosed. The concepts
of the single photon purity and indistinguishability are introduced, with a
representation on how to measure and deduce them from experiments. Finally,
an estimate on the possible end-to-end efficiency of the single photon source is
calculated from all the designed and characterized parameters in the device.
In Chapter 3 the excitation mechanism of a two-level system mediated by a
cavity with non-degenerate polarized modes is elucidated. In this work, we
exploit a circular/cyclic transition in the quantum dot and couple it to a linearly
polarized cavity mode. We excite the transition by launching short pulses of
light via a detuned cavity mode, with orthogonal polarization. In this scheme
the detuned cavity acts as a dispersive filter on the laser pulse, modifying
its spectral components, and making the excitation mechanism non-trivial.
We show that a near-unity population inversion can be achieved if the input
laser is optimally detuned from the resonant frequency, and the influence of
phonon-induced dephasing on the process.
Chapter 4 discusses the effect of optical losses at the surface of the gated
semiconductor heterostructure. A highly reflective semiconductor distributed
Bragg reflector (DBR) containing a gated region near the surface is combined
with a highly reflective dielectric DBR. An ultra high Q-factor cavity is expected
from such assembly. In reality, modest values ofQ-factor, about 15 times smaller
than expected, are measured near the stopband center of the semiconductor
DBR. We use the open-access cavity as a sensor to probe the wavelength
dependence of the Q-factor. This analysis indicates an exponential dependence
of the losses as a function of wavelength, indicating a Franz-Keldysh-like
absorption, a consequence of surface charge states. A method to passivate
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the surface is developed and implemented. After passivation the measured
Q-factors correspond to the design values, apart from a small contribution from
scattering losses, due to intrinsic surface roughness. The passivation layer is
shown to have a dual role: extinguishing optical losses due to Frank-Keldysh-
like absorption, and mitigating the scattering losses due to roughness. This
result is essential to achieve high-quality low-loss semiconductor mirrors for
applications, such as the efficient single photon source central to this thesis.
In Chapter 5, the experimental realization of a highly efficient single photon
source is presented. The device envisioned and constructed in the previous
chapters is experimentally tested. The tunability of the system allows for
an individual characterization of the relevant parameters: the single-photon
emission into the cavity mode β, and the extraction efficiency of the cavity
ηout, which correspond to the designed values. Using a pulsed excitation
laser, one observes Rabi oscillations. A record high end-to-end efficiency in
single photon sources is achieved, presenting optimal single photon purity and
indistinguishability of successively emitted photons. This work is also novel in
achieving a maintained coherence of the system for unprecedented timescales,
while generating single photons at MHz rates.
Finally, in Chapter 6 we investigate the mode-splitting of the fundamental
resonances in a semiconductor optical cavity. Employing a microcavity formed
by a high-reflectivity dielectric DBR and a semiconductor DBR assembled on
top of a strain-piezo, we inquire the effect of uniaxial stress onto an induced
birefringence in the semiconductor heterostructure. The microcavity functions
as a sensor for the intrinsic crystal birefringence across a large spectral range.
The photoluminescence of quantum dots embedded in the sample is used to
gauge the absolute stress induced in the material. The dispersive behavior
of the stress-induced birefringence allows for a quantitative description of the
photoelastic effect in the sample. The control over the cavity’s mode-splitting
is essential for applications in cavity quantum electrodynamic experiments. For
instance, in sources of polarized single photons, increasing the mode-splitting
aids higher efficiencies. On the other hand, experiments relying on circularly
polarized excitation schemes benefit of having degenerate linearly polarized
modes.
We conclude this work in Chapter 7 by discussing prospects and further
improvements for the presented single photon source, as well as presenting
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“Nature isn’t classical, dammit, and if you want to make a simulation of nature,
you’d better make it quantum mechanical, and by golly it’s a wonderful problem,
because it doesn’t look so easy”
- R. P. Feynman
At the beginning of the 20th century the first formulations of the quantum me-
chanical theory arose. The concept that nature organizes itself microscopically
in a quantized indivisible manner led (and still leads) humanity not only to
understanding fundamental processes in nature, but also to the development of
technologies that have changed the world. About half a century later, with the
development of the first transistors, the first digital technologies made way for
the “information age”. By the 1980s, a variety of quantum-related technologies
had already touched, directly or indirectly, the lives of every human being
on Earth. Around the same time, Richard Feynman proposed that, in order
to compute or simulate nature, we need a computer that behaves the same
way nature does,1 otherwise finding a solution becomes an impossible task in
a finite amount of time. In order to solve a classical-world problem with an
n-dimensional space, n classical binary bits (which can be deterministically in
either a 0 or 1 state at a given time) are necessaryi. The quantum counterpart
requires a search in a 2n-dimensional space.2 A discrete quantum bit (qubit)
can be in a coherent superposition of both states, |Ψ〉 = α |0〉+β |1〉, where |α|2
and |β|2 dictate the probability of measuring one or the other configuration.
This inherent property is exactly what Feynman was searching for.
Fast forward to the present day, the implementation of qubits in a variety of
quantum physical systems has been successfully achieved. A variety of two-level
systems can be employed as qubits: a single spin which is either in a spin-up or
spin-down configuration;3 a charged particle (an electron or a hole) trapped in
iThis is valid for a generic classical processor or computer implementing binary system
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a double potential, like a double quantum dot – the charge is localized in either
right or left potential minimum –;3,4 an atom or ion that is in its ground or
excited state, containing or not an extra charge;5,6 a superconducting circuit
encoding information in the directionality of the current flow;7 or a photon
that encodes its state in its polarization, color or time of arrival.8 To this day,
quantum advantage, defined as the ability of a quantum processor to solve a
problem that no classical processor can solve in a feasible amount of time,9
has been arguably demonstrated with superconducting10 qubitsii and, more
recently, with photons.11
Although many physical systems can be employed for quantum processing
itself, the most obvious candidate to transport quantum information between
remote processors is an optical photon. By nature, photons are the fastest
traveling entity in the universe, moving at the speed of light. Due to their
bosonic nature, photons are non-interacting among themselves, and they are
weakly susceptible to environmental noise and losses. Encoding information
in one of these quantum particles is relatively easy. The technology employed
to manipulate these quantum particles is classical – lenses, mirrors, beam-
splitters –, and they can be operated at room-temperature. Finally, photons
are optimal entities to mediate interactions with other quantum nodes such
as atoms,12 ions,5,13 color centers in crystals,14,15 quantum dots,8,16,17 and
optomechanical systems.18,19 In conclusion, single photons are arguably the
best platform for networking remote quantum processors, they can be used
themselves for discrete quantum information processing or as intermediaries in
quantum gatesiii.
Given these advantages, a source that creates single photons on demand is
of crucial interest.8 This means that upon a trigger signal, the device should
produce one (and only one) photon; if there is no trigger, no photon should be
produced. The characteristic time associated with the emission of a photon,
together with its emission probability, defines the source’s brightness. Ideally,
one would want to produce single photons with a very high repetition rate
– higher than GHz – and in a deterministic fashion (with 100% probability).
This goal is technologically very challenging to achieve. Furthermore, the
source should have a high single photon purity, i.e. it should emit only single
photon Fock-states. Finally, all consecutive photons emitted by the source
should be completely identical to one another in color, wavepacket overlap
iiThere has been debates whether this result configures true quantum advantage, or whether
a classical super-computer could solve the proposed problem in a few days. A conclusive
answer has not been reached.
iiiAnother technique for efficient quantum information processing proposed in 1999 is the
one of continuous variable quantum computing, which relies on dense quantum modes,
rather than discrete qubits. The focus of the discussion presented in this thesis is that of
discrete qubit quantum computing.
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and polarization: this is characterized by the single photon indistinguishabil-
ity, quantified by the two-photon, or Hong-Ou-Mandel (HOM), interference
visibility.20 These properties are used to characterize a single photon source,
achievable at different degrees for different technologies.
Up to this date, the first most commonly used technique to create single
photons for commercial applications is to highly attenuate a laser beam, until
there is a very small probability of having any photon-number larger than |1〉
going through the system. The clear downside of this method is that this is
obtained at the cost of also highly diminishing the single-photon probability,
limiting the efficiency to a few percent. Furthermore, the statistical properties
of the output beam remain that of a coherent state, and therefore with classical
characteristics.
The second most employed technique relies on spontaneous parametric down-
conversion (SPDC), where an input laser beam is down-converted into two
beams by a non-linear crystal. The detection of a photon in one of the
beams heralds the presence of another single photon in the opposite beam.
Sources relying on SPDC present high photon indistinguishability, with Hong-
Ou-Mandel visibilities in the order of ∼ 95%.21 The drawback is that the
photon creation process is non-deterministic, and there is a trade-off in the
process between single photon purity and efficiency. One can compensate
the probabilistic process by multiplexing the heralded photons, increasing
considerably the single photon source efficiency.22 Still, the repetition rate at
which such sources can be operated is limited by the multiplexing rate.
1.1 An artificial atom as a source of single photons
Any two-level system with an active optical transition between a ground state
|g〉 and an excited state |e〉 is a natural source of single photons. Assuming that
this two-level system is initially in the excited state, it will decay back to its
ground state by spontaneously emitting a photon with an energy corresponding
to the energy difference between |e〉 and |g〉, with respective photon frequency
ω0. This process, which can also be assisted by phonns or by a non-radiative
decay channel, happens at a radiative decay rate γ. This rate is given by
Fermi’s golden rule,23 and is therefore proportional to the density of states. If
the decay rate of the two-level system is given by the inverse of the radiative









where n is the refractive index of the bulk medium the two-level atom is
embedded in, ε0 is the vacuum’s electric permittivity, ~ is the reduced Planck’s
constant, c is the speed of light in vacuum, and µ is the optical transition’s
dipole moment. In a bulk medium photons are emitted into a continuum of
modes; the optical power is dissipated following the emission pattern of an
electrical dipole, with a density of photonic modes proportional to the frequency
squared, ω20 , in free space.
Atoms12,24 and ions13,25 are examples of two-level emitters which are commonly
used as sources of single photons. They are however challenging to single-out,
trap and retain. The need for laser cooling and the additional preparation steps
also add extra time and resource overheads. A notable feature of such systems
is their long-lived transitions, generally making their wave-packet duration in
the micro-second regime and limiting their single photon generation rate. Fur-
thermore, timing jitteriv limits the HOM visibility to modest values12,13,24,25
below 80%.
Emitters in the solid-state are naturally trapped in space,26 and behave as
“artificial atoms”. Semiconductor quantum dots (QDs) are nanometric islets of
a smaller band-gap material within a material matrix with a larger band-gap
energy. Figure 1.1a depicts a QD representative of the ones used in this
thesis: a nanometric island of indium arsenide (InAs) is formed thanks to a
strain-relaxation process during epitaxial growth of lattice-mismatched InAs
over gallium arsenide (GaAs). The so-called Stranski-Krastanov27 growth
mechanism leaves behind a few monolayers of InAs (wetting layer) supporting
the QDs. The latter are then capped with GaAs and planar, fully epitaxial
growth, can resume.
Despite being formed by about 105 atomic nuclei, the ensemble behaves as a
single atom with discrete atomic transitions,16 as shown in Fig. 1.1b. A single
electron in the conduction band and a single hole in the valence band form a
bound electron-hole pair, an exciton, a representation of a two-level system. By
embedding the QDs within a gated p-i-n diode structure (Fig. 1.1c), one can
tunnel-couple the QD’s energy levels to a Fermi reservoir, and deterministically
load the QD with a number of charges via the Coulomb blockade effect, as
schematically depicted in Fig. 1.1d. One can create not only a neutral exciton,
so-called X0, in an initially empty QD, but also negatively (positively) charged
excitons X−N (X+N ) if the QD hosts initially N extra electrons (holes).16,28,29
Furthermore, the electric field between the gates in the diode can be modulated,
allowing for a fine-tuning of the optical transition frequency in the QD via
the DC quantum-confined Stark effect. Finally, QDs embedded in a gated
heterostructure have been shown to present reduced noise compared to ungated
ivUsually, a cavity-enhanced Raman transition is employed to excite the atom or ion. The
timing jitter arises from spontaneous emission back down to the initial state.
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structures30 leading to emission close to transform limited.31 The low-noise
















































Figure 1.1: Self-assembled semiconductor quantum dots. (a) Dark-field transmission
electron microscopy (TEM) image of a self-assembled InAs quantum dot embedded
in a GaAs matrix. Layers of GaAs and AlAs form a short period super-lattice (SPS)
above the quantum dot in the image, but can be grown with quarter-wave thicknesses
to form a distributed Bragg reflector (DBR) below the quantum dots. Courtesy of
Jean-Michel Chauveau and Arne Ludwig. (b) Energy level structure of an InAs QD
in a GaAs matrix. Black dots represent electrons and white dot represents a hole.
Upon excitation an electron is promoted to the conduction band and leaves a hole
behind in the valence band; the bound electron-hole pair is called an exciton. (c)
Semiconductor heterostructure comprising of a gated n-i-p diode with embedded QDs.
(d) The conduction band edge is tuned upon application of two different voltages
applied to the top gate of the heterostructure.
Contrarily to other solid-state emitters,32–34 semiconductor QDs have large
optical dipole moments (µ > 0.5nm · e in the infrared region of the spec-
trum29,35), very high36 radiative efficiency > 97%, and a relatively weak
coupling to phonons, making them prominent candidates for efficient single
photon sources. In the bulk semiconductor material, the QD emits single pho-
tons quasi-isotropically, and will hardly exit the high refractive index material
due to total internal reflection at the interface with vacuum. Both the radiative
decay rate and extraction of produced photons from the semiconductor material
can be improved by placing these artificial atoms into nanophotonic structures
such as photonic crystal cavities36,37 and microcavities,38–40 and exploiting
the Purcell effect. These nanostructures act effectively as an optical cavity,
enhancing the light-matter interaction.
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1.2 Cavity-enhanced spontaneous emission
A cavity is a structure that confines the electromagnetic field into a small mode
volume V . The confinement of the vacuum electric field Evac modulates the
local density of optical states. A Fabry-Perot resonator is a type of cavity
consisting of two mirrors with reflectivities R1 and R2 separated by an effective
distance L. Resonant light is confined between the two mirrors, eventually











where τcav is the photon’s lifetime in the cavity. The photon loss described by
κ, the full-width at half maximum (FWHM) of the resonant mode of frequency




When the QD and the cavity are in resonance, ωcav = ω0, they couple with a













Figure 1.2: Two-level system in an optical cavity. The two-level system initially in
the excited state decays, emitting a single photon, with a decay rate γ. The cavity
supports a resonant optical mode that decays with a rate κ. When at resonance, the
two-level system and the cavity couple with a coherent coupling rate g.
Figure 1.2 depicts the two-level system and cavity interaction, with the relevant
parameters. In the weak-coupling regime, when it is not the case that g  κ, γ,
1.2. Cavity-enhanced spontaneous emission 7





becoming Γ = FP · γ. The probability that the QD (initially in the excited
state) emits a photon into the optical mode defined by the cavity is given by
the so-called β factor, β = FP/(FP + 1). The cavity enhances the single photon
spontaneous emission process and funnels the generated photons into the cavity
mode. The photons finally exit the cavity with an extraction efficiency
ηout =
κ
κ+ γ . (1.6)
The overall quantum efficiency η, producing and collecting photons, is therefore
given by the product42 of β and ηout, i.e.
η = 4g
2
4g2 + κγ ·
κ
κ+ γ . (1.7)
For a QD in a Fabry-Perot type cavity, engineering γ and g is not always
trivial. The most flexible parameter one can tailor in the system thus relates
to the cavity decay rate κ. The maximal quantum efficiency for fixed γ and
g is found at a condition κ = 2g. This relies on the assumption that, besides
the intrinsic losses from the atom γ, the only loss channel in the system is the
cavity itself.
The cavity itself has two loss channels, the two mirrors, via which the photons
can escape. Ideally, one wishes to construct a system in which there is only one
loss channel, via which the photons are collected. In order to construct such a
system, one needs to minimize all other loss channels. In a real system, optical
absorption and scattering at the surfaces of the device add up to undesired
losses. The highly doped materials employed at the gates the p-i-n diode
surrounding the QDs absorb light strongly, resulting in further losses.
If one assumes that the losses of the cavity are composed of two main channels,
the optimal channel to be enhanced κopt (for instance the top mirror of a
vertical cavity) and a second channel including all undesired losses κloss, then
κ = κopt + κloss and Eq. 1.7 becomes
η = 4g
2
4g2 + (κopt + κloss)γ
· κopt
κopt + κloss + γ
. (1.8)
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For fixed γ, g and κloss, the quantum efficiency is a function of κopt and will
be maximal by implementing a cavity design in which
κopt =
√
(1 + κloss/γ)(4g2 + κlossγ). (1.9)
It is important to notice that κloss always results in a source of single photons
with reduced efficiency: from Eq. 1.8 it is easy to see that η ∝ 1/(κopt + κloss),
and for any κloss ≥ 0 we have 1κopt+κloss ≤
1
κopt
. Engineering the materials and
the system in order to get rid of any undesired optical losses is an essential
step to reach a near-deterministic single photon source.
1.3 Efficiently creating indistinguishable photons
In the solid-state, the quantum emitters couple their electronic states to the
local environment. Noise caused by the nuclear spins,30 fluctuating charges, and
vibrational modes (phonons) in the matrix material lead to a reduced coherence
in the QD’s state.43 In the case of QDs embedded in a diode structure, charge
noise is highly suppressed.30,31 The coupling of the QD to phononic modes
however is more difficult to remedy and can have an impact in the properties
of a single photon source.
The presence of high frequency phonons changes the excitation mechanism and
can lower the inversion efficiency for a driven QD,44,45 i.e. the probability Π
of exciting the transitionv can be less than unity. Lower frequency phonons
also reduce the photon indistinguishability via two mechanisms: they induce
the emission of photons detuned from the resonant transition, which are distin-
guishable from the resonantly-emitted photons; and they introduce dephasing
in the QD’s dipole moment, reducing the indistinguishability of consecutively
emitted resonant photons.43,46 Working in a high-Purcell-factor regime may
help mitigate – but not eliminate – these effects, and a way of achieving unity
indistinguishability is yet to be identified.
vThe excitation of a two-level sytem can be understood as a π-rotation on the Bloch sphere
from |g〉 to |e〉. In an ideal case, the path taken on the Bloch sphere to reach this rotation
is a direct one, but it can be modified by a variety of factors.
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1.4 Quantum information processing with optics
Achieving a near-ideal source of single photons brings us one step closer to
fulfilling Richard Feynmann’s aspiration. A universal quantum computer is a
(yet hypothetical) physical system that is able to simulate any other quantum
physical system in the universe. In general, a quantum computation involves
three steps: initialization of a quantum system, some transformation or process-
ing, and finally measurement or read-out stage. Quantum speedup compared to
classical computing relies on circuits with initial states and operations based on
quantum entanglement and quantum interference,47 which are characterized by
a negative Wigner function.48 There are a few ways in which one can construct
a universal quantum computer in the optical regime using linear-optical setups
made up of a combination of beam-splitters, phase-shifters and photodetectors.
One can, for instance use a remote quantum memory in combination with
projective measurements;49 or perform measurement-based processing, such
as the KLM protocol50vi. The latter requires feed-forward processing with
fast readout detectors and active dynamical control of the optical elements
in the setup. In order to move beyond the noise intermediate scale quantum
computing limit, streams of consecutively entangled photons, so-called cluster
states, are needed. Entangling single photons is itself not an ordinary task.
The creation of an efficient source of cluster states is another step further in
this journey.
There is, however, a class of problems that can be readily solved by employing
an ideal single photon source, the class of search and sampling. A device
designed for such kind of problems is not a universal quantum computer – it
is not able to develop an answer to a question about any arbitrary physical
system, but it is able to search or sample the probability distribution of a
specific answer to the problem. In the photonic regime, such class of problems
can be solved relying on quantum interference (instead of entangled photons),
in a generalized HOM setup with M optical modes, instead of only two. Such
a setup is schematically depicted in Fig. 1.3, and it is known as the boson
sampling problem.51 Similarly to one of the implementations of an optics-based
universal quantum computer, the boson sampling problem is also based on a
linear-optical setup. The fundamental difference is that this is a passive device.
A stream of N single photons is launched into a linear optical setup with
M (where M ∼ O(N2)) optical modes to be probed by M photodetectors.51
The setup itself contains O(M2) optical elements (beam-splitters and phase-
viFor the KLM-protocol50 the number of optical elements needed for each gate operation is





















M-mode linear optics setup
Figure 1.3: The problem of boson sampling. N indistinguishable single photons are
launched into a linear-optical setup composed of beam-splitters and phase-shifters,
representing a unitary transformation on the input. The photons will flow through
the setup and interfere at each beam-splitter node, making each of the two output
optical modes in the beam-splitter entangled. M photon-counting detectors sample
the output modes.
shifters). Indistinguishable photons will undergo quantum interference at the
beam-splitters and the output optical modes will be entangled. By selectively
modifying the reflectivity at the beam-splitters and/or the polarization of the
modes being probed, one can simulate different probability landscapes at the
output of the device.
A variety of induced errors can disturb the quantum nature of the information
processing in a linear-optics setup, and therefore make the output classically
solvablevii. For the procedure to present a quantum speedup and not be able to
be simulated in classical time, the initial state, the unitary transformations the
initial state go through and the measurement must retain the negativity of the
Wigner function.47,51,53 If the input is classical or has a Gaussian probability
distribution, the output state can always be simulated in polynomial time.
Similarly for the measurement method: if it’s a classical measurement, the input
state and transformations operated on it do not matter, as what is measured
is classical. It is not necessary that the unitary transformation performs a
quantum operation. In fact, if both the input and the unitary transformation
are quantum, there is still a chance that the output measured is classical, for
viiA computation of dimension n is said to be classically solvable if it is solvable in a
polynomial time, t(n) ∝ nk. For certain classes of problems, the time complexity scales
in exponential or factorial time, and are said to be not classically solvable problems.



























Figure 1.4: State-of-the-art single photon sources employing various nanophotonic
structures.13, 22, 36, 38, 40, 52 The plot outlines the different technologies as a function of
source brightness (measured in single photons created per second) and HOM visibility.
example by taking as input squeezed states of light and letting the unitary
transformation perform an anti-squeezing operation. If the input is quantum
and the transformation is classical, which is the case for a linear-optical network,
the probability distribution measured at the output can become intractable for
classical computers for large systems, as long as the output retains its quantum
character.
Of course, the transformation itself can be degraded due to losses and errors,
in which case the output state can become classical. Specifically in the boson
sampling algorithm, its quantum character is given by the interference of
indistinguishable photons. The photons interacting throughout the setup must
be “mode-matched”: they must be indistinguishable in color, polarization
and time of arrival at each beam-splitter, otherwise it reduces to the classical
light-beam interference case. If there are losses in the setup or in the input
state, such that quantum interference is impaired, the output can be simulated
classically. Overall in the boson sampling algorithm, the computation can be
classically performed if the number of mode-mismatched photons reaching the
photodetectors exceeds the number of mode-matched photons.47,53 For this
reason, even for a perfect transformation (no losses and a perfect polarization
matching) and measurement (photodetectors with 100% efficiency and zero
dark-counts), a source of single photons with an efficiency of at least 50% is
necessary, assuming these photons are perfectly indistinguishable.47 The lower
12 1. Introduction
the indistinguishability between the input photons, the higher the requirements
in terms of single photon production efficiency.47 Figure 1.4 presents the state-
of-the-art single photon sources sorted by brightness and indistinguishability.
This work presents the realization of the first deterministic source of single
photons to surpass the 50% efficiency threshold, paving the way to ideal single
photon sources for quantum computing and quantum information processing.
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2.1 Summary
The realization of a source of single photons with optimal properties is a
challenging task. Quantum algorithm applications impose demanding prereq-
uisites in terms of how rapidly and efficiently one can create and extract the
photons from a source. Furthermore, the source should produce pure states,
containing single photons only. Consecutively produced photons should be
indistinguishable from one another. All these stipulations require a careful
experimental design. Here, we the steps performed in designing and manufac-
turing a near-ideal single photon source are described. Single InAs quantum
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dots are employed as a source of photons. An optical microcavity, optimally
designed for maximum enhancement of photon production and extraction, is
constructed and characterized. The single photons leave the microcavity in
a Gaussian mode with a chosen linear polarization, and are collected into
a single-mode fiber. A detailed description of the experimental conditions,
including the optical microscope used to collect photons and the optical setups
used to characterize the source, is provided. The properties of the collected
photons are probed. A synchronous optimization of all material and setup
parameters lead to a near-ideal single photon source.
2.2 Introduction
Semiconductor quantum dots (QD) can mimic the properties of a two-level
system. When in the excited state, a QD can spontaneously decay back into
its ground state emitting one single photon, with the energy equal to the
fundamental energy gap. This process depends on the natural decay rate of the
emitter γ is and non-directional. Spontaneous emission can be enhanced via
the Purcell effect, if the QD is coupled (with a coupling rate g) to a resonant
microcavity. The microcavity has a second role: to create a preferential escape
channel for the emitted photons, acting as a “funnel” to collect them. The rate
at which photons leave the cavity is κ, and depend on the reflection coefficients
of the two mirrors. By considering only one of the mirrors as the preferred
channel of collection κopt, and accounting all undesired optical losses with κloss,
then a maximum quantum efficiency (producing and collecting photons) will
be given at κopt =
√
(1 + κloss/γ)(4g2 + κlossγ). Minimizing all unwanted loss
channels while maximizing the quantum efficiency requires a careful materials
selection and technological implementation.
The step-by-step description on how to construct and characterize a system with
optimized losses, for achieving a near-ideal single photon source, is elucidated
here.
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2.3 A microcavity for maximal quantum efficiency
2.3.1 Q-factor design of a one-sided cavity
In order to construct a microcavity to be employed in an efficient single photon
source, one has to carefully design its loss channels. Ideally, the cavity will only
have one loss channel: the one port via which single photons are collected. This
means that this “one-sided cavity” must be composed of one highly reflective
“bottom” mirror with very small losses, and a “top” mirror with optimized
losses.
The total loss rate in a resonant cavity κ can be quantified by determining
the cavity’s Q-factor, which can be limited by undesired absorption in gated
regions of the semiconductor heterostructure, surface-related absorption at the
semiconductor-air interface, and scattering. This means that the total loss rate
of the cavity κ has contributions from the preferred loss channel κtop and the
undesired channel κloss which accounts for all other losses: κ = κtop + κloss.
The bottom mirror, a semiconductor distributed Bragg reflector (DBR), has
a nominal design GaAs-(HL)46-active layer with H (L) a quarter-wave layer
(QWL) in GaAs (AlAs) at wavelength 940 nm. In practice, the layers become
gradually thinner during growth, and the effective center of the stopband lies
around λC ∼ 917 nm. The stopband’s center wavelength and its oscillations in
reflectivity can be very well described by postulating a linear change in thickness
during growth.54 The transmission loss is just 1 ppm; the absorption/scattering
losses amount to 373 ppm.54
In order to assess the losses in the entire semiconductor heterostructure (in-
cluding the free-carrier absorption in active layer) we probe the Q-factor with
an extremely reflective, extremely low-loss top mirror (transmitivity 116 ppm),
as shown in Fig. 2.1. We measure, at λ = 920nm, Q = 450, 000 ± 45, 000,
corresponding to κ/(2π) = (0.72 ± 0.07)GHz. We argue that this measured
quantity sets an upper bound for κloss in the constructed single photon source,
i.e. κloss/(2π) ≤ 0.72GHz, as all losses – except κtop – are maintained constant.
Now κtop can be devised to achieve a maximum quantum efficiency.
The conceived microcavity Q-factor was calculated using a one-dimensional
transfer matrix simulation (The Essential Macleod, Thin Film Center Inc.).
The top mirror, a dielectric DBR, is described using the design parameters
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κ/2π = (0.72 ± 0.07) GHz
Q = 450,000 ± 45,000 





















Figure 2.1: Upper bound of κloss. A microcavity composed of the semiconductor
heterostructure and a high reflectivity top mirror (116 ppm transmission) yields a
Q-factor 4.5 · 105 near the center of the stopband, at λ = 920nm, corresponding to
κ/(2π) = 0.72± 0.07GHz. This value sets the upper bound of κloss/(2π) ≤ 0.72GHz
in the experiment with a lower reflectivity top mirror with optimal design, making
κloss/κtotal ≤ 3%, where κtotal = κtop + κloss.
taking the manufacturer’s values for the refractive index (mirror design: silica-
(HL)7H with H (L) a QWL in the high- (low-) index material at wavelength
920 nm, refractive indices 2.09 (1.48)). The transmission loss per round trip of
the top mirror is 10,300 ppm. The simulated Q-factor for the semiconductor
DBR – GaAs active layer (6 QWLs) – air-gap (4 QWLs) – top mirror structure
is about 15,200 at the center of the stopband, a value obtained for a cavity
composed of two flat mirrors.
Another possible source of losses in a microcavity is diffraction losses at the
DBR mirrors, also termed “side-losses” in the micropillar community.55,56 The
reflectivity of a DBR mirror depends significantly on the angle of incidence,
and for a λ/4 stack, the reflectivity is maximized at the normal incidence.
The field inside a planar cavity has a small angular spread in k-space, the
reciprocal domain. This spread is centered around the normal angle and hence
all the components of the field experience nearly the same reflectivity. For
tightly confined modes, as is the case in a confocal microcavity, the angular
spread in k-space expands, increasing the losses in the DBR mirrors and
reducing the Q-factor. We carried out finite-element numerical simulations
(Wave-Optics Module, COMSOL Multiphysics) to probe the effect of the radius
of the curvature R on the Q-factor. Fig. 2.2a shows the Q-factor as a function
of the wavelength and R. Fig. 2.2b shows a cut-through of the data close to
the center of the stopband at 920 nm. As expected, for small radii the Q-factor
is a strong function of R and drops to 4,600 at R = 2.3µm. At large radii
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Figure 2.2: Effect of diffraction losses on the Q-factor. (a) Calculated Q-factor as a
function of the wavelength and the radius of the curvature of the top mirror, for a
microcavity composed of the bottom semiconductor DBR and a top 8-pair dielectric
DBR. The Q-factor is maximum at the center of the stopband (close to 920 nm). (b)
A cut-through of the data at the wavelength of 920 nm corresponding to the blue line
in part (a). The Q-factor drops significantly for radii smaller than 6µm signaling
diffraction losses. For larger radii the Q-factor approaches 15,200.
(R > 6µm), the Q-factor is a weak function of R, and saturates at a value
of 15,200. We use a top mirror with R = 11.98µm in our experiments (see
Fig. 2.4). We calculate a Q-factor of 15,000 for this R at the center of the
stopband, very close to the value at large radii. Hence, we conclude that side
losses are negligible in our experiment.
When further taking into consideration contributions from κloss/(2π) = 0.72GHz,
bounded from below by the measurement performed in Fig. 2.1, the Q-factor
calculated at the stopband center (λC ≈ 917 nm) with the designed top mirror
reduces to approximately 14,500.
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2.3.2 Semiconductor heterostructure
The heterostructure is grown by molecular beam epitaxy (MBE) and consists
of an n-i-p diode with embedded self-assembled InAs quantum dots (QDs).
This design allows for QD frequency tuning via the dc Stark effect as well
as QD charging via Coulomb blockade. The n-i-p diode is grown on top
of a semiconductor DBR, a planar bottom mirror, composed of 46 pairs of
AlAs (80.6 nm thick)/GaAs (67.9 nm thick) quarter-wave layers with a center
wavelength of nominally 940 nm (measured: 917 nm). Below the DBR, an
AlAs/GaAs short-period superlattice (SPS) composed of 18 periods of 2.0 nm
AlAs and 2.0 nm GaAs is grown for stress-relief and surface-smoothing.
From bottom to top (see Fig. 2.3a), the diode consists of an n-contact, 41.0 nm
Si-doped GaAs, n+, doping concentration 2 · 1018 cm−3. A 25.0 nm layer of
undoped GaAs acts as a tunnel barrier between the n-contact and the QDs.
The self-assembled InAs QDs are grown by the Stranski-Krastanov process and
the QD emission is blue-shifted via a flushing-step.57 The QDs are capped by
an 8.0 nm layer of GaAs. A blocking barrier, 190.4 nm of Al.33Ga.67As, reduces
current flowing across the diode in forward-bias. The p-contact consists of
5.0 nm of C-doped GaAs, p+ (doping concentration 2 · 1018 cm−3) followed by
20.0 nm of p++-GaAs (doping concentration 1 · 1019 cm−3). Finally, there is a
54.6 nm-thick GaAs capping layer.
The layer thicknesses are chosen to position the QDs at an antinode of the
vacuum electric field. The p-contact is centered around a node of the vacuum
electric field to minimize free-carrier absorption in the p-doped GaAs. Coulomb
blockade is established on times comparable to the radiative decay time for
GaAs tunnel barriers typically . 40 nm thick. This is less than the thickness of
a QWL thereby preventing the n-contact being positioned likewise at a node
of the vacuum electric field. However, at a photon energy 200 meV below the
bandgap,58 the free-carrier absorption of n+-GaAs (α ≈ 10 cm−1) is almost an
order-of-magnitude smaller than that of p++-GaAs (α ≈ 70 cm−1). The weak
free-carrier absorption of n+-GaAs is exploited in the design presented here by
using a standard 25 nm thick tunnel barrier. The n-contact is positioned close
to a vacuum field node, although not centered around the node itself.
After growth, individual 3.0× 2.5mm2 pieces are cleaved from the wafer. The
QD density increases from zero to ∼ 1010 cm−2 in a roughly centimeter-wide
stripe across the wafer. The sample used in the experiments presented here
was taken from this stripe. Its QD density, measured by photoluminescence
imaging, is approximately 7× 106 cm−2.
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Separate ohmic contacts are made to the p++ and n+ layers. For the n-contact,
the capping layer, the p-doped layers and part of the blocking barrier are
removed by a local etch in citric acid. On the new surface, NiAuGe is deposited
by electron-beam physical vapor deposition (EBPVD). Low-resistance contacts
form on thermal annealing. To contact the p-doped layer, the capping layer
is removed by another local etch. On the new surface, a Ti/Au contact pad
(100 nm thick) is deposited by EBPVD. Although this contact is not thermally
annealed, it provides a reasonably low-resistance contact to the top-gate on
account of the very high p-doping (Fig. 2.3a).
After fabricating the contacts to the n- and p-layers, the contacts are covered
with photoresist and a passivation layer is deposited onto the sample surface. A
thin native oxide layer on the surface is removed by etching a few nm of GaAs in
HCl. Following a rinse in deionized water, the sample is immersed in a bath of
ammonium sulfide ((NH4)2S). Subsequently, the sample is transferred rapidly
into the chamber of an atomic-layer deposition (ALD) setup. An 8 nm layer of
Al2O3 is deposited using ALD at a temperature of 150◦C. With the present
heterostructure, this process is essential to reduce surface-related absorption:













































Figure 2.3: Heterostructure design and numerical simulation of the microcavity. (a)
The semiconductor heterostructure consists of a DBR and an n-i-p diode structure
with embedded self-assembled InAs QDs. (b) Numerical simulation of the vacuum
electric field |Evac| confined by the microcavity (image to scale). (c) Color-scale
plot: normalized electric field within the SiO2 substrate supporting the “top” mirror.
Contour lines: fit of a Gaussian beam to the calculated normalized electric field.
The fit yields a beam waist of w0 = 1.05µm corresponding to a numerical aperture
of NA = 0.279. |Emax| is the maximum electric field amplitude in this particular
domain.
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advantage of the surface passivation lies in the fact that it prevents the native
oxide of GaAs from re-forming after its removal: it provides a stable termination
to the GaAs heterostructure.60 Following the surface-passivation procedure and
photoresist stripping, the NiAuGe and Ti/Au films are wire-bonded to large
Au pads on a sample holder. Using silver paint, macroscopic wires (twisted
pairs) are connected to the Au pads.
When applying a voltage across the gates of this n-type device, the neutral
exciton, X0, is observed at intermediate biases. The negatively-charged trion,
X−, is observed at more positive bias, and the positively-charged trion, X+ at
more negative voltages. This particular device presents a small leakage current
at the X− voltage, making it more appropriate to work with X+ instead. Given
a source of holes, n-type devices exhibit Coulomb blockade of positively-charged
excitons.28 The X0 and X+ can both be excited by the same laser pulse. The
splitting E(X+)− E(X0) varies from QD to QD in a range between 606 GHz
(QD1) to 143 GHz (QD3). We speculate that at lower voltages, the QD is
initially empty. On exciting an X0 the electron tunnels out rapidly leaving a
single hole, allowing the X+ transition. Should the QD lose its residual hole
for any reason, the process repeats very rapidly.
2.3.3 Curved mirror fabrication
The top mirror is fabricated in a 0.5mm thick fused-silica substrate. An
atomically-smooth crater is machined at the silica surface via CO2-laser abla-
tion.61,62 We achieve craters with a similar radius of curvature as described
in Ref.,62 but with a shallower profile by substituting the focusing lens in the
ablation setup by a lens with NA = 0.67.
The profile of the fabricated crater is measured by a confocal laser scanning
microscope (Keyence Corporation), as shown in Fig. 2.4a. From the two-
dimensional height profile, two principal axes can be identified, and the profile
parameters can be extracted (Fig. 2.4b). The radius of curvature of this crater
is R = (11.98 ± 0.02)µm and the sagittal height s = (0.41 ± 0.02)µm. The
two principal axis present an asymmetry of 4.5% in radius of curvature. After
laser ablation, the crater is coated with 8 QWL-pairs of Ta2O5 (refractive
index n = 2.09 at λ = 920nm) and SiO2 (n = 1.48 at λ = 920nm) layers
(terminating with a layer of Ta2O5) by ion-beam sputtering at a commercial
company (Laseroptik GmbH), see Fig. 2.3b.
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Figure 2.4: Geometrical characterization of the curved mirror. Following CO2-laser
machining, the fabricated crater’s profile is measured with a confocal laser scanning
microscope. (a) Height map of the crater determined with sub-nm resolution. From
the height map, the two principal planes are extracted by fitting a two-dimensional
Gaussian function to the data. (b) By evaluating the height information along the two
principal axes, it is possible to extract the crater’s parameters such as the radius of
curvature R = (11.98±0.02)µm, sagittal height s = (0.41±0.01)µm, and asymmetry
of 4.5%.
2.3.4 Microcavity characterization
The microcavity is a highly miniaturized Fabry-Perot type resonator. A
fundamental mode is resonant for a given laser frequency at a particular
microcavity length. In order to determine the Q-factor of the microcavity,
a dark-field measurement is performed, as shown in Fig. 2.5a. Given the
spectral tunability of the microcavity, its Q-factor can be determined for a
wide wavelength range within the stopband of the mirrors, centered around
λC ≈ 917 nm, as shown in Fig. 2.5b.
Fig. 2.5a shows such a measurement performed on a fundamental mode at λ =
922 nm. The fundamental mode splits into two modes, each linearly polarized,
with opposite polarizations, H and V. The mode-splitting fV − fH is -34.6GHz.
The H and V axes align with the crystal axes of the semiconductor wafer.
This points to the physical origin of the mode-splitting: a small birefringence
in the semiconductor. A thorough discussion on the topic is reported in
Chapter 6. The birefringence is probably induced by a very small uniaxial
stress. The splitting of the fundamental microcavity mode into two separate
modes together with the linear, orthogonal polarizations of these two modes
are exploited in the experiment to achieve high efficiencies in our experiment,
as discussed in Chapter 3. The mode-splitting is, therefore, an important







































Figure 2.5: Q-factor of the microcavity. (a) Signal versus optical frequency expressed
as a detuning with respect to the upper-frequency resonance. The microscope operates
in dark-field mode with principal axes lying at 45 degrees to the principal axes of the
microcavity. The wavelength is λ = 922nm. The fundamental mode splits into two
modes both with linear polarization, one H-polarized, the other V-polarized. The H-
and V-axes correspond to the crystal axes of the GaAs wafer. The transmission data
(red dots) are fitted to a double-Lorentzian function squared (black line) yielding in
this measurement Q-factors for the two polarized modes: QH = 11, 900± 1, 000 and
QV = 12, 800± 1, 000. The mode-splitting fV − fH is -34.6GHz. (b) A measurement
of QH (blue points) and QV (green points) can be extracted across a wide spectral
range, demonstrating good agreement between calculated and experimental Q-factors.
We note that there is no systematic difference between QH and QV.
parameter. Performing this measurement at different locations on the sample
yields a spread in mode-splittings. For the quantum dots investigated in
Chapter 5, QD1 to QD6, the splitting lies between -34.6 (QD6) and -50 GHz
(QD1).
The Q-factors of both H- and V-polarized modes are extracted from the
dark-field spectrum (exemplified in the green and blue curves in Fig. 2.5a)
yielding Q = 12, 600± 1, 000 (κ/(2π) = 25.9GHz) at λ = 917 nm. This is very
close to the value expected by design, 14, 200. The small difference between
the calculated and experimental Q-factors may well arrive from imperfect
knowledge of the optical thicknesses in the two DBRs, or contributions from
a small amount of roughness at the GaAs surface (refer to Chapter 4). The
finesse is F = 506 ± 50, and determined by microcavity scanning at a fixed
wavelength. Unlike the mode-splitting, the Q-factors have no variations within
the error bar from position to position in the sample.
The microcavity does not have a monolithic design and is potentially susceptible
to environmental noise, vibrations and acoustic noise. The microcavity is
operated in a helium bath-cryostat. The cryostat is shielded from vibrational
noise by an active damping stage and from air-borne acoustic noise by an
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acoustic enclosure (see Sec. 2.4). Using the microcavity itself as a noise sensor
shows that environmental noise is significant only when operating with a finesse
above 10, 000,62 corresponding to a Q-factor of approximately 105 with the
present design. Here, the Q-factor is approximately 104 and the experiment is
not troubled by residual environmental noise.
2.3.5 Properties of the output mode
A numerical simulation of the microcavity mode was used to determine the
parameters of the output beam of the microcavity, notably the beam waist.
The calculated beam in the SiO2 substrate, i.e. in the region above the top
mirror (Fig. 2.3c), is fitted to a Gaussian beam63 of the form













zR = nπw20/λ0 is the Rayleigh range in the medium (refractive index n = 1.4761
is taken for SiO2). The fit taking w0 (and |E0|) as fit parameters results in




In the experiment, the microcavity and one lens, the objective lens, are mounted
inside a helium bath-cryostat (T = 4.2K). A window enables free optical-beams
to propagate from an optical setup at room temperature to the microcavity
system at low temperature,54,62,64,65 as shown in Fig. 2.6. The top-mirror
of the microcavity is fixed at the top of a titanium “cage”, inside which the
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Figure 2.6: The optical setup. The microcavity system resides in a cryostat at
T = 4.2K. Light is coupled in and out of the microcavity with a polarization-based
dark-field microscope. The objective lens is placed inside the cryostat along with
the microcavity; the rest of the microscope is located outside the cryostat. Laser
light enters via a single-mode optical fiber and is collimated with an f = 11 mm
lens, passing through a linear-polarizer (LP). The input is reflected by a polarizing
beam-splitter (PBS); the polarization axis of the excitation, the V-axis, is set by
the half-wave plate (λ/2). The PBS and a quarter-wave plate (λ/4) suppress the
coupling of unwanted back-reflected laser light into the collection arm. H-polarized
single photons generated by the emitter are transmitted through the PBS and focused
into the final single-mode optical fiber.
sample, mounted on a piezo-driven xyz nano-positioner, is placed.54,62,64,65
The nano-positioner allows for full in situ spatial (x,y) and spectral (z) tuning
of the microcavity. The titanium cage sits on another xyz nano-positioner,
which allows for positioning of the microcavity relative to the objective lens, an
aspheric lens of focal length fobj = 4.51mm (355230-B, NA = 0.55, Thorlabs
Inc.), leading to close-to-perfect mode matching of the microcavity and the
microscope.
The microscope has a polarization-based dark-field capability.66 As shown in
Fig. 2.6, laser light is input into the microscope via a single-mode fiber. The
beam is collimated by a ffiber = 11mm aspheric lens (60FC-4-A11-02, Schäfter +
Kirchhoff GmbH). A linear polarizer (LP) guarantees the polarization-matching
of the input beam to a polarizing beam-splitter (PBS) which reflects the light
towards the microcavity. A half-wave plate allows the axis of the polarization
to be rotated: the output state is chosen to match one of the principal axes of
the microcavity, the V-axis. The light is then coupled into the microcavity by
the objective lens. The same lens collects the microcavity output. H-polarized
light is transmitted by the PBS and focused by a lens (60FC-4-A11-02, Schäfter
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+ Kirchhoff GmbH) into a single-mode optical fiber (780HP fiber, Thorlabs
Inc). In the dark-field scheme, the suppression of V-polarized laser light is
optimized by adjusting an additional quarter-wave plate in the main beam-path.
Confocal detection is crucial. For pulsed excitation, an extinction ratio up to
106 is achieved (for continuous wave excitation, it is up to 108) and remains
stable over many days of measurement.66
The estimation of the microcavity beam waist (Sec. 2.3.5) was used to optimize
the fiber-coupling efficiency by selecting an appropriate aspheric lens in front
of the optical fiber. The objective lens (355230-B, NA = 0.55, Thorlabs Inc.)
has a focal length fobj = 4.51mm. Its NA is considerably larger than the NA
of the microcavity in order to minimize clipping losses. The lens coupling the
output into the final optical fiber should be chosen to ensure mode-matching
with the single-mode in the fiber. The fiber has a nominal mode-field radius of
w1 = (2.71± 0.27)µm at λ = 920nm (780HP fiber, Thorlabs Inc.). The focal
length for optimum fiber-coupling is ffiber = fobj · w1/w0 = (11.6 ± 1.2)mm.
Thus, an ffiber = 11mm aspheric lens was chosen for the experiments.
The mode-locked laser (Mira 900-D picosecond mode, Coherent GmbH) operates
at a repetition rate of 76.3MHz. The spectral width lies in the range between
60 and 100GHz corresponding in the transform-limited case to temporal widths
between 5 and 3 ps, respectively, and depends on the exact locking condition
of the laser. The temporal width is the full-width-at-half-maximum of the
intensity.
Source of loss Throughput
Surface of cavity’s top mirror (96.00± 0.25)%
Objective lens (99.00± 0.18)%
Cryostat optical window (99.00± 0.18)%
Half-wave plate (98.91± 0.78)%
Quarter-wave plate (98.69± 0.78)%
2x PBS (92.00± 1.10)%
Focusing lens (99.00± 0.50)%
Fiber surfaces (92.00± 0.18)%
Fiber-mode matching (89.66± 2.79)%
ηoptics (69.00± 3.58)%
Table 2.1: Optical throughput of experimental setup.
In order to estimate the throughput of the optical system, i.e. ηoptics, the
following room-temperature experiment is conducted: a single-mode optical
fiber (780HP fiber, Thorlabs Inc.) outputs laser light into free-space, which is
collimated by an aspheric lens with effective focal length 18.40mm (C280TMD-
B, Thorlabs Inc.). We measure the power out-coupled from this fiber, P1. We
then add all the optical components (Fig. 2.6) and couple the light optimally
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into a second optical fiber and measure the out-coupled power from this second
fiber, P2. This gives us an estimation of losses in the microscope head: P2/P1.
This estimation gives the absorption losses in the full set-up: clipping losses,
the reflection losses – the fibers lack anti-reflection coatings – and also any
wavefront distortions which limit the in-coupling to the second fiber. We find
ηoptics = (69.0± 3.6)%. The detailed measured optical throughput estimated
for each element is provided in Table 2.1.
2.4.2 Calibration of detectors
Two photon-counting detectors were used to perform experiments in this work,
a superconducting NbTiN-nanowire single-photon detector (SNSPD) unit (EOS
210 CS Closed-cycle, Single Quantum B.V.) optimized for operation at 950 nm;
and a near-infrared optimized, fiber-coupled silicon avalanche photodiode
(APD, model SPCM-NIR, Excelitas Technologies GmbH & Co. KG). In order
to determine the efficiency of single-photon creation in this work, a careful
calibration of the detectors’ efficiencies was performed.
The measurement relies on a setup with a free-space laser beam (out-coupled
from an optical fiber with angled facet), a set of calibrated neutral density filters
(NDs) that can be placed in and out of the beam path, and a second optical
fiber into which the beam is coupled (in-coupling via an angled facet). The
frequency f of the laser light is determined precisely prior to measurement with
a interferometric device (HighFinesse Laser and Electronic Systems GmbH).
For an optical power P, the photon flux is Phf where h is Planck’s constant.
With the NDs removed from the beam’s path, the optical power emerging out of
the second fiber is measured with a calibrated silicon photodiode (Sensor Model
S130C, Power measuring console PM100D, Thorlabs Inc.). The attenuating
NDs are subsequently placed into the beam’s path in order to avoid saturating
the photon-counting detectors. The photon rate out of the fiber is then
measured using both the SNSPD and the APD. The efficiency of each detector
is given by the ratio of the measured count-rate to the known photon flux.
The efficiency of the SNSPD is determined to be ηSNSPD =(82±5)%. This
value matches closely the specifications provided by the manufacturer of 83%
at a wavelength of 940 nm. The efficiency of the APD is ηAPD =(42±3)% with
an angled facet directly in front of the detector (FC-APC type fiber). The
efficiency is slightly higher, ηAPD =(44±3)%, with a flat facet directly in front
of the detector (FC-PC type fiber). The errors in the measurements arise
from 4% in the calibration of the NDs, 1.5% in the calibration of the NDs,
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3% nominal error of the silicon photodiode, and shot noise in the detectors
(1.0%).
We note that for the APD, due to the dead-time of the detector (typically
∼ 20ns), a linearity correction factor must be applied to count rates above
200 kHz. This correction factor scales quadratically from 1 at 200 kHz to
3.32 at 25MHz. For the experiments performed in this work, the appropriate
correction factor was applied to take this effect into account. The SNSPD has
a nominal dead-time ≤ 15ns, and it nominally responds linearly to count rates
below ∼ 60MHz. We operate way below this threshold to avoid latching of the
detectors, when using multiple detectors simultaneously.
2.5 Single photon coherence and purity
A high degree of indistinguishability of the single photons is essential for
quantum computing algorithms relying on linear optical processing and mea-
surement. This property is quantified by the so called Hong-Ou-Mandel (HOM)
visibility. For successive single photons produced by the same source, the HOM
visibility is sensitive to the coherence of the excitonic transition of the quantum
emitter. We describe the experimental setup, and outline the procedure to
extract the visibility of the HOM interference.
Figure 2.7 shows the optical setup for the HOMmeasurements. The combination
of a half-wave plate and a polarizing beam splitter (PBS) is used to realize a
variable beam-splitter. Three fiber-based wave-retarders are utilized to match
the polarization of the light at the inputs of the fiber beam-splitter, and hence
maximize the classical visibility of the interferometer (1 − ε). In order to
quantify the interference between the two photons, the time delay between the
“clicks” (auto-correlation measurement) on the two detectors is measured in
the case when the classical visibility of the interferometer is maximized (we
name this measurement HOM‖). A second half-wave plate can be inserted into
the beam path to make the photons from the two arms distinguishable and
hence yield what we name HOM⊥. The raw visibility of the HOM interference
is calculated as the ratio of the area underneath the curve around zero delay A




The single photon purity, another important property to be quantified for a
single photon source, is measured by using only one of the optical paths in
the HOM interferometer (and blocking the other arm after the PBS). The
auto-correlation value g(2)(τ) at a difference in time-of-arrival τ = 0 depends on
the probability of having other states of light other than a pure single photon








Figure 2.7: Interferometric optical setup used for Hong-Ou-Mandel visibility measure-
ments. The setup incorporates a variable beam-splitter realized by a half-wave-plate
(λ/2) and a polarizing beam-splitter (PBS), that is used to equalize the signal intensity
through both optical paths. A set of wave-retarders is used to match the polarization
of light to the delayed arm, maximizing the classical visibility of the interferometer.
A fiber-based beam-splitter is used to perform the quantum interference experiment.
Fock state |1〉. If P2 is the probability of creating two photons with one laser
pulse, P1 the probability of creating a single photon and P0 the probability of

















for P2  P1.
(2.4)
For an ideal single photon source, the probability of creating two photons is
P2 = 0, resulting in g(2)(0) = 0. In reality, the finite excitation pulse length
allows for a small probability of re-exciting the two-level system and having a
re-emission process.
Imperfections in the HOM setup as well as the finite value of single photon purity
g(2)(0) influence the measured Vraw. These imperfections can be accounted for
in order to determine the “true” overlap V of two single photon states produced
by the source, i.e. V can be calculated from Vraw.
The HOM interference between subsequent photons is measured by launching





Figure 2.8: Mach-Zehnder interferometer. Two pulses of light separated by a time
τ enter the interferometer via the first beam-splitter, with reflectivity:transmissivity
(R1:T1). The early pulse of light takes the optically delayed path (with delay =
τ), the later pulse takes the shorter path. The two pulses interfere at the second
beam-splitter, with reflectivity:transmissivity (R2:T2).
the stream of single photons into a Mach-Zehnder interferometer with a variable
arm. The variable arm introduces an added delay τ between the two paths,
which coincides with the time interval between the two input light pulses. The
optical elements in the interferometer, schematically depicted in Fig. 2.8, might
not be balanced, i.e. the reflection rj and transmission tj coefficients of the
two beam-splitters j = 1, 2 in the setup might not be 50%. This imbalance
must be taken into account in order to estimate the “true” HOM visibility.
Note that Rj = r2j , Tj = t2j , and if there are no absorption losses, then
|rj |2 + |tj |2 = Rj + Tj = 1.
As illustrated in Fig. 2.9, the 2-photon interference can be described by trans-
forming two input states at ports A and B of the second beam-splitter in














where âi (with i = A,B,C,D) are the photon annihilation operators for the
four ports of the beam-splitter and i is the imaginary unit. Solving Equation
2.5 yields {
âA = t2 âC − i r2 âD
âB = t2 âD − i r2 âC





Figure 2.9: Schematic of Hong-Ou-Mandel 2-photon interference. Two optical modes
are launched onto the two ports A and B of a beam-splitter. If the input states are
composed of indistinguishable single photons and the beam-splitter has a perfect
50:50 (R2:T2) ratio, quantum interference occurs and the two input photons will
either exit port C or D simultaneously with a 50:50 probability.
equivalently, {
â†A = t2 â
†
C + i r2 â
†
D
â†B = t2 â
†








B |0〉A |0〉B = |1〉A |1〉B → (t2 â
†




D + i r2 â
†
C) |0〉C |0〉D ,
making the output state
|out〉 = (T2 −R2) |1 1〉CD + i
√
2 r2 t2 |2 0〉C D + i
√
2 r2 t2 |0 2〉C D . (2.7)
We are interested in the probability of measuring coincident counts at the
detectors placed at ports C and D. This is calculated via the probability of
having an output state |1 1〉CD, which is given by the squared of the first term
of Equation 2.7, resulting in
Aquantum‖ = (T2 −R2)
2 = 1− 4R2 T2. (2.8)
If, instead, a classical state (for example, a coherent state |α〉) or fully distin-
guishable photons are launched into input ports A and B, the probability of
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measuring coincidence counts at the two detectors is simply given by
Aclassic = A⊥ = R22 + T 22 = 1− 2R2 T2. (2.9)
The HOM interference signal differs, therefore, from the lossless classical result.
Imperfections in classical interference visibility (1− ε) also deteriorate the true
quantum interference visibility V via (1− ε)2V . We can rewrite the quantum
interference probability taking into account both these contributions:
Aquantum‖ = 1− 2R2 T2︸ ︷︷ ︸
lossless
classical result




Furthermore, an imperfect single photon purity g(2)(0) 6= 0 damages the
quantum interference. In the optical setup (Fig. 2.8) the first and second beam-
splitters have reflectivity (transmitivity) R1 (T1) and R2 (T2) respectively. The
probability of having the input of two consecutive light pulses |in〉 = |1〉 |1〉 is
P 21 . A coincidence event will occur only in the case the early photon takes the




‖ = N P
2
1 R1T1 (T2 −R2)2 = N P 21 R1T1 (1− 4R2T2). (2.11)
In the case of an imperfect single photon source, a pair of input pulses can
contain |2〉 states. Under the assumption that if one of the pulses contains a
two-photon state, the paired pulse is necessarily a vacuum state, |in〉 = |2〉 |0〉
or |in〉 = |0〉 |2〉, the probability of having such input state is 2P0P2 ≈ 2P2 ≈
g(2)(0)P 21 (from Equation 2.4). It is important to notice that a coincidence
event will only occur if both photons in the |2〉 state take the same route.




‖ = N g
(2)(0)P 21 (1− 2R1T1) (2R2T2). (2.12)
The measured HOM is given by the contribution of both these signals, but
only the A|11〉‖ interference is damaged by imperfections,
A‖ = N P 21
[
R1T1 (1− 2R2T2−(1− ε)2 V 2R2T2)




Our HOM interferometer setup is designed such that the first variable beam-
322. Towards an ideal single photon source: design and parameters













with δ  1, such that R1T1 = R2T2 = RT . Finally, the quantum (A‖) and
classical (A⊥) signals reduce to:{
A‖ = N P 21
[
RT (1− 2RT )(1 + 2g(2)(0))− (1− ε)2 V 2R2T 2
]
A⊥ = N P 21 RT (1− 2RT )(1 + 2g(2)(0))
(2.15)
Finally, from Vraw = 1−
A‖
A⊥




1 + 2g(2) (0)








1 + 2g(2) (0)
)(
1 + 2 (R− T )2
)
Vraw. (2.17)
We characterized the optical setup and extracted R = 0.495 ± 0.001, T =
0.505±0.001 and (1−ε) = 0.995±0.0025. The correction due to the imbalance
in the beam-splitter is negligible as the splitting ratio is close to 0.5:0.5 such
that the main contributions to the correction arise from the limited visibility
of the interferometer and the small but finite g(2)(0) of the source.
In principle, further corrections arise in the case P2  P1 but P1 ≥ P0, as can
be achieved in a very efficient single photon source. An additional HOM signal
arises when a two-photon and a single-photon pulse are created successively.
In practice however, the HOM setup has a low throughput and hence the
assumption P2  P1  P0 is reasonably fulfilled in the HOM measurements.
2.6 QD-microcavity coupling
In order to estimate the QD-microcavity coupling, a finite-elements method
(Wave-Optics Module, COMSOL Multiphysics) is used to compute the vacuum
electric field amplitude |Evac(r, z)| confined by the microcavity (Fig. 2.3b).
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The model assumes axial symmetry about the optical axis ((x, y) = 0). We
use a 1µm thick perfectly index-matched layer at all outer boundaries of the
simulation to prevent internal reflections. The model takes a top mirror with
radius of curvature R = 11.98µm and sagittal height s = 0.41µm, exactly
the mirror used in the experiments (see Sec. 2.3.3). At the location of the
QDs (z = zQD) in the exact anti-node of the microcavity mode (r = 0), the
field is |Evac(0, zQD)| = 35, 000 V/m. A QD at these wavelengths has an
optical dipole of µ/e = 0.71nm where e is the elementary charge.29 The
X+ consists of two degenerate circularly-polarized dipole transitions (at zero
magnetic field). We consider the interaction of one of these circularly-polarized
dipoles with a linearly-polarized microcavity mode. The predicted QD-cavity
coupling is therefore ~g = µ ·Evac(0, zQD)/
√
2 yielding g/(2π) = 4.2GHz. This
dipole moment implies a natural radiative decay rate of 1.72 ns−1, equivalently
γ/(2π) = 0.27GHz (assuming the dipole approximation in an unstructured
medium). The calculated Purcell factor is therefore FP = 4g2/(κγ) = 11.4.
Experimentally, the Purcell factor and coupling g can be determined by mea-
suring the radiative decay rate of the emitter in and out of resonance with
the cavity, as shown in Fig. 2.10. The natural radiative decay rate γ can be
determined by gradually tuning the microcavity out of resonance with the QD,
extrapolating the decay rate to large detunings. This gives γ/(2π) = 0.30GHz.
















γ = 1.88 ns-1
τ = 530 ps
-1γ = 20.92 ns
τ = 47 ps
Figure 2.10: Lifetime measurement of a semiconductor quantum dot. A laser pulse
(red points) with pulse width between 3 and 5 ps is used to drive the QD into its
excited state. The QD decays to its ground state with a spontaneous emission rate
γ. The blue and green data points show the spontaneous emission signal of a QD
resonantly coupled to a microcavity and detuned from it, respectively.
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This agrees well with the estimate above. On resonance, the total decay rate
increases to 3.33GHz. In the experiment however, the polarization-degeneracy
of the microcavity is lifted (see Sec. 2.3.4) and the QD exciton, an X+, interacts
with both microcavity modes. We focus on the resonance with the H-polarized
mode. We determine the contribution to the total decay rate from the pres-
ence of the V-polarized microcavity mode by fitting the total decay rate as
a function of microcavity detuning to two Lorentzians (Chapter 5, Fig. 5.2b).
We subtract the contribution from the V-polarized mode and the free-space
modes at the resonance with the H-polarized mode, giving a decay rate of
γH/(2π) = 2.87GHz. This is the decay rate contribution we would expect if the
V-polarized mode were highly detuned, in other words if the microcavity mode-
splitting were very large. In this limit, a circularly-polarized dipole interacting
with a single linearly-polarized microcavity mode, a comparison can be made
with the calculated properties of the microcavity. The Purcell factor arising
from the H-polarized mode alone is therefore FHP = γH/γ = 9.6, close to the
calculated value (11.4). Using FHP = 4g2/(γκ) and taking κ/(2π) = 25.9GHz,
we determine g/(2π) = 4.3GHz, close to the calculated value. (Exact agreement
is not expected as the QD dipole fluctuates from QD to QD.) We can conclude
that, first, the vacuum field in the real microcavity is compatible with the
value calculated from the microcavity’s geometry; and second, that the lateral
tuning of the microcavity enables the QD to be positioned at the anti-node of
the vacuum field.
2.7 Conclusion
By carefully designing and fabricating a QD-cavity system, the creation of an
ideal single photon source is within reach. Upon characterization, the natural
decay rate of the QD exciton is found to be γ/(2π) = 0.3GHz. The cavity mode
is split in frequency into two linear polarizations, and the cavity decay rate is
κ/(2π) = 25.9GHz. The Purcell factor measured for the linear polarization
(H) at which the photons are collected is FHP = γH/γ = 9.6, yielding a coupling
rate g/(2π) = 4.3GHz. These parameters would imply a quantum efficiency
η ≈ 88%. Finally, the throughput of the entire optical system was measured,
ηoptics = 69%, implying a final efficiency of 60%.
A final aspect of the single photon creation process is missing. The assumption
taken is that the quantum emitter is certainly in the excited state at the
beginning of the process, i.e. a laser pulse will, with 100% probability, perform
a π-rotation on the Bloch sphere. This assumption is not necessarily true.
A laser pulse with finite time width interacts with the cavity, which acts
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as a spectral filter. Furthermore, the experiments are performed at a finite
temperature, meaning that the influence of phonons in the solid state may
influence the excitation mechanism. With this process understood, a single
photon creation process with high end-to-end efficiency is conceivable.
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3.1 Summary
The efficient generation of polarized single photons can be implemented by
using an unpolarized transition in a semiconductor quantum dot coupled to a
microcavity with two non-degenerate orthogonal linearly polarized modes. This
method enables near-ideal collection of polarized single photons avoiding losses
associated with cross-polarized excitation schemes. The excitation mechanism
in this scheme is non-trivial, as the laser pulses interact with the quantum
emitter via a detuned cavity mode, which acts as a dispersive filter onto the
pulse. We demonstrate that a detuned cavity-mediated excitation can lead to up
to 97% population inversion probability for a range of optimal laser detunings
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from the quantum dot’s resonance, being solely limited by phonon-induced
dephasing.
3.2 Introduction
The on-demand generation of single photons is a key development for appli-
cations in quantum information processing, and is an ongoing pursuit. Semi-
conductor quantum dots (QDs) are commonly employed as natural sources of
single photons due to their high quantum efficiency and facility to be integrated
into optical cavity nanostructures. Impressive results in terms of single photon
creation presenting high efficiency, high purity and photon indistinguishability
have been shown with a variety of platforms, such as photonic crystal cavi-
ties,36 micropillars39 and open microcavities.38 The focus lies in implementing
optimally designed devices to maximize the creation of single photons into
a well-defined optical mode. Great effort has been spent in studying and
remedying undesired optical losses and implementing a variety of schemes to
obtain maximum quantum efficiency. Coherent control of the QD’s transition
guarantees the generation of pure and indistinguishable single photons. In the
solid-state environment in which the QD resides, vibrational modes induce
dephasing of the QD’s state, leading to incoherent population inversion and
the generation of distinguishable photons.43,46
In the usual picture where a pulse of coherent light is launched upon the
QD, close-to-unity population inversion probability is obtained under resonant
excitation. In this case, the generated single photons are separated spatially
from laser background using a cross-polarization microscope.66 In this scheme,
the excitation beam is launched in one linear polarization and the single photons
are collected into the orthogonal polarization. This scheme however results
in a loss of half of the single photons, at best, in the case the cavity mode is
degenerate. Alternatives to strict resonant excitation can be exploited to create
polarized single photons with high indistinguishability. Non-resonant excitation
schemes, such as using a phonon-assisted mechanism68,69 or dichromatic laser
pulses,70 allow spectral filtering of the laser background from the generated
single photons, and can achieve near-unity population inversion. Very high
excitation efficiency has also been achieved with chirped pulses of light, in
rapid adiabatic passage schemes.71,72
An efficient technique to generate polarized single photons under resonant
excitation is to use a charged exciton state, an inherently unpolarized transition
of the QD at zero magnetic field, in a cavity that has its fundamental mode split
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into two linearly polarized orthogonal modes.38,73 The laser pulse is launched,
for instance, via a V-polarized cavity mode and the spontaneous emission
process is accelerated into the H-polarized cavity mode, avoiding losing 50% of
the photons at the cross-polarized microscope. Since the polarized cavity mode
used for excitation is detuned from the QD, this excitation mechanism may
divert from the “usual” picture of a Gaussian-shaped pulse of light resonantly
interacting with a two-level system.
3.3 Cavity-mediated population inversion
We exploit this technique using a positively charged trionX+ of a semiconductor
QD and a tunable open microcavity, composed of a semiconductor distributed
Bragg reflector (DBR) as the “bottom” mirror and a curved dielectric DBR as
the “top” mirror. The bottom mirror is a 46-pair AlAs(λ/4)/GaAs(λ/4) DBR
grown on a [001] GaAs substrate. The top mirror comprises a microcrater
with a radius of curvature 12µm ablated into a silica substrate. The crater is
coated with 8-pair SiO2(λ/4)/Ta2O5(λ/4), Ta2O5-terminated, dielectric DBR
where the layers. InAs QDs are grown within an n-i-p diode heterostructure,
allowing the QD charge to be controlled via the Coulomb’s blockade.38,54 The
open-nature of the microcavity allows to bring the cavity in resonance with any
QD in the sample within the stopband of the mirrors. The fundamental cavity
mode is split into two linear H- and V-polarized modes, detuned by approxi-
mately 50GHz. The mode-splitting is a consequence of a small birefringence
between the two crystalline directions orthogonal to the growth direction in the
semiconductor sample. The cavity loss-rate κ is designed such that the main
decay channel is via the top mirror, κ = κtop + κloss, where κloss comprises
all other loss channels except the desired channel κtop. Experimentally, we
determine κ/(2π) = 25GHz with κloss/(2π) = 0.72GHz. As schematically
depicted in Fig. 3.1a, we launch short pulses of light into the cavity, with its
polarization aligned to one of the polarized cavity modes. The QD is resonantly
coupled to the cavity mode orthogonally polarized to the laser and the gener-
ated single photons are emitted preferentially into this mode. All experiments
are performed at a temperature T=4K.
In the general case, a resonant short pulse of light will drive a two-level system
(TLS) – for instance a QD’s transition – around the Bloch-sphere, inverting its
population from the ground state |g〉 to the excited state |e〉, as depicted in
Fig. 3.1b, where the black dots indicate the path traveled around the sphere.
By increasing the pulse area, a coherent drive of the population is achieved,
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as shown in Fig. 3.1c, solid gray line. For pulse areas corresponding to odd
multiples of π, the population of an ideal TLS is driven deterministically into
the excited state, and for even multiples of π the population ends in the ground
state with unitary probability. One can adiabatically drive the population of
the TLS into the excited state by using chirped laser pulses.71,72 In this case,
the TLS interacts with different light frequency components present in the
pulse at different instants in time, resulting in an “indirect” rotation of the
transition around the Bloch sphere, as shown in Fig. 3.1b by the blue dots.
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|e�














































Figure 3.1: Cavity-mediated excitation mechanism with short pulses of light. (a)
Schematic picture of a semiconductor QD coupled to a one-sided tunable microcavity.
The cavity’s fundamental mode is split into two non-degenerate H- and V-polarized
modes. Short pulses of light are launched into the cavity and excite the quantum
dot, which emits single polarized photons that exit the cavity through the top mirror.
(b) Bloch-sphere representation of the QD’s state when interacting with a resonant
Gaussian pulse of light (black dots), a chirped pulse of light (blue dots) and a cavity-
filtered pulse of light (red dots). (c) Density operator element of the excited state ρee
as a function of pulse area for excitation with a resonant pulse (gray line), a chirped
pulse (blue line) and a cavity-filtered pulse (red line). (d) A Gaussian-shaped pulse
of light with a temporal width tp is linearly polarized and interacts with the QD
mediated via a detuned cavity mode with the same linear polarization as the laser.
In the case the QD is resonantly coupled to the high-frequency H-polarized cavity
mode, the laser pulse center frequency is optimally blue-detuned. (e) If the QD is
resonantly coupled to the low-frequency V-polarized cavity mode, the laser pulse
center frequency is optimally red-detuned.
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The population inversion probability, however, tends to gravitate around the
excited-state pole, making it nearly insensitive to pulse area variations, as can
be seen in Fig. 3.1c, blue solid line.
In the case of a detuned cavity-mediated excitation, a Gaussian-shaped pulse
is convoluted with the time-response of the cavity itself. Effectively, the cavity
acts as a dispersive filter, altering the spectral profile of the pulse, such that in
the frequency domain it can no longer be described by a Gaussian profile. The
time-evolution of the TLS’s state excited by such pulse is shown in Fig. 3.1b,c
in red. A full population inversion into the excited state can be obtained, but
an incomplete depletion of the population happens. Naturally, the degree of
spectral distortion, or modulation of the laser frequency components, depends
on the original pulse’s spectrum (center frequency fL and temporal width tp),
its detuning to the excitation cavity mode fL − fcav, and how strongly the
cavity filters it, i.e. its linewidth κ. Let’s take the case in which the TLS is
resonantly coupled to the higher-frequency H-polarized cavity mode, as depicted
in Fig. 3.1d, and the laser pulsed is launched via the lower-frequency V-polarized
cavity mode. In order to effectively excite the QD, the filtered laser pulse must
retain the resonant frequency component at a considerable amplitude. This is
achieved by having the original input pulse’s center frequency blue-detuned
from the V-polarized excitation cavity mode. In the opposite scenario, when
the QD is resonant with the lower-frequency V-polarized cavity mode, and
the laser is launched via the H-polarized cavity mode, the input pulse’s center
frequency should be red-detuned, as shown in Fig. 3.1e. These two scenarios
are spectrally equivalent from the TLS’s perspective.
3.4 Exciting a QD with detuned filtered pulses
We measure the polarized photon emission probability from a QD coupled to
the microcavity. In Fig. 3.2a we show the scaled signal when the QD is at
resonance with the high-frequency H-polarized cavity as a function of cavity
detuning ∆fcav and the square-root of the input laser power
√
Power. The
photon-counts in the data set are scaled taking into account the losses in the
optical setup (ηoptics = 69%), the detector’s efficiency (ηAPD = 42%), and the
attenuation factor – we purposely attenuate the counts to avoid non-linearities
in the photodetectors. The laser pulses, with temporal width tp (full-width at
half maximum of the intensity) typically between 3 and 5 ps, are filtered by the
red-detuned V-polarized cavity mode. A set of different detunings ∆fL between
the original laser pulse’s central frequency fL and the QD f0 = ω0/(2π) are
used. When the laser is blue-detuned, ∆fL > 0, one observes the fingerprint of
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Figure 3.2: Photon emission signal from a QD excited via a detuned-cavity filtered
pulse. The data is scaled accordingly to the known losses in the experimental setup.
The experiment is conducted for a variety of laser detunings ∆fL = fL−f0, indicated
in the plots. The data shows the emission probability as a function of the square-root
of the input laser power and cavity detuning ∆fcav from the QD’s resonant frequency
in the case the QD is resonantly coupled to the (a) high-frequency H-polarized cavity
mode or (b) low-frequency V-polarized cavity mode.
Rabi rotations for increasing powers. At resonance and for negative detunings,
∆fL ≤ 0, the photon emission probability decreases drastically. We repeat
the experiment in the opposite scenario, when the QD emits into the low-
frequency V-polarized cavity mode and the laser is filtered by the blue-detuned
H-polarized cavity mode (Fig. 3.2b). In this case, the oscillatory behaviour is
less pronounced and only present in the case the laser is red-detuned ∆fL > 0.
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The population drive resembles that of an adiabatic passage. The symmetry





















































Figure 3.3: QD signal versus square root of laser power for zero microcavity-X+
detuning, for different laser detunings. The data corresponding to each laser detuning
is scaled to the known losses in the system and it is offset by one unity from each
other for better visualization. The signal indicates the photon emission probability
when the QD is resonantly coupled to the (a) high-frequency and (b) low-frequency
cavity modes.
This emission behavior can be understood by considering phonons in the solid-
state environment of the QD, and its influence on the population inversion
evolution. In Fig. 3.3 it’s presented the scaled photon counts evolution as a
function of
√
Power when the QD transition and collection cavity are at reso-
nance ∆fcav = 0. We perform the experiment for different laser detunings ∆fL.
In the case the QD resonantly emits via the higher-frequency cavity (Fig. 3.3a)
a near unitary excitation probability can be achieved within a range of optimal
blue-detuning of the laser (35GHz. ∆fL .87.5GHz), at the implementation
of a π-pulse. The oscillations are quickly damped towards intermediary values
as the laser power increases, when phonon-induced dephasing plays a more
significant role (Fig. 3.4a). In the case when the QD is coupled preferentially
to the lower-frequency cavity (Fig. 3.3b) near-ideal population inversion at
an equivalent π-power is obtained for a range of red-detuned laser frequen-
cies (-81.8GHz. ∆fL .-52.5GHz). In this configuration, the oscillations are
quickly damped towards a value of unity for increasing laser powers, a very
different behavior than the one observed in the previous configuration. Should
a phonon of appropriate frequency be absorbed during the excitation process














Figure 3.4: Schematic of the excitation mechanism with a laser detuned from the
resonance frequency of the QD. (a) A laser pulse with spectral component of higher
frequency will induce the emission of a phonon. (b) A laser pulse with spectral
component of lower frequency requires the absorption of a phonon for efficient
excitation.
in the latter configuration, as depicted in Fig. 3.4b, the signal would also be
damped towards intermediate values. However, at the low-temperatures at
which we operate, such phonons do not exist.
Notably, even though the state evolution of the transition presents an asym-
metric behavior in the case the QD is coupled to a red- or blue-detuned cavity
mode, we clearly show that an efficient near-deterministic population inversion
can be obtained with a filtered pulse in both cases. We also experimentally
demonstrate that, when exploiting the cavity-mediated excitation mechanism,
the maximum excitation probability is not obtained at a strict “resonant”
excitation.
3.5 Filtered pulse excitation mechanism
We describe the interaction between a TLS resonantly coupled to an H-polarized
cavity and a driving electric field E(t) = E0(t)2 (eiωLt + e−iωLt), where E0(t) is
a slowly varying envelope function. The laser field of frequency ωL interacts
with the TLS via a second cavity mode, V-polarized, with frequency ωcav.
The laser pulse itself is detuned by an angular frequency ∆L = ωL − ω0 from
the H-polarized cavity mode and the TLS. The Hamiltonian describing this
interaction is given by
Ĥ = ~g
(









where ω0 is the frequency related to the energy difference between the excited
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|e〉 and ground states |g〉 of the TLS, µ is the dipole moment of the TLS,
σ̂− = |g〉 〈e| and σ̂+ = |e〉 〈g| are the lowering and raising operators of the
TLS respectively. g is the coherent coupling constant between the H-polarized
cavity and the TLS, âH is the annihilation operator of the H-polarized cavity
mode.
The electric field is best described in the frequency domain. Assuming the
laser pulses are modulated in time by E0(t) with a Gaussian profile with an
intensity full-width at half maximum of tp, the Fourier transform of the laser
field reads
E(ω) = 12 (E0(ω + ωL) + E0(ω − ωL)) , (3.2)
where E0(ω) = e−t
2
p·ω
2/8 ln 2 is the Fourier transform of E0(t), and only has




â†H σ̂− + âH σ̂+
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where Ω(ω) is the Fourier transform of 2E(t) · µ.
The cavity acts as a dispersive spectral filter on the laser pulse. Let’s consider
the case where a time-dependent laser field goes through a filter with linewidth
κ. In this case, in the frequency domain we can simply write Ω(ω) as a product
of the Fourier transform of the laser pulse E(ω) and the spectral response
function of the filter T (ω). The time domain response of the cavity is
T (t) = e−κt/2 cos(ωcavt)H(t), (3.4)
where H(t) is the Heaviside function. This allows us to infer the spectral
response of the cavity:
T (ω) = κ
κ+ 2i · (ω − ωcav)
+ κ
κ+ 2i · (ω + ωcav)
. (3.5)
Employing Eqs. 3.2 and 3.5, we arrive at the general form of Ω(ω − ω0):
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Ω(ω − ω0) =
κ E0(ω + ωL − ω0)
κ+ 2i · (ω + ωcav − ω0)
+ κ E0(ω + ωL − ω0)
κ+ 2i · (ω − ωcav − ω0)
+ κ E0(ω − ωL − ω0)
κ+ 2i · (ω + ωcav − ω0)
+ κ E0(ω − ωL − ω0)
κ+ 2i · (ω − ωcav − ω0)
.
(3.6)
Under the rotating wave approximation, ω + ωL can be neglected, such that
only the first term in Eq. 3.6 contributes to the dynamics of the TLS.
The leakage through the H-polarized cavity mode can be modeled using the
Lindblad operator L̂ =
√
κâ. Phonons play a significant role in the dynamics
of a pulse-driven QD, as the instantaneous Rabi frequency can be as high as
several Terahertz, where the exciton-phonon coupling is strongest. One can
include the effect of phonons on the TLS dynamics by using the Bloch-Redfield
master equation,74–76 Eq. 3.7, assuming a weak coupling of the TLS-cavity
system to the environment. In this case, the influence of the environment
can be accounted for as a perturbative term in the master equation. In the
eigenvalue basis of the TLS-cavity system, the time evolution of the density
matrix elements ρ describing the TLS is
d
dt




where the indices a, b, c, d label the elements of the density matrix in the |g〉








iωτg(1)(τ) is the noise-power spectrum associated with
each system-environment interaction term, a function of the environment’s
first order correlation function g(1)(τ). In Eq. 3.8, the α relates to the system
operators through which the environment couples to the system, and β are
indices related to the environment operators. One can assume that the system-
environment operators are Hermitian and that cross-correlations between






3.5. Filtered pulse excitation mechanism 47
We use the Python package Qutip 77,78 to set up and solve the equations of
motion based on the Hamiltonian in Eq. 3.3. Finally, the photon emission






dt. The behavior of the population
inversion for the TLS varies significantly depending on the detuning of the laser
∆L. We note that, depending on the parameters κ, ∆L, and the mode-splitting
between H- and V-polarized cavities, a near-optimal inversion is possible even
in the presence of dephasing, reaching excitation efficiencies on the order of
∼ 97%. In the absence of phonons, a complete inversion would be possible for
the same optimal parameters.
In Fig. 3.5 the black solid line is a calculation of the photon emission probability
as a function of excitation power. In this simulation the V-polarized excitation
cavity is red-detuned from the TLS and the H-polarized collection cavity by
50GHz. We use κ/(2π) = 25GHz, as determined experimentally in Chapter 2,
and tp = 5.2 ps, a typical value for the pulsed lasers used in the experiments. In
this case, the optimal center frequency of the laser is blue-detuned relative the
TLS, and in this case ∆L/(2π) = 32GHz. We compare that to experimental
data, the red dots in Fig. 3.5. Here the repetition rate of the laser is 76.3MHz,
and we account for the optical losses in the optical setup to compare fairly
experiment and model. One can see good agreement between the model and
the experimentally observed phenomenon. The blue dashed line presents the
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Figure 3.5: Calculated photon emission probability of a two-level system driven by







the case the QD transition is resonantly emitted via the higher-frequency H-polarized
cavity mode as a function of the excitation power. The red dots correspond to
the scaled counts accounting for detector efficiency and estimated losses from the
system. The solid black line corresponds to the simulation, using ∆L/(2π) = 32GHz,
κ/(2π) = 25GHz and a detuning of -50GHz between the V-polarized excitation
cavity and the TLS. The dashed blue line is the theory calculated with the same
parameters, but in the absence of dephasing.
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probability Π = 96.3% is extracted for this data set.


























Figure 3.6: Calculated photon emission probability of a two-level system excited







of the collection cavity as a function of its detuning from the TLS, ∆fcav, and the
excitation pulse area
∫
E0(t)dt. For this simulation, κ/(2π) = 25GHz and the two
orthogonal cavity modes are detuned from each other by 50GHz. The calculated
case when the TLS is in resonance with the (a) high-frequency H-polarized cavity
mode, where ∆L/(2π) = 30GHz with pulse length tp = 4.4 ps; and (b) low-frequency
V-polarized cavity mode, where ∆L/(2π) = −30GHz with pulse length tp = 3.6 ps.
We show in Fig. 3.6 that we also reach a qualitative agreement between experi-
ment and the theory for the photon emission probability as a function of cavity
detuning ∆fcav and excitation pulse area
∫
E0(t)dt. In Fig. 3.6a we present the
calculation in the case when the QD is in resonance with the higher-frequency
H-polarized cavity mode, for a blue-detuned laser (∆L/(2π) = 30GHz) with
pulse length tp = 4.4 ps. At resonance, a very clear damping of the Rabi
rotations can be observed as a function of increased pulse area, in very good
agreement with the experimentally observed case shown in Fig. 3.2a. A very
different profile is observed in the opposite case, when the QD emits photons
into the lower-frequency V-polarized cavity mode, as seen in Fig. 3.6b, where
the laser is red-detuned by ∆L/(2π) = −30GHz and tp = 3.6 ps. Here, at
resonance, the photon emission probability tends to plateau as the excitation
pulse area increases, as correspondingly observed in the experimental data
presented in Fig 3.2b. Both the model and the experimental data show a clear
asymmetry in the photon emission process in the case the QD is excited via a
red- or blue-detuned laser light that interacts with the emitter mediated via a
blue- or red-detuned cavity mode, respectively. This asymmetry is the direct
consequence of a phonon-assisted excitation mechanism at low temperature.
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3.6 Conclusion
The probability of population inversion of a QD upon excitation with short
pulses of light is commonly assumed unitary. We show that if the QD is placed
inside of an optical cavity, the cavity acts as a dispersive filter, effectively
modifying the spectral contributions in the light pulses. When exciting a
QD with a highly modified light pulse, the effective path on the Bloch sphere
towards excited and ground states is not a direct one.
Here we elucidate the role of the cavity as a spectral filter on the excitation
mechanism of a QD. We base our calculations on the experimental conditions.
The fundamental cavity mode is split into two orthogonally H- and V-polarized
modes detuned from each other. The circularly polarized excitonic transition
in the QD is at resonance with either the higher- or lower-frequency cavity
mode, and the excitation pulse is aligned in polarization with the opposite
polarized cavity mode.
Contrarily to the textbook case, where the maximum population inversion
is obtained under strict resonance conditions of the laser with the QD, we
show that a distinct detuning between laser and QD is necessary for optimal
population inversion. In the case the QD is at resonance with the blue-detuned
cavity mode, the laser itself should be blue-detuned from the QD resonance
for optimal rotation. In the opposite case, when the QD is resonantly coupled
to the red-detuned cavity mode, the laser should itself also be red-detuned
from the QD transition for maximal photon emission probability. In both cases
the photon emission probability reaches values close to one, although the Rabi
rotations present quite different behaviors. For optimal laser detunings, the
excitation-induced dephasing causes only a slight decrease of about 3% in the
excitation efficiency.
Both cases present equivalent population inversion probabilities at the best
implementation of a π-pulse. The scenario in which the QD is coupled to
the lower-frequency cavity mode, and laser pulses are launched via a higher-
frequency cavity mode resembles the excitation mechanism in rapid adiabatic
passage schemes, with a near-unitary plateau for increasing laser powers. This
type of behavior could be exploited to generate polarized single photons in
a more stable manner, by using a laser power above the plateau threshold,
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4.1 Summary
We present a surface passivation method that reduces surface-related losses by
almost two orders of magnitude in a highly miniaturized GaAs open microcavity.
The microcavity consists of a curved dielectric distributed Bragg reflector
(DBR) with radius ∼ 10µm paired with a GaAs-based heterostructure. The
heterostructure consists of a semiconductor DBR followed by an n-i-p diode
with a layer of quantum dots in the intrinsic region. Free-carrier absorption
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in the highly doped n- and p-layers is minimized by positioning them close
to a node of the vacuum electromagnetic-field. The surface, however, resides
at an anti-node of the vacuum field and results in significant loss. These
losses are much reduced by surface passivation. The strong dependence on
wavelength implies that the main effect of the surface passivation is to eliminate
the surface electric field, thereby quenching below-bandgap absorption via a
Franz-Keldysh-like effect. An additional benefit is that the surface passivation
reduces scattering at the GaAs surface. These results are important in other
nano-photonic devices which rely on a GaAs-vacuum interface to confine the
electromagnetic field.
4.2 Introduction
Concepts in cavity quantum-electrodynamics (QED) can be implemented
using semiconductors. A semiconductor based microcavity can be created
using a micropillar,39,79,80 a photonic crystal cavity,81,82 a whispering-gallery
resonator,60 and an open microcavity.54,64,65 Quantum dots within these
structures mimic atoms. In the limit of a single quantum dot (QD), a single-
photon source can be realized by exploiting the weak-coupling regime of cavity-
QED.8 The strong-coupling regime of cavity-QED has been accessed with three
different microcavity platforms.54,79,81
In all these semiconductor-based applications of cavity-QED, minimizing the
absorption and scattering losses in the microcavity is very important. For
single-photon sources operating in the weak-coupling regime, an efficient photon
extraction from the microcavity is essential.39,80 In the strong-coupling regime,
a coherent exchange between an exciton in the QD and a photon in the
micro-cavity is only possible if the exciton-photon coupling exceeds the rate
of photon loss. Typically, this requires the development of low-mode volume,
high Q-factor microcavities. A recurring theme in the development of such
microcavities is the role of the GaAs surface. At the semiconductor surface,
the symmetry of the lattice is broken. The GaAs surface is quite complex –
there are a number of possible surface reconstructions, and a thin oxide layer
typically forms on exposure to air.83 Reducing surface-related absorption is
crucial in the development of GaAs-based cavity-QED.
Recently, considerable success in implementing cavity-QED was reported with a
QD in an open microcavity.38,54,64,65 The “bottom” mirror is a semiconductor
distributed Bragg reflector (DBR), the “top” mirror a curved, dielectric DBR.
The position of the bottom mirror can be tuned in situ with respect to the top
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mirror, allowing a single QD to be brought into resonance with the microcavity
mode. In the latest developments, the QDs are embedded in an n-i-p diode.38,54
Both n- and p-doped GaAs result in free-carrier absorption.58 To minimize the
absorption within the microcavity, the n- and p-doped layers are made as thin
as possible and are positioned close to the node of the vacuum electric field.
This technique, positioning an absorbing layer at a vacuum field node, can
also be used to reduce losses at the GaAs surface. But in this case, it involves
a serious compromise. If there is a node at the surface, the largest vacuum
electric field lies in the vacuum-gap and not in the GaAs material on account
of interferences in the device. This reduces considerably the coupling of a QD
to the vacuum electric field. An acceptably large coupling is only possible if
there is a vacuum field anti-node at the surface. Success with the n-i-p devices
in an open microcavity was only possible after passivating the surface.38,54
The role played by the passivation is elucidated here.
We probe the surface-related absorption in a GaAs open microcavity. The
main diagnostic tool is a measurement of the wavelength dependence of the
Q-factor. With an untreated surface, we find that the Q-factor is modest,
approximately 104 at the stopband center, much lower than the value expected
from the mirror designs. Following surface passivation, we find that the Q-
factor increases to ' 106 at the stopband center, close to the value expected
from the mirror designs. This shows that, first, the dominant loss mechanism
in the untreated case is related to the GaAs surface, and second, that surface
passivation remedies this loss. For the untreated surface, the Q-factor has a
very strong dependence on wavelength, increasing rapidly on tuning to lower
wavelengths. By comparing the Q-factor to the result of model calculations,
we find that we can account quantitatively for the Q-factor by ascribing the
loss to absorption in the capping layer, the final 55-nm-thick GaAs layer of the
heterostructure. The absorption in the capping layer is an exponential function
of the photon energy, pointing to Franz-Keldysh-like absorption induced by a
strong electric field at the surface.84–88 In turn, this demonstrates the main role
of the surface passivation layer in this device: it reduces the surface electric field,
thereby much reducing the Franz-Keldysh (F-K) absorption. The standard
analytic result for the F-K effect describes the absorption at the unpassivated
surface but with an electric field much higher than in the standard picture
(mid-gap pinning).
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4.3 The open, tunable microcavity
The microcavity62,64 consists of a curved dielectric DBR – the template is
produced by CO2-laser ablation61 – paired with an “nip-DBR” semiconductor
heterostructure. The InAs QDs are embedded in the intrinsic part of the
n-i-p diode; the diode resides on top of a semiconductor DBR, Fig. 4.1a.
We employ two dielectric top DBRs. The first (DBR-I) is composed of 22
pairs of SiO2(λ/4) and Ta2O5(λ/4) (where λ depicts the wavelength in each
material) and is terminated with SiO2. The stopband centeri is 973 nm. The
second (DBR-II) is composed of 15 pairs of SiO2(λ/4) and Ta2O5(λ/4), Ta2O5
terminated, and has its stopband center at 930 nm. The semiconductor DBR
consists of 46 pairs of AlAs(λ/4) and GaAs(λ/4). The heterostructure is a
1.5λ-layer of GaAs including doped layers acting as top-gate (p++, 1019 cm−3)
and back-gate (n+, 2 · 1018 cm−3). The QD layer is placed at an antinode of
the vacuum electric field (at a distance λ below the surface). The intrinsic
region between QDs and back-gate acts as tunnel barrier for electrons and
ensures that the QDs operate under Coulomb blockade at low temperature.16
Using a piezo-based xyz nano-positioner, the microcavity features full in situ
tunability at cryogenic temperatures.
A measurement of the Q-factor across the stopband of the nip-DBR (Fig. 4.1b)
reveals possible sources of loss in the heterostructure due to the fact that
the standing wave inside the cavity shifts with wavelength (Fig. 4.1c). For
instance, losses in the capping layer depend on the exact wavelength: at a
wavelength-detuning of (−30, 0, 30) nm with respect to the nip-DBR’s stopband
center, the calculated modal confinement factor (MCF – defined as the vacuum
electromagnetic-energy confined in the layer-of-interest divided by the zero-
point energy, ~ω/2, i.e. the total energy of the vacuum-field mode.) of the
capping layer is (0.9%, 6.2%, 0.9%), respectively. Therefore, if the dominant
loss mechanism in the microcavity takes place within the capping layer then
the change in MCF will result in a strong dependence of the Q-factor across
the stopband. Furthermore, by characterizing the mirrors carefully and by
simulating the entire structure with transfer-matrix calculations, measurements
of the Q-factor not only reveal the location of the dominant loss process but
can also be used to determine the loss quantitatively.
iNote that in this work, we define the stopband center as the mean value of the two
wavelengths at the local minima (with R < 90%) of the calculated reflectance spectrum
that are closest to the maximum mirror reflectance (Fig. 4.1b).
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Figure 4.1: Ultrahigh Q-factor optical microcavity as sensitive probe of surface-
related absorption. (a) Schematic of the microcavity involving a curved dielectric-DBR
and an n-i-p heterostructure with self-assembled InAs QDs on top of a semiconductor
DBR (“nip-DBR”). (b) Simulated reflectance of the nip-DBR with stopband center
λC = 920nm. (c) Calculated vacuum-field amplitude across the heterostructure for
three different wavelengths (−30, 0,+30) nm with respect to the stopband center. As
the antinodes of the vacuum-field shift in position with wavelength thereby changing
the modal confinement factor (MCF) in the GaAs capping layer, surface-related
absorption in the capping layer (10−10–10−8 cm−1) can be probed via the microcavity
by measuring its Q-factor across the stopband. Note that at λC, where the coupling
to the QDs is maximized, free-carrier absorption in the highly doped p- and n-gates
is minimized by placing them close to a vacuum-field node. Note also that the highly
reduced vacuum-field at λ− λC = −30nm arises as at this wavelength, the largest
vacuum electric-field is located in the vacuum gap.
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4.4 GaAs surface passivation
Surface passivation of GaAs replaces the native oxide with a thin Al2O3
layer.60,89 The surface passivation recipe follows in part one of the procedures
described in Ref.90 As a first cleaning step, the processed semiconductor sample
(already containing Au contact pads) is successively immersed in acetone,
isopropanol and ethanol inside an ultrasonic bath at T = 40 ◦C. To prevent
surface treatment of the contact pads, they are covered by a manually applied
drop of photoresist (AZ1512HS, Microchemicals GmbH) and baked for 10
min at T = 100 ◦C. At room temperature, the sample is dipped into an HCl
solution (25%) for 1 min in order to remove the native oxide.90,91 The sample
is then rinsed with deionized water for ∼ 1 s and immediately immersed in an
(NH4)2S solution (20%) for 10 min. This procedure passivates the surface with
sulfur,92,93 preventing the native oxide from reforming. The S-layer is however
not robust. For this reason, it is removed and replaced with an Al2O3 layer.
To achieve this, on emerging from the (NH4)2S solution, the sample is blown
dry with nitrogen and immediately transferred into an atomic-layer deposition
(ALD) chamber (Savannah 100, Cambridge NanoTech Inc.).
The following ALD recipe is chosen to deposit ∼ 8 nm of Al2O3 onto the sample
surface: T = 150 ◦C, first pulse 50 ms (water), wait 12 s, second pulse 40 ms
(TMA), wait 10 s; the cycle is repeated 80 times. The Al2O3 layer acts as
diffusion barrier for oxygen,94 thus preventing reoxidation of the etched GaAs
surface.
After surface passivation, the remaining challenge is to remove the photoresist
that has been cross-linked due to the high temperature, T = 150 ◦C, inside
the ALD chamber. The use of N -methyl-2-pyrrolidone (NMP) at elevated
temperatures was shown to remove successfully the cross-linked photoresist.
The sample is immersed in NMP for 9–20 h (20 h yielded a better result) at
T = 40 ◦C and then successively cleaned for 5 min in NMP, acetone, isopropanol
and methanol inside an ultrasonic bath at T ∼ 56 ◦C. As a final step, a polymeric
strip coating (First Contact, Photonic Cleaning Technologies) is used to remove
any final residues from the sample surface.
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4.5 Individual mirror characterization
Each DBR has a high reflectance for wavelengths within the stopband. Outside
the stopband, there are oscillations in the reflectivity as a function of wavelength.
These oscillations are sensitive to the exact layer thicknesses in the particular
mirror – this dependence is exploited to characterize the layers in each DBR.
As depicted in Fig. 4.2, the cavity’s top and bottom mirrors are characterized at
T = 4.2K by a broadband light-source (white light-emitting-diode or halogen
lamp) and a dark-field confocal microscope.30 The light from the source is
coupled into a single-mode optical fiber, the output of which is collimated and
focussed onto the sample surface with an objective lens (NA=0.55). Cross-
polarizing elements are used in the beam path to reject all but the light reflected
from the sample surface. The detection fiber is connected to a spectrometer.
The reflected light from a metallic mirror, the Au contact pad in the case
of the nip-DBR, is used to record a reference spectrum. The nip-DBR’s
reflectance spectrum is obtained by dividing its reflected spectrum by the
reference spectrum. Due to the absence of a metallic reference surface on top of
the dielectric DBR-I in Fig. 4.2a, an exponential fit of the reference spectrum
from Fig. 4.2b is used instead and the maximum reflectance is normalized to
one.
Via 1D transfer matrix methods (Essential Macleod, Thin Film Center Inc.) the
design layer thicknesses can be refined in order to fit the reflectivity oscillations
outside the stopband. The obtained models for each DBR (red solid lines in
Fig. 4.2) provide a convincing description of these oscillations. These mirror
descriptions are then used to simulate the cavity performance, in particular the
Q-factors and transmittance values at resonance as a function of the vacuum-
gap between the mirrors (Sec. 4.10). The slight discrepancy between experiment
and model arises from the difficulty of recording precisely a reference spectrum
for the white-light source.
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Figure 4.2: Mirror characterization via reflection measurements. Each mirror is
investigated by recording the spectrum of white light reflected off the sample using
a dark-field confocal microscope.30 Via 1D transfer matrix methods (Essential
Macleod), the designed layer thicknesses can be refined to fit the experimentally
observed oscillations. (a) Dielectric DBR-I. The reflected signal is recorded on a flat
surface away from the curved part of the mirror and normalized by the white-light
spectrum. (b) Unpassivated nip-DBR. Here, the reflectance spectrum is obtained by
normalizing the reflected signal from the mirror by the reflected signal from a Au
contact pad (by moving the piezo-nanopositioner laterally by a few microns).
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4.6 Microcavity characterization: Q-factors
A microcavity is constructed using passivated and unpassivated semiconductor-
DBRs and a curved dielectric DBR (radius of curvature ∼ 7–16µm) similar
to the ones characterized in Fig. 4.2. Via narrowband-laser transmission-
measurements, each microcavity is characterized by determining its Q-factor
across the stopband of the semiconductor DBR. The transmission signal is
measured as a function of laser frequency keeping the cavity length fixed
(Fig. 4.3a). To change the cavity’s resonance frequency, the mirror separation
is changed by means of the Z nano-positioner.
A Q-factor is obtained for every pair of longitudinal (TEM00) modes at the
minimum mirror separation (∼ 2–4µm, depending on wavelength and mirror-
crater depth62) by fitting a double-Lorentzian. Fig. 4.3a,b show the results
for an electrically-contacted passivated sampleii (black dots), an electrically-
uncontacted unpassivated sample (blue triangles) as well as an electrically-
contacted unpassivated sample (red squares), paired with DBR-I as top mirror.
Without passivation, the Q-factor is around 105 for the electrically-uncontacted
unpassivated sample at the stopband center, and too low to measure precisely
for the electrically-contacted unpassivated sample. At a red-shift of 10 nm from
the stopband center, the Q-factor for the electrically-contacted unpassivated
sample is on average 3.8 · 104, and 1.28 · 105 for the electrically-uncontacted
unpassivated sample (Fig. 4.3a.). These values are much smaller than the
values expected from the DBRs – they signify that there is a significant loss
mechanism. Around the stopband center, where the coupling to the QD layer
is maximized (λC = 915–925 nm), the Q-factors are strongly decreased by this
loss mechanism – the loss impacts significantly the performance of a QD in the
microcavity.
As the wavelength approaches the red-end of the stopband, the Q-factors for the
unpassivated samples increase. There is a pronounced asymmetry with respect
to the stopband center: the Q-factors fall monotonically as the wavelength
shifts to the blue with respect to the stopband center. These results imply that
the loss mechanism is a strong function of wavelength.
After passivation, the Q-factor around the stopband center increases. At a
red-shift of 10 nm from the stopband center, the Q-factor increases to a very
large value, 6.34 · 105 (Fig. 4.3a). Furthermore, the dependence of the Q-factor
iiNote that the measured Q-factors obtained with an electrically-contacted passivated sample
and with an electrically-uncontacted passivated sample were similar. The latter are not
shown in Fig. 4.3b.
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Figure 4.3: Microcavity characterization via Q-factor measurements using: DBR-I
paired with passivated nip-DBR with contacts (black dots), two unpassivated nip-
DBRs without contacts (blue triangles); DBR-I (II) paired with five (one) unpassivated
DBRs with contacts (red squares). (a) Measured transmission signal as a function
of laser detuning at λ − λC ∼ 10nm at fixed mirror separation. The Q-factor is
determined by a double-Lorentzian fit (solid lines). (b) Evaluated Q-factors for
several wavelengths. Mean values and standard deviations originate from data from
two cavity modes, and up to six measurements. Two surface-loss mechanisms are
modeled: absorption and scattering. The solid lines are calculated Q-factors taking
into account free-carrier absorption (absorption coefficients from Ref.58) and F-K
absorption87, 88 for electric fields in the capping layer Fcap = (200, 320, 470) kV/cm.
The dotted lines are calculated taking into account surface scattering 95 only. For the
passivated case, the black dotted line is modeled with a roughness at both the GaAs-
alumina and alumina-vacuum interfaces σ = (σGaAs-Al2O3, σAl2O3-vac), and found to
be σ = (0.14, 0.14)nm; alternatively σ = (0.0, 0.55)nm yields similar results. In the
unpassivated cases, the blue and red dotted lines are modeled with σGaAs-vac = 0.5 nm
and σGaAs-vac = 1.0nm at the GaAs-vacuum interface, respectively. Gray solid line
is model without any surface losses. (c) By comparing measured and simulated
Q-factors, and assuming that the scattering losses are negligible, the absorption
coefficient α can be deduced as a function of photon energy. α is fitted to the F-K
result using Fcap as fitting parameter.
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on wavelength is much more symmetric with respect to the stopband center.
In fact, the decrease on the blue-side reflects the decrease in reflectivity of the
dielectric mirror which, for fabrication reasons, has a maximum reflectivity at
a wavelength of 973 nm.
The passivation procedure changes the properties of the surface but leaves the
rest of the microcavity unchanged. The drastic increase of the Q-factors after
surface passivation leads therefore to the conclusion that the losses limiting
the Q-factors of unpassivated microcavities are related to the semiconductor
surface. Specifically, the loss, either an absorption or scattering mechanism,
originates at the GaAs surface itself or in the GaAs layer immediately below
the surface.
These results were verified in a second experiment employing a different piece of
wafer material from the nip-DBR. The passivation was carried out in a separate
run; the cavity was constructed with DBR-II as top mirror. The results are
shown in Fig. 4.4. The results follow closely those of the first experiment, with
the advantage that the Q-factors could be determined also on the blue side of
the stopband center.
To quantify the loss, the entire microcavity is modeled (see Sec. 4.10) using
accurate descriptions of the two DBRs, including the free-carrier absorption in
the doped layers in the heterostructure. Absorption is added to the capping
layer (GaAs between the p-doping and the surface) and adjusted to match
the experimentally determined Q-factors at each wavelength. This is a robust
procedure as the surface-related loss dominates other loss channels. The
extracted absorption coefficients α from this procedure are plotted as a function
of wavelength in Fig. 4.3c.
In both cases shown in Fig. 4.3c the absorption coefficients α are extremely small.
From a measurement point of view, the microcavity represents a very sensitive
platform for detecting very weak absorption or scattering events. In a single-
pass experiment, these losses would be very difficult to detect. Significantly,
we find that α depends exponentially on photon energy in the unpassivated
case, a dependence that rules out scattering or broad-band absorption as the
main loss mechanism at the surface, as these processes would have a much
weaker dependence on wavelength. Instead, the exponential dependence points
to below-gap absorption in an electric field.
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Figure 4.4: Determination of surface-related losses via Q-factor measurements using
DBR-II with an nip-DBR. We probe the double role of surface passivation. Four
positions in the contacted sample are probed: three passivated areas (circles) A, B,
C and an unpassivated region (red squares). Mean values and standard deviation
result from the measurements on the two cavity modes. We implement a mixed
model to fit the data: F-K-like absorption and reasonable values of surface roughness
are probed together. For the passivated regions, surface roughness alone explains
the observed data. We estimate a roughness σ = (σGaAs-Al2O3, σAl2O3-vac) for each
region: at region A σ = (0.5, 0.5)nm, alternatively σ = (0.0, 1.0)nm; at region B
σ = (0.25, 0.8)nm, alternatively σ = (0.0, 1.4)nm; at region C σ = (0.5, 3.0)nm,
alternatively σ = (0.0, 3.75) nm. For the unpassivated region, surface roughness alone
cannot account for the Q-factor dependence on wavelength alone: with a surface
roughness of σGaAs-vac = 0.3 nm, an electric field Fcap = 400 kV/cm is still needed to
fit data.
4.7 Investigation of loss via surface roughness
In order to confirm that the measured losses on the heterostructure with
doping are indeed a consequence of the doped layers, and to quantify losses
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via surface scattering, we compare our results to a microcavity consisting of
a semiconductor heterostructure without doping. The heterostructure in this
case is a λ-layer of GaAs (with embedded InAs QDs in the center) on top
of a 33-pair AlAs/GaAs DBR64,65,iii It is a high-quality sample but may not
match the ultra-high quality of the semiconductor heterostructure with doping.
Initially, we repeat the mirror characterization procedure described above
and find a suitable model for the semiconductor layer thicknesses (Fig. 4.5a).
Subsequently, we pair this mirror with the dielectric top mirror DBR-I.
Figure 4.5b depicts the measured Q-factors as a function of wavelength for the
semiconductor heterostructure without doping. The Q-factor reaches approxi-
mately 105 at the stopband center, and remains constant within measurement
error over a wavelength range of approximately 20 nm. This behaviour is
quite different to that of the unpassivated semiconductor heterostructure with
doping (Fig. 4.3b,c, Fig. 4.4). The conclusion is that the strongly wavelength
dependent loss process is related to the doping.
In the absence of losses, the heterostructure-without-doping – top mirror
combination should yield a Q-factor of 2× 105 in the stopband center, about a
factor of two higher than that determined experimentally (Fig. 4.5b, gray solid
line). The wavelength-dependence of the Q-factor (Fig. 4.5b) is, as before, a
useful diagnostic of the scattering process. We find that in this case, scattering
alone at the GaAs-vacuum interface can account for the measured Q-factors,
with a surface roughness σGaAs-vac = 0.5nm (Fig. 4.5b red solid line). We
simulate as well the possible outcome of passivating the undoped sample, with
σ = (σGaAs-Al2O3, σAl2O3-vac) = (0.5, 0.5)nm, shown in Fig. 4.5b red dotted
line: the addition of a thin alumina layer would diminish the effect of surface
scattering due to surface roughness, increasing slightly the expected Q-factor.
A surface roughness σ translates into a total integrated scatter (TIS) of TIS ≈
(4πσ/λ)2 (Ref.96) and can be modeled by an extinction coefficient k (for the
1D transfer matrix methods) according to Ref.,95






where d = 2σ, n1 and n2 are the refractive indices of the two layers surrounding
the scatter layer, and λ is the free-space wavelength. Including this loss in
the simulations reproduces the measured Q-factors convincingly. Furthermore,
atomic force microscopy (AFM) measurements (tapping mode, Bruker Di-
mension 3100) indicate that surface roughness is present in different amounts
iiiWe note that the semiconductor heterostructure without doping was not grown with the
same MBE as the semiconductor heterostructure with doping.
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across samples, as shown in Fig. 4.6. The undoped wafer presented a root-
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Figure 4.5: Undoped semiconductor heterostructure: reflectance and Q-factor mea-
surements. (a) Reflectance measurement of a semiconductor heterostructure without
doping (λC = 956 nm) at T = 4.2K. The heterostructure contains a λ-layer of GaAs
on top of 33 pairs of AlAs(λ/4)/GaAs(λ/4). A layer of QDs is included at the center
of the GaAs layer. In order to record a reference spectrum, parts of the sample were
covered by an Au film using electron-beam evaporation. (b) Q-factor of a microcavity
at T = 4.2K consisting of this heterostructure without doping paired with a dielectric
top mirror DBR-I, experiment (points) and simulation with a surface roughness
σGaAs-vac = 0.5nm (red solid line). The red dotted line is the expected Q-factor on
passivating the surface with a 8.0 nm-thick Al2O3 layer. Gray solid line corresponds
to expected Q-factor without any surface losses.
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mean-square (rms) surface roughness 0.3 ≤ σ ≤ 0.7 nm, the unpassivated
bare sample (without contacts) presented 0.2 ≤ σ ≤ 0.9 nm, the unpassivated
contacted sample 0.4 ≤ σ ≤ 7.3 nm, and the passivated sample 0.3 ≤ σ ≤ 1.9
nm. The native surface roughness at the GaAs-vacuum interface, right after
growth of the samples, is on the order of 0.15 to 0.30 nm. However, increased
roughness is caused by processing of the samples – e.g. via passivating, cleaning
and gluing, bonding. We speculate that in the unpassivated contacted samples,
presented high values of surface roughness might be induced by remnant traces
of photoresist from the processing procedure (which in turn have a lowering
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Figure 4.6: Atomic force microscropy (AFM) images of different semiconductor
samples. Each image depicts the same scan area of 0.8×0.8µm2 (obtained in tapping
mode) and scale bar from a height of −4 to +4nm. (a) Piece of passivated wafer.
The rms surface roughness measured on several similar sample locations lies in the
range 0.3 ≤ σ ≤ 1.9nm. (b) Piece of unpassivated bare wafer. Range of surface
roughness for similar sample locations is 0.3 ≤ σ ≤ 0.7 nm. (c) Unpassivated sample
with contacts. Similar samples present 0.4 ≤ σ ≤ 7.3nm. (d) Piece of unpassivated
bare wafer from a semiconductor DBR without n- and p-type layers. Different sample
locations presented surface roughness ranging between 0.2 ≤ σ ≤ 0.9 nm.
The passivated doped sample also provided an opportunity to test the applica-
bility of the TIS result for loss at a rough interface. The Q-factors measured
with DBR-II at three different passivated regions of the sample presented a weak
dependence on wavelength, in contrast to the results in the unpassivated region.
The model with σ = (0.5, 0.5)nm, σ = (0.25, 0.8)nm and σ = (0.5, 3.0)nm
respectively for regions A, B and C reproduce these Q-factors precisely, with
reasonable values of roughness at each interface (Fig. 4.4). Furthermore, the
model captures the symmetric influence of roughness on the Q-factor with
respect to the stopband center. This results from the reduction in the MCF
at the sample’s surface, as presented in Fig. 4.1c. Agreement between the
Q-factors and the simulation gives us confidence that the description of loss
via surface scattering is quantitatively correct.
The conclusion from this measurement and analysis is that, not only passivating
the surface quenches surface-related absorption, but also has the beneficial
aspect of reducing loss via surface scattering. The original GaAs surface and
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the passivated surface have a similar range of values of surface roughness. In
the passivated case, the surface loss via scattering is about 60% with respect
to that of the unpassivated sample. The passivation procedure creates a layer
with an intermediate refractive index: it avoids the large jump in refractive
index at a GaAs-vacuum interface. This reduces the total scattering loss.
In the case of the doped unpassivated sample, the wavelength dependence of
the Q-factors is too strong to be accounted for with scattering loss (Fig. 4.3b
and Fig. 4.4). A different mechanism is clearly at play.
4.8 Microscopic explanation for the nip-DBR losses
We give a possible microscopic explanation for the losses in the investigated
nip-DBR structure and why surface passivation significantly reduces them.
In Fig. 4.7a, the calculated valence- and conduction-band edges in the het-
erostructure are shown, a solution to the 1D Poisson equation (obtained via
the nextnano software). In the unpassivated case, we simulate the mid-gap
Fermi-level pinning at the surface via a Schottky barrier of 0.76 eV. This yields
an electric field in the capping layer (“capping field”) of Fcap = 140 kV/cm.
An electric field in a semiconductor leads to F-K absorption below the bandgap
of the material:84,85 owing to the position-dependence of the band-edges, the
electron and hole wavefunctions can be described by Airy functions (similar to
a particle in a triangular well97) and acquire an exponential tail at energies
within the bandgap. The electric field therefore creates an absorption processes
at photon energies Ephoton < Eg. The situation is schematically depicted in
Fig. 4.7b.
According to the standard model,86 F-K absorption at photon energy E due
to the presence of an electric field F can be described via the absorption
coefficient
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In these equations, β is a constant (arbitrary units), e is the elementary charge
(in SI units), ~ the reduced Planck’s constant (in SI units), m0 the free electron
rest mass (in kg), µlh = 0.037m0 (µhh = 0.058m0) the reduced mass of an
electron–light-hole pair (electron–heavy-hole pair), F is given in kV/cm, the
energies Eg and E in eV and |Mlh|2 (|Mhh|2) the momentum matrix elements
for the light-hole (heavy-hole). Ai(z) is an Airy functioniv (with derivative
Ai′(z)).
We make use of the momentum matrix elements derived in Ref.87 for different
polarizations of the radiation field. For light polarized in the (x, y)-plane, the
momentum matrix elements for the light- and heavy-holes read
|Mlh|2 = P 2/3, (4.5)
|Mhh|2 = P 2, (4.6)
where P = 0.692 (arbitrary units) is a typical value for GaAs.87
We use this model for F-K absorption to describe previously reported room-
temperature experiments on a p-i-n double heterostructure88 (Fig. 4.7c), and
extract the value of constant β in Eq. 4.2, which is found to be β = 2.5 ·
104 (arbitrary units). These experiments extend to photon energies far below
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Figure 4.7: Band structure and Franz-Keldysh effect. (a) Simulation of the conduc-
tion and valence bands in the n-i-p diode (nextnano) at T = 4.2K. The surface is
modeled via a Schottky barrier of Eg/2 = 0.76 eV reflecting the mid-gap Fermi-level
pinning at the GaAs surface.90 The effect of surface passivation is to eliminate the
electric field at the capping layer. (b) Schematic of the F-K effect.84, 85 An electric
field applied to a semiconductor allows both electrons and holes to tunnel into the for-
bidden energy, leading to below-gap absorption processes. (c) Room-temperature F-K
absorption coefficients for different electric fields within a p-i-n double heterostructure
(©2020 IEEE. Reprinted, with permission, from Ref.88). The solid lines correspond
to the calculated absorption coefficients according to Ref.86, 87 (Eqs. 4.2–4.6).
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the bandgap, the case of interest here. There is a compelling overlap between
theory and experiment.
In order to estimate F-K absorption coefficients in our nip-DBR at 4.2K
(Fig. 4.3b,c and Fig. 4.4), we make use of Eqs. 4.2–4.6, taking the low-
temperature GaAs bandgap of 1.519 eV and β extracted from fitting the data
in Fig. 4.7c. We compare the results of the model for low-temperature F-K
absorption to the experimental data presented in Fig. 4.3b,c, taking the electric
field F as a fitting parameter. The exponential dependence of the absorption
on the photon energy is well described with F-K absorption. However, in the
unpassivated case, the capping field is Fcap = 470 kV/cm when not accounting
for any surface roughness (Fig. 4.3) and Fcap = 400 kV/cm when accounting
for a realistic value of surface roughness (Fig. 4.4). These values are between
3.4 and 2.8 above that expected from the 1D Poisson equation (Fig. 4.7a)
respectively. The origin of this discrepancy is not understood at this point, but
we note several points.
First, to the best of our knowledge, there are no F-K absorption experiments
reported in the literature at low temperature (4.2K) and at photon energies
far below the bandgap Eg of GaAs (at E − Eg ∼ −0.17 eV corresponding to
λ ∼ 920nm). Our approach here is to fit the theory presented in Ref.86,87 to
the room temperature experiments of Ref.88 (Fig. 4.7c) and then to extrapolate
the absorption coefficients to photon energies ∼ 0.17 eV below the bandgap.
The change in temperature, from room-temperate to low temperature, is
accommodated by a rigid shift in the absorption spectrum to account for the
increase in the bandgap. It is conceivable that the standard F-K theory is
inadequate at photon energies far below the bandgap – this point has not been
tested experimentally.
Secondly, there are room-temperature experiments on F-K oscillations in doped
GaAs heterostructures (a 25–80 nm thick, undoped GaAs capping layer on
top of an n+-doped Al.32Ga.68As layer98) that also report surface electric field
values a factor 1.8–3.8 above the expected onesv.
Thirdly, the F-K model describes a bulk semiconductor in a uniform electric
field. Obviously, it does not take into account the microscopic details of the
surface, for instance surface reconstructions and oxidation. It is possible that
the details of the surface layer are important here.
In the light of this analysis, our proposal is that surface passivation quenches
surface-related absorption primarily by reducing the electric field in the capping
vIn order to estimate the capping fields in Ref.,98 we assume mid-gap pinning, dividing half
the bandgap Eg/2 = 0.71 eV of GaAs at 300K by the capping layer thicknesses there
reported.
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layer, thereby eliminating the F-K absorption (within the sensitivity of the
experiment).
A remaining question is why the bare-wafer sample without passivation shows
higher Q-factors than the electrically contacted sample also without passivation
(Fig. 4.3b,c). The contacting process may change the surface roughness, as
revealed by the AFM measurements (Fig. 4.6). The surface roughness per se
does not however account for the Q-factors of the various samples. The main
point is that surface scattering does not account for the exponential dependence
of the loss process on photon energy (Fig. 4.3b,c). Instead, we speculate that
the change in GaAs surface on forming the contacts results in a change of
surface pinning, thereby increasing the capping field. One possibility is that
the degradation of the surface on contacting spreads the available surface states
to lower energies.
4.9 Model for the curved dielectric mirrors
An interpretation of the microcavity Q-factors in terms of losses in the semicon-
ductor heterostructure rests on an understanding of the top mirror. The top
mirrors, dielectric-DBRs, are of very high quality with very low loss. To prove
this point, we investigate a microcavity formed from DBR-I and a planar version
of DBR-I. The coatings for the plane mirror and concave mirrors were applied
to the substrates in the same run and are nominally identical. Fig. 4.8 shows the
measured Q-factors. At the stopband center of the top mirror (λC = 976 nm),
the Q-factor is extremely high, 1.5 · 106. To describe the dielectric mirror
accurately at the stopband center of the semiconductor-DBR, we analyze the
dependence of the dielectric-dielectric Q-factor and transmission as a function
of wavelength. To describe the high transmission at short wavelengths, we
are forced to red-shift the stopband center of the bottom mirror by 3 nmvi. A
rough interface at the “lower” surface of the five “lowest” Ta2O5 layers shown
in Fig. 4.1 (extinction coefficients corresponding to an interface roughness95
of 0.25 nm) together with an increased absorption within the “lowest” Ta2O5
layer (extinction coefficient k = 4kTa2O5, where kTa2O5 is defined in Sec. 4.10)
are heuristically introduced in the model in order to describe the measured
Q-factors. This fit is very convincing (Fig. 4.8). This description of the top
dielectric-mirror DBR-I is used to interpret the measurements on microcavi-
viWe note that reflectance spectra (Fig. 4.2a) on different samples with nominally the
same dielectric coating exhibited up to 6 nm shifts in wavelength, most probably due to
thickness variations across the wafer.
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ties formed using the semiconductor-DBRs as bottom mirror (Fig. 4.3b,c and
Fig. 4.5b).

































Figure 4.8: Measured Q-factors and cavity transmittance of a purely dielectric
microcavity. Dielectric top mirror (λC = 973nm) paired with a dielectric bottom
mirror (shifted to λC = 976nm, nominally the same coating) at T = 300K. The
cavity transmittance is measured by relating the transmitted power at the cavity
resonance to the laser power before the objective lens multiplied by a fitted in-
coupling efficiency of 59%. The black solid (red dashed) line is a calculation of the
Q-factor (cavity transmittance) taking into account a material extinction coefficient
of kSiO2 = 4 · 10−7 and kTa2O5 = 4.5 · 10−7 for SiO2 and Ta2O5, respectively.99
Additionally, an interface roughness of σ = 0.25nm above each of the five last
grown Ta2O5 layers and k = 4kTa2O5 in the last-grown Ta2O5 layer are introduced
heuristically in order to fit the experimental data.
4.10 1D transfer matrix model
We list the relevant parameters used for the Q-factor calculations via a one-
dimensional transfer-matrix method.
Extinction coefficients in the different materials are introduced as follows. For
DBR-I, kSiO2 = 4 · 10−7 for SiO2 (Ref.99), kTa2O5 = 4.5 · 10−7 for Ta2O5
(Ref.99), and k = 4kTa2O5 is used for the “lowest”, i.e. the last-grown, Ta2O5
layer (the layer closest to the vacuum-gap). For DBR-II, kSiO2 = 4 · 10−6
for SiO2, kTa2O5 = 4.5 · 10−6 for Ta2O5 (from fitting data taken with curved
DBR-II and planar DBR-I microcavity). Finally, for the semiconductor nip-
DBR, kp++ = 5.2 · 10−4 for p++-GaAs, kp+ = 1.9 · 10−4 for p+-GaAs, and
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kn+ = 0.7 · 10−4 for n+-GaAs.58 An extinction coefficient of k = αFKλ/(4π),
where αFK is a F-K absorption coefficient, is introduced in the capping layer;
αFK depends on the electric field. Surface roughness is described by introducing
an additional layer of thickness d = 2σ, where σ is the rms surface/interface
roughness.95
In analogy to the experiment, a Q-factor is determined for a fixed “vacuum-gap”
layer thickness by calculating a cavity transmittance spectrum. A Lorentzian
fit to the calculated spectrum is used to determine the resonance frequency
as well as the Q-factor. This procedure is repeated for different vacuum-gaps,
yielding a plot of Q-factor versus wavelength. The resulting Q-factors are
presented in Fig. 4.3, Fig. 4.4, Fig. 4.5 and Fig. 4.8.
4.11 Conclusion
Significant surface-related losses in an open microcavity consisting of an nip-
DBR and dielectric DBR are much reduced by passivating the GaAs surface.
The passivation works primarily by eliminating the Franz-Keldysh-like absorp-
tion in the capping layer. Secondary benefit of the passivation is to reduce
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5.1 Summary
A single photon source is an enabling technology in device-independent quan-
tum communication,100 quantum simulation,51,101 linear optics-based102 and
measurement-based quantum computing.103 These applications employ many
photons and place stringent requirements on the efficiency of single photon
creation. The scaling on efficiency is typically an exponential function of the
number of photons. Schemes taking full advantage of quantum superpositions
also depend sensitively on the coherence of the photons, i.e. their indistin-
guishability.104 Here, we report a single-photon source with a high end-to-end
efficiency. We employ gated quantum dots in an open, tunable microcavity.54
The gating provides control of the charge and electrical tuning of the emission
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frequency, the high quality material ensures low noise, and the tunability of
the microcavity compensates for the lack of control in quantum dot position
and emission frequency. Transmission through the top mirror is the dominant
escape route for photons from the microcavity, and this output is well-matched
to a single-mode fiber. With this design, we can create a single photon at the
output of the final optical fiber on-demand with a probability of 57% and with
an average two-photon interference visibility of 97.5%. Coherence persists in
trains of thousands of photons with single photon creation at a repetition rate
of 1GHz.
5.2 Introduction
A single emitter can be used as a single photon source. Unlike a cold atom
or ion in vacuum,12,13 a semiconductor quantum dot is naturally trapped in
space. Photonic engineering on a nano- or micro-scale is required to funnel the
photons into one specific mode and to couple the photons from this mode into a
single-mode fiber.105 There are two established techniques. First, in a resonant
microcavity, photons are emitted preferentially into the microcavity mode (the
Purcell effect), and in an asymmetric microcavity, photon leakage from the
microcavity acts as an out-coupler. Much success has been achieved with
micropillars.39,40,106 Second, in an on-chip waveguide, photons are emitted
preferentially into a laterally-propagating mode.17,36 In terms of the end-to-
end efficiency a record of 24% has been achieved with a quantum dot in a
micropillar.40
Coherence depends sensitively on the noise in the device. Despite the complexity
of the solid-state environment, quantum dot-based single photon sources have
demonstrated close-to-unity coherence for the interference of successively-
emitted photons.39,106 Ultimately, the coherence is limited by exciton-phonon
scattering, but with a careful choice of microcavity, two-photon interference
visibilities as high as 99% are predicted.43 Experimentally, the coherence tends
to drop on time-scales of a few hundred nanoseconds, for instance from 96% to
92%.106 This is most likely a consequence of charge noise which results in a
fluctuating emission frequency. Charge noise can also result in telegraph noise
should the charge state of the quantum dot itself fluctuate – this problem can
be solved by working with a gated device in which the quantum dot charge is
locked by Coulomb blockade.16 An additional benefit of a gated device is that,
within a charge plateau, the emission frequency can be fine-tuned electrically
via the Stark effect. With resonant excitation on a gated device of very high
material quality, the charge noise has been shown to be extremely low.30
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5.3 Semiconductor quantum dot in a microcavity
Here, we take the microcavity-route to generating single photons from single
quantum dots, employing low-noise gated material. In the generic case (Jaynes-
Cummings Hamiltonian with atom-cavity coupling g, cavity loss-rate κ, atom
decay-rate into non-cavity modes γ), β = FP/(FP + 1) where the Purcell
factor is FP = 4g2/(κγ). Cavity loss channels comprise exit through the top
mirror (rate κtop) and unwanted loss processes (rate κloss), such as absorption,
scattering and diffraction to the side: κ = κtop+κloss. The conversion efficiency
of an exciton in the quantum dot to a photon exiting the top mirror of the
cavity is η = β · κtop/(κ + γ). For fixed g, γ and κloss, η exhibits a broad
maximum around the condition κtop =
√
(1 + κloss/γ)(4g2 + κlossγ). Taking
g  (κloss, γ), κopt ' 2g
√
1 + κloss/γ. Taking a quantum dot with transform-
limited linewidth (γ/(2π) = 0.3GHz) in an open microcavity (g/(2π) = 4.3GHz
and κloss/(2π) = 0.72GHz),54 matching the condition on κtop implies an
efficiency η as high as 90% (Fig. 5.1b).
We use an open cavity,54,64,73 a highly miniaturized Fabry-Perot cavity (Fig 5.1a).
The top mirror has a concave shape and is micro-machined into a silica substrate;
the bottom mirror is a highly reflective planar mirror, part of the semiconductor
heterostructure.64 Quantum dots in this structure exhibit close-to-transform-
limited linewidths (γ/(2π) = 0.30GHz).54 To determine the unwanted photon
loss-rate from the cavity, κloss, we employ a highly reflective, extremely low-loss
top-mirror keeping the mirror radius the same. With the same heterostruc-
ture and processing procedure, but with the highly reflective top mirror, we
measure a high Q-factor at the stopband center, Q = (4.5 ± 0.5) × 105 (as
described in Chapter 2 and Fig. 2.1). We obtain an upper bound to κloss/(2π)
of (0.72 ± 0.07)GHz if we assume that only the unwanted losses determine
the Q-factor. This low value of κloss arises on account of the low absorption
rate in the semiconductor heterostructure54 and is only compatible with low
diffraction losses. We verify this point by calculating the Q-factor as a function
of the mirror radius of curvature, R. These simulations presented in Chapter 2,
Fig. 2.2 show that diffraction losses reduce the Q-factor only for R . 6 µm. At
the radius of curvature used here, R = 12 µm, the calculated Q-factor is 99% of
the Q-factor in the large-R limit. These simulations back up the experimental
result that κloss is small. With the highly reflective top mirror, the quantum
dot–cavity system enters the strong coupling regime of cavity-QED54 allowing
a precise measurement of the coupling, g/(2π) = 4.3 GHz. In the experiments
reported here, we use a modest reflectivity top mirror (transmission 10,300 ppm
per round-trip according to the design) chosen such that κ lies close to the effi-
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ciency maximum (Fig. 5.1b). The measured Q-factor is 12,600 (κ/(2π) = 25.92
GHz), matching closely the value expected from the design of the two mirrors
in the large-R limit. This analysis shows that κloss/(κ+ γ) ' 3%.
The semiconductor heterostructure contains thin n- and p-type layers with
the quantum dots in tunnel contact with the n-type layer such that Coulomb
blockade is established. Contacts to the n- and p-type layers are made at the
edge of the chip, far from the microcavity itself. The chip is positioned relative
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Figure 5.1: Concept of the single photon source. (a) The semiconductor heterostruc-
ture consists of a GaAs/AlAs Bragg mirror, the bottom mirror, and a p-i-n diode.
The InGaAs quantum dots are located in the intrinsic region, in tunnel-contact with
the Fermi sea in the n-layer. The position of the heterostructure can be adjusted (↔,
l) with respect to the top mirror, a concave mirror in a silica substrate, using an
XYZ-nanopositioner. A simulation (red points) shows that the output is very close
to a Gaussian beam (black line, R2=99.95%). (b) Calculated conversion efficiency,
quantum dot exciton to photon exiting the top mirror, as a function of the decay
rate through the top mirror κtop for “atom"-photon coupling g/(2π) = 4.3 GHz,
atom decay rate γ/(2π) = 0.30 GHz and rate of unwanted loss κloss/(2π) = 0.72
GHz. The efficiency η is given by η = κtop/(κ + γ) · β (with κ = κtop + κloss);
β = FP/(FP + 1) with FP = 4g2/(κγ). The number of mirror pairs refers to the top
mirror. (c) Excitation scheme. The quantum dot is in resonance with the H-polarized
microcavity mode; the laser is blue-detuned and V-polarized. The driving intensity
as experienced by the quantum dot is shown.
A challenge in all optically-driven quantum dot single photon sources is to
separate the single photon output from the driving laser light. A standard
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scheme is to excite and detect in a cross-polarized configuration. Applied to a
charged exciton for which the transitions are circularly polarized, this scheme
leads to a 50% loss in the collection efficiency. Here, we avoid this loss by
exploiting the mode-splitting in the microcavity.40 We work with the positively-
charged exciton, X+, which has circularly-polarized transitions (σ+ for hole
spin-⇓, σ− for hole spin-⇑). The microcavity mode splits into two modes, H- and
V-polarized, separated by 50 GHz, on account of a small birefringence arising
mostly from some residual uniaxial strain in the semiconductor (Chapter 6); the
spectrum of the laser pulses is larger than this splitting (Fig. 5.1c). The quantum
dot is tuned into resonance with the higher-frequency, H-polarized mode. The
laser is V-polarized and blue-detuned with respect to both microcavity modes
such that the tails of the laser spectrum and the V-polarized microcavity mode
overlap at the frequency of the H-polarized mode (Fig. 5.1c). The quantum dot
emits preferentially into the H-polarized microcavity mode. The cross-polarized
scheme (suppression 106 for pulsed excitation) now separates the V-polarized
laser pulses from the H-polarized single photons with a loss depending only on
the unwanted coupling of the quantum dot to the V-polarized mode (Chapter 2,
Sec. 2.6). Provided that the mode-splitting is larger than the mode linewidths,40
this loss is small.
5.4 Photon flux and end-to-end efficiency
We choose a quantum dot and maximize the coupling of the X+-resonance
to the microcavity. To do this, we record a decay curve following resonant
excitation: the radiative decay rate is largest at maximum coupling. The
quantum dot and microcavity frequencies are tuned to establish a resonance
(Fig 5.2a). The Purcell-factor FP is determined by scanning the microcavity
frequency: on resonance with a microcavity mode, the decay time is 47.5 ps;
far detuned, the decay time tends to 520 ps, resulting in FP = 10 for QD1 (12
for QD6) (Fig 5.2b). On resonance with the H-polarized microcavity mode, we
determine βH, the probability of emission into the H-polarized mode, to be
βH = 86% (Fig 5.2b).
We now maximize the flux of single photons. Implementing the excitation
scheme (Fig 5.1c), the central frequency of the laser is tuned to find the
maximum signal. As a function of laser power, the quantum dot signal exhibits
oscillations, indicative of Rabi oscillations (Fig 5.2c).
The main new feature over previous experiments is the high end-to-end efficiency
Σ of the source. Σ is neither the β-factor of the microcavity nor the efficiency
78 5. A near-ideal single photon source
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Figure 5.2: Measured flux of single photons (a) Quantum dot (QD1) signal versus
z-piezo voltage (microcavity detuning) and bias voltage (quantum dot detuning). The
positively charged trion X+ is resonant with the microcavity; the dashed lines denote





nW (P is the laser power). The measurement is taken in a
nonlinear regime of the photodetector. (b) Radiative decay rate (following pulsed
resonant excitation) versus microcavity detuning for constant bias and constant (x, y)-
position. The total Purcell factor FP is determined to be 10 implying β = 91%. Via
Lorentzian fits, the β-factor specific to the H-polarized mode is determined: βH = 86%.
(c) Measured signal versus square root of laser power for zero microcavity-X+ detuning.
The laser repetition frequency is 76.3MHz; the detector has an efficiency of (42± 3)%.
The signal is deliberately attenuated by a factor of 9.9 (left y-axis). The right y-axis
shows the expected signal without the attenuation and with a perfect detector. The
solid-line is the result of the calculation describing the response of the quantum dot
to the driving field (Fig 5.1c).
after the first lens, both commonly used metrics. Instead, the end-to-end
efficiency describes the efficiency of the entire chain: exciton creation, generation
of a photon in the H-polarized microcavity mode, out-coupling of this photon
through the top mirror, and finally transmission through the entire optical
system. In other words, following excitation with a laser pulse, we obtain a
single photon at the output of the collection fiber (a standard optical fiber)
with a probability Σ. We determine Σ from the photon flux. At a repetition
frequency of 76.3 MHz, we attenuate the beam by a factor of 9.9 (to avoid
saturating the detector) and measure the count rate (Fig 5.2c). Taking account
of the detector efficiency and a small non-linearity in the detector’s response
(described in detail in Chapter 2), we determine Σ = (53 ± 3)% for QD1
(Σ = (57± 3)% for QD6). We repeat the experiment by reducing the operation
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rate of the laser, employing a “pulse-picking” setup, in order to avoid the
detector’s saturation and non-linear regimes. At a repetition frequency of
4.24MHz the same end-to-end efficiency of (57± 3)% at the equivalent π-power
is measured for QD6 (Fig. 5.3a,b). A direct observation of the single photon
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Figure 5.3: Single photon source efficiency measured at reduced operation rate.
(a) Measured QD6 signal versus square root of laser power and detuning from QD
resonance. The laser repetition frequency is reduced to 4.24MHz in order to avoid
saturation and non-linearities in the detector. The detector has an efficiency of
(82 ± 5)%. The dashed line outlines the zero microcavity-X+ detuning. (b) Cut-
through measurement across the dashed line in (a). The deduced end-to-end efficiency
for this QD is Σ = (57± 3)%. (c) Time-tag signal of excitation laser trigger (gray
columns) and the signal from the quantum dot (red lines) over a period of 10µs. The
single photon flux and the presence of two-photon states, due to re-emission process,
is directly observed.
5.5 Single photon purity and indistinguishability
The laser power is set at the maximum signal corresponding to the best im-
plementation of a π-pulse. An intensity auto-correlation measurement demon-
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strates clear photon anti-bunching and a high purity of single photon generation,
g(2)(0) = 2.1% for QD1 (Fig 5.4a). The purity is limited by a small amount
of laser light leaking into the detection channel (0.3% of total signal) and
double-excitation events.
The coherence of the single photons is probed with two-photon interference, a
Hong-Ou-Mandel (HOM) experiment. On creating two photons 1 ns apart in
time, the HOM visibility is 91.6% (Fig 5.4b). Correcting for a small imperfection
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Figure 5.4: Quantum-optics characterization of the single photon source. (a) Auto-
correlation g(2) versus delay τ (QD1): g(2)(0) = (2.1 ± 0.1)% (b), (c) Hong-Ou-
Mandel (HOM) experiment (QD1) showing two-photon interference for photons
created 1 ns and 1.5 µs apart in time, (b) and (c), respectively. For a delay of 1 ns,
Vraw = (91.6± 0.1)% (V = (96.0± 0.5)%); for a delay of 1.5 µs, Vraw = (91.3± 0.1)%
(V = (97.5± 0.5)%).
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influenced by the finite g(2)(0): following the standard procedure,107 the true
photon overlap (derived in detail in Chapter 2, Sec. 2.5) can be estimated to
be V ' (1 + 2g(2)(0)) · Vraw = 96.7%. This demonstrates that successively
generated photons are highly coherent. Crucial however is the coherence
of photons separated much further apart in time. The HOM visibility on
interfering two photons separated by 1.5 µs in time is equally high (Fig 5.4c).
Given that photons can be created each with a ns interval (Fig 5.4b), these
experiments demonstrate that the device can produce a string consisting
of thousands of pure coherent single photons, as presented in Fig 5.5. The
dephasing time of the source is much larger than 1.5 µs.






















Figure 5.5: Single photon purity g(2)(0) and HOM visibility V versus delay in the
interferometer. The error bars represent the 1-sigma random error.
5.6 Reproducibility and stability
The noise in the single photon flux is limited by shot-noise on time-scales of
one hour (Fig 5.6a), increasing only slightly on time-scales of multiple hours
(Fig 5.6b). The tunability of the microcavity enables us to bring multiple
quantum dots one-by-one into resonance with the same microcavity mode.
Six quantum dots were investigated in detail. All six have similar values of
end-to-end efficiency (Fig 5.6c), coherence (Fig 5.6d), and purity (Fig 5.6e).













































































Figure 5.6: Stability and reproducibility of the single photon source. Single photon
flux versus time and associated histogram recorded over one hour and over ten hours,
(a) and (b), respectively, on QD1. Maximum count rates, HOM visibilities VHOM and
g2(0) values recorded on six separate quantum dots, (c), (d) and (e), respectively.
The error bars represent the 1-sigma random error and do not include any systematic
errors.
5.7 Conclusion and outlook
Σ is a product of factors, Σ = π · βH · κtop/(κ + γ) · ηoptics, where π is the
probability of producing a photon on excitation with a laser pulse; and ηoptics
represents the throughput of the entire optical system (from microcavity to the
output of the final output fiber). βH and κtop/(κ+ γ) are both determined in
the experiment, (86± 2)% and (96± 2)% respectively. βH matches theoretical
expectations based on the optical dipole moment and the microcavity geometry.
To determine π, we describe the excitation scheme, a detuned laser pulse
followed by ring-down, and how it drives a two-level system, including an
intensity-dependent phonon-related dephasing process108 (Chapter 3). This
calculation describes the Rabi oscillations (Fig 5.2c), enabling us to infer that
at the peak signal, π = (96.3 ± 1.0)%. By building a replica of the optical
setup and measuring its throughput (Chapter 2, Sec. 2.4), we estimate ηoptics =
(69.0± 3.6)%. ηoptics is determined by losses on coupling the single photons
into the single-mode fiber, and by reflection losses at three surfaces (upper
surface of top mirror, two fiber facets) which lacked an anti-reflection coating.
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This analysis predicts Σ = (54.9± 8.6)%, equal within error to the measured
values, and suggests that the main contribution to the overall losses lies in
ηoptics.
We point out that, first, based on our analysis, a single photon source with
an end-to-end efficiency of more than 80% is within reach by eliminating the
losses in the optical components. Second, the mode-splitting can be tuned
to increase βH. The mode-splitting can be controlled with the electro-optic
effect109 or by deliberately introducing birefringence to the top mirror.110
Third, even better performance is conceivable by increasing the coupling via
miniaturization of the top mirror and decreasing the bare decay rate via lateral
structuring. Fourth, a more compact and stiffer device will be less suscep-
tible to external noise and a monolithic device is conceivable by relying on
strain tuning to bring a quantum dot into resonance with a fixed-frequency
microcavity-mode.111 Finally, in addition to the applications as a single photon
source, a further broad area of application exploits the spin of the trapped hole.
Implementing spin manipulation in the microcavity device, for instance by
driving Raman transitions via lateral excitation,112 may facilitate applications
such as a single photon transistor,113 the efficient and fast creation of spin-
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6.1 Summary
A splitting of the fundamental optical modes in micro/nano-cavities comprising
semiconductor heterostructures is commonly observed. Given that this splitting
plays an important role in the light-matter interaction and hence quantum tech-
nology applications, a method for controlling the mode-splitting is important.
In this work we use an open microcavity composed of a “bottom” semiconduc-
tor distributed Bragg reflector (DBR) incorporating an n-i-p heterostructure,
paired with a “top” curved dielectric DBR. We measure the mode-splitting as
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a function of wavelength across the stopband. We demonstrate a reversible
in-situ technique to tune the mode-splitting by applying uniaxial stress to
the semiconductor DBR. The method exploits the photoelastic effect of the
semiconductor materials. We achieve a maximum tuning of ∼11 GHz. The
stress applied to the heterostructure is determined by observing the photolumi-
nescence of quantum dots embedded in the sample, converting a spectral shift
to a stress via deformation potentials. A thorough study of the mode-splitting
and its tuning across the stopband leads to a quantitative understanding of
the mechanism behind the results.
6.2 Introduction
Semiconductor quantum dots (QDs) coupled to optical microcavities represent
an important platform to advance quantum information technologies. Semi-
conductor QD-cavity platforms, such as micropillars, photonic crystals and
open microcavities, have been successfully employed to achieve highly efficient
single-photon sources,38,40 a coherent light-matter interaction,54 generation of
entangled photons,115,116 and photon-photon switches.117 Despite the history
of successful cavity quantum-electrodynamics demonstrations in these systems,
there are still partly unresolved technical questions that affect their performance.
One such property is the almost ubiquitous observation that the fundamental
cavity mode splits into two separate modes with linear, orthogonal polarizations.
This lifting of the polarization degeneracy is desired and exploited in some
cases, notably in efficient single-photon sources in order to avoid a 50% loss
of signal in cross-polarized collection schemes.38,40 In this scenario, a QD
trion is excited via one cavity mode, and photons are preferentially emitted
into the other cavity mode. In other cases however, polarization degenerate
cavity modes are desirable. This is typically the case in experiments relying
on circularly polarized excitation schemes,118 for instance a single spin in a
perpendicular magnetic field. Here, the linearly polarized cavity modes result
in a reduced coupling to the quantum emitter.119 It is not simple to control
the bare mode-splitting precisely – it can depend on the local inbuilt strain
in the material, and on fabrication imperfections. This suggests that a way
of selectively tuning and controlling the mode-splitting is of great interest:
the bare mode-splitting should be made large for a trion-based single photon
source; the bare mode-splitting should ideally be eliminated for a single spin
in an out-of-plane magnetic field. A tuning range in the range 10–50 GHz is
sufficient in many cases.
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6.3 Birefringence-induced cavity mode-splitting
The polarization splitting of a semiconductor microcavity’s fundamental mode
is the result of birefringence in the semiconductor between two orthogonal
crystalline axes (which are themselves orthogonal to the optical axis). In
zinc-blende type crystals there is a priori no intrinsic birefringence. Bire-
fringence can be created however, often unintentionally, via two mechanisms.
First, in heterostructures incorporating a diode or Schottky structure, the
in-built electric field along the z direction (growth axis) breaks the inversion
symmetry of the crystal and birefringence in the x-y plane arises via the linear
electro optic effect.120 Secondly, a uniaxial stress in the x-y plane, induced
by microscopic imperfections in the heterostructure or post-growth processing,
induces birefringence via the photoelastic effect.121,122 Contrarily, a biaxial
stress does not result in observable birefringence on account of the symmetry
of the zinc-blende crystal.
One can use the electro optic and photoelastic effects to reverse or enhance
the birefringence in semiconductor cavities, as previously demonstrated in
monolithic structures.109,123,124 Also in dielectric cavities it was demonstrated
that the birefringence can be engineered to obtain a large degree of control over
the cavity’s mode-splitting.125,126 Here, we present a way of tuning the mode-
splitting of a hybrid dielectric-semiconductor open microcavity by making use
of the photoelastic effect, i.e. the control of the birefringence upon application of
uniaxial stress. A change in mode-splitting of ∼ 11GHz is achieved. Moreover,
application of uniaxial stress to an open microcavity results in control not
only of the mode-splitting in the microcavity but also the absolute emission
frequency of an embedded QD.111,127 In this microcavity embodiment, the full
stress is experienced by the entire heterostructure. This is not necessarily the
case for monolithic systems.
6.4 Experimental setup
We employ a miniturized Fabry-Pérot cavity.38,54,62,64 The bottom mirror is a
46-pair AlAs(λ/4)/GaAs(λ/4) semiconductor distributed Bragg reflector (DBR)
grown on a [001] GaAs substrate, where λ refers to the wavelength of light in the
material. The bottom mirror’s stopband, shown in Fig. 6.1b, is centered at λ =
918.7nm. The surface of the semiconductor heterostructure is passivated via
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an Al2O3 layer.59 The top mirror is a 15-pair SiO2(λ/4)/Ta2O5(λ/4), Ta2O5-
terminated, dielectric DBR where the layers are deposited onto a ∼ 600 nm-deep
microcrater with a radius of curvature ∼ 15µm in a silica substrate, and its
stopband (Fig. 6.1a) is centered around λ = 930.0nm. The semiconductor
heterostructure contains a layer of InAs QDs; the QDs themselves are embedded
within an n-i-p heterostructure, allowing the QD charge to be controlled via a
voltage (Vg) applied to the diode.38,54
The sample is tightly glued onto a piezostack (PSt 150/7x7/7 cryo, Piezomechanik
GmbH, Munich), as depicted in Fig. 6.2a. The [110] direction of the crystal
aligns with the polarization axis of the pieozstack such that application of a
voltage Vs to the piezostack induces a [110]-stress in the semiconductor. The
spring constant of the sample is small compared to that of the piezostack,
ksample  kPZT, such that the extension of the piezo should be unaffected
by the attached semiconductor. The piezo-sample assembly is mounted on



























Figure 6.1: Reflectivity spectra modeling the (a) top and (b) bottom mirrors
composing the microcavity. The respective stopbands are centered at λ = 930.0nm
and λ = 918.7 nm.
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Figure 6.2: (a) Experimental setup depicting the microcavity composed of dielectric
top mirror, and a semiconductor heterostructure, containing InAs QDs embedded in
an n-i-p diode structure (applied voltage Vg), and the bottom mirror. The sample is
glued onto a piezostack (applied voltage Vs), that stresses the sample along the y′
crystalline direction. The sample is positioned both laterally and vertically relative
to the top mirror via nanopositioners. (b) Dark-field reflectivity scan across a cavity
resonance: the fundamental mode is split into two linearly and orthogonally polarized
modes. The microcavity axes are aligned with respect to the sample’s crystalline
axes x′ and y′. The x′-polarized (y′-polarized) mode is red (blue) detuned from
the expected resonance ν0. The orientation of the cavity modes is experimentally
determined by aligning the polarization of the probing laser light to each cavity mode
in turn, and by observing the alignment to the sample.
top mirror laterally, allowing different positions in the sample to be probed.
The bottom mirror can also be moved vertically, changing the vacuum-gap
separation between top and bottom mirrors, allowing a reflection spectrum of
the microcavity to be recorded at fixed laser wavelength. We employ a cross-
polarization confocal microscope,66 where an added half-wave plate (HWP)
allows the probe laser’s polarization to be aligned with one or the other polar-
ized cavity mode. The sample’s orientation relative to the microscope axes is
known; the cleaved edges of the semiconductor sample along the x′ = [110] and
y′ = [110] crystalline axes coincide with the microscope orientation to within
few degrees. All experiments were carried out at a temperature T = 4K.
The fundamental cavity mode is probed by measuring the reflectivity of a
narrowband laser in a polarization dark-field modus. Two closely spaced modes
are observed as shown in Fig. 6.2b. When the HWP is set such that the
probe laser’s polarization is aligned to x′ (y′), only the red (blue) detuned
resonance is probed. When the HWP is set such that the probe laser is
aligned at 45◦ to the x′ and y′ directions, both cavity modes can be seen
(Fig. 6.2b). These are the characteristic features of a birefringence-induced
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mode-splitting. The fact that the axes of the cavity modes are consistently
aligned with the cleaved edges of the sample implies that birefringence arises
in the semiconductor heterostructure, and not in the top mirror. Should the
origin of the birefringence lie in the top mirror, no link to the crystal axes of
the semiconductor would be expected.
The mode-splitting is defined by ∆ν = νx′ − νy′ , where ν is the resonance
frequency. It’s important to note that the mode-splitting has a sign, negative
in our case, meaning that the changes in refractive index along the x′ and y′
directions induce a red- and blue-shift, respectively, relative to the original
resonance. The dynamic nature of the microcavity allows us to examine
simultaneously the mode-splitting (Fig. 6.4a,b) and the Q-factor across the
microcavity’s stopband (Fig. 6.3a,b). Both the bare mode-splitting and the
Q-factor have a dependence on wavelength with maximum amplitude centered
around λ = 918.7 nm, at the stopband center of the bottom mirror.
6.5 Cavity characterization and modeling
We focus initially on the Q-factors to demonstrate that we have a quantitative
understanding of both the field confinement in the microcavity and the losses.
We model the microcavity’s stopband and Q-factor dependence on wavelength
(Fig. 6.3 dashed and solid lines) using a one-dimensional transfer-matrix sim-
ulation (Essential Macleod, Thin Film Center Inc.). In Fig. 6.3 the dashed
lines depict the expected Q-factor without any losses at the sample’s surface.
In practice, the measured Q-factors are lower and this can be described very
convincingly simply by including the effects of scattering at the Al2O3-vacuum
interface.59 The surface roughness was determined by comparing the experi-
mental results and the theoretical model. We find that the maximum Q-factor
in this experiment depends on the exact lateral position, suggesting that the
surface roughness changes across the sample.59 A full wavelength dependence
was acquired at two positions on the sample. A root-mean-square (rms) surface
roughness of σ = 1.60nm (σ = 0.65nm) at position 1 (position 2) provide a
very good description of the wavelength dependence of the Q-factor. These
surface roughnesses are consistent with characterization of the surface at room
temperature with atomic force microscopy.59 The residual small discrepancy
between experimental and modeled curves probably arises from an imperfect
knowledge of the exact layer thicknesses in the DBRs.
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Figure 6.3: Q-factor as a function of probe wavelength and voltage Vs applied to the
strain-tuning piezo at (a) position 1, where the root-mean-square surface roughness is
σ = 1.60 nm, and (b) position 2, where σ = 0.65 nm. The solid (dashed) lines are the
modeled Q-factor dispersion curves for this microcavity in the case with (without)
surface scattering.
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Figure 6.4: Cavity mode-splitting ∆ν = νx′ − νy′ as a function of probe wavelength
and voltage Vs applied to the piezo at (a) position 1, and (c) position 2.
We turn now to the behaviour on applying a uniaxial stress. We focus on
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position 1. Upon application of a voltage up to Vs = ±250 V, the piezostack
expands and contracts, thereby stressing the sample uniaxially along the y′
direction. The mode-splitting responds to the applied stress. A maximum
mode-splitting tuning of approximately 11GHz (45µeV) is achieved at the
exact wavelength where |νx′ − νy′ | is the largest, as can be observed in Fig. 6.4a.
The tuning leaves the Q-factor unaltered (Fig. 6.3b) indicating that the applied
stress has no effect on the loss mechanisms in these high-Q-factor cavities. The
mode-splitting ∆ν is a linear function of Vs (Fig. 6.7b); the response ∆ν/∆Vs
is slightly smaller in magnitude at the edges of the bottom mirror’s stopband
with respect to its stopband center (Fig. 6.7d).
6.7 Photoelastic effect
We now attempt to describe quantitatively the stress-induced changes in the
birefringence of the heterostructure.
The refractive index n of a crystal can be described by the indicatrix,128 an











where ε0 is the vacuum’s electric permittivity, Ei is the electric field component
along direction i and Dj is the electric displacement field along j. An applied
stress deforms the indicatrix components ∆Bij via the operation
∆Bij = qijkl · σkl. (6.2)
Here, qijkl (i, j, k, l = 1, 2, 3) is the fourth-rank piezo-birefringent tensor; the
stress σkl (k, l = 1, 2, 3) is a second-rank tensor. From Eq. 6.1 and Eq. 6.2, it
follows that the change in refractive index ∆nij = nij − n0 (where n0 is the






For zinc-blende type (cubic) crystals, symmetry simplifies the photoelastic
tensor such that only three independent coefficients remain,122 namely q1111,
q1122 and q2323. A compressed notation can be adopted: 11 → 1, 22 → 2,
33→ 3, 23→ 4, 13→ 5, 12→ 6. In this way, the rank of the tensors is reduced
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We now apply these general results to our problem. In the experiment, both
the stress and the birefringence are applied/probed in the (x′,y′,z′) system of
coordinates. Therefore, a rotation in the frame of reference by π/4 around
z = z′ is applied. We treat the canonical case of a stress applied along the x′
direction.
In the (x′,y′,z′) basis, the simplified stress tensor for a uniaxial stress along x′
is self-evidently σ′ = [1 0 0 0 0 0]ᵀ. We start by calculating σ in the usual basis
(x,y,z) from σ′. The general rotation matrix for an arbitrary angle θ and with
θ = π/4 is
R =














In the (x,y,z) basis, the stress is calculated via σ = R
ᵀ



























Since, however, we want to probe the birefringence in the (x′,y′,z′) basis, we
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We are primarily interested in the birefringence between axes (x′,y′), namely
∆n = ∆nx′x′ −∆ny′y′ = nx′x′ − ny′y′ . In the experiment, the stress is applied
along y′. In this case, σ′ = [0 1 0 0 0 0]ᵀ, and ∆n = nx′x′ − ny′y′ = n
3
0
2 · q44 · σ,
where σ in this case has the inverse sign as in the case of stress applied along
x′, from which we obtain ∆nn0 = −
n20
2 · q44 · σ, Eq. 6.14 in the following.
6.8 Piezo-optical coefficients q44 at T = 4K
Data on the piezo-optical coefficient q44 of AlxGa1−xAs alloys can be found for
measurements129,130 at T = 298K, and for GaAs at T = 77K.129 However, this
data is not available at T = 4K to the best of our knowledge. The dispersion
of these coefficients is linked to the bandgap of the particular material. In
particular, q44 shows a resonance behaviour at the bandgap itself. As the
bandgap of these materials shifts with temperature, the q44 coefficients are
temperature dependent. It is therefore necessary to estimate the q44 values at
T = 4K. We elaborate here the procedure.
Adachi130 provides data – we extract the data from the plots with Webplotdigi-
tizer131 – on AlxGa1−xAs alloys, of particular relevance here the dispersion curve
of the elasto optic coefficients p44, related to the piezo-birefringent coefficients
via q44 = p44 ·S44. The room-temperature bandgap energies of the alloys of inter-
est are also extracted (Egap(GaAs)= 1.424 eV, Egap(Al.33Ga.67As)= 1.8355 eV,
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Figure 6.5: Piezobirefringent coefficients q44 at T = 4K for GaAs, Al.33Ga.67As
and AlAs, estimated from their room temperature values by shifting the wavelength
rigidly by an amount equal to the shift in bandgap with temperature.
Egap(AlAs)= 2.168 eV). The optical properties of semiconductor crystals, such
as the refractive index, are linked to the bandgap energy of the material.132
The temperature dependence of the GaAs bandgap can be described via
Egap(T ) = Egap(0) − 5.405 · 10−4T 2/ (T + 204) (with Egap(T ) in eV, T in
K).133 This equation was demonstrated to be valid also for AlxGa1−xAs al-
loys.134
From the room-temperature (298K) bandgap energies, we can estimate the low-
temperature bandgap energies of our materials, namely Egap(GaAs)= 1.519 eV,
Egap(Al.33Ga.67As)= 1.931 eV, Egap(AlAs)= 2.263 eV, representing a shift in
bandgap energy of 95meV for these materials. These shifts translate into a shift
in wavelength of ∆λ = −54.45nm, ∆λ = −33.22nm and ∆λ = −24.01nm,
respectively. We now estimate q44 at 4K for a particular wavelength λ by
rigidly shifting the curve of q44 versus λ at 298K by ∆λ. We confirm that this
method functions well by comparing translated T = 298K data130 for q44 to
T = 77K data129 and verifying an overlap.
Finally, we comment that the dispersion of q44 of the semiconductor materials
is rather small in the spectral band of interest, as exemplified in Fig. 6.5, such
that we use their mean values in the model – we treat the small dispersion as
a measure of the uncertainty in the parameters.
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6.9 Bandgap shift with uniaxial stress
The photoluminescence spectra of excitonic transitions also shift as a result
of uniaxial stress. Upon application of the uniaxial stress used to tune the
birefringence of the semiconductor DBR, the embedded QDs also experience
the exact same stress. Therefore, the spectral shift of the QD’s emission can
be used as a gauge to determine the amount of stress in the heterostructure.
 Mean ∆Egap
 ∆Egap/∆Vs = (-0.51±0.01) µeV/V



























Figure 6.6: (a) Shift of the photoluminescence signal of a QD in the sample as a
function of applied uniaxial stress. (b) Mean shift in bandgap energy as a function of
voltage applied to the piezostack (Vs), as measured on 20 different excitonic lines in
10 QDs. A linear fit gives δEgap/δVs = (−0.51± 0.01)µeV/V.
In order to calculate the excitonic emission shift as a result of uniaxial stress
(along x′) we assume that the shift is determined solely by the shift in the
bandgap of the host material, GaAs. We start with the Bir-Pikur expression135
for the bandgap shift ∆Egap with applied strain εij in the usual basis (x,y,z).
The quantum dots themselves define the quantization axis, i.e. z = [001].
Assuming further that the valence state is of pure heavy-hole character, on
account of the large heavy-hole–light-hole splitting,
∆Egap = aΓ Tr (εij) +
b
2 (2 · εzz − εxx − εyy), (6.10)
where aΓ and b are the deformation potential coefficients, and Tr(εij) is the
trace of the strain tensor εij .
We apply a stress, and thereby induce a strain. We use the strain–stress relation
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εm = Smn · σn, where Smn is the compliance tensor, abbreviated in a similar
way to Eq. 6.4 on account of symmetry. We now know also the expression for a
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Now, Tr(εm) = εxx + εyy + εzz = (S11 + 2S12)σ and 2 εzz − εxx − εyy =
(S12 − S11)σ. Transforming128 Smn to the stiffness tensor Cmn, Eq. 6.10 gives










We use the following numerical values for GaAs from literature136–138 for the
computation: aΓ = −8.33 eV, b = −2.00 eV, C11 = 122.3GPa and C12 =
57.1GPa. We finally arrive at δEgap/δσ = −22.2µeV/MPa.
6.10 Quantifying the stress-induced birefringence
We now have all the ingredients to describe quantitatively the stress-induced
change in mode-splitting. A crucial step is to determine the exact uniaxial
stress applied. The extension per Volt of the piezostack depends strongly on
temperature and unfortunately we do not know its exact value at T=4K. We do
not have an external stress gauge in the experiment. Instead, we determine the
applied stress by measuring the frequency-shift of the photoluminescence from
the QDs embedded in the sample.111 This has the advantage of determining the
stress experienced by the heterostructure itself, exactly the stress which induces
98 6. Cavity mode-splitting tuning using the photoelastic effect
the birefringence. We determine the mean bandgap shift as a function of applied
voltage Vs by observing the photoluminescence signal of 20 different excitonic
lines in 10 QDs in the sample, as depicted in Fig. 6.6a, and find ∆Egap/∆Vs =
(−0.51± 0.01)µeV/V equivalently (−0.123± 0.002)GHz/V (Fig 6.6b), a value
comparable to a previously achieved111 tuning of −0.82µeV/V. The dominant
effect of an applied differential uniaxial stress δσ on the emission frequency of
the QDs is to induce a change in the bandgap δEgap of the host semiconductor
GaAs,139–141 described by δEgap/δσ. The influence of uniaxial stress on the
bandgap can be derived (Sec. 6.9) from the material’s deformation potentials to
be δEgap/δσ = −22.2 µeV/MPa, under the assumption that the valence state





we infer ∆σ∆Vs = (22.97 ± 0.45) kPa/V, from which we are able to deduce the
amount of stress applied to the sample σ = ∆σ∆Vs Vs.
The next step is to calculate the birefringence in each layer in the heterostructure.
Stress-induced transformations to the dielectric function of a crystal are quanti-
fied by the so-called piezobirefringent tensor122,128,141,142 qijkl. Due to the sym-
metry of zinc-blende crystals,122,128 and our system of coordinates x′ = [110],
y′ = [110], z′ = z = [001], the induced birefringence ∆n/n0 = (nx′ − ny′) /n0






2 · q44 · σ, (6.14)
where n0 is the bare refractive index of the particular material, and q44 is a
material parameter, q44 = p44 · S44, where p44 is an element of the photoelastic
tensor and S44 an element of the compliance tensor. See Sec. 6.7 for complete
derivation.
Given that the sample is composed of layers of three different semiconductor
materials (GaAs, Al.33Ga.67As and AlAs), the influence of uniaxial stress in
each layer must be considered. The coefficients q44 for GaAs, Al.33Ga.67As
and AlAs at low temperature T = 4K are estimated (Sec. 6.8) from literature
room-temperature values130 and found to be respectively q44 = (−7.4± 1.2) ·
10−13 m2/N, q44 = (−7.9± 0.3) · 10−13 m2/N and q44 = (−1.64± 0.02) ·
10−13 m2/N.
Finally, we determine the mode-splitting by calculating the exact mode fre-
quency for each polarization separately, including the subtle changes to the
refractive indexes in the one-dimensional transfer-matrix simulation. Specifi-
cally, we use Eq. 6.14 to calculate the induced birefringence ∆n in each layer
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Figure 6.7: (a) Change in mode-splitting as a function of wavelength and applied
uniaxial stress σ from experimental data (dots) and theoretical model (solid lines).
The model involves adjusting the refractive index of each layer in the heterostructure
using Eqs. 6.13 and 6.14 and then calculating the exact resonance frequency in a
one-dimensional transfer matrix simulation. The error bars in the model arise from
uncertainties in the coefficients q44 and in the calculation of δEgap/δVs. (b) Vacuum
electric field distribution along the first few hundred nanometers below the sample’s
surface at wavelengths of 920 nm and 955 nm, indicating the dispersive influence
of each layer’s birefringence on the mode-splitting. (c) The mode-splitting tuning
at λ = 920nm as a function of applied stress voltage Vs (and respective stress σ).
A linear fit determines the tuning rate ∆ν/∆σ = (−0.87± 0.06)GHz/MPa at this
wavelength. (d) The tuning rate ∆ν/∆σ as a function of wavelength across the the
entire stopband: experiment (black symbols); model (orange line).
of the heterostructure upon application of uniaxial stress σ, which is itself
calculated with Eq. 6.13. For Vs = 250V, σ = 5.74MPa, the induced relative
birefringence ∆n/n0 is as small as 26 ppm in GaAs (25 ppm in Al.33Ga.67As,
4 ppm in AlAs). The stress-tuning of the mode-splitting is shown in Fig. 6.7a
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(solid lines) for each applied stress voltage Vs as a function of wavelength
(spanning the stopband). The results can be directly compared to the experi-
mental results (symbols). Evidently from Fig. 6.7a, the amount of tuning itself
presents a dispersion, i.e. it depends on wavelength. The calculation captures
this detail precisely and explains it: subtle shifts in the standing wave in the
microcavity change the net birefringence as each layer of the heterostructure
does not contribute equally. Figure 6.7b illustrates this point by showing the
vacuum electric field as a function of distance from the sample’s surface at a
wavelength close to the bottom mirror’s stopband center, at 920 nm, and at a
wavelength far away, at 955 nm. As a consequence, the mode-splitting tunes
linearly with stress, as depicted in Fig. 6.7c for λ = 920 nm, but with different
slopes ∆ν/∆σ across the stopband (Fig. 6.7d). Across the entire spectral range
examined here, experimental data (points) and model (solid lines) present
excellent agreement.
6.11 Conclusions and outlook
Our method proves to be an effective way of controlling the intrinsic polarization
splitting of an open semiconductor microcavity by up to ±5.5 GHz. The mode-
splitting can be tuned across the entire stopband in a predictable, reversible
manner. The present microcavity has a rather large intrinsic mode-splitting.
Nevertheless, the tuning capability allows us to achieve near-degeneracy of the
cavity modes at the high-wavelength end of the stopband. For a microcavity
with a lower intrinsic mode-splitting, it should be possible to eliminate the
mode-splitting. Of relevance here is the fact that the intrinsic mode-splitting
and the applied stress are aligned along the same axes. The applied stress
induces a small birefringence, on the order of a few ppm, and does not influence
the microcavity’s Q-factor. The slight emission shift of the QDs embedded
in the heterostructure can be compensated for in the present setup simply
by exploiting the spectral tunability of the microcavity: a resonance with the
cavity mode is easily maintained.
Naturally, it is desirable to achieve a higher degree of mode-splitting tunability:
perfect degeneracy of the polarized modes would be desirable for any experi-
ments relying on circularly polarized transitions;118,119 a further increase in the
mode-splitting until the two cavity modes overlap only weakly in frequency is
sought in experiments which hinge on the vacuum field of just one of the cavity
modes.38,40 An optimized architecture of the sample holder could increase
the tuning rate127 by a factor of 20. The incorporation of a back-gate would
allow an electric field to be applied across the bottom mirror, thereby making
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use of the electrooptic effect.109 Employing these two methods simultaneously
would grant an even higher degree of control of the birefringence. Additionally,
inspired by liquid-crystal tuning of microcavities at room temperature,126 it
might be possible to include a thin layer of a highly piezobirefringent layer
in the present device. As a final comment, we note that while a quantitative
understanding of the origin of the intrinsic mode-splitting has not yet been
attained, the mode-splitting dispersion curve can be used as a diagnostic tool




This thesis reports the technological steps to achieve a world-record efficiency
in deterministic single photon creation. We pursue the route of exploiting
atom-like structures, InAs quantum dots (QDs), that naturally emit single
photons by the process of spontaneous emission. The QDs are embedded in
a semiconductor heterostructure, within a p-i-n type diode, which ensures
low-noise operation and fine-tuning of the transition energy in the QD. This
kind of gated structure is not straight-forward to implement in combination
with photonic nanostructures, necessary to enhance the rate of spontaneous
emission. We break with the established paradigms pursued in other devices,
and use an open tunable Fabry-Perot type microcavity. The “bottom” mirror
of the Fabry-Perot cavity is a semiconductor distributed Bragg reflector (DBR),
on top of which the QDs are grown. The “top” mirror is a silica chip onto
which micrometer-sized “craters” are created, and coated with a dielectric DBR.
Such an open system facilitates the implementation of gated QDs and gives all
spacial degrees of freedom to couple resonantly, with the same cavity, many
QDs in the sample.
We guide the reader step-by-step on the design, fabrication and characterization
of the sample and the cavity. A cavity with very well characterized optical
losses is key to achieving high quantum efficiency in the single photon creation
process. Passivating the surface of the semiconductor heterostructure is shown
to mitigate surface-related optical losses. The fundamental cavity mode is split
into two orthogonal linear polarizations. This splitting in frequency is exploited
in combination with a circular optical transition of the QD to avoid losing half
of the produced single photons on a cross-polarization confocal microscope.
The classical losses in the optical setup and the efficiency of the detectors
also had to be thoroughly characterized in order to estimate correctly the
end-to-end efficiency of the envisioned single photon source. The probability
of bringing the QD into an excited state with a short pulse of light, usually
assumed to be unity, is demonstrated to be influenced both by the filtering
operation performed by the cavity and by dephasing provoked by phonons.
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The created single photon source presents a (to date) record end-to-end effi-
ciency, able to create a photon every 50 ps at the output of the entire system
with a 57% probability upon a triggering signal. This represents an improve-
ment of 2.3 times over the previous state-of-the-art.73 Furthermore, the source
creates single photons with a purity of about 98% reaching the theoretical
limit,143 given the re-excitation and re-emission process that can happen within
the finite pulse length of the excitation laser. Also, the successively produced
single photons present a very high degree of indistinguishability, deduced from
the Hong-Ou-Mandel visibility of approximately 98%, limited only by phonon-
induced decoherence.43 The demonstration of high indistinguishability values
maintained for photons emitted more than 1.5µs apart is novel for semicon-
ductor QD based single photon sources, and we attribute it to the low-noise
environment and charge control resulting from the gated p-i-n diode structure
in which the QDs are embedded. The coherence of the system is clearly much
longer than that. If a single photon is created every ns, such long coherence
times allow for the creation of streams of thousands of indistinguishable pho-
tons, an essential characteristic for quantum information processing relying on
demultiplexing from a single source of photons.
In the saga to create a high-efficiency single photon source, every photon
counts. In resonant excitation schemes, the way to separate the emitted single
photons from background laser light relies on employing a cross-polarization
microscope. A key development in this work was to exploit the rather large
intrinsic birefringence in the semiconductor sample to avoid this losing 50%
of the polarized photons at the microscope’s polarizing beam-splitter. The
birefringence leads to the splitting in frequency of the fundamental cavity
mode into two orthogonal linear polarizations. The laser light is V-polarized,
the created single photons are collected via the the H-polarized cavity mode,
detuned from the laser. For this scheme, large mode-splittings are desired. We
demonstrate a technique to tune the cavity’s mode-splitting by up to 11GHz
upon application of uniaxial stress to the semiconductor crystalline sample.
This method can provide even higher control of the polarization splitting
in combination with an improved strain-tuning device design. In the single
photon source core to this thesis about 5% of the emitted single photons are
emitted with the V-polarized cavity mode, implying they will be deflected
from the collection channel. This rate could be decreased by achieving a larger
splitting between the two fundamental cavity modes. Furthermore, a larger
mode-splitting would mean that the excitation pulse of light would suffer a
smaller amount of spectral filtering by the cavity, approximating the excitation
pulse to the textbook Gaussian-pulse description, at the cost of having to
operate at higher laser powers.
The highly tunable nature of the device constructed in this thesis opens the
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possibility to applying the device to different quantum emitters and for a variety
of quantum protocols. For instance, GaAs QDs in an AlGaAs matrix emit
at wavelengths between 700 nm and 800 nm, an important band coinciding
spectrally with rubidium emission lines (795 nm and 780 nm), that are commonly
used as a quantum memory.144 In order to achieve a deterministic storage-
and-retrieval of single photons from a QD in a rubidium vapor quantum
memory, an enhanced emission of single photons from the GaAs QDs at these
wavelengths is essential. Another landmark in quantum networking would be
the development of efficient single photon sources at the telecom wavelengths
(1300 nm and 1550 nm), where optical fibers present ultra low loss and the
necessary infrastructure to transport light is already established world-wide.
Should QDs emitting at these wavelengths be developed, our device design
could be readily implemented for efficient telecom single photon production.
The current system can be further improved. One could reduce the optical
absorption in the gates in the semiconductor heterostructure, with improved
design with narrower gates, for instance. However, according to our analysis,
the largest source of loss in the system lies not in the “quantum optics”, but in
the “classical optics” part of the experiment. About 30% of the photons are lost
from the QD-cavity system to the output of the optical fiber. A few percent can
be readily gained by adding an anti-reflection coating to the glass-air interfaces.
This includes the top surface of the silica chip that comprises the top mirror of
the cavity and the facets of the optical fibers. A collecting lens with ideally
optimized focal length would imply a perfect mode overlap at the fiber input,
implying in a 10% gain in photon collection into the fiber. It would be possible
to eliminate altogether the cross-polarized microscope, which comprises many
optical elements, by implementing an atom drive scheme, launching light into
the QD via another channel other than the cavity mode. This would allow the
elimination of all loss-inducing optical elements in the collection microscope,
except for two lenses and the fiber itself, promoting another 12% improvement
in single photon transmission through the system.
We propose that the atom drive can be readily achieved with the same semi-
conductor heterostructure used in this work. Via numerical simulations we
predict that a waveguide-like optical mode is formed between the DBR and the
sample’s surface. The QDs are located in the sample within the extent of this
optical mode, so pulses of light traveling in this waveguide could easily be used
to excite the QDs. Light can be coupled into this mode in a few ways: one can
launch it via the side of the sample, a “lateral excitation”; one can redirect
light launched perpendicular to the sample’s surface with the help of gratings
etched onto the sample; or one can couple light from a tapered fiber placed
next to the sample’s surface evanescently. This proposal, in addition, opens
the possibility of working with a 3-level Λ-system of the QD, in which one arm
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of the transition is coupled to the cavity. This concept can be implemented by
placing a QD spin in a magnetic field. With the atom drive scheme, one would
have the capability of initializing the spin and performing spin rotations in the
microcavity. In combination with the high photon emission quantum efficiency
presented in this work, the precisely clocked spin manipulation would allow
for spin-photon entanglement, empowering the creation of an efficient source
of cluster-states.145 In combination with a top mirror with higher reflectivity
that allows coherent exciton-photon interaction before the photon escapes the
cavity, a photon-photon gate would be within reach.146
This work is a landmark in the path to quantum information processing using
single photons. It is the first single photon source to surpass a 50% end-to-end
efficiency. It operates at high rates, emitting streams of pure single photons
with high coherence maintained over unprecedented timescales. The next steps
on this journey are promising and exciting: demonstrating quantum advantage
in quantum simulation algorithms (for instance with a boson sampling setup),
creating cluster-states efficiently and employing them in a universal quantum
computer, encoding information into single photons and transmitting them
across the world, etc. The future is bright. Bright like photons.
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