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Bass and Serre recast the foundations of combinatorial group theory in [7]. Here 
we apply the allied notions of fundamental group and covering space to redevelop 
their theory in a less combinatorial fashion; for example the Bass-Serre Structure 
Theorem is proved with no a priori knowledge of the group theoretic structure of the 
fundamental group of a graph of groups. Van Kampen’s Theorem is used only once, 
in its simplest form (in the proof of Theorem 7). Cancellation arguments and normal 
form theorems, such as Britton’s Lemma, are completely avoided; indeed they are 
incidental corollaries from our viewpoint. The tree which plays a central role in [7] 
appears in Theorem 2 as the natural analogue of the “strecken komplexe” intro- 
duced by A. Speiser [S], and subsequently also employed by R. Nevanlinna [5], to 
describe certain simply connected Riemann surfaces occurring in value distribution 
theory. 
1. The graph of groups and its topological representation 
A graph of groups is a source of data from which a group, its fundamental group, 
will be constructed. More precisely, we have 
Definition. A graph of groups (I’, 3) consists of a connected oriented graph l-‘, a 
family Ce of groups G(P) and G(e) indexed by the vertices P and edges e of r, and a 
family of monomorphisms cp(e): G(e)+ G(P) and $(e): G(e)-, G(Q) where P and 
Q are the initial and terminal vertices of the oriented edge e. We will denote the 
images of p(e) and 4(e) by A(e) and B(e) respectively. In order to represent a graph 
of groups topologically, we view f as a l-dimensional CW-complex with oriented 
edges. Recall that any group can be represented as the fundamental group of a two 
dimensional CW-complex with a single vertex, and that any homomorphism 
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between two groups can be represented as the homomorphism induced on 
fundamental groups by a cellular base point preserving mapping between the 
corresponding complexes [4,9]. Thus, for each vertex P of r, we shall let X(P) 
denote a two dimensional CW-complex with a single vertex and fundamental group 
isomorphic to G(P). Similarly, Y(e) shall denote a two dimensional CW-complex 
with a single vertex whose fundamental group is isomorphic to G(e) for each edge e 
in E The monomorphisms cp(e) and $(e) are induced by continuous mappings Q(e) 
and Y(e) from Y(e) to X(P) and X(Q) respectively. 
It will be convenient to introduce an additional vertex M(e), the midpoint of e, on 
each edge e of r. The segments from P to M(e) and from M(e) to Q will be denoted 
by e’ and e” and parametrized by the closed intervals 0 s f s r and $s t s 1 
respectively. Now, for each vertex P of r, let T(P) be an oriented graph determined 
by the subspace of r consisting of P and the interiors of the oriented segments e’ and 
f” belonging to the edges e and f of r which begin and end at P respectively. We will 
indicate the constituents of T(P) by the same symbols as the corresponding consti- 
tuents of r except that M(f’) and M(e’) will be used in place of M(f) and M(e). 
Clearly, r can be reconstructed from the collection of all T(P) by identifying the 
corresponding vertices M(e’) and M(e”). 
Now, for each edge e of r, we attach the mapping cylinders t(P, e) and R(Q, e) of 
a(e) and P(e) to r(P) and r(Q) along the respective edges e’ and e”. More precisely, 
L(P, e) is the quotient space obtained from X(P) and Y(e) x [0, $1 by identifying 
(0, y) with @(e)(y) for each y E Y(e). Similarly, R(Q, e) results from the 
identification of (1, y) with V(e)(y) for each y E Y(e). Finally, if y(e) is the unique 
vertex of Y(e), we identify (t, y(e)) with the point e’(t) on e’ corresponding to t 
whenever 0 < t s $ and with the point e”(t) on e” corresponding to t when fs t < 1. 
Note that we have two copies of Y(e) when t = 4; one of these is attached to T(P) at 
M(e’) and the other is attached to r(Q) at M(e”). We denote these copies by Y(e’) 
and Y(e”) and refer to them as faces. More generally, we will call the copy of Y(e) 
corresponding to t the section at e(t) if 0 < t < 1. Finally, Z’(P) will denote Z(P), the 
CW-complex just constructed, with its faces deleted. 
Thus we have attached a CW-complex Z(P) to each graph T(P), and there is an 
obvious inclusion T(P) c Z(P). Moreover, by mapping each section at e(t) to the 
point e(t) and by mapping each X(P) to P we obtain a retraction r(P) : Z(P) + r(P). 
Finally, we note that Z(P) contains X(P) as a deformation retract, so q(Z(P), P) is 
isomorphic to G(P). 
Now, we identify the faces Y(e’) and Y(e”) for each edge e of r and obtain a 
CW-complex W which is said to represent (r, 59). Clearly, r is embedded in W and 
the retractions r(P) can be combined to form a retraction r: W --, r. Next, we pick a 
vertex PO of r as our base point and call the usual fundamental group ai( W, PO) the 
fundamental iroup of (r, 3). It will be denoted by 7r,(T, 3) = G; standard results tell 
us that its isomorphism class is independent of the choice of base point and coincides 
with that of the fundamental group of the 2-skeleton of W. 
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An important related CW-complex 2 is obtained if we first select a maximal tree T 
in r and then identify only those faces Y(e’) and Y(e”) which correspond to edges e 
of T. Both Z and W contain the subcomplex X which arises by deleting the sections 
at e(r) for all e E f - T and O< t C 1. Moreover, X is a deformation retract of both Z 
and W’, the latter space being obtained from W by deleting the sections at e(t) for all 
edges e in r- T. Thus, we have 
H = 7rl(X, PO) = 7rl(Z, PO) = TrI( W’, PO). 
Finally, if the edge e joins P to Q, we shall denote the union of X(f), X(Q) and all 
sections at e(t), 0 <t < 1, by E(P, 0). 
The graphs of groups (r, 3) and (r*, ?I*) are isomorphic if there is an isomorphism 
y between r and r* and isomorphisms f(P) and f(e) between the corresponding 
members of 9 and ‘3* such that the following diagrams commute: 
G(e) 
s(c) 
-G(P) G(e) 
S(c) 
-G(Q) 
f(r) I I I(P) 
We*) - G(P*) 
de*) 
f(c ) I I f(O) 
G(e*) - G(Q*) 
&CC*) 
Here e* = -y(e), P* = y(P) and Q* = r(Q). 
Now, (r, $4) = (r*, $!I*) implies rl(T, 3) = rl(T*, %*). Namely, by attaching 
higher dimensional cells to Y(e), Y(e*), X(P), and X(P*), we may assume that there 
are Eilenberg-MacLane complexes, and that the continuous maps inducing f(e) and 
f(P) are homotopy equivalences. These may be extended to a homotopy equivalence 
between Z(P) and Z(P*); combining the latter along corresponding faces yields a 
homotopy equivalence between W and W*, and the result. 
2. The universal covering and its associated tree 
The present section is devoted to a description of the universal covering W of W. 
Taken together, its two theorems show that W is built up from certain meaningful 
simply connected subspaces which are joined in accordance with incidence relations 
which determine a tree r, called the “universal covering” of f in [7]. We introduce 
the idea of “blowing up” a graph to prove Theorem 2; this technique will play a key 
role in the sequel. 
Theorem 1. Letp: W + Wbe the universal covering. Then each path component of the 
following sets is simply connected: p-‘( W’), p-‘(Z’(P)), p-‘(X) and p-‘(X(P)), Pa 
vertex of r. 
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Proof. Virtually the same proof applies to the first two cases, and the other cases are 
immediate consequences of these. Thus, we only consider p-‘( W’) and denote its 
path components by W’(A), A E A an index set. Two components W’(A i) and W’(h2) 
are said to have a common face above Y(e), e E r- T, if there is a lifting of e to W 
which begins in one of them and terminates in the other; the common face is the 
unique component of p-‘( Y(e)) which meets this lifting of e. Each component W’(A) 
determines a subgroup of 
and, therefore, a covering Z(A) of 2. Naturally, path components of Z(A) n 
p-‘( Y(e’)) and Z(A) np-‘( Y(e”)), e E f - T, will also be called faces aboue Y(e). 
Now, we argue by contradiction. Let q(A) : U(A) + Z(A) be the universal covering, 
and suppose that it is non-trivial for at least one value of A. That is, suppose at least 
one q(A) is not one to one. The faces of U(A) above Y(e’) and Y(e”), e E r- T, are 
simply connected because the mapping cylinders utilized in our construction 
represent monomorph&ns p(e) and cl(e). Of course, U(A) has at least as many faces 
above Y(e’) and Y(e”) as does Z(A). Thus we can assign to each such face of Z(A) a 
corresponding face of U(A). This correspondence will be one to one, but otherwise 
arbitrary. 
Now, suppose that W’(Ai) and W’(Az) have a common face above Y(e). This 
common face determines corresponding common faces above Y(e’) and Y(e”) in 
Z(A 1) and Z(A2) as well as in U(A i) and U(A2). The corresponding faces belonging to 
the latter pair of spaces may be identified since they are both copies of the universal 
covering of Y(e). If we apply this process to all pairs of indices A i # AZ, we obtain a 
CW-complex W”’ and an obvious cellular mapping q(1) : W(l)+ W. If all the faces of 
all the U(A) are paired by our construction, q(1) will be a non-trivial covering of the 
simply connected W, which is impossible. Otherwise, W’” contains at least one 
unpaired or free face over some Y(e), and we attach a copy of the universal covering 
2 of 2 to each of these free faces. Thus, we obtain a new CW-complex W”’ 3 W”’ 
and a cellular mapping q(2): W”’ + W. Iteration of this procedure yields CW- 
complexes W(“+l) 3 Wcn) and cellular mappings q(n + 1): Wcncl)+ W with q(n + 
l#v’“‘=q(n), n = 1,2,. . . . If we let U denote the union of all the Wcn’ and define 
q: U + W by restriction, once again we obtain a nontrivial covering of W and, 
therefore, a contradiction. This completes our proof. 
The following theorem of Higman, Neumann and Neumann [2], which plays a 
central role in their original work on embedding theorems as well as in many 
subsequent applications, is a corollary of Theorem 1. 
Corollary 1 (Higman, Neumann and Neumann). Let H be a group, f: A + B an 
isomorphism between two of its subgroups and G = (H, tl rel(N), t-‘ur = f(u), a E A) 
an HNN-exrension. Then the obvious mapping i: H --, G is injectiue. 
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Proof. Here r consists of a single vertex P and a single edge e which begins and ends 
at P. Suppose 1 # h E H. We may write h = [y], where y is a loop in X(P) based at P 
and brackets indicate homotopy classes. Now, y is null homotopic in W, equivalently 
h = 1 in G, if and only if all the lifts of y to H’ are loops. Since y is not null homotopic 
in X(P), its lifts to X(P), the universal covering of X(P), all have distinct initial and 
terminal points. However, Theorem 1 asserts that p-‘(X(P)) consists of copies of 
X(P), so y has lifts to W which are not loops and, therefore, cannot be null 
homotopic in W. 
Corollary 1 has an analogue, proved in identical fashion, which states that the 
“obvious” mapping of a term into the free product of two groups with a single 
subgroup amalgamated is injective. More generally, this technique allows us to view 
the groups comprising 3 as subgroups of G = nr(T, 3). The fact that the obvious 
inclusion mappings of X(P) into W do not preserve base points necessitates light 
modifications. Namely, let rp be the unique path in T joining PO to P and let X(P*) 
denote the subcomplex of W consisting of X(P) and rp. Since X(P*) contains X(P) 
as a deformation retract, rl(X(P*), PO) s G(P) and we may represent any element 
g # 1 of G(P) uniquely as [rPyrP1], where y is a loop based at P which lies in X(P) 
and is not null homotopic in X(P). Noting that the lifts of r~pyrpr to W are loops if 
and only if the lifts of y to W are loops, we may repeat the proof of Corollary 1 and 
thereby establish: 
Corollary 2. The inclusion mappings induce the following commutative diagram in 
which each mapping is a monomorphism: 
mw(p*), PO) - r1 w, PO) 
\ / 
m(W, PO) 
Thus, if we view G(P) as ?rl(X(P*), PO), then we may think of it as a subgroup of H, 
which is itself a subgroup of G. Similarly, we may interpret G(e) as the subgroup of G 
consisting of elements of the form [(r~‘)y(r&)-I], where y is a loop based at y(e) in 
the copy of Y(e) which forms the section at e(i) = M(e). The mapping cylinder 
construction makes it clear that this subgroup of G is the same as A(e). Moreover, if 
eE T, then G(e) also coincides with B(e); however, if e or- T, then B(e)= 
[7pe7~*]-1G(e)[Tpe701]. Thus, cp(e) may be viewed as an inclusion mapping for all 
e E r; the monomorphism $(e) may be viewed as an inclusion if e E T, and as an 
inclusion followed by conjugation by t, = [rpero] if e E r- T. 
Theorem 1 has another corollary which plays an important role in the sequel. 
Namely, 
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Corollary 3. The number of path components of p-‘( W’) is IG: H], the index of H in 
G. Similarly, ifPis the initialpointof el and the terminal point of e2, then the numberof 
faces above e; and es in each component of p-‘(Z’(P)) is given by jG(P) : A( and 
jG(P):B(ez)] respectively. 
Proof. Since the components of p-‘( W’) are all simply connected, the number of 
sheets in each of them equals the cardinality of H = IT,( W’, PO). Moreover, the 
number of sheets in W equals the cardinality of G, so the number of components of 
p-‘( W’) is IG: HI. Th e o th er cases are treated similarly. 
In view of Corollary 3, we may label the path components of p-‘( W’) by means of 
coset representatives. Thus, we suppose that A is a system of coset representatives for 
H in G and that the path components of p-‘(Z’(P)) in W’(A) are indexed by L!(P), a 
system of representatives for G(P) in H. If the edge e begins at P and ends at Q, then 
the faces above e of Z’(P), the universal covering of Z’(P), are in one to one 
correspondence with the elements of VI(e), a system of coset representatives for A(e) 
in G(P). Similarly, the faces of Z’(Q) above e are uniquely determined by the 
members of the system 23(e) of coset representatives for B(e) in G(Q). In view of 
Theorem 1, we now see that the vertices of W above P are uniquely specified by 
P(A, w, k), k E G(P), w E n(P), A E A. 
We shall now construct a graph rwith projection rr: r-* rand a cellular mapping 
r: W+f such that 
I 
W-l- 
c 
i I n 
w-r , 
commutes. First, we replace each component of p-‘(X(P)) by a vertex P(A, w ), A E n 
and w E O(P), and set r(P(A, w)) = P. Now, if an edge e joins P to Q, we consider the 
collection of path components of p-‘(E(P, Q)). Each of these joins a component of 
p-‘(X(P)) to a component of p-*(X(Q)), and we introduce an oriented edge, which 
projects onto e, joining the corresponding vertices. It is clear that we may map each 
of the components of p-l(E(P, Q)) onto the corresponding edge so that the diagram 
commutes as required. 
The graph f is the analogue of the Speiser diagram which was mentioned in the 
introduction. As to its structure, we have: 
Theorem 2. ris a tree. 
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Proof. If the theorem is false, then the universal covering 4: A + r is non-trivial, By 
blowing up A, we will construct a non-trivial covering of W and, thereby, reach a 
contradiction. 
Since A is a covering of r, there is a one to one correspondence between edges 
incident to a given vertex of A and edges incident to its projection to E Thus, if we 
select a copy of Z(P) for each vertex of A above P(A, w), the faces of these copies will 
be in one to one correspondence with the edges of A incident to the corresponding 
vertex. It follows that to each edge of A there correspond two faces, belonging 
respectively to the copies of Z(P) and Z(Q) associated with the end points of the 
edge under consideration. If we identify these paired faces, as indeed we may, then 
we obtain a non-trivial covering of W, and our proof is complete. 
Theorem 2 shows that every pair of vertices of r may be joined by a unique path in 
which no edge is traversed successively in opposite directions. We call such a path 
irreducible. Now, we will show how to describe each irreducible path beginning at 
PO(l, 1) in terms of certain loops in LV. By Corollary 3, the edges of r which begin at 
PO(l, 1) and project to e are in one to one correspondence with the elements of a(e). 
Moreover, each of these edges is uniquely the image under r of the lift beginning at 
PO(l, 1, 1) of a loop of the form ar,, (Y E g(e). Similarly, the edges of rwhich end at 
PO( 1,l) and project to f in r can be described uniquely in the form r@;‘, p E 8(f). 
If e ends at Q, we will label the vertices of the components of p-l(X(Q)) in which 
cyr, terminates o that the end points of these paths each correspond to 1 E G(Q). 
Similarly, the initial point of each r@r;l will correspond to the element 1 E G(R), R 
the initial point off Iterating this labeling process, we find that each irreducible path 
in f beginning at PO( 1, 1) is uniquely described as the image under r of the lift to W 
beginning ,at Po(l, 1, 1) of a loop whose homotopy class has the form 
?@::?Jzr:: - * * Y!&, where yi E ‘U(ei) if si = 1 and yi E ‘QJ(ei) if si = -1. 
Now, since W is simply connected, the vertices of p-‘(ZJO) are in one to one 
correspondence with the elements of G = rr( W, PO). Since we have described the 
irreducible paths joining PO( 1,l) to the vertices of f corresponding to components 
of p-‘(X(P,J), we obtain: 
Corollary 4 (Normal Form Theorem). Every element of G has a unique expression of 
theform y,t:;y& * . - y&h, whereh E G(Po), yi E I?L(ei) ifs; = 1, yi E ?3(ei) ifs, = -1, 
ek ends at PO if sk = landekbeginsatPoif~~=-l.Heree;l ***e2isaloopinrbased 
at PO. If ei E T, then tei = 1 and either ei # ei+l or yi+l # 1 and siSi+l< 0. Moreover, if 
yi+l= 1, then ei # ei+l or sisi+l> 0. 
In case G is a free product with a single subgroup amalgamated or an HNN- 
extension with a single stable letter, Corollary 4 yields the usual normal form [6] and, 
consequently, Britton’s Lemma. Higgins [l] first investigated normal forms for the 
fundamental group of a graph of groups; in contradistinction to our approach, he 
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employs the “van der Waerden trick,” [lo]. Finally, we remark that Corollary 3 and 
Theorem 2 show that ris determined by (r, 3). 
3. The Action of the fundamental group and the Bass-Serre theory 
The fundamental group G of W acts as a group of covering transformations, so 
W/G = W; we also have the commutative diagram: 
Thus, there is an induced action of G on E More precisely, if 1 # g E G, then we set 
gP(A, w) = P(S, CL) if and only if g carries the subcomplex of W defining P(h, w) to 
the subcomplex defining P(S, ,u). The action of g on edges of r is defined in a similar 
fashion. 
However, there is an essential difference between the actions of G on W and r: G 
may leave certain subcomplexes of rfixed. In fact, it is immediate that gP(A, w) = 
P(h, o) if and only if g carries the subcomplex of W defining P(A, w) onto itself. Thus 
g fixes a vertex of f if and only if it transforms the corresponding subcomplex of W 
onto itself; a similar remark applies to the action of G on the edges of f. Presently, 
we shall determine the stabilizers in G of certain vertices and edges of r. Since we 
will not require this information for all vertices and edges, we may simplify notation 
as follows. First, pick a vertex in W above PO and denote it by PO. Next, let T be the 
unique lifting of T to W containing PO. There is a unique vertex in T above each 
P E r, and we label it P. Similarly, if e E T then the subcomplex of W above E(P, 0) 
will be denoted by E(P, Q). If e E r- T and if e is its lift to W beginning at P, then we 
denote the terminal point of e by Q’. Of course, t,Q = Q’.. 
Theorem 3. G(P) = {g E GlgP = P}. 
Proof. We wish to determine all g E G which carry X(P) into itself. A typical vertex 
in X(P) is represented by the homotopy class of the path boy, where rp is the unique 
path joining PO to P in T and y is a loop in X(P) based at P. Thus, if we write g = [o], 
where w is an unknown loop in W, the lift o of w ro W beginning at PO must have its 
terminal point among the initial points of those lifts of 7p to W which terminate in 
X(P) if g is to stabilize P. Since W is simply connected, the only loops in W with this 
property are homotopic to loops of the form 7&7p*, where 6 is a loop in X(P) based 
at P. However, G(P) consists precisely of the homotopy classes of loops of this form 
so it is the stabilizer of P and our proof is complete. 
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Theorem 4. {g E G 1 gQ’ = Q’} = rJ’G(Q)r,. 
Proof. This result is an immediate consequence of the fact that reQ = Q’ and G(Q) is 
the stabilizer of Q. 
The following theorem can be established by the argument utilized in the proof of 
Theorem 3; the details are left to the reader. 
Theorem 5. If e is an edge of r, then {g E G 1 ge = e} = G(e). 
The preceding results constitute another version of one of the two main structure 
theorems of the Bass-Serre theory. In order to reformulate this information in the 
language of those authors, we now introduce some of their terminology. 
Suppose a group G acts without inversions on a connected oriented graph lY Thus 
G carries vertices to vertices and edges to edges while preserving incidence relations 
and orientation. Let P =f/G be the graph whose vertices and edges are the 
G-orbits of vertices and edges of lY If r denotes the projection from r to r*, we fix a 
vertex PO E I’, let PO* = rr(PO) and let T* be a maximal tree in K It is easy to prove, for 
example using Zorn’s Lemma, the existence of a tree in r containing PO and mapped 
isomorphically onto T* by r. Each vertex P* and edge e* of T* has a unique 
preimage P and e in T. Moreover, if e* E r* - T* begins at P* and ends at Q*, we let 
e denote its preimage in r which begins at P and note that the end point Q’ of e will 
not in general be Q. Now we let G(P*) = {g E G 1 gP = P} and G(e*) = {g E G j ge = e}. 
The inclusion mapping of G(e*) into G(P*) will be denoted by q(e*). If e*E T*, 
++(e*) will denote the inclusion G(e*)c G(Q*). However, if e*E r*- T* we let 
&e*) denote the composite of the inclusion G(e*) c G(Q’) = {g E G IgQ’= Q’} and 
the isomorphism between G(Q’) and G(Q*) given by conjugation by te. We have 
now described a graph of groups (r*, Y*) whjch is said to be associated with the action 
of G on f. Theorems 2, 3, 4 and 5 now yield: 
Theorem 6 (Bass-Serre). Let (r, 9) be a graph of groups with fundamental group G. 
Then there is a tree ran which G acts without inversions so that the associated graph of 
groups (f*, %*) is isomorphic to (r, 9). 
We now come to the second main structure theorem of the Bass-Serre theory. 
Theorem 7 (Bass-Serre). Let G be a group acting without inversions on a graph K 
Then there is a tree r* on which G* = rl(r*, F?*) acts without inversions and a 
homomorphism 8: G* + G such that: 
(1) 0 is surjective ; 
(2) 0 is an isomorphism if and only if Tis a tree; 
(3) F/K = r, K = kernel 8; 
(4) l-*/G* = I-*. 
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Proof. Let -W be the CW-complex representing (r*, 9% the graph of groups 
associated with the action of G on r, and let W be its universal covering space. Of 
course W/G* = W; and if r* is the tree associated with this covering, then 
r*/G* = r*, proving (4). 
We shall construct a covering 4 : V + W corresponding to the quotient morphism 
r-, r*. First, note that if P is a vertex of Pwith projection P* in r* and if the edge e* 
begins at P*, then the number of edges of P beginning at P and projecting onto e* is 
]G(P): G(e)l, h w ere e is any one of the edges under consideration. According to 
Corollary 3, this index is also equal to the number of faces of Z(P*), the universal 
covering space of Z(P*), above e*. Thus we may apply the technique of blowing up a 
graph which was introduced in the proof of Theorem 2 to obtain a covering 4: V + W. 
It is easy to define an action of G on V which is properly discontinuous. Namely, if 
gEGandgP=QwithP#Q,thenP*=Q* and we let g be the homeomorphism 
between the copies of Z(P*) = Z(Q*) attached to P and Q which commutes with the 
projections to Z(P*) = Z(Q*). On the other hand, if g E G(P), then we may view g as 
a covering transformation of the copy of Z(P*) attached to P. Thus, we have assigned 
to each g E G a homeomorphism of V which commutes with the projection to W. 
Clearly V/G = W, and it follows from the theory of covering spaces [3,4] that V is a 
regular covering of W, that is, K = q*mi( V, PO) is normal in G = ri( W, P,* ). Since W 
is the universal covering, we have the following commutative diagram of covering 
projections: 
Now, G*/K is isomorphic to the group of deck transformations of V, but our 
construction shows that the latter group is G. Thus there is a surjection 0: G* + G 
with kernel K, and statement (1) is proved. 
To prove (2), we first note that if V is simply connected, then f must be a tree. 
Otherwise, we could construct a non-trivial covering of V by blowing up the 
universal covering of f. Conversely, if r is a tree, then V is simply connected. For, if 
this is not the case, then there is a loop y in V which is not null homotopic. By 
compactness, y meets only finitely many components of the form Z(P*) and, 
therefore, lies in a finite subcomplex of V. Since this subcomplex is described by 
attaching copies of various Z(P*) according to the incidence relations of a finite 
subtree of r, successive applications of van Kampen’s theorem show that it is simply 
connected. Thus y is, in fact, null homotopic and (2) is proved. 
Finally, since W/K = V and each path component of q-‘(Z(P*)) is simply 
connected, no element of K can carry a path component of p-‘(Z(P*)) onto itself. 
Thus the preimage under Q of a path component of q-l(Z(P*)) is a K-orbit of some 
component of p-‘(Z(P*)). Passing to the corresponding raphs f* and P, we see that 
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the K-orbits of vertices of T”c are in one to one correspondence with the vertices off. 
A similar remark holds for edges. It follows that f*/K =f, that is, (3) is proved. 
Of course, Theorems 6 and 7 are valid if we replace ri(T, Ce) with 7j, the 
fundamental group of (r, 9) defined combinatorially by Bass and Serre. Now, 
Theorem 6 asserts that there is a tree upon which 7; acts so that (F, %*) = (f, 3); and 
it then follows from Theorem 7 that the surjection 6: ri(r*, %*)+ 7i is, in fact, an 
isomorphism. Thus, we have an isomorphism rri(T, 9) 3 mi(r*, %*) = 7; between 
our fundamental group and that of Bass and Serre. 
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