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INTRODUCCION 
INTRODUCCION 
Este trabajo entra dentro del cuadro de investigaci6n 
del Laboratorio de Qu!mica Cu4ntica, donde se estudian mode-
los de funci6n de onda, as! como sus procedimientos de obten-
ci6n, dentro de un formalismo general de Hartree-Fock, para 
tener en cuenta la correlaci6n electr6nica. 
Todav!a hoy los m~todos de obtenc16n de funciones de 
onda tanto para sistemas at6micos como moleculares, est4n fun 
damentalmente basados en el modelo primitivo de Hartree de 
1928, modificado por Fock y Slater (1930). El ~xito del mode-
le de Hartree-Fock es debido esencialmente a los siguientes 
factores: 
1) La funci6n de onda conserva, en este modele, una 
interpretaci6n f!sica sencilla ya que asocia a cada electr6n 
una func16n monoelectr6nica, llamada spin-orbital. 
2) El procedimiento de obtenci6n puede llevarse a ca-
bo muy aproximadamente gracias a un m~todo iterative, utili-
zando la expansi6n de Ritz. 
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3) La aparici6n de los ordenadores permite una f~cil 
resoluci6n del problema num~rico. 
El modele Hartree-Fock habitual, sin embargo, no tie-
ne suficientemente en cuenta la individualidad de los electro 
nes al promediar demasiado las interacciones electr6nicas. En 
particular, obliga que los orbitales que describen a los elec 
trones de diferente spin sean iguales de dos en dos. 
Resulta entonces que este modele falla cuando se pre-
tende determinar propiedades bielectr6nicas, como energ!as, a 
propiedades magn~ticas que dependen de la distribuci6n de 
spin. 
Para superar esta dificultad, existen muchos procedi-
mientos. En l!neas generales son el ~todo de Interacci6n de 
configuraciones, funciones correladas, m~todos de localiza-
ci6n, m~todos de N cuerpos y generalizaciones del propio Mode 
lo de Hartree-Fock. 
En este trabajo se pasa revista a todos estes ~to­
des, estudiando especialmente las generalizaciones del Modele 
Hartree-Fock. 
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Entre estos m~todos, las generalizaciones del propio 
modele de Hartree-Fock presentan la ventaja de conservar par-
cialmente la interpretaci6n f!sica de ~ste. 
Estas generalizaciones, sin c~bargo 1 se complican 
enor.memente con sistemas at6micos y moleculares a medida que 
aumenta el ndmero de electrones, haci~ndose tota1mente impra£ 
ticable, salvo para casas muy sencillos. 
En este Laboratorio se ha propuesto un modele partie~ 
lar.mente sencillo, dentro del esquema generalizado de Hartree-
Fock, con capas desdobladas. En dicho ~todo, la funci6n si-
gue siendo manejable a pesar del ndmero de electrones. 
Una aplicaci6n de este modele a sistemas atOmicos ha 
side ya presentada por D. L. Doreste Suare~ en su Tesis Doct2 
ral. El objeto de la presente Tesis es estudiar la aplicabili 
dad del modele a sistemas moleculares, analizando la funci6n 
de onda correspondiente, a trav~s de diversas magnitudes f!si 
cas. 
Para este fin, y para poder comparar los resultados 
obtenidos con los modelos de Hartree-Fock habitual y Hartree-
Fock Generalizado, se eligi6 la mol~cula de Hidruro de Litio. 
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Por otra parte, estabamos limitados por las condiciones de c~l 
culo existentes, en Espana, a mol~culas biat6micas. 
Este trabajo se divide en cinco cap!tulos. 
En primer cap!tulo, se estudian y discuten los modelos 
de Hartree, Hartree-Fock habituales, tanto para sistemas cu~­
ticos con capas cerradas o abiertas. Se analizan los procesos 
variacionales correspondientes para la obtenci6n de la funci~n 
de onda. 
En el segundo capitulo se define el concepto de corre-
laci6n electr6rtica, y de energ!a de correlaci~n, y se pasa en 
revista los principales m~todos pAra introducirla. 
En el tercer cap!tulo, se estudian las generalizacio-
nes del modele de Hartree-Fock, y se presenta el Modele en es 
tudio. 
En el cuarto cap!tulo, se presentan la realizaci6n 
pr~ctica de la Tesis, consistentes en programas de c~lculo 
puestos a punta, c~lculos num~ricos, etc. 
Finalmente, en el quinto, se presentan los resultados 
obtenidos, en las varias aproximaciones utilizadas en sendas 
aplicaciones a la mol~cula de Hidruro de Litio. Se discuten 
los resultados obtenidos, y se camprueba las ventajas del Mo 
delo "Semi-proyectadon en estudio, frente al Hartree-Fock 
Habitual y el Hartree-Fock presentado, para analizar sistemas 
moleculares. 
CAPITULO . I 
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CAPITULO I 
INTRODUCCION AL CAMPO AUTOCONSISTENTE 
A) ECUACION DE SCHROEDINGER PARA. SISTEMAS MOLECULARES 
1. Planteamiento del Operador Hamiltoniano 
En Mec!nica Cu!ntica no Relativista, la ecuaci6n de 
Schroedinger se escribe: 
- . a -H ' (x,t) = 1~ at ~ (x,t) { 1} 
-donde H es el operador hamiltoniano del sistema y x un vector 
variable del espacio de las confiquraciones. 
Cuando el hamiltoniano no depende explicitamente del 
tiempo, entonces la funci6n de onda ~(x,t) se puede factor!-
zar de la forma siquiente: 
iEt 
'l'(x,t> = 111<x> e --,r { 2} 
siendo E una constante. 
Introduciendo la expresi6n {2} en {1} obtenemos la ecua 
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ci6n de Schroedinger independiente del tiempo: 
H ., <x> = E ., <i> { 3} 
La resoluci6n de esta ecuaci6n nos da las autofuncio-
nes correspondientes a estados estacionarios y sus correspo~ 
dientes autovalores.·Las funciones propias llevan toda lain 
for.maci6n que se necesita acerca del sistema1 por eso en Me-
c!nica Cu!ntica el objetivo principal es determinarlas. 
El operador H independiente del tiempo, cuando el sis-
tema no est~ sometido a ningdn campo exterior, consta de los 
siguientes t~rmdnos, (1). 
1) Operador hamiltoniano para los movimientos de los 
electrones y de los ndcleos, y t~rminos de energ!a potencial 
electrost~tica. 
2) Operador hamiltoniano para las dem!s interacciones 
entre electrones; a) Interacci6n 6rbita-6rbita; b) Acoplamie~ 
to spin-6rbita; c) Acoplamiento entre los spines electr6nicos. 
3) Operador hamiltoniano para las de~s interacciones 
entre los electrones y los nucleOSJ a) Spin electr6nico-spin 
nuclear; b) Interacci6n magn~tica entre el spin nuclear y el 
movimiento orbital de los electrones. 
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4) Operador hamiltoniano para las de~s interacciones 
entre ndcleosJ entre los spines nucleares. 
En ~ste trabajo, s~lo te~dremos en cuenta la primera 
parte del operador Hamiltoniano, que se describe para una mo 
l~cula con varios electrones (n) y varios ndcleos (N) de la 
siquiente manera: 
Ho = _){ 2 ! v 2 - ){2 r l- v 2 - I r ~ i=l i ~ a=l "a a i=l a=l 
r l L 





2. Separaci6n de los Movimientos 
+ 
{4} 
Dado que cada part!cula est~ descrita por tres coorde-
nadas1 la ecuaci6n: 
{5} 
resulta ser una ecuaci6n diferencial de 3n + 3N variables en 
derivadas parciales. Esta ecuaci6n {5} puede expresarse en 
funci6n de las coordenadas din~micas del centro de masas y 
de las part!culas relativas. La funci~n de onda tendr~ ento~ 
ces la for~a de un producto: 
- 8 -
'I' (X,x) = 4> 1 (X) 4> (x1 , ~+n-1) 















Ax ~ • (X) = Ex 4> ' (X) 
2 
_e __ + 
r .. 





~- 4> = j 
+ 
{7} 
La primera ecuaci6n describe el movimiento de trasla-
ci6n de todo el sistema, siendo ~~la energ1a cin~tica • 
.:~ 
La segunda ecuaci~n describe los movimientos rotacio-
nales y vibracionales de los ndcleos as! como los movimien-
tos electr6nicos. 
Si suponemos que las masas reducidas de todos los elec 
trones son todas iguales, lo que es una buena aproximaci6n 
queda: 
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{- ){2 n 2 N-1 v2 N za 2 v~ n e --4-- I a I I + 2m ill ~-l. .. a=l M i=l a=l ria a 
n 2 N z zb e 2 ) 
I I e + I I a , ~ = e: I ~ { 8} -
rba J i=l j>i rij a=l b>a 
que expresado en unidades at6micas corregidas, quedar!: 
[- 1 I 'J~ l 7 i=l J. 
N-1 ~ I 
a=l 
n N Z n 1 
I I -L+ I I 
i=l a=l ria i=l j>i rij + 
N 
+ I I 
a=l b>a 
za zb ) 
rab J ~ = e:" ~ { 9} 
En esta ecuaci6n la e:" es la energ!a total interna de la mo-
l~cula, ~xpresada en unidades at6micas, y con la aproximaci6n 
antes s~fialada. 
3. Aproximaci6n Born-Qppenheimer 
Esta ecuaci6n puede ser resuelta aproximadamente gra-
cias a un hecho simplificador, (2): las masas de los ndcleos 
son mucho mayores que las masas de los electrones estando so 
metidas sin embargo a fuerzas del mismo or(:Pr~, de lo que re-
sultaran movimientos para los ndcleos mucho m~s lentos que 
para los electrones. Estos movi~entos pueden estudiarse se-
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paradamente en buena aproximaci6n ya que el estado din~mico 
de los electrones sique adiab~ticamente la perturbaci6n de-
bida al movimiento de los ndcleos. Esta aproximaci6n se co-
noce como Aproximaci6n Adiab~tica o desde otro punta de vis 
ta como Aproximaci6n de Born-Oppenheimer. 
La funci6n de onda se puede entonces escribir como: 
= {10} 
donde ~R(r) es la funci6n de onda electr6nica para ndcleos 
fijos; que depende s6lo de los estados cu~nticos de los elec 
trones y ~aram~tricamente de las coordenadas nucleares, y 
~(R) es la funci6n de onda nuclear, que describe los movi-
mientos rotacionales y vibracionales de los nucleos en un 
campo potencial de los electrones. 
Para determinar la funci6n de onda correspondiente al 
movimiento de los electrones llamamos: 
1 n v~ n N za h = - ~ I I I i=l 1 i=l a=l ria 
n 1 N z a zb v = I I ........ + I r 







La ecuaci6n de Schroedinger en la aproximaci6n de los 
ndcleos fijos ser4: 
(h + V) lJJR (r) = { 11} 
La configuraci6n nuclear m~s estable para un estado 
electr6nico dado, estar~ definida por aquellos valores de R, 
que !levan a un valor minimo ala Energ!a Molecular E(R). La 
curva de "Energ!a Potencial" (Energta £rente a una distancia 
interat6mica) existe s6lo en el marco de esta aproximaci6n. 
Pare determinar la funciOn de onda, correspondiente al 
movimiGnto de los ndcleos, sustituyamos la funci6n de onda 
{10} en la ecuaci6n {9}, teniendo en cuenta {11} se encuentra 
entonces. 
El t~rmino entre corch~tes se desprecia ya que se com-
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prueba que es normalmente pequefio (3) y (4)7 entonces queda 
al dividir por ~R(r) 
\ TR + E (R)l 4> (R) = e:"' 4> (R) 
!_ -
{ 12} 
Esta ecuaci6n describe los movimientos nucleares gra-
cias a un hamiltoniano efectivo. La energ!a potencial corre~ 
pondiente est! dada por la ecuaci6n {11}. 
En este trabajo vamos a resolver la ecuaci6n {11} en 
el caso del Hidruro de Litio, en diversas aproximaciones. E~ 
ta ecuacion no puede resolverse rigurosamente debido al t~r­
n 
mino de repulsi6n polielectr6nica I L _!_ que impide t~ 
i=1 j>irij 
da separaci6n de las variables; tendremos pues que recurrir 
a m~todos aproximados. Fundamentalmente utilizaremos el m~t~ 
do de Vnriaciones. 
B) INTRODUCCION AL CALCULO VARIACIONAL 
1. Definiciones 
El Calculo Variacional, estudia los m~todos que permi-
ten hallar los m~ximos y m!nimos de las funcionales, tiene 
un gran interes en la F!sica, dado que en ella existen varios 
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"Principios Variacionales", que son afirmaciones de que una 
funcional debe alcanzar el m!ximo o el m!nimo. 
Vamos a introducir primero una serie de definiciones 
dtiles (5). 
Se llama incremento o variac iOn o y del argumento y (x) 
de !a runcional v[y <xB a la diferencia entre dos funciones: 
oy = y(x) - y 1 (x) 
se supone que y(x) varia arbitrariamente dentro de una cier-
ta familia de funciones. 
Se dice que y(x) es "cercana a" y1 (x) en el sentido 
de proximidad de orden cero, s~ 
II y <x> - y 1 <x> II 
es pequeiio. 
Se dicen cercanas en el sentido de orden K, si 
II Y ex> - Y 1 <x> II 




se dice que v Cy<xU es continua para y = y(x) en el 
sentido de proximidad de k-~simo orden, si para todo £ posi-
tivo existe un 6 > 0 tal que 
para 
jv [Y(X~ 
II Y <x> Y 1 <x> II < o 
II y' (x) - Yi (x) II < o 
Se llama variaci6n de la funcional a 
ov = 
a) Condici6n Necesaria 
Ln condici6n necesaria para que una funcional alcance 
un m~ximo o un m!nimo para y(x) = y 0 (x) es que su variaci6n 
sea igual a cero. Si en y (x) ocurre esto como V [Yo (x) +C~o~J = 
f(a) es una funci6n de a1 el extrema tendr! lugar para a= 0 
<PI (0) = 0 a - --aa Vt_y0 (x)+aoyj a = O = oV = 0 
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Se dice que hay un extrema fuerte cuando lo es con re~ 
pecto a funciones cercanas en el sentido de proximidad de O! 
den nulo; es d~bil cuando la proximidad es de primer arden, 
A partir de esa condici6n necesaria, se encuentran 
unas ecuaciones diferenciales (Euler, Euler-Poisson, Ostro-
gradski, ••• ) que resueltas nos dan la familia de extremales 
del problema variacional buscado, el valor de las constantes 
arbitrarias se hallan a partir de las cundiciones de fronte-
ra. 
b). Condiciones de Suficiencia 
Las condiciones de suficiencia, se necesitan para com-
probar si, dada una soluci6n del problema variacional, ~sta 
corresponde a un m~ximo, a un m!nimo o a ninguno de los dos. 
Es suficiente que el incremento de la funcional en cu~ 
vas pr6ximas tenga un signa constante; negative para m!ximo, 
positive para m!nimo. 
Esto se puede enunciar de varias formas (6) (7). Una de 
ellas ~s definiendo una funci6n llamada funci6n de Weierstrass 
que tiene que tamar un signa constante para cualquier varia-
ci6n; otra es la condiciOn de Legendre. Veremos otras cuando 
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estudiemos los criterios de estabilidad de Hartree-Fock. 
2.- Problemas variacionales con extreme condicionado. 
Son problemas en los que interesa hallar el extrema de 
una funcional, teniendo las funciones, (de las que depende 
la funcional) ciertos enlaces: 
Existen dos formas de resolverlo: 
a) Se despejan m funciones "y" de las ecuaciones de 
los enlaces y se susti tuyen en V [~ 1 , • • • y ~· Se obtiene una 
funcional de (n-m) funciones sin restricciones a la que se 
aplican los m~todos anteriores. 
b) M~todo de los multiplicadores de Lagrange. 





v = ,·(F + I ).i (x,> 4> i) dx i=l 
se eligen los 
.\.1 (x) de forma que anulen las m primer as ecua-
ciones diferenciales; entonces todo ocurre como si se tratase 
de hallar el m!nimo de v con todas las variables independien-
tes, obt~nemos as! n ecuaciones que junto a las m ecuaciones 
cp. = 0 nos permiten hallar: ]. 
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3. Problemas isoperim~tricos 
Son problemas en los que se pide calcular el m!nimo de 
una funcional: 
v [Yl' ... , y~ 
Con las condiciones isoperim~tricas: 
... , 
en esta expresi6n i var!a desde 1 hasta m, donde m puede ser 
mayor, igual o menor que n, y donde las 11 son constantes. 
Se pueden expresar estes problemas de forma an!loga a 
los anteriores gracias a unas funciones auxiliares z1 (x) don 
de (i = 1, ••• , m) siendo: 
= { 13} 
con los siguientes valores en los !!mites del intervale: 
= 0 = 
- !t; -
Derivando la ecuaciOn {13} queda: 
Estas Qltimas ecuaciones son equivalentes a los enlaces del 
caso anterior. 
* Construimos entonces V de la forma siguiente: 
* v ). . (x) 
1 
De las n+m ecuaciones diferenciales de Euler 
* d * FYj -ax Fy~ = 0 (j = 1, ... ' n) J 
* d * Fz. 
- crx Fz! = 0 (i = 1, ... ' m) 1 1 
se deduce a partir de las m dltimas: 
d crx ).i(x) = 0 (i = 1, ••• , m) 




Se ve que las otras n ecuaciones de {14} coinciden con 
las ecuaciones de Euler para la funcional 
- 19 -
J.xl ** m V = (F + L ). . F.) dx i=l J. J. 0 { 16} 
por ser las Zi s6lo funciones de las x y no de las y. 
Las 2n constantes arbitrarias de la soluci6n general 
del sistema de ecuaciones de Euler y las constantes 
1 1 , ••• , Am se hallan de las 2n condiciones de contorno de 
las yj, y de las m condiciones isoperim~tricas. 
4. M~todos directos en los problemas variacionales 
El problema variacional se resuelve mediante el paso 
al limite del problema sabre el extreme de una funci6n de un 
ndmero finite de variables. 
a. M~todo de las diferencias finitas de Euler 
Se consideran los valores de la funcional no en las 
curvas arbitrarias admisibles en el problema variacional, si 
no en las 11neas quebradas formadas por un ndmero n dado de 
segmentos, cuyas abscisas de los ~~rtices est~n impuestas7 
la funcional se transforma entonces en una funci6n de las or 
denadas hall~ndose el extreme para ellas. Si pasamos al l!mi 
t~ para n ~ oo se obtiene la soluci6n del problema variacio-
- 20 -
nalJ si no obtendr!amos una quebrada que es la soluci6n apr~ 
ximada del problema. 
b. Metodo de Ritz 
Las curvas admisibles en el problema variacional son 
combinaciones lineales de unas funciones de base con coefi-
cientes constantes 
= { 17} 
esas funciones yj deben de ser admisibles en el problema, lo 
que da ciertas limitaciones en las funciones de base de la 
funcional. V [y1 , se transforma en una funci6n 
. . . , am) de los coeficientes • 
n 
Los coeficientes en el extrema se hallar~n gracias a 
las ecuaciones: 
a<P 
---.- = 0 
a a~ 
l. 
( i = 1, ••• , n) 
( j = 1, ••• , m) 
pasando al l!mite para m + ~ tenemos la soluci6n del preble-
rna variacional exactoJ si no hacemos paso al l!mite, obtene-
mas una soluci6n aproximada. En este caso, el ~xito de la 
aplicaci~n de este m~todo depender~ de la elecci6n adecuada 
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de las funciones de base. El problema de la convergencia de 
las soluciones obtenidas por el m~todo de Ritz a la soluciOn 
exacta; as! como hallar el grado de error en estas solucic-
nes es un problema muy complejo incluso en cases sencillos 
( 5) • 
c. M~todo de Kantorovich 
Es semejante al m~todo de Ritz, con la diferencia de 
que los coeficientes son funci6n de una de las variables in-
dependientes. 
En el l!mite, los tres ~todos citados son equivalen-
tes; con el m~todo de Kantorovich, sin embargo usando el mis 
mo numero de funciones de base, se obtiene una funci6n apro-
ximada mucho m~s exacta que con el m~todo de Ritz; debido a 
que la clase de funciones: 




L aJ. wi 
i=l 
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s. C!lculo Variacional en M~canica Cu!ntica 
En ~:c~nica Cu~ntica para determinar los estados liga-
dos, la funcional que aparece es el valor medic de la ener-
g1a# que se expresa de la forma siguiente 
E{!] { 18} 
Seve esto gracias al siguiente teorcma (2): 
a. Teorema fundamental 
Todo vector que haga estacionario a E~] es vector 
propio dtl espectro discrete de H y viceversa7 el valor pro-
pia ccrrespondiente a un vector propio, es el valor estacio-
nario de la funcional. 
Hallando la variaci6n de la funcional {18} queda: 
<~I~> oE = <o~I<H- E) I~>+ <~I (H-E) lo~> 
Como heroes visto antes es condicit5n necesaria que oE = O, co 
mo H es herm!tico y E es real 
<ovi<H- E) 1~> = o 
para una variaci6n <o~l arbitrariaJ entonces queda 
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(H - E ['¥] ) I'¥> = 0 { 19} 
Rec1procamente si f'¥'> es un vector propio, siendo E' elva-
lor propio se verifica 
H I'~''> = E'l'¥'> 
multiplicando por la izquierda por cl vector <'¥'1 seve que 
E' = E ['~' •] y por cumplir la ecuaci6n { 19} ser~ estacionario 
su valor. 
Este teorema se completa con otro teorema que algunos 
autores llaman teorema variacional y que otros reducen a un 
lema (2). 
b. Lema variacional 
Cualquiera que sea el estado din~mico de un sistema, 
el valor media de su energ!a, es mayor o igual a la energ!a 
de su estado fundamental. 
Dad3 una funci6n '¥ cualquiera el teorema dice que 
{20} 
siendo w0 la energ!a de su estado fundamental. 
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En la expresi6n siguiente, siendo P el proyector aso-
n 
ciado a E 
n 
<'¥I H-~-J0 I'¥> 
<'i'f'i'> 
Como cada t~rmino de la suma es positive o nulo se deduce 
que 
E ['¥] - w0 > 0 
Este lema nos proporciona un m~todo para construir una 
funci6n de onda, para el estado fundamental y calcular la 
energ!a ccrrespondiente. Para ello, basta construir convc-
nientemente una funci6n ~ dependiendo de uno o varies param~ 
tros. Hinimizando E como funci6n de esos par~metros; obten-
dremos una funci6n de onda bastante aproximada al estado fun 
damental, si hemos elegido bien la familia de funciones. 
En el cSlculo de los niveles excitados la aplicaci6n 
del m~todo variacional, conduce a resultados peores que en 
el c~lculo del nivel fundamental; se pueden sin embargo cal-
cular tomando las funciones de prueba entre las funciones de 
onda ortogonales a la del estado fundamental (exacta o apro-
ximada) • 
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Shull y Lowdin (8) evaluaron el error introducido en 
el c~lculo del primer estado excitado, utilizando un desarr£ 
llo propuesto por Eckart para el estado fundamental (9) • Es-
tos autores aplican su teor!a al Helie encontrando errores 
superiores para el primer estado excitado. Sin embargo con-
cluyen que utilizando una base conveniente estos errores pu~ 
den disminuirse. Resultados similares pero mejores debido a 
la base han sido obtenidos en nuestro laboratorio (10). 
c. Teorema de Mac Donald 
Un m~todo de busqueda directa muy utilizado en Mec!ni-
ca Cu~ntica es el m~todo de Ritz; Mac Donald demuestra (11) 
que al aumentar las funciones de base, es decir al aumentar 
la dimensi6n del subespacio de las funciones de prueba, los 
niveles correspondientes de energ!a o permanecen constantes 
o disminuyen. 
Dada una funci6n de onda aproximada ~ como combinaci6n 
a 
de unas funciones de base ~i' es decir: 
= 
con la condici6n de que sean ortonormales las funciones de 




w = j: H '¥ dT a a 
j~ * H .. = H cpj dT = H •. l.J Jl. 
la condici6n necesaria para ser minima dentro de esta fami-
lia ser!: 
H '¥ dT 
a = 
0 
6 se refiere a la primera variacion de las CJ teniendo en 
cuenta la definici6n de W • a· 
j~ ( H -v~ ) '¥ d T = ! ( H . . - ~i o . j ) c . = 0 ( i= 1 1 ••• 1m) { 2 2 } l. a a j=1 l.J a 1. J 
para que la soluci6n no sea trivial, es decir, para que to-
dos los cj no sean iguales a cera, tiene que ocurrir que 
Obtenemos de esta ecuacion unas raices reales N 1 , ••• , ~"J m, m,m 
a las que corresponden t/J 1 , ••• , w c_cn1t'e los coeficientes m, m,m 
se hallan gracias a las m ecuaciones homog~neas {22} y a la 
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condici6n de normalizaci6n {21}. 
Estas funciones ~ k son ortogonales para distinto k 
m, 
pues de 
como H es herm!tico, queda igual la expresi6n anterior a 
y si W . # W ., ~m,1.· es ortogonal a •m .• m,1. m,J ,J 
Si afiadimos ahara otra funci6n de base ~m+l y tomamos 
como una nueva base~ 1 , ••• , ~ , ~ 1 el nuevo deterrni-m, m,rn m+ 
nante quedar4 gracias a que para i,j < m 
H .. =J:* . H W . dT = W . ~ . W . dT = 1J m,1 m,J m,~Tm,1 m,J w . 0 rn,J ij 
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w -w m,l a 0 0 hl 
0 w -w m,2 a 0 h2 
0m+1 (l'la) = Gm+1(Wa)-Fm-1(Wa)=O 
0 0 w -w h m,m a m 
* * * h1 h2 h ~+1-wa m 
hemos llamado: 
hr = f:,r H "'m+l d-r (r = 1, ••• , m) 
hm+l = ~=+1 H "'m+l d-r 
si ordenamos los autovalores de la aproximaci6n m y de la 
m+1 por orden creciente 
rJ 1<H 2< m, m, • • • < w m,m 
~1m+1, 1 < wm+1, 2 < • • • < wm+l,m+1 
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Nos interesa saber cualitativamente·la relaci6n entre csos 
valores; si ahara sustituimos N en ese determinante queda 
m,r 
2 m 
• - I hrl TT (Wm k - W ) K~r I m,r 
que ser~ ~ 0 si r es par y < 0 si r es tmpar. Teniendo en 
cuenta que 
cuando Wa + - co co y 
cuando W -+ co 
a 
Vemos que el Dm+l(Wa) debe tener una ra!z al menos entre ca-
da dos valores de la sucesi6n: 
pero s6lo habr4 una, ya que Dm+l(Wa) s6lo posee m+l raices: 
tendremos entonces que: 
wm+1 1 < wm 1 < w +1 2 < wm 2 < ···~ wm,m ~ wm+l 1 m+1 { 2J} I ·<' I -. m I I 
lo que nos dice que dado un estado P de la aproximaci6n con 
m funciones de base W serS mayor o igual que el valor pr2 
mlp 
pio correspondiente a una aproximaci6n con m mayor, lo que 
habla de la convergencia del m~todo de Ritz; en este trabajo 
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lo comprobaremos para el estado fundamental del Hidruro de 
Litio. 
C) EL CM{PO AUTOCONSISTENTE 
1. Modelo de Hartree 
Como hemos dicho antes la ecuaci6n {11} no puede resol 
verse rigurosamente debido al t~rmino de repulsi6n electrOn! 
ca. Para soslayar esta dificultad Hartree {12) propuso un m2 
delo que puede considerarse de Cuasi- part!culas (4), pues-
to que supone que los electrones poseen un comportamiento e~ 
tre part!culas independientes y part!culas reales. Hartree 
reemplaza el operador polielectr6nico de repulsi6n 
n 
r r 1=1 j>i rij 
1 por un operador monoelectr6nico, que describe 
la repulsi6n de un electr6n en el campo de todos los dem!s. 
Veremos m~s tarde una modificaci6n del modelo de Hartree en 
la que exigimos que se cumpla el Principia de Indescernibil! 
dad y donde las ecuaciones de Hartree tienen una base te6ri-
ca en el principia variacional de la ·Mec~nica Cu4ntica. 
Llamando G1 al operador de repulsi6n correspondiente 
al electr6n i, sustituyendo el operador polielectr6nico de 
n 






1 (--A 2 i 
z 
- - + Gl..) 
ri 
{ 24} 
donde ~H puede expresarse como un producto de unas funciones 
monoe1ectr6nicas: 
{ 25} 
dicho producto es conocido por el nombre de Producto de Har-
tree. Las funciones monoelectr6nicas dependen de las coorde-
nadas de espacio y de spin de cada electr6n. Son soluci6n de 
la ecuaci6n monoelectr6nica: 
que suele escribirse en forma abreviada como 
F .t.l..· i 'f'l. = 
{ 26} 
{26 bis} 
En cada expresi6n, el sub!ndice de la funci6n caracteriza a 
dicha funci6n, mientras que el super!ndice representa las 
coordenadas del electr6n i. 
Dado que el operador F 1 no depende de las coordenadas 
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de spin, la funci6n ~- podr~ factorizarse como un producto 
l. 
de una parte espacial y una parte de spin1 
cpi 
i. {27} 
Las soluciones ~ide la ecuaci6n {26} se conocen con el nom 
bre de orbital, mientras que el producto {27} se conoce con 
el nornbre de spin-orbital. 
2.- Propiedad3s del operador de Hartree 
Para estudiar el operador de Hartree F. tendremos que 
l. 
ver pr~ero que expresi6n tendr!a el operador G1 • 
Dicho operador G1 ser~: 
donde t/J es una funci6n de todos los electrones menos el elec-
tr6n i, dx' 1 , es el elemento de volumen de todos los electro 
nes me nos ~,.J. i. 
Esta funci6n ~ puede expresarse como un producto de 
orbitales, en virtud de {25}, si estos est~n normalizados 
queda: 
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f j j • • • • •G. = L ] ] 1 j#i rij 
que d~sarrollando mediante la expansi6n de Neumarn{3} queda 
I r F ( ) Pm ( 6 ) e im•1· L jlllm ri 1 cos i 
1 m 
En esta expresi6n 1 F. 1 m son unas funciones de la J I I 
coordenada radial r 1 del electr6n i 1 generada al integrar 
con resp~cto a las variables del electr6n j. 
Vemos pu~s que este operador G1 es solo funci6n de 
las coordenadas del electr6n i 1 como se hab!a impuesto. El 
operador F1 tambi~n depender~ solo de esas coordenadas. 
Como los orbitales son soluci6n de operadores distin-
tos no ser!n entonces necesariamente ortogonales entre s!. 
DaC.o el caracter de operador de multiplicaci6n del 
operador G1 seve que F1 es herm!tico. 
? 1 conmuta con ~ 2 y =z porque no depende de las coor 
denad~.:3 d3 spin1 y suele admitirse que F i conmuta con los 
operad,)res de memento ~ngular propios del sistema. 
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3. Modelo de Hartree-Fock 
Hemos vista que Hartree, para poder resolver de un mo-
do aproximado la ecuaci6n { 11} , reemplaza en dicha ecuaci6n 
el operador polielectr6nico de repulsi6n por un operador 
monoelectr6nico efectivo. La funci6n de onda as! obtenida no 
resu1ta ser, sin embargo, antisim~trica. No cumple por tanto 
el Principia de Indescernibilidad. 
En el ano 1929, Slater (13) propane antisimetrizar e1 
producto de Hartree para tener en cuenta esta indescernibi-
lidad de los electr6nes. (Ver Ap~ndice 1). 
En el ano 1930, Fock (14) replantea la definici6n del 
operador de repulsi6n efectivo G1 con funciones antisim~tri­
cas, deduciendo las conocidas ecuaciones de Hartree-Fock. 
La energ!a de repulsi6n media sufrida por el e1ectr6n 
i nos vendrS dada por el valor media de un operador de repu! 
si6n Gi distinto del que aparece en e1 modelo de Hartree: 
"'i .G I ,_i 
< ''f• i il'+'· l. . l. 
n 
> = I 
j;li 
=\In! Y <~ I 
j;-!i 
1/Vf > = 
> = 
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<t 'I' I 1 
rij I 'I' = 
la segunda igualdad puede escribirse gracias a la primera 
regla de Slater (A~ndice 1) y la tercera gracias a la cuar 
ta regla, expres~ndose al final en funci6n de un operador 
Jl llamado de Coulomb y Ki llamado de Canje o de Cambio. 
Resulta pues que el operador monoelectr6nico G1 pue-
de escribirse de la forma abreviada siguiente: 
n· 
Gi = L ( Ji K~ ) 1 
j#i 
Teniendo en cuenta ahora que: 
J~ < 4>~ 1 4>~ K~ = 
-
> = J J rjj J J 
podemos poner 
n J~ K~ Gi = r- ( - ) j=l 1 1 
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quedando la ecuaci6n equivalente ala {26} para cada orbital: 
[- i 6i - L+ I (J~ -K~)J4>~ i = ~i 4>i ri j ~ ~ .l. 
que se puede poner como: 
Fi 
i i { 28} 
'i = e:i 4>i 
Estas ecuaciones se derivan tambi~n de la condici6n ne 
cesaria para que la energ!a sea un extremal oE = o. 
4. Propiedades del Operador de Hartree-Fock 
Ya que el sumatorio de G1 se extiende sobre todos los 
n electrones, el operador F1 ser4 id~ntico para todos los n 
orbitales y de aqu! se ve que estos ser4n necesariamente or-
togonales entre s!. 
F1 es un operador herm!tico par serlo J~ ~ 
2 F1 conmuta con los operadores S y Sz dado que no de 
pende de las coordenadas de spin. Demostrar que conmuta con 
los operadores de simetr!a propios del sistema puede hacerse 
en casos particulares, pero no solo no se conoce una demostra 
ci6n para casos generales si no que existen autores que la 
niegan. 
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5. Modele de Hartree-Fock para capa cerrada 
a. Las ecuaciones de Hartree-Fock para sistemas con capns 
cerradas 
Un sistema cu~ntico con capas cerradas es un sistema 
en el cual los mementos de spin est!n totalmente compensa-
dos. En este modele sc asocian dos clectrones de spin opue~ 
to a cada orbital. 
La funci6n de onda del sistema toma entonces la forma 
particular: 
. . . { 29} 
La energta de repulsi6n media sufrida por cl electr6n 
i de spin a tiene la forma 
i i 
'_!_' <Pi 4> j> + < 4> i -j j...Lj <Pi ~j> -< <P <P-' <Pq p q r .. q p p rij p q ~) 




,-2< <~> i 4> j I...LI4> i 4> j> 1...L1 <l>i ~~>] = I <¢ i <l>j = q=1 ,_ P q rij P q p q rij q 
n -
4> i> ~?] = L L 2<~i IJ~I - <4> i IKil q=l p ~ p p 
la segunda igualdad es debida a que el tercer t~rmino es 
id~ntico al primero y el cuarto es nulo al integrar sabre 
los electrones i y j pues vienen descritos par spin-orbit~ 




J.. = r q=l 
{ 30} 
La ecuaci6n de Haltree-Fock para oste caso particular 
es: 
[ - 1 6 • - ~ + I ( 2J'!- - Kql.. >j. 4> i = 2 l.. r i q=l l. P { 31} 
donde la £ ser!a la energ!a del electr6n i en el campo de p 
todos ~~os dem~s~ esta energ!a es ·aproximadamente la energ!a 
de ion.::zaci6n del clectr6n descrito por el orbital 4> p· Se 
puede ver la demostraci6n en muchos trabajos por ejemplo (4), 
(15) lo qu~ se conoce como Teorema de Koopmans (16). Este 
teoremL justifica el nombre de energ!a del orbital para e: p• 
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La energ1a total no ser!a la suma de los Ep dado que 
la repulsi6n en la ecuaci6n original era I 
j >i r ij 
1 y al cons 
truir el operador Gi se suma para j # i 
I { 32} j>i 
entonces la energ!a valdr~ 
= y [2 <$ 1 IH~I$ 1> n <4>i I2Jq - K91 $~>] E + E p ... p l. p p i l. q 
y f¢i ct>i> ep] n E = IH':I + = I (Eo + E ) p. p l. p p p p {33} 
b. El calculo variacional y las ecuaciones de Hartree-Fock 
Vamos a ver que las ecuaciones de Hartree-Fock se ha-
llan gracias al c~lculo variacional, partiendo de la expre-
si6n d9 la energ1a total {33}. 
De la condici6n de ortonormalizaci6n: 
{34} 
se deduce que la funci6n de onda total antisimetrica, est~ 
normalizada 
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< v I v > = 1 {35} 
Entonces la funcional que queremos rninimizar es 
E = < 'i' IH I 'l' > {36} 
que podemos expresar por la ecuaci6n {33} • Se deduce tam-
bi~n de {34} que los oxbitales son ortogonales 
4>1 
q > = {37} 
Para hallar las funciones soluci6n de este problema 
tenemos que tener en cuenta que es una funcional que pos~e 
varias condiciones isoperim~tricas que son las {37} en nu-
2 
mero de n ; hemos visto en el parrafo B.3 que en este caso 
los par~etros de Lagrange A son constantes y que el pro-
blema variacional que nos resulta es el de r-1inimizar otra 
funcional. 
n n 
E' = E + l I 
p=l q=l 
Vamos a expresar primero oE 
tPi > q 
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+ < (~~i) I 2J~ - K~ ~qj > J + q J J 
(0~~) > J 
Esto se puede simplificar dado que: 
cpi J~ i I cpi cpj 12....1 cpj ~i cpj < 4> l) > =- < > = < p 1 
.; p q rij q p q 
< <f>i K'f cpi > = < cpi cl>j t...Lt cpj <f>i > = < <Pi p 1 p p q rij p q q 
y gracias a la hermiticidad de Hi, q Ji, K'!-1 se puede 
t5E = 4 I 
p 
< ~ <f>i p Ho + ~ (2 J~ - K~ ) I <f>i > i L 1 1 p 
q 
!Ji?l~j > J q 
IK~I <f>j > J q 
escribir. 
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Para hallar oE' elegimos para ~pq = -2 epq y al hallar 
la variaci6n quedar4 
<SE' = 4 I <oct>iiHO + I (2Jq - K~) I ct> i> -
p p i q i l. p 
I I 2 epq 00$ il $i> + < $il d$i>J 
p q p q p q 
el dltimo t~rmino se puede poner: 
= 
Siendo Epq los elementos de una matriz nxn sim~trica ya que 
(' -
:·f -· I . 
• . f 
t e+e 
·---·--- .. ....._ ... 
2 
Queda pues como variaci6n de la energ!a 
oE' = 0 
Como se cumplir4 para cualquier o~i el vector de la derecha 
ser~ nulo. Lo que escribiremos: 
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Esta matriz !..~ se puede diagonalizar por una matriz unitaria n .! 
' * fl='IU. ~ U 
lo que equivale a un cambia de base en los orbitales, siendo 
~ el vector de los orbitales. 
Podemos ahora construir F1 con estos nuevos orbitales 
¢'1 pero, dado que la transformacion unitaria conserva el pr£ 
ducto escalar, tenemos: 
I J~ = r Ji r K! = l: K. 
i l. i i l. i l. 
Queda pues: 
F! cp•i = e: I ct>'i {38} l. p p p 
que son las ecuaciones de Hartree-Fock para un sistema de ca-
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pa cerrada. Los orbitales que minimizan la energta son pues 
los que satisfacen esas ecuaciones. 
c. Las Matrices de Densid.a en el Modelo Hartree-Fock 
Como se puede ver en el Ap~ndice II la matriz de den-
sidad de orden n, para una funci6n construida en forma de De 
ter.minante de Slater, tiene la forma: 
' ' ' p (T 1 ,T 1 ) p (T 1 ,T 2 ) •• •P (T 1 tTn) 
I I I 
p (T2,T1) p (T2'T2) •• .p (T21Tn) 
I I I 
r (T 1 IT 2 ••• T nIT 1 IT 2 • •• T n) = { 39} 
. 
. p (T~'Tl) p (T~ 1 T 2 ) ••• p (T~,Tn) I 
y la de orden p: 
' ' ' p (T 1 ,T 1 ) p (T 1 ,T 2) •• .p (T 11 Tp) 
. ' ' p (T 2'T 1) p (T 2 1 T 2) • • .p (T 2 1 Tp) 
{39 bis} 
' ' ' 
. p (Tp,Tl) p (Tp 1 T 2 ) •••P (Tp 1 Tp) 
I 
donde p(TiiTj) es la matriz densidad de pr~er orden que se 






lo que se conoce como matriz Densidad de Fock-Dirac; que es 
invariante £rente a una transformaci6n unitaria ver por eje~ 
plo (4) y (17). 
En las expresiones {39}, seve que la matriz densidad 
de priner arden {40} nos permite calcular las matrices de or 
den superior, p 6 n, a incluso conocer las funciones de on-
da. Vemos pu~s que, en el Modelo de Hartree-Fock toda la si-
tuaci6n £:!sica viene descrita por la Matriz Densidad de Fock-
Dirac; podemos pues afirmar con P. o. L~wdin (17) que la Ma-
triz Densidad de Fock-Dirac {40} es el invariante fundamental 
del modelo Hartree-Fock. 
Un:1. forma equivalente a las ecuaciones Hartree-Fock; 
es hallar la matriz densidad de primer orden que lleva a un 






p ( '( 1, '( 1) 
p ('r2 1 't1) 
p(-r1,-r2)1 
p('t2 1 T2) 
dTl {40 bis} 
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sujeta a las restricciones siguientes: 
f (T ~,T 1~ 2 = 
Tr [p (T ~ 1 T l3 = N 
6. Teorema de Brillouin 
Consideremos la funci6n de onda de Hartree-Fock co-
rrespondiente al estado fundamental de un sistema cu4ntico, 
como se sabe, esta funci6n tiene la forma de un determinan-
te de Slater constru!do con las soluciones de la ecuaci6n 
{38} correspondientes a los valores m~s bajos de E (energ!as 
de los orbitales). Tambi~n se pueden construir otras funcio-
nes de onda con las otras soluciones de la ecuaci6n {38}, es 
decir, sustituyendo una de las m~s bajas, dos, tres ••• , obt~ 
niendo funciones formalmente monoexcitadas, bie}::citadas, 
etc ••• 
El Teorema de Brillouin dice: que no existe elemento 
de matriz con respecto a H entre una funci6n monoexcitada y 
la fundamental, cuando los orbitales son autoconsistentes es 
decir soluciones de las ecuaciones de Hartree-Fock (18) (19): 
<~ME IHI ~> = 0 {41} 
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La demostraci~n de este teorema puede verificarse gr~ 
cias a las reglas de Slater. 
Sea un determinante de Slater correspondiente a un e~ 
tado monoexcitado, en el cual se ha reemplazado un orbital 
ocupado ~ par un orbital virtual ~t: p, 
El elemento de matriz se escribe entonces desglosando 
el operador hamiltoniano: 
Teniendo en cuenta que ~p y ~t son ortogonales, se 
puede ~scribir en virtud de la segunda regla de Slater para 
el calculo entre determinantes: 
Por la misma raz6n, y en virtud de la tercera y cuarta 
regla se puede escribir desglosando las funciones: 
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En esta expresi6n, se conservan dnicamente los elemen-
to de matriz cuyo !ndice ~ coincide con el !ndice p. Se su-
man sabre todos los valores de q ~ p ya que no existe ninguna 
restricci6n sabre el 1ndice q caracter!stico de orbital (sal-
vo q ~ p) • 
Se ve entonces facilmente que 
<~p IF I ~p > t p p 
o lo que es igual si los orbitales son autoconsistentes en 
virtud de {38} : 
~p > E = 0 
p P. 
{41} 
como queriamos demostrar. 
7. Modele de Hartree-Fock para capa abierta 
La funci6n de onda ser~ la suma de varies productos 
antisimetrizados, cada uno de los cuales tendra una parte in-
terna de capa cerrada ~c y una parte parcialmente ocupada to-
mada de ~0 • Los conjuntos ~c y ~ 0 ser~n ortonormales y mutua-
mente ortogonales. Siguiendo la notaci6n dada por Roothaan (20) 
los indices k,l son para los orbitales de capa cerrada y los m,n 
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para los orbitales abiertos. La expresi6n de la energ!a ser!: 
E = 2 I Hk + r (2Jkl - Kkl) + k k,l 
+ f [2}; H + f <}~ 2a Jmn - b K ) + m m mn mn 
+ 2 km(2Jkm- Kkmj { 42} 
siendo f el ndmero de ocupaci6n de capa abierta y a,b otras 
constantes que dependen de cada caso. El primer t~rmino ser~ 
la energ!a correspondiente a la parte cerrada, la segunda s~ 
r~ de la parte abierta y la tercera de la interacci6n entre 
ambas. 
Al minimizar esta energ!a con las restricciones {37} 
quedan dos ecuaciones: 
A ¢ = I 91 elk + I <Pn Enk k 1 n 
{43} 
B <P = I <Pl Elm + L <i>n £: m run 1 n 
donde A y B son operadores constru!dos con orbitales abiertos 
y cerrados y las e son los multiplicadores de Lagrange que 
aparecen en el proceso variacional. 
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Podr1amos ahora de forma an!loga al caso de capa cerra 
da aplicar unas transfor.maciones internas dentro de capa cerra 
da y de capa abierta que diagonalizasen ~pk y Enm pero al no 
eliminar Enk ni Elm no se convertir!an las ecuaciones {43} en 
ecuaciones de pseudoautovalores (salvo que los orbitales de ca 
pa cerrada y capa abierta tengan simetr!a diferente). 
Varios m~todos han sido desarrollados para superar es-
ta dificultad, Nesbet (2i) hace varias aproximaciones supleto-
rias para reducir el problema a ecuaciones en pseudoautovalo-
res. Roothaan (20) introduce unos operadores de acoplamiento 
que le posibilitan escribir 
{44} 
= 
siendo las matrices c~~~: y n~, herm!ticas, constru!da gracias a 
w( IJC' 
los elementos Elk y £nm/f respectivamente. Haciendo unas tran~ 
formaciones unitarias separadamente para capa cerrada y para 






la energ!a total queda en este caso: 
E = I (Hk + nk) + f~ (H + n ) k m m m 
sin embargo nk y nm no son ni aproximadamente iguales a los 
potenciales de ionizaci6n de los electrones que describen. 
De las soluciones de la ecuaci6n {45} para ¢k se te-
rnan las correspondientes a los p autovalores m~s bajos1 para 
~m se ternan a partir del p + 1 en adelante. 
Estas ecuaciones se podr!an expresar tambi~n como fu~ 
ciones de un operador Gnico para ~k y ~m pGro en este caso la 
expresion de la energ!a es m~s complicada. 
Birss y Fraga (22) han extendido el m~todo de Roothaan 
teniendo en cuenta ciertas propiedades de simetrta de los orbi 
tales, haciendo tambi~n un tratamiento general para estados ex 
citados (23). Otro tratamiento m~s generales el de Huzinaga 
( 24). 
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D) METODOS APROXIMADOS PARA EL CAMPO AUTOCONSISTENTE 
1. M~todo de Expansi6n para capa cerrada 
a. Antecedentes 
El modelo de Hartree-Fock s6lo pudo aplicarse al estu-
dio de los ~tomos. Para dicho estudio, Hartree supuso que el 
operador F conmutaba con los operadores de constantes de mov! 
2 
mdento del ~tomo L y Lz' de forma que la parte angular de 
los orbitales eran unos arm6nicos esf~ricos. Ten!a pu~s que 
resolver unas ecuaciones integro-diferenciales de una sola va 
riable. 
La generalizaci6n de este ~todo al campo de las mol~-
culas parece imposible, ya que implica la resoluci6n de unas 
ecuaciones integrodiferenciales de dos o m~s variables. Para 
resolver esta dificultad, Roothaan (15) propuso desarrollar 
los orbitales, en t~rminos de unas funciones de base, siguie~ 
do el metodo de expansi6n de Ritz. De esta manera, consigue 
resolver de un modo muy aproximado el problema variacional. 
Este m~todo, sin embargo, habia sido utilizado ante-
riormente por Coulson (25) al estudiar la mol~cula de H2 , y 
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s6lo ~s tarde fu~ sistematizado por Roothaan (15) y simult4-
neamente por Hall (26). 
b. Descripci6n 
En este m~todo, los orbitales moleculares ser~n combi-
naci6n de unas funciones de base: 
= 
estas funciones de base deber~n de ser de cuadrado sumable, y 
cumplir las mismas condiciones de contorno y de simetr!a. Pa 
ra evitar la dependencia lineal de los orbitales el ndmero de 
las funciones de base m ser~ mayor o igual al ndmero n de los 
orbitales. Se eligen u3ualmente normalizados, por sencillez, 
ortogonalizando a posteriori: 
<x I x > = o p q pq 
introduciendo la siguiente notaci6n matricial: 
x= <x1 x2 . . . xm> 






siendo tJ;. un vector columna de la matriz (S; se puede escri-
' bir las ecuaciones: 
<Pi X ~ = ;\, ... l \, 
~ = X <5. 
La condici6n de ortonor.malidad entre orbitales se es-
cribe ahara: 
0 pq { 46} 
Llamemos M al elemento de la matrizf1 que ~epresenta pq 
al cperador monoelectr6nico r-1 en la base x: 
M = <x IMix > pq p q 
si el operador es herm1tico loser~ la matrizr1formada por 
esos elem~ntos Mpq• 
Vamos a expresar ahora la energ!a en funci6n de estas 
matrices: 
< cp i I He:' I <P i > = p ~ p 
< <P i I J~ I cp i > = p 1 p 
(!;;:~ rHl cS:f 
(?, plt JJ cf :~ I' 
{47} 
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El problema variacional de esta funci6n {47} con las 
condiciones isoper~~tricas {46} se abordar! igual que en el 
' caso de Hartree-Fock construyendo una E donde apareceran 
unas constantes indeterminadas multiplicadoras de Lagrange; 
la variaci6n de <t> i vendr! dada ahora por cS e y la variaci~n p p 
' de E serti: 
~· 
para que sea nula para cualquier tS <· se tendr!: 
-Jp 
= nf2 -~~·~ 
q .. ; 
que se puede poner como: 
,,_-·· /? = nL2 
I; '· .... :.:~ L 
- p q 
{ 48} 
Por ser ~ una matriz herrn!tica podemos hacer un cam-
bia de base que la diagonaliza, y expresar F en zunci6n de 
esa nueva base quedando: 
= ,. {49} 
que ::_·u~d·3 ponerse en la forma: 
{50} 
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que para tener una soluci6n distinta de la trivial tendr~ que. 
ser 
lrr-£31= o {51} 
r 
Lo que nos dar~ m raices valores de t a los que corre~ 
ponderan m vectores, siendo los n primeros los vectores ocup~ 
dos y los siguientes los virtuales. Es interesante decir que 
m>¥ pu~s al no cumplirse_, no hay proceso iterative ya que no 
hay modificaci6n de la matriz F. 
Dado que la expansi6n es limitada, este m~todo es una 
aproximaci6n dentro del esquema Hartree-Fock, y tendr~ gran 
importancia las funciones de base elegidas. 
c. Formas de resolver el m~todo de expansi6n 
El procedimiento seguido para resolver este ~todo de 
expansi6n es similar al procedimiento iterative del ~todo de 
Hartree-Fock. Existen sin embargo tres formas diferentes de 
considerar el ciclo iterative. 
La mayor parte de los c~lculos en sistemas at6micos y 
moleculares est~n hechos con el esquema de Roothaan; en ~ste 
se parte de los coeficientes de los orbitales moleculares de 
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partida; a partir de ellos construimos el operador F, el paso 
siguiente ser! construir la matriz que representa a F en las 
funciones de base y ya como dltimo paso diagonalizar la ma-
triz, cbteniendo unos nuevas orbitales moleculares dados en 
este caso por los coeficientes; esto se puede visualizar en 
el esquema siguiente: 
{Cnk} ~ F ~· {F } ~· {C k} 
· nv n 
{52} 
~ - t 
Si escribimos la matriz densidad de Fock-Dirac en el 
m~todo de expansi6n queda: 
' p(T. 1T.) ~ J 
n 1 * n m m * 1 * 
= L 9k(T.)¢k(Tj)= r r I c kc kx (T.)X (T.) = 
k=l 1 k=lr=l s=l r 5 r 1 8 J 
Esta matriz~ se conoce con el nombre de matriz de or-
den de carga y orden de enlace: 
{53} 
Llamando ~a la matriz formada por los recubrimientos 
entre las funciones de base, es decir 
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p = p 
Tr(p) = N 
que la matr.iz {R cumple las relaciones siguientes: 
{f{ ,.. tR = fR 




Despu~s de haber elagido las funciones de base {x } p 
los elementos de ma~riz,de la matriz densidad de primer or-
den se hallan gracias a ~; es pu~s en este caso la magnitud 
fundamental del m~todo de expansi6n del modelo de Hartree-
Fock. 
Gracias a esta matriz Q( los elementos de matriz del 
operador de Hartree-Fock, ser!n 
F jl* r dx1 + nv = ~ Hl Xv 
Rpqf! 1 1 2 2 1 1 2 2 m m Xn Xv xl2 Xg - X Xg; X~ Xv + I r n 
p=l q=l r12 
{56} 
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Lowdin (17) propene entonces el siguiente ciclo itera-





donde los coeficientes {Cnk} se usan solo para hallar ~: 
Algo m4s tarde Mac Weeny (27) propene un ciclo itera-
tive adn m~s sencillo, donde se evita totalmente el calculo 
de los coeficientes {Cnk} 
I:R __ ,.~ F --~) IR {58} 
t J 
2. Teorema de Brillouin en el M~todo de Expansi6n 
El Teorema de Brillouin es igualmente valido cuando 
se desarrollan los orbitales en una base finita {28} ~Una 
demostraci6n puede verse par ejemplo en {29} • 
Si desarrollamos los orbitales autoconsistentes con 
ayuda del espacio complem~ntario: 
m 
~~ - ~P + L cpt 't 
t=n+l 
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La funci6n de onda modificada al introducirlos queda: 
n m 
'l''= 'lr + I I cpt p,t + t~rminos de arden superior 
p=l t=n+l 
donde 'l'p.t es un determinante de Slater donde se ha sustitu!do 
un orbital ocupado par un orbital virtual. En esta expresi6n la 
normalizacj.on se conserva si despreciamos los t~rminos de segun-
do grado en C t ya que 'l' y 'l'p,t son ortogonales. La Energ!a p, 
total valdr! entonces: 
II 
E' = E + 2 I 
p=l t=n+l 
C <'l'IHI'l'p,t > + p,t ••••• 
La variaciOn de la energ!a de primer orden con respec-
to a los orbitales se puede escribir: 
aE' p t 
= 0 = 2<'l'IH i 'l' 1 ac t p, 
> I q,v c q,v < > + ••••• 
Y como en la autoconsistencia ~· = ~ es decir C = 0 p p p,t 
aE • y la ------ = O, entonces obtenemos una expresi6n id~ntica a 
acp,t 
la {41} ., 
< 'l' IH I 'l'p,t > = 0 
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es decir no existe elemento de matriz entre el estado funda-
mental y un estado monoexcitado cuando los orbitales son 
autoconsistentes. 
3. M~todo de Expansi6n basado en el Teorema de Brillouin 
Lefebvre (30) propane un procedimiento para el mode-
le de Hartree-Fock capa cerrada dentro del ~todo de expan-
si6n basado en el Teorema de Brillouin. 
Empieza por considerar unas funciones de base x1 , ••• 
Xn' ••• xm ••• y m orbitales ~i constru!dos como combinacio-
nes de estas funciones de base, bastante pr6ximos a los orbi-
tales autoconsistentes de tal forma que si llamamos ~~ al or-
bital i autoconsistente se puede expresar: 
~s 




con c1k = - Cki para conservar la ortogonalidad al despreciar 
como pequenos las potencias sucesivas de c1k. 
Introduciendo estes orbitales en el determinante de 






+ t~r.minos de orden su-
perior en cik 
{60} 
Si ahora desarrollamos tambi~n las funciones de onda 
que resultan de sustituir un orbital ocupado por un orbital 
virtual k, 
't i., k 
l,s = 
~li,k para encontrar la ~i,k queda l,s 
~i,k 12 c ~ + 
1 - ik 0 
n m I I nrs ~(i,k;r,s) 
r=l s=n+l + ••• 
donde ~{i,k;r,s) representa una configuraci6n biexcitada y 
nrs unos coeficientes relacionados linealmente con los Cik• 
Aplicando ahora el Teorema de Brillouin en el caso de 
que los orbitales sean obtenidos par el m~todo de expansi6n 
y con esta nueva notaci6n 
> = 0 
Teniendo en cuenta todas las posibles monoexcitaciones 
entre los i niveles ocupados, siendo 1 ~ i~ n , y los k pos! 
bles niveles virtuales obtenemos, despu~s de algunas simplif£ 
caciones un sistema de n(m-n) ecuaciones de la forma general 
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0 r;;o2 + ,.,...2 c (Eli I k = ~~ Eik YL ik E ) + 0 
+12 r cjl j~ i,k H 'l'j,l d't' + j~i 1 1 
k#l 
+ I n fo H 'l'(i,k;r,s) d't r,s r,s 1 
que en principia, nos darian los coeficientes c 1k para hallar 
luego los orbitales $~ • 
Las reglas de Slater para el calculo de elementos de 
matriz entre determinantes nos permiten predecir que los ele 
mentos entre el estado fundamental y una biexcitaci6n son pe 
quefios. Por otra parte teniendo en cuenta que los nr,s son 
muy pequefios, entonces los t~rminos de 'l'~i,k;r,s) originados 
por una biexcitaci6n podr~n despreciarse. 
0 = 
El sistema de ecuaciones quedara entonces: 
EJ..k + cJ..k (Eli,k - E > + ' o L 
j~i 
k~l 
obteniendose de el unos orbitales ¢i corregidos; el calculo 
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se repite hasta llegar a la autoconsistencia. 
4. M~todo de Expansi6n para capa abierta. 
Roothaan en el art!culo (20) anteriorrnente citado ha-
ce un estudio tambi~n para funciones de capa abierta, desarr2 
!lando los orbitales como combinaciones lineales de unas fun-
ciones de base; quedando ecuaciones analogas a las{ 45}. 
Fraga y Birss (31) construyen tambi~n en la aproxima-
ci6n del In~todo de expansi6n, su teor!a general del campo au-
toconsistente obteniendo las ecuaciones de pseudoautovalores 
por media de un operador general de acoplamiento. 
Otro m~todo utilizado en ca~a abierta es el de Lefeb-
vre (32) en ~1 se hace tambi~n un desarrollo del tipo de In-
teracci6n de Configuraciones para la funci6n de onda; en el 
que aparecen la funci6n con los orbitales de partida, funcio-
nes donde se sustituye un orbital doblemente ocupado por uno 
simplemente ocupado y otras funciones monoexcitadas donde la 
monoexcitaci6n es para orbitales doblemente ocupados y otras 
para orbitales simplemente ocupados. Los coeficientes se cal-
culan gracias a tres tipo.s de relaciones que juegan el papel 
que el Teorema de Brillouin para capa cerrada. 
- 65 -
E) CONDICIONES DE SUFICIENCIA PARA EL METODO HARTREE-FOCK 
Thoules llama condici6n de estabilidad a un criteria 
para comprobar si la soluci6n de un problema variacional co-
rresponde a un m!nimo absolute de la energ!a (33). Se entien-
de como m!nimo absoluto un m1nimo frente a cualquier varia-
ci6n. 
Hemos visto que las condiciones que deben de verifi-
car los orbitales para que la energ!a total sea m!nima son 
las ecuaciones de Hartree-Fock; estas ecuaciones sin embargo 
no son suficientes para que dicha energ!a sea un m!nimo abso-
lute. 
Existen varies criterios de estabilidad. El criteria 
de w. H. Adams se basa en el heche de que la variaci6n de se-
gundo arden de la energ!a total debe ser positiva frente a 
cualquier variaci6n. Expresa la matriz densidad monoelectr6ni-
ca del sistema como un desarrollo con un par~etro A que de-
fine el arden de variaci6n. Al introducir esta.expresi6n en 
la energ!a basta el primer orden y basta el segundo arden, ob-
tiene dos valores 
E(l) = ( aE/aA )A = 0 
E( 2 ) = 1/2( a2E/aA 2 )A = 0 
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para que E sea estacionario debe ser E(l) = 0 lo que es equi-
valente a las ecuaciones de Hartree-Fock, y para que sea un 
m!nimo absolute E (2) >0 para cualquier variaci6n arbitraria. 
Uno de los casos en los que Adams !lustra esta teo-
r!a es para estudiar la estabilidad del RHF £rente al UHF en 
la mol~cula de LiH encontrando que el RHF es estable £rente 
al UHF hasta una distancia un poco mayor que 4 unidades at6-
micas, pues E( 2) toma valores pos~tivos hasta ese punta. 
Aunque el criterio de Adams es un buen criteria, dada 
la no linealidad de las ecuaciones de Hartree-Fock, puede ha-
ber m~s de una funci6n que conduzca a un m!nimo absolute de 
la energ!aJ sin embargo, es indudable que dicho criteria sir-
ve como herramienta para investigar esta ecuaci6n (3~). 
Otro autor que ha estudiado el problema de la estabi-
lidad ha sido c. A. Coulson (35). Al estudiar el estado fun-
damental ls del ~tomo de Helie, en las aproximaciones de ca-
pas completas y capas desdobladas, sefiala que al ser el mode-
le de capas completas un caso particular del de capas desdo-
bladas, este dltimo debe de conducir a una mejor energ!a. Es-
te resultado, sin embargo, no dice si la aproximaci6n de ca-
pas completas conduce a un punta de silla o a un m!nimo local. 
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El criteria que utiliza es estudiar el signo del in-
cremento de la Energ1a cuando hace una variaciOn en los orbi-
tales; encuentra que la soluci6n RHF es un punto de silla fran 
te a la soluci6n de capa desdoblada. 
Esto se podr1a generalizar al estudiar una funci6n de 
onda m~s complicada RHF y con una capa desdoblada. El siguien-





A) ENERGIA DE CORR!kACION 
1. IntroC.ucci6n 
Lc:. idea b~sica del modelo de part!culas independien-
tes, consjste en que cada part!cula se mueve independientemente 
de todas las dem~sJ y viene descrita por un spin-orbital ~ 1 Cx1 ) 
cuya forma depende sol~mente del movimiento media de las dem!s 
part!culas. 
La funci6n de onda correspondiente no tiene en cuenta 
corr~ctamente, el movimiento real de los electrones; que se 
evitan los unos a los otros mientras que son atraidos por lcs 
n~cleos. Para hacer una teoria m!s perfecta aplicable a muchas 
part!culas, hab!a que tener en cuenta esa "correlaci6n" entre 
los movimientos individuales de los electrones. 
Se conoce normSlmente como "Correlaci6n Electr6nica" 
el hecho ce considerar con m~s detalle los movimientos elec-
tr~nicos. 
Las razones por las que interesa tener en cuenta la 
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correlaci~n electr6nica son muitiples. A grandes trazos po-
demos ver que cuando calculamos con el m~todo Hartree-Fock 
la energ!a de varios sistemas at6micos y moleculares la di-
ferencia entre la energ!a calculada y el valor experimental 
es en general del uno por ciento. Sin embargo lo que interesa 
generalmente no son los valores de energ!as totales sino las 
diferencias de energ!a que muchas veces son tambi~n del mismo 
orden es decir del uno por ciento. As! pequenos errores abso-
lutes en las energ!as pueden conducirnos f~cilmente a grandes 
errores en sus diferencias. 
Aunque la diferencia entre la energ!a Hactre-Fock y la 
experimental sea pequefia, la variaci6n de la funci6n de onda 
es mucho !nayor, por lo tanto hay varias magnitudes f!sicas 
que, calculadas dentro del modelo Hartree-Fock; pueden estar 
en gran desacuerdo con los valores experimentales. 
2. Tipos de correlaci6n 
En el caso de un ~tomo la correlaciOn electr6nica 
puede ser vista como una suma de tres tipos de correlaci6n 
( 4) : 
a) Correlaci6n de Carga que tiene en cuenta el efec-
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to de apantallamiento de un electrOn interno sobre los dem~s; 
este tipo de correlaci6n est~ introducida ya, en principia, 
en los modelos de Hartree y Hartree-Fock. 
b) Correlaci6n radial (in-out) tiene en cuenta el 
efecto de repulsi6n entre dos distribuciones electr6nicas es-
f~ricas, mientras que una se acerca al ndcleo,la otra se ale-
jar~. 
c) Correlaci6n angular tiene en cuenta el efecto de 
repulsi6n entre dos distribuciones electr6nicas contenidas en 
un !ngulo s6lido infinitesimal mientras que una se encuentra 
a un lado del ndcleo 1 la otra se encontrar~ al lado opuesto. 
En el caso de la mol~cula de Hidr6geno se puede tambi~n 
clasificar la correlaci~n en tres tipos si nos olvidamos de la 
correlaci6n de carga. 
a) Correlaci6n radial (in-out) tiene en cuenta la re-
pulsi6n entre dos distribuciones electr6nicas elipsoidales, 
mientras que una se acerca a los ndcleos la otra, se aleja. 
b) Correlaci6n angular tiene en cuenta la repulsi6n 
entre dos distribuciones electr6nicas contenidas en un ~ngulo 
s6lido infinitesimal mientras que una se encuentra a un lade 
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de la mol~cula, la otra estar~ en el otro. 
c) Correlaci6n izquierda-derecha tiene en cuenta la 
tendencia a estar cada electrOn asociado a un ndcleo diferen-
te. 
Esta forma de clasificar los efectos de correlaci6n 
se debe principalmente a la forma m!s habitual de introducir-
los que es e1 m~todo de Interacci6n de Configuraciones. Los 
efectos (in-out) son los que se clasifican con la representa-
ci6n sim~trica, los efectos izquierda-derecha de acuerdo con 
la clasificaci6n antisim~trica y los efectos de correlaci6n 
angular de acuerdo con las restantes clasificaciones del gru-
po de simetria de la mol~cula (36). 
La variaci6n de los efectos de correlaciOn al variar 
la distancia nuclear tambi~n son diferentes, mientras la (in-
out) decrece con la distancia, la izquierda-derecha aumenta 
habiendo un m!nim9 en la curva de energ!a de correlaci6n fren-
te a la distancia internuclear. 
Finalmente en los sistemas polielectr6niccs se dis-
tinguen tambi~n des clases de correlaciones: 
a} La correlaci6n "intrashell" o de pares, que es 
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la que tiene lugar entre los electrones que en la aproximaci6n 
Hartree-Fock vienen descritos por el mismo orbital. 
b) La correlaciOn "intershell" entre todos los dem!s 
electrones. 
3. Hueco de Coulomb y hueco de Fermi. 
Hemos vista en el cap!tulo primero, que la principal 
dificultad para resolver la ecuaci6n de Schrodinger {11} para 
un sistema polielectr6nico es el t~rmino de interacci6n biele£ 
tr6nica e 2/r1 j. Este t~rmino tender~ a infinito cuando rij tien 
de a cero lo que nos dice que es imposible energ~ticamente que 
dos electrones coincidan en el espacio. Este heche va a impli-
car que la densidad de probabilidad bielectr6nica r(Tl' T2 r 
Tl T2) debe ser nula cuando las coordenadas diagonales de la 
matriz densidad de segundo arden se llamen tambi~n funci~n de 
densidad de correlaci6n. 
Debido al potencial culombiano e 2/rij' cada electr6n 
est~ rode.:1do por un hueco con respecto a los c1em~s electrones 
(del m.ism·:) o de diferente spin) llamado hueco de Coulomb. 
L.:1 tendencia de repulsiOn entre electrones con el 
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mismo spin, se conoce normalmente como correlaci6n de spin o 
efecto de correlaci6n de cambia; se dice que esa tendencia 
crea un hueco de un electr6n frente a los dem~s del mismo 
spin. Dicho hueco se llama hueco de Fermi. 
4. Error de Correlaci6n en los modelos de Hartree y Hartree-
Fock • 
............. 
En el modele de Hartree hemos sustitu!do el operador 
bielectr6~ico par una suma de operadores monoelectr6nicos; es-
ta aproximaci6n equivale f!sicamente a no tener en cuenta el 
efecto del hueco de Coulomb alrededor de cada electr6n. 
En el modele de Hartree-Fock, aunque se hace una sus-
tituci6n del mismo tipo, al imponer que la funci~n de onda sea 
antisirn~trica, se introduce una cierta correlaciOn entre los 
movimientos de los electrones con el mismo spin. Dado que las 
matrices densidad constru!das con funciones antisim~tricas, 
ser~n antisim~tricas en los dos conjuntos de !ndices, se veri-




- 2 para = 
Vemos pues que las funciones de onda antisim~tricas 
taman ·:~n cuenta parte de la correlaciOn de cambia. Existe 
pu~s u.n E:rror de correlac16n, en el IOOtodo de Hartree-Fock, 
pequefio debido a la correlaci6n entre electrones con spines 
antiparalelos. 
5. Defir.iciOn de Energta de Correlaci6n. 
El error de correlaciOn se puede definir con respec-
to al moGelo de Hartree, pero norm~lmente se define con res-
pecto a la aproximaci6n de Hartree-Fock con capas cerradas, 
podemos ~sperar que sea grande pues forzamos a que pares de 
electrones con spines antiparalelos est~n descritos por el 
misrno orbital. 
Siguiendo a Lowdin (37) podemos hacer una definici6n 
formal de la Energ!a de Correlaci6n. Si expresamos la funcion 
de onda ~ soluci6n de {11}, como una suma.de una funcion de 
onda ~HF soluci6n del m~todo de Hartree-Fock y otra funcion 
que 11::tmamos '~'corr. funci6n de onda de correlaci6n, 
= 'I' HF + 'I' corr. 
- 75 -
Las matrices densidad de cualquier orden r quedar4n: 
r = r + HF r corr. 





carr. '~'carr esta rcorr poseer~ una traza 
nula debido a la normalizaci6n de las funciones de onda. 
La expresi6n de· la energ!a quedar~ entonces: 
E + E 
corr. 
donde E es la energ!a de correlaci6n, que gracias a la corr. 
siguiente expresi6n 
I 
Ycorr. (Tll Tl) = 
sustituy~ndola en la expresi6n de la Energ!a y usando {40 bis} 
obtenemos para la energ!a de correlaci6n 
E j{ 2 corr.- · N-1-- 2 - e l g 
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En esta expresi6n de la energ!a de correlaci6n, exis-
te una parte que podr!amos llarnar energ!a cin~tica de correla-
ci6n y otra que ser!a la energ!a potencial de correlaci6n. 
Dado que en el m~todo de Hartree-Fock se cumple el 
Teorema del Virial (37) quedar~n relacionadas la Tcorr. ener-




= - ~ vcorr. = - E corr. 
Como la energ!a de Hartree-Fock es siempre mayor que la ener-
g!a "Exacta" es decir la energ!a que nos da la ecuaci6n.{ll} 1 
la energ!a de correlaci6n es siempre negativa; la energ!a ci-
n~tica de correlaci6n ser~ entonces positiva lo que nos dice 
que la energ!a cin~tica del modele Hartree-Fock es demasiado 
baja pues no tiene en cuenta, la complicaci6n que aparece en 
el movimiento de los electrones, por su tendencia a evitarse 
y la energ1a potencial ser~ negativa, lo cual es sobre todo 
por haber obligado a las parejas de electrones con difercnte 
spin a estar descritos por el mismo orbital:, lo que hace que 
la energ!a potencial del modele Hartree-Fock sea demasiado al 
ta. 
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La energ!a de correlaci6n es pu~s la diferencia entre 
la energ!a "exacta" y la energ!a Hartree-Fock; de forma m~s 
precisa nos dice Lowdin que: 
"La energ!a de correlaci6n para un cierto estado con 
un Hamiltoniano especificado es la diferencia entre el auto-
valor exacto del Hamiltoniano y su valor esperado en la apr£ 
ximaciOn Hartree-Fock para ese estado". 
Esta energ!a "exacta11 no coincidir!a desde luego con 
la energ!a experimental pu~s para llegar a la ecuaci6n. {11} 
hemos despreciado a) La correlaci6n relativista, b) Varies 
tipos de interacciones de tipo magn~tico, c) El movimiento 
de los nt:clecs. 
Esta energ!a "exacta 11 que utilizamos para hallar la 
energ!a ce correlaciOn segan la expresi6n: 
E = E corr. "exacta" { 62} 
se calcula por m~todos semiemp!ricos. Se calcula primaro la 
energ!a experimental por suma de sucesivos potenciales de 
ionizaci6n de los ~tomos y sus icnes y se anaden correcciones 
te6ricas para los movimientos de los n~cleos, para las intera£ 
ciones y para los efectos relativistas, estos dltimos se sue-
len estimar a posteriori por teor!a de perturbaciones, utili-
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zando la funci6n de onda de Hartree-Fock para el problema con-
siderado. 
Salvo para ~tomos ligeros, es apreciable la correcci6n 
relativista frente al error de correlaci~n no relativista~ sie~ 
do segdn muestra Froman(38) del mismo arden para ~tomes con 
z = 13. 
6. M~tocos que introducen Correlaci~n Electr~nica. 
Las primeras investigaciones sobre la correlaci6n de 
Coulomb fueron hechas por Hylleraas en dos trabajos de 1928 
(39) y 1929 (40); en ellos estudia el !tome de Helie e intro-
duce en el primero el M~todo de Interacci6n de Configuracio-
nes, y en el segundo el de Funciones de onda correladas y el 
DODS (different orbital for different spin) hoy tambi~n cono-
cido como M~todo de Capa Desdoblada. 
A partir de estos trabajos han surgido gran cantidad 
de m~todos que tienen en cuenta parte al menos de correlaci6n, 
una recopilaci6n de los primeros trabajos hechos dentro del 
campo de la Correlaci~n Electr6nica hasta 1959 esta hecho 
por Hiroyuki Yoshizumi (41). 
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Ademlis de estos tres m~todos que fueron desarrollados 
hasta hoy con gran cantidad de variantes, existen otros mode-
los que introducen correlaci6n electr6nica como el modelo del 
Plasma que es aplicable sobre todo para sistemas con electro-
nee de al~:a mobilidad, ha side principalmente constru!do para 
estudiar 1~etales pero se puede aplicar a otros sistemas multi-
electr6nicos; Lowdin (37) muestra la relaci6n entre este m~to­
do y el mctodo que usa factor de correlaci6n. 
Q·,:ro modele muy usado es el de orbi tales localizados, 
modele quo esta en gran relaci6n con las ideas qu!micas, que 
junto a los otros tres introducidos por Hylleraas describire-
mos con mns detalle en los capitulos dos y tres. 
Hace pocos afios nuevas metodos han sido desarrollados 
para estudiar el problema de N-electrones entre ellos tenemos 
la teor!a multielectr~nica de Sinanoglu (42), (43), (44) don-
de muestra que la energ!a de correlaci6n del estado fundamen-
tal de los ~tomes viene dado fundamentalmente por la suma de 
correlaciones de pares, cada una de ellas calculable como sc-
luci6n de un problema bielectr6nico, aunque ahora cada elec-
tr6n se mueve en el campo Hartree-Fock del sistema total de 
particulan. 
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Analisis de la energ!a de correlaci6n de pares ha si-
da llevada a cabo par Allen. Clementi y Cladney (45) hallan 
que la energ!a de correlaci~n es casi aditiva en las correla-
ciones inter e intrapares; con la mayor cantribuci6n de la 
carrelaci6n obtenida a partir de electrones que vienen descr! 
tos par el mismo orbital. La energ!a ne correlaci6n obtenida 
a partir del orbital ls es practicamente independiente del nd-
mero atomico y es alrec.edor de 1,2 e.v. por par de electrones, 
la contribuci~n a la energ!a de correlaci6n para un par de 
electrones descritos per un orbital 2s es una funci6n lineal 
del namero atomico siendo 1,63 e. v. para Z = 6 y 3,51 e. v. 
para Z = 10; para pares de electrones descritos por un orbi-
tal 2p, la energ1a de correlaci6n es practicamente innependie~ 
te de Z y vale 1,7 e. v •• Concluyen los autores que aprcxima-
damente el 80% de la energ1a de correlaci6n se toma en cuenta 
si solo se taman en cuenta las energ!as f.e correlaci6n entre 
pares de electrones que vienen descritos por el mismo orbital. 
Cuando Sinanoglu desarrolla la teoria en forma m~s ge-
neral para que la funci6n de onda para N-electrones sea la 
funci6n de onda exacta, introduce un ndmero finite de t~rminos 
de correlaci~n que toma en cuenta m~s de dos part!culas. 
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Otra forma de introducir correlaci6n es con la teo-
ria de Perturbaciones desarrollada por Brueckner (46) y Gold,! 
tone (47); las primeras aplicaciones de esta teoria a muchos 
fermiones ha side en el estudio de la estructura nuclear aun-
que tambien se pueden aplica~ a sistemas atomicos para obtener 
correcciones a las funciones de onda y a la energ{a. 
B) INTERACCION DE CONFIGURACIONES 
1. Teorema B~sico del M~todo de Interacci6n de Configuraciones 
Se sabe que dado un conjunto complete de funciones 
monoelectr6nicas { ¢ ~~ ( T) } , toda funci6n l/J ( T) se puede expre-
.~ .. 




Consideremos una funci6n de dos part!culas l/J (T 1 , T2) 
Si tomamos a T2 como par~etro fijo, podemos expresar l/J(T 1 ,T 2) 
como combinacion lineal de <PJ.: ( T 1> con unos coeficientes c1: ( T 2> 
que son funciones de T 2 y que a su vez se pueden desarrollar, 
como combinaciones lineales¢~~( T 2), es decir: 
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00 
• (T1,~2> =r ck<~2>~k<T1> = 
k =1 
00 00 
Generalizando para una funci6n que depende de las 
coordenadas de N electrones, quedar~ 
00 00 00 
Siesta funci6n $(T1 ,T 2 , ••• TN) es antisim~trica y le 
ap1icamos a ambos lados de la igua1dad e1 operador 
P (a) a 
siendo a una sustituci6n del grupo sim~trico (~:-N quedar!a 
00 00 
I ••• I ck • • ·k I P (a) k -1 k =1 1 N I f'. 2- N a f ·.::N 
(T~ ! ) -1 00 00 00 a Ek (Tl) '' • <l>k = (N I I .... L ck ····k 1 N k1=1 k2=1 k =1 1 · N N 
00 00 00 
I <Pk ( T 1) • • • <Pk (TN) I = l I . . . . r ck ·····k 




donde I <P ¢ I es el determinante de Slater no normal!""·· 
kl ••••• kN 
zado 1 constitu!do por las funciones. 
Esta ultima expresi6n {63} es precisamente la forma 
anal!tica del teorema b~sico del m~todo de Interacci6n de Confi-
guraciones; que siguiendo a Lowdin (37) se puede expresar corno: 
"Cualquier funci6n de onda normalizable antisi~tri-
ca puede ser expresada como la suma de una serie de determinantes 
de Slater construidos a partir de un conjunto b~sico completo de 
funciones monoelectr6nicas" 
2. M~todo de C~lculo 
Se llama configuraci6n ordenada j~ a una selecci6n 
cualquiera deN funciones ~k 1 ¢k 1 •••• 1 9k __ con k 1 < k 2 < ••• <kN 1 2 --w 
Si llamamos tP l:~ ( -r 1 1 ••• 1 -r N) a la funci6n 
que es el determinante de Slater normalizado que representa a 
la configuraci6n r:; y llamando C .. r a: 
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~; = (N :>1/2 ck k k 
..~,, 1' 2' • • • • • N 
La ecuaci6n {63} se podr~ expresar como 
'~' = I 
I~ 
{64} 
Los coeficientes C.... se pueden determinar utilizando 
l.\. 
el principia variacion~l quedando un sistema infinite de ecuacio-
nes lineales y homog~neas: 
I (P::··:. - E 0::~) CL = 0 {65} 
L 
don de 
son los elementos de matriz del hamiltoniano con respecto a los 
determinantes de Slater. 
Para que el sistema {65} tenga m~s soluciones que la 
trivial, la matriz de los coeficientes debe ser singular es decir: 
I . Hl~ L - E ~I: r' I = 0 {66} 
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La dificultad de aplicar este ~todo a pesar de su 
sencillez te6rica es enorme, pues la matriz que aparece en la 
ecuaci6n {66} ser!a de dimensiones <~ , ~>. 
En la pr~ctica lo que se hace es truncar la base a 
M, siendo M >N; aunque a pesar de esto el ndmero de configuracio-
nes posibles ser~ ( : ) con lo que tendremos que calcular 
,- M -, ~1 \ ( N ) + 1~ ( N ) 1 1 I J M ) 2 + ~f = N ( N ) 
2 2 2 
elementos P.:1~L. de matriz y diagonalizar una matriz de dimensiones {c : > , c ;; >) 
\ 
Por todo esto es importante que M sea tan pequefio 
como se pu·-~da, esto depender~ 16gicamente de lo convergente que 
sea la expansi6n en configuraciones cuando utilizamos un conjun-
to complete sin relaci6n £!sica con el problema de expansi6n, la 
convergencia va a ser muy lenta, veremos en el p~rrafo siguiente 
dos conjuntos, el conjunto de funciones Hartree-Fock ocupadas y 
virtuales y el conjunto de spin-orbitales naturales que aligeran 
bastante los calculos. 
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Cuando el sistema tiene algunas propiedades de sime• 
tr!a, tambi~n existe una simplificaci6n de los c~lculos, pu~s si 
tomamos unas funciones polielectronicas que sean funciones propias 
de esos operadores de simetr!a, con el hamiltoniano, no existirAn 
elementos de matriz entre funciones de simetrfa diferentes. 
3. Bases privilegiadas 
a. Funciones Hartree-Fock 
Si tomamos como funciones de base para construir los 
determinantes de Slater los orbitales Hartree-Fock, ocupados y 
virtuales, los elementos de matriz se simplifican considerable-
mente. 
Gracias al Teorema de Brillouin, los elementos de 
matriz entre la configuracidn fundamental (configuraci6n forma-
da al asociar los electrones a los niveles m~s bajos) y las mon2 
excitaciones son nulas. 
Los elementos de matriz entre la configuracidn fun-
damental y las biexcitaciones valdran: 
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f H v<i,k;j~l)~l 2 *2 e 4>1 2 4>j <f>ldT 1d-r 2 rl,2 k 
f!: 2 *2 e $1 $2 ¢. d-rl d-r2 J 1 k 
r12 
Los elementos de matriz entre la configuraci6n funda-
mental y las triexcitaciones y siguientes ser~n nulas en vir-
tud de las reglas de Slater. 
Los demas elementos de matriz entre las configuraciones 
excitadas tambi~n se simplifican gracias a las reglas de Slater 
anul~ndo:3c .·nuchos. Esta es la explicaci6n de que existen muchos 
c~lculos de Interacci6n de Configuraciones a posteriori de un 
calculo de Aartree-Fock con el metoda de expansi6n. 
b. Spin-or~itales naturales 
Los spin-orbitales naturales son por definici6n los 
que diagonalizan la matriz densidad de primer orden (48). 
Partiendo de la expresi6n {64} se ve que la matriz den-
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sidad de primer arden cuando las funciones monoelectrOnicas ar-




donde ylk son los elementos de una matriz herm1tica siendo los 
elementos diagonales: 
(k) 
y kk = I I C .... ' I 2 {68} 
- ' 
en esta expresi6n la suma se hace sabre todas las configuracio-
nes _ ' que contienen el !ndice especifico k del orbital. Estos 
elementon se interpretan como ndmero de ocupaci6n puesto que 
ellos representan el ndmero medio de part1culas en cada spin-or-
bital. 




2 C. = 1 I 
=1 
se verifica 1a desigua1dad: 
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0 < < 1 
Nos dice Lowdin que existe una forma de aproximarse al 
modelo de Hartree-Fock, introduciendo una base ortonor.mal que 
tiene los numeros de ocupaci6n m~ximos. 
Sea U una matriz unitaria que diagonaliza a· {ylk } 
u+ y u = o 
Haciendo un cambio de base 
X = ~ X . {69} 
es decir 
se obtiene al sustituir en la matriz densidad de primer orden 
* y(TiiTl) =I Xk (Ti) xk(Tl) Dk {70} 
k 
Estos coeficientes Dk que son los autovalores de la ma-
> > triz y pueden ser ordenados de forma que o1 - o2 ••••• en ton 
ces los spin-orbitales naturales {xk} tendr~n el ndmero de ocu-
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paci6n m~s al~o posible. x1 ser~ el orbital al que le corres-
ponde el 1ndice de ocupaci6n m~s alto posible y ser~ el con-
tribuyente m~s importante de la funci6n de onda total, x2 es 
el 6rbital de tndice de ocupaci6n m~s alto entre las funcio-
nes ortogonales a x1 ; x3 es el 6rbital de 1ndice de ocupaci6n 
m~s alto entre las funciones ortogonales a x1 y a x2 , y as! 
sucesivamente. 
La funci6n de onda total queda 
\U ( ) ( N •• ) -1/2 T Tl, ••• , TN = I A,c lxk ••••• xk __ l 
K. 1 ·-w 
{71} 
que es la expansi6n natural. Esta expansi6n posee una conver-
gencia m~s r~pida, es decir, truncada posee una desviaci6n to-
tal mas pequefia de la soluci6n exacta que una funci6n de onda 
constru1da a partir de otros cualquiera spin-orbitales. 
Parece pu~s en principio que el uso de los spin-orbita-
les naturales evita al menos parcialmente dos desventajas del 
metodo de Interacci6n de Configuraciones usual: 
a) Convergencia lenta 
b) Desaparici6n de la representaci6n por orbitales, aun-
que la descripci6n por orbitales naturales no es la misma que 
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en el modele Hartree-Fock pu~s los numeros de ocupaci6n no son 
enteros. 
4. Energ1a de Correlaci6n y el M~todo de Interacci6n de Con-
figuraciones. 
Gracias al m~todo de Interacci6n de Configuraciones po-
demos tanbi~n expresar la Energ!a de Correlaci6n. 




y multiplicamos por la funci6n Hartree-Fock ~HF a la izquier-
da en amLos miembros de la igualdad, al integrar queda 
E = 
<~HF IH I~IC > 
<~HF I ~IC > 
Si expresamos ahara el hamiltoniano como suma de un ope-
rador H0 y una perturbaci6n bielectr6nica no necesariamente 
pequena y expresamos la funci6n de onda ~IC como suma de ~HF 
m~s una funci6n ~ME que agrupa a todas las monoexcitaciones, 
~DE que agrupa a todas las biexcitaciones y as! sucesivamente, 
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queda gracias al Teorema de Brillouin y a las reglas de Slater 
EHF +< ~HF tv I ~DE> 
E = 
< VHF I VIC > 
IC 
Como < v~ I v > ~ 1 
Podemos expresar la energ!a de correlaci6n como 
E mHF I V I ruDE > corr. = < T T {72} 
Que es una interpretaci6n matemStica de la Energ!a de 
Correlaci6n en funci6n de las correlaciones de pares de excita-
ciones; de expresiones an~logas parten Nesbet y Sinanoglu para 
discutir la correlaci6n electr6nica. 
C) FUNCIONES DE ONDA CORRELADAS 
1. M~todo de Funciones de Onda Correladas 
Se llaman funciones de onda correladas a funciones que 
pos~en como variable la distancia interelectr6nica. 
Este m~todo fue introducido por Hylleraas en 1929 (40), 
al calcular el estado fundamental del ~tomo de Helio. La funci6n 
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que ~1 introduce es: 
I I {73} 
n=O 1=0 
siendo 
Ajusta a posteriori un factor de escala para que se cumpla el 
Teorema del Virial. El resultado que obtiene con una funci~n 
de s61o 6 t~rminos es muy pr6ximo al valor experimental, supe-
rando mucho al habitual Hartree-Fock. Se ve pues que, en prin• 
cipio, es un buen ~todo para estudiar los problemas de corre-
laci6n. 
As! como el m~todo de Interacci6n de Configuraciones 
est~ basado en la expansi6n en conjuntos ortogonales completes, 
obteniendo los coeficientes gracias a la minimizaci6n de la 
energ!a. En el m~todo de funciones de onda correladas la expa~ 
si6n se hace en serie de potencias. 
C4lculos posteriores (49) han demostrado que una solu-
ci6n del tipo. {73} no puede ser soluci6n exacta de la ecuaci6n 
{11}. 
- 94 -
En 1957 Kinoshita (50) propone una serie de potencias 
an! log a para estudiar el ~tomo de Helio pero con las varia-
bles siguientes: 
s = rl + r2 
r12 u p = = 
rl + r2 s 
-r1 + r 2 t q = = 
u 
quedando entonces como funciOn de onda: 
-1/2 s 1-m m-n n 
t = e I I l clmn s 1=0 m=O n=O u 
que tiene potencias negativas. Kinoshita ha demostrado que e~· 
ta serie si puede ser soluci~n exacta de la ecuaci6n. {ll}J C£ 
mo aplicaci6n utiliza 39 t~rminos acerc~ndose mucho a la ener 
g!a experimental; siendo superado sin embargo par Pluvinage 
en 1957 (51) que introduce tres variables an!logas. 
Este m~todo de Funciones Correladas ha sido tambi~n 
aplicado a la mol~cula de Hidr6geno par James and Coolidge 
(52) utilizando una expansi6n un poco m4s complicada en coor-
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denadas el!pticas; obteniendo un resultado muy buena. 
Aunque ya fue apuntado por Hylleraas en sus trabajos 
b~sicos sobre los problemas de Correlaci6n, ha sido reiterado 
per muchos autores el heche de que las funciones de onda co-
rreladas f:on mucho m~s convergentes que el m~todo de Interac"'!" 
cilSn de Ccnfiguraciones, E?S decir, toman en cuenta un tanto · 
por ciento mayor de Energia de Correlaci6n con menos t~rmdnos 
(53) • 
Vcmos pu~s que este m~todo cuando se aplica a siste-
mas bielectr6nicos tanto attSmicos como moleculares ha tenido 
un notable ~xito; en estes c~:culos la distancias interelec-
tr6nicc. r 12 se ha introducido en la funci6n de onda como si 
fues~ una variable independiente m~s; la dificultad sin embar 
go aparentemente insoslayable, aparece cuando con el m~todo 
pretend.emcs abordar sistemas con muchos electrones, pues tene 
mos (~) C.·istancias interelectr6nicas r ij. 
Un inconveniente que tiene el m~todo, es el haber peE 
dido la visualidad f1sica que pose!an las funciones de onda 
del model~ hartree-Focko Esto, sin embargo, se puede en parte 
superar gracias a m~todos con factor de correlaci6n que ser~n 
unas solucicnes de compromise entre el modele de part!culas 
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independientes y las ~unciones de onda correladas. 
2. M~todo con Factor de Correlaci6n 
a. DescripciOn 
Er~ este m~todo la funci6n de prueba est~ formada por 
un product:. a de orbi tales y por un factor de correlaci6n g (r ij) 
que es funci6n de las coordenadas interelectr6nicas. 
EJ. efecto del factor de correlaci6n es hacer una fun-
ci6n de distribuci~n de probabilidad pequefio cuando los elec-
trones estan juntos y muy grande cuando est~n alejados. 
Ct~ando se estudian los efectos de la correlaciOn en 
mol~culas, este factor g se elige de tal forma, que la funci6n 
de onda ncs lleve a una curva de energ!a que posea un correc-
to comportamiento asint6ticoo 
Efte m~todo para introducir la correlacit5n electr6ni-
ca fu~ tan.~~i~n propuesto por Hylleraas en 1929. La forma gen~ 
ral de la funci6n de onda ser~: 
{74} 
Hylleraas prueba varias formas de factor g obteniendo 
... 97 -
mejor resultado con 
g = 1 + ar12 
que con 
siendo a un par~tro que se obtendr! por minimizaci6n de la 
energ!a. 
Otros autores expresan g como una serie de potencias 
b. M~todos Mixtos con Factor de CorrelaciOn 
Se puede tambi~n construir un ~todo de interacci6n 
de configuraciones con factor de correlaci6n, la funci~n de 
onda para un problema bielectr6nico se pondrta como: 
que hacie~do un cambia an~logo a los spin-orbitales naturales 
quedar!a: 
de la cual la funci6n de Hylleraas es el primer t~rmino de es 
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ta expansi6n• Este mAtodo es muy potente con muy pocas confi-
gutacionesi 
Otro m~todo donde se podr!a meter el factor de corre-
laci6n serta el DODS, el cual conduce tambi~n a muy buenos re 
sultados. 
La funci6n de onda de Hylleraas en el ~tomo de Helie, 
en este caso, ser!a 
= ls' ls" g(r ) 12 
c. Generalizaci6n a varies electrones 
Este m~todo donda la funci~n de onda lleva dentro un 
factor de correlaci6n serta facilmente generalizable a N elec 
trones, poniendo la funci6n: 
Un m~todo desarrollado dentro de esta ltnea con un 
cierto factor g polielectr6nico est~ presentado por Boys y 
Handy (54) y (55). La funci6n de onda tiene la forma: 
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donde f(r 1 ,rj) es una exponencial que depende de las coorden~ 
das r 1 y rj. 
En este caso la ecuaci6n de Schrodinger queda 
H g lP = E g lP 
-1 que multiplicando a la izquierda por g queda 
-1 g H g lP = HTC lP = E ~ 
donde ~C es el llamado hamiltoniano transcorrelado. Desarro-
llando este hamiltoniano se ve facilmente que se llega a: 
siendo 
F. = l. 
F ij = 
Fijk = 
1 







2 r .. 1J 
1 v . l. 
--
2 





1 \7~ fij vi fij \7 • l. l. 
-
2 f .. fij 1J 
f .. 'i/. fik l.J l. 
fij fik 
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estos operadores son mario, bi, tri-electr6nicos respectivame~ 
te. 
Al calcular 
apareceran como m&ximo integrales de nueve variables que no 
son, sin embargo, gracias a los ~todos computacionales desa-
rrollados, demasiado complicadas. 
Una mejora en la funci6n de onda ser!a utilizar como 
~ una suma de determinantes de Slater. 
Boys y Handy aplican este ~todo a un sistema at6mico, 
el Ne6n (56) y m~s tarde a un sistema molecular, el Hidruro 
de Litio {57) obteniendo en ambos casas excelentes resultados. 
En otro trabajo posterior Handy propene minimizar otra 
funcional en vez. de la habitual de E[$_) dado que el hamiltonia 
no HTC noes herm!tico (58). 
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D) METODOS RELACIONADOS CON LA TEORIA DE ORBITALES LOCALI-
ZAOOS 
1. Intro1ucci6n 
El concepto de orbitales localizados ha sido introdu-
cido para explicar varios aspectos f!sicos en los problemas 
multielectr6nicos (59) y (60). Lennard-Janes y Pople (61) su-
gieren que estes orbitales localizados pueden ser utilizados 
para tener en cuenta la correlaci6n electr6nica, m~s tarde c. 
Edmiston y K. Ruedenberg proponen un m~todo interesante para 
calcularlos basado en un criteria de m!nimo (62). 
2. Metoda de Pares de electrones separados 
Hurley, Lennard-Janes y Pople (63) proponen reempla-
zar cada orbital- molecular doblemente ocupado por una funci6n 
bielectrOnica la correlaci6n fundamental que toma en cuenta 
es la correlaci6n intrapares, que es mucho mayor que la corre 
laci6n in-':erpares. 
P~rks y Parr (64) definen un case de pares de electr2 
nes separados como una situaci6n en la cual una funci6n de on 
da molecular ~ satisface las tres condiciones siguientes de 
- 102 -
separabilidad para pares de electrones. 
A) La funciOn de onda ' es un producto antisimetriza-
do de funciones de onda antisimetrizadas de dos electrones 
llamados "geminales": 
{76} 
siendo $A una funci6n de onda antisi~trica de los electrones 
1 y 2. 
B) Los geminales est~n normalizados a la unidad. 
C) Dos geminales distintos satisfacen a la condici~n 
de ortogcnalidad fuerte: 
{77} 
Para hallar la mejor funciOn de pares separados para 
un sisten.a at6mico o molecular se pueden seguir varios cami-
nos, uno de ellos que tiene gran semejanza con el caso mono-
electr6nico, es una t~cnica autoconsistente donde se hallan 
las ecuaciones diferenciales de la forma: 




3. ~tones de Grupo 
.~ste m~todo es en cierta medida una generalizaci6n 
del ante·:ior, parte del heche de considerar en las mol~culas 
diferent~s grupos de electrones que vienen descritos cada 
grupo poe una funci~n de onda (65). Durante muchos afios, en 
los c~lc1los que aparecen publicados, los autores se han pre£ 
cupado p)r hallar funciones de onda para electrones n,separa~ 
do en gr-.1pos claramente distintos los electrones de una mol~-
cula. 
~as funciones de onda en este caso son combinaciones 
lineales de funciones b~sicas del tipo: 
1/IAaBb ••• ( 1 ' 2 ' • • • ,N) =M~ EPP [ 9Aa ( 1 ' • • • ,NA) 9Bb (NA+1 • • ~NA +NB) • • ~ 
{79} 
<PAa es u.:1a. funci6n de grupo para los electrones del grupo A, 
indicand~ a el estado particular de este grupo y siendo M 
una cons :ante de normalizaci6n. El dett.~rminante de Slater es 
un caso . )articular de esta funcil'Sn donde cada grupo posee un 
dnico el~ctr6n cuyo estado est~ descrito per un spinorbitalJ 
se puede !lamar como propene Me Weeny (66) Funciones Producto 
Generali!ado. 
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Al usar combinaciones lineales de estas funciones una 
variedad de estados le est~ permitidos a cada grupo de elec-
trones y la funci6n de onda total ser~: 
~(1,2, ••• ,N) = l Cab $Aa Bb (1,2, ••• ,N) {80} 
a,b••• I ••• I ••• 
que es an~loga a una Interacci6n de Configuraciones; donde 
(a,b, ••• ) que define el estado de los grupos define una confi 
guraci6n. 
Como cada funci6n de grupo ~Aa se supone normalizada 
adem~s de antisim~trica, y dadas dos funciones de grupo 1 cum 
plen la condici6n de ortogonalidad siguiente 
~;r(l,i,j, ••• )~ss<l,k,l, ••• ) dTl = 6RS 6rs {81} 
se ve pues que es una generalizaci6n del M~todo de Pares. 
?ara obtener el estado fundamental de una mol~cula 
en el caso de una sola configuraci6n, optimizamos cada fun-
ci6n de grupo 9Rr' de forma totalmente an~loga al ~todo de 
expansi6n autoconsistente 1 excepto que cada electr6n en su 
orbital 3e reemplaza ahara por un qrupo de electrones descri 
to por una funci6n multielectr6nica y la mejor funci6n es la 
que minimiza la energ!a de cada grupo en un campo efectivo 
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de los otros grupos. 
Las dificultades para extender este m~todo a mol~cu~ 
las camplicadas es grande, nos dice el propio McWeeny (65) 
que, ade~s de las dificultades t~cnicas de evaluaci~n de in-
tegrales, est~ la dificultad de elegir los grupos, salvo pa-
ra sistemas con gran simetr!a. 
4. Modele de Loges 
El concepto de Loge fue introducido per R. Daudel 
(67), quien es tambi~n el autor de un art!culo moderno de 
recapitulaci6n sobre el tema (68). 
Loge es una parte del espacio (asociado con un ~to­
roo o una mol~cula) en el cual hay una gran probabilidad de 
hall3r un n6mero n dado de electrones, con una cierta or-
ganizaci~n de spines. 
La mejor descomposici6n del espacio en Loges es la 
que da la m!nima cantidad de indeter.minaci6n acerca del elec 
tr6n ~tomo o mol~cula. 
Dice Daudel que la Teor!a de Loges es un puente ma-
tem~tico entre la intuici6n qu!mica y la Mec!nica Cu!ntica, 
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que puede ser considerada como una justificaci6n te6rica de 
las principales ideas qu!micas. 
El concepto de Loge se ve muy clare en el caso se~ 
cillo del primer estado triplete del Helie descrito por la 
funci6n de onda ~(1,2) cuando calculamos en una esfera S 
centrada en el nucleo la probabilidad P de hallar un elec-
tr6n y uno solo ser~ 
donde R3 es el espacio total. 
Cuando el radio de la esfera r es muy pequefio la 
prcbabilidad ser~ rouy pequefia pues en general la esfera 
estar~ vac!a. Cuando r es muy grande, la probabilidad tam-
bi~n ser~ pequefia pu~s en general la esfera contendr~ dos 
electrones y no uno solo. Habr~ pu~s un radio 6ptimo para 
el cual la probabilidad ser~ m~xima1 la parte interna de 
esa esfera 6ptima se llama loge K y la externa loge L. 
Es quiza interesante decir que entre este concepto 
de loge y el Principia de Indescernibilidad de los electr2 
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nes no hay contradicci6n; pu~s no se distingue entre electrones 
sino entre ciertas partes del espacio que visitan los electro-
nes. 
Un objetivo muy importante de la Teor!a de Loges es obte-
ner la ~xima informaci6n acerca de la distribuci6n espacial de 
los n fermiones en el espacio f!sico, cuando el estado spin to-
tal es conocido. Se divide para ello el espacio ftsico en v lo-
v· ges l tales que la uni6n nos da el espacio total y la intersec-
ci6n posee medida nula. 




y se calcula una magnitud que depende de esta divisi6n de la 
que hemos partido, la mejor divisi6n en loges la decidir~ el 
extrema de esta magnitud. 
Vemos pu~s que dada una funci6n de onda, en principia, 
es posible hallar la mejor divisi6n en Loge,· esto nos lleva pu~s 
a una definici6n rigurosa del concepto de enlaces localizados, 
enlaces deslocalizados: pares aislados1 perc esto no es el dni-
co resultado importante; ya que el concepto de loge -puede ser 
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utilizado para construir funciones de onda. 
Para ello podemos suponer que ya tenemos una idea de 
la divisi6n en loges, esto puede provenir del conoctmiento de 
una funci6n de onda aproximada ya conocida, entonces la fun-
ci6n de cnda total vendr! expresada como un producto antisim~­
trizado de funciones de Loge: 
V = ~~(1,2) B(3,4) ••••••••• L(9,10,1~ {83} 
Estas funciones de Loge se expresan en t~rminos de 
funciones monoelectr6nicas x con unos coeficientes a determi-
nar por un proceso variacional: 
~ < ~ IH-E I ~ > = 0 
Cuando estes Loge son bielectr6nicos este formalismo 
se reduce a geminales, que satisfacen la condici6n de ortogo-
nalidad fuerteo 
Las fnnciones de Lege no estan totalmente localizadas 
en un volumen dado, recientemente E. Ludefia (69) y (70) intro-
dujo el concepto de funciones de Loge completamente localiza-
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dos donde supone que la localizaci6n de las funciones de Lo-
ge es total. 
Existe una mejora del m~todo de Loge equivalente en 
cierta forma al M~todo de Interacci6n de Configuraciones. En ~1 
la funci6n de onda total es una combinaci6n lineal de funciones 
diferentes; en el caso del Helie hay una gran probabilidad de 
hallar un electr6n en el loge ~ y otro en el L lo que sugiere 
una funci~n de onda: 
L (1) L(2) 
K L 
perc hay una cierta probabilidad de hallar dos electrones en 
el loge K: 
o en el loge L 
L I (1,2) 
K 
L I (1,2) 
L 




A) DIFERENTES ORBITALES PARA DIFERENTES ELECTRONES 
Una parte importante de los errores de correlaci6n, 
introducidos en el Modelo de Hartree-Fock, se debe al hecho 
de asociar pares de electrones de spin opuesto a un mismo 
orbital. Este modo de proceder no est4 justificado te6rica-
mente, permite sin embargo una construcci6n muy sencilla de 
los estados puros de spin. 
Este error de correlaci6n puede suprimirse si se 
describen los electrones de spin opuesto por orbitales esp~ 
ciales diferentes. Este nuevo modo de proceder es conocido 
por las siglas DODS (different orbitals for different spins). 
Permite que los electrones de spin contrarto se ~viten tan~ 
to como sea posible. Da pu~s, en principio, un tratamiento 
m4s adecuado del comportamiento electr6nico que el modelo 
Hartree-Fock habitual, sin perder la ventaja de describir 
los electrones con funciones monoelectr6nicas. 
Esta idea del desdoblamiento de orbitales fu~ pri-
mero propuesta por Hylleraas en su famoso trabajo sobre el 
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Helie (40). En ~ste, dice "La configuraci6n de los electro-
nes debe de ser predominantemente de tal naturaleza que po-
damos hablar de un electr6n interne y otro externo lo cual 
implica un diferente apantallamiento de la carga nuclear con 
respecto c. estes dos electrones". 
Esta idea del desdoblamiento de orbitales fu~ dis-
cutida tarrLbi€n en 1930, por Eckart (71) al estudiar el ~to­
me de Helie, y pr!cticamente no volvi6 a ser utilizada has-
ta 20 anos m~s tarde. 
Generalizar esta !dea, aplicada en principia a un 
sistema at6mico de dos electrones, a sistemas con m~s elec-
trones es muy complejo. El determinante de Slater resultan-
te ya no es un estado pure de spin y se tiene que recurrir 
a alguna tecnica si queremos que lo sea. 
B) DISCUSION SOBRE EL MODELO HARTREE-FOCK 
E~ 1963 (72) P. o. Lowdin en el Symposium interna-
cional de Sanibel y m~s tarde en (73) y (19) plantea el lla 
mado "dile·_na de simetr!a en el modele Hartree-Fock". Lowdin 
afirrna que alguna confusi6n puede originarse si no se tiene 
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en cuenta que la autofunci6n ~ del Hamiltoniano y el deter-
minante de Slater D tienen propiedades diferentes. 
Si A es una constante de conocimiento que satisfa-
ce la relaci6n: 
H A = A H {85} 
Entonces toda autofunci6n de H ser~ autom~ticamen­
te autofunci6n de A es decir: 
H ~ = E ~ {86} 
siendo la segunda relaci6n de autovalores simple consecuen-
cia de la primera. 
Para la funciOn D, en lugar de una ecuaci6n de au-
tovalores, el principia variacional nos proporciona la expre 
si6n: 
0 <D I H I D> = 0 {87} 
perc de aqu! no se deduce que se cumpla la relaci6n: 
A D = A D {88} 
y si se fuerza a D que curnpla esta ~ltima ecuaciOn, ~sta de 
be de ser considerada como una restricci6n, que necesariamen 
te sube la energ!a. 
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En el tratamiento convencional del Modele de Har-
tree-Fock se parte pues de dos ecuaciones b~sicas las {86} 
en cu~.nto al correspondiente m!nimo de la energ!a, se debe-
r~ entonces de decir que estamos en un m!n~o de la energ!a 
para una simetr!a dada. Es interesante destacar que si el 
determinante de Slater de capa cerrada se construye con fun 
ciones prcpias de un operador de simetr!a, el proceso itera 
ti vo pr;:~s' ~::-va la simetr!a impuesta en el operador, Prat CO!!!_ 
prueba que para una configuraci6n con capas completas la si 
metria axial y la simetr!a esf~rica se conservan (74) • 
Si borr~semos la restricci6n de simetr!a {88} y 
conside:::-arr.os s6lo la relaci6n { 87} se obtiene entonces un 
esquema HF no restringido y D corresponder!a entonces a un 
m!nimo absolute. 
Una definici6n sistem~tica del convencional, tradi 
cional, o restringido Hartree-FoCk (RHF) puede verse· en la 
comunicaci6n del Dr. Smeyers (75); dice que la funci6n de 
onda m§s general Hartree-FoCk debe cumplir las siguientes 
condicion€s: 
1) ser un producto antisimetrizado de spinorbitales, 
2) corresponder a un m!nimo de la energ!a total. 
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Adem!s dice que la funci6n de onda de Hartree-Fock 
restringida cumple las siguientes condiciones restrictivas: 
3) La funci6n RHF es funci6n propia de los operado-
res de simetr!a del sistema (correspondiente a las constan-
tes de movimiento que conmutan con el operador Hamiltoniano). 
En este caso la funci6n RHF puede tamar la forma de combina-
ci6n lineal de deter.minantes de Slater. 
4) Los spinorbitales monoelectr6nicos son funciones 
propias de los operadores monoelectr6nicos de simetr!a del 
sistema es decir, se supone que el operador monoelectr6nico 
efectivo de Hartree-FoCk conmuta con estes operadores lo 
cual no puede ser demostrado de forma general. 
Sa) Los spinorbitales de spin diferente correspon-
dientes al mismo nivel poseen igual parte espacial. 
Sb) Los spinorbitales con un mismo ndmero cu~tico 
principal y pertenecientes a una representaci6n son id~nticos 
salvo en una rotaci6n. 
Tanto en la 3a como en la 4a podr!a ponerse los dos 
cases que se distinguen en la cinco. La Sa condici6n es la 
que Nesbet llama restricciones de equivalencia; se satisfa-
cen estas restricciones si las partes radiales de los orbita-
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les son independientes de los nameros cu~ticos m
8 
y m1 • Es-
to va a implicar en capa cerrada que la funci6n de onda re-
sultante sea autofunci6n de L2 y s 2 • 
Bstas tres restricciones Ja, 4a, Sa en el RHF con 
capa cerrada se reducen a la Sa pero no as! en cases m~s ge-
nerales pudiendo cumplir parte de ellas solamente. 
l'i partir de esta definici6n de la funci6n Hartree-
Fock restringida se pueden discutir las diferentes generali-
zacionEs del modele, suprimiendo restricciones pero conser-
vando las dos primeras propiedades. 
C) UNRFSTlliCTED HARTREE-FOCK 
1. UHF crn1 respecto al spin 
a. Descripci6n 
cuando el ntnnero de funciones de spin e~ y spin S 
son dietintos el potencial de cambia, en el cual esos dos 
tipo~; c~a l;lectrones se mueven es diferente (76), (77), (78) 
dado qt;.e ~~as interacciones de cambio tienen lugar entre elec 
t~ones de spines paralelos. Esto sugiere que electrones con 
spines di:2erentes deben de estar descritos por diferentes 
orbitales espaciales para tener en cuenta esta polarizaci6n 
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de cambio (4), lo que hace Slater en el caso de confiqura-
ciones con un ndmero impar de electrones e1iminar la res-
tricci6n sa. Este modele se llama en principia m~todo Har-
tree-Fock de spin polarizado y se conoce hoy tambi~n como 
Unrestricted Hartree-Fock; aunque este nombre tambi~n se 
aplica en general a cualquier m~todo en e1 cua1 e1iminamos 
al menos una de las restriciones sefialadas en el apartado 
A de este cap!tulo. 
La funci6n de onda en e1 UHF (79) tiene la forma 
de 
'I' = (N !)-1/ 2 1 '1' 1 (1) a(1) ••• 'l'p(P) a(P) ·<P 1 CP+l) BC."·I-1) ••• 
• • • • cp q (N) B (N) I {89} 
Sin perder generalidad podemos suponer que las fun-
ciones{'l'r} y las {cpr} son ortogo~ales y pqdemos suponer que 
p > q. 
Estas funciones pueden ser transformadas entre ellos 
por una transformaci6n unitaria: 
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p 
Xr = I 'I' 0sr 
s=l s 
{90} 
nr = ! <t>s v 
s=l sr 
quedando la funci6n 'I' invariable. 
La matriz densidad de primer arden constru!da con 
la fu;1ci '5n de onda { 89} ser~: 
y (] ! .. 2) = p ( 112> * +Pa<112> * a ( 1) a(2) B ( 1) 8(2) a .{ 91} 
donde: 
' ! * ! * p(l(l:.2) = 'I' r (1) '¥r(2) = Xs (1) xs (2) 
r=l s=l 
. {92} 
p B ( 11·2) ~ * ! * = 1.. <t>r (1) <t> (2) = ns ( 1) n (2) 
s=l r s=l s 
son matrices tambi~n invariantes £rente a las transformacio-
nes unitarias {90} que nos definir&n tota1mente la situa-
cion f!sica. 
Para hallar los mejores orbitales, se puede recu-
rrir al m~todo aproximado de expansi6n descrito en el pri-
mer cap!tulo7 en este m~todo dada una serie de m funciones· 
- 118 -
ortonormales ' -r, con m ~ n, que dan 11J r y 4> r como: 
m 
"'r = I ws asr s=1 
m 
{93} 
«Pr = I. ws bsr 
s=1 
donde estos coeficientes a8 r y b pueden hallarse minimizan sr _ 
do la ene.rg!a total sujeta a las condiciones de ortonor.mali-
dad de lllr y «f>r· Esto lleva a (80) las ecuaciones: 
m - I m * ~ L Hsu + I atj {(stluv)-(stlvu)} a vj + 
u=1 j=l t,v=1 
r m * --, I + I btj (stjuv)b . aui = asu Eu i j=l t,v=1 VJ I u=l ~!~ 
{94} 
m r· I m * I m * I I H + I atj (stluv)a . + l btj 
u=1 . su j=1 t,v=1 VJ j=l t,v=l 
..... 





{ w~ 1 2 Hl = (-2 v - I ~) ws d-r s ) r a a 
/ {95} 
(stjuv) I'"~:< 1) * r 1 wu (1) = wt (2) wv(2) d-r12 
J 12 
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Gracias a las transformaciones unitarias {90} se pueden dia-
gonalizar las ecuaciones {94} quedando exp~esiones an~logas 
a las del modelo RHF que por un proceso autoconsistente se 
resuelven. 
Los m~todos num~ricos para encontrar los mejores 
spinorbitales del UHF son totalmente an~logos a los m~todos 
usados para el RHF. Tambi~n en el UHF podemos llevar a cabo 
la sistem~tica de Lawdin, definiendo las matrices densidad 
de carga y orden de enlace de spin a, P y de spin a, Q que 
aparecen al expresar las rna trices dens.idad p a y p a en el m~­
todo de expansiOn. 
m 
* P Clf 2) = I p Wv(l) w (2) a uv u u,v 
{96} 
m 




I * p = 8 ur 8 vr uv r=l 
q {97} 
}: * 0uv = bur bvr 
r=l 
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{ (stluv) - (stlvu)} + L Pus Qvt (stjuv) 
stuv 
{98} 
Pudiendo obtenerse estas matrices P y Q directamen-
te al minimizar E sujeta a las restricciones 
= T Q r = q 
. {99} 
que se derivan de la ortonormalidad de los orbitales. Tanto 
el teorem·3. de Brillouin como el de Koopmans son v~lidos en 
el UHF (73), dando este dltimo un cierto significado f!sico 
a esos orbitales. 
Las ecuaciones de Hartree-Fock que resultan para 
el UHF {94} son sencillas pu~s no aparecen multiplicadores 
langrangimos no diagonales. El dnico inconveniente es que 
la funci6~ de onda total no representa un estado puro de 
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spin, lo que va a implicar inestabilidad en muchos casos. 
La energ!a de un sistema obtenida con el m~todo UHF 
comparada con el RHF no es siempre necesariamente mejor, en 
principia al haber suprimido una restricci6n la energ!a debe 
bajar y as! ocurre cuando el desdoblamiento de los orbitales 
es pequefio siendo entonces la funci6n de onda total casi fun 
ci6n purn de spin, pero cuando el desdoblamiento es grande 
(81) entonces la funci6n de onda total es una mezcla de dife-
rentes e~tados de spin pudiendo resultar la energ!a m~s alta 
que la d(!l modele RHF. Existe pues un desdoblamiento de or-
bital linite para el cual el UHF deja de ser estable. 
En general para sistemas con spines compensados el 
UHF no es estable y al aplicar el calculo variacional caere-
mos en el RHF, en este caso las restricciones de equivalen-
cia no son impuestas pero se cumplen autom~ticamente (4). En 
sistemas con spines compensados moleculares como el Hidruro 
de Litio ocurre que el UHF no es estable a la distancia de 
equilibria, pero si al aumentar la distancia interat~ica 
(34) y (82). 
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bl Spin-Orbitales Naturales, Orbitales Correspondientes .Y 
Orbitales Naturales • 
Hab!amos hablado antes al estudiar el m~todo de In-
teracci6n de Configuraciones de los spin-orbitales naturales, 
que eran los que diagonalizaban a la matriz densidad de pri-
mer arden. En el m~todo UHF la matriz densidad de primer or-
den serti~ 
{100} 
que ya est~ en forma diagonal, estos spin-orbitales del ~to-
do UHF son pues en este caso igual que en el RHF los spin-oE 
bitales naturales, aunque no son dnicos ya que una transfor-
maci6n unitaria deja invariante a y(Jj2). 
De la expresi6n. {100} identificando las variables 
de spin e integrando sabre ellas nos da la matriz densidad 
reducida 
p(lj2) == {101} 
Los orbitales naturales son precisamente los que 
diagonalizan a esta matriz, que ya estar~ (79) en forma dia-
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gonal salvo que ~r y ~s no son ortogonales vamos ahara a de-
finir unos orbitales gracias a des transformaciones unitarias 
· { 90 } que estan m~s cerca de la ortogonalidad llamados Orbita 
les Correspondientes si S es la matriz (p,q) de elementos: 
8 rs = f"'r <~>s 
s +s es una matriz herm!tica (q,q) que puede ser diagonal!-
zada ~r medio de una matriz unitaria V de vectores propios 
de forma que 
{ 102} 
donde D es la matriz diagonal de autovalores. 
Si multip1icamos por S a la izquierda en ambas ex-
presion€s de 1a igua1dad queda: 
(SS+) (SV) = (SV) D . { 103} 
que es tambi~n una ecuaci6n de autovalores donde ahora ss+ 
es una matriz herm!tica (p,p) y (SV) es 1a matriz de vecto-
res propios que 1a diagonaliza multip1icando par 1a izquier-
da, a 1a ecuaci6n {102} por v+ queda: 
{SV)+ (SV) = D { 104} 
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lo que indica que los vectores columnae son ortogonales, al 
nor.malizarla ser~ una matriz unitaria por ser S s+ herm!tica; 
la matriz S v tendr! entonces la forma: 
SV = UT . { 105} 
+ que multiplicando por la izquierda por U queda: 
u+ sv = T . { 106} 
Entonces hacienda las transformaciones, 
Xr = ! '~'s 0 sr 
s=l 
nr = r cPS v 
s=l sr 
queda 
.1 * )Xr 11 dT = Tr 8rs s { 107} 
Estos orbita1es {xr} y {n 9} que cumplen la condici6n {107} 
se 11aman "orbitales correspondientes", su existencia fue 
sugerida por Lowdin y fueron estudiados por Amos y Hall (79). 
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En func16n de estos orbitales correspondientes la 
matriz densidad reducida queda: 
{108} 
donde xr es ortogonal a todos los {x} y a todos las· {n} 
salvo a nr. 
Si reemplazamos ahara estas funciones por las cam-
binaciones ortonormales: 
). = ( X + n ) (2 + 2 T ) -l/2 
r r r r 
{ 109} 
1.1 r = ( x - n ) (2 - 2 T ) -l/2 
r r r 
entonces todas las funciones eon ortanor.males y la matriz 
densidad reducida queda: 
{ 110} 
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Estas flmciones Ar' l.ts' xt' son los orbitales naturales. Los 
orbitales correspondientes son pues los spin-orbitales natu-
rales que estan m~s relacionados con los orbitales naturales 
y sus integrales de recubrimiento deter.minan el ndmero de 
ocupaci6n de los orbitales naturales. 
2. UHF con respecto a la variable de espacio. 
As! como en el UHF nos hemos saltado las restric-
ciones Sa) que va a implicar la desaparici6n de la 3, podr!~ 
mos saltar la Sb) que tambi~n implica la desaparici6n de la 
3. 
En este case la funci6n de onda ser~: 
{ 111} 
Pero los spin-orbitales con igual ndmero cu§ntico 
principal y pertenecientes a una misma representaci6n, son 
totalme~te distintos. 
Con una funci6n de este tipo, Prat encuentra un 
estado fundamental de simetr!a axial, en el caso del 0---, 
con una energ!a m~s baja que lo que corresponder!a a la fun 
ci6n RHF de simetr!a esf~rica. En el caso de otros sistemas 
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como el Ne' F , sin embargo Prat comprueba, que la funci6n 
UHF con respecto a las variables de espacio es inestable 
(74) • 
D) EXTENDED HARTREE-FOCK 
1. Eliminaci6n total de las restricciones de spin 
a. Introducci6n 
Habiamos dicho antes que una forma de sacar gran 
parte del error de correlaci6n era suprimir las restriccio-
nes y construir un modele de Hartree-Fock m!s flexible. Si 
eliminamos la restricci6n 4 para el spin entonces los spin-
orbitales podr!an en el caso m!s general tener una expresi~n: 
{ 112} 
que implicar!a tambi~n saltarse la 3 para el spin y la Sa. 
El determinante de Slater constru!do con estos 
spin-orbitales no ser! funci6n propia de spin sino que se-
r§ una mezcla de diferentes estados. 
Si introducimos unos operadores de proyecci6n so-
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bre cada subespacio ek que cumplen las siguientea propiedadea 
= 
{ 113} 
es decir son dempotentes, mdtuamente exclusives y for.man una 
resoluciOn de la identidad. La funci~n de onda D puede ser es-
crita como suma de autofunciones de ese operador s2 
n 
o = r { 114} 
k=l 
Siendo 
'fk = ek o 
esta descompcsiciOn {114} es dnica pues gracias a los opera-
dares de proyecci6n e1 ,e 2 , •••• ,en el espacio de Hilbert se 
desdobla en n subespacios ortogonales. 
Estas funciones 'fk no solo son ortogonales, sino que 




e~ H e1 = o 
Al estudiar la funci6n de prueba D, es interesante 
introducir los factores positives de peso 
<~k I 'k > < ofek I o > 
= {116} 
< DID > <' D I D > 
El valor esperado de la enerq!a con respecto a ~k ser~ 
<Vk I HI 'k > 
<Vk I 'k > 
= <_ DIH ~ I D> 
< ·Diek I D> 
y con respecto ala funci6n de prueba D.ser4 
€ = 
= 
~ ol H I o > = 











Salvo que todas las ek sean la misma, habra al menos una que 
ser~ m~s baja que £. 
Estc. implica que seleccionando una componente 
apropiada eko, se pueden restaurar las propiedades de sime-
tr!a y bajar la energ!a. Este m~todo se suele conocer como 
PUHF. Un mayor descanso de la energ!a es posible si mintmiza-
mos esta con respecto a la funci6n ekD en vez de minimizar 
con respecto a D. Esta idea conduce al m~todo PHF sugerido en 
1954 por P. o. Lowdin y presentado en 1955 (48). 
b. U~todo Hartree.-Fock Proyectado. 
En este m~todo la funci6n de prueba es la proyec-
ciOn en el subespacio de spin que nos interesa, de un determi-
nante de Slater constru!do con los spinorbita1es {112} : 
= e o { 113} 
Donde e es el operador de proyecci6n deseado y D e1 determinan-
te de Slater: 










Esto en realidad, en la presentaci6n de Lowdin del dilema de 
simetr!a, equ"ivale a suprimir la restricci6n~ 
e o = D 
La idea b!sica del PHF es proyectar el determinante 
de Slater para obtener una func16n de onda que no s6lo cum-
pla la propiedad de antisimetr!a sino que tambi~n pnsee to-
das las propiedades de simetr!a asociadas a las constantes 
normales del movimiento. 
La determinaci6n de los orbitales de este m~todo es 
mucho m~s complicada que en el m~todo Hartree-Fock, por eso, 
en general se ha desarrollado una versi6n restringida del m~ 
todo. En esta variante, se toman las funciones monoelectr6ni 
cas cumpliendo la restricci6n 4 pero no la 5 (a) y por tanto 
no verifican la 3 siendo entonces el resultado, el m~todo de 
diferentes orbitales para diferentes spines (D o D S) donde 
el determinante se escribe 
- -
T - <t·l, > -1/2 I 1 lJblJ+1 bll+'V J-. ~f lJ I Q vt o - • a1 • • • all 1 • • • 'V -./{ ~ -a ~-> J {115} 
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siendo 
~ + v = N 
/ es el antisimetrizador 
(a 1.118 j = a1 ••• all b 1 ••• bv 
Este determinante T
0 
es una funci6n propia de Sz con valor 
} (~-v) pero en general noes funci6n propia de s2 • 
En esta versi6n restringida del Proyected Hartree-
Fock la funci6n de prueba es 
v 
I <1t(s,m,n) Tk 
k=O 
{116} 
dond~ estes ck son los coeficientes llamados de Sanibel que 
dependen de s, m y n, que llamado lJ al nOmero de orbitales 
con spin a y v el namero de orbitales con spin 8; se definen 
como: 
n = } (~+v) 
{117} 




CK(s, m, n) = (2s + 1) 
(s-m)! 
{(s-m+1)!} 2 
v I < -1> 1 
1=1 
1! ( s-m+1-K) ! (n-s-1) ! (2s+l+l)! {118} 
La Tk es una suma de (~) (~) determinantes de Slater 
que podemos expresar como 
. { 119} 
donde [av-k Bkl es 1a suma de todos los productos de factores 
que tienen ~-k spines a y k spines B. Llam4ndole a cada uno de 
e11os Tklll queda: 
{ 120} 
El procedimiento para obtener los coeficientes Ck depender~ 
del proyector utilizado, proyector de Percus-Rotenberg (84), 
proyector de Pratt (81), Proyector de Lowdin (48) aunque &u 
valor ser~ el mismo. 
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. ' 
El proyector de Lowdin, quiz~ el m~s sencillo, est~ for-
made a partir de aniquiladores 
s·-~ - ). 
K 




= { 1/4 [ (!l-v) 2 + 2 (v+v~ + ! P e<B J { 122} 
donde ~ es el ndmero de orbitales de spin a , v el nrtmero de 
orbitales de spin a y PaS son todas las permutaciones posi-
bles entre los orbitales de spin a y spin a. 
En el caso particular de cuatro electrones queda 
+ [ 21~1 -'I' = 4>2 $3 4>4 I -1~ 4>2 4>3 4>41- I ct>1 <P2 4>3 4> 41 -;_1 
l<t>l 4>2 4>3 4> 41 -I $1 $2 <P3 $4 1+2 I<Pl <P2 <P 3 ~4~. {123} 
La funci6n de onda del PHF es pues, en general, una combinaci6n 
lineal de determinantes de Slater, en esto es semejante a una 
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Interacci6n de Configuraciones con coeficientes fijos hallados 
por proyecci6n en vez de ser encontrados por un procedimiento 
variacional, esta menor flexibilidad en la funci6n de onda que 
el m~todo d3 Interacci6n de Configuraciones explica que nos d~ 
energ!a m~s alta. 
Existe. tambi~n otra diferencia fundamental con el m~to­
do de Inter3cci6n de Configuraciones, y es que la funci6n de 
onda del P H F est~ totalmente determinada por un producto de 
Hartree, es decir, par un conjunto deN spin-orbitales ~ 1 ••••• ~N 
mientras quG en el m~todo usual de Interacci6n de Configuraciones 
los determinantes de Slater se construyen a partir de un conjunto 
de M spin-orbitales siendo M> N. 
A pesar de que cierta sencillez matem~tica y f!sica del 
modele RHF se conserva tanto en el U H F como en el P H F, (por 
venir descrita la situaci6n f!sica gracias a las matrices densi-
dad p+ y p- (85) y (86) ) la funci6n de onda PHF se hace inabor-
dable al crecer el ndmero de electrones, ya que el ndmero de deter-
minantes de Slater que aparecen en el case de un sistema de N 
electrones donde n de ellos tienen un cierto spin, ser4n (~). Es-
ta es la raz6n de que apenas existan c~lculos en la literatura 
cient!fica (87), (88), (89) y (90). 
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Para intentar evitar esta dificu1tad se ha propuesto in-
corporar e1 proyector dentro del determinante (91) con esta t~c­
nica hal1an 1a expresi6n de la energ!a a partir de 
< H > = 
= 
<P' D IHI p~ D> 
<P~ D I p~ D > = 
<D IHI p~ D> 
<D IP~ D> 
/o?; (1'1 ) <D IHI D(n)> dn 
jo(; (1'1)< o ID (0)> dO 
= 
. { 124} 
donde han utilizado el operador de Percus Rotenberg (84) cuya 
expresi6n es 
:Z·j + 1 f. D~ (0) R (0) I > 
(! .. 2 
Q l1 
{ 125} 
que extrae del ket I> la componente em~sima de la representa-
ci6n J del grupo de rotaciones, donde o es una rotac16n abre-




o~ (n > = <j M I R(O >I jM > 
<t> (n) = R (<t>,e,x> <t> (r) ~ ~ ~ p 
Este modo de proceder es equivalente a invertir el orden de las 
integraciones en el c~lculo de los elementos de matriz, calcu-
lando primero: 
< o I HI o (n) > 
y 
<D f D (!2) > 
Utilizando orbitales correspondientes por sencillez y hacienda 
uao de las reglas-de Slater Condon (92). 
C. Funciones GI, L:U~O , SOGI, SO-SCF 
Otra forma de evitar el inconveniente de la funci6n 
PHF, debido a su r~pido crecimiento de ndmero de determinantes 
al crecer el n~ero de electrones, es la indicada por Goddard 
(93) • Este autor emplea en vez de operadores de antisimetrizaci6n 
y proyecci6n, unos operadores que actuan sobre un producto de 
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Hartree convirti~ndolo en una func16n de onda que es simult~­
neamente antisim~trica y funci6n propia del memento de spin 
total s 2• 
Parte del heche de que el hamiltoniano electr6nico, en 
el que despreciamos los efectos reiativistas, los movimientos 
nucleares, y todas las interaceiones de spin, es invariante 
con respecto a las permutaciones de los electrones, es decir 
es invariante frente a las operaciones del grupo sim~trico ~N· 
Si ~ es una funci6n cualquiera de las coordenadas espa-
~ales de spin, Goddard construye un operador G1 tal que la 
funci6n 
, ... lJ 
= •.·:i { 126} 
es una funci6n que satisface el principio de Pauli y es ade-
m~s func16n propia de s 2 • 
El operador G1 nos da la componente i de la representa-
ci_on · irrt~ducible y del grupo sim~trico G N' su expresi6n es 





donde ers son los llamados operadores de proyecci6n de Wigner 
que act~an sobre las variables espaciales y los Wri sobre las 
funciones de spin, y P(ari) es la paridad de la per.mutaciOn 
ari que pasa de un cuadro de Young definido por la i a otro 
definido por el indice r. 
Noes dificil camprobar, ver (93), que si una transposi-
ci6n act~a sabre G1 : 
-rG~ = P(-r) G~ { 128} 
que es prec!samente la definici6n de aplicaci6n antisim~trica 
(ver ap~ndice I). 
Adem6s se cumple que sixes un producto de funciones de 
spin de N electrones y W8 r es un operador de proyecci~n de 
Wigner de GN entonces ~r x es una funci6n prop! a de s 2 : 
{ 129} 
Verific~ndose pu~s que la funci6n {126} es antisim~trica y 
funci~n propia de spin. 
Las ecuaciones generales para hallar la mejcr aproxima-
ci6n a la funci6n de onda exacta a partir de una funci6n de 
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la forma Gi$x dcnde $ es el producto de N funciones espacia-
les monoelectr6nicas y x es un producto de N funciones de 
spin, est~n dadas por Goddard en (94); su criteria es el ha-
bitual de hacer estacionaria a la energ!a cuando realizamos 
variaciones en los 6rbitales componentes de $ • La expresi6n 
de la energ!a en este caso es: 
> 
E = {130} 
Perc teniendo en cuenta que los operadores e son combinacio-
nes lineales de operadores ortogonales se verifica que~ 
8 ~1 = u ~il 
y de fL•r.ma nnaloga para Wri; adem~s como H es si~trico frente 
a las coordenadas de los electrones y no tiene coordenadas de 
spin la expresi6n.{l30} quedar~ 
E = '{131} 
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Hallando la variaci6n de esta expresi6n con las restric-
'iones de normalidad de los orbitales halla una expresi6n fi-
nal de los orbitales de la forma: 
= 
{142} 
k f {1~2, •••• ,N} 
totalmente an4loga al m~todo de Hartree-Fock. 
Cuando el !ndice i, del operador G1 var!a desde 1 hasta 
f (siendo f el grado de la representaci6n irreducible ~ de 
N) se habla de funciones 
Gl, G2, •••••• GF 
Las ecuaciones {132} se pueden tambi~n re~olver dentro 
de un m~todo aproximado de expansi6n, desarro1lando los orbi-
tales como combinaci6n lineal de unas funciones de base, es-
to es lo que Goddard llama ecuaciones GIR.(GI para la expaDei6n 
de Roothaan). 
En este mismo trabajo estudia las mol~culas de H2 y de 
LiH y en otro trabajo (95) halla la constante magn~tica de 
estructura hiperfina del litio, obteniendo muy buencs resulta-
dos. 
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Aunque la energia var!a de ·una ~\mptt5n G: a otra, es-
tas son, sin embargo funciones propi~s de la misma multiplict-
dad de s 2 por ser todas las componentes i de una misma repre-
sentaci6n irreducible ·y~\ ( ' .. '. ~-- . 
; ·· ... 
yna modificaci6n del procedimiento de Goddard ha sido 
hecha por S. Hameed y s. Hui, ( 96) que se conoce con el nombre ·. ,) 
de BRNO (best radial N Orbital). Es fundamentalmente un m~to• 
do de Interacci6n de Configuraciones entre productos line«Lmen 
te indepe~dientes de N orbitales espaciales que se transforman 
segGn un cuadro de Young A.. 
1_- ;_ 
; ·'.·' !· 
El primer c!lculo tipo BRNO fue hecho por Lunell. so- . .'t _ .... J· 
bre el &tomo de Litio (97). 
La funci6n de onda se puede escribir siguiendo la no-




- _r . c~ Pi~ 
1;~~:~ . 
~ .. : . 
.. ~ . . . {133} 
donde ~ es u~ prQducto Q~ ~ qr.bitales espac~al~~' P1 son las 
k permutac~ones line&lmente indepenqient~s qQe se pueden obte-
ner a partir del cuadro de Young {a A. }y ~ i ~} es' un ope~Cl:dor ... de 
px:oyecci6n que nos da a partir de un producto de orbitales es-
paciales ¢ una funci6n que para la representaci6n a de ($ N 
. \ 
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se transfor.ma como una funci6n del cuadro de Young ~ • 
Este operador actua sobre una combinaci6n lineal de 
productos orbitales en vez de sabre un dnico producto orbital 
como ocurr!a en el m~todo de Goddard. 
Alga similar es lo que hace L. G. Heikes y G. A. Gallup 
(98) aplic~dolo al 4tomo de tres y cuatro electrones. En estes 
dos m~todos la energ!a se optimiza £rente a los orbitales y fren 
te a los coeficientes c1 de la expresi~n· {133} • 
Para un valor dado de s y Ms' podemos hallar en general 
varias funciones de spin line4lmente independientes. La restric-
ci6n impuesta a $ de que sea un producto puede ser m4s restric-
~iva para unos i que para otros, lo que implica variaciones en 
las energ!as de las diferentes funciones GI. 
La arbitrariedad del m~todo GI se debe a la elecci6n 
de un vector de base en el espacio de dimensi6n f de funciones 
de spin. Esta arbitrariedad puede ser eliminada par una rota-
cion general de los ejes coordenados en nuestro espacio de fun-
ci6nes de spin. Necesitaremos que esta rotaci6n nos de la mej.or 
funci6n de spin posible. 
Para hacer esta rotaci6n aplicamos una transformaci6n 
ortogonal; obteniendo unos operadores eri y Wri con lo que de-
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finiremos un operador: 
= l: { 134} 
r 
como L es una rotaci6n general, la orientaci6n inicial de la 
funci6n de spin (especificada por 1, no tiene ~portancia, po-
demos pues fijarla de partida por un valor concreto por ejem-
plo 1, obteniendo GiL o podemos incluso suprimir ese sub!ndi-
ce, quedando el operador G~L • Este m~todo lo presento Goddard 
(99) con el nombre de SOGI (Spin-cc,upling Optimi~e~ GI) • 
La determinaci6n de los mejores orbitales se realiza 
hacienda estacionaria a la expres16n de la energ!a siguiente 
E = 
<¢1Hieii ~ > 
<¢ leii 4> > 
= 
compatible con las restricciones: 
I 2 1 Llk = 
wm j <¢ I 4>m > = 1 m 
. { 135} 
{136} 
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a partir de esto se llega a una expresi6n de la forma. 
an~loga a las ecuaciones del m~todo Gl pero con un hamiltoniano 
efectivo cistinto, dada aL(k) es el hamiltoniano de un electron 
movi~ndose en el campo de lcs otros N-1 electrones. 
Otro m~todo muy parecido es el SO-SCF (Sp!n-optimized 
Self-Consistent-field) en ~1 la funci6n de onda tiene la for-
rna { 100} 
{137} 
donde ,r( es el antisimetizador, ~ es un producto de funciones 
espaciales monoelectr6nicas 
{ 138} 
y - es una combinaci6n lineal de todas las funciones de sp!n '-1 
:.-· 
independientes para un s y M dados, 
s 
tl = I ck Bk { 139} k 
La mejor funci6n -~ se obtiene simult!neamente por la 
optimizaci6n de los orbitales en ~ y de los coeficientes ~ 
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en 8 . 
Esta funci6n ~ tambi~n se puede describir como: 
{140} 
donde e proyecta sabre un estado de spin caracterizado por 
S y M
8 
y los spin orbitales ~i son de la forma 
~- = x.(a.n + b.B) ~ 1 1 ~ { 141} 
obteni~ndose variacionalmente xi y la relaci6n ai/bi. Sin em-
bargo como a veces a una funci6n de-onda dada corresponde un 
n~ero infinito de diferentes conjuntos de relaciones ai/bi, 
se suele utilizar la for.mulaci6n {137},· {138}, {139} para des 
cribir la funci6n SO- SCF. 
El m~todo de c~lculo lo realizan gracias al teorema 
de Brillouin generalizado. 
Vemos que estos tres ~ltimos m~todos BRNO, SOGI y SO-
SCF aunque planteados desde puntas de vista distintos, son to 
dos ellos :;quivalentes, pu~s los tres obtienen una funci6n de 
onda con o:;>timizaci6n tanto en la parte espacial como en la 
de spin, evitando la arbitrariedad que proporciona la degene-
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raci6n de spin, aunque todos ellos sean una generalizaci6n 
del modelo de part!culas independientes; el gran problema 
que poseen es que son totalmente impracticables para gran-
des sistemas como nos afirma Jeremy I. Musher (101). 
d. Funciones de Onda con Aniquilador Simple 
Otra forma de evitar las dificultades que introdu-
ce el PHF frente al UHF es utilizar funciones que no sean 
estados puros de spin pero que est~ muy pr6ximos a ellos. 
Al desarrollar la funci6n de onda UHF, como combi-
naci6n lineal de funciones propias de spin.{114} los coefi 
cientes disminuyen al crecer la multiplicidad, siendo por 
tanto el principal responsable de que no sea funci6n pro-
pia de spin la funci6n de onda de ndmero cu~tico de spin 
m~s pr6ximo (79) • 
Amos y Hall proponen aliminar esta componente gra-
cias a un aniquilador 
A9 +1 = s
2 
- (s+1) (s+2) {142} 
Quedando la energ!a 
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= 
H [s2 - (s+1)(s+2] ~ 
. {143} 
d't' 
Amos y Hall, nos muestran en varios casas, que se mejora m~ 
cho la energ!a con este m~todo y que la funci6n de onda re-
sultante es pr~cticamente funci6n propia de s2 • 
e. Funci6n Semiproyectada 
Cuando se considera el caso en que el ndmero de 
electrones de spin a es igual al de electrones de spin 6 es 
decir M9 = 0, Smeyers (102) verifica utilizando un proyec-
tor de Percus-Rotemberg que 
CP(n,s) = cn-p(n,s) {144} 
y en particular para p = 0 
= 
(-1 )n+s Cn(n,s) {145} 
resultado ya sefialado por Pauncz (103) • 
Smeyers estudia en el trabajo anteriormente citado 
el efecto de un proyector sobre dos combinaciones de T0 y 
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T0 , siendo T0 el deter.minante de Slater de partida UHF y T0 
el determinante de Slater donde todos los spin orbitales de 
spin a y spin a han sido intercambiados. 
n 
Ps (T +T ) = I C (n,s) [Tp +T J 0 o n p p n-..;> 
n 
{146} 
Ps (T -T ) = I C (n,s) [T T J 0 o n p p P n-p 
donde Tp viene definida por la expresi6n {119}. 
Gracias a la relaci6n de simetr!a anterior queda 
n 
[1 + (-1)n+::J Ps (To +Tn) = I C (n,s) T 0 
.P p p 
-
n c-un+~ P8 (T -T ) = L C (n,s) T [1 -o o n p p p 
. {147} 
que podr!amos escribir como 
[To+(-1)nTn, 
n 




pS [ T0 -(-1) Il.r~ = I CP(n,s)TP [1-(-1)~ 0 p 
la primera expresi6n se anula para s impar y la segunda para 
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s par. La primera expresi6n no contiene m~s que estados de 
multiplicidad 4s + 1 y la segunda estados de mult~plicidad 
4s + 3 es decir 
T +(-l)nT = I cs 's 0 n s=0,2~4 {149} 
T n I cs -(-1) T = 's 0 n s=l,3,5 
estas funciones son muy interesantes pues no contienen esta-
dos de multiplicidad vecina, es pues mejor que la anterior 
que e~plea un aniquilador. Vendr~ dada como un producto de 
aniquiladores sabre los s pares o impares. Es sin embargo de 
una gran sencillez, exclusivamente formada por des determina~ 
~es y la mejora que tanto para ~tomos (90) como para mol~cu-
las como se ver~ en este trabajo que introduce el PHF, en 
lL energia y en las funciones de onda es despreciable. Cree-
mos sin embargo que la ventaja de este m~todo frente a todos 
los dem~s, que introducen correlaci6n electr6nica, se mani-
fiesta cnando el namero de electrones crece, ya que este 
m~todo sigue siendo manejable si se utilizan unas funciones 
de base adecuadas que no compliquen el c!lculo de los elemen-
tos de mntriz. 
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29 Eliminacion total de las restricciones espaciales 
En este caso la funci6n de onda antisim~trica esta-
r!a construida con spinorbitales monoelectr6nicos que no se-
r!an funciones propias de L 2 • 
Esto equivale a eliminar la restricci6n 4 para la 
parte espacial lo que implica as!mismo que la 3 para el opera-
dar L 2 y la Sb no se cumplan. 
Existe un c~lculo para el estado fundamental del 
Helio, re.:~lizado por R. Lefevre e Y. G. Smeyers (87). Parten 
de una ba3e formada por cuatro orbitales s de Slater, tres 
orbitales p0 , dos orbitales d0 y un orbital f 0 utilizando pa-
ra todos '.~llos una carga de z = 2 • 2 introducen basta un 90% 
de la energ!a de correlaci6n total por haber introducido par-
te de la correlaci6n an gular al romper la simetr!a s. 
Existe tambi~n un c!lculo similar para mol~culas 




A) DESCRIPCION DE LOS METODOS DE CALCULO EMPLEADOS PARA DETER-
MINAR FUNCIONES DE ONDA. 
1. Restricted Hartree-Fock Primitive 
Todos los programas han sido escritos en Fortran IV y 
alternat!vamente con las modificaciones del Fortran que utiliza 
la Univac 1108 llamado Fortran v. Este programa calcula la Ener 
g!a y las funciones de onda dentro del esquema de Hartree-Fock 
restringido utilizando el m~todo de expansiOn~ 
En ~1 se arranca de unos orbitales de partid~ que vienen 
expresados con una combinaciOn lineal de unas funciones de ba-
se {xk} de tipo Slater y se calculan despu~s las integrales 
entre estas funciones de base, ortonor.maliz!ndose gracias al 
m~todo de Schmidt los orbitales de partida, se halla despu~s 
el valor esperado entre estos orbitales de base del operador 
Hartree-Fock F: 
= < 4>k I F I 4> 1 > 
y al diagonalizar esta matriz nos aparecer&n los vectores pro-
pios y energ!as de cada orbital de los que hab!amos hablado en 
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ca despu~s per la matriz de vectores propios, que corrigen a 
estos orbitales {<Pk} y con estos nuevas orbitales, despu~s 
de ordenacos par energ!as crecientes tomandolos como orbitales 
de partid~, se comienza de nuevo el ciclo, calcul!ndose en ca-
da itc:-:-~~ :~:·r! varias magnitudes que nos interesan, como la 
energ!a cin~tica, la energ!a total etc; cuando la diferencia 
entre dos energ!as es menor que un criteria de error que le 
hemos imp1:esto o si el namero de ciclos que ha realizado es 
mayor que el que hemos fijado el programa se para. 
Este programa b~sicamente estaba ya en el Laboratorio de 
Qu!mica Cuantica, aunque solo pod!a utilizarse para ~tomos, 
nosotros para este trabajo lo modificamos para mol~culas, tan-
to en las lecturas como en el c~lculo de la energ!a, e introd~ 
jimos un nuevo subprograrna que calculaba, cuando expansion~a-
mos todan las funciones de base a un centro, las integrales 
llamadas de atracci6n que son 
donde i es el !ndico del electr6n, B el centro de expansiOn de 
las funcicnes de base, y Za es la carga del otro centro nuclear. 
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Se introdujeron todas las integrales cuando estas eran 
a dos centros. En el diagrama de flujos (fig. 1) expresamos en 
for.ma muy general el proceso. 
Es precise efectuar en el m~todo descrito las lecturas 
siguientes: el nOmero de funciones de base, el nQmero de nive-
les, ndmero de ciclos NC, una lectura para decidir si las inte-
grales entre las funciones de base se lean o se calculan, los 
coeficientes de los orbitales ocupados, la distancia interat6-
mica, el centro de expansi6n de cada funci6n de base y el tipo 
de funciones de base, tambi~n se lee el exponente de los orbi-
tales y un criteria de convergencia (E). 
2. Restricted Hartree-Fock Nuevo 
El programa anterior era relativamente lento por ello 
se ha modificado totalmente convirti~ndose el tiempo en menos 
de la mitad. 
Como se ve en el diagrama de flujos (fig. 2) despu~s 
de hacer unas lecturas que son totalmente an!logas al caso an-
terior, se calculan las integrales entre las funciones de base 
xK mediante las integrales de recubrimiento se realiza la orto 
normalizaci6n de los orbitales de pertida segdn el m~todo de 
Schmidt, introduci~ndolos en la matriz B. 
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Despues ortonormalizamos una base formada por los or-
bitales, cuya matriz de los coeficientes es I y que en el dia 
m 
grama de flujos denominamos base can6nica, estos coeficientes 
los introducimos dentro de la matriz A. 
Hallamos despu~s la inversa de A y efectuamos el cam-
bio de base, de las x a estos orbitales ortogonales por me-
dio de lc~ expresi6n 
C = B X A-1 
Ca1cu1amos entonces la matriz densidad de carga y or-
den de er~ laces 
siendo tc la matriz traspuesta de c. 
Se obtienen entonces los elementos de matriz Fkl del 
operador F en la base xk 
Llamando 
Hkl 
k IH<?j 1 = <x. xi > l. l. 




se obtiene, para el elemento del potencial de repu1si6n bielec 
tr6nica Gkl y para Fkl 
n/2 .-· 
Gkl = L !. 2 
q -
n/2 m 
= I I 
q r 
r 
- < X~ 
1. xj 
P.kl = Hk1 + 
k 
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1 s >t xj xi 
.-1 
., 
1 q i 
X)· <f> > :t 1 P. 
J 
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Se efect6a despu~s la diagonalizaci6n de esta matriz 
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obtenienoo unos vectores propios que son con los que se inicia 
el nue·vo ciclo iterative, hasta que se termina gracias al cri-
teria de energ!a o porque el n6mero de ciclos es mayor que NC; 
por 111 tirr.o calcula los coeficientes de los orbi tales finales 
en funci6~ de la base xk deshaciendo el primer cambio de base. 
B = C X A 
Escribien1o finalrnente todas las magnitudes que nos interesan. 
3. Unrestricted Hartree-Fock 
De las diferenteo posibilidades para escribir este 
metoda hcmos adoptado una an~loga al Restricted Hartree-Fock 
anterior por ser m~~ r~pida. 
En este caso el diagr.ma de flujos coincide con el 
anterior salvo la diferencia de tener que llevar por separado 
en todo~ los orbitales de spin ~ y de spin 8; tanto en la le£ 
tura de los orbitales de partida como en los diferentes c4lcu 
los del p·roceso iterative. 
-'~unque no aparece en el diagrama de flujos, fig. 3, 
en varias ocasiones hemos adaptado a este programa el c!lculo 
de los orbitales correspondiente a la salida. 
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La expresi6n de la energ!a en este caso viene dada 
por la f6rmula' {98} en el cap!tulo III, al describir el ~­
todo. 
4. M~todos Hartree-Fock Semieroyectado y Proyeotado 
El programa de la determinacidn de las funciones de 
onda de los dos m~todos, es adaptaci6n pata mol~culas de uno 
primitive existente para ~tomos dentro del laboratorio. 
El proceso variacional descrito en (90) es totalmen-
te diferente al utilizado en los programas anteriores. La 
idea b~sica est~ descrita en el cap!tulo I. Los orbitales se 
corrigan gracias al espacio virtual. 
~0 m ~0 ~p = + I c p t=n+l pt ' t 
. ,. 
' ~·o + m • 'o ~p = I c ~t p t=n+l pt 
donde ~i son los orbitales que describen los electrones de 
' spin ~ y ~i son los orbitales que describen los electrones 
' de spin a, y donde los coeficientes cp y cpt se hallan me-
diante un proceso variacional. Al ser introducidos en la fun 
ci6n de onda ~ queda 
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= '¥ + ! c lltp It + I cIt ,.PI, t I + ••• 
0 pt pt 0 pt p 0 
donde p var1a de 1 a n y t de n+l a m; ~~,t es el determin~ 
te de Slater que resulta de sustituir el orbital de spin a 
I t I 
ocupado p, por el virtual t, ~~ ' es lo mismo pero la sus-
tituci6n se realiza entre orbitales de spin B. 
Al introduoir esta axpresi~n de ~ en la Energfa y 
al derivar con respecto a Cpt dicha energfa, la condiciOn de 
m!n~o con respecto a esa variaci6n es 
~E 
---= 0 





+ t~r.minos de orden superior 
I 
Derivando con respecto a Cqv se obtienen unas ecuaciones se-
mejantes. 
Este es un sistema de ecuaciones no lineales, sin 
no 
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I lo 
embargo si ¢ es pr6ximo a cf> 0 , y cf> pr6ximo a cf> 7 los coefi p p p p -
I 
cientes c t y c t ser4n pequefios y se podr~ despreciar p, p, 
los t~rminos de 6rdenes superiores. Reemplazando adem~s la 
energia por el valor de la iteraci6n anterior 
lJI > 
0 
El siste:~na se conv:crte en lineal y no homog~neo el cual se 
resuelvE en forma iterativa. 
En la autoconsistencia 
P ' t' <lJI I H-EI lJI , > = 0 0 0 
que son las ecuaciones generalizadas de Brillouin, que se 
cumplen en el Hartree-Fock proyectado, en el Semiproyectado 
y en el Hartree-Fock restringido, convirti~ndose en este 61 
timo caso en una sola ecuaci6n. 
Este procedimiento es enormeaente lento y crea un 
serio problema al estudio de sistemas m~s complejos at6mi-
cos o moleculares con estes m~todos. Est~ actualmente en 
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vias de realizarse una mcdificaci6n al proceso variacional, 
de forme similar al del Unrestricted Hartree-Fock senalado 
antes. 
En el diagrama de flujos, fig. 4, se describe en 
forma m~y general el proceso. La ~nica diferencia entre los 
m~todos Semiproyectado y.Proyectado es el c~lculo de los ele 
mentes eel sistema de ecuaciones mucho m~s sencillo en el 
primer case. 
B. METCDO DE EXPANSION Y TIPO DE BASE UTILIZADA 
1. Introduccion 
Todos los programas que hemos utilizado, para deteE 
minar funciones de onda y energ!as dentro de diversos mode-
los; los hemos realizado dentro del m~todo de expansi6n del 
que hemos hablado en el Cap!tulo I, en este m~todo cada orbi 
tal viene expresado como una combinaci6n lineal de m funcio-
nes de base: 
= 
Hemos dicho antes que si el ndmero de estas funciones de ba-
se fuese infinite, estar!amos en la soluci6n correcta del 
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problema variacional considerado, pero como solo utilizamos 
un n11mero finite de funciones de base, la soluci6n que en-
contraremos es s6lo nproximada y ser!a muy importante ele-
gir las funciones de base 6ptimas; de tal forma que si lla-
mamos ~~ a la funci6n exacta del problema variacional, la 
diferertcia de $~ y $ . sea m!nima. 
J J 
2. Tipcs de funciones 
Aunque hist6ricamente varies tipos de funciones de 
base han sido utilizados fundamentalmente hoy se emplean so 
lo dos clases~ 
1) STO (Orbitales tipo Slater) 
2) GTO (Orbitales tipo C,auss) 
De estos dos tipos de orbitales los primeros son 
mucho mejores para con un menor ndmero de funciones de base 
acercar 9. a$~. Sin embargo, su utilizaci6n tiene grandes 
J J 
problemas debidos a la complejidad del c~lculo de las inte-
grales q~e aparecen al hallar la energ!a. 
Al calcular la energ!a las integrales m~s comple-
jas que aparecen son las bielectr6nicas cuya expresi6n es: 
= 
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. j 1 . . <x~ Xs 1-1x~ xfi> 
rij 
donde x;_ es una funci6n de base que describe el eleetr6n i 
y viene centrada en el centro A. 
Cuando A,B,C,D son los cuatro distintos o al menos 
tres de ellos la integraci~n con los orbitales tipo Slater 
es pr~ct.icamente irrealizable, siendo sin embargo realizable 
con los orbitales tipo Gauss. Es por esto que los orbitales 
tipo Slater se utilizan tan solo para ~tomes donde la exp~ 
si6n se realiza centrada en el ndcleo, y en mol~culas diat6 
micas dcnde la expansi6n se realiza a un centro o a dos cen 
tros, siendo ya en el dltimo case de gran complejidad. Tam-
bi~n existen c~lculos en la literature cient!fica con otro 
tipo de mol~culas hacienda la expansi6n de orbitales de Sla 
ter a uno y dos centres, perc siendo en este case mol~culas 
con uno o dos centres muy importantes frente a los otrcs co 
mo en el caso del metano. 
3. Elecci6n de la base 
Para estudiar el Hidruro de Litio se ha elegido la 
base de Slater y se han realizado dos tipos de estudio con 
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expansi6n a un centro sobre el Litio variando a lo largo de 
la distancia interat6mica y con expansi6n a des centros cen 
trades sobre el Litio y el Hidr6geno. 
La expresi6n general de los orbitales de Slater 
normalizados, es 
n-1 -ar m 
r e y 1 (e,~) = 
donde "a" es el exponente de Slater, n,l,m, son los ndmeros 
cu~nticos normales e y~ (0,~) son los arm6nicos esf~ricos. 
Esta funci6n vendr~ centrada en el origen de coordenadas r, 
o, ~-
Despu~s de elegir el tipo de base en cada caso con-
creta y partiendo de la t~cnica doble Zeta, se han llevado 
a cabo unos c~lculos previos con varias funciones de base 
sin optimizar, d~donos los 6ptimos 
a) a un centro con seis funciones de base centra-
das en el Litio 
ls ls' 2s 2p 3d 4f 
b) a dos centres con seis funciones de base centra 
das cuatro en el Litio y dos en el Hidr6geno. 
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No pudimos hacer c~lculos con un n6mero mayor de funciones 
de base por las limitaciones de tiempo m~quina que ten!amos. 
Los c~lculos hechos para deterrninar las funciones 
de onda y las energ!as en los diversos modelos utilizando 6 
funciones de base con expansi6n a un centro, duraban 15 mi-
nutos en la Univac 1108, cada vez que se introduc!a una fun 
~ 
ci6n de base m~s, el ticmpo se duplicaba. Como el tiempo m~ 
ximo que nos dejuban usar habitualmente era 15 minutes y los 
resultados eran muy malos, pedimos al Quantum Chemistry Pro-
gram un programa que calculaba todas las integrales mono y 
bielectr6nicas a uno y des centres por integraci6n num~rica 
entre orbitales de Slater normalizados. 
Este programa de unas 2.000 fichas perforadas y que 
ocupaba alrededor de 30.000 posiciones de memoria fue escri-
to en principia en el Centro de C!lculo del Institute Tecno 
logico de Massachusetts por A. c. Switendick y F. J. Corbato 
y modificado m~s tarde por Emmett Moore, Washington y Gio 
Wiederhold del centro de c~lculo de la Universidad de Cali-
forna Berkeley. 
Este programa fue adaptado como subprograma a todos 
nuestros m~todos para ello tu~imos que modificar varias sub-
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rutinas que introduc!an en memoria de forma diferente a la 
nuestra las integrales calculadas. 
Una vez inclu!do el calculo de integrales a dos 
centres, los programas utilizados llegaron a ocupar la me-
moria m§xima utilizable en la Univac 1108, es decir 65 K. 
En estas condiciones, un c~lculo planteado con seis funcio-
nes de base, en capas desdobladas, dura unos 30 minutes. 
4. Optimizaci6n de las funciones de base 
En la expresi6n de los orbitales de Slater, se ve 
que existe un par~etro a variable que hay que optimizar 
dentro de cada m~todo. Aunque existen muchos m~todos para 
esta optimizaci6n, dadas las caractertsticas de los c~lcu-
los, hemos elegido des de estos: 
a) M~todo de tabulaci6n 
En este m~todo, se supone que el m!nimo se encuen 
tra dentro de la regi6n considerada 
< X. 
1 
< X. + d. 
1 1 
(i = 1,2, ••• n) 
Se divide entonces la regi6n en r. intervalos iguales y se 
1 
calcula la funci6n en cada punta, es decir, se calculan: 
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( r 1 + 1) ( r 2 + 1) • • • ( rm + 1) 
puntas. El valor m~s pequefio de la funci6n en estes puntos 
se toma como m!nimo. 
b) M~todo de b~squeda con variable alternante. 
Este m~todo es uno de los m&s sencillos m~todos li 
neales (105), en ~1 cada variable independiente se conside-
ra por turno, y se mudifica hasta que localicemos el m!nimo 
de la funci6n frente a esa variable quedando fijas las 
otras m-1. La bQsqueda se realiza paralelamente a cada eje 
de las n variables. 
Nosotros hemos escrito un programa que optimiza pri 
mero en dos direcciones que en diagrama de flujos, fig. S, 
marcamos como NP y NS, cuando £rente a estes dos se ha ter.mi 
nado con una precisi6n dada por los incrementos, que pueden 
ser diferantes para cada variable, se optimiza la funci6n 
frente a otras dos variables y as! hasta el final en que ha 
cemos un paso por todas las variables. 
Tambi~n programamos un m~todo simplex que no lleg~ 
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La utiliza~icn de estos metodos para optimizar de-
pendi6 del tiempo d~ c~lculo de cada punto. Es 16gico pen-
sar que cuando cada punto nos llevaba media bora, el m~todo 
dtil es el de tabulaci6n. Cuando el c!lculo de cada punta 
es de pocos segundos, son muy superiores los ~todos secuen 
ciales y lineales, dentro de los m~todos de bOsqueda direc-
ta, que el m~todo de tabulaci6n. 
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C • DESCRIPCION DE LOS METODOS DE CALCULO EMPLEADOS PARA HA-
LLAR PROPIEDADES MOLECULARES 
1. Referentes a la Energ!a 
Se ha utilizado un programa que a partir de las 
curvas de la energ!a frente a la distancia interat6mica, cal-
cula la distancia de equilibria, la energ!a m~s baja, y la 
constante de fuerza. Para ello se adapta un polinamio de un 
cierto grade por el m~todo de m!nimos cuadrados, no hemos di-
bujado el diagrama de flujos de este programa por ser muy sen 
cillo. 
2. Referentes a la funci6n de onda. 
a. C~lculo del momenta dipolar 
Para calcular el momenta dipolar escribimos un pro-
grama, comdn para el c~lculo con los orbitales obtenidos con 
el de Hartree-Fock restringido, el Hartre-Fock Semiproyecta-
do y el Hartree-Fock proyectado. 
En el diagrama de flujos, Fig. 6, se ve que despu~s 
de las lecturas se calcular las integrales de momenta y de 
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recubrimiento entre las funciones de base cuando estas estan 
centradas en uno o en dos centres. Para hallar las integrales 
de momenta cuando las funciones de base est!n centradas en 
puntas diferentes se pasa a coordenadas el!pticas y se halla 
f~cilmente que vienen expresadas como constantes por las 
integrales 
= 















a = ~ (a + b) 
s = R ~ (a - b) 
siendo a y b los exponentes de los orbitales de Slater, de 
los dos orbitales y R la distancia entre los dos centres de 
expansi6n. 
Para resolver las integrales An se consigue una 
expresi6n recurrente muy sencilla para cualquier valor de los 
exponentes de a y b. Para resolver las integrales Bn' cuando 
a y b son muy diferentes, es decir, para valores de 6 gran-
des, se utiliza una expresi6n recurrente, pero cuando B es p~ 
quefia el resultado es muy malo y se resuelven mediante un 
desarrollo en serie. 
Despu~s de hallar las integrales de memento y re-
cubrimiento, segOn que la variable ND (Ndmero de Determinantes 
de Slater) valga 1 (para RHF) 2 (para HPHF) y 6 (para PHF) 
en el caso del Hidruro de Litio;· se bifurca el calculo. 
Con los orbitales de Hartree-Fock restr!ngido se 
calcula el memento dipolar s!mplemente y despu~s se impr~en 
los resultados. Con los orbitales obtenidos con los m~todos 
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Semiproyectado y Proyectado se hallan primero los Orbitales 
Correspondientes, calculandose despu~s los mementos dipola-
res, dado que su expresi6n es mucho m~s sencilla utilizando 
Orbitales Correspondientes para estes dos m~todos. En efec-
to, al anularse varies recubrimientos, se anulan varies ter 
minos de la expresi6n del memento dipolar. 
* b. Calculo de ~ ~ y matrices densidad de Primer Orden sin 
Spin 
Para de alguna forma visualizar la distribuci6n 
electr6nica, proporcionada por los m~todos anteriormente 
descritos hemos escrito un programa que basado en uno exi~ 
tente en el labcratorio que ~allaba la distribuci6n electr6 
nica radial para ~tomos nos representase en el plano algo 
en cierta forma equivalente. 
Dado un orbital ~ cualquiera, como la mol~cula de 
Hidruro de Litio tiene simetr!a axial hemos fijado un cieE 
to valor para la coordenada el!ptica ~ y hemos hallado el 
* valor de ~(x,y) ~ (x,y) en una serie de puntos en un plano, 
exactamente 114 x 48, dadas las dimensiones·de las hojas de 
salida. Desde varios calculos fijamos la escala y los inte! 
valos que quer!amos dibujar; para ello asignamos un s!mbolo 
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* tipogr~fico a cada intervale de valores de~ (x,y) ~(x,y). 
En el caso del m~todo Hartree-Fock Semiproyectado 
y en el Proyectado, previamente calculamos los orbitales co 
rrespondientes. 
* A partir de 9 ¢ podemos hallar f~ci1mente la rna-
triz densidad de primer orden. 
En el caso del mod~lo Hartree-Fock Restringido; cu 
ya funci6n de onda para el Hidruro de Litio es: 
1 
= 
se encuentra f!cilmente para la matriz densidad de primer 
arden la siguiente expresi6n 
En el caso del m~todo Hartree-Fock Semiproyectado 
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A. LA EXPANSION A UN CENTRO 
Los primeros c~lculos que hicimos para el Hidruro 
de Litio, tanto en los modelos de Hartree-Fock Restrinqido, 
no-Restrinqido, Semi- proyectado, como Proyectado, los he-
mos realizado expansionando la base en un solo centro. En 
este m~todo los spinorbitales se desarrollan en t~rminos de 
unos orbitales centrados todos en un mismo punto, que puede 
no coincidir con el nucleo de uno de los· ~tomos. 
Comenzamos usando la base que se conoce con el no~ 














hemos hallado la energ!a y la distancia de equilibria enco~ 
tran~o respectivarnente -7,75544 u.a. y 2,795 u.a. ambos re-
sultados muy alejados de los valores experimentales. 
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Tambi~n hicimos c~lculos con esta base, variando el 
centro de expansi6n, hemos vista que la mejor energ!a no se 
obtiene cuando el centro de expansi6n coincide con el Litio 
sino en un punta pr6ximo a ~1 aunque la variaci6n es muy P! 
quena; apareciendo valores totalmente sin significado en 
puntas muy pr6ximos al Litio por dificultades num~ricas. 
Ya que los resultados eran muy males con esta base~ 
para elegir convenientemente los elementos de base, hemos 
hecho un cSlculo, dentro de la aproximaci6n Hartree-Fock 
Restringido, con una serie de posibles combinaciones de or 
bitales, utilizando siempre los ls, ls' y 2s, ya que en ca 
so contrario los resultados eran.mal!simos. 
Las diferentes bases probadas fueron: 
ls ls' 2s 2s' 2p 2p' 
ls ls' 2s 2s' 2p 3d 
ls ls' 2s 2p 2p' 3d 
ls ls' 2s 2p 3d 3d' 
ls ls' 2s 2p 3d 4£ 
Estos c~lculos se realizaron sin apenas opt~izar 
los exponentes de las funciones de base. Los majores resul 
tados ccn gran diferencia corresponden a la dltima base, y 
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los peores a la primera. 
Posteriormente utilizando la dltima base hemos ha-
llado los mejores exponentes para diferentes distanoias i~ 
terat6micas con los m~todos RHF y HPHF y PHF, con esta ba-
se que estaba for.mada por: 
ls ls' 2s 2p 3d 4£ 
La distancia de equilibria nos segu!a saliendo demasiado 
pequena, en los tres m~todos, siendo las energ!as muy rna-
las. 
En la tabla I presentamos la energ!a y los exponen-
tes de las funciones de base obtenidas a la distancia 
3,0157 u.a., para los m~todos Hartree-Fock Restringido y 
Semiproyectauo. Vemos en esta tabla que las energ!as hall~ 
das, cuando las comparamos con el l!mite Hartree-Fock (106) 
(que se define como la soluci6n exacta num~rica de las ecua 
ciones de Hartree-Fock, lo que equivale a realizar el c~lcu 
lo dentro del m~todo d~ expansi6n con un n6mero infinite de 




Exponentes 6ptimos de los orbitales ls, ls', 2s, 2p, 3d, 4£ 
centrados en el Litio, obtenidos con el RHF (Hartree-Fock Res 
tringido) y el HPHF (Hartree-Fock Semiproyectado) , cuando la 
distancia interat6mica es 3,0157 u.a., los valores de la ener 
g!a (en u.a.) hallados con esta base en ambos m~todos se com-
paran con EHF (L!mite Hartree-Fock para el LiB) y con la 
Eexp• (Energ!a experimental). 
1s ls' 2s 2p 3d 4£ 
RHF 3,48 2,15 0,74 0,70 0,88 1,15 
HPHF 3,58 2,17 0,73 0,68 0,88 1,17 
ERHF = -7,84687 
EHPHF = -7,86048 
EHF = -7,986878 
Eexp = -8,0705 
El mejor valor de la energ!a que obtuvimos con el m~­
todo Hartree-Fock Restringido utilizando las 10 funciones de 
base centradas en el Litio siguientes: 
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ls(3 1 65); ls'(2,17); 2s(0,8); 2s'(1,45); 2p(O,B); 
2p'(l,S); 2d(0,95); 4£(1,1); Sg(1,45); 6h(1,5) 
fu~ de -7,88956 u.a.; no pudiendo hace un c~lculo con este nu 
mere de funciones de base en el m~todo Hartree-Fock Semipro-
yectado por el gran consume de tiempo m!quina que ella impli-
caba, como explic!bamos en el cap!tulo IV al hablar de la base. 
Finalmente, comprobamos con la expansi6n a un centro 
la inestabilidad de la funci6n UHF, en la distancia de equil! 
brio. Este hecho, como habi~cs dicho en el cap!tulo I, ya h~ 
b!a side apuntado por varies autores entre ellos A. w. Salo-
tto y L. Burnelle (82) y Adams {34), siendo estable a partir 
de una cierta distancia interat6mica. 
B. LA EXPANSION A DOS CENTROS 
1. Introducci6n 
Dijimos en el apartado anterior que la expansi6n a un 
centro no conduc!a a resultados razonables tanto para los mo-
delos Hartree-Fock Restringico, No-restringido, Semi-proyect~ 
do, como Proyectado, que permitiesen hacer una comparac16n e~ 
tre dichos modelos. Por ello se opt6 por expansionar orbita-
les en t~rminos de unas funciones de base centradas en los dos 
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nucleos de la mol~cula; siendo en este caso las integrales en 
tre las funciones de base mucho m!s complejas de realizar. 
Esta base para este tipo de moldcula es sin duda la 
mejor; veremos que para encontrar resultados equivalentes a 
seis funciones de base de Slater centradas en el Litio y en 
el Hidr6geno se necesitan del arden de 16 funciones de base 
del tipo de las funciones de Gauss tambi~n expansionadas en 
los dos ndcleos. 
2. Hartree-Fock Restringido 
Comenzando con unos orbitales de partida que fuesen 
linealmente independientes, hemos optimizado los exponentes 
de las funciones de base, con los m~todos de optimizaci6n 
descritos anteriormente. En las tablas II y III se presentan 
los mejores exponentes cuando se utilizan para el c~lculo 4 
y 6 funciones de base, para diferentes distancias interat6mi 
cas, la optimizaci6n de las funciones de base 1sLi y 1s'Li es 
t~ realizada con un error de + 0,05 y las de las funciones 
2sLi y 1s8 con un error de ~ 0,01. Esto se ha efectuado as! 
porque las variaciones en los orbitales ls y 1s' produc!an i~ 
crementos mucho m!s pequenos en la energ!a que la de las fun-
ciones 2sLi y ls8 • La optimizaci6n de las funciones 2pLi y 2pH 
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se hizo dejando fijos los exponentes de los otros cuatro y va 
riando estos con incrementos de + 0,05. 
TABLA II 
Exponentes 6ptimos de las funciones de base lsLi' ls'Li' 2sLi 
(centradas en el Litio) y 1sH (centrada en el Hidr6geno), pa-
ra el Hartree-Fock Restringido a diferentes distancias inter-
at6micas. 
R(en u. a.) lsLi ls'Li 2sLi lsH 
1,5 3,60 2,20 0,50 0,92 
2 3,85 2,30 0,60 0,90 
2,4 3,85 2,30 0,74 0,88 
2,8 3,85 2,30 0,78 0,87 
3,0157 3,85 2,30 0,79 0,86 
3,2 3,85 2,30 0,79 0,85 
3,6 3,85 2,30 0,78 0,84 
4 3,85 2,30 0,76 0,83 
5 3,85 2,30 0,71 0,79 
7 4,00 2,35 0,63 0,78 
10 4,00 2,35 0,59 0,76 
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TABLA III 
Exponentes 6ptimos de seis funciones de base cuatro centra-
das en el Litio y dos en el Hidr6geno, para el RHF a diferen 
tes distancias interat6micas. 
R(en u. a.) 1sLi 1s'Li 2sLi 2PLi 1sH 2pH 
2,4 3,85 2,30 0,74 1,25 0,88 1,25 
2,8 3,85 2,30 0,78 1,15 0,87 1,20 
3,0157 3,85 2,30 0,80 1,10 0,86 1,15 
3,2 3,85 2,30 0,79 1,10 0,85 1,10 
3,6 3,85 2,30 0,78 1,00 0,84 1,05 
Se ve en las Tablas II y III que los exponentes de 
las funciones lsLi y ls'Li per.manecen pr~cticamente constan-
tes con la distancia, siendo solo diferentes a distancias 
muy cortas o muy grandes. La optimizaci6n de las funciones 
2sLi se ve que pasa por un m~imo en la distancia de equili-
bria y la del ls8 va disminuyendo al aumentar la distancia, 
hecho que tambi~n ocurre con las funciones 2p. 
En la Tabla IV vemos los coeficientes de los orbita-
les para 4 y 6 funciones de base, a las distancias interat6-
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micas 3,0157 y 10 unidades at6micas. 
Vemos que el pr~er orbital tiene como coeficientes 
m4s importantes los de las funciones de base del 1s y del 
1s'. Mientras que el segundo orbital tiene como coeficientes 
fundamentales el 2s del Litio y el 1s del Hidr6geno. 
TABLA IV 
Coeficientes de los dos orbitales obtenidos con RHF, a las 
distancias interat6micas 3,0157 y 10, usando 4 y 6 funciones 
de base para el Hidruro de Litio. 
R(en u.a.) 1sLi 1s'Li 2sLi 1sH 
0,25828 0,76109 -0,00527 0,00172 
3,0157 
-0,00098 -0,16486 0,23359 0,86887 
0,21538 0,80205 -0,00244 0,00015 
10 
-0,00469 -0,06572 0,44563 0,86845 
1sLi 1s'Li 2sLi 2pLi 1sH 2pH 
0,25753 0,76142 -0,00935 -0,01160 0,01034 0,00162 
3,0157 
0,00124 -0,16292 0,19330 0,11890 0,83399 0,04029 
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Utilizando 4 y 6 funciones de base expansionadas a 
dos centros, vemos en las Tablas V y VI los valores de la 
energ!a cin~tica (T) , de la energ!a de Rep.ulsi6n (Rep) y de 
la energ!a Total (E), todas ellas expresadas en unidades at6 
micas de energ!a; y tambi~n en estas Tablas escribimos bajo 
el nombre de Virial el valor que toma el cociente de la ener 
g!a Potencial dividido por la energ!a cin~tica cambiado de 
signo, que si todos los exponentes estuviesen perfectamente 
optimizados y la distancia interat6mica fuese la de equili-
brio, tomar!a el valor 2. 
Vemos al camparar estos valores de la energ!a con el 
l!mite Hartree-Fock, que en el caso de 6 funciones nos sepa-
ramos menos de un 3 x 10-3 u.a. resultado que ya es bastante 
buepo, F, R. Burden (89) encuentra con una b~se for.mada por 
11 funciones de tipo Gauss centradas en el Li~io y cine~ tam 
bi~n de tipo Gauss centradas en el Hidrdgeno, Qna en~rqta li 
... ··~ 
geramente peor que la nuestra de -7,9830 u.a.; esto nos ha-




Valores (en u.a.) de las energ!as, cin~tica (T}, de repul-
si6n (Rep.) y total (E) y valores de la relaci6n entre la 
energ!a potencial y la energ!a cin~tica cambiada de signo, 
del Hidruro de Litio a diferentes distancias interat6micas 
calculados con el RHF utilizando 4 funciones de base (1sLi' 
1s'Li' 2sLi' 1sH) 
R(en u. a.) T Rep. E Virial 
1,5 8,61708 4,08626 -7,70112 2,11894 
2 8,32135 3,85483 -7,88824 2,05491 
2,4 8,14727 3,66691 -7,94525 2,02543 
2,8 8,03209 3,50698 -7,96632 2,00826 
3,0157 7,98240 3,42993 -7,96961 2,00161 
3,2 7,94400 3,36732 -7,96964 1,99678 
3,6 7,88640 3,25073 -7,96417 1,99024 
4 7,84261 3,14870 -7,95448 1,98594 
5 7,75937 2,94080 -7,92523 1,97907 
7 7,72760 2,70594 -7,87522 1,98125 
10 7,71544 2,53551 -7,83109 1,98523 
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TABLA VI 
Valores (en u.a.) de las energ!as, cin~tica (T), de repul-
si6n (Rep.) y total (E) y valores de la relaci6n entre la 
energ!a potencial y la energ!a cin~tica cambiada de signo, 
del Hidruro de Litio a diferentes distancias interat6micas 
calculados con el RHF utilizando 6 funciones de base (1sLi' 
ls'Li' 2sLi' 2pLi' 1sH' 2pH) 
R( en u.a.) T Rep. E Vi rial 
2,4 8,15041 3,75693 -7,96309 2,02352 
2,0 8,03060 3,58692 -7,98183 2,00611 
3,0157 7,90058 3,50568 -7,98382 1,99959 
3,2 7,94226 3,43847 -7,90294 1,99490 
3,6 7,87738 3,30951 -7,97574 1,98767 
3. Hartree-Fock Semiproyectado 
En las Tablas VII y VIII se encuentran los exponentes 
6ptimos, para diversas distancias interat6micas con cuatro y 
seis funciones de base respectivamente. Con seis funciones de 
base solo hemos calculado en seis puntos dado que cada cSlcu-
lo duraba mas de 30 minutos, en la Univac 1108 del Ministe-
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rio de Educaci6n y Ciencia. 
La optimizaci6n en el caso de seis funciones de base 
es una optimizaci6n parcial, hemos tornado los valores de los 
mejores exponentes hallados con cuatro funciones de base y 
optimizando despues los otros dos exponentes. 
TABLA VII 
Exponentes 6ptimos de las funciones de base lsLi' ls'Li' 2sLi 
(centradas en el Litiol y lsH (centrada en el Hidr6qeno), pa-
ra el Hartree-Fock proyectado y semiproyectado a diferentes 
distancias interat6micas. 
R(en u. a.) lsLi ls'Li 2sLi lsH 
1,5 3,70 2,25 0,57 0,91 
2 3,70 2,25 0,66 0,89 
2,4 3,70 2,25 0,75 0,88 
2,8 3,70 2,25 0,79 0,87 
3,0157 3,70 2,25 0180 0,86 
3,2 3,70 2,25 0180 0,85 
3,6 3,70 2,25 0,78 0,84 
4 3,70 2,25 0,76 0,83 
5 3,70 2,25 0,70 0,01 
7 3,70 2,25 0,63 0,70 
10 3,70 2,25 0,56 0,76 
- 188 -
TABLA VIII 
Exponentes 6ptimos de seis funciones de base, cuatro centra 
das en el Litio y dos en el Hidr6geno, para el PHF y el HPHF 
a diferentes distancias interat6micas. 
R(en u. a.) 1sLi ls'Li 2sLi 2PLi ls8 2pH 
2,4 3,70 2,25 0,75 1,25 0,88 1,25 
2,8 3,70 2,25 0,79 1,15 0,87 1,20 
3,0157 3,70 2,25 0,80 1,15 0,86 1,15 
3,2 3,70 2,25 0,79 1,10 0,85 1,10 
3,6 3,70 2,25 0,78 1,00 0,84 1,05 
En la Tabla IX se presentan los coeficientes de los 
orbitales a las distancias 3,0157 y 10 u.a., Ala distancia 
3,0157 tanto con seis funciones de base como con cuatrc, los 
orbitales tercero y cuarto son muy semejantes y sus coeficien 
tes m~s importantes son los de las funciones de base 2sLi y 
ls8 , miestras que los orbitales primero y segundo son muy di-
ferentes siendo los principales coeficientes los de las fun-
ciones de base 1sLi y ls'Li alternativamente. Intentamos bus-
car a esta distancia otras posibles soluciones realizando un 
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c!lculo con unos orbitales de partida donde el tercero y el 
cuarto fuesen muy diferentes, pero el programa no converg!a. 
A la distancia 10, con cuatro funciones de base los 
orbitales son similares a los existentes a 3,0157, tambi~n 
en este caso intentamos desdoblar los orbitales tercero y 
cuarto, en este case si lo cons~quimos pero la enerq!a era 
t 
m!s alta que para los orbitales que presentamos. 
A la distancia 10, con seis funciones de base: cam-
bia radicalmente la forma de los orbitales, los dos prime-
ros se hacen muy semejantes 1 el tercero es fundamentalmente 
un 2sLi y el cuarto un lsH. En este case los tres primeros 




Coeficientes de los cuatro orbitales obtenidos con HPHF, a 
las distancias interat6micas 3,0157 y 10, usando 4 y 6 fun 
ciones de base para el Hidruro de Litio. 





































0,76238 0,25425 -0,00141 -0,00763 





-0,03084-0,08484 0,19202 0,10978 
0,09044·0,43901 0,19554 0,11957 
0,31209 0,71012 -0,02178 -0,00020 
0,30226 0,70505 -0,00517 -0,00025 
-0,01195-0,15646 1,02244 0,00572 






En las Tablas X a XI presentamos la energ!a cin~ti­
ca, la energ!a de repulsi6n, y la energ!a total obtenidas con 
el HPHF y el cociente de la energ!a potencial por la cin~ti­
ca, a diferentes distancias interat6micas. Vemos que igual 
que con el RHF cuando tenemos cuatro funciones de base el m! 
nimo no est! en la distancia de equilibria experimental sino 
en 3,2 este valor es ya muy pr6ximo al l!mite de Hartree-Fock 
y con seis funciones de base lo superamos mucho. Volviendo a 
ser el m!nimo en la distancia de equilibria. 
~. Hartree-Fock Proyectado 
Presentamos aqu! tambi~n, los resultados de estudiar 
el Hidruro tie Litio con el PHF. La optimizaci6n en este mode-
lo coincidi6 tota~ente con el Hartree-Fock semiproyectado 
(HPHF). Los coeficientes de los orbitales obtenidos por el 
PHF se ven en la Tabla XII siendo muy parecidos a los del 
HPHF. En las Tablas XIII y XIV presentamos los valores de las 
energ!as cin~tica, de repulsi6n y total obtenidas con 4 y 6 
funciones de base y los valores de la relaci6n entre la ener-
g!a potencial y cin~tica; siendo todos los valores muy pare-
cidos a los obtenidos con el HPHF. 
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TABLA X 
·valores (en u.a.) de las energ!as, cin~tica (T), de repulsi6n 
(Rep.) y total (E) y valores de la relaci6n entre la energ!a 
potencial y la energ!a cin~tica cambiada de signo, del Hidru-
ro de Litio a diferentes distancias interat6micas calculados 
con el HPHF, utilizando 4 funciones de base (1sLi' ls'Li' 
2sLi, 1sH) • 


















































Valores (en u.a.) de las energ!as, cin~tica (T), de repulsi6n 
(Rep.) y total (E) y valores de la relaci6n entre la energ!a 
potencial y la energ!a cin~tica cambiada de signo, del Hidru-
ro de Litio a diferentes distancias interat6micas calculados 
con el HPHF utilizando 6 funciones de base (1sLi' ls'Li' 
2sLi' 2pLi' 1sH' 2pH) 
R(en u. a.) T Rep E Virial 
2,4 8,16857 3,72842 -7,97718 2,02399 
2,8 8,04948 3,55879 -7,99589 2,00670 
3,0157 8,00167 3,47794 -7,99794 2,00047 
3,2 7,95994 3,40884 -7,99706 1,99536 
3,6 7,89532 3,27990 -7,98986 1,98817 
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TABLA XII 
Coeficientes de los cuatro orbitales obtenidos con PHF, a 
las distancias interat6micas 3,0157 y 10, usando 4 y 6 fun-
ciones de base para el Hidruro de Litio. 














































































Valores (en u.a.) de las energ!as, cin~tica (T), de repul-
si6n (Rep.) y total (E) y valores de la relaci6n entre la 
energ!a potencial y la energ!a cin~tica cambiada de signo, 
del Hidruro de Litio a diferentes distancias interat6micas 
calculados con el PHF, utilizando 4 funciones de base (1sLi' 
1s'Li' 2sLi' 1sH). 


















































Valores (en u.a.) de las energ!as, cin~tica (T), de repul-
siOn (Rep.) y total (E) y valores de la relaciOn entre la 
energ!a potencial y la energ!a cin~tica cambiada de signo, 
del Hidruro de Litio a diferentes distancias interatOmicas 
calculados con el PHF utilizando 6 funciones de base (lsLi' 
1s'Li' 2sLi' 2pLi' 1sH, 2pH). 
R(en u. a.) T Rep E Vi rial 
2,4 8,16844 3,72824 -7,97724 2,02397 
2,8 8,04938 3,55867 -7,99592 2,00669 
3,0157 8,00157 3,47785 -7,99796 2,00045 
3,2 7,95986 3,40876 -7,99708 1,99535 
3,6 7,89525 3,27983 -7,98987 1,98816 
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C. DISCUSION DEL MODELO HPHF 
1. Camparaci6n entre las energ!as calculadas 
Cuando comparamos las Tablas v, ~~ X, XI, XIII, 
XIV se ve que la repulsi6n es mucho mayor en el RHF que en 
los otros dos m~todos, heche totalmente esperable, debido a 
la gran repulsiOn existente en el RHF por obligar a que par~ 
jas de electrones se hallen descritas por el mismo orbital. 
Tambi~n se ve al camparar esas Tablas que en todas 
el valor del virial pasa por un m!nimo pr6ximo a dos precis~ 
mente cerca de la distancia de equilibria. 
En la Tabla XV vemos los valores de las energ!as 
obtenidas con los tres m~todos para diferentes diatancias i~ 
terat6micas, vemos en ellas que el valor que nos proporciona 
el m~todo HPHF es mucho major que el RHF y pr~cticamente 
igual que los valores que toma para el PHF. 
En la figura 8 vienen representadas las energtas 
obtenidas con los tres modelos utilizando cuatro funciones 
de base, en ella la curva proporcionada por el HPHF y la del 
PHF coinciden dada la escala del dibujo, y en la figura 9 he-
mos representado las curvas obtenidas cuando empleamos 6 fun 
ciones de base. 
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TABLA XV a 
Valores de la energ!a total obtenidos para el Hidturo de Li-
tio a diferentes distancias interat6micas con RHF, HPHF, PHF, 
en la a) con 4 funciones de base; en la b) con 6 funciones de 
base. 
R(en u. a.) EHF EHPHF EPHF 
1,5 -7,70112 -7,71406 -7,71406 
2 -7,88824 -7,90206 -7,90207 
2,4 -7,94525 -7,95918 -7,95920 
2,8 -7,96632 -7,98031 -7,98034 
3,0157 -7,96961 -7,98363 -7,98366 
3,2 -7,96964 -7,98368 -7,98371 
3,6 -7,96417 -7,97824 -7,97827 
4 -7,95448 -7,96857 -7,96860 
5 -7,92523 -7,93927 -7,93929 
7 -7,87522 -7,88918 -7,88919 
10 -7,83109 -7,84482 -7,04483 
TABLA XVb 
R(en u. a.) EHF EHPHF EPHF 
2,4 -7,96309 -7,97718 -7,97724 
2,8 -7,98183 -7,99509 -7,99592 
3,0157 -7,90382 -7,99794 -7,99796 
3,2 -7,98294 -7,99706 -7,99708 
3,6 -7,97574 -7,98986 -7,98987 
































Es muy chocante ver en la figura 8 que a grandee 
distancias las curvas que representan a la energ!a HPHF, PHF 
y RHF permanecen casi paralelas cuando esper4bamos, que a pa! 
tir de 5 u.a. crecer!a mucho la diferencia con el RHF. La ex-
plicaci6n de esto pod!amos qui24 encontrarla en los orbitales 
cuyo desdoblamiento no aumenta con la distancia, hemos inten-
tado a 10 u.a. buscar una soluci6n m4s baja, cuando us!bamos 
cuatro funciones de base ls, 1s', 2s para el Litio y ls para 
el Hidr6geno, para ello arranc~amos de diferentes orbitales 
de partida y lo dnico que hemos hallado son soluciones con 
energ!a m~s alta, soluciones espureas an4logas a las que R. 
Lefebvre y Y. G. Smeyers (87) y Y. G. Smeyers y L. Doreste 
(90) hab!an encontrado para 4tomos. 
A. w. sa·lotto y L. Burnelle (82) encuentran para el 
UHF que a partir de 4,5 u.a. la curva de energ!a frente a la 
distancia interat6mica se separa de la curva que proporciona 
el RHF dando en el infinite como energ!a la suma de los 4to-
mos neutros de Litio e Hidr6geno. Tambi~n w. A. Goddard (94) 
encuentra para el Hidruro de Litio la separaci6n correcta con 
una funci6n GF que utiliza 4 funciones de base (ls, 2s, 2p) 
para el Litio y (ls) para el Hidr6geno, nosotros creemos que 
el heche de no encontrar esto con nuestras 4 funciones de ba 
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se es precisamente debido a no ser excesivamente buenas por 
no tener ning~n orbital 2p. Nosotros hemos utilizado la base 
(lsLi' ls'Li' 2sLi' lsH) como base de partida para ampliar 
despu~s a lsLi' ls'Li' 2sLi' 2pLi' 1s8, 2pH) con esta base 
observamos igual que todos los autores antes citados, la se-
paraci6n correcta dentro del PHF y dentro del HPHF; vemos en 
particular que los orbitales, como dijimos antes, tienden a 
convertirse en los orbitales del Litio y del Hidrdgeno. 
En las Tablas XVI damos los valores de la energ!a 
de correlaci6n introducida, por el HPHF y el PHF empleando 4 
·~ 6 funciones de base, a diferentes distancias interatOmicas. 
Hacienda caso a la definiciOn que hemos dado en el 
cap!tulo II sabre la energ!a de Correlaci6n, no ser!a corre£ 
to llamar en estas Tablas energ!a de correlaci6n a las dife-
~c~cias entre las energ!as calculadas con el PHF y el HPHF y 
las obtenidas con el RHF; pues no hemos tornado la diferencia 
con el l!mite Hartree-Fock sino con la energ!a proporcionada 
con el m~todo Hartree-Fock Restringido, con el mismo ndmero 
y tipo de funciones de base. En realidad para hallar la ener 
g!a de correlaci6n introducida con estes m~todos deber!amos 
hacer algo equivalente a lo que hace Csizmadia (106) al cal-
cular el l!mite Hartree-Fock para el Hidruro de Litio, es de 
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TABLA XVIa 
Energ!as de Correlaci6n para el Hidruro de Litio a diferen-
tes distancias interat6micas obtenidas con el HPHF y el PHF 
a) usando 4 funciones de base y b) 6 funciones de base. 












































































cir una representaci6n gr~fica de la energ!a frente al ndme-
ro de funciones de base y hallar la energ!a cuando el ndmero 
de funciones de base tiende a infinito, esto dadas nuestras 
posibilidades de c4lculo es imposible y par eso estimamos mu 
cho m4s significativas las diferencias que presentamos. 
2. Comparaci6n en. 19s resultados de la energ!a con otros 
autores 
Los ~tomes de pocos electrones y la mol~cula de Hi-
druro de Litio han sido sistemas enormemente estudiados por 
los investigadores, no existiendo pr4cticamente ningdn m~to­
do de c~lculo nuevo, que no los estudie para probar su vali-
dez. Varios de estes m~todos son mejores que el HPHF para e~ 
tudiar estos sistemas at6micos y moleculares pequenos; perc 
su aplicabilidad est~ pr~cticamente limitada s6lo a estos 
sistemas. Tampoco ser!an comparables nuestros resultados con 
aquellos obtenidos con c4lculos que se hallan dentro del m~­
todo de expansi6n y que utilizan una base muy rica, recopil~ 
ciones de resultados pueden verse en (108) y en (94) aunque 
no recogen los c4lculos realizados en los 5 dltimos afios. 
En la Tabla XVII vemos nuestros resultados compara-
dos con algunos autores que utilizan el m~todo de Interac-
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ci6n de Configuraciones la funci6n GF y el trabajo de Burden 
(89) aparecido hace unos meses y que utiliza igual que noso-
tros el PHF con el mismo proceso variacional pero usando £~ 
ciones de tipo Gauss con lo que obtiene resultados un poco 
peores que los nuestros. 
TABLA XVII 
Energ!as para el Hidruro de Litio obtenidas con diferentes 
m~todos (en u.a.) a las distancias 3,0157 y 10 (u.a.} 
R(en u. a.) 
HF(nosotros) (4 f b) 
HF(S9 ) (16 fb GTO} 
CI( 1 0 9 ) (4 f b) 
HPHF(nosotros) (4 f b) 
PHF(nosotros) (4 f b) 
HF(nosotros) (6 f b) 
GF ( 9 4 ) ( 4 f b) 
l!mite HF <106 > 
PHF ( 8 9 ) ( 16 fb GTO} 
HPHF(nosotros) (G f b) 
PHF(nosotros) (6 f b) 
GF (94 ) (6 f b) 
CI ( 1 0 8 ) (26 f b) 



















3. Peso de la parte quintuplete 
Hemos dicho antes al describir el modelo HPHF que 
la funci6n de onda no era funci6n propia de spin. En nuestro 
caso ser~ mezcla de una parte singlete y otra quintuplete. 
= + 
Gracias a la normalizaci6n de ~HPHF y como no exis-
te elemento de matriz entre ws y ~q con el operador hamilto-
niano, se halla para cq 
c q 
Hemos hallado gracias a esta expresi6n el coeficie~ 
te Cq a diferentes distancias interat6micas, siendo a lo lar 
go de todos los puntas hallados inferior a 0,0015 siendo su 





Vemos pues que la funci~n ~HPHF es caso pura de 
spin a lo largo de todas las distancias interat~micas lo que 
explica su estabilidad. 
D. MAGNITUDES CALCULADAS 
1. Con respecto a la energ!a 
0 
Hemos hallado la constante de fuerza (en mdyn/A) la 
distancia de equilibria y la energ!a m~s baja utilizando los 
valores de la energ!a del Hidruro de Litio hallados con el 
RHF, HPHF y PHF cuando se usan cuatro y seis funciones de ba 
se. 
Aunque la constante de fuerza se podr!a hallar por 
derivaci6n directa de la energ!a, como hace s. Bratoz (110) 
para las mol~culas de H2 y LiH, nosotros hemos ajustado un 
polinomio de grades 3, 4, 5 a los puntos de las gr!ficas 
(Energ!as £rente a distancias interat6micas) proporcionadas 
por los tres m~todos. 
En la Tabla XVIII presentamos los resultados para 
los tres m~todos cuando se utilizan polinomios de grados 3, 




K (constante de fuerza en mdyn/A), R (distancia de equilibria 
en u.a.) 1 E (Energ!a m!nima en u.a.), usando polinomios de 
grades 3, 4, 5~ para 11 puntas hallados con RHF, HPHF y PHF 









































ciones lineales de 4 funciones de base; los resultados son 
bastante malos especialmente cuando se utiliza un polinomio 
de grado 3. 
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En la Tabla XIX los c~lculos se han hecho con solo 
5 puntas alrededor de la distancia de equilibria y utilizan 
do en los c~lculos de la energ!a solo 4 funcianes de base. 
Par ultimo en la Tabla XX presentamos los c~lculos 
hechos con 5 puntas alrededor de la distancia de equilibria, 
siendo abtenidos estos puntas con 6 funciones de base, los 
resultados son muy buenos estando muy cerca cuando el polin£ 
mio es de grado 4 de la constante de fuerza experimental del 
0 
Hidruro de Litio que es 1,026 mdyn/A. 
TABLA XIX 
0 
K (constante de fuerza en mdyn/A), R (distancia de equili-
brio en u.a.), E (Energ!a m!nima en u.a.), usando polinamias 
de gradas 3, 41 para 5 puntas hallados con RHF, HPHF y PHF 
utilizando 4 funciones de base 
grado Pol. 3 4 
K 1,074 0,9~5 
RHF R 3,097 3,108 
E -7,96993 -7,96989 
K 1,074 0,965 
HPHF R 3,099 3,110 
E -7,98396 -:-7,98392 
K 1,074 0,965 
PHF R 3,099 3,110 




K (constante de fuerza en mdyn/A), R (distancia de equili-
brio en u.a.), E (Energ!a m!nima en u.a.), usando polinomios 
de grades 3, 4J para 5 puntas hallados con RHF, HPHF y PHF 
































2. Con respecto a la funci6n de onda 
a. Memento Dipolar 
Hemos calculado el momenta dipolar (en Debyes) con 
las funciones de onda obtenidas con el RHF, HPHF y PHF a 
las diferentes distancias interatOmicas usando 4 y 6 funcio 
nes de base. 
En la Tabla XXI vemos los mementos dipolares halla 
dos con funciones de onda construidas con 4 funciones de ba 
se, se ve que en los tres m~todos que su crecimiento es de 
forma lineal. 
En la Tabla XXII se ven los mementos dipolares ha-
llados con funciones de onda construidas con 6 funciones de 
base, se ve que mientras el momenta dipolar obtenido por el 
RHF crece linealmente con la distancia en el HPHF y en el 
PHF tiende a cera, esta es quiza una de las formas m4s cla-
ras de ver el diferente comportamiento de estos m~todos cu~ 
do se rompe la mol~cula, mientras en el RHF se separan en 
forma de iones (lo que constituye uno de sus principales de-
fectos) en el PHF y en el HPHF la separaci6n es en ~tomos 
neutros, hecho que ya hab!an encontrado para el m~todo de In 
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TABLA XXI 
Momento dipoiar (en Debyes) a diferentes distancias inter-
at6micas del Hidruro de Litio, obtenido con RHF, HPHF, PHF 
utilizando 4 funciones de base 
R(en u. a.) RHF HPHF PHF 
1,5 -4,49453 -4,66025 -4,60972 
2 -5,23343 -5,47593 -5,42629 
2,4 -5,62165 -5,82778 -5,77721 
2,8 -5,91931 -6,11798 -6,07166 
3,0157 -6,13586 -6,33485 -6,28942 
3,2 -6,35076 -6,55059 -6,50514 
3,6 -6,75055 -6,95009 -6,90654 
4 -7,19750 -7,39922 -7,35509 
5 -8;68712 -8,62368 -8,57891 
7 -11,12854 -11,36307 -11,31654 
10 -14,88653 -15,26010 -15,20362 
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TABLA XXII 
Memento dipolar {en Debyes) a diferentes distancias inter-
at6micas del Hidruro de Litio, obtenido con RHF, HPHF, PHF 
utilizando 6 funciones de base. 
R (en u. a.) RHF HPHF PHF 
2,4 -5,42587 -5,61550 -5,57631 
2,8 -5,78737 -5,9 7864 -5,93811 
3,0157 -6,03687 -6,22253 -6,18125 
3,2 -6,26539 -6,46005 -6,41832 
3,6 -6,73360 -6,93227 -6,88965 
lC -25,46343 -0,07122 -0,06939 
teracci6n de Configuraciones A. M. Karo y A. R. Olson (111) 
al estudiar el Hidruro de Litio. 
En la figura 10 vemos la variaci6n del momento dip~ 
lar obtenido con HPHF cuando la funci6n de onda est~ cons-
truida con 6 funciones de base. 
Tanto en el RHF como en el HPHF como en el PHF, los 
valores del momenta dipolar hallado a la distancia de equili-















































b. Distribuci6n Electr6nica 
Para visualizar de alguna forma a los orbitales ob 
tenidos con los diversos m~todos, hemos escrito un programa 
* que hallnba en una red cuadriculada el valor de ~(x,y) ~ (x,y), 
para cada orbital) al comparar los orbitales obtenidos con el 
RHF y los obtenidos con el HPHF y PHF, se halla que el segun-
do del IDIF es pr~cticamente id~ntico al tercero y el cuarto 
de los ohtenidos con el HPHF y con el PHF; estos orbitales 
han sido obtenidos en ambos casos con 6 funciones de base. 
Tambi~n dibujamos la matriz densidad gracias a las 
expresiones dadas en el cap!tulo IV de forma an~loga a como 
lo hace P. Politzer and R. E. Brown (112) con el m~todo de 
Interacci6n de Configuraciones. 
• • • • • • • • • • 
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•• +++++++++++++++ •• 
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RESUMEN Y CONCLUSIONES 
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CONCLUSIONES 
1) Se ha sentado a grandes rasgos las bases del c!lculo va-
riacional con el fin de enfocar la teor!a del Campo Autocon-
sistente de Hartree y Har.tree-Fock desde un punto de vista 
variacional. 
2) Se ha hecho una revisi6n de las aprcximaciones de Hartree 
y Hartree-Fock en sus aspectos fundamentales, tanto para si~ 
temas de capas cerradas como abiertas. Con este f!n, se estu 
dia la obtenci6n de las ecuaciones de Hartree y de Hartree-
Fock y se analizan las propiedades de los operadores corres-
pondientes, subrayando que algunas supuestas propiedades de 
dichos operadores no pueden demostrarse de una manera gene-
ral. 
3) Enfocando el modelo de Hartree-Fock habitual, desde un 
punta de vista variacional, se comprueba que dicho modelo no 
es sino un caso particular de un modelo mas general, en el 
cual se ha introducido por comodidad ciertas restricciones. 
4) Se estudian los m~todos existentes para resolver las ecu~ 
ciones de Hartree-Fock, dentro de la aproximaci6n del m~todo 
de expansi6n, prestando especial interes a los m~todos de 
Roothaan y de Lefebvre. 
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5) Se define el concepto de correlaci6n electr6nica, y se pa-
sa revista a las diversas aproximaciones existentes para in-
troducir dicha correlaci6n, estudiando particularmente el m~ 
todo de Interacci6n de Configuracicne$, de Fttnciones Carrel~ 
das y los m~todos relacionados con la Teor!a de Orbitales Lo 
calizados. 
6) A partir de una nueva definici6n de la funci6n Hartree-
Fock totalmente general, se estudian las varias generaliza-
ciones existentes para introducir la correlaci6n electr6nica, 
como la funci6n Hartree-Fock no restringida (UHF), la funci6n 
Hartree-Fock proyectada (PHF) y la funci6n Hartree-Fock semi 
proyectada (HPHF). Siendo la funci6n m~s general una que no 
tuviese ni restricciones espaciales ni de spin. 
7) Se d~ una expresi6n, cuando se utilizan orbitales corres-
pondientes, de la matriz densidad de primer arden sin spin, 
para la funci6n de onda semiproyectada correspondiente a un 
sistema de 4 electrones. 
8) Se escriben y ponen a punta sendos programas para la de-
ter.minaci6n de la funci6n de onda RHF y UHF, dentro del es-
quema de Lowdin, que presenta la ventaja de una gran rapidez, 
frente a los existentes en el Laboratorio. 
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9) Se adapta a estos programas as! como a los programas para 
determinar las funciones HPHF y PHF, previamente reformados 
para estudiar sistemas moleculares, un programa que calcula 
todas las integrales a uno y dos centres. 
10) Con los programas RHF, HPHF y PHF se determina para el 
Hidruro de Litio las funciones de onda correspondientes a di 
ferentes distancias interat6micas, comprobando que el m~todo 
HPHF conduce a energ!as muy pr6ximas a las del PHF y mucho 
mejores que las del RHF a todas las distancias interat6micas. 
Biendo adem~s las funciones HPHF funciones casi puras de 
spin. 
11) A partir de los valores de la energ!a en funci6n de la 
distancin, se calcula en las tres aproximaciones la constan-
te de fuerza, encontrando un valor muy de acuerdo con los ex 
perimentnles en los tres m~todos. 
12) Se eccribe y se pone a punto un programa de dibujo para 
representar la distribuci6n electr6nica por orbital en las 
aproximaciones RHF, HPHF y PHF; utilizando los resultados ~ 
teriores, se encuentra a la distancia 3,0157 u.a. una distri 
buci6n electronica totalmente id~ntica entre el segundo orbi 
tal del RHF y el tercero y el cuarto del HPHF y del PHF; 
siendo muy diferente los des primeros del HPHF y PHF con el 
primer orbital RHF. 
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13) Se escribe y pone a punto un programa que representa la 
matriz densidad de primer arden, en las aproximaciones ante-
riores~ a la distancia 3,0157 u.a., son 
todos los m~todos. 
muy parecidas en 
14) Se ascribe y pone a punta un programa que calcula el mo-
menta dipolar en los tres ~todos1 con ~1 hallamos el momen-
ta dipolar a varias distancias, y se v~ cuando la base es 
buena que mientras con el RHF el Hidruro de Litio se separa 
en iones creciendo el momenta dipolar con la distancia, con 
los otros dos m~todos a la distancia 10 u.a. es pr!cticame~ 
te nulo, lo que nos dice que la separaci6n es en atomos neu-
tros. 
Los valores del memento dipolar en la distancia de 
equilibria estan en buen acuerdo con los valores experimen-
tales. 
15) Se ve con todo lo anterior que nuestro m~todo en estudio 
el HPHF es aplicable a mol~culas, dando valores para la cons 
tante de fuerza, distancia de equilibria, momenta dipolar 
muy acordes con los valores experimentales y prediciendo 
el comportamiento correcto a grandes distancias. Teniendo c~ 
mo gran ventaja frente a otros m~todos que introducen corre-
laci6n electr6nica el no complicarse demasiado al crecer el 




Deter.minante de Slater 
Vauos a introducir varias definiciones Qtiles 
(113) para llegar al concepto de ~eterminante de Slater y 
ver las reglas para simplificar las integrales con determi 
nantes de Slater. 
Se llama aplicaci6n multilineal f entre dos espa-
cios vcctoriales donde el espacio origen es un producto de 
n espacios vectoriales x1 x x2 x ••• Xn' una aplicaci6n 
que es lineal frente a los vectores de todos los espacios 
vectoriales X., es decir que conserva las combinaciones li 
1 
neales: 
• f(~1, ••• ,A$i+~~i, ••• ,~n) = Af(~l, ••• ,¢i, ••• ,¢n) + 
I 
+ ~f(~1, ••• , ~1, ••• , ~n) 
Se llama transformada de una aplicaci6n por una 
sustituci6n ot{Sn a otra aplicaci6n representada por s f 
que hace corresponder a (~ 1 , ••• ,~n)~E1 x E2 x ••• x En el 
elemento f(~ 0 ( 1 )' ••• , ~o(n)) que pertenece a F. 
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Es evidente que si f es multilineal sf tambi~n lo se 
Se llama aplicaci6n multilineal antisim~trica si pa-
ra cualquier sustituci6n que pertenezca a las n sustituciones 
de n elementos 
sf = P (a) f 
tomando P(o) el valor +1 6 -1 segdn la paridad de la sustitu-
ci6n; en el caso de una trasposici6n (sustituci6n que solo 
cambia dos elementos) P(o) valdr~ -1. 
Se llama antisimetrizada de una funci6n multilineal 
a la funci6n Af definida como 
Es f~cil ver que la antisimetrizada de una funci6n cualquiera 
es una funci6n antisim~trica, ya que al transformar la antisi 
metrizada de una funci6n por una trasposici6n el signa cambia 
(113) • 
En nuestro caso la funci6n que tenemos es un produc-
1 2 n to de spinorbitales f(¢ 1 , ••• ,$n) = ~ = ~1 ~2 ••• ~n· 
Para introducir el concepto de determinante de Sla-
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ter, podemos considerar cada ~i como perteneciente a un espa 
cio solo vectorial. 
Cuan'.io aplicamos el antisimetrizador nos quedan una 
serie de t~rminos que provienen de un desarrollo formal de 
un determinante, que se conoce con el nombre de determinante 
de Slater; a este se le multiplica por un factor de normali-
zacl.o'n qu·~ es (n'.)-l/2 , 1 t or 10;0 o re.presen amos pues p 
ur;= 1 1 , 1 n l. P(o) 1Po(1)••• lPa(n) 
a e G~ 
{151} ---A'¥ = 
n: n: 
Dado qua un operador de sustituci6n es her.m!tico 
+ a (J - 1 baste ver 1 t · 1 t 1 ti = as rna r1.ces que es represen an, e an 
simetrizndo de una funci6n tambi~n lo ser~. 
En estos spinorbitales el sub!ndice habla de la fu~ 
ci6n y e:~ supcr!ndice nos dice el electr6n descrito par ~1, 
si olvidw~os los efectos magn6ticos se descompone en un orbi 
tal molecular y una funci6n de spin (15 ) 
{152} 
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el sub!ndice i marca el orbital que le corresponde al spine~ 
bital k que no tienen porqu~ coincidir, siendo en el case paE 
ticular de capa cerrada la mitad. 
Es muy f~cil ver que una condici6n necesaria y sufi-
ciente para que una funci6n p veces lineal sea antisim~trica 
es que sea alternada, (es decir, nula cuando se aplica a dos 
vectores iguales) esto nos implica que la funci6n p veces li 
neal y antisimetrizada de un espacio vectorial toma el valor 
nulo para todo sistema de p vectores linea~ente dependien-
tes. 
Si aplicamos dos veces el antisimetrizador a una fu~ 
ci6n ~ queda A(A~) = n! AW y con el factor de normalizaci6n 
quedar~ .,{' ~) = AW = n! c/{;. 
Vamos a ver algunas reglas dtiles para calcular las 
integrales en que intervienen funciones de onda que son deter 
minantes de Slater (92 ). 
1) En el c~lculo de las integrales entre deterrninan-
tes de Slater basta considerar un solo determinante y una f~ 




La primera igualdad es cierta gracias a ser A herm!tico y 
conmutar con H (pues H es completamente sim~trico con respe£ 
to a las coordenadas de los electrones). 
La segunda igualdad es debida a la cuasi - idempo-
tencia del operador. 
Si construimos los determinantes de Slater con spin-
orbitales ortonormales tendremos: 
2) Cuando el operador es una constante y los dos de 
terminantes estan constru!dos con spinorbitales id~nticos 
basta considerar las dos funciones productos; si se diferen-
cia en un spinorbital, la integral es nula. 
{154} 
La tercera igualdad es cierta, pues todas las sustituciones 
posibles, salvo la identidad, har!n que al integrar sobre ca 
da electr6n la integral sea cera por ser ortonor.males los 
spinorbitales. 
3) Cuando el operador sea suma de operadores mono-
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electr6nicos Fi para que la integral no sea nula es necesa-
rio que o los deter.minantes tengan todos sus spinorbitales 
identicos o que s6lo difieran en uno. 
{155_} 
' Debiendo ser ~i y $i del mismo spin porque de otro modo se 
anularia al integrar sabre el (ya que partimos de que Fi no 
actua sobre dichas variables). 
4) Cuando el operador es suma de operadores biele£ 
tr6nicos1 los deter.minantes pueden diferenciarse basta en dos 
spinorbitales sin anular la integral, los spinorbitales de un 
mismo electr6n tendran que tener sin embargo el mismo spin p~ 
ra no anularse. 
La integral tendr~ pues dos t~r.minos uno con diago-






Se define el operador densidad pk para un sistema 
descrito por la funci6n de onda ~k en la notaci6n de Dirac 
por: 
Este OFwrador es herm!tico y por ser l$k> normali-
zado, idempotente; este operador es un proyectorsobre el es 
En la representaci6n de Schrodinger la matriz den-
sidad vendra dada por un operador integral 
/ I 
p k 4> ( T ) = t p k ( T I T ) 4> ( ~ ) d~ 
/ 
siendo 
donde ~(~'IT) es la matriz densidad de orden N; T es el con 
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junto de coordenadas espaciales y de spin. Los elementos dia 
gonales de Pk son la densidad de probabilidad usual: 
El valor esperado de un operador F est~ dado par: 
<WkiFIWk> = I~ pk(T'ITl d't 
.. v 
Al hallar esta integral se utiliza el convenio de 
que F actua s6lo sobre las variables sin prima, y a posteri£ 
ri se hace T' • L' pero antes de integrar. 
Este valor esperado tambi~n se puede expresar como 
la traza de la matriz siguiente: 
Donde la traza se interpreta siguiendo a Me Weeny 
( 114) como 
/ 
Tr(A) = /A(l, ••• ,Nil', ••• ,N')l'+l, ••• ,N'+NdTl ••• dTN 
.... l 
Siendo A una matriz cualquiera. 
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De igual forma se puede definir la matriz de tran-
sici6n, siendo la transici6n entre los estados ortogonales 
En el m~todo de expansi6n un orbital viene expres~ 
do como combinaci6n lineal de unas funciones de base. 
w < '[ > = L 4> ll < T > ell = ~ ( 
ll 
En este case la matriz densidad ser~ 
I + + + p(T• T) = ~ c c ~ = ~ R ~ 
donde R es la matriz que representa al "operador densidad" 
en la base i¢ }, sus elementos son 
ll 
El valor esperado del operador F ser~ en este caso: 
* = I I c c" <4> IFI 4> > = ll v ll \) l.l \) 
= t t R F = T (FR) = Tr(RF) L L ll'V ll'V r 
l.l \) 
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El elemento diagonal de la matriz densidad por dt, 
es la probabilidad de que el primer electr6n este en el volu 
men dT 1 , simultaneamente el segundo en dT 2 ••• y el N en dTN. 
Como las part!culas son indestinguibles, la probabilidad de 
que N electrones ocupen N elementos de volumen seleccionados, 
dT 1 , ••• dTN en cualquier orden es: 
N ! P k ( T I T ) dT = r ( T 1 , ••• , TN I T 1 ••• T N) dT 
y dado que la traza de pk(T'IT) es 1 tendremos que 
2. Matrices Densidad Reducidas y Matrices de Transici6n 
La matriz densidad reducida de orden p, variando p 
desde 1 hasta N, y cuyos elementos diagonales determinan la 
probabilidad de hallar p electrones en el volumen dT 1 ••• dTp' 
viene expresada como 
Este convenio de normalizaci6n es el de Me Weeny (114) el de 
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Con ayuda de estas matrices, podemos expresar el v! 
lor esperado de un operador F que depende solo de p part!cu-
las 
/ 
<ljlkiFiljlk> = !: )F r(T~ ••• T~IT 1 ... Tp)dT 1 ••• dTp 
Las matrices densidad reducidas se pueden obtener 
todas a partir de la de orden N por integraci6n, en partie~ 
lar la de orden p a partir de la p+l ser!: 
Gracias a estas matrices, la energ!a para una mol~ 
cula dentro de las aproximaciones en las que est! hecho este 
trabajo tendr~ la expresi6n: 
z zb 1f2 I /(Tl,Tl) E I a r(-rll-rl)dTl- l = - vl Z dTl + 
a>b Rab 2 a a r la 
+ ~JJ r(Tl,-r21-rl,-r2) dTl d-r2 r12 
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En forma totalmente an!loga podemos definir las ma 
trices densidad de transici6n reducidas. 
~uando las funcione~ de onqa con las que se con$-
truyen estas matrice$ densidad son @t~simt1t~ica~, ~as ma1!"' 
t~ices den~ida~ se~!p antiaim~tric~s en ca9a oonj~to d~ ~~s 
!ndices; lo que implica que se anular&1 cuando las coordena-
das de espacio y de spin de las part!culas coinciden lo que 
habla de que las funciones antisim~tricas tienen en cuenta 
parte de la correlaci6n 1 la debida a electrones con el mis-
mo spin. Ver cap!tulo II. 
Cuando el nperador hamiltoniano es sin spin es in-
teresante trabajar con matrices densidad sin spin que pue-
den obtene~se por contracci6n ~obre el spin. 
Si llamamo$ 
I I ( I I 
r ( v1 , .•. , v I v1 , •.• 1 v ) = ; r ( -r 1- 1 ••• -r I -r 1 , ..• 1 T ) da 1 .•• da P - p. ~) P . P· . P 
Para part!culas puede e.xpresarse como 
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y para dos part!culas 
donde ra 6 <vi,vilv1v 2) es el coeficiente de a(vi> S(v2> a(v1 > 
s<v2) en r(vi,vilv1v2 ) y rP<viv21v1v2) y ra<vi,v21v1 ,v2 ) 
son las funciones de distribuci6n para spines paralelos y an 
tiparalelos. 
3. Matrices Densidad construidas con un·Determinante de Sla-
ter 




)"' 'I' dT = ld<k,l> I 
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que cuando los spinorbitales son ortonormales d(k,l) es la 
matriz IN. Este caso fu~ el que estudiaron Fock y Dirac in-
troduciendo la magnitud: 
p(-r!,-r.) = i: $k(Ti') $k*(TJ.) 
l. J k=l 
que es invariante cuando se someten los spin orbitales a una 
transformaciOn unitaria y adem~s es idempotente. 
;· [p ( T i I T d 2 = ) p ( T i I t ) p ( t I T 1) dt = 
= L L 4>k<-ri> -r~<-r 1>fk<t> 4>~<t> dt = k 1 
y su traza es igual a N 
Tr(p) = N 
Se reconoce e.n este p ( T i I T 1) a la matriz densidad de 
primer arden construida con esta funci6n de onda siendo las 
otras matrices densidad en funci6n de esta 
= 
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M~todos de Ortonormalizaci6n 
En los calculos mecanocurutticos "ab initio" se uti 
lizan dc)s m~todos fundamentelmente el de Schmidt y el de 
Lowdin, ambos pasan la matriz de los recubrimientos s forma 
dos por los elementos S = <x lx > a la matriz unidad. 
lJ'V lJ 'V 
M~todo de Schmidt.- Es quiz! el m!s conocido y utilizado 
aunque tiene una particularidad que en algunos casas puede 
ser un inconveniente 1 que no le concede ia misma importan• 
cia a todos los vectores. La matriz de cambia de base A es 
en este _caso triangular. 
Llamando 
X = (x 11 x2' • • • I xn> la base antigua 
0 0 0 0 la base ortogonal X = <x 1 , X21 • • • I xn) 
0 
xA X = 
t 0 tA t X = X 
t 0 0 tA t A tA S A I X X = X X = = 
Se ptiede ver que con este cambio de base se simpli-
- 233 -
fican las ecuaciones de Hartree-Fock-Roothaan, a partir de la 
expresi6n 
F C = e; S C 
como 
= X C = x° C0 c = 
sustituyendo queda 
= 
Multiplicando por la izquierda por tA 
t 0 t 0 0 A F A C = e; A S A C = e; C 
Hacienda 
queda 
M~todo ue Lowdin 
Para ortonormalizar F C = e: S C Lowdin hace el cam-
bio de base 
lo que irnplica 
x' = -1/2 X S 
c• = s1/ 2 c 
{156} 
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multiplicando·pcr s-1/ 2 a la izquierda y sustituyendo la an 
terior 
s-112 F s-112 c• = E s-112 s s-1/ 2 c• = EC' 
hacienda 
F' = s-1/2 F s-1/2 
queda 
F' C' = E C' {157} 
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APENDICE IV 
Degeneraci6n de Spin 
1. M~tocos para hallar funciones propias de spin 
Los m~todos para construir funciones propias del op~ 
2 
radar S (lOJ) y (~15) son: 
a) Empleo de los operadores s+ y s_.- En este m~todo~ 
se parte de la funci6n propia de los operadores s2 y Sz co-
rrespondientes a M
8 
= S que puede construirse f4cilmente, y 
utilizando los operadores s+ y s se obtienen las dem!s fun-
ciones de s2 con Ms ~ s. 
b) Empleo de los proyectores.- A partir de una fun-
ci6n, este m~todo nos da su proyecci6n en el subespacio de 
spin deseauo. 
c) Ecuaci6n secular.- En este m~todo se parte de la 
hip6tesis de que una funci6n propia general puede construir-
se como combinaci6n lineal de todas las funciones posibles 
que puedan formarse con na spin-orbitales de spin o y n 6 de 
spin a. El ndmero de estas funciones es 
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(n + n8) ! iN (' a ! = = n J n I I t 'na a• n8 • a 
entonces al expresar que 
y hallar el producto escalar de ambos miembros de la !qual-
dad por "'1 I ••• , lJJN queda un sistema de r: } ecuaciones con 
' a 
igual ndmero de incognitas y homog~neo~ como se sabe para 
que las soluciones de este sistema sean distintas de la tri 
vial; tendr~ que ser igual a cero el determinante de los 
coeficientes. A partir de ah! se hallan los valores posi-
bles de s sustituyendo en el sistema de ecuaciones, los va-
l 2 n !ores de A , A 1 ••• , A • 
u) Construcci6n gene~l6gica.- En este m~todo se ha-
llan las funciones propias de spin a partir de las funciones 
propias de spin con un electr6n menos. Nos vienen dadas por 
las expresiones siguientes 
lJJ(n+l, s + ~~ M + i, k) =Vs + M + 1 lJJ(n 11 s,M,h)cpn+l + 
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~(n+l, s - }, M + ~, h) =Vs - M $(n,s,M,h)•n+1 
- Vs + M + 1 ~(n,s,~l,h) •n+l 
2 donde ~(n,s,M,h) es una funci6n propia deS y Sz den part! 
culas siendo h el nGmero geneal6gico que var!a desde 1 hasta 
fh que es el arden de la degenerac16n. 
s 
La demostraci6n de que estas funciones 
nes propias de s 2 es f~cil de ver (103) y (115). 
son funcio-
La aplicaci6n a sistemas crecientes de electrones se 
puede ver con el diagrama de ramificaciones. 
donde para m~s de dos electrones salen varias funciones para 




2.·Degeneraci6n de spin 
Se conoce como degeneraci6n de spin la existencia de 
m~s de una funci6n propia para un S y un M8 dados. 
Cuando partimos de una funci6n de onda formada a pa~ 
tir de na spin-orbitales de spin a y n8 spin-orbitales de 
spin 8 ; el namero de funciones de onda diferentes con esos 
na y n8 ser~, para un M8 dado: 
(n + ns)! 
= (N 1 (:J a = n I na! . l'· n 1 a .. a· 
y el valor de M 
s 
ser~ 
n - n 
M a 8 = s 2 






a - n a 
2 
Si suponemos uno de ellos, per ejemplo n 8 m~s pequefio el nd 
mero de posibles valores de S para ese M
5 
ser~ n 8 + 1. Evi-
.'N ' dentemente [ ). > n 0 +l lo que implica la existencia de una 
. n8· 1-l 
degenernci6n. 
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Varna· a hallar ahora el orden de esa degeneraci6n, 
na - na 
Para el caso de multiplicidad m~s baja S
0 
= 2 el na 
mero de funciones de spin de esa multiplicidad ser~ el nam~ 
ro total de funciones de spin N (para un M
8 
dado) menos el 
n - n 
ndmero total de funciones de spin con S > a 2 a • Este nd 
mero N1 es igual al nGmero total de funciones con id~ntico 
na - na 
ndmero de electrones pero con M
8 
= 2 + 1 
(na + na): ( n 
1 ) Nl = 
= 





- {n n +1) s tn 
0 , a . :X . 
Siguiendo un procedimiento inductive para un numero 
cu~ntico superior S queda 
X 
de donee 
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