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Résumé
Cet article présente une stratégie de partitionnement déterministe pour paralléliser le par-
cours des espaces de recherche, dans le but de résoudre les problèmes de Programmation
Par Contraintes (PPC). Ce travail est réalisé dans le cadre d’un projet industriel nommé PA-
JERO, dont le but est de proposer un solveur de PPC parallèle qui doit répondre toujours la
même solution en utilisant le mode séquentiel ou parallèle. Il est clair que l’exploration pa-
rallèle des espaces de recherche modifie l’ordre dans lequel les nœuds solutions sont visités.
Dans le contexte où la première solution trouvée est retournée à l’utilisateur, l’utilisation de
plusieurs cœurs de calcul peut modifier la solution retournée. Dans la littérature, plusieurs
stratégies non déterministes ont été proposées pour paralléliser l’exploration des espaces de
recherche. La plupart de ces stratégies sont basées sur la technique de vol de travail (Work
Stealing). Celle-ci est utilisée pour partitionner dynamiquement l’espace de recherche en sous-
espaces, puis à affecter chaque sous-espace à un cœur de calcul. Notre étude consiste à rendre
l’algorithme de recherche parallèle déterministe par rapport à l’algorithme séquentiel. Nous
considérons que l’algorithme de recherche séquentielle est déterministe. La solution proposée
est simple et élégante. Elle consiste à introduire un ordre total sur les nœuds, dans le but de
retourner toujours la même solution que la première solution retournée en séquentiel, quel que
soit le nombre de cœurs utilisés. Pour évaluer cette stratégie de partitionnement déterministe,
nous avons effectué des expériences en utilisant un solveur de PPC nommé Google OR-Tools
au-dessus de notre framework parallèle Bobpp. Les performances sont illustrées par la résolu-
tion des problèmes de PPC modélisés en utilisant le format FlatZinc.
Mots-clés : Parallélisme, Programmation Par Contraintes, Déterminisme, Vol de travail
1. Introduction
Nous présentons dans cet article une version deterministe d’algorithme de recherche parallèle
utilisé pour résoudre des problèmes d’optimisation ou de satisfaction de contraintes. Dans la
littérature, il existe plusieurs études sur la parallélisation des espaces de recherche, comme
celles effectuées dans le domaine de la Programmation Par Contraintes (PPC) [17, 16, 19, 11]. Il
existe aussi quelques solveurs de PPC parallèles tels que Gecode [13], Parallel COMET [10] et
Parallel ILOG [8], etc. La majorité des solveurs de PPC parallèles utilise la technique de vol de
travail (Work Stealing) [5] pour paralléliser l’exploration des espaces de recherche.
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Dans le cadre de la Programmation Mathématique (PM), il y a aussi beaucoup de travaux effec-
tués pour paralléliser l’exploration des espaces de recherche. Pour autant que nous sachions,
il y a peu de solutions où la recherche parallèle est déterministe. Par exemple, dans le logi-
ciel commercial CPLEX développé par IBM, l’utilisateur a le choix entre l’utilisation du mode
déterministe ou opportuniste. IBM a introduit cette fonctionnalité pour répondre aux besoins
de ses clients. Toutefois, il n’existe pas de publications montrant comment le déterminisme est
abordé dans ce cas.
Dans le cadre d’un projet industriel nommé PAJERO financé par OSEO-ISI [15], un algorithme
de recherche parallèle a été proposé pour explorer les espaces de recherche. Cette stratégie,
appelée la Stratégie de Partitionnement Dynamique Anticipée (SPDA) [9], est basée sur une
méthode de partitionnement dynamique en utilisant la technique de vol de travail.
La SPDA fonctionne bien, avec un bon équilibrage de charge entre les cœurs de calcul, pour
résoudre les Problèmes de Satisfaction de Contraintes (PSC) et les Problèmes d’Optimisation
de Contraintes (POC) en utilisant les techniques de la PPC. Elle est implémentée en utilisant
le solveur OR-Tools [16] au-dessus de notre framework parallèle Bobpp [6]. OR-Tools est un
solveur de PPC séquentiel, il est développé en open source par l’équipe de recherche Google.
Bobpp est un framework open source qui fournit une interface entre les solveurs de problèmes
combinatoires et les machines parallèles.
Le problème de la SPDA est que l’algorithme de recherche n’est pas déterministe. Comme pour
CPLEX, où la fonctionnalité de déterminisme a été introduite pour répondre aux besoins des
clients, nous avons proposé une version modifiée de la SPDA pour assurer que la solution
retournée à l’utilisateur est toujours la même quel que soit le mode d’exécution séquentiel ou
parallèle.
Avoir la même solution pour chaque exécution, facilite pour le programmeur le débogage pen-
dant la phase de développement. Cela facilite également le test des programmes parallèles, en
utilisant la même technique que pour les programmes séquentiels.
L’originalité de notre étude est de proposer une Stratégie de Partitionnement Déterministe
(SPD) basée sur les propriétés de la recherche pour résoudre les problèmes de PPC.
D’abord, nous considérons que l’algorithme de recherche séquentielle est déterministe, ce qui
signifie que le solveur séquentiel donne toujours la même solution. En utilisant le mode paral-
lèle, la première solution ou la première solution optimale retournée n’est pas nécessairement
la même que la solution retournée en mode séquentiel. En effet, pour la recherche parallèle,
l’ordre dans lequel les nœuds solutions sont visités n’est pas toujours le même ordre que l’ordre
obtenu en mode séquentiel.
Pour effectuer une recherche parallèle déterministe, la SPD utilise le même principe que la
SPDA qui consiste à partitionner l’espace de recherche en sous-espaces pendant l’exécution de
l’algorithme de recherche. Ensuite, elle affecte chaque sous-espace à un cœur de calcul.
Pour trouver toujours la même solution, nous introduisons un identifiant unique pour chaque
nœud solution. L’identifiant de nœud représentant le chemin du nœud racine au nœud solu-
tion. A chaque fois qu’un cœur de calcul trouve une solution, il sauvegarde cette solution en
tant que la solution la plus à gauche et arrête tous les autres cœurs qui travaillent à droite de
la branche de la solution la plus à gauche. La solution la plus à gauche est partagée entre tous
les cœurs de calcul. Quand une nouvelle solution est trouvée, nous comparons l’identifiant de
cette nouvelle solution avec l’identifiant de la solution la plus à gauche. L’identifiant de cette
nouvelle solution est forcément plus à gauche que l’identifiant de la solution la plus à gauche,
dans ce cas, nous mettons à jour la solution la plus à gauche avec cette nouvelle solution. Se-
lon ce principe, la solution la plus à gauche est la même que la première solution trouvée en
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séquentiel.
Ce principe est appliqué seulement pour résoudre les PSC, car toutes les solutions ont la même
évaluation. Par contre, pour résoudre les POC, les nœuds solutions n’ont pas tous la même
évaluation. Par conséquent, l’objectif dans la résolution des POC est de trouver la solution la
plus optimale. Afin de retourner toujours la même solution optimale, nous proposons qu’à
chaque fois qu’un cœur de calcul trouve une nouvelle solution, il ne doit pas arrêter les autres
cœurs, et il met à jour la solution optimale la plus à gauche si :
– L’évaluation de la nouvelle solution est plus optimale que l’évaluation de la solution opti-
male la plus gauche,
– L’identifiant de la nouvelle solution est plus à gauche que l’identifiant de la solution optimale
la plus à gauche et les deux solutions ont la même évaluation.
La section suivante présente la définition du déterminisme dans le parallélisme. Dans la sec-
tion 3, le principe de la SPD est présenté. Des expérimentations pour résoudre des problèmes
de PPC modélisés en utilisant le format Flatzinc sont données dans la section 4. Enfin, une
conclusion et quelques perspectives sont proposées en section 5.
2. Définition du Déterminisme dans le Parallélisme
Un problème de PPC est constitué d’un ensemble de variables, X = {x1, x2, ..., xn}, pour chaque
variable x ∈ X, il existe un ensemble fini de domaines de valeurs, D(x) = {a1, a2, ..., ak} et une
collection finie de contraintes, C = {c1, c2, ..., cm}.
Chaque contrainte ci ∈ C contient un certain ensemble de variables Vars(C), et elle peut être
considérée comme étant un sous ensemble du produit des domaines de variables de Vars(C)
(i.e C est l’ensemble des Tuples qui satisfont les contraintes).
Un problème (β) de PPC peut être résolu comme suit : Au début, toutes les variables de β
sont non assignées. A chaque étape, une variable x est choisie, et une valeur possible a ∈ D(x)
est affectée à son tour. Chaque branche d’un arbre de recherche calculée par cette recherche
définit une affectation. Ensuite, le mécanisme de propagation vérifie, pour chaque valeur la co-
hérence de cette affectation partielle avec les contraintes. En cas de cohérence, un appel récursif
est effectué. Chaque affectation partielle crée un nœud dans l’arbre de recherche. Ainsi, nous
associons la consistance d’un nœud avec la cohérence implicite d’une affectation.
Il existe plusieurs heuristiques pour choisir les variables de branchement, et pour chaque va-
riable la valeur à affecter, ces heuristiques sont appelées les méthodes de branchement [18]
et [1].
Les méthodes de branchements peuvent dépendre de :
– Les données locales d’un nœud : Le branchement ne dépend pas de l’historique de la re-
cherche et de l’exploration de l’espace de recherche. Dans ce cas, nous pouvons dire que
l’algorithme de recherche séquentielle qui utilise cette méthode de branchement est un al-
gorithme déterministe et la première solution trouvée en séquentiel est représentée par la
solution la plus à gauche pour chaque exécution.
– L’apprentissage des informations : Il est possible de relancer la recherche à chaque fois qu’une
nouvelle information sur l’espace de recherche est obtenue. Dans ce cas, ni l’algorithme sé-
quentiel ni l’algorithme parallèle ne peut être un algorithme déterministe.
– Le branchement aléatoire : Le choix des variables et le choix des valeurs de chaque variable
sont totalement aléatoires. Dans ce cas aussi, nous ne pouvons pas avoir un algorithme dé-
terministe.
Heureusement, le solveur OR-Tools utilise une heuristique déterministe pour choisir le bran-
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FIGURE 1 – Arbre de recherche
chement des variables sur la base des données locales des nœuds. OR-Tools est un solveur de
PPC développé en C++ par l’équipe de recherche Google. Le principe de ce solveur est d’ex-
plorer l’arbre de recherche afin de trouver une ou toutes les solutions possibles en utilisant la
technique de Backtrack [2].
En utilisant le déterminisme dans le parallélisme, la performance peut être modélisée en pre-
nant une entrée (problème) et en calculant une sortie (solution). Dans cette étude, la sortie est
déterminée uniquement par les entrées des données et non pas par le temps de calcul, l’accélé-
ration, l’ordonnancement des cœurs ou le nombre de cœurs utilisés.
Le programme parallèle est déterministe si, pour une entrée donnée, chaque exécution du pro-
gramme parallèle produit un résultat identique et ce résultat est le même que le résultat obtenu
en utilisant le mode séquentiel. Dans la littérature, il existe quelques travaux réalisés pour
rendre les algorithmes déterministes [3], [14] et [4].
La figure 1 représente un arbre de recherche avec deux solutions. Pour trouver la première
solution, on peut utiliser deux modes d’exécution :
– Le mode séquentiel : le cœur 0 visite le nœud 1 ensuite le nœud 2 qui est un nœud solution,
– Le mode parallèle en utilisant deux cœurs de calcul : le cœur 0 visite le nœud 1 et le cœur 1
visite le nœud 4 qui est un nœud solution.
En utilisant le mode séquentiel, la première solution trouvée est représentée par le nœud 2.
En utilisant le mode parallèle, la première solution trouvée est représentée par le nœud 4. En
conséquence, l’ordonnancement parallèle et séquentiel ne donnent pas toujours la même so-
lution. Dans la section suivante, nous présentons une nouvelle stratégie de partitionnement
déterministe parallèle qui donne toujours la même solution quel que soit le mode d’exécution
(parallèle ou séquentiel) et quel que soit le nombre de cœurs de calcul utilisés par le mode paral-
lèle. Comme actuellement la majorité des logiciels sont composés de modules complémentaires
entre eux, l’utilisation d’un algorithme déterministe peut faciliter aux programmeur la parallé-
lisation d’un module sans modifier le fonctionnement global du logiciel. Comme présenté dans
[3], l’utilisation d’un algorithme déterministe présente d’autres avantages aux programmeurs,
par exemple :
– Faciliter le débogage des programmes au cours de développement de son logiciel,
– Tester le programme parallèle en utilisant la même technique que pour le programme sé-
quentiel.
3. Stratégie de Partitionnement Déterministe (SPD)
Le but de cette stratégie est de proposer un algorithme parallèle déterministe. Pour effectuer
une recherche parallèle, la SPD utilise le même principe que la SPDA en utilisant le solveur
OR-Tools au-dessus du framework parallèle Bobpp.
Le framework Bobpp est utilisé comme un support d’exécution. L’objectif de ce framework est
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de fournir un environnement unique pour la plupart des classes de problèmes d’optimisation
combinatoire qui peuvent être résolus en utilisant différents environnements de programma-
tion comme les POSIX threads ainsi que MPI [6].
Le principe utilisé par la SPDA est basé sur une méthode de décomposition dynamique de
l’arbre de recherche. A chaque fois qu’un cœur de calcul visite un nœud dans l’arbre de re-
cherche, il teste s’il n y a pas un cœur en attente. Dans ce cas, le cœur actif, qui explore les
nœuds, arrête la recherche sur le nœud OR-Tools le plus à gauche. Le chemin du nœud racine
jusqu’au nœud droit est enregistré dans ce que nous appelons le nœud-BOB. Le nœud-BOB est
inséré dans la File de Priorité Globale de Bobpp appelée FPG, ensuite le cœur actif, poursuit la
recherche avec le nœud OR-Tools gauche. Sinon, s’il n’y a pas de cœur en attente, le cœur actif
effectue une recherche locale à l’aide du solveur OR-Tools. Cette stratégie de partitionnement
est expliquée en détail dans [9].
Pour des raisons techniques dans le solveur OR-Tools, à chaque fois qu’un cœur de calcul com-
mence une nouvelle recherche en utilisant un nœud-BOB, il est obligé d’effectuer une recherche
redondante du nœud racine jusqu’au nœud partitionné. Pour limiter l’exploration des nœuds
redondants, nous avons proposé d’ajouter un seuil de partitionnement qui limite le nombre
des sous-arbres partitionnés. Ce seuil est augmenté automatiquement à chaque fois qu’un dés-
équilibre de charge entre les cœurs de calcul est détecté [9].
L’objectif de la SPDA est d’explorer tout l’arbre de recherche pour trouver toutes les solutions
possibles. C’est pour cela que le nœud-BOB représente le chemin du nœud racine vers le nœud
droit le plus élevé afin de minimiser le nombre de nœuds redondants. Au contraire, la SPD
n’est pas obligée d’explorer tous les nœuds de l’arbre de recherche, car le but est de trouver la
première solution ou la première solution optimale la plus à gauche. Dans le cadre des arbres
de recherche générés par le solveur OR-Tools, les nœuds solutions sont les nœuds feuilles tels
que présentés dans la figure 2, ce qui signifie que les nœuds solutions sont les nœuds les plus
bas de l’arbre de recherche. Par conséquent, en utilisant la SPD, le nœud-BOB représente le
chemin du nœud racine jusqu’au nœud droit le plus bas, afin d’explorer d’abord les nœuds
les plus proches des nœuds solution.
FIGURE 2 – Arbre de Recherche
généré par le solveur OR-Tools
FIGURE 3 – Recherche Parallèle effectuée par la
Stratégie de Partitionnement Déterministe
La figure 3 montre la progression d’une exploration parallèle d’un espace de recherche de PPC
en utilisant la SPD.
– Le cœur 0 commence la recherche avec le nœud racine, il détecte qu’il existe des cœurs en
attente (cœur 1, 2 et 3). Dans ce cas, le cœur 0 insère le nœud droit le plus bas dans la FPG,
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Algorithm 1 Algorithme de Recherche Parallèle Déterministe
Require: S, le seuil de partitionnement
P, le seuil de nœud courant
SPG, la Solution la Plus à Gauche, initialement égale à nulle
if une solution S est trouvée then
if S est plus à gauche que SPG then
SPG=S
Arrêter tous les cœurs qui travaillent à droite de la branche de la SPG
end if
else
if ∃ au moins un cœur en attente et P < S then
Arrêter la recherche sur le nœud gauche
Créer le nœud-BOB (sous-arbre droit) et l’insérer dans la FPG
Continuer la recherche avec le nœud gauche
else
Effectuer une exploration séquentielle de l’espace de recherche
end if
end if
– Le cœur 1 prend le nœud inséré dans la FPG et commence la recherche. Chacun des deux
cœurs actifs (cœur 0 et 1) détecte en parallèle l’existence des cœurs en attente (cœur 2 et 3).
Donc, chaque cœur actif insère dans la FPG le nœud droit le plus bas de son sous-arbre.
– Tous les cœurs de calcul travaillent en parallèle, ce qui facilite l’équilibrage de charge entre
les cœurs.
– Quand une solution est trouvée, elle est sauvegardée dans un espace global appelé dans le
framework Bobpp le But, qui est un espace partagé entre tous les cœurs de calcul.
Pour retourner toujours la même solution en utilisant le mode parallèle, la SPD utilise un iden-
tifiant unique pour chaque nœud solution. Comme présenté dans la section 1, l’identifiant de
nœud représente le chemin du nœud racine au nœud solution. Pour trouver la même solution
avec n’importe quel nombre de cœurs, la SPD change le comportement en fonction du type
de problème de PPC. Les sous-sections 3.1 et 3.2 présentent le comportement de la SPD pour
résoudre les PSC et les POC.
3.1. Stratégie de Partitionnement Déterministe pour Résoudre les Problèmes de Satisfaction
de Contraintes
Pour résoudre un PSC avec un algorithme déterministe, nous ajoutons quelques contraintes
pour les cœurs actifs utilisés dans la recherche parallèle. Donc, à chaque fois qu’un cœur trouve
une solution, il la sauvegarde comme étant la Solution la Plus à Gauche (SPG) et demande aux
autres cœurs qui explorent en parallèle les branches qui se situent à droite de la branche de
la SPG d’arrêter leurs recherches afin de concentrer la recherche sur la partie gauche de la
branche de la SPG. La SPG est partagée entre tous les cœurs de calcul. Si une nouvelle solution
est trouvée, la SPG est mise à jour par cette nouvelle solution. Nous effectuons cette mise à jour
parce que l’identifiant de la nouvelle solution est toujours située à gauche de l’identifiant de
la SPG. Lorsque l’exploration parallèle de l’arbre de recherche est terminée, la SPD retourne à
l’utilisateur la SPG qui est la même solution que la première solution obtenue en séquentiel.
L’algorithme 1 montre le principe de la SPD pour résoudre un PSC qui est représenté par son
arbre de recherche dans la figure 4.
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FIGURE 4 – Arbre de Recherche pour Résoudre
un Problème de Satisfaction de Contraintes
Étapes Cœur 0 Cœur 1 Cœur 2
1 Nœud 1 En Attente En Attente
2 Nœud 2 Nœud 14 En Attente
3 Nœud 3 Nœud 15 Nœud 13
4 Nœud 4 En Attente En Attente
5 Nœud 5 Nœud 7 Nœud 10
6 Nœud 6 Nœud 8 Nœud 11
7 En Attente Nœud 9 Nœud 12
FIGURE 5 – Un Ordonnancement des
cœurs de calcul utilisé pour résoudre un
Problème de Satisfaction de Contraintes
Pour trouver toujours la même solution représentée par le nœud 12 dans la figure 4 en utilisant
la SPD avec 3 cœurs, nous exécutons les étapes suivantes. Pour aider le lecteur à suivre les
progrès de la SPD, nous n’avons pas pris en compte le parcours redondant des nœuds qui est
expliqué en détail dans [9] :
– Étape 0 : Le cœur 0 commence la recherche avec le nœud racine,
– Étape 1 : Le cœur 0 visite le nœud 1 et il détecte qu’il existe d’autre cœurs en attente (cœur 1
et 2), donc le cœur 0 insère le nœud 14 dans la FPG,
– Étape 2 : Le cœur 0 visite le nœud 2 et insère le nœud 13 dans la FPG car le cœur 2 est toujours
en attente, le cœur 1 visite le nœud 14,
– Étape 3 : Le cœur 0 visite le nœud 3, le cœur 1 visite le nœud 15 et le cœur 2 visite le nœud
13 qui est un nœud solution. Comme le cœur 1 visite le nœud 15 qui est à droite de nœud
solution, le cœur 2 demande au cœur 1 d’arrêter la recherche,
– Étape 4 : Le cœur 0 visite le nœud 4 et détecte que les cœurs 1 et 2 sont en attente. Le cœur 0
insère les nœuds 7 et 10 dans la FPG. Le cœur 1 est en attente car il a été arrêté par le cœur 2.
Le cœur 2 est en attente parce qu’il a terminé sa recherche dans son sous-arbre.
– Étape 5 : Le cœur 0 visite le nœud 5, le cœur 1 visite le nœud 7 et le cœur 2 visite le nœud 10,
– Étape 6 : Le cœur 0 visite le nœud 6, le cœur 1 visite le nœud 8 et le cœur 2 visite le nœud 11,
– Étape 7 : Pour finir, le cœur 0 est en attente, le cœur 1 visite le nœud 9 et le cœur 2 visite le
nœud 12. Le nœud 12 est un nœud solution et comme il n’y a pas de cœur qui explore la
recherche à droite de ce nœud solution, le cœur 2 ne demande pas aux autres cœurs d’arrêter
la recherche.
Le tableau 5 est un résumé d’un ordonnancement des cœurs de calcul utilisé par la SPD pour
résoudre un PSC. Lorsque la SPD termine l’exploration de l’arbre de recherche, il retourne à
l’utilisateur la solution la plus à gauche, représentée dans la figure 4 par le nœud 12. Cette
solution est la même que la première solution retournée en utilisant l’exécution séquentielle.
3.2. Stratégie de Partitionnement Déterministe pour Résoudre les Problèmes d’Optimisa-
tion de Contraintes
La différence entre les PSC et les POC est que dans les PSC toutes les solutions ont la même
évaluation, alors que dans les POC, les solutions n’ont pas toutes la même évaluation. Ainsi
résoudre un PSC consiste simplement à trouver une solution, et résoudre un POC consiste à
trouver une solution dont la valeur est optimale.
Par exemple, dans la figure 6, qui représente l’arbre de recherche généré pour résoudre un
POC (cas d’un problème de minimisation), nous pouvons voir qu’il y a beaucoup de solutions,
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mais la solution la plus optimale (avec une évaluation minimum) est la solution représentée
par le nœud 12 et qui a la plus petite évaluation (18). Dans un espace de recherche généré pour
résoudre un POC, il est possible de trouver plusieurs solutions optimales. Dans l’exécution
séquentielle, à chaque fois que l’algorithme de recherche trouve une solution, il évalue et sau-
vegarde la solution la plus optimale. Lorsque l’algorithme de recherche visite tous les nœuds,
il retourne à l’utilisateur la première solution la plus optimale. Pour obtenir cette même solu-
tion optimale en utilisant une exécution parallèle, nous utilisons le même principe que la SPD
pour résoudre les PSC avec une petite modification. Quand un cœur actif trouve une solution,
il la sauvegarde en tant que la Solution Optimale la Plus à Gauche (SOPG) et il n’oblige pas les
autres cœurs actifs à arrêter leur recherche. Si une nouvelle solution est trouvée, la SOPG est
mise à jour dans deux cas :
– Premier cas : L’évaluation de la nouvelle solution est plus optimale que l’évaluation de la
SOPG,
– Second cas : La SOPG et la nouvelle solution ont la même évaluation, mais l’identifiant de la
nouvelle solution est plus à gauche que l’identifiant de la SOPG.
FIGURE 6 – Arbre de Recherche pour Résoudre
un Problème d’Optimisation de Contraintes
Étapes Cœur 0 Cœur 1 Cœur 2
1 Nœud 1 En Attente En Attente
2 Nœud 2 Nœud 14 En Attente
3 Nœud 3 Nœud 15 Nœud 13
4 Nœud 4 Nœud 16 En Attente
5 Nœud 5 Nœud 17 Nœud 7
6 Nœud 6 Nœud 18 Nœud 8
7 Nœud 10 Nœud 19 Nœud 9
8 Nœud 11 Nœud 20 En Attente
9 Nœud 12 En Attente En Attente
FIGURE 7 – Un Ordonnancement des
cœurs de calcul utilisé pour résoudre un
Problème d’Optimisation de Contraintes
Pour trouver toujours la même solution représentée par le nœud 12 dans la figure 6, en utilisant
la SPD avec 3 cœurs, nous exécutons les étapes suivantes :
– Étapes 0, 1 et 2 : Mêmes étapes que celles vues pour résoudre un PSC,
– Étape 3 : Le cœur 0 visite le nœud 3, le cœur 1 visite le nœud 15 et le cœur 2 visite le nœud
13. Le nœud 13 est un nœud solution, il est sauvegardé comme étant la solution optimale la
plus à gauche,
– Étape 4 : Le cœur 0 visite le nœud 4 et détecte que le cœur 2 est en attente. Le cœur 0 insère
le nœud 7 dans la FPG. Le cœur 1 visite le nœud 16,
– Étape 5 : Le cœur 0 visite le nœud 5 qui est un nœud solution, mais nous ne pouvons pas
mettre à jour la solution optimale la plus à gauche avec cette solution car l’évaluation du
nœud 5 est égale à 20 ce qui est plus grand que l’évaluation de la solution optimale la plus à
gauche (valeur 18 ). Le cœur 1 visite le nœud 17 et le cœur 2 visite le nœud 7,
– Étape 6 : Le cœur 0 visite le nœud 6, le cœur 1 visite le nœud 18 et le cœur 2 visite le nœud 8,
– Étape 7 : Le cœur 0 visite le nœud 10, le cœur 1 visite le nœud 19 et le cœur 2 visite le nœud 9.
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Les nœuds 9 et 19 sont des nœuds solutions avec la même évaluation (valeur 19), mais cette
évaluation est plus grande que l’évaluation de la solution optimale la plus à gauche (valeur
18 ). Donc, nous ne pouvons pas mettre à jours la solution optimale la plus à gauche.
– Étape 8 : Le cœur 0 visite le nœud 11, le cœur 1 visite le nœud 20 qui est un nœud solution
avec une évaluation de 22 et le cœur 2 est en attente,
– Pour finir, le cœur 0 visite le nœud 12, l’évaluation du nœud 12 est la même que l’évaluation
de la solution optimale la plus à gauche, mais le nœud 12 est plus à gauche que le nœud de
la solution optimale la plus à gauche. Dans ce cas, la solution optimale la plus à gauche est
mise à jour par le nœud 12. Les cœurs 1 et 2 sont en attente.
Le tableau 7 est un résumé d’un ordonnancement des cœurs de calcul utilisé par la SPD pour
résoudre un POC. Lorsque la SPD visite tous les nœuds, elle retourne à l’utilisateur la solu-
tion optimale la plus à gauche qui est représentée dans la figure 6 par le nœud 12, qui a une
évaluation de 18. Cette solution optimale la plus à gauche est la même solution que celle de la
première solution retournée en utilisant le mode séquentiel.
4. Expérimentation
Pour valider l’approche utilisée dans cette étude, les expériences ont été effectuées en utili-
sant une machine parallèle Intel Xeon X5650 (2.67 GHz) avec la technologie Hyper-Threading (6
cœurs physiques pour 12 threads de calcul) équipée de 48 Go de RAM, avec le système d’ex-
ploitation Linux. La version du solveur OR-Tools utilisée comme un moteur de recherche pour
résoudre les problèmes de PPC est la version 2727. Le solveur OR-Tools génère un arbre de
recherche binaire, mais la SPD proposée dans cet article peut être adaptée pour les arbres de
rechercheN-aire. Tous les problèmes de PPC résolus sont modélisés en utilisant le format Flat-
Zinc. Les temps de calcul présentés dans cette section sont donnés en secondes et sont une
moyenne de plusieurs exécutions.
 1 3.53
 6.99
 61.41
 75.96
 1  4  8  12
Ac
cél
éra
tio
n
Nombre de cœurs
Accélération moyenne pour résoudre 10 PSCAccélération moyenne pour résoudre 18 POC
FIGURE 8 – Accélération moyenne pour
trouver la première solution sans utiliser la
fonctionnalité de déterminisme
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FIGURE 9 – Accélération moyenne pour
trouver la première solution en utilisant la
fonctionnalité de déterminisme
La figure 8 (resp. figure 9) représente l’accélération moyenne pour résoudre un ensemble de
problèmes de PPC sans utiliser la fonctionnalité de déterminisme (resp. avec la fonctionnalité de
déterminisme). Dans la figure 8, pour résoudre les PSC nous avons cherché à trouver la première
solution réalisable, par contre pour résoudre les POC nous avons cherché à trouver la première
solution la plus optimale. Les problèmes résolus sont issus du MiniZinc Challenge 2012 [12]. Le
but de ce défi est de comparer les solveurs de PPC et les différentes méthodes de PPC utilisées
ComPAS’2014 : Parallélisme / Architecture / Système
Neuchâtel, Suisse, du 23 au 25 avril 2014
pour résoudre le même problème. Nous avons résolu dans ces deux expériences 28 problèmes
de PPC, 10 sont des PSC et 18 sont des POC.
En conséquence, pour résoudre les problèmes de PPC, la fonctionnalité de déterminisme per-
met d’assurer la même solution quel que soit le mode d’exécution séquentiel ou parallèle, au
prix de perdre en performance par rapport aux performances obtenues sans utiliser le détermi-
nisme.
L’exécutions de la SPD sur une machine parallèle avec 12 cœurs de calcul, nous a permis d’at-
teindre une accélération de 5.95 pour résoudre les PSC et une accélération de 5.88 pour résoudre
les POC.
FIGURE 10 – Arbre de recherche donnant
une bonne accélération
FIGURE 11 – Arbre de recherche donnant
une mauvaise accélération
Comme la SPD n’explore pas tout l’espace de recherche, la première solution ou la première
solution optimale peut être située dans la branche droite de premier niveau de l’arbre de re-
cherche, comme présenté dans la figure 10. Dans ce cas, la SPD donne une bonne accélération
(Best case). Les figures 12 et 13 confirment cet effet.
Parfois, la première solution ou la première solution optimale est représentée par le nœud
gauche le plus bas, tel que présenté dans la figure 11. Dans ce cas, la SPD ne donne pas une
bonne accélération (Worst case). Les figures 14 et 15 confirment cet effet.
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FIGURE 12 – Temps de calcul et accéléra-
tion pour résoudre le problème de Quasi
Groupe (Quasigroup7_10 [12]) qui est un
PSC
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FIGURE 13 – Temps de calcul et accéléra-
tion pour résoudre le problème Fast Food
(fastfood_ff63 [12]) qui est un POC
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FIGURE 14 – Temps de calcul et accélé-
ration pour résoudre le problème Market
(market_split_s503 [12]) qui est un PSC
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FIGURE 15 – Temps de calcul et accélé-
ration pour résoudre le problème de Fast
Food (fastfood_ff71 [12]) qui est un POC
Les figures 16 et 17 montrent le comportement des cœurs de calcul lorsque nous utilisons la
SPD. Comme résultat, les temps de calcul et d’attente sont répartis de manière équitables entre
les cœurs de calcul. De plus, tous les cœurs ont visité le même nombre de nœuds OR-Tools.
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FIGURE 16 – Équilibrage de charge pour
résoudre le problème de Naval Battle
(Sb_sb_13_13_5_1 [12]) qui est un PSC en
utilisant 12 cœurs de calcul
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FIGURE 17 – Équilibrage de charge pour
résoudre le problème de Fast Food (fast-
food_ff61 [12]) qui est un POC en utilisant
12 cœurs de calcul
5. Conclusion et Perspectives
Cet article présente une nouvelle stratégie de partitionnement déterministe parallèle qui re-
tourne toujours à l’utilisateur la même solution en utilisant le mode séquentiel ou parallèle.
L’utilisation du framework parallèle Bobpp donne une bonne accélération sur des architectures
à mémoire partagée. Ces résultats sont obtenus avec plusieurs types de problèmes d’optimisa-
tion combinatoire sur différents ordinateurs, Bobpp a également une parallélisation sur des
architectures à mémoire distribuée version mixte MPI/Pthreads. Une première perspective est
d’adapter cette Stratégie de Partitionnement Déterministe pour retourner à l’utilisateur tou-
jours la même solution sur une architecture à mémoire distribuée.
Il est également intéressant d’enrichir et d’étendre l’ensemble des problèmes résolus en utili-
sant le framework Bobpp. Comme deuxième perspective, on peut porter au-dessus du frame-
work Bobpp un solveur de SATisfiabilité booléenne (SAT), comme le solveur Glucose [7].
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