Abstract. Several characteristic functional equations satisfied by classes of polynomials of bounded degree are examined in connection with certain generalizations of the Morera-Carleman Theorem. Certain functional equations which have nonanalytic polynomial solutions are also considered.
Introduction
It was shown by H. Haruki [2] that a certain functional relation characterizes polynomials of bounded degree. More specifically let to I = e 2~i/(~+1), 1 = 0, 1 .....
Then the relation 
k=O characterizes the family of all polynomials of degree not exceeding n in the sense that (2) is satisfied by this family and they are the only solutions of (2) among all continuous functions in the complex plane. Functional equations characterizing polynomials have been studied recently by Shigeru Haruki [3] and M. A. McKiernan [5] . More general functional equations of this type have been studied by Halina Swiatak [6] , [7] , J. H. B. Kemperman [4] and others (see also references in [6] and [7] ). The above mentioned studies deal with functional equations mainly in real Euclidean spaces or finite dimensional vector spaces. The methods used are basically real variable methods in [4] , [5] , [7] and [9] and distributional methods in [6] .
In this note functional equations of the general form (2) are studied but with AMS (1980) subject classification: Primary 30E20. Secondary 30C10, 30D05.
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emphasis on the complex analytic properties of the solutions with certain connections to classical results in complex variable theory pointed out. These considerations lead to certain generalizations of the Morera-Carleman theorem which is of independent interest. The method applied is similar to the one used by L. Zalcman [9] coupled with certain distributional considerations. A possible application of some results to a numerical approach is also mentioned.
Functional relations
. and ~ot is defined by (1) .
Proof. Denote the left-hand side of (3) by S. Then (l + 1) (6) Differentiating with respect to ff and replacing F' by G we have
for a polynomial G(z) of degree p such that l<-p<-21. In this form Corollary 1 leads to a possibility of establishing a method to the basic complex variable theory by defining analytic functions in terms of convergent power series. Cauchy's theorem for analytic functions for circles follows. Then one can construct piecewise continuously differentiable homeomorphisms to more general regions, such as any piecewise continuously differenfiable Jordan curve by radial projections. The advantage of such an approach will be mainly pedagogical since most of the proofs will be based on known properties of integrals and series studied in calculus and will thus provide and opportunity of review.
Connection with the Morera-Carleman theorem
The functional relation (3) satisfied by polynomials naturally leads to the question of the extent to which (3) characterizes polynomials. We shall pose this question in a somewhat more general form, the answer to which will depend on two extensions of the Morera-Carleman theorem [9] Proof. The proof follows the method applied in [9] . First assume f is continuously differentiable. By Green's theorem f dz 2i II dxd, 
f~(z)= I If(z-~,)~(~) d~ d'q
where ~ = ~+ iT and the domain of integration if R 2, is a C a function defined for all z whose distance from the boundary of D is at least e. Moreover it is well-known that on every compact subset of D f~ converges uniformly to f as e ~ 0. If f~ C 1 then also Df~ ~ Df uniformly for any first order derivative Df of f. Some of the properties of f~ which are not used here will be applied in the proof of theorem 3 in the sequel. To complete the proof one notices that for sufficiently small rk and e
L. dz k° > (zo-~)
By the first part of the proof, f~ is analytic at Zo and therefore f is analytic at Zo. Since z0 is an arbitrary point of D the theorem is established. We remark that reasoning as in Theorem 1 we can also prove a somewhat stronger One notices that equations (2) and (7) The relations (3), (5) and (6) are particular cases of Theorem 2'. However these will be dealt separately and more generally in 
~(Zo) = 0,
so that h(2)= Pp-t(z), where Pp-t is a polynomial of degree at most (p-1). By hypothesis however h is only continuous. We apply therefore the mollifiers introduced in the proof of Theorem 1. Since f~ C 1 we have [3] lim f~ = f 
where A~ is an entire function depending on e. Since f~ --~ f as e --~ 0 and Pp-l,~ has a uniform limit as e --~ 0 it follows that A~ ~ A where A is an entire function as e--~ 0. (11) follows from (15).
Remark. It is possible that theorem 3 remains valid if f is assumed to be merely continuous but we were not able to prove this by the above method. We have is a polynomial of degree at most n.
The above results have also another aspect which is somewhat auxiliary to the considerations made here but may be worthwhile to notice. The characteristic relations which have been pointed out for classes of polynomials in z and ~ of bounded degree could possibly serve as a means of determining the degree of interpolatory polynomials in the complex plane, particularly in light of the fact that some of the converging methods interpolate functions on equidistant points on circles [1] .
