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In the scattering theory for the equation Jj’+ P(t) y=O in Banach space X it is 
known that, for a perturbation which is summable in time, the scattering operator 
is everywhere defined in the space of the generalized solutions and onto. We prove 
here that a stronger notion of scattering operator, defined in the space of the true 
solutions, is everywhere defined and onto, provided that X is reflexive and that P 
satisfies the following property: if Ls denotes the average operator 
i 
I+, 
B(i)= P(s) ds, 
then the Cauchy problem for the equation 4” + P(I) y = 0 is uniformly well posed on 
the real line. This result is applied to the Hamilton equation in Hilbert space 
(Jx’) = H(t) x, 
generalizing those of the author (Arch. Rational Mech. Anal. 86 (1984), 147-180) 
for the abstract wave equation u” + A( I) u = 0. TX 1987 Academic Press. Inc 
INTRODUCTION 
Let X be a Banach space with norm 1 1 x, and, for a.a. t E R, let P(t) and 
Q(t) be closed (generally unbounded) linear operators in A’, with constant 
domain D(P(t)) = D(Q( t)) = Y dense in X. We endow Y with such a norm 
I IY, stronger than 1 1 x, that makes Y a Banach space and P(t) and Q(t) 
continuous operators from Y into X, for a.a. t E IF!. 
This paper is devoted to the investigation of the scattering of the 
equations 
y’ + P(t) y = 0 (for a.a. tER), (1) 
z’ + Q(t) z = 0 (for a.a. t E R), (2) 
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under the basic hypothesis that 
We make the standard assumption that (cf. Theorem 1.1) the Cauchy 
problems for Eqs. (1) and (2) are both (X) well-posed uniformly on the 
real line, i.e., that there exist evolution operators ( = propagators) 
U, = u,(t, s) and U, = U, (t, s) which are both (X) equicontinuous and 
( Y) equicontinuous for all values of t and s. 
Let C, and C, denote the sets of generalized solutions of Eqs. (1) and 
(2), i.e., 
respectively. We recall that the wave operator w,$,: D(w&,) c .ZP + Z, 
associates to a generalized solution of Eq. (1) y in D( “K,‘,) the (necessarily 
unique) generalized solution of Eq. (2) z = “zP y in C, such that 
lim [y(t)--z(t)l,=O. (4) 1--r +m 
Analogously, by interchanging P with Q and/or + co with -co, one 
defines the wave operators %‘“&, ?VaP, WF~. Finally, the scattering 
operators ,4Ppep : D(s/l,,,) c Z, -+ C, and yhPp : D(YQpQ) c C, -+ C, are 
defined by the formulae sPpap = w&. w&,, 9&Q = “&,. wpa. 
Under assumption (3), it is well-known (Schmidt [S], Inoue [I]) that 
the operator 9&,, (resp. 9&) 1s everywhere defined on C, (resp. C,) and 
onto (hence it is an isomorphism with respect to the L”(R, X)-norm). 
The aim of this paper is to study the scattering of Eq. (1) with Eq. (2) 
when the requirement (4) is replaced by the stronger one 
lim Iy(t)-z(t)l,=O. (5) r--r +a> 
More specifically, if f‘, and 2, denote the sets of the (true) solutions of 
Eqs. (1) and (2), i.e., 
c,= {U,(~,O)Y.JJ~ y>, c,= {Up~~,wY:Y~ y>, 
respectively, we define the ( Y) wave operator @6,: D(@6p) c 2, -+ fQ 
by the same procedure used for w;P with (5) instead of (4), and 
analogously we define @&,, “@gP, @PQ and the (Y) scattering operators 
+..QP, &a. 
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The main result of the paper may be roughly stated as follows (for the 
precise statement we refer to Theorem 2.5). Let us consider the average 
operator 
P(t) = if+ ’ P(s) ds (te R). (6) 
Then the (Y) scattering operators gPap (resp. gQPe is everywhere defined 
on 2, (resp. ,.!?o) and onto (hence it is an isomorphism with respect o the 
L”(Iw, Y)-norm, provided that X is reflexive and that the Cauchy problem 
for the equation 
ld+&t) w=o (tER) 
is both (X) well-posed and ( Y) well-posed uniformly on the real line. 
Remarks. (I) The hypothesis of this result is not symmetric in (P, Q), 
while the thesis is symmetric. Therefore, if (1) is the unperturbed equation 
and (2) is the perturbed one, it s&ices to study (1). 
(II) The requirement on P is trivially fulfilled if P = const. 
(III) When P depends effectively on the time variable, the 
requirement on P means that those general properties of P which ensure 
the existence of the equicontinuous evolution operator must be stable with 
respect to the averaging in (6). This is the case of Hamilton equation (7). 
To be as general as possible, P and Q are not assumed to be continuous 
in time and Section 1 is devoted to establishing some preliminary results 
about linear evolution equations in Banach space in such a situation. 
In Section 2 we introduce the partial orderings Pi,, Q and P< cc Q 
and the (Y) asymptotic equivalence 
P-,x Q iE P<+, Q and Q-c,, p. 
so that the (Y) scattering operators 9,,op and poPa are everywhere defined 
and onto if Pm+= Q. Thus, our scattering problem is reduced to testing 
the (Y) asymptotic equivalence of Eq. (1) with Eq. (2): this is done in 
Section 2. 
Section 3 is concerned with the Hamilton equation in Hilbert space ;X 
(Jx)’ = H(t) x (for a.a. t E R). (7) 
In Eq. (7) J is an isomorphism in A?’ such that J* = -J= J- ‘, and 
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H(t) is a (generally unbounded) self-adjoint positive operator in Y?, with 
everywhere defined inverse, and such that 
D(H”‘( t)) = const. 2’ V (for a.a. t E iw). 
First, we prove (Theorem 3.1) the existence of a (Y)continuous solution 
to the Cauchy problem for Eq. (7), improving the result of Derguzov and 
JakuboviE [DJ], and then we apply the results of Section 2 to prove a (V) 
scattering result for two Hamilton equations (Theorem 3.2). 
We recall that the abstract waue equation in Hilbert space X 
u” + A(t) u = 0 (for a.a. t E K!), (8) 
where A(t) satisfies all the properties analogous to those of H(t), may be 




and thus our present results on Eq. (7) are the expected generalization of 
the results of [Ar2] on Eq. (8). 
We emphasize the fact that the class of Hamilton equations does not 
contain entirely the class of Schrodinger equations 
ix’ = N(t) x (for a.a. t E [w), (10) 
which may be studied dispensing with the assumption of positive 
definiteness of H(t). For the sake of completeness, a scattering result for 
Eq. (10) is given in Remark 3.1. 
Sketchy examples of applications of the results of section 3 to partial dif- 
ferential equations are given in Section 4. The literature on the topic is 
mainly concerned with the (X) scattering operators in presence of a pertur- 
bation which is in general nonsummable (e.g., constant-t summable, or 
periodic), thus combinating the features of the temporally inhomogeneous 
scattering with those of the standard temporally homogeneous one. 
Therefore the results of this paper are not comparable with those already 
known and would seem to be original. 
However, for the convenience of the reader interested in temporally 
inhomogeneous cattering, we list below (without any pretension of com- 
pleteness) the papers on the topic of which we are aware. 
For general evolution equation in Banach space: Inoue [I]. For the 
’ This choice for J is typical. Indeed, for any J such that J= -J* = -J-l there exists a 
(real) decomposition S? = &j 0 Z2 which is orthogonal with respect to the real inner product 
Re(., .), and an isometry I of .%$ onto 2, such that J= (,“I 0’) (cf., e.g., [DK, Chap. V]). 
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Schrodinger equation (10): Schmidt [S], Howland [Ho1 1, Davies [D], 
Monlezun [M], Goldstein and Monlezun [GM] and Jafaev [J2]; for 
the special case when 2 = L2(R3), H(t) = -A = def --c-;= r a2/a2tj and 
G(t) = -A + q(., t), papers by [H, KM, Jl, Ho2, Y, KY]. For the abstract 
wave equation (8): [Ar2] improves the result of Ararkcjan [A]. [Arl] 
studies the special case when A(t) = a(r) A a ; Browder and Strauss CBS] 
treated nonlinear equations, viz. a2u/at2 - Au + m2u + k(t) u3 = 0 (k(t) 
summable nonnegative function); [N, P] studied the case when A(t)= 
-A+q(., f). 
The results of this paper have been announced in [Ar4]. 
1. PRELIMINARIES: THE EVOLUTION OPERATOR FOR THE CAUCHY PROBLEM 
Let X be a Banach space with norm 1 lx, and for a.a. t > 0 let p(t) be a 
closed (generally unbounded) linear operator in X, with constant domain 
D(P(t)) = Y dense in X. We endow Y with any Banach space norm ( Iy 
which is topologically equivalent to the graph norm (I yl,+ /P(t) yl,) for 
a.a. t > 0 (such a norm exists by the closed graph theorem). We denote by 
B( Y, X) the Banach space of all linear bounded operators on Y into X 
(norm II II y,x). 
This first section is concerned with the Cauchy problem 
Y’ + P(t) Y =f(t) (for a.a. t > 0), (1.1) 
y(O)=yo~ K (1.2) 
where (at least P E L&,( [0, + cc], B( Y, X)) and fc L,‘,,( [0, + cc [, X). 
Since we allow P and f to be discontinuous in time, Eq. (1.1) will not 
have, in principle, strict solutions: we must intend Eq. ( 1.1) in the sense of 
X-valued distributions. For this purpose, let us denote by X* the antidual 
space of X and by (., .)X the relative antiduality. 
DEFINITION 1.1. A function y in L&( [0, + co [, Y) is a solution of 
Eq. ( 1.1) iff for each x E X* the identity 
f C(x7At)).l= (XT -P(t).JJ(t)+f(t))x 
holds true in the sense of distributions on [0, + CC [. 
We note that y is a solution of Eq. (1.1) iff 
y(t)--1’(S)=jr(-P4v+f)dr s 
(for a.a. t, s > 0). 
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Therefore any solution admits an (X) continuous representative, and (at 
least) in this sense we may interpret the initial condition (1.2). Thus the 
Cauchy problem ((l.l), (1.2)) h as a meaning, which may be equivalently 
formulated as follows: a function y in Lg ([0, + cc [, Y) is a solution to 
{(l.l), (1.2)) iff 
foreach4ECA([O, +co[,x*). (1.3) 
The subscript (0) in Ch( [0, + cc [I, X*) means “compact support in 
[O, + 00 [.” 
To prove the existence of a unique ( Y) bounded solution to ( ( l.l), 
(1.2)}, a standard assumption is that P(r) generates a Co semigroup 
W uP(r): a2 0) in X (for a.a. t > 0) and that 
~ME[W, ~PEL’(O, +co):foreachn~N,fora.a.O<t, < ... <t,, 
and for each n-tuple (ai) of positive real numbers (1.4,) 
Condition ( 1.4,) has been introduced in an equivalent form by Kato in 
[K3] with the name of (X) quasi-stability with index (M, p). For /? = 0, it 
reduces to (X) stability with index (M, 0) [K2]. Condition (1.4,) implies 
that, for suitable approximating Riemann step functions P for P, the 
Cauchy problem { (1.1 p), (1.2)) for j’s 0 has a solution yp which satisfies 
II YP II Lr(O,+ z,x) d M { (jo+h)j lyolx 1 + ev 
(while (X) stability with index (M, 0) implies that for every Riemann step 
function P it is It Y P II Lzco, + xc,xj G MI y. I x). 
The following theorem provides the existence of the evolution operator 
in reflexive Banach space. 
THEOREM 1.1. Let X be reflexive. Assume that P is (X) quasi-stable on 
10, + 03 [ (i.e., that (1.4,) holds), and that 
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31, E R: (P(f) + Is,) is an isomorphism of Y onto X with 
ll(p(~)+&r’Il X,Y<AP(fora.a.t>O), 
(1.5,) 
PE BV(0, + co, B( Y, X))? (1.6,) 
Then there exists a (unique) family of operators U,(t, s) E B(X) n B( Y) 
dqfined,for t 3 s 3 0, such that 
for x0 E X: 
U, (t, s) x0 is (A’) continuous jointry in t and s (t > s 2 0); (1.7,) 
for y, E Y: 
U, (t, s) y0 is ( Y) weakly continuous jointly in t and s (t 2 s 2 0); 
(l-8,) 
for t>s>r>O: 
U,(t,s).Up(s,r)=Up(t,r), U,(s,s)=%.: (1.9,) 
for yoE Y, ~30: 
; CU,(L s).!J,l= -P(t) ~,(t, J)Y, in the sense 
of X-valued distributions on Is, + a[ (see Definition 1.1); (l.lOP) 
,for y, E Y, t 3 0: 
-$ [U,(r, s) y,] = U,(t, s) P(s) y, in the sense 
of X-valued distributions on 10, t[; (1.11,) 
,for t>s>O: 
I/uP(~,~)IIx~cP; 
,fbr t 3 s 3 0: 
II U,(t, s)ll Y G CP 
(1.12,) 
(1.13,) 
ProoJ If assumption (1.6,) is strenghtened to P’ E L’(0, + co, 
’ When Z is a Banach space, f~Ev(a, b, Z) means by definition that / is a function of 
bounded variation on the interval ]a, b[ into Z. For the properties of vector-valued functions 
of bounded variation, we refer the reader to the appendix in [Br] (or, e.g., to the 
preliminaries of [Ar2]) 
418 ALBERT0 AROSIO 
B( Y, X)k3 Theorem 1.1 follows immediately from Theorem I of [K3], 
which yields as well that 
,for y, e Y: 
(I, (t, s) y, is ( Y) continuous jointly in t and s (6 > s > 0), (1.14,) 
(hence that (1.10,) and (1.11,) hold in the classical sense) and that the 
assumption of the reflexivity of X may be dropped. 
The proof in the general case may be performed along the line of 
Theorem 5.1 of [K2], and it is given in detail in [Ar5]. 1 
Remark 1.1. Assume moreover that P is (X) quasi-stable on 10, + cc [ 
in the forward as well as in the backward t-direction, i.e., by definition that 
(1.4,) holds true also for a.a. O<t,,< ... <t,. 
Then it is easy to deduce from Theorem 1.1 (by changing the orientation 
of the time variable) that the evolution operator U,(t, S) is defined and 
satisfies all the properties of Theorem 1.1 for all t, s > 0. 
The evolution operator U, provides immediately the solution to the 
Cauchy problem { (1.1 ), (1.2)) for f = 0, and also for an arbitrary f by 
means of classical Duhamel’s principle. 
THEOREM 1.2. Assume that P in L&,([O, + oo[, B( Y, A’)) is (X) 
quasistable on 10, + co [ and that there exists a family U,(t, s) which 
satisfies all the properties from ( 1.7,) to (1.1 3p). Let y, E Y and s 2 0. 
(a) [f X is reflexive and ,f = h + Pg with 
h E L,‘,, (Cs, + a C, Y), g E BV,,, ( cs, + 03 c, n (1.15,) 
then the function 
y(t)= u,(t, s)Y,+~’ u,(t, r)f(r)dr (tbs), (1.16,) 
3 
is in C”([s, + co[, Y-weak)4 and is the unique solution to the forward 
Cauchy problem { (1.1 ), y(s) = yo}. Furthermore 
l~~olr+~11hl~d~+21g(.~+)I,+2 Y(g, Y) I 
’ Here the derivative and the notion of measurability may be interpreted in the strong 
operator sense (in any case, P’ E L’ implies that P is absolutely continuous, hence of bounded 
variation). 
4 Y-weak denotes the space Y endowed with its weak topology. For any interval I of the 
real line, C?(& Y-weak) denotes the space of (Y) weakly continuous functions from I into Y. 
5 For a function he BV(a, h, Z), --co <a< b< +co, we denote by Vi(h, Z) the total 
variation of h on ]a, b[ into Z, i.e., 
N 
1 Jh(t,)-h(t,m,)),:a<f,<r,< ‘.. <t,<b,N~Fi 
,= I 
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(b) Zf f is in L,‘,,([s, +a[, X) and y in L,:=([s, +a[, Y) is a 
solution to the forward Cuuchy problem { ( 1.1 ), y(s) = y,}, then y is giuen by 
(1.16,). 
Proof: If it is assumed in addition that ( 1.5,) hold and that P’ is L’,3 h 
is Co and g is C’, then Theorem 1.2 follows immediately from [K2, 
Theorem 7.21 (cf. [K3, Theorem I]), which yields as well that y is an (Y) 
continuous strict solution and that the assumption of the reflexivity of X 
may be dropped. Further, we note that for P = const., part (a) is proved in 
[Be] and part(b) in [Ba] (cf. [B]). 
The proof in the general case is given in [Ar5]. 1 
We close up this preliminary section with a result of regularity at 
t = + cc for the solutions to the Cauchy problem for Eq. (1 .l ) when f 3 0; 
such a result will be essential in our proof of Theorem 2.3. 
THEOREM 1.3. Same assumptions qf Theorem 1.1 and assume moreover 
that 
P’E BV(0, + CD, B( Y, X)).’ (1.18,)) 
Then, if s is large enough, y(t) = def U,( t, s) y, has the derivative y’ in 
C”( [s, + co[, Y-weak) n L”(s, + co, Y) whenever 
P(s)yoE Y. 
Remark 1.2. Theorem 1.3 holds true for each s 3 0 whenever the 
function fl in (1.4,) satisfies 
BEL’(O, +~)nGk(l3, +mC). (1.19) 
Proof of Theorem 1.3 and Remark 1.2. If ( 1.19) holds and assumption 
(1.18,) is strenghtened to P”EL’(O, +co, B( Y, X)),3 Theorem 1.3 and 
Remark 1.2 follow directly from Theorem 2.1 of [K4], which yields as well 
that y’ is (Y) continuous and that the assumption of the reflexivity of X 
may be dropped. 
In the general case, the proofs may be performed along the line of 
Theorem 2.1 of [K4], and are given in detail in [Ar5]. 1 
2. ASYMPTOTIC EQUIVALENCE AT t= +co 
Throughout this section it is implicity assumed that P and Q are in 
L,‘,,([O, + co[, B( Y, X)) and that Eqs. (1) and (2) admit evolution 
operators U, = lJ,( t, s) and U, = U,(t, s) which satisfies all the properties 
409.124:2-Y 
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from (1.7t( 1.13) for all t, s 2 0 (this roughly means that the equations are 
time-reversible, cf. Remark 1.1). 
Assumption (1.13,) (valid for all, t, s 2 0) implies that, if for a given y in 
2, ( = the set of the solutions of Eq. (1)) there exists z E 2, satisfying 
lim Iy(t)-z(t)1 y=O, 
r--1 +m 
then z is unique; for such an y we define the (Y) wave operator6 “&oP by 
&o,y=z. By (1.13,) and (1.13,) (valid for all t,s>O), @Qp is an 
isomorphism of D(%$QP) c 2, onto o(%&) ~2, with respect to the 
L”(0, +co, Y)-norm and we have 
0 0 0 
%$o. %& = Identity on D(%‘o,). 
DEFINITION 2.1. Whenever D(%$P) = .??,, we write P < Q.” If P< Q 
and Q < P, we say that Eqs. (1) and (2) are (Y) asymptotically equivalent 
at t = + cc (cf. [DK]) and we write 
P-Q. 
By (1.13,) (resp. (1.13),), the space fP (resp. 2,) is isomorphic with Y 
via the evaluation mapping 6,: y H y(O) (resp. 6,: z H z(O)). Therefore the 
( Y) wave operators may be easier studied in Y: indeed, if we set 
then P < Q iff D( I@o,) = Y. The following proposition provides the stan- 
dard criterium for this. 
PROPOSITION 2.1. D( GQp) coincides with the set of the elements y, in Y 
such that the following limit exists: 




D( W,,) is a closed linear subspace of Y and e’pp is a linear operator, 
bounded with respect to 1 ( y. 
Proof: The first assertion follows from ( 1.13,) (valide for all t, s 3 0) 
and from the identity 
U,(t,O)z,- U,(t,O)yo= u,(t,o)Czo- U,(O, t) ~,(LO)Yol. (2.2) 
6 We study the asymptotic equivalence only at I= +co, so that for simplicity’s sake in 
Section 2 we drop the + in the notation of the wave operator and everywhere else. 
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The second assertion follows from the fact that ( U, (0, t) U,(t, 0): t > O> 
is an ( Y) equicontinuous set of operators by ( 1.1 3p) and ( 1.13,) (valid for 
all t, ~20). 1 
In the following, we will assume that condition (1.5,) hold. Also, we 
assume that Eqs. (1) and (2) are integrally comparable (in the terminology 
of [DK]), i.e., that 
5 +r IIP-Qlly.,dt<co. 0 (2.3) 
Let us establish a preliminary result, 
THEOREM 2.1. Assume that Q in C”( [0, + co [, B(X, Y)) is (X) quasi- 
stable on 10, + co [, that its evolution operator U, satisfies also (1.14), 
(i.e., that U, is a strong evolution operator in the terminology of [K4]), and 
that the set 
Y, ‘?Zr {y, E Y: the derivative of U,( ., 0) y, is in L”(0, + GO, Y)}, 
satisfies the condition 
Y, is dense in Y. (2.4,) 
Moreover assume that (1.5,) hold and that (Q + 1,).-‘(P+ 2,) is in 
C’( [0, + 00 [, B(Y)) with 
(Q+~,,-‘(P+;lQ)EBV(O, +a, B(Y)). 
Jf in addition (2.3) holds, then 
(2.5) 
P<Q. 
Proof By Proposition 2.1, D( F!JQp) is (Y) closed, so that by (2.4,) it 
suffices to prove the inclusion Y, c D( IkQp). 
Let y. E Y,, and set y(t) = def U,(t, 0) y,: y solves Eq. (1) which may be 
rewritten as 
Then by Theorem 1.2, part (b), we have 
u,(t, O)yo=y(t)= U,(t, O)YO+ j' U,(t, s)(Q(s)-Pb))~(s) ds. (2.6) 
0 
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Substituting (2.6) in (2.1) we infer that 
in the sense that to prove that y, belongs to D( l@oP) is equivalent to prove 
that the limit on the right-hand side converges. 
We note that the continuity of Q and assumption (1.14,) imply that 
(1.11 o) hold in the classical sense, therefore, denoting in short 
u-i&(0, .), A=+), g-(Q+i-‘(Q-P)y, 
we get for t b s >/ 0, 
[‘U(Q-P)ydr=[‘U(Q+I)gdr=~‘U’gdr+l/’Ugdr. (2.7) 
s s 5 s 
Integrating by parts 
~rW(Q-P)ydr=Ug~~~~-~‘Ug’dr+i~‘Ugdr. 
5 5 J 
Then we infer from ( 1.13,) (valid for all t, s 3 0) that 
21g(s)ly+2 V:(g, Y)+J.j’lglydr .5 (2.8) 
J 
Thus, to conclude it is sufficient to show that 
geL’(0, +a, Y)nBV(O, +a, Y) (2.9) 
(since this will imply that g tends to zero in Y as t + + co). 
The summability of g follows from (1.5,) (2.3) and (1.13,). On the 
other hand, from the identity (Q+A)p’(Q-P)=Q,-(Q+%m’(P+i), 
we infer that 
and then, from (2.5) (1.13,), (1.5,) and (2.3), it follows that g is of boun- 
ded variation since yOc Y,. 1 
To obtain significant result from Theorem 2.1, it is convenient to relax 
for a moment our problem, by considering the standard notion of wave 
operator. Let us set, for the vectors x in X such that the limit exists, 
Wppx er (X) lim U,(O, t) U,(t, 0) x. (2.10) 
,-+zz 
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PROPOSITION 2.2. Wap is an extension of fiQp. D( W,,) is a closed 
linear subspace of X and W,, is a linear operator, bounded with respect 
to I Ix. 
If X is a rejlexive Banach space, then W,, maps Yn D( Wo,) into Y 
continuously with respect to 1 I,,. 
Proof: The first assertion is obvious by (2.1). The second one follows 
from (1.12,) and (1.12,) (valid for all t,s>O). The third assertion follows 
from ( 1.13 p) and ( 1.13 a) (valid for all t, s > 0) and from the reflexivity of Y 
(which follows from the reflexivity of X). 1 
Under assumption (2.3) the situation for the (X) wave operator W,, is 
completely clear. 
PROPOSITION 2.3. Zf Q is (X) quasi-stable on 10, + co [ and (2.3) holds, 
then W,, is an isomorphism of X onto itselJ: 
If we assume in addition that X is rejlexive, then the restriction operator 
W,,I y is an automorphism of Y onto itself: 
Proof: By (2.10) and (2.6) we have the following identity on Y, 
W,,=Q y+(X) lim s ’ u,(O, s)(Q(s) - P(s)) u,(s, 0) ds. ,-fir. 0 
The integral on the right-hand side is absolutely convergent with respect 
to II II Y,X5 thanks to (2.3) (1.13,) and (1.12,) valid for all t,saO): 
therefore 
Yc DC W,,). (2.11) 
Since Y is dense in X, it follows by Proposition 2.2 that D( W,,) =X and 
then that W,, E B(X). 
If X is reflexive, it follows from (2.11) and Proposition 2.2 that W,,( y is 
in B(Y). 
By interchanging the roles of P and Q, we obtain that W,, E B(X) and, 
if X is reflexive, that W,, I ,, E B( Y). Since W,, W,, = % DCwQpI = 21 x = 
II m WPQI = W,P WP,, the conclusion follows. 1 
Remark 2.1. The first assertion of Proposition 2.3 is also proved in 
[S, Theorem 6 and in Z] (and in the simple case Y = X in [DK]). 
Remark 2.2. When X is reflexive and condition (2.3) holds, the limit 
relation in (2.10) holds true also with respect to the weak topology of Y. 
However, we would be able to deduce from this fact (via (2.2)) 
something relevant to our original problem only (cf. [AM, Corollary 21) if 
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we know that, for each x in the antidual space Y*, the orbit of 
[ U,( ., 0)]* x is precompact in the Banach space Y*, and this last con- 
dition is actually difficult to be tested. 
In the rest of this section, we will assume that X is a reflexive Banach 
space. 
THEOREM 2.2. Let X be rej7exive. Assume that Q is (X) quasi-stable on 
10, + co [ and that (1.5,) and (2.4,) hold. Ifin addition (2.3) and (2.5) hofd, 
then 
P-Q. 
Proof We note that the assumptions of Theorem 2.1 are fulfilled, with 
the exception of Q E Co, (1.14,) and (Q + A,) ~ ‘(P + A,) E C’. However, we 
needed these assumptions in Theorem 2.1 only for deducing the estimate 
(2.8) from the first identity in (2.7). To obtain an estimate of type (2.8) also 
in the present case, let us consider for a fixed s > 0 the function y’“’ defined 
by 
y”‘(t) = 1’ U,(t, r)(Q(r) + lb,) g(r) dr (t2s). 
.Y 
From (2.9) and the reflexivity of X we deduce by Theorem 1.2 part (a) 
(setting h = &, g) that 1 y’,“(t)1 y is less or equal than the right-hand side of 
(2.8) (t 3 s). The left-hand side in (2.8) equals 1 U,(O, t) y’“‘(t)/ ,,, so by 
(1 .13o) (valid for all t, s > 0) it is majorized by C, times the right-hand 
side of (2.8). Then the rest of the argument of Theorem 2.1 still works well 
to yield that P< Q, i.e., that &‘aP is defined on all of Y. Thus, fiQp coin- 
cides with W,,I ,,, which by Proposition 2.3 is an isomorphism of Y onto 
itself: The inverse operator of @‘ep is qpe, so we have proved also the con- 
verse inequality Q < P, hence the thesis. 1 
THEOREM 2.3. Let X be reflexive. Assume that P and Q are both (X) 
quasi-stable on 10, +oo[ and that (1.5,), (1.5,), (1.6,), (1.6,) and (1.18,) 
hold true. 
!f in addition (2.3) holds, then 
P-Q. 
Proof: (Q + Aa) ’ is BV by (1.5,) and (1.6,): then by (1.6,) it follows 
that (2.5) holds. 
To conclude, by Theorem 2.2 it suffices to prove that (2.4,) holds. Now, 
by (1.18,) and Theorem 1.3 we have that, for s large enough, for each y in 
(P(s) + I,)-’ Y the derivative of the function U( ., s) y is in L”(s, + co, Y). 
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Since Y is dense in X, (P(s) + EbP)-’ Y is dense in Y for a.a. s > 0 by (1.5,), 
therefore (2.4,) follows for a.a. s large enough in place of zero. Since the 
reference time zero may be replaced by any s > 0, the proof is over. 1 
In the previous theorem, assumption (1.18,) is not symmetric with 
respect to the pair (P, Q). Since the relation ( h ) is a transitive one, this 
remark allows us to provide the main result of the paper. 
THEOREM 2.4. Let X he reflexive. Assume that P and Q are both (X) 
quasi-stable on 10, + a[ and that (1.5,), (1.5,), (1.6,), (1.6,) hold. Set 
p(t) ‘%! j-l+’ P(s) ds (t 3 Oh (2.12) 
, 
and assume that p is (X) quasi-stable on IO, + co [ in the jorward as well as 
in the backward t-direction (cf: Remark 1.1.). 
!f in addition (2.3) holds, then 
P-Q. 
Proof: By (1.6,) P(t) has a limit with respect o 11 1 y,X as r -+ + 00. Let 
us denote the limit operator by P,. 
The operator (P, + ,rbP) is invertible from all of X onto Y by (1.5,), and, 
for t large enough, (P(t) + AP) lies in a suitable neighbourhood of 
(P, + E,,), so that (P(t) + jUP) ~’ exists and is bounded for such t’s In other 
words, (1.5~) holds true for t 3 t large enough. We can restrict ourselves to 
consider the case when f= 0. 
If p( t) denotes the function defined as p E 1 on [ - 1, 01, p = 0 elsewhere, 
then from the identity 
P(t)=[+K P(t - s) p(s) ds (t>O) (2.13) 
-x 
is easy to check that (1.6,) implies ( 1.6~). 
Then by Theorem 1.1 and Remark 1.1 we infer that p admits an 
evolution operator Up(t, s) which satisfies all the properties from (1.7~) to 
(1.13~) for all t, ~20. 
Now, from (1.6,) we infer (as in Appendix A of [Ar2]) that 
s += IIf-Pll y,x< m, 0 
and then by (2.3) that 
s += I+Qjl,,,dt<a. 0 
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Thus, since (1.18P) follows immediately from (1.6,), we are in the 
position to apply Theorem 2.3 to the pair (P, Q) to obtain that P- Q, and 
then to the pair (P, P), to obtain that p- P. By the transitive character of 
the relation ( - ), there follows that P- Q. 1 
Remark 2.3. Theorem 2.4 still holds true if the defining formula (2.12) 
is replaced by (2.13), where p(t) is any function with compact support and 
bounded variation in ] - cc, + cc [, such that j p dt # 0. 
From the result of ( Y) asymptotic equivalence of Theorem 2.4 we deduce 
immediately a result for the (Y) scattering operators ,$,oP and S$o 
(defined in the Introduction). 
THEOREM 2.5. Let X be reflexive. Assume that P and Q are both (X) 
quasi-stable on [w in the forward as well in the backward t-direction (cf. 









IIP-Qll,,xdt<=c, ~ % 
then the (Y) scattering operator ,gpQp (resp. pQ,,) is everywhere defined in 
f’p (resp. 2,) onto itself, hence an isomorphism with respect to the 
Lsc( [w, Y)-norm. 
In the next section we will give an application of Theorem 2.4 and 2.5 to 
the Hamilton equation. 
3. HAMILTON EQUATION 
Let 2 be a Hilbert space with inner product (., .) and norm 
1.1 = (., .)‘I*, J an isomorphism of 2 onto itself s.t. J* = -J= JP I, and for 
a.a. t E R! let H(t) be a (generally unbounded) self-adjoint positive operator 
in sP”, with everywhere defined inverse. 
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We assume that 
D( H’j*( t)) = const. !Z V (for a.a. t E R), (3.1,) 
and we endow V with any Banach space norm 1) 11 which renders it 
isomorphic with 2 via H”‘(t) for a.a. t E IR (this is possible by the closed 
graph theorem). Further, let us assume that 
cqull’d IH”2(t)U~2~cllu1~2 (u E V; for a.a. t 6 R). (3.2,) 
The Hamilton equation in Y? 
(Jx)’ = H(t) x (for a.a. t E R) (3.3) 
has been first considered by Derguzov and Jakubovic [DJ]. They 
introduced a notion of solution, which we will call (i) solution. 
DEFINITION 3.1. A function x in L,‘,,( R, V) is a (1) solution to Eq. (3.3) 
iff for each ~ECA([W, V) 
I 
+--I. 
[(f, Jx) + (HI”& H”‘x)] dt = 0. 
x 
The notion of (4) solution is in principle strictly weaker than the notion 
of solution given in Definition 1.1. However, a (4) solution may be inter- 
preted as an actual solution in a weaker space. Let us explain this. 
If ( , ) denotes the antiduality between V* (def= antidual of V) and 
zK’, then we may identify (algebraically) Y? with a subspace of V* in the 
sense that 
(11, v> = (h, 0) (he&?, v~y‘). 
Then, by virtue of (3.2,) H(t) may be extended (in a unique way) to an 
isomorphism of all of V onto the Banach space V*, still denoted for sim- 
plicity’s sake by H(t) and satisfying 
<H(t) u, v> = (H(t) v, u> (u,vEV^;fora.a.tER), 
c-‘(lull*< (H(t)u, u)dcl1412 (u E Y; for a.a. t E R). 
We are now in the position to use, via the change of variable y(t) = 
Jx(t), the very general machinery developed in Section 1. 
THEOREM 3.1. Let (3.1 H) and (3.2,) hold, together with 
HE BV(R, B(V, V*)). (3.4”) 
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Then for any X~E Y there exists a unique (t) solution x(t) in 
C”(R, V) n L”(R, V) to the Cauchy problem { (3.3), x(0) =x0}. 
If moreover it is assumed that 
WE BV(R, q-f, “if*)) (3.5,) 
and that H(0) x0 E J-V-, then also the derivative x’(t) belongs to 
CO@, V) f-l L”(R, V). 
Proof. Actually Derguzov and JakuboviE [DJ] proved that, under the 
given assumptions, the Cauchy problem for Eq. (3.3) has a unique solution 
in C”( R, Y-weak) n L”(R, V): then using appropriate energy estimates 
(as in [Ar2]) one could deduce that the solution is in fact (V) continuous, 
and that the second assertion of the theorem holds true too. 
To have the paper as short as possible, we give a proof which leans upon 
Theorem 1.1 and adapts arguments of [K2]. 
Since we may change in (3.3) t into (-t) and J into (-J), we may 
restrict ourselves to study the Cauchy problem on [0, + cc [. 
Bearing in mind the substitution y(r) = Jx( t), let us consider the 
equation 
y’+H(t)Jy=O (for a.a t > 0) (3.6) 
We want to apply Theorem 1.1 to Eq. (3.6) with the position X= V*, 
P(t) = H(t) J, Y = JV. For this purpose, let us consider for a.a. t > 0 the 
inner product (., .), in JY defined by 
(Y,,Y,), zf (H”2(t) Jyl, H”‘(t) JY,) (y,,y,~J”lr), 
and the relative norm 
IIYII, fEf (Y?YV2 (YEJ~). 
For a.a. t > 0, since the operator Z(t) J is self-adjoint in JV with respect 
to (., .),, by classical Stone’s theorem (cf. [Yo, Chap. XI, Sect.131) there 
exists a /I iI,-unitary group {e-“H(‘)J: aE R} in JV. 
It may be easily proved (see, e.g., [Ar3, Proposition 5.11) that 
conditions (3.2,) and (3.4,) imply that 
Ilyll,<ll./.exp(~ Y::)H) (yEJV;fora.a. t,s>O), (3.7) 
where L’i H denotes the total variation of H on the interval ]a, b[ into 
B(Y, r*).S 
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From (3.4,), for each s 3 0 the following limit exists: 
I/Yll,+ %ra,.)f”,- IIYII,~ 
(note that I/ .I1 ,,+ = II.// ,, except for countably many s). In this way we have 
introduced on JV a one-parameter family of Hilbert structures which ren- 
der JY‘ isomorphic with V via J. In the following, JV” will be considered 
as a Banach space under any one of the equivalent norms II /IS+. 
Then (3.4,) and (3.7) imply that HJ is (JV) stable on 10, +a[: we 
have indeed from (3.7) for each t > s > 0 and for a.a. s < t, d . . d t, < t, 
II 
>I- 1 
< n em +(‘,)J 
. exp Cc vi::.. , f-0 
j= I r,, - I 
< . . . < exp(c Vi; H), (3.8) 
then from (3.7) and (3.8) 
(3.9) 
Thus, (3.4,) implies that HJ is (JV) stable on 10, + co [ with index (M, 0) 
given by M = 2c V, +m H. In an analogous way we may prove that HJ is 
also (J-Y-) stable in the backward t-direction (cf. Remark 1.1). Since we 
may consider on the Banach space V* as an equivalent norm any one of 
the norms 
11x11;+ ef ((x, H-‘(s+)~>)“’ (s 2 01, 
similar arguments yield that HJ is also (Y*) stable in the forward as well 
as in the backward r-direction. 
It is clear by (3.2,) that (1.5,,) holds true (for A,,=O), so by (3.4,) 
( = ( 1 .6HJ) we may apply Theorem 1.1 and Remark 1.1 to deduce the 
existence of a unique evolution operator U, (t, s) defined for all t, s > 0 
and satisfying all the properties from ( 1.7,) to (1.13,,) for all t, s > 0. 
In particular, by inspection of the proof of Theorem 1.1 (see, e.g., 
[Ar5]), we deduce from (3.9) that 
11 UHJ(t? s)I/.s+ <%@c v.:. W (t>s30). 
Since (1.8,,) holds, we infer from (3.10) that 
UHJ(tr s)Y-+Y in JV as t-+s+ (~EJV”). 
(3.10) 
(3.11) 
430 ALBERT0 AROSIO 
By a change of the orientation of the time variable (changing also J into 
(-J)) we deduce that (3.11) holds also for t + s-, and then that (1.14,,,) 
holds true for all t, s 2 0. 
It is easy to check that x(t) ‘%? -JU,,(t, 0) Jx, is the required solution 
to the Cauchy problem { (3.3), x(0) =x0}. 
The second assertion of the theorem follows by Theorem 1.3 and 
Remark 1.2. 1 
We now pass to examine the problem or asymptotic equivalence and 
scattering for Hamiltonian equations. Let us consider another Hamilton 
equation, say 
(Jw)’ = G(t) u’ (for a.a. t E iw), (3.12) 
where G(t) satisfies the same properties as H(t). We say that Eqs. (3.3) and 
(3.12) are (V) asymptotically equivalent at t = + CK iff for each (4) solution 
x of Eq. (3.3) there exists a (unique) (f) solution w of Eq. (3.12) such that 
lim 11x(t)-w(t)11 =O, (3.13) 
r--t +x 
and conversely for each (4) solution w of Eq. (3.12) there exists a (unique) 
(t) solution x of Eq. (3.3) such that (3.13) holds. Then the (V) scattering 
operators for the pair (H, G) are defined as in the introduction, By a simple 
application of the results of Section 2 we have 
THEOREM 3.2. Let (3.1,) (3.1,) (3.2,) (3.2,) (3.4,), (3.4,) hold, 
together with 
.r += IlG-HII,,, *dt<co. -2 
Then Eq. (3.3) and Eq. (3.12) are (V) asymptotically equivalent as t -+ f CO, 
and the (Y”) scattering operators for the pair (H, G) are everywhere defined 
and onto (hence isomorphisms with respect to the L”(R, Y)-norm). 
ProoJ: Let us make the same position as in Theorem 3.1, i.e., X= V*, 
Y=JV, P(t)=H(t)J, and moreover Q(t)=G(t)J. Then the (V”) 
asymptotic equivalence at t = + 00 follows from Theorem 2.4 (( 1.4) (1.5) 
and (1.6) have been verified in Theorem 3.1, and fi( t) 2’s; + ’ H(s) ds 
enjoys the same properties as H(t)). By changing t into (-t) and J into 
( -J) we obtain the (V) asymptotic equivalence at t = - co. The second 
assertion of the theorem follows easily from the first one. 1 
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Remark 3.1. Let us consider the Schriidinger equation 
ix’ = H(t) x (for a.a. t E R), (3.14) 
which corresponds to Hamilton equation (3.3) for the special choice 
J=i%,, dropping the requirement of the positive definiteness of H(t). 
In such a generality, the positive square root operator H”*(t) may not 
exist, so we cannot approach Schrodinger equation (3.14) as we did with 
Hamilton’s one. 
The standard approach to Eq. (3.14) consists in setting X= X”, assuming 
that 
D(H(t)) = const. gr Y (for a.a. t E R), 
and that (1.5,) holds for a.a. t E R together with 
HE BV(R, B( Y, X)). (3.15,) 
Under these hypotheses, for any given x0 in Y the Cauchy problem { (3.14), 
X(O) = xof has a unique solution x in C”( R, Y-weak) n LX(R) Y) (this 
follows by the old Theorem 2 of [Kl 1, or, e.g., by our Theorem 1.1); note 
that if (3.15,) is strenghtened to H’ E Ll([w, B( Y, X)),3 then the solution is 
in fact (Y) continuous (by Theorem I of [K3]). 
Then consider another Schrodinger equation 
iw’ = G(t) M (for a.a. t E R) (3.16) 
(with G satisfying the same properties as H). It follows directly from 
Theorem 2.3 that whenever it is assumed that 
P + II 
! 
IIG - HII y,x dt < cc and WE BV(R, B( Y, x)),3 
% 
then Eqs. (3.14) and (3.16) are ( Y) asymptotically equivalent at t = + co, 
and therefore the (Y) scattering operators for the pair (H, G) are 
everywhere defined and onto (hence isomorphisms with respect to the 
LX (I&!, Y)-norm). 
4. APPLICATIONS TO PARTIAL DIFFERENTIAL EQUATIONS 
We give here rather simple examples of applications of the result of 
Section 3 on Hamilton equations to partial differential equations. We 
emphasize the fact that Theorem 3.2 allows us to deal with perturbation 
terms which are qf the same derivation order of the principal part. 
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Let Q be any open subset of KY’, m a positive real number. We assume 
that the pair (9, m) satisfies at least one of the following conditions: either 
m > 0, or Q is contained in some bounded strip { c( < xi,, < /I>. 
For k = 0, 1 and i,j= l,..., IZ, let the functions a~~‘(~, t) (x E Q, t E R) 
satisfy 
a!!‘= a!!’ 
c a;;‘(x, t) (;c& 2 I: ,512 ” ’ for some v > 0, 
for a.a. x E Q, t E R, 5 E KY, 
&‘E BV(R, I/ L”‘(Q)) 3 
I +r Ilaf/y, t)-&?‘(~, t)(lLx,,’ dx< co. .~ z
EXAMPLE 4.1 (Schrodinger equation). Let us consider the initial 





a.e. in R x IR, 
I ’ I (4.1,) 
u(., t) E H;(Q) for a.a. t E R. 
The following holds true: 
(i) The Cauchy problem for (4.1,) (k =O, 1) admits a solution u in 
9 Ef CO(R, H;(Q)) n L” (R, H;(Q)), 
which is unique and depends 11 (I,p- continuously upon the initial datum. 
(ii) The HA(Q)-scattering operators for the pair ((4.1),, (4.1),) are 
isomorphisms with respect to 11 I/ ,F: this means that for each ~6~’ (k = 0, 1) 
in 9 solution of Eq. (4.1 k), there exist ~2 ~ k, in 9 solutions of Eq. (4.1, k) 
(unique and )I /I ,,-continuously depending upon @)) such that 
lim llu’“‘(~, t)-~2 “I(*, t)ll,;,(,,=O. (4.2) r- +x 
The proof of (i) and (ii) follows respectively from Theorem 3.1 and 3.2, 
setting 2 = L’(Q), J= ill H, 
D(fP’(t)) 22 UEHgQ): x-& ,, , 
1 / ( 
a!“‘(. all t) - E L2(Q) 
iYJXi > I 
fP)(t) gf-C -& (u:F)(., t) $) +m, 
(4.3,) 
I I 
noting that D((H’k’(t)‘i2) = H’(Q) 0 . 
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EXAMPLE 4.2 (Wave equation). Let us consider the initial boundary 
value problem (k = 0, 1) 
a% a au -- 
Z-C 
u!k)(x t)- 
at* ax, " 3 axi ) 
+mu=O a.e. in Q x R, 
(4.4,) 
4.3 t) E f&!)(Q) for a.a. t E R, 
The following hold true: 
(i) The Cauchy problem for Eq. (4.4,) (k = 0, 1) admits a solution 
u in 
Q gf P(R, HA(Q)) n L”(R, Hh(Q))n C’(R, L*(Q)) n W,“(R, L*(Q)), 
which is unique and depends (1 I/,-continuously upon the initial data. 
(ii) The (HA(R) x L2(Q))-scattering operators for the pair ((4.4),, 
(4.4),) are isomorphisms with respect o 11 /iA: this means that for each u(“’ 
(k = 0, 1) in Q solution of Eq. (4.4,) there exist U$ -k) in d solutions of 
(4.4, mk) (unique and )I I/,-continuously depending upon ~6~)) such that 
(4.2) holds together with 
lim 
II 
azF ar (., +@y (., I)11 = 0. 
I--t +r L?(R) 
To prove our assertions, we first rewrite Eq. (4.4,) as abstract wave 
equation (8) in the Hilbert space X = L2(Q) with D(A”“(t)) and Ack’(t) 
given by the right-hand sides of (4.3,). Since Eq. (8) is reduced to Hamilton 
equation (3.3) in the space X x X with the positions as in (9) it follows 
easily that Theorems 3.1 and 3.2 yields, respectively, (i) and (ii) (note: a 
direct proof of (i) and (ii), not passing through the theory of Hamilton 
equations, is to be found in [Ar2]). 
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