Abstract-This paper analyzes the number, location, and stability behavior of the equilibria of arbitrary nonlinear neural networks without resorting to energy arguments based on assumptions of symmetric interactions or no self-interactions. The class of networks studied consists of very general continuoustime continuous-state (CTCS) networks that contain the standard Hopfield network as a special case. The emphasis is on the case where the slopes of the sigmoidal nonlinearities become larger and larger, i.e., the high-guin limit. The following results are proved: Let H = (0,l)" and H = [0,1]" denote the open and closed n-dimensional hypercubes, respectively, on which the neural network evolves, and let I denote the (constant) vector of external inputs. Then, as the neural sigmoid characteristics become steeper and steeper, it is shown that the following statements are true for all I except for those belonging to a set of measure zero. 1) There are only finitely many equilibria in any compact subset of H. If there are no self-interactions, then these equilibria cannot be exponentially stable, and under mild conditions they are in fact unstable. If the network has symmetric (nonlinear) interactions, whether or not it has self-interactions, then the stable manifolds of all these equilibria have the same dimension, which can be computed explicitly. If the network also has no selfinteractions, then all of these equilibria are unstable. 2) There are only finitely many equilibria in any face of H. If there are no selfinteractions, then there are no equilibria in an edge of H. If the network has symmetric interactions, then the stable manifolds of equilibria in parallel faces of H have the same dimension, which can be computed explicitly. If the network also has no selfinteractions, then all equilibria in the faces of H are unstable. 3) A systematic procedure is given for determining which corners of H contain equilibria, and it is shown that all equilibria in the corners of H are asymptotically stable. One corollary of the above results is that the standard Hopfield network can have asymptotically stable equilibria only in the corners of H, and trajectories starting at almost all initial conditions approach the corners of H. It is important to note that the proofs here are not based on energy arguments. As a result, these results are "hardy" in the sense that they continue to hold even if the network dynamics are slightly perturbed.
I. INTRODUCTION
ecently there has been a great deal of interest in artificial R neural networks, especially those of the Hopfield type.
Two types of Hopfield networks are widely studied. Discretetime discrete-state (DTDS) networks are described by 1 Manuscript received April 3, 1991; revised August 8, 1992 . The author is with the Centre for Artificial Intelligence and Robotics, Raj IEEE Log Number 9203981.
Bhavan Circle, High Grounds, Bangladore, India. where n is the number of neurons; Kt is the state of neuron i at time t, and equals either 0 or 1; Z i is the (constant) external input to neuron i ; and t ; j is the interconnection weight. Here the "sat" function is defined by 0, i f x S 0 , 1, if x > 0.
sat(z) = Such networks are studied by Hopfield [l] . He defines the energy function as In other words, the energy is nonincreasing as a function of time. Hence, in a finite number of time steps, the neural state vector V t will reach a "one-flip minimum,'' i.e., a vector VO E (0, l}" with the property that if V is not equilibrium. On this basis, it is concluded in [3] that the network is totally stable, i.e., that every solution trajectory approaches an equilibrium. Strictly speaking, the argument in [3] in incomplete. In order to make it complete, it is necessary to show in addition that no solution trajectory escapes to infinity in the u-space. This is established in [4] . Thus the results of [3] and [4] mean that, in the case where the interactions are symmetric, the neural network does not exhibit any nontrivial periodic solutions.
Neural networks of the form (1.1) or (1.6) are claimed to be extremely versatile and powerful. In [5] , and [6] , it is claimed that several important problems, such as the Traveling Salesman Problem, analog-to-digital conversion, and threshold decision making, can be solved using such networks.
In a practical implementation of a neural network of the form (1.6), two difficulties can arise. The first difficulty is that the scaling constant X need not be the same for all neurons. Thus instead of (1.6), one can have " ',v.-2 -ga(X,uz) i = 1,. . . , n.
(1.8)
The consequences of this are not serious. In fact, it is only necessary to modify the energy function of (1.7) by replacing X by Xi; that is, r 1 (1.9) With this modification, the arguments of [3] , and [4] continue to apply, and the neural network is totally stable. The second difficulty is that it is unrealistic to assume that the interactions are symmetric, since this often requires guaranteeing that two physical quantities (such as resistances or the gains of operational amplifiers) are exactly equal. The consequences of even slight asymmetries in the interactions are disastrous to the theory of [3] , and [4] . If t ; j = t j ; for all i, j , then the C;U; = -d E C /~v i , i = 1 , . ' . ,n.
(1.10) However, if t i j # tj; for even a single pair ( z , j ) , then (1.10) is no longer true, and it does not matter how small the asymmetry Itij -tj;( is. In essence, the theory of [3], and [4] is based on the relationship (l.lO), and hence cannot be modified to account for asymmetric interactions. As of now, there is very little theory to analyze the behavior of networks of the form (1.6) in the case of asymmetric interactions.
The objective of the present paper is to analyze the number, location, and stability behavior of neural networks described by (1.6), without the assumptions of no self-interactions and symmetric interactions. It turns out however that the method of analysis used here is not limited to neural networks with linear interconnections. To exploit this feature, the object of study in this paper is the neural network described by 1
CiU; = --U; Ri + & ( V ) + I;
' U; = g;(Xu;) i = 1,. . . , n (1.11)
where C,, R,, us, w,, I , are the same as in (1.6), V = [ul ...v,It, and g2 : (0, 1)" 4 93 is some function representing the effects of the interconnections amongst the neurons; g2 : 93 + ( 0 , l ) is a sigmoidal function, and X is a scaling parameter, as described earlier. The assumptions on the functions 'Icfz are stated in the next section, but they are very simple and natural, and include the Hopfield networks of (1.6) as a special case. Hence all the results derived here are applicable to Hopfield networks but apply as well to a far larger class. In particular, since the results derived here are not based on energy-type arguments, they apply to systems of the form (1.6) even when the interconnection matrix T is not symmetric, but is only "nearly" symmetric. Note that, in the system description (l.ll), it is assumed that the same scaling factor X appears in all the sigmoidal characteristics. Strictly speaking, this is not realistic; as mentioned earlier, it would be more realistic to assume a relationship of the form (1.8). However, it turns out that this assumption is not crucial to the contents of the paper. The only reason for making it is to simplify notation. Section VI11 describes how the arguments in the paper can be modified to cover the more general description (1.8).
The following results are proved in the paper: Consider (1.1 1) as evolving on the open n-dimensional hypercube H = ( 0 , l ) " in the "V-space," and let I = [I1 ...,It denote the external input vector. Then, as X + 00 so that the sigmoid characteristic become steeper and steeper, the following statements are true for all I except for those belonging to a set of measure zero. l ) There are only finitely many equilibria in any compact subset of H . If there are no self-interactions, then these equilibria cannot be exponentially stable, and under mild conditions they are in fact unstable. If the network has symmetric (nonlinear) interactions, whether or not it has self-interactions, then the stable manifolds of all these equilibria have the same dimension, which can be computed explicitly. If the network also has no selfinteractions, then all these equilibria are unstable. 
This says that $; is independent of v i , but it does not in any (N2) (Symmetrical Interactions): The function $q has the way limit the nature of the dependence of I)z on v j , j # i. form
PRELIMINARIES
In this section, the various assumptions made throughout the paper are briefly summarized.
the sigmoid function
The input-output relationship of the ith neuron is given by where $i : % -+ 9, Oi : -+ 9 are Continuo~slY differentiable and strictly increasing, and t i j are real numbers with (2.6)
vi,$
where gi is given sigmoid function and X is a scaling constant.
following.
The only assumptions made on the sigmoid function are the In addition, there exists a finite Constant /L such that
A. Assumptions on the Sigmoid Nonlinearities
The gi (z) is continuously differentiable, strictly increasing, and gi(x) + 1 as z -+ 03, Si(%) -+ 0 as z -+ -00. Furthermore, zg:(x) -+ 0 as 1x1 -+ 00.
The assumptions about gi are quite standard. The assumption about g: are almost a consequence of the fact that gi(z) has a definite limit as 1x1 -+ 00. Since the function ~/ I C is not integrable over any infinite interval, it follows that Si($) -+ 1 as z -+ 00 + liminfzg;(z) = 0 as z -+ CO (2.2) and similarly as IC -+ -00. So all we have done is to replace "lim inf" by "lim." Note that the commonly used sigmoid function 1/( 1 + e-z) satisfies these assumptions.
As X -+ 00, the sigmoid becomes steeper and steeper and eventually "approaches" the "sat" function of (1.2). Note that each neuron can have a different switching function, but for simplicity it is assumed that all neurons have the same scaling constant. This assumption is not essential-see Section VI11 for a discussion of how this assumption can be relaxed.
B. Assumptions on the Interconnection Nonlinearities
At various stages, we impose a variety of conditions on the functions I)i in (1.11). Naturally, the more structure we impose on I)i, the more conclusions we are able to draw. But it is interesting to note that some conclusions can be drawn with virtually no assumptions.
Finally, the matrix T = [ t i j ] is hyperbolic; i.e., T has no eigenvalues with zero real part.
Note that (N2) implies (NO) but is independent of (Nl). One can think of networks satisfying (N2) as generalized Hopfieldtype networks, whereby each neuronal current v j is first passed through a nonlinearity O j , the resulting signals are weighed by t i j and then summed, and finally the weighted sum is fed into another nonlinearity q5i. It is clear that by taking both Oi and q5i to be identity maps, one recovers the standard Hopfield model (1.6).
(N3) (Symmetric Interactions Plus): Condition (N2) is true.
In addition, all principal submatrices2 of T of size 2 x 2 or larger are hyperbolic, i.e. none of their eigenvalues has a zero real part. All of the matrices proposed by Tank and Hopfield satisfy these assumptions. Note that, if the interconnection matrix T has zero diagonal elements, then the assumption of hyperbolicity implies that each principal submatrix of T of dimension 2 x 2 or larger has at least one eigenvalue with positive real part. This is because the trace of a matrix is equal to the sum of the eigenvalues. Thus if the trace of T is zero, and it has no eigenvalues on the imaginary axis, then it must have some 'Recall that a submatrix of an n x n matrix T is obtained by choosing two nonempty subsets J , K 2 { 1, . . . , n } , and forming the matrix consisting of all elements ( t 3 k ) , j E J , k E I<. A principal submatrix of T is obtained when J = K . Note that a principal submatrix is necessarily square. Moreover, if T is symmetric, so are all principal submatrices of T.
eigenvalues with positive real part and others with negative U -Y real part. This is true whether or not T is symmetric. where I, J is a nontrivial partition of the set { 1, . . . , n}.
Among other things, we are interested in the location of the equilibria of (1.11) as the sigmoid gain X approaches 00. Three types of equilibria are identified.
1.2,
If V E is an equilibrium and U; E ( 0 , l ) Vz, then the equilibrium is said to be in the interior of H. If all components of V approach either 0 or 1 as X -+ 00, then the equilibrium is said to be in a comer of H .
If some components of V approach 0 or 1 as X -+ 00 while others approach some value in (0, l ) , then the equilibrium is said to be in a face of I?.
section is concluded by recalling a few definitions [7] . Consider a differential equation Then the equilibrium x, is said to be hyperbolic if the Jacobian matrix A has no eigenvalues with zero real part, i.e., if the matrix A is also hyperbolic. Let m denote the number of eigenvalues of a hyperbolic matrix A with positive real part; then A has n -m eigenvalues with negative real part. The ordered pair (m,n -m) is called the signature of the (hyperbolic) equilibrium x, .
MOTIVATION: SINGLE-NEURON CASE
Much of what happens in a neural network as the neuron characteristics become steeper and steeper can be understood by studying the behavior of (1.6) when n = 1. In this case, the network dynamics are described by These figures show that as X + 00, there can be two types of equilibria. First, those where ueq approaches a finite number, and veq approaches 0 if ueq < 0 and 1 if ueq > 0; these types of equilibria are labelled as type A in Fig. 1 and 2 . Second, those where ueq -+ 0 but ueq approaches a number strictly between 0 and 1; this type of equilibrium is labeled as type B in Fig. 1 . In Section VI we will see that, in the case of networks containing multiple neurons, it is possible for some components of ueq to approach a nonzero value while the remaining components approach zero; in such a case, some components of 'ueq approach 0 or 1 while the remaining components approach a value strictly between 0 and 1.
where To analyze the equilibria of (l.ll), define
Proposition 4.2: Suppose the function 9 satisfies the no self-interactions assumption (Nl), and that all functions in (2.5) are twice continuously differentiable. Let S be a compact subset of H, and let I E !Rn. Then, as X -+ CO, the equilibria (4'2) Define maps G : Rn -+ H and 9 : H --f Rn by of (4.4) inside S , if any, are not exponentially stable.
Proof:
Suppose p E S satisfies 9 ( p ) = -I, and let J,,, denote the Jacobian matrix of a map M. Then, as X + CO, the network has an equilibrium approaching p . Let us linearize the network around this equilibrium. For this purpose, define
Then the network equations (1.11) can be rewritten comd pactly as du.
where it should be obvious that As X -+ CO, the first term approaches zero, and we are left with
Now, by the no self-interactions assumption, it follows that the diagonal elements of JQ are all zero, from which it follows that b;; = 0 Vi. Therefore the sum of the eigenvalues of B, equal to the trace of B, is also zero. Thus there are only two possibilities.
(4.5)
Now the equilibria of (4.4) are the solutions of otherwise it is called a regular point. A vector q E !Rn is called a regular value of the map 9 if every point in the preimage 9 -' ( q ) is a regular point; otherwise, q is called a critical value. Note that if q is a regular value of 9, then every point in the set Q -l ( q ) is isolated; i.e., every point p E 9 -' ( q ) has a neighborhood that does not contain any other point of 9 -' ( q ) . This is a ready consequence of the fact that the Jacobian matrix of 9 evaluated at p is nonsingular. Now a standard compactness argument shows that if q is a regular value of 9, then any compact subset S c H can contain at most a finite number of points 9 -' ( p ) , i.e., at most a finite number of solutions of the equation 9 ( p ) = q. Now Sard's theorem [8] says, quite simply, that the set of critical values of a differentiable map has measure zero. 1) B has at least one eigenvalue with positive real part, in 2) All of eigenvalues of B have zero real parts. In this case, Although it cannot be stated as a theorem, one can see that case 2) is quite unlikely. It is much more likely that B has at least one eigenvalue with positive real part, in which case any equilibria that stay in the interior of H as X -+ CO are unstable.
This observation perhaps sheds light on why it is useful to prohibit neural networks from having self-interactions. Proposition 4.3: Suppose the function 9 satisfies assumption (N2) and let S be any compact subset of H. Let I E Rn.
Then, as X -+ CO, the equilibria of (4.4) that remain inside S are all hyperbolic. Moreover, the dimensions of the stable manifolds of all these equilibria are all the same, and equal the number of negative eigenvalues of the interconnection matrix T. If 9 satisfies Assumption (Nl) as well as (N2), then all equilibria inside S are unstable.
Proof: Suppose p E S satisfies 9 ( p ) = I, and linearize (4.4) around the equilibrium G-l(p). Define maps @ : !Rn -+ Rn and 0 : H -+ Rn in the obvious way [cf. (2.5)]. Now, as in the proof of Proposition 4.2, it follows that as X -+ CO, the quantity fi approaches G-'(p). Let us compute the matrix B of (4.9), noting that in the present case which case the equilibrium is unstable. the equilibrium is not exponentially stable. where P and Q are diagonal matrices with positive entries. Now it is a well-known result (see e.g., [9, p. 2971 ) that if M is any nonsingular matrix, then T and M t T M have the same signature, i.e., the same number of positive, zero, and negative eigenvalue^.^ Next, note that P and Q commute, since they are both diagonal. Define D = P1/', S = Q112, and note that both D and S are also diagonal with positive entries, and that D and S commute. Therefore,
( V )
is similar to W = DSTSD, and as a consequence both B and W have the same eigenvalues. In turn W has the same signature as T . Hence each equilibrium of (4.4) inside S is hyperbolic, and the desired conclusion follows. Finally, if 9 also satisfies Assumption (Nl), then t;i = 0 Vz. This, plus the fact that T is hyperbolic, implies that T has at least one positive eigenvalue. Hence all equilibria inside S are unstable.
The various neural networks proposed by Tank and Hopfield have the feature that the interconnection matrix T is hyperbolic and has zero diagonal elements. Hence T has at least one positive eigenvalue. Thus Proposition 4.3 shows that in such neural networks almost all trajectories move away from the interior of the hypercube H.
It is important to note that Propositions 4.1-4.3 remain valid even if the dynamics of the neural network are slightly perturbed. In particular, if Assumption (N2) is violated in the sense that the interconnection matrix T is not symmetric but is "close" to a symmetric matrix, then the matrix B = PTQ will not in general have only real eigenvalues, but B will continue to be hyperbolic and to have the same "signature" as T , in the sense that both B and T have the same number of eigenvalues with negative real part.
Finally, suppose the network is of the type (1.6), i.e., it is a standard Hopfield-type network. This is a special cas of Assumption (N2) with all 4; and 8; set equal to the identity map. In this case the only thing we gain is that where x is the real number which is to be quantized. This neural network evolves on the four-dimensional open hypercube H = (0, l)4. The objective of the example is to determine the range of values of x for which the network has an equilibrium in the interior or H , and to determine the dimensions of its stable and unstable manifolds. Taking the second question first, it is easy to verify that T has one negative and three positive eigenvalues. Thus 3Recall that the eigenvalues of a symmetric matrix are real.
if the network has an equilibrium in the interior of H, it is hyperbolic, and its stable and unstable manifolds have dimensions one and three, respectively.
Next, we compute Remark: An informal, but informative, way to state the above proposition is: "All equilibria approaching the corners of are asymptotically stable." Proposition 5.2 brings out an important difference between DTDS networks of the form (1.1) and CTCS networks of the form (1.6). In the case of DTDS networks, not all fixed points need be attractive. In fact, there are very few results concerning the attractivity of fixed points (see e.g., [12], [13] , and [lo, pp. 38 et seq.]). In contrast, in the case of CTCS networks of the form (1.6) (or the more general (4.3)), every equilibrium near a comer of is exponentially stable. The difference arises because of the difference between the two models. Suppose e E 6" is a fixed point of the DTDS network (1.1). By previous remarks, it follows that an equilibrium of (1.6) approaches e as X -+ 00. Let ueq denote this equilibrium. Proposition 5.2 states that ueq is exponentially stable. This means that, if the initial state of the network (1.6) is suficiently close to ueq, then the resulting solution trajectory will converge to ueq. But in the case of the network (l.l), the state vectors are discretized. Hence, in this network, there is no concept of "sufficiently small" perturbations of the initial state. The only possible perturbations of e are to change some of the 1's to 0's or vice versa. With such a perturbation, it is quite possible that the resulting trajectory will not converge to e.
(1.11).
converge to the correct binary quantization of the real number x. However, it is observed in [6] that sometimes the vector V converges to a binary number which is either one less or one more than the correct quantization of 2. This problem is referred to in [6] as "hysteresis." (See [6, Fig. 31. ) Hence, for a given x there could be more than one stable equilibrium of the neural network, and depending on the initial condition the solution trajectory of the neural network could converge to an incorrect binary vector. If x is not kept fixed but is changed periodically, then it is necessary to "re-initialize" the network each time x is changed. Otherwise the solution trajectory will converge to an incorrect value.
Since the neural network has four neurons, there are 24 = 16 possible binary vectors, or 16 corners to the hypercube f?. By taking each comer in turn, it is possible to determine the values of x for which an equilibrium exists at that comer. This can be done using Proposition 5. The same process can be repeated at all 16 binary vectors, and corresponding intervals of x can be computed. This is displayed in Table I . (It is easy to show, using Proposition 5.1, that the set of values of x corresponding to a given binary vector is always an interval.) For ease of presentation, the 16 binary vectors have been shown in terms of the corresponding decimal integer. From Table I one can see that, corresponding a given real number x for which it is desired to find a binary quantization, there can be as many as three distinct asymptotically stable equilibria. Moreover, some of these equilibria need not be anywhere close to the correct binary quantization. For example, if x < 0.5 1 0 . 5 < z < 2 2 1 < z < 2 . 5 3 2 . 5 < x < 5 4 2 < x < 4 . 5 5 4 . 5 < x < 6 6 5 < x < 6 . 5 7 6 . 5 < x < 1 1 8 4 < x < 8 . 5 9 8 . 5 < x < 1 0 10 9 < x < 1 0 . 5 11 1 0 . 5 < 1 < 1 3 12 10 < x < 12.5 13 12.5 < x < 14 14 13 < One final comment: Although the parity test of Proposition 5.1 gives a systematic procedure for identifying all the equilibria of a given neural network near the comers of H, the number of operations needed to apply the parity test of order 2" where n is the number of neurons. Hence, as an analysis tool, the parity test is not very useful. However, it is very useful as a synthesis tool, i.e., as a method for constructing an neural network with equilibria near prescribed comers of a. For example, in [14] and [15], the parity test is used to construct an analog to digital converter neural network that has only a single, globally attractive equilibrium for almost all values of the input. Moreover, as stated in the remark following Proposition 5.1, the problem of constructing a CTCS network of the form (1.6) with equilibria near prescribed comers of H is mathematically equivalent to the problem of constructing a DTDS network of the form (1.1) with fixed points at the same comers. Hence, the known methods for achieving this in DTDS networks, e.g., [l] and (131, can also be used to construct CTCS networks.
1151.

VI. EQUILIBRIA IN THE FACES OF fi
Thus far we have studied the existence of equilibria in the interior of H , and near the comers of H . In this section, we complete the analysis by studying conditions under which there exist equilibria in the faces of H, i.e., equilibria where some components approach 0 or 1 while the remaining components remain bounded away from 0 and 1 as X + 00.
We are searching for solutions to Let us first define a few terms. Suppose 1 5 IC 5 n -1, and let w = { T I , .
R-lu
{ e E H : ei E (0,l) (6.4) (6.5) Proposition 6.1: Given an input I E 171" and a binary vector eb E bn-', there exists an equilibrium of (4.4) approaching the face F as X + 00 if and only if the following statement is true: Equation (6.4) has a solution e, E (071)k, and the corresponding Zb given by (6.5) satisfies the parity condition, namely
The proof is virtually the same as that of Proposition 5.1 and is therefore omitted. Proposition 6.2: Fix eb E b"-'" and let F be the corresponding face of H defined in (6.2). Suppose S is a compact subset of F. Then, for all I E R" except for those belonging to a set of measure zero, there are only finitely many equilibria of (4.4) that approach S as X + 00.
The proof is virtually the same as that of Proposition 4.1 and is therefore omitted. Proposition 6.3: Suppose the function @ satisfies the no self-interactions assumption (Nl). Then, for all I E 171" except those belonging to a set of measure zero, no equilibrium of (4.4) approaches an edge of 8.
Proof: An edge of is a face with k = 1. In this case, Assumption (Nl) implies that @(e,, ea) is independent of e,.
Hence ( Thus it can be concluded that, as X + 00, there will be an equilibrium near V = [0 0.6 0.55It. Similarly it can be verified that there will be another equilibrium near [l 0.1 0.3It, and that these are the only equilibria along the faces of [0, lI3.
Next, let us study the stability of equilibria in the faces of 8.
Proposition 6.5: Suppose the function 9 satisfies Assumption (N3). Suppose 2 5 k 5 n -1, and that T = { T I , .
(6.11)
Let ea E bndk be chosen arbitrarily, and define F to be the corresponding face of given by (6.2). Let S be a compact subset of F. Then, as A -+ 00, any equilibria of (4.4) that of all such equilibria have the same dimension, and it equals the number of positive eigenvalues of T,. If 9 satisfies (Nl) as well as (N3), then all equilibria in the faces of 8 are unstable.
Remark:
Once the index set R is fixed, there are 2n-k different possible choices for the matrix eb. Proposition 6.5 makes it clear that the equilibria in each of these faces, if any, have the same signature. To put it another way, equilibria in parallel faces have the same signature.
Proof: For convenience, renumber the indices such that R = { l , . . . , k } . Now define
Then from (4.4) it follows that
Here we have used the obvious fact that
since all matrices are diagonal. Now let X + M and suppose
an equilibrium e approaches S, i.e., (6.16) (4.4) , where the interaction function Q has the form (2.5). Suppose all functions in (2.5) are twice continuously differentiable, and that the interconnection matrix T satisfies tii = OVZ. Under these conditions, the network can have exponentially stable equilibria only at the comers of H .
Remark: Note that the class of networks covered by Corollary 6.6 includes the standard Hopfield model (1.6) as a special case. The corollary states that, merely by avoiding self-interactions, one can ensure that the network can have exponentially stable equilibria only at the corners of 8. This corollary sheds some light on the role played by the "no self-interaction" assumption on neural network dynamics. This result is important because the energy arguments of [3], and [4] require only the symmetric interactions assumption, and do not require the no self-interaction assumption. Thus a network with self-interactions is still totally stable, provided that the interactions are symmetric. But, in such a case, it is possible, for example, that all solution trajectories will converge to an exponential stable equilibrium in the interior of H . However, if the network has no self-interactions, then there can be exponentially stable equilibria only at the comers of R, provided that the interactions are symmetric, or "nearly" so. The next corollary gives an even stronger result, but at the expense of more assumptions.
Proof: The hypotheses ensure that the interaction function @ satisfies the no self-interaction assumption (Nl). Hence, it follows from Proposition 4.2 that there cannot be any exponentially stable equilibria in the interior of a. Next, it follows from Proposition 6.3 that no equilibrium approaches an edge of H. Finally, suppose an equilibrium approaches a face of H, and denote it by ueq. Now U,, is exponentially stable if and only if the eigenvalues of the linearization around ueq all have negative real parts. From (6.25), if follows that these eigenvalues include those of the matrix X W . However, from (6.24) it follows that the diagonal elements of W are all zero, since tii = 0 Vi, and the remaining matrices in (6.24) are all diagonal. Hence the sum of the eigenvalues of XW, which equals the trace of the matrix, is also zero. In particular, it is not possible for all of them to have negative real parts.
Corollary 6.7: Consider the neural network (4.4), where the interaction function 9 satisfies Assumptions (Nl) and (N3).
Then, as X -+ 00, all equilibria except those approaching the corners of H are unstable. Hence, trajectories starting from almost all initial conditions approach the comers of I?. In particular, this is true of Hopfield-type networks of the form (1.6).
Example 6.8: Let us continue Example 6.4. The analysis previously carried out shows that there is an equilibrium at V,, = [0.34 0.425 0.4625It. Now the matrix T of (6.8) has one negative and two positive eigenvalue. Accordingly, from Proposition 4.1, this equilibrium has a stable manifold of dimension one and an unstable manifold of dimension two. Next, there are asymptotically stable equilibria at el = [0 0 lIt and e2 = [l 1 Olt. Now consider equilibria in the faces. Letting T = (2.3) and assigning el = 0 leads to the equilibrium at VI = [0 0.6 0.55It, whereas assigning el = 1 leads to the equilibrium V2 = [l 0.1 0.3It. These equilibria are in opposite faces of the three-dimensional cube [0, lI3. Now
The matrix has one positive eigenvalue. This shows that both VI and V2 have stable manifolds of dimension two and an unstable manifold of dimension one.
The most important point to note about this example is that all of the above conclusions remain valid even if the interconnection matrix is perturbed slightly from its original symmetric value. Of course, the actual values of the various equilibria will change slightly in a continuous fashion, but the dimensions of the various stable and unstable manifolds will not change.
VII. SPECIALIZED RESULTS
Thus far the emphasis has been on general nonlinear neural networks. In the present section, some specialized results are presented €or Hopfield-type neural networks described by (1.6), where all the sigmoidal characteristics are identical (representing identical neurons).
A. Rate of Convergence of Trajectories
In this subsection some preliminary results are given about the rate at which the equilibria of the system (1.6) approach the comers of H , and the rate at which the solution trajectories approach the equilibria.
Suppose e is a vector in b", i.e., suppose e is a corner point of the hypercube H . 
The relationship (7.4) now follows readily from (7.6) and (7.7). Proposition 7.1 address the issue of the rapidity with which
Veq approaches the comer e as X -+ 00. Basically, the larger the value of Iueqil, the more rapidly veqi approaches ei. One can also explore the time behavior of the solution trajectories of (1.6) for a fixed "large" value of A. Proposition 7.2: Let all symbols be as defined earlier. Then Proof: Suppose X is "large" and that the initial condition u;(O) is "near" ueqi. Then it follows from (5.10) that
Suppose ueqi > 0. Then, in analogy with (7.5), we have
As t + 00 for a fixed A, the first term on the right side dominates the rest. A similar approximation applies when ueqi < 0. The desired result (7.8) now follows readily. Table I1 shows the corresponding values of z = T e + I .
From Table I1 one can see that, in two out of the three cases (in fact the two which represent the best digital approximations to the given input x), the components of z are smallest in magnitude corresponding to the least significant bits, and largest in magnitude corresponding to the most significant bits. Thus as the sigmoid nonlinearities become steeper and steeper (A + co), one would expect that the most significant bits to converge most rapidly to the "correct" values. The same phenomenon can be observed for almost all values of the input variable 2 . The details are routine and are left to the reader.
B. Existence of Equilibria in the Corners
Proposition 5.1 states that if the system (1.6) has any equilibria near the comers of H , then these are asymptotically stable. But, under certain circumstances, there might be no equilibria near the corners of H .
First a positive result. Proposition 7.4: Suppose the interconnection matrix T sat-1) T is symmetric, and all of its diagonal elements are zero. 2) Every principal submatrix of T of size 2 x 2 or larger, including T itself, is hyperbolic and has at least one positive eigenvalue.
Under these conditions, for all inputs I except those belonging to a set of measure zero, there exists at least one binary vector e E b" such Te + I has the same parity as e.
Proof: The assumptions ensure that the neural network exhibits total stability, i.e., every solution trajectory converges to an equilibrium [3] . Propositions 4.1, 6.1, and 6.2 show that there can be no asymptotically stable equilibria except near the comers of H , while Proposition 6.2 guarantees that there can only be a finite number of equilibria in the faces of R.
All these facts plus total stability lead one to conclude that there must exist at least one asymptotically stable equilibrium near a corner of H . By Proposition 5.1, this is equivalent to the parity condition being satisfied at some comer of H . This is the desired conclusion.
Now an example to show that Proposition 7.4 is not valid if the interconnection matrix T is perturbed.
Example 7.5: Consider a two-neuron network with the interconnection matrix isfies the following conditions: (7.12) Then, applying Proposition 5.1, one can verify that if O < i l <~ i 2 < -~ (7.13) then none of the four vectors in b2 satisfies the parity condition. But by applying Proposition 6.2, one can see that there is an equilibrium near el = -i1 e2 = 0.
(7.14)
To determine the signature of this equilibrium, let Z L~ = gT1(el) m i l = gi(u1) > 0.
(7.15)
Then, by (6.25), the eigenvalues of the linearized system around the equilibrium are asymptotically equal to { -A w l , -2 ) .
(7.16) Hence this equilibrium is asymptotically stable. The point of Proposition 7.4 and Example 7.5 is as follows: Under ideal conditions, there is (almost) always an asymptotically stable equilibrium near a corner of H . Since the parity condition of Proposition 5.1 is just an algebraic relationship, it is easy to see that, for each fired input vector I, there is a small allowed perturbation such that there continues to exist an equilibrium near some corner of H . But Example 7.5 shows that the order of the quantifiers cannot be interchanged: It is not true that there exists a small allowed perturbation for which there continues to exist an equilibrium near some comer of H.
As a final comment, observe that the proof of Proposition 7.4 is quite round-about and unsatisfactory. The parity condition involves only linear algebra, and as such one would expect to be able to find a proof of the proposition based purely on linear algebra.
VIII. CONCLUSIONS
In this paper we have given a complete analysis of the location and stability of the equilibria, in the high-gain limit, of arbitrary nonlinear neural networks. The class of networks studied here is quite general and includes the standard Hopfield-type networks as a special case. The method of analysis does not depend on energy function arguments. As a result, the results presented here continue to hold even if the neural dynamics are slightly perturbed, in contrast with the results based on energy arguments.
In this paper, it has been assumed solely for notational convenience that the scaling factor X is the same for all neurons; see (1.6). However, this assumption is not necessary in order to establish the results proved here. Consider the more general description (1.Q where each neuron has a separate scaling constant. Suppose these constants all approach infinity in such a way that they are all of the same order, i.e., suppose there exist positive constants CT and p such that o 5 X i / X j 5 p V i , j E { l , . . . , n } .
(8.1)
Then all the results of the paper remain valid. The only modification needed in the proofs is to replace the scalar X by the diagonal matrix A=diag(X1,..., Xn} (8.2) in appropriate places. The details are easy and are left to the reader. To repeat, the point is that all results remain valid provided all scale factors are of the same order-they need not all have the same value. If a Hopfield-type neural network has symmetric interconnections, then [3] the network exhibits total stability, i.e., all solutions approach an equilibrium. This means, for example, that there are no nontrivial periodic solutions. This conclusion depends heavily on the ability to construct a total Lyapunov or energy function, and the energy function of [3] is only valid if the interconnection matrix is symmetric. Thus it is still an open question as to whether a network with "nearly" symmetric interconnections can exhibit limit cycles, and if so, under what conditions.
Another issue that is as yet unresolved, even in the symmetric interconnections case, is that of calculating (or at least estimating) the basin or domain of attraction of each asymptotically stable equilibrium, which we now know can only lie in the comers of the hypercube H if the interconnection matrix has zero diagonal elements. This is a topic for further research.
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