In this paper, we study positive as well as non-negative and non-trivial gradings on finite dimensional Lie algebras. We give a different proof that the existence of such a grading on a Lie algebra is invariant under taking field extensions, a result very recently obtained by Y. Cornulier. Similarly, we prove that given a grading of one these types and a finite group of automorphisms, there always exist a positive grading which is preserved by this group. From these results we conclude that the existence of an expanding map or a non-trivial selfcover on an infra-nilmanifold depends only on the covering Lie group. Another application is the construction of a nilmanifold admitting an Anosov diffeomorphisms but no non-trivial self-covers and in particular no expanding maps, which is the first known example of this type.
Let E ⊆ C be a subfield of the complex numbers and n a finite dimensional Lie algebra over E. A grading of the Lie algebra n is a decomposition of n as a direct sum n = i∈Z n i of subspaces n i ⊆ n such that [n i , n j ] ⊆ n i+j for all i, j ∈ Z. We call the grading positive if n i = 0 for all i ≤ 0 and non-negative if n i = 0 for all i < 0. Every Lie algebra has a non-negative grading given by n = n 0 and we call this the trivial grading of n. An automorphism ϕ ∈ Aut(n) preserves the grading if ϕ(n i ) = n i for all i ∈ Z.
There is a strong relation between positive gradings and expanding automorphisms of Lie algebras. An automorphism ϕ ∈ Aut(n) is called expanding if |λ| > 1 for all eigenvalues λ of ϕ. Let n be a Lie algebra over E with a positive grading n = i∈Z n i . Given a µ ∈ E with |µ| > 1, there exists an expanding automorphism ϕ of n which maps an element x ∈ n i to µ i x. Moreover, if ψ is an automorphism of n which preserves the grading, then ψ will commute with the expanding automorphism ϕ.
In [5, Theorem 3.4] it is shown that this construction also works the other way around. Given an expanding automorphism ϕ we find a positive grading such that every automorphism ψ commuting with ϕ preserves the positive grading. The result in [5] was only stated in the case where E = Q but in fact the proof works for any field E.
There is a similar relation between non-trivial and non-negative gradings and partially expanding automorphisms. We call an automorphism partially expanding if for every eigenvalue λ of ϕ we have λ = 1 or |λ| > 1 and there is at least one eigenvalue λ = 1. Therefore, the study of these two types of gradings on Lie algebras preserved by a given automorphism is equivalent to the study of (partially) expanding automorphisms which commute with this automorphism.
The automorphism group of a Lie algebra is a linear algebraic group and in the first section of this paper we recall the basis properties of such groups. By using the theory of linear algebraic groups, the main results are proved in the following sections. The first theorem states that the existence of positive gradings is invariant under taking field extensions: Theorem 2.2. Let E ⊆ F ⊆ C be field extensions and n a Lie algebra over the field E. Then n admits an expanding automorphism if and only if F ⊗ n admits an expanding automorphism. Equivalently, the Lie algebra n admits a positive grading if and only if the Lie algebra F ⊗ n admits a positive grading.
The next one shows that given a finite group of automorphisms, there always exists a grading preserved by this group: Theorem 3.2. Let n be a rational Lie algebra which admits an expanding automorphism and H ⊆ Aut(n) a finite subgroup. Then there exists an expanding automorphism of n which commutes with every element of H. Equivalently, if n admits a positive grading, it also admits a positive grading which is preserved by H.
The same results for non-trivial and non-negative gradings on Lie algebras are also true.
In the next section, we combine these main results about Lie algebras with [5, Theorem 4.2.] to get the following classification of infra-nilmanifolds admitting an expanding map: Theorem 4.1. Let Γ\G be an infra-nilmanifold modeled on a Lie group G with corresponding Lie algebra g. Then the following are equivalent:
1. Γ\G admits an expanding map;
2. g has a positive grading; 3. g has an expanding automorphism.
Again, there is a similar classification for non-trivial self-covers of Γ\G, corresponding to nontrivial and non-negative gradings. As a consequence of this theorem we construct a nilmanifold admitting an Anosov diffeomorphism but no expanding map in the last section.
Some of these results were proved independently and by different methods in [2] by Y. Cornulier. There are more detailed references in this paper.
Linear algebraic groups
We recall some basic properties about linear algebraic groups, a more detailed discussion can be found e.g. in [1, 10, 11] .
Let K be any subfield of C, then we define a linear algebraic K-group G as a subgroup of GL(n, C) which is K-closed, i.e. G is the zero set of a finite number of polynomials with coefficients in K. We denote by G(K) = G∩GL(n, K) the subgroup of K-rational points in G. The connected component of the identity element in G is denoted as G 0 and this subspace is a normal subgroup of finite index in G. We call an element x ∈ G expanding if for all the eigenvalues λ of x, we have |λ| > 1. We call an automorphism partially expanding if for every eigenvalue λ of x we have λ = 1 or |λ| > 1 and x has at least one eigenvalue = 1.
A group morphism between two linear algebraic K-groups is said to be defined over K (or is a K-morphism) if the coordinate functions are given by polynomials over the field K. Denote by C * the multiplicative group of the field C, then a character of G is a group morphism G → C * . A Ktorus is a linear algebraic K-group which is isomorphic to a closed subgroup of diagonal matrices D(n, C). If the isomorphism is defined over K, then we call the torus K-split. If a K-torus has no non-trivial characters defined over K, then we call the torus anisotropic.
The radical RG of a linear algebraic K-group G is defined as the maximal connected and solvable normal subgroup of G. This normal subgroup always exists and is defined over K, see [1, Section 11.21 ]. The subgroup of RG consisting of all its unipotent elements is called the unipotent radical and we denote this normal subgroup as (RG) u . If the unipotent radical is trival, i.e. if (RG) u = {e}, the group G is called reductive. A Levi subgroup is a (reductive) linear algebraic subgroup L ⊆ G such that G is the semi-direct product of L and (RG) u . From [10, Chapter VIII] we know that Levi subgroups always exist in characteristic 0 and that they are unique up to conjugation. Moreover, every reductive linear algebraic subgroup of G is contained in a Levi subgroup. If G is a connected reductive group, it can be decomposed as a product G = Z · DG where Z = Z(G) 0 is the identity component of the center of G and DG = [G, G] is the commutator subgroup, see [1, Section 14.2] . The intersection Z ∩ DG is a finite subgroup of G.
Let E ⊆ C be any field and n a nilpotent Lie algebra over the field E. If E ⊆ F is a field extension of E, then we can construct the Lie algebra n F = F ⊗ E n over the field F . The standard example will be the case where F = C and we call n C the complexification of the Lie algebra n. The automorphism group G = Aut(n C ) is a linear algebraic E-group and we have that Aut(n) = G(E).
Gradings under field extensions
In this section we show that the existence of a positive grading is invariant under field extensions. First, we give a proof in the more general case of linear algebraic groups:
has an expanding element if and only if G(L) has an expanding element.
Proof. We have a natural inclusion
has an expanding element. For the other implication, it is sufficient to prove it in the case where L = C. Since every power of an expanding element is again expanding, we can also assume that the group G is connected. Let x ∈ G(C) be an expanding element. By the multiplicative Jordan decomposition, we can assume that x is semisimple. Every semisimple element of G lies in a maximal torus, so the existence of an expanding element is equivalent to the existence of an expanding element in a maximal torus. Since all maximal tori are conjugate and G contains also a maximal torus defined over K, we can assume that G is a K-torus.
From [1, Section 8.15 ] it follows that every K-torus G can be written as G = G a G d where G a is an anisotropic subtorus and G d is a K-split subtorus. Since every K-split torus is conjugated over GL(n, K) to a K-closed subgroup of D(n, C), we can assume that G d is a subgroup of D(n, C). Let x ∈ G be an expanding element and write x = yz with y ∈ G a and z ∈ G d . We show that z is also expanding and hence that the K-split torus G d contains an expanding element. If not, we can write z up to permutation of the eigenvalues and thus up to conjugation by an element of GL(n, Q) ⊆ GL(n, K) as
where Z 1 is a diagonal matrix with only eigenvalues ≤ 1 in absolute value and Z 2 a diagonal matrix with only eigenvalues > 1 in absolute value. Since the torus G a commutes with z, every element t ∈ G a can be written as
for some invertible matrices A t and B t . Consider the character χ : G a → C * with χ(t) = det(A t ). This morphism is clearly defined over K and hence must be trivial. In particular, for the element y we have det(A y ) = 1. This would imply that x is not expanding, a contradiction and we conclude that G d contains an expanding element.
So we are left to prove the theorem in the case where G is a K-split torus, or equivalently, in the case of a K-closed subgroup of D(n, C). Note that the expanding elements form an open subset of G(R) and G(C) for the Euclidean topology. The case K R is then immediate since G(K) forms a dense subset of G for the Euclidean topology. In the case K ⊆ R, we only have that G(K) is a dense subset of G(R) for the Euclidean topology and therefore it suffices to show that G(R) has an expanding element.
From [1, Section 8.2] it follows that G is defined by character equations, so as the intersection of kernels of characters. Every character D(n, C) → C * is of the form
since the latter will also satisfy the same character equations. By applying this to an expanding element of G, we get an expanding element of G(R) and this finishes the proof.
By applying Theorem 2.1 to the automorphism group of a Lie algebra, we have the following consequence:
Theorem 2.2. Let E ⊆ F ⊆ C be field extensions and n a Lie algebra over the field E. Then n admits an expanding automorphism if and only if n F admits an expanding automorphism. Equivalently, the Lie algebra n admits a positive grading if and only if the Lie algebra n F admits a positive grading. More or less the same proof also works for partially expanding elements instead of expanding elements. If we write a partially expanding automorphism x = yz with y ∈ G a and z ∈ G d for an anisotropic torus G a and a K-split torus G d , we can show just as in Theorem 2.1 that z has no eigenvalues of absolute value < 1. This implies that the K-split torus G d has a partially expanding element.
One difference in the case of partially expanding elements is that the set of all partially expanding elements does not form an open subset of G(R) or G(C) for the Euclidean topology. If G is a K-closed subgroup of D(n, C) containing a partially expanding element with the first k eigenvalues equal to 1, then we restrict to the subtorus
and the proof works for this subtorusG. In particular we get the following result:
Theorem 2.3. Let n be a Lie algebra over a field E ⊆ C and E ⊆ F ⊆ C a field extension. Then n admits a partially expanding automorphism if and only if n F admits a partially expanding automorphism. Equivalently, n admits a non-trivial and non-negative grading if and only if n F admits a non-trivial and non-negative grading.
Gradings preserved by automorphisms
In this section, we study gradings preserved by automorphisms which lie in a reductive subgroup of the automorphism group. Note that all finite subgroups and diagonalizable groups of automorphisms satisfy this property, since they only contain semisimple elements. Again, we first consider the more general case of linear algebraic groups: Theorem 3.1. Let G be a linear algebraic K-group with an expanding element and H ⊆ G(K) a subgroup contained in a reductive subgroup of G. Then there exists an expanding element of G(K) which commutes with every element of H.
Proof. The elements of G which commute with every element of H form a K-closed subgroup of G, so because of Theorem 2.1 it suffices to show that G contains an expanding element which commutes with every element of H.
Since H is a subgroup of a reductive subgroup of G, there exists a Levi subgroup L of G such that H ⊆ L. Every expanding semisimple element of G also lies in a Levi subgroup. Because all Levi subgroups are conjugated, we know that if the group G has an expanding element, the Levi subgroup L (and therefore also L 0 ) has an expanding element. The group L 0 is reductive and thus L 0 can be written as
with Z the connected center of L 0 . Take x an expanding element of L 0 , then we can write it as x = zy with y ∈ DL 0 and z ∈ Z. Just as above in Theorem 2.1, we claim that z is an expanding element. If z is not expanding, we can write z up to conjugation in GL(n, C) as
where Z 1 is an invertible matrix with only eigenvalues ≤ 1 in absolute value and Z 2 an invertible matrix with only eigenvalues > 1 in absolute value. Since z lies in the center of L 0 , every element t ∈ L 0 is of the form t = A t 0 0 B t for some invertible matrices A t and B t . Consider now the character χ : L 0 → C * given by χ(t) = det(A t ). Since y ∈ DL 0 , we have χ(y) = 1 and this is a contradiction since x = zy is expanding. We deduce that the connected center of L 0 contains an expanding element.
Fix an expanding element z ∈ Z, then the element
commutes with every element l i with 1 ≤ i ≤ k and therefore also with every element of L. The group H is a subgroup of L and thus z 0 commutes with every element of H. Since all the elements l i zl −1 i ∈ Z are expanding and commute, it follows that z 0 is expanding. This finishes the proof.
By applying this theorem to the linear algebraic group Aut(n C ) of a rational Lie algebra n and taking H a finite subgroup, we get: Theorem 3.2. Let n be a rational Lie algebra which admits an expanding automorphism and H ⊆ Aut(n) a finite subgroup. Then there exists an expanding automorphism of n which commutes with every element of H. Equivalently, if n admits a positive grading, it also admits a positive grading which is preserved by H.
The same result holds for partially expanding maps with the same proof: Theorem 3.3. Let n be a rational Lie algebra which admits a partially expanding automorphism and H ⊆ Aut(n) a finite subgroup. Then there exists a partially expanding automorphism of n which commutes with every element of H. Equivalently, if n admits a non-negative and non-trivial grading, it also admits a non-negative and non-trivial grading which is preserved by H.
These results were proved independently and by different methods in [2, Corollary 3.26].
Applications to infra-nilmanifolds
In this section we apply the main results to expanding maps and non-trivial self-covers on infranilmanifolds. First we recall the basic definitions about infra-nilmanifolds, more details can be found in [3, 13] .
Let G be a connected and simply connected nilpotent Lie group and Aut(G) the group of continuous automorphisms of G. Define the affine group Aff(G) as the semi-direct product G ⋊ Aut(G). The group Aff(G) acts on G in the following natural way:
Let C ⊆ Aut(G) be a compact subgroup of automorphisms. A subgroup Γ ⊆ G ⋊ C is called an almost Bieberbachgroup if Γ is a discrete, torsion-free subgroup such that the quotient Γ\G is compact. The quotient space Γ\G is a closed manifold and we call Γ\G an infra-nilmanifold modeled on the Lie group G. Denote by p : Γ → Aut(G) the natural projection on the second component, then the group H = p(Γ) is a finite group, which is called the holonomy group of Γ. The subgroup N = Γ ∩ G is a uniform lattice in G and Γ fits in the following exact sequence:
In the case where G is abelian, i.e. G ∼ = R n for some n, the manifolds constructed in this way are exactly the closed flat Riemannian manifolds.
Let α ∈ Aff(G) be an affine transformation satisfying αΓα −1 ⊆ Γ. Then α induces a differentiable mapᾱ on the infra-nilmanifold Γ\G, given bȳ
The induced mapᾱ is called an affine infra-nilmanifold endomorphism. The eigenvalues of α are defined as the eigenvalues of the linear part of α, where eigenvalues of an automorphism of G are the eigenvalues of the corresponding Lie algebra automorphism on the Lie algebra of G. If αΓα −1 = Γ, then the mapᾱ will be a diffeomorphism and we callᾱ an affine infra-nilmanifold automorphism. We callᾱ expanding if α only has eigenvalues > 1 in absolute value and hyperbolic if it has no eigenvalue of absolute value 1.
The exact sequence (1) does not split in general, so there is no natural representation H → Aut(N ). By embedding the group N into its rational Mal'cev completion N Q , see [13] , we get the following commutative diagram
where the bottom exact sequence splits, see [6] . This leads to a natural representation H → Aut(N Q ) which is called the rational holonomy representation. Sometimes we will identify the group H with it's image under this representation. The rational Mal'cev completion corresponds to a rational nilpotent Lie algebra n and moreover every rational nilpotent Lie algebra occurs in this way. The Lie algebra n R is the Lie algebra corresponding to the Lie group G. A rational form of the Lie algebra n R is a rational subalgebra m ⊆ n R such that m R = R ⊗ m = n R . An expanding map f : M → M on a closed Riemannian manifold M is a differentiable map such that there exists constants c > 0 and λ > 1 with Df n (v) ≥ cλ n v for all v ∈ T M and all n ≥ 1. By a result of Gromov, see [8] , we know that every expanding map is topological conjugate to an expanding affine infra-nilmanifold endomorphism. So up to homeomorphism, the infra-nilmanifolds are the only manifolds admitting an expanding map. Anosov diffeomorphisms are defined in a similar way, see [14] and every hyperbolic affine infra-nilmanifold automorphism is an Anosov diffeomorphism. It follows from [4, Corollary 3.5.] that the existence of an Anosov diffeomorphism on a nilmanifold N \G depends only on the Lie algebra n. If N \G admits an Anosov diffeomorphism, we call the Lie algebra n Anosov.
In [5] we showed that the existence of an expanding map depends only on the nilpotent Lie algebra n and the rational holonomy representation H → Aut(n). By combining Theorem 2.2 and Theorem 3.2, we have a complete algebraic description of the infra-nilmanifolds admitting an expanding map: Theorem 4.1. Let Γ\G be an infra-nilmanifold modeled on a Lie group G with corresponding Lie algebra g. Then the following are equivalent:
As a corollary, we see that the existence of an expanding map depends only on the covering Lie group G: Similarly, we can combine Theorem 2.3 and Theorem 3.3 with the result [5, Theorem 5.4 .] to find a complete algebraic characterization of the infra-nilmanifolds admitting a non-trivial selfcover, i.e. a self-cover which is not a homeomorphism: Theorem 4.3. Let Γ\G be an infra-nilmanifold modeled on a Lie group G with corresponding Lie algebra g. Then the following are equivalent:
1. Γ\G admits a non-trivial self-cover; 2. g has a non-negative and non-trivial grading;
3. g has a partially expanding automorphism.
So also the existence of a non-trivial self-cover depends only on the covering Lie group G.
Another application of Theorem 3.1 is the following result:
Theorem 4.4. Let Γ\G be an infra-nilmanifold admitting an expanding map and an Anosov diffeomorphism. Then there exists an expanding map and an Anosov diffeomorphism on Γ\G which commute.
Proof. If Γ\G admits an Anosov diffeomorphism, then [6, Theorem A] implies that there exists a hyperbolic automorphism ϕ of n, i.e. with no eigenvalues of absolute value 1, such that ϕ has characteristic polynomial in Z[X], | det(ϕ)| = 1 and ϕ commutes with every element of H ⊆ Aut(n). We can also assume that ϕ is semisimple because of the multiplicative Jordan decomposition. Take T the smallest linear algebraic subgroup of Aut(n C ) which contains ϕ. The group T will also commute with every element of H and the group HT forms a reductive subgroup of Aut(n C ). By Theorem 3.1, we conclude that there exists a positive grading n = i>0 n i on Aut(n) which is preserved by ϕ and every element of H.
From the proof of [6, Theorem A], it follows that some power ϕ k of ϕ satisfies ϕ k Γϕ −k = Γ and thus induces a hyperbolic affine infra-nilmanifold automorphism on Γ\G. Let p be any prime and consider the expanding automorphisms ψ p : n → n which are given by ψ p (x) = p i x for all x ∈ n i . By the proof of [5, Theorem 4.2.] we know that there exists a prime p and l > 0 such that ψ Theorem 4.4 is also true for non-trivial self-covers on infra-nilmanifolds by replacing positive grading by non-trivial and non-negative grading in the proof.
New type of example
As another application of Theorem 3.1, we construct a nilmanifold which admits an Anosov diffeomorphism but no non-trivial self-cover and so also no expanding map. This is the first example of a nilmanifold satisfying these properties. First, we will construct a rational Lie algebra n as a quotient of a free nilpotent Lie algebra g by using the Hall basis of such a Lie algebra. Next, we give a general way of constructing automorphisms on this Lie algebra n. In this way, we give a finite group of automorphisms H such that there exist no partially expanding automorphism of n commuting with H. By Theorem 2.1 and Theorem 3.1 this shows that there are no partially expanding automorphisms on this Lie algebra nor on any rational form of the Lie algebra n R . Finally, we use the techniques of [7] to prove that the Lie algebra n R has a rational form which is Anosov. So every nilmanifold corresponding to this rational form then has the desired properties.
Construction of the Lie algebra n: Let g be the free 6-step nilpotent Lie algebra over Q on 4 generators. Denote by X 1 , X 2 , X 3 , X 4 a set of generators for the Lie algebra g. Consider the natural grading g 1 ⊕ . . . ⊕ g 6 for g, where g 1 is the vector space spanned by X 1 , . . . , X 4 . We say that the vector a has degree i if a ∈ g i and we denote this as deg(a) = i. We will use the shorthand notation For more details and a proof that these vectors form indeed a basis, we refer to [9] . In our case we will always assume that the order relation satisfies X 1 < X 2 < X 3 < X 4 on g 1 , so X i1 < X i2 if and only if i 1 < i 2 .
Let β be the Hall basis for 
This shows that the vectors given by [X i1 , X i2 , b] with b ∈ β and i 1 , i 2 ∈ {1, 2, 3, 4} are linearly independent in g 6 . This also implies that ifβ is another basis for g 4 , then the vectors [X i1 , X i2 , b] with b ∈β and i 1 , i 2 ∈ {1, 2, 3, 4} are linearly independent.
Every permutation s ∈ S 4 determines an automorphism ϕ s of g which is given by the relations ϕ s (X i ) = X s(i) on the generators. Consider the automorphism α ∈ Aut(g) of order 4 which is induced by the permutation (1234) ∈ S 4 . Let I be the smallest ideal of g such that
for all i, i j ∈ {1, . . . , 4} with the indices i j distinct. From the Jacobi identity it follows that also
for all distinct i j ∈ {1, . . . , 4}.
The ideal I is a graded ideal, meaning that I is the direct sum of the vector spaces I k = I ∩ g k . The Jacobi identity implies that the ideal I satisfies I k+1 = [g 1 , I k ]. Since the image of a generator of I under α is again a generator of I, it follows that I is invariant under α, i.e. α(I) = I. Let n be the quotient Lie algebra g I and denote byp : g →ñ the natural projection map. Since I is invariant under α, the automorphism α induces an automorphism of the quotientñ and denote the induced map asα :ñ →ñ.
Consider the vector v = [X 1 , X 2 , X 4 , X 4 , X 2 , X 3 ] ∈ g 6 . We claim that the vector v satisfies p(v) = 0 or equivalently that v / ∈ I 6 . By using the Hall basis of g 4 , it's an exercise to check that [X 4 , X 4 , X 2 , X 3 ] / ∈ I 4 . If β is a basis for the subspace I 4 , this is equivalent to saying that the set {[X 4 , X 4 , X 2 , X 3 ]} ∪ β is linearly independent. The existence of a Hall basis then implies that also the set
. In a similar way one can check more generally that the vectorsp(v),p(α(v)),p(α 2 (v)) andp(α 3 (v)) are linearly independent inñ.
The vector space spanned byp (v − [X 2 , X 4 ]) ∈ñ is an ideal by the definition of the Lie algebrã n. Let J be the smallest ideal ofñ containing this vector and which is invariant underα. Consider the Lie algebra n =ñ J with projection map p : g → n. It follows from the previous paragraph that p(v) = 0. The automorphismα induces an automorphismᾱ ∈ Aut(n) of order 4.
Automorphisms on n: By the explicit construction of the Lie algebra n as a quotient of the free Lie algebra g we can give a general way of constructing automorphisms on n E for any field extension E ⊇ Q. Consider the linear subspace g E 1 of g E spanned by X 1 , . . . , X 4 . Take λ 1 , . . . , λ 4 ∈ E such that λ 1 λ 2 λ 3 λ 4 = 1 and consider the linear map g
This map uniquely extends to an automorphism ϕ : g E → g E . Moreover, since I is generated by eigenvectors of ϕ, it also induces an automorphismφ :
is also an eigenvector of the map ϕ since λ 1 λ 2 λ 3 λ 4 = 1 and thusφ induces a mapφ on the Lie algebra n E .
Take the basisX 1 , . . . ,X 4 for the vector space n
, the automorphismφ is mapped to the diagonal matrix with eigenvalues λ 1 , λ 2 , λ 3 and λ 4 . This will be an important construction of automorphisms on the Lie algebra n E .
As a consequence of this construction for automorphisms, we have the following proposition:
Proposition 5.1. The Lie algebra n has no partially expanding automorphisms.
Proof. Let H be the subgroup of GL(4, Q) generated by the matrices This subgroup is isomorphic to Z 2 ⊕ Z 2 and the centralizer of H in GL(4, Q) is given by the diagonal matrices D(n, Q). As described just above this theorem, each of the generators of H above induces an automorphism of the Lie algebra n and thus we get a faithful representation i : H → Aut(n).
Assume that n does have a partially expanding automorphism ϕ. By Theorem 3.1, we can assume that ϕ commutes with every element of the finite group i(H). Consider the vector space n [n, n] with basisX 1 , . . . ,X 4 and the natural projection map π : Aut(n) → Aut n [n, n] ∼ = GL(4, Q). Since π(ϕ) lies in the centralizer of H, we know that
The vector p(v), with v as in the definition of n above, is then an eigenvector of ϕ with eigenvalue
is an eigenvector of eigenvalue λ 2 λ 4 . Since p(v) = p([X 2 , X 4 ]) = 0, it must hold that λ 1 λ 2 λ 3 λ 4 = 1. This is a contradiction since ϕ is a partially expanding automorphism.
Anosov Lie algebra:
In [7] , a general way of constructing Anosov Lie algebras is given. We recall the following result [7, Corollary 2.7] which allows us to show that a real Lie algebra has a rational form which is Anosov: Theorem 5.2. Let n be a rational Lie algebra and assume there exists a decomposition of n into subspaces n = λ∈E V λ such that [V λ1 , V λ2 ] ⊆ V λ1λ2 . Let ρ : Gal(E, Q) → Aut(n) be a representation such that ρ σ (V λ ) = V σ(λ) for all σ ∈ Gal(E, Q). Then the linear map f : n E → n E given by f (X) = λX for all X ∈ V λ induces an automorphism on some rational form of n E . If every λ is an algebraic unit of absolute value different of 1, then this rational form is Anosov.
Let E be a real Galois extension of Q of degree n, then we call an algebraic integer a Pisot number if µ > 1 and for all 1 = σ ∈ Gal(E, Q), it holds that |σ(µ)| < 1. A Pisot number which is also an algebraic unit of E is called a unit Pisot number. An algebraic unit µ with Galois conjugates µ 1 = µ, . . . , µ n satisfies the full rank condition if for all d 1 , . . . , d n integers with n j=1 µ dj j = ±1, it holds that d 1 = d 2 = . . . = d n . Every unit Pisot number satisfies the full rank condition, see [12, Proposition 3.6.] . From the appendix of [7] it follows that every real Galois extension E has unit Pisot numbers.
By combining the existence of unit Pisot numbers with Theorem 5.2, we have the following consequence:
Proposition 5.3. The Lie algebra n R has a rational form which is Anosov.
Proof. Take Q ⊆ E ⊆ R a field extension with Galois group Gal(E, Q) ∼ = Z 4 and denote by σ a generator of Gal(E, Q). Let µ be a unit Pisot number in E and write µ i = σ i−1 (µ). By squaring µ if necessary, we can assume that µ 1 µ 2 µ 3 µ 4 = 1. Take ϕ : n → n the automorphism induced by the linear map that maps X i → µ i X i , as explained above Proposition 5.1. All eigenvalues of the automorphism ϕ are products of the algebraic units µ i of length at most 6. The only possibility to get an eigenvalue of absolute value 1 is µ 1 µ 2 µ 3 µ 4 , since µ satisfies the full rank condition, see above. By construction of the Lie algebrañ, all the eigenvectors with eigenvalue µ 1 µ 2 µ 3 µ 4 lie in I, so this eigenvalues does not occur. Hence, ϕ has no eigenvalues of absolute value 1.
Consider the representation ρ : Gal(E, Q) → Aut(n) given by ρ(σ) =ᾱ. The maps ρ and ϕ satisfy the conditions of Theorem 5.2, where the subspaces V λ are given the eigenspaces of the map ϕ and the map f of the theorem is equal to ϕ. This implies that n E (and therefore also n R ) has a rational form which is Anosov.
