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Abstract
Quantum information brings together theories of physics and computer
science. This synthesis challenges the basic intuitions of both fields.
In this thesis, we show that adopting a unified and general language
for process theories advances foundations and practical applications of
quantum information.
Our first set of results analyze quantum algorithms with a process theo-
retic structure. We contribute new constructions of the Fourier transform
and Pontryagin duality in dagger symmetric monoidal categories. We then
use this setting to study generalized unitary oracles and give a new quan-
tum blackbox algorithm for the identification of group homomorphisms,
solving the GROUPHOMID problem. In the remaining section, we con-
struct a novel model of quantum blackbox algorithms in non-deterministic
classical computation.
Our second set of results concerns quantum foundations. We complete
work begun by Coecke et al. [32, 34], definitively connecting the Mermin
non-locality of a process theory with a simple algebraic condition on that
theory’s phase groups. This result allows us to offer new experimental tests
for Mermin non-locality and new protocols for quantum secret sharing.
In our final chapter, we exploit the shared process theoretic structure
of quantum information and distributional compositional linguistics. We
propose a quantum algorithm adapted from [109] to classify sentences by
meaning. The clarity of the process theoretic setting allows us to recover
a speedup that is lost in the naive application of the algorithm.
The main mathematical tools used in this thesis are group theory (esp.
Fourier theory on finite groups), monoidal category theory, and categorical
algebra.
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Chapter 1
Overview
Despite almost two decades of research, we still seek new and useful quantum
algorithms. This is of interest where the meaning of useful ranges from “able
to generate experimental evidence against the extended Church-Turing thesis” to
“commercially viable”. Better languages, frameworks, and techniques for analyzing
the structure of quantum algorithms will aid in these attempts. One such programme
initiated by Abramsky, Coecke, et. al de-emphasizes the role of Hilbert spaces
and linear maps and instead focuses on topological flows of information within
quantum-like systems [6, 31, 37]. This approach captures all the familiar structure of
quantum computation - from teleportation to quantum secret-sharing - and locates
the particular setting of Hilbert spaces as an instance of more general process
theories [33, 35, 36].
This thesis develops a process theoretic approach to the structure of quantum
algorithms and protocols, furthering the “search for structure” in both the foundations
and applications of quantum information. We briefly clarify the relationship of this
approach to these two domains.
Foundations
We consider quantum computation (quantum theory on finite dimensional Hilbert
spaces) as an instance of a larger class of process theories. These theories start from
a process based axiomatic structure that emphasizes the information processing that
occurs in quantum systems. This work thus contributes to existing literature that
presents an information theoretic foundation for quantum theory, such as Hardy [54],
Chiribella et al. [26], and work in generalized probabilistic theories by Barrett [17].
Process theoretic generalization focuses on the information processing features of
quantum mechanics that generate properties like the quantum Fourier transform
1
Quantum Information
FHilb represented by
Quantum Circuits
Process Theories
†-SMC
†-compact categories
represented by
generalize to
Categorical Diagrams
Figure 1.1: Schematic of the approach taken in this thesis. Viewing quantum
information as a process theories provides a more powerful and diagrammatic
approach to presenting quantum protocols.
(Section 4.1), unitary oracles (Section 4.2), and Mermin non-locality (Chapter 5).
Further, it allows us to consider analogs of complex quantum protocols in alternative
physical theories that inhabit new mathematical settings (Section 4.3).
Applications
While there already exist many intriguing applications for quantum information - as
quantum computers or quantum communications networks - our knowledge of these
applications is often based on isolated techniques. As it has become necessary to
consider more advanced applications, the language we have used to describe quantum
mechanics has similarly advanced. Differential equations led to matrix mechanics
and then to quantum circuits, which have formed the basis for most known quantum
algorithms as well as the basis for the current generation of quantum programming
languages, e.g. LIQUi|〉 [106] and Quipper [48]. Still, these languages are, by
a structural standard, more akin to quantum assembly language than high-level
programming languages.
By generalizing from quantum information to process theories (Figure 1.1), we are
able to lift quantum circuit diagrams into a more powerful notation for specifying and
verifying algorithms (Chapters 4 and 6). This approach handles algorithm analysis
with high-level abstractions that are appropriate for advanced applications. As we
will show, it allows the function of large classes of blackbox algorithms to be verified
2
with a few diagrammatic arguments. As such, these techniques have an important
role to play as we seek to best exploit the structure of quantum theory.
Outline
The first two chapters introduce background material. Chapter 2 covers the
basic categorical diagrams for process theories and connects them to examples,
including quantum circuits. Chapter 3 adds known structures to define a quantum-
like process theory (QPT). Diagrams for QPTs have additional power on
top of quantum circuits that allows direct reasoning about observables, phases,
complementarity and measurements. Examples for quantum teleportation and the
controlled-not gate are provided.
Chapter 4 contains the first of the main results of this thesis as it applies QPTs
to the study of quantum algorithms in three ways. In Section 4.1, we develop a
connection between the Fourier transform and strongly complementary observables
in a QPT. This connection is of interest in quantum information where the Fourier
transform plays a key role in many algorithms. The role of strongly complementary
observables pinpoints exactly where this particular transformation appears in the
structure of quantum theory. The connection is also of independent mathematical
interest, as we give new categorical proofs of Pontryagin duality, the convolution
theorem, and the Fourier inversion theorem in arbitrary dagger symmetric monoidal
categories. This construction allows us to investigate other mathematical settings
where Fourier-like transforms occur, such as in the category of sets and relations.
In Section 4.2, we use the QPT framework and its connection to the Fourier
transform to analyze quantum blackbox algorithms. We begin with a purely abstract
construction and proof of unitarity for oracles in arbitrary QPTs. This construction
directly connects these unitary oracles with complementary observables. Then, as
warmup, we overview Vicary’s process theoretic verifications and generalizations of
the Deutsch-Jozsa, single-shot Grover’s, and hidden subgroup algorithms from [104].
This allows us to introduce a new blackbox quantum algorithm for the group
homomorphism identification problem (GROUPHOMID) which, in many cases, offers
a large speedup over the optimal classical algorithm. These algorithms are specified
and verified using the tools of process theories.
Section 4.3 leverages the QPT presentation of these algorithms to construct a
toy model of the Deutsch-Jozsa algorithm, the single-shot Grover’s algorithm, and
the GROUPHOMID algorithm in the category of sets and relations: a QPT we
call QCRel. In a particular sense, these provide non-deterministic classical models
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for the structure of these quantum algorithms. This section also includes some
new mathematical results on self-conjugate comonoid homomorphisms in sets and
relations.
Chapter 5 investigates the connection between Mermin non-locality and strongly
complementary observables that was first introduced by Kissinger et al. [32]. We
extend this work to cover all arbitrary QPTs by developing the connection between
locality and phase groups from Coecke et al. [34]. This leads us to an easy to check
algebraic condition on the phase groups of an QPT that acts as an indicator for
Mermin non-locality or locality. In particular, this allows us to show that QCRel
(the QPT in sets and relations) is Mermin local despite much of its quantum-like
structure. In terms of quantum theory, these results show how to construct a large
class of Mermin non-locality experiments for any number of parties, that have access
to any number of measurements, on systems of arbitrary dimension. This is a powerful
generalization over the restricted cases that are currently known and we use it further
suggest a large class of new quantum secret sharing protocols.
Chapter 6 uses recent work in a process theoretic framework from computational
linguistics, called distributional compositional (DisCo) linguistics [28], to investigate
quantum algorithms for computational linguistic tasks. The shared QPT structure of
quantum theory and DisCo linguistics makes quantum algorithms particularly apt for
this domain, and allows to us improve on the naive application of such algorithms.
As an example, we use classical preprocessing to adapt a quantum algorithm for
clustering into a sentence classification algorithm with an improved speedup.
We then conclude in Chapter 7 with a brief outlook on future work on
blackbox algorithms, the computational complexity of process theories in general,
and applications to quantum programming languages.
Related Papers
Material presented in this thesis has developed out of several publications and working
papers over the last few years. Much of the material in this thesis has appeared in
print in these original sources and specific citations are included in the abstracts of
each chapter. Some of this work was completed jointly with other researchers and
these sections are also highlighted throughout the next. Selections from these joint
papers are only those that this author contributed significantly towards. We provide
a list of these papers in chronological order for convenience:
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Chapter 2
Categories and Diagrams
Chapter Abstract
This chapter introduces basic background material. We introduce the relevant
categorical definitions and show how symmetric monoidal categories can be
interpreted as process theories, using quantum circuits as a motivating example. We
then review several other examples of process theories from the literature.
2.1 Monoidal categories
Monoidal categories (sometimes called tensor categories) provide an abstract structure
for processes that are equipped with both sequential and parallel composition.
One might be tempted to think of sequential composition as time-like and parallel
composition as space-like, but we should be careful to examine this notion in cases
like, for example, quantum theory (See Example 3.2.8). We call a process f : A → B
a morphism from some input A to output B. The A and B are called objects and
we sometimes say that f is a morphism between them. For morphisms f : A → B
and g : B → C, their composite is a morphism g ◦ f : A → C. This data can be
structured into a category, which then embodies the notion of sequential composition. 1
We will sometimes leave the objects of morphisms implicit when they can be inferred
from context.
Definition 2.1.1. A category C is a set of objects Ob(C) and a set of morphisms
Arr(C) between them, such that for all A, C,B,D ∈ Ob(C) and all f : A → B,
g : B → C, and h : C → D in Arr(C):
1As a foundational comment, categories in the broadest mathematical literature do not in general
require their objects and morphism to be sets. Categories where they do, as defined and used in
this thesis, are small categories. These details relate to the role categories can play in mathematical
foundations [76].
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• for every pair of morphisms f, g, their composite g ◦ f : A → C is also in Arr(C);
• composition is associative:
h ◦ (g ◦ f) = (h ◦ g) ◦ f (2.1)
• for every object A there is an idA : A → A in Arr(C) called the identity morphism
such that for all f :
idB ◦ f = f = f ◦ idA. (2.2)
A category can thus be thought of as encoding processes where sequences can be
associatively composed and where we always have access to a “do-nothing“ process,
which is the identity morphism. Note that the objects of a category are somewhat
superfluous, as they are in one-to-one correspondence with the identity morphisms.
Due to this correspondence, we refer interchangeably to an object and its identity
morphism. It is because categories are focused on morphisms that we see them as
encoding a process theory.
Morphisms and their compositions can be represented in string diagrams:
f : A → B :=
B
f
A
g ◦ f :=
C
g
B
f
A
idA :=
A
A
(2.3)
Here, vertical connectivity (read from bottom to top) represents the flow of morphism
composition.
Definition 2.1.2. A (strict)2 monoidal category is a category C equipped with a
categorical tensor (−⊗−) : C×C → C and a unit object I ∈ Ob(C) that obey:
(A⊗ B)⊗ C = A⊗ (B ⊗ C), (2.4)
I ⊗ A = A = A⊗ I. (2.5)
2Throughout this thesis we take monoidal categories to be strict, i.e. those associators and
unitors are identities. In fact, every monoidal category is monoidally equivalent to a strict monoidal
one [63].
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Tensor composition is represented by side-by-side placement, and the unit object
is the “empty” diagram:
f ⊗ g :=
B
f
A
D
g
C
=
B
f
A
D
g
C
idI := (2.6)
To interpret this, we consider the objects A,B as systems, so that morphisms
f : A → B are processes from one system to another. Thus A ⊗ C is thought of
as a composite system with composite morphism f ⊗ g that acts independently on
its parts. The identity object is interpreted as the empty system, which matches its
diagram. We can also define states of systems.
Definition 2.1.3. A state of A ∈ Ob(C) is a morphism |ψ〉 : I → A drawn as
|ψ〉 :=
A
ψ
(2.7)
The state morphism can be thought of as a preparation process to create that state:
it is a process that starts with nothing and has output of type system. The tensor
product of two states, |ψ〉⊗|φ〉, corresponds to the usual notion of product state from
quantum theory (Example 3.2.3).
Definition 2.1.4. In a monoidal category, effects on an object A are morphisms
E : A → I.
Similarly to the way states act as preparations, an effect can be thought of as a
test process. It takes as input some system and outputs the outcome of that test on
the system. Thus, the preparation of a system in a certain state |ψ〉, which is then
tested against effect E, has representation:
E ◦ |ψ〉 =
ψ
E
, (2.8)
which is intended to look suggestively like an inner product. Said another way,
effects turn systems into outcomes of tests on that system. Coecke and Paquette [36]
provide an instructive example of this interpretation using a monoidal category model
of cooking. After introducing additional structure, we will return to the details of
effects in quantum-like theories in Section 3.1.
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2.2 Symmetric monoidal categories
Definition 2.2.1. A monoidal category is symmetric (is an SMC) when it has
isomorphisms σA,B : A⊗ B → B ⊗ A that satisfy the following graphical equations:
σA,B := = (2.9)
= = (2.10)
f g =
g f
(2.11)
where Equation 2.11 for all f, g is the naturality of σ.
Examples 2.2.2. The following are some explicit examples of SMC’s:
• Hilb and FHilb, the category where objects are (finite dimensional) Hilbert spaces;
morphisms are linear maps; the categorical tensor is the tensor product; the unit
object I = C.
• Vect and FVect, the category where objects are (finite dimensional) vector spaces;
morphisms are linear maps; the categorical tensor is the tensor product; the unit
object I = C.
• Rel and FRel, the category where objects are (finite) sets; morphisms are relations;
the categorical tensor is the cartesian product; the unit object is the singleton set,
i.e. I = {•}.
• Set and FSet, the category where objects are (finite) sets; morphisms are functions;
the categorical tensor is the cartesian product; the unit object is the singleton set,
i.e. I = {•}.
• Given a finite group G, its representations form an SMC Rep(G), where objects
are finite dimensional representations of G; morphisms are intertwiners for the group
9
/
U
/
f
/
|1〉
|0〉 H
01
H
HN
H2 H2 H2
f
U
Figure 2.1: On the left we have a quantum circuit (read left to right) and its
corresponding categorical diagram in FHilb on the right (read bottom to top). In
both depictions, the boxes are linear maps and the wires are Hilbert spaces. In
quantum circuits these are implicitly qubits, with a slash used to denote products of
qubits. In the categorical diagram we explicitly write spaces or leave them generic.
action;3 the categorical tensor is the tensor product of representations; the unit object
is the trivial action of G on the 1-dimensional vector space.
Some of these examples have customary process theoretic interpretations, such
as Rel as a setting for nondeterministic classical processes and FHilb for quantum
computation. We’ll elaborate on these interpretations in Section 2.3.
It is important to note that the graphical notation we have introduced to describe
morphisms in SMCs is not merely a notational convenience. We can reduce all the
structural rules for SMCs down to simple diagrammatic equivalence, as the following
theorem of Joyal and Street shows.
Theorem 2.2.3. [62, Thm 2.3] A well-formed equation between morphisms in a
symmetric monoidal category follows from the axioms if and only if it holds in the
graphical language up to isomorphism of diagrams.
This emphasizes the power of the diagrammatic presentation. Rather than needing to
check the many different rewrite rules that form the diagrammatic axioms, we need
only check that the diagrams are isomorphic. This will become especially important
as we introduce more structure in Chapter 3.
2.2.1 Symmetric monoidal categories & quantum circuits
This thesis applies the structure and graphical calculi for SMCs to the study of
protocols and algorithms for and inspired by quantum theory. For this purpose, it
3Linear maps that commute with the action of G.
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can be useful to think of the SMC graphical calculus as mathematical scaffolding
that underlies quantum circuit diagrams. See Figure 2.1 for a concrete example.
Note that state preparation is included as a part of the categorical diagram while it
is external labeling in the quantum circuit. In FHilb we have I = C, and so the
states, by Definition 2.1.3, of some Hilbert space H are exactly maps |ψ〉 : C → H.
These are recognized as the usual quantum state vectors |ψ〉 ∈ H. This allows states
to be manipulated graphically as well, to advantages discussed later. In uncovering
the SMC scaffolding of quantum circuits, we can improve it, introducing techniques
to reason graphically about more advanced structures that better capture salient
features of these processes. We cover these new features in Chapter 3.
2.2.2 Other categorical definitions
We make use of several other standard categorical concepts, whose definitions are
reproduced here.
Definition 2.2.4. From any category C we can construct a dual category Cop where
Ob(Cop) = Ob(C) and for every morphism f : A → B in Arr(C) there is a morphism
g : B → A in Arr(Cop) and vice versa.
Loosely speaking, we can think of Cop as a version of C where we have turned
all the morphisms around so that inputs become outputs. In general this will be a
different kind of category than C.
Definition 2.2.5. Given a category C and A,B ∈ Ob(C), the homset Hom(A,B)
is the set of morphisms in the category of type f : A → B.
We can think of Hom(A,B) as all the processes that input system A and output
B. Sometimes, to specify the category, we write C(A,B) for the homset Hom(A,B)
in C.
As we often consider the relationship between categories, we recall the notion of
a structure preserving map between categories. In our context they can be thought
of as homomorphisms between process theories.
Definition 2.2.6. Given two categories C and D, a functor F : C → D consists of
1. A mapping on objects F : Ob(C) → Ob(D) :: A 7→ F (A)
2. A mapping on arrows F : C(A, B) → D(F (A), F (B)) :: f 7→ F (f) that preserves
composition and identities, i.e.
11
(a) For f : A → B and g : B → C then F (g ◦ f) = F (g) ◦ F (f)
(b) F (1A) = 1F (A)
Monoidal and symmetric monoidal functors also preserve their respective additional
structures. For further details, see Coecke and Paquette’s introductory “Categories
for the practising physicist” [36].
2.3 Process theories
We have seen that strict symmetric monoidal categories capture the structure of
diagrammatic languages like quantum circuit diagrams.4 For this reason we introduce
the following definition:
Definition 2.3.1. A process theory is a strict symmetric monoidal category where
objects are interpreted as systems, morphisms are interpreted as processes, morphism
composition is interpreted as sequential process composition, and the monoidal
product is interpreted as parallel process composition.
Process theories and associated structures on them form the mathematical setting of
this thesis.
Monoidal and symmetric monoidal categories were introduced as “categories
with multiplication” by MacLane in [77] and later formalized as string diagrams
by [62]. There are other examples, besides quantum information, where diagrammatic
concepts in computer science and physics have been formalized using SMCs, and these
can all be considered as examples of the process theory considered here. In general,
this approach is most useful when processes have both a natural diagrammatic
(geometric) presentation, but also have an algebraic interpretation.
In physics, Penrose’s tensor notation [86] is, in modern language, precisely the
diagrammatic representation of the symmetric monoidal category FVect of finite
dimensional vector spaces and linear maps. Feynman diagrams are representations of
morphisms in the symmetric monoidal category of positive energy representations of
the Poincare´ group [15]. The symmetric (and braided) monoidal category framework
is an important foundation for n-dimensional topological quantum field theories.
4While this thesis chooses to use strict SMC’s as process theories, it may be reasonable in other
settings to consider non-strict monoidal categories. These kinds of process theories are certainly
still well-formed, but do not have as clean a diagrammatic representation. We would, for example,
need to keep track of how many copies of “white space” (the monoidal unit) are introduced around
a diagram.
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Atiyah [10] introduces the idea that one can think of a TQFT as a symmetric
monoidal functor between the category of n-cobordisms and finite dimensional vector
spaces: T : nCob → FVect. In fact, Abrams [2] and Kock [70] show two-
dimensional TQFT’s are equivalent to commutative Frobenius algebras, which we
introduce later in Definition 3.3.4. Reshetikhin, Turaev, Baez, and Lauda discuss
how this perspective also plays an important role in the study of generalized knot
invariants [92] and quantum groups [15].
We also find examples in computer science and control theory. Petri nets, which
present naturally in diagrams, have been connected to linear logic through their
connection with monoidal categories by several authors [3, 78, 95]. In particular
Marti and Meseguer show how each Petri net, by closure under sequential and parallel
composition, makes a suitable kind of symmetric monoidal category [78, 81]. Baez
and Erbele [13] and Bonchi et al. [21] show that signal-flow diagrams from control
theory can be seen as morphisms in the category FinRelk whose objects are finite
dimensional vector spaces of the field k, whose arrows are linear relations, and whose
monoidal product is the direct sum. In fact the internal monoids, comonoids, and
bialgebras that are described in Chapter 3 also have a natural interpretation in this
setting as investigated by Baez, Erbele [13] and Bonchi et al. [22]. Bonchi et al.
have further used these structures to axiomatize generalized linear algebra using
diagrams [21].
In recent work, Baez and Fong have formalized passive linear networks (electrical
circuits consisting of inductors, capacitors, and resistors) using symmetric monoidal
categories [14]. Here the relationship between a category of circuits and the
Lagrangian representing them is presented as a dagger functor between dagger
compact categories. These dagger compact categories are symmetric monoidal
categories with additional structure covered Chapter 3. SMC based string
diagrammatic theories also appear in interactive theorem proving [51], parallel
programming [82], programming language semantics [79], and natural language
processing [38]. This final connection is elaborated on and leveraged in Chapter 6.
The planar diagrams presented in this chapter can be understood as part of a
larger n-categorical hierarchy. Joyal and Street’s [62] original work describe monoidal
categories as coherent under planar isotopy, and the coherence of higher classes of
these graphical languages can be regarded as geometric isotopies in higher dimensions,
e.g. coherence for SMCs is up to a 4-dimensional isotopy. Selinger’s monoidal category
survey provide many examples [99]. A general reference for the connections between
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computation, topology, and physics that emerge from symmetric monoidal categories
is the Rosetta Stone by Baez and Stay [12].
14
Chapter 3
Structures in Process Theories
Chapter Abstract
In this chapter we introduce the remaining background on categorical structures for
process theories. From this background, we define a quantum-like process theory that
comes equipped with a quantum-like interpretation through a generalized Born rule.
Many of the properties developed here, while still general, are extensions of ideas from
quantum theory, e.g. complementarity. Process theories that possess these properties
can be considered quantum-like, and have diagrammatic representations that can be
used as more powerful extensions of quantum circuits.
3.1 The Dagger
This section introduces concepts that expand categorical diagrams beyond quantum
circuits. We see that abstract linear algebra can be introduced by adding a so-called
dagger functor. In the case of FHilb this corresponds to the familiar notion of adjoint
(complex-transpose). The addition of the dagger also allows us to take a perspective
on quantum-like symmetric monoidal categories (not just FHilb).
Definition 3.1.1. A dagger functor on a category C is an involutive contravariant
functor † : C → C that is the identity on objects. A dagger category is a category
equipped with a dagger functor.
Spelling out this definition, the dagger functor has the following properties for
f, g : Arr(C) with suitable types and A ∈ Ob(C):(
f †
)†
= f (3.1)
(g ◦ f)† = f † ◦ g† (3.2)
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id†A = idA (3.3)
Thus for any f : A → B in a dagger category, its dagger or adjoint f † : B → A
also exists in that category. We use the shorthand †-SMC for a dagger symmetric
monoidal category. In †-SMCs the dagger and the monoidal product are required to
cooperate, i.e. (f ⊗ g)† = f † ⊗ g†.1
The quantum setting of FHilb is a dagger category whose canonical dagger is the
adjoint, and generalizing it in the manner of Definition 3.1.1 allows us to generalize
many familiar terms, following Abramsky and Coecke [5]:
Definition 3.1.2. A morphism f : A → B in a dagger category is:
• self-adjoint when f † = f ;
• a projector when self-adjoint and f ◦ f = f
• an isometry when f † ◦ f = idA;
• unitary when both f † ◦ f = idA and f ◦ f † = idB;
• positive when f = g† ◦ g for some morphism g : H → K.
These concepts both have meaning as mathematical objects in linear algebra and
as information theoretic concepts in a process theory. For example, a projector is
some process where multiple sequential applications have the same effect as a single
application in the broadest possible sense.
Further, the dagger can be intuitively extended to an operation on diagrams: it
flips the picture upside-down around the horizontal axes. As a visual aid, morphisms
can now be drawn with broken symmetry as follows:
A
f
B

†
=
B
f
A
:=
B
f †
A
(3.4)
Thus the unitarity condition becomes:
f
f
=
f
f
= (3.5)
1In general monoidal dagger categories the structural morphisms of unitors and associators are
required to be unitary as Definition 3.1.2.
16
The next two definitions, that of scalars and effects, further our understanding of
†-SMCs with a generalized version of the Born rule that provides a basic notion of
measurement.
Definition 3.1.3. A scalar in a SMC is a morphism a : I → I. As these are maps
from the empty diagram to the empty diagram they are unsurprisingly represented
as:
a (3.6)
This categorical view of scalars was made explicit in [5]. To gain perspective
on why these properly represent scalars, we consider two facts. Firstly, Kelly [66,
Prop 6.1] showed that these scalars form a commutative monoid under categorical
composition, as is graphically expressed by:
a
b
=
b
a
(3.7)
Secondly, in FHilb they correspond exactly to the complex numbers, as linear
maps C→ C.
Recall from Definition 2.1.4, that, in a †-SMC, effects on an object A are
morphisms 〈ψ| : A → I. The dagger gives a method for assigning an effect to
every state and vice versa: just as some preparation p : I → A prepares system A
in that state, the effect p† : A → I eliminates the system A by the process p†. This
duality presents generalized inner products as compositions of states and effects
that generalize the usual Dirac notation [5]:

ψ
† = ψ 〈φ| ◦ |ψ〉 = 〈φ|ψ〉 =
ψ
φ
(3.8)
3.2 The generalized Born rule
Measurement in these process theories comes from a statement connecting probabili-
ties and inner products. For a state X : I → A and an effect Y : A → I in a †-SMC,
the amplitude of outcome Y given preparation X is:
a = Y ◦X : I → I. (3.9)
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We could then define the operational probability Prob(X|Y ) = |a|2. While this
clearly makes sense in FHilb, where amplitudes are complex numbers, one might ask
under what general conditions the scalars I → I will square to our usual notion of
probability. Vicary provides an answer in the following theorem:
Theorem 3.2.1. [103, Thm 4.2] In a monoidal dagger-category with simple tensor
unit, which has all finite dagger-limits and for which the self-adjoint scalars are
Dedekind-complete, the scalars have an involution-preserving embedding into the
complex numbers.
For any category satisfying these conditions, this embedding can be used, along
with appropriate normalization, to extract real-valued probabilities. Still, even if the
scalars do not embed in the complex numbers one can generally handle the needed
structure of complex conjugation to obtain a generalized Born rule. This is done
using monoidal categories with duals.2
Duals in a process theory help us define the quantum-like properties of
entanglement and conjugation.
Definition 3.2.2. In a †-SMC, a system A has a3 dual system A∗ if there exist
processes
eA : I → A∗ ⊗ A and dA : A⊗ A∗ → I, (3.10)
such that the following equations hold:
(dA ⊗ idA) ◦ (idA ⊗ eA) = idA (idA∗ ⊗ dA) ◦ (eA ⊗ idA∗) = idA∗ (3.11)
When duals are introduced, we can denote them by placing arrows on the objects:
idA = idA∗ = g : A
∗ → B∗ = g (3.12)
Thus the duality maps, commonly called “cups” and “caps”, and their “snake
equations” (3.11) have the following diagrammatic form:
eA = dA = (3.13)
2These are sometimes called autonomous categories in the literature [63, 99].
3In general, there can be separate left and right duals for an object in any category, where the
definition given here corresponds to a left dual. In a †-SMC (in fact in any braided monoidal category
with left duals), these are necessarily equal, so we need only speak of one dual [63, Prop. 7.2].
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= = (3.14)
and are well behaved under the dagger functor, i.e.
( )†
=
( )†
= (3.15)
We can compose these caps and cups to define the dual of any process f : A → B
as f ∗ : B∗ → A∗:
f ∗ = f (3.16)
This is called the upper-star of f .
Example 3.2.3. To get a better handle on what duals are, we consider the example
of FHilb. Given some finite dimensional Hilbert space A ∈ Ob(FHilb), its dual A∗
is the usual dual space, i.e. the space of linear functionals A → C. Note that in this
case A is isomorphic to A∗, and thus we can canonically map 〈i| 7→ |i〉. Because of
this isomorphism, we will often omit the arrows on wires when working in FHilb.
Using this and given a basis {|i〉} for A, the cups and the caps are maps:
eA :: 1 7→
∑
i
〈i| ⊗ |i〉 ∼=
∑
i
|i〉 ⊗ |i〉 (3.17)
dA ::
∑
i
|i〉 ⊗ 〈i| ∼=
∑
i
〈i| ⊗ 〈i| 7→ 1 (3.18)
We then immediately recognize eA as entangled state preparation. In particular,
when A is a two-dimensional Hilbert space, eA is a Bell state preparation of
|ψ00〉 = |00〉 + |11〉 and and dA is a post-selected Bell measurement for |ψ00〉. For
any process in FHilb its dual gives the transpose.
This provides a motivating example for the following, which acts as a generalized
conjugation operation:
Definition 3.2.4. Given a process theory with duals C, the lower-star is an
involutive map
(−)∗ : Arr(C) → Arr(C)
(f : A → B) 7→ f∗ := (f †)∗ = (f ∗)†.
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The lower-star operation introduces abstract probabilities for the generalized Born
rule:
Definition 3.2.5 (Generalized Born Rule). For a state X : I → A and an effect
Y : A → I in a †-SMC, the probability of outcome Y given preparation X is:
Prob(Y |X) = (Y ◦X)∗ ⊗ Y ◦X : I → I. (3.19)
It is easy to see that this reduces to the usual Born rule in FHilb.
The cup and cap maps also provide a general definition for the trace of a process:
Tr
 f
 = f , (3.20)
whose correspondence with the usual trace is easily shown [33]:
Tr(f) =
(∑
i
〈ii|
)
◦ (idA ⊗ f) ◦
(∑
j
|jj〉
)
=
∑
i
〈i|f |i〉 =
∑
i
fii (3.21)
3.2.1 Quantum-like process theories
The addition of states and a generalized Born rule (with further details in this section),
give our process theories a notion of measurement and a quantum-like character.
Definition 3.2.6. (Quantum-like Process Theories) A †-SMC where all objects have
duals is called a †-compact category. A quantum-like process theory (QPT)
is a †-compact category where objects are interpreted as systems and morphisms are
interpreted as processes.
Duals and their “wire-straightening” equations give diagrams in a quantum-like
process theory a lot of power to encode topological equivalences. This is well expressed
in the following graphical coherence theorem, whose mathematical details can be
traced in Selinger’s survey [99].
Theorem 3.2.7 (Fundamental Theorem of Diagrams [33]). Two diagrams in a
QPT are considered equal if one can be smoothly transformed to another by bending,
stretching, or crossing wires, and by moving boxes around. Given any two QPTs C
and D and a functor F : C → D, for any two diagrams d and d′ in C, if d = d′ as
diagrams then F (d) = F (d′) in D.
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To recap, we have so far introduced the structures of the dagger and duals, allowing
us to compute measurement outcomes by manipulation of the diagrams alone. This
contrasts with the usual quantum circuit formalism, which provides a representation
of a protocol, but whose implementation must ultimately be understood through the
matrix mechanics that accompany it. The use of this difference - the operational in
operational process theories - can be illustrated with quantum teleportation, which
provides a motivating example and was introduced in this form by Abramsky and
Coecke [5].
Example 3.2.8. We saw in Example 3.2.3 that caps and cups represent preparation
and post-selected measurement of one of the Bell states |ψ00〉. The other Bell states
can be prepared and/or measured by the application of a unitary to one of the
entangled systems:
Ui Ui (3.22)
A teleportation protocol can then be represented by the process where Alice and
Bob share an entangled system that will be used to teleport from Alice to Bob:
Ui
Ui
Alice Bob
Shared Bell state
(3.23)
Here the cup map represents the shared Bell state. Alice performs a Bell measurement
on the source system and her half of the entangled system. Bob then performs
a unitary that matches Alice’s Bell measurement. We can verify the effect of the
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protocol using purely diagrammatic equivalences:
Ui
Ui
Thm 3.2.7
=
Ui
Ui (3.5)
=
(3.14)
= (3.24)
This protocol provides a good example where space-like and time-like intuition should
be applied carefully. The application of the Bell effect and state connects Alice and
Bob’s systems by a single wire. Thus, the space-like separated pair of Alice and Bob’s
unitaries become equivalent to their time-like sequential composition, as show in the
first step of (3.24). In fact, if one is reading the passage of time vertically in the
diagrams, then it may be surprising to note that because
Ui
Ui
= Ui Ui
(3.25)
the time-ordering of Alice and Bob’s unitaries appears to not affect the protocol.
In some sense, the connectivity of the diagram means that Alice’s unitary appears
to happen first in the compositional sequence regardless of the time ordering in the
protocol’s implementation. It should be noted that this behavior is only present in
the post-selected teleportation protocol that we present here. In general, when some
classical communication is required, the time-ordering of course certainly matters.
This presentation of the teleportation protocol is useful in several ways:
1. The high level structure of the protocol (the teleportation) is immediately manifest
without accompanying calculation.
2. It is obvious how to design equivalent teleportation protocols with multiple parties
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and Bell measurements in more elaborate arrangements, e.g.
Ui
Ui
Ui
Ui = (3.26)
3. By specifying the teleportation protocol at the level of QPTs, we can consider models
of teleportation in theories other than quantum theory, i.e. categories other than
FHilb. As an example, the QPT FRel where systems are sets and processes are
relations also has entangled states established by duals, where the dagger functor
is the relational converse. All the protocol specifications given in this section apply
equally well in the FRel setting, just as they will in any other QPT.
Quantum-like process theories already give us some power above and beyond the
usual quantum circuit formalism, and we add more structures to the toolbox in the
next sections. We have glossed over some of the details of how measurement should
be represented in such theories, but the introduction of classical structures in the
next section allows us to be more exact in Section 3.7.
3.3 Classical structures
Within a process theory we can construct objects that have the phenomenology of
classical information: copying, deleting, etc. These structures become the observables
of QPTs that allow us to extract classical information via measurements.
3.3.1 Monoids and comonoids
Monoids and comonoids on systems embody our notions of copying and comparing
states. As they are particular kinds of processes, we draw them with distinct pictures.
For A ∈ Ob(C), a monoid (A, ∗,1) has states of A as elements and the following maps:
(− ∗ −) :=
A A
∗
A
= 1 :=
1
= (3.27)
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Definition 3.3.1. In a monoidal category, a monoid is a triple (A, , ) of an object
A, a morphism : A⊗A → A called the multiplication, and a state : I → A called
the unit, satisfying associativity and unitality equations:
= = = (3.28)
Definition 3.3.2. In a monoidal category, a comonoid is a triple (A, , ) of an
object A, a morphism : A → A ⊗ A called the comultiplication, and an effect
: A → I called the counit, satisfying coassociativity and counitality equations:
= = = (3.29)
We use differently colored dots to represent different monoids on the same object.
In a dagger monoidal category every monoid has a corresponding comonoid formed
by applying the dagger functor, i.e. ( )† = and ( )† = . When a monoid and
comonoid are the same color, we take this to mean that each is the dagger of the
other.
Definition 3.3.3. In a monoidal category with object A, a monoid homomor-
phism f : (A, , ) → (A, , ) is a map f : A → A such that
f
=
ff
f = (3.30)
A comonoid homomorphism is defined similarly, but with the dagger of the
conditions in (3.30).
In the next section we will ask for the comonoid and monoid to interact in various
ways.
3.3.2 Generalized observables
When monoids and comonoids combine under certain rules, we obtain the structure of
classical information on systems in a QPT. We can think of this as a way of embedding
classical information into the systems of an arbitrary QPT.
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Definition 3.3.4. In a †-SMC, the pair of a monoid (A, , ) and comonoid (A, , )
form a dagger-Frobenius algebra (†-FA) when the following equation holds:
= (3.31)
When is commutative, the †-FA is commutative (is a †-CFA). The co-
commutativity of for a †-CFA follows [68, Thm 3.2.8].
Definition 3.3.5. A classical structure ( ) is a dagger-Frobenius algebra
(A, , , , ) satisfying the specialness (3.32) and symmetry (3.33) conditions:
= (3.32)
= (3.33)
Definition 3.3.6. The set of classical states K◦ for a classical structure ( ) are
all states j : I → A such that:
j
=
jj
(3.34)
These classical states will typically be drawn as states that are the same color as the
classical structure to which they correspond. It is also easy to determine the behavior
of classical states under composition with the (co)unit:
j
(3.29)
=
j
(3.34)
=
jj
⇔
j
= 1 (3.35)
where 1 is the unit scalar, i.e. 1 ◦ s = s = s ◦ 1 for all scalars s. In this sense the
counit “erases” classical points.
The following theorems by Coecke et al. characterize the relationship between
classical structures and observables.
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Theorem 3.3.7 ([37, Thm 5.1]). Symmetric dagger Frobenius algebras in FHilb are
orthogonal bases.
The additional condition of specialness for classical structures acts as a normalizing
condition so that:
Theorem 3.3.8 ([37, Sec 6]). Classical structures in FHilb are orthonormal bases.
Classical structures are bases in FHilb and so are recognized as generalized
observables in a QPT. The classical states of classical structures (Definition 3.3.6)
form the elements of these bases, more specifically the eigenvectors of the observables,
though we should be careful that in categories other than FHilb, they do not
necessarily have all the familiar properties of bases for Hilbert spaces. For example,
we usually expect to be able to distinguish maps by testing them on basis elements.
In general this only holds for certain classical structures:
Definition 3.3.9. A classical structure ( ) has enough classical states when for
all processes f, g : A → B:
f = g ⇔ (∀|j〉 ∈ K : f ◦ |j〉 = g ◦ |j〉) (3.36)
Remark 3.3.10. The correspondence in Theorem 3.3.8 was modified for the infinite
dimensional case in [7], where it still holds. We will only use the finite dimensional
case in this thesis as we are concerned only with algorithms that run on computers
of finite size.
Definition 3.3.11. In a QPT, the dimension d(A) of an object A equipped with a
dagger-Frobenius algebra (A, , , , ), is given by the following composite:
d(A) := (3.37)
When the algebra is in fact a classical structure, (3.37) can be simplified to the
composition of the unit and counit:
d(A) = (3.38)
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Remark 3.3.12. It is important to note that the dimension of a system does not
always equal the number of classical states of the associated classical structure. One
setting where this does not hold is FRel, where this fact plays an important role in
its QPT characterization in Chapter 5.
An important result of Coecke and Duncan shows that the rules for classical
structures can be summarized in a convenient normal form that is in keeping with
the sorts of topological equivalences we are used to for diagrams of a QPT. Let the
maps n : A → A⊗n be defined recursively by:
0 := n+1 := ( n ⊗ idA) ◦ (3.39)
Let n be similarly defined.
Theorem 3.3.13 (Spider Theorem [31, Thm 6.11]). Given a classical structure, let
f : A⊗n → A⊗m be constructed from { , , , } such that the diagram is connected.
Then f = m ◦ n.
This normal form has a neat diagrammatic representation.
Proposition 3.3.14 ([31, Thm 6.12]). Given a classical structure on A, let ( )mn
denote the ‘(n,m)-legged spider’:
... ...
:=
... ...
n
m
(3.40)
then any process A⊗n → A⊗m built from { , , , } which has a connected graph is
equal to ( )mn . Spider composition is:
... ...
...
... :=
...
... ...
(3.41)
The spider rule makes it clear that every classical structure on A can be used to
make A dual to itself (Definition 3.2.2) using caps ( ◦ ) and cups ( ◦ ) built from
the white dot:
= = (3.42)
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Kissinger provides direct proof of this fact [68, Thm 3.2.7].
The upper and lower star operations with respect to this white dot cup and
cap corresponds in FHilb to transposition and conjugation in the white dot basis
respectively. Further it can be shown that transposition with respect to a classical
structure is equivalent to the dagger when applied to its classical states:
i j
= =i j (3.43)
This is of course not true on general states.
3.4 Phases
Phases for QPTs were introduced by Coecke and Duncan [31]. They decorate classical
structures with an abelian group in a particular way.
Definition 3.4.1. A phase state for a Frobenius algebra (A, , ) is a state |α〉
such that:
α
α
= =
α
α
(3.44)
Each phase state corresponds to a phase that is a unitary map in the following form:
:=
α
α
(3.45)
Proposition 3.4.2 (Phase groups). Given a †-FA (A, , , , ) in a QPT, its
phases form a group under the following addition:
a + b
=
a b
(3.46)
with unit . When the Frobenius algebra is part of a classical structure, then its phases
form an abelian group.
Proof. See [31, Sec. 7.4] for proofs.
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Phases can be added to the normal form from Theorem 3.3.13 to give a decorated
spider rule [31, Thm 7.11]:
... ...
:=
... ...
α
α
(3.47)
with composition
... ... ...
... :=
... ... ...
α
α+β
β
(3.48)
This normal form is a powerful simplifying tool and will often be used in the analysis
of diagrams of processes in QPTs.
3.5 Complementarity
The notion of complementary bases can also be lifted to the general level of classical
structures in QPTs [31]. This extension is perhaps best presented as emergent from a
suitable generalization of mutual unbiasedness.4 This means that for two bases {|i〉}
and {|j〉} on a D-dimensional Hilbert space, |〈i|j〉|2 = 1/D for all i, j. In diagrams
we then have:
i j
= 1
D
j i ⇔
i j
j i
D =
i
j
(3.49)
as the mutual unbiasedness condition, where we have assumed that D is invertible
(as all dimensions in FHilb are) and used (3.38) and (3.35) to obtain the right hand
form.
Definition 3.5.1 (Complementarity). In a QPT, two classical structures ( ) and
( ) on the same object are complementary when the following equation holds:
=SD where :=S (3.50)
4Our presentation in this regard is heavily influenced by the approach taken by Coecke et al.
in [33].
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where D is the dimension of the object and the map S : A → A is called the antipode.
The Equation (3.50) is equivalent to mutual unbiasedness on classical structures
that have enough classical points by Definition 3.3.9. Then by a quick calculation:
i
j
(3.49)
=
i i
i i
i j
(3.43)
=
(∗)
= =
j i
j j
jj
SD D D D (3.51)
where (∗) is an application of Theorem 3.2.7, and the last step uses the fact that
there are enough classical points.
Complementarity relates the classical states of classical structures to their phase
groups.
Lemma 3.5.2. If two classical structures in a QPT are complementary, then, up to
an idempotent scalar, a state that is a classical point of one is a phase state for the
other.
Proof. We prove this using diagrams, following Coecke and Kissinger [35]:
a
a
Thm 3.3.13
=
a
a (3.33)=
a
a
(3.52)
(3.43)
=
a a
(3.34)
=
a
(3.50)
=
a
(3.35)
= (3.53)
Though the converse of this lemma holds in FHilb, i.e. each phase is also a
classical point of the complementary structure, the converse does not hold in general.
Definition 3.5.3. In a QPT, two classical structures ( ) and ( ) are coherent
when the following equations hold:
= = = (3.54)
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Proposition 3.5.4 ([33, Prop. 3]). In FHilb if we are given two self-adjoint operators
corresponding to complementary classical structures, then we can always construct a
pair of coherent classical structures with the same classical points.
This means that in the QPT for quantum computation, we can take complementary
classical structures to be coherent without loss of generality.
The terminology for the antipode comes from the fact that complementarity is
almost enough to make the classical structures a Hopf algebra using this antipode.
Some complementary classical structures do indeed form Hopf algebras and these ones
are called strongly complementary. They will be discussed in Section 4.1 in detail.
Example 3.5.5. Complementary observables allow us to construct a generalized
form of the controlled-not gate in any QPT. In FHilb we can choose classical
structures on the two-dimensional Hilbert space that correspond with the usual Z
and X observables:
:
|0〉 7→ |00〉
|1〉 7→ |11〉 :
|+〉 7→ |+ +〉
|−〉 7→ | − −〉
:
|0〉 7→ 1
|1〉 7→ 1 :
|+〉 7→ 1
|−〉 7→ 1
K = {|0〉, |1〉} K = {|+〉, |−〉}
These classical structures are coherent and complementary and each have Z2 as
their phase groups, which we will write as {0, π} where addition is modulo 2π. By
Lemma 3.5.2, we know that the classical points of the -structure are phases for the
-structure. In particular we have:
0
=
1
=
π
π = X-gate ::
{ |0〉 7→ |1〉
|1〉 7→ |0〉 (3.55)
These structures can be used to define the controlled-not CNOT : H2⊗H2 → H2⊗H2
whose diagram is:
(3.56)
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where the right system acts as the control. We can verify that this behaves as usual
for qubits using Z (the -classical structure as their computational basis).
0
(3.55)
=
(3.54)
=
(3.47)
= 0 (3.57)
1
(3.55)
=
π
(3.54)
= π π
(3.47)
= 1π (3.58)
This shows that on computational basis elements, the control is left unchanged while
a X-gate (a computational bit flip) is conditionally applied.
This example construction motivates the following definition on any kind of system
in any QPT:
Definition 3.5.6. Given two classical structures ( ) and ( ) that are complemen-
tary and coherent, the generalized controlled-not is the map:
√
d(A) (3.59)
where we have assumed that a scalar equal to the square root of the dimension exists.
This scalar is needed to ensure the unitarity of the controlled-not gate, which we
discuss in further details in Section 4.2.1.
3.6 Enriched QPTs
Some QPTs, such as FHilb, come equipped with linear structure on their processes.
Abstractly these are enriched categories, i.e. categories where hom-sets are replaced
with other objects.5
Definition 3.6.1. Given a monoidal category K, a K-enriched category C has
objects Ob(C) such that:
• For every pair of A,B ∈ Ob(C) there is a hom-object:
C(A,B) ∈ Ob(K). (3.60)
5Kelly [67] can be used as a standard reference for enriched category theory.
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• For all objects A,B,C ∈ Ob(C) composition is given by a morphism in Arr(K) of
type:
◦A,B,C : C(B, C)⊗C(A,B) → C(C, A). (3.61)
Linear maps between Hilbert spaces themselves form a vector space, so FHilb
is in fact a FVect-enriched category. Another way of saying this is that FHilb is
enriched in FVect. As diagrams of a process theory are morphisms in a category,
diagrams in an enriched category have additional operations. The FVect enrichment
of FHilb, for example, allows us to sum diagrams, as in the following property. In the
following definition Mon is the category of monoids and monoid homomorphisms.
Definition 3.6.2. In a Mon-enriched QPT, a set of states {|x〉} on a system A forms
a resolution of the identity when:
1
d(A)
∑
x
x
x
= ,
(3.62)
where the sum operation comes from a monoid structure of the hom-object C(A,A). In
FHilb more specifically, this addition is inherited from the vector space enrichment.
In fact, in Hilbert spaces all the classical states of any classical structure form a
resolution of the identity. Further, in FHilb, we are able to link the classical structure
maps to classical states in the following ways [33]:
=
i i
i i i
=
i
=
∑
i
i =
i
∑
i
∑
i
∑
i
(3.63)
Arbitrary spiders can then be written as:
=
∑
i
i
i i
...
...
i
...
...
(3.64)
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Remark 3.6.3. We emphasize that this connection between classical states and
classical structures does not hold in general QPTs, but merely serves to further
motivate abstract constructions that generalize from FHilb. We make use of this
technique in the following section on measurements.
Gogioso provides more details on enriched categories, especially in regards to the
results of Section 4.1 of this thesis, in [46, Sec. 6].
3.7 Measurements
We have already introduced a notion of post-selected measurement in Definition 3.2.5.
This section uses Selinger’s CPM (completely positive map) construction [98], to
present measurement as a process that outputs classical information [32]. In
particular, measurements are maps that decohere pure states into mixed states in
a certain basis. We need to be more precise about systems and their duals here so
will be more consistent about using wires decorated with the proper arrows.
Using caps and cups, we can construct the unique “name” of a process ρ as:
ρ:=ρ
ρ ↔ (3.65)
This is the usual Choi-Jamiolkowski isomorphism for map-state duality in quantum
information. The “doubling” that occurs here, provides a natural way to represent
measurements as completely positive maps. Suppose we wish to measure a system
with respect to a classical structure ( ), whose classical states form an orthonormal
basis {|xi〉}. The probability of getting the i-th measurement outcome is computed
using the Born rule:
Prob(i, ρ) = Tr(|xi〉〈xi| ρ) (3.66)
We can write this probability distribution as a vector in the basis {|xi〉}. That is,
a vector whose i-th entry is the probability of the i-th outcome:
M (ρ) =
∑
Tr(|xi〉〈xi| ρ)|xi〉 (3.67)
So, M defines a linear map from density matrices to probability distributions.
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Expanding this graphically, we have:
∑
i
Tr

i
i
ρ

i
(3.20)
=
i
ρ
(3.63)
=
(3.65)
=∑
i
∑
ii ρ
i
i
i
ρ
=
i
ρ
(3.68)
Definition 3.7.1 ([32]). For a classical structure (A, , ), a measurement in that
classical structure is defined as the following map:
m := (3.69)
While the exact Born rule derivation does not apply in all QPTs (as traces and
the linear structures are different in general), we can still consider Definition 3.7.1 as
the abstract version of a QPT measurement.
Example 3.7.2. We will illustrate this measurement using an example on a qubit.
Take the Z and X classical structures to be defined as they were in Example 3.5.5.
Here Z is the computational basis and the two classical points of X are 0 = |+〉 and
1 = |−〉. Thus a measurement of the state |0〉 in the X (gray) basis is m ◦ |0〉〈0|,
which is diagrammatically:
0 0
=
∑
i
0
0
i
ii
=
∑
i
0
i
0
i
i
=
1
2
|+〉+ 1
2
|−〉. (3.70)
This gives the expected result that a measurement of |0〉 in the X basis is a mixed
state of |+〉 and |−〉.
We especially make use of this measurement presentation in Chapter 5, to describe
Mermin non-locality tests.
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3.8 Summary of QPTs
This chapter has introduced the main framework that is used in this thesis. This
framework performs two functions:
1. our framework lifts the structure of quantum computation into the general
setting of quantum-like process theories. This allows the study of protocols like
teleportation, state transfer [57], quantum secret sharing (Section 5.4), quantum
bit commitment [39], Mermin non-locality tests (Chapter 5), and other protocols
(Chapters 4 and 6) to be handled at an abstract level and studied in different
QPTs.
2. The categorical diagrams that accompany QPTs present a more powerful
quantum circuit language. This is one that includes bases, classical information,
complementarity, and phases explicitly and gives rules for manipulating these
structures within the diagrams themselves. We present a summarizing table of
these structures at the end of this chapter.
Both the generalization and diagrammatic formalism provide powerful tools through-
out the results in this thesis.
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Figure 3.1: A summary of the diagrammatic elements for QPTs above and beyond
quantum circuit diagrams.
The dagger † : C → C generalizes
the adjoint and vertically flips the whole
diagram. See Definition 3.1.1.

A
f
B

†
=
B
f
A
:=
B
f †
A
Scalars s : I → I. These float freely in
diagrams. See Definition 3.1.3.
s
States and effects. Definition 2.1.4
(
ψ
)†
=
ψ
Post-selected measurement.
Section 3.2.
〈φ|ψ〉 =
ψ
φ
Bell states and measurements, i.e. cups
and caps. Definition 3.2.2.
eA = dA =
Duals. See (3.16). f∗ = f
Classical structures i.e. generalized ob-
servables (Def. 3.3.5). Their classical
states (Def. 3.3.6) act as “basis ele-
ments”.
... ...
:=
... ...
n
m
Dimension of a system. Def. 3.3.11 d(A) =
Phases: A group of states for each
classical structure. Section 3.4.
... ... ...
... :=
... ... ...
α
α+β
β
Complementarity between classical
structures. Definition 3.5.1.
=SD
Measurement by a classical structure.
Definition 3.7.1.
m :=
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Chapter 4
Quantum Algorithms
Chapter Abstract
This chapter applies quantum-like process theories to the study of quantum
algorithms in three ways. The first section connects the Fourier transform to strongly
complementary observables in a QPT. This provides a new mathematical setting for
Fourier theory and pinpoints the reason why the Fourier transform appears naturally
in quantum computation. These results are ongoing collaborative work by the author
and Gogioso that updates our preprint [46].
The second section applies QPTs to the verification and generalization of quantum
blackbox algorithms. We provide a general construction of unitary oracles in arbitrary
process theories and prove an equivalence between the unitarity of these oracles and
the existence of complementary observables. We then extend work by Vicary [104]
to present a quantum blackbox algorithm for a new problem that identifies group
homomorphisms. These results are extensions of collaborative work by the author
and Vicary that were published in [115].
The third section of this chapter presents a new toy model for quantum blackbox
algorithms in the QPT of sets and relations along with several mathematical
results. This setting is usually interpreted as a model for nondeterministic classical
computation and so demonstrates a technique for modelling quantum algorithms
classically. Results of this section are adapted from work by the author in the
preprint [116].
4.1 The Fourier transform in QPTs
Ongoing work in quantum algorithms emphasizes the need for a structural
understanding of quantum speedups [1]. In this section we focus on the quantum
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Figure 4.1: Schematic of the relationship between Fourier transforms, Fourier ma-
trices, Hadamard matrices, strongly complementary observables, and complementary
observables.
Fourier transform and the structure in quantum theory that enables it. We
elucidate a general connection in any QPT between the Fourier transform and
strongly complementary observables, i.e. Hopf algebras in dagger symmetric monoidal
categories. We emphasize that, while they happen to coincide for qubits and systems
composed of qubits, the Fourier transform of a general system is mathematically
distinct from a Fourier matrix. In particular, a Fourier matrix is a Fourier transform
equipped with the choice of an isomorphism that is, in general, non-canonical. These
Fourier matrices then correspond to strongly complementary observables (with a
choice of isomorphism) in the same way that complex Hadamard matrices correspond
to complementary ones. The relationship between these concepts is illustrated in
Figure 4.1. The section proceeds along the following outline:
Section 4.1.1 gives background for the traditional notion of the Fourier transform
as is relevant for our construction. We also emphasize the relationship between
several different, but related concepts: the Fourier transform, Fourier matrices, and
(complex) Hadamard matrices.
In Section 4.1.2 we cover the definition of strong complementarity [31], which has
been used in the foundations of quantum mechanics to study non-locality [32, 47]
(Chapter 5), quantum secret sharing [47, 114] (Section 5.4), and blackbox quantum
algorithms [104, 115, 116] (Section 4.2). This allows a generalization beyond FHilb
to strongly complementarity pairs of a quasi-Special †-Frobenius Algebra (†-qSFA or
†-qSCFA if commutative) and a †-SCFA. We use this generalization to embed finite
groups in arbitrary dagger symmetric monoidal categories.
In Section 4.1.3 the usual Fourier transform concepts from Section 4.1.1 are lifted
to general symmetric monoidal categories. We construct the accompanying general
definitions for multiplicative characters and the abelian Fourier transform in this
setting. These results allow us to provide categorical versions, with abstract proofs,
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of the Fourier inversion theorem, the convolution theorem, and Pontryagin duality
that are all based on a strongly complementary pair of observables.
In Section 4.1.4, we study Rel as an example setting for our categorical Fourier
transform. This example is of particular interest as it often acts as a toy model for
quantum theory [44, 57, 85, 116]. We find that while a generalized Fourier matrix is
not suitably defined, a Fourier transform can be.
In Section 4.1.5 we review extensions of these results to the non-abelian case, with
accompanying Fourier transform. Then, in Section 4.1.6, we summarize how these
results relate to measurements in the “representation basis.”
These results both move Fourier theory into a new mathematical setting and
capture the structural connection between quantum theory and the Fourier transform.
Though this connection has been much exploited in quantum algorithms, this work
is the first abstract presentation that shows its place in the structure of quantum
theory, i.e. alongside strongly complementary observables.
4.1.1 The Fourier transform
We begin with a quick review of Pontryagin duality and the Fourier transform as it
relates to quantum computation. A number of different notions related to the Fourier
transform on finite abelian groups can be found in mathematics, physics, computer
science and quantum computation, so it is useful to clarify them:
1. In mathematics, the Fourier transform is understood through Pontryagin
duality.
2. In physics and signal processing, the Fourier transform is understood as a
transformation of fields/signals from time/space domain to energy1/momentum
domain.
3. In quantum computing, we have Fourier matrices and (complex) Hadamard
matrices that correspond to unitary quantum processes.
This section is ultimately concerned with the first notion, where the Fourier
transform is defined on locally compact groups. Still, the other notions are relevant,
as our work situates this abstract definition in the context of QPTs, a structure
inherited from quantum information.
1Or frequency.
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We begin by explaining the relationship of Notion 1 with the others listed above.
In what follows, (G, ∙, 0) is a finite abelian group of order N , and C× = C \ {0} is the
multiplicative group of non-zero complex numbers.
A (multiplicative) character of G is a group homomorphism χ : G → C×.2 If
G =
∏
j Znj ,3 a multiplicative character χh takes the following form, for any g, h ∈ G
s.t. h =
∏
j hj and g =
∏
j gj :
g 7→ exp
[
i
∑
j
2π
nj
(gjhj (mod nj))
]
(4.1)
The set of characters, with pointwise multiplication defined as (χ ∙ ψ)(x) :=
χ(x)ψ(x), forms a group; this is called the Pontryagin dual (or dual group) of G,
and is denoted G∧. In fact, the Pontryagin construction can be made (contravariantly)
functorial on the category Grp of groups and group homomorphisms. Define
f∧ : G∧ → H∧, for any f : H → G morphism of abelian groups, as follows:
f∧(χ) = χ ◦ f.
From (4.1) it is not hard to see that G∧ ∼= G.4 However, this isomorphism is not
canonical. This means that there is no natural way of identifying the multiplicative
characters with group elements, and we must keep track of our choice of isomorphism
G∧ ∼= G. Remarkably though, there is a canonical isomorphism G ∼= (G∧)∧ given as
follows, making the functor (−)∧ : Grp → Grp is its own (weak) inverse:
g 7→ (χ 7→ χ(g)).
We are now ready to introduce the Fourier transform in the context of Pontryagin
duality: this is the most abstract among the notions, and the others are derived from
it. Let L2[G] denote the space of functions f : G → C. These functions are necessarily
square-integrable (as G is finite), and thus L2[G] is an N -dimensional complex Hilbert
space (and lives in the category FHilb of finite-dimensional complex Hilbert spaces
and linear maps).
Definition 4.1.1. The Fourier transform for a finite abelian group G is a bijection
FG : L2[G] → L2[G∧], sending f : G → C to the fˉ := FG[f ] : G∧ → C defined as
follows:
FG[f ](χ) := 1
N
∑
g∈G
χ−1(g)f(g). (4.2)
2For finite G, χ maps into the subgroup S1 ⊆ C× of unit complex numbers.
3Which is always true when G is finite, for some family (nj)j of positive integers.
4Note that if G ∼= H, then there are always exactly as many isomorphisms G ∼= H as there are
automorphisms G ∼= G.
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The Inverse Fourier transform is the inverse bijection F−1G : L2[G∧] → L2[G] and
is defined as follows:
F−1G [fˉ ](g) :=
∑
χ∈G∧
χ(g)fˉ(χ). (4.3)
The Fourier transform is natural. This means it is invariant under automorphisms
of abelian groups (note that the isomorphism G ∼= G∧ was not). Let Ψ : G → H
be some isomorphism where MΨ = L
2[G] → L2[H] is the corresponding unitary
isomorphism that takes f 7→ f ◦Ψ. We then always have:
MΨ∧ ◦ FH ◦MΨ = FG, (4.4)
There are a number of properties of interest for the Fourier transform, some rather
straightforward and others more complicated to prove. One of specific interest to this
work, because of its wide application and relationship with structures in QPTs, is
the Convolution Theorem. The space L2[G] comes with a distinguished orthonormal
basis, given by the delta functions (δg)g∈G defined as follows.
δg(h) :=
{
1, if h = g.
0, otherwise.
(4.5)
We sometimes refer to this as the computational basis, the name usually given to
it in the context of (group-theoretic) quantum algorithms.
The computational basis comes with a monoid structure, defined below and with
unit δ0:
(δg ∗ δh) := δg+h. (4.6)
Linearly extended to L2[G], this structure yields the convolution operation(
L2[G], ∗, δ0
)
.
(f ∗ f ′) =
(∑
g∈G
f(g)δg
)
∗
(∑
g′∈G
f ′(g′)δg′
)
=
∑
g∈G
∑
g′∈G′
f(g)f ′(g′)δg+g′ (4.7)
=
∑
h∈G
(∑
g′∈G
f(h− g′)f ′(g′)
)
δh (4.8)
The Fourier transforms of the delta functions yield the following orthogonal basis
for L2[G∧], which we refer to as the basis of evaluation functions:
ξg :=
√
NF [δ−g] =
(
χ 7→
∑
h∈G
χ−1(h)δ−g(h)
)
= (χ 7→ χ(g)) .
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The basis of evaluation functions also comes with a monoid structure, with unit
ξ0 : χ 7→ 1:
(ξg ∙ ξh) := χ 7→ ξg(χ)ξh(χ) = χ 7→ χ(g)χ(h).
Functions F ∈ L2[G∧] on the dual group have the following expansion in terms of
evaluation functions:
F =
∑
g∈G
(
1
N
∑
χ∈G∧
F (χ)χ−1(g)
)
ξg
Linearly extended to L2[G∧], the monoid structure above yields the pointwise
multiplication
(
L2[G∧], ∙, ξ0
)
:
(F ∙ F ′) = τ 7→
∑
χ,κ∈G∧
F (χ)F ′(κ)
(
1
N
∑
g∈G
χ−1(g)τ(g)
)(
1
N
∑
g′∈G
κ−1(g′)τ(g′)
)
(4.9)
= τ 7→ F (τ)F ′(τ) (4.10)
We use the (easy to check) fact that, for any χ, τ ∈ G∧, the expression
1
N
∑
g∈G χ
−1(g)τ(g) yields 1 if τ = χ and 0 otherwise (this is usually referred to
as orthogonality of (multiplicative) characters).
Theorem 4.1.2 (Convolution Theorem). The Fourier transform is a monoid
isomorphism in FHilb, from the convolution monoid
(
L2[G], ∗, δ0
)
to the pointwise
multiplication monoid
(
L2[G∧], ∙, ξ0
)
. This statement amounts exactly to the following
expression (for every f ∈ L2[G]), which is the usual formulation of the Convolution
Theorem:
FG(f ′) ∙ FG(f) = FG(f ∗ f ′). (4.11)
This concludes our presentation of the Fourier transform in the context of
Pontryagin duality. A further reference for details of the topics in this presentation
is [93]. The Fourier transform finds wide applicability in signal processing, physics,
engineering and the applied sciences, but the full formulation based on Pontryagin
duality is rarely used, if mentioned at all. In the engineering context, one usually
considers periodic real-valued or complex-valued functions on a D-dimensional space,
discretized in a rectangular D-dimensional lattice, and defines the (Discrete) Fourier
transform as a transformation on them. Due to the periodicity conditions, complex-
valued functions on a rectangular D-dimensional lattice can be equivalently seen as
living in L2[G], where G =
∏D
j=1 Znj and nj is the number of lattice sites along the
j-th dimension. The Fourier transform G : L2[G] → L2[G∧] defined above sends these
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functions onto functions on another, isomorphic D-dimensional lattice corresponding
to G∧. In order to obtain functions living back on the original lattice, one fixes an
isomorphism Ψ : G → G∧ (traditionally the one from Equation 4.1), and defines the
Discrete Fourier transform as the following transformation on L2[G]:
F := f 7→ FG(f) ◦Ψ. (4.12)
This definition has the advantage of working with functions on the same lattice,
but the disadvantage of implicitly depending on the choice Ψ of isomorphism. 5 The
transformation F from Equation 4.12 is in fact a unitary automorphism of L2[G]. Its
matrix (Fhg)h,g∈G in the computational basis is:
Fhg = exp
[
i
∑
j
2π
nj
(gjhj (mod nj))
]
(4.13)
and it is called a Fourier matrix in the context of quantum computing.
Fourier matrices correspond to a Fourier transform along with a choice of the
isomorphism. Thus the Fourier matrices, exactly like the definition of the Discrete
Fourier transform above, are non-canonical, and depend on an implicit choice of
isomorphism Ψ. This contrasts with the Fourier transform, which is itself canonical.
Fourier matrices are a subclass of more general complex Hadamard matrices:
orthogonal matrices6 whose complex entries are unimodular, in particular (real)
Hadamard matrices are orthogonal matrices with entries ±1. Having defined these
four different terms (the Fourier transform, Fourier matrices, Hadamard matrices,
and complex Hadamard matrices, see Figure 4.1) we will clarify a few ways that they
appear in quantum computation.
There is a particularly interesting reason the lack of canonicity of Fourier matrices
is not usually an issue in quantum computing. Most of the algorithms are traditionally
formulated for qubits, and the state-space of a D-qubit system is isomorphic to L2[G]
for G =
∏D
j=1 Z2. The group Z2 has a unique automorphism (the identity), and thus
a unique isomorphism Z2 → Z∧2 , resulting in the familiar matrix(
1 1
1 −1
)
, (4.14)
which is both the only Fourier matrix on a two dimensional system and, in fact, a
Hadamard matrix. There is then a unique isomorphism Ψ : ZN2 → (ZN2 )∧ which can
5This is a common issue in signal processing and physics, where it is related to the symmetry
group of the underlying space and the choice of units of measure for energy/frequency. We will not
discuss this further.
6Here an orthogonal matrix H is a square matrix such that HT H = HHT = 1.
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be obtained by local qubit operations only, namely the N -fold tensor product of the
isomorphism in 4.14; if multi-qubit operations are allowed, however, the isomorphism
is not unique. We stress that for general groups, i.e. for combinations of quantum
systems where some have dimensions larger than two, the Fourier transform in terms
of Pontryagin duality does not fix a unique Fourier matrix (not even requiring that
it is obtained by local operations only). Furthermore, not all complex Hadamard
matrices correspond to a Fourier matrix. We’ll return to these ideas in Section 4.1.6,
but until then we use Fourier transform to refer explicitly to the canonical one defined
in terms of Pontryagin duality.
There are a number of existing generalizations in the literature of the Fourier
transform presented here that we make contact with to varying degrees.
1. Pontryagin theory can be extended from finite abelian groups to arbitrary
locally compact abelian groups equipped with the Haar measure: the groups
G and G∧ are not necessarily isomorphic (e.g. R∧ = R but Z∧ = S1), but the
Fourier transform is still a canonical isomorphism between L2[G] and L2[G∧],
and it’s still true that (G∧)∧ = G.
2. The representation theory can be extended from abelian to arbitrary locally
compact groups by observing that L2[G] is always a C? algebra, and considering
the Gelfand-Naimark representation. In the abelian case, this representation
coincides with the Fourier transform. This connection is elaborated on in [46].
3. Tannaka-Krein duality provides a different generalisation from compact abelian
groups to arbitrary compact groups that we saw previously in Example 2.2.2:
the finite-dimensional linear representations of a compact group G form a
symmetric monoidal category Π(G), generalising G∧, with representations R :
G → End [VR] as objects, intertwiners (linear maps f : VR → VS s.t. f ◦R(g) =
S(g) ◦ f for all g ∈ G) as morphisms and tensor product of representations
as monoidal tensor. The category Π(G) comes with a complex conjugation
operation on morphisms, and a theorem of Tannaka shows that the set Γ(Π(G))
of all self-conjugate monoidal natural transformations idΠ(G) → idΠ(G) forms
(once equipped with composition of natural transformations and an appropriate
topology) a compact group isomorphic to G. A generalisation of Tannaka-
Krein duality to braided monoidal categories appears in the representation
theory of Drinfeld-Jimbo quantum groups. In this work, we do not deal with
either Tannaka-Krein theory or Drinfeld-Jimbo quantum groups. For more on
quantum groups and their connection to Hopf algebras see, e.g. [24, 101].
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4.1.2 Strong Complementarity
We will eventually show that the Fourier transform is related to a special type of
complementarity called strong complementarity. In this section we introduce this
strongly complementary notion. Definition 3.3.5 introduced classical structures as
special and symmetric Frobenius algebras. Here we operate with the slightly weaker
notion of a quasi-special commutative Frobenius algebras. This is for convenience
and allows us to lump scalars together rather than having to keep track of them at
every step.
Definition 4.1.3. A quasi-special †-Frobenius algebra (A, , , , ) is one that
satisfies the following equation for some invertible scalar N :
= N (4.15)
We will use the shorthand †-qSFA, and refer to N as the normalisation factor for
the †-qSFA.
These †-qSFA’s can be thought of as generalized orthogonal bases that are
normalize-able (as long as the square root of the scalar
√
N is invertible) even if
they are not normalized. While classical states can be defined in any †-SMC, the
following definition for matching families requires an appropriate zero scalar. For
this and other reasons, we consider categories enriched over commutative monoids, 7
i.e. where homsets come with a commutative monoid structure (C(A, B), +, 0), and
we require the appropriate distributivity laws between the tensor product and the
monoidal structure:
(f + g)⊗ h = (f ⊗ h) + (g ⊗ h) (4.16)
f ⊗ (g + h) = (f ⊗ g) + (f ⊗ h) (4.17)
0⊗ f = 0 (4.18)
f ⊗ 0 = 0 (4.19)
We will refer to these as distributively CMon-enriched †-SMCs.
7Refer to Section 3.6 for more detail on enriched QPTs.
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Definition 4.1.4. Let |x〉x∈X be a finite family of states I → G in a †-SMC which is
distributively CMon-enriched. A matchable family |x〉x∈X for a monoid (G, , )
are those for which the following holds for all x, y ∈ X:
◦ (|x〉 ⊗ |y〉) =
{
|x〉 if |x〉 = |y〉
0 otherwise
(4.20)
We re-emphasize that while †-qSCFA’s correspond to bases in FHilb by
Theorem 3.3.8, the general notion of a (orthogonal) basis is somewhat different.
Definition 4.1.5. A finite family of states |x〉x∈X : I → H is a (orthogonal) basis
(for H) if it satisfies the following conditions:
(i) Orthogonality, i.e. 〈y|x〉 = 0 if x 6= y (where 〈y| stands for |y〉†).
(ii) Completeness, i.e. for every f, g : H → H′ we have that ∀x : X f |x〉 = g|x〉 implies
f = g.
A finite family of co-states 〈x|x∈X : H → I is a (orthogonal) cobasis (for H) if the
family of states |x〉x∈X : I → H is a basis.
When the classical states for a classical structure form a basis in this manner, the
algebra has “enough classical points” (Definition 3.3.9). In FHilb, this is the usual
linear-algebraic notion of orthogonal basis.
Strong complementarity was originally introduced by Coecke and Duncan in [31]
as the additional rule that makes classical structures into a Hopf algebra. 8
Definition 4.1.6. A pair of †-qSFAs (A, , , , ) and (A, , , , ), henceforth
written as ( , ), is strongly complementary if they are coherent (Definition 3.5.3)
and satisfy the following bialgebra equation (4.21):
= (4.21)
Though this definition is usually given for classical structures, we generalise to †-
qSFAs to include non-commutative algebras and, hence, our later construction of a
generalized non-abelian Fourier transform.
8They are also studied in this form, though separately from the process theoretic framework, as
a foundation for graphical linear algebra by Bonchi et al. [21].
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Remark 4.1.7. Recall that under certain assumptions on the †-FAs that are common
in process theories, the antipode is self-adjoint [68, Lem. 7.2.6], though we will work
in the more general setting.
It is easy to see that the name is an apt one, i.e. that strongly complementarity
classical structures are also complementary in the sense of Definition 3.5.1:
(3.50)
=
(4.21)
=
(3.54)
=
(3.43)
=S (4.22)
where we have also assumed a self-adjoint antipode in the first step.
As we have slightly generalized the definition of strong complementarity, we also
wish to present a slightly more general concept of an antipode that is not self-inverse.
Note the slight difference between this definition and Definition 3.5.1. Our results
will, of course, still hold in the case of a self-adjoint antipode.
Definition 4.1.8. Given a strongly complementary pair of †-FAs ( , ) on some
object G in a †-SMC, the antipode : G → G is defined to be the following map:
=
(4.23)
Lemma 4.1.9. Given a strongly complementary pair of †-FAs ( , ) on some object
G in a †-SMC, the antipode inverse −1 : G → G is the following map:
=-1
(4.24)
Furthermore, if at least one of the two †-FAs has a finite matchable family that forms a
basis, then the antipode is self-adjoint and unitary, i.e. antipode and antipode inverse
coincide.
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Proof. The fact that −1 as defined is indeed the inverse of is an immediate
consequence of the Frobenius law (one application per colour). Now suppose without
loss of generality that the matchable states |g〉g∈G of form a basis, and remember
that acts as some (possibly non-abelian) group (G, ∙, 1) on them (Lemma 3.5.2).
Then 〈h| |g〉 = 〈h ∙ g|1〉 and 〈h| −1|g〉 = 〈1|h ∙ g〉 and 〈h| †|g〉 = 〈1|g ∙ h〉 and
〈h| ( −1)†|g〉 = 〈g ∙ h|1〉 coincide for all g, h ∈ G, proving that = −1 = † = |g〉 7→
|g−1〉 for all g ∈ G.
Coecke and Duncan showed that strongly complementary classical structures have
a specific relationship between their phase groups and classical states.
Theorem 4.1.10 ([31]). Let (A, , ) and (A, , ) be a pair of strong complemen-
tary classical structures with finite numbers of classical states. Then K ⊆ P ,
i.e. the classical states of the black classical structure form a subgroup of the phase
group of the white classical structure. The converse is true when (A, , ) has enough
classical points.
This leads to Kissinger’s motivating classification of strongly complementary
classical structures:
Corollary 4.1.11 ([32, Cor. 3.10]). Every pair of strongly complementary classical
structures in FHilb is of the following form:{
:: |g〉 7→ |g〉 ⊗ |g〉
:: |g〉 7→ 1
{
:: |g〉 ⊗ |h〉 7→ 1√
D
|g + h〉
:: 1 7→ √D|0〉 (4.25)
where (G = {g, h, . . .}, +, 0) is a finite Abelian group. Conversely, each such pair is
always strongly complementary.
Inspired by this classification, we use strongly complementary structures to embed
groups into an arbitrary QPT.
Definition 4.1.12. An internal group, denoted by ( G, , , , ) or (G, , )
when no confusion should arise), consists of a strongly complementary pair on the
same object G of a †-SMC and
1. A †-qSFA (G, , , , ), the group structure, denoted by .
2. A †-qSCFA (G, , , , ), the point structure, denoted by .
The multiplication and unit for the group structure are called group multiplication
and group unit, and the antipode for the pair is called the group inverse. An
abelian internal group is one where the group structure is commutative.
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The internal groups in a QPT form a category Grp[C], with objects given by the
strongly complementary pairs ( G, , ), and morphisms ( G, , ) → (G ′, , )
given by f : G → G ′ in C that are co-monoid homomorphisms f : ( , ) → ( , )
and monoid homomorphisms f : ( , ) → ( , ); the abelian internal groups form
a full subcategory AbGrp[C]. We will refer to these morphisms as internal group
homomorphisms, both when seen as morphisms in Grp[C] and in C.
Theorem 4.1.13. If (G, , ) is an (abelian) internal group in any †-SMC, then
( , ) acts as an (abelian) group G on the classical points of ( , ), henceforth the
group elements. Furthermore, this correspondence yields an equivalence between
the category of (abelian) internal groups in FHilb and the category of finite (abelian)
groups.
In FHilb, the point structure ( ) characterises the group elements |g〉g∈G as an
orthonormal basis for G. This is the basis of delta functions from Equation 4.5, with
|g〉 := δg. The corresponding isomorphism L2[G] ∼= G sends any square-integrable
f : G → C to the vector |f〉 ∈ G defined by |f〉 = ∑g∈G f(g)|g〉. Also under this
isomorphism, the multiplicative fragment ( G, , ) of the internal group structure
acts as the convolution operation from Equation 4.7. Simply put, an internal group
G = (G, , ) in FHilb consists of:
(i) a space G
(ii) a distinguished orthogonal basis, encoded by the †-qSCFA
(iii) a group structure on that basis, encoded by the †-qSFA
From the point of view of the category Grp[C], G should be understood as the
group G encoded by , while from the point of view of the category FHilb it should
be considered as endowing G with the structure of L2[G].9 As we abstract away from
Hilbert spaces, we will take this conceptual standpoint. Sometimes, when talking
about an internal group G = (G, , ), we will refer to states |f〉 : I → G as states
of G, generalising square-integrable functions f ∈ L2[G].
9In this correspondence, the orthogonal basis in G corresponds to the basis of delta functions in
L2[G], as given in Equation 4.5. The groups structure given by corresponds to the convolution
operation from Equation 4.7.
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4.1.3 Abelian Fourier transform
The previous section provides us with the basic tools to do group theory in arbitrary
†-SMCs. We can now connect it to the more traditional theory from in Section 4.1.1.
We begin by introducing multiplicative characters as co-states, building on ideas from
Vicary [104] and [115].
The use of the L2[G] notation in this section is consistent with the fact that L2-
spaces over finite groups are exactly finite-dimensional Hilbert spaces that come with
a canonical choice of basis (the group elements) and a group operation over them.
Throughout, we have identified L2[Gˆ] ∼= L2[G]? as the multiplicative characters are a
basis of L2[G]?.
Definition 4.1.14. A multiplicative character for a pair ( , ) in a †-SMC is
a monoid homomorphism from ( , ) to the canonical monoid on the trivial object
I induced by the unitors, or equivalently it is a co-state : G → I satisfying the
following equations:
= = (4.26)
Lemma 4.1.15. If (G, , ) is an internal group in a †-SMC, then the classical
states of the group structure are exactly the (adjoints of its) multiplicative characters.
In the case of FHilb, the group structure of an abelian internal group thus
characterises the (group theoretic) multiplicative characters of G as a co-basis for
G.
Proof. The first part is immediate, the second follows from the equivalence of classical
structures and bases in Theorem 3.3.8.
In FHilb, the multiplicative characters of an internal group ( G, , ) are co-
states G → C, while the multiplicative characters defined in Section 4.1.1 are group
homomorphisms G → C×. Under the isomorphism L2[G] ∼= G given by the point
structure, the multiplicative characters of the internal group are exactly the linear
extensions to L2[G] of the multiplicative characters of G. If the internal group is
abelian, then the multiplicative characters are exactly the adjoints of the unique
orthogonal basis associated with the structure.
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Theorem 4.1.16. Let G = (G, , ) be an abelian internal group in a †-SMC C.
Then G∧ := (G, , ) is an abelian internal group in the †-SMC Cop, and we shall
refer to it as the Pontryagin dual of (G, , ). The group elements of (G, , )
are exactly the multiplicative characters of (G, , ) – this is to say that acts as a
group, the pointwise multiplication group, on the multiplicative characters, with
the trivial character as unit. The antipode acts again as group inverse.
It is worth clarifying that the pointwise multiplication of Equation 4.9 is different
from the pointwise multiplication of Theorem 4.1.16: the former is a pointwise product
of functions of characters, and would correspond to the co-monoid ( , ) (because
the group multiplication duplicates multiplicative characters), while the latter is a
pointwise product of functions of group elements, and thus corresponds to the co-
monoid ( , ) (which duplicates group elements). Also, note that (G∧)∧ = G, as in
the traditional formulation of Pontryagin duality.
The usual formulation of the Fourier transform, and of its properties, involves
several summations, but a careful analysis shows that they boil down to appropriate
resolutions of the identity (Definition 3.6.2), like 1
N
∑
g∈G |g〉〈g| = idL2[G], and to
various formulations of orthogonality of characters. The following lemma shows that,
from a categorical perspective, the two are equivalent.
Lemma 4.1.17. Let be a †-qSFA with normalization N on an object G in a †-
SMC which is distributively CMon-enriched, and let |x〉x∈X be a finite set of classical
states for the co-monoid ( , ) such that
(a.) the family is orthogonal, i.e. 〈x′|x〉 = 0 (the zero scalar) for all x 6= x′
(b.) the family is normalisable, i.e. 〈x|x〉 is an invertible scalar for all x.
Then the following are equivalent:
(i) The classical states |x〉x∈X form a (orthogonal) basis, as per Definition 4.3.11.
(ii) The classical states |x〉x∈X form a resolution of the identity, as per
Definition 3.6.2.
(iii) The adjoints of the classical states form an (orthogonal) partition of the counit,
i.e. they satisfy the following equation:
1
N
∑
x
x
= (4.27)
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Proof. Since we have assumed that 〈χ|χ〉 is invertible, then 〈χ|χ〉 = N .
• (i) =⇒ (ii) Suppose that the classical states form a basis, i.e. suppose that
∀χ, f ◦ |χ〉 = g ◦ |χ〉 implies f = g (completeness). Then we get, for all χ′:(
1
N
∑
χ
|χ〉〈χ|
)
◦ |χ′〉 = 1
N
|χ′〉〈χ′|χ′〉 = |χ′〉 = idG ◦ |χ′〉
where we have used orthogonality. We conclude (ii) by completeness.
• (ii) =⇒ (iii) By using the fact that ◦ |χ〉 = 1 for all χ ∈ X we immediately get
(iii):
◦
(
1
N
∑
χ
|χ〉〈χ|
)
=
1
N
∑
χ
( ◦ |χ〉) 〈χ| = 1
N
∑
χ
〈χ|
• (ii) =⇒ (i) All we have to prove is completeness, as orthogonality of the family
|χ〉χ∈X was assumed as a hypothesis of the lemma. Assume f ◦ |χ〉 = g ◦ |χ〉 for all
χ, then we get:
1
N
∑
χ
f ◦ |χ〉〈χ| = 1
N
∑
χ
g ◦ |χ〉〈χ|
But the LHS is f ◦ idG , i.e. f , and the RHS is g ◦ idG , i.e. g.
• (iii) =⇒ (ii) Assume that = 1
N
∑
χ〈χ|, then we get (using Frobenius law in the
first equality):
idG = ( ⊗ idG) ◦ ( ⊗ idG) ◦ (idG ⊗ ) ◦ (idG ⊗ )
=
1
N
∑
χ
1
N
∑
χ′
|χ′〉〈χ′|χ〉〈χ|
=
1
N
∑
χ
|χ〉〈χ|
As a final remark, note that orthogonality, assumed separately, is already included
in the definition of basis used in point (i); it is, however, necessary to assume it
explicitly in points (ii) and (iii). As for point (iii), a counterexample can be found
in FRel, by replacing an orthogonal family with the one obtained by repeating
some element 〈χ|, and using the fact that 〈χ| + 〈χ| = 〈χ| (since the enriched
monoidal operation
∑
in FRel is just the set union ∪). As for point (ii), one
can consider the category of finite-dimensional vector spaces over the field with 2
elements (where 1 + 1 = 0): if |χ〉 is a norm-1 vector in a 1-dimensional space G,
the family (|χ〉, |χ〉, |χ〉) is non-orthogonal, and yet a resolution of the identity as
|χ〉〈χ|+ |χ〉〈χ|+ |χ〉〈χ| = |χ〉〈χ| = idG (this cannot happen in FHilb).
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The formulation in terms of orthogonal partition of the counit is related to the
orthogonality of (multiplicative) characters traditionally mentioned in the context of
Fourier transform (e.g. used here in Equation 4.9), as the following lemma shows.
Theorem 4.1.18 (Orthogonality of Multiplicative Characters). Let (G, , ) be an
internal group in a †-SMC C, and N be the normalisation factor for the quasi-special
condition of . Assume that the characters are all orthogonal, in the sense that
〈χ|χ′〉 = 0 for χ 6= χ′, and that 〈1|1〉 = N , where 〈1| := is the trivial character.
Then if |χ〉, |χ′〉 are (not necessarily distinct) multiplicative characters of the internal
group, the following orthogonality of multiplicative characters holds:
1
N
χ χ′
= δχχ′
(4.28)
Now assume that C is distributively CMon-enriched. If the family 〈g|g∈G of (adjoints
of) group elements is normalisable and forms an orthogonal partition of the counit,
then Equation 4.28 can be re-written in the following, more familiar form (where we
have set |χ−1〉 := |χ〉 ◦ ):
1
N
∑
g∈G
〈χ−1|g〉〈χ′|g〉 = δχχ′ (4.29)
Proof. By Theorem 4.1.16, the comultiplication acts as a group on the
multiplicative characters, and as the group inverse. The LHS of Equation 4.28 can
be re-written as 〈χ−1 ∙ τ |1〉, and ∙ is the pointwise multiplication: since we assumed
that the multiplicative characters are orthogonal, the result follows. In order to
obtain Equation 4.29 from Equation 4.28, all we have to do is observe that the group
elements |g〉g∈G form an orthogonal partition of the unit (by taking adjoints), and
that they are classical points of .
Note that, by Definition 4.1.8 and Frobenius law for , Equation 4.28 can
equivalently be written as the following, stating that the multiplicative characters
are a matchable family (Definition 4.1.4) for ( , ):
1
N
χ χ′
= δχχ′
(4.30)
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Equations 4.28 and 4.30 provide a summation-free version of the orthogonality of
multiplicative characters of Equation 4.29 (under appropriate conditions). This leads
us to the following summation-free definition of the Fourier transform, valid for any
internal group in any †-SMC.
Definition 4.1.19. Let G = (G, , ) be an internal group in any †-SMC. The
Fourier transform is defined to be the following mapping FG of states of G to
co-states of G:
f
=
fˆ
7→
f
(4.31)
The inverse Fourier transform is defined to be the following mapping F−1G of
co-states of G to states of G:
f˜=
˜˜f
7→
f˜
(4.32)
Under appropriate circumstances, the Fourier transform of Definition 4.1.19 takes
the more familiar form of Equation 4.2, as shown by the following lemma and its
subsequent application to FHilb.
Lemma 4.1.20. Let G = (G, , ) be an internal group in a †-SMC which is
distributively CMon-enriched. Further assume that the multiplicative characters
and the group elements of G are both finite, normalisable families, which form an
orthogonal partition of the counits and respectively. Then the Fourier transform
of Definition 4.31 can be written in the following way:
f
=
1
N
∑
χ
χ χ
f
=
fˆ
7→
f
(4.33)
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Furthermore, the Inverse Fourier transform of Definition 4.32 can be written in the
following way:
f˜
=
∑
g
f˜
g g
=
˜˜f
7→
f˜
(4.34)
Proof. For the Fourier transform, use the fact that the multiplicative characters form
an orthogonal partition of the counit , as per Equation 4.27, and that they are
classical states of , as per Equation 4.26. Similar reasoning is used for the Inverse
Fourier transform.
In FHilb, the conditions of Lemma 4.1.20 hold for abelian internal groups (but
not for non-abelian ones, as the multiplicative characters fail to form a basis). The
rightmost expression in equation 4.33 can be written as follows, where we have
|χ−1〉 = |χ〉 ◦ (as in Lemma 4.1.18):
1
N
∑
χ
〈χ|〈χ−1|f〉
The vector |f〉 can be expanded by using a resolution of the identity in terms of the
group elements, courtesy of Lemma 4.1.17:∑
χ
〈χ| 1
N
∑
g
〈χ−1|g〉〈g|f〉
Now we use the isomorphism G ∼= L2[G] induced by the point structure, under which
f : L2[G] gets mapped to |f〉 := ∑g |g〉f(g), to obtain:∑
χ
〈χ| 1
N
∑
g
〈χ−1|g〉f(g)
Furthermore, the multiplicative characters of G are, in FHilb and under the
isomorphism G ∼= L2[G] above, the linear extensions of the multiplicative characters
of the G, and we can re-write the above as:∑
χ
〈χ| 1
N
∑
g
χ−1(g)f(g)
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Finally, we use the isomorphism G? ∼= L2[G∧] induced by the group structure,10 under
which f˜ : L2[G∧] gets mapped to 〈f˜ | := ∑χ〈χ|f˜(χ), to finally obtain:
f˜(χ) =
1
N
∑
g
χ−1(g)f(g)
This is exactly the same as Equation 4.2, and a similar reasoning shows that
in FHilb Equation 4.34 coincides with Equation 4.3. Therefore Definition 4.1.19
matches the traditional definition in the case of abelian internal groups of FHilb,
but it remains to be seen under which circumstances and in which form its usual
properties extend to internal groups in arbitrary †-SMCs. Here we will focus on
three particularly important results: the Fourier Inversion Theorem, the Convolution
Theorem and Pontryagin Duality. In order to clarify their categorical formulation,
we summarize the role played by each structure:
(i) When states C → G are identified as functions in L2[G] via the basis of group
elements, the monoid ( , ) acts as the convolution operation on L2[G]:
◦
(∑
g
f(g) |g〉 ⊗
∑
g
f ′(g) |g〉
)
=
∑
g
(∑
h
f(h)f ′(g − h)
)
|g〉 (4.35)
=
∑
g
(f ?G f
′)(g) |g〉 (4.36)
(ii) When states C→ G are identified with functions in L2[G] via the basis of group
elements, the monoid ( , ) acts as the pointwise multiplication operation on
L2[G]:
◦
(∑
g
f(g) |g〉 ⊗
∑
g
f ′(g) |g〉
)
=
∑
g
f(g)f ′(g) |g〉 (4.37)
(iii) When co-states G → C are identified with functions in L2[G∧] via the co-basis of
multiplicative characters, the monoid11 ( , ) acts as the convolution operation
on L2[G∧]:
◦
(∑
χ
f(χ) 〈χ| ⊗
∑
χ
f ′(χ) 〈χ|
)
=
∑
χ
(∑
σ
f(σ)f ′(χ− σ)
)
〈χ| (4.38)
=
∑
χ
(f ?G∧ f
′)(χ) 〈χ| (4.39)
10Where we have used the fact that FHilb can be FHilb-enriched, and thus that the homset
FHilb(G,C) can be canonically endowed with the finite-dimensional Hilbert space structure of the
space G? of linear functionals G → C.
11It is a co-monoid in FHilb, but when acting on co-states it is a monoid.
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(iv) When co-states G → C are identified with functions in L2[G∧] via the co-
basis of multiplicative characters, the monoid. ( , ) acts as the pointwise
multiplication operation on L2[G∧]:
◦
(∑
χ
f(χ) 〈χ| ⊗
∑
χ
f ′(χ) 〈χ|
)
=
∑
χ
f(χ)f ′(χ) 〈χ| (4.40)
Theorem 4.1.21 (Categorical Fourier Inversion Theorem). Let G = (G, , ) be an
internal group in any †-SMC C. Then the Fourier transform and the Inverse Fourier
transform from Definition 4.1.19 are mutually inverse bijections between states and
co-states of G.
Proof. The following shows that F−1G ◦FG = idG , by using the Definition 4.1.8 for the
antipode and Lemma 4.1.9:
=
f˜˜f
=
-1
f
=
f
(4.41)
A similar proof holds for FG ◦ F−1G = idG , by expanding the antipode in terms of
its definition and using Frobenius law (once per colour, exactly like in the proof of
Lemma 4.1.9).
Theorem 4.1.22 (Categorical Convolution Theorem). Let G = (G, , ) be
an internal group in any †-SMC C. Then the Fourier transform is a monoid
homomorphism:
FG : (G, , ) −→ (G, , ) (4.42)
Proof. That FG preserves the unit is obvious by the unitality of . Using
associativity, followed by one application of Frobenius Law, we get the desired:
f f ′
=
f f ′
(4.43)
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Theorem 4.1.23 (Categorical Pontryagin Duality). Let G = (G, , ) be an
internal group in a †-SMC C. Then the Fourier transform FG is a bijection between
states of G and states of G∧, which is furthermore canonical in the sense that:
(ϕ∧)M ∙ FH ∙ϕ M = FG (4.44)
where ϕ : G → H is any unitary isomorphism of internal groups in C, for
H = (H, , ) any other internal group of C. We have defined the following:
(i) ϕ∧ := ϕ is an isomorphism of internal groups H∧ → G∧ in Cop
(ii) ϕM as the map sending state |f〉 : I → G to state ϕ ◦ |f〉 : I → H
(iii) (ϕ
∧)M as the map sending co-state 〈f | : H → I (a state in Cop) to co-state
〈f | ◦ ϕ : G → I
Proof. The bijection is proven by Theorem 4.1.21, so all we have to show is canonicity:
LHS =
ϕ ϕ
f
=
ϕ
f
=
f
≡ RHS
(4.45)
The first equality follows from the fact that ϕ is a morphism of internal groups. The
second equality follows from the (easy to check) fact that, if ϕ is a unitary isomorphism
ϕ : G→ H, then ϕ† is a unitary isomorphism ϕ† : H→ G, and hence we have:
◦ ϕ = (ϕ† ◦ )† = ( )† = (4.46)
In FHilb (with abelian internal groups), (4.45) takes the form of (4.4). To
conclude, we provide a categorical definition of Fourier matrices, which helps to frame
the difference between them and the Fourier transform.
Definition 4.1.24. Let G = (G, , ) be an internal group in a †-SMC C. A
Fourier matrix is defined to be a co-monoid isomorphism F : ( , ) → ( , )
which is furthermore a monoid isomorphism F : ( , ) → ( , ). We write it as:
F (4.47)
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Definition 4.1.24 may look cryptic at first, but it is in fact quite natural as we
clarify in the following remark.
Remark 4.1.25. A co-monoid isomorphism F : ( , ) → ( , ) is an isomorphism
F : G → G which satisfies:
∙ F = (F ⊗ F ) ∙ (4.48)
∙ F = (4.49)
and in particular it maps -classical states to -classical states (since it is an
isomorphism, it is a bijection between the classical states of the two comonoids).
The requirement that F is furthermore a monoid isomorphism F : ( , ) → ( , )
amounts to the requirement that:
F ◦ = ◦ (F ⊗ F ) (4.50)
F ◦ = (4.51)
and in particular, as a bijection of classical states, F is a group isomorphism from
the group given by ( , ) acting on -classical states to the group given by ( , )
acting on -classical states.
In FHilb (with abelian internal groups), Definition 4.1.24 yields the usual Fourier
matrices. Indeed F corresponds to an isomorphism Ψ : G → G∧ (by considering its
action on classical states): the linear isomorphism F is itself the Discrete Fourier
transform of Equation 4.12 (where G is identified with L2[G] and L2[G∧] using and
respectively), and the matrix of F in the basis defined by is the Fourier matrix
of Equation 4.13.
4.1.4 The Fourier transform in the category FRel
The abstract correspondence between strongly complementary observables and
Fourier transforms in Section 4.1.3 means that a characterization of strongly
complementary observables in any †-SMC allows for the definition of a Fourier
transform in that category. In this section, we apply this idea to FRel, the category
of finite sets and relations (Example 2.2.2). One can find more details on FRel as a
QPT in Section 4.3. In this setting, the relevant classical structures are classified by
abelian groupoids, in a sense made clear by Theorem 4.1.27 below. Also recall that
the monoidal identity is given by the singleton, i.e. I = {?}. Please note that in FRel
the scalars are the booleans {⊥,>}, and > = idI : I → I is the only invertible scalar.
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As a consequence, all †-qSFAs are automatically †-SFAs (and thus all †-qSCFAs are
in fact classical structures).
Definition 4.1.26. A (finite) abelian groupoid on some finite set A is any finite
family (Gλ, +λ, 0λ)λ∈Λ of finite abelian groups such that (Gλ)λ∈Λ is a finite partition
of A into disjoint subsets. We denote one such groupoid by ⊕λ∈ΛGλ, leaving the
groups’ structures understood.
Theorem 4.1.27. Let be a classical structure in FRel on a finite set X. Then
there exists a (unique) abelian groupoid ⊕λ∈ΛGλ on A such that, for all a, b ∈ A:
◦ ({a} × {b}) =
{
{a +λ b} if for some λ ∈ Λ we have a, b ∈ Gλ
∅ otherwise (4.52)
Furthermore, each abelian groupoid defines a unique classical structure in this way.
The classical states of the co-monoid fragment ( , ) are the family (Gλ)λ∈Λ, which
is also a matching family for the monoid fragment ( , ).12
Proof. Proven by Pavlovic [85], and extended to the case of non-commutative †-SFAs
/ non-abelian groupoids by Heunen et al. [56].
Evans et al. show that the groupoids corresponding to complementary / strongly
complementary classical structures take a particularly nice form:
Theorem 4.1.28 ([44]). Let ⊕γ∈ΓHγ and ⊕λ∈ΛGλ be abelian groupoids on some finite
set A, and let and be the corresponding classical structures on A in FRel. Then
and are strongly complementary if and only if:
(i) there is a finite abelian group H such that for all γ ∈ Γ we have Hγ ∼= H as groups.
(ii) there is a finite abelian group G such that for all λ ∈ Λ we have Gλ ∼= G as groups.
(iii) for each (λ, γ) ∈ Λ× Γ, the intersection Gλ ∩Hγ is a singleton.
In particular, this means that Λ ∼= H and Γ ∼= G as sets: as a consequence, we will
write abelian groupoids corresponding to strongly complementary classical structures
as ⊕|G|H and ⊕|H|G, leaving the indexing of the partitions as understood. We will
also implicitly label the elements of the underlying set A as:
A ∼= {(h, g) s.t. h ∈ H and g ∈ G} (4.53)
12Recall that the states I → A of a finite set A in FRel are exactly the subsets of A.
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In FHilb, strongly complementary pairs of classical structures have the same
number of classical states, and their monoid fragments act on each other’s classical
states as isomorphic groups G and G∧. As a consequence, it is possible to fix
isomorphisms between the two groups and construct Fourier matrices as per Definition
4.1.24. In FRel, on the other hand, Fourier matrices only exist in very special cases.
Theorem 4.1.29. Let G = (G, , ) be an abelian internal group in FRel, and let
Z = ⊕|G|H and X = ⊕|H|G be the groupoids corresponding to the and classical
structures respectively. Then ( , ) acts on the -classical states (Hg)g∈G as the
finite abelian group G, and ( , ) acts on the -classical states (Gh)h∈H as the finite
abelian group H.
Proof. It is sufficient to prove for ( , ) acting on the -classical states. Indeed we
have that = H0 is a -classical state by strong complementarity, and that:
◦ (|Hg〉 × |Hg′〉) =
⋃
h,h′∈H
◦ ({(h, g)} × {(h′, g′)}) (4.54)
=
⋃
h∈H
{(h, g + g′)} = |Hg+g′〉 (4.55)
Example 4.1.30. The groupoids Z = Z2 ⊕Z2 ⊕Z2 and X = Z3 ⊕Z3 correspond to
strongly complementary structures, call them and respectively, on a 6-element
set A. We can label the elements of A as:
A ∼= {(h, g) s.t. h ∈ Z2 and g ∈ Z3} (4.56)
The classical states of are the 3 subsets (Z2, g) for g ∈ Z3, while the classical states
of are the 2 subsets (h,Z3) for h ∈ Z2. The monoid ( , ) acts on the -classical
states as the group Z3, while the monoid ( , ) acts on the -classical states as the
group Z2.
Corollary 4.1.31. Let G = ( A, , ) be an abelian internal group in FRel. Fourier
matrices for G exist if and only if the two groups G and H are isomorphic.
Proof. By Remark 4.1.25, a Fourier matrix gives a group isomorphism between the
groups given by the action of the two monoid fragments on each other’s classical states:
in this case, the existence of a Fourier matrix forces G and H to be isomorphic. On
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the other hand, if Ψ : G → H is a group isomorphism, one could define a map
MΨ : A → A as follows:
MΨ :=
⋃
g∈G
|GΨ(g)〉〈Hg| (4.57)
This satisfies the monoid and comonoid homomorphism requirements from Defini-
tion 4.1.24, but is not an isomorphism in FRel. To get an isomorphism, and prove
the existence of a relevant Fourier matrix in FRel, we consider a new map t : A → A,
which we give in the form of a relation t ⊆ A× A:
t :=
{(
(h, g), (Ψg, Ψ−1h)
)
s.t. h ∈ H and g ∈ G} (4.58)
The Fourier transform as given by Definition 4.1.19 is valid in any †-SMC with
a pair of strongly complementary classical structures, and in particular it holds in
FRel. The more traditional formulation given by Lemma 4.1.20, which allows one
to see the Fourier transform as a canonical isomorphism L2[G] ∼= L2[G∧], is based on
the assumption that the group elements of an abelian internal group G = (G, , )
in FHilb form a basis, giving HomFHilb(C,G) the Hilbert space structure of L2[G]
in a natural way, and that the multiplicative characters form a co-basis, giving
HomFHilb(C,G) the Hilbert space structure of L2[G∧] in a natural way.
In FRel, however, the assumptions of Lemma 4.1.20 only hold in one, somewhat
trivial case. The classical states of a classical structure in FRel are always a finite,
orthogonal and normalisable family, and FRel is distributively CMon-enriched as
required. However, as Lemma 4.1.32 below notes, there is a unique classical structure
on any finite set A with classical states forming the resolution of the identity, and the
only abelian internal group in FRel satisfying the assumptions of Lemma 4.1.20 is
the one on the tensor unit {?} of FRel.
Lemma 4.1.32. Let be a classical structure on a finite set A in FRel, and let
Z be the associated abelian groupoid. The classical points of form an orthogonal
resolution of the identity if and only if the abelian groupoid is discrete, i.e. Z =⊕A Z1. Furthermore, if ( , ) is a strongly complementary pair on A, with
associated to an abelian groupoid Z =
⊕A Z1, then the abelian groupoid associated
with is in fact a group, in the form X = G for some finite abelian group
G = (A, +, 0) on the element set A. As a consequence, the only abelian internal
group in FRel satisfying the assumptions of Lemma 4.1.20 is the (unique) abelian
internal group on the tensor unit {?}.
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Proof. In Rel the scalars are 0 or 1 and summation is given by set union. Thus
a resolution of the identity must satisfy the following equation, where each χ is a
classical state:
⋃
χ
χ
χ
= (4.59)
In the specific case of Z =
⊕A Z1, we have that classical points are in the form
χ = {(?, a)} and (4.59) reads⋃
a∈A
{(?, a)} ◦ {(a, ?)} =
⋃
a∈A
{(a, a)} = idA. (4.60)
When Z is of the generic form Z =
⊕
λ∈Λ Gλ, the classical points are in the form
χ = Gλ, and (4.59) reads⋃
λ∈Λ
{(?, g′)|g′ : Gλ} ◦ {(g, ?)|g : Gλ} =
⋃
λ∈Λ
{(g, g′)|g, g′ : Gλ}, (4.61)
which cannot be the identity if |Gh| > 1. Therefore the unique classical structures
with classical states forming an orthogonal resolution of the identity are the ones
associated to discrete abelian groupoids, in the form Z =
⊕A Z1. If is one
such classical structure, and is strongly complementary to it, then it follows
immediately from Theorem 4.1.28, and subsequent remarks, that the abelian groupoid
X associated to must be in fact an abelian group, in the form X = ⊕Z1G, where
G is some finite abelian group with element set A. But to satisfy the assumptions of
Lemma 4.1.20, we must have that X is also a discrete groupoid, which forces G ∼= Z1
and A ∼= {?}.
So there is no direct parallel in FRel of the FHilb view that the Fourier transform
is a canonical isomorphism L2[G] ∼= L2[G∧], or of its traditional formulation from
Equation 4.2. At first sight, this seems to be because the classical states of the two
structures of a generic abelian internal group need not form a basis. The question
then naturally arises whether restricting our attention to some subclass of states (e.g.
those which are linear combinations of the classical states) would lead to a canonical
isomorphism similar to the FHilb one. Theorem 4.1.33 below answers this question
negatively.
Define the span 〈sj〉j∈J of a family of states sj ⊆ A to be the set of all states
r ⊆ A which can be obtained as the union r = ∪j∈Isj of some subfamily (sj)j∈I⊆J .
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If the (sj)j∈J are pairwise disjoint, then the states r ∈ 〈sj〉j∈J are exactly those that
descend to boolean functions over the set {sj s.t. j ∈ J}:
r ∈ 〈sj〉j∈J 7→ (j 7→ 〈sj|r〉) ∈ B[J ] (4.62)
where we denoted by |s〉 : I → A the state corresponding to subset s ⊆ A. Now
consider an abelian internal group G = (A, , ) in FRel, and let Z =
⊕|G|H and
X =
⊕|H|G be the abelian groupoids corresponding to and respectively. Then
〈Hg〉g∈G, seen as the set {0, 1}G of boolean functions on {Hg s.t. g ∈ G}, plays the
role in Rel that L2[G] played in FHilb, and similarly 〈Gh〉h∈H , seen as {0, 1}H , is
the analogue of L2[H] (and takes the place L2[G∧] had in FHilb).
Theorem 4.1.33. Let G = (A, , ) be an abelian internal group in FRel, and
let Z =
⊕|G| H and X = ⊕|H|G be the abelian groupoids corresponding to
and respectively. Then 〈Hg〉g∈G ∩ 〈Gh〉h∈H = {∅, A}. In particular, under
the correspondence of (4.62), the Fourier transform of FRel does not restrict to
an isomorphism {⊥,>}G ∼= {⊥,>}H , nor can it be restricted to an isomorphism
SG ∼= SH for any SG ⊆ {⊥,>}G and SH ⊆ {⊥,>}H containing non-constant
functions.
Proof. Let r ∈ 〈Hg〉g∈G ∩ 〈Gh〉h∈H , then r is either the empty set or it contains some
(h′, g′) ∈ A. But if (h′, g′) ∈ r, then for all g ∈ G we have (h′, g) ∈ r (because
r ∈ 〈Gh〉h∈H), and then for any g ∈ G we have that for all h ∈ H (h, g) ∈ r (because
r ∈ 〈Hg〉g∈G). Thus for all g ∈ G and h ∈ H we have (h, g) ∈ r, i.e. r = A. The state
r = ∅ in 〈Hg〉g∈G ∩ 〈Gh〉h∈H corresponds the constant ⊥ function in {⊥,>}H and in
{⊥,>}G (under Equation 4.62), while the state r = A corresponds to the constant
> function. The Fourier transform maps the constant ⊥ function of {⊥,>}G to
the constant ⊥ function of {⊥,>}H , and similarly with the constant > functions.
However, if r ∈ 〈Hg〉g∈G is neither empty nor the whole of A, i.e. if it corresponds
to a non-constant function in {⊥,>}G, then its Fourier transform does not lie in the
span 〈Gh〉h∈H , and thus cannot be seen as a function in {⊥,>}H .
As a consequence of Theorem 4.1.33, the best analogue in FRel of the statement
that the Fourier transform is a canonical isomorphism L2[G] ∼= L2[G∧] in FHilb
is the trivial statement that the Fourier transform in FRel is an isomorphism
{⊥G,>G} ∼= {⊥H ,>H} between the constant functions of {⊥,>}G and of {⊥,>}H .
To summarise, in FHilb we have the following views of the Fourier transform for
abelian internal groups:
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1. As quantum Fourier transform, implemented by application of a Fourier matrix
(subject to a non-canonical choice of isomorphism G ∼= G∧) followed by
operations in the computational basis.
2. In the sense of Pontryagin duality, as a canonical isomorphism L2[G] ∼= L2[G∧].
3. Again as quantum Fourier transform, but implemented by measuring in a basis
that is strongly complementary to the computational basis.
In FRel, on the other hand, things are very different:
1. Except in the case where Z =
⊕|G| G and X = ⊕|G| G (isomorphic, but
different), no Fourier matrix can exist in Rel.
2. The Fourier transform does not give, in Rel, an isomorphism {0, 1}G ∼= {0, 1}H
between the spaces of boolean-valued functions on the group elements /
multiplicative characters.
3. The operational definition based on strong complementarity, however, is still
valid in FRel.
To conclude, the following examples give explicit examples of quantum Fourier
transforms in Rel.
Example 4.1.34. Take G = Z2 = {0, 1}, H = Z1 = {?}, Z = G = {0?, 1?} and
X = H ⊕ H = {?0, ?1}. The computational basis is the family (Hg)g:G of copyable
points for X, i.e. H0 = {(?, 0)} and H1 = {(?, 1)}. The character family used for
the quantum Fourier transform consists a single classical state G? = {(?, 0), (?, 1)}
for Z. In this case all states can be prepared in the computational basis, but the
measurement in the character family will be trivial.
Example 4.1.35. Take G = Z2 = {0, 1}, H = Z2 = {a, b}, Z = G ⊕ G =
{0a, 1a, 0b, 1b} and X = H⊕H = {a0, b0, a1, b1}. The computational basis is the family
(Hg)g:G of classical states for X, i.e. H0 = {(a, 0), (b, 0)} and H1 = {(a, 1), (b, 1)}.
The character family used for the quantum Fourier transform is the family (Gh)h:H
of classical states for Z, i.e. Ga = {(a, 0), (a, 1)} and Gb = {(b, 0), (b, 1)}.
It is part of the process theoretic programme that the operational features of
quantum theory should be modelled categorically, and that any category sharing
features with FHilb should be considered, at least in principle, as a potential
(toy?) model of quantum mechanics. The category FRel is an example of one
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such model. We have shown that Fourier matrices do not generalise well outside
FHilb, and certainly fail to implement a quantum Fourier transform in Rel, but
that our treatment of Fourier theory based on strong complementarity goes through
unharmed. As a consequence, categorical quantum algorithms where the quantum
Fourier transform is formulated using strong complementarity will straightforwardly
generalise to Rel and other categories. We take this to be an indication that our
perspective on the quantum Fourier transform is conceptually sound and operationally
advantageous.
4.1.5 Non-abelian Fourier transform
In FHilb, abelian internal groups satisfy the assumptions of Lemma 4.1.20, and
the corresponding Fourier transform can be seen, via enrichment, as a canonical
isomorphism of L2-spaces L2[G] ∼= L2[G∧]. Non-abelian internal groups in FHilb,
however, fail those assumptions, as the classical states of the group structure never
form a basis. However, it is a consequence of the Peter-Weyl theorem that the
irreducible representations can be used to obtain a resolution of the identity. We
will introduce matrix algebras in a QPT in order to handle these multi-dimensional
representations. This then allows us, the rest of the section, to review the
generalisation of our treatment in the previous sections as is presented by Gogioso
in [46]. The work presented there allows full-blown representation theory and
concludes with a formulation of non-abelian Fourier transform connected with the
Gelfand–Naimark–Segal construction.
First, let’s see why non-abelian internal groups in FHilb cannot satisfy the
assumptions of Lemma 4.1.20. The classical states of the point structure form an
orthogonal basis, and are the elements of some non-abelian group G. The classical
states of the group structures are the multiplicative characters of G: they are always
orthogonal and normalisable, but as long as we show that there are less of them than
the number of elements of G, we can conclude that they won’t form a co-basis as
would be required by Lemma 4.1.20. But the multiplicative characters of a group G
are the same as the multiplicative character of its abelianization G′, which is always
strictly smaller than G (at least by a factor of 2). Therefore there are always strictly
less multiplicative characters than group elements for a non-abelian internal group in
FHilb, and hence the assumptions of Lemma 4.1.20 always fail. It turns out that
this is not restricted to FHilb:
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Theorem 4.1.36. Let G = (G, , ) be an internal group in a †-SMC C. If the
classical states of form a basis, then G is necessarily an abelian internal group.
Proof. All we have to show is that = ◦ sGG , where sGG is the braiding operator.
Equivalently, it is enough to show that = sGG ◦ . But indeed for any classical
state |χ〉 of we have ◦ |χ〉 = |χ〉 ⊗ |χ〉 = sGG ◦ |χ〉 ⊗ |χ〉 = sGG ◦ ◦ |χ〉. As we
have assumed that the classical states form a basis, this completes the proof.
To deal with the non-abelian case, we will introduce matrix algebras into QPTs.
Recall that Hilbert spaces Hn of dimension n are isomorphic to Cn. This means that
in FHilb the name (3.65) of a morphism is an n× n matrix:
pfq
Cn Cn
:=
Cn
f
Cn
(4.63)
This motivates us, following Vicary [104], to build up a †-Frobenius algebra (a matrix
algebra) in an arbitrary QPT using caps and cups. The monoid, unit, comonoid, and
counit of this algebra are given as follows:
HH? HH?
HH?
HH? HH?
HH? HH?
HH?
(4.64)
One-dimensional representations of a monoid (G, , ) are morphisms into the
trivial monoid on H = I. In general though, multidimensional representations are
morphisms into the monoid from (4.64).
Definition 4.1.37. The representations of a monoid ( G, , ) in a compact-closed
†-SMC are the morphisms ρ : G → H⊗H? satisfying the first two equations in (4.65).
The representations of an internal groups ( G, , ) are the representations of the
monoid ( G, , ) part of the internal group. A representation of an internal group
is unitary if it satisfies the third as well. A representation is isometric if it is an
isometry.
ρ = ρ ρ ρ = ρ = ρ
(4.65)
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Definition 4.1.38. The character associated with a representation ρ : G → H⊗H?
of a monoid / internal group in a compact-closed †-SMC is the morphism χρ : G → I
defined by Equation 4.66. In the case of internal groups, a character χρ is unitary if
the representation ρ is.
χρ := ρ
(4.66)
These notions clearly generalize those given in Section 4.1.3. The orthogonality of
representations and characters by these abstract definitions is categorically proven by
Gogioso in [46]. This allows a generalization of the Abelian Fourier transform from
the previous section
Lemma 4.1.39. Let G = (G, , ) be an internal group in a compact-closed †-
SMC which is distributively CMon-enriched. Further assume that (ρ)ρ∈R is a finite,
normalisable family of representations of G (with normalisation factors (Nρ)ρ∈R),
which forms an orthogonal resolution of the identity. Then the Fourier transform of
Definition 4.31 can be written in the following way:
f
=
∑
ρ∈R
1
Nρ
ρ ρ
f
def
=
f˜7→
f
(4.67)
Proof. Given in [46]. It proceeds along the same lines as that of the abelian version
given here.
Gogioso extends this perspective to provide a categorical version of the Gelfand-
Naimark theorem [46].
4.1.6 Measurements and representation theory
We have seen that the representations of an abelian internal group can form a basis,
and, in particular, that they are the dagger of classical states of one half of a strongly
complementary pair of classical structures ( , ). Indeed, even in the non-abelian
case, representations of larger than one dimension will also be orthogonal and form
a resolution of the identity [46]. If we consider the group elements as embedded in
classical states of then the group’s representations are effects for the classical
structure. By the QPT Born rule (Definition 3.2.5) we now have a full and abstract
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grasp on what it means to measure in the “representation basis” or “Fourier basis”,
i.e. composing with a representation’s effect acts as a post-selected measurement
of that outcome in the “representation basis.” We clarify the results in this section
that will appear in our characterization of quantum algorithms with Figure 4.2. The
generalized Fourier matrix will play a particularly important role in characterizing
quantum-like algorithms in process theories. Indeed the quantum Fourier transform
algorithm, when implemented in a QPT, acts like a Fourier matrix (Figure 4.2).
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Figure 4.2: Summary of the results of Section 4.1 as they pertain to the analysis of
quantum algorithms in the following sections. These constructions are with reference
to an internal group G = (G, , ) in a QPT (Definition 4.1.12).
Group structure; acts as a group on its
elements and as pointwise multiplication
on representations. The unit is the
identity element.
:: |g1〉 ⊗ |g2〉 7→ |g1 + g2〉 :: |1〉
Group elements; these are classical
states of .
 g
 OR
 g

Representation structure; acts as
pointwise multiplication on group ele-
ments and as the representation group on
representations. The unit is the trivial
representation.
:: |g1〉 ⊗ |g2〉 7→ |g1 + g2〉 :: |1〉
Representations and representation
states (abelian G); these are daggers of
each other and are classical co-states and
states of respectively.
 χ
 OR
 χ

Representations and representation
states (non-abelian G); these are daggers
of each other and act as generalized classi-
cal co-states and states of respectively.
 χ

Fourier transform; For arbitrary state
f ; Definition 4.1.19 and Lemma 4.1.39
(any G).
f
def=
f˜
7→
f
Fourier matrix; Definition 4.1.24. This
can be thought of as a color-change
operation.
F
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4.2 Quantum Blackbox Algorithms
The Fourier transform is a powerful tool in most quantum algorithms for algebraic
problems. Now that we have a structural handle on this tool, we use it to verify,
generalize, and construct quantum algorithms.
In this section we first consider the structure of unitary oracles in general and
then review the Deutsch-Jozsa, Grover’s single shot, and hidden subgroup algorithms
as examples of the approach. These three initial algorithms were analyzed by Vicary
in [104], though the structure of the underlying oracles was assumed there. We then
expand on this base to develop a new quantum algorithm for the GROUPHOMID
problem. The analysis of this new algorithm is presented in Section 4.2.4.
4.2.1 The abstract structure of unitary oracles
When we program an abstract problem into an oPT, we have a choice of embeddings,
but typically assign classical information to the classical states of some classical
structure. This was, for example, the case in our treatment of the Fourier transform.
Of course, we will also want to consider how to program functions between those
classical states. An equivalent definition for classical states is that they are self-
conjugate comonoid homomorphisms from the trivial comonoid on the identity object
to the classical structure monoid on a system. Classical functions will then be self-
conjugate comonoid homomorphisms in general.
Definition 4.2.1. In a monoidal dagger-category, a comonoid homomorphism
f : (A, , ) → (B, , ) is self-conjugate when the following property holds:
f = f (4.68)
Lemma 4.2.2. In Hilb, comonoid homomorphisms f : (A, , ) → (B, , ) of
classical structures are self-conjugate.
Proof. Recall that comonoid homomorphisms between classical structures in Hilb
are exactly classical functions between the classical states [37]. The linear maps on
either side of (4.68) will be the same if and only if their matrix elements are the same,
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obtained by composing with |i〉 at the bottom and 〈j| at the top. On the left-hand
side, this gives the following result:
f
j
i
= f
j
i
=
{
1 if i = f(j),
0 if i 6= f(j). (4.69)
On the right we can do this calculation:
f
i
j
=
 f
j
i

†
=
{
1 if i = f(j)
0 if i 6= f(j)
}†
=
{
1 if i = f(j),
0 if i 6= f(j).
(4.70)
This is the same result as for the left-hand side, and so Equation (4.68) holds.
The oracle that we will build here is similar to the CNOT from Section 3.5.5.
Recall that a pair of symmetric dagger-Frobenius algebras can be used to build a
linear map in the following way:
√
d(A) (4.71)
Here we have assumed that we operate in a suitably enriched category where square
roots of scalars exist. In the rest of this section we will suppress drawing circles
around scalars. The difference between scalars and labels of the diagram will be
clear from context. Two classical structures are complementary exactly when the
composite (4.71) is unitary, as we show in the following theorem.
Theorem 4.2.3 (Complementarity via a unitary). In a dagger symmetric monoidal
category, two classical structures are complementary if and only if the composite (4.71)
is unitary.
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Proof. Composing (3.59) with its adjoint in one order, we obtain the following:
d(A)
Thm 3.3.13
= d(A)
(3.28)
= d(A) (4.72)
If the complementarity condition (3.50) holds then this is clearly the identity on
A⊗ A. The other composite can be shown to be the identity in a similar way, and
so (3.59) is unitary.
Conversely, suppose (3.59) is unitary. Then the final expression of (4.72) certainly
equals the identity on A⊗ A:
= d(A) (4.73)
Composing with the black counit at the top-left and the white unit at the bottom-
right then gives back complementarity condition (3.50) as required:
= d(A) = d(A) (4.74)
This completes the proof.
This pair of complementary observables automatically gives rise to a much larger
family of unitaries, one for each self-conjugate comonoid homomorphism onto one of
the classical structures in the pair. Lemma 4.2.2 demonstrated that in FHilb, every
comonoid homomorphism of classical structures is self-conjugate.
74
Definition 4.2.4 (Oracle). In a symmetric monoidal dagger-category, given a dagger-
Frobenius comonoid (A, , ), a pair of complementary symmetric dagger-Frobenius
comonoids (B, , ) and (B, , ), and a self-conjugate comonoid homomorphism
f : (A, , ) → (B, , ), the oracle is defined to be the following endomorphism of
A⊗ B:
√
d(A) f
A
A
B
B
(4.75)
Theorem 4.2.5. Oracles are unitary.
Proof. To demonstrate that the oracle (4.75) is unitary, we must compose it with
its adjoint on both sides and show that we get the identity in each case. In one
case, we obtain the following, making use of the Frobenius laws, self-conjugacy of
f , associativity and coassociativity, the fact that f preserves comultiplication, the
complementarity condition, the fact that f preserves the counit, and the unit and
counit laws:
d(A)
f
f
= d(A)
f
f
= d(A)
f
f
= d(A) f f = d(A)
f
=
f
= =
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There is a similar argument that the other composite also gives the identity.
Note that this construction works for pairs of observables that a complementary,
but not necessarily strongly complementary. Still, in the examples we consider, we
will use strongly complementary ( , ) as we wish to embed an internal group onto
them.
4.2.2 The Deutsch-Jozsa algorithm
In this section, the abstract structure of the Deutsch-Jozsa (DJ) quantum algorithm
is presented and its function is verified abstractly, following Vicary [104]. We recall
that the Deutsch-Jozsa algorithm presents a quantum algorithm with an exponential
speedup over exact classical computation [40]. In its original formulation, given a
function f : {0, 1}n → {0, 1} that is promised to be either constant or balanced (i.e.
outputs the same number of 0’s as 1’s), the algorithm determines which of the two
classes f is in. As we will see, this formulation can be easily verified and generalized
by the QPT approach.
First we define the promise at the level of processes in an oPT.
Definition 4.2.6. Let A and B be systems in a QPT such that A has an internal
group (G, , ) and B has an internal group (H, , ). A process f : A → B is
(i) constant when for -classical state c : I → B
f =
c
(4.76)
(ii) balanced when for non-trivial representation σ : B → I
f
σ
= 0 (4.77)
It is easy to see that this definition coincides with the original formulation in
FHilb for internal groups G = Zn2 and H = Z2. In this case the -classical states of
B are the group elements {|0〉, |1〉}, so a constant function simply ignores all input
(as sends all input to 1) and outputs one group element. In the balanced case,
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there is only one non-trivial representation of Z2, namely σ(0) = 1 and σ(1) = −1.
Thus
σ ◦ f ◦ = σ
(∑
x∈G
|f(x)〉
)
=
∑
x∈G
σ (|f(x)〉) , (4.78)
which is clearly 0 if and only if half the number of inputs for which f(x) = 0 is the
same as the number of inputs for which f(x) = 1. Picking different internal groups
and representations gives different behaviors for balanced functions.
Example 4.2.7. Let G = Zn2 and H = Z2 × Z2. We then have a choice of different
non-trivial representations. Choose σ = (1,−1, 1,−1). Denoting #f0 as the number
of inputs for which f(x) = 0, balanced functions are now f such that:
#f00 + #f10 = #f01 + #f11
Directly mapping the (rotated) quantum circuit for the DJ algorithm into a QPT
process gives the following, where the internal groups (G, , ) and (H, , ) are
inherited from the promise of constant and balanced:
7→
F
F F
σ1√
2
{0, 1}
Oracle
f
(4.79)
In Section 4.1, we saw that the quantum Fourier transform takes classical states
of one observable to representations that correspond to classical states of its strongly
complementary partner. Simplifying the above using the Fourier transform rules
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we obtain the annotated diagram, where the drawing of circles around normalizing
scalars is suppressed:
σ
{0, 1}
1√
|S|
1√
|S|
1√
2 Non-trivial representation of H
Linear maps from -classical structure
Promise function f : A → B
Group multiplication operation on H
Projection onto
∑
s∈G |s〉 (measure X to be 0)
f
(4.80)
Using the rules of QPTs we obtain:
σ
{0, 1}
1√
|S|
1√
|S|
1√
2
f
= σ
σ
{0, 1}
1√
|S|
1√
|S|
1√
2
f
(4.81)
If we now ignore the right hand system, this becomes:
σ
1
|S| f =
{
0 if f is balanced
σ(c) if f is constant s.t. f(x) = c
(4.82)
Thus, by the QPT Born rule (Definition 3.2.5), there is no probability that an outcome
σ would be measured for a balanced function. Conversely, should the coefficients of
σ be square roots of the identity, then σ will always be measured for constant f .
This allows us to deterministically distinguish large generalized classes of constant
and balanced f with a single oracle query.
In a single proof, this method and its extension to arbitrary finite internal
groups (c.f. [104]) captures the original formulation of the problem as well as the
generalizations of Høyer [58] and Batty et al. [18]. Further, we can now model
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σ†
{0, 1}
1√|S|
1√|S|
1√
2
f
s†
σ†
{0, 1}
1√|S| 1√2
D
f
ρ
Mat(n) S
1√|S|
√
n
|G|
f
Deutsch-Jozsa Single-shot Grover Hidden subgroup
Figure 4.3: Three blackbox quantum algorithms presented as processes in a quantum-
like process theory [104].
the algorithm in QPTs besides quantum theory that have strongly complementary
observables. We expand on this idea in Section 4.3 with a toy model in FRel.
4.2.3 The Grover’s and hidden subgroup algorithms
Through similar methods, the single-shot Grover’s and hidden subgroup algorithms
can be analyzed using categorical techniques [104]. These algorithms have the
diagrammatic forms given in Figure 4.3. The single-shot Grover’s generalization
produces a variant where the indicator function maps into a group, rather than a
set. When the target group is, for example, Z3 the indicator function has three
marking “colors.” Should the elements be marked by indicator function in a 4 : 1 : 1
ratio, a single query can be used to return one of the rarer elements with certainty.
An interesting path for the future development of this work would be to extend this
to a generalization of amplitude amplification. We conjecture that in certain cases,
where the input amplitudes follow a known ratio, a speedup over the usual amplitude
amplification algorithm can be found.
The function of the quantum part of the hidden subgroup algorithm can also
be demonstrated using QPT techniques. Vicary [104] abstractly verifies that the
algorithm returns a uniform sampling of representations that factor through the
hidden subgroup. In considering the structure of the hidden subgroup algorithm,
we notice that the input system in the lower right is set to the unit for the -
classical structure. This unit, via strong complementarity, is equivalent to a uniform
79
superposition over all possible input representations. This leads Vicary and the author
to make the following conjecture:
Conjecture 4.2.8. The performance of the hidden subgroup algorithm can be
improved by a particular chosen distribution of input representation in the second
system.
Though in small examples it is easy to see the advantage, we have so far been unable to
find a general rule beyond using a uniform distribution over representations excepting
the trivial representation, which provides no information.
4.2.4 The group homomorphism identification algorithm
In this section we use the framework of QPTs to construct a new deterministic
quantum algorithm to identify group homomorphisms.
Definition 4.2.9 (Group homomorphism identification problem). Given finite groups
G and A where A is abelian, and a blackbox function f : G → A that is promised to
be a group homomorphism, identify the homomorphism f .
We demonstrate a quantum algorithm that solves the group homomorphism
identification problem with a number of queries equal to the number of simple factors
of the abelian group A.
Høyer [58] gives a bound on classical algorithms for a similar problem that we can
easily extend.
Lemma 4.2.10. Given finite groups G and A, where A is abelian and G has a
generating set of order m, and a blackbox function f : G → A that is promised to be
a group homomorphism, a classical algorithm can determine f if and only if we have
made m oracle queries.
Proof. Once we have evaluated f classically on the generating set of G, we have fully
characterized f . The other direction is [58, Lem. 9] where G is abelian. This extends
to non-abelian G as the pre-image of some homomorphism f : G → A for abelian
A and non-abelian G must be an abelian subgroup X ⊆ G (or f is trivial). We can
then consider the GROUPHOMID problem for abelian groups and f : X → A.
We will demonstrate that the query complexities of quantum and classical algorithms
for this problem depend on different and unrelated parameters. Instances where the
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order of the generating set of G is larger than the number of factors in the target
group A give a quantum advantage.
In the simpler case where G is an abelian group this quantum algorithm
was previously described by Høyer [58], though his algebraic presentation differs
significantly from ours. Høyer also notes that the algorithm by Bernstein and Vazirani
in [20] is an instance of the abelian group identification problem where G = Znn and
A = Z2. Independently, Cleve et. al. [29] also presented an algorithm for the abelian
case where G = Zn2 and A = Zm2 .
Our results give a new approach to the solution of the group homomorphism
identification problem that both extends the existing results to the case where G is
non-abelian, and clearly connects the structure of our algorithm to that of other
black-box quantum algorithms, such as the Deutsch-Jozsa and hidden subgroup
algorithms.13
We will proceed using the abstract structure defined earlier, but will now work
in the QPT FHilb. Recall that any choice of orthonormal basis for an object A
in FHilb endows it with a dagger-Frobenius algebra (A, , , , ), whose copying
map d : A → A⊗ A is defined as the linear extension of d(|i〉) = |i〉 ⊗ |i〉. Any finite
group G induces a different dagger-Frobenius algebra on an object A = C[G], the
Hilbert space with orthonormal basis given by the elements G, with multiplication
given by linear extension of the group multiplication; we represent this structure as
(A, , , , ). These two Frobenius algebras are strongly complementary.
Recall from Definition 4.1.37 that, for finite G, its representations can be
characterized as the homomorphisms G
ρ−→ Mat(n). The homomorphism conditions
take the following form [104, Section A.7]:
ρ
Mat(n)
= ρ ρ
Mat(n)
ρ
Mat(n)
=
Mat(n)
(4.83)
As we are currently focused on FHilb, the arrows delineating the difference between
an object and its dual can be suppressed, as Hilbert spaces are isomorphic to their
dual. These equations will be essential for our proofs below.
13This connection at the QPT level motivated our construction and we discovered Høyer’s work
afterwards.
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The algorithm
The structure of the quantum algorithm that solves the group homomorphism
identification problem is given by the topological diagram (4.84) below. Here
σ : G → C is a normalized irreducible representation of G, representing the result of
the measurement, and ρ : A → C is a normalized irreducible representation of A. The
representation ρ is one-dimensional as A is an abelian group. Physically, we are able
to produce the input state ρ efficiently, using O(log n) time steps, via the quantum
Fourier transform for any finite abelian group [30]. The measurement result σ arises
from a measurement in the Fourier basis, which can, by a similar procedure for any
finite group [25], also be implemented efficiently.
f
σ
1√
|G| ρ Prepare initial states
Apply a unitary map
Measure the left system
√|G| (4.84)
We can compare the structure of this algorithm to that of the standard quantum
algorithm for the hidden subgroup problem. There, the second system is prepared in
a state given by the identity element of the group, corresponding to a uniform linear
combination of the irreducible representations. A later measurement of this second
system—which is not a part of the standard hidden subgroup algorithm, but can be
done without changing the result of the procedure—would collapse this combination
to a classical mixture of these representations. The hidden subgroup algorithm
therefore contains an amount of classical nondeterminism in its initial setup. In
principle removing this, and selecting the input representation strategically, can only
improve performance, and we take advantage of this here.
We analyze the effect of our new algorithm as follows.
Lemma 4.2.11. The algorithm defined by (4.84) gives output σ with probability given
by the square norm of σ ◦ f ∗ ◦ ρ∗.
Proof. Using that ρ is a group homomorphism and simple diagrammatic rewrites
defined in [104, Section A.9], we show the following, making use of the fact that
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representations are copyable points for group multiplication:
f
σ
ρ
=
σ
f
ρ
ρ
=
ρ
σ
f
ρ
(4.85)
The left hand system is thus in the state σ ◦ f ∗ ◦ ρ∗, and using the Born rule, the
squared norm of this state gives the probability of this experimental outcome.
Lemma 4.2.12. The composite ρ ◦ f is an irreducible representation of G.
Proof. The map f is a homomorphism, so ρ ◦ f : G → C is a one-dimensional
representation of G. All one-dimensional representations are irreducible, so ρ ◦ f is
an irreducible representation.
Lemma 4.2.13. One-dimensional representations are equivalent only if they are
equal.
Proof. Let ρ1, ρ2 : G → C be irreducible representations of G. If they are isomorphic,
then there exists a linear map L : C → C, i.e. some complex number, such that
∀g ∈ G
Lρ1(g) = ρ2(g)L.
Hence we see that ∀g ∈ G, ρ1(g) = ρ2(g).
Theorem 4.2.14 (Structure theorem for finite abelian groups). Every finite abelian
group is isomorphic to a direct product of cyclic groups of prime power order.
Proof. See [9, Theorem 6.4] for a proof of this standard result.
Theorem 4.2.15. For a finite group G and cyclic group of prime power order Zpn,
the algorithm (4.84) identifies a group homomorphism f : G → Zpn in a single query.
Proof. Choose the input representation ρ to be the fundamental representation of
Zpn . This representation is faithful. This means exactly that
ρ ◦ f = ρ ◦ f ′ ⇔ f = f ′.
Thus ρ ◦ f and ρ ◦ f ′ are different irreducible representations if and only iff and f ′
are different group homomorphisms. The single measurement on the state (ρ ◦ f)∗ is
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performed by the algorithm in the representation basis of G, allowing us to determine
ρ ◦ f up to isomorphism. Due to Lemma 4.2.13 we know that each equivalence class
contains only one representative, and thus we can determine f with a single query.
Theorem 4.2.16. For any two finite groups G and A, where A is abelian with n
simple factors, the quantum algorithm (4.84) can identify a group homomorphism
f : G → A with n oracle queries.
Proof. We prove the result by induction.
Base case. When A = Zpn is simple, then by Theorem 4.2.15 we can identify
the homomorphism with a single query.
Inductive step. If A is not simple, then we must have A = H1 × H2 by Theo-
rem 4.2.14, where the following hold:
1. The product × is the direct product whose projectors (p1, p2) are homomor-
phisms.
2. H1 and H2 are groups with n1 and n2 factors respectively such that the theorem
holds, i.e. homomorphisms of the type f1 : G → H1 and f2 : G → H2 can be
identified in n1 and n2 queries respectively.
Since p1 ◦ f and p2 ◦ f are homomorphisms, we can run subroutines of the algorithm
to determine them. Hence we recover f as
f(x) = ((p1 ◦ f)(x), (p2 ◦ f)(x)).
The first subroutine will require n1 queries and the second will require n2 queries,
so the total number of queries will be n1 + n2, which is the number of factors of
H1 ×H2.
Optimality
In this subsection we investigate the information theoretic bounds solutions to the
GROUPHOMID algorithm.14 While we are able to construct bounds on both the
number of quantum and the number of classical queries required, these bounds
turn out to be overtly weak lower bounds, that, in particular, do not show an
asymptotic separation between quantum and classical. Recall, though, that the result
14The author would like to thank Ronald de Wolf for suggesting this analysis.
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of Lemma 4.2.10 does give a separation for our algorithm. Still, it is hoped that
future work can build on these techniques to construct better bounds to analyze the
optimality of our quantum algorithm.
We begin with a few useful group theoretic lemmas. Recall that the homset
Grp(G,A) denotes the set of all homomorphisms between groups G and A.
Lemma 4.2.17. For Zpa, Zpb cyclic groups of prime power order, the number of
group homomorphisms between Zpa and Zpb is given by p
min(a,b).
Proof. Consider representatives x ∈ Zpa and y ∈ Zpb . For cyclic groups a
homomorphism is exactly defined by its image on the generator of that group. We
will now consider two cases.
For the first, where a ≥ b, we are able to map the single generator of Zpa to any
element of Zpb as it clear by Lagrange’s theorem that the order of each y divides p
b
which in this case also divides pa. Thus there is one homomorphism for each y, i.e.
pb homomorphisms.
For the second we have a < b. The only available images for the generator
of Zpa are those with orders that divide p
a, i.e. where pa/|y| is an integer. Since
|y| = |1y| = pb
gcd y,pb
this condition requires
pa
|y| = gcd(y, p
b)pa−b
to be an integer. We argue that necessary and sufficient condition for this is
that pb−a divides y. Sufficient is obvious and necessary is shown by checking that
y/ gcd(y, pb) ∙ gcd(y, pb)/pa−b is an integer as it is a product of two integers. The
number of such y is pa, with one homomorphism for each.
Taking these two cases together we find that the number of group homomorphisms
is given by pmin(a,b).
Lemma 4.2.18. Let abelian groups G and A have structure theorem factorizations
as G ∼= Zpa11 × ... × Zpann and A ∼= Zpb11 × ... × Zpbnn for prime pi and ai, bi ∈ N ∪ {0}.
Write the set of factor sizes for G as Gf = {paii }1≤i≤n and similarly define Af . Let
Λ = Gf ∩ Af . The largest possible number of homomorphisms between G and A is
given by:
|Grp(G, A)| =
|Λ|∏
i=1
Λi (4.86)
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Proof. Recall that |Grp
(
Zpaii ,Zpbij
)
| = 1 when pi 6= pj . In that case we can only
count the trivial homomorphism. Now, using their factorizations, we split the hom
functor over the factors of the groups. This gives:
|Grp(G,A)| =
n∏
i=1
n∏
j=1
|Grp(Zpaii ,Zpbjj )| (4.87)
=
n∏
i=1
|Grp(Zpaii ,Zpbii )| (4.88)
=
n∏
i=1
p
min(ai,bi)
i by Lemma 4.2.17 (4.89)
Clearly this number will be maximized when ai = bi, which are exactly the factors in
the intersection set Λ.
This lemma allows us to consider several specific cases:
1. Case G = A = Λ. Then |Grp(G, A)| = |G| = |A|.
2. Case G = A× A′. Then Af ⊆ Gf ⇒ |Grp(G,A)| = |A| ≤ |G|.
3. Case A = G×G′. Then Gf ⊆ Af ⇒ |Grp(G,A)| = |G| ≤ |A|.
We can attempt to use these cases to analyze the information theoretic lower bounds
on classical and quantum queries for this algorithm. Such a lower bound is given by
a ratio of the total information (log |Grp(G,A)|) and the maximum information that
can be obtained per query. In the classical case we have access to log |G| bits, which
gives a maximum bound on the information per query of log |G|. In the quantum case,
we have qubits for both the source and target groups, so the maximum information
per query is log |G| + log |A|. We can now consider the lower bounds that emerge
for each of the cases given above, where we write #CQ for the number of classical
queries and #QQ for the number of quantum queries. These will, unfortunately, turn
out not to be particularly enlightening lower bounds.
1. Case G = A = Λ. Thus #CQ ≥ log |G|/ log |G| = 1 and #QQ ≥
log |G|/(2 log |G|) = 1/2.
2. Case G = A × A′. Thus #CQ ≥ log |A|/ log |G| ≤ 1, as A is smaller than G.
Further #QQ ≥ log |A|/(log |G|+ log |A|) ≤ 1.
3. Case A = G × G′. Thus #CQ ≥ log |G|/ log |G| = 1 and #QQ ≥
log |G|/(log |G|+ log |A|) ≤ 1.
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To conclude, it seems that despite the encouraging fact that the query complexities
of the classical and quantum algorithms depend on seemingly independent variables,
the structure of the promise space of group homomorphisms limits our ability to say
something meaningful about the optimal quantum queries required.
Let G have m generators and A have n simple factors. Our best separation is
then to use Lemma 4.2.10 and our algorithm to conclude that the classical query
complexity is Θ(m) and the quantum query complexity is O(n).
Extension to the non-abelian case
We now consider the more general case where the target group A is non-abelian. We
do not know how to extend the algorithm described above to this case. Nevertheless,
it is instructive to analyze this scenario in our process theoretic approach.
Irreducible representations of a non-abelian group A are not necessarily one
dimensional, though we are still able to compute them via the Fourier transform
efficiently [25]. In this case the algorithm has the following structure, where ψ
represents the initial state of the right-hand system in the representation space:
f
σ
ρ1√
G
ψ
=
σ
f
ρ
ρ
ψ
(4.90)
Recall the notation for multi-dimensional characters from Section 4.1. We notice two
additional features in this case. First, it is clear that the left and right systems are
no longer in a product state at the end of the protocol, as they were in the final
diagram of (4.85). Second, we now have an additional choice when preparing the
input representation ρ; in order to construct a state from a representation ρ we also
must choose the state ψ.
While this provides a clear description of the algorithm in this more general
setting, it is not clear that it would identify homomorphisms into non-abelian groups.
Complications include the lack of a structure theorem that satisfies the conditions
for Theorem 4.2.16, and that Lemma 4.2.12 no longer applies. In this setting
it may be useful to make the problem easier by restricting to the identification
of homomorphisms up to natural isomorphism, i.e. where two homomorphisms
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f1, f2 : G → H are considered equivalent when there exists some η ∈ H such that,
for all g ∈ G, we have ηf1(g)η−1 = f2(g).
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4.3 Models of quantum algorithms in sets and
relations
In this section, we construct abstract models of blackbox quantum algorithms
using a model of quantum computation in sets and relations, a setting that is
usually considered for nondeterministic classical computation. This alternative
model of quantum computation (QCRel), though unphysical, nevertheless faithfully
models its computational structure. Our main results are models of the Deutsch-
Jozsa, single-shot Grover’s, and GroupHomID algorithms in QCRel. These results
provide new tools to analyze the protocols from quantum computation and improve
our understanding of the relationship between computational speedups and the
structure of physical theories. They also exemplify a method of extending
physical/computational intuition into new mathematical settings.
4.3.1 Introduction
Having grasped the abstract structure at play in the protocols and algorithms of
quantum computation, we can conceive of modelling quantum computation in QPTs
other than Hilbert spaces and linear maps. There are two main thrusts that
make this investigation interesting. The first is to further analyze the structure
of quantum computation, focusing on the relationship between computational
speedups and the structure of physical theories. We use the QCRel model defined
here to analyze some example quantum algorithms as non-deterministic classical
algorithms while preserving their query-complexity (and, in fact, all their abstract
structure). The second thrust regards the insights that become available by extending
physical/computational intuition into new areas of mathematics. While other toy
models of a relational flavor for quantum mechanics have been proposed by several
authors [43, 53, 96, 100], and some even discuss protocols [59], these works have not
developed the structures necessary to model quantum algorithms.
First we construct our chosen model of quantum information. This is the QPT in
FRel, rather than FHilb, and it is introduced by rephrasing the axioms of quantum
mechanics. Next we present our novel contributions: relational models of unitary
oracles, the Deutsch-Jozsa algorithm, the single-shot Grover’s algorithm, and the
group homomorphism identification algorithm.
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4.3.2 The model of quantum computation in relations
We begin with definitions of the key components of quantum computation in this new
setting, e.g. systems, states, bases, observables, etc. The following definitions are
motivated by Chapter 3, whose general theorems prove useful. To avoid distracting
repetition of notation, we use generic terminology to refer to the relational setting
within this section. For example system is intended to mean relational system,
i.e. a set. When we wish to refer to the quantum setting we explicitly denote this
e.g. quantum system refers to a finite dimensional Hilbert space.
Axiom 4.3.1. A system is a set H with states |ψ〉 given by subsets ψ ⊆ H.
Each state in our notation is a boolean column vector written as a labelled ket, to
follow the convention in quantum mechanics where states are complex valued column
vectors as in the following example.
Example 4.3.2. Consider a three element system {0, 1, 2}, the relation R =
{(0, 0), (0, 2), (1, 1)} and the state |ψ〉 = {0}. In terms of boolean matrices and
vectors the composition R ◦ |ψ〉 is written as: 1 0 00 1 0
1 0 0
 10
0
 =
 10
1
 . (4.91)
The state |ψ ∨ φ〉 has elements in the union of sets ψ and φ. We often use |ψ〉 to
mean the relation {?} → H that relates the singleton set to all the elements in ψ.
Axiom 4.3.3. A composite system H of n subsystems is given by the Cartesian
product so that H = H1 × ...×Hn. Composite states are any subset of H.
Definition 4.3.4. For a relation R : A → B from set A to B, the converse relation
is denoted R−1 : B → A where for x ∈ A and y ∈ B, xRy if and only if yR−1x.
The converse replaces the †-adjoint in quantum mechanics. This leads to:
Definition 4.3.5. A relation R : H1 → H2 is unitary if and only if R ◦ R−1 = idH1
and R−1 ◦R = idH2 , where Q ◦R means Q after R.
This is the relational analog to the usual unitarity of linear maps in quantum
mechanics and has an obvious interpretation:
Theorem 4.3.6. Relations are unitary if and only if they are bijections.
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Axiom 4.3.7. Evolution of systems is given by unitary relations.
This means that states of system A can evolve to states of system B if and only if
there is a bijection between them. Note that this implies that there do not exist
physical evolutions between systems of different cardinality.
Definition 4.3.8. For a state |ψ〉 : {?} → H, denote its relational converse as
〈ψ| : H → {?} called its effect.
A state preparation followed by an effect amounts to an experiment with a post-
selected outcome. Effects are maps to {?} that return whether the outcome state |ψ〉
is possible. We give an example to illustrate:
Example 4.3.9. The preparation of the state |φ〉 followed by a post-selected
measurement of the effect 〈ψ| is given by the relation
〈ψ|φ〉 := 〈ψ| ◦ |φ〉 : {?} → H → {?}
This is either the identity relation that we interpret to mean a measurement outcome
of 〈ψ| is possible, or it is the empty relation that we interpret to mean the measurement
outcome 〈ψ| is impossible. It is clear that the outcome 〈ψ| is possible if there exists
some element of H in both ψ and φ. Otherwise it is impossible. In this sense our
relational quantum computation is a deterministic model of quantum computation.
This interpretation allows us to define a generalized version of the Born rule 15 to
describe measurement in our model.
Axiom 4.3.10 (Relational Born Rule). The possibility of measuring the state |ψ〉,
having prepared state |φ〉, is given by the image of:
〈ψ|φ〉 : {?} → {?} (4.92)
In the relational model, bases are characterized as particular generalizations of
groups known as groupoids [57, 85]. Groupoids can be viewed as groups where
multiplication is relaxed to be a partial function.
15In quantum theory, the Born rule gives the probability of measuring the outcome state |ψ〉
following preparation in state |φ〉 as |〈ψ|φ〉|2 where 〈ψ|φ〉 : C → C is the inner product of the two
state vectors [84]. The QPT generalization is given in Definition 3.2.5.
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Definition 4.3.11. For a system H, a basis Z is a direct sum (disjoint union) of
abelian groups Z = G0⊕G1⊕ ... where |Z| = |H|. Multiplication with respect to this
list of groups will be written as •Z and is defined in the following way. For elements
x, y ∈ Z such that x ∈ Gi and y ∈ Gj we have the partial function:
x •Z y =
{
x +Gi y i = j
undefined otherwise
(4.93)
This makes Z an abelian groupoid with groupoid multiplication •Z .
We will sometimes take a categorical perspective on groupoids. A groupoid
Z =
⊕N Gi made up N groups is a category whose set of objects is isomorphic
to the set of groups {Gi} and whose morphisms are elements of Z, e.g. x ∈ Z such
that x ∈ G1 is a morphism x : G1 → G1.
At first guess, one might be motivated by the intuition that a basis for a system
breaks it up into parts, and so a basis would be a partition of H. This is not a bad
start, however, bases have additional structure: namely that we can copy, delete and
combine them at will. This idea is used to motivate Definition 4.3.11 by abstracting
bases to called classical structures (Definition 3.3.5).
Recall that classical structures’ properties, allowing the copying, deleting, and
combining that accompany classical (as opposed to quantum) information, give them
this name. We interpret them in the relational model of quantum computation
through the following theorem:
Lemma 4.3.12 ([44, 85]). The classical structures in the category of sets and relations
are exactly the abelian groupoids.16
Complementarity
Complementary bases are important features of quantum theory. In the general
setting, complementary bases are understood as mutually unbiased bases in a
certain sense (Definition 3.5.1). In relations Evans et al. gives a more direct
characterization:17
Theorem 4.3.13 ([44]). Two bases Z and X are complementary if and only if they
are of the following form. Basis Z =
⊕|H|G and basis X = ⊕|G|H given by copies
of abelian groups G and H respectively.
16In [56] this connection is extended to the non-abelian case where it is shown that all relative
Frobenius algebras are groupoids.
17Theorem 4.3.13 holds as long as we consider bases to be the same if their lists of groups are
isomorphic.
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Figure 4.4: An example of two complementary bases on the system of six elements.
Here Z = Z3 ⊕ Z3 and X = Z2 ⊕ Z2 ⊕ Z2. The two classical states of Z are each
three element subsets and are colored in pink and blue. The unbiased states of X to
which they correspond are colored to match.
This theorem follows from the requirement that the classical states of one basis
must be isomorphic to the unbiased states of its complement. We will return to this
idea in the Section 4.1.1 when we address the quantum Fourier transform in relations.
Classical and unbiased states of bases in the relational model are specified by Evans
et al. [44] in the following corollaries that again correspond to abstract definitions
from Chapter 3. An example on the six element system is illustrated with Figure 4.4.
Corollary 4.3.14 ([44]). The classical states of a basis Z =
⊕N G are the subsets
corresponding to the groups G0, G1, ... where we forget the group structure. They will
often be denoted |Zi〉.
Corollary 4.3.15 ([44]). The unbiased states for a basis Z =
⊕N G are subsets
U such that for a fixed g ∈ G, |U〉 = ⊕N{g}. Thus there is exactly one element in
each unbiased U from each component Gi of Z.
Example 4.3.16. Take Z = Z2 ⊕ Z2 = {0a, 1a, 0b, 1b}. The classical states of Z are
|Ga〉 = |0a ∨ 1a〉 and |Gb〉 = |0b ∨ 1b〉. The unbiased states of Z are |U0〉 = |0a ∨ 0b〉
and |U1〉 = |1a ∨ 1b〉.
It is easy to check that bases as specified by Theorem 4.3.13 have the property that
each classical state |Zi〉 of the basis Z corresponds to one unbiased state of X and vice
versa. This allows us to call these bases mutually unbiased, i.e. complementary [44].
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Phases
Phases are also defined in this relational setting. In Hilbert space quantum mechanics
a quantum phase for an n-dimensional system is given by the vector e
iφ1
...
eiφn
 .
These quantum phases form an abelian group and can be applied as phase gates.
Their relational counterparts are described by the following lemma from [57]:
Lemma 4.3.17. For a basis Z =
⊕N
i Gi, the phase group B(Z) is given by
∏N
i Gi.
Example 4.3.18. Consider the basis Z2 ⊕ Z2 for the four element system
{00, 01, 10, 11}. Let |ψ〉 be the state |00 ∨ 10〉. Application of the phase 11 results in
11|00 ∨ 10〉 = |11 ∨ 01〉.
We are also able to interpret GHZ states and density matrices in sets and relations.
Definition 4.3.19. For a basis Z =
⊕N
i Gi, a GHZ state is given by
GHZZ := { (a, b, c) | ∀ a, b, c ∈ Z, a •Z b •Z c = idGi for some i }.
Definition 4.3.20. For a state |ψ〉, the density matrix |ψ〉〈ψ| is given by the
relation xRy s.t. x, y ∈ ψ.
The Model QCRel
Definition 4.3.21. Axioms 1-4, and subsequent definitions, specify the quantum-like
process theory for quantum computation in relations: QCRel.
By the QPT construction, this clearly makes QCRel a model of quantum
computation in sets and unitary relations. It is worth noting that QCRel can be
simply viewed as a local hidden variable theory. Consider the set H to be the set of
ontic states such that for φ ⊆ H the state |φ〉 is non-deterministically in any of the
ontic states in the subset φ. This perspective on Rel, discussed further by Abramsky
and Heunen [8], shows that QCRel provides a non-deterministic local hidden variable
model for computational aspects of quantum mechanics. This means that protocols
exist for entanglement, teleportation, and, as we show in this section, some familiar
blackbox algorithms.
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4.3.3 Unitary Oracles
In order to model blackbox quantum algorithms in this setting, we must define the
oracles themselves. We do this by building up from an abstract definition of the
controlled-not gate. Let the gray classical structure on a system A be given by a
basis Z =
⊕|H|G and the white classical structure be a basis X = ⊕|G|H. The
comonoid for the gray dot is then the relation : A → A× A that for x, a, b ∈ H is
given by
{(x, (a, b)) | a •Z b = x}.
Definition 4.3.22. The abstract controlled-not is given by a composition of the
comonoid for Z and the monoid for X:
CNOT: H ×H → H ×H ::
{((x, y), (a, b ◦X y)) | a •Z b = x}. (4.94)
Example 3.5.5 showed that in the traditional quantum setting of Hilbert spaces
and linear maps, this exactly corresponds to the usual controlled-not. Recall that
Theorem 4.2.3 showed that two classical structures are complementary if and only if
their corresponding controlled-not is unitary. This leads to the following corollary for
complementary bases in QCRel:
Corollary 4.3.23. Two bases (Z and X) in QCRel are complementary, in the sense
of Theorem 4.3.13, if and only if the relation in (4.94) is a bijection.
Proof. The relevant relation can clearly be seen to be the composite in Definition 4.3.22
as:
{((a, b, y), (a, b ◦X y))} ◦ {((x, y), (a, b, y)) | a •Z b = x}. (4.95)
Thus the abstract proof of Theorem 4.2.3 goes through unchanged.
An oracle is then introduced as a controlled-not where we have embedded
a particular kind of relation that abstractly must be a self-conjugate comonoid
homomorphism. We construct such relations in the following lemmas.
Definition 4.3.24. Let G and H be groupoids with with groupoid multiplications •G
and •H respectively. Let idG =
⋃
X∈Ob(G) idX and similarly define idH . A groupoid
homomorphism relation R : G → H obeys the following condition for g1, g2 ∈ G:
R(g1 •G g2) = R(g1) •H R(g2) (4.96)
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Note that while this in many ways resembles a groupoid homomorphism, it is actually
a weakening of this notion, in that groupoid homomorphism relations are not required
to be total functions and have no explicit requirement on their identity morphisms.
From another perspective, this definition is the groupoid generalization of many-to-
many group homomorphisms [107].
Definition 4.3.25. A monoid homomorphism relation is a monoid homomor-
phism in Rel. Specifically, let A and B be sets equipped with monoids (A, , ) and
(B, , ) respectively. A relation r : A → B is a monoid homomorphism when is
obeys the following two conditions:
r ◦ = ◦ (r × r) (4.97)
r ◦ = (4.98)
A comonoid homomorphism relation is defined similarly, using duals of the above
conditions.
Lemma 4.3.26. A groupoid homomorphism relation that is surjective on objects is
a monoid homomorphism relation.
Proof. Throughout this proof we refer to a groupoid as a category where the elements
of the groupoid are the morphisms. From this perspective a group is a groupoid
with a single object. Consider a groupoid homomorphism relation R : G → H on
objects X,A,B of G and morphisms f of G. In order to show that R is a monoid
homomorphism relation we first show that it preserves the unit (4.98). We have
R(
⋃
X∈Ob(G) idX) =
⋃
Y ∈Ob(H) idY . Recall that for a set A, R(A) =
⋃
a∈A R(a). It is
that case that
R(
⋃
X∈Ob(G)
idX) =
⋃
X∈Ob(G)
R(idX) =
⋃
X∈Ob(G)
idR(X) def. of group hom. rel.
(4.99)
=
⋃
R(X)∈Ob(G)
idR(X) =
⋃
Y ∈Ob(H)
idY surjective on objects
(4.100)
where we have used the fact that R is surjective on the groupoid objects, which
implies that every object of H is in the image of R and that |Ob(G)| ≥ |Ob(H)|.
The second monoid homomorphism condition (4.97) is to preserve multiplication,
i.e. that for subsets K and J of G we have
R(K +G J) = R(K) +H R(J). (4.101)
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Here we recall that for two sets A and B, A + B = {a + b|a ∈ A and b ∈ B}. Thus,
R(K +G J) = R(
⋃
k∈K,j∈J
k +G j) =
⋃
k∈K,j∈J
R(k +G j) (4.102)
=
⋃
k∈K,j∈J
R(k) +H R(j) def. of group hom. rel. (4.103)
= R(K) +H R(J). (4.104)
This completes the proof.
We then dualize the proof of Lemma 4.3.26 to conclude that:
Lemma 4.3.27. Let F : H → G be a functor such that F op is a groupoid
homomorphism relation that is surjective on objects. F is a comonoid homomorphism
relation.
We call these comonoid homomorphism relations classical relations. These are
relations that properly preserve the structure of the bases where classical data is
embedded. In the quantum case they take basis elements to basis elements. Some
examples in QCRel are listed in Appendix A. In order to define unitary oracles, we
also need these relations to be self-conjugate (Definition 4.2.1). Luckily, this is always
the case in relations:
Lemma 4.3.28. All classical relations f : ZA → ZB between groupoids ZA = ⊕N G
and ZB =
⊕N ′ H are self-conjugate.
Proof. In QCRel, our dagger-Frobenius structures are groupoids and, if they are
complementary to some other groupoid, then they are of the form ZA =
⊕N G and
ZB =
⊕N ′ H. We annotate the definition of self-conjugacy for some arbitrary element
(g, n), the element g from the n-th group. Recall that f † = f−1 in QCRel.
f
(g, n)
(g, n)
{(idG, j)|1 ≤ j ≤ N}
(g−1, n)
f−1(g−1, n)
[
f−1(g−1, n)
]−1
{(idH , k)|1 ≤ k ≤ N ′}
= f−1
(g, n)
f−1(g, n)
(4.105)
Thus, a relation f is self-conjugate if and only if for all elements (g, n) it is the case
that [f−1(g−1, n)]−1 = f−1(g, n). From Lemma 4.3.27 the converse of the classical
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relation f is a monoid homomorphism relation whose multiplication is the groupoid
operation, so this condition will hold.
Classical relations, as self-conjugate comonoid homomorphisms, lead to unitary
oracles.
Definition 4.3.29 (Relational Oracle). Given a groupoid ZA : (A, , ), a pair of
complementary groupoids ZB : (B, , ) and XB : (B, , ), and a classical relation
R : (A, , ) → (B, , ), an oracle is defined to be the following endomorphism
of A× B:
R
A
A
B
B
OracleRel(R) : A× B → A× B ::
{((x, y), (a, c ◦X y)) |
∃b ∈ A, s.t. a •ZA b = x and bRc}.
(4.106)
Theorem 4.3.30. Oracles are unitary.
Proof. Proved in the abstract setting by Theorem 4.2.3, when R is a self-conjugate
comonoid homomorphism. Though there are others, classical relations R are
necessary and sufficient in our cases as the algorithms that follow additionally require
that the comonoids be part of classical structures.
Corollary 4.3.31. OracleRel is a bijection.
Proof. This follows directly from Theorem 4.3.30 and Theoremm 4.3.6.
4.3.4 The Fourier transform in relations
In Section 4.1.4, we saw that there are several perspectives on the Fourier transform
in FRel, only some of which are nontrivial. In this section we take the operational
perspective on the generalized quantum Fourier transform whose definition is
motivated through the relationship between classical and unbiased states of two bases.
For abelian groups G and H, consider two groupoids Z =
⊕|H| G and X = ⊕|G| H
to be complementary bases of the same system.
Definition 4.3.32. The quantum Fourier transform in relations corresponds
to preparing classical states of Z and measuring them against classical states of X.
is an isomorphism from the classical states of Z to the unbiased states of X, i.e.
{Gh} 7→ {hg|∀g ∈ G}
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Example 4.3.33. Take G = Z2 = {0, 1}, H = Z1 = {?}, Z = G and X = H ⊕H =
{(?, 0), (?, 1)}. The computational basis is the family |Hg〉g∈G of classical states for
X, i.e. H0 = {(?, 0)} and H1 = {(?, 1)}. The quantum Fourier basis is a single
classical state G? = {(?, 0), (?, 1)} for Z. In this case all states can be prepared in
the computational basis, but measurement in the quantum Fourier basis is trivial.
Example 4.3.34. Take G = Z2 = {0, 1}, H = Z2 = {a, b}, Z = G ⊕ G =
{(0, 0), (1, 0), (0, 1), (1, 0)} and X = H ⊕ H = {(a, a), (b, a), (a, b), (b, b)}. The
computational basis is the family |Hg〉g∈G of classical states for X, i.e. H0 =
{(a, a), (b, a)} and H1 = {(a, b), (b, b)}. The quantum Fourier basis is the family
|Gh〉h∈H of classical states for Z, i.e. Ga = {(0, 0), (0, 1)} and Gb = {(1, 0), (1, 1)}.
See Section 4.1 and [46] to fully motivate this definition of the Fourier transform
in QCRel and for its relationship to the usual Hadamard and Fourier transforms for
Hilbert spaces and linear maps.
4.3.5 The Deutsch-Jozsa algorithm in QCRel
The well known Deutsch-Jozsa algorithm is an early quantum algorithm that
demonstrates a speedup over exact classical computation [40]. It takes as
input a function promised to be either constant or balanced and returns which,
deterministically using only a single oracle query. In this section, we model the
algorithm’s steps in QCRel just as it is implemented with Hilbert spaces and linear
maps. This approach is somewhat dual to the usual one where different algorithms are
compared on the same problem. Here we run the abstract protocol from Section 4.2.2
(implemented in a different model) with the same query complexity and compare the
different problems that it solves.
To run this algorithm in QCRel we use two systems. System A has cardinality
n and system B has cardinality ≥ 2. Take ZA = ⊕|HA|GA and XA = ⊕|GA| HA
to be complementary bases of A. Take ZB =
⊕|HB | GB and XB = ⊕|GB |HB to be
complementary bases of B, such that XB has at least two classical states. In analogy
with the usual specification, the algorithm proceeds with the following steps.
1. Prepare A in the zero state |ZA0 〉. Prepare B in the state given by the second
classical state of ZB, i.e. |ZB1 〉.
2. Apply the Fourier transform, as given by Definition 4.3.32, to each system,
resulting in states |XA0 〉 and |XB1 〉 respectively.
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3. Apply an oracle (4.106), built from a classical relation f : ZA → ZB.
4. Again apply the Fourier transform to system A and then measure it in the Z
basis.
This sequence of steps is an instance in sets and relations of the abstract Deutsch-
Jozsa algorithm from [104], which translates to the following relation, where we have
already applied the Fourier map to the input and output. See (4.80).
f
|HB1 〉|HA0 〉
〈HA0 |
Prepare initial states and apply Fourier
Apply a unitary map
Apply Fourier and measure the first system
(4.107)
that is explicitly written as:
DJAlg(f) :: {?} × {?} → {?} × B
= 〈HA0 | × idB ◦OracleRel(f) ◦ |HA0 〉 × |HB1 〉
= {((?, ?), (?, z)) | z ∈ HB1 and ∃y ∈ HA0 , s.t. yfz},
Note the correspondence between (4.107) and (4.80). Thus by the derivation in
Section 4.2.2 we have:
Theorem 4.3.35. In any dagger compact category with complementary bases, the
algorithm in Equation 4.107 will, with a single oracle query, distinguish constant
and balanced classical relations f : ZA → ZB according to the following abstract
definitions. Here |x〉 is a classical state of ZA and the zero scalar 0 is, in Rel, the
empty relation:
constant : f =
x
= |x〉 ◦ balanced: f
2
= 0, (4.108)
where
2
is the dagger adjoint of the second classical state of XB.
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That these definitions coincide with the usual ones for constant and balanced
functions is shown in Section 4.2.2. In fact, it is easy to check that any constant
relation will be a classical relation. In QCRel, the effect is 〈HA1 |, which acts as a
measurement of system A after applying the oracle. We illustrate the details of the
QCRel model of this algorithm by example and then with general definitions.
Example 4.3.36. Take A = {0, 1, 2, 3} and B = {a, b, c, d} to be four element
systems. We define complementary bases on these systems as the following:
System A System B
ZA = Z2 ⊕ Z2 s.t. ZB = Z2 ⊕ Z2 s.t.
ZA0 = {0, 1}, ZA1 = {2, 3} ZB0 = {a, b}, ZB1 = {c, d}
XA = Z2 ⊕ Z2 s.t. XB = Z2 ⊕ Z2 s.t.
XA0 = {0, 2}, XA1 = {1, 3} XB0 = {a, c}, XB1 = {b, d}
From Equation 4.108, we then define constant and balanced classical relations
using the following dictionary:
= {(0, ?), (2, ?)}, the classical state adjoint 〈XA0 | (4.109)
x = {(?, a), (?, b)} OR {(?, c), (?, d)}, a classical state of ZB (4.110)
2 = {(b, ?), (d, ?)}, the classical state adjoint |XB1 〉 (4.111)
= {(?, 0), (?, 2)}, the classical state |XA0 〉 (4.112)
Thus there are two constant classical relations18 f : ZA → ZB, one for each
classical state of ZB. They are:
{(0, a), (0, b), (2, a), (2, b)} and {(0, c), (0, d), (2, c), (2, d)}.
By Definition 4.3.35, balanced classical relations are those which do not relate 0 or 2
to either b or d. There are four balanced classical relations for this example:
{(0, c), (2, c), (1, d), (3, d)} {(0, a), (1, b), (2, c), (3, d)}
{(2, a), (3, b), (0, c), (1, d)} {(0, a), (2, a), (1, b), (3, b)}
For a classical relation promised to be in one of these two classes, we can distinguish
which with a single oracle query.
18A list of more example classical relations is given in Appendix A.
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We generalize these definitions of constant and balanced classical relations to the
following:
Definition 4.3.37. Let ZA = ⊕NGi. A constant relation f : ZA → ZB relates all
idGi to a single classical state of Z
B.
Definition 4.3.38. A relation f : ZA → ZB is balanced when no element in XA0 is
related to an element in XB1 .
Theorem 4.3.39. The Deutsch-Jozsa algorithm defined above distinguishes constant
relations from balanced relations in a single oracle query.
Proof. This follows immediately from Vicary’s abstract proof of the Deutsch-Jozsa
algorithm from Section 4.2.2.
Remark 4.3.40. It is important to note that the constant or balanced classes of
classical relations in Example 4.3.36 can, as non-deterministic classical relations, be
distinguished by a single query with input |1〉, |3〉, or |1∨ 3〉. This observation might
lead us to conclude that constant and balanced classical relations f : ZA → ZB can
be distinguished by a single query of f on any classical state of XA except the first
one. In fact this is the case, as we now show.
Lemma 4.3.41. There does not exist a balanced classical f : ZA → ZB relation
whose pre-image is given only by elements of XA0 .
Proof. If the pre-image of f is given only by elements of XA0 , then the image of f
−1
must be the this same set XA0 . However, balanced classical relations by definition
have 〈XA0 | ◦ f−1 ◦ |XB1 〉 = 0. Thus no element of XB1 can be in the pre-image of f−1
(in the image of f). Let δZA : A → A⊗ A be the relational converse of the groupoid
multiplication for ZA (and likewise for δZB). Write −XB1 = {x−1 | x ∈ XB1 }. Then if
no element of XB1 is in the image of f , we have:
0 = 〈XB1 | ⊗ 〈−XB1 | ◦ (f ⊗ f) ◦ δZA (4.113)
0 = 〈XB1 | ⊗ 〈−XB1 | ◦ δZB ◦ f by the dual of (4.97) (4.114)
0 = 〈XB0 | ◦ f, (4.115)
As classical relations are comonoid homomorphisms they must obey the duals of (4.97)
and (4.98), but this last equation contradicts the dual of (4.97). Thus f cannot both
be a balanced classical relation and have a pre-image of only XA0 .
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This allows us to show that we will always be able to construct a simple query of
constant and balanced classical relations in order to distinguish them.
Theorem 4.3.42. Constant and balanced classical relations can be distinguished in a
single query whose input state has non-zero intersection with any classical state other
than |ZA0 〉.
Proof. Let |ZBi 〉 be a classical state of ZB and be the classical co-state 〈ZA0 |. Any
constant classical relation has the form f : |ZBi 〉 ◦ , and so the pre-image of f is only
the elements in the first classical state of A. Thus, a query of a constant classical
relation with input from any other classical state will return the empty set. Further,
Lemma 4.3.41 shows that it is not possible to construct balanced relations which
will have the same behavior. Thus a query with any element not in will suffice to
identify the class of the classical relation.
Theorem 4.3.42 shows that the model of the Deutsch-Jozsa algorithm does not
result in a classical algorithm for a non-trivial problem. While this would have been a
nice side effect of our analysis, it is not the main goal. The more important takeaway
is that the operation of the quantum algorithm can be accurately modeled in QCRel
and that it does optimally solve a problem in that context. We will discuss this
further after two more examples.
4.3.6 Single-shot Grover’s Algorithm
The usual Grover’s algorithm [52] takes as input a set S and an indicator function
f : S → {0, 1} and outputs an element s ∈ S such that f(s) = 1. Though the
algorithm is usually probabilistic and runs a repeated series of “Grover steps”, here
we consider the deterministic version that runs with a single step. In this section
we will consider Vicary’s generalization of the single-shot Grover algorithm where the
codomain of the indicator function is allowed to be an arbitrary group [104]. Our setup
requires the set S, as one system, as well as another system B. We define the basis
ZS =
⊕|HS |GS and XS = ⊕|GS |HS on the S system. System B has complementary
bases ZB =
⊕|HB | GB and XB = ⊕|GB |HB. Let |XB0 〉 be the first classical state
of XB, e.g. is XB = Z2 ⊕ Z2 then |XB0 〉 = {(?, 1), (?, 3)}, where 1 and 3 are the
non-identity elements of that factors of XB. Let 〈XBρ | be the converse of a classical
state of XS. Recall that |ZS0 〉 = {(?, g) | g ∈ GS is the first factor group of ZS} is a
classical point of ZS, and that, by the complementary relationship of classical and
unbiased points (Section 4.3.4), |XS0 〉 ∼= {(?, idGSi ) |GSi is a factor group of ZS}.
In QCRel, the algorithm proceeds by the following steps:
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1. Prepare system S in the state |ZS0 〉 and system B in the state |XB0 〉.
2. Apply the Fourier transform to system S, resulting in state |XS0 〉.
3. Apply the oracle for a classical indicator relation f : ZS → ZB.
4. Apply a diffusion relation D : S → S (defined below) to system S.
5. Measure system S in the XS basis.
Vicary’s [104] presentation for this procedure is:
〈ρ|
|σ〉
D
Preparation
Dynamics
Measurement
f (4.116)
where numerical scalars have been dropped relative to that reference as there is
only one non-zero scalar in QCRel.19 Compare (4.116) to Figure 4.3. Recall that
: {?} → S relates the singleton to the elements of H0 and that is its relational
converse. We will use the map ◦ : S → S in the following definition. Here there
is a special relation D : S → S called the diffusion operator:
S
D
S
=
S
S
−
S
S
D := {(x, x) | x ∈ S} 4 (H0 ×H0) (4.117)
where the subtraction of two relations is given by the symmetric difference of their
images. Explicitly then, the relational model for Grover’s algorithm is:
Grover(f) : {•} × {•} → {•} × B
= 〈XSρ | × idB ◦D × idB ◦OracleRel(f) ◦ |XS0 〉 × |σ〉
= {((•, •), (•, c ◦X x)) |
x ∈ XB0 , y ∈ XSρ , idGn , b, z ∈ S s.t. z •ZS b = idGn and bfc, zDy}
19Recall that scalars in a monoidal category with identity object I are maps s : I → I. Thus in
Rel I = {?}, so the only scalars are the empty relation and the identity relation on the singleton
set.
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Theorem 4.3.43. Equation 4.116 is zero only for classical states of XS denoted |XSρ 〉
that satisfy the following equation:
〈XB0 | ◦ f ◦ |XSρ 〉 = 〈XB0 | ◦ f ◦ |XS0 〉 (4.118)
Proof. Proven in [104]. See Section 3.2, Equation (34).
Here |XB0 〉 can be generalized to any fixed classical state |XBσ 〉. This allows a
generalization of the single-shot Grover’s algorithm where the cardinality of system
B is increased [104]. Consequently, the LHS of Equation 4.118 tests if any element
in the classical state |XSρ 〉 is related to any of the elements in |XBσ 〉. The RHS tests
if any of the elements of XS0 are related to |XBσ 〉.
Proposition 4.3.44. The QCRel single-shot Grover algorithm only returns states
|XSρ 〉 such that for all h ∈ XS0 , s ∈ XSρ and x ∈ XBσ
hfx = ¬(sfx).
In other words, the only elements that can be possibilistically measured under the
QCRel Born rule (Axiom 4.3.10) are elements of S that have the opposite mapping
to XBσ , under the relation f , than elements of X
S
0 .
Proof. By Theorem 4.3.43 and definitions.
Example 4.3.45. Let S = {0, 1, 2, 3} and choose ZS = Z2⊕Z2 and XS = Z2⊕Z2 as
G (black) and H (white) bases respectively, so that ZS0 = |0∨1〉 and XS0 = |0∨2〉. Let
B be the same four element system with the bases ZB = Z2 ⊕Z2 and XB = Z2 ⊕Z2
and choose |XBσ 〉 = |1 ∨ 3〉. The diffusion operator is then given by
D := {(0, 0), (1, 1), (2, 2), (3, 3)} − {(0, 0), (0, 2), (2, 0), (2, 2)}
= {(1, 1), (3, 3), (0, 2), (2, 0)}.
In this case, D happens to be a bijection, it is a unitary relation and thus a possible
evolution in QCRel.20 Let f be the classical relation21 {(0, 2), (2, 2), (1, 3), (3, 3)},
where elements of XS0 are not related to elements of X
B
σ . Thus the above algorithm
will only return classical states of XS that are related, under f , to |XBσ 〉. The only
possible outcome state is |1 ∨ 3〉.
20This will not be the case whenever S has more than two factor groups. Unitarity is a stringent
condition on processes in QCRel.
21See Appendix A for a list of classical relations Z2 ⊕ Z2 → Z2 ⊕ Z2.
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Example 4.3.46. This is the same as the above example, but take f to be the
classical relation {(0, 0), (2, 0), (0, 1), (2, 1)}. As an element of XS0 is related to |XBσ 〉,
the algorithm will return classical states of XS which are not mapped to |XBσ 〉, i.e.
the state |1 ∨ 3〉.
If we loosen the QCRel model slightly, and do not require f to be a classical
relation, then it is easy to see that this algorithm solves a non-trivial classical search
problem. Consider an f that maps all classical states of XS to |XBσ 〉 except exactly
one other marked classical state XSi , where i 6= 0. As in Example 4.3.46, we know
that the QCRel Grover’s algorithm will output only XSi with a single query of f .
We can easily imagine that there are a large number of classical states of XS that
might be marked and, further, that the image of the marked classical state under f is
indistinguishable from that of any other classical state (other than not being related
to |XBσ 〉). A deterministic classical approach to this problem would certainly require
many queries of f , and it is not immediate that there is an obvious non-deterministic
solution with a single query; though the QCRel Grover’s algorithm we describe here
does achieve exactly that.
4.3.7 The Groupoid homomorphism promise algorithm
This section models the group homomorphism algorithm from Section 4.2.4 in QCRel.
The quantum version of the algorithm takes as input a blackbox function f : G → A
promised to be one of the homomorphisms between group G and abelian group A. It
then outputs the identity of the homomorphism. In that section the full identification
algorithm is built up by multiple calls to an instance of the problem for cyclic groups. 22
It is this cyclic group subroutine that we consider here. In the relational setting we
will move from groups to groupoids. Let groupoid H be complementary to groupoid
G and groupoid B be complementary to groupoid A. The QCRel GroupHomID
algorithm then takes as input a groupoid isomorphism f : G → A. Let |ρ〉 be a
classical state of H, and |σ〉 be a classical state of B.
22Making use of the structure theorem for abelian groups to complete the general case.
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The algorithm has the following abstract specification [115]:
f
|ρ〉
|σ〉 Prepare initial states
Apply a unitary map
Measure the left system
(4.119)
Let the factor groups of a groupoid G be denoted Gn. This gives the following
relational model for the algorithm:
GroupHomID(f) : {•} × {•} → {•} × B
= 〈ρ| × idB ◦OracleRel(f) ◦ |H0〉 × |σ〉
= {((•, •), (•, c ◦X x)) |
x ∈ σ, y ∈ ρ, idGn , b ∈ A s.t. y •G b = idGn and bfc}
Theorem 4.3.47. The algorithm defined by (4.119) has output state |ρ〉 only when
for some x ∈ ρ and some y ∈ σ we have (y, x) ∈ f .
Proof. The verification in Section 4.2.4 simplifies the algorithm in Equation 4.119 to:
σ
ρ
f−1 σ = {(•, (•, x)) | xf−1y for some y ∈ ρ}, (4.120)
where we see that post-selection on the left hand system implies the theorem’s
condition via the QCRel Born rule (Axiom 4.3.10).
Theorem 4.3.48. If f is a groupoid isomorphism then the algorithm in Equation
4.119 returns all states.
Proof. Groupoid isomorphisms relate every element of the domain to some element
in the codomain and relate every element of the codomain to some element of the
domain.
Still, we can imagine running the algorithm from (4.119) where any classical relation f
is allowed as input to obtain non-trivial outcomes. The investigation of the usefulness
of this algorithm is part of future work.
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4.4 Conclusion
In this chapter we have investigated the structure of quantum algorithms using the
QPT perspective. We have contributed the following new results:
1. A definition of the Fourier transform in general QPTs along with abstract proofs
of the Fourier Inversion Theorem, Pontryagin Duality, and the Convolution
Theorem.
2. A definition of the Fourier Transforms and an operational quantum Fourier
transform in general oPTs.
3. We use complementary observables to construct a unitary oracle in a general
QPT and provide an abstract proof of its unitarity. We show an equivalence
between the complementarity of those observables and the unitarity of this
oracle.
4. We pose a new problem, the GROUPHOMID problem, and give a quantum
algorithm for its solution with favorable query complexity over classical
algorithms.
5. We provide models for the operation of quantum algorithms in non-deterministic
classical computation by explicitly constructing the Deutsch-Jozsa algorithm,
the single-shot Grover’s algorithm, and the GROUPHOMID algorithm in
the QPT QCRel. Along the way we introduce an operational notion of
a QPT Fourier transform in FRel and characterize self-conjugate comonoid
homomorphisms and unitary oracles in this category.
Models of quantum algorithms in other QPTs (such as QCRel), perform two
functions. Firstly, they help us further understand the relationship between different
kinds of computation. Our main question is:
How are different models of computation related to each other?
Typically, computer scientists address this question by keeping computational
problems fixed and writing different algorithms for the same problem that take
advantage of the computational model. This view is the basis of the field of
computational complexity and has given many insights into the differences between
computational models. The approach in this thesis aims to extend this view. In a
sense, the QPT framework allows us to think about running the same algorithms on
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different QPTs as we would think about running them on different kinds of hardware.
We “compile” algorithms into different QPTs and analyzes the results to address
our main questions. It is an algorithm-centric vs. problems-centric approach to
computation.
As compared to the foundational interest of the first function, the second function
of this investigation is more practical. Mapping algorithms between computational
models allows us to generate new problems and algorithms. Some of these will be
trivial (as in the QCRel Deutsch-Jozsa algorithm of Section 4.3.5) and some will not
be (as in QCRel Grover’s of Section 4.3.6). An important thread of future work is to
understand the conditions that allow for one case and not that other.
In terms of quantum algorithms specifically, the successes of this approach open up
new avenues to study other blackbox quantum algorithms at this level of abstraction.
We discuss more details of the outlook for future work in Chapter 7.
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Chapter 5
Mermin Non-locality
Chapter Abstract
The study of non-locality is fundamental to the understanding of quantum mechanics.
The past 50 years have seen a number of non-locality proofs, but its fundamental
building blocks, and the exact role it plays in quantum protocols, has remained
elusive. In this paper, we focus on a particular flavour of non-locality, generalising
Mermin’s argument on the GHZ state. Using strongly complementary observables,
we provide necessary and sufficient conditions for Mermin non-locality in quantum-
like process theories. We show that the existence of more phases than classical
points (aka eigenstates) is not sufficient, and that the key to Mermin non-locality
lies in the presence of certain algebraically non-trivial phases. This allows us to show
that FRel, a favourite toy model for categorical quantum mechanics, is Mermin
local. By considering the role it plays in the security of the HBB CQ (N,N) family
of Quantum Secret Sharing protocols, we argue that Mermin non-locality should
be seen as a resource in quantum protocols. Finally, we challenge the unspoken
assumption that the measurements involved in Mermin-type scenarios should be
complementary, opening the doors to a much wider class of potential experimental
setups than currently employed.
In short, we give conditions for Mermin non-locality tests on any number of
systems, where each party has an arbitrary number of measurement choices, where
each measurement has an arbitrary number of outcomes and further, that is in any
quantum-like process theory.
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5.1 Introduction
Non-locality is a fundamental property of quantum mechanics. It impacts both
foundations and application, ruling out the existence of local hidden variable
theories consistent with quantum theory [19], and underpinning protocols like
quantum key distribution [42] and quantum secret sharing [75]. The importance
of this property pushed the development of methods to characterise it both in
general (e.g. Abramsky and Brandenburger’s sheaf-theoretic methods) and in specific
extensions of quantum theory (e.g. Barrett’s [17] generalized probabilistic theories).
We focus on a particular possibilistic class of non-locality arguments generalized
from Mermin’s argument [80] and related to the recent work on All-versus-Nothing
arguments by Abramsky et al. [4]. These experiments produce possibilistic evidence
for quantum mechanical non-locality, i.e. certain measurement outcomes that can
only be realized by non-local theories. Mermin scenarios are typically described by
triples (N,M,D) for N parties with M measurement choices for each party, each
having D classical outcomes. Current literature generalises from the original (3 , 2, 2)
scenario [80] to derive non-locality proofs for the (3, 3, 2)[94], (D + 1, 2, D)[117],
(N > D, 2, D even)[83], and (odd N, 2, even D)[61]. One contribution of our work
is to extend the work of [32] to cover all (N,M,D) scenarios in quantum theory.
In [32], Coecke et al. used strong complementarity to formulate Mermin arguments
within the the framework of Categorical Quantum Mechanics [6]. Not only does this
approach help generalize non-locality arguments within quantum theory, but it also
paved the way towards an understanding of Mermin non-locality in quantum-like
process theories. As a corollary, they are able to identify the difference between qubit
stabilizer quantum mechanics (which is non-local) and Spekken’s toy theory (which
is local) in the structure of the respective phase groups [32, 34].
In Sections 5.2 and 5.3, we remove implicit assumptions about phase groups and
classical points from [32] and use strongly complementary structures to generalise
Mermin measurements to any QPT, defining Mermin non-locality as the existence of
a Mermin measurement scenario not admitting a local hidden variable model.
In Section 5.3, we show that strong complementarity is not sufficient to
characterise Mermin non-locality. The phase group structure is shown to provide
necessary algebraic conditions in abstract process theories, as summarised by our
first main result:
Theorem. 5.3.8. Let C be a †-SMC, and ( , ) be a strongly complementary pair
of †-qSCFAs. If the group of -phases is a trivial algebraic extension of the subgroup
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of -classical points, i.e. if there exist no algebraically non-trivial -phases, then C
is Mermin local.
Thus -phase groups which are trivial algebraic extensions of the respective
subgroups of -classical points always lead to local hidden variable models, regardless
of whether there are enough -classical points to form a basis and/or strictly more -
phases than -classical points. Indeed, we show that the category FRel of finite sets
and relations is Mermin local (despite it having arbitrarily many more -phases than
-classical points), and confirm that Spekkens’ toy theory is Mermin local (despite
it having enough -classical points to form a basis).
Also in Section 5.3, we show that the existence of algebraically non-trivial -
phases is sufficient, under mild additional assumptions, to formulate a non-locality
argument. This leads to our second main result:
Theorem. 5.3.7. Let C be a †-SMC, and ( , ) be a strongly complementary pair
of †-qSCFAs. Suppose further that the -classical points form a basis. If the group
of -phases is a non-trivial algebraic extension of the subgroup of -classical points,
then C is Mermin non-local.
As a consequence, we confirm that Stabilizer Quantum Mechanics is Mermin non-
local.
In Section 5.4, we argue that our concrete characterisation as the existence of
algebraically non-trivial phases can be used to see Mermin non-locality as a resource
in the construction of quantum protocols. We exemplify this by showing how the
security of the HBB CQ (N,N) family of Quantum Secret Sharing protocols from
[75, 72] directly relates to the flavour of non-locality explored in this work.
In Section 5.5, we use our general framework to investigate Mermin non-locality
in FHilb, the historical arena of quantum mechanics. The traditional formulation
of Mermin arguments relies on sets of complementary measurements, such as the
X ( measurement with -phase 0) and Y ( measurement with -phase π
2
)
measurements of the qubit in the original (3, 2, 2) Mermin argument. We show how,
even in the case of (N, 2, D) scenarios, many more possible measurements exist than
complementary ones. This result opens a wealth of novel experimental configurations
for tests of Mermin non-locality and, through results of Section 5.4, new configurations
for quantum secret sharing protocols as well.
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5.2 Mermin measurements
Unlike Bell tests, which produce outcomes with probabilities that are forbidden to
local hidden variable theories, the Mermin argument produces outcomes which are
impossible to observe in a local hidden variable theory [80]. This section introduces
the definitions necessary to generalise the Mermin argument to process theories. We
make use of the standard definitions for strongly complementary observables, phase
states and phases. We often refer to quasi-special †-Frobenius algebras as non-
degenerate observables and use the shorthand †-qSFA. The acronym †-qSCFA
refers to a commutative †-qSFA. Definitions of these concepts were given in Chapter 3
and Section 4.1.
We make particular use of the notion of classical structures with enough classical
points to form a basis (Definitions 3.3.9 and 4.3.11). Recall that in FHilb, the objects
are vector spaces and any vector space basis clearly all obey the abstract conditions
of Definition 4.3.11. In general QPTs this will not be the case.
We also recall the following fact about phases (Section 3.4) for strong
complementarity from Section 4.1 and [32], where it is clarified.
Theorem 5.2.1. Let and be strongly complementary †-qSFAs. Phase states
(resp. phases) of form a group under the action of ( , ). This group of phase
states is denoted the phase group P . The classical points (resp. the induced
phases) of are a subgroup, i.e. K ⊆P .
As the phase group of a †-qSCFA is commutative, we use additive notation: given two
-phase states |α〉 and |β〉, we denote by |α + β〉 their addition in the phase group.
From now on, we interchangeably use phase states and phases, leaving disambiguation
to context.
The GHZ states and Mermin measurements are the main ingredients needed in
our argument. GHZ states appear in the ZX calculus fragment of our framework
in [31] and are generalized to the definition that we use in [32].
Definition 5.2.2. Given a †-qSFA in a †-SMC, an N-partite GHZ state for
is:
∙ ∙ ∙
N-systems
(5.1)
We follow [32] to build Mermin type scenarios out of them.
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Definition 5.2.3. Let and be a pair of strongly complementary †-qSFAs. An
N -partite Mermin measurement is obtained by applying N -phases α1, ..., αN to
the N components of an N -partite GHZ state, and then measuring each component
in the structure:
∙ ∙ ∙
−α1 α1 −αN αN (5.2)
We further require that
∑
i αi, where the sum is taken in the group of phases, be a
-classical point.
Lemma 5.2.4. The N -partite Mermin measurement shown in Equation 5.2 is
equivalent to the following state:
∙ ∙ ∙
−∑αi +∑αi
(5.3)
Proof. Pushing the phases down through the nodes and using strong complemen-
tarity. See [32].
While this defines a single Mermin experiment, the full non-locality argument
requires the joint outcomes of several Mermin measurements.
Definition 5.2.5. Let and be strongly complementary †-qSCFAs on a space H
in a †-SMC. An N -partite Mermin measurement scenario (for and ) is any
non-empty, finite collection of Mermin measurements αs = (αs1, ..., α
s
N )s=1,...,S of the
N -partite GHZ state in the form of (5.1).
In the category FHilb of finite-dimensional Hilbert spaces, an N -partite Mermin
measurement scenario where a1, ..., aM are the distinct -phases appearing in the
scenario andH is D-dimensional is exactly the usual (N,M,D) Mermin scenario. This
correspondence is clarified in Section 5.3, where we derive our generalized Mermin
non-locality argument.
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5.3 Mermin locality and non-locality
The last definitions we need for our main results, Theorems 5.3.7 and 5.3.8, are those
of local hidden variable models (following the construction of [32]) and non-trivial
algebraic extensions.
Definition 5.3.1. Let and be strongly complementary †-qSCFAs on some
system H. Consider an N -partite Mermin measurement scenario (αs)s=1,...,S , and let
a1, ..., aM be the distinct -phases appearing in it. The local map for the scenario
is the map H⊗(M ∙N) → H⊗(N ∙S) defined as follows:
a. we group the input wires in N groups of M wires: we say that the r-th wire of
i-th group is the ar input wire for system i
b. we group the output wires in S groups of N wires: we say that the j-th wire of
r-th group is the j-th output wire for measurement s
c. each input wire is connected to a node
d. for all r, i, j and s, the node of each ar input wire for system i is connected
to the j-th output wire for measurement s if and only if i = j and αsj = ar
The following diagram details the procedure:
...
a1
∙ ∙ ∙
System 1
...
aM
...
a1
∙ ∙ ∙
... ...
ar
System i
∙ ∙ ∙
...
aM
...
a1
∙ ∙ ∙
System N
...
aM
...
Measurement 1
α11 α
1
N
Measurement s
αsj... ...
αs1 α
s
N ...
Measurement S
αS1 α
S
N
Connected iff i = j and ar = α
s
j
Local Map
(5.4)
A local hidden variable model for an N -partite Mermin measurement scenario
is a state Λ of H⊗(N ∙S), obtained by applying the local map for the scenario to some
state Λ′ of H⊗(M ∙N). We further require that for each s = 1, ..., S, the Mermin
measurement αs is the same as the state obtained from Λ by composing an with
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each output wires of each measurement t with t 6= s:
=∙ ∙ ∙
αs1
... αsN
Λ′
∙ ∙ ∙ ∙ ∙ ∙
Local Map
...
...
αs1 α
s
N ...
−αsN +αsN+αs1−αs1
(5.5)
The definition of local hidden variables finally allows us to formulate our
generalised notion of Mermin non-locality.
Definition 5.3.2. We say a †-SMC C is Mermin non-local if there exists a Mermin
scenario for some strongly complementary pair ( , ) of †-qSCFAs which has no local
hidden variable model. If for all strongly complementary pairs no such measurement
exists, then we say that C is Mermin local.
Mermin non-locality will shortly be shown to be equivalent to the following
algebraic property of the group of -phases. The following examples will be used
later on to investigate some abstract process theories of interest.
Definition 5.3.3. Let (G, +, 0) be an abelian group and (H, +, 0) be a subgroup. We
say that G is a non-trivial algebraic extension of H if there exists a finite system
of equations (
∑l
j=1 n
p
j ∙ xj = hp)p, with hf ∈ H and npj ∈ Z, which has solutions in G
but not in H. Otherwise, we say G is a trivial algebraic extension of H.
If G = P is a non-trivial algebraic extension of H = K , then the -phases
involved in any solution xj := αj to a system unsolvable in K will be called
algebraically non-trivial phases.
Example 5.3.4. Let G = {0, π/2, π,−π/2} < R/2πZ and H = {0, π} < G. Then G
is a non-trivial algebraic extension of H, because the single equation 2x = π has no
solution in H but has solution(s) ±π/2 in G. It is in fact this example that yields
the original argument in FHilb from [32].
Lemma 5.3.5. Let (G, +, 0) be an abelian group and (H, +, 0) be a subgroup. Suppose
that there is a function Φ : G → H such that for any equation ∑lj=1 nj ∙ xj = h with
h ∈ H and nj ∈ Z, if xj := gj is a solution in G, xj := Φ(gj) is also a solution (in
H). Then G is a trivial algebraic extension of H.
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Proof. Consider a system with solution xj := gj in G. Then xj := Φ(gj) solves each
individual equation in H, and thus also the system.
Example 5.3.6. Let (K, +, 0) be any finite abelian group, and G = K×K ′ for some
finite non-trivial abelian group (K ′, +, 0). Let H < G be the subgroup K × {0}. If
h = (k, 0) ∈ H, then any equation ∑Nj=1 nj ∙xj = h is equivalent to the following pair
of equations, where πK and πK′ are the quotient projections onto K ∼= G/K ′ and
K ′ ∼= G/K respectively:
a.
∑N
j=1 nj ∙ πKxj = k in K
b.
∑N
j=1 nj ∙ πK′xj = 0 in K ′
If xj := gj = (πKgj , πK′gj) is a solution in G, then xj := (πKgj , 0) is a solution in H.
Define Φ to be the map gj : G 7→ (πKgj , 0) ∈ H and use Lemma 5.3.5 to conclude
that G is a trivial algebraic extension of H.
We are now able to introduce our first main result:
Theorem 5.3.7 (Mermin Non-Locality). Let C be a †-SMC, and ( , ) be a strongly
complementary pair of †-qSCFAs. Suppose further that the -classical points form a
basis. If the group of -phases is a non-trivial algebraic extension of the subgroup of
-classical points, then C is Mermin non-local.
Proof. For clarity, we present a proof where the system of equations that defines the
phase group as a non-trivial algebraic extension is composed of a single equation. The
construction for general systems of l equations consists of l copies of the construction
we explicitly give.
Let a1, ..., aM be -phases and a 6= 0 be (the phase induced by) a -classical
point such that the following equation (in additive Z-module notation, for nr ∈ Z)
has solution (xr := ar)r=1,...,M in the group of -phases, but has no solution in the
subgroup of (phases induced by) -classical points:
M∑
r=1
nr ∙ ar = a (5.6)
This means that we are assuming the group of -phases are a non-trivial algebraic
extension of the subgroup of -classical points. Without loss of generality, assume
that nr 6= 0 and ar 6= 0 for all r = 1, ..., M .
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Let k be the exponent of the group of -classical points, and define the following
Mermin measurement, where each ar appears nr times and 0 appears n0 times, for
some n0 such that V :=
∑M
r=0 nr ≡ 1 (mod k)
α = (a1, ..., a1, ..., aM , ..., aM , 0, ..., 0) (5.7)
Define a V -partite Mermin measurement scenario with S := n0 + V and:
αs := (0, 0, ..., 0, 0) for s = 1, ..., n0 (5.8)
αn0+vi := αi+v (mod V ) for v = 1, ..., V (5.9)
The scenario has n0 measurements with only 0 phases (the controls) and V
measurements with cyclic permutations of α (the variations). The following diagram
depicts the scenario:
∙ ∙ ∙
∙ ∙ ∙
∙ ∙ ∙ ∙ ∙ ∙∙ ∙ ∙
∙ ∙ ∙
controls variations
0 0 0 0 0000 α1N −αVNα11 −αV1−α1N−α11 αV1 αVN
(5.10)
To show that the scenario from Equation 5.10 does not admit a local hidden
variable:
1a. we add up (in the group of -phases) all the components of each control, using
Lemma 5.2.4, and obtain 0 from each control
1b. we add up all the components of each variation, again using Lemma 5.2.4, and
obtain a from each variation
2a. we add up the result from all the controls, and obtain ΣC := n0 ∙ 0 = 0
2b. we add up the result from all variations, and obtain ΣV := V ∙ a = a , using the
fact that a is in the subgroup of (phases induced by) -classical points and V
is congruent to 1 modulo the exponent of the subgroup
3. we subtract ΣC from ΣV , using the antipode of the strongly complementary
pair ( , ), and obtain a− 0 = a
4. we test the result against the -classical point 〈a|, and obtain the non-zero
scalar 〈a|a〉
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The procedure is summarised by the following diagram:
0...0 0...0 a1...am0...0 0a1...am0...0
... ...
n0 controls V variations
... ... ... ...
0 0 a a
n0 ∙ 0
V ∙ a
a
a
(5.11)
The same procedure applied to any local hidden variable model always yields the
0 scalar. A local hidden variable model is nothing but the local map for the scenario
applied to some state, so it is enough to show that the above procedure yields the
constant 0 function when composed with the local map:
Local Map
... ... ... ...
. . .α1 αM
System N
. . .α1 αM
System 1
. . . .
0 0 a a
n0 ∙ 0 V ∙ a
a
a
(5.12)
Since the -classical points form a basis, it is sufficient to show that the map from
Diagram 5.12 always yields 0 when applied to -classical points. In the following
diagram, the nodes have been re-arranged using the spider theorem, so that the
wiring of the local map can be written down explicitly in a clean way. The diagram
also annotates the -classical values on the wires at each stage to aid in following
the argument:
1. the values b10, ..., b
V
0 for the 0 phases of systems 1 to V are each duplicated n0+n0
times and then added up to b0 := n0 ∙
∑
i = 1V bi0 by the two nodes
2. the values bi1, ..., b
i
m for the a1, ..., am phases of each system i = 1 (for i = 1, ..., V )
are each duplicated nk times (for k = 1, ...,m) and added up to b
i :=
∑m
r=1 nr ∙bir
by the respective nodes
3. the values b1, ..., bV are added up to b :=
∑V
i=1 b
i
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4. the value b0 is added up to b
5. finally, the value b0 is subtracted from b, and b is tested against the -classical
point 〈a|, obtaining the scalar 〈a|b〉 (which we want to be zero)
The steps are summarised by the following diagram:
...
...
n0... n0...
n0... ...n1 ...nM ...n1 ...nM
...
b0
b0
b1 bV
b
−b0
b0 + b
b
a
b10 b
V
0
b11 b
1
M b
V
1 b
V
M
(5.13)
The -classical points c that can be written as c =
∑M
r=1 nr ∙cr for some -classical
points c1, ..., cM form a subgroup H of the group of -classical points. Indeed we have
that 0 =
∑m
r=1 nr ∙ 0 and that (
∑M
r=1 nr ∙ cr) + (
∑M
r=1 nr ∙ dr) =
∑M
r=1 nr ∙ (cr + dr).
Furthermore, by assumption we have that H does not contain a, and as a consequence
〈a|c〉 = 0 for all c ∈ H. Going back to Diagram 5.13, we see that b1, ..., bV ∈ H (but
b0 need not be in H, hence the need to subtract it before testing against a). We
thus conclude that b ∈ H (since H is closed under addition): hence the scalar 〈a|b〉
vanishes, concluding our proof that no local hidden variable can exist for our chosen
measurement scenario.
Theorem 5.3.8 (Mermin Locality). Let C be a †-SMC. If for any strongly
complementary pair ( , ) of †-qSCFAs the group of -phases is a trivial algebraic
extension of the subgroup of -classical points (i.e. if there exist no algebraically
non-trivial -phases), then C is Mermin local.
Proof. Consider an N -partite Mermin measurement scenario αs = (αs1, ..., α
s
N )s=1,...,S ,
and let a1, ..., aM be the distinct -phases appearing in it. Consider the system of
equations (
∑M
r=1 n
s
r ∙xr = cs)s=1,...,S , where nsr is the number of times phase ar appears
in measurement αs, and cs are the unique values making xr := ar into a solution for
the system. As the group of -phases is a trivial algebraic extension of the subgroup
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of -classical points, there is a solution xr := br with (br)r=1,...,M -classical points.
By using this, together with Lemma 5.2.4, we see that each measurement in the
scenario is equal to the Mermin measurement obtained by replacing ar with br for all
r = 1, ...,M (say βsi := br if α
s
i = ar):
∙ ∙ ∙ ∙ ∙ ∙
=
−αs1 αs1 −αsN αsN −βs1 βs1 βsN−βsN (5.14)
All phases are now induced by -classical points, and can thus be pushed up through
the s:
=
... ...
βs1−βs1 βsN−βsN
βs1β
s
N
(5.15)
Now that each measurement of the scenario amounts to performing some set of -
classical operations on the same state, it is no surprise that the following gives a local
hidden variable model:
Local Map
∙ ∙ ∙
∙ ∙ ∙... ...
∙ ∙ ∙ ∙ ∙ ∙
system 1 system N
β1 βM β1 βM
(5.16)
The abstract framework can now be applied to some particular examples of
interest.
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Corollary 5.3.9. The restricted ZX calculus from [11, 31] for qubit stabilizer
quantum mechanics (referred to as Stab in [32]) is Mermin non-local.
Proof. Take and to be the Z and X single-qubit observables in the ZX calculus.
Then the group of -phases is Z4 and the subgroup of -classical points is Z2.
Conclude using Theorem 5.3.7 and Example 5.3.4.
Corollary 5.3.10. The toy theory Spek from [32] is Mermin local.
Proof. Same setup as in the previous corollary, but the phase group is now Z2 × Z2.
Conclude using Theorem 5.3.8 and Example 5.3.6 with d = 2.
Corollary 5.3.11. Qutrit stabilizer quantum mechanics from [90] is Mermin local.
Proof. The phase group here is Z3 × Z3. Conclude using Theorem 5.3.8 and
Example 5.3.6 with d = 3. 1
Corollary 5.3.12. The category FRel of finite sets and relations is Mermin local.
Proof. See Section 4.3.2 for more details on strong complementarity in FRel. Any
†-qSCFA on a set H in FRel is a groupoid: we write it in the form ⊕h∈HGh, where
H is a set, Gh are disjoint groups and ∪h∈HGh = H. Any strongly complementary
pair , is in the form (⊕h∈HG,⊕g∈GH), where both G and H are groups (seen
as sets when indexing the groupoids), and we can w.l.o.g. write H as G ×H. Each
-classical points is in the form {(g, h) s.t. h ∈ H} for some g ∈ G, while the -
phases are in the form {(gh, h) s.t. h ∈ H}, for some family (gh)h∈H of elements of
G. Thus the group of -phases is the group GH of H-indexed vectors with values in
G, and the subgroup of -classical points, isomorphic to G, is that of vectors with
constant components. Conclude using Theorem 5.3.8 and Example 5.3.6.
This latter result is particularly interesting for the following reasons:
1. Almost no †-qSCFAs in FRel have enough classical points (exactly one per
space, out of a number that grows exponentially with system size).
2. The family of arguments from [32] fails in FRel (partially as a consequence of
the previous point).
1This example was first constructed by Edwards in [41] without reference to the qutrit stabilizer
formalism. This work also anticipated Example 5.3.6, using a specific construction.
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3. There are plenty of strongly complementary pairs in FRel, and arbitrarily many
more -phases than classical points, but the lack of algebraically non-trivial
phases results in FRel being Mermin local.
4. As a consequence of point 3, quantum protocols relying only on Mermin non-
locality will show no quantum advantage in FRel.
5.4 Quantum Secret Sharing: non-locality as a
resource
The HBB CQ (N,N) family of Quantum Secret Sharing protocols originates in [72, 75],
and has been abstractly formulated in a process theoretic context by Zamdzhiev [114].
We generalise this construction to arbitrary QPTs, leveraging its connection with
Mermin non-locality.
This protocol requires a pair ( , ) of strongly complementary observables, and
an (N + 1)-partite GHZ state shared by the dealer and the N players. The dealer
(and nobody else) knows the (classical) secret, in the form of a -classical point. The
aim of the protocol is for the dealer to broadcast some information to all players on a
public classical channel, and for the secret to be deterministically decodeable only if
all N players cooperate. The implementation, graphically summarised in (5.17), goes
as follows:
1. the dealer and the players agree on a random set of -phases α0, α1, ..., αN
such that
∑
αj is some -classical point (call it a). This operation is done on
a public channel.
2. the dealer measures his part of the system of the system with phase α0, and
uses the resulting -classical data to encode the plaintext secret (classically
adding the secret and the measurement data in the group K ; this generalises
the original XOR operation, corresponding to K = Z2 with addition mod 2)
into a classical cyphertext. This operation is done locally and privately by the
dealer.
3. the dealer broadcasts the cyphertext on a public classical channel to the players.
4. at some later stage, when they all agree to unveil the secret, the N players
measure their part of the system, each locally and privately.
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5. all players broadcast the -classical results of their measurements on a public
classical channel.
6. the broadcast results can be classically added in K , then the result can be
added to a and finally to the cyphertext (again in the group K ) to recover
the original -classical plaintext secret.
secret
window of attack
a
+α0−α0
+α1−α1 +αN−αN (5.17)
Most of the operations are either done locally and privately (all the
measurements and the secret encoding), or broadcast by design on public
classical channels, where one assumes that integrity of the message is guaranteed
by appropriate classical protocols. There are many additional layers of quantum
guarantees coming with this protocol, depending on the level of tampering
allowed and on the phases chosen:
1. Assume no tampering happens anywhere. Then the refusal of (at least)
one player to broadcast his or her measurement result makes the secret
totally random to anyone else.
2. Assume that an attacker is allowed to tamper only with the GHZ state, and
before the phases are chosen. Then the maximum amount of information
she can gain is limited by (a) the random distribution on phases and (b)
the amount of bias between the possible phases for each system. If pmax is
the highest probability appearing in the distribution of the phase choices
(traditionally uniform with probability 1/2N)2, and we let k := |K |
2Not 1/2N+1, because of the parity requirement.
124
be the dimensionality of the space (traditionally k = 2 for qubits), then
optimal tampering reveals an average of pmax k-its of classical information
(on a secret of 1 k-it), in the case where the alternative measurements on
each system are mutually unbiased (e.g. the traditional X, Y pair). A
more complicated failure expression can be worked out for arbitrary bases.
This gain in information, however, is compensated by the introduction of a
probability of failure for the entire protocol of (1−pmax)∙(1−1/k) (again in
the mutually unbiased case), which can be detected by the players/dealer
via statistical analysis of the outcomes.
3. The kind of tampering allowed in the previous point does not give
significant advantage to the attacker (at least for large number of
players), and can be mitigated by appropriate statistical analysis of the
measurement outputs; however, there is a stronger form of tampering
that we can consider. Assume that the attacker is allowed to tamper
with the GHZ state after the phases have been chosen, or even with the
measurement devices of the dealer/player themselves, in a way that will
ensure he knows the measurement outcomes with certainty beforehand;
this is the model of attack assumed by device-independent security,
pioneered by Barrett et al. [16]. Under this stronger model of attack,
we can show that the protocol is secure if and only if the phases chosen by
the players are algebraically non-trivial. Indeed, from the point of view of
the dealer/players, the attack results in the measurement outcomes having
a classical probability distribution:
(a) if the phases are algebraically non-trivial, the probability distribution
in the tampered case will never match, because of contextuality, that
generated by the un-tampered protocol, and the attack can be detected
by statistical analysis of the outcomes.
(b) if the phases are algebraically trivial, on the other hand, they admit a
probabilistic local hidden variable, and the attacker can generate her
deterministic outcomes in a way to mimic the probability distribution
of the un-tampered protocol.
To summarise, there are three distinct quantum resources playing complemen-
tary roles in the security of this protocol: the entanglement structure of the
GHZ state, the amount of mutual complementarity of the available phases, and
their algebraic non-triviality. Firstly, the entanglement structure of the GHZ
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state is the resource ensuring that the refusal of one player to cooperate results,
if no tampering is allowed, into the inability for everyone else to recover the se-
cret. Secondly, the amount of mutual complementarity of the available phases,
e.g. the complementarity of the X,Y pair, limits the maximum amount of in-
formation an attacker can gain by tampering with the state before phases are
chose, and the minimum amount of disturbance introduced by the attack. Fi-
nally, Mermin non-locality, or equivalently algebraic non-triviality of the chosen
phases, is the key resource ensuring device-independent security of the protocol.
5.5 Mermin in FHilb: beyond the complemen-
tary XY pair
We now illustrate some corollaries of our results with a focus on FHilb and
quantum mechanics. While in general we can have many different choices of
measurement on each subsystem (see Definition 5.2.3), we shall restrict to the
case of only two distinct measurements, i.e. (N,M = 2, D) scenarios. In the case
of qubits and (N, 2, 2) scenarios, a pair of complementary measurements happen
to be the only choices that will lead to a non-locality argument. One might then
conjecture that the complementarity of the measurement pair will be the case
for any dimension. In this section we show that this assumption is not the
case. For (N, 2, D) scenarios it is not necessary to have the two measurements
be complementary, and there are many possible Mermin effective pairs in
general.
Definition 5.5.1. A two-measurement Mermin scenario for N systems
(each with D dimensions) and strongly complementary GHZ observable with
-phase group G is denoted G(N, 2, D). Each system has two possible
measurement settings:
(a) the first measurement observable is the D-dimensional X observable,
(b) and the second measurement observable B is defined by a Z-phase gate
applied to X.
In general, the form of B can be specified by the D-dimensional Z-phase applied
to X. This Z-phase is of the form (1, e1b1 , ..., eibD−1)T with D − 1 degrees of
freedom. A two-measurement Mermin scenario thus consists of V variations
each with β measurements of the B observable.
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Example 5.5.2. For qubits there is only a single possible phase group: Z2. A
Mermin argument for three qubits (denoted Z2(3, 2, 2)) has measurements of
the usual X observable and of the B observable that is a phase applied to X,
i.e. diag(1, eib1)X. In the traditional Mermin scenario Z2(3, 2, 2) from [80], we
have V = 3 and β = 2.
The state presented in Diagram 5.13 will be zero when the control point on
the left is distinct from the variations point on the right. We can characterize
this as a condition on B in our two measurement scenario with the following
theorem.
Lemma 5.5.3. Measurements X and B allow a (N, 2, D) Mermin non-locality
argument iff
D−1∑
j=1
eicj = −1, where cj = bj
(
V⊕
l=1
β
)
, (5.18)
where the sum in cj is the group sum for the -phase group G.
Proof. Diagram 5.13 implies that the Mermin argument will succeed when the
control point and variations point are distinct classical points. In FHilb this
precisely means that they are orthogonal vectors. The vector that represents
the control point is given by the D-dimensional unit for the X observable, i.e.
1/
√
D(1, 1, ..., 1)T . The variations point is then given by the group sum of other
classical points specified by their phase. The phase for each classical point is
given by the sum of phase accumulated by each B measurement. As there are
β such measurements in each variation, their sum is given by
1√
D

1
eiβb1
...
eiβbD−1

1
⊕

1
eiβb1
...
eiβbD−1

2
⊕ ...⊕

1
eiβb1
...
eiβbD−1

V
=
1√
D

1
eic1
...
eicD−1
 ,
where the constants cj are defined as in Equation 5.18. Orthogonality between
the control and variations points then requires
(
1 1 ... 1
)

1
eic1
...
eicD−1
 = 0 ⇒
D−1∑
j=1
eicj = −1
This exactly recovers Equation 5.18 and completes the proof.
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Note that in Mermin’s original scenario measurement observables were
necessarily complementary, but that in general this is not the case.
Theorem 5.5.4. In (3, 2, 2) three qubit Mermin scenarios, the two measure-
ments must be complementary.
Proof. We have V = 3, β = 2, G = Z2 and D = 2. Thus
cj = βbj
(
3⊕
l=1
1
)
= 2bj(3 mod 2) = 2bj
so that our condition on B becomes
D−1∑
j=1
eicj = ei2b1 = −1 ⇒ b1 = π
2
with only a single solution. This means that in this scenario there is only one
measurement that could be used with X. This is the Y observable and it is
complementary to X.
Theorem 5.5.5. For (N, 2, D) scenarios the measurements need not be
complementary.
Proof of Theorem 5.5.5. We prove this by counterexample. Consider the three
dimensional (D = 3) five party Mermin scenario. The phase group of the non-
local state is then given by G = Z3. The control measurement is given by five
systems all measured by the X observable, i.e. XXXXX . The variations are
BBBXX BBXBX BXBBX XBBBX XBXBB
BBXXB BXBXB XBBXB BXXBB XXBBB
so that V = 10 and β = 3. We calculate the coefficients
cj = βbj
(
10⊕
l=1
1
)
= 3bj(10 mod 3) = 3bj
Observable B must then satisfy ei3b1 + ei3b2 = −1. Any B observable satisfies
this condition if b2 = − i3 log
[−1− e3ib1]. Consider b1 = 2π9 ⇒ b2 = −2π9 and
calculate (for ω = e2πi/3):
B ::
 1 0 00 ei2π/9 0
0 0 e−i2π/9
 1√
3
 1 1 11 ω ω2
1 ω2 ω4
 = 1√
3
 1 1 1e2iπ/9 e8iπ/9 e−4iπ/9
e−2iπ/9 e−8iπ/9 e4iπ/4

Observable B is clearly not complementary to X by simply checking the dot
products of their basis vectors.
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Further we can exhibit numerical results that calculate the number of Mermin
effective measurement pairs available for a particular scenario. For a given
number of parties N we have calculated the number of effective pairs maximized
over all viable variation choices. Typically these maximum values are found for
variations where β is maximized. Figure 1a shows pair counts for Z2(N, 2, 2)
scenarios. Here it appears that the number of effective measurement pairings
grows approximately linearly with the number of parties. Figure 1b shows pair
counts for the more complex Z3(N, 2, 3) scenarios. It is clear that there are many
(in some cases thousands) more available measurement configurations than just
those given by complementary observables. This vastly expands the number of
experimental setups that will generate, with certainty, a non-locality violation.
Indeed, combining this result with those of Section 5.4 opens up a large class of
quantum secret sharing protocols based on non-complementary measurements.
(a) (b)
Figure 5.1: (a) A plot of the number of Mermin effective measurement pairs P vs. the
number of parties in the Mermin scenario N for Z2(N, 2, 2) scenarios. (b) A plot of
the number of effective pairs for Z3(N, 2, 3) scenarios. These numbers were obtained
by numerically counting solutions to (5.18).
5.6 Conclusions and future work
By using few, simple ingredients — †-SMCs, strongly complementary pairs,
GHZ states, phases and classical points — we have generalised Mermin
measurements to arbitrary GCTs. We have defined Mermin non-locality, and
we have proven that a necessary and sufficient3 condition for it is the existence
of algebraically non-trivial phases, i.e. of phases which satisfy equations that
classical points cannot. As a corollary, we have confirmed the well-known
3Always necessary, sufficient under the assumption that classical points form a basis.
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result that the stabilizer ZX calculus (and therefore FHilb) is Mermin non-
local, and we have proven that FRel, a toy category of choice for quantum-like
process theories, is Mermin local (despite its unboundedly large ratio of phases
to classical points). This characterisation as the existence of certain phases
opens the way to the treatment of Mermin non-locality as a resource in the
abstract design of quantum protocols, as we have exemplified with the HBB
CQ family of Quantum Secret Sharing protocols. Finally, the application of our
general framework to Mermin-type experiment in quantum mechanics allows
us to show that, even in the restricted case of two-measurement scenarios,
complementary measurements are not necessary, leading to many more potential
configurations than previously believed. We conclude with a few open questions
for investigation:
(a) What are the minimal conditions under which algebraically non-trivial
phases lead to non-locality?
(b) What is the exact connection between this framework and the one of
Abramsky et al. [4] for generalised All-versus-Nothing arguments where
measurement outcomes are elements of some general field?
(c) Is there a more informative group-theoretic formulation of the algebraic
non-triviality used here?
(d) Our analysis focuses on non-locality paradoxes for a kind of GHZ state.
It was recently shown by Tang et al. [102] that multipartite non-locality
arguments can be constructed from any of a set of qudit graph states that
they call GHZ graphs. What are the connections between these qudit
graph states and the phase group formalism we present here?
(e) Which other quantum algorithms depend on Mermin non-locality as a
resource to transcend classicality? Which process theories show these
characteristics?
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Chapter 6
Quantum Applications in
Natural Language Processing
Chapter Abstract
We propose a new application of quantum computing to the field of natural
language processing (NLP). Ongoing work in NLP attempts to incorporate
grammatical structure into algorithms that compute meaning. In [28], Clark et
al. introduce such a model (the CCS model) that is based on tensor product
composition. While this algorithm has many advantages, its implementation is
hampered by the large classical computational resources that are required. In
this work we show how computational shortcomings of the CCS approach could
be resolved using quantum computation. We address the value of a qRAM
[45] for this model and extend an algorithm from Wiebe et al. [109] into a
quantum algorithm to categorize similar sentences in CCS. Our new algorithm
demonstrates a speedup over classical methods under certain conditions.
6.1 Introduction
As human computer interfaces become more advanced, natural language
processing has grown to be a ubiquitous part of our world. Its techniques
allow computers to understand natural language to perform tasks like automatic
summarization, machine translation, information retrieval, and sentiment
analysis. Most approaches to this problem, such as Google’s search, understand
strings of separate words in a ‘bag of words’ approach, ignoring any grammatical
structure. This is certainly unsatisfactory, as we know that the meaning
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of a sentence is more than the meaning of its component words. Research
in distributional compositional semantics (DisCo) seeks to address this by
incorporating grammatical structure into bag-of-words models.
In [28], Clark et al. introduce a DisCo model (the CCS model) based on tensor
product composition that gives a grammatically informed algorithm to compute
the meaning of sentences and phrases. In the framework of this thesis, their
model lives in the QPT FVect. While the algorithm has many advantages, its
implementation is hampered by the large classical computational resources that
it requires. This paper presents ways that quantum computers can solve some of
these problems, making the CCS model of linguistics an attractive application
for quantum computation.
We use the fact that quantum computation is naturally suited to managing high
dimensional tensor product spaces. Recent literature has shown that quantum
algorithms can thus provide advantages for machine learning [109, 91], inference
[74], and regression [108, 105] tasks. These results are leveraged in two particular
ways:
(a) We employ the scaling of quantum systems to address computational
difficulties inherent in tensor-product based compositional semantics.
(b) Shared QPT structure makes algorithms in the CCS model especially
amenable to quantum speedups. We specify a CCS sentence similarity
algorithm that, under certain conditions, gives quadratic speedups for
natural language tasks.
At an abstract level, we are taking a classical theory of NLP in the QPT FVect
and computing outcomes in the QPT of quantum theory FHilb. The shared
abstract structure makes the interface obvious.
In Section 6.2, we cover the basic framework of distributional compositional
linguistics. Section 3 introduces the advantages of quantum representations
for this framework. Sections 4 and 5 propose a quantum algorithm with
quadratic speedup for calculating sentence similarity within CCS. Section 6
briefly discusses the noise tolerance of these methods.
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Distributional Compositional
+
Figure 6.1: The DisCo approach combines word vectors with pregroup or combinatory
categorical grammar. The diagram on the right shows which terms cancel in the
derivation tree. It is drawn suggestively as explained in Section 6.2.
6.2 Distributional Compositional Semantics and
the CSS model
In modern natural language processing, the vector space model is widely
used to compute the meaning of individual words [97]. In this approach we first
specify a set of context words, for example the 2000 most common words in a
given corpus. These context words then form the basis of the vector space of
word meanings in the following manner: for some given word, say “quantum”,
we look through a corpus and count the frequency with which each basis word
appears ‘near’ to “quantum”. It is likely that we would have a high frequency
for words like “physics” and “information” for example. These frequencies then
form the word vector for “quantum”. Words are similar if the inner product
of their word vectors is close to one. These ‘bag of words’ methods are typically
referred to as distributional.
As the same sentence rarely occurs repeatedly, this distributional technique
cannot be directly extended to calculate the meaning of longer phrases,
sentences, paragraphs, etc. Instead, compositional semantics designs
algorithms for deriving the meaning of a sentence or phrase from known
meanings of component words, taking into account types and grammatical
structure [73]. The distributional compositional semantic model (DisCo)
combines both approaches to introduce grammatical form to the composition
of word vectors [28]. See Figure 6.1.
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In this model, each grammatical type is assigned a tensor product space based
on Lambek’s pregroup grammar [73] or combinatorial categorical grammar [55].
The meaning of nouns is, for example, calculated as in the distributional case,
and we label their vector space N . A transitive verb’s meaning is then, following
the grammar, a vector in the space N⊗S⊗N , where S is the meaning space for
sentences [28]. An intuition for this is that the transitive verb takes a subject
noun as a left argument and an object noun as a right argument. An adjective
lives in the space N ⊗N .
The QPT diagrammatic notation for vectors, tensors, and linear maps is
commonly used in CCS. Here vertical composition (read bottom to top)
represents composition of linear maps and horizontal composition represents
the tensor product:
−−−→
Mary ∈ N :=
N
Mary
f : M→N :=
M
N
f
−−→
likes ∈ N ⊗ S ⊗N :=
N S N
likes
g ◦ f =
P
f
M
N
g
−−−→
Mary⊗−−→likes :=
N
Mary likes
N S N ∑
i
〈ii| :=
N N
where f : N →M and g : M→ P are linear maps and the linear map ∑i〈ii|
sums over all the basis vectors of N and is the usual QPT cap.
Given a well-typed sentence with meaning vectors ~wj for each of k words, the
classical CCS algorithm for calculating a sentence’s meaning is [27]:
(a) Compute the tensor product
−−−→
words = ~w0 ⊗ ...⊗ ~wk in the order that each
word appears in the sentence.
(b) Construct a linear map that represents the type reduction by “wiring up”
the vectors with the appropriate caps as in the following example:
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N N S N N
Mary likes words.
(6.1)
(c) Compute the meaning of the sentence by applying the linear map to the−−−→
words vector. This results in a vector in S which corresponds to the
meaning of the sentence.
We refer the reader to Coecke et al. [38] for a fuller description of the
distributional compositional model and to Grefenstette and Sadrzadeh [50] and
Kartsaklis [65] for experimental implementations.
These models suggest a promising approach to incorporate grammatical
structure with vector space models of meaning, yet, as described by
Grefenstette [49] they come with the computational challenges of large tensor
product spaces. While there do exist some classical approaches to avoid
the calculation of the full tensor product, such as the holographic reduced
representations from Plate [88] or the use of dimensionality reduction by
Polajnar et al. [89], these approaches introduce further assumptions and
inaccuracies. For this reason, ameliorating the large computational costs
introduced these large spaces through quantum computation is of particular
interest.
6.3 Quantum computation for the CCS model
The most immediate advantage for quantum implementations of the CCS model
is gained by storing meaning vectors in quantum systems. For α, β ∈ C a two-
level quantum system, a qubit, is defined by:
Qubit Qubits
|ψ〉 = α|0〉+ β|1〉
= α
(
1
0
)
+ β
(
0
1
) |ψ1〉 ⊗ |ψ2〉 =

α1α2
α1β2
β1α2
β2β2

and composition of qubits is given by the tensor product. This leaves each n-
qubit system with 2n degrees of freedom, indicating that N -dimensional classical
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One Transitive Verb 10k tr. verbs
Classical 8 × 109 bits 8× 1013 bits
Quantum 33 qubits 47 qubits
Table 6.1: Rough comparisons of the storage necessary for verbs in quantum and
classical frameworks.
vectors can be stored in log2 N qubits. Consider a corpus whose word-meaning
space is given by a basis of the 2,000 most common words. Even if we make the
simplifying assumption that the sentence-meaning space is no larger than the
word-meaning space we obtain the dramatic improvements details in Table 1.
Further, these word meanings can be imported into a “bucket bridgade”
quantum RAM that allows them to retrieved with a complexity linear in the
number of qubits [45]. The general point is that because quantum systems
compose via the tensor product they are a natural choice to store complex
types and sentences that have the same compositional structure. We can then
employ quantum algorithms on for natural language classification as presented
in Section 6.5.
6.4 A quantum algorithm for the closest vector
problem
Many tasks in computational linguistics such as clustering, text classification,
phrase/word similarity, and sentiment analysis rely on computations that
determine the closest vector to ~s out of some set of N -dimensional vectors
{~v0, ~v1, ...~vM−1}. In clustering algorithms, for example, the set of vectors could
be either the centroids of different clusters or the full set of training vectors,
as in nearest neighbor clustering algorithms. Either the inner-product distance
or Euclidean distance can be used. We will assume that all vectors are N -
dimensional.
Definition 6.4.1. Given vector ~s and a set of M vectors U = {~v0, ~v1, ...~vM−1}
the closest vector problem asks one to determine which vj has the smallest
inner product distance with ~s.
Direct calculation of the smallest vector would have complexity O(MN). In
[109], Wiebe et al. introduce a quantum algorithm for this problem that, under
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certain conditions, demonstrate quadratic speedups over direct calculation and
polynomial speedups over Monte-Carlo methods. Some proof of principle
experiments have then demonstrated clustering of eight-dimensional vectors,
based on these techniques, on a small photonic quantum computer [23]. This
algorithm requires the following assumptions, where we write vji for the i
th entry
of the jth vector:
(a) Vectors ~vj and ~s are d-sparse, with no more than d non-zero entries.
(b) The relevant vectors are stored in some kind of quantum memory so that
the quantum computer can access their entries with the two oracles of the
form:
O|j〉|i〉|0〉 := |j〉|i〉|vji〉,
F|j〉|l〉 := |j〉|f(j, l)〉, (6.2)
where f(j, l) is the location of the lth non-zero entry of vj . It is against
these memory access oracles that the performance of our algorithm will be
measured.
(c) max(|vji|2) ≤ rmax for some known constant rmax.
(d) All the vectors are normalized.
Under these assumptions we are able to run a quantum nearest-neighbor
algorithm with complexity characterized by the following theorem:
Theorem 6.4.2 ([109]). We can find maxj |〈s | vj〉|2 with success probability
1− δ and error ² using an expected number of O and F queries that is bounded
above by
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√
M
⌈
4π(π + 1)d2r4max
²
⌉⌈
ln (81M(ln(M) + γ)) /δ0
2(8/π2 − 1/2)2
⌉
, (6.3)
where γ ≈ 0.5772 is Euler’s constant.
It is clear that for this quantum algorithm there is a quadratic improvement
in scaling with M , the number of training vectors. While the dimension of the
vectors N is not explicitly included, in general it is implicitly there through the
dependence on d. It is also clear that if rmax ∝ 1/
√
d, then the algorithm’s
dependence on both d and N drops out. As the vectors are normalized, this
can be expected to occur if the vectors have sparsity that grows linearly with
their size [109]. The authors further assume that for “typical” cases the error ²
scales as Θ(1/
√
N) so that the runtime for the quantum inner-product algorithm
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becomesO
(√
NM ln(M)d2r4max
)
.1 This result shows a quadratic improvement
over direct calculations and also shows improvement over Monte Carlo methods,
whose complexity is O (NMd2r4max). These comparisons are summarized in
Table 2.
Type Typical cases Atypical cases
Classical Direct O(NM) O(NM)
Classical Monte Carlo O (NMd2r4max) O (Md2r4max/²2)
Quantum O
(√
NM log(M)d2r4max
)
O
(√
M log(M)d2r4max/²
)
Table 6.2: Complexity comparisons for different closest vector algorithms. Adapted
from [109].
In the following section we adapt this algorithm to sentence similarity
calculations in the distributional compositional framework.
6.5 A quantum algorithm for CCS sentence
similarity
The quantum algorithm from Section 6.4 can be used to advantage in natural
language processing tasks however, the computational overhead of the CCS
approach would dwarf this algorithm’s advantages if it were naively applied.
Throughout this section we will assume both that rmax ∝ 1/
√
d and that the
accuracy necessary for our calculation means ² scales as Θ(1/
√
N). Consider
the example of probabilistically classifying the meaning of a simple sentence.
We illustrate this example with a noun-verb-noun sentence. The meaning of
the nouns are vectors in an N -dimensional vector space and the meaning of
the verb is a vector in the space N ⊗ S ⊗N . We represent a derivation of the
meaning of the full sentence with the following map:
|φ〉 = N N S N N
kids play football
(6.4)
1This is argued for in Appendix D of [109] for a “typical” case where the vectors are uniformly
distributed over the unit sphere.
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From now on, we will take sentences to exist in the same meaning space as
words, i.e. S ' N .
Definition 6.5.1. For meaning vector ~s and M sets of meaning vectors, a
classification task assigns ~s to the set containing the nearest-neighbor of ~s.
An example task would be to determine if a sentence is about sports or
politics or if a sentence expresses agreement or disagreement. If, to present
a simplified example, we take each cluster to only contain a single vector (~v and
~w respectively) then the sentence would be classified by computing
N N S N N
kids play football
~v
sports
and N N S N N
kids play football
~w
politics
(6.5)
and assigning the sentence to the one of smaller value. We would proceed with
two steps:
(a) Compute the derivation of |φ〉, which, by classical direct calculation, takes
O(3N) operations.
(b) See which of ~v and ~w is closest to |φ〉. This is an instance of the
closest vector problem where ~s = |φ〉, M = 2, and U = {~v, ~w}. With
direct calculation or Monte Carlo the second step requires2 O(2N) to be
compared with the quantum method at O(√2N log 2). Even if we include
the step to import the classical data from step one into quantum form,
which can be done with O(log2 N) overhead [45], then we obtain a speedup
for this step.
Still, despite the quantum speedup from step two, the full algorithm for general
M runs in O(3N√M log M), remaining linear in N .
In order to recover a speedup we refine the application of the quantum
algorithm by posing a version of the closest vector problem that avoids the
2If we assume the appropriate d-sparsity scaling.
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initial calculation of |φ〉 altogether. Note the equivalence of the calculations in
Equation 6.5 with
N S N
kids
play
footballsports
and N S N
kids
play
footballpolitics
(6.6)
Rather than directly calculating |φ〉, which is not relevant to the classification
task, we can formulate a closest vector problem where ~s = |play〉, M = 2
and U = {|kids〉 ⊗ |v〉 ⊗ |football〉, |kids〉 ⊗ |w〉 ⊗ |football〉}. The runtime of
this deferred quantum algorithm, including import, will then be O(√MN),
showing our desired quadratic speedup in both variable.
We extend this to result to include general sentences in the CCS model with
the following theorem.3
Theorem 6.5.2. For an N -dimensional noun meaning space, there exists a
quantum algorithm to classify any CCS model sentence composed of n tensors
~w0, ~w1, ..., ~wn−1 whose maximum dimension is Nk into M classes with time
O(
√
MNk(n−1)/2 log M). This is not always an improvement on the classical
algorithm which runs in O(MN), but will be if k(n−1) < 4 (very short sentence
fragments) or if M is much larger than N , thought this lasts case is unlikely in
practice.
Proof. The trick we play in Equation 6.6 amounts to splitting the sentence
derivation into a bipartite graph. As the CCS connections are based on a
pregroup derivation, the connections will always form a tree, taking words as
nodes and connections as edges. Trees can always be partitioned into bipartite
graphs, thus, up to the ordering of inputs on each tensor which can be kept track
of, we can always give a deferred quantum algorithm with associated speedup
for any such CCS sentence. The following procedure explicitly details how to
construct this bipartite partitioning.
For every CCS sentence there is one word that acts as the head of the derivation.
This is the word whose output S wire contains the sentence meaning following
3The authors would like to thank an anonymous reviewer for correcting an error in the original
statement of the algorithm.
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its derivation’s linear map. In Equation 6.4 this is the word “play”. Connect the
dangling wire of the head word ~wh with the vector ~vi against which similarity
is being measured. Starting with this head word we then separate the sentence
into a top layer and a bottom layer with the following steps. Assign the head
word to the top layer. Place every word it is connected to on the bottom
layer. Next for every word just assigned to the bottom, take all their connected
words, which are not yet assigned, and assign them to the top. Continue this
procedure while alternating top and bottom until all words are assigned. This
gives a simple two-coloring of the derivation graph.
Example 6.5.3. Consider the following example sentence from [64]:
1 2 2 310
John saw Mary read a book
where we have labeled the vectors based on their depth in the derivation tree.
The two-layer form assigns even vectors to the top layer and odd vectors to the
bottom:
John
saw Mary
read
a
book
Hooking the dangling wire up to a classifying vector reduces the similarity
computation to the calculation of a single inner product. Note that this
procedure works for any derivation tree,4 so sentence fragments, such as noun
phrases, can be easily analyzed in exactly the same manner.
It is also very likely that other algorithms can be found, which decompose the
sentence in other ways, and that give other time complexities.
4Even non-pregroup and non-CCG models will work as long as there is some tree derivation.
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6.6 Noise tolerance and Conclusion
To reap the benefits of quantum algorithm in the domain of natural language
processing, we apply a new technique to defer the calculation of a sentence’s
compositional meaning, eliminating the overhead costs. By this method we
are able to introduce a quantum algorithm for calculating sentence similarity
that offers quadratic speedup over classical direct calculation and Monte-Carlo
methods. These kinds of algorithms are particularly attractive for practical
applications of quantum computing as noisy results can be tolerated: in our
case when the desired errors is lower bounded by 1/
√
N . Vector space models
are already inherently noisy and typical tasks allow for errors in results, so this
restriction does not affect their efficacy.
An additional point is that the density matrix formalism of Piedeleu et al. [87]
can also be naturally modeled by mixed states of quantum systems. In fact,
this analogy was the genesis for the theory of disambiguation presented there, as
another example of the shared structure that led to the results presented here.
At a basic level, our work exploits the abstract connection between natural
language processing and quantum information. More formally, we can see both
quantum computation in the category of finite dimensional Hilbert spaces and
linear maps [5, 57] and CCS in the product category of pregroup grammar and
finite dimensional vectors spaces [38]. The connection between these two (as
process theories) makes the application of one to the other apparent.
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Chapter 7
Outlook
The goal of this thesis is to apply the abstract process theoretic framework for
dagger symmetric monoidal categories to quantum algorithms and protocols.
In the preceding chapters, we have presented results that leverage the structure
of process theories to make the following original contributions:
(a) In Section 4.1, we used strong complementarity to construct the abelian
Fourier transform over finite groups in arbitrary †-SMCs. This indicates
that it is the presence of strongly complementary observables in quantum
theory that makes the Fourier transform algorithm structurally native to
quantum computation.
(b) In Section 4.2, we connected unitary oracles to complementary observables
in arbitrary process theories. We then used these unitary oracles to con-
struct a quantum algorithm for a new blackbox problem GROUPHOMID,
with a speedup over classical algorithms for the problem, and investigated
its quantum optimality.
(c) In Section 4.3, a quantum-like process theory in Rel is used to build models
of the Deutsch-Jozsa, single-shot Grover’s, and GROUPHOMID quantum
blackbox algorithms in the sets and relations of non-deterministic classical
computation. In the case of Grover’s algorithm, this leads to a non-trivial
classical algorithm.
(d) In Chapter 5, we characterized necessary and sufficient conditions for
the Mermin locality (and Mermin non-locality) of an arbitrary quantum-
like process theory. These results answered open questions regarding
the connection between phase groups and non-locality. Further, we
extended this framework to present new experimental tests of Mermin
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non-locality for any number of parties with access to an arbitrary number
of measurements on systems of any size. We indicated some applications
of these setups in quantum secret sharing.
(e) Lastly, in Chapter 6, we used the shared process theoretic structure of
natural language processing and quantum information to adapt a general
quantum machine learning algorithm into a domain specific sentence
classification algorithm while maintaining a quantum speedup.
We conclude with a brief discussion of this work’s future outlook.
7.1 Blackbox algorithms
Besides those already considered in this text, there are a slew of other algebraic
blackbox problems for which there are known super-polynomial speedups.
These are all candidates for study using our process theoretic framework. Such
work would further clarify the relationships amongst these algorithms as well
as open new avenues for generalization and combination.
In particular the hidden shift problem and hidden non-linear structure problems,
as described by Childs and van Dam [25], look like promising places to start.
In the hidden shift problem we are given a (not necessarily abelian) group G
along with two injective functions f0 : G → S and f1 : G → S for some set S
with the promise that
f0(g) = f1(sg) for some s ∈ G. (7.1)
We are then tasked to find the hidden s. This problem is already known to
be related to the hidden subgroup problem (HSP) in several ways: (i) for
abelian G, then hidden shift is equivalent to the HSP1 (ii) for non-abelian G
hidden shift is related to a HSP over a wreath product group and, when G is a
symmetric group, hidden shift is equivalent to testing the isomorphism of rigid
graphs [25]. A polynomial time algorithm for the abelian hidden shift problem
is not known, but there is a quantum speedup from 2O(log |G|) to 2O(
√
log |G|) that
can be achieved using the Kuperberg sieve [25, 71].
Within our QPT framework, we can easily represent the promise on the oracle.
Let G be a system with an internal group of strongly complementary classical
1Take the hidden subgroup problem for GoφZ/2Z where the homomorphism φ : Z/2Z→ Aut(G)
is given by φ(0)(x) = x and φ(1)(x) = x−1.
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structures ( , ) where |s〉 is a classical state of . Let S be another system
with a classical structure . The functions f0, f1 are then self-conjugate
comonoid homomorphisms G→ S promised to obey:
f0 =
s
f1
(7.2)
where is the group multiplication in G. This promise specification could be
used to further analyze the known quantum hidden shift algorithms as well as
propose further generalizations beyond the M -generalized hidden shift problems
of [25]. In that paper Childs and van Dam emphasize that little is known about
the non-abelian hidden shift problem in general and that may serve as a slightly
easier version of the graph isomorphism problem in the case of symmetric
groups. All of these facts make the hidden shift problem an attractive next
step for process theoretic analysis, though there are competing candidates.
7.2 Complexity and Categories
Here we will propose directions for connecting the categorical reasoning used
for verification of quantum algorithms to analyses of their computational
complexity. In this thesis our analyses were limited in several ways:
(i) We were limited to query complexity analyses where we could manually
count the number of query calls in a diagram.
(ii) We were limited to an analysis of deterministic protocols and lack a
categorified notion of bounded error protocols. This limitation occurred
both in our analysis of algorithms and in our analysis of non-locality
protocols. Ideally we would have a notion of bounded error success internal
to process theories.
(iii) In many ways because of the first issue, we are unable to directly connect
the structure of process theories to the complexity class of problems that
their processes can solve. This sort of result would be analogous to the
connection between strongly complementary observables and Mermin non-
locality tests from Chapter 5. At present we can only show what process
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theoretic structures enable particular implementations of algorithms as
is done in Chapter 4. We would prefer that complexity classes which
are efficiently accessible from different process theories should be directly
related to their categorical structure.
While these are fundamental challenges, the perspective given in this thesis
gives a foothold from which to begin addressing these important problems.
One interesting avenue of approach would be to introduce some notion of
repeatability and scaling into the diagrams of a process theory. Kissinger
and Quick [68, 69] introduce a notion of !-boxes (pronounced bang boxes)
to formalize the intuitive notion of the dot-dot-dot ( ...) that often appears in
our morphisms definitions. These !-boxes appear as (sometime colored) boxes
around elements of a diagram that can be arbitrarily repeated zero or more
times, as in the following example:
B
A
=
 , , , ,
∙ ∙ ∙,, ,

(7.3)
We could imagine labelled !-boxes with different asymptotic scalings and then
defining their own set of rewrite rules, e.g.:
O(n)
O(n)
=
O(n2)
(7.4)
Another way of thinking of these scaling labels is as the enrichment of a process
theory in some suitably defined category of asymptotic scalings. A process
theory enriched in this way could then be related to categories of programs and
algorithms as presented, for example, by Yanofsky [110]. Such an approach
would begin to address the first and third limitations described. Further,
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another perspective on enrichment would allow the labelling of processes with
their success probability, addressing the second limitation. While these are
still speculative ideas, we hope this indicates that there are many different and
concrete directions to expand process theoretic analysis of algorithms in general.
This structural perspective adds to the investigation of the many open questions
regarding the complexity class separations of different theories.
7.3 Quantum Programming Languages
The development of more powerful quantum programming languages will
allow us to better control and apply rapidly developing quantum hardware.
Prominent examples of current quantum programming languages such as
Quipper [48] and LIQU|〉 [106] are based on the quantum circuit model. While
this structural simplicity is useful initially, it quickly becomes unwieldy for
complex quantum algorithms for both the users and in the hardware. For
users this situation is analogous to classical programming using only boolean
circuits and so clearly inefficient. Secondly, limitations in the first generation
of classical control hardware for quantum processors make it advantageous
to avoid having to load an entire fault-tolerant compiled circuit all at once.
The ScaffCC framework is one recent approach to dealing with this problem
of large flattened quantum circuit programs with sometimes 1012 gates for
current applications [60]. If we can dynamically compile to quantum circuits
from higher level concepts, then we can have access to larger algorithms. A
first example of this comes from reversible computation, where methods can be
“uncomputed” [112]. This would allow the loading of some circuit to implement
the unitary U , along with a command to then run U † that doesn’t require
an explicit circuit representation of U † in advance. The control flow of these
kinds of languages can be completely represented in structured reversible flow
circuits [113], e.g. Figure 7.1.
These circuits live in not only a process theory, but a quantum-like process
theory, where the reversibility corresponds to the existence of a dagger functor.
The development of reversible quantum programming languages can be viewed
as a first step beyond the process theory of quantum circuits (Section 2.2.1)
and into quantum-like process theories (Chapter 3). This perspective gives a
roadmap for including more of the structures from quantum-like QPTs into
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Figure 7.1: Examples of reversible control circuits. These circuits are read from left
to right. Figure from [111].
the design of higher-level quantum programming languages, e.g. classical
structures, internal groups and representations, and CPM measurements. As
we seek more applications for quantum systems, these improved languages we
be transformative tools.
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Appendix A
Classical Relations
In this appendix we list examples of classical relations as calculated by a Mathe-
matica package available at: https://github.com/willzeng/GroupoidHomRelations
Classical relations Z3 → Z3: Classical relations Z4 → Z4:
{(0,0),(0,1),(0,2)}
{(0,0),(1,1),(2,2)}
{(0,0),(1,2),(2,1)}
{(0,0),(0,1),(0,2),(0,3)}
{(0,0),(1,1),(2,2),(3,3)}
{(0,0),(2,1),(0,2),(2,3)}
{(0,0),(3,1),(2,2),(1,3)}
The classical relations from Z2 ⊕ Z2 → Z2 ⊕ Z2 are:
{(0,2),(2,2),(1,3),(3,3)} {(0,0),(1,1),(2,2),(3,3)}
{(0,2),(2,2),(1,3),(2,3)} {(0,0),(1,1),(2,2),(2,3)}
{(0,2),(2,2),(0,3),(3,3)} {(0,0),(0,1),(2,2),(3,3)}
{(0,2),(2,2),(0,3),(2,3)} {(0,0),(0,1),(2,2),(2,3)}
{(2,0),(3,1),(0,2),(1,3)} {(0,0),(2,0),(1,1),(3,1)}
{(2,0),(3,1),(0,2),(0,3)} {(0,0),(2,0),(1,1),(2,1)}
{(2,0),(2,1),(0,2),(1,3)} {(0,0),(2,0),(0,1),(3,1)}
{(2,0),(2,1),(0,2),(0,3)} {(0,0),(2,0),(0,1),(2,1)}
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A.1 Mathematica Code
1 (∗ This code generates groupoid homomorphisms in the category
2 of relations ∗)
3 (∗ by William Zeng 2015 ∗)
4 (∗ william.zeng@cs.ox.ac.uk ∗)
5 (∗ Available at https://github.com/willzeng/GroupoidHomRelations ∗)
6
7 Groupoid Definitions
8
9 These multiplication tables define whatever groupoid
10 homomorphisms you are considering. It is prepopulated
11 with some usual small ones
12
13 (∗ Define the cyclic group multiplication ∗)
14 (∗ INPUT: Integers 1,1 ∗)
15 (∗ OUTPUT: Integer 2∗)
16 z3[x , y ] := ({
17 {0, 1, 2},
18 {1, 2, 0},
19 {2, 0, 1}
20 }) [[ x + 1]][[ y + 1]];
21 (∗ This defines multiplication on a set of inputs ∗)
22 (∗ INPUT: Integer sets {1,2},{2}∗)
23 (∗ OUTPUT: Integer set {0,2}∗)
24 z3Set[X , Y ] := Union[Flatten[
25 Table[
26 Table[
27 z3[X[[x ]], Y[[y ]]]
28 , {x, 1, Length[X]}]
29 , {y, 1, Length[Y]}]
30 ]];
31 z4[x , y ] := ({
32 {0, 1, 2, 3},
33 {1, 2, 3, 0},
34 {2, 3, 0, 1},
35 {3, 0, 1, 2}
36 }) [[ x + 1]][[ y + 1]];
37 z4Set[X , Y ] := Union[Flatten[
38 Table[
39 Table[
40 z4[X[[x ]], Y[[y ]]]
41 , {x, 1, Length[X]}]
42 , {y, 1, Length[Y]}]
43 ]];
44
45 (∗ a is undefined ∗)
46 z2z2[x , y ] := ({
47 {0, 1, {}, {}},
48 {1, 0, {}, {}},
49 {{}, {}, 2, 3},
50 {{}, {}, 3, 2}
51 }) [[ x + 1]][[ y + 1]];
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52 z2z2Set[X , Y ] := Union[Flatten[
53 Table[
54 Table[
55 z2z2[X[[x ]], Y[[y ]]]
56 , {x, 1, Length[X]}]
57 , {y, 1, Length[Y]}]
58 ]];
59
60 z2z2z2[x , y ] := ({
61 {0, 1, {}, {}, {}, {}},
62 {1, 0, {}, {}, {}, {}},
63 {{}, {}, 2, 3, {}, {}},
64 {{}, {}, 3, 2, {}, {}},
65 {{}, {}, {}, {}, 4, 5},
66 {{}, {}, {}, {}, 5, 4}
67 }) [[ x + 1]][[ y + 1]];
68 z2z2z2Set[X , Y ] := Union[Flatten[
69 Table[
70 Table[
71 z2z2z2[X[[x ]], Y[[y ]]]
72 , {x, 1, Length[X]}]
73 , {y, 1, Length[Y]}]
74 ]];
75
76 (∗ Relational evaluation method ∗)
77 (∗ INPUT: Relation R = {{0,0},{1,1},{2,2},{2,3}};
78 and argument x=2∗)
79 (∗ OUTPUT: List of Integers {2,3}∗)
80 eval [R , x ] := Map[#[[2]] &, Select[R, #[[1]] == x &]];
81 (∗ All possible relations ∗)
82 (∗allRelations = Subsets[Tuples [{0,1,2,3},2]]; ∗)
83
84 Choose Groupoids
85
86 (∗Set the size of the domain and coDomain∗)
87 nD = 4; (∗Size of the domain ∗)
88 ncoD = 4; (∗Size of the coDomain ∗)
89
90 (∗ YOU NEED TO SET THE GROUPOIDS HERE∗)
91 (∗ Test to see if monoid multiplication is preserved. ∗)
92 (∗ Need this and unitality condition to define a groupoid
93 homomorphism∗)
94 (∗ INPUT: Relation R = {{0,0},{1,1},{2,2}};∗)
95 (∗ OUTPUT: True or False ∗)
96 isMonHom[R ] := If[Length[Position[Flatten[
97 Table[
98 Table[
99 (∗Specify which groupoids are domain and
100 coDomain here∗)
101 (∗Use the multiplication version that is
102 defined on sets of elements for the coDomain∗)
103 eval [R, z2z2[x, y ]] == z2z2Set[eval[R, x], eval [R, y ]]
104 , {y, 0, nD − 1}]
105 , {x, 0, nD − 1}]]
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106 , False]] == 0, True, False]
107
108 Print[”Be careful. A full search requires checking ”,
109 2ˆ(nD∗ncoD), ” relations.”];
110
111 (∗ R = {{0,0},{1,1},{2,2}};∗)
112 (∗ check which relations are comonoid homs∗)
113 (∗passed =Select[allRelations [[1;;1000]],
114 isCoHom[#]&
115 ];
116 Grid[%]∗)
117
118 Be careful . A full search requires checking 65536 relations .
119
120 Search for Monoid Homomorphisms
121
122 Print[”Note that this outputs a Monoid Homomorphism relation. If you are interested
in a classical relations (comonoid homomorphism relations), you will need to take
the relational converse of this output. See arXiv:1503.05857”];
123
124 (∗ All possible pairs of elements one in domain and one in
125 coDomain ∗)
126 pairings = Tuples[{Range[0, nD − 1], Range[0, ncoD − 1]}];
127
128 (∗ Specify the range of relations to search over ∗)
129 (∗ They are defined as binary strings from 0 to 2ˆ(nD∗ncoD)∗)
130 (∗ and searched sequentially∗)
131 (∗ BE SURE TO HARD CODE IN THE UNITALITY CONDITION ∗)
132 start = 0;
133 end = 2ˆ(nD∗ncoD); (∗ MAX is 2ˆ(nD∗ncoD)∗)
134
135 results = {};
136 For[i = start, i < end, i++,
137 (∗ We use binary numbers to index the different possible ∗)
138 (∗ relations where a 0 or a 1 indicates if
139 (∗one of the nD∗ncoD pairings is present ∗)
140 binaryIndex = PadLeft[IntegerDigits[i, 2], nD∗ncoD];
141 relation = Map[pairings[[#]] &, Flatten[Position[binaryIndex, 1]]];
142
143 (∗ Check the unitality condition ∗)
144 (∗ BE SURE TO HARD CODE IN THE UNITALITY CONDITION HERE∗)
145 (∗ EXAMPLES ∗)
146 (∗ Z3 −> 3 should be unitalCondition=Union[eval[relation,0]]=={0};∗)
147 (∗ Z4 −> Z4 should be unitalCondition=Union[eval[relation,0]]=={0};∗)
148 (∗ Z2Z2 −> Z2Z2 should be unitalCondition=Union[eval[relation,0],eval[relation
,2]]=={0,2}; ∗)
149 unitalCondition = Union[eval[relation, 0], eval [ relation , 2]] == {0, 2};
150
151 (∗ Return True if both the unitality condition and preservation of monoid
152 mult are met∗)
153 If [unitalCondition && isMonHom[relation],
154 Print[relation ];
155 results = Append[results, relation];
156 ];
152
157 ]
158
159 Note that this outputs a Monoid Homomorphism relation.
160 If you are interested in a classical relations (comonoid homomorphism
relations), you will need to take the relational
161 converse of this output. See arXiv:1503.05857
162
163 Tests − If you want to dive deeper into an example
164
165 (∗ Prints the multiplication table for relation R ∗)
166 (∗ BE SURE TO SPECIFY THE SAME GROUPOIDS∗)
167 (∗ INPUT: Relation R = {{0,0},{1,0}}; ∗)
168 (∗ OUTPUT: {{0,0},True} {{0,1},True} {{0,2},True} {{0,3},True}
169 {{1,0},True} {{1,1},True} {{1,2},True} {{1,3},True}
170 {{2,0},True} {{2,1},True} {{2,2},True} {{2,3},True}
171 {{3,0},True} {{3,1},True} {{3,2},True} {{3,3},True}
172
173 ∗)
174 mTable[R ] := Grid[Table[
175 Table[
176 (∗ Specify groupoids as in isMonHom ∗)
177 {{x, y}, eval [R, z2z2[x, y ]] == z2z2z2Set[eval[R, x], eval [R, y]]}
178 , {y, 0, nD − 1}]
179 , {x, 0, nD − 1}]]
180
181 (∗ Pick a relation to test and see its multiplication table∗)
182 R = {{0, 0}, {0, 4}, {1, 0}, {1, 4}, {2, 2}, {3, 2}};
183 mTable[R]
184 Union[eval[R, 0], eval [R, 2]] == {0, 2, 4}
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