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Abstract
We investigate a Parker problem for the three-dimensional compressible isentropic viscous mag-
netohydrodynamic system with zero resistivity in the presence of a modified gravitational force
in a vertical strip domain in which the velocity of the fluid is non-slip on the boundary, and
focus on the stabilizing effect of the (equilibrium) magnetic field through the non-slip boundary
condition. We show that there is a discriminant Ξ, depending on the known physical parameters,
for the stability/instability of the Parker problem. More precisely, if Ξ > 0, then the Parker
problem is unstable, i.e., the Parker instability occurs, while if Ξ < 0 and the initial pertur-
bation satisfies some relations, then there exists a global (perturbation) solution which decays
algebraically to zero in time, i.e., the Parker instability does not happen. The stability results
in this paper reveal the stabilizing effect of the magnetic field through the non-slip boundary
condition and the importance of boundary conditions upon the Parker instability, and demon-
strate that a sufficiently strong magnetic field can prevent the Parker instability from occurring.
In addition, based on the instability results, we further rigorously verify the Parker instability
under Schwarzschild’s or Tserkovnikov’s instability conditions in the sense of Hadamard for a
horizontally periodic domain.
Keywords: Compressible magnetohydrodynamic flow; Schwarzschild’s criterion; Parker
instability; magnetic buoyancy instability; stability.
1. Introduction
The equilibrium, in which a gas layer in a gravitational field is supported in part by a vertically
decreasing horizontal magnetic field, is unstable [35], and such instability is called the Parker
instability (or the magnetic buoyancy instability in some literatures). The behavior of the Parker
instability can be described as follows. Suppose that magnetic field lines are disturbed and begin
to undulate. The mass in the raised portion of a loop drains down along the field lines so
that the loop to become lighter than the ambient medium. If the buoyancy at the loop top is
larger than the restoring magnetics tension, the loop rises further and the instability sets in [57].
Parker noted that the falling mass accumulates in the magnetic valleys [51], and thus explained
that some of the “large-scale” interstellar molecular cloud complexes can be formed in this way,
since the growth rate of the instability is 10 times larger than that of the Jeans’s gravitational
instability of the gas cloud.
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Since Parker’s pioneering work [51], many physicists have continued to develop the linear
theory and nonlinear numerical simulation of the Parker instability, see [36, 37, 44, 45, 55] and
the references cited therein. Moreover, the physicists have considered the Parker instability to
be also one of the possible mechanisms for other various astrophysical phenomenon [20], such as,
the rising and falling motions of gases above the spiral arm [59, 62], the molecular loops in the
Galactic center [13], the Barnard loop in Orion, the rise and emergence of magnetic flux tubes
in the Sun and other stars [2, 4, 46, 50] as well as in accretion disks [6], the jets ejected from the
centers of active galaxies [52], and so on. Recently, Khalzov et.al. first used the Madison Plasma
Couette Experiment to model the Parker instability [33].
It has been also widely investigated how the Parker instability evolves under the effects
of other physical factors, such as rotation [36], cosmic rays [39, 41], corona [32], self-gravity
[8], nonuniform gravitational fields [20], random magnetic fields [34], and so on. The effect of
boundary conditions of the velocity on the evolution of the Parker instability was investigated
in our previous article [27]. Based on the linearized motion equations, Jiang et.al. have found
a new phenomenon that the non-slip velocity boundary condition, imposed on the direction of
a (equilibrium) magnetic field, can enhance the stabilizing effect of the field, so that the Parker
instability can be prevented under a sufficiently strong magnetic field. The main aims in this
article are to rigorously prove this new phenomenon (i.e., the inhibition effect of a magnetic field
on the nonlinear Parker instability through a non-slip boundary condition), and the criterion that
gives the nonlinear Parker instability by developing new mathematical techniques based on the
nonlinear motion equations. Before stating our results, we formulate the problem mathematically.
1.1. Parker problem
The verification of the stabilizing effect of a magnetic field on the Parker instability through
a non-slip boundary condition and the investigation of the criteria leading to the occurrence
of the Parker instability can be reduced to the proof of stability and instability for a Parker
problem of the magnetohydrodynamic (MHD) equations, respectively. In this article, we consider
the following three-dimensional (3D) compressible isentropic viscous MHD equations with zero
resistivity (i.e., without magnetic diffusivity) in the presence of a gravitational field in a domain
Ω ⊂ R3 read as follows (see, for example, [9, 40] on the derivation of the motion equations).

ρt + div(ρv) = 0,
ρvt + ρv · ∇v +∇(P + λ|M |2/2) = µ1∆v + µ2∇divv + λM · ∇M − ρge3,
Mt = M · ∇v − v · ∇M −Mdivv,
divM = 0.
(1.1)
Here the unknowns ρ := ρ(x, t), v := v(x, t) and M := M(x, t) denote the density, velocity
and magnetic field of the compressible MHD fluid, respectively; λ stands for the permeability
of vacuum dividing by 4π, g > 0 for the gravitational constant, e3 = (0, 0, 1)
T for the vertical
unit vector, and −ρge3 for the gravitational force. µ1 > 0 is the coefficient of shear viscosity and
µ2 := ν + µ1/3 with ν being the positive bulk viscosity. The pressure P is usually determined
through the equations of state. In this article we focus our study on the case of polytropic gas:
P ≡ P (ρ) = Aργ , (1.2)
where γ ≥ 1 denotes the adiabatic index and A > 0 is a constant. In the system (1.1) the
equation (1.1)1 is the continuity equation, (1.1)2 describes the balance law of momentum, while
(1.1)3 is called the induction equation. As for the constraint divM = 0, it can be seen just as
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a restriction on the initial value of M since (divM)t = 0 due to (1.1)3. We remark that the
resistivity is neglected in (1.1)3, and this arises in the physics regime with negligible electrical
resistance.
Next, we construct a (magnetohydrostatic) equilibrium state (ρ¯, 0, M¯) to the MHD equations
(1.1). Firstly, we choose a (equilibrium) density profile ρ¯ := ρ¯(x3) ∈ C1(Ω¯), which is independent
of (x1, x2) and satisfies
inf
x∈Ω
ρ¯ > 0. (1.3)
The condition (1.3) prevents us from treating vacuum. Then, for given ρ¯ and g, we defined a
horizontal magnetic field profile M¯ := me1 := (m, 0, 0)
T with
m ≡ m(x3) := ±
√
2
λ
(
C − P¯ − F (gρ¯)), a function of x3 only, (1.4)
where P¯ := P (ρ¯) is the pressure profile, F (gρ¯) denotes a primitive function gρ¯ and C is a positive
constant satisfying
inf
x∈Ω¯
{C − P¯ − F (gρ¯)} > 0.
It is easy to see that (1.4) makes sense for a bounded domain Ω, and
P¯ ′ = −λmm′ − gρ¯, (1.5)
where ′ := d/dx3. Moreover,
∇(P¯ + λ|M¯ |2/2) = −gρ¯e3 and divM¯ = 0, (1.6)
where λM¯ · ∇M¯ = 0. In what follows, we denote such equilibrium-state (ρ¯, 0, M¯) by se.
It is well-known that the equilibrium-state se is unstable, if the density profile further satisfies
Schwarzschild’s (instability) condition [35]
−ρ¯′(x03) <
gρ¯2
γP¯
∣∣∣∣
x3=x03
for some x03 ∈ {x3 | (x1, x2, x3)T ∈ Ω}. (1.7)
Such condition was not first found in the Parker instability problem, but in the (compressible
thermal) convection problem studied by Schwarzschild in 1906 [56]. We mention that, for the
convection problem, the pressure profile in Schwarzschild’s condition not only depends on a
density profile, but also on a temperature profile T¯ due to the thermal effect, and often takes the
form P¯ = Rρ¯T¯ with R > 0 being a gas constant. Later, Tserkovnikov further investigated the
convection problem in the presence of a horizontal magnetic field (abbreviated as the magnetic
convection (MC) problem), and obtained an instability condition [63] in 1960:
−gρ¯′(x03) <
g2ρ¯2
γP¯ + λm2
∣∣∣∣
x3=x03
for some x03 ∈ (−l, l). (1.8)
However, in 1961, Newcomb [47] extended Tserkovnikov’s analysis by imposing no constraints on
the perturbation wave vectors and found that Schwarzschild’s condition is not only the sufficient
and necessary condition for the compressible thermal instability, but also for the instability in the
MC problem, please refer to [68] for the physical interpretation for Newcomb’s and Schwarzschild’s
conditions.
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After Parker’s instability work in 1966, physicists further noted that the instability in the
MC problem considered by Tserkovnikov and Newcomb not only involves the thermal instability,
but also the Parker instability [35, 61, 64]. In particular, for the isentropic case (i.e., one omits
the thermal effect and the pressure is of form (1.2)), Schwarzschild’s condition is equivalent to
the magnetic buoyancy condition
(m2)′|x3=x03 < 0. (1.9)
by virtue of the relations (1.5) and (1.2). In other words, under Schwarzschild’s condition, there
exists a region, in which the strength of M¯ is vertically decreasing. Thus the corresponding
magnetic pressure in (1.6) plays a role of the magnetic buoyancy [50], which is able to support
more mass against gravity than would be possible in its absence. In view of (1.7) and (1.9), we
can see that the mechanism of the Parker instability refers to the pressure state and the magnetic
buoyancy. To emphasis the mechanism of the magnetic buoyancy, the Parker instability is often
called the magnetic buoyancy instability (or the ballooning instability in fusion plasma physics
[58]).
Finally, we mention a special density profile, i.e., ρ¯ satisfies the Rayleigh-Taylor condition
ρ¯′|x3=x03 > 0 (1.10)
for some x03 ∈ {x3 | (x1, x2, x3) ∈ Ω}. By (1.7), the equilibrium-state se satisfying (1.10) is
unstable. Since such density distribution is in close correspondence to the classical case of
a heavy fluid supported by a light one, the Parker instability under such case is called the
magnetic Rayleigh-Taylor instability [24], or the Kruskal-Schwarzschild instability due to the
first investigation of Kruskal and Schwarzschild in 1953 [38], where they further pointed out that
curvature of the magnetic lines can influence the development of instability.
Now, we introduce the Parker problem for the MHD equations around the equilibrium state
se. Denoting the perturbation to the equilibrium state se by
̺ = ρ− ρ¯, v = v − 0, N = M − M¯,
and using the relations in (1.6), we obtain the perturbation equations:

̺t + div((̺+ ρ¯)v) = 0,
(̺+ ρ¯)vt + (̺+ ρ¯)v · ∇v +∇(P (̺+ ρ¯) + λ|N + M¯ |2/2)
= µ1∆v + µ2∇divv + λ(N + M¯) · ∇(N + M¯)− (̺+ ρ¯)ge3,
Nt = (N + M¯) · ∇v − v · ∇(N + M¯)− (N + M¯)divv,
divN = 0.
(1.11)
We impose the following initial and boundary conditions for (1.11):
(̺, v, N)|t=0 = (̺0, v0, N0) in Ω, (1.12)
v|∂Ω = 0 for any t > 0. (1.13)
The linearized equations of (1.11) around the equilibrium state se read as

̺t + div(ρ¯v) = 0,
ρ¯vt +∇(P ′(ρ¯)̺+ λmN1) = µ1∆v + µ2∇divv + λM¯ ′N3 + λm∂1N − ̺ge3,
Nt = m∂1v − v3M¯ ′ − M¯divv.
divN = 0,
(1.14)
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where P ′(ρ¯) := (Axγ3)
′|x3=ρ¯, and Ni and vi denote the i-th component of N and v, respectively.
The system (1.14) with initial and boundary conditions (1.12)–(1.13) constitutes a linearized
Parker problem, while the initial-boundary problem (1.11)–(1.13) is called the nonlinear Parker
problem. The Parker instability, which is shown based on the linearized Parker problem, resp.
the nonlinear Parker problem, is called the linear Parker instability, resp. the nonlinear Parker
instability. At present, only the linear Parker instability under Schwarzschild’s condition or
Tserkovnikov’s condition (1.8) is mathematically investigated, also for the case without viscosity.
1.2. Criterion for stability/instability
The linearized equations are convenient to analyze mathematically in order to have an insight
into the physical and mathematical mechanisms of the Parker instability. Moreover, applying
the energy principle [5] to the linearized Parker problem (1.12)–(1.14), Jiang et.al. have obtained
criteria of stability/instability for the linearized Parker problem [27]. More precisely, in the case
of a bounded domain Ω, one has
(1) if Ξ < 0, then the linearized Parker problem is stable;
(2) if Ξ > 0, then the linearized Parker problem is unstable,
where
Ξ := sup
w∈H1
0
(Ω)
E(w)∫
Ω
λ(|∂1wv|2 + |divvwv|2)dx,
and
E(w) :=
∫
Ω
g
(
ρ¯′ +
gρ¯2
γP¯
)
w23dx−
∫
Ω
1
γP¯
(
gρ¯w3 − γP¯divw
)2
dx
−
∫
Ω
λm2(|∂1wv|2 + |divvwv|2)dx, (1.15)
here and in what follows wv := (w2, w3) and divvwv := ∂2w2 + ∂3w3 for w = (w1, w2, w3).
We mention that by virtue of (1.5), E(w) can be rewritten as
E(w) =−
∫
Ω
λgρ¯mm′w23
γP¯
dx−
∫
Ω
1
γP¯
(
gρ¯w3 − γP¯divw
)2
dx
−
∫
Ω
λm2(|∂1wv|2 + |divvwv|2)dx.
(1.16)
In view of the energy functionals (1.15) and (1.16), we can see that Schwarzschild’s condition
or the magnetic buoyancy condition may make E(w) to be positive for some w, thus contributing
to the occurrence of the Parker instability. In particular, if Ω is an infinite layer domain, Newcomb
in 1961 found that Schwarzschild’s condition leads to the linear Parker instability in some sense
by using the Fourier analysis method [47]. However, in the case of a bounded domain, Jiang
et.al. [27] found the stabilizing effect of a strong (equilibrium) magnetic field M¯ through a non-
slip boundary condition upon the Parker instability, even if the density profile ρ¯ satisfies the
Schwarzschild’s condition. In fact, if we define
n¯ := sup
w∈H1
0
(Ω)
√ ∫
Ω
g(ρ¯′ + gρ¯2/γP¯ )w23dx∫
Ω
λ(|∂1wv|2 + |divvwv|2)dx,
then n¯ ∈ [0,+∞), since Ω is bounded in the x1-direction. In view of (1.4), for given P¯ , ρ¯, g and
λ, we can choose m satisfying infx∈Ω |m| > n¯. Then, it is easy to verify that such m satisfies
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Ξ < 0. This infers that, under the non-slip boundary condition, a sufficiently strong M¯ has a
remarkable stabilizing effect to prevent the Parker instability from occurring. It is well-known
that a magnetic field has the stabilizing effect upon the Parker instability, but can not prevent
the Parker instability from occurring in the case of an infinite layer domain. However, the non-
slip velocity boundary condition in a bounded domain, imposed in the direction of the magnetic
field, can enhance the stabilizing effect of the magnetic field, so that Schwarzschild’s criterion
(1.7) of the Parker instability fails.
In this article, we further extend the above linear results to the nonlinear case by develop-
ing new mathematical techniques. In other words, we will rigorously verify that Ξ is also the
discriminant for instability/stability of the nonlinear Parker problem (1.11)–(1.13) under some
additional conditions. Moreover, for a horizontally periodic domain, we shall provide a rigorous
mathematical proof of the nonlinear Parker instability under Schwarzschild’s or Tserkovnikov’s
condition in the sense of Hadamard. The detailed results of nonlinear stability/instability will
be presented in Section 2.
We end this section by deriving a upper-bound for n¯, which may be useful in experimental
researches and numerical simulations. From the definition of n¯ we see that n¯ ≤ ̟χ, where
̟ :=
√
‖gρ¯′ + g2ρ¯2/γP¯‖L∞(Ω)/λ and χ :=
√ ∫
Ω
w23dx∫
Ω
|∂1wv|2dx.
Let a := inf{x1 | (x1, xv) ∈ Ω}, b := sup{x1 | (x1, xv) ∈ Ω} and
Ω′ := {(x1, xv) ∈ R3 | xv ∈ T , a < x1 < b},
where T := (2πL1T)×(2πL2T), T = R/Z, and 2πL1, 2πL2 > 0 are the periodicity lengths. Then,
one can choose sufficiently large L1 and L2, such that H
1
0 (Ω) can be regarded as a subspace of
H(Ω′) by horizontally periodic translation. Thus one has
n¯ ≤ ̟ sup
w∈H1
0
(Ω′)
√ ∫
Ω
w23dx∫
Ω
|∂1wv|2dx. (1.17)
On the other hand, similarly to the derivation of [27, Proposition 5.1], we use the Fourier analysis
method to infer that
sup
w∈H1
0
(Ω′)
√ ∫
Ω
w23dx∫
Ω
|∂1wv|2dx = supψ∈H1
0
(a,b)
√√√√ ∫ ba ψ2dx1∫ b
a
|∂1ψ|2dx1
, (1.18)
where it is easy to see that
sup
ψ∈H1
0
(a,b)
√√√√ ∫ ba ψ2dx1∫ b
a
|∂1ψ|2dx1
=
b− a
π
. (1.19)
Consequently, we can deduce from (1.17)–(1.19) that n¯ ≤ (b − a)̟/π. This means that Ξ < 0
for infx∈Ω |m| > (b− a)̟/π.
2. Main results
In this section we state the main results of this paper on instability/stability of the nonlinear
Parker problem (1.11)–(1.13).
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2.1. Reformulation of the nonlinear stability
In general, it is difficult to directly show the existence of a unique global-in-time solution to
the Parker problem (1.11)–(1.13) defined on a general bounded domain when Ξ < 0, since the
magnetic field is difficult to control. To circumvent such difficulty, similarly to [30, 60], we switch
our analysis to that in Lagrangian coordinates. We mention that such transformation method
have been also used in the proof of global well-posedness of incompressible MHD equations,
please refer to [1, 42, 43, 67].
To show the stability of the nonlinear Parker problem in Lagrangian coordinates, we assume
that the domain is a vertical strip, i.e.,
Ω := {(x1, x2, x3) ∈ R3 | x1 ∈ (0, l)} with l > 0. (2.1)
To make the expression (1.4) sense, in this article we modify the gravitational constant g to be
0 ≤ g := g(x3) ∈ C60 (R) (2.2)
and suppose that
ρ¯ ∈ B7(R) :=
{
f ∈ C7(R)
∣∣∣∣ sup
x3∈R
∣∣∣∣difdxi
∣∣∣∣ <∞ for 0 ≤ i ≤ 7
}
. (2.3)
Under the conditions (2.1)–(2.3) and (1.3), there always exists a m constructed by (1.4). More-
over, m satisfies
m ∈ B7(R). (2.4)
We further assume that there is an invertible mapping ζ0 := ζ0(y) : Ω→ Ω, such that
(ζ0 − y)|∂Ω = 0 and det(∇ζ0(y)) 6= 0 for any y ∈ Ω¯. (2.5)
Then, defining the flow map ζ as the solution to{
ζt(y, t) = v(ζ(y, t), t)
ζ(y, 0) = ζ0,
we denote the Eulerian coordinates by (x, t) with x = ζ(y, t), whereas (y, t) ∈ Ω × R+ stand
for the Lagrangian coordinates. In order to switch back and forth from Lagrangian to Eulerian
coordinates, we assume that ζ(·, t) is invertible and Ω = ζ(Ω, t).
We define now the unknowns in Lagrangian coordinates by
(σ, u, B)(y, t) = (ρ, v,M)(ζ(y, t), t), (y, t) ∈ Ω× R+.
Thus, the evolution equations for σ, u and B in Lagrangian coordinates read as

ζt = u,
σt + σdivAu = 0,
σut − µ1∆Au− µ2∇AdivAu+∇A(P (σ) + λ|B|2/2) = λB · ∇AB − σg˜e3,
Bt −B · ∇Au+BdivAu = 0,
divAB = 0
(2.6)
with initial and boundary conditions
(u, ζ − y)|∂Ω = 0 and (ζ, σ, u, B)|t=0 = (ζ0, σ0, u0, B0).
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Here g˜ := g(ζ3), the matrixA := (Aij)3×3 viaAT = (∇ζ)−1 := (∂jζi)−13×3, and the differential oper-
ators∇A, divA and ∆A are defined by∇Af := (A1k∂kf,A2k∂kf,A3k∂kf)T , divA(X1, X2, X3)T :=
Alk∂kXl and ∆Af := divA∇Af . It should be noted that we have used the Einstein summation
convention over repeated indices, and ∂k = ∂yk . Additionally, in view of the definition of A, one
can deduce the following two important properties:
∂l(JAkl) = 0, (2.7)
∂iζkAkj = Aik∂kζj = δij , (2.8)
where J = det(∇ζ) 6= 0, δij = 0 for i 6= j and δij = 1 for i = j. The relation (2.7) is often called
the geometric identity. In addition, it is easy to check that, by the boundary conditions of ζ and
ζ0,
JAe1|∂Ω = J0A0e1|∂Ω = e1. (2.9)
Our next goal is to eliminate (σ,B) in (2.6) by expressing them in terms of ζ , and this can
be achieved in the same manner as in [30, 60, 66]. We mention that this idea was also used in
the proof of the global well-posedness for the Cauchy problem of incompressible or compressible
MHD fluids without magnetic diffusivity [1, 21, 22]; please refer to [43, 49, 53, 54] for other
relevant results of global well-posedness. For the reader’s convenience, we give the derivation
here. It follows from (2.6)1 that
Jt = JdivAu, (2.10)
which, together with (2.6)2, yields that
∂t(σJ) = 0. (2.11)
Applying JAjl to (2.6)4, we can use (2.8) and (2.10) to infer that
JAjl∂tBj =JBiAik(∂t∂kζj)Ajl −AjlBjJdivAu
=− JBiAik∂kζj∂tAjl − JtAjlBj = −JBj∂tAjl − JtAjlBj ,
which implies ∂t(JAjlBj) = 0, i.e.,
∂t(JATB) = 0. (2.12)
In addition, applying div-operator to the above identity and using the geometric identity, we
obtain
∂t(JdivAB) = ∂tdiv(JATB) = 0. (2.13)
To obtain the time-asymptotical stability of the equilibrium state, we naturally expect
(ζ, σ, u, B)(t)→ (y, ρ¯, 0, M¯) as t→∞.
Hence, from (2.7) and (2.11)–(2.13) it follows that
JdivAB = J0divA0B0 = divM¯ = 0,
σJ = σ0J0 = ρ¯ and JATB = J0AT0B0 = M¯,
which implies that
divAB = 0, σ = ρ¯J
−1 and B = mJ−1∂1ζ, (2.14)
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provided the initial data (σ0, B0, ζ0) satisfy
σ0 = ρ¯J
−1
0 and B0 = mJ
−1
0 ∂1ζ0. (2.15)
Here A0 and J0 denote the initial data of A and J , respectively. We mention that, by (2.9) and
the fact JATB = J0AT0B0, we have B1 = B01 on ∂Ω, where B01 is the first component of B0.
Let
η := ζ − y, i.e., ζ = η + y. (2.16)
Next we use η to represent the (generalized) Lorentz force, the pressure term and the modified
gravity term. By a straightforward computation, we can split the Lorentz force into
B · ∇AB −∇A|B|2/2 = Lo1 +N1 −∇A|M˜ |2/2, (2.17)
where M˜ := M¯(ζ3(y, t)),
Lo1 :=M¯ · ∇(B − M¯) + (B − M¯) · ∇M¯ −mm′J−1∂1η3e1
− (M¯T∇(B − M¯) + (B − M¯)T∇M¯)T +∇(mm′η3)
and
N1 :=M¯ · (∇A −∇)(B − M¯) + (B − M¯) · ∇A(B − M¯)
+ (B − M¯) · (∇A −∇)M¯ − (M¯T (∇A −∇)(B − M¯)
+ (B − M¯)T∇A(B − M¯) + (B − M¯)T (∇A −∇)M¯)T
+mm′J−1(∂1η2∂2η3 − ∂1η3∂2η2)e1
+ (∇A −∇)(|M˜ |2 − |M¯ |2)/2 +∇(|M˜ |2 − |M¯ |2 − 2mm′η3)/2.
On the other hand, by the expression of B in (2.14) and M¯ , one has
Lo1 = m∂1(B −me1) +B3m′e1 − J−1mm′∂1η3e1 +∇((mm′η3 −m(B1 −m))
= m2∂1[J
−1∂1η + (J
−1 − 1)e1] +∇(mm′η3 −m2(J−1∂1η1 + J−1 − 1))
= λ−1LM +N2,
(2.18)
where
LM = λ(m2∂21η −m2∂1divηe1 +∇(mm′η3 +m2divvηv)),
N2 = m2∂1((J−1 − 1)∂1η + (J−1 − 1 + divη)e1)
−∇(m2((J−1 − 1)∂1η1 + J−1 − 1 + divη)).
Thus, inserting (2.18) into (2.17), we get
B · ∇AB −∇A(|B|2/2) = λ−1LM −∇A|M˜ |2/2 +N1 +N2. (2.19)
Now we turn to dealing with the pressure term. It is easy to see that
P (σ) = P (ρ¯J−1) = P¯ + P ′(ρ¯)ρ¯(J−1 − 1) +
∫ ρ¯J−1
ρ¯
(ρ¯J−1 − z)P ′′(z)dz.
Applying ∇A-operator to the above identity, we find that
∇AP (σ) = ∇AP (ρ˜)−∇(P ′(ρ¯)div(ρ¯η))−N3, (2.20)
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where ρ˜ := ρ¯(ζ3), and
N3 :=(∇−∇A)(P ′(ρ¯)ρ¯(J−1 − 1)) +∇(P (ρ˜)− P¯ − P¯ ′η3)
+ (∇A −∇)(P (ρ˜)− P¯ )−∇(P ′(ρ¯)ρ¯(J−1 − 1 + divη))−∇A
∫ ρ¯J−1
ρ¯
(ρ¯J−1 − z)P ′′(z)dz.
Finally, we represent the modified gravity term as follows.
−σg˜e3 := gdiv(ρ¯η)e3 − ρ˜g˜e3 +N4, (2.21)
where N4 := (ρ¯(1− J−1) + ρ˜− ρ¯)(g˜ − g)e3 + (ρ˜− ρ¯′η3 − ρ¯J−1 − ρ¯divη)ge3.
Summing up the above calculations, we see that, if the initial data σ0, B0, ζ0 satisfy (2.15)
and (2.5), then we can use the relations (2.19)–(2.21) and (2.16) to transform (2.6) into the
following evolution equations for (η, u):
{
ηt = u,
ρ¯J−1ut − µ1∆Au− µ2∇AdivAu−∇(P ′(ρ¯)div(ρ¯η)) = gdiv(ρ¯η)e3 + LM +N , (2.22)
and (σ,B) is given by (2.14), where we have utilized the equilibrium state se in Lagrangian
coordinates ∇A(P (ρ˜)+λ|M˜ |2/2) = −ρ˜g˜e3 for (2.22), and denoted AT = (I+∇η)−1, I = (δij)3×3
and N := λ(N1 +N2) +N3 +N4. The associated initial and boundary conditions read as
(η, u)|t=0 = (η0, u0), (η, u)|∂Ω = 0. (2.23)
In this paper, we call the initial-boundary problem (2.22)–(2.23) the transformed Parker
problem. Compared with the original Parker problem (1.11)–(1.13), the transformed Parker
problem enjoys a fine energy structure, so that one can establish the stabilizing effect of a
horizontal magnetic field with the help of non-slip boundary condition by the energy method.
2.2. Nonlinear stability
Before stating our main result on the transformed Parker problem, we introduce some nota-
tions used throughout this paper. We denote
R
+
0 := [0,∞),
∫
:=
∫
Ω
, Lp := Lp(Ω) := W 0,p(Ω) for 1 < p ≤ ∞,
H10 :=W
1,2
0 (Ω), H
k :=W k,2(Ω), ‖ · ‖k := ‖ · ‖Hk(Ω) for k ≥ 0,
∂iv deontes ∂
α1
2 ∂
α2
3 for any α1 + α2 = i, ‖ · ‖2i,k :=
∑
α1+α2=i
‖∂α12 ∂α23 · ‖2k,
‖f ⋄ g‖2i,k :=
∑
α1+α2=i
∑
β1+β2+β3≤k
‖f∂β33 ∂α1+β11 ∂α2+β22 g‖20, ‖f ⋄ g‖2i,k :=
∑
0≤j≤i
‖f ⋄ g‖2j,k,
‖ · ‖2i,k :=
∑
0≤j≤i
‖ · ‖2j,k, a . b means that a ≤ cb for some constant c > 0,
Cj−lj denotes the number of (j − l)-combinations from a given set S of j elements.
The letter c will denote a generic constant which may depend on the domain Ω and the physical
parameters, such as λ, m, g, µ and ρ¯ in the original perturbation equations (1.11). It should be
noted that a product space (X)n of vector functions is still denoted by X , for example, a vector
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function u ∈ (H3)3 is denoted by u ∈ H3 with norm ‖u‖H3 := (
∑3
k=1 ‖uk‖2H3)1/2. Finally, we
define some functionals:
EL(t) := ‖η(t)‖24 + ‖u(t)‖23 + ‖ut(t)‖21, EH(t) := ‖η(t)‖27 +
3∑
k=0
‖∂kt u(t)‖26−2k,
DL(t) := ‖(∂1η, divη)(t)‖23 +
2∑
k=0
‖∂kt u(t)‖24−2k, DH(t) := ‖(∂1η, divη)(t)‖26 +
3∑
k=0
‖∂kt u(t)‖27−2k,
G1(t) = sup
0≤τ≤t
EH(τ) +
∫ t
0
DH(τ)dτ, G2(t) = sup
0≤τ≤t
(1 + τ)3EL(τ).
Now, our stability result of the transformed Parker problem reads as follows.
Theorem 2.1. Let Ω be a vertical strip domain, (ρ¯, g) satisfy (2.3), (2.2) and (1.3), and m be
given by (1.4). If Ξ < 0, then there is a sufficiently small δ > 0, such that for any (η0, u0) ∈
H7 ×H6 satisfying that
(1) ‖η0‖27 + ‖u0‖26 ≤ δ;
(2) ζ0 := y + η0 satisfies (2.5);
(3) (η0, u0) satisfies the compatibility conditions on boundary (i.e., ∂
j
t u(x, 0)|∂Ω = 0 for j =
0, 1, 2),
there exists a unique global solution (η, u) ∈ C(R+0 , H7×H6) to the transformed Parker problem
(2.22)–(2.23). Moreover, (η, u) enjoys the following stability estimate:
G(∞) := G1(∞) + G2(∞) . ‖η0‖27 + ‖u0‖26. (2.24)
Here the constant δ depends on Ω and the physical parameters in the original perturbation equa-
tions (1.11).
Remark 2.1. Since η = 0 on boundary, then, if δ in Theorem 2.1 is sufficiently small, we can
further have (referring to Lemma 4.2 in [26] for example)
ζ := η + y : Ω→ Ω is a homeomorphism mapping, (2.25)
ζ : Ω→ Ω are C5-diffeomorphic mapping. (2.26)
Thus one can recover a stability result in Eulerian coordinates from Theorem 2.1 by an inverse
transformation of Lagrangian coordinates, referring to Theorem 1.2 in [28].
Next we briefly describe the basic idea in the proof of Theorem 2.1. By the energy method,
there exist two functionals E˜L and Q of (η, u) satisfying the lower-order energy inequality for the
Parker problem (see Proposition 3.1)
d
dt
E˜L +DL ≤ QDL, (2.27)
in which we can use the stability condition Ξ < 0 to show that the functional E˜L is equivalent to
EL. Unfortunately, we can not close the energy estimates only based on (2.27), since Q can not
be controlled by E˜L. However, we observe that the structure of (2.27) is very similar to the one
of the surface wave problem studied in [17, 18], where Guo and Tice developed a two-tier energy
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method to overcome this difficulty. In the spirit of the two-tier energy method, we shall look
after a higher-order energy inequality to match the lower-order energy inequality (2.27). Since
E˜L contains ‖η‖4, we can see that the higher-order energy includes at lest ‖η‖7. Thus, similarly
to (2.27), we are able to establish the higher-order energy inequality (see Proposition 4.1):
d
dt
E˜H +DH ≤
√
EL‖η‖27, (2.28)
where the functional E˜H is equivalent to EH by the stability condition. In the derivation of the
a priori estimates, we have Q . EH, and thus (2.27) implies (see Proposition 3.1)
d
dt
E˜L +DL ≤ 0. (2.29)
Consequently, with the help of the two-tier energy method, (2.28) and (2.29), we can deduce the
global-in-time stability estimate (2.24).
We should remark that one of the main novelties in this article lies in that we further develop
the stability condition to show that the energy functionals E˜L and E˜H constructed in (2.27) and
(2.28) are equivalent to EL and EH , respectively. In fact, the energy of the Parker problem
includes the term −E(w) for w = ∂jvu and ∂jt η. Therefore, we naturally expect that −E(w)
should be positive under the stability condition. Otherwise, the two-tier energy method will
fail. Exploiting the stability condition and the positivity of the term
∫
P ′(ρ¯)ρ¯|divw|2dy, we can
derive that −E(w) is equivalent to ‖(w, ∂1w, divvwv, divw)‖20 (see Lemma 3.4), which plays an
important role in the proof of Theorem 2.1.
We mention that the basic idea of the two-tier energy method was also used to show the
existence of the global stability solutions to the MHD problem [60], and the stabilizing effect of
the magnetic field in the magnetic Rayleigh-Taylor problem [28].
Finally, in view of Theorem 2.1, we immediately obtain the existence of a unique global-in-
time solution to the original Parker problem, which represents the strong stabilizing effect of the
magnetic field through the non-slip boundary condition in the original Parker problem.
Theorem 2.2. Let Ω be a vertical strip domain, (ρ¯, g) satisfy (2.3), (2.2) and (1.3), and m be
given by (1.4). If Ξ < 0, then there is a sufficiently small δ > 0, such that for any (̺0, v0, N0) ∈
H6 satisfying that
(1) there exists an invertible mapping ζ0 := ζ0(x) : Ω→ Ω such that (2.5);
(2) ‖ζ0 − x‖27 + ‖v0‖26 ≤ δ;
(3) ρ0(ζ0) = ρ¯(det(∇ζ0))−1, (N0+ M¯)(ζ0) = m(det(∇ζ0))−1∂1ζ0 and divA0((N0+ M¯)(ζ0)) = 0,
where AT0 = (∇ζ0)−1;
(4) the initial data (̺0, v0, N0) satisfies necessary compatibility conditions (i.e., ∂
j
t v(x, 0)|∂Ω = 0
for j = 0, 1, 2),
there exists a unique global solution (̺, v, N) ∈ C(R+, H6) to the original Parker problem (1.11)–
(1.13). Moreover, (̺, v, N) enjoys the following stability estimate:
sup
0≤t<∞
(
‖(̺,N)‖26 +
3∑
k=0
‖∂kt v(t)‖26−2k
)
+ sup
0≤t<∞
(1 + t)3(‖(̺, v, N)‖23 + ‖vt‖21) ≤ ‖ζ0 − x‖27 + ‖v0‖26.
(2.30)
Here the constant δ depends on Ω and the physical parameters in the original perturbation equa-
tions (1.11).
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2.3. Nonlinear instability
As aforementioned, Ξ is the discriminant for the instability/stability of the linearized Parker
problem. Next we give an existence result of a local unstable solution to the original Parker
problem for Ξ > 0, which, together with Theorem 2.2, implies that Ξ is also the discriminant for
the instability/stability of the original Parker problem.
Theorem 2.3. Let Ω be a vertical strip domain, (ρ¯, g) satisfy (2.3), (2.2) and (1.3), and m be
given by (1.4). If Ξ > 0, then the Parker problem (1.11)–(1.13) is unstable, that is, there are
positive constants ε and ι, and a quaternion (˜̺0, v˜0, N˜0, vr) ∈ H3, such that for any δ ∈ (0, ι)
and the initial data (̺0, v0, N0) := δ(˜̺0, v˜0, N˜0) + (0, δ
2vr, 0), there is a unique classical solution
(̺, v, N) of the Parker problem (1.11)–(1.13) on [0, Tmax), but
‖(̺, u,N)(T )‖3 ≥ ε for some time T ∈ (0, Tmax), (2.31)
where (̺0, v0, N0) satisfies the compatibility conditions ∂
i
tv(x, 0)|∂Ω = 0 (i = 0, 1) and divN0 = 0,
Tmax denotes the maximal time of existence of the solution (̺, v, N), and ε, ι, and (˜̺0, v˜0, N˜0, vr)
depend on Ω and the physical parameters in the original perturbation equations (1.11).
Theorem 2.3 reveals that the Parker instability will occur for Ξ > 0. Roughly speaking,
Theorem 2.3 is proved based on a new version of the bootstrap method. The method of bootstrap
instability probably started from Guo and Strauss’ works [15, 16]. Then, various versions of the
bootstrap method have been developed in the study of dynamical instability of various physical
models, please refer to [10–12, 14, 23, 25] for more details. Unfortunately, the known versions of
the bootstrap method can not be directly applied to the Parker problem here due to the presence
of the magnetic field and non-slip boundary condition. In this paper we develop a new version of
the bootstrap method to overcome such difficulties and establish the Parker instability. The basic
idea of our new bootstrap method can be found after Lemma 6.3, and the key technique mainly
lies in the derivation of the error estimate (6.20) in Lemma 6.2, which is obtained by exploiting
the structure of the original perturbation equations. Moreover, we develop an approach based on
the elliptic theory to construct the compatible initial data of the nonlinear unstable solution by
using the initial data of the linear unstable solution, see Lemma 6.1. We mention that Theorem
2.3 also holds for a bounded C4-domain by applying our new bootstrap method, and moreover,
the smoothness requirements (2.2)–(2.4) can be relaxed.
2.4. Horizontally periodic domains
Now we further consider the case of a horizontally periodic domain, i.e.,
Ω := {x = (xh, x3) ∈ R3 | xh ∈ T , −l < x3 < l} with l > 0, (2.32)
where xh := (x1, x2), T := (2πL1T) × (2πL2T), T = R/Z, and 2πL1, 2πL2 > 0 are the period-
icity lengths. Then we can verify that Ξ > 0 under Schwarzschild’s condition with sufficiently
large L1 or Tserkovnikov’s condition. The detailed verification will be presented in Section 7.
Hence, we can follow the proof of Theorem 2.3 to establish the nonlinear Parker instability under
Schwarzschild’s or Tserkovnikov’s condition.
Before stating our nonlinear Parker instability results in a horizontally periodic domain, we
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introduce some notations:
χ(ψ) :=
∫ l
−l
(
λm2
(
|ψ′|2 + ψ
2
L22
)
−
(
g2ρ¯2
γP¯
+ gρ¯′
)
ψ2
)
dx3,
ξ3D := sup
ψ∈H1
0
(−l,l)
√√√√√√
√
χ2(ψ) + 4
L2
2
∫ l
−l
λm2ψ2dx3
∫ l
−l
(
g2ρ¯2
γP¯
+ gρ¯′
)
ψ2dx3 − χ(ψ)
2
∫ l
−l
λm2ψ2dx3
,
κ(l) := sup
ψ∈H1
0
(−l,l)
√√√√√
∫ l
−l
(
g2ρ¯2
γP¯
+ gρ¯′
)
ψ2dx2∫ l
−l
λm2|ψ′|2dx2
,
ξ2D := sup
ψ∈H1
0
(−l,l)
√√√√√
∫ l
−l
((
g2ρ¯2
γP¯
+ gρ¯′
)
ψ2 − λm2|ψ′|2
)
dx2∫ l
−l
λm2ψ2dx2
,
where we have omitted to mention that ψ ∈ H10 (−l, l) should make the denominators and square
roots sense in the definitions of ξ3D and ξ2D. Next we state the main results.
Theorem 2.4. Let l ∈ (0,∞), Ω be defined by (2.32), g be a constant, ρ¯ := ρ¯(x3) ∈ C4(Ω¯)
satisfy (1.3), and m be given by (1.4). If one of the following two assumptions holds
(1) ρ¯ satisfies Schwarzschild’s condition (1.7), and L1 > ξ
−1
3D;
(2) ρ¯ satisfies Tserkovnikov’s condition (1.8);
then, the Parker problem (1.11)–(1.13) is unstable as in Theorem 2.3.
Remark 2.2. By virtue of Schwarzschild’s condition, there exists an open interval I ⊂ (−l, l),
such that
−ρ¯′ < gρ¯
2
γP¯
for any x3 ∈ I.
Then we choose a function ψ0 ∈ H10 (−l, l) such that
ψ0(x3) > 0 in I and ψ0(x3) = 0 in (−l, l) \ I,
whence, ∫ l
−l
(
g2ρ¯2
γP¯
+ gρ¯′
)
ψ20dx3 > 0,
which implies that ξ3D must be a positive constant. Moreover, for given ρ¯, we have
ξ3D → 0 as |m| → ∞.
Remark 2.3. It should be noted that Schwarzschild’s condition is equivalent to the magnetic
buoyancy condition. Hence, Theorem 2.4 tells us that if there is a point, at which the magnetic
buoyancy points oppositely to the direction of the gravity field in the equilibrium state se, then
the Parker problem is unstable. If the direction of the magnetic buoyancy is in line everywhere
with the direction of the gravity field in the equilibrium state, i.e., Schwarzschild’s condition
fails, then we have Ξ < 0 for a vertical strip domain with non-slip boundary condition, which
immediately implies that the Parker problem is stable by virtue of Theorem 2.2. We can observe
that the proof of Theorem 2.2 strongly depends on the non-slip condition in the horizontal
direction. A question arises whether this stability conclusion in Theorem 2.2 can be generalized
to a horizontally periodic domain. We shall further investigate this question in a separate article.
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Remark 2.4. If l =∞ and g ∈ C30 (R), we can establish a Gronwall-type inequality as (3.39) in
[29, Proposition 3.2] for the classical solution (̺, u,N) ∈ C0([0, T ), H3) of the Parker problem.
Thus we can deduce a more precise result on the nonlinear Parker instability for both 2D and 3D
cases by a standard bootstrap method, in which the third component of the velocity is unstable
in L2 as (1.10) in [29, Theorem 1.1].
Similarly, we can also establish the following nonlinear Parker instability result in the 2D
case.
Theorem 2.5. Let l ∈ (0,∞), Ω := 2πL1T× (−l, l) ⊂ R2, g be a constant, ρ¯ := ρ¯(x2) ∈ C4(Ω)
satisfy (1.3), and m be given by (1.4). If κ > 1 and L1 > ξ
−1
2D, then the Parker problem (1.12)–
(1.14) in the 2D case is unstable as in Theorem 2.4.
Remark 2.5. It is interesting to notice that the definition of κ is very similar to the critical
number Mc(l) of the 3D incompressible magnetic RT problem around a vertical equilibrium
magnetic field, where
Mc(l) :=
√√√√ sup
ψ∈H1
0
(−l,l)
g
∫ l
−l
ρ¯′|ψ|2ds
λ
∫ l
−l
|ψ′|2ds
> 0 for ρ¯′(s) > 0 for some s ∈ (−l, l)
and Mc(l) <∞ for l <∞, please refer to [29, Theorem 1.1]. Moreover, Mc(l) is also the critical
number Mc(l) of the 2D incompressible magnetic RT problem around a horizontal equilibrium
magnetic field, please refer to [65].
Remark 2.6. Under Schwarzschild’s condition, we can have that
0 < κ(l) <∞ for l <∞.
Moreover, κ → 0 as m → ∞ for a given ρ¯. On the other hand, if κ ∈ (0, 1], we can use the
Fourier analysis method to obtain E(w) ≤ 0 for any w ∈ H10 , which implies Ξ ≤ 0. Thus we
see that a sufficiently large horizontal magnetic field has the stabilizing effect in the 2D case.
This conclusion agrees with the result for the 2D incompressible magnetic RT problem around
a horizontal equilibrium magnetic field. In addition, if l = ∞ and 0 ≤ g ∈ C00(R), under
Schwarzschild’s condition, we can derive that
κ(∞) =


infinity, if
∫
R
(
g2ρ¯2
γP¯
+ gρ¯′
)
dx2 > 0;
a positive real number, if
∫
R
(
g2ρ¯2
γP¯
+ gρ¯′
)
dx2 < 0,
please refer to [29, Proposition 2.1] for the proof.
The rest sections are mainly devoted to the proof of Theorems 2.1–2.5. In Section 3 we
first derive the lower-order energy inequality (2.29) of the transformed Parker problem. Then in
Section 4, we derive the higher-order energy inequality (2.28). Finally, based on the previous two
energy inequalities, we show Theorem 2.1 by applying the two-tier energy method, and further
deduce Theorem 2.2 from Theorem 2.1 in Section 5. In Section 6, we develop a new version of the
bootstrap method to prove Theorem 2.3. Finally, we verify that Ξ > 0 under the assumptions of
Theorem 2.4–2.5 in Section 7.
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3. Lower-order energy inequality
In this section we derive the lower-order energy inequality for the transformed Parker problem.
To this end, let (η, u) be a solution of the transformed Parker problem, such that√
sup
0≤τ≤T
EH(τ) ≤ δ ∈ (0, 1) for some T > 0, (3.1)
where δ is sufficiently small. It should be noted that the smallness depends on the domain Ω
and the physical parameters in the perturbation equations (1.11). Moreover, we assume that the
solution (η, u) possesses proper regularity, so that the procedure of formal calculations makes
sense. In the calculations that follow, we shall repeatedly use Cauchy-Schwarz’s inequality,
Ho¨lder’s inequality, and the embedding inequalities (see [3, 4.12 Theorem])
‖f‖Lp . ‖f‖1 for 2 ≤ p ≤ 6, (3.2)
‖f‖L∞ . ‖f‖2. (3.3)
and the interpolation inequality in Hj (see [3, 5.2 Theorem])
‖f‖j . ‖f‖1−
j
i
0 ‖f‖
j
i
i ≤ Cǫ‖f‖0 + ǫ‖f‖j+1 (3.4)
for any 0 ≤ j < i and any constant ǫ > 0, where the constant Cǫ depends on Ω and ǫ. In addition,
we shall also repeatedly use the following two estimates:
‖fg‖j .


‖f‖1‖g‖1 for j = 0;
‖f‖j‖g‖2 for 0 ≤ j ≤ 2;
‖f‖2‖g‖j + ‖f‖j‖g‖2 for 3 ≤ j ≤ 5;
‖f‖2‖g‖j + ‖f‖5‖g‖j−3 + ‖f‖j‖g‖2 for 6 ≤ j ≤ 7
(3.5)
and
‖f‖0 . ‖∂1f‖0 for f ∈ H10 , (3.6)
where (3.5) can be easily verified by Ho¨lder’s inequality and the embedding inequalities (3.2)–
(3.3).
Before deriving the lower-order energy inequality defined on (0, T ], we first give some pre-
liminary estimates, temporal derivative estimates, yv-derivative estimates (i.e., the estimates of
partial derivatives with respect to y2 and y3) and y-derivative estimates (i.e., the estimates of
partial derivatives with respect to y1, y2 and y3) in sequence.
3.1. Preliminary estimates
In this subsection we introduce some preliminary estimates on J , J−1, A and N , which will
be repeatedly used in estimating (η, u) later.
Lemma 3.1. The following estimates hold.
1 . ‖J‖L∞ . 1, (3.7)
‖J − 1‖l . ‖η‖l+1, (3.8)
‖∂itJ‖j .
i−1∑
k=0
‖∂kt u‖j+1, (3.9)
1 . ‖J−1‖L∞ . 1, (3.10)
‖J−1 − 1‖l . ‖η‖l+1, (3.11)
‖∂itJ−1‖j .
i−1∑
k=0
‖∂kt u‖j+1, (3.12)
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where 0 ≤ l ≤ 6, 1 ≤ i ≤ 3 and 0 ≤ j ≤ 7− 2i.
Proof. Recalling the definition of J = det(∇η + I) and using the expansion theorem of deter-
minants, we find that
J = 1 + divη + P2(∇η) + P3(∇η), (3.13)
where Pi(∇η) (i = 2, 3) denotes the homogeneous polynomial of degree i with respect to ∂jηk for
1 ≤ j, k ≤ 3. Using (3.5), (3.3), and the smallness condition (3.1), we immediately get (3.8) and
(3.7). Similarly, we easily obtain (3.9) from (3.13) and (2.22)1.
By (3.13) and (3.7), we have (3.10) and J−1 = (1+divη+P2(∇η)+P3(∇η))−1, which implies
J−1 − 1 = −(J−1 − 1) (divη + P2(∇η) + P3(∇η))− (divη + P2(∇η) + P3(∇η)) .
Thus, we obtain (3.11) by using (3.5) and the smallness condition.
Finally, noting that
J−1t = −J−2Jt, J−1tt = 2J−3J2t − J−2Jtt, J−1ttt = −6J−4J3t + 6J−3JtJtt − J−2∂3t J,
‖J−1ψ‖l . ‖(J−1 − 1)ψ‖l + ‖ψ‖l . ‖ψ‖l for 0 ≤ l ≤ 6,
we make use of (3.9) and (3.5) to get (3.12) immediately. This completes the proof. 
Lemma 3.2. It holds that
‖A‖L∞ . 1, (3.14)
‖∂itA‖j .
i−1∑
k=0
‖∂kt u‖j+1, (3.15)
‖A˜‖l . ‖η‖l+1, (3.16)
where A˜ := (A− I), 0 ≤ l ≤ 6, 1 ≤ i ≤ 3 and 0 ≤ j ≤ 7− 2i.
Proof. Recalling the definition of A, we see that A = (A∗kl)3×3J−1, where A∗kl is the algebraic
complement minor of (k, l)-th entry in the matrix ∇η+I and the polynomial of degree 1 or 2 with
respect to ∂mηn for 1 ≤ m, n ≤ 3. Thus, employing (3.10), (3.3) and the smallness condition, we
obtain (3.14).
Using (3.11), (3.5), (2.22)1 and the smallness condition, we have
‖∂itA∗kl‖j .
i−1∑
m=0
‖∂mt u‖j+1, ‖A∗kl∂itJ−1‖j . (1 + ‖η‖6)‖∂itJ−1‖j . ‖∂itJ−1‖j,
‖∂itA∗klJ−1‖j . ‖∂itA∗kl(J−1 − 1)‖j + ‖∂itA∗kl‖j . ‖∂itA∗kl‖j, 1 ≤ i ≤ 3, 0 ≤ j ≤ 7− 2i.
Thus we can further make use of the above three estimates, (3.12) and (3.5) to deduce that
‖∂itA‖j =
∥∥∥∥∥
i∑
m=0
Cmi (∂
i−m
t A
∗
kl)3×3∂
m
t J
−1
∥∥∥∥∥
j
.
i−1∑
k=0
‖∂kt u‖j+1,
which yields (3.15).
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We proceed to evaluating A˜. Since δ is assumed to be so small that the following power series
holds.
AT = I −∇η + (∇η)2
∞∑
i=0
(−∇η)i = I −∇η + (∇η)2AT ,
whence,
A˜T = (∇η)2AT −∇η = (∇η)2A˜T + (∇η)2 −∇η. (3.17)
Hence, we can use (3.5) to deduce (3.16) from (3.17) for sufficiently small δ. The proof is complete.

Lemma 3.3. It holds that
‖N‖j . ‖η‖j−1‖η‖7 for j = 3 and 5, (3.18)
‖Nt‖2 . ‖η‖4‖u‖4, (3.19)
‖Ntt‖0 . ‖η‖4(‖u‖2 + ‖ut‖2) + ‖u‖23, (3.20)
‖Nt‖3 + ‖Ntt‖1 + ‖∂3tN‖0 .
√
ELDH . (3.21)
Proof. Since N is a linear combination of Ni for i = 1, . . ., 4, it suffices to verify the above
estimates with Ni in places of N . By a straightforward calculation, we find that
∇A −∇ = ∇A˜,
B − M¯ = m((J−1 − 1)∂1η + ∂1η + (J−1 − 1)e1),
|M˜ |2 − M¯2 = 2
∫ η3
0
(mm′)(s+ y3)ds,
|M˜ |2 − M¯2 − 2mm′η3 = 2
∫ η3
0
∫ s
0
(mm′)′(τ + y3)dτds,
J−1 − 1 + divη = J−1 ((J − 1)divη − P2(∇η)− P3(∇η)) ,
P (ρ˜)− P¯ =
∫ η3
0
d
dy3
P (ρ¯(s+ y3))ds,
P (ρ˜)− P¯ − P¯ ′η3 =
∫ η3
0
∫ s
0
d2
dy23
P (ρ¯(τ + y3))dτds,∫ ρ¯J−1
ρ¯
(ρ¯J−1 − z)P ′′(z)dz =
∫ ρ¯(J−1−1)
0
(ρ¯(J−1 − 1)− z)P ′′(z + ρ¯)dz,
ρ˜− ρ¯′η3 − ρ¯J−1 − ρ¯divη
=
∫ η3
0
∫ s
0
ρ¯′′(τ + y3)dτds + ρ¯(J
−1 − 1)divη + ρ¯J−1 (P2(∇η) + P3(∇η)) .
Putting the above relations into the expressions of N1–N4, we use Lemmas 3.1–3.2, (3.4)–(3.5)
and (2.2)–(2.4) to see that (3.18)–(3.21) hold with Ni in place of N for i = 1, . . ., 4. This
completes the proof. 
Finally, we derive an important estimate from the stability condition.
Lemma 3.4. If Ξ < 0, then
‖(w, ∂1w, divvwv, divw)‖20 . −E(w),
where E(w) is defined by (1.15).
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Proof. Since Ξ < 0, one has −Ξλ‖(∂1wv, divvwv)‖20 ≤ −E(w), which, together with (3.6),
yields
‖(wv, ∂1wv, divvwv)‖20 . −E(w). (3.22)
On the other hand, by virtue of (1.3),
‖divw‖20 .
∫ (
P ′(ρ¯)ρ¯|divw|2 + λm2(|∂1wv|2 + |divvwv|2)
)
dx
=
∫
gρ¯′w23dx+
∫
2gρ¯divww3dx−E(w),
which, combined with (2.2), (2.3) and the relation
divw = ∂1w1 + divvwv, (3.23)
results in
c1‖(∂1w1, divw)‖20 ≤ c2‖(w3, divvwv)‖20 − E(w), (3.24)
where the positive constants c1 and c2 depend on Ω and the physical parameters. Therefore, the
desired conclusion follows from (3.24), (3.22) and (3.6) immediately. 
3.2. Temporal derivative estimates
In this subsection we establish the estimates of temporal derivatives. To this end, we apply
∂jt to (2.22) to get

∂j+1t η = ∂
j
tu,
ρ¯J−1∂j+1t u− µ1∆A∂jtu− µ2∇AdivA∂jtu−∇(P ′(ρ¯)div(ρ¯∂jt η))
= gdiv(ρ¯∂jt η)e3 + ∂
j
tLM + ∂jtN +N t,ju ,
(3.25)
where
N t,ju :=
∑
0≤k<j, 0≤l≤j
(µ1C
k+l
j C
k
k+l∂
j−k−l
t Ail∂l(∂ltAik∂kt ∂ku)
+ µ2C
k+l
j C
k
k+l(∂
j−k−l
t Ail∂l(∂ltAsk∂kt ∂kus))3×1)−
j−1∑
k=0
ρ¯∂j−kt J
−1∂k+1t u.
Moreover, making use of (3.16), (3.15), (3.12), (3.5), and interpolation inequality, we easily infer
the following estimates on N t,ju :
‖N t,1u ‖2 . ‖u‖3(‖u‖4 + ‖ut‖2), (3.26)
‖N t,2u ‖0 . ‖u‖23 + (‖u‖3 + ‖ut‖1)‖ut‖2 + ‖u‖3‖utt‖0, (3.27)
‖N t,3u ‖0 .
√
ELDH + ‖ut‖23 .
√
ELDH . (3.28)
Then we can further deduce the following estimate.
Lemma 3.5. It holds that
d
dt
‖(
√
µ1J∇Aut,
√
µ2JdivAut)‖20 + c‖utt‖20 . ‖u‖22 +
√
EHDL.
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Proof. Multiplying (3.25)2 with j = 1 by Jutt, integrating (by parts) the resulting equality
over Ω and using (2.7), we obtain
1
2
d
dt
∫
J(µ1|∇Aut|2 + µ2|divAut|2)dy +
∫
ρ¯|utt|2dy
=
∫
J(∇(P ′(ρ¯)div(ρ¯u)) + gdiv(ρ¯u)e3 + ∂tLM) · uttdy +
∫
JNt · uttdy
+
∫
JN t,1u · uttdy + µ1
∫
J∇Aut : ∇Atutdy +
µ1
2
∫
Jt|∇Aut|2dy
+ µ2
∫
JdivAut : divAtutdy +
µ2
2
∫
Jt|divAut|2dy =:
7∑
k=1
ILk . (3.29)
On the other hand, making use of (3.26), (3.19), (3.15), (3.14), (3.9) and (3.7), the seven integral
terms IL1 –I
L
7 can be bounded as follows.
IL1 . ‖u‖2‖utt‖0, IL2 . ‖Nt‖0‖utt‖0 .
√
EHDL, IL3 . ‖N t,1u ‖0‖utt‖0 .
√
EHDL,
IL4 . ‖∇Aut‖0‖∇Atut‖0 .
√
EHDL, IL5 . ‖Jt‖2‖∇Aut‖20 .
√
EHDL,
IL6 . ‖divAut‖0‖divAtut‖0 .
√
EHDL, IL7 . ‖Jt‖2‖divAut‖20 .
√
EHDL.
Thus, plugging the above seven estimates into (3.29) and applying Cauchy-Schwarz’s inequality,
one obtains Lemma 3.5 immediately. 
3.3. yv-derivative estimates
In this subsection we establish the yv-derivative estimates. To this end, we rewrite (2.22) as
the following non-homogeneous linear form:{
ηt = u,
ρ¯J−1ut − µ1∆u− µ2∇divu−∇(P ′(ρ¯)div(ρ¯η)) = gdiv(ρ¯η)e3 + LM +N +Nu,
(3.30)
where
Nu := µ1 (divA˜∇A˜u+ div∇A˜u+ divA˜∇u) + µ2 (∇A˜divA˜u+∇divA˜u+∇A˜divu) .
Moreover, we employ (3.16), (3.15), (3.5), and the interpolation inequality to control the term
Nu as follows.
‖Nu‖3 . ‖η‖3‖u‖5 + ‖η‖5‖u‖3, (3.31)
‖Nu‖4 . ‖η‖3‖u‖6 + ‖η‖6‖u‖3, (3.32)
‖Nu‖5 .
√
EL‖(η, u)‖7 + ‖η‖6‖u‖4 .
√
EL‖(η, u)‖7, (3.33)
‖∂tNu‖0 .
√
EHDL, ‖∂jtNu‖4−2j .
√
ELEH , (3.34)
‖∂jtNu‖5−2j .
√
ELDH + ‖u‖24 + ‖η‖5‖ut‖3 .
√
ELDH , j = 1, 2. (3.35)
Thus, we have the following bounds on η.
Lemma 3.6. It holds that
d
dt
(∫
ρ¯J−1∂jvη · ∂jvudy +
1
2
‖∂jv(
√
µ1∇η,√µ2divη)‖20
)
+ c‖∂jv(∂1η, divη)‖20
. sign(j)(‖(∂1η, divη, ut)‖2j−1,0) + ‖∂jvu‖20 +
√
EHDL, j = 0, · · · , 3,
where sign(j) = 1 when j 6= 0 and = 0 when j = 0.
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Proof. Here we only prove the case j = 3 and the rest three cases can be shown in the same
manner. Applying ∂3v to (3.30)2, multiplying the resulting equality by ∂
3
vη, and then using (3.30)1,
we find that
ρ¯J−1∂t(∂
3
vη · ∂3vu)− (µ1∆∂3vηt + µ2∇div∂3vηt + ∂3v∇(P ′(ρ¯)div(ρ¯η)) · ∂3vη
= ∂3v(gdiv(ρ¯η)e3 + LM +N +Nu) · ∂3vη + ρ¯J−1|∂3vu|2 −
2∑
k=0
(∂3−kv (ρ¯J
−1)∂kvut) · ∂3vη.
Integrating (by parts) the above identity over Ω, we have
d
dt
(∫
ρ¯J−1∂3vη · ∂3vudy +
µ1
2
∫
|∇∂3vη|2dy +
µ2
2
∫
Ω
|div∂3vη|2dy
)
=
∫
∂3v(gdiv(ρ¯η))∂
3
vη3dy −
∫
∂3v(P
′(ρ¯)div(ρ¯η))div∂3vηdy +
∫
∂3vLM · ∂3vηdy
+
∫
∂3vN · ∂3vηdy +
∫
∂3vNu · ∂3vηdy −
2∑
k=0
∫
(∂3v(ρ¯J
−1ut)− ρ¯J−1∂3vut) · ∂3vηdy
+
∫
ρ¯J−1t ∂
3
vη · ∂3vudy +
∫
ρ¯J−1|∂3vu|2dy ≤
7∑
k=1
JLk + c‖∂3vu‖20,
(3.36)
where the first seven integrals on the right hand of (3.36) are denoted by JL1 –J
L
7 , respectively.
In view of (2.2) and (2.3), we see that JL1 can be bounded as follows.
JL1 =
∫
gρ¯′|∂3vη3|2dy +
∫
gρ¯∂3vη3div∂
3
vηdy
+
2∑
k=0
∫
∂3vη3
(
(∂3v(gρ¯
′η3)− gρ¯′∂3vη3) + (∂3v(gρ¯divη)− gρ¯div∂3vη)
)
dy
≤
∫
gρ¯′|∂3vη3|2dy +
∫
gρ¯∂3vη3div∂
3
vηdy + c‖∂3vη3‖0‖(η, divη)‖2,0,
(3.37)
JL2 =−
∫
P ′(ρ¯)ρ¯|div∂3vη|2dy −
∫
P¯ ′∂3vη3div∂
3
vηdy
−
2∑
k=0
∫ (
∂3v(P
′(ρ¯)ρ¯divη)− P ′(ρ¯)ρ¯div∂3vη + ∂3v(P¯ ′η3)− P¯ ′∂3vη3
)
div∂3vηdy
≤−
∫
P ′(ρ¯)ρ¯|div∂3vη|2dy −
∫
P¯ ′∂3vη3div∂
3
vηdy + c‖div∂3vη‖0‖(η, divη)‖2,0
(3.38)
and
JL3 =λ
∫
(m2∂21∂
3
vη −m2∂1div∂3vηe1 +∇(mm′∂3vη3 +m2divv∂3vηv) · ∂3vηdy
− λ
2∑
k=0
∫
(∂3v(m
2(∂1η − divηe1))−m2∂3v(∂1η − divηe1)) · ∂1∂3vη
+ (∂3v(mm
′η3)−mm′∂3vη3 + ∂3v(m2divvηv)−m2divv∂3vηv)div∂3vη)dy
≤− λ
∫
m2(|∂1∂3vηv|2 + |divv∂3vηv|2)dy − λ
∫
mm′∂3vη3div∂
3
vηdy
+ c‖∂3v(∂1η, divη)‖0‖(η, ∂1η, divη)‖2,0.
(3.39)
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Inserting the above three estimates into (3.36), we deduce by (3.6) and (1.5) that
d
dt
(∫
ρ¯J−1∂3vη · ∂3vudy +
1
2
‖∂3v(
√
µ1∇η,√µ2divη)‖20
)
− E(∂3vη)
≤ c (‖∂3vu‖20 + ‖∂3v(∂1η, divη)‖0‖(∂1η, divη)‖2,0)+ 7∑
k=4
JLk .
(3.40)
On the other hand, by (3.31), (3.18), (3.12), (3.11) and (3.3), we have
JL4 . ‖∂3vN‖0‖∂3vη‖0 .
√
EHDL, (3.41)
JL5 . ‖∂3vNu‖0‖∂3vη‖0 .
√
EHDL, (3.42)
JL6 . (‖J−1 − 1‖5 + 1)‖ut‖2,0‖∂3vη‖0 . ‖ut‖2,0‖∂3vη‖0, (3.43)
JL7 . ‖J−1t ‖2‖∂3vη‖0‖∂3vu‖0 .
√
EHDL. (3.44)
Consequently, putting the above four estimates into (3.40), and using Lemma 3.4, (3.6) and
Cauchy-Schwarz’s inequality, we deduce the desired conclusion for the case j = 3. 
Similarly, we can also establish the yv-derivative estimates on u.
Lemma 3.7. It holds that
d
dt
(
‖
√
ρ¯J−1∂jvu‖20 − E(∂jvη)
)
+ c‖∇∂jvu‖20 . sign(j)‖(∂1η, divη, ut)‖2j−1,0 +
√
EHDL
for j = 0, 1, 2, 3.
Proof. We only show the case j = 3 and the rest cases can be proved in the same manner. We
apply ∂3v to (3.30)2 and multiply the resulting equation by ∂
3
vu to get
ρ¯J−1∂3vut · ∂3vu− (µ1∆∂3vu+ µ2∇div∂3vu+ ∂3v∇(P ′(ρ¯)div(ρ¯η)) · ∂3vu
= ∂3v(gdiv(ρ¯η)e3 + LM +N +Nu) · ∂3vu−
2∑
k=0
∂3−kv (ρ¯J
−1)∂kvut · ∂3vu.
Integrating (by parts) the above identity over Ω, one has
1
2
d
dt
∫
ρ¯J−1|∂3vu|2dy + µ1
∫
|∇∂3vu|2dy + µ2
∫
|div∂3vu|2dy
=
∫
∂3v(gdiv(ρ¯η))∂
3
vu3dy −
∫
∂3v(P
′(ρ¯)div(ρ¯η))div∂3vudy +
∫
∂3vLM · ∂3vudy
+
∫
∂3vN · ∂3vudy +
∫
∂3vNu · ∂3vudy +
1
2
∫
ρ¯J−1t |∂3vu|2dy
−
2∑
k=0
∫
∂3−kv (ρ¯J
−1)∂kvut · ∂3vudy =:
7∑
k=1
KLk . (3.45)
Similarly to (3.37)–(3.39), the three integrals KL1 –K
L
3 can be controlled as follows.
KL1 ≤
1
2
d
dt
(∫
gρ¯′|∂3vη3|2dy + 2
∫
gρ¯∂3vη3div∂
3
vηdy
)
−
∫
gρ¯∂3vη3div∂
3
vudy
+ c‖∂3vu3‖0‖(η, divη)‖2,0,
(3.46)
KL2 ≤−
1
2
d
dt
∫
P ′(ρ¯)ρ¯|div∂3vη|2dy −
∫
P¯ ′∂3vη3div∂
3
vudy
+ c‖div∂3vu‖0‖(η, divη)‖2,0
(3.47)
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and
KL3 ≤− λ
∫ (
(m2∂1∂
3
vη −m2div∂3vηe1) · ∂1∂3vu
+ (m2div∂3vη +mm
′∂3vη3 −m2∂1∂3vη1)div∂3vu
)
dy
+ c‖∂3v(∂1u, divu)‖0‖(η, ∂1η, divη)‖2,0
≤− λ
2
d
dt
∫
m2(|∂1∂3vηv|2 + |divv∂3vηv|2)dy − λ
∫
mm′∂3vη3div∂
3
vudy
+ c‖∂3v(∂1u, divu)‖0‖(η, ∂1η, divη)‖2,0.
(3.48)
Substituting the above three estimates into (3.45), using (3.6) and (1.5), we conclude that
1
2
d
dt
(
‖
√
ρ¯J−1∂3vu‖20 − E(∂3vη)
)
+ ‖∂3v(
√
µ1∇u,√µ2divu)‖20 ≤ c‖(∂1η, divη)‖22,0+
7∑
k=4
KLk . (3.49)
On the other hand, similarly to (3.41)–(3.44), one obtains
7∑
k=4
KLk . ‖ut‖2,0‖∂3vu‖0 +
√
EHDL.
Consequently, inserting the above inequality into (3.49), and using (3.6) and Cauchy-Schwarz’s
inequality, we obtain Lemma 3.7. 
3.4. y-derivative estimates
In this subsection we derive the y-derivative estimates of η and u. Similarly to the incom-
pressible magnetic RT problem see [28, Lemma 2.4]), we focus on the term ∂21η and extract the
following equations from the second and third components of (3.30)2:
− µ1∂21∂tηv − λm2∂21ηv = µ1∆vuv + µ2∇vdivu
+∇v(P ′(ρ¯)div(ρ¯η) + λmm′η3 + λm2divvηv) + gdiv(ρ¯η)(0, 1)T − ρ¯J−1∂tuv +Nv +Nu,v.
(3.50)
Meanwhile, the first component of (3.30)2 can be written as
− µ∂1divηt − P ′(ρ¯)ρ¯∂1divη
= µ1∆vu1 + ∂1(P¯
′η3 + λmm
′η3 − µ1divvuv)− ρ¯J−1∂tu1 +N1 +Nu,1,
(3.51)
where µ := µ1 + µ2, N := (N1, Nv) and Nu := (Nu,1, Nu,v).
Noting that the order of ∂1 in the linear part on the right hand side of (3.50) is lower than
that on the left hand side, this feature provides a possibility that the y1-derivative estimates of ηv
can be converted to the yv-derivative estimates of η. Similarly, (3.51) also provides a possibility
that the y1-derivative estimates of η1 can be converted to the the yv-derivative estimates of η
by the relation divη = ∂1η1 + divvηv. Based on these basic observations, we can establish the
following y-derivative estimates on η.
Lemma 3.8. We have
d
dt
H2(η) + ‖(∂1η, divη)‖23 + ‖u‖24 . ‖(∂1η, divη,∇u)‖23,0 + ‖ut‖22 + EHDL,
where the energy functional H2(η) satisfies
‖∂21η‖22 − h2‖∂1ηv‖23,0 . H2(η) (3.52)
for some positive constant h2, depending on Ω and other physical parameters.
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Proof. Applying ‖ · ‖2j,i−j to (3.51), using (3.8), (3.5) and Cauchy–Schwarz’s inequality, we
deduce that for 0 ≤ i ≤ 5,
d
dt
‖
√
µP ′(ρ¯)ρ¯ ⋄ ∂1divη‖2j,i−j + (‖(P ′(ρ¯)ρ¯) ⋄ ∂1divη‖2j,i−j + ‖µ∂1divu‖2j,i−j)
.
∥∥µ1∆vu1 + ∂1(P¯ ′η3 + λmm′η3 − µ1divvuv)− ρ¯J−1∂tu1 +N1 +Nu,1∥∥2j,i−j + ‖∂1η‖2j,i−j
. ‖∂1η‖2j,i−j + ‖u‖2j+1,i−j+1 + ‖(ut,N , Nu)‖2i ,
which, together with (3.23) and (1.3), gives
d
dt
‖
√
µP ′(ρ¯)ρ¯ ⋄ ∂1divη‖2j,i−j + c(‖∂21(η1, u1)‖2j,i−j + ‖∂1(divη, divu)‖2j,i−j)
. ‖∂1η‖2j+1,i−j + ‖u‖2j+1,i−j+1 + ‖(ut,N , Nu)‖2i .
(3.53)
Similarly, one easily deduces from (3.50) that
d
dt
‖
√
µ1λm∂
2
1ηv‖2j,i−j + c‖∂21(ηv, uv)‖2j,i−j
. ‖µ1∆vuv + µ2∇vdivu+∇v(P ′(ρ¯)div(ρ¯η) + λmm′η3 + λm2divvηv)
+ gdiv(ρ¯η)(0, 1)T − ρ¯J−1∂tuv +Nv +Nu,v‖2j,i−j
. ‖(η, divvηv, divη)‖2j+1,i−j + ‖u‖2j+1,i−j+1 + ‖(ut,N , Nu)‖2i .
(3.54)
Thus, using (3.23) and (3.6), we infer from (3.53) and (3.54) that
d
dt
(‖
√
µ1λm∂
2
1ηv‖2j,i−j + ‖
√
µP ′(ρ¯)ρ¯ ⋄ ∂1divη)‖2j,i−j)
+ c(‖(∂1η, divη)‖2j,i−j+1 + ‖u‖2j,i−j+2) . ‖(∂1η, divη,∇u)‖2j+1,i−j + ‖(ut,N , Nu)‖2i .
(3.55)
Adding up (3.55) from 0 to j, one gets
d
dt
(‖
√
µ1λm∂
2
1ηv‖2j,i−j + ‖
√
µP ′(ρ¯)ρ¯ ⋄ ∂1divη‖2j,i−j)
+ c(‖(∂1η, divη)‖2j,i−j+1 + ‖u‖2j,i−j+2) . ‖(∂1η, divη,∇u)‖2j+1,i−j + ‖(ut,N , Nu)‖2i .
(3.56)
In addition, we can use the relation (3.23) and the estimate
‖∂1ηv‖2j+1,i−j . ‖∂21ηv‖2j+1,i−j−1 + ‖∂1ηv‖2i+1,0 for 0 ≤ j < i,
to find that
‖
√
µ1λm∂
2
1ηv‖2i,0 + ‖
√
µP ′(ρ¯)ρ¯ ⋄ ∂1divη‖2i,0
& ‖(∂21ηv, ∂1divη)‖2i,0 & ‖∂21η‖2i,0 − h˜i,i‖∂1ηv‖2i+1,0
(3.57)
and
‖
√
µ1λm∂
2
1ηv‖2j,i−j + ‖
√
µP ′(ρ¯)ρ¯ ⋄ ∂1divη)‖2j,i−j & ‖(∂21ηv, ∂1divη‖2j,i−j
& ‖∂21η‖2j,i−j − h˜i,j
(
‖∂21η‖2j+1,i−j−1 + ‖∂1ηv‖2i+1,0
)
, 0 ≤ j < i
(3.58)
for some positive constants h˜i,j. Thus, we can further deduce from (3.56)–(3.58) that
d
dt
Hi(η) + ‖(∂1η, divη)‖2i+1 + ‖u‖2i+2 . ‖(∂1η, divη,∇u)‖2i+1,0 + ‖(ut,N , Nu)‖2i , (3.59)
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where Hi(η) :=
∑i
j=0 hi,j(‖
√
µ1λm∂
2
1ηv‖2j,i−j + ‖
√
µP ′(ρ¯)ρ¯ ⋄ ∂1divη‖2j,i−j) satisfies
‖∂21η‖2i − hi‖∂1ηv‖2i+1,0 . Hi(η)
for some positive constants hi,j and hi.
If we take i = 2 in (3.59), we get
d
dt
H2(η) + ‖(∂1η, divη)‖23 + ‖u‖24 . ‖(∂1η, divη,∇u)‖23,0 + ‖ut‖22 + ‖N‖22 + ‖Nu‖22. (3.60)
On the other hand, by virtue of (3.31) and (3.18),
‖N‖22 + ‖Nu‖22 . EHDL,
which combined with (3.60) gives the lemma. 
Now, we turn to the derivation of y-derivative estimates of u. If we apply ∂jt to (3.30)2, we
obtain {
−µ1∆∂jtu− µ2∇div∂jtu = fj ,
∂jt u|∂Ω = 0,
where
fj :=∂
j
t (∇(P ′(ρ¯)div(ρ¯η)) + gdiv(ρ¯η)e3 + LM +N +Nu)
− ρ¯J−1∂j+1t u− ρ¯
j−1∑
k=0
Ckj ∂
j−k
t J
−1∂k+1t u.
Hence, one can apply the classical elliptic regularity theory to the above Lame´ system [7, 31] to
get
‖∂jtu‖2i−2j+2 .‖fj‖i−2j
.‖∂jt (∇(P ′(ρ¯)div(ρ¯η)) + gdiv(ρ¯η)e3 + LM)− ρ¯J−1∂j+1t u‖2i−2j + Sj,i,
(3.61)
where S0,i := ‖(N , Nu)‖2i and
Sj,i := ‖∂jt (N , Nu)‖2i−2j +
∥∥∥ρ¯ j−1∑
k=0
∂j−kt J
−1∂k+1t u
∥∥∥2
i−2j
for j ≥ 1.
Lemma 3.9. We have
‖u‖23 . ‖η‖23 + ‖ut‖21 + EHEL, (3.62)
‖ut‖22 . ‖u‖22 + ‖utt‖20 + EHDL. (3.63)
Proof. In view of (3.61) with (i, j) = (1, 0), one has
‖u‖23 . ‖η‖23 + ‖ut‖21 + S0,1.
On the other hand, it follows from (3.31) and (3.18) that
S0,1 = ‖(N , Nu)‖21 . EHEL.
Therefore, we obtain (3.62) from the above two estimates.
To show (3.63), we take (i, j) = (2, 1) in (3.61) to find that
‖ut‖22 . ‖u‖22 + ‖utt‖20 + S1,2.
Utilizing (3.34), (3.19), (3.12) and (3.5), we have
S1,2 = ‖∂t(N , Nu)‖20 +
∥∥ρ¯J−1t ut∥∥20 . EHDL.
The above two estimates give then (3.63). The proof is complete. 
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3.5. Lower-order energy inequality
Now we are ready to build the lower-order energy inequality. In what follows the letters cLi ,
i = 1, . . . , 9, will denote generic positive constants which may depend on Ω and the physical
parameters in the perturbation equations.
Proposition 3.1. Under the assumption (3.1), if δ is sufficiently small, then there is an energy
functional E˜L that is equivalent to EL, such that
d
dt
E˜L +DL ≤ 0 on (0, T ].
Proof. Noting that (3.4) still holds in the two-dimensional case, we have
‖(∂1η, divη)‖22,0 ≤ ǫ‖(∂1η, divη)‖23,0 + Cǫ‖(∂1η, divη)‖20.
Making use of the above interpolation inequality, Lemmas 3.6–3.7 and (3.6), we see that there is
a constant κL0,1 ≥ 1, such that
d
dt
E˜L1 + cL1 ‖(∂1η, divη,∇u)‖23,0 ≤ cL2 (‖(∂1η, divη)‖20 + ‖ut‖22 +
√
EHDL) (3.64)
holds for any κL1 ≥ κL0,1, where
E˜L1 :=
∑
α1+α2≤3
(∫
ρ¯J−1∂α12 ∂
α2
3 η · ∂α12 ∂α23 udy − κL1E(∂α12 ∂α23 η) + κL1 ‖
√
ρ¯J−1∂α12 ∂
α2
3 u‖20
)
+
1
2
‖(√µ1∇η,√µ2divη)‖23,0,
and κL0,1 depends on Ω and the physical parameters.
Putting the estimate (3.64) and Lemma 3.8 together, we arrive at
d
dt
(H2(η)) + cL3 E˜L1 ) + ‖(∂1η, divη)‖23 + ‖u‖24 ≤ cL4 (‖(∂1η, divη)‖20 + ‖ut‖22 +
√
EHDL),
which, together with (3.63), Lemma 3.5 and the interpolation inequality, yields
d
dt
(H2(η) + cL3 E˜L1 + cL5 ‖(
√
µ1∇Aut,√µ2divAut)‖20) + cL6 (‖(∂1η, divη)‖23 + ‖u‖24 + ‖utt‖20)
≤ cL7 (‖(∂1η, divη, u)‖20 +
√
EHDL).
(3.65)
So, for a given κL1 , we can further deduce from (3.65) and Lemmas 3.6–3.7 with j = 0 that there
is a constant κL0,2 > 1, such that
d
dt
E˜L2 + cL7 D˜L ≤ cL8
√
EHDL for any κL2 > κL0,2, (3.66)
where
E˜L2 :=H2(η) + cL3 E˜L1 + cL5 ‖(
√
µ1J∇Aut,
√
µ2JdivAut)‖20.+ (κL2 )2(‖
√
ρ¯J−1u‖20 − E(η))
+ κL2
(∫
ρ¯J−1η · udy + 1
2
‖(√µ1∇η,√µ2divη)‖20
)
,
D˜L := ‖(∂1η, divη)‖23 + ‖u‖24 + ‖utt‖20,
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and κL0,2 depends on κ
L
1 , Ω and the physical parameters.
Obviously, to prove the proposition, it suffices to show
E˜L2 is equivalent to EL for some κL1 and κL2 (3.67)
and
DL ≤ cL9 D˜L. (3.68)
We next verify these two facts.
Thanks to (3.16), (3.11), (3.7) and (3.6), it is easy to see that for sufficiently small δ,
‖f‖21 . ‖
√
J∇Af‖20 + ‖
√
JdivAf‖20 . ‖f‖21, (3.69)
‖f‖20 . ‖
√
ρ¯J−1f‖20 . ‖f‖20.
Moreover, ‖η‖4 is equivalent to the norm ‖η‖4,0+‖∂1η‖3,0+‖∂21η‖2. Thus, making use of Cauchy-
Schwarz’s inequality, (3.52), Lemma 3.4, and (3.6), we conclude
‖η‖24 + ‖ut‖21 . E˜L2 (3.70)
by choosing sufficiently large constants κL1 and κ
L
2 . Combining (3.70) with (3.62), one arrives at
EL . E˜L2 + EHEL.
In particular, EL . E˜L2 for sufficiently small δ. On the other hand, by Cauchy-Schwarz’s inequality
we observe that E˜L2 . EL. This gives (3.67).
Finally, from (3.63) we get DL . D˜L + EHDL, which implies (3.68) for sufficiently small δ.
With (3.67) and (3.68) in hands, we immediately obtain the desired conclusion from (3.66) by
defining E˜L := 2cL9 E˜L2 /cL7 and choosing δ ≤ cL7 /2cL8 cL9 . 
4. Higher-order energy inequalities
In this section we derive the higher-order energy inequalities for the transformed Parker
problem. We shall first establish the higher-order versions of Lemmas 3.5–3.9 in sequence.
Lemma 4.1. It holds that
d
dt
(‖√ρ¯∂3t u‖20 − E(utt))+ c‖∂3t u‖21 . √ELDH .
Proof. Multiplying (3.25)2 with j = 3 by J∂
3
t u, integrating then (by parts) the resulting
equations over Ω, and using (2.22)1 and (2.7), we get
1
2
d
dt
∫
ρ¯|∂3t u|2dy +
∫
J(µ1|∇A∂3t u|2 + µ2|divA∂3t u|2)dy
=
∫ (
gdiv(ρ¯utt)∂
3
t u3 − P ′(ρ¯)div(ρ¯utt)div∂3t u
)
dy +
∫
∂3tLM · ∂3t udy
+
∫
J∂3tN · ∂3t udy +
∫
JN t,3u · ∂3t udy
+
∫
(J − 1)(gdiv(ρ¯utt)e3 +∇(P ′(ρ¯)div(ρ¯utt)) + ∂3tLM) · ∂3t udy =:
5∑
k=1
IHk ,
(4.1)
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where the first two integrals on the right hand side can be written as
IH1 =
1
2
d
dt
(∫
gρ¯′|∂2t u3|2dy + 2
∫
gρ¯∂2t u3divuttdy −
∫
P ′(ρ¯)ρ¯|divutt|2dy
)
−
∫ (
P¯ ′ + gρ¯
)
∂2t u3div∂
3
t udy
and
IH2 = −
λ
2
d
dt
∫
m2(|∂1∂2t uv|2 + |divv∂2t uv|2)dy − λ
∫
mm′∂2t u3div∂
3
t udy.
Substituting the above two identities into (4.1) and using (1.5), we arrive at
1
2
d
dt
(‖√ρ¯∂3t u‖20 −E(utt))+ ‖(√µ1J∇A∂3t u,√µ2JdivA∂3t u)‖20 = 5∑
k=3
IHk , (4.2)
where the terms on the right hand side can be bounded as follows, using (3.28), (3.21), (3.11)
and (3.7).
IH3 . ‖∂3tN‖0‖∂3t u‖0 .
√
ELDH ,
IH4 . ‖N t,3u ‖0‖∂3t u‖0 .
√
ELDH ,
IH5 . ‖J − 1‖2‖utt‖2‖∂3t u‖0 .
√
ELDH .
Consequently, inserting the above three inequalities into (4.2) and using (3.69), we obtain the
lemma. 
Lemma 4.2. It holds that
d
dt
(∫
ρ¯J−1∂jvη · ∂jvudy +
1
2
‖∂jv(
√
µ1∇η,√µ2divη)‖20
)
+ c‖∂jv(∂1η, divη)‖20
. ‖(∂1η, divη)‖2j−1,0 + ‖∂jvu‖20 + ‖ut‖2j−1 +
√
EL(‖η‖27 +DH), j = 4, . . . , 6.
Proof. We only prove the case j = 6, while the rest cases can be shown in the same way.
Following the process of deriving (3.40), we obtain
d
dt
(∫
ρ¯J−1∂6vη · ∂6vudy +
1
2
‖∂6v(
√
µ1∇η,√µ2divη)‖20
)
− E(∂6vη)
. c
(‖∂6vu‖20 + ‖∂6v(∂1η, divη)‖0‖(∂1η, divη)‖5,0)+ 4∑
k=1
JHk ,
(4.3)
where
4∑
k=1
JHk :=
∫
∂6vN · ∂6vηdy +
∫
∂6vNu · ∂6vηdy
−
5∑
k=0
∫
(∂6v(ρ¯J
−1ut)− ρ¯J−1∂6vut) · ∂6vηdy +
∫
ρ¯J−1t ∂
6
vη · ∂6vudy,
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and JH1 , · · · , JH4 can be estimated as follows, using (3.33), (3.18), and (3.12), (3.11) and the
smallness condition.
JH1 . ‖∂5vN‖0‖∂6vη‖1 .
√
EL‖η‖27, (4.4)
JH2 . ‖∂5vNu‖0‖∂6vη‖1 .
√
EL‖(η, u)‖27, (4.5)
JH3 . (‖J−1 − 1‖6 + 1)‖ut‖5‖∂6vη‖0 . ‖ut‖5‖∂6vη‖0, (4.6)
JH4 . ‖J−1t ‖2‖∂6vu‖0‖∂6vη‖0 .
√
ELDH. (4.7)
Consequently, if we insert the above four inequalities into (4.3) and use (3.6), we obtain Lemma
4.2. 
Lemma 4.3. It holds that
d
dt
(
‖
√
ρ¯J−1∂jvu‖20 − E(∂jvη)
)
+ c‖∂jv(∇u, divu)‖20
. ‖(∂1η, divη)‖2j−1,0 + ‖ut‖2j−1 +
√
EL(‖η‖27 +DH), j = 4, . . . , 6.
Proof. We only prove the case j = 6, since the rest cases are similar to deal with. Following
the derivation of (3.49), one deduces that
1
2
d
dt
(
‖
√
ρ¯J−1∂6vu‖20 −E(∂6vη)
)
+ ‖∂6v(
√
µ1∇u,√µ2divu)‖20 ≤ c‖(∂1η, divη)‖25,0 +
4∑
k=1
KHk , (4.8)
where
4∑
k=1
KHk :=
∫
∂6vN · ∂6vudy +
∫
∂6vNu · ∂6vudy
+
1
2
∫
ρ¯J−1t |∂6vu|2dy −
5∑
k=0
∫
∂6−kv (ρ¯J
−1)∂kvut · ∂6vudy.
On the other hand, similarly to (4.4)–(4.7), we have
4∑
k=1
KHk . ‖ut‖5‖∂6vu‖0 +
√
EL(‖η‖27 +DH).
Inserting the above estimate into (4.8), we can use (3.6) and Cauchy-Schwarz’s inequality to
obtain the desired estimate. 
Lemma 4.4. It holds that
d
dt
H5(η) + ‖(∂1η, divη)‖26 + ‖u‖27 . ‖(∂1η, divη,∇u)‖26,0 + ‖ut‖25 + EL(‖η‖27 +DH),
where the energy functional H5(η) satisfies ‖∂21η‖25 − h5‖∂1ηv‖26,0 . H5(η) and h5 is a positive
constant depending on Ω and the physical parameters in the perturbation equations.
Proof. The lemma easily follows from (3.33), (3.18) and (3.59). 
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Lemma 4.5. We have
2∑
j=0
‖∂jtu‖26−2j . ‖η‖26 + ‖(u, ut, ∂3t u)‖20 + ELEH , (4.9)
2∑
j=1
‖∂jtu‖27−2j . ‖u‖25 + ‖(ut, ∂3t u)‖21 + ELDH . (4.10)
Proof. (1) Taking (i, j) = (4, 0) in the Stokes estimate (3.61) and using (3.11), we find that
‖u‖26 . ‖η‖26 + ‖ut‖24 + S0,4.
On the other hand, it follows from (3.32) and (3.18) that S0,4 = ‖(N , Nu)‖24 . ELEH . Therefore,
‖u‖26 . ‖η‖26 + ‖ut‖24 + ELEH . (4.11)
If one utilizes (3.11), (2.22)1 and the recursion formula (3.61) with i = 4 for j = 1 and 2, one
obtains
2∑
j=1
‖∂jtu‖26−2j .
2∑
j=1
‖∂j−1t u‖26−2j + ‖∂3t u‖20 +
2∑
j=1
Sj,4.
On the other hand, from (3.34), (3.20), (3.19), (3.12) and (3.5) we get
2∑
j=1
Sj,4 =
2∑
j=1

‖∂jt (N , Nu)‖24−2j +
∥∥∥∥∥ρ¯
j−1∑
k=0
∂j−kt J
−1∂k+1t u
∥∥∥∥∥
2
4−2j

 . ELEH.
Thus,
2∑
j=1
‖∂jtu‖26−2j .
2∑
j=1
‖∂j−1t u‖26−2j + ‖∂3t u‖20 + ELEH , (4.12)
which, together with (4.11), yields
2∑
j=0
‖∂jtu‖26−2j . ‖η‖26 +
2∑
j=1
‖∂j−1t u‖26−2j + ‖∂3t u‖20 + ELEH . (4.13)
Finally, employing the interpolation inequality, we get (4.9) from (4.13).
(2) We now turn to the proof of (4.10) for higher-order dissipation estimates. Making use of
(3.11), (2.22)1 and the recursion formula (3.61) with i = 5 for j = 1 to 2, we obtain
2∑
j=1
‖∂jtu‖27−2j .
2∑
j=1
‖∂j−1t u‖27−2j + ‖∂3t u‖21 +
2∑
j=1
Sj,5. (4.14)
On the other hand, it follows from (3.35), (3.21), (3.12), (3.5) and the interpolation inequality
that
2∑
j=1
Sj,5 =
2∑
j=1

‖∂jt (N , Nu)‖25−2j +
∥∥∥∥∥ρ¯
j−1∑
k=0
∂j−kt J
−1∂k+1t u
∥∥∥∥∥
2
5−2j


.ELDH + ‖u‖4‖ut‖2 . ELDH .
(4.15)
Finally, exploiting the interpolation inequality again, we get (4.10) from (4.14) and (4.15). 
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Now, we are ready to build the higher-order energy inequalities. In what follows the letters cHi ,
i = 1, . . . , 8, will denote generic constants which may depend on Ω and the physical parameters
in the perturbation equations.
Proposition 4.1. Under the assumption (3.1), if δ is sufficiently small, then there is a norm
E˜H , which is equivalent to EH , such that
d
dt
E˜H +DH .
√
EL‖η‖27.
Proof. Similarly to (3.64), we employ Lemmas 4.2–4.3, (3.6) and the interpolation inequality
to see that there is a constant κH0,1 ≥ 1, such that
d
dt
E˜H1 + cH1 ‖(∂1η, divη,∇u)‖26,0 ≤cH2
(
‖(∂1η, divη)‖20 + ‖ut‖25 +
√
EL(‖η‖27 +DH)
)
(4.16)
for any κH1 ≥ κH0,1, where
E˜H1 :=
∑
4≤α1+α2≤6
(∫
ρ¯J−1∂α12 ∂
α2
3 η · ∂α12 ∂α23 udy − κH1 E(∂α12 ∂α23 η)
+ κH1 ‖
√
ρ¯J−1∂α12 ∂
α2
3 u‖0 +
1
2
‖∂α12 ∂α23 (
√
µ1∇η,√µ2divη)‖20
)
,
and κH0,1 depends on Ω and the physical parameters.
On the other hand, analogously to (3.65), we use (4.10) and the interpolation inequality to
deduce from (4.16), Lemmas 4.4 and 4.1 that
d
dt
(H5(η) + cH3 E˜H1 + cH4 (‖
√
ρ¯∂3t u‖20 −E(utt))) + cH5 (‖(∂1η, divη)‖26 + ‖u‖27 + ‖∂3t u‖21)
≤ cH6 (‖(∂1η, divη)‖20 + ‖u‖20 + ‖ut‖21 +
√
EL(‖η‖27 +DH),
(4.17)
which, together with Proposition 3.1, implies that there is a constant κH0,2 ≥ 1, such that
d
dt
E˜H2 + cH7 D˜H ≤ cH6
√
EL(‖η‖27 +DH) for any κH2 ≥ κH0,2, (4.18)
where
E˜H2 := H5(η) + cH3 E˜H1 + cH4 (‖
√
ρ¯∂3t u‖20 − E(utt)) + κH2 E˜L,
D˜H :=‖(∂1η, divη)‖26 + ‖u‖27 + ‖(ut, ∂3t u)‖21.
Similarly to (3.67) and (3.68), we can utilize Lemma 4.5, (3.10) and the fact that
‖η‖7 is equivalent the norm ‖η‖7,0 + ‖∂1η‖6,0 + ‖∂21η‖5
to deduce that E˜H2 is equivalent to EH and DH ≤ cH8 D˜H by choosing sufficiently large constants
κH1 and κ
H
2 which depend on Ω and the physical parameters. Consequently, one obtains the
desired conclusion from (4.18) by defining E˜H := 2cH8 E˜H2 /cH7 and choosing δ ≤ cH7 /2cH6 cH8 . 
Finally, the following lemma will be needed in estimating the initial energy EH(0) in the next
section.
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Lemma 4.6. Under the assumption (3.1), if δ is sufficiently small, then EH . E , where E :=
‖η‖27 + ‖u‖26.
Proof. In view of (4.9), we have EH . ‖η‖27 + ‖(u, ut, ∂3t u)‖20 + ELEH, which gives
EH . ‖η‖27 + ‖(u, ut, ∂3t u)‖20 for sufficiently small δ. (4.19)
Next, we show that the L2-norm of ut and ∂
3
t u can be controlled by
√E .
Multiplying (3.25)2 with j = 2 by ∂
3
t u in L
2, we arrive at
‖
√
ρ¯J−1∂3t u‖20 =
∫ (
µ1∆Autt + µ2∇AdivAutt +∇(P ′(ρ¯)div(ρ¯ut))
+ gdiv(ρ¯ut)e3 + ∂
2
tLM +Ntt +N t,2u
)
· ∂3t udy.
Employing (3.16), (3.10), (3.5) and (1.3), we see that
‖∂3t u‖20 . ‖(ut, utt)‖22 + ‖(Ntt, N t,2u )‖20,
which, together with (3.27) and (3.20), yields
‖∂3t u‖20 . ‖ut‖22 + ‖utt‖22 + E . (4.20)
Here ‖utt‖2 can be bounded as follows, using (3.16), (3.8), (3.5) and (3.25)2 with j = 1.
‖utt‖22 =‖ρ¯−1J(µ1∆Aut + µ2∇AdivAut +∇(P ′(ρ¯)div(ρ¯u))
+ gdiv(ρ¯u)e3 + ∂tLM +Nt +N t,1u )‖22
.‖ut‖24 + E + ‖Nt +N t,1u ‖22,
which, together with (3.26) and (3.19), results in
‖utt‖22 . ‖ut‖24 + E . (4.21)
Similarly, we can show that
‖ut‖24 = ‖ρ¯−1J(µ1∆Au+ µ2∇AdivAu+∇(P ′(ρ¯)div(ρ¯η)) + gdiv(ρ¯η)e3 +LM +N )‖24 . E . (4.22)
As a result, we infer from (4.20)–(4.22) that
‖∂3t u‖20 . E . (4.23)
Now, substituting (4.23) and (4.22) into (4.19), we obtain the lemma. 
5. Proof of Theorems 2.1 and 2.2
This section is devoted to the proof of Theorems 2.1 and 2.2. Theorem 2.1 can be shown
by establishing the stability estimate (2.24) and the local well-posedness of the transformed
Parker problem. With Theorem 2.1 in hand, we can easily obtain Theorem 2.2 by transforming
Lagrangian coordinates to Eulerian coordinates.
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5.1. Stability estimate
In this subsection we show the stability estimate (2.24) under the assumption
G3(T ) := sup
0≤τ≤T
EH(τ) + G2(T ) ≤ δ2, (5.1)
which is stronger than (3.1).
Proposition 4.1 implies
G1(t) . EH(0) +
∫ t
0
√
EL(τ)‖η(τ)‖27dτ.
Then we can use (5.1) to give
G1(t) . EH(0) +
∫ t
0
δ(1 + τ)−3/2‖η(τ)‖27dτ . EH(0) + δG1(t),
which implies that
G1(t) . EH(0). (5.2)
We now show the decay estimate of G2(t). Note that EL can be controlled by DL except for
‖η‖4. To control ‖η‖4, we use the interpolation inequality (3.4) to get
‖η‖4 . ‖η‖
3
4
3 ‖η‖
1
4
7 .
On the other hand, it follows from (5.2) and (3.67) that
EL + ‖η‖27 . E˜L + ‖η‖27 . EH(0),
whence,
E˜L . EL . (DL) 34 (EL + ‖η‖27)
1
4 . (DL) 34EH(0) 14 .
Inserting the above estimate into the lower-order energy inequality in Proposition 3.1, we obtain
d
dt
E˜L + (E˜
L)
4
3
I1/30
. 0,
which implies
EL . E˜L . I0
((I0/EL(0))1/3 + t/3)3
.
EH(0)
1 + t3
,
where I0 := cEH(0) for some positive constant c. Hence,
G2(t) . EH(0). (5.3)
Now we add (5.2) to (5.3) to conclude G(t) := G1(t) + G2(t) . EH(0). On the other hand,
thanks to Lemma 4.6, EH(0) . ‖η0‖27 + ‖u0‖26. Therefore, G(t) . ‖η0‖27 + ‖u0‖26. Consequently,
the stability estimate can be summarized as follows.
Proposition 5.1. Let (η, u) be a solution of the transformed Parker problem (2.22), (2.23). Then
there is a sufficiently small δ1, such that (η, u) enjoys the following stability estimate:
G(T1) ≤ C1(‖η0‖27 + ‖u0‖26), (5.4)
provided that
√G3(T1) ≤ δ1 for some T1 > 0, where C1 ≥ 1 denotes a constant depending on Ω
and the physical parameters in the perturbation equations.
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5.2. Local well-posedness
Now we introduce the local existence of a small classical solution to the transformed Parker
problem.
Proposition 5.2. There exists a sufficiently small δ2, such that for any given initial data
(η0, u0) ∈ H7 ×H6 satisfying √
‖η0‖27 + ‖u0‖26 ≤ δ2
and compatibility conditions (i.e., η(·, 0)|∂Ω = 0, ∂jtu(·, 0)|∂Ω = 0 for j = 0, 1, 2), there are a
T2 := T2(δ2) > 0, depending on δ2, Ω and the known physical parameters, and a unique classical
solution (η, u) ∈ C0([0, T2], H7×H6) to the transformed Parker problem (2.22), (2.23). Moreover,
∂itu ∈ C0([0, T2], H6−2i) for 1 ≤ i ≤ 3, EH(0) . ‖η0‖27 + ‖u0‖26, and
sup
0≤τ≤T2
EH(τ) +
∫ T2
0
DH(τ)dτ <∞,
and G(t) is a continuous function on [0, T2].
Remark 5.1. In view of the definition of G(t), we have
G(0) ≤ 2EH(0) ≤ C2(‖η0‖27 + ‖u0‖26), (5.5)
where C2 ≥ 1 denotes a constant depending on Ω and the physical parameters.
Proof. The transformed Parker problem is very similar to the surface wave problem (1.4) in
[19]. Moreover, our problem indeed is simpler than the the surface wave problem due to the
non-slip boundary condition u|∂Ω = 0. Using a standard iteration method as in [19], we can
easily prove Proposition 5.2, and hence we omit the proof here. In addition, the continuity, such
as (η, u) ∈ C0([0, T2], H7 ×H6), G(t) and so on, can be verified by using the regularity of (η, u),
the transformed perturbation equations and a standard regularized method. 
5.3. Proof of Theorem 2.1
Now we are in a position to show Theorem 2.1. Let the initial data (η0, u0) ∈ H7×H6 satisfy
the assumptions in Theorem 2.1, where δ in Theorem 2.1 further satisfies
δ ≤ min{δ1, δ2}
2C1C2
, (5.6)
and δ1, δ2 are the same as in Propositions 5.1 and 5.2 respectively. Then, by Proposition 5.2,
there exists a solution (η, u), defined on Ω× (0, Tmax), to the transformed Parker problem where
Tmax denotes the maximal existence time, such that G(t) is continuous for any t ∈ [0, Tmax).
Obviously, Tmax ≥ T2(δ2). We denote
T ∗ = sup{t ∈ (0, Tmax) |
√
G(t) ≤ min{δ1, δ2}},
then 0 < T ∗ ≤ Tmax by (5.5) and the continuity of G(t). Next we show T ∗ =∞ by contradiction.
Assume T ∗ <∞. By virtue of Proposition 5.2, Tmax > T ∗. Then one has
G(T ∗) = min{δ1, δ2}
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by the continuity of G(t) on (0, Tmax). On the other hand, noting that√G3(T ∗) ≤√G(T ∗) ≤ δ1,
we see that (η, u) satisfies (5.4) with T ∗ in place of T1. Thus, by the conditions
√‖η0‖27 + ‖u0‖26 ≤
δ and (5.6), we further obtain a more precise estimate√
G(T ∗) ≤ min{δ1, δ2}/2, (5.7)
which is a contradiction. Hence T ∗ =∞, and we obtain a global solution (η, u) to the transformed
Parker problem, which satisfies (2.24). Finally, the uniqueness of the global solution (η, u) can
be easily verified by the standard energy method. This completes the proof of Theorem 2.1.
5.4. Proof of Theorem 2.2
To show Theorem 2.2, let (̺0, v0, N0) satisfy the assumptions of Theorem 2.2. Then, for
sufficiently small δ < 0, we can use the standard iteration method as in [29, Proposition 3.1] to
see that there are a T > 0 and a unique classical solution (̺, v, N) ∈ C0([0, T ], H6) of the original
Parker problem. Moreover, ∂itv ∈ C0([0, T ], H6−2i) for 1 ≤ i ≤ 3, and
sup
0≤t≤T
(
‖(̺,N)‖26 +
3∑
k=0
‖∂kt v(t)‖26−2k
)
+
∫ T
0
3∑
k=0
‖∂kt v(t)‖27−2kdt <∞.
Let u0(y) = v0(ζ0(y)), where ζ0 is given by Theorem 2.2. Noting that ‖u0‖26 . ‖v0‖26 by the
first two initial conditions in Theorem 2.2 for sufficiently small δ, one sees that η0 := ζ0 − y and
u0 satisfy the first two conditions in Theorem 2.1, and u0|∂Ω = 0 by the the first two conditions
in Theorem 2.2. On the other hand, employing the last two conditions in Theorem 2.2, we
can moreover verify that (η0, u0) satisfies the third condition in Theorem 2.1 by following the
derivation of (2.22)2 from (1.11)2. Hence, (η0, u0) satisfies the three conditions in Theorem 2.1
for sufficiently small δ.
Now one can use the initial data (η0, u0) and Theorem 2.1 to construct a classical unique
solution (η˜, u˜) ∈ C(R+0 , H7×H6) to the transformed Parker problem, which satisfies the stability
estimate (2.24) as (η, u). Thus, we can choose a sufficiently small δ, so that there exists a
continuously differential invertible function ζ˜−1 of ζ˜ := y + η˜. Let
σ˜ := (ρ¯(det∇ζ˜)−1)|y=ζ˜−1 − ρ¯(x3), v˜ := u˜(ζ˜−1, t), N˜ := (m(det∇ζ˜)−1∂1ζ˜)|y=ζ˜−1 −me3. (5.8)
In view of the relations
1 . det∇ζ˜ . 1, (5.9)
∂t(f(y, t)|y=ζ˜−1) = ∂tf(y, t)|y=ζ˜−1 + ∂if(y, t)|y=ζ˜−1∂tζ˜−1i , (5.10)
∂tζ˜
−1 = −(∇ζ˜)−1|y=ζ˜−1 v˜ and ∇ζ˜−1 = (∇ζ˜)−1|y=ζ˜−1, (5.11)
we see that (σ˜, v˜, N˜) is a classical solution to the original Parker problem. Moreover, by a
standard uniqueness proof, we have (σ˜, v˜, N˜) = (̺, v, N), and therefore, one obtains the existence
of a unique global solution in Theorem 2.2. Finally, recalling that (η˜, u˜) satisfies the stability
estimate (2.24) as (η, u), we make use the relations (5.8)–(5.11) to deduce the stability estimate
(2.30). This completes the proof of Theorem 2.2.
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6. Proof of Theorem 2.3
In this section we prove Theorem 2.3. To begin with, we introduce the instability of the
linearized Parker problem (1.12)–(1.14) and the local well-posedness of strong solutions to the
original Parker problem (1.11)–(1.13).
Proposition 6.1. Under the assumptions of Theorem 2.3, the equilibrium state (ρ¯, 0, M¯) of the
linearized Parker problem (1.12)–(1.14) is unstable, that is, there is an unstable solution in the
form
(̺, v, N) := eΛt(−div(ρ¯u˜)/Λ, u˜, (m∂1u˜− u˜3M¯ ′ − M¯divu˜)/Λ)
of (1.12)–(1.14), where u˜ ∈ H4 ∩ A solves the boundary value problem:

Λ2ρ¯u˜ = gρ¯′u˜3e3 +∇(P ′(ρ¯)div(ρ¯u˜)) + gρ¯divu˜e3 + λm(m∂21 u˜− M¯div∂1u˜)
+∇(λm(m∂2u˜2 +m∂3u˜3 +m′u˜3)) + Λµ1∆u˜+ Λµ2∇divu˜,
u˜|∂Ω = 0
(6.1)
with Λ > 0 being a constant satisfying
Λ2 = sup
w∈A
Ec(w,Λ) = Ec(u˜,Λ), (6.2)
where
A :=
{
w ∈ H10
∣∣∣∣
∫
ρ¯w2dx = 1
}
and
Ec(w,Λ) := E(w)− Λ
∫
(µ1|∇w|2 + µ2|divw|2)dx.
Moreover,
u˜3 6= 0. (6.3)
Proof. Proposition 6.1 has been proved in [27, Theorem 2.1], where the considered domain is a
bounded C2-domain and g is a positive constant. Next, we denote the the bounded C2-domain
in [27, Theorem 2.1] by Ω′, and show how to modify the proof in [27] to establish Proposition
6.1 in a strip domain Ω here.
(1) Since Ω′ is a C2-bounded domain, H1(Ω′) is compactly embedded in L2(Ω′). In the
derivation of the first conclusion in [27, Proposition 2.1], Jiang et.al. used this fact to derive that
sup
w∈A
Ec(w, s) ≤ Ec(w˜, s) for the bounded domain Ω′ (6.4)
and ∫
Ω′
ρ¯w˜2dx = 1, (6.5)
where w˜ is the limit of a subsequence of a maximizing sequence {wn}∞n=1 of supw∈A Ec(w, s). More
precisely, {wn}∞n=1 ∋ wnm ⇀ w˜ weakly in H10 (Ω′) and
wnm → w˜ strongly in L2(Ω′) as nm →∞. (6.6)
Since g ∈ C60(R) and (6.6) holds for a bounded subdomain of an unbounded domain, (6.4) still
holds for a strip domain Ω. However, by the lower semi-continuity of weak convergence, we only
have
∫
Ω
ρ¯w˜2dx ≤ 1.
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To show (6.5) with Ω in place of Ω′, we argue by contradiction. From the instability condition
Ξ > 0 we get for sufficiently small s that supw∈A Ec(w, s) > 0, which implies
∫
Ω
ρ¯w˜2dx 6= 0. Now
we assume that
∫
Ω
ρ¯w˜2dx < 1, then
Ec(w˜, s) < Ec(w˜, s)∫
Ω
ρ¯w˜2dx
≤ sup
w∈A
Ec(w, s) ≤ Ec(w˜, s),
which is a contradiction. Hence,
∫
Ω
ρ¯w˜2dx = 1.
(2) In view of the proof of Proposition 4.2, we observe that u ∈ H4(Ω′) if u ∈ H10 is a weak
solution of the boundary value problem (6.1) with a bounded C4-domain Ω′ in place of Ω. This
conclusion also holds for the strip domain Ω by employing the same domain expansion technique
as in the derivation of (3.7) in [31].
(3) Jiang et.al. in [27] used Poincare´’s inequality
‖w‖0 . ‖∇w‖0 for any w ∈ H10 (Ω′)
to derive (3.7). Obviously, this inequality still holds for the strip domain Ω, see (3.6).
With the above facts, we easily establish Proposition 6.1 by following the proof of [27, Theorem
2.1]. 
Proposition 6.2. Under the assumptions of Theorem 2.3, for any given initial data (̺0, v0, N0) ∈
H3 satisfying infx∈Ω{(̺0 + ρ¯)(x)} > 0, the compatibility conditions ∂itv(·, 0)|∂Ω = 0 for i = 0, 1,
and divN0 = 0, there exist a T
max > 0 and a unique classical solution (̺, v, N) ∈ C0([0, Tmax), H3)
to the original Parker problem, where (̺, v, N) enjoys the following properties:
vt ∈ C0([0, Tmax), H1) ∩ L2((0, Tmax), H2) and 0 < inf
(x,t)∈Ω×(0,Tmax)
{̺(x, t) + ρ¯},
where Tmax denotes the maximal time of existence of the solution (̺, v, N). In addition, if
inf
x∈Ω
{ρ¯(x)}/2 ≤ (̺+ ρ¯)(x, t) ≤ 2 sup
x∈Ω
{ρ¯(x)} on Ω× (0, Tmax), (6.7)
then
S(̺(t), v(t), N(t)) :=
√
‖v(t)‖21 + ‖(̺(t), N(t), ̺t, vt, Nt)‖20
≤ C3
√
‖(̺,N)(t)‖21 + ‖v(t)‖22 + ‖(̺, v, N)(t)‖21‖(̺, v, N)(t)‖22
(6.8)
for any t ∈ (0, Tmax), where the constant C3 ≥ 1 only depends on Ω and the known physical
parameters in the perturbation equations.
Proof. Proposition 6.2 can be established by a standard iteration scheme as in [29, Proposition
3.1], and hence, we omit its proof here which involves only tedious calculations. Here we only
show (6.8).
Recalling (1.6) and the relation
P (̺+ ρ¯) = P¯ + P ′(ρ¯)̺+
∫ ̺
0
(̺− z)P ′′(z + ρ¯)dz,
we can write (1.11)2 as follows
(̺+ ρ¯)vt + (̺+ ρ¯)v · ∇v +∇
(
P ′(ρ¯)̺+
∫ ̺
0
(̺− z)P ′′(z + ρ¯)dz + λ(2mN1 + |N |2)/2
)
= µ1∆v + µ2∇divv + λ(M¯ ′N3 +m∂1N +N · ∇N)− ̺ge3.
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Multiplying the above identity by vt in L
2 and using (6.7), we deduce that, for any ǫ > 0,∫
(̺+ ρ¯)|vt|2dx ≤Cǫ
(‖(̺,N)‖21 + ‖v‖22
+‖(̺, v, N)‖21‖(̺, v, N)‖22
)
+ ǫ‖vt‖20,
where the constant Cǫ depends on ǫ. So, one can use (6.7) again to get
‖vt‖20 ≤ ‖v‖22 + ‖(̺,N)‖21 + ‖(̺, v, N)‖21‖(̺, v, N)‖22.
Using (1.11)1 and (1.11)3, we have
‖̺t‖0 . (1 + ‖̺‖2)‖v‖1, ‖Nt‖0 . (1 + ‖N‖2)‖v‖1.
From the above three estimates we get (6.8) immediately. 
We next use Propositions 6.1–6.2 to construct unstable solutions to the original Parker prob-
lem. To this end, we first use Proposition 6.1 to give a solution of the linearized perturbation
equations (1.14) in the form: (
̺l, vl, N l
)
= eΛt(˜̺0, v˜0, N˜0) ∈ H3, (6.9)
where
(˜̺0, v˜0, N˜0) := (−div(ρ¯u˜)/Λ, u˜, (m∂1u˜− u˜3M¯ ′ − M¯divu˜)/Λ).
Now, denote
(̺a, va, Na) := δ(̺l, vl, N l), δ > 0, a constant. (6.10)
Then, (̺a, va, Na) solves the linearized perturbation equations (1.14) with initial data δ(˜̺0, v˜0, N˜0),
and satisfies
‖(̺a, va, Na)‖3 . δeΛt. (6.11)
In the rest of this paper, we call (6.10) an approximate solution of the original Parker problem
for fixed δ.
Secondly, we modify the initial data δ(˜̺0, v˜0, N˜0) to construct a solution of the original Parker
problem for sufficiently small δ > 0.
Lemma 6.1. Let (˜̺0, v˜0, N˜0) be the same as in (6.9). Then there are an error function vr and a
constant δ1 ∈ (0, 1) depending on (˜̺0, v˜0, N˜0), such that for any δ ∈ (0, δ1),
(1) The modified initial data
(̺δ0, v
δ
0, N
δ
0 ) := δ(˜̺0, v˜0, N˜0) + (0, δ
2vr, 0) (6.12)
satisfies the compatibility conditions on boundary of the Parker problem (1.11)–(1.13).
(2) vr satisfies the following estimate:
‖vr‖3 ≤ C4,
where the constant C4 ≥ 1 depends on ‖(˜̺0, v˜0, N˜0)‖3 and other physical parameters, but is
independent of δ.
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Proof. Note that (˜̺0, v˜0, N˜0) satisfies
v˜0|∂Ω = 0, (µ1∆v˜0 + µ2∇divv˜0 + λM¯ ′N˜03 + λm∂1N˜0 − ˜̺0ge3 −∇(P ′(ρ¯)˜̺0 + λmN˜01 ))|∂Ω = 0.
Hence, if the modified initial data satisfy (6.12), then we expect vr to satisfy the following
problem:

µ1∆vr + µ2∇divvr − δ2(δ ˜̺0 + ρ¯)vr · ∇vr − δ(δ ˜̺0 + ρ¯)vr · ∇v˜0
= ∇
(∫ ˜̺0
0
(˜̺0 − z)P ′′(δz + ρ¯)dz + λ|N˜0|22
)
− λN˜0 · ∇N˜0 =: F (˜̺0, v˜0, N˜0),
vr|∂Ω = 0.
(6.13)
Thus the modified initial data naturally satisfy the compatibility conditions on boundary.
Next we shall look for a solution vr to the boundary problem (6.13) when δ is sufficiently
small. We begin with the linearization of (6.13) which reads as
µ1∆vr + µ2∇divvr = F (˜̺0, v˜0, N˜0) + δ2(δ ˜̺0 + ρ¯)w · ∇w + δ(δ ˜̺0 + ρ¯)w · ∇v˜0 (6.14)
with boundary condition
vr|∂Ω = 0. (6.15)
Let w ∈ H3, then it follows from the elliptic theory that there is a solution vr of (6.14)–(6.15)
satisfying
‖vr‖3 ≤ ‖F (˜̺0, v˜0, N˜0) + δ2(δ ˜̺0 + ρ¯)w ·∇w + δ(δ ˜̺0 + ρ¯)w ·∇v˜0‖1 ≤ c1(1 + δ2‖w‖22), δ ∈ (0, 1),
where c1 depends on ‖(˜̺0, v˜0, N˜0)‖3 and the physical parameters. Now, taking δ ≤ min{(2c1)−1, 1},
we have for any ‖w‖3 ≤ 2c1 that ‖vr‖3 ≤ 2c1. Therefore, one can construct an approximate func-
tion sequence vnr , such that
µ1∆v
n+1
r + µ2∇divvn+1r − δ2(δ ˜̺0 + ρ¯)vnr · ∇vnr − δ(δ ˜̺0 + ρ¯)vnr · ∇v˜0 = F (˜̺0, v˜0, N˜0),
and for any n, ‖vnr ‖3 ≤ 2c1 and ‖vn+1r −vnr ‖3 ≤ c2δ‖vnr −vn−1r ‖3 for some constant c2 independent
of δ and n.
Finally, we choose a sufficiently small δ so that c2δ < 1, and use then a compactness argument
to get a limit function which solves the nonlinear boundary problem (6.13). Moreover ‖vr‖3 ≤ 2c1.
Thus we have proved Lemma 6.1. 
Now, in view of the condition infx∈Ω{ρ¯(x)} > 0 and the embedding inequality (3.3), we can
choose a sufficiently small τ ∈ (0, δ1), such that
infx∈Ω{ρ¯(x)}
2
≤ inf
x∈Ω
{̺δ0(x) + ρ¯(x)} ≤ 2sup
x∈Ω
{ρ¯(x)} for any δ ∈ (0, τ). (6.16)
Thus, by virtue of Proposition 6.2, for any given δ < τ , there exists a unique local-in-time
classical solution (̺δ, vδ, N δ) ∈ C0([0, Tmax), H3) to the original Parker problem, emanating from
the initial data (̺δ0, v
δ
0, N
δ
0 ).
Thirdly, we estimate the error between the approximate solution (̺a, va, Na) and (̺δ, vδ, N δ).
Denote (̺d, vd, Nd) = (̺δ, vδ, N δ) − (̺a, va, Na). Then (̺d, vd, Nd) satisfies the following error
equations: 

̺dt + div(ρ¯v
d) = F δ,
(̺δ + ρ¯)vdt +∇(P ′(ρ¯)̺d + λmNd1 )− µ1∆vd − µ2∇divvd
−λM¯ ′Nd3 − λm∂1Nd + ̺gde3 = Gδ,
Ndt = m∂1v
d − vd3M¯ ′ − M¯divvd +Hδ,
divNd = 0,
(6.17)
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where
F δ := −div(̺δvδ),
Gδ :=λN δ · ∇N δ −∇
(∫ ̺δ
0
(̺δ − z)P ′′(z + ρ¯)dz + λ|N δ|2/2
)
− (̺δ + ρ¯)vδ · ∇vδ − ̺δvat ,
Hδ := N δ · ∇vδ − vδ · ∇N δ −N δdivvδ,
with initial conditions
(̺d(0), vd(0), Nd(0)) := (0, δ2vr, 0) (6.18)
and
divNd(0) = 0.
Moreover, we can deduce the following error estimate from the error equations, which plays a
key role in the proof of Theorem 2.3.
Lemma 6.2. Let ǫ ∈ (0, 1) and δ ∈ (0, τ) ⊂ (0, 1). Denote
C5 := (1 + Λ)(‖(˜̺0, v˜0, N˜0)‖2 + 2C4)2,
T ∗ := sup
{
t ∈ (0, Tmax)| S(̺δ(τ), vδ(τ), N δ(τ)) + ‖vδs‖L2((0,τ),H1)
≤ 2C3C5δeΛτ for any τ ∈ [0, t]
}
.
If Tmax =∞, and (̺δ, vδ, N δ) satisfies (6.7) and
‖(̺δ, vδ, N δ)(t)‖3 ≤ ǫ on [0,∞), (6.19)
then there is a constant C6, such that
S(̺d(t), vd(t), Nd(t)) + ‖vdτ ‖L2((0,t),H1) ≤ C6
√
f(ǫ, δ, t) for any t ∈ (0, T ∗], (6.20)
where S(̺d(t), vd(t), Nd(t)) is defined by (6.8) and f(ǫ, δ, t) := δ3e3Λt + ǫ 23 δ 73 e 7Λt3 .
Remark 6.1. It should be remarked that (6.7) automatically holds for sufficiently small ǫ. In
fact, by virtue of (3.3), there is a positive constant ǫ0, such that (6.7) holds for any ̺
δ satisfying
‖̺δ‖3 ≤ ǫ0.
Proof. From Lemma 6.1 one gets√
1 + ‖(̺δ0, vδ0, N δ0 )‖21‖(̺δ0, vδ0, N δ0 )‖2
≤ δ
√
1 + (‖(˜̺0, v˜0, N˜0)‖2 + C4)2(‖(˜̺0, v˜0, N˜0)‖2 + C4) ≤ C5δ.
Thus, in view of the regularity of (̺δ, vδ, N δ) and the estimate (6.8), we see that T ∗ > 0.
Moreover, by the definition of T ∗,
S(̺δ(t), vδ(t), N δ(t)) + ‖vδτ‖L2((0,t),H1) ≤ 2C3C5δeΛt on [0, T ∗], (6.21)
or
S(̺δ(T ∗), vδ(T ∗), N δ(T ∗)) + ‖vδτ‖L2((0,T ∗),H1) = 2C3C5δeΛT
∗
in the case of T ∗ <∞. (6.22)
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We next show (6.20). By (6.17)2 we find that
d
dt
∫
(̺δ + ρ¯)|vdt |2dx = 2
∫
((̺δ + ρ¯)vdt )t · vdt dx−
∫
̺δt |vdt |2dx
= 2
∫
(P ′(ρ¯)̺dt + λm∂tN
d
1 )divv
d
t dx+ 2
∫
(λM¯ ′∂tN
d
3 + λm∂1N
d
t − g̺dt e3) · vdt dx
+
∫
(2Gδt − ̺δtvdt ) · vdt dx− 2
∫
(µ1|∇vdt |2 + µ2|divvdt |2)dx
=: R˜1(t) + R˜2(t) +R3(t) +R4(t).
(6.23)
On the other hand, arguing similarly to that for (3.46)–(3.48), we use (6.17)1, (6.17)3, (1.5) to
infer that the first two integrals R˜1(t) and R˜2(t) can be written as follows.
R˜1(t) + R˜2(t) = 2
∫
(−P ′(ρ¯)div(ρ¯vd) + λm(m∂1vd1 −m′vd3 −mdivvd))divvdt dx
+
∫
(2λm2(∂21v
d · vdt − ∂1divvd∂tvd1 ) + gdiv(ρ¯vd)∂tvd3 )dx+R2(t)
=
d
dt
E(vd(t)) +R2(t),
where
R2(t) := 2
∫
F δ(P ′(ρ¯)divvdt − g∂tvd3 )dx+ 2λ
∫
(mHδ1divv
d
t +m
′Hδ3∂tv
d
1 +m∂1H
δ · vdt )dx.
Thus the equality (6.23) can be rewritten as
d
dt
∫ (
(̺δ + ρ¯)|vdt |2 −E(vd(t))
)
dx+ 2
∫
(µ1|∇vdt |2 + µ2|divvdt |2)dx = R2(t) +R3(t). (6.24)
Recalling that vd(0) = δ2vr, we integrate (6.24) in time from 0 to t to get
‖
√
̺δ + ρ¯vdt (t)‖20 + 2
∫ t
0
(µ1‖∇vdτ ‖20 + µ2‖divvdτ ‖20)dτ = E(vd(t)) +
3∑
i=1
Ri, (6.25)
where
R1 :=
∫
(̺δ + ρ¯)|vdt |2dx
∣∣∣∣
t=0
− E(δ2vr), R2 :=
∫ t
0
R2(τ)dτ, and R3 :=
∫ t
0
R3(τ)dτ
are bounded from below.
Multiplying (6.17)2 by v
d
t in L
2, one gets∫
(̺δ + ρ¯)|vdt |2dx
=
∫
(µ1∆v
d + µ2∇divvd + λM¯ ′Nd3 + λm∂1Nd − ̺gde3 −∇(P ′(ρ¯)̺d + λmNd1 ) +Gδ) · vdt dx.
Applying (6.7) and Cauchy-Schwarz’s inequality, we obtain
‖
√
̺δ + ρ¯vdt ‖20 . ‖(̺d, Nd)‖21 + ‖vd‖22 + ‖Gδ‖20. (6.26)
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From the definition of vat it follows that
‖∂jt va‖k = ΛjδeΛt‖v˜0‖k . ΛjδeΛt for 0 ≤ k, j ≤ 3. (6.27)
So, using (6.27), (6.21), (6.19), (6.7), the interpolation inequality (3.4), and the Nirenberg inter-
polation inequality (see [3, 5.8 Theorem])
‖w‖L∞ . ‖w‖
1
2
0 ‖w‖
1
2
3 , (6.28)
we arrive at
‖Gδ‖20 . ‖vδ‖2L∞‖vδ‖21 + ‖̺δ‖20‖vat ‖22 + ‖(̺δ, N δ)‖2L∞‖(̺δ, N δ)‖21
. ‖vδ‖0‖vδ‖3‖vδ‖21 + ‖(̺δ, N δ)‖
7
3
0 ‖(̺δ, N δ)‖
5
3
3 + δ
4e4Λt
. δ4e4Λt + ǫδ3e3Λt + ǫ
5
3 δ
7
3 e
7Λt
3 .
(6.29)
Chaining the estimates (6.26) and (6.29) together and taking then to the limit as t → 0, we
apply Lemma 6.1 and (6.18) to obtain the following estimate on R1:
R1 = lim
t→0
‖
√
̺δ + ρ¯vdt (t)‖20 − E(δ2vr)
. lim
t→0
(
‖(̺d, Nd)‖21 + ‖vd‖22 + δ4e4Λt + ǫδ3e3Λt + ǫ
5
3 δ
7
3 e
7Λt
3
)
+ δ4
.δ4 + ǫδ3 + ǫ
5
3 δ
7
3 . δ3 + ǫ
2
3 δ
7
3 .
(6.30)
To bound R2(t), recalling the definition of R2(t), we have
R2(t) .
∫ t
0
(‖F δ‖0 + ‖Hδ‖0)‖∂tvd‖1dτ. (6.31)
By the interpolation inequality [48, Theorem 1.49] in Lp, (3.4) inHk and the embedding inequality
(3.2), we see that
‖∇w‖L3 . ‖∇w‖
1
2
0 ‖∇w‖
1
2
L6 . ‖w‖
1
2
1 ‖w‖
1
2
2 . ‖w‖
1
2
0 ‖w‖
1
2
3 ,
from which, (6.28) and the embedding inequality it follows that
‖F δ‖0 + ‖Hδ‖0 .‖vδ‖1‖∇(̺δ, N δ)‖L3 + ‖(̺δ, N δ)‖L∞‖∇vδ‖0
.‖vδ‖1‖(̺δ, N δ)‖
1
2
0 ‖(̺δ, N δ)‖
1
2
3 + ‖(̺δ, N δ)‖
1
2
0 ‖(̺δ, N δ)‖
1
2
3 ‖vδ‖1
.ǫ
1
2 δ
3
2 e
3Λt
2 .
(6.32)
Plugging (6.32) into (6.31), we make use of (6.27), (6.21) and Ho¨lder’s inequality to conclude
R2(t) .
(∫ t
0
ǫδ3e3Λtdτ
) 1
2
(∫ t
0
‖vaτ‖21dτ +
∫ t
0
‖vδτ‖21dτ
) 1
2
. ǫ
1
2 δ
5
2 e
5Λt
2 . (6.33)
Now, to control R3(t), we integrate by parts and use Ho¨lder’s inequality to find that
R3(t) =− 2λ
∫ t
0
∫
(N δτ · ∇vdτ ·N δ +N δ · ∇vdτ ·N δτ −N δ ·N δτ divvdτ /2)dxdτ
− 2
∫ t
0
∫ (
(̺δ + ρ¯)vδt · ∇vδ + (̺δ + ρ¯)vδ · ∇vδt + ̺δvatt
) · vdτdxdτ
−
∫ t
0
∫
̺δτ
((
vaτ + v
δ
τ + 2v
δ · ∇vδ) · vdτ − 2
∫ ̺δ
0
P ′′(z + ρ¯)dzdivvdτ
)
dxdτ
=
3∑
i=1
R3,i(t),
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where the terms on the right hand side can be estimated as follows, employing (6.28), (6.27),
(6.21) and (6.19).
R3,1(t) .
∫ t
0
‖N δτ ‖0‖N δ‖∞‖vdτ ‖1dτ
.
(∫ t
0
‖N δτ ‖20‖N δ‖0‖N δ‖3dτ
) 1
2
(∫ t
0
‖vaτ‖21dτ +
∫ t
0
‖vδτ‖21dτ
) 1
2
.ǫ
1
2 δ
5
2 e
5Λt
2 ,
(6.34)
while one can utilize (6.27), (6.21), (6.7), and (3.2) to deduce that
R3,2(t) .
∫ t
0
(‖̺δ‖0‖vaττ‖1 + ‖vδ‖1‖vδτ‖1)‖vdτ ‖1dτ
.
∫ t
0
[δ2e2Λτ (δeΛτ + ‖vδτ‖1) + δeΛτ‖vδτ‖21]dτ
.
∫ t
0
δeΛτ (δ2e2Λτ + ‖vδτ‖21)dτ . δ3e3Λt.
(6.35)
Finally, similar to the derivation of (6.34) and (6.35), one has
R3,3(t) .
∫ t
0
‖̺δτ‖0
(‖vaτ‖L3 + ‖vδτ‖L3 + ‖̺δ‖L∞ + ‖vδ‖1‖vδ‖2) ‖vdτ ‖1dτ
.
∫ t
0
δeΛτ
(
‖̺δ‖
1
2
0 ‖̺δ‖
1
2
3 ‖vdτ ‖1 + δ2e2Λτ + ‖vδτ‖21
)
dτ
.δ
5
2 e
5Λt
2
(
ǫ
1
2 + δ
1
2 e
Λt
2
)
.
(6.36)
Thus, summing up the estimates (6.34)–(6.36), (6.33) and (6.30), we use Young’s inequality
to infer
3∑
i=1
Ri . δ
3e3Λt + ǫ
1
2 δ
5
2 e
5Λt
2 + ǫ
2
3 δ
7
3 . f(ǫ, δ, t). (6.37)
Combining (6.25) with (6.37), one obtains
‖
√
̺δ + ρ¯vdt (t)‖20 + 2
∫ t
0
(µ1‖∇vdτ ‖20 + µ2‖divvdτ ‖20)dτ ≤ E(vd(t)) + cf(ǫ, δ, t).
Thanks to (6.2), we have
E(vd) ≤Λ2
∫
ρ¯|vd|2dx+ Λ(µ1‖∇vd‖20 + µ2‖divvd‖20)
=Λ2
∫
(̺δ + ρ¯)|vd|2dx+ Λ(µ1‖∇vd‖20 + µ2‖divvd‖20)− Λ2
∫
̺δ|vd|2dx.
On the other hand,∫
̺δ|vd|2dx .‖̺δ‖L∞‖vd‖20 . ‖̺δ‖
1
2
0 ‖̺δ‖
1
2
3 δ
2e2Λt . ǫ
1
2 δ
5
2 e
5Λt
2 .
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Combining the above three inequalities together, we arrive at
‖
√
̺δ + ρ¯vdt (t)‖20 + 2
∫ t
0
(µ1‖∇vdτ ‖20 + µ2‖divvdτ ‖20)dτ
≤ Λ2‖
√
̺δ + ρ¯vd(t)‖20 + Λ(µ1‖∇vd‖20 + µ2‖divvd‖20) + cf(ǫ, δ, t).
(6.38)
Recalling that vd ∈ C0([0, Tmax), H3) and vd(0) = δ2vr, we apply Newton-Leibniz’s formula
and Cauchy-Schwarz’s inequality to find that
Λ(µ1‖∇vd(t)‖20 + µ2‖divvd(t)‖20)
= 2Λµ1
∫ t
0
∫
∇vd : ∇vdτdxdτ + 2Λµ2
∫ t
0
∫
divvddivvdτdxdτ
+ δ4Λ(µ1‖∇vr‖20 + µ2‖divvr‖20)
≤ Λ2
∫ t
0
(µ1‖∇vd‖20 + µ2‖divvd‖20)dτ +
∫ t
0
(µ1‖∇vdτ ‖20 + µ2‖divvdτ ‖20)dτ.
(6.39)
Combining (6.38) with (6.39), one gets
1
Λ
‖
√
̺δ + ρ¯vdt (t)‖20 + (µ1‖∇vd(t)‖20 + µ2‖divvd(t)‖20)
≤ Λ‖
√
̺δ + ρ¯vd(t)‖20 + 2Λ
∫ t
0
(µ1‖∇vd‖20 + µ2‖divvd‖20dτ)dτ + cf(ǫ, δ, t).
(6.40)
On the other hand,
d
dt
‖
√
̺δ + ρ¯vd‖20 =2
∫
(̺δ + ρ¯)vd · vdt dx+
∫
̺δt |vd|2dx
≤ 1
Λ
‖
√
(̺δ + ρ¯)vdt ‖20 + Λ‖
√
̺δ + ρ¯vd‖20 +
∫
̺δt |vd|2dx
and ∫
̺δt |vd|2dx = −
∫
div(ρ¯vδ + ̺δvδ)|vd|2dx . (‖vδ‖1 + ‖̺δ‖2‖vδ‖1)‖vd‖21 . δ3e3Λt.
If we put the previous three estimates together, we get the differential inequality
d
dt
‖
√
̺δ + ρ¯vd(t)‖20 + (µ1‖∇vd(t)‖20 + µ2‖divvd(t)‖20)
≤ 2Λ
(
‖
√
̺δ + ρ¯vd(t)‖20 +
∫ t
0
(µ1‖∇vd‖20 + µ2‖divvd‖20)dτ
)
+ cf(ǫ, δ, t).
(6.41)
Recalling vd(0) = δ2vr, one can apply Gronwall’s inequality to (6.41) to conclude
‖
√
̺δ + ρ¯vd(t)‖20 + µ1
∫ t
0
‖∇vd‖20dτ + µ2
∫ t
0
‖divvd‖20dτ
≤ e2Λt
(∫ t
0
cf(ǫ, δ, τ)e−2Λτdτ + δ4‖
√
̺δ0 + ρ¯v
r‖20
)
. f(ǫ, δ, t), ∀ t ∈ (0, T ∗).
(6.42)
Moreover, using (3.6) and (6.7), we can further deduce from (6.42), (6.40) and (6.38) that
‖vd(t)‖21 + ‖vdt (t)‖20 + ‖vdτ‖2L2((0,t),H1) . f(ǫ, δ, t). (6.43)
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Next we turn to the derivation of the error estimates for the perturbation density and magnetic
field. It follows from the equations (6.17)1 that
1
2
d
dt
‖̺d(t)‖20 =−
∫
div(ρ¯vd + ̺δvδ))̺ddx
=−
∫
(div(ρ¯vd + ̺avδ) + ̺ddivvδ/2)̺ddx
.(‖vd‖1 + ‖̺a‖2‖vδ‖1 + ‖̺d‖L∞‖vδ‖1)‖̺d‖0.
Therefore, from (6.43), (6.28), (6.21) and (6.19), it follows that
‖̺d(t)‖0 .
∫ t
0
(
‖vd‖1 + ‖̺a‖2‖vδ‖1 + ‖̺d‖
1
2
0 ‖̺d‖
1
2
3 ‖vδ‖1
)
dτ .
√
f(ǫ, δ, t). (6.44)
Using (6.17)1 again, we can argue analogously to (6.32) to deduce
‖̺dt ‖20 = ‖div(ρ¯vd + ̺δvδ)‖20 . f(ǫ, δ, t). (6.45)
Similarly to (6.44) and (6.45), we get from (6.17)3 that
‖Nd(t)‖0 + ‖Ndt ‖0 .
√
f(ǫ, δ, t). (6.46)
Now, (6.20) follows from the estimates (6.43)–(6.46) immediately. This completes the proof
of Lemma 6.2. 
Finally, let
T δ :=
1
Λ
ln
ǫ
δ
, i.e., ǫ = δeΛT
δ
, (6.47)
where
ǫ := min
{
ǫ0,
(C3C5)
2
4C26
,
‖v˜0‖20
16C26
, 1
}
> 0, (6.48)
and ǫ0 is the same as in Remark 6.1. Then we have the following conclusion concerning the
relation between T δ and T ∗.
Lemma 6.3. Under the assumptions of Lemma 6.2, T δ < T ∗.
Proof. It suffices to show that T ∗ < ∞, and we prove it by contradiction. Suppose that
T δ ≥ T ∗. By virtue of the definitions of (̺a, va, Na), C5, f(ǫ, δ, t) and ǫ in (6.47), it is easy to
verify that
S(̺a(t), va(t), Na(t)) + ‖vaτ‖L2((0,t),H1)
≤
(√
‖v˜0‖21 + ‖(˜̺0, N˜0,Λ˜̺0,Λv˜0,ΛN˜0)‖20 +
√
Λ
2
‖v˜0‖1
)
δeΛt
≤ 2
√
(1 + Λ)‖(˜̺0, v˜0, N˜0)‖1 ≤ C5δeΛt ≤ C3C5δeΛt
and
f(ǫ, δ, t) ≤ 2ǫδ2e2Λt for any t ≤ T ∗. (6.49)
Consequently,
S(̺δ(T ∗), vδ(T ∗), N δ(T ∗)) + ‖vδτ‖L2((0,T ∗),H1)
≤ S(̺a(T ∗), va(T ∗), Na(T ∗)) + ‖vaτ‖L2((0,T ∗),H1) + S(̺d(T ∗), vd(T ∗), Nd(T ∗)) + ‖vdτ ‖L2((0,T ∗),H1)
≤ C3C5δeΛT ∗ + C6
√
f(ǫ, δ, T ∗) < δeΛT
∗
(C3C5 + 2C6
√
ǫ) < 2C3C5δe
ΛT ∗ ,
which contradicts (6.22). Hence, T δ < T ∗. The proof is complete. 
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Now we are in a position to show Theorem 2.3. Let ǫ be given by (6.48), and
ε := ǫmin{1, ‖v˜0‖0/2},
then ε > 0 by (6.3) and the fact v˜0 = u˜. For any given δ ∈ (0, ι),
(1) if the solution of the original perturbation equations (̺δ, vδ, N δ) satisfies
‖(̺δ, vδ, N δ)(T )‖3 > ǫ for some T ∈ (0, Tmax), (6.50)
then Theorem 2.3 automatically holds by virtue of ǫ ≥ ε.
(2) if (6.50) fails, then one has Tmax =∞ by Proposition 6.2 and Remark 6.1, and
‖(̺δ, vδ, N δ)(t)‖3 ≤ ǫ for any t > 0.
Thus, we can use (6.47)–(6.48) and Lemmas 6.2–6.3 to deduce that
‖vδ(T δ)‖0 ≥‖va(T δ)‖0 − ‖vd(T δ)‖0 = δ‖vl(T δ)‖0 − ‖vd(T δ)‖0
>‖v˜0‖0δeΛT δ − 2C6
√
ǫδeΛT
δ
=(‖v˜0‖0 − 2C6
√
ǫ)ǫ > ǫ‖v¯0‖0/2 ≥ ε,
which proves Theorem 2.3. 
7. Positivity of the energy functional
This section is devoted to verification of Ξ > 0 under the assumptions of Theorem 2.4–2.5.
For this purpose, we first (Fourier) transform the energy functional E to a new energy functional
with frequency. It should be pointed out that in the 2D case, E is defined by
E(w) :=
∫
gρ¯′w22dx+
∫
2gρ¯w2divwdx−
∫ (
γP¯ |divw|2 + λm2(|∂1w2|2 + |∂2w2|2)
)
dx,
where ρ¯ := ρ¯(x2), divw = ∂1w1 + ∂2w2, w = (w1, w2) and x = (x1, x2).
We fix a spatial frequency ξ = (ξ1, ξ2) ∈ R2, and define the new unknowns
u˜1(x) = −iϕ(x3)eixh·ξ, u˜2(x) = −iθ(x3)eixh·ξ, u˜3(x) = ψ(x3)eixh·ξ,
where i2 = −1. Substituting the above ansatz into (6.1), we see that ϕ, θ, ψ and Λ satisfy the
following system of ODEs:

Λ2ρ¯ϕ + ξ1P
′(ρ¯)ρ¯(ξ1ϕ+ ξ2θ + ψ
′) + Λµ1(|ξ|2ϕ− ϕ′′) = ξ1gρ¯ψ − Λµ2ξ1(ξ1ϕ+ ξ2θ + ψ′),
Λ2ρ¯θ + ξ2P
′(ρ¯)ρ¯(ξ1ϕ+ ξ2θ + ψ
′) + Λµ1(|ξ|2θ − θ′′)
= ξ2gρ¯ψ − Λµ2ξ2(ξ1ϕ+ ξ2θ + ψ′)− λm2|ξ|2θ − λm2ξ2ψ′,
Λ2ρ¯ψ − (λm2(ξ2θ + ψ′) + P ′(ρ¯)ρ¯(ξ1ϕ+ ξ2θ + ψ′))′ + Λµ1(|ξ|2ψ − ψ′′)
= gρ¯(ξ1ϕ+ ξ2θ)− Λµ2((ξ1ϕ+ ξ2θ)′ + ψ′′)− λm2|ξ1|2ψ
(7.1)
with
ϕ(−l) = θ(−l) = ψ(−l) = ϕ(l) = θ(l) = ψ(l) = 0.
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We multiply (7.1) with (ϕ, θ, ψ) in L2(−l, l) respectively to deduce that
Λ2
∫ l
−l
ρ¯(ϕ2 + θ2 + ψ2)dx3 =E˜(ϕ, θ, ψ)− Λµ2
∫ l
−l
(ξ1ϕ+ ξ2θ − ψ′)2dx3
− Λµ1
∫ l
−l
(|ξ|2(ϕ2 + θ2 + ψ2) + |ϕ′|2 + |θ′|2 + |ψ′|2)dx3,
where
E˜(ϕ, θ, ψ) :=
∫ l
−l
(
gρ¯′ψ2 + 2gρ¯ψ(ξ1ϕ+ ξ2θ + ψ
′)
−γP¯ (ξ1ϕ+ ξ2θ + ψ′)2 − λm2
(
ξ21(θ
2 + ψ2) + (ξ2θ + ψ
′)2
))
dx3,
which we call the energy functional with frequency. The next lemma gives the positivity of E
based on the E˜.
Lemma 7.1. Under the assumptions of Theorem 2.4, there is a function w0 ∈ H10 , such that
E(w0) > 0. (7.2)
Proof. (1) We show (7.2) under Schwarzschild’s condition. To this end, we take ξ1 = L
−1
1 and
ξ2 = L
−1
2 , then we can rewrite E˜ as follows.
E˜(ϕ, θ, ψ) :=
∫ l
−l
((
g2ρ¯2
γP¯
+ gρ¯′ − λξ21m2
)
ψ2 − λξ
2
1m
2
|ξ|2 |ψ
′|2
−γP¯
(
ξ1ϕ+ ξ2θ + ψ
′ − gρ¯ψ
γP¯
)2
− λ|ξ|2m2
(
θ +
ξ2ψ
′
|ξ|2
)2)
dx3.
(7.3)
Recalling the definition of ξ3D and the fact ξ1 < ξ3D, we see that there is a function ψ0 ∈
H10 (−l, l), such that∫ l
−l
((
g2ρ¯2
γP¯
+ gρ¯′ − λξ21m2
)
ψ20 −
λξ21m
2
|ξ|2 |ψ
′
0|2
)
dx3 > 0.
Denoting
θ0 := −ξ2ψ
′
0
|ξ|2 and ϕ0 := ξ
−1
1
(
gρ¯ψ0
γP¯
− ψ′0 − ξ2θ0
)
,
(7.3) thus reduces to
E˜(ϕ0, θ0, ψ0) =
∫ l
−l
((
g2ρ¯2
γP¯
+ gρ¯′ − λξ21m2
)
ψ20 −
λξ21m
2
|ξ|2 |ψ
′
0|2
)
dx3 > 0. (7.4)
We mention that Newcomb regarded (1.7) as an instability condition based the fact (7.4) [47].
Now, define
w01 := ϕ0 sin(ξ · xh), w02 := θ0 sin(ξ · xh), w03 := ψ0 cos(ξ · xh).
By (7.4) and the fact∫
T
sin2(ξ · xh)dxh =
∫
T
cos2(ξ · xh)dxh = 2π2L1L2 > 0,
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we have
E(w0) = E˜(ϕ0, θ0, ψ0)
∫
T
cos2(ξ · xh)dxh > 0 (w0 := (w01, w02, w03)),
from which (7.2) follows.
(2) We proceed to show (7.2) under Tserkovnikov’s condition (1.8). Taking ξ1 = 0 and
ξ2 = 1/L2, one has
E˜(ϕ, θ, ψ) =
∫ l
−l
((
gρ¯′ +
g2ρ¯2
γP¯ + λm2
)
ψ2 − (γP¯ + λm2)(ξ2θ + ψ′ − gρ¯ψ
γP¯ + λm2
)2)
dx3.
Recalling Tserkovnikov’s condition, we find that there is a function ψ0 ∈ H10 (−l, l), such that∫ l
−l
(
gρ¯′ +
g2ρ¯2
γP¯ + λm2
)
ψ20dx3 > 0.
Denoting
θ0 := ξ
−1
2
(
gρ¯ψ0
γP¯ + λm2
− ψ′0
)
,
we easily see that for any ϕ,
E˜(ϕ, θ0, ψ0) > 0. (7.5)
Denoting w0 = (w
0
1, w
0
2, w
0
3) := (1, θ0 sin(ξ2x2), ψ0 cos(ξ2x2)), we use (7.5) and the fact∫
T
cos2(ξ2x2)dxh = 2π
2L1L2 > 0
to find that
E(w0) = E˜(ϕ, θ0, ψ0)
∫
T
cos2(ξ2x2)dxh > 0,
which proves the lemma. 
Lemma 7.2. Under the assumptions of Theorem 2.5, there is a function w0 ∈ H1, such that
E(w0) > 0.
Proof. In the 2D case, E˜ is defined by
E˜(ϕ, ψ) :=
∫ l
−l
(
gρ¯′ψ2 + 2gρ¯ψ(ξ1ϕ+ ψ
′)− γP¯ (ξ1ϕ+ ψ′)2 − λm2
(
ξ21ψ
2 + |ψ′|2)) dx2,
which can be rewritten as
E˜(ϕ, ψ) :=
∫ l
−l
((
g2ρ¯2
γP¯
+ gρ¯′ − λξ21m2
)
ψ2 − λm2|ψ′|2 − γP¯
(
ξ1ϕ+ ψ
′ − gρ¯ψ
γP¯
)2)
dx2.
Taking ξ1 = L
−1
1 , and taking into account the definition of ξ2D and the assumption L
−1
1 < ξ2D,
one sees that there is a function ψ0 satisfying∫ l
−l
((
g2ρ¯2
γP¯
+ gρ¯′ − λξ21m2
)
ψ20 − λm2|ψ′0|2
)
dx2 > 0.
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Denoting
ϕ0 := ξ
−1
1
(
gρ¯ψ0
γP¯
− ψ′0
)
,
one has
E˜(ϕ0, ψ0) =
∫ l
−l
((
g2ρ¯2
γP¯
+ gρ¯′ − λξ21m2
)
ψ20 − λm2|ψ′0|2
)
dx2 > 0.
Now, if we denote w01 := ϕ0 sin(ξ1x1) and w
0
2 := ψ0 cos(ξ1x1), then we have by (7.4) and the
fact ∫
2πL1T
sin2(ξ1x1)dx1 =
∫
2πL1T
cos2(ξ1x1)dx1 = πL1 > 0
that
E(w0) = E˜(ϕ0, ψ0)
∫
2πL1T
cos2(ξ1x1)dx1 > 0 (w0 := (w
0
1, w
0
2)),
which proves the lemma. 
In view of Lemmas 7.1 and 7.2, we conclude Ξ > 0 under the assumptions of Theorem 2.4–2.5.
Therefore, we obtain Theorems 2.4 and 2.5 by following the proof of Theorem 2.3.
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