A simplified model of Darwinian evolution at the molecular level is studied by applying the methods of artificial chemistry. A chemical reactor (chemostat) is composed of molecules that are represented by binary strings, where these strings are capable of a replication with a probability proportional to their fitness. Moreover, the process of replication is not fully precise, there may appear sporadic mutations that produce new offspring strings that are slightly different from their parental templates. The dynamics of such an autoreplicating system is described by Eigen's differential equations. These equations have a unique asymptotically stable state, which corresponds to those strings that have the highest rate constants (fitness). Fitness of binary string is calculated as a graph-theory similarity between a folding (phenotype) of respective string and the so-called required folding. The presented method offers a detailed look at mechanisms of molecular Darwinian evolution, in particular to a meaning and importance of neutral mutations.
Darwinian evolution belongs to standard subjects of interest of Artificial Life [29] . In particular, the main stimulus was observed at the end of eighties, when evolutionary algorithms suddenly emerged as a new paradigm of computer science based on the metaphor of Darwinian evolution. This paradigm may be traced back to 1932 when Seal Wright [38] has postulated an adaptive landscape (nowadays called the fitness landscape or fitness surface) and characterized Darwinian evolution as an adaptive process (nowadays we say optimization process), where the genotype of population is adapted in such a way that it reaches a local (even global) maximum on the fitness surface. Forty years later, this ingenious idea has been used by John Holland [18] as a metaphor for creation of genetic algorithms, that may be now interpreted as an abstraction of Darwinian evolution in a form of universal optimization algorithm [13] (see Dennett seminal book [9] ).
In this paper we present a very simple computational model of Darwinian evolution that may reflect some of its most elementary aspects appearing on biomacromolecular level (e.g. see experiments of Spiegelman [35] from the end of sixties). This "molecular" model of Darwinian evolution is capable to offer a detailed quantitative look at many of its basic concepts and notions, e.g. a role of neutral mutations may be studied as an auxiliary device to overcome local valleys of fitness surface in the course of the adaptation process. A very important role in the present study play methods of artificial chemistry [4, 7, 10, 14, 16, 26, 27, 28] , that may be considered as a subfield of To be published in a special issue of Collection of Czechoslovak Chemical Communications, August 2002 artificial life, which is based on the metaphor of chemical reactor (in our forthcoming discussions called the chemostat). It is composed of "molecules" that are represented by abstract objects (e.g. by strings composed of symbols, trees, formulae constructed within an algebra, etc.), which are transformed stochastically into other feasible objects by "chemical reactions". A probability of these transformations is strictly determined by the structure of incoming objects, resulting -outgoing objects are returned to the chemostat. Kinetics of the processes running in the chemostat is well described by Eigen's replicator differential equations [11, 12] , which were constructed on the basis of the well-known physico-chemical law of mass action. The main objects of artificial chemistry is (i) to study formal systems that are based on the chemical metaphor and that are potentially able to perform parallel computation, and (ii) to generate formal autocatalytic chemical systems (molecules are represented by structured objects) for purposes of "in silico" simulations of an emergence of living systems.
Recently, Newman and Engelhardt [31] have demonstrated that many aspects of molecular Darwinian evolution in silico may be studied by making use of a fitness surface based on a generalization of Kauffman KN [20, 21] rugged function with tunable degree of neutrality. They demonstrated that almost all basic results obtained by Peter Schuster's Vienna group [15, 33, 34] based on a realistic physico-chemical model of RNA molecules and their folding, may be simply and immediately obtained by this simple model of fitness surface. Recently, we have used [28] this simple model of fitness surface for a simulation of molecular Darwinian evolution, we have demonstrated that the obtained results are formally closely related to or even almost identical to the theoretical results predicted by Eigen's replicator differential equations. We repeat our previous results such that binary strings are used as "molecules" that filled an artificial-chemistry chemostat. Each binary string is evaluated by a planar secondary structure called folding. The secondary structure of binary strings specifies their fitness function, which is directly related to a probability of a replication process of strings. The folding of binary strings -genotypes -is considered as a phenotype that specifies a fitness of the genotype. This simple triad genotype -phenotype -fitness is fundamental for our computer simulation of molecular Darwinian evolution, such that the evolution is interpreted through changes of string phenotypes.
EIGEN'S REPLICATORS
Manfred Eigen published in the beginning of seventies a seminal paper entitled "Self organization of matter and the evolution of biological macro molecules" [11] , where he postulated a hypothetical chemical system composed of the so-called replicators. This system mimics Darwinian evolution even on an abiotic level. Latter, Eigen and Schuster [12] discussed the proposed model as a potentially possible abiotic mechanism of a driving force for an increase of complexity on a border of abiotic and biotic systems.
Let us consider biomacromolecules (called the replicators) 1 (1b) The first reaction (1a) means that a molecule X i is replicated onto itself with a rate constant k i , whereas the second reaction (1b) means that X i becomes extinct with a rate parameter φ (this parameter is called the "dilution flux" and will be specified further).
Applying the mass-action law of chemical kinetics, we get the following system of differential equations
The dilution flux φ is a free parameter and it will be determined in such a way, that the following condition is satisfied: A sum of time derivatives of concentrations x' s ! is vanishing, 0
where the condition ∑ x i =1 is used without a loss of generality of our considerations. Its analytical solution looks as follows ( )
This solution has an asymptotic property, where only one type of molecules (with the maximal rate constant k max ) is surviving while other ones become extinct
Loosely speaking, each type of molecules may be considered as a type of species with a fitness specified by the rate constant k. In a chemostat "survive" only those moleculesspecies that are best fitted, i.e. that have the highest rate constant k max , and all other molecules with smaller rate constants become extinct, see Fig. 1 . The condition of invariability of the sum of concentrations (i.e. ∑ x i =1) introduces a "selection pressure" to replicated molecules, only those molecules will survive that are best fitted with the maximal rate constant. A plot of relative concentrations of four component system with rate constants k 1 =1, k 2 =2, k 3 =3, and k 4 =4. We see that only molecules X 4 survive at the end.
The proposed model may be simply generalized [11] in such a way that mutations are introduced into process of replications, the system (2) is modified as follows ( )
where k ij is a rate constant assigned to a modified reaction (1a) ( )
There is postulated that a rate constant matrix
elements, i.e. nondiagonal elements are much smaller than diagonal ones. This requirement directly follows from an assumption that imperfect replications (6) are very rare, the product X j is considered as a weak mutation of autoreplicated X i , ( )
The dilution flux φ from (5) is determined by the condition that a sum of time derivatives of concentrations is vanishing, 0
Analytical solution of (5) with dilution flux specified by (7) is [19] ( ) 
where
is a nonsingular matrix that diagonalizes the rate matrix K,
Since we have postulated that nondiagonal elements of K are much smaller than its diagonal elements, its eigenvalues λ's are very close to diagonal elements, i i i k λ " , and the transformation matrix Q is tightly related to a unit matrix, ij ij q δ " (a Kronecker's delta symbol). It means that an introduction of weak mutations does not change dramatically the general properties of the above simple replicator system without mutations. In particular, the final (for t→∞) chemostat will be composed almost entirely of molecules with the greatest rate constant k max . These molecules are weakly accompanied by other replicators with rate constants k's slightly smaller than k max .
REPLICATORS AND MOLECULAR DARWINIAN EVOLUTION
The Eigen's system of replicators with mutations (i.e. with imperfect replications) presented in the previous Section can be simply used for a description of molecular Darwinian evolution. Let us consider a hypothetical reaction system composed of an sequence of n replicators X 1 , X 2 , X 3 , ..., X n . They are endowed with a property that X i may produce by an imperfect replication the juxtaposed replicators X i±1 , see Fig. 2 , diagram A. If an initial concentration of X 1 is x 1 (0)=1, then in the course of evolution there exist concentration waves that are sequentially assigned to X 2 , X 3 , ..., X n , see Fig.  2 . diagram B. This fact may be simply interpreted as a manifestation of molecular Darwinian evolution, where fitness of single "species" are specified by diagonal rate constants k ii . The evolution process was started by a population composed entirely of X 1 . Since its replication is imperfect, it may occasionally produce (specified by the rate constant k 12 ) the next replicator X 2 with a greater fitness (rate constant k 22 ) than its predecessor X 1 (k 11 <k 22 ). It means that in the course of the forthcoming evolution "species" X 2 will survive (i.e. its concentration will be increased almost to 1 while the concentration of X 1 will be falling to a very small value). This process is repeated for the replicator X 2 considered now as an initial replicator (it plays the same role as the replicator X 1 in the previous stage). Since the replication of X 2 is imperfect, there is with a low probability produced "species" X 3 with a greater fitness than its predecessor X 2 (k 33 >k 22 ), i.e. this new "species" X 3 will survive. This process is finished when the last replicator X n has appeared initially as a consequence of imperfect replication of X n-1 and then its concentration is increased to 1 by its autoreplication. k k x ... k x = + + ,which forms a typical nondecreasing "stair" function.
In order to formalize on a semiquantitative level the above considerations, let us assume that the replicator system in time t 0 is situated in such a transient state, where the concentration of X i is almost unit, whereas concentrations of juxtaposed two replicators X i-1 and X i+1 are very small, i.e. x i (t 0 )=1-2δ, x i-1 (t 0 )= x i+1 (t 0 )=δ, and x j (t 0 )=0 for other remaining concentrations, where δ is a small positive number. It means that dilution flux φ(t) (7) is specified by
Then differential equation (5) looks as follows:
If we introduce here the above specifications of concentrations for the time t 0 and an assumption that ( )
It means that an assumption of good separability of concentration waves gives a strong condition for rate constants touching the replicator X i in particular, we may say that for a particular replicator a sum of "outgoing" rate constants must be much smaller than a sum of "incoming" rate constants. In other words, loosely speaking, a "probability" of creation of a particular replicator from its juxtaposed replicators by their imprecise replications must be much greater than a "probability" of destroying of the respective replicator by its imprecise replication. The above simple considerations are numerically verified for a simple 4-replicator system with rate constants specified by the following matrix of rate coefficients 
This matrix satisfies both above postulated conditions: (i) Its diagonal matrix elements are much greater than its nondiagonal ones, and (ii) the nondiagonal rate constants satisfy inequalities of the type (19) . It means that we may expect a Darwinian behavior of the replicator system. This expectation nicely coincides with our numerical results displayed in Fig. 2, 
ARTIFICIAL CHEMISTRY AND A METAPHOR OF CHEMOSTAT
Let us consider a chemostat (chemical reactor) [10, 16] composed of formal objects called the molecules. It is postulated that the chemostat is not spatially structured (in chemistry it is said that the reactor is well stirred). Molecules are represented by formal structured objects (e.g. token strings, rooted trees, λ-expressions, etc.). An interaction between molecules is potentially able to transform information, which is stored in the composition of the molecules. Therefore a chemical reaction (it causes changes in the internal structure of reacting molecules) can be considered as an act of information processing. The capacity of the information processing depends on the complexity of molecules and chemical reactions between them. General ideas of the chemostat approach will be explained by an example of chemostat as a binary function optimizer that resembles many features of molecular Darwinian evolution emphasized in the previous Section. Let us consider a binary function
This function f(g) maps binary strings
of the length n onto real numbers from the closed interval [0,1]. We look for an optimal solution
Since the cardinality of the set { } 0 1 n , of solutions is equal to 2 n , a CPU time necessary for solution of the above optimization problem grows exponentially 2 n CPU t ≈ (23) it means that the solution of the binary optimization problem (10) belongs to a class of hard numerical NP-complete problems. This is the main reason why the optimization problems (10) are solved by the so-called evolutionary algorithms [13, 18] , that represent very efficient numerical techniques how to solve binary optimization problems. The purpose of this subsection is to demonstrate that a metaphor of replicator provides an efficient stochastic optimization algorithm.
Let a chemostat be composed of molecules that are realized by binary strings
. A monomolecular reaction is considered (cf. eq. (6))
where the formed molecule g' substitutes a randomly selected molecule from the chemostat. A term f(g) assigned to the chemical reaction is interpreted as a probability (rate constant) of a performance of reaction (24) . In evolutionary algorithms a selection pressure in population of solutions (chromosomes) is created by a reproduction process based on chromosome fitness. Chromosomes with a greater fitness have the greater chance to take part in a reproduction process (a measure of quality of chromosomes); on the other hand, chromosomes with a small fitness are rarely used in the reproduction process. This simple manifestation of Darwin's natural selection ensures a gradual evolution of the whole population. In the present approach the mentioned principle of fitness selection of molecules is preserved, but it is now combined with an additional selection pressure due to a constancy of number of molecules in the chemostat. A molecule incoming to the reaction is randomly selected from the chemostat. After an evaluation of a quality of the selected molecule it is then stochastically decided whether the reaction is performed or not (see Algorithm 1), and moreover, the resulting molecule substitutes another randomly selected molecule. Finally, we specify a product g' from the right-hand side of (24) as a mutation [18] of an incoming molecule g
where O mut is a stochastic mutation operator that changes single bits with a probability P mut . A pseudo Pascal code for the replicator algorithm is presented in Algorithm 1.
P:=randomly generated chemostat of molecules g; epoch:=0; for epoch:=1 to epoch max do begin select randomly a molecule g; if random<f(g) then begin g':=O mut (g); product g' substitutes in chemostat a randomly selected molecule; end; end;
Algorithm 1
A pseudo Pascal implementation of a chemostat optimization. The algorithm is initialized by a chemostat composed of randomly generated molecules (binary strings of the fixed length). A copy of a randomly selected molecule g is transformed with a probability equal to its functional value f(g) by a mutation operator onto a new molecule g'. The mutation operator causes an actual change only very rarely. This new mutated molecule substitutes a randomly selected molecule.
As an illustrative example we will study the chemostat approach specified for a simple unimodal function determined over binary strings of the length 4. Let us postulate that a chemostat is formed by a multiset composed of binary strings of the length 4
Each binary vector α is evaluated by a rational number from the closed interval 0 1 (27) where int(g) is a nonnegative integer assigned to g. A rate constant k assigned to the binary string is specified as follows ( )
with an optimal solution g opt =(1011), where real(g opt )=11/15 and f(11/15)=0.9973. The chemostat is composed of 1000 randomly generated binary strings and the mutation operator O mut is specified by a 1-bit probability P mut =10 -5 . Obtained numerical results are displayed in Fig. 3 . We see that those binary strings are spontaneously emerging in the chemostat, which correspond to a suboptimal solution with rational numerical value closely related to real(g opt )=0.25. Main results of this Section may be summarized as follows: (1) A metaphor of Eigen's replicators offers an effective stochastic optimization algorithm, where a proof of its convergence to a global solution immediately follows from an existence of a unique asymptotically stable solution with the greatest rate constant, and (2) if the probability of mutations is a very small number, then the obtained results are very similar to those ones obtained by Eigen replicator equations with mutations (see Fig. 2 ).
FOLDING OF BINARY STRINGS
In an analogy with RNA molecules that are endowed with the so-called folding [37] (a secondary structure), we will study a similar property specified also for binary strings (see Fig. 4 ). The folding of a binary string may be specified by a list of matched pairs i-j (for i<j) and unmatched singles k
where the pairs are restricted by the following three conditions:
The first condition (29b) means that a minimal length of the so-called hairpin in the produced folding is two (see the right-hand part of secondary structure in Fig. 4 ). Loosely speaking, single edges in binary strings could not be curved (bent), there is possible only a rotation of two juxtaposed edges around the same vertex. The second condition (29c) means that each string entry can take part in not more than one matched pair. Finally, the third condition (29d) implies that the so-called pseudoknots are forbidden (i.e. each folding may be represented by a planar graph, an appearance of pseudoknots in folding causes its non-planarity). Moreover, the folding of g is defined such that it contains a maximal number of matched pairs; this condition reflects a physical meaning of folding as a most stable secondary structure. The last two conditions (29c-d) are very important for an application of dynamic programming technique for construction of folding. 
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Fig.4
A binary string (a linear graph with vertices assigned to binary entries that are connected by edges) may be folded into a 2-dimensional structure (called the secondary structure) in such a way that complementary binary pairs are matched together. A bracket representation of folding is presented in an upper part of the draw, where dot symbols correspond to noninteracting string entries and brackets '(' and ')' correspond to a pair of matched complementary entries.
The folding fold(g) of binary string g may be alternatively expressed by a bracket formalism [33] , see Fig. 4 . It means that each folding of the binary string may be expressed by a string composed of three symbols {(,),.}, formally fold(g)∈ {(,),.} n .
Of course, actual forms of these strings are strongly restricted such that all three conditions (29b-d) should be satisfied. Most simple way how to ensure a correctness of bracket representation is to postulate that bracket strings are formulae of a simple context free grammar
is a set of nonterminal symbols, V T ={(,),.} is a set of terminal symbols, S is a starting nonterminal symbol, and R is a rule set composed of the following three rules S S |SS| →( ) . Algorithm 2 A dynamic-programming scheme for the calculation of folding of a binary string of length n. The resulting folding is coded in the bracket representation and it is stored at the string entry S 1,n .
We use a simple dynamic-programming technique [37] for the construction of folding of binary strings. In general, it can be used as an alternative to backtrack searching methods (with an exponentially increasing of CPU time, see e.g. the binary optimization problem (22-23)), when a respective system may be decomposed onto smaller subsystems such that the used evaluation of system is always additive with respect to its subparts (then an exponential time complexity e n is reduced to a cubic complexity n 3 ). Let S ij be a substring of bracket representation assigned to a folding between i and j (including) binary entries. These entries are initialized as follows ii S ' ' = . and
(32) The forthcoming entries S ij , for j-i≥2, are recurrently constructed by
where ⊕ is a symbol of a concatenation of "substrings" S ik and S k+1,j that were already constructed in the previous stages of the algorithms (see Algorithm 2). Moreover, if S ik (S k+1,j ) contains in the leftmost (rightmost) position dot symbol '.' and both these dot symbol are assigned to complemetary binary entries, then the respective dot symbols are substituted by ( and )symbols. Symbol "max" in (33) means that we select that index k, which produces maximal pairing in S ij . The resulting folding in a form of bracket representation is stored at entry S 1n .
The main problem in an actual implementation of this algorithm for construction of folding of binary strings consists in the fact that although it constructs a folding with maximal matchings, it offers as a result only a one result of many possible. Therefore, the algorithm should be considered as a test-bed for a development of phenotype of genotypes and also as an integral part of evaluation of genotypes by fitness. The notion of folding allows us to introduce the a triad of fundamental concepts from evolutionary biology, in particular genotype, phenotype, and fitness. The genotype g is represented by a binary string of the length n,
, the phenotype ph(g) corresponds to a folding of g; formally, it may be expressed by the bracket notation,
. Finally, the fitness, a numerical attribute of g, is specified by making use of the respective phenotype. For our forthcoming considerations the fitness will be specified as a similarity between a phenotype ph(g) and an ad-hoc required phenotype ph req ( ) The notion of similarity will be specified in the forthcoming Section. Table I contains illustrative results, where genotypes represented by all possible binary strings of the length n=7 are evaluated by of phenotypes -foldings and fitness. We see that many different binary strings are evaluated by the same folding, and similarly, many different foldings are evaluated by the same fitness. This simple observations immediately implies that mappings of genotypes onto phenotypes and phenotypes onto fitness are of a type many-to-one, i.e. there exist a huge redundancy in both mappings (see Fig. 5 ).
An interrelationship between the elements of this triad "genotype-phenotype-fitness" is formally expressed as a sequence of two mappings (see Fig. 5 )
It means that the basic entity is the genotype, it is initially mapped onto the phenotype, and then the phenotype is mapped onto the fitness. An abbreviated form of this composite mapping looks as follows
This new mapping immediately maps the genotype strings onto fitness without a necessity to consider explicitly an intermediate called the phenotype. In this connection one may ask why there is worthwhile to introduce the phenotype as a mediator between the genotype and the fitness. Of course, such a question is fully acceptable from a pure mathematical point of view, but there must be noted that the concept of phenotype represents a very effective and fruitful heuristic for interpretation of Darwinian evolutionary theory. In particular, a given form of phenotype is usually considered as an evolutionary goal, and therefore we may say that Darwinian evolution is represented mainly as a sequence of phenotypes that are progressively closer and closer to the evolutionary phenotype goal. (35) . Both respective mapping are of the type: many-to-one, i.e. many gene strings are mapped onto one phenotype string, and similarly, many phenotype strings are mapped onto one value of fitness. It means that there exists a huge redundancy of the genotype coding, many different genes (strings) may be evaluated by one value of fitness. This property of the huge redundancy of genotype coding is of considerable importance for an existence of neutral stases in Darwinian evolutionary theory.
Seal Wright in 1932 [38] has introduced one of the most fundamental concepts of Darwinian evolution called the fitness surface (see Fig. 6 ). Moreover, by making use of this concept he characterized the Darwinian evolution as an optimization process, where the evolved population looks for a global maximum (or another solution closely related to this global one)
This complex optimization combinatorial problem will be solved in the forthcoming part of this paper by methods of artificial chemistry based on the metaphor of Eigen's replicators. It will be demonstrated that the "chemostat" method offers an effective formalism for solution of optimization problems of the form (37) 
Fig. 6
Fitness landscape (or more precisely, fitness surface) was initially introduced to theory of Darwinian evolution by Seal Wright in 1932 [38] , who characterized the Darwinian process as an optimization process over the fitness landscape specified by a composed mapping f (36) . The resulting population genotype corresponds to a point -optimal genotype g opt -with a maximal fitness. Loosely speaking, the Darwinian evolution should have tools to find a way from a suboptimal solution g subopt to optimal solution g opt .
To summarize the main results of this Section, we have observed that both mappings of genotype onto phenotype as well as phenotype onto fitness are of string stochastic nature with huge redundancy (both mappings are of the type many-to-one). General properties of these mappings may be specified only by making use of computer-simulation tools, i.e. instead of an exact "deterministic" description of properties of mappings, we generate histograms of appearances of their different entities and then we deduce from them some general properties of a statistical validity.
A SET-THEORY FORMALISM
A basic concept of the present formal theory is a genotype g represented by a binary string of the length n,
A mutation of the genotype g onto another genotype g', or formally g'=O mut (g), is called neutral if both genotypes have the same fitness. In our forthcoming considerations this type of neutrality will be classified as a weak neutrality
On the other hand, if for a mutation a folding (phenotype) is saved, then we speak about a strong neutrality
Since the main driving force in molecular Darwinian evolution is fitness of genotypes, an appearance of mutations that are weakly neutral, will be considered as one of hidden reasons for a continuation of evolution. Furthermore, if an appearance of neutral mutations is restricted to strong neutral, then, loosely speaking, their appearance is indeed hidden stage of evolution, they could not be recorded by an external observer.
A genotype graph !=(V,E), where a vertex set V is composed of 2 n vertices identified with binary strings of the length n, V=G, an edge set E is composed of edges that connect two vertices -binary strings with Hamming distance equal to one
The genotype graph ! may be formally identified as a hypercube composed of 2 n vertices, see Fig. 7 . Formally, each genotype ( )
is evaluated by its folding, it will be called the phenotype,
. As was already mentioned in the previous section, the folding (i.e. phenotype) is represented by a formula belonging to a language L(!) (see eqs. (30a-b) ). All possible phenotypes create a set Ph, we put
. For the set Ph we may define a similarity (metrics) as follows [22] 
A concept of similarity is determined graph-theoretically [22] by maximal common subgraph of ph and ph' determined by intersections of subsets for pair matching and subsets for unmatched vertices, respectively (see Fig. 8 
For larger values on n this optimization problem represents an extremely complicated computational problem, which will be approached in the forthcoming part of this paper by a chemostat technique specified al ready above in the previous Section. The vertex set V may be decomposed of disjoint subsets of vertices that are evaluated by the same fitness 
Fig. 10
Illustrative fitness graph of from Table 1 . Vertices are evaluated by integers that correspond to fitness. Each oriented edge is evaluated by a transition probability, loops on vertices are evaluated by probabilities of neutral transitions.
In a schematic condensed representation of genotype graphs as a fitness graphs with vertices assigned to single subgraphs with given fitness (e.g. see Figs. 10 and 11) , each edge may be evaluated by a probability of transition from one neutral subgraph to the other neutral subgraph. Single edges in the condensed genotype graph may be evaluated by probabilities
of stochastic transition from one neutral graph f ! to another neutral graph f ′ ! (see Figs. 10 and 11) (another alternative way of definition of this probability is given in [33] 
It is simple to prove that the above probabilities satisfy ( )
Especially, an expression
specifies a probability of a neutral transition, when the fitness f remains unchanged. 
, an edge in the condensed genotype graph should be substituted by two edges that are oriented in opposite ways, and each of them is evaluated by the respective probability.
An alternative decomposition of the genotype graph ! onto subgraphs with a specified phenotypes may be introduced by a decomposition of the vertex set V onto disjoint subsets of vertices with the same folding -phenotype Fig. 12 A decomposition of two adjacent neural subgraphs ! f and ! f' onto phenotype subgraphs ! ph 's.
In a similar way as above we introduce probabilities of transitions from one phenotype neutral subgraph ! ph to another neutral phenotype subgraph ! ph'
In the remaining part of this Section we turn our attention to study relationships between probabilities
. After simple algebra we get
where, by making use (48b) and (53b) we may prove that 
Let us consider two different genotypes g ini and g fin , we say that the genotype g fin is achievable from the genotype g ini , if there exists in the genotype graph ! a trajectory
that connects the genotypes ( )
such that fitness of all participated genotypes creates a nondecreasing sequence
Each trajectory ( ) ini fin T , g g may be evaluated by a probability of its performance defined as follows ( ) 
where the probability 
We expect that that all probabilities
, this means that a most feasible trajectory is that one with maximal entropy. Unfortunately, situation is not such simple as it seems on the first sight, in particular, there may exist a loop of repeating genotypes with the same fitness. In order to avoid loop problems in trajectories we have to introduce an additional constraint that each contributing genotype g k appears just one time only in the respective path ( ) 
CHEMOSTAT SIMULATION OF MOLECULAR DARWINIAN EVOLUTION
Chemostat approach outlined in the first part of this communication will be used as an algorithmic framework for a simulation of molecular Darwinian evolution. An initial composition of chemostat is done by the same strings of the length 39 g ini =111111111111111000000000000000000000000 (61a) The required phenotype is specified by ph req =((((((.))))))((((((.))))))((((((.)))))) (61b) Its secondary propeller-like structure is composed of three shafts, see secondary structure Q in Fig. 14 . This phenotype will serve as a goal phenotype, all fitness calculations of binary strings are realized with respect to the required phenotype. It means that we expect that in the chemostat will emerged a genotype with folding fully specified by the required phenotype ph req . The mutation operator O mut (25) is specified by a probability of 1-bit mutation P mut =0.0001. The used probability of 1-bit mutation is sufficiently small to ensure that the produced trajectory is composed of adjacent strings (with unit Hamming distance) in the respective genotype graph !, see Fig. 14. Further important parameter is a size of chemostat (number of strings) is equal to 500.
Fig. 13
Plots of (A) genotype entropy, (B) fitness entropy, (C) mean fitness, and (D) concentrations strings with respective fitness. Mean fitness is a nondecreasing plot with two relatively long neutral stasis. Its stairs are well indicated by fitness and genotype entropies. The plot of genotype entropy (A) in the end of the first neutral stasis indicates a substantial increase of genotype entropy whereas the fitness entropy is simultaneously almost vanishing. From this observation we may conclude that there existed a huge appearance of "neutral mutants" that will a have a capability to produce by 1-bit mutations new string with a higher fitness. Plot (C) displays relative concentrations of string with given fitness. Each concentration profile is identified with labels of phenotypes in Fig. 14. A composition of chemostat is characterized by two different types of entropies that are determined as follows: Let w(x) be a probability that chemostat string are evaluated by an entity x (fitness or genotype), then (cf. ref. [31] 
Fig. 14 A trajectory P(g ini ,ph req ), where the initial genotype is specified by (58) and the required phenotype is outlined by diagram Q. The length of trajectory is 18, in all transient states the used mutationa are of a 1-bit type (between respective strings is unit Hamming distance). There exist two cases of neutral mutations, in particular transitions 11 and 15. These transition are different, the first one corresponds to a sequence of neutral mutations, whereas the second one to a "parallel" appearance of two neutral mutations (i.e. the trajectory is split onto two paths that are in the next step connected. neutral stasis of evolution 1-point mutation Fig. 15 . Schematic outline two neutral stasis between "jumps" from the neutral graph with fitness i into another neutral graph with fitness i+1 . At the first neutral stage, hill-climbing forms a sequence of actual solutions within a cluster, the first solution in this sequence corresponds a result from the previous "jump" and the last solution is able to "jump" to the forthcoming neutral graph fitness i+1 , then the neutral stasis is repeated until a proper solution is found, which is able to perform next "jump" to further neutral graph.
Numerical results of our computer simulation of molecular Darwinian evolution are displayed in Figs. 13 and 14 . We see that the produced plot of the chemostat mean fitness (diagram D in Fig. 13 ) is a nondecreasing step function, with a few relatively lengthy neutral stases. Diagrams A and B correspond to a genotype and fitness entropy, respectively, where these plots unambiguously indicate that at the end of the first neutral stasis (about 300 000 epoch) there exists a considerable deviation from genotype homogeneity, i.e. in this evolutionary stage the chemostat is likely composed of two different genotypes with the same fitness. This deviation from the chemostat homogeneity may be considered as a necessary preliminary stage before an evolutionary transition to a next stage with a higher fitness. The same situations may be found also in the previous stages of evolution, in particular for phenotype transitions A→B and E→F. Diagram C represent concentration profiles of different genotypes with respective fitness, we see these profiles nicely agree with Eigen theory prediction of the their form (see Fig. 2, diagram B) , in particular, they form a sequence of well separated profiles. The dotted vertical auxiliary lines indicate evolutionary transitions well indicated by entropies. Fig. 14 shows a sequence of phenotypes that appeared for single evolutionary stage (see Fig. 13 ), we got 17 different genotypes that are evaluated by different phenotypes (secondary folding structures). Their similarity with the required phenotype (60b) specifies directly their fitness.
We see that neutral mutation play an important role for molecular Darwinian evolution to be able to escape local maxima on fitness hypersurface (see Figs. 15 and  16 ). In many cases, when a respective string g is not adjacent in the genotype graph ! with another string g' with higher fitness than the previous ones (i.e. a transition ′ → g g causes an evolutionary jump), there is stochastically look for another string g $ , which neighrborhood of g and both have the same fitness), but for which already exists an evolutionary jump ′ → g g $ with an increase of fitness, 16 (A) Schematic illustrative plot of molecular Darwinian evolution when neutral mutation do not exist. An evolutionary adaptation is finished at nearest local maxima (in this case we may say that Darwinian evolution is a local optimizer, population fitness is "scrambled" on fitness hypersurface to nearest maxima). On the other hand, (B) when neutral mutations are considered (fitness hypersurface is composed of many "plateaus" with constant value of fitness), a local character of Darwinian adaptation may be abridged by neutral "plateaus", which allow to overcome valleys with lower fitness by the neutral plateaus. It means that molecular Darwinian evolution has a good chance to achieve a global maximum on fitness hypersurface in the course of adaptation process. (After Schuster [33] )
SUMMARY AND CONCLUSIONS
The main purpose of this paper was to study a simple model of molecular evolution based on binary strings and their folding into a secondary structures. Binary strings are evaluated by fitness such that it reflects a graph-theory similarity between the respective folding and a required folding considered as an evolutionary goal. Binary stringsgenotypes are able to replicate in a probability proportional to their fitness. The replication process is not entirely perfect, there exist very small probability of mutations that produce slighty different binary strings than their parental templates. A dynamics of the replication is fully specified by Eigen kinetic differential equations that form sound phenomenological base of theory of molecular replications with mutations. Our results and observations may be summarized as follows:
(1) Eigen's theory of replicators forms a sound phenomenological foundation of molecular Darwinian evolution. Plots of its differential-equation solutions that are specified by a proper selection of the required rate constants offer concentration plots very similar to those ones experimentally observed [30, 35] (see Figs. 2 and 3 ).
(2) Darwinian evolution is an interplay between Monodian [32] chance and necessity, between deterministic and stochastic processes that are its (or her) integral parts. Darwinian evolution is composed of parts that are fully deterministic, which are fully predictable (e.g. genotype -phenotype mapping), but its integral parts are also processes of strong stochastic character that could not be well predicted, we may speak only about their basic statistic characteristics (e.g. mutations).
(3) Seal Wright's idea [38] of fitness hypersurface (adaptive or fitness landscape) is of a great heuristic importance and may be considered as one of the greatest achievements of theory of Darwinian evolution. Then, after this concept, the Darwinian evolution may be interpreted as a form of an evolutionary algorithm [13, 18] for solution of complicated (obviously NP-complete) combinatorial optimization problems. (4) The used model provides a simple mechanism for an explanation of neutral mutations and their importance for Darwinian evolution (see Figs. 15 and 16 ). An existence of neutral mutations on fitness surface is of great importance for overcoming evolutionary traps of local maxima. Darwinian evolution is divided into long-term neural stasis, where mean fitness of population remains unchanged, but the composition of population strings slowly stochastically wander towards strings with a possibility of 1-point mutational jumps to strings with greater fitness.
(5) Time orientation of Darwinian evolution is unambiguous, this is manifested, for example, by an existence of nondecreasing population mean fitness plot. Fitter strings reproduce more frequently than strings with smaller fitness, fitter strings in the course of evolution have an evolutionary advantage with respect to other strings.
In other words, we may say that Darwinian evolution is a progressive change of mean population genotype such that a corresponding mean fitness is nondecreasing during the whole evolution. (6) Two different time scales [33] may be distinguished in Darwinian evolution, in particular adaptive stages and neutral stages. An adaptive stage corresponds to a sudden change of mean fitness (see Fig. 14) , where two different phenotypes coexist; old phenotype has a smaller fitness than a new phenotype. Since a probability of replication of strings is proportional to their fitness, strings corresponding to the new phenotype have a greater chance to be reproduced than the old ones. New strings with a greater fitness win in the course of several evolutionary steps; consequently, adaptive stages, when a string -species is substituted by anther string -species, seems to an external observer as an extremely short evolutionary stage. On the other hand, a neutral stage of Darwinian evolution consists in a longterm stasis, where an appearance of neutral mutations stochastically prepares a sudden emergence of the next adaptive stage. (7) An evolutionary properties of the presented chemostat model are nicely specified by two types of entropies [31] that are introduced for a specification of changes in a chemostat composition. The fitness entropy reflects composition chages of binary strings with respect to their fitness, i.e. the so-called neutral mutations are not affected by this type of entropy. On the other hand, the genotype entropy is very sensitive on each composition changes in the chemostat, consequently it affects neutral mutations. Therefore, their simultaneous watch in the course of evolution allows us to simply distinguish between noneutral a neutral mutations on the evolutionary trajectories. (8) What are the limits of the present model? The used forms of genotype and its mapping onto phenotype are extremely simple, they do not reflect more complex organisms other than viruses, bacteriophages, and some prokaryotic bacteria. For complex organism the used model of genotype (and its mapping onto phenotype) must be much more complex, it should take into account such concepts as variable length, hierarchical structure, other mutations than 1-point ones, etc. Most important problem of the recent theory of Darwinian evolution is a search for a theoretical model explaining an emergence of the so-called "irreducible complexities" [5] . The present model is unable to explain this problem even on an elementary level. Recent efforts in Artificial Life are concentrated to areas that might be of an importance for elaboration of more general theory of Darwinian evolution than that one presented here. In particular, recently, modular aspects of the genotype are very intensively studied [8, 24, 25] and a problem of symbiosis is modeled [23] , where both problems require much complex genotype than those ones studied here (linear strings of symbols with constant lengths).
