This paper deals with the parameter identification of Wiener model with discontinuous nonlinear. The parameter identification problem is converted to an optimal problem with a suitable objective function. A hybrid optimal method, which integrates the Nelder-Mead simplex search and particle swarm optimization (NM-PSO), is used to optimize the objective function. The hybrid optimal method NM-PSO can get obtain the global optimal solution with fast convergent rate. Two illustrative examples are included to demonstrate the effectiveness and feasible of the proposed identification method.
Introduction

1
Nonlinear processes are frequently encountered in engineering, biology, communications, etc. The dynamic behavior of these processes can be approximated by a block-oriented model, which consists of a linear dynamic block cascaded with a static or memoryless nonlinear function such as Wiener and Hammerstein model. A Wiener model is a nonlinear model with a linear dynamic block followed by a static nonlinear function ( Figure 1) and Hammerstein model has a nonlinear function followed by a linear dynamic block. In spite of its simplicity, Wiener model has been successfully applied in many fields. For example, blind adaption in communication system (Godard, 1980) , modeling of biological dynamic system(such as human being's transient visual system (Brinker, 1989) , eye movements (Huebner et al., 1990) and visual cortex (Emerson et al., 1992) ), adaptive fluid flow control (Wigren, 1993) , modeling of distillation column (Pearson et al., 2000) , pH process control (Gómez et al., 2004) and so on.
Identification of Wiener models is an important issue for especially control purpose (AiDuwaish et al., 1996; Mohammad, 2008) . Many methods have been proposed in the literatures to deal with this problem. Early, correlation analysis method, which separates the identification of linear dynamic block and the static nonlinear function, and two-step method that identifies the linear dynamic block and static nonlinear sequentially, were discussed in (Billings, 1978) and (Pajunen, 1984) respectively. In (Greblicki, 1992) , Greblicki presented a nonparameteric method to identify Wiener model based on the observation that the inverse of the nonlinear characteristic can be expressed as regression function. Algorithms for recovering the inverse of nonlinear function and impulse response of the linear dynamic block were present. Westwick and Verhaegen (Westwick, 1996) extended the linear subspace identification methods to Wiener models, where the inverse of the nonlinear function is expressed as a linear combination of basis function. A recursive prediction error identification method was suggested in (Wigren, 1993) by approximating the nonlinear function with a piecewise linear function. The convergence analysis of the method was discussed in (Wigren, 1994) . Under the assumption that the nonlinear function is invertible and approximated by a piece wise linear function, Hatanaka et al. (Hatanaka, 2002) proposed to use evolutionary computation approach to estimate the inverse of nonlinear function while the linear dynamic block are estimated by least squares method. Maximum likelihood approach was considered in (Hagenblad, 2000) , frequency domain technique and a blind approach were proposed by Bai in (Bai, 2003) and (Bai, 2002) (Greblicki, Wigren, Hatanaka, Hagenblad, 1992 , 1993 . However, the invertibility assumption is severe for many practical systems. Another difficulty lie in the lack of knowledge to characterize the nonlinearity in Wiener model. In literatures, cubic splines (Zhu, 2002) , polynomials (Bai, 2002) , linear continuous static maps (J.Voros, 2007) , kernel regression function (Greblicki, 1992) , etc. have been used to represent the nonlinearity in Wiener model. Discontinuous nonlinearities presented by a piece-wise linear function with preload and dead zone (shown in Fig.2 ) are common in engineering practice. Identification of Wiener model with such nonlinearity have been studied by Vörös (Voros, 2001 ) and Chen (Chen, 2006) . In (Voros, 2001 ), a special input-output form of nonlinearity block description is derived via multiple application of key term separation principle. The resulting model is linear in all the nonlinear and linear block parameters to be estimated. In (Chen, 2006) , Chen proposed a recursive algorithm to estimate all parameters in the system by using iid Gaussian input. The parameters of nonlinear function are estimated based on input-output data using kernel function while the parameters of linear block are estimated using the least-square method. It is shown that the estimates converge to the corresponding true value with probability one.
Particle swarm optimization (PSO), which is proposed by Kennedy (Kennedy, 1995) , is a new evolutionary algorithm. PSO have been used to solve many optimization problems in engineering successfully. The main advantage of PSO is that it does not need the derivative information about the objective function to be optimized. On the another hand, PSO adopts velocity-position model other than complex genetic operators like GAs (Genetic Algorithms). Hence, PSO can be easily implemented and converges quickly. When PSO is used to solve complex optimization problem, the solution quality and convergence rate of PSO decreases dramatically. Many methods have been proposed to improve the performance the basic PSO. Fan et al. proposed a hybrid NM-PSO algorithm by incorporate simplex search into PSO in (Fan, 2006) . The hybrid NM-PSO algorithm enjoys the merits of PSO with those of a local simplex search technique. So, the hybrid NM-PSO algorithm have not only fast convergence rate but also high quality solution.
In this paper, the parameter identification of Wiener model with discontinuous nonlinearity is considered. The parameter identification problem is converted to an optimal problem with a suitable objective function and the hybrid NM-PSO method is used to optimize the objective function to obtain accurate estimation result. The rest of this paper is organized as follows. Problem formulation is given in section 2. Section 3 describes the hybrid NM-PSO method. Simulation results are present in section 4 and conclusion remarks are given in section 5. 
Problem formulation
Considering the following Wiener model expressed by a linear dynamic system followed by a nonlinear function (as shown in Fig.2 ),
where ( ) u k and ( ) y k are the inputs and outputs respectively. is known. Then, the estimated Wiener model can be expressed as
where 
where L is the window size, ( ) 
where  is the searching space admitted for  .
Hybrid NM-PSO method
In this section, the hybrid NM-PSO method is introduced briefly. NM method is a local direct search and derivative-free technique with fast convergent rate. However, the convergence of NM is sensitive to initial point and it is likely to be trapped into local optima. PSO is a global search technique, which can locate the desired solution eventually. When PSO is used to solve complex optimizing problem, PSO shows slow convergent rate and the quality of solution decreases. The reason is that PSO utilizes less local information to determine a most promising search direction. It is a nature way to integrate PSO with NM to combine their advantages and avoid disadvantages. In hybrid method, PSO makes a contribution to ensure the search is less likely to be trapped into local optima while NM explores promising search direction and makes the search faster. To explain how the hybrid method works, the NM method and PSO are firstly reviewed.
The NM method
Simplex search method, first proposed by Spendley etc. and later refined by Nelder and Meadis, is one of the most effective methods designed for unconstrained optimization without using gradient information. Initially, a simplex with
The initial simplex is rescale by a series operations such as reflection, expansion, contraction and shrinkage. Through these operations, the simplex can successfully improve itself and get closer to the optimum. For clarity, the original NM simplex procedure is outlined below through a function minimization problem for two-dimension case ( = 2 N ) as shown in Fig.3 . • Reflection In each iteration, determine the vertex with the highest, the second highest, and the lowest function values. 
where  is the reflection coefficient ( > 0  ),
X and go to step 6 for a new iteration.
•
expansion is made to point E X in the reflective direction and the expansive point is calculated by the following equation:
where  is the contraction coefficient ( > 1  ).
replace the H X with E X , otherwise replace the H X with R X and go to step 6 for a new iteration.
to vertex point S X as follows:
where  is the contraction coefficient
and go to step 6 for a new iteration.
• Shrinkage If
indicating contraction failed and shrinkage will be the next attempt. The shrinkage operation reduces the size of the simplex by moving all but the best point L X halfway towards the best point L X using the below equation: • End criterion Check the stop criterion, which is usually a sufficiently good fitness or a maximum number of iterations. If the criterion is met, end the iterative process. Otherwise return to Step 2.
Particle swarm optimization
Motivated by social behavior of organisms such as fish schooling and bird flocking, Kennedy and Eberhart (Kennedy, 1995) 
, where i denote the i -th particle in the swarm. In the process of searching optimal, all particles in PSO fly through the searching space, and adjust its velocity and position to find a better solution (position) according to its own experience and experience of neighboring particles iteratively. Let 
where n denotes the number of particles in the swarm, ( ) the swarm. This process is repeated until a userdefined stopping criterion, usually maximum iteration number max t , is reached. It is shown that inertia weight w has great effect on the searching performance of PSO (Shi, 1998) . The inertia weight provides a balance between global and local search. Shi (Shi, 1998) particles are adjusted by the modified PSO method, which is reviewed in details later. After the 1  N th particle and the last 2N particles are updated, the total 3 1  N particles are resorted by fitness and then repeat the entire run.
The hybrid NM-PSO algorithm
The PSO described in subsection 3.2 is modified to improve the worst 2N particle more effectively. First, the global best particle is selected from the whole population which has been sorted by fitness. It can be seen from Eq.(10), the particles' velocity updates depend on strongly on the global best particle. If the global best particle is trapped into a local optimum, then all the other particles will also fly toward the local optimum. To avoid this phenomenon, a mutation heuristic is added to the global best particle. Let  is adopted. If the ratio of the number of ``successful" mutations to all five mutations is equal to 2 / 5 , then  remains unchanged.
After determining the global best particle, the last 2N particles are divided into N groups of two where the better of each group (neighborhood best) is selected. One can see illustration in Fig. 5 . The particle's previous best position i P used for a velocity update in Eq. (10) has been replaced by the neighborhood best particle's position l P and Eq.(10) becomes
For more details for hybrid NM-PSO, one can refer to Ref. (Fan, 2006) . 
Simulation study
In this section, two identification examples are given to illustrate the effectiveness of the proposed method. The algorithms in this paper are programmed using MATLAB language and executed on Pentium-IV2.66GHz with 256MB random memory. The identification result of the proposed method are compared with those using PSO, GA and NM method. In these two examples, the parameters of PSO, NM-PSO, GA and NM are set as follows. The population size of PSO is 5N , where N denotes the dimension of each particle. 
and success R is the rate of ( ) < 0.01 J k in 50 runs. The identification results using NM-PSO, PSO, GA and NM method are shown in Table. 0. It can be seen from Fig.6 , the identification results of NM-PSO are better than those of PSO, GA and NM. 

The simulation condition in this example is same as to Example 1. The identification results are shown in Table 1 . It is obviously, the identification results of NM-PSO is more better than those of PSO, GA and NM. Fig.8 depicts the convergence of NM-PSO, PSO, GA and NM. It can be seen from Fig.8 that NM-PSO has faster convergent rate than PSO, GA and NM. 
Conclusion
Parameter estimation of Wiener model with discontinuous nonlinearity is considered in this paper. First, the parameter estimation problem is converted to an optimal problem with suitable objective function. A hybrid optimal algorithm, i.e, NM-PSO, is used to optimize the objective function. The hybrid optimal algorithm inherits the advantages of PSO and NM. Experimental results show that it not only can obtain more accurate estimation result but also has faster convergent rate.
