In this paper, we establish a new common fixed point theorem for four mappings in probabilistic metric spaces. The obtained result is a generalization of some fixed point theorems as in 
Introduction and Preliminaries
In 1942 K. Menger [3] introduce the notion of probabilistic metric space, was developed by numerous authors, especially Shweiser and Sklar ( [4] , [5] ). The idea of Menger was to replace the distance d(x, y) between two points x and y with a distribution function F xy that maps each positive real t, the probability that the distance d(x, y) is less than or equal to t; and denoted by F xy (t). Such a probabilistic generalization of metric space appears to be well adapted for the investigation of psychology [6] and physical [9] . It is also of fundamental importance in probabilistic functional analysis. In the sequel, the space of distance distribution functions ( 
Here L − f (t) denotes the left limit of the function f at the point t. 
By setting f ≤ g whenever f (x) ≤ g(x)
for all x ∈ [0, ∞), one introduces a natural ordering in + , in this ordering the d.d.f 0 is the maximal of + .
Convergence in
+ is assumed to be weakly convergence, i.e f n → f if and only if f n (x) → f (x) at each continuity point x of f . A t-norm is a binary operation on [0, 1] which is associative, commutative, nondecreasing in each place and has 1 as identity. Two typical examples of continuous t-norms are:
A triangle function is a mapping τ :
+ × + → + that is associative, commutative, nondecreasing in each place and has 0 as identity. Typical continuous triangle function is
where T is a continuous t-norm. 
Here and in the sequel, when we speak about a probabilistic metric space (M, F, τ ), we always assume that τ is continuous and M be endowed with the topology Υ.
Recall the Definition of probabilistic diameter of a set in PM space.
Definition 1.7 [4] Let A a nonempty subset of a PM space (X, F, τ ). The probabilistic diameter of A is the function defined on
Where
Definition 1.9
We denoted Φ the set of all function φ satisfies the booths conditions: 
semi-continuous from the left, nondecreasing and
φ(0) = 0. (ii) φ(t) > t for all t > 0. Lemma 1.10 [2] Let φ ∈ Φ . Then (i) lim n→∞ φ n (s) = ∞ for all s > 0. (ii) For all g ∈ D + and s > 0 lim n→∞ g(φ n (s)) = 1.
Definition 1.11 Let (X, F, τ ) be a PM space. A map S from X into itself, is said to be continuous, if every sequence (p n ) be convergent to p, the sequence S(p n ) be converge to S(p).

Definition 1.12 Let (X, F, τ ) be a PM space. Let's A, B, S and T are mappings from X into itself. A sequence (y n ) is to be said compatible with
Letting n → ∞, using Ax n → z and continuity of B and the fact that F ABxnBAxn → ε 0 , we obtain
Proof. Let t > 0, as F xy (t) ≥ F xy (φ(t)) and inductively, we have F xy (t) ≥ F xy (φ n (t)) for n = 1.2.3...... Taking n → ∞, utilizing Lemma 1.10, we obtain
Definition 1.18 Let (X, F, τ ) be a PM space. Let A, B, S and T are mappings from X into itself. (i) The pair [A, B] to be called (S, T )-Boyd-Wong contraction, if there exist
for all x, y in X and t > 0.
( 
Definition 1.19 Let (X, F, τ ) be a PM space and A, S, T : X → X which AX ⊂ T X ∩ SX and let
x 0 ∈ X. (i) The (S, T )-orbit of A in x 0 is the set
We denoted by (S, T )-O
A (x 0 ). (ii) The T -orbit of A in x 0 is the (S, T )-orbit of A in x 0 which T = S, we denoted by O T A (x 0 ).
Since (A, B) is (S, T )-Boyd-Wong contraction, then there exists φ ∈ Φ such that
for all t > 0. it follows that F y 2n+1 y 2n+2 (t) ≥ F y 2n y 2n+1 (φ(t)) and F y 2n+2 y 2n+3 (t) ≥ F y 2n+1 y 2n+2 (φ(t)).
Therefore
F y n+1 y n+2 (t) ≥ F yny n+1 (φ(t)).
By induction
Letting n → ∞ in the above inequality and using Lemma 1.10, we get
We next prove that (y n ) is a Cauchy sequence. Setting Λ = {y n : n = 0.1.2......}, and discuss the following cases.
Case (a) n and p are odd or n is even and p is odd, then
Hence
Case (b) n and pare even or n is odd and p is even, then
Consequently
Considering all the above cases, we conclude that (y n ) is a Cauchy sequence, hence is convergent in complete PM space (X, F, τ ). Let y ∈ X such that
Consequently (Ax 2n ), (B 2n+1 ), (Sx 2n ) and (T x 2n+1 ) also converges to y, which implies, from Lemma 1.16 that ASx 2n −→ Sy and BT x 2n+1 −→ T y.
Since (A, B) is (S, T )-Boyd-Wong contraction, we have
and
for every t > 0 and n ∈ IN. Taking n → ∞, we get
for all t > 0. By Lemma 1.17 we concluded that T y = y and Sy = y.
Again, using the fact that (A, B) is (S, T )-Boyd-Wong contraction, we obtain
Taking n −→ ∞, we get Ay = y and By = y.
Therefore y is a common fixed point of A, B, S and T . To prove the uniqueness of the common fixed point, let us suppose that there exists another common fixed point z ∈ X of A, B, S and T , then
for all t > 0. By Lemma 1.17, we have y = z.
Remark 2.2 Notice that the condition-hypothesis (iv) of Theorem 2.1 is necessary condition of the existence of fixed point as the following Sherwood's example shows
Example 2.3 [8] Let G be the distribution function defined by
Consider the set X = {1, 2, ...., n, ...} and define F on X × X as follows:
is a complete PM space and the mapping g(n) = n + 1, satisfying
for all n, m ∈ M and t > 0 (i.e. g is a Boyd-Wong contraction with φ(t) = 2t). But g is fixed point free mapping. Since there does not exist n in X, such that O g (n) is bounded.
Remark 2.4 The condition-hypothesis RanF ⊆ D + of Theorem 2.1 is necessary condition for the uniqueness of the fixed point as the following Example shows
Example 2.5 Consider the set X = {p, q} and define F on X × X as follows: 
