Abstract. The roots of Bessel functions of order one-half are special cases of roots of transcendental equations of the form tan z = A(z)/B(z), where A(z), B(z) are polynomials and A(z)/B(z) is odd. We prove that the function f(z) = B(z) sin z -A(z) cos z, /(z) even or odd, satisfies the conditions of Hadamard's factorization theorem, and derive recurrences for sums of the form Si = 2^™-i ak21, / = 1, 2, • • • , where the ak's are the nonzero roots of /(z). We also prove under what conditions on A(z) and B(z) is 5i = jr-2!_!!f(2/ + 2) or Si = ff-2'-2f(2/ + 2)(22!+a -1), where r is the Riemann zeta function. We prove that, although Bessel functions of positive half-order, Ji+m, have only real roots, perturbation of any one of its coefficients introduces nonreal roots for / > 2.
where Bm(z), An(z) are polynomials of order m, n, respectively, m j¿ n, and /(z) is either even or odd. Since the roots occur in pairs, ±a, we take only one of each pair.
Two special cases of (1.2), Bm(z) = 1, AJz) = kz, and Bm(z) = z, An(z) = -k, k a nonzero real constant, have been treated in [1] using Sturm-Liouville theory.
We shall show that (1.2) has a discrete sequence of roots, an, with a2 -» <».Asa special case, we get the Bessel functions Ji+U2(z) and 7_,_1/2(z), for / > 0. For Ji+y2(z) we prove, by using S0, that if / > 2, although J¡+i/2(z) itself has only real roots, perturbations of any one of its coefficients (written in the form (1.2)), introduce nonreal roots. where BJz), An(z) are polynomials of order m, n, respectively, which have no common root.
Let z = x + iy. Then (1) There exists a Y > 0, such that if y > Y, j(z) has no roots. (2) In any strip \x\ g L < °o, there can only be a finite number of roots ofj(z).
Proof Part (1) . f(z) = 0 iff implies that |tan z\ K, 1. But if \y\ ~2> 1, then \z\ » 1, and (2.4) holds for a root, i.e., |tan z\ » 1 for k > 0, and |tan z\ « 1 for k < 0. This concludes the proof of (1).
Part (2). Suppose we had an infinite number of roots for \x\ ^ L < °°. By Part
(1), they would be in a bounded domain, and would have an accumulation point other than infinity. Since /(z) is an analytic entire function, it follows that /(z) s 0, by Taylor's Theorem. This contradiction proves Part (2). Pi Remark. It follows from (2.4) that we do have an infinite sequence of roots, tending to ±°° on the real line, with the asymptotic values nw for k < 0 and (« + |)x for k > 0, n an integer.
Lemma 2. Let X ■ order off(z). Then X g 1.
Proof. Let M(r) = Maxlz|=r |/(z)|. Then, M(r) ^ (n + m)C,r"+V, for r > 1, and Ci is the largest coefficient in absolute value of An(z) and Bm(z). log M(r) g log[(n + m)Ci] + (w + n) log r + r C2r, for r large enough and C2 > 0.
So that, log log M(r) g log C2 + log r, and therefore, -, .. log log M(r) . , log C2 , X = lim sup-:-• á 1 + lim-= 1.
log r r^" log r Theorem 1. Let f(z) = Bm(z) sin z -An(z) cos z, wAere fim(z), y4"(z), are polynomials of order m, n, respectively, one being even and the other odd. Then
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use By Lemma 2, X ^ 1, and we get
Since /(z) is even or odd, we get that q must be even or odd with f(z), and exp {g(z)} = exP {g(-z)}> i-e-j oz = -az by (2.8), or a = 0, which proves (2.6).
3. Recurrences and Special Cases of Sk. Rewrite /(z) in Theorem 1 as and / + p is an odd integer. Since we are interested in the nonzero roots of f(z), we can divide by"60zMin<!,,,). The two basic cases are therefore: Take the logarithmic derivatives of (3.9), (3.10), equate, and multiply by zf(z), f(z)
as in (3.9) to get
or, after rearranging, and dividing by 2,
with a", = 0 for 7 < 0. The coefficient of z on the right-hand side is
Equate coefficients of z2I+3 in (3.12) to get Proof. If / + 1 < t then (3.14) becomes i
If also / + 1 < p, we get from ( 
From (3.10), c, -d¡ = 0 for j < i, and (3.21) is an identity, 0 = 0, if / < i. For
or, replace / -¿by /, to get i
As special cases, we have A theorem similar to Theorem 2, for this case will be given in Section 4. Case 2. Consider now /(z) as in (3.5). From (3.6), (3.7), (3.8), we get with Co = -a0,q = 0. Repeat the same process as before to get
As special cases we get To prove this theorem, we shall first prove two lemmas which are of interest themselves. Proof. b0 = 1 is a condition of (3.4), which is satisfied by /,(z) in (4.6). From In particular, when j = 0, (4.13) holds for / > 2, and I = 2, s = 0, and (4.14) AoWi for I ^ 2. . We therefore get that Q(e) = 22lZi al~2 stays finite as e -» 0: If all a2k in g(e) tended to zero through positive values, then lime_0ß(e) = c°. So that, when e ^ 0 (|e| <3C 1), we must have at least one root, <*,-, for which a2 is not positive, i.e., a¡ is nonreal. The same argument applied to 50(s, 0, S) by (4.21) again yields that if 5 ^ 0 (|S| <5C 1) we must have nonreal roots, completing the proof. Remark. From the proof and Lemma 4, it is obvious that Theorem 3 holds also when / = 2, s = 0. (For / = 2, we only have a0, b0 and bu and the theorem does not apply to bu)
There are three cases which Theorem 3 does not cover, if / + \ > 0; the cases / = 0, / = 1, and / = 2, s = 1 (only bx). The case / = 0 is not of the form we are discussing. Indeed (irz/2)1/2Ji/2(z) = sin z, so we only have b0 = 1, and obviously the roots do not depend on changing b0 to any nonzero constant. The other two cases are indeed different from the cases covered by Theorem 3, and we have the following. (2) f2(z, 1, -e, 0) has only real roots for e ^ 0, and a pair of imaginary roots for e<0(|e|«l).
Proof. Part (1). This is the problem of [1, Section 1], with the parameter k = a0/b0 there, and (1) follows.
Part (2) . Note that (4.24) f2(z) = (1 -\z2)s\nz -z cosz.
If we look at the function g(z) = (fcx -k2z2) sin z -z cos z, the roots, ±a of g(z) arise from the Sturm-Liouville system To get an idea of the asymptotic behavior of the roots which split away from zero when e (or 5) tend to zero, note that by the definitions, \ime-,0f¡(z, s, e, 0) = lim^o/^z, s, 0, 5) = fi(z). From (4.16), fi(z, s, e, 0) = £Z28 + 1 fidz'/al)
Take the limit « -* 0 of (4.27) and use (4.23), (4.6), the continuous dependence of the roots on e, and ( we have by the induction hypothesis a zero of multiplicity at most Am + 3 Â i + 7 -Aj for the left-hand side of (A.9) at zero. The right-hand side has, at zero, a zero of multiplicity at least 4/ + 7 -2j > Ai + 7 -Aj, since j è 1, a contradiction. This concludes the proof.
