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1. INTRODUCTION 
The technique of differential approximation [l] has been shown to be an 
effective method for computing approximations by solutions of given classes 
of differential equations [l, 71. A general setting for differential approximation 
can be stated as follows [l]. Let T(a) d enote an operator on a linear normed 
space X, which depends on a vector parameter a. Set U ={u E X: T(a)[u] =O, 
some a}. Given datum ud E X, we seek an element of U that approximates ud . 
The technique of differential approximation is to compute a, , which mini- 
mizes 11 T(a) [~]il, and then to approximate ud by a solution of T(a,)[u] = 0. 
If T(a) depends linearly on the parameter a, then this approach represents a 
simplification in the computations. 
In this paper, we introduce a new type of differential approximation, which 
we have called minimum norm differential approximation. This method, 
which is described in Section 2 below, applies whenever T(u) is a differential 
operator, either ordinary or partial. In addition to taking advantage of linear 
dependence of T(a) on the parameter vector a, this technique further sim- 
plifies the computations by reducing the order of the derivatives of the data 
ud that need to be computed. This reduction in the order of the derivatives 
should prove particularly helpful in the case of partial differential operators, 
although much of the theory of differential approximation for partial dif- 
ferential operators is yet to be developed (however, see [S]). 
In the next section, the method of minimum norm differential approxima- 
tion is described. Some properties of this method are discussed in Section 3. 
In Sections 4 and 5, a procedure for computing the optimal parameter 
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vector is presented, and the convergence of this procedure is shown. Finally, 
in Section 6, a numerical example is presented. 
2. MINIMUM NORM DIFFERENTIAL APPROXIMATION 
Let Sz denote a bounded region in k dimensional Euclidean space R”. 
We will need the Hilbert spaces H*$ = H” (Q) and H,,m = Horn (Q). 
The first space is defined as the completion of all real-valued, infinitely 
differentiable functions on 52 with respect to the norm 
II u II2 = C II Dau II,” , (2.1) 
Iale 
while the second space is defined as the completion of real-valued, infinitely 
differentiable functions with compact support in Q, with respect to this norm. 
Here, // iI,, denotes the L2 norm on Q, and 
D%(x) = a”‘u(x)/(i?~a~ ... az), (24 
where ill denotes a k-tuple of nonnegative integers with 
The inner product, from which this norm is derived, is 
(u, v) = / ; s, Dau Dav dx. 
3 ,m 
(2.3) 
Consider now the class of differential operators that can be written in the form 
L(u)[u] = 1 (--l)lsl DB(uolaD”u), (2.4) 
i$y rn 
where a denotes the vector whose components are given by the uaB . For a 
given square integrable function f on Q, we are interested in the construction 
of models for which the output u is described by 
ww = f, on Q, (25) 
for some parameter vector a. Thus, one might think of this equation as 
describing a system in which f represents a forcing term. Now, given a 
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function ud defined on Q, we seek a model of type (2.5) such that the solution 
is close, in some sense, to the datum ud . 
This problem is formally one of nonlinear approximation. The technique 
of differential approximation seeks to simplify the computation of the param- 
eter a by taking advantage of the linearity of the equation in (2.5). The 
idea of minimum norm differential approximation, which is described in the 
next paragraph, seeks in addition to reduce the order of the derivatives of the 
datum ud that must be computed. 
The technique of minimum norm differential approximation, hereafter 
designated by the symbol MNDA, can be motivated as follows. Suppose 
4 is a Cm function and 1+4 is a Cm function with compact support in Q. Consider 
the integral 
s 44W dx; s-2 
by applying integration by parts, it is possible to write this expression so 
that the derivatives of + have orders less than 2m. For example, we have 
where 
Of course, other expressions are possible. In fact, depending on how many 
times integration by parts is applied, one can reduce the order of the deriva- 
tives of 4 by any desired amount. For the sake of definiteness and simplicity, 
however, we will work only with (2.6) in this paper. 
For a given parameter vector a, and a given u E H”, define the linear 
functional &(a) on Horn by 
E,(a)[o] = B(a; u, w) - *fu dx. s (2.7) 
It is not difficult to see that E,(a) is continuous on H,,m and that if u is a 
solution of (2.5) for a parameter vector a, then E,(a) = 0. Thus, the norm of 
E,(a) is a measure of the closeness of u to a solution of L(a)[u] = j. For a 
linear functional L on Homn, we define, as usual, the norm of L by 
Now, given datum ud E Hm, the method of MNDA is to determine the 
parameter vector a = u(ud) so as to minimize /j E,Ju)]l. 
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Let us illustrate these ideas with some examples. 
EXAMPLE 1. Take Q = (0, l), and let 
L(a)[u] = f ( -l)i ai D%. 
i=O 
Then 
B(u; 24, v) = f ui j1 Diu Div dx, 
i=o 0 
and given ud E Wm(O, l), 
Eud(a)[v] = F. ai L1 Diu, Db dx - jolfv dx, 
for a E H,““(O, 1). 
EXAMPLE 2. Take Q to be an open bounded set in R*, and let 
L(u)[u] = -i a,(a”upx,2). 
i=l 
Then 
B(u; u, v) = 8$1 ui jD (&$x&‘v,‘~x,) dx, 
and for ud E EC’(Q), 
Z&,(u)[v] = f a, jn (&i,/ax,)(~v'~x,) dx - S,)J dx, 
i=l 
for v E H,l(.Q). 
The method of MNDA bears some similarity with the techniques of 
Perdreauville and Goodson [8]. By minimizing the norm of E,(a), however, 
we are using a whole space of “test” functions rather than the specially 
selected functions as in [8]. This paper [8] provides a number of applications 
in which the problem arises of estimating parameters in systems described 
by partiaI differential equations. 
3. PROPERTIES OF MNDA 
To simplify the notation, let us assume that the set of multi-indices 
((01, /3): 1 01 1 < m, / /? j < m} has been ordered in some way. In this case, the 
expression (2.7) for E,(u) can be written in the form 
E,(u)[v] = i u,L’,i’(v) -qt$ (3.1) 
i=l 
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where 
L(v) = J’,fv dx, (3.2) 
and if (01, /I) is the ith index in the ordering, then ai denotes the parameter 
a,,, and 
L!‘(v) = .r, Dau De, dx. (3.3) 
THEOREM 3.1. For each u E Hm and a E R”, E,(a) has the following 
properties. 
(i) E,(a) is a bounded linear functional on Horn, and 
I/ E,(a)112 = aTA a - 2br(u) a + c, (3.4) 
where A(u) is the real, n x n symmetric given by (3.7), b(u) is the n-vector 
given by (3.8), and c is given by (3.9). 
(ii) A(u) and b( ) u are continuous functions of u on H”. 
(iii) A(u) is, in general, semide$nite and is positive definite if and only if 
u is not a “generalized” solution of L(or)[u] = 0, for some nonzero 01 E R”, in 
the sense that B(ol; u, v) = 0, for all v E H,,m. 
Proof. The first part of (i) is clear. For the next part, let Ri(u) denote 
the representer [4] of L$ on H,“, and let R denote the representer of L. Now 
1: &(a)l12 = 
so that 
II fL(a)l12 = 11 f aiRi - R /jl, 
i-1 
(3.6) 
where in these two equations, we have used the symbol I/ Ij to denote both 
the norm of a linear functional on H,” and the norm of an element of H,“. 
Now, (3.4) follows immediately from (3.6). In fact, the (i, j)th element of 
A(u) is given by 
LWlii = @i@), W4>, (3.7) 
the ith component of b(u) is given by 
and finally 
(3.8) 
(3.9) 
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The proof of part (ii) is also straightforward. For each index i, it follows 
from the Schwarz inequality that 
II R&) - Ri(W)lI G II TJ - w II> (3.10) 
which establishes the continuous dependence of the representors &i(u) on 
u E H,,n. From (3.7) and (3.8), therefore, the statement of part (ii) follows. 
Regarding part (iii), the semidefiniteness of A(u) is clear from (3.7). 
Next, if A(u) is singular, then R,(u), J&(u),..., R,(u) are dependent in H,,“. 
Thus, for some nonzero 01 E Rn, 
(3.11) 
which implies that B((Y, u, v) = 0, for all z, E H,,“. Conversely, suppose 
B(u; U, V) = 0 for all z, E H,,” and for some nonzero a: E Rn. Then (3.11) 
follows, and therefore, 
cPA(u)a = 0. (3.12) 
But since A(u) is symmetric and semidefinite, and 01 # 0, (3.12) implies that 
A(u) is singular. The proof of the theorem is now complete. 
An important feature of any parameter estimation technique is the con- 
tinuous dependence of the parameters on the data. For minimum norm 
differential approximation, this property is easily established from part (ii) of 
Theorem 3.1. In the following, if A(u) is nonsingular for a given u E H”, we 
will denote by U(U) the unique minimizer of /I E,(a)l/. 
THEOREM 3.2. (continuous dependence of parameters). Assume that 
a(~,,) is de$ned for a given u,, E H” (i.e., A(u) in (3.4) is nonsingular). Then 
u(u) is continuous at 240 . 
Proof. From (3.4), 
4%) = k%)l-l &I) (3.13) 
Hence, since A(u) and b(u) are continuous functions of U, the conclusion of the 
theorem follows. 
As it appears from Theorem 3.1, part (iii), that A(u) is unlikely to be 
singular in practice, we have not considered the analysis for this case. We 
remark, however, that the numerical algorithm, proposed in Section 5, 
applies even if A(u) is singular. 
Once the minimizing parameters u(uJ have been computed, the question 
arises whether the resulting model (2.5) has a solution and, if so, how close 
this solution is to the datum ud. Th e existence question is clear for the case 
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in which L(a) is an ordinary differential operator. However, for the case of 
a partial differential operator, the above questions are much more complex. 
In general we have found these problems somewhat difficult. However, 
toward this end, we do have the following general result. 
THEOREM 3.3. Let a, = u(ud) minimize /I EUd(u)~l. Assume that a, is such 
that 
K = inf{B(a, ; u, u): u E H,“, /I 24 11 = I} > 0. (3.14) 
Then there exists a solution u E H” of the model (2.5) in the sense that 
and 
B(a z,c ;u,v) = s nfvdx, all v E HO”, 
u - ude HO”. 
Moreover, we have the error bound 
(3.15i) 
(3.15ii) 
(3.16) 
Proof. For w, v E Horn, define the functional 
Q(w, v) = W * ; ud + w, v) - j fv dx. (3.17) s2 
For each fixed w E H,,m, Q(w, ) is a continuous linear functional on Horn. 
Hence following Varga [9, pp. 30-331, there is a mapping T: HOW -+ H,,m 
such that 
Q(w, 4 = <Tw, v>, 
for all w, v E HOm. It follows that T is finitely continuous, and by (3.14), T is 
strongly monotone. Thus, by a result of Browder [2], there exists a d E HO% 
such that Tei, = 0. Setting u = ud + ti, it follows that u E Hm is a 
solution of the model (2.5) in the sense of (3.15i) and (3.15ii). 
To prove the error bound (3.16), we begin with the equation 
W z# ; ud, 4 - Qfv dx = K&,)[4~ s 
which holds for all v E HO”. Subtracting Eq. (3.15i) yields 
W * ; ud - % v, = ‘%&*)[v]* 
In particular, 
B(a * ; #d - u, ud - u) = Eud(u*)[Ud - #I, 
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since ud - u E H,,n by (3.15ii). But (3.14) implies that 
so that 
and hence the error bound (3.16) follows. 
The key to the result of this theorem is the coercivity assumption (3.14). 
The validity of this assumption can often be seen by inspection. For instance, 
in the examples cited above, if each ai > 0, then the assumption is satisfied. 
The error bound (3.16) provides a justification for the idea of minimizing 
the norm of E,(a). However, we must observe that the constant K depends on 
the computed parameter a, . Thus the applicability of this error bound, in 
general, is not clear. On the other hand, if the datum ud is close to the solution 
of a model for which the coercivity assumption holds, then this error bound 
will be small. An example of this type is given in Section 6. 
4. COMPUTATION OF PARAMETERS 
For a given u E H”, let us consider now the problem of computing the 
parameter vector a E R”, which minimizes /I &(a)ii. First, we propose to 
estimate /I E,(a)ll by 
II -G(a)lls = supVL(a) [VI; v E S, II v II = l}, (4.1) 
when S is a finite dimensional subspace of H,““. It will be supposed in this 
section that this subspace S is given. However, in Section 5 we will comment 
further on the selection of S in actual computations. 
When there is a unique parameter vector that minimizes 11 ZZu(a)lls, this 
minimizer will be denoted by as(u). 
In some situations, it may be the case that the datum u is not known 
completely. For example, u may be known only as a discrete set of points. In 
this event, some approximation, say 22 E H”, will be used in the expression for 
1) Ew(a)[ls . It will be shown in this section that as(G) is close to a(u) provided 
~2. is close u and provided the elements of HO” can be closely approximated 
by elements of S. 
LEMMA 4.1. Let L denote a bounded linear functional on a Hilbert space 
H. Let R be the representer of L, and let Rs E S be the representer of L restricted 
to a given closed subspace of S C H. Then 
11 R - Rs /I = i$ jl R - v Il. (4.2) 
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Proof. By definition 
L(v) = (v, R), 
for all v E H, and 
44 = (v> Rs), 
167 
(4.3) 
(4.4) 
for all v E S. The brackets denote the inner product on H. Substracting these 
two equations yields 
(v, R - R,) = 0, (4.5) 
for all v E S. But R, E S, and hence, from the theory of approximation in 
inner product spaces (see [4]), it follows from (4.5) that Rs is the best 
approximation of R out of S. Thus, (4.2) is established. 
LEMMA 4.2. Using the notation in the Lemma 4.1, let L, denote a bounded 
linear functional on H that depends on u E H and that satisJies 
II-L--L,I/~Kllv--w// (4.6) 
for some constant K and all v and w in H. Let R(u) be the representer of L, , 
and let R,(u) E S be the representer of L, restricted to S. Then for any u and w 
in H, 
II R(u) - R,(w)lI < &I II R(u) - v II + K II u - w Il. 
Proof. From the triangle inequality, 
II R(u) - Rs(4ll < II R(u) - Wu)ll + II W4 - Rs(w)lI 
< 5; II R(u) - v II + II R,(u) - R,(w)ll. 
However, 
II Wu) - Ww)ll = IIL --ho /Is 
G II&L --L, II> 
so that from (4.6), 
II R,(u) - Rs(w)ll < K II u - w Il. 
(4.7) 
(4.8) 
(4.9) 
Combining (4.8) and (4.9) yields the desired conclusion (4.7). 
In the following, for each real number h > 0, S, denotes a finite dimensional 
subspace of H,,m with the property that if u E H,,” is given, and E > 0 is 
arbitrary, then there exists a 6 > 0 such that 
(4.10) 
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whenever h < 6. The subscript h is used here because in the computations, 
the S, are usually spline subspaces, and the h is related to the mesh width of 
the knots. To simplify notation, we will denote the norm of the linear 
functional E,(a) restricted to S, by 11 E,(a)ljh . 
THEOREM 4.1. Let u E Hm be fixed, and assume that A(u) is nonsingular 
(see Theorem 3.1, part (i)). Let E > 0 be arbitrary. Then there exists a S = 
S(u, E) > 0 such that, whenever 11 C - u )/ < S and 0 < h < 6, there is a 
unique minimizer ah(u) of 11 E,(a)lI, , and 
whHe / 1 denotes the Euclidean norm. 
Proof. Recall that 
44 = [A(u)I-l b(u), 
where A(u) and b(u) are defined in (3.7) and (3.8). Following the proof of 
Theorem 3.1, it is not difficult to show that 
where 
11 E&)ll; = arA,(ti)a - 2b,T(ti)a + ch , 
and 
(A#)). = (R;‘(O), R”‘(Q)) %,3 h (4.11) 
(b&l)). = (R I RCi’(zi)) h> h (4.12) 
and where Rh and R?)(G) are, respectively, the representers of L and L$), 
restricted to the subspace Sh . 
Now, each linear functional Lg’ satisfies (4.6) (with K = I). Hence, we 
can apply Lemma 4.2 to conclude that when h and I/ li - u Ij are sufficiently 
small, the matrix Ah(G) is close enough to A(u) so that [Ah(B)]-l exists and, 
therefore, that 
a&i) = [Ah(d)]-’ b#). 
The conclusion of the theorem is now immediate. 
We remark at this point that using (4.7) (4.1 I), (4.12), and [6, Theorem 3, 
p. 371, one could easily obtain asymptotic error bounds for 1 ah(G) - a(u)/. 
However, we will be concerned only with convergence in this paper. 
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5. AN ALGORITHM FOR MINIMIZING 11 Eu(u)[ls 
A method is presented here for minimizing 11 Eu(u)lis that is based on the 
use of singular value decompositions. We will show first that the minimization 
of /I Eu(a)lls is equivalent to finding the least square solution of a certain 
linear system of equations. 
LEMMA 5.1. Let L be a bounded linear functional on a Hilbert space H, 
and let S C H be a subspace with basis {h ,..., $N). Then 
where 
1) L Iif = wrG-‘w, (5.1) 
w = N#l), W,),..., w$NV, (5.2) 
and G is the Gram matrix for {Cl ,..., &}. 
Proof. If 11 11 denotes the norm on H, then by definition 
IIL IIs = sup{l(v) : !I v jl = 1, v E S} 
Z sup{wrc : cTGc = l}, 
where G and w are defined above and where c = (cr ,.. ., cN)*. Using Lagrange 
multipliers, it is not difficult to show that this supremum is attained for 
c = G-1~/(~TG-1~)‘12, 
and hence, the result of the lemma follows directly. 
Assume now that a subspace S of HO” has been selected, and let $r ,..., &,, 
be a basis for S. In the following, G is the Gram matrix for this basis, B is 
the N x n matrix with (i, j)th element L$(&), and d is the N-vector with ith 
component L(&). 
THEOREM 5.1. Suppose that a decomposition of the gram matrix G, 
G = WWT, (5.3) 
has been determined, where W is an N x N matrix. Let 1 IN denote the Euclidean 
norm on RN. Then 
II WOI~ = I Ma - c I> , (5.4) 
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where 
and 
M = PIT-1B, 
c = W-Id. 
Proof. Applying the previous lemma to E,(a) shows that 
where 
II &(a)ll”s = UT(a) G-‘v(a), 
From (5.3), 
z(a) = Ba - d. 
G-1 = (W-l)=W-1, 
(5.5) 
(5.6) 
(5.7) 
and substituting in (5.7) yields 
j/ E,(a)ll~ = (Ba - d)T (Zi+‘)’ W-l(Ba - d) 
= (W-‘Ba - W-ld)T ( W-lBa - W-ld) 
= IMa-cl~f, 
which concludes the proof. 
The optimal parameter vector a, therefore, is the least-squares solution 
of the system of equations MX = c. In the event that the least-squares 
solution is not unique, the optimal parameter vector is taken to be the vector 
a, of minimum Euclidean length among all those that minimize j/ Eu(a)/~s. 
To make the necessary calculations, the singular value decomposition 
routine given by Golub and Riensch [5] provides a convenient and numerically 
stable procedure. Briefly, if A is a real N x n matrix with N > 71, then the 
singular value decomposition (SVD) of A is given by 
A = UZV=, (5-g) 
where 
and 
U=lJ= VV== V=V=I n 
2 = diag{a, ,..., on}. 
(5.9) 
(5.10) 
The columns of U consist of the n orthonormalized eigenvectors associated 
with the n largest eigenvalues of AAT, and the matrix V consists of the 
orthonormalized eigenvectors of ATA. The diagonal elements of 2, which 
are called the singular values, are the nonnegative square roots of the eigen- 
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values of ArA. Once the matrix M in (5.5) has been determined, then the 
SVD of M, 
M = USVT, (5.11) 
can be computed, and the least-squares solution a, of minimum length is 
given by 
a, = VStlJTc, (5.12) 
where St is the generalized inverse of S; i.e., 
where 
St = diag{a,+,..., un+}, 
(si+ = l/q ) *i # 0, 
= 0, ui = 0. 
The decomposition (5.3) of the gram matrix can be accomplished in a 
number of ways. For example, applying the Cholesky decomposition to G, 
we obtain 
G = LTL, (5.13) 
where L is a lower triangular matrix. Thus, W = LT and the matrix M = 
W-lB and vector c = W-ld can be easily computed using back-substitution. 
If the SVD algorithm is being used to minimize (5.4) then it may be more 
convenient to use the SVD of G to find the decomposition (5.3). The matrices 
2 and V obtained by applying the SVD algorithm to G satisfy 
Thus, 
where 
Hence, 
G = VZVT. 
G = V~V~Wl/T 
= WW’T, 
w zzz VOW. 
W-1 = (,T92)-1V7’. 
Finally, we remark that in the computations, the use of B-splines for the 
basis functions appears very satisfactory. For these functions, the quantities 
L(#Q) and Lc’(&) can be computed from simple exact formulas, and the gram 
matrix has a band structure. Further details concerning the use of B-splines 
and some computational experiments will be reported in [3]. 
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6. NUMERICAL EXAMPLE 
In this section we present an example of the MNDA method. Let 
L(a)[u] = 2 (-l)i ai D%, 
i=O 
Ud = x3(1 - X)3, 
f = i (-l)i D2%, . 
i=o 9 
With the above choices for zi, f, L, and ~‘2, it is clear that the optimal choice 
for a parameter vector a, is 
a, = (1, 1, 1, 1). 
Setting h = 0.1 and letting S be the finite dimensional subspace of Ho3(Q) 
generated by the cubic B-splines 
where 
$i”(x) = W”$b((x/h) - i), i = 1, 2 ,..., 7, 
4(x) = 0, x 3 2, 
= (2 - x)3, 1 <x<2, 
= 1 + 3(1 - X) + 3(1 -X)” - 3(1 - x)3, O<x<l, 
= d(-4, x G 0, 
the MNDA method produces the parameter vector 
a, = (1.00, 0.999, 0.999, 1.00). 
This computation was done on a UNIVAC 1108 at the University of Utah, 
and execution time was 0.5 sec. 
For this parameter vector, the coercivity assumption of Theorem 3.3 
is satisfied with K > 0.999. The estimate of I/ Eu,(a,)lj is 0.166 x 10T2, so 
that from the error bound (3.16), we estimate that 
11 ud - 24 11 < 0.002, 
where u is the solution of the model L(a,)[u] = f. We observe that this 
bound 0.002 is a bound on the sum of the L, norm of the error function 
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ucz - u, and the L, norms of the derivatives of this error function up to and 
including order 3. 
Further work with the use of tensor product B-spline subspaces and how 
to make them computationally efficient in the partial differential equation case 
is under way and will be reported in [3]. 
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