Montclair State University

Montclair State University Digital
Commons
Department of Computer Science Faculty
Scholarship and Creative Works

Department of Computer Science

12-20-2011

Hyperspectral Data Processing in a High Performance Computing
Environment: A Parallel Best Band Selection Algorithm
Stefan Robila
Montclair State University, robilas@mail.montclair.edu

Gerald Busardo
Montclair State University

Follow this and additional works at: https://digitalcommons.montclair.edu/compusci-facpubs
Part of the Computer Sciences Commons

MSU Digital Commons Citation
Robila, Stefan and Busardo, Gerald, "Hyperspectral Data Processing in a High Performance Computing
Environment: A Parallel Best Band Selection Algorithm" (2011). Department of Computer Science Faculty
Scholarship and Creative Works. 323.
https://digitalcommons.montclair.edu/compusci-facpubs/323

This Conference Proceeding is brought to you for free and open access by the Department of Computer Science at
Montclair State University Digital Commons. It has been accepted for inclusion in Department of Computer Science
Faculty Scholarship and Creative Works by an authorized administrator of Montclair State University Digital
Commons. For more information, please contact digitalcommons@montclair.edu.

2011 IEEE International Parallel & Distributed Processing Symposium

Hyperspectral Data Processing in a High Performance Computing Environment
A Parallel Best Band Selection Algorithm

Stefan A. Robila, Gerald Busardo
Department of Computer Science
Montclair State University
Montclair, NJ, USA
robilas@mail.montclair.edu

continue to increase, the need for efficient processing
techniques persist.
One important area of work within remote sensing is
constituted by spectral imaging. Here, the data are collected
as sets of images (bands) of the scene with each image
covering only an interval of the electromagnetic spectrum.
Within spectral imaging, there are also various related subareas of work. For example, when the data are formed of
only a few images that cover large intervals, we are dealing
with multispectral imaging, whereas when the data are
formed of tens to hundreds of bands associated with narrow
contiguous intervals, we are dealing with hyperspectral
imaging. Extensions to thousands of bands are also being
investigated under the concept of ultraspectral imaging
[3],[4].
Compared to regular approaches, spectral imaging
(particularly, hyper- and ultraspectral) has the distinct
advantage of collecting full spectra for each point in the
scene. Understanding that each material can be accurately be
characterized by its electromagnetic spectrum, spectral
imaging thus opens the avenue for detection of details up to
pixel and subpixel levels, an accuracy not available in
regular grayscale or color data. In addition, spectral imaging
often extends the sensing range beyond the visible interval,
thus allowing the ability to “see the unseen”, i.e. measure
properties not usually perceived by human vision [4].
Yet, such richness also comes at a cost. Specialized
sensors are needed, producing data sets of considerable sizes
that in turn require fast processing and large storage. Each
spectral image is formed of tens to thousands of individual
bands and is often sized in the order of hundreds of
megabytes to gigabytes [4]. Processing such data often
requires its compression through various feature extraction
techniques, many of which are computationally expensive. In
light of this, employing a high performance computing
environment and designing parallel and distributed
processing techniques is not only desired but required in
order to ensure timely availability of the results. In our
previous work, we investigated the use of high performance
computing, especially parallel computing for a variety of
unmixing algorithms such as Nonnegative Matrix
Factorization and Complexity Pursuit. Furthermore, we have
also investigated the use of grid based heterogeneous
systems for feature extraction. In each case, we have shown

Abstract—Hyperspectral data are characterized by a richness
of information unique among various visual representations of
a scene by representing the information in a collection of
grayscale images with each image corresponding to a narrow
interval in the electromagnetic spectrum. Such detail allows for
precise identification of materials in the scene and promises to
support advances in imaging beyond the visible range.
However, hyperspectral data are considerably large and
cumbersome to process and efficient computing solutions
based on high performance computing are needed. In this
paper we first provide an overview of hyperspectral data and
the current state of the art in the use of HPC for its processing.
Next we discuss the concept of best band selection, a
fundamental feature extraction problem in hyperspectral
imagery that, besides exhaustive search has only non optimal
solutions. We provide an elegant algorithm that performs an
exhaustive search for the solution using a distributed,
multicore environment and MPI in order to show how using
such a solution provides significant improvement over
traditional sequential platforms. Additional experiments on the
robustness of the algorithm in terms of data and job sizes are
also provided.
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INTRODUCTION

Remote sensing is a generic term referring to any activity
that allows the measurement of an object or a scene’s
electromagnetic properties from a distance (i.e. “remotely”)
[1]. Based on such a general description, the measurements
can be done using point sensors (such as spectrometers) or
imaging scanners (such as still and video cameras) and can
cover various portions of the electromagnetic spectrum [2].
Remote sensing has traditionally been associated with
geosciences and environmental sciences where airborne and
satellite sensors have been used to map the surface of the
earth and analyze various aspects such as vegetation cover,
hydrological mapping, pollution, minerals, etc [2]. However,
due to an increase in sensor performance and a decrease in
size and operating costs, remote sensing is now seen as a
more general field of work that also can service industrial
quality control, health sciences (such as endoscopy and
microscopy), law enforcement, defense applications, etc.
Consequently, as the amount, size and diversity of the data
1530-2075/11 $26.00 © 2011 IEEE
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that high performance computing provides significant
speedups to the traditional sequential approaches.
In the current paper, we tackle optimal feature selection,
a fundamental problem in hyperspectral data processing.
Optimal feature extraction is the process of identifying the
best set of bands for a specific application [5]. While various
approaches focused on greedy algorithms have been
introduced, such approaches have not been shown to be
optimal. As a result, exhaustive search remains as the only
viable optimal solution, despite great computational costs
due to the large data dimension [6], [7]. The algorithm we
propose has the potential of solving exhaustive search by
employing high performance computing.
The paper is organized as follows. In the second section
we provide a short overview of hyperspectral images and
discuss the main directions employed in processing them as
well as the key application fields. In Section III we provide
an overview of the current work focused on High
Performance Computing for hyperspectral data. Section IV
introduces a distributed algorithm for best band selection we
developed to investigate the scalability of HPC for
hyperspectral data processing. The algorithm’s performance
is analyzed through experimental results discussed in Section
IV. The paper ends with Conclusions.
II.

a)

c)

b)

d)

Figure 1. Hyperspectral data description. a) collection of spectral bands
form a hyperspectral cube, b) abstract view of the cube, a vector of pixels
in the same location forms a spectra.c) spectra for a rock formation, d)
spectra for vegetation

kilometers while the spectral resolution (i.e. the spectral
interval width for each band) is in the order of nanometers.
The spectral range covered by most popular hyperspectral
sensors is usually 400 to 2500nm. Extension beyond such
range requires changes in sensing technology or use of
multiple instruments and fusion of data afterwards.
The applications of hyperspectral imagery are diverse and
in principle cover any area where imaging can be employed.
Traditionally, hyperspectral data have been used for classical
remote sensing problems such as classification of land cover,
monitoring of vegetation growth and health, and mineral
exploration. Military applications have also been developed
for target detection and identification (for example,
camouflage detection) [3]. In more recent years,
hyperspectral data have been used in industrial quality
control or in food safety inspections (for example, detection
of contaminants in poultry processing [8]) and it is making
advances in health sciences (such as enhancing endoscopy
[9]). Furthermore, efforts to employ it for skin detection and
face recognition have also been published [10].
Processing hyperspectral data falls under two large
pattern recognition problem classes: classification and target
detection. In classification, the pixels are grouped according
to various standard approaches in an unsupervised or
supervised manner. In target detection, specific materials are
sought based on known information about their spectra or
based on the differentiation of the pixels from the
surrounding background. Most of the techniques have
complexity that depends directly on the number of spectral
bands in the acquired data. Since this is usually large, it is of
interest to find methods that transform the data cube into one
with reduced dimensionality while, at the same time,
maintaining as much information content as possible. These
techniques are known under the general name of feature
extraction.

HYPERSPECTRAL DATA

Fig. 1 summarizes through a real life example the main
characteristics of the hyperspectral data. The images were
collected using a Surface Optics 700 sensor with 400 and
1000 nm range and spectral resolution of 5nm. The scene
contains a ceramic flower pot with both artificial and natural
vegetation placed on a rock formation in front of a red brick
wall. The data were collected outside in order to benefit from
the strong energy emitted by the sun. A hyperspectral data
set is formed as a collection of tens to hundreds grayscale
images (Fig. 1a). Each image (often called spectral band)
represents the spectral energy measurements for the scene
within a very narrow interval (often only few nanometers)
and the intervals covering a contiguous region of the
spectrum. In our case, 120 bands can be collected.
Conceptually, hyperspectral data can be considered a three
dimensional structure (Fig. 1b) and taking a vector of values
found at the same location throughout the bands we obtain
the location’s spectrum, i.e. the electromagnetic properties of
that location for the given spectral range. Since we are
collecting a large number of measurements, the spectra is
often seen as a continuous line. To understand the
differences between different materials, two spectra, one for
a rock and one for vegetation are plotted (Fig. 1c and 1d)
The rock, of grayish color exposes a single peak close to the
Blue-Green margin light range, whereas the vegetation
shows two peaks, one for the Green color and a secondary
one in the near-Infrared (IR) region. The data are not
calibrated and reflects the strong emissivity of the sun in the
visible range while decreasing in the near-IR range.
The figure is also illustrative of the level of detail that
can be achieved using hyperspectral sensors. Depending on
the distance from the scene and capability of the instruments,
the spatial resolution varies from a few millimeters to
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III.
n

m

Given the large number of sensors operating as well as
the continuous improvements in digital imagery, the amount
of data generated and stored far exceeds the capability of
processing currently used. Traditionally, hyperspectral
imagery has been seen as an extension of multispectral
imagery where only a handful of bands are collected.
Because of this, many hyperspectral processing techniques
were adapted directly from the multispectral counterparts,
often leading to significant increases in execution times [2].
The need for efficient data representation as well as for
faster processing techniques has been recognized early on,
especially in the context of sensors installed on airborne and
satellite platforms, where computing and storage capability is
very limited, or in the case where real time results are
sought. In [13] an on-board method to reduce the data to a
representative set of spectra is introduced, with further
adaptations to fast feature extraction algorithms using
parallel environments being described in [14].
More recently, significant research has been done in the
employment of HPC in both heterogeneous and
homogeneous forms [15-17]. Many feature extraction
algorithms were adapted to distributed and parallel
environments. In each case, the emphasis has been on the
division of data among the various dimensions, as illustrated
in Fig. 3. Data are partitioned in either the spectral (Fig 3a)
or spatial (Fig 3b) dimensions and the subcubes are
processed by separate execution threads either on symmetric
shared memory or on distributed platforms. Often, the
iterative nature of the algorithm requires frequent
communication among the execution threads’ domain.
Previous work on parallel and distributed systems
includes the parallelization of PCA [14], ICA [18], NMF
[19] or SCP. In addition, endmember extraction and linear
unmixing were parallelized and described in [20]. An
extensive comparative analysis of various parallel
implementations of several hyperspectral algorithms was
performed including testing on a 400 node Beowulf cluster
and showed that most techniques yield significant speedups
when parallelized [16]. Several roadblocks were identified
including the bottleneck encountered by synchronization
steps.
Analyzing the published results it can be noted that, as
expected, algorithms that are highly parallelizable will
perform better than ones that allow only limited
parallelization. For example, in performing PCA, the first
step is to compute the covariance matrix for the data,
followed by a computation of the eigenvectors and
eigenvalues for the matrix. Parallelizing PCA is thus useful
in the first step only and the sequential computation of the
eigenvectors will become a constant time factor, limiting any
large speedup. Compared to that, an unmixing algorithm that
is employed independently on each spectrum can be fully
parallelized, as the computation can be performed
independently on each spectrum. A similar situation occurs
in best band selection.

Figure 2. Feature Extraction reduces the data dimensionality

Fig. 2 provides an abstract view of the feature extraction
process. When no prior information is available for the data,
feature reduction is usually done through various feature
transforms such as Principal Component Analysis (PCA),
Independent Component Analysis (ICA), Nonnegative
Matrix Factorization (NMF), Orthogonal Subspace
Projection (OSP) or Spatial Complexity Pursuit (SCP)
[3],[4],[11],[12]. The objective for each of the methods is
different: decorelation coupled with maximization of the
variance in PCA, statistical independence in ICA,
nonnegativity constraints in NMF, orthogonality of each
component in OSP and enhancement of local pixel based
complexity in SCP, respectively.
A different approach is taken when information on the
nature of data is available. In this case, bands are selected
based on the increased differentiability between spectra for
the materials, thus ensuring that the classes or targets are
easily separable. Alternatively, the bands are selected based
on decreasing the differentiability between spectra that are
known to belong to the same class. Such approaches fall
under the category of best band selection. A more detailed
discussion on this technique is provided in Section IV.
Finally, pixels in the image could correspond to a mixture
of various materials. For this, an important part of processing
techniques deal with unmixing, i.e. the approaches that,
given a “mixed” spectra in that data, find the “pure” material
spectra and the contributing abundances that lead to the
mixture. The mixing model was presented as either nonlinear
or linear. In linear model, an n-dimensional observed spectra
x can be described as a linear combination of the same m ndimensional spectra (endmembers) s1, ..sm, and noise [11]:
m

x = ¦ ai si + w = Sa + w

(1)

i =1

where a is an m-dimensional vector describing the fractional
abundances of the endmembers in the mixture (abundance
vector). The values of a must be positive and add up to 1:
ai ≥ 0,i = 1,..., m
(2)
m

¦a

i

=1

HIGH PERFORMANCE COMPUTING FOR
HYPERSPECTRAL IMAGES

(3)

i =1

When the endmembers are known, the problem reduces
to solving a linear equation system. When the endmembers
are unknown, they can be extracted from the data through
various techniques that look for “pure” spectra. Many of the
feature extraction techniques were also employed for linear
unmixing by simultaneously extracting both the endmembers
and their abundances [3].
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different materials) will have limited contribution to any
distance computation.
Since many of the vector components are strongly
related to each other, it is of interest to design methods that
select only those bands that increase (or decrease the
separability). Given two spectra x and y with values over a
set of spectra bands B and a spectral distance , the goal of
band screening is to find the subset of bands B1 such that:
(5)
d (x, y, B1 ) = min( d ( x, y, B' )

Figure 3. Partitioning of the data in a) spectral domain b) spatial domain

IV.

B '⊆ B

PARALLEL BEST BAND SELECTION

where by d(x, y, Bs) we refer to the value of the distance
measure  computed between the two vectors but taking into
consideration only the bands included in the subset Bs.
Suboptimal solutions to the problem exist. In [7] a Best
Angle (BA) algorithm was introduced. The algorithms starts
by finding two bands that would create the maximum
distance between the corresponding subvectors. It proceeds
to add additional bands as long as the distance increases.
When this is no longer possible, the algorithm terminates.
Recently we also provided a Floating Band Selection
algorithm that builds upon BA by backtracking its steps and
eliminating bands which would reduce the overall distance
[6]. The algorithm was shown to outperform BA and was
also adapted to work directly as a target detection tool.
Finally, we note that the best band subset can still be
affected by the between band correlation. To alleviate this,
one can add additional constraints on the band selection,
such as not allowing adjacent bands to be present in the
subset. Such constraints can be easily implemented and do
not provide a change to the fundamental principles in the
selection process.

A. The Problem of Best Band Selection
In hyperspectral data, the degree of separability of the
spectra is key to many problems. As indicated previously, if
a material’s spectrum is distinguishable from the spectra of
the surrounding background then the material can be easily
detected in the image by employing simple distance
measures. Based on this, spectral mapping algorithms have
been developed and are included in most commercial and
research applications [21],[22]. To measure spectra
separability, various vector distance techniques are found in
the literature. One such popular distance technique is the
spectral angle. Given two vectors of the same dimension x
and y, the spectral angle between them is defined as the
arccosine of their dot product
§ x, y ·
(4)
¨
¸
SA(x, y ) = ar cos¨
¸
© x y ¹

where <.,.> represents the dot product of the vectors and ||.||
the Euclidean norm.
The spectral angle’s attractiveness lies in the fact that it
is invariant to scalar multiplication. From a physical
perspective, a positive scalar multiplied to spectra
corresponds to a change in illumination intensity. As such,
two spectra of the same location and collected under the
same type of illumination but under different light
intensities will yield a zero angle among themselves. Other
measures, beyond the scope of this paper, include the
Euclidean Distance, the Spectral Correlation Angle, or the
Spectral Information Divergence [23]. While some have
been shown to outperform the spectral angle, their use is
rather limited in off the shelf commercial applications.
Nevertheless, the parallel band selection algorithm
described below can be applied in the same fashion to any
distance.
In practice, the direct use of spectral mapping is rather
limited as clear separability cannot be easily achieved.
Various factors, such as light intensity, angle of incidence,
and more importantly variations among the spectral
measurements for the same material and the presence of
mixed pixels affect the accuracy of such direct detection.
Moreover, each spectrum is formed of tens to hundreds of
values collected within narrow adjacent wavelength
intervals which often expose strong local correlation [5]. As
all distance measures are considering all vector components,
a slight difference among few components (signaling two

B. Parallel Algorithm
While finding the optimum subset is always possible
through exhaustive search, the complexity of such operation
in a sequential environment is prohibitive. Given a
hyperspectral image of n bands, and assuming the B1 can
have any size (usually in the order of tens to hundreds), the
number of band combinations to be tried is roughly
equivalent to the number of possible mappings:
(6)
f : {1,2,3,..., n} → {0,1}
This is because each subset Bs of B can be seen as an nuple of 0’s and 1’s where, for each position, one indicating
that the corresponding band is in the subset and zero
indicating the absence of the band. The above equation
leads to 2n possible mappings and is not solvable using
regular computing environments. However, the problem is
highly parallelizable.
Fig. 4 shows the Parallel Best Band Selection (PBBS)
algorithm we developed. It starts by distributing the data to
all the available nodes and then computing k equally sized
intervals of the search space. Each interval will be computed
as a separate job by one of the cluster nodes.
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Given a subset of n-dimensional spectra s1,..,sm
Given a partition factor k and a number of available
processors p
Step 1. Distribute the spectra to all the nodes.
Step 2. Generate k equally sized intervals Ik between 0
and 2n
Step 3. Distribute job execution requests for each of
Figure
4. Parallel
Best Band
(PBBS)
algorithm
the
nodes
to compute
theSelection
best band
subset
for s1,..,sm
based
on
the
separate
intervals
produced
in
Step 2.
The independent computation is done by sequentially
Step
4.
Gather
the
results
and
extract
as
overall
result,
searching through the set interval for the band combination
among
the
partial
results
the
subset
that
yields
the
that yields the minimum distance:
smallest distance
(7)
d (s1 ,.., s m , Bk ) = min B ⊆ I k (s1 ,.., s m , B )

(MCMS) and Cluster Resources, Inc.’s Maui scheduler,
respectively. Students and faculty can access the master
node to submit jobs from either an on-campus terminal, or
off-campus using any SSH client.
B. Test Data
The data set is a Hyperspectral Digital Imagery
Collection Experiment (HYDICE) image corresponding part
of the Forest Radiance set [25]. The data are 16 bit,
reflectance values organized in 210 bands spanning the 400
to 2500nm range and collected with a spatial resolution of
1.5m. The Forest Radiance data is provided by the Spectral
Information Technology Application Center (SITAC), and
is often found in published research involving targets.
Figure 5a provides a view of a sub scene of the large data
with points of interest highlighted. The area presents a
special advantage through 24 man-made panels placed in 8
rows on the ground in which each of the 3 columns contains
a different material, while each row contains panels of
different sizes (3m by 3m, 2m by 2m, and 1m by 1m
respectively). The sizes mean that the third row panels are
basically smaller than the spatial resolution, and thus, the
pixels covering them will have to be inherently mixed. The
average spectra for each of the materials are plotted in Fig.
5b. For the purpose of our experiment we focused on the
first row of panels, our focus being identification of the best
bands subset that will minimize the dissimilarity among the
spectra for the corresponding material. Four spectra were
manually selected from the panels and used as start for the
PBBS algorithm.

We have implemented the algorithm using the Message
Passing Interface (MPI) specification [24]. To allow for
multicore configurations, the code was implemented using
multithreading with the number of working threads defined
through a parameter. In addition, the code for the master
node allows the specification of the number of dimensions
to be considered (n), as well as the number of intervals to be
generated (k). Several static variables are broadcasted to
each node from the master via MPI_Bcast. Communication
between the master and slave nodes related to work to be
performed, and the final results, are accomplished via pairs
of MPI_Send and MPI_Receive commands. Timing is kept
via MPI_Barrier.
The algorithm is highly parallelizable. Even for small
values of n the number of band combinations to be
investigated is large, and as such the number of intervals to
be generated can be large.
V.

C. Experiments
Four experiments were performed in order to test
whether the PBBS algorithm within an HPC environment
provides a significant improvement over traditional
sequential methods, as well as to examine the behavior of the
algorithm for different inputs.

EXPERIMENTAL RESULTS

A. Computing Environment
The HPC cluster used in this experiment consists of a
master node and (64) compute nodes consolidated into (32)
Twin Dual Opteron chassis interconnected via (2) Netgear
PROSAFE 48 port Gigabit Stackable Smart Switches. The
equipment is enclosed within (2) APC NetShelter SX 42U
enclosures.
The master node includes two, quad-core 2.4GHz
processors, 8GB of RAM and 500GB of storage. Each of the
(64) compute nodes consist of two, quad-core 2.4GHz
processors, 16GB of RAM and 50GB of storage. In total,
the cluster provides (520) 64-bit, 2.4GHz cores, 1.008TB of
RAM and 3.7TB of storage in order to meet or exceed the
minimum requested computation power required to achieve
2.5TFlops (via the Linpack benchmark).
The Operating System on each node is Red Hat
Enterprise Linux 5, with the 2.6.18-164.6.1.e15 (x86_64)
Linux kernel. Parallel communications are accomplished via
MPICH2 version 1.2, a high-performance implementation of
the Message Passing Interface (MPI) standard. Compilations
rely on vendor-installed GNU project C and C++ compilers,
optimized for the k8/Athlon64/Opteron microarchitecture.
From the master node, management and job scheduling is
accomplished via Microway Cluster Management Software

(a)
(b)
Figure 5. a) Hydice hyperspectral data displaying rows of panels
marked by squares, b) Average spectra for the eight panel categories
in the scene
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Figure 8. PBBS performance as the number of cluster nodes used increases.

Figure 6. Sequential execution of the Best Band Selection algorithm for
n=34 and k varied from 1 to 1023.
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2) Beowulf cluster performance The second experiment
was an expansion on the first, via the introduction of
parallelization using MPI. The goal of this experiment was
to confirm that significant performance improvements would
be achieved with further distribution of workload. To do so,
various parallel runs of the same, (n = 34) vector size and k =
1,023 intervals were performed on an increasing number of
nodes. Both 8 and 16 threads per node were used.
With 2 nodes and 16 simultaneous threads per node, the
application completed in 43.8968 minutes. Fig. 8 provides a
summary of the runs expressed as the speedup over the 8
thread single node execution. The solid line corresponds to
the 8 thread/node execution while the dashed line
corresponds to the 16 thread/ node execution. We see that the
speedup for both 8 and 16 threads is similar. In both cases, as
the number of nodes increases beyond 32 the performance
decreases. In analyzing such behavior we noted that in our
implementation the master node is also receiving execution
jobs and becomes an execution bottleneck. Moreover, as the
number of nodes increases, the number of intervals allocated
for each node is no longer balanced, resulting in one or more
nodes having extended execution times. A reanalysis of the
code and a better job balancing is expected to improve the
results.

1

8
16
Thread Count
Figure 7. Shared memory multithreaded execution of PBBS for varying
number of threads and k set to 1023.

In all cases, we have verified that the best bands selected
are the same, ensuring that the algorithm remains equivalent
to the basic sequential version.
1) Shared memory single node performance. The purpose
of the first experiment was to observe and compare the
computational performance of a single-node (non-MPI), on a
single core versus a multi-threaded approach utilizing all (8)
of the node’s cores. The vector size of (n = 34) bits was
chosen since it could complete a serial computation within a
reasonable amount of time. The sequential run completed
the best band computation in 612.662 minutes. To
understand the impact of the number of intervals k we have
varied it from 1 to 1023. Fig. 6 provides the speedup
obtained as the number of intervals increases. The speedup
was computed as the ratio between the execution time for k-1
and the execution time for the current k. As expected, as k
increases, the performance decreases since division in
smaller intervals brings only overhead to the execution time.
We note however that, even for large k, the overhead is
limited to only 50% of the execution time.
We also analyzed the robustness of our algorithm on a
parallel shared memory environment by executing a
multithreaded version on a single machine and varying the
number of threads from 1 to 16. Fig. 7 provides the speedup
computed as the ratio between the single thread execution
time and the multiple thread execution times. In all cases k
was the same (1023). To help with understanding the results,
an ideal speedup is plotted with a dashed line. The algorithm
performs well for 8 threads (speedup 7.1) and records only
minimal improvement for 16 (speedup 7.73). This is
explained by the configuration of our nodes, which have
only 8 computing cores.

3) Impact of k. The third experiment focused on fullcluster runs of increasing interval sizes (i.e. decreasing k),
with a goal of observing any improvements in average job
completion times. The vector size of (n = 34) remained the
same, as did the use of 16 concurrent threads.
4
3.5
Speedup

3
2.5
2
1.5
1
0.5
0
10

15 16 17 18 19 20 21
Log2 k
Figure 9. PBBS performance as the number of jobs increases
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11

12

13
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TABLE I.

This experiment started with k = 2,047 intervals, which
provided an average time per job of 0.0078697 seconds.
When the total intervals increased to 4,095, the average time
per job dropped to .0206025 seconds. Fiig. 9 provides a
summary of the speedups computed as the rratio between the
total execution time for k=210 and the total eexecution time as
k varies between 210 to 221 (i.e. 2,097,151 inntervals). We see
that, beyond a significant increase up tto 212 the total
execution time is no longer increased or decreased. This
behavior can be explained by the fact thaat as the interval
sizes decrease the overhead introdduced by the
communication increases.

n
34
38
42
44

100000

200000

Execution
E
time
1.64796
24.8205
400.355
1643.01

Ratio
1
15.06135
242.9398
996.9963

CONCLUSSIONS

Usage of hyperspectral imaging will continue to increase
me the data sizes will also
and diversify while at the same tim
increase. It is imperative that efficieent processing techniques
addressing such abundance of data must
m be developed.
We have provided an analysis off the applicability of high
performance computing to processin
ng hyperspectral data. We
first summarized the state of the art
a by discussing current
research efforts and then we presen
nted a parallel exhaustive
search algorithm for best band sellection, a key method in
hyperspectral imagery. Our allgorithm (PBBS) was
implemented using MPI specificatiion and was tested on a
newly built Beowulf cluster. The experimental results show
that PBBS can lead to an optimal solution to the feature
m is scalable to larger
selection problem. The algorithm
computing environments and able to benefit both from the
distributed nature of the systemss as well as from the
multiprocessor and multicore organ
nization of the individual
nodes.

3000000

MENT
ACKNOWLEDGM

This work was supported by
y the National Science
Foundation’s MRI Program undeer Grant Number CNS0922644. Any opinions, finding
gs, and conclusions or
recommendations expressed in this material are those of the
author(s) and do not necessarily refllect the views of the NSF.
S.A.R. was also supported through Montclair State
University Faculty Scholarship Prog
gram.

22
21
Log2 k

k
19
20
21
22

VI.

Time (seconds)
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Problem Size
1
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1024

d the robustness of the
Finally, we have also investigated
algorithm as the vector size contin
nues to increase. Table I
provides a summary of these expeeriments. The size of the
spectra used varied from 34 to 44
4 while the number of
intervals doubled at each increase. Problem size refers to
b
as the vectors
how much larger the problem becomes
increase in size. The execution tim
me provided is given in
minutes. The last column (Ratio) reefers to the ratio between
the execution time for n = 34 to th
he execution time of the
current experiment. The results sho
ow that as n increases the
execution time remains proportion
nal to 2n. Based on such
experiments one can predict the execution
e
time for larger
vector sizes. Given that for n=44 the
t application completes
in more than 15 hours it is clear that significantly larger
or size beyond 50 or so
clusters must be used for a vecto
dimensions.

4) Robustness estimation. The fourth eexperiment was a
further expansion on each of the previous experiments, but
with larger vector sizes. In this experimentt, n = 38 spectra
were used and the computation performed for best distance
using a single core and one interval (k=1)). This first run
required 5,326.2 minutes to complete its one job. This same
vector size was then computed again on a single node, but
split into 1,023 intervals which were disttributed over the
node’s (8) cores via threading. This second run completed in
1,384.78 minutes (1.3536 minutes per job, oon average). The
third run of this experiment distributed the same 1,023
intervals across the full cluster (64 compute nodes + 1 master
node) via MPI, which completed in 883.5635 minutes
(0.08168 minutes per job, on average). Fig. 10 provides a
visual summary of these three runs.
In Fig. 11 we show a summary of the exxecution times for
n=38 and k = 10, 20, 21 and 22 respectiveely. We note that
again, as the number of intervals increasees beyond 220 no
performance improvement is observed.
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