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LOCAL BEHAVIOR OF SOLUTIONS OF THE STATIONARY
SCHRO¨DINGER EQUATION WITH SINGULAR POTENTIALS
AND BOUNDS ON THE DENSITY OF STATES OF
SCHRO¨DINGER OPERATORS
ABEL KLEIN AND C.S. SIDNEY TSANG
Abstract. We study the local behavior of solutions of the stationary Schro¨d-
inger equation with singular potentials, establishing a local decomposition into
a homogeneous harmonic polynomial and a lower order term. Combining a
corollary to this result with a quantitative unique continuation principle for
singular potentials we obtain log-Ho¨lder continuity for the density of states
outer-measure in one, two, and three dimensions for Schro¨dinger operators
with singular potentials, results that hold for the density of states measure
when it exists.
1. Introduction
We study the local behavior of solutions of the stationary Schro¨dinger equation
with singular potentials, establishing a local decomposition into a homogeneous
harmonic polynomial and a lower order term. As a corollary, we obtain bounds on
the local behavior of approximate solutions for these equations. Combining this
corollary with a quantitative unique continuation principle for singular potentials
[KT], we obtain log-Ho¨lder continuity for the density of states outer-measure in
one, two, and three dimensions for Schro¨dinger operators with singular potentials,
results that hold for the density of states measure when it exists. Our work extends
results originally proved by Bourgain and Klein [BoKl] for bounded potentials.
Singular potentials introduce technical problems not present for bounded poten-
tials. This can be seen by considering the Schro¨dinger operator H = −∆+V . If V
is a bounded potential, i.e., V ∈ L∞, we have D(H) = D(−∆) ⊂ H2. However, if
V is a singular potential, say V ∈ Lp, where p ∈ (d,∞), we only have D(H) ⊂ H1.
Thus we have to work with solutions in H1, not solutions in H2 as in [BoKl].
Let Ω = B(x0, r) = {y ∈ Rd : |y − x0| < r}, the ball centered at x0 ∈ Rd with
radius r > 0, where |x| := (∑dj=1 |xj |2) 12 for x = (x1, x2, . . . , xd) ∈ Rd. Given a real
potential W ∈ Lp(Ω), where p ∈ (d,∞), we consider the stationary Schro¨dinger
equation
−∆φ+Wφ = 0 a.e. on Ω. (1.1)
We let E0(Ω) be the linear space of solutions φ ∈ H1(Ω), and define linear subspaces
EN(Ω) =
{
φ ∈ E0(Ω) : lim sup
x→x0
|φ(x)|
|x− x0|N <∞
}
for N ∈ N. (1.2)
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We have E1(Ω) = {φ ∈ E0(Ω) : φ(x0) = 0}, and EN (Ω) ⊃ EN+1(Ω) for all N ∈ N0 =
{0} ∪ N. The following theorem is an extension of [BoKl, Lemma 3.2] to singular
potentials. (See [B, HW] for previous results.)
For dimensions d ≥ 2, let H(d)m denote the vector space of homogenous harmonic
polynomials on Rd of degree m ∈ N0, and set H(d)≤N =
⊕N
m=0H(d)m . Recall that
there exists a constant γd > 0 such that (e.g., [ABR])
dimH(d)≤N =
N∑
m=0
dimH(d)m ≤ γdNd−1 for all N ∈ N. (1.3)
Constants such as Ca,b,... will always be finite and depending only on the parameters
or quantities a, b, . . .; they will be independent of other parameters or quantities in
the equation. Note that Ca,b,... may stand for different constants in different sides
of the same inequality.
Theorem 1.1. Let d = 2, 3, . . ., Ω = B(x0, 3r0) for some x0 ∈ Rd and r0 > 0, .
Fix a real potential W ∈ Lp(Ω), where p ∈ (d,∞), and set Wp = ‖W‖Lp(Ω). For all
N ∈ N0 there exists a linear map Y (Ω)N : EN (Ω)→ H(d)N such that for all φ ∈ EN (Ω)
we have, for all x ∈ B (x0, r02 ), that
|φ(x) − (Y (Ω)N φ)(x − x0)| (1.4)
≤ r−
d
2
0 (Cd,p,Wp,r0)
N+2
(
16
3
) (N+1)(N+2)
2 ((N + 1)!)d−2|x− x0|N+1‖φ‖L2(Ω).
As a consequence, for all N ∈ N0 we have
EN+1(Ω) = kerY (Ω)N and dim EN+1(Ω) ≥ dim EN (Ω)− dimH(d)N . (1.5)
In particular, if J is a vector subspace of E0(Ω) we have
dimJ ∩ EN+1(Ω) ≥ dimJ − γdNd−1 for all N ∈ N, (1.6)
where γd is the constant in (1.3).
As a corollary, we obtain bounds on the local behavior of approximate solutions
of the stationary Schro¨dinger equation (1.1) with singular potentials, extending
[BoKl, Theorem 3.1].
Corollary 1.2. For d = 2, 3, . . ., let Ω ⊂ Rd be an open subset. Let B(x0, r0) ⊂ Ω
for some x0 ∈ Rd and r0 > 0. Fix a real valued function W ∈ Lp(B(x0, r0)) for
some p ∈ (d,∞). Suppose F is a linear subspace of H1(Ω) such that for all ψ ∈ F
we have ∆ψ ∈ L2(B(x0, r0)) and
‖(−∆+W )ψ‖L∞(B(x0,r0)) ≤ CF‖ψ‖L2(Ω). (1.7)
Then there exists 0 < r1 = r1(d, p,Wp), where Wp = ‖W‖Lp(B(x0,r0)), with the
property that for al N ∈ N there is a linear subspace FN of F , with
dimFN ≥ dimF − γdNd−1, (1.8)
where γd is the constant in (1.3), such that for all ψ ∈ FN we have
|ψ(x)| ≤ (CN2d,p,Wp,r1 |x− x0|N+1 + CF )‖ψ‖L2(Ω) for all x ∈ B(x0, r1). (1.9)
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Equipped with Corollary 1.2 and the quantitative unique continuation principle
for singular potentials [KT, Theorem 1.1], we establish bounds on the density of
states of Schro¨dinger operators H = −∆ + V on L2(Rd), where now ∆ is the
Laplacian operator, and V is a singular real potential. In dimensions d ≥ 2 we will
take V = V (1) + V (2), where V (1) ∈ L∞(Rd) and V (2) ∈ Lp(Rd) with p ∈ (d,∞).
When applying Corollary 1.2 we use that L∞(Ω) ⊂ Lp(Ω) for Ω ⊂ Rd bounded, in
which case L∞(Ω) + Lp(Ω) = Lp(Ω).
Given Λ = ΛL(x) = x + (
L
2 ,
L
2 )
d ⊂ Rd, the open box of side L > 0 centered at
x ∈ Rd, we let HΛ and ∆Λ be the restriction of H and ∆ to L2(Λ) with Dirichlet
boundary condition. The finite volume density of states measure is given by
ηΛ(B) :=
1
|Λ| tr{χB(HΛ)} for Borel sets B ⊂ R
d. (1.10)
Recall that for V satisfying appropriate conditions (as in Theorem 1.3 below) and
all E ∈ R we have
ηΛ(B) ≤ Cd,V,E <∞ for all Borel sets B ⊂ (−∞, E]. (1.11)
For periodic and ergodic Schro¨dinger operators, density of states measure η can
be defined as weak limits of the finite volume density of states measure ηΛ for
sequences of boxes Λ → Rd in an appropriate sense. The infinite volume density
of states measure cannot be defined for general Schro¨dinger operators, so we follow
[BoKl] and study the density of states outer-measure, defined on Borel subsets B
of Rd by
η∗(B) := lim sup
L→∞
η∗L(B), where η
∗
L(B) := sup
x∈Rd
ηΛL(x)(B), (1.12)
always finite on bounded sets in view of (1.11).
We obtain log-Ho¨lder continuity for the density of states outer-measure of Schro¨d-
inger operators with singular potentials in one, two, and three dimensions, extend-
ing [BoKl, Theorem 1.1].
Theorem 1.3. Let H = −∆ + V on L2(Rd), where d = 1, 2, 3, and V is a real
potential such that:
(i) if d = 1, supx∈R
∫
{|x−y|≤1} |V (y)|dy <∞;
(ii) if d = 2, V = V (1) + V (2), where V (1) ∈ L∞(Rd) and V (2) ∈ Lp(Rd) with
p > 2;
(iii) if d = 3, V = V (1) + V (2), where V (1) ∈ L∞(Rd) and V (2) ∈ Lp(Rd) with
p > 6.
Then, given E0 ∈ R, for all E ≤ E0 and 0 < ε ≤ 12 , we have
η∗([E,E + ε]) ≤ Cd,p,V,E0(
log 1
ε
)κd , where κ1 = 1, κd = (4−d)p−2d8p−4d for d = 2, 3. (1.13)
2. Local behavior of approximate solutions of the stationary
Schro¨dinger equation with singular potentials
The fundamental solution to Laplace’s equation is given by
Φ(x) = Φd(x) :=
{
(d(d − 2)ωd)−1|x|−d+2 if d = 3, 4, . . .
− 12pi log |x| if d = 2
, (2.1)
where ωd denotes the volume of the unit ball in R
d.
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Proof of Theorem 1.1. We start as in [BoKl, Proof of Lemma 3.2]. We take d =
2, 3, . . ., and prove the lemma for Ω = B(0, 3) ⊂ Rd; the general case then follows by
translating and dilating. We set Ω′ = B(0, 32 ), and write En = En(Ω). Since we only
have E0 ⊂ H1(Ω), we must proceed differently from [BoKl, Proof of Lemma 3.2]. A
function φ ∈ H1(Ω) satisfies an elliptic regularity estimate [T, Theorem 5.1]:
‖φ‖L∞(Ω′) ≤ Cd,p,Wp‖φ‖L2(Ω), (2.2)
but we do not have a readily available counterpart for [BoKl, Eq. (3.18)], and thus
we must modify the induction.
We fix φ ∈ E0 and consider its Newtonian potential given by
ψ(x) = −
∫
Ω′
W (y)φ(y)Φ(x − y)dy for x ∈ Rd. (2.3)
Let q be defined by 1
p
+ 1
q
= 1, so q < d
d−1 <
d
d−2 . Then Φ ∈ Lq(Ω), and it follows
from (2.2) that
|ψ(x)| ≤Wp‖φ‖L∞(Ω′)‖Φ‖Lq(Ω) ≤ Cd,p,WpWp‖φ‖L2(Ω) for all x ∈ Ω′. (2.4)
Setting h = φ − ψ, we have ∆h = 0 weakly in Ω′, as ∆ψ = Wφ weakly in Ω′. It
follows that h is a harmonic function in Ω′ ⊃ B(0, 1), and, using [ABR, Corollary
5.34 and its proof]), (2.2), (2.4), [BoKl, Eqs. (3.25) and (3.26)], we have that
h(x) =
∞∑
m=0
pm(x) for all x ∈ B(0, 1), where pm ∈ H(d)m for m = 0, 1, . . . , (2.5)
with
|pm(x)| ≤ Cd,p,Wpmd−2‖φ‖L2(Ω)|x|m for all x ∈ B(0, 1), m = 1, 2, . . . . (2.6)
Setting hN =
∑N
m=0 pm(x) ∈ H(d)≤N , it follows that
|h(x) − hN(x)| ≤ Cd,p,Wp‖φ‖L2(Ω)(N + 1)d−2|x|N+1 for x ∈ B
(
0, 12
)
. (2.7)
Given y ∈ Rd\{0}, we let Φy(x) = Φ(x− y). Since Φy is a harmonic function on
R
d\{y}, it is real analytic in B(0, |y|), and we have (see [ABR])
Φ(x− y) = Φy(x) =
∞∑
m=0
Jm(x, y) for all x ∈ B(0, |y|), (2.8)
where Jm(·, y) ∈ H(d)m for all m = 0, 1, . . ., and the series converges absolutely and
uniformly on compact subsets of B(0, |y|). Moreover, for all y ∈ Rd andm = 1, 2, . . .
we have (see [ABR, Corollary 5.34 and its proof] and [BoKl, Eq. (3.31)]) that
|Jm(x, y)| ≤ Cdmd−2
(
4|x|
3|y|
)m
Φ
(y
4
)
for all x ∈ Rd. (2.9)
Setting Φy,N (x) =
∑N
m=0 Jm(x, y) ∈ H(d)≤N , it follows that for x ∈ B
(
0, 12 |y|
)
we
have
|Φy(x) − Φy,N(x)| ≤ Cd(N + 1)d−2
(
4|x|
3|y|
)N+1
Φ
(y
4
)
. (2.10)
We now proceed by induction. We set E−1 = E0 and H(d)−1 = {0}. We define
Y−1 : E−1(Ω)→ H(d)−1 by Y−1φ = 0 for all φ ∈ E−1. The theorem holds for N = −1
from the elliptic regularity estimate (2.2).
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We now let N ∈ N0 and suppose that the lemma is valid for N − 1. If φ ∈ EN ,
it follows that φ ∈ EN−1 with YN−1φ = 0, so by the induction hypothesis
|φ(x)| ≤ CN‖φ(x)‖L2(Ω)|x|N for all B
(
0, 12
)
, (2.11)
where CN = C˜
N+1
d,p,Wp
(
16
3
)N(N+1)
2 (N !)d−2. (2.12)
Using (2.9) and (2.11), we define
ψN (x) = −
∫
Ω′
W (y)φ(y)Φy,N (x)dy ∈ H(d)≤N . (2.13)
We fix x ∈ B (0, 12) and estimate
|ψ(x) − ψN (x)| ≤Wp
(∫
Ω′
(|φ(y)||Φy,>N (x)|)qdy
) 1
q
, (2.14)
where Φy,>N(x) = Φy(x)− Φy,N(x). From (2.10) and (2.11), with p > d, we get(∫
B(0, 12 )\B(0,2|x|)
(|φ(y)||Φy,>N (x)|)qdy
) 1
q
(2.15)
≤ CdCN‖φ‖L2(Ω)(N + 1)d−2
(
4
3
)N+1|x|N+1(∫
B(0, 12 )\B(0,2|x|)
(
1
|y|Φ
(
y
4
))q
dy
) 1
q
≤ Cd,pCN‖φ‖L2(Ω)(N + 1)d−2
(
4
3
)N+1 |x|N+1.
If y 6∈ B(0, 2|x|) ∪B (0, 12) we have y ≥ 2|x| and y ≥ 12 , and hence, using (2.10),∫
Ω′\
(
B(0,2|x|)∪B
(
0,
1
2
))(|φ(y)||Φy,>N (x)|)qdy
 1q (2.16)
≤ Cd(N + 1)d−2
(
8
3
)N+1
Φ
(
1
8
) |x|N+1(∫
Ω′
|φ(y)|q
) 1
q
≤ Cd(N + 1)d−2
(
8
3
)N+1 |x|N+1‖φ‖L2(Ω).
Using (2.9) and (2.11), we get(∫
B(0,2|x|)∩B
(
0,
1
2
)(|φ(y)||Φy,>N (x)|)qdy
) 1
q
(2.17)
≤ CN‖φ‖L2(Ω)
(∫
B(0,2|x|)∩B
(
0,
1
2
)(|y|N |Φy,>N(x)|)qdy
) 1
q
≤ CN‖φ‖L2(Ω)
(∫
B(0,2|x|)∩B
(
0,
1
2
)(|y|N |Φ(x− y)|)qdy
) 1
q
+ CdCN‖φ‖L2(Ω)
N∑
m=0
md−2
(
4
3 |x|
)m(∫
B(0,2|x|)∩B
(
0,
1
2
)
(|y|N−m∣∣Φ (y4 )∣∣)q dy
) 1
q
≤ CdCN‖φ‖L2(Ω)
(
2N +Nd−2
(
4
3
)N+1) |x|N+1,
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where we used 3|x||x−y| ≥ 1 for y ∈ B(0, 2|x|). (Note that we get |x|N+2−
d
p if d ≥ 3
and |x|(N+2− dp)− if d = 2.) Also using (2.9), we get(∫
Ω′\B
(
0,
1
2
)(|φ(y)||Φy,>N (x)|)qdy
) 1
q
(2.18)
≤
(∫
Ω′\B
(
0,
1
2
)(|φ(y)||Φ(x − y)|)qdy
) 1
q
+ Cd
N∑
m=0
md−2
(
4
3 |x|
)m(∫
Ω′\B(0, 12 )
(|φ(y)||y|−m ∣∣Φ (y4 )∣∣)q dy
) 1
q
≤ Cd,p,Wp‖φ‖L2(Ω)
(
1 +Nd−2
(
4
3
)N+1)
,
where we used |x| ≤ 12 . Since |x| > 14 if y ∈ B(0, 2|x|)\B
(
0, 12
)
, we obtain(∫
(Ω′∩B(0,2|x|))\B(0, 12 )
(|φ(y)||Φy,>N (x)|)qdy
) 1
q
(2.19)
≤ Cd,p,Wp‖φ‖L2(Ω)
(
4N+1 +Nd−2
(
16
3
)N+1) |x|N+1.
Combining (2.14), (2.15), (2.16), (2.17) and (2.19), we have (CN ≥ 1)
|ψ(x)− ψN (x)| ≤ Cd,p,WpCNWp(N + 1)d−2|x|N+1‖φ‖L2(Ω), (2.20)
for all x ∈ B (0, 12).
Now let YNφ = hN+ψN ∈ H(d)N . It follows from (2.7), (2.20) and (2.12), choosing
the constant C˜d,p,Wp in (2.12) large enough, that for all x ∈ B
(
0, 12
)
we have
|φ(x) − (YNφ)(x)| ≤ |h(x)− hN (x)| + |ψ(x)− ψN (x)|
≤ (Cd,p,Wp + Cd,pWpCN )(N + 1)d−2
(
16
3
)N+1 |x|N+1‖φ‖L2(Ω)
≤ C˜d,p,WpCN (N + 1)d−2
(
16
3
)N+1 |x|N+1‖φ‖L2(Ω)
≤ C˜d,p,Wp
(
C˜N+1d,p,Wp
(
16
3
)N(N+1)
2 (N !)d−2
)
(N + 1)d−2
(
16
3
)N+1|x|N+1‖φ‖L2(Ω)
≤ C˜N+2d,p,Wp
(
16
3
) (N+1)(N+2)
2 ((N + 1)!)d−2|x|N+1‖φ‖L2(Ω).
This completes the induction.
Since (1.5) is a consequence of (1.4), and (1.6) follows from (1.5). the theorem
is proven. 
Corollary 1.2 is an immediate consequence from the following corollary.
Corollary 2.1. For d = 2, 3, . . ., let Ω ⊂ Rd be an open subset. Let B(x0, r1) ⊂ Ω
for some x0 ∈ Rd and r1 > 0. Fix a real valued function W ∈ Lp(B(x0, r1)) for
some p ∈ (d,∞). Suppose F is a linear subspace of H1(Ω) such that for all ψ ∈ F
we have ∆ψ ∈ L2(B(x0, r1)) and
‖(−∆+W )ψ‖L∞(B(x0,r1)) ≤ CF‖ψ‖L2(Ω). (2.21)
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Then there exists 0 < r2 = r2(d, p,Wp) < r1, where Wp = ‖W‖Lp(B(x0,r1)), with the
property that for all r ∈ (0, r2] there is a linear map Zr : F → E0(B(x0, r)) such
that
‖ψ − Zrψ‖L∞(B(x0,r)) ≤ Cd,rCF‖ψ‖L2(Ω), where lim
r→0
Cd,r = 0. (2.22)
As a consequence, for all N ∈ N there is a vector subspace FN of F , with
dimFN ≥ dimF − γdNd−1, (2.23)
such that for all ψ ∈ FN we have
|ψ(x)| ≤ (CN2d,p,Wp,r1 |x− x0|N+1 + CF )‖ψ‖L2(Ω) for all x ∈ B(x0, r26 ). (2.24)
Proof. We proceed as in [BoKl, Lemma 3.3]. It suffices to consider x0 = 0. We
set Br = B(0, r). Given 0 < r < r1 and ψ ∈ H1(Ω) with ∆ψ ∈ L2(Br), we define
Zrψ ∈ E0(Br) as the unique solution φ ∈ H1(Br) to the Dirichlet problem on Br
given by { −∆φ+Wφ = 0 on Br,
φ = ψ on ∂Br.
(2.25)
This map is well defined in view of [T, Theorem 3.2]. (Since W ∈ Lp(Br) for some
p ∈ (d,∞), |W | is compactly bounded on H10 (Br) by [T, Lemma 1.4]. Moreover,
for ψ ∈ H1(Ω) with ∆ψ ∈ L2(Br) we have ‖∇ψ‖2L2(Br) +
∫
Br
|W | |ψ|2 dx < ∞, as
in [KT, Eq. (2.21) and (2.46)]. Therefore [T, Theorem 3.2] can be applied.) It is
clearly a linear map.
To prove (2.22), we use the Green’s function Gr(x, y) for the ball Br (see [GiT,
Section 2.5]),
Gr(x, y) =
{
Φ(|x− y|)− Φ( |y|
r
|x− r2|y|2 y|) if y 6= 0,
Φ(|x|)− Φ(r) if y = 0. (2.26)
Let ψ ∈ F . Using Green’s representation formula [GiT, Eq. (2.21)] for ψ and Zrψ,
for all x ∈ Br we have
ψ(x) =−
∫
∂Br
ψ(ζ)∂νGr(x, ζ)dS(ζ) −
∫
Br
W (y)ψ(y)Gr(x, y)dy (2.27)
+
∫
Br
((−∆+W )ψ)(y)Gr(x, y)dy, (2.28)
(Zrψ)(x) =−
∫
∂Br
ψ(ζ)∂νGr(x, ζ)dS(ζ) −
∫
Br
W (y)(Zrψ)(y)Gr(x, y)dy,
where dS denotes the surface measure and ∂ν is the normal derivative. For all
x ∈ Br an explicit calculation gives
‖Gr(x, ·)‖L1(Br) ≤ C′dr
d(αd−1)
αd ‖Gr(x, ·)‖Lαd (Br) ≤ Cdr
d(αd−1)
αd , (2.29)
‖Gr(x, ·)‖Lq(Br) ≤ C′dr
d(αd−q)
αdq ‖Gr(x, ·)‖Lαd (Br) ≤ Cdr
d(αd−q)
αdq , (2.30)
where α2 = 2 and αd =
d−1
d−2 for d ≥ 3, and 1p + 1q = 1 (q < dd−1 ≤ αd as p > d).
We conclude that
‖ψ − Zrψ‖L∞(Br) (2.31)
≤ Cdr
d(αd−q)
αdq Wp‖ψ − Zrψ‖L∞(Br) + Cdr
d(αd−1)
αd ‖(−∆+W )ψ‖L∞(Br).
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Taking r2 ∈ (0, r1) such that Cdr
d(αd−q)
αdq (1 +Wp) ≤ 12 , and using (2.21), we get
(2.22).
Letting J = RanZr2 , and setting JN = J ∩ EN+1(Br2), FN = Z−1r2 (JN ), the
estimate (2.24) follows using the argument in [BoKl, Lemma 3.3]. 
3. Bounds on the Density of States of Schro¨dinger Operators with
Singular Potentials
3.1. One-dimensional Schro¨dinger operators with singular potentials. The
case d = 1 of Theorem 1.3 is an immediate consequence of the following theorem.
Theorem 3.1. Let H = −∆+ V on L2(R), where V is a real potential such that
sup
x∈R
∫
{|x−y|≤1}
|V (y)|dy <∞. (3.1)
Given E0 ∈ R, there exists LV,E0 such that for all 0 < ε ≤ 12 , open intervals Λ = ΛL
with L ≥ LV,E0 log 1ε , and E ≤ E0, we have
ηΛ([E,E + ε]) ≤ CV,E0
log 1
ε
. (3.2)
Proof. Proceeding as in [BoKl, Theorem 2.3], let Λ = ΛL = (a0, a0 + L), E ∈ R,
ε ∈ (0, 12 ] and
K = sup
x∈R
∫
{|x−y|≤1}
|V (y)|dy <∞. (3.3)
Setting P = χ[E,E+ε](HΛ), we have RanP ⊂ D(HΛ) ⊂ C1(Λ), and
‖(HΛ − E)ψ‖2 ≤ ε‖ψ‖2 for all ψ ∈ RanP. (3.4)
Given 0 < R < L, set aj = a0 + jR for j = 1, 2, . . . ,
⌈
L
R
⌉ − 1, and consider the
vector space
FR :=
{
ψ ∈ RanP : ψ(aj) = ψ′(aj) = 0 for j = 1, 2, . . . ,
⌈
L
R
⌉− 1} . (3.5)
Given ψ ∈ FR, set Ψ =
(
ψ
ψ′
)
. We have
Ψ′ =
(
ψ′
ψ′′
)
=
(
ψ′
V ψ −Hψ
)
=
(
0 1
V − E 0
)
Ψ+
(
0
−ζ
)
(3.6)
where ζ = (H − E)ψ. We have ‖ζ‖2 ≤ ε‖ψ‖2 from (3.4). For j = 1, 2, . . . ,
⌈
L
R
⌉− 1
and x ∈ (aj −R, aj +R) ∩ Λ, we have
Ψ(x) =
∫ x
aj
(
0 1
(V (y)− E) 0
)
Ψ(y)dy +
∫ x
aj
(
0
−ζ(y)
)
dy (3.7)
since ψ(aj) = ψ
′(aj) = 0, and hence
|Ψ(x)| ≤
∣∣∣∣∣
∫ x
aj
(1 + |E|+ |V (y)|)|Ψ(y)|)dy +
∫ x
aj
|ζ(y)|dy
∣∣∣∣∣ . (3.8)
By Gronwall’s inequality (see [Ho]), we have
|Ψ(x)| ≤
∣∣∣∣∣
∫ x
aj
exp
(∣∣∣∣∫ x
y
(1 + |E|+ |V (z)|)dz
∣∣∣∣) |ζ(y)|dy
∣∣∣∣∣ . (3.9)
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We have ∣∣∣∣∫ x
y
(1 + |E|+ |V (z)|)dz
∣∣∣∣ ≤ (1 + |E|)|x− y|+ ∣∣∣∣∫ x
y
|V (z)dz|
∣∣∣∣ (3.10)
≤ (1 + |E|)R+ ⌈R2 ⌉K ≤ Cmax{R, 1},
where C = 1 + |E|+K. Therefore
|ψ(x)| ≤ |Ψ(x)| ≤ eCmax{R,1}
√
|x− aj |‖ζ‖2 ≤ eCmax{R,1}
√
Rε‖ψ‖2. (3.11)
Since Λ is the union of these intervals, we conclude that
‖ψ‖∞ ≤ eCmax{R,1}
√
Rε‖ψ‖2 for all ψ ∈ FR. (3.12)
We now assume that
ρ := ηΛL([E,E + ε]) =
1
L
trP > 4
L
, (3.13)
since otherwise there is nothing to prove for large L. Taking R = 4
ρ
, it follows from
(3.13) that
dimFR ≥ ρL− 2
(⌈
L
R
⌉− 1) ≥ ρL− 2L
R
= 12ρL > 2. (3.14)
Applying [BoKl, Lemma 2.1], we obtain ψ0 ∈ FR, ψ0 6= 0, such that
‖ψ0‖∞ ≥
√
dimFR
L
‖ψ0‖2 ≥
√
1
2ρ‖ψ0‖2. (3.15)
It follows from (3.12) and (3.15) that√
1
2ρ ≤ eCmax{R,1}
√
Rε = e
C(max{ 4
ρ
,1})√ 4
ρ
ε. (3.16)
If ρ ≤ 4, we have 4
ρ
≥ 1, and we get
ρ ≤ 8C
log 1
ε
. (3.17)
If ρ > 4, we have 4
ρ
< 1, and we get
ρ ≤ 2
√
2eCε ≤ 2
√
2eC
log 1
ε
. (3.18)
Since we have (3.13), we conclude that there exists CK,E such that
ρ ≤ CK,E
log 1
ε
if L >
4
ρ
≥ 4 log
1
ε
CK,E
. (3.19)
Since HΛ is semibounded (see [S]), there exists θV such that σ(HΛ) ⊂ [θV ,∞).
Thus we have ηΛ([E,E+ε]) = 0 unless E ≥ θV − 12 . Thus, given E0 ∈ R, there exists
LV,E0 such that, for all 0 < ε ≤ 12 , open intervals Λ = ΛL with L ≥ LV,E0 log 1ε ,
and E ≤ E0, we have (3.2). 
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3.2. Two and three dimensional Schro¨dinger operators with singular po-
tentials. We start by recalling a quantitative unique continuation principle for
Schro¨dinger operators with singular potentials [KT], an extension of the bounded
potentials results of [BoK, GK2, BoKl]. We state only what we use in the proof
of Theorem 1.3. Given subsets A and B of Rd, and a function ϕ on set B, we set
ϕA := ϕχA∩B. We let ϕx,δ := ϕB(x,δ).
Theorem 3.2 ([KT, Theorem 1.1]). Let d = 2, 3, . . .. Let Ω be an open subset of Rd,
and consider a real measurable function V = V (1) + V (2) on Ω with ‖V (1)‖∞ ≤ K1
and ‖V (2)‖p ≤ K2, with either p ≥ d if d ≥ 3 or p > 2 if d = 2. Set K = K1 +K2.
Let ψ ∈ L2(Ω) be real valued with ∆ψ ∈ L2loc(Ω), and suppose
ζ = −∆ψ + V ψ ∈ L2(Ω). (3.20)
Let Θ ⊂ Ω be a bounded measurable set where ‖ψΘ‖2 > 0, and set
Q(x,Θ) := sup
y∈Θ
|y − x| for x ∈ Ω. (3.21)
Consider x0 ∈ Ω\Θ such that
Q = Q(x0,Θ) ≥ 1 and B(x0, 6Q+ 2) ⊂ Ω, (3.22)
and take
0 < δ ≤ min{dist(x0,Θ), 12}. (3.23)
There is a constant md > 0, depending only on d, such that(
δ
Q
)md(1+K 2p3p−2d )(Q 4p−2d3p−2d+log ‖ψΩ‖2‖ψΘ‖2 ) ‖ψΘ‖22 ≤ ‖ψx0,δ‖22 + δ2‖ζΩ‖22. (3.24)
As noted in [GK2, Corollary A.2], when we apply Theorem 3.2 to approximate
eigenfunction of Schro¨dinger operators defined on a box Λ with Dirichlet or periodic
boundary condition, it can be extended to sites near the boundary of Λ as in the
following corollary.
Corollary 3.3. Let d = 2, 3, . . .. Consider the Schro¨dinger operator HΛ := −∆Λ+
V on L2(Λ), where Λ = ΛL(x0) is the open box of side L > 0 centered at x0 ∈ Rd.
∆Λ is the Laplacian with either Dirichlet or periodic boundary condition on Λ,
and V = V (1) + V (2) is a real potential on Λ with ‖V (1)‖∞ ≤ K1 < ∞ and
‖V (2)‖p ≤ K2 < ∞, with either p ≥ d if d ≥ 3 or p > 2 if d = 2. Let ψ ∈ D(HΛ)
with ∆ψ ∈ L2(Λ) and fix a bounded measurable set Θ ⊂ Λ where ‖ψΘ‖2 > 0.
Set Q(x,Θ) := supy∈Θ |y − x| for x ∈ Λ, and consider x0 ∈ Ω\Θ such that Q =
Q(x0,Θ) ≥ 1. Then, given 0 < δ ≤ min{dist(x0,Θ), 12}, such that B(x0, δ) ⊂ Λ,
we have(
δ
Q
)md(1+K 2p3p−2d )(Q 4p−2d3p−2d+log ‖ψ‖2‖ψΘ‖2 ) ‖ψΘ‖22 ≤ ‖ψx0,δ‖22 + δ2‖HΛψ‖22, (3.25)
where K = K1 +K2 and md > 0 is a constant depending only on d.
This corollary is proved exactly as [GK2, Corollary A.2]. (Note that using the
notation in the proof of [GK2, Corollary A.2], we have ‖V̂ (1)ΛL′ ‖∞ = ‖V
(1)
ΛL
‖∞ and
‖V̂ (2)ΛL′ ‖p ≤ (2n+ 1)d‖V
(2)
ΛL
‖p if L′ = (2n+ 1))L for some n ∈ N.)
The case d = 2, 3 of Theorem 1.3 is an immediate consequence of the following
theorem.
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Theorem 3.4. Let H = −∆+ V on L2(Rd), where d = 2, 3 and V = V (1) + V (2)
is a real potental with V (1) ∈ L∞(Rd) and V (2) ∈ Lp(Rd) with p > 2d4−d . Set
V∞ = ‖V ‖∞ and Vp = ‖V ‖p. Given E0 ∈ R, there exists Ld,p,V (1)∞ ,V (2)p ,E0 such
that for all 0 < ε ≤ 12 , open boxes Λ = ΛL with L ≥ Ld,p,Vp,E0
(
log 1
ε
) 3p−2d
8p−4d , and
E ≤ E0, we have
ηΛ([E,E + ε]) ≤
C
d,p,V
(1)
∞ ,V
(2)
p ,E0(
log 1
ε
) (4−d)p−2d
8p−4d
. (3.26)
Proof. We fix ε ∈ (0, 12 ], let L ≥ L0(ε), where L0(ε) > 0 will be specified later, and
take a box Λ = ΛL. There exists θ = θ(d, p, V
(1)
∞ , V
(2)
p ) ≥ 0 such that (see [KT, Eq.
(2.21) and (2.46)])∣∣∣∣∫
Rd
|V | |f |2 dx
∣∣∣∣ ≤ θ‖f‖22 + 12‖∇f‖22 for all f ∈ D(∇). (3.27)
It follows that σ(HΛ) ⊂ [−θ,∞), and hence it suffices to consider E0 ≥ −θ− 1 and
E ∈ [−θ − 1, E0]. We set P = χ[E,E+ε](HΛ); note that RanP ⊂ D(HΛ) ⊂ H1(Λ)
and
‖(HΛ − E)ψ‖2 ≤ ε‖ψ‖2 for all ψ ∈ RanP. (3.28)
Recalling that for t > 0 we have
‖e−t(HΛ+θ)‖L2(Λ)→L∞(Λ) ≤ ‖e
1
2 t∆Λ‖L2(Λ)→L∞(Λ)
≤ ‖e 12 t∆‖L2(Rd)→L∞(Rd) <∞, (3.29)
for ψ ∈ RanP we get
‖ψ‖∞ = ‖e−(HΛ+θ)e(HΛ+θ)ψ‖∞ (3.30)
≤ ‖e−(HΛ+θ)‖L2(Λ)→L∞(Λ)‖e(HΛ+θ)ψ‖2 ≤ CdeE0+θ+1‖ψ‖2.
Since P (HΛ −E)ψ = (HΛ −E)Pψ = (HΛ −E)ψ for ψ ∈ RanP , we conclude that
‖(HΛ − E)ψ‖∞ ≤ εCd,p,V (1)∞ ,V (2)p ,E0‖ψ‖2 for all ψ ∈ RanP. (3.31)
Since V ∈ L∞(Rd) + Lp(Rd) with p > 2, we have V ∈ L2loc(Rd). Therefore V ψ ∈
L2(Λ) as ψ is bounded. Thus we have ∆ψ = −HΛψ + V ψ ∈ L2(Λ).
Let
ρ := ηΛL([E,E + ε]) =
1
Ld
trP. (3.32)
We have the uniform upper bound (e.g., [GK1, Eq. (A.6)])
ρ ≤ ρub := Cd,p,V (1)∞ ,V (2)p ,E0 ; without loss of generality ρub ≥ 1. (3.33)
Let γd be the constant in Theorem 1.2; we assume 2
dγd ≥ 1 without loss of
generality. We take
Ld > 23d+1γd
ρub
ρ
; (3.34)
otherwise there is nothing to prove for L large. Let R satisfy
2d+1γd
ρub
ρ
≤ Rd <
(
L
4
)d
; (3.35)
we have
2 ≤ ρRd and 2 ≤ Rd. (3.36)
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Using (3.33) and (3.35), we have
N :=
⌊(
ρ
2d+1γd
) 1
d−1
R
d
d−1
⌋
≥
⌊
ρ
1
d−1
ub
⌋
≥ 1. (3.37)
We now choose G ⊂ Λ such that
Λ =
⋃
y∈G
ΛR(y) and ♯G =
(⌈
L
R
⌉)d ∈ [(L
R
)d
,
(
2L
R
)d] ∩ N. (3.38)
Give y1 ∈ G, we apply Corollary 1.2 with Ω = Λ ⊃ B(y1, 1), W = V − E, and
F = RanP . The hypothesis (1.7) follows from (3.31). We conclude that there
exists a vector subspace Fy1,N of RanP and r0 = r0(d, p, V (1)∞ , V (2)p , E0) ∈ (0, 1)
such that, using (3.37) and (3.35), we have
dimFy1,N ≥ ρLd − γdNd−1 ≥ 1, (3.39)
and for all ψ ∈ Fy1,N we have
|ψ(y1+x)| ≤ (CN
2
d,p,V
(1)
∞ ,V
(2)
p ,E0
|x|N+1+εC
d,p,V
(1)
∞ ,V
(2)
p ,E0
)‖ψ‖2 if |x| < r0. (3.40)
Picking y2 ∈ G, y2 6= y1, and apply Theorem 1.2 with Ω = Λ ⊃ B(y2, 1),W = V −E,
and F = Fy1,N , we obtain a vector subspace Fy1,y2,N of Fy1,N , and hence of RanP ,
such that
dimFy1,y2,N ≥ dimFy1,N − γdNd−1 ≥ ρLd − 2γdNd−1 ≥ 1, (3.41)
and (3.40) holds for all ψ ∈ Fy1,y2,N also with y2 substituted for y1. Repeating this
procedure until we exhaust the sites in G, we conclude that there exists a vector
subspace FR of RanP and r0 = r0(d, p, V (1)∞ , V (2)p , E0) ∈ (0, 1), such that
dimFR ≥ ρLd −
(
2L
R
)d
γdN
d−1 ≥ 12ρLd ≥ 23dγdρub ≥ 1, (3.42)
where we used the assumption (3.34), and for all ψ ∈ FR and y ∈ G we have
|ψ(y + x)| ≤ (CN2
d,p,V
(1)
∞ ,V
(2)
p ,E0
|x|N+1 + εC
d,p,V
(1)
∞ ,V
(2)
p ,E0
)‖ψ‖2 if x < r0. (3.43)
We let QR denote the orthogonal projection onto FR. Since trQR = dimFR,
it follows from (3.42) by the argument in [BoKl, Eqs. (3.102)-(3.106)] that there
exists ψ0 = QRψ0 with ‖ψ0‖2 = 1 such that
γρ ≤ ‖χΛ1ψ0‖2 ≤ 1, where γ = γd,p,V (1)∞ ,V (2)p ,E0 > 0. (3.44)
We pick y0 ∈ G such that
1
4 <
1
4R ≤ dist(y0,Λ1) ≤ 2
√
dR, (3.45)
which can be done by our construction, and apply Corollary 3.3 with x0 = y0,
Θ = Λ1, and potential V − E; note that
R
4 +
√
d ≤ Q = Q(y0,Λ1) ≤ 2
√
dR +
√
d ≤ 3
√
dR. (3.46)
Let 0 < δ < δ0 := min
{
1
2 , r0
}
, where r0 is as in (3.43). It follows from Corollary
3.3, using (3.28), that(
δ
3
√
dR
)m(1+K 2p3p−2d )(R 4p−2d3p−2d−log ‖ψ0χΛ1‖2)
‖ψ0χΛ1‖22 ≤ ‖ψ0χB(y0,δ)‖22+ε2, (3.47)
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with a constant m = md > 0 and K = V
(1)
∞ + V
(2)
p + |E|. Using (3.43) and (3.44),
we get (
δ
3
√
dR
)m(1+K 2p3p−2d )(R 4p−2d3p−2d−log(γp))
(γp)2 (3.48)
≤ CdCN
2
d,p,V
(1)
∞ ,V
(2)
p ,E0
δ2(N+1)+d + C
d,p,V
(1)
∞ ,V
(2)
p ,E0
ε2.
Since ρ ≥ 2R−d and δ
3
√
dR
< δ
3
√
d
< 1 by (3.36), the inequality (3.48) im-
plies the existence of strictly positive constants R˜ = R˜
d,p,V
(1)
∞ ,V
(2)
p ,E0
and M =
M
d,p,V
(1)
∞ ,V
(2)
p ,E0
such that
(
δ
R
)MR 4p−2d3p−2d ≤ CN2
d,p,V
(1)
∞ ,V
(2)
p ,E0
δ2N + C
d,p,V
(1)
∞ ,V
(2)
p ,E0
ε2 for R ≥ R˜. (3.49)
We require
R > R̂ = max{R˜, δ−10 }, (3.50)
and choose δ by (note CN
d,p,V
(1)
∞ ,V
(2)
p ,E0
≥ 1)
δ = (CN
d,p,V
(1)
∞ ,V
(2)
p ,E0
R)−1 < δ0, so δR = C
N
d,p,V
(1)
∞ ,V
(2)
p ,E0
δ2 = (CN
d,p,V
(1)
∞ ,V
(2)
p ,E0
R2)−1,
(3.51)
obtaining (
δ
R
)MR 4p−2d3p−2d ≤ ( δ
R
)N
+ C
d,p,V
(1)
∞ ,V
(2)
p ,E0
ε2. (3.52)
We now take d = 2, 3 and take R large enough so that(
δ
R
)N ≤ 12 ( δR)MR 4p−2d3p−2d , i.e., (CNd,p,V (1)∞ ,V (2)p ,E0R2)N−MR 4p−2d3p−2d ≥ 2. (3.53)
To see this, note that 4p−2d3p−2d <
d
d−1 when p >
2d
4−d for d = 2, 3, so
MR
4p−2d
3p−2d < N =
⌊(
ρ
2d+1γd
) 1
d−1
R
d
d−1
⌋
if ρ > C′′
d,p,V
(1)
∞ ,V
(2)
p ,E0
R
(d−4)p+2d
3p−2d , (3.54)
and hence
(CN
d,p,V
(1)
∞ ,V
(2)
p ,E0
R2)N−MR
4p−2d
3p−2d≥ 4N−MR
4p−2d
3p−2d≥ 2 if ρ > C′′′
d,p,V
(1)
∞ ,V
(2)
p ,E0
R
(d−4)p+2d
3p−2d .
(3.55)
We now choose R by
ρ = c
d,p,V
(1)
∞ ,V
(2)
p ,E0
R
(d−4)p+2d
3p−2d , (3.56)
where the constant c
d,p,V
(1)
∞ ,V
(2)
p ,E0
is chosen large enough to ensure that, using
(3.33), all the conditions (3.35), (3.50), (3.55), and (3.53) are satisfied. It follows
from (3.52) and (3.53) that
1
2
(
δ
R
)MR 4p−2d3p−2d ≤ C
d,p,V
(1)
∞ ,V
(2)
p ,E0
ε2, that is, (3.57)
(CN
d,p,V
(1)
∞ ,V
(2)
p ,E0
R2)−MR
4p−2d
3p−2d ≤ 2C
d,p,V
(1)
∞ ,V
(2)
p ,E0
ε2.
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Using (3.37), and (3.56) with a sufficiently large constant c
d,p,V
(1)
∞ ,V
(2)
p ,E0
, we get
from (3.57) that
e−M
′R
8p−4d
3p−2d
= e−M
′R
(d−4)p+2d
(3p−2d)(d−1)
+ d
d+1
+
8p−4d
3p−2d ≤ C
d,p,V
(1)
∞ ,V
(2)
p ,E0
ε2, (3.58)
where M ′ =M ′
d,p,V
(1)
∞ ,V
(2)
p ,E0
. Thus
log
1
ε
≤ C
d,p,V
(1)
∞ ,V
(2)
p ,E0
R
8p−4d
3p−2d =
C˜
d,p,V
(1)
∞ ,V
(2)
p ,E0
ρ
8p−4d
(4−d)p−2d
, (3.59)
and hence
ρ ≤ C˜
d,p,V
(1)
∞ ,V
(2)
p ,E0
(
log 1
ε
)− (4−d)p−2d8p−4d , (3.60)
as long as L is large enough to satisfy (3.35) with the choice of R in (3.56), namely
L ≥ L
d,p,V
(1)
∞ ,V
(2)
p ,E0
(
log 1
ε
) 3p−2d
8p−4d . 
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