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FATOU DIRECTIONS ALONG THE JULIA SET FOR ENDOMORPHISMS
OF CPk
ROMAIN DUJARDIN
Abstract. We study the dynamics on the Julia set for holomorphic endomorphisms of CPk.
The Julia set is the suppport of the so-called Green current T , so it admits a natural filtration
J = J1 ⊃ · · · ⊃ Jk, where for 1 ≤ q ≤ k we put Jq = Supp(T
q). We show that for a generic
point of Jq \ Jq+1 there are at least (k− q) “Fatou directions” in the tangent space. We also
give estimates for the rate of expansion in directions transverse to the Fatou directions.
Introduction
0.1. Background. In this paper we are concerned with iteration theory of holomorphic en-
domorphisms of the complex projective space in several dimensions. To fix notation, let k > 1
and f : Pk → Pk be such an endomorphism, and d ≥ 2 be its degree. Recall that d is the
degree of the hypersurface f−1(H), where H is a generic hyperplane. The topological degree
of f is dk.
A great achievement in this area of research is the construction and study of the so-called
equilibrium measure µ, in particular through the work of Hubbard, Papadopol, Fornæss,
Sibony, Briend, Duval and Dinh [HP, FS1, BrD1, BrD2, DS1]. In dimension 1, these results
were previously obtained independently by Lyubich [Ly] and Freire-Lopes-Man˜e´ [FLM]. The
equilibrium measure is defined as the limit of the sequence of measures µn =
1
dkn
∑
fn(y)=x δy,
where x ∈ Pk is a generic point. Among many interesting dynamical properties, let us only
mention that µ is repelling, in the sense that its Lyapunov exponents are greater than or equal
to log d2 and that it describes the asymptotic distribution of repelling periodic orbits [BrD1].
On the other hand, the basic understanding of the dynamics outside Supp(µ) remains
problematic. Let us classically define the Fatou set F as the (open) set of points where
(fn)n≥0 locally defines a normal family of mappings, and the Julia set by J = P
k \ F . As
opposed to dimension 1, the Julia set is usually larger than Supp(µ). Our main purpose in
this article is to study the structure of the dynamics on J \ Supp(µ).
The Julia set is the support of another invariant measurable object: the Green current
T [HP, FS1]. It is a closed positive current of bidegree (1, 1) defined as follows: if H is a
generic hyperplane, T = limn→∞ d
−n[f−n(H)]. Here, as usual, the notation [·] stands for the
integration current. The fact that J = Supp(T ) was proven independently by Fornæss and
Sibony [FS1] and Ueda [U1]. Furthermore, T has continuous potential, so its exterior powers
are well-defined and, in fact, µ = T k.
For simplicity, let us temporarily work in dimension k = 2. Put J1 = J and J2 = Suppµ so
that J2 ⊂ J1. We say that a holomorphic disk ∆ ⊂ P2 is a Fatou disk if (fn|∆)n≥0 is a normal
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family. Many authors have suggested to understand the difference between the dynamics on
J2 and J1 \ J2 by the presence of Fatou disks “filling” J1 \ J2 (in an appropriate sense). This
issue already appears in [FS1]. Thus the dynamics on J1 \J2 would be in a sense Fatou in the
“tangential” direction and Julia in the “transverse” direction. By contrast, being the support
of µ, J2 is meant to be “repelling in all directions”.
In [FS2] the authors show that is picture is indeed correct under (an adapted version of)
the Axiom A assumption.
In the general case, one may at best expect that J1 \ J2 is filled with Fatou disks in some
measure-theoretic sense. The trace measure σT is a natural (non invariant) measure on J1,
and the question is whether a set of full trace measure in J1 \ J2 is filled with Fatou disks.
A related (stronger) problem is whether T |J1\J2 is a laminar current (as defined by Bedford,
Lyubich and Smillie [BLS]).
This was shown to be true in the basin of infinity for polynomial mappings of C2 admitting
an extension as a holomorphic mapping of P2 by Bedford and Jonsson [BJ]. This question
is also the main motivation in [dT2] (see also [dT3]), where De The´lin gives some evidence
for the laminarity of T outside J2, and actually proves it for post-critically finite maps. The
general case, however, remains open.
In arbitrary dimension k, for 1 ≤ q ≤ k, let Jq = Supp(T q). We then have a filtration of
the Julia set
(1) J = J1 ⊃ J2 ⊃ · · · ⊃ Jk = Supp(µ).
Intuitively, the “number of Fatou directions” should decrease from k− 1 on J1 \J2 to zero on
Jk, so that one expects that a set of full σT q measure of Jq \ Jq+1 is filled with Fatou disks of
codimension q.
The list of well understood situations is even shorter in this case. For polynomial mappings
of Ck extending holomorphically to Pk, it is shown in [BJ] that T k−1 is laminar (with 1-
dimensional leaves) in the basin of attraction of the hyperplane at infinity. General results
about Fatou disks can be found in [U2, Mae].
0.2. Fatou and Julia directions. Here we propose the following model for the various
dynamical regimes along the Julia filtration (1), which is strongly reminiscent of the Oseledets
multiplicative ergodic theorem.
Conjecture 0.1. Let f be a holomorphic endomorphism of Pk and T be its Green current.
Let q be an integer with 1 ≤ q ≤ k− 1. Then for σT q -a.e. x ∈ Jq \Jq+1 there exists a complex
sub-vectorspace Fx ⊂ TxPk of codimension q, such that:
i. if v ∈ Fx, then lim sup
n→∞
1
n
log ‖dfnx (v)‖ ≤ 0;
ii. if v /∈ Fx, then lim sup
n→∞
1
n
log ‖dfnx (v)‖ ≥
log d
2
.
Here ‖·‖ refers to any norm on the tangent bundle. A tangent vector v ∈ TxPk such that
lim supn→∞
1
n log ‖dfnx (v)‖ ≤ 0 will be said to be of Fatou type. The set of such directions is a
sub-vectorspace of TxP
k, called the Fatou subspace. Thus, the conjecture asserts that σT q -a.e.
on Jq \ Jq+1, the Fatou subspace Fx has codimension q.
Notice that if T q were known to be laminar and filled with Fatou disks of codimension q
on Jq \Jq+1, then to obtain i. it would be enough to consider the collection of tangent spaces
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to these Fatou disks. Conversely, we do not address the converse question whether the Fatou
sub-bundle can be integrated to yield a laminar structure for T q on Jq \ Jq+1.
If we adopt the convention that J0 = P
k and Jk+1 = ∅, then the conjecture is true for q = 0
(by definition of the Fatou set) and q = k (by the work of Briend-Duval [BrD1]). Thus item
ii. may be seen as a generalization in lower codimension of the Briend-Duval bound on the
Lyapunov exponents of µ. Notice however that for q ≤ k−1, σT q is not an invariant measure,
so ii. is not exactly a statement about Lyapunov exponents. Likewise, ergodic theoretic
methods (like Oseledets-Pesin theory) do not seem well adapted to deal with this conjecture.
One might also want to replace the limsup in ii. by a liminf.
0.3. Results and methods. In this paper we prove several results towards this conjecture,
including a complete proof for q = 1. This, in particular, settles the 2-dimensional case.
Our first main result is the following.
Theorem 0.2. Let f be a holomorphic endomorphism of Pk and T be its Green current. Let
q be an integer with 1 ≤ q ≤ k − 1.
Then for σT q-a.e. x ∈ Jq \ Jq+1, the Fatou subspace Fx has dimension at least k − q at x.
Simple examples show that the inequality in item i. of Conjecture 0.1 is not strict in general
(see §3.3.2).
As already said, the trace measure σT q is not invariant so we cannot rely on ergodic theoretic
methods to prove this theorem. Instead, we come back to the basic idea of a positive current
as being a differential form with measure coefficients. Let then S be an arbitrary positive
closed current of bidegree (q, q). By duality, we can thus associate to such a S a measurable
field of positive normalized (p, p) vectors tS(x) (p + q = k), and a positive measure σS (the
trace measure) such that the action of S on test forms may be expressed as
〈S, φ〉 =
∫
〈tS(x), φ(x)〉 dσS(x).
This is known as the integral representation of S. If tS is well-defined at x, we let Span(tS(x))
be the smallest subspace V ⊂ TxPk generating tS(x), i.e. such that tS(x) ∈
∧
(p,p) V . It is in
a sense the tangent space to S at x. Its dimension can be any integer between k − q and k,
and will be referred to as the rank of S at x. The directional information embedded in S is
most precise when its rank equals k − q. In Section 2 we give several estimates on the rank
of general positive (closed) currents.
When S is an invariant current, we obtain an invariant field of subspaces, hence a dynam-
ically meaningful object. Albeit natural, it seems that this idea is used here for the first time
in holomorphic dynamics.
Back in the context of endomorphisms on Pk, in Theorem 3.4 we give estimates on the
expansion rate along the field of tangent spaces to the invariant currents T q (recall that T is
the Green current). In particular we obtain that for generic x ∈ Jq \Jq+1, Span(tT q(x)) ⊂ Fx;
Theorem 0.2 follows. An interesting point is that, in the event that σT q carries some mass
on
⋃
ℓ>q Jℓ, we also obtain estimates there. It turns out that the expansion rate along T
q is
never greater than log d2
In the second half of the paper, we study expansion properties in the directions “trans-
verse to T q”, motivated by assertion ii. of the conjecture. For this, we extend to arbitrary
dimensions a method introduced by the author in [Du3] to obtain directional Briend-Duval
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type estimates for the Lyapunov exponents of birational mappings in dimension 2. This was
adapted to endomorphisms of P2 by De The´lin [dT3], and we follow his approach (see also
[DDG3] for related material).
Roughly speaking, the method is as follows. If L is a generic q dimensional linear subspace of
P
k, consider the sequence of its iterates fn(L) and the associated currents Sn = d
−qn[fn(L)].
Dinh [Di1] has shown that the major part of fn(L) has locally bounded geometry. More
precisely for every ε > 0 there exists r = r(ε) such that the part of fn(L) which is not made
of graphs of size r over some direction has mass less than ε (relative to the trace measure of
Sn).
If we furthermore assume that for generic L, most of the mass of T q∧Sn is concentrated on
the bounded geometry part (hypothesis (Hq)), then we show in Theorem 5.1 that Conjecture
0.1 holds in codimension q. For q = 1, we are able to check this assumption (this essentially
follows from [Du2]). This leads to the following (see Corollary 5.4):
Theorem 0.3. Conjecture 0.1 is true for q = 1.
For general values of q we provide some strong evidence that the assumption (Hq) is always
satisfied. We are also able to show that it holds (hence also Conjecture 0.1) in the basin of a
q-dimensional algebraic (measure-theoretic) attractor (see Corollary 5.5).
0.4. Outline and acknowledgments. The plan of the paper is following. In Section 1 we
recall some preliminaries on positive exterior algebra. We then study in Section 2 the integral
representation of positive closed currents in general. Endomorphisms of Pk enter the picture
in Section 3, where we study the rate of expansion of tangent vectors to the Green currents.
Section 4 is devoted to the study of the asymptotic geometry of varieties of the form fn(L),
with L a q-dimensional linear subspace. In particular we give some refinements of the above
mentioned result of Dinh and study the geometry of wedge products of the form T q ∧ [fn(L)].
In Section 5 we turn this into expansion results transverse to T q.
It is a pleasure to thank Henry De The´lin and Eric Bedford for helpful conversations.
1. Preliminaries on positive exterior algebra
1.1. Vectors and covectors. We start with some elementary considerations about vectors
and covectors in the complex setting.
To avoid confusion, we use the word covector for a form with constant coefficients, so that
a diffential form is a field of covectors. Let V be a complex vector space of dimension k. We
use the notational convention that p and q are integers satisfying p + q = k. By definition,
(p, p) vectors are the elements of the exterior algebra
∧p,p V = ∧p V ⊗ ∧p V , and (p, p)
covectors are dual to (p, p) vectors. If V is provided with provided with a basis (ei)i=1...k,
then using standard multi-index notation, a basis of the space of (p, p) vectors is eI ∧ eJ with
|I| = |J | = p. By definition, dzI ∧ dzJ is dual to eI ∧ eJ . Let us denote by ∗ this duality.
Finally, define 〈·, ·〉 to be the associated C-bilinear pairing, which is normalized, by declaring
that 〈ip2eI ∧ eJ , ip2dzI ∧ dzJ〉 = 1 –this will ensure that pairing positive objects results in
nonnegative numbers.
The classical interpretation of the p vector u1 ∧ · · · ∧ up in Rn is that of the sub-vector
space generated by (u1, . . . , up) endowed with a volume form. In the complex setting, the
geometric interpretation of u∧v is a bit more cumbersome, because complex conjugation here
is understood as the involution sending (1,0) vectors to (0,1) vectors, not as the geometric
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conjugation of vectors in V , with respect to the almost complex structure. On the other hand,
iu1 ∧ u1 ∧ · · · ∧ iup ∧ up can indeed be interpreted as the complex sub-vector space generated
by (u1, . . . , up) endowed with a volume form.
If V is given a Hermitian metric, we let β be (twice) the associated (1,1) form. In coordi-
nates, if (e1, . . . , en) is any orthonormal basis, then β = i
∑
dzj ∧ dzj. With this convention
the volume form associated to the Hermitian metric is β
k
2kk!
. We obtain an isomorphism Φ
between (p, p) vectors and (q, q) covectors as follows: if t is a (p, p) vector, we define Φ(t) as
the unique (q, q) covector s.t. for every (p, p) covector ϕ,
(2) Φ(t) ∧ ϕ = 〈t, ϕ〉β
k
k!
.
For instance, Φ(ie1 ∧ e1 ∧ · · · ∧ iep ∧ ep) = idzp+1 ∧ dzp+1 ∧ · · · ∧ idzk ∧ dzk. Likewise, Φ may
be expressed as Φ(t) = ⋆t∗ where ⋆ is the Hodge star.
1.2. Positive (1,1) vectors and covectors. We refer to Lelong [Le1] and Demailly [De]
for more details on the concept of positivity. Here we only gather some essential facts. We
work only with vectors, the case of covectors is completely similar.
Fix any basis (e1, . . . , ek) of V . A (1, 1) vector is positive (resp. real) if it writes as
t = i
∑k
i,j=1 ti,jei ∧ ej, with (ti,j) a nonnegative Hermitian (resp. Hermitian) matrix. A
positive (1, 1) vector is decomposable (or simple) if it may be written as λiu ∧ u, with λ ≥ 0.
Any positive (1, 1) vector is a sum of decomposable ones. Let us denote by P 1,1(V ) (or SP 1,1
see below) the cone of positive (1,1) vectors.
The so-called mass norm on (1, 1) vectors is defined by ‖t‖ =∑ |ti,j|. Of course it depends
on the choice of coordinates.
Assume now that V is equipped with a Hermitian metric and the basis (ei) is orthonormal.
If t is positive, the trace of the associated Hermitian matrix does not depend on the choice of
an orthonormal basis, and is comparable to ‖t‖. To be specific, trace(t) ≤ ‖t‖ ≤ k trace(t).
If u ∈ Ck is of unit norm, then trace(iu ∧ u) = 1.
Define the rank of a positive (1,1) vector t to be the rank of the associated hermitian
matrix. The rank can also be characterized as the least number of terms in a decomposition
of t as a sum of decomposable (1,1) vectors. In particular t has rank 1 iff it is decomposable.
Elementary considerations show that rank(t) is the largest integer r s.t. t∧r is non-zero –from
now on we write tr for t∧r. In particular t is decomposable iff t2 = 0. We say that t is strictly
positive if rank(t) = k and degenerate if not. Then t is degenerate iff tk = 0.
This discussion is valid mutatis mutandis for (1,1) covectors. Recall from (2) the duality
Φ between (k − 1, k − 1) vectors and (1, 1) covectors. In particular we obtain that a positive
(k − 1, k − 1) vector is decomposable iff Φ(t)2 = 0, and strictly positive iff Φ(t)k 6= 0.
1.3. Higher bidegree. Recall that the space of (k, k) vectors has dimension 1. A (k, k)
vector is said to be positive if it is a nonnegative multiple of ie1 ∧ e1 ∧ · · · ∧ iek ∧ ek. A (p, p)
vector is decomposable if it is of the form iu1 ∧ u1 ∧ · · · ∧ iup ∧ up. By definition, a strongly
positive (p, p) vector is a convex combination of decomposable (p, p) vectors. Let us denote by
SP p,p(V ) the cone of strongly positive (p, p) vectors on V . A (p, p) vector t is (weakly) positive
if for every strongly positive (q, q) vector t′ (p + q = k), the (k, k) vector t ∧ t′ is positive. It
is also true that t is strongly positive if for any positive t′ of complementary degree, t ∧ t′ is
positive. In other words, the cones of positive and strongly positive vectors are dual to each
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other. Following Lelong, usually the single word “positive” is used as a shorthand for “weakly
positive” (this also applies to currents).
It is a fact that for 1 < p < n − 1 the classes of positive and strongly positive vectors
differ. Notice that by definition strong positivity is stable under wedge products (whereas
weak positivity is not). In this paper we mainly have to deal with strongly positive vectors1.
In standard multi-index notation, a positive (p, p) vector can be writtenas t = ip
2 ∑
tI,JeI∧
eJ , where tI,J = tJ,I and tI,I ≥ 0 –for the ip2 see [De, 3.1.2]. We define its trace as trace(t) =∑
tI,I . Notice that trace(t) = 〈t, β
p
p! 〉, so it does not depend on the choice of orthonormal
coordinates.
It is clear that the dualities ∗ and Φ send decomposable positive vectors to decomposable
positive covectors, hence they preserve strong positivity. Also, since t∗ ∧ t′∗ = (t ∧ t′)∗, the
duality ∗ preserves weak positivity. Finally, from the property ⋆ϕ ∧ ψ = ϕ ∧ ⋆ψ we conclude
that Φ preserves positivity as well (see also [Le1, pp. 64-65]).
We now discuss a notion of rank for positive (p, p) vectors. If t is a positive (p, p) vector, we
define Span(t) to be the smallest sub-vector space W such that t ∈ ∧p,p(W ), and rank(t) =
dimSpan(t). We see that rank(t) ≥ p with equality iff t is decomposable.
If t is strongly positive, t =
∑s
k=1 tk, where tk is (nonzero) decomposable, then Span(t) =
Vect(Span(tk), k = 1 . . . s).
Also, still in case t is strongly positive, rank(t) equals that of the (1,1) vector txβp−1.
Indeed if t is decomposable, t = ie1 ∧ e1 ∧ · · · ∧ iep ∧ ep, then there exists λ > 0 and
an orthonormal family (u1, . . . , up) such that Vect(u1, . . . , up) = Vect(e1, . . . , ep) and t =
λiu1 ∧ u1 ∧ · · · ∧ iup ∧ up. We then infer that txβp−1 = λ
∑p
j=1 iuj ∧ uj, hence the result.
In view of applications to currents, we define the corank of a (q, q) covector φ to be the rank
of the (p, p) vector Φ−1(φ). Thus corank(φ) ≥ k − q = p with equality iff φ is decomposable.
An alternate characterization of the corank is given in [Le1, p.65]: k−corank(φ) is the greatest
possible number of independent decomposable (1,1) forms dividing φ, that is, independent
linear forms α∗1, . . . , α
∗
r s.t. φ can be written as φ = iα
∗
1 ∧ α∗1 ∧ · · · ∧ iα∗r ∧ α∗r ∧ φ1.
2. The integral representation of positive closed currents
2.1. Preliminaries. We just collect a few facts on positive currents and again refer the reader
to [Le1, De] for details. Since these notions are local we work in an open set Ω ⊂ Ck. As
before, let β = i
∑k
i=1 dzi ∧ dzi, and p, q be integers with p+ q = k.
A differential form of bidegree (p, p) is (resp. strongly) positive if it satisfies this property
at every point. A current T of bidimension (p, p) is (resp. strongly) positive if for every
strongly positive (resp. weakly positive) (p, p) test form ϕ, 〈T, ϕ〉 ≥ 0. Observe that these
notions are stable under weak convergence.
It is well known that T may be written in coordinates (z1, . . . , zk) as a (q, q) form with
measure coefficients T = iq
2 ∑
TI,JdzI ∧dzJ where the (TI,J) are complex measures satisfying
TI,J = TJ,I . Here the action of T on a test form is expressed as ϕ 7→
∫
T ∧ ϕ
The trace measure of T is defined by σT =
∑
|I|=q TI,I . Notice that T ∧ β
p
p! = σT
βk
k! . Related
to it is the mass measure ‖T‖ = ∑I,J |TI,J |. Throughout the paper, notions of “mass” for
positive currents will always be relative to σT .
1There is an alternate notion of positivity which is intermediate between weak and strong, and gives rise
to a self dual cone [HK].
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There exists a constant depending only on q such that for all I, J , |TI,J | ≤ CqσT , so
there exist measurable functions fI,J such that |fI,J | ≤ Cq and TI,J = fI,JσT . Notice that∑
fI,I = 1. Thus we can write T = φσT , where φ is a measurable field of positive (q, q)
covectors of trace 1.
Using the duality (2), we can formulate this by saying that there exists a measurable field
tT of positive (p, p) vectors of trace 1 such that if ϕ is any test (p, p)-form,
(3) 〈T, ϕ〉 =
∫
〈tT , ϕ〉σT
(from now on we omit the conventional d of integration to avoid any confusion with exterior
derivative or degree). We refer to either this representation or the representation T = φσT
as the integral representation of T .
By the Lebesgue Density Theorem (see e.g. [Mat, p.38]), we can recover the tangent vector
t as follows: there exists a set A ⊂ Supp(T ) of full σT -mass such that if x ∈ A and ϕ is any
test form, then
(4) lim
r→0
1
σT (B(x, r))
〈T, ϕ|B(x,r)〉 = lim
r→0
1
σT (B(x, r))
∫
B(x,r)
〈t(y), ϕ(y)〉σT (y) = 〈t(x), ϕ(x)〉.
Observe that by continuity of ϕ, to ensure the existence of the limit in this equation, it is
enough to test the convergence on constant forms ϕ. Thus we can rewrite (4) as a convergence
statement in the space of (p, p) vectors (of trace 1)
(5) lim
r→0
1
σT (B(x, r))
∫
B(x,r)
t(y) σT (y) = t(x).
It would be interesting to investigate more precisely the size of the exceptional set Supp(T )\
A for positive closed currents. We do not address this problem here.
Definition 2.1. We say that a positive current T of bidimension (p, p) is decomposable at
x if the limit in (5) exists and t(x) is a decomposable (p, p) vector. Likewise, if t(x) is well
defined, we define the rank of T at x to be rank(t(x)). If rank(t(x)) < k we say that T is
degenerate at x.
Recall that t(x) is decomposable iff rank(t(x)) = p. For instance, if T is the integration
current over a subvariety M of dimension p, then it has rank p a.e., and t(x), which is well
defined, at least at every smooth point, can be written as
t(x) = iτ1 ∧ τ 1 ∧ · · · ∧ iτp ∧ τp,
where τ1, . . . τp is any orthonormal basis of TxM (the basis is not unique but t(x) is). As a
consequence, laminar currents are decomposable a.e. [BLS].
2.2. Some notation. It will be convenient to us to work with the following regularization
procedure. Let ρ = 1v2k 1B(0,1) be the characteristic function of the unit ball normalized by
its volume, and consider the associated “regularizing kernel” ρε =
1
ε2k
ρ( ·ε) =
1
v2kε2k
1B(0,ε).
Given a positive current T we put Tε = T ∗ ρε =
∫ (
(τs)∗T
)
ρε(s)ds which is positive and
has continuous coefficients (τs is the translation of vector s). Likewise, if ν is a measure, we
denote ν ∗ ρε by νε. The mass of ν is denoted by M(ν), and Lebesgue measure is denote by
Leb.
Throughout the remaining part of this section, if T is a positive current of bidimension
(q, q), we let T = φσT (or T = φTσT when required) be its integral representation. Here φ
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denotes the associated field of (q, q) covectors. We only work with strongly positive currents,
that is we require that φT is strongly positive a.e. Recall that this is not a restriction for
q = 1 and q = k − 1.
2.3. Pointwise self-intersections for absolutely continuous currents. In this para-
graph we consider a strongly positive current T , not necessarily closed, such that σT is abso-
lutely continuous w.r.t. Lebesgue measure. It has been observed by several authors, starting
with [BT] (see also [Bou]) that it is sometimes useful to work with the “naive” pointwise
self-intersection P (T ℓ), which is defined as follows. Write T = φσT = φ(x)h(x)dx, and set
P (T ℓ) = φℓhℓdx. This is a differential form with Borel coefficients, but not a priori a genuine
current since hℓ needn’t be locally integrable.
On the other hand we have:
Lemma 2.2. Assume that T is strongly positive and σT is absolutely continuous w.r.t.
Lebesgue measure. If the family (T ℓε ) has locally uniformly bounded mass as ε → 0 then
P (T ℓ) is a well defined strongly positive (ℓq, ℓq) current.
Proof. Write in coordinates T = iq
2 ∑
TI,JdzI ∧ dzJ (resp. Tε = iq2
∑
(TI,J)εdzI ∧ dzJ). The
Lebesgue Density Theorem implies that for all I, J , (TI,J)ε converges Leb-a.e. and in L
1
loc to
(TI,J). Then by Fatou’s Lemma we infer that
0 ≤
∫
P (T ℓ) ∧ βk−ℓq ≤ lim inf
∫
T ℓε ∧ βk−ℓq < +∞,
so P (T ℓ) has L1loc coefficients. 
In particular we see that if (T ℓε ) converges in the sense of currents as ε→ 0, its limit must
be P (T ℓ). Therefore, if T is a strongly positive current with absolutely continuous coefficients
and T ℓ is well defined (in the sense that T ℓε converges to T
ℓ) it must coincide with P (T ℓ). In
this case we may simply denote the pointwise self intersection by T ℓ.
Assume now that T is an arbitrary strongly positive current. It admits a Lebesgue decom-
position T = Tac + Tsing, induced by that of σT . Notice that even when T is closed, Tac and
Tsing are not closed in general. If (T
ℓ
ε ) has locally uniformly bounded mass as ε → 0 we can
consider P (T ℓac). Again, when no confusion can arise we simply denote it by T
ℓ
ac. We conclude
that if T ℓ is well defined, then T ℓac ≤ (T ℓ)ac ≤ T ℓ.
In the case q = 1 and ℓ = k, the pointwise self intersection has additional properties due to
the concavity of M 7→ (det(M))1/k in the cone of nonnegative Hermitian matrices [BT, Bou].
2.4. Wedge products. Here is our first main result on the integral representation of positive
currents. It says that the exterior powers of the tangent covectors can be read off the exterior
powers of T . Notice that we do not assume T to be closed.
Theorem 2.3. Let T = φσT be a strongly positive current of bidegree (q, q) in Ω ⊂ Ck.
Assume that for some ℓ > 1, the family (T ℓε )ε>0 has locally uniformly bounded mass as ε→ 0.
Then φℓ(x) = 0 for σT -a.e. x if and only if T
ℓ
ac = 0.
For q = 1 and ℓ = k this result is somewhat implicit in [BT, §5]. The assumption on T ℓ is
always satisfied when T is the restriction to Ω of a current on the projective space Pk. This
is also true when T ℓ is well defined in the sense of pluripotential theory.
When q = 1, since the decomposability of φ is detected by the vanishing of φ2 we immedi-
ately get the following corollary.
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Corollary 2.4. Assume that T is a positive current of bidegree (1,1) satisfying the assump-
tions of Theorem 2.3. Then if σT ⊥ Leb then T is decomposable. Likewise, if T 2 is well-
defined and σT 2 ⊥ Leb then T is decomposable.
If now the positive measure T k is well defined and T k ⊥ Leb then T is degenerate a.e.
Regarding higher values of q, the theorem only makes sense when q ≤ k2 . Unfortunately,
when q > 1, the condition φ2 = 0 does not impose severe restrictions on the rank of T –and
φ3 = 0 does not restrict the rank at all. For instance if φ =
∑k
j=2 idz1 ∧ dz1 ∧ idzj ∧ dzj , we
see that φ2 = 0 and the corank of φ is k − 1.
Corollary 2.5. Assume that the hypotheses of Theorem 2.3 are satisfied with ℓ = 2 and
arbitrary q. Then if T 2ac = 0, T has rank < k a.e.
Proof of the corollary. We need to show that if φ is a strongly positive (q, q) vector with
φ2 = 0 then corank(φ) < k. Write φ as a combination of decomposable (q, q) covectors
φ =
∑
λαie
∗
1,α ∧ e∗1,α ∧ · · · ∧ ie∗q,α ∧ e∗q,α,
with λα > 0. Since φ
2 = 0, for α, α′ in the decomposition we get that Vect(e1,α, . . . eq,α) ∩
Vect(e1,α′ , . . . eq,α′) 6= {0}. Thus there exists a nonzero vector u belonging to all these sub-
spaces, and we infer that iu∗ ∧u∗ divides φ. From the characterization of corank given at the
end of §1.3 we conclude that corank(φ) < k. 
Proof of the theorem. We start with an elementary lemma, whose proof is left to the reader.
Recall that if ν is a measure in Rd, νε stands for ρε ∗ ν.
Lemma 2.6. Let ν be a measure in Rd, and f ∈ L1(ν). Then (fν)ε = fενε, where
fε(x) =
1
ν(B(x, ε))
∫
B(x,ε)
fν,
and νε is absolutely continuous, with
dνε
dx
=
ν(B(x, ε))
vdεd
.
From this lemma we can relate the integral representations of T and Tε. Write T = φσT .
Notice first that since σT = Tx
βp
p! and β is translation invariant, we have that σTε = (σT )ε.
Then, using the above lemma, and denoting Tε = φε(σT )ε, we get that
φε(x) =
1
σT (B(x, ε))
∫
B(x,ε)
φ(y)σT (y).
By Lebesgue Density (5), φε(x) converges to φ(x) a.e.
Now assume that there is a set E of positive trace measure such that φℓ is nonzero on E. To
prove the theorem we will show that σT |E is absolutely continuous, thus T |E ≤ Tac. It then
immediately follows that T ℓac|E is nonzero. Observe that by definition of T ℓac, the converse
implication is obvious. Let Ec be the set of x s.t. φ
ℓ(x) ∧ βk−ℓq ≥ cβk. For small enough
c > 0, σT (Ec) > 0. It is enough to prove that σT |Ec is absolutely continuous.
Let R = T |Ec = φRσR. The family (Rε) has locally uniformly bounded mass as ε → 0.
Write Rε = φRεσRε ; since σRε is absolutely continuous we define hε ∈ L1loc by σRε = hε Leb.
The proof will be finished if we show that (hε)ε>0 is locally bounded in L
ℓ. Indeed let then h
be a cluster value of this family relative to the weak* topology in Lℓ. Since σRε → σR weakly
as measures, we infer that σR = hLeb, hence the result.
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Let us prove our claim. We have that Rℓε = φ
ℓ
Rε
hℓε Leb, with
φRε(x) =
1
σR(B(x, ε))
∫
B(x,ε)
φR(y)σR(y),
and for every y, φℓR(y) ∧ βk−ℓq ≥ cβk. By Lemma 2.7 below there is a δ > 0 such that
φℓRε ∧ βk−ℓq ≥ cδβk, from which we infer that
O(1) =
∫
Rℓε ∧ βk−ℓq ≥ cδ
∫
hℓεβ
k,
which was the desired estimate. 
Lemma 2.7. Let (φα)α∈A be a measurable family of strongly positive (q, q) covectors of trace
1, s.t. for each α, φℓα∧βk−ℓq ≥ cβk. Let ν be a probability measure on A and φ =
∫
φαdν(α).
Then there is a constant δ depending only on k, q, and ℓ such that φℓ ∧ βk−ℓq ≥ cδβk.
Proof. φ belongs to the closed convex hull of (φα)α∈A. Without loss of generality, we may
assume that the family (φα) is closed, and it is also bounded because the set of strongly
positive (q, q) covectors of trace 1 is. Thus we conclude that φ belongs to the convex hull of
(φα)α∈A. By Caratheodory’s Theorem there is a finite subset {φαi , i = 1 . . . d+ 1} (where
d = ( qk )
2 − 1 is the dimension of the ambient affine space) such that φ belongs to the convex
hull of the φαi . We conclude that
φℓ ∧ βk−ℓq =
(∑
λiφαi
)ℓ
∧ βk−ℓq ≥
∑
λℓiφ
ℓ
αi ∧ βk−ℓq ≥ c
(∑
λℓi
)
βk ≥ c(d+ 1)1−ℓβk,
where the first inequality follows from the fact that a product of strongly positive covectors
is strongly positive, and the last one from Ho¨lder’s inequality and the fact that
∑
λi = 1. 
From the dynamical point of view, here is an interesting open question: what sort of
relationship is there between the integral representations of T and T q, when T is a positive
closed current of bidegree (1, 1)? A basic difficulty here is that in general σT q and σT are
mutually singular.
2.5. Projections. Here we show that on projective space, Theorem 2.3 together with a
projection argument leads an interesting estimate on the rank of positive currents of bidegree
(q, q) with q > 1. Since we do not use it in the sequel, we do not include the proof (see [Du4]
for details).
Fix a Fubini study metric and denote the associated Ka¨hler form by ω. From now on the
notions of trace, etc. will be relative to this metric.
The dimension of a measure µ is defined as
dim(µ) = inf {HD(E), E Borel set with µ(E) = 1} ,
where HD denotes Hausdorff dimension. If T is a positive closed current of bidimension (p, p),
then dim(σT ) ≥ 2p.
Theorem 2.8. Let T be a strongly positive closed current of bidimension (p, p) on Pk, and
assume that dim(σT ) < 4p. Then σT a.e. we have that
(6) p ≤ rank(T ) ≤ 1
2
dim(σT ).
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For instance, if dim(σT ) < 2(p + 1), then T is decomposable a.e. The assumption on σT
is void if p > k/2. In general it is unclear whether it is necessary. The estimate (6) is sharp
since if r ≥ 0 and V is any linear subspace of dimension p + r, T = [V ] ∧ ωr is a positive
closed current of bidimension (p, p) with rank p+ r everywhere and dim(σT ) = 2(p + r).
3. Upper estimates for tangential expansion
3.1. Preliminary considerations. We start with some classical facts. We refer the reader
to the survey papers [Sib, G, DS2] for more details and references. Let f be a holomorphic
endomorphism of Pk of degree d > 1. Recall that f is given in homogeneous coordinates by
k + 1 homogeneous polynomials of degree d without non-trivial common zero. Fix a Fubini-
Study metric ‖·‖ on TPk with associated (1, 1) form ω. If X ⊂ Pk is an analytic subset,
we use the notation ωX for the restriction of ω to X. The Green current of f is defined as
T = limn→∞
1
dn (f
n)∗ω.
More precisely, let g1 be the continuous quasi-psh function defined by
1
df
∗ω = ω + ddcg1
and max g1 = 0. Then
1
dn (f
n)∗ω = ω+ddcgn, where gn =
∑n−1
k=0
1
dk
g1 ◦fk, hence gn converges
uniformly to the quasi-psh function g =
∑∞
k=0
1
dk
g1 ◦ fk, and T = ω + ddcg.
Likewise, if H is a generic hyperplane, limn→∞
1
dn (f
n)∗[H] = T .
Recall that the q-th Julia set Jq is defined by Jq = Supp(T
q). J1 is the Julia set of f in the
ordinary sense. It follows from intersection theory of currents that T q = limn→∞
1
dnq (f
n)∗(ωq).
Consequently, being a weak limit of strongly positive forms, T q is strongly positive.
Definition 3.1. A tangent vector v ∈ TxPk is said to be of Fatou type if
lim sup
n→∞
1
n
log ‖dfnx (v)‖ ≤ 0.
The Fatou subspace Fx ⊂ TxPk is the sub-vector space of Fatou directions.
The collection of Fatou subspaces defines a forward and backward invariant subbundle:
dfx(Fx) ⊂ Ff(x) and df−1f(x)(Ff(x)) ⊂ Fx.
The term ‘Fatou’ is convenient but somewhat misleading, since of course the definition
does not prevents from subexponential expansion. Notice that even if we replace it by the
stronger condition that ‖dfnx (v)‖ is bounded, every tangent vector at an indifferent periodic
point is Fatou, while indifferent periodic points themselves may belong to either the Fatou
or the Julia set. On the other hand the relevance of this definition is partly justified by
the following dichotomy, which suggests that Julia-like behavior is always related to some
exponential growth of the derivative.
Proposition 3.2. Assume that ∆ is a one-dimensional holomorphic disk in Pk. Then
- either (fn|∆)n≥0 is a normal family;
- or lim inf
n→∞
1
dn
Vol(fn(∆)) > 0.
Proof. Fornæss and Sibony showed [FS1, Prop. 5.10] that that T ∧ [∆] = 0 iff (fn|∆)n≥0 is a
normal family. So it is enough to prove that ifM(T ∧[∆]) > 0, then lim inf 1dn Vol(fn(∆)) > 0,
which is known to be true (see e.g. [FS2, Prop. 5.3]; the result is stated in dimension 2 there
but the adaptation to the general case is obvious). 
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A theorem of Berteloot and Dupont [BeD] asserts that µ≪ Leb if and only if f is a Latte`s
example, that is, a quotient of a linear map on a complex torus. Hence, from Theorem 2.3 we
immediately get the following corollary.
Theorem 3.3. Let f be an endomorphism of Pk of degree d > 1. Then the Green current is
degenerate a.e. (decomposable a.e. if k = 2) unless f is a Latte`s example.
Furthermore, T is always decomposable a.e. on J1 \ J2
This result means that, except in the case of Latte`s examples, the Green current always
carries some directional information. Theorem 2.3 also admits consequences on the tangent
vectors of T q for 1 < q ≤ k2 ; we leave the precise formulation to the sagacity of the reader.
3.2. Expansion for tangent vectors. On the qth Julia set Jq, the invariant current T
q
induces a measurable df∗-invariant subbundle T q of TPk, whose stalk is defined at σT q a.e.
x by T qx = Span(tT q (x)). In particular dimT qx ≥ k − q, with equality iff T q is decomposable
at x. The invariance of T q simply follows from the fact that f is a local diffeomorphism a.e.,
since T q gives no mass to the critical set.
The following result describes the expansion properties of the action of f on this invariant
subbundle. Its sharpness will be discussed in §3.3.
Theorem 3.4. Let f be a holomorphic endomorphism of Pk, and T be its Green current.
i. For σT q -a.e. x ∈ Jq, if v ∈ T qx , then
lim sup
n→∞
1
n
log ‖dfn(v)‖ ≤ log d
2
.
ii. For σT q -a.e. x ∈ Jq \ Jq+1, if v ∈ T qx , then
lim sup
n→∞
1
n
log ‖dfn(v)‖ ≤ 0.
Corollary 3.5. For σT q a.e. x ∈ Jq \ Jq+1, T qx ⊂ Fx. In particular the Fatou subspace has
dimension ≥ k − q at x.
Thus we have produced at least k−q Fatou directions a.e. on Jq. On the other hand nothing
prevents a priori Fx from being larger than T qx . For instance this happens at indifferent
periodic points. Upper estimates on the dimension of Fx will be given in Section 5.
Proof. Let E be the set of points x ∈ Jq such that the tangent vector tT q(x) is well defined.
Then σT q(E) = 1 and if x ∈ E, tT q(x) is a strongly positive (k − q, k − q) vector of rank
≥ k − q. Consider the (1, 1) vector tT q(x)xω(x)k−q−1: it of the form
∑
j λjiuj ∧ uj , where
(uj) is an orthonormal basis of T qx = Span(tT q(x)) and λj > 0. The numbers λj are intrinsic
since they are the eigenvalues of the Hermitian matrix associated to tT q(x)xω(x)
k−q−1. Since
trace(tT q (x)) =
〈
tT q(x), ω
k−q
〉
= 1,
∑
λj = 1. On the other hand, the λj needn’t be bounded
below. For c > 0 define Ec = {x ∈ E, minλj ≥ c}; we have that
⋃
c>0Ec = E, so it is enough
to prove item i. for x ∈ Ec.
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Let now x ∈ Ec and let v ∈ T qx be of unit norm. We have
‖dfnx (v)‖2 ≤ trace ((dfnx )∗(iv ∧ v)) ≤
1
c
trace
(
(dfnx )∗(tT q (x)xω(x)
k−q−1)
)
=
1
c
〈
(dfnx )∗(tT q(x)xω(x)
k−q−1), ω(fn(x))
〉
=
1
c
〈
tT q(x), (df
n
x )
∗(ω(fn(x))) ∧ ω(x)k−q−1
〉
(recall that dfn is invertible a.e.). Integrating this expression we obtain that∫
Ec
∥∥dfnx |T qx ∥∥2 σT q(x) ≤ 1c
∫ 〈
tT q (x), (df
n
x )
∗(ω(fn(x))) ∧ ω(x)k−q−1
〉
σT q (x)
=
1
c
∫
T q ∧ (fn)∗ω ∧ ωk−q−1 = 1
c
dn,
where the last equality comes from cohomology. We can now finish the proof of i by using the
Borel-Cantelli lemma: let Ec,n =
{
x ∈ Ec,
∥∥dfnx |T qx ∥∥2 ≥ n2dn}, we infer that σT q(Ec,n) ≤ cn2 .
Thus a.e. x belongs to finitely many Ec,n’s and we are done.
The proof of ii. is similar. Define now Fc = {x ∈ Ec, dist(x, Jq+1) ≥ c}. Introducing
Fc,n =
{
x ∈ Fc,
∥∥dfnx |T qx ∥∥2 ≥ n2} and using the Borel-Cantelli lemma again, the proof will
be finished if we show that
∫
Fc
T q ∧ (fn)∗ω ∧ ωk−q−1 is uniformly bounded in n. For this, let
χ be a cut-off function, with χ = 1 on Fc and χ = 0 on Jq+1, and write∫
Fc
T q ∧ (fn)∗ω ∧ ωk−q−1 ≤
∫
χT q ∧ (fn)∗ω ∧ ωk−q−1
=
∫
χT q ∧ ((fn)∗ω − T ) ∧ ωk−q−1 (because T q+1 = 0 on Supp(χ))
= dn
∫
χT q ∧ ddc(gn − g) ∧ ωk−q−1
= dn
∫
(gn − g)T q ∧ ddcχ ∧ ωk−q−1
= O(1) (since by construction |gn − g| = O(d−n)),
which was the desired estimate. 
3.3. Examples and comments. In this paragraph we illustrate Theorem 3.4 with several
examples. We restrict to the 2-dimensional case, which is already quite rich.
3.3.1. A first possibility is that f is a Latte`s example. Then T is strictly positive a.e. and
σT as well as T ∧ T = µ are absolutely continuous w.r.t. Lebesgue measure. In this case the
inequality in Theorem 3.4 i. is an equality, since by the work of Briend and Duval [BrD1] we
know that the Lyapunov exponents of µ are never smaller than log d2 . This actually yields a
new proof of the minimality of the Lyapunov exponents of Latte`s examples.
If f is not Latte`s, T is decomposable a.e., so it contains directional information. An
interesting situation is when µ ≪ σT but µ ⊥ Leb. This phenomenon happens for instance
for mappings of the form [P (z, w) : Q(z, w) : td] on P2, with [P : Q] a Latte`s example on P1.
Indeed, working on {t 6= 0} ≃ C2, if we let B be the basin of attraction of 0, ∂B is locally
spherical outside a set of the form π−1(C), where π : C2 \0→ P1 is the natural map and C is
14 ROMAIN DUJARDIN
a finite set (see [BL] for this and [Dp] for similar results in higher dimension). On this locally
spherical part, µ and σT are absolutely continuous with respect to the natural area measure
–the local structure of T is that of log+ ‖z‖.
In this case we have the following.
Theorem 3.6. Let f be a holomorphic endomorphism of P2 of degree d ≥ 2, such that µ≪ σT
but µ ⊥ Leb, where T is the Green current and µ = T 2 is the equilibrium measure.
Then µ has Lyapunov exponents χ2 > χ1 =
log d
2
.
Proof. By [BrD1], the Lyapunov exponents satisfy χ2 ≥ χ1 ≥ log d2 . We know from the work
of Berteloot and Dupont [BeD] that χ2 must be greater than
log d
2 for otherwise f would be a
Latte`s example and µ would be absolutely continuous w.r.t. Lebesgue measure. On the other
hand, Theorem 3.4 provides an invariant field of directions along which the expansion rate is
not greater than log d2 . The result follows. 
This raises the following interesting question.
Question 3.7. Is the converse true? That is, if the minimal exponent of µ is log d2 , does one
have µ≪ σT ?
Is this a rigid situation? That is, if µ ≪ σT , does f admit a 1-dimensional Latte`s factor
in some sense? Is f a Latte`s-like mapping in the sense of [FP]?
When µ and σT are mutually singular, it is still possible that σT (J2) > 0. An extreme
instance of this happens when J2 = P
2. Then we have an invariant field of complex lines
defined σT -a.e. on J2 which may be expanded by the dynamics.
To get a simple example, consider a non-Latte`s rational map h on P1 possessing an ergodic
measure ν of positive Lyapunov exponent equivalent to Lebesgue measure (this exponent is
smaller than log d2 by the Pesin formula). This phenomenon occurs on a set of positive measure
on the space of rational maps, including all critically finite maps without superattracting
cycles [Re] (see also [EL] for an account on this). Let f̂ : P1 × P1  be defined by f̂(z, w) =
(h(z), h(w)). Taking the quotient of P1 × P1 by (z, w) ∼ (w, z), f̂ descends to a holomorphic
map on P2, whose properties can easily be read-off from f̂ [Sib]. In particular the Green
current viewed on on P1 × P1 is π∗1µh + π∗2µh, where πj : P1 × P1 → P1 are the natural
projections Geometrically speaking, T̂ is a uniformly woven current (see below §4.1) of the
form ∫
[P1 × {w}]dµh(w) +
∫
[{z} × P1]dµh(z),
whose trace measure is Leb⊗µh + µh ⊗ Leb. From this we easily obtain that the generic
expansion rate along T is given by the Lyapunov exponent of ν.
3.3.2. Let us now discuss the dynamics on J1\J2. The field of tangent vectors to T induces a
measurable 1-dimensional invariant sub-bundle of TP2, contained in the Fatou sub-bundle F -
we’ll see in Corollary 5.4 that the two actually coincide. Since σT is not invariant, the sequence
‖(dfn)∗tT (x)‖ needn’t converge. Nevertheless we can define two measurable invariant subsets
E− =
{
x, lim sup
1
n
log ‖(dfn)∗tT (x)‖ < 0
}
and E0 =
{
x, lim sup
1
n
log ‖(dfn)∗tT (x)‖ = 0
}
.
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In this respect, quotients of mappings (h(z), h(w)) on P1 × P1 are easy to analyze. A Siegel
disk for h (resp. an attracting basin) gives rise to a region where the expansion rate is zero
(resp. negative) –this example appears in [dT3]. We see in particular that both E− and E0
can simultaneously be of positive trace measure.
In a slightly different fashion, in [dT3] De The´lin studies invariant measures of the form
ν = T ∧S, where S is a cluster value of push-forwards of lines: S = limj→∞ 1nj
∑nj
k=1
1
dk
fk∗ [L].
He shows that ν admits a positive Lyapunov exponent, and that if furthermore ν(J1 \J2) > 0
and ν carries no mass on analytic subsets, it admits a nonpositive exponent, that is, it is of
(weak) saddle type.
It is natural to try to relate these saddle measures and contraction properties along T .
Here is a specific question:
Question 3.8. Assume that such a saddle measure admits a negative exponent. Is E− of
positive trace measure? Is T laminar (i.e. described by stable manifolds) there?
Conversely, does contraction on a set of positive trace measure implies the existence of a
saddle measure with negative exponent?
For mappings that are polynomial on C2, the work of Bedford-Jonsson [BJ] provides a
satisfactory answer to the first part of the question (here the saddle measure is supported on
the line at infinity). The situation is also well understood for mappings satisfying Axiom A
[FS2]. Besides these cases, the problem is open, even in the presence of an attractor–see e.g.
the questions in [Di2, §6].
4. Geometry of iterated subvarieties
From now on, we study the expansion properties of the dynamics in the directions “trans-
verse to” the current T q. In the next section we will give some sufficient conditions for
expansion depending on the geometry of certain iterated subvarieties. Here we formalize the
idea of a subvariety having bounded geometry on a certain subset and give explicit bounds
for the geometry of fn(L), where as above f is an endomorphism of Pk and L is a linear
subspace.
4.1. Definitions and preliminaries.
4.1.1. Let V be an analytic subset of Pk, of pure dimension q. We say that V has bounded
geometry at scale r at x if V contains a graph through x, of diameter bounded by D, over
the ball of radius r in its tangent space at x (relative to the orthogonal projection on TxV ).
We denote by V [r] the set of such points x. Here D is a constant that may be fixed freely
(say, small as compared to the diameter of a coordinate patch) It is also understood that r is
small with respect to D. In the situation where V is locally reducible at x we take the union
of possible graphs. In particular V [r] may have (mild) singularities.
Our aim here is to estimate how close V [r] is to V when r is small, for certain classes of
dynamically defined varieties V .
This idea is intimately related to the theory of geometric (that is woven and laminar)
currents, that is, currents that are integrals of varieties outside a set of arbitrary small mass.
Indeed, if Vn is a sequence of varieties, of volume vn, such that for fixed r, Vol(Vn[r]) ≥
vn(1 − ε(r)), with ε(r)→ 0 as r → 0 uniformly in n, then the cluster values of the sequence
of currents v−1n [Vn] have some geometric structure, since the bounded geometry part passes
to the limit. This theory was developed in e.g. [BLS, Du1, dT1, Di1, dT4], and has many
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dynamical applications. The situation in the present paper is slightly different, since we only
need to estimate the geometry for large, but finite, n, and do not need to consider the limiting
objects. In particular r may be allowed to decrease to zero as n tends to infinity.
4.1.2. A technically convenient way to understand V [r] is the following. Assume that we
are working in a ball inside some coordinate chart, and all subdivisions, etc., are relative to
this ball. Notice first that by the Cauchy estimates, there exists a constant K such that if
V contains a graph through x over B(π(x),Kr), relative to some orthogonal projection π,
then x ∈ V [r]. Thus we can fix once for all a family of ( qk ) orthogonal projections πj to Cq
in general position, and look for graphs over these projections.
Given one of the πj , we consider a subdivision Qj of the projection base by cubes of size r.
If Q ∈ Q, we declare that an irreducible component of π−1j (Q)∩V is good if it is a graph over
Q of diameter ≤ D, bad otherwise. We usually denote by VQ the union of good components.
We also obtain a subdivision C of Ck by affine cubes of size O(r), whose atoms are the⋂
π−1j (Qj), Qj ∈ Qj . By taking the union of the good components relative to all projections,
we get a variety VC , which in each cube is a union of graphs relative to the πj. There exists
a constant K depending only on the πj such that V [Kr] ⊂ VC (apart from points at the
boundary of the cubes of C).
Conversely, if Q is a cube of size r, and λ > 0, we let λQ be the cube with the same center
as Q, homothetic to it by a factor λ. If π is a projection as above, a strong good component
over Q is by definition the restriction to of π−1(Q) ∩ V of a good component over 2Q. We
can construct VQ,strong, and VC,strong in the same way as before, by keeping only strong good
components, and infer that for some K ′, VC,strong ⊂ V [K ′r].
Another way to present this construction is the following: consider for each projection a
family of overlapping subdivisions by cubes of size 2r, with the property that every point
in the base is at distance at least r of the boundary of one of these subdivisions. Then the
union over all projections of the bad components over these overlapping subdivisions contains
V \ V [K ′r].
The overall conclusion is that we can obtain good estimates on V [r] by using a finite number
of orthogonal projections and (possibly overlapping) subdivisions of the projection bases by
cubes of size Kr.
4.1.3. Our main motivation for introducing this formalism is to obtain geometric information
on wedge products of the form v−1n [Vn]∧ T q, where T the Green current of an endomorphism
of Pk (or more generally any closed positive current wedgeable with [Vn]). We denote by
v−1n [Vn[r]] ∧ T q the restriction of v−1n [Vn] ∧ T q to Vn[r]. What we want is to estimate the
proportion of the mass of v−1n [Vn] ∧ T q that is concentrated on the bounded geometry part
Vn[r], and ultimately show that in certain situations, this proportion is close to 1 when r is
small, uniformly in n.
This issue was addressed for curves in dimension 2 in various contexts [Du2, Du3, dT3,
DDG2]. A crucial technical point in these papers is the validity of the volume estimate
1
vn
Vol(Vn \ Vn[r]) = O(r2).
To give some credit to the geometric assumptions that we will make in Section 5, we prove this
estimate in the general case in §4.2 below. Unfortunately, it leads to the desired result only
when q = 1. The details are given in §4.3. It seems that for larger q, the –presumably optimal–
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volume estimate that we obtain is not enough in itself to control the mass of v−1n [Vn[r]]∧ T q,
and that a finer understanding of the geometry of the “bad part” Vn \ Vn[r] is required.
In §4.3 we also show that for any q, if v−1n [Vn] converges to the current of integration over
a q dimensional analytic set, then the expected control on the geometry of v−1n [Vn] ∧ T q is
true.
4.1.4. Finally, let us quote a result that we will use several times.
Theorem 4.1 (Sibony-Wong [SW]). let g be a holomorphic function defined in the neigh-
borhood of the origin in Cq, which admits a holomorphic continuation to a neighborhood of⋃
L∈E L ∩ B(0, R), where E ⊂ Pq−1 is a set of lines through the origin, of measure ≥ 1/2
(relative to the Fubini-Study volume on Pq−1).
Then there exists a constant CSW > 0 such that g extends to a holomorphic function on
B(0, CSWR), and furthermore
(7) supB(0,CSWR) |g| ≤ sup⋃L∈E L∩B(0,R) |g| .
4.2. Volume estimates. In [Di1], Dinh proved the following theorem.
Theorem 4.2 (Dinh). Let q < k and ιn : P
q → Pk be a sequence of holomorphic mappings,
of generic degree 1. Let Vn = ιn(P
q), vn be the volume of Vn, and Sn =
1
vn
[Vn].
Then every cluster value of the sequence of currents (Sn) is woven.
Notice that if f is an endomorphism of Pk and L is a generic line, then Vn = f
n(L) satisfies
the above assumptions. As announced above, here we make this result more precise as follows.
Theorem 4.3. As in Theorem 4.2, let q < k and ιn : P
q → Pk be a sequence of holomorphic
mappings, of generic degree 1, Vn = ιn(P
q), vn be the volume of Vn, and Sn =
1
vn
[Vn].
Denote by Vn[r] the part of Vn with bounded geometry at scale r, and Sn[r] =
1
vn
[Vn[r]] .
Then there exists a constant C such that
(8) M(Sn − Sn[r]) ≤ Cr2
Proof. The plan of the proof is close to that of [Di1], but we need to make things more
explicit (see also [dT4]). We assume that q > 1; the case q = 1 is more classical and
essentially contained in Lemma 4.4. Let C denote a “constant”, that may vary from line to
line, independently of n and r.
As explained in §4.1.2, we will approximate Vn[r] by a union of graphs over family of cubes
over a family of projections πj in general position. To construct these graphs, we will first
construct graphs over generic 1-dimensional slices and glue those into q-dimensional graphs
by using the Sibony-Wong Theorem 4.1.
Let us get into the details. Fix a linear subspace I of dimension (k − q − 1), such that
I∩Vn = ∅ for all n, and let π : Pk \I → Pq be the projection of center I. Then π◦ιn : Pq → Pq
is a holomorphic map of topological degree vn. Equivalently, π|Vn is a branched covering of
degree vn. Let also En ⊂ Vn be the (Zariski closed) set of points x such that #ι−1n ({x}) > 1.
In the projection base we work locally so we may assume that we are in a bounded subset
Ω of Cq, equipped with its standard metric. If L ⊂ Cq is line, and U ⊂ Cq is an open set ,
with L ∩ U 6= ∅ we say that an irreducible component of π−1(L) ∩ Vn is good if it is a graph
Γ over L ∩ U with ∫Γ ωPk ≤ A. Here A is a constant whose value is chosen as follows: we
require that if Γ is a good component over B(x, r) ⊂ L (with r small enough, say, r ≤ D/10,
where D is the constant of §4.1.1), then the diameter of Γ ∩B(x, r/2) is less than D/2. This
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is possible because by the area-diameter lemma of [BrD2], the diameter of Γ ∩ B(x, r/2) is
bounded by a constant depending only on A.
We let gn(L,U) be the number of good components of π
−1(L) ∩ Vn over L ∩ U , and
bn(L,U) = vn − gn(L,U) the number of bad components counted with multiplicity.
We denote by dz the Lebesgue measure on L. We have the following lemma (which will be
proven later).
Lemma 4.4. There exists a constant C such that if L is a generic line and r > 0, then∫
L∩Ω
bn(L,B(z, r))dz ≤ Cvnr2.
We take U to be a cube of size r. Recall from §4.1.2 the notions of good and bad components
over U . We define gn(U) (resp. bn(U)) to be the number of good (resp. bad) components Vn
over U (resp. counting multiplicity).
The following lemma relates q-dimensional good components and good components over
varying lines. If x ∈ Cq and δ ∈ Pq−1 we let L(x, δ) be the line through x with direction δ.
We simply denote by dδ the Fubini-Study volume element on Pq−1.
Lemma 4.5. There exists a constant M depending only on the dimension such that if Q is
a cube of size 2r, and x ∈ Q is a.e. point
(9) bn(Q) ≤ 2
∫
Pq−1
bn (L(x, δ), B(x,Mr)) dδ.
In particular
(10) bn(Q) ≤ 2
r2q
∫
Pq−1×Q
bn (L(x, δ), B(x,Mr)) dδdx.
Proof of the lemma. Let M be greater than 4
√
q/CSW , where CSW is as in Theorem 4.1.
This is adjusted so that if x ∈ Q, B(x,CSWMr) ⊃ Q.
Let now x ∈ Q be any point belonging neither to the set of critical values of π|Vn nor to
π(En). Then π
−1 {x}∩ Vn = {y1, . . . , yvn} has cardinality vn and in some neighborhood of x,
π|Vn admits vn inverse branches gj , with gj(x) = yj.
Let ϕ : {1, . . . , vn} × Pq−1 → {0, 1} be defined by ϕ(j, δ) = 0 if π−1(L(x, δ)) ∩ Vn admits
a good component over B(x,Mr) ∩ L(x, δ) issued from yj, and ϕ(j, δ) = 1 otherwise. Thus
bn (L(x, δ), B(x,Mr)) =
∑vn
j=1 ϕ(j, δ).
For fixed j, by Theorem 4.1, if
∫
Pq−1
ϕ(j, δ)dδ < 1/2, then there is a good component of Vn
over Q attached to yj –the control on the diameter comes from (7). Therefore
bn(Q) ≤ #
{
j,
∫
Pq−1
ϕ(j, δ)dδ > 1/2
}
≤ 2
vn∑
j=1
∫
Pq−1
ϕ(j, δ)dδ = 2
∫
Pq−1
bn (L(x, δ), B(x,Mr)) ,
which is the first part of the statement. The second part is obvious. 
We can now conclude the proof of the theorem. As in §4.1.2, consider a family of overlapping
subdivisions of a neighborhood of Ω in the projection base into cubes of size 2r (for convenience
we put K ′ = 1). If Q is one of them, and Vn,Q is the union of good components, we have
(11)
1
vn
〈
[Vn]− [Vn,Q], π∗ωqCq
〉 ≤ Cr2q 1
vn
∑
Q∈Q
bn(Q).
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If we are able to show that the right hand side is a O(r2), then by taking the union of bad
components relative to the overlapping subdivisions, for each projection πj , and by using the
fact that
∑
j π
∗
jω
q
Pq
≥ cωq
Pk
, we obtain the desired estimate on Vol(Vn \ Vn[r]).
Let G(1, q) be the space of lines in Cq, endowed with its natural isometry-invariant measure
ν. Let G˜(1, q) = {(z, L), z ∈ L} be the tautological bundle over G(1, q). It also possesses a
natural measure, which, abusing slightly, we denote by dz ⊗ ν, where dz denotes Lebesgue
measure on L. There is a natural diffeomorphism Cq × Pq−1 → G˜(1, q), which sends dxdδ to
dz ⊗ ν (up to a multiplicative constant).
Summing (10) over all squares and changing variables we obtain the following estimate of
the total number of bad components:∑
Q∈Q
bn(Q) ≤ 2
r2q
∑
Q∈Q
∫
Pq−1×Q
bn (L(x, δ), B(x,Mr)) dδdx(12)
=
2
r2q
∫
Pq−1×Ω
bn (L(x, δ), B(x,Mr)) dδdx
=
2
r2q
∫
{(z,L)∈G˜(1,q), z∈Ω}
bn (L,B(z,Mr)) dzdν(L)
≤ Cvnr2−2q,
where the last inequality follows from Lemma 4.4 and the fact that the measure of the set of
lines intersecting Ω is finite. This, together with (11), completes the proof. 
Proof of Lemma 4.4. We are considering π : Vn ∩ π−1(L ∩ Ω) → L ∩ Ω, a branched covering
of degree vn between Riemann surfaces (recall that I ∩ Vn = ∅, hence the projection is
proper). In this situation, counting bad components is the same as counting critical values
with multiplicity, plus discarding components of too large volume.
Again, we introduce subdivisions by cubes. In C, there exist 4 overlapping subdivisions
(Qi)i=1...4 by squares of size 4r with the property that for any z, there exists i(z) such that
B(z, r) in contained in one square of Qi(z).
We denote by Qi(z) the square of Qi containing z (there is an ambiguity for points at the
boundaries of the subdivisions, but these have zero Lebesgue measure). Then bn(L,B(z, r)) ≤
bn(L,Q
i(z)(z)) ≤∑4i=1 bn(L,Qi(z)). So∫
L∩Ω
bn(L,B(z, r))dz ≤
4∑
i=1
∫
L∩Ω
bn(L,Q
i(z)) =
4∑
i=1
∑
Q∈Qi,Q∩Ω 6=∅
(4r)2bn(L,Q),
and we are left with proving that the number of bad components over Qi is O(vn).
This is classical; we recall the details for completeness. Bad components are of two kinds:
components with ramification points and graphs with too large volume. To count ramified
components, notice that since L∩Q is simply connected, bn(L,Q) is not greater than the sum
of the multiplicities of the critical points of π ◦ ιn|(π◦ιn)−1(L) on (π ◦ ιn)−1(L∩Q). Now recall
that π ◦ ιn is a holomorphic mapping Pq → Pq, of topological degree vn, hence of degree v1/qn .
Thus the degree of its critical set equals (q + 1)(v
1/q
n − 1) and the degree of the preimage of
a line is v
(q−1)/q
n . We infer that the total number of critical points of π ◦ ιn|(π◦ιn)−1(L), with
multiplicity is not greater than (q + 1)vn.
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Regarding bad components of the second kind, simply note that since the volume of Vn ∩
π−1(L) is vn, there are not more than
vn
A of them. This finishes the proof. 
Remark 4.6. Another criterion for wovenness is given in [Di1, Theorem 5.6]. The estimate
(8) also holds in this case.
4.3. Geometric intersection. The following is a rather straightforward adaptation of [Du2].
Theorem 4.7. Let q = 1 and assume that Vn = ιn(P
1) and Sn are as in Theorem 4.2. Let
T be a closed positive current of bidegree (1,1) with continuous potential. Then T ∧ 1vn [Vn] is
carried by the bounded geometry part of Vn, uniformly in n, that is, there exists a function
ε(r) tending to zero as r → 0 such that for all n,
(13) M(T ∧ Sn[r]) ≥ 1− ε(r).
The condition on the potential of T could actually be significantly relaxed, along the lines
of [Du3, DDG2].
Proof. This is identical to the 2 dimensional case, so we just outline the main steps of the
argument (this will also be needed in the proof of Theorem 5.1). The problem is local so it
is enough to prove the mass estimate in a neighborhood some ball. Let u be a potential of T
there. Fix ε > 0.
As in the proof of Theorem 4.3, consider linear projections πj to C
q in general position, and
generic subdivisions Qj of the projection bases into cubes of size r. Then we get a subdivision
C of Ck by affine cubes of size O(r), and a variety Vn,C, which in each cube is a union of graphs
relative to the πj , satisfying the estimate M(Sn − Sn,C) ≤ Cr2 (with Sn,C = 1vn [Vn,C ]). It is
enough to prove that M(T ∧ (Sn − Sn,C)) < ε when r is small enough.
Recall from §4.1.2 the notation λC for the homothetic of C of factor λ. By [Du2, Lemma
4.5] there exists λ > 0 depending only on ε, and a translate of C (still denoted by C), possibly
depending on n, so that
M
(
T ∧ Sn|⋃
C∈C C\λC
)
<
ε
2
.
Now, λ being fixed, we estimate the mass in
⋃
C∈C λC. For this, we let ψC be a cutoff
function, 0 ≤ ψC ≤ 1, equal to 1 in the neighborhood of every λC, C ∈ C. It is possible to
choose such a ψ with ‖ddcψ‖L∞ ≤ O(r−2). Let Sn,C = Sn,C|C . In each cube we write
〈T ∧ (Sn − Sn,C), ψ〉 =
∫
C
ψ(ddcu) ∧ (Sn − Sn,C)(14)
=
∫
C
(u− u(center(C)) ddcψ ∧ (Sn − Sn,C)
≤ C 1
r2
ω(u, r)M(Sn − Sn,C),
where ω(u, r) is the modulus of continuity of u. Then, summing over all cubes and using the
volume estimate shows that
M
(
T ∧ (Sn − Sn,C)|⋃
C∈C λC
)
≤ Cω(u, r).
Thus if r is small enough this is less than ε2 and we are done. Carefully inspecting the proof
reveals that ε depends only on r (see [Du2, Remark 4.7] 
Another instance where we are able to control T q ∧ [Vn] is the following one.
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Theorem 4.8. Let q < k, Vn = ιn(P
q) and Sn be as in Theorem 4.2. Let T be a closed
positive current of bidegree (1,1) with continous potential and assume that Sn converges to
the current of integration over a q-dimensional analytic cycle. Then T q ∧Sn is carried by the
bounded geometry part of Vn, uniformly in n, i.e. (13) holds.
Proof. Let V =
∑
αjVj be such that [V ] = lim
1
vn
[Vn]. The probability measure T
q ∧ [V ]
gives no mass to proper analytic subsets of V so it is carried by the regular part Reg(V ).
Let U ⊂ Reg(V ) be a ball, and U ′, be a tubular neighborhoods of U in Pk, so small that
U ′ ∩ V = U . Fix ε > 0. We will show that if r is small and n is large, then
(15) M
(
T q ∧ 1
vn
[
Vn[r] ∩ U ′
]) ≥M(T q ∧ [V ∩ U ′])− ε.
A simple covering argument then leads to (13).
As in the proof of Theorem 4.3, consider a linear subspace I of dimension (k− q− 1), such
that I ∩ V , as well as I ∩ Vn are empty for all n, and let π : Pk \ I → Pq be the projection
of center I. We may further assume that the fibers of the projection are transverse to V in
U , so that locally we view π as a projection onto U . Let Q(x, r) be the cube of center x and
radius r.
By a slight variation on [Di1, Lemma 5.2] which we explain below, for any η > 0 there exists
a proper analytic subset Cη such that if x /∈ Cη and r is small enough (uniformly on compact
subsets of U\Cη), then Vn contains at least vn(1−η) good components over Q(x, 2r). Note that
the fiber π−1(x) possibly intersects V in several other points. Write Vn|π−1(Q(x,r)) = Gn+Bn,
where Gn denotes the union of strong good components (for convenience, from now on we
drop the “strong”). Let α be the coefficient of the component containing U in the cycle V ,
so that [V ]|U ′ = [V ∩ U ′] = α[U ].
Recall that the diameter D of good components can be chosen arbitrarily small (provided
r is). Consider another tubular neighborhood U ′′ ⊂ U ′ of U , with U ′′ ∩ V = U , and choose
D so small that any good component intersecting U ′′ is contained in U ′.
We know that v−1n [Vn∩U ′]→ α[U ]. We want to show that asymptotically, at least (α−η)vn
good components over Q(x, r) are contained in U ′. For this, we count good components by
projecting their volume, i.e. integrating π∗ωq on them, and write〈
1
vn
[Gn ∩ U ′′], π∗ωq
〉
=
〈
1
vn
[Vn ∩ U ′′ ∩ π−1(Q(x, r))], π∗ωq
〉
−
〈
1
vn
[Bn ∩ U ′′], π∗ωq
〉
≥
〈
1
vn
[Vn ∩ U ′′ ∩ π−1(Q(x, r))], π∗ωq
〉
− η
∫
Q(x,r)
ωq
−→
n→∞
(α− η)
∫
Q(x,r)
ωq.
This means that asymptotically, at least (α − η)vn good components over Q(x, r) intersect
U ′′. Thanks to our choice of the diameter D we conclude that for large n there is a current
[G′n] made of at least (α− η)vn good components over Q(x, r), entirely contained in U ′, and
such that lim inf(v−1n [G
′
n]) ≥ (α− η)[Q(x, r)].
Since T has continuous potential we infer that for large n, M(v−1n [G
′
n] ∧ T q) ≥ (α −
2η)M([Q(x, r)] ∧ T q). As explained in §4.1.2, G′n is contained in Vn[r] (again for convenience
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we put K ′ = 1), so this may be rephrased as
M
(
1
vn
[Vn[r] ∩ π−1(Q(x, r)) ∩ U ′] ∧ T q
)
≥ (α− 2η)M([Q(x, r)] ∧ T q).
Finally, since [U ]∧ T q carries no mass on Cη, we can adjust the constant η and cover a set of
large ([U ]∧ T q)-mass with finitely many disjoint cubes of radius r avoiding Cη, and conclude
that (15) holds.
It just remains to explain how [Di1, Lemma 5.2] should be modified to construct the analytic
subset Cη. Following Dinh’s notation, there exists two positive closed currents S∞ and Ω∞ of
bidimension (q, q), and a constant ν(η) such that if the mass of S∞ (resp. Ω∞) in B(x, 2r) is
less than r2−2qν, then Vn admits vn(1− η) good components over Q(x, r), as desired. We see
that this is true for small r as soon as ν(S∞, x) < ν0 =: ν/(2
√
2q)2−2q (resp. ν(Ω∞, x) < ν0).
Here ν denotes the Lelong number; for the value of ν0, note that Q(x, r) ⊂ B(x,
√
2qr).
Therefore it is enough to put Cη = {x, ν(S∞, x) ≥ ν0 or ν(Ω∞, x) ≥ ν0}, which is an analytic
set by Siu’s Theorem [Siu]. 
5. Lower estimates for transverse expansion
The main theorem in this section is the following. Recall that if V is a subvariety in Pk,
we denote by V [r] the part of V with bounded geometry at scale r.
Theorem 5.1. Let f be a holomorphic endomorphism of Pk, and T be its Green current.
Assume that the following holds:
(Hq) For a.e. linear subspace L of dimension q, there exists a subexponentially de-
creasing sequence (rn) such that
(16) M
(
1
dnq
T q ∧ [(fnL)[rn]]
)
−→
n→∞
1.
Then for σT q-a.e. x and (Lebesgue) a.e q-dimensional complex linear subspace V ⊂ TxPk,
if v ∈ V is a non-zero vector then
(17) lim sup
n→∞
1
n
log ‖dfnx (v)‖ ≥
log d
2
.
By subexponentially decreasing, of course we mean that lim log rnn = 0. In dimension 2, this
result is related to the work of De The´lin [dT3], which itself relies on techniques introduced
by the author for studying the dynamics of birational mappings [Du3]. We also borrow some
arguments from Dinh and Sibony [DS1]. We believe that (Hq) always holds. This opinion is
of course supported by the analysis of the previous section.
Remark 5.2. The following facts are consequences of the proof of the theorem. We leave the
reader fill the details.
(1) Under assumption (Hq) our proof actually shows the more precise result that for every
ε > 0 there exists a set of integers Nε ⊂ N of density at least 1− ε such that
lim inf
Nε∋n→∞
1
n
log ‖dfnx (v)‖ ≥
log d
2
.
In this case Nε depends on (x, V ). Likewise, to get (17), it is enough to require (16)
along a subsequence (nj).
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(2) If we only assume that lim inf log rnn ≥ −α, for some 0 ≤ α < log d2 , then we obtain
a similar conclusion, with the right hand side of (17) replaced by log d2 − α. This
variation is sufficient to imply Corollary 5.3.
(3) The result can be localized as follows: if there exists an open set U ⊂ Pk which is a
union of q dimensional linear spaces, such that (Hq) holds for L ⊂ U , then (17) holds
in U .
Corollary 5.3. If (Hq) holds, then for σT q a.e. x ∈ Jq \ Jq+1, the Fatou subspace has
dimension k − q at x. Moreover, if v is any tangent vector at x, not belonging to Fx, then v
satisfies the expansion property (17). In other words, Conjecture 0.1 holds for q.
Additionally, T q is decomposable a.e. on Jq \Jq+1 and for σT q a.e. x ∈ Jq \Jq+1, T qx = Fx.
Proof. We already know by Corollary 3.5 that the dimension of the Fatou subspace is at least
k−q. Assume that the inequality is strict on a set of positive trace measure E. Then if x ∈ E
and V ⊂ TxPk is a q dimensional subspace, dim(V ∩ Fx) ≥ 1. This of course contradicts
Theorem 5.1.
From Corollary 3.5 again, we know that T qx ⊂ Fx. In particular it has dimension k− q and
T q is decomposable a.e.
Part ii. of Conjecture 0.1 is then immediate. By genericity, there exists a supplementary
subspace U to Fx satisfying (17). Now if v is any vector outside Fx, it admits a decomposition
as v = e + u, with e ∈ Fx and u ∈ U \ {0}. Applying dfnx and using the fact that ‖dfnx (e)‖
grows subexponentially then gives the result. 
It was shown in Theorem 4.7 that (H1) holds for any sequence rn → 0. Therefore we have:
Corollary 5.4. Conjecture 0.1 is true for q = 1.
The following corollary applies for instance when there exists a q-dimensional algebraic
attractor. The proof will be given afterwards.
Corollary 5.5. Assume that there exists an open set U ⊂ Pk, which is a union of q-
dimensional subspaces, with the property that there exists a q-dimensional subvariety V of
P
k such that every cluster value of (fn)∗(σT q |U ) is concentrated on V . Then the conclusions
of Theorem 5.1 hold in U .
Proof of Theorem 5.1.
Step 1. If V is a subspace of TxP
k, we put
χ(x, V ) = lim sup
n→∞
inf
v∈V , ‖v‖=1
1
n
log ‖dfnx (v)‖ .
Let us first prove that the conclusion of the theorem is true if the following holds:
(18) for a.e. q-dimensional subspace L, for T q ∧ [L] a.e. x, χ(x, TxL) ≥ log d
2
.
Of course σT q is an average of T
q ∧ [L]. Still, it is not obvious to deduce (17) from (18), for
in (18) the direction of expansion depends on the measure.
It is no loss of generality to assume that we work in a ball B ⊂ Ck endowed with its usual
metric (we still denote the Ka¨hler form by ω). Let G(q, k) be the space of q-dimensional
subspaces of Ck, and ν be its Haar measure. If V ∈ G(q, k), let ωV be the current defined by
ωV =
∫
V ⊥ [V + u]dLeb(u) (integration over the family of subspaces of direction V ). Notice
that
∫
ωV dν(V ) = ω
k−q. Now suppose that the conclusion of the theorem is false. Then
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there exists a measurable set E ⊂ B × G(q, k) with positive σT q ⊗ ν measure such that
χ(x, V ) < log d/2 when (x, V ) ∈ E. Let EV = {x, (x, V ) ∈ E}; this is a set of points where
the expansion property fails in direction V . There exists α > 0 and a set Aα of positive ν
measure such that if V ∈ Aα, σT q(EV ) ≥ α. We may further assume that for V ∈ Aα, generic
subspaces L ⊂ B of direction V satisfy (18).
If S is a set and N ≥ 2, we let S[N ] = SN/SN be the set of subsets of S with cardinality
N . Notice that G(q, k)[N ] is endowed with a natural measure νN derived from ν. We know
from linear algebra that there exists N1 depending only on q and k such that if V1, . . . , VN1
is a collection of subspaces in general position, then
∑N1
i=1 ωVi > 0, i.e.
∑N1
i=1 ωVi ≥ εω for
some ε > 0. The set of such {V1, . . . , VN1} is open and of full νN1 measure in G(q, k)[N1].
Furthermore, if N2 > N1, the set of collections V = {V1, . . . , VN2} of subspaces of cardinality
N2 such that for every
{
Vj1 , . . . , VjN1
}
⊂ V, ∑N1i=1 ωVji > 0, is also open and of full νN2
measure.
We conclude that for every N2 > N1, there exists a collection V = {V1, . . . , VN2} ⊂ Aα
with the property that for every
{
Vj1 , . . . , VjN1
}
⊂ V, ∑N1i=1 ωVji > 0.
Fix N2 > N1/α and V as above. Since
∫ ∑N2
j=1 1EVjσT
q ≥ αN2 > N1 and M(σT q) ≤ 1,
we infer that there exists a set of positive trace measure of points belonging to at least N1
subsets EVj . Since V [N1] is finite, there exists a particular collection
{
Vj1 , . . . , VjN1
}
such that
F =
⋂N1
i=1EVji has positive trace measure. Finally, since
∑N1
i=1 ωVji ≥ εω we conclude that
there exists 1 ≤ i ≤ N1 with the property that (T q ∧ ωVji )(EVji ) ≥ (T q ∧ ωVji )(F ) > 0. Now,
T q ∧ωVji is an average of measures T q ∧ [Vji +u] for which by assumption, (18) holds a.e. for
vectors belonging to Vji . This contradicts the definition of EVji .
Step 2. Proof of (18) for generic L.
If L is a q-dimensional subspace, then by Be´zout’s Theorem fn(L) has degree (hence
volume) dnq. If furthermore L is generic, then fn|L : L→ fn(L) is 1-1 outside some subvariety
(a birational map). Indeed this happens when for some x ∈ L, L meets f−n({fn(x)}) only
at x, which clearly holds outside a proper Zariski closed set. We take such a L and assume
that it satisfies (16).
The plan of the proof is the following. Let Vn = f
n(L). As usual, we realize the bounded
geometry part of Vn as a union of graphs over subdivisions by cubes. We introduce a family
of dynamically defined bad components and by reconsidering the proof of Theorem 4.7, we
check that discarding them does not affect the mass estimate (16). Finally, for the remaining
part of Vn we obtain good expansion estimates leading to (18).
Fix ε > 0 and an integer n. The estimate in (16) is local so we work in a ball. Fix
projections πj, subdivisions of the projection bases Qj , and the resulting subdivision C as in
the proof of Theorem 4.7, except that the size of the cubes is now rn. Consider the family
of homothetic cubes λC. If the Qj are well positioned, there exists λ < 1 depending only
on ε such that (T ∧ Sn)(C \ λC) < ε/2. This value of λ is fixed from now on. For each
projection πj , we form the variety Vn,j,Qj made of the good components of Vn over Qj , and
let Sn,j,Qj =
1
dnq [Vn,j,Qj ], as usual.
If Γ is such a good component, abusing slightly we denote by f−n(Γ) ∩ L the proper
transform of Γ under (fn|L)−1. Then fn : f−n(Γ) ∩ L → L is a biholomorphism. Indeed,
f−n(Γ) ∩ L and Γ are smooth, and fn : f−n(Γ) ∩ L → Γ is both finite and birational. It is
well-known that it must be a biholomorphism in this case. Indeed the critical set, if nonempty,
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is a hypersurface, and the local structure of h near a smooth point of this hypersurface is that
of (x1, . . . , xk) 7→ (xα1 , . . . , xk) for some α ≥ 2.
From now on the inverse of fn|f−n(Γ)∩L will be denoted by f−n.
If Γ is a component of Vn,j,Qj , consider the integral
In(Γ) =
∫
Γ
(f−n)
∗ω ∧ øq−1 =
∫
f−n(Γ)
ø ∧ (fn)∗øq−1.
Since the f−n(Γ) are disjoint open subsets of L, we infer that∑
Γ comp. of Vn,j,Qj
In(Γ) ≤
∫
L
ø ∧ (fn)∗øq−1 = dn(q−1).
Therefore,
#
{
Γ component of Vn,j,Qj , In(Γ) ≥
1
dn
}
≤ dnq.
Discard these components from Vn,j,Qj , and let V
′
n,j,Qj
(resp S′n,j,Qj) be the remaining variety
(resp. current). Since we have removed at most dnq graphs, we have that
(19)
〈
Sn,j,Qj − S′n,j,Qj , π∗jωqPq
〉
≤ Cr2qn .
We can now form the currents Sn,C (resp. S
′
n,C), by taking, in each cube C ∈ C, the
union of the components of S′n,j,Qj (resp.S
′
n,j,Qj
). As explained in §4.1.2, (16) implies that
M(T q ∧ Sn,C)→ 1 as n→∞ (again, for convenience we put K = 1).
From (19) we infer that M(Sn,C − S′n,C) ≤ Cr2qn . We can now estimate
M
(
(T q ∧ Sn,C − T q ∧ S′n,C)|⋃C∈C λC
)
by applying exactly the same reasoning that in Theorem 4.7, except that (14) is replaced by
a sequence of q integration by parts, leading to the inequality
M
(
(T q ∧ Sn,C − T q ∧ S′n,C)|⋃C∈C λC
)
≤ C 1
r2qn
ω(u, rn)
qM(Sn,C − S′n,C) ≤ Cω(u, rn)q.
We conclude that when n is large enough, M(T q ∧ S′n,C) ≥ 1− ε.
We now construct a set An,ε, with ([L] ∧ T q)(An,ε) > 1 − ε, such that if x ∈ An,ε and
v is a unit vector tangent to L, then ‖dfnx (v)‖ ≥ C(ε)d(1−ε)n/2. For this, observe that
(fn)∗([L] ∧ T q) = Sn ∧ T q. Therefore, (f−n)∗((S′n,C ∧ T q)|λC) is a measure dominated by
[L] ∧ T q, with mass larger than 1− ε. Let then An,ε =
⋃
∆ comp. of S′n,C
f−n(∆ ∩ λC).
The control on the derivative comes from the following lemma.
Lemma 5.6. Let ∆ be a component of Sn,C. Then there exists C(ε) such that ‖df−n‖ ≤
C(ε)d
−n/2
rn
on ∆ ∩ λC.
This result being assumed for the moment, we can finish the proof. Recall first that
log rn
n → 0, so rndn/2 ≥ d(1−ε)n/2 for large n. Next, if we set
Bε =
{
x, ∃Nε of density ≥ 1−
√
ε, s.t. ∀n ∈ Nε, x ∈ An,ε
}
,
it is an exercise (see [DDG3, Lemma 6.5]) to show that ([L] ∧ T q)(Bε) ≥ 1 −
√
ε. Thus,
[L] ∧ T q-a.e. point belongs to Bε for some ε, and we are done. 
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Lemma 5.6 will itself follow from a result of independent interest.
Proposition 5.7. Let D ⊂ Cq be a bounded convex domain in Cq, endowed with its natural
metric and Ka¨hler form β, and let (X, øX ) be a compact Hermitian manifold (where øX
denotes the (1, 1) form associated to the metric).
Then for every compact subset K ⊂ D, there exists a constant C(K) such that for every
holomorphic mapping h : D → X we have
(20) (diam(h(K)))2 ≤ C
∫
D
h∗ωX ∧ βq−1.
This, combined with the Cauchy estimates in coordinate charts, gives estimates on the
derivative of h. For q = 1 this is a rough version of the area-diameter inequality of Briend
and Duval [BrD2], and for q > 1 this is merely a reformulation of ideas due to Dinh and
Sibony [DS1]. We include the proof for convenience.
Proof of Proposition 5.7. Since X is compact it suffices to prove the result when the integral
on the right hand side of (20) is small enough.
Let dθ be the Fubini-Study volume element on the space
{
Lx,θ, θ ∈ Pq−1
}
of complex lines
through each x ∈ D. Let αx be the current defined by αx =
∫
[Lx,θ]dθ and observe that
βq−1 =
∫
αxdx (up to a normalization factor which we assume is 1).
We say that an affine line Lx,θ is A-good if
∫
h∗ωX ∧ [Lx,θ] ≤ A
∫
D h
∗ωX ∧ βq−1, where
A is a constant to be fixed later. Likewise we say that x ∈ D is A-good if among all lines
through x, the measure of the set of A-good ones is larger than 1/2. There exists a universal
constant C1 such that if A ≥ C1r2q , each ball of radius r contains an A-good point (argue by
contradiction).
Let now R > 0 be smaller than dist(K,∂D)/4. Define M > 0 to be the infimum of the
moduli of the annuli (L∩D)\(L∩B(y,R)), where B(y,R) is any ball of radius R intersecting
K, and L is any line through y. Let r = CSWR2 , where CSW is the constant appearing in the
Sibony-Wong Theorem 4.1, and A = C1r2q as above.
Cover K with a finite family of balls B(x, r). The required number of course depends only
on K. Each of these balls contains an A-good point y, and B(y,CSWR) ⊃ B(x, r). Now, by
the Briend-Duval area-diameter estimate, for every line through y we have
diam(h(L ∩B(y,R)))2 ≤ Area(h(L ∩D))
mod(L ∩B(y,R), L ∩D) ≤
1
M
∫
L
h∗ωX ≤ A
M
∫
D
h∗ωX ∧ βq−1.
Thus, if
(
A
M
∫
D h
∗ωX ∧ βq−1
)1/2
is less than the diameter of a coordinate chart of X, Theorem
4.1 applies, and in particular we obtain that h|B(y,CSWR) takes its values in the chart, with
the same estimate on the diameter. Since these balls cover K the proof is finished. 
Proof of Lemma 5.6. By scaling, we may assume that the cube has size 1. This affects the
derivative by a factor 1rn .
If ∆ is a component of Sn,C , it is the restriction to a cube C of a component of some Sn,j,Qj ,
that is, a graph Γ of a function γ over a cube Q ∈ Qj in Cq, and satisfying In(Γ) ≤ 1dn . Notice
that πj ◦ γ = id. It will be enough to estimate the derivative of f−n on Γ ∩ π−1j (λQ).
FATOU DIRECTIONS 27
Write now f−n|Γ = (f−n ◦ γ) ◦πj . The derivative of πj is uniformly bounded. To deal with
that of (f−n ◦ γ)|λQ, we use Proposition 5.7. By assumption on Γ, we have that
In(Γ) =
∫
Γ
(f−n)
∗ωL ∧ ωq−1Γ ≤
1
dn
.
Recall that we were working in a ball of Ck so that, we can freely consider ωΓ as being the
restriction to Γ of the natural Ka¨hler form in Ck. Now, since Γ is a graph, we have that
ωΓ ≥ π∗jωQ, or equivalently γ∗ωΓ ≥ ωQ, so we infer that∫
Q
(f−n ◦ γ)∗ωL ∧ ωq−1Q ≤
∫
Q
(f−n ◦ γ)∗ωL ∧ (γ∗ωΓ)q−1 =
∫
Γ
(f−n)
∗ωL ∧ ωq−1Γ ≤ d−n.
Consequently from Proposition 5.7 we conclude that the diameter of (f−n◦γ)(λQ) is bounded
by C(λ)d−n/2. The constant depends only on the scaling factor λ, hence ultimately on ε.
Finally, working in charts and using the Cauchy estimates, we conclude that ‖df−n|Γ∩λC‖ ≤
C(ε)d−n/2, which was the desired result. 
Proof of Corollary 5.5. We need to show that for a generic q-dimensional linear subspace L ⊂
U , (16) holds. In the open subset of the Grassmanian G(q, k) consisting of subspaces contained
in U , consider a smooth probabiliy measure m, and the associated current Σ0 =
∫
[L]dm(L).
Since T q ∧ Σ0 ≪ σT q we infer that any cluster value of (fn)∗(T q ∧Σ0) is concentrated on V .
Let Σn =
1
dnq (f
n)∗Σ0. Since (f
n)∗(T
q ∧Σ0) = T q ∧Σn and T has continuous potential, the
cluster values of (fn)∗(T
q ∧Σ0) are of the form T q ∧ Σ∞, with Σ∞a cluster value of Σn.
The following lemma is certainly well-known.
Lemma 5.8. If S is a closed positive current on Pk of bidimension (q, q) that gives no mass
to a complete pluripolar set P , then neither does T q ∧ S.
Let CV be the cone of currents of integration on cycles supported on V . Let Σ∞ be as
above and decompose Σ∞ as Σ∞ = ΣV + Σ
′
∞, where ΣV ∈ CV and Σ′∞ gives no mass to V .
By the above lemma T q ∧ Σ′∞ = 0 which by Be´zout’s Theorem implies that Σ′∞ = 0. Thus
we conclude that Σ∞ is a current of integration supported on V .
Now recall that CV is an extremal face of the cone of positive closed currents, in the sense
that if Σ ∈ CV and S ≤ Σ, then S ∈ CV [Le2]. Since Σn =
∫ [fn(L)]
dnq dm(L) is the barycenter
of a measured family of positive closed currents, converging to CV , it is an exercise to show
that for m-a.e. L, 1dnq [f
n(L)] converges to CV as well.
From this and Theorem 4.8 we conclude that (Hq) holds for a.e. L ⊂ U , and the proof is
complete. 
Proof of Lemma 5.8. (compare [DDG2, Prop. 1.2]) This is a local problem, so we work
in a ball B. Write P = {ψ = −∞} for some negative psh function ψ. By assumption
σS(P ) = 0. By replacing ψ with χ◦ψ, where χ is a slowly growing convex increasing function
with lim−∞ χ = −∞, we can actually assume that ψ ∈ L1(σS). The following version of
the Chern-Levine-Nirenberg inequality is true (see e.g. [DS2, Thm A.3.2]): if K ⊂ B is a
relatively compact open set, and the (ui)
q
i=1 are bounded psh functions in B, then
MK(ψdd
cu1 ∧ · · · ∧ ddcuq ∧ S) ≤ C(K) ‖ψ‖L1(σS) ‖u1‖L∞(B) · · · ‖uq‖L∞(B) .
It follows that ψ ∈ L1loc(T q ∧ S), and the result follows. 
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