Joint Statistics of Strongly Correlated Neurons via Dimensional
  Reduction by Deniz, Taskin & Rotter, Stefan
Joint Statistics of Strongly Correlated Neurons via Dimensional
Reduction
Tas¸kın Deniz & Stefan Rotter
Bernstein Center Freiburg & Faculty of Biology,
University of Freiburg, Hansastraße 9a, 79104 Freiburg, Germany
(Dated: November 20, 2018)
Abstract
The relative timing of action potentials in neurons recorded from local cortical networks often
shows a non-trivial dependence, which is then quantified by cross-correlation functions. Theoretical
models emphasize that such spike train correlations are an inevitable consequence of two neurons
being part of the same network and sharing some synaptic input. For non-linear neuron mod-
els, however, explicit correlation functions are difficult to compute analytically, and perturbative
methods work only for weak shared input. In order to treat strong correlations, we suggest here an
alternative non-perturbative method. Specifically, we study the case of two leaky integrate-and-fire
neurons with strong shared input. Correlation functions derived from simulated spike trains fit
our theoretical predictions very accurately. Using our method, we computed the non-linear corre-
lation transfer as well as correlation functions that are asymmetric due to inhomogeneous intrinsic
parameters or unequal input.
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I. INTRODUCTION
Electric activity generated by different neurons in the brain is often strongly correlated
[1–4]. These correlations arise as a result of shared input, or input components that are
themselves correlated. Correlated activity can be a consequence of shared background fluc-
tuations [5], but strong correlations might also indicate synchronous action potentials at
the input indicating temporal coding. However, a clear-cut dichotomy between decorrelated
and synchronized dynamics does not exist [6] [7, 8]. Rather, one should consider these two
extremes as two faces of the same coin. Recent high-precision measurements reported very
low average correlations suggesting a mechanism of active decorrelation in cortical networks
[9–12]. At the same time it was observed by intracellular measurements that nearby neurons
receive very similar input [2–4].
Several studies of pair correlations in neural networks relate structure and dynamics
assuming a fluctuating dynamics about a fixed point that is characterized by asynchronous
(A) population activity and irregular (I) spike trains [11, 13–15]. They employ essentially
linear perturbation theory [16, 17] to compute correlation functions. Nevertheless, some
of these works push the limits of existing methods. First of all, a qualitatively different
AI state was observed in simulations of spiking neural networks with stronger couplings
[18]. Secondly, a partial extension of the theory to the strongly correlated regime was based
on numerically determined spike response functions [14]. Thirdly, pair correlation studies
were generalized to higher-order correlations in recurrent networks by accounting for certain
network connectivity motifs [19? ]. These studies exploit and extend existing methods, but
they also demonstrate the need for a new approach.
The main assumption of perturbation theory is that the common drive of the two neurons
is weak. Yet, this criterion depends on the background state and strength of interactions
in a given network. We showed previously that low background rates, for example, may
lead to a breakdown of perturbation theory even for low correlation coefficients c [20]. This
makes non-perturbative methods indispensable for modeling and analysis of correlations
as low spike rates are typical in experiments [21]. All in all, a proper treatment of strong
correlations must take the non-linear correlation transfer into account, which appears to play
an important role in sensory processing [22]. However, a unified and transparent framework
to calculate correlations of all strengths for neuron models of the integrate-and-fire type does
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not exist.
The pitfall of previously suggested non-perturbative methods are their immense compu-
tational costs due to the high dimensionality of the discretized problem [23]. This makes
computations practically impossible for a large range of parameters. For instance, the nu-
merical effort of computing the pair correlation problem scales as N4, where N is the number
of grid points used to approximate single neuron membrane potentials. Although, limiting
the grid size is possible [24], a too coarse voltage grid fails to properly reflect the statistics
of leaky-integrate-and-fire neurons with Poisson input. The precision issue gets even more
severe for correlations of higher order, which are needed to parametrize the joint statistics of
multiple neurons. With our methods, in contrast, we observed that joint membrane potential
distributions of even strongly correlated neurons can be reduced to a small set of principal
vectors via singular value decomposition (SVD). This suggests that strong correlations can
be computed with high precision resorting to subspaces of relatively low dimension. In this
work, specifically, we devise a SVD based method that allows to compute spike correlation
functions of two leaky integrate-and-fire neurons with high accuracy.
Similar problems were studied analytically for arbitrary input correlations of the stochas-
tic dynamics of neural oscillators [25], and for level-crossings of correlated Gaussian processes
[26]. Related numerical work considered strong input correlations for integrate-and-fire neu-
rons receiving white noise input [27] or shot noise input with nontrivial temporal correlations
[28, 29]. The problem of analytically calculating the stationary distributions conditional on
a spike from the exit current at the threshold is also discussed in the case of colored noise
[28]. A method to deal with very strong input correlations (c ≈ 1) in a specific input model
(correlated Poisson processes) was suggested by [30]. Our study further suggests a novel
technique, extending [24], to solve 2D jump equations for leaky integrate-and-fire neurons
by mapping it to a Markov chain. This method provides an accurate estimate of the steady
state joint distribution of membrane potentials.
We test our method for large input correlations c and demonstrate its power for different
types of correlation asymmetries by comparing our semi-analytical approach to correlations
extracted from simulated neuronal spike trains. We look at the full range of input correla-
tions and provide an example of a non-linear correlation transfer function. Our method can
be extended to more general integrate-and-fire models, higher-order input correlations and
third order output correlations. However, we have to defer a detailed analysis of such cases
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to future work.
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FIG. 1. (a) Two LIF neurons receiving private and shared shared inputs, both represented by
excitatory and inhibitory spike trains. (b) Two neurons with shared white noise input, with first
and second moments matched to (a). (c) Schematic describing the threshold crossing and reset
mechanism that is part of the membrane potential dynamics of LIF neurons.
II. MODELS & METHODS
A. Two neurons with shared Poisson input
The leaky inteagrate-and-fire neuron model with postsynaptic potentials of finite ampli-
tudes was studied previously in [24]. The stochastic equation that describes the membrane
potential dynamics of one particular neuron is given as
τmV˙ (t) = −V (t) + hexτ
∑
i
Sexi (t) + hinτm
∑
j
Sinj (t). (1)
where hex and hin represent the amplitudes of individual EPSPs and IPSPs, respectively,
and Sexi (t) and S
in
j (t) are the spike trains of excitatory and inhibitory presynaptic neurons,
with each of their spikes represented by a Dirac delta function
Sexi (t) =
∑
n
δ(t− tin). (2)
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An analogous definition holds for inhibitory neurons. In both cases, if the membrane poten-
tial reaches the firing threshold, Vth, a spike is elicited and the voltage is reset to its resting
value at 0.
In order to study correlations between the spike trains of two neurons we look at two
coupled stochastic equations, describing the membrane potentials of two neurons that share
a certain fraction of their excitatory and inhibitory input spikes
V˙1(t) = −V1(t)
τm,1
+ hex(
∑
k
Sex1,k(t) +
∑
m
Sexm (t)) + hin(
∑
l
Sin1,l(t) +
∑
n
Sinn (t)) (3)
˙V2(t) = −V2(t)
τm,2
+ hex(
∑
k
Sex2,k(t) +
∑
m
Sexm (t)) + hin(
∑
l
Sin2,l(t) +
∑
n
Sinn (t)) (4)
where shared excitatory and inhibitory input spike trains are denoted as
∑
m S
ex
s,m(t) and∑
n S
in
s,n(t), respectively. Comparing the parameters of the jump model to shared white noise
input we implicitly specified the firing rates of 6 independent Poisson processes (Fig. 1)
V˙1(t) = −V1(t)
τm,1
+ µ1 +
σ1√
τm,1
ξ1(t) +
σc,1√
τm,1
ξc(t) (5)
˙V2(t) = −V2(t)
τm,2
+ µ2 +
σ2√
τm,2
ξ2(t) +
σc,2√
τm,2
ξc(t). (6)
For notational convenience, shared input rates rex,c and rinh,c are computed from a shared
Wiener process ξc with zero mean. Setting hex = h and hin = gh, rates for each independent
excitatory and inhibitory process are given as
rex =
1
1 + g
( σ2
τh2
+
gµ
hτ
)
(7)
rin =
1
(g + g2)
( σ2
τh2
− µ
hτ
)
. (8)
Here we note that some combinations of (µ, σ) do not correspond to any combination of
positive Poisson rates, as they must satisfy
σ2 ≥ hµ (9)
guarantee rin ≥ 0 for the inhibitory rate.
B. Discretized Markov operators for the LIF model
In this section we summarize the discrete approximation to the dynamics of a LIF neuron,
as developed in [24]. The coarse graining of the membrane potential is given by the map
R→ Z, V 7→ b V
∆V
c. (10)
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FIG. 2. Schematic illustration of Singular Value Decomposition in 2 dimensions, M = LΣRT , for
positive definite matrices (det(M) > 0). L and R are orthogonal matrices, and D is a real diagonal
matrix. The non-negative diagonal elements σ1 and σ2 of the matrix Σ are the so-called singular
values of the matrix M .
The probability density function P (v) of the membrane potential then becomes a vector
p = (pi) satisfying
pi =
∫ vi+1
vi
P (v) dv, (11)
with vi = i∆V . As we impose a cut-off lower boundary V− of the voltage scale, the dimension
of the discrete state space is given as N = Vth−V−
∆V
.
The temporal evolution of the membrane potential distribution is now described in terms
of a Markov process. The Markov propagator can be expressed as a juxtaposition of three
operators: a decay operator D describing leaky integration, a jump operator J accounting
for the action of synaptic inputs, and a threshold-and-reset operator T that implements
spike generation upon threshold crossing. The discrete decay operator D is derived from its
continuous counterpart D as follows
∆VD~p =
∫ vi+1
vi
DP (x) dx =
∫ vi+1
vi
e∆t/τm︸ ︷︷ ︸
q
P (e∆t/τmx) dx
=
dq(i+1)e−1∑
bqic
pj.∆V +
(
∆V dqie − qvi
)
pbqic +
(
qvi+1 −∆V bq(i+ 1)c
)
pbq(i+1)c.
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This definition leads to the following decay matrix
Dij =
k=dq(i+1)e−1∑
bqic
δj,k +
(
dqie − qvi
)
δj,bqic +
(
qvi+1 − bq(i+ 1)c
)
δj,bq(i+1)c. (12)
The jump distribution, which underlies the jump operator J , can be derived from the
count distribution of excitatory and inhibitory synaptic events in a small time interval ∆t.
Assuming that they arrive with Poisson statistics (maximum entropy) at a rate of rex and
rin, respectively, we obtain
P (m,n) =
am bn
m! n!
e−(a+b) (13)
where a = rex∆t and b = rin∆t are the corresponding expected event counts. Dummy
indices m and n correspond to excitatory and inhibitory counts. The jump distribution of
the membrane potential γ = (m− gn)h is given by
P (γ) =
∞∑
m,n=0
P (m,n)δγ,(m−gn)h. (14)
The jump operator J is then derived as
(J p)i =
∑
γ
P (γ)pi− γ
∆V
with a jump matrix given by
Jij =
∑
γ
P (γ)δj,i− γ
∆V
. (15)
The threshold-and-reset operator T takes all the states above threshold and inserts them at
the reset potential. This is simply given as
Tij = Ij>Vth
∆V
δi, Vr
∆V
+ I
j≤Vth
∆V
δi,j (16)
Finally, the time evolution matrix of the corresponding Markov chain is given as a product
of the three operators described above
M = T JD. (17)
The discrete stationary distribution is
MP0 = P0, (18)
and the corresponding stationary rate is given as
rMarkov = (τref + [
1
h
∑
i≥ith
(JDP0)i]−1)−1. (19)
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C. Spike train correlations
The cross-covariance function of two stationary spike trains Sa(t) =
∑
l δ(t−tal ) (a = 1, 2)
is defined as
C12(τ) = 〈S1(t+ τ)S2(t)〉 − 〈S1(t+ τ)〉〈S2(t)〉 (20)
where 〈Sa(t)〉 = ra, with 〈.〉 indicating the ensemble average. For the model we studied
here stationary rates were computed using Eq. 21. The cross-covariance function can be
expressed in terms of the conditional firing rate r1|2(τ), two stationary rates r1 and r2, and
the amplitude r0 of a δ-function
C12(τ) = r0δ(τ) + r2(r1|2(τ)− r1). (21)
Given the spiking neuron model considered here, Eq. 21 can be derived from the stationary
joint membrane potential distribution P0(V1, V2). Conditional on a spike at time t0 in the
first neuron, one has to find the instantaneous distribution of the membrane potential of the
second neuron
Pi|j(Vi) = P (Vi | neuron j spikes at t0). (22)
The probability of observing a consecutive spike is given by the flux Pflux(V1, θ2) with the
normalization in Eq. 23. The conditional flux is computed for the Markov approximation
as in Eq. 47. In general we simply compute the exit rate at the threshold distributed over
V1 by solving the following initial value problem
P (0, V1) = P1|2(V1) = Pflux(V1, θ2)
(∫ θ1
∞
Pflux(x, θ2) dx
)−1
(23)
∆tP (t) =M1P (t) (24)
whereM1 is discrete time evolution matrix of the neuron model given by Eq. 17. M1 leads
to a (forward) time evolution in steps of ∆t. The instantaneous conditional rate r1|2(t) in
Eq. 21 is computed with a formula similar to Eq. 19
r1|2(t) = rMarkov(t) = (τref + [
1
h
∑
i≥ith
(JDP (t))i]−1)−1. (25)
Finally, the covariance function C21(τ) in Eq. 21 is derived by using r1|2(t) and two stationary
rates r1 and r2 and r0. Note that the method described here can be generalized to higher
order correlations as well.
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D. Correlated jump distribution in 2D
We now use a 2-dimensional state space describing the joint membrane potential evolution
of two neurons. Correlated and uncorrelated Poisson jumps push the 2D membrane potential
vector (V1, V2) into three independent directions, (1, 0), (0, 1) and (1, 1), allowing jumps in
the positive (excitatory) and negative (inhibitory) direction, respectively. Hence, the jump
distribution from an initial position (U1, U2) to a new position (V1, V2) in state space driven
by 6 independent Poisson processes is obtained from a 2D convolution
P (V1, V2|U1, U2) =
∫
P1(V1 − U1 − Z)P2(V2 − U2 − Z)Pc(Z) dZ. (26)
Inserting the expressions for the jump distributions in each direction, collecting all terms
and using Eq. 13, we obtain
P (V1, V2) =
∫ ∞∑
i,j=0
∞∑
k,l=0
∞∑
m,n=0
P1(i, j)
× P2(k, l)Pc(m,n)δx−Z,(i−gj)hδy−Z,(k−gl)hδZ,(m−gn)h dZ.
This expression is also valid for more general input statistic models that rely on a decompo-
sition into statistically independent parts [30, 31]. Here we consider the shared Poisson input
model as described by Eq. 4. Integrating the expression with respect to Z and inserting
the mean event counts ai = rex,i∆t and bi = rin,i∆t, the resulting expression is given in a
compact form
P (V1, V2) =
∞∑
i,j=0
∞∑
k,l=0
∞∑
m,n=0
e−(a1+b1+a2+b2+as+bs)
× a
i
1 b
j
1
i! j!
ak2 b
l
2
k! l!
ams b
n
s
m! n!
δV1,(i−m−g(j−n))h δV2,(k−m−g(l−n))h.
We can simplify this expression by choosing a regular grid according to he = n∆V and
hi = m∆V , for integers m and n. In practice, however, the resulting sum will be truncated
for a given tolerance. We will use the matrix form of the discretized operators in the following
subsection, which is equivalent to the above expression.
E. Linear operators for correlated dynamics in 2D
Here we discuss the action of operators on state vectors of the discretized (V1, V2) space,
assuming N bins in each dimension. We write the stationary voltage distribution in the
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form
P0(X, Y ) ≡
N∑
i,j=1
Ωij Xi ⊗ Yj. (27)
where X and Y are two suitable orthogonal bases of RN . We will define a specific choice
for X and Y later in Section II F. As there is no crosstalk between the two neurons except
by shared input leading to a correlated jump distribution, threshold and decay operators
(tensors) are separable
D2D = D1 ⊗D2 (28)
T2D = T1 ⊗ T2. (29)
Separability would also apply to the jump distribution for an input correlation coefficient of
c = 0, corresponding to two neurons without shared input
J2D = J1 ⊗ J2. (30)
However, in the case of non-zero correlation, this relation holds only for a single path among
the many connecting two points in state space . Therefore, every path must be taken into
account by considering the contribution of each operator to a movement in the oblique (1, 1)
direction.
Once we have computed the correct Markov matrix for 2D via
M2D = T2D J2D D2D (31)
one can also find the stationary joint membrane potential distribution as the Perron-
Frobenius eigenvector P0 of the propagator matrix M2D
M2DP0 = P0. (32)
Regarding the correlated jump distribution there are two ways of constructing J operators.
One possibility is described in Eq. 26. Alternatively, we construct linear Markov jump
operators in 2D exploiting the commutativity of infinitesimal operators
J2D = e(J
p
1⊗I+I⊗Jp2 +Jc1⊗Jc2).
Here I is the identity matrix. Using the properties of the operator product ⊗ and commu-
tativity of the individual factors, we can simplify this expression
J2D = (eJ
p
1 ⊗ I)(I ⊗ eJp2 )(eJc1⊗Jc2 ).
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In order to expand the third term we define U and D operators as up and down transition
matrices, where U corresponds to a 1-step up transition, and D corresponds to a 1-step
down transition. This leads to
Ukij = δi,j−k and D
l
ij = δi,j+l. (33)
Hence, discrete approximations to infinitesimal generators of private components are given
as
Ji = aiU
k + biD
l. (34)
where matrix powers k and l are defined on he = k∆V and hi = l∆V for simplicity.(This
restrictive assumption can be generalized easily by computing the continuous jump distribu-
tion in Eq. 14 and then discretizing it, which leads to the same result.) On the other hand,
we need to be careful with correlated spikes, which trigger jumps into the oblique direction
(1, 1) with probability
cmn = e
−(ac+bc) 1
m!
1
n!
amc b
n
c (35)
for m excitatory and n inhibitory jumps. Expanding yields
J2D =
∑
m=0
∑
n=0
cmn[e
J1UkmDln ⊗ eJ2UkmDln]. (36)
As we noted before, the above construction is quite general and can be applied easily for
general amplitude distributions. We only need to consider a discrete amplitude distribution
cmn in a given time bin of size ∆t, as described above, see also [31, 32].
A final remark on the method described in this section concerns the commutativity of
matrices. This property leads to a numerically more economic expression
J2D =
∑
j ∈ J
c(j)[eJ1Oj ⊗ eJ2Oj] (37)
where the set of integers J is defined as list of all jump numbers j = mk−nl. The coefficient
c(j) =
∑
m,n
e−(ac+bc)cmnδj,mk−nl (38)
is the probability of j jumps. The jump generator O is then defined in terms of matrix
powers
Oj =

U j, j > 0
I, j = 0
Dj j < 0
. (39)
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F. Operator decomposition and SVD basis reduction
The expansion method described above is straightforward, but rather cumbersome to
implement. We will now introduce a basis for the expansion of correlated jump operators
suitable to reduce the cost of the computations involved, and helpful to increase the accuracy
of a truncation. With our method, as compared to others, we have to solve linear equations
of lower dimensionality in order to get a better approximation for the correlation function.
Some further arguments for selecting Singular Value Decomposition are discussed in the
results section. SVD of a matrix is given as
M = LΣRT (40)
where the diagonal entries of the diagonal matrix Σ are the square roots of the non-zero
eigenvalues of MMT and MTM. Both matrices R and L are orthogonal with columns
consisting of the eigenvectors of MMT and MTM, respectively. We show a 2D example
SVD of Markov matrix in Fig. 2. ForM replaced by a single-neuron time evolution matrix
M1 (M2), we define the matrix X (Y ) by the selected orthogonal subspace of dimension K
(L) of R1 (R2), according to the largest K (L) singular values, resepectively. In order to
project J1 (J2)and J2 (T2) to this subspace, we also extend the orthogonal basis X and Y
to supra-threshold transitions
X˜ =
X 0
0 Im
 , Y˜ =
Y 0
0 In
 , (41)
where X is an M × K and Y is an N × L operator, respectively. Im and In are identity
matrices, where m and n are the maximal supra-threshold jump numbers induced by both
private and shared inputs. The combined action of J and T for c = 0 is then expressed as
reduced operators
T1J1 → XTT1X˜X˜TJ1X, T2J2 → Y TT2Y˜ Y˜ TJ2Y, (42)
which map M×M (N×N) to K×K (L×L) matrices. Below we use the same dimensional
reduction for correlated operators. In Eq. 37 the correlated jump operators are expressed as
J2D =
∑
j ∈ J
c(j) Aj ⊗Bj.
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A dimensional reduction is then achieved by using Eq. 42 in
M2DP0 =
∑
j ∈ J
c(j) (T1AjD1 ⊗ T2BjD2)P0.
In order to find P0 in Eq. 27 we need to solve Eq. 32 , which reads
M2DP0 = P0.
The projection operators XT ⊗ Y T satisfy (X ⊗ Y )(XT ⊗ Y T )P0 = P0. Applying them to
the left hand side of this equation Eq. 32, we obtain
(XT ⊗ Y T )M2D = (XT ⊗ Y T )M2D(X ⊗ Y )(XT ⊗ Y T )P0
=
∑
j ∈ J
c(j)
(
(XTT1X˜X˜TAjXXTD1X)⊗ (Y TT2Y˜ Y˜ TBjYD2Y )
)
Ω
RHS
= Ω.
Ω ≡ (XT ⊗ Y T )P0 can be expressed in a simpler form as
(XT ⊗ Y T )P0 = (XT ⊗ Y T )(
∑
ij
ΩijXi ⊗ Yj)
=
∑
ij
ΩijX
TXi ⊗ Y TYj)
=
∑
ij
Ωijei ⊗ ej ≡ Ω
for monomials (ei)k = δi,k. The reduced equation is then
QΩ = Ω (43)
where Q is a tensor defined as
Q =
∑
j ∈ J
c(j)(XTT1X˜X˜TAjXXTD1X)⊗ (Y TT2Y˜ Y˜ TBjYD2Y TY ). (44)
The dimensionally reduced problem in Eq. 43 can then be solved in practice by reindexing
tensor indices (i, j, k, l) 7→ (I,K) .
G. Conditional flux distribution
Using the decomposed 2D stationary distribution obtained by reduction, one can compute
the flux distribution with the help of matrix operators. We compute the flux distribution
13
a b
FIG. 3. Direct projections suffer from the imposed lower boundary and diverging dual eigenvectors.
Therefore, we cannot increase the precision of our method using direct projections, as demonstrated
above (a) we show components log10(Ωij/max(S)) with N = 30 eigenvectors via dual space
projections. (b) Same as (a) with N = 80 eigenvectors. We observed that the example in (b) fails
to converge as its maximum value is S80,80, because of numerical instabilities.
using the 2D decay and jump operators with thresholding imposed only at one of the bound-
aries. A scheme illustrating the situation is shown in Fig. 1c. Here we explain how to obtain
the flux distribution conditional on a spike in one neuron. In the general case of correlated
neurons, the action of the full operators J2D and D2D is given as
P˜J,kl = J2DD2DP0 =
∑
k′,l′
∑
j ∈ J
c(j)(AjD1 ⊗BjD2)kl,k′l′(XTk′ΩYl′), (45)
where P˜J is a (M +m)× (N + n) matrix. The implicitly summed subspace indices, P0,kl =∑
m,nX
T
k′,mΩmnYn,l′ , are not shown and, Aj, Bj and c(j) are defined in Eq. 37. This equation
can be written in a concise form with implicit indices as
P˜J =
∑
j ∈ J
c(j)ATj DT1 XTΩYD2Bj = X˜T Ω˜Y˜ .
Again, for practical reasons, computations were reduced by projecting J2DD2D to extended
subspaces X˜ and Y˜ similar to Eq. 42
Ω˜ =
∑
j ∈ J
c(j)
[
(X˜TAjXX
TD1X)⊗ (Y˜ TBjYD2Y )
]
Ω. (46)
In order to compute the probability of jumps we need to sum the probabilities for a jump
over the threshold V1 > θ1 or V2 > θ2. The flux distribution is obtained as
Pflux,k ∝
N+n∑
l=N
P˜J,kl =
N+n∑
l=N
X˜Tk Ω˜Y˜l, Pflux,l ∝
M+m∑
k=M
P˜J,kl =
M+m∑
k=M
X˜Tk Ω˜Y˜l (47)
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defined for k < M and l < N . These expressions are normalized such that
∑
k Pflux,k = 1.
The amplitude of the delta singularity at the reset potential is obtained as
r0 = rex,c
N+n∑
l=N
M+m∑
k=M
X˜Tk Ω˜Y˜l, (48)
where rex,c is the rate of excitatory shared spike trains. Once we have found the condi-
tional flux distribution, we can solve the initial value problem defined in Eq. 23 in order to
determine the conditional rates r1|2(t) or r2|1(t).
a
c
b
FIG. 4. Reverse engineering of a known stationary distribution. (a) Projections of a known
stationary distribution (obtained by the full jump distribution as in 26) P = LΣRT on the right
singular vectors and (b) on the left singular vectors of the single-neuron time evolution matrixM.
The result is shown here for symmetric neuron parameters L = R = W . (c) Reconstruction of a
stationary 2D joint membrane potential distribution. Singular vectors sorted by decreasing singular
values and added one by one P(K) =
∑K
k=1 σkWk⊗Wk, increasing the number of components from
top left to bottom right. The convergence is relatively fast despite the rather high correlation of
c = 0.7. Note that we used here a coarse grid ∆V = 0.5 mV as the full solution (vs. the reduced
solution we promote here) of the problem requires O(N4) operations.
15
H. Diffusion approximation vs. finite PSPs
We compare the exit rate of the stochastic system with post-synaptic potentials of finite
amplitude with the analytic result obtained for the diffusion approximation [? ]. For small
enough PSPs the difference in rates of the two models is small
r−1sg = τref + τm
√
pi
∫ Vth−µ
σ
Vr−µ
σ
ex
2
[1 + erf(x)] dx (49)
r−1Markov = τref + [
1
h
∑
i≥ith
(JDp)i]−1 (50)
We use the absolute difference between the two rates
rerror(µ, σ) = |rsg(µ, σ)− rMarkov(µ, σ)| (51)
to account for the accuracy of a specific space-time grid (∆V,∆t).
I. Correlation coefficient and comparison to diffusion approximation
The correlation coefficient in 10a is computed with the formula
Cout(c) =
r0 +
∫
r2(r1|2(τ)− r1) dt+
∫
r1(r2|1(τ)− r2)
CV1CV2
√
r1r2
dt. (52)
We used 49 for the stationary rate r, r0 is the amplitude of the δ-function in Eq. 48, and
the coefficient of variation, CV 2 =
σ2ISI
µ2ISI
, is computed with the equation
CV 2 = 2pir2
∫ Vth−µ
σ
Vr−µ
σ
ex
2
dx
∫ y
−∞
[1 + erf(x)]2 dy (53)
as given in [13]. Thereby erf(x) is the error function [33]. We computed correlation coeffi-
cients of the diffusion approximation of the finite PSP system (meaning a 2D Fokker-Planck
equation with the same c and σs) in [20].
J. Direct numerical simulations and data smoothing
We used the neural simulation tool NEST [34] to perform numerical simulations of input
and output spike trains in the scenario described above. All analyses were based on dis-
cretized voltage data obtained during simulations of 1 000 s duration using a time resolution
of ∆t = 10−4 s.
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Empirical voltage distributions were obtained by normalizing histograms appropriately.
Further smoothing using a simple moving average was performed before comparing these
distributions to the analytically obtained stationary distribution. We also performed the
comparison using cumulative distributions, as the implicit integration very efficiently reduces
the noise in the data. Two 2D distributions are compared via visual inspection of contour
lines. We also directly compare spike train cross-correlation functions to assess efficiency
and accuracy of the method.
K. Numerical evaluation of cross-correlation functions
We compute cross-correlation functions of spike trains from conditional PSTHs. One can
express this as an integral over two variables τ = t1 − t2 and s = t1 + t2 with bin size ∆
C(τ) =
1
∆
∫ τ+∆
τ
dτ ′
u(τ ′)− l(τ ′)
∫ u(τ ′)
l(τ ′)
∑
i,j
δ(τ ′ − τi)δ(s′ − sj) ds′ (54)
where we set
u(τ) = T/
√
2 + |τ |, l(τ) = T/
√
2− |τ |. (55)
with observation window T .
L. Convergence and error bounds
The direct singular value decomposition of a 2D membrane potential distribution shows
that there are only few singular values that deviate significantly from 0 (Fig. 4). This
behavior does not depend strongly on the chosen discretization, but it does depend on the
input correlation coefficient c. Although singular vectors are not probability distributions
in their own respect, the singular vectors Xi derived from the neuronal dynamics matrix
(except the first few vectors) have the property∑
k
Xik ≈ 0 (56)
provided the discretization is fine enough. This behavior is demonstrated in Fig. 6. The
contribution of each sum to the overall normalization∑
ij
Pij =
∑
i,j
K,L∑
k=0,l=0
XikΩklYjl = Σ1SΣ2 (57)
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is progressively small, where Σ1k and Σ2l are sums of k-th and l-th singular vectors of the
first and the second matrix for k ≥ m and l ≥ n, respectively
Σerr(m,n) =
∑
i,j
K,L∑
k=m,l=n
XikΩklYjl =
K,L∑
k=m,l=n
Σ1kΩklΣ2l. (58)
This shows that the sum converges rather quickly. This error measure is related to projec-
tions of 1D discrete stationary distribution P0 (satisfying M1P0 = P0) to SVDs. All other
eigenvectors of a Markovian matrix ( M1P0 = λP0 for |λ| < 1) satisfy
∑
k(Pi)k = 0. We
want to avoid underestimating the total probability mass as a result of the truncated sum
in Eq. 27. Hence, above we justify that the remainder of P0 projections after truncation can
be omitted up to a certain precision. On the other hand, in order to describe cumulative
contribution of singular vectors we look at the L1 distance of the omitted remainder (i.e.
k ≥ m, l ≥ n)
E(m,n) =
∑
i,j
|∆Pij(m,n)| =
∑
i,j
∣∣∣ K,L∑
k=m,l=n
XikSklYjl
∣∣∣ (59)
which describes how well the method converges self-consistently. Here we didn’t normalize
this equation for every term we added. Which means we just rely on fast convergence of P0
projections measured by Eq. 58, so first few error terms can be misleading.
III. RESULTS
In order to treat strong correlations we devised a robust numerical method to study the
joint statistics of membrane potentials and spike trains of integrate-and-fire model neurons.
The case study reported here covers the leaky integrate-and-fire (LIF) model with Pois-
son input spike trains. However, our method can be easily generalized to non-linear leak
functions [35], conductance based synaptic inputs [36] and more complex input correlation
models [30, 31],. although we have to leave the details of such generalizations open. In this
section we will explain how to select a ‘good basis for expansion’, and we will give numerical
examples that demonstrate the power of the method.
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A. SVD of joint probability distributions and choice of expansion basis
We started from a simple observation: The stationary joint membrane potential distri-
bution for two neurons with independent input is given as
P (V1, V2) = P1(V1)P2(V2) (60)
where P1(V1) and P2(V2) are the stationary membrane potential distributions of two inde-
pendent neurons, as described in Eq. 4. A similar relation for a discretized voltage grid can
be written as
P = P1 ⊗ P2. (61)
For the case of shared input this simple relation is not valid any more. On the other hand,
we observed that a value of the parameter c close to 0 will practically recruit only a small
number of additional principal components for any given precision, cf. Fig. 4. Here we
perform a singular value decomposition of the full solution of Eq. 32 given in terms of the
matrix Pij
P = LΣRT or Pij =
N∑
k=1
σkLikRkj (62)
generalizing the case of independent neurons to also reconstruct the joint membrane potential
distribution for neurons with shared input. As demonstrated in Fig. 4, convergence is rather
quick, even for moderate values of c.
Another aim of our study was to gain some understanding about the influence of the
space-time grid. We observed that left and right singular vectors are of the form
Pkl =
∑
ij
Ωij(X
c
ik + aiδk,r)(Y
c
jl + ajδl,r) (63)
where Xc and Y c reflect the quasi-continuous part of basis vectors and Ω is the coupling
matrix as defined in Eq. 27. Here we need to make sure that the emerging singularity at the
reset bin is not causing any numerical problems. One needs to first consider a small time
step ∆t and adapt the stepping in space ∆x accordingly. A more thorough discussion of a
suitable coarse graining strategy, however, is postponed to a later section of this paper.
Here we suggest to use SVD as a method to achieve a dimensional reduction of the full
system. As it is a numerical method, its convergence and efficiency needs to be addressed.
Generally, there are several different options to select a basis. Specifically, we use the
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right singular vectors of single-neuron Markov matrices. As demonstrated in Fig. 4, right
singular vectors lead to an expansion that converges faster for coarse grids (e.g. V = 0.5 mV).
Although for finer grids (e.g. V = 0.05 mV) the difference is less prominent (Figs. 5a and b),
right singular vectors still converge slightly faster than left singular vectors (Fig. 5d). Right
singular vectors of the single-neuron time evolution matrix yield an orthogonal coordinate
system with very good properties.
a
c
b
d
FIG. 5. Comparison of using right or left singular vectors for a reconstruction of the joint mem-
brane potential distribution. We observe that the right singular vectors have better convergence
properties. (a) Mode coupling matrix Ω for a basis derived from right singular vectors. (c) Partial
sum error (Eq. 59) for the basis of right singular vectors, corresponding to (a). (b) Mode coupling
matrix Ω for a basis derived from left singular vectors. (d) Difference of partial sum errors for left
singular vectors corresponding to (b) and right singular vectors corresponding to (a). Red color
indicates positive sign, while blue color indicates negative sign of the error. The reconstruction
with right singular vectors converges slightly faster. Note that for the error measures considered
in (c) and (d) we didn’t take into account the bottom left 10× 10 entries of the matrix.
As reported previously [20], we may also use a direct analytical approach using the basis
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FIG. 6. Convergence of the SVD-based approximation method using up to 50 singular vectors
corresponding to the largest singular values. (a) Mode coupling matrix Ω, defined by P0 = X
TΩY
(color represents log10(Ωij/maxij(Ωij))). (b) Reconstructed 2D membrane potential distribution
based on a coarse graining with 50× 50 grid points. (c) log10 of relative L1 error. The value given
at location (i, j) is the contribution to the reconstruction of P computed via summation of all
vectors n > i, m > j (Eq. 59). (d) Error that arises from
∑
kXik 6= 0 (Eq. 58).
of the single-neuron Fokker-Planck operator, and its adjoint basis
P0(X, Y ) =
∑
ij
ΩijXi ⊗ Yj (64)
where X and Y are the left eigenvectors of the single neuron operators. However, the issue
is that the discrete adjoint basis blows up at the lower boundary. The effect of this on our
approximation is demonstrated in Fig. 3. In general, SVD eliminates a kernel of singular
matrices.
In our treatment of the 2D Fokker-Planck equation, which is the infinitesimal limit of the
theory considered above, we used the basis and adjoint basis to project linear operators to
a subspace. This has certain advantages as it satisfies constraints for marginal distributions
and preserves the Markov property to some extent. Positivity of the solution in the subspace
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is not guaranteed, but time evolution is probability preserving (
∑
i Pi(t) = 1).
First, SVD is computationally convenient, because it leads to using a real orthogonal
basis which resembles the eigenbasis of M. Second, numerical instabilities due to an ill-
conditioned time evolution matrix M (some eigenvalues λi ≈ 0) are cured by SVD. Third,
although the basis vectors implied by SVD have the disadvantage of not completely preserv-
ing positivity, the deviation remains within tight bounds even for a relatively small number
of basis vectors.
B. Comparison to direct numerical simulations
We compare our SVD-based Markov theory and direct numerical simulations of spiking
neurons both on the level of joint 2D membrane potential distributions and on the level
of spike train covariance functions, cf. Fig. 7. The empirical distributions derived from 2D
histograms are slightly smoothed in order to compare them to the distributions derived
from the Markov theory on the level of contour lines. We also considered 2D cumulative
distribution functions, where the smoothing step can be omitted. Moreover, we computed
output spike train covariance functions as described in methods section and compared them
to the covariance functions obtained directly from the simulated spike trains.
C. Application 1: Non-linear correlation transfer
Two neurons that are driven by correlated input current will exhibit correlated output
spike trains. This transfer of correlation reflects an important property of neuronal dynamics,
which is of particular relevance for understanding the contribution of neurons to network
dynamics. Recently, we were able to demonstrate, by exact analytical treatment, that the
correlation transfer for leaky integrate-and-fire neurons is strongly non-linear [20]. Only
for weak input correlation it can be described by perturbative methods, and deviations
from linear response theory depend on the background firing rate. In the present work we
demonstrate the same non-linear correlation transfer, cf. Fig. 10. There we also demonstrate
how the parameters of the spatial and temporal coarse graining affects the precision of
the Markov approximation. Our main conclusion is that dimensional reduction via SVD
subspace projections makes it possible to achieve a superior precision with small bin sizes.
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a b
c d
FIG. 7. Effect of different parameters of neurons or input to neurons (here, σ asymmetry) on the
joint membrane potential distribution and spike cross-covariance function. Reconstruction of the
2D joint membrane potential distribution using SVD (∆V = 0.1 mV, ∆t = 0.1 ms; grey contours)
and comparison to direct numerical simulations (color-coded histograms). (a) Direct comparison
of the SVD-based evaluation of the Markov theory and direct simulations. (b) Comparison of the
corresponding 2D cumulative distributions. (c) Comparison of 1D marginal membrane potential
distributions (yellow: Markov theory, black: direct simulation). (d) Comparison of spike train
covariance derived from the Markov theory and direct simulations.
Fine enough grids, however, could not be dealt with on typical computers without using the
reduction suggested here.
D. Application 2: Asymmetric cross-covariance functions
Neurons in biological networks have widely distributed parameters, and this heterogeneity
may also influence information processing [38–40]. Moreover, robust asymmetries in spike
correlations could lead to asymmetric synaptic efficacies, if they are subject to spike timing
dependent plasticity [41, 42]. Our approach reveals a generic temporal asymmetry in cross-
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FIG. 8. Asymmetric cross-covariance functions in the strongly correlated regime (c = 0.9). Co-
variance functions extracted from simulated spike trains are compared to covariance functions
computed with the SVD method suggested in this paper. Results are shown here for different
types of asymmetry. (a) µ asymmetry, µ1 6= µ2 while all other paramters are the same, (b) σ
asymmetry, σ1 6= σ2 , (c) τm asymmetry, τ1 6= τ2, which leads to µ1 6= µ2 and σ1 6= σ2 as private
spike train input rates are the same, (d) Vth asymmetry, Vth,1 6= Vth,2. For specific parameter
values, see Table II.
covariance functions, related to the heterogeneity of intrinsic neuron parameters and input
variables. Such temporal asymmetry is more pronounced for larger values of c, especially in
the non-perturbative regime that we address in this work.
We document here an application of our method to four types of asymmetries [20, 40]: µ
asymmetry, σ asymmetry, τm asymmetry and Vth asymmetry. We quantified the asymmetry
by a = χ1/χ2 (specific values given in Table II), where χ is replaced by the respective
parameter. Asymmetric correlations have been described previously, and they were by
numerical simulations and experimentally studied by [38, 40, 43, 44].
***
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FIG. 9. Joint 2D membrane potential distribution of simulated neuron dynamics for c = 0.9 (2D
histogram smoothed by boxcar kernel of width w = 1 mV) is compared to the joint distribution
computed with the SVD method (using a subspace of dimension 50 × 50). We demonstrate here
either heterogeneity in intrinsic parameters, or in input rate s. Both types of non-equal neuron
parameters can lead to similar distributions. Our method can deal with all such cases accurately.
Results are presented here for different asymmetric parameters: (a) µ asymmetry, (b) σ asymmetry,
(c) τm asymmetry, which implies an asymmetry in µ and σ as well, as private spike train input
rates are the same, (d) Vth asymmetry. For specific parameters, see Table II.
IV. DISCUSSION
A. Relevance of the new approach presented here
Models of correlated neuronal activity describe the origin of correlations in spiking model
neurons, induced by the structure of the network and/or feedforward input. Such neuron
models, however, are notoriously nonlinear. Nevertheless, most treatments rely on lineariza-
tion and other simplifying assumptions, as nonlinear correlation transfer functions (i.e. rela-
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FIG. 10. Limits to the precision of cross-covariance functions and correlation transfer functions.
(a) Correlation transfer function as a function of input correlation. We compare here analytical
results (solid curves) described in a recent paper [20] with numerical results (orange symbols)
obtained with the methods described in this paper. Non-perturbative correlation transfer functions
Cout(Cin) in [20] for symmetric parameters and for high and low firing rates, respectively (blue:
rb = 15.2 Hz, CV
2 = 0.5; green: rg = 1.13 Hz, CV
2 = 0.98). Slopes of light blue and light green
lines (corresponding to dCoutdCin at Cin = 0) are computed using perturbation theory [37]. Note that
we added the obvious points Cout(0) = 0 and Cout(1) = 1 to the plot by hand. (b) Cross-covariance
functions C(τ) (solid red curves, with unit Hz2) as a function of the lag τ . For non-infinitesimal
PSPs there is a delta function at zero lag τ = 0 (blue stems, with unit Hz), the amplitude of which
grows as c increases. Figures from top left to bottom right correspond to different values of c. For
(a) and (b) we chose ∆V = 0.05 mV. Panels (c) and (d) are zoomed-in versions of the c = 0.85
(top) and c = 0.95 (bottom) covariance functions (solid green curves) to demonstrate the effect of
the grid (c) ∆V = 0.05 mV vs. (d) ∆V = 0.02 mV vs. (e) ∆V = 0.01 mV. Further parameters are
given in Table II
.
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FIG. 11. Here we demonstrate that fixing the space bin (here ∆V = 0.02 mV), the choice of the
time bin affects the firing rate estimation [24]. The deviation of correlation coefficients for small
rates in Fig. 10a (orange triangles vs. dark green curve) is a result of a poor estimation of conditional
rates. The variance of the input (σ2) is crucial in determining the appropriate temporal bin size,
while the mean input (µ) is less effective. With increasing variance one observes an increasing
firing rate error. From these plots, we conclude that for a space bin ∆V = 0.02 mV, a time bin
between ∆t = 0.2 ms and ∆t = 0.1 ms defines a range of good choices. All other parameters are as
specified in Table I.
tion of input and output correlations) are difficult to derive. Previous analytical approaches
have employed perturbation theory [16, 17] to study pairwise correlations under the assump-
tion of weak input correlation [37, 45]. As a consequence of this technical convenience, we
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still lack a systematic approach that allows us to deal with a broad range of correlations,
and to gain an understanding of their implications for network dynamics.
B. Extensions of the theory
All computations described in our paper can be applied to more general integrate-and-fire
models with anon-linear leak function Ψ(V )
τmV˙ = Ψ(V ) + Jexτm
∑
k
Sexk (t) + Jinτm
∑
k
Sink (t). (65)
We only need to rewrite the decay matrix as a discrete approximation of the differential
operator D(x) = τm
d
dt
x−Ψ(x).
Other scenarios of interest are reflected by an altered amplitude distribution of the inputs.
This is a natural consequence if individual synapses have different PSP amplitudes. It could
also arise, however, if the population of input neurons has a non-trivial correlation structure.
In particular, higher-order correlations have been treated in terms of specific amplitude
distributions [31, 46]. The method described in the present paper can be adapted to such
scenarios by simply using a modified definition of the jump matrix [30].
Higher-order statistics on the output side is also compatible with our method, describing
the joint response behavior of three or more neurons that are driven by shared input. Third-
order correlations can be computed in practice, because the projections work in the same
fashion
Plmn =
∑
ijk
ΩijkXilYjmZkn (66)
now with a 3D jump operator given in the generic form
J3D = J1 ⊗ J2 ⊗ J3. (67)
This operator is again transformed with a basis derived from a SVD as
J1 ⊗ J2 ⊗ J3 → XJxXT ⊗ Y J2Y T ⊗ ZJ3ZT . (68)
This procedure is computationally more demanding as we need to consider additional paths,
although the scaling is not exponential. Under assumption of homogeneous shared input
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(same jump amplitudes driven by shared input in all directions) leads to an expression
similar to Eq. 37,
J3D =
∑
j ∈ J
ψ(j)[eJ1Oj ⊗ eJ2Oj ⊗ eJ2Oj]. (69)
Assuming joint stationarity of all three spike trains S1(t), S2(t) and S3(t), we need to find
the joint third moment of the spike train statistics
µ123(τ1, τ2) =
〈
S1(τ1)S2(τ2)S3(0)
〉
. (70)
As shown above, second moments can be computed with our method (Fig. 9). In order to
obtain the covariance function from the stationary 3D flux, the time evolution of the 2D
conditional flux at times (τ1, τ2) is needed. This is given as
∆tP12|3(t) =M12P12|3(t) (71)
which is computationally demanding as the numerical effort scales as O(N6). However, this
can be projected to the subspace with time dependent coupling matrix Ω as
∆tΩ(t) = Q12Ω(t). (72)
This form has advantages over finite difference methods as e.g. suggested in [23]. The
computation of the third order moment defined in Eq. 70 requires a solution of Eq. 72
at τ2 to find the second conditional distribution P1|2|3(τ2). Then we need to find the 1D
conditional distribution (e.g. for neuron 1) at t = τ1 by solving
∆tP1|2|3(t) =M1P1|2|3(t) (73)
similar to Eq. 23. This provides us with conditional rate r1|2|3(τ1, τ2) and then the third
moment is given as
µ123(τ1, τ2) = r1|2|3(τ1, τ2)r3. (74)
Details of this computation have to be deferred to future work, though.
C. Boundary conditions and singularity
The joint membrane potential distribution has a singularity at the origin (V1, V2) =
(0, 0) due to a coordinated reset caused by some shared input spikes. There is also a line
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discontinuity at V1 = 0 and V2 = 0, again due to the reset boundary condition. These
singularities are reflected in the right singular vectors X and Y . This is the exact reason
why we selected them as a basis to expand operators and joint distributions.
We observed that a singularity (a δ-function) emerges when ∆V is small and ∆t is large,
in relative terms. This is an issue even for the 1D discrete problem, and it is even more
severe for 2D problems as the amplitude of the singularity scales quadratically with ∆V .
This phenomenon occurs only if PSPs have a finite amplitude. As the PSP gets larger
relative to ∆V , reset currents remain finite even in continuous time [24]. As a consequence,
the limit to continuous variables must be taken with care, in particular for c > 0.
The δ-singularity does not exist for the diffusion approximation [20]. However, the def-
inition of the current at the origin again fails as the derivative is discontinuous in both V1
and V2 directions. The infinitesimal limit of the jump equation must be taken with care.
There is no doubt that the jump equation is well-defined as the flux at the boundary is not
local. However, the infinitesimal limit is problematic for correlated neurons (c > 0) as the
flux is not defined at the boundary of the 2D domain.
D. Precision, computational efficiency and grid selection
The selection of an appropriate grid in space and time is crucial for correlation compu-
tations. The small residual offset between direct simulation and our new semi-analytical
computation (cf. Fig. 8 and 9), for example, can be considered as a discretization arti-
fact. Although this issue would deserve a more systematic treatment, we report here some
observations that can guide grid selection:
(i) For discrete solutions of the heat equation based on central difference scheme, con-
vergence of 1D time evolution requires ∆t
(∆V )2
< τ
σ2
[47]. A similar rule also applies
in the 2D case considered here. In general, explicit discretization schemes of second
order differential operators arising in the study of diffusion, require positivity and sta-
bility conditions in the order of ∆t = O( τ(∆V1+∆V2)
2
σ2
) [23]. In this work, we followed a
discretization scheme that approximately conserves probability, a Markovian approxi-
mation [24]. However, we note once more that some grids may lead to violation of the
Markov property for too large ∆t, as a result of boundary effects. This may create
issues when the largest eigenvalue exceeds 1.
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(ii) To reflect small expected bin counts (especially for c ≈ 1) adequately, one needs a
larger ∆t and a smaller ∆V . This is in conflict with rule (i). Besides, we observe
that smaller ∆V for a fixed ∆t actually leads to better firing rate approximation up
to some point (Fig. 11).
(iii) A finer grid requires more computational efforts to achieve a smooth correlation func-
tion. The SVD reduction does not alter this behavior. Other dependencies and limiting
factors are indicated in Fig. 10. There are two constraining factors which are deter-
mined by the selected precision of the approximation. One is the extent of the jump
distribution, which affects the number of terms to be accumulated (size of the set J in
Eq. 37). For a fixed grid and a selected precision, this number increases with σc. The
second constraint is the size of the SVD subspace. We know that as c gets closer to 1
and C(τ) gets steeper we need to include more singular components.
In Fig. 10 we illustrate how coarse graining affects the shape of the cross-covariance
function C(τ). Although the precision of the approximation is limited by the subspace
projections implied by SVD, the grid parameters ∆t and ∆V are the most important factors
to get the shape of the function right. However, for a fixed dimension of the SVD subspace
even the finest grid would not be able to capture the singularity at zero time lag (τ = 0).
The grid effectively limits the precision of the approximation due to the reduced number of
degrees of freedom.
V. CONCLUSION
We developed a novel numerical method to compute the joint statistics and correlation
functions for two LIF model neurons driven by shared input. Our approach can deal with
the full range of input correlations c, and the expansion converges fast. Also, our method
is widely generalizable and can deal with other scenarios that are biologically relevant.
We observed in previous work [20] that low output firing rates generally require a non-
perturbative treatment. If output rates are high, in contrast, and for high input firing rates
with small PSPs (diffusion regime), the approximation derived from linear response theory
[37] is reasonably precise.
We conclude that it is possible to compute correlation functions (in contrast to deriving
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them from simulations) for a wide range of models with finite PSP amplitudes, and also for
a wide range of parallel spike train input models. Although there is currently no conclusive
theory for the selection of an appropriate spatio-temporal grid, we were able to come up with
some heuristics. The precision of even the first moment (firing rate) depends on the grid.
Specifically if c is close to 1, the temporal component of the correlation function resembles
a delta function. In order to capture this phenomenon the grid must be fine enough.
The innovation in our work is not only the formulation of correlation functions based on a
Markov chain approximation, but also a dimensional reduction. This helps us compute joint
membrane potential distributions. We showed that the number of components obtained by
SVD needed to represent single neuron dynamical evolution matrices is small. This also
means that computations can presumably be generalized to higher-order correlations with
only moderately increased computational effort.
Systematic benchmarking of our method has not yet been performed. However, we believe
our method constitutes the only reasonable numerical approximation to the joint statistics
of strongly correlated neuronal dynamics with finite PSPs, apart from direct stochastic
simulations [32]. This approximation for reasonable grids in space and time was only viable
with SVD subspace projections.
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APPENDIX: PARAMETERS
Table 1. Parameters for NEST simulations and semi-analytical computations
Neuron parameters: ( Fig. 3, Fig. 5, Fig. 6, Fig. 7)
Symbol Description Value
Vth voltage threshold 15 mV
Vr voltage reset 0 mV
τm membrane time constant 15 ms
τref refractory period 1 ms
h PSP 0.01 mV -0.1 mV
∆t time resolution 0.1 ms
Input parameters
µ mean input 10-15 mV
σ1 , σ2 STD private input 2-10 mV
σc STD shared input 2-10 mV
c input noise correlations 0-1
a asymmetry factor > 0
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Table 2. Numerical results vs. NEST simulations : (Fig. 8, Fig. 9, Fig. 10)
Correlation asymmetry parameters
Symbol Description Value
Vth voltage threshold 15 mV
Vr voltage reset 0 mV
τm membrane time constant 15 ms
τref refractory period 1 ms
h PSP 0.1 mV
µ mean input 12. mV
σ0 STD total input 5. mV for (b) and (d) , 6. mV for (a) and (c)
c input noise correlations 0.9
aσ asymmetry factor 1/
√
2
aµ asymmetry factor 10/13
aτ asymmetry factor 10/15
aVth asymmetry factor 13/15
*** asymmetry factors: a = χ1/χ2.
34
Table 3 Neuron model parameters
Symbol Description Unit
Sex ,Sin spike trains 1/ms
V membrane potential mV
Vth voltage threshold mV
Vr voltage reset mV
t time ms
τm,1 ,τm,2 membrane time constant ms
τref refractory period ms
hex = h, hin = gh PSP mV
µ mean input mV
σ1,σ2 STD private input mV
σc STD shared input mV
σ0 STD total input mV
c input noise correlations 0-1
re, ri ex & inh input rates Hz
r1, r2 output rates of 2 neruons Hz
Table 4 Correlations and related notation
Symbol Description Unit
C(τ) covariance function Hz2
r1|2(τ) conditional rate Hz
P (V ) probability distribution of V 1/mV
P1|2(V1) conditional probability distribution of V1 1/mV
P (V1, V2) joint probability distribution of (V1, V2) 1/mV
2
∆t discrete time evolution operator 1
M1 discrete time evolution matrix 1
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Table 5 Probability distributions and Markov approximation
Symbol Description Unit
P (q, r) probability for q excitatory, r inhibitory spike 1
P (γ) probability for jumps of length γ 1
P (V1, V2|V1,0, V2,0) probability forjumps from (V1,0, V2,0) to (V1, V2) 1
P (V1, V2) probability for jumps from (0, 0) to (V1, V2) 1
T threshold matrix : N × (N + n) 1
J jump matrix : (N + n)×N 1
D decay matrix: N ×N 1
M time evolution matrix :N ×N 1
T2D threshold tensor : N ×M × (N + n)× (M +m) 1
J2D jump tensor : (N + n)× (M +m)×N ×M 1
D2D decay tensor: N ×M ×N ×M 1
M2D Time evolution tensor 2D :N ×M ×N ×M 1
U ,D up or down operators in discrete space 1
Jp1 , J
p
2 private V1 or V2 jump generators 1
Jc1 , J
c
2 shared V1 or V2 jump generators 1
cmn coefficient of m excitatory and n inhibitory jumps 1
P0 stationary probability density in discrete space (mV)
−2
PJ,k probability for jumps k-th component of JP0 1/mV
Pflux,k probability for jumps k-th component conditional exit flux 1/mV
∆t time bin ms
∆V voltage bin mV
a1 , b1 average count of private input 1 in ∆t 1
a2 , b2 average count of private input 2 in ∆t 1
ac , bc average count of shared input in ∆t 1
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Table 6 SVD reduction
Symbol Description Unit
L, R SVD left and right basis 1
Σ singular value matrix 1
X, Y SVD subspaces 1
X˜, Y˜ extended subspace 1
Q reduced operators defined on a selected subspace 1
M or N size of full grid i.e. matrix 1
m or n maximum number of jumps over the threshold 1
K or L size of SVD subspace 1
M +m or N + n size of full jump subspace 1
K +m or L+ n size of reduced jump subspace 1
Table 7 Asymmetry parameters
Symbol Description Unit
aσ asymmetry factor σ1/σ2 1
aµ asymmetry factor µ1/µ2 1
aτ asymmetry factor τ1/τ2 1
aVth asymmetry factor Vth,1/Vth,2 1
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