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Introduction
Throughout the 1990s, the design of the German national research and development (R&D) policy experienced a paradigmatic shift from standard grant schemes to a competition-based and regionally focused R&D policy, which provided public funding mainly to regions with a high expected social return on public funding. Among the first programmes implementing a competitive spirit in German R&D policy were the BioRegio and BioProfile contests starting in 1997 and 1999, respectively. Both programmes aimed at fostering the commercialization in biotechnology and at pushing Germany towards the international technological frontier. Since the programmes operated on a competitive basis, they were also labeled as "contests of cooperation" (see Eickelpasch and Fritsch 2005) .
Although there exists a huge stock of theoretical and empirical contributions on the effects of geographical concentration among its main actors in regional and/or sectoral innovation systems (e.g., Marshall 1890 , Jaffe et al. 1993 , Porter 2003 , hardly anything is known about the effects of policies aiming at the stimulation of R&D activity in selected regions through such contests for cooperation. Thus, in this paper we evaluate the research performance of winners compared to participating (but non-winning) and non-participating regions in the BioRegio and BioProfile contests, both for the periods during (treatment) and after funding (post-treatment). As outcome variables, we use the regions' patenting activity and their ability to raise public R&D funds due to the status of being a winner in the respective contest.
3 Our database covers 426 German NUTS-3 districts (Kreise) for the period 1991 to 2007.
From a methodological point of view, we use a Difference-in-Differences (DiD) estimation framework based on (zero inflated) Poisson regressions, where the latter account for excessive zeros in the outcome variables: the number of biotech research projects raised through public funding, as well as the number of biotech patent applications for all German NUTS-3 districts. The remainder of the paper is structured as follows. In section 2, we briefly discuss the theoretical background of cluster-oriented R&D policy. Section 3 presents the data and several descriptive findings, followed by a brief summary of the estimation strategy in Section 4. In this section we also discuss our estimation results. Section 5 concludes the paper.
The regionalization of R&D policy

Rationales
The competition-and contest-based regionalization of R&D policy described above fits quite closely to the theoretical expectation that the extent of externalities, technological change and commercialization of innovative ideas are all positively affected by the geographical concentration of public and private research actors who share interests in similar fields of technology. The idea of positive effects of local agglomeration has its roots in Marshall's (1890) externalities based on specialized labour pools, input sharing and knowledge spillover as well as Porter's (2003) view of an enhanced competition in clusters. 4 While the positive effects of local agglomeration on knowledge intensive industries might be clear from a theoretical point of view, it is not easy to identify empirically the causal effect of geographical proximity on R&D activity. Starting from the influential work of Acs et al. (1993) , Jaffe et al. (1993) , Audretsch and Feldman (1996) and Anselin et al. (1997) , there is a growing literature identifying the transmission channels from clustered firms to enhanced R&D, innovation activity and finally productivity growth. Acs et al. (1993) , for instance, estimate production functions for US data and find that, beside standard input factors, the geographical position in a cluster matters strongly. Jaffe et al. (1993) find that the probability of an inventor to be cited in a patent application is larger if the actors are located in geographical proximity. Likewise, Baptista and Swann (1998) , based on UK micro data, show that firms in sectors that show a geographical concentration indeed exhibit, on average, more intensive research activities. In a further study, Baptista (2000) shows that firms adopt technical innovations particularly in those regions which are characterized by a high share of firms having implemented the same innovations already. With respect to Germany, Dauth (2010) reports evidence that compared to regions without industrial agglomeration, the existence of industrial agglomeration is significantly correlated with higher regional employment growth rates. Finally, Grimpe and Patuelli (2011) show the importance of co-location among firms (private R&D) and public research institutes (public R&D) for the case of nanomaterials innovation in German regions.
The main question remains how to interpret such findings. For example, Baptista (2000, p. 529) states: "... [o] ne can, therefore, claim that there are significant learning effects arising from the geographical proximity to previous adopters". In fact, it is quite likely that learning effects are higher in local agglomerations due to the existence of firms with higher knowledge competencies and absorptive capacities. One may then assume that local agglomerations are characterized by a "selection of the fittest", that is, actors with research activities and knowledge competencies above average prefer geographical proximity to actors with similar skills. Studies by Zucker et al. (2006) and Klepper (2007) clearly support this view. Klepper (2007) , for instance, argues that better-performing firms will have more and better spinoffs, and these spinoffs will generally locate close to their parents. Zucker et al. (2006) show that scientific stars become more geographically concentrated over time because of relocations from areas with relatively few peers to those with many actors in their field of expertise.
These insights are essential for understanding any potential effect stemming from a regionalized, cluster-oriented R&D policy. The funding of projects in such leading-edge local agglomerations might have larger effects due to the additional acquisition of outside money, and higher effectiveness based on the selection of the fittest and the geographical proximity between well-performing actors.
Cluster-oriented R&D policy and its evaluation
The BioRegio contest (BRC) marks a major milestone of the German Federal Government's policy to stimulate the transfer of new knowledge into new products, and thereby narrows the gap between Germany and those countries leading in the application of biotechnological knowledge, i.e. the USA and Great Britain. The BRC was initiated by the Federal Ministry of Education and Research (BMBF) in 1995, and encouraged regions to apply for subsidies to be used for the establishment of biotech industry in the region (Dohse 2000) . The funding concept aimed at developing a new holistic approach for R&D and innovation policy, and was planned to integrate biotechnological capacities and scientific, economic and administrative activities. The main governmental purpose of funding biotechnology was to catch up with the high international standard of performance. From the political perspective, R&D funding via contests should ideally lead to two effects: First, a direct output and reputation effect for winners, as well as, second, an indirect mobilization effect of the contest. The latter is expected to arise if regions, which have organized themselves and formulated a common strategy, can use these efforts as future assets even without the receipt of direct financial benefits.
In sum, 17 BioRegions were formed and participated in the BRC. An independent jury selected four winning regions (Rhineland, Rhine-Neckar, Munich, and Jena with a special vote) out of a total of 17 participant "meso"-regions (exceeding the size of NUTS-3 districts). Major criteria were based on "hard" facts like the existence of a critical mass of biotech firms and research facilities within the region, regarding the absolute number of firms, the average firm size, and the firms' R&D and economic performance (for details, see Dohse, 2000) . Each winning region received a total amount of public grants of about €25 Mio. (exception Jena: €15 Mio.) to run R&D-projects. Additionally, winning regions were favored in terms of getting access to the standard R&D-grant schemes of the BMBF. The total amount of these grants was about €750 Mio. for the time span 1997-2001.
The follow-up BioProfile contest (BPC) started in 1999, and a total of 30 regions participated in this contest. Three winning BPC "clusters" (Potsdam-Berlin; Braunschweig-Göttingen-Hannover; Stuttgart-Tübingen-Esslingen-Reutlingen-Neckar-Alb) were awarded funding by the jury in May 2001. Public subsidies with a maximum of €50 Mio. have been provided by the Federal Government for each of the three clusters between 2001 and 2007. Participation in the BRC and BPC was thus generally attractive in order to receive additional subsidies and to attract actors within and outside the region for participation in biotech-related research projects. It also offered access to different valuable resources increasing knowledge competencies and accelerating the commercialization of biotechnology-related products.
Despite its growing political importance, only very few quantitative studies measure the success of cluster-oriented R&D policies. Only recently, Martin et al. (2011) were among the first scholars to apply a quantitative (DiD) approach to the evaluation of economic effects of the French "Local Productivity System" (LPS) cluster programme. A further analysis for the subsequent French Policy of "Competitiveness Clusters" has been conducted by Fontagne et al. (2010) , mainly finding that the policy was effective in picking the winners. With respect to German data, Falck et al. (2010) use a similar estimation strategy in order to analyse a regional innovative cluster policy for Bavaria. While Martin et al. (2010) do not find evidence of productivity advantages of the specific cluster policy, Falck et al. (2010) conclude that the Bavarian state-wide cluster policy led to a significant increase in the probability of being innovative for Bavarian targeted sectors relative to non-Bavarian targeted sectors and Bavarian non-targeted sectors (two comparison groups).
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With respect to the biotechnology sector, different studies have analysed both the general role of clustering and the impact of public funding. Using a global dataset for 59 consolidated biotechnological firms, Lecocq et al. (2011) report evidence for a positive relationship between the number of technology clusters in which a firm is present, and its overall measured patent performance. Similar results are also reported in Fornahl et al. (2009) for a sample of German biotech firms in the period 1997 -2004 . Wolf et al. (2010 analyse the determinants of transition from nascent into real entrepreneurship for German biotechnology firms. The authors confirm the role of regional factors and the entrepreneurial environment, which are both typical for clusters and relevant for the success in the start-up activity of biotechnology firms.
Focusing on policy effects, Cooke et al. (2007) compared several measures as indicators for the success of policy support in the biotechnology sector (e.g., number of biotech firms, products in pipeline, etc.). The authors find that BRC and BPC winners perform better than non-funded biotech regions. However, the authors do not differentiate between non-winning participants and non-participants within the group of non-funded biotech regions. In doing so, Engel and Heneric (2008) find that non-winning participants of BRC outperform winning and non-participants regions of BRC with respect to the change in the number of newly founded biotech-firms between 1995-98 and 1999-2003 . Thus, the authors conclude that the certification as a winner and exclusive financial support do not matter in attracting new biotech firms, compared to other participants.
A shortcoming of both studies is that the authors do not address the evolution of BRC winning regions after the funding period. Using actual data for the total amount of public R&D funds raised, we take up this research question explicitly. While many studies point out that a firm's public funding implies higher R&D activity, we are explicitly interested to know whether path dependence matters for the acquisition of public R&D funding. Furthermore, we will provide empirical evidence on whether BRC and BPC winning regions were more successful in terms of patent applications during the funding period.
Data and stylized facts
In the following, we give a short description of the variables used to analyse the effects of the BRC and BPC at the level of 426 German NUTS-3 districts. Several databases are needed to analyse the regional structure of Federal support for biotechnology projects and its determinants. In detail, we link the following data sources: The PROFI database covers the civilian R&D funding of the German Federal Government. For the purpose of this paper, we focus on direct funding of biotechnology-related projects. The database contains information on the number of projects, expenditures, name and address of recipients, type of project (individual versus collaborative projects), and so on. 6 Based on the "ESPACE" Bulletin, we extract information regarding patenting behavior. Patent applications are the most important measure of innovative capacity (for comprehensive discussions on the informative value of patents, see, e.g., Griliches, 1990) . We measure patent applications in the technology field "biotechnology" (see Table A .2 in Appendix) at the location of inventors, and sum up the number of patent application per county when at least one inventor comes from this county.
Acquisition of public funding and patent applications as outcome variables are determined by the innovative capacity in the region. In order to minimize any bias stemming from timevarying omitted variables, our set of explanatory variables considers several aspects of the districts' innovative capacity, which are extracted from several databases. Among others, R&D employment data, defined as the share of employees trained in mathematics, engineering and natural sciences relative to total employment, and obtained from the Federal Employment Agency, are used to extract measures regarding the innovative capacity of counties.
We add further measures for research activity, such as firm-specific information in the manufacturing sector (export share, firm size, etc.) and start-up activity in high-tech industries. The latter variable measures the entrepreneurial climate, and thus the potential to commercialize innovative ideas via the channel of business creation. Finally, we also include proxies for the regional patterns in sectoral specialization and agglomeration in general. The latter variable is measured in terms of employment in sectors with a high Ellison-GlaeserIndex (>0.005) relative to total employment in the region. 7 This measure, in turn, may provide general information about the Marshallian forces at work at the NUTS-3 level (i.e., forwardbackward linkages, labour market pooling and knowledge spillovers). A detailed description of the data definitions is given in Table 1 .
9 For our empirical analysis, we collapse the yearly observations from our sample data into three periods: 1.) pre-treatment period, 2.) treatment period and 3.) post-treatment period. The time span of each period differs for BRC and BPC due to the fact that BPC ran two years after BRC (see Table 2 ). Therefore, we prepare two samples, one for the evaluation of BRC and the other one for the evaluation of BPC. The first BRC sample contains BRC winners, nonwinning participants and non-participants. 8 While non-winning participants are needed as a comparison group to assess the expected direct effects of funding, non-participating regions serve as second comparison group (both relative to winners and non-winners) in order to give a first quantification of the possible indirect effects of funding as outlined above. We exclude BPC winners from the group of non-winning participants in this sample in order to avoid the problem that BPC winners -due to the overlap of both contests -also received funding during the BRC.
Number of Firms
This sample reduction, however, might be critical given that the BPC winners can be seen as an ideal comparison group for BRC winners since the problem of selection into the treatment given unobserved regional characteristics should be less prevailing. In other words: Both groups should only differ with respect to the timing of exclusive funding. Therefore, we use a second shorter BRC sample (labeled BRC2) that -as comparison unit -also contains BPC winner regions prior to the BPC contest. To guarantee the comparability between the analysed groups the period of observation ends as the BPC starts. This approach thus has the advantage of an appropriate comparison group on the one hand, while it faces the disadvantage of shortening the investigation period on the other hand. However, while many R&D projects started immediately after the announcement of "BRC winner", we believe that losing two years does not fundamentally affect the precision of our estimates in the BRC2 sample. Descriptive statistics of the samples according to Table 2 are given in the Appendix. Although collapsing the annual observations into three time periods results in a loss of information, there are statistical reasons that advocate carrying out the DiD-estimation strategy this way. Bertrand et al. (2004) , for instance, propose to collapse data with a long sample range into just two periods (one before and one after the policy intervention) in order to minimize the risk of obtaining underestimated standard errors due to serially correlated errors when unobservable factors are present over time. In doing so, we also circumvent the problem that certain variables such as start-up activity are only available at longer time intervals. For the outcome variables, we sum up the number of patents and publicly funded projects observed for each region for the time intervals defined in Table 2 . For the set of explanatory variables, we use sample averages for each respective time period. Tables 4 and 5 show the allocation of federal funds with respect to the different regions and the share of cooperative R&D projects, respectively. Table 4 points out that BRC winners could further increase their relative share of the total funding during the treatment period from 1997 to 2002. However, for the post-treatment period we see a significant decline in the regional share of total direct project funds. By contrast, especially BPC winners and nonwinning BRC participants were able to increase their share in this latter period. Regarding the distribution of funds among the four groups, the table shows that all parties have received a fairly similar share of funding, indicating that they may serve as homogeneous comparison groups with respect to the outcome variable of publicly funded R&D projects. Table 5 further highlights that, for all regions, the share of cooperative R&D projects increased over time. It seems that exclusive funding for "winners" correlates with the extension of collaborative projects. BRC and BPC winners show a significant increase in the share of collaborative projects during the treatment period (1997 ( -2002 ( for BRC and 2001 for BPC). Most interestingly, the importance of collaborative projects (as share of overall projects) reduces for BRC winners in the post-treatment period. In the result, the change in the collaborative share for the winning and non-winning regions of BRC is very similar over the periods. Given the fact that patenting activity inherently exhibits a time lag in the transmission process from R&D funds to R&D activity and finally to R&D outcome, we are only able, at this point, to compare the treatment effect relative to the pre-treatment period for winning regions of the BRC/BPC with the specific comparison groups. Due to restrictions in patent data publication, as well as to time lags in the transmission from R&D inputs to outputs, we cannot construct a sufficiently long post-treatment period. Thus, for patent applications, we set the treatment and pre-treatment periods as follows: from 1991 to 1997, we assume that there is -by definitionno significant patent application activity as a result of the BRC. Instead, for the period 1998 to 2006, we assume that patent applications are directly influenced by the BRC (2002-06 for the BPC).
As Table 6 shows, BRC winning regions significantly increased their number of patents in the treatment period. The growth rate was about +183 per cent. However, BPC winners showed a significant boost in their patenting activity as well (+281 per cent), showing the strongest growth performance among all four groups. Table 6 shows that, compared to BRC winners, BPC winners were initially smaller in absolute size, but showed a convergence to the BRC level throughout the sample period. For the non-winning participants and all remaining NUTS-3 districts, the number of patent applications showed a smaller increase (+93 per cent and +168 per cent, respectively). Finally, compared to public R&D spending from Table 6 , we also see that here the inter-group heterogeneity is much higher, indicating that in particular 13 the comparison between winning and participant regions is expected to yield the utmost reliable results in the estimation approach, trying to minimizing any possible self-selection bias. We turn to the model set-up in the following. 
Econometric approach and estimation results
Model set-up
In order to analyse the effects of funding on private R&D activity, we have to estimate a set of models which differ by the design of the treatment versus the comparison group and the time period employed, as shown in Table 2 . The econometric literature offers different approaches to estimate treatment effects. Here we apply a Difference-in-Differences (DiD) technique, which aims at isolating the policy effect related to changes in the outcome variable Y i,t for a group of treated individuals (i, in our case: NUTS-3 regions) over time (t, in our case: limited to two consecutive periods) relative to a comparison group. The underlying identification assumption of this approach is that the difference between treatment and comparison groups would have been constant over time if the treatment group had not received the subsidy. Since we are dealing with three groups (winners, participants and non-participants), our model specification has the following general form 
They can be interpreted as the combined direct and indirect effects of funding, respectively.
By testing for parameter restrictions in terms of δ 3 = (δ 1 -δ 2 ), we are finally able to identify the treatment effect of winners versus non-winners within a common regression exercise, which allows us to isolate the direct treatment effect of funding "on the fly". In other words, the latter effect can be defined as a further Difference in the Difference-in-Differences parameters (DiDiD).
By the inclusion of the group-specific binary variables we are able to control for timeinvariant omitted variables, however, the model may still be sensitive to temporary fluctuations that influence the performance of the treatment and control groups differently. The latter problem can be handled by including a set of time-varying control variables (X) for further regional characteristics, like the number of firms, new firm formations, international competiveness, share of MINT employees, sectoral specialization and agglomeration. Finally, u i,t is the error term of the model, and α, β 1 , β 2 , γ and ω are further regression coefficients.
Since patent applications and R&D grants are count data that exhibit a high share of zeros, the underlying distribution of the outcome variables may be neither normal-distributed nor conforming to a regular or overdispersed Poisson. A common solution to this problem is to rely on a so-called zero-inflated Poisson (ZIP) model. 9 Another crucial point for our empirical policy analysis is whether the estimated DiD-parameters in the (non-linear) ZIP model can be interpreted in the usual (linear) fashion. For the case of the Poisson model, the answer is straightforward, since the latter is just a flexible generalization of the ordinary least squares regression. In other words, we are still in the linear case and the usual assumptions hold. Since 
Results
In this section, we estimate different ZIP models for the samples designed according to Table  2 . Statistical inference for the two DiD-terms is made directly from the regression output, and significance of the DiDiD term is tested ex-post based on the so-called delta method (for details, see Greene 2003) . The main empirical results regarding the parameter of the DiD term for different sample designs are given in Table 7 . Full regression outputs are reported in Tables 8-11 .
As Panel A.1 in Table 7 (for the BRC) shows, we detect a positive and statistically significant higher number of patent application and raised R&D projects for BRC winners compared to non-participants, throughout the treatment period. Likewise, the result holds for all R&D projects, as well as for the subgroup of collaborative R&D projects. These findings clearly support the existence of direct treatment effects of funding, and suggest that the label "winner" signals an above-average R&D performance and it may contribute positively to a better innovative performance in biotechnology. However, we do not find evidence of indirect effects of funding when comparing non-winning participants with non-participants (others).
One drawback for the approach in Panel A.1 is that one may still argue that BRC winners differ from remaining regions with respect to adjustments due to environmental changes.
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For instance, the implementation of the "Neuer Markt" in April 1997, Germany's equivalent to the United States' NASDAQ, and its rapid growth measured by the number of listed companies and market capitalization, marks a remarkable change and may be an alternative source for increased patent activity. 12 However, comparing BRC winners with BPC winners (as a comparison group in BRC2) may be seen as an effective strategy to eliminate some of above-mentioned unobservable differences. In fact, the share of venture capital-financed firms does not differ remarkably between BRC and BPC winners (see Engel and Heneric 2005) .
In Panel A.2, we report the estimation results of the BRC2 sample, where we compare the relative performance of BRC winners against the one of non-winning participants, including BPC winners, prior to the starting date of the BPC competition. The results for patent applications show that BRC winners again show a better track record compared to the remaining full candidate set for the treatment period (1998) (1999) (2000) (2001) (2002) , both in terms of patent applications and of the number of raised R&D projects. However, if we split the latter candidate set into BPC winners and remaining participants, we see that the obtained positive direct treatment effect of BRC winners for patent applications stems mainly for the relative superiority of winners relative to non-winners (net of BPC winners). Compared to them, BPC winners show a better patent performance, while they clearly fall behind in terms of raising R&D funds relative to BRC regions. Given the absence of direct effects (or even negative ones) for patent activity between BRC and BPC winners, one may thus ask whether the selection mechanism in the BRC competition was operating poorly. In order to answer such a question, one has to recall that the goal of the programme was to push the technological competitiveness of German biotechnology towards an international dimension. As the regression parameters for the treatment variables (D i ) in Table 8 (column BRC2) 3) in terms of patent applications. Thus, among the positively performing candidates, the jury in the BRC picked the heavyweights, and put a focus on dynamically growing -but smaller -"rising stars" in the BPC. This finding provides further empirical evidence that both the BRC and BPC are a sequential result of "picking the winners", as argued, for example, by Dohse (2000) .
When it comes to the long-term effects of BRC participation and exclusive funding, Panel B of Figure 7 shows the findings for the R&D performance of BRC winners and both comparison groups in the post-treatment period. This may give an indication of which new equilibrium levels will be reached after the extensive funding by the BRC. On the one hand, we may expect that the receipt of additional public funding leads firms to acquire competences, and thus, positive path dependence should matter. On the other hand, the number of raised public R&D grants may actually follow different motives than allocating R&D sources to the most successful region (e.g., distributive rather than allocative arguments from a policy perspective). As the results in Table 7 show that, in comparison with the shortterm effects in the treatment period, statistical evidence for long-term effects of funding is indeed much weaker. Although BRC winners still tend to outperform non-winners with respect to raised public R&D funds, there is no evidence of an overall better performance compared to non-participating regions, and non-winners even appear to fall behind the reference group of non-participating regions.
Compared to non-participating regions, the only significant difference of BRC winners is their ability to raise more collaborative projects. This result hints at the successful ability to create networks. We do not find statistically significant long-term effects when comparing nonwinning participants and other regions. This latter result may point to the fact that the number of biotech regions and, subsequently, their ability and success in acquiring R&D grants have grown over time. BRC non-winners and non-participants have significantly improved their position relative to BRC winners. As a matter of fact, ten more biotech-regions were formed by 2005 (for details, see Engel and Heneric 2005) . In addition to the efforts of the Federal Government, many Federal States governments promote these biotech-regions within state programmes. At this stage, we cannot conclude that regionalized technological policy lacks efficiency in the long term. We believe that improvements in non-participant regions are the key explanation for the absence of long-term effects of BRC.
Finally, with regard to the evaluation of the BPC, Panel C of Figure 7 shows the findings for BPC winners and the two comparison groups. Consistently with the findings discussed above, here we obtain fairly small effects when comparing winning regions and the others, as the winners only appear to perform better in terms of raising collaborative R&D projects. Nevertheless, the "selection of the fittest" also seems to works in both stages of the competitions, since the BPC winners also perform significantly better than non-winning participants (during the treatment period) for the latter contest. The estimated elasticity of the DiD-term is about the same size as the effect identified for the BRC. This is an important finding, since one might expect the performance of the winners at the second stage to be characterized by lower differences with the non-winners. The smaller treatment effects found for BPC winners relative to non-participants may be partly due the consolidation phase going on in the industry throughout the second half of the last decade. Although we control for a common time trend among all groups, which turns out to be significantly negative according to Table 7 , throughout this consolidation period the chances to realize excess returns may have been limited for funded regions as well.
We finally report some details of the full regression outputs shown in Table 8 to Table 11 . Regarding the appropriate functional form, in most specifications the ZIP model is favored over the Poisson model based on model information criteria (AIC, BIC) as well as on the Vuong (1989) non-nested test between the Poisson and ZIP models. As a key explanatory variable in the Probit specification, we use the share of regional high-tech startups indicating an innovative climate for a region that either supports R&D or not. In all specifications, this variable turns out to be statistically significant and of the expected sign. Also, the remaining variables in the Poisson part of the model mostly reflect our ex-ante expectations, that is, both the share of MINT employees and the export share have a positive impact on R&D activity. Moreover, the total number of firms, the variables measuring general agglomeration (e.g., population density), and sectoral concentration indices (and their squared values) are statistically significant. As a robustness check, we also controlled for the likely role of spatial dependence in the variables. Though positive spatial autocorrelation was found to be present for patent applications (no statistically significant spatial autocorrelation in the case of public R&D funding), the inclusion of spatial filters to control for unobserved spatial heterogeneity did not alter the key conclusions from the DiD-estimation approach. 
Conclusions
In this paper, we have analysed the performance of winning regions for Germany's wellknown BioRegio and BioProfile contests. These contests marked a milestone in the attempt to allocate public R&D funds in a competitive way, which strongly emphasizes the role of geographic proximity in knowledge creation, and to push collaborative R&D projects in leading biotechnology clusters. Although the BioRegio contest was one of the major attempts of the German Federal Government to narrow the gap between Germany and those countries leading in the application of biotechnological knowledge, little is known so far about its innovation and economic impact during the treatment period and in the post-treatment period. We tackled this issue by analysing two measures of R&D performance, namely the number of biotech patent applications and the number of raised public R&D projects. Using a Difference-in-Differences estimation strategy with data for 426 German NUTS-3 districts, our estimation strategy controls for observable and time-invariant unobservable differences in the pre-funding period, which also drive R&D performance in the treatment and post-treatment periods.
In first place, we compare the research outcomes of winning regions against non-winning participants. The choice of this comparison is motivated by the need to reduce any potential self-selection bias stemming from a non-random selection into treatment. Our results show that BRC winners and (to a lesser extent) BPC winners outperform non-winning participants during the treatment period. Exclusive funding, as well as stimulating effects of the "winner" label, seem to work for them in the short run. Given the sequential starting dates of the BioRegio and BioProfile contests, we are also able to compare the performance of BRC and BPC winners during a common (but temporally truncated) treatment period. In this case, the results highlight two facts: on the on hand, after being selected, the BRC winners significantly increased their relative performance in raising public R&D projects; on the other hand, they did not outperform BPC winners in terms of patent applications during the treatment period, although both groups show a significant positive effect compared to non-winning participants. The catching up of BPC winners to BRC winners can be explained by their smaller absolute size in terms of the number of patent applications prior to treatment. Thus, among the candidates in the BRC, the jury clearly selected heavyweights, rather than dynamically growing, but smaller "rising stars". The latter were selected in the second competition, the BPC. This finding provides further empirical evidence that the outcome of both the BRC and BPC are the result of "picking the winners", as argued, for example, by Dohse (2000) .
In contrast with these positive effects during the treatment period, we do not find significant outcome effects of public R&D grants for BRC winners in the post-treatment period. This result is striking, and may indicate that the success of the BRC seems to be only of a temporary manner. Still, there is some evidence of positive long-term effects for collaborative R&D projects. It should be pointed out that our findings may be limited by the quality of the indicator used: in fact, we are only able to compare the number of raised public R&D grants, which may actually follow different allocation guidelines than the one of serving the most successful regions (e.g., distributive arguments). Finally, the absence of long-term effects of BRC may also driven by the fact that non-winning regions have increased their efforts to establish networks between biotech-related firms and research units, that is, ten more biotechregions were formed by 2005 after the BioRegio contest, and several Federal States have promoted strongly the emergence of BioRegions locally. However, it is very difficult to quantify these indirect effects. Future analyses will thus be needed to consider additional measures for the assessment of R&D performance (e.g., the share of turnover with new biotech products, or employment in biotechnology-related firms). Notes: For variable definition, see text. Population Density and Sectoral Specialization are in log-levels. Specialization and Ellison-Glaeser indices: Manu = manufacturing, Serv1 = business-related services, Serv2 = household-related services.
