We study how tensor products of representations decompose when restricted from a compact Lie algebra to one of its subalgebras. In particular, we are interested in tensor squares which are tensor products of a representation with itself. We show in a classification-free manner that the sum of multiplicities and the sum of squares of multiplicities in the corresponding decomposition of a tensor square into irreducible representations has to strictly grow when restricted from a compact semisimple Lie algebra to a proper subalgebra. The sum of squares of multiplicities is equal to the dimension of the commutant of the tensor square representation. Hence, our results offer a test to decide if a subalgebra of a compact semisimple Lie algebra is a proper one which uses only linear-algebra computations on sets of generators without calculating the relevant Lie closures. This test can be naturally applied in the field of controlled quantum systems.
I. INTRODUCTION
The work of Dynkin 1-3 is a treasure trove of useful information on representations of Lie algebras. In particular, Ref. 1 enumerates all representations whose alternating square is irreducible (see Table I below). This classification triggered in Ref. 4 a study of tensor squares φ ⊗ φ which are defined for a representation φ of a Lie algebra g as the representation (φ ⊗ φ)(g) ∶= φ(g) ⊗ ½ dim(φ) + ½ dim(φ) ⊗ φ(g) with g ∈ g. The tensor square φ ⊗ φ of the standard (i.e. defining) representation of the Lie algebra su(ℓ+1) corresponding to the special unitary group has the property that the dimension of its commutant com[φ ⊗ φ] has to grow when restricted to a proper subalgebra h, i.e. dim(com[(φ ⊗ φ) h ]) > dim(com[φ ⊗ φ]) = 2. Here, com[ψ] denotes the commutant of a representation ψ of a Lie algebra g and consists of all complex matrices commuting with all ψ(g) for g ∈ g. This discussion can be summarized as follows:
Theorem A (see Thm. 21 of Ref. 4) . Given a subalgebra h of su(ℓ+1) with ℓ ≥ 1 and the standard representation φ of su(ℓ+1), then h = su(ℓ+1) iff dim(com[(φ ⊗ φ) h ]) = 2.
The power of Theorem A arises from the fact that its condition can be tested using only a set of generators for the Lie algebra h, as those generators are sufficient to compute the commutant com[(φ ⊗ φ) h ] of the tensor square. This led to control-theoretic applications in Ref. 4 where one wants to decide effectively if the full Lie algebra su(ℓ+1) is generated without using the standard technique of computing the cumbersome Lie closure for a given set of generators. With the help Theorem A, the question if a subalgebra of su(ℓ+1) is a proper one can now be completely reduced to linear-algebra computations. The proof given in Ref. 4 borrows heavily from the classification of alternating squares in Dynkin's work 1 and treats all cases individually. The motivation of the current work is to better understand the basic principles on which Theorem A relies. In doing so, we identify the following generalization of Theorem A where su(ℓ+1) is substituted by an arbitrary compact, semisimple Lie algebra g and the standard representation of su(ℓ+1) is replaced with an arbitrary finite-dimensional, faithful representation of g: Theorem B. Given a subalgebra h of a compact semisimple Lie algebra g and a finite-dimensional, faithful representation φ of g, then h = g iff dim(com[(φ ⊗ φ) h ]) = dim(com[φ ⊗ φ]).
Moreover, the proof of Theorem B does not rely on information from classifications and highlights general properties of restricted representations for compact, semisimple Lie algebras and beyond. Limitations on potential generalizations to arbitrary compact Lie algebras will be discussed in Section IV. Theorems A and B can be naturally transferred to connected, compact semisimple Lie groups, as their representations induce always a semisimple representation of the corresponding compact semisimple Lie algebra. Let us note, however, that the above theorems are not trivial consequences of the representation theory of general compact groups; in particular, they do not hold for finite groups. We provide a counter-example for not necessarily connected compact groups: Consider the set M = ± ( 1 0 0 1 ) , ± ( i 0 0 −i ) , ± ( 0 −1 1 0 ) , ± ( 0 i i 0 ) , 1 2 (± ( 1 0 0 1 ) ± ( i 0 0 −i ) ± ( 0 −1 1 0 ) ± ( 0 i i 0 )) of 24 matrices. One can easily check that the matrices of M form a group H. As all generators in M are contained in SU(2) (given in its standard representation), H is a proper subgroup of SU(2). Moreover, H is given here in a particular unitary representation, is a double cover of the tetrahedral group, and is isomorphic to the special linear group SL(2, F 3 ) of 2 × 2-matrices with entries from the finite field F 3 and with determinant one. Denoting the standard representation of SU(2) by φ, the described representation of H will be naturally identified as φ H . Let us consider the tensor squares (φ ⊗ φ) H and φ ⊗ φ which are defined as (φ ⊗ ψ)(X) ∶= φ(X) ⊗ ψ(X) for elements X of a group G. One obtains that dim(com[(φ ⊗ φ) H ]) = 2 = dim(com[(φ ⊗ φ)]) and shows that Theorems A and B cannot be generalized to general compact groups which might not be connected. Let us also note that finite subgroups H of SU(d) with the property that dim(com[(φ ⊗ φ) H ]) = dim(com[(φ ⊗ φ)]) are known as group designs (which are particular types of unitary 2-designs) and have also been studied in the context of quantum information theory.
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It is not unusual that limiting compact groups to connected ones leads to significant modifications from a representation theoretic point of view. For example, it is well-known that there exist non-isomorphic compact groups with isomorphic representation rings. 7 On the other hand, two connected compact groups can only have isomorphic representation rings if the corresponding groups are isomorphic. [8] [9] [10] In the case of a connected semisimple (complex) Lie group, it is even enough to determine the so-called dimension datum of a finite-dimensional, faithful representation φ in order to fix its Lie algebra. [11] [12] [13] The dimension datum corresponds roughly to knowing all dimensions for representations occurring in any tensor power of φ. In this context, it is surprising that the conditions in Theorems A and B rely only on the tensor square (but admittedly for a weaker conclusion). Finally, Coquereaux and Zuber 14 proved properties for the sum of multiplicities in the decomposition of a tensor product of two irreducible representations of a simple Lie algebra (see Appendix D), which also cannot be generalized to the non-connected group case.
We will assume that the reader has some familiarity with Lie algebras and representations, which are both considered to be finite-dimensional throughout this work. All Lie algebras are defined over the real or complex field. We will use the words irreducible and simple (as well as completely reducible and semisimple) as interchangeable names for properties of representations. For better accessibility, important facts and notations are recalled in Appendix A. Our presentation will focus on compact Lie algebras, although the parallel language of complex reductive Lie algebras would be also suitable to state our results (cf. Appendix A); and we will switch between them when necessary without further comment.
The article is organized as follows: We start in Section II by summarizing a classification of representations with irreducible alternating and symmetric squares; the corresponding details are given in Appendices B and C. The main classification-free results leading to Theorem B are presented in Section III. We close by discussing generalizations to general compact Lie algebras as well as lower bounds on the gap between the dimensions of commutants of tensor square representations. Parts of the discussion are relegated to appendices in order to streamline the presentation.
II. ALTERNATING, SYMMETRIC, AND TENSOR SQUARES
In this section, we summarize results classifying representations whose alternating and symmetric tensor squares are simple (i.e. irreducible). Streamlined proofs of these classifications which apply techniques developed by Dynkin (see Appendix B and Ref. 1) are relegated to Appendix C. The classification results allow us to prove techniques for distinguishing so(k), sp(ℓ), or su(ℓ+1) from its subalgebras (cf. Refs. 4 and 15), but we also provide simplified, classification-independent proofs for so(k) and sp(ℓ). By detailing the arguments for the cases so(k), sp(ℓ), or su(ℓ+1), we also provide prototypes for the general, classification-free proofs in Section III.-We start with the classification of simple alternating squares:
Theorem 1 (Dynkin). Let φ denote a faithful representation of a compact semisimple Lie algebra g such that the alternating square Alt 2 φ is simple. All possible cases (up to outer automorphisms of g) are given in Table I .
A streamlined proof of Theorem 1 is given in Appendix C 1. This result implies the following theorem for distinguishing so(k) with k ≥ 5 from its subalgebras (see also Thm. 15 in Ref. 15 ), but we also provide now a simplified proof relying on ideas from the proof of Theorem 36 in Appendix C.
Theorem 2. Given a subalgebra h of so(k) with k ≥ 5 and the standard representation φ ∶= φ (1,0,...,0) of so(k), the following statements are equivalent:
(c) The representation (Alt 2 φ) h is simple and (Sym 2 φ) h splits into two simple components. No simple component 
(1, 0, 1, 0, . . . , 0) 3 
The vector space of all complex matrices commuting with (φ ⊗ φ) h has dimension three.
Proof. Note that Alt 2 φ is equivalent to the adjoint representation and is simple (see Lemma 35 of Appendix B). In particular, Alt 2 φ = φ (0,2) for so(5), Alt 2 φ = φ (0,1,1) for so (6) , and Alt 2 φ = φ (0,1,0,...,0) for k ≥ 7. We have Note that the proof relies critically on the irreducibility of the adjoint representation of so(k) for k ≥ 5.-We present now the classification of simple symmetric squares: Theorem 3. Let φ denote a faithful representation of a compact semisimple Lie algebra g such that the symmetric square Sym 2 φ is simple. All possible cases (up to outer automorphisms of g) are given in Table II .
A streamlined proof of Theorem 3 is given in Appendix C 2. This result implies the following theorem for distinguishing sp(ℓ) with ℓ ≥ 2 from its subalgebras, but we also provide now a simplified proof relying on ideas from the proof of Theorem 39 in Appendix C. 
Proof. Statement (b) follows from (a) due to Theorem 5. We apply Lemma 24(iii) of Appendix A to statement (b) and obtain that φ h is simple. Therefore, the commutant of φ(h) is trivial, i.e., it is equal to complex multiples of the identity. We conclude that the centralizer of φ(h) in φ[su(ℓ+1)] is zero and the center of h is also zero. Thus, h is semisimple and we can use 
The equivalence of (d) and (e) is a consequence of Lemma 21 in Appendix A.
III. CLASSIFICATION-FREE RESULTS
Building on the approach of Section II, we develop now classification-free methods leading to general results for distinguishing compact semisimple Lie algebras from its subalgebras. This will in particular provide a proof for Theorem B. We start by introducing and discussing one-and two-"norms" in Section III A, and continue by relating φ ⊗ ψ to φ ⊗ψ for semisimple representations φ and ψ of a compact Lie algebra (see Section III B). In Section III C, we apply properties of the adjoint representation in order to prove the central result of Theorem 14. We summarize our classification-free results in Section III D by presenting a set of statements which are equivalent to h = g for a subalgebra h of a compact semisimple Lie algebra g.
A. One-and two-"norms"
We consider a semisimple representation φ of a compact Lie algebra g. The decomposition of φ into simple representations can be given in the form ⊕ i∈I [½ mi ⊗ φ i ] of Lemma 21 in Appendix A, where m i denotes the corresponding multiplicity. In the following, we will use the more concise notation ⊕ i∈I φ ⊕mi i . It will be convenient to introduce the notations φ 1 ∶= ∑ i∈I m i and φ 2 ∶= ∑ i∈I m 2 i . We have as an immediate consequence of Lemma 21 in Appendix A that φ 2 is equal to the dimension of the commutant of φ(g). Moreover, we obtain the following propositions: Proposition 7. Consider two semisimple representations φ ≅ ⊕ i∈I φ ⊕mi i and ψ ≅ ⊕ i∈I ψ ⊕ni i of a compact Lie algebra g which decomposes into simple representations φ i and ψ i with multiplicities m i and n i , respectively. One obtains (i)
of a compact Lie algebra g which decomposes into simple representations φ i with multiplicities m i . The restrictions of φ and φ i to a subalgebra h of g are given
where ψ j denotes a simple representation of h and n j = ∑ i∈I n ji m i . We obtain (a) (φ i ) h 1 = 1 for all i ∈ I with m i ≠ 0 if and only if
Proof. We assume during the proof that I contains only elements i with m i ≠ 0. Note that φ 1 = ∑ i∈I m i , (φ i ) h 1 = ∑ j∈J n ji , and φ h 1 = ∑ j∈J n j = ∑ j∈J (∑ i∈I n ji m i ) = ∑ i∈I (∑ j∈J n ji ) m i . Furthermore, φ h 1 = φ 1 if and only if ∑ j∈J n ji = 1 for all i ∈ I if and only if (φ i ) h 1 = 1 for all i ∈ I. This completes the proof of (a). We remark that φ 2 = ∑ i∈I m 2 i and use the multinomial theorem to obtain
Note that ∑ j∈J n 2 ji ≥ 1 for all i ∈ I. We get from φ h 2 = φ 2 that (i) ∑ j∈J n 2 ji = 1 for all i ∈ I and that (ii) ∑ j∈J n ji n jℓ = 0 for all i, ℓ ∈ I with i ≠ ℓ. Condition (i) implies that ∑ j∈J n ji = 1 holds for all i ∈ I. We can now prove (b) by applying (a) to the fact that (φ i ) h 1 = ∑ j∈J n ji = 1 is valid for all i ∈ I. We consider now the statement (c):
The fact that the condition ( * ) (φ i ) h ≅ (φ ℓ ) h holds for all i, ℓ ∈ I with i ≠ ℓ is implied by (i) and (ii). This completes the direction "⇒". It follows (i) from φ h 1 = φ 1 by applying (a). The conditions (i) and ( * ) imply (ii) and the conditions (i) and (ii) imply φ h 2 = φ 2 . This completes the direction "⇐".
Note that the converse of part (b) in Proposition 8 is in general false.
Here, we provide a Lie-algebraic argument why φ ⊗ ψ 2 = φ ⊗ψ 2 holds for semisimple representations φ and ψ of a compact Lie algebra.
Proposition 9. Given a compact Lie algebra g and two semisimple representations φ and ψ of g, it follows that
, where τ denotes the transpose operation (acting on the second tensor component).
Proof. Let us recall that the dual representation is given byφ(g) ∶= −φ(g)
Considering the commutator of the element
. This completes the proof. Proposition 9 can be readily applied in the proof of the following:
Proposition 10. Given a compact Lie algebra g and two semisimple representations φ and ψ of g, it follows that φ ⊗ ψ 2 = φ ⊗ψ 2 .
Proof. According to Lemma 21 of Appendix A, it follows that φ⊗ψ 2 = dim com(φ⊗ψ) and φ⊗ψ 2 = dim com(φ⊗ψ). From Proposition 9 we know that com(φ ⊗ ψ) is mapped by a non-degenerate linear map (the partial transpose) to com(φ ⊗ψ), so the dimensions of the two commutants are equal, thus also φ ⊗ ψ 2 and φ ⊗ψ 2 are equal.
C. Using the adjoint representation
The adjoint representation plays a important part in our argument, and we recall and develop now some of its properties in order to prove our central result of Theorem 14 as given below.
Proposition 11. Consider a compact semisimple Lie algebra g and its decomposition g ≅ ⊕ i∈I g i into simple ideals
Proof. The statement (a) is apparent. The statements (b) and (c) follow from Lemma 35 of Appendix B. The adjoint representation θ g of g constitutes an action g × g → g which is defined using the commutator [g 1 , g 2 ] = g 3 for g i in g. If one restricts θ g to elements of h, the representation (θ g ) h forms an action h × g → g by [h, g 2 ] = g 3 with h ∈ h and g i in g. The adjoint representation θ h occurs as a subrepresentation as
This immediately implies the following result:
Proposition 12. Given a subalgebra h of a compact semisimple Lie algebra g and their adjoint representations θ h and θ g , then h = g if and only if (θ g ) h 1 = θ g 1 .
Proof. One has to show that (θ g ) h 1 ≠ θ g 1 if h ≠ g. Assuming that h ≠ g, Proposition 11(c) implies that (θ g ) h has more simple components than θ g . It follows that (θ g ) h 1 > θ g 1 which concludes the proof.
Let us recall some well-known connection between the standard and the adjoint representation of su(ℓ + 1):
Proposition 13. Given the standard representation κ of su(ℓ + 1), one obtains κ ⊗κ ≅ 1 ⊕ θ su(ℓ+1) , where 1 denotes the trivial representation and θ su(ℓ+1) denotes the adjoint representation of su(ℓ + 1).
Proof. For su(ℓ + 1), the standard representation κ, the dualκ of κ, the adjoint representation θ su(ℓ+1) , and the trivial representation have highest weights (1, 0, . . . , 0), (0, . . . , 0, 1), (1, 0, . . . , 0, 1) (and (2) for ℓ = 1), and (0, . . . , 0), respectively. The proposition can now be inferred from the statements on p. 225 of Ref. 16 .
We can now combine all previous results in this section in order to prove the following central theorem:
Given a subalgebra h of a compact semisimple Lie algebra g and a faithful representation φ of g, then h = g if and only if (φ ⊗φ) h 1 = φ ⊗φ 1 .
Given the standard reprepresentation κ of su(d), we obtain φ = κ g and φ ⊗φ = κ g ⊗κ g = (κ ⊗κ) g . Using Propositions 13 and 11(d) it follows that θ su(d) occurs in κ ⊗κ and θ g occurs in θ su(d) g . Therefore, θ g occurs in φ ⊗φ. But θ g splits when restricted to h ≠ g [see Proposition 11(c)] and it follows that (θ g ) h 1 > θ g 1 [see Proposition 12] . We apply Proposition 8(a) and conclude that there exists a simple representation in the decomposition of θ g which splits when restricted to h. But this simple representation also appears in the decomposition of φ ⊗φ, and we can apply Proposition 8(a) again to conclude that (φ ⊗φ) h 1 > φ ⊗φ 1 .
D. Classification-free theorem
Recall that com[φ] denotes the commutant of a representation φ of a Lie algebra g. We summarize our results in a convenient omnibus theorem which relates the equality of a compact semisimple Lie algebra g to one of its subalgebras h to the condition dim(com[(φ⊗φ) h ]) = dim(com[φ⊗φ]) for a faithful representation φ of g (and thereby also proving Theorem B), as well as to various other variants:
Theorem 15. Given a subalgebra h of a compact semisimple Lie algebra g and a faithful representation φ of g, then the following statements are equivalent:
Note that the proof of the equivalence of (7) relies on a theorem of Coquereaux and Zuber (see Appendix D) for which a classification-free proof is (to our knowledge) not yet known.
Proof. Obviously, statement (1) implies all the other ones. The equivalence of (2) and (4) as well as (3) and (6) is a consequence of Lemma 21 in Appendix A. One obtains the equivalence of (4) and (6) by applying Proposition 10. Proposition 8(b) shows that (5) is implied by (4) . It remains to prove that (5) implies (1) which follows by Theorem 14. Note that (5) is equivalent to (7) by applying Proposition 46 from Appendix D.
IV. DISCUSSION
It is natural to ask if and how one could extend the results of Theorem 15 to general compact Lie algebras. A first step in this direction is given by the following theorem which allows us to conclude that the semisimple parts of h and g have to be equal if the dimensions of the commutant of the tensor squares are equal assuming that the corresponding representation is both faithful and semisimple:
The corresponding proof is given in Appendix E. It is important to emphasize that the converse of Theorem 16 is in general not true as the following counter-example shows: Consider the two Lie-algebra generators A and B which are given in a faithful representation φ as commuting matrices
Note that A generates a one-dimensional abelian Lie algebra h isomorphic to u(1) and that A and B generate a two-dimensional abelian Lie algebra g isomorphic to u(1) ⊕ u(1). Their semisimple parts s(h) = s(g) = {0} are equal and trivial, but dim(com
In order to treat the case of a general compact Lie algebra completely, an additional condition for guaranteeing the equality of the centers of h and g will be necessary. This is the topic of a related study 18 which focuses on control-theoretic applications in quantum systems. A different possibility of extending our results in Theorem 15 is by providing not only inequalities as (φ ⊗ φ) h 1 > φ ⊗ φ 1 and (φ ⊗ φ) h 2 > φ ⊗ φ 2 . But one can in special cases determine bounds on the gap in these inequalities. If g is simple and φ is self-dual, one can apply a result of King and Wybourne 19 in order to derive the following bounds (see Appendix F):
Proposition 17. Let α be a simple and self-dual representation of a compact simple Lie algebra g, and let h be a subalgebra of g, then
hold, where b(α) denotes the number of non-vanishing components in the highest weight (α 1 , . . . , α ℓ ) corresponding to α.
Using the structures of g and its representation φ, it would be interesting to derive bounds which are better or which are applicable in other cases. In this appendix, we recall some basic facts about compact Lie algebras and their representations. Connections to the complexifications are highlighted in Appendix A 1. This is followed by the well-known classification of simple representations into symplectic, orthogonal, and unitary ones. The definition and discussion of alternating and symmetric squares are given in Appendix A 2. The semisimple Lie algebra can be further decomposed into a direct sum of compact, simple Lie algebras which consists of the classical ones su(ℓ + 1), so(2ℓ + 1), sp(ℓ) ∶= sp(2ℓ, C) ∩ su(2ℓ), and so(2ℓ) where ℓ ∈ N ∖ {0} (excluding so(2) and so(4) ≅ su(2) ⊕ su(2) which are not simple) as well as the exceptional ones g 2 , f 4 , e 6 , e 7 , e 8 (see Ref. 17) . Note the isomorphisms su(2) ≅ so(3) ≅ sp(1), so(5) ≅ sp(2), and su(4) ≅ so(6) (see, e.g., Thm. X.3.12 in Ref. 21) .
We briefly recall some elementary facts about the complexification of a real Lie algebra which will be directly applied to compact Lie algebras. Let φ denote a (finite-dimensional) complex matrix representation of a real Lie algebra k, where φ maps a Lie-algebra element k ∈ k to a square matrix φ(k) ∈ gl(d, C) of finite degree d ∶= dim(φ), where gl(d, C) denotes the set of complex d × d-matrices. For every real Lie algebra k, a representation φ of k in gl(d, C) can be naturally extended to a representation φ C of k C in gl(d, C), where k C ∶= k + ik is the complexification of k. Proof. Part (i) is trivial. In order to prove (ii), we set η ∶= τ k . The R-linearity of η follows from the C-linearity of τ . We obtain
with c j ∈ C, and part (ii) follows. We address now part (iii): If φ is simple, so is φ C . Assume that φ C is simple and φ is not simple. Thus, there exists two linear-independent complex matrices M 1 and M 2 which commute with φ(k), iφ(k), and φ(k) + iφ(k) = φ C (k C ). This proves (iii) by contradiction. Given that φ is semisimple, we obtain that φ = ⊕ k φ k with φ k simple. It follows that φ C is semisimple as it is isomorphic to ⊕ k (φ k ) C . Assuming that φ C is semisimple, we have φ C = ⊕ k τ k where τ k are simple representations of k C . Applying (ii) we obtain (complex) representations η k with τ k = (η k ) C . The representation φ is semisimple as it is isomorphic to ⊕ k η k , which completes the proof of (iv). Assume that the real Lie algebras k and k ′ are isomorphic. It follows that 17 , we also obtain that a compact Lie algebra g and its complexification g C are reductive as well as that g is simple (resp. semisimple) if and only if g C is simple (resp. semisimple):
Lemma 19. Consider two compact Lie algebras g and g ′ as well as their complexifications g C and (g ′ ) C . We obtain that (i) g is isomorphic to g ′ iff g C is isomorphic to (g ′ ) C as well as (ii) g is simple iff g C is simple.
As a consequence of the previous discussion, certain questions about a compact Lie algebra g (and its representations) will be answered by switching to its complexification g C without further comment.-Although a compact Lie algebra might have a representation which is not semisimple (e.g., consider a one-dimensional Lie algebra with a representation which maps a Lie-algebra element λ to the matrix ( 0 0 λ 0 )), any restriction of a semisimple representation to one of its ideals or subalgebras stays semisimple: Lemma 20. Let us consider a semisimple representation φ of a compact Lie algebra g. The restriction φ h of φ to any subalgebra h of g is still semisimple.
Proof. Note that the corresponding conclusion for ideals holds for arbitrary Lie algebras of characteristic zero, see Chap. I, Sec. 6.5, Cor. 4 to Thm. 4 of Ref. 20 . In order to prove the statement, we apply that both g and its subalgebra h are compact and consequently reductive. We have h = h s ⊕ h a where h s is semsimple and h a is abelian. The representation φ h is semsimple if and only if the set φ(h a ) contains only semisimple matrices (i.e. all elements of φ(h a ) are diagonalizable over C), see Chap. I, Sec. 6.5, Thm. 4 of Ref. 20 . We remark that h a is contained in a Cartan subalgebra t g of the compact Lie algebra g as t g is a maximal abelian subalgebra (see Chap. IX, Sec. 2.1, Thm. 1 of Ref. 17 ). In particular, t g is abelian and φ(t g ) contains only semisimple matrices if φ is semisimple and g is reductive (see Chap. VII, Sec. 2.4, Cor. 3 to Thm. 2 of Ref. 17) . Thus, φ(h a ) also contains only semisimple matrices which completes the proof. Table III ). The length ℓ is equal to the rank of g which is defined as the dimension of any maximal abelian subalgebra of g. Using the notation of the highest weight, simple representations of compact, simple Lie algebras can be explicitly classified as symplectic, orthogonal, or unitary by the work of Malcev 25 (see Refs. 1, 23, 26, and 27):
Recall that a bilinear form
Proposition 22 (Malcev) . A simple representation φ of a compact simple Lie algebra g is either symplectic, orthogonal, or unitary depending on its highest weight x = (x 1 , . . . , x ℓ ): (1) Assuming that g ≅ su(ℓ + 1), φ is unitary iff x is not symmetric and symplectic iff x is symmetric, (ℓ mod 4) = 1, and x ((ℓ−1) div 2)+1 is odd; it is orthogonal in all other cases. (2) In the case of g ≅ so(2ℓ + 1) with ℓ ≥ 3, we have that φ is symplectic iff (ℓ mod 4) ∈ {1, 2} and x ℓ is odd, while it is orthogonal otherwise. (3) For g = sp(ℓ) with ℓ ≥ 2, φ is symplectic if ∑ 1≤2j+1≤ℓ x 2j+1 is odd for j ∈ N ∪ {0}, while it is orthogonal otherwise. (4) Assuming that g = so(2ℓ) for ℓ ≥ 3, (a) φ is symplectic if (ℓ mod 4) = 2 and x ℓ−1 + x ℓ is odd, (b) φ is orthogonal if either (i) (ℓ mod 4) = 2 and x ℓ−1 + x ℓ is even, (ii) (ℓ mod 4) = 0, or (iii) ℓ is odd and x ℓ−1 = x ℓ , and (c) φ is unitary if ℓ is odd and x ℓ−1 ≠ x ℓ . (5) The representation φ is always orthogonal for g ∈ {g 2 , f 4 , e 8 }. (6) Assuming that g ≅ e 6 , φ is orthogonal iff x 1 = x 6 and x 3 = x 5 ; it is unitary in all other cases. (7) For g ≅ e 7 , φ is symplectic iff x 2 + x 5 + x 7 is odd and orthogonal otherwise.
Alternating and Symmetric Square
The (inner) tensor product φ⊗ψ of two representations φ and ψ of a compact Lie algebra g is defined as (φ⊗ψ)(g) ∶=
acting on a basis {v i ⊗ w j i ∈ {1, . . . , dim(φ)} and j ∈ {1, . . . , dim(ψ)}} of C dim(φ) ⊗ C dim(ψ) (cf. Chap. I, Sec. 3.2 of Ref. 20) . Similarly, we define the tensor square φ
Let φ denote a d-dimensional representation of a compact Lie algebra g acting on the vector space V ∶= C d with basis {v i i ∈ {1, . . . , d}}. Recall that V ⊗2 = V ⊗ V decomposes into Alt 2 V ⊕ Sym 2 V where Alt 2 V and Sym 2 V are spanned by {v i ⊗ v j − v j ⊗ v i i, j ∈ {1, . . . , d} and i ≠ j} and {v i ⊗ v j + v j ⊗ v i i, j ∈ {1, . . . , d}}, respectively. The alternating square Alt 2 φ ∶= φ ⊗2 Alt 2 V of φ is defined by restricting φ ⊗2 to Alt 2 V . Accordingly, the symmetric square Sym 2 φ is given by φ ⊗2 Sym 2 V . The corresponding actions on basis vectors are
In summary, we obtain the decomposition φ ⊗2 = φ ⊗ φ = Alt 2 φ ⊕ Sym 2 φ. First, we recall one elementary lemma:
Lemma 23. Consider two compact Lie algebras h and g with h ⊆ g as well as a faithful representation φ of g. We obtain (φ
. The rest follows along the same lines.
Another elementary consequence of the definitions is the following lemma:
Lemma 24. Let φ and ψ denote two representations of a compact Lie algebra.
Proof. Statement (iii) is a consequence of (i) and (ii) which both can be found on p. 473 of Ref. 16 .
Let φ 1 and φ 2 denote representations of the Lie algebras g 1 and g 2 , respectively. The outer tensor product Lemma 25. Assume that φ i is a representation of a compact Lie algebra g i where i ∈ {1, 2}.
A compact Lie algebra g can be decomposed as g ≅ ⊕ k g k where g k denotes a simple or abelian ideal of g. Moreover, all simple representations of g are of the form ⊠ k φ k where φ k denotes a simple representation of g k :
Lemma 26. Consider a compact Lie algebra g ≅ g 1 ⊕ g 2 . All finite-dimensional simple representations φ of g are of the form φ 1 ⊠ φ 2 where φ k denotes simple representations of g k . Furthermore, φ 1 ⊠ φ 2 is a simple representation of g for any simple representations φ k of g k .
Proof. This follows directly from the corresponding fact for (finite-dimensional) representations over C of unital, associative algebras over C, see Sect. 12.1 in Ref. 30 .
Recall that the trivial representation maps every element to the zero matrix of degree one, which is the only one-dimensional representation of semisimple Lie algebras. We obtain as a consequence of Lemmas 24, 25, and 26:
Theorem 27. Let φ denote a representation of a compact Lie algebra g ≅ s ⊕ c where s ≅ ⊕ k s k is semisimple (or zero) and c is abelian. We assume that Alt 2 φ or Sym 2 φ is simple. It follows that φ is simple. In particular, φ s k is distinct from the trivial representation for at most one k. If φ is additionally faithful, then s is simple (or zero) and either c ≅ u(1) or c = {0}.
Proof. As g is compact, it is reductive and decomposes as g ≅ s ⊕ c where s is semisimple and c is abelian. The representation φ is simple by Lemma 24. It follows from Lemma 26 that all simple representations of a direct sum of Lie algebras are given by outer tensor products of simple representations. Assuming that φ s k is distinct from the trivial representation for more than one k results in a contradiction with Lemma 25. All remaining statements follow immediately, see also pp. 27-28 and p. 321 of Ref. 31 for information on irreducible subalgebras. As the decomposition g ≅ s ⊕ c of a compact (or reductive) Lie algebra will appear often, we recall that [g, g] ∶= {[g 1 , g 2 ] g 1 , g 2 ∈ g} denotes an ideal (and a subalgebra) of the Lie algebra g. If g is reductive (or compact), [g, g] is a semisimple subalgebra of g and we denote it by s(g) ∶= [g, g]. Moreover, the center of g is given by c(g) ∶= {g 1 ∈ g [g 1 , g 2 ] = 0 for all g 2 ∈ g}. We obtain that g = s(g) ⊕ c(g) if g is reductive (or compact), where s = s(g) and c = c(g). Theorem 27 can be used to simplify the discussion by limiting the search for simple, alternating and symmetric squares to simple representations of compact simple Lie algebras.
Appendix B: Some techniques of Dynkin
We recall some elementary but powerful techniques of Dynkin (see Sec. 3 of Ref. 1) which allow us to analyze the decomposition of a tensor product of representations very efficiently. In particular, we discuss minimal chains, the notion of subordination, and the method of parts. At the end of this appendix, some elementary facts about the adjoint representation are also recalled. Combinations of these techniques will be directly applied, e.g., in Appendix C.
As discussed in Appendix A 1, the highest weight x φ = (x φ,1 , . . . , x φ,ℓ ) characterizes an equivalence class corresponding to a simple representation φ of a compact semisimple Lie algebra g of rank ℓ. The root system R of g C (see Chap. VIII, Sec. 2 of Ref. 17 and Chap. VI of Ref. 24 ) has a basis {α 1 , . . . , α ℓ } of so-called simple roots α a = (α a,1 , . . . , α a,ℓ ) such that the corresponding Cartan matrix α g has entries α a,b (see Table IV ). The Dynkin diagrams in Table III Definition 29. Consider two highest weights x φ and x ψ corresponding to two simple representations φ and ψ of a compact semisimple Lie algebra g. A sequence [α j1 , . . . , α jn ] of simple roots of g C is said to be a chain joining x φ and
. . , n−1}, and (c) (α jn x ψ ) ≠ 0. Such a chain is called minimal if no proper subsequence joins x φ and x ψ , i.e., (d) (x φ α j k ) = 0 for k > 1, (e) (α j k α j h ) = 0 for h > k + 1, and (f) (α j k x ψ ) = 0 for k < n.
Using a minimal chain, we can restrict the possible highest weights in the decomposition of a tensor product: Proposition 30. If x τ ≠ x φ + x ψ is the highest weight of a simple representation τ occurring in the decomposition of the tensor product φ ⊗ ψ of two simple representations φ and ψ, then x τ ≤ x φ + x ψ − ∑ n k=1 α j k for some minimal chain [α j1 , . . . , α jn ] linking x φ and x ψ . In particular, both x φ + x ψ − ∑ n k=1 α j k and x φ + x ψ appear in the decomposition. We follow Dynkin (Sec. 
. . , ℓ}. Otherwise, we call φ subordinate to ψ if r ≤ s and there exists a re-ordering of the simple components such that φ j ⊑ ψ j for j ∈ {1, . . . , r}.
Important consequences of subordination are summarized in the following proposition where m(φ, ψ) (or m(x φ , ψ)) denotes the multiplicity of the simple representation φ in the decomposition of the representation ψ.
Proposition 32. Let φ, φ j , ψ, and ψ j denote simple representations of a compact simple Lie algebra g such that φ ⊑ ψ and φ j ⊑ ψ j for j ∈ {1, 2}. Given a basis {α 1 , . . . , α ℓ } of simple roots for g C and a set {n 1 , . . . , n ℓ } of non-negative integers, we obtain: Consider the basis {α 1 , . . . , α ℓ } of simple roots of g C for a compact semisimple Lie algebra g. A proper subset of the simple roots obtained by deleting the simple roots α j with j ∈ D ⊊ {1, . . . , ℓ} generates a smaller root system corresponding to a semisimple subalgebra h of g (resp. h C of g C ), cf. Chap. VIII, Sec. In addition, φ j and ψ j denote simple representations and f is a subalgebra of g. Assuming that both φ and ψ are simple (i.e. r = s = 1), φ is called a part of ψ (written φ ⊆ ψ or x φ ⊆ x ψ ) if φ is faithful and x φ is a shortened version of x ψ which is obtained by deleting some (but not all) or none of the entries x ψ,j . Otherwise, φ is a part of ψ if r ≤ s and there exists a re-ordering of the simple components such that φ j ⊆ ψ j for j ∈ {1, . . . , r}.
We obtain the following proposition which is essential in applying the method of parts: Proposition 34. Consider the semisimple subalgebra h of the compact semisimple Lie algebra g. Let φ and φ j (resp. ψ and ψ j ) denote simple representations of h (resp. g). Assume that φ ⊆ ψ and φ j ⊆ ψ j . Given a basis {α 1 , . . . , α ℓ } of simple roots for g C and a set {n 1 , . . . , n ℓ } of non-negative integers, we obtain: Lastly, recall that the adjoint representation of a Lie algebra g maps each element g 1 ∈ g to the endomorphism ad g (g 1 ) which is defined as (ad g (g 1 ))(g 2 ) ∶= [g 1 , g 2 ] for each g 2 ∈ g. We summarize some facts about the adjoint representation of a simple Lie algebra. These results are essential for dealing with self-dual representations:
Lemma 35. Consider a compact real (or complex) Lie algebra g. (i) The adjoint representation of g restricted to a proper subalgebra is reducible. (ii) The adjoint representation of g is simple if g is simple. (iii) The adjoint representation of so(k) with k ≥ 3 is isomorphic to the alternating square of the standard representation; moreover Alt 2 φ (2) = φ (2) for so(3) ≅ su(2), Alt 2 φ (1,1) = φ (2,2) for so(4), Alt 2 φ (1,0) = φ (0,2) for so(5), Alt 2 φ (1,0,0) = φ (0,1,1) for so (6) , and Alt 2 φ (1,0,...,0) = φ (0,1,0,...,0) for k ≥ 7. (iv) The adjoint representation of sp(ℓ) with ℓ ≥ 1 is isomorphic to the symmetric square Sym 2 φ (1,0,...,0) = φ (2,0,...,0) of the standard representation φ (1,0,...,0) .
Proof. As the Lie commutator [⋅, ⋅] is closed for subalgebras, (i) follows. Assuming that g is simple we obtain (ii) as g has no proper ideals and the adjoint representation has to be simple. The fact that the alternating square of the standard representation is isomorphic to the adjoint representation for so(k) with k > 1 can be found on p. discussed. It can be directly checked that only the case (iv) of Table V remains. The Lie algebra g = e 6 from case (c) can also treated by explicit computations leading only to case (v) of Table V , which completes the proof.
The case-by-case analysis of Theorem 36 and Lemma 38 imply Theorem 1.
Symmetric Squares
In order to limit the case-by-case discussion, we reproduce a theorem of Dynkin (see Thm. 4.5 of Ref. 1) which completely treats the case of self-dual representations:
Theorem 39 (Dynkin). Let φ denote a self-dual and faithful representation of a compact semisimple Lie algebra g. The representation Sym 2 φ is not simple, if the pair (g, x φ ) is not equal to (sp(ℓ), (1, 0, . . . , 0)).
Proof. Due to Theorem 27, we can limit us to simple representations φ of compact simple Lie algebras. As φ is selfdual, we get either (i) φ(g) ⊆ so(dim(φ)) or (ii) φ(g) ⊆ sp(dim(φ) 2). We consider first the case (i): The Lie algebras so(dim(φ)) with dim(φ) ∈ {1, 2} do not have simple subalgebras. The Lie algebra so(3) ≅ su(2) ≅ sp(1) has no proper simple subalgebra, but leads to the case with g = sp(1) and x φ = (1). The symmetric square Sym 2 ψ (1,1) = ψ (2,2) ⊕ψ (0,0)
for the standard representation ψ (1,1) of so(4) ≅ su(2)⊕su(2) splits up into two components. So, (Sym 2 ψ (1,1) ) g is also not simple. The symmetric square Sym 2 ψ (1,0,...,0) = ψ (2,0,...,0) ⊕ ψ (0,...,0) for the standard representation ψ (1,0,...,0) of so(dim(φ)) with dim(φ) ≥ 5 decomposes (see Ex. 19.21 of Ref. 16) , and no further cases can appear for (i). We analyze the case (ii): The standard representation ψ ∶= ψ (1,0,...,0) of sp(ℓ) has the symmetric square Sym 2 ψ = ψ (2,0,...,0) which is simple and isomorphic to its adjoint representation and Sym 2 ψ decomposes when restricted to a proper subalgebra (see Lemma 35 of Appendix B). It follows that g = sp(ℓ) which completes the proof.
Consequently, we can limit us again to representations which are not self-dual. Due to Proposition 22 of Appendix A, we have either g = su(ℓ + 1) with ℓ > 1, g = so(4k + 2), or g = e 6 . As in Section C 1, we get:
Lemma 40. Let g denote a compact simple Lie algebra which is simply-laced, i.e. su(ℓ + 1), so(2ℓ), e 6 , e 7 , or e 8 . We consider the simple representations φ, τ , and ψ where τ and ψ are representations of g and φ is a representation of a subalgebra h ⊆ g. We assume that φ ⊆ τ ⊑ ψ, i.e. that τ is subordinate to ψ and that φ is a part of τ . The representation Sym 2 ψ is not simple if one of the following conditions holds: (i) x φ = (1, 1) and either h = su(3) or h = su(2) ⊕ su(2).
(ii) More than one component x ψ,j of the highest weight x ψ is non-zero. (iii) x φ = (2) and h = su(2). (iv) The highest weight x ψ has a component which is larger than one. (v) x φ = (0, 1, 0) and h = su(4). (vi) The highest weight x ψ has a non-zero component which is not at any end of the Dynkin diagram.
Proof. The non-irreducibility of Sym 2 φ for the cases in the statements (i), (iii), and (v) can be verified by direct computations. Then, all other statements follow via Propositions 32 and 34 of Appendix B.
Using Lemma 40 we can completely treat the case of simple representations which are not self-dual:
Lemma 41. Let φ denote a faithful representation of a compact semisimple Lie algebra g such that φ is not self-dual and that the symmetric square Sym 2 φ is simple. All possible cases (up to outer automorphisms of g) are given in Table VI . 
