We investigate the minimum rank over a class of n x n matrices of zeros and ones with constant row and column sum k. We derive general lower and upper bounds, and obtain the exact values for k = 3 and for other special values. 0 1986 Academic Press, Inc.
INTRODUCTION
Let m and n be positive integers, and let R = (rl ,..., r,) and S = (s, ,..., s,) be nonnegative integral vectors with rl + . . . + rrn = s, + . . . + s,. We denote by d(R, S) the set of all m x n matrices A = [aii] of O's and l's such that This class has been investigated quite extensively; see [ 1 ] for a recent review. In particular the minimum and maximum values of certain combinatorial parameters over the class have been studied. These include the term rank, l-width, permanent, and more recently the chromatic number PI.
In this paper we study rank as a parameter of the class &(R, S). We denote the rank of a matrix A by v(A). It has been proposed (see [l] ) to determine the minimum rank S(R, S) and maximum rank C(R, S) over a class &(R, S). This appears to be a very difficult problem. However, for regular classes the maximum rank has been determined [3] . Here a regular class is a class where the number of l's in each row and column is constant. Let k and n be integers with 0 6 k Q n. We denote by J& the class of all n x n matrices of O's and l's with k l's in each row and column. Let We study the minimum rank over a regular class and obtain an upper bound for v",,k. We show this upper bound is exact for k = 0, 1, 2, 3, n -3, n -2, n -1, n, for any k with k 1 n or (n -k)l n, and for other special values of k and n.
To conclude this introduction we point out an important difference between the minimum and maximum rank problems. Given that except in special cases, V,,k = n, a trivial upper bound, it suffices for the maximum rank problem to construct a nonsingular matrix in J+.
However, although [n/k1 is an easily obtained lower bound, we show it is attained only when k 1 n. This is why the minimum rank problem appears to be more difficult and why constructing a special matrix does not suffice.
AN UPPER BOUND
We denote by J,,,n the m x n matrix of all 1's. When m = n, we write J, instead of J,,". Let A be an m x n matrix. Then the matrix A' = J,+ -A is In particular, ZZZ;,~ = dn,, _ k. A consequence of the formula for Vn,k displayed in the introduction is that
We show that the corresponding relation holds for minimum rank. Let y = y,, be the row vector of n 1's.
The following lemma was pointed out to us by H. J. Ryser. Suppose A E &( R, S), where S = (k ,..., k). Then for 1 <k<m-1, v(A)=v(A') and V(R, S)=v"(R',S').
Proof Let A E d(R, S). We first observe that the sum of the rows of A is S and hence y is a linear combination of the rows of A. Similarly, the sum of the rows of A' is SC = (m-k,..., m-k) and y is also a linear combination of the rows of A'. By Lemma (2.1), v(A) = v(A') and the theorem follows.
(2.6) COROLLARY.
For 1 Q k < n -1, v",,k = fn,n-k while v"n,O = 0 and v",, = 1.
For the remainder of this section we consider a class && where 1 <k < n -1. We now recursively construct a particular matrix A whose rank will furnish an upper bound for J,.,.
Set n, = n and k, = k. We now apply steps I and II below, beginning with I and alternating between I and II.
I. Suppose ni and ki have been defined where ni 2 k > 0 and i is odd. Let n, = qiki + ri, where 0 < ri < k, and qi > 0. If ri = 0, we set A, = @,, Jk,, a direct sum of qi copies of Jk,, and stop. Otherwise, Ai = (@,, _ 1 Jk,) 0 Ai+ 1, where Ai+1 ~4,+,,~,+, is defined in II, and where ni+ 1 = ki+ ri and ki+l = ki. (When qi= 1, the direct sum @,,-1 Jk, is an empty matrix.)
II. Suppose n,, w re ,+2~~,+~,k,+~withn;+~=(n;+,-k;+,)+r;+, and k,+2=r,+1.
Note that for odd i, qi+ 1 > 2 and qif2 32 whenever they are defined. This is so because ni+l =ki+ri<2ki and hence ni+ 1 > 2(ni+, -ki+ ,). Also ni+2 =(ni+,-ki+l)+ri+,>2r,+,=2ki+,.
It follows that this construction terminates after a finite number of steps. Let t be the smallest positive integer such that r! = 0. We set the matrix A equal to A f. Then a E && and v(A) = V^,+, where
(2.7) EXAMPLE. We construct A^ in &'1,,4. We get n, = 11, k, =4, q1 = 2; n2=7, k,=4, q2=2; n,=4, k,= 1, q3=4. Hence $,,,,=6 and with 0rn.n = JF,,,, > ,j= (2.8) THEOREM. [n/k1 < ij,,k < G,,,.
Proof The upper bound follows since a E && and v(a) = \in,k. Let A E zz&k and suppose v(A) = t < rn/kl. Then tk < n. Hence every t x n submatrix of A has a column of all 0's. In particular there exists a t x n submatrix of A whose rows span all the rows of A. This implies A has a column of O's, which is a contradiction. Hence v(A) 2 rn/kl.
Two matrices are said to be permutation equivalent if one can be obtained from the other by independent row and column permutations. In the remainder of this paper we consider certain classes &n,k and show that for these classes, cn,k = 9,,,. Clearly ij,., = n = O,,, and vl,,, = 1 = v^,,,. More generally, we have the following.
(2.9) THEOREM. Suppose k 1 n. Then 5,,, = n/k = v^,,k. Moreover, for A E x&, v(A) = S,,k tf and only tf A is permutation equivalent to A.
Proof. When kin, rn/kl= n/k = \i,,k and hence by Theorem 2.8, CF2.k = n/k. Moreover, a = 0 n,k Jk.
Let A E z& and suppose v(A) = n/k. Then A has an n/k x n submatrix A' whose rows span all the rows of A. Since A' has exactly n l's, it follows as in the proof of Theorem (2.8) that each column of A' contains exactly one 1. Since every row of A contains k l's, it follows that each row of A equals some row of A'. Since there are k l's in each column, PAQ = A for some permutation matrices P and Q.
In Theorem 3.5 we show that S,,, = [n/k], the lower bound in Theorem 2.8, only when k) n.
(~.~~)COROLLARY. Suppose (n-k)ln.
Then v",,,=n/(n-k)=O,,. Moreover, for A E &n,k, to a. v(A) = v",,, if and only if A is permutation equivalent Proof: By Corollary 2.6 and Theorem 2.9, f,,, = v",,, _ k = n/(n -k). From the construction we get a = (O,,,_ k J, _ JL' E z& and $n,k = f,,, ~ k. The second assertion of the Corollary follows from Therems (2.5) and (2.9).
MINIMUM RANK OF SOME CLASSES
We begin by formulating some general principles (P,) to (Ps). The first of these has already been noted in the previous section.
Suppose A E && with n > k > 0, and suppose
where v(A) = v(A,). where B has s columns and C has exactly one 1 in each column.
(P3) Zf C has no zero rows, then k 1 n.
Proof: Suppose C has no zero rows. Consider a row xi of A I. Since xi has a 1 in a column of C whose remaining entries are 0, it follows that in each linear combination of the rows of A, which equals a row of A, the coefficient of xi is 0 or 1. By (PZ) each such linear combination has exactly one nonzero coefficient. Hence each row of A, equals some row of A,. It follows that n = kt, where t is the number of rows of A,.
(P4) Zf C has a row with k l's, then A is permutation equivalent to Jk@M fdr some MEJ@'~-~,~.
Proof: Let row r, of C contain k l's in columns ci,..., ck of A. Since A has k l's in each column, there are k -1 rows r2,..., rk of A which have a 1 in column ci. Since C has exactly one 1 in column cl, rows r2,..., rk are rows of AZ. Since every column of C contains exactly one 1, it follows that r, = ... =rk. Hence A has a submatrix equal to Jk and the property holds.
Finally we state the following property whose proof is immediate. (P5) In expressing a row of A, as a linear combination of the rows of (B, C), any row in which C has a nonzero entry has coefficient 0 or 1.
We now characterize equality in the lower bound for v",,, given in Theorem 2.8. Hence for each i = 1 ,..., Z, A', contains a zero column and thus Si contains a unit column. It follows that A, has an Z x Z permutation submatrix. We may assume that A has the form (3.2), where C is an Z x Z identity matrix. By (PX), k 1 n. The converse follows from Theorem (2.9). We now show G,,z = 9,,,.
Moreover, for A E 54,,2, v(A) = V,,2 if and onZy if there exist permutation matrices P and Q such that PAQ = a.
Proof: By Theorem (2.9), it suffices to consider n = 2p + 1. Then by Theorems 2.8 and 3. which we may assume to be a leading submatrix of B.
Case (a). Let i, j > 4 be the columns of A, containing a 1 in rows 4 and 5, respectively. Then A2 has a row with a 1 in column i and this row is a linear combination of the rows of A,. In this linear combination, the coefficient of row 4 must be 1 and since column 3 of A, is zero, the coeflicient of row 5 must be -1. But this implies column j of A2 has a negative entry, a contradiction. Case (b). As in Case (2) there is a row of AZ which is a linear combination of the rows of A, in which row 3 of A has coefficient 1. But then coefficients of rows 1, 2, and 4 are, respectively, -1, 1, and -1 implying that A2 has a negative entry, a contradiction.
We now conclude that A = E@ F, where E is a 3 x 3 matrix of type (c). The matrix F has order 2( p -1) and rank (p -1). By Theorem 2.9 there exist permutation matrices P and Q such that PFQ = @,-1 .Jz and the theorem follows.
For completeness we formally state the following. The next theorem implies in particular, that if n is large enough and A E J$~,~ has minimal rank, then A has a submatrix equal to Jk, and hence v"",, = 1 + V",-k,k. We use this fact to determine v",,, for every n. We may assume (3.2) holds where C has 2n -kp columns. If 2n -kp > (k -1) p, some row of C contains k l's, and hence by (P4), A has a submatrix equal to Jk. It follows that N(p, k) exists and N(p, k) < (W-1)P) P.
We proceed to show that v",,, = Gn,3, and begin with the following lemma. where unspecified entries are 0's. Suppose B contained a 0 in its last row, say in column j. Let column j of B contain a 1 in row i, and suppose row i of C has a 1 in column k. The corresponding column of A, contains two l's, say in rows r, and r2, Each of these rows is a linear combination of the rows of (B, C) in which the coefficient of row i is 1 and the coeffkients of all but the last row are nonnegative. It follows that column j of A, contains l's in rows ri and r2. Since each column of B contains at least two l's, column j of A contains at least four l's, a contradiction. Thus B has exactly three columns, that is, s = 3.
Let n = 3q+p (p = 1 or 2). Then O,,, = q + 3. Suppose v(A) < q+ 2. Hence (B, C) has at most q + 2 rows. The number of l's in C is n -3. Since C has exactly one zero row, if n -3 > 2(q + l), C has a row with three 1's. That is, if q > 5 -p, C has a row with three l's and by (P4), A has a submatrix equal to J3. We may now assume q < 5 -p. Since C has exactly one zero row, qb2. Case 1. p= 1, q<4. The possibilities for the nonzero row sums of C are:
We consider each of these separately. q = 4: It follows from (PZ) and (P,) that A has J3 as a submatrix. q=3: Witho u t 1 oss of generality we may assume (B, C) equals
The first -column of B contains a 0 in one of the first three rows, which we may take to be the first row. There are two rows of A, which have a 1 in the last column. It follows from (PZ) and (Ps) that in expressing these rows as a linear combination of the rows of (B, There is a row I of A, with t # i,j which has a 1 in the last column. This row is a linear combination of the rows of (B, C) with coefficients 1, 0, 0,O or l,O, 1, -1. The first possibility implies column 1 of A has more than three l's, while the second implies column 4 does.
This concludes the proof of the lemma. otherwise.
ProoJ When 3 (n, the result holds by Theorem (2.9). We consider two cases according to whether n z l(mod 3) or n = 2(mod 3). The proofs of the two cases are similar. By Theorem (2.8), F,,, d ij,,j. We assume that VII,3 < v^",, and arrive at a contradiction. Casen=3q+ 1 (q> 1). When q = 1, every matrix in &4,3 is permutation equivalent to .Z4 -Z4. Since J4 -Z, has rank 4, we have a contradiction. Let A e&n*3 with v(A) < 9,,, . When q 2 2, either we obtain a direct contradiction or we show that A has a submatrix equal to J3. Since v^,, = O,-3,3 + 1, this will provide a contradiction for all q > 2. It follows from Theorem (3.7) with p = q + 2, that when q > 8, A has a submatrix equal to Jj. We now consider the cases q = 2,..., 8.
As in the proof of Theorem (3.6) with k= 3 and p =q+ 2, we may assume (3.2) holds where C has 3q -4 = n -5 columns and q + 2 rows. By (P4) we may assume C has at most two l's in each row. Let xi be the number of rows of C with exactly i l's (i = 0, 1, 2). If x,, = 0, (P3) implies 3 ( II,. a contradiction. We may now suppose x0 > 1. Since C has q + 2 rows and exactly one 1 in each of its 3q-4 columns, we obtain x,+x, +x,=q+2
x, +2x,=3q-4.
(3.9)
We claim that for q > 5, x0 Q 1. For otherwise, (3.9) implies x, 6 4 -q < 0, a contradiction. By Lemma (3.7) we need only consider q = 2, 3,4 with x,22. q=4(x0>2).In this case x0=2, xI=O, x,=4. Consider a row r of A in which C has two 1's. It follows easily from (Pz) and (Ps) that A, has two rows equal to row r and hence A has a submatrix equal to J,.
q=3(x,>2).Inthiscasex,=2,x,=1,x2=2. Without loss of generality we assume But the other two rows with a 1 in column 1 must equal the last row of (B, C). Thus when t = 5, A has a submatrix equal to J, . When t = 4, we suppose A does not have a submatrix equal to J,. We can assume (B, C) is the matrix When x = 1 or y = 1, it follows that A has a submatrix equal to J,. Now suppose x = y = 0. By (Pi), z = 1. We now delete column 5 from B and If ri,..., r5 are the rows of (B', C'), then for i= 1,2, 3 there is a row s(i) of A2 which is a linear combination of I,,..., 5 r where the coefficient of ri is 1, and the only other nonzero coeffkients are the coefficients of r4 and r5, one of which is 1 and the other -1. Without loss of generality we may assume s(l)=r,+r4-r5 and s(2)=r,+r,-r,.
Then both rows 1 and 2 have a 1 in column 1, so row 3 must have a 0 in column 1 and therefore s(3) = r3 -r4 + r5. Hence r3 has a 1 in column 4, and this gives at least four l's in column 1, a contradiction.
When t = 3, rows 4 and 5 of (B, C) are equal and with no loss of generality have O's in columns 1 and 2. By (P, ) columns 1 and 2 of (B, C) each contains a 1. If one of rows 1 and 2 of (B, C), say row 1, contains a 1 in columns 1 or 2, A, has two rows equal to row 1 of (B, C). Otherwise, row 3 of (B, C) contains l's in both columns 1 and 2, and A, has two rows equal to row 3 of (B, C). Thus when t = 3, A contains a submatrix equal to J, and the case q = 3 is complete. q = 2 (x,2 2). In this case there are two possibilities: x,, = 2, x, = 2, x2=0 and x,=3, x1=0, x2= 1.
First suppose that x0 = 2, x1 = 2, x2 = 0. Since each column of A has 3 l's and A, has only three rows, some row r of A, has l's in both columns 6 and 7. Without loss of generality we may suppose that r= rl + r2 -r3 where rl, r2, and r3 are the first three rows of It follows that V contains at least three l's, and hence that U contains at most one 1. Without loss of generality we may now assume the first column of U is a zero column. By (P, ), a = 1. We now form a new partition of the columns of (B, C) by removing column 1 from B and appending it to C. Applying Lemma (3.8) with this new partition, we conclude that A has a submatrix equal to J3.
Finally, suppose that x0 = 3, x1 = 0, x2 = 1. Then the last two columns of A are identical. It is straightforward to verify that a matrix in &,,3 which does not have J, as a submatrix is permutation equivalent to one of the following five matrices: Since the rank of each of these matrices is at least 5, A contains J, as a submatrix. Thus when n = 3q + 1 (q > 1 ), every matrix A E ,G& has rank at least <,,j.
Casen=3q+2
(q> 1). The proof in this case follows the same general pattern as the proof in the case n = 3q + 1. When q = 1, a matrix in J@& is permutation equivalent to one of the following two matrices:
it;],
[z].
Since each of these has rank at least 4 we obtain a contradiction. By Theorem 3.6, we need only consider those q with 2 <q < 6. In this case we may assume (3.2) holds where C has n -4 columns, q + 2 rows, and at most two l's in each row. With x, as before we conclude in this case that when q 3 3, x0 Q 1. By Lemma (3.7) we need only consider q = 2 with x0 > 2, and hence x0 = 2, x, = 0, and x2 = 2.
With no loss of generality we assume If row 3 and 4 of B are equal, then it follows easily that A, has two rows equal to the first row of (B, C) and two rows equal to the second row of (B, C), which is impossible. If some column of B has exactly one 1, it being in rows 3 or 4, then Lemma (3.7) implies A has a submatrix equal to J,. Moreover, since B has no zero column, we may now assume that 0 0 This contradiction completes the proof of the theorem. There are other classes SG$~,~ for which similar techniques can be used to show ";" k = C+ every even k.
We conclude this section by demonstrating such classes for 
