In this paper we study a family of binary Legendre sequences and its family complexity. Family complexity is a pseudorandomness measure introduced by Ahlswede et. al. in 2003. A lower bound on the family complexity of a family based on the Legendre symbol of polynomials over a finite field was given by Gyarmati in 2015. In this article we improve the bound given by Gyarmati on family complexity of binary Legendre sequences. The bound depends on the Lambert W function and the number of elements in a finite field belonging to its proper subfield. Moreover, we present a fast method for calculating the bound.
Introduction
Finite pseudorandom binary sequences are used in many areas such as telecommunication, simulation, spectroscopy and in several areas of cryptography, see [14, 16, 20] . Especially they are used as the key in stream ciphers. Hence, it is important whether a given binary sequence is pseudorandom or not. In other words, these sequences have to be unpredictable and must have strong randomness measures. In 1997 Mauduit and Sárközy introduced measures (normality, well-distribution and correlation measure) of pseudorandomness [17] . And they tested the Legendre sequence for pseudorandomness. Then many other measures and new pseudorandom sequences are introduced, see [19, Chapter 5] and [22] for details.
In case of a family of sequences in used in an application, for instance as a key space of a cryptosystem, then its randomness in terms of many directions is concerned. For instance, a family of sequences must have large family size, large family complexity and low crosscorrelation. In 2003, Ahlswede, Khachatrian, Mauduit and Sárközy [1] estimated family complexity of a large family of Legendre sequences introduced by Goubin, Mauduit and Sárközy [7] , which was improved by Gyarmati [9] in 2009. In 2006 Ahlswede, Khachatrian, Mauduit and Sárközy studied families of pseudorandom sequences on k symbols and their family complexity [2, 3] . In 2013 Mauduit and Sárközy studied family complexity measure of sequences of k symbols and they also gave the connection between family complexity and VC-dimension [18] . In 2016 Yayla and Winterhof gave a relation between family complexity and cross correlation measure [23] . Moreover the complexity measure for different families has been studied in some papers [4, 6, 11, 21] . Recently Gyarmati [10] presented a bound for family complexity of binary Legendre sequences in 2015. In this paper we improve the bound given in [10] .
We begin with the definition of well known Legendre sequence [7, 17] . Construction 1. Let K ≥ 1 be an integer and p be a prime number. If f ∈ F p [x] is a polynomial with degree 1 ≤ k ≤ K and has no multiple zeros in F p , then define the binary sequence E p (f ) = E p = (e 1 , . . . , e p ) by
for p|f (n)
Let F(K, p) denote the set of all sequences obtained in this way.
Hoffstein and Lieman [13] presented the use of the polynomials f given in Construction (1) but they did not give a proof for its pseudorandom properties. Goubin, Mauduit and Sárközy [7] proved that the sequences obtained in this way have strong pseudorandom properties.
We now give the definition of the f -complexity of a family F, which was first defined by Ahlswede et. al. [1] in 2003. Definition 1. The family complexity (or briefly f -complexity) C(F) of a family F of binary sequences E N ∈ {−1, +1} N of length N is the greatest integer j ≥ 0 such that for any 1 ≤ i 1 < i 2 < · · · < i j ≤ N and any 1 , 2 , . . . , j ∈ {−1, +1} there is a sequence E N = {e 1 , e 2 , . . . , e N } ∈ F with e i 1 = 1 , e i 2 = 2 , . . . , e i j = j .
The f -complexity of a family F is denoted by Γ(F ).
We note that the trivial upper bound on family complexity Γ(F) in terms of family size |F| is
We set the family of Legendre sequences generated by irreducible polynomials of degree k over a prime field F p by F irred (k, p):
This family has been studied for different measures (crosscorrelation etc.) in several paper [7, 8, 12] .
Gyarmati [10] recently proved a lower bound on the f -complexity of the family F irred (k, p), which says that the f -complexity is at least of order p 1/4 20 log 2 .
Theorem A. 
In this paper we improve the lower bound given in Theorem A and prove the following theorem. Let G p,k denote the set of elements of a finite field F p k belonging to its some proper subfield, and W denote the Lambert function (see Definition 4) . Theorem 1. Let p be an odd prime and k be a positive integer. Let A and B be defined as
Since F(K, p) ⊃ F irred (K, p) thus we can give the following corollary. Corollary 1. Let p be an odd prime and K be a positive integer. Let A and B be defined as in above theorem. Then
The paper is organized as follows. In Section 2, we present some preliminary results and a fast method for calculating |G p,k |. Then we present some auxiliary lemmas and the proof of Theorem 1 in Section 3. Finally we compare Theorem 1 and Theorem A in Section 4.
Preliminaries
Let F q n denote the finite field having q n elements and define G q,n as follows.
One can calculate the number of elements in G q,n for arbitrary q, n by counting. But this method would be very slow. Thus, we need a formula for |G q,n |, which we give in the following lemma. Note that the formula of |G q,n | depends on all subsets of factors of n. We present a fast Python code for calculating |G q,n | in Algorithm 1, and give an example below. Example 1. Consider F q n for n = 105. Then we have p i = 3, 5, 7 and by Lemma 1
Similarly, consider F n q for n = 90. We have p i = 2, 3, 5 and |G q,n | = q 45 + q 30 + q 18 − q 15 − q 9 − q 6 + q 3 . Now we give the definition of a norm an element in a finite field.
Next the definition of trace and norm of a polynomial over a finite field is given below.
And let define where γ is the quadratic character of F p k . Then, for any complex number z.
Equivalently, Lambert W Function is known as the inverse function of f (z) = ze z . Thus the equation y = ze z is by definition solved by z = W (y). And, the equation y = z log z is solved by z = y W (y) . The Lambert W Function has many applications in pure and applied mathematics, see [5] for details about applications of Lambert W Function. The new bound we obtain for f -complexity given in this paper is related to this function.
Main Method
In this section we will prove Theorem 1, before that we will give two auxiliary lemmas. In the first lemma, the solution of a logarithmic equation is obtained by Lambert W function. In the second lemma, we give an upper bound on j such that |G p,k | < N ( 1 , . . . , j ).
Then we get
Thus by Definition 4 we have
Lemma 4. Let p be an odd prime and k be a positive integer. Let |G p,k | be defined as in Lemma 1. Let A and B be defined as
Let j be an integer such that j < log 2 A W (2 B A) . Let 1 , . . . , j ∈ {−1, +1} and N ( 1 , . . . , j ) be defined as in Lemma 2. Then |G p,k | < N ( 1 , . . . , j ).
Proof. Assume that |G p,k | ≥ N ( 1 , . . . , j ). Then by Lemma 2
Divide both sides by p k/2
Multiply both sides by 2(2 j ), and so get the following equation arrays
Divide both sides by (1 + p −k/2 ),
By definition of A and B, we have B2 j + 2 j j ≥ A.
Hence, by Lemma 3 we obtain that
which is a contradiction.
Proof of Theorem 1. We need to show the existence of g ∈ F p [x] irreducible polynomial of degree k such that g(i s ) p = s for s = 1, . . . , j for any tuple ( 1 , 2 , . . . , j ) ∈ {−1, +1} j and for any integer j < log 2 A W (2 B A) . By Lemma 4 we know that |G p,k | < N ( 1 , . . . , j ).
From definition of N ( 1 , . . . , j ) we get that there exists α ∈ F p k \G p,k such that γ(α + i s ) = s for s = 1, . . . , j.
Let f (x) = x + α ∈ F p k [x] and we define g(x) := N F q n /Fq (f (x)) ∈ F p [x]. We note that g is an irreducible polynomial by using [10, Lemma 2.4] . We know that if p is a prime number, . p is the Legendre symbol and γ is the quadratic character of F p n then for α ∈ F * p n we have
We know that if f ∈ F q n [x] then for α ∈ F q we have
Finally, using these and (1) we get
as desired. 
Comparison
Finally, we compare the bound given in Theorem 1 on family complexity of Construction 1 and the bound given in [10] . It is seen in Figures 1 and 2 that the lower bound given in Theorem 1.1 is better than Gyarmati's bound [10] . Here the red lines show the bound in [10] (see also Theorem A in this paper) and the blue lines show the bound given Theorem 1 in this paper.
In Figure 1 , both bounds on family complexity of Construction 1 is plotted with respect to primes p < 8000 for fixed k = 1 and k = 10 respectively. For k = 1, it is seen that Gyarmati's bound is negative, on the other hand, the bound in Theorem 1 is always positive. We note that Gyarmati's bound turns into positive for p ≥ 2128240847. For k = 10, it is seen that both lower bounds are positive and the lower bound given in Theorem 1 is better than Gyarmati's bound for all p < 8000.
Next, in Figure 2 the lower bound on family complexity of Construction 1 is plotted in range k ∈ [1, 50] for fixed p = 10000019 and p = 2128240847 respectively. Here, p = 10000019 is the first prime greater than 10 7 and p = 2128240847 is the first prime Gyarmati's bound turns into positive for k = 1. In both cases, lower bounds are near to each other, but the lower bound in Theorem 1 is better.
