The statistical description of the face varies drastically with changes in pose. These variations make Face Recognition (FR) even more challenging. In this paper, four novel techniques are proposed, viz., Discrete Orthonormal Stockwell Transform (DOST), Entropy based image resizing, Denoising and Enhanced Training and Testing methodology, to improve the performance of an FR system. DOST is used for efficient Feature Extraction and Entropy based image resizing calculates the Optimum Resizing Factor (ORF) to be used. Denoising is done through a combination of Deghosting, Intensity Mapped Unsharp Masking and Anisotropic Diffusion. Pose neutralization is achieved through the enhanced Training and Testing methodology. Thus, a complete FR system for enhanced recognition performance is presented. Experimental results on four benchmark face databases, namely, CAS-PEAL R1, Color FERET, FEI and HP, illustrate the promising performance of the proposed techniques for face recognition.
Introduction
Face Recognition (FR) is a field of study that always caught the interest of the researchers. While there are many techniques that have come up to do the same 1 , optimization and generalization still pose a major problem. Any FR system includes pre-processing, feature extraction, feature selection and testing.
Pre-processing techniques can be either generic or specific. Fundamental pre-processing techniques are explicitly provided in 2 . Feature Extractor selects unique features of the face that are independent of pose, illumination, scale and other such factors. The features selected by the classifier during testing determine the efficiency of the FR system. Feature selection involves selecting an optimal subset of features from the given feature set 3, 4, 5 . Populationbased optimization algorithms such as Genetic Algorithm, Ant Colony Optimization provide better solutions 6, 7, 8 .
Particle Swarm Optimization (PSO) based feature selection 9 is used to select the optimal feature subset. This technique gave excellent results with the ORL database. This paper proposes the use of Discrete Orthonormal Stockwell Transform (DOST) as a feature extractor. The applications of efficient Stockwell Transform to image processing have been explored in 10 . DOST also has good image compression ability and potentially gives better approximation of the image than Discrete Wavelet Transform (DWT) and Fourier Transform (FFT) 10 , with higher PSNR over base line compression. DOST is also used in Image Texture Characterization 11 .
Problem Definition and Contributions
Lack of illumination, varied poses and expressions may lead to the failure of an FR system. Also, selection of a suitable feature extractor is difficult because a feature extractor must extract unique features of the face image independent of pose, illumination, expression and other factors.
i. DOST as feature extractor: Extrapolating the results of image compression verified in 10 , DOST is used as a feature extractor. It proves to be better than Discrete Cosine Transform (DCT), FFT and DWT. DOST is also found to be independent of factors like varying pose, lighting, facial details and expressions. ii.
Entropy based image resizing: The Optimum Resizing Factor (ORF) is found out using DOST and entropy as metric. The anomalous behavior of DOST is exhausted here to find ORF and the method remains the same for all databases. The resizing factor with highest entropy is ORF. iii.
Denoising: A technique called 'deghost' is used for CAS-PEAL R1 database. This technique removes the ghost pixel values. Other pre-processing such as Intensity Mapped Unsharp Masking 12 and Anisotropic Diffusion are used in a unique combination. These techniques remove noise and improve the recognition rate (RR). iv.
Enhanced Training and Testing methodology: This scheme exhausts the various test possibilities to enhance the pose invariance of the FR system against various galleries formed in the training stage.
Prior Art
A general FR system with PSO-based feature selection is described in 9 .
Feature extraction
Feature extractors can be broadly classified into two categories -geometrical and statistical feature extractors 13, 14, 15, 16, 17 . The goal of feature extraction is to obtain a representative feature matrix or a computational model using a linear or a non-linear transform 9 .
The performance of DCT, DWT 9 and PCA using Eigen faces 14, 31 , as feature extractors, has been exploited by many researchers. The DCT uses inter-pixel redundancies to render decorrelation for images while the wavelet based methods prune away noise and focus on the frequency components that contain relevant information 9 .
BPSO-based feature selection
Particle Swarm Optimization (PSO) is a computational algorithm inspired by the social behavior of bird flocking or fish schooling 18 . The binary version of PSO (BPSO) algorithm searches for the optimal feature subset through the extracted features. Each particle itself is a possible solution. Evolution takes place by a fitness function defined in terms of scatter index.
Let X t i be the present position of the i th particle varying from 1 to N (Number of particles), ω represent the inertia, c1 and c2 the cognitive parameters and V t i be the present velocity of the particle at an instant of time t, rand() is a uniform random number in the range 0-1. The position and velocity constraints are updated as shown by Eq. 1 and Eq. 2 respectively.
Where pbest is particle best and gbest is global best. The BPSO uses the probability function given in Eq. 3 for position update.
The updated position, X t+1 , is either 1 or 0. where Mi is the class mean and Mo is the grand mean.
Classifier
Mean Square Error is used for similarity measurement in some recognition systems 19, 20 . Euclidean distances 21 between the reference feature subsets and the test feature subsets is used for similarity measurement. For an Ndimensional space, the Euclidean distance between two points pi and qi is given by Eq. 5.
Stockwell Transform and DOST
Stockwell Transform gives a full spatial-frequency decomposition of a signal 10 . Consider a one dimensional signal h(t). The stockwell transform of h(t) is defined as the fourier transform of the product between h(t) and a gaussian window function. Using the frequency domain definition of the stockwell transform, the Discrete Stockwell transform can be written as in Eq. 6.
For a signal of length N, there can be N 2 stockwell coefficients each taking O(N) time to compute. Therefore, all N 2 coefficients take O(N 3 ) time to compute. This necessitates a pared-down version of stockwell transform, which is the DOST. The DOST basis vectors can be summed analytically by Eq. 7.
where, , is the center of the temporal window and v indicates the center of each frequency band voice of bandwidth β.
To make these basis vectors orthonormal, the parameters β, v and τ must be selected appropriately. Mathematically, these basis vectors can be proved to be orthonormal.
Proposed Techniques

Feature Extractor -DOST
DOST can represent a data of length N with N coefficients. The coefficients decay very quickly making DOST a powerful tool for image compression. The DOST of an image is as shown in Fig. 1 . DOST extracts local orientation information. It can be considered as windowed fourier transform. The features extracted by DOST is as shown in Fig. 3 .
Any feature extractor must give a representative model of the image by using either a linear or a non-linear transform 9 . This can be verified by the PSNR obtained after extraction or compression. The feature extractor with a higher PSNR represents the image better than the one with a lower PSNR. Experiments were conducted to compare PSNR of DOST and DCT as shown in Fig. 2 . The CAS-PEAL R1 image was compressed using 90%, 75%, 50% and 25% of the coefficients column wise and the PSNR was calculated after reconstruction by DOST and DCT respectively.
As seen from Fig. 2 , DOST exhibits an anomalous behavior. The PSNR after compression using 75% coefficients is the highest. The PSNR falls on either side of the graph. The PSNR of DCT compressed image is higher than DOST compressed image for compression using 90% coefficients but the latter remains higher than DCT compressed image for other compression ratios. Therefore, DOST represents the image better than DCT at higher compression ratios using less number of coefficients.
Another advantage of DOST over DCT is that it helps find ORF which will be explained in detail in the later sections. The anomalous behavior of DOST, that leads to this result, is that the entropy of transform coefficient increases upto a certain resizing factor and then starts decreasing. The impact of resizing on entropy coefficients can be seen in Fig. 4 . A few databases having constraints like varying pose, lighting, expressions and illumination were considered and tested against feature extractors like FFT, DCT, DWT and DOST. The experiments were conducted with 40% of total images as training images per subject and on a basic FR system. Comparison of RR is as seen in Table 1 . DOST gives best results compared to other feature extractors. Therefore, DOST is more efficient than other feature extractors.
From the above discussion, the proposed feature extractor, DOST, is an efficient feature extractor.
Enhanced Training and Testing methodology
Training Scheme
Among the features extracted by DOST, the BPSO selects the best feature subset of each of the training images and stores it in a gallery which may be referred to as Face Gallery-1. The proposed training scheme involves the formation of two other face galleries of the randomly generated training images.
i.
Gallery of the flipped images: Flipping is performed on non-frontal images. The image is flipped along its vertical median giving us the opposite horizontal profile. The features of these images are extracted, selected by BPSO and is stored in Face Gallery-2. Fig. 5 shows the comparison between approximated and actual image. ii.
Gallery of the approximated frontal images: RR is low when the testing images are mostly frontal images and the training images are right or left profile images. Therefore, an approximation of the frontal image is obtained by flipping the right or left profile image and fusing it with the original image. The features of these approximated images are extracted, selected by BPSO and stored in Face Gallery-3. Fig. 6 shows an approximated frontal image of an image from the CAS-PEAL R1 database.
Testing Scheme
Testing is done to gauge the efficiency of the trained system. The features after extraction and selection are compared with those contained in Face Gallery-1 using a Euclidean Classifier. If the features match, the image is identified and recognition succeeds. If recognition fails, test image can still be tested for a few conditions 22 .
The proposed testing scheme involves testing the image against three face galleries. The image is first tested against Face Gallery-1. If the image is not identified, then it is tested for the second case. In the second case, the image is flipped and the corresponding features of the image are extracted and selected. These are compared with the feature subsets in Face Gallery-2. If the image remains unidentified, then an approximate frontal image is obtained as shown in Fig. 6 . The features of this image are extracted, selected and compared with those contained in Face Gallery-3. If the image still remains unidentified, the testing ends. This scheme helps improve the RR for databases which contain varying pose images. Thus, the proposed Training and Testing methodology can be summarized as in Fig. 7 .
Pre-processing Techniques
i.
Entropy based image resizing: The images are resized to half their sizes successively and the DOST of the images are taken. The entropies of these images are calculated. The resizing factor which gives the highest entropy is considered the Optimum Resizing Factor (ORF). This process follows the flow in the FR system and therefore is an efficient method to calculate ORF. Fig. 9 shows the steps involved in finding ORF. ORF found out for different databases are listed in Table 2 . CAS-PEAL R1 database was tested against the FR system described in 9 with DOST as feature extractor for various resizing factors. The results are as shown in Fig. 8 . The FR system gives highest RR for 45×60 which is in agreement with the ORF found.
ii. Denoising: It is done through a combination of Deghosting, Intensity Mapped Unsharp Masking and Anisotropic Diffusion. Deghosting, used only for the images of CAS-PEAL R1 database, removes ghost pixel values and is mainly implemented on images with low contrast, having variable background intensities and noise. Noise is removed by applying a mean filter to the original image. The window size of the mean filter influences the RR as shown in Fig. 10 . The window size which gives the best RR is selected. The average gradient magnitude of the image using sobel's edge operator is obtained. A threshold value is considered and compared with the obtained average gradient of the edge pixels. If the value obtained is less than the threshold value, it is discarded. A combination of the pre-processing techniques is found based on RR. Fig. 11 shows RR for various pre-processing techniques on CAS-PEAL R1 database resized by its ORF and with 40% of total images. Intensity Mapped Unsharp Masking (IMUM) 12 was used to enhance the outline of the face and reduce the background intensities. Anisotropic Diffusion (AD) reduces image noise without altering the edges or other subtle details of the image.
Customization of Databases
The following databases were customized and experiments were conducted on the customized databases. A few images from these databases are shown in Fig. 14. i. CAS-PEAL R1 Database: This database 23 , a subset of CAS-PEAL database, contains 30,900 images of 1,040 subjects. Each subject contains 21 images with different pose. Out of these, 20 subjects were selected 
Experimental Results
The FR system in 9 was put to test with various feature extractors and the proposed feature extractor, DOST. DOST gives best RR for all databases as shown in Fig. 15 .
The proposed techniques were tested for CAS-PEAL R1, Color FERET, HP and FEI customized databases taking 10%, 40%, 60% and 90% of total images as training images per subject. Table 4 gives training to testing image ratio. The proposed FR system was trained with less than 50%, i.e., 40% of total images as shown in Table 3 . A comparison of the proposed technique with other FR systems is as shown in Table 5 . The performance was similar to PCA 31 on ORL Database giving ~100% RR. 
Conclusions
Novel techniques for an improved FR system are proposed using a unique combination of Discrete Orthonormal Stockwell Transform (DOST), Entropy based image resizing and an Enhanced Training and Testing methodology. These have played a key role in efficient feature extraction and together with binary particle swarm optimization based feature selection, results in high recognition rates being obtained. These techniques were tested on four face datasets, namely CAS-PEAL R1, Color FERET, FEI and HP. The experimental results indicate that the proposed method was successful in handling pose variations with an average recognition rate of 97.75% for FEI database with training to testing ratio of 4:6.
Reduction in number of features used for analysis also decreases training and testing times, thereby improving the speed of the FR system being used. On a PC with Intel Core i5 1.5 GHz CPU and 3 GB RAM, the proposed technique cause an average testing time of 6.64 ms for Color FERET database with training to testing ratio of 8:12 using MATLAB. The experimentation is not without some constraints. The testing images were selected from the same database as the training set. Apart from the deghosting method used in this paper, by applying different image pre-processing techniques like background removal, geometric normalization etc., the results are expected to improve further. 
