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Abstract
Recently, there has been a surge of interest in designing variants of the classical Newton-CG
in which the Hessian of a (strongly) convex function is replaced by suitable approximations. This is
mainly motivated by large-scale finite-sum minimization problems that arise in many machine learning
applications. Going beyond convexity, inexact Hessian information has also been recently considered
in the context of algorithms such as trust-region or (adaptive) cubic regularization for general non-
convex problems. Here, we do that for Newton-MR, which extends the application range of the
classical Newton-CG beyond convexity to invex problems. Unlike the convergence analysis of Newton-
CG, which relies on spectrum preserving Hessian approximations in the sense of Lo¨wner partial order,
our work here draws from matrix perturbation theory to estimate the distance between the subspaces
underlying the exact and approximate Hessian matrices. Numerical experiments demonstrate a great
degree of resilience to such Hessian approximations, amounting to a highly efficient algorithm in
large-scale problems.
1 Introduction
Consider the unconstrained optimization problem:
min
x∈Rd
f(x), (1)
where f : Rd → R. Due to simplicity and solid theoretical foundations, there is an abundance of
algorithms designed specifically for the case where f is convex [6,9,47]. Strong-convexity, as a special
case, allows for the design of algorithms with a great many theoretical and algorithmic properties.
In such settings, the classical Newton’s method and its Newton-CG variant hold a special place. In
particular, for strongly-convex functions with sufficient degree of smoothness, they have been shown to
enjoy various desirable properties including insensitivity to problem ill-conditioning [55,69], problem-
independent local convergence rates [55], and robustness to hyper-parameter tuning [4, 40].
Arguably, the only drawback of Newton’s method in large-scale problems is the computational
cost of applying the Hessian matrix. For example, consider the canonical problem of finite-sum
minimization where
f(x) =
1
n
n∑
i=1
fi(x), (2)
and each fi corresponds to an observation (or a measurement), which models the loss (or misfit)
given a particular choice of the underlying parameter x. Problems of the form (2) arise very often
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in machine learning, e.g., [60], as well as scientific computing, e.g., [56]. Here, the Hessian matrix
can be written as H(x) =
∑n
i=1∇2fi(x)/n. In big-data regime where n  1, operations with the
Hessian of f , e.g., matrix-vector products, typically constitute the main bottleneck of computations.
In this light, several recent efforts have focused on the design and analysis of variants of Newton’s
method in which the exact Hessian matrix, H(x) , ∇2f(x) is replaced with its suitable approximation
H˜(x) ≈ ∇2f(x). One such approximation strategy is randomized sub-sampling in which by considering
a sample of size |S|  n, we can form the sub-sampled Hessian as H˜(x) = ∑j∈S ∇2fj(x)/|S|. Under
certain conditions, sub-sampling Hessian has been shown to be very effective in reducing the overall
computational costs, e.g., [8, 10, 11, 29, 55]. In certain special cases, the structure of f could also be
used for more sophisticated randomized matrix approximation strategies such as sketching and those
based on statistical leverage scores, e.g., [53, 69].
However, in the absence of either sufficient smoothness or strong-convexity, the classical Newton’s
method and its Newton-CG can simply break down, e.g., their underlying sub-problems may fail to
have a solution. Hence, many Newton-type variants have been proposed which aim at extending New-
ton’s method beyond strongly-convex problems, e.g., Levenberg-Marquardt [42, 43], trust-region [23],
cubic regularization [17, 18, 48], and various other methods, which make clever use of negative curva-
ture when it arises [15, 16, 57, 58]. Variants of these methods using inexact function approximations,
including approximate Hessian, have also been studied, e.g., [2,7,19,20,34,41,61,67,68,70]. However,
many of these methods rely on strict smoothness assumptions such as Lipschitz continuity of gradi-
ent and Hessian. In addition, in sharp contrast to Newton’s method whose sub-problems are simple
linear systems, a vast majority of these methods involve sub-problems that are themselves non-trivial
to solve, e.g., the sub-problems of trust-region and cubic regularization methods are non-linear and
non-convex.
To extend the application range of the classical Newton’s method beyond strongly-convex settings,
while maintaining the simplicity of its sub-problems, Newton-MR [54] has recently been proposed.
Iterations of Newton-MR, at a high level, can be written as xk+1 = xk − αk[Hk]†gk, where αk is
some suitably chosen step-size and [Hk]
† is the Moore-Penrose generalized inverse of Hk. On the
surface, Newton-MR bares a striking resemblance to the classical Newton’s method and shares several
of its desirable properties, e.g., Newton-MR involves simple sub-problems in the form of ordinary
least squares. However, not only does Newton-MR requires more relaxed smoothness assumptions
compared with most non-convex Newton-type methods, but also it can be readily applied to a class
of non-convex problems known as invex [3,46] , which subsumes convexity as a sub-class. Recall that
the class of invex functions, first studied in [37], extends the sufficiency of the first order optimality
condition to a broader class of problems than simple convex programming. In other words, the
necessary and sufficient condition for any minimizer of invex problem (1) is ∇f(x∗) = 0. However,
this is alternatively equivalent to having ‖∇f(x∗)‖ = 0, which in turn give rise to the following
auxiliary non-convex optimization problem
min
x∈Rd
1
2
‖∇f(x)‖2 . (3)
Since the global minimizers of (3) are the stationary points of (1), when f is invex, the global minimiz-
ers of (1) and (3) coincide. Newton-MR is built upon considering (3), which in turn makes it suitable
for (1) with invex objectives. For more general non-convex functions, instead of minimizing f , the
iterations of Newton-MR converge towards the zeros of its gradient field, which are used in many ap-
plications, e.g., exploring the loss landscape in chemical physics [1,66] and deep neural networks [31].
Motivated by the potential and advantages of Newton-MR, in this paper we provide its convergence
analysis under inexact Hessian information. In this light, we show that appropriately approximating
the Hessian matrix allows for efficient application of Newton-MR to large-scale problems. Before delv-
ing any deeper, we note that, while the main motivating class of problems for our work here is that of
finite-sum minimization (2), we develop our theory more generally for (1). This is so since for more
general objectives, it is also often possible to approximate the Hessian using quasi-Newton methods,
e.g., symmetric rank one update [12,17,24], or finite-difference approximations [26,49].
The rest of this paper is organized as follows. We end this section by introducing the notation
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and the assumptions on f used in this paper. In Section 2, we study inexact Hessian information in
light of matrix perturbation theory and establish conditions under which such perturbations satisfy
a notion of stability. In Section 3, we leverage this stability analysis and provide convergence results
for Newton-MR with Hessian approximations. Numerical experiments are presented in Section 4.
Conclusions are gathered in Section 5.
1.1 Notation
Throughout the paper, vectors and matrices are denoted by bold lower-case and bold upper-case
letters, respectively, e.g., v and V. We use regular lower-case and upper-case letters to denote scalar
constants, e.g., d or L. For a real vector, v, its transpose is denoted by vᵀ. For two vectors v,w, their
inner-product is denoted as 〈v,w〉 = vᵀw. For a vector v and a matrix V, ‖v‖ and ‖V‖ denote vector
`2 norm and matrix spectral norm, respectively. Iteration counter for the main algorithm appears as
subscript, e.g., pk. Iteration counter for sub-problem solver to obtain pk appears as superscript, e.g.,
p
(t)
k . The vector of all zero components is denoted by 0. For two symmetric matrices A and B,
the Lo¨wner partial order A  B indicates that A − B is symmetric positive semi-definite. For any
x, z ∈ R2, y ∈ [x, z] denotes y = x + τ(z − x) for some 0 ≤ τ ≤ 1. A† denotes the Moore-Penrose
generalized inverse of matrix A. The element of a matrix A located at the ith row and the jth
column is denoted by [A]ij . σi(A) denotes i
th largest singular values of a matrix A. The eigenvalues
of a symmetric matrix A ∈ Rd×d are ordered as λ1(A) ≥ λ2(A) ≥ . . . λd(A). For simplicity, we
use g(x) , ∇f (x) ∈ Rd and H(x) , ∇2f (x) ∈ Rd×d for the gradient and the Hessian of f at x,
respectively, and at times we drop the dependence on x by simply using g and H, e.g., gk = g(xk)
and Hk = H(xk). Finally, “Arg min” implies that the minimum may be attained at more than one
point.
1.2 Assumptions on the Objective Function
Here, we introduce the assumptions on f in (1) that underlie our work. We note that these assumptions
are essentially the same as those in [54].
Assumption 1 (Differentiability). The function f is twice-differentiable.
In particular, all the first partial derivatives are themselves differentiable, but the second partial
derivatives are allowed to be discontinuous. Recall that requiring the first partials be differentiable
implies the equality of crossed-partials, which amounts to the symmetric Hessian matrix [38, pp.
732-733].
Instead of the typical smoothness assumptions in the form of Lipschitz continuity of gradient and
Hessian, i.e., for some 0 ≤ Lg <∞ and 0 ≤ LH <∞
‖g(x)− g(y)‖ ≤ Lg ‖x− y‖ , (4a)
‖H(x)−H(y)‖ ≤ LH ‖x− y‖ , (4b)
a more relaxed notion, called moral-smoothness, was introduced in [54].
Assumption 2 (Moral-smoothness). For any x0 ∈ Rd, there is a constant 0 < L(x0) <∞, such
that
‖H(y)g(y)−H(x)g(x)‖ ≤ L(x0) ‖y − x‖ , ∀(x,y) ∈ X0 × Rd, (5)
where X0 ,
{
x ∈ Rd | ‖g(x)‖ ≤ ‖g(x0)‖
}
.
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Assumption 2 is similar to Lipschitz continuity assumption for the gradient of the auxiliary objective
(3), albeit restricted to X0×Rd and with the constant L(x0) that depends on the choice of x0. By (5),
it is only the action of Hessian on the gradient that is required to be Lipschitz continuous, and each
gradient and/or Hessian individually can be highly irregular, e.g., gradient can be very non-smooth
and Hessian can even be discontinuous. In [54], it has been shown that Assumption 2 is significantly
more relaxed than (4), i.e., Assumption 2 is implied by (4) and the converse is not true.
Assumption 3 (Pseudo-inverse Regularity). There exists a constant γ > 0, such that
‖H(x)p‖ ≥ γ ‖p‖ , ∀p ∈ Range (H(x)) . (6)
Intuitively, γ is a uniform lower-bound on the smallest, in magnitude, among the non-zero eigenvalues
of H(x), for any x. Assumption 3 also implies that γ is required to be uniformly bounded away from
zero for all x; see [54, Example 3] for examples of functions satisfying Assumption 3. Furthermore,
in [54], (6) has been shown to be equivalent to
‖H†(x)‖ ≤ 1
γ
. (7)
Assumption 4 (Gradient-Hessian Null-space Property). For any x ∈ Rd, let U and U⊥ denote
arbitrary orthogonal bases for Range(H(x)) and its orthogonal complement, respectively. A func-
tion is said to satisfy the Gradient-Hessian Null-Space property, if there exists 0 < ν ≤ 1, such
that ∥∥Uᵀ⊥g(x)∥∥2 ≤ (1− νν
)
‖Uᵀg(x)‖2 , ∀x ∈ Rd. (8)
Assumption 4 ensures that the angle between the gradient and the range-space of the Hessian
matrix is uniformly bounded away from zero. In other words, as iterations progress, the gradient
will not become arbitrarily orthogonal to the range space of Hessian. Explicit examples of functions
that satisfy this assumption, including the special case when ν = 1, i.e., the gradient lies fully in the
range of the full Hessian, are given in [54]. The following lemma, also from [54, Lemma 4], is a direct
consequence of Assumption 4.
Lemma 1 ([54, Lemma 4]). Under Assumption 4, we have
‖Uᵀg‖2 ≥ ν ‖g‖2 , (9a)∥∥Uᵀ⊥g∥∥2 ≤ (1− ν) ‖g‖2 . (9b)
2 Inexact Hessian and Matrix Perturbation Theory
Typically, at the heart of convergence analysis of various Newton-type methods with inexact Hessian
information lies matrix perturbations of the form
H˜ = H + E, (10a)
for some symmetric matrix E. The goal is then to obtain a bound
‖E‖ ≤ ε, (10b)
such that the algorithm with inexact Hessian has desirable per-iteration costs and yet maintains the
iteration complexity of the original exact algorithm. Once such a bound on ε is established, a variety
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of approaches including deterministic, e.g., finite difference, and stochastic, e.g., sub-sampling, can
be used to form H˜ in (10). For example, for finite-sum minimization problem (2), [67, Lemma 16]
established that if |S| ∈ O (ε−2 log (2d/δ)) and samples are drawn uniformly at random, then we have
Pr
(
‖H− H˜‖ ≤ ε
)
≥ 1− δ. Bounds using non-uniform sampling have also been given, e.g., [67, 69].
In strongly-convex settings, establishing the convergence of the classical Newton’s method and its
Newton-CG variant relies on Hessian perturbations that are approximately spectrum preserving, e.g.,
ε in (10) must be such that for the perturbed Hessian, we have
(1− ε˜1)H  H˜  (1 + ε˜1)H, (11)
where ε˜1 ∈ O(ε) , e.g., [8, 29, 53, 55]. Under (11), the perturbed matrix is not only required to be
full-rank, but also it must remain positive definite. In particular, (11) implies that
(1− ε˜2)H−1  H˜−1  (1 + ε˜1)H−1,
for some ε˜2 ∈ O(ε), which in turn gives ∥∥∥H−1 − H˜−1∥∥∥ ≤ ε˜3, (12)
for some ε˜3 ∈ O(ε) [63, Theorem 2.5], i.e., the inverse of the perturbed Hessian is itself a small
perturbation of the inverse of the true Hessian.
In non-convex settings, however, where the true Hessian might be indefinite and/or rank deficient,
requiring such conditions is simply infeasible. Indeed, when H is indefinite, the inequality (11) ceases
to be meaningful, i.e., no value of ε˜ > 0 can give (1 − ε˜)H  (1 + ε˜)H. Further, when H has
a zero eigenvalue, i.e., it is singular, it is practically impossible to assume that the corresponding
eigenvalue of H˜ is also zero. In other words, in non-convex settings, no amount of perturbation in
(10) will be guaranteed to be spectrum preserving. In such settings, where the Hessian can simply
fail to be invertible, one might be tempted to find a similar bound as in (12) but in terms of matrix
pseudo-inverse, i.e., to find values of ε in (10) such that∥∥∥H† − H˜†∥∥∥ ≤ ε˜3. (13)
However, requiring (13) is also extremely restrictive. In fact, it is known that the necessary and
sufficient condition for H˜
† → H† as H˜ → H, i.e., as ε ↓ 0, is that H˜ is an acute perturbation of
H, i.e., Rank(H˜) = Rank(H) [63, p. 146]. A cornerstone in the theory of matrix perturbations is
establishing conditions on H˜ and ε in (10) that can give results in the same spirit as (13) for more
general perturbations, e.g., [25,45,63]. For example, from [63, Theorem 3.8] and (10), we have
∥∥∥H† − H˜†∥∥∥ ≤ (1 +√5
2
)
max
{∥∥∥H†∥∥∥2 , ∥∥∥H˜†∥∥∥2} ε. (14)
Employing (14) to guarantee (13) necessarily relies on assuming ‖H˜†‖ ∈ o(1/√ε), where “o(.)” denotes
the “Little-O Notation”, i.e., ‖H˜†‖ must grow at a slower rate than 1/√ε. However, as demonstrated
by the following examples, this assumption is easily violated in many situations.
Example 1 (Deterministic Perturbations). Suppose ‖E‖ = ε and that the ratio of the largest
over the smallest non-zero singular values of E is bounded by some constant, say C. This, in
turn, implies σrE(E) ≥ ε/C, where σrE(E) is the smallest non-zero singular value of E. Further,
suppose that r , Rank(H) ≤ Rank(H˜) , r˜ (cf. Lemma 2), and rE = r˜ + r. By [5, Proposition
9.6.8], we have
σr˜(H˜) ≥ σrE(E)− σr+1(H) ≥ ε/C,
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which gives ‖H˜†‖ ∈ O(1/ε).
Example 2 (Random Perturbations). Suppose [E]ij ∼ N (0, ε2), where i, j = 1, . . . , d and
N (0, ε2) denotes the standard normal distribution with mean zero and standard deviation ε.
We have σi(H) = 0, d ≥ i > r , Rank(H). Suppose further that the non-zero singular values
of H are well separated from zero, e.g., σi(H) > 5ε, i = 1, . . . , r. Using results similar to [62, p.
411], one can show that the diagonal entries of Σ˜2 in (22), i.e., the non-zero singular values of H˜
corresponding to zero singular values of H, will satisfy
E
[
σ2i (H˜)
]
= (d− r)ε2 and σi(H˜) ≤
√
2 ‖E‖ , i = r + 1, . . . , d.
With probability 1 − 2 exp(−2d), we have ‖E‖ ≤ 4√dε [59, Eqn (2.3), p. 1582]. The latter
two inequalities alone indicate that assuming σi(H˜) ∈ Ω(
√
ε), and hence the stronger condition
‖H˜†‖ ∈ o(1/√ε), is rather quite unreasonable. Now, on this latter event, for any C > 1, the
reverse Markov inequality gives
Pr
(
σi(H˜) ≤ ε
C
)
≤
E
[
32dε2 − σ2i (H˜)
]
32dε2 − ε2/C2 ≤
32d− (d− r)
32d− 1/C2 ,
which implies
Pr
(
σi(H˜) >
ε
C
)
≥ (d− r)− 1/C
2
32d− 1/C2 .
In other words, with a positive probability that is independent of ε, we have ‖H˜†‖ ∈ O(1/ε).
In light of Examples 1 and 2, a more sensible noise model is the one which allows for ‖H˜†‖ to grow at
the same rate as 1/ε.
Assumption 5 (Perturbation Model). For the perturbation (10), we have∥∥∥H˜†∥∥∥ = ∥∥∥[H + E]†∥∥∥ ≤ C
ε
, (15)
where ε is as in (10) and C ≥ 1 is some universal constant.
Under Assumption 5, unless the perturbations are acute, i.e., rank preserving, obtaining (13) is simply
hopeless. In this light, instead of considering the distance between H† and H˜
†
viewed as linear
operators, one can perhaps consider the distance between the subspaces spanned by them respectively.
More specifically, instead of (13), one could attempt at finding conditions in (10) such that∥∥∥UUᵀ − U˜U˜ᵀ∥∥∥ ≤ ε˜3, (16)
where U and U˜ are orthonormal bases for Range(H˜) and Range(H˜), respectively. In other words, at
first sight, the quantity of interest could be the distance between the two subspaces, namely Range(H)
and its perturbation Range(H˜) [32, Section 2.5.3]. More recent and improved results in bounding such
distance are given in [50]. For simplicity we include the statement of [50, Theorem 19], but only slightly
modified to fit the settings that we consider here.
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Theorem 1 (Modified Davis-Kahan-Wedin Sine Theorem [50, Theorem 19]). Consider a sym-
metric matrix A ∈ Rd×d of rank r, and let A˜ be its symmetric perturbation. For an integer
1 ≤ j ≤ r, let Uj , [u1, . . . ,uj ] ∈ Rd×j and U˜j , [u˜1, . . . , u˜j ] ∈ Rd×j, where ui ∈ Rd and
u˜i ∈ Rd are, respectively, ith eigenvectors of matrices A and A˜. The principal angle between
Range(Uj) and Range(U˜j) is given by
sin∠
(
Range(U),Range(U˜)
)
=
∥∥∥UjUᵀj − U˜jU˜ᵀj∥∥∥ ≤ 2‖A− A˜‖σj(A)− σj+1(A) . (17)
As a result, if H˜ is an acute perturbation of H, i.e., Rank(H˜) = Rank(H) = r, we can appeal to
Theorem 1 and obtain a bound as in (16). Indeed, since σr+1(H) = 0 in this case, we get
∥∥∥UUᵀ − U˜U˜ᵀ∥∥∥ ≤ 2
∥∥∥H− H˜∥∥∥
σr(H)
= 2
∥∥∥H− H˜∥∥∥∥∥∥H†∥∥∥ ≤ 2 ∥∥∥H†∥∥∥ ε.
However, from [5, Facts 5.12.17(iv) and 9.9.29], it simply follows that
Rank(H) 6= Rank(H˜) =⇒
∥∥∥U˜U˜ᵀ −UUᵀ∥∥∥ = 1.
Again as before, requiring (16) in non-convex settings is indeed far too stringent.
What comes to the rescue is the observation that instead of obtaining a bound as in (16), which
implies a bounded distance between UUᵀ and U˜U˜ᵀ along every direction, for Newton-MR, we only
need such distance to be bounded along a specific direction, i.e., that of the gradient g. Indeed, instead
of (16), which implies ∥∥∥(HH† − H˜H˜†)v∥∥∥ ≤ ˜ ‖v‖ , ∀ v ∈ Rd,
by only considering v = g in the above, we seek to bound only the projection of the gradient on the
range space of the Hessian matrices as∥∥∥(HH† − H˜H˜†)g∥∥∥ ≤ ˜ ‖g‖ . (18)
We now set out to obtain conditions that can guarantee (18). Our result relies on the following
lemma (Lemma 2), which establishes a relationship between ε in (10) and Rank(H˜). Although assum-
ing rank-preserving perturbation, i.e., Rank(Hk) = Rank(H˜k), is too stringent to be of any practical
use, under certain conditions, we can ensure that the perturbed matrix has a rank at least as large as
the original matrix, i.e., perturbation is such that the rank is, at least, not reduced.
Lemma 2 (Rank of Perturbed Hessian). Under Assumption 3, if ε < γ in (10), then Rank(H˜) ≥
Rank(H).
Proof. First note that from (10), it follows that λmin(H˜ − H) ≥ −ε, and λmax(H˜ − H) ≤ ε. Let
r = Rank(H) and r˜ = Rank(H˜). By [5, Theorem 8.4.11], for any 1 ≤ j ≤ r, we have
λj(H) + λmin(H˜−H) ≤ λj(H˜) ≤ λj(H) + λmax(H˜−H),
which implies
λj(H)− ε ≤ λj(H˜) ≤ λj(H) + ε. (19)
Now Assumption 3 implies that |λj(H)| ≥ γ, 1 ≤ j ≤ r. Hence, we get
λj(H˜) ≤ λj(H) + ε ≤ −γ + ε < 0, if λj(H) < 0,
λj(H˜) ≥ λj(H)− ε ≥ γ − ε > 0, if λj(H) > 0.
Thus, it follows that λj(H˜) 6= 0,∀j = 1, . . . , r, which implies that Rank(H˜) ≥ Rank(H).
7
Lemma 2 states that if ε < γ, the perturbed Hessian is never of lower rank than the original
Hessian. In other words, if Rank(H˜) < Rank(H), then we must necessarily have that ε ≥ γ. Also,
from the proof of Lemma 2 and using the fact that H˜ is symmetric, we have
σi(H˜) ≥ γ − ε, i = 1, . . . , r, (20)
where γ is as in Assumption 3. Furthermore, if ε < γ, we have r < r˜, which by (15) and (19) yields
ε
C
≤ σi(H˜) ≤ ε, i = r + 1, . . . , r˜. (21)
For the remainder of this paper, with r ≤ r˜, we let the singular value decomposition of H and H˜
be
H =
[
U U⊥
] [Σ 0
0 0
]
Vᵀ, and H˜ =
[︸ ︷︷ ︸
U˜
U˜1 U˜2 U˜⊥
] Σ˜1 0 00 Σ˜2 0
0 0 0
 V˜ᵀ, (22)
where
U ∈ Rd×r,Σ ∈ Rr×r,V ∈ Rd×d,
U˜1 ∈ Rd×r, U˜2 ∈ Rd×(r˜−r), Σ˜1 ∈ Rr×r, Σ˜2 ∈ R(r˜−r)×(r˜−r), V˜ ∈ Rd×d.
Note that U˜ ∈ Rd×r˜ is divided into U˜1 ∈ Rd×r and U˜2 ∈ Rd×(r˜−r). Furthermore, U and U˜1 have the
same rank. Now, using Lemma 2, we can establish (18).
Theorem 2. Under Assumptions 3 and 4, and with ε < γ in (10), we have (18) with
˜ , 4ε
γ
+
√
1− ν.
Furthermore, in special case of acute perturbation, i.e., Rank(H) = Rank(H˜), we have
˜ , 2ε
γ
.
Here, γ and ν are as in Assumptions 3 and 4, respectively.
Proof. By assumption on ε, Lemma 2 gives r , Rank(H) ≤ Rank(H˜) , r˜. By (7), (9b), and (17), we
will have∥∥∥HH†g − H˜H˜†g∥∥∥ = ∥∥∥UUᵀg − U˜U˜ᵀg∥∥∥ ≤ ∥∥∥UUᵀg − U˜1U˜ᵀ1g∥∥∥+ ∥∥∥U˜2U˜ᵀ2g∥∥∥
≤
∥∥∥UUᵀg − U˜1U˜ᵀ1g∥∥∥+ ∥∥∥U˜2U˜ᵀ2g + U˜⊥U˜ᵀ⊥g∥∥∥
=
∥∥∥UUᵀg − U˜1U˜ᵀ1g∥∥∥+ ∥∥∥U˜2U˜ᵀ2g + U˜⊥U˜ᵀ⊥g −U⊥Uᵀ⊥g + U⊥Uᵀ⊥g∥∥∥
=
∥∥∥UUᵀg − U˜1U˜ᵀ1g∥∥∥+ ∥∥∥(I−U⊥Uᵀ⊥)g − (I− U˜2U˜ᵀ2 − U˜⊥U˜ᵀ⊥)g + U⊥Uᵀ⊥g∥∥∥
≤
∥∥∥UUᵀg − U˜1U˜ᵀ1g∥∥∥+ ∥∥∥(I−U⊥Uᵀ⊥)g − (I− U˜2U˜ᵀ2 − U˜⊥U˜ᵀ⊥)g∥∥∥+ ∥∥U⊥Uᵀ⊥g∥∥
≤ 2
∥∥∥UUᵀg − U˜1U˜ᵀ1g∥∥∥+ ∥∥U⊥Uᵀ⊥g∥∥
≤ 4
∥∥∥H− H˜∥∥∥∥∥∥H†∥∥∥ ‖g‖+√1− ν ‖g‖
≤
(
4ε
γ
+
√
1− ν
)
‖g‖ ,
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where in the second inequality, we used the Pythagorean theorem as∥∥∥U˜2U˜ᵀ2g + U˜⊥U˜ᵀ⊥g∥∥∥2 = ∥∥∥U˜2U˜ᵀ2g∥∥∥2 + ∥∥∥U˜⊥U˜ᵀ⊥g∥∥∥2 ≥ ∥∥∥U˜2U˜ᵀ2g∥∥∥2 ,
and for the last equality we use the fact that UUᵀ + U⊥U
ᵀ
⊥ = I, and U˜1U˜
ᵀ
1 + U˜2U˜
ᵀ
2 + U˜⊥U˜
ᵀ
⊥ = I.
The special case of acute perturbation follows simply from the above without the term involving
‖U˜2U˜ᵀ2g‖.
Theorem 2 also allows us to obtain results similar in spirit to Lemma 1.
Lemma 3. Under assumptions of Theorem 2, we have∥∥∥U˜ᵀg∥∥∥2 ≥ ν˜ ‖g‖2 , (23a)∥∥∥U˜ᵀ⊥g∥∥∥2 ≤ (1− ν˜) ‖g‖2 , (23b)
where
ν˜ , 2ν − 1− 4ε
γ
,
and 0.5 < ν ≤ 1, ε < γ(2ν − 1)/4. Furthermore, in the special case of acute perturbation, i.e.,
Rank(H) = Rank(H˜), we have (23) with
ν˜ , ν − 2ε
γ
,
where 0 < ν ≤ 1, ε < γν/2. Here, γ is as in (6), and U˜, U˜⊥ are as in (22).
Proof. We have. ∥∥∥U˜ᵀg∥∥∥2 = gᵀU˜U˜ᵀg = gᵀUUᵀg − gᵀ (UUᵀ − U˜U˜ᵀ)g.
Similarly to the proof of Theorem 2 and using Lemma 1, we have∣∣∣gᵀUUᵀg − gᵀU˜U˜ᵀg∣∣∣ ≤ ∣∣∣gᵀUUᵀg − gᵀU˜1U˜ᵀ1g∣∣∣+ gᵀU˜2U˜ᵀ2g ≤ 2εγ + gᵀU˜2U˜ᵀ2g
≤ 2ε
γ
+
∣∣∣gᵀUUᵀg − gᵀU˜1U˜ᵀ1g∣∣∣+ gᵀU⊥Uᵀ⊥g ≤ (4εγ + 1− ν
)
‖g‖2 .
Now, it follows that∥∥∥U˜ᵀg∥∥∥2 ≥ gᵀUUᵀg − (4ε
γ
+ 1− ν
)
‖g‖2 ≥
(
2ν − 1− 4ε
γ
)
‖g‖2 ,
which gives (23a). Now noting that ‖g‖2 = ‖U˜ᵀg‖2 + ‖U˜ᵀ⊥g‖2, we get (23b). Finally, for the case of
acute perturbations, since U˜U˜ᵀ = U˜1U˜
ᵀ
1 (recall that in this case Σ˜2 = 0), it follows that∣∣∣gᵀUUᵀg − gᵀU˜U˜ᵀg∣∣∣ = ∣∣∣gᵀUUᵀg − gᵀU˜1U˜ᵀ1g∣∣∣ ≤ 2εγ ‖g‖2 .
which gives the desired result.
As it is evident from Theorem 2, situations where either ν = 1 or the perturbation is acute,
exhibit a certain inherent stability. More specifically, define the operator pi : Rd×d → Rd as pi(E) ,
(H + E)(H + E)†g = H˜H˜
†
g, i.e., the projection of the gradient onto the range space of H˜ = H + E.
When ν = 1 or the perturbation is acute, such a mapping is continuous at E = 0, i.e., lim‖E‖→0 pi(E) =
pi(0) = HH†g. This observation gives rise to the following definition.
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Definition 1 (Inherent Stability). A perturbation remains inherently stable if one of the following
conditions hold:
• H˜ is an acute perturbation of H, i.e., Rank(H˜) = Rank(H), or
• ν = 1 with ν as in Assumption 4, i.e., g ∈ Range(H).
In light of Definition 1 and Lemma 3, we end this section by specifically stating the perturbation
regimes where we develop our convergence theory of Section 3.
Condition 1. We consider two perturbation regimes:
• For general perturbations, we consider (10) with ε < γ(2ν − 1)/4 for 0.5 < ν ≤ 1.
• For inherently stable perturbations, we consider (10) with ε < γν/2 for 0 < ν ≤ 1.
Here, γ and ν are, respectively, as in Assumptions 3 and 4.
3 Newton-MR with Hessian Approximations
In this section, we provide convergence analysis of Newton-MR with inexact Hessian. To do so, we first
briefly review Newton-MR in Section 3.1 and, in its light, introduce the variant in which the Hessian
is approximated (Algorithm 1). This is then followed by its convergence analysis in Section 3.2.
For the special case of strongly-convex problems, the convergence results of Section 3.2 bear a strong
resemblance to those of the classical Newton’s method (and Newton-CG variant) with inexact Hessian,
e.g., [8, 55]. These comparisons are made in more details in Section 3.3.
3.1 Newton-MR Algorithm: Review
We now briefly review Newton-MR as it was introduced in [54]. In non-convex settings, the Hessian
matrix could be indefinite and possibly rank-deficient. In this light, at the kth iteration, Newton-MR
in its pure form involves the exact update direction of the form
pk = −[Hk]†gk. (24)
The exact update direction (24) can be equivalently written as the least norm solution to the least
squares problem ‖gk + Hkp‖, i.e.,
min
p∈Rd
‖p‖ subject to p ∈ Arg min
p̂∈Rd
‖Hkp̂ + gk‖ . (25)
In practice, computing the Moore-Penrose generalized inverse can be computationally prohibitive, in
which case the inexact variant of Newton-MR makes use of approximate update direction as
Find pk ∈ Range(Hk), subject to 〈pk,Hkgk〉 ≤ −(1− θ) ‖gk‖2 , (26)
where θ < 1 is the inexactness tolerance. It is easy to see that (26) is implied by (25). When
gk ∈ Range(Hk), i.e., the linear system Hkp = −gk is consistent, MINRES [51] can be used to obtain
(approximate) pseudo-inverse solution. However, due to its many desirable properties, MINRES-
QLP [21] has been advocated in [54] for more general cases as the preferred solver for (25) or (26).
When the Hessian is perturbed, even if initially gk ∈ Range(Hk), it is generally most likely that
gk /∈ Range(H˜k), and hence MINRES-QLP remains the method of choice for our setting here.
After computing the update direction, the next iterate is obtained by moving along pk by some
appropriate step length, i.e., xk+1 = xk + αkpk. Note that from both (25) and (26) it follows that
〈pk,Hkgk〉 ≤ 0, i.e., pk is a descent direction for the norm of the gradient, ‖g‖2. As a result, the
step-size, αk, can be chosen by applying Armijo-type line-search [49] such that for some 0 ≤ αk ≤ 1,
we have
‖gk+1‖2 ≤ ‖gk‖2 + 2ραk 〈pk,Hkgk〉 , (27)
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where 0 < ρ < 1 is a given line-search parameter. Typically, back-tracking strategy [49] is employed
to approximately find such a step-size.
Modification of Newton-MR to include the perturbed matrix H˜ as in (10b) is rather straightfor-
ward. We simply replace Hk with H˜k in all of (25) to (27). The modified variant is depicted in
Algorithm 1. Note that, in this context, whenever we refer to (25), (26) and (27), it is implied that
H˜ is used instead of H.
Algorithm 1 Newton-MR With Inexact Hessian Information
1: Input: x0, 0 < τ < 1, 0 < ρ < 1
2: for k = 0, 1, 2, . . . until ‖gk‖ ≤ τ do
3: Solve (25) (or (26) with MINRES-QLP) with H˜k in place of Hk
4: Find αk such that (27) holds with H˜k in place of Hk
5: Update xk+1 = xk + αkpk
6: end for
7: Output: x for which ‖gk‖ ≤ τ
3.2 Convergence Analysis
In this section, we give the convergence analysis of Algorithm 1. For this, in Section 3.2.1 we first
consider the exact update (25), and subsequently in Section 3.2.2, consider the inexact variant where
the update direction is computed approximately using (26).
3.2.1 Exact Updates
A major ingredient in establishing the convergence of Algorithm 1 using (25) is to obtain an upper-
bound on the norm of the exact updates, p = −H˜†g. This indeed is crucial in light of (15), which
implies that H˜
†
can grow unbounded as ε ↓ 0. However, as in Theorem 2, we can obtain a bound,
which fits squarely into the notion of inherently stable perturbations from Definition 1.
Lemma 4 (Stability of Pseudo-inverse of Perturbed Hessian). Under Assumption 5 as well as
Assumptions of Theorem 2, we have ∥∥∥H˜†g∥∥∥ ≤ 1
γ˜
‖g‖ ,
where
γ˜ ,
(
1
γ − ε + C
(
2
γ
+
√
1− ν
ε
))−1
.
Furthermore, in special case of acute perturbation, i.e., Rank(H) = Rank(H˜), we have
γ˜ , γ − ε.
Here, γ, ν, ε and C are, respectively, as in (6), (8), (10) and (15).
Proof. Consider the SVD of H˜
†
as in (22). Note that (20) implies that ‖Σ˜−11 ‖ ≤ 1/(γ − ε). Further,
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from (21), it follows that ‖Σ˜−12 ‖ ≤ C/ε. Now, it follows that
∥∥∥H˜†g∥∥∥2 =
∥∥∥∥∥∥∥V˜
Σ˜
−1
1 0 0
0 Σ˜
−1
2 0
0 0 0

U˜ᵀ1U˜ᵀ2
U˜
ᵀ
⊥
g
∥∥∥∥∥∥∥
2
=
∥∥∥Σ˜−11 U˜ᵀ1g∥∥∥2 + ∥∥∥Σ˜−12 U˜ᵀ2g∥∥∥2
≤ 1
(γ − ε)2 ‖g‖
2 + C2
(
2
γ
+
√
1− ν
ε
)2
‖g‖2 ,
where the last inequality is obtained using the bound on
∥∥∥U˜ᵀ2g∥∥∥ = ∥∥∥U˜2U˜ᵀ2g∥∥∥ as in the proof of
Theorem 2. The result follows from the inequality
√
a2 + b2 ≤ a+ b, ∀a, b ≥ 0.
(a) ν = 1 (b) ν < 1
Figure 1: Illustration of Lemma 4 for non-acute perturbations when Rank(H) = 1 and d = 2. Here
Span{u} = Range(H), Span{u⊥} = Null(H), λ is the non-zero eigenvalue of H, {u˜, u˜⊥} are the eigen-
vectors of H˜ and Rank(H˜) = 2. Also, p = H˜
†
g = u˜u˜ᵀg/λ˜ + u˜⊥u˜
ᵀ
⊥g/ε, where λ˜ ∈ λ ± O (ε) (here, we
assume λ ≥ 1 and, for simplicity, λ˜ = λ + ε). The transparent arrows depict the case for the larger ε
while the opaque ones correspond to the smaller ε. (a) When ν = 1, g lies entirely along u. Hence,
its projections on u˜⊥ will shrink to zero as ε ↓ 0, and limε↓0 ‖u˜⊥u˜ᵀ⊥g‖ /ε ∈ O (1). (b) When ν < 1, g
has non-zero components along u⊥. Hence, its projections on u˜⊥ will be bounded away from zero, i.e.,
limε↓0 u˜⊥u˜
ᵀ
⊥g = u⊥u
ᵀ
⊥g, and ‖u˜⊥u˜ᵀ⊥g‖ /ε −−→
ε↓0
∞. As a result, when ε ↓ 0, this component of p grows
unboundedly.
Remark 1. As indicated in Section 2, obtaining a bound similar to (7) for H˜ is entirely dependent
on having Rank(H) = Rank(H˜), which is too stringent to require. Lemma 4 indicates that, when
Rank(H) 6= Rank(H˜), despite the fact that ‖H˜†‖ can grow unbounded as ε ↓ 0, if ν = 1, we
are guaranteed that the action of H˜
†
on g, i.e., the exact Newton-MR direction, indeed remains
bounded. If ν < 1 and Rank(H) 6= Rank(H˜), then ‖H˜†g‖ can become increasingly larger with
smaller perturbations, resulting in an algorithm that might no longer converge; see the numerical
examples of Section 4.1. An intuitive illustration of this phenomenon is also depicted in Figure 1.
For our convergence proofs, we frequently make use of the following result.
Lemma 5 ([54, Lemma 10]). Consider any x, z ∈ Rd, 0 ≤ L < ∞ and h : Rd → R. If it holds
that ‖∇h(y)−∇h(x)‖ ≤ L ‖y − x‖ , ∀y ∈ [x, z], then, we have h(y) ≤ h(x) + 〈∇h(x),y − x〉+
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L ‖y − x‖2 /2, ∀y ∈ [x, z].
If we take h(x) = ‖g(x)‖2/2, the constant L in Lemma 5 is L(x0) in Assumption 2.
We now establish a general structural result, which allows for obtaining sufficient conditions for
convergence of Algorithm 1.
Theorem 3 (Algorithm 1 With Exact Updates). Under Assumptions 1 to 5 and Condition 1,
for the iterates of Algorithm 1 with exact updates (25), we have
‖gk+1‖2 ≤ (1− η) ‖gk‖2 ,
where
η , max
{
0,
4ρν˜γ˜2
L(x0)
(
(1− ρ)ν˜ − ε
γ˜
)}
∈ [0, 1],
and ρ, L(x0), ν˜ and γ˜ are, respectively, as in (27), Assumption 2, and Lemmas 3 and 4.
Proof. From Lemma 5 with x = xk, z = xk + pk, y = xk + αpk, and h(x) = ‖g(x)‖2/2, we have
‖gk+1‖2 ≤ ‖gk‖2 + 2α 〈pk,Hkgk〉+ α2L(x0) ‖pk‖2 (28)
Now to obtain a sufficient condition on α to satisfy (27), we consider the inequality
2α 〈pk,Hkgk〉+ α2L(x0) ‖pk‖2 ≤ 2ρα
〈
pk, H˜kgk
〉
,
we used (28) as upper bound on ‖gk+1‖2. Rearranging gives
α ≤
2
(
ρ
〈
gk, H˜kpk
〉
− 〈gk,Hkpk〉
)
L(x0) ‖pk‖2
. (29)
By (10) and Lemmas 3 and 4, we have
ρ
〈
gk, H˜kpk
〉
− 〈gk,Hkpk〉 = −(1− ρ)
〈
gk, H˜kpk
〉
−
〈
gk,
(
Hk − H˜k
)
pk
〉
≥ (1− ρ)ν˜ ‖gk‖2 − ε
γ˜
‖gk‖2 .
If ε satisfies the inequality ε ≤ (1 − ρ)ν˜γ˜, the lower bound on the step-size returned by line-search
(27) is αk ≥ α where
α , 2γ˜
2
L(x0)
(
(1− ρ)ν˜ − ε
γ˜
)
.
Otherwise, the lower bound is the trivial α = 0. Now, from (27) with the lower bound α, we get
‖gk+1‖2 ≤ ‖gk‖2 + 2ραk
〈
H˜kpk,gk
〉
≤ ‖gk‖2 − 2ραkν˜ ‖gk‖2 ≤ (1− 2ραν˜) ‖gk‖2 ,
which implies η = 2ραν˜. We finally note that, from ν˜ ≤ ν, γ˜ ≤ γ, we have
0 ≤ η = 4ρν˜γ˜
2
L(x0)
(
(1− ρ)ν˜ − ε
γ˜
)
≤ 4ρ(1− ρ)ν
2γ2
L(x0)
≤ 1,
where the second inequality follows from [54, Remark 5].
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From Theorem 3, it is clear that when (1− ρ)ν˜ ≤ ε/γ˜, we have η = 0 and, as a result, a sufficient
descent required for convergence cannot be established. This is, in fact, not a by-product of our
analysis. Indeed, from Lemma 4, it follows that, as ε ↓ 0, we have γ˜ ↓ 0, which implies that the least-
norm solution can grow unboundedly. This is depicted in Figure 1. As a consequence, the step-size
from line-search may shrink to zero to counteract such unbounded growth. This phenomenon is also
verified numerically in Section 4.1. However, under certain conditions, we can indeed show that η > 0,
which guarantees convergence.
Corollary 1 (Convergence of Algorithm 1 With Exact Updates Under General Perturbations).
Define
a , C + 2(1− ρ), b , (1− ρ)(2ν − 1)− C√1− ν,
δ(t) ,
√
(t2 + 4(1− ρ)2)2 − 16(1− ρ)4 − (t2 − 4(1− ρ)2)
8(1− ρ)2 < 1, ∀t ≥ 1.
Under the assumptions of Theorem 3, if
ε <
γ
(
2a+ b+ 1−√(2a+ b+ 1)2 − 8ab)
4a
, and ν > δ(C),
we have η ∈ (0, 1]. Here, γ, ν, C and ρ are, respectively, as in (6), (8), (15) and (27).
The proof of Corollary 1 amounts to finding conditions for which (1 − ρ)ν˜ > ε/γ˜, which we omit.
However, there is an interesting interplay between C and ν in Corollary 1. Indeed, since δ(t) is
increasing in t, for perturbations with large C in (15), we can guarantee convergence as along as ν is
close to one, i.e., the gradient contains a very small contribution from Null(H). Furthermore, choosing
smaller values for ρ eases some (though not all) of this restriction on ν. However, under inherently
stable perturbations (cf. Definition 1), this restriction on ν imposed by C can be entirely removed.
Corollary 2 (Convergence of Algorithm 1 With Exact Updates Under Inherent Stability). Under
the assumptions of Theorem 3, if the following conditions hold, we have η ∈ (0, 1]:
• if the perturbation is acute and ε is small enough such that ε < (1− ρ)(γ− ε)(νγ− 2ε)/γ, then
η , 4ρ(νγ − 2ε)(γ − ε)
2
γ2L(x0)
(
(1− ρ)(νγ − 2ε)− γε
γ − ε
)
∈ (0, 1],
• otherwise if ν = 1 and ε is small enough such that ε < (1−ρ)(γ−ε)(γ−4ε)/ ((1 + 2C)γ − 2Cε),
then
η , 4ρ(γ − 4ε)(γ − ε)
2
((1 + 2C)γ − 2Cε)2 L(x0)
(
(1− ρ)(γ − 4ε)− ((1 + 2C)γ − 2Cε) ε
γ − ε
)
∈ (0, 1].
Here, L(x0), γ, ν, C, and ρ are as in (5), (6), (8), (15) and (27), respectively.
Remark 2. For acute perturbations, we see from Corollary 2 that the convergence rate in the
limit where ε ↓ 0, matches that of unperturbed algorithm in [54]. For the case where ν = 1 but
the perturbation is not acute, the limiting rate is worse than the unperturbed algorithm, and we
believe that this is simply a byproduct of our analysis here.
In the analysis of Newton’s method, local convergence rate, i.e., convergence speed in the vicinity
of a local solution, plays a critical role. There, by considering αk = 1, one can obtain fast problem-
independent local convergence rates [55]. Here, we aim to do the same for Algorithm 1. We note
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that the notion of “x being local” in the context of Newton-MR amounts to “‖g(x)‖ being small
enough” [54]. Obtaining a recursive behavior for ‖g‖ underpins our results here.
Theorem 4 (Algorithm 1 With αk = 1 and Exact Updates). Under the assumptions of Theorem 3
with Assumption 2 replaced with (4b), for the iterates of Algorithm 1 with αk = 1 and exact
update, we have
‖g(xk+1)‖ ≤ c1 ‖g(xk)‖2 + c2 ‖g(xk)‖ ,
where
c1 ,
LH
2γ˜2
, and c2 ,
(
ε
γ˜
+
√
1− ν˜
)
and LH, ν˜ and γ˜ are, respectively, as in (4b) and Lemmas 3 and 4.
Proof. With αk = 1, we can apply Lemma 3 and the mean-value theorem [22] for vector-valued
functions to get
‖g(xk+1)‖ = ‖g(xk + pk)‖ =
∥∥∥∥g(xk) + ∫ 1
0
H (xk + tpk) pkdt
∥∥∥∥
=
∥∥∥∥(U˜U˜ᵀ + U˜⊥U˜ᵀ⊥)g(xk) + ∫ 1
0
H (xk + tpk) pkdt
∥∥∥∥
≤
∥∥∥∥H˜(xk)H˜†(xk)g(xk) + ∫ 1
0
H (xk + tpk) pkdt
∥∥∥∥+ ∥∥∥U˜⊥U˜ᵀ⊥g(xk)∥∥∥
≤ 1
γ˜
‖g(xk)‖
∫ 1
0
∥∥∥H (xk + tpk)− H˜(xk)∥∥∥dt+√1− ν˜ ‖g(xk)‖
≤ 1
γ˜
‖g(xk)‖
∫ 1
0
‖H (xk + tpk)−H(xk)‖ dt+ ε
γ˜
‖g(xk)‖+
√
1− ν˜ ‖g(xk)‖
≤ LH
2γ˜2
‖g(xk)‖2 +
(
ε
γ˜
+
√
1− ν˜
)
‖g(xk)‖
Here also as in Theorem 3, unless c2 < 1, one cannot establish local convergence using Theorem 4.
We now show that for inherently stable perturbations, we can indeed guarantee this. For general
perturbations, we note that a similar results as in Corollary 1 can also be obtained in the context of
Theorem 4. However, for the sake of simplicity, we opt to omit them here.
Corollary 3 (Algorithm 1 With αk = 1 and Exact Updates Under Inherent Stability). Under
the assumptions of Theorem 4, if the following conditions hold, we have c2 < 1:
• if the perturbation is acute and ε is small enough such that
ε < (γ − ε)
(
1−
√
1− (ν − 2ε/γ)
)
,
then
c1 =
LH
2(γ − ε)2 , c2 =
ε
(γ − ε) +
√
1−
(
ν − 2ε
γ
)
< 1,
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• otherwise if ν = 1 and ε is small enough such that
ε < (γ − ε)
(
1− 2
√
ε/γ
)
/(1 + 2C),
then
c1 =
((1 + 2C)γ − 2Cε)2 LH
2γ2 (γ − ε)2 , c2 =
((1 + 2C)γ − 2Cε) ε
γ (γ − ε) + 2
√
ε
γ
< 1.
Here, LH, γ, ν and C are as in (4b), (7), (8) and (15), respectively.
Remark 3. Corollary 3 shows that, under inherent stability and for small ε, we obtain a problem-
independent local linear convergence rate. For example, consider any ε small enough for which
we get c2 < 1. Then for any c2 < c < 1, there exists a r > 0 for which if ‖gk‖ ≤ r, we have
‖gk+1‖ ≤ c ‖gk‖. More generally, however, as ε ↓ 0, since γ˜ ↓ 0, we can get c2 > 1 in Theorem 4,
which can amount to divergence of the algorithm with constant step-size of αk = 1.
3.2.2 Inexact Updates
We now turn to convergence analysis of Newton-MR using inexact update (26). Clearly, the inexact-
ness tolerance θ has to be chosen with regard to Lemma 3. Indeed, suppose the conditions of Lemma 3
are satisfied. With exact solution to (25), we have〈
gk, H˜kpk + gk
〉
= −
〈
gk, H˜k
[
H˜k
]†
gk
〉
+ ‖gk‖2 ≤ (1− ν˜) ‖gk‖2 ,
where ν˜ is defined in Lemma 3. This in turn implies that it is sufficient to choose θ such that θ ≤ 1− ν˜,
giving rise to the following condition in inexactness tolerance.
Condition 2 (Inexactness Tolerance). The inexactness tolerance, θ, in (26) is chosen such that
1− ν˜ ≤ θ < 1 where ν˜ is defined in Lemma 3.
As advocated in [54], due to several desirable advantages, MINRES-QLP [21] is the method of
choice for inexact variant of Newton-MR in which the search direction is computed from (26). Recall
that, at the kth iteration of Algorithm 1, the tth iteration of MINRES-QLP can be represented as
p
(t)
k = arg min ‖p‖2 , subject to p ∈ Arg min
pˆ∈Kt
∥∥∥H˜kp̂ + gk∥∥∥2 , (30)
where Kt = Kt(H˜k,gk) or Kt = Kt(H˜k, H˜kgk).
Before delving deeper into the analysis of this section, we first give some simple properties of
solutions to (26) obtained from MINRES-QLP.
Lemma 6. For any solution to (26) obtained from MINRES-QLP, we have∥∥∥H˜kpk∥∥∥ ≤ ‖gk‖ , (31a)∥∥∥H˜kpk + gk∥∥∥ ≤ √θ ‖gk‖ . (31b)
Proof. It has been shown in [21, Lemma 3.3 and Section 6.6] that for p
(t)
k as in (30), ‖H˜kp(t)k ‖ is
monotonically non-decreasing with t. As a result, we obtain ‖H˜kpk‖ ≤ ‖H˜k
[
H˜k
]†
gk‖ = ‖U˜U˜ᵀgk‖ ≤
16
‖gk‖. Also, from (30) and [21, Lemma 3.3], we always have
〈
pk, H˜k
(
H˜kpk + gk
)〉
= 0. Now, from
(26) we get (31b) as
θ ‖gk‖2 ≥
〈
gk, H˜kpk + gk
〉
=
〈
gk, H˜kpk + gk
〉
+
=0︷ ︸︸ ︷〈
H˜kpk,
(
H˜kpk + gk
)〉
=
∥∥∥H˜kpk + gk∥∥∥2 .
Here, as in Section 3.2.1, establishing the convergence of Algorithm 1 using (26) hinges upon
obtaining a bound similar to that in Lemma 4, but in terms of pk from (26). A na¨ıve application of
(15) and (31a) gives
‖pk‖ ≤ C
ε
∥∥∥H˜kpk∥∥∥ ≤ C
ε
‖gk‖ ,
which implies the search direction can become unbounded as ε ↓ 0. Unfortunately, the norms of the
iterates of MINRES-QLP are not necessarily monotonic; see [14, 21, 30]. As a result, although by
Lemma 4, we have an upper bound on the final iterate, i.e., the exact solution (24), the intermediate
iterates from (30) may have larger norms. Nonetheless, as part of the results of this section, we show
that indeed all iterates of MINRES-QLP from (30) are bounded in the same way as in Lemma 4,
which can be of independent interest; see Lemma 9.
To achieve this, we first show that (30) can be decoupled into two separate constrained least
squares problems. We then show that the solution to each of these least squares problems is indeed
bounded.
Lemma 7. For any symmetric matrix A ∈ Rd×d and b ∈ Rd, consider the problem
x? = arg min ‖x‖2 s.t. x ∈ Arg min
x̂∈Kt
‖Ax̂− b‖2 , (32)
where Kt is any Krylov subspace. Let P1 and P2 be orthogonal projectors onto A-invariant
subspaces. Further, assume that P1P2 = P2P1 = 0 and Range(A) = Range(P1) ⊕ Range(P2),
where ⊕ denotes the direct sum. We have
x? = arg min
x1∈P1·Kt
‖Ax1 −P1b‖2 + arg min
x2∈P2·Kt
‖Ax2 −P2b‖2 . (33)
Proof. First note that since A is symmetric and Pi, i = 1, 2, are the orthogonal projectors onto
invariant subspaces of A, we have PiA = APi, i = 1, 2. Let P = P1 + P2. By Pythagoras theorem
we have
‖Ax− b‖2 = ‖PAx−Pb‖2 + ‖(I−P) b‖2 .
Noting that x? ∈ Range(A) (see [54, Lemma 7]), we can rewrite (32) as
x? = arg min
x∈P·Kt
‖APx−Pb‖2 .
Defining xi = Pix, i = 1, 2, for any x ∈ Range(A), we can write x = x1 + x2. Noting that P1 and
P2 are orthogonal projections onto orthogonal subspaces, we have
x? = arg min
x1∈P1·Kt
x2∈P2·Kt
‖A (P1x1 + P2x2)− (P1 + P2) b‖2
= arg min
x1∈P1·Kt
x2∈P2·Kt
‖P1Ax1 + P2Ax2 − (P1 + P2) b‖2
= arg min
x1∈P1·Kt
x2∈P2·Kt
(
‖P1Ax1 −P1b‖2 + ‖P2Ax2 −P2b‖2
)
= arg min
x1∈P1·Kt
‖Ax1 −P1b‖2 + arg min
x2∈P2·Kt
‖Ax2 −P2b‖2 .
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The following lemma gives a bound on the solution of each of decoupled terms in (33).
Lemma 8. For any symmetric matrix A ∈ Rd×d and b ∈ Rd, consider the problem
x? , arg min
x∈P·Kt
‖Ax−Pb‖ , (34)
where P is the orthogonal projector onto a A-invariant subspace and Kt is Kt(A,b) or Kt(A,Ab),
for t ∈ {1, 2, . . . ,Rank(AP)}. We have
‖x?‖ ≤ ‖Pb‖
∥∥∥[AP]†∥∥∥ .
Proof. Clearly, we can replace (34) with an equivalent formulation as
x? = arg min
x∈P·Kt
‖APx−Pb‖ .
We prove the result for when Kt = Kt(A,b) as the case of Kt = Kt(A,Ab) is proven similarly. As
before, since A is symmetric and P is the orthogonal projector onto an invariant subspaces of A,
we have PA = AP, hence AP is also symmetric. Consider applying Lanczos process to obtain the
decomposition
APQt = Qt+1Tt,
where Tt ∈ R(t+1)×t and Qt = [q1,q2, . . . ,qt] is an orthonormal basis for the Krylov subspace P ·Kt =
Kt(AP,Pb) and Qt+1 = [Qt | qt+1] with Qᵀtqt+1 = 0. Recall that one can find x? = Qty? where
y? , arg min
y∈Rt
∥∥Tty −Qᵀt+1Pb∥∥ .
It follows that
‖x?‖ = ‖Qty?‖ = ‖y?‖ =
∥∥∥T†tQᵀt+1Pb∥∥∥ .
Also, we have ∥∥∥T†t∥∥∥ = ∥∥∥[Qt+1TtQᵀt ]†∥∥∥ ≤ ∥∥∥[Qt+2Tt+1Qᵀt+1]†∥∥∥ ≤ . . . ≤ ∥∥∥[AP]†∥∥∥ ,
where the first equality is obtained by noting that
[Qt+1TtQ
ᵀ
t ]
†
= [TtQ
ᵀ
t ]
†
[Qt+1]
ᵀ = QtT
†
tQ
ᵀ
t+1,
and the series of inequalities follow from [13, Proposition 2.1]. So, we finally get
‖x?‖ =
∥∥∥T†tQᵀt+1Pb∥∥∥ ≤ ‖Pb‖ ∥∥∥T†t∥∥∥ ≤ ‖Pb‖∥∥∥[AP]†∥∥∥ .
We are now ready to prove a result similar to Lemma 4 for the case of inexact updates.
Lemma 9. Under Assumptions of Lemma 4, for the iterates of MINRES-QLP in (30), we have∥∥∥p(t)k ∥∥∥ ≤ 1γ˜ ‖gk‖ , t = 1, 2, . . . ,Rank(H˜k),
where γ˜ is as in Lemma 4.
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Proof. For simplicity, we drop the dependence on k and t. Let P˜1, P˜2 and P˜⊥ denote the projectors
U˜1U˜
ᵀ
1, U˜2U˜
ᵀ
2 and U˜⊥U˜
ᵀ
⊥, respectively, where U˜1, U˜2 and U˜⊥ are defined in (22). Also, let P˜ =
P˜1 + P˜2. Using Lemma 7, we can write (30) as p = p1 + p2, where
p1 = arg min
p∈P˜1·Kt
∥∥∥H˜p + P˜1g∥∥∥ , p2 = arg min
p∈P˜2·Kt
∥∥∥H˜p + P˜2g∥∥∥ .
From Lemma 8 and (20), it follows that
‖p1‖ ≤
∥∥∥P˜1g∥∥∥∥∥∥∥[H˜P˜1]†∥∥∥∥ = ∥∥∥U˜1U˜ᵀ1g∥∥∥∥∥∥∥[U˜1U˜ᵀ1H˜]†∥∥∥∥ ≤ 1γ − ε ‖g‖ .
Similarly, by (9b), (21), Theorem 1, and Lemma 8, we have
‖p2‖ ≤
∥∥∥P˜2g∥∥∥∥∥∥∥[H˜P˜2]†∥∥∥∥ ≤ ∥∥∥(U˜2U˜ᵀ2 + U˜⊥U˜ᵀ⊥)g∥∥∥∥∥∥∥[U˜2U˜ᵀ2H˜]†∥∥∥∥
≤ C
ε
∥∥∥(U˜2U˜ᵀ2 + U˜⊥U˜ᵀ⊥ −U⊥Uᵀ⊥ + U⊥Uᵀ⊥)g∥∥∥
≤ C
ε
∥∥∥(UUᵀ − U˜1U˜ᵀ1 + U⊥Uᵀ⊥)g∥∥∥ ≤ Cε
(
2ε
γ
+
√
1− ν
)
‖g‖ ,
which gives us
‖p2‖ ≤ C
(
2
γ
+
√
1− ν
ε
)
‖g‖ .
Finally, we obtain
‖p‖2 = ‖p1 + p2‖2 = ‖p1‖2 + ‖p2‖2 ≤
((
1
γ − ε
)2
+
(
C
(
2
γ
+
√
1− ν
ε
))2)
‖g‖2 .
The result follows from the inequality
√
a2 + b2 ≤ a+ b, ∀a, b ≥ 0.
The inexactness condition in (26) involves two criteria for an approximate solution pk, namely
feasibility of pk in (26) and that pk ∈ Range(H˜k). When gk ∈ Range(H˜k), the latter is enforced
naturally as a result of MINRES-QLP’s underlying Krylov subspace. However, in cases where gk /∈
Range(H˜k), one could simply modify the Krylov subspace as described in [54]. To allow for unification
of the results of this section, we define range-invariant Krylov subspace, which encapsulate these
variants.
Definition 2 (Range-invariant Krylov Subspace). For any symmetric matrix A, the range-
invariant Krylov subspace is defined as follows.
(i) If b ∈ Range(A), we can consider the usual Kt(A,b) , e.g., MINRES [51].
(ii) Otherwise, we can always employ Kt(A,Ab), e.g., MR-II [36].
Here, t = 1, . . . ,Rank(A).
In the subsequent discussion, we always assume that MINRES-QLP used within Algorithm 1 generates
iterates from an appropriate range-invariant Krylov subspace, Kt(H˜k,gk) or Kt(H˜k, H˜kgk) (cf. (30)).
Now, similar with the proofs for exact updates Theorem 3, we can obtain the following results for
Algorithm 1 with inexact updates satisfying (26).
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Theorem 5 (Algorithm 1 With Inexact Updates). Under Assumptions 1 to 5 and Conditions 1
and 2, for the iterates of Algorithm 1 with inexact updates, we have
‖gk+1‖2 ≤ (1− η) ‖gk‖2
where
η , max
{
0,
4ργ˜2(1− θ)
L(x0)
(
(1− ρ)(1− θ)− ε
γ˜
)}
∈ [0, 1],
and ρ, L(x0), ν˜, γ˜ and θ are, respectively, as in (27), Assumption 2, Lemmas 3 and 4, and Con-
dition 2.
Proof. Similar with the proof for Theorem 3, by (10) and (26) and Lemma 9, we have
ρ
〈
gk, H˜kpk
〉
− 〈gk,Hkpk〉 = −(1− ρ)
〈
gk, H˜kpk
〉
+
〈
gk,
(
H˜k −Hk
)
pk
〉
≥ (1− ρ)(1− θ) ‖gk‖2 − ε
γ˜
‖gk‖2 .
If ε satisfies the inequality ε ≤ (1−ρ)(1−θ)γ˜, the lower bound on the step-size returned by line-search
(27) is αk ≥ α where
α , 2γ˜
2
L(x0)
(
(1− ρ)(1− θ)− ε
γ˜
)
.
Otherwise, the lower bound is the trivial α = 0. Now, from (27) with the lower bound α, we get
‖gk+1‖2 ≤ ‖gk‖2 + 2ραk
〈
H˜kpk,gk
〉
≤ ‖gk‖2 − 2ραk(1− θ) ‖gk‖2 ≤ (1− 2ρα(1− θ)) ‖gk‖2 ,
which implies η = 2ρα(1− θ). We finally note since (1− θ) ≤ ν˜, similarly to the line of reasoning at
the end of the proof of Theorem 3, we can deduce that η ∈ [0, 1].
Remark 4. Note that when θ = 1− ν˜, Theorems 3 and 5 exactly coincide.
From Theorem 5, similar to Theorem 3, one cannot establish sufficient descent required for conver-
gence unless η > 0. However, similar results as those of Corollaries 1 and 2 corresponding to Theorem 5
can also be easily established here. We omit those results for the sake of brevity. Nonetheless, the
interesting interplay between ε and θ that arises as a result of Theorem 5 should be highlighted. For
example, suppose ν = 1. By inspecting the condition η > 0, i.e., ε < γ˜(1 − ρ)(1 − θ), one can see
that the smaller values of , i.e., more accurate estimations of H, allow for larger values of θ, which,
in turn, amount to cruder approximations to the exact least-norm solution. In other words, Hessian
approximation and sub-problem accuracy in the form of least-squares residual (cf. (31b)) are inversely
related.
As in Theorem 4, we can obtain a recursive behavior of ‖gk‖ for the case where αk = 1, which
can then be used to deduce a local problem-independent convergence rate similar to that described in
Remark 3.
Theorem 6 (Algorithm 1 With αk = 1 and Inexact Updates). Under the assumptions of The-
orem 5 with Assumption 2 replaced with (4b), for the iterates of Algorithm 1 with αk = 1 and
inexact updates (26), we have
‖g(xk+1)‖ ≤ LH
2γ˜2
‖g(xk)‖2 +
(
ε
γ˜
+
√
θ
)
‖g(xk)‖ .
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where LH, γ˜ and θ are, respectively, as in (4b), Lemma 4, and Condition 2.
Proof. Similarly to the proof of Theorem 4, using (31b), we have
‖g(xk+1)‖ = ‖g(xk + pk)‖ =
∥∥∥∥g(xk) + ∫ 1
0
H(xk + tpk)pkdt
∥∥∥∥
=
∥∥∥∥g(xk) + H˜(xk)pk − H˜(xk)pk + ∫ 1
0
H(xk + tpk)pkdt
∥∥∥∥
≤
∥∥∥∥−H˜(xk)pk + ∫ 1
0
H(xk + tpk)pkdt
∥∥∥∥+ ∥∥∥g(xk) + H˜(xk)pk∥∥∥
≤ ‖pk‖
∫ 1
0
‖H(xk + tpk)−H(xk)‖ dt+ ε ‖pk‖+
√
θ ‖g(xk)‖
≤ LH
2γ˜2
‖g(xk)‖2 +
(
ε
γ˜
+
√
θ
)
‖g(xk)‖ .
Remark 5. Here also, when θ = 1− ν˜, Theorems 4 and 6 exactly coincide.
Just as in Section 3.2.1, with some simple algebraic manipulations, we can easily derive sufficient
conditions on ε such that ε/γ˜ +
√
θ < 1 in Theorem 6 (for example a similar result to Corollary 3 in
the special case of inherently-stable perturbations). We omit those results for the sake of brevity.
3.3 Comparison with Sub-sampled Newton Method
As mentioned in Section 1, even though Newton-MR can be readily applied, beyond strongly-convex
settings, to the more general class of invex problems, its iterations bear a strong resemblance to those
of the classical Newton’s algorithm. Hence, it is illuminating to have a renewed look at the results
of this paper in light of the existing results on Newton’s method (and it Newton-CG variant) in the
contexts of inexact Hessian and strong convexity. To do this, we consider the setting of finite-sum
minimization problem (2) and compare the present results with those of [55]. For concreteness, we
consider [55, Theorem 13], which gives the global convergence of sub-sampled Newton method with
problem-independent local convergence rate. To create a level playing field here, we make the same
assumptions as those of [55, Theorem 13], namely each fi is twice-differentiable, smooth and convex,
i.e., 0 ≤ λmin(Hi(x)) ≤ λmax(Hi(x)) ≤ Li, ∀x ∈ Rd where Hi(x) , ∇2fi(x), f is γ-strongly convex
with Lipschitz gradient and Hessian, i.e., it satisfies (4). Note that by [54, Lemma 1], we have that
L(x0) = L
2
g + LH ‖∇f(x0)‖ where L(x0) is as in (5). As in [55, Section 1.5], we define κ , Lg/γ
and κmax , maxi Li/γ as the problem and sub-sampling condition numbers, respectively. Note that
κmax ≥ κ. We also define κ0 ,
√
L(x0)/γ. Now, by the assumption on ε in [55, Theorem 13], we
have ε ∈ O (1/√κmax), which in light of [55, Lemma 2] implies that a sample size of |S| ∈ O˜ (κ2max)
guarantees (11).
Specialized to strongly-convex problems, from Lemma 2, we have that Rank(H) = Rank(H˜) = d,
which implies ν˜ = 1 and also gives γ˜ = γ − ε in Lemma 4. Now, from Theorem 3, we get
η =
4ρ(γ − ε)2
L2g + LH ‖∇f(x0)‖
(
(1− ρ)− ε
γ − ε
)
.
Choosing ε ≤ (1− ρ)γ/(2− ρ) implies η ≥ 8ρ(1− ρ)/(3− ρ)2κ20. With this ε, [67, Lemma 16] implies
that a sample size of |S| ∈ O˜ (κ2max) is required to form H˜, which is of the same order as that for
sub-sampled Newton’s method above. Similarly, with this ε, the local convergence result of Theorem 4
can be stated with c2 ≤ (1 − ρ)/2. For inexact update in Section 3.2.2, we can also derive similar
results in the present context. Here, we emphasize that since ν˜ = 1, the inexactness tolerance can be
21
set to any value θ ∈ [0, 1) in Condition 2. This is in sharp contrast to sub-sampled Newton-CG in
which the inexactness tolerance is of the order θ ∈ O (1/√κmax), which is rather restrictive; see [55]
for further details on inexactness tolerance for sub-sampled Newton-CG.
We put all this together in Table 1. We also convert the convergence results of this paper in ‖g‖
to those of [55] which are in terms of f − f? and ‖x− x?‖ for global and local convergence regimes,
respectively. For this we use the well-known facts about strong convexity [47] that
‖g(x)‖ ≥ γ ‖x− x?‖ , and ‖g(x)‖2 ≥ 2γ (f(x)− f(x?)) .
In evaluating the complexities, we have assumed that the cost of one Hessian-vector product is of
the same order as evaluating a gradient, e.g, [35, 52, 55, 69]. From Table 1, the overall worst-case
running-time of an algorithm to achieve the prescribed sub-optimality is estimated as
(
nd + Column
#2 × Column #3 ) × (Column #4 or Column #5), the first term nd is the cost of evaluating the
full gradient.
Table 1: Complexity comparison of variants of Newton’s method and Newton-MR methods for (2). The
notation O˜ implies hidden logarithmic factors, e.g., ln(κ), ln(κmax), ln(d). Constants γ, κ, κmax, κ0 are
defined in Section 3.3. Fourth column gathers iteration complexity to achieve sub-optimality f(xk) −
f(x?) ≤ ς for some ς ≤ 1. Fifth column reflect the corresponding complexity to achieve ‖xk − x?‖ ≤ ς for
some ς ≤ 1, assuming x0 is close enough to x?.
Method
Evaluating
Hessian-
Vector
Product, Hv
# of
Iterations of
MIN-
RES/CG
Global Iteration
Complexity
Local Iteration
Complexity
Reference
Newton O(nd) O(d) O(κ2 ln 1
ς
) O(ln ln 1
ς
) Folklore
Newton-CG O(nd) O˜(√κ) O(κ2 ln 1
ς
) O(ln 1
ς
) Folklore
Sub-sampled Newton O˜(dκ2max) O(d) O(κκmax ln 1ς ) O(ln 1ς ) [55, Theorem 13]
Sub-sampled Newton-CG O˜(dκ2max) O˜(
√
κmax) O(κκmax ln 1ς ) O(ln 1ς ) [55, Theorem 13]
Newton-MR (Exact Update) O˜(nd) O(d) O(κ20 ln 1ς ) O(ln ln 1ς ) [54, Corollary 1, Theorem 2]
Newton-MR (Inexact Update) O˜(nd) O˜(√κ) O(κ20 ln 1ς ) O(ln 1ς ) [54, Corollary 2, Theorem 4]
Algorithm 1 with (25) O˜(dκ2max) O(d) O(κ20 ln 1ς ) O(ln 1ς ) Theorems 3 and 4
Algorithm 1 with (26) O˜(dκ2max) O˜(
√
κmax) O(κ20 ln 1ς ) O(ln 1ς ) Theorems 5 and 6
Table 1 gives complexities involved in various algorithms for achieving sub-optimality in objective
value, i.e., f(xk)−f(x?) ≤ ς for some ς ≤ 1 and the corresponding complexity to achieve ‖xk−x?‖ ≤ ς
for some ς ≤ 1, assuming x0 is in the vicinity of the solution x?. We note that the complexities given
in Table 1 are , not only, for worst-case analysis, but also they are pessimistic. For example, from
the worst-case complexity of the algorithms with Hessian sub-sampling, it appears that they are
advantageous only in some marginal cases. However, this is unfortunately a side-effect of our analysis
and not an inherent property of the sub-sampled algorithm. In this light, any conclusions from these
tables should be made with great care.
In the strongly-convex setting with the above smoothness assumptions, since κ0 ≥ κ, the global
worst-case iteration complexity of Newton-MR is worse than that of Newton-CG (of course, Newton-
MR applies to the larger class of invex objectives, which are also allowed to be less smooth than what
is assumed to generate Table 1; see [54] for a detailed discussion.) However, for sub-sampled variants
of these algorithms, the comparison is not as straightforward. Indeed, the interplay between x0, LH,
and maxi Li determines the relationship between κκmax and κ
2
0. For examples, if x0 is chosen such
that ‖∇f(x0)‖  1, then one expects to see κ20 ≤ κκmax, which implies Algorithm 1 should perform
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better than sub-sampled Newton methods in [55]. Similarly, if Li’s are very non-uniform, then noting
that Lg ≤
∑n
i=1 Li/n, we can also expect κmax  κ, which could imply κ20 ≤ κκmax.
Although not reflected in Table 1, it has been shown that for linear systems involving positive
definite systems, MINRES can achieve a given relative residual tolerance in far fewer iterations than
CG; see [30] for a detailed discussion. This observation indicates that Algorithm 1 with (26) should
typically converge faster than sub-sampled Newton-CG method of [55]. This is indeed confirmed by
the numerical experiments of Section 4. Finally, from Table 1, we can also see that in the absence of a
good preconditioner, if κmax ≥ d2, solving (25) exactly can be potentially more efficient than resorting
to an inexact method.
4 Numerical Experiments
In this section, we empirically verify the theoretical results of this paper and also evaluate the perfor-
mance of Newton-MR as compared with several optimization methods. In particular, we first study
the effect of unstable perturbations with ν < 1 in Section 4.1 and show that, somewhat unintuitively,
reducing the perturbations indeed results in worsening of the performance. In Section 4.2, we then
turn our attention to two class of problems where ν = 1 and demonstrate that such inherent stability
allows for the design of a highly efficient variant of Newton-MR in which the Hessian is approximated.
The code for the experiments is available at https://github.com/syangliu/Newton-MR.
(a) f(xk) vs. Iterations (b) ‖∇f(xk)‖ vs. Iterations (c) Step-size vs. Iterations
Figure 2: Performance of Newton-MR under an unstable perturbation for ε = 10−2, 10−5, and 10−13 as in
Section 4.1, e.g., “Newton-MR 1.00E-02” refers to the perturbation with ε = 10−2. “Newton-MR” refers
to unperturbed algorithm.
4.1 Unstable Perturbations
We now verify the theoretical results of this paper in case of unstable perturbations where ν < 1
and the perturbation is not acute. For this, we consider a simple two dimensional function, taken
from [54, Example 5], as
f(x1, x2) =
ax21
b− x2 , (35)
where dom(f) =
{
(x1, x2) | x1 ∈ R, x2 ∈ (−∞, b) ∪ (b,∞)
}
. Clearly, f is unbounded below and,
admittedly, this example is of little interest in optimization. In fact, applying Algorithm 1 to (35)
amounts to finding its stationary points, which are of the form (0, x2) ∈ dom(f). Nonetheless, (35)
serves our purpose of demonstrating the effects of unstable perturbations in the performance of Algo-
rithm 1.
In [54, Example 5], it has been shown that ν = 8/9. Here, we consider a = 100, b = 1 and x0 is
chosen randomly from standard normal distribution. We draw a symmetric random matrix E from
the Gaussian orthogonal ensemble and form the perturbed Hessian as H˜ = H+εE/ ‖E‖. We consider
Algorithm 1 with exact updates for unperturbed as well as perturbed Hessian with ε = 10−2, 10−5, and
23
2nd-order
Methods
Newton-MR Newton-CG Gauss-Newton ssNewton-MR ssNewton-CG L-BFGS
2(t+ `+ 1) 2t+ `+ 2 2t+ `+ 2 2ts/n+ 2(`+ 1) 2ts/n+ `+ 2 2(`+ 1)
1st-order
Methods
Momentum Adagrad Adadelta RMSprop Adam SGD
2b/n 2b/n 2b/n 2b/n 2b/n 2b/n
Table 2: Complexity measure for each iteration of the algorithms for a finite-sum minimization problem
involving n functions. Sub-sampled variants of Newton-MR and Newton-CG are referred to, respectively
as “ssNewton-MR” and “ssNewton-CG”. We also use t and ` to denote, respectively, the total number
of iterations for the corresponding inner solver and the line-search. The sample size for estimating the
Hessian is denoted by s, whereas b refers the mini-batch size for first-order methods.
10−13, respectively. As seen in Figure 2, for such an unstable perturbation, better approximations
to the true Hessian, perhaps unintuitively, do not necessarily help with the convergence. In fact,
smaller values of ε amount to search directions that grow unboundedly larger, which result in the
step-size shrinking to zero to counteract such unbounded growth; see Figure 1 for a depiction of this
phenomenon. These numerical observations reaffirm the theoretical results of Section 3.2.
4.2 Stable Perturbations
In this section, we demonstrate the efficiency of Algorithm 1 under inherently stable perturbations.
Our empirical evaluations of this section are done in the context of finite-sum minimization (2). We
first make comparisons among several Newton-type methods. In particular, we consider Newton-MR,
Newton-CG, as well as their stochastic variants in which the Hessian matrix is sub-sampled, while the
function and its gradient are computed exactly. We also consider the classical Gauss-Newton as well
as L-BFGS. We then turn our attention to comparison among sub-sampled Newton-MR and several
first-order alternatives, namely SGD with and without momentum [64], Adagrad [28], RMSProp [65],
Adam [39], and Adadelta [71]. We consider both deterministic and stochastic variants of the first-order
algorithms where the gradient is, respectively, computed exactly and estimated using sub-samples. All
first-order algorithms in this section use constant step-sizes, which are carefully fine-tuned for each
experiment to give the best performance in terms of reducing the objective value.
Complexity Measure In all of our experiments, in addition to “wall-clock” time, we consider
total number of oracle calls of function, gradient and Hessian-vector product as a complexity measure
for evaluating the performance of each algorithm. Similar to [54, Section 4], this is a judicious decision
as measuring “wall-clock” time can be highly affected by particular implementation details. More
specifically, for each i in (2), after computing fi(x), computing ∇fi(x) is equivalent to one additional
function evaluation. In our implementations, we merely require Hessian-vector products ∇2fi(x)v,
instead of forming the explicit Hessian, which amounts to two additional function evaluations, as
compared with gradient evaluation. The number of such oracle calls for all algorithms considered here
is given in Table 2.
Parameters Throughout this section, we set the maximum iterations of the underlying inner solver,
e.g., MINRES-QLP or CG, to 200 with an inexact tolerance of θ = 10−2. In Algorithm 1, for
the termination criterion and the Armijo line-search parameter, respectively, we set τ = 10−10 and
ρ = 10−4. Both Newton-CG and Gauss-Newton use the standard Armijo line-search whose parameter
is also set to ρ = 10−4. The parameter of the strong Wolfe curvature condition, used for L-BFGS,
is 0.4. The history size of L-BFGS will be kept at 20 past iterations. In the rest of this section,
all methods are always initialized at x0 = 0. For Newton-type methods, the initial trial step-size in
line-search is always taken to be one.
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4.2.1 Softmax regression
Here, we consider the softmax cross-entropy minimization problem without regularization. More
specifically, we have
f(x) , L(x1,x2, . . . ,xC−1) =
n∑
i=1
(
log
(
1 +
C−1∑
c′=1
e〈ai,xc′ 〉
)
−
C−1∑
c=1
1(bi = c) 〈ai,xc〉
)
, (36)
where {ai, bi}ni=1 with ai ∈ Rp, bi ∈ {0, 1, . . . , C} denote the training data, C is the total number
of classes for each input data ai and x = (x1,x2, . . . ,xC−1). Note that, in this case, we have d =
(C−1)×p. It can be shown that, depending on the data, (36) is either strictly-convex or merely weakly-
convex. In either case, however, it has been shown in [54] that ν = 1, i.e., ∇f(xk) ∈ Range
(∇2f(xk)).
Figure 3, 4 and 5 depict, respectively, the performance of variants of Newton-MR as compared
with other Newton-type methods and several (stochastic) first-order methods. As it can be seen,
all variants of Newton-MR are not only highly efficient in terms of oracle calls, but also they are
very competitive in terms of “wall-clock” time. In fact, we can see that sub-sampled Newton-MR
converges faster than all first-order methods. This can be attributed to moderate per-iteration cost
of sub-sampled Newton-MR, which is coupled with far fewer overall iterations.
(a) f(xk) vs. Oracle calls (b) ‖∇f(xk)‖ vs. Oracle calls (c) f(xk) vs. Time (sec)
Figure 3: Comparison among Newton-type methods on (36) using MNIST dataset. Here, sample sizes are
chosen as s = 0.1n, 0.05n and 0.01n, e.g., “ssNewton-MR 10%” uses s = 0.1n.
(a) f(xk) vs. Oracle calls (b) ‖∇f(xk)‖ vs. Oracle calls (c) f(xk) vs. Time (sec)
Figure 4: Comparison among sub-sampled Newton-MR and several first-order methods on (36) using
Cifar10 dataset. Here, sample/mini-batch sizes are s = b = 0.05n.
We then compare the performance of Newton-MR and Newton-CG as it relates to sensitivity to
Hessian perturbations. We consider full and sub-sampled variants of both algorithms for a range of
sample-sizes. Figures 6 and 7 clearly demonstrate that Newton-MR exhibits a great deal of robustness
to Hessian perturbations, which amount to better performance for crude Hessian approximations.
This is in sharp contrast to Newton-CG, which requires more accurate Hessian estimations to perform
comparatively. Note the large variability in the performance of sub-sampled Newton-CG as compared
with rather uniform performance of sub-sampled Newton-MR.
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(a) f(xk) vs. Oracle calls (b) ‖∇f(xk)‖ vs. Oracle calls (c) f(xk) vs. Time (sec)
Figure 5: Comparison among sub-sampled Newton-MR and several first-order methods on (36) using
Cifar10 dataset. Here, sample/mini-batch sizes are s = 0.05n, b = n.
4.2.2 Gaussian Mixture Model
Here, we consider an example involving a mixture of Gaussian densities. Although this problem is
non-invex, it exhibits features that are close to being invex, e.g, small regions of saddle points and
large regions containing global minimum [44]. For simplicity, we consider a mixture model with two
Gaussian components as
f(x) , L(w,u,v) = −
n∑
i=1
log (ζ(w)Φ (ai; u,Σ1) + (1− ζ(w)) Φ (ai; v,Σ2)) , (37)
where Φ denotes the density of the p-dimensional standard normal distribution, ai ∈ Rp are the data
points, u,v ∈ Rp,Σ1,Σ2 ∈ Rp×p are the corresponding mean vectors and the covariance matrices of
two Gaussian distributions, w ∈ R and ζ(t) = 1/(1+e−t) is to ensure that the mixing weight lies within
[0, 1]. Here, one can show that ν = 1. Note that, here, x , [w; u; v] ∈ R2p+1. In each run, we generate
1, 000 random data points, generated from the mixture distribution (37) with p = 100, and ground
truth parameters as w? ∼ N [0, 1],u? ∼ N [−1, 1],v? ∼ U [3, 4]. Covariance matrices are constructed
randomly, with controlled condition number, such that they are not axis-aligned. To establish this,
we first randomly generate two p× p matrices whose elements are i.i.d. drawn from standard normal
distribution and uniform distribution, respectively. We then find the corresponding orthogonal bases,
Q1,Q2, using QR factorization. We then set Σi = Q
ᵀ
iD
−1Qi where D is a diagonal matrix whose
diagonal entries are chosen equidistantly from the interval [0, 108]. This way the condition number of
each Σi is 10
8. In all the figures,
Estimation error at kth iteration , 1
2
( |wk − w?|
w?
+
‖[uk; vk]− [u?; v?]‖
‖[u?; v?]‖
)
.
In our experiments, the classical Gauss-Newton method performed extremely poorly, and as a result
we did not consider its sub-sampled variants. Figure 8 shows the performance profile plots [27,33] with
500 runs for Newton-type methods and Figures 9 and 10 depict the corresponding plots comparing
variants of Newton-MR with several first-order methods using, respectively, sample/mini-batch sizes
of 5% and the full gradient. Recall that in performance profile plots, for a given λ in the x-axis, the
corresponding value on the y-axis is the proportion of times that a given solver’s performance lies
within a factor λ of the best possible performance over all runs.
As demonstrated by Figure 8, although L-BFGS performs competitively in terms of reducing the
objective function, its performance in terms of parameter recovery and estimation error is far worse
than all other methods. In contrast, all variants of Newton-MR have stable performance across all 500
runs, with sub-sampled variants exhibiting superior performance. Figure 9 and 10 also demonstrate
similar superior performance compared with first-order algorithms.
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(a) f(xk) vs. Iterations (b) ‖∇f(xk)‖ vs. Iterations
(c) f(xk) vs. Iterations (d) ‖∇f(xk)‖ vs. Iterations
Figure 6: Stability comparison between full and sub-sampled variants of Newton-MR and Newton-CG
using s = 0.1n, 0.05n, 0.01n in Table 2 on (36) with MNIST dataset.
5 Conclusions
We considered the convergence analysis of Newton-MR [54] under inexact Hessian information in
the form of additive noise perturbations. It is known that the pseudo-inverse of the Hessian is a
discontinuous function of such perturbations. As a result, the pseudo-inverse of the perturbed Hessian
can grow unboundedly with diminishing noise. However, our results indicate that it can indeed
remain bounded along certain directions and under favorable conditions. We showed that the concept
of inherently stable perturbations encapsulates situations under which Newton-MR with noisy Hessian
remains stably convergent. Under such conditions, we established global and local convergence results
for Algorithm 1 using both exact and inexact updates. We argued that such stability analysis allows
for the design of efficient variants of Newton-MR in which Hessian is approximated to reduce the
computational costs in large-scale problems. We then numerically demonstrated the validity of our
theoretical result and evaluated the performance of several such variants of Newton-MR as compared
with various first and second-order methods.
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