L'in\'egalit\'e de Melin H\"ormander en caract\'eristiques multiples by Lascar, Bernard & Lascar, Richard
ar
X
iv
:1
50
9.
00
13
8v
1 
 [m
ath
.A
P]
  1
 Se
p 2
01
5
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Résumé
On prouve ici l’inégalité de Melin-Hörmander en caractéristiques 2k pour k ∈ N quel-
conque.
We prove in this work the Melin-Hörmander inequality for operators with multiple cha-
racteristics.
AMS Classification : 35S05.
1 NOTATIONS
On considère dans ce travail des opérateurs pseudo-différentiels classiques sur Rn, P =
P (x,D) où :
(1.1) Pu(x) =
∫
eixξp(x, ξ)û(ξ)
dξ
(2pi)n
,
où p(x, ξ) est classique, c’est à dire admet un développement :
(1.2) p(x, ξ) = pm(x, ξ) + . . .+ pm−j + . . .
où pm−j est positivement homogène en ξ de degré m − j ; m ∈ R est l’ordre de l’opérateur ; et
u ∈ S(Rn).
Dans la mesure où on va produire une inégalité de borne inférieure, on préférera à la formule
(1.1) la formule de la quantification de Weyl :
(1.3) Pu(x) = (σw)u(x) =
∫
ei(x−y)ξσ
(x+ y
2
, ξ
)
u(y)dy
dξ
(2pi)n
.
Comme :
(1.4) σ(x, ξ) = e−i(Dx,Dξ)/2p(x, ξ); σ est aussi un symbole classique de degré m.
Par ailleurs ((σ)w)∗ = (σ)w et σm−1 est le symbole sous principale de P bien défini sur Σ =
{(x, ξ) ∈ Rn × Rn; pm(x, ξ) = dpm(x, ξ) = 0}.
Bien que notre résultat ne concerne que des symboles classiques nous aurons besoin des résul-
tats du calcul de Weyl d’Hörmander [7] volume III page 150. Ce calcul concerne des symboles très
généraux dont les propriétés sont définies par un pois m(X) et une métrique gX où maintenant
X désigne le point courant de Rn ⊕ Rn.
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Définition 1. Soit X ∈ Rn → gX un champ de métriques, on dit que gX est admissible si on a
les trois conditions :
lenteur
(1.5) Il existe c et C positives telles que gX(Y ) ≤ c entraîne gX+Y ≤ CgX .
tempérence
(1.6) Il existe c et N tels que gX ≤ CgY (1 + g
σ
X(X − Y ))
N .
principe d’incertitude
(1.7) h2(X) = sup
v∈Rn⊕Rn
gX(v)
gσX(v)
≤ 1.
Un pois m(X) est admissible s’il est lent et admissible.
On dira que P est dans la classe S(m, g) si p ∈ S(m, g) c’est à dire :
(1.8) |Djxp(X)(t1, . . . , tj)| ≤ Cjm(X)(gX(t1) . . . gX(tj))
1/2 pour tout t1, . . . , tj ∈ R
n ⊕ Rn.
Les opérateurs se composent et p1 ◦ p2 = (p1#p2)w, p1#p2 = q avec :
(1.9) q(X)−
∑
j<N
(12 )
j 1
j!
σ(Dx, Dξ;Dy, Dη)
j(p1(x, ξ)p2(y, η))|(x,ξ)=(y,η) ∈ S(m1m2h
N , g).
Et q ∈ S(m1m2, g) si p1 ∈ S(m1, g) et p2 ∈ S(m2, g). On a :
Théorème 1.1. Si a ∈ S(1, g) alors :
(1.10) ‖aw‖(L(Rn,Rn)) ≤ Ca où Ca est une semi-norme de S(1, g).
Théorème 1.2. L’inégalité de Gärding (sharp) s’énonce : si a ∈ S(h−1, g;L(F, F )) où F est un
espace de Hilbert et si pour tout X ∈ R⊕ Rn, a(X) ≥ 0 alors il existe Ca ne dépendant que des
semi-normes de a tel que
(1.11) (a+ CaId)
w ≥ 0.
Théorème 1.3. L’inégalité de Fefferman-Phong s’énonce : si a ∈ S(h−2, g) est scalaire et si
pour tout X ∈ Rn ⊕ Rn, a(X) ≥ 0 alors il existe Ca ne dépendant que des semi-normes de a tel
que
(1.12) (a+ Ca)
w ≥ 0.
L’inégalité de Fefferman-Phong est très intéressante dans les cas où il y a pas du tout de
calcul symbolique asymptotique (elle a d’ailleurs été inventée pour (ψ)) (voir [5] et [11]) mais
n’est pas optimale en effet :
(1.13) a = x2 + ξ2 − 1 6≥ 0 et pourtant aw = D2x + x
2 − 1 ≥ 0
En effet la fonction h de ce calcul symbolique est h(X) = 〈x, ξ〉−2, donc seules des perturbations
négatives de degré 〈x, ξ〉−2 ne seraient admises.
A. Melin puis L. Hörmander ont répondu à cette question, à l’aide des invariants symplectiques
issus des travaux de L. Boutet de Monvel [3] et V. Ivrii-V M. Petkov [9] qui sont le symbole sous
principal et la trace plus du Hessien.
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En effet si pm ≥ 0, sur Σ = {(x, ξ) ∈ T ∗Rn \ 0; pm(x, ξ) = 0}, en plus de psm−1 on dispose de
la matrice fondamentale définie par la relation :
(1.14) ∇2pm(ρ)(t, t
′) = σ(t, Fpm(ρ)t
′) pour t et t′ ∈ Tρ(T
∗
R
n)
On voit assez facilement que Spec Fpm(ρ) ⊂ iR et est formé de couples de valeurs propres
±iλj , λj ≥ 0. Alors on note :
(1.15) tr+Ppm(ρ) =
∑
j
λj .
L. Hörmander a prouvé dans [6] le théorème suivant :
Théorème 1.4. Si P (x,Dx) est un opérateur pseudo-différentiel classique auto-adjoint sur R
n
qui satisfait à :
Hypothèse 1. i) p2m ≥ 0 et p
−1
2m(0) = Σ, où Σ est une variété lisse de T
∗
R
n \ 0 de rang
symplectique constant. On note dΣ la distance à Σ.
ii)
(1.16) p2m ≃ d
2
Σ pour (x, ξ) ∈ S
∗(Rn).
iii) En chaque point ρ ∈ Σ,
(1.17) ps2m−1(ρ) +
1
2
tr+Fp2m(ρ) ≥ 0.
Alors on a :
(1.18) (Pu, u) ≥ −CK‖u‖
2
(m−1) pour u ∈ C
∞
K
Bien entendu si (1.17) est remplacée par :
(1.19) ps2m−1(ρ) +
1
2
tr+Fp2m(ρ) > 0,
alors (1.18) devient
(1.20) (Pu, u) ≥ cK‖u‖
2
(m−1)/2 − CK‖u‖
2
m−1 pour u ∈ C
∞
K ;
qui s’avère en pratique plus utile.
2 ÉNONCÉ DU RÉSULTAT
On étend à la multiplicité d’ordre supérieure le théorème (1.4) ou plus exactement sa consé-
quence (1.20) quand on a la condition (1.19). Il est clair que l’invariance exige lorsque le symbole
principal s’annule à l’ordre 2k sur une variété C∞Σ que pour 0 ≤ j ≤ k, pm−j s’annule à l’ordre
2k − 2j sur Σ. On peut alors énonce notre résultat.
Hypothèse 2. Soir P (x,Dx) un opérateur pseudo-différentiel classique quto-ajkoint de degré m
sur Rn.
i) pm ≥ 0 et p−1m (0) = Σ, où Σ est une variété lisse de T
∗
R
n \0 de rang symplectique constant.
On note dΣ la distance à Σ.
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ii) Il existe k ∈ N, tel que :
(2.1) pm−j = O(d
2k−2j
Σ ) pour O ≤ j ≤ k et pm ≃ d
2k
Σ pour (x, ξ) ∈ ST
∗(Rn).
iii) En chaque point p ∈ Σ, l’opérateur différentiel localisé PΣ a une borne inférieure strictement
positive sur L2.
Les hypothèses 2 sont invariantes par transformation canonique homogène.
On déduit des hypothèses (2) l’inégalité :
Théorème 2.1. Soit P (x,Dx) un opérateur pseudo-différentiel classique auto-adjoint de degré
m qui vérifie les hypothèses (2), alors pour tout compact K de Rn, il existe des constantes cK et
CK positives telles que :
(2.2) (Pu, u) ≥ cK‖u‖
2
m/2−k/2 − CK‖u‖
2
m/2−k/2−1/2 pour tout u ∈ C
∞
0 (K).
Le théorème (2.1) est exactement l’extension à k quelconque du théorème 22.33 page 364,
volume III du traité de L. Hörmander [7] qui traite le cas k = 1.
L’opérateur localisé a été introduit par L. Boutet de Monvel [3], les invariances par transfor-
mations canoniques ont été largement développées à cette époque.
On donne une preuve moderne qui s’appuie sur un argument de deuxième microlocalisation.
Nous allons d’abord définir correctement PΣ. Pour cela on reprend l’exposé de Boutet de
Monvel-Grigis-Helffer [4]. On travaille dans des coordonnées (u, v) près de ρ ∈ Σ où Σ = {u = 0}.
L’invariance par changement de coordonnées est une autre question.
Définition 2. On dit que P ∈ Nm,k, si P (x,D) est une opérateur pseudo-différentiel classique
de degré m tel que pour 0 ≤ j ≤ k/2, pm−j s’annule à l’ordre k− 2j sur Σ = {uj = 1, 1 ≤ j ≤ p}
et Tk(P ) désigne la somme obtenue en prenant les développements de Taylor sur uj = 0, ainsi
obtenus.
On décompose les champs de vecteurs ∂∂xS et
∂
∂ξS
suivant leurs composantes tangentes et
normales à Σ :
(2.3)
∂
∂xS
=
∑
j
Bjs(v)
∂
∂uj
+ rS
(2.4)
∂
∂ξS
=
∑
j
Cjs(v)
∂
∂uj
+ ρS
où rS et ρS sont des champs tangents à Σ. L’opérateurB(v) de matriceBj,s opère de E = R
n dans
N = Rp ; C : En → N de matrice Cjs. L = (B+C) : E×E∗ → N , puis enfin A = CtB : N∗ → N .
Définition 3. Si L(x, ξ) = Bx+ Cξ, et A = CtB ∈ L(N∗, N) on pose
i)
(2.5) aLf =
∫
eixξa(L(x, ξ))f̂(ξ)
dξ
(2pi)n
pour a ∈ S(N).
ii) On pose :
(2.6) pΣ = aA avec a = Tkp
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On a dans [4] la propriété suivante :
Proposition 2.1.
(2.7) (P ◦Q)Σ = PΣ ◦QΣ
Et donc pour calculer PΣ il faut décomposer P en produit d’opérateurs :
(2.8) P =
∑
|α|≤k
AαU
α1
1 . . . U
αp
p
Si P = U1 si u1 = x1, PΣ = x1 ; Si u1 = ξ1, PΣ =
∂
i∂x1
.
Maintenant on veut faire le lien avec la quantification de Weyl.
On a besoin déjà d’un calcul symbolique, on quantifie donc les symboles avec un grand
paramètre Λ par la formule :
(2.9) qwΛu(x) =
∫
eiΛ(x−y)ξq
(
x+y
2 , ξ,Λ
)
u(y)dy
Λndξ
(2pi)n
On note pour I un k-uple I = (i1, . . . , ik), U
(I) le symétrisé pour toutes les permutations des
indices du produit Ui1 ◦ . . . ◦ Uik . Soit m ∈ R et α ∈ N, définissons alors T
m,α comme la classe
des fonctions qui s’écrivent :
(2.10) a =
∑
2≤2l≤α
alu
−2l+α où al ∈ S(Λ
−l,Γ),Γ = |dX |2.
Alors si a ∈ Tm,l et M ∈ N, ΛM/2∇Ma ∈ Tm,l, donc Tm,l#Tm
′,l′ ⊂ Tm+m
′,l+l′ et uα ∈ T 0,α.
Proposition 2.2.
(2.11) U (I) = (u(I))w + rwI avec rI ∈ T
0,|I|.
La proposition se prouve aisément en utulisant la forme explicite du calcul de Weyl qui annule
les temers impairs du développement lorsqu’on fait un produit symétrique. De plus si les uj sont
des coordonnées le calcul (2.11) est exact et rI = 0.
Exemple 1. Supposons et ce n’est pas restrictif que P ∈ N 0,2 soit écrit de façon symétrique :
(2.12) P = αx2 + β
(
x
Dx
Λ
+
Dx
Λ
x
)
+ γ
(Dx
Λ
)2
+ Λ−1p1
La condition PΣ signifie exactement (2.1) que :
(2.13) Q = (α0x
2 + 2β0xξ + γ0ξ
2 + Λ−1p1(0))
wΛ > 0 sur L2(R)
Ce qui dans le cas des formes quadratiques se calcule sous la forme :
(2.14) p1(0) +
1
2
tr+FQ0 > 0.
Calculé en coordonnées [4], on a :
(2.15) PΣ =
∑
|α|+|β|+2j=k
1
α!β!
∂αx ∂
β
ξ σm−j(x, ξ)(y
αηβ)w.
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3 PREUVE DU THÉORÈME (2.1)
On ne va donner une preuve que dans le cas où Σ est symplectique, les autres cas se déduisent
directement. D’ailleurs les termes involutifs n’améliorent pas les conditions sur les termes d’ordres
inférieurs et disposent d’un calcul symbolique avec h petit donc ajouter des termes involutifs est
une généralisation facile.
On commence par des réductions standards.
Le théorème (2.1) étant asymptotique et microlocal, il se réduit à une inégalité avec grand
paramètre Λ pour un opérateur pseudo-différentiel P = (p)wΛ dont le symbole est classique :
(3.1) p(x, ξ,Λ) = Λmqm(x, ξ) + . . .+ Λ
m−1qm−1(x, ξ) + . . .
les qm−j peuvent aussi dépendre de Λ avec qm−j ∈ S(1,Γ) où Γ = |dX |2 et X = (x, ξ).
L’inégalité 2.2 est écrite microlocalement :
Proposition 3.1. Il existe un petit voisinage V (ρ0) de chaque point ρ0 de Σ et pour chaque
N ∈ N, des constantes c > 0 et CN > 0 telles que :
(3.2) (PΘu,Θu) ≥ cΛm−k‖Θu‖2 − CNΛ
−N‖u‖2,
où Θ = (θ)wΛ .θ(X) ∈ C∞0 (V (ρ0)).
Vu les hypothèses sur Σ, on peut choisir des coordonnées symplectiques dans lesquelles Σ =
{(x, ξ) ∈ R2n;x1 = . . . = xd = ξ1 = . . . = ξd = 0}. Puisque toutes les hypothèses sont invariantes
par transformation canonique homogène.
On change les notations et on écrit maintenant X˜ = (X,Xn) où X˜ sont touts les variables
de Rn ⊕ Rn, X ∈ Rd ⊕ Rd, Xn ∈ R
n−d ⊕ Rn−d, Σ = {X˜;X = 0}.
L’opérateur localisé PΣ est alors un opérateur différentiel à symbole polynomial en X de
degré au plus 2k. Quantifié en wΛ, le symbole total n’a pas la bonne homogénéité, puisque x et ξ
sont respectivement les symboles de x et DxΛ , leur commutateur vaut Λ
−1 tout comme Λ−1qm−1.
On se simplifie la tâche si on quantifie autrement.
On introduit la transformation unitaire dans L2
(3.3) TΛu(x, xn) = u(Λ
−1/2x, xn)Λ
−d/2.
(3.4) TΛq
wΛT−1Λ = (q(Λ
−1/2x,Λ1/2ξ, xn, ξn))
wΛ = (q(Λ−1/2X,Xn))
w1,Λ .
Dans la formule (3.3), w1,Λ est la quantification 1 dans la variable x et Λ dans la variable xn.
Si Ql ∈ S(1,Γ) et Ql = O(dlΣ), alors par la formule de Taylor à l’ordre l, Ql = X
lQ1,l(X,Xn)
où Q1,l ∈ S(1,Γ).
Si maintenant on remplace q(X,Xn) par q(Λ
−1/2X,Xn) (3.4) ; Ql = X
lQ1,l(X,Xn) devient
Ff (X,Xn) = Λ
−l/2Q1,l(Λ
−1/2X,Xn)X
l.
(3.5) F1,l = Q1,l(Λ
−1/2X,Xn) ∈ S(1,ΓΛ) avec ΓΛ = Λ
−1|dX |2 + |dXn|
2;
Remarque 1. Cependant maintenant F1,l est seulement supporté par une boule BR = {X, |X | <
RΛ1/2} où R est petit et désigne le diamètre de V (ρ0).
Ce que l’on veut montrer est que l’on peut localiser dans l’espace des X de façon à réduire
Fl(X,X) à Fl,0(X,Xn) = Λ
−1/2Q1,l(0, Xn)X
l Soi si a ≥ 0,
(3.6) ga =
|dX |2
da(X)2
+ |dXn|
2
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avec da(X) = |X |+ a, X l ∈ S(dla, ga).
La condition S(1,ΓΛ) ⊂ S(1, ga) entraîne que da(X) ≤ CΛ
1/2, il faut donc avoir |X | ≤ CΛ1/2
et prendre a ≤ CΛ1/2, la première de ces deux conditions sera assurée si on a pris des symboles,
dans le calcul de départ, à support près de ρ0 ∈ Σ. On veut de plus avoir un calcul pseudo-
différentiel, il faut donc vérifier les conditions du calcul de Weyl :
Proposition 3.2. Si a ≥ 1, la métrique ga est lente et σ tempérée et les poids dma sont lents
et σ tempérés pour tout m ∈ R. La fonction h du calcul (1,Γ) corespondant vaut : ha(X) =
max(da(X)
−2,Λ−1) ≤ 1. On veut de plus composer une classe S(m, ga) avec une classe S(m′, gb),
il vaut vérifier que ha,b(X) = max((da, db)
−1,Λ−1) ≤ 1, soit α#β ∈ S(mm′, gmin(a,b)), si α ∈
S(m, ga) et β ∈ S(m′, gb).
C’est en effet bien connu et parfaitement évident. On a donc montré :
Proposition 3.3. Il résulte des hypothèses d’annulation, F˜2k−2j = Λ
m−jF2k−2j ∈ S(Λm−kd2k−2ja , ga)
dans {|X | ≤ RΛ1/2} et si 1 ≤ a ≤ CΛ1/2. On se trouve bien localisé dans une zone {|X | ≤ RΛ1/2}
à cause de la remarque (1).
Il est clair qu’il va falloir mieux localiser que dans des boules de rayon RΛ1/2, même si R est
petit.
Soit ρ ≥ 1 à choisir, comme la métrique gρ est lente, on peut faire des partitions de l’unité
avec des symboles S(1, gρ). Soit :
(3.7) χ21(X) + χ2(X)
2 = 1,
avec χj ∈ S(1, gρ), supp χ1 ⊂ B(0, ρ) et supp χ2 ⊂ B(0, ρ/2)
c.
3.1. La zone X2 = {X, |X | ≥ 1/3ρ} ∩ {|X | ≤ RΛ1/2}.
On commence par minorer la contribution de la zone X2.
La partie principale obtenue pour j = 0 vérifie F˜m ≥ cΛm−k(ρ+ |X |)2k, à cause de l’éllipticité
transverse. Or pour j > 1, F˜2k−2j ≤ C(|X |+ρ)2k−2j . L’opérateur total est elliptique positif dans
la classe S(Λm−kd2kρ , gρ) si ρ est assez grand.
L’application de l’inégalité de Fefferman-Phong permet de voir d’emblée que si Q = TΛPT
−1
Λ ,
(3.8) (Qχ2χ0u, χ2χ0u) ≥ cΛ
m−k‖χ2χ0d
k
ρu‖
2 − Λm−kCmax(ρ−2,Λ−1)2‖u‖2.
Prenant les commutateurs avec χ2 on trouve que :
(3.9) Λ−m+k((Qχ22)
w1,Λχ0u, χ0u) ≥ c‖χ2d
k
ρχ0u‖
2 − C‖dk−2ρ χ0u‖
2−
CN max(ρ
−1,Λ−1)N‖u‖2 pour tout N ∈ N,
où χ0 est une microlocalisation au sens usuel dans V (ρ0), mais comme (3.9) est valable avec
n’importe quelle fonction χ2 supportée par |X | ≥ cρ, on peut remplacer le dk−2ρ par d
k−1
ρ , car
dans X2 dρ ∼ d1, ceci modulo un d−∞ρ donc :
(3.10) Λ−m+k((Qχ22)
w1,Λχ0u, χ0u) ≥ c‖χ2d
k
1χ0u‖
2 − C‖dk−21 χ0u‖
2−
CN max(ρ
−2,Λ−1)N‖u‖2 pour tout N ∈ N.
3.2. La zone X1 = {X, |X | ≤ 2ρ}∩{|X | ≤ RΛ1/2}. Il faut d’abord réduire chacun des symboles
pm−j à son développement de Taylor à l’ordre 2k−2j sur X = 0, puisque c’est là qu’est exprimée
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la condition sur le localisé. On écrit la formule de Taylor de pm−j à l’ordre 2k − 2j avec reste
intégral :
(3.11) Λm−jpm−j(Λ
−1/2X,Xn) =
1
(2k − 2j)!
Λm−k(∇2k − 2jpm−j)(0, Xn)X
2k−2j+
∫ 1
0
(1 − τ)2k−2j
(2k − 2j)!
Λm−k−1/2(∇2k−2j−1pm−j)(τΛ
−1/2X,Xn)X
2k−2j+1
Dans le second membre de (3.11), aucun des deux termes n’a de support localisé en X , le
premier terme est bien dans la formule du localisé, pour estimer correctement le second terme
et ses dérivées on doit multiplier la formule (3.11) par une fonction de la première localisation
notée χ3 qui vaut identiquement 1 sur le support des pm−j . Ceci s’écrit :
(3.12) Λm−jpm−j(Λ
−1/2X,Xn) =
χ3
(2k − 2j)!
Λm−k(∇2k−2jpm−j)(0, Xn)X
2k−2j+
Λm−k−1/2fj(X,Xn,Λ)X
2k−2j+1.
fj a son support contenu dans une région W3 = {(X,Xn); Λ−1/2|X | ≤ R}, répétant l’argument
de (3.5), on voit que fj ∈ S(1, gρ), X2k−2j+1 ∈ S(d2k−2j+1ρ ). Donc dans une région comme X1,
où |X | ≤ Cρ, on a un terme total dans S(Λm−k−1/2, gρ). ρ est une constante indépendante de
Λ, il faudra donc supposer que µ = Λ−1/2ρ2k+1 est petit. Il n’y a pas de doute qu’on peut aussi
supposer que χ3 vaut 1 sur un voisinage du support de χ1.
Donc :
(3.13) χ21
k∑
j=0
Λm−jpm−j(Λ
−1/2X,Xn) = χ
2
1Λ
m−kQk(Xn)(X) + S(Λ
m−k(µ+ Λ−1), gρ).
On fait maintenant trois constatations :
i) Pour chaque Xn, Qk a une borne inférieure positive sur L
2.
ii) Pour chaque Xn,
(3.14) Qk ≥ cNk − C dans L
2;
où Nk =
∑
|α|≤k(L
α)∗Lα où L = (Dy+ iy) est un créateur de L
2. On sait que pour tout s ∈
R, Nsk ∈ S(d
2ks
1 , g1) et a pour symbole modulo S(d
2ks−2
1 , g1), la fonction (
∑
j |Lj(x, ξ)|
2)ks.
C’est par exemple une conséquence des travaux de J.M. Bony beaucoup plus généraux [2].
iii) Les points i) et ii) entraînent qu’on a aussi Qk ≥ cNk.
On déduit de ces trois remarques qu’on peut appliquer à la χ21Qk une inégalité de sharp-Gärding
vectorielle comme opérateur pseudo-différentiel en Xn à valeurs dans L(L2). En effet pour chaque
Xn, l’opérateur N
−1/2
k Qk(Xn)N
−1/2
k est défini positif et borné sur L
2 et il est aussi dans S(1, g1).
L’opérateur χ1(N
−1/2
k Qk(Xn)N
−1/2
k )χ1 ≥ c((χ1)
w)2, il y a donc C telle que :
(3.15) (Q˜kv, v) ≥ −CΛ
−1‖v‖2 + c‖χ1v‖
2.
On applique (3.15) à v = N
1/2
k u, soit :
(3.16) (Q˜kN
1/2
k u,N
1/2
k u) ≥ −CΛ
−1‖N
1/2
k v‖
2 + c‖χ1N
1/2
k u‖
2.
8
N
1/2
k Q˜kN
1/2
k = (Qχ
2
1)
w1,Λ + R, R est un commutateur entre N
1/2
k ou Qk et χ1, donc le calcul
symbolique S(m, g1)#S(m
′, gρ) s’applique (3.2), la fonction h du calcul mixte vaut h ≤ d−1ρ d
−1
1 .
On trouve que r ∈ S(ρNd−N−1ρ d
2k−1
1 , g1) pour tout N ≥ 0, quand N = 0 on obtient r ∈
S(ρ−1d2k−11 , g1). De même [N
1/2
k , χ1] ∈ S(d
k−1
1 d
−1
ρ , g1). On a obtenu :
(3.17) Λ−m+k((Qχ21)
w1,Λχ0u, χ0u) ≥ c‖N
1/2
k χ1χ0u‖
2 − Cρ−1‖N
1/2
k−1χ0u‖
2 − Cµ‖u‖2.
Il est évident qu’on peut remplacer N1/2 par n’importe quel opérateur elliptique de S(dk1 , g1).
Il suffit maintenant d’ajouter (3.10) et (3.17) pour obtenir :
(3.18) Λ−m+k((Q)w1,Λχ0u, χ0u) ≥ c‖d1χ0u‖
2 − Cρ−1‖dk−21 χ0u‖
2 − Cµ‖u‖2.
On conclut en faisant tendre correctement ρ→∞ et µ→ 0. On a donc prouvé le théorème.
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