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SHAPES OF FREE RESOLUTIONS OVER A LOCAL RING
CHRISTINE BERKESCH, DANIEL ERMAN, MANOJ KUMMINI, AND STEVEN V SAM
Abstract. We classify the possible shapes of minimal free resolutions over a regular local
ring. This illustrates the existence of free resolutions whose Betti numbers behave in surpris-
ingly pathological ways. We also give an asymptotic characterization of the possible shapes
of minimal free resolutions over hypersurface rings. Our key new technique uses asymptotic
arguments to study formal Q-Betti sequences.
1. Introduction
LetM be a finitely generated module over a local ring R. From its minimal free resolution
0←M ← Rb0 ← Rb1 ← Rb2 ← · · ·
we obtain the Betti sequence bR(M) := (b0, b1, b2, . . . ) of M . Questions about the possible
behavior of bR(M) arise in many different contexts (see [PS09] for a recent survey). For in-
stance, the Buchsbaum–Eisenbud–Horrocks Rank Conjecture proposes lower bounds for each
bRi (M), at least when R is regular, and this conjecture is related to multiplicative structures
on resolutions [BE77, p. 453], vector bundles on punctured discs [Har79, Problem 24], and
equivariant cohomology of products of spheres ([Car82] and [Car86, Conj II.8]). When R is
not regular, there are even more questions about the possible behavior of bR(M) [Avr10, §4].
Here we consider the qualitative behavior of these sequences; we define the shape of the
free resolution of M as the Betti sequence bR(M) viewed up to scalar multiple. Instead of
asking if there exists a moduleM with a given Betti sequence, say v = (18, 20, 4, 4, 20, 18), we
ask if there exists a Betti sequence bR(M) with the same shape as v, i.e., whether bR(M) is a
scalar multiple of v. In a sense, this approach is orthogonal to questions like the Buchsbaum–
Eisenbud–Horrocks Rank Conjecture, which focus on the size of a free resolution.
In this article, we show that this shift in approach, which was motivated by ideas of [BS08],
provides a clarifying viewpoint on Betti sequences over local rings. First, we completely
classify shapes of resolutions when R is regular. To state the result, we let V = Qn+1 be a
vector space with standard basis {ǫi}
n
i=0.
Theorem 1.1. Let R be an n-dimensional regular local ring, v := (vi)
n
i=0 ∈ V, and 0 ≤ d ≤
n. Then the following are equivalent:
(i) There exists a finitely generated R-module M of depth d such that bR(M) has shape v,
i.e., there exists λ ∈ Q>0 such that b
R(M) = λv.
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i
bi(M)
. . .
i
bi(N)
Figure 1. On the left, we illustrate the shape of v = (1 −
δ
2
, 1, δ, δ, δ, δ, δ, δ, 4, 4, δ, δ, δ, 1, 1 − δ
2
) where 0 < δ ≪ 1 is a rational number.
On the right, we illustrate an oscillating shape, as in Example 3.3. Each arises
as the shape of some minimal free resolution.
(ii) There exist a−1 ∈ Q≥0 and ai ∈ Q>0 for i ∈ {0, . . . , n− d− 1} such that
v = a−1ǫ0 +
n−d−1∑
i=0
ai(ǫi + ǫi+1).
If a−1 = 0 in (ii), then M can also be chosen to be Cohen–Macaulay.
This demonstrates that there are almost no bounds on the shape of a minimal free R-
resolution. While showing that (i) implies (ii) is straightforward, the converse is more inter-
esting, as it leads to examples of free resolutions with unexpected behavior. For instance, let
R = Q[[x1, . . . , x14]], fix some 0 < δ ≪ 1, and let v = (1−
δ
2
, 1, δ, δ, δ, δ, δ, δ, 4, 4, δ, δ, δ, 1, 1− δ
2
).
Plotting its entries, the shape of v is shown in Figure 1. As v satisfies Theorem 1.1(ii), there
exists a finite length R-module M whose minimal free resolution has this shape. Simi-
lar pathological examples abound. As mentioned above, our work is inspired by the Boij–
So¨derberg perspective that the numerics of minimal free resolutions over a graded polynomial
ring S are easier to understand if one works up to scalar multiple. They introduced the cone
of Betti diagrams over S and provided conjectures about the structure of this cone. Their
conjectures were proven and extended in a series of papers [BS08, BS08b, EFW11, ES09].
(See also [ES10] for a survey.)
To provide a local version of Boij–So¨derberg theory, we study the cone of Betti se-
quences BQ(R), which we define to be the convex cone spanned by all points b
R(M) ∈ V,
where M is a finitely generated R-module. Theorem 1.1 implies that the closure of BQ(R)
is spanned by the rays corresponding to ǫ0 and (ǫi + ǫi+1) for i = 0, . . . , n − 1. The point
(ǫi+ǫi+1) can be interpreted as the Betti sequence of the non-minimal complex (R
1 ∼←− R1),
where the copies of R lie in homological positions i and i+ 1. Since this is not itself a min-
imal free resolution, it follows that BQ(R) is not a closed cone, in contrast with the graded
case. The facet equation description of BQ(R) is also simpler than in the graded case: by
Proposition 3.1 below, all facets are given by partial Euler characteristics.
Our proof of Theorem 1.1 relies on a limiting technique that is possible because we study
Betti sequences in R only up to scalar multiple; the introduction of the rational points
of BQ(R), which can be thought of as formal Q-Betti sequences, enables the use of this
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technique. To produce the necessary limiting sequences, we first produce local analogues of
the Eisenbud–Schreyer pure resolutions, as we have precise control over their Betti numbers.
We emphasize here the fact that BQ(R) depends only on the dimension of R. In particular,
the result is the same for both equicharacteristic and mixed characteristic rings.
Hypersurface rings. We also examine the shapes of minimal free resolutions over the
simplest singular local rings: hypersurface rings. Given a regular local ring (R,mR), we say
that Q is a hypersurface ring of R if Q = R/〈f〉 and f ∈ m2R.
Unlike the regular local case, free resolutions are not necessarily finite in length over a
hypersurface ring. Hence Betti sequences bQ(M) lie in an infinite dimensional vector space
W :=
∏∞
i=0Q. We let {ǫi} denote the coordinate vectors of W and we write elements of W
as possibly infinite sums
∑∞
i=0 aiǫi. We also view V as a subspace of W in the natural way.
The key tool for studying free resolutions over a hypersurface ring is the standard con-
struction (which is briefly reviewed in §4). Given a Q-module M , this builds a (generally
non-minimal) Q-free resolution ofM from the minimal R-free resolution ofM . The numerics
of this free resolution of M are easy to understand in terms of bR(M). Define Φ: W −→W
by
Φ(v0, v1, v2, . . . ) := (v0, v1, v0 + v2, v1 + v3, v0 + v2 + v4, . . . ).
The standard construction for M yields a (generally non-minimal) resolution G• with Betti
sequence bQ(G•) = Φ(b
R(M)).
Due to this close connection between free resolutions over R and over Q, it is tempting
to conjecture that the numerics of BQ(Q) should be controlled by the cone BQ(R) and the
map Φ. However, additional ingredients are clearly required. First, the sequence Φ(bR(M))
always has infinite length, whereas there do exist minimal free resolutions over Q with finite
projective dimension. Second, if an R-module M is annihilated by some polynomial f , then
it automatically has rank 0 as an R-module. Thus we should only be interested in applying
Φ to modules of rank 0.
The following theorem shows that all minimal free resolutions over hypersurface rings of
R are controlled by correcting precisely these two factors.
Theorem 1.2. Let (R,mR) be an n-dimensional regular local ring, let R be an (n − 1)-
dimensional regular local ring, and fix w := (wi)
∞
i=0 ∈W. Then the following are equivalent:
(i) There exists f ∈ mR, a positive integer λ, and a finitely generated R/〈f〉-module M
such that bR/〈f〉(M) = λw.
(ii) There exists an R-moduleM1 of rank 0 and an R-moduleM2 such that w = Φ(b
R(M1))+
bR(M2).
This demonstrates that, except for eventual periodicity, there are essentially no bounds
on the shape of a minimal free resolution over a hypersurface ring of R. As in the regular
local case, this leads to examples of free resolutions with surprising behavior. For instance,
fix any δ > 0 and let R = Q[[x1, . . . , x14]]. Applying Theorem 1.1, there exist M1 and M2 so
that w = Φ(bR(M1)) + b
R(M2), where
w := ( δ
2
, 4, 4, δ, δ, δ, δ, δ, δ, δ, δ, 1, 1, δ, 6 + δ
2
, 6, 6, 6, . . . ).
4 C. BERKESCH, D. ERMAN, M. KUMMINI, AND S. SAM
Since w satisfies Theorem 1.2(ii), there exists a module M over a hypersurface ring of R
whose minimal free resolution has this shape.
We now make the connection with local Boij–So¨derberg theory explicit.
Definition 1.3. The total hypersurface cone BQ(R∞) is the closure in W of the union⋃
f∈mR
BQ(R/〈f〉).
We show in Remark 4.4 that the cone BQ(R∞) may also be realized as a limit of cones
(1.4) BQ(R∞) = lim
t−→∞
BQ(R/〈ft〉) ⊆W
for any sequence (ft ∈ m
t
R)t≥1.
The following result provides an extremal rays description of this cone.
Proposition 1.5. The cone BQ(R∞) is an (n + 1)-dimensional subcone of W spanned by
the following list of (n+ 2) extremal rays:
(i) the ray spanned by ǫ0,
(ii) the rays spanned by (ǫi + ǫi+1) for i ∈ {0, . . . , n− 2}, and
(iii) the rays spanned by
∞∑
i=n−2
ǫi and
∞∑
i=n−1
ǫi.
The proofs of Theorem 1.2 and Proposition 1.5 rely on two types of asymptotic arguments.
First, as in the proof of Theorem 1.1, we study sequences of formal Q-Betti sequences.
Second, we use that the cone BQ(R∞) is itself a limit, as illustrated in (1.4).
In Proposition 4.2, we also describe the cone BQ(R∞) in terms of defining hyperplanes.
In addition, we observe that, as in the description of BQ(R), most of the extremal rays of
BQ(R∞) do not correspond to actual minimal free resolutions. Note that, based on (1.4),
the cone BQ(R/〈f〉) is closely approximated by BQ(R∞), at least when the Hilbert–Samuel
multiplicity of R/〈f〉 is large.
We end by considering the more precise question of completely describing BQ(R/〈f〉) for
a fixed f ∈ mR. The following conjecture claims that the cone BQ(R/〈f〉) depends only on
the dimension and multiplicity of the hypersurface ring R/〈f〉.
Conjecture 1.6. Let Q be a hypersurface ring of embedding dimension n and multiplicity
d. Then BQ(Q) is an (n + 1)-dimensional cone, and its closure is defined by the following
(n+ 2) extremal rays:
(i) the ray spanned by ǫ0,
(ii) the rays spanned by (ǫi + ǫi+1) for i = {0, . . . , n− 2}, and
(iii) the rays spanned by
d−1
d
ǫn−2 +
∞∑
i=n−1
ǫi and
1
d
ǫn−2 +
∞∑
i=n−1
ǫi.
Proposition 5.1 proves one direction of this conjecture, by showing that BQ(Q) belongs
to the cone spanned by the proposed extremal rays. We also prove Conjecture 1.6 when
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edim(Q) = 2. Observe also that Proposition 1.5 is essentially the d = ∞ version of this
conjecture.
Notation. Throughout the rest of this document R will be a regular local ring and Q will be
a quotient ring of R. If M is an R-module or a Q-module, then e(M) is the Hilbert–Samuel
multiplicity of M and µ(M) is the minimal number of generators for M . Given a surjection
Rµ(M) −→M , we denote the kernel by Ω(M), and in general, we set Ωj(M) = Ω1(Ωj−1(M)),
with the convention Ω0(M) = M , and we call Ωj(M) the jth syzygy module of M .
Acknowledgements. Significant parts of this work were done when the second author vis-
ited Purdue University and during a workshop funded by the Stanford Mathematics Research
Center; the paper was completed while the first author attended the program “Algebraic Ge-
ometry with a view towards applications” at Institut Mittag-Leffler; we are grateful for all
of these opportunities. Throughout the course of this work, calculations were performed
using the software Macaulay2 [M2]. We thank Matthias Beck for pointing out the ref-
erence [DLRS10]. We also thank Jesse Burke, David Eisenbud, Courtney Gibbons, Mel
Hochster, Frank-Olaf Schreyer, and Jerzy Weyman for insightful conversations. We also
thank the referee for suggestions that greatly streamlined this paper.
2. Passage of graded pure resolutions to a regular local ring
To prove Theorem 1.1, we produce a collection of Betti sequences that converge to each
extremal ray of BQ(R). The key step in constructing these sequences is the construction of
local analogues of the pure resolutions of Eisenbud and Schreyer.
Let S = Z[x1, . . . , xn]. Fix d = (d0, . . . , ds) ∈ Z
s+1 with di < di+1 and s ≤ n. By [BEKS11,
Remark 10.2] and [ES09, §5], we may construct an S-module M(d) that is a generically
perfect S-module of codimension s (and hence, M(d)⊗Z k is a Cohen–Macaulay module of
codimension s for every field k.)
Proposition 2.1. Let R be an n-dimensional regular local ring. Let S −→ R be any map
sending x1, . . . , xn to an R-regular sequence. Then M(d) ⊗S R is a Cohen–Macaulay R-
module of codimension s, and the Betti sequence of M(d)⊗S R is a scalar multiple of
v(d) :=
(
1∏
i 6=0 |di − d0|
,
1∏
i 6=1 |di − d1|
, . . . ,
1∏
i 6=s |di − ds|
, 0, . . . , 0
)
∈ V.
Proof. We have noted above that M(d) is a generically perfect S-module of codimension s.
It follows from [BV88, Theorem 3.9] that M(d) ⊗S R is Cohen–Macaulay and of the same
codimension as M(d). In addition, by [BV88, Theorem 3.5], tensoring a minimal S-free
resolution of M(d) with R gives a minimal R-free resolution of M(d)⊗S R. The formula for
v(d) then follows from the Herzog–Ku¨hl equations [HK84, Theorem 1]. 
3. Cone of Betti sequences for a regular local ring
Let (R,m) be an n-dimensional regular local ring. Let V :=
⊕n
i=0Q, with basis {ǫi},
where 0 ≤ i ≤ n. For i = 0, . . . , n− 1, set ρi := ǫi + ǫi+1, and set ρ−1 := ǫ0. For all i ≤ j, we
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define the partial Euler characteristic functionals
χ[i,j] := ǫ
∗
i − ǫ
∗
i+1 + · · ·+ (−1)
j−iǫ∗j
=
j∑
ℓ=i
(−1)ℓ−iǫ∗ℓ .
For a ring R, we set BQ(R) to be the closure of the cone BQ(R) ⊆ V, which we describe now.
Proposition 3.1. For any n-dimensional regular local ring R, the following three (n + 1)-
dimensional cones are equal:
(i) the closure BQ(R) of the cone of Betti sequences.
(ii) the cone spanned by the rays Q≥0〈ρ−1, ρ0, ρ1, . . . , ρn−1〉.
(iii) the intersection of the halfspaces defined by χ[j,n] ≥ 0 for j ∈ {0, . . . , n}.
Proof. The work here lies in showing that (ii) is contained in (i); this is where we use a
limiting argument. We first verify the straightforward containments. The rays of (ii) satisfy
the inequalities of (iii) because
χ[j,n](ρi) =
{
0 if j 6= i+ 1,
1 if j = i+ 1.
Conversely, if v ∈ V satisfies all of the inequalities, then we can write v =
∑n−1
i=−1 χ[i+1,n](v) ·
ρi, which lies in (ii). So we have shown the equivalence of (ii) and (iii).
To see that the functionals of (iii) are nonnegative on BQ(R), it suffices to consider a point
of the form bR(M). In this case, χ[i,n](b
R(M)) = rankΩi(M) for i ≥ 0. This implies that
BQ(R) lies in (iii), and hence so does its closure.
It thus suffices to check that the rays ρi in (ii) belong to BQ(R). Since ρ−1 = β(R
1),
we have ρ−1 ∈ BQ(R). To show that ρj ∈ BQ(R) for j ≥ 0, we use a limiting argument.
Such an argument is necessary because the vectors ρj do not belong to BQ(R) due to their
non-minimal structure (at least when j > 0). Adopt the notation of §2 and define vj(d) to
be the unique scalar multiple of v(d) such that v(d)j = 1. Based on the formula for v(d)
from Proposition 2.1, view vj as a map from Z
n+1 −→ V (with poles) defined by the formula
vj(d0, . . . , dn) =
(∏
i 6=j |di − dj|∏
i 6=0 |di − d0|
,
∏
i 6=j |di − dj|∏
i 6=1 |di − d1|
, . . . ,
∏
i 6=j |di − dj|∏
i 6=n |di − dn|
)
∈ V.
And now for the crucial choice, which is explored further in Example 3.2. For each j,
consider the sequence {dj,t}t≥0 defined by d
j,t := (0, t, 2t, . . . , jt, jt+ 1, (j + 1)t+ 1, . . . , (n−
1)t+ 1). In other words,
dj,tk =
{
kt if k ≤ j,
(k − 1)t+ 1 if k > j.
We claim that ρj = limt−→∞ vj(d
j,t). This would imply, by Proposition 2.1, that ρi ∈ BQ(R),
thus completing the proof. To prove this claim, we observe that the jth coordinate function
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of vj equals 1 and vj(d) lies in the hyperplane defined by χ[0,n] = 0. So it suffices to prove
that the ℓth coordinate function of vj goes to 0 for all ℓ 6= j, j + 1. We directly compute
lim
t−→∞
vj(d
j,t)ℓ = lim
t−→∞
∏
i 6=j |d
j,t
i − d
j,t
j |∏
i 6=ℓ |d
j,t
i − d
j,t
ℓ |
= lim
t−→∞
O(tn−1)
O(tn)
= 0. 
Example 3.2. If n = 4, then d1,t = (0, t, t + 1, 2t + 1, 3t + 1). Over S = k[x1, . . . , x4] with
the standard grading, this degree sequence corresponds to the Betti diagram
βS(M(d1,t)) =


β1,t0 − − − −
...
...
...
...
...
− β1,t1 β
1,t
2 − −
...
...
...
...
...
− − − β1,t3 −
...
...
...
...
...
− − − − β1,t4








t− 1 rows
t− 1 rows
t− 1 rows
where there are gaps of t−3 rows of zeroes between the various nonzero entries. Notice that
as t −→ ∞, this Betti diagram gets longer. It is thus necessary to consider the total Betti
numbers βi (i.e., to forget about the individual graded Betti numbers βi,j) before it makes
sense to consider a limit. 
Proof of Theorem 1.1. First we show that (i) implies (ii). Let M be any module of depth
d such that bR(M) = λv. Since χ[i,n](b
R(M)) = rankΩi(M) for i ≥ 0, the Auslander–
Buchsbaum formula implies that this is strictly positive for i = 1, . . . , n − d and 0 for
i > n− d. The proof of Proposition 3.1 then shows that bR(M) has the desired form.
Next we show that (ii) implies (i). If there exists any M such that bR(M) = v, then the
Auslander–Buchsbaum formula implies that M has depth d. It thus suffices to produce a
module M with the desired Betti sequence. We may also assume that the coefficient a−1 of
ρ−1 equals 0.
Let C denote the cone spanned by ρ0, . . . , ρn−d−1, so that v now belongs to the interior of
C. The proof of Proposition 3.1 illustrates that for each i = 0, . . . , n−d−1, we can construct
ρi as the limit of Betti sequences of Cohen–Macaulay modules of codimension n−d. Since we
can construct every extremal ray of C via such a sequence, it follows that every interior point
of C can be written as a Q-convex combination of the Betti sequences of Cohen–Macaulay
R-modules of codimension n−d. In particular, v has this property, and hence v ∈ BQ(R), as
desired. This construction also implies the final sentence of the theorem, as we have written
v as the sum of Betti sequences of Cohen–Macaulay modules of codimension n− d. 
Example 3.3 (Oscillation of Betti numbers). Let n = dimR be congruent to 1 mod 3. Let
0 < δ ≪ 1 be a rational number and set
a′i :=


0 if i = −1,
1− δ
2
if i ≥ 0 and i ≡ 0 (mod 3),
δ
2
if i ≥ 0 and i ≡ ±1 (mod 3).
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Let v′ :=
∑
i a
′
iρi, so that the entries of v
′ oscillate between 1 and δ. Then there exists a
finite length R-module N such that bR(N) is a scalar multiple of v′. See Figure 1. 
Remark 3.4. For a finite length module, the Buchsbaum–Eisenbud–Horrocks Rank Con-
jecture proposes that bi(M) ≥
(
n
i
)
for i = 0, 1, . . . , n. It is natural to seek a sharper lower
bound Bi that depends on the number of generators of M and the dimension of the socle of
M . For B1 we may set B1(b0, bn) := b0 − 1 + n, and then b1 ≥ B1(b0, bn); something similar
holds for Bn−1. However, Theorem 1.1 implies that when i 6= 1, n− 1 there is no such linear
bound. This follows immediately from the fact that, for any 0 < δ ≪ 1, there is a resolution
with shape (1, 1 + δ
2
, δ, . . . , δ, 1 + δ
2
, 1). 
Question 3.5. Are there nonlinear functions Bi(b0, bn) such that bi(M) ≥ Bi(b0(M), bn(M))
for all finite length modules M?
Remark 3.6 (The graded/local comparison). If S = k[x1, . . . , xn] (with the standard grad-
ing) and R = k[x1, . . . , xn](x1,...,xn), then there is a map BQ(S) −→ BQ(R) obtained by
“forgetting the grading” and localizing. Theorem 1.1 implies that this map is surjective. It
would be interesting to understand if a similar statement is true if we replace S by a more
general graded ring. 
4. Betti sequences over hypersurface rings I: the cone BQ(R∞)
We say that Q is a hypersurface ring of a regular local ring (R,m) if Q = R/〈f〉 for
some nonzerodivisor f ∈ R. To avoid trivialities, we assume that f ∈ m2. Let n := dimR
and d := ord(f), i.e., the unique integer d such that f ∈ mdrmd+1. The following result
is the basis for the “standard construction.” See [Sha69], [Eis80, §7], or [Avr10] for more
details.
Theorem 4.1 (Eisenbud, Shamash). Given a Q-module M , let F• −→ M be its minimal
free resolution over R. Then there are maps sk : F• −→ F•+2k−1 for k ≥ 0 such that
(i) s0 is the differential of F•.
(ii) s0s1 + s1s0 is multiplication by f .
(iii)
∑k
i=0 sisk−i = 0 for all k > 1.
We note that if R and Q are graded local rings, then the maps sk can be chosen to be
homogeneous. Using the sk, we may form a new complex F
′
• with terms
F′i =
⊕
j≥0
Fi−2j ⊗R Q
and with differentials given by taking the sum of the maps
Fi ⊗R Q
(s0,s1,s2,... )
−−−−−−−→ (Fi−1 ⊕ Fi−3 ⊕ Fi−5 ⊕ · · · )⊗R Q.
Then F′• −→M is a Q-free resolution which need not be minimal.
With W =
∏∞
i=0Q and ǫi ∈W the ith coordinate vector, we define Φ: W −→W by
Φ(w0, w1, . . . ) := (w0, w1, w0 + w2, w1 + w3, w0 + w2 + w4, . . . ).
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In other words, the ℓth coordinate function of Φ is given by
Φℓ(w0, w1, . . . ) =


∑ ℓ
2
i=0w2i if ℓ is even,∑ ℓ−1
2
i=0 w2i+1 if ℓ is odd.
As in Section 3, let ρ−1 := ǫ0 and ρi := ǫi + ǫi+1 for i ≥ 0.
Free resolutions over a hypersurface ring can be infinite in length, but they are periodic
after n steps [Eis80, Corollary 6.2], so that bQi (M) = b
Q
i+1(M) for all i ≥ n [Eis80, Proposi-
tion 5.3]. Thus, if we seek to describe the cone of Betti sequences in the hypersurface case,
it is necessary to include some rays with infinite support. We define
τ∞i :=
∞∑
j=i
ǫj ∈W
and note that τ∞i = Φ(ρi). The rays τ
∞
n−2 and τ
∞
n−1 will be especially important for us.
We now give a precise description of the total hypersurface cone BQ(R∞) from Defini-
tion 1.3.
Proposition 4.2. The following three (n+ 1)-dimensional cones in W coincide:
(i) The total hypersurface cone BQ(R∞).
(ii) The cone spanned by the rays Q≥0〈ρ−1, ρ0, . . . , ρn−2, τ
∞
n−2, τ
∞
n−1〉.
(iii) The cone defined by the functionals

χ[i,j] ≥ 0 for all i ≤ j ≤ n with i− j even,
χ[i,i+1] = 0 for all i ≥ n, and
χ[n−1,n] ≥ 0.
Proof. It is straightforward to check that the extremal rays satisfy the desired facet inequal-
ities, and hence we have (ii)⊆(iii). The reverse inclusion is more difficult than the analogous
statement in Proposition 3.1 because here (ii) is not a simplicial cone. We first identify the
boundary facets, and then show that for each boundary facet, one of the listed functionals
vanishes on it.
To do this, we use that these rays satisfy a unique linear dependence relation. When n is
even, the relation is given by
τ∞n−1 + ρn−3 + · · ·+ ρ−1 = τ
∞
n−2 + ρn−4 + · · ·+ ρ0,
and a similar relation holds when n is odd. We now consider subsets of these rays of size
n, which we index by the two rays that we omit from the collection. These fall into three
categories:
(a) {ρi, ρj} with i < j,
(b) {ρi, τ
∞
j }, and
(c) {τ∞n−2, τ
∞
n−1}.
Any such collection is linearly independent, and hence spans a unique hyperplane of the
subspace
{w ∈W | wn+i = wn for all i ≥ 0}.(4.3)
10 C. BERKESCH, D. ERMAN, M. KUMMINI, AND S. SAM
As such, there is a unique up to scalar functional vanishing on each collection; we write
Fi,j for the corresponding functional in type (a), Gi,j for type (b), and H for type (c). In
order to show the desired containment, we compute these functionals and determine which
correspond to boundary facets of (ii) by evaluating the functionals on their corresponding
omitted rays.
To begin, note that if j < n − 2, then Fi,j = χ[i+1,j]. This evaluates to 1 on ρi for i ≥ 0,
(−1)j−(i+1) on ρj , and 0 on the remaining rays. Hence it determines a boundary facet if and
only if i + 1 and j have the same parity. In addition, for any i < n − 2, Fi,n−2 = χ[n−1,n],
which is the last functional in (iii).
Next, observe that Gi,n−2 = χ[i+1,n]. If i < n − 2, this evaluates to 1 on ρi for i ≥ 0,
(−1)n−(i+1) on τn−2, and 0 on the remaining rays. Hence in this case, it yields a boundary
facet if and only if i+1 and n have the same parity. Similarly, Gi,n−1 = χ[i+1,n−1] if and only
if i < n− 2, which is a boundary facet only if n and i have the same parity.
Finally, we compute that Gn−2,n−2 = χ[n−1,n], Gn−2,n−1 = χ[n−1,n], and H = χ[n,n], which
all appear in (iii). As the subspace description (4.3) accounts for the remaining functionals,
we have established the equivalence of (ii) and (iii).
We next show that (i)⊆(iii). For this it suffices to check that the functionals in (iii) are
nonnegative on points in BQ(Q), where Q = R/〈f〉 and f ∈ m is arbitrary. We thus reduce
to the consideration of a point w = bQ(M), where M is a Q-module. In this case,
χ[i,j](b
Q(M)) =
1
e(Q)
(
e(Ωi(M)) + (−1)i−je(Ωj(M))
)
,
which is certainly nonnegative when i and j have the same parity. It follows from [Eis80,
Proposition 5.3, Corollary 6.2] that χ[i,i+1](b
Q(M)) = 0 for i ≥ n. Thus it remains to check
the inequality χ[n−1,n](b
Q(M)) ≥ 0. Using µ(N) to denote the minimal number of generators
of a module N , we have
χ[n−1,n](b
Q(M)) = µ(Ωn−1(M))− µ(Ωn(M)).
Both of these syzygy modules are maximal Cohen–Macaulay Q-modules. The key difference
is that Ωn−1(M) might have a free summand, whereas Ωn(M) does not. Since maximal
Cohen–Macaulay modules without free summands over hypersurface rings have a periodic
resolution by [Eis80, Theorem 6.1(ii)], it follows that χ[n−1,n](b
Q(M)) computes the number
of free summands in Ωn−1(M), so it is nonnegative.
To complete the proof, we show that (ii)⊆(i) by showing that each extremal ray lies in
BQ(R∞). We first show that ρi belongs to BQ(R/〈f〉) for any f . Choose a regular local
subring R′ ⊆ R/〈f〉 of dimension n−1 and an R′-module M ′. Then bR/〈f〉(M ′⊗R′ R/〈f〉) =
bR
′
(M ′) because R/〈f〉 is finite and flat over R′. In particular, BQ(R′) ⊆ BQ(R/〈f〉). Since
ρi ∈ BQ(R′) by Proposition 3.1, we have ρi ∈ BQ(R/〈f〉).
Finally, we must show that τ∞n−2 and τ
∞
n−1 belong to BQ(R∞). This is where the advantage of
working with BQ(R∞) becomes clear, as it enables a second limiting argument that, roughly
speaking, makes the standard construction exact. The key observation is summarized in
Lemma 4.5 below.
In fact, we now show the more general statement that Φ(ρi) ∈ BQ(R∞) for i = 0, . . . , n−1.
Fix i and let di,t be the sequence of degree sequences defined in the proof of Proposition 3.1.
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For each t, we choose any polynomial ft ∈ m
di,tn −d
i,t
0
+1. We now apply Lemma 4.5, along with
the fact that Φ is continuous, to conclude that
τ∞i = Φ(ρi)
= Φ
(
lim
t−→∞
bR(M(di,t)⊗S R)
)
= lim
t−→∞
Φ
(
bR(M(di,t)⊗S R)
)
= lim
t−→∞
bR/〈ft〉(M(di,t)⊗S R).
Since bR/〈ft〉(M(di,t)⊗S R) ∈ BQ(R∞) for all t, it follows that the final limit lies in BQ(R∞).

Remark 4.4. The proof of Proposition 4.2 goes through if we replace BQ(R∞) by the closure
of the limit cone limt−→∞BQ(R/〈ft〉), illustrating that these two cones are equal as well. This
justifies equation (1.4). 
Lemma 4.5. LetM be an R-module that is annihilated by mN0 and let f ∈ mN with N ≫ N0.
Then
Φ(bR(M)) = bR/〈f〉(M).
More specifically, let d = (d0, . . . , dn) be a degree sequence, M(d) ⊗S R be defined as in
Proposition 2.1, and f ∈ mdn−d0+1. Then
Φ(bR(M(d)⊗S R)) = b
R/〈f〉(M(d)⊗S R).
Proof. Since R is a regular local ring, the minimal R-free resolution of M has finite length.
So there are only finitely many j such that the sj in Theorem 4.1 are nonzero, and there
is some positive integer P such that the matrix entries in the minimal R-free resolution of
M belong to mP . To conclude, we need to know that the entries of each sj belong to the
maximal ideal m. From Theorem 4.1(iii), this will be true if it holds for j = 1, and this in
turn is true if we set N0 = P and apply Theorem 4.1(ii). 
Remark 4.6. Assume that n ≥ 3. By [DLRS10, Lemma 2.4.2], there are exactly two
triangulations of the cone BQ(R∞), which we now describe. First, we project from W onto
the first n + 1 coordinates. This does not change the combinatorial structure of the cone.
The hyperplane section of the projection given by ǫ0 + · · · + ǫn = 1 is an n-dimensional
polytope with vertices ρ−1,
1
2
ρ0,
1
2
ρ1, . . . ,
1
2
ρn−2,
1
3
τ∞n−2,
1
2
τ∞n−1.
To express the triangulations, let ∆r denote the polytope generated by all vertices other
than r. If n is odd, then the two triangulations are
{∆ρi | i odd, i 6= n− 2} ∪ {∆τ∞n−1} or {∆ρi | i even} ∪ {∆τ∞n−2}.
If n is even, then the two triangulations are
{∆ρi | i odd} ∪ {∆τ∞n−2}, or {∆ρi | i even, i 6= n− 2} ∪ {∆τ∞n−1}. 
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5. Betti sequences over hypersurface rings II: A fixed hypersurface
For a regular local ring (R,m) and f ∈ mR, the cone BQ(R∞) is larger than BQ(Q) for
the hypersurface ring Q = R/〈f〉. In this section, we seek to make this relationship precise.
Set Q := R/〈f〉 and d := ord(f), i.e., f ∈ md \md−1. We note that e(Q) = d. We define the
vectors
τdn−2 :=
(
d−1
d
ǫn−2 +
∞∑
j=n−1
ǫj
)
and τdn−1 :=
(
1
d
ǫn−2 +
∞∑
ℓ=n−1
ǫℓ
)
.
We also define the functionals
ξd[i,j] :=
{
−ǫ∗j + dχ[i,j−1] if i− j is odd,
(d− 1)ǫ∗j + dχ[i,j−1] if i− j is even.
The following proposition gives some partial information about Conjecture 1.6.
Proposition 5.1. The following two (n+ 1)-dimensional cones in W coincide:
(i) The cone spanned by the rays Q≥0〈ρ−1, ρ0, . . . , ρn−2, τ
d
n−2, τ
d
n−1〉.
(ii) The cone defined by the functionals

ξd[i,n] ≥ 0 for all 0 ≤ i ≤ n,
χ[i,j] ≥ 0 for all i ≤ j ≤ n and i− j even,
χ[i,i+1] = 0 for all i ≥ n, and
χ[n−1,n] ≥ 0.
Furthermore, this cone contains BQ(Q).
Proof. One may check that the cones (i) and (ii) coincide by an argument entirely analogous
to that used in the proof of Proposition 4.2. It thus suffices to check that the functionals
in (ii) are satisfied by all points in BQ(Q). By applying Proposition 4.2, we immediately
reduce to the case of showing that ξd[i,n] is nonnegative on any Betti sequence b
Q(M).
Fix a finitely generated Q-module M and a minimal resolution of M : 0 ← M ← Qb0 ←
Qb1 ← · · · . To compute ξd[i,n](b
Q(M)), we consider the exact sequence
0 Ωi(M)oo Qbioo Qbi+1oo . . .oo Qbnoo Ωn+1(M)oo 0oo .
Assume now that n− i is even and that i ≥ 1. Taking multiplicities, we obtain the equation
e(Ωi(M)) + e(Qbi+1) + · · ·+ e(Qbn−1) + e(Ωn+1(M)) = e(Qbi) + e(Qbi+2) + · · ·+ e(Qbn),
which can be rewritten as
e(Ωi(M)) = dχ[i,n]
(
bQ(M)
)
− e(Ωn+1(M)).
Since Ωn+1(M) is Cohen–Macaulay, e (Ωn+1(M)) ≥ µ (Ωn+1(M)) = bQn+1(M) = bn(M).
Hence
e(Ωi(M)) ≤ dχ[i,n]
(
bQ(M)
)
− bn(M) = ξ
d
[i,n]
(
bQ(M)
)
.
It follows that ξd[i,n]
(
bQ(M)
)
is nonnegative, as desired.
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When n− i is odd and i ≥ 1, essentially the same argument holds, starting instead from
the exact sequence
0 Ωi(M)oo Qbioo Qbi+1oo . . .oo Qbn−1oo Ωn(M)oo 0oo .
The same argument also holds when i = 0, after one replaces e(Ωi(M)) by the number
e′ :=
{
e(M) if dim(M) = dim(Q),
0 otherwise.

The opposite inclusion also holds when Q has embedding dimension 2.
Proposition 5.2. If Q is a hypersurface ring of embedding dimension 2, then BQ(Q) satisfies
Conjecture 1.6.
Proof. By Proposition 5.1, it suffices to show that the desired extremal rays lie in BQ(Q).
We may quickly reduce to showing that τd0 , τ
d
1 ∈ BQ(Q). Let mQ denote the maximal ideal
of Q, Q′ := Q/md−1Q , and ωQ′ be its canonical module. A direct computation confirms that
dτd1 = b
Q(Q′) and dτd0 = b
Q (ωQ′) . 
Remark 5.3 (Codimension 2 complete intersections). For arbitrary quotient rings Q of
a regular local ring R, the cone of Betti sequences BQ(Q) need not be finite dimensional.
For instance, consider Q = Q[[x, y]]/〈f1, f2〉 for any regular sequence f1, f2 inside 〈x, y〉
2.
Let T• be the Tate resolution of the residue field of Q. Since Q is Gorenstein, and hence
self-injective, we may construct a doubly infinite acyclic complex F• as below:
F• : · · · ←− T
∗
1 ←− T
∗
0 ←− T0 ←− T1 ←− T2 ←− · · · .
For all i ≥ 0, let Mi be the kernel of T
∗
i −→ T
∗
i+1, and set τi := b
Q(Mi). The τi are linearly
independent since rankTi = i + 1 for all i (see [AB00, Example 4.2] for details). So we
see that BQ(Q) is infinite dimensional. In particular, BQ(Q) is spanned by infinitely many
extremal rays. 
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