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Let q be the position of a satellite in an earth-
centered reference frame ei,e j,ek. We consider the
one-input controlled Kepler equation describing orbital
transfers normalized as
q¨ =− q‖q‖3 +u (1)
in the case of weak propulsion: that is, the control mag-
nitude is constrained by |u| ≤ ε , a small parameter. If
K is the mechanical energy of the uncontrolled system,
K = 12‖q˙‖2 − 1/‖q‖ and C = q∧ q˙ is the momentum
of the uncontrolled system ( ∧ is the standard cross-
product of three-vectors), then the elliptic domain in the
(q, q˙) space is
X = {K < 0, C 6= 0}.
This domain is called the elliptic domain because it is
foliated by ellipses of the free motion. On it, one can
choose coordinates x related to first integrals of the un-
controlled motion that describe the geometry of the fo-
liating ellipses. Rescaling the control with u = εv to
introduce the small parameter, there are two minimiza-
tion problems which can be associated to the system (1),
both of which are which are equally applicable e.g. for
the launch of satellites or space vehicles: energy mini-
mization and time minimization.
The energy minimization problem has already been
studied in [1], however, the corresponding time mini-
mization problem has not yet been considered. We pro-
vide a qualitiative analysis of the time-minimal case,
covering the same topics of geodesic convexity and
smoothness of trajectories considered in [1]. To do this,
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we make use of the Pontryagin principle [2], and use
averaging with respect to a fast variable to provide an
approximation of the trajectories. This kind of averag-
ing process is covered in ([1], [3]-[8]). It is appropri-
ate in this problem because of the assumption of weak
propulsion ([9]-[10]); in general, high propulsion trans-
fer problems require very different optimization tech-
niques and produce different (often simpler) optimal
control strategies to low propulsion transfer problems,
for example as in [11].
As well as the coordinate x, we use the longitude l
defining the position of the spacecraft on its orbits. In
these coordinates, the system (1) restricted to the planar
case (no motion in the ek-direction) can be written as
dx
dt
= utF(x, l)
dl
dt
=Ω(x, l). (2)
This system is represented in the tangential/normal
frame and the control ut is in the tangential direction.
The planar system (2) under tangential control is still
fully controllable in the elliptic domain as is the planar
two-input case in this domain [13].
One way to introduce averaging is to use the
so-called ‘mean eccentric anomaly’. The eccentric
anomaly E is related to l and the orbital elements e (ec-
centricity) and ω (argument of the periapsis) by
tan
(l−ω)
2
=
√
1+ e
1− e tan
E
2
(3)
and the mean eccentric anomaly is E− esinE; the Ke-
pler equation (third Kepler law) implies, when the con-
trol is zero,
E− esinE = nt ,
t = 0 being the time at the pericenter, and n the mean
motion. Introducing x0 = (E− esinE)/n, one has x˙0 =
1 if ut = 0. In the coordinates (x,x0), the system (2)
becomes
dx
dt
= utF ′(x,x0),
dx0
dt
= 1+utG(x,x0).
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The trajectories parameterized by x0 are solutions of
dx
dx0
=
εvF ′(x,x0)
1+ εvG(x,x0)
,
which is approximated for small ε by
dx
dx0
= εvF ′(x,x0).
In this parametrization, the energy and time mini-
mization problems become respectively
• energy : Minv
∫ x0
0 ε
2v2
• time : Minv x0, |v| ≤ 1.
Applying the Pontryagin maximum principle leads
to the analysis of the Hamiltonians
HE(x, p,x0) = H ′(x, p,x0)2
HT (x, p,x0) =
√
H ′(x, p,x0)2
in the energy and time cases, respectively, where
H ′(x, p, l) = 12 (〈p,F ′(x, l)〉)2, 〈p,F ′(x, l)〉 is the Hamil-
tonian lift of the vector field F ′(x, l), and H ′ is periodic
with respect to x0 with period 2pi/k. The respective av-
eraged Hamiltonians are
H¯E(x, p) =
k
2pi
∫ 2pi/k
0
HE(x, p,x0)dx0
H¯T (x, p) =
k
2pi
∫ 2pi/k
0
HT (x, p,x0)dx0.
In the energy case, the Hamiltonian H¯E is asso-
ciated to a Riemannian metric whose coefficients can
be computed explicitly. This method was exploited in
[1] using a C0− approximation in a time duration 1/ε ;
the geodesic flow is Liouville integrable and the orbital
transfer towards circular orbits is related to a flat metric
in suitable explicit coordinates. Hence in this case the
minimizing solutions can be easily computed (straight
lines in such coordinates).
Despite the formal analogy with the energy case, the
Hamiltonian H¯T is associated to a nonsmooth Finsler
metric [12]. Due to technical problems in going from
Riemannian to nonsmooth Finsler geometry the com-
putations of time-optimal transfer towards circular or-
bits is a complicated problem. Particularly, compli-
cated extremals are related to the switching surface Σ :
HT = 0. Observe that in the single-input case the control
is given by ut = sign (HT (x, p)) and meeting the surface
Σ transversally corresponds to a regular switching [13].
More complicated singularities can occur in the non-
transversal case, for instance in relation with singular
trajectories of the system (contained by definition in the
surface Σ).
We make a qualitative description of the time min-
imum transfers under single input, and compare this to
the single-input energy case as computed in [1]. The
variable x = (n,e) (only two variables are needed be-
cause the transfer is planar and to circular orbits). These
main results were determined:
Theorem. The Hamiltonian H¯T is C1 but not C2 onD =
{(n,e, pn, pe) ∈ (−1,1)×R3 : 3npn−3nepn−2(1−e2)pe = 1}.
At every other point (n,e, pn, pe) ∈ ((−1,1)×R3)\D ,
it is smooth. There are exactly 2 directions of the
covector at which the singularity occurs for any fixed
(n,e) ∈ R× (−1,1).
Theorem. For any (n0,e0) and (n1,e1) in the el-
liptic domain X = {(n,e), 0 < n < +∞, −1 < e <
1}, there exist a time T ≥ 0 and a solution t 7→
(n(t),e(t), pn(t), pe(t)) of the associated Hamiltonian
system
n˙ =
∂ H¯T
∂ pn
, e˙ =
∂ H¯T
∂ pe
, p˙n =−∂ H¯T∂n , p˙e =−
∂ H¯T
∂e
defined from [0,T ] to X , such that (n(0),e(0)) =
(n0,e0) and (n(T ),e(T )) = (n1,e1).
We have shown that in the time-minimal case, tra-
jectories are nonsmooth in two distinct directions of the
adjoint vector. The convexity result demonstrates that,
in contrast to the energy-minimization problem under
the transfer to circular orbits, any final circular orbit
may be reached time-optimally from any initial ellip-
tic orbit under control in only the tangential direction.
Thus there are orbital manoeuvres that can be made op-
timally under time minimization which cannot be made
optimally when energy is minimized. Indeed, by [1],
only transfers to a fairly restricted subset of circular
orbits may be performed in a way that optimizes en-
ergy. Thus time-optimization strategies for satellite tra-
jectories appear to be more flexible than energy-optimal
strategies in that they allow transfers to a much wider
range of final circular orbits. Analysis of trajectories
for this single-input case also gives a relevant insight
into the ‘full’ (two-input) planar time-minimal case.
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