INTRODUCTION
============

Cell polarity is critical to the function of almost all cells. For many cells, it is also vital to dynamically alter the direction of polarity. For instance, migratory cells form a polarized front that reorients (turns) in response to changing external signals ([@B32]; [@B23]). Similarly, the polarized tips of hyphal fungi, plant root hairs, neuronal axons, and pollen tubes grow and change direction in response to chemical or physical cues ([@B27]; [@B58]; [@B74]; [@B28]; [@B51]). Yeast possess dynamically changing polarity sites too. For instance, germinating fission yeast spores have a polarity site that appears to wander around the cortex before stabilizing to promote outgrowth ([@B7]). Haploid budding yeast cells also display a wandering polarity site in the context of mating ([@B15]; [@B25]; [@B44]). The mechanisms dictating polarity site relocation are poorly understood.

The molecular mechanisms that establish cell polarity are conserved across eukaryotes and involve Rho-family GTPases (Cdc42 in yeast and mammals) ([@B16]; [@B59]). GTP-Cdc42 becomes concentrated in a cortical region that determines the cell's front, and this polarized domain is built and maintained by autocatalytic positive feedback ([@B35]; [@B13]). However, the location of the front is subject to change in response to either external cues (as mentioned above) or intrinsic factors ([@B57]; [@B2]; [@B7]; [@B23]; [@B44]). Polarity proteins exchange rapidly between membrane and cytoplasm ([@B78]; [@B15]). Thus, relocation of polarity does not reflect a physical displacement of those proteins along the membrane, but rather a change in the location of the centroid of the cluster or patch of polarity proteins at the membrane. The dynamical relocation of the polarity patch has been suggested to arise from either of two conceptually distinct types of mechanisms. First, the effect of molecular noise in a system with weak (linear) positive feedback can cause stochastic relocation of the polarity patch ([@B33]; [@B25]). Because positive feedback tends to stabilize the position of the polarity patch, molecular noise would have a weaker impact on systems with strong positive feedback. However, addition of a localized negative feedback to a system with strong (nonlinear) positive feedback can lead to wavelike propagation of the polarity patch and make its location responsive to external stimuli ([@B45]; [@B57]; [@B15]; [@B23]; [@B44]; [@B14]). We note that these mechanisms are not mutually exclusive, and that the movement of the yeast polarity patch is not purely wavelike: a combination of brief periods of wavelike movement interrupted by stochastic events that reorient the movement may yield a fuller description than either purely noise-driven or purely wavelike movement.

Many signaling pathways display negative feedback loops, which can promote adaptation and homeostasis as well as oscillations in regulatory networks ([@B8]). In the context of moving polarity sites, negative feedback has been proposed to operate via Arp2/3-nucleated branched actin networks (in neutrophils) or formin-nucleated linear actin cables (in yeast) to regulate upstream GTPases Rac and Cdc42 ([@B15]; [@B23]; [@B44]).

Here we focus on the mechanism of polarity patch movement in mating cells of the yeast *Saccharomyces cerevisiae*. Haploid yeast cells (which exist as **a** or *α* mating types) signal to each other by secreting pheromones. G-protein coupled receptors (GPCRs) bind to pheromone from cells of the opposite mating type and activate a mitogen-activated protein kinase (MAPK) cascade ([@B61]). MAPK activation leads to cell cycle arrest in G1, transcription of mating-related genes, and Cdc42 polarization. The location of polarization is influenced both by the spatial gradient of pheromone, which acts through the GPCRs to influence local Cdc42 activation, and by internal landmark proteins, which act via the Rap1-family GTPase Rsr1 to influence Cdc42 ([@B40]; [@B9]; [@B53]; [@B54]). Mating cells can polarize directly toward a nearby partner, but they frequently polarize in a different direction and then relocate the polarity patch to the correct location ([@B25]; [@B26]; [@B75]).

Polarization can also occur at a random location when the spatial cues that normally guide polarization are eliminated (e.g., by artificially activating the MAPK without pheromone in cells lacking *RSR1*) ([@B68]; [@B44]). In the absence of pheromone from partner cells, the polarity patch wanders spontaneously around the cell cortex. This finding demonstrates that movement of the polarity patch does not require a pheromone gradient and provides the opportunity to study undirected polarity patch movement.

Previous findings indicated that movement was greatly reduced on actin depolymerization ([@B15]; [@B25]; [@B44]), suggesting that F-actin somehow drives the relocation of the polarity patch. There are two main roles of F-actin in mating yeast: linear bundles called actin cables deliver cargo including secretory vesicles to the polarity site, and branched structures called actin patches promote endocytosis at the plasma membrane. Computational modeling of the biochemistry of Cdc42 polarization provided considerable insight into how this system breaks symmetry and guarantees a single polarity axis ([@B56]; [@B22]; [@B49]; [@B29]; [@B81]; [@B13]). Addition of vesicle trafficking (exocytosis and endocytosis) to the model revealed that vesicles have the capacity to perturb polarity ([@B39]; [@B64]), potentially causing movement of the polarity patch ([@B15]; [@B44]). However, it is unclear to what extent the polarity patch movement observed in vivo can be explained by the effects of vesicle traffic.

Here we examine the undirected movement of polarity patches in vivo, deriving quantitative measures that characterize the magnitude and directional persistence of the movement. We also examine the requirements for patch movement in a computational model that combines polarity factor biochemistry and vesicle trafficking. We find that patch movement in silico is driven by exocytosis and not endocytosis. It relies on the fact that secretory vesicles insert membrane that locally dilutes polarity factors and would not occur if secretory vesicles were to concentrate polarity factors. Analysis of the model suggested that a combination of three factors must be considered to account for the quantitative aspects of patch movement. First, to generate sufficiently persistent motion, vesicle delivery must be focused to a narrow zone that occupies only part of the polarity site, as observed in cells ([@B38]; [@B44]). Second, to generate a movement magnitude comparable to that in cells, vesicles must deliver some polarity antagonist, like Cdc42-directed GTPase-activating proteins (GAPs), as is thought to occur in yeast ([@B57]; [@B36]; [@B50]). Third, to reproduce the variability of patch movement we observed in vivo, there must be some variation in the rate of vesicle delivery, suggesting that exocytosis events may occur in bursts. Our findings indicate that incorporating focused and temporally variable vesicle-mediated GAP delivery can lead to a quantitative match between polarity site movement in cells and in a computational model. Thus, these features are in principle sufficient to explain polarity site movement in yeast.

RESULTS
=======

Characterization of undirected polarity patch movement
------------------------------------------------------

Our experimental system to investigate the mechanism of undirected polarity patch movement in budding yeast consists of haploid *rsr1*Δ cells induced to artificially activate the pheromone-responsive MAPK pathway in the absence of pheromone by inducing a membrane-anchored version of the MAPK scaffold Ste5 ([@B61]; [@B44]). Previous studies analyzed patch mobility by measuring the patch's mean squared displacement over time ([@B15]; [@B44]), but we sought to characterize patch movement in greater detail. To this end, we imaged populations of cells taking confocal z-stacks at 1.5-min intervals (snapshots from a movie of a cell are shown in [Figure 1](#F1){ref-type="fig"}A) and calculated the 3D position of the centroid of the patch at each time point to generate tracks that consisted of a series of movement vectors ([Figure 1](#F1){ref-type="fig"}B; see *Materials and Methods* for details). From each vector, we extracted 1) its magnitude or "step length" and 2) its angle with respect to the preceding vector, or "turning angle." Distributions of these two metrics are shown in [Figure 1](#F1){ref-type="fig"}, C--E. To assess how reproducible these patch mobility characteristics were, we compared a dataset reported previously ([@B44]) with a newer dataset reported in this study. As shown in Supplemental Figure S1, A--C, movement metric distributions were highly reproducible, suggesting that patch movement is a robust phenomenon despite variation in experimental conditions.

![Characteristics of in vivo patch movement. (A) Selected snapshots from time-lapse imaging of a moving polarity patch in a yeast cell harboring Spa2-GFP (DLY18172) and induced to activate the mating pathway in the absence of pheromone. Inverted maximum projections of 15 z-plane images. Dashed line, cell outline. Red line traces path of the centroid of the moving patch. (B) Trace from centroid positions of the patch in cell from A taken at 1.5-min intervals, represented as a series of movement vectors, where each movement vector has a magnitude (step length) and turning angle. (C) Histogram of step lengths, derived from *N* = 1701 steps from cells treated and imaged as in A. (D) Cumulative frequency plot of turning angles from the same cells. Dashed line is expected cumulative frequency if turning angles were sampled from a uniform distribution. (E) Estimated histogram of planar turning angles on the surface a sphere with radius 2.5 μmthat would yield the cumulative distribution of 3D angles plotted in D (see *Materials and Methods*).](mbc-31-1085-g001){#F1}

It is evident from the histogram for step lengths in [Figure 1](#F1){ref-type="fig"}C that the distances moved by the patch in each 1.5-min interval vary considerably, yielding a skewed (non-normal) distribution with a long tail of large step lengths. To analyze the distribution of turning angles, we needed to convert our measured distribution of 3D angles into a planar angle distribution, because polarity patches actually move along a 2D cell surface, not a 3D space. We began by plotting the cumulative density function (CDF) of the measured 3D angles ([Figure 1](#F1){ref-type="fig"}D). The black dashed line indicates the CDF to be expected for a uniform distribution of turning angles, and the observed deviation from this uniform distribution indicates that patches tend to continue moving in the same general direction (i.e., show a preference for smaller turning angles). A similar persistence of motion was noted in other experimental settings ([@B57]; [@B15]). To extract the distribution of planar turning angles that might have yielded this CDF, we ran simulations of moving patches on the surface of 5-µm diameter spheres. We found that the experimentally observed distribution of turning angles could be phenomenologically described by the function , which is a Gaussian shifted along the *y*-axis by *k* (where the independent variable is *θ*; the angle of movement) that accounts for the observed persistence. This "offset Gaussian" distribution ([Figure 1](#F1){ref-type="fig"}E) is centered at 0 radians and its standard deviation (SD) (*σ*) provides a measure of the degree of persistent motion---that is, the degree to which the patch will continue to move in a given direction.

Patch movement as a search strategy
-----------------------------------

We assume that the physiological role of patch movement is to facilitate the search for mating partners. Previous studies of moving agents engaged in search patterns have focused on searching large planar areas for food or prey and highlighted the advantageous properties of Lévy flights in this context ([@B73]; [@B30]). Lévy flights are random walks in which the step-size distribution exhibits a heavy tail that decays as a power law. However, a log-log plot of the step-length histogram for yeast polarity patches (Supplemental Figure S2A) revealed that it was not bound by an exponential or power law, but could be approximated by a gamma distribution (Supplemental Figure S2B). Thus, patch movement does not appear to be an example of a Lévy flight. The yeast cell's search for a partner is somewhat different from the search of a large planar area. Yeast cells themselves are not motile and will only mate if there is a potential partner very close by. Thus, if we consider polarity patch movement as a search process, the successful search is one that brings the two patches in adjacent partner cells to be close to each other. We wished to understand how the observed distributions of step lengths and turning angles impacted the effectiveness of such a partner search.

Recall that when a cell polarizes away from its partner, its patch moves erratically before becoming aligned with the partner's patch. This raised the question of how effectively patches in adjacent cells could come close to each other purely via unguided movement. To address this question, we carried out particle-based simulations. Each simulation consisted of two adjacent spherical cells, where each cell had a particle (representing the patch) moving in a stochastic manner along its surface. The initial condition for each simulation was particles placed randomly on the half of the sphere that faced away from the partner. We then moved each particle along the cell cortex by independently sampling step lengths and angles from experimental data; [Figure 2](#F2){ref-type="fig"}A displays an illustrative example of the particle tracks we obtained. As a measure of successful search, we recorded the fraction of simulations whose patches came within 2  μm of each other within 150 min (a physiologically relevant timescale for mating). This metric was 23--25% for simulations using step length and offset Gaussian turning angle distributions derived from the experimental data (blue dot in [Figure 2](#F2){ref-type="fig"}B and orange dot in [Figure 2](#F2){ref-type="fig"}C).

![Effect of patch movement characteristics on the search for mating partners. (A) Step lengths and turning angles were independently sampled from the distributions in [Figure 1](#F1){ref-type="fig"} to simulate moving patches on two adjacent spheres with radius 2.5 μm. Simulated particles moved along the surface of the sphere, but for comparison with time-lapse imaging of cells, traces were drawn by linking discrete patch positions (at 1.5-min intervals) with straight lines. (B) Simulations similar to those in A were run by sampling from experimentally determined step lengths but using artificial turning angle distributions with different standard deviations (blue insets). The success of the search process was quantified by plotting the frequency of encounters (fraction of simulations in which pairs of patches got within 2 μm of each other in \< 150 min). (C) Simulations similar to those in B were run by sampling from the experimental turning angle distribution but using artificial step length distributions (blue insets).](mbc-31-1085-g002){#F2}

We then ran simulations where step lengths were sampled from experimental data, but turning angles were sampled from a variety of offset Gaussian distributions with differing standard deviations, as a way to ask how success of the search may depend on the degree of persistence in patch movement. We found that optimal searching occurred when the Gaussian had a SD of 0.3 rad. The existence of an optimal degree of persistence can be intuitively understood as follows: if patch movement showed no persistence (uniform turning angles), a diffusive search would take a long time for patches that start in a distant location from the partner (as enforced by our initial condition). Persistent motion allows more rapid escape from the local neighborhood, and as persistence increases, the escape probability rises. However, perfect persistence would lead to a patch that travels in a great circle around the sphere and cannot access other parts of the landscape: optimal search requires a combination provided by imperfect persistence. For our data from yeast patches, the estimated SD of the offset Gaussian is 0.9 rad, which is suboptimal from the point of view of the search process. This suggests that mechanistic aspects driving patch movement may constrain the persistence of such movement ([Figure 2](#F2){ref-type="fig"}B). However, we note that the undirected search process characterized here may differ in important ways from a physiological search that is guided by pheromone gradients.

We also ran simulations where, this time, turning angles were sampled from experimental data but step lengths were sampled from artificial probability distributions with the same mean step length (0.456 μm) as the experimental distribution. The first distribution set all steps equal to 0.456 μm (SD *σ* = 0; [Figure 2](#F2){ref-type="fig"}C inset, top left). The others are gamma distributions with different shape and scale parameters selected to yield the same mean step length but with increasing *σ*. For this set of step length distributions, the fraction of successful encounters between patches increased with the SD ([Figure 2](#F2){ref-type="fig"}C).

Several of the largest steps in cells were caused by patches disappearing and reappearing in another part of the cell (Supplemental Figure S3, A--C). To understand the contribution of such events to the search process, we ran simulations as before, but omitting step lengths larger than 1.5 μm. This led to a considerably lower search efficiency ([Figure 2](#F2){ref-type="fig"}C). We conclude that a mixture of large and small steps enables patches to search for each other more effectively, consistent with findings from search processes for planar spaces ([@B30]).

Modeling patch movement in silico
---------------------------------

Computational modeling has provided significant insight into the behavior of complex systems, including the yeast polarity circuit ([@B35]; [@B12]; [@B21]). Minimalistic models encapsulate complex biochemistry and cell biology into simple black-box processes: these have been used to argue that negative feedback with a time delay ([@B57]) or molecular noise ([@B38]; [@B25]) could in principle yield patch movement. A more complex, mechanistic model has also shown that vesicle traffic can yield movement of the polarity patch ([@B15]; [@B44]). In this section, we first summarize the cell biological findings that motivated the mechanistic model and then discuss how the modeling framework encapsulates those findings.

### Cell biology underpinning the yeast polarity model.

Cell polarity in yeast is regulated by the Rho-family GTPase Cdc42, a protein that switches between active (GTP-Cdc42) and inactive (GDP-Cdc42) forms. Active Cdc42 at the plasma membrane provides positive feedback by recruiting a protein complex from the cytoplasm containing a Cdc42 effector, p21-activated kinase (PAK: omitted from the figure for simplicity), the scaffold protein Bem1, and the guanine nucleotide exchange factor (GEF), Cdc24 ([@B37]) ([Figure 3](#F3){ref-type="fig"}A). The GEF activates neighboring inactive Cdc42, triggering a local chain reaction where newly activated Cdc42 activates nearby Cdc42, generating a polarity patch with a high local concentration of GTP-Cdc42. Once the patch has formed, the component polarity proteins dynamically exchange between the patch and the cytoplasm on a timescale of 2--4 s ([@B78]; [@B67]; [@B15]). The longevity of the patch in the face of constant self-renewal suggests that it exists in a steady state in which activation of Cdc42 and recruitment of GEF is balanced by Cdc42 inactivation and GEF unbinding ([@B35]; [@B13]).

![Mechanism of patch movement in computational model combining polarity factor dynamics and vesicle traffic. (A) Schematic of the model. Biochemical interactions coupled with protein diffusion (polarity module: top). Stochastic vesicle traffic transfers membrane and cargo between an internal compartment and the plasma membrane (vesicle trafficking module: bottom). (B) Expected effect of asymmetrically located actin depends on whether actin activates or inhibits polarity. Episodically activating polarity would trap the patch where the actin is (left), while inhibiting polarity would make the patch move persistently away from the actin (right). (C) Sample movement traces of simulated patch across four different conditions. Base model: focused exocytosis and endocytosis. Uniform actin: randomly located exocytosis and endocytosis. Uniform endocytosis: focused exocytosis with random endocytosis. v-SNARE-GEF: vesicles carry a species that reinforces polarity. Detailed histograms in Supplemental Figure S5. (D) Cumulative frequency plot of turning angles of the patch in the Base Model (where vesicles dilute polarity: green), Added GEF (where GEF activity is higher: light blue) and v-SNARE-GEF model (where vesicles reinforce polarity: blue). Dashed line is expected cumulative frequency if turning angles were sampled from a uniform distribution. The Base Model and added GEF exhibit persistence in the direction of motion, whereas the v-SNARE-GEF model exhibits anti-persistence. (E) Dilution by asymmetric vesicles shifts the patch centroid away from site of dilution. (F) Cumulative frequencies of turning angles and histogram of step lengths of simulated patch movement (green) compared with in vivo data (red and shading). (G) Mean vs. SD of step length distributions of the Base Model (green box) compared with models with decreasing membrane diffusion constant (light blue: 0.015 μm^2^/s, 0.0015 μm^2^/s, 0.0005 μm^2^/s) or increasing GAP activity (dark blue: 0.7/s, 0.9/s). Red hexagon: distribution from experimental measurements.](mbc-31-1085-g003){#F3}

Cdc42 is prenylated and tethered to the inner leaflet of the plasma membrane, and the spread of GTP-Cdc42 is constrained by slow diffusion at the membrane ([@B71]; [@B6]; [@B63]). However, the mobility of GDP-Cdc42 is considerably greater, both at the membrane ([@B6]; [@B63]) and because it can detach from the membrane to the cytosol, where diffusion is much more rapid. GDP-Cdc42 exchange between the plasma membrane and cytosol is mediated mainly by a guanine nucleotide dissociation inhibitor (GDI) ([@B34]). The GDI masks Cdc42's prenyl group and this rapidly reversible binding allows the GDI to pluck GDP-Cdc42 from one location on the plasma membrane, diffuse rapidly in the cytoplasm, and deposit the GDP-Cdc42 at another location ([@B18]; [@B35]; [@B79]). When high-mobility GDP-Cdc42 is deposited at the polarity patch, it can become activated by the locally enriched GEF, trapping it at the membrane and further concentrating the local GTP-Cdc42. The "capture" of cytoplasmic proteins (GDP-Cdc42 and GEF) by membrane proteins in the polarity patch depletes cytoplasmic pools, which restricts the size of the polarity patch ([@B80]).

At the polarity patch, GTP-Cdc42 binds effectors called formins that nucleate polymerization of actin to make actin cables ([@B20]). The actin barbed ends are oriented toward the patch, allowing myosin V motors to deliver secretory vesicles to the patch, where they fuse with the plasma membrane by exocytosis ([Figure 3](#F3){ref-type="fig"}A, bottom). These vesicles carry cell wall remodeling components that mediate focused growth and cell--cell fusion (not shown). They also add membrane area to the site of fusion, diluting resident factors.

Secretory vesicles originate at internal membranes (including trans-Golgi and endosomes), and endocytic vesicles travel back from the plasma membrane to the internal membranes. Imaging of secretory vesicle and endocytosis markers showed that exocytosis is tightly focused toward the polarity patch, while endocytic events occur over a broader area surrounding a wandering patch ([@B44]). Most polarity factors, including Bem1 and the GEF Cdc24, are thought to associate with the plasma membrane by binding from the cytoplasm. This is also true for Cdc42, but in addition some Cdc42 is present on internal membranes and secretory vesicles, albeit at a lower concentration than at the polarity patch ([@B62]; [@B76]).

As mentioned in the *Introduction*, polarity patch movement is dependent on F-actin, suggesting that factors able to influence the polarity patch may be delivered or removed from the plasma membrane near the patch in an actin-dependent manner. Symmetry considerations dictate that if such delivery/retrieval were accurately centered on the centroid of the polarity patch, it would not cause any net displacement. However, a stochastic asymmetry in actin distribution with respect to the polarity patch could cause patch movement. [Figure 3](#F3){ref-type="fig"}B illustrates two conceptual mechanisms by which this could occur. We begin by assuming that at some initial time the actin localizes predominantly on one side (here, arbitrarily, the left) of the polarity patch centroid. If actin strengthened polarity on that side, then the polarity patch centroid would shift leftward ([Figure 3](#F3){ref-type="fig"}B, left column), whereas if actin weakened polarity on that side, then the polarity patch centroid would shift rightward ([Figure 3](#F3){ref-type="fig"}B, right column). In the strengthening scenario, the patch would stop moving once the actin and the centroid were aligned. If the patch moved beyond the actin, it would switch directions and return ([Figure 3](#F3){ref-type="fig"}B, left column). But in the weakening scenario, the patch centroid would keep moving away from the actin ([Figure 3](#F3){ref-type="fig"}B, right column). These considerations suggest that to obtain persistent motion such as that observed in cells, actin should somehow weaken polarity. This is consistent with the general class of models in which negative feedback can lead to wavelike motion: as actin is itself localized in response to the polarity factors, a polarity-weakening effect of actin would constitute a negative feedback loop.

The mechanistic computational model discussed below combines a simplified biochemistry of the polarity circuit (the "polarity module") with a model for vesicle trafficking (including both exocytosis and endocytosis: the "vesicle trafficking module"). It tracks concentrations of various proteins on a discretized 2D surface with periodic boundary conditions representing the plasma membrane. There are also cytoplasmic and internal membrane compartments; because of their much higher diffusion, these compartments are considered well mixed. As polarity dynamics occur on rapid timescales relative to cell growth or Cdc42 synthesis/degradation, we also assume that the system has constant volume, membrane area, and protein content.

### Mathematical model: polarity module.

Cdc42 behavior is modeled as a system of PDEs encoding the biochemical reactions illustrated in [Figure 3](#F3){ref-type="fig"}A and listed in [Table 1](#T1){ref-type="table"}, adapted from an original model by Goryachev and Pokhilko ([@B22]). Proteins in the model can reside on the plasma membrane, or the cytoplasm (indicated by the suffix c), or an internal membrane compartment (indicated by the suffix ic). A single "BemGEF" species is used to represent the components of the PAK/Bem1/GEF complex. BemGEF exchanges between plasma membrane and cytoplasm, undergoes reversible binding to GTP-Cdc42 at the membrane, and while at the membrane, it catalyzes exchange of GDP-Cdc42 to GTP-Cdc42 with mass action kinetics ([Table 1](#T1){ref-type="table"}).

###### 

Biochemical reactions and parameter values for the polarity module.

  Biochemical reactions                                     
  ----------------------- ------------- ------------------- ------------------
                          *k*~1~*~a~*   10 s^−1^            ([@B22]; [@B64])
                          *k*~1~*~b~*   10 s^−1^            ([@B22]; [@B64])
                          *k*~2~*~a~*   0.16 μM^−1^ s^−1^   ([@B64])
                          *k*~2~*~b~*   0.63 s^−1^          ([@B64])
                          *k*~3~        0.35 μM^−1^ s^−1^   ([@B64])
                          *k*~4~*~a~*   10 μM^−1^ s^−1^     ([@B22]; [@B64])
                          *k*~4~*~b~*   10 s^−1^            ([@B64])
                          *k*~5~*~a~*   144 s^−1^           ([@B15])
                          *k*~5~*~b~*   20.8 s^−1^          ([@B15])
                          *k*~7~        10 μM^−1^ s^−1^     ([@B15])

  Model specifications                                                                            
  ------------------------------------------ -------------------- ------------------------------- ------------------
  Cell radius                                2.5 μm                                               ([@B64])
  Membrane to cytoplasm volume ratio (*η*)   0.01                                                 ([@B64])
  Membrane diffusion constant                0.0045 μm^2^ s^−1^                                   ([@B15])
  Cytoplasmic diffusion constant             Assumed well-mixed                                   ([@B64])
  Internal membrane diffusion constant       Assumed well-mixed                                   ([@B64])
  Mean \[Cdc42\] in cell                     1 μM                 39415 molecules in 65.4 μm^3^   ([@B22]; [@B64])
  Mean \[BemGEF\] in cell                    0.017 μM             670 molecules in 65.4 μm^3^     ([@B22]; [@B64])

The reactions catalyzed by Cdc42-directed GAPs and the GDI are present in the model, even though explicit GAP and GDI species are not. A first-order GTP hydrolysis reaction is used to represent the effects of GAP activity, and association/dissociation of GDP-Cdc42 with membranes is used to represent the effects of GDI (and potentially other chaperones; [@B79]). GDP-Cdc42 can associate with both the plasma membrane and the internal membrane compartment, whereas BemGEF (and hence GTP-Cdc42) only associates with the plasma membrane.

### Mathematical model: vesicle trafficking module.

Vesicle trafficking is modeled as a series of exocytosis and endocytosis events, with parameters listed in [Table 2](#T2){ref-type="table"}. Exocytosis is modeled as the instantaneous transfer of membrane area from the internal compartment to the plasma membrane, and endocytosis is modeled as a transfer in the opposite direction. Individual exocytic or endocytic events occur as Poisson processes. The probabilities (and thus, rates) of exocytosis and endocytosis events per unit time are matched so that (except for minor fluctuations) there is no net transfer of membrane from one compartment to another. The area of an exocytic vesicle is about four times larger than that of an endocytic vesicle, and the plasma membrane is discretized into a 100 × 100 grid, where each grid element has approximately the same area as a single endocytic vesicle; thus, the total plasma membrane area is set to equal to that of 10,000 endocytic vesicles, or 2500 exocytic vesicles ([Table 2](#T2){ref-type="table"}).

###### 

Parameters for vesicle trafficking module.

  Parameter                                Value               Reference
  ---------------------------------------- ------------------- ------------------
  Endocytosis rate                         200 vesicles/min    ([@B15])
  Exocytosis rate                          50 vesicles/min     ([@B15])
  Size of endocytic vesicle                0.00785 μm^2^       ([@B60]; [@B39])
  Size of exocytic vesicle                 0.0314 μm^2^        ([@B55]; [@B39])
  Membrane diffusion constant for vSNARE   0.0025 μm^2^s^−1^   ([@B71]; [@B15])

To exploit the extensive experimental data on trafficking of integral membrane proteins in yeast, we include another molecular species, called v-SNARE, that controls the distribution and timing of endocytic events. This endocytic cargo species has properties that match the well-studied behavior of the yeast v-SNAREs Snc1 and Snc2 ([@B71]). v-SNARE is present on both the internal membrane and the plasma membrane and is trafficked between them via exo- and endocytosis. It does not react biochemically with any polarity protein.

Exocytosis inserts a new vesicle-sized patch of membrane into the much larger plasma membrane, affecting the local concentrations of membrane-associated proteins. At the insertion site, new concentrations are set to equal those on the vesicle. Elsewhere on the plasma membrane, concentrations are calculated from the preexisting concentration profiles of each species before vesicle fusion, according to a radial interpolation scheme (see Supplementary Figure S2 in [@B64] for details). This preserves a discretized grid with the same number of elements, and the size of each element is adjusted slightly to account for the increase in plasma membrane area due to vesicle fusion. After fusion, the membrane of the inserted vesicle is diffusionally connected to the rest of the plasma membrane, and concentrations evolve according to the reactions listed above.

Endocytosis is modeled in two steps to reflect the cell biology of the process. In the first step, the site of endocytosis becomes a diffusion sink for v-SNARE. This reflects the biological formation of a "coat" of proteins including clathrin and adaptor proteins that provide a high density of binding sites that trap endocytic cargo molecules. Accumulation of a preset threshold of v-SNARE triggers the second step, where the vesicle membrane is removed from the plasma membrane and added to the internal membrane ([@B39]). The proteins that were associated with the membrane that endocytoses are redistributed as follows: v-SNARE and Cdc42 are added to the internal compartment, while BemGEF is returned to the cytoplasm. The concentrations of plasma membrane proteins following endocytosis are calculated from preexisting concentration profiles of each species according to a radial interpolation scheme, and the size of each discretization element is adjusted slightly to account for the decrease in plasma membrane area due to vesicle fission.

### Connecting the polarity and vesicle trafficking modules.

Vesicle traffic affects polarity factor concentration profiles by inserting or removing membrane and cargo at specific locations. In turn, polarity factors affect membrane traffic by influencing the location of exocytic and endocytic events. Here we discuss how the spatial location of exocytic and endocytic events is determined in the model.

In cells, GTP-Cdc42 is thought to promote local exocytosis by orienting actin cables toward the polarity site ([@B17]) and promoting fusion of vesicles that reach that site ([@B1]). There are approximately 10 actin cables oriented toward the polarity patch ([@B82]), and in the model we allow exocytosis to occur at one of only 10 sites, representing actin cable termini. We assume that new actin cables form in a manner influenced by the local GTP-Cdc42 concentration and set the probability of actin cable attachment at a given location as a Hill function of the GTP-Cdc42 concentration at that location:

Here, *P*~cable~ (*x*, *y*) is the probability of attaching a cable at location (*x*, *y*), *Cdc42T* (*x*, *y*) is the GTP-Cdc42 concentration at (*x*, *y*), *k~Cdc~*~4242~*~T~* is set to 50% of the maximum GTP-Cdc42 concentration, and *Z* is a normalization factor. Once formed, cables are assumed to remain stationary until they detach or depolymerize. Detachment occurs on a 1-min timescale (rate 1 min^--1^) and allows attachment of a new cable. The model generally has 10 sites demarcated as potential exocytosis sites at any given time, and we assume that each of those is equally likely to serve as the site for exocytosis.

The mechanism that determines the spatial pattern of endocytic events in cells is not understood. However, endocytic cargo proteins probably play a role: because they are delivered by exocytosis, their concentration (like that of v-SNARE in the model) would be higher near the polarity site where endocytic events cluster. We model the probability that an endocytic event takes place at a given location as a Hill function of the v-SNARE concentration at that location.

Here, *P*~endo~ (*x*, *y*) is the probability of attaching a cable at location (*x*, *y*), *vSNARE* (*x*, *y*) is the v-SNARE concentration at (*x*, *y*), *k~vSNARE~* is set to 50% of the maximum v-SNARE concentration, and *Z* is a normalization factor. This yields a spatial distribution of endocytic events in the model similar to that observed in cells ([@B44]).

### Mechanism of patch movement in the model.

Simulation of the model discussed above (henceforth, the "Base Model"), where exocytosis and endocytosis events are coupled to the polarity circuit, leads to the formation of a polarity patch enriched for GTP-Cdc42, whose centroid wanders around the plasma membrane. Sample traces of patch movement in the Base Model are shown in [Figure 3](#F3){ref-type="fig"}C. The polarity module alone produces a stable, stationary polarity patch ([@B22]), demonstrating that stochastic vesicle traffic drives polarity patch movement. However, it is not intuitively obvious what aspect of vesicle trafficking (exocytosis or endocytosis) causes the patch to move. To assess the relative contributions of focused exocytosis and endocytosis, we modified the model in two ways.

First, we allowed the 10 actin cables to attach with uniform probability all over the plasma membrane. In these simulations, exocytosis events occur at random sites that are often distant from the patch. Because v-SNARE delivery is no longer polarized, endocytic events also occur in a distributed manner. Although similar numbers of vesicles are trafficked to and from the plasma membrane in these simulations, traffic was no longer focused on the polarity site, and the polarity site stopped moving ([Figure 3](#F3){ref-type="fig"}C, Uniform exocytosis). Thus, focused vesicle trafficking is essential for patch movement.

Second, we retained focused actin cables and hence focused exocytosis, but made the spatial location of endocytic events random. In these simulations, polarity patch movement was comparable to that in the full model ([Figure 3](#F3){ref-type="fig"}C, Uniform endocytosis), indicating that it is focused exocytosis, rather than focused endocytosis, which drives patch movement.

Previous studies had proposed that secretory vesicles could strengthen polarity by delivering Cdc42 ([@B77]), or weaken polarity by diluting Cdc42 and other polarity factors ([@B39]; [@B64]). A yeast strain was engineered to concentrate polarity factors on secretory vesicles by fusing Bem1 to a v-SNARE, which is highly enriched on secretory vesicles. This led to dramatically reduced patch movement in mating cells ([@B15]). Similarly, a model in which the v-SNARE was endowed with GEF activity caused the in silico patch to stall ([Figure 3](#F3){ref-type="fig"}C, v-SNARE-GEF). We confirmed that the stalling in the v-SNARE-GEF model was not simply because of higher overall GEF activity (due to the presence of both v-SNARE-GEF and native GEF) on the membrane: Increasing BemGEF activity (*k*~3~) in the Base Model to match the amount of added v-SNARE-GEF did not stall the patch ([Figure 3](#F3){ref-type="fig"}C, Added GEF), confirming that the patch stalling in the v-SNARE-GEF model was not simply due to higher overall GEF activity. Sample simulations of the patch moving due to vesicle dilution and the patch being stalled by v-SNARE-GEF are shown in Supplemental Movies S1 and S2, respectively.

###### Movie S1

Spatial profile of active Cdc42 on the plasma membrane from a simulation of the Base Model, where vesicles delivered by actin dilute polarity components in the membrane. Domain size is 8.86 × 8.86 *μ*m. Color bar represents GTP-Cdc42 concentration in *μ*m.

Movie S1

###### Movie S2

Spatial profile of active Cdc42 on the plasma membrane from a simulation where vesicles delivered by actin reinforce the patch by delivering vSNARE-GEF. Domain size is 8.86 × 8.86 *μ*m. Color bar represents GTP-Cdc42 concentration in *μ*m.

Movie S2

To better understand how concentrating polarity factors on secretory vesicles stalled patch movement, we extracted turning angle distributions from traces of patch centroids in model simulations. In the Base Model, there was a preference for small turning angles, indicating that patch movement is persistent, as it is in vivo. This remained true with additional BemGEF activity ("Added GEF" in [Figure 3](#F3){ref-type="fig"}D), but in the model with v-SNARE-GEF, patch movement was anti-persistent: that is, rather than being more likely to keep moving in the same direction, the patch tended to reverse direction ([Figure 3](#F3){ref-type="fig"}D). This is consistent with the proposal (above) that if actin (in this case cable-mediated exocytosis) were to strengthen polarity, that would tend to reverse any excursions of the patch away from the actin. These simulations confirm that actin must weaken polarity in order to drive persistent patch movement.

The simplest mechanism by which exocytic events could weaken the polarity patch is by local dilution of polarity factors ([@B15]; [@B44]). When an exocytic vesicle fuses within (but not at the center of) the polarity patch, it transiently dilutes polarity factors on the side of the patch where it fuses. For a brief time following fusion, recruitment of new polarity factors from the cytoplasm occurs more efficiently on the opposite (undiluted) side of the patch, causing the patch centroid to move away from the vesicle fusion site ([Figure 3](#F3){ref-type="fig"}E). This transient effect of each vesicle is not reversed by endocytosis, which seems to contribute little to patch movement. Thus, in the model, patch movement arises due to repeated exocytic vesicle fusion events near the patch, which affect the location of the patch centroid by diluting polarity factors at the site of fusion.

Comparison of patch movement in silico and in vivo
--------------------------------------------------

To compare patch movement in the model with that in cells, we extracted step length and turning angle distributions from traces of patch centroids in model simulations sampled at 1.5-min intervals ([Figure 3](#F3){ref-type="fig"}F). Polarity patches in the Base Model exhibited smaller and less variable step sizes ([Figure 3](#F3){ref-type="fig"}F, left). We focused on step lengths below 1.5 μm because the rare larger steps observed experimentally were a result of the patch disappearing and reappearing at another part of the cell (disappearing patches are seen in \< 2% of time points; see Supplemental Movie S3), which was a behavior not recreated by the Base Model (see *Discussion*). Moreover, the distribution of turning angles was more uniformly distributed than those taken by patches in cells, indicating that movement is less persistent in the Base Model ([Figure 3](#F3){ref-type="fig"}F, right).

###### Movie S3

Maximum projections of timelapse live cell microscopy of artificially arrested yeast cells μsee Methods). DLY18172 cells express Ste4-GFP μgreen) and the polarity marker Spa2-mCherryμred patch). The bright white spots are fluorescent beads we use to correct for drifting during quantification. The movie runs at 7 frames per second where the interval between frames is 1.5 minutes.

Movie S3

In principle, the differences between the patch movement in vivo and in silico could indicate that the movement mechanisms encoded in the model are insufficient to explain the degree of patch movement. Alternatively, it could be that tweaking model parameters would produce movement comparable to that in cells.

Since vesicles drive patch movement by diluting polarity factors, patch movement could presumably be increased by increasing either the area of individual exocytic vesicles or the frequency of exocytosis. However, these parameters (or, more precisely, the average values of these parameters) are tightly constrained by experimental data, so this does not seem like a plausible explanation for the discrepancy between model and experiment. On the other hand, the biochemical parameters of the polarity module are less constrained, and previous work suggested that increasing GAP activity (which lowers GTP-Cdc42 concentration in the patch) or decreasing membrane diffusion (to make the patch smaller) might make the polarity patch more susceptible to perturbation by vesicles ([@B15]). Increasing GAP activity did increase mean step length slightly, but raising the GAP activity further made the polarity patch collapse before the mean step length could match that observed in cells ([Figure 3](#F3){ref-type="fig"}G). Lowering Cdc42 diffusion also increased mean step length, but the diffusion constants required to match the step lengths in cells were far below experimentally the estimated diffusion constants ([@B41]; [@B63]) ([Figure 3](#F3){ref-type="fig"}G). Thus, tweaking model parameters failed to match experimental data within plausible ranges. We wondered whether features of vesicle traffic not yet included in the model might account for the discrepancy between in vivo and in silico patch movement.

Biologically inspired model adjustments can align in silico and in vivo patch movement
--------------------------------------------------------------------------------------

In the Base Model, the spatial distribution of actin cables, and hence of exocytic vesicle fusion sites, is determined by the distribution of GTP-Cdc42. As a consequence, polarity protein and actin/vesicle distributions are very similar ([Figure 4](#F4){ref-type="fig"}A). However, in cells, it has been noted that the formin-binding protein Spa2 ([@B38]) and the exocytic vesicle marker Sec4 ([@B44]) exhibit more tightly focused distributions. We imaged Spa2, the formin Bni1, the secretory vesicle Rab GTPase Sec4, and the exocyst component Exo70 (the exocyst is a complex that tethers secretory vesicles to the plasma membrane and promotes their fusion) in our cells with moving patches. In all cases, these actin cable/secretory vesicle markers were tightly colocalized ([Figure 4](#F4){ref-type="fig"}, B--D) and displayed a considerably more focused distribution than that of the polarity markers Cdc42, Cdc24, and Bem1 in the same cells ([Figure 4](#F4){ref-type="fig"}, E--G). Thus, cells can cluster actin cable termini, and the vesicles transported by cables, to a narrower zone than that occupied by polarity factors.

![Vesicle delivery is focused to a greater degree than polarity proteins. (A) Normalized in silico polarity patch and region of actin cable attachment in the Base Model. (B--G) Left: normalized fluorescence intensity along the cell periphery of the indicated probes in cells induced to activate the mating pathway. Right: merged 2-color maximum projections of representative cells. White arrow: cell that was quantified. (B--D) The polarisome component Spa2 (red) colocalizes with the formin Bni1, which attaches actin cables (B: DLY23476), the Rab-family vesicle marker Sec4 (C: DLY23416), and the exocyst subunit Exo70, which tethers vesicles to the plasma membrane (D: DLY23451). (E--G) Spa2 distribution is more focused than that of polarity factors Cdc42 (E: DLY23421), the GEF Cdc24 (F: DLY21957, note that Cdc24 also localizes to the nucleus), and the scaffold Bem1 (G: DLY23418).](mbc-31-1085-g004){#F4}

To ask whether addition of a pathway to spatially cluster actin/vesicles in the model might alter patch movement, we took a phenomenological approach. Recall that the locations of actin cable formation in the Base Model are probabilistically determined by the spatial distribution of active Cdc42:

We altered the above equation so that the centroid of existing actin cables \[*x*~cen~, *y*~cen~\] would also bias where actin cables form:

This introduces a Gaussian centered on the centroid of the preexisting actin cable distribution, which affects the probability of local cable formation. The width of the Gaussian (σ*~a~* = 0.24 μm) was estimated from Spa2-mCherry fluorescent intensity along the periphery of artificially arrested cells (see *Materials and Methods* and Supplemental Figure S4). Making new cables more likely to form in the vicinity of previously existing actin cables caused vesicle fusion to become more focused ([Figure 5](#F5){ref-type="fig"}A), in a manner dependent on the parameter *k~G~*. Increasing *k~G~* narrowed the zone of vesicle delivery ([Figure 5](#F5){ref-type="fig"}B) and caused the mean step length and persistence of patch movement to increase ([Figure 5](#F5){ref-type="fig"}C; compare Supplemental Movie S1 with Supplemental Movie S4). However, the value of *k~G ~*= 1 (which allowed the model to match the experimental persistence) did not greatly increase the mean step length, while the value of *k~G ~*= 5 (which allowed the model to match the experimental mean step length) caused excessive persistence ([Figure 5](#F5){ref-type="fig"}D). Thus, focusing vesicle delivery is a promising adjustment that improves model behavior, but it is not sufficient to recreate in vivo patch movement.

![Effect of focusing vesicle delivery and incorporating vesicular GAPs on patch movement in silico. (A) Focusing of the region of actin cable attachment by increasing *k~G~* in the model. (B) Cartoon: actin cables (black) are more focused than the polarity factors (green). (C) Cumulative frequency of turning angles (left) and histogram of step lengths (right) for models with increasing *k~G~*. Red shading: experimental data. Green: Base Model. (D) Comparison of mean step length vs. persistence between the Base Model (green), experimental patch movement (red), and models with increasing *k~G~* (colors matched to C). (E) Cartoon: vesicles carry GAPs (red dots) that inhibit Cdc42. (F) Cumulative frequency of turning angles (left) and histogram of step lengths (right) for models with different amounts of vesicular GAP and decay rates. Vesicular GAP indicated as X% of the basal GAP activity of 0.63 s^−1^. Red shading: experimental data. Green: Base Model. (G) Mean vs. SD of step length distributions for the Base Model (green), experimental patch movement (red), and models increasing vesicular GAP (colors matched to F). (H) Time-lapse frames from simulation illustrate patch splitting behavior observed in the model with vesicular GAPs. (I) Inverted maximum projection snapshots from a cell that illustrates transient patch splitting. Cell with Spa2-GFP (DLY18172) induced to activate the mating pathway. Dashed line, cell outline.](mbc-31-1085-g005){#F5}

###### Movie S4

Spatial profile of active Cdc42 on the plasma membrane from a simulation where actin cables are highly focused μ*k~G~* = 5). Domain size is 8.86 × 8.86 *μ*m. Color bar represents GTP-Cdc42 concentration in *μ*m.

Movie S4

The displacement of the patch in the model is due to dilution of polarity factors on vesicle fusion, but we reasoned that the ability of exocytic vesicles to weaken polarity would be enhanced if vesicles also carried Cdc42 inhibitors. Indeed, it was suggested that delivery of Cdc42-directed GAPs on secretory vesicles promoted patch mobility in a different context ([@B57]), and the GAP Bem3 was detected on vesicles, at least when overexpressed ([@B36]; [@B50]). Thus, we tested the effect of incorporating a vesicle-delivered GAP species into our Base Model ([Figure 5](#F5){ref-type="fig"}E). We assumed that following delivery to the plasma membrane, the GAP diffuses at the same rate as Cdc42 and detaches/decays with first-order kinetics. A new reaction was introduced to the model to account for the effects of the new GAP:

We explored the effect of varying *GAP* level on the vesicle and GAP detachment rate from the plasma membrane. Decreasing the GAP decay rate or increasing the GAP amount did not change persistence much ([Figure 5](#F5){ref-type="fig"}F, left), but made the patch take larger steps ([Figure 5](#F5){ref-type="fig"}F, right), consistent with the expectation that vesicles delivering GAPs would be more perturbing than vesicles without GAPs. While the patch also took slightly more variable steps, the vesicular GAP needed to obtain realistic mean step size did not increase the variability enough to match experimental step length distributions ([Figure 5](#F5){ref-type="fig"}G). Interestingly, in simulations with vesicular GAPs the patch would sometimes split in two ([Figure 5](#F5){ref-type="fig"}H) or get destroyed by vesicle traffic, which was not observed with the Base Model. Thus, vesicular GAPs could potentially explain the rare instances of such behavior observed in cells ([Figure 5](#F5){ref-type="fig"}I).

While both focused actin cables and vesicle-associated GAPs made the patch move larger distances and more persistently, neither feature reproduced the large SD of step lengths observed experimentally. As discussed above, a mix of large and small steps is important to optimize the search process by which patches might locate partners, so we wondered how cells might achieve this high variability.

Increasing the rate of vesicle delivery made step lengths both larger and more variable ([Figure 6](#F6){ref-type="fig"}A). Although the average rate of vesicle delivery is physiologically constrained, we considered the possibility that the rate of vesicle fusion events might fluctuate, with bursts of rapid fusion interspersed with periods of less frequent fusion. We reasoned that the periods of less frequent exocytosis would yield smaller steps while bursts of more frequent exocytosis would yield larger steps, creating a broader distribution of step lengths.

![Effect of variable vesicle delivery rates on patch movement in silico, and quantitative matching of model and experiment. (A) Cumulative frequency of turning angles (left) and histogram of step lengths (right) for model with increasing vesicle delivery rates. (B) Cartoon: model switches between low and high vesicle delivery rates. (C) Cumulative frequency of turning angles (left) and histogram of step lengths (right) for models with variable vesicle delivery rates. Red shading: experimental data. Green: Base Model. We added temporally variable vesicle delivery to the Base Model and increased the difference between high and low states by varying vesicle rates such that the average delivery rate remained at physiological levels. The variable rates in the legend indicate the fold difference from the physiological rate. D Comparison of mean vs. SD of step lengths between the Base Model (green), experimental patch movement (red), and models with variable vesicle delivery rates (colors matched to C). (E) Cartoon: model that incorporates focused actin cables, vesicular GAPs, and variable rates of vesicle delivery. (F) Cumulative frequency of turning angles (left) and histogram of step lengths (right) for model in E. Red shading: experimental data. Green: Base Model. Blue: model in E. We used: focusing *k~G~* = 1.5; vesicular GAP = 0.3 s^−1^; delivery rates = 0.5X and 0.3X. (G) Comparison of mean vs. SD of step lengths (left) and mean step length vs persistence (right) between the Base Model (green), experimental patch movement (red), and the model in E (blue). H Search efficiencies for different models (red) and from in vivo data for steps less than 1.5 μm (dotted blue line).](mbc-31-1085-g006){#F6}

To investigate this hypothesis, we allowed the Base Model to switch between regimes with higher or lower rates of exocytosis and endocytosis ([Figure 6](#F6){ref-type="fig"}B). Rates were matched to preserve the same relationship between exocytic and endocytic events, and switching probabilities between higher and lower rate regimes were set so that over time, the average rates of vesicle traffic would remain the same as in the original model (50 vesicle fusion events/min). In this scheme, the "burstiness" of vesicle traffic could be increased by varying the fusion rates in each regime ([Figure 6](#F6){ref-type="fig"}, C and D); increasingly, heterogeneous vesicle traffic led to patch movement with step length distributions that were as variable as experimentally determined step length distributions, but with a much lower mean ([Figure 6](#F6){ref-type="fig"}E).

In summary, the characteristics of polarity patch movement in cells differed from those in our Base Model in three ways, with the model showing less persistent movement, taking smaller steps on average, and taking less variable-sized steps. However, allowing vesicle fusion events to be more clustered in space produced more persistent movement in the model ([Figure 5](#F5){ref-type="fig"}, B--D), allowing vesicle-mediated delivery of GAPs produced larger step sizes in the model ([Figure 5](#F5){ref-type="fig"}, E--G), and allowing more irregular vesicle-fusion rates produced more variable step sizes in the model ([Figure 6](#F6){ref-type="fig"}, C and D). While each of these features could not individually recapitulate in vivo patch movement, we reasoned that some combination may be able to do so. A manually curated parameter search for a model with all three features allowed us to closely match movement observed in the model to that observed in cells ([Figure 6](#F6){ref-type="fig"}, F and G; Supplemental Movie S5), suggesting that perturbation by actin-directed vesicle traffic is sufficient to account for the observed movement.

###### Movie S5

Spatial profile of active Cdc42 on the plasma membrane from a simulation that has focused actin cables, vesicular GAPs, and variable rates of vesicle delivery. Domain size is 8.86 × 8.86 *μ*m. Color bar represents GTP-Cdc42 concentration in *μ*m.

Movie S5

We then asked how the various versions of the model would perform in mating partner search simulations like those in [Figure 2](#F2){ref-type="fig"}. Sampling step lengths and turning angles from different versions of the model, we found that each feature (focused vesicle delivery, vesicle-associated GAPs, and irregular vesicle fusion rate) improved model performance in partner search over that of the Base Model. Moreover, the improvements were additive, with the model that incorporated all three features providing the most efficient search ([Figure 6](#F6){ref-type="fig"}H).

DISCUSSION
==========

Mechanism of polarity patch movement
------------------------------------

In this study, we characterized undirected polarity patch movement in budding yeast cells induced to undergo a mating response and used a computational model to show that vesicle traffic polarized toward the patch could suffice to drive such movement. Our simulations suggest that movement is driven primarily by the focused delivery of exocytic vesicles to the patch by actin cables, with little contribution from focused endocytosis. To cause persistent movement, exocytic vesicle fusion must locally weaken polarity, providing negative feedback: simulations with vesicles that locally strengthened polarity stabilized the patch position and stalled patch movement.

The polarity patch is created and sustained by a dynamic biochemical positive feedback loop whereby active polarity factors at the membrane recruit more polarity factors from the cytoplasm, counteracting the continuous loss of polarity factors by lateral diffusion and detachment to the cytoplasm ([@B12]). By locally weakening polarity, vesicles fusing on one side of the patch create an asymmetry such that the opposing side of the patch is better at recruiting cytoplasmic factors, so that the centroid of the cluster of proteins that constitute the patch is shifted away from the vesicle fusion site ([Figure 3](#F3){ref-type="fig"}E).

This mechanism spontaneously yields periods of persistent patch movement. Note that there would not be any net movement if vesicle fusion events were symmetrically distributed around the patch centroid. However, stochastic asymmetries in the distribution of actin cables within the patch occasionally lead to a shift of the polarity factor centroid away from the actin-enriched side. In turn, that leaves the actin cables further "behind" the polarity centroid, so that subsequent actin-delivered vesicles are more likely to shift the centroid in the same direction, creating persistent movement.

Our proposed mechanism of patch movement is fully consistent with experimental findings on the distribution of various proteins in cells with moving polarity sites ([Figure 7](#F7){ref-type="fig"}A). During periods of persistent movement, markers of vesicle fusion and actin termini colocalize, but they lag behind the polarity markers ([@B44]). In turn, pheromone receptors and G proteins, which are delivered to the membrane on exocytic vesicles, accumulate behind the moving patch of vesicle markers ([@B44]; [@B75]).

![Focused vesicle delivery with yeast characteristics can account for polarity patch movement. (A) Distributions of proteins during patch movement: In a persistently moving patch, polarity factors are followed by actin cables/exocytosis markers, which in turn lead the region where receptors are concentrated. (B) Adjustments to the computational model allows it to closely reproduce patch behavior in vivo.](mbc-31-1085-g007){#F7}

How would vesicle fusion locally weaken polarity? We considered two mechanisms: dilution of polarity factors and delivery of polarity inhibitors. Fusion of a vesicle with the plasma membrane adds to the area of a polarity patch, thereby affecting local polarity factor concentrations. Because vesicles are thought to lack most polarity factors (Bem1, Cdc24, PAKs, etc.) and carry Cdc42 at a lower concentration than that present in the patch ([@B76]), their main effect is to dilute polarity factors. One might argue that endocytosis should counteract this effect by removing membrane and thereby increasing polarity factor concentration. However, endocytic vesicles are smaller than exocytic vesicles: it takes four endocytic vesicles to retrieve the same area of membrane as that added by a single exocytic vesicle ([@B39]; [@B15]). This means that membrane retrieval would likely be significantly less asymmetric than delivery, and the effects of asymmetric membrane addition would not be counteracted by more symmetric membrane removal. Moreover, many endocytic events occur outside or at the periphery of the patch where they do not affect polarity factor concentrations. These considerations explain why in our simulations, the dilution effect from exocytic vesicles leads to patch movement that is insensitive to the location of endocytic events ([Figure 3](#F3){ref-type="fig"}C).

In addition to polarity factor dilution, exocytic vesicles could deliver factors that inhibit polarity, such as Cdc42-directed GAPs. Experimental support for this hypothesis comes from the finding that the GAP Bem3 is enriched on secretory vesicles ([@B36]; [@B50]). A similar mechanism may apply in other systems, as the GAP REN1 is enriched on secretory vesicles in pollen tubes ([@B31]). The degree to which this may affect patch movement has yet to be experimentally tested in mating cells, but a quantitative effect of GAP deletions on the degree of patch movement has been noted in other contexts ([@B57]).

Focused vesicle traffic can produce movement quantitatively like that observed in cells
---------------------------------------------------------------------------------------

To compare the characteristics of patch movement in cells with those in the computational model, we measured the distributions of step sizes and turning angles from movies and simulations. This revealed that patch movement observed in our starting Base Model was less persistent (i.e., it had more random turning angles) than that observed in cells. In addition, patch movement in that model displayed smaller and more homogeneous step sizes than patch movement in cells. A feature that is notably absent in our model is the molecular noise that arises from diffusion and stochastic binding/unbinding events---omitted due to technical challenges associated with accurately simulating physiological noise. It is possible that the absence of molecular noise explains the quantitative discrepancies between patch movement in the Base Model and in cells. However, as the patch in cells moves very little when actin is depolymerized ([@B15]; [@B25]; [@B44]), molecular noise does not appear to be a potent mechanism for patch movement on its own, and it may not be the only relevant factor absent in the Base Model. Instead, we considered three cell biological features that could bring the model simulations into better alignment with the data from cells.

First, cells display a distribution of actin cable termini and vesicle delivery/fusion markers that is more focused than that of polarity factors ([Figure 4](#F4){ref-type="fig"}). Introduction of such focusing in the model created more persistent patch movement ([Figure 5](#F5){ref-type="fig"}, B--D). Because movement is caused by stochastic vesicle fusion events that are off-center relative to the polarity patch, vesicles delivered to opposite sides of the patch reduce net patch movement. Narrowing the zone of vesicle delivery made it less likely for off-center vesicles to fuse on opposite sides of a patch, which made the patch travel further and more persistently. Second, allowing the rate of vesicle delivery to vary (while maintaining the same average delivery rate) led to a more variable distribution of the step sizes observed in model simulations ([Figure 6](#F6){ref-type="fig"}, B--D). Third, introducing a GAP delivered by vesicles enhanced the degree to which each vesicle weakened the polarity patch. This led the patch to move further, increasing the average step size ([Figure 5](#F5){ref-type="fig"}, E--G).

Another, unanticipated effect of vesicular GAPs was that the model sometimes displayed patches that transiently split in two ([Figure 5](#F5){ref-type="fig"}H). This behavior was occasionally seen in our cells as well ([Figure 5](#F5){ref-type="fig"}I). The split occurs due to accumulation of Cdc42 inhibitors (GAPs) within the patch, creating two spatially separated zones of active Cdc42 that compete with each other ([Figure 5](#F5){ref-type="fig"}H). Such splitting fronts have been documented in *Dictyostelium* during locomotion ([@B52]; [@B66]) and in *Ashbya* during branched hyphal growth ([@B3]). Moreover, patches in cells displayed another infrequent behavior, disappearing and then reappearing at another location on the cell cortex that was not seen in the model. However, addition of stronger vesicular GAPs in the model could destroy the patch completely, and if noise were present a new patch could form elsewhere. Thus, vesicle-associated GAPs could help to explain the rare events where patches are seen to split or relocate in cells.

Interestingly, studies of mating in the distantly related fission yeast identified a search process, dubbed "speed dating," in which polarity patches formed and then disappeared at different sites on the cell cortex ([@B5]; [@B46]). As noted above, GAP delivery on vesicles could cause patch disappearance in our model, and a recent report indicated that deleting a GAP that is targeted to the polarity site in fission yeast led to movement of the polarity site, as observed in budding yeast ([@B10]). Thus, although patch appearance/disappearance (in fission yeast) and patch movement (in budding yeast) may seem like different behaviors, the underlying mechanism may be similar.

Together, a combination of spatially focused vesicle delivery, temporally varying vesicle delivery rates, and vesicular GAPs can recreate patch turning angle and step length distributions that closely match those observed in cells ([Figure 7](#F7){ref-type="fig"}B). Thus, focused vesicle traffic could plausibly account for the patch movement in cells.

Our analysis of patch movement in the model was done by transferring results obtained from planar simulations onto a spherical surface. Studies of polarity models on different geometries have reported that patches may have an affinity for ([@B42]; [@B72]) or aversion toward ([@B70]) regions of high curvature, depending on the specifics of each model. Thus, nonspherical cell geometry has the potential to bias patch dynamics.

Relevance beyond budding yeast
------------------------------

As discussed above, polarity patch movement in yeast arises from the coupling of a polarity circuit with strong positive feedback to a cell biological negative feedback enacted by actin cable-mediated vesicle delivery. This is one instantiation of a class of models discussed by Meinhardt in the context of axon guidance ([@B45]). In such systems, the positive feedback generates a strong spatially focused signal that defines a cell's front. Positive feedback comes at a cost, however, because by reinforcing the front such feedback makes its position insensitive to external cues. Local weakening of the front by a delayed local negative feedback allows relocation and makes the front more sensitive to external cues. As with yeast polarity proteins, the factors that define a cell's front in other systems direct movement or growth up chemical gradients. Many of these systems involve interacting positive and negative feedback loops. Germinating spores of fission yeast display mobile Cdc42-enriched fronts thought to arise from positive feedback in the Cdc42 system coupled to negative feedback by mechanical stimuli from the cell wall ([@B7]). In frog oocytes and echinoderm embryos, Rho signaling is similarly coupled with actin-mediated feedback in an excitable system that generates traveling waves ([@B4]). In *Dictyostelium* amoebae and mammalian neutrophils, positive feedback leads to the formation of focused clusters of active Ras and PIP3, which can move as propagating waves due to negative feedback by actin ([@B47]; [@B52]; [@B14]; [@B19]). The prevalence of interlinked positive and negative feedback loops in all of these circuits may facilitate cellular search processes in many contexts.

Undirected patch movement as a search process
---------------------------------------------

How would undirected patch movement help yeast cells to mate? Mating in physiological settings may occur in crowded microcolonies, where a cell is surrounded by multiple potential mates and it might be difficult to identify a clear-cut pheromone gradient ([@B43]). In similar crowded environments recreated under lab conditions, mating yeast cells frequently polarize first in the wrong direction and subsequently correct the error by moving the polarity patch into alignment with a partner ([@B25]; [@B26]; [@B75]). Thus, patch movement is required to bring partner patches into alignment.

Because secretion is directed toward the patch, the area around a moving patch becomes enriched in pheromone receptors, constituting a sensitized "nose" for pheromone ([@B15]; [@B25]; [@B44]). Moreover, each cell's polarity patch secretes the pheromone that is detected by the partner's "nose." These considerations suggest that the level of pheromone sensed by partner patches that are aligned would be significantly higher than that sensed by nonaligned patches. High pheromone levels have been shown to halt patch movement ([@B15]; [@B44]). Thus, an undirected search through what may be a complex and fluctuating pheromone landscape may help to bring two partner's patches into alignment, at which point high pheromone signaling would stall patch movement, leading to mating.

Consistent with the idea that undirected patch movement is a search process, a quantitative analysis of the movement suggested that it would be effective in searching for partners. In particular, the patch movement displays angular persistence as well as a combination of small and large steps, both of which would be helpful in allowing cells to more effectively find each other.

MATERIALS AND METHODS
=====================

Live cell microscopy
--------------------

Live cell microscopy was performed as described in ([@B44]). Cells were grown overnight at 30°C to an OD~600~ \< 0.3 in Complete Synthetic Media (MP Biomedicals) supplemented with 0.67% Yeast Nitrogen Base, 2% dextrose, and 0.01% adenine. Cultures were diluted to OD~600~ = 0.1--0.15 and then treated to 20 nM β-estradiol (Sigma) for 4 h. They were then mounted on a 2% agarose (Denville Scientific) slab with β-estradiol and incubated for 20 min at room temperature before imaging. Cells were imaged at 1.5-min intervals with 15 z-slices 0.5 μm apart, laser power between 10 and 15%, and 200-ms exposure on both red (561 nm) and green (488 nm) laser channels.

Analysis of patch movement
--------------------------

In vivo and in silico polarity patch movement were tracked in the same manner as ([@B44]), where the 3D (in vivo) or 2D (in silico) centroids of polarity proteins in the patch were recorded over time. Scripts written in MATLAB 2018b (Mathworks) were used to extract and analyze step length and turning angle distributions (<https://github.com/DebrajGhose/Actin_driven_patch_movement>; data files, in addition to those already provided, are available on request).

Analysis of Spa2 distribution
-----------------------------

Custom tools were developed in MATLAB 2018b to enable extraction of fluorescence intensity values along the periphery of an imaged cell (<https://github.com/DebrajGhose/Actin_driven_patch_movement>). A trace was drawn by hand and a three-pixel average was used to determine fluorescence intensity at each pixel along the trace. We used DLY18172 cells that were artificially arrested by treatment with β-estradiol as described above to generate Spa2-mCherry traces along the cell periphery. Each of these traces was fit to the equation (a Gaussian shifted along the *y*-axis by *c*), where *a, u, c* and *d* were fit parameters and *x* was the distance along the cell periphery; *u* was used to align all the traces to the peak in order to enable averaging (Supplemental Figure S4A). The averaged trace was then fit to the equation , where *g*, *h*, and σ*~a~* were fit parameters and σ*~a~* = 0.24 μm described the average width of the visible Spa2-mCherry patch (Supplemental Figure S4B).

Simulating particle movement along the surface of a sphere
----------------------------------------------------------

Simulations and analysis were performed with MATLAB 2017b or MATLAB 2018b. To make a particle perform a random walk along the surface of a sphere, we utilized Rodrigues' rotation formula to bring it the pole, take a step (by altering the angle of elevation) in a random direction (by choosing a random azimuth), and rotated it back using Rodrigues' rotation formula. For persistent motion, we sampled the azimuth from a nonuniform distribution oriented in the direction of patch movement. Using this method allowed us to move particles along the surface of a sphere (that is, each step was a curved line); however, [Figure 2](#F2){ref-type="fig"}B uses straight lines to indicate patch movement to make generating figures easier. The code is available at <https://github.com/DebrajGhose/Actin_driven_patch_movement>.

Simulating patch dynamics
-------------------------

Simulations and analysis were performed with MATLAB 2017b or MATLAB 2018b. For our simulations, we used a 100 × 100 grid to capture spatial profiles of proteins in the plasma membrane, cytosol, and the internal compartment. The reaction-diffusion equations that governed how protein concentrations changed were:

Model parameters are listed in [Table 1](#T1){ref-type="table"}. We used forward Euler's method with a time step of 0.05 s to simulate reaction steps and backward Euler for diffusion. Since diffusion on the membrane occurs at a slower timescale than reaction, we allowed 100 reaction steps to occur for each diffusion step to speed up simulations. We assumed components in the cytoplasm and internal compartment to be well mixed. The code is available at <https://github.com/DebrajGhose/Actin_driven_patch_movement>.

Yeast strains
-------------

Standard molecular biology and yeast genetics procedures were used to generate the strains used in this study ([@B24]). The strains and plasmids used in this study are listed in [Table 3](#T3){ref-type="table"} and [Table 4](#T4){ref-type="table"}, respectively. For tracking the polarity patch, we used DLY18172 from [@B44].

###### 

Strains used in this study.

  Strain     Genotype
  ---------- ---------------------------------------------------------------------------------------------------------------------------------
  DLY18172   MAT**a**, *GFP-STE4, GAL1pr-STE5-CTM:LEU2*, *GAL4BD-hER-VP16:TRP1*, *ste5::Nat^R^*, *SPA2-mCherry:Hph^R^, rsr1::Kan^R^*, *bar1*
  DLY23418   MAT**a**, *ste5::GAL1pr-STE5-CTM:Gal4BD-hER-VP16:LEU2*, *SPA2-mCherry:Hyg^R^*, *rsr1::HIS3, CDC24-GFP:TRP1*
  DLY23451   MAT**a**, *SPA2-mCherry:Hyg^R^*, *rsr1::HIS3*, *EXO70-GFP:Kan^R^*, *ste5::GAL1pr-STE5-CTM:Gal4BD-hER-VP16:LEU2*
  DLY23421   MAT**a**, *ste5::GAL1pr-STE5-CTM:Gal4BD-hER-VP16:LEU2*, *SPA2-mCherry:Hyg^R^*, *rsr1::HIS3, GFP-linker-CDC42:URA3*
  DLY23416   MAT**a**, *ste5::GAL1pr-STE5-CTM:Gal4BD-hER-VP16:LEU2*, SPA2-mCherry:Hyg, rsr1::HIS3, GFP-SEC4:URA3
  DLY23476   MAT**a**, *SPA2-mCherry:Hyg^R^*, *rsr1::HIS3*, *bni1::HIS3-3HA-GFP-BNI1:URA*, *ste5::GAL1pr-STE5-CTM:Gal4BD-hER-VP16:LEU2*
  DLY21957   MAT**a**, *ste5::GAL1pr-STE5-CTM:Gal4BD-hER-VP16:LEU2*, *SPA2-mCherry:Hyg^R^*, *BEM1-GFP::LEU2*

###### 

Plasmids used in this study.

  Number    Genotype                                                 Reference
  --------- -------------------------------------------------------- ------------
  DLB3102   pRS304-P(ADH1)-GAL4BD-hER-VP16                           ([@B69])
  DLB3018   pRS305-GAL1pr-STE5-CTM                                   ([@B61])
  DLB4234   pRS305-GAL1pr-STE5-CTM-ADH1pr-GAL4BD-hER-VP16            This study
  DLB4239   pRS305-GAL1pr-STE5-CTM-ADH1pr-GAL4BD-hER-VP16-STE5-UTR   This study

The alleles *rsr1::HIS3* ([@B65]), *SPA2-mCherry:Kan^R^* ([@B29]), *BEM1-GFP:LEU2* ([@B37]), *CDC24-GFP:TRP1* ([@B81]), *EXO70-GFP:Kan^R^* ([@B48]), *bni1::HIS3-3HA-GFP-BNI1:URA3* ([@B11]), and *GFP-SEC4:URA3* ([@B11]) have been described previously.

To allow artificial induction of the mating MAPK pathway, we constructed a plasmid, DLB4239, that can be used to replace the endogenous *STE5* gene, encoding the MAPK scaffold that is recruited to the plasma membrane on pheromone treatment, with two genes: 1) GAL1pr-STE5-CTM allows induction of a membrane-targeted Ste5 from the *GAL1* promoter and 2) Gal4BD-hER-VP16 expressed from the constitutive *ADH1* promoter encodes an artificial transcription factor that induces expression from the *GAL1* promoter on addition of β-estradiol to the media. In DLB4239, the two genes are flanked by 5′-UTR and 3′UTR sequences from *STE5*. Digestion with *Pac*I releases a linear DNA fragment with the UTR sequences at the ends, which can replace *STE5* with the two genes by homologous recombination.

DLB4239 was constructed starting from DLB3018, which contains GAL1pr-STE5-CTM cloned into pRS305. ADH1pr-GAL4BD-hER-VP16 was amplified from DLB3102 using PCR with primers containing *Not*I sites and cloned into the *Not*I site in the DLB3018 polylinker to generate DLB4234. Overlap PCR was used to obtain a DNA fragment containing 506 base pairs upstream of the *STE5* start codon (5′ UTR), a 52 base pair linker, and 457 base pairs downstream of the *STE5* stop codon (3′ UTR) using yeast genomic DNA as template. This DNA fragment was inserted into the *Sac*II site of DLB4234 to create DLB4239. *Pac*I cuts in between the 5′ and 3′ UTR.

Supplementary Material
======================
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Click here for additional data file.
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CDF

:   cumulative density function

GAP

:   GTPase-activating protein

GDI

:   guanine nucleotide dissociation inhibitor

GEF

:   guanine nucleotide exchange factor

GPCR

:   G-protein coupled receptors

MAPK

:   mitogen-activated protein kinase

PAK

:   p21-activated kinase.
