Abstract. This paper studies the extension of the Generalization Complexity (GC) measure to real valued input problems. The GC measure, defined in Boolean space, was proposed as a simple tool to estimate the generalization ability that can be obtained when a data set is learnt by a neural network. Using two different discretization methods, the real valued inputs are transformed into binary values, from which the generalization complexity can be straightforwardly computed. The discretization transformation is carried out both through a very simple method based on equal width intervals (EW) and with a more sophisticated supervised method (the CAIM algorithm) that use much more information about the data. A study of the relationship between data complexity and generalization ability obtained was done together with an analysis of the relationship between best neural architecture size and complexity.
Introduction
Deciding how many nodes to include in the hidden layer of a feed forward neural network in order to classify a set of patterns or to approximate a given data set is a controversial issue. Using a variety of mathematical methods and approximations, theoretical results that give an indication about how to solve this problem have been obtained [1, 3, 4, 5, 6, 7, 8, 9, 10] , but at the time of the implementation some of them offer not clear help or are very difficult to implement. As a consequence, more practical approaches, with results supported by numerical simulations have been proposed [19, 17, 18] . Despite all these approaches, still the main tendency at the time of selecting a neural network architecture for a given problem is the trial-and-error approach.
Recently, a new point of view to the architecture selection problem have been tried by Franco and colleagues [14, 13, 12] , who have introduced a new measure for the estimating the complexity of Boolean functions. The measure named Generalization Complexity (GC) tries to estimate from the set of available data for a given problem what it will be the generalization ability expected, as several tests have shown that a high correlation exists between the GC measure and the prediction accuracy obtained when Boolean data is used to train a Feed-forward Neural Network (FFNN). As mentioned, the method to select proper neural architectures based on the GC complexity of the data has been only applied to Boolean input data [12] , as the GC measure is defined for Boolean inputs. In this work, through the use of two different discretization (or binarization) methods [28] , we compute the GC measure of real-valued input data from a well known benchmark data set. 20 classification problems from the standardized PROBEN1 [2] benchmark collection were used as testing data for analyzing the relationship between the GC measure and the generalization ability obtained when the problems are learnt by FFNN, and also we have analyze the relationship between the size of the optimal-found network and the generalization ability obtained. We have used two very different discretization methods, a very simple and unsupervised one, that discretize the inputs using equal width intervals (EW) [24] , and a more complex supervised discretization algorithm, named Class-Attribute Interdependence Maximization (CAIM) based on the maximization of the interdependence between class and attributes [27] .
The paper is structured as follows: section 2 contains the details of the methods and data sets used, followed by the results obtained from the extensive numerical simulations that are presented in section 3 to finally discuss the results in section 4.
Methods and Benchmark Data Sets

The GC Measure
The GC measure was introduced by Franco and colleagues [14, 13] , and was derived from evidence that pairs of bordering examples, those lying closely at both sides of separating hyperplanes that classify different regions, play an important role on the generalization ability obtained in classification problems when neural networks are used as predictive methods [15, 16] . The GC measure of a Boolean function f , C[f ] can be simply computed by counting the number of pairs of neighboring examples having opposite outputs located at Hamming distances 1 and 2.
where
are the two terms of the measure taking into account pairs of examples at a Hamming distance one and two. Explicitly, the first term can be written as:
where the first factor,
, is a normalization one, counting for the total number of pairs considered, N ex is the total number of examples equals to 2 N , and N neigh stands for the number of neighbor examples at a Hamming distance of 1. The second term C 2 [f ] is constructed in an analogous way. In order to apply the GC measure for the estimation of the size of a proper neural network architecture, a fit of the relationship between architecture and GC has to be obtained for a set of training functions, to then use this fit to estimate an adequate architecture according to the GC complexity of a new data set. This work was carried out in [12] and the results compared to other existing approaches, finding that the GC-based method works close to the optimal.
Binarization of the Data Set: Equal Width and CAIM Algorithms
As mentioned before, the GC measure has only be defined for binary input data, and thus in order to transform real-valued inputs to binary values a discretization (or binarization) algorithm should be applied. Usually, discretization algorithms are classified in two main categories: unsupervised and supervised algorithms.
-Unsupervised algorithms discretize attributes without taking into account respective class labels. They are the simplest to use and implement. The most representative algorithms of this category are equal-width and equalfrequency methods. The equal-width discretization algorithm find the minimum and maximum values for each attribute, and then divides this range into a number n Fi of user specified equal width intervals. The equal-frequency discretization algorithm determines the minimum and the maximum values of the attribute, sort all values in ascending order, and divides the range into a user-defined number of intervals so that every interval contains the same numbers of sorted values. -Supervised algorithms discretize attributes by taking into account the interdependence between class labels and the attribute values. The representative algorithms are: maximum entropy [20] , Patterson and Niblett [21] , information entropy maximization (IEM) [22] , and other information-gain or entropy-based algorithms [23] , statistics-based algorithms like ChiMerge [24] , and clustering-based algorithms like K-means discretization [25] . CAIM [27] (Class-Attribute Interdependence Maximization) is an algorithm designed to work with supervised data. The goal of the CAIM algorithm is to maximize the class-attribute interdependence and at the same time generate a minimal number of discrete intervals. A main advantage of the CAIM algorithm is that does not require to predefine the number of intervals, as opposed to some other discretization algorithms, as CAIM automatically selects the number of intervals without any user supervision.
In this work, we implemented and applied one unsupervised and one supervised algorithms. The unsupervised algorithm used was an equal width one (EW) that we tried with 3 and 5 intervals. Among the supervised algorithms we choose the CAIM one, as good results have been reported from its performance [27] .
The Benchmark Data Set
In order to investigate the performance of the GC measure over real-valued input functions, we have created several binary classification data sets from real world problems, specifically from the PROBEN1 benchmark data set [2] . This benchmark is a collection of problems for neural network learning in the field of pattern classification and function approximation plus a set of rules and conventions for carrying out benchmark tests. All data sets are represented with real-valued attributes, and they are realistic problems presented in the same simple format. The problem representation in PROBEN1 is one of the best improvements made in the benchmark, being a fixed representation that improves the comparability of results, reducing drastically the work to be done for running the benchmark. The data sets included in the present analysis are: cancer1, card1, diabetes1, gene1, heart1, heartc1, horse1 and 
The first column in Table 1 shows a problem identifier from 1 to 20, followed by the source function name, the percentage of examples with output class 0 or 1, the number of inputs of the source problem, the number of inputs obtained when the CAIM binarization algorithm is applied and finally the complexity values obtained using the GC measure for the three cases considered. The last three columns show the result of the application of the GC measure to the data after applying the CAIM algorithm and the equal-width method for 3 and 5 intervals. The number of inputs used for the case of the equal width algorithm can be straightforward multiplying by 3 and 5 the source number of inputs, as the EW method creates, for every single input, a number of equivalent inputs equal to the number of intervals considered.
Simulations
We carried intensive numerical simulations for the 20 2-class functions described in table 1 analyzing the generalization ability of FFNN as the number of neurons in the single hidden layer is varied between 2 and 30. All the networks were trained with scale conjugate gradient back propagation algorithm [26] , due to its modest requirements of memory and the good performance of this algorithm for problems with large number of weights. The maximum number of epochs allowed for the training procedure was set to 5000 and the minimum performance gradient used was 1e − 5, stopping the training if the magnitude of the gradient drops below this value. In order to avoid the problem of overfitting that degrades the generalization ability, we implemented the well known early stopping procedure [11] , in which the validation error is monitored during training to then choose the synaptic weights observed at the point where the validation error took its minimum value. A stratified 10-cross validation method was used to train the different networks, with the aim of preserving the percentage of examples with Table 1 . Description of the 20 functions generated from the PROBEN1 benchmark used in the present study. The table shows in the columns a function identifier (id), the original source problem name, the distribution of the output class in 0's and 1's, the source number of inputs, the number of discretized inputs using the CAIM binarization algorithm and in the last three columns the values of the GC measure. The three GC values corresponds to the values obtained from the binarized version of the problem using the CAIM algorithm and the equal width (EW) algorithm for 3 and 5 intervals. different output for each fold. Each 10-fold cross validation was set up choosing iteratively a test fold, then a random validation fold, and the remaining eight folds used for training. The cross validation process was repeated 5 times with a different random seed value, and the final result for each considered network was the mode of these 5 values and then the median of the 10-fold combination. The simulations were run on Matlab code under the Linux operating system in a cluster of 10 blades interconnected with infiniband, each one equipped with 2 Xeon Quadcore processors.
Results
In table 1 the values of the GC measure obtained with the different discretization methods used are shown in the last three columns. As it can be appreciated from the table, in almost all cases the complexity values are very similar for the three cases considered. Some differences can be observed for the three last cases analyzed, for which the output class distribution is highly unbalanced. An analysis of these cases have shown that, for this kind of highly unbalanced output functions, a simple method like the equal interval one, can overestimate the "true" complexity value. Figure 1 shows the generalization ability obtained as a function of the GC measure for the whole set of test functions using the CAIM and the equal width algorithm with 3 and 5 intervals. A linear fit of the generalization ability as a function of the GC complexity is indicated by a solid line and the residual error obtained indicated on top of each individual graph. The residual error is lower for the CAIM method, indicating a better linear fit between generalization and GC for the case of using the CAIM algorithm. These results confirm the previously ones obtained with true Boolean input functions [14, 13, 12] and are expected as a lower generalization ability should be obtained for problems with a higher complexity.
Regarding the different discretization methods applied (CAIM and EW with 3 and 5 intervals), we can observe a slightly better fit when the CAIM algorithm is used, but not big differences are observed, especially considering that the CAIM algorithm use much more information about the function than the rather simple EW algorithm.
We have further analyzed the relationship between adequate neural architectures and problem complexity, studying the generalization ability obtained when the problems are implemented in FFNN of varying size. In Figure 2 the values of the number of neurons in the hidden layer of the neural architectures used vs the GC-measure of the data sets are represented. The shown values are for the architectures that produced the best generalization ability when varying the number of hidden neuron in the single hidden layer considered between 2 and 30. In the case of obtaining the same value for the generalization ability, the smaller architecture was chosen following Occam's razor principle: the simpler the solution the better. For the three cases considered and shown in separate graphs in Figure 2 , the relationship between the GC measure and the best architecture size was similar, with a slightly better fit found for the case of using the CAIM algorithm as discretization process, as shown by the residual value indicated in the figures. The residual values are somewhat large in all three cases as the fit it is not extremely accurate due to the variability existing in the chosen neural sizes. In particular, note that in each of the three the graphs there is a problem with low GC complexity for which a very large preferred architecture with 22 neurons lead to the best generalization results. This particular value is far apart from the linear fit leading to large residual error. We have observed previously these particular cases, that indicate that the relationship between best architecture and function complexity holds on average but some caution is necessary in individual cases. Nevertheless, we note that in most of these particular cases the difference on generalization between the preferred size network and a linear predicted one is fairly small.
Conclusions
Through the application of two different discretization procedures, we have been able to compute the generalization complexity of 20 different benchmark data sets. We have also verified that the relationship, previously obtained only for Boolean input data, between generalization and complexity is preserved, obtaining a clear linear fit (cf. Figure 1) . Furthermore, on average, we also found that a better generalization ability can be obtained if a larger number of neurons in the neural architectures is used for more complex functions, even if large deviations can be observed for particular cases. Regarding the two different binarization procedures used, we have found no much difference between their results, even if we have compared a very simple method (equal width algorithm) to a more complex one using extra information from the data (the CAIM algorithm). For data sets with an unbalanced distribution of output class, some differences in GC values were obtained, implying that in these cases the CAIM algorithm should be the preferred method.
The overall conclusion of the present results should be that in principle the application of the generalization complexity measure to real valued input functions for the problem of finding an adequate size architecture is feasible. We plan to do a more in-depth analysis of the architecture selection method that can be derived from this work, in order to analyze its application in a real practical case.
