The main aim of this paper is to investigate the exponential stability of stochastic functional differential equations with Markovian switching. The Razumikhin argument and the generalized Itô formula will play their important roles in this paper. Applying our new results to several important types of equations e.g. stochastic differential delay equations and stochastic differential equations, both with Markovian switching, we obtain a number of very useful results.
Introduction
Stochastic modelling has come to play an important role in many branches of science and industry. An area of particular interest has been the automatic control of stochastic systems, with consequent emphasis being placed on the analysis of stability in stochastic models (cf. Arnold [1] , Friedman [3] , Has'minskii [5] and Mao [11] ). The stability of stochastic functional differential equations has been studied by many authors and we here mention Kolmanovskii & Myshkis [7] , Kolmanovskii & Nosov [8] , Ladde & Lakshmikantham [9] , Mao [12, 13] and Mohammed [15] among others. However, there is little work on the stability of stochastic functional differential equations with Markovian switching although there are quite a number of papers on the stability of stochastic differential equations with Markovian switching e.g. Basak et al. [2] , Ghosh et al. [4] and Skorohod [10] .
In this paper we consider a stochastic functional differential equation with Markovian switching of the form dx(t) = f (x t , t, r(t))dt + g(x t , t, r(t))dw(t), (1.1) where r(t) is a Markov chain taking values on S = {1, 2, · · · , N }. This equation can be regarded as the result of the following N equations dx(t) = f (x t , t, i)dt + g(x t , t, i)dw(t), 1 ≤ i ≤ N (1.2)
switching from one to the others according to the movement of the Markov chain. In section 2 we shall quickly establish the existence-and-unique theorem for the solution of the equation and cite the generalized Itô formula. In section 3 we shall apply the Razumikhin argument (cf. Mao [14] and Razumikhin [16, 17] ) to investigate the exponential stability of equation (1.2) . The general results obtained in this section will then be applied to stochastic differential delay equations and stochastic differential equations in sections 4 and 5, respectively. Finally we give three examples for illustration in section 6.
Stochastic Functional Differential Equations with Markovian Switching
Throughout this paper, unless otherwise specified, we let (Ω, F, {F t } t≥0 , P ) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i.e. it is right continuous and F 0 contains all P -null sets). Let w(t) = (w 1 (t), · · · , w m (t)) T be an m-dimensional Brownian motion defined on the probability space. Let τ > 0 and C([−τ, 0]; R n ) denote the family of continuous functions ϕ from [−τ, 0] to R n with the norm ||ϕ|| = sup τ ≤θ≤0 |ϕ(θ)|, where | · | is the Euclidean norm in R n . If A is a vector or matrix, its transpose is denoted by A T . If A is a matrix, its trace norm is denoted by |A| = trace(A T A) while its operator norm is denoted by ||A|| = sup{|Ax| : |x| = 1} (without any confusion with ||ϕ||). Denote by C
Let r(t), t ≥ 0, be a right-continuous Markov chain on the probability space taking values in a finite state space S = {1, 2, · · · , N } with generator Γ = (γ ij ) N ×N given by
where ∆ > 0. Here γ ij ≥ 0 is the transition rate from i to j if i = j while
We assume that the Markov chain r(·) is independent of the Brownian motion w(·). It is known that almost all sample paths of r(t) are constant except for a finite number of simple jumps in any finite subinterval of R + (:= [0, ∞)). We stress that almost all sample paths of r(t) are right continuous. It is also very useful to recall that the Markov chain r(t) can be represented as a stochastic integral with respect to a Poisson random measure. Indeed, let ∆ ij , i = j, be consecutive (with respect to the lexicographic ordering on S × S), left closed and right open intervals of the real line each having length λ ij . Define a function η :
where ν(dt, dy) is a Poisson random measure with intensity dt × µ(dy), µ(·) being the Lebesgue measure on R. For more information about this representation please see Skorohod [18] .
Consider an n-dimensional stochastic functional differential equation with Markovian switching of the form dx(t) = f (x t , t, r(t))dt + g(x t , t, r(t))dw(t) (2.1)
For the existence and uniqueness of the solution we impose a hypothesis: (H1) Both f and g satisfy the local Lipschitz condition and the linear growth condition. That is, for each k = 1, 2, · · ·, there is an h k > 0 such that
for all t ≥ 0, i ∈ S and those ϕ 1 , ϕ 2 ∈ C([−τ, 0]; R n ) with ||ϕ 1 || ∨ ||ϕ 2 || ≤ k, and there is moreover an h > 0 such that
Theorem 2.1 Under hypothesis (H1), equation (2.1) has a unique continuous solution x(t) on t ≥ −τ . Moreover, for every p > 0,
Proof.
Let us first point out that for the existence and uniqueness of the solution we need only to require the initial data ξ ∈ L
, but for the pth moment estimation (2.2) we require the later.
Let T > 0 be any finite number. It is enough to show a unique solution exists on [−τ, T ]. It is known (cf. Skorohod [18] ) that there is a sequence {τ k } k≥0 of stopping times such that 0 = τ 0 < τ 1 < · · · < τ k → ∞ and r(t) is constant on every interval [τ k , τ k+1 ), i.e. for every k ≥ 0
with initial data x 0 = ξ. By the existence-and-unique theorem of stochastic functional differential equations (cf. Mao [13] or Mohammed [14] ) we know equation (2.3) has a unique continuous solution x(t) on [−τ, τ 1 ∧ T ], and moreover,
with initial data x τ 1 ∧T given by the solution of equation (2.3). Noting that 
where
.
An application of the Gronwall inequality implies
and the required assertion (2.2) follows. The proof is complete.
For the convenience of the reader we cite the generalized Itô formula (cf. Skorohod [18] 
where η(·) has been defined before whileμ(dt, dy) = ν(dt, dy) − µ(dy) is the centered Poisson measure. Integrating both sides from t to t + h and then taking expectation we obtain the following useful formula
as long as the integrations involved exist and are finite.
Exponential Stability
From now on we shall discuss the exponential stability of equation (2.1). We shall always fix the Markov chain r(t) but let the initial data ξ vary in C
The solution of equation (2.1) is denoted by x(t; ξ) in this paper. For the purpose of stability we may assume, without loss of generality, that f (0, t, i) ≡ 0 and g(0, t, i) ≡ 0. So equation (2.1) admits a trivial solution x(t; 0) ≡ 0.
Let us now establish a Razumikhin-type theorem on the pth moment exponential stability for the stochastic functional differential equation. 
and also for all t ≥ 0
where γ = min{λ, log(q)/τ }. In other words, the trivial solution of equation (2.1) is pth moment exponentially stable and the pth moment Lyapunov exponent is not greater than −γ.
; R n ) arbitrarily and write x(t; ξ) = x(t) simply. Extend r(t) to [−τ, 0) by setting r(t) = r(0). Recalling the facts that x(t) is continuous, E(sup −τ ≤s≤t |x(s)| p ) < ∞ for all t ≥ 0 and r(t) is right continuous, we see easily that EV (x(t), t, r(t)) is right continuous on t ≥ −τ . Let ε ∈ (0, γ) be arbitrary and setγ = γ − ε. Define
We claim that
Note that for each t ≥ 0 (fixed for the moment), either U (t) > eγ t EV (x(t), t, r(t)) or U (t) = eγ t EV (x(t), t, r(t)). In the case of former, if follows from the right continuity of EV (x(·), ·, r(·)) that for all h > 0 sufficiently small
In the other case, i.e. U (t) = eγ t EV (x(t), t, r(t)), we have
for all −τ ≤ θ ≤ 0. Note that either EV (x(t), t, r(t)) = 0 or EV (x(t), t, r(t)) > 0. In the former case, (3.6) and (3.1) yield that x(t + θ) = 0 a.s. for all −τ ≤ θ ≤ 0. Recalling the fact that f (0, t, i) ≡ 0 and g(0, t, i) ≡ 0, one sees that x(t + h) = 0 a.s. for all h > 0 hence U (t + h) = 0 and D + U (t) = 0. On the other hand, in the case of EV (x(t), t, r(t)) > 0, (3.6) implies
which implies
ELV (x t , t, r(t)) ≤ −λEV (x(t), t, r(t)).
(3.7)
This gives γEV (x(t), t, r(t)) + ELV (x t , t, r(t)) ≤ −(λ −γ)EV (x(t), t, r(t)) < 0.
By the right continuity of the processes involved we hence see that for all h > 0 sufficiently small
By Itô's formula, we can then derive that
That is
So it must hold that U (t + h) = U (t) for all h > 0 sufficiently small, and hence D + U (t) = 0. Inequality (3.5) has therefore been proved. It now follows from (3.5) immediately that
By the definition of U (t) and condition (3.1) one sees
Since ε is arbitrary, the required inequality (3.4) must hold. The proof is complete.
The following theorem gives the sufficient conditions for the almost sure exponential stability.
Theorem 3.2 Let p ≥ 1 and assume that there is a constant
In other words, under condition (3.8), the pth moment exponential stability implies the almost sure exponential stability.
and write x(t; ξ) = x(t). For each integer k ≥ 2,
By Hölder's inequality,
But by (3.8) and (3.4) we can derive that
Substituting this into (3.11) yields
On the other hand, by the Burkholder-Davis-Gundy inequality (cf. Karatzas & Shreve [6] or Liptser & Shiryayev [10] ), we have that
where C p is a positive constant dependent of p only. Let ε ∈ (0, 1/3 p−1 KN ) be sufficiently small for 3 p−1 KN ε
Using the elementary inequality |ab| ≤ εa 2 + b 2 /4ε we derive from (3.13) that
In the same way as (3.12) we can show that
Note also from condition (3.8) that
Substituting (3.16) and (3.17) into (3.15) yields
Making use of (3.14), we can now substitute (3.4), (3.12) and (3.18) into (3.10) to obtain that
where C is a constant independent of k. By induction we can easily show from (3.19) that
Finally we can show the required assertion (3.9) from (3.20) in the same way as in the proof of Theorem 2.2 in Mao [13] . The proof is therefore complete.
Stochastic Differential Delay Equations with Markovian Switching
A special but important case of equation (2.1) is the stochastic differential delay equation with Markovian switching of the form dx(t) = F (x(t), x(t − δ(t)), t, r(t))dt + G(x(t), x(t − δ(t)), t, r(t))dw(t) (4.1)
We impose a hypothesis: (H2) Both F and G satisfy the local Lipschitz condition and the linear growth condition. That is, for each k = 1, 2, · · ·, there is an h k > 0 such that
for all t ≥ 0, i ∈ S and those x, y,x,ȳ ∈ R n with |x| ∨ |y| ∨ |x| ∨ |ȳ| ≤ k, and there is moreover an h > 0 such that
for all x, y ∈ R n , t ≥ 0 and i ∈ S.
If we define, for (ϕ, 
Note that the operators LV and LV have the following relationship
To state our new result, let us introduce one more notation. Let L p F t (Ω; R n ) denote the family of all F t -measurable R n -valued random variables X such that E|X| p < ∞. 
Then the trivial solution of equation (4.1) is pth moment exponentially stable and the pth moment Lyapunov exponent is not greater than −γ = − min{λ, log(q)/τ }.
Proof.
We know that by definition (4.2) equation (4.1) becomes (2.1). To apply Theorem 3.1 we need to show that (3.3) implies (3.2). Let t ≥ 0 and φ = {φ(θ) :
That is, condition (4.7) is satisfied with X = φ(0) and Y = φ(−δ(t)). By (4.6) we have
This, together with (4.4), yields
which is (3.2) . Hence all the assumptions of Theorem 3.1 are satisfied and the conclusions follow. The proof is complete.
We now use this theorem to establish a useful result. Assume that there exists a function V (x, t, i) ∈ C 2,1 (R n × [−τ, ∞) × S; R + ) such that (4.5) is satisfied and, moreover, for all x, y ∈ R n and t ≥ 0,
Then the trivial solution of equation (4.1) is pth moment exponentially stable and the pth moment Lyapunov exponent is not greater than −(λ 1 − qλ 2 ) with q > 1 being the unique root of
we drive from condition (4.8) that
In other words, (4.6) is satisfied with λ = λ 1 − qλ 2 . So the conclusions follow from Theorem 4.1 and the proof is complete. Let us now give a result on the almost sure exponential stability for the delay equation (4.1).
Then the pth moment exponential stability of the trivial solution of equation (4.1) implies the almost sure exponential stability.
To apply Theorem 3.2 we need to verify (3.8) . With definition (4.2), for , 0] ; R n ), t ≥ 0 and i ∈ S, we compute that
Now the conclusion follows from Theorem 3.2. The proof is complete.
Stochastic Differential Equations with Markovian Switching
If the coefficients F and G of equation (4.1) are independent of the past state x(t−δ(t)), equation (4.1) reduces to the stochastic differential equation with Markovian switching of the form
on t ≥ 0. Of course, F and G are now functions from R n × R + × S to R n and R n×m , respectively; and the initial value x(0) = ξ is a bounded F 0 -measurable R nvalued random variable. We still assume that both F and G satisfy the local Lipschitz condition and the linear growth condition so the equation has a unique global solution which is again denoted by x(t; ξ). We also assume that F (0, t, i) ≡ 0 and G(0, t, i) ≡ 0. For V ∈ C 2,1 (R n × R + × S; R + ), the operator LV is now from R n × R + × S to R with a simpler form
The following result follows directly from Theorem 4.2.
Theorem 5.1 Let p, λ, c 1 , c 2 be positive numbers. Assume that there exists a function
for all (x, t, i) ∈ R n ×R + ×S. Then the trivial solution of equation (5.1) is pth moment exponentially stable and the pth moment Lyapunov exponent is not greater than −λ.
We now establish a result on the almost sure exponential stability. Let us stress that in the following theorem we do not restrict p ≥ 1 as in Theorem 4.3.
Theorem 5.2 Assume that there is a constant
Then the pth (p > 0) moment exponential stability of the trivial solution of equation (5.1) implies the almost sure exponential stability.
We can then show from (5.6) that lim sup
in the same way as in the proof of Theorem 2.2 of Mao [14] . The proof is therefore complete.
Examples
In this section we shall discuss a number of examples to illustrate our theory. In the following examples we shall omit mentioning the initial data.
Example 6.1 Consider a linear stochastic functional differential equation with Markovian switching of the form dx(t) = A(r(t))x(t)dt + g(x t , r(t))dw(t) (6.1) on t ≥ 0. Here w(t) is a scalar Brownian motion, A : S → R n×n and we shall write
with B i 's being all n × n matrices. Assume that there are symmetric positive-definite matrices
where and in the sequel λ max (A) and λ min (A) denote the largest and smallest eigenvalue of matrix A, respectively. We now claim that if
then the trivial solution of equation (6.1) is mean square exponentially stable, where
To show this, we let V (x, t, i) = x T Q i x. The operator LV has the form
By (6.3) we can choose q > 1 for
and hence, by (6.4),
Recalling (6.5) we see all assumptions of Theorem 3.1 are satisfied with p = 2, and therefore the trivial solution of equation (6.1) is mean square exponentially stable.
To show the almost sure exponential stability, we verify condition (3.
Hence, by Theorem 3.2, the trivial solution of equation (6.1) is also almost surely exponentially stable.
Example 6.2 Let w(t) be a scalar Brownian motion. Let r(t) be a right-continuous Markov chain taking values in S = {1, 2} with generator
Assume that w(t) and r(t) are independent. Let δ : R + → [0, τ ] be Borel measurable. Consider a one-dimensional stochastic differential delay equation with Markovian switching of the form
on t ≥ 0, where
i.e. β = 5.826, we then have
LV (x, y, t, i) ≤ −1.15|x| p + 0.13|y|
V (y, t, i) .
By Theorem 4.2 we see that the trivial solution of equation (6.6) is pth moment exponentially stable, and by Theorem 4.3, it is also almost surely exponentially stable. Assume that w(t) and r(t) are independent. Consider a one-dimensional linear stochastic differential equation with Markovian switching of the form dx(t) = α(r(t))x(t)dt + σ(r(t))x(t)dw(t) ( It is then easy to show that LV (x, t, 1) = −λ 1 |x| p and LV (x, t, 2) = −λ 2 |x| p .
Consequently max{LV (x, t, 1), LV (x, t, 2)} ≤ −(λ 1 ∧ λ 2 )|x| p = − λ 1 ∧ λ 2 1 ∨ β max{V (x, t, 1), V (x, t, 2)}.
By Theorems 5.1 and 5.2 we conclude that the trivial solution of equation (6.8) is pth moment exponentially stable and is also almost surely exponentially stable. As a special case, let us put α 1 = 1, α 2 = 2, σ 1 = σ 2 = 2, γ 12 = 1, γ 21 = 3. (6.14)
We can regard equation (6.8) as the result of the following two equations dx(t) = x(t)dt + 2x(t)dw(t) (6.15a) and dx(t) = 2x(t)dt + 2x(t)dw(t) (6.15b) switching to each other according to the movement of the Markov chain r(t That is, condition (6.9) is satisfied. Hence equation (6.8) with coefficients defined by (6.14) is almost surely exponentially stable. In other words, for equation (6.8) to be stable, it is not necessary to require each of equations (6.15a) and (6.15b) be stable.
