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Abstract
In their recent paper [1] Alday, Gaiotto and Tachikawa proposed a relation between N = 2 four-
dimensional supersymmetric gauge theories and two-dimensional conformal field theories. As part
of their conjecture they gave an explicit combinatorial formula for the expansion of the conformal
blocks inspired from the exact form of instanton part of the Nekrasov partition function. In this
paper we study the origin of such an expansion from a CFT point of view. We consider the algebra
A = Vir⊗H which is the tensor product of mutually commuting Virasoro and Heisenberg algebras
and discover the special orthogonal basis of states in the highest weight representations of A. The
matrix elements of primary fields in this basis have a very simple factorized form and coincide
with the function called Zbif appearing in the instanton counting literature. Having such a simple
basis, the problem of computation of the conformal blocks simplifies drastically and can be shown
to lead to the expansion proposed in [1]. We found that this basis diagonalizes an infinite system
of commuting Integrals of Motion related to Benjamin-Ono integrable hierarchy.
Contents
1 Introduction 2
2 Special basis of states in Vir⊗H 6
3 Proof of Proposition 2.1 8
1
4 Concluding remarks 17
A Selberg integral with insertion of two Jack polynomials 18
B Proof of the identities (3.19) and (3.36) 22
C The system of the Integrals of Motion 23
1 Introduction
The bootstrap approach to two-dimensional conformal field theory was suggested in the seminal paper [2]
by Belavin, Polyakov and Zamolodchikov. Their main idea was to use simultaneously the conformal
symmetry of the theory and the hypothesis about the operator algebra of local fields [3]. Namely, if one
supposes the existence of the complete set of local fields {Ok(ξ)} in the theory then the completeness
of this set is equivalent to the operator algebra (OPE)
Oi(ξ)Oj(0) =
∑
k
Ckij(ξ)Ok(0). (1.1)
The structure constants Ckij(ξ) are some single-valued functions which are subject to the infinite system
of equations following from the condition of the associativity of the operator algebra (1.1). In general,
this system of equations is rather complicated to be solved exactly and the OPE would be of limited
usefulness. However, in two-dimensional CFT one can proceed further since the conformal group is
infinite-dimensional in this case and it implies the strong restriction on the possible form of the structure
constants Ckij(ξ). One can show that the complete set of fields {Ok(ξ)} decomposes in this case into
direct sum of conformal families
{Ok(ξ)} =
∑
n
[Φn]. (1.2)
The ancestor of each family Φn is called primary field. It transforms in the simple manner
Φn(z, z¯) −→
(
dw
dz
)∆n (dw¯
dz¯
)∆¯n
Φn(w, w¯), (1.3)
under the conformal transformations
z → w(z), z¯ → w¯(z¯).
The quantum numbers ∆n and ∆¯n are called conformal dimensions. Other representatives of the
conformal family [Φn] are usually referred as descendant fields. Their conformal dimensions constitute
an infinite integer sequence
∆(k)n = ∆n + k, ∆¯
(k¯)
n = ∆¯n + k¯,
and each conformal family corresponds to some highest weight representation of the conformal group. In
two dimensions the conformal group is the tensor product of holomorphic and antiholomorphic Virasoro
algebras
[Ln, Lm] = (n−m)Ln+m +
c
12
(n3 − n) δn+m,0,
[L¯n, L¯m] = (n−m)L¯n+m +
c
12
(n3 − n) δn+m,0,
(1.4)
2
and hence the conformal family is a tensor product [Φn] = πn ⊗ π¯n of two Verma modules over the
Virasoro algebra. The parameter c in (1.4) is an important characteristic of CFT called central charge.
Moreover, it can be shown that all the structure constants Ckij(ξ) can be computed in terms of structure
constants Ckij of primary fields [2].
This simple structure of the space of fields in two-dimensional CFT leads to the introduction of the
notion of the conformal blocks. They represent holomorphic contributions to the multi-point correlation
function of primary fields
〈Φ1(z1, z¯1) . . .Φn(zn, z¯n)〉 (1.5)
picking given conformal families ∆˜j in the intermediate channels. It is convenient to represent the
n−point conformal block by the following picture [2]1
∆1
∆2 ∆3 ∆n−2 ∆n−1
∆n
∆˜1 ∆˜2 ∆˜n−4 ∆˜n−3 (1.6)
which encodes the way how the OPE in (1.5) is performed. The n−point conformal block (1.6) is a
function of holomorphic coordinates z1, . . . , zn, of external dimensions ∆1, . . . ,∆n, intermediate dimen-
sions ∆˜1, . . . , ∆˜n−3 and the central charge c. To be more specific it is convenient to use the projective
invariance and fix z1 = 0, zn−1 = 1 and zn =∞. It is also convenient to choose
zi+1 = qiqi+1 . . . qn−3 for 1 ≤ i ≤ n− 3,
then the conformal block corresponding to the picture (1.6) is a power series expansion [2]
F(q|∆i, ∆˜j, c) = 1 +
∑
~k
qk11 q
k2
2 . . . q
kn−3
n−3 F~k(∆i, ∆˜j, c), (1.7)
where sum goes over all set of positive integers ~k = (k1, . . . , kn−3) and the coefficients F~k(∆i, ∆˜j, c) are
some rational functions of ∆i, ∆˜j and the central charge c which are completely determined (in principle)
by the conformal symmetry [2]. The idea is to “cut” all the intermediate necks of the conformal block
(1.6) and to “insert” the complete set of states [4]. Then the problem of computing the coefficients
F~k(∆i, ∆˜j , c) in (1.7) is equivalent to the problem of computing the normalized matrix elements of
arbitrary primary field between CFT states
〈i|Lk′1 . . . Lk′mΦk(1)L−kn . . . L−k1 |j〉
〈i|Φk(1)|j〉
. (1.8)
For any two given sets of integers (k1, . . . , kn) and (k
′
1, . . . , k
′
m) it is a matter of algebraic manipulations
to compute the matrix element (1.8) which is in fact some polynomial of conformal dimensions ∆i,
∆j and ∆k. However, this computation becomes tedious for higher levels. It can be facilitated if one
distinguishes between “conformal fields” and “derivatives” [5], but still it is rather difficult to find a
closed form expression for all the matrix elements (1.8). Explicit expressions obtained by symbolic
1Throughout this paper we will consider only conformal blocks on a sphere i.e. on a surface of genus 0.
3
algebra program for lower levels show no signs of general pattern. So, it would be desirable to have
more efficient algorithm for computation of the expansion (1.7). One possibility known as the recursive
procedure was suggested by Alyosha Zamolodchikov in [6]. The method developed in [6] was originally
applied to four-point conformal block on a sphere and although the generalization of this method for
more general case seems to be possible there is no much available results in the existing literature2.
A renewed interest in conformal field theory appeared after the paper [1] of Alday, Gaiotto and
Tachikawa where they proposed a relation between two-dimensional conformal field theories and N = 2
four-dimensional supersymmetric gauge theories (it is usually referred as the AGT conjecture). In
particular, they related the n−point conformal block on a sphere (1.7) with the instanton part of the
Nekrasov partition function [8–10] for the gauge theory with gauge group U(2)1 ⊗ · · · ⊗ U(2)n−3 and
with special matter content which is either in (anti-)fundamental representation of U(2)1 or U(2)n−3 or
in bifundamental representation of U(2)i ⊗ U(2)i+1 for i = 1, . . . , n − 2. Theories of such a type are
usually called linear quiver gauge theories [11–14]. In order to formulate the result of [1] we define the
new function
Z(q|∆i, ∆˜j, c)
def
=
n−3∏
k=1
n−3∏
m=k
(1− qk . . . qm)
2αk+1(Q−αm+2) F(q|∆i, ∆˜j, c), (1.9)
where the parameters αk and Q were introduced to parametrize the external conformal dimensions ∆k
and the central charge c as
∆k = αk(Q− αk), c = 1 + 6Q
2, Q = b+
1
b
. (1.10)
It was conjectured in [1] that the function Z(q|∆i, ∆˜j , c) defined by (1.9) possesses the nice expansion
Z(q|∆i, ∆˜j , c) = 1 +
∑
~k
qk11 q
k2
2 . . . q
kn−3
n−3 Z~k(∆i, ∆˜j , c), (1.11)
with the coefficients Z~k(∆i, ∆˜j , c) having explicit combinatorial expression
Z~k(∆i, ∆˜j , c) =
∑
~λ1,...,~λn−3
Zvec(P1, ~λ1) . . . Zvec(Pn−3, ~λn−3)×
× Zbif(α2|P,∅;P1, ~λ1)Zbif(α3|P1, ~λ1;P2, ~λ2)Zbif(α4|P2, ~λ2;P3, ~λ3)× . . .
· · · × Zbif(αn−3|Pn−5, ~λn−5;Pn−4, ~λn−4)Zbif(αn−2|Pn−4, ~λn−4;Pn−3, ~λn−3)Zbif(αn−1|Pn−3, ~λn−3; Pˆ ,∅).
(1.12)
The sum in (1.12) goes over the pairs ~λ = (λ1, λ2) of Young diagrams (bipartitions) such that |~λj| = kj
where |~λj| is the total number of boxes in the pair ~λj. The parameters P , Pˆ and Pj in (1.12) are related
with the external dimensions ∆1, ∆n and intermediate dimensions ∆˜j by
∆1 =
Q2
4
− P 2, ∆n =
Q2
4
− Pˆ 2 and ∆˜j =
Q2
4
− P 2j .
The explicit form of the functions Zbif and Zvec were derived in [15–17]. The function Zbif is given by
Zbif(α|P
′, ~µ;P,~λ) =
2∏
i,j=1
∏
s∈λi
(
Q− Eλi,µj
(
Pi − P
′
j
∣∣s)− α) ∏
t∈µj
(
Eµj ,λi
(
P ′j − Pi
∣∣t)− α) , (1.13)
2Recently, the recursive procedure of [6] was generalized to the case of one-point conformal block on a torus in [7].
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where ~P = (P,−P ), ~P ′ = (P ′,−P ′) and
Eλ,µ
(
P
∣∣s) = P − b lµ(s) + b−1(aλ(s) + 1). (1.13a)
In (1.13a) aλ(s) and lµ(s) are correspondingly the arm length of the square s in the partition λ and
the leg length of the square s in the partition µ. We choose the English convention to draw partitions
λ = (λ1 ≥ λ2 ≥ . . . ). For example the partition λ = (4, 3, 2, 1, 1) is drawn as follows
s
where the number of filled circles is equal to the arm length aλ(s) while the number of unfilled ones
to the leg length lλ(s). We note that in (1.13a) the arm and leg lengths are computed with respect
to different partitions λ and µ and the square s always belongs to the partition λ which is the first
subscript of Eλ,µ
(
P
∣∣s). The function Zvec is defined by
Zvec(P,~λ) =
1
Zbif(0|P,~λ;P,~λ)
. (1.14)
The AGT conjecture [1] attracts an attention of both specialists in gauge theories and conformal field
theory. In particular, we note that the combinatorial expansion (1.11)-(1.12) was rather unexpected
from CFT point of view. In a series of papers [18–23] this expansion was checked for some particular
cases against CFT predictions. However, general mathematically rigorous proof of (1.11)-(1.12) was
lacking.
The factor in the r.h.s. in (1.9) was called in [1] the “U(1) factor” which presumably corresponds
to the “stripping off” the U(1) part from the Nekrasov partition function which is computed for U(2)
groups, rather than SU(2). It looks natural to express the “U(1) factor” in terms of correlation function
of chiral vertex operators of some free bosonic field. We found that the introduction of the auxiliary
bosonic field is not only the convenient way to represent the “U(1) factor” but it plays a crucial roˆle in the
whole construction. We consider the algebra A = Vir⊗H which is the tensor product of Virasoro and
Heisenberg algebras and construct the special orthogonal basis in the highest weight representations
of this algebra. The matrix elements of primary fields between any two states from this basis have
particularly simple form which coincides with Zbif defined above. The norm of these states is equal to
1/Zvec. It is clear that such a basis essentially leads to the expansion (1.11)–(1.12). Similar idea was
proposed by Alday and Tachikawa in [24]. In this paper we prove the existence and uniqueness of such
a basis and find underlaying quantum integrable system (the system of commuting Integrals of Motion
diagonalized by this basis).
The plan of the paper is the following. In section 2 we formulate the Proposition 2.1 which is the
main result of our paper. Section 3 is devoted to proof of Proposition 2.1. In section 4 we make some
concluding remarks. In appendix A we compute Selberg integral with insertion of two Jack polynomials
which is used in section 3. In appendix B we give a proof of the identities (3.19) and (3.36) used in
section 3. In appendix C we discuss the system of quantum Integrals of Motion which appeared to be
important in our problem.
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2 Special basis of states in Vir⊗H
We consider the algebra A = Vir⊗H which is the tensor product of Virasoro and Heisenberg algebras
with commutation relations
[Ln, Lm] = (n−m)Ln+m +
c
12
(n3 − n) δn+m,0,
[an, am] =
n
2
δn+m,0, [Ln, am] = 0.
(2.1)
We will parametrize the central charge c of Virasoro algebra in a Liouville manner as
c = 1 + 6Q2, where Q = b+
1
b
, (2.2)
and define the primary field Vα as
Vα
def
= Vα · V
L
α , (2.3)
where V Lα is the primary field of Virasoro algebra with conformal dimension ∆(α) = α(Q− α) and Vα
is a free exponential3
Vα = e
2(α−Q)ϕ−e2αϕ+ , (2.4)
with ϕ+(z) = i
∑
n>0
an
n
z−n and ϕ−(z) = i
∑
n<0
an
n
z−n. The commutation relations of the primary field
Vα(z) with generators Lm and an can be summarized as
[Lm, V
L
α (z)] =
(
zm+1∂z + (m+ 1)∆(α)z
m
)
V Lα (z),
[an,Vα(z)] = −iαz
nVα(z), for n < 0,
[an,Vα(z)] = i(Q− α)z
nVα(z), for n > 0,
[Lm,Vα(z)] = [an, V
L
α (z)] = 0.
(2.5)
There is a natural basis in the space of states
a−lm . . . a−l1L−kn . . . L−k1|P 〉, k1 ≥ k2 ≥ · · · ≥ kn, l1 ≥ l2 ≥ · · · ≥ lm, (2.6)
where P parametrizes the Virasoro conformal dimension as ∆(P ) = Q
2
4
− P 2 and |P 〉 is the vacuum
state which is defined by
Ln|P 〉 = an|P 〉 = 0, for n > 0, L0|P 〉 = ∆(P )|P 〉, 〈P |P 〉 = 1.
The matrix elements4
〈P ′|Lk′1 . . . Lk′n′al
′
1
. . . al′
m′
Vα(1) a−lm . . . a−l1L−kn . . . L−k1 |P 〉
〈P ′|Vα(1)|P 〉
, (2.7)
which are some polynomials in α, P and P ′ can be computed using commutation rules (2.5) and the
explicit form of the coordinate dependence of the matrix element5
〈P ′|V Lα (z)|P 〉 ∼ z
P 2−P ′2−∆(α). (2.8)
3We note that this “strange” form of the vertex operator (2.4) was suggested in somewhat different but related context
by Carlsson and Okounkov in [25].
4Below we will hide the dependence on the insertion point when possible. So, in any expression below Vα means Vα(1).
5The matrix element (2.7) is recovered in the limit z → 1.
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We note that the states (2.6) are the eigenstates of the operator L0 + 2
∑
k>0 a−kak with the eigen-
values given by
∆(k+l)(P )
def
= ∆(P ) + k + l, k =
n∑
i=1
ki, l =
m∑
j=1
lj . (2.9)
For general values of the momenta P the module |P 〉 is irreducible and the number of states with given
value of ∆(N)(P ) is equal to the number of pairs of Young diagrams ~λ = (λ1, λ2) with |~λ| = N . So, it
is natural to define
aˆ−λ1Lˆ−λ2 |P 〉
def
= a−lm . . . a−l1L−kn . . . L−k1 |P 〉, (2.10)
where λ1 = (l1, . . . , lm), λ2 = (k1, . . . , kn). We find it convenient to use different basis |P 〉~λ instead of
using naive one (2.10)
|P 〉~λ =
∑
|~µ|=|~λ|
Cµ1,µ2~λ (P ) aˆ−µ1Lˆ−µ2 |P 〉, (2.11)
where the sum goes over all pairs ~µ = (µ1, µ2) of Young diagrams such that |~µ| = |~λ| and C
µ1,µ2
~λ
(P )
are some unknown coefficients. The meaning of pairs ~λ in (2.11) is different from one in (2.10) and will
become clear below. We stress that the conjugation in the algebra A is defined as
(L−kn . . . L−k1)
+ = Lk1 . . . Lkn, (a−n)
+ = an, (2.12)
and the conjugation of the state |P 〉~λ does not involve complex conjugation of its coefficients, i.e. for
|P 〉~λ given by (2.11) we define conjugated state ~λ〈P | by
~λ〈P | =
∑
|~µ|=|~λ|
Cµ1,µ2~λ (P ) 〈P |(aˆ−µ1)
+(Lˆ−µ2)
+. (2.13)
As it will be shown below, all the coefficients Cµ1,µ2~λ (P ) in (2.11) are uniquely determined from the
requirement that the matrix elements of primary field (2.3) between any two states (2.11) coincide with
Zbif defined above (equation (1.13)). Here we arrive to the proposition which is the main result of our
paper:
Proposition 2.1 There exists unique orthogonal basis |P 〉~λ such that
~µ〈P ′|Vα|P 〉~λ
〈P ′|Vα|P 〉
= Zbif(α|P
′, ~µ;P,~λ). (2.14)
The proof will be done in section 3. Here me make some comments which might be useful. We note that
equation (2.14) with the r.h.s. given by (1.13) can be considered as a system of equations for unknown
coefficients Cµ1,µ2~λ (P ) in (2.11). Indeed inserting (2.11) into (2.14) we obtain an overdetermined system.
It is rather non-trivial that this system has a solution. We found explicit form of the coefficients
Cµ1,µ2~λ (P ) up to level 6 (i.e. for |
~λ| ≤ 6). The first few representatives of the basis |P 〉~λ obtained this
way are:
level 1:
|P 〉(1),∅ = − (L−1 + i(Q + 2P )a−1) |P 〉,
|P 〉∅,(1) = − (L−1 + i(Q− 2P )a−1) |P 〉,
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level 2:
|P 〉(2),∅ =
(
L2−1 − b
−1(Q+ 2P )L−2 + 2i(Q + b
−1 + 2P )L−1a−1−
−(Q + 2P )(Q+ b−1 + 2P )a2−1 − ib
−1(Q+ 2P )(Q+ b−1 + 2P )a−2
)
|P 〉,
|P 〉∅,(2) =
(
L2−1 − b
−1(Q− 2P )L−2 + 2i(Q+ b
−1 − 2P )L−1a−1−
−(Q− 2P )(Q+ b−1 − 2P )a2−1 − ib
−1(Q− 2P )(Q+ b−1 − 2P )a−2
)
|P 〉,
|P 〉(1,1),∅ =
(
L2−1 − b(Q + 2P )L−2 + 2i(Q+ b+ 2P )L−1a−1−
−(Q + 2P )(Q+ b+ 2P )a2−1 − ib(Q + 2P )(Q+ b+ 2P )a−2
)
|P 〉,
|P 〉∅,(1,1) =
(
L2−1 − b(Q− 2P )L−2 + 2i(Q+ b− 2P )L−1a−1−
−(Q− 2P )(Q+ b− 2P )a2−1 − ib(Q− 2P )(Q+ b− 2P )a−2
)
|P 〉,
|P 〉(1),(1) =
(
L2−1 − L−2 + 2iQL−1a−1 + (1 + 4P
2 −Q2)a2−1 − iQa−2
)
|P 〉.
We would like to mention here that it is rather natural to expect that such an orthogonal basis
could be a solution to the problem of simultaneous diagonalization of some infinite system of mutually
commuting quantities (they are usually called Integrals of Motion). The roˆle of IM’s in conformal field
theory was studied extensively by Bazhanov, Lukyanov and Zamolodchikov in [26–28]. In their case
the system of quantum IM’s was a “quantization” of KdV system. We were able to find an integrable
system which corresponds to our case (with the algebra of symmetries being the tensor product of
Virasoro and Heisenberg algebras). The results are collected in Appendix C. In particular, the classical
counterpart of the quantum integrable system is represented by (C.8) which is known as Benjamin-Ono
2
equation [29–31].
Our strategy of proving of Proposition 2.1 is the following. At first, we propose explicit expressions
for the states |P 〉~λ in the case of second Young diagram being empty (i.e. |P 〉λ,∅) and prove that the
matrix elements between these proposed states have the form of the r.h.s. of (2.14). These states are
expressed in terms of Jack polynomials. Then we define recursive procedure allowing to construct the
rest of the basis i.e. all the states |P 〉~λ with both general diagrams and also prove that the matrix
elements are given by the r.h.s. of (2.14). And finally we prove the uniqueness of the basis |P 〉~λ.
3 Proof of Proposition 2.1
It would be very naive to expect to find analytical expressions for all the states |P 〉~λ in a closed form.
However, the states of the form |P 〉λ,∅ are particularly simple6. They become even more simple if one
expresses the Virasoro generators Ln in terms of bosons. Namely, let us represent Virasoro generators
Ln in terms of Heisenberg generators ck by
Ln =
∑
k 6=0,n
ckcn−k + i(nQ− 2P)cn, L0 =
Q2
4
−P2 + 2
∑
k>0
c−kck,
[cn, cm] =
n
2
δn+m,0, [P, cn] = 0, P|P 〉 = P |P 〉, 〈P |P = −P 〈P |.
(3.1)
Based on explicit computations on lower levels we formulate the following proposition:
6Similarly the states |P 〉∅,λ are also simple (see below)
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Proposition 3.1 The matrix elements between the states |P 〉λ,∅ and µ,∅〈P
′| defined by
|P 〉λ,∅ = Ωλ(P ) J
(1/g)
λ (x)|P 〉, µ,∅〈P
′| = Ωµ(P
′) 〈P ′| J(1/g)µ (y), (3.2)
are given by Zbif(α|P
′, (µ,∅);P, (λ,∅)). Here g = −b2,
a−k − c−k = −ib pk(x), ak + ck = −ib pk(y),
with pk(x) being k-th power sum symmetric polynomial pk(x) =
∑
j x
k
j and J
(1/g)
λ (x) is the Jack polynomial
associated with the Young diagram λ normalized as (“integral form” normalization [32])
J
(1/g)
λ (x) = |λ|!m[1,...,1](x) + . . . ,
where m[ν1,...,νn](x) is the monomial symmetric polynomial.
In (3.2) the factor Ωλ(P ) is defined by
Ωλ(P ) = (−b)
|λ|
∏
(i,j)∈λ
(2P + ib+ jb−1), (3.3)
index i runs vertically and j runs horizontally over the diagram λ. For example, for the diagram
λ = (2, 1) we have
(1,1) (1,2)
(2,1)
Before proceed to proof of Proposition 3.1 let us make the following comment. In practice, the relation
(3.2) should be understood as follows. Take
|P 〉λ,∅ =
∑
|µ1|+|µ2|=|λ|
Cµ1,µ2λ (P ) aˆ−µ1Lˆ−µ2 |P 〉,
with some unknown coefficients Cµ1,µ2λ (P ). Then represent Virasoro generators Lk in terms of bosons
ck as in (3.1) and equate the result to the r.h.s. in (3.2). As a result all the coefficients C
µ1,µ2
λ (P ) will
be unambiguously determined provided that Verma module spanned by {L−λ|P 〉} and Fock module
spanned by {c−λ|P 〉} are isomorphic for general values of the momenta P . Evidently, all the coefficients
Cµ1,µ2λ (P ) are rational functions of the momenta P . In fact, due to the special choice of the factor Ωλ(P )
in (3.2) all of them are polynomials in P (see for example explicit expressions for lower levels on the
page 7).
We note that we can choose different sign in front of operator P in (3.1). This way we define
another bosonization of the Virasoro algebra with generators cˆk. It is known that these two sets of
generators ck and cˆk are related by some unitary transform [33]. We are not discussing this interesting
question here but just mention that Proposition 3.1 is valid for the states |P 〉∅,λ as well with ck → cˆk
and Ωλ(P ) → Ωλ(−P ). The proof is similar to what will be done below. We note that the states in
Verma module of Virasoro algebra corresponding to Jack polynomials have been already studied in the
literature [34].
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Proof of Proposition 3.1: Let us show that the matrix elements between the states |P 〉λ,∅ defined
by (3.2)
µ,∅〈P ′|Vα|P 〉λ,∅
〈P ′|Vα|P 〉
. (3.4)
are given by (2.14). We note that as follows from (2.5) and (2.8) the matrix element (3.4) is a polynomial
in α of degree 2|λ|+ 2|µ|. Henceforth, in order to restore this polynomial it is enough to find its values
at (2|λ| + 2|µ| + 1) distinct points. In fact, using representation (3.2) we can find it at infinite set of
points αn which solve the following screening condition
P + P ′ + α + nb = 0, with n ∈ Z≥0. (3.5)
In this case the matrix element (3.4) possesses the free-field representation [35–37]. Namely, one have
to introduce the screening charge
S =
∮
C
e2bΦ(ξ)dξ, Φ(ξ) = −iP log(ξ) + i
∑
k 6=0
ck
k
ξ−k, (3.6)
which commutes with the Virasoro algebra and define the screened vertex operator
V Lαn(z) −→ S
ne2αnΦ(z), (3.7)
where the contours of integrations are started from the point z and go around 0 counterclockwise.
Representing the primary field Vαn = Vαn · V
L
αn
in terms of free fields we can proceed and compute
the matrix element (3.4) using the commutation relations of two Heisenberg algebras (with ak and ck
generators). We note that computation simplifies drastically since the operator creating the ket state
|P 〉λ,∅ commutes with the operator creating the bra state µ,∅〈P | as one of them depends on difference
of bosons a−k − c−k while another on sum ak + ck. After completing the algebraic part of this exercise
(we skip the details here due to their triviality) we are left with the problem of computation of some
multiple contour integral7. It can be summarized as follows. Let αn solves the equation (3.5) then the
matrix elements between the states |P 〉λ,∅ and µ,∅〈P ′| defined by (3.2) can be written as
µ,∅〈P ′|Vαn |P 〉λ,∅
〈P ′|Vαn|P 〉
= Ωλ(P )Ωµ(P
′)
〈
J
(1/g)
µ [pk + ρ] J
(1/g)
λ [p−k]
〉(n)
Sel
〈1〉(n)
Sel
, (3.8)
where ρ = (2αn −Q)/b and 〈. . . 〉
(n)
Sel
denotes the Selberg average
〈O〉(n)
Sel
def
=
1
n!
∫ 1
0
. . .
∫ 1
0
O(t1, . . . , tn)
n∏
j=1
tAj (1− tj)
B
∏
i<j
|ti − tj |
2gdt1 . . . dtn,
with parameters A, B and g given by
A = −b(Q + 2P ), B = −2bαn and g = −b
2. (3.9)
7We note that inside correlation functions the contours can be deformed to those considered in [36,38]. This deformation
of the contours gives some factors arising from the non-analyticity of the integrand. In our case these factors are not
important since we consider the ratio of the three-point correlation function involving descendant fields and the three-point
function of primary fields (see (3.8) below). Evidently, they cancel each other in the ratio.
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In the r.h.s. in (3.8) we use the following notation from the symmetric functions theory8: for any
symmetric function f(x1, . . . , xn) we define the notation f [sk] which means that the evaluation homo-
morphism which sends k-th power sum symmetric polynomial pk to sk has been applied to f .
As it will be shown in appendix A, the integral in the r.h.s. in (3.8) can be computed exactly with
the expected result
µ,∅〈P
′|Vαn |P 〉λ,∅
〈P ′|Vαn|P 〉
= Zbif(αn|P
′, (µ,∅);P, (λ,∅)), (3.10)
where the function Zbif(α|P ′, (µ,∅);P, (λ,∅)) is defined by (1.13). As was explained above we can
continue (3.10) to arbitrary values of α since the matrix element (3.4) is a polynomial in α. It proves
that the matrix elements between the states |P 〉λ,∅ and µ,∅〈P ′| defined in Proposition 3.1 have desired
factorized form (2.14) for arbitrary values of the parameters P , P ′ and α. 
So far we have constructed only the states |P 〉~λ for the pairs of Young diagrams of the form (λ,∅).
Now we are going to define the recursive procedure allowing to construct the rest of the basis. We note
that the state |P 〉λ,∅ expressed in terms of Heisenberg generators ak and ck as in (3.2) vanishes due to
the factor (3.3) for
P = Pm,n
def
= −
mb+ nb−1
2
, for (m,n) ∈ λ, (3.11)
i.e. at the value of the momenta P such that corresponding Verma module become degenerate [2].
Namely, for P = Pm,n there exists a singular vector |χm,n〉 in Verma module |Pm,n〉 at the level mn
|χm,n〉
def
= Dm,n|Pm,n〉 =
(
Lmn−1 + . . .
)
|Pm,n〉, (3.12)
such that Lk|χm,n〉 = 0 for any k > 0. However, the state |P 〉λ,∅ does not vanish when expressed in
terms of generators Ln and an instead of cn and an. Indeed we have proved that the matrix elements
between the states |P 〉λ,∅ are given by (2.14). In particular,
〈P ′|Vα|P 〉λ,∅
〈P ′|Vα|P 〉
= Zbif(α|P
′, (∅,∅);P, (λ,∅)). (3.13)
Comparing the behavior of both hand sides of (3.13) at α → ∞ one can estimate the coefficient in
|P 〉λ,∅ in front of L
|λ|
−1. Using (1.13) and (2.5) we find
|P 〉λ,∅ = ((−L−1)
|λ| + . . . )|P 〉,
where omitted terms have degree in L−1 at most (|λ| − 1). We see that the coefficient before L
|λ|
−1 does
not vanish for any values of P and hence the state |P 〉λ,∅ as well9. It was shown by Feigin and Fuks [42]
that a state which does not vanish in Verma module, but vanishes after bosonization in Fock module is
some descendant of the singular vector |χm,n〉. We arrive to the following proposition:
Proposition 3.2 Let λ = (λ1, λ2, . . . ) a partition and |P 〉λ,∅ the state defined by (3.2) then the state
|P = Pm,n〉λ,∅ for (m,n) ∈ λ has a factorized form
|Pm,n〉λ,∅ = (−1)
mnX
(m,n)
λ Dm,n|Pm,n〉 for (m,n) ∈ λ, (3.14)
8The notation f [sk] (square brackets instead of parentheses) is known in symmetric functions theory as plethystic
substitution [39]. The more common notation used in the literature is f [s] (see monographs [40, 41]). We thank referees
for suggesting to comment on this notation.
9One can not exclude the possibility that the state |P 〉λ,∅ has a pole at some P = Pm,n. We will see below that this
is not the case.
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where
X
(m,n)
λ =
∑
|~σ|=|λ|−mn
C
(m,n)
λ;~σ aˆ−σ1Lˆ−σ2 ,
is the operator which satisfies
µ,∅〈P ′|VαX
(m,n)
λ |Pm,−n〉
〈P ′|Vα|Pm,−n〉
= Zbif(α|P
′, (µ,∅);Pm,−n, (ρ, ν)), (3.15)
and the pair of partitions (ρ, ν) is defined as ρ = (λ1 − n, . . . , λm − n) and ν = (λm+1, λm+2, . . . ).
An example of how the pair of the partitions (ρ, ν) is defined for given (m,n) ∈ λ is shown by the
following picture.
✲
✛
✻❄
ρ
ν
m
n
λ→
Proof of Proposition 3.2: As was explained above (3.14) follows from the results of Feigin and
Fuks [42]. In order to prove (3.15) we start with
µ,∅〈P ′|Vα|P 〉λ,∅
〈P ′|Vα|P 〉
= Zbif(α|P
′, (µ,∅);P, (λ,∅)), (3.16)
Plugging P = Pm,n for (m,n) ∈ λ and using (3.14) we find
µ,∅〈P ′|Vα|Pm,n〉λ,∅
〈P ′|Vα|Pm,n〉
(3.14)
= (−1)mn
µ,∅〈P ′|VαX
(m,n)
λ Dm,n|Pm,n〉
〈P ′|Vα|Pm,n〉
=
= (−1)mn
µ,∅〈P ′|VαX
(m,n)
λ |Pm,−n〉
〈P ′|Vα|Pm,−n〉
〈P ′|VαDm,n|Pm,n〉
〈P ′|Vα|Pm,n〉
. (3.17)
In the second line in (3.17) we used the equality ∆(Pm,−n) = ∆(Pm,n) + mn and the fact that
LkDm,n|Pm,n〉 = akDm,n|Pm,n〉 = 0 for k > 0 provided that Dm,n|Pm,n〉 is a singular vector. The
last factor in the second line in (3.17) is known explicitly [43]
〈P ′|VαDm,n|Pm,n〉
〈P ′|Vα|Pm,n〉
def
= Pm,n(α, P
′) = pm,n
(
Q
2
+ P ′ − α
)
pm,n
(
α + P ′ −
Q
2
)
, (3.18)
where
pm,n(x) =
∏
r,s
(x+ Pr,s),
and the pair of integers r, s runs over the set
r = −m+ 1,−m+ 3, . . . , m− 3, m− 1,
s = −n + 1,−n+ 3, . . . , n− 3, n− 1.
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Using (3.16), (3.17) and the simple identity (see short proof in Appendix B)
Zbif(α|P
′, (µ,∅);Pm,n, (λ,∅)) = (−1)
mn
Pm,n(α, P
′)Zbif(α|P
′, (µ,∅);Pm,−n, (ρ, ν)), (3.19)
with ρ = (λ1 − n, . . . , λm − n) and ν = (λm+1, λm+2, . . . ) we find
µ,∅〈P ′|VαX
(m,n)
λ |Pm,−n〉
〈P ′|Vα|Pm,−n〉
= Zbif(α|P
′, (µ,∅);Pm,−n, (ρ, ν)), (3.20)
thus completing the proof of Proposition 3.2. 
Proposition 3.3 For any pair of Young diagrams (ρ, ν) there exists unique operator
Xρ,ν(P ) =
∑
|~σ|=|ρ|+|ν|
C~σρ,ν(P ) aˆ−σ1Lˆ−σ2 , (3.21)
such that
µ,∅〈P ′|VαXρ,ν(P )|P 〉
〈P ′|Vα|P 〉
= Zbif(α|P
′, (µ,∅);P, (ρ, ν)), ∀ µ (3.22a)
where µ,∅〈P ′| is defined by (3.2). Moreover, for m ≥ l(ρ), n ≥ ν1 − ρm
Xρ,ν(Pm,−n) = X
(m,n)
λ , (3.22b)
where λ = (ρ1 + n, . . . , ρm + n, ν1, ν2, . . . ) and X
(m,n)
λ is the operator defined in Proposition 3.2.
Proof of Proposition 3.3: The existence of the operator Xρ,ν(P ) is equivalent to the statement that
the infinite system of linear equations (3.22a) on coefficients C~σρ,ν(P ) has a solution. Indeed (3.22a) can
be written as ∑
|~σ|=|ρ|+|ν|
C~σρ,ν(P )M~σ,µ(α, P, P
′) = Zbif(α|P
′, (µ,∅);P, (ρ, ν)), (3.23)
where
M~σ,µ(α, P, P
′) =
µ,∅〈P ′|Vα aˆ−σ1Lˆ−σ2 |P 〉
〈P ′|Vα|P 〉
.
The equation (3.23) should be valid for any partition µ. One can rewrite (3.23) in a matrix form
and simplify it by Gaussian elimination method reducing it to either row echelon form (having infinite
number of zero rows), or to some degenerate system with no solutions. In any case the resulting system
will be with coefficients which are rational functions of the momenta P . As was claimed in Proposition
3.2 this system has a solution at P = Pm,−n for an infinite set of integers m and n. Since the coefficients
in (3.23) and hence in the reduced system are rational functions of P this implies that (3.23) has
solutions for general values of P .
In fact, the reduced system has maximal rank and hence the system (3.23) has a unique solution.
In order to prove this fact let us suppose that there are two operators Xρ,ν(P ) and X˜ρ,ν(P ) satisfying
(3.22a) and take YN(P ) = Xρ,ν(P )− X˜ρ,ν(P ) where N = |ρ|+ |ν|. Then (3.22a) implies
µ,∅〈P
′|Vα YN(P )|P 〉 = 0, ∀ µ. (3.24)
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Consider Young diagrams µ of special form
✲
✛
✻❄
σ1
σ2
m
n
µ→
with arbitrary integers m and n such that m,n ≥ N and |~σ| < N . Due to Proposition 3.2 we have
µ,∅〈Pm,n| = (−1)
mn〈Pm,n|D
+
m,n(X
(m,n)
µ )
+, (3.25)
then (3.24) and (3.25) imply
〈Pm,−n|(X
(m,n)
µ )
+ Vα YN(P )|P 〉 = 0. (3.26)
We stress that for given value of (|µ|−mn) the states 〈Pm,−n|(X
(m,n)
µ )+ are linearly independent provided
that the Jack polynomials J(1/g)µ (x) are independent for different partitions µ. Moreover as one can
readily see from the picture above the number of states 〈Pm,−n|(X
(m,n)
µ )+ with |µ| − mn = k < N
equals to the number of pairs of Young diagrams ~σ with |~σ| = k, i.e. they form a basis. In other words
any state 〈Pm,−n|(X
(m,n)
µ )+ with |µ| −mn = k < N can be written as linear combination of the states
〈Pm,−n|Lˆµ1 aˆµ2 with |µ1|+ |µ2| = k. Henceforth, equation (3.26) is equivalent to
〈Pm,−n|Lˆµ1 aˆµ2 Vα YN(P )|P 〉 = 0 for any µ1, µ2 : |µ1|+ |µ2| < N. (3.27)
The state YN(P )|P 〉 which satisfies (3.27) is identically zero due to the following lemma:
Lemma 3.4 Let YN(P ) satisfy
〈P ′|Lˆµ1 aˆµ2 Vα YN(P )|P 〉 = 0 for any µ1, µ2 : |µ1|+ |µ2| < N, (3.28)
and any parameters P ′ and α then YN(P ) = 0.
The proof is based on induction. For N = 1, 2 this statement can be proved by straightforward compu-
tation. Assume that lemma holds for n = 1, . . . , N − 1 and take
〈P ′|Lˆµ1 aˆµ2ak Vα YN(P )|P 〉 for any µ1, µ2 : |µ1|+ |µ2| < N − k, k = 1, . . . , N. (3.29)
The matrix element in (3.29) is equal to zero due to lemma assumption (3.28). From other side
〈P ′|Lˆµ1 aˆµ2ak Vα YN(P )|P 〉 = 〈P
′|Lˆµ1 aˆµ2 [ak, Vα] YN(P )|P 〉+ 〈P
′|Lˆµ1 aˆµ2 Vα ak YN(P )|P 〉
(2.5)
=
(2.5)
= i(Q− α)〈P ′|Lˆµ1 aˆµ2 Vα YN(P )|P 〉+ 〈P
′|Lˆµ1 aˆµ2 Vα ak YN(P )|P 〉 (3.30)
First term in the second line in (3.30) is zero due to (3.28), which implies
〈P ′|Lˆµ1 aˆµ2 Vα ak YN(P )|P 〉 = 0 for any µ1, µ2 : |µ1|+ |µ2| ≤ N − k, k = 1, . . . , N, (3.31)
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and hence under induction assumptions ak YN(P )|P 〉 = 0 for k = 1, . . . , N − 1. Equivalently, we show
that Lk YN(P )|P 〉 = 0 for k = 1, . . . , N − 1 as well. Henceforth, we conclude that for general value of
the momenta P the only possibility left is YN(P ) = Ca−N . Taking (3.28) for µ1 = µ2 = ∅ and using
(2.5) we find that C = 0. 
It follows from Lemma 3.4 from that the system (3.23) has a unique solution thus the proof of
Proposition 3.3 is complete.  We note that the fact that the system (3.23) has a unique solution
implies that the coefficients C~σρ,ν(P ) in (3.21) are rational functions of the momenta P . It is worthwhile
to mention that Proposition 3.3 implies that
Xλ,∅|P 〉 = |P 〉λ,∅,
where |P 〉λ,∅ is the state defined in (3.2).
Proposition 3.5 For any two pairs of Young diagrams ~λ = (λ1, λ2) and ~µ = (µ1, µ2)
〈P ′|X+~µ(P
′) VαX~λ(P )|P 〉
〈P ′|Vα|P 〉
= Zbif(α|P
′, ~µ;P,~λ). (3.32)
Proof of Proposition 3.5: In order to prove Proposition 3.5 it is enough to show that (3.32) is valid
for P ′ = Pm,−n for some infinite set of integers m and n provided that the the coefficient C
~ν
~λ
(P ) in (3.21)
are rational functions of the momenta P . For ~µ = (µ1, µ2) take a “master” partition ν as
✲
✛
✻❄
µ1
µ2
m
n
ν →
where m and n are large enough to “fit” the partitions µ1 and µ2. Then using conjugated version of
(3.22b)
X+~µ(Pm,−n) = (X
(m,n)
ν )
+, (3.33)
we find
〈Pm,−n|X
+
~µ(Pm,−n) VαX~λ(P )|P 〉
〈Pm,−n|Vα|P 〉
=
〈Pm,−n|(X
(m,n)
ν )+ VαX~λ(P )|P 〉
〈Pm,−n|Vα|P 〉
=
=
〈Pm,n|D+m,n (X
(m,n)
ν )+ VαX~λ(P )|P 〉
〈Pm,n|Vα|P 〉
〈Pm,n|Vα|P 〉
〈Pm,n|D+m,nVα|P 〉
. (3.34)
Using (3.18), conjugated version of (3.14) and (3.22a) we can rewrite the r.h.s. of (3.34) as
〈Pm,n|D+m,n (X
(m,n)
ν )+ VαX~λ(P )|P 〉
〈Pm,n|Vα|P 〉
〈Pm,n|Vα|P 〉
〈Pm,n|D+m,nVα|P 〉
=
= (−1)mnP−1m,n(α, P )
ν,∅〈Pm,n|VαX~λ(P )|P 〉
〈Pm,n|Vα|P 〉
(3.22a)
= (−1)mnP−1m,n(α, P )Zbif(α|Pm,n, (ν,∅);P,~λ). (3.35)
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And finally using the identity (see Appendix B)
Zbif(α|Pm,n, (ν,∅);P,~λ) = (−1)
mn
Pm,n(α, P )Zbif(α|Pm,−n, (µ1, µ2);P,~λ), (3.36)
we arrive at (3.32) for P ′ = Pm,−n for some infinite set of integers m and n. Since the matrix element
in (3.32) is a rational function in P ′ the proof of Proposition 3.5 is complete. 
Corollary 3.6 The states X~λ(P )|P 〉 form an orthogonal basis
〈P |X+~µ(P )X~λ(P )|P 〉 = N~λ(P )× δ~λ,~µ, (3.37)
where δ~λ,~µ = 0 if
~λ 6= ~µ, δ~λ,~λ = 1 and
N~λ(P ) = 1/Zvec(P,
~λ). (3.38)
Proof of Corollary 3.6: First, we note that the states X~λ(P )|P 〉 and 〈P |X
+
~µ(P ) are trivially orthog-
onal for different levels i.e. for |~λ| 6= |~µ|. So, we have to check the orthogonality for the states from the
same level. It is easy to see that
〈P |X+~µ(P )X~λ(P )|P 〉 = Zbif(0|P, ~µ;P,
~λ) for |~λ| = |~µ|. (3.39)
Analyzing the explicit form (1.13) of the function Zbif(0|P, ~µ;P,~λ) one can show that it vanishes always
except for ~λ = ~µ. Using (1.14) we arrive at (3.38). 
Thus we proved the existence of the orthogonal basis which satisfies (2.14). In order to complete
the proof of Proposition 2.1 we have to prove its uniqueness.
Proposition 3.7 The basis of states X~λ(P )|P 〉 defined above is the unique basis satisfying
〈P ′|X+~µ(P
′) VαX~λ(P )|P 〉
〈P ′|Vα|P 〉
= Zbif(α|P
′, ~µ;P,~λ). (3.40)
Proof of Proposition 3.7: The proof is based on induction. Assume that for given N the set of
states X~λ(P )|P 〉 with |
~λ| ≤ N is unique. Then suppose that at the level N + 1 there are two states
X~λ(P )|P 〉 and X˜~λ(P )|P 〉 for some partition
~λ which have the same matrix elements with all the states
〈P ′|X+~µ(P
′) with |~µ| ≤ N , i.e.
〈P ′|X+~µ(P
′) VαX~λ(P )|P 〉
〈P ′|Vα|P 〉
=
〈P ′|X+~µ(P
′) Vα X˜~λ(P )|P 〉
〈P ′|Vα|P 〉
. (3.41)
Also define the operator
YN+1(P ) = X~λ(P )− X˜~λ(P ).
Then as follows from (3.41)
〈P ′|X+~µ(P
′) Vα YN+1(P )|P 〉 = 0 for any ~µ : |~µ| ≤ N. (3.42)
Since the states 〈P ′|X+~µ(P
′) form a basis (3.42) is equivalent to
〈P ′|Lˆµ1 aˆµ2 Vα YN+1(P )|P 〉 = 0 for any µ1, µ2 : |µ1|+ |µ2| ≤ N, (3.43)
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which by Lemma 3.4 implies YN+1 = 0. 
The proof of Proposition 2.1 is now complete. We have shown that the basis |P 〉~λ
def
= X~λ(P )|P 〉
exists and unique. We would like to comment how our construction can be used to actually define the
basis states |P 〉~λ. As was claimed in Proposition 3.1 the states with second empty diagram |P 〉λ,∅ are
given by (3.2). The rest of the basis can be constructed by (3.14) and (3.22b). Since the coefficients
C~µ~λ (P ) in (3.21) are rational functions of the momenta P they can be restored completely from the set
of equations (3.14). Indeed, using (3.22b) equation (3.14) can be written as
|Pm,n〉λ,∅ = (−1)
mnX(λ1,λ2)(Pm,−n)Dm,n|Pm,n〉, (3.44)
where the pair (λ1, λ2) is defined from the partition λ by the following rule
✲
✛
✻❄
λ→
λ1
λ2
m
n
We note that for given pair of Young diagrams (λ1, λ2) the equation (3.44) is valid for any “master”
diagram λ which “fits” (λ1, λ2) as shown on the picture. It allows to compute the coefficients C
~µ
~λ
(P ) in
X~λ(P ) for P = Pm,−n for some infinite set of integers m and n and hence to restore them completely.
In fact, it can be proven that all of them are polynomials in P :
Corollary 3.8 All the coefficients C~µ~λ (P ) in
X~λ(P ) =
∑
|~µ|=|~λ|
C~µ~λ (P )aˆ−µ1Lˆ−µ2 , (3.45)
are polynomials of the momenta P .
4 Concluding remarks
We note that the “U(1) factor” in the r.h.s. in (1.9) can be interpreted up to some trivial factors as a
free field correlation function of chiral vertex operators (2.4). Namely, one has
〈Vα1(z1) . . .Vαn(zn)〉 =
∏
i<j
(
1−
zj
zi
)2αi(Q−αj)
, (4.1)
and hence naively the “dressing” of Virasoro primaries V Lα by the free-field vertex operators Vα multiplies
the conformal block by the trivial factor (4.1). But in fact the roˆle of auxiliary bosonic field justifies
itself when one expands the conformal block over the intermediate states. We note that the states |P 〉~λ
have contributions from different levels of Verma module for Virasoro algebra and the “mixing” of levels
is governed by this auxiliary bosonic field.
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The generalization of our construction to other algebras will be discussed in a future publication.
We stress here that there is an analog of the infinite system of commuting quantities considered in
Appendix C for Wn algebras. The matrix elements of certain primary fields between its eigenstates also
have a nice factorized form. This should explain the AGT conjecture for higher rank groups [44,45]. For
example for W3 algebra (the algebra generated by two holomorphic currents T (z) of spin 2 and W (z)
of spin 3) this system starts with the first non-trivial integral
I =
√
8
3
(
6iQ
√
3
8
∑
k>0
ka−kak +
∑
k 6=0
a−kLk +
√
4 + 15Q2
4
W0 +
1
3
∑
i+j+k=0
aiajak
)
, (4.2)
where ak are again generators of an auxiliary Heisenberg algebra. The eigenstates of the integral (4.2)
have very simple form and their eigenvalues are linear functions of the momenta. The matrix elements
of certain primary field between these eigenstates have again factorized form coinciding with Zbif for
U(3) linear quiver gauge theories10. We will make this statement more precise elsewhere. We comment
here that the generalization of our construction for WAn algebras will require a version of An Selberg
integral [46] with insertion of two Jack polynomials.
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Appendix A. Selberg integral with insertion of two Jack poly-
nomials
In this appendix we compute the integral appearing in the r.h.s. in (3.8). It is equivalent to the com-
putation of the following integral which generalizes both Kadell [47] and Hua-Kadell [48–50] integrals.
10We have checked it up to level two.
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Namely, let λ and µ partitions such that λ is of length at most n. Then define
I
(n)
λ,µ(α, β, γ) =
1
n!
∫
[0,1]n
P
(1/γ)
λ [pk]P
(1/γ)
µ [pk + (β − γ)/γ]
n∏
j=1
tα−1j (1− tj)
β−1
∏
i<j
|ti − tj |
2γdt1 . . . dtn, (A.1)
where integration goes over n−dimensional cube ti ∈ [0, 1] for i = 1, . . . , n and the parameters α, β
and γ are subject to conditions which ensure convergence of the integral (A.1). Polynomial P(1/γ)λ [pk] =
P
(1/γ)
λ (t1, . . . , tn) is the Jack polynomial normalized as [32]
P
(1/γ)
λ (t1, . . . , tn) = mλ(t) +
∑
µ≺µ
uλ,µmµ(t),
where mλ(t) is the monomial symmetric polynomial and the sum goes over partitions µ dominated by
λ. We note that in section 3 we used different normalization of Jack polynomials. They are related as
J
(1/γ)
λ (t1, . . . , tn) = cλ(γ)P
(1/γ)
λ (t1, . . . , tn) , (A.2)
with
cλ(γ) =
∏
s∈λ
(
1 + lλ(s) + γ
−1aλ(s)
)
where aλ(s) and lµ(s) are correspondingly the arm length and the leg length of the square s in the
partition λ. We propose that the integral (A.1) can be computed exactly11. Before proceed further we
comment how the integral (A.1) can be related to the integral in the r.h.s. in (3.8). We use the following
identity proved by Kadell [47]
P
(1/γ)
λ [p−k] =
n∏
j=1
t−λ1j P
(1/γ)
λˆ
[pk], (A.3)
where for given diagram λ = {λ1 ≥ λ2 ≥ . . . } the “hatted” diagram λˆ = {λˆ1 ≥ λˆ2 ≥ . . . } is defined by
λˆj = λ1 − λn−j+1. (A.4)
Then the integral in the r.h.s. (3.8) can be related to the integral (A.1) as〈
J
(1/g)
µ [pk + ρ] J
(1/g)
λ [p−k]
〉(n)
Sel
= cλ(g)cµ(g) I
(n)
λˆ,µ
(1 + A− λ1, 1 +B, g), (A.5)
where ρ = (1 + B − g)/g. For the future convenience we also introduce the generalized Pochhammer
symbol
[x]λ =
∏
j≥1
(x+ (1− j)γ)λj =
∏
j≥1
Γ(x+ λj + (1− j)γ)
Γ(x+ (1− j)γ)
. (A.6)
Our method of computation of the integral (A.1) is a step-by-step copy of the evaluation of the
Kadell integral given in [51]12 and will be based on two integral identities. The first one is attributed
to Okounkov and Olshanski [57] (see also [58]):
11We note that for µ = ∅ it coincides with Kadell integral [47] while for β = γ and both general diagrams λ and µ with
Hua-Kadell integral [48, 49].
12We note that the method suggested in [51] is a generalization of Anderson’s derivation of Selberg integral [52] (see
also [53]). Similar method was applied to “complex” version of Selberg like integrals in [54–56]
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Identity A.1 Let τ = (τ1, . . . , τn−1) and t = (t1, . . . , tn) satisfy the interlacing property
t1 < τ1 < t2 < τ2 < · · · < tn−1 < τn−1 < tn
denoted by τ ≺ t. Then for ν = (ν1 ≥ ν2 ≥ . . . ) a partition of length at most n− 1
n∏
i<j=1
(tj − ti)
2γ−1 P(1/γ)ν (t1, . . . , tn) = Λν(γ)×
×
∫
τ≺t
P(1/γ)ν (τ1, . . . , τn−1)
n−1∏
i<j=1
(τj − τi)
n−1∏
i=1
n∏
j=1
|τi − tj |
γ−1 dτ1 . . . dτn−1, (A.7)
where
Λν(γ) =
Γ(nγ)
Γn(γ)
[nγ]ν
[(n− 1)γ]ν
,
and Γ(x) is Euler Gamma-function.
The second identity states:
Identity A.2 Let t = (t1, . . . , tn) and τ = (0, τ1, . . . , τn−1, 1) satisfy the interlacing property
0 < t1 < τ1 < t2 < τ2 < · · · < tn−1 < τn−1 < tn < 1
denoted by t ≺ τ . Then for µ = (µ1 ≥ µ2 ≥ . . . ) a partition
∫
t≺τ
P(1/γ)µ [pk(t) + (β − γ)/γ]
n∏
i<j=1
(tj − ti)
n∏
j=1
tα−1j (1− tj)
β−1
n∏
i=1
n−1∏
j=1
|ti − τj |
γ−1 dt1 . . . dtn =
= Ξµ(α, β, γ)
n−1∏
j=1
τα+γ−1j (1− τj)
β+γ−1
n−1∏
i<j=1
(τj − τi)
2γ−1P(1/γ)µ [pk(τ) + β/γ], (A.8)
where
Ξµ(α, β, γ) =
Γ(α)Γ(β)Γn−1(γ)
Γ(α + β + (n− 1)γ)
[α + β + (n− 2)γ]µ
[α + β + (n− 1)γ]µ
.
We note that the Identity A.2 follows immediately from the Identity A.1 for α = Nγ and β = Mγ for
non-negative integers M and N . Indeed, let us take the number of integrations (n− 1) in (A.7) larger
enough than the length of the diagram λ. Then we can consider the common limit t1, . . . , tN → 0 and
tn−M+1, . . . , tn → 1 in (A.7)13. Using the fact that
P
(1/γ)
λ
(
0, . . . , 0︸ ︷︷ ︸
N
, t1, . . . , tn
)
= P(1/γ)λ
(
t1, . . . , tn
)
and P(1/γ)λ
(
t1, . . . , tn, 1, . . . , 1︸ ︷︷ ︸
M
)
= P(1/γ)λ [pk(t) +M ],
13The taking of this limit is not quite hard task, but few comments might be useful. Taking t1 → 0 in (A.7) is not
singular and hence we just put t1 = 0 in (A.7). Then taking t2 → 0 we see that the integration variable τ1 is confined
between two points 0 and t2 approaching each other. Such an integral is singular and the leading singularity can be easily
computed
∫ t2
0
τγ−11 (τ1 − t2)
γ−1dτ1 = t
2γ−1
2 Γ
2(γ)/Γ(2γ) which has the same behavior at t2 → 0 as the l.h.s. of (A.7).
Taking t3 → 0 and further as well as tn−m+i → 1, i = 1, . . . ,M are similar.
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we arrive at (A.8) with α = Nγ and β = Mγ, M,N ∈ Z≥0. So, we propose (A.8) as a continuation
from integer values of M and N . Such an “analytic” continuation typically requires the use of Carlson’s
theorem [59]. The more rigorous proof of (A.8) can be probably done within the lines of [58].
We now proceed to compute the integral (A.1). Before do that, let us use the symmetry of the
integrand in (A.1) and change
1
n!
∫
[0,1]n
−→
∫
· · ·
∫
0<t1<t2<···<tn<1
We can reduce the number of integrations in (A.1) performing the following steps:
• First, for λ = (λ1, . . . , λn) we use the formula
P
(1/γ)
λ [pk(t)] = (t1 . . . tn)
λn P(1/γ)ν [pk(t)],
where ν = (λ1 − λn, . . . , λn−1 − λn, 0)
• Second, we represent
n∏
i<j=1
(tj − ti)
2γ−1P(1/g)ν (t1, . . . , tn)
in (A.1) using (A.7).
• And finally, we compute the remaining integral∫
t≺τ
P(1/γ)µ [pk(t) + (β − γ)/γ]
n∏
i<j=1
(tj − ti)
n∏
j=1
tα+λn−1j (1− tj)
β−1
n∏
i=1
n−1∏
j=1
|ti − τj |
γ−1 dt1 . . . dtn
using (A.8).
As a result we reduced our original integral (A.1) to the integral of the same form, but with lower
number of integrations n→ n− 1
I
(n)
λ,µ(α, β, γ) =
[nγ]ν
[(n− 1)γ]ν
Γ(α + λn)Γ(β)Γ(nγ)
Γ(α + β + (n− 1)γ + λn)Γ(γ)
[α + β + (n− 2)γ + λn]µ
[α + β + (n− 1)γ + λn]µ
×
× I(n−1)ν,µ (α+ γ, β + γ, γ), (A.9)
where ν = (λ1 − λn, . . . , λn−1 − λn, 0). Since the right-hand side in (A.9) is again the integral of the
form (A.1) we can proceed further by induction. Using
[nγ]ν
[(n− 1)γ]ν
=
P
1/γ
λ [n]
P
1/γ
ν [n− 1]
,
we find
I
(n)
λ,µ(α, β, γ) = P
1/γ
λ [n]P
1/γ
µ [n + (β − γ)/γ]
n∏
j=1
Γ(α + (n− j)γ + λj)Γ(β + (j − 1)γ)Γ(jβ)
Γ(α + β + (2n− j − 1)γ + λj)Γ(γ)
×
×
n∏
j=1
[α + β + (2n− j − 2)γ + λj]µ
[α + β + (2n− j − 1)γ + λj]µ
. (A.10)
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Now, as was claimed in (A.5)
〈
J
(1/g)
µ [pk + ρ] J
(1/g)
λ [p−k]
〉(n)
Sel
〈1〉(n)
Sel
= cλ(g)cµ(g)
I
(n)
λˆ,µ
(1 + A− λ1, 1 +B, g)
I
(n)
∅,∅(1 + A, 1 +B, g)
, (A.11)
where the partition λˆ is defined by (A.4). Using evaluation formula [60]
P
(1/γ)
λ [N ] = γ
−|λ| [nγ]λ
cλ(γ)
, (A.12)
and (A.10) we find
〈
J
(1/g)
µ [pk + ρ] J
(1/g)
λ [p−k]
〉(n)
Sel
〈1〉(n)
Sel
= g−|λ|−|µ|[ng]λ[1 +B + (n− 1)g]µ×
×
n∏
j=1
Γ(1 + A + (j − 1)g − λj)
Γ(1 + A+ (j − 1)g)
Γ(2 + A+B + (n + j − 2)g)
Γ(2 + A +B + (n+ j − 2)g − λj)
[2 + A+B + (n+ j − 3)g − λj ]µ
[2 + A+B + (n+ j − 2)g − λj ]µ
(A.13)
Note that if m is any integer exceeding the length of µ (i.e. l(µ) ≤ m) we can also rewrite the r.h.s. of
(A.13) as
g−|λ|−|µ|[ng]λ[1+B+(n−1)g]µ
n∏
j=1
Γ(1 + A + (j − 1)g − λj)
Γ(1 + A+ (j − 1)g)
m∏
j=1
Γ(2 + A +B + (2n− 1− j)g)
Γ(2 + A+B + (2n− 1− j)g + µj)
×
×
∏n+1
i=1
∏m
j=1 Γ(2 + A +B + µj − λi + (n+ i− j − 2)g)∏n
i=1
∏m+1
j=1 Γ(2 + A+B + µj − λi + (n+ i− j − 1)g)
∏n
i=1 Γ(2 + A+B + (n + j − 2)g)∏m
j=1 Γ(2 + A+B + (2n− j − 1)g)
(A.14)
Using (3.3), (3.9), (B.2) and (B.3) we find〈
J
(1/g)
µ [pk + ρ] J
(1/g)
λ [p−k]
〉(n)
Sel
〈1〉(n)
Sel
= Ω−1λ (P )Ω
−1
µ (P
′)Zbif(αn|P
′, (µ,∅);P, (λ,∅)), (A.15)
which implies (3.10).
Appendix B. Proof of the identities (3.19) and (3.36)
We note that the function Zbif(α|P ′, ~µ;P,~λ) defined by (1.13) can be written as
Zbif(α|P
′, ~µ;P,~λ) = b−|
~λ|−|~µ|
2∏
i=1
2∏
j=1
F(xij, λi, µj), (B.1)
where xij = b(Q− Pi + P ′j − α) and
F(x, ν, µ) =
∏
s∈ν
(x− lµ(s)g − (aν(s) + 1))
∏
t∈µ
(x+ (lν(t) + 1)g + aµ(t)), (B.2)
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with g = −b2. There is another representation for the function F(x, ν, µ). Let N and M integers such
that N ≥ l(ν), M ≥ l(µ) then [10]
F(x, ν, µ) =
∏N+1
i=1
∏M
j=1 Γ(x+ µj − νi + (i− j)g)∏N
i=1
∏M+1
j=1 Γ(x+ µj − νi + (i− j + 1)g)
∏N
i=1 Γ(x+ ig)∏M
j=1 Γ(x+ (N + 1− j)g)
. (B.3)
For any (m,n) ∈ λ we find from (B.3)
F(x, λ, µ) =
m∏
j=1
(x− n+ jg)n
F(x− n, ρ, µ)F(x+mg, ν, µ)
F(x− n +mg,∅, µ)
, (B.4)
where ρ = (λ1 − n, . . . , λm − n, 0, 0, . . . ) and ν = (λm+1, λm+2, . . . ). Using (B.1) and (B.4) the identity
(3.19) follows. Similarly, using the property
Zbif(α|P
′, ~µ;P,~λ) = Zbif(Q− α|P,~λ;P
′, ~µ) (B.5)
one can prove (3.36).
Appendix C. The system of the Integrals of Motion
One can check that the states |P 〉~λ are the eigenstates of the following infinite system of mutually
commuting Integrals of Motion
I2 = L0 −
c
24
+ 2
∞∑
k=1
a−kak,
I3 =
∞∑
k=−∞,k 6=0
a−kLk + 2iQ
∞∑
k=1
ka−kak +
1
3
∑
i+j+k=0
aiajak,
I4 = 2
∞∑
k=1
L−kLk + L
2
0 −
c+ 2
12
L0 + 6
∞∑
k=−∞,k 6=0
∑
i+j=k
L−kaiaj + 12
(
L0 −
c
24
) ∞∑
k=1
a−kak+
+ 6iQ
∞∑
k=−∞,k 6=0
|k| a−kLk + 2(1− 5Q
2)
∞∑
k=1
k2a−kak + 6iQ
∑
i+j+k=0
|k| aiajak +
∑
i+j+k+l=0
: aiajakal :
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(C.1)
We note that the system of integrals (C.1) can be used to construct the basis |P 〉~λ. Even the integral
I3 gives a lot of information. Its eigenstates are our states |P 〉~λ
I3 |P 〉~λ = h
(3)
~λ
(P ) |P 〉~λ, (C.2)
with eigenvalues h
(3)
~λ
(P ) which are linear functions of the momenta P
h
(3)
λ1,λ2
(P ) = h
(3)
λ1
(P ) + h
(3)
λ2
(−P ), (C.3)
where h
(3)
λ (P ) is given by
h
(3)
λ (P ) = i
(
|λ|
(
P −
b
2
)
+
1
2b
∑
k
λk(λk + 2kb
2)
)
. (C.4)
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Using (C.3) one can show that I3 is not degenerate at levels 1, 2 and 3 while at the level 4 it has two
eigenstates with the same eigenvalue. At the level 5 it is again non-degenerate. We expect that taking
higher integrals Ik the degeneracy will disappear.
We propose that the integrals (C.1) are the quantum counterparts of the classical Integrals of Motion
Ik =
∫
Gk(x)dx
G2 = u+ v
2,
G3 = uv + vDv +
1
3
v3,
G4 = u
2 + 6uv2 + 6uDv + 5v2x + 6v
2Dv + v4,
G5 = u
2v +
1
2
uDu+ 2uxvx + 4uvDv + v
2Du+ 2uv3 +
3
2
vxDvx+
+ 3 vv2x + 2v(Dv)
2 +
4
3
v3Dv +
1
2
v2Dv2 +
1
5
v5,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(C.5)
where D = d
dx
H and H is the operator of Hilbert transform defined by the principal value integral
HF (x)
def
=
1
2π
−
∫ 2π
0
F (y) cot
1
2
(y − x) dy, (C.6)
The system (C.5) is obtained in semiclassical limit b→ 0 from the system (C.1) via
T → −Q2u, ∂ϕ→ −iQv, [ , ]→ −
2iπ
Q2
{ , }, (C.7)
where we have chosen the periodic boundary conditions T (x + 2π) = T (x), ∂ϕ(x + 2π) = ∂ϕ(x) with
the mode expansion
T (x) =
∞∑
n=−∞
Ln e
−inx −
c
24
, ∂ϕ(x) =
∞∑
n=−∞,n 6=0
an e
−inx.
The classical IM Ik =
∫
Gk(x)dx are the time conserved quantities associated with the integrable system
of equations which is known as Benjamin-Ono
2
equation [29–31]{
ut + vux + 2uvx +
1
2
vxxx = 0,
vt +
ux
2
+ Hvxx + vvx = 0,
(C.8)
The system (C.8) can be written in a Hamiltonian form
ut = {H, u(x)}, vt = {H, v(x)}, (C.9)
with H =
∫
G3(y)dy and the “second” Hamiltonian structure being of KdV type
{u(x), u(y)} = (u(x) + u(y)) δ′(x− y) +
1
2
δ′′′(x− y),
{v(x), v(y)} =
1
2
δ′(x− y), {u(x), v(y)} = 0.
24
The classical IM Ik form a commutative Poisson bracket algebra with this Hamiltonian structure. If we
take as a Hamiltonian
∫
G4(y)dy and further we obtain next representatives of hierarchy related with
the integrable system (C.8).
It is also convenient to rewrite the system (C.8) in a different form. Introduce the function
ψ = v + iw, (C.10)
where u = wx − w
2 then the system (C.8) can be written as an equation for one complex function ψ
ψt +
i
2
ψ∗xx + ψψx +H Reψxx = 0, (C.11)
which looks like a complexified version of the Benjamin-Ono equation [61,62]. Equation (C.11) simplifies
for the function ψ(x) analytic in the upper half plane. In this case it takes a form of the Burgers equation
ψt +
i
2
ψxx + ψψx = 0, (C.12)
which can be linearized by the Cole-Hopf substitution ψ = i (log θ)x
θt +
i
2
θxx = 0. (C.13)
We note that equation (C.11) is equivalent to bidirectional BO equation considered in [63]. Namely, let
u0 =
1
2
(ψ + ψ∗ − iH(ψ + ψ∗)),
u1 =
1
2
(ψ − ψ∗ + iH(ψ + ψ∗)),
then equation (C.11) can be rewritten as (compare to (27)–(28) in [63])
ψt +
i
2
ψ˜xx + ψψx = 0, (C.14)
where ψ = u0 + u1 and ψ˜ = u0 − u1.
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