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RESUMEN 
CÓMPUTO DE GRADIENTES MATRICIALES DE ALTO ORDEN 
ASOCIADOS AL ANÁLISIS DE ESTABILIDAD DINÁMICA: USO 
DEL MÉTODO DE DIFERENCIACIÓN NUMÉRICA 
Publicación No. 
Mauricio Morado Ibarra, M.C. en Ingeniería Eléctrica 
Universidad Autónoma de Nuevo León, 2005 
Profesor Asesor: Dr. Emilio Barocio Espejo. 
El sector eléctrico es un factor importante en el desarrollo social y tecnológico del 
país. De ahí la importancia de contar con un Sistema Eléctrico de Potencia (SEP), 
confiable, eficiente y seguro. Como parte de los esquemas de seguridad, se han desarrollado 
una serie de herramientas de supervisión, planeación y control basadas en técnicas de 
análisis lineal, con la idea de monitorear el desempeño dinámico del SEP. 
En la actualidad, la creciente evolución de los Sistemas Eléctricos de Potencia, junto 
con la disminución en la fortaleza de los sistemas de transmisión, ha resultado en la 
aparición de fenómenos de Estabilidad Dinámica que pueden limitar la operación del 
sistema provocando en algunos casos pérdida de estabilidad. 
Estudios preliminares sugieren que una posible causa de la pérdida de estabilidad de 
los SEP está fuertemente vinculada a los efectos no-lineales, causados por la interacción 
modal no-lineal de los modos fundamentales de oscilación del sistema que provocan un 
cambio en los parámetros de dicho sistema, todo esto ha conducido a una atención especial 
hacia el análisis de la Estabilidad Dinámica que considera elementos no-lineales para su 
análisis. 
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CAPÍTULO 1 
INTRODUCCIÓN 
1.1 INTRODUCCIÓN 
Los Sistemas Eléctricos de Potencia (SEP) deben ser confiables, eficientes y 
seguros. Como parte de los esquemas de seguridad, se han desarrollado una serie de 
herramientas de supervisión, planeación y control basadas en técnicas de análisis lineal, con 
la idea de monitorear el desempeño dinámico del SEP. 
Como respuesta a esta necesidad, se han desarrollado una gran cantidad de 
programas comerciales para su análisis [1,2]. No obstante, en años recientes han surgido 
una serie de comportamientos dinámicos inusuales en el marco operativo del SEP, vistos 
como modos de oscilación, que no pueden predecirse por las herramientas de análisis lineal 
[3.4]. De ahí, que suija la necesidad de contar con nuevas herramientas basadas en análisis 
no-lineal que permitan definir estos fenómenos. 
1.2 MOTIVACIÓN 
En la actualidad, la creciente demanda energética, la interconexión entre diferentes 
redes, así como la incorporación de elementos dinámicos en la red, contribuyen a la 
disminución de la fortaleza operativa del SEP. Asociado ha esto han aparecido una serie de 
complejos fenómenos de Estabilidad Dinámica, que no solo limitan la operación del 
sistema, sino que pueden provocar la pérdida de estabilidad del sistema [3]. 
Estudios preliminares sugieren que una posible causa de la pérdida de estabilidad de 
los SEP, está fuertemente vinculada a los efectos no-lineales causados por la interacción 
modal no-lineal de los modos fundamentales de oscilación del sistema, que provocan 
cambios operativos del SEP [3,5,6,7]. Esto ha conducido al desarrollo de nuevas 
herramientas de análisis de Estabilidad Dinámica que considera términos no-lineales en su 
análisis [6,8-10]. 
Investigaciones recientes muestran que los efectos no-lineales, son capturados al 
considerar términos de alto orden en la expansión de la serie de Taylor [6]. Sin embargo, 
aunque existe una gran cantidad de programas profesionales para el análisis de Estabilidad 
Dinámica, al momento, los términos de alto orden no han sido incorporados en las rutinas 
de análisis debido a su dificultad de implementación. De ahí, la importancia de contar con 
metodologías o formulaciones matemáticas que faciliten la incorporación de los términos 
de alto orden, así como la inclusión de modelos de mayor complejidad del SEP. 
1.3 REVISIÓN HISTÓRICA 
El análisis de Estabilidad Dinámica, ha sido una de las herramientas más poderosas 
empleadas por la industria para determinar si el SEP se encuentra en una condición 
operativa crítica, en el sentido de la información de valores y vectores propios de los modos 
de oscilación. De ahí que parte de la teoría de análisis lineal se haya adaptado dentro del 
marco de Estabilidad Dinámica para controlar y analizar el comportamiento del SEP. 
Convencionalmente, solo se ha considerado el término de primer orden de la expansión de 
la serie de Taylor. Sin embargo, recientemente se explora la utilidad de incorporar términos 
de alto orden de dicha serie al análisis de Estabilidad Dinámica [6]. Para ello la revisión 
bibliográfica, es dividida en dos partes: Aproximación Lineal y No-Lineal considerando 
términos de alto orden. 
1,3.1 APROXIMACIÓN LINEAL: MATRIZ JACOBIANA 
El análisis lineal es una herramienta eficaz para determinar la estabilidad del modelo 
dinámico del SEP. La técnica está basada en la información obtenida de los valores y 
vectores propios del sistema. Como es conocido, el cálculo de los valores propios depende 
esencialmente de su ecuación característica y a su vez de la forma en que es determinada la 
matriz Jacobiana [11]. 
Actualmente existen diversos programas comerciales para el análisis y control de 
SEP basados en la información de los valores y vectores propios [1,12]. Algunos de ellos 
determinan la matriz Jacobiana de forma Analítica [1], y otros emplean técnicas de 
Diferenciación Numérica (DN), considerando específicamente la modalidad de 
"Diferenciación Hacia Adelante" [12]. Ambos enfoques han sido aplicados tanto para el 
cálculo de matrices Jacobianas que resultan en los modelos empleados en el análisis de 
Estabilidad Transitoria y Estabilidad Dinámica [5,13]. 
En la literatura han sido propuestos otros enfoques de carácter académico, que están 
siendo incorporados a los programas comerciales que analizan la Estabilidad Dinámica. En 
[14] M. Jerosolimski presenta un método basado en Diferenciación Automática (DA) para 
el cálculo de matrices Jacobianas que resultan del algoritmo de integración numérica, 
asociado al estudio de Estabilidad Transitoria. El trabajo compara las técnicas DA y DN-
Diferencia "Hacia Adelante" en términos de eficiencia computacional y precisión 
numérica. Los resultados destacaron la ventaja del uso de la técnica de DA en ambos 
aspectos. Otro enfoque basado en Diferenciación Simbólica (DS) [15], emplea el potencial 
de la programación simbólica para el cálculo de la matriz Jacobiana. Sin embargo, su 
aplicación en el contexto de SEP estuvo limitada por la cantidad de variables de estado, que 
aumenta en relación con el grado de modelado del SEP. 
1.3.2 A P R O X I M A C I Ó N N O - L I N E A L C O N S I D E R A N D O T É R M I N O S D E 
A L T O O R D E N : MATRIZ HESSIANA Y DE ORDEN MAYOR 
Investigaciones recientes han presentado diferentes esquemas para incorporar los 
términos de alto orden de la serie de Taylor [14]. Sin embargo, al momento éstas técnicas 
están limitadas por su dificultad de implementación en modelados complejos del SEP. 
De esta manera, el grupo de estabilidad de la Universidad de Iowa con patrocinio de 
la National Science Foundation and the Electric Power Research Institute, ha empleado una 
formulación analítica para el computo de gradientes matriciales de alto orden. Los estudios 
han sido dirigidos a la exploración de las bondades que existen al considerar más términos 
de la serie de Taylor en el análisis de Estabilidad Dinámica. Los resultados muestran que 
los términos de segundo y tercer orden de la expansión de la serie de Taylor, son esenciales 
para entender el comportamiento oscilatorio del SEP que se presenta en condiciones 
operativas de estrés [8,15,16]. Otros estudios que emplean los términos de alto orden en 
conjunto con métodos no-lineales, han evaluado el fenómeno de interacción modal no-
lineal, entre controles a nivel red [17], así como en controles a nivel máquina [7,18,33]. Los 
resultados destacaron la necesidad de incorporar los términos de alto orden al análisis de 
Estabilidad Dinámica, así también como el desarrollo de nuevas metodologías para 
incorporar estos términos. Debido a que la Formulación Analítica, requiere de grandes 
esfuerzos en su aplicación a modelos más complejos del SEP. 
Recientemente una variante diferente, basada en esquemas híbridos de programación 
(Diferenciación Simbólica y Numérica), ha sido propuesta por el grupo de análisis de 
sistemas dinámicos del CINVESTAV-GDL y la UANL [8,9,10,15,16]. Un primer enfoque 
simbólico-numérico propuesto por E. Barocio [15], propone una mezcla interactiva entre 
software simbólico MAPLE® y software numérico MatLab®. El esquema propuesto 
presenta una gran flexibilidad en la incorporación de elementos dinámicos complejos del 
SEP. En específico considera las incorporaciones de múltiples compensadoras estáticas de 
VAR (SVCs), modelos híbridos para el generador síncrono, así como sistemas de 
excitación. Otro enfoque, propuesto por I. Martínez [8], explora el potencial de la 
herramienta simbólica, perteneciente al MatLab®. A diferencia de la formulación híbrida 
MAPLE®-MatLab®, la nueva formulación [8], elimina la interfase entre ambos programas, 
aumentando con ello la capacidad numérica de la nueva formulación. Cabe mencionar que 
en ambos esquemas, la principal deficiencia radica en su desempeño computacional 
numérico. Debido a que conforme aumenta el tamaño y el grado de modelado del SEP, 
ambos esquemas se ven afectados en la flexibilidad de implementación y en el desempeño 
numérico. 
1.4 ALCANCES DEL TRABAJO DE INVESTIGACIÓN 
Los alcances de este trabajo son delineados básicamente en tres aspectos: 
> Desarrollo de un método confiable y eficaz basado en la técnica de DN, para el 
cálculo de gradientes matriciales, asociados a los términos de alto orden de la serie 
de Taylor del modelo dinámico del SEP. 
> Son valorados los aspectos de flexibilidad de implementación, precisión numérica 
y desempeño computacional. Para ellos son considerados varios sistemas de prueba 
con diferentes dimensiones y detalles de modelado. Los resultados son comparados 
con una Formulación Analítica para valorar el potencial de la técnica de DN en 
aplicaciones del SEP. 
> Finalmente es evaluado el aspecto de tiempos de cómputo, para valorar el potencial 
de las tres variantes de DN: Hacia Adelante, Hacia Atrás y Central. Los resultados 
obtenidos de las aproximaciones son comparados con los tiempos que requiere una 
Formulación Analítica. 
1.5 CONTENIDO DEL TRABAJO 
El trabajo presenta una formulación multidimensional que emplea el método de 
Diferenciación Numérica (DN) para la obtención de términos de alto orden de la serie de 
Taylor para el modelo dinámico del SEP. El trabajo esta dividido en 5 capítulos. Los temas 
que trata el presente trabajo de investigación están distribuidos de la siguiente manera: 
En el capítulo 2 se propone una formulación multidimensional para el cálculo de 
gradientes matriciales de alto orden. La formulación expuesta, esta basada en la técnica de 
Diferenciación Numérica que emplea la expansión de la serie de Taylor (DN-ST). De esta 
formulación, son desarrolladas tres variantes para su evaluación (Hacia Adelante, Hacia 
Atrás y Central). Aunque la formulación es de carácter general, la matemática que se 
presenta, solo considera el cómputo de la matriz Jacobiana y Hessiana. Finalmente, la 
precisión de la formulación DN-ST en sus tres variantes, es evaluada mediante el análisis 
del error porcentual que se genera en la aproximación. 
En el capítulo 3 se aplica de forma parcial la formulación DN-ST presentada en el 
capítulo 2. La formulación DN-ST, en sus tres variantes (Adelante, Atrás y Central), es 
aplicada al cálculo del gradiente matricial de primer orden, que resulta del modelo clásico 
linealizado del Sistema Eléctrico de Potencia (SEP). La formulación DN-ST es evaluada y 
comparada con respecto de la formulación exacta, para valorar su desempeño y precisión 
computacional. Para ello son considerados diversos casos de estudio, así como diversos 
sistemas de prueba, para valorar su exactitud numérica y desempeño computacional. 
Para el capítulo 4, se extiende la formulación presentada en el capítulo 2. 
Específicamente es analizada la aproximación DN-ST Central, que considera términos de 
segundo orden. Para la evaluación de esta aproximación, es utilizado el arreglo de 
Kronecker, que permitirá evaluar la exactitud numérica. De igual forma que en el capítulo 
3, la aproximación Central con términos de segundo orden, es comparada con una 
formulación analítica. Para ello son considerados diversos casos de estudio, así como 
diversos sistemas de prueba, para valorar su precisión numérica y desempeño 
computacional. 
Como parte final, en el capítulo 5 se presentan las conclusiones generales del trabajo, 
así como las aportaciones hechas al desarrollar el tema propuesto, y algunas 
recomendaciones para trabajo futuro que emplee los conceptos y modelos aquí presentados. 
CAPÍTULO 2 
CÓMPUTO DE GRANDIENTES MATRICIALES 
DE FUNCIONES MULTIDIMENSIONALES 
MEDIANTE TÉCNICAS DE DIFERENCIACIÓN 
NUMÉRICA 
Resumen: En este capítulo, se propone una formulación multidimensional para el 
cálculo de gradientes matríciales de alto orden. La formulación expuesta, esta basada en 
la técnica de Diferenciación Numérica que emplea la expansión de la serie de Taylor (DN-
ST). De esta formulación, son desarrolladas tres variantes para su evaluación (Hacia 
Adelante, Hacia Atrás y Central). Aunque la formulación es de carácter general, la 
matemática que se presenta, solo es desarrollada para el cómputo de la matriz Jacobiana y 
Hessiana. Finalmente, la precisión de la formulación DN-ST en sus tres variantes, es 
evaluada mediante el análisis del error que se genera en la aproximación. 
2.1 INTRODUCCIÓN 
Los métodos numéricos empleados en la solución de una amplia variedad de 
problemas científicos, requiere del cómputo de los gradientes matríciales de una función. El 
cómputo de estos gradientes, resulta ser la parte central de los métodos de solución. Debido 
a que las formulaciones matemáticas, están basadas en una aproximación polinomíal de alto 
orden, que resulta de la aplicación de la expansión en series de Taylor al modelo original. 
Probablemente, los casos más conocidos, estén asociados al cálculo de los gradientes 
matríciales que se emplean en los métodos de optimización [19,20], métodos de integración 
numérica [21 ] y las formulaciones matemáticas que permiten estudiar una función no-lineal 
mediante una aproximación polinomial de alto orden [22]. No obstante, que existen 
diversas metodologías para su obtención, cada metodología es aplicada en función de la 
complejidad del modelo original, y así también, como el tiempo de cómputo que se emplea 
para la solución. Para ello, en la siguiente sección son descritas brevemente estas 
metodologías. 
2.2 MÉTODOS PARA OBTENER GRADIENTES MATRICULES 
En la literatura han sido desarrolladas diferentes alternativas para determinar los 
gradientes matriciales de una función o como se les llama comúnmente derivadas. A 
continuación se describe de forma breve en que consiste cada uno de los métodos 
empleados para la aproximación de una función analítica, destacando sus generalidades de 
funcionamiento. 
Diferenciación Manual (DM) [23]: Este método determina la derivada de una 
función, utilizando tablas de derivadas o empleando la regla de la cadena. En funciones 
sencillas este método es recomendado por su simplicidad. Sin embargo, para una función 
compleja, resulta algo por demás laborioso y complicado, lo que puede conducir a cometer 
errores en el proceso de diferenciación. 
Diferenciación Simbólica (DS) [24,25,26]: A diferencia del método anterior, un 
software con capacidad de manejo simbólico es empleado. La aplicación de este esquema 
permite obtener derivadas exactas de la función. Además, que genera de forma automática 
el código simbólico de la derivada. La principal limitación de este método se presenta 
cuando se desea obtener la derivada de alguna función que contiene una gran cantidad de 
variables. Un ejemplo de ello, son los modelos del SEP que presentan una gran cantidad de 
variables de estado. De ahí, que el desempeño computacional también resulte deficiente 
conforme aumenta el tamaño del SEP. Asimismo, que las expresiones resultantes, suelen 
ser más complicadas que la función original. 
Diferenciación Automática (DA) [14,24,27,28]: Esta técnica calcula los gradientes 
matriciales de forma exacta. Su operatívidad se basa en la partición de la función original 
en una secuencia de operaciones, tales como: sumas, multiplicaciones, y funciones 
elementales como lo son Seno y Coseno. La secuencia de partición, emplea la noción de la 
regla de la cadena para la obtención de los gradientes, resultando con ellos varios enfoques 
de cálculo. La principal desventaja de esta técnica, es el esquema de cálculo complejo que 
resulta de las secuencias operacionales. Además, que el cálculo de gradientes de alto orden 
presenta complicaciones en su implementación. 
Diferenciación Numérica (DN) [24,29,30]: En éste método las derivadas son 
calculadas por pequeñas variaciones o perturbaciones de cada variable de la función 
original. Una característica que hace atractiva la aplicación de esta técnica, es que considera 
la función como una "caja negra". En otras palabras, no importa que tan complicada sea la 
función o que cantidad de variables contenga la misma, se pueden obtener gradientes 
matriciales de alto orden. La técnica presenta una gran flexibilidad en su implementación 
computacional, debido a la forma esquemática que resulta de su formulación matemática. 
Una limitación menor, esta asociada a la valoración de su precisión numérica, debido al 
efecto provocado por los errores de truncamiento y redondeo numérico. No obstante, 
ambos errores pueden reducirse con la inclusión de más términos de la serie de Taylor en la 
aproximación de DN, así como la selección de una perturbación adecuada. 
De las técnicas descritas en la parte superior, por razones de simplicidad y 
posibilidades en su implementación computacional, la técnica de DN resulta ser la más 
prometedora para ser utilizada en aplicaciones de Estabilidad Dinámica. Por tanto, con la 
finalidad de encontrar un método flexible y eficiente, para la incorporar términos de alto 
orden que considere modelos complejos del SEP. Se propone la extensión del método de 
DN partiendo de formulaciones expuestas en otras áreas del conocimiento, específicamente 
del área de optimización [14,19]. 
2.3 TÉCNICAS DE DIFERENCIACIÓN NUMÉRICA (DN) 
La idea principal de la técnica de DN, radica en aproximar las derivadas de una 
función analítica empleando perturbaciones o incrementos de las variables alrededor de un 
punto de interés. Básicamente, existen tres enfoques para obtener las aproximaciones por 
DN. Estos son descritos brevemente a continuación: 
Derivación de polinomios de interpolación (DN-PI): La ventaja de emplear estos 
polinomios, es que se pueden obtener en forma sistemática, numerosas fórmulas de 
aproximaciones por diferencias. Se construyen aplicando la fórmula de interpolación y son 
consistentes con las que se obtienen de los desarrollos de la serie de Taylor. Sin embargo, 
resulta difícil aplicar a retículas o incrementos no uniformes [29,30]. 
Operadores de diferencias (DN-OD): Este enfoque se considera en el caso de que 
en muchas aplicaciones prácticas es conveniente utilizar operadores de diferencias cuando 
formas particulares son usadas en forma repetitiva. De la combinación de los operadores de 
diferencias, resultan tres variantes "Hacia Adelante, Hacia Atrás y Central". La principal 
limitante de esta técnica, radica en determinar el error de la precisión, debido a que necesita 
el desarrollo de la expansión de la serie de Taylor para analizar dicho error [29], 
Desarrollo por expansión de la serie de Taylor (DN-ST): Éste método además de 
deducir las fórmulas de diferencia sistemáticamente, ofrece la posibilidad de conocer los 
términos de error producido por el truncamiento de la serie. Otras ventajas adicionales, es 
que obtiene los términos de alto orden en forma explícita, aparte de que resulta aplicable a 
retículas no uniformes (Obtención de gradientes matriciales multidimensíonales, 
empleando distintas perturbaciones para cada variable). En resumen esta técnica combina 
las ventajas que ofrecen las técnicas de polinomios de interpolación y operadores de 
diferencias [29,30]. 
De los enfoques expuestos, la técnica DN-ST presenta una serie de ventajas que lo 
hacen atractivo para su implementación. De ahí que en las próximas secciones solo sea 
presentado la formulación matemática basada en este enfoque, para el cómputo de 
gradientes matriciales de alto orden. 
2.4 EXPANSION DE LA SERIE DE TAYLOR 
En esencia, la expansión de la serie de Taylor, es una herramienta matemática que 
permite aproximar un modelo no-lineal, mediante un polinomio de alto orden [30]. La 
aproximación de DN-ST, parte de un polinomio truncado de la serie de Taylor. Por tanto, 
considere una función no-lineal multidimensional de la forma: 
x = f ( x ) 
De la aplicación de la expansión en series de Taylor resulta un modelo aproximado de la 
forma: 
~ x ' f f ] x 
Donde: 
dx, 
A = VkM 
dx. 
dx, 
• A 1 
x = Ax-\— 
2 
o) 
dx. 
VA*) 
dx_ 
x'H"x 
+ H.O.T. 
d2Mxo) ... &fkM ... d2fk (*0) 
dx]dxx dxidx¡ 
d2fk (*„) d2fk (x0) 
dxidx[ dx¡dxi 
&L (*p) 
dxndx, 
dx{dxn 
dx_dx. 
(2.1) 
(2.2) 
Donde xeR" representa el vector de estado del sistema, AGR"" y Hk e Rnn k = l,2,...nt 
son las matrices Jacobiana y Hessiana respectivamente. 
2.5 MÉTODO DE DIFERENCIACIÓN NUMÉRICA MEDIANTE LA 
EXPANSIÓN DE LA SERIE DE TAYLOR (DN-ST) 
El procedimiento para obtener la aproximación por DN-ST, parte del análisis de la 
expresión (2.1) y básicamente depende sobre donde se realice la perturbación. Por ejemplo, 
para obtener la aproximación de DN-ST "Hacia Adelante", el sistema original es 
perturbado de la forma /(x^+Ax,.). Basado en esta noción, se pueden distinguir tres 
variantes de DN-ST. Estas son: Hacia Adelante, Hacia Atrás y Central. 
La figura 2.1 muestra de manera grafica la forma en que son obtenidas las derivadas 
para una función unidimensional [29]. 
f (Kq) se aproxima mediante el gradiente de 
caía recta que pasa por f(x0), ( x j 
Figura 2.1. Gráfica de las aproximaciones por diferencias de f'{x0). 
La generalidad mostrada en la figura 2.1, permite visualizar el concepto de 
perturbación, de igual forma, facilita la compresión de la formulación multidimensional 
basada en la técnica de DN-ST, que es expuesta en las siguientes secciones. 
2.5.1 APROXIMACIÓN DEL GRADIENTE MATRICIAL DE PRIMER ORDEN 
EMPLEANDO LA TÉCNICA "DN-ST" 
Las fórmulas empleadas en la aproximación por DN-ST para determinar derivadas 
parciales de fruiciones multidimensionales, son en esencia las mismas que se emplean para 
una función unidimensional. Por tanto, para exponer el caso multidimensional, considere 
una función no-lineal multidimensional de la forma: 
x¡ — f^{x^...,xk...ixn) 
**=/*(*! (2.3) 
= f n f ( X » • * « ) 
Con la idea de presentar una mayor claridad en la formulación, considere por 
simplicidad el desarrollo para la k-ésima fruición analítica no-lineal. Por tanto, asuma que la 
aproximación que resulta de la aplicación de la expansión de la serie de Taylor, en la 
ecuación (2.3) es de la forma: 
= + (2.4) m=1 ¿ m=l p=I VXnOXp 
Donde x0 es el vector de estado para condiciones iniciales, Ax es la perturbación del 
sistema y fk(xü) = ^^o) y f¿(x0) = ^ son los elementos de la primera y segunda 
dx. dx¡dx¡ 
derivada evaluadas en la condición de equilibrio, respecto al i-ésimo elemento a perturbar. 
Es en base a esta representación se determinan las distintas aproximaciones por DN-
ST (Hacia Adelante, Hacia Atrás y Central). Los desarrollos son mostrados en las 
siguientes secciones. 
2.5.1.1 APROXIMACIÓN POR DIFERENCIAS "HACIA ADELANTE" 
Para esta aproximación, considere la k-ésima función multidimensional fk (x) de la 
expresión (2.3). Donde x = [ * , , . . . , * . , e s el vector de estado de la función, 
xo v e c t o r de estado evaluado alrededor de un punto de interés, 
Axv Ax,,...,A*n son las perturbaciones de las variables de estado,^ es la i-ésima variable de 
estado. Además, donde i = 1,..., n, en donde nf es el número de funciones del sistema (2.3) 
a diferenciar y n es el número total de variables de estado de dicho sistema. 
Para obtener la representación matricial de las funciones multidimensionales, se 
realiza el siguiente arreglo, con el fin de sintetizar la formulación y al mismo tiempo 
mostrar de forma sencilla el procedimiento derivado de aplicar la técnica de DN-ST "Hacia 
Adelante". 
Para ello se afirma que a¡ es el i-ésimo elemento a perturbar dentro de la función 
multidimensional fk (x) y es descrito de la siguiente forma: 
X 
"o 
+ Ax, 
Resolviendo tenemos que el i-ésimo elemento a perturbar es de la forma: 
ai=x¡a+áx¡ (2.5) 
De igual manera, también es definido un nuevo vector de estados, para ayudar a una 
mejor comprensión del algoritmo. Dicho vector permite visualizar el movimiento de la 
perturbación en cada variable de estado. El nuevo vector de estados x es definido como: 
'i 0 • • 0" V "0" 
0 1 ... . • : 
: o • + at 1 
0 
* * 
0 
Desarrollando las operaciones matriciales, se obtiene: 
Xad, ~ a. 
«o 
De otra manera sustituyendo en (2.6), a¡ por (2.5), obtenemos que: 
*ad. = Xk+ÁX¡ 
(2 .6) 
(2.7) 
El cual es el nuevo vector de estados en condiciones iniciales, considerando en este, 
la inclusión del término perturbado "Hacia Adelante" en la posición . 
Ahora bien, como se está diferenciando la función fk(x) respecto al i-ésimo 
elemento mediante la aproximación "Hacia Adelante", entonces la perturbación viene dada 
por el siguiente vector, conteniendo únicamente la perturbación a emplear, esto es: 
0 
^ad. = Arf 
0 
(2.8) 
Por lo tanto el desarrollo en expansión de series de Taylor para la función fk(xnd) 
empleando la aproximación "Hacia Adelante" en torno al punto de condición inicial es: 
= A M + i & O * . ^ Í Í ^ T ^ " A*„ +... (2.9) 
".=1 VXm 1 "i=l p=1 ÜXmVXp 
Finalmente aplicando los elementos del vector Ax^ (2.8), se despeja para el término 
A/ y v 
de primer orden ^ ^ de la ecuación (2.9) y truncando la serie hasta la segunda 
dx. 
derivada, encontramos que: 
dfk(*o). 
a , Ax + * ( 2 1 0 ) 
Siendo (2.10) la expresión que determina la aproximación por diferencias "Hacia 
Adelante". Donde el término Ek determina el error de truncamiento referente a la k-ésima 
función a diferenciar, respecto al i-ésimo elemento que ha sido perturbado. En dicha 
expresión existe valor de error solamente cuando la posición del elemento i=m=p, como se 
explico anteriormente, debido a que se esta diferenciando respecto al i-ésimo elemento, 
permaneciendo los demás elementos constantes por lo tanto no tienen derivada, esto 
simplifica el término de error de truncamiento y viene dado por la siguiente expresión: 
i i 
Como se observa, el error de truncamiento de la aproximación por diferencias "Hacia 
Adelante" expresado en (2.11), es directamente proporcional al término de la perturbación 
empleada y al término de segundo orden de la función original. Esto sugiere que al reducir 
el valor de la perturbación se obtendrá una aproximación más exacta respecto al método 
analítico. Note que la expresión (2.10) es aplicada de manera recursiva, para calcular la 
totalidad de las derivadas de la expresión (2.2). 
2.5.1.2 APROXIMACIÓN POR DIFERENCIAS "HACIA ATRÁS" 
Al igual que en el caso anterior, se considera solo el cómputo de las derivadas de 
primer orden para la función fk(x). Por tanto, la perturbación al elemento x% es definido 
como: 
a.=x.-Axf (2.12) 
La cual afecta a la expresión (2.7) de la siguiente manera: 
x„ = oí. 
"o 
(2.13) 
Que define el nuevo vector de estados, para i-ésimo elemento perturbado hacia atrás. 
De la misma forma es obtenido un nuevo vector de estados para la perturbación de i-
ésimo elemento: 
0 
-Ar. (2.14) 
Considerando los nuevos vectores, el desarrollo de la serie de Taylor para la función 
fk (xa¡t ) empleando la aproximación "Hacia Atrás", es definida como: 
2 m=i dxmdxp m p 
(2.15) 
Considerando la misma mecánica expuesta para la formulación "Hacia Adelante", la 
sustitución de los elementos del vector término Ax^ (2.14), simplifica la expresión anterior 
-y* / \ 
(2.15) y finalmente, al despejar el término de primer orden - • • y truncando la serie 
DX, 
hasta el término de la segunda derivada, resulta: 
I R ~ — s — ( 2 1 6 ) 
Donde Ek determina el error de truncamiento referente a la k-ésima función 
diferenciada con respecto al i-ésimo elemento perturbado. De igual forma que en la 
formulación expuesta anteriormente, existe error solamente en la posición del elemento 
i=m=p, debido a que se esta diferenciando respecto al i-ésimo elemento, permaneciendo los 
«V" / \ 
demás elementos constantes por lo tanto no existe derivada para estos: - 0 -
dx. 
= 0 , lo 
n*¡ 
anterior simplifica el término de error de truncamiento que es definido mediante la 
siguiente expresión: 
Como se puede observar, el error de truncamiento de la aproximación por diferencias 
Hacia Atrás (2.17), es directamente proporcional al término de la perturbación empleada y 
también proporcional al término de segundo orden de la función original. 
2.5.1.3 APROXIMACIÓN POR DIFERENCIAS «CENTRAL" 
Para este caso, se emplean los desarrollos de la serie de Taylor para la función fk (x) 
tanto en su modalidad "Hacia Adelante" y "Hacia Atrás", mostrada en (2.9) y (2.15) 
respectivamente. Partiendo de este hecho, considere que la formulación "Hacia Adelante" 
es descrita como: 
m=l axm ¿m=tP=i °xmaxp ^ 
+ L f f f ÉÁM^JSXAX +.„ 
De igual forma considere que la formulación "Hacia Atrás" es de la forma: 
„.i a*ma* 
3 (2.19) 
+ - H £ d f k ( X o ) A x A A c 
Una vez obtenidos los desarrollos de las series para ambas variantes (Hacia Atrás y 
Adelante) y aplicando los vectores para las perturbaciones Axad para (2.18) y Ac^ para 
(2.19), se procede a definir la formulación "Central" mediante la resta de las expresiones 
(2.19) a la (2.18), resultando la siguiente expresión simplificada: 
Ahora, despejando el término de primer orden ^ ^ de la expresión anterior, 
dx. 
resulta la expresión: 
cbc, 2Ac; 
+ Ekj (2 .21) 
Que determina la aproximación de la derivada del i-ésimo elemento, empleando la 
aproximación por diferencia "Central". El término E^ es el error por truncamiento de la k-
ésima función diferenciada, respecto al i-ésimo elemento que ha sido perturbado. De la cual 
existe valor de error solamente cuando la posición del elemento i=m=p=q, debido a que se 
esta diferenciando respecto al i-ésimo elemento, permaneciendo los demás elementos 
constantes, por lo tanto no tienen derivada, entonces: 
término de error de truncamiento como sigue: 
= 0 , simplificándose el 
6 dx:dx:dx.. 
Como se puede observar, a diferencia de las dos aproximaciones anteriores (2.10) y 
(2.16), en la presente aproximación "Central", el error de truncamiento definido por (2.22) 
es proporcional a Axf y no a Ax¿. Por tanto, el error disminuye con mayor rapidez que con 
las otras dos aproximaciones. 
2.5.2 APROXIMACIÓN DEL GRADIENTE MATRICIAL DE SEGUNDO ORDEN 
MEDIANTE LA TÉCNICA "DN-ST", EN SU VARIANTE " C E N T R A L " 
En el apartado anterior (2.5.1), se obtuvieron las tres aproximaciones por diferencias 
para la obtención de los términos de la primera derivada. En este apartado se muestra única 
y exclusivamente el desarrollo empleado en la aproximación Central, debido a que su 
formulación resulta ser más precisa que las aproximaciones Hacía Adelante y Hacía Atrás, 
además que dicha aproximación incluye ambas formulaciones en su desarrollo matemático. 
Al igual que para el análisis realizado para la obtención de las primeras derivadas, la 
función fk (*) es expandida mediante la utilización de la serie de Taylor. La representación 
matricial hasta segundo orden es de la forma: 
, 1 
x = Ax + — 
2 
x'H]x 
x'H"x 
+ H.O.T. (2.23) 
Con la idea de facilitar la aplicación de DN-ST "Central", al cálculo de la matriz 
Hessiana. Considere que la k-ésima matriz Hessiana es representada de la siguiente forma: 
/ b \ / c 
Hk 
d2fk (*,) 
dxpxn 
(2.24) 
En la expresión (2.24) se pueden distinguir tres tipos de elementos (a, b y c). Por 
tanto se determinan distintas expresiones para el cálculo de los elementos de (2.24). Dicho 
de otra manera, se obtienen expresiones para determinar las derivadas de segundo orden 
tanto para la diagonal principal en la posición en la que i=k (elemento tipo "a"), j * k 
(elemento tipo "¿") y finalmente cuando se quieren determinar la función respecto a los 
elementos mutuos ó fuera de la diagonal principal (elemento tipo "c"). Partiendo de este 
hecho, la formulación para obtener los diferentes tipos de elementos que componen la 
matriz Hk, es presentada a continuación. 
2.5.2.1 FORMULACIÓN PARA OBTENER EL ELEMENTO TIPO V ' DE LA 
APROXIMACIÓN DN-ST "CENTRAL" 
Para la obtención del elemento tipo "a" (elemento de la diagonal principal cuando la 
posición del elemento i = fc), se emplean los desarrollos de la serie de Taylor tanto en 
Adelanto fk(xad ) como en Atraso ft(xal ) desarrolladas hasta la cuarta derivada. Ambas 
expresiones son diferenciadas con el sufijo "ad99 y W respectivamente, así también, se 
emplean los vectores de perturbaciones (2.6) para la expansión hacia Adelante y (2.14) para 
la expansión en Atraso. Los desarrollos de Taylor en mención para ambas formulaciones 
son de la forma: 
im=lpml oxmoxp 
+ I y y f l A M - b c Ax A x + i - y f V y d4fk(Xo) Ax AxDAxaAxr 
y 
m=\ OXm í m_[ p-¡ OXmOX 
4 
+ 1 y y y ^ A*mA* a * + - 1 y y y a Á ( x ° } AxmAx ax Axr 
Como se mencionó anteriormente, para obtener la aproximación DN-ST "Central" se 
suma la expresión 2.26 a la expresión 2.25, resultando la expresión simplificada: 
A ( X , ) + A (¿w,) = 2fkW + ^ é ^ 1 ^ + ^ ^ t t t teM^M (2.27) ox.ox, 12 ox.ax.ax.dx, i—i —i i — i i 
De la cual se despeja el término de segundo orden ^ /*(*o) ^ t r u n c h o e ( término de 
dx, 
cuarto orden, resultando: 
dx,dx: Ax:Ax, c i —i —i 
Donde el término , es el error de truncamiento. Considerando que la k-ésima 
función diferenciada, respecto al i-ésimo elemento que ha sido perturbado. Resultando sólo 
error cuando la posición del elemento i~m-p=q—ri debido a que se esta diferenciando 
respecto al i-ésimo elemento. Por tanto la expresión para el error es definido como: 
E = AxfAr,. &fk (*o) ( 2 2 9 ) 
12 dxfadx.dx, 
En la expresión se puede observar que, el error es proporcional a la perturbación Ax¡, 
así como al término de cuarto orden de la función en condiciones iniciales. 
2.5.2.2 FORMULACIÓN PARA OBTENER EL ELEMENTO TIPO "6" DE LA 
APROXIMACIÓN DN-ST "CENTRAL" 
A continuación se obtiene la expresión por medio de la cual se determina la 
aproximación Central para el elemento de la diagonal principal, cuando la posición del 
elemento (elemento tipo "6"). 
De igual manera empleamos la formulación de expansión de la serie de Taylor de las 
variantes "Hacia Adelante y Atrás" desarrolladas hasta el cuarto orden. El subíndice "j" 
indica que la diferenciación respecto al j-ésimo elemento (elemento tipo "A"). 
Las expansiones para las variantes Hacia Adelante y Hacia Atrás son: 
"i=l ^ m Z m=l 1 VXmCXp 
3 4 ( 2 - 3 0 ) 
+ - f f y d f k { X o ) Á x m á x p A x t + l f t t t d Á M AxAxAxAx 
y 
"i=l OXm ¿ ""=1 />=! CX«,0*? 
3 4 (2.31) 
+ l^AxAx + - f f ¿ f 6 fk (*o) AxAxAxAx 
De igual forma considere los siguientes vectores de perturbación en la x} posición: 
À*«/, = Ax. y a*«. = -Ax. (2.32) 
Siguiendo el procedimiento empleado para la formulación de tipo "a". Se suma la 
expresión (2.31) a la expresión (2.30), tomando en cuenta los elementos de los vectores de 
perturbaciones (2.32), Aí^ en (2.30) y Axw en (3.31), la expresión ya simplificada es la 
que se muestra a continuación: 
í i y t / . l v l ' V . W ^ A ^ s ^ r W A (2-33) dXjdXj 1 1 12 dXjdXjdXjdXj 
Despejando la expresión anterior para el término de segundo orden 
a*,. 
d2fk (x0) _ f A i ) - 2 f k ( x 0 ) + fk(xali) 
dxjdxj AXjAx. 
, resulta: 
(2.34) 
Donde el término Ek , es el error de truncamiento. Considerando que la k-ésima 
función es diferenciada respecto al j-ésimo elemento que ha sido perturbado. Resultando 
solo término de error cuando la posición del elemento j=m=p=q=r, debido a que se esta 
diferenciando respecto al j-ésimo elemento. Por tanto la expresión para el error es definido 
como: 
kj 12 dXjdXjdXjdXj 
(2.35) 
Al igual que para el i-ésimo elemento, se observa, el error de la aproximación Central 
para la segunda derivada es proporcional a la perturbación Axj, así como al término de 
cuarto orden de la función en condiciones iniciales. 
2.5.2.3 FORMULACIÓN PARA OBTENER EL ELEMENTO TIPO "c" DE LA 
APROXIMACIÓN DN-ST «CENTRAL" 
Para esta aproximación Central, empleamos los desarrollos en Adelanto y en Atraso 
de la serie de Taylor mostradas en los apartados anteriores. En este caso son perturbados 
dos elementos del vector de estados x , lo que lleva a renombrar dicho vector, de la 
siguiente forma: 
V .adj 
XL + Ax. <o "o 
x. + Ax, Jo Jo 
«o 
X ad, ,alj 
x. + Ax. •o «o 
x¡ - A x , Jo Ja 
«o 
at^adj 
XL ~AX, •o b 
X ; + A X ¿ Jo Jo 
"O 
xu -Ax, <0 <0 
x, - A x . Jo Jo 
(2.36) 
Así mismo se modifican los vectores asociados a las perturbaciones: 
Ax ad, ,adj 
0 
Ax.. 
Ax, Jo 
, Ai, ai, ,ad¡ 
0 
"AX; 
Ax. Jo 
> Ax, ad, ¿Xj 
0 
Ax, 
-Ax. 
» Ax « •i 
-Ax, 
-Ax. 
(2.37) 
De igual forma las expresiones (2.30) y (2.31) para la función fk(x), son redefinidas 
como fk (xüdfM/), fk(xal,nit) y fk(xad¡,alj), fk(xatittttj), las cuales son: 
m p 
a3 
+ 7 2 2 2 , (2.38) 6 í u ^ trí m=l p v q 
+ - 2 2 2 E ax 
La expresión (2.38) muestra la aproximación por diferencias hacia adelante en xi y 
adelante en x/, empleando los elementos del vector Ax^ ^ . 
m=l dxn¡ 2m=J% dxmdxp p 
+ 7 2 2 2 (2.39) 
+ - 2 2 2 2 a 4 / t f a ) Ac AX AX AX„ 
La expresión (2.39) muestra la aproximación por diferencias hacia adelante en x, y 
atrás en xj, empleando los elementos del vector Ax^ m . 
£ dxm 'm ' 2£í±í dxmdxL 'm " 
+ 1 y y y ^ ^ ^ a a . ( 2 40) 
+ J _ y y y y -a*ax„ax a* 
A 5 * A m " q 
La expresión (2.40) muestra la aproximación por diferencias hacia atrás en x, y atrás 
en Xj, empleando los elementos del vector Axal fl, . 
«=l ¿ *f=l p=l GXmVXp 
(2-41) 
+ y y y y M ^ . . ^ 
La expresión (2.41) muestra la aproximación por diferencias hacia atrás en xt y 
adelante en x., empleando los elementos del vector Axm¡ a d ¡ . 
A continuación se muestra el procedimiento matemático para la obtención de la 
segunda derivada por medio de la aproximación Central, haciendo uso de los vectores para 
las distintas perturbaciones (2.37), esto con la finalidad de simplificar las expresiones 
siguientes, para observar mejor el procedimiento, se eliminan los términos constantes o en 
condición estable, esto significa que son diferentes de los elementos en la posición " f ' y 
ya que no existen derivadas para dichos elementos constantes. 
Restando (2.39) a la (2.38) para eliminar con esto el término de la primera derivada 
de la función, realizando la operación, obtenemos: 
Á (*ad, ,odj ) fk (*od¡ ,mJ ) ~~ ^ ^ 
1 
Ar, + -
' 2 dxidxj ' ' 
1 
+ — 
6 
1 
+ — 24 
J dx\ } dx. dXj 
8 
dx^dxj 
Ax'Ax. + 8 
d*Mx0) 
ac,azf 
Ax.Ax2 
(2.42) 
Después, restando la ecuación (2.41) a la ecuación (2.40) para, igual que en el paso 
anterior, eliminar el término de la primera derivada, que es la finalidad en este 
procedimiento para obtener así, la aproximación por diferencias para la segunda derivada. 
' 1 
1 
+ -6 dx:dx, ' ' dx5 J 
I J 
(2.43) 
1 
+ — 24 DX¡DXJ ' J dxidx] < j 
Luego, sumando la ecuación (2.42) a la (2.43) se llega a la siguiente expresión: 
fk (Xad,,ad/ ) ~ fk (Xad,,aí¡ ) + fk ,<u, ) _ fk ,adj ) 
A&FKI*o)A A 2 
dx¡dx] 3 &3A*. ' * DX.DX] ' J I J I 1 
(2.44) 
Por último, despejando para el término de la segunda derivada — s e obtiene 
la ecuación mostrada a continuación: 
d2fk(x0) _ fk(Xad„ad^ fk(Xad„ml)+ fk(Xail,a'j) fk M, ) 
DX,DXJ 
(2.45) 
Finalmente (2.45) es la aproximación por diferencia Central para la segunda derivada, 
empleando una función multidimensional, respecto a los elementos X¡ y con su 
respectivo término de error de truncamiento EK el cual es mostrado a continuación: 
EK = — 
*» 6 8x]dxj ' dxpx) 
(2-46) 
Dicho error de truncamiento (2.46) es proporcional a la suma del cuadrado de las 
perturbaciones de los elementos " f y "f \ y también a la derivada parcial de cuarto orden 
de la función en condiciones iniciales. 
Una vez determinada la formulación para el cómputo de los elementos de los 
gradientes matriciales de primer orden y segundo orden. Se analizan los errores que se 
presentan al emplear una formulación basada en una aproximación. 
2.6 ERRORES GENERADOS EN LA APROXIMACIÓN "DN-ST" 
El concepto de error está asociado con el cálculo numérico. Por tanto, es de 
primordial importancia realizar un seguimiento de los errores de la aproximación, con el fin 
de poder estimar el grado de precisión de la aproximación respecto de la solución original o 
exacta. Partiendo de este hecho, las formulaciones obtenidas en las secciones (2.5.1) y 
(2.5.2), son presentadas en las tablas 2.1 y 2.2, con la idea de analizar el error que se genera 
en la aproximación "DN-ST" y sus variantes [29,30]. 
La tabla 2.1 muestra en forma resumida las formulaciones empleadas para el cómputo 
del gradiente matricial de primer orden, en sus tres variantes (Hacia Adelante, Hacia Atrás 
y Central), así como también el error de truncamiento de cada variante. 
Tabla 2.1. Aproximaciones por DN-ST para el cómputo del gradiente matricial de Ier orden. 
Aproximación Formulación matemática Error de truncamiento 
Hacia delante 
dxi Ax¿ 
E . A*, d2fk (x0) 
2 dxjdx,. 
Hacia Atrás ¥k W _ fkM-ft(**,) t E 
dxi Ax( k' 
E _ A*, d2f„ {x0) 
2 dxfe 
Central 
A&^-fA*«) 
dxt 2Ax¡ 
E _ Ax,Ax,. tffk (xQ) 
k' 6 dxldxidx¡ 
Como se observa, el error de truncamiento de la aproximación por diferencias "Hacia 
Adelante y Hacia Atrás" es directamente proporcional al término de la perturbación 
empleada, esto sugiere que al reducir el valor de la perturbación se obtendrá una 
aproximación más precisa respecto a la solución obtenida mediante el método analítico. Por 
otro lado, la aproximación "Central", presenta una mejor aproximación, debido a que el 
error decrece con el cuadrado de la perturbación. 
La tabla 2.2 muestra la formulación desarrollada para la obtención del gradiente 
matricial de segundo orden empleando la aproximación por DN-ST "Central", presentando 
también, los errores producidos por el truncamiento de la serie de Taylor. 
Tabla 2.2 Aproximación por DN-ST "Central" para el cómputo del gradiente matricial de 2do orden. 
Aproximación DN-ST "Central" para el cómputo del gradiente matricial 2d0 orden 
Descripción: Elemento tipo "«", diagonal principal (posición i = k) 
Formulación 
matemática dx^dx.. 
+ E„ 
Error de 
truncamiento 
_ AxtAx, d*fk (x0) 
12 dxidx¡dxidxi 
Descripción: Elemento tipo "A", diagonal principal (posición j * k ) 
Formulación 
matemática 
Error de 
truncamiento 
# f k M ^fk(xadj)-2fk(x0) + fk(xaij) 
dx.dxj AXjAXJ 
E = d4fk{x0) 
+ E„ 
12 dXjdXjdXjdXj 
Descripción: Elemento tipo "c", mutuo, fuera de diagonal ( / ^ j ) 
Formulación 
matemática 
d 2 f ( x 0 ) _ f k ( X a d , ) ~ f k (*atf, .al, ) + f k (*«„«, ) ~ /* (*«, .ad, ) 
dXjdXj 4Ax,AXj 
+ E„ 
Error de 
truncamiento dxìdx, ' dx.dx* J I J • j 
Como fue mostrado previamente el error de la aproximación DN-ST "Central", 
disminuye de forma cuadrática, al mismo tiempo esta ponderada con la derivada de cuarto 
orden. Algo que cabe mencionar, es que esta aproximación, hace uso tanto de la 
aproximación DN-ST "Hacia Adelante" y como la de "Hacia Atrás". En otras palabras 
representa el promedio entre ambas aproximaciones. 
2.6.1 ERROR ENTRE LA APROXIMACIÓN DN-ST Y LA SOLUCIÓN EXACTA 
Debido a que las derivadas de la función original, son aproximadas mediante un 
proceso numérico, se deben analizar los errores asociados a su cálculo. Los errores que se 
generan en el proceso de cómputo son el "Error de Redondeo" y "Error de Truncamiento". 
El Error de Redondeo se debe a que la computadora sólo representa las cantidades 
con un número finito de dígitos, por lo tanto está restringida a un límite de cifras 
significativas para representar números. 
En cambio, el Error de Truncamiento es causado por resolver el problema no como se 
ha formulado, sino mediante algún tipo de aproximación. Generalmente resulta de truncar 
un proceso infinito para obtener un proceso finito. Un ejemplo de esto sería el cálculo de 
una función elemental como lo es el Seno(x), empleando sólo n términos de los infinitos 
que constituyen la expansión en serie de Taylor. 
Ambos errores son incluidos implícitamente en el análisis realizado para determinar 
el error porcentual, el cual evalúa la precisión que presenta el método de DN-ST para 
aproximar gradientes de una función. 
Este error es evaluado de la siguiente forma: 
Valor verdadero = Valor aproximado + error aproximado (2.47) 
Por tanto el error aproximado (Ea), es de la forma: 
Ea = Valor verdadero -Valor aproximado (2.48) 
Considerando un índice más preciso para calcular el error, es empleado el error 
porcentual, definido como sigue: 
£ __ Valor verdadero-Valor aproximado xjqq0/ 
p Valor verdadero (2.49) 
Donde por medio de dicho error (2.49), se refleja de mejor manera el índice de 
aproximación que se esta obteniendo al aproximar un sistema mediante la aplicación de 
cualquier método de Diferenciación Numérica. 
2.7 CONCLUSIONES PRELIMINARES 
> En este capítulo se presentó una formulación multidimensional para el cálculo de 
gradientes matriciales de segundo orden. Además fueron expuestas tres variantes de 
la aproximación DN-ST. 
> La formulación presentada es de carácter general y permite la inclusión de 
gradientes matriciales mayores al tercer orden. De igual forma permite diferentes 
magnitudes de perturbación. Debido a que en SEP las variables de estado presenta 
diferentes escalas de tiempo, de ahí la importancia de tener una formulación que 
considere una retícula no-uniforme (Obtención de gradientes matriciales 
multidimensionales, empleando distintas perturbaciones para cada variable). 
> La formulación permite conocer con precisión el porcentaje de error que se tendrá 
en la aproximación, debido a que presenta ecuaciones analíticas que permiten 
predecir el error numérico que se generará con determinada perturbación. 
CAPÍTULO 3 
APLICACIÓN DE LA APROXIMACIÓN 
"DN-ST" AL CÓMPUTO DE LA MATRIZ 
PLANTA ASOCIADA AL ESTUDIO DE 
ESTABILIDAD DINÁMICA 
Resumen: En este capitulo se aplica de forma parcial la formulación DN-ST 
presentada en el capítulo 2. La formulación en sus tres variantes (Adelante, Atrás y 
Central), es aplicada al cálculo del gradiente matricial de primer orden, que resulta del 
modelo clásico linealizado del Sistema Eléctrico de Potencia (SEP). La formulación DN-
ST es evaluada y comparada con respecto de la formulación exacta, para valorar su 
desempeño y exactitud computacional. Para ello son considerados distintos casos de 
estudio, asi como diversos sistemas de prueba, para valorar su precisión numérica y 
desempeño computacional. 
3.1 INTRODUCCIÓN 
Este análisis lineal (determinación de la matriz Planta), es una de las herramientas 
empleadas por la industria eléctrica para determinar si un SEP es estable o inestable dentro 
de una determinada condición de operación. La localización de sus valores propios en el 
plano complejo, determinan de manera general, el comportamiento dinámico del SEP en un 
instante de tiempo. Como es conocido, los valores propios son obtenidos de la ecuación 
característica, que a su vez depende del cálculo del gradiente matricial de primer orden, 
denominado "matriz Planta" (matriz A) [2,11]. Esto último, es de particular interés, en el 
desarrollo del presente trabajo de investigación. 
En la actualidad, existe en el mercado una amplia gama de paquetes computacionales 
empleados para evaluar el comportamiento del SEP. Siendo de mayor interés para esta 
investigación, son los utilizados para el estudio de Estabilidad Dinámica. La tabla 3.1 
muestra algunos de los programas comerciales comúnmente usados por la industria 
eléctrica, para el análisis de Estabilidad Dinámica. 
Tabla 3.1. Software empleado en la Industria Eléctrica, para el análisis de Estabilidad Dinámica 
Software Método empleado calcular el gradiente: 
x = Ax 
Simpow ® Analítico 
Eurostag ® Analítico 
DigSilent ® D N H a c i a Adelante 
PSS/E ® Hacia Adelante 
Las diferencias entre los resultados obtenidos por los programas comerciales 
mencionados en la tabla 3.1, radican en los algoritmos empleados para el cómputo de la 
matriz Planta. Algunos trabajos de carácter académico, han comparado estos algoritmos, 
para valorar la mecánica con que calculan la matriz Planta y por tanto los valores propios. 
En [13] fue valorada mediante dos técnicas de linealización. Una basada en la técnica de 
Diferenciación Numérica en la modalidad de "diferenciación hacia Adelante" y la otra en 
una formulación exacta basada en la regla de la cadena. En este trabajo se mostró que la 
forma de linealizar el sistema modifica el análisis de Estabilidad Dinámica. Un enfoque 
diferente fue propuesto en [19] y esta basado en Diferenciación Simbólica (DS). En este 
trabajo se emplea el potencial de la programación simbólica para el cálculo de la matriz 
Jacobiana. Sin embargo, su aplicación estuvo limitada a un SEP limitado en tamaño. 
En este capítulo, se valora parcialmente el potencial de la formulación expuesta en el 
capítulo 2. En una primera parte de la investigación, se analiza el desempeño de la 
formulación DN-ST en sus tres variantes, en el cálculo del gradiente matricial de primer 
orden, del modelo aproximado del SEP. 
3.2 APLICACION DE "DN-ST" A LA FORMULACIÓN 
MULTIMÁQUINAS DEL SEP 
A fin de valorar la capacidad y robustez de los algoritmos basados en DN-ST 
presentada en el capítulo 2. La aproximación DN-ST se implementa para el modelo 
dinámico más simple del SEP. Las expresiones analíticas de éste modelo, son representadas 
por las siguientes ecuaciones diferenciales asociadas al desplazamiento y velocidad angular 
respectivamente [11]: 
3 =®i ~ú)r4 =fs, P^a i=l,2,...,ng (3.1) 
à>, = — {Pm. - Pe,. - D.a>. ) = f i v 1 1 i i / o, (3.2) 
Donde: 
P = 
"G 
J*> 
(3.3) 
Los términos que componen las expresiones (3.1) a (3.3) son: Pe que es la potencia 
eléctrica, Di es la constante de amortiguamiento, E¡ es el voltaje interno del generador i, 
Gy + jBtJ es la admitancia entre los generadores i y y, 0)l es la velocidad angular del 
generador i y 8¡ es el desplazamiento angular del generador. 
Las expresiones (3.1) y (3.2) pueden sintetizarse de la siguiente forma: 
W M = [W.T (3-4) 
Facilitando con ello, la comprensión de la formulación posterior. 
3.2.1 M O D E L O LINEALIZADO DEL SEP: FORMULACIÓN ANALÍTICA ("FA") 
El modelo no-lineal del SEP mostrado en (3.4) es linealizado alrededor de un punto 
de equilibrio mediante la expansión en series de Taylor. En este apartado solo es 
considerado el desarrollo del término de primer orden de la expansión, despreciando 
entonces los términos de alto orden (High Order Terms) [2], resultando: 
x = Ax + H.O.T. (3.5) 
Donde A, es conocida como la matriz Jacobiana o matriz Planta y x representa el 
vector de las variables de estado del SEP. La matriz planta evaluada en un punto particular 
de operación para el modelo adoptado es de la forma: 
7 . ( 0 
JITI) FM 
- A I \ ) AM 
AM AM 
• A K 
. . . 
•• R M A.M 
... 
• 4 K 
4 ( 4 ) 
A ti) A m 
• 
. . . 
•• R M A.M 
... 
donde el vector de estado es de la forma: 
x = 
ú)n 
, el cual es representado como SQ = 
X " A " 
\ II % 
. V Cú 
y donde los elementos que componen la matriz Planta son de la forma: 
OCOL dS.. 
2 Hk dd: ' k)~ da>„ ~ 2HÍ 
De donde ng = número de generadores, k=l,...,ng) el i-ésimo elemento puede ser el 
de la posición i=l,...,ng, por consiguiente las cuatro submatrices son de dimensiones de 
{ng,ng). 
El modelo linealizado mostrado en la expresión (3.5), ha sido convencionalmente 
calculado de forma analítica, permitiendo con ello conocer los valores exactos de la matriz 
"A". En este trabajo usaremos el término de "FA", para diferenciar de la aproximación que 
resulta de la técnica de DN-ST. En la siguiente sección se presenta la aplicación del método 
de DN-ST para el cálculo de esta matriz, presentando tres variantes del método de DN-ST. 
3.2.2 MODELO LINEALIZADO DEL SEP: APROXIMACIÓN POR "DN-ST" 
Al aplicar la expansión en series de Taylor a las ecuaciones (3.1) y (3.2) y haciendo 
uso de la idea presentada en el capítulo 2. Son retenidos sólo los términos de primer orden 
en la expansión de la serie de Taylor. Del proceso desarrollado en las secciones (2.5.1), 
resultan las expresiones de la tabla 3.2. En esta se resumen las expresiones obtenidas para 
el modelo clásico del SEP, en las tres variantes de la aproximación DN-ST. 
Tabla 3.2. Aproximaciones derivadas de la técnica de DN-ST. 
Hacia delante Hacia Atrás Central 
/ ; K H AK)=o 
J i k H fk k ) = 1 fk k ) = 1 
„ (S \ A O U - A t o ) r (x \ r ( s \ A k ) - A ( ^ ) \Sk)= ^ t A6, 2As, 
f , ( \ Dk<»rf 
2Hl 2 Hl 
Donde k=l,..,ng, el i-ésimo elemento puede estar en la posición i=l,...,ng, S0 es el 
vector con los valores del desplazamiento angular en condiciones iniciales, obtenidos de la 
corrida de flujos de potencia y AS¡ es la perturbación o tamaño del paso de la variable a 
diferenciar. Intuitivamente se espera que conforme AS¡ 0, la aproximación por DN-ST 
sea más cercana a la solución exacta encontrada por la Formulación Analítica. Note que las 
ecuaciones mostradas en la tabla 3.2, forman la aproximación por diferencias de la matriz 
Planta del sistema linealizado. 
3.2.3 ALGORITMO COMPUTACIONAL EMPLEADO EN LA APROXIMACION 
"DN-ST" 
Con el propósito de determinar y evaluar la matriz Jacobiana mediante la aplicación 
de técnicas de DN-ST, fue desarrollado un algoritmo en el ambiente de MatLab® [26]. La 
figura 3.1 muestra la secuencia computacional, empleada por el algoritmo DN-ST 
"Central" para el cómputo del gradiente de primer orden. 
-W J*, I i y 
Hacia Adetantej |Tl 
Hacia Atrás 
Fig.3.1. Algoritmo DN-ST "Central". 
3.3 SIMULACIÓN Y RESULTADOS 
En este apartado se muestran las simulaciones numéricas correspondientes de aplicar 
la técnica de DN-ST para determinar el comportamiento de las variables que operan en 
dicho sistema. Para ello son evaluados diferentes sistemas de pruebas con diferentes 
características de modelado. 
3.3.1 SENSITIVIDAD DE LOS VALORES PROPIOS A LA VARIACIÓN 
PARAMÉTRICA DEL SEP 
El estudio de sensitividad paramétrica parte del cálculo de la matriz Planta y sus 
valores propios. El proceso es descrito en el diagrama de flujo de la figura 3.2. Los valores 
propios de los métodos DN-ST son comparados contra el método convencional o analítico 
en cada variación paramétrica del sistema, para evaluar la exactitud de los métodos DN-ST. 
Fig.3.2. Diagrama de flujo para obtención de la matriz Planta. 
3.3.1.1 DESCRIPCIÓN DEL SISTEMA DE PRUEBA Y SUS CARACTERÍSTICAS 
DINÁMICAS 
Con el fin de valorar la capacidad y robustez de los algoritmos basados en DN-ST, se 
emplea el SEP de Nueva Inglaterra como sistema de prueba. El diagrama unifilar del 
sistema es mostrado en la figura 3.3. 
Fig. 3.3. Sistema de 10 unidades generadoras con 39 buses de interconexión. 
La figura 3.3 muestra un diagrama unifilar del sistema equivalente de Nueva 
Inglaterra. El sistema esta compuesto por 10 unidades de generación, conectadas a través 
de un sistema de transmisión mediante 39 buses de interconexión. En este estudio los 
generadores son representados por el modelado clásico y las cargas son representadas por 
impedancias constantes. 
Inicialmente el SEP de prueba es evaluado mediante la Formulación Analítica, que 
presenta 19 valores propios, de los cuales, 4 son clasificados como modos inter-área 
(oscilaciones entre grupos de generadores interconectados) y los 15 restantes como modos 
locales (oscilaciones propias de un generador, respecto a los demás generadores 
interconectados). Esta clasificación resultó del análisis de Estabilidad Dinámica. La tabla 
3.3 muestra dichos valores propios. 
Tabla 3.3. Valores Propios obtenidos, empleando la Formulación Analítica. 
Valores Propios X (Método Analítico) 
U -0.0290 ± 3.5735i Modo Inter-área 
3,4 -0.0304 ±5.5087i Modo Inter-área 
5,6 -0.0561 ± 6.2685Í Modo Local 
7,8 -0.0651 +7.0151Í Modo Local 
9,10 -0.0749 ± 7.9020Í Modo Local 
11,12 -0.0540 ± 7.9559Í Modo Local 
13,14 -0.0799 ± 9.1608i Modo Local 
15,16 -0.0629 ±9.6590i Modo Local 
17,18 -0.0742 ± 9.7886Í Modo Local 
19 -0.0615 Modo Local 
Para el estudio paramétrico, es seleccionado el modo inter-área #1,2, asociado a la 
oscilación de los generadores 5, 6 y 9 contra el generador 10. El parámetro de 
amortiguamiento asociado al generador 10, es perturbado de forma secuencial, para 
estudiar la sensitividad del valor propio #1,2, obtenido de la aplicación del algoritmo DN-
ST. 
3.3.2.1 COMPARACIÓN DE LA PRECISIÓN NUMÉRICA ENTRE LAS 
FORMULACIONES "FA" Y "DN-ST" 
A fin de determinar la robustez y la eficiencia de las variantes por DN-ST, son 
considerados tres casos de estudio asumiendo diferentes intervalos o perturbaciones (Ac>(). 
La tabla 3.3 muestra las perturbaciones a evaluar. 
Caso 
Casos de estudio 
Intervalo utilizado 
1 
2 
AS = 0A 
AS = 0 . 0 1 
3 AS = 0 . 0 0 1 
Para cada caso de estudio, se calculan los valores propios. En específico es 
monitoreado el modo inter-área #1,2. Para ello, en cada caso es variado secuencialmente el 
parámetro D (amortiguamiento) asociado al generador 10, para perturbar de forma 
importante en el comportamiento de ese modo en mención. 
Los resultados entre la FA y las distintas variantes de la aproximación por DN-ST son 
comparados. A continuación son mostrados los resultados obtenidos para cada caso. 
• Caso 1.- En la figura 3.4, se muestran los resultados obtenidos para el modo inter-
área #1 (parte imaginaria negativa), cuando es variado el parámetro de 
amortiguamiento D del generador 10. 
AriBteo 
Aproi-Cerdríl 
-B- Afirox-Ad«fent« 
Aj)rcx-¿lr¿8 
•003 
Fig.3.4. Comparación de Métodos para un AS = 0 . 1 . 
Como se observa de la figura 3.4, el valor numérico del modo ínter-área se mantiene 
constante a medida que el parámetro del amortiguamiento D disminuye hasta la pérdida de 
estabilidad. La aproximación "Hacia Adelante" pasa con mayor rapidez al plano de 
inestabilidad. Por otro lado se puede visualizar que de las tres aproximaciones por DN-ST, 
la que utiliza la aproximación "Central" presenta una mayor precisión numérica. 
• Caso 2- En la figura 3.5 se muestran los valores propios del modo inter-área (par 
imaginario negativo), obtenidos para la variación del amortiguamiento D. 
Como se indica de la figura 3.5 al reducir el intervalo, se reduce el margen entre las 
aproximaciones por diferencias empleadas para determinar el valor propio. Al igual que en 
el caso 1, la aproximación "Central" presenta un desempeño eficiente en términos de 
precisión, aún cuando el modo resulte inestable. 
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Fig.3.5. Comparación de Métodos para un AS = 0 . 0 1 . 
• Caso 3- En este caso se considera un intervalo de A<? = 0.001. La figura 3.6 
muestra la comparación entre los métodos de DN-ST con la FA. 
Como puede observarse en la figura 3.6 a diferencia del caso anterior, ahora cuando 
se disminuye un poco más la perturbación, se visualiza una variación en el valor del modo 
conforme se varía el parámetro del amortiguamiento D. Siendo, la aproximación "Hacia 
Atrás" la que manifiesta una variación mas pronunciada. El impacto de disminuir la 
perturbación se manifiesta de forma más notable en la aproximación "Central", ya que 
prácticamente el modo inter-área coincide con el obtenido de forma exacta. 
Para observar el margen de "inexactitud" entre las aproximaciones por DN-ST y el 
método convencional (FA) se determina el error, cuya formulación se presenta en el 
siguiente apartado. 
-3.57 0 01 
Fig.3.6. Comparación de Métodos para un AS = 0 . 0 0 1 
3.3.2.2 ANÁLISIS DEL ERROR ENTRE "FA" Y "DN-ST" 
Para determinar con mayor precisión la aproximación de los cálculos obtenidos por 
las aproximaciones de DN-ST respecto de la FA en los casos enunciados anteriormente, se 
emplea un criterio basado en el porcentaje de error. La expresión empleada para calcular el 
error porcentual entre ambos métodos es la siguiente: 
EP KjOJ-WP) 
HP) 
DN\ xlOO (3.18) 
' FA\ 
Donde: \¿(p)FA\ es el valor propio obtenido de la FA y |^(p)DA, | es el valor propio 
obtenido mediante DN-ST, y p es el parámetro que se varía. En este caso es el coeficiente 
de amortiguamiento D, asociado al generador diez. 
Caso 1.- En la figura 3.7 se muestra el error porcentual para el modo inter-área (parte 
imaginaria negativa) entre ambos métodos, conforme es variado el parámetro D para el 
generador diez. 
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Fig.3.7. Comparación del error porcentual entre las variantes de DN-ST respecto de la FA para una 
perturbación de A<5" = 0.1. 
El error porcentual mostrado en la figura 3.7, presenta una tendencia constante, 
observando que, aunque el valor de la perturbación empleada es "relativamente grande", las 
aproximaciones muestran resultados aceptables, siendo para la aproximación "Central" 
alrededor del 0.08 %. 
Caso 2.- En la figura 3.8 se muestra el error porcentual para cada aproximación 
empleando el modo inter-área (parte imaginaria negativa) y variando el parámetro del 
amortiguamiento D para el generador diez. 
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Fig.3.8. Comparación del error porcentual éntrelas variantes de DN-ST respecto de la FApara una 
perturbación de A S = 0 . 0 1 . 
El error porcentual mostrado en la figura 3.8, sigue mostrando la tendencia constante 
para las tres aproximaciones conforme se varía el amortiguamiento del generador número 
diez. El error porcentual de las variantes "Hacia Adelante" y "Hacia Atrás" es 
aproximadamente del 0.4% y 0.5% respectivamente. En cambio para la variante "Central" 
es el 0.001%, mostrando esto un mejoramiento en la precisión de este método de DN-ST. 
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Caso 3.- En la figura 3.9, se muestra el error porcentual para el modo inter-área (parte 
imaginaria negativa) entre los métodos de DN-ST y el Analítico, conforme es variado el 
parámetro del amortiguamiento D, considerando un AS = 0.001. 
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Fig. 3.9. Comparación del error porcentual entre las variantes de DN-ST respecto de la FA para una 
perturbación de AS = 0.001. 
De la figura 3.9 se observa que el error de las variantes "Hacia Adelante" y "Hacia 
Atrás" esta en el rango del 0.05%. En cambio para la aproximación "Central" es 
prácticamente cero. Lo cual significa que el modo inter-área obtenido mediante la 
aproximación por diferencias es igual al obtenido por la FA. 
Sin embargo, aunque se presente una precisión aceptable, los tiempos de ejecución de 
algoritmos empleados en los distintos métodos varía, dependiendo, ya sea del sistema de 
pruebas utilizado y para los que emplean DN-ST considerando también la perturbación 
entre variables de estado. De aquí la necesidad de obtener los tiempos de cómputo, los 
cuales son presentados en el siguiente apartado. 
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3.3.3 EVALUACIÓN COMPUTACIONAL DE LA APROXIMACIÓN "DN-ST" 
CON R E S P E C T O DE LA "FA" 
En esta sección se evalúa e! desempeño computacional de los algoritmos que emplean 
técnicas de FA y DN-ST basado en la noción de "tiempos de cómputo". Para ello, son 
empleados tres sistemas de pruebas con distintas características. La tabla 3.5, muestra los 
sistemas de prueba considerados en el estudio. 
Tabla 3.5. Sistemas de máquinas de prueba para obtener tiempos de cómputo. 
Casos de estudio 
Caso Sistema de Prueba 
1 Con 4 Generadores, 11 buses 
2 Con 10 Generadores, 39 buses 
3 Con 16 Generadores, 68 buses 
Los "tiempos de cómputo" son calculados mediante la instrucción (Tic - Toe) de 
MatLab ® [26]. Se considera únicamente el "tiempo de cómputo" de la matriz Planta. Las 
características de la computadora empleada para dichas simulaciones se enuncian a 
continuación: 
> Procesador Pentium II 
> 96 MB de RAM 
> 333 MHz 
Una vez expuestas las características de la computadora utilizada. El estudio es 
dividido en tres casos, para facilitar su análisis. En cada caso, es evaluado el desempeño del 
algoritmo DN-ST, considerando las magnitudes de perturbación, empleadas en las 
simulaciones anteriores. 
Caso 1.- En la figura 3.10 se muestran los "tiempos de cómputo" para el sistema de 
pruebas compuesto por 4 generadores. 
Tiempos de CánpUo para Sistema de 4 Máqtfnas 
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Fig. 3.10. Tiempos de cómputo para sistema de 4 máquinas. 
En la figura 3.10 se observa que el tiempo de cómputo para las aproximaciones 
"Hacia Adelante y Hacia Atrás" es similar al obtenido mediante la FA siendo del rango de 
0.05 segundos. Por otro lado, que la aproximación "Central" requirió un mayor tiempo de 
ejecución para la obtención de la matriz Planta. 
Caso 2.- En la figura 3.11 se muestran los "tiempos de cómputo" obtenidos de la 
simulación del sistema de pruebas con 10 generadores. 
Tiempos de Cómptáo para Sistema de 10 Máquinas 
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Fig. 3.11. Tiempos de cómputo para sistema de 10 máquinas. 
Para este caso, se puede observar en la figura 3.11 que a medida que se incrementa el 
tamaño del sistema de pruebas, el tiempo de cálculo aumenta. Principalmente para los 
métodos de aproximaciones por DN-ST en el rango de 1 a 2 segundos, con pequeñas 
variaciones debido al valor de la perturbación. Mientras que el método analítico permanece 
en el rango de 0.2 segundos. 
Caso 3.- En la figura 3.12 se muestran los "tiempos de cómputo" para el sistema de 
pruebas con 16 generadores. 
Tiempo de Cómputo para Sistema de 16 Máquinas 
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Fig. 3.12. Tiempos de cómputo para sistema de 16 máquinas. 
En la figura 3.12 se puede observar que los tiempos de cómputo para las 
aproximaciones por DN-ST se incrementan significativamente, siendo de alrededor de 3 
segundos y cuando el valor de la perturbación disminuye hasta 0.001 el tiempo para la 
aproximación Central aumenta considerablemente hasta los 4 segundos. Observando 
también que la FA permanece en el tiempo de décimas de segundo. 
3.4 CONCLUSIONES PRELIMINARES 
En este capítulo fue evaluada la capacidad de la aproximación por DN-ST en sus 
diversas variantes para determinar la matriz Jacobiana asociada al modelo linealizado del 
SEP. Algunas conclusiones que se desprenden del estudio, son señaladas en los siguientes 
puntos: 
0151773 
> Los resultados obtenidos demuestran que la técnica de DN-ST presenta un 
desempeño que es afectado en gran medida por la variación de la perturbación y en 
menor medida por el valor de los parámetros del sistema. 
> Los resultados muestran que la aproximación de DN-ST "Central" obtiene un 
desempeño superior en términos de precisión numérica, respecto de las variantes 
"Hacia Adelante" y "Hacia Atrás", debido a que su error se minimiza con el 
cuadrado de la perturbación. 
> La magnitud del error porcentual de las aproximaciones por DN-ST, decrece en 
forma exponencial al disminuir el tamaño de la perturbación. Este sugiere, una 
forma heurística para determinar la perturbación mas adecuada. 
> El desempeño computacional de la aproximación por DN-ST, basado en la noción 
de "tiempo de cómputo". Mostró una tendencia creciente demandante de recursos 
computacionales de tipo parabólico, conforme aumentaba el tamaño del SEP. 
> Para las aproximaciones por diferencias, a parte del sistema que se emplea para 
simulación, se debe tomar en cuenta la perturbación, ya que entre más pequeña sea 
ésta, el tiempo de cómputo se incrementa, siendo más afectada la aproximación 
"Central". 
CAPÍTULO 4 
APLICACIÓN DE LA TÉCNICA DN-ST PARA 
EL CÓMPUTO DE TÉRMINOS DE ALTO 
ORDEN ASOCIADOS AL ESTUDIO DE 
ESTABILIDAD DINÁMICA 
Resumen: En este capitulo se extiende la aplicación de la formulación 
multidimensional presentada en el capitulo 2 para el cómputo de gradientes matriciales de 
alto orden asociada a los modelos de Estabilidad Dinámica. En específico es utilizada la 
variante DN-ST "Central". Son incluidos modelos detallados del SEP para evaluar la 
flexibilidad de incorporar modelos avanzados del SEP, así como para valorar la facilidad 
de programación estructurada en la construcción de los gradientes matriciales de segundo 
orden. 
4.1 INTRODUCCIÓN 
No obstante del avance obtenido en el modelado y las herramientas de análisis lineal 
del SEP, en años recientes han surgido una serie de comportamientos dinámicos inusuales 
en el marco operativo del SEP, que no han sido previstos por las herramientas empleadas 
por la industria eléctrica [3]. Esto ha conducido al desarrollo de nuevas herramientas de 
análisis de Estabilidad Dinámica que incluye términos no-lineales en su análisis [6], para 
obtener una mejor representación de los fenómenos dinámicos en el SEP. 
Aunque existe una gran cantidad de programas profesionales para el análisis de 
Estabilidad Dinámica, al momento, los términos de alto orden no han sido incoiporados en 
las rutinas de análisis. De ahí, la importancia de contar con metodologías o formulaciones 
matemáticas que faciliten la incorporación de los términos de alto orden, así como la 
inclusión de modelos de mayor complejidad del SEP. Como se mencionó previamente en el 
capítulo 1, al momento, han sido propuestos algunos enfoques basados en Diferenciación 
Simbólica (DS) [16], Diferenciación Automática (DA) [27,28,31] y esquemas híbridos 
Simbólico-Numérico [15]. La revisión de estas metodologías mostró, algunas limitaciones 
en términos de tiempo de cómputo, así como en la facilidad para incorporar nuevos 
modelos en términos de programación estructurada. 
4.2 APLICACIÓN DE LA TÉCNICA DN-ST A LA FORMULACIÓN 
MULTIMÁQUÜMAS DEL SEP 
4.2.1 MODELO NO-LINEAL DEL SEP: MODELO DETALLADO 
El modelo del generador síncrono, empleado en el presente trabajo de investigación, 
es constituido esencialmente por modelos de cuarto orden o dos ejes, con un sistema de 
control de excitación simple. Las cargas son modeladas como impedancias constantes. 
Cada máquina síncrona es representada por mía fuente de voltaje interno E' = E'd + jE'q a 
través de una reactancia transitoria x' = x'd = x^. Las expresiones del generador son las 
siguientes: 
Ecuaciones de oscilación del rotor: 
Sk=cok-ú)^ = / ¡ t para¿=l,2,...,«g 
l h k 
Pek=E'Id+E'I '¿k dk it fk 
(4.1) 
(4.3) 
(4.2) 
Ecuaciones de voltaje interno: 
(4.4) 
T 
Corriente de eje directo: 
"g 
(4.5) 
° / — — \ 
U = - F ^ i W ) (4.6) 
i 
Corriente de eje cuadratura: 
4 = í ^ o M K ) (4.7) 
»=i 
Donde los términos para las corrientes de eje directo (4.6) y cuadratura (4.7) son: 
F^B{S!ll) = GkjCos{8k-8t) + BhSen{8k-S,) (4.8) 
FB^(8t¡) = BhCos(8t-SJ-G^entf, -3,) (4.9) 
El diagrama de bloques que representa el sistema de excitación descrito anteriormente 
es el que se muestra en la figura 4.1. 
Fig. 4.1. Sistema de excitación. 
Las expresiones que rigen el comportamiento del sistema de excitación mencionado 
son las que se presentan a continuación: 
Sistema de Excitación Estático: 
(4.10) 
exc. 
V, =J(E' +x'aIa ì 2 + ( £ ' + X ' L )* w* V V 4 ?» «» / V ik di <*t ; . (4.11) 
Donde algunos de los parámetros que componen las expresiones (4.1) a (4.11) son: 
xd que es la reactancia síncrona de eje directo, xq la reactancia síncrona de eje en 
cuadratura, x'd la reactancia transitoria de eje directo, x' la reactancia transitoria de eje en 
cuadratura, Td0 y Tq0 son las constantes de tiempo en vacío o circuito abierto, T^ la 
constante de tiempo del excitador, Vps¡i es el voltaje del estabilizador, Vreft es el voltaje de 
referencia, VT es el voltaje del excitador y K^ la ganancia del excitador empleado. 
4.2.2 MODELO LINEALIZADO DE SEGUNDO ORDEN DEL SEP: 
FORMULA CIÓN ANALÍTICA 
El modelo no-lineal del SEP, empleando generadores síncronos modelados de forma 
detallada, incluyendo el efecto producido por un excitador, es descrito mediante la 
expansión en series de Taylor. En este apartado, dicha serie se desarrolla hasta el término 
de segundo orden, esto significa que no se consideran los términos de alto orden o H.O.T. 
(High Order Terms), resultando: 
D o n d e , x e R " representa el vector de variables de estado del sistema, AeR"" y 
Hk e Rnn k = 1,2,...«, son las matrices Jacobiana y Hessiana respectivamente, la matriz 
Planta para el modelo adoptado es de la forma siguiente: 
x = Ax + ~ 
2 
x'H'x 
1 x'H2x 
+ H.O.T. (4.12) 
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Donde los elementos de las submatrices que componen la matriz Planta son: 
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De forma similar es la aplicación para calcular las derivadas de segundo orden para la 
matriz Hessiana, dicho cálculo resulta ser algo por demás laborioso, esta es una de las 
razones por las cuales se omite dicho procedimiento, la figura 4.2, describe la estructura 
general de las matrices Hessianas indicando la forma en que son almacenadas internamente 
en la memoria de la computadora digital, cabe mencionar que este tipo de matrices resultan 
ser extremadamente dispersas. 
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Fig. 4.2. Arreglo tridimensional para la matriz Hessiana. 
La formulación presentada, permite obtener los valores exactos de las matrices 
Jacobiana y Hessianas respectivamente. En la siguiente sección se presenta la aplicación 
del método de DN-SN "Central" para el cálculo de la matriz Hessiana solamente, esto 
debido a que en el capítulo anterior se presentaron las bases para el cálculo de la matriz 
Jacobiana. 
4.2.3 M O D E L O LINEALIZADO DE SEGUNDO ORDEN DEL SEP: 
APROXIMACIÓN "DN-ST CENTRAL" 
Al aplicar la expansión en series de Taylor a las ecuaciones (4.1) a (4.11) y haciendo 
uso de los conceptos presentados en el capítulo 2 (Diferenciación Numérica). Son retenidos 
los términos, hasta el desarrollo de los de segundo orden en la expansión de la Serie de 
Taylor para el modelado del SEP. Después de simplificar las expresiones, se obtiene con 
ello las siguientes variantes para el comportamiento del generador síncrono del SEP, 
empleando exclusivamente la aproximación Central. 
Para obtener estas aproximaciones a los SEP, se emplean nuevamente las bases 
empleadas por las expresiones definidas en el capítulo 2 (aproximaciones para términos de 
segundo orden), cuyos vectores de estados, considerando la perturbación del i-ésimo 
elemento y del j-ésimo elemento, tanto hacia adelante como hacia atrás para determinar 
los gradientes de segundo orden fueron determinados por las expresiones (2.7,2.13). 
Así como también los vectores de estado, empleando dos elementos perturbados, esto 
es: diferenciar la k-ésima función respecto a los elementos "i" y y (2.36). Cabe mencionar 
que estos vectores, como en los que se perturba sólo un elemento de estado son de 
dimensiones n x 1 siendo n = nve x ng, de donde ng es el número de generadores y nve el 
número total de variables de estado presentes en el sistema. 
De igual manera se hace uso de las bases propuestas para los vectores concernientes a 
las perturbaciones, cuyas expresiones fueron mostradas en (2.8 y 2.36). Finalmente, las 
expresiones que determinan los elementos de segundo orden de la matriz Hessiana son del 
tipo a, b y c mostrados en el capítulo 2: 
Aproximación Central 
• Elemento tipo "a" (Elemento de la diagonal principal en la posición i = k) 
(4.13) 
• Elemento tipo "b" (Elemento de la diagonal principal en la posición j *k) 
(4.14) 
Elemento tipo "c" (Elementos mutuos fuera de la diagonal principal i * j ) 
* ® ' ^ A u A •• A u A u 4Ax¿AXj 4AxjAr. 
De donde x0 es el vector de estados en condiciones iniciales, x¡ y xj son los elementos 
del vector de estado a diferenciar, los cuales son variables del vector de estado, obtenido 
mediante la corrida de flujos, Ax¡ y Axj son los intervalos o perturbaciones de los elementos 
de estado a diferenciar. 
Las variables de estado anteriores están referidas a fk, que es la función original que 
rige el comportamiento de la máquina síncrona y / / ' que es la expresión para la segunda 
derivada de esa misma función, de donde la variable k es proporcional al número de 
ecuaciones que rigen el comportamiento del generador síncrono, esto es: k = n .donde 
n = nve x ng. 
Es de suma importancia destacar que cada una de las expresiones anteriores (4.13 a 
4.15) son empleadas exclusivamente para obtener un elemento de la matriz Hessiana, por lo 
que se deberá resolver cada función del sistema, todas sus derivadas parciales dependientes 
de las variables de estado, o al menos alguna de las matrices triangulares, ya que la matriz 
Hessiana presenta la característica de ser simétrica. 
4.2.4 A L G O R I T M O PARA OBTENER LA MATRIZ HESSIANA MEDIANTE LA 
APROXIMACIÓN CENTRAL POR DN-ST 
Con el propósito de determinar la matriz Hessiana mediante DN-ST "Central". Fue 
desarrollado un algoritmo en el ambiente de MatLab® [26]. Este algoritmo esta basado en 
el diagrama de flujo que se muestra en la figura 4.3. 
Como se observa en el diagrama de flujo, inicialmente se tienen los datos del sistema 
de prueba, obteniendo después las condiciones iniciales mediante un programa de flujos de 
potencia alterno, una vez realizado esto, es posible determinar los elementos que componen 
a la matriz Hessiana en este caso la referente a la k-ésima función a diferenciar, 
considerando el movimiento de las variables perturbadas para obtener así todos los 
elementos en forma recursiva. 
4.2.5 REPRESENTACIÓN DEL SEP EMPLEANDO PRODUCTOS DE 
K R O N E C K E R 
Con la idea de evaluar la precisión numérica de la variante DN-ST "Central", para el 
computo de gradientes matriciales de alto orden es empleada la formulación de productos 
de Kronecker presentada en la referencia [15,32]. La formulación de productos de 
Kronecker ofrece una manera fácil de compactar las matrices Hessianas que resultan de la 
expansión presentada en las ecuaciones (4.12). Las matrices correspondientes a las 
ecuaciones del generador síncrono incluyendo los excitadores ilustrados en la figura (4.3), 
se "compactan" a una sola matriz que contiene todos sus elementos en forma re-organizada 
sin alterar el valor de estos [15]. 
Un procedimiento sistemático para obtener la representación matricial obtenida 
mediante DN-ST para el Sistema de Potencia, es propuesto en base a la idea presentada del 
producto de Kronecker. Asumiendo que el comportamiento del sistema puede ser descrito a 
través de las expresiones que rigen el generador síncrono (4.1 a 4.12). Definiendo la matriz 
de productos de Kronecker para segundas derivadas como: 
d2A d2A l A l 
dxtndxt dxndx2 dxndxn 
Entonces el modelo no-lineal para el Sistema de Potencia, pasa a la siguiente forma: 
x = Ax + - f 2 { x ) + ... (4.18) 
f2(x) = H2(x®x) 
Y el producto de Kronecker para el vector de estados, está definido por: 
x®x = [x¿ X L X 2 . . . xtxn xHx, xnx2... x¡J 
Esta formulación permite visualizar de forma sencilla la solución de las matrices de 
segundo orden, debido a que el almacenamiento es dado en una sola matriz, a diferencia de 
la estructura de almacenamiento tridimensional mostrado en la figura 4.2. 
4.3 APLICACIÓN DE LA VARIANTE DN-ST "CENTRAL" AL 
CÓMPUTO DEL GRADIENTE MATRICIAL DE SEGUNDO ORDEN 
En este apartado se presenta la aplicación de la técnica de DN-ST "Central" al 
cómputo de términos de alto orden de la serie de Taylor para compararla posteriormente 
con el método convencional ó Formulación Analítica. 
4.3.1 DESCRIPCIÓN DEL SISTEMA DE PRUEBA 
Con el fin de valorar la capacidad y robustez de los algoritmos basados en DN-ST 
"Central", se emplea un sistema de prueba, el cuál está basado en el Sistema de Potencia de 
Nueva Inglaterra, representado en la figura 3.3, mostrada en el capítulo anterior. Sin 
embargo, en este capitulo las unidades de generación son representadas mediante un 
modelado detallado, con la inclusión de un sistema de excitación básico. 
4.3.2 ANALISIS DE SENSITIVIDAD DE LA VARIANTE DN-ST "CENTRAL" 
ANTE EL GRADO DE PERTURBACIÓN 
A fin de determinar la exactitud numérica y la robustez de la variante Central por 
DN-ST, son presentados tres casos de estudio considerando diferentes intervalos o 
perturbaciones (A£., Afi>,,AEJ ,AEd , AE f d ¡). La tabla 4.1 muestra las perturbaciones de 
los elementos de estado a diferenciar para realizar las simulaciones correspondientes. 
Tabla 4.1. Perturbaciones para evaluar la aproximación por DN-ST Central. 
Casos de estudio 
Caso Intervalo utilizado 
1 AS = Ao> = AE'q = AE'd = AEfd = 0.1 
2 AS = Ao) = AE'q = AE'd =AE f d =0.01 
3 A8 = Aa> = AE'q=AE'd= AEfd = 0.001 
Para cada caso de estudio, se propone (por simplicidad) emplear el mismo intervalo 
para las cinco variables de estado correspondientes al modelo descrito en la sección (4.2.1). 
Sin embargo la formulación expuesta en el capítulo 2, es de carácter general y puede 
considerar diferentes valores de perturbación. La formulación de Kronecker es empleada 
para visualizar de forma sencilla los resultados obtenidos para realizar la comparación de 
métodos DN-ST "Central" y la Formulación Analítica. 
Formulación Analítica 
En la figura 4.4, se muestran los resultados obtenidos para la formulación de 
segundo orden por la Formulación Analítica. 
Fig.4.4. Matriz de Kronecker obtenida mediante Método Analítico. 
La figura 4.4 muestra la dispersidad de la matriz Hessiana. Adicionalmente se 
observa que los elementos asociados a los sistemas de excitación presentan una mayor 
magnitud. 
Método por DN-ST Central 
En la figura 4.5, se muestran los resultados obtenidos para la matriz Hessiana por 
el método de DN-ST, empleando la aproximación Central. 
Fig.4.5. Matriz de Kronecker obtenida mediante Método por DN-ST Central, para una perturbación 
de AS = Aü> = AE'q = AEd = AEfd =0.1. 
En este caso se observa que existe una diferencia mínima entre los dos métodos 
analizados respecto a la solución obtenida para las matrices Hessianas representadas en su 
totalidad por la matriz de Kronecker. 
Para este caso solamente se muestra la solución gráfica para el método de DN-ST en 
su variante de aproximación por diferencias Central, puesto que es la única que se modifica 
al cambiar la perturbación de las variables de estado. 
Método por DN-ST Central 
En la figura 4.6, se muestran los resultados obtenidos para la matriz de Kronecker 
por el método de DN-ST, empleando la aproximación por diferencias Central. 
Fig.4.6. Matriz de Kronecker obtenida mediante Método por DN-ST Central para una perturbación de 
AS = Aa> = AE'q = AEd = AEfd =0 .01 . 
Para este caso se puede observar que los resultados obtenidos mediante la 
aproximación Central basada en DN-ST es prácticamente igual a la matriz de Kronecker 
obtenida por medio del Método Analítico. 
Matn? de Kroneckar p » MAodo ON (Aproimacrfn Cmral) 
-2000 
50 
Método por DN-ST Central 
Para la figura 4.7, se muestran los resultados obtenidos para la matriz de 
Kronecker por el método de aproximación Central, basado en DN-ST. 
Fig.4.7. Matriz de Kronecker obtenida mediante Método por Diferenciación Numérica para una 
perturbación de A¿> = Aú) = AE'q = AE'd = t£¡á = 0.001. 
En este caso se nota claramente que la diferencia entre el método Analítico y el de 
aproximación Central es casi nula, siendo idénticas las dos matrices obtenidas mediante los 
dos distintos métodos. 
Para evaluar el nivel de precisión lograda, se determina el error entre el método 
Convencional y el método que emplea la aproximación Central. Para ello se recurre al 
cómputo del error porcentual definido en el capítulo 2. 
4.3.3 ANALISIS DE PRECISIÓN NUMERICA DE LA APROXIMACIÓN POR DN-
ST "CENTRAL" 
Como se mencionó en el capítulo anterior, se necesita determinar con mayor claridad 
la precisión de los cálculos obtenidos mediante los métodos de DN-ST respecto a los de la 
Formulación Analítica. El error porcentual, es calculado y mostrado solamente para la 
matriz Hessiana. La expresión para calcular el error de porcentaje como sigue: 
*XFA\ | EP = l { xlOO (4.19) 
I Xr FA1 
Donde: \xFA\ es el valor numérico del elemento en análisis de la matriz de Kronecker 
obtenido de la Formulación Analítica y |;c0A,| es el valor numérico del elemento en análisis 
de la matriz de Kronecker obtenido mediante DN-ST Central, entonces la finalidad es 
aplicar el error porcentual a cada elemento de la matriz de Kronecker. Los resultados son 
expuestos a continuación: 
Caso 1.- En la figura 4.8 se muestra el error porcentual existente entre ambos 
métodos. 
Fig.4.8. Comparación del error porcentual de la aproximación de DN-ST Central, respecto de la 
Formulación Analítica para AS - Aú) - AE'q = AE'd - AEfd = 0 . 1 . 
La figura 4.8, muestra que la aproximación Central es muy cercana al método 
analitico estando el error porcentual en el rango del 6%, observando que las submatrices 
que presentan mayor error son las definidas por las ecuaciones del excitador para los diez 
generadores. 
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Caso 2.- En la figura 4.9 se muestra el error porcentual entre la aproximación Central 
y el método Convencional. 
Fig. 4.9 Comparación del error porcentual de la aproximación de DN-ST Central, respecto de la 
Formulación Analítica para AS ~ AQ) = AE' - AE'd = AEfd = 0 . 0 1 . 
En esta figura 4.9, se muestra el error en porciento existente entre los dos métodos 
mencionados, estando su valor máximo en el rango del 0.2% aunque la perturbación es algo 
"grande" todavía, se muestra una muy buena aproximación. 
Caso 3.- En la figura 4.10 se muestra el error porcentual entre la aproximación 
Central y el método Convencional. 
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Fig. 4.10. Comparación del error porcentual de la aproximación de DN-ST Central, respecto de la 
Formulación Analítica para AS = Aú? = AE'q - AE'd = A E f d - 0 . 0 0 1 . 
En este caso para la figura 4.10 se muestra que el error porcentual entre los dos 
métodos es muy cercano a cero siendo su valor máximo aproximadamente del 0.15%. 
Los resultados preliminares de esta investigación muestran que la aproximación por 
DN-ST presenta una adecuada aproximación al método Analítico, un factor importante a 
evaluar es el tiempo de cómputo. Factor decisivo en la aplicación de algoritmos para 
evaluaciones en tiempo real. De ahí, que en la próxima sección será evaluado este aspecto 
relevante. 
4.3,4 A P L I C A C I Ó N D E L M É T O D O DN-ST CENTRAL AL M O D E L O D E L SEP: 
D E S E M P E Ñ O C O M P U T A C I O N A L 
Al igual que en capítulo anterior, es valorada la técnica DN-ST desde la perspectiva 
de desempeño computacional, basada en la noción de los tiempos de cómputo. Para ellos 
son considerados sistemas de prueba con distintas dimensiones; 4 y 10 unidades 
generadoras representados mediante su modelo detallado incluyendo en este modelado un 
sistema simple de excitación. Los tiempos de cómputo se calculan a través la instrucción 
(Tic - Toe) de MatLab® [26]. Solo es evaluado el tiempo de cómputo del algoritmo que 
calcula la matriz Hcssiana. Las características de la computadora fueron mostradas en el 
capítulo 3. 
La tabla 4.2 muestra los sistemas de prueba en evaluación. Para ello se asume que el 
intervalo de perturbación de los estados es el mismo. 
Tabla 4.2. Sistemas de prueba para obtener tiempos de cómputo. 
Caso Sistema de Prueba Número de estados 
1 Con 4 Generadores 20 
2 Con 10 Generadores 40 
Caso 1.- En la figura 4.11 se muestran los tiempos de cómputo para el sistema de 
pruebas con 4 generadores interconectados. 
Fig. 4.11. Tiempos de cómputo para sistema de 4 máquinas. 
En la figura 4.11 se muestra los tiempos de cómputo, de los cuales observamos que 
el método Analítico obtiene los resultados en un tiempo de 0.33 segundos, en cambio para 
la aproximación por diferencias Central, varía dependiendo de la perturbación empleada, 
siendo de alrededor de 1.3 segundos para la perturbación menor. 
Caso 2.- En la figura 4.12 se muestran los tiempos de cómputo obtenidos de la simulación 
del sistema con 10 unidades generadoras interconectadas. 
M.0.1 h2>tL01 h&OOOt 
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Fig. 4.12. Tiempos de cómputo para sistema de 10 máquinas. 
En esta figura 4.12 observamos que el tiempo de cómputo obtenido a partir de la 
aproximación por diferencias Central basado en DN-ST, se dispara hasta alcanzar un valor 
de 90 segundos aproximadamente, sin embargo para el tiempo obtenido mediante el 
método Analítico permanece alrededor de los 6 segundos. 
Entonces, corroborando lo analizado anteriormente, se observa que el tiempo de 
cómputo se incrementa al incrementar la complejidad del sistema de potencia, en cambio, 
para las aproximaciones por diferencias, además de incrementarse el tiempo de cómputo 
por Ja complejidad del sistema, influye de manera directa el valor de la perturbación 
empleada para realizar la simulación. 
4.4 CONCLUSIONES PRELIMINARES 
> Referente a las soluciones obtenidas tanto analíticas como gráficamente mediante la 
aplicación de la formulación de productos de Kronecker, se llega a la conclusión 
que la Técnica de DN-ST puede ser una opción muy confiable para realizar las 
simulaciones para el Sistema de Potencia, ya que proponiendo un intervalo 
adecuado para cada variable de estado, podemos lograr una muy buena precisión 
respecto al método convencional, teniendo la gran ventaja, de que se evita el 
realizar las operaciones de forma analítica. 
y Finalmente, cabe señalar que el tiempo de cómputo obtenido en la simulación del 
Sistema de Potencia a partir de la aproximación por diferencias Central, además de 
incrementarse al aumentar la complejidad del sistema, debe considerarse la 
perturbación empleada, ya que una perturbación muy pequeña puede resultar en una 
precisión mayor, sin embargo repercute directamente en el tiempo de simulación. 
CAPÍTULOS 
CONCLUSIONES GENERALES Y 
RECOMENDACIONES 
5.1 CONCLUSIONES GENERALES 
En base a los estudios y análisis realizados en el presente trabajo de investigación, se 
puede concluir lo siguiente: 
> El presente trabajo de investigación es orientado a la aplicación de técnicas de 
Diferenciación Numérica (DN) dirigidas al cómputo de gradientes matriciales de 
alto orden que resultan de los modelos de Estabilidad Dinámica. 
> Se propone y se aplica una formulación multidimensional para el cómputo de 
gradientes matriciales de alto orden de la serie de Taylor empleando técnicas de 
DN. La formulación mencionada es de carácter general, de ahí que se pueda aplicar 
a diversos problema matemáticos que requieran el cómputo de gradientes 
matriciales. 
> De la formulación DN-ST son derivadas diferentes variantes de formulación: 
Aproximación de diferencias Hacia Adelante, Hacia Atrás y Central. Resultando la 
valíante "Central", la mejor aproximación en términos de precisión numérica, 
debido a que el error de truncamiento producido por ésta, disminuye con mayor 
rapidez que con las otras dos aproximaciones. 
> La metodología basada en aproximaciones por DN-ST, es aplicada a varios sistemas 
de prueba, con diferentes dimensiones y detalles de modelado. Para ello, la 
formulación propuesta es evaluada paramétricamente, desde dos perspectivas: 
precisión numérica y tiempo de cómputo. 
> La formulación propuesta presenta una gran flexibilidad de implementación, 
debido a que permite la incorporación de modelos mas detallados del SEP. Además 
que la formulación puede ser incorporada en los software comerciales con relativa 
facilidad. 
y Finalmente se concluye que la técnica de DN-ST en su variante de aproximación 
Central, promete ser una vía eficiente y confiable en la obtención de gradientes 
matriciales de alto orden que resultan de los modelos asociados al análisis de 
Estabilidad Dinámica. 
5.2 APORTACIONES 
Las principales aportaciones de este trabajo de investigación pueden ser resumidas de 
la manera siguiente: 
> Desarrollo de una formulación multidimensional para el cómputo de gradientes 
matriciales de alto basado en la técnica DN-ST. La formulación presenta gran 
flexibilidad de implementación, precisión numérica y tiempos de cómputo 
razonables para aplicaciones en problemas que requieran análisis en tiempo real. En 
específico la formulación es aplicada a la obtención de gradientes matriciales de alto 
orden, asociados a los modelos que resultan en el análisis de Estabilidad Dinámica. 
> El alcance obtenido a partir del presente trabajo no solamente es aplicable a 
modelos asociados al problema de Estabilidad Dinámica, sino que la formulación es 
de carácter general y puede ser adaptada en otras áreas del conocimiento que 
requieran del cálculo de gradientes matriciales o términos de alto orden. 
5.3 RECOMENDACIONES PARA TRABAJO FUTURO 
A continuación se presenta algunas recomendaciones de trabajo futuro: 
> Desarrollar la aplicación de la técnica de DN-ST para la obtención del modelado del 
SEP de orden superior, específicamente de tercer orden en adelante. 
> Extender la aplicación del algoritmo desarrollado en la obtención de los términos de 
alto orden para sistemas de prueba que consideren modelos híbridos del generador, 
así como también evaluar la posibilidad de implementación para incluir dispositivos 
dinámicos en la red, tales como: cargas no-lineales, dispositivos FACTS etc. 
> Aplicar la metodología propuesta para el análisis de Sistemas de Potencia con 
características reales, con la idea de evaluar aspectos de precisión numérica, 
tiempos de cómputo y flexibilidad de implementación de modelos complejos del 
SEP. 
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