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Abstract
Let D be the sub-Hopf algebra of the mod 2 Steenrod algebra A generated by {Pst | s < t}. We are interested in the cohomology
of D, H∗(D;F2) = Ext∗D(F2,F2). To obtain information about H∗(D;F2), we first filter D by powers of the augmentation ideal
and describe the structure of the associated graded Hopf algebra, E0D. E0D is a primitively generated connected Hopf algebra
over F2 and hence corresponds to the restricted Lie algebra of primitive elements, g = P(E0D). We then calculate H1(E0D;F2)
and H2(E0D;F2) using a known polynomial algebra complex on the dual of g, S(g∗), with differential determined by the bracket
in g. We then use the May spectral sequence to obtain results about H1(D;F2) and H2(D;F2).
c© 2006 Elsevier B.V. All rights reserved.
MSC: 18G10; 55U99
1. Introduction
The mod 2 Steenrod algebra A is the algebra of stable cohomology operations over F2. In particular, A is a graded
algebra where the set of elements in degree k, Ak , is the set of stable natural transformations from H∗(−;F2) to
H∗+k(−;F2). The main object of study in this paper is a particular sub-Hopf algebra, D. In particular, we are
interested in calculations of Ext over D.
To describe D we need a nice description of A. The description of A we use arises from the dual Hopf algebra, A∗.
Milnor shows in [5] that A∗ is isomorphic to a graded polynomial algebra F2[ξ1, ξ2, ξ3, . . .] with |ξi | = 2i − 1. A∗
has the monomial basis S∗ = {ξ r11 ξ r22 · · · ξ rnn | ri ≥ 0, n ≥ 1}, so we define S = {Sq(r1, r2, . . . , rn) | ri ≥ 0, n ≥ 1}
to be the dual basis of S∗. That is,
〈Sq(r1, r2, . . . , rn), ξ s11 ξ s22 · · · ξ smm 〉 = 1
if n = m and ri = si for all i , and zero otherwise. S is the Milnor basis of A.
All the sub-Hopf algebras of A have been classified by Adams and Margolis in [1]. Define Pst := Sq(0, . . . , 0, 2s)
with the 2s in the t th place. Let B be a sub-Hopf algebra of A and define the profile function of B, hB : {1, 2, 3, . . .} →
{0, 1, 2, . . .}, by
hB(t) = min{s | rt < 2t for all Sq(r1, r2, . . .) ∈ B}
(hB(t) = ∞ if no such s exists).
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Theorem 1.1 (Adams–Margolis). B is generated as an algebra by {Pst | s < hB(t)}.
We study the sub-Hopf algebra D which is the Hopf algebra generated by {Pst | s < t}. This corresponds to the
profile function hD(t) = t . D is a normal subalgebra of A, that is AI = I A where I is the augmentation ideal of D.
It follows that A/AI is an algebra which we denote as A//D.
An important motivation for considering this particular sub-Hopf algebra stems from a theorem of Palmieri in [7]
which shows that H∗(D;F2) is an approximation of H∗(A;F2).
Theorem 1.2 (Palmieri). The restriction map H∗(A;F2)→ H∗(D;F2) factors through
ϕ : H∗(A;F2)→ H∗(D;F2)A//D,
and ϕ is an F-isomorphism.
H∗(D;F2)A//D is the set of invariants of H∗(D;F2) under the action of A//D. (In this context an invariant is
an element on which all positive-degree elements of A//D act as 0.) An F-isomorphism is an isomorphism up to
nilpotence. That is, for any element of H∗(D;F2)A//D some power of that element will be in the image of ϕ, and any
element of ker(ϕ) is nilpotent.
This theorem says that an understanding of H∗(D;F2) could lead to understanding H∗(A;F2)modulo nilpotence.
As such, the main results of this paper are computational results for H1(D;F2) and H2(D;F2).
We now state our main theorem; see Section 3 for the definition of bst and note that the bidegree of b
s
t is
(1, 2s(2t − 1)). Also, note that Proposition 2.7 gives an explicit description of which Pst ’s are in I \ I 2.
Theorem 4.1. H1(D;F2) has a vector space basis consisting of {[bst ] | Pst ∈ I \ I 2}. H2(D;F2) has a vector space
basis consisting of the following elements:
(1) {[bst buv ] | Pst , Puv ∈ I \ I 2, Pst 6= Puv and bst buv 6= bss+1b2s+1w or b2u+1w buu+1};
(2) {[(bst )2] | Pst ∈ I \ I 2 or t = 3s + 3};
(3) {[bs3s+3b2s+12s+3 + bs3s+4b2s+12s+2] | s ≥ 0}.
We approach the computation of H∗(D;F2) as follows.
The canonical complex for computing H∗(D;F2) is the cobar complex,
0 // k // I ∗ // I ∗ ⊗ I ∗ // I ∗ ⊗ I ∗ ⊗ I ∗ // · · ·
where I ∗ is the dual of I , the augmentation ideal of D, and the differential is defined via the coproduct in D∗. Direct
computation using this complex is very complicated. However, if we filter D by powers of the augmentation ideal and
let E0D be the associated graded algebra, we can use the May spectral sequence from [4] with E2-term H∗(E0D;F2)
converging to H∗(D;F2). This spectral sequence allows us to compute part of H∗(D;F2).
To obtain information about the E2-term we notice that E0D is a primitively generated Hopf algebra and, hence,
by [6] the universal enveloping algebra of a restricted Lie algebra. A primitively generated Hopf algebra, E0D,
corresponds to the restricted Lie algebra of its primitive elements, P(E0D). We determine the structure of the algebra
E0D and identify the primitive elements.
There are two main results in Section 2. We obtain a description of which Pst ’s are in which filtration, and as a
consequence, a description of P(E0D) as a Lie algebra.
The highlights of Section 3 are the following. We determine the Lie bracket on P(E0D) giving the structure of
E0D. Once we have determined the structure of E0D we can use a complex constructed by May in [4] to compute
some of H∗(E0D;F2).
Proposition 3.1. H1(E0D) has a basis consisting of {[bst ] | t < 3(s + 1)}.
Proposition 3.2. H2(E0D;F2) is generated as a vector space by the following elements:
(1) {[bst buv ] | Pst , Puv ∈ I \ I 2, Pst 6= Puv and bst buv 6= bss+1b2s+1w or b2u+1w buu+1};
(2) {[(bst )2] | bst ∈ g∗};
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(3) {[bs3s+3b2s+12s+3 + bs3s+4b2s+12s+2] | s ≥ 0}; and
(4) {[bs3s+3b2s+16s+6 + bs7s+7b2s+12s+2], [bs3s+3b2s+16s+7 + bs7s+8b2s+12s+2] | s ≥ 0}.
Finally, in Section 4, we determine which elements of the E2-term survive the May spectral sequence to become
elements of H2(D;F2).
2. Structure of E0D
In this section we determine the structure of the associated graded Hopf algebra E0D obtained by filtering D by
powers of the augmentation ideal, I . We then determine the primitive elements of E0D, P(E0D), which form a
restricted Lie algebra.
We first obtain results describing the commutator in E0D. In particular, we divide the result into two cases where
some Puv does not appear as a summand of a commutator in D and where one does. P
s
t denotes the class in E0D
corresponding to Pst in D.
Proposition 2.1. (1) If [Pst , Ps′t ′ ] contains no Puv in its expansion in the Milnor basis, then [Pst , Ps
′
t ′ ] = 0 in E0D.
(2) Let Ps
′
t+t ′ ∈ I k \ I k+1. [P2s
′+l
t+t ′−s′−l , P
s′
s′+l ] = Ps
′
t+t ′ 6= 0 in E0D if and only if 2 j (s′ + 1) − 2s′ − 1 ≤ l ≤
2 j−k(t + t ′ + s′ + 1)− 2s′ − 1 for some j , 1 ≤ j ≤ k − 1.
Note that this proposition gives a complete description of the bracket in P(E0D). A bracket is either 0 or another
Puv for some u and v.
Using this proposition and computational lemmas based on Proposition 2.7, we then obtain a description of a basis
for P(E0D).
Theorem 2.2. {Pst ∈ E0D} is a basis for P(E0D).
We begin by describing known results about Hopf algebras B, their corresponding associated graded Hopf algebras
E0B and the Milnor basis for D.
It is well known, see [6], that E0D is a primitively generated Hopf algebra. Specifically, we have the following.
Lemma 2.3. If B is a graded connected Hopf algebra and we filter B by powers of its augmentation ideal I , then
E0B is primitively generated.
We note from [6] that there is a one-to-one correspondence between primitively generated Hopf algebras and
restricted Lie algebras. E0D has a corresponding restricted Lie algebra consisting of its primitive elements P(E0D).
The bracket is the commutator in the algebra. Restricted Lie algebras also have a map λ, called the restriction, defined
by λ(x) = x2 if the Lie algebra is the set of primitives of a Hopf algebra. In our case, we can check that x2 = 0 for
P(E0D) as (Pst )
2 = 0 if s < t .
The functor from restricted Lie algebras to primitively generated Hopf algebras given in [6] is the restricted
universal enveloping algebra, V (L). When constructing V (L) over a field with characteristic p 6= 0, we take the
algebra U (L) and let V (L) = U (L)/J where J is the ideal of U (L) generated by elements of the form x p − λ(x).
In our case, E0D = V (P(E0D)).
Understanding the structure of E0D and the corresponding restricted Lie algebra allows us to use a complex,
similar to the Koszul complex, to calculate H∗(E0D,F2) in Section 3. More specifically, we would like to understand
the commutator in E0D or equivalently the Lie bracket in P(E0D). This structure determines the differential in our
complex.
There are two main components to understanding the structure of E0D. The first is understanding enough about
the product structure in D and the second is determining the filtration of an element x ∈ D.
We will restrict our attention to the sub-Hopf algebra D corresponding to the profile function hD(t) = t : the Hopf
algebra generated by {Pst | s < t}. See [2] or [5] for the product structure in the Milnor basis for the mod 2 Steenrod
algebra.
First note that the Milnor basis for D is
{Sq(r1, r2, . . . , rn) | 0 ≤ ri ≤ 2i − 1, n ≥ 1}
as we are only allowing algebra generators Pst with s < t . This can be seen by understanding the following lemma.
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Lemma 2.4. (1)
∏
0≤i<t P it = Sq(0, . . . , 0, a), where a =
∑
0≤i<t 2i = 2t − 1.
(2) Sq(r1)Sq(0, r2) . . . Sq(0, . . . , 0, rn) = Sq(r1, r2, . . . , rn) with ri in the i th place for each i .
Moreover, we would like to understand the product of Pst and P
s′
t ′ . Again we note a computational lemma.
Lemma 2.5. Let t < t ′. Then:
(1) Pst P
s′
t ′ = Sq(0, . . . , 2s, . . . , 2s
′
) with the 2s in the tth place and the 2s
′
in the t ′th place; and
(2) Ps
′
t ′ P
s
t =
∑min(2s′−t ,2s )
j=0 Sq(0, . . . , 2s − j, . . . , 2s
′ − 2t j, . . . , j) with 2s − j , 2s − 2t j and j in the tth, t ′th and
(t + t ′)th places respectively.
The proofs of Lemmas 2.4 and 2.5 are basic computations with the Milnor basis.
In particular we see that Pst+t ′ is one of the terms in the above sum if and only if s
′ = s + t . Moreover, if we
consider any two elements of the Milnor basis we have the following known lemma [4,2].
Lemma 2.6. Puv is a summand in the product Sq(r1, r2, . . .)Sq(s1, s2, . . .) when expressed in the Milnor basis if and
only if Sq(r1, r2, . . .) = Ps′t ′ and Sq(s1, s2, . . .) = Pst with u = s, v = t + t ′ and s′ = s + t .
The following proposition gives us the second component needed for understanding E0D. It determines the
filtration of each Pst ∈ D and since the Pst ’s generate D we can obtain information about the filtration for every
element in D.
Proposition 2.7. Pst ∈ I k if and only if ts+1 ≥ 2k − 1.
Proof. For our base case we note that P01 has 1 ≥ (2k − 1)(0 + 1) for k = 1 and P01 also has degree one and hence
must be in I . We proceed by induction on t and s to prove that t ≥ (2k − 1)(s + 1) implies Pst ∈ I k . Assume that
t ≥ (2k − 1)(s + 1) implies Pst ∈ I k for all s < t when t < t0. Consider P0t0 = [P01 , P1t0−1]. We know P01 ∈ I .
Suppose t0 ≥ (2k − 1)(0+ 1). Then t0 − 1 ≥ (2k−1 − 1)(1+ 1) and, by induction on t , P1t0−1 ∈ I k−1 which implies
P0t0 ∈ I k .
Now assume that t ≥ (2k − 1)(s + 1) implies Pst ∈ I k for all s < t when t < t0 and for all s < s0 when t = t0.
Consider Ps0t0 and assume t0 ≥ (2k − 1)(s0 + 1). Ps0t0 = [Ps0s0+1, P
2s0+1
t0−s0−1] +
∑
Sq(0, . . . , a, . . . , b, . . . , c) where a,
b and c are in the (so + 1)st, (t0 − s0 − 1)st and t0th places respectively, where a < 22s0+1, b < 2s0 and c < 2t0 . See
Lemma 2.5 for a more explicit description of the previous summation.
t0 ≥ (2k − 1)(s0 + 1)
⇒ t0 − s0 − 1 ≥ (2k − 1)(s0 + 1)− (s0 + 1)
⇒ t0 − s0 − 1 ≥ (2k − 1− 1)(s0 + 1)
⇒ t0 − s0 − 1 ≥ (2k−1 − 1)(2s0 + 2).
Hence by induction on t we see that P2s0+1t0−s0−1 ∈ I k−1. Therefore, since P
s0
s0+1 ∈ I , [P
s0
s0+1, P
2s0+1
t0−s0−1] ∈ I k . As noted
previously
Sq(0, . . . , a, . . . , b, . . . , c) = Sq(0, . . . , 0, a)Sq(0, . . . , 0, b)Sq(0, . . . , 0, c)
with a, b and c in the appropriate places. If we consider Sq(0, . . . , 0, c), we know that c < 2s0 so c = ∑i<s0 εi2i
where εi = 0 or 1. So Sq(0, . . . , 0, c) =∏i<s0,εi=1 P it0 . Then by induction on s, t0 ≥ (2k−1)(s0+1) > (2k−1)(i+1)
implies P it0 ∈ I k and Sq(0, . . . , a, . . . , b, . . . , c) ∈ I k . Hence Ps0t0 ∈ I k .
To prove the converse we will prove a stricter implication: If
Pst +
l∑
i=1
Sq(ri1 , ri2 , . . .) ∈ I k
with no Sq(ri1 , ri2 , . . .) = Puv , then t ≥ (2k − 1)(s + 1). We will proceed by induction on t .
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Assume Pst +
∑l
i=1 Sq(ri1 , ri2 , . . .) ∈ I k . Then
Pst +
l∑
i=1
Sq(ri1 , ri2 , . . .) =
n∑
i=1
(
k∏
j=1
ai j
)
with each ai j ∈ I . In particular since Pst is an element of the Milnor basis it must be a summand in
∏k
j=1 ai j for a
fixed i when expressed in terms of the Milnor basis. Each ai j can be written as
ai j =
m∑
l=1
P
sli
tli
+ {non-Pst elements}.
As noted previously Pst can only be a term in a product of other P
s
t ’s. This implies P
s
t is a term in the product
of P
sli
tli
’s from the ai j . Without loss of generality we know that
∏k
i=1 P
si
ti = Pst +
∑
j Sq(r j1 , r j2 , . . .) where no
Sq(r j1 , r j2 , . . .) = Puv , sk = s, si−1 = si + ti for 1 < i ≤ k and
∑
ti = t .
Now consider
k−1∏
i=1
Psiti = Psk−1t ′ +
∑
j
Sq(r j1 , r j2 , . . .),
where no Sq(r j1 , r j2 , . . .) = Puv for some u and v and t ′ =
∑k−1
i=1 ti . Then P
sk−1
t ′ +
∑
j Sq(r j1 , r j2 , . . .) ∈ I k−1. By
induction on t we know
t ′ ≥ (2k−1 − 1)(sk−1 + 1)
and hence
t = t ′ + tk ≥ (2k−1 − 1)(sk−1 + tk)
= (2k−1 − 1)(sk + tk + 1)+ tk
= (2k−1 − 1)(sk + 1)+ 2k−1tk
≥ (2k−1 − 1)(sk + 1)+ 2k−1(sk + 1)
= (2k − 1)(sk + 1)
= (2k − 1)(s + 1).
This completes the proof. 
Corollary 2.8. Pst ∈ I k \ I k+1 if and only if 2k − 1 ≤ ts+1 < 2k+1 − 1.
This gives us conditions for determining the filtration of an element Pst ∈ D. Define Filt(Pst ) = k if 2k − 1 ≤
t
s+1 < 2
k+1 − 1.
We now turn our attention to the commutator in E0D. As noted above, Pst+t ′ is a summand of [Pst , Ps
′
t ′ ] if and only
if s′ = s + t . We would like to determine which summands survive in E0D.
Lemma 2.9. If Pst ∈ I k and Ps′t ′ ∈ I l , then any summand Sq(0, . . . , 2s − j, . . . , 2s
′ − 2t j, . . . , j) in [Pst , Ps′t ′ ] with
either 2s − j 6= 0 or 2s′ − 2t j 6= 0 will be in I k+l+1.
Proof. Case 1. Suppose both 2s − j 6= 0 and 2s′ − 2t j 6= 0. Then
Sq(0, . . . , 2s − j, . . . , 2s′ − 2t j, . . . , j) = Sq(0, . . . , 2s − j)Sq(0, . . . , 2s′ − 2t j)Sq(0, . . . , j)
and we see from Proposition 2.7 that Sq(0, . . . , 2s− j) ∈ I k , Sq(0, . . . , 2s′−2t j) ∈ I l and Sq(0, . . . , j) ∈ I . Hence
Sq(0, . . . , 2s − j, . . . , 2s′ − 2t j, . . . , j) ∈ I k+l+1.
Case 2. Suppose 2s − j = 0 and 2s′ − 2t j 6= 0. Note that j = 2s and 2s′ − 2t j 6= 0 imply s′ > t + s.
t + t ′ ≥ (2k − 1)(s + 1)+ t ′
≥ (2k − 1)(s + 1)+ s′ + 1
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> (2k − 1)(s + 1)+ t + s + 1
≥ (2k − 1)(s + 1)+ (2k − 1)(s + 1)+ s + 1
= (2k+1 − 1)(s + 1).
Using Lemma 2.4 and Corollary 2.8 we see that Sq(0, . . . , 2s
′ − 2t j) ∈ I l and hence Sq(0, . . . , 2s′ − 2t j, . . . , j) ∈
I k+l+1.
Case 3. Suppose 2s − j 6= 0 and 2s′ − 2t j = 0.
t + t ′ ≥ t + (2l − 1)(s′ + 1)
= t + (2l − 1+ 2l − 2l)(s′ + 1− t + t)
= t + (2l+1 − 1)(s′ − t + 1)+ (2l+1 − 1)t − 2l(s′ + 1)
= (2l+1 − 1)(s′ − t + 1)+ 2l+1t − 2l(s′ + 1)
= (2l+1 − 1)(s′ − t + 1)+ 2l(2t − s′ − 1).
j = 2s′−t and 2s − j 6= 0 imply s′ − t < s. Consequently we see that since s < t we have 2t ≥ s′ + 1. Hence
t + t ′ ≥ (2l+1 − 1)(s′ − t + 1)+ 2l(2t − s′ − 1) ≥ (2l+1 − 1)(s′ − t + 1).
Again by Lemma 2.4 and Corollary 2.8 we have Sq(0, . . . , 2s − j) ∈ I k which implies Sq(0, . . . , 2s − j, . . . , j) ∈
I k+l+1. 
Proof of Proposition 2.1. The first part follows directly from Lemma 2.9. For the second result, note that
[P2s′+lt+t ′−s′−l , Ps
′
s′+l ] = Ps
′
t+t ′ 6= 0 if and only if P2s
′+l
t+t ′−s′−l ∈ I k− j and Ps
′
s′+l ∈ I j for some j , 1 ≤ j ≤ k − 1.
By Proposition 2.7 we know
t + t ′ − s′ − l ≥ (2k− j − 1)(2s′ + l + 1)
and
s′ + l ≥ (2 j − 1)(s′ + 1).
If we solve for l in each of these inequalities we get
2 j (s′ + 1)− 2s′ − 1 ≤ l ≤ 2 j−k(t + t ′ + s′ + 1)− 2s′ − 1,
which is the desired result. 
We now have a description of the behavior of commutators of Pst ’s in E0D. Provided P(E0D) does not contain
elements more complex than the Pst ’s, we have a complete description of the bracket of the restricted Lie algebra of
primitive elements.
We now want to ensure that given any Pst ∈ I 2 there is at least one commutator equal to Pst in E0D. In particular,
the following lemmas show that [P2s+1t−s−1, Pss+1] = Pst for all Pst ∈ I 2. We will then use this to determine the primitive
elements of E0D which we use to describe the corresponding restricted Lie algebra.
Lemma 2.10. For every s, Pss+1 ∈ I \ I 2.
Proof. Note that 21 − 1 = 1 ≤ s+1s+1 and 22 − 1 = 3 > s+1s+1 and use Corollary 2.8. 
Lemma 2.11. If Pst ∈ I k \ I k+1 for k ≥ 2, then P2s+1t−s−1 ∈ I k−1 \ I k .
Proof. Note that
t − s − 1 ≥ (2k − 1)(s + 1)− s − 1
= (2k − 2)(s + 1)
= (2k−1 − 1)(2s + 2)
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and
t − s − 1 < (2k+1 − 1)(s + 1)− s − 1
= (2k+1 − 2)(s + 1)
= (2k − 1)(2s + 2),
and use Corollary 2.8. 
Similarly, the following lemma shows that if t ′ =
⌊
t−s−1
2
⌋
, then [Ps+t ′t−t ′ , Pst ′ ] = Pst . This shows that if t is
sufficiently large, we can explicitly describe two brackets that give Pst .
Lemma 2.12. Let t ′ =
⌊
t−s−1
2
⌋
.
(1) If Pst ∈ I k \ I k+1 for k ≥ 2, then Pst ′ ∈ I k−1 \ I k .
(2) If Pst ∈ I k \ I k+1 for k ≥ 2, then Ps+t
′
t−t ′ ∈ I \ I 2.
Proof. The proof is similar to that of Lemma 2.11. 
Remark 2.13. The four preceding lemmas guarantee that [P2s+1t−s−1, Pss+1] = Pst = [Ps+t
′
t−t ′ , P
s
t ′ ] for all s < t .
Remark 2.14. Note that
⌊
t−s−1
2
⌋
is the largest possible value for t ′ when considering a commutator [Ps+t ′t−t ′ , Pst ′ ].
Otherwise we would have s + t ′ ≥ t − t ′.
Lemma 2.15. If Pst ∈ D, then Pst is primitive in E0D.
Proof. We proceed by induction on n for Pst ∈ I n \ I n+1.
The case n = 1 is true by Lemma 2.3.
Fix k and assume that all Pst with Pst ∈ I k−1 \ I k are primitive. Let Pst ∈ I k \ I k+1. Then from Lemmas 2.10 and
2.11 we know Pss+1 ∈ I \ I 2 and P2s+1t−s−1 ∈ I k−1 \ I k which implies both are primitive by the inductive hypothesis.
By Remark 2.13, [Pss+1, P2s+1t−s−1] = Pst 6= 0 in E0D and hence Pst is primitive. 
Proof of Theorem 2.2. From [6] we know there is a one-to-one correspondence between restricted Lie algebras and
primitively generated Hopf algebras over F2. Given a Hopf algebra B, the correspondence is given by V (P(B))where
V is the restricted universal enveloping algebra of the restricted Lie algebra P(B). If we let Q be the restricted Lie
algebra generated by {Pst ∈ E0D} then V (Q) = E0D since the Pst ’s generate E0D as an algebra which implies
P(E0D) ⊆ Q. But each Pst ∈ Q is primitive so Q ⊆ P(E0D). 
3. Cohomology of E0D
This section is devoted to computing portions of H∗(E0D) = Ext∗E0D(F2,F2). As noted in Section 1, we will use
a complex constructed by May in [4] for our computations.
The complex, S(g∗), is the polynomial algebra on the dual of the restricted Lie algebra consisting of the primitive
elements of E0D, g = P(E0D). The differential d of this complex is a derivation and is determined by the bracket in
g. Specifically, let {xi } be a basis for g and {x∗i } be the dual basis for g∗; then d(x∗i ) =
∑
x∗j x∗k where the sum is over
all pairs x∗j , x∗k ∈ g∗ such that [x j , xk] has xi as a summand.
We determined the structure of g in Section 2. Theorem 2.2 states that {Pst | s < t} is a basis for g. If we let
{bst | s < t} be the dual basis for g∗, then S(g∗) is a polynomial algebra on the bst ’s.
Before we present results about H∗(E0D), we note a few examples of computations with d. d(b01) = 0 because
P01 is indecomposable and hence not the commutator of elements in E
0D. Proposition 2.1 translates to the boundary
computation d(b16) = b34b12 since only [P34 , P12 ] = P16 . Similarly,
d(b13b
0
5) = d(b13)b05 + b13d(b05) = 0+ b13(b14b01 + b23b02)
since P13 is indecomposable and [P14 , P01 ] = P05 = [P23 , P02 ].
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We now proceed with our results.
Proposition 3.1. H1(E0D) has a basis consisting of {[bst ] | t < 3(s + 1)}.
Proof. First note that if Pst ∈ I k \ I k+1 for k ≥ 2 then from Lemmas 2.10 and 2.11 we know that Filt(Pss+1) = 1 and
Filt(P2s+1t−s−1) = k − 1. Hence [Pss+1, P2s+1t−s−1] = Pst 6= 0 and bss+1b2s+1t−s−1 is a summand of d(bst ). Such bst ’s are not in
the kernel of d.
Clearly any bst such that P
s
t ∈ I \ I 2 is not the bracket of any two elements and hence is in the kernel of d. So we
need only consider all x ∈ P(g∗) such that x = ∑ni=1 bsiti has two or more distinct summands each in I k \ I k+1 for
k ≥ 2.
Suppose d(x) = 0 for such an x . Then bs1s1+1b
2s1+1
t1−s1−1 would be a summand of d(x) and must equal b
sk
t ′k
b
sk+t ′k
tk−t ′k for
some other k. If s1 = sk and s1 + 1 = t ′k , then bs1t1 = bsktk which are not distinct. If s1 = sk + t ′k , s1 + 1 = tk − t ′k and
sk = 2s1 + 1 then
sk + tk = 2s1 + 1 = sk .
This is not possible and hence d(x) 6= 0. 
Proposition 3.2. H2(E0D;F2) has a vector space basis consisting of the following elements:
(1) {[bst buv ] | Pst , Puv ∈ I \ I 2, Pst 6= Puv and bst buv 6= bss+1b2s+1w or b2u+1w buu+1};
(2) {[(bst )2] | bst ∈ g∗};
(3) {[bs3s+3b2s+12s+3 + bs3s+4b2s+12s+2] | s ≥ 0}; and
(4) {[bs3s+3b2s+16s+6 + bs7s+7b2s+12s+2], [bs3s+3b2s+16s+7 + bs7s+8b2s+12s+2] | s ≥ 0}.
Before proving Proposition 3.2, we need a few computational lemmas describing the differential d on particular bst .
Lemma 3.3. d(bst ) consists of exactly one summand if and only if t = 3s + 3 or t = 3s + 4.
Proof. If d(bst ) consists of exactly one summand then
⌊
t−s−1
2
⌋
= s + 1. Then t−s−12 − 1 < s + 1 which implies
t < 3s + 5. Since we know t ≥ 3s + 3 by Proposition 2.7, t = 3s + 3 or t = 3s + 4.
Conversely, if t = 3s + 3, then bss+1b2s+12s+2 is the only summand of d(bst ). Similarly, if t = 3s + 4, bss+1b2s+12s+3 is the
only summand of d(bst ). 
Lemma 3.4. Let bst ∈ I 3. d(bst ) consists of exactly two summands if and only if t = 7s + 7 or t = 7s + 8.
Proof. Let t ′ =
⌊
t−s−1
2
⌋
. If d(bst ) consists of exactly two summands then they are b
s
s+1b
2s+1
t−s−1 and b
s
t ′b
s+t ′
t−t ′ by
Remark 2.13. Additionally, bst ′−1 ∈ I \ I 2 so that bst ′−1bs+t
′−1
t−t ′+1 is not a summand. So
⌊
t−s−1
2
⌋
− 1 < 3s + 3 by
Proposition 2.7. If t − s − 1 is even then we have⌊
t − s − 1
2
⌋
− 1 < 3s + 3 ⇒ t − s − 1
2
< 3s + 4 ⇒ t < 7s + 9.
If t − s − 1 is odd then we have⌊
t − s − 1
2
⌋
− 1 < 3s + 3 ⇒ t − s − 1
2
− 1
2
< 3s + 4 ⇒ t < 7s + 10.
Note that t = 3s + 9 implies t − s − 1 = 6s + 8 which is even. Hence t < 7s + 9. since we know t ≥ 7s + 7 by
Proposition 2.7, t = 7s + 7 or t = 7s + 8.
Conversely, if t = 7s + 7, then
⌊
t−s−1
2
⌋
− 1 = 3s + 2 and bst ′−1 = bs3s+2 ∈ I \ I 2 and bst ′−1bs+t
′−1
t−t ′+1 is not a
summand. Also, b2s+16s+5 ∈ I \ I 2 and bss+2b2s+26s+5 is not a summand. Hence, d(bst ) has exactly two summands. Similarly,
we see that d(bst ) has exactly two summands if t = 7s + 8. 
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Remark 3.5. An important point to note about the next proof is that it relies on a key fact: Since d is a derivation
and our complex is commutative, we know from Lemma 2.6 that bst b
u
vb
p
q is a summand of a boundary if any of the
following equalities holds: s + t = u, s + t = p, u + v = s, u + v = p, p + q = s or p + q = u.
We will now compute H2(E0D;F2). We define a filtration on S(g∗) by Filt(bst ) := Filt(Pst ) as defined in Section 2.
Additionally, the brackets represent the corresponding cohomology class.
Proof of Proposition 3.2. We will begin by showing that each of the stated elements is in H2(E0D). Then we will
show that there are no others.
(1) d(bst b
u
v ) = d(bst )buv + bst d(buv ) = 0 if both Pst and Puv are in I \ I 2 since d(bst ) = d(buv ) = 0.
(2) d((bst )
2) = d(bst )bst + bst d(bst ) = 0 as we are in characteristic 2 and our complex is commutative.
(3) By Lemma 3.3 we have
d(bs3s+3b
2s+1
2s+3 + bs3s+4b2s+12s+2) = b2s+12s+2bss+1b2s+12s+3 + b2s+12s+3bss+1b2s+12s+2 = 0.
(4) By Lemmas 3.3 and 3.4 we have
d(bs3s+3b
2s+1
6s+6 + bs7s+7b2s+12s+2) = b2s+12s+2bss+1b2s+16s+6 + bs3s+3b4s+34s+4b2s+12s+2
+ (b2s+16s+6bss+1 + b4s+34s+4bs3s+3)b2s+12s+2 = 0.
Similarly, we see that d(bs3s+3b
2s+1
6s+7 + bs7s+8b2s+12s+2) = 0.
We see that all the elements are cycles in the complex. Now let us consider an element x =∑ni=1 bsiti buivi ∈ ker(d).
First note that since we are in characteristic 2 we need not consider repeated terms. Second, we need not consider any
x that can be written as x = d(bst )+ x ′ where x ′ ∈ ker(d). Also note that we need only consider elements x such that
each summand has either bsktk or b
uk
vk in I
2; otherwise d(bsktk b
uk
vk ) = d(bsktk )bukvk + bsktk d(bukvk ) = 0. We also assume that no
sub-sum of terms in x is in the kernel of d. Additionally, our complex is a polynomial algebra and hence commutative,
so we may assume that bsiti ∈ I 2 for 1 ≤ i ≤ n.
For x to be in the kernel, all summands in d(bs1t1 b
u1
v1 ) must appear as a summand of d(b
sk
tk b
uk
vk ) for some k. In
particular, the term bs1s1+1b
2s1+1
t1−s1−1b
u1
v1 must appear as a summand of some d(b
sk
tk b
uk
vk ), and hence must equal a term of
the form bskt ′k
b
sk+t ′k
tk−t ′k b
uk
vk . Note that to simplify the proof when two terms cancel we always write the monomial with
the differential applied to the first term in bsktk b
uk
vk . Since our complex is commutative our only requirement for two
monomials to be the same is that the same three terms appear in each monomial.
We first note that if bu1v1 = bukvk , then the degree of bs1t1 will equal the degree of bsktk and hence bs1t1 = bsktk . Thus
bs1t1 b
u1
v1 = bsktk bsktk but this is not allowed as x has no repeated terms.
The remainder of the proof is divided into cases dependent on the reordering of the terms. The first two cases will
have one set of relations. The third case will have two possible sets of relations.
(1) bs1s1+1 = b
sk
t ′k
, b2s+1t1−s1−1 = b
uk
vk and b
u1
v1 = bsk+t
′
k
tk−t ′k .
(2) bs1s1+1 = b
uk
vk , b
2s+1
t1−s1−1 = b
sk+t ′k
tk−t ′k and b
u1
v1 = bskt ′k .
(3) bs1s1+1 = b
uk
vk , b
2s+1
t1−s1−1 = b
sk
t ′k
and bu1v1 = bsk+t
′
k
tk−t ′k , or b
s1
s1+1 = b
sk+t ′k
tk−t ′k , b
2s+1
t1−s1−1 = b
uk
vk and b
u1
v1 = bskt ′k .
We now proceed with proofs of each of the above cases.
Case 1. Suppose
s1 = sk 2s1 + 1 = uk u1 = sk + t ′k
s1 + 1 = t ′k t1 − s1 − 1 = vk v1 = tk − t ′k .
(1) Assume both d(bs1t1 ) and d(b
sk
tk ) have exactly one summand. From Lemma 3.3, we know that 3s1+3 ≤ t1 < 3s1+5
and 3sk + 3 ≤ tk < 3sk + 5. If t1 = tk , then we would have bs1t1 bu1v1 = bsktk bukvk which is not possible. Hence,
t1 = 3s1 + 3 and tk = 3sk + 4 and we see that
bs13s1+3b
2s1+1
2s1+3 + b
s1
3s1+4b
2s1+1
2s1+2 ∈ ker(d).
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(2) Assume d(bsktk ) has more than one summand. In particular, we then know d(b
sk
tk b
uk
vk ) contains at least
bsksk+1b
2sk+1
tk−sk−1b
uk
vk and b
sk
t b
sk+t
tk−t b
uk
vk , with t =
⌊
tk−sk−1
2
⌋
.
If bskt b
sk+t
tk−t b
uk
vk is a summand of d(b
s
t b
u
v ) with b
s
t b
u
v 6= bsktk bukvk then one of the following equalities derived from
Remark 3.5 must hold:
(a) sk + t = uk ;
(b) sk + tk = sk ;
(c) sk + tk = uk ;
(d) uk + vk = sk ; or
(e) uk + vk = sk + t .
Due to the constraints we have from relating bs1t1 b
u1
v1 and b
sk
tk b
uk
vk , we can eliminate all but one of the above equalities.
We will have similar equalities in succeeding cases so we will show how to eliminate certain equalities for this
case and omit them for the succeeding cases.
sk + t > sk + s1 + 1 = 2s1 + 1 = uk eliminates the first equality.
sk + tk > sk eliminates the second equality.
sk + tk > sk + t ′k = 2s1 + 1 = uk eliminates the third equality.
uk + vk = t1 + s1 = sk + t1 > sk eliminates the fourth equality.
The only equality that remains as a possibility is uk + vk = sk + t . This also implies that t1 = t as
uk + vk = s1 + t1.
Note that if there were a third term bskt ′ b
sk+t ′
tk−t ′ b
uk
vk in the boundary of b
sk
tk b
uk
vk , we would also have t1 = t ′. However,
we know t ′ < t by Remark 2.14. Hence, d(bsktk ) has exactly two summands.
This implies bskt b
sk+t
tk−t b
uk
vk is a summand of d(b
uk
tk+vk−tb
sk
t ). Considering the relationships
u1 = 2s1 + 1 = 2sk + 1 = uk
and
tk + vk − t = tk + vk −
⌊
tk − sk − 1
2
⌋
= tk + vk − t1
= tk + vk − (vk − s1 + 1)
= tk − s1 − 1
= v1
we see that buktk+vk−tb
sk
t = bu1v1 bs1t1 . So Filt(bu1v1 ) is at least 2. We have the following:
v1 ≥ 3u1 + 3 ⇒ tk − sk − 1 ≥ 3(sk + 1)+ 3
⇒ tk ≥ 7sk + 7.
Therefore, by Lemma 3.4, tk = 7sk + 7 and
bsk3sk+3b
2sk+1
6sk+6 + b
sk
7sk+7b
2sk+1
2sk+2 ∈ ker(d)
or tk = 7sk + 8 and
bsk3sk+3b
2sk+1
6sk+7 + b
sk
7sk+8b
2sk+1
2sk+2 ∈ ker(d).
(3) If we assume d(bs1t1 ) has more than one summand, then we find ourselves in a situation symmetric to the previous
one. We can conclude that 7s1 + 7 ≤ t1 < 7s1 + 9. And we find we obtain the same elements as above.
Case 2. Suppose
s1 = uk 2s1 + 1 = sk + t ′k u1 = sk
s1 + 1 = vk t1 − s1 − 1 = tk − t ′k v1 = t ′k .
(1) Assume both d(bs1t1 ) and d(b
sk
tk ) have exactly one summand. Then t
′
k = sk + 1 and 2s1 + 1 = sk + t ′k = 2sk + 1
implies s1 = sk . Also, t1 − s1 − 1 = tk − t ′k implies t1 = tk . Similarly, we see that u1 = uk and v1 = vk . Hence,
bs1t1 b
u1
v1 = bsktk bukvk which contradicts our assumption of x having no repeated terms.
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(2) Assume d(bs1t1 ) has more than one summand. Then we know d(b
s1
t1 b
u1
v1 ) contains at least b
s1
s1+1b
2s1+1
t1−s1−1b
u1
v1 and
bs1t b
s1+t
t1−t b
u1
v1 , with t =
⌊
t1−s1−1
2
⌋
. To cancel the summand bs1t b
s1+t
t1−t b
u1
v1 one of the following must hold:
(a) s1 + t = u1;
(b) s1 + t1 = s1;
(c) s1 + t1 = u1;
(d) u1 + v1 = s1; or
(e) u1 + v1 = s1 + t .
Given the relations we have in this case we can quickly check that none of these is possible:
(a) s1 + t > s1 + s1 + 1 = sk + t ′k = u1 + t ′k > u1;
(b) s1 + t1 > s1;
(c) s1 + t1 = sk + tk = u1 + tk > u1;
(d) u1 + v1 = sk + t ′k = 2s1 + 1 > s1; and
(e) u1 + v1 = sk + t ′k = 2s1 + 1 < s1 +
⌊
t1−s1−1
2
⌋
.
Hence we could not cancel the given summand so d(bs1t1 ) must have exactly one summand.
Assume d(bsktk ) has more than one summand. In particular, we know d(b
sk
tk b
uk
vk ) contains at least b
sk
sk+1b
2sk+1
tk−sk−1b
uk
vk
and bskt b
sk+t
tk−t b
uk
vk , with t =
⌊
tk−sk−1
2
⌋
.
We know from Remark 2.14 that t ′k ≤ t . Let us first suppose that t ′k < t . Then we would have the summand
bskt b
sk+t
tk−t b
uk
vk remaining. To cancel this summand one of the following must hold:
(a) sk + t = uk ;
(b) sk + tk = sk ;
(c) sk + tk = uk ;
(d) uk + vk = sk ; or
(e) uk + vk = sk + t .
As above, we can easily check that none of these is possible. Hence t ′k =
⌊
tk−sk−1
2
⌋
. So this summand matches
the summand from d(bs1t1 ).
We are now concerned with the summand bsksk+1b
2sk+1
tk−sk−1b
uk
vk . To cancel this summand one of the following must
hold:
(a) 2sk + 1 = uk ;
(b) sk + tk = sk ;
(c) sk + tk = uk ;
(d) uk + vk = sk ; or
(e) uk + vk = 2sk + 1.
Due to the constraints we have from relating bs1t1 b
u1
v1 and b
sk
tk b
uk
vk , we can verify that the only possibility is
2sk + 1 = uk .
Let us first note that there must be exactly two summands in d(bsktk ). If there were a third, b
sk
t ′′k
b
sk+t ′′k
tk−t ′′k b
uk
vk with
sk + 1 < t ′′k < t ′k =
⌊
tk−sk−1
2
⌋
, we note that relations (b) through (e) would still not be possible. Also,
sk+ t ′′k > 2sk+1 = uk implies that relation (a) could not hold. So there are exactly two summands and Lemma 3.4
implies tk < 7sk + 9.
We now consider the case where 2sk + 1 = uk . Note that the summand bsksk+1b
2sk+1
tk−sk−1b
uk
vk can arise from b
sk
tk b
uk
vk
or bsk3sk+3b
2sk+1
tk−sk−1. Using b
sk
tk b
uk
vk to cancel the summand would contradict our assumption that x has no repeated
terms. Hence we must consider bsk3sk+3b
2sk+1
tk−sk−1. Using our relations in this case we see that s1+ uk = 2sk + 1 and
sk = u1. Also,
uk + vk = 2uk + 1 = 4sk + 3
and
uk + vk = 2s1 + 1 = sk + t ′k
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imply v1 = t ′k = 3sk + 3. Finally,
t1 − s1 − 1 = tk − t ′k
⇒ t1 = tk − 3sk − 3+ s1 + 1
⇒ t1 = tk − 3sk − 3+ 2sk + 1+ 1
⇒ t1 = tk − sk − 1.
There are two things to note from these relations. The first is that
bsk3sk+3b
2sk+1
tk−sk−1 = bu1v1 b
s1
t1
and the second is
t1 ≥ 3s1 + 3 ⇒ tk ≥ 7sk + 7.
We can conclude that tk = 7sk + 7 or tk = 7sk + 8. Therefore
bsk3sk+3b
2sk+1
6sk+6 + b
sk
7sk+7b
2sk+1
2sk+2 ∈ ker(d)
or
bsk3sk+3b
2sk+1
6sk+7 + b
sk
7sk+8b
2sk+1
2sk+2 ∈ ker(d),
which are the same as Case 1.
Case 3. As previously stated, this case is slightly different from the previous cases. We will show for the remaining
pairings for the monomials, bs1s1+1b
2s1+1
t1−s1−1b
u1
v1 and b
sk
t ′k
b
sk+t ′k
tk−t ′k b
uk
vk , that b
s1
t1 b
u1
v1 and b
sk
tk b
uk
vk are summands of a boundary.
Moreover, once all cycles arising from the previous cases are removed from x , we will show that x is a boundary.
Suppose
s1 = uk 2s1 + 1 = sk u1 = sk + t ′k
s1 + 1 = vk t1 − s1 − 1 = t ′k v1 = tk − t ′k .
These relations show that s1 + t1 = sk + t ′k = uk . So bs1t1 bu1v1 could also be a summand of d(bs1t1+v1). We need to check
the filtration to ensure we are considering elements with Filt(bs1t1+v1) = Filt(bs1t1 ) + Filt(bu1v1 ). If this equality did not
hold, we would have [Ps1t1 , Pu1v1 ] 6= Ps1t1+v1 in g.
Suppose Filt(bs1t1 ) = j and Filt(bu1v1 ) = l. We want Filt(bs1t1+v1) = j + l. We know Filt(bs1s1+1) = 1, Filt(b
2s1+1
t1−s1−1) =
j − 1. Also, Filt(bukvk ) = Filt(bs1s1+1) = 1 which implies Filt(b
sk
tk ) = j + l − 1. We get the following:
t1 − s1 − 1+ v1 = t ′k + tk − t ′k
= tk
< (2 j+l − 1)(sk + 1)
= (2 j+l − 1)(2s1 + 2)
= (2 j+l+1 − 2)(s1 + 1)
which implies
t1 + v1 < (2 j+l+1 − 2)(s1 + 1)+ s1 + 1 = (2 j+l+1 − 1)(s1 + 1).
Hence Filt(bs1t1+v1) = j + l and bs1t1 bu1v1 is a summand of d(bs1t1+v1).
Similarly, if we have
s1 = sk + t ′k 2s1 + 1 = uk u1 = sk
s1 + 1 = tk − t ′k t1 − s1 − 1 = vk v1 = t ′k,
then u1 + v1 = sk + t ′k = s1. So bs1t1 bu1v1 could also be a summand of d(bu1t1+v1). Again, we need to check the filtration.
Suppose Filt(bs1t1 ) = j and Filt(bu1v1 ) = l. We want Filt(bu1t1+v1) = j + l. Assume Filt(bu1t1+v1) = j + l.
Let us first consider the case where d(bs1t1 ) has more than one summand. Then d(b
s1
t1 ) is guaranteed to contain
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bs1s1+1b
2s1+1
t1−s1−1 and b
s1
t b
s1+t
t1−t as summands, with t =
⌊
t1−s1−1
2
⌋
. Note that Filt(b2s1+1t1−s1−1) = Filt(b
s1
t ) = j − 1 and
Filt(bs1s1+1) = Filt(b
s1+t
t1−t ) = 1.
If we consider bs1t b
s1+t
t1−t b
u1
v1 as a summand of b
s1
t1 b
u1
v1 , we can see that it will also arise as a summand of d(b
u1
v1+tb
s1+t
t1−t ).
In fact it cannot be the summand of any other element in the image of d. Since Filt(bs1+tt1−t ) = 1, we only need to
determine the filtration of bu1v1+t .
v1 +
⌊
t1 − s1 − 1
2
⌋
≤ v1 + t1 − s1 − 12
< (2l+1 − 1)(u1 + 1)+ 12 ((2
j+1 − 1)(s1 + 1)− s1 − 1)
= (2l+1 − 1)(u1 + 1)+ 12 (2
j+1 − 2)(s1 + 1)
= (2l+1 − 1)(u1 + 1)+ (2 j − 1)(s1 + 1)
= (2l+1 − 1)(u1 + 1)+ (2 j − 1)(sk + t ′k + 1)
= (2l+1 − 1)(u1 + 1)+ (2 j − 1)(u1 + v1 + 1)
< (2l+1 − 1)(u1 + 1)+ (2 j − 1)(u1 + 1+ (2l+1 − 1)(u1 + 1))
= (2 j+l+1 − 1)(u1 + 1).
This implies Filt(bu1v1+t ) = j + l and hence Filt(bu1v1+tbs1+tt1−t ) = j + l + 1. Since Filt(bs1t bs1+tt1−t bu1v1 ) = j + l,
bs1t b
s1+t
t1−t b
u1
v1 cannot be a summand of d(b
u1
v1+tb
s1+t
t1−t ) which means x 6∈ ker(d) as we could not cancel bs1t bs1+tt1−t bu1v1 .
Therefore Filt(bs1t1 b
u1
v1 ) = Filt(bu1t1+v1) and bs1t1 bu1v1 must be a summand of d(bu1t1+v1).
We now consider the case where d(bs1t1 ) has exactly one summand. Then, by Lemma 3.3, t1 = 3s1+3 or t1 = 3s1+4.
Again, one can show directly that Filt(bs1t1 b
u1
v1 ) = Filt(bu1t1+v1) and hence bs1t1 bu1v1 must be a summand of d(bu1t1+v1).
Now that we have confirmed that the elements have the correct filtration, the following lemma will complete this
case.
Lemma 3.6. Suppose x =∑ni=1 bsiti buivi ∈ ker(d) and it contains no cycles of the types presented in the previous cases.
If for some k, bsktk b
uk
vk is a summand of d(b
s
t ) for some b
s
t ∈ I 3, then x = d(bst ) for some s and t.
Proof. If bsktk b
uk
vk is a summand of a boundary, then either sk + tk = uk or uk + vk = sk . Additionally, since all
summands of x must have the same topological degree, buktk+vk = bsktk+vk = bst for 1 ≤ k ≤ n.
Suppose bss+lb
2s+l
t−s−l with s + l ≥ 3s + 3 is a summand of x . Then bss+1b2s+1l−1 b2s+lt−s−l is a summand of d(x). This
summand will cancel from a pairing of bss+1b
2s+1
l−1 b
2s+l
t−s−l with a summand of d(b
s
s+mb2s+mt−s−m). In particular, for some
k, either
bss+1b
2s+1
l−1 b
2s+l
t−s−l = bss+kb2s+km−k b2s+mt−s−m,
a summand of d(bss+m)b2s+mt−s−m , or
bss+1b
2s+1
l−1 b
2s+l
t−s−l = b2s+m2s+m+kb4s+2m+kt−3s−2m−kbss+m,
a summand of d(b2s+mt−s−m)bss+m . In this case, such a pairing will result in one of the following relations.
s = 2s + k 2s + 1 = 2s + m 2s + l = s
s + 1 = m − k l − 1 = t − s − m t − s − l = s + k,
s = 2s + m 2s + 1 = s 2s + l = 2s + k
s + 1 = t − s − m l − 1 = s + k t − s − l = m − k,
s = 4s + 2m + k 2s + 1 = s 2s + l = 2s + m
s + 1 = t − 3s − 2m − k l − 1 = s + m t − s − l = 2s + m + k,
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or
s = s 2s + 1 = 2s + m 2s + l = 4s + 2m + k
s + 1 = s + m l − 1 = 2s + m + k t − s − l = t − 3s − 2m − k.
Only the last set of relations is possible since the first three would require s to equal 2s + k, 2s +m or 4s +m + k
respectively. This shows that m = 1 and bss+1b2s+12s+1+kb4s+2+kt−3s−2−k must arise as a summand of d(bs3s+2+kb4s+2+kt−3s−2−k) =
d(bss+lb
2s+l
t−s−l) or d(b
s
s+1b
2s+1
t−s−1). The first of these would result in a repeated summand of x so we need not consider
it. The second possibility is of interest as we see that if s + l ≥ 3s + 3, bss+1b2s+1t−s−1 must be a summand of x .
Now consider x ′ = x + d(bst ) and suppose x ′ 6= 0. The previous argument shows that x ′ can only have summands
of the form bss+lb
2s+l
t−s−l where p + l < 3p + 3 as bss+1b2s+1t−s−1 is not a summand of x ′. If we consider the possible
summands of x ′
bss+lb
2s+l
t−s−l and b
s
s+l ′b
2s+l ′
t−s−l ′ ,
we see that we would need to cancel terms of the form
bss+lb
2s+l
2s+l−kb
4s+2l+k
t−3s−2l−k and b
s
s+l ′b
2s+l ′
2s+l ′−k′b
4s+2l ′+k′
t−3s−2l ′−k′ .
However if l 6= l ′ then bss+l 6= bss+l ′ . This shows we could not cancel these summands and hence x ′ must be zero.

Hence we see that x must equal d(bst ) for some s and t . Therefore we see that our basis must contain the elements
described in the statement of the proposition.
The elements of type (2) through (4) clearly have no relations as seen by Lemma 2.6. For every bst with
Filt(Pst ) = 2, d(bst ) =
∑
bss+ jb
2s+ j
t−s− j determines a set of relations among elements of the form bst buv with
Filt(Pst ) = Filt(Puv ) = 1. Hence, if we remove all such elements of the form bss+1b2s+1t−s−1 we obtain a basis. 
4. Cohomology of D
In this section we will use the results of Section 3 to calculate H i (D) for i ≤ 2. We obtain the following result.
Theorem 4.1. H1(D;F2) has a vector space basis consisting of {[bst ] | Pst ∈ I \ I 2}. H2(D;F2) has a vector space
basis consisting of the following elements:
(1) {[bst buv ] | Pst , Puv ∈ I \ I 2, Pst 6= Puv and bst buv 6= bss+1b2s+1w or b2u+1w buu+1};
(2) {[(bst )2] | Pst ∈ I \ I 2 or t = 3s + 3};
(3) {[bs3s+3b2s+12s+3 + bs3s+4b2s+12s+2] | s ≥ 0}.
We will do this by using the May spectral sequence and the information obtained in the previous section about
H∗(E0D). May constructs a spectral sequence in his thesis to compute H∗(A) where A is the mod p Steenrod
algebra. A description of the May spectral sequence can be found in [8].
Our goal is to find lifts of our elements of H∗(E0D) to C(E0D), the cobar construction for E0D, and then examine
whether they survive to the E∞-term of the May spectral sequence.
Proposition 4.2 (May Spectral Sequence [3]). Suppose we have a filtered augmented algebra over a field k, A, and
a filtered A-module, M, satisfying
FpA = A, FpM = M, if p ≥ 0,
F−1A = I (A) = ker  and
⋂
p
FpA = 0 =
⋂
p
FpM.
Then there is a spectral sequence with E2 = ExtE0A(k, (E0M)∗), and converging to Ext∗A(k,M∗) as an Ext∗A(k, k)-
module.
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For our specific case with p = 2, M = k and using D as our algebra filtered by powers of the augmentation ideal
so that F−iD = I i we have the following.
Corollary 4.3. There exists a spectral sequence with E2 = H∗(E0D) converging to Ext∗D(k, k) = H∗(D). Each Er
is a tri-graded algebra, and each dr is a homomorphism
dr : Eu,v,tr → Eu+r,v−r+1,tr
which is a derivation with respect to the algebra structure.
In Eu,v,tr , u is the filtration degree, v is the complementary degree so that u and v sum to the homological degree
and t is the associated with the degree in the algebra D so that Extu,v,tE0D (k, k) converges to Ext
u+v,t
D (k, k).
We have calculated some of the E2-terms in Section 3 using the polynomial complex, S(g∗), but the spectral
sequence arises from filtering the bar construction. To compute the differentials in the spectral sequence we need to
find lifts of our elements in H∗(E0D) as computed using our complex S(g∗) to the cobar complex C(E0D), which is
the E1-term of the spectral sequence. Once we have lifts of our elements to C(E0D) we need to determine whether
these can then be lifted to cycles in C(D). If so, they represent permanent cycles in the spectral sequence. Otherwise,
they will support a differential in the spectral sequence and hence not survive to the E∞-term.
We first need to understand an embedding of the dual of the complex S(g∗) into the bar complex B(E0D). We can
then consider the dual of the embedding to obtain our lifts. May has given a canonical embedding in [4,3].
The dual complex is the divided power algebra on the Lie algebra g, Γ (g). May defines a morphism of algebras
µ : Γ (g)→ B(E0D) by
µ(γr1(y1) · · · γrn (yn)) = [y1]r1 ∗ · · · ∗ [yn]rn
where [yi ]ri = [y1|yi | · · · |yi ] with ri terms and ∗ is the shuffle product. The shuffle product is
[a1| · · · |am] ∗ [am+1| · · · |am+n] =
∑
pi
[api(1)| · · · |api(m+n)],
where the sum is taken over all permutations pi of the integers 1, 2, 3, . . . ,m + n that satisfy pi(i) < pi( j) if either
1 ≤ i < j < m or m + 1 ≤ i < j ≤ m + n, called (m, n)-shuffles. In short, we are looking at all permutations of
1, 2, 3, . . . ,m + n that do not change the order of 1, 2, . . . ,m or m + 1,m + 1, . . . ,m + n. For example,
µ(γ1(y1)γ3(y2)) = [y1|y2|y2|y2] + [y2|y1|y2|y2] + [y2|y2|y1|y2] + [y2|y2|y2|y1].
May then extends it to Γ (g)⊗E0D k by requiring µ to be a morphism of E0D-modules.
The map with which we are concerned is the dual to µ, ψ : C(E0D) → S(g∗). Recall that g∗ has a vector space
basis {bst | s < t} where bst is dual to Pst ∈ g. Similarly, in (E0D)∗ we will let bst represent ξ2st , the dual of Pst ∈ E0D.
Then ψ([bs1t1 | · · · |bsntn ]) = bs1t1 · · · bsntn and if each xi is a basis element then ψ([x1| · · · |xn]) = 0 if any xi 6= bst for some
s and t . Hence, a lift of a monomial bs1t1 · · · bsntn in S(g∗)must contain [b
spi(1)
tpi(1) | · · · |b
spi(n)
tpi(n) ] where pi is a permutation of the
integers 1, 2, . . . , n and may contain any other term [x1| · · · |xn] for basis elements xi provided at least one xi 6= bst
for some s and t and the topological degree of [x1| · · · |xn] coincides with that of [bs1t1 | · · · |bsntn ].
Using May’s embedding we have observed the following lemma.
Lemma 4.4. Given bs1t1 · · · bsntn in S(g∗), a lift to C(E0D) will be of the form
[bspi(1)tpi(1) | · · · |b
spi(n)
tpi(n) ] +
k∑
i=1
[xi,1| · · · |xi,n]
where each xi, j is a basis element and, for each i , xi, j 6= buv for some j , pi is a permutation of 1, 2, . . . , n and
deg([xi,1| · · · |xi,n]) = deg([bs1t1 | · · · |bsntn ]).
We will now examine the elements in the E2-term of the May spectral sequence. The first few examples will be
handled by considering appropriate lifts to C(E0D).
Proposition 4.5. All elements in H1(E0D) survive the spectral sequence.
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Proof. Each bst ∈ H1(E0D) can be lifted to bst ∈ C(E0D) and this lift will be a permanent cycle in the cobar complex
for D since Filt(bst ) = 1. 
Before we continue with the remaining computations we need to note some abuse of notation conventions. First,
we will ignore the difference between an element and the corresponding class of the element. For example, we will
use x for both an element of D and for the class of x in E0D. Similarly, we will use bst to represent an element in g
∗
as well as its corresponding element of H1(E0D). Secondly, we recall that the dual of Sq(0, . . . , 2s
t
, . . . , 2u
v
) ∈ A is
ξ2
s
t ξ
2u
v . In view of this, for notational ease we will use either b
s
t b
u
v or b
u
vb
s
t to represent ξ
2s
t ξ
2u
v in the cobar complexes
C(E0D) or C(D). Finally, when writing elements in the cobar complexes, we choose to write bst | buv rather than
[bst | buv ].
Proposition 4.6. bst buv survives the spectral sequence provided Pst , Puv ∈ I \ I 2 and bst buv 6= d(bs3s+3) or bst buv 6=
d(bs3s+4).
Proof. Filt(bst ) = Filt(buv ) = 1. The obvious lift to C(E0D) is bst | buv . This lift is a cycle as the coproduct on each
term is zero. Additionally, this lift similarly represents a cycle in the cobar complex for D and hence is a permanent
cycle in the spectral sequence.
As we have already seen, any term of the form d(bs3s+3) or d(b
s
3s+3) was zero in the E2-term. 
This shows that
{[bst buv ] | Pst , Puv ∈ I \ I 2, Pst 6= Puv and bst buv 6= d(bs3s+3) or d(bs3s+4)}
and
{[(bst )2] | Pst ∈ I \ I 2}
survive to the E∞-term.
Proposition 4.7. For all s ≥ 0, bs3s+3b2s+12s+3 + bs3s+4b2s+12s+2 survives the spectral sequence.
Proof. First note that if we consider the simplest possibility for a lift (as in the previous proposition) we see that it is
not a cycle in C(E0D).
d(bs3s+3 | b2s+12s+3 + bs3s+4 | b2s+12s+2) = b2s+12s+2 | bss+1 | b2s+12s+3 + b2s+12s+3 | bss+1 | b2s+12s+2 6= 0
as the cobar complex is not commutative. We need to be more creative in our choice of lifts. In particular, the obvious
terms which can be in the same topological degree are of the form bss+1b
2s+1
2s+2 | b2s+12s+3 and bss+1b2s+12s+3 | b2s+12s+2. (Recall
that bss+1b
2s+1
2s+2 is shorthand for the dual of Sq(0, . . . , 2s, . . . , 22s+1).)
d(bss+1b
2s+1
2s+2 | b2s+12s+3) = b2s+12s+2 | bss+1 | b2s+12s+3 + bss+1 | b2s+12s+2 | b2s+12s+3
and
d(bss+1b
2s+1
2s+3 | b2s+12s+2) = b2s+12s+3 | bss+1 | b2s+12s+2 + bss+1 | b2s+12s+3 | b2s+12s+2.
If we add these three boundaries bss+1 | b2s+12s+2 | b2s+12s+3 + bss+1 | b2s+12s+3 | b2s+12s+2 remains. By making one final
correction to our lift, we will obtain a cycle in C(E0D).
d(bss+1 | b2s+12s+2b2s+12s+3) = bss+1 | b2s+12s+2 | b2s+12s+3 + bss+1 | b2s+12s+3 | b2s+12s+2.
Our lift is
bs3s+3 | b2s+12s+3 + bs3s+4 | b2s+12s+2 + bss+1b2s+12s+2 | b2s+12s+3 + bss+1b2s+12s+3 | b2s+12s+2 + bss+1 | b2s+12s+2b2s+12s+3.
Now note that since Filt(bs3s+3) = Filt(bs3s+4) = 2 the terms obtained in C(E0D) are precisely those in C(D). No
extra terms appear in the differential of C(D) due to filtration considerations. Hence, the lift is a cycle in C(D) and
bs3s+3b
2s+1
2s+3 + bs3s+4b2s+12s+2 is a permanent cycle in the spectral sequence. Finally, bs3s+3b2s+12s+3 + bs3s+4b2s+12s+2 cannot be
in the image of any differential since 4s + 3 6= 2s + 1 and 4s + 4 6= s. 
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This shows that the classes
{[bs3s+3b2s+12s+3 + bs3s+4b2s+12s+2] | s ≥ 0}
survive to the E∞-term.
We will now turn our attention to the elements
{[(bst )2] | Pst ∈ I 2}
which are in the E2-term. These are the elements from the E2-term with the most complex lifts.
The lifts we will consider have summands of the form bst | bst and are the easiest to understand. In fact we have the
following remark.
Remark 4.8. If we consider d(bst | bst ) in C(E0D) we see that it only contains summands of the form b2s+ jt−s− j | bss+ j |
bst and b
s
t | b2s+ jt−s− j | bss+ j . This comes from the fact that the coproduct µ(bst ) in E0D consists of summands of the
form b2s+ jt−s− j ⊗ bss+ j .
The lifts also have summands of the form b2s+ jt−s− j | bss+ jbst and b2s+ jt−s− jbst | bss+ j . Applying the differential in
C(E0D) to these summands is much more complex because we need to know all pairs of elements {x, y} in E0D
such that their product contains bss+ jbst or b
2s+ j
t−s− jbst as a summand.
Lemma 4.9. Consider Sq(0, . . . , 2s, . . . , 2s′) with the 2s and 2s′ in the tth and t ′th places. The only products of basis
elements in D that contain it as a summand are the following:
(1) Pst P
s′
t ′ ;
(2) Ps
′
t ′ P
s
t ;
(3) P2s+ jt−s− j Sq(0, . . . , 2ss+ j, . . . , 2
s′
t ′
);
(4) Sq(0, . . . , 22s+ j
t−s− j , . . . , 2
s′
t ′
)Pss+ j ;
(5) P2s
′+ j
t ′−s′− j Sq(0, . . . , 2
s
t
, . . . , 2s
′
s′+ j
);
(6) Sq(0, . . . , 22s
′+ j
t ′−s′− j
, . . . , 2s
t
)Ps
′
s′+ j
for all j for which Pst = [P2s+ jt−s− j , Pss+ j ] or Ps
′
t ′ = [P2s
′+ j
t ′−s′− j , P
s′
s′+ j ]; and
(7) Sq(0, . . . , 22s+ j
t−s− j , . . . , 2
s′
t ′−s′−k
)Sq(0, . . . , 2s
s+ j, . . . , 2
s′
s′+k
);
(8) Sq(0, . . . , 22s+ j + 22s′+k
t−s− j
)Sq(0, . . . , 2s
s+ j, . . . , 2
s′
s′+k
); and
(9) Sq(0, . . . , 22s+ j
t−s− j , . . . , 2
2s′+k
t ′−s′−k
)Sq(0, . . . , 2s + 2s′
s+ j
)
where in (7)–(9), for each pair {k, j} for which Pst = [P2s+ jt−s− j , Pss+ j ] and Ps
′
t ′ = [P2s
′+k
t ′−s′−k, P
s′
s′+k].
Proof. The proof is identical to that of Lemma 2.6. We simply need to consider all decompositions of Pst and
Ps
′
t ′ . Then one notes the elements corresponding to the decompositions. Products (3) through (6) are obtained by
decomposing either Pst or P
s′
t ′ , but not both. Products (7) through (9) are obtained by decomposing both P
s
t and P
s′
t ′
simultaneously. 
The next three lemmas follow directly from Lemma 4.9. To compute the differential in C(E0D) we need to
calculate the coproduct in the dual of E0D by using the product in E0D. Recall that the dual of Sq(0, . . . , 2s
t
, . . . , 2s
′
t ′
)
is denoted either as bst b
s′
t ′ or as b
s′
t ′ b
s
t .
Lemma 4.10. Consider b2s+ jt−s− j | bss+ jbst ∈ C(E0D). If Pst ∈ I 2 then d(b2s+ jt−s− j | bss+ jbst ) consists of summands of
the following form:
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(1) b2s+ jt−s− j | bss+ j | bst ;
(2) b2s+ jt−s− j | bst | bss+ j ;
(3) b2s+ jt−s− j | b2s+kt−s−k | bss+kbss+ j with k 6= j ;
(4) b2s+ jt−s− j | b2s+kt−s−kbss+ j | bss+k;
(5) b2s+ jt−s− j | b2s+lj−l | bss+lbst ;
(6) b2s+ jt−s− j | b2s+lj−l bst | bss+l ;
(7) b2s+ jt−s− j | b2s+lj−l b2s+kt−s−k | bss+kbss+l ; and
(8) b4s+2 j+lt−3s−2 j−l | b2s+ j2s+ j+l | bss+ jbst .
Proof. Summands (1) through (7) are obtained directly from Lemma 4.9 and (8) is from Lemma 2.6. Each type is
derived from the corresponding product in Lemma 4.9. Note that there are no terms corresponding to types (8) or (9).
These terms (if possible) are in a different filtration than that of b2s+ jt−s− j | bss+ jbst . If Filt(bss+ j ) = n then Filt(bs+1s+ j ) ≤ n
by Proposition 2.7. 
Lemma 4.11. Consider b2s+ jt−s− jbst | bss+ j ∈ C(E0D). If Pst ∈ I 2 then d(b2s+ jt−s− jbst | bss+ j ) consists of summands of
the following form:
(1) bst | b2s+ jt−s− j | bss+ j ;
(2) b2s+ jt−s− j | bst | bss+ j ;
(3) b2s+kt−s−k | b2s+ jt−s− jbss+k | bss+ j ;
(4) b2s+kt−s−kb
2s+ j
t−s− j | bss+k | bss+ j with k 6= j ;
(5) b4s+2 j+lt−3s−2 j−l | b2s+ j2s+ j+lbst | bss+ j ;
(6) b4s+2 j+lt−3s−2 j−lbst | b2s+ j2s+ j+l | bss+ j ;
(7) b4s+2 j+lt−3s−2 j−lb
2s+k
t−s−k | bss+kb2s+ j2s+ j+l | bss+ j ; and
(8) b2s+ jt−s− jbst | b2s+lj−l | bss+l .
Proof. The proof is identical to that of the previous lemma. 
Lemma 4.12. Consider b2s+ jt−s− jb
2s+k
t−s−k | bss+ jbss+k ∈ C(E0D). If Pst ∈ I 2 then d(b2s+ jt−s− jb2s+kt−s−k | bss+ jbss+k) consists
of summands of the following form:
(1) b2s+ jt−s− j | b2s+kt−s−k | bss+ jbss+k;
(2) b2s+kt−s−k | b2s+ jt−s− j | bss+ jbss+k;
(3) b2s+ jt−s− jb
2s+k
t−s−k | bss+ j | bss+k;
(4) b2s+ jt−s− jb
2s+k
t−s−k | bss+k | bss+ j ;
(5) b2s+ jt−s− jb
2s+k
t−s−k | z; and
(6) z | bss+ jbss+k
where z is of a form corresponding to one of the summands of type (3) through (7) in Lemma 4.9.
Proof. The proof is identical to that of the previous lemma. 
Proposition 4.13. For all s ≥ 0 and t ≥ 1, a lift x of (bst )2 to C(E0D) consists of the following summands:
(1) bst | bst ;
(2) b2s+ jt−s− j | bss+ jbst for all j for which [P2s+ jt−s− j , Pss+ j ] = Pst ;
(3) b2s+ jt−s− jbst | bss+ j for all j for which [P2s+ jt−s− j , Pss+ j ] = Pst ; and
(4) b2s+ jt−s− jb
2s+k
t−s−k | bss+ jbss+k for each pair {k, j}, k 6= j for which [P2s+ jt−s− j , Pss+ j ] = [P2s+kt−s−k, Pss+k] = Pst .
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Proof. The idea is to apply the differential to x , note the summands of d(x) are those listed in Lemmas 4.10–4.12,
and then note that the summands cancel to show d(x) = 0. 
Now that we have obtained a lift of each (bst )
2 to C(E0D) we need to determine whether these cycles can be lifted
to cycles in C(D). The only lifts which remain cycles in C(D) are those of the form (bs3s+3)2.
Proposition 4.14. (bs3s+3)2 survives the spectral sequence.
Proof. Let x be the lift of (bs3s+3)2 in C(E0D). Since Filt(b
s
3s+3) = 2, we see that d(bs3s+3) = b2s+12s+2 | bss+1 and no
additional summands of d(bs3s+3) appear in C(D). Additionally, we have no summands corresponding to the products
of type (8) or (9) in Lemma 4.9 appearing in C(D) since b2s+22s+2 = 0 and bs+1s+1 = 0. Hence, x represents a lift to C(D)
and (bs3s+3)2 is a permanent cycle in the spectral sequence. It is also clearly not in the image of a differential in the
spectral sequence as 4s + 3 6= s. 
Proposition 4.15. If t > 3s + 3, then (bst )2 supports a non-trivial d2 in the spectral sequence.
Proof. Let x be the lift of (bst )2 in C(E0D). d(bst ) contains the summand b
2s+1
t−s−1 | bss+1. If t > 3s + 3, then
t − s − 1 > 2s + 2. This means that in C(D) d(x) will contain a summand of the form corresponding to the
product of type (8) in Lemma 4.9. Specifically, d(b2s+1t−s−1bst | bss+1) will contain the summand b2s+2t−s−1 | bss+1 | bss+1.
It is possible we could choose a lift other than x and still have a cycle in C(D). This would require finding an
element y such that d(y) contains b2s+2t−s−1 | bss+1 | bss+1. The only possibility is to consider b2s+2t−s−1bss+1 | bss+1 as a
summand of y with
d(b2s+2t−s−1b
s
s+1 | bss+1) = b2s+2t−s−1 | bss+1 | bss+1 + bss+1 | b2s+2t−s−1 | bss+1.
We would then need to cancel bss+1 | b2s+2t−s−1 | bss+1 by considering bss+1 | b2s+2t−s−1bss+1 as a summand of y with
d(bss+1 | b2s+2t−s−1bss+1) = bss+1 | b2s+2t−s−1 | bss+1 + bss+1 | bss+1 | b2s+2t−s−1.
Finally the only element we can use to cancel bss+1 | bss+1 | b2s+2t−s−1 is bss+1 | b2s+2t−s−1bss+1 which is already a summand
of y. Hence we cannot cancel bss+1 | bss+1 | b2s+2t−s−1.
Since Filt(b2s+2t−s−1 | bss+1 | bss+1)+ 1 = Filt(bst | bst ), d2((bst )2) is non-trivial and (bst )2 does not survive the spectral
sequence. 
We now turn our attention to the last class of elements in H2(E0D),
{[bs3s+3b2s+16s+6 + bs7s+7b2s+12s+2], [bs3s+3b2s+16s+7 + bs7s+8b2s+12s+2] | s ≥ 0}.
All of these terms support differentials in the spectral sequence and hence do not survive the spectral sequence.
Proposition 4.16. bs3s+3b
2s+1
6s+6 + bs7s+7b2s+12s+2 and bs3s+3b2s+16s+7 + bs7s+8b2s+12s+2 support a non-trivial d2 in the spectral
sequence for all s ≥ 0.
Proof. We will first give a lift for bs3s+3b
2s+1
6s+6 + bs7s+7b2s+12s+2 to C(E0D) and then show that any lift to C(D) is not a
cycle.
The lift for bs3s+3b
2s+1
6s+6 + bs7s+7b2s+12s+2 is
x = bs3s+3 | b2s+16s+6 + bs7s+7 | b2s+12s+2 + b2s+12s+2 | bss+1b2s+16s+6 + bs3s+3b4s+34s+4 | b2s+12s+2
+ b2s+16s+6 | bss+1b2s+12s+2 + b2s+12s+2b2s+16s+6 | bss+1 + b2s+12s+2b4s+34s+4 | bss+1b2s+12s+2.
A straightforward computation shows that x is a cycle. Hence x is a lift of bs3s+3b
2s+1
6s+6 + bs7s+7b2s+12s+2 in C(E0D).
If we now attempt to lift this cycle to C(D), we note that Filt(bs7s+7) = 3 which allows us to conclude that there
are additional terms in C(D) when we consider d(x). Specifically, d(bs7s+7 | b2s+12s+2) has b2s+26s+5 | bss+2 | b2s+12s+2 as a
summand. If we are to find a cycle in C(D), we need to cancel this summand. Note that Filt(b2s+26s+5), Filt(b
s
s+2) and
Filt(b2s+12s+2) are all equal to one. This implies that only d(b
2s+2
6s+5 | bss+2b2s+12s+2) or d(b2s+26s+5bss+2 | b2s+12s+2) will contain this
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summand. Unfortunately each will produce an additional summand that we will need to cancel. Each time we try to
cancel the additional summand we will end up creating a new summand that we have to cancel. Eventually we will
cycle back to the first summand that we were trying to cancel.
Since Filt(b2s+26s+5 | bss+2 | b2s+12s+2) + 1 = Filt(bs7s+7 | b2s+12s+2), d2(bs3s+3b2s+16s+6 + bs7s+7b2s+12s+2) is non-trivial and
bs3s+3b
2s+1
6s+6 + bs7s+7b2s+12s+2 does not survive the spectral sequence.
Finally, if we consider bs3s+3b
2s+1
6s+7 + bs7s+8b2s+12s+2 the argument is similar, replacing b4s+34s+4 by b4s+34s+5 and b2s+16s+6 by
b2s+16s+7. 
Using the Propositions 4.5–4.7 and 4.14–4.16, we obtain Theorem 4.1.
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