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THE YANG-MILLS HEAT FLOW ON THE MODULI
SPACE OF FRAMED BUNDLES ON A SURFACE
CHRISTOPHER T. WOODWARD
Abstract. We study the analog of the Yang-Mills heat flow on
the moduli space of framed bundles on a cut surface. Existence
and convergence of the heat flow give a stratification of Morse
type invariant under the action of the loop group. We use the
stratification to prove versions of Ka¨hler quantization commutes
with reduction and Kirwan surjectivity.
1. Introduction
Let K be a compact, 1-connected Lie group with complexification
G and Lie algebra k, and X a compact, connected Riemann surface.
The moduli space M(X) of isomorphism classes of flat K-bundles on
X is homeomorphic to the moduli space of grade-equivalence classes
of semistable G-bundles, by the theorems of Narasimhan-Seshadri [24]
and Ramanathan [31, 32].
M(X) has two presentations as an infinite dimensional quotient
which can be used to study its cohomology. The first presentation was
introduced by Atiyah and Bott [1] and is rather well understood. Let
A(X) denote the affine space of connections on the trivial K-bundle
over X , with symplectic structure induced by a choice of metric on
k. The group K(X) of gauge transformations acts symplectically on
A(X) with moment map given by the curvature, and the symplectic
quotient is M(X). In the holomorphic description
M(X) ∼= G(X)\\A(X)
where the symbol \\ means the quotient of the semistable locus. Atiyah
and Bott used the stratification ofA(X) into Harder-Narasimhan types
to compute the Betti numbers of M(X); they conjectured that the
stratification is identical to the stratification into stable manifolds for
the gradient flow of minus the Yang-Mills functional. This was proved
by Donaldson [7] and Daskalopolous [6]. R˚ade [28] proved that the
gradient flow converges.
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The second presentation has older origins (Weil’s double coset con-
struction) but the related analysis has been less studied. Let S ⊂ X
be an embedded circle, and X the Riemann surface with boundary
obtained by cutting X along S. The Yang-Mills heat flow on the
space A(X) was studied by Donaldson [8], who obtained an analog
of the Narasimhan-Seshadri theorem: The moduli space M(X) of
flat K-bundles with framings on the boundary is diffeomorphic to
G(∂X)/Ghol(X), where G(∂X) = Map(∂X,G) and Ghol(X) denotes
the subgroup of G(∂X) consisting of loops that extend holomorphi-
cally over the interior. The loop group K(S) acts symplectically on
M(X) with moment map given by the difference of the restriction to
the two boundary components, and M(X) is homeomorphic to the
symplectic quotient. In the holomorphic description
M(X) ∼= G(S)\\(G(∂X)/Ghol(X)).
In recent years, this presentation has become more popular because of
its connection with conformal field theory and the Verlinde formulas [3],
[10], [18], [38]. Here the circle S is assumed to bound a disk, so that
X (in its algebraic manifestation) becomes a punctured curve union
a formal disk. Surfaces with boundary do not fit into the algebraic
framework.
In this paper we study the analog of the Yang-Mills heat flow in the
second presentation, namely the gradient flow of minus the square of
the moment map for the loop group for an arbitrary embedded circle
S in X . We show that the analog of R˚ade’s result holds: The gradient
flow exists for all times and converges to a critical point. Although
the evolution equation itself is not pseudo-differential, its restriction to
the boundary is a (non-linear) heat equation involving the Dirichlet-
to-Neumann operator associated to the connection. Caldero´n observed
that this is an elliptic pseudodifferential operator. Because pull-back to
the boundary is Fredholm on the space of harmonic forms, we are “up
to finite dimensions” in the same situation as for the first presentation,
except that the moduli space of framed bundles is not affine.
This analysis implies that M(X) admits a stratification into stable
manifolds for minus the gradient flow. By definition, the stable mani-
fold for the zero locus of the moment map is the semistable locus. The
other strata are complex submanifolds of finite codimension, and the
number of strata of each codimension is finite. Using the stratification,
we obtain several cohomological applications which extend known re-
sults beyond the case that S bounds a disk. The first, which was the
motivation for the paper, is a Ka¨hler “quantization commutes with re-
duction” theorem, similar to that of Guillemin-Sternberg [11] in the
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finite dimensional case. This is an instance of Segal’s composition ax-
iom for the Wess-Zumino-Witten conformal field theory, see the recent
thesis of H. Posthuma [26]. In the case S bounds a disk, the algebraic
version is due to Beauville-Laszlo [3], Kumar-Narasimhan-Ramanathan
[18], and Laszlo-Sorger [19]. We had in mind the case that X is a four-
pointed projective line and S separates the four points into two groups
of two, which is related to asymptotics of 6j symbols [34], [37]. The
second application is a a surjectivity result for the equivariant coho-
mology with rational coefficients, similar to that of Kirwan [17]. In the
case that S bounds a disk this was recently proved by Bott, Tolman,
and Weitsman [5].
Two appendices contain a review of Sobolev spaces, and proof of con-
vergence of the gradient flow of minus the norm-square of the moment
map in finite dimensions.
2. Background on connections on a circle
The following is contained in Pressley-Segal [27], except for smooth
maps. Let S be a circle, that is, a connected one-manifold. For any
s > 0, the group
K(S)s+ 1
2
:= Map(S,K)s+ 1
2
of free loops of Sobolev class s + 1
2
acts on the space A(S)s− 1
2
of con-
nections on the trivial bundle S ×K. Any connection differs from the
trivial connection by a k-valued one-form; using the trivial connection
as a base point we identify
A(S)s− 1
2
→ Ω1(S; k)s− 1
2
.
For any s > r > 0 inclusion defines a bijection
K(S)r− 1
2
\A(S)r+ 1
2
→ K(S)s− 1
2
\A(S)s+ 1
2
.
For s > 2, there is a smooth holonomy map
Hol : A(S)s− 1
2
→ K
depending on the choice of base point ∗ in S; the assumption s > 2
implies that A is C1 which guarantees existence of a solution to the
parallel transport equation. For s > 0 and A ∈ A(S)s− 1
2
the stabilizer
K(S)A is a compact, connected Lie group. For s > 2, K(S)s+ 1
2
,A is
isomorphic to the centralizer of the holonomy Hol(A) via the map
K(S)s+ 1
2
→ K, k 7→ k(∗).
For s > 0 there are bijections
K∗(S)s+ 1
2
\A(S)s− 1
2
→ K, K(S)s+ 1
2
\A(S)s− 1
2
→ Ad(K)\K,
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which for s > 2 are given by taking the holonomy, resp. conjugacy
class of the holonomy of the connection.
The orbits of K(S)s+ 1
2
on A(S)s− 1
2
can be parametrized by the Weyl
alcove as follows. Let Λ denote the coweight lattice of T and
Waff := W ⋊ Λ
the affine Weyl group. The action of Waff on the Cartan subalgebra t
has fundamental domain
A := {ξ ∈ t+, α0(ξ) ≤ 1}
where t+ denotes the positive chamber and α0 the highest root. Inclu-
sion and exponentiation define bijections
A→Waff\t→W\T → Ad(K)\K
and so for s > 0 we have a bijection
(1) A→ K(S)s+ 1
2
\A(S)s− 1
2
.
3. Background on connections on a surface
Let X be a compact, connected, oriented surface. Since K is simply-
connected, any principal K-bundle is isomorphic to the trivial X ×K.
Let A be a connection on X ×K. For any K-representation V , let
dA(V ) : Ω
0(X ;V )s+1 → Ω
1(X ;V )s → Ω
2(X ;V )s−1
denote the associated covariant derivative. Let dA := dA(k) denote the
covariant derivative for the adjoint representation. A is flat if and only
if d2A = 0. Let A(X)s denote the affine space of connections on X ×K
of Sobolev class s. Using the trivial connection as base point we may
identify
A(X)s → Ω
1(X ; k)s.
For s > 0 the gauge group
K(X)s+1 := Map(X,K)s+1
is a Banach Lie group and acts on A(X)s by the formula
k · A = Ad(k)A + kd(k−1) = Ad(k)A− dk k−1
in any faithful matrix representation of K. It has Lie algebra
k(X)s+1 := Ω
0(X ; k)s+1.
The generating vector fields for the action of K(X)s+1 on A(X)s are
ξA(X)(A) = −dAξ, ξ ∈ k(X)s+1.
In particular, the Lie algebra k(X)A of the stabilizer K(X)A of A is
k(X)A = ker(dA|Ω
0(X ; k)).
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Suppose X is equipped with a complex structure. The map
d+ ad(A) 7→ ∂α := ∂ + ad(α)
defines a one-to-one correspondence between covariant derivatives and
holomorphic covariant derivatives
∂α : Ω
0(X ; g) 7→ Ω0,1(X ; g)
satisfying the holomorphic Leibniz rule ∂α(fs) = (∂f)s+ f∂αs. G(X)
acts on the space of holomorphic covariant derivatives by conjugation,
and therefore on the space of g-valued (0, 1)-forms by
g · α = Ad(g)α− (∂g)g−1.
This formula extends to a holomorphic action of G(X)s+1 on A(X)s.
Using an invariant inner product on k we define a weakly symplectic
form (that is, a closed 2-form that defines an injection TA(X)s →
T ∗A(X)s) on A(X)s for s ≥ 0
ωA(X) : (a1, a2) 7→
∫
X
Tr(a1 ∧ a2).
In the case that the boundary of X is empty, the action of K(X)s+1 is
Hamiltonian with moment map given by the curvature [1]
M(X)s → Ω
2(X ; k)s+1, A 7→ FA.
Let A♭(X)s denote the subspace of flat connections,
A♭(X)s := {A ∈ A(X)s, FA = 0}.
The symplectic quotient
M(X)s = K(X)s+1\\A(X)s := K(X)s+1\A♭(X)s
is the moduli space of flat bundles on X .
In the case X has boundary, the moment map picks up an additional
term [2], [8], [22]
(2) A(X)s → Ω
2(X ; k)s−1 ⊕ Ω
1(∂X ; k)s−1, A 7→ (FA, r∂XA).
That is, for all ξ ∈ k(X)s+1
ι(ξA(X))ωA(X) = −d
(∫
X
Tr(FA ∧ ξ)−
∫
∂X
Tr(r∂XA ∧ ξ)
)
.
Let K∂(X)s+1 the subgroup fixing a framing on the boundary,
K∂(X)s+1 = {k ∈ K(X)s+1, k|∂X = 1}.
For s > 0 there is an exact sequence of Banach Lie groups
1→ K∂(X)s+1 → K(X)s+1 → K(∂X)s+ 1
2
→ 1.
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Surjectivity of the third map follows from triviality of π1(K) and the
properties of the extension operator A.0.2 (e). The moment map for
K∂(X)s+1 is the curvature and the symplectic quotient
M(X)s = K∂(X)s+1\\A(X)s := K∂(X)s+1\A♭(X)s
is the moduli space of framed flat bundles on X .
Charts for M(X)s are constructed from local slices for the gauge
action as follows. First note that dA is surjective: coker(dA : |Ω
1(X ; k)s)
is isomorphic to ker(dA|Ω
0(X, ∂X ; k)1−s). By elliptic regularity this is
contained in ker(dA|Ω
0(X, ∂X ; k)1) and therefore trivial. Hence there
exists a right inverse d−1A : Ω
2(X ; k)s−2 → Ω
1(X ; k)s−1 for dA, depending
continuously on A; for A smooth this inverse is pseudodifferential. By
the implicit function theorem, there exists a constant ǫ depending only
on ‖d−1A ‖, open neighborhoods of A, resp. 0
(3) UA ⊂ {A+ a ∈ A(X)s, FA+a = 0, d
∗
Aa = 0}
(4) VA ⊂ {a ∈ Ω
1(X ; k)s, dAa = 0, d
∗
Aa = 0}
such that VA is an ǫ-ball around 0, and a smooth map
S : VA → Ω
2(X ; k)s−1
such that
(5) F
A+(I+d−1A S)a
= Sa+
1
2
[a+ d−1A Sa, a+ d
−1
A Sa] = 0.
Define
ϕA : VA → UA, a 7→ A+ (I + d
−1
A S)a.
The following lemma summarizes the basic properties of M(X)s:
Lemma 3.0.1. (a) For any s > 0, M(X)s is a smooth Banach
manifold.
(b) The size of the slice UA at A ∈ A(X)s depends only on the
operator norms ‖dA‖ and ‖d
−1
A ‖.
(c) For any r > s > 0, the inclusion A♭(X)r → A♭(X)s induces a
bijection
K(∂X)r+1\(K(∂X)s+1 ×M(X)r)→M(X)s.
(d) If s > 1
4
restriction to the boundary
M(X)s → Ω
1(∂X, k)s− 1
2
, [A] 7→ r∂XA
is a proper moment map for the action of K(∂X)s+ 1
2
.
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(e) For any s > 2, M(X)s is diffeomorphic to a fiber product
K2(g+b−1) ×Kb Ω
1(∂X ; k)s− 1
2
.
The maps are described in the proof below.
(f) For any s > 1
4
, the quotient K(∂X)s+1\M(X)s is compact.
(g) For any s > 0, the Hodge star
∗X : ker dA ⊕ d
∗
A → ker dA ⊕ d
∗
A
defines an almost complex structure on M(X)s.
(h) For any s > 0,M(X)s is diffeomorphic toG(∂X)s+ 1
2
/Ghol(X)s+ 1
2
.
(i) For any s > 0, the almost complex structure ∗X is integrable,
that is, there exist charts for which the transition maps are
holomorphic.
Proof. The proofs of (a) and (c) are somewhat standard, as in [9], and
left to the reader. (b) follows since the size of the ball in VA depends
only on ‖d−1A ‖, ‖dA‖. (d) If s >
1
2
holds then the trace is a continuous
linear map r∂X : Ω
1(X ; k)s → Ω
1(∂X ; k)s− 1
2
;. It follows from (2) that
r∂X is a moment map. Therefore, the problem is to establish the lemma
in the case 1
4
< s < 1
2
. To get improved regularity we wish to show
that for A ∈ A(X)s the trace map r∂X ◦ ϕA : V
ǫ
A,s → Ω
1(∂X ; k)s− 1
2
is smooth. Since points [A] with A smooth are dense, we may assume
that A is smooth. Consider the terms in (5). The element a satisfies
(dA⊕d
∗
A)a = 0, hence (d⊕d
∗)a = −(Ad(A)+Ad(A)∗)a. The right hand
side has class 2s − 1 > −1
2
, which implies that the trace of a is well-
defined [4, Theorem 13.8]. The non-linear term 1
2
[a+d−1A Sa, a+d
−1
A Sa],
and therefore also Sa, has class 2s− 1 > −1
2
. Therefore, d−1A Sa is class
2s > 1
2
which implies that the its trace is also defined. (e) Let ∗1, . . . , ∗b
be base points on the boundary components, and let d1, . . . , db be the
paths around the boundary. Choose paths a1, b1, . . . , ag, bg from ∗1
to ∗1 and c1, . . . , cb−1 from ∗1 to ∗2, . . . , ∗b−1 so that the fundamental
group of X is freely generated by ai, bi, i = 1, . . . , g and Ad(cj)dj, j =
1, . . . , b − 1. Suppose s > 2. Then the holonomies Ai ∈ K around ai,
etc. are well-defined, and there are smooth maps
Hol : M(X)s → K
2(g+b−1), r∂X : M(X)s → Ω
1(∂X ; k)s− 1
2
.
given by (a, b, c, d) and the boundary values. The remainder of the
proof is the same as in [22, Theorem 3.2]. For s > 2, properness of r∂X
follows from compactness of K2g in the holonomy description. The
extension to s > 1
4
follows from the symplectic cross-section theorem:
For any face σb of Ab, let Abσ denote the open subset of A
b obtained by
removing all faces τ whose closure τ does not contain σ. Let K(∂X)σ
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denote the stabilizer of any point in σ. This is a compact, connected
subgroup of K(∂X)s, independent of the choice of s. Then [22, Section
4.2] Φ−1(K(∂X)σAσ) is a finite dimensional symplectic submanifold of
M(X)s and there is a diffeomorphism
Φ−1(K(∂X)s+ 1
2
Aσ)→ K(∂X)s+ 1
2
×K(∂X)σ Φ
−1(K(∂X)σAσ).
Any compact subset can be written as a finite union of subsets of
K(∂X)sAσ, as σ ranges over faces of A
b. Therefore it suffices to show
that the map
Φ−1(K(∂X)sAσ)→ K(∂X)sAσ
is proper. But this follows from properness of
K(∂X)s × Φ
−1(K(∂X)σAσ)→ K(∂X)s ×K(∂X)σAσ
and the fact thatK(∂X)σ is compact. (f) By (c), compactness for r > 2
implies compactness for s > 1
4
. (g) In general ∗2X = (−1)
d(dim(X)−d) on
Ωd(X, k). In this case d = 1 so ∗2X = −1. (h) For any α ∈ Ω
0,1(X ; g),
the operator ∂α is surjective, see e.g. [4, Chapter 9]. By the implicit
function theorem, a neighborhood of the identity in G(X)s+1 maps
diffeomorphically onto a neighborhood of α in A(X)s. It follows that
G(X)s+1 acts transitively on A(X)s, and so G(∂X)s+ 1
2
acts transitively
on M(X)s. The stabilizer of the trivial connection is Ghol(X)s+ 1
2
; it
follows that there is a homeomorphism (in fact, a diffeomorphism of
Banach manifolds) M(X)s → G(∂X)s+ 1
2
/Ghol(X)s+ 1
2
. (i) follows from
the description in (i), since Ghol(X)s+ 1
2
is a complex Banach subgroup
of G(∂X)s+ 1
2
. 
A marking is an element µ ∈ A. If µ1, . . . , µb ∈ A then we define the
moduli space of flat bundles with fixed holonomies
M(X ;µ1, . . . , µb) = K(∂X)s+ 1
2
\r−1∂X(O1 × . . .×Ob)
where O1, . . . ,Ob are the orbits corresponding to µ1, . . . , µb in (1).
3.1. The determinant/Chern-Simons line bundle. This is a Her-
mitian line bundle with connection
(L(X)s,∇)→ (M(X)s, ω)
whose curvature is −2πiω, cf. [40, Section 2]. It may be constructed
by symplectic reduction as follows [30], [22, Section 3.3]. The trivial
line bundle A(X)s × C with connection 1-form
TAA(X)s → R, a 7→
1
2
∫
X
Tr(a ∧ A).
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has curvature equal to −2πiωA. The central U(1)-extension K̂(X)s+1
defined by the cocycle
(k1, k2) 7→ exp
(
πi
∫
X
Tr(k−11 dk1 ∧ dk2 k
−1
2 )
)
(k−11 dk1, resp. dk2 k
−1
2 are the pull-backs of the left, resp. right Maurer-
Cartan forms on K) acts on A(X)s × C by connection preserving au-
tomorphisms by the formula
(k, z) · (A,w) = (k · A, exp
(
πi
∫
X
Tr(k−1 dk ∧A)
)
z w).
On the Lie algebra level, k̂(X)s+1 is the central R-extension of k(X)s+1
defined by the cocycle
(6) (ξ1, ξ2) 7→
∫
X
Tr(dξ1 ∧ dξ2) =
∫
∂X
Tr(ξ1 dξ2).
One may use the Chern-Simons three-form to trivialize the restriction
K̂(X)s+1 to K∂(X)s+1 [22, Section 3.3]. The quotient
K̂(∂X)s+ 1
2
:= K̂(X)s+1/K∂(X)s+1
is the unique central U(1)-extension of K(∂X)s+ 1
2
defined by the Lie
algebra cocycle (6). Define the pre-quantum line bundle L(X)s by
L(X)s = K∂(X)s+1\\(A(X)s × C) := K∂(X)s+1\(A♭(X)s × C).
The products UA × C are local slices for the K∂(X)s+1- action, and
equip L(X)s with the structure of a K̂(∂X)s+ 1
2
-equivariant Hermitian
line bundle with connection.
The total space L(X)s has an almost complex structure JL de-
termined by the connection ∇ and the almost complex structure on
M(X)s, derived from the splitting
TL(X)s ∼= π
∗TM(X)s ⊕ C,
where C denotes the trivial line bundle.
Lemma 3.1.1. For any s > 0, the almost complex structure JL is in-
tegrable, that is, there exist local trivializations for which the transition
maps for L are holomorphic.
Proof. Define Ĝ(∂X)s+ 1
2
to be the pull-back of the central C∗-extension
C∗ → Aut(L(X)s, JL)→ Aut(M(X)s, JM)
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under the map G(∂X)s+ 1
2
→ Aut(M(X)s, JM). Uniqueness of the
central extension with a given cocycle implies that Ĝ(∂X)s+ 1
2
is the
basic central C∗-extension of G(∂X)s+ 1
2
; by [27, Chapter 6], Ĝ(∂X)s+ 1
2
is a complex Banach Lie group. Since the action of G(∂X)s+ 1
2
on
M(X)s is transitive, so is the action of ̂G(∂X)s+ 1
2
on L(X)s. Fix as
base point the trivial connection [0] ∈M(X)s, and let L(X)[0],s denote
the fiber. The map
( ̂G(∂X)s+ 1
2
×L(X)[0],s)/Ĝhol(X)s+ 1
2
→ L(X)s, [gˆ, z] 7→ gˆz
is a diffeomorphism preserving the almost complex structure. Since
̂G(∂X)s+ 1
2
, Ĝhol(X)s+ 1
2
are complex Banach Lie groups, the almost
complex structure on the total space of L(X)s is integrable. Local
holomorphic triviality follows from the existence of local slices. 
3.2. Gluing equals reduction. Let X be a compact, connected Rie-
mann surface, S ⊂ X an embedded circle, and X the Riemann surface
obtained by cutting X along S.
Let π : X → X denote the gluing map, and S± be the component
of π−1(S) whose orientation agrees (resp. is the opposite) of the ori-
entation on S. Let π± denote the restriction of π to S±. Consider the
diagonal embedding
δ : K(S)s+ 1
2
→ K(∂X)s+ 1
2
, k 7→ (π∗+k, π
∗
−k).
We denote by r± the pull-back (restriction to the boundary, a.k.a. trace
map)
r± : Ω
∗(X, k)s → Ω
∗(S±, k)s− 1
2
.
The moment map for K(S)s+ 1
2
is
Φ : M(X)s → Ω
1(S; k)s− 1
2
, [A] 7→ (r− − r+)A.
The reason for the minus sign is that the identification S → S− is
orientation reversing. The map [A] 7→ [π∗XA] induces a homeomorphism
M(X)→ K(S)s+1\\M(X)s;
in fact, an isomorphism of Ka¨hler symplectic orbifolds on the quotient
of the subset of Φ−1(0) on which K(S)s+1 with only finite stabilizers
[22, Theorem 3.5].
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3.3. Estimates on the sizes of slices. In this section, we bound
the size of gauge slices (charts for M(X)) from below. The notation
< c means less than a universal constant, < c(R) means less than a
constant depending on R, where 1
2
‖(r+ − r−)A‖
2
0 < R.
Proposition 3.3.1. For any s ≥ 1
2
and A ∈ A♭,s there exists a gauge
transformation k ∈ K(X)s+1 with r+k = r−k such the open ball Vk·A
defined in (4) has radius is bounded from below by c(R).
Since K(∂X)s+ 1
2
\M(X)s is compact, there exists a compact subset
A◦(X) of A(X)s such that any element ofM(X)s may be represented
by an element of A◦(X) up to gauge transform, i.e.
M(X)s = {k · [A◦], k ∈ K(∂X)s+1, A◦ ∈ A◦(X)s}.
Let [A] ∈ M(X)s and let k◦ ∈ K(X)s+1 and A◦ ∈ A◦(X) be such that
[k◦ · A◦] = [A]. Consider the operators
dA : Ω
0(X ; k)s+1 → Ω
1(X ; k)s, d
−1
A : Ω
2(X ; k)s−1 → Ω
1(X ; k)s.
Lemma 3.3.2. The norms of dA, d
−1
A can be bounded by a constant
depending only on the norms of k◦, k
−1
◦ .
Proof. We have
d−1A = d
−1
k◦·A◦
= Ad(k◦) ◦ d
−1
A0
◦ Ad(k−1◦ ).
Since A◦ is compact, ‖d
−1
A ‖, ‖dA‖ are bounded on A◦. The claim fol-
lows. 
Lemma 3.3.3. Let s ≥ 1
2
and let A ∈ A(X)s be a flat connection.
There is a differentiable path kt ∈ K(X)s+1 such that At = ktA0
satisfies
(a) A0 ∈ A(X)◦,
(b) A1 = k · A for some k ∈ K(X)s+1 with r∂Xk ∈ K(S)s+ 1
2
and
(c) for all t ∈ [0, 1]
‖kt‖ 3
2
< c(R), ‖k−1t ‖ 3
2
< c(R), ‖At‖ 1
2
< c(R), and ‖
d
dt
At‖ 1
2
< c(R).
Proof. Choose k ∈ K(X)2 with r+k = r−k so that r+k · A ∈ ∗SA. Let
c = supξ∈A‖ ∗S ξ‖0. Then
‖r+k ·A‖0 < c and ‖r−k · A‖0 ≤ ‖r+k · A‖0 + ‖Φ(k · A)‖0 < c(R).
Replacing A with k · A, we may assume ‖r∂XA‖0 < c(R). Let A◦ ∈
A◦(X)s be a flat connection gauge equivalent to A, and k◦ ∈ K(X)s+1
so that k◦A◦ = A. Then ‖r∂Xk◦‖1 < c(R). Suppose that r∂Xk◦ =
exp(ξ∂) for some ξ∂ ∈ k(∂X)1, with ξ∂ taking values in
(7) A− := {β ∈ A, α0(β) < 1}.
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Then ‖ξ∂‖0 < c, hence ‖ξ∂‖1 < c(R). In fact, the image of Map(∂X,A
−)1
under the exponential map is dense, since K(A − A−) is codimension
2 in K. It follows that k∂ = exp(ξ∂), with ‖ξ∂‖1 < c(R).
Let E : Ω0(∂X ; k)1 → Ω
0(X ; k) 3
2
be any bounded linear operator with
r∂X◦E = Id and define ξ = Eξ∂, kt = exp(tξ). By Sobolev multiplication
‖kt‖ 3
2
= ‖ exp(tξ)‖ 3
2
≤ exp(c‖tξ‖ 3
2
) and similarly for k−1t . Define At =
ktA0. Then
‖At‖ 1
2
= ‖eξA0‖ 1
2
≤ ‖eξde−ξ‖ 1
2
+ ‖Ad(eξ)At‖ 1
2
< c(R)
and
‖
d
dt
At‖ 1
2
= ‖dAtξ‖ 1
2
< c(R).

The Proposition follows from Lemmas 3.3.2,3.3.3 and 3.0.1(b).
4. The heat flow: existence of trajectories
This section and the next one are modeled after R˚ade’s treatment
[28] of the Yang-Mills heat equation. The norm-square of the moment
map
f : M(X)s → R, [A] 7→
1
2
‖(r+ − r−)A‖
2
0
is a K(S)s+ 1
2
-invariant smooth function. We study the equation
(8)
d
dt
[At] = − grad(f)([At]) = − ∗X dAEAδ ∗S (r− − r+)A.
Here dA is the covariant derivative for A, EA is the harmonic extension
operator for the generalized Laplacian d∗AdA, ∗X , ∗S are the Hodge star
operators on X,S respectively, δ is the diagonal embedding, and the
tangent space to M(X)s is identified with ker dA ⊕ d
∗
A.
The gradient flow for −f has the following description in local slices.
For any A, a ∈ Ω1(X ; k)s there is a harmonic extension operator
EaA : Ω
0(∂X ; k)s+ 1
2
→ Ω0(X, k)s+1
such that
r∂XE
a
A = Id, d
∗
AdA+aE
a
A = 0.
By definition of the local slices (3) we have
TA+aUA = ker d
∗
A ⊕ dA+a.
Let πaA be the orthogonal projection of TA+aUA+a (with respect to the
L2 inner product) onto TA+aUA. Define
QaA = π
a
A ∗X dA+a E
0
A+aδ ∗S (r+ − r−).
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The gradient flow equation is
(9)
d
dt
(A+ a) = −QaA(A + a), A+ a ∈ UA.
4.1. The linear initial value problem for the boundary data.
Define linear operators
(10) P aA,± = ± ∗S r±π
a
A ∗XdA+aE
0
A+aδ
and set PA,± = P
0
A,±. The evolution equations for the boundary data
(11) B± :=
1
2
∗S (r+ ± r−)A.
are
(12)
(
d
dt
+ P aA,− + P
a
A,+
)
B− = 0,
d
dt
B+ = (P
a
A,− − P
a
A,+)B−.
Lemma 4.1.1. For any smooth A ∈ A♭(X), the operators PA,± are
elliptic pseudo-differential operators of order 1 with principal symbol
the same as the square root of the Laplacian on S. The sum PA,++PA,−
is non-negative and self-adjoint of order 1.
Proof. In the definition of PA,±, the Hodge star ∗X has the effect of ex-
changing tangent and normal directions to the boundary. The Dirichlet-
to-Neumann operator for the generalized Laplacian d∗AdA is an elliptic
pseudo-differential operator of order one with principal symbol equal
to that of d∗AdA, see [15, Chapter 21],[35]. The operators r± and δ are
Fourier integral operators of order 0, whose composition is the identity.
The composition PA,± of the Dirichlet-to-Neumann operator with di-
agonal embedding and restriction to S± is therefore a Fourier integral
operator with diagonal canonical relation, that is, a pseudo-differential
operator; see [16]. The relation between the operators is shown in
Figure 1. PA,+ + PA,− is non-negative:∫
S
Tr((PA+ + PA,−)b ∧ ∗Sb) = −
∫
∂X
Tr(∗∂Xr∂X ∗XdAE
0
Aδb ∧ ∗∂Xδb)
= −
∫
X
dTr(∗XdAE
0
Aδb ∧ E
0
Aδb)
= −
∫
X
Tr(∗XdAE
0
Aδb ∧ dAE
0
Aδb)
≥ 0.
The proof that PA,+ + PA,− is self-adjoint is similar. 
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Dirichlet-to-Neumann operator
EA
Dirichlet operator Neumann operator
r∂X ∗Sr∂X ∗X dA
ker dAd
∗
A
Ω0(∂X, k)Ω0(∂X, k)
Ω0(S, k)
PA,±
±r±δ
Figure 1. The operators PA,±
Since P+,A and P−,A have the same principal symbol, P+,A+P−,A is el-
liptic (and therefore Fredholm) and P+,A−P−,A is a pseudo-differential
operator of order 0. For A not smooth we will show the following
properties of P±,A.
Proposition 4.1.2. For any s > 1
2
, flat A ∈ A(X)s and A + a ∈ UA,
(a) P aA,++P
a
A,− gives a Fredholm operator Ω
0(∂X ; k)s− 1
2
→ Ω0(∂X ; k)s− 3
2
;
(b) P aA,−−P
a
A,− gives a bounded operator Ω
0(∂X ; k)s− 1
2
→ Ω0(∂X ; k)min(2s− 3
2
,s− 1
2
).
This will be derived from:
Lemma 4.1.3. Let s > 1
2
.
(a) Let Au be a differentiable path of flat connections. Then
d
du
E0Au|u=v
is a bounded linear operator Ω0(∂X ; k)s− 1
2
→ Ω0(X ; k)min(2s,s+1);
(b) Let A0+au be a differentiable path of flat connections such that
au lies in UA0 . Then
(i) d
du
dA0+au |u=v is a bounded linear operator Ω
0(X ; k)s+1 →
Ω1(X ; k)min(2s,s+1);
(ii) d
du
πauA0 |u=v is a bounded linear operator (TAu)s → Ω
1(X ; k)min(2s,s+1),
(iii) d
du
P auA0,±α|u=v is a bounded linear operator Ω
0(∂X ; k)s− 1
2
→
Ω0(∂X ; k)min(2s− 3
2
,s− 1
2
).
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Proof. We have
0 =
d
du
(
d∗AudAuE
0
Aub
)
=
(
∗X ad(
d
du
Au) ∗XdAuE
0
Au + d
∗
Au ad(
d
du
Au)E
0
Au + d
∗
AudAu
d
du
E0Au
)
b.
Hence
(13)
d∗AudAu
d
du
E0Aub = −
(
∗X ad(
d
du
Au) ∗XdAu + d
∗
Au ad(
d
du
(Au))
)
E0Aub
and
0 = r∂
(
d
du
EauAub
)
.
(a) now follows from elliptic regularity. (b) (i) follows from dA0+au =
dA0 + ad(au) and Sobolev multiplication. (ii) By definition π
au
A0
α =
α− dAuSα where
Su : (TAu)s → (ker dAu ⊕ d
∗
A0
)s, d
∗
A0
(α− dAuSuα) = 0.
Differentiating we obtain
d∗A0 ad(
d
du
Au)Suα = −d
∗
A0
dAu
d
du
Suα.
We can re-write this
d∗A0dA0
d
du
Suα = −d
∗
A0(ad(
d
du
Au)Suα− ad(Au)
d
du
Suα.
We apply elliptic regularity: Since the right-hand side is order 2s− 1,
d
du
Suα is order 2s + 1, so
d
du
πauA0 is order 2s. (iii) follows from (a),
(b):(i),(ii). 
Lemma 4.1.2 follows from 4.1.3 by choosing a path Au of connections
from a smooth connection A0 to A. We can also use 4.1.3 to derive
bounds on the operator EA.
Lemma 4.1.4. For any s > 1
2
and ǫ > 0 there exists δ > 0 such that
if Au, u ∈ [0, 1] is a differentiable path of flat connections and
(14) ‖Au‖s < δ, ‖
d
du
Au‖s < δ
then EAu : Ω
0(∂X ; k)s+ 1
2
→ Ω0(X, k)s+1 satisfies
‖EAu‖ ≤ ǫ‖EA0‖.
Furthermore, PAu,+ + PAu,− : Ω
0(S; k)s+ 1
2
→ Ω0(S; k)s− 1
2
satisfies
‖PAu,+ + PAu,−‖ ≤ ǫ‖PA0,+ + PA0,−‖
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and (PAu,− − PAu,+) : Ω
0(S; k)s+ 1
2
→ Ω0(S; k)2s− 1
2
satisfies
‖PAu,− − PAu,+‖ ≤ ǫ‖PA0,− − PA0,+‖.
Proof. Apply (14) to estimate the right-hand-side of (13). We obtain
‖
d
du
EAub‖s ≤ δ‖EAub‖s.
Hence
d
du
ln ‖EAub‖s ≤
‖ d
du
EAub‖s
‖EAub‖s
≤ δ.
Integrating with respect to u gives
‖EA1b‖s ≤ ‖EA0b‖s exp(δ).
The other estimates follows from the first, and the estimates on dAu , r∂X .

From Lemma 3.3.3 we get
Lemma 4.1.5. For any s > 1
2
, there exists a constant c(R) such that
for any flat connection A ∈ Ω1(X ; k)s with f([A]) < R, there exists a
gauge transformation k ∈ K(X)s+1 such that r+k = r−k and
(a) ‖P+,k·A‖ ≤ c(R) as an operator of order −1, and
(b) ‖P−,k·A‖ ≤ c(R) as an operator of order min(0, s− 1).
We solve the linear, time-independent boundary initial-value prob-
lem
(15) (
d
dt
+ PA0,+ + PA0,−)B− = 0,
d
dt
B+ = (PA0,− − PA0,+)B−.
We denote by Ω1(S, k)r,s the Sobolev space of k-valued one-forms on S,
time-dependent on an interval [0, T ], with r derivatives in the time di-
rection and s derivatives on X ; see the appendix. We assume through-
out that T < 1. By A.0.3 there is a solution operator for (15),
(16) MA0,− : Ω
1(S, k)s− 1
2
→ Ω1(S, k)( 1
2
−r,s− 1
2
+r), B−(0) 7→ B−
for any real r, with norm ‖MA0,−‖ < c(R)T
r. Suppose 1
2
< s ≤ 1. By
Lemma 4.1.3 PA0,− − PA0,+ is an operator of order s− 1 so that
(PA0,− − PA0,+)B− ∈ Ω
1(S, k)( 1
2
−r,2s+r− 3
2
).
Suppose now r ∈ (0, 1). By A.0.3(a) Ω1(S, k)(0, 1
2
+r,2s−r− 3
2
) is equal to
Ω1(S, k)( 1
2
−r,2s+r− 3
2
). By A.0.3(g) integration gives a solution
B+ ∈ Ω
1(S, k)0, 3
2
−r,2s+r− 3
2
.
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to (15). Ω1(S, k)( 3
2
−r,2s+r− 3
2
) embeds into Ω
1(S, k)( 3
2
−r,s+r− 3
2
). Taking
r = −ǫ and r = 1− ǫ gives a solution
B− ∈ Ω
1(S, k)( 1
2
+ǫ,s− 1
2
−ǫ)∩(− 1
2
+ǫ,s+ 1
2
−ǫ), B+ ∈ Ω
1(S, k) 1
2
+ǫ,2s− 1
2
−ǫ.
4.2. Digression on gauge slices. Later we will need slices for groups
of gauge transformations of various types. Define
TA := ker d
∗
A ⊕ dA : Ω
1(X ; k)s 7→ (Ω
0 ⊕ Ω2)(X ; k)s−1.
For A smooth the trace map
r∂X : TA → Ω
1(∂X ; k)s− 1
2
is well-defined [4, Chapter 13].
Lemma 4.2.1. If A ∈ A♭(X) is smooth then there exist L
2-orthogonal
splittings
(a) TA = (TA ∩ ker(r∂ ∗X))⊕ (TA ∩ im(dAEA));
(b) TA = (TA ∩ ker((r− − r+) ∗X))⊕ (TA ∩ im(dAEAδ));
(c) TA = (TA∩ker(((r−−r+)∗X)×(r−−r+)))⊕(TA∩ im((dAEAδ)×
(∗XdAEAδ)).
Proof. We will prove (c); the others are similar. The reader may wish
to compare this with the standard argument on e.g. [15, p. 194]. The
adjoint of
(17) (dAEAδ)× (∗XdAEAδ) : Ω
0(S; k)2
s+ 1
2
→ ker(dA ⊕ d
∗
A)s,
is
(18) ((r− − r+) ∗X)× (r− − r+)) : ker(dA ⊕ d
∗
A)−s → Ω
1(S; k)2
−s− 1
2
.
The pair (17),(18) is an elliptic boundary problem, ((18) considered as
a system of operators on S is a differential operator of order 0) so if a
lies in the kernel of (18) with Sobolev class s′, then a has Sobolev class
min(s′ + 1) by Sobolev multiplication and elliptic regularity. Starting
with s′ = −s and repeating shows that a is smooth. Hence the kernel
of (18) for s′ = −s is identical to that for s′ = s, and ker(dA ⊕ d
∗
A)s is
the L2-orthogonal sum of the image of (17) and the kernel of (18). 
Lemma 4.2.2. Let A ∈ A♭(X) be smooth.
(a) There exists a constant ǫ depending only on ‖d−1A ‖, ‖dA‖ such
that for any connection A′ ∈ A(X)s satisfying ‖A
′ − A‖s < ǫ,
there exists a gauge transformation k ∈ K(X)s+1 such that
d∗A(k · A
′ −A) = 0 and r∂X ∗X(k · A
′ − A) = 0.
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(b) There exists a constant ǫ depending only on ‖d−1A ‖, ‖dA‖ such
that for any connection A′ ∈ A(X)s satisfying ‖A
′ − A‖s < ǫ,
there exists a gauge transformation k ∈ K(X)s+1 such that
r+k = r−k and k · A
′ − A lies in
ker d∗A ⊕ (r− − r+) ∗X .
(c) There exists a constant ǫ such that for any A′ ∈ A(X)s satisfying
‖A′ − A‖s < ǫ, there exists a g ∈ G(X)s+1 with r+g = r−g
depending smoothly on A′ such that g · A′ −A lies in
(19) ker dA ⊕ d
∗
A ⊕ (r− − r+) ∗X ⊕ (r− − r+).
Proof. By the implicit function theorem and Lemma 4.2.1. 
4.3. The linear initial-value problem in a local slice. Let A0 ∈
A♭(X) be smooth.
Lemma 4.3.1. The image of Q0A0 is perpendicular to TA0 ∩ ker r∂X .
Proof. Integration by parts gives∫
X
Tr(Q0A0A ∧ ∗Xa) =
∫
X
Tr(∗XdA0EA0 ∗S (r+−r−)A ∧ ∗Xa)
=
∫
X
Tr(dA0EA0 ∗S (r+−r−)A ∧ a)
=
∫
X
Tr(EA0 ∗S (r− − r+)A ∧ dA0a)
+
∫
∂X
Tr(∗S(r+−r−)A ∧ r∂a)
= 0.

We introduce norms on TA0 corresponding to the choice of different
Sobolev norms in the splitting
(TA0)
∼= Ker r∂X |TA0 ⊕ Im(r+ − r−)|TA0 ⊕ Im(r− + r+)|TA0 .
(To solve the Yang-Mills heat equation, one assumes A ∈ Hs and
FA ∈ H
s−1.) The first summand is finite dimensional. Define
(20) (TA0)
′
s = (ker r∂X) 1
2
+ǫ,s ⊕ (Im(r+ − r−))( 1
2
+ǫ,s− 1
2
−ǫ)∩(− 1
2
+ǫ,s+ 1
2
−ǫ)
⊕ (Im(r+ + r−)) 1
2
+ǫ,s− 1
2
−ǫ
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where all operators are understood to be restricted to TA0. Similarly,
define
(21)
(TA0)
′
0,s = (ker r∂X)0, 1
2
+ǫ,s ⊕ (Im(r+ − r−))0,( 1
2
+ǫ,s− 1
2
−ǫ)∩(− 1
2
+ǫ,s+ 1
2
−ǫ)
⊕ (Im(r+ + r−))0, 1
2
+ǫ,s− 1
2
−ǫ;
(22) (TA0)
′′
s = (ker r∂X)− 1
2
+ǫ ⊕ (Im(r+ − r−))− 1
2
+ǫ,s− 1
2
−ǫ
⊕ (Im(r+ + r−))− 1
2
+ǫ,s− 1
2
−ǫ.
There is an embedding
(TA0)
′
s → (TA0) 1
2
+ǫ,s− 1
2
−ǫ, (b0, b−, b+) 7→ b0 + σ(b−, b+);
there are similar embeddings for the other spaces.
Lemma 4.3.2. Solving the time-independent equation
(23) (
d
dt
+Q0A0)a = 0, a(0) = a0
defines an operator
MA0 : (TA0)s → (TA0)
′
s, a0 7→ a
with ‖MA0‖ < c(R)T
−ǫ.
Proof. Let A = σ(B+, B−) denote the unique lift of the solution (B+, B−)
such that A− A0 is perpendicular to TA0 ∩ ker r∂X . By Lemma 4.3.1,
A solves (23). The estimate on the norm of MA0 follows from that on
MA0,− in (16). 
4.4. The non-linear initial value problem in a local slice.
Theorem 4.4.1. For any Sobolev class s > 1
2
and smooth A0 ∈ A(X)♭,
there exists a time T depending only on R such that for sufficiently
small a0 ∈ (TA0)s, the initial value problem (9) has a unique solu-
tion A = ϕA0(a) on [0, T ] with a in (TA0)
′
s. The solution A lies in
C0([0, T ], (UA0)s) and depends smoothly on the initial condition a0 in
these topologies.
The proof uses standard Sobolev space techniques. For any flat con-
nection A define a bounded linear operator
LA : (TA)
′
0,s → (TA)
′′
s a 7→ (
d
dt
+Q0A)a.
That is,
LA(b0, b−, b+) = (
d
dt
b0, (
d
dt
+ PA,+ + PA,−)b−,
d
dt
b+ − (PA,− − PA,+)b−).
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Solving the inhomogeneous equation ( d
dt
+ PA0,+ +PA0,−)u = f defines
a right inverse to the operator
d
dt
+ PA0,+ + PA0,− : Ω
1(S, k)0,( 1
2
+ǫ,s−ǫ)∩(− 1
2
+ǫ,s+1−ǫ) → Ω
1(S, k)− 1
2
+ǫ,s−ǫ,
with norm depending on ‖PA0,+ + PA0,−‖. The operators
d
dt
: Ω1(S, k)0, 1
2
+ǫ,s− 1
2
−ǫ → Ω
1(S, k)− 1
2
+ǫ,s− 1
2
−ǫ
and
d
dt
: (TA ∩ ker r∂X) 1
2
+ǫ,s → (TA ∩ ker r∂X)− 1
2
+ǫ,s
are also invertible. Therefore, LA0 has right inverse mapping (f0, f−, f+)
to
(24) ((
d
dt
)−1(f0), (
d
dt
+ PA,+ + PA,−)
−1(f−),
(
d
dt
)−1f+ + (
d
dt
)−1(PA,− − PA,+)(
d
dt
+ PA,+ + PA,−)
−1f−).
giving the solution to the time-independent inhomogeneous problem
(25) (
d
dt
+Q0A0)A = f, A(0) = 0.
Lemma 4.4.2. For s ≥ 1
2
and A0 ∈ A(X)s flat, there exists a gauge
transformation k ∈ K(X)s+1 with r+k = r−k and ‖L
−1
k·A0
‖ < c(R).
Proof. This follows from Theorem 4.1.5. 
The non-linear initial value problem is solved by perturbation. Work-
ing in the slice UA0 near A0 we write
A = ϕA0(a1 + a2)
where A0 + a1 is the solution to the time-independent problem with
initial condition a1(0) = a0. By Lemma 3.3.1, the size of VA0 is bounded
from below by c(R). The problem (9) becomes
0 = (
d
dt
+QaA)A = (
d
dt
+Q0A0 −Q
0
A0
+Qa1+a2A0 )(A0 + a1 + a2).
Since A0 + a1 solves the time-independent problem (23),
(26) (
d
dt
+Q0A0)a2 = (Q
0
A0
−Qa1+a2A0 )(A0 + a1 + a2).
Define
RA0 = (Q
0
A0 −Q
a1
A0
)(A0 + a1)
and
NA0a2 = (Q
0
A0 −Q
a1+a2
A0
)(A0 + a1 + a2)− RA0 .
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NA0 is a non-linear operator with NA00 = 0. We have to solve the
initial value problem
(27) (LA0 −NA0)a2 = RA0 , a2(0) = 0.
We will show that NA0 and RA0 have small norms for T small.
Lemma 4.4.3. For s > 1
2
, the operators d
du
QauA0 |u=v and Q
0
A0
− QaA0
have order min(0, s− 1).
Proof. (a)
d
du
QauA0 |u=v =
d
du
(
πauA0 ∗XdAuEAuδ ∗X(r+ − r−)
)
|u=v
= (
d
du
πauA0 |u=v) ∗XdAuEAuδ ∗X(r+ − r−)
+ πavA0 ∗X ad(av)EAvδ ∗X(r+ − r−)
+ πavA0 ∗XdAv(
d
du
EAu|u=v)(π+ × π−)
∗ ∗X(r+ − r−).
The result follows from Lemma 4.1.3. (b) Consider the path A0 +
ua, u ∈ [0, 1], apply (a) and integrate with respect to u. 
Lemma 4.4.4. For s ≥ 1
2
and T < c(R), the map LA0 − NA0 is a
diffeomorphism of a neighborhood of 0 in (TA0)
′
0,s onto a ball in (TA0)
′′
s .
Furthermore, there exists k ∈ K(X)s+1 with r+k = r−k such that after
replacing A0 with k · A0 the radius of the ball is at least c(R)T
− 1
2
+ǫ
and the norm of RA0 is at most c(R)T
1
2
−2ǫ. Equation (27) has a unique
solution a2 with ‖a2‖
′′
s < c(R)T
ǫ− 1
2 . The solution a2 depends smoothly
on the initial condition a0.
Proof. Estimate for RA0 : By interpolation (r− − r+)(A0 + a1) lies in
(TA0)ǫ,s−ǫ. By Lemma 4.4.3 RA0 lies in (TA0)ǫ,2s−1−ǫ. Since s ≥
1
2
, this
embeds in (TA0)− 1
2
+ǫ,s− 1
2
−ǫ, and the norm of the embedding is at most
cT
1
2 . By Lemma 4.3.2 the norm of a1 =MA0A0 is bounded by c(R)T
−ǫ.
Hence
‖RA0‖− 1
2
+ǫ,s− 1
2
−ǫ ≤ c(R)T
1
2
−ǫ + c(R)T
1
2
−2ǫ ≤ c(R)T
1
2
−2ǫ.
Now consider NA0a2. We have
(Da1+a2NA0)(a) = −
d
du
Qa1+a2+uaA0 (A0+a1+a2)|u=0+(Q
0
A0−Q
a1+a2
A0
)(a).
The operators in this expression are again of order min(0, s− 1), and
the same argument as for RA0 shows that
‖Da1+a2NA0‖ ≤ c(R)(‖A0‖+ ‖a1‖+ ‖a2‖)T
1
2 < c(R)(T
1
2
−ǫ + ‖a2‖T
1
2 ).
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Therefore, for T < c(R) and ‖a2‖ ≤
1
4
c(R)T−
1
2 we have
‖Da1+a2NA0‖ ≤
1
2
‖L−1A0‖.
It follows that Da1+a2(LA0 −NA0) is invertible and
(28) ‖Da1+a2(LA0 −NA0)
−1‖ ≤ 2‖L−1A0‖.
For any a0, a1 in (TA0)
′
s let at = (1− t)a0 + ta1. Then
L−1A0((LA0 −NA0)a1 − (LA0 −NA0)a0) = (a1 − a0)
−
∫ 1
0
L−1A0 (dAtNA0)(a1 − a0)dt
≥
1
2
‖a1 − a0‖.
We wish to show that the map LA0 − NA0 is a diffeomorphism of a
neighborhood of zero onto a ball of radius c(R)T−
1
2 . Let b lie in (TA0)
′′
s
with ‖b‖ ≤ c(R)T−
1
2 . For all s ∈ [0, 1] consider the equation
(LA0 −NA0)as = sb.
Solving this is equivalent to solving
d
dθ
aθ = (D(LA0 −NA0)
−1)b.
By (28) this has a solution as with
‖as‖ ≤ 2s‖L
−1
A0
‖‖b‖.
It remains to show that a2 depends smoothly on a0. This follows
from the implicit function theorem for Banach spaces applied to the
map (a0, a2) 7→ ((LA0 −NA0)a2, a0). 
Lemma 4.4.5. The solution a1+a2 we have constructed actually lies in
(TA0) 1
2
+ǫ,s and therefore by Sobolev embedding also in C
0([0, T ], (TA0)s).
Proof. a1 ∈ (TA0) 1
2
+ǫ,s−ǫ implies that
RA0 = (Q
0
A0 −Dϕ
−1
A0
Qa1A0ϕA0)(A0 + a1) ∈ (TA0) 12+2ǫ,2s−2ǫ−1
.
Since s ≥ 1
2
this embeds into (TA0) 1
2
+2ǫ,s−2ǫ− 1
2
. Similar arguments show
NA0a2 lies in the same space. Using that (12) is a parabolic system we
obtain for ǫ < 1
4
a1 + a2 ∈ (TA0) 1
2
+2ǫ,s
and a1 + a2 depends smoothly on a0 in this topology. 
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4.5. Uniqueness and long-time existence.
Theorem 4.5.1. The initial value problem (8) has a unique solution
[A] ∈ C0loc([0,∞),M(X)s).
Proof. SinceM(X) is dense inM(X)s, we may after replacing A0 with
a gauge equivalent connection choose a flat, smooth A′0 arbitrarily close
to A0. By Theorem 4.4.1, the solution to the heat flow in the slice at
A′0 exists for a time T depending only on an upper bound for f([At]),
which is non-increasing. By iteration, a solution exists for all times.
Let
a, a′ ∈ (TA0)
′
s ∩ C
0
loc([0,∞), (TA0)s)
be two solutions to (9), with the same initial connection a0 ∈ (TA0)s.
Suppose that a 6= a′. Let T1 be the largest number such that the
restrictions of a, a′ to [0, T1] are equal. The restrictions of a, a
′ to [T1, T ]
solve the initial value problem (9) with initial data a(T1) = a
′(T1) ∈ H
s.
Without loss of generality we may assume that T1 = 0. Let a1, a
′
1
denote the solutions to the time-independent initial value problem (23),
and let a2 = a − a1 and a
′
2 = a
′ − a′1. Since the solution to the time-
independent problem is unique, a1 = a
′
1. For ǫ <
1
2
, the space (TA0)
′
0,s
is the subspace of (TA0)
′
s whose elements vanish at t = 0, see A.0.3 (a).
It follows that a2, a
′
2 ∈ (TA0)
′
0,s so that a2, a
′
2 solve (26). The norms of
the restrictions A|[0,T1], A
′|[0,T1] are uniformly bounded as T1 → 0. By
the proof of existence, the equation (26) has a unique solution of norm
less than c(R)T
− 1
2
+ǫ
1 . Therefore, for T1 sufficiently small a2 = a
′
2 on
[0, T1], which is a contradiction. 
It would be interesting to know whether negative-time trajectories
exist, say for special [A]. A natural candidate is those [A] which extend
to an open neighborhood of X , in a Riemann surface X ′ containing X .
5. The heat flow: Convergence at infinity
The purpose of this section is to prove the following.
Theorem 5.0.2. For s ≥ 1 and any [A0] ∈ M(X)s, the trajectory
[At] converges in M(X)s to a critical point [A∞] as t → ∞. For any
critical component C, the map
ρC : [0,∞]×M(X)C →M(X)C , [A] 7→ [At]
is a deformation retract of M(X)C onto C.
The critical points of f are represented by flat connections A such
that
(29) dA E
0
A ∗S (r+ − r−)A = 0.
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Lemma 5.0.3. For any s ≥ 1 and [A] ∈ crit(f), the K(S)-orbit of any
element [A] ∈ M(X)s,C contains an element [A
′] ∈ crit(f) such that
A′ is smooth and r∂A
′ is a harmonic, that is,
r−A
′ = ∗Sξ−, r+A
′ = ∗Sξ+
for some ξ± ∈ t. The pair (ξ+, ξ−) is uniquely defined up to the action
of Waff on t⊕ t.
Proof. By Lemma 1 we may after replacing A with a gauge-equivalent
connection assume r+A = ∗Sξ+ for some ξ+ ∈ A. Since [A] is in-
finitesimally fixed by ξ, r+A and r−A are also fixed, so ξ ∈ k(S)r+A.
K(S)r+A is a compact Lie group, containing T as a maximal torus, and
ξ ∈ k(S)r+A. It follows that there exists k ∈ K(S)r+A such that k ·ξ ∈ t.
Then k · (r−A) is of the form ∗Sξ−, for some ξ− ∈ t. The intersection
of the K(S)-orbit of (r−A, r+A) with ∗St ⊕ ∗St is an orbit of Waff . It
follows that (ξ+, ξ−) is unique up to the action of Waff . Smoothness of
A′ follows from elliptic regularity and bootstrapping. 
Lemma 5.0.4. Let [At] be a solution to the initial-value problem (8)
in M(X)s, with s ≥ 1. There exists ti ∈ R and ki ∈ K(X)s+1 for
i = 1, 2, . . . such that r+ki = r−ki and
[kiAti ]→ [A∞]
in H1-norm, for some smooth [A∞] ∈ crit(f).
Proof. Since d
dt
f(t) = ‖QAtAt‖0 and f is bounded from below, there
exists a sequence of times ti such that
d
dt
f(ti) = ‖QAiAi‖0 → 0 as i→∞.
where Ai := Ati . By Lemma 3.3.3, there exists a sequence of gauge
transformations ki ∈ K(X)s+1 with r+ki = r−ki such that
r+(ki · Ai) ∈ ∗SA, ‖ki · Ai‖ 1
2
< c(R) ∀i = 1, 2, 3, . . . .
Choose ǫ ∈ (0, 1
2
). Since the embedding A(X)s → A(X)s−ǫ is compact,
by passing to a subsequence and replacing Ai with ki·Ai we may assume
that Ai converges in A(X)s−ǫ to a flat connection A∞ ∈ A(X) 1
2
−ǫ. Also
r+(Ai) converges in any Sobolev norm to a connection A+,∞. By Stokes
theorem
‖QAiAi‖0 =
∫
∂X
Tr(r∂X ∗X dAiE
0
Ai
B−,i ∧B−,i).
Since dAi → dA∞ as operators of order −1,∫
∂X
Tr(r∂X ∗X dA∞E
0
A∞B−,i ∧ B−,i)→ 0 as i→∞.
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Using Lemma 4.1.1 we obtain
‖r∂X ∗X dA∞E
0
A∞ ∗S B−,i‖− 12
→ 0 as i→∞.
Since r∂X ∗X dA∞E
0
A∞∗S has finite dimensional kernel and ‖B−,i‖0 is
bounded, B−,i converges in Ω
1(S; k) 1
2
to some B−,∞ ∈ Ω
1(S; k) 1
2
and
r−(Ai) converges to
A−,∞ = A+,∞ +B−,∞ ∈ Ω
1(S; k) 1
2
.
Let I denote the closure of the set I = {r∂XAi}. Then I is compact
(being the closure of the image of a convergent sequence) and since r∂X
is proper r−1∂X(I) is compact. Hence [Ai] has a subsequence converging
to an element [A∞] in M(X)1. 
We prove that the trajectoryAt converges by showing that
∫∞
0
‖QAtAt‖sdt
is finite. Note that
f(∞)− f(0) =
∫ ∞
0
d
dt
f =
∫ ∞
0
‖QAtAt‖
2
0
is finite. We will give a lower bound for ‖QAtAt‖0.
Theorem 5.0.5. Let A ∈ A(X)♭ be a smooth connection with [A] ∈
crit(f). There exists γ ∈ [1
2
, 1) such that for any A+a ∈ UA sufficiently
close to A and s ≥ 1
2
,
(30) ‖QaA(A + a)‖s−1 ≥ c|f(A+ a)− f(A)|
γ.
Proof. The proof involves several lemmas. Consider the L2-splitting
TA+aUA = ker(dA+a ⊕ d
∗
A ⊕ (r− − r+) ∗X)⊕ ImdAE
a
Aδ;
this is a variation of Lemma 4.2.1 (c). We denote the projections by
π0, π1 respectively. Define
ΣA = UA ∩ ker(r− − r+) ∗X .
By Lemma 4.2.2 (c) ΣA is a local slice for the K(S)-action onM(X)s.
Consider the restriction f |U0A, which has L
2-gradient
M : ΣA → TΣA, a 7→ π
0QaA(A+ a).
Lemma 5.0.6. If ‖a‖s is small enough then ‖M(a)‖s−1 ≥ ‖Q
a
A(A +
a)‖s−1.
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Proof. Note that π1(QaA(A + a)) = dA+aE
a
Aξ for some ξ ∈ k(S). Also
dA+a = dA + ad(a) implies ‖dA+a‖ ≤ c‖dA+ad
∗
A+a‖ for ‖a‖s < c
′. So
‖π1QaA(A+ a)‖s−1 = ‖dA+aE
a
Aξ‖s−1
≤ c‖d∗A+adA+aE
a
Aξ‖s−2
≤ c‖d∗A+aQ
a
A(A + a)‖s−2
≤ c‖d∗AQ
a
A(A+ a)‖s−2 + c‖ ad(a) ∗XQ
a
A(A+ a)‖s−2
≤ c‖a‖s‖Q
a
A(A + a)‖s−1.
For a sufficiently small we have
c‖a‖s‖Q
a
A(A+ a)‖s−1 ≤
1
2
‖QaA(A+ a)‖s−1
which proves the lemma. 
It follows that A+a is critical if and only ifM(a) = 0. The derivative
of M(a) at a = 0 is the linear operator
L : (ker dA ⊕ d
∗
A ⊕ (r− − r+) ∗X)s → (ker dA ⊕ d
∗
A ⊕ (r− − r+) ∗X)s−1
defined by
L(α) = π0∗X
(
ad(α)E0A(r+−r−)A+ dA(
d
dθ
EθαA )(r+−r−)A+ dAE
0
A(r+−r−)α
)
.
Lemma 5.0.7. For any α ∈ ker dA ⊕ d
∗
A ⊕ (r+ − r−) ∗X,
(r+−r−)
(
ad(α)E0A(r+−r−)A+ dA(
d
dθ
EθαA )(r+−r−)A+ dAE
0
A(r+−r−)α
)
= 0.
Proof. We compute
(r+−r−) ad(α)EA(r+−r−)A = ad((r+−r−)α)(r+−r−)A
(r+−r−)dA(
d
dθ
EθαA )(r+−r−)A = dr+A(r+−r−)A− dr−A(r+−r−)A = 0
(r+−r−)dAE
0
A(r+−r−)α = dr+A(r+−r−)α− dr−A(r+−r−)α
= ad((r+−r−)A)(r+−r−)α.

It follows that
L(α) = ∗X ad(α)E
0
A(r+−r−)A+∗XdA(
d
dθ
EθαA )(r+−r−)A+∗XdAE
0
A(r+−r−)α.
Lemma 5.0.8. L is (1) self-adjoint and (2) Fredholm.
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Proof. (1) follows from∫
X
Tr(ad(α1)E
0
A(r+−r−) ∗S A ∧ α2) =
∫
X
Tr(E0A(r+−r−) ∗S A ∧ [α1, α2])
=
∫
X
Tr(E0A(r+−r−) ∗S A ∧ [α2, α1])
=
∫
X
Tr(ad(α2)E
0
A(r+−r−) ∗S A ∧ α1)
by invariance of the inner product Tr;
(31)∫
X
Tr(dA(
d
dθ
Eθα1A )(r+−r−)A∧α2) =
∫
∂X
Tr(r∂X
d
dθ
Eθα1A (r+−r−)A∧r∂Xα2) = 0
using integration by parts and r∂X
d
dθ
Eθα1A = 0; and∫
X
Tr(dAEA ∗S (r+−r−)α1 ∧ α2) =
∫
∂X
Tr(r∂XEA ∗S (r+−r−)α1 ∧ r∂Xα1)
=
∫
S
Tr(∗S(r+−r−)α1 ∧ (r+−r−)α2)).
(2) Let Σ0A be the kernel of L, and Σ
1
A its L
2-orthogonal complement,
so that ΣA = Σ
0
A⊕Σ
1
A. The operator r−− r+ is Fredholm on T0ΣA, so
it suffices to show that (r− − r+)L is Fredholm. We have
(32) (r+−r−)L = (r+−r−) ∗X(ad(α)E
0
A(r+−r−)A
+ dA(
d
dθ
EθαA )(r+−r−)A+ dAE
0
A(r+−r−)α)
= (r+−r−) ∗X(ad(α)E
0
A(r+−r−) ∗S A
+ dA(
d
dθ
EθαA )(r+−r−) ∗S A) + P
0
−,A(r+−r−)α.
Since the class of Fredholm operators is closed under composition and
perturbation with compact operators, (r− − r+)L is also Fredholm.
This implies that L is Fredholm. 
It follows that Σ0A is finite dimensional and L defines an invertible
operator (Σ1A)s → (Σ
1
A)s−1. Since L is the derivative of M at a = 0, it
follows from the implicit function theorem that there exists ǫ1, ǫ2 > 0
and a real analytic map
l : Bǫ1Σ
0
A → Bǫ2Σ
1
A
such that M(α + l(α)) = 0. Define
f0 : BǫΣ
0
A → R, α 7→ f(α+ l(α)).
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For any α1 ∈ Bǫ1Σ
0
A and α2 ∈ Σ
0
A we have
(grad f0(α1), α2)0 = (M(α2 + l(α2)), α2 +Dl(α1)α2)0.
Since Dl(α) ∈ Σ1A, (grad f0(α1), α2)0 = (M(α2 + l(α2)), α2)0 which
implies
grad f0(α) = M(α + l(α)).
Therefore the set of critical connections M(a) = 0 near a = 0 is the set
{a = a0 + l(a0), a0 ∈ Bǫ1Σ
0
A, grad f0(a0) = 0}.
For any a sufficiently small, we may write a = a0 + l(a0) + a1, where
(33) ‖a0‖ 1
2
≤ c‖a‖ 1
2
, ‖l(a0)‖ 1
2
≤ c‖a‖ 1
2
, ‖a1‖ 1
2
≤ c‖a‖ 1
2
.
Now we estimate the left-hand side of (30). We have
π0QaA(A + a) = M(a) = M(a0 + l(a0) + a1)
= grad f0(a0) +M(a0 + l(a0) + a1)−M(a0 + l(a0))
= grad f0(a0) +
∫ 1
0
DM(a0 + l(a0) + sa1)a1ds
= grad f0(δ0) + La1 + L1a1
where
L1 =
∫ 1
0
(DM(a0 + l(a0) + sa1)−DM(0))a1ds.
The spaces Σ0A and Σ
1
A are closed, disjoint subspaces of ΣA. It follows
that
‖π0QaA(A + a)‖s−1 ≥ c (‖ grad f0(δ0)‖s−1 + ‖La1‖s−1)− ‖L1a1‖s−1.
From (33) and the smooth dependence of DM(a) on a we see that for
‖a‖s sufficiently small
‖
∫ 1
0
(DM(a0 + l(a0) + sa1)−DM(0))ds‖ ≤ cǫ1‖a1‖s.
So for ǫ1 sufficiently small we have
‖π0QaA(A + a)‖s−1 ≥ c‖ grad f0(a0)‖s−1 + c‖a1‖s.
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Since M is the L2-gradient of E,
f(A+ a) = f(A+ a0 + l(a0) + a1)
= f(A+ a0) + f(A+ a0 + l(a0) + a1)− f(a0 + l(a0))
= f(A+ a0) +
∫ 1
0
(M(a0 + l(a0) + sa1), a1)0ds
= f(A+ a0) + (M(a0 + l(a0)), a1)0
+
∫ 1
0
∫ 1
0
(DM(a0 + l(a0) + sta1)sa1, a1)0dtds
= f(A+ a0) + (grad f0(a0), a1)0 +
1
2
(La1, a1)0 + (L2a1, a1)0,
where
L2 =
∫ 1
0
∫ 1
0
s(DM(a0 + l(a0) + sta1)−DM(0))dtds.
The second term vanishes since ∇f0(a0) ∈ Σ
0
A, a1 ∈ Σ
1
A. The third
term has norm at most c‖a1‖
2
1
2
, since L is a bounded linear operator.
The norm of fourth term (L2a1, a1)L2 can be bounded in the same way
as for L1, by cǫ1‖a1‖
2
1
2
. We conclude that for ǫ1 sufficiently small
|f(A+ a)− f(A)| ≤ |f0(a0)|+ c‖a1‖
2
1
2
.
Since f0 is real analytic, Σ
0
A is finite-dimensional, f0(0) = 0 and grad f0(0) =
0 we conclude by a theorem of Lojasiewicz [21] there exists γ ∈ [1
2
, 1)
such that for sufficiently small a0,
‖ grad f0(a0)‖ ≥ c|f0(a0)|
γ.
(This is true for any norm on Σ0A.) This completes the proof of Theorem
5.0.5. 
Lemma 5.0.9. Let A∞ be a representative of [A∞] ∈ crit(f). For
any δ > 0 and T > δ, there exists a constant c such that if At is a
solution to the heat equation (9) in the slice UA∞ , 0 < T1 ≤ T − δ and
‖At − A∞‖s ≤ ǫ for all t ∈ [T1, T ] then∫ T
T1+δ
‖
d
dt
A‖s ≤ c
∫ T
T1
‖
d
dt
A‖0dt.
Proof. Let A′t =
d
dt
At = −QAtAt. Then
d
dt
A′t = −(
d
du
QAu)u=tAt +QAtA
′
t
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so A′t satisfies the parabolic equation
(
d
dt
−QA∞)A
′
t = −(
d
du
QAu)u=tAt + (QAt −QA∞)A
′
t.
In order to obtain estimates, we need to modify A′t to obtain a function
vanishing at t = T1. Let η(t) be a smooth cut-off function with η = 0
on [T1, T1 + δ/2] and η = 1 on [T1 + δ, T ]. Then
(
d
dt
−QA∞)(ηA
′
t) = (
d
du
QAu)u=t(ηA) + (QAt −QA∞)(ηA
′
t) + (η
′A′t).
Hence ‖ηA′t‖L2([T1,T ],Hs) is bounded by
c‖− (
d
du
QAu−A∞A∞ )u=t(ηA)+ (QAt−QA∞)(ηA
′
t)+ (η
′A′t)‖L2([T1,T ],Hs−
1
2 )
≤ c‖A′t‖L2([T1,T ],Hs−
1
2 )
+ c‖ηA′t‖L2([T1,T ],Hs−
1
2 )
+ c‖η′A′t‖L2([T1,T ],Hs−
1
2 )
using 4.1.3 and 4.1.5. Using Ho¨lder’s inequality we get
‖A′t‖L1([T1+δ,T ],Hs) ≤ ‖ηA
′
t‖L1([T1,T ],Hs)
≤ (T − T1)
1
2‖ηA′t‖L2([T1,T ],Hs)
≤ c(R)(T − T1)
1
2 (‖A′t‖L2([T1,T ],Hs−
1
2 )
+
‖ηA′t‖L2([T1,T ],Hs−
1
2 )
+ c(R)‖η′A′t‖L2([T1,T ],Hs−
1
2 )
)
≤ c(R)(T − T1)
1
2 (1 + δ−1)‖A′t‖L1([T1,T ],Hs−
1
2 )
.
For 1
2
> s > 0 these norms are bounded from above by the L2-norm.
The case of arbitrary s follows by bootstrapping. 
Lemma 5.0.10. Let [A∞] ∈ crit(f). Then there exist constants ǫ2 >
0, 1
2
≤ γ < 1, c > 0 such that if [At] is a solution to the evolution
equation (8) and AT is a representative of [AT ] such that
‖AT − A∞‖s ≤ ǫ2
for some T > 0, then either f([At]) < f([A∞]) for some t > T or At is
contained in the image of UA∞ inM(X), for all t ≥ T and At converges
in (UA∞)s to A
′
∞ with f(A
′
∞) = f(A∞), as t→∞. In the second case,
(34) ‖A′∞ −A∞‖s ≤ c‖AT −A∞‖s.
Proof. Assume that f(At) > f(A∞) for all t ∈ [0,∞). Since f is a
smooth functional of A and A∞ is a critical point, if we choose ǫ2 small
enough then
(35) |f(AT )− f(A)| ≤ c‖AT − A∞‖
2
s.
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By Theorem 4.4.1, the solution to (8) in C0loc([0,∞), H
s) depends smoothly
on the initial data in Hs. It follows that if ǫ2 is sufficiently small then
(36) ‖At −A∞‖s ≤ c‖AT −A∞‖s
for all t ∈ [T, T + 1]. We claim that for ǫ2 sufficiently small, ‖At −
A∞‖s < ǫ1 for all t ≥ T . Suppose the opposite. Let T1 be the smallest
number greater than T such that ‖AT1 − A∞‖s ≥ ǫ1. By (36) if we
choose ǫ2 small enough, then T1 > T +1. Then by Lemma 5.0.5 for all
t ∈ [T, T1] we have
d
dt
(f(At)− f(A∞))
1−γ = −(1− γ)‖QaA(A+ a)‖
2
0‖(f(At)− f(A∞))
−γ
≤ −c‖QaA(A+ a)‖0 = −c‖
d
dt
A‖0.
Integrating with respect to t we get∫ T1
T
‖
d
dt
A‖0 ≤ c(f(AT )− f(A∞))
1−γ
≤ c‖AT − A∞‖s
≤ cǫ
2(1−γ)
2
≤ cǫ2.
using (35). On the other hand,
∫ T1
T
‖
d
dt
A‖sdt ≥ ‖AT1 −AT+1‖s
≥ ‖AT1 −A∞‖s − ‖AT+1 −A∞‖s
≥ ǫ1 − cǫ2.
It follows from 5.0.9 that ǫ1 − cǫ2 ≤ cǫ2. For ǫ2 sufficiently small, this
gives a contradiction.
We conclude that for ǫ2 sufficiently small, ‖At − A∞‖s < ǫ1 for all
t ≥ T . Then∫ ∞
T+1
‖
d
dt
A‖s ≤ c
∫ ∞
T
‖
d
dt
A‖0dt ≤ c(f(AT )− f(A∞))
1−γ .
It follows that At converges to A
′
∞ as t → ∞. By Lemma 5.0.3, the
set of critical values of f is locally finite, so f([A′∞]) = f([A∞]) for ǫ2
sufficiently small.
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It remains to prove the estimate (34). This follows from the compu-
tation
‖A′∞ − AT+1‖s ≤
∫ ∞
T+1
‖
d
dt
A‖ 1
2
≤ c(f(AT )− f(A∞))
1−γ
≤ c‖AT − A∞‖
2(1−γ)
1
2
≤ c‖AT − A∞‖ 1
2
.

Proof of Theorem 5.0.2. Let ti, ki, [A∞] be a sequence given by Propo-
sition 5.0.4. Since the equation (8) is invariant under K(S), the tra-
jectory kn[Atn+t] is also a solution. For n sufficiently large, kn[Atn+t]
satisfies the assumptions of Proposition 5.0.10. Therefore, kn[Atn+t]
converges to some [A′∞]. It follows that At → k
−1
n [A
′
∞].
It remains to show that [A∞] depends continuously on the initial
data. Let ǫ1 > 0. Let [At] be a solution to (8), and A∞ a representative
for [A∞]. By Proposition 5.0.10, there exists an ǫ2 > 0 such that
if [A′t] is another solution to (8) such that ‖A
′(T ) − A∞‖s ≤ ǫ2 for
some T ≥ 0 and representative A′(T ), and f([A′∞]) = f([A∞]), then
‖A′∞ − A∞‖s ≤ ǫ1. Choose T sufficiently large so that ‖AT − A∞‖s ≤
ǫ2/2, where AT is the representative in the slice UA∞ . By the first part
of the theorem, there exists ǫ3 > 0 such that if ‖A
′
0 − A0‖s < ǫ3 then
‖A′T−AT‖s < ǫ2/2. We conclude for any ǫ3 > 0 there exists ǫ2 > 0 such
that if ‖A′0−A0‖s < ǫ2 and f([A
′
∞]) = f([A∞]) then ‖A
′
∞−A∞‖s < ǫ3,
for some representatives A′∞, A∞. This completes the proof.
6. The stratification defined by the heat flow
6.1. The critical set for f . Let C be the set of connected components
of crit(f). For any C ∈ C, define
M(X)C = {[A] ∈M(X), [A∞] ∈ C}
so that
M(X) =
⋃
C∈C
M(X)C .
Lemma 6.1.1. For any R > 0, there are a finite number of critical sets
C whose image under Φ intersects a ball BR of radius R in Ω
1(X ; k)s− 1
2
.
Proof. For any subgroup H ⊂ T , let F be the fixed point set of the
action of H on Φ−1(BR) ∩ r
−1
∂X(∗St ⊕ ∗SA). By the symplectic cross-
section theorem for loop group actions [22] there are at most a finite
number of components of F . Each contains at most one component
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of the critical set of ζ , given by the set of points [A] ∈ F such that
∗SΦ(A) is perpendicular to the Lie algebra h. By Lemma 5.0.3, any
critical component of ζ contains elements of this form. Hence, the
number is finite. 
We will give an explicit description of crit(f). By (29), any [A] ∈
crit(f) is fixed by a one-parameter subgroup, which we may assume is
generated by an element
ξ ∈ t, ∗Sξ = (r− − r+)A.
The centralizer Kξ ⊂ K is a connected subgroup of K, with Lie algebra
kξ. Let M(X ;Kξ) denote the moduli space of flat kξ-connections on
X ×K, modulo restricted gauge transformations in Kξ. The inclusion
kξ → k induces an embedding
ιξ : M(X ;Kξ)→M(X)
whose image is the fixed point set M(X,K)U(1)ξ of U(1)ξ. Let
M(X ;Kξ; ξ) = {[A] ∈M(X ;Kξ), (r− − r+)A = ∗Sξ}.
Then
(37) crit(f) =
⋃
ξ
K(S) · ιξM(X ;Kξ; ξ).
The quotient of Kξ(S)\M(X ;Kξ; ξ) by the loop group Kξ(S) is
homeomorphic to the moduli space M(X ;Kξ; ξ) of bundles with con-
stant central curvature ξ. The homeomorphism is constructed by sub-
tracting a Z(Kξ)-connection Aξ with (r−−r+)Aξ = ∗Sξ; such a central
connection exists after adding a boundary component with marking ξ,
the reflection of ξ into the fundamental alcove. This gives a homeo-
morphism to the moduli space of flat bundles on X , with the addi-
tional marking. A similar discussion gives a homeomorphism between
M(X;Kξ; ξ) and the same space. From (37) we obtain
(38) K(S)\ crit(f)→
⋃
ξ
M(X;Kξ; ξ)
where the sum is over ξ ∈ t+ such that ξ is a coweight for Kξ/[Kξ, Kξ].
The same description holds for the critical set of the Yang-Mills func-
tional on A(X) [1, Section 6].
6.2. The semistable stratum. From now on we drop the Sobolev
subscripts s; the statements that follow hold for any s ≥ 1. For the
following compare [23, p.36].
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Definition 6.2.1. The semistable locusM(X)ss is the set of all points
[A] with [A∞] ∈ Φ
−1(0). The stable locus resp. M(X)s is the set of all
points [A] ∈ M(X) with [A∞] ∈ Φ
−1(0), [A∞] ∈ G(S)[A], and [A] has
finite stabilizer.
The aim of this section is to prove the following theorem.
Theorem 6.2.2. (a) M(X)s is open.
(b) The mapM(X)s → K(S)\(Φ−1(0)∩M(X)s) is G(S)-equivariant.
(c) M(X)s is G(S)-invariant; hence M(X)s is the union of G(S)-
orbits inM(X) that intersect Φ−1(0) and have finite stabilizers.
(d) M(X)s is the set of [A] ∈ M(X)ss such that [A] has finite
stabilizer and G(S)[A] is closed in M(X)ss.
(e) If M(X)s is non-empty then M(X)s is dense in M(X)s;
(f) M(X)ss is a G(S)-invariant open subset of M(X); and
(g) the closures of orbits G(S)[A1], G(S)[A2] intersect in M(X)
ss if
and only if K(S)[A1,∞] = K(S)[A2,∞].
(h) If g ≥ 2, or if g = 1 and there is at least one generic marking,
or if g = 0 and there are at least three generic markings, then
M(X)s is non-empty.
Remark 6.2.3. Probably the assumption in (e)-(g) is unnecessary.
The theorem depends on the convexity of a certain functional, which
was introduced in Guillemin-Sternberg [11] and used by Donaldson [7]
in infinite dimensions. For any [A] ∈ M(X), choose an element l in the
fiber L(X)[A] of the pre-quantum line bundle over M(X). The central
C∗ in Ĝ(S) acts trivially on L(X), and so the action induces an action
of G(S). Consider the smooth function
Ψ : G(S)→ R, g 7→ − ln ‖gl‖2.
SinceK(S) acts on L(X) preserving the metric, Ψ descends to a smooth
function on G(S)/K(S), which is diffeomorphic to k(S) via the map
k(S)→ G(S)/K(S), ξ 7→ [exp(iξ)].
We denote by ψ the induced function k(S) → R. As in the finite-
dimensional case the function ψ satisfies
(39)
∂
∂ξ
ψ = Φξ, (
∂
∂ξ
)2ψ = ‖ξM(X)‖
2
where Φ is to be evaluated at exp(iν)[A]. ψ has the following properties:
Lemma 6.2.4. (a) ψ is convex.
(b) The only critical points of ψ are zeros of the pull-back of Φ.
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(c) The gradient flow lines from ψ map onto the gradient flows lines
for f under the map ξ 7→ exp(iξ)[A].
(d) If [A∞] /∈ Φ
−1(0) then ψ([At])→ −∞ as t→∞.
The proofs of (a)-(c) are the same as in the finite-dimensional case.
It follows from (a) that if [A] ∈ Φ−1(0) and g ∈ G(S) is such that
g[A] ∈ Φ−1(0), then g ∈ K(S), so k(S) → M(X), ξ 7→ exp(iξ)[A] is
an immersion of Banach manifolds. Proof of (d): If ξ∞ = ∗SΦ([A∞]),
then
d
dt
ψ([At])→ −Φ([A∞])
ξ∞ = −‖ξ∞‖
2 as t→∞
which implies ψ([At])→ −∞.
Proof of Theorem 6.2.2: (a) DΦ is surjective at Φ−1(0) ∩M(X)s; it
follows that G(S)(Φ−1(0)∩M(X)s) contains an open neighborhood of
Φ−1(0)∩M(X)s. Therefore, [A] ∈M(X)s if [A∞] ∈ Φ
−1(0)∩M(X)s.
By continuity of the retractionM(X)ss → Φ−1(0), [A′∞] lies in Φ
−1(0)∩
M(X)s for [A′] sufficiently close to [A]. This implies [A′] ∈M(X)s.
(b) Let [A′] = g[A] for some g ∈ G(X) and [A] ∈M(X)s. Convexity
of ψ implies that ψ has at most one critical point ξ∞ on k(S), and ξ∞
is a global minimum for ψ. By Lemma 6.2.4 (b), exp(ξ∞[A]) ∈ Φ
−1(0).
By Lemma 6.2.4 (d), [A′∞] ∈ Φ
−1(0). Since the retraction M(X)ss →
Φ−1(0) is continuous, G(S)[A] is connected and lies in M(X)ss, and
K(S)[A∞] is isolated in Φ
−1(0), we must have [A′∞] ∈ K(S)[A∞].
(c) follows immediately from (b).
(d) Suppose gt[A]→ [A
′] as t→∞, for some [A] ∈M(X)s and [A′] ∈
M(X)ss. By continuity of the retraction, [A∞] = k[A
′
∞], for some
k ∈ K(S). This implies [A′] ∈ G(S)[A]. Conversely, if [A] ∈ M(X)ss
has finite stabilizer and G(S)[A] is closed then [A∞] ∈ G(S)[A], which
implies [A] ∈M(X)s.
(e) Suppose [A] ∈M(X)ss and S∞ be the gauge slice (19). It suffices
to show that the intersection M(X)s∩S∞ is dense in S∞. In order for
G(S)[A′] to be closed, it suffices that the intersection G(S)[A′] ∩ S∞
is closed, again by continuity of the retraction. Note S∞ is K(S)[A∞]-
equivariantly isomorphic to the representation TS∞, and the intersec-
tion G(S)[A′] ∩ S∞ maps onto a G(S)[A∞]-orbit in S∞. The union of
closed G(S)[A∞] orbits in TS∞ with finite stabilizer is either empty or
dense; it follows that M(X)s is either empty or dense.
(f) Suppose that [A] ∈M(X)ss and g ∈ G(S). Let [Ai] be a sequence
in M(X)s with lim([Ai]) = [A]. By part (a), g[Ai] ∈ M(X)
s, which
implies g[A] ∈M(X)ss by smooth dependence of [A∞] on [A].
(g) follows since the retraction ρ0 : M(X)
ss → Φ−1(0) is continuous,
and the orbits of K(S) in Φ−1(0) are closed, see 3.0.1.
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(h) is a well-known consequence e.g. of the holonomy description
and left to the reader.
6.3. The unstable strata. Let C ∈ C. The purpose of this section is
to prove
Theorem 6.3.1. If s ≥ 1 and the genus of X is at least 2, then
M(X)C is a smooth Ka¨hler G(S)s+ 1
2
-invariant submanifold of finite
codimension.
Let ξ± = ∗Sr±([A]) as described in Lemma 5.0.3 and
ξC = ξ+ − ξ−.
Let
C∗C = {exp(τξC), τ ∈ C}
denote the one-parameter subgroup of G(S) generated by ξC . Let
ZC ⊆M(X)
C∗C
be the component of the fixed point set of C∗S containing [A
′]. Let PC
be the parabolic subgroup corresponding to the element ξC , so that
PC = {g ∈ G, lim
τ→−∞
exp(iτξC)g exp(−iτξC) exists}.
Let PC = LCUC be its standard Levi decomposition, so that LC is
the centralizer of ξC . Let KC denote the maximal compact subgroup
of LC , that is, KC = LC ∩ K. Let PC(S), LC(S), KC(S) etc. denote
the identity components of the loop groups of maps S → PC , LC , KC
etc. Let πC : k → kC denote the projection, and πC(S) the pointwise
projection πC(S) : k(S) → kC(S). The group LC(S) acts on ZC , and
the action of the subgroup KC(S) is symplectic, with moment map
πCΦ. The same argument as in the proof of Theorem 6.2.2 part (a)
shows that if the set ZsC is non-empty, then Z
ss
C is LC(S)-invariant; this
holds with the same assumptions on the genus and markings as for the
action of G(S). Define
YC = {[A] ∈ M(X), g[A]→ ZC as g → 0 in C
∗
C}.
Lemma 6.3.2. (a) YC is a PC(S)-invariant complex submanifold.
(b) If [A] ∈ G(S)YC then f([A]) ≥ f(C).
Proof. (a) YC is a stable manifold for the gradient flow of −(Φ, ξC).
Since (Φ, ξC) is Morse-Bott, YC is an embedded complex submanifold
by the stable manifold theorem [36, Theorem III.8]. To show YC is
invariant under PC(C), suppose exp(zξC)y → z for some z ∈ ZC .
Then
exp(zξC)py = exp(zξC)p exp(−zξC) exp(zξC)y → lz ∈ ZC
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since LC(S) commutes with ξC . (b) Since G(S) = K(S)PC(S) and
YC is PC(S)-invariant, G(S)YC = K(S)YC. Since f is K(S)-invariant
we may assume [A] ∈ YC . Then (Φ(A), ξC) ≥ (ξC , ξC) which implies
(b). 
Let Y ssC denote the PC(S)-invariant set of [A] in YC such that [A∞]
lies in ZssC .
Lemma 6.3.3. If [A] ∈ G(S)Y ssC then (i) ξC is the unique closest point
to 0 in Φ(PC(S)[A]) and (ii) K(S)ξC is the set of points closest to 0 in
Φ(G(S)[A]).
Proof. (i) We have to show that ξC lies in Φ(PC(S)[A]). Suppose
exp(itξC)[A] → [A
′] as t → −∞. Then PC(S)[A] contains LC(S)[A′],
so it suffices to show that Φ(LC(S)[A′]) contains ξC . But this is the
definition of ZssC . The argument for (ii) is similar. 
Lemma 6.3.4. Y ssC is the unique open PC(S)-invariant neighborhood
of ZC ∩ Φ
−1(C) in YC .
Proof. The closure of any PC(S)-orbit in Y
ss
C intersects Φ
−1(C) ∩ ZC .

Lemma 6.3.5. If ν ∈ k(S) and ν[A] is tangent to T[A]YC for some
[A] ∈ C, then ν ∈ kC(S).
Proof. We follow Kirwan [17, p.50]. We have
Φ(exp(tν)[A]) = ξC + t[ν, ξC ] + e(t)
where e(t) = O(t2) as t→ 0. This implies that
(Φ(exp(tν)[A]), ξC) = (ξC , ξC) + (e(t), ξC).
Since f is K(S)-invariant we also have
‖ξC‖
2
0 = ‖ξC + t[ν, ξC ] + e(t)‖
2
0
which implies
2(ξC , e(t)) = −t
2‖[ν, ξC]‖
2
0 +O(t
3) as t→ 0.
Therefore,
(Φ(exp(tν)[A]), ξC) = ‖ξC‖
2
0 −
1
2
t2‖[ν, ξC ]‖
2
0 +O(t
3) as t→ 0.
Since T[A]YC is the sum of the non-negative eigenspaces of the Hessian
of (Φ, ξC), it follows that [ν, ξC ] = 0. 
Lemma 6.3.6. There exists an open neighborhood U of C∩Y ssC in Y
ss
C
such that if ku ∈ U for some k ∈ K(S) and u ∈ U then k ∈ KC(S).
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Proof. By the inverse function theorem, K(S) ×KC(S) YC → M(X) is
a local diffeomorphism onto its image in a neighborhood of C. Hence
there exists a neighborhood U of [A] in YC and V of KC(S) in K(S)
such that for all [A′] ∈ U and k ∈ K(S), k · [A′] ∈ YC implies k /∈ V .
On the other hand, for δ and U sufficiently small, the set of k ∈ K(S)
such that for all [A′] ∈ U ,
(Φ(k[A′]), ξ) ≥ (Φ([A]), ξ)− δ
is contained in V . If k[A′] ∈ YC then (Φ(k[A
′]), ξ) ≥ (Φ([A]), ξ). This
forces k ∈ V and k ∈ KC(S). 
Lemma 6.3.7. G(S)Y ssC is a smooth embedded complex submanifold
diffeomorphic to G(S)×PC(S) Y
ss
C .
Proof. Suppose that [A] ∈ Y ssC and g[A] ∈ Y
ss
C for some g ∈ G(S). By
Lemma 6.3.3 for any neighborhood U of Φ−1(ξC) in Y
ss
C , there exists
an element p ∈ PC(S) such that [A
′] = p[A] lies in U . Since G(S) =
K(S)PC(S), gp
−1 = p′k for some p′ ∈ PC(S) and k ∈ K(S). Since
Y ssC is PC(S)-invariant, we have k[A
′] ∈ Y ssC . By Lemma 6.3.6, we can
choose U so that KC(S) is a component of {k ∈ K(S), k[A
′] ∈ U}. For
U sufficiently small, we obtain k ∈ KC(S), and g = p
′kp ∈ PC(S).
This shows that G(S)×PC(S) Y
ss
C → G(S)Y
ss
C is a bijection. To show
it is a diffeomorphism, we must show that the condition
{ξ ∈ g(S), ξ[A] ∈ T[A]Y
ss
C } = pC(S)
holds for all [A] ∈ Y ssC . This is open, and by the Lemma above, it holds
in a neighborhood of ZC ∩ Φ
−1(C). The condition is also invariant
under PC(S), hence by Lemma 6.3.4 it holds everywhere. 
We wish to show that G(S)YC is a minimising submanifold for f in
the sense of Kirwan.
Lemma 6.3.8. The L2-orthogonal subspace (T[A]G(S)YC)
⊥ to T[A]G(S)YC
is a complement to T[A]G(S)YC.
Proof. Let [A] ∈ C ∩ YC and g(S)[A] ⊂ T[A] the span of the generating
vector fields for g(S). The L2-orthogonal subspace to g(S)[A] is a finite-
dimensional complement to g(S)[A] in T[A], by the proof of Lemma 4.2.1
(c). The Lemma follows since T[A]G(S)YC contains g(S)[A]. 
Lemma 6.3.9. The Hessian of f is negative definite on (T[A]G(S)YC)
⊥,
for any [A] ∈ C.
Proof. We argue as in Kirwan [17, p. 55]. Let [At] be a path with
[A0] = [A] and
d
dt
[At] ∈ (T[A]G(S)YC)
⊥. Since d
dt
[At] is perpendicular
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to the generating vector fields for the action,
Φ([At]) = Φ([A]) + e(t)
where e(t) = O(t2). Hence
2f([At]) = 2f([A]) + 2
∫
S
Tr(∗SΦ([A]) ∧ e(t)) +O(t
3).
On the other hand,
(Φ([At]), ξC) = 2f([A]) + 2
∫
S
Tr(∗SΦ([A]) ∧ e(t)).
It follows that the Hessians of f and (Φ([At], ξC) agree up to a scalar on
(T[A]G(S)YC)
⊥. But (T[A]G(S)YC)
⊥ is contained in (T[A]YC)
⊥ on which
the Hessian of (Φ, ξC) is negative, by definition of YC . 
Together with 6.3.3, this shows thatG(S)YC is a minimising manifold
for f , in the sense of Kirwan. It remains to show:
Theorem 6.3.10. G(S)Y ssC is equal to M(X)C.
Proof. We follow Kirwan [17, p.91]. Let [A] ∈ C as before and consider
the splitting in Lemma 6.3.8. By the implicit function theorem there
exists
(a) a neighborhood VA of 0 in ker(dA ⊕ d
∗
A),
(b) a neighborhood UA of [A] in M(X), and
(c) a diffeomorphism ϕA : UA → VA
such that UA ∩G(S)YC is the pre-image of VA ∩ T[A]G(S)YC. Let
H = diag(H+, H−)
be the decomposition of the Hessian of f at [A] into positive-semi-
definite and negative definite components. In the slice UA the trajec-
tories at = (a+,t, a−,t) are solutions to
d
dt
a+,t = −H+at + F+(at)
d
dt
a−,t = −H−at + F−(at)
where F+, F− have vanishing derivatives at (a+, a−) = (0, 0). It follows
that
a+,t = e
−H+ta+,0 + (δa+)(t, a0)
a−,t = e
−H−ta−,0 + (δa−)(t, a0)
where δa+, δa− have vanishing first partial derivatives at the origin
a0 = 0. For any ǫ > 0 we may reduce the size of UA so that
(1 + ǫ)−1‖a−‖ ≤ d(A,G(S)Y
ss
C ) ≤ (1 + ǫ)‖a−‖
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everywhere in UA.
Lemma 6.3.11. There exists a number b > 1, depending only on C,
such that if UA is taken sufficiently small then for any a ∈ UA we have
‖a−,1‖ ≥ b‖a−,0‖.
Proof. Let c denote the minimum eigenvalue of e−H− on C. Choose
θ > 0 so that c − θ > 1, and b = c − θ. Since the partial Ja-
cobian of δa− vanishes at the origin, by shrinking UA we may as-
sume that ‖∂a−δa−(1, a+, a−)‖ < θ for all a ∈ UA. It follows that
‖δa−(1, a+, a−)‖ ≤ θ‖a−‖. Hence for any a0 = (a+, a−) we have
‖a−,1‖ = ‖e
H−a−,0 + δa−(1, a≥,0, a−,0)‖
≥ c‖a−,0‖ − θ‖a−,0‖
≥ b‖a−,0‖.

Lemma 6.3.12. M(X)C = G(S)Y
ss
C in a neighborhood of C.
Proof. By Lemma 6.3.11 there is a neighborhood UC of C in M(X)
such that if [At] is a trajectory of (8) then
d([A1], G(S)Y
ss
C ) ≥ b(1 + ǫ)
−1d([A0], G(S)Y
ss
C ).
Choose ǫ sufficiently small so that b(1 + ǫ)−1 > 1. By Lemma 5.0.10
there exists a neighborhood VC of C in M(X) such that if [A] ∈ VC ∩
M(X)C then [At] lies in UC for all t ∈ [0,∞). Then for any n ≥ 1,
d([An], G(S)Y
ss
C ) ≥ (b(1 + ǫ)
−1)nd([A0], G(S)Y
ss
C ).
But we may assume without loss of generality that d([A], G(S)Y ssC )
is bounded on UC . Hence d([A], G(S)Y
ss
C ) = 0. This shows that
M(X)C ⊂ G(S)Y
ss
C in a neighborhood of C. The opposite inclusion
follows from Lemma 6.3.3. 
We now complete the proof of Theorem 6.3.10. Suppose [A] ∈
M(X)C. Then [A∞] ∈ C and so the trajectory [At] intersects VC . Since
[At] ∈ G(S)[A] this implies that [A] ∈ G(S)Y
ss
C . Hence M(X)C ⊂
G(S)Y ssC . By Proposition 6.3.3, the subsets G(S)Y
ss
C are disjoint. Since
M(X) is the union of the stable manifolds M(X)C , we must have
M(X)C = G(S)Y
ss
C . 
Remark 6.3.13. Suppose that f is a Morse-Bott function, that is, the
Hessian of f |C is non-degenerate along the normal bundle to S. The
map given by the time-1 flow A0 7→ A1 is hyperbolic, using the esti-
mates on the operator L above. It is then a consequence of the sta-
ble manifold theorem [36, Theorem III.8] that the strata M(X)C are
smooth.
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7. Applications
7.1. Ka¨hler quantization commutes with reduction. Recall that
L(X)→M(X) is the Chern-Simons pre-quantum line bundle. Let
ι :M(X)Φ−1(0) →M(X), π : M(X)Φ−1(0) →M(X)
denote the inclusion, resp. the projection of the zero level set into
M(X), resp. onto M(X).
Theorem 7.1.1. Suppose K(S) acts on Φ−1(0) with finite stabilizers.1
Then there is an isomorphism of global sections
H0(M(X),L(X))G(S) → H0(M(X),L(X)), s 7→ s, ι∗s = π∗s.
Proof. The assumption on the stabilizers implies that the stable and
semistable loci in M(X) coincide. Therefore, for any [A] ∈ M(X)s
there exists an element g∞ such that [A∞] = g∞[A]. By Theorem
6.2.2 (g) the image [g∞] ∈ G(S)/K(S) of g∞ is unique. An ap-
plication of the implicit function theorem for Banach spaces shows
that g∞ depends holomorphically on [A]. Let L(X)
s denote the re-
striction of L(X) to M(X)s, and L(X)0 the restriction to Φ
−1(0).
For any s ∈ H0(M(X,L(X)) define s ∈ H0(M(X),L(X)s)G(S) by
sˆ([A]) = s(π0(g∞[A])). Since M(X)
s →M(X) is holomorphic, s is a
holomorphic section. Also, ‖s‖ is bounded by ‖s‖. By the Riemann
extension theorem for complex Banach manifolds ([33, II.1.15]; a con-
venient reference is [13, Appendix]) s has a holomorphic extension to
M(X). Conversely, given s the restriction ι∗s is K(S)-invariant and
so descends to M(X). 
We remark that Teleman [39] has shown vanishing results for the
higher cohomology of the bundle L(X), using the stratification ofA(X)
into Harder-Narasimhan types.
7.2. Analog of Kirwan surjectivity. Let H•K(S)(·,Q) denote K(S)-
equivariant cohomology with rational coefficients. If K(S) acts with
finite stabilizers on Φ−1(0), then H•K(S)(Φ
−1(0),Q) ∼= H•(M(X),Q).
Theorem 7.2.1. The inclusion Φ−1(0)→M(X) induces a surjection
H•K(S)(M(X),Q)→ H
•
K(S)(Φ
−1(0),Q).
Proof. This follows from the criterion of Atiyah and Bott [1, 13.4]:
For any critical component, the circle U(1)C acts non-trivially on the
normal bundle to M(X)C at ZC . It follows that the Euler class for
the normal bundle to each stratum is invertible. This implies that the
stratification is equivariantly perfect. 
1This happens only if X has markings.
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The case that S bounds a disk Theorem 7.2.1 is a special case of a
recent result of Bott, Tolman, and Weitsman [5]. In this case one has
X = X+ ∪X−, say X+ is homeomorphic to a disk, and
H•K(S)(M(X),Q) = H
•
K(S)(M(X−)× ΩK,Q) = H
•
K(M(X−),Q)
so the H•K(M(X−),Q) surjects onto H
•(M(X),Q). Their proof uses
the Morse theory of the energy functional on a space homotopy equiva-
lent toM(X−). Inductive formulas for the Poincare´ polynomials of the
moduli spaces of parabolic bundles using these techniques have been
given by Nitsure [25] and Holla [14].
Example 7.2.2. To compare this approach with that of Atiyah and Bott,
we compute the Poincare´ polynomial of the simplest caseM(X;SU(2);µ),
where µ = 1
2
is the marking corresponding to holonomy −1 around a
puncture. Here and from now on, we identify t→ R so that A = [0, 1
2
].
Let S be a circle enclosing the puncture. Then X = X+ ∪X−, where
X+ is a surface of genus 2g with a single boundary and no markings,
and X− is a punctured disk. By the holonomy description Lemma 3.0.1
(e)
M(X+) = K
2g ×K Ω
1(S, k), M(X−) = K(S)/K(S)µ
where K(S)µ denotes the stabilizer of µ. (Note this is isomorphic to K
but does not consist of constant loops.) Note thatM(X+) is a principal
ΩK-bundle over K2g. Because the commutator K2g → K induces the
trivial map in cohomology H•(K) → H•(K2g), the spectral sequence
for this fibration collapses at the second term. Hence
PK(S)(M(X)) = PK(S)µ(M(X+)) =
P (ΩK)P (K2g)
1− t4
=
(1 + t3)2g
(1− t2)(1− t4)
.
Now we analyze the critical components. Each critical component
contains a point with Φ(m1, m2) = ∗S(λ, µ), for some λ ∈ Z>0. The
corresponding critical component Cλ is the K(S)-orbit of (T
2g×{λ})×
{µ} in the holonomy description ofM(X+)×M(X−). The equivariant
Poincare´ polynomial of Cλ is therefore
PK(S)(Cλ) = PU(1)(T
2g) =
(1 + t)2g
1− t2
.
Lemma 7.2.3. The index of f at Cλ is g + 2λ− 2.
Proof. The tangent space at any point in Cλ is isomorphic to
(k/t)2g ⊕ k(S)/k(S)λ ⊕ k(S)/k(S)µ.
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The moment map to second order is
Φ(t(ξ1, . . . , ξ2g, ζ−, ζ+)) = λ+ t
2
g∑
i=1
[ξi, ξg+i] + t[ζ+, λ] + t
2[ζ+, [ζ+, λ]]/2
− µ− t[ζ−, µ]− t
2[ζ−, [ζ−, µ]]/2 +O(t
3).
The second order term in f is∫
S
Tr(λ− µ,
g∑
i=1
[ξi, ξi+g]) +
Tr([ζ−, λ], [ζ−, µ]) + Tr([ζ+, λ], [ζ+, µ])
2
− Tr([ζ+, λ], [ζ−, µ]).
It follows that the index of f on (k/t)2g is g. Note that if ξ = 0
and ζ− = ζ+ then then the Hessian vanishes; this are the directions
tangent to the K(S)-orbit. On the other hand, suppose that ζ− = −ζ+
and is in the root space for an affine root α. Then the Hessian is
negative if and only if α is negative on λ and positive on µ, or vice-
versa. Therefore, the index of f on k(S)/k(S)λ ⊕ k(S)/k(S)µ is the
number of affine hyperplanes separating λ and µ, equal to 2λ − 2 for
λ > 0. 
Putting everything together, the Poincare´ polynomial ofM(X, µ) is
P (M(X, µ)) = PK(S)(M(X))−
∑
λ>0
t2(2λ+g−2)PK(S)(Cλ)
=
(1 + t3)2g − (1 + t)2gt2g
(1− t2)(1− t4)
which agrees with [1, p. 335].
7.3. Another proof of Birkhoff factorization. Let X = P1 so that
M(X) = ΩK × ΩK. Since the genus of X is zero this case is not
covered by Theorem 6.3.1. However, f is Morse-Bott which implies
that the stable manifolds are smooth, see Remark 6.3.13. The critical
components for f are the orbits under K(S) of pairs (w1 · 0, w2 · 0),
and therefore can be indexed by Waff\(Waff ×Waff)/(W ×W ). The
orbit G(S)(w1 · 0, w2 · 0) is a submanifold with the same codimension
as M(X)[w1,w2]. By convergence of trajectories to critical points, any
G(S)-orbit in M(X)[w1,w2] contains K(S)(w1 · 0, w2 · 0) in its closure.
It follows thatM(X)[w1,w2] is actually equal to G(S)(w1 · 0, w2 · 0) and
so
M(X) = ΩK × ΩK =
⋃
Waff\(Waff×Waff )/(W×W )
G(S)(w1 · 0, w2 · 0).
Using M(X−) = ΩK = G(S)/Ghol(X−) we obtain (see [27, Ch. 8])
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Theorem 7.3.1. G(S) = Ghol(X−)Λ+Ghol(X+).
Appendix A. Sobolev spaces
A convenient reference for the basic material on Sobolev spaces is
[15, Appendix]. The remaining results are variants of results in Lions-
Magenes [20] which we learned from R˚ade [29, Section D].
For any s ∈ R, the Sobolev space Hs(Rn;Rr) is the completion of
the space of smooth, compactly supported maps u ∈ C∞0 (R
n;Rr) in
the norm
‖u‖s = (2π)
−n/2‖(1 + ‖ξ‖2)s/2F(u)(ξ)‖L2(Rn;Rr)
where F denotes Fourier transform. Let M be a compact smooth
manifold, and E → M a smooth Euclidean vector bundle of rank r.
To define the Sobolev spaces of sections of E, we introduce a trivializing
atlas {(Ui, Vi, ϕi : E|Ui → Vi×R
r)} and a subordinate partition of unity
ρi, for i ∈ I. For any real s, define H
s(M ;E) to be the completion of
the space of smooth sections of E with respect to the norm
‖u‖s =
(∑
i∈I
‖ϕi ◦ (ρiu)‖
2
s
) 1
2
.
Suppose thatM is a manifold with boundary, M˜ is a closed manifold
of the same dimension containing M (for instance, the double of M),
and E˜ → M˜ is a vector bundle whose restriction to M is isomorphic to
E. Let r : C∞0 (M˜ ; E˜) → C
∞
0 (M ;E) denote the restriction map, and
C
∞
0 (M ;E) the image of r; this is the space of extendable sections of E
with compact support. The Sobolev space Hs(M ;E) is the completion
of C
∞
0 (M ;E) in the norm
‖u‖s = inf
u˜
‖u˜‖s
where the infimum is over u˜ that restrict to u. Similarly, Hs∂(M ;E)
is the completion of the space C∞0 (M\∂M ;E), with respect to the
Sobolev norm induced by the extension-by-zero map C∞0 (M\∂M ;E) →
C∞0 (M˜). These spaces have the following properties:
Lemma A.0.2. (a) For s > n/2, the spacesHs(M ;E) resp. Hs∂(M ;E)
embed into the space C(M ;E) of continuous sections of E, resp.
vanishing on the boundary.
(b) For any real s, there is a perfect pairingHs(M ;E)×H−s∂ (M ;E)→
R.
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(c) When s > 1
2
, the elements of Hs(M ;E) have boundary values
(traces) in Hs−
1
2 (∂M ; ∂E). More generally, choose a smooth
vector field ν on M normal to the boundary. For m ∈ N and
s > m− 1
2
, we have the Cauchy trace operator
Hs(M)→
m−1∏
j=0
Hs−j−
1
2 (∂M), u 7→ (u|∂M , ∂νu|∂M , . . . , ∂
m
ν u|∂M)
where ∂ν denotes Lie derivative.
(d) For s ∈ (m − 1
2
, m + 1
2
), the kernel of the Cauchy trace map is
equal to Hs∂(M).
(e) For s > 1
2
, there is a continuous extension operator
E : Hs−
1
2 (∂M ; ∂E) → Hs(M ;E)
which is a right inverse to r∂X , with the property that for any
f ∈ Hs−
1
2 (∂M ; ∂E), E(f) is smooth away from ∂M .
(f) For any real s1, s2, vector bundles E1, E2 → M and s ≤ min(s1, s2, s1+
s2 − n/2) (except for the borderline cases s2 = −s1 and s =
−n/2; s = s1 and s2 = n/2; s = s2 and s1 = n/2) there is a
continuous map Hs1(M ;E1)×H
s2(M ;E2)→ H
s(M ;E1 ⊗E2).
We will also need Sobolev spaces of mixed order on [0, T ]×M . We
assume throughout that T ∈ (0, 1). Let E denote the pullback of
E → M to [0, T ]×M . For any real r, s, the space Hr,s([0, T ]×M ;E)
denotes the completion of the space of smooth time-dependent sections
of E in the norm
‖u‖r,s = inf
u˜
‖(τ 2 + T−2)r/2F(uˆ)(τ)‖L2([0,T ],Hs)
where the infimum is over u˜ ∈ C∞(R, Hs(M ;E)) that restrict to u
on [0, T ]. The space Hr,s0 ([0, T ] × M ;E) = H
r,s
0 ([0, T ] × M ;E) is
defined in the same way except that the infimum is taken over u˜ ∈
C∞(R, Hs(M ;E)) that restrict to u on [0, T ] and vanish for t < 0.
These spaces have the following properties:
Lemma A.0.3. (a) For any real r and s the identity map defines
an operator H0,r,s([0, T ] × M ;E) → Hr,s([0, T ] × M ;E). For
r > −1
2
, this operator is injective. For r < 1
2
it is onto.
(b) For r1 ≥ r2 and s1 ≥ s2, the identity map defines an operator
Hr1,s1([0, T ]×M ;E)→ Hr2,s2([0, T ]×M ;E) of norm less than
cT r1−r2 .
(c) For r > 1
2
the map f 7→ f(0) extends to a restriction (trace) map
Hr,s([0, T ] ×M ;E) → Hs(M ;E). More generally, for m ∈ N,
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the Cauchy trace operator
(40) Hr,s([0, T ]×M ;E)→
m−1∏
j=0
Hr−j−
1
2
,s(M ;E),
u 7→
(
u(0), u′(0), . . . , u(m)(0)
)
is continuous for r < m− 1
2
.
(d) For r ∈ (m − 1
2
, m + 1
2
), the kernel of the Cauchy trace map is
equal to Hr,s0 (M ;E).
(e) Let E1 → M and E2 → M be restrictions of vector bundles
E˜1 → M˜, E˜2 → M˜ to M . For real r1, s1, r2, s2, r, s with r ≤
min(r1, r2, r1+ r2−
1
2
) and s ≤ min(s1, s2, s1+ s2−n/2) (except
for the borderline cases r2 = −r1 and r = −1/2, r = r1 and
r2 = 1/2; r = r2 and r1 = 1/2; s2 = −s1 and s = −n/2; s = s1
and s1 = n/2; s = s2 and s1 = n/2.) there is a continuous map
Hr1,s1([0, T ] ×M ;E1) × H
r2,s2([0, T ] ×M ;E2) → H
r,s([0, T ] ×
M ;E1 ⊗ E2).
(f) For any real r, s, integration with respect to Lebesgue mea-
sure on [0, T ] defines a continuous map Hr,s0 ([0, T ] ×M ;E) →
Hr+1,s0 ([0, T ]×M ;E). (Integration is not defined on the spaces
Hr,s([0, T ]×M ;E) for r < −1
2
.)
(g) For real numbers r, s, r′, s′ the intersection Hr,s([0, T ]×M ;E)∩
Hr
′,s′([0, T ]×M ;E) is a Banach space with norm ‖ ‖(r,s)∩(r′,s′) =(
‖ ‖(r,s) + ‖ ‖(r′,s′)
)1/2
. Interpolation: For any θ ∈ [0, 1], there
is an embedding Hr,s([0, T ] ×M ;E) ∩ Hr
′,s′([0, T ] ×M ;E) →
Hθr+(1−θ)r
′,θs+(1−θ)s′([0, T ]×M ;E).
(h) Let P ∈ ΨDO(M ;E,E) be an self-adjoint, non-negative elliptic
pseudodifferential operator on E of order m. For any real r, s,
the operator d
dt
+P defines an invertible operator Hr+1,s0 ([0, T ]∩
M ;E) ∩Hr,s+m0 ([0, T ] ∩M ;E)→ H
r,s(M ;E).
(i) (Same assumptions on P ) For any real s, r, solving the homo-
geneous initial value problem ( d
dt
+ P )u = 0, u(0) = v defines
an operator Hs(M ;E) → H
1
2
+r,s−mr([0, T ]×M ;E), v 7→ u of
order bounded by cmax(1, T r).
For short, we denote by Ωk(M ;E)s, resp. Ω
k(M ;E)r,s, resp. Ω
k(M ;E)0,r,s
the spaces Hs(M ; Λk(T ∗M)⊗E), resp. Hr,s([0, T ]×M ; Λk(T ∗M)⊗E).,
resp. Hr,s0 ([0, T ]×M ; Λ
k(T ∗M)⊗E).
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Appendix B. Convergence in finite dimensions
In this section we show that the gradient flow of minus the norm
square of the moment map converges for finite dimensional Hamiltonian
K-manifolds with proper moment maps. This was previously obtained
by Duistermaat (unpublished).
LetK be a compact Lie group with Lie algebra k. Let ( , ) : k×k→ R
denote an invariant inner product. LetM be a HamiltonianG-manifold
with proper moment map Φ and invariant compatible almost complex
structure J , and
f =
1
2
(Φ,Φ).
For any C ⊂ crit(f), let U(1)C denote the one-parameter subgroup
generated by Φ(C) ∩ t∗+, MC the stable manifold for C, and ZC the
component of MU(1)C containing C.
Theorem B.0.4. Any trajectory m(t) of − grad(f) has a unique limit
m(∞) as t → ∞. There exist constants c, k and a time T such that
if either (1) m(∞) is contained in the principal orbit-type stratum for
ZC or (2) Gm = Gm(∞) then d(m(t), m(∞)) ≤ ce
−kt for t > T ; oth-
erwise d(m(t), m(∞)) ≤ ct−1/2. The map MC → C, m 7→ m(∞) is a
deformation retract.
The basic equality the controls the speed of the trajectory is
(41)
d
dt
f(m(t)) = (− grad(f)f)(m(t)) = −‖ grad(f)‖2.
Since the change in f(m(t)) is finite, the integral of ‖ grad(f)‖2 is finite.
The goal to remove the power 2, in order to conclude that the length
of the trajectory is finite.
Theorem B.0.5. Let m′ be a critical point for φ. There exist constants
ǫ1, c1, k1 > 0 such that for any m ∈M such that if d(m,m
′) < ǫ1, then
either Φ(m(t)) < Φ(m′) for some t > 0 or there exists m′′ ∈ crit(f)
such that m(t)→ m′′ as t→∞ and f(m′′) = f(m′).
Proof. Assume Φ(m(t)) ≥ Φ(m′) for all t ≥ 0. For any γ ∈ (0, 1)
(42)
d
dt
(f(m(t))−f(m))1−γ = (γ−1)‖ grad(f)(m(t))‖2(f(m(t))−f(m′))−γ .
by (41). Now we bound grad(f) from below in a neighborhood of m′.
Lemma B.0.6. There are constants γ ∈ (0, 1), c2 > 0 and ǫ2 > 0 such
that for any m ∈M for which d(m,m′) < ǫ2 we have
‖ grad(f)(m)‖ ≥ c2|f(m)− f(m
′)|γ.
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Proof. The proof relies on the local form theorem [12]. Let g◦m′ ⊂ g
∗
denote the annihilator of gm′ . LetN denote the orthogonal complement
of the tangent space to the orbit Tm′(K ·m
′). Let S denote the quotient
of N by the kernel of the symplectic form restricted to N , called the
symplectic slice at m′. Let ωS denote the two-form on S, and ΦS the
moment map. Note that ΦS is quadratic in s ∈ S. The G-manifold
M ′ = G×Gm′ (S ⊕ (g
∗
Φ(m′) ∩ g
◦
m′)).
has a Hamiltonian G-structure with moment map
(43) Φ′ : [g, s, ν] 7→ g · (φS(s) + ν + Φ(m
′)).
There exists an open subset U of m′ in M and a symplectomorphism
of U with a neighborhood U ′ of [1, 0, 0] in M ′. One can choose the
symplectomorphism so that metric at [1, 0, 0] is the direct sum of a
metric gS on S, and metric on g/gm′ and g
∗
Φ(m′) ∩ g
◦
m′ induced by the
metric on g. For λ ∈ gΦ(m) ∩ g
⊥
m,
Jm′(λ, s, 0) = (0, JSs, λ)
where JS is the almost complex structure on S.
Let m ∈ U and let [g, s, λ] be its image in U ′. Let ξ = Φ(m′). By
(43)
f(m)− f(m′) =
1
2
‖ΦS(s) + ξ‖
2 +
1
2
‖λ‖2 −
1
2
‖ξ‖2(44)
=
1
2
‖ΦS(s)‖
2 + (ΦS(s), ξ) +
1
2
‖λ‖2.(45)
Using the local model we can trivialize the tangent bundle near m′ and
approximate
Jm = Jm′ + e(m
′)
where e(m)→ 0 as m→ m′.
(46)
− grad(f)(m) = −Jm(λ, (ξ+ΦS(s))·s, 0) = (0,−JS(ξ+ΦS(s))·s,−λ)+e
′(m)
where e′(m) denotes terms generated by the difference Jm − Jm′. Let
S0 ⊂ S denote the fixed point set of Gm, and S0 ⊕ S1 the fixed point
set of ξ, so that
S = S0 ⊕ S1 ⊕ S2.
By (46), ‖ grad(f)‖2 vanishes on S0, vanishes below degree 6 on S1,
degree 2 on S2 and g
∗
Φ(m) ∩ g
◦
m and is positive away from S0. On the
other hand, by (45) f(m)−f(m′) vanishes on S0, vanishes below degree
4 on S1 and degree 2 on S2 and g
∗
Φ(m)∩g
◦
m. It follows that ‖ grad(f)‖
2 ≥
c|f(m) − f(m′)|3/2 if the projection of s onto S1 is non-trivial, and
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‖ grad(f)‖2 ≥ c|f(m) − f(m′)| otherwise. The lemma follows, taking
γ = 3/4 resp. 1/2 in the first resp. second case. 
By Lemma B.0.6 and (42) if d(m(t), m′) < ǫ2 then
(47) −
d
dt
(f(m(t))− f(m))1−γ ≥ c4‖ grad(f)‖.
Suppose d(m(t), m′) < ǫ2 for t ∈ [t0, t1]. By integrating with respect to
t we obtain
(48)
∫ t1
t0
‖ grad(f)(m(t))‖dt ≤ c5|f(m(t0))− f(m
′)|1−γ .
Suppose that d(m(t), m′) ≤ ǫ2 for all t ≥ 0. By the limit of (48) as
t1 →∞, the length of the gradient flow linem(t), t ∈ [t0,∞] approaches
0 as t0 →∞. By the Cauchy criterion,m(t) converges to a critical point
m′′ as t→∞.
To show that d(m(t), m) ≤ ǫ2 for all t ≥ 0, suppose that s is the
smallest number greater than 0 such that d(m(s), m′) ≥ ǫ2. By smooth
dependence of the flow on initial conditions, there exists a constant c
such that d(m(t), m′) ≤ c7d(m(0), m
′) for t ∈ [0, 1]. We choose ǫ1 so
that c7ǫ1 < ǫ2, and assume d(m(0), m
′) < ǫ1. Then d(m(t), m
′) ≤
ǫ2, t ∈ [0, 1] which implies s > 1. By smooth dependence on initial
conditions, for any t there is an ǫ3 > 0 and a constant c3 > 0 such that
(49) d(m,m′) < ǫ3 =⇒ f(m(t))− f(m
′) ≤ c3d(m,m
′)2.
If d(m(t0), m
′) < min(ǫ3, ǫ1) then by (49) and (48)
(50)
∫ t1
t0
‖ grad(f)(m(t))‖dt < c6d(m(t0), m
′)2(1−γ).
The length of the gradient flow line between 1 and s is at least
d(m(s), m(1)) ≥ d(m(s), m′)− d(m(1), m′) ≥ ǫ2 − c7ǫ1.
By (50) the length of the gradient flow line between 0 and s is less
than c8ǫ
2(1−γ)
1 , which is a contradiction for ǫ1 sufficiently small. This
completes the proof of Theorem B.0.5. 
Finally we compute the rate of convergence.
d
dt
|f(m(t))− f(m′)| = −‖ grad(f)(m(t))‖2 ≤ −c|f(m(t))− f(m′)|2γ
implies
f(m(t))− f(m′) ≤ ce−kt
if γ = 1/2 or
f(m(t))− f(m′) ≤ ct−2
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if γ = 3/4. Sufficient conditions for a point m converging exponentially
to a point m(∞) in C are (1) Gm = Gm(∞) which implies that for some
time t such that m(t) lies in the local model, the projection of m(t)
onto the slice S is contained in S0⊕S2; and (2) S
ξ = SGm(∞) where S is
the symplectic slice at m, and Sξ, SGm(∞) are the fixed representations.
Since Sξ is contained in the tangent space to ZC , (2) holds if Gm(∞) acts
trivially on Tm(∞)ZC. Equivalently, m(∞) is contained in the principal
orbit-type stratum of ZC . That m 7→ m(∞) is a deformation retract
follows from smooth dependence on initial conditions, and is left to the
reader. This completes the proof of Theorem B.0.4.
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