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ABSTRACT 
Empirical studies have been carried out to develop background information 
useful for the assessment of the physical potential for modification of warm 
season precipitation in the Midwest and for the design and evaluation of a 
modification experiment should it appear warranted. These studies were based 
on cloud measurements obtained near the freezing level in July of 1973. 
Sample statistics have been compiled of cloud physical parameters which 
are believed indicative of the vigor and age of the cloud, and also 
descriptive of the naturally-occurring dynamical and microphysical processes. 
In addition, some partial case studies were carried out to examine in more 
detail cloud evolution. The key cloud parameters considered were a) the density 
of the supercooled liquid water content and its partition into large and small 
drops, b) the vertical velocity (updraft), and c) thermal buoyancy. 
These statistics indicated that it is possible to subjectively identify 
clouds which are in an active state of growth and have conditions favorable 
for modification. Over 80% of the clouds selected for penetration contained 
regions of active cloud development with updrafts exceeding 1.5 m/sec. These 
active areas were almost always warmer than the surrounding clear air. 
There usually was ample supercooled water for conversion to ice. Nearly 
50% of the active regions had average cloud water content exceeding 1.0 
gm/m3, and virtually all of them had average total condensate exceeding 1.0 
gm/m3. However, it is also evident that the warm rain process was active in 
these clouds. By the time the cloud air had reached the freezing level less 
than 30% of the water was contained in drops smaller than 60 microns. 
Studies were also carried out to determine relationships between the key 
cloud parameter and other cloud and environment variables with a view toward 
identifying covariates or predictors which can sharpen the experimental 
design. Among the potential covariates considered were a) environment factors 
such as synoptic weather type, lapse rate, vertical wind shear, and b) cloud 
factors such as cloud type, cloud base temperature, and cloud size. 
Other studies were directed toward the predictability of Midwest 





The research carried out under this grant had as its main thrust the 
analysis of in-situ measurements of the internal cloud characteristics of 
convective clouds and cloud complexes in Illinois. The ultimately desired 
goal was to further the understanding of the complex processes and 
interactions which govern the development of convective clouds with a view 
toward improving our capability to predict their behavior when subjected to 
deliberate intervention by man. 
In response to regional, national, and international concerns of an 
apparently changing climate and the possible impact on food production, the 
analysis approach was directed toward establishing data bases for assessing 
the potential for significant enhancement of growing season convective 
precipitation in Illinois and for designing and evaluating seeding experiments 
in the Midwest. 
Specific efforts were threefold: 
a) compilation of sample statistics for the cloud physical parameters 
which are descriptive of the net effects of dynamical and microphysical 
processes and their interaction (Section III). 
b) investigation of the properties of one-dimensional cloud models and 
of the potential of the model predictions as an operational and 
evaluation tool in cloud modification efforts (Section IV). 
The cloud studies (a above) were based on the analysis and interpretation 
of measurements collected in southwestern Illinois and eastern Missouri during 
June and July of 1973 under the atmospheric sampling subprogram of the 
Illinois Precipitation Enhancement Program (PEP)*. The key data set consisted 
of measurements made in clouds around the freezing level through the use of an 
instrumented aircraft. (The aircraft, airborne instrumentation, and some of 
the data problems will be described and discussed in Section II). 
The analyses emphasized the bulk thermodynamics. Therefore, the 
measurements of temperature, water content, vertical velocity and atmospheric 
pressure were the ones of primary concern. In addition, aircraft airspeed is 
required for calculation of true ambient values of the meteorological 
parameters. 
*Supported by the Division of the Atmospheric water Resources Management ot the 
Bureau of Reclamation under contract 14-06-D-7197 
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The cloud condensate and its partition into small cloud particles and/or 
large precipitation particles was the most indicative (of the measurements 
available) of the dominant precipitation mechanism active in the system and of 
the potential for alteration of the precipitation. The amount of supercooled 
liquid condensate at temperatures of -4 to -10C represents the reserve by 
which precipitation may be altered through the ice mechanism, whether through 
the "static" mode leading to formation of large ice particles or the dynamic 
"mode" to invigorate and enlarge the cloud system. 
The partition of the condensate into so-called "cloud" and "precipitation" 
drops in a growing, buoyant cloud mass is indicative of the dominant 
microphysical processes in the lower cloud mass. If most of the condensate is 
in small drops, condensation is the dominant growth mechanism. If a large 
fraction of the water is in large drops, the coalescence process is probably 
very active. Under these circumstances, moreover, there is a good probability 
that ice particles will occur naturally at moderately warm (but sub-zero) 
temperatures (Bigg, 1953), and rather early in the cloud history. 
The modeling studies utilized two one-dimensional models: (a) the EML 
model developed by the cumulus groups of NHEML(1) of NOAA in connection with 
their modification experiments in Florida Cumuli and (b) the GPCM Great Plains 
Cumulus Model (GPCM) originally developed at South Dakota School of Mines 
(Hirsch, 1971) and modified by the Division of Atmospheric Water Resources 
Management (DAWRM) of the Bureau of Reclamation for use in the High Plains 
Experiment (HIPLEX). These models will be described and compared in Section 
IV. Initial conditions for the model computations were drawn from both 
routine and special radiosonde data and from observed cloud base heights. 
The airplane was based near St. Louis in order to utilize the extensive 
field facilities operated by the Illinois State Water Survey and other 
organizations in METROMEX, a large cooperative field study of the inadvertent 
modification of precipitation. These facilities included a weather station, a 
10-cm PPI and two 3-cm RHI radars, a recording raingage and hailpad network 
consisting of 243 stations in an area of 10,000 km2, smaller ground-based 
networks for measurement of temperature, wind, humidity, etc., and, for the 
last half of the flight period, a network of pilot balloon and radiosonde 
stations. 
Twice daily radiosondes were routinely available from the National Weather 
Service stations at Monet, MO., Omaha, NE., and Peoria and Salem IL. 
Additional afternoon soundings were made from Salem and/or from one of the 
stations in the METROMEX network during each cloud flight. During the last 
half of the period there were frequently two or three afternoon soundings from 
up to three METROMEX stations. 
(1)Nat ional Hurricane and Experimental Meteorology Laboratory 
General Operation and Equipment 
The airplane which was used in this program was owned by the Meteorology 
Department of the Pennsylvania State University and was operated by them in 
Illinois PEP under contract to the Illinois State Water Survey. It was an 
Aero Commander, with a nominal cruising speed of 90 mps and operational 
ceiling (with full instrument package) of about 6 km. With full instrument 
load (Penn State package plus additional instrumentation added by ISWS for 
this program) flight time was normally limited to 3 hours. 
The basic scientific system had been developed over many years of cloud 
physics research at Pennsylvania State University. Additional equipment was 
provided by the State Water Survey for measurement of a few parameters 
critical to the field experiment. The instrumentation used in the program and 
some of the pertinent specifications are listed in Table 1. The data were 
digitally recorded on computer compatible tape at a rate of twice per second. 
Much of the equipment listed in Table 1 is commercially available and has been 
used often in research aircraft. New, less commonly used, and custom-built 
instruments are briefly described in the Appendix A which also contains 
additional information on the aircraft platform and recording system. 
Twenty cloud flights were made on 17 days during a 7-week operational 
period. Over 140 clouds or cloud areas were penetrated, many more than once. 
Most of the macroscale weather situations which produce summer rains in the 
Middle West were presented in the 17-day sample. 
An operation typically started with a low-level flight to a promising 
cloud area to obtain cloud-base measurements of cloud condensation nuclei. 
Once in the cloud area, the aircraft climbed to penetration altitude (slightly 
above freezing) in a spiral ascent to obtain a proximity sounding. Likely 
cloud candidates for penetration were selected by the flight meteorologist 
with the aid of real-time radar intelligence transmitted by radio from a radar 
meteorologist at the radar site. Generally the criteria were that the cloud 
appeared to be actively growing, and that there was no, or only a small, 
precipitation echo at the time of selection. Many of the penetrations were 
made using a census approach to get a sample adequate for developing 
population statistics. However at least one cloud area was selected on each 
flight for life cycle documentation. 
A variety of cloud types were studied. Included were those in families of 
towering cumuli, those acting as thunderstorm feeder cells, small cumulonimbi, 
and mid-level thick altocumulus layers with embedded convective cells. 
Considering the intensity of the data collection efforts there were 
relatively few serious malfunctions or problems with either the aircraft or 
scientific package, and most instrument failures were repaired without loss of 
cloud opportunities. There were, however, two conditions which limit the data 
set. First, static charge tended to build up in the wiring system during 
traverses through electrified cloud areas causing a critical amplifier to burn 
SECTION II 
COLLECTION AND PROCESSING OF AIRCRAFT DATA 
Table 1. Aircraft Instrumentation 
Parameter Range Accuracy Time Constant Manufacturer/Model 
* Provided by SWS 
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out and the recording system to f a i l completely. Remedial actions in the 
f i e l d helped a l i t t l e but did not cure the problem. Thus, after the f i r s t few 
f l i gh ts , al l cloud penetrations were made below the -2C or -3C level, where 
electr ical effects are less common. Even at these warmer temperatures, 
electr ical charge would build up occasionally and cause erratic behavior of 
the electr ical system, the loss of several seconds of data, and a "recycle" of 
the timing system. The second problem was the malfunction of the evaporator 
on the total water meter toward the end of the f l i gh t program. As a 
consequence, on 4 f l igh ts made during the last week of July, total water 
contents in excess of 1.5 gm/m3 could not be measured (although cloud water 
content and hydrometeor spectra information are available). 
Primary Cloud Parameters: Temperature, Liquid Water, Vertical Air Motion 
Temperature. Three separate sensors were used to measure air 
temperature: the PSU reverse flow, Rosemount de-iced, and Rosemount non 
de-iced (Table 1). Of the three instruments, the reverse-flow thermometer is 
least l ike ly to be affected by 'wetting' during cloud penetrations. However 
these instruments respond very slowly to changes in temperatures and the 
response time may be several seconds (Rodi and Spyers-Duran, 1972). This was 
evident also in a comparison of the measurements from the three sensors. The 
sensing devices in the two Rosemount instruments are similar (platinum 
wires). However the housing on the de-iced version is more massive and 
response time is expected to be longer. Comparison between the measurement 
from the two instruments suggests that the lag in the de-iced Rosemount was of 
the order of one second. 
The effects of slowly responding instruments are 1) smoothing of higher 
frequency fluctuations, 2) reduction of peak values, and 3) lag in the timing 
of signif icnat features (e.g. maxima). None of these were c r i t i ca l l y 
important in the s tat is t ica l approach employed in the population studies. 
Since many of the cloud traverses were through regions of supercooled l iquid 
water and icing was l ike ly , the measurements from the de-iced thermometer were 
used in these studies, with the recognition that the measurements might be 
affected by wetting cloud and in the near environment on exi t . However 
careful examination of measurements made in clouds with high l iquid water 
contents indicates that wetting probably did not occur frequently or at least 
was not severe. 
Liquid Water Content. Measurement of tota l l iquid condensate and it 
part i t ion into cloud and precipitation water content was accomplished through 
the use of three independent measurements: (a) the tota l water content meter 
(TWM) developed at the Naval Research Laboratory (NRL) (Ruskin, 1967) which 
measures water in al l phases, (b) the commercially available Johnson-William 
(JW) hot-wire l iquid water content meter which responds primarily to the cloud 
droplets, measuring only a fraction of the contribution to the condensate from 
particles larger than about 50 urn diameter (Barrett, 1958) and (c) the 
Cambridge Systems dewpoint hygrometer which measures the water-vapor content. 
The Johnson-Williams was mounted on the bottom of the housing for the total 
water meter and the entire assemblage was attached to the underside of the 
airplane wing well out of the region of disturbed flow (see Appendix A). A 
water-free air sample was introduced into the dewpoint hygrometer, which was 
located at a stat ic point toward the rear of the fuselage. 
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In this combined system, the cloud liquid water (CW), the total water 
substance (TWC), including that in the gaseous phase, and the water vapor 
content are measured directly by the JW meter, the TWM and the dewpoint 
hygrometer, respectively. The total liquid water content (TLW) is obtained by 
subtracting the vapor content from TWC, and the "precipitation" water content 
(PW) is the difference between the total water content (TLW) and the cloud 
water content (CW). Since the three sensors differed in response 
characteristics, the data were filtered digitally before the differences were 
taken to equalize the smoothing due to delayed instrument response. 
The in-situ measurement of cloud water in any of its three phases is very 
difficult. It has long been known that the Johnson-Williams instrument does 
not measure a significant amount of the liquid water in the larger drops but 
it is generally accepted as giving a fair estimate of the water content 
contributed by the cloud droplets. The total-water meter, on the other hand, 
may be giving unrepresentative values of water content because of 1) 
inadequate sampling volume for large drops and/or 2) bias due to random 
encounter with individual large drops (Smith, 1976; Kyle, 1976). The first 
will tend to underestimate the total liquid water because of inadequate 
collection of large drops which are present in low concentrations; the second 
will tend to overestimate the TLW at the point of measurement because the 
calculated concentration is based on extrapolation from a few cm3 to a cubic 
meter. In an effort to minimize bias of the second type, an integrating 
circuit which averaged over one half second (35-40 m of flight) was 
incorporated into the system before digital recording. The smoothing filter 
mentioned above also decreases the bias by effectively assigning the water in 
such "rare" drops to a larger volume. In addition the data were reviewed and 
one-point isolated 'bursts' of high TWC were treated as errors or "glitches" 
and removed; when such bursts were frequent on a cloud pass they were 
considered representative of the cloud region and retained. The latter cases 
usually were verified by comments of heavy rain from the flight 
meteorologist. The measurement of liquid water content is discussed further 
in Appendix B. 
The Cambridge dewpoint hygrometer has a response time of 2 seconds or 
more, depending on the rate of change of humidity. The accuracy of the 
instrument (under optimum conditions) is quoted by the manufacturer as .5C for 
temperatures above 0C, and 1C for lower temperatures. On most of the cloud 
passes the measured dewpoint was higher than the measured temperature by an 
amount averaging about 1.5C. Similar discrepancies have been observed by 
other investigators studying aircraft measurements. Usually the error is 
ascribed to the temperature, under the assumption that it arose from wetting 
of the sensing elements in cloud. However there is good reason to question 
this conclusion since the accuracy of the hygrometer is sensitive to the 
cleanliness of a mirrored surface. Even if extreme care is taken in preflight 
procedures, it is not clear that the mirror remained clean during passage 
through the turbid subcloud layer. The dewpoint measurement was assumed to 
be correct in the calculation of liquid water. (An error of 1.5C in dewpoint 
at the temperatures of the cloud penetrations, roughly 0 to -5C, represents an 
error of 0.4 to 0.5 gm/m3 in vapor density). For the calculation of 
relative humidity to be used in computing virtual temperature, a dewpoint 
correction factor was determined from the difference between the in-cloud 
averages of dewpoint and temperature. Applications of this correction factor 
results in saturation ratios of 1 in-cloud, and less than 1 in the environment. 
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Vertical Air Velocity. The attitude (pitch) of the airplane was 
maintained while approaching the cloud, during penetration, and for about 1 km 
after exit. Thus, the aircraft was permitted to rise or fall in response to 
the vertical air drafts and the recorded output of a rate-of-climb meter 
permits an estimate of the magnitudes of updrafts and downdrafts. 
Since the airplane itself is the sensor, some lag is to be expected in the 
measurement because of aircraft inertia. The rate of climb meter (IVSI) used 
in this program incorporated a spring device to detect the initial vertical 
acceleration, in addition to the customary differential pressure transducer. 
This acceleration sensing feature permitted rapid detection of the updraft on 
entry. Although Lenschow (1976) in his analysis of updraft sensing by 
aircraft concluded that medium-sized aircraft (such as the Queen Air and Aero 
Commander) should follow the updraft fairly faithfully (depending on updraft 
profile and other factors), these aircraft measurements (and aerodynamic 
theory) indicate a lag of the order of several seconds in indicated exit from 
the updraft. Thus the draft regions probably were not as broad as the IVSI 
measurements indicated. 
Data Reduction and Processing 
Basic reduction of the aircraft measurements for most of the flights had 
been completed prior to this grant. This included the following: 
a) computer editing of the data for removal of 'glitches' and bad records. 
b) conversion of the data from digital counts to engineering units 
(scaling). 
c) calculation of derived parameters from measured variables (e.g. ambient 
temperature, true airspeed, wind velocity, aircraft location, vapor 
density, etc.), utilizing digital filters to equalize response 
(smoothing) characteristics of all the variables entering into a 
single calculation. 
d) time series plots of all reduced, and some basic, data. 
In addition, several pilot studies had established the requirements and 
techniques for further pre-analysis adjustments in the basic data and for 
calculation of additional derived quantities. A significant portion of the 
effort under this grant was the development and utilization of the computer 
programs to carry out this pre-analysis "massage" of the data. 
The pre-analysis massaging of the data consisted primarily of three 
procedures: 1) elimination and/or correction of residual bad data, 2) 
recalibration of the measurements from the NRL total water content meter and 
3) computer manipulation of the data to provide specific quantities required 
for the particular objectives of the analysis. 
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In the first procedure, the final edit, 'glitches' identified from the 
plots of the scaled data were replaced by estimates based on a second order 
polynomial fit to the surrounding measurements. Additionally, recorded time 
was corrected in instances where the clock re-cycled due to electrical 
interference in the system. 
The second procedure (which was carried out in the same subprogram as the 
first) was required because the original scaling was based on a sea-level 
calibration. The TWM measurement is based on the absorption of energy from a 
Lyman-Alpha ultra violet beam during passage through a sample of air in which 
all condensate has been evaporated. Water vapor absorbs strongly at this 
wavelength. However oxygen also absorbs this radiation, albeit less 
strongly. Thus the relationship between extinction of radiant energy and 
water content is a function of altitude. To adjust the laboratory sea-level 
calibration to the flight altitude, the sea-level calibration curve was 
"shifted" to fit in-flight "calibration points" based on clear air dewpoint 
measurements. Calibration points were determined at roughly 5-minute 
intervals during the time the airplane was at altitude. The calibrations thus 
derived varied from day-to-day and on some days the calibration appeared to 
shift during the flight. The cause for these shifts in calibration is not 
clear but may be due to variation in the strength of the emitted radiation or 
to accumulation of dust or water residue on the protective coating of the 
emitter or receiver. Apparently such shifts are characteristic of the 
instrument and some investigators, including the developer of the instrument, 
adjust the calibration to the dewpoint in the clear air around each cloud. 
Condensate in the sample of air is evaporated during transit through a 
heater ahead of the radiation sensor. Unevaporated condensate flowing through 
or collected on the face of emitter or detector will give very high readings. 
Theoretical calculation indicate that the heater can evaporate up to at least 
20 g/m3 of water, at 150 knots, the usual airspeed. Since the saturated 
vapor densities at the cloud temperatures were roughly 5 g/m3, all values of 
total water content above 25 g/m3 were considered in error and set to 25. 
Further massaging of the data was carried out in two additional 
subprograms. The second subprogram permits a selectable weighting function to 
be applied to the data as a filter. In order to bring out the main dynamic 
features of the clouds, a low-pass filter was applied. This filter in effect 
smoothed out all fluctuations having wavelength of less than about 200 m and 
reduced by 50% or more all wavelengths of less than 320 m (Fig. 1). 
The third subprogram in the "massage" processor had three main functions. 
One was a final adjustment to the water measurements, including a correction 
to the JW cloud water content for variations in airspeed, and calculation of 
total liquid water content (TLW) and precipitation water content (PW) from the 
rescaled measurements from the TWM, the vapor density, and the cloud water 
content, following adjustments for variable time lags as indicated in time 
displacements of major maxima and minima in the three component measurements 
(generally a second or less). A second was the calculation of true altitude 
from pressure altitude and the mean temperature of the air column determined 
from vertical temperature soundings. The third was the reduction of cloud and 
near environment temperatures to a reference altitude, (usually to the average 
for the traverse). Since the airplane was permitted to change altitude in 
-9-
Figure 1. Response function of the digital filter used 
in smoothing the air-craft measurements. 
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response to vertical drafts, measurements along a traverse included vertical 
as well as horizontal changes. Reduction to a common altitude, permits 
conclusions to be drawn about the horizontal temperature distribution along a 
traverse and estimation of the buoyancy of the cloud area. Adjustments of 
temperatures to the reference altitudes were based on a lapse rate (usually 
close to the moist adiabatic) measured by aircraft or nearby balloon 
soundings. The average altitude on a traverse was usually within 60 m of the 
reference altitude and small error in lapse rate has little effect on the 
results. 
The output from these three subprograms of the massage processor were 
archived on magnetic tape, for later use in a variety of analyses. 
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SECTION III 
SAMPLE STATISTICS AND THE SEARCH FOR COVARIATES 
Analysis Approach and Techniques 
The objectives of this part of the research, which represented the major 
portion of the effort under this grant, were: 
a) to obtain an estimate of the probability distributions of certain 
critical parameters for the population of developing convective clouds, 
b) to examine intra-relationships between cloud characteristics and inter­
relationships between cloud parameters and environmental conditions, 
and 
c) to identify potential cloud covariates or predictors of cloud behavior. 
The first two will help enlighten the processes involved in producing 
cloud families. The population statistics also provide a means for estimating 
the number of opportunities for modification of individual clouds, while the 
cloud covariates provide a means for sharpening experimental design, for basic 
or for applied research. 
To be a candidate for modification by triggering of a microphysical change 
through phase transformation, a cloud must be vigorous and must have adequate 
supercooled liquid condensate. Thus, the primary cloud parameters studied 
were a) the updraft velocity and thermal buoyancy as indicators of the age and 
vigor of the cloud and b) the total liquid condensate as a measure of the 
availability of water for transformation to ice, whether for "static" particle 
growth or for "dynamic" enhancement of the cloud through released latent 
heat. In addition the partition of the total liquid water into "cloud" and 
"precipitation" fractions was studied as an indicator of the probability of 
natural glaciation at relatively warm temperatures and of the rate of 
precipitation development through coalescence. These parameters were 
estimated by the following variables. 
1. Updraft velocity: 
a) peak rate of climb (UDX) 
b) average rate of climb (IVSI) 
2. Thermal bouyancy (BOUP): the difference between the maximum virtual 




a) total liquid water content: average (TLW) and maximum (TLWX) in 
the cloud area 
b) cloud water contents: average (CW) and maximum (CWX) in the cloud 
area 
c) precipitation water content: average (PW), and maximum (PWX) 
d) cloud water fraction: CW/TLW. 
In addition, TLW, TLWX, CW, and CWX were "scaled" according to the adiabatic 
water content (the theoretical maximum water content for that level in the 
cloud) to yield "fraction of adiabatic," as an indicator of the amount of 
dilution of the cloud area and of the core through mixing. 
The variables considered as potential co-variates were of three types: 
a) environmental factors such as synoptic weather type, air mass, lapse 
rate in the cloud layer, vertical wind shear, 
b) factors that were traverse dependent such as adiabatic water content 
and height above cloud base, and 
c) cloud factors such as cloud type, cloud base temperature, cloud size 
(horizontal), fraction of cloud that was active. 
In-situ measurements in cumulus clouds consistently have documented high 
spatial variability of all variables, indicative of the turbulent nature of 
the medium and a manifestation of the range of scales on which the physical 
processes operate. Frequently, a cloud will be composed of more than one 
dynamic unit, i.e., a segment of the cloud which has dynamic integrity and 
which undergoes a more or less systematic cycle of growth and decay. These 
dynamic entities, which are similar to cloud cells, are referred to hereafter 
as cloud units. They are delineated in the spatial variation of the principal 
cloud parameters - vertical velocity, temperature, humidity, and water 
content. In the example of a multi-unit cloud shown in Figure 2, two 
developing cloud "nits, (a, b) and a rain shaft (c) are clearly evident. 
The analyses were carried out for both cloud units and for the full cloud 
penetrations on which one or more of these smaller dynamic entities were 
traversed. Delineation of a cloud was fairly straightforward. It was based 
on both the measured cloud variables (primarily CW and vapor density, VD), 
supplemented by comments made by the flight meteorologist. Areas visually 
identified as cloud wisps were considered beyond the cloud boundaries. Cloud 
units were identified primarily on the basis of cloud water content, but only 
if the nature of the time variations in temperature, vapor density, and/or 
updraft supported the partition of the cloud traverse into cloud units. Other 
criteria used in defining a cloud unit were a) CW greater than 0.5 g/m3, b) 
distance greater than about 450 meters and, in questionable cases, c) minimum 
in CW below 0.75 g/m3. 
The data used in these analyses were those generated by the massage 
programs described in section II. Thus the measurements had been smoothed so 
that fluctuations due to wavelengths less than 200 meters were completely 
removed. Average values of the cloud variables were calculated for both full 
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Figure 2. An example of a mu l i t - un i t cloud. Sections a and b are act ive 
cloud un i t s , c is a ra inshaf t . 
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clouds traverse and for cloud units after adjustment for instrument time lags, 
when they occurred, and for occasional zero offsets in the total and cloud 
water. Of the key cloud variables only the thermal bouyancy was not averaged 
over the cloud area. The thermal buoyancy based on the peak temperature in 
the cloud area was used in the analysis. Although the average IVSI was 
calculated, it must be viewed with reservation because a draft, up or down, 
appears much broader in the measurements than it actually was because of the 
slow response of the sensor (the airplane). 
On roughly two-thirds of the cloud passes, the measurements indicated 
significant amounts of TLW beyond the cloud boundaries, although the magnitude 
of the TLW was rapidly decreasing. The appearance of the records would 
suggest instrument lag, but there may be other possible causes for this delay 
in return to environmental conditions. One possibility is that water may have 
accumulated either on the leading edge of the entry port or within the 
housing, causing a delay in evaporation. If this were the case, the 
calculated average precipitation water, PW, and TLW would be too low. An 
error analysis suggests that this underestimate could be of the order of 0.25 
g/m3. As will be seen, this is only a very small part of the average total 
liquid water content calculated for these clouds. 
Maxima of all principle variables, except vertical velocity, were defined 
as the highest point value in the filtered data for the time period 
corresponding to the traverse through the cloud or cloud unit. The maximum 
updraft velocity was calculated as the five-second average around the highest 
positive rate of climb. The rate of climb meter (IVSI) measurements were not 
smoothed in the pre-analysis massage because the slow response of the airplane 
filtered out the high frequency fluctuations. For an area to qualify as an 
updraft, the IVSI readings had to exceed 1.5 mps for a continuous period of 6 
sec and exceed 2 mps at one point at least. In all cases where the criteria 
were not met, the updraft was given a zero value. The criterion of 1.5 mps 
was based on in-flight trials which demonstrated that this was the maximum 
rate of climb the airplane was capable of at the flight altitudes, even with 
low gas load. Thus the estimates of maximum updraft velocity are very 
conservative. 
General Properties of the Sample 
Cloud measurements were obtained on 20 flights between 11 June and 30 
July, 1973. On four of these flights the cloud systems were dominated by 
thick and extensive layers of altocumulus or mixed altocumulus and 
altrostratus, with occasional embedded convective bubbles. The bases of most 
of these convective bubbles were relatively high, or the cloud base was 
undetectable from the penetration level. Because of the uncertainty in the 
height and temperature of the cloud base, and the importance of this cloud 
feature on the development of precipitation, the data from these 4 flights 
were not included in the total sample. The statistical analyses concentrated 
on the remaining 16 flights. The TLW measurement was missing on 3 of these 16 
flights. 
The general synoptic conditions on the 16 flights covered the full range 
of summertime weather systems in the Middle West. The weather systems were 
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classified according to a) the dominant dynamic feature which could serve as a 
dynamic trigger for cloud development and b) the type of low-level air mass in 
the area of the flight. Air mass type was classified either as moist tropical 
air from the Gulf of Mexico or predominantly a continental air mass flowing in 
from the central and northern United States. Dynamic features were classified 
as a) cold front, b) stationary or warm front, c) short wave trough in the 
middle troposphere, or d) in the absence of an obvious mid-latitude pressure 
system that could act as a trigger, as "air mass." On the "air mass" days the 
flight areas were located in the northwest quadrants of large stagnating high 
pressure areas .Dynamically this is the quadrant of converging and ascending 
flow in the northern hemisphere. 
Synoptic and air mass types for each flight are listed in Table 2. It 
can be seen that there was generally a synoptic-scale dynamic system which 
could account for the development of convective clouds. Middle tropospheric 
troughs were the single most frequent, with 6 cases, followed by stationary or 
warm fronts, with 5 cases. 
A broad variety of cloud types was penetrated. During the analyses each 
traverse was classified according to cloud type, based on flight 
meteorologist's in-flight commentary and cloud photographs. Six cloud types 
were defined. 
1. Towering cumulus, isolated or in a group. 
2. Non-precitating cumulus congestus, isolated or in a group. 
3. Congestus shower cloud, isolated or in a group, and young cumulonimbus 
calvus. 
4. Front feeders, i.e., one of a family of congestus clouds ahead of a large thunderstorm. 
5. Back feeder, i.e., one of a family of congestus clouds clustered around 
the trailing edge of a large thunderstorm and frequently on the "cold" 
side of a front. 
6. Trunk feeders (i.e., cumulus towers nestled in close to the trunk of a 
major thunderstorm, which were rapidly incorporated into the main 
storm), and new thunderstorm cells. 
From the flight information listed in Table 2, it can be seen that on any 
given flight, the clouds were generally of two or three types. 
It was not possible to get an estimate of cloud base height and 
temperature by real-time measurement or visual estimate for each cloud that 
was penetrated. The flight plan, described in Section II, provided a 
measurement of the cloud base height and temperature at the beginning of each 
flight. The daily cloud base varied from about 1.1 km to about 1.6 km, with 
an average of about 1.25 km. The temperatures at cloud base ranged from 15.3C 
to 21.8C and averaged around 19.5C. 
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Table 2. General Flight Description 
No. of 
Flt. Cloud Synoptic and Air Mass 
No. Date Times (CDT) Passes Cloud Types Conditions 
3 6/11 1435-1645 7 Cu Cong Gulf air mass, NW 
quadrant of high 
pressure 
4 6/13 1711-1943 5 Cu Cong, Cong Warm front, Gulf air 
Shwrs 
5 6/14 1510-1808 17 Twrg Cu, Cu Cong, Stationary front, 
Cb Calv. Gulf air 
11 6/30 1525-1740 12 Cu Cong, Cong Mid-tropospheric 
Shwrs trough, continental 
air 
12 7/ 1 1307-1524 12 Twrg, Cu, Front Mid-troposheric 
Feeder trough, Gulf air 
13 7/ 1 1626-1854 13 Twrg Cu, Cu Cong, Mid-tropospheric 
Cong Shwrs, Front trough, Gulf air 
and Back Feeders 
16 7/ 8 1520-1725 7 Cu Cong, Cong Gulf Air, NW quadrant 
Shwrs, Cb Calv. of high pressure 
17 7/ 9 1345-1617 17 Cu Cong, Trunk Mid-tropospheric 
Feeders, New trough, Gulf air 
Tstm Cell 
18 7/ 9 1725-1957 7 Twrg Cu, Front and Mid-tropospheric 
Back Feeders, trough, Gulf air 
Tstm Cell 
22 7/18 1553-1851 1 Cu Cong Stationary front, 
continental air 
23 7/19 1601-1845 1 Trunk Feeder Cold front, 
continental air 
25 7/20 1641-1858 9 Twrg Cu, Back and Stationary front, 
Trunk Feeders Gulf air 
26 7/23 1326-1541 8 Twrg Cu, Cu Cong, Stationary front, 
Front Feeders Gulf air 
27 7/24 1609-1830 18 Twrg, Cu, Cu Cong, Mid-tropospheric 
Cong Shwrs trough, Gulf air 
28 7/25 1340-1607 7 Twrg Cu, Front Pre cold front, Gulf 
Feeder air 
34 7/30 1355-1615 7 Cong Shwrs, Front Pre cold front, Gulf 
Feeders air 
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Clouds were selected for penetration by the flight meteorologist on the 
basis of a visual appearance of vigorous growth. Turrets which were just 
passing through the flight alititude were preferred but these frequently had 
grown beyond that altitude by the time the entry was actually made. In some 
instances the tops of these growing turrets were estimated by the flight 
meteorologist. These estimated top heights were between 5.2 and 7.5 km, 30 to 
60 sec before the time of the actual penetration. These estimates probably 
were lower than the actual top heights during penetration because of continued 
cloud growth and because of the tendency for visual estimates to be low. 
As has been mentioned, the flights were generally made around the freezing 
level (about 4.5 km). There was some variation from cloud to cloud and from 
flight to flight. The average temperature along a traverse ranged from -3C to 
+4C, with a mean for the whole sample of 0.3C. Since only a single estimate 
of cloud-base height was available for each day, to a large extent it 
determined the depth of cloud below the traverse level. This depth varied 
from 2.2 to 4.0 km, with an average of about 3 km. 
In preparing for a cloud penetration, the attempt was made to line up on 
the cloud so as to hit the "center" - or the most obviously growing tower. 
Thus the length of a cloud traverse is a crude estimate of the cloud 
"diameter" or cloud size. The traverse lengths covered a large range - from 
600 m to 15.4 km. However, about 85% of the penetrations were less than 6 km 
long and the average distance was close to 4 km. 
There were flight-to-flight differences in the general weather and cloud 
conditions as well as in some of the internal cloud characteristics. These 
variations are indicative of meteorological variability, and consequently 
meteorological variables were considered in the analysis and date or flight 
identifications were generally discarded. The day-to-day variability, which 
was not large, can be seen in the flight-by-flight tabulations of general 
meteorological and cloud variables in Table 2 and Appendix C. 
The sample statistics were calculated for all variables in the smaller 
data set covering 13 flights for which all key measurements were available, 
and for all variables but total water and related variables in the full data 
set covering 16 flights. As will be seen, the sample statistics for the total 
sample and the 13 flight subsample differed insignificantly for all of the key 
cloud parameters available in both samples, despite the fact that, on 2 of the 
3 flights, cloud penetrations were, on the average, made at warmer 
temperatures than was true for most of the others. 
Sample Distributions: Full Cloud Traverse 
The sample distributions of all available cloud parameters and some of the 
other cloud characteristics were calculated for 148 penetrations made on the 
16 flight "full sample", and for 107 penetrations in the the smaller 13-flight 
subsample. The lengths of the cloud traverses were virtually equal in both 
samples, averaging 3.90 km in the full sample and 3.98 km in the subsample 
with standard deviations of 2.92 in both cases. The median was about 3.2 km. 
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A fair number (45%) of the cloud penetrations included some "non-active" 
cloud areas, i.e., dissipating or precipitating regions, but on one third of 
these less than 10% of the traverse was inactive. Thus roughly, 70% of the 
sample was composed largely of data taken in dynamically active areas, i.e., 
those that would have been identified as active cloud "units." On 50% of the 
cloud passes, only one active cloud unit was defined, on another 32%, two were 
identified. 
Vertical Air Velocity 
The frequency distributions of the maximum rate-of-climb are shown in 
Figure 3a for both full and sub-samples. In these distributions cases in 
which the maximium rate of climb (UDX) was assigned a zero value because the 
measurements did not meet the specified criteria, were omitted from the 
sample. Of the 27 in the total sample so specified, 7 were probable updrafts 
but for various reasons, the measurements were not considered reliable. Six 
of these seven were included in the smaller 107 penetration sample. Thus 
updrafts of at least 2 mps were encountered in approximately 86% of the 
penetrations. It is quite obvious from Figure 3a that there was no 
significant difference between the two samples. A small fraction of the total 
sample (about 5%), had extreme velocities exceeding 15 mps while 90% had 
vertical air velocities between 1.5 mps and 10 mps. The means for the two 
samples were around 6.5 mps and the medians were somewhat smaller, around 5.2 
mps, a reflection of the contribution to the means from the small number of 
extreme values. If one were to exclude these from the sample, i.e., exclude 
values of UDX greater than 12 mps, the distributions still are slightly skewed 
but fairly well-behaved. 
The distributions of average rate-of-climb, IVSI, does not contain as 
many, or as large, extreme values because of the averaging across the whole 
cloud traverse (Fig. 3b). The distribution of IVSI for the penetrations in 
the full sample is somewhat more normally distributed than that for the 
subsample, which is slightly skewed to the right. However the differences are 
relatively minor. Again there is a strong indication of active development in 
a large fraction of the clouds penetrated, with about 90% of the passes with 
average IVSI greater than 0, i.e. with postive net rate of climb across the 
whole cloud traverse. In addition, on well over half of the penetrations, the 
average rate of climb was greater than 1.5 mps. Although there are a few 
extreme cases with very strong average rates of climb, the IVSI was less than 
6 mps on 95% of the passes, and the mean was a little over 2 mps. 
The distributions in Figures 3a and b graphically demonstrate that it is 
possible to detect subjectively, from the visual appearance, actively 
developing cloud areas. Moreover it is possible to identify regions which 
have considerable "vigor." This is demonstrated by the fact that on over half 
of the penetrations, updrafts greater than 5 mps were encountered over 
distances of 350 m or more - based on conservative estimates of the vertical 
velocity. 
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Figure 3. Frequency distributions for (a) maximum rate of climb, UDX, 
(b) average rate of climb, IVSI, and (c) thermal buoyancy, 




A second indicator of the vigor of a cloud, is the estimated buoyancy, 
since postive buoyancy indicates probable acceleration of upward motion. The 
thermal buoyancy, as used in this report is the difference between the maximum 
virtual temperature inside the cloud and the average virtual temperature in 
the environment. The environmental temperature used in the calculation was 
the average over a "reference" segment, from 1 to 4 km in length within 60 sec 
of flight time from the cloud edge. In a few instances, the reference 
segments were more remote, because of close spacing between clouds. Reference 
segments were, to the extent possible, in clear air regions relatively free 
from the effects of cloud- environment interactions, i.e. from pockets of 
warm, dry or cool, moist air such as might be associated with compensating 
subsidence in the vicinity of the cloud or evaporating cloud wisps. Thus a 
basic criterion was that the temperature in the reference segment be fairly 
uniform. 
In order to calculate the virtual temperature, it was necessary to 
determine the relative humidity in the environmental air. As was indicated in 
Section II, the dewpoint measurement was sometimes higher than the temperature 
during part of the cloud penetration. In calculating relative humidities, the 
dewpoint in the environment, corrected by a quantity equal to the mean 
difference between the in-cloud dewpoint and temperature for each cloud, and 
the measured temperature were used. The environmental relative humidities so 
determined for each flight are shown in Figure 4, as a function of the 
relative humidity at the flight level determined from the closest radiosonde 
in space and time. Two important points are illustrated. First there is 
quite a range in the moisture content in the near environment from cloud to 
cloud, on any given day. This supports a qualitative impression of the rate 
with which the cloud edges are decaying, based on visual cloud observations, 
even from the surface. Equally important, it is obvious that the near-cloud 
environment can deviate greatly from the relative humidity indicated by 
radiosonde, eve if relatively close to the cloud in time and space, 
particularly when the clouds are penetrating into an upper tropospheric dry 
layer. This is evidence of the modification of the middle troposphere by 
deepening of the "boundary layer", and/or cloud-environment interaction. In 
general the relative humidity in the near cloud environment was greater than 
70% and frequently greater than 90%. 
The frequency distributions of the calculated thermal buoyancy are shown 
in Figure 3c. Again there is virtually no difference between the two 
samples. The distributions are relatively well-behaved, although again there 
is some skewness to the right. On 95% of the penetrations the air was 
positively bouyant somewhere in the cloud. The average buoyancy was between 
1.3 and 1.4°C with median values of 1.1 and upper decile values of 2.7 or 
2.8. In a few cases the thermal buoyancy was very large, going up to 5°. 
On most of the clouds that were penetrated, the thermal forces were directed 
toward acceleration of the upward motion. (No consideration here has been 
given to the downward drag force associated with the water mass being carried 
in the air parcel. Inclusion of water mass decreases the acceleration that 
would be calculated due to differences in air density alone). 
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Figure 4. Relative humidity calculated from aircraft measurements adjacent 
to the cloud plotted against the relative humidity at the 
penetration level calculated from a proximity radionsonde. The 
vertical lines indicate the range of values calculated for the 
clouds penetrated on the flight given by the number, the solid 
box gives the average value. 
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The sample statistics of thermal buoyancy support the conclusions based on 
those of vertical velocity, i.e. that it is possible to identify young, 
vigorous clouds by their visual appearance. 
Cloud Condensate 
Cloud turrets selected for penetration were judged by the flight 
meteorologist to be in the early stages of development. It has been shown 
above that the vertical air velocities and the thermal buoyancies indicated 
that the samples were composed largely of actively developing clouds. Thus, 
one might expect that the total condensate would tend to be no more than the 
adiabatic value (the theoretical maximum) and probably less, and that there 
would be relatively little accumulation or storage of water. 
The sample distributions for cloud water (Figure 5) suggest that there 
were modest but significant amounts in most cases. There was virtually no 
difference between the distributions for the full sample of 145 cloud 
penetrations and for the subsample of 107. The cloud water averaged over the 
whole traverse (Figure 5a) ranged from about 0.1 g m - 3 to nearly 3 g m-3. 
The means for the samples were around 0.95 with median around 0.8 g m-3. 
The average cloud water was greater than 1 g m-3 in about 35% of the sample 
cases. 
The adiabatic water content, the maximum theoretical for the penetration 
level (3-4 km above cloud base) ranged from about 4.5 to 6.5 g m-3 with an 
averaqe around 5.4. Thus, the average cloud water on a cloud penetration was, 
in all instances, less than adiabatic. This is seen very clearly in figure 5b 
in which is given the distribution of the average cloud water scaled to the 
adiabatic value. In the mean the average cloud water content was only about 
18% of the adiabatic and was less than 60% of adiabatic on all penetrations. 
There were areas within the clouds where the liquid water content was 
quite high (Figure 4c). On 80% of the penetrations there was some region 
within the cloud in which the cloud water exceeded 1 g m~3, and on nearly 
50% of the penetrations the maximum cloud water (CWX) exceeded 2 g m-3. in 
fact, in some instances there were regions in which the cloud water approached 
the adiabatic. 
It can be seen from Figure 5d that, when the CWX was scaled by the 
adiabatic value, in a few of the cases (5 out of the 107) there were areas 
along the cloud traverse in which the cloud water reached 80% or more of the 
adiabatic value. However even the maximum cloud water contents tended to be 
relatively small when compared to the adiabatic. The mean of the sample 
distribution was 0.4 and the median was nearly the same. 
These results show quite clearly that there is a loss of cloud water, that is condensate in small drops, in the lower 3 to 4 kilometers of cloud, even when the cloud is actively growing. This can come about in two ways: a) by dilution because of mixing with outside air and therefore evaporation of condensed water or b) by conversion of small drops to large drops through the coalescence process. The importance of the second of these two processes in the clouds that were penetrated was clearly seen in the the total liquid water content measurement in which drops of all sizes were sensed. 
Figure 5. Frequency distributions for cloud water variables for cloud 
traverse. Solid and dashed lines give distributions for the 
13 flight subsample and the 16 flight total sample. 
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The distributions of the average total liquid water content, TLW, (Figure 
6a) and of the maximum total water (Figure 6c) measured on the cloud pass 
indicated that in some cases the cloud contained relatively large amounts of 
water. In some extreme cases, the TLW exceeded 10 g m-3. Although one 
might suspect that these very large water contents could be in error due to 
sampling problems (Appendix B), in most cases comments by the flight 
meteorologist corroborated the existence of very heavy liquid water. 
Significantly all but 1 of the 107 clouds in the sample contained liquid 
water contents averaging over 1 g m-3, and 50% had average TLW in excess of 
3.4 g m-3. Ninety-three percent of the average total water contents on a 
cloud traverse were between 1 and 6 gm-3. The mean value of TLW for the 
sample was around 3.8 g m - 3 and the median around 3.4, within the principle 
mode of the distribution. 
The water contents on a traverse obviously went above the average, and in 
a few cases actually the highest water contents saturated the instrument 
(about 20 g m ~ 3 ) . On all but 2 penetrations, total liquid water contents 
greater than 2 g m - 3 were encountered. The mean and median of the sample 
distribution for the peak total liquid water contents, TLWX, (Figure 6c) were 
around 7.5 and 6.1 g m~3, respectively. 
In Figures 6b and d are shown the sample distributions for the average and 
maximum total liquid water content on a cloud penetration, scaled by the 
adiabatic water content (TLWA and TLWXA respectively). The scaling reduced 
the skewness of the distribution somewhat. On about 16% of the penetrations 
the average water content for the whole traverse length exceeded the adiabatic 
value. In the mean, however, the TLW was about 70% of the adiabatic and on 
half of the traverses TLW was greater than 64% of the adiabatic. The degree 
of storage is even more graphically illustrated in Figure 6d, since the 
maximum water content exceeded the adiabatic on about 63% of the penetrations. 
The rapidity with which the coalescence process is progressing in the 
summer convective clouds in the middle west is best illustrated by the ratio 
of the cloud water to total liquid water, CW/TLW, i.e. the "cloud water 
fraction". The frequency distribution for this ratio, (in this instance the 
ratio of the traverse averages, CW and TLW) (Figure 7), is fairly regular, 
with a mean of .26 and median .24, both within the modal interval of the 
distribution. In 95% of the clouds that were penetrated, 50% or more of the 
liquid water was in drops larger than the 50 micron diameter cutoff on the 
Johnson-Williams liquid-water-content meter. In fact, in about 2/3 of the 
cloud penetrations the cloud water represented only between 10 and 30% of the 
total condensate. 
A second measure of the rate of the coalescence is the difference between 
the total condensate and the cloud liquid water content, a quantity referred 
to here as "precipitation water", PW. In interpreting the statistics for this 
parameter, as well as the cloud water fraction, it must be kept in mind that 
both are a function of the drop size cutoff in the sampling capability of the 
Johnson-Williams liquid water content meter. This cutoff size, about 50 
microns, is much smaller than that normally considered as precipitation. 
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Figure 6. Frequency distributions of total liquid water content variables 
on cloud traverses for 13 flight subsample. 
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Figure 7. Frequency distribution of cloud water fraction on cloud traverse. 
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Although these two parameters, cloud water fraction and precipitation water, 
are indicative of the efficiency of the coalescence process in early 
development, PW is not a true measure of the precipitation normally inferred 
from radar and certainly not as indicated at the ground. In most radar 
observations in the literature, a minimum detectable drop size of about 200 
microns or greater is required although in some airborne radar observations 
drop sizes of as little as 100 microns may be detectable. Thus precipitation 
water contents as used here contain contributions from many drops which are 
well below the size included in most radar estimates. 
The distributions of the average precipitation water across a cloud 
traverse (PW) is shown in Figure 8a and of the maximum precipitation water on 
a traverse (PWX) in Figure 8b. The distributions are very similar to those 
for the total liquid water content, which is to be expected in view of the 
relatively small fraction contributed by the cloud water to the total liquid 
condensate. This is particularly obvious in the "tails" of the 
distributions. The sample distribution for PW once more illustrates the fact 
that drops greater than 50 microns diameter were always present in the sampled 
clouds. Moreover, in Figure 8b, it can be seen that on every cloud pass there 
was some region in which drops larger than 50 microns diameter represented 1 
g m - 3 or more of the condensate and on 50% of the traverses there was a 
region in which these large drops represented at least 4 g m-3. Although 
relatively small drop sizes are included in this estimate of this 
precipitation water content, when PWX was greater than 5 or 6 g m - 3 (the 
adiabatic value) precipitation or precipitation embryos must have been 
present. On the cloud traverses which are represented in the tails of the 
distributions in Figure 8, the presence of very large drops was verified by 
the flight meteorologist's comments. However in most cases the PW and PWX 
have magnitudes such that one might conjecture that the clouds probably 
contained significant numbers of precipitation embryos rather than 
precipitation. 
Although supercooled water is necessary for a cloud to be suitable for 
seeding little has been done to determine how much supercooled water is 
required for significantly increasing rainfall. The occurrence of high water 
content in a localized region may not be adequate to contribute very much 
either to static modification in which there is an enhancement of the growth 
of particles through diffusion of water to newly formed ice crystals, or to an 
enhancement of the cloud dynamics. On the basis of experience gained in 5 
years of cloud seeding in Florida, the N0AA researchers in FACE have developed 
criterion whereby seeding material is injected into a cloud over the whole 
distance that the JW liquid water content indicates a value of 1 g m-3 or 
greater. Assuming that this is a suitable criterion for Midwest clouds the 
distances over which cloud liquid water content exceeded 1 g m-3 were 
determined. Morover since the statistical analyses described above indicate 
that cloud water represents a small fraction of the total, distances oyer 
which the total liquid water content exceeded 1 and 2 g m-3 have also been 
determined for each cloud traverse. 
The frequency distributions for these three variables are shown Figure 9a 
as a function of the actual distance, and in Figure 9b as a function of the 
fraction of the total length of the traverse. As one may expect in view of 
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Figure 8. Frequency distributions for average and maximum precipitation 
water on a cloud traverse. 
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Figure 9. Percentage frequency of cloud traverses on which the condensate 
exceeded 1 and 2 g m-3 over distances greater than shown on 
the abscissa. 
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the discussion above, total water exceeded 1 g m-3 in a much larger fraction 
of the cloud than did cloud water. Cloud water exceeded 1 g m-3 over half 
or more of the traverse length in only 35% of the cases while the total liquid 
water content exceeded 1 g rrr3 on 50% or more of the traverse in all but a 
few cases. Moreover the total water exceeded 2 g m~3 over half or more of 
the traverse on 85% of the penetrations. 
From Figure 9a it can be seen that in 80% of the cases the total liquid 
water content exceeded 2 g m-3 over 1 km or more, in 56% of the cases the 
total water exceeded that amount over 2 km or more. The cloud water may be 
used as a crude indicator of total water content by considering the average 
value of the ratio CW/TLW, as given in Figure 7. The cloud water curves for 1 
g m-3 in Figure 9, then is a crude estimate of the distribution of total 
water of around 4 g m-3. To the extent that average conditions prevail, the 
water available for freezing of 4 g m - 3 was present over 1 km or more in 55% 
of the cases. 
Sample Distributions: Cloud Units 
The active cloud units, i.e. the segments along the cloud penetration 
which had thermal and microphysical identity, ranged in length from 350 m to 
nearly 8 km, with 95% of the units less than 4 km in length. This 
distribution was skewed to the right with mean and median of 1.75 and 1.45 km 
respectively, and mode at about 1 km. There were 290 such units in the full 
sample of 148 clouds, and 190 in the 13 flight subsample of 107 clouds. 
Sample statistics of the key cloud variables were calculated for both the 
full and sub-sample. As can be seen from the frequency distributions in 
Figures 10 and 11, there was very little difference in the distributions of 
cloud water variables, buoyancy or vertical velocity for the full and 
sub-samples. 
Although the primary identification criteria for cloud units were based on 
the spatial distributions of the condensate, the additional requirement of 
support in other variables implies that there was also well defined dynamic 
integrity. Therefore the sample has been labeled "active" cloud units. 
"Vigor" of Cloud Units. 
The subjective impression that these segments of the cloud penetration 
were active parts of the cloud is verified by the frequency distributions of 
vertical velocity and thermal buoyancy. The distribution of net rate of climb 
across the cloud units (Figure 10b) averaged 2.2 to 2.3 m/s, about 0.2 m/s 
larger than the mean for the cloud traverses. This might have been predicted 
since part of the cloud traverse was through dissipating cloud or 
precipitation. The net rate of climb across the cell was positive in 80% of 
the cases, slightly less than the percentage for full cloud passes. Moreover 
the vertical velocity exceeded 2 m/s on about 2/3 of these active cloud units, 
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Figure 10. Frequency d is t r ibut ions of (a) maximum updraft , UDX, (b) average 
rate of cl imb, and (c) thermal buoyancy, ∆ T V , in cloud units 
fo r 13 f l i g h t subsample (so l id ) and f u l l sample (dashed). 
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down from about 80% of the cloud traverses. The decrease in the frequency of 
updrafts suggests that, in some of the multi-cellular clouds, one of the units 
traversed was not growing. 
The peak updraft in cloud units known to have sections with updrafts 
greater than 2/ms (Figure 10a) ranged up to 24 m/s although 90% were below 9 
m/s. The means of the sample distributions, for these restricted samples, 
were about 5.9 m/s, with medians of about 4.8 m/s. These values are roughly 1 
m/s lower than the statistics of the distributions for cloud passes. This is 
to be expected since in multi-cellular clouds, only the highest peak was 
counted. 
In at least 90% of the cloud units there were sections in which the air 
was thermally buoyant. This is slightly less than the percentage of "buoyant" 
clouds passes (95%), which indicates that one or more of the units in some of 
the multi-cell clouds were not buoyant as well. Since the thermal buoyancy is 
the peak for the cloud area (rather than the average), this results in 
slightly lower distribution means and median (about 1.1 and 0.9°C 
respectively) for cloud units than for full cloud passes (about 1.3 and 1.1 C 
respectively). 
These statistics indicate that most of the-sub cloud units composing a 
cloud were actively rising and potentially accelerating. Moreover in complex 
clouds, one of the units was likely to be more active than the others. 
Cloud Condensate 
The distributions of average cloud water content, CW, for the cloud unit, 
shown in Figure 11a, are very similar to those for CW over the full cloud 
traverse. There is a very slight shift (< 0.1 g m - 3) in mean and median 
values toward higher values of CW than were calculated for the full traverse. 
This suggests that the non-active areas traversed during cloud penetrations 
contained somewhat smaller amounts of cloud water, in the mean, than did the 
active cloud units. 
The distribution of the peak cloud water (CWX) in the cloud unit is also 
similar to that for the full cloud traverse. In both instances the 
distributions had two principal modes, one at about 1 g m-3 and a second at 
slightly less than 2 g m-3. The chief difference in the distributions of 
CWX in cloud units (Figure 11c) and in cloud passes is the slightly increased 
importance of the lower mode and a decrease in the relative frequency of the 
extreme values in the former. This results in mean and median CWX for the 
cloud unit sample (about 1.8 and 1.7 g m - 3 respectively) about 0.3 g m-3 
below those in the cloud traverse sample. 
The bimodality in the distributions of CWX for both cloud traverses and 
the sub-cloud scale units suggests that cloud water contents at the core of 
the cloud may be influenced by other than cloud-parcel condensation. 
The distributions of CW and CWX in cloud units, scaled by the adiabatic water content, (Figure 11b and d) again illustrate that cloud water was being depleted in the lower 3 or 4 km of cloud depth, even in the active regions of 
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Figure 11. Frequency d is t r ibu t ions of cloud water variables in cloud units 
fo r 13 f l i g h t subsample (so l id) and f u l l 16 f l i g h t sample 
(dashed). 
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the cloud. Although there were a few cases in which the peak cloud water 
contents approached adiabatic, the water contents were generally well below 
the theoretical maximum particularly when averaged across the whole cloud 
unit. The scaling reduced the bimodality in the distribution of CWX for the 
whole sample based on data from 16 flights but did not completely erase it. 
The scaling demonstrated near equality in the relative frequency of cloud 
units with CWX falling in between 0.1 and 0.5 of the adiabatic water content. 
The bimodality is still evident in CWXA in the 13 flight sub-sample, with one 
peak in the interval between 0.15 and 0.2 and a second in the region between 
0.25 and 0.4. 
Except for some extremes cases, the distribution of TLW (the average total 
liquid water content) in a cloud unit was fairly regular, with mode around 3.3 
and median around 3.5 g m-3. As a consequence of the few large values 
(Figure 12) the mean was about 10% larger. All of these statistics are about 
0.1 g m-3 larger than those of the distribution of TLW for full cloud 
traverses. This suggests that the non-active parts of the cloud traverses 
were, in general, not regions of heavy rain, but were more likely to have been 
dissipating areas around the edges of the cloud. 
The TLW scaled by adiabatic (TLWA), Figure 12, indicates a net loss of 
water from active cloud units in the lower parts of the cloud, with 84% of the 
cloud units having average water concentrations less than adiabatic and two 
thirds having TLW less than 75% of adiabatic. 
The distribution of peak total water contents (TLWX) in cloud units, 
similar to that for CWX, had two principal modes, with peaks at about 4.75 and 
6.25 g m - 3 (Figure 13). The bimodality remains even after scaling, with 
peaks at 0.85 and 1.25 of adiabatic. 
It appears that whatever was controlling the concentrations of cloud water 
in the active cloud units was also influencing the concentration of total 
liquid water content. To some extent this is also indicated in the 
distribution of the cloud water fraction CW/TLW in cloud units (Figure 14). 
Although there is a suggestion of the possibility of two modes of activity in 
this distribution, the decreased frequency of cases with CW/TLW between .15 
and 0.3 is so small as to have questionable significance. The distribution 
does however indicate that in 63% of the cloud units the cloud water 
represented only 0.1 to 0.3 of the condensate. The largest cloud water 
fractions were in a subset of cloud units in which updrafts in excess of 1.5 
mps were known to exist. In general CW/TLW tended to be slightly larger in 
this subset. Thus, in the active sub-cloud scale units, most of the 
condensate had been converted from small drops into precipitation embryos or 
precipitation size drops through a 'warm', non-ice process, but this 
conversion was somewhat slower in cloud units with stronger updrafts. 
Relationship between Key Cloud Parameters and Environmental Parameters 
Four variables: low level air mass, synoptic type, lapse rate and 
vertical wind shear were used in a study of the dependence of the key cloud 
parameters on environmental conditions. These variables are largely a 
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Figure 12. Percent frequency of cloud units in which average and peak total 
liquid water content, (TLW and TLWX) exceeded amount given in 
lower abscissa with which scaled average, TLWA, exceed value 
given on upper abscissa. 
Figure 13. Frequency distributions of peak total water content in cloud 
units. 
Figure 14. Frequency distribution of cloud water fraction in cloud units. 
-37-
-38-
Figure 15. Percentage frequency with which average and maximum precipitation 
water, PW and PWX, respectively, in cloud units exceeded amount 
given on abscissa. 
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function of macroscale conditions although two (shear and lapse rate) are 
likely to be modified by cloud-environment interactions. All were uniquely 
specified for each flight (Table 2 and Table C2 in Appendix C). The synoptic 
typing was based on the pressure system affecting the flight area, as 
indicated on standard synoptic charts. Each flight was categorized according 
to the synoptic type which dominated the area in which the penetrations were 
made. Four categories of synoptic type were used in a stratification of the 
data: cold front, warm or stationary front, middle-tropospheric short wave, 
and air mass or (high pressure area). The type of air mass in the flight area 
was based on a determination from synoptic charts as to whether the low level 
flow in the area of the penetrations was from the Gulf of Mexico or had 
continental history. 
The lapse rate was calculated for a layer of about 60 mb depth around the 
penetration level by fitting a straight line to the plotted temperature 
profile from the radiosonde closest in space and time or from the aircraft 
sounding. The data were divided into two groups, depending on whether the 
lapse rate so defined was stable (< 5.4°C/km) or conditionally unstable 
(≥ 5.4°C/km). Data from 4 flights fell into the first category and from 
the remaining 12 into the unstable class. Two of the three flights on which 
total water meter was malfunctioning were very unstable. On the "stable" days 
the lapse rate was between 4.87 and 4.95 km; the largest lapse was 6.7°C/km. 
The vector wind shear from cloud base to penetration altitude was 
determined for each flight from proximity radiosondes and/or pibals. On 4 
days when very strong shear occurred near the penetration level (and in a 
layer of at least 1 to 2 km depth), this value was used rather than the shear 
vector for the full cloud depth. Stratification of the data was based on 3 
categories of shear strength (ignoring direction). These were < 2, 2-4 and 
4-6 m s-l km-1. The smallest shear on any day was 1.4 m s-l km-1 and 
the largest was 5.8 m s-l km-l. 
Cloud Condensate 
Synoptic Type. When stratified by synoptic type, the distributions of 
average and maximum cloud water (CW and CWX) indicate that the cloud water 
tended to be higher with cold front and short wave troughs than with 
stationary or warm fronts or high pressure areas (Table 3). This was 
particularly true for the peak water contents, with differences of the order 
of 0.5 g m-3 between the means for CF and short-wave cases and those for 
Wrm/Stnry fronts and high pressure (air mass) cases (Figure 16). To be noted 
is that practically all of the large values of CWX occurred with 
mid-tropospheric short waves and the values of CWX and CWXA (Fig. 17) in this 
synoptic group fell into three well defined groups. The group distributions 
of CW and CWA were similar to those for CWX and CWXA but for a four-sample 
stratification of synoptic type were not statisitically significant*. 
However, if the data are restratified into 2 categories by combining cold 
front and short-wave cases and the stationary warm front and air mass classes, 
the differences in mean CW and CWA became significant at P = .01 by both the T 
and F tests. 
* Statistical testing throughout by analysis of variance unless otherwise noted. 
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Table 3. Means of the distributions of liquid water 
content stratified by synoptic type. 
13 flts. 
Cold Stnry/Wm Short 
Front Front Wave Air Mass 
Cloud Traverses 
N 1 37 58 11 
CW (gm-3) 1.49 0.80 1.01 0.85 
CWA 0.25 0.15 0.19 0.17 
CWX (gm-3) 3.74 1.77 2.25 1.68 
CWXA 0.62 0.34 0.41 0.33 
TLW (gm-3) 5.54 4.11 3.64 3.64 
TLWA 0.92 0.79 0.68 0.71 
TLWX (gm-3) 9.51 8.20 7.28 6.41 
TLWXA 1.59 1.59 1.35 1.26 
CWTLW 0.27 0.22 0.29 0.24 
Cloud Units 
N 5 58 106 21 
CW (gm-3) 1.90 0.92 1.04 0.93 
CWA 0.32 0.17 0.19 0.18 
CWX (gm-3) 2.85 1.63 1.98 1.50 
CWXA 0.47 0.31 0.36 0.29 
TLW (gm-3) 6.30 4.28 3.70 3.74 
TLWA 1.05 0.82 0.69 0.72 
TLWX (gm-3) 8.13 6.77 6.15 5.58 
TLWXA 1.36 1.30 1.15 1.08 
CWTLW 0.30 0.23 0.30 0.24 
FIGURE 16. PEAK CLOUD WATER (CWX) STRATIFIED BY SYNOPTIC TYPF (SYNA) (TOTAL SAMPLE, CLOUD 
TRAVERSE) 
FIGURE 17. PEAK CLD WATER SCALFD TO ADTABATIC (CWXA) S T R A T I F I E D BY SYNOPTIC TYPE (SYNA) 
(TOTAL SAMPLE. CLOUD TRAVERSE) 
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Total liquid water content shows no statistically significant variation 
with synoptic type. There is a tendency for a systematic change in the mean 
with synoptic type but as can be seen in the examples in Figures 18 and 19, 
this apparently is due to the influence of relatively few extreme values 
rather than to a shift in the distribution. 
The change in the distributions of cloud water fraction with synoptic type 
is similar to that in cloud water. Although the differences are very small 
(.05 to .07) they are statistically significant for both cloud units and cloud 
traverses (Figures 20 and 21). As was found with cloud water, CW/TLW was 
largest with middle tropospheric waves. 
Air Mass Type, Within the limitations of such disparate sample sizes 
there was a tendency for water contents to be smaller in gulf air than in 
continental air (Table 4). Total water, as well as cloud water, showed a 
tendency to be larger in continental air. The differences were frequently 
significant at the .10 level or better, (e.g. Figure 22 and 23). However, 
extreme values may in this instance play a disproportionate role and the 
significance of the indicated differences should be taken with reservation. 
The cloud water fraction on the other hand shows absolutely no difference 
between the two samples when stratified by air mass. 
Lapse Rate. There seems to be some dependence of cloud water on lapse 
rate, but there is some ambiguity when comparing results based on the full 
sample with those from the 13-flight sample. For cloud traverses, the latter 
all tended to show statistically significant differences between cases 
occurring with conditionally unstable lapse rates and those in a stable 
environment (P ≤ 10), as indicated by an analysis of variance, whereas the 
former did not except for CWX. For cloud water in cloud units, differences in 
the distribution in all cloud water parameters were statistically significant, 
for both the full and sub-sample. Statistically significant or not, all of 
the cloud water variables tended to be larger for clouds in a stable 
environment than for clouds in an unstable environment. Differences of the 
order of 15% or more of the magnitude of the mean tended to be statistically 
significant - smaller ones were not (see examples in Figures 24 and 25). 
Distributions of TLW and TLWA for the two categories of lapse rate show 
only minor differences and certainly no statistically significant ones. 
However, the peak total water TLWX for cloud traverses did differ when grouped 
by lapse rate, both when scaled by adiabiatic water content and unsealed. 
Clouds in a stable environment had, in the mean, TLWX and TLWXA larger by 19% 
and 20% respectively. However, a difference of 10% between the means for TLWX 
in cloud units for the two lapse rate categories was not statistically 
significant. It appears from a study of the individual distributions that, in 
this stratification, the extreme values in TLWX and TLWXA may play an 
inequitably large role (Figures 26 and 27). 
Again the cloud water fraction follows the indications of the cloud water variables rather than the total water variables. The mean of the distribution for stable cases was 30% larger than the unstable (Figure 28). 
FIGURE 18. PEAK TOTAL WATER (TLWX) STRATIFIED BY SYNDPTIC TYPE (SYNA) ( SUBSAMPLE. CLOUD 
TRAVERSE) 
FIGURE 19. PEAK TOTAL WATER (TLWX) STRATIFIED BY SYNOPTIC TYPE (SYNA) 
(SUBSAMPLE, EXCLUDING TLWX>12, CLOUD TRAVERSE) 
FIGURE 20. CLOUD WATER FRACTION (CWTLW) STRATIFIED AY SYNOPTIC TYPE (SYNA) (SUBSAMPLE, 
CLOUD TRAVERSE) 
FIGURE 21 . CLOUD WATER FRACTION (CWTLW) STRATIFIED BY SYNOPTIC TYPF (SYNA) (SUBSAMPLF. 
CLOUD UNIT) 
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Table 4. Means of the distributions of l iquid water 
content s t ra t i f ied by a i r mass type. 
FIGURE 22. AVGE TOTAL WATER (TLW) STRATIFIED BY AIR MASS (SYNB) (SUBSAMPLE, CLOUD UNIT) 
FIGURE 2 3 . PPAK TOTAL WATER (TLWX) S T R A T I F I E D BY AIR MASS (SYNB) ( S U H S A M P L E . CLOUD U N I T ) 
FIGURE 24. PEAK CLD WATER SCALED TO ADIABATIC (CWXA) STRATIFIED BY LAPSF RATE (LPSRl) 
(TOTAL SAMPLE. CLOUD TRAVFRSE) 
FIGURE 25. PEAK CLD WATER SCALFD TO ADLABATTC (CWXA) S T R A T I F I E D BY LAPSE RATE ( L P S R T ) 
(SUBSAMPLE, CLOUD TRAVERSF) 
FIGURE 26. PEAK TOTAL WATER (TLWX) STRATIFIED BY LAPSE RATE (LPSRT) (SUBSAMPLE, CLOUD 
TRAVERSE) 
FIGURE 27. PEAK TOTAL WATER (TLWX) STRATIFIED BY LAPSE RATE (LPSRT)) 
( S U B S A M P L E EXCLUDING TLWX>12 , CLOUD T R A V E R S F ) 
FIGURE 28. CLOUD WATER FRACTION (CWTLW) STRATIFIED BY LAPSE RATE (LPSRT) (SUBSAMPLE, 
CLOUD TRAVERSE) 
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Vertical Wind Shear. The statistics of the distributions of cloud water 
(average and peak) for the data grouped according to the three categories of 
lapse rate showed some differences. The means of the distributions of the 
distributions for the larger shears (> 2 m/s/km) were generally larger than 
for shears < 2 m/s/km, by 35% in some variables. For some of the cloud 
water parameters, there were also fairly distinctive differences in the 
distributions (e.g. in CWXA, Figure 29). However, although the differences 
were consistent and persistent for all cloud water variables, they were 
statistically significant at P < .10 only for the full data set. 
The total water variables show the same tendency when the data are grouped 
by shear categories, i.e., larger distribution means for the groups of clouds 
in the classes of larger shear. These differences are not statistically 
significant (data available only for smaller 13 flight sub-set). In fact the 
mean is strongly influenced by the "extreme" values, which occur only with 
shears greater than 2 m s-1 km-1 and there is no real shift in the 
distributions (Figure 30). 
The cloud water fraction, which involves both the cloud and total water, 
shows no significant difference between the three groups. However as in the 
cloud water there were some interesting differences in the distributions 
(Figure 31) and all of the large cloud water fractions occurred on days with 
shear between 2 and 4 m s-1 km-1 
Cloud "Vigor" 
Synoptic Type. The thermal buoyancy, BOUP, in both cloud and cloud units 
differed significantly (P < .05) between synoptic types. As was found with 
cloud water, BOUP was larger in cold frontal and short wave situations than in 
stationary/warm front or air mass systems (Figure 32). There was a 
significant shift in the distributions and the most buoyant clouds occurred 
with cold fronts and short waves. 
The vertical velocity, UDX, shows the same tendency for the extreme values 
to occur with an upper tropospheric short-wave, and for the mean UDX to be 
larger in the short-wave and cold front groups than in the other two (Figure 
33). However there is no noticeable shift in the distributions and the 
variances within groups are so large that the differences are not 
statistically significant and should be taken with reservation. 
Air Mass. There was no significant relationship between the value of 
either BOUP or UDX and the kind of low level air mass in the flight area 
(Table 5). All discussion of grouping by air mass type has to be taken as 
highly provisional, however, because of the very small sample in the 
continental air class and the disparity between that and the size of the 
sample in the gulf air mass category. 
Shear. The stratification of BOUP by vertical wind shear suggests that 
there was a range of wind shears (between 2 and 3 m s-1 km-1) in which the 
clouds tended to be more bouyant than with either larger or smaller shear 
FIGURE 29. PEAK CLD WATER SCALED TO ADTABATIC (CWXA) STRATIFIED BY SHEAR (SHEAR) 
(TOTAL SAMPLE. CLOUD TRAVERSE) 
FIGURE 30 . PEAK TOT WATER SCALED TO A O I A B A T I C (TLWXA) STRATTFTEO BY SHEAR (SMEAR) 
(SUBSAMPLE CLOUD TRAVERSE) 
FIGURE 31. CLOUD WATER FRACTION (CWTLW) STRATIFIED BY SHEAR (SHEAR) (SUBSAMPLE, CLOUD TRAVERSE) 
FIGURE 32. BUOYANCY (BOUP)) STRATIFIED BY SYNOPTIC TYPE (SYNA) (TOTAL SAMPLE CLOUD TRAVERSF 
FIGURE 33. PEAK UPDRAFT VEL (UDX) STRATTFTEn BY SYNOPTIC TYPE (SVNA) (TOTAL SAMPLE, CLOUD 
UNIT) 
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Table 5. Means of distribution of thermal buoyancy, BOUP, and 
Peak vertical velocity, UDX, stratified by type of 
low level air mass. 
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(Figure 34), with shifts in both mean and modal values. Also the extreme 
values tended to be in this "middle" category. 
A similar circumstance is indicated for vertical velocity (Figure 35). 
However, whereas in a variance test the differences in BOUP between groups 
were significant, those in UDX were not. 
Lapse Rate. The thermal buoyancy and peak vertical velocity appear not to 
have been strongly affected by the environmental lapse rate at the penetration 
level. The thermal buoyancy tended to be larger by 20% in the mean in 
conditionally unstable situations, as is indicated by the second mode at 2.7C 
in Figure 36. Moreover, most of the extreme values occurred in the group of 
unstable cases. Nevertheless, the two distributions are not significantly 
different, when statistically compared in an analysis of variance. 
Quite a similar result is found in a comparison of the two distributions 
of UDX (Figure 37), although the differences in the two distributions are much 
smaller, and again not statistically significant. Except for one case, the 
extreme values of UDX occurred in unstable circumstances. 
Stratification Of The Data By General Cloud Characteristics 
Relationships between the critical cloud parameters and the following 
general cloud characteristics were investigated: cloud type, cloud size, 
percent of the cloud traverse in active units, and cloud base temperature. 
The cloud typing was based primarily on visual observations by the flight 
meteorologist, supplemented on occasion by routine observations (e.g. surface 
hourlies, satellite observations, etc.). Six cloud types, described earlier 
in this section (page 15), were used to stratify the data. 
A good measure of cloud size is not available. The best estimate 
available is the distance covered during the cloud penetration. The cloud 
size or diameter as used in this report is actually an estimate of the size of 
the cloud turret which was traversed. In many instances this was much less 
than the size of the cloud mass to which it is attached, particularly for 
cloud traverses through turrets associated with congestus showers and 
thunderstorms. Nevertheless, this variable does give an indication of the 
degree to which the central core of the turret was protected from mixing with 
the environment. Since the flight plan was to penetrate the center of the 
turret, the length of the traverse also provided an estimate of the size of 
the cores in active clouds. The percent of the cloud represented by the 
active cloud units is defined as the ratio of the traverse distance through 
active units to the total traverse distance. 
The height of cloud base was estimated from transcribed comments by the 
flight meteorolgist during the low level portions of the flight, usually 
during very early or late stages, supplemented by hourly surface observations 
where available. The cloud base observations were often made in locations 
which were rather remote from the region where the cloud penetrations were 
FIGURE 34. BUOYANCY (BOUP)) STRATIFIED BY SHEAR (SHEAR) (TOTAL SAMPLE, CLOUD TRAVERSE) 
FIGURE 35. PFAK UPORAFT VFL (UDX) STRATIFIED BY SHEAR (SHEAR) (TOTAL SAMPLE. CLOUD TRAVERSE) 
FIGURE 36. BUOYANCY (ROUP)) STRATIFTF.D BY LAPSE RATE (LPSRT) (TOTAL SAMPLEt CLOUD 
TRAVERSE) 
FIGURE 37. PEAK UPDRAFT VEL (UDX) STRATIFIED BY LAPSE RATE (LPSRT) (TOTAL SAMPLE. CLOUD I. 
Unit) 
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made, and an hour or so before or after. The more frequent surface reports of 
cloud base are generally crude estimates. Thus the estimates of cloud base 
height are perceived as accurate to about ± 300 m at best. The reports of 
base height for the lowest cumulus clouds made by the nearest reporting 
station and the aircraft were usually, but not always, within this range. The 
temperature at cloud base was then determined from the temperature profiles 
based on aircraft sounding or nearest radiosonde. A single cloud base height 
and temperature was assigned to all the clouds on each day (Table C2, Appendix 
C). 
Cloud Condensate 
Cloud Type. The type of cloud that was penetrated had a very strong 
influence on the magnitudes of the cloud condensate, in the small drop portion . 
as well as in the total. This is very obvious in Figures 38 and 39 in which 
are plotted the means of the sample distributions of all the water parameters 
in each group of cloud type, for both full cloud traverses and cloud units. 
The cloud water contents (CW and CWX) were fairly uniform, in the mean, 
for the first four classes of clouds. However, an examination of the 
frequency distributions in the four groups indicates some rather notable 
differences, particularly for CWX (Figures 40, 41) and for the cloud traverse 
as well as for cloud units. There was an orderly progression of the modal 
value from low to high (and of the distribution as a whole) as the cloud type 
progressed through the various sizes (and possibly through the various stages 
of cumulus growth) from towering cumulus to congestus showers. 
Equally striking differences are seen between the three types of clouds in 
the vicinity of thunderstorms. The sample distribution of cloud water in 
front feeders is very similar to that for the towering cumulus and, indeed, in 
most cases the clouds that were penetrated in the cloud families in advance of 
the thunderstorm were visually similar to towering cumuli. (The front feeder 
sample included very few of the clouds nestled in close to the front edge of 
the thunderstorm. These tended to be somewhat larger). The cloud water 
contents in back feeders (which frequently were in the cooler and/or drier air 
behind a cold front) were generally much lower than in any other cloud type. 
But the largest cloud water contents occurred in the trunk feeders which were 
rapidly incorporated into the major thunderstorm and in new thunderstorm cells. 
The frequency distributions of the cloud water scaled by the adiabatic 
water content for the six cloud types are similar to those for the unsealed 
cloud water. Only in the 'trunk feeder' class did a significant fraction of 
the sample have cloud unit peak cloud water contents in excess of 50% of 
adiabatic. The peak water content on the cloud traverse exceeded 50% the 
adiabatic in 9 of the 13 clouds in this cloud type. 
The distributions of total condensate show much the same kind of variation 
between cloud types but with a few notable exceptions (Figure 42). As in the 
case of cloud water the total water content distribution shifted toward higher 
values as cloud type progressed from towering cumuli to cumulus showers. In 
only the congestus showers did the average total water ever exceed adiabatic 
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Figure 38. Means of the distributions of cloud traverse water content 
variables for 6 groups of cloud types. (13 flight sample). 
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Figure 39. Means of the distributions for the cloud unit water content 
variables for 6 groups of cloud type. (13 flight sample). 
FIGURE 4 0 . PEAK CLOUD WATER (CWX) STRATTFTF.D BY CLOUD TVPF ( T D K ) ( SUBSAMPLE. CLOUD UNIT) 
FIGURE 41. PEAK CLD WATER SCALED BY ADIABATIC (CWXA) STRATIFIED BY CLOUD TYPF (IDX) 
(SUBSAMPLE, CLOUD UNIT) 
FIGURE 42. AVGE TOTAL WATER (TLW) STRATTFTEO BY CLOUD TYPE IDX) (SUBSAMPLE. CLOUD UNIT) 
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(Figure 43) although there were some clouds in all three cloud types which had 
peak water contents larger than the adiabatic value. The extreme values of 
average total water all occurred in the congestus showers. (Values of scaled 
water content up to 1.2 or 1.3 may not indicate superadiabatic amounts since 
this is within the probable error limits of the measurement). In addition the 
total water contents in back feeders were more like that in cumulus congestus 
clouds than that in towering cumuli, as was the case for cloud water content. 
One of the most striking features of Figures 38 and 39 is the relatively 
large cloud water fraction, CW/TLW, in trunk feeders relative to that for the 
other cloud types. This is very clearly seen also in the shift in the 
frequency distribution (Figure 44). Cloud water represented more than 45% of 
the condensate in at least half of the clouds - and of the cloud units. A 
number of features of the individual distributions for the cloud groups should 
be noted, although some of these may be exaggerated because of (or perhaps 
entirely due to) the relatively small sample size in each of the groups. 
The cloud water fractions were, in the mean, lowest in back feeders and in 
cumulus showers. The means for these two cloud types were almost identical 
but the distributions were very different and the processes leading to them 
were probably very different. The distribution of the cloud water fraction 
for congestus showers was quite broad, with nearly uniform frequencies for 
CWTLW from .08 to .28. In view of discussion above, it was likely that the 
cloud water fractions are not due to low cloud water particularly, but to very 
high TLW, with significant accumulation of water at this level through 
sedimentation in many cases. The coalescence process was well advanced in 
these clouds and it was likely that very large drops were in generous supply. 
In the back feeders (as well as in the Cu Cong group) on the other hand 
the distributions suggests that there were probably two processes represented 
or that the coalescence process operated at vastly different rates and/or 
efficiencies under different circumstances. Under either curcumstance the 
depletion of condensate was greater in back feeders than in either cumulus 
congestus or congestus showers, particularly for the portion of the 
condensate in small drops. 
Cloud Size. The cloud size (i.e. turret size) and the size of the cloud 
unit also have a very strong effect on the magnitude of total condensate 
(Figures 45 and 46), and to a lesser extent on cloud water content. The 
average cloud water in a cloud unit tended to increase slightly with 
increasing size but the change in CW for a whole traverse was negligible. 
However, a dependence of the peak cloud water content on size is obvious for 
both cloud traverse and cloud units. The distributions of CWX when broken 
into size groups are very broad but there is an unmistakable change in the 
shape at the larger sizes (Figure 47). 
Th effect of size on the total condensate was far greater. There is a 
gradual increase in the smaller sizes but there appears to be a critical size 
(around 4 or 5 km for cloud turret and around 3 or 3.5 km for cloud unit) at 
which there was a very large increase in total water. Both the gradual change 
and the radical one are seen in the frequency distributions of TLW and TLWA 
FIGURE 43. AVGE TOT WATER SCALED BY ADIABATIC (TLWA) S T P A T I F I E D BY CLOUD TYPE (IDX) 
( S U B S A M P L E , C L O U D U N I T ) 
FIGURE 44. CLOUD WATER FRACTION (CWTLW) STRATIFIED BV CLOUD TYPE (IDX) (SUBSAMPLE, CLOUD UNTT) 
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Figure 45. Means of the distributions of cloud traverse water content 
variables for several groups of traverse distance. The limits 
of the distance classes are shown by the heavy bars along the 
abscissa and the number of cases in each class by the italic 
numerals. (13 flight sample). 
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Figure 46. Same as Figure 45 but for cloud units. 
FIGURE 47. PEAK CLOUD WATER (CWX) STRATIFIED BY CLOUD LENGTH (CLNG) (TOTAL SAMPLE. CLOUD UNIT) 
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for three size groups (Figures 48 and 49). Average total condensate in cloud 
units exceeded adiabatic only when the size was greater than 1.5 km and for 
the whole cloud traverse when the distance was greater than 3 km. 
The net result was a smooth but significant decrease in the cloud water 
fraction with increasing size, for the whole cloud turret, but not for the 
cloud unit. Indeed there was not significant difference in the distributions 
of CWTLW for cloud units when grouped by size, whereas there was for cloud 
traverses. 
Fraction of Active Units. Most of the cloud penetrations were composed 
primarily of active cloud areas, with relativly few (only 28%) of the 
traverses having more than 10% inactive sections. This variable seems to have 
little effect on most of the cloud variables. The chief difference between 
the condensate on traverses with less than 10% inactive areas, and on those 
with more, was in the average cloud water (CW). 
As can be seen from Table 6, the average cloud water was greater (by an 
average of 28-30% in the mean) on cloud traverses with less than 10% in active 
material. This result, which is significant at P = .01, is in agreement with 
the inferences made in the comparison of CW in cloud units and on cloud 
passes. TLW on the other hand tended to be slightly less on traverses that 
were largely composed of active units although these differences are not 
significant at even the 10% level. 
Table 6. Distribution means of the water content variables for cloud 
traverses composed of less than 10% inactive regions and those 
composed of more than 10% inactive regions. (13 flight sub-
sample). 
Cloud Base Temperatures. Although there appears to have been more cloud 
water in clouds and cloud units with warmer cloud bases, the differences were 
so small and the dispersion in the distributions of the stratified data so 
large that statistical tests show no difference in the distributions. The 
average total water (as well as peak, TLWX), on the other hand, did show 
statistically significant differences in grouped data for both scaled and 
unscaled values (Figures 50 and 51), but the total water decreased with 
increasing cloud base temperature. This is not what might have been 
expected. Since penetrations were usually at the the freezing level, the 
colder cloud base temperature also implies less cloud depth below the 
FIGURE 48. AVGE TOTAL WATER (TLW) STRATTFTED BY CLOUD LENGTH (CLNG) (SUBSAMPLE, CLOUD UNIT) 
FIGURE 49. AVGE TOT WATER SCALED BY ADIABATIC (TLWA) STRATTFIED BY CLOUD LENGTH (GLNG) 
(SUBSAMPLE, CLOUD UNIT) 
FIGURE 50. AVGE TOTAL WATER (TLW) STRATIFIED BY CLOUD BASE TFMP CCBTMO) ( SUBSAMPLE, CLOUD 
UNIT) 
FIGURE 5 1 . AVGE TOT WATFR SCALED BY ADTABATIC (TLWA) STR AT IFIEDT BY CLOUD BASE TEMP (CBTMP) 
(SUBSAMPLE. CLOUD UNIT) 
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measurement, and therefore less opportunity for loss of condensate through 
either dilution or sedimentation. However, one must keep in mind the possible 
inaccuracies in estimated cloud base height when evaluating these results. 
The cloud water fraction was greater in clouds and cloud units with warmer 
cloud bases. The distribution means were .214 for traverses into clouds with 
bases at 19C or less and .295 for traverses into clouds with warmer bases. 
The difference in the two groups was statistically significant at a level of 
0.01. 
Cloud Vigor 
Cloud Type. A strong relationship was found between cloud type and 
thermal buoyancy and updraft, in both cloud turrets and sub-cloud scale units 
(Figures 52 and 53), with towering cumuli and cumulus congestus having the 
smallest values of BOUP and UDX and congestus showers and thunderstorm-
associated clouds being the more vigorous, with regard to both updraft and to 
buoyancy. 
The between-group differences in BOUP are s ta t is t ica l ly signif icant with a 
more or less progressive shif t of the distr ibut ion from T Cu and Cu Cong to 
cong showers and then to thunderstorm associated clouds (Figure 54). The peak 
updraft shows a similar progressive shi f t of the distributions to larger UDX 
from T Cu and Cu Cong to congestus showers (Figure 55). The congestus showers 
had, as a group, the largest updrafts. There is very l i t t l e difference in the 
distributions for the three kinds of thunderstorm-associated clouds. 
Cloud Size. There was also a relationship between cloud size and the 
vigor of the cloud (Figure 56), with BOUP and UDX increasing with increasing 
cloud size. BOUP and UDX increase rapidly as the cloud size increased from 
0.5 km to 4 km, at which point an 'equilibrium' point was reached. A similar 
relationship existed between the size of the cloud units and the dynamic 
act iv i ty of that unit (Figure 57) but, was not quite so straight forward. 
Although UDX and BOUP increased rapidly with increasing unit size for very 
small sizes to about 1.5 km, there is hiatus in the increase, and relat ively 
low v i t a l i t y in cloud units of about 3 km size. 
Evidence of this relationship between BOUP and UDX and cloud unit (or 
cloud) size is seen also in the shi f t of distributions for groups of data 
s t ra t i f ied by the length of the cloud traverse or the cloud unit (Figure 58 
and 59). Although there is a great deal of dispersion in the distr ibut ions, 
the shi f t to larger values of BOUP and UDX with increasing size is very 
noticeable, part icularly between the f i r s t two categories of size. 
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Figure 52. Means of the distributions of cloud traverse peak thermal 
buoyancy (BOUP) and peak updraft (UDX) for 6 cloud types. 
(13 flight sample). 
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Figure 53. Same as Figure 52 but for cloud units. 
FIGURE 54. BUDYANCY (ROUP) STRATIFIED BY CLOUD TYPE (IDX) (TOTAL SAMPLE. CLOUD UNIT) 
FIGURE 55. PEAK UPDRAFT VEL (UDX) STRATTFTFD BY CLOUD TYPE (IDX) (SUBSAMPLE. CLOUD UNIT) 
-90-
Figure 56. Means of the distributions of cloud traverse peak theraml 
bouyancy (BOUP) and peak updraft (UDX) for several groups 
of traverse distance. Limits of size classes are shown by 
the heavy bars and the number of cases in each group by 
italic numerals. (13 flight sample). 
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Figure 57. Same as Figure 56 but for cloud units. 
FIGURE 58. BUOYANCY (ROUP) STRATIFIED BY CLOUD LENGTH (CLNG) (TOTAL SAMPLE. CLOUD UNIT) 
FIGURE 59. PEAK UPDRAFT VEL (UDX) STRATIFIED BY CLOUD LENGTH (CLNG) (TOTAL SAMPLE. CLOUD UNIT) 
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Summary and Discussion 
The statistical analyses described above have shown that in the summer in 
the Midwest, there are ample vigorous convective clouds with a good supply of 
liquid water up to at least the freezing level and that it is possible to 
identify such cloud areas with a high degree of success on the basis of their 
visual appearance. Over 85% of the cloud turrets selected for penetration 
contained regions with updrafts exceeding 2 m S-1. In most cases these 
regions were buoyant and contained more than 1 g m~3 of liquid water. 
The penetrations were made so as to traverse the most actively growing 
turret in the cloud mass. On about one-half the penetrations there was 
evidence that more than one cell or core of activity had been traversed. The 
statistics of the meteorological characteristics of the activity cores and 
those for the whole cloud traverse differed very little. This was not 
unexpected since 82% of the traverse sample had at most two active cores, and 
75% of the traverses included less than 10% inactive cloud. Although there 
were some very long (> 10 km) traverses, the median distance was 3.2 km; the 
median size for cloud units was about 1.5 km. These dimensions are very 
similar to the sizes Battan (1975, 1978) has reported for radar-measured 
updraft cores in Colorado and Arizona thunderstorms. 
The sample statistics indicate the following. 
1. In 90% of the sample the average rate of climb across the traverse was 
positive, with a mean value for the sample of 2 mps. On 86% of the 
penetrations, there were sections where the rate of climb exceeded 2 
mps; the mean peak 'updraft' for this group of traverses was 6.5 mps 
(median 5.2 mps) with a small fraction (5%) of the peak updrafts 
exceeding 15 mps. The statistics for the cloud units were generally 
within 10% of those for the cloud traverse but suggest, not surprisingly, 
that on multi-unit traverses, one core was usually more active than the 
other(s) and that the portions of the cloud outside the active cores had, 
in the mean, zero or negative average rates of climb. 
2. On 95% of the traverses there was a region in which the cloud air was 
less dense than the environmental air (ignoring the condensate), with 
maximum 'thermal' buoyancy averaging 1.35C for the sample and exceeding 
2.75C in 10% of the cases. The values of the thermal buoyancy in cloud 
units indicate that in a small fraction of the multi-unit cloud traverses, 
one of the cores may not have been thermally buoyant. 
3. The total liquid water content (distinguished from only that part in 
small drops) exceeded 2 g m~3 over some portion of the traverse on all 
but 2 penetrations. In a few instances it reached very high values (as 
much as 20 g m~3) but the sample median for the highest water content 
measured on a traverse was about 6 g m-3. The water content averaged 
over the whole cloud traverse, was virtually always over 1 g m-3 and was 
over 3.4 g m - 3 on half the penetrations. 
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Despite these relatively large water contents, there usually was a net 
loss of condensate for the cloud turret as a whole in the lowest 3 to 4 km 
of ascent. This is shown by the high percentage of cases (84%) in which 
the average water content was less than the adiabatic value. 
Nevertheless, on at least two-thirds of the traverses, the highest water 
contents encountered exceeded the adiabatic, indicating that, in some 
sections, there was accumulation of water, probably because of 
sedimentation from cloud above. 
4. There was also evidence that the cloud water (condensate in drops 
smaller than 50 µ diameter) was depleted in the lower 3 to 4 km of 
ascent, most probably through conversion to larger drops by coalescence. 
In a very few cases, the peak cloud water was above 80% of the adiabatic 
water content, but in the mean it was only a little over 2 g m - 3 (about 
40% of adiabatic) and the average for the traverse was always less than 
60% of adiabatic. However, the cloud water did exceed 1 g M-3 over some 
segment of the traverse on most of the penetrations and the sample mean of 
the average cloud water on a traverse was 0.95 g m~3. 
As might be predicted from the discussion above, the cloud water 
represented only a small fraction of the condensate at the freezing level, 
with at least half of the water in drops larger than 50 y diameter on 
all but a few traverses. In the mean the cloud water fraction was only 
0.25. As a corollary, a good deal of water was represented by 
precipitation embryos and incipient raindrops - as much as 4 g nr3 or 
more on at least half of the penetrations. 
5. Condensate in concentrations of greater than 1 g nr3 was always 
present over nearly the entire traverse, but most of it was in drops 
larger than 50 µ diameter. Liquid water exceeding 2 g nr3 was usually 
encountered over distances of at least 1 km, and on 55% of the traverses, 
over distances of 2 km or more. Moreover, it is likely that in half the 
clouds, as much as 4 g nr3 of condensate occurred over distances of 
at least 1 km, but with no more than a fourth of the water in small drops. 
6. The results cited above show that most of the clouds penetrated had 
buoyant areas, updrafts and significant amounts of water. In the case of 
the dynamic parameters, buoyancy and updraft, these areas were usually 
coincidental. Moreover, the correlation coefficients between buoyancy and 
IVSI (or UDX), were about 0.7 indicating a pronounced tendency for the 
strongest updrafts to be associated with the largest thermal buoyancy. 
However, the association between the condensate and the dynamic parameters 
was much weaker. The correlation coefficient between cloud water and 
updraft was 0.55, and between cloud water and buoyancy was 0.35; 
correlation between total water content and either of the two dynamic 
parameters was only 0.40. These low correlations indicate the influence 
of microphysical processes on the concentration of condensate. This is 
further illustrated by the fact that the cloud water fraction was 
completely uncorrelated with either buoyancy or updraft, suggesting that 
microphysical processes control the partition of condensate, with cloud 
dynamics playing a very modest (or insignificant) role. 
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Although the correlation coefficients between the condensate variable and 
dynamic parameters are quite low, positive relationships between the 
condensate and dynamic parameters are indicated. This is substantiated by 
differences in distributions of water content for subsamples, when the 
data are stratified by categories by buoyancy or updraft. Similarly, the 
positive relationship between buoyancy and updraft are verified by 
changes in distributions of stratified groups 
The distribution means of the buoyancy for three strata of peak 
updraft increased monotonically with increasing updraft, by a factor of 
over 3, between the lowest group and the highest (> 10 m s-l) (Table 
7). Similarly the distributions of peak updraft, stratified according to 
peak thermal buoyancy shifted significantly toward higher values for 
increasing buoyancy, so that the distribution means increased by a factor 
of 2.5 (Table 8). Moreover the high peak updrafts (> 12 m s-1) all 
occurred with buoyancies-greater than 2C. 
The condensate, both the total and that portion of it in small drops, 
was greater in the more buoyant data group and also in the strata for the 
higher rates of climb by 75-100% between lowest and highest classes of the 
stratification variable (Tables 7, 8 ) . The differences in the subsample 
distributions were all significant. 
The sample distributions of all of the key cloud parameters were very 
broad, a manifestation of the many complex interactions which determine the 
character of a cloud mass. The other internal characteristics explain some of 
the variance, but only partially. The influence of external factors is 
strongly indicated. 
General relationships have been found between the key cloud 
characteristics and external factors through stratification of these data 
based on categories of independent variables, taken one at a time. Four of 
the independent variables considered were related to macro- and meso-scale 
environmental conditions: 1) synoptic system over the area, 2) low-level air 
mass, 3) vertical wind shear in the cloud layer, 4) lapse rate in the 
penetration layer. Another group of four variables related to general cloud 
characteristics: 1) cloud type, cloud size (traverse distance), 3) fraction of 
traverse in active cores, 4) cloud base temperature. A third group of three 
was related to the penetration logistics: 1) temperature at the penetration 
level, 2) height above cloud base, 3) the adiabatic water content. All of the 
environmental variables were specified by flight rather than cloud. Because 
of the difficulty of estimating cloud base for each penetration, all variables 
related to the cloud base (cloud-base temperature, height above cloud base, 
adiabatic water content) were also single-valued for all clouds on a flight. 
The relationships which are described below, were based on comparison of 
the distributions of the cloud parameters which fell into the various 
categories of these independent variables. 
7. There were statistically significant* relationships between thermal 
buoyancy and the environmnental parameters of synoptic type and vertical 
*The only statistical tests carried out, except in rare cases, were analysis 
of variance and Welch and Brown-Forsythe Test Statistics. 
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Table 7. Group means for data stratified 
by peak updraft (cloud units). 
Table 8. Group means for data stratified 
by thermal buoyancy (cloud units). 
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wind shear. The buoyancy was largest in cold frontal and short wave 
situations and least in warm frontal and air mass conditions, and was 
larger with vertical wind shears greater than 2 m s-1 km-1. Although 
there appeared a tendency for the buoyancy to be larger in a conditionally 
unstable environment than in a stable one, the difference was not 
statistically significant. 
Statistically significant relationships were found between buoyancy and 
the first three cloud characteristics. The buoyancy increased as cloud 
type increased from T Cu, to Cu Cong to Cong Shwrs and Cb Calvus, and was 
largest in thunderstorm-associated clouds. Positive relationships were 
indicated between buoyancy and cloud size and cloud-base temperatures. A 
negative relationship of buoyancy with fraction of cloud in active cores 
was indicated but was marginally significant statistically. Of the 
traverse parameters, buoyancy appeared related only to the mean 
temperature of the traverse (in a positive sense). 
8. Of the four environmental factors, peak updraft velocity was found to 
change only with synoptic type, and then with marginal significance. As 
in the case of buoyancy, the updraft tended to be larger with cold frontal 
and short wave conditions, and smaller with stationary and air mass 
situations. A positive relationship was indicated between updraft 
velocity and traverse distance (cloud size). The updraft showed a 
relationship with cloud type similar to that indicated for buoyancy, with 
updrafts increasing in strength as cloud type changed from T Cu to Cu Cong 
to Cong Showers and Cb Calvus. Updrafts in the samples of 
thunder-associated clouds were about the same as in the Cong Shower 
sample. No statistically significant relationships were found between the 
peak updraft velocity and the other cloud characteristics or with any of 
the traverse parameters. 
9. There was no significant relationship between total water content and 
synoptic system, but the cloud water content - and the cloud water 
fraction - followed the pattern for buoyancy, with larger values in cold 
fronts and short waves and smaller values in stationary front and air mass 
groups. Both total condensate and cloud water were larger in low-level 
continental air masses than in Gulf air masses, suggesting a more rapid 
warm rain process and more loss due to sedimentation in the lower 3 to 4 
km in Gulf air masses. Positive relationships were indicated between 
cloud water and cloud water fraction (but not total condensate) and 
environmental factors of lapse rate and vertical wind shear. 
The cloud type influenced both the total condensate and the cloud water - the former more spectacularly than the latter. The Cong Shower group had the highest water contents, by far, and the trunk feeders second highest, but with a significant reduction in amount. The front and back feeders tended to have roughly the same total condensate as the cumuliform clouds in less organized cloud areas. Cloud water, on the other hand, tended to follow the patterns of buoyancy, with increasing values as the clouds changed from T Cu to Cong Showers. However, except for trunk feeders which as a group had significantly higher cloud water, cloud water contents were lowest, smaller in the thunderstorm-associated clouds even than in T Cu. Positive relationships were indicated between both total and cloud water and cloud size, with a very rapid increase in total 
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water (a factor of 1.5) at about 4.5 km for cloud traverses (3.5 km for 
cloud units). Cloud water fract ion, on the other hand, tended to decrease 
with increasing cloud size. A negative relationship was indicated between 
total condensate and cloud base temperature, and a postive one between 
cloud water fraction and cloud base temperature but no signif icant 
relationship was found between cloud water and this variable. Both cloud 
water and cloud water fraction were positively related to the fraction of 
traverse in active cloud, but no relationship was indicated for total 
water. 
The cloud water and cloud water fraction tended to be larger, as a 
group, on traverses below the freezing level than on traverses above the 
freezing level, although there was no signif icant difference in the tota l 
condensate for the two categories. There was no signif icant change in the 
cloud or to ta l water with depth of cloud when s t ra t i f ied by height above 
cloud base which suggests that, in the mean, the net fractional loss of 
cloud water in r ising from 3 to 4 km, is less than the net fractional 
loss of total condensate and therefore of the large drop portion of the 
condensate. 
These results have some important implications for development of 
modification efforts directed toward enhancement of r a i n fa l l . Since these 
data indicate that large drops obviously develop naturally early in the l i f e 
cycle of young Vigorous clouds, it seems that not much is to be gained by 
applying techniques designed to encourage the development of large part icles, 
either through a 'warm' process low in the cloud, or by an ice process above 
the freezing level. Thus, static seeding does not appear to be a promising 
approach in summertime convective clouds in the Midwest, at least not those 
obviously rooted in the lower planetary boundary layer. (This may not be the 
case for the high-based cloud families not included in this study). However, 
a dynamic enhancement of the cloud dynamics s t i l l appears to be a promising 
approach. At the freezing level the heat released in freezing 1 g m-3 of 
water, warms the a i r in that volume by a maximum of about .44C. The "drag" of 
1 g condensate carried in a volume of 1 cubic meter is equivalent to a 
reduction in v ir tual temperature difference (thermal buoyancy) of about .35C. 
Thus, there is a net gain to the volume of nearly 0.1C for very gram of water 
frozen. More important, than this addition is the fact that the weight of the 
water is overcome. For instance in Figure 1 the thermal buoyancy of the 
middle part of cloud unit "a" was about 1.6C (using environmental temperature 
before cloud entry as reference). The tota l water content in this core 
averaged about 5 g m -3. Therefore, the upward acceleration due to thermal 
buoyancy was more than balanced by the downward acceleration due to the weight 
of the water. If a l l of the water were frozen, the released heat would permit 
realization of the natural buoyancy at the very least, and possibly an 
enhancement of the buoyancy. Even if the freezing were not complete, for 
every gram of water frozen, a f u l l +.35C would be added to the buoyancy 
contribution to the vertical acceleration. Thus, even freezing of one gram 
would result in positive buoyancy in this case and possibly an accelerating 
rather than a steady state updraft. 
Admitedly simplist ic, this rough calculation indicates promise for 
signif icant dynamic enhancement of summertime convective clouds in the Midwest. 
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The statistical study has also indicated that it is possible to identify 
factors which influence the magnitudes of the buoyancy, vertical velocity and 
condensate. These may be useful for developing quantitative predictor or 
covariate relationships which will reduce the natural variance of the response 
variables. It is hoped to continue this investigation using more 
sophisticated statistical techniques than those used here with a view toward 
developing equations incorporating several factors which will serve to 
"predict" the "natural" values of the cloud variables. 
The statistical analysis also may be used to draw some inferences about 
the evolution of semi-isolated cumulus clouds. The size of cloud unit (i.e. 
subcloud dynamic elements) as well as the size of the cloud turret increased 
as the cloud type changed from towering cumuli to Congestus shower clouds. 
This was accompanied by an increase in the magnitudes of the updraft and 
thermal buoyancy and most spectacularly in the water content. 
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SECTION IV 
INVESTIGATION OF ONE DIMENSIONAL MODELS 
Introduction 
One dimensional models have been used for several years to estimate the 
suitability of environmental conditions for modification of clouds to enhance 
the rainfall of a region. They have also been used in modification 
experiments, operationally to estimate the suitability of a day for a seeding 
operation, and, to a lesser extent, in the evaluation to provide a predicted 
natural cloud development for comparison with the observed growth of seeded 
clouds. Two modification experiments currently in progress, HIPLEX and FACE, 
are using different models, primarly for operational purposes. A modified 
version of the model originally developed by Hirsh (1971) for the South Dakota 
plains is being used in HIPLEX, a program for experimentation in the High 
Plains. The Florida area experiment (FACE) is using the NOAA/EML simulation 
which is based on the model originally developed by Simpson for sub-tropical 
cloud systems. Both models have been used in statistically oriented studies 
of the Midwest environment, based on routine radiosonde data (Semonin, 1977; 
Wiggert and Holle, 1977). 
A primary objective of this portion of the research was to investigate in 
depth the computational characteristics of these two models: the Great Plains 
cumulus model (GPCM) and the Experimental Meteorology Laboratory model (EML), 
to determine how they differed and whether one simulation was more appropriate 
for the Midwest than the other. A second objective was to determine the 
effect that space time separation between environmental soundings had on the 
prediction. 
Model Characteristics and Modification 
Adaptation and Modification of the Models 
An intensive study was made of the literature available on the two models 
and an even more intensive study of the lengthy and complicated computer 
codes* to develop an understanding of the parameterizations and 
simplifications invoked in modelling the complex meteorological processes. In 
the course of the research the computer codes were considerably modified in 
order to adapt them to the University of Illinois computer system and to the 
particular needs of the research, and to reduce the cost of processing. 
*The computer code for EML was kindly provided by the Cumulus Group of NOAA/ 
NHEML. The computer code for GPCM was provided by the Division of 
Atmospheric Water Resources, Bureau of Reclamation. 
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EML Simulation. The routines to read in input data were revised so that 
the environmental soundings and other input data (e.g. program options) were 
read from different files, removing the need to merge two kinds of data. In 
addition some of the input variables that were not desired were removed and 
the input formats were simplified. The output routines were also changed, so 
that the data could be stored on tape, with the option for printed output for 
summary information, full cloud profiles showing all of the variables, or 
both. A code was developed to read the simulation data from tape and list out 
any of several different kinds of tables. The original EML computer code was 
streamlined and routines were added to search for maxima of key cloud 
parameters and the values of certain selected other variables (e.g. height) at 
the level at which the maxima occurred. Values of key parameters were 
extracted also for the levels at which cloud traverses were made. In the 
course of making these modifications several problems related to the 
initalization of variables and storage arrays were encountered and rectified. 
GPCM Simulation. The GPCM computer code was fairly compatible with the U. 
of Illinois computer system and needed little adaptation. Statements used in 
the HIPLEX program which were specifically related to the their operations 
were removed. The major modifications were to the output and particularly to 
meet the reqirements for comparison with the EML model outputs (e.g. 
transformation of some of the key variables to the EML units). Additional 
thermodynamic parameters were added in the listing of the cloud profiles. 
Options was added so that the simulation could be based on either a calculated 
CCL or on input cloud base height. 
Diagnosis of the Two Models 
A detailed point by point comparison of the two models is given in 
Appendix D. The chief points are very briefy summarized below. 
1. Inital conditions at cloud base. The EML simulation has an option 
for the height of the cloud base: it may be specified or may be an 
internally-calculated CCL based on 100 millibar mixing depth. Initially 
in GPCM only an internally calculated CCL, based on a 50 millibar mixing 
depth was available. In both codes the initial updraft was fixed in the 
program, in EML at 1 m s-1, and at 2.5 m s-1 in GPCM. The 
environmental sounding was introduced in the same way in the two models 
except for certain technical differences which should not affect the 
results. 
2. Conditions for computation. The GPCM contains two simple calculations 
based on the sounding, to estimate the probability of clouds. The first 
criterion is a requirement that the amount of heating required for a 
buoyant parcel to develop not require surface heating in excess of the 
climatologically extreme values. The second check is to determine if 
significant cloudiness could develop as indicated by a "slice method" 
calculation. If either did not meet the criteria set in the program no 
computation was made. The EML program did not contain any such checks and 
a simulation was always carried forward. 
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3. Model Calculations. EML uses an intergration step of 50 meters, while 
GPCM utilizes 10 millibar or 200 meter steps, quite a bit larger than that 
of the EML and resulting in a greatly decreased cost for computation. A 
major difference between the two models occurs in updraft radius: it is 
held constant with height in EML whereas in the GPCM it varies with height 
according to mass continuity. The GPCM computation results in a rapidly 
decreasing radius initially - and a rapidly expanding one near the cloud 
top where the vertical velocity decreases rapidly (Fig. 60). This 
influences the calculation of all cloud variables since the entrainment is 
inversely proportional to the radius of the updraft. 
4. Thermodynamics. Except for technical differences in the intergration 
method, the basic thermodynamics in the models are essentially the same. 
Both are based on the Stommel method, in which the calculation of cloud 
temperature involves the rate of cooling due to moist adiabatic expansion, 
and the loss of heat associated with the equalization of temperature in, 
and resaturation, of the mixed cloud and entrained environmental air. 
However slightly different entrainment coefficients are used in the two 
models. 
There are some significant differences in the manner in which the upward 
motion was calculated. In GPCM the updraft is calculated from an 
intergration (with height) of the acceleration due to the thermal buoyancy 
reduced by the weight of the contained liquid water, adjusted for 
entrainment of environmental air having zero vertical velocity. The EML 
formulation for the calculation of vertical velocity is composed of 2 main 
terms. The first one is similar to the first in the GPCM, i.e., 
acceleration due to the thermal buoyancy reduced by the weight of the 
water, but is weighted by the virtual mass, so that it was 2/3 that in the 
GPCM. The second term is an entrainment term, as in the GPCM, but also 
includes a reduction in the acceleration due to the drag of the bubble. 
As the code is written, it is possible to vary both the entrainment rate 
and the magnitude of the drag. The GPCM (but not EML) includes a 
correction factor to vertical velocity for slope in the updraft due to 
wind shear. 
5. The Microphysics and its Parameterization. The GPCM scheme is 
essentially that developed by Kessler (1969). It is based on a continuity 
equation which considers the moisture gained by condensation and lost 
through mixing, and partitions the water concentration into cloud water, 
cloud ice, rain water, and (optional) graupel. Until precipitation 
fallout occurs water balance is maintained throughout the depth of the 
cloud. The equations used in the calculation are derived from a number of 
empirical formulae. The EML simulation has, as options, the Berry 
formulation (1968) and Kessler scheme. Options within EML permit 
selection of one of 4 different spectra for use in the Berry scheme, 
depending on geographical location. The condensate is partitioned between 
cloud water, precipitation water and cloud ice. The expressions for 
precipitation fallout are essentially the same except that the 
calculations for the terminal velocity of the particle, on which fallout 
depends, are significantly different (Appendix D). 
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Figure 60. Profiles of updraft radius in the GPCM simulations for initial 
updraft velocities of 1 and 2.5 m s-1 and initial radii of .5, 
1 and 2 km. 
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6. Freezing and termination of the sounding. For natural conditions, GPCM 
invokes linear freezing from -20 to -40C; for modified cloud freezing 
occurs between -5 and -25C. The EML calculates "natural" cloud for two 
freezing conditions one of which retains unfrozen water up to -40C, and 
the second, glaciation from -15 to 40C, which is very close to the range 
used in GPCM. It calculates modified cloud for seeding mode from -4 to 
-8C. Two additional modified modes are available -- freezing from -4 to 
-15C, and from -10 to -15C. Thus the GPCM modified seeding is in general 
much slower than that for the EML. The models terminate at the level that 
the updraft reaches 0, or when the integration has proceeded throughout 
the full sounding, whichever comes first. In EML the cloud top is that 
final level plus an increment equal to the radius of the updraft. The 
GPCM cloud top is the final level, with no increment. 
There appears to be a fundamental difference in the approach to the cloud 
dynamics in the two models, with the GPCM treating the cloud formation more as 
a continuous thermal and EML treating it as a rising bubble. There are also 
some potentially significant differences in microphysical calculations, 
depending on the option selected in EML. 
Model Computations 
GPCM and EML simulations were carried out for 57 special soundings from 
the NWS station at Salem and the stations in the METROMEX network and, for 
special studies, for some of the routine 00Z soundings from Salem. In 
addition, EML simulations were carried out on 21 pairs of 00 and 12Z Salem 
soundings for a study of the effect of timing on model predictions. 
A requirement of both models was that the soundings reach to at least 200 
mb. In instances when the special soundings terminated below this level, the 
sounding was extrapolated using a spatial interpolation based on six NWS 
radiosonde stations, Peoria and Salem IL., Monette M0., Omaha, NE., Little 
Rock, AR. and Topeka, KS. The primary scheme was to fit a quadratic surface 
to the 6 station values of the meteorological variables on each 50 mb isobaric 
surface (Panofsky, 1949). In the event that one of the upper air stations was 
missing, an alternate method was used based on an inverse distance-square 
weighting of values at the stations for which data were available. Since most 
of the soundings needing extrapolation were METROMEX soundings taken during 
mid day a temporal interpolation was also made. This was based on the mean 
time series of the meteorological variables as measured at Salem for the 
experimental period when special midday soundings were available as well as 
the two routine soundings. 
The simulations were made for several updraft radii between 500 meters and 
5 km, for both the observed cloud base height and for a CCL based on a 100 mb 
mixing depth. (The GPCM code was modified to correspond to the EML CCL 
calculation and to accept input cloud base heights). In order to make the two 
model simulations as comparable as possible, the drag of the bubble was set to 
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zero in the EML calculation of vertical velocity, and the entrainment constant 
was selected such that the entrainment coefficient was .18 (as compared to .15 
in GPCM). The adjustment to the vertical velocity for horizontal wind shear 
in GPCM was bypassed. The GPCM calculations were made for initial updraft 
velocity of 1 m s-1 to correspond with EML as well as the 2.5 m s-1 that 
was set as a constant in the program. The Berry autoconversion scheme (rather 
than the Kessler) was used in EML for computing conversion of the condensate; 
a land spectrum was selected. 
The major differences between the two models used in this study were the 
treatment of the updraft radius (which influences the dynamic variables as 
well as the total condensate through entrainment) and the conversion, and 
therefore fallout, of the condensate. There are also some differences in the 
regions of freezing, but these were minimized in the analysis of unmodified 
conditions by using the EML natural glaciation from -15C to -40C. A 
significant difference existed in the modified cloud, with all freezing 
between -4 and -8C in EML, and between -5C and -25C in GPCM. 
Analysis of Simulations 
The results of the simulations were used in the following types of 
analyses: 
1. Comparison of the GPCM and EML predictions from the same sounding of 
a) the maximum cloud top, b) the maximum vertical velocity, c) the maximum 
cloud water, d) dynamic potential (seedability), and e) maximum thermal 
buoyancy. These comparisons were based on model predictions for three updraft 
radii, observed cloud base and except for (e), 57 daytime soundings. The 
comparisons for thermal buoyancy were based on soundings closest in time and 
space to the aircraft observations, and updraft radii corresponding to the 
observed size of the cloud units. 
2. Comparison of the results for the GPCM and EML simulations with 
observed values: a) calculated cloud top versus measured maximum radar echo 
tops as indicated by radar, and b) calculated vertical velocity, buoyancy and 
water content at the average flight level for a day, versus the average 
aircraft measurements on that flight. The latter comparisons were based on 
initial updraft radius corresponding to the average measured cloud unit size 
on the day, the closest sounding in space and time and observed cloud base. 
3. A comparison of a) the prediction from EML for soundings taken in the 
morning (07 CDT) and early evening (19 CDT), on the same day and b) model 
predictions for soundings taken at the same time but at different stations. 
Observed base heights were used, so that effect of spatial (or temporal) 
variations in temperature and humidity would be minimized. 
4. An evaluation of the effect of the value of the intital updraft 
velocity on GPCM predictions. 
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Effect of initial vertical velocity. 
Although listed last above, the effect of the initial vertical velocity on 
the GPCM predictions is considered first since its impacts on the comparisons 
of EML and GPCM predictions. It is evident from Fig. 60 that the influence on 
the dynamics is likely to be greater than the difference of 1.5 m s-1 
between the two initial conditions might imply because of the signficant 
change in updraft radius. 
The predictions of peak updraft velocity and cloud top for both initial 
conditions were well correlated, positively, so that both variables were 
larger for initial updraft of 2.5 m. s-1 than 1 m s-1, with the effect 
increasing with increasing radius (Table 9'). However, the difference in the 
maximum updraft was significantly greater than 1.5 m s-1 - double or more 
for radii of more than 1 km. The difference in the predicted cloud top for 
the two initial conditions also increased significantly with updraft -
doubling on the average between 1 km and 2 km radius. 
The effect of initial updraft on the dynamic potential was more subtle -
complicated by the high frequency of zero "seedability" in this data set. The 
two predictions were not correlated. Nevertheless, the data suggest that the 
dynamic potential for updraft radii of around 1 km is likely to be greater for 
smaller initial updraft velocity but for larger cells it is likely to be 
larger for greater initial updrafts (Table 10). This may be more a reflection 
of the height of the cloud top (compare R = 1, W1 =2.5 m s-1 with R = 2, W1 = 1 m s-1) than of the initial vertical velocity. The high incidence of zero dynamic potential for R = 0.5 km for this set of soundings was largely 
due to the fact that the top of the simulated cloud did not reach the level 
where freezing was initiated. 
Comparison of EML and GPCM predictions. 
The EML "predicted" cloud top is the last computational level (i.e., where 
updraft goes to zero) plus the radius of the updraft. The GPCM predicted 
cloud top is simply the last computational level. Since the updraft radius 
tends to balloon near the top of the model cloud in GPCM, (Fig. 60), this 
prediction was not modified to correspond to EML nor was the EML predicted top 
modified. The model differences due to these two conventions will be 
considered in the discussion below. 
In Table 11 are given the average predicted cloud tops for 57 simulations 
using EML and GPCM with 1 and 2.5 m s-1. The EML consistently predicted 
higher clouds than GPCM, by considerably larger amounts when an intial updraft 
velocity of 1 m s-1 was used in GPCM than when w1 was 2.5 m s-1. The difference between the EML and GPCM was greater for larger radii. If an 
adjustment is made to the EML predicted cloud top to produce the level where 
the updraft velocity first reached zero (which corresponds to the GPCM cloud 
top), the EML and GPCM (w1 = 2.5) differ by only a few hundred meters, less than the difference between the two GPCM predictions. 
Table 9 . Average values of GPCM simulation results for initial 
updraft of 1 ms-1 and 2.5 ms-1 and the degree of 
relationship between them. (Based on simulations 
for 57 soundings.) Starred show statistically 
significant results at the .01 level. 
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Table 10 . Comparison of dynamic potential 
for two initial conditions:  
A: wi = 1.0, B: wi = 2.5 m s - 1 . 
Number of Cases 
R(km) 
Dynamic Potential 0.5 km 1 km 2 km 
A = B = 0 42 22 21 
A ~ B (non zero) 2 6 3 
B > A, A = 0 10 9 4 
B > A, A ≠ 0 2 13 4 
A > B, B = 0 0 6 6 
A > B, B ≠ 0 1 1 19 
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Table 11. Comparison of sample averages of cloud top 
for EML and GPCM simulations with 6PCM 
simulations for initial updraft of 1 and 
2.5 ms - 1 (GPCM(l) and GPCM(2.5) respectively). 
1. Average cloud top (km) 
(a) EML 5.29 8.35 13.16 
(b) GPCM (1.0) 4.16 5.59 7.91 
(c) GPCM (2.5) 5.11 6.81 10.48 
2. Average difference 
(a) - (b) 1.13 * 2.75* 5.26* 
(a) - (c) .181 1.53* 2.68* 
3. Correlation Coefficient 
(a) with (b) .77 * .84* .76* 
(a) with (c) .92 * .93* .94 
Radius (km) 
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Dynamic Potential. The dynamic potential did not, in general, change 
monotonically with radius, either in the mean for the sample, or in the 
simulations for a single sounding. Rather it tended to increase to some 
maximum at radii in the range of 1 or 2 km and then decrease (Table 12). An 
examination of the change in dynamic potential with radius and predicted 
natural cloud top for both the sample and for individual soundings showed that 
the dynamic potential is a function of the radius to the extent that the 
radius influences the top height of the simulated cloud. Moreover it showed 
that in the mean the dynamic potential tended to be largest for predicted 
cloud tops in the middle range, i.e. between about 5 or 6 km and 10 or 11 km, 
for both simulations, with the updraft radius (and in GPCM predictions the 
initial updraft) having some but not dominant influence (Fig. 61). 
It can be seen from Table 12 that the EML predictions of dynamic potential 
were more closely correlated with GPCM (2.5) than GPCM (1), (although the 
correlation was not strong) and were usually larger than those of GPCM (2.5). 
On the average the EML predicted dynanic potential was larger than the GPCM 
predictions for radii less than 2 km, but not for 2 km. This too was due to 
the dependence of dynamic potential on cloud top height since, as can be seen 
in Table 11, the average of the GPCM predictions of cloud top was within the 
range where dynamic potential was largest and the EML predicted cloud top 
tended to be well beyond the level at which the dynamic potential was found to 
decrease. 
Updraft and thermal buoyancy. In common with the predicted cloud top 
height, the predicted peak updraft and thermal buoyancy increased with 
increasing cloud size. The EML predictions of maximum updraft were well 
correlated with both GPCM predictions at all radii, with better correlation at 
the larger cloud sizes (Table 13). The EML predictions were higher than the 
GPCM (1) predictions, with the difference increasing from less than 10% at a 
radius of 500 m to about 20% at a radius of 2 km. On the other hand, the EML 
predictions were smaller than those of GPCM (2.5), with the difference 
decreasing from about 20% at the smallest radius to a few percent at 2 km. 
This shift in trend is one more reflection of the enhanced entrainment in the 
GPCM calculations due to the reduced size of the radius in the lower part of 
the profile. 
The maximum buoyancy was determined for a small set of matched GPCM and 
EML simulations based on 23 soundings and radius corresponding to the average 
cell size determined for that day from the airplane data. The correlation 
coefficients between EML and GPCM predictions were .77 for both initial 
conditions; the average values were 3.5, 3.1 and 2.7C for EML, GPCM (2.5) and 
GPCM (1), respectively. Thus, the maximum buoyancy followed the pattern of 
cloud top height rather than maximum updraft. 
Predicted Cloud Condensate. The maximum values of cloud water content and 
of total condensate were determined for matched GPCM and EML simulations, for 
the same conditions as the maximum buoyancy. The GPCM predictions of maximum 
cloud and total water for the two initial updraft velocities were highly 
correlated (coefficients of .96 and .97 respectively). The estimates for 
initial updraft of 2.5 was about 15 to 20% larger than those for initial 
updraft of 1 m s-1. Following the pattern set by the cloud top height the 
EML predictions were higher than either of the GPCM estimates by very 
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Table 12 . Comparison of sample averages of dynamic potential 
in EML and GPCM simulations. GPCM (1) and GPCM (2.5) 
for initial updrafts of 1 ms-1 and 2.5 ms-1 respectively. 
(Observed cloud base and 57 soundings.) 
1. Average Dynamic Po ten t i a l (m) 
(a) EML 331 1487  888 
(b) GPCM (1 .0 ) 75 350 985 
(c) GPCM (2.5) 197 904 504 
2. Average Difference 
Difference (a) - (b) 255* 1136* -97 
Difference (a) - (c) 134 583* 383* 
3. Correlation Coefficient 
a with b .61* - .09 .17 
a with c .63* .55* .64* 
4. Number of cases 
EML > GPCM (l)/v.v. 23/0 37/5 14/18 
EML > GPCM (2.5)/v.v. 15/3 30/4 30/5 
* Statistically significant at .01 level. 
Radius (km) 
Figure 61. Predicted dynamic potential as a function of predicted cloud top and updraft 
radius. EML simulations based on 57 midday soundings. Numerals indicate the 
number of points at the location, * indicates a single point. 
Table 13 . Comparison of sample average of maximum 
updraft velocity reached in EML and GPCM 
simulations with GPCM simulations for initial 
updraft of 1 and 2.5 ms-1 (GPCM(l) and 
GPCM(2.5)) respectively. Simulations with 
each model based on observed cloud 
bases and 57 proximity soundings. 
1. Average maximum updraft (ms-1) 
(a) EML 8.05 12.98 19.18 
(b) GPCM (1.0) 7.52 11.27 15.88 
(c) GPCM (2.5) 9.92 14.18 19.99 
2. Average difference (ms-1) 
(a) - (b) 0.54 1.71* 3.30* 
(a) - (c) -1 .87* - 1.20* -0.82* 
3. Correlation Coefficients 
(a) with (b) 0.80* 0.87* 0.92* 
(a) with (c) 0.84* 0.93* 0.96* 
4. Slope of regression line 
(a) on (b) .85 1.02 1.34 
(a) on (c) .74 .90 1.01 




significant percentages. In addition, they were poorly correlated with the 
GPCM predictions (Table 14), suggesting that the microphysical 
parameterizations controlled to a large extent, the computation of the 
concentration of the condensate. Although it was in the microphysical 
calculation that the models differed most (through selection of the Berry 
parameterization in EML) it is not possible to rule out completely the dynamic 
factor because of the treatment of updraft radius in GPCM. The inequality in 
the predictions of GPCM (1) and GPCM (2.5) indicates that the dynamics play a 
role. 
Space-time Effects 
The one-dimensional model is an evalution of the thermodynamic 
stratification of the atmosphere and therefore the predictions based on 
soundings separated in time will differ if the air mass has changed. 
Similarly predictions from two locations will differ if the overlying air 
masses are different or if the atmosphere at the two sites has been modified 
differently, by processes on scales ranging from cloud to synoptic. A study 
of the results of simulations based on morning (12Z) and evening (00Z) 
soundings on the same (local) day and at the same location indicated that 
predictions based on morning soundings may be very good on some days and very 
poor on others, and that possible changes in the atmospheric stratification 
due to synoptic or sub-synoptic conditions must be considered. 
The simulations used in this part of the analysis were all based on an 
observed afternoon cloud base to minimize the effect of the diurnal heating 
cycle. The bulk of the evidence for temporal influence came from 42 
simulations based on 21 pairs of routine 12Z and 00Z Salem soundings, but 
shorter term conditions were also considered using special soundings. 
In Figure 62 are shown examples of the extremes in the temporal effect. 
On June 14 there was very little change in the state of the amtosphere and 
soundings throughout the day gave essentially identical predictions. On July 
4, on the other hand, the atmosphere changed radically during the day as a 
cool high pressure moved over the area. Obviously prediction of cloud 
development based on the morning sounding would have given a highly fallacious 
indication of the potential for cloud development. On 14 July, on the other 
hand, the morning sounding underpredicted the potential for afternoon cloud 
development, particularly for smaller clouds, and specifically underpredicted 
the seedability of such clouds. 
On the average the morning and evening predictions of cloud top differed 
by only about 0.5 km (not significant statistically), but as can be seen from 
Table 15, this was a consequence of a near balance between positive and 
negative changes with time. On roughly half the days the morning predictions 
of cloud height were within 1 km of the evening predictions. 
The morning and evening predictions of seedability differed by 500 m or 
less on about half the days also. On the remaining days the morning 
predictions of dynamic potential were higher than the evening predictions 
approximately as often as they were lower. 
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Table 14. Predictions of maximum cloud water content and 
maximum to ta l condensate by EML and GPCM (with 
i n i t i a l updrafts of 1 and 2.5 m s-1) for a set 
of 23 mid-day radiosondes and updraft rad i i 
corresponding to the average ce l l sizes measured 
by a i r c r a f t on the day of the sounding. 
Maximum Maximum 
Average Cloud Water Total Condensate 
a) EML 3.00 g m-3 3.63 g m - 3 
b) GPCM(l) 2.04 2.23 
c) GPCM(2.5) 2.36 2.71 
Di fference 
a) - b) 0.96* g m-3 1.39 g m-3 
a) - c) 0.64 0.91 
Correlation coef. 
a) with b) 0.43 0.49 
a) with c) 0.48 0.52 
* 
Difference s ign i f i can t at the .01 l eve l . 
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Figure 62. EML predictions of top height and dynamic potential as a function 
of updraft radius and time of day. Observed midday cloud base 
height was used in all simulations. Routine NWS releases at 
Salem IL. 
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Table 15. Differences in morning (07 CDT) and evening (19 CDT) predictions 
of cloud top and dynamic potential, given in 3 broad categories. 
(Salem soundings, observed afternoon cloud base, EML 
simulations). 
Dynamic po ten t ia l : 
Difference ≤ 0.5 km 11 8 12 12 
AM Pred > PM Pred 5 6 3 5 
AM Pred < PM Pred 5 7 6 4 
Table 16. Frequencies with which predictions from 2 locations 
differed by 1 km in top height and 500 m in 
dynamic potential. (EML simulations). 
Number of cases 
Radius (km) 
0.5 1 2 
Cloud top: 
Difference ≤ 1 km 14 10 11 
Difference > 1 km 5 9 8 
Dynamic po ten t ia l : 
Difference ≤ 0.5 km 12 5 13 
Difference > 0.5 km 7 14 6 
Number of cases 
Radius (km) 
0.5 1 2 3 
Cloud top: 
Difference ≤ 1 km 11 9 9 11 
AM Pred > PM Pred 4 7 9 5 
AM Pred < PM Pred 6 5 3 5 
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The comparison of predicted cloud top and dynamic potential as a function 
of location was based on 19-matched pairs of soundings taken at a common time, 
one at Salem and the other at a station in the METROMEX network. (The center 
of the METROMEX network, which is shown in Appendix A, was about 100 km west 
of Salem, IL). As in the case of temporal change, spatial influence was very 
much a function of the day. Two examples of the EML predictions for two or 
more soundings taken at about the same time but at different locations are 
shown in Figure 63. On 14 June the weather system was large and stationary, 
and the midday predictions for Salem and Pere Marquette (PMQ) were nearly 
identical, as had been the morning and evening predictions at Salem. The 
condition on July 14 on the other hand were highly variable, with large 
difference between the predictions even with station separations of no more 
than a few tens of kilometers. However, as can be seen from Table 16, in more 
than half the cases the predicted cloud tops from the two locations differed 
by less than 1 km, with the least frequent agreement for updraft radius of 1 
km. The importance of cloud size was much greater for dynamic potential, with 
predictions at the two locations differing by 500 m or less on over 60% of the 
days for radii of 0.5 and 2 km, and on only 26% of the days for radius of 1 km. 
Comparison: Prediction with Observation 
The predictions from GPCM and EML simulations based on proximity soundings 
were compared to radar echo tops and to aircraft measurements in a short pilot 
study to determine if one of the two models appeared to give better estimates 
of observed values than the others. The data set used in this study was 
fairly small - composed only of the dates on which special afternoon soundings 
were made. 
The radar measurements used in this part of the research were kindly 
provided by Dr. R. R. Braham of the University of Chicago. These consisted of 
tabulations of the height of the tallest echo observed on a full radar scan, 
on every hour and half hour between 1000 CDT and the disappearance of all 
convective echoes for the day. The radar was a 3 cm TPS 10 (range height 
indicator) operated by the University of Chicago at Greenville, IL, to the 
east of the METROMEX network (Appendix A). The highest echo top within 3 
hours of a sounding was considered to be the maximum cloud top for that part 
of the day. This was compared to the model predictions based on initial radii 
of 1 and 2 km. The 2 km radius is considered the more appropriate size for 
comparison with the tallest radar echoes, which are most likely to be in the 
largest clouds. 
The GPCM predictions for 2.5 m s-1 initial updraft only were considered 
since prior analyses (already described) indicated that the larger entrainment 
rate in GPCM offset the larger initial velocity. Moreover 2.5 m s-1 was the 
mean and median of a sample of 69 cloud base updrafts measured by aircraft in 
the same area, (Semonin, 1978). The EML predictions were based on initial 
updraft velocity of 1 m s-1. 
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Figure 63. EML predictions of top height and dynamic potential as a function 
of radius and location. Observed cloud base height used in all 
simulations. 
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Both sounding and radar data were available for eight days in July of 
1973. On some of these days soundings were available several times during the 
day and from more than one station. Thus 18 observed radar heights were 
available for comparison with model predictions. Al l 18 are plotted against 
EML prediction in Figure 64. (There are a few less points in the GPCM graph 
because no GPCM simulations had been made using the Salem 00Z soundings, which 
were included in the EML simulations). The vertical lines connect predictions 
from different locations but at a common time. 
It is evident from this figure that, for updraft radius of 2 km, EML 
tended to overestimate the cloud top rather badly when natural cloud 
development maximized in the middle range from 6 to 12 km but did well (within 
1 or 2 km) when atmospheric conditions produced very large clouds. (At R = 1 
km EML tended to underestimate the natural development). As Fig. 64 suggests, 
GPCM did better on the average, since it was prone to underestimate as 
frequently as it overestimated. The average differences between predicted and 
observed cloud tops were 1.8 and 3.0 km for GPCM and EML respectively, for a 
common 14 pair data set. However, if a 1 km (or less) difference in 
predicted-observed top is applied as cr i ter ion for a h i t , GPCM did no better 
than EML. This figure also indicates that when soundings were available from 
more than one location, sometimes the predictions from one site underestimated 
the development while the predictions from other(s) locations overestimated 
the cloud development. 
The comparison of model predictions with observed cloud characteristics 
was based on the average daily f l i gh t values listed in Appendix C. Special 
model simulations were made, using as radius the average "half" size for the 
cloud unit on that day, and the closest sounding in space and time. The 
predictions of vert ical velocity, thermal buoyancy, cloud water and tota l 
condensate at the height closest to the average f l i gh t level for the day was 
extracted from the simulated cloud pro f i le . These were compared to the f l i g h t 
average of the four variables in cloud units. On one day a l l of the 
simulations, EML and GPCM, for 3 different soundings taken during the f l i g h t , 
predicted cloud tops below the f l i gh t level. This occurred in GPCM 
simulations with i n i t i a l updraft of 1 m s-1 on 2 additional f l i g h t days and 
in EML and GPCM (2.5) simulations on 1 additional f l i gh t day each. 
The predicted vertical velocity and thermal buoyancy were nearly always 
larger than the observed (Figure 65). The average differences between 
predicted and observed vertical velocity (ignoring the sign) were 3.6, 7.2, 
and 6.3 m s - 1 for GPCM (1), GPCM (2.5) and EML, respectively. The average 
magnitudes of the predicted-observed difference in thermal buoyancy were 0.54, 
1.16 and 2.01C for GPCM (1), GPCM (2.5) and EML, respectively. As was found 
in the comparisons of the simulated prof i le maxima the EML predictions tended 
to be largest and the GPCM (1) smallest. Contrary to what was found in the 
comparison of predicted cloud tops and observed echo tops the GPCM (1) tended 
to give the best estimate of observed vertical velocity and buoyancy at the 
f l i gh t level. 
The predicted values of cloud water were also generally larger than 
observed, (Fig. 66), with the magnitudes of the differences averaging 0.27, 
0.55 and 1.35 g m-3 for GPCM (1), GPCM (2.5) and EML respectively. The 
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Figure 64. Predicted top height plotted against tallest radar echo within 
3 hours of sounding. Observed cloud base height used in simulations. 
Figure 65. Predictions of vertical velocity and thermal buoyancy at flight 
level plotted against average observed values. (See text). 
Figure 66. Predictions of cloud water and total condensate at flight level 
plotted against average observed values (see text). 
predicted total liquid condensate on the other hand was always less than the 
flight average. The differences between the predicted and observed ranged 
from 2.0 to 3.6 g m-3 with EML predictions being closest to observed and the 
GPCM (1) predictions being the farthest. The underestimate of total liquid 
water is not underpredicted since the models simulate the "first tower" and do 
not take into account sedimentation from above. 
The correlation between the predicted and average daily cloud tops and 
internal cloud characteristics were extremely low (< .3) for all 
simulations. Thus, the outlook for predicting daily conditions by these 
models, with the options that were selected for this study, is not promising. 
However, it was not the intent of this study to reopen the controversy of the 
adequacy and usefulness of the steady state, one dimensional model for 
predicting daily conditions. (Warner, 1970, 1971, 1972; Simpson, 1971, 1972; 
Cotton, 1971; Weinstein, 1971). The purpose was to try to determine which of 
the two models was more suitable for midwestern atmospheric conditions. 
Within the constraint of the specific options selected in this study program, 
the GPCM tended to give predictions which in the mean were closer to the 
observed. 
Summary 
The two models which were used in this study d i f fer fundamentally in the 
treatment of cloud dynamics. EML treats the r is ing air essentially as a 
bubble, while the treatment of the r is ing a i r in the GPCM is that of a 
continuous thermal. This has signif icant effect on the f inal predictions. 
Within the options used, the EML predictions for a l l variables were larger 
than GPCM predictions, for equivalent i n i t i a l updraft velocity and radius. 
This stems largely from the fact that in the GPCM simulations the updraft 
radius through most of the ascent is less than the i n i t i a l one, and therefore 
entrainment is generally larger than in the EML calculation. In the EML 
calculations, the form drag of the bubble was set to zero. If a non-zero 
value were to be used, the estimates of cloud top and vertical v e l x i t y would 
be reduced but the effect on the other variables would be relat ively small. 
Differences in predictions based on soundings from several locations at a 
common time and from the same location but 2 to 12 hours apart point up the 
need to consider not only synoptic changes, but also variations in the 
atmospheric conditions on the meso-scale. This appears to be part icularly 
true during periods when the pressure gradient over the central U.S. is f l a t 
and local conditions become very important. 
Although the spatial and temporal var iab i l i t y and the poor correlation 
between predicted and observed values would tend to discount the u t i l i t y of 
these models for predicting local conditions on a daily basis, they provide a 
means for evaluating the thermodynamic state of the atmosphere. Perhaps one 
of the most interesting outcomes of the analysis was the relationship found 
between predicted dynamic potential and predicted cloud top. This 
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relationship, which was comnon to both models, indicates that dynamic 
enhancement is most likely and is the greatest when thermodynamic 
stratification is such that natural cloud development would maximize between 5 
or 6 and 11 km. This range in heights is about the range at which Braham 
(1979) found positive seeding effects in the Whitetop project. The model 
results lend further support to Braham's conclusion that these positive 
seeding effects may have been due to dynamic rather than "static" effects. 
The results from this study and the model calculations reported by McCarthy 
(1972) indicate that dynamic enhancement of clouds should be possible in the 
Midwest when thermodynamic stratification limit natural growth to the "middle 
levels" i.e., from a kilometer above the freezing level to 1 or 2 km or so 
below the undisturbed tropopause. 
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Appendix A 
Aircraft and Support Facilities 
The aircraft facility was the key component for the observations made 
under the Atmospheric Sampling Project of the Precipitation Enhancement 
Program.* Additional data are available from the extensive field facilities 
operated by the State Water Survey in the METROMEX program.** Note in 
particular the special rawinsonde sites in Figure A1. 
Aircraft Facility 
The basic aircraft system had been developed over many years of cloud 
physics research at Pennsylvania State University. The airplane, an Aero 
Commander, is shown in Figure A2 and the characteristics of the platform are 
given in Table Al. 
Table Al. Airplane Characteristics 
Type: Aero Commander 680E 
Nominal Cruising Speed: 200 mph @ 10,000 ft. 
Normal Research Flight Speed: 70-80 m/s 
Operational Ceiling: =25,000 ft. 
Normal Ceiling (with full instrument package): ≈21,000 ft. 
Range: =750 stat. mi @ normal cruise, 600 with full instrument load 
Normal flight time: 3 hours with full research load 
The scientific instrumentation and some pertinent specifications are 
listed in Table A2 and some of the sensors are shown in Figures A3a to d. The 
recording systems aboard the airplane are listed in Table A3. 
Most of the commercially-available equipment listed in Table A2 have been 
used rather extensively in research aircraft. Instrumentation pertinent to 
this report, and that require further description are briefly discussed below. 
* Funded by the Bureau of Reclamation under contract #14-06-07197 
**Supported jointly by the State of Illinois, National Science Foundation and 
Atomic Energy Commission. 
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Figure A-1. Map showing the network of surface instruments operated 
by the State Water Survey during the summer of 1973. The aircraft 
base was located at Bethalto, just east of Alton, and the radar and 
main operations base at Pere Marquette (PMQ), north and west of 
the network. 
Table A-2. Aircraft Instrumentation 
* Provided by SWS 
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Table A3. Aircraft Recording Systems 
A. Quantitative Recording 
Data Logger: Control Equipment Corp. 
Inputs: 
Analog: 30 differential channels, variable gain, up to ± 10 V 
Digital: 5 channels, 3 BCD + Sign, TTL, DTL compatible 
Fixed Data: 3 Thumbwheel + 2 event button markers 
Internal Clock: Accuracy - 1 part/107 
Output: 7 track 200 BPI IBM compatible magnetic tape 
Sampling Rate: 0.5 sec 
Oscillograph Recorder*: Bell and Howell Type 5-130 
Input: 6 analog channels, galvonometer sensitivity .434 in/volt 
Output: Light sensitive photographic paper, 7 in wide. Paper speed 
selectable 
Sampling Rate: Continuous recording 
B. Qualitative Recording 
Time Lapse Photography: MRI modified Keystone 16 mm movie camera, 
permanently mounted at about 25° to 
airplane axis. Film rate selectable 
Sti11-Photography*: Hand-held 35 mm camera, wide-angle lens 
Observers Commentary*: Cassette Tape Recorder 
*Provided by State Water Survey 
Reverse Flow Thermometer: This instrument was built at Penn State 
University for use in cloud where the other sensors may experience wetting. 
The sensing element, a thermocouple, is located in a cylindrical housing, 
which has an obstruction to the flow on the forward end, but is open at the 
rear. Thus the air must enter the housing at the rear resulting in reversal 
in flow at the sensor. The time constant given in Table A2 (provided by Penn 
State) is applicable to the sensing element only, rather than to the 
instrument as a whole. Results of recent wind tunnel tests at the University 
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of Chicago (Rodi and Spyers-Duran, 1972) indicate that the response time is 
probably 20 to 30 seconds. Moreover, the ventilation within the housing is 
probably very low. 
Wet Bulb Depression: The sensing element is composed of a thermopile, 
with half of the elements wicked. This is mounted in the same reverse flow 
housing as is the temperature element and therefore probably suffers from the 
same problems. Moreover there were occasions when water flow to the wicks was 
intermittent. 
Vertical Gust Velocity: The Giannini probe consists of three elements 
mounted in the boom ahead of the fuselage: transducer which measures the 
pressure difference across two vertically-aligned ports on the leading edge of 
the boom, a gyroscope to measure pitch angle, and an accelerometer to measure 
the vertical acceleration. In the present configuration, all three 
measurements are recorded on magnetic tape. The software for computing 
vertical gust velocities is being developed at Penn State. 
Total Water Content Meter: This instrument was kindly loaned to us by the 
developer, Dr. Robert Rusk in of the Naval Research Laboratory. Condensate is 
evaporated as the incoming air passes through a heated chamber and the vapor 
density is then measured by an ultra-violet (Lyman Alpha) spectral absorption 
sensor (Ruskin, 1967). The response of this system is very fast. In order to 
minimize the possibility of bias arising from the sensing of the water in 
single large drops, a linearizing and integrating circuit was added before 
recording on the data logger. The integration was over 0.5 sec, the same as 
the recording interval. Since the oscillograph recorder is continuous, this 
circuitary was bypassed in the connection to the Bell and Howell. 
Concentration of condensate is given by the difference in vapor density as 
measured by the dewpoint hygrometer and the total water meter. Partition of 
the condensate into cloud and precipitation particles can then be determined 
by comparing simultaneous measurements of the Johnson-Williams and total water 
meters. 
Ground Facilities 
Operations Base: The airplane was housed at Alton Civic Memorial Airport 
near Bethalto, Illinois, but main operations base was located at the Water 
Survey's METROMEX Field Headquarters at Pere Marquette State Park. This 
extensive facility (Fig. A4) included the radar facility, a complete weather 
station, communications base and shop, storage and office facilities. 
The weather station had both circuit A and circuit C teletypes and a 
facsimile map recorder. Three hourly charts were plotted routinely, and 
hourly sectional charts as the weather required. Weather advisories were 
prepared and continually updated by a professional meteorologist. 
The central operations buildings contained, in addition to the weather station, the radar controls and several scopes, including a SPA-8 off center scope, and the base radio stations for ground-to-ground and ground-to-air communications. 
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Radar: Two radars were operated from Pere Marquette during the flight 
period, one a 10-cm PPI and the other a 3-cm RHI. The PPI is a FPS-18 with 
one megawatt peak power. The antenna, a 12-foot diameter dish, produces a 
pencil beam. It is operated at fixed elevation angle with scanning rate of 5 
revolutions per minute. The RHI, the TPS-10 which has long use in cloud 
physics research, has regular banana-peel antenna operating at a scan rate of 
1° azimuth per second. During flight periods it was usually operated in 
sector scan mode, covering the area in which the airplane was penetrating 
clouds. As operated in June and July, the range of the TPS-10 was 60 n mi and 
of the FPS-18 was about 70 n mi. 
Both the FPS-18 and TPS-10 scopes were photographed. In addition the 
radar signals were processed through an analog signal integrator on a time 
share basis. The integrated signal from the TPS-10 was recorded continuously, 
interrupted every 5-min for recording of the FPS-18 integrated signal. 
Both radars scanned the area where the airplane was penetrating clouds, 
during the flight and continuing on until the cloud areas that had been 
penetrated had dissipated or moved out of range. A SPA-8 radar indicator with 
off-center display permitted continuous monitoring of echoes in the vicinity 
of the aircraft. Real-time radar intelligence was transmitted to flight 
meteorologist by ground-to-air radio communication. The radar meteorologist 
also provided invaluable guidance in locating favorable cloud areas. 
Additional radar data may be available on some occasions from the 
University of Chicago Cloud Physics TPS-10 which was operated at Greenville, 
Illinois, on the eastern edge of the raingage network. 
Raingage Network: There are 243 stations in the 3900 mi2 raingage 
network (Fig. Al). At each station is located a standar weighing bucket 
recording raingage. All of the gages, with but few exceptions, operate with 
24-hr gears and the charts are changed weekly. Since the 24-hr charts may 
revolve several times prior to the onset of precipitation, a few gages with 
weekly gears are placed judiciously throughout the network in order to 
establish the day of each storm. 
Upper Wind and Temperature Soundings: The routine National Weather 
Service rawinsonde data are available from Peoria, Illinois, to the northeast, 
Salem, Illinois, to the southeast, Monet, Missouri, to the southwest and 
Omaha, Nebraska, to the northwest. In addition, special rawinsondes releases 
were made from Salem and Pere Marquette and aircraft soundings were made 
during flight. After 10 July, the METROMEX pibal and radiosonde network 
provides, routinely, radiosonde data at 0700 and 1330 from three locations and 
pilot balloon data to 3 km at six times during the afternoon from 11 
locations. The radiosonde and pibal stations are also shown in Figure Al. 
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Figure A2. The Pennsylvania State University 
instrumented Aero-commander 
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Figure A3. Research probes 
(a) Boom instrumentation (l) gust probe (2) angle 
of attack vane (3) CCN probe 
(b) Probes protruding through top of fuselage (view 
from front of airplane), (4) Rosemount thermometer, 
non-deiced (5) Rosemount thermometer, deiced 
(6) Hydrometer sampling port 
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Figure A3. (Continued) 
(c) Wing mounted probes (7) Reverse flow housing for 
temperature element and wet-bulb depression sensor 
(8) NRL total water meter (9) Johnson-Williams cloud 
water meter 
(d) Enlargement of total water meter 
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Figure A4. An aerial photograph of the headquarters base at Pere 
Marquette State Park, Illinois: (l) TPS-10 Radome, (2) FPS-18 
Antenna, (3) GMD-1 Antenna, (4) Weather station, radar control 
room and radio communication center, (5) FPS-18 electronics, 
(6) Electronics and mechanics shop and storage, (7) Office space 
and housing for staff, (8) Caretaker's home 
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Appendix B 
Liquid Water Content - Sampling Considerations 
Total Water Meter 
The ability of an instrument with small sampling volume to reliably 
measure total water content has been criticized by Smith (1976) and defended 
by Kyle (1976). The combination of small sampling volume and the low 
concentrations of large drops (except in heavy rain) introduces two 
problems: (a) low probability of intercepting large drops (undersampling) 
and (b) allocation of a rare event to too small a volume. Both have the net 
effect of producing non-representative liquid water contents. 
In the data reduction and massage, two methods were used to try to 
minimize these errors. One was to consider as errors, and remove, single 
point, isolated, very large values of total water content. The second was to 
increase the effective sampling volume by using a low pass filter (smoother) 
and also by averaging over cloud traverses. 
Potential errors can be estimated from the study done by Kyle, 1976). 
Kyle derived an expression for the fractional error in measured water mass, 
assuming a Marshall-Palmer distribution for the drop sizes, homogeneous cloud, 
and Poisson statistics. Further assuming constant airspeed and sampling 
interval (therefore constant sampling volume, V) the fractional error, E, in 
total liquid water content, TLW is given by: 
where p = density of water and No is the coefficient in the Marshall-Palmer distribution. Assuming NO = .08 cm-4 this becomes: 
for all terms in cgs units. 
The "point" measurement from the total water meter used in this program 
was actually an integration over 0.5 sec (35 m). The filter that was used 
"spread" the point distribution over 7, half-second intervals. The traverse 
length over a cloud unit was approximately 2 km and over a cloud pass was 
approximately 4 km. Fractional errors in total liquid water content estimated 
from equation (2), for a range of TLW, are given in Table Bl, and in Table B2 
are given some relevant parameters of the sample distributions of average and 
maximum values of TLW in clouds and cloud units. 
To the extent that the assumptions apply, the Kyle derivation would 
indicate that sampling errors were less than 20% for cloud units and less than 
14% for clouds. However it should be noted that the Marshall-Palmer 
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Table B-l: Percentage error in total liquid water contents, 
TLW, estimated for a point (after smoothing with low 
pass filter) and for average over cloud and cloud units. 
20 35.7 12.9 9.1 
15 36.8 13.3 9.4 
10 38.9 14.1 10.0 
5 42.4 15.3 10.9 
2 47.5 17.2 12.2 
1 51.9 18.8 13.3 
Table B-2: Distribution of average and maximum total liquid 
water contents (TLW) in cloud units and clouds. 
Average TLW Min. 1.0 1.0 
Med. 3.5 3.4 
Upper Quartile 4.5 4.5 
Upper Decile 6.0 5.8 
Max. 17.0 14.0 
Maximum TLW Min. 2.0 2.0 
Med. 5.5 6.0 
Upper Quartile 6.7 7.7 
Upper Decile 9.5 16.6 
Max. 21.5 21.5 
Cloud Units Clouds 
Percent Error 
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Figure Bl. The liquid water content that would be indicated 
at a point by the total water meter for a drop of specified size. 
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distribution was based on collection of rain drops at the surface and there 
may be some question as to its validity 3 km above cloud base in growing 
cumuliform clouds. 
In Figure B-l are shown the liquid water contents that would be caluclated 
for a 35 m traverse (point value) as a result of a single drop of various 
sizes. The water contents are very large for 4 or 5 mm drops but the 
probability of intercepting a 4 or 5 mm drop with an aperture 1 cm in diameter 
is very low, even assuming a rain distribution such as the Marshall-Palmer. 
Moreover such large liquid drops are likely to break up in a turbulent 
medium. Such rare events (a few/m3 at the very most) would have been 
treated as errors in the pre-analysis massage. Drops in the 2 to 3 mm range 
occur more frequently, but a single encounter would not account for the maxima 
observed in most cases. 
Cloud Water Content: Johnson-William Meter 
The sensor on the Johnson-Williams is a thin, heated wire. Water drops 
hitting the wire are evaporated, and the heat "lost" by the wire in the 
process is a function of the amount of water evaporated. However, because of 
the small wire diameter, and the high airplane velocity, large drops are 
"stripped" from the wire before they are completely evaporated. It has been 
shown in wind tunnel and in-flight tests that at airspeeds up to 100 ms~i, 
the JW measurement is valid only for the water contained drops with diameters 
less than 50 u. 
In addition, the amount of water which can be evaporated is limited by the 
heat available. Water flow rates in excess of this amount will cause the 
instrument to "saturate." The level of saturation is a function of the 
particular instrument and of the airspeed. Theoretical calculations made by 
the company and provided in the instrument manual indicates that saturation 
should have occurred at 4.8 gm-3. In fact, water contents in excess of this 
amount were encountered. In those cases, the value was set to 5 gm-3. 
It is not known why or how values in excess of theoretical saturation 
could have been recorded. However, it is known to have occurred in other 
airplanes and with other JW instruments which suggests that the theoretical 
computations underestimate the capability of the instrument. 
APPENDIX C 
Cloud and Environmental Variables 
Flight Values 
The tabulations that follow give the values of various s t ra t i f i ca t ion 
parameters by f l i gh t . In addition, Tables C3-6 give the average values 
of the key cloud parameters for each f l i gh t . 
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Table C1. Cloud base data for each flight 
3 1.2 19.6 17.0 
4 1.2 17.0 14.3 
5 1.2 17.0 14.2 
11 1.4 15.3 13.2 
12 1.1 21.3 18.5 
13 1.1 20.7 17.6 
16 1.4 18.5 16.1 
17 1.2 20.8 18.3 
18 1.3 20.8 18.3 
22 1.3 20.5 18.0 
23 1.1 21.8 19.0 
25 1.1 21.6 19.2 
26 1.5 18.2 15.9 
27B 1.4 19.6 17.2 
28 1.1 21.2 18.4 
34 1.6 16.4 14.4 
Average 1.26 19.4 16.8 
Table C2. Average values of environmental stratification variables of 
vertical wind shear and lapse rate by flight. 
3 5.78 1.38 335 
4 5.78 1.67 273 
5 4.87 2.08 287 
11 6.20 4.22 008 
12 6.07 2.23 318 
13 5.94 2.14 337 
16 6.72 2.27 93 
17 4.95 2.42 158 
18 4.95 2.42 158 
22 6.62 4.74 259 
23 6.28 4.22 303 
25 5.85 5.81 304 
26 5.58 1.89 259 
27B 6.28 2.74 307 
28 6.57 3.00 246 
34 4.96 1.74 338 
Average 5.84 2.81 
Wind Shear Vector 
Table C3: Mean values of water content variables 
for cloud passes, by flight. 
(1) For a l l variables involv ing to ta l and precip water, N = 4 on F l t . 7, N = 8 on F l t . 25 and N = 6 on F l t . 26. 
(2) N = 9 for all cloud and precipitation water variables. 
Table C4: Mean values of water content variables 
in cloud units, by flight. 
(1)For all variables involving total liquid and precipitation water content N = 8 for Flt. 3, N = 16 for 
Flt. 17 and N = 7 for Flt. 14. 
(2)N = 14 for all cloud and precipitation water variables. 
Table C-5. Mean values of temperature and length of traverse, 
and peak rates of climb (UDX) and thermal 
buoyancy (BOUP) for cloud passes, by flight. 
3 7* -0.48 3.09 7 4.53 0.81 
4 5 -1.44 3.50 4 5.57 1.09 
5 17 -0.87 5.66 11 5.35 1.12 
11 12 -0.15 4.13 8 6.90 1.03 
12 12* 0.53 4.79 12 7.57 1.64 
13 13 0.69 3.77 11 7.91 2.16 
16 7 -0.76 3.08 4 6.92 0.90 
17 17 0.26 3.43 14 5.04 1.16 
18 7 -0.72 4.26 6 9.22 1.48 
22 1 -2.10 2.01 1 3.40 0.84 
23 1 0.68 11.16 1 6.00 2.67 
25 9* -1.05 3.15 8 6.02 1.26 
26 8 1.21 1.92 6 5.15 0.94 
27 18 2.92 3.10 15 6.95 1.55 
28 7 2.40 5.79 7 7.06 2.27 
34 7* 0.61 3.28 6 6.83 0.92 
*Number of cases for BOUP are 4 for Flt 3, 11 for Flt 12, 8 for Flt 25 and 3 
for Flt 34. 
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Table C-6. Mean values of temperature and length of traverse 
and peak rates of climb (UDX) and thermal buoyancy 
(BOUP) for cloud units, by flight. 
3 12* -0.34 1.73 8 4.20 0.59 
4 8 -1.28 2.12 4 5.57 1.00 
5 26 -0.61 2.64 11 5.35 0.98 
11 19 -0.10 2.15 9 6.50 0.62 
12 22* 0.51 1.98 18 5.99 1.15 
13 26 1.00 1.44 19 7.07 1.85 
16 13 -0.73 1.60 6 6.10 0.98 
17 31 0.69 1.86 20 4.94 1.01 
18 13 -0.75 2.40 9 7.19 0.97 
22 1 -2.10 2.01 1 3,40 0.84 
23 5 0.85 1.69 1 6.00 1.88 
25 17 -1.34 1.43 12 5.64 0.86 
26 14 1.05 1.00 9 4.76 0.56 
27 50 2.85 1.21 33 5.96 0.90 
28 17 2.21 1.86 12 6.18 1.49 
34 17* 0.34 1.81 13 6.37 1.32 
*Number of cases for BOUP are 12 for Flt 3, 21 for Flt 12 and 7 for Flt 34. 
APPENDIX D 
Comparison of Main Features of the Great Plains Cumulus Model (GPCM) and the NOAA Experimental Meteorological Laboratory Model (EML). 
A. INITIAL CONDITIONS 
A.1. Cloud Base Height 
CCL based on a mixing depth of Either specified base height or 
50 mb. When the lowest 200 mb layer CCL based on 100 mb of mixing depth. 
is very wet ( i . e . , average relat ive 
humidity, R.H., is greater than or 
equal to 85%), LCL is used instead. 
Modified by ISWS to be able to 
handle both CCL (100 mb of mixing 
depth) and input base height. 
A.2. I n i t i a l Radii of 
Updraft, R 
Set to 0.5, 1.0, 2.0, 3.0, 10.0 Eight radi i were used: .50, 0.75, 
km by incremental steps. Modified 1.0, 1.25, 1.50, 2.00, 2.50, and 3.00. 
by ISWS to have radi i of 0.50, 1.0, Modified by ISWS to .50, 0.75, 1.0, 
1.50, 2.0, 3.0, and 5.0 km. 2.0, and 3.0 km. 
A.3. I n i t i a l Updraft 
2.5 m/sec 1.0 m/sec 
A.4. Checks on Initiating 
Simulation 
No computation for soundings when None 
the increase in temperature required 
for cloud formation (i.e., difference 
between convective temperature and 
observed surface temperature) exceeds 
climatological extreme values. A 
second check is made on cloud forma- None 
tion by using slice method to check 
the layer from sfc to 600 mb for ratio 
of updraft area/downdraft area >1. If 
cloud is not deep enough, no computation 
is made. 
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A.5. Input Soundings 
Input sounding values for every 
10 mb, include : 
p (pressure, mb) 
z (height, m) 
T (temperature, °C) 
DD (wind direction, Deg) 
U (wind speed, m/s) 
JLVL = # of levels 
Four different modes of input for 
all levels available: 
Mode 1 : temperature, mixing ratio 
and pressure 
Mode 2 : temperature, relative 
humidity and pressure 
Mode 3 : pressure, temperature and 
dewpoint depression 
Mode 4 : pressure, temperature, and 
dewpoint which can then be 
interpolated into every 50 
meters by the use of proper 
subroutines. 
B. NUMERICAL COMPUTATION 
B.l. Integration Step 
10 mb or 200 meters 50 meters 
B.2. Freezing Level 
-20° to -40°C for natural 
cloud; -50 to -25°C for modi­
f ied cloud ( l inear) . 
Natural cloud a l l water or up to 
-40°C;tnree options for modified natural 
glaciation -15°C to -40°C. 
B.3. Termination of 
Simulation; Cloud Top 
The f i r s t level above cloud base 
that the updraft is less than or 
equal to 0, or when the integration 
has proceeded through the sounding, 
whichever comes f i r s t . 
The same as GPCM, except cloud top 
is last level plus radius of updraft. 
C. CLOUD DYNAMICS 
C.1. Temperature 
Temperature changes with height 
involves the moist-adiabatic temper­
ature decrease, the loss of heat to 
warm the entrained air, and the loss 
of heat to resaturate the entrained 
ai r. 
A simpler method involving an 
entrainment calculation following 
Stommel (1947), which is performed on 
the computer proceeding from cloud 
base upward between sounding points 
to obtain temperature, specific 
humidity and liquid water condensed. 
Essentially same as GPCM, only 
technical differences. 
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C.2. Upward Motion, w 
where Q = total water content, i .e . 
the l iqu id water content (g/g) + ice. 
Ty, Tve are vir tual temperatures of 
in-cloud and surrounding a i r , resp. 
g = gravity 
dz = integration step 
u = entrainment factor, set equal 
to 0.15/radius. 
C.3. Updraft Radius 
R varies with height according to 
mass continuity, i.e., 
R is constant with height 
where P=air density and 
others as in C.2. 
C.4. Updraft Correction 
Due to Wind Shear 
A wind shear correction is applied 
following Malleus (1952). The adjusted 
vert ical velocity then taken as the ver­
t i ca l component of the sloping updraft 
None 
Where Ue6 is the horizontal speed of air in the environment and U] is the horizontal 
speed in the cloud given by 
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D. CLOUD MICROPHYSICS 
D.1. Condensate 
The scheme is basically after 
Kessler (1969). 
Continuity equation to describe 
the moisture gained by condensation 
and loss through mixing. The resultant 
water concentration partitioned into 
cloud water, cloud ice, rain water and 
grauple (optional). 
The water balance exists throughout 
the depth of cloud before precipi­
tation fallout. Change in condensate 
given by generation term, loss of 
cloud water due to mixing with the 
environment, reduced by linear freezing, 
conversion of cloud water to hydro-
meteor water, accretion of cloud water 
to hydrometeor water and accretion of 
cloud water to graupel. The equations 
actually used in calculation are based 
on empirical formulae developed by 
Wisner (1970) and others. 
Berry (1968) and Kessler's scheme are 
options. The condensate only involves 
cloud water, precipitation water and 
cloud ice. 
The initial cloud droplet growth is 
by condensation and coalescence of 
cloud-sized particles. Auto conversion is 
given by: 
where: m = precipitation water content 
m = cloud water content 
Nb = number concentration of early droplet spectrum near cloud base (#/cm3) 
Db = relative dispersion due to conden­sation spectrum. 
Different autocoversion rates are 
predicted for maritime and for contin­
ental clouds. 
(The set of Nb & Db for landwasused in 
ISWS calculation.) 
The collection scheme follows Kessler's 
(1965-1.967), with the assumption that the 
precipitation spectrum follows that 
of Marshall-Palmer. 
E=collection efficiency (1 for liquid 
clouds). The threshold value for conversion 
set at 0.5. 
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D.2. Fallout 
The fallout scheme for hydrometeors 
and graupel was fashioned after EML (1969), 
except for calculation of terminal velocity. 
The fractional fallout of precipitation 
M in each height interval is the ratio 
of the time for the tower to rise 
through the vertical height step (i.e., 
integration step) to the time for the 
volume median diameter drop to fall 
through one radius. 
D.3. Terminal Velocity 
After Srivastava 
for hydrometeors 
a = 2115 cm sec-1 
b = 0.8 
cm/sec, for graupel. 
the terminal velocity of the median 
volume drop size D0. 
