The solutions for a class of Maxwell's Equations in matter are presented. These solutions describe the magnetic fields as generated by a hard ferromagnet of finite length with missing mass and are important in the area of nondestructive evaluation.
Introduction and Preliminaries
In this section the basic model for a hard ferromagnet is presented. The basic model is subject to modifications that describe the observed physical phenomena more closely but these modifications result in sets of solutions that are no longer expressible in simple closed analytical forms. For the purposes of this paper, however, the basic model contains all the important aspects of ferromagnetic theory.
Basic Magnetostatics
Let Ω ⊂ R 3 denote a hard ferromagnet 1 and ∂Ω its piecewise smooth oriented surface. We assume that Ω is a compact subset of R 3 and has nonempty simplyconnected interior. Applying an exterior field H to Ω induces a magnetization vector field M : Ω → R 3 in the interior
• Ω of Ω. It is advantageous to assume that M vanishes on the boundary ∂Ω: M| ∂Ω ≡ 0. Note that this introduces a discontinuity of M on the boundary, which is not observed in the physical reality but provides a convenient mathematical idealization. The vector fields H and M produce the magnetic field B in R 3 according to the constitutive relationship
In addition, there exists also a constitutive relation between the vector fields H and B of the form
where f is a multiple-valued function referred to as the hysteresis function. Figure 1 shows an example of a hysteresis function. 
Maxwell's equations, which are based on theoretical and experimental results, describe the behavior of electric and magnetic fields in matter. Their differential and integral forms as follows.
3 (Here , denotes the canonical inner product on L 2 (R 3 ).)
∇, B = 0,
2 In what follows, cgs units will be used. 3 In the cgs system, the integration of the electric field over the surface of a sphere produces the factor 4π (times the electric charge enclosed). This explains the ubiquitous occurrence of 4π.
Here the vector function E : R 3 → R 3 is called the electric field and the electric permittivity. The constant c is the speed of light, : R 3 → R the electric charge density and Q the total electric charge inside the closed surface S. The vector function J : R 3 → R 3 denotes the macroscopic current density and I := S J· dσ the (macroscopic) current encircled by the closed curve γ bounding the surface S. Given any closed orientable piecewise smooth curve γ bounding a surface S, the quantities Φ e , Φ m : R 3 → R are called the electric and magnetic flux, respectively:
Here the orientation on S is induced by that of γ. (7) allows the interpretation of B as a magnetic flux density, i.e., as the "number" of magnetic field lines enclosed by the curve γ, whereas Φ e can be interpreted as the "number" of electric field lines piercing the surface S . For similar interpretations of electrodynamic quantities and their modern differential-geometric interpretations in terms of differential forms, the reader is referred to [13, 17] .
(3) and (4) are referred to as Gauss's law. In particular, (4) expresses the fact that there are no magnetic monopoles, i.e. that B is an (axial) vector field or, more precisely, a 2-form: B = B x (x) dy ∧ dz + B y (x) dz ∧ dx + B z (x) dx ∧ dy. The functions B x , B y , B z : R 3 → R are called the x, y, and z-component of B, respectively. (5) is commonly called Ampère's law with Maxwell's extension and (6) Faraday's Law of Induction.
For the purposes of this paper, it is assumed that there are no electric fields present and that the magnetic field B is static, i.e., ∂B/∂t ≡ 0. Hence the set of Maxwell's equations reduces to In the case when J vanishes, ∇ × H = 0 and thus there exists locally a continuously differentiable scalar function Ψ : R 3 → R, called the magnetic scalar potential, so that H = −∇Ψ.
Using (8) together with (1) transforms ∇, B = 0 into the Poisson equation
where ∆ denotes the Laplacian. The right-hand side of (9) can be thought of as a magnetic charge density ρ : R 3 → R, x → − ∇, M (x): Choose a point p ∈ ∂Ω and apply the Divergence Theorem to a cylinder of radius ε > 0 and height 2 ε centered at p making use of the assumption that M vanishes on ∂Ω to obtain that the quantity M, n equals M, n = 1 4π (∇Ψ) ∂Ω · n and can therefore be thought of as a magnetic surface charge density. (Here n denotes the unit (outward) normal to ∂Ω.) A solution to (9) is then given by (see for instance [5] )
(Here ∇ x refers to the gradient with respect to the variable x ∈ Ω and, for the remainder of this paper, all primed quantities are evaluated at x ∈ Ω.) If we assume a linear relationship of the form (2), then one can compute the magnetic field B from the above equation via
Assuming that the interchange of ∇ and is allowed, one obtains
For the above-described idealized situation of magnetizing Ω, the magnetization field M may, in first approximation, be considered to be uniform and constant: M = M 0 e z , M 0 > 0, e z unit vector in the z-direction. Thus, (11) simplifies to
For 0 < a < b < L, L 1, and A(r 1 , r 2 ) := {(x, y) : 0 ≤ r 1 ≤ x 2 + y 2 ≤ r 2 } assume now that Ω := A(r 1 , r 2 )×[a, b]. (For r 1 > 0, such a hard ferromagnet is encountered, for instance, in nondestructive evaluations of pipes.) The surface ∂Ω of Ω consists of the annuli A(r 1 , r 2 ) × {a}, A(r 1 , r 2 ) × {b}, and the two cylindrical surfaces ∂Ω 1 := {(x, y) :
. Now suppose mass, represented by a volume element V , is removed from Ω in such a way that part of ∂V belongs to either ∂Ω 1 or ∂Ω 2 , but not both. Denote by Σ that part of the boundary of V which does not belong to ∂Ω and assume Σ is piecewise smooth and orientable. Note that Σ is also part of the boundary of Ω \ V . Now if the dimensions of Σ are big enough and the applied field H is sufficiently large, then the magnetic field lines of B will leave the interior of Ω, penetrate its exterior, and re-enter Ω. This process is called magnetic flux leakage. As removing mass from Ω is a local phenomenon in regards to the overall geometry, focus is entirely given to the magnetic field B in the vicinity of Σ. This field, B Σ , is called the magnetic flux leakage field and its shape can be explained using Ampère's Dipole Model. One assumes that B Σ is generated by magnetic dipoles situated on opposite sides of the surface Σ ⊂ Ω \ V . In other words, the distribution of magnetic dipoles on the surface Σ, regarded as 4 Here one needs to assume that Ψ ∈ C 2 (
a Radon measure on Σ, generates B Σ . An explicit expression for B Σ is given by (11) with only the slight modification of replacing ∂Ω by Σ.
Here we also used the fact that the magnetic permeability µ is approximately equal to one outside the ferromagnet Ω. The magnetic dipole distribution is given by the Radon measure µ Σ := M, dσ Σ whose support is Σ. The distribution of the magnetic dipoles, i.e., µ Σ , is determined by the magnetization M in a neighborhood of Σ in Ω and the specific material properties of the ferromagnet Ω. Precise knowledge of these two properties together with exact information about the geometry of Σ would uniquely determine the Radon measure µ Σ . On the other hand, µ Σ does determine the geometry of Σ once M and the ferromagnet's material properties are known. In this case, one has the one-to-one correspondence Σ ←→ µ Σ . Unfortunately, M and the material properties of Ω are only approximately, if at all, known.
Coordinate Systems
Here a summary of the five types of coordinate systems employed in this paper is given and the relevant quantities necessary for the evaluation of the integral in (13) are presented. Since the integrals in 13 are additive with respect to volumes and surfaces, the volume elements V associated with these coordinate systems make up the building blocks for more complex removed masses.
Cartesian Coordinates
The unit vectors in the cartesian coordinate system (x, y, z) are denoted by { ı, , k}. Throughout the remainder of this paper, it is assumed that the y-axis is the symmetry axis for Ω, that the magnetization M is along the y-axis, and that k is perpendicular to ∂Ω 2 . Definition 1.1. If V has the form
where 2w > 0, 2 > 0, and 2d > 0 denotes the width, length, and depth of the missing mass element V , then it is called cartesian.
Circular Cylindrical Coordinates
where r 0 > 0 and d > 0 denote the radius and depth.
Spherical Coordinates
Definition 1.3. V is called (hemi)spherical if it is of the form
with ρ 0 > 0 denoting the radius/depth.
Parabolic Coordinates
The parabolic coordinate system (ξ, η, ϕ) consists of 1. Confocal paraboloids about the positive z-axis: ξ = constant, 0 ≤ ξ < ∞.
2. Confocal paraboloids about the negative z-axis: η = constant, 0 ≤ η < ∞.
3. Half planes through the z-axis: ϕ = constant, 0 ≤ ϕ ≤ 2π.
As usual, the azimuth angle ϕ is measured counter-clockwise from the positive x-axis when viewed from the positive z-axis. The relationship between cartesian coordinate (x, y, z) and parabolic coordinates (ξ, η, ϕ) is given by
It is noted, that the parabolic coordinate system introduced above is a lefthanded system, i.e.,ξ ×η = −φ. The unit vectors are denoted byξ,η, andφ, and the nabla operator ∇ and the Laplacian ∆ are
respectively. The oriented surface element dσ for a paraboloid ξ = ξ 0 = const. is given by
where, due to the left-handedness of the parabolic coordinate system, n is the inward normal n = 1 
where ξ 0 = r 0 / √ 2d and η 0 = √ 2d.
Remarks 1.1. by
Elliptic Cylindrical Coordinates
The elliptic cylindrical coordinate system (u, v, z) consists of 1. Elliptic cylinders u = constant, 0 ≤ u < ∞.
Hyperbolic cylinders
3. Planes parallel to the xy-plane, z = constant, −∞ < z < +∞.
The transformation equations between cartesian coordinates (x, y, z) and elliptic cylindrical coordinates (u, v, z) are given by 
Here Re and Im denotes the real and imaginary part, respectively. The azimuth angle v is again measured in a counterclockwise fashion from the positive x-axis when viewed from the positive z-axis. The parameter a is the focal length of the ellipse given by a 2 = (major semi-axis) 2 − (minor semi-axis) 2 . The nabla operator ∇ and the Laplacian ∆ in this coordinate system are
respectively, withû,v, andẑ denoting the unit vectors. 
or, more precisely, The surface element dσ for an elliptic parabolic V is given as
with the unit normal n being 
Cartesian V
In this section, the magnetic field B Σ generated by a cartesian V is explicitly computed. For this purpose, consider a cartesian V centered at the origin with length 2 , width 2w, and depth 2d. To compute the magnetic field B Σ generated by this type of V , (13) is employed. For a function f : R 3 → R and a triple a := (a 1 , a 2 , a 3 ) ∈ R 3 , denote by {f, a} the function
Theorem 2.1. Suppose that V car is cartesian of width 2w, length 2 , and depth 2d and the magnetization is of the form M = M . Then the magnetic flux leakage field B Σ = (B x , B y , B z ) generated by V car can be explicitly and exactly calculated. The exact expressions for the components are given by
, where ϕ(x, y, z) = log(−z+ x 2 + y 2 + z 2 ) and ψ(x, y, z) = sgn (y) arcsin(
, and thus
Since the functions r − (x,
2 satisfy all the hypotheses for the application of the theorem (Interchangeability of Integral and Partial Derivative) in [15] , p. 59, the x-, y, and z-components of B Σ are obtained as
and
respectively. Performing the partial differentiation in the expression for B x yields
Setting ξ = x − x and integrating over ξ between ξ = x + w and ξ = x − w gives
Substituting ζ = z − z in each of the four integrals reduces each one to an integral of the form
with a different value for a 2 . Defining a function ϕ :
yields the stated expression for B x .
To obtain the y-component B y of B Σ , one proceeds similarly.
Setting ξ = x − x and integrating over ξ between ξ = x + w and ξ = x − w and then replacing z by ζ = z − z and integrating over ζ from z + d to z − d yields
Each of the four integrals is of the form
with different values for a 2 and b 2 . Such integrals may be solved employing the substitution X = a tan u. This substitution yields
The latter integral evaluates to
Introducing the function ψ :
where sgn (x) denotes the signum function, gives the exact solution for B y . The z-component B z is given by
Notice that B z is just B x with x replaced by z. Hence, the conclusion follows. 3 Cylindrical V Suppose that V is cylindrical with radius r 0 and depth d, i.e., V cyl = {(r, φ, z) : r = r 0 , 0 ≤ φ ≤ 2π, 0 ≤ z ≤ d}. Assume again that M is again of the form M = M , and thus M , dσ = −M r 0 sin φ dφ dz . Note that since the magnetic field leaks into the interior of V cyl , n is the inward normal n = (− cos φ , − sin φ , 0). Thus, 
where r < = min{r, r 0 } and r > = max{r, r 0 }.
Proof. Cf. [8] .
Here I ν denotes the modified Bessel function of the first kind of order ν and K ν the modified Bessel function of the third kind of order ν or Macdonald's function. Exact definitions and properties of these functions may be found in [1, 3, 5, 9] .
With this expansion of |x − x | −1 , the magnetic scalar potential becomes
Note that the above -and all subsequent -interchanges of the integrals and the infinite sum is justified. The above integral can be further rewritten as
As 2π 0 sin φ dφ = 0 
Hence, the next result is established.
Theorem 3.1. Suppose that V is cylindrical with radius r 0 and depth d. Then the magnetic scalar potential generated by V cyl is given by
In the case that r < = r 0 = r > , this above representation may be expressed in terms of an infinite series of the form
Proof. The first part is obvious from the above calculations; the second part is established as follows. The Taylor series for the function
Substitution of this series into (18) and interchange of infinite sum and integral yields
Note that
where the duplication formula for Gamma functions was used (cf.
[1], 6.1.18). Thus, after simplification,
which proves the statement.
In order to obtain formulae for the magnetic field B Σ , two cases need to be considered.
CASE I: r > r 0
In this case, r < = min{r, r 0 } = r 0 and r > = max{r, r 0 } = r. Hence,
The radial component B r of B Σ is the given by
Using the fact that
The azimuthal component B φ of B Σ is obtained in a similar fashion. As B φ = (−1/r)(∂Ψ/∂φ), the result is
In this case, r < = min{r, r 0 } = r and r > = max{r, r 0 } = r 0 . Hence,
As above in Case I, the azimuthal component B φ is
The cartesian components B x and B y of B Σ are obtained via
In this section, an exact solution for the magnetic flux leakage field due to a (hemi)spherical V is derived. To this end, assume that the radius/depth of said V is ρ 0 . Then
The magnetization M is again assumed to be along the y-axis:
To proceed the next lemma is needed.
Lemma 4.1. In spherical coordinates, the Green's function |x − x | −1 for the potential equation ∆Ψ = 0 has an expansion in terms of spherical harmonics Y m of the form
with ρ < = min{ρ, ρ 0 } and ρ > = max{ρ, ρ 0 } (cf. [3, 5, 6, 8, 15] ). Here * denotes complex conjugation. The spherical harmonics Y m (θ, φ) are expressible as
where P m (x) are the so-called associated Legendre functions of degree and order m:
Proof. Cf., for instance, [5] or [8] . For definitions and results see [1] (Ch. 8) or [3] (Ch. 12).
The right-hand side of (19) may be expressed completely in terms of real functions by splitting off the = 0 and ( , m) = ( , 0) term, combining those terms in the sum over m that correspond to positive and negative indexes, and using the fact that e −imφ + e imφ = 2 cos φ. This yields
The functions P (x) = P ,0 (x) are the Legendre polynomials of degree . With the above expression for |x − x | −1 , the magnetic scalar potential now reads
The first and second term inside the bracket vanishes since the integral over φ is equal to zero. Moreover,
Therefore, in the third term inside the bracket only the m = 1 summand contributes to the sum over m. Thus,
The integral over θ can be exactly evaluated using the following approach. Let u = cos θ . Then
Here the fact that P m (−x) = (−1) +m P m (x) was employed (cf. [3] , p. 437, 12.93). Using the definition of the associated Legendre functions P m (cf. [3] , p. 435, 12.84),
the function P ,1 can be written as P ,1 (u) = √ 1 − u 2 dP /du. Hence,
Now,
(cf. [3] , p. 424, 12.34 and 12.35) and the moment integral is equal to 
combining (22) and (23), and simplifying yields π π/2
Therefore one arrives at the following result.
Theorem 4.1. The magnetic scalar potential due to a (hemi)spherical defect of radius ρ 0 is explicitly given by
or, more specifially,
where
Proof. Only P 1,1 (cos θ) = sin θ remains to be shown. This, however, follows immediately from (20).
The ρ-, φ-, and θ-component of the magnetic field B Σ are thus
In the derivation of B θ the following recursion relation of associated Legendre functions was used to replace the derivative of P 1,1 , respectively, P 2λ,1 with respect to θ (cf. [3] , p. 437, 12.90).
The cartesian components B x , B y , and B z of B Σ are obtained via B x = sin θ cos φ B ρ + cos θ cos φ B θ − sin φ B φ B y = sin θ sin φ B ρ + cos θ sin φ B θ + cos φ B φ (26) B z = cos θ B ρ − sin θ B θ .
Semi-spherical V
To complete the discussion of spherical V 's, an exact expression for the magnetic flux leakage field B Σ generated by a semi-spherical V is derived.
In the derivation of the exact solution for magnetic flux leakage, the first form V l is used and the expansion in (21) is employed with the appropriate modifications. (The magnetic flux leakage field for V r is obtained from that of V l via the reflection y → −y.)
The scalar magnetic potential Ψ is comprised of three terms T 1 = T 1 (ρ, φ, θ), T 2 = T 2 (ρ, φ, θ), and T 3 = T 3 (ρ, φ, θ). More precisely,
. with
and the fact that To obtain the magnetic field components, the partials of T 1 , T 2 , and T 3 need to be calculated. To this end, note that
.
where ∂P (cos θ) ∂θ = −P ,1 (cos θ).
The derivatives dP ,m /d cos θ were replaced according to (25).
Theorem 4.2. The magnetic flux leakage field B Σ = (B ρ , B φ , B θ ) generated by a semi-spherical V of radius ρ 0 is explicitly obtained from the expressions below.
where the derivatives of T i , i = 1, 2, 3, are given above.
The cartesian components of B Σ can be obtained via (26).
Parabolic V
In this section the magnetic flux leakage field generated by the two types of parabolic V 's introduced in this paper is calculated.
Circular Parabolic V
Assume that V par is a circular parabolic with radius r 0 and depth d:
and η 0 = √ 2d. Using the form of the oriented surface element as derived in (14) and M = M , one finds for the magnetic scalar potential
Next an expression for the Green's function 1/|x − x | in parabolic coordinates is derived. To this end, recall that the Dirac delta distribution δ in parabolic coordinates is given by
and that a solution to the (distributional) differential equation
is sought. For (ξ, η, ϕ) = (ξ , η , ϕ ) the above equation can be solved by the ansatz G = Ξ(ξ)H(η)Φ(ϕ). Thus, upon substitution, simplification, and division by ΞHΦ one obtains
As the variables ξ, η, and ϕ are independent of each other, there exists a constant m 2 so that 1 Φ
The former equation has solutions of the form
The latter equation can be rewritten as 1 Ξ
Separation of variables yields To solve (27), recall that
(this is just the Fourier series for the Dirac delta distribution) and
which is the Hankel transform or Fourier Bessel Integral of the Dirac delta distribution (cf. [8, 14] ). Therefore, a solution of the inhomogenous equation (27) in the form
is sought. Substituting this ansatz into (27) and simplifying gives 1 2π
(Here the dots indicate differentiation with respect to the variable upon which the function depends.) Using the fact that
and (31) and (32), one finally obtains 1 2π
Hence g m (ξ, ξ ) is a Green's function for the ordinary distributional differential equationg
whose solution is known to be (cf. for instance, [8] )
with ξ < = min{ξ, ξ } and ξ > = max{ξ, ξ }. Finally, the following result is obtained.
Theorem 5.1. The expansion of Green's functions in parabolic coordinates is given by
is the Neumann factor, ξ < = min{ξ, ξ }, and ξ > = max{ξ, ξ }.
With this expression for the Green's function, the magnetic scalar potential becomes
only the term m = 1 contributes to the sum. Moreover,
and thus the next theorem holds.
Theorem 5.2. The magnetic scalar potential due to a circular parabolic V of radius r 0 and depth d is given by
where ξ < = min{ξ, ξ 0 } and ξ > = max{ξ, ξ 0 }. In the case ξ < < ξ > , the above improper integral may be expressed as an infinite series of the form
Proof. Only the second statement needs to be shown. To this end, employ the following series representation of the product of two Bessel functions (cf. [16] , p. 148, (2)):
Setting µ = 1, ν = 2, a = η, and b = η 0 in the above equation, using the fact that
Simplification now gives the result. 
as 2J 1 = J 0 − J 2 , and
The cartesian components (B x , B y , B z ) of the magnetic field B Σ are obtained from the parabolic components (B ξ , B η , B ϕ ) via the transformation
Elliptic Parabolic V
Now assume that V is elliptic parabolic:
Assuming that M = M 0 , the magnetic scalar potential Ψ in elliptic cylindrical coordinates is given by
At this point, the Green's function G(x, x ) = 1/|x−x | must be expressed in elliptic cylindrical coordinates. For this purpose, note that this Green's function satisfies the (distributional) differential equation
where δ(x − x ) denotes the Dirac delta distribution. In elliptic cylindrical coordinates the above equation is written as ∆G(u, u ) = 2 a 2 (cosh 2u − cos 2v)
For u = u a solution of the above equation may be found by the ansatz
Since u, v, and z are independent variables, it follows that there exists a constant
This equation has solutions of the form Z(z) = e ±ikz . Again, from the fact that G = k 2 and the independence of u and v there exists a constant p such that
Simplified, these two equations reduce to a Mathieu equation
and an associated Mathieu equation
with q = −a 2 k 2 /4 < 0. (Note that k = 0 does not yield bounded solutions.) It is known that in (36), for each given value of q, there exists a set of eigenvalues p n = p n (q) and an associated set of complete (even or odd) periodic eigenfunctions of period π or 2π. (The second integral is non-periodic and for physical reasons ruled out.) The set of even eigenfunctions of period 2π is denoted by {ce 2n+1 (v) : n = 1, 2, . . .} and the set of odd eigenfunctions of period 2π by {se 2n+1 (v) : n = 1, 2, . . .}. 5 Moreover, ce 2n+1 and se 2n+1 satisfy the orthogonality conditions 
2ν+1 (q) depend on q and its sign. Note that
and se 2n+1 (π/2) = (−1)
Solutions for the modified Mathieu equation (37) for the same values of p and q are of the form ceh 2n+1 (u) associated with ce 2n+1 (v) and seh 2n+1 (u) associated with se 2n+1 (v). Non-periodic second integrals of Eq. (37) are given by fekh 2n+1 (u) and gekh 2n+1 (u) associated with ceh 2n+1 (u) and seh 2n+1 (u), respectively. It is noted that these modified Mathieu functions also depend on q and its sign.
The following behavior of unmodified and modified Mathieu functions applies when q → 0−.
For proofs see [10] , and for the verification of the argument in the modidied Bessel functions I n and K n recall Remark (1.2) and the fact that k 2 a 2 = −4q. More details and additional information about Mathieu functions can be found in [1] , [4] , and [10] .
Set
Since the system {se 2n+1 } forms an orthogonal complete set of eigenfunctions, the Dirac delta distribution δ(v − v ) can be written in the form
(Cf. [3, 8, 14] ) In order to solve (35), the Dirac delta distribution δ(z − z ) is represented by its Fourier transform as
The following ansatz for the Green's function is then made.
where the function g n is determined so that (35) is satisfied. Substituting the above expression for G into (35) yields (As above, the dots indicate differentiation with respect to the variable upon which the function depends.)
Employing (36, and simplifying gives
Hence, g n satisfies the (distributional) differential equation
As se 2n+1 was chosen as a first integral of (36), the functions seh 2n+1 and gekh 2n+1 are the only acceptable solutions of (38). A solution g n (u, u ) satisfying the symmetry requirement g n (u, u ) = g n (u , u) and the finiteness condition at u = 0 and u → ∞ must therefore be of the form g n (u, u ) = c seh 2n+1 (u < )× gekh 2n+1 (u > ), where u < = min{u, u }, u > = max{u, u }, and c is a constant to be determined so that the Wronskian W of seh 2n+1 and gekh 2n+1 satisfies
To determine c, results concerning the expansion of seh 2n+1 and gekh 2n+1 in terms of modified Bessel functions and the asymptotic behavior of seh 2n+1 and gekh 2n+1 and their derivatives are employed.
Lemma 5.1. The functions seh 2n+1 and gekh 2n+1 have the following series representations in terms of modified Bessel functions (for q < 0).
The functions seh 2n+1 and gekh 2n+1 and their derivatives satisfy the following asymptotic estimates as u → ∞.
Moreover,
Proof. See [4] for the Bessel series expansions and the asymptotic estimates for seh 2n+1 and gekh 2n+1 . To obtain the estimates on the derivatives, consider (39) and (40) together with the following asymptotic estimates for the derivatives of the modified Bessel functions I ν and K ν (cf. [1, 3, 9] ).
Using the asymptotic estimates provided in the above lemma, the Wronskian of seh 2n+1 and gekh 2n+1 is computed as
Hence,
and therefore
implying the next result.
Theorem 5.4. The Green's function of the equation ∆Ψ = 0 is elliptic cylindrical coordinates is given by
Next the magnetic scalar potential for an elliptic parabolic V is computed.
To this end, note that
To simplify notation, the following definitions are made.
To further simplify S 2n+1 and G 2n+1 , note that with the right-hand side completely expressed in cartesian coordinates.
