This paper empirically analyses real per capita GDP growth for six Latin American countries (Argentina, Brazil, Chile, Columbia, Mexico, Venezuela) in terms of real exchange rate depreciations, inflation and US interest rates, focussing on the role of the real exchange rate. We find evidence of nonlinearity in this relationship, which we capture through a smooth transition regression model. With the exception of Mexico, nonlinearity in economic growth is associated with changes in the real exchange rate, with depreciations leading to different relationships compared with appreciations. Regimes for Mexico are associated with the business cycle through past growth rates, with effectively symmetric effects of real exchange rate changes. Overall, our results are in accord with other recent literature that depreciations may have negative effects for growth.
Introduction
The effect of the real exchange rate on output growth is extremely important for developing countries and is a subject of great debate among economists. The controversy concerns the effect to the economy from depreciation in the real exchange rate. The orthodox view sees this as expansionary with the substitution of imports with home goods and increased exports putting the economy on a path of greater sustained growth (Dornbusch, 1988) . This has led the World Bank and the IMF to use devaluations as an important tool in their stabilisation programmes 1 . The New Structuralist school (see inter alia Díaz-Alejandro, 1963; Krugman and Taylor, 1978; van Wijnbergen, 1986) , on the other hand, emphasises that a real depreciation could be contractionary. They argue that in a typical semi-industrialised economy, inputs for manufacturing are largely imported and working capital from banks is subject to rationing. In this context, a sudden devaluation will sharply increase firms' input costs and the need for working capital. As additional funds required by firms may need to be obtained in the informal loan market at high interest rates, these effects may offset the positive impact of the depreciation and firms may choose to reduce production 2 .
According to recent empirical evidence, contractions in output are frequently preceded by overvaluation of the real exchange rate, with positive growth episodes accompanied by appreciation of the real exchange rate (see Agénor, 1991; Kiguel and Liviatan, 1992; Pérez-López Elguezabal, 1995; Razin and Collins, 1997; Papazoglou, 1999) . Within Latin America, it appears that abrupt devaluations of the exchange rate are associated with recessions (Edwards, 1995a (Edwards, , 1995b Kamin and Rogers, 2000) . Moreover, using different sets of countries 1 In fact devaluation was considered as a measure to compensate the deflationary effect of other measures in the stabilization programmes. See Buira (1983) and Edwards (1989a) for extensive analyses on this issue. 2 The actual context may have additional complications that can lead to stronger negative effects of depreciations on output growth. Some authors have highlighted the reduction in the net wealth of countries and firms because of the increased value of foreign currency debt, the loss of access to international markets due to the decline in investor confidence that follows the abrupt abandonment of peg exchange rate regime, and the inflationary effects of depreciation that can cause additional damage to growth (see van Wijnbergen, 1986; De Gregorio, 1992a , 1992b Ahmed et al., 2000) . Lizondo and Montiel (1989) present a wide review of the literature.
and a panel approach, Edwards (1986 Edwards ( , 1989b and Ahmed (2003) find real exchange rate depreciations to have negative effects on growth, while, by using calibration techniques, Gylfason and Schmid (1983) and Solimano (1986) also find negative effects for a set of countries. All these papers have made important contributions to our understand of the nature of depreciation effects on output in developing economies, but they can hide the experience of particular countries or rely on imputed parameters obtained from frameworks set for other purposes (see Edwards, 1986) . It is interesting to observe that there have been few attempts to distinguish the conditions under which depreciations can be contractionary, with exceptions being Agénor (1991) and Ahmad et al. (2002) , who underline the difference between expected and unexpected changes in the exchange rate and between developed and developing economies, respectively.
Although somewhat mixed, most existing evidence points to depreciation having contractionary effects. Yet, as mentioned above, international financial institutions still consider that depreciation can be expansionary. In this context, this paper aims to shed light on the circumstances under which depreciations can have positive or negative effects on growth.
In particular, it examines the effect of changes in the real exchange rate on output in six Latin America countries utilising nonlinear smooth transition regression (STR) techniques. By using time series analysis focussed on individual countries, we allow their responses to differ.
Further, the STR approach allows the flexibility to capture possibly asymmetric effects and hence to explore whether real depreciations versus real appreciations, or the magnitudes of these, have different effects. Through the STR methodology we seek to distinguish two "regimes" in the relationship between the rate of real output growth and its explanatory variables. Although our methodology searches over a number of possible regime indicators (past output growth, inflation, real exchange rate changes, US interest rates and, where relevant, oil production), we find changes in the real exchange rate to be the indicator of regime switches for five of the six countries, namely Argentina, Brazil, Chile, Columbia and Venezuela. Indeed, in most cases the "regimes" we identify can be associated with appreciations versus depreciations in the real exchange rate, implying that changes in the real exchange rate have asymmetric effects. Mexico is the exception, where the regime indicator in our preferred model is lagged GDP growth.
Since the 1980s there has been an increasing interest in the use of nonlinear models to capture the dynamics of growth in developed economies. Typically, the emphasis in these studies has been on business cycle recessions and expansions in the tradition of Burns and Mitchell (1946) , with Hamilton (1989) , Teräsvirta and Anderson (1992) and Potter (1995) being prominent examples. However, this kind of analysis has only recently begun to be undertaken for developing economies (Greenaway, Leybourne, and Sapsford, 1997, Chen and Lin, 2001) . For the Latin American economies, some authors have argued that business cycles can be characterised as exhibiting nonlinear behaviour arising from the existence of asymmetric dynamics over the business cycle (Mora, 1997; Mejía-Reyes, 1999 , 2000 .
Nevertheless, these papers have focused on measuring and modelling asymmetries, rather on than explaining output growth or the causes of recession.
The rest of this paper is structured as follows. Section 2 outlines the economic framework that we employ, while Section 3 then discusses the variables we use and presents
evidence that a nonlinear model should be employed. Section 4 reviews the STR methodology we apply to capture these nonlinearities. Substantive empirical results are presented and discussed in Section 5, including the estimated models and dynamic multipliers for the effects of appreciations and depreciations on growth. Concluding remarks are offered in Section 6.
The Economic Framework and Modelling Approach
The economic framework for our analysis follows Kamin and Rogers (2000) . First, define real output, y, through the simple identity
where d and x represent domestic demand and net exports, respectively. Domestic demand depends on many factors, including financial variables such as bank credit and the rate of interest. Substituting these out in order to focus on real output, the domestic rate of inflation (π) and the real exchange rate (e), we have
US , is expected to have a negative effect, due to its impact on net capital inflows. These inflows have been particularly important for growth in Latin America during the 1990s (Calvo, Leiderman and Reinhart, 1996) . Since the usual positive effect of devaluation through exports is excluded from (2), the effect of higher prices of foreign goods on domestic demand through e is anticipated to be negative.
Net exports are determined by the real exchange rate and real domestic GDP:
with the anticipated sign for e being positive. Net exports may also depend on demand factors, with a positive effect anticipated for world real income (for example, Agénor, 1991) . However, our models do not include such a variable as it was not statistically significant in our estimated equations 3 .
Substituting (2) and (3) into the identity of (1) yields
In this expression, the sign of the real exchange rate is ambiguous, due to the different signs anticipated in (2) and (3). The literature of the effect of the real exchange rate on output is reviewed well by Agénor (1991) , Kamin and Rogers (2000) and others. Although there have been relatively few econometric studies to date, Kamin and Rogers (p.94 ) summarise these by:
"the econometric analyses indicate almost uniformly that devaluations lead to reduced output", implying that ∂y/∂e < 0 in (4), and hence that the effects of the real exchange rate on domestic demand through (2) dominate those that operate through the net exports function of (4).
Nevertheless, and as we have already noted, this finding remains controversial.
Motivated by this economic framework, we study output performance (or, more specifically, output growth) in Latin America as a function of the real exchange rate, inflation and US interest rates. In addition to these variables used for all countries, we also include the growth in oil production as an explanatory variable for Mexico and Venezuela due to its importance in these economies. In practice, the empirical literature (including Edwards, 1986 Edwards, , 1989a Kamin and Rogers, 2000) assumes linearity for regressions explaining the rate of growth. However, linearity is merely a convenient assumption and our modelling examines the role of a nonlinear functional form for f.
Although much analysis of growth in developing (and developed) countries uses a panel data approach, we analyse separately each of Argentina, Brazil, Chile, Columbia, Mexico and Venezuela. In a panel data analysis (such as Edwards, 1986 ), a number of countryspecific control variables are included in a model for output growth. However, in practice the number of country-specific controls that can be included is limited and (conditional on the included control variables) the model imposes the restriction that each country has identical responses to variables such as the real exchange rate and inflation. In contrast, our analysis allows exploration of a much richer set of possibilities for the functional form without imposing constancy across countries. Nevertheless, we recognise that different responses may be due to factors we omit such as the degree of openness of the economy (Sachs, 1990) .
Therefore, the approach we adopt is complementary to a panel analysis.
Variable Definitions and Nonlinearity Tests
There are specific issues related to the definitions of some variables we use in our models, especially the real exchange rate. These issues are considered in the first subsection.
This section also presents results of tests for nonlinearity in the relationship between growth and the explanatory variables, which motivates our later nonlinear analysis.
Variable Definitions
The modern definition of the real exchange rate considers it as the relative price of tradeable to nontradeable goods; see Edwards (1989b) for further details. Thus, the real exahange rate, e, is defined as
where E is the nominal exchange rate, measured as the number of units of local currency per unit of foreign currency, P T * is the world price of foreign tradeables in terms of foreign currency and P N is the domestic price for nontraded goods. The real exchange rate is defined in these terms because, in the context of a model with tradeable and nontradeable goods, it is the domestic relative price of these two types of goods that is important. Thus, a higher e implies that the production of tradeables is more profitable and indicates greater international competitiveness of the domestic tradeables sector. An increase in e represents a real depreciation of the local currency relative to other currencies.
For practical purposes, the main measurement problem is the selection of the observed counterparts to P T * and P N , since there are no perfect proxies available for these. In common with many other empirical studies, we use a foreign wholesale price index to measure P T * since it contains mainly tradeable goods, while a domestic consumer price index is used for P N as it is more strongly influenced by nontradeables (Edwards, 1989c) . In order to be able to cover a long span of data, the bilateral nominal exchange rate 4 with the US is used to measure E and for comparability, therefore, the US wholesale price index is adopted for P T * . Figure 1 shows the annual percentage per capita GDP growth rate (∆y t ) for each country that we model, together with the rate of depreciation in the real exchange rate (∆e t ).
The sample period used ends in 2000, while typically the sample starts during the 1950s 5 . Two features are, perhaps, particularly notable in these graphs. First, these countries sometimes experience substantial declines in per capita GDP, with all countries showing episodes with declines of greater than 5 percent in a year. Secondly, it appears that large real depreciations may be associated with these negative growth episodes. This is evidenced in Figure 1 by, for example, the experience of the 1975 depreciations for both Argentina and Chile, or 1995 for
Mexico.
The basic equation that we estimate below is given by (4). However, prior to estimation, we need to decide whether the variables should be differenced. Kamin and Rogers (2000) 6 difference all variables, due to "near unit root behaviour in each series" (p.105).
Whether the variables included in a regression for output growth should be differenced is not a simple question. Gregorio (1992a Gregorio ( , 1992b , Easterly, Loayza and Montiel (1997) . We have found taking the logarithm improves the models, since this reduces the otherwise extreme values observed in periods of very high inflation. This view is supported by Sarel (1996) , who argues that the asymmetric distribution of observed inflation rates implies that large weight would be placed on a few large observations, whereas the log of inflation has a more symmetric distribution.
Our analysis treats international variables as exogenous to domestic growth. Thus, current values of US interest rates are permitted in our models. For this purpose, oil production is also treated as exogenous on the grounds that it depends primarily on international demand.
Although the real exchange rate is influenced by domestic as well as international factors, we take the view that past (rather than current) performance of the domestic economy plays the main role in determining real exchange rate changes, so that this variable is also treated as predetermined. Kamin and Rogers (2000) conclude that causality runs from the real exchange rate to growth, at least in the case of Mexico 7 . As argued by Ahmed (2003) , economic theory also points to the real exchange rate being causally prior to output in the contemporaneous period, since feedback effects from output to the real exchange rate through changes in domestic compared with foreign productivity is a longrun phenomenon. Nevertheless, we 6 It appears that Agénor (1991) may also use differenced data. Although no statement to this effect is made in the text, the explanatory variables (except for the real exchange rate) in his Table 1 are all expressed as differences. 7 We also computed bivariate causality tests for growth and changes in the real exchange rate for the six Latin American countries. Using a ten percent significance level, only Chile provided evidence of causality running from growth to depreciation. As usual, these tests were computed using lagged values only. 
Nonlinearity Test Results
Our primary interest focuses on the nature of the relationship given by (4), acknowledging the possibility that this relationship may be nonlinear. As a background to the detailed modelling results presented in Section 5, we here test for the presence of nonlinearity, using all variables and lags just discussed.
Results for two nonlinearity tests are presented (in the form of p-values) in Table 1 Little evidence of nonlinearity related to real exchange rate changes is uncovered for
Mexico, but strong evidence (significant at 2 percent or less) is found in relation to past growth rates, values of US interest rates and/or oil production. It is noteworthy that although nonlinearity in relation to inflation is considered as a possibility through the tests of Table 1, in no case is such a test statistic significant at the one percent level.
The results of Table 1 provide a basis on which to examine nonlinear models, with the indications being that such nonlinearity may be associated primarily with changes in the real exchange rate. However, the question of the appropriate variable generating the nonlinearity is reconsidered as part of our nonlinear modelling strategy. It is to this we now turn.
with the current domestic CPI replaced by the CPI value lagged one year. Qualitatively, the patterns (particularly in respect of large movements in the real exchange rate) in the two series were similar. 9 Note that the lowest p-value for Venezuela is for lagged, rather than current, real exchange rate depreciations.
Smooth Transition Regression Methodology
In this section we introduce our STR modelling methodology, with further information presented in Appendix 2. Sensier, Osborn and Öcal (2002) have recently applied this methodology to the UK, modelling quarterly output growth in terms of lagged changes in short-term interest rates. This section ends with an outline of the dynamic analysis used to examine the properties of the models.
STR Modelling
The STR model we utilise can be defined as follows:
where the dependent variable (∆y t ) is the annual growth rate in per capita real GDP, x ti are the observations on n explanatory variables (i = 1, …, n), ε t is an independent and identically distributed disturbance, with mean zero and variance σ 2 , while F(z t ) is a transition function between regimes. Nonlinearity is captured through F(z t ), which is defined as a function of an explanatory variable, conveniently denoted by z t . This function F is bounded, 0 ≤ F ≤ 1, with the extremes of F = 0 and F = 1 corresponding to distinct "regimes". Within each regime, a different linear relationship applies between y t and the explanatory variables. For example, when F = 0, the variable x ti has coefficient β i , whereas when F = 1, the coefficient of x ti
Intermediate values of F define situations where the model is a mixture of the linear models corresponding to these two regimes. These models are now widely in a univariate context, for which van Dijk, Teräsvirta and Franses (2002) provide a review. Teräsvirta (1998) discusses the regression counterpart we employ in (6).
We do not specify a priori the transition variable z t that determines the regimes in (6).
Nevertheless, for plausible transition variables such as real depreciation or lagged growth, we anticipate regimes associated with high versus low values of z t ; this could, for example, reflect regimes associated with the business cycle, as in Sensier et al. (2002) . Therefore, following the usual approach in this STR literature, we define F through the logistic function:
where γ is the slope of the transition function, and c is the threshold parameter that indicates its location in relation to observations on z t . One attraction of the logistic function is that it is a monotonically increasing function of z t . Consequently, the value of F increases with z t , so that (depending on the values of γ and c), small z t yield F close to zero and large z t in F close to one. At the location parameter value, z t = c, then F = 0.5.
A crucial issue in applying (6) and (7) in practice is the selection of the transition variable, z t . As explained in more detail in Appendix 2, our procedure for selecting z t utilises a search over all explanatory variables (including lags), in order to find the one that yields the lowest residual sum of squares in (6). Subsequent to this selection, and in order to produce a reasonably parsimonious model, we drop redundant explanatory variables using the Akaike Information Criterion (AIC). Estimation of the final model consisting of (6) and (7) is undertaken by nonlinear least squares.
Various statistics relating to the estimated models are presented. These include the Akaike information criterion (AIC) and the Schwarz information criterion (SIC), as well as the residual standard error and the conventional R 2 for model comparison purposes. Other diagnostic statistics are discussed in Appendix 2 and presented in the detailed Appendix tables.
Dynamic Analysis
In order to analyse the dynamic implications for growth implied by our models, we compute dynamic multipliers for the effects of depreciation and appreciation in the real exchange rate. Since our models are reduced form equations, the use of dynamic multipliers aids their interpretation. However, because the STR model is nonlinear, the responses to (say) a 10 percent depreciation and a 10 percent appreciation are not necessarily symmetric. Further, the effects of these changes are (in general) state-dependent, so that the values taken by other explanatory variables can play a role in the estimated responses to changes in the real exchange rate. When the transition variable is endogenous, the computation of dynamic multipliers requires the use of simulation techniques, developed for the computation of impulse response functions in nonlinear models by Koop, Pesaran and Potter (1996) and Potter (1998) . However, in our context, this applies only when a lagged value of the dependent variable is the transition variable. This is the case only for Mexico, and calculation of the dynamic multipliers for a real depreciation/appreciation in the two regimes for Mexico are discussed in Appendix 2. With this exception, z t in our models is exogenous. Since the regime is then also exogenous, we do not have to resort to simulations for other countries.
In order to concentrate on the impact of changes in the real exchange rate on growth, when calculating dynamic multipliers we assume that the control variables (the inflation rate and the US interest rate) take values equal to their mean over the sample period used for model estimation. Similarly, the lagged growth rates needed to initialise the model are set at their sample mean.
To examine the effects of a depreciation or appreciation, we compute three sets of dynamic forecasts for the per capita GDP growth rate. The first "baseline" set specifies changes to the real exchange rate as zero. The two further sets assume a given rate of depreciation or appreciation (as appropriate). By subtracting the baseline forecasts from these values, we obtain the estimated dynamic multiplier effects.
In practice, our forecasts for comparison with the baseline case assume a ten percent depreciation or appreciation for each of the first three periods, with no further changes in the real exchange rate thereafter. While we could examine the effect of a one-off change, with a nonzero depreciation/appreciation only in the first period, this would not capture all the dynamic interactions between the transition function and lagged changes in real exchange rates. To reflect these interactions, we prefer to examine the dynamic effects on growth of a sustained depreciation that takes place for three years, rather than a one-off depreciation/appreciation. Dynamic multipliers are reported for the period of the initial change and ten subsequent periods.
As the model for Mexico implies endogenous regime switching, in this case we also explore the nonlinear dynamic responses to shocks through the computation of generalised impulse response functions, as in Koop et al. (1996) and Potter (1998) . It should be noted that although estimated effects are dynamic, all are based on single equation models and consequently do not allow for feedback between, for example, inflation and changes in the real exchange rate.
Estimated Models
Since linear modelling is the standard approach, we present the results for such models before moving on to those employing nonlinear STR models. For the latter results, it is convenient to separate the discussion for the oil producing countries of Mexico and Venezuela from those of the non-oil producing countries. therefore, there appears to be a set of countries where depreciation has a negative effect on growth, with this being evident within the current year. Where this is not the case (Brazil and Venezuela), the delayed effect of depreciation is to enhance growth.
Linear Models
The differing responses within Latin America to real exchange rate depreciations may be associated with variables that are not included in our models, particularly the degree of openness. We anticipate that it will be easier for a more open economy to reallocate factors of production from the nontradeable to the tradeable sectors, and hence to benefit from a real exchange rate depreciation. Although he does not analyse all the countries we consider, in his discussion of the external shocks experienced by a number of Latin American countries in the late 1970s and early 1980s, Sachs (1990) argues that Brazil was a more open economy than others, which is compatible with the estimated growth-enhancing effects for that country in Table 2 .
Turning briefly to the remaining explanatory variables, inflation enters for Brazil, Mexico and Venezuela, with a negative effect in each case. US interest rates are included for four countries (the exceptions being Chile and Columbia). In the case of Mexico, in contrast to other countries, the coefficient of the current rate is positive and strongly significant, rather than negative as anticipated from the model of Kamin and Rogers (2000) and discussed in Section 2 above. Although they do not comment on this feature, it is notable that the linear impulse response functions plotted by Kamin and Rogers (Figure 3 ) also imply a positive dynamic effect of US interest rates on growth in Mexico. It is plausible that nominal US interest rates here proxy real rates that are pro-cyclical, and hence high rates are consistent with rising Mexican exports to her main market 10 . Dynamics of growth appear through the lagged dependent variable in four models, with the effect generally being negative and at a lag of two years. When oil production is included for Mexico and Venezuela, its impact on growth is illustrated by the significant positive coefficient.
With the exception of Mexico, the explanatory power of these linear models, as measured by R 2 , is relatively modest. This is especially so in the cases of Brazil, Chile and
Columbia. There are some indications of possible nonlinearity or outliers in the significant non-Normality of the residuals for Chile and Columbia. In general, however, the conventional diagnostics for autocorrelation and heteroscedasticity are satisfactory. These apparently satisfactory conventional diagnostics are, however, undermined by the nonlinearity test results already discussed.
Nonlinear Models: Non-Oil Producing Countries
Prior to estimating the nonlinear STR model (6), the transition variable z t needs to be specified. For the non-oil producing countries of Argentina, Brazil, Chile and Columbia, our search procedure over all explanatory variables selects current or lagged depreciation as the 10 We are grateful to an anonymous referee for this point.
transition variable z t . More specifically, the two year lag of depreciation is selected for
Argentina, but the current value is selected in the remaining three cases. For Argentina our procedure leads to a highly parameterised model with 19 estimated coefficients, which we consider unreliable given the relatively small sample size available. Therefore, for this case, the regime-dependent coefficients are restricted to apply only to the variables of central interest, namely lagged growth and (current or lagged) depreciation, with other η i = 0 in (6). In line with the nonlinearity test results of Table 1 , current depreciation is then selected as the transition variable for Argentina 11 . Therefore, all models reported in Table 2 have transition variable z t = ∆e t , reinforcing the role found for this variable in the nonlinearity tests above.
Although the STR models are specified and estimated separately for each country, there is a remarkable similarity in the estimated transition functions, shown in Figure Table 1 , these comments apply to this country as well as those for which we found evidence of nonlinearity associated with real exchange rate depreciations. The only exception is a partial one for Argentina, which has a smoother transition function than the other cases in Figure 2 . Table 3 presents the estimated models for these countries separately for the two regimes of F(z t ) = 0 and F(z t ) = 1, with detailed estimation results in Appendix Table A.1. The absence of any estimated coefficient for ∆e in the cases of Brazil and Columbia within the appreciation regime implies that the magnitude of an appreciation has no effect on growth in these countries. However, appreciation has a negative contemporaneous effect in both Argentina and Chile, which is partly off-set in the former case by a lagged value of the opposite sign. (Note that since the explanatory variable ∆e t is the rate of depreciation, an appreciation corresponds to a negative value of this variable.) Turning to the depreciation regime, only for Chile and (to a very small extent, Argentina) is the amount of depreciation found to have a negative impact on growth in the current year. With the exception of Argentina, and still within the depreciation regime F = 1, the extent of a previous depreciation has a positive effect on growth (as indicated by the positive coefficients for ∆e t-1 or ∆e t-2 ). Thus, the negative effect of depreciation may be short-lived.
Nevertheless, such a simple analysis based on looking at the coefficients of depreciation is fraught with difficulty, because these coefficients do not take full account of the dynamics. Further, the estimated intercept is regime-dependent for Argentina and Columbia, and this also affects comparisons of growth over regimes. To analyse the depreciation effects more fully, we later undertake a dynamic multiplier analysis.
Another interesting result from Table 3 is that, in contrast to the negative effects of US interest rates found for Brazil, Chile and Columbia in the linear models of Table 2, US interest rates are found to have positive contemporaneous effects on output growth in these countries during depreciation regimes 12 . In line with the interpretation made above for Mexico that US interest rate effects may here proxy the US (or international) business cycle, conditions for export-led growth in Brazil, Chile and Columbia may require both real exchange rate depreciation and rising world demand. However, the interactions are complex, since the effect 12 We are grateful to an anonymous referee for drawing our attention to this aspect of our results.
of lagged US interest rates is also regime-dependent and these lagged effects are negative for
Brazil and Chile within a depreciation regime.
Similarly to the regime-dependent coefficients for US interest rates, the roles of inflation and lagged growth sometimes differ over regimes. This indicates that the impact of a depreciation (or appreciation) on growth will depend on the national and international environment applying at the time, although for the practical reasons explained above, we do not allow this flexibility in the model for Argentina.
The diagnostic tests for the estimated nonlinear models (see Appendix Table A .2) show that the nonlinearity evident in Table 1 is satisfactorily accounted for by our models. The other diagnostics for the nonlinear models are also generally satisfactory, although non-Normality remains in the model for Columbia.
Nonlinear Models: Oil Producing Countries
Applying the modelling methodology of Appendix 2 leads to some difficulties in the cases of Mexico and Venezuela. When all parameters are allowed to change over regimes, the first lag of the US interest rate is selected as the transition variable z t for both countries.
However, the models were not satisfactory from an economic perspective 13 . We attribute these difficulties to the relative small sample sizes available in order to estimate these models, and hence restrict the models in the same manner as adopted above for Argentina. Thus, the results presented in Table 4 and Appendix Table A .1 are based on models that allow regimedependent coefficients only for growth and depreciation, with the transition variable also chosen from these variables. In the case of Mexico, the selected transition variable is the second lag of growth in per capita GDP, while for Venezuela it is the second lag of 13 The estimated model for Mexico replicated the finding of Table 2 that higher US interest rates lead to higher growth, while that for Venezuela implied that high US interest rates (above 6.1%) lead to a regime with unstable oscillations in growth, due to a lagged dependent variable coefficient of -1.1.
depreciation, both of which are compatible with the results of Table 1 14 . In this later case, the transition function is very steep and centred at a value close to zero, again implying different responses to appreciations and depreciations, although now after a lag of two years; see the first panel of Figure 3 . Transition between regimes for Mexico is also steep, with past per capita growth rates above and below 3.4 percent implying different relationships.
Turning to the estimated coefficients of Table 4 , the effects of depreciation are not regime-dependent in the case of Mexico, with both current and past depreciation having negative effects on growth. For Venezuela, although the coefficient is again constant over regimes, depreciation has a positive effect on growth after one year. Indeed, the growth effects of a depreciation in Venezuela appear to be enhanced by the estimated intercept being larger in the depreciation regime.
Inflation has negative effects on growth after a lag of one year in the case of Mexico, but no role of inflation is found for Venezuela. Not surprisingly, the nonlinear models continue to show that increases in oil production are good for per capita GDP growth. The positive coefficient of US interest rates for Mexico, noted above for the linear model, remains in Table   4 . However, US interest rates have negative effects in the case of Venezuela. It should also be noted that within the high growth regime for Mexico, the coefficient on the two year lag of growth is marginally greater than unity and the dynamics of growth within this regime are consequently unstable. However, this does not necessarily imply instability for growth once endogenous changes in regime are considered, as in the dynamic analysis below.
Finally, the nonlinear models for both Mexico and Venezuela are satisfactory, despite some indication of non-constancy over time for the intercept for Mexico (Appendix Table   A .2). The satisfactory diagnostics and lack of evidence of nonlinearity is notable especially for Mexico, since the linear model shows significant nonlinearity in relation to US interest rates 14 The smallest p-value for Venezuela in Table 1 results from current real depreciation as the transition variable, and oil production (Table 1) , while these are restricted to a constant role over regimes in Table   4 .
Dynamic Analysis
As Mexico is the only case where regime changes depend on lagged growth, and hence are endogenous in our single equation context, we begin our dynamic analysis with an investigation of these implied nonlinear dynamics. Figure 4 shows the generalised impulse responses of this model to a disturbance shock of ±1 and ±2 residual standard deviations, with moderate/negative current growth being considered separately from the case of a high growth rate. When the initial regime is the "normal" one of moderate or negative growth, the impulse response is close to being linear. However, at a horizon of two years there is evidence of asymmetry to positive and negative shocks, which arises because the shock at t may be sufficiently large and positive to cause a switch to the high growth regime (F = 1) for period t + 2. When such a switch occurs, the lower intercept in that regime takes effect, resulting in larger reductions in growth at the horizon of 2 in comparison with the positive responses at this horizon to negative shocks in period 0.
For the high growth regime, note first that the dynamic responses are stable with endogenous regime switching, despite the apparently unstable coefficient on lagged growth in Table 4 . The second point to note is the clear asymmetry between large positive and negative disturbance shocks of ±2 standard deviations, with both implying positive growth after two periods. Overall, the model implies that positive shocks tend to enhance subsequent growth in the high growth regime, but not in the moderate/negative growth one.
The dynamic multipliers for the estimated nonlinear models for all countries are shown in Figure 5 . As noted above, with the single exception of Mexico, the regimes can be although this is not substantially smaller than that for the second lag of this variable.
associated with appreciations and depreciations in the real exchange rate. As discussed in Section 4.2, in order to capture the dynamic responses of growth to changes in the real exchange rate, we consider the effect of a depreciation (appreciation) that continues for three years at the rate of 10 percent per year.
The results imply that the effects of a depreciation are severe for some countries. For instance, in the case of Argentina, the impact of a 10 percent depreciation is seen immediately in a reduction in growth of more than three percentage points, which increases to a four percent reduction after a year. If the depreciation is sustained over three years, growth does not rise above the baseline level (associated with no change in the real exchange rate) until three years after the initial depreciation. Notice that although the model for Argentina is asymmetric, this asymmetry is not very marked in practice despite ∆e t being the transition variable. In addition to Argentina, substantial negative effects of depreciation are seen in Figure 5 for Chile and particularly Mexico, with lesser negative effects for Columbia.
The case of Columbia is interesting, because although the pattern of response to a sustained depreciation is similar to (though less marked than) Argentina, there is effectively no response of growth to an appreciation. However, the effects here are relatively small and it should be recalled that our initial results (Table 1) give little support for the existence of nonlinearity in the model for Columbia. It is only in the case of Brazil that the dynamic multipliers suggest that a depreciation unambiguously increases growth, while an appreciation decreases it. Although in Venezuela there is an initial increase in growth after a depreciation, this is later partially reversed. Real appreciations in both Brazil and Venezuela are associated with lower growth of around four percentage points after two years.
As already discussed, Mexico is the only case where regimes are not associated with changes in the real exchange rate. It is clear, however, that despite the coefficients on the depreciation variables being constant over regimes in Table 4 , the endogenous regime switching discussed above results in substantial asymmetries in the effects of depreciation versus appreciation 15 . The sustained real exchange rate depreciation of 10 percent per year is estimated to reduce growth on average by eight percentage points at a lag of a year, compared with an average increase of two percent for a corresponding appreciation.
It needs to be emphasised that the dynamic multipliers presented in Figure 5 are only indications of the responses implied by the nonlinear models to positive and negative changes in the real exchange rate. Indeed, the reason for a particular outcome can lie in the apparently innocuous assumptions made. One such point is the implied growth response in Chile to a depreciation. It appears from the coefficient estimates of Table 3 that, while the initial effect of a depreciation in Chile will be negative, after a lag of two years positive effects will feed through. However, the effects in Figure 5 for a continued three year depreciation are always negative, with the initial impact of a 10 percent depreciation being negative and around six percentage points. In terms of the model, this large effect is due primarily to the US interest rate, which has an estimated overall negative effect in the depreciation regime, but an overall positive one in the appreciation regime. Since F = 0 in the baseline simulation with ∆e = 0, then the effect of a depreciation shown in Figure 5 (compared with the baseline model) also reflects the differential effects of US interest rates in the two regimes.
Conclusions
In this paper we analyse the determination of real per capita GDP growth for six important Latin American countries using nonlinear smooth transition regression models focusing on the effects of changes in the real exchange rate on growth. Through this analysis we particularly hope to contribute to the literature by allowing the possibility that different growth effects may apply depending on the sign and magnitude of the real depreciation. By 15 In fact, by setting the initial lagged growth rate to its sample mean when computing the dynamic responses, studying individual countries, we also do not impose the restriction that they have common responses.
One strong result is that changes in the real exchange rate generally acts as the transition variable in our growth rate regressions. Indeed, without any imposition in the form of this function, the overall implication is that appreciations and depreciations act as different "regimes", between which the nature of the economic determination of growth differs. The main exception is Mexico where past growth acts as the transition variable.
Our results imply that real depreciations have particularly severe contractionary consequences for Argentina, Chile and Mexico in the short-run, with less severe negative effects for Columbia. These results are in line with the findings reported in the literature. As
Ahmad et al. (2002) suggest, it may be the case that structural factors (as outlined in the Introduction above) determine the nature of the effects of the real exchange rate on growth for these Latin American countries.
Yet, some caution must be shown regarding the policy implications for this conclusion, since real depreciations may be accompanied by other constraining demand policies following periods of sustained real appreciation of domestic currencies. Thus, for policy purposes, it is important to underline that overvaluation should not be allowed given that the correction of the exchange rate would only be a matter of time 16 . On the other hand, most of the countries we study have implemented deep reforms that have transformed the structure of their economies, which may imply different effects coming form changes in the exchange rate in the future. For example, they have become more open to international trade and capital transfers, and hence their productive sectors have been exposed to greater competition. It would be expected that in the medium run the tradable sectors would represent a greater share in domestic production, so changes in regime can occur, because the threshold value for the regimes is fairly close to this mean.
real depreciations could have positive impacts on overall output growth. This does not imply targeting the real exchange rate at too high levels, given the inflationary effects linked to nominal depreciation that some authors have highlighted.
In the cases of Brazil and Venezuela, the estimated effects of depreciations are positive for growth, which may be link to the fact that the former country has been a more open economy than the others during most of the sample period. However, in both of these countries, the asymmetric responses imply larger negative growth consequences of real appreciation than the positive effects of depreciation. Although on different grounds to that above for the other countries, we could argue in favour of avoiding overvaluation of the real exchange rate, since for Brazil and Venezuela it seems to imply a loss of competitiveness that slows down economic growth. Yet depreciation is not suggested either, given that its benefits for growth are relatively small and short-lived, but it may trigger increasing inflation rates similar to those experienced by these countries in recent decades.
Overall, we suggest that neither real overvaluation nor real undervaluation should be pursued to encourage growth in any country. Rather, in the new context of more open economies and an increasing number of countries adopting floating exchange rate regimes, it would be more appropriate to adopt policies that maintain the real exchange rate around its equilibrium level. The definition of such a level is not an aim of this paper, but it is a matter of future research.
There are many directions in which the present analysis can be extended, in order to verify the central role found for real exchange rate depreciations for the growth rate regime and to uncover the causes for the apparently different directions of responses over countries to real depreciations. Our analysis has been restricted in terms of sample size and one obvious direction is to explore the use of higher frequency (quarterly or monthly) data. Another important extension is to model the joint determination of the key variables of growth and depreciation, together with the inflation rate. Meanwhile, we believe that our study has emphasised the importance of real exchange rate depreciations and that a linear framework may be too restrictive to satisfactorily capture their effects on growth. Note: In all cases it is assumed that a 10 percent real depreciation or appreciation takes place in each of three successive years.
APPENDIX 2 Modelling Methodology
This Appendix discusses details of the procedures we adopt for testing for nonlinearity, model specification and evaluation, and computation of the dynamic multipliers for the effect of a real depreciation in Mexico.
Testing for Nonlinearity
As an indication of possible nonlinearity in our model, we test the null hypothesis of linearity in two ways. Firstly, we test against a nonlinear STR specification using the specification: Table 1 for each transition variable. Although Teräsvirta (1994) recommends that comparison of these p-values can be used to determine the transition variable, we prefer to directly compare the fit of possible nonlinear models through the grid search procedure below.
The second form of nonlinearity test we employ is based on a threshold specification for the nonlinear model, which assumes that the transition between regimes is 20 We prefer to use the general linear model rather than the specific one of Table 2 to ensure that we do not miss possible nonlinear effects. In other words, we believe that overspecification is generally preferred to underspecification at this stage; see also Teräsvirta (1994) . Another related issue is that neglected heteroscedasticity may lead to spurious rejection of the linearity null hypothesis. Consequently, some authors have suggested robustifying the linearity test. However, since this robustification may remove most of the power of the linearity test, robustification cannot be recommended, when the aim is to find and model nonlinearity in the conditional mean (see van Dijk, Teräsvirta and Franses, 2002 , and references therein).
abrupt. The general form of the threshold model is identical to that of the STR model of (6), except that
Hansen ( Table 1 are obtained by simulation, using the method described by Hansen (1997) applied in the context of (A.2) and based on 10,000 replications.
Model Specification and Evaluation
Our modelling starts with a linear specification. A general-to-specific strategy is followed to get a parsimonious model, with minimum AIC being the criterion for model choice. We start with the maximum number for all variables equal to two (with the exception of oil production for Mexico and Venezuela). Current values of the depreciation in the real exchange rate and US interest rates are included, but only lags of inflation.
Therefore, counting each lag as a separate variable, a total of ten explanatory variables are initially included (eleven for Mexico and Venezuela, with the inclusion of oil production growth). After estimation by ordinary least squares (OLS) and calculation of AIC, the variable with the smallest t-statistic is deleted. Proceeding in this way, variables are dropped one by one, thereby allowing the possibility of "holes" in the lag structure. The procedure stops when deletion of a variable leads to an increase in AIC. The linear model with minimum AIC for each country is presented in Table 2 .
A grid search of the general STR model of equations (6) and (7) is undertaken, using each of the ten explanatory variables x ti in turn as the potential transition variable. This search, using OLS regression, is conducted over a range of γ and c values that define the logistic function (7). More specifically, the grid search examines 150 values of γ and 20 values of c within the observed range of the potential transition variable z t . As suggested by Teräsvirta and Anderson (1992) and Teräsvirta (1994) , each term in the exponent of F is scaled by dividing by the sample standard error of the transition variable.
This standardisation is useful for comparing the properties of the estimated transition functions across different countries, and also aids estimation. All explanatory variables x ti are included in the general model. By choosing the combination that minimises the residual sum of squares, an initial estimation of the transition function F(z t ) is obtained.
Conditional on this initial transition function from the grid search, a general-tospecific approach is taken to obtain the explanatory variables included in our nonlinear model. In this case, the set of explanatory variables considered are the intercept, the explanatory variables x ti (i = 1, …, 10), the transition function, F, and the interaction terms between the transition function and the explanatory variables, Fx ti (i = 1, …, 10).
Estimation is again by OLS, with AIC used to select the explanatory variables included, Diagnostic tests are applied to the estimated STR models. In particular, we present the ARCH test of Engle (1982) and the Jarque-Bera normality test (Jarque and Bera, 1980) . In addition, we present tests designed by Eitrheim and Teräsvirta (1996) and Teräsvirta (1998) specifically for STAR and STR models. These latter tests are all computed using F-statistics for the significance of additional terms in the linearised version of the model. These include a test for second order autocorrelation in the residuals and a parameter constancy test which tests against the possibility that the intercept changes monotonically or non-monotonically with time. In addition, we test for the possibility of additional nonlinearity through a second transition function, which is represented by a first-order Taylor series approximation. Each explanatory variable in turn is considered as the second transition variable. Results of all diagnostic tests are reported in Appendix Table A .2 as p-values under the null hypothesis that the model is correctly specified.
One problem that can arise in the computation of some diagnostic tests is that )
γ is large (so that the STR model effectively becomes a threshold model) and, as pointed out by Eitrheim and Teräsvirta (1996) , the moment matrix of the regressors in the auxiliary models used in computing the test statistics approach singularity. In such cases (namely, when computing the results in Appendix Table A .2 for Brazil and Chile), we follow the recommendation of Eitrheim and Teräsvirta by omitting the terms corresponding to γ and c from the moment matrix for the computation of these test statistics.
All reported estimation results have been obtained using GAUSS 3.2 and the programs used for the STR computations are originally due to Timo Teräsvirta.
Dynamic Analysis
Since, with the exception of Mexico, the effects of a given depreciation/appreciation on the rate of growth are linear, we generally use deterministic forecasts (with zero disturbances) in the computation of the dynamic responses.
The dynamic multiplier response to depreciation for Mexico is investigated through techniques analogous to the generalised impulse response functions, proposed by Koop, Pesaran and Potter (1996) and Potter (1998) as generalisation of the concept of impulse response functions used in linear models 21 . In doing so we follow current practice in the analysis of nonlinear model dynamics (see, for example Potter, 1995; Skalin and Terävirta, 1999; Öcal and Osborn, 2000; van Dijk, Teräsvirta and Franses, 2002) . As already explained, these are required for the case of Mexico, since the transition variable is the lagged dependent variable in the growth rate regression. 21 A traditional impulse response function has well-known properties when the underlying model is linear. It has a history independent property, which implies that it is independent on the particular history ω t-1 (for example, changes occurring in a contraction have the same effect as those in an expansion). Also, it has a symmetry property in the sense that a change of -δ in any variable, or a disturbance shock of this size, has exactly the opposite effect of a change of +δ. Finally, it has a shock linearity property, as the impulse response is proportional to the size of the shock.
In our context, we analyse the effect a depreciation (or appreciation) of 10 percent for horizons h = 0, 1, 2, …. The computation of the multiplier is based on stochastic simulations of the estimated equation (6) for h = 0, 1, 2, … using random disturbances generated from a normal distribution with zero mean and variance equal to the corresponding residual variance of the estimated STR model. In practice, the effect of the depreciation by δ is obtained by comparing the average path with ∆e t = ∆e t+1 = ∆e t+2 = δ (and subsequent ∆e t+k zero) to the average path when all ∆e t+k =0 (k = 0, 1, 2, …). We compute each simulation using 10,000 replications and different draws for each path.
We explore the endogenous dynamics for Mexico through computation of the generalized impulse response function (GIRF), with shocks of ±1 and ±2 standard deviations applied at t and random shocks thereafter. Regarding the history ω t-1 in (A.4), we simulate the responses in three different episodes corresponding to each regime 22 , and then average to obtain the regime-dependent multiplier. This allows us to investigate the extent to which the endogenous dynamics of the growth rate are regime dependent, as has been reported in the literature (see Potter, 1995 and Osborn, 2000, for example) . 22 In the computation of the GIRF we consider the following particular years corresponding to the high growth regime: 1975, 1981 and 1990 . For the moderate/negative growth regime, the corresponding years are 1959, 1983 and 1977 . The time horizon is restricted in this case to eleven years to have enough observations to compute the GIRF for recent years. Engle (1982) ; Normality is the test of Jarque and Bera (1980) . Tests of no autocorrelation to order 2 and Intercept constancy are those of Eitrheim and Teräsvirta (1996) . The additional nonlinearity test (Eitrheim and Teräsvirta, 1996) is the test of no missing linear terms, and no additional nonlinearity (not ignoring the "holes").
