Abstract -Unmanned Aerial Vehicle (UAV) has been the interest in many researchers. It has become increasingly popular over the last decade. Quadrotor UAV is a small helicopter and is highly unstable without any flight controller. Therefore, a proper control on the UAV's dynamic need to be applied for stabilization. An accurate model of the vehicle dynamics is important to stabilize the UAV. System identification allows the researchers to build mathematical models of a dynamic system based on measured data. In this paper, various system identifications on quadrotor UAV are discussed. This paper only reviews the literature on system identification based on other researches that had been done. Critical review on each method is briefly discussed. This paper also provides the idea of system identification and its characteristics. Concluding remark is given regarding the suitable method for the model chosen.
Introduction
Unmanned Aerial Vehicle (UAV) is generally a smaller aerial vehicle that takes a various form. A quadrotor UAV is one of the types which typically consists of symmetric airframe, 4 rotors connected to high performance propellers and on board data processing that has pique the interest in current researchers. This paper will focus on the study of quadrotor UAV because there are limited researches that had been done although its applications have grown greatly in recent years and will continue to expand in the future. These UAVs have been contributing in a lot of applications from commercial [1] , [2] to military application [3] . UAVs are of significant advantages rather than manned aerial vehicle due to its low-cost, less risk to the crews and its manoeuvrability. The significant development of the rotors-based UAVs has expanded over the last decade [4] - [7] .
UAV is a considerably small aircraft and also very unstable. Unlike a fixed wing UAV, the quadrotor UAV does not have static stability and cannot achieve stability without the help of computerized control systems. Obtaining a proper model for the overall system is an important study so that the UAVs can have a stable model. However, the parameters to have a fine model is not easily obtained. Traditionally, the dynamic of the system models are analytically determined by Newton's law for rigid body dynamics [8] and in the prior years, researchers using the test rig method to find these parameters. The kinematic derivation of dynamic modelling is presented in various literatures. However, this method has limitations to the flight maneuver envelope and time efficiency. Classical system identification method requires prior knowledge of the parameters, typically only partially known [9] . The system can also contribute to uncertain behaviours and to solve this problem, the evaluation of the identification step is performed by simulation instead of real system [10] .
System identification provides an alternative way to parameter estimation and developing the dynamic models. There are several methods to system identification and have successfully applied to UAVs' control system model. System identification can determine the system model from the flight data, after which the model will be tuned into the control system. One of common input data for system identification is the dynamic inputs of the quadrotor, which are angles at x, y, and z axes, angular velocities and altitude. Essentially, by adjusting parameters within a given model until its output coincides as acceptable as possible with the measured output (target parameters) e.g. angular acceleration, rotational inertia and position. The developed model can optimize the operation of control loop for stability, precision and reaction time. It is indeed an imperative tool for modelling, simulating and developing control system for UAV dynamics. This paper discusses the literature survey on system identification for quadrotor UAV. The basic ideas on system identification also will be briefed later. This paper is organized as follows: Section 2 will discuss on the essential idea on system identification.
The critical review on researches that have successfully implement the system identification to UAV will be presented in Section 3, followed by other application of system identification in Section 4. Concluding remarks and the contribution of this paper to the system identification researches will be discussed in Section 5.
System Identification
System identification is the method to estimate the dynamic parameters of UAV based on the acquired flight data. Validation of the data shows the suitability of the system identification to the chosen model. There is no unique model for each system [11] . Authors in [11] outlined the structure of system identification and it consists of:  Experimental planning  Selection of model structure  Parameter estimation  Validation
1) Experimental planning:
Inputs and outputs of the system are required to determine the model of the system. Selection of inputs type is of important thing to excite the dynamic interests of the model.
2) Selection of model structure: This step requires the prior knowledge of the system dynamics, and understanding of the properties of interest. Selection of incorrect model will discredit the method of system identification used correlated to the parameter estimation.
3) Parameter estimation:
The system identification method is chosen in this step. The selection of the method is depending on the application. The method is subdivided into two groups; online and offline method. Some method preferably used in offline mode due to its increasing in accuracy with batch and bulk data. While online mode requires high processing performance which it uses recursive method to estimate parameter in real time.
4) Validation:
The tuned model synthesising the parameters obtained should validate the true value from flight test. If the models fit well to the system, the estimated value should superimpose the true value with minimal error.
The post-processes of the data are being done by the literatures. It is important to reduce the noise and filter the data to get a more accurate value. Several filtering and control methods were used by the researchers to modify the system loops for a more accurate model output.
Application of System Identification to Quadrotor UAV
In [12] , the authors discussed about the dynamic modelling and experimental identification of four rotor helicopter parameters. They used Dragonflyer IV as the quadcopter model and dSpace DS1103 card for signal processing which includes the on board sensor and data acquisition. The paper gives a well explained within the derivation of dynamic modelling of the quadrotor kinematics and the state space was chosen as the model. Three quadrotor parameters studied and to be identified are the dynamic, static and rotor parameter. These parameters were identified using Levenberg-Marquardt optimization and quadratic optimization to minimize the error criteria given as:
is the real response of system measured by CMPS03 Magnetic Compass to measure the yaw angle and ) (t A is the model output. Optimum values of the dynamic parameters; rotational inertia and aerodynamic friction coefficient was obtained by averaging the value of 100 tests conducted. This is only possible if the distribution has global minimum and for this case it is achieved. The identified parameters then used in the kinematic equation and estimated value superimposed with the real system response in x, y, and z axes rotation. Example of result obtained from the paper is illustrated in [12, Figure 1 ]. Authors concluded that the identification method validate the state space model whereas the estimated value is close to the real response.
Later in year 2007, system identification on Aerobot is studied [13] .
Step response is used by the authors for system identification. Transfer function combining the rotor plant model and the battery current input was developed. The total cascade system model was presented as below:
where H is the model plant, k is the rotor gain, poles respectively. The system was identified by using step response of 70 inputs, with 6 seconds intervals. The drawback of this method is the delay of the step response on each reading which can make the results unreliable or deviate from the values required. It can be countered by making the data acquisition faster but by doing so the digital signal processing must be on high frequency. Authors emphasized that by increasing the frequency, the noise will increase abruptly. Choosing a suitable data acquisition board that fits for the required frequency is a vital matter. The frequency chosen by the author is 1kHz and the speed sensor can acquire speed differences of 1.2 rads -1 . Nevertheless, all of the tests done were averaged to increase the signal-to-noise ratio (SNR). More importantly, the authors regard the noise rejection from the data due to various rotor disturbances. The problem was approached by introducing compensator method to attenuate the peak disturbances power and suggesting that the system should have suitable bandwidth for signal attenuation at highest disturbances frequency. The tests conducted came to these results; rise time was reduced by 0.15 seconds and disturbances frequencies up to 60 rads -1 can be rejected. While the rise-time was reduced and noise reduction is acceptable, the method is time consuming as the test need to be done until it reaches the optimum values. Frequencies more than 60 rads -1 cannot be attenuated and this might cause a problem for higher rotor speed. However, the results presented by the authors gave a good in sight to the system identification and they concluded that the system performance has proven reliable for its purpose.
In [14] , the authors proposed a method of using extended Kalman filter (EKF) for system identification. EKF is an improve version of Kalman filter which linearize the nonlinear dynamic modelling at discrete time step about the mean and covariance. In the paper, state vector was used for the model and the tests was conducted to several maneuver; take off, hover and landing. The authors suggested that the parameters can be identified through filtering approach. Essentially, the approach transforms the parameter estimation to a state estimation. This method is more advantages for a large number of parameters and the cost of deriving the equation. The simplicity of the model and the excellent performance of the filter pique the interest of current researches. The experiment on this paper was done by using commercial remote control quadrotor and the sampling rate is 10 Hz. The input was recorded by onboard Inertial Measurement Unit (IMU) that measures the yaw, pitch and roll angle. The data acquired was further processed with noise filter using EKF itself with fined tune of measurement and process noise covariance. The authors interest is on the identification of velocity and angular velocity of the quadrotor at all axes. The results showed a small error covariance between the estimated values and true values. The sample result is presented in [14, Figure  2 ]. The EKF also considerably good at reducing noise as the authors suggested. The noise level has been significantly reduced and can be verified through error covariance. It is as presented in [14, Table 1 ]. The authors concluded that this method proved to be recognized as the tool to system identification due to its filter quality and less cost for computational demand. velocity at x, y, and z-axes respectively. From [14] . The research on the system identification expanded until 2013 where the authors in [15] used the same model selection which is a transfer function as in [13] . However, the parameter of interest is different.
Parameters
While the step response from transfer function is used in the previous research, the later used impulse to obtain the results. In this paper, ArduPilot and Arduino was used to obtain the yaw, pitch and roll angle as well as the orientation of the quadrotor. The authors used a toolbox in MATLAB to generate the transfer function from obtained flight data. The estimated results depicted a same pattern of response with true values but having a big deviation [15, Figure  3] . However, after a redesigned of the system using PID controller, the results represented a good stabilization of yaw, pitch and roll angle compared to before implementing system identification [15, Figure  4 ]. This shows that the system identification validates to the given model and can be a good practice to controller gain estimation. However, this technique of identification is limited to small amount of parameters identification and the selection of the control gain might take time in experimenting. Nonetheless, the test was not done for aggressive maneuver and does not extend its capability to fly in a bad condition. 
where A is the input.
The system identification used step input to generate the transfer function and compared with the experiments through the Sum of Square Error (SSE) for comparing to the actual values. SSE acts in the same manner as quadratic estimation mentioned earlier. The input data is captured using accelerometer and gyrometer as inertial sensor to measure the angles. The authors were interested in the velocity of the quadcopter. The estimated values obtained compute a minimal SSE to the true values. Although the error is minimal, the results depicted a big deviation at a longer time [16, Figure 5 ]. This might cause problem for a longer operation of the UAV. After the control system is redesigned using the parameter estimated and a PD controller, the UAV achieve the objective to arrive at predetermined position. The results showed a big deviation along the path and the authors claimed that is due to the wind disturbances and the jump of the GPS data [16, Figure 6 ]. Using FOPTD can be useful in system identification but has a limitation on noises and disturbances. model, dash-dotted: setpoint). From [16] . Figure 6 : Trajectory of the quadrotor. From [16] While the study in this field expanded, an approach of using frequency domain as system identification was studied [17] . The authors emphasized that by comprehensive identification from the frequency response can provide a good proceeding to system identification studies. Frequency-domain can be advantages instead of time-domain approach due to the reasons followed:
 The response is unbiased  Coherence of the data is readily available  Frequency ranges is freely determined  Less cost in computational demand  Able to identify unstable system The authors used CIFER software which has the interesting features; determining frequency response, data windowing, transfer function modelling and state-space modelling. The overall control system loops which include the pilot input is illustrated as [17, Figure 7 ]. The verification showed that the modelled data is following the flight data and have a very minimum error [17, Figure 8 ]. High coherence of the result gave the dynamic of the model was well verified with acceptable Signal-to-Noise Ratio (SNR). The author pointed out that the resulting cost functions put the system identification with excellence confidence (cost <50) [18] . [17] Apart from using an offline method for system identification, authors in [19] suggested that an online method has more advantages. Authors in [20] conducted a test on real-time system Identification of UAV. They proposed that the parameter estimation is continuously investigated in real-time during operation. This gives advantages to the study because in offline method, the number of parameters is difficult to determine. The authors proposed that the parameters of quadrotor are continuously identified during operation. This allow the models to compensate for the changes in the quadcopter properties during flight. Authors reorganized the model for efficiency in real time identification. The organized model is well derived in [20] . The dynamic model chosen by the authors was state space model. In the paper, three system identification was investigated and compared; Multiple Linear Regression (MLR), Levenberg-Marquardt optimization (LMA), and Integral Method. The authors showed the comparison between three methods [20, Figure 9 ] and came to a deduction that MLR and MLA failed to follow the true trajectories in the presence of noise. The integral method proved more reliable and robust to noise and trajectory changes. Meanwhile, the use of integral method need the precaution to ensure a high frequency input data to avoid significant delays. Nevertheless, the real time identification method was conducted in iterative scheme [21] to increase accuracy but it requires a big computational demand. This becomes the problem in real time identification method although the method is robust. Figure 9 : Comparison of simulated roll step response obtained using identification methods. From [20] Despite of having all the methods mentioned previously, the authors in [22] used a simple system identification. A simple parameter identifications was used and there was no model mentioned. In the paper, the kinematic derivation was properly discussed for nonlinear dynamic modelling. However, the authors only briefed the identification method, there was no in depth explanation on how the method was developed. The roll, pitch and yaw angle were the interest in the paper. All the parameters were obtained by direct measurement, test bench experiment, studying the graph from the output and mathematically calculated. The experiment was conducted by a small perturbation and the UAV response was recorded. The authors came to a conclusion that the simulation results were not much deviated from experiment result. The result is depicted in [22, Figure 10 ]. Although the method was simple but it is not robust and it is time consuming. Moreover, this method may be applicable only to hovering maneuver because there was no other test mentioned in this paper except small perturbation. Figure 10 : Response from roll angle perturbation. From [22] Although this paper focuses only in 4 rotor UAV application, but the study on system identification have been expanded to other application such as fixed-wing UAV [9] , [23] - [26] and one rotor UAV [27] throughout the years. For example, in [24] the authors used an online parameter identification on small fixed-wing UAV, study of fixed-wing stability using Gaussian processes [9] , non-parametric UAV system identification using dependent Gaussian processes [26] , extended Kalman filter [23] and unscented Kalman filter [25] .
There is little research on finding the robustness of the system identification. Based on the literature surveyed, most of the researchers conducted the experiment at hovering. This limit the flight envelope of the quadrotor for complex maneuver. There are some methods that has a very big limitation where the method is highly sensitive with noises. A good control should be adaptive, robust and precise so the dynamic of the UAV can vary to a wide flight envelope. The study of robustness and the adaptive of the control should be the interest in current researchers so that a new approach to the system identification can be expanded. Guideline on various application of system identification can be found in [28] 
Conclusion
This paper has summarized the finding regarding the system identification methods and its application on UAVs. The basic ideas of system identification are briefly discussed and each method has its pros and cons. There are a lot of research going on the fixed wing configuration but not many research on quadrotor UAV. It is hope that this paper can give an in-sight to future researchers on developing and expanding the system identification method on quadrotor UAV. Thus, it can contribute more to UAV application on other fields that need more complex maneuver for a harder mission.
