Neocortical neurons in vivo exhibit slow large-amplitude membrane potential fluctuations during anesthesia (Steriade et al., 1993; Cowan and Wilson, 1994) , sleep (Timofeev et al., 2001 ) and quiet wakefulness (Petersen et al., 2003) . These membrane potential fluctuations occur synchronously in nearby cortical neurons (Lampl et al., 1999 , Petersen et al. 2003 , and they are driven largely by recurrent synaptic input from the surrounding neocortical neuronal network. The ensemble spatiotemporal dynamics of this spontaneous activity imaged using voltage-sensitive dye reveals waves, which propagate across the cortex in complex patterns resembling those evoked by sensory stimuli (Kenet et al., 2003; Petersen et al., 2003) . Quantitative analysis indicates that the membrane potential fluctuations define two states of the neocortex. The DOWN state defines a quiescent period during which little activity occurs, whereas the UP state corresponds to an active cortical state with depolarized membrane potentials and action potential firing driven by synaptic input. Imaging of spontaneous neuronal calcium transients in vivo indicates distributed action potential activity during UP states consistent with data obtained from in vivo whole-cell recordings (Kerr et al., 2005) . Since the spontaneous activity remains after a cortical area is deafferented (Timofeev et al., 2000) , it appears that the UP state can be generated entirely by local cortical synaptic connections. However, this does not necessarily suggest that spontaneous activity always originates from local cortical activity, and, indeed, it is likely that there are multiple mechanisms that can trigger UP states in vivo.
Remarkably, experiments in the laboratories of David McCormick and Rafael Yuste indicate that similar spontaneous membrane potential fluctuations can occur in neocortical brain slices (Shu et al., 2003; Ikegaya et al., 2004) . The in vitro recordings of spontaneous activity exhibit quiet periods similar to DOWN states and active periods similar to UP states. Prolonged bistable activity could also be evoked by local cortical stimulation, suggesting that there might be synaptic triggers that control the transition to the UP state (Shu et al., 2003) . Imaging of in vitro UP states has suggested that this spontaneous activity occurred in a highly structured way, with repeating spatiotemporal patterns of cellular activity (Ikegaya et al., 2004) . That UP and DOWN states can be observed in brain slices lacking all long-range synaptic connections provides strong support for a key role of local cortical synaptic circuits underlying both the initiation and recurrent activity of the UP state. These previous in vitro studies have therefore begun to characterize the cortical contributions to UP and DOWN states, but the influence of subcortical input has not until now been examined in vitro.
In this issue of Neuron MacLean et al. (2005) describe that not only can intracortical connections drive UP states in vitro, but they can also be initiated by thalamocortical input. High-frequency stimulation of thalamic fibers evoked UP state activity in connected neocortical areas of thalamocortical brain slices. The spatiotemporal features of the evoked activity were imaged with cellular resolution by loading superficial neurons in the brain slice with a fluorescent calcium-sensitive dye. Hundreds of neurons can be labeled with the calcium indicator, and the recorded calcium transients likely reflect action potential activity in individual neurons. Although the temporal resolution is limited by the dynamics of calcium measurements, this remarkable imaging technique is unique in that it can define the spatiotemporal suprathreshold activity in local neuronal networks of many hundreds of neurons, something which remains difficult to achieve with any other technique including extracellular electrophysiological recordings. MacLean et al. are the first to apply this calcium imaging technique at cellular resolution to define the neocortical neuronal network activity evoked by thalamic stimulation. This allows them to reconstruct the sequence of neuronal events delineating when individual neurons fire action potentials (Figure 1) . Surprisingly, MacLean et al. found that the patterns of activity evoked by high-frequency thalamic stimulation were similar to the patterns of activity that occurred spontaneously in their brain slices. A common core of neurons was activated in a defined temporal sequence during both spontaneous and evoked UP states. In addition, each UP state was accompanied by activity in other noncore neurons.
Since the spontaneous UP states occurred in the absence of thalamic activity, these results indicate a key role for intracortical synaptic circuits in governing both spontaneous and evoked sequences. MacLean et al. suggest that the processing of thalamic input may therefore be dominated by predefined cortical circuits, which can be triggered by thalamic activity. This contrasts with the classical feed-forward view of the cortex in which thalamic input determines and dominates the cortical response.
That the thalamic evoked network activity was very similar to the spontaneous activity seems at odds with our preconceptions. A priori, one might have expected that stimulation of different thalamic fibers would give rise to responses involving different cortical neurons in differing temporal sequences. However, the experimental observation of MacLean et al. suggests that any given high-frequency thalamic stimulation evokes activity matching the spontaneous activity. The explanation for this puzzling result may lie in attractor models of neural networks, which are used to propose that there are preferred dynamic brain states. Such attractors have gained the attention of the neuroscience community, because they form a plausible mechanism for maintaining persistent neural activity that potentially reflects mental states. These quasi-stable attractor states could be generated by recurrent network activity within the synaptically connected neocortical microcircuit. That thalamic evoked activity and spontaneous neocortical activity are similar may therefore be compatible with convergence upon an attractor state, irrespective of how the activity was initiated.
The observations of MacLean et al. have another potentially interesting implication for the relationship between sensory processing and spontaneous activity. Sensory information typically reaches the neocortex via thalamic input, where it evokes activity in neuronal networks of the sensory cortex. If we extend the conclusions of the study by MacLean et al. to the in vivo setting, the suggestion would be that the activity evoked by sensory input via the thalamus is similar to that arising spontaneously. In other words, UP state spontaneous activity may, in part, be a replay of evoked sensory activity. The neocortex in vivo, however, is likely to have additional degrees of freedom through the numerous long-range interactions in the brain. It will therefore be of great importance to investigate whether similar phenomena occur in vivo by applying this imaging technique to the intact neocortex (Stosiek et al., 2003; Kerr et al., 2005 Timofeev, I., Grenier, F., and Steriade, M. (2001) . Proc. Natl. Acad. Sci. USA 98, 1924 -1929 . DOI 10.1016 /j.neuron.2005 Antipodal Effects of p25 on Synaptic Plasticity, Learning, and Memory-Too Much of a Good Thing Is Bad Elevated activity of the Cdk5/p25 complex has been implicated in the pathogenesis of Alzheimer's disease. The report by Fischer and colleagues in this issue of Neuron describes a dichotomous role for the activator protein p25 in synaptic plasticity, learning, and memory, whereby transient expression in transgenic mice produces beneficial effects, but prolonged expression is detrimental. This work demonstrates the complexity of Cdk5/p25 in neuronal function and shows that dysregulation of a factor involved in plasticity can cause neurodegeneration.
Alzheimer's disease (AD) is the leading cause of dementia among the elderly and is neuropathologically characterized by two obligate lesions: extracellular amyloid plaques comprised of the small amyloidogenic Ab peptide, and intraneuronal neurofibrillary tangles (NFTs) composed of aggregates of the hyperphosphorylated tau protein. The genesis of the Ab peptide involves the endoproteolytic cleavage of its precursor protein, APP, at two sites, referred to as the b-and g-secretase sites. In contrast, the genesis of NFTs is less well described. The tau protein plays a crucial role in the stabilization of microtubules. Tau can be phosphorylated at multiple residues, and excessive phosphorylation has deleterious consequences, leading to microtubule destablization and the build up of tau aggregates in the neuronal cell body, forming NFTs. Many kinases have been implicated in the phosphorylation of tau, including glycogensynthetase kinase-3b and cyclin-dependent kinase 5 (Cdk5), which are also referred to as tau protein kinase I and II, respectively.
Cdk5 is a member of the family of proline-directed protein kinases, and this small kinase is robustly expressed 
