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10 CAPI´TULO 1. INTRODUCCIO´N
En este cap´ıtulo se pretende sintetizar de manera muy resumida cual es el
objetivo del presente proyecto, as´ı como un resumen a muy alto nivel de cuales
son las bases sobre las que se sustenta.
A lo largo del documento se realiza una explicacio´n de las caracter´ısticas que
posee el sistema, la implementacio´n que se ha realizado del mismo y la forma
en la cual puede ser utilizado.
1.1. Objetivo
El objetivo del actual proyecto es la implementacio´n de un sistema, gracias
al cual se pueda conseguir que una aplicacio´n desarrollada sobre el mismo sea
altamente disponible. Con el fin de conseguir esta alta disponibilidad el sistema
se basa en la implementacio´n del algoritmo de Paxos[6]. Ma´s concretamente, se
ha decidido implementar el sistema a partir del algoritmo descrito por Robber
van Renesse[10].
An˜adidamente, en la implementacio´n se ha propuesto la modificacio´n de di-
cho algoritmo para soportar sistemas dina´micos, es decir, permitir al sistema
crecer y disminuir de manera dina´mica, de forma que se puedan an˜adir nuevos
elementos al sistema en tiempo de ejecucio´n y estos no alteren la correccio´n de
la ejecucio´n del sistema.
Debido a este soporte se hace necesaria la implementacio´n de un sistema de
recuperacio´n, con el fin de que los nuevos elementos que se an˜adan al sistema
alcance el estado actualizado del mismo.
Finalmente tambie´n se ha implementado un recolector de basura, con el
fin de eliminar aquellos datos y operaciones que ya no sean necesarios por los
procesos, con el fin de mejorar el rendimiento del sistema y las necesidades de
almacenamiento del mismo.
La implementacio´n del proyecto se ha realizado utilizando el lenguaje de
programacio´n CoffeeScript[1]. Dicho lenguaje permite la compilacio´n directa
a Javascript, ma´s concretamente en dicho proyecto se compila a Node.js. Las
razones para realizar el proyecto sobre CoffeScript y Node.js son las siguientes:
Node.js permite construir aplicaciones de red escalables de forma ra´pida.
El consumo de recursos del mismo y el rendimiento aportado es notable-
mente superior a otras plataformas de desarrollo.
CoffeeScript an˜ade soporte a orientacio´n de objetos, lo que mejora la le-
gibilidad del co´digo escrito.
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1.2. Explicacio´n
Dado que la base del proyecto se centra en la implementacio´n del algoritmo
de Paxos, en esta seccio´n se realiza una explicacio´n a muy alto nivel de cual
es el funcionamiento y el objetivo de dicho algoritmo. La explicacio´n se intenta
realizar de forma que pueda ser entendida de forma ((sencilla)) por cualquier
lector, por lo que no se entra grandes detalles del mismo.
El objetivo es crear un sistema que proporcione alta disponibilidad a las apli-
caciones que hagan uso de del mismo. Uno de los requerimientos para proporcio-
nar alta disponibilidad es la necesidad de mantener un nu´mero indeterminado
de re´plicas de las aplicaciones en funcionamiento, 1 asegurando que todas las
re´plicas ejecutan las mismas operaciones en el mismo orden y todas mantienen
el mismo estado.
Una vez hecha esta descripcio´n se puede definir Paxos como: Un algoritmo
de replicacio´n y consenso, donde se asegura que todas las re´plicas
ejecutan todas las operaciones en un mismo orden, proporcionando
replicacio´n activa.
Para entender como funciona dicho algoritmo se presentan varios ejemplos,
los cuales intentara´n facilitar la comprensio´n del mismo:
Algoritmo de Consenso Nos encontramos en una civilizacio´n en la cual to-
dos las personas pueden proponer leyes ante un parlamento. Cada una de las
personas es libre de proponer cuantas leyes quiera y en el orden que quiera,
estas leyes van llegado al parlamento y se entregan al presidente del mismo. El
presidente segu´n recibe las leyes elige de manera arbitraria una ley y la pro-
pone a votacio´n ante los diputados. Cada uno de los diputados elige si vota
o no vota para dicha ley. Si la mayor´ıa de los diputados votan afirmativamente
, dicha ley queda aceptada. Si la mayor´ıa de los diputados votan negativamente
o no votan, dicha ley no sera´ aceptada. Sucesivamente el presidente va propo-
niendo nuevas leyes, cada una de ellas con un identificador u´nico ordenado, y los
diputados van votando cada una de ellas. De esta forma, si se desea conocer
el orden en el que han sido aceptadas las leyes, simplemente hay que observar
el identificador, quedando de esta forma resuelto el problema del ordenamiento
de las leyes.
Algoritmo de Replicacio´n Una vez que el presidente ha recibido el resul-
tado de la votacio´n y la ley ha sido aceptada , este ha de comunicar la ley a los
ciudadanos. Como esta es una civilizacio´n moderna, el resultado de la votacio´n
1Idealmente este nu´mero deber´ıa ser un nu´mero entero mayor que 0. Si es igual que 0 queda
claro que el sistema ser´ıa nulamente disponible. No se han realizado pruebas en lo referente
a que el nu´mero de re´plicas fuesen negativas, queda al gusto del lector el realizar sus propias
conjeturas y poner en conocimiento del escritor sus conclusiones.
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es enviada por email a todos y cada uno de los ciudadanos de la civilizacio´n. Los
ciudadanos reciben en su buzo´n de correo electro´nico dicho resultado y apren-
dera´n la nueva ley, sabiendo que a partir de ese momento esa es la ley que deben
seguir.
Ahora bien, puede darse el caso de que los emails lleguen a los ciudadanos
de forma desordenada, en cuyo caso el ciudadano simplemente ha de observar
el identificador de dicha ley, obedeciendo cada una en el orden indicado por el
identificador y no por el orden de llegada. De esta forma queda asegurado que
todos los ciudadanos cumplira´n todas las leyes aprobadas y las cumplira´n en el
mismo orden.
Tambie´n puede ocurrir que una ley no le llegue a un ciudadano, o esta tarde
mucho en llegar, pero lleguen otras posteriores. En este caso, el ciudadano al
no saber que dice la ley que le falta, no seguira´ las leyes recibidas hasta que no
reciba la ley pendiente. Se asegura que los ciudadanos cumplen las leyes en el
mismo orden, pero no se asegura que todas las leyes sean cumplidas al mismo
tiempo.
Simplificando, ambos algoritmos quedar´ıan de la siguiente forma:
1. Un ciudadano propone una nueva ley, enviando esta al parlamento donde
la recibe el presidente.
2. El presidente propone a votacio´n una de las leyes que ha recibido, notifi-
cando esta a todos los diputados.
3. Los diputados deciden si aceptan o no dicha ley. (votando afirmativamente
o no votando).
4. Si la ley ha sido aprobada , el presidente env´ıa un email con dicha ley a
todos los ciudadanos.
El objetivo, por lo tanto, de la implementacio´n de Paxos, es conseguir un
algoritmo que sea capaz de ejecutarse en N ma´quinas y realizar de manera
correcta el consenso y la replicacio´n de todas las peticiones recibidas, de forma
que estas sean replicadas en cada una de las ma´quinas que desempen˜en dicho
rol y en el orden que en cual hayan sido decididas.
Cap´ıtulo 2
Descripcio´n del Algoritmo
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2.1. Introduccio´n
Una vez explicado en lenguaje coloquial cual es el objetivo del algoritmo de
Paxos, es el momento de realizar una descripcio´n ma´s formal del mismo. Como
se ha podido observar en la descripcio´n, en el algoritmo intervienen tres roles
diferentes: Ciudadanos, Presidente y Diputados.
Cada uno de estos roles se identifican con un proceso diferente dentro del
sistema de Paxos, e intervienen en una o ma´s etapas del algoritmo:
Re´plica: o ciudadano. Es el endpoint de entrada y salida de Paxos.
Contiene el programa que se desea replicar y recibe las entradas que se
desean ejecutar dentro del sistema. Proporciona la alta disponibilidad de
cara al cliente; se realiza una replicacio´n activa en la cual cada proceso
ejecuta las operaciones siguiendo un orden causal.
L´ıder: o presidente. Es el encargado de inicializar el algoritmo de consenso.
Recibe las peticiones de las re´plicas e inicia una votacio´n para cada una
de las operaciones recibidas.
Aceptor: o diputado. Es el encargado de votar y decidir si acepta o no
acepta una operacio´n propuesta por el l´ıder. Actu´a como la memoria
del sistema almacenando cada una de las operaciones que se aceptan; de
forma que posteriormente ante una ca´ıda, fallo o conexio´n de un nuevo
l´ıder, este pueda recuperar el estado anterior preguntando u´nicamente a
los aceptores por todas las operaciones aceptadas.
Cada una de las re´plicas forman parte del sistema de replicacio´n del algorit-
mo. El algoritmo utiliza replicacio´n activa, es decir, todas las re´plicas pueden
recibir y procesar las mismas operaciones; adema´s todas ellas han de ejecutar las
mismas operaciones siguiendo un mismo orden, de forma que eventualmente
todas las re´plicas contengan el mismo estado.
Para conseguir que todas las re´plicas realicen la ejecucio´n de las operaciones
en el mismo orden utilizando replicacio´n activa, se necesita como mı´nimo orden
causal. Este orden es conseguido gracias al algoritmo de consenso en el cual
intervienen tanto el l´ıder como los aceptores.
A continuacio´n se realiza una explicacio´n del algoritmo de consenso y el
algoritmo utilizado para el aprendizaje de la operacio´n:
2.2. Algoritmo ba´sico
A continuacio´n se muestra el algoritmo ba´sico de Paxos, en el cual se encuentra
diferenciado en dos fases. En una primera fase se realiza la aceptacio´n de la
operacio´n que se desea ejecutar. En la segunda fase se realiza la notificacio´n
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de la operacio´n aceptada y se ejecuta o aprende dicho valor por parte del
sistema.[5].
Dado que la descripcio´n que se va a relatar es una versio´n simplificada del
algoritmo, se han simplificado tambie´n los roles utilizados, de forma que estos
se adapten mejor al los nombres dados a cada una de las fases del algoritmo.
De esta forma nos encontramos con los siguientes roles:
Proposer: Es el rol encargado de proponer valores dentro de sistema. Se
puede considerar como el punto de entrada de la aplicacio´n y tendr´ıa su
equivalencia con el rol de re´plica y l´ıder.
Learner: Es el rol encargado de aprender las operaciones que han sido
aceptadas dentro del sistema. Se puede considerar como la aplicacio´n que
se va a replicar y tendr´ıa su equivalencia con el rol de re´plica y l´ıder.
Aceptor: Es el rol encargado de realizar las votaciones, decidiendo si se
acepta o no una operacio´n. Tiene su equivalencia con el rol de aceptor.
2.2.1. Aceptacio´n de operacio´n
En la fase de ((aceptacio´n de la operacio´n)) se pretende aceptar un valor de
entre todos los valores recibidos por los proposers. Dado que cada uno de los
proposers puede proponer diferentes valores, es necesario que en el sistema
se llegue a un acuerdo para elegir cual de todos esos valores sera´ el elegido,
aceptado y aprendido.
Para realizar la aceptacio´n de un valor se produce una comunicacio´n entre un
proposer y los diferentes acceptores pertenecientes al sistema. En los mensa-
jes utilizados en la comunicacio´n se utilizan los siguientes campos:
n: Se define como el ballot sobre el cual se desea aceptar un valor. Es
utilizado por el sistema para asegurar orden causal. Si se reciben dos
mensajes de proposers diferentes, con ballots m y n respectivamente
y m > n, entonces se sabe que el mensaje m es posterior a n y este ha sido
consecuencia de la promesa o aceptacio´n de un mensaje previo.
v: El valor que se desea aceptar en el algoritmo.
El algoritmo para realizar la aceptacio´n de un valor es el siguiente:
1. Un proposer env´ıa un mensaje llamado prepare a todos los acceptores
que forman parte del sistema. Este mensaje contiene u´nicamente el ballot
actual del proposer .
2. Cada uno de los aceptores recibe el mensaje y realiza las siguientes ac-
ciones:
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a) Compara el ballot recibido en el mensaje con el ballot que contiene
almacenado. Si el ballot del mensaje es mayor que el ballot
almacenado y no se ha aceptado un valor, entonces env´ıa un
mensaje llamado promise al proposer. Este mensaje indica que el
aceptor no aceptara´ ningu´n nuevo mensaje con un ballot inferior al
actual.
b) Compara el ballot recibido en el mensaje con el ballot que contiene
almacenado. Si el ballot del mensaje es inferior que el ballot
almacenado y/o se ha aceptado un valor, entonces env´ıa un
mensaje al proposer conteniendo el ballot almacenado y el valor
que ha sido aceptado con dicho ballot.
3. El proposer recibe los mensajes de los aceptores pudiendo suceder dos
casos:
Se ha recibido un mensaje promise de una mayor´ıa de los aceptores.
En este caso env´ıa un mensaje accept conteniendo el ballot y el valor
que desea proponer a todos los aceptores que han respondido a la
peticio´n.
Se ha recibido un mensaje con un ballot superior al propio. En este
caso el proposer ha de actualizar su ballot, siendo el nuevo ballot
superior al recibido y adoptar el valor recibido en el mensaje como
propio. A continuacio´n volvera´ a realizar el paso 1 del algoritmo.
4. El aceptor recibe un mensaje accept. Si el ballot es mayor o igual que el
almacenado entonces da por aceptado dicho valor.
Como se puede observar en este paso se produce una votacio´n para decidir que
valor, de todos los recibidos, sera´ aceptado . Un l´ıder, en este caso el proposer,
env´ıa una peticio´n a todos los aceptores para decidir un valor. Cada uno de los
aceptores decide unilateralmente si acepta o no dicho valor y se lo comuni-
ca al proposer. Si la mayor´ıa de los aceptores le responde afirmativamente,
sabra´ que e´l y solo e´l puede proponer valores, que su valor sera´ propuesto y
podra´ enviar su valor.
La respuesta en forma de promesas evita el bloqueo del sistema. Si al llegar
un mensaje prepare el aceptor u´nicamente acepta el valor recibido, y el pro-
poser no env´ıa nunca la peticio´n accept, el sistema se quedar´ıa bloqueado y no
avanzar´ıa. Con la promesa se asegura que si aparece una nueva peticio´n con un
valor superior esta peticio´n sera´ la nueva prometida.
A su vez, utilizando los valores de ballot como ordenamiento temporal, se
asegura que todo proposer reciba un valor aceptado anteriormente (en caso
de que alguno haya sido escogido). Si un valor ha sido aceptado anteriormente
todo proposer recibira´ este valor y no podra´ ser modificable, manteniendo la
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consistencia del sistema. Se asegura de esta forma que una vez que un valor ha
sido aceptado no va a poder ser modificado.
2.2.2. Aprender la operacio´n
Una vez que el valor ha sido aceptado por una mayor´ıa de los aceptores se
procede a aprender dicho valor. El valor sera´ aprendido por todos los propo-
sers que forman parte del sistema, de manera que todos ellos una vez hayan
aprendido dicha operacio´n, contendra´n el mismo estado:
1. Cuando un aceptor ha aceptado una proposicio´n env´ıa un mensaje a
todos los learners del sistema indicando que dicha proposicio´n ha sido
aceptada.
2. Si un learner recibe el mensaje de aceptacio´n de una mayor´ıa de los
acceptors del sistema entonces aprende dicha proposicio´n.
En este paso se produce la ejecucio´n de la proposicio´n aceptada. Dado que
ha existido una votacio´n y la mayor´ıa de los aceptores han aceptado la misma
proposicio´n, todos los learners aprendera´n la misma proposicio´n.
Tal como esta´ descrito el algoritmo, se puede observar que se sigue una pol´ıtica
de replicacio´n activa, se env´ıa un mensaje a todos los nodos y todos los nodos
ejecutan la operacio´n. Esto puede producir un alto nu´mero de intercambio de
mensajes , del orden de NA ∗NL 1 , as´ı como una limitacio´n en la escalabilidad
del sistema. Para solventar este problema se proponen dos soluciones:
Nombrar un learner l´ıder. Todos los aceptores enviara´n sus mensajes al
l´ıder, una vez que el l´ıder recibe un mensaje de la mayor´ıa de los aceptores
propaga el mensaje al resto de los l´ıderes. Se utiliza una pol´ıtica de repli-
cacio´n pasiva. Se consigue reducir el nu´mero de mensajes a NA + NL,
pero se aumenta la carga de trabajo de un u´nico nodo. Si este nodo se cae
entonces habra´ que realizar una nueva eleccio´n de l´ıder, con la penalizacio´n
que esto pueda acarrear.
Se nombra un conjunto de l´ıderes. Los aceptores enviara´n sus mensajes
a dicho conjunto, cuando un l´ıder recibe un mensaje de la mayor´ıa de
los aceptores , propaga el mensaje al resto de los learners. Utiliza una
replicacio´n h´ıbrida entre pasiva y activa, mejorando la escalabilidad y la
disponibilidad del sistema. Se aumenta ligeramente el nu´mero de mensajes
necesarios para el aprendizaje del valor, pero si se cae algu´n l´ıder el sistema
seguira´ en funcionamiento.
1NA: Nu´mero de aceptores. NL : Nu´mero de learners
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2.2.3. Aceptar y aprender mu´ltiples valores (Multi-Paxos)
Hasta ahora se ha descrito el algoritmo en referencia a aceptar y aprender
un u´nico valor, si se desean aprender varios valores hay que realizar una pe-
quen˜a modificacio´n sobre el algoritmo, de modo que soporte la aceptacio´n y el
aprendizaje de n operaciones.
La solucio´n propuesta consiste en ejecutar varias instancias del algoritmo,
de forma que cada una de las instancias elija un u´nico valor de entre todos los
dados. El funcionamiento simplificado es el siguiente:
Se ejecutan n instancias del algoritmo, todas ellas con el mismo nu´mero
de procesos y todos los procesos ejecutando los mismos roles.
La numeracio´n de la instancia indica el orden de ejecucio´n de las opera-
ciones, la instancia i se ejecutara´ antes que la instancia i + 1.
La eleccio´n de la operacio´n a ejecutar no viene restringida por la numera-
cio´n de la instancia, se puede elegir un valor para la instancia i + 1 y no
haber elegido au´n un valor para la instancia i.
Si un learner recibe un valor para la instancia i + 1 pero no ha recibido
un valor para la instancia i , el learner tiene que ejecutar la primera fase
del algoritmo de consenso de Paxos para dicha instancia. De esta forma
recibira´ el valor asociado a la instancia i y podra´ continuar aprendiendo va-
lores posteriores. Este es el mecanismo utilizado para actualizar/recuperar
procesos que se han ca´ıdo del sistema o han sufrido pe´rdida de mensajes.
2.3. Algoritmo Avanzado
La implementacio´n realizada de Paxos para dicho algoritmo se basa en el
art´ıculo escrito por Robbert van Renesse [10], el cual muestra una implemen-
tacio´n del algoritmo de Multi-Paxos 2. La implementacio´n realizada en dicho
art´ıculo se realiza de una forma simple y sin ningu´n tipo de optimizacio´n; mos-
trando co´mo deber´ıa ser la base a utilizar para implementar un algoritmo de
este tipo. A su vez se introducen varias modificaciones sobre el algoritmo origi-
nal de Paxos, mejorando la eficiencia del mismo.
A continuacio´n se describen las caracter´ısticas de la implementacio´n realiza-
das en [10]:
2.3.1. Roles del sistema
En la implementacio´n de dicho algoritmo se crean nuevos roles con el fin de
que cada rol tenga un objetivo u´nico, los roles definidos son los siguientes:
2Multi-Paxos se basa en la mu´ltiple ejecucio´n de varias instancias de Paxos para la eleccio´n
de varios valores
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Cliente: Proceso que env´ıa peticiones al sistema para que sean pro-
cesadas. Dado que pueden existir mu´ltiples clientes, cada cliente ha de
poseer un identificador u´nico y ha de implementar un contador de opera-
ciones internas con el fin de poder diferenciar y ordenar sus operaciones.
El cliente, por defecto env´ıa las peticiones a todas las re´plicas y acepta
u´nicamente la primera respuesta, soportando fallos de ca´ıda-parada.
Para soportar fallos bizantinos se deber´ıan recibir (2f + 1)/2 respuestas
ide´nticas, donde f sea el nu´mero de re´plicas que se permiten fallar.
Re´plica: Proceso que au´na los roles de proposer y learner del art´ıculo
Paxos Made Simple[5] descrito anteriormente. Es el encargado de propo-
ner las operaciones enviadas por el cliente y de ejecutar las operaciones
decididas.
Aceptor: Proceso que realiza la votacio´n de las peticiones propuestas,
decidiendo si acepta o no la operacio´n propuesta. Tambie´n actu´a como
memoria principal del sistema, almacenando todas las operaciones acep-
tadas.
L´ıder: Proceso l´ıder del sistema, es el encargado de iniciar las votaciones
y de decidir cuando una operacio´n ha sido aceptada. En [5] el l´ıder no
exist´ıa como cua´l, era el proposer el encargado de realizar este rol.
Scout Proceso encargado de la primera fase del Quorum, promesa de
reserva de valor.
Commander Proceso encargado de la segunda fase del Quorum, acepta-
cio´n de valor.
2.3.2. Implementacio´n de Multi-Paxos
La adopcio´n de un ballot se realiza anteriormente a la peticio´n
del cliente, exactamente en el momento de inicio del l´ıder. De esta forma,
siempre que no exista un conflicto entre l´ıderes, el nu´mero de mensajes
necesarios para aceptar un valor se ve reducido en (3 ∗ num aceptores)/2
mensajes.
El cliente env´ıa un mensaje a todas las re´plicas del sistema , al contrario
que en [5] en el cual se env´ıa a una u´nica re´plica. En este punto se utiliza
replicacio´n activa, todas las re´plicas realizara´n la misma accio´n de
forma determinista y respondera´n al cliente.
El cliente u´nicamente acepta la primera respuesta recibida, ignorando el
resto. Se consigue soportar fallos por ca´ıda-parada, si bien es sencillo
modificar este punto para que se soporten fallos bizantinos.
El mensaje de adopcio´n, segunda fase del consenso, se env´ıa a todos los
aceptores del sistema. En el algoritmo ba´sico u´nicamente se env´ıa a los
aceptores que respondieron en la primera fase.
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Al permitirse la existencia de varios l´ıderes, puede ocurrir que entren en
conflicto para la eleccio´n de valores. Cada vez que se entra en conflicto han
de enviar una nueva peticio´n de adopcio´n de un nuevo ballot. Este es el
u´nico momento en el cual se ha de realizar de forma completa el algoritmo
de Aceptacio´n de un valor.
Un alto nu´mero de l´ıderes puede influir negativamente en la eficiencia del
sistema. Cada l´ıder puede proponer un valor, este es desechado al existir
un ballot superior aceptado, y tiene que volver a adoptar un nuevo ballot.
Para solventar este problema se propone dejar en estado suspendido a
todos los l´ıderes menos a uno, que sera´ el encargado de soportar todas
las peticiones. Cada uno de los l´ıderes dormidos monitorizara´ al l´ıder
activo, de forma que cuando este caiga uno de ellos tomara´ el control. Se
utiliza en un principio replicacio´n activa, pero se tiende a que el sistema
funcione con replicacio´n pasiva con el fin de diminuir los conflictos y
mejorar el rendimiento.
Los aceptores mantienen un control sobre todas las peticiones aceptadas,
de forma que cuando un nuevo l´ıder se conecte al sistema, automa´tica-
mente al realizar una peticio´n de adopcio´n reciba el estado actual del
sistema. Dado que siempre se necesita la aceptacio´n de la mayor´ıa de los
aceptores para aceptar una peticio´n, un l´ıder despue´s de una peticio´n
tendra´ el estado completo de todas las operaciones realizadas.
Las re´plicas ordenan las peticiones por orden de llegada y las asignan a la
primera instancia libre que no ha sido decidida. Una vez que una instancia
ha sido decidida propone las peticiones pendientes de esa misma instancia
a la siguiente libre. De esta forma eventualmente se deciden todas las
peticiones.
Si las re´plicas deciden una operacio´n en una instancia i, pero no ha sido
decidida una instancia i− 1, no se realizara´ la ejecucio´n de dicha instancia
hasta que no lleguen todas las anteriores a la misma. Se asegura que todas
las re´plicas ejecuten las operaciones en el mismo orden y mantengan el
mismo estado.
2.4. Algoritmo Implementado
El algoritmo implementado para este trabajo se encuentra basado en el al-
goritmo avanzado descrito anteriormente, realizando sobre el mismo algunas
modificaciones con el fin de conseguir una mayor eficiencia.
A continuacio´n se describen cada uno de los pasos que sigue el algoritmo, tan-
to para conseguir el consenso como para la replicacio´n de cada una de las re´plicas
que formara´n parte del sistema. En dicha descripcio´n, dado que se describen en
cap´ıtulos posteriores, se han obviado tanto el algoritmo de recoleccio´n de
basura como el algoritmo de recuperacio´n.
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Paso 1: Adoptando un ballot Cuando un l´ıder se conecta al sistema la
primera accio´n que intenta realizar es conseguir adoptar un ballot. Cada uno de
los ballots se puede definir como una vista diferente, de modo que cuando un
l´ıder adopta un nuevo ballot se esta´ produciendo un cambio de vista [9].
Los ballots se encuentran formados por dos componentes:
Un nu´mero entero secuencial, el cual indica la posicio´n temporal del ballot,
de forma que si existen dos ballots con nu´meros n y n + 1, se sabra´ que el
ballot con valor n + 1 ha sido creado con posterioridad al ballot con valor
n.
Un identificador del l´ıder. El ballot contiene el identificador del l´ıder que
lo ha adoptado. Este l´ıder sera´ el u´nico que puede decidir operaciones
dentro de la vista.
Dado que el ballot define un cambio de vista, es necesario que sea posible
ordenar los mismos de forma que se sepa cuando un ballot es posterior
a otro. Esta ordenacio´n se realizada utilizando las dos componentes que
forman parte del ballot en cuestio´n.
∀b(i, l),∃b(i′, l′)/b(i, l)>b(i′, l′)↔ (b(i) = b(i′) ∧ b(l)>b(l′)) ∨ b(i)>b(i′)
Un ballot es mayor a otro dado si y solo si, los identificadores de los ballots
son iguales y el identificador de un l´ıder es mayor, o el identificador del
ballot es mayor.
Para realizar esta adopcio´n se realizan las siguientes acciones:
El l´ıder crea un scout con su ballot actual, por defecto [0,ident l´ıder ].
El scout env´ıa dicho ballot, dentro de un mensaje llamado P1A, a todos
los aceptores que forman parte del sistema y se mantiene a la espera de
su respuesta. A su vez el l´ıder env´ıa la posicio´n, o slot, hasta la cual ha
decidido operaciones, de esta forma disminuye la carga de procesamiento
de los aceptores y el taman˜o del mensaje de respuesta.
El aceptor recibe el mensaje P1A enviado por el l´ıder a trave´s del scout
y realiza las siguientes comprobaciones:
• Compara el ballot enviado con el ballot que actualmente se encuentra
procesando. Si el ballot es mayor, es indicio de que se ha producido
un cambio de vista y actualiza su propio ballot.
• Genera un mensaje de respuesta P1B, este mensaje contiene una
lista con todas las operaciones decididas desde el slot indicando en el
mensaje hasta la u´ltima posicio´n decidida del cual tiene constancia el
aceptor. Tambie´n contiene el ballot actual del aceptor y la posicio´n
o slot hasta la cual se ha ejecutado el recolector de basura.
El scout recibe las respuestas enviadas por los aceptores y realiza las
siguientes acciones:
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• Compara el valor del ballot recibido con el suyo propio. Si el ballot
coincide, introduce las operaciones enviadas en el mensaje en una
lista. Si la operacio´n recibida ya se encuentra en la lista, u´nicamente
almacena aquella operacio´n con el ballot ma´s alto.
• Compara la posicio´n hasta la cual se ha ejecutado el recolector de
basura propio con el valor recibido en el mensaje, adoptando el valor
superior.
• Si ha recibido una respuesta por parte de una mayor´ıa de los acep-
tores, es decir de (n/2) + 1, el scout da por adoptado el ballot y lo
notifica al l´ıder.
El l´ıder, una vez tiene constancia de la adopcio´n del ballot:
• Actualiza su lista de operaciones decididas, la lista donde contiene
todos los slots que han sido decididos y la posicio´n del recolector de
basura.
• Por cada una de las operaciones decididas env´ıa un mensaje DECI-
SION a todas re´plicas conocidas. Este paso es una optimizacio´n
respecto al algoritmo de [10]. En dicho algoritmo, una vez que se ha
adoptado un ballot, se reenv´ıan las operaciones recibidas a los acep-
tores para que sean decididas por el nuevo ballot, lo que conlleva un
nuevo env´ıo, procesamiento y recepcio´n. Al eliminar este paso se aho-
rra el tiempo invertido en estos pasos y no se ve alterada la correccio´n
del algoritmo.
• Crea un commander para cada una de las operaciones recibidas
cuando se encontraba en un estado inactivo y que no se encuen-
tran en la lista de operaciones aceptadas. U´nicamente se proponen a
votacio´n aquellas operaciones que au´n no han sido aceptadas.
• Se ejecuta el recolector de basura, eliminando todas aquellas opera-
ciones que se encuentran en la lista de operaciones decididas, y con
un slot inferior al indicando por la posicio´n del recolector de basura.
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Figura 2.1: Adopcio´n de ballot
Paso 1.1: Recibiendo Preempted Cuando el scout o el commader se
encuentran en el proceso de espera de respuestas por parte de los aceptores, y
reciben un mensaje con un ballot diferente al que ellos poseen, han de finalizar su
ejecucio´n y avisar al l´ıder con un mensaje PREEMPTED. Este mensaje indica
que se ha realizado un cambio de vista, y por lo tanto el l´ıder no podra´ adoptar
nuevos valores hasta que actualice su vista y se cree una nueva en la que e´l sea
el duen˜o.
Los pasos que se siguen son los siguientes:
Cuando el scout o el commander reciben un mensaje de los aceptores
con un ballot diferente al que ellos poseen, finalizan su ejecucio´n y env´ıan
un mensaje Preempted al l´ıder, conteniendo el ballot que han recibido.
El l´ıder recibe el mensaje y cambia su estado de activo a inactivo. A
partir de este momento el l´ıder realiza una monitorizacio´n del l´ıder que
es duen˜o del ballot actual. Cuando el l´ıder detecta que el l´ıder duen˜o
del ballot ha abandonado el sistema, o ha pasado un intervalo de tiempo
t, aumenta el identificador de su propio ballot en una unidad por encima
del ballot recibido y procede a adoptar este nuevo ballot. De esta forma
se asegura que:
• En todo momento existe un l´ıder proponiendo y decidiendo opera-
ciones, y en el caso de que dicho l´ıder abandone el sistema, un nuevo
l´ıder recogera´ su legado en el menor tiempo posible.
• Se realiza un balanceo de la carga en las decisiones de las operacio-
nes. Al intentar adoptar un nuevo ballot despue´s de transcurrido un
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tiempo t, se asegura que todos los l´ıderes del sistema en algu´n mo-
mento se habra´n encontrado activos y no se encontrara´n siempre en
un estado de inactividad o espera.
Paso 2: Proponiendo una peticio´n Cuando una re´plica recibe un mensaje
REQUEST con los datos del cliente y la operacio´n a realizar, comprueba en
primer lugar si la operacio´n a realizar es de tipo escritura o lectura.
Si la operacio´n es de tipo lectura no existe una necesidad de ejecutar
el algoritmo de consenso para ordenar la peticio´n, esta es ejecutada inmediata-
mente.
Si la operacio´n es de tipo escritura se ha de comprobar si la operacio´n
ya ha sido decidida o procesada dentro de la re´plica. Si ha sido decidida o
procesada entonces se env´ıa al cliente un mensaje DECIDED, indicando que la
operacio´n se encuentra duplicada y ya se ha procesado anteriormente.
En caso de que la operacio´n no se encuentre decidida o procesada, se procede
a introducir a la operacio´n en la lista de operaciones a proponer.
Para proponer una operacio´n, en primer lugar se debe decidir un slot al cual
se debe proponer, dicho slot es elegido escogiendo el menor slot libre entre los
slots de operaciones propuestas y operaciones decididas, as´ı como del slot de la
ejecucio´n actual; de forma que una operacio´n se propondra´ al menor slot libre
siempre y cuando este sea mayor que el slot de la ejecucio´n.
Figura 2.2: Eleccio´n Slot
Una vez elegido el slot, se marca la operacio´n como propuesta para dicho
slot y se env´ıa un mensaje PROPOSE a todos los l´ıderes que forman parte del
sistema, contenido la operacio´n propuesta y el slot al cual se ha propuesto.
Hay que tener en cuenta que una misma operacio´n puede ser propuesta a
distintos slots, y en un slot pueden existir propuestas mu´ltiples operaciones,
esto es as´ı debido a que de todas las operaciones propuestas para un slot, u´ni-
camente una sera´ decidida, y el resto de las operaciones sera´n re-propuestas a
un nuevo slot con el fin de que eventualmente todas ellas se encuentren decididas.
Tambie´n se ha de tener en cuenta que tanto en la lista de proposiciones
como en decisiones pueden existir slots intermedios sin ninguna operacio´n, esto
es debido a lo siguiente:
En proposiciones puede existir un slot intermedio libre si, por alguna
razo´n, ha llegado una operacio´n decidida a dicho slot y ha sido ejecutada
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antes de que se hubiera propuesto una operacio´n en dicha re´plica. En este
caso las operaciones enviadas por el cliente para proponer sera´n enviadas
a un slot superior, quedando este sin candidatos a proponer. Dicho com-
portamiento adquiere sentido debido a que la proposicio´n de operaciones a
un slot ya decidido producir´ıa la re-proposicio´n de las operaciones, conlle-
vando a un mayor intercambio de mensajes y a un mayor coste temporal
para la decisio´n de la operacio´n.
Figura 2.3: Decisio´n antes de proposicio´n
En decisiones ha llegado la notificacio´n de una operacio´n i pero no ha
llegado la notificacio´n de una operacio´n i− 1. En este caso las operaciones
enviadas por el cliente ser´ıan propuestas al slot i− 1, y si ya ha sido
decidida la operacio´n, el l´ıder retornara´ la operacio´n que ha sido decidida
permitiendo continuar con el algoritmo de decisio´n y procesamiento.
Paso 3: Decidiendo una peticio´n Cuando un l´ıder recibe un mensaje
PROPOSE por parte de una re´plica, comprueba si tanto el slot como la ope-
racio´n ya han sido decididos. Si la operacio´n ya ha sido decidida el mensaje es
ignorado. Si el slot ya ha sido decidido, entonces env´ıa un mensaje DECISION
a todas las re´plicas del sistema, conteniendo el slot decidido y la operacio´n aso-
ciada, la cual puede no ser la misma que la enviada en el mensaje PROPOSE.
De esta forma se asegura que un slot que ha sido decidido con una operacio´n no
sea modificado y siempre se mantenga con dicha operacio´n. 3
3Debido a que se ejecuta el recolector de basura, esto solamente sucede si no se ha ejecutado
el recolector de basura para dicho slot. En caso de que se hubiera ejecutado se iniciara´ el
protocolo de recuperacio´n.
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Figura 2.4: Respuesta PROPOSE a un slot ya decidido
En caso de que ni el slot ni la operacio´n hayan sido decididos anteriormente,
se introduce la operacio´n en la lista de operaciones propuestas, y si el l´ıder es
el duen˜o del ballot actual se procede a inicializar la votacio´n para decidir la
operacio´n.
El l´ıder crea una nueva instancia de la clase commander, al cual se pasa
como para´metros el ballot del l´ıder y la operacio´n a votar.
El commander genera un mensaje P2A y lo env´ıa a todos los aceptores
conocidos del sistema. Dicho mensaje contiene el ballot y la operacio´n a
votar.
El aceptor recibe el mensaje P2A.
• Comprueba el ballot recibido con el propio, si el recibido es igual o
mayor al propio actualiza el ballot y an˜ade la operacio´n a la lista de
operaciones aceptadas.
• Env´ıa un mensaje de respuesta P2B al l´ıder conteniendo el ballot
actual del aceptor.
El commander recibe los mensajes P2B enviados por los aceptores, si
alguno de los mensajes contiene un ballot diferente al propio, se supone que
se ha producido un cambio de vista y se env´ıa un mensaje PREEMPTED
al l´ıder.
En caso de que el commander reciba un mensaje P2B de (n + 1)/2
aceptores con el mismo ballot que el propio; el commander tendra´ la
certeza de que la mayor´ıa de los aceptores han aceptado y conocen la
operacio´n votada, y por lo tanto se puede dar la operacio´n por decidida.
En este momento se env´ıa un mensaje DECISION a todas las re´plicas
conocidas del sistema, conteniendo el slot decidido y la operacio´n vinculada
al mismo.
El l´ıder elimina la operacio´n de la lista de operaciones propuestas y se
marca el slot como decidido.
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Figura 2.5: Decisio´n de una operacio´n
Paso 4: Procesando una peticio´n Cuando una re´plica recibe un mensaje
DECISION procede a iniciar el algoritmo de procesamiento de operaciones, para
ello realiza lo siguiente:
Comprueba que el slot para el cual se ha recibido la operacio´n no ha
sido ya decidido ni procesado, en dicho caso introduce la operacio´n en
la lista de operaciones decidas y marca dicho slot como decidido. A su
vez si el slot recibido se corresponde con el siguiente slot candidato para
decisiones, este se actualiza hasta que apunte a un slot que no contenga
ninguna decisio´n. Este paso es importante para asegurar que las nuevas
operaciones se propongan para el slot apropiado.
Comienza a procesar todas las operaciones que se encuentran decididas a
partir del slot actual de procesamiento. Dicho slot no tiene porque coincidir
con el slot recibido en el mensaje de decisio´n, sino que es el u´ltimo slot
para el cual se ha procesado una operacio´n dentro de la re´plica.
Figura 2.6: Progresio´n del slot de procesamiento
Por cada operacio´n que se encuentra decidida:
• Si existen operaciones propuestas para el slot decidido, se re-proponen
para un nuevo slot y se eliminan todas las operaciones vinculadas a
dicho slot. Si no existe una operacio´n decidida para dicho slot se
finaliza la ejecucio´n.
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• Si por algu´n motivo, la operacio´n que se ha decidido ya se encuentra
procesada, se aumenta el valor del slot para el cual se ha de procesar
la operacio´n y se continua el algoritmo con el siguiente slot.
• Se aumenta en una unidad el valor del slot para el cual se ha de
procesar la operacio´n, se procesa la operacio´n enviando la misma al
programa vinculado a la re´plica.
• Una vez que se ha recibido la confirmacio´n del procesamiento, se
elimina la operacio´n de la lista de decisiones y se an˜ade a la lista de
operaciones procesadas, finalmente se env´ıa una respuesta al cliente
con el resultado de la operacio´n.
Figura 2.7: Procesamiento de una operacio´n
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3.1. Caracter´ısticas
El sistema se encuentra implementado sobre CoffeeScript[1], y utiliza la
librer´ıa ZeroMQ[2] para realizar la comunicacio´n entre todos los procesos
del sistema.
La comunicacio´n del sistema se encuentra optimizada para su ejecucio´n
dentro de clusters, si bien es totalmente factible el despliegue del sistema
en otro tipo de entornos.
Las aplicaciones a replicar se pueden encontrar implementadas en cual-
quier lenguaje de programacio´n. Dado que la comunicacio´n entre la apli-
cacio´n y la re´plica se puede realizar a partir de ZeroMQ[2], u´nicamente
es necesario que exista un wrapper de la librer´ıa para dicho lenguaje.
El sistema se encuentra formado por tres roles diferentes, implementando
cada uno de ellos un comportamiento espec´ıfico. Para el correcto funcio-
namiento del sistema y que este ofrezca alta disponibilidad, es necesario
que al menos un nu´mero f de instancias de cada proceso se encuentre en
funcionamiento, donde f es el nu´mero de instancias que se permiten fallar.
El valor de f es dependiente de cada uno de roles, dependiendo su valor
del tipo de fallos soportado en cada uno de ellos. El tipo de fallo soportado
en funcio´n de cada uno de los roles es:
• Re´plicas, fallos ca´ıda-parada. El mı´nimo nu´mero de re´plicas que
se deben encontrar en el sistema debe de ser un n ≥ f + 1.
• L´ıderes , fallos ca´ıda-parada. El mı´nimo nu´mero de l´ıderes que
se deben encontrar en el sistema debe de ser un n ≥ f + 1.
• Aceptores, fallos bizantinos[7]. Debido a que se ha de asegurar que
siempre se encuentre en funcionamiento una mayor´ıa de los mismos,
tanto para conseguir el consenso como para asegurar la progresio´n del
algoritmo, el mı´nimo nu´mero de aceptores que se deben encontrar
en el sistema debe de ser un n ≥ 2f + 1.
Por lo tanto, suponiendo que se soportan para todos los roles un f = 1, el
mı´nimo nu´mero total de procesos necesarios para que el sistema se pueda
ejecutar, ofreciendo alta disponibilidad es de 5 procesos , siendo 2 procesos
los referentes a las re´plicas y los l´ıderes; y 3 procesos para los aceptores.
La decisio´n de una operacio´n se realiza en te´rmino medio utilizando apro-
ximadamente (3 ∗A/2) + R(1 + L) mensajes , donde A es el nu´mero de
aceptores, L el nu´mero de l´ıderes y R el nu´mero de re´plicas. Supo-
niendo que A = L = R = 1 el nu´mero medio de mensajes necesarios para
decidir una operacio´n ser´ıa 4.
La decisio´n de una operacio´n necesita de (3 ∗A) + 2 +R(1 + L) mensajes
en el peor de los casos. Este caso se produce cuando el l´ıder ha de adoptar
un nuevo ballot.
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El sistema es capaz de realizar el consenso de una operacio´n y decidir cual
es su posicio´n de ejecucio´n en un intervalo de tiempo mı´nimo comprendi-
do entre 1 milisegundo y 5 milisegundos. A estos valores hay que an˜adir
posteriormente el taman˜o del mensaje y el coste temporal en transferir
dicho mensajes a trave´s de la red. Tal como se muestra a continuacio´n
los tiempos en realizar la aceptacio´n de una operacio´n son despreciables,
siendo los tiempos que marcan la cota mı´nima las operaciones realizadas
por el l´ıder y la re´plica.
Figura 3.1: Tiempo de resolucio´n de las peticiones
El sistema puede crear nuevas instancias de manera dina´mica, ya
sea con el fin de aumentar la capacidad de procesamiento de peticiones
recibidas, o de asegurar la continuidad del algoritmo. Si el sistema detecta
que el nu´mero de instancias es inferior al necesario para asegurar la alta
disponibilidad, este puede crear nuevas instancias de los roles necesarios
para que el sistema pueda seguir funcionando correctamente.
En el sistema se encuentran implementadas operaciones de lectura y
escritura. Las operaciones indicadas para escritura han de ejecutar com-
pletamente el algoritmo de consenso. Las operaciones de lectura son ejecu-
tadas directamente en las re´plicas, disminuyendo notablemente el tiempo
de respuesta de las mismas. El uso de estos dos tipos de operaciones hace
que el sistema tenga una consistencia secuencial[4]. Si se realizan todas
las operaciones en modo escritura, obviando las operaciones de lectura, se
consigue una consistencia estricta.
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(a) (b)
Figura 3.2: (a)Mensaje de escritura.(b) Mensaje de lectura
El sistema soporta particiones dentro de los roles re´plicas y l´ıderes. El
sistema puede alcanzar distintas particiones de ambos roles, siempre y
cuando se cumplan alguna de las siguientes condiciones:
• Todos los l´ıderes conocen a todos los aceptores del sistema, de esta
forma los l´ıderes recuperaran las operaciones no recibidas cuando
adopten un ballot.
• Los l´ıderes conocen a un subconjunto de los aceptores, siempre y
cuando se cumplan las siguientes condiciones.
◦ Los l´ıderes conocen a un subconjunto de los aceptores tal que
dicho conjunto es igual o mayor que la mayor´ıa del conjunto.
◦ El nu´mero de aceptores total en el sistema es impar.
La razo´n para cumplir estas condiciones son las siguientes: Si cada
l´ıder conoce a una mayor´ıa de los aceptores la interseccio´n de dichos
conjuntos no podra´ ser el conjunto vac´ıo, por lo que en teor´ıa al
menos un subconjunto de los aceptores habra´n aprendido todas las
operaciones del sistema.
Au´n as´ı, si el conjunto total es par puede darse el caso de que exista
algu´n aceptor perteneciente a la interseccio´n que no reciba todas las
operaciones enviadas por el conjunto de los l´ıderes, dificultando de
esta forma el mantenimiento del estado global del sistema y la re-
cuperacio´n del mismo, si se utiliza un conjunto impar de aceptores
este problema queda resuelto.
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(a) (b)
Figura 3.3: (a)Conjunto aceptores par.(b) Conjunto aceptores impar
Aunque existan particiones dentro del sistema, eventualmente todas las
re´plicas alcanzara´n el mismo estado, hayan o no hayan recibido todas las
operaciones enviadas por los clientes. Con que una re´plica haya recibido
y procesado una operacio´n, el resto de re´plicas procesara´n eventualmente
dicha operacio´n.
Se implementa un algoritmo de recoleccio´n de basura en los roles de
l´ıder y aceptor. De esta forma se realiza una mejor gestio´n de la me-
moria, eliminando operaciones que ya no sean utilizadas por el sistema,
mejorando el rendimiento de los procesos y disminuyendo las necesidades
computacionales.
• Una vez que todos los l´ıderes han recibido una operacio´n, esta es
eliminada del aceptor.
• Una vez que un l´ıder env´ıa un mensaje a las re´plicas indicando
que una operacio´n ha sido decidida, elimina dicha operacio´n de su
memoria.
Se implementa un algoritmo de recuperacio´n en todos los roles. De
esta manera cuando una nueva instancia de un rol se conecta al sistema,
este puede eventualmente alcanzar el estado del resto de los procesos y
continuar de manera normal su ejecucio´n.
• Un aceptor recibe el estado de (n/2) + 1 aceptores del sistema,
realiza una unio´n de todos los estados recibidos y hace del mismo su
estado propio.
• Un l´ıder actualiza su estado recibiendo el mensaje de adopcio´n de
ballot por parte de los aceptores. En cada adopcio´n de ballot, el
aceptor env´ıa todas las operaciones que contiene, el l´ıder realiza la
unio´n de estas operaciones y actualiza su estado.
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• Una re´plica realiza la recuperacio´n de dos formas diferentes:
◦ Si los l´ıderes contienen las operaciones que solicita la re´plica,
estos env´ıan las operaciones a la re´plica para que actualice su
estado.
◦ En caso contrario la re´plica recibe el estado del resto de las
re´plicas, una vez que ha recibido al menos una operacio´n, ac-
tualiza su estado y finaliza el algoritmo.
La re´plica actualiza su estado recibiendo y ejecutando cada una de
las operaciones que han sido decididas y ejecutadas en el resto de las
re´plicas que forman parte del sistema. Au´n as´ı, ser´ıa posible enviar
el estado final de las re´plicas con el fin de disminuir tanto el tiempo
de recuperacio´n como el taman˜o y cantidad de los mensajes enviados
en el algoritmo.
Actualmente no se encuentra implementada ninguna medida de seguridad,
tanto para asegurar la integridad y confidencialidad de los mensajes, como
para asegurar que los procesos que se encuentran ejecutando dentro del
sistema son procesos conocidos, y va´lidos para encontrarse ejecutando
dentro del mismo.
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En este cap´ıtulo se describe cual es la comunicacio´n utilizada dentro del siste-
ma, realizando una descripcio´n de la implementacio´n realizada y de los mensajes
utilizados en la misma.
En primer lugar se realiza un resumen del flujo de comunicacio´n entre los
procesos, es decir, el intercambio o flujo de mensajes que se producen en la
comunicacio´n entre los diferentes roles para realizar una determinada accio´n.
A continuacio´n se describen las caracter´ısticas propias de la comunicacio´n del
sistema y la implementacio´n realizada de la misma. Por u´ltimo se realiza una
descripcio´n de los tipos de mensajes existentes.
4.1. Flujo de Mensajes
En esta seccio´n se muestra el flujo de mensajes, utilizando diagramas de
actividad, entre los diferentes procesos.
4.1.1. Adopcio´n de un ballot
Figura 4.1: Adopcio´n de un ballot
4.1.2. Preempted en adopcio´n de un ballot
Figura 4.2: Preemted de una adopcio´n
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4.1.3. Decisio´n de una operacio´n
Figura 4.3: Decisio´n de una operacio´n
4.1.4. Preempted en la decisio´n de una operacio´n
Figura 4.4: Preemted de una decisio´n
4.1.5. Recuperacio´n aceptor
Figura 4.5: Recuperacio´n de un aceptor
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4.1.6. Recuperacio´n re´plica
Figura 4.6: Recuperacio´n de una re´plica mediante el l´ıder
Figura 4.7: Recuperacio´n de una re´plica mediante otra re´plica
4.2. Caracter´ısticas
La comunicacio´n entre los diferentes nodos que conforman el sistema contiene
las siguientes caracter´ısticas:
Comunicacio´n as´ıncrona, no existe una cota superior temporal en la cual
el mensaje deba ser entregado 1.
1En la implementacio´n final esto no es del todo cierto, se utiliza un timeout para impedir
que el sistema se encuentre indefinidamente esperando por una respuesta.
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La comunicacio´n es segura, es decir, un mensaje enviado es eventualmente
recibido por el proceso receptor. Au´n as´ı, no se asegura que los mensajes
lleguen al receptor en el orden de emisio´n.
Los mensajes se pueden enviar y recibir de manera duplicada.
Los mensajes no se corrompen.
La comunicacio´n ma´s comu´n dentro del sistema es la comunicacio´n uno a
muchos y muchos a uno. Dada la naturaleza de los roles que forman parte del
sistema, no es necesario que dicha comunicacio´n entre los procesos sea fiable, es
decir, no es necesario el asegurar que un mensaje llegue a todos los procesos a
los cuales ha sido enviado.
Las comunicaciones realizadas entre los diferentes procesos del sistema son
las siguientes:
Un cliente se comunica con un conjunto (1 ≤ n ≥ total re´plicas) de re´pli-
cas, enviando a las mismas una peticio´n. El cliente espera como ma´ximo
una u´nica respuesta, aceptado la primera que recibe y desechando el resto.
Esto permite que el sistema se mantenga funcionando con al menos una
re´plica funcional, soportando fallos caida-parada. En caso de que se
decida dar soporte a fallos bizantinos por parte de las re´plicas, el cliente
esperar´ıa a recibir (n/2) + 1 respuestas ide´nticas para dar por resuelta la
peticio´n.
Cada re´plica env´ıa un mensaje a un conjunto de n l´ıderes, tal que
1 ≤ n ≥ nu´mero l´ideres. La re´plica espera como ma´ximo una respues-
ta por cada peticio´n, desechando el resto de peticiones. Esto permite que
el sistema se mantenga funcionando con al menos un l´ıder funcional.
Cada l´ıder env´ıa un mensaje a un conjunto de aceptores. El l´ıder nece-
sita recibir confirmacio´n de la mayor´ıa de los aceptores para continuar,
de esta forma el sistema se mantendra´ funcionando mientras se encuentren
en ejecucio´n un nu´mero de aceptores superior a (n/2) + 1.
4.3. Implementacio´n
Con el fin de cumplir las caracter´ısticas descritas anteriormente, para la
implementacio´n de la comunicacio´n se ha utilizado una librer´ıa orientada a co-
municacio´n mediante mensajes llamada ZeroMQ[2]. Dicha librer´ıa ofrece un
conjunto de patrones de comunicacio´n , los cuales facilitan la creacio´n de los
protocolos de comunicacio´n utilizados en el sistema.
Los patrones utilizados segu´n la comunicacio´n necesaria entre los diferentes
roles son los siguientes:
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Patro´n Request-Response: Es el patro´n utilizado por el algoritmo de
recuperacio´n entre las re´plicas, y tambie´n para la comunicacio´n de la
re´plica con el programa encargado de procesar las operaciones 2. Este
patro´n ofrece una comunicacio´n s´ıncrona y unidireccional.
La parte Request u´nicamente puede enviar peticiones, no pudiendo enviar
una nueva peticio´n hasta que no ha recibido una respuesta a la peticio´n
anterior.
La parte Response u´nicamente recibe peticiones, no pudiendo recibir una
nueva peticio´n hasta que no ha respondido a la anterior.
(a) (b)
Figura 4.8: (a)No procesa la segunda peticio´n.(b) Env´ıa respuesta y procesa la
nueva peticio´n
Patro´n Request-Router: Es el patro´n utilizado para la comunicacio´n
entre los clientes y las re´plicas. Este patro´n ofrece una comunicacio´n
parcialmente as´ıncrona. El cliente implementa la parte Request, env´ıa
un mensaje al router y suspende su ejecucio´n hasta recibir una respuesta
a su peticio´n, de esta forma se asegura que el cliente no procese peticiones
fuera del orden preestablecido.
(a) (b)
Figura 4.9: (a)Se impide enviar sin recibir respuesta previa.(b) Env´ıo correcto
2U´nicamente en el caso de que se utilice la comunicacio´n por mensajes y no mediante
co´digo
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La re´plica implementa el router. Un router puede recibir n operaciones
y no es necesario responder a las mismas en el orden recibido o responder
a las mismas; de esta forma una re´plica puede recibir varias peticiones
simulta´neamente y responder a las mismas segu´n se decidan dentro del
sistema.
Figura 4.10: Re´plica puede recibir mu´ltiples peticiones
Patro´n Dealer-Router[11]: Es el patro´n utilizado para realizar el al-
goritmo de recuperacio´n entre los aceptores, ofrece una comunicacio´n
as´ıncrona. El dealer es el encargado de enviar mensajes al router, una
vez enviado un mensaje puede seguir su ejecucio´n sin esperar a recibir
una respuesta. El router tal como se ha dicho anteriormente, puede reci-
bir mu´ltiples peticiones sin tener que responder anteriormente a ninguna
de ellas para poder recibir la siguiente.
Figura 4.11: Dealer y router pueden enviar y recibir mu´ltiples mensajes
Patro´n Productor-Consumidor[12]: Es el patro´n utilizado para reali-
zar las comunicaciones entre todos los nodos, ofreciendo una comunicacio´n
uno a muchos, segura y as´ıncrona. Los consumidores se conectan a los pro-
ductores y se subscriben a un tipo de mensaje en concreto, el productor
env´ıa un mensaje de un tipo y es recibido por todos los consumidores que
se han subscrito al mismo.
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Figura 4.12: Comunicacio´n del publicador con los consumidores
Tal como se ha dicho anteriormente, el patro´n utilizado para la mayor´ıa
de las comunicaciones realizadas dentro del sistema es el patro´n productor-
consumidor. Los beneficios de usar dicho patro´n, en contra de otro patro´n
as´ıncrono y que permite comunicacio´n uno-a-muchos como el dealer-router,
son los siguientes:
El servidor o productor no ha de conocer en todo momento que procesos
se encuentran en el sistema para enviar mensajes a los mismos. Los consu-
midores se conectan al servidor, y realizan una subscripcio´n a un tipo de
mensaje espec´ıfico. El productor env´ıa un mensaje y este sera´ enviado de
forma transparente a todos los consumidores que se encuentran subscritos.
Un cliente se puede conectar y subscribir a un l´ıder incluso cuando este no
se encuentre disponible. En el momento que el productor se encuentre dis-
ponible el consumidor empezara´ a recibir los mensajes automa´ticamente.
De esta forma se evita que el consumidor tenga que realizar una monitori-
zacio´n para conocer cuando el productor se encuentra disponible y realizar
la conexio´n al mismo.
Adema´s de las ventajas descritas, en el patro´n productor-consumidor
existe otra ventaja, el consumo del ancho de banda en la comunicacio´n. Debido a
la implementacio´n del patro´n realizada en ZeroMQ, la comunicacio´n utilizando
dicho patro´n es realmente eficiente en comparacio´n con el resto de patrones
implementados por dicha librer´ıa.
En la gra´fica que se muestra a continuacio´n, se ha realizado el env´ıo de 5000
mensajes con una cadena de texto, enviando los mismos de manera s´ıncrona.
En la gra´fica se muestran el nu´mero total de bytes transmitidos en cada uno de
los patrones utilizados dentro del sistema.
Como se puede observar, el nu´mero de bytes transmitidos utilizando el
patro´n productor-consumidor es notablemente inferior al utilizado por el
resto de patrones analizados.
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Figura 4.13: Consumo de bytes diferentes patrones de comunicacio´n
4.4. Tipos de Mensaje
Todos los mensajes utilizados en Paxos contienen la siguiente estructura:
Figura 4.14: Formato Mensaje
Donde:
To: Direccio´n del nodo al cual va destinado el mensaje.
From: Direccio´n del nodo que env´ıa el mensaje.
Type: Tipo de mensaje enviado.
Body: El cuerpo del mensaje, es diferente segu´n el tipo del mensaje.
A continuacio´n se realiza una descripcio´n de todos los tipos de mensajes
utilizados en el sistema y los campos que contienen.
4.4.1. Request
Mensaje enviado por el cliente a las re´plicas del sistema. Es el mensaje
inicial del algoritmo, conteniendo la accio´n que desea realizar el cliente. El cuerpo
del mensaje contiene los siguientes campos:
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client id: Identificador del cliente. Puede ser un nombre u´nico, una IP,
etc.
operation id: Identificador de la operacio´n local del cliente. Sigue el or-
den secuencial de operaciones ejecutadas por el cliente.
type: Tipo de la operacio´n. Indica si la operacio´n es de solo lectura READ
o de escritura WRITE.
operation: La operacio´n que va a ser procesada en el sistema. El for-
mato de la misma depende del programa que se este´ ejecutando, siendo
independiente del sistema de replicacio´n.
4.4.2. Response
Mensaje enviado por las re´plicas a los clientes como respuesta a los mensajes
REQUEST enviados por estos. El mensaje es enviado al cliente una vez que la
operacio´n ha sido decidida y procesada por la re´plica. El cuerpo del mensaje
contiene los siguientes campos:
client id: Identificador del cliente.
operation id: Identificador de la operacio´n.
result: Resultado de la ejecucio´n de la operacio´n.
4.4.3. Propose
Mensaje enviado por las re´plicas del sistema a los l´ıderes. Env´ıa un mensaje
de proposicio´n de una operacio´n sobre un slot dado.
slot: Slot sobre el que se desea realizar la proposicio´n.
operation: Operacio´n que se desea proponer.
recPort: Puerto de escucha de la re´plica mediante el cual se lleva a cabo
el algoritmo de recuperacio´n.
4.4.4. Recolected
Mensaje enviado por un l´ıder al conjunto de re´plicas cuando, al recibir un
mensaje GAP, no es capaz de resolver las peticiones solicitadas.
slot min: Slot mı´nimo a partir del cual la re´plica solicita la recuperacio´n.
slot max: Slot ma´ximo hasta el cual la re´plica solicita la recuperacio´n.
replica: identificador de la re´plica que ha enviado el mensaje GAP.
replicaRec: direccio´n en la cual la re´plica se encuentra escuchando para
recibir los mensajes de recuperacio´n.
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4.4.5. GAP
Mensaje enviado por la re´plica a los l´ıderes para recibir posibles operacio-
nes pendientes que au´n no ha recibido.
slot min: Slot a partir del cual realiza la peticio´n de operaciones.
slot max: Slot ma´ximo hasta el cual se desea recibir operaciones.
rec: Puerto de escucha utilizado por la re´plica para el algoritmo de re-
cuperacio´n.
4.4.6. Rec
Mensaje enviado tanto por re´plicas como aceptores. En cada uno de ellos el
mensaje tiene un significado diferente, mientras que en los aceptores el mensaje
indica la peticio´n de un aceptor para iniciar el algoritmo de recuperacio´n; en las
re´plicas se trata de la respuesta a un mensaje GAP, el cual ha sido reenviado
del l´ıder a las re´plicas para que estas respondan a la re´plica solicitante.
Re´plica
performed: Lista de todas las operaciones ejecutadas en la re´plica.
slotInProposals: Slot que se encuentra indicado en la variable de dicho
nombre.
slotInDecisions: Slot que se encuentra indicado en la variable de dicho
nombre.
Aceptor
slot: Slot hasta el cual el aceptor ha ejecutado su recolector de basura y
a partir del cual desea recibir las operaciones pendientes.
4.4.7. AckRec
Mensaje enviado como respuesta a un mensaje Rec en el algoritmo de re-
cuperacio´n de los aceptores. Utilizado para enviar el estado de los diferentes
roles en el algoritmo de recuperacio´n.
slot: Valor del slot hasta el cual se ha ejecutado el recolector de basura.
ballot: Ballot actual.
pvals: Lista de todas las operaciones aceptadas.
46 CAPI´TULO 4. COMUNICACIO´N
4.4.8. P1A
Mensaje enviado por el l´ıder a los aceptores. Se env´ıa para realizar la
adopcio´n de un ballot.
leader: Identificador del l´ıder que realiza la peticio´n.
ballot: Ballot que contiene el l´ıder y el cual se desea adoptar.
slot: Slot hasta el cual el l´ıder que env´ıa el mensaje ha ejecutado su
recolector de basura.
4.4.9. P1B
Mensaje enviado por los aceptores a los l´ıderes. Contiene el ballot con el
cual se ha realizado la adopcio´n, as´ı como un conjunto de operaciones aceptadas
anteriormente.
ballot: Ballot con el cual se realiza la adopcio´n.
accepted: Lista de operaciones aceptadas anteriormente por el aceptor.
garbageCollected: Valor del slot hasta el cual el aceptor ha eliminado
las operaciones aceptadas.
4.4.10. P2A
Mensaje enviado por el l´ıder a los aceptores. Contiene la operacio´n que se
desea aceptar.
operation: Operacio´n que el l´ıder env´ıa para que sea aceptada.
4.4.11. P2B
Mensaje enviado por el aceptor al l´ıder. Contiene el ballot con el cual se
ha aceptado la operacio´n. Es la respuesta al mensaje P2A.
ballot: Ballot con el cual ha sido aceptada la operacio´n.
garbageCollected: Valor del slot hasta el cual el aceptor ha eliminado
las operaciones aceptadas.
4.4.12. Adopted
Mensaje enviado por el scout al l´ıder que lo ha creado. Se produce a conti-
nuacio´n de recibir la adopcio´n de un ballot. Contiene el ballot con el cual se ha
realizado la adopcio´n y una lista con todos los valores aceptados anteriormente.
ballot: Ballot con el cual se ha realizado la adopcio´n.
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pvalues: Lista del conjunto de las operaciones aceptadas por todos los
aceptores que han respondido al l´ıder.
garbageCollected: Valor del slot ma´s alto de todos los recibidos en los
mensajes P2B.
4.4.13. Decision
Mensaje enviado por el commander a todas las re´plicas. Indica la opera-
cio´n que ha sido decidida para un slot en concreto.
slot: Slot para el cual se ha realizado la decisio´n.
operation: Operacio´n decidida.
4.4.14. Decisions
Mensaje enviado por un l´ıder a una re´plica como respuesta a un mensaje
GAP cuando no ha ejecutado su recolector de basura sobre las operaciones
solicitadas.
mapOfOperations: Mapa de las operaciones almacenadas en el l´ıder,
como ı´ndice se encuentra el slot y como valor la operacio´n asociada al
mismo.
4.4.15. Duplicated
Mensaje enviado por la re´plica al cliente cuando la peticio´n REQUEST
enviada ya ha sido procesada anteriormente.
operacion: La operacio´n que se encuentra duplicada.
4.4.16. Preempted
Mensaje enviado por el scout o el commander al detectar que el ballot
recibido por los aceptores es ma´s moderno al ballot del l´ıder.
ballot: Ballot actual utilizado por los aceptores.
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En el siguiente cap´ıtulo se realiza una descripcio´n de las clases implemen-
tadas para la realizacio´n del sistema. A lo largo del cap´ıtulo se muestran los
diagramas UML representativos de las clases, as´ı como una descripcio´n de la
funcionalidad de cada una de ellas y los me´todos que las componen.
5.1. Server y GCS
Figura 5.1: Diagrama Clases: Clases GCS y Server
5.1.1. Server
La clase server es la encargada de inicializar y gestionar los diferentes roles
que debe ejecutar una instancia del sistema, a su vez la clase server se encarga
de monitorizar todos los procesos que se encuentran dentro del sistema, des-
cubriendo de esta forma cuando un nuevo proceso es an˜adido o eliminado del
mismo y actuar en consecuencia.
operaciones
constructor : Inicializa el servidor. Si el proceso servidor es un proceso
padre entonces inicializa su funcionamiento por defecto, monitorizando los
roles que ejecuta la instancia y los procesos pertenecientes al sistema. Si
no es el proceso padre entonces crea un proceso con un rol espec´ıfico.
processFork: Procesa los mensajes enviados por cada uno de los roles
que gestiona el servidor.
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master : Crea todos los roles que se encuentran definidos para la instancia
y comienza a monitorizar la red y los procesos creados.
checkServers: Comprueba el nu´mero de instancias de cada rol que exis-
ten dentro del sistema. Si el nu´mero de instancia de un rol es inferior
al necesario para que el sistema se pueda ejecutar de manera correcta, y
la instancia actual no se encuentra ejecutando dicho rol entonces se crea
dentro de la instancia.
checkLeaderDown: Comprueba si algu´n rol l´ıder ha abandonado el sis-
tema. En caso de que en un tiempo t no se haya recibido informacio´n de
alguno de los l´ıderes, se supone que dicho l´ıder ha abandonado el siste-
ma. En este momento si la instancia ejecuta el rol de l´ıder se le comunica
dicho hecho para que proceda a realizar las operaciones oportunas.
serverUp: Se ejecuta cuando el GCS recibe un mensaje de un proceso
indicando que se encuentra vivo. Comprueba si el proceso indicando en
el mensaje ya se encuentra descubierto, y se notifica a cada uno de los
sub-procesos que forman parte de la instancia de que se ha an˜adido un
nuevo proceso al sistema.
serverDown: Se ejecuta cuando el GCS recibe un mensaje de un proce-
so indicando que dicho proceso ha abandonado el sistema. Se elimina al
proceso de la lista de procesos pertenecientes al sistema, y se notifica a
cada uno de los sub-procesos que forman parte de la instancia de que se
ha eliminado un proceso del sistema.
createReplica: Si no se encuentra creado un proceso re´plica, crea un
nuevo proceso de re´plica.
createAcceptor: Si no se encuentra creado un proceso aceptor, crea un
nuevo proceso de aceptor.
createLeader: Si no se encuentra creado un proceso l´ıder, crea un nuevo
proceso de l´ıder.
exitReplicaProcess: Env´ıa un mensaje al GCS indicando que el proceso
re´plica ha finalizado y ya no se encuentra disponible en el sistema.
Si la instancia se encuentra ejecutando en modo stealh y se cumplen las
condiciones necesarias, entonces se vuelve a inicializar el proceso re´plica.
exitAcceptorProcess:Env´ıa un mensaje al GCS indicando que el pro-
ceso acceptor ha finalizado y ya no se encuentra disponible en el sistema.
Si la instancia se encuentra ejecutando en modo stealh y se cumplen las
condiciones necesarias, entonces se vuelve a inicializar el proceso aceptor.
exitLeaderProcess:Env´ıa un mensaje al GCS indicando que el proceso
l´ıder ha finalizado y ya no se encuentra disponible en el sistema.
Si la instancia se encuentra ejecutando en modo stealh y se cumplen las
condiciones necesarias, entonces se vuelve a inicializar el proceso l´ıder.
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5.1.2. GCS
GCS es la clase encargada de difundir mediante Broadcast los mensajes
que indican el estado de cada uno de los procesos que forman parte del sistema.
Cada vez que GCS recibe un mensaje, este se lo comunica a la clase Server para
que realice las operaciones definidas para dicha accio´n.
operaciones
constructor: Inicializa el servidor GCS para recibir mensajes utilizando
el protocolo UDP. A su vez vincula las operaciones UP y DOWN, pasadas
como para´metros, para ser ejecutadas en el momento que se recibe algu´n
mensaje de este tipo.
send: Env´ıa un mensaje a la direccio´n de Broadcast indicada.
messageDown: Env´ıa un mensaje de tipo DOWN a la direccio´n de
Broadcast indicada.
5.2. Rol, Re´plica, Aceptor y L´ıder
Figura 5.2: Diagrama Clases: Leader, Aceptor y re´plica
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5.2.1. Rol
Clase base de la cual heredan todos los roles que forman parte del sistema,
es decir re´plica, aceptor y l´ıder. Contiene el procesamiento de los mensajes
UP y DOWN, utilizados para conocer todas las instancias de los diferentes roles
que existen dentro del sistema. Las operaciones que contiene implementadas son
las siguientes:
operaciones
constuctor: Inicializa la clase a partir de un fichero de configuracio´n e
indica la red a utilizar y a partir de la cual enviara´ y recibira´ mensajes.
processMessage: Procesa los mensajes UP y DOWN enviados por la
clase Server. Esta operacio´n sera´ sobrescrita por cada uno de los roles
para an˜adir el procesamiento de los mensajes que cada uno de ellos va a
procesar.
processUPMessage: Actualiza la lista de las instancias de cada uno de
los roles que forman parte del sistema. Si la instancia que se indica como
UP no se encuentra en la lista, entonces es an˜adida a la misma.
processDownMessage:Actualiza la lista de las instancias de cada uno
de los roles que forman parte del sistema. Si la instancia que se indica
como DOWN se encuentra en la lista, entonces es eliminada de la misma.
5.2.2. Re´plica
Las re´plicas son el punto de entrada del sistema. Son los encargados de
recibir las peticiones del cliente , proponer dichas peticiones ante los l´ıderes y
ejecutar las mismas una vez son decididas.
variables
La re´plica contiene tres tablas Hash: decisions , proposals y performed.
En decisions se almacenan aquellas operaciones que han sido decididas,
en proposals aquellas peticiones que han sido propuestas y en perfor-
med aquellas operaciones que han sido ejecutadas.
La clave de las tablas es la instancia sobre la cual se van a decidir y propo-
ner las operaciones (slot). Dado que en un principio se pueden proponer
mu´ltiples operaciones para una misma instancia, el valor de proposals
es una lista de todas las operaciones que han sido propuestas dicha ins-
tancia. Tanto en decisions como en performed el valor sera´ una u´nica
operacio´n, la cual no podra´ ser modificada.
Cuando una operacio´n ha sido decidida para una instancia, esta es guar-
dada dentro de la tabla decisions y se eliminan todas las operaciones que
se encuentran en la tabla proposals para dicha instancia. Cuando una
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operacio´n ha sido procesada, dicha operacio´n es guardada dentro de la
tabla performed y es eliminada de la tabla decisions.
Una operacio´n puede encontrarse en decisions y no encontrarse en pro-
posals. Esto es posible debido a que una peticio´n del cliente por algu´n
motivo no pudo llegar a la re´plica, pero si ha sido procesada por otras
re´plicas, siendo propagado el estado de decisio´n cuando esta ha sido acep-
tada por el l´ıder.
operaciones
constructor: Inicializa la instancia de re´plica. En primer lugar realiza
una peticio´n a la clase server para que le proporcione aquellos l´ıderes
conocidos que se encuentran conectados al sistema. A su vez la re´plica
ha de esperar a que la aplicacio´n encargada de procesar las operaciones
decididas se encuentre conectada a la re´plica. Una vez que se tiene cons-
tancia de la existencia de la aplicacio´n y se ha recibido el mensaje por
parte de la clase server, se procede a la inicializacio´n de la red , se mo-
difica el estado de la re´plica a RUNNING y se env´ıa un mensaje GAP
a todos los l´ıderes conocidos para que, en el caso de que existan, env´ıen
una lista de todas las operaciones ya decididas o inicialicen el protocolo
de recuperacio´n.
Figura 5.3: Diagrama Actividad: Constructor Re´plica
sendGAP: Env´ıa un mensaje GAP a todos los l´ıderes conocidos en el
sistema. Dicho mensaje se env´ıa al inicializar la re´plica y en un intervalo
de tiempo t, tal que t > d donde d es el tiempo transcurrido desde la u´ltima
recepcio´n de un mensaje DECISION o REC.
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processRequest: Procesa los mensajes recibidos por la re´plica. Los ti-
pos de mensaje que procesa son: REQUEST, DECISION, DECISIONS,
RECOLECTED y RESULT
processRequestMessage: Procesa un mensaje REQUEST. Si el mensa-
je es de tipo lectura entonces se env´ıa directamente a la aplicacio´n vincu-
lada a la re´plica, en caso contrario se env´ıa a proponer la peticio´n.
processRecolect: Procesa un mensaje RECOLECTED, generando un
mensaje de respuesta REC hac´ıa la re´plica que ha realizado la peticio´n
de recuperacio´n.
Una vez que la re´plica recibe el mensaje comprueba si el mensaje no
proviene de si mismo. Si el mensaje proviene de si mismo entonces indica
que se encuentra en estado de recuperacio´n y modifica su estado, en caso
de no encontrarse modificado anteriormente. A continuacio´n finaliza la
ejecucio´n del me´todo.
Se actualiza el ((slot de inicio)) de la recuperacio´n indicado por la re´plica,
de esta forma se puede saber si el mensaje de recuperacio´n se refiere a un
mensaje antiguo o duplicado y se puede ignorar.
Se calcula el ((slot mı´nimo)) de la recuperacio´n y el ((slot ma´ximo)). El ((slot
mı´nimo)) por defecto sera´ el indicado en el mensaje, en caso de que no
haya sido indicado se establece a cero. El ((slot ma´ximo)) sera´ el indicado
en el mensaje a excepcio´n del caso de que no sea indicado o sea superior al
u´ltimo slot procesado dentro de la re´plica, en dichos casos sera´ actualizado
al u´ltimo slot procesado.
Se genera un array con todas las peticiones procesadas que se encuentran
entre el ((slot mı´nimo)) y el ((slot ma´ximo)) y se env´ıa en un mensaje REC
a la re´plica.
Figura 5.4: Diagrama Actividad: ProcessRecolect
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processRecuperation: Procesa un mensaje REC. Si se recibe un men-
saje de dicho tipo y el estado de la re´plica es RUNNING o REC, se
procesa el mensaje llamando al me´todo processRecMessage, en caso
contrario se ignora.
processRecMessage: Procesa un mensaje REC.
Actualiza el estado de la re´plica a REC2 para indicar que se encuentra
en proceso de actualizacio´n. En este estado, si recibe algu´n otro mensaje
REC o DECISIONS sera´n ignorados.
Actualiza los valores de slotInProposals y slotInDecisions con los valores
ma´ximos entre los actuales y los recibidos en el mensaje.
Recorre cada una de las operaciones que se han enviado dentro del mensa-
je. Si el slot al que pertenece la operacio´n ya ha sido procesado entonces se
ignora la operacio´n, en caso contrario se ejecuta la operacio´n y se actualiza
el valor de slot num.
Una vez finalizado el procesamiento de todas las operaciones se cambia el
estado de la re´plica a RUNNING.
Figura 5.5: Diagrama Actividad: ProcessRecMessage
propose: Propone en el sistema la peticio´n recibida por el cliente.
Si la peticio´n enviada se encuentra entre las peticiones decididas o procesa-
das, se env´ıa al cliente un mensaje DECIDED indicando que la operacio´n
que desea proponer ya ha sido propuesta anteriormente.
Si no se cumple dicha condicio´n se busca un slot candidato, y se introduce
la operacio´n en la lista de proposals con dicho slot.
Se env´ıa un mensaje PROPOSE a todos los l´ıderes conocidos del sistema,
con la operacio´n y el slot propuesto.
processMessageDecisions: Procesa un mensaje de tipo DECISIONS
enviando por los l´ıderes en el proceso re recuperacio´n de la re´plica.
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Si el estado de la re´plica es RUNNING y la lista de decisiones del mensaje
es superior a cero se procede a la recuperacio´n, se modifica el estado de la
re´plica a REC.
Por cada operacio´n indicada dentro del mensaje se llama al me´todo DECI-
SION, las operaciones sera´n procesadas siguiendo el algoritmo de decisio´n.
Una vez finalizado el procesamiento de todas las operaciones se modifica
el estado de la re´plica a RUNNING.
decision: Procesa un mensaje de tipo DECISION.
Comprueba si la operacio´n recibida existe en la lista de operaciones decidi-
das o si ya ha sido procesada, tambie´n comprueba si el slot para el cual ha
sido decida la operacio´n ya ha sido decidido anteriormente. Si estas condi-
ciones no se cumplen, se introduce la operacio´n en la lista de operaciones
decididas y se marca el slot indicado en el mensaje como decidido.
Si el slot indicado en el mensaje es igual al slotInDecisions de la re´plica,
se aumenta en una unidad para indicar cual es el nuevo slot esperado para
recibir una decisio´n.
Se llama al me´todo processDecision.
processDecision: Procesa una decisio´n perteneciente a un slot indicado.
Se comprueba si existe una operacio´n en el slot indicado, de no ser as´ı fi-
naliza la ejecucio´n del me´todo.
Si existen operaciones propuestas para el slot que se encuenta en decisio´n,
entonces se realiza una nueva proposicio´n de estas operaciones para que
sean decididas en un nuevo slot.
Si la operacio´n ya se ha ejecutado anteriormente se aumenta el valor de
slot num. Si la operacio´n no se ha ejecutado se an˜ade la operacio´n a la
lista de operaciones ejecutadas. A continuacio´n se elimina de la lista de
operaciones en decisiones y se eliminan todas las operaciones propuestas
para dicho slot, re-proponiendo dichas operaciones a un nuevo slot.
Se ejecuta la operacio´n en la aplicacio´n vinculada a la re´plica, se aumenta
el valor de slot num y se env´ıa la respuesta al cliente.
Se procede a realizar una nueva ejecucio´n del me´todo processDecision
indicando como slot el slot num actual.
getSlot: Retorna el valor del slot para el cual una operacio´n debe de
ser propuesta. El valor de dicho slot sera´ el mı´nimo entre los valores de
slotInProposals y slotInDecisions
responseClient: Crea un mensaje RESPONSE y lo env´ıa al cliente.
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5.2.3. Acceptor
Los aceptores son los roles encargados de votar si una operacio´n es aceptada
o no dentro de una instancia de Paxos (slot). Para ello se realiza una votacio´n
entre todos los aceptores del sistema, coordinada por un l´ıder.
El propo´sito del aceptor es decidir si una operacio´n es aceptada o no, y
almacenar dichas operaciones como un histo´rico y facilitar la recuperacio´n del
sistema.
Cada aceptor tiene como estado el ballot a partir del cual acepta operacio-
nes, y una lista de todas las operaciones que ha aceptado.
operaciones
constructor: Inicializa la instancia de aceptor. En la inicializacio´n de la
instancia se llamada al me´todo startNetwork y se inicia el recolector de
basura de forma que se ejecute automa´ticamente en intervalos de tiempo
t.
startNetwork: Inicializa la red del aceptor de modo que pueda recibir
y enviar mensajes a los l´ıderes, adema´s de permitir la comunicacio´n con
el resto de los aceptores para realizar el algoritmo de recuperacio´n.
Antes de inicializar la red se env´ıa un mensaje al proceso server para que
env´ıe una lista de todos los l´ıderes conocidos dentro del sistema. Una vez
que se ha recibido dicho mensaje se procede al inicio de la red y se llama
al me´todo waitForAcceptors.
waitForAcceptors: Dicho me´todo es llamado en la inicializacio´n del
aceptor, es utilizado para inicializar la recuperacio´n de su estado.
El aceptor se mantiene a la espera durante un tiempo t para descubrir
al resto de los aceptores que forman parte del sistema. Si durante ese
intervalo de tiempo no se descubren nuevos aceptores, se supone que se
encuentra solo en el sistema y comienza una ejecucio´n normal.
En caso de que se descubran otros aceptores se procede a inicializar el
algoritmo de recuperacio´n.
Una vez finalizado el algoritmo de descubrimiento se procede a procesar
todas las operaciones recibidas y que se encuentran almacenadas en las
listas de operaciones pendientes.
close: Elimina los listeners vinculados a la recepcio´n de mensajes.
processMessage: Recibe los mensajes enviados por el proceso server.
processRequest: Procesa los mensajes P1A y P2A. En caso de que el
aceptor se encuentre en estado activo se procesan los mensajes de manera
normal, en caso contrario los mensajes son introducidos en una lista de
mensajes pendientes, de forma que sera´n procesados en el momento que
el aceptor cambie su estado a activo.
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processRecuperation: Procesa los mensajes pertenecientes al protocolo
de comunicacio´n. Env´ıa los mensajes REC al me´todo processRecMes-
sage y los mensajes AckRec al me´todo processAckRecMessage.
processRecMessage: Procesa un mensaje REC, genera una tabla hash
cuyo indice es el slot de cada operacio´n y el valor es la operacio´n perte-
neciente a dicho slot. En la tabla hash se introducen todas aquellas ope-
raciones que se encuentran decididas para un slot superior al valor actual
del recolector de basura.
Finalmente se crea un mensaje AckRec que sera´ enviado al aceptor que
ha iniciado la recuperacio´n. En dicho mensaje se env´ıa la tabla hash con
las operaciones, el valor del recolector de basura y el ballot actual que
contiene el aceptor.
(a) (b)
Figura 5.6: Diagramas Actividad: (a)ProcessRecuperation.
(b)ProcessRecMessage
processAckRecMessage: Procesa un mensaje AckRec, dicho mensaje
contiene todas las operaciones que han sido decididas por un aceptor,
as´ı como su valor de recolector de basura y el valor del ballot.
Cuando recibe un mensaje, actualiza una lista cuyo contenido son las
direcciones de todos los aceptores que han respondido al mensaje REC.
Actualiza el valor del recolector de basura y el ballot, manteniendo el
mayor valor entre el recibido y el que contiene el aceptor.
Introduce cada una de las operaciones recibidas en la tabla hash de ope-
raciones aceptadas.
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Si ha recibido respuestas del mensaje REC de la mayor´ıa de los aceptores
del sistema, ejecuta el recolector de basura para eliminar aquellas opera-
ciones que se encuentren con un valor de slot inferior al actual valor del
recolector de basura, y se procesan aquellas peticiones que se han recibido
mientras se ejecutaba el protocolo de recuperacio´n.
Figura 5.7: Diagrama Actividad: ProcessAckRecMessage
processPendingMessagesAndSetActive: Recorre las listas de los men-
sajes pendientes P1A y P2A recibidos mientras se ejecutaba el algoritmo
de recuperacio´n, y llama a los me´todos processP1A y processP2A para
cada uno de ellos.
processP1A: Procesa un mensaje P1A y responde al l´ıder que ha enviado
el mensaje con un mensaje P1B.
Si el ballot que contiene el aceptor es inferior al ballot recibido en el
mensaje P1A, el aceptor actualiza su ballot con el valor del recibido.
Se crea un mensaje P1B conteniendo una lista de todas las operaciones
aceptadas, el valor actual del ballot, as´ı como el valor del recolector de
basura y se env´ıa al l´ıder.
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Figura 5.8: Diagrama Actividad: ProcessP1A
processP2A: Procesa un mensaje P2A y responde al l´ıder que ha enviado
el mensaje con un mensaje P2B.
Si el ballot enviado en el mensaje es igual o superior al ballot actual que
contiene el aceptor, se actualiza el valor del ballot con el valor recibido.
A continuacio´n se an˜ade la operacio´n enviada en la lista de operaciones
aceptadas, y se ejecuta el recolector de basura para marcar que todas
las operaciones con un slot inferior al indicado en el mensaje, han sido
procesadas por el l´ıder que ha enviado dicho mensaje.
Finalmente se env´ıa un mensaje P2B al l´ıder con el valor del ballot actual
y el valor del recolector de basura.
Figura 5.9: Diagrama Actividad: ProcessP2A
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runGCForAllOperations: Ejecuta el me´todo deleteAcceptedAndUp-
dateGarbage para cada una de las operaciones aceptadas con un slot
inferior al valor actual del recolector de basura.
garbageCollector: Ejecuta el recolector de basura recibiendo como para´me-
tros un slot y la direccio´n de un l´ıder.
Se an˜ade la direccio´n del lider a una tabla Hash en la cual la clave es el
valor del slot, y los valores de las claves una lista de todos los l´ıderes que
han aceptado operaciones hasta al menos dicho slot. Si el nu´mero de l´ıde-
res que han aceptado operaciones hasta el slot indicado es igual o mayor
que el nu´mero total de l´ıderes en el sistema, se llama al me´todo dele-
teAcceptedAndUpdateGarbage para que proceda a la eliminacio´n de
las operaciones.
deleteAcceptedAndUpdateGarbage: Elimina las operaciones acepta-
das para el slot indicado y actualiza el valor del recolector de basura con
el valor del slot.
5.2.4. Leader
Clase encargada de inicializar el Quorum en el cual se elegira´ una peticio´n
de entre todas las propuestas por las re´plicas.
operaciones
constructor: Inicializa la instancia del l´ıder y crea una nueva instancia
de Scout para adoptar un nuevo ballot. En el momento anterior de la
inicializacio´n de la instancia realiza una peticio´n a server, para comprobar
si existen aceptores en el sistema. Si este es el caso se procede a su
inicializacio´n, en caso contrario se mantiene a la espera hasta encontrar al
menos un aceptor.
processMessage: Procesa cada una de las peticiones enviadas por la clase
Server. En especial procesa la peticio´n replicasMapAndAcceptorsMap , la
cual contiene los puertos y las direcciones de las re´plicas y aceptores
que existen en el sistema, y que han sido descubiertos antes de que el l´ıder
hubiera sido inicializado.
processRequest: Procesa cada una de las peticiones enviadas a trave´s
de la red, y llama a la funcio´n espec´ıfica para cada una de ellas. Acepta
las peticiones propose, P1B , P2B y GAP.
processGAP: Procesa un mensaje de tipo GAP enviado por las re´plicas.
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Figura 5.10: Diagrama Actividades: Procesar mensaje GAP
processPropose: Procesa cada una de las peticiones de tipo propose . Si
el l´ıder se encuentra activo crea un nuevo commander con la operacio´n
propuesta.
Figura 5.11: Diagrama Actividades: Procesar mensaje Propose
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createScout: crea un nuevo Scout con el ballot actual.
createCommander: crea un nuevo Commander.
processAdopted: Procesa cada una de las peticiones de tipo adopted.
Por cada uno de las propuestas se crea un nuevo commander.
Figura 5.12: Diagrama Actividades: Procesar mensaje Adopted
processPreempted: Procesa cada una de las peticiones de tipo PREEM-
PTED. Si el ballot recibido es mayor que el actual, se actualiza este y se
crea un nuevo Scout.
processCommanderMessages: Procesa los mensajes enviados por el
commander al l´ıder. Acepta los mensajes de tipo DECISION y PREEM-
PTED.
processDecisionMessageFromCommander: Procesa los mensajes de
tipo DECISION enviados por el commander. Actualiza las listas que man-
tienen los slots propuestos y decididos as´ı como actualiza el valor del u´lti-
mo slot decidido. A su vez ejecuta el recolector de basura y elimina el
commander que ha enviado el mensaje de decision.
updateSlotsProposedDecidedAndLastSlotDecided: Actualiza las lis-
tas que mantienen los slots propuestos y decididos, actualiza a su vez el
valor del u´ltimo slot decidido.
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processPreemptedMessageFromCommander: Procesa los mensajes
de tipo PREEMPTED enviados por el commander. Cambia el estado del
l´ıder a inactivo, actualiza el ballot actual del sistema al recibido y elimina
el commander que ha enviado el mensaje.
deleteCommander: Elimina a un commander de la lista de commanders
creados por el l´ıder.
recolectGarbage: Elimina todas aquellas operaciones que se encuentran
en la lista de proposals y ya han sido decididas.
checkLeaderDown: Comprueba si el l´ıder que contiene adoptado el ba-
llot del sistema se mantiene activo, si no es as´ı llama al me´todo preem-
pted para inicializar la adopcio´n de un nuevo ballot.
5.3. Scout y Commander
Figura 5.13: Diagrama Clases: Scout y Commander
5.3.1. Scout
operaciones
constructor: Inicializa la instancia del scout.
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start: Comienza la ejecucio´n del scout, enviando un mensaje de tipo P1A
a todos los aceptores conocidos dentro del sistema.
close: Finaliza el scout, elimina el listener que captura los mensajes des-
tinados a la instancia.
processRequest: Procesa los mensaje enviados al scout. En especial
procesa los mensajes P1B. El procesamiento de dicho mensaje es como se
describe a continuacio´n:
Figura 5.14: Diagrama Actividad: Procesamiento mensaje P1B
updateAcceptedValuesAndAcceptorsResponse: An˜ade las operacio-
nes enviadas en el mensaje de tipo P1B a la lista de operaciones aceptadas,
llamando al me´todo addAcceptedToPValues. A continuacio´n actuali-
za la lista de los aceptores que han enviado el mensaje de tipo P1B y
actualiza el valor del recolector de basura al mayor valor recibido.
ifResponseMayorOfAcceptorsSendAdopted: Comprueba si el nu´me-
ro de aceptores que han enviado los mensajes es superior a (n/2) + 1,
donde n es el nu´mero de aceptores del sistema. De ser as´ı env´ıa un men-
saje ADOPTED al l´ıder.
sendPreemptedMessage: Genera un mensaje PREEMPTED con el va-
lor del ballot recibido y lo env´ıa al l´ıder.
addAcceptedToPValues: An˜ade las operaciones recibidas en los men-
sajes P1B a la lista de operaciones aceptadas. Comprueba que las opera-
ciones no se encuentran duplicadas dentro de la lista.
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5.3.2. Commander
operaciones
constructor: Inicializa la instancia del commander.
start: Comienza la ejecucio´n del commander, enviando un mensaje de
tipo P2A a todos los aceptores conocidos dentro del sistema.
processRequest: Procesa los mensajes enviados al commander. En es-
pecial procesa los mensajes P2B. El procesamiento de dicho mensaje es
como se describe a continuacio´n:
Figura 5.15: Diagrama Actividad: Procesamiento mensaje P2B
ifReceivedFromMayorOfAcceptorsSendDecision: Comprueba si el
nu´mero de aceptores que han enviado los mensajes es superior a (n/2) + 1,
donde n es el nu´mero de aceptores del sistema. De ser as´ı env´ıa un men-
saje DECISION a todas las re´plicas conocidas del sistema y al l´ıder.
sendPreempted: Genera un mensaje PREEMPTED con el valor del
ballot recibido y lo env´ıa al l´ıder.
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5.4. Net, AcceptorNet, LeaderNet y re´plicaNet
Figura 5.16: Diagrama Clases: Net, AcceptorNet, LeaderNet, re´plicaNet
5.4.1. Net
La clase Net es la clase base encargada de realizar todas las comunicaciones
de cada uno de los roles implementados dentro del sistema.
operaciones
constructor: Inicializa la clase Net, creando el socket cliente para las
subscripciones.
start: Inicializa la escucha del cliente. Ante cada mensaje recibido lla-
ma al me´todo getMessage. Inicializa el env´ıo a intervalos regulares de
los mensajes de informacio´n, utilizados por el sistema para conocer cual
es el estado de cada uno de los procesos. Para enviar este mensaje de
informacio´n se llama al me´todo sendInfo.
close: Finaliza la escucha del socket cliente y finaliza el env´ıo de los men-
sajes de informacio´n.
serverUp: Clase abstracta. Se ejecuta cuando se recibe un mensaje de
tipo UP. Realiza acciones espec´ıficas segu´n el tipo de implementacio´n de
Net
serverDown: Clase abstracta. Se ejecuta cuando se recibe un mensaje de
tipo DOWN. Realiza acciones espec´ıficas segu´n el tipo de implementacio´n
de Net.
getMessage: Des-encripta el mensaje recibido y env´ıa un evento indican-
do que existe un nuevo mensaje.
send: Env´ıa un mensaje a la direccio´n indicada en el mismo.
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sendPub: Clase abstracta. Publica un mensaje a todos los subscriptores
del sistema.
sendInfo: Clase abstracta. Env´ıa un mensaje de tipo informacio´n me-
diante Broadcast.
5.4.2. AcceptorNet
Clase encargada de realizar las comunicaciones referentes al rol aceptor.
operaciones
constructor: Inicializa la clase AcceptorNet, creando el socket cliente
subscrito a los mensajes P1A y P2A, un servidor de publicacio´n y crea un
servidor para la recuperacio´n.
start: Inicializa el servidor de publicacio´n y el servidor de recuperacio´n.
Si existe algu´n servidor enviado como para´metro perteneciente a los l´ıde-
res, se conecta a ellos para recibir los mensajes que publiquen. Si existe
algu´n servidor enviado como para´metro perteneciente a aceptores, se
introducen en una lista de aceptores conocidos para poder proceder pos-
teriormente a la recuperacio´n.
close: Finaliza el servidor de publicacio´n y recuperacio´n.
sendRec: Env´ıa un mensaje REC a todos los aceptores conocidos dentro
del sistema. Cuando se recibe una respuesta se env´ıa un evento indicando
que existe un nuevo mensaje.
sendAckRec: Env´ıa un mensaje AckRec al proceso que ha iniciado la
peticio´n de recuperacio´n.
serverUp: Si recibe un mensaje UP de un l´ıder, se subscribe al mismo.
Si recibe un mensaje UP de un aceptor, lo introduce en una lista de
aceptores conocidos.
serverDown: Si recibe un mensaje DOWN de un l´ıder, se elimina la
subscripcio´n al mismo. Si recibe un mensaje DOWN de un aceptor, se
elimina de la lista de aceptores conocidos.
addLeader: An˜ade un l´ıder a una lista de l´ıderes conocidos y se subs-
cribe al mismo para recibir sus publicaciones.
sendPub: Publica mensajes P1B y P2B hacia todos los procesos subs-
critos.
sendInfo: Env´ıa informacio´n de la direccio´n IP del proceso, el tipo del
mismo y de los puertos de sus servidores.
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5.4.3. LeaderNet
Clase encargada de realizar las operaciones referentes al rol l´ıder.
operaciones
constructor: Inicializa la clase LeaderNet. Crea los servidores de publi-
cacio´n para re´plicas y aceptores, as´ı como los clientes para subscribirse
a los mensajes P1B y P2B enviados por los aceptores, y a los mensajes
PROPOSE y GAP enviados por las re´plicas.
start: Inicializa la escucha de los servidores de publicacio´n para re´plicas y
aceptores. Si existe algu´n servidor enviado como para´metro perteneciente
a aceptores o re´plicas se conecta a ellos para recibir los mensajes que
publiquen.
close: Finaliza los servidores de publicacio´n para re´plicas y aceptores.
serverUp: Si recibe un mensaje UP de un aceptor o una re´plica se
subscribe al mismo.
serverDown: Si recibe un mensaje DOWN de un aceptor o una re´plica,
elimina la subscripcio´n del mismo y elimina su direccio´n de la lista de
procesos conocidos.
addAcceptor: An˜ade un aceptor a una lista de aceptores conocidos y
se subscribe al mismo para recibir sus publicaciones.
addre´plica: An˜ade una re´plica a una lista de re´plicas conocidas y se
subscribe al mismo para recibir sus publicaciones.
sendPub: Publica mensajes P1A y P2A a todos los aceptores subscrip-
tos. Publica mensajes DECISION,DECISIONS y RECOLECTED a todas
las re´plicas subscriptas.
sendInfo: Env´ıa informacio´n de la direccio´n IP del proceso, el tipo del
mismo y de los puertos de sus servidores.
5.4.4. re´plicaNet
Clase encargada de realizar las operaciones referentes al rol re´plica.
operaciones
constructor: Inicializa la clase ReplicaNet. Crea el servidor de publi-
cacio´n encargado de publicar los mensajes destinados a los l´ıderes. Se
subscribe a los mensajes DECISION , DECISIONS y RECOLECTED
enviados por los l´ıderes.
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start: Inicializa el servidor de router encargado de recibir las peticiones
de los clientes. Inicializa el servidor de recuperacio´n. Si existe algu´n ser-
vidor enviado como para´metro perteneciente a l´ıderes se conecta a ellos
para recibir los mensajes que publiquen.
close: Finaliza la escucha del socket cliente y finaliza el env´ıo de los men-
sajes de informacio´n.
responseClient: Env´ıa un mensaje de respuesta al cliente una vez que
su peticio´n ha sido procesada.
sendRec:Env´ıa un mensaje REC a una re´plica concreta del sistema.
serverUp: Si recibe un mensaje UP de un l´ıder se subscribe al mismo.
serverDown: Si recibe un mensaje DOWN de un l´ıder, elimina la subs-
cripcio´n del mismo y elimina su direccio´n de la lista de procesos conocidos
addLeader: An˜ade un l´ıder a una lista de l´ıderes conocidos y se subs-
cribe al mismo para recibir sus publicaciones.
getMessageRouter: Me´todo utilizado para procesar los mensajes reci-
bidos a partir de un socket tipo router. Cuando recibe el mensaje env´ıa
un evento indicando que existe un nuevo mensaje.
messageToOperation: Env´ıa un mensaje al programa perteneciente a
la re´plica.
sendPub: Publica mensajes PROPOSE y GAP a todos los aceptores
subscriptos.
sendInfo: Env´ıa informacio´n de la direccio´n IP del proceso, el tipo del
mismo y de los puertos de sus servidores.
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Cap´ıtulo 6
Arquitectura del Sistema
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Anteriormente se ha descrito tanto la estructura e implementacio´n del siste-
ma como los protocolos de comunicacio´n utilizados en el mismo. A continuacio´n
se describe la arquitectura sobre la cual el sistema puede ser ejecutado y des-
plegado.
6.1. Arquitectura en Cluster
Todos los roles o procesos del sistema, re´plicas, aceptores y l´ıderes son
ejecutados dentro de un clu´ster de ordenadores, o en un conjunto de ordena-
dores pertenecientes a una misma red. El cliente debe de conocer los puntos
de entrada, en este caso las re´plicas, de la aplicacio´n para poder utilizar los
servicios ofrecidos.
Figura 6.1: Arquitectura Clu´ster
Esta arquitectura conlleva un problema ba´sico respecto a la disponibilidad
del sistema, si la red de comunicacio´n con el exterior falla el sistema se encon-
trara´ en un estado inaccesible, y por lo tanto no disponible. Para solucionar este
problema se propone realizar una duplicidad de la red de comunicacio´n con el
exterior, de esta forma con f + 1 duplicidades de la red se podr´ıan soportar f
fallos de la misma.
Con dicha aproximacio´n au´n sigue existiendo un problema importante, si
el clu´ster cae o falla, se perdera´n todas las operaciones almacenadas en los
aceptores y el sistema se podr´ıa encontrar gravemente comprometido 1.
1Recordemos que los aceptores actuan como la memoria del sistema, gracias a ellos es
posible conocer todas las operaciones realizadas y mediante estas, actualizar y recuperar el
sistema
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Una posible solucio´n a dicho problema consiste en realizar una reparticio´n
de todos los procesos, y en especial de los aceptores, en diferentes dominios
de fallos, asegurando en mayor o menor medida que el fallo de un dominio no
imposibilite la continuidad del sistema.
(a) (b)
Figura 6.2: (a)Arquitectura Clu´ster con duplicidad de la red. (b)Arquitectura
Clu´ster con dominios de fallos
Bajo esta configuracio´n hay que tener en cuenta dos restricciones sin las cuales
no se podr´ıa asegurar la disponibilidad:
Los aceptores deben de encontrarse distribuidos de forma ma´s o menos
equitativa entre los dominios de fallos. De esta forma si un dominio de
fallos no se encuentra accesible , el nu´mero de aceptores que se mantienen
en el resto de dominios han de ser suficientes para permitir la continuacio´n
del sistema.
A su vez, ser´ıa posible definir un nu´mero mı´nimo de aceptores dentro
del sistema, de forma que cuando se detecte que el nu´mero de aceptores
disponibles se encuentra cerca o por debajo de dicho umbral, se desplieguen
nuevos aceptores dina´micamente.
Al menos ha de existir un l´ıder en cada uno de los dominios de fallos
existentes, asegurando que au´n con la ca´ıda de un dominio siga existiendo
al menos un l´ıder que pueda inicializar las votaciones.
De la misma forma en cada dominio de fallos , aunque con un u´nico l´ıder se
asegure la continuidad del sistema, ser´ıa necesario el mantener desplegados
un nu´mero superior de los mismos, con el fin de soportar para dicho rol
fallos de tipo caida-parada.
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6.1.1. Descubrimiento de procesos
Con el fin de conseguir que el sistema se comporte de manera dina´mica
dentro del clu´ster, es necesario implementar un me´todo por el cual los procesos
puedan crearse y an˜adirse al sistema. As´ı como conseguir que los procesos que
ya se encuentran en el sistema sean consciente de los procesos existentes, de
aquellos que desean an˜adirse y de aquellos que abandonan el mismo.
Cuando un proceso descubre que un nuevo proceso se ha conectado, procede a
realizar una conexio´n con e´l, an˜adiendo este a todas las comunicaciones futuras
que realice. De la misma forma, cuando un proceso descubra que un proceso
ha abandonado el sistema, procedera´ a eliminar todas las conexiones que se
encontraban abiertas entre ellos.
La forma de implementar dicho descubrimiento es el siguiente:
Cada uno de los procesos env´ıa en un intervalo de tiempo t un mensaje a
la direccio´n de broadcast de la red. En dicho mensaje se indica:
• El proceso se encuentra vivo.
• La direccio´n IP del proceso.
• Los roles que implementa y por lo tanto que esta ejecutando.
• Los puertos de entrada mediante los cuales el resto de los procesos
se pueden comunicar con e´l. Los puertos de entrada pueden ser los
siguientes:
◦ LTA: Puerto utilizado para realizar la comunicacio´n entre el
l´ıder y los aceptores.
◦ LTR: Puerto utilizado para realizar la comunicacio´n entre el
l´ıder y las re´plicas.
◦ Replica: Puerto utilizado para realizar la comunicacio´n con la
re´plica.
◦ Aceptor: Puerto utilizado para realizar la comunicacio´n con el
aceptor.
• Un ejemplo del fichero JSON enviado con la informacio´n del nodo
ser´ıa como sigue:
{
"type":"UP",
"body":{
"ip":"x.x.x.x",
"ports":{
"leader":{
"LTR":4444,
"LTA":3333,
},
"replica": 6666,
"acceptor":7777
}
}
}
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Cuando un proceso falla o se cae, env´ıa un mensaje a la direccio´n de
broadcast de la red. En dicho mensaje se indica:
• El proceso se encuentra ca´ıdo.
• La direccio´n IP del proceso.
• Los puertos de entrada que el proceso conten´ıa.
• Un ejemplo del fichero JSON enviado con la informacio´n del nodo
ser´ıa como sigue:
{
"type":"DOWN",
"body":{
"ip":"x.x.x.x",
"ports":{
"leader":{
"LTR":4444,
"LTA":3333,
},
"replica": 6666,
"acceptor":7777
}
}
}
Este comportamiento se encuentra descrito en los diagramas de actividades
que se muestran a continuacio´n.
En este diagrama se muestra la actividad de env´ıo de mensajes mediante
broadcast. Cada t intervalos de tiempo se env´ıa un mensaje indicando todos
los datos necesarios para que los procesos puedan realizar una comunicacio´n
entre los mismos. Si el proceso falla se procede a enviar un mensaje mediante
broadcast indicando que el proceso ha dejado de ser funcional.
Figura 6.3: Env´ıo de estado del proceso mediante broadcast
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En el siguiente diagrama se muestra cual es el comportamiento de los pro-
cesos al recibir dichos mensajes.
Si el mensaje es de tipo UP, se comprueba si el proceso ya es conocido y
pertenece a la misma red, si no es conocido y pertenece a la red se an˜ade a
la lista de procesos conocidos. Esta lista es usada posteriormente para conocer
cual es el nu´mero de procesos de un determinado rol en ejecucio´n dentro de
una red, permitiendo desplegar nuevos procesos en caso de que el nu´mero en
ejecucio´n fuese insuficiente para proseguir con el correcto funcionamiento del
sistema. A continuacio´n el proceso comprueba si existe una conexio´n activa con
dicho proceso, de no ser as´ı procede a realizar la conexio´n con el fin de recibir
los mensajes que env´ıe.
Si el mensaje es de tipo DOWN simplemente se realiza el proceso inverso al
anterior. Se elimina el proceso de la lista de procesos conocidos y se procede a
la desconexio´n de todas las conexiones realizadas a dicho proceso.
Figura 6.4: Registro de procesos
6.1.2. Procesos encubiertos
Por defecto, al ejecutar un proceso este se inicia automa´ticamente como un
proceso activo, ejecutando los roles que han sido declarados para el mismo.
Pero puede suceder que no se quiera que todos los procesos ejecuten los roles,
sino que se mantengan a la espera de que ocurra algu´n evento que les indique
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que deben ejecutar cierto rol. Para conseguir este comportamiento se utilizan
procesos sigilosos o Stealth.
La diferencia entre un proceso normal y un proceso Stealth son los siguientes:
Un proceso Stealth al inicializarse no ejecuta ningu´n rol.
Un proceso Stealth realiza una monitorizacio´n del estado del sistema, com-
probando cual es el nu´mero de instancias de cada uno de los roles dentro
de la red.
Si se cumple alguna condicio´n declarada en las propiedades del sistema,
por ejemplo ((el nu´mero de aceptores dentro de la red es inferior a N)),
entonces el proceso Stealth ejecutara´ , en caso de no encontrarse ya en
ejecucio´n, este nuevo rol.
Los procesos Stealth permiten un mayor dinamismo del sistema dado que,
ante la ca´ıda de algu´n nodo o proceso, un proceso Stealth puede inicializar
automa´ticamente un rol, evitando de esta forma que el sistema no entre en un
estado inconsistente.
Tambie´n permiten una mayor elasticidad del sistema, al monitorizar los di-
ferentes nodos, cada uno de los procesos pueden comprobar si es necesario la
creacio´n de un nuevo proceso con el fin de soportar la carga de trabajo, o de
eliminar un proceso en caso de que la carga de trabajo haya disminuido.
Figura 6.5: Proceso encubierto
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6.1.3. Configuracio´n
A continuacio´n se muestra la estructura del fichero de configuracio´n, y los
campos que son necesarios completar para conseguir configurar de manera co-
rrecta el sistema sobre la arquitectura en clu´ster:
{
"id":"",
"roles":[],
"stealth":false,
"settings":{
},
"network":{
}
}
id: Identificador u´nico del proceso. Debe de ser un identificador u´nico
dentro del sistema, por defecto se considera que el id es la IP del equipo
donde se ejecuta el proceso.
roles: Array que contiene los roles que podra´n ser ejecutados por el pro-
ceso. Los valores posibles son: re´plica,l´ıder,aceptor.
stealth: Valor que indica si el proceso se ejecutara´ de forma normal o en
forma de proceso encubierto. Los valores posibles son true y false. Si se in-
dica true el proceso se ejecutara´ como un proceso encubierto, ejecutandose
de manera normal en caso contrario.
settings: Contiene la configuracio´n de cada uno de los roles que pueden
ser ejecutados por el sistema, indicando cada uno de los puntos de entrada
de los mismos.
network: Contiene la configuracio´n de la red en la cual se encuentra
ejecutando el proceso.
Settings
El apartado settings contiene la configuracio´n de cada uno de los puntos de
entrada de los roles que se van a desplegar dentro del proceso. En la aplicacio´n
final no es necesario definir cada uno de los roles, sino simplemente aquellos que
se van a desplegar. Por ejemplo, si el proceso u´nicamente va a actuar como un
aceptor entonces u´nicamente se rellenara´n los datos vinculantes al aceptor.
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{
"acceptor":{
"publisher":{
"protocol":"",
"address":"",
"port":""}
},
"replica":{
"router":{
"protocol":"",
"address":"",
"port":""},
"publisher":{
"protocol":"",
"address":"",
"port":""}
},
"leader":{
"publisherToReplicas":{
"protocol":"",
"address":"",
"port":""},
"publisherToAcceptors":{
"protocol":"",
"address":"",
"port":""}
}
}
acceptor: Contiene la configuracio´n de los puntos de entrada para el rol
de aceptor. El aceptor contiene un u´nico punto de entrada, el cual es el
utilizado para comunicarse con los l´ıderes del sistema. Para dicho punto
de entrada es necesario definir las siguientes propiedades:
• protocol: Protocolo utilizado para la comunicacio´n, por defecto TCP.
• address: Direcciones aceptadas para realizar la escucha, por defecto
*.
• port: Puerto de escucha.
replica: Configuracio´n de los puntos de entrada para el rol de re´plica.
Contiene dos puntos de entrada que son:
• router: Punto de entrada utilizado por los clientes para comunicarse
con la re´plica.
• publisher: Punto de entrada utilizado para publicar mensajes a los
l´ıderes.
leader: Configuracio´n de los puntos de entrada para el rol de l´ıder. Con-
tiene dos puntos de entrada que son:
• publisherToReplicas: Punto de entrada utilizado para publicar
mensajes a las re´plicas.
• publisherToAcceptors: Punto de entrada utilizado para publicar
mensajes a los aceptores.
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Network
{
"broadcast":"x.x.x.x",
"domains":[["x.x.x.x","x.x.x.x"]],
"heartbeat":10000,
"stealth_time":15000,
"min_acceptors":1,
"min_leaders":1,
}
broadcast: Indica la direccio´n de broadcast de la red a la cual se enviara´n
los mensajes de heartbeat.
domains: Array con cada uno de los subdominios a los cuales pertenece el
proceso. El subdominio se encuentra compuesto por un array que contiene
la direccio´n de comienzo de la red y la direccio´n de finalizacio´n de la
misma.
heartbeat: Intervalo de tiempo en el cual se env´ıa un mensaje a la direc-
cio´n de broadcast con los datos de configuracio´n del proceso. El intervalo
se encuentra definido en milisegundos.
stealth time: Intervalo de tiempo en el cual un proceso encubierto com-
prueba el sistema. El intervalo se encuentra definido en milisegundos.
min acceptors: Nu´mero mı´nimo de aceptores que pueden existir en el
dominio. U´nicamente es necesario si el proceso es stealth.
min leaders: Nu´mero mı´nimo de l´ıderes que pueden existir en el dominio.
U´nicamente es necesario si el proceso es stealth.
6.2. Re´plicas Distribuidas
Con la arquitectura descrita anteriormente se consigue ejecutar todos los
procesos en un mismo clu´ster, lo que permite una comunicacio´n ma´s fiable y
unos tiempos de comunicacio´n inferiores a los que se podr´ıan conseguir, por
ejemplo, en una red WAN.
Au´n as´ı, podr´ıa suceder que se desee mantener una distribucio´n de las re´pli-
cas en diferentes redes, con el fin de asegurar una mayor disponibilidad del sis-
tema y poder mantener las diferentes re´plicas cercanas a los usuarios que van
a hacer uso de las mismas.
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Figura 6.6: Arquitectura Re´plicas distribuidas
En este caso el descubrimiento de los procesos no se puede realizar median-
te broadcast, pues los procesos se encuentran en redes diferentes. Por ello, las
re´plicas deben conocer el punto de acceso de al menos uno de lo l´ıderes del
sistema, y realizar al mismo una peticio´n de adhesio´n al sistema. El algoritmo
de adhesio´n ser´ıa como sigue:
Una nueva re´plica se inicializa en el sistema, env´ıa un mensaje a los l´ıderes
que conoce indicando sus datos de conexio´n.
El l´ıder recibe la peticio´n de la re´plica y decide si la acepta o no dentro
del sistema. Si la acepta responde a la re´plica con sus datos de conexio´n
y se subscribe a las publicaciones de la misma.
La re´plica recibe la respuesta del l´ıder y se subscribe a las publicaciones
de la misma.
Figura 6.7: Subscripcio´n Re´plica-Lider
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6.2.1. Configuracio´n
En caso de utilizar la arquitectura de re´plicas distribuidas, es necesario
an˜adir un nuevo punto de entrada a los l´ıderes, de forma que esta sea utilizada
para procesas las peticiones de adhesio´n al sistema por parte de las re´plicas.
{
"leader":{
"publisherToReplicas":{
},
"publisherToAcceptors":{
},
"joinReplica":{
"protocol":"tcp",
"address":"*",
"port":"xxxx",
}
}
}
6.3. Procesos Distribuidos
Aunque actualmente no se encuentre implementado, mediante unas ligeras
modificaciones el sistema podr´ıa permitir el despliegue de cada uno de los roles
en diferentes redes, de forma que tanto re´plicas , l´ıderes y aceptores puedan
desplegarse cada uno de ellos en redes diferentes. La comunicacio´n y el descu-
brimiento de cada uno de los procesos se llevar´ıa a cabo de la misma forma que
la descrita en el apartado de ((Re´plicas Distribuidas)).
Figura 6.8: Arquitectura procesos distribuidos
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No todas las re´plicas tienen que conocer a todos los l´ıderes, ni todos los
l´ıderes a todas las re´plicas, pero si es necesario que todos los l´ıderes conozcan
al mismo conjunto de aceptores, o al menos a la mayor´ıa de los mismos. De no
ser as´ı no se podr´ıa asegurar la consistencia del sistema.
Figura 6.9: Adhesio´n l´ıder con aceptores
Debido a que los aceptores pueden migrar y modificar sus direcciones , un
l´ıder puede no conocer en todo momento cual es la direccio´n de todos y cada
uno de los aceptores que forman parte del sistema. Una posible solucio´n para
resolver este problema consiste en que el l´ıder, en vez de enviar una peticio´n
de adhesio´n a cada uno de los aceptores, env´ıe una peticio´n a la direccio´n de
broadcast de la red donde se encuentran los mismos, de esta forma cada uno
de los aceptores recibira´ el mensaje y podr´ıa responder individualmente.
6.3.1. Configuracio´n
Al igual que en la configuracio´n de ((Re´plicas distribuidas)), es necesario
an˜adir un nuevo punto de entrada tanto en los l´ıderes , como en los aceptores,
el cual servira´ para procesar las peticiones de adhesio´n al sistema.
{
"leader":{
"publisherToReplicas":{
},
"publisherToAcceptors":{
},
"joinReplica":{
"protocol":"tcp",
"address":"*",
"port":"xxxx",
}
},
"acceptor":{
"publisher":{
},
"joinLeader":{
"protocol":"tcp",
"address":"*",
"port":"xxxx",
}
}
}
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Tal y como se ha visto anteriormente, los aceptores actu´an como la me-
moria principal del sistema, manteniendo todas las operaciones aceptadas en el
sistema. De esta forma si algu´n nodo pierde su estado y necesita realizar una
recuperacio´n, mediante los aceptores puede recuperar el estado perdido.
Desde el punto de la recuperacio´n el mantenimiento de todas las operacio-
nes realizadas es toda una ventaja, pero conlleva un grave problema: el taman˜o
de la lista de operaciones puede crecer desproporcionadamente, provocando un
consumo excesivo de memoria.
Por lo tanto es necesario encontrar un me´todo mediante el cual, sea posible
eliminar todas aquellas operaciones que con mayor o menor seguridad se co-
nozca que no volvera´n a ser utilizadas. De esta forma no se ver´ıa mermada la
capacidad de recuperacio´n del sistema y se disminuir´ıa el consumo de memoria.
A lo largo del cap´ıtulo se describira´n varias aproximaciones orientadas a la
implementacio´n final del recolector de basura, las aproximaciones se realizan de
la forma ma´s gene´rica posible, por lo que no se tienen en cuenta las caracter´ısti-
cas de la comunicacio´n implementadas en la aplicacio´n.
Al final del cap´ıtulo se realiza la descripcio´n del recolector de basura imple-
mentado y los rendimientos obtenidos con el mismo.
7.1. Primera aproximacio´n
Se supone en un principio que el sistema es esta´tico, es decir, en todo mo-
mento existe un nu´mero fijo de instancias de cada uno de los roles. A su vez
dicho nu´mero es conocido por todas y cada una de las instancias.
En este caso, si se sabe que todas las re´plicas ha procesado hasta un slot
((S)), se podra´ asegurar que todas las operaciones de los slots anteriores ya no
sera´n utilizadas, y por lo tanto podr´ıan ser eliminadas del sistema. La solucio´n
a la recoleccio´n de basura en este caso ser´ıa la siguiente:
Cuando una re´plica ha procesado una operacio´n adoptada, env´ıa un men-
saje a todos los l´ıderes del sistema indicando que ya es conocedor de dicha
operacio´n.
Cuando un l´ıder recibe la confirmacio´n de la operacio´n de todas las re´pli-
cas, actualiza su estado indicando que las re´plicas han procesado como
mı´nimo hasta la operacio´n del slot ((S)), y eliminando todas las proposi-
ciones inferiores a dicho slot.
En cada env´ıo de mensajes P1A y P2A el l´ıder env´ıa el valor del slot en
el cual se encuentra la operacio´n.
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El aceptor al recibir el mensaje actualiza su estado, actualizando el va-
lor del slot actual de recoleccio´n de basura y eliminando todas aquellas
operaciones con un valor inferior a este.
El aceptor en cada env´ıo de mensajes P1B env´ıa el valor del slot actual
de recoleccio´n de basura. De esta forma el lider es conocedor de hasta que
slot se ha ejecutado el recolector de basura.
Figura 7.1: Diagrama Actividad: Recoleccio´n de basura
En la siguiente figura se muestra en que estado se encontrar´ıa el sistema
despue´s de ejecutar el recolector de basura. De las dos re´plicas existentes, una
de ellas ha procesado hasta la operacio´n del slot 3, mientras que ambas han
procesado todas las operaciones hasta el slot 2. El l´ıder, al recibir la confirma-
cio´n de procesamiento del slot 2 de todas las re´plicas actualiza su estado, y en
la pro´xima peticio´n env´ıa el valor del slot a todos los aceptores. Los acepto-
res al recibir el valor del slot 2 eliminan todos los valores anteriores, dejando
u´nicamente en memoria los valores superiores a dicho slot.
Figura 7.2: Ejemplo Recoleccio´n de basura
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7.2. Segunda aproximacio´n
La primera aproximacio´n posee un notable problema, si al menos una de
las re´plicas se cae o se ejecuta ma´s lentamente que el resto de las re´plicas, el
recolector de basura no funcionara´ correctamente.
Si vemos el ejemplo anterior, se puede observar como si cae R2, ninguna de
las operaciones de los aceptores ser´ıa eliminada.
Figura 7.3: Recoleccio´n de basura caida-parada
Para solventar este problema existen dos tipos de soluciones:
Las re´plicas son recuperables. Una vez que una re´plica cae, esta puede
volver a levantar con su mismo identificador y manteniendo su estado. De
esta forma la re´plica simplemente deber´ıa pedir al l´ıder las operaciones
pendientes y se podra´ proseguir el algoritmo de forma normal. Ser´ıa el
equivalente a tener una re´plica lenta.
Au´n as´ı, si esta re´plica siguiese cayendo a intervalos regulares, en los
cuales no fuera posible conseguir avanzar su estado, el recolector de basura
seguir´ıa sin poder funcionar correctamente.
Modificar el soporte de fallos, de modo que en vez de soportar fallos de
ca´ıda-parada, se soporten fallos bizantinos. De esta forma en el sistema se
ejecutara´n 2f + 1 re´plicas, de modo que si el l´ıder recibe confirmacio´n de
(n/2) + 1 re´plicas continuara´ con el algoritmo de recoleccio´n de basura.
En este punto, si una re´plica no ha podido actualizar su estado, necesi-
tara´ realizar una comunicacio´n con el resto de las re´plicas para recibir
aquellos slots que no haya podido obtener.
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Figura 7.4: Recoleccio´n de basura fallo bizantino
Figura 7.5: Recuperacio´n replica
7.3. Tercera aproximacio´n
La segunda aproximacio´n es va´lida si nos encontramos ante un sistema esta´ti-
co en el que es conocido el nu´mero de procesos que se encuentran dentro del
sistema. Si nos encontramos en un sistema en el cual no todos los l´ıderes cono-
cen a todas las re´plicas, este algoritmo de recoleccio´n de basura tampoco ser´ıa
usable. Para demostrar que este recolector de basuras no funciona en dicho en-
torno se muestra un ejemplo.
Supo´ngase que existe un sistema con 2 l´ıderes y a cada uno de ellos se
conectan 2 re´plicas, el conjunto de las re´plicas es disjunto entre s´ı, y cada uno
de los l´ıderes desconoce a las re´plicas que se conectan al otro l´ıder.
En un momento dado, un l´ıder descubre que todas las re´plicas han proce-
sado hasta el slot ((N )) y env´ıa un mensaje al conjunto de aceptores para que
ejecuten el recolector de basura.
Un instante despue´s el otro l´ıder descubre que todas las re´plicas han pro-
cesado hasta el slot ((N-1)), y env´ıa un mensaje al conjunto de aceptores. En
este momento, el l´ıder descubre que ya ha pasado el recolector de basura, y
dado que desconoce al resto de l´ıderes y re´plicas se encuentra imposibilitado
para continuar.
Con el fin de encontrar solucio´n a este problema se proponen las siguientes
soluciones:
Los aceptores mantienen una lista de todos los l´ıderes que se encuen-
tran conectados al mismo, as´ı como el slot hasta el cual han realizado el
procesamiento. Cuando un l´ıder intenta adoptar un valor con un slot ya
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(a) (b)
Figura 7.6: Recoleccio´n de basura incorrecto
eliminado, el aceptor le enviara´ un mensaje con los l´ıderes que ya han
pasado por dicho slot. El l´ıder se conectara´ a alguno de estos l´ıderes para
intentar recuperar la operacio´n eliminada.
Se aumenta el soporte de fallos de fallos ca´ıda-parada a fallos bizanti-
nos. Los aceptores no realizara´n la recoleccio´n de basura hasta que hayan
recibido la confirmacio´n de ma´s de f l´ıderes. El resto de los l´ıderes que
no hayan podido actualizar su valor mediante los aceptores, recuperaran
su valor de la misma forma que la indicada en el punto anterior.
Figura 7.7: Recuperacio´n del l´ıder de operaciones eliminadas
En este punto tambie´n podr´ıa suceder el caso de que todos los l´ıderes hayan
ejecutado su propio recolector de basura, por lo tanto el l´ıder no tendr´ıa opcio´n
de recuperar o actualizar su estado. La solucio´n propuesta ante este problema
es la siguiente 1.
1el porque de esta solucio´n se explica con ma´s detenimiento en el cap´ıtulo de recuperacio´n
del sistema
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Si el l´ıder que es preguntado para retornar las operaciones ya ha ejecutado
su recolector de basura, env´ıa al l´ıder una lista con las re´plicas que se
encuentran conectadas al mismo.
El l´ıder al recibir el mensaje, realiza una peticio´n de conexio´n a dichas
re´plicas y a continuacio´n les solicita las operaciones pendientes. El l´ıder
una vez ha recibido las operaciones no cierra la conexio´n, sino que la
mantiene abierta con el fin de mantener el sistema ma´s acoplado y evitar
en mayor o menos medida futuras perdidas de informacio´n.
El l´ıder env´ıa dichas operaciones al resto de las re´plicas para que estas
puedan proseguir la actualizacio´n.
(a) (b)
(c) (d)
Figura 7.8: (a)Peticio´n de un lider para recuperar operaciones, env´ıa las re´plicas
conocidas. El lider receptor env´ıa la u´ltima operacio´n eliminada y su lista de
re´plicas.(b)(c) Los l´ıderes se subscriben a las re´plicas que no conocen.(c) Se
actualiza el estado de operaciones del lider.(d) Se env´ıan las nuevas operaciones
a las re´plicas.
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7.4. Recolector Implementado
El recolector de basura realizado en la implementacio´n actual del sistema se
basa en las siguientes premisas:
Si una operacio´n aceptada ha sido le´ıda por todos los l´ıderes del sistema,
estos no necesitara´n acceder posteriormente a dicha informacio´n y por lo
tanto puede ser eliminada.
Si una operacio´n es enviada a todos las re´plicas del sistema, no sera´ nece-
sario que los l´ıderes sigan manteniendo dicha informacio´n y por lo tanto
dicha informacio´n puede ser eliminada.
A continuacio´n se muestra en funcionamiento del recolector de basura tanto en
los aceptores como en los l´ıderes que forman parte del sistema. Dado que
las re´plicas han de mantener en todo momento su estado, no implementan un
recolector de basura.
7.4.1. Recolector de basura en los aceptores
Como ya se ha comentado anteriormente, los aceptores actu´an como la
memoria principal del sistema, manteniendo todas las operaciones que han sido
aceptadas, as´ı como la posicio´n en la cual se ha producido dicha aceptacio´n.
A pesar de la importancia de mantener todas las operaciones, esto resulta
inviable en te´rminos de almacenamiento. Almacenar todas las operaciones acep-
tadas ocupar´ıa gran cantidad de memoria y posiblemente la mayor´ıa de ellas no
volver´ıan a ser utilizadas, por lo que su almacenamiento carecer´ıa de sentido.
Para paliar este problema se ha implementado un recolector de basura, el
cual elimina aquellos elementos que ya han sido le´ıdos por todos los l´ıderes
que en un momento dado forman parte del sistema, y a su vez dicho nu´mero
es superior al nu´mero de l´ıderes necesarios para que el sistema pueda seguir
realizando sus funciones correctamente.
Algoritmo recolector de basura
La condicio´n para ejecutar el recolector de basura es la siguiente: Si f + 1
l´ıderes (donde f es el nu´mero de l´ıderes que pueden fallar) han recibido una
operacio´n aceptada por los aceptores, entonces estos l´ıderes ya conocen dicha
operacio´n y no van a necesitar aprenderla en pasos posteriores, por lo tanto
dicha operacio´n puede ser eliminada.
De esta forma, el recolector de basura se ejecuta en los aceptores una vez
que ha recibido un mensaje P2B, en la cual se confirma que un l´ıder ha recibido
una operacio´n y pide la aprobacio´n para decidir la misma.
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Figura 7.9: Ejecucio´n del recolector de basura
Cuando se ejecuta el recolector de basura, en primer lugar se comprueba si
la operacio´n ya ha sido le´ıda por el l´ıder que realiza la peticio´n. Si la peticio´n
ya ha sido le´ıda por dicho l´ıder el recolector finaliza; si no es as´ı an˜ade al l´ıder
a una lista de l´ıderes que han leido el slot x. A continuacio´n se comprueba si
dicho slot ha sido le´ıdo por f + 1 l´ıderes del sistema, si ha sido as´ı, se procede
a eliminar la operacio´n perteneciente a dicho slot y a actualizar el valor del
recolector de basura, el cual apuntara´ a la u´ltima operacio´n recolectada.
Rendimiento recolector de basura
Figura 7.10: Comparacio´n de elementos entre ejecutar y no ejecutar el GC
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En la figura anterior se muestra una comparacio´n del nu´mero de elementos
que se almacenan en los aceptores con el recolector de basura habilitado e
inhabilitado. Para realizar dicha comparacio´n se han enviado 3000 operaciones
secuenciales a dos l´ıderes, los cuales van turnando su ejecucio´n en intervalos
comprendidos entre 300 y 3000 mili-segundos, asegurando que se ejecute en todo
momento la operacio´n encargada de lanzar el recolector de basura.
Figura 7.11: Comparacio´n de elementos entre ejecutar y no ejecutar el GC
Cuando no se ejecuta el recolector de basura, el nu´mero de operaciones alma-
cenadas dentro del aceptor crece en igual proporcio´n al nu´mero de operaciones
que procesa el sistema.
Cuando se ejecuta el recolector de basura si ambos l´ıderes han le´ıdo las ope-
raciones estas son eliminadas, de esta forma se limita el nu´mero de operaciones
almacenadas en los aceptores al nu´mero de operaciones que se almacenan entre
las lecturas de todos los l´ıderes , disminuyendo sustancialmente el nu´mero de
operaciones almacenadas en memoria.
En las siguientes gra´ficas se muestra la evolucio´n del recolector de basura,
comparando su ejecucio´n utilizando 2 o 3 l´ıderes, como en el caso anterior, se
realizan 3000 peticiones de forma secuencial, y cada uno de los l´ıderes procede
ha realizar su ejecucio´n en intervalos comprendidos de 300 y 3000 mili-segundos.
Figura 7.12: Nu´mero de operaciones en ejecucio´n con 2 y 3 l´ıderes
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Figura 7.13: Nu´mero de operaciones en ejecucio´n con 2 y 3 l´ıderes
Tal como se puede observar el nu´mero de operaciones almacenadas en el
aceptor aumenta segu´n aumenta el nu´mero de l´ıderes que se ejecutan, pues
hasta que todos ellos no han le´ıdo los valores estos no se pueden eliminar. A
su vez se puede observar como el nu´mero de veces que se ejecuta el recolector
de basura es inversamente proporcional al nu´mero de l´ıderes, a ma´s l´ıderes
menos veces se llamara´ al recolector.
7.4.2. Recolector de basura en los l´ıderes
Los l´ıderes u´nicamente necesitan almacenar las operaciones que han sido
decididas hasta el momento en el cual son enviadas a las re´plicas, una vez que
han sido enviadas a las re´plicas dichas operaciones pueden ser eliminadas por
el recolector de basura. Dado que el env´ıo del mensaje a las re´plicas se realiza
de forma ato´mica a todas ellas, una vez enviado dicho mensaje se puede eliminar
la operacio´n.
Algoritmo recolector de basura
Figura 7.14: Ejecucio´n del recolector de basura
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Una vez que el mensaje de operacio´n decidida ha sido enviada a todas las
re´plicas que forman parte del sistema, el recolector de basura recorre todas
las posibles posiciones existentes entre la u´ltima posicio´n inspeccionada por el
recolector de basura y la u´ltima posicio´n donde ha sido decidida una operacio´n.
Si en dicha posicio´n existe alguna operacio´n propuesta esta se elimina, pues ya
ha sido decidida y notificada a todas las re´plicas. Una vez que ha recorrido
todas las posiciones, actualiza la posicio´n del recolector de basura a la u´ltima
posicio´n donde se ha decidido una operacio´n.
Rendimiento recolector de basura
A continuacio´n se muestra una comparacio´n del nu´mero de elementos que
se almacenan en los l´ıderes utilizando y no utilizando el recolector de basu-
ra. Para dicha comparacio´n se han enviado 3000 operaciones secuenciales a dos
l´ıderes, los cuales van turnando su ejecucio´n en intervalos comprendidos entre
300 y 3000 mili-segundos.
Figura 7.15: Comparacio´n de l´ıder con y sin recolector de basura
Cuando no se ejecuta el recolector de basura las operaciones propuestas no
se eliminan del sistema, las peticiones almacenadas van creciendo al mismo rit-
mo de la llegada de las peticiones enviadas por las re´plicas.
Al ejecutar el recolector de basura, mientras el l´ıder se mantiene en ejecucio´n
el nu´mero de operaciones almacenadas tiende a cero , esto es debido a que decide
todas las operaciones propuestas por las re´plicas y las elimina inmediatamente.
Los picos en el nu´mero de operaciones es debida a dos motivos:
El l´ıder se encuentra dormido esperando adoptar un nuevo ballot. En
este estado el l´ıder tiene que almacenar las operaciones que reciba y no
7.4. RECOLECTOR IMPLEMENTADO 99
puede proponer las mismas a los aceptores.
Cuando recibe un mensaje de adopcio´n por parte de los aceptores tam-
bie´n recibe aquellas peticiones que han sido aprendidas por las mismas, lo
que hace que el nu´mero de operaciones tambie´n se vea incrementado.
En la gra´fica de a continuacio´n se muestra la diferencia entre la ejecucio´n
del recolector de basura existiendo en el sistema 2 y 3 l´ıderes. Como se puede
observar el comportamiento es ba´sicamente parecido, con la excepcio´n de ma-
yores picos en algunos puntos de la ejecucio´n referente a los 3 l´ıderes. Estos
picos son debidos a las operaciones enviadas por los aceptores y que au´n no
han sido eliminadas por el recolector de basura de los mismos.
Figura 7.16: Comparacio´n recolector de basura ejecutando 2 y 3 l´ıderes
Figura 7.17: Valores de las operaciones almacenadas segu´n el tipo de ejecucio´n
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Cap´ıtulo 8
Recuperacio´n
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La ejecucio´n de la recuperacio´n se realiza cuando un proceso se inicia dentro
del sistema, o bien un proceso detecta que existe alguna operacio´n existente en
el sistema y que desconoce.
En la versio´n ma´s simple de la recuperacio´n, cuando un proceso se inicia
pregunta a todos los procesos que ejecutan el mismo rol por su estado actual.
Todos los procesos preguntados respondera´n con un mensaje que contendra´ el
estado de cada uno de ellos. El proceso actualizara´ su estado segu´n los estados
recibidos, procediendo entonces a su ejecucio´n normal.
Segu´n el tipo del proceso sera´ necesario que la recuperacio´n sea recibida por
al menos uno de los procesos ( como en el caso de las re´plicas ), o por la ma-
yor´ıa de los procesos ( como en el caso de los aceptores).Los l´ıderes ocupan
un caso especial, pues reciben su estado de los mensajes de adopcio´n enviados
por los aceptores, no necesitando un protocolo de recuperacio´n en si mismo.
En el sistema se supone que todos los mensajes se entregan siguiendo un
orden total y la red es segura por lo que no se considera la perdida de mensajes,
por ello en la siguiente descripcio´n no se considera la recuperacio´n de mensajes
intermedios perdidos.
8.1. RECUPERACIO´N DE LOS ACEPTORES 103
8.1. Recuperacio´n de los aceptores
Debido a la naturaleza de los aceptores, es necesario que al menos existan
en el sistema (n/2) + 1 aceptores con todas las operaciones decididas hasta un
momento t, o en su defecto las operaciones decididas y las referencias a los slots
recolectados mediante el recolector de basura.
De esta forma cuando un nuevo aceptor se conecta al sistema, es necesario
que se actualice o recupere el estado que contienen el resto de los aceptores,
de modo que en un instante t el nuevo aceptor haya realizado la recuperacio´n
y posea el mismo estado que la mayor´ıa de los procesos.
8.1.1. Algoritmo de recuperacio´n
Figura 8.1: Diagrama Actividad: Recuperacio´n de aceptor
1. Al conectarse, el aceptor espera a recibir la notificacio´n de la existencia
de otros aceptores dentro del sistema. Si no recibe notificacio´n dentro de
un intervalo de tiempo t , se supone que en ese instante existe u´nicamente
ese aceptor y por lo tanto empieza a aceptar peticiones. Para ello cambia
su estado a activo y si previamente ha recibido mensajes de algu´n l´ıder
estos son procesados.
2. Si existen ma´s aceptores se procede a ejecutar el protocolo de recupe-
racio´n.
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Figura 8.2: Diagrama Actividad: Recuperacio´n de aceptor
1. Al iniciar el protocolo de recuperacio´n el aceptor env´ıa un mensaje REC
a todos los aceptores. En este mensaje se env´ıa el valor actual de su re-
colector de basura, de modo que u´nicamente reciba aquellas operaciones
superiores al mismo. Este valor es u´til debido a que el aceptor puede no
haber perdido todo su estado, sino simplemente una parte del mismo, de
esta forma puede pedir u´nicamente a partir de las operaciones pendientes.
2. Posteriormente al env´ıo del mensaje REC, empezara´ a recibir mensajes
de respuesta por parte de los aceptores, estos mensajes contendra´n las
operaciones almacenadas en cada uno de ellos, as´ı como la posicio´n de
su recolector de basura. Una vez recibido el mensaje realiza las siguientes
operaciones:
a) Actualiza la lista de mensajes recibidos.
b) Actualiza el valor del recolector de basura, eligiendo el valor ma´s alto
de todos los recibidos.
c) Actualiza la lista de operaciones aceptadas con los valores recibidos.
3. Si ha recibido el mensaje de respuesta de la mayor´ıa de los aceptores,
entonces el algoritmo de recuperacio´n finaliza su ejecucio´n.
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Figura 8.3: Diagrama Actividad: Recuperacio´n de aceptor
En cualquier momento de su ejecucio´n un aceptor puede recibir un mensaje
de recuperacio´n y ha de ser capaz de responder al mismo, las acciones que realiza
ante su recepcio´n son las siguientes:
1. Lee los campos enviados en el mensaje.
2. Crea una lista con todas las operaciones con un slot superior al valor del
recolector de basura enviado en el mensaje.
3. Env´ıa un mensaje ACKREC con la lista de las operaciones y el valor de
su propio recolector de basura.
8.1.2. Rendimiento
Para realizar las pruebas de rendimiento se han utilizando diferentes confi-
guraciones del sistema, realizando variaciones entre 1 y 2 l´ıderes y manteniendo
siempre 2 aceptores. En un instante de tiempo t se introduce un nuevo acep-
tor, y este ha de recuperar el estado a partir de los aceptores que se encuentran
en ejecucio´n.
En la primera prueba se ejecutan 3000 operaciones dentro del sistema, com-
puesto por 1 l´ıder y 2 aceptores, ambos con el recolector de basura des-
activado. Una vez que todas las operaciones han sido procesadas se introduce
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un nuevo aceptor, este ha de recuperar todas las operaciones y finalizar su
ejecucio´n con 3000 operaciones en su lista de operaciones aceptadas(Figura(a)).
(a) (b)
Figura 8.4: Recuperacio´n de aceptor con GC desactivado
En la Figura(b) se realiza la misma configuracio´n que en el caso anterior,
con la salvedad de que se introduce el aceptor una vez han sido procesadas
aproximadamente unas 1000 operaciones, de esta forma se puede comprobar
como el aceptor una vez recuperado puede procesar las nuevas operaciones de
una forma normal.
A continuacio´n se muestran varias gra´ficas, en ambas el sistema se encuentra
compuesto por 2 l´ıderes y 2 aceptores, an˜adiendo en un instante t un tercer
aceptor. En la Figura(a) se ejecutan todos los aceptores con su funcionamien-
to normal.
(a) (b)
Figura 8.5: Recuperacio´n de aceptor con GC desactivado
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En la Figura (b) uno de los aceptores no ejecuta su recolector de basu-
ra, el l´ıder siempre recibira´ todas las peticiones antiguas y tendra´ que volver a
proponer las mismas ante los aceptores. Los aceptores que funcionan correc-
tamente debera´n ser capaces de filtrar dichas peticiones y ejecutar correctamente
su recolector de basura.
En la siguiente figura uno de los aceptores no ejecuta su recolector de
basura y los l´ıderes realizan un filtrado de las operaciones inferiores al valor de
su recolector.
Figura 8.6: Recuperacio´n de aceptor con GC desactivado
A continuacio´n se muestra una comparativa de los tiempos necesarios para
la recuperacio´n de un aceptor, dependiendo del nu´mero de elementos que se
encuentran almacenados en los aceptores y el nu´mero de los mismos que forman
parte del sistema.
Figura 8.7: Tiempos de recuperacio´n segu´n el nu´mero de aceptores
Como se puede observar, cuando existen pocas peticiones almacenadas el
tiempo de recuperacio´n del aceptor se mantiene pra´cticamente ide´ntico en am-
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bas configuraciones. Au´n as´ı a medida que aumentan el nu´mero de operaciones,
las diferencias se van haciendo ma´s palpables, pudiendo observar que a mayor
nu´mero de aceptores dentro del sistema , mayor sera´ el tiempo necesario para
recuperar el estado de un aceptor.
8.2. Recuperacio´n de los l´ıderes
La recuperacio´n de los l´ıderes se encuentra intr´ınseca dentro del protocolo
de comunicacio´n con los aceptores. Cuando un l´ıder se conecta al sistema
o solicita un nuevo ballot para decidir operaciones, recibe por parte de los
aceptores todas las operaciones que han recibido anteriormente, as´ı como la
posicio´n actual de su propio recolector de basura. Los l´ıderes gracias a estos
datos son capaces de recuperar el estado actual del sistema y continuar con su
funcionamiento normal.
8.2.1. Rendimiento
En la siguiente gra´fica se muestra el tiempo invertido por el l´ıder en realizar
la recuperacio´n, desde el momento en el cual env´ıa la peticio´n a los aceptores,
hasta el momento en el que recibe la respuesta. Tal como se muestra en la gra´fi-
ca, el tiempo consumido es linealmente dependiente del nu´mero de operaciones
que se recuperan, lo cual puede llevar a un grave problema ya que a mayor
nu´mero de operaciones a recuperar, mayor sera´ el tiempo necesario, y por lo
tanto mayor sera´ el tiempo en el cual el sistema se encontrara´ sin poder decidir
nuevas operaciones.
Figura 8.8: Tiempo de recuperacio´n de l´ıder
En la siguiente gra´fica se comparan los tiempos consumidos en la recupe-
racio´n del l´ıder en funcio´n del nu´mero de aceptores que forman parte del
sistema.
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Figura 8.9: Tiempos de recuperacio´n segu´n el nu´mero de aceptores
A mayor nu´mero de aceptores mayor es el tiempo necesario para realizar
la recuperacio´n, tambie´n se puede observar como el tiempo consumido con 3
y 4 aceptores es pra´cticamente ide´ntico. Estos hechos son debidos a que para
realizar la recuperacio´n, el l´ıder ha recibir un mensaje P1B de al menos la ma-
yor´ıa de los aceptores del sistema, por lo tanto a mayor nu´mero de aceptores
mayor es el nu´mero de mensajes necesarios para finalizar la recuperacio´n.
8.3. Recuperacio´n de las re´plicas
La recuperacio´n de las re´plicas conlleva la recuperacio´n ma´s complicada
dentro del sistema. Todas las re´plicas eventualmente han de contener el mismo
estado, por lo que la recuperacio´n ha de realizarse de tal forma que se consiga
que una nueva re´plica, o una re´plica que ha perdido un nu´mero indeterminado
de operaciones, consiga alcanzar el mismo estado que el resto de las re´plicas
que forman parte del sistema.
Para conseguir la recuperacio´n de las re´plicas se pueden realizar dos aproxi-
maciones:
Recuperacio´n a partir del estado: Cuando una re´plica necesita reali-
zar su recuperacio´n, pide al resto de las re´plicas del sistema que le env´ıen
su estado actual. Cada una de las re´plicas preguntadas le enviara´n su
estado. La re´plica tendra´ que sustituir su estado actual por el estado
recibido.
La ventaja de esta aproximacio´n es que no es necesaria realizar ninguna
operacio´n adicional a parte del env´ıo y recepcio´n del estado. Una vez reci-
bido el estado, la re´plica ya se encuentra actualizada y puede continuar
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con su ejecucio´n.
La desventaja radica en que es el propio programador de la aplicacio´n el
que debe definir cual es el estado que se debe enviar, y la forma de enviar
y de procesar el mismo en el receptor.
Recuperacio´n a partir de las operaciones: En este caso , las re´plicas
env´ıan al receptor el conjunto de todas las operaciones ejecutadas dentro
de cada una de ellas, indicando el orden en el cual fueron ejecutadas. De
esta forma cuando la re´plica recibe el mensaje ejecuta por orden dichas
operaciones, alcanzando el estado deseado en el momento que ha ejecutado
todas ellas.
La ventaja de esta aproximacio´n es que el programador de la aplicacio´n
no debe preocuparse por la recuperacio´n de la misma, ya que esta se realiza
de manera transparente al programa.
La desventaja radica en que se han de ejecutar todas y cada una de las
operaciones pendientes, por lo que el tiempo de recuperacio´n puede ser
superior al necesario en la recuperacio´n a partir del estado.
Aunque ambos tipos de recuperacio´n puedan parecer excluyentes entre si,
las re´plicas pueden utilizar uno y otro dependiendo del tipo de recuperacio´n
que necesiten en un momento dado, por ejemplo:
Una nueva re´plica se an˜ade al sistema, no contiene ningu´n estado y ne-
cesita recuperar todas las operaciones que han sido procesadas hasta el
instante de su conexio´n. La recuperacio´n ideal ser´ıa la recuperacio´n a
partir del estado, se consigue actualizar la re´plica hasta el estado ac-
tual y podra´ proseguir con un funcionamiento normal a partir de dicho
punto.
Una re´plica se mantiene en el sistema pero algunas operaciones no son
entregadas a la misma, existiendo huecos en el procesamiento, impidien-
do de esta forma su avance. En este caso la recuperacio´n ideal ser´ıa la
recuperacio´n a partir de las operaciones. La re´plica realizar´ıa una
peticio´n de sus operaciones pendientes y las ejecutar´ıa en el orden perti-
nente. Una vez realizado este paso la re´plica podra´ proseguir su ejecucio´n
de forma normal.
8.3.1. Algoritmo de recuperacio´n
En los siguientes diagramas se muestran los dos casos de recuperacio´n que
se pueden dar en las re´plicas y cual es el algoritmo utilizado para cada uno de
estos casos. En el primer caso se muestra como se recupera una re´plica cuando
alguno de los l´ıderes no ha ejecutado su recolector de basura. En el segundo caso
se muestra como se recupera la re´plica cuando todos los l´ıderes han ejecutado
su recolector de basura. En ambos casos se utiliza la recuperacio´n a partir
de las operaciones.
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Algoritmo l´ıderes que no han ejecutado recolector de basura
Figura 8.10: Diagrama de Actividad: Recuperacio´n de operaciones con Lider sin
ejecutar GC
1. Cuando la re´plica se an˜ade al sistema env´ıa a todos los l´ıderes del sistema
un mensaje GAP conteniendo su identificador, el u´ltimo slot que ha pro-
cesado y el u´ltimo slot al cual le ha llegado una operacio´n decidida. Dado
que la re´plica se acaba de conectar al sistema, el u´ltimo slot procesado
sera´ cero y el u´ltimo slot con una operacio´n decidida sera´ undefined.
2. El l´ıder recibe el mensaje GAP y comprueba si el intervalo de operaciones
contenidas en los slots del mensaje no han sido eliminados por el recolector
de basura. Si este es el caso genera un mensaje DECISIONS, el cual
contiene una lista con todas las operaciones decididas para dichos slots.
Una vez creado el mensaje, lo env´ıa a la re´plica.
3. La re´plica recibe el mensaje DECISIONS y procesa cada una de las
operaciones en el orden indicado por los slots a los cuales pertenecen. Una
vez procesadas las peticiones actualiza el u´ltimo slot procesado con el
valor del slot ma´s alto de las operaciones recibidas.
4. La re´plica env´ıa perio´dicamente un mensaje GAP a los l´ıderes pare re-
cibir operaciones pendientes.
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Algoritmo l´ıderes que han ejecutado recolector de basura
Figura 8.11: Diagrama de Actividad: Recuperacio´n de operaciones con Lider
ejecutado GC
1. Cuando la re´plica se an˜ade al sistema env´ıa a todos los l´ıderes conocidos
un mensaje GAP conteniendo su identificador, el u´ltimo slot que ha pro-
cesado y el u´ltimo slot al cual le ha llegado una operacio´n decidida. Dado
que la re´plica se acaba de conectar al sistema, el u´ltimo slot procesado
sera´ cero y el u´ltimo slot con una operacio´n decidida sera´ undefined.
2. El l´ıder recibe el mensaje GAP y comprueba si el intervalo de operaciones
contenidas en los slots del mensaje han sido eliminados por el recolector
de basura. De ser as´ı, genera un mensaje RECOLECT conteniendo el
intervalo de los slots a recuperar y la direccio´n de la re´plica que realiza
la peticio´n de recuperacio´n. A continuacio´n env´ıa dicho mensaje a todas
las re´plicas conocidas dentro del sistema.
3. Cuando una re´plica recibe el mensaje RECOLECT comprueba que la
re´plica indicada no es ella misma. Si no es ella misma genera un mensaje
REC, conteniendo las operaciones que ha procesado as´ı como los valores
de estado necesarios para el correcto funcionamiento de la re´plica. Una
vez generado el mensaje es enviado a la re´plica que se encuentra en re-
cuperacio´n.
4. La re´plica en recuperacio´n recibe el mensaje REC enviado por las re´pli-
cas. Ejecuta cada una de las operaciones enviadas en los mensajes, siempre
y cuando no hayan sido procesadas anteriormente, y actualiza las variables
de estado.
5. La re´plica env´ıa perio´dicamente un mensaje GAP a los l´ıderes pare re-
cibir operaciones pendientes.
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8.3.2. Rendimiento
A continuacio´n se muestran las gra´ficas de los rendimientos obtenidos al
ejecutar el algoritmo de recuperacio´n en las re´plicas.
Recuperacio´n sin recibir nuevas peticiones
En las siguientes gra´ficas se muestran los tiempos de recuperacio´n de una
re´plica que se an˜ade al sistema y tiene que actualizar su estado a partir de
las re´plicas ya existentes dentro del sistema. En dichas pruebas una vez que
la re´plica se ha actualizado en el sistema no recibe nuevas peticiones, y tam-
poco recibe peticiones mientras se encuentra en el estado de recuperacio´n. Para
realizar las pruebas se han medido los tiempos de recuperacio´n utilizando dos
supuestos:
Los l´ıderes que forman parte del sistema no han ejecutado el reco-
lector de basura y por lo tanto contienen las operaciones que han sido
aceptadas. En este caso la re´plica recibira´n directamente las operaciones
de los l´ıderes.
Los l´ıderes han ejecutado el recolector de basura. Las re´plicas
han de enviar sus operaciones a la nueva re´plica para que proceda a su
recuperacio´n.
(a) (b)
Figura 8.12: (a)Recuperacio´n de una re´plica con l´ıder sin ejecutar su GC. (b)
Recuperacio´n de una re´plica con l´ıder y GC ejecutado
En la figura (a) se muestran los tiempos necesarios para recuperar 20.000
operaciones. Las mediciones se han realizado en los siguientes supuestos:
Una re´plica nueva realiza peticiones de manera secuencial y todas ellas
son decididas y procesadas de manera correcta. Es el funcionamiento nor-
mal de las re´plicas.
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Una re´plica se an˜ade al sistema y recupera todas las peticiones que han
sido decididas anteriormente.
Una re´plica se an˜ade al sistema, intenta proponer operaciones y el sis-
tema le retorna aquellas operaciones que ya han sido decididas para las
posiciones que intenta proponer.
Debido a que el l´ıder no ha ejecutado el recolector de basura, cuando una
re´plica realiza la peticio´n de recuperacio´n recibe directamente las operaciones
solicitadas, pudiendo en dicho momento realizar la recuperacio´n de todas ellas.
En el caso de que la re´plica al mismo tiempo se encuentre realizando peticiones
duplicadas, se producira´ un ligero aumento del tiempo necesario, ya que el l´ıder
ha de indicar a la re´plica que dichos valores ya han sido decididos.
En todo caso, aunque se produzcan colisiones, el tiempo de recuperacio´n es
notablemente inferior al tiempo consumido por el procesamiento normal de las
operaciones, lo que hace indicar que una re´plica que se encuentre en recupe-
racio´n, podra´ eventualmente alcanzar el estado final del sistema y aceptar pe-
ticiones de manera normal una vez haya finalizado dicho estado de recuperacio´n.
A diferencia de la figura anterior, en la figura (b) actual se muestra la re-
cuperacio´n de las re´plicas cuando el l´ıder ya ha ejecutado su recolector de
basura. Debido a que el l´ıder ya no contiene los datos de las operaciones, la
re´plica ha de comunicarse con el resto de las re´plicas para que estas le env´ıen
las operaciones que han sido procesadas.
Como se puede observar, si se intentan enviar todas las peticiones procesadas
en un mismo mensaje, el tiempo que conlleva la creacio´n y el env´ıo del mismo
es superior al tiempo necesario para procesar todas las operaciones, au´n as´ı el
tiempo total entre el env´ıo y el procesamiento de la recuperacio´n sigue siendo
notablemente inferior al tiempo consumido por el procesamiento normal.
Para paliar el problema de latencia entre el env´ıo y la recepcio´n de los men-
sajes de recuperacio´n, se propone realizar una recuperacio´n escalonada. En vez
de enviar en un u´nico mensaje todas las operaciones, se env´ıa un nu´mero n de
las mismas de forma que el tiempo necesario para la creacio´n del mensaje sea
inferior, y por lo tanto en teor´ıa la recuperacio´n se realice en un espacio de
tiempo menor.
Esto se puede observar en la l´ınea de color rojo, en la cual se ha realiza-
do una prueba realizando la recuperacio´n con mensajes que contienen como
ma´ximo 1000 operaciones. De esta forma el tiempo de latencia es pra´cticamente
inexistente en comparacio´n con el caso anterior, y la finalizacio´n de la recupera-
cio´n finaliza pra´cticamente en el momento en el cual comienza el procesamiento
de las operaciones del anterior caso.
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Tiempo de recuperacio´n recibiendo nuevas peticiones
En la siguiente gra´fica se muestra la progresio´n de una re´plica en recupera-
cio´n con respecto a una re´plica que se ejecuta de manera normal. Para realizar
la gra´fica se han realizado 5.000 operaciones de forma secuencial y se ha eje-
cutado una nueva re´plica cuando ya hab´ıan procesado aproximadamente 500
operaciones.
De esta forma la re´plica debera´ recuperar estas operaciones pendientes y
proseguir con las operaciones posteriores. Como se puede observar, al inicio
de la ejecucio´n la re´plica realiza var´ıas recuperaciones seguidas, ya que ha de
recuperar el estado inicial perdido y a continuacio´n las operaciones que no ha
procesado mientras se manten´ıa en el estado de recuperacio´n. Debido a este
proceso, mientras se recupera es posible que algunas operaciones recibidas no
sean procesadas y por lo tanto posteriormente deban ser recuperadas, lo cual
explica las pequen˜as escaleras que se aparecen a lo largo de la gra´fica. Au´n as´ı se
puede observar como la re´plica en recuperacio´n, en un corto periodo de tiempo
es capaz de alcanzar el estado de la otra re´plica y proseguir con su procesamiento
normal.
Figura 8.13: Recuperacio´n re´plica recibiendo nuevas peticiones
116 CAPI´TULO 8. RECUPERACIO´N
Cap´ıtulo 9
Getting Start
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En este cap´ıtulo se muestran los pasos a seguir para configurar el sistema, de
manera que este se ejecute de forma satisfactoria. Finalmente se muestra como
crear una aplicacio´n de usuario que haga uso de las caracter´ısticas que ofrece el
sistema desarrollado.
9.1. Desplegar el Sistema
En este apartado se muestra como configurar cada una de las ma´quinas para
que ejecuten un rol determinado dentro del sistema y realicen su propo´sito de
manera satisfactoria.
9.1.1. Pre-instalacio´n
En primer lugar es necesario instalar la aplicacio´n dentro de cada uno de los
dispositivos sobre los que se va a ejecutar el sistema. Para que la instalacio´n se
realice de manera satisfactoria el dispositivo ha de tener cumplir las siguientes
caracter´ısticas.
Poseer un sistema operativo basado en GNU/Linux , Windows o MacOS.1.
Tener instalados compiladores para C y C++[3]. Dichos compiladores
sera´n necesarios para realizar la compilacio´n del co´digo de ZeroMQ.
Tener instalada la librer´ıa de ZeroMQ[2].
Tener instalado NodeJs[8] y CoffeeScript[1].
Con el fin de simplificar la instalacio´n de las dependencias, dentro de la
carpeta ra´ız de la aplicacio´n se encuentra el fichero setup.sh el cual realiza de
forma automa´tica la instalacio´n de todas las dependencias.
9.1.2. Estructura
conf : Ficheros de configuracio´n.
lib: Ficheros NodeJS compilados a partir del co´digo fuente en CoffeeScript.
log: Ficheros de log generados por la aplicacio´n.
measured: Ficheros con las estad´ısticas de uso de la aplicacio´n.
node modules: Dependencias de la aplicacio´n.
src: Co´digo fuente de la aplicacio´n.
1La aplicacio´n u´nicamente ha sido probada en sistemas Debian y MacOS
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9.1.3. Instalacio´n
Una vez que se han cumplido todos los requisitos para la instalacio´n de la
aplicacio´n, es la hora de instalar la aplicacio´n en s´ı. La instalacio´n permite ins-
talar todas las librer´ıas que utiliza el sistema de manera automa´tica sin tener
que realizar la instalacio´n de dichas librer´ıas de forma manual.
Para realizar la instalacio´n de todas las dependencias de la aplicacio´n, desde
la terminal de sistema hay que introducir el siguiente comando, siempre estando
en el directorio ra´ız de la aplicacio´n.
npm install
Con dicha instruccio´n npm se encarga automa´ticamente de instalar todas
las dependencias que tiene la aplicacio´n. Para poder observar las dependencias
y el resto de datos de la aplicacio´n se puede observar el fichero package.json.
Las dependencias instaladas son las siguientes:
zmq: Librer´ıa usada para utilizar ZeroMQ desde NodeJS.
Q: Librer´ıa usada para an˜adir el soporte de promesas en NodeJS.
hashmap: Librer´ıa que permite el uso de HashMaps en NodeJS.
winston: Librer´ıa usada para crear un logger de cada uno de los procesos.
measured: Librer´ıa usada para realizar mediciones.
usage: Librer´ıa usada para medir el uso de CPU y memoria de la aplica-
cio´n. U´nicamente es compatible con sistemas GNU/Linux y Mac.
9.1.4. Configuracio´n
La configuracio´n del sistema se realiza mediante un fichero alojado en la car-
peta conf y de nombre paxos.config. Este fichero se ha de encontrar en todas
las instancias que se ejecuten dentro del sistema y ha de encontrarse correc-
tamente cumplimentado, para que tanto la instancia como el sistema puedan
funcionar de forma satisfactoria. El fichero se encuentra en formato JSON y
contiene la siguiente estructura:
{"id":"hostName",
"roles":[],
"logger":false,
"stealth":false,
"settings":
{
},
"network":{
}
}
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Cada uno de los campos tiene el siguiente significado:
id: Identificador de la ma´quina o del proceso que se va a ejecutar. Tie-
ne que ser un identificador u´nico y que pueda ser identificado por todos
los procesos que forman parte del sistema. Usualmente sera´ la IP de la
ma´quina.
roles: Array que contiene los roles que van a ser implementados por el
proceso. Cada uno de los procesos puede implementar de 0 a 3 roles,
siendo los roles acceptor , leader y replica. Por ejemplo si se desea que
el proceso ejecute los roles de re´plica y l´ıder, el campo de roles deber´ıa
ser:
"roles":["leader","replica"]
stealth: Valor booleano con valores true o false. Cuando se indica con el
valor de true el proceso se ejecuta en modo sigiloso; es decir, por defecto
el proceso no implementa ningu´n rol realizando u´nicamente la monito-
rizacio´n de los procesos que se encuentran dentro del sistema. Segu´n el
estado que vaya alcanzado el sistema a lo largo del tiempo, el proceso
puede implementar automa´ticamente un nuevo rol con el fin de asegurar
la continuidad del sistema.
logger: Valor booleano con valores true o false. Indica si se va a utilizar el
logger. En caso de utilizar el logger los ficheros generados se almacenan
en la carpeta logs, la cual se encuentra en el directorio ra´ız de la aplicacio´n.
settings: Contiene la configuracio´n de cada uno de los roles que van a
ser implementados por el proceso. Se indican los protocolos y puertos de
comunicacio´n de cada uno de los roles.
network: Contiene la configuracio´n global del sistema. En e´l se indican
las propiedades de la red sobre la cual se va a implementar el sistema y las
caracter´ısticas que ha de cumplir nuestro sistema dentro de la propia red.
La configuracio´n de este apartado ha de ser el mismo en todos
los procesos.
Settings
En settings se realiza la configuracio´n de cada uno de los roles que van
a ser implementados por el proceso. De esta forma si el proceso va a
implementar a un l´ıder y una re´plica en este apartado se ha de indicar
cuales sera´n los endpoints de entrada de cada uno de ellos.
{
"settings":{
"acceptor":{
"publisher":{},
"rec":{}
},
"replica":{
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"router":{},
"publisher":{},
"rec":{},
"program":{}
},
"leader":{
"publisherToReplicas":{},
"publisherToAcceptors":{},
},
}
Las configuraciones a introducir para cada uno de los roles son las siguien-
tes:
acceptor Se indican los endpoints de entrada que utiliza el rol aceptor.
• publisher: Configuracio´n del endpoint publicador por el cual el acep-
tor se comunica con los l´ıderes.
• rec: Configuracio´n del endpoint utilizado por el algoritmo de recu-
peracio´n.
replica Se indican los endpoints de entrada que utiliza el rol re´plica.
• router: Configuracio´n del endpoint utilizado para comunicar a la
re´plica con los clientes.
• publisher: Configuracio´n del endpoint utilizado para realizar la co-
municacio´n entre la re´plica y los l´ıderes.
• rec: Configuracio´n del endpoint utilizado por el algoritmo de recu-
peracio´n.
• program: Configuracio´n del endpoint utilizado por la re´plica para
comunicarse con el programa encargado de procesar las operaciones.
leader Se indican los endpoints de entrada que utiliza el rol l´ıder.
• publisherToReplicas: Configuracio´n del endpoint utilizado para
comunicar al l´ıder con las re´plicas.
• publisherToAcceptors: Configuracio´n del endpoint utilizado para
comunicar al l´ıder con los aceptores.
Cada uno de los endpoint sigue la siguiente estructura:
{
"protocol":"",
"address":"",
"port":""
}
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• protocol: Protocolo utilizado por el endpoint, actualmente se sopor-
tan tcp e ipc.
• address: Direccio´n desde la cual se van a aceptar peticiones. Para
aceptar peticiones de cualquier direccio´n se ha de introducir el valor
((*)). Si se utiliza el protocolo ipc es necesario introducir una direccio´n
de disco como por ejemplo /tmp/endpoint.
• port: Puerto de escucha. U´nicamente es necesario si se utiliza el
protocolo tcp.
En el caso del endpoint de program se an˜ade un nuevo para´metro llamado
type. Dado que la re´plica permite que la comunicacio´n con la aplicacio´n
encargada de procesar las operaciones, se pueda realizar tanto mediante
paso de mensajes como por co´digo, en este campo se introduce el tipo de
comunicacio´n ha realizar.
Si el valor de type es code no es necesario rellenar el resto de los campos.
En caso de que tenga un valor diferente sera´ necesario rellenar cada uno
de los valores de los campos indicados anteriormente.
{
"program":
{
"type":"code|message",
"protocol":"ipc",
"address":"/tmp/paxos"
}
}
Network
En network se definen las configuraciones globales del sistema. En e´l se
indican las propiedades de la red sobre la cual se va a implementar el sistema,
y las caracter´ısticas que ha de cumplir nuestro sistema dentro de la propia red.
Hay que tener en cuenta que todos los procesos han de tener la misma
configuracio´n de la red, de no ser as´ı el comportamiento del sistema podr´ıa no
ser el esperado.
{
"network":{
"broadcast":"192.168.0.255",
"domains":[["192.168.0.2","192.168.0.100"],["127.0.0.1"],["localhost"]],
"heartbeat":10000,
"stealth_time":15000,
"min_acceptors":2,
"min_leaders":1,
}
}
broadcast: Direccio´n en la cual se realiza el broadcast, es necesario para
implementar el protocolo de descubrimiento y monitorizacio´n de los pro-
cesos que se encuentran en el sistema. Si este valor no se encuentra bien
configurado el proceso no podra´ realizar la comunicacio´n con el resto de
los procesos.
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domains: Define los diferentes dominios de fallos a los que pertenece el
proceso. Se utilizan para realizar la monitorizacio´n y la aceptacio´n de
operaciones dependientes del dominio.
heartbeat: Intervalo de tiempo en el cual se env´ıa un mensaje a la direc-
cio´n de broadcast con los datos de configuracio´n del proceso. El intervalo
se encuentra definido en milisegundos.
stealth time: Intervalo de tiempo en el cual un proceso encubierto com-
prueba el sistema. El intervalo se encuentra definido en milisegundos.
min acceptors: Indica el mı´nimo nu´mero de aceptores que son nece-
sarios dentro del sistema para asegurar la continuidad del mismo. Si el
proceso se encuentra marcado como stealth y el nu´mero de aceptores
que se encuentra en el sistema es inferior al dado, el proceso puede decidir
implementar dicho rol para cumplir la condicio´n.
min leaders: Definicio´n ide´ntica a min acceptors con la salvedad de
referirse a los l´ıderes.
9.2. Crear aplicacio´n
En este apartado se muestra como crear una aplicacio´n que utilice los meca-
nismos implementados en el sistema, con el fin de que desplegar una aplicacio´n
altamente disponible.
Las aplicaciones creadas para ser desplegadas en el sistema se han de com-
poner de dos partes: Una parte cliente, encargada de capturar las peticiones
enviadas por el cliente, y enviarlas a la re´plica. Una parte servidora encargada
de procesar las operaciones que env´ıa la re´plica.
Como ejemplo de una aplicacio´n se puede suponer un servicio web que ofrece
sus servicios mediante REST. La aplicacio´n cliente ser´ıa el servidor web que ofre-
ce los servicios REST al usuario. La aplicacio´n recibe las peticiones del usuario,
las transforma en el formato esperado por el sistema y las env´ıa a la re´plica o
re´plicas. La aplicacio´n servidora ser´ıa aquella parte de la aplicacio´n encargada
de procesar la operacio´n y generar un resultado de la misma, como por ejemplo
el almacenar un pedido en una base de datos.
Ambas partes de la aplicacio´n se pueden desarrollar de manera conjunta
o separada, si u´nicamente va a existir un punto de entrada a la aplicacio´n y
este se conectara´ con todas las instancias de las re´plicas, la parte cliente de la
aplicacio´n se podra´ ejecutar en cualquier tipo de maquina, mientras que la parte
servidora se tendra´ que ejecutar obligatoriamente en cada una de las ma´quinas
que ejecuten el rol de re´plica.
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Figura 9.1: Acceso mediante una aplicacio´n a mu´ltiples re´plicas
A su vez, es posible implementar la parte cliente de la aplicacio´n en cada
una de las ma´quinas que implementan el rol de re´plica, replicando de esta
forma tambie´n la parte cliente de la aplicacio´n. De esta forma un cliente puede
elegir individualmente a que re´plica realizar la conexio´n, aumentando la alta
disponibilidad de la aplicacio´n implementada.
Figura 9.2: Replicacio´n de la aplicacio´n en cada re´plica
A continuacio´n se describe como crear una aplicacio´n en CoffeeScript que
sea compatible con el sistema:
Se ha de crear un fichero cuyo nombre ha de ser app.coffee y dentro de
el implementar una clase llamada App.
Dicha clase ha de heredar, de la clase Connect en el caso de que la
parte servidora utilice comunicacio´n mediante paso por mensajes, o de
ConnectApp en el caso de que la parte servidora utilice la comunicacio´n
mediante el propio co´digo de la re´plica.
Si se implementa la parte servidora se ha de crear un me´todo llamado
execute. Dicho me´todo recibe un para´metro que sera´ la operacio´n en-
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viada por la re´plica. En este me´todo se realizan todas las operaciones
dependientes del programa.
Como se muestra en la figura siguiente, al recibir el mensaje se ha de
comprobar el tipo de mensaje recibido, realizar la operacio´n y retornar la
respuesta generada.
execute:( operation ) ->
switch operation.type
when ’SUM’
return sum operation.values[0] , operation.values[1]
Si se implementa la parte cliente, se han de utilizar el me´todo sendRequest,
el cual env´ıa a la re´plica o re´plicas la operacio´n implementada.
Dicho me´todo recibe como para´metros la operacio´n que deseamos enviar
al sistema y el tipo de operacio´n (lectura o escritura), finalmente retorna
una promesa con la resolucio´n de la operacio´n.
resultado = ( result ) =>
console.log result
operation = {type:’SUM’,values:[@value,++@value]}
@sendRequest(operation , Connect.WRITE).then resultado
A continuacio´n se muestra el co´digo completo de una aplicacio´n que imple-
menta la parte cliente y servidora. La aplicacio´n simplemente realiza una suma
y resta de dos nu´meros dados, enviando una nueva peticio´n una vez se ha pro-
cesado la anterior; el objetivo de dicha aplicacio´n es mostrar de forma simple
como implementar una aplicacio´n para que sea ejecutada en el sistema.
Connect = require(’./connectApp’).ConnectApp
App = exports? and exports or @App = {}
class App.App extends Connect
value : 0
constructor:( options ) ->
super( options )
setTimeout @enviar , 5000
enviar:( ) =>
resultado = ( result ) =>
console.log result
@enviar()
operation = {type:’SUB’,values:[++@value,@value-1]}
@sendRequest(operation , Connect.WRITE).then resultado
execute:( operation ) ->
switch operation.type
when ’SUM’
return @sum operation.values[0] , operation.values[1]
when ’SUB’
return @sum operation.values[0] , - parseInt(operation.values[1])
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sum:(value1 , value2) ->
return value1 + value2
9.2.1. Configuracio´n
Para que el cliente funcione de manera correcta es necesario configurar cual es
la direccio´n de la re´plica o re´plicas a las que se desea conectar. Esta configuracio´n
se puede realizar bien a trave´s un fichero de configuracio´n en formato JSON o
mediante co´digo.
9.2.2. Fichero de configuracio´n
Para realizar la configuracio´n mediante fichero es necesario crear un fichero
llamado client.config en la carpeta ./conf. Dicho fichero contendra´ los siguientes
campos:
id: Identificador u´nico utilizado por el cliente.
timeout: Valor en milisegundos del tiempo que ha de esperar el cliente
para dar por perdida una peticio´n. Una vez que se ha producido el timeout
se produce un reenv´ıo de la peticio´n.
replicas: Su valor es un array conteniendo el endpoint de entrada de cada
una de las re´plicas a las que se van a realizar las peticiones. Este campo
es opcional en el caso de que el cliente se ejecute en el mismo equipo que
la re´plica, en este caso la conexio´n se realiza utilizando los datos que se
encuentran en el fichero de configuracio´n del sistema.
{
"id":"localhost",
"timeout":25000,
"replicas":["tcp://127.0.0.1:8000"]
}
9.2.3. Configuracio´n mediante co´digo
Para configurar la re´plica mediante co´digo es necesario definir estos valores
mediante un mapa en el constructor del cliente. El mapa contendra´ la misma
estructura que el fichero de configuracio´n, de esta forma el co´digo de llamada
ser´ıa como se muestra a continuacio´n.
class Test extends ConnectApp
constructor:( args ) ->
super(args)
arguments = {id:’192.168.0.100’,timeout:4000,replicas:[’192.168.0.101’,’192.168.0.102’]}
test = new Test(arguments)
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