Abstract. We investigate the structure of norm-preserving linear operators on variable-exponent, discrete Lebesgue spaces. A certain class of isometries, novel to this work, are especially considered; this class completely coincides with all isometries when the Lebesgue space is classical, i.e. of a fixed-exponent. It is shown that, for said isometries, their actions are completely determined by pairs consisting of set-mappings and bounded functions on N. This result recovers the previously-known structure of isometries on fixed-exponent spaces as a special case. In the second part, we show that another wide class of operators, including shift operators, are only isometric under very restrictive conditions on the exponent sequence. Together these results serve to highlight the striking similarities and yet radical differences between isometric operators on fixed-and variable-exponent spaces.
Introduction
The structure theory of isometric operators on the Lebesgue spaces ℓ p has been completely understood for some time. For p = 2, the well-known Wold decomposition provides a thorough framework for understanding isometric operators on Hilbert space. For p = 2, the work of Lamperti [2] provides a total description of isometric operators on general function spaces, including the Lebesgue spaces as specific examples.
The variable-exponent Lebesgue spaces, denoted here by ℓ (pn) , form one natural generalization of the spaces ℓ p . The technical details for constructing these spaces will be left for Section 2.2, but the core idea is quite simple (and immediately conveyed by their name): allow the exponent used for norm-calculations to vary across orthogonal subspaces.
Because the ℓ p spaces, and their norms in particular, have different behavior for p > 2, p < 2 and p = 2, we might expect that variable-exponent spaces whose exponent sequence is either strictly [1, 2)-valued will exhibit different properties than such a space whose exponent sequence is (2, ∞)-valued or such spaces whose exponents could take values in both ranges. Because of this, we will narrow our investigation to only those variable-exponent spaces ℓ (pn) with p n ∈ [1, 2) for all n ∈ N or with p n > 2 for all n ∈ N. In the latter case we will not necessarily assume that the exponent sequence is bounded.
Our primary result in the first part is Theorem 3.5. It gives a general structure theorem for "isomodular" operators (a class of isometries, see Definition 2.3) on ℓ (pn) spaces whose exponent sequence satisfies either of the restrictions discussed
above. This provides a strong similarity with the theory of isometric operators on classical Lebesgue spaces.
Theorem 3.5. If (p n ) is such that either p n ∈ [1, 2) for all n ∈ N or p n ∈ (2, ∞) for all n ∈ N, and if S : ℓ (pn) → ℓ (pn) is an isomodular operator then there exists a regular set isomorphism T and a function h ∈ ℓ ∞ such that
for all x ∈ ℓ (pn) and n ∈ N. Furthermore, |h(n)| = 1 for all n ∈ N.
In the second part we consider linear operators S θ on variable-exponent spaces ℓ (pn) which arise from measure-preserving actions θ on N. This class of operators is of special interest because it contains the unilateral shift. Our primary result in this part is Theorem 4.3 and it gives a complete characterization of when such operators are isometric.
Theorem 4.3. For given θ and (p n ), the operator S θ restricts to an isometry on ℓ (pn) if and only if p n = p θ(n) for every n ∈ N.
Background
In this section we will provide the background required to understand Lamperti's result for ℓ p spaces, as it provides the inspiration for our current investigation of the variable-exponent Lebesgue spaces ℓ (pn) . We will then provide a very specialized and narrow formulation of the theory of semimodular function spaces as they pertain to variable-exponent Lebesgue spaces.
Isometries on ℓ
p , p = 2. We will use the notation P(N) to denote the powerset of N. The following definition is given in full in [2, §3] and is here restated only for the set N with the counting measure. Definition 2.1. A regular set isomorphism (of N) is a mapping T : P(N) → P(N) satisfying:
Because of condition (ii), it is clear that there is a one-to-one correspondence between regular set isomorphisms T on the one hand and denumerable collections of pairwise-disjoint subsets of N on the other. Explicitly, if A n , n ∈ N is a denumerable and pairwise-disjoint collection then T : {n} → A n extends to a regular set isomorphism in the natural manner.
Given a regular set isomorphism T and an element a ∈ ℓ p we define T a ∈ ℓ ∞ by (T a) n = a k when n ∈ T {k} 0 otherwise .
Note that unless the cardinalities of T {k} are finite and uniformly bounded then T a is not guaranteed to be in ℓ p itself. 
(the norm is the usual p-norm). Then there exists a regular set isomorphism T and an h ∈ ℓ ∞ such that U a = hT a.
We have omitted a second portion of the Theorem statement concerning certain measure-theoretic properties of h which are not of interest in the ℓ p formulation. A key part of Lamperti's proof is the observation that an isometry U will preserve orthogonality relations and, consequently, may be used to construct a collection of disjoint support sets which will define the regular set isomorphism. We will make use of a similar technique in our main result.
Variable Exponent Spaces.
For our understanding of the variable exponent spaces ℓ (pn) we will rely on the theory of modular spaces. Our reference for this topic will be the excellent book [3] by Diening et al.
For any set A, the set of all possible A-valued functions on N will be denoted A ∞ . An element p ∈ A ∞ will be referred to as a A-valued sequence and we will use the common notations p n := p(n) and (p n ) := p.
It is nontrivial to determine that this is a complex vector space [3, Chapter 2]. The sequences e k , k ∈ N, defined by (e k ) n = δ kn (here δ is the Kronecker delta) form a basis set for ℓ (pn) . The norm on ℓ (pn) is given by
In addition to the norm, we will define a modular on ℓ (pn) , denoted ̺, by
In the case when p is a constant sequence we have that ℓ (pn) is precisely the classical Lebesgue space ℓ p and the modular and norm have the simple relationship ||a|| p = ̺(a).
In general, the modular and norm have only the relationship
In this more complicated situation it is not immediately clear whether normpreserving, i.e. isometric, operators must necessarily preserve the modular. To that end, we offer the following definition:
Our first observation is that being isomodular is a stronger condition on an operator than being isometric. 
The converse statement is true in the special case of constant (p n ), i.e. for classical ℓ p spaces. This is a direct consequence of the simpler relation, ̺(a) = ||a|| p , between modular and norm which occurs in such spaces. It is currently unknown to us whether isometric operators are necessarily isomodular in general.
Isomodulars on Spaces with Restricted Exponents
Throughout this section we will assume that (p n ) is such that either p n ∈ [1, 2) for all n ∈ N or p n ∈ (2, ∞) for all n ∈ N. The motivations for such a restriction on the exponent sequence are the classical Clarkson inequalities [1] for the usual (fixedexponent) Lebesgue spaces L p (X, µ). The Clarkson inequalities quoted below are in an expanded form due to Lamperti [2, Corollary 2.1].
Proposition 3.1. Let (X, µ) be a σ-finite measure space. For f, g ∈ L p (X, µ) with p > 2 we have ||f + g|| p + ||f − g|| p ≥ 2||f || 2 + 2||g|| p . If p < 2 then the reverse inequality is true. In either case, equality occurs if and only if f g = 0 almost everywhere.
Of course, if p = 2 the Parallelogram Identity gives ||f +g|| 2 +||f −g|| 2 = 2||f || 2 + 2||g|| 2 for any f, g ∈ L p (X, µ) regardless of orthogonality. Hence we explicitly exclude the possibility of our exponent sequences having 2 as a value.
Considering the above Proposition, for z, w ∈ C and p > 2 we have |z + w| p + |z − w| p ≥ 2|z| p + 2|w| p (and the reverse for p < 2) with equality if and only if either z = 0 or w = 0. Therefore if (p n ) is such that p n ∈ (2, ∞) for all n ∈ N and given a, b ∈ ℓ (pn) then
with equality if and only if a n b n = 0. It follows that
with equality if and only if a n b n = 0 for all n ∈ N. From the definition we now have that
with equality if and only if ab = 0. The reverse inequality holds if (p n ) is such that p n ∈ [1, 2) for all n ∈ N, including the strict equality condition. Taken together these observations result in the following lemma.
Lemma 3.2. If (p n ) is such that either p n ∈ [1, 2) for all n ∈ N or p n ∈ (2, ∞) for all n ∈ N, and a, b ∈ ℓ (pn) then
if and only if ab = 0.
Recall that for the usual ℓ p spaces the relation between the norm and modular is ||a|| p = ̺(a) for all a ∈ ℓ p . Hence the Lemma is a direct generalization, to ℓ (pn) spaces, of Lamperti's version of Clarkson's inequalities. Lamperti's primary use of Clarkson's inequalities was to conclude that isometric operators preserve orthogonal vectors. We find that isomodular operators, at least on spaces with restricted exponents, similarly preserve orthogonality.
is isomodular, and a, b ∈ ℓ (pn) are such that ab = 0 then (Sa)(Sb) = 0 as well.
Proof. Since S is isomodular we have that ̺(Sx) = ̺(x) for all x ∈ ℓ (pn) . It follows, using the previous Lemma, that
Using the previous Lemma again we immediately conclude that (Sa)(Sb) = 0.
The basis elements e n ∈ ℓ (pn) are, naturally, orthogonal, and so by the above proposition their images Se n under an isomodular operator are orthogonal as well. It follows that the support sets support(Se n ) := {k ∈ N : (Se n ) k = 0} must be pairwise disjoint.
Proposition 3.4. If (p n ) is such that either p n ∈ [1, 2) for all n ∈ N or p n ∈ (2, ∞) for all n ∈ N and if S : ℓ (pn) → ℓ (pn) is an isomodular operator then the assignments
extend to a regular set isomorphism of N.
Recall from the discussion following Definition 2.1 that if T is a regular set isomorphism of N then it extends to a map (also called T ) from ℓ (pn) to ℓ ∞ . We now have a sufficient preparation to state and prove our main result: Theorem 3.5. If (p n ) is such that either p n ∈ [1, 2) for all n ∈ N or p n ∈ (2, ∞) for all n ∈ N, and if S : ℓ (pn) → ℓ (pn) is an isomodular operator then there exists a regular set isomorphism T and a function h ∈ ℓ ∞ such that
for all x ∈ ℓ (pn) and n ∈ N.
Proof. Define the regular set isomorphism T as in the previous Proposition. Then the extension T :
where the values are well-defined precisely because the support sets are pairwise disjoint.
Consider a, b ∈ ℓ (pn) . Then each term of T (a − b) is either zero or a difference of like terms, By linearity this extends to sequences a ∈ ℓ (pn) with finite support. Such elements are dense in ℓ (pn) [3, Corollary 3.4 .10] and so the conclusion follows by the continuity of T .
Our theorem precisely recovers Lamperti's result in the case when (p n ) is constant.
Shifts
We have already seen that an isomodular operator is necessarily isometric. Since isomodular operators on variable-exponent spaces with restricted exponents are now known, per Theorem 3.5, to have a determined structure, so too do a certain class of isometries. The goal for our current section is to understand the structure of another potential class of isometries: shift operators.
The unilateral shift S : C ∞ → C ∞ is defined for each a ∈ C ∞ by (Sa) 1 = 0 and (Sa) n+1 = a n for n ∈ N. For a general variable-exponent space ℓ (pn) ⊂ C ∞ there is no guarantee that S is a bounded operator, or even that Sa ∈ ℓ (pn) when a ∈ ℓ (pn) .
Example 4.1. Take (p n ) = (1, 2, 1, 2, ...) and a = (0, 1, 0, If Γ : N → N is a bijection then define a linear operator S Γ : C ∞ → C ∞ where for each a ∈ C ∞ we have (S Γ a) n = a Γ −1 (n) . When acting on a classical ℓ p ⊂ C ∞ these S Γ operators are isometric isomorphisms. However, there is no such guarantee when they act on a variable-exponent space.
Example 4.2. Take (p n ) and a ∈ ℓ (pn) as in Example 4.1. Set Γ(n) = n − (−1) n . Then S Γ a ∈ ℓ (pn) .
Generalizing both previous concepts, consider operators S θ : C ∞ → C ∞ , related to injective maps θ : N → N, which are defined by (S θ a) n := a θ −1 (n) n ∈ θ(N) 0 otherwise
Notice that S θ e n = e θ(n) for each n ∈ N; this could also be considered the defining feature of S θ .
