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Superresolution techniques based on intensity measurements after a spatial mode decomposition can over-
come the precision of diffraction-limited direct imaging. However, realistic measurement devices always in-
troduce finite crosstalk in any such mode decomposition. Here, we show that any nonzero crosstalk leads to a
breakdown of superresolution when the number N of detected photons is large. Combining statistical and ana-
lytical tools, we obtain the scaling of the precision limits for weak, generic crosstalk from a device-independent
model as a function of the crosstalk probability and N. The scaling of the smallest distance that can be distin-
guished from noise changes from N−1/2 for an ideal measurement to N−1/4 in the presence of crosstalk.
The precision of optical imaging devices determines the
state of the art in microscopy and astronomy. While diffrac-
tion affects our ability to resolve small structures and separa-
tions by spatially distributed intensity measurements, it does
not pose a fundamental limitation. Historical resolution limits
of Abbe, Rayleigh, and others address the effect of diffrac-
tion but they become irrelevant if the signal-to-noise ratio is
high enough [1]. Moreover, a variety of superresolution tech-
niques have been developed to overcome these limits, e.g., by
stimulated-emission microscopy [2], by making use of homo-
dyne measurements [3–5], or by intensity measurements in a
transformed basis of modes [6, 7].
A systematic approach to the estimation of the spatial sep-
aration between two light sources is provided by the for-
malism of quantum metrology [8–11]. Tools from quan-
tum information theory allow us to optimize over all con-
ceivable measurement techniques, in order to identify the ul-
timate quantum limits on precision [12]. For example, it
was shown in Ref. [2] that spatial demultiplexing in trans-
verse electromagnetic (TEM) Hermite-Gauss modes realizes
a quantum-optimal measurement for the estimation of the
separation between two incoherent sources. These results
have been extended to two-dimensional images [14], thermal
states [15, 16], and more general scenarios [17–21]. They
have further been implemented experimentally by using in-
terferometric phase-sensitive measurements [22–24], digital
holography [25], or by using a local oscillator in an excited
TEM01 mode [26, 27]. A decomposition of the detected light
in TEMnm modes with 0 ≤ n,m ≤ 2 was recently real-
ized [5] using a multiplane-light-conversion technique [29].
However, any experimental mode decomposition suffers from
unavoidable crosstalk between the modes. So far, theoreti-
cal treatments of deviations from the ideal scenario have been
limited to misaligned centroids [2] and electronic detection
noise [30, 31].
In this Letter, we show that nonzero crosstalk between the
detector modes before an intensity measurement leads to a
breakdown of superresolution at small source separations. To
quantify precision, we introduce the minimal resolvable dis-
tance dmin at unit signal-to-noise ratio as a function of the total
number N of photons. For the separation between two inco-
herent point sources, measurement crosstalk implies a change
in the scaling of dmin when N  1: While in the ideal, noise-
less case dmin/w = N−1/2, in the presence of crosstalk, we
FIG. 1. (a) Two sources centered at positions ±r0 with distance
d create overlapping Gaussian intensity distributions in the image
plane. (b) Schematic representation of a mode decomposition with
crosstalk. Before an intensity measurement, each mode is either
transmitted (t) into the correct output, or reflected (r) into another
mode due to crosstalk.
obtain dmin/w = αN−1/4, where w is the beam width. An ana-
lytical model for weak crosstalk predicts that α ∝ √|r|, where
|r|2 is the crosstalk probability. These analytical results agree
with the statistical predictions of a random-matrix model for
generic crosstalk, indicating that this scaling is device inde-
pendent. At low photon numbers, or for widely separated
probes, we find that crosstalk is not a fundamental limita-
tion and the measurement of higher-excited modes becomes
increasingly relevant.
Mode decomposition and measurement.—We consider the
problem of separating two incoherent point sources of equal
intensity, located in a two-dimensional plane at positions ±r0,
where r0 = (d/2)(cos θ, sin θ), see Fig. 1 (a). After pass-
ing through a diffraction-limited imaging system, the spa-
tial field distribution is, to a good approximation [1], de-
scribed by two overlapping Gaussian profiles u0(r ± r0) with
u0(x, y) =
√
2/(piw2) exp(−[x2 + y2]/w2). The function u0(r)
can be extended to a complete Hermite-Gauss basis {uk(r)}
with k = (n,m) and u0 = u00. To describe the electromagnetic
field in the image plane, it is convenient to introduce two mode
bases that are centered at the respective source positions, i.e.,
u±,k(r) = uk(r ∓ r0). Introducing corresponding field opera-
tors {bˆ±,k}, both bases can be used to represent the electric field
operator as Eˆ(+)(r) =
∑
k u+,k(r)bˆ+,k =
∑
k u−,k(r)bˆ−,k. We as-
sume that the emitted photons follow a Poisson distribution
and the electromagnetic field is described by M independent
copies of a quantum state ρˆ(d, θ) containing   1 photons.
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2We have
ρˆ(d, θ) =
1
2
(∫
dαP+(α)|α〉+〈α|+ +
∫
dαP−(α)|α〉−〈α|−
)
,
where |α〉± = exp(αbˆ†±,0 − α∗bˆ±,0)|0〉 are coherent states of
the two nonorthogonal modes bˆ±,0, respectively. The P±(α)
are arbitrary probability distributions with
∫
dαP±(α)|α|2 = 
and N = M is the total number of photons. This description
applies, e.g., to incoherent superpositions of two weak ther-
mal [2] or coherent light sources.
To describe the statistics of intensity measurements in an
arbitrary spatial basis we introduce the basis of detector modes
{vk(r)}with associated field operators {aˆk}. We can express the
detector modes aˆk =
∑
i f±,kibˆ±,i as a function of either one of
the two shifted Hermite-Gauss bases with
f±,ki =
∫
d2rv∗k(r)ui(r ∓ r0). (1)
The average photon numbers, i.e., the expectation values
of Nˆk = aˆ
†
k aˆk can be easily determined by making use of
〈α|±Nˆk |α〉± = | f±,k0|2|α|2 and, after measuring all M copies
of ρˆ(d, θ), we obtain
Nk = M〈Nˆk〉ρˆ(d,θ) = N2 (| f+,k0|
2 + | f−,k0|2) (2)
photons in mode k. We assume that the number of pho-
tons in each mode is measured with high precision, e.g., by
using photon-counting detectors, and the parameter d is es-
timated from this data. The precision limit of any unbi-
ased estimator is defined by the Crame´r-Rao bound [32–34]:
(∆dest) ≥ 1/
√
NF(d, θ), where
F(d, θ) =
(Q,Q)∑
k=(0,0)
p(k|d, θ)
(
∂
∂d
ln p(k|d, θ)
)2
(3)
is the Fisher information of a single photon with detection
probabilities p(k|d, θ) = NkN , and Q is the largest index of
the measured modes in both spatial dimensions. This bound
can be achieved asymptotically, e.g., by a maximum likeli-
hood estimation [32, 33]. Through the dependence of F(d, θ)
on p(k|d, θ), the achievable precision limit is determined by
the measurement basis. Maximizing the Fisher informa-
tion over all physically implementable measurements {Πˆk}
gives rise to the quantum Fisher information Fq[ρˆ(d, θ)] =
max{Πˆk} F(d, θ) [12]. For the estimation of d, it can be shown
that Fq[ρˆ(d, θ)] = w−2 and an ideal intensity measurement in
the Hermite-Gauss basis centered at the origin, vk(r) = uk(r),
achieves this bound in the limit Q → ∞ [2]. For small sep-
arations d  2w, it suffices to measure the contribution of
the first excited mode, Q = 1, to saturate the quantum bound.
Since the Fisher information stays finite and constant, these
results imply that the precision of an estimation of d is inde-
pendent of the actual value of d, and hence, arbitrarily small
distances can be resolved equally well as large ones. However,
these conclusions only apply to ideal measurements without
any noise and imperfections.
FIG. 2. Average Fisher information generated by a sample of 500
weak random crosstalk matrices of (a) low (average crosstalk prob-
ability 〈|c
i j
|
2
〉 = 0.00017), (b) medium (〈|c
i j
|
2
〉 = 0.0017) and (c)
high (〈|c
i j
|
2
〉 = 0.017) crosstalk among D = 9 modes for measure-
ments up to Q = 1 (blue) and Q = 2 (orange) modes in two dimen-
sions. The solid lines and bands represent the average and one stan-
dard deviation. Dashed lines correspond to the ideal measurement
at θ = 0 and the dotted lines in panel (a) show the ideal measure-
ment at θ = pi/4. The quantum Fisher information F
Q
(d, θ) = w
−2
is reached by the ideal measurement for Q → ∞ or at very small
distances for Q = 1. The green dot-dashed line describes the Fisher
information for direct imaging. (d) Closeup of the breakdown of the
Fisher information (Q = 1) in the presence of nonzero crosstalk for
low (orange), medium (blue), and high (violet) crosstalk. The dashed
lines are the analytical predictions (4) of the uniform crosstalk model
with |r|
2
= 〈|c
i j
|
2
〉.
Precision in the presence of mode crosstalk.—To establish
the impact of unavoidable deviations from the ideal mode de-
composition, we determine the achievable sensitivity limits in
the presence of crosstalk. We model crosstalk between the de-
tector modes by a unitary coupling matrix c
kl
that maps the ac-
tual measurement basis to v
k
(r) =
∑
l
c
kl
u
l
(r), rather than the
ideal Hermite-Gauss modes u
l
(r); see Fig. 1 (b). To model
weak crosstalk, we consider coupling matrices whose off-
diagonal elements are small compared to the diagonal ones.
By including couplings into higher-order modes that are not
measured, this model can effectively also describe the effect
of losses. The relevant mode overlap functions (1) that de-
termine the measurement statistics via Eq. (2) are given by
f
±,k0
=
∑
l
c
∗
kl
β
l
(±r
0
), where the β
l
(r
0
) =
∫
d
2
ru
∗
l
(r)u
0
(r−r
0
)
describe the ideal scenario. The precision limits are then
obtained by using the corresponding measurement data in
Eq. (3) [34].
In order to assess the impact of generic, weak crosstalk
among D modes, we sample randomly generated unitary
crosstalk matrices c
i j
= C(µ)
i j
from SU(D) as C(µ) =
exp(−iµ
∑
D
2
−1
k=1
λ
k
G
k
), where {G
1
, . . . ,G
D
2
−1
} are the gen-
eralized D × D Gell-Mann matrices and the real coeffi-
cients λ
1
, . . . , λ
D
2
−1
are chosen randomly with normaliza-
3tion
∑D2−1
k=1 λ
2
k = 1 [34]. For µ  1, the matrix C(µ) ≈
I − iµ∑D2−1k=1 λkGk is close to the identity matrix I and the
measurement basis is described as a small deviation from
the ideal decomposition. The average crosstalk probabil-
ity is determined by the average off-diagonal matrix element
|ci j|2 = ∑Dk,l=1; k,l |ckl|2/D(D− 1). Figure 2 shows the averaged
Fisher information over sets of 500 random crosstalk matri-
ces generated with the same value of µ with D = 9 [34].
The ensemble-averaged crosstalk probability 〈|ci j|2〉 = 0.0017
[Fig. 2 (b)] corresponds to the average crosstalk experimen-
tally measured in Ref. [5], and, for comparison, we also show
the effect of crosstalk that is ten times weaker [Fig. 2 (a)] or
stronger [Fig. 2 (c)]. In the limit d/2w → 0, any nonzero
crosstalk causes the Fisher information F(d, θ) to drop from
its ideal value w−2 to zero and then to grow approximately
quadratically as d/2w increases. As we will explore in detail
below, this limits our ability to resolve small distances at large
N. Yet, even in the presence of strong crosstalk, the mode de-
composition achieves better sensitivities at small d than direct
imaging (green dot-dashed line) [2, 34].
To analytically understand the average behavior at small
separations, we introduce a uniform crosstalk model that con-
sists of a D × D unitary matrix with entries t on the diagonal
and r on the off diagonal, satisfying |t|2 + (D − 1)|r|2 = 1.
For weak crosstalk probabilities |r|2  1 and small separa-
tions d  2w, the Fisher information for any Q ≥ 1 is given
by [34]
w2F(d, θ) ≈
(
d
2w
)2 (3 + cos(4θ)
4
)
1
|r|2 . (4)
The predictions of this model are shown in Fig. 2 (d) as dashed
lines. Note that in contrast to crosstalk, the tilt angle θ poses
no fundamental limitation to resolution since it only affects
the proportionality factor 1/2 ≤ [3 + cos(4θ)]/4 ≤ 1.
Minimal resolvable distance.—The minimal distance be-
tween emitters that can still be resolved is determined by
the signal-to-noise ratio (SNR) and requires that SNR(d) =
d/(∆d) ≥ 1. An efficient, unbiased estimator [33] mini-
mizes the noise by saturating the Crame´r-Rao bound, leading
to ∆d = 1/
√
NF(d, θ), and we obtain
SNR(d) = d
√
NF(d, θ). (5)
We thus define the minimal resolvable distance as the smallest
solution dmin to SNR(dmin) = 1. In Fig. 3, we show d
√
F(d, θ)
as a function of d for weak, random crosstalk. For a given
number N of photons, the minimal resolvable distance is iden-
tified as the intersection with 1/
√
N. For large photon num-
bers, N  1, dmin is dominated by the behavior of F(d, θ) in
the limit of d/2w → 0. In the case of an ideal measurement
(considering either Q → ∞ or d  2w with any Q ≥ 1), the
Fisher information is constant, F(d, θ) = w−2 [2]. Hence, in
the absence of crosstalk, we obtain the characteristic “shot-
noise” scaling
dmin =
w√
N
. (6)
FIG. 3. We show d
√
F(d, 0) extracted from the average Fisher in-
formation (see Fig. 2) within one standard deviation for random uni-
form crosstalk with low (violet), medium (blue), and high (orange)
crosstalk probability. The minimal resolvable distance dmin is given
by the intersection of d
√
F(d, 0) with 1/
√
N, where N is the num-
ber of photons. In the upper panel, we show both the sensitivity for
measurements up to Q = 1 (lower lines) and Q = 2 (upper lines).
The black lines show the ideal sensitivity in the absence of crosstalk
for Q = 1 (dotted) and Q = 2 (dot-dashed). The thick, gray line
shows the ultimate quantum limit, which is achieved for Q → ∞
without crosstalk. The minimal resolvable distance at N = 1 pho-
ton is given when d
√
F(d, 0) intersects 1/
√
N = 1 (dashed gray line,
upper panel). For small values of d, it suffices to restrict to mea-
surements of Q = 1 and we compare the sensitivity in the presence
of crosstalk to the analytical prediction (4) of the uniform crosstalk
model, with |r|2 = 〈|ci j|2〉 (dashed colored lines, lower panel). The
minimal resolvable distance at N = 10 000 photons is found when
d
√
F(d, 0) intersects 1/
√
N = 0.01 (dashed gray line, lower panel;
cf. Figs. 4 and 5).
In contrast, the quadratic dependence of F(d, θ) on d observed
in Eq. (4) modifies the scaling with the total number of pho-
tons N and we obtain in the presence of crosstalk,
dmin =
w
N
1
4
√
2|r|
(
4
3 + cos(4θ)
) 1
4
. (7)
The minimal resolvable distance for N = 10 000 photons is
shown in the lower part of Fig. 4. The scaling of the average
predictions of the random crosstalk model agrees with that of
the analytical, uniform crosstalk model (7) at the same average
crosstalk probability.
At large N, the quadratic scaling of d
√
F(d, θ) (see the
lower panel in Fig. 3) leads to the N−1/4-scaling in Eq. (7).
In contrast, at small N ≈ 1, we find that dmin is determined by
the behavior of F(d, θ) at finite values of d/2w (see the upper
panel of Fig. 3). In this case, the leading term in an expansion
of F(d, θ) = c + O(d) is independent of d, and thus d√F(d, θ)
4FIG. 4. Minimal resolvable distance dmin at N = 1 (top) and N =
10 000 photons (bottom) as a function of the crosstalk probability |r|2,
obtained by intersecting d
√
F(d, 0) in Fig. 3 with 1/
√
N. The dots
and errors bars represent the average and standard deviation of the
random crosstalk model with average off-diagonal elements 〈|ci j|2〉 =
|r|2. For N = 1 (top) we show the results for measurements up to Q =
1 (blue) and Q = 2 (orange). The black horizontal lines show dmin for
a measurement without crosstalk for N = 1 with Q = 1 (dotted) and
Q = 2 (dot-dashed), and the ideal quantum limit (6), Q → ∞, yields
dmin/2w = 0.5 in this case. At N = 10 000 (bottom) there is hardly
any improvement by measuring Q = 2 or higher, and we only show
Q = 1. The thick blue line shows the analytical prediction (7) of
the uniform crosstalk model at θ = 0. A crosstalk-free measurement
with N = 10 000 and Q = 1 yields a dmin that cannot be distinguished
from the quantum limit dmin/2w = 0.005 (dashed) on this scale.
FIG. 5. Scaling of the minimal resolvable distance dmin with the num-
ber N of photons in the presence of random uniform crosstalk with
low (violet), medium (blue) and high (orange) crosstalk probability
(cf. Fig. 2) for measurements up to Q = 2. For small N . 10, the
minimal resolvable distance dmin still follows the ideal N−1/2 scal-
ing of Eq. (6) (black line), with a prefactor that increases with the
crosstalk. For larger N, the scaling changes and approaches N−1/4, as
predicted analytically in Eq. (7) by the uniform crosstalk model and
is plotted with |r|2 = 〈|ci j|2〉 (dashed lines). The green dot-dashed line
shows the scaling of dmin for an ideal direct imaging measurement.
scales approximately linearly, which implies dmin ≈ 1/
√
Nc,
i.e., the N−1/2-scaling observed in Eq. (6). The same is true
at arbitrary N for the estimation of small deviations d from a
fixed separation d0  d: In this case, F(d + d0, θ) is constant
to leading order in d and yields an N−1/2 scaling for dmin.
As these cases are dominated by the behavior of F(d, θ) at
values of d ≈ 2w, the measurement of higher excited modes
becomes increasingly important and can yield significant ad-
vantages also in the presence of crosstalk, which no longer
poses a fundamental limitation on the precision (see upper
panel of Fig. 3). The minimal resolvable distance with N = 1
photon is shown in the upper part of Fig. 4 as a function of the
crosstalk. A measurement of Q = 2 comes close to the ideal
quantum resolution limit (6) even in the presence of crosstalk.
In the presence of crosstalk, the scaling of dmin (see Fig. 5)
changes from the ideal N−1/2 dependence [Eq. (6)] at small
values of N to a much less favorable N−1/4 scaling [Eq. (7)]
in the experimentally relevant regime of large N. This behav-
ior is confirmed by the statistical data of the random crosstalk
model. For typical crosstalk probabilities, the transition oc-
curs already at moderate photon numbers of N ≈ 101 − 104.
The resolvable distance for direct imaging measurements
shows an analogous change of scaling [34] but it is outper-
formed even by very noisy mode decompositions.
Conclusions.—We have identified the precision limits for
an estimation of the separation of two incoherent point sources
by intensity measurements after a realistic spatial mode de-
composition. Introducing a general model for measurement
crosstalk and losses using basis transformations, we have
compared statistical data from random crosstalk matrices to
analytical results obtained from a uniform model with tunable
crosstalk probability. We observe that within statistical error
margins, the scaling of the precision limits with the number of
photons is device independent as it only depends on the aver-
age crosstalk probability. The uniform crosstalk model further
allows us to analytically derive these scaling laws.
To quantify the precision for this estimation, we consid-
ered the smallest separation dmin that can be distinguished
from the noise. This definition naturally depends on the num-
ber of measured photons. The most relevant information for
practical measurements with many photons is contained in
the large-N scaling. Crosstalk, however small, will always
be present in realistic experimental mode decompositions and
leads to a significant change of scaling from N−1/2 to αN−1/4
with a prefactor α that depends on the average crosstalk prob-
ability. In contrast, measurements at low photon numbers
N ≤ 10 are less affected by crosstalk, and in this case dmin in-
creases by a crosstalk-dependent factor without changing the
N−1/2 scaling.
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6Supplementary Material
In Section I, we derive the Fisher information for the esti-
mation of d from an ideal measurement of up to Q Hermite-
Gauss modes for arbitrary separations d and tilt angles θ. In
Section II, we recall the Fisher information for direct imaging.
In Section III, we introduce models for crosstalk and in Sec-
tion IV, we derive the Fisher information including the effect
of crosstalk. Finally, in Section V, we briefly describe how
spatial mode decompositions may be implemented.
I. FISHER INFORMATION: IDEAL MEASUREMENT
A. Fisher information for Poissonian distributed intensity
measurements in a finite set of modes
We begin by briefly recalling the derivation of the Fisher
information for a Poissonian photodetection model, see, e.g.,
Ref. [1]. Assume that intensity measurements of a finite set
of detector modes 1, . . . ,K are performed in order to estimate
the parameter of interest. Photons in modes of higher order
k > K are not detected. This gives rise to events of the kind
x = (n1, . . . , nK), where n1, . . . , nK denote the number of reg-
istered clicks in each of the respective modes. We further as-
sume no correlations or bunching effects between the recorded
photons, such that the statistics in each mode k is given by a
Poissonian distribution with average Nk, respectively. This
yields the following probability for the event x:
p(n1, . . . , nK |d, θ) = 1n1! · · · nK! N
n1
1 · · ·NnKK e−ND , (S1)
where ND =
∑K
k=1 Nk is the total number of detected photons.
Each of the average values Nk depends on the parameters d
and θ. With ideal detectors we recover the total number of
photons as N = limK→∞ ND.
The Fisher information for estimations of the parameter d
with this measurement is given by
F (d, θ) =
〈(
∂
∂d
log p(n1, . . . , nK |d, θ)
)2〉
(S2)
where the average of an arbitrary function f (n1, . . . , nK) is ob-
tained from (S1) as
〈 f (n1, . . . , nK)〉 =
∞∑
n1=0
· · ·
∞∑
nK=0
p(n1, . . . , nK |d, θ) f (n1, . . . , nK).
To determine (S2), we use (S1) to write
log p(n1, . . . , nK |d, θ) =
K∑
k=1
(
log(−nk!) + nk log Nk − Nk) ,
and we obtain
∂
∂d
log p(n1, . . . , nK |d, θ) =
K∑
k=1
(
nk
∂
∂d
log Nk − ∂
∂d
Nk
)
=
K∑
k=1
(
nk
Nk
− 1
)
∂
∂d
Nk. (S3)
Inserting (S3) into Eq. (S2), we find
F (d, θ) =
K∑
k,l=1
( 〈nknl〉
NkNl
− 〈nk〉
Nk
− 〈nl〉
Nl
+ 1
) (
∂
∂d
Nk
) (
∂
∂d
Nl
)
.
Making use of the Poissonian average and variance,
〈nk〉 = Nk, (S4)
〈nknl〉 = NkNl + δklNk, (S5)
we obtain
F (d, θ) =
K∑
k=1
1
Nk
(
∂
∂d
Nk
)2
. (S6)
We define
p(k|d, θ) = Nk/N (S7)
as the probability for a single photon to be detected in mode
k, such that (S6) reads
F (d, θ) = NF(d, θ), (S8)
where
F(d, θ) =
K∑
k=1
1
p(k|d, θ)
(
∂
∂d
p(k|d, θ)
)2
(S9)
is the Fisher information associated with a single photon in the
form of Eq. (4) in the main text. Notice that the probability
obeys the normalization
∞∑
k=1
p(k|d, θ) = 1, (S10)
but only the first K terms contribute to Eq. (S9). Since each
term in the sum (S9) is non-negative, we see that the Fisher
information increases as more modes are measured.
In practical situations, rather than the total number N of
emitted photons, only the number ND of detected photons may
be known. In contrast to N, this number may in principle
depend on the parameter d. Defining pD(k|d, θ) = Nk/ND and
following the same approach as above yields from Eq. (S6):
F (d, θ) = NDFD(d, θ) + (2ND + 1) 1ND
(
∂
∂d
ND
)2
, (S11)
where FD(d, θ) =
∑K
k=1
1
pD(k|d,θ)
(
∂
∂d pD(k|d, θ)
)2
. Since the sec-
ond term is non-negative, the bound F (d, θ) ≥ NDFD(d, θ)
holds. This implies that we may effectively replace N by ND
in Eqs. (S7) and (S9): With this replacement, Eq. (S8) gener-
ally becomes a lower bound on the actual Fisher information,
and this bound is tight when ND is independent of d. For mea-
surements in the Hermite-Gauss basis and small values of d
this is a good approximation since only few photons go by
undetected in highly excited modes with k > K.
7B. Mode overlap and statistics
We consider the ideal measurement in a basis of Hermite-
Gauss modes, uk(r) = unm(r) with k = (n,m). In this case, we
can write the overlap integrals as f±,k0 = βnm(±r0), where
βnm(a) :=
∫
d2ru∗nm(r)u00(r − a). (S12)
The Hermite-Gauss function are defined for r = (x, y) as
unm(x, y) =
1√
(pi/2)w22n+mn!m!
Hn
(√
2
x
w
)
Hm
(√
2
y
w
)
e−
x2+y2
w2 ,
(S13)
where Hn(x) are the Hermite polynomials and w is the point
spread function that determines the width of the 00-mode as
u00(x, y) =
√
2
w
√
pi
e−
x2+y2
w2 . (S14)
The integral (S12) corresponds to the overlap of a coherent
state of a two-dimensional quantum harmonic oscillator (dis-
placed to phase space coordinates a) with the excited state
that contains n and m excitations in the respective directions.
We use polar coordinates to express x and y in function of
their separation d and tilt angle θ. Using polar coordinates has
the advantage that d represents the distance between emitters
for arbitrary values of θ, whereas in cartesian coordinates, a
nonzero tilt requires the estimation of the nonlinear function√
x2 + y2 of the parameters x and y. In polar coordinates, we
obtain
βnm(r0) =
1√
n!m!
(
d
2w
)n+m
(cos θ)n(sin θ)me−
1
2 ( d2w )
2
. (S15)
We obtain the average photon numbers in each mode as
Nnm =
N
2
(
|βnm(r0)|2 + |βnm(−r0)|2
)
= N|βnm(r0)|2. (S16)
Moreover, the probability to find a detector click in the mode
nm is given by
p(nm|d, θ) = Nnm
N
= |βnm(r0)|2. (S17)
This probability is conditioned on the true value of the dis-
placement being r0. In this scenario, the problem of resolving
two incoherent sources is equivalent to the estimation of the
position of a single emitter.
C. Fisher information for the estimation of the emitter
distance
We first make use of Eq. (S15) to obtain
∂
∂d
βnm(±r0) = 1d
n + m − ( d2w
)2 βnm(±r0). (S18)
Since βnm(r) ∈ R, this implies that
∂
∂d
p(nm|d, θ) = 2
(
∂
∂d
βnm(r0)
)
βnm(r0)
=
2
d
n + m − ( d2w
)2 βnm(r0)2. (S19)
Assuming that all modes nm with 0 ≤ n ≤ Q and 0 ≤ m ≤ Q
are measured, we obtain the Fisher information
F(d, θ) =
Q∑
n,m=0
1
p(nm|d, θ)
(
∂
∂d
p(nm|d, θ)
)2
(S20)
=
Q∑
n,m=0
4
d2
n + m − ( d2w
)22 βnm(r0)2. (S21)
Substituting
x =
d
2w
(S22)
and inserting Eq. (S15) leads to
F(d, θ) (S23)
=
Q∑
n,m=0
1
n!m!
x2(n+m−1)
w2
(
n + m − x2
)2
(cos θ)2n(sin θ)2me−x
2
.
We obtain the limits
lim
Q→∞ Fd(d, θ) =
1
w2
(S24)
and for any Q > 0:
lim
d→0
Fd(d, θ) =
1
w2
, (S25)
which are independent of θ and correspond to the quantum
Fisher information FQ[d, θ] = w−2 [2].
Moreover, we find the following explicit expressions for
specific values of the orientation angle θ:
F(d, 0) := lim
θ→0
F(d, θ) = lim
θ→ pi2
F(d, θ) (S26)
=
1
w2Q!
(
e−x
2
(x2 − (Q + 1))x2Q + Γ(Q + 1, x2)
)
,
where Γ(Q + 1, x) is the upper incomplete Gamma function,
which, for positive integer Q satisfies the inequality [3]
Γ(Q + 1, x) :=
∫ ∞
x
e−ttQdt = Q!e−x
Q∑
k=0
xk
k!
. (S27)
As we can see from Fig. S1, in these limits we achieve the
lowest sensitivity over all angles θ, while the maximal sensi-
tivity is achieved at θ = pi/4.
8FIG. S1. Fisher information w2F(d, θ) for the estimation of the sep-
aration d in a two-dimensional setup with a tilt angle θ between the
separation axis of the two sources and the measurement apparatus
as a function of d/2w. We show the sensitivity F(d, θ) at its lowest
(θ = 0 or θ = pi/2, continuous lines) and highest (θ = pi/4, dashed
lines) values, with Q = 1 (black) and Q = 3 (red). The inset shows
the difference F(d, θ) − F(d, 0) as a function of d/2w and θ.
II. DIRECT IMAGING
An ideal direct imaging measurement estimates the source
separation from the intensity distribution in the image plane.
The average intensity at position r is
I(r) = M〈Eˆ(+)(r)†Eˆ(+)(r)〉
=
M
2
∫
dαP+(α)〈α|+Eˆ(+)(r)†Eˆ(+)(r)|α〉+
+
M
2
∫
dαP−(α)〈α|−Eˆ(+)(r)†Eˆ(+)(r)|α〉−
=
N
2
(
|u00(r − r0)|2 + |u00(r + r0)|2
)
, (S28)
where we used Eˆ(+)(r)|α〉± = αu00(r ∓ r0)|α〉±. Using the
Poissonian distribution of photons, this leads to the Fisher in-
formation [2]
FDI(d, θ) =
∫
dr
1
I(r)
(
∂
∂d
I(r)
)2
, (S29)
or, equivalently, FDI(d, θ) = NFDI(d, θ), with
FDI(d, θ) =
∫
dr
1
p(r|d, θ)
(
∂
∂d
p(r|d, θ)
)2
, (S30)
where p(r|d, θ) = I(r)/N. This integral can be evaluated nu-
merically and is independent of θ (see green dot-dashed lines
in Fig. 2 in the main manuscript and Fig. S3 below). For
x = d/2w  1, we can approximate it analytically as
w2FDI(d, θ) = 8x2 + O(x4). (S31)
FIG. S2. Statistics of weak random crosstalk matrices. The distri-
bution of the average absolute squared diagonal (a) and off-diagonal
(b) elements including one standard deviation of a sequence of 500
randomly sampled 9 × 9 matrices C(µ) with µ = 0.1 shows that ma-
trices sampled with the same parameter have very similar crosstalk
probability. Panels (c) and (d) show the same properties, averaged
over 500 matrices as a function of µ.
III. MODELS FOR CROSSTALK
A. Random crosstalk
We introduce a random-matrix model for unitary crosstalk
matrices from a basis {G1, . . . ,GD2−1} of the Lie algebra
su(D), the generalized D×D Gell-Mann matrices [4]. We gen-
erate a random unitary D×D matrix by sampling the random,
real coefficients λ1, . . . , λD2−1 with
∑D2−1
k=1 λ
2
k = 1 producing a
unitary matrix
C(µ) = exp(−iµ
D2−1∑
k=1
λkGk), (S32)
with fixed µ > 0.
We characterize these random matrices, C(µ)i j = ci j, by
analyzing the average absolute square of diagonal and off-
diagonal elements, respectively: For each random matrix, we
9define
|cii|2 = 1D
D∑
k=1
|ckk |2 (S33)
|ci j|2 = 1D(D − 1)
D∑
k,l=1
k,l
|ckl|2. (S34)
Unitary ensures that
|cii|2 + (D − 1)|ci j|2 = 1. (S35)
Figure S2 (a) and (b) shows |cii|2 and |ci j|2 for 500 random
matrices with fixed value µ. These quantities have relatively
low fluctuations around a well-defined average value which is
determined by µ. Figure S2 (c) and (d) displays the depen-
dence of the ensemble averaged values 〈|cii|2〉 and 〈|ci j|2〉 over
500 random matrices on the parameter µ. The quantity 〈|ci j|2〉
represents the average probability for crosstalk into a specific
mode.
B. Uniform crosstalk
A simple analytical crosstalk model is given by the D × D
uniform coupling matrix
C =

t r . . . r
r t r
...
. . .
...
r . . . r t
 , (S36)
with |t|2 + (D − 1)|r|2 = 1 and
Pscat = 1 − |t|2 = (D − 1)|r|2 (S37)
is the overall probability to scatter into an undesired mode.
The limit of weak uniform crosstalk is described by |r|2  1
at fixed Pscat. When the additional condition |r|2  1/(D − 1)
is satisfied (as is the case in the simulations shown in the main
text), the weak crosstalk limit also implies that Pscat  1.
C. Generic crosstalk
The uniform model can be generalized to a generic
crosstalk model by considering a coupling matrix with arbi-
trary entries ci j. The weak crosstalk limit corresponds to the
limit |ci j|  1 for all i , j at constant |cii|. The only assump-
tion in this model is that the off-diagonal elements are small
compared to the diagonal ones.
IV. FISHER INFORMATION: PRESENCE OF CROSSTALK
Crosstalk is modelled by a unitary coupling matrix that de-
scribes the actual measurement basis as a linear combination
of the ideal basis. Expressed with two-dimensional indices,
k = (n,m), we obtain
vnm(r) =
∑
kl
cnm,klukl(r), (S38)
with ideal Hermite-Gauss modes ukl(r). We obtain the aver-
age photon numbers
Nnm =
N
2
(
|γnm(r0)|2 + |γnm(−r0)|2
)
, (S39)
where γnm(r) =
∑
kl c∗nm,klβkl(r) and βkl(r) are the ideal over-
lap functions defined in Eq. (S12). Using again p(nm|d, θ) =
Nnm/N, we find the probability distribution
p(nm|d, θ)
=
1
2
∑
klpq
c∗nm,klcnm,pq
(
βkl(r0)βpq(r0) + βkl(−r0)βpq(−r0)
)
=
∑
klpq
c∗nm,klcnm,pq
1 + (−1)k+p+l+q
2
βkl(r0)βpq(r0)
=
∑
klpq
k+l+p+q∈2N
c∗nm,klcnm,pqβkl(r0)βpq(r0), (S40)
where we used that βnm(r) ∈ R. Notice that due to
βkl(−r0)βpq(−r0) = (−1)k+l+p+qβkl(r0)βpq(r0), (S41)
only terms where k + l + p + q ∈ 2N is an even number con-
tribute. We obtain the derivative
∂
∂d
p(nm|d, θ) (S42)
=
∑
klpq
k+l+p+q∈2N
c∗nm,klcnm,pq
1
d
k + l + p + q − 2 ( d2w
)2
× βkl(r0)βpq(r0),
which permits us to calculate the Fisher information for arbi-
trary crosstalk matrices using Eq. (S20).
A. Approximation for small displacements in the presence of
crosstalk
To study the limitations imposed by crosstalk on the Fisher
information at small source separation, we perform a pertur-
bative expansion of F(d, θ), assuming
x =
d
2w
 1. (S43)
We obtain from Eq. (S15)
β00(r0) = 1 − 12 x
2 + O(x4)
β10(r0) = x cos θ + O(x3)
β01(r0) = x sin θ + O(x3)
β11(r0) = x2(cos θ)(sin θ) + O(x4)
βnm(r0) = O(x3) ∀n + m ≥ 3. (S44)
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According to Eq. (S40) we find
p(nm|d, θ) = |cnm,00|2 + O(x2). (S45)
Moreover, from Eq. (S42) follows
w
∂
∂d
p(nm|d, θ) (S46)
=
∑
klpq
k+l+p+q∈2N
c∗nm,klcnm,pq
1
2x
(
k + l + p + q − 2x2
)
× βkl(r0)βpq(r0),
= x
[
(cos θ)2|cnm,10|2 + (sin θ)2|cnm,01|2 − |cnm,00|2
+ sin(2θ)Re(c∗nm,10cnm,01 + c
∗
nm,11cnm,00)
]
+ O(x2).
B. Uniform crosstalk
For the uniform crosstalk matrix given in Eq. (S36), we ob-
tain for Q ≥ 1:
w
∂
∂d
p(00|d, θ) = x
[
|r|2 − |t|2 + g(r, t, θ)
]
+ O(x2),
w
∂
∂d
p(10|d, θ) = x
[
(cos θ)2(|t|2 − |r|2) + g(r, t, θ)
]
+ O(x2),
w
∂
∂d
p(01|d, θ) = x
[
(sin θ)2(|t|2 − |r|2) + g(r, t, θ)
]
+ O(x2),
w
∂
∂d
p(11|d, θ) = xg(r, t, θ) + O(x2),
w
∂
∂d
p(nm|d, θ) = 2x sin(2θ)|r|2 + O(x2) ∀n + m ≥ 3,
with g(r, t, θ) = sin(2θ)(|r|2 + Re(t∗r)). The Fisher information
now reads
w2F(d, θ) =
Q∑
n,m=0
1
p(nm|d, θ)
(
w
∂
∂d
p(nm|d, θ)
)2
(S47)
= x2
[
|r|2 − |t|2 + g(r, t, θ)
]2
|t|2
+ x2
[
(cos θ)2(|t|2 − |r|2) + g(r, t, θ)
]2
|r|2
+ x2
[
(sin θ)2(|t|2 − |r|2) + g(r, t, θ)
]2
|r|2
+ x2
g(r, t, θ)2
|r|2
+ 4x2(Q − 1)2 sin(2θ)2|r|2 + O(x4).
Simple expressions can be obtained, e.g., in the limit θ → 0 or
θ → pi2 , i.e., when the separation axis between the two emitters
is aligned with the measurement basis. In this case, we obtain
F(d, 0) = limθ→0 F(d, θ) = limθ→ pi2 F(d, θ) with
w2F(d, 0) = x2
( |r|4
|t|2 +
|t|4
|r|2 − |r|
2 − |t|2
)
+ O(x4). (S48)
To obtain the limit of weak uniform crosstalk, we assume
|r|2  1 at fixed Pscat = (D − 1)|r|2, see Eq. (S37). We ob-
tain
w2F(d, θ) = x2
(
3 + cos(4θ)
4
(1 − Pscat)2
|r|2 + O(|r|
−1)
)
+ O(x4),
(S49)
where 12 ≤ 3+cos(4θ)4 ≤ 1. For Pscat  1 we obtain the expres-
sion
w2F(d, θ) = x2
(
3 + cos(4θ)
4
1
|r|2 + O(|r|
−1)
)
+ O(x4), (S50)
that was stated in the main text.
C. Generic crosstalk
The result (S49) can be generalized to generic crosstalk,
i.e., we can drop the assumption that the elements of the
crosstalk matrix are identical on and off the diagonal, respec-
tively. It suffices to assume that all off-diagonal elements are
small compared to the diagonal elements, i.e., the elements
cnm,kl for all n , k and m , l are of the order , where
0 <   1. An analogous derivation as above yields
w2F(d, θ) (S51)
= x2
( |c01,01|4(sin θ)4
|c01,00|2 +
|c10,10|4(cos θ)4
|c10,00|2 + O(
−1)
)
+ O(x4).
The behavior at small x is dominated by the probability to
correctly transmit the first excited modes 01 and 10 (given by
|c01,01|2 and |c10,10|2, respectively) and the probability to scatter
from the first excited modes 01 and 10 into the mode 00 (given
by |c01,00|2 and |c10,00|2, respectively). The weight of the two
directions depends on the orientation of the two sources via
the angle θ. We recover Eq. (S49) in the special case where
|c01,01|2 = |c10,10|2 = |t|2 = 1−Pscat and |c01,00|2 = |c10,00|2 = |r|2
using (sin θ)4 + (cos θ)4 = 3+cos(4θ)4 .
D. Crosstalk vs. losses
The data shown in the main text describes weak uniform
crosstalk with average crosstalk probabilities 〈|ci j|2〉 of the or-
der of 1% or less at fixed D = 9. This describes the crosstalk
between the modes of a measurement with Q = 2, i.e., unm
with n,m ∈ {0, 1, 2}. We compare to the analytical predictions
of the uniform crosstalk model by identifying 〈|ci j|2〉 = |r|2
and Pscat is typically small enough to justify Eq. (S50) as
approximation of Eq. (S49). As long as this approximation
is valid, the effect of crosstalk is independent of D and de-
pends only on the value |r|2. This is confirmed also for the
random crosstalk model by additional numerical data shown
in Fig. S3, which shows the effect of random crosstalk with
D = 16 but with the same values for 〈|ci j|2〉 (to be compared to
Fig. 2 in the main text). We observe that also the overall shape
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FIG. S3. Same as Fig. 2 in the main text, but with larger crosstalk
matrices, D = 16. The dashed lines in panel (d) are the analytical
predictions of Eq. (S49). The orange dashed line lies on top of the
orange continuous line.
of the function F(d, θ) beyond the small-d approximation re-
mains largely invariant under an increase of D. Deviations
are visible only for high crosstalk at 〈|ci j|2〉 = 0.017, which
according to (S37) already implies a scattering probability of
Pscat ≈ 0.25.
For small d, we compare to the prediction of Eq. (S49),
which contains a correction factor due to finite losses and
is shown as dashed lines in Fig. S3 (d). The difference be-
tween (S49) and (S50) is less than 5% for small and medium
crosstalk, but becomes more significant for large crosstalk
where (1 − Pscat)2 ≈ 43%. With this factor, the prediction of
Eq. (S49) is visually indistinguishable from average random
crosstalk prediction (orange line).
E. Minimal resolvable distance
The minimal resolvable distance for large N is obtained
from the definition in the main text and yields for the uniform
crosstalk model:
dUmin =
w
N
1
4
√
2|r|
1 − Pscat
(
4
3 + cos(4θ)
) 1
4
. (S52)
For an ideal direct imaging measurement, we obtain from
Eq. (S31):
dDImin =
w
N
1
4
(
1
2
) 1
4
. (S53)
We have dUmin < d
DI
min, i.e., an imperfect mode decomposition
outperforms ideal direct imaging as long as
|r|2
(1 − Pscat)2 <
1
8
. (S54)
In the uniform model this corresponds to crosstalk probabil-
ities as large as |r|2 ≈ 0.03 − 0.05 with D = 9 and D = 16,
respectively, which is roughly 20-30 times stronger than the
values observed in experimental characterizations of the spa-
tial mode sorter [5].
We can compare the scaling of dmin with N for the two mea-
surement strategies in Fig. 5 of the main text, where the nu-
merically determined dmin for direct imaging with arbitrary N
is shown as the green dot-dashed line. The analytical predic-
tion for large N is given by Eq. (S53). The numerical data
follows this prediction closely for N & 100. Since the two
curves would be hard to distinguish visually, the analytical re-
sult is not shown in the plot.
V. IMPLEMENTING SPATIAL MODE DECOMPOSITIONS
Spatial mode decompositions can be realized using the
multi-plane-light-conversion (MPLC) technique [6]. The ba-
sic idea of this technique is that any unitary basis transforma-
tion can in principle be implemented with a finite number of
phase plates and spatial Fourier transforms. In the MPLC sys-
tem used in Ref. [5], a decomposition into the Hermite-Gauss
modes unm with n,m ∈ {0, 1, 2} is realized by sending the light
through a series of carefully designed phase plates, separated
by mirrors. The path length of the propagation between two
consecutive phase plates is chosen such the corresponding ba-
sis change is to a good approximation described by a Fourier
transform.
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