Using machine learning techniques for constructing automated test oracles have been successful in recent years. However, existing machine learning based oracles have deficiencies when applied to software systems with low observability, such as embedded software, cyber-physical systems, multimedia software programs, and computer games. This paper proposes a new black box approach to construct automated oracles which can be applied to software systems with low observability. The proposed approach employs an Artificial Neural Network algorithm which uses input values as well as corresponding pass/fail outcomes of the program under test, as the training set. To evaluate the performance of the proposed approach, we have conducted extensive experiments on several benchmarks. The results manifest the applicability of the proposed approach to software systems with low observability as well as its higher accuracy in comparison to a well-known machine learning based method. We have also assessed the effect of different parameters on the accuracy of the proposed approach.
generation, one important challenge has been overlooked by academia and in-23 dustry. The question arises, who will evaluate the correctness of the out-24 come/behavior of a software program according to the given test input data.
25
The mechanism of labeling program outcomes, as pass or f ail, subjected to 26 specific input values is referred to as "test oracle" [4] .
27
Providing an accurate and precise test oracle is the main prerequisite for The mentioned challenges emphasize the need for automatic test oracles. can be useful to construct appropriate test oracles, although, they do not in-
115
clude input-output pairs. As another example, consider documents produced by 116 end users during the beta testing process of a software product, which contain 117 valuable pass/fail scenarios.
118
As an idea, in all the mentioned situations, we can model the relationships 119 between inputs and corresponding pass/fail behaviors (instead of the corre-120 sponding outputs) of the program. In this way, without using concrete output 121 values, we may achieve a test oracle which can be used to predict the pass/fail 122 behavior of the program for given test inputs, during the testing phase. output; as mentioned, only the input data is required in the testing phase. This is advantageous specifically when there is no access to the SUT or 140 when software execution is a time-cost consuming or risky work. These 141 considerations are usually seen in many low observable and safety-critical 142 systems.
143
• The test oracles presented in [1] and [13] f (x) = sin(x) is implemented as a part of the SUT, a metamorphic relation 231 would be sin(π − x) = sin(x) that must be held across multiple executions.
232
The metamorphic relations are not necessarily limited to arithmetic equations. 
342
For example, the PRIME program, which is used in their evaluations, is a pro- ing at testing program's decision-making structures [45] ANNs.
374
The main difference between the idea in [1] and ours is the approach of com-375 posing the elements of datasets, an essential issue that has a significant impact 376 on the ANN learning process and its precision. In our approach, there is no proposed oracles can work on specific programs, they suffer from the following 391 weak points:
392
• These methods cannot be applied to systems with low observability.
393
• Some works such as [1, 13] is associated with some weight, which indicates the importance of that input.
435
The node applies a function to the weighted sum of its inputs. This function is . Therefore, we use ANN as our classifier in the rest of this paper.
450
In the following subsection, we describe the type of the neural network we use 451 in the experiments. Fig. 7 illustrates an example of a feed-forward neural network.
457
A feed-forward neural network consists of three types of layers:
458
• Input Layer, which includes nodes that their inputs are provided from 459 outside resources.
460
• Hidden Layer, which includes nodes that perform computational tasks on As mentioned in the previous section, the weights that are associated with 471 inputs of a specific node illustrates the importance of each input to that node.
472
Therefore, the main challenge of using ANN is how to calculate optimal weights 473 of connections between nodes in order to produce desired output. The process 
Back-Propagation Algorithm

478
Back-propagation is one of the several ways to train ANN. It falls in the cate-479 gory of supervised learning algorithms, which means that it learns from labeled 480 training data. This means, we know the expected labels for some input data.
481
Initially, the weights of all edges are randomly assigned. Then, for each in- we attempt to train the model with as small as possible dataset.
500
To provide an appropriate dataset, we seek for the available training re- 
508
The proposed approach has three main phases which are detailed in the re- 
Data preparation
512
The collected dataset includes inputs and the corresponding execution outcomes.
513
Suppose the SUT has n input parameters. The inputs can be organized as an 
n).
519
The number of possible input vectors is the product of the domain size of 520 the input parameters as Equation 3.
The SUT is executed by each input vector, and the resulting outcomes/behaviors 
543
• Hidden layer: outputs of the input layer are fully-connected to the hidden 544 layer as inputs. We applied 'tan-sigmoid', as an activation function, to 545 this layer.
546
• Output layer: outputs of the hidden layer are fully-connected to inputs of 547 this layer. We applied 'sigmoid', as an activation function, to this layer.
548
Outputs of this layer are considered as the outputs of the created oracle outputs. Table 2 illustrates the features of the selected benchmarks.
612
The application of each benchmark is as follows:
613
• Scan benchmark is a scheduling program for an operating system.
614
• TCAS benchmark, which is an abbreviated form of Traffic alert and Col-
615
lision Avoidance System, is used for aircraft traffic controlling to prevent 616 aircrafts from any midair collision.
617
• DES benchmark, which is an abbreviated form of Data Encryption Stan- 
629
• GSAD benchmark, which is an abbreviated form of Generic Sound Activ-
630
ity Detector, is an independent front-end processing module that can be and False Negative, respectively.
Experiment Results and Discussion
639
In this section, we investigate the impact of different parameters on the accuracy 
Percentage of Passing Test Cases in Training Dataset
647
The training dataset in our approach contains input values and the correspond-
648
ing pass/fail outcome of the SUT, which is used to train the ANN classifier.
649
The number of passing test cases in comparison to the number of all test cases 
668
In real-world systems more test cases are typically labeled as pass rather 669 than fail. Therefore, in order to show the usefulness of the proposed approach 670 in real-world systems, we have carried out the rest of the experiments using 671 training datasets which contain 90% pass labels. It is worth noting that we are not able to have arbitrary CCP for the training 691 dataset, because some statements of the code are always executed and conse-692 quently for each benchmark in Fig. 10 , the diagrams start from different points.
693
By applying training dataset with CCP of 20% to 40%, the accuracy of the 694 proposed oracle is between 65% and 80%, which is reasonably acceptable.
695
Nevertheless, as we can see in Fig. 10 , the higher the CCP of the training 696 dataset is, the more accurate test oracle is generated. This is because the train- above. The configuration of ANN for each benchmark is illustrated in Table 3 . 
Comparison with the Baseline Method
761
In this section, we compare the accuracy of the oracles generated by the proposed 762 approach with those constructed by a known approximation based method, sug-
763
gested by Shah-Amiri et. al [1] which generates oracles by modelling the rela-
764
tionship between program's inputs and output values using neural networks.
765
These oracles are only appropriate for particular types of software that have 766 concrete numerical outputs.
767
To compare these two types of oracles, the experiments were conducted on The decrement of accuracy in our oracles from a specific point is because 785 of the overfitting problem. Nevertheless, in general, the accuracy of oracles 786 generated by the method in [1] is less than ours according to Fig. 13 
