Virtual Worlds has become one of the most important environments to explore new applications for Education and Business. Voice over the Internet Protocol (VOIP) is one of these applications. The increasing importance of VOIP in the Virtual World requires a better understanding of the optimum parameters that warranties its performance such as Quality of Service (QoS), Small loss rate, Small Delay and Jitter. These parameters behavior can be observed in the Queue Management Scheme, Service Differentiation (DiffServ) and Multi Protocol Level Switching (MPLS). A research of these strategies was conducted on a Network Simulator (NS) under different network scenarios.
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Documents can be accessed by any one of the participants to be reviewed and corrected if needed. Documents can be written on the white board in a 3D environment, the white boards can be any wall of the virtual world. This multidimensional environment allows the avatars of the participants in the virtual world to watch and work in documents on walls as if they were in a real world. (Yankelovich 1997) When selecting productivity tools for educational and worker's groups the option of using collaborative work projects such as Wonderland becomes very important because it has advantages as the following:
• Communications allow members of a virtual world to connect to a conference in different ways: PC VoIP software connection or PSTN land line • The High quality audio gives a more natural conversation environment and it has the property of attenuating the voice of a participant when he goes away from the meeting point to make the experience more real. Private collateral conversations can be made if required.
• To share documents and to see them on a wall in virtual 3D space. The voice and data packages in these applications do not have defined channels for their transportation so they need control and signaling packages to do the communications. All of these packages are affected by the end-to-end (emitting-toreceiving) delay. One of the most important problems with this type of applications is the variation on the delay or jitter which hinders the quality of the information received by the user.
In order to avoid the jitter disadvantage, a buffer is generally used. In the receiver application the packages are stored. When sufficient packages are stored, the systems process them.
The jitter, delay average and sample delay must be low (less than 150ms) to process the payload transmitted to absorb the variations or jitter and allow a regular flow in the receiver.
Determining the loss, the average of Delay and the variations of phase (Jitter) are the main interest on this work because the applications of voice over the Internet protocol (VoIP) used in the Immersive Education are very sensitive to the quality of service (Salazar et al. 2001) .
Our study therefore will be concentrated in the mechanisms for diverse layers of the network. We have chosen a simulation like tool to do the comparisons.
THE PROBLEM FORMULATION
The interactive applications that involve the sending and reception of voice cannot tolerate great delay in the reception nor the differences in the rates of reception (jitter), but in the Internet of today the delay experienced by a given packet cannot be guaranteed nor the regularity of arrivals of packets of a connection, due to this, the applications of VoIP do not have the quality of applications on circuit-switched networks (like public telephony). Several proposals have arisen in order to improve the quality of service over the Internet: DiffServ, MPLS (Multi Protocol Label Switching), among others. The use of control protocol like one of compression RTP, Figure 2 , that allows saving resources as the bandwidth in the communications (Schulzrinne et al. 1996) Figure 2: Protocol RTP
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Our intention is to analyze them using simulations to evaluate their capacity of Improvement for the application of VoIP to immersive educations
THE MODEL
The Internet physical structure is very diverse; in this work we designed models that represent some build infrastructure of different organization networks. We compare the models by means of event driven simulation. The simulated models represent the behavior of the disciplines; we further study the performance of systems where DiffServ or MPLS are implemented. As mentioned above, QoS factor that affects the delivery of voice signals and video front a point to another does not allow the standard Internet to provide successful communication infrastructure for VoIP, unless the quality of the signals transmitted satisfies the receiver. Between the factors that affect the quality are: the available bandwidth, the latency, jitter and the loss of packets. Most of these factors will depend on the load of the network; that, in the case of a single bottleneck with capacity C is computed by load = N * Pon * PeakRate / C; where N is the number of nodes and Pon is the probability of being in ON (sending packets). The value of the PeakRate is 52Kbps
Session Initiation Protocol, SIP
SIP is the protocol used by the wonderland system, described in the RFC-2543. The system SIP is composed by the user agents and the network servers. The SIP addresses are based on HTTP Uniform Resource Locater URL (URL). The agent user is a client application on the final system that contains a UAC client user-agent and a UAS server user-agent. There are 2 types of network SIP servers (Handley et al. 1999) , proxy and redirect. The SIP is a text based protocol RFC-2279 (Yergeau 1998). A user identification format is user@host, the user part can be a user name or telephone number and the host part can be a domain or IP address, i.e. sip:nardysusana@200.75.119.193 or sip:nardysusana@iutlv.edu.ve.
Quality of Service Applying Multi Protocol Level Switching Model MPLS
The MPLS model that we study here is designed to represent a university network WAN type where UDP real time traffic flows through it. We simulate the voice services in this context. Several source nodes of traffic are connected to border or edge router, which forwards their packets to a group of cores routers which send the data along different paths until a destination outside the MPLS domains or virtual world server, which is the final node. In this section we describe the connections characteristics and their queuing mechanism. The Figure 3 , shows a simplified network model where the nodes outside the MPLS domain are source of traffic and they are denoted with 0, 1, 2,…,n. There are seven LSR routers that belong to the MPLS domain and finally all the traffic converges to a destination node. The LSR nodes indexed by 20 and 26 in the diagram are called the edge node of the MPLS domain. We have designed 6 experiments to make the comparison between the amount of packets discarded, delay and jitter, Peña according to the disciplines in study and using the behaviors of UDP traffic in the MPLS domain such as Data-Driven and Control-Driven. The experiments are designed to vary the amount of origin nodes (60, 81 and 84) for each one of the network management disciplines: Data-Driven and Control-Driven in each connection between routers (edge router or core router). Additionally another important parameter is the time of simulation that was taken to be 10, 50, 100 and 1000 seconds. Hence, experiments were designed and repeated 6 times each.
Mechanism of Differentiated QoS, DiffServ Model
DiffServ ) is the architecture that provides different service types or levels for network traffic. DiffServ also divides the traffic in classes that are managed in different ways, which is essential to QoS sensitive traffic especially when resources are scarce. It uses the information in the QoS field of the IP packets header to know to witch class the packet belongs to. The model that represent the DiffServ architecture to provide QoS defines its behavior dividing the traffic in different categories, marking each packet of this traffic with a code point that indicate the treatment required for this packet. The DiffServ model that we study below can represent a network of a university that has several campuses which are connected to a main communication room of a private network. The campuses are the source of the traffic. Border router node 1 in Figure  4 , concentrates a group of origin nodes whose traffic goes directed to the border router node 2 which is the destination and which represents the main communication room where the special VoIP service is located. We define 9 experiment based on three used policies to mark the packets. We compare the number of discarded packets, delay and jitter of delay for each one network loads, i.e., 71.3% 96.2% and 99.8%. We varied the number of sources to create these network loads. We simulate for 10, 50,100 and 1000 seconds. The following marking policies (Altman 2003) we used were:
• TSW3CM (TSW is a policies based on average transmission rate over a window, 3CM belong to three color marker) this policy uses CIR (Committed Information Rate), PIR (Peak Information Rate) and three drop precedence.
• SRTCM uses CIR, CBS (Committed Burst Size) and EBS (Excess Burst Size) to choose from three drop precedence.
• TRTCM that uses in addition of the SRTCM parameters the PBS (Peak Burst Size).
Related Works
Different proposals of quality of service strategies comparisons on voice applications on the Internet have not been made yet. This study can help and benefit the quality of the VoIP applications that are part of the Immersive Education classrooms. Comparisons of the difference proposals of strategies of quality of service in Internet on applications of voice still have not been made. We considered that this study can be utility for the creation of immersive education classroom with applications of VoIP with better quality than the present one.
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The choice of the size of the voice packets has been a subject of research for several decades in Research Schools and telecommunications industry.
Several tests have been suggested to analyze the control mechanisms of traffic in the buffer. The study of (Altman and Jimenez 2005) analyzes by simulation the control mechanism of queue delay on TCP connections. Bengt Ahlgren, Anders Andersson, Olof Hagsand and Ian Marsh defined the relation between the simulation with NS and a mathematical model MMPP and they determined the values of the parameter with which the simulation, the mathematical model and the data taken from a laboratory obtain similar results. Descriptions of mechanism of QoS in different layers from the model of network reference are given by Xipeng Xiao and also have been used in this work.
CONCLUSION
The result have been evaluated according to the measures of quality of service of real time applications such as: percentage of losses smaller than or equal to 1%, delay smaller than or equal to 150 ms and jitter smaller than or equal to 30 ms. When comparing the different policies of traffic control evaluated in the experiments it was necessary to make statistical evaluations. We compared the models using confidence interval of the estimator that in this case has been the average (loss probability, delay and jitter). With theses estimator along with their confidence interval, one could able to conclude whether there exists or not a difference statically significant between the models. We calculated a confidence interval of 95% for each estimator based on the replicas of the experiments.
The simulation experiments were executed taking into account input data as the variation of the times of processing of the packets and the following steps were followed:
• The time was determined for a simulation with variable duration for each experiment and model.
• As the simulator allows observing in run time the number of entities that are in operation, it was possible to determine the number of these according to the design. This allowed us to check various performance measures and design parameters.
• The size of the groups was 6 replicas each, and the results given here are the average of them.
• We compared TRTCM, SRTCM and TSW3CM in the model DiffServ.
• We made the comparison of Data-Driven and Control-Driven disciplines in the MPLS model. We studied the behavior of the packets loss when traffic from a number of homogeneous sources of voice converges into a bottleneck node. We saw that when the model does not present congestion the disciplines maintain a similar behavior. When using the DiffServ model we did not find an important difference between the marking policies.
The TSW3CM was the policy that better performed for the loss probability measure. In the MPLS model, we found a similar behavior in each experiment. Yet the Data-Driven discipline was always seen to discard fewer packets than the Control-Driven discipline. The largest difference appeared when the traffic of the network increases.
Next we compared the difference mechanisms that the load was the same. We noted that all the two models react in the same way to the traffic increase: the degradation of the quality of service, which is what we expected.
When we compared all the models, we observed that the best performance for the loss probability was obtained by DataDriven policy of the MPLS model.
The MPLS model was were the Jitter of delay was biggest, but even in this worst case that Jitter was within acceptable limits.
Comparison of All The Analyzed Mechanisms
As final result we have the comparison of all the mechanisms of administration of tails that were analyzed, taking into account common characteristic like the load of the network, and intermediate values for this comparison that were chosen. The time of simulation 100 sec. the network load is 96.2%, in the case of size of the tail measured in packages volume 15 packages. Evaluating these mechanisms they describe to the next graphs that reflect the amount of packages discarded in each model, in Figure 5 Observe in these graphs the best performance of the MPLS model in relation to the packages loss, when calculating the confidence interval for nearest of the rest of the mechanisms and is [-0,000890 ; -0,001369] with the test statistic means, Data Driven is less TRTCM for 96.2% load is -0,001130, which indicates that exists statistically significant evidence that the mechanism Driven Data has better performance in the behavior of the network according to the amount of discarded packages. As I ask what amount of packages would be discarded before reaching the destiny? , if Data-Driven has mark to discarding 4222 packages and 876932 packages received, is 0.48% is low, minor to 1%, limit value to quality.
In Figure 6 which they reflect the time average of Delay in each model, have the comparisons according to them load of the network and they are in a) Load 71.3%, in the b) Load 96.2% and in c) Load 99.8%.
Making the analysis with Figure 6 resulting delay it is observed less than that for 71.3% DiffServ and MPLS they do not give important delay, in the case of MPLS 1 ms and 3 ms to DiffServ. In the case of network load 2 (96.2%) all are equal, between 12 ms and 13 ms, excluding MPLS had 9 ms Data-Driven that does not exceed.
For the maximum load of analyzed network, 99.8%, DiffServ had the worse performance with a delay of around 15 ms, in the case of MPLS the delay went up around 13 ms. The best performance to Delay in packages arrival of MPLS Data Driven model and DiffServ SRTCM, the confidence interval with 95%, [0,012060; 0,015908] and the test statistic, means for 96.2% network load is 0.01484, which indicates that Peña exist statistically significant evidence to saw that mechanism dates-driven has better performance in the network of Delay than DiffServ.
We evaluated the behavior and can notice that the real-time applications, specifically VoIP in e-worlds for Immersive education, all mechanisms are acceptable about Delay, nevertheless we must notice that when increasing the network load type 1 to type 2 (24.9%), Dates-Driven increase 9 times which indicates that the VoIP requirements of Delay are sensible and is difficult to maintain the quality.
The reasonable measurement of Delay for a good quality of voice is 150 ms. For Figure 7 the information talks about to the time average of the Jitter in each model, in addition load of the network is had the comparisons according to them and they are in a) Load 71.3%, the b) Load 96.2% and in c) Load 99.8% In Figure 7 the best performance is the DiffServ model about the Jitter and when calculating the confidence interval to compare mechanisms DiffServ, TRTCM and MPLS, Data-Driven, obtained [-0,001845; -0,001910] and the mean TRTCM less Data-Driven for a 96.2% network load is the -0,001877, which indicates does not exist statistically significant evidence that the mechanism TRTCM has better performance in the behavior network according the fluctuation of phase or jitter.
