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1 $r=$ $(r_{1}, r2, ..., r_{n})^{T}\in R^{n}$
$i$
$r_{i}$
$i$ 0 1 $P_{i}^{0},P_{i}^{1}$ $ri=(P_{i}^{1}-P_{i}^{0})/P_{i}^{0}$
. 0 $r_{i}$ $i$ 1
1 $i$ $r_{i}$ . $r\in R^{n}$
$\mu\in R^{n},\Sigma\in R^{n\cross n}$ . $\mu$ $\Sigma$
.
$\phi\in R^{n}$ $1^{T}\phi=1$
. 1 1 $n$ .
$\mathrm{E}(r)=\mu^{T}\phi$ , Var(r) $=\phi^{T}\Sigma\phi$ (1)
.
1 $\mu$ $\Sigma$ $\phi$
. ( $\alpha$
.)









$\mathcal{M}\subset R^{n}$ $S\subset R^{n\cross\cdot n}$
$|\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{z}\mathrm{e}\mathrm{S}\mathrm{u}\mathrm{b}\mathrm{j}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{t}$
o







LObO[8] $\mu$ A4 .
$\mathcal{M}=\{\mu : (\mu-\mu_{0})^{T}G(\mu-\mu_{0})\leq 1\}$ (5)
. $G\in R^{n\cross n}$ . $\mu$
min{\mu \in $\mu^{T}\phi\geq\alpha$











$S=\{\Sigma$ : $\Sigma^{-1}=\Sigma_{0}^{-1}+\Delta\succ$ O, $\Delta=\Delta^{T}$ , $|| \Sigma\frac{1}{0^{2}}\Delta\Sigma||\frac{1}{0^{2}}\leq\eta\}$ (9)
. $\Sigma_{0}\succ 0,0\leq\eta<1$ , $||A||$ $A$
$||A||= \max_{i}|\lambda_{i}$ (A)| . . (2.4) $\Sigma$
[5] $\backslash$ 2 .$\backslash$ .
$|$ $|\leq(1-\eta)\nu+1$ (10)
2.3 2








TOPIX ( ) $\psi\in R^{n}$
2. $\phi\in R^{n}$
$\phi$ $\psi$ (2 )
$E[\{r^{T}(\phi-\psi)\}^{2}]$ $=$ $(\phi-\psi)^{T}E[rr^{T}](\phi-\psi)$ (11)
$=$ $(\phi-\psi)^{T}(\Sigma+\mu\mu^{T})(\phi-\psi)$ (12)
.
$|\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{z}\mathrm{e}\mathrm{S}\mathrm{u}\mathrm{b}\mathrm{j}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{t}\mathrm{o}$ $A\phi\leq b1^{T}\phi=1(\phi-\psi)^{T}(\Sigma+\mu\mu^{T})(\phi-\psi)$ (13)
. ( $A\in R^{m\cross n},b\in R^{m}$ $A\phi\leq b$ . )
$\mu\in \mathrm{A}4,$ $\Sigma$ \in S $\mathrm{h}$
$|\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{z}\mathrm{e}\mathrm{S}\mathrm{u}\mathrm{b}\mathrm{j}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{t}\mathrm{o}$ $\max_{\{\mu\in \mathrm{A}4,\Sigma\in \mathrm{S}\}}(\phi-\psi)^{T}(\Sigma+\mu\mu^{\mathrm{T}^{\uparrow}})(\phi-\psi)A\phi\leq b1^{T}\phi=1$ (14)
. $\tilde{\phi}=\phi-\psi$ $\nu,$ $\lambda$
$|\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{m}\mathrm{i}^{r}\mathrm{z}\mathrm{e}\mathrm{S}_{11}\mathrm{b}\mathrm{j}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{t}$
o
$\nu+\lambda\max_{\{\mu\in\sqrt\vee \mathrm{t}\}}\tilde{\phi}^{T}\mu^{T}\tilde{\phi}\leq\lambda\max_{\{\Sigma\in \mathrm{S}\}}\tilde{\phi}^{T}\sum_{11^{T}(\tilde{\phi}+\psi)=}^{\mu}\tilde{\phi}\leq\nu A(\tilde{\phi}+\psi)\leq b\tilde{\phi}=\phi-\psi$
.





$\mathcal{M}$ $G\in R^{n\cross n}$
$\mathcal{M}=\{\mu : (\mu-\mu_{0})^{T}G(\mu-\mu_{0})\leq 1\}$ (15)
$\max\overline{\phi}^{T}\mu\mu^{T}\tilde{\phi}\leq\lambda$ (16)
$\{\mu\in \mathcal{M}\}$





$F\cdot(x)=x^{T}A_{i}x+2b^{T}$. $x$ +ci, $\cdot=0,$ $\ldots,p$ $x\in R$ $ 2\backslash$
$\backslash$ ’






$\tau_{i}\geq 0$ , $\cdot=1,$ $\ldots,p\backslash \backslash -7\pm^{-}$ 7
$\backslash \text{ }$ . $F\cdot(x)\geq 0$ , $\cdot=1,$ $\ldots p$ $\wedge^{\backslash ^{\backslash }}$
$($
$\mathrm{a}$
$F_{0}(x)\geq 0\backslash \backslash \backslash$ $[perp]\mathrm{a}$




$(\mu-\mu_{0})^{T}G(\mu-\mu_{0})\leq 1$ $\mu$ (17)
$\{\begin{array}{ll}\lambda 0^{T}0 -\tilde{\phi}\overline{\phi}^{T}\end{array}\}-\tau\{\begin{array}{lll}1- \mu \mathrm{o}^{T}G\mu_{\mathrm{O}} \mu_{\mathrm{O}^{T}}G G\mu_{\mathrm{O}} -G\end{array}\}[succeq] 0$ (18)
$\tau\geq 0$ . Schur complement
$M$ $=$ $\{\begin{array}{ll}\tau\mu \mathrm{o}^{T}G\mu_{0}-\tau+\lambda -\tau\mu_{\mathrm{O}^{T}}G-\tau G\mu_{0} \tau G\end{array}\}-$ $[0$ $\tilde{\phi}][succeq] 0$ , $\tau\geq 0$





$\Leftrightarrow$ $\overline{M}=\{\begin{array}{lll}1 0 0^{T}0 1 0^{T}0 0 G^{-\frac{1}{\mathit{2}}}\end{array}\}\tilde{M}\{\begin{array}{lll}1 0 \mathrm{o}^{\mathrm{z}^{\tau}}0 1 0^{T}0 0 G^{-\frac{1}{2}}\end{array}\}[succeq] 0$
$\Leftrightarrow$ $\overline{M}=\{\begin{array}{lll}1 0 \tilde{\phi}^{T}G^{-\frac{1}{2}}0 \tau\mu_{\mathrm{O}^{T}}G\mu_{0}-\tau+\lambda -\tau\mu_{0^{T}}G^{\frac{1}{2}}G^{-\frac{1}{2}}.\overline{\phi} -\tau G^{\frac{1}{2}}\mu_{0} \tau I\end{array}\}[succeq] 0$ (20)






. $\tau>0$ $\overline{M}$ $(n\cross n)$ schur complement
$\{\begin{array}{ll}1 00 \tau\mu_{\mathrm{O}^{T}}G\mu_{0}-\tau+\lambda\end{array}\}-\frac{1}{\tau}\{\begin{array}{l}\tilde{\phi}^{T}G^{-\frac{1}{2}}-\tau\mu_{0^{\mathrm{T}^{1}}}G^{\frac{1}{2}}\end{array}\}[G^{-\frac{1}{2}}\tilde{\phi}$ $-\tau G^{\frac{1}{2}}\mu_{0}][succeq] 0$
$\Leftrightarrow$ $\{\begin{array}{ll}1 00 \tau\mu_{\mathrm{O}^{T}}G\mu_{0}-\tau+\lambda\end{array}\}-\frac{1}{\tau}\{\begin{array}{llll}\tilde{\phi}^{?}’ G^{-1}\tilde{\phi} -\tau\tilde{\phi}^{T} \mu_{0}-\tau\mu_{\mathrm{O}^{T}}\tilde{\phi} \tau^{2}\mu_{0^{T}}G\mu_{0} \end{array}\}[succeq] 0$
$\Leftrightarrow$ $[1- \frac{1}{\tau}\tilde{\phi}^{T}G^{-1}\tilde{\phi}\mu_{0^{T}}\tilde{\phi}$ $-\tau+\lambda\tilde{\phi}^{T}\mu 0’][succeq] 0$
$\Leftrightarrow$ $[1- \frac{1}{\tau}w^{T}wz$ $-\tau+\lambda z][succeq] 0$ ( $w=G^{-\frac{1}{2}}\tilde{\phi},$ $z=\mu_{0^{T}}\tilde{\phi}$ ) (22)
2 $\cross 2$ . $2\cross 2$
$\{\begin{array}{ll}a bb c\end{array}\}[succeq] 0\Leftrightarrow a\geq 0$, $c$ \geq 0, $ac-b^{\mathit{2}}\mathrm{f}\geq 0$
$1- \frac{1}{\tau}wP\geq 0$ (23)
$-\tau+\lambda\geq 0$ (24)
$(1- \frac{1}{\tau}w^{T}w)(-\tau+\lambda)-z^{2}\geq 0$ (25)
. $(\tau, \lambda, z, w)$
$\tau$(1-x) $\geq$ $w^{T}w$ (26)
$y$ $=$ $-\tau+\lambda$ (27)
$xy$ $\geq$
$z^{2}$ (28)
$x$ $\geq$ 0 (29)
$y$ $\geq$ 0 (30)
120
. $\backslash$ $(26),(28)$
$|$ $|$ $\leq$ $\tau-x$ $+1$ (31)
$|$ $|$ $\leq$ $x+y$ (32)
2 . $\vdash_{-}$ $\tau=0$ . (16) 2
.
$|$ $|$ $\leq$ $\tau-x+1$ (33)
$y$ $=$ $-\tau+\lambda$ (34)
$|$ $|$ $\leq$ $x+y$ (35)
$x\geq 0,$ $y\geq 0,$ $\tau\geq 0$ (36)
3.2 2








(14) $\nu,$ $\lambda,$ $t$
$|\mathrm{S}\mathrm{u}\mathrm{b}\mathrm{m}\mathrm{i}\mathrm{n}$
ject to




$\mathcal{M}=$ $\{\mu:(\mu-\mu_{0})^{T}G(\mu-\mu_{0})\leq 1\}$ 2















. (37) $\mu$ 3
2















$G^{-\frac{1}{2}}\tilde{\phi}||\leq t-\tilde{\phi}^{T}\mu_{0}G^{-\frac{1}{2}}\tilde{\phi}||\leq t+\overline{\phi}^{T}\mu_{0}\tau+\lambda(\tilde{\phi}+\psi)\leq b=\phi-\psi(\tilde{\phi}+\psi)=1|\leq\lambda+1|\leq(1-\eta)\nu+1$
4
( SDP) 2 ( SOCP)
. 3 2
$n=$ {5,10, 50, 100, 500, 1000}
. SDP
.
$\mu 0,$ $\Sigma 0$ .
$G,$ $\eta$ . $\mu$
$\mathcal{M}$ $G$ 1
$G= \mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(\frac{1}{2})$ , $i=1,$ $\ldots,$ $n$ (47)
$\sigma\wedge$
$\mu$i
. $\sigma_{l^{\hat{\iota}_{i}}}$ $\hat{\mu}_{i}$ .
$\Sigma$ $S$
$\eta$ $\eta=0.5$ . SOCP
SDP SeDuMi ver.105[12] $\mathrm{P}\mathrm{C}(\mathrm{P}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{u}\mathrm{m}4\cdot 1.4\mathrm{G}\mathrm{H}\mathrm{z}$ ,
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