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Abstract. The transmission line matrix (TLM) method in
conjunction with the genetic algorithm (GA) is presented for
the bandwidth optimization of a low proﬁle patch antenna.
The optimization routine is supplemented by a system iden-
tiﬁcation (SI) procedure. By the SI the model parameters of
the structure are estimated which is used for a reduction of
the total TLM simulation time. The SI utilizes a new stability
criterion of the physical poles for the parameter extraction.
1 Introduction
The modeling of the electromagnetic behavior and the design
optimization is an important issue in the development of new
systems and services. Fullwave techniquesoperating in time-
domain (TD) as e.g. TLM and FDTD are advantageous for
structures where the system response at several frequencies
is needed. An efﬁcient global optimization method is avail-
able by the genetic algorithm (GA) (Johnson and Rahmat-
Samii, 1997, 1999). The GA is typically used with a methods
of moments whereas here it is adopted to the transmission
line matrix (TLM) method (Fichtner et al., 2007). Any GA
optimization requires a repeated computation of the electro-
magnetic structure under consideration. In order to lower the
computational burden a system identiﬁcation (SI) methods is
applied. On the one side the SI allows a reduction of the to-
tal TLM simulation time by estimation of the future signal
response. On the other side the SI results in the extraction
of the model order and the model’s parameters allow for the
determination of a lumped element network. The network
oriented modeling of passive microwave circuits and anten-
nas provides a compact representation of the electromagnetic
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structures and requires low computational effort and memory
capacity.
2 TLM modeling
In this paper we investigate methods to reduce the simulation
time of the TLM simulation through the model parameter es-
timation from signiﬁcant parts of the impulse response using
SI methods. As soon as the model parameters can be esti-
mated with sufﬁcient stability, a network oriented equivalent
model may be established and the TLM simulation can be
truncated at this point. In high-Q resonant structures with
long impulse responses this method can save typically up
to 90% of the total TLM simulation time (Kuznetsov et al.,
2005). But even in low-Q structures a reduction of 50% is
achievable. Therefore, a SI for the modeling of broadband
structures is also advantageous.
The simulation results of the TLM electromagnetic mod-
eling package YATSIM (Yat, 2007) have been used as a ba-
sis for the SI procedure. YATSIM provides an open source
software package for time-domain electromagnetic full-wave
simulation based on the TLM method. Our benchmark ex-
ample is a low–proﬁle microstrip fed patch antenna that has
been optimized for maximum impedance bandwidth using
a genetic algorithm (GA). The description of the GA op-
timization approach is outside the scope of this paper, see
e.g. Johnson and Rahmat-Samii (1997, 1999) and Fichtner
et al. (2007). In the following we compare the SI results for
the initial (non-optimized) antenna to the results for the GA
optimized antenna. The CAD antenna model of the antenna
is shown in Fig. 1. The antenna is designed to have its ﬁrst
resonance mode TM100 at 6GHz and the second resonance
mode TM010 at 12GHz (for patch antenna in the xy-plane).
The green bridge-like objects in Fig. 1 do not correspond to
physical objects but indicate the locations of probes for E-
and H-ﬁelds, where the time domain impulse response has
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Figure1: CADrenderedviewofthesimulatedand
optimized patch antenna
method can save typically up to 90% of the to-
tal TLM simulation time (Kuznetsov et al., 2005).
But even in low Q structures a reduction of 50 %
is achievable. So a SI for the modeling of broad-
band structures is also advantageous.
As basis for SI the simulation results of the
TLM electromagnetic modeling package YAT-
SIM (Yat, 2007) are used. YATSIM provides an
open source software package for time–domain
electromagnetic full–wave simulation based on
the Transmission Line Matrix (TLM) method.
Our benchmark example is a low–proﬁle mi-
crostrip fed patch antenna that has been optimized
for maximum impedance bandwidth using a ge-
netic algorithm (GA). A description of the GA
optimization approach is outside the scope of this
paper, see e.g. (Johnson and Rahmat-Samii, 1997,
1999) and (Fichtner et al., 2007). In the following
we compare the the SI results for the initial (non–
optimized) to the results for the GA optimized an-
tenna. The CAD model of the antenna is shown
in Figure 1. The antenna is designed to have its
ﬁrst resonance mode TM010 at 6GHz and the sec-
ondresonancemodeTM001 at12GHz. Thegreen
bridge-like objects in Figure 1 do not correspond
to physical objects but indicate the locations of
probes for E- and H-ﬁelds, where the time domain
impulse response has been computed at 10.000
time steps with increment ∆t = 8.310−13s.
3 System Identiﬁcation
The SI method used in this contribution is based
on a system model deduced from the singularity
expansionmethod(SEM)(Baumetal.,1991;Hey-
man and Felsen, 1985). Therein a scattering pro-
cess in TD is subdivided in a entire and a pole
part. The entire part is responsiblefor the high fre-
quencyprocesses inside the EM structureconcern-
ing reﬂections, delays and other transformations
of the initial wave front. The pole part describes
the low frequency processes given by the quasi
static exchange of the electric and magnetic en-
ergy stored at differentlocations in the microwave
circuit. For a given input signal a(t) we compute
the response signal b(t) from the convolution
b(t) = a(t) ∗
￿
hPOLE + hENT
￿
(1)
where
hPOLE(t) =
P X
i=1
Cie−pit (2)
hENT(t) =
K X
k=1
DKa(t − Tk) (3)
are the impulse responses for the entire and the
pole part. The estimation of Dk, Tk and K in (3)
is not part of this contribution because the early
time part has short duration and will not be ap-
proximated by a system model. The residue Ci
and the poles pi in (2) characterize the late time
response of the scattered signal and are subject to
the SI.
In conventional parameter estimation methods
such as the MatrixPencil method(MPM) Hua and
Sarkar (1990) the extracted poles can be catego-
rized in physical and unphysical poles. The ﬁrst
are structure dependent whereas the latter only in-
crease the quality of approximation. From the
SEM we know that the late time response of a
back-scattered signal is given by structure depen-
dent resonances. Thus a parameter estimation
with a constant observation time window at dif-
ferent times in the late time part should result in
Fig. 1. CAD rendered view of the simulated and optimized patch
antenna.
been computed with 10000 time steps with the increment
1t=8.3×10−13 s.
3 System identiﬁcation
The SI method applied in this contribution is based on a sys-
tem model deduced from the singularity expansion method
(SEM) (Baum et al., 1991; Heyman and Felsen, 1985).
Therein a scattering process in TD is subdivided into the en-
tire part and the pole part. The entire part is responsible for
the high frequency processes inside the EM structure con-
cerning reﬂections, delays and other transformations of the
initial wave front. The pole part describes the low frequency
processes given by the quasi static exchange of the electric
and magnetic energy stored at different locations in the mi-
crowave circuit. For a given input signal a(t) we compute
the response signal b(t) from the convolution
b(t) = a(t) ×

hPOLE(t) + hENT(t)

(1)
where
hPOLE(t) =
P X
i=1
Cie−pit (2)
hENT(t) =
K X
k=1
DKa(t − Tk) (3)
are the impulse responses for the pole and entire parts, re-
spectively. The estimation of Dk, Tk and K in Eq. (3) is not a
part of this contribution because the early time part has short
duration and will not be approximated by a system model.
The residues Ci and the poles pi in Eq. (2) characterize the
late time response of the scattered signal and are subject to
the SI.
In conventional parameter estimation methods such as the
Matrix Pencil method (MPM) published by Hua and Sarkar
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constant pole positions for the physical poles. In
order to classify the poles we applied a MPM for
a constant observation window at different times
in the response signal b(t). Two effects were un-
covers: Firstly one part of the obtained poles have
positions in the complex plain which are indepen-
dent of the actual observation time. And secondly
there exists a minimal time border below non of
the poles have constant positions. The poles inde-
pendent of the observation times we relate to the
physical poles and the remaining poles to the un-
physical (numerical) poles.
The number of physical poles P0 can also be
obtained from the proposed SI method. Therefore
we consider the case with P > P0. We com-
pute the pole locations at two different observa-
tion times resulting in two sets of poles P1 =
{p
(1)
1 ,..., p
(1)
P } and P2 = {p
(2)
1 ,..., p
(2)
P }.
Next we compute the Euclidian metric of the two
pole sets from
∆P =
￿
￿
￿
￿P 1 − P 2
￿
￿
￿
￿ =
v u
u
t
P X
n=1
￿
￿pn
(1) − pn
(2)￿
￿2
.
(4)
Note that in the metric (4) for a pole in set 1 p
(1)
n
the closest pole of set 2 must be chosen in order to
minimize ∆P. However the physical poles have
almost constant position, i.e. p
(1)
n ≈ p
(2)
n , whereas
the unphysical poles deviate considerably and
thereforeincrease ∆P. The metric∆P mainlyde-
pends on the number of unphysical poles present
in the expansion (2). Choosing a smaller pole
number P decreases the metric because some of
theunphysicalpoleswillvanish. Thisworksdown
to P = P0. For smaller vales P < P0 the physi-
cal poles will start to change their position for dif-
ferent observation times which increases the met-
ric ∆P. Thus the number of physical poles P0 is
found by varying P and looking for the minimum
value of ∆P.
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Figure 2: Patch antenna impulse response: TLM
simulated and reconstructed by system identiﬁca-
tion
4 Modeling Results
The impulse response of the non-optimized (ini-
tial) and the bandwidth optimized patch antenna
described in section 2 has been computed by the
proposedSI method. The results are shown in Fig-
ure 2. Figure 3 shows the corresponding ampli-
tude characteristics. It can be seen that the opti-
mizedantennahasadditionalresonantfrequencies.
These providea largerimpedancebandwidthcom-
pared to the initial antenna with two resonances.
It has to be mentioned that additional resonances
may destroythe groupdelayproperties. Therefore
the impedance bandwidth criterion used here ap-
plies well to wideband antennas for several nar-
rowband services. However, antennas optimized
in that way may not be suitable for ultrawide band
pulse transmission.
The estimated model parameters can be used
to establish network oriented equivalent models
Fig. 2. Patch antenna impulse response: TLM simulated and recon-
structed by system identiﬁcation.
(1990) the extracted poles can be categorized into physi-
cal and unphysical poles. The ﬁrst are structure dependent
whereas the latter only increase the quality of the approxima-
tion. From the SEM we know that the late time response of
a back-scattered signal is given by structure dependent res-
onances. Thus a parameter estimation with a constant ob-
servation time window at different times in the late time part
shouldresultinconstantpolepositionsforthephysicalpoles.
In order to classify the poles we applied the MPM for a con-
stant observation window at different times in the response
signal b(t). Two effects were uncovered: Firstly one part of
the obtained poles have positions in the complex plane which
are independent from the actual observation time. Secondly
there exists a minimal time border below which none of the
poles has a constant position. The poles independent of the
observation times can be considered as physical poles and
the remaining poles as unphysical (numerical) poles.
The number of physical poles P0 can also be obtained
from the proposed SI method. We consider the case with
P>P0 and compute the pole locations at two different ob-
servation times. By this way we obtain two sets of poles
P1={p
(1)
1 ,..., p
(1)
P } and P2={p
(2)
1 ,..., p
(2)
P }. Next we
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Figure 3: Modeled patch antenna amplitude spec-
tral response
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Figure4: Modeledpatchantennainputimpedance
of the microwave structures by means of net-
work synthesis. As an example the antenna in-
put impedance derived from the all-pole model is
shown in Figure 4.
5 Conclusions
Time domain simulation of EM structures is very
efﬁcient for broadband structures but may require
long simulation time for low loss resonant compo-
nents. System identiﬁcation can help to establish
network oriented models of the structures from
parts of the impulse response thus avoiding the
need to simulate the total duration of the scattered
signal. A combination of time domain electro-
magnetic modeling and system identiﬁcation has
therefore the potential to reduce computationtime
considerably. In this paper system identiﬁcation
has been applied to a bandwidth optimized patch
antenna and to a band ﬁlter structure with good
agreement between full time TLM response and
SI based estimation.
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Fig. 3. Modeled patch antenna amplitude spectral response.
compute the Euclidian metric of the two pole sets from
1P =
  P1 − P2
   =
v u
u t
P X
n=1
 pn(1) − pn(2) 2 . (4)
Note that in the metric (4) for a pole in set 1 p
(1)
n the clos-
est pole of set 2 must be chosen in order to minimize 1P.
However, the physical poles have almost constant position,
i.e. p
(1)
n ≈p
(2)
n , whereas the unphysical poles deviate consid-
erably and therefore increase 1P. The metric 1P mainly
depends on the number of unphysical poles presented in the
expansion (2). Choosing a smaller pole number P decreases
the metric because some of the unphysical poles will van-
ish. This works down to P=P0. For smaller vales P<P0 the
physical poles will start to change their position for differ-
ent observation times which increases the metric 1P. Thus
the number of physical poles P0 is found by varying P and
looking for the minimum value of 1P.
4 Modeling results
The impulse responses of the non-optimized (initial) antenna
and the bandwidth optimized patch antenna described in
Sect. 2 have been computed by the proposed SI method. The
results are shown in Fig. 2. Figure 3 shows the corresponding
amplitude characteristics. It can be seen that the optimized
antenna has additional resonant frequencies. These provide a
larger impedance bandwidth compared to the initial antenna
with two resonances. It has to be mentioned that the addi-
tional resonances may considerably inﬂuence the group de-
lay properties. Therefore the impedance bandwidth criterion
used here applies well to wideband antennas for several nar-
rowband services. However, antennas optimized in that way
may not be suitable for ultrawide band pulse transmission.
The estimated model parameters can be used to establish
network oriented equivalent models of the microwave struc-
tures by means of network synthesis. As an example the
antenna input impedance derived from the all-pole model is
shown in Fig. 4.
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of the microwave structures by means of net-
work synthesis. As an example the antenna in-
put impedance derived from the all-pole model is
shown in Figure 4.
5 Conclusions
Time domain simulation of EM structures is very
efﬁcient for broadband structures but may require
long simulation time for low loss resonant compo-
nents. System identiﬁcation can help to establish
network oriented models of the structures from
parts of the impulse response thus avoiding the
need to simulate the total duration of the scattered
signal. A combination of time domain electro-
magnetic modeling and system identiﬁcation has
therefore the potential to reduce computationtime
considerably. In this paper system identiﬁcation
has been applied to a bandwidth optimized patch
antenna and to a band ﬁlter structure with good
agreement between full time TLM response and
SI based estimation.
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Fig. 4. Modeled patch antenna input impedance.
5 Conclusions
The time domain simulation of EM structures is very efﬁ-
cient for broadband structures but may require long simula-
tion time for low loss resonant components. System identi-
ﬁcation can help to establish network oriented models of the
structures from parts of the impulse response thus avoiding
the need to simulate the total duration of the scattered sig-
nal. A combination of time domain electromagnetic model-
ing and system identiﬁcation has therefore the potential to
reduce computation time considerably. In this paper sys-
tem identiﬁcation has been applied to a bandwidth optimized
patch antenna and to a band ﬁlter structure with good agree-
ment between full time TLM response and SI based estima-
tion.
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