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Chapter 1
Introduction
1.1 The Goal
The goal of this thesis is to develop accurate backscattering models in the far-eld,
photon-rich regime to apply toward three-dimensional imaging and LADAR.
Many techniques have been developed or proposed to measure the three-dimensional
surface characteristics of objects of various sizes and shapes, and surface types. Op-
tical metrology, the science of measurement with the aid of light, has become an
important resource for both industry and government. In recent years the rate of
development of optical metrology techniques has increased dramatically. However,
due to the high cost of fabricating metrology test-beds to verify the functionality of
such techniques (resources often not available to scientists, engineers, and students
{ especially in academia and research labs), the need for accurate propagation and
backscattering models for the optical realm of the electromagnetic spectrum has be-
come evident. The development of such models will aid in the development of more
advanced techniques in optical metrology, as well as help improve current methods in
optical measurement.
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1.2 Background and Motivations
The motivations for creating accurate optical backscattering models, which are com-
putationally eÆcient, arise from the ever-expanding need for accuracy in measure-
ment. With the increase in computational power seen over the last several decades,
many eÆcient, powerful electromagnetic modeling tools have been developed. Many
of these packages rely on Finite Dierence techniques to simulate electromagnetic
propagation and backscattering. Unfortunately, for large size scales, in the optical
regime of the electromagnetic spectrum, accurate models using Finite Dierence tech-
niques fail. This failure is not caused by a lack power inherent in the nite dierence
techniques, but in its computational time requirements as well as the lack of our
ability to dene accurate boundary conditions. The problem with well-established
nite dierence and exact techniques in three-dimensional electromagnetic imaging
can be summed up as a two simple relationship: (1) If the depth of an imaged object
is much, much greater than the wavelength of the radiation used to image it, the
computational eort required to both determine a near or far-eld distribution for
the object exactly or numerically (using nite dierence techniques) becomes extraor-
dinarily diÆcult. (2) If the surface of the object consists of many scattering regions,
of dierent sizes, shapes, orientations and depth-proles { all spread over an area
much larger than the wavelength of incident radiation, exact and numerical solutions
become diÆcult.
1.3 Possible Applications
There are many possible applications for the development of accurate backscattering
models for optical radiation. Some of these include forensics, military science and
industrial imaging. In this thesis, the objective will be to develop such models in
16
order to accurately simulate (and to help improve) two dierent techniques currently
used for optical metrology. These include Speckle Pattern Sampling (SPS), and Two-
Color Optical Phase Shifting (2COPS) metrology. Not only will these backscattering
models help in understanding these measurement methods, but further aid the au-
thor in developing the 2COPS technique, as well as providing a way to perform error
analysis on both techniques. SPS, a technique developed in the Laser Speckle Lab
at Lincoln Laboratory, has already been shown to work relatively well as a metrol-
ogy tool. However, as will be discussed later, SPS is not time nor computationally
eÆcient. 2COPS is a similar technique, which solves the problem of temporal and
computational eÆciency. Due to technical and monetary limitations, 2COPS has yet
to be proven experimentally. In order to determine whether or not it is a technique
worth further pursuit, one must look to accurate optical models for system design
and use. To make these models as accurate as possible, we will develop an optical
system model for SPS, which corresponds very well with experimental results. We
will then use this model to simulate 2COPS operation.
Additionally, the backscattering models presented will assist in developing tech-
niques for phase-recovery, LADAR (Laser Radar) simulation, forensic microscopy and
industrial imaging. A listing of possible objects, are pictured below in Fig. 1-1.
1.3.1 Microscopy: Bullets and Bruises
One important application of three-dimensional imaging, is in the eld of forensics.
Forensics has found many uses for accurate three-dimensional imaging. One of the
most important is the ability to image bullets and cartridge casings.
It is common knowledge that law-enforcement currently uses the riing pattern
on red-bullets to associate a particular bullet to a particular gun-barrel. It has been
shown that, like nger prints to humans, no gun has the same riing (the pattern
17
Simulated Generic Re-Entry Vehicle
W-78 Warheads [left] and 
Minuteman III Shroud [right]
3D Reconstruction of the Back of a 
Bullet Casing, Achieved with SPS 
                           Reference-Plane 
                              Technique
Luger 9mm Bullet and Casing
Figure 1-1: Various objects, from bullets to ballistic missiles, can be imaged using
laser-speckle based metrology techniques.
made in the manufacture of the gun barrel, which makes the bullet spin and therefore
self-stabilize upon exit from the barrel). The riing leaves an indelible pattern on the
bullet as it travels through the barrel on the gun. When a bullet is recovered from a
crime scene, the riing marks on the bullet can be inspected, and then compared to
test bullets red from conscated guns (i.e., from a suspect's home). The patterns
are then compared (usually under ultraviolet (UV) light), to determine if there is a
match.
However, occasionally, the bullets red from a weapon are not traceable. This can
be due to several dierent reasons, including: 1) Bullet impact upon hard-target, such
as steal or concrete, leaving the bullet crushed; 2) bullets passing through soft-tissue,
allowing the bullet to continue travel, and thereby possibly precluding recovery; or
3) bullets which miss a target and are subsequently not locatable.
These three cases provide a conundrum for forensic scientists; without the ability
to compare bullet riing patterns to the weapons of suspects, especially if much
18
time has passed between the committing of a crime, and the arrest of a suspect
(at which time other evidence, such as gun powder residues, will not be present),
the chance for conviction is dramatically reduced. Luckily, the act of ring a bullet
leaves another marker, which is often ignored by criminals. The bullet casing is
most often left behind by an assailant. An example would be drive-by-shootings:
In drive-by-shootings, many of the bullets red from the assailant's gun often end
up impacting hard targets (metal, wood, concrete), making the riing marks hard to
recover. However, the casings from red bullets are often left strewn around the crime
scene. The casings, as has been demonstrated by law enforcement, can be used to
determine which gun was used at which shooting, allowing law enforcement to track
violence, and tie that violence to dierent groups or individuals.
In order to determine the use of a gun, and therefore its use as an instrument
of crime, the marks caused by the impact of the ring pin upon the bullet-casing
are examined. Unfortunately, it is very hard for agencies to compare such markings.
Dierent agencies observe and record the marks in dierent ways. Most use a UV
light-source to illuminate the back end of the bullet casing. However, due to dier-
ences in the illumination angle (see example below Fig. 1-2), illumination intensity
and observation angle, it is very diÆcult to compare bullets in an automated fashion
(forensic scientists must compare actual bullets side-by-side to determine a match).
For this reason, for this example, an accurate three-dimensional imaging technique,
which is inexpensive, portable, compact and robust, would be of great use to the
law-enforcement community. A three-dimensional imaging system, which does not
rely on triangulation (triangulation often leads to shadowing problems), and which
is fast, aordable, and can be applied to this problem is discussed in this thesis (See
Chapter 2 { the 2COPS technique).
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Figure 1-2: Pictured here is the same bullet casing, under dierent illumination con-
ditions. Notice the diÆculty a computer may have in comparing the three images. A
three dimensional bullet casing reconstruction is shown in the previous image.
1.3.2 LADAR (Lidar, Laser Radar, Photonic Radar) Speckle
Simulation
This thesis also covers the development of a LADAR-speckle simulation code (an
extension of the far-eld models developed in this simulation). The problem presented
here is to model the laser speckle for possible LADAR systems to be used in an
exoatmospheric environment (vacuum). We will also look at the feasibility of building
a LADAR range (hardware-in-the-loop simulator) from the perspective of laser speckle
issues. While the utility of such a system will not be presented in this thesis, the
development of a LADAR speckle simulation model will.
The development of such a model will serve the purpose of not only determining
the eÆcacy of a space-based LADAR system, but will also delve into the necessary
operating characteristics of the laser-source and the detector optics. The model will
include speckle eects arising from target characteristics and imaging system charac-
teristics.
However, unlike the other models developed, the LADAR model includes time-
domain analysis of backscattered signals, since both range, rotation, and velocity
information are desired. The velocity and rotation information of possible targets
20
lets us look at Doppler and time-dependent speckle shifts.
1.3.3 Industrial Imaging
Industry is currently the largest user of three-dimensional imaging equipment. And,
with the ever-increasing need for speed and accuracy, optical techniques have found
their way into the mainstream of most industrial metrology applications. Whether the
end-user wishes to image a car door, in order to compare with a prescribed tolerance,
or whether they want to image a telescope for placement in space, optical techniques
provide a degree of accuracy over larger distances, and faster than any mechanical
measuring means. Additionally, the non-contact nature of such imaging leads to
obvious benets in measuring easily-damaged surfaces (such as foam, or mirrors).
By developing the 2COPS technique, as well as developing an appropriate Optical
Simulation Code (OSC), one can aid the process of design for such optical measuring
techniques, as well as test their eÆcacy, in addition to working out problems before
a prototype is built (hopefully avoiding a costly rebuild).
1.3.4 Laser Speckle Laboratory
Most of the work presented here was done in the Laser Speckle Laboratory, run by Dr.
Lyle Shirley. The Laser Speckle Lab's purpose was originally to develop techniques for
imaging dierent objects-of-interest (target detection) for SDI (the Strategic Defense
Initiative). However, as SDI funding dried up, the Laser Speckle Lab diversied to
investigate and develop many dierent techniques in active, interferometric imaging.
Many of the techniques developed by the Laser Speckle Lab were viewed with consid-
erable excitement by both industry and government. As the role of the Laser Speckle
Lab changed (no longer focusing on imaging via laser speckle alone), it changed its
name to the Laser Metrology Lab. Unfortunately, the Laser Speckle Lab / Laser
21
Metrology Lab was dissolved in early 2000. Among the techniques championed (and
developed) by the Laser Speckle Lab, the most promising included: Accordion Fringe
Interferometry (AFI)[50], a technique which achieved 25 micron depth resolution over
2 meter square surfaces (all done in just a couple seconds); Speckle Pattern Sampling
(SPS)[58], a technique which requires a tremendous amount of back-computation to
achieve accurate results { but which was the topic of a number of other Master's the-
sis [50] [15] for its students, Two-Color Optical Phase-Shifting Metrology (2COPS)
{ a technique proposed by Dr. Lyle Shirley, and furthered by the author.
1.3.5 Other Methods in Three-Dimensional Metrology
There are many methods in three-dimensional imaging which rely on laser speckle.
Among these are Speckle Photography, Shearography, Electronic Speckle Pattern In-
terferometry (ESPI), and Speckle Holography. Speckle, which when lasers were rst
developed was viewed as a nuisance since it limited the eective resolution of images
taken with coherent light, can be used to develop articial fringes, and detect very
small (on the order of the wavelength of light) changes in the structure of objects.
Speckle, since it depends on the surface characteristics of the object under illumi-
nation, can be used to detect rotation, translation, displacement and deformation of
objects-under-test. For an extensive bibliography of sources relating to such meth-
ods (in this paper, we will employ these methods to verify scattering models, but
we will not investigate the methods in depth beyond this) the reader is referred to
Optical Measurement Techniques and Applications, edited by Pramod Rastogi [55,
pages 177{182]
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1.3.6 What is Laser Speckle, and What Can it Tell Us?
Most objects of human interest { those which we may wish to visualize by means
optical three-dimensional imaging, often have very rough surfaces, especially with
respect to the wavelength of light used to image them (
I
). When light (highly
coherent, and monochromatic), is backscattered, its imaged far-eld distribution leads
to a very highly complex pattern of light. This pattern, caused by the dierences in
phase, and amplitude of various backscattering spread functions causes the expected
image (if the object was smooth with respect to the wavelength of light) and the
actual image (the image observed in the imaging plane due to the optical backscatter
from the object) to be quite dierent. Because of this dierence, many have developed
techniques over the years to compensate for laser speckle. Indeed, for most involved
in imaging, laser speckle can be quite a nuisance. However, because laser speckle
is caused by the small-scale structure of the object, the statistics of which can be
determined, we are not at a total loss.
The intensity distribution of a speckle pattern, the interference of backscattered
light from various scattering points on the object, can aid us in determining the
three-dimensional characteristics of the object. In fact, it can also help us describe
objects in four-dimensions (3 spatial and 1 temporal). Because the speckle pattern
depends on very tiny surface characteristics of an object, we can detect movement
very well. At the same time, we can also detect depth information with very high
accuracy (as long as we have an accurate statistical model of the surface), if we use
multiple wavelengths of light or look at an object at many dierent angles to `sample'
the object.
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Speckle Statistics
The rst step in creating an accurate backscattering model of a real-world three-
dimensional object, is to determine various statistics related to the optical backscat-
tering from the object. Since we know very little about the ne surface structure of
an object, we must talk about its scattering prole in terms of statistical information.
Indeed, in this thesis, I will discuss the simulation of two dierent forms of laser
speckle. These two forms are commonly referred to as objective and subjective
speckle. Simply put, objective speckle is the unimaged backscattered wavefronts
from an object, while subjective speckle is the speckle formed on an imaging plane
(an image of the object, from a lens or a system of lenses). To make things a bit
clearer, the objective speckle is what would be seen if the backscattered speckle pat-
tern was directly (without imaging optics) recorded on a photographic lm or CCD
array. Subjective speckle is what we see when looking at the scattering object (the
speckle is imaged on to our retina by the eye's lens). See Fig. 1-3 below. An in-
teresting result of subjective speckle, is that the apparent movement of such imaged
speckle (as an observer moves with respect to a scatterer) will depend on the ob-
server's ametropia. More can be found on this phenomena in the literature [1], but
such an aect should be evident through the simulations to be performed.
Objective Speckle
For this brief development of the statistical theory of speckle, I will use the notation
used by Jones and Wykes [33] since I nd it particularly useful in describing the
process by which laser speckle occurs. Although most of the literature deals with
speckle from a diuser, I will be dealing with speckle from backscattering objects
(diuse reection). Inherently, these amount to the same problem, with only some
phase and amplitude dierences which will become readily apparent. First, let us
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Figure 1-3: Illustrated dierence between viewing setup for objective and subjective
laser speckle, (a) objective laser speckle (b) subjective laser speckle
describe the types of objects for which we wish to nd the backscattered speckle.
All of these objects (whether they are car doors, bullets, or ballistic missiles) have
surfaces that are rough with respect to the wavelength of incident light, 
I
. Some
may argue that some objects that we wish to test are not rough or could be made
non-rough with respect to the wavelength of light { we will not look at such unlikely
cases. It is possible for us to represent the scattered wave (very generally) as the
summation over an extremely large number of individual Huygens wavelets { each
wavelet the re-emitted light from the incident optical eld. Indeed we shall take two
views of this, for now we will consider a spatially limited backscattering object, so
that we can integrate the elds from  1 to +1. Additionally, since the objects
under consideration are so large (spatially) with respect to  we will rst form the
integral representation of the backscattered eld.
U(r) = C
Z
+1
 1
Z
+1
 1
u(x; y)e
2i

Gh(x;y)
(1.1)
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where U(r) is the backscattered eld, u(x; y) is the incident eld, G is a dimensionless
geometric factor associated with illumination direction, and h(x; y) is the height pro-
le of the scatterer. For the moment, we will only deal with an observation point P
o
that is far away from, and on-axis with the backscattering object. This will simplify
the math, and enable a more intuitive view of the speckle eect. From our original
assumption, that the surface height and thereby phase prole Gh(x; y) >>  we see
that the resulting amplitude of the backscattered eld at the observation point P
o
can be viewed as a set of independent vectors, that when added result in not only a
random phase, but also a random amplitude. This is often referred to in the litera-
ture as the drunkard's walk, and is a simple result of the phasor amplitude and phase
contributions of the eld. See the graphical illustration of this principle below for a
step object in Fig. 1-4.
Now that we have setup the backscattering problem, we can now move on to the
statistics involved. According to Goodman [26] an object, which is truly rough on
the order of a wavelength of light, and whose backscattered contributions are equally
phased between   and , has a backscattered eld that leads to an image density
function of intensity I (at a single polarization state) that obeys negative exponential
statistics as shown below.
P (I) =
8
>
<
>
:
1
I
e
 I
I
I  0
0 otherwise
(1.2)
I is the average expected irradiance. Similarly, it can be shown that the probability
that the irradiance exceeds a given threshold irradiance value is given by
P (I > I
t
) = e
 I
t
I
; I
t
 0 (1.3)
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Figure 1-4: Backscattered light phase and amplitude at observation point P
o
, due to
a step-prole object, (a) step target with phase in phasor form for certain heights, (b)
resultant of the addition of all phasors from the step object of length, L, (c) intensity
variation due to change in frequency at point P
o
due to contributions from all parts
of the step target, (d) phase variation due to the random walk
where I
t
is the threshold irradiance value. Additionally, it can be shown that the
contrast C (of a speckle pattern that maintains polarization), has the form
C =

I
I
(1.4)
and its value is always unity (which also indicates that the signal to noise ratio is
always 1). This is directly observable, since the intensity variation of the far-eld
speckle pattern seems (from a simple viewing) to have no information about the
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object itself (this of course is not the case, as will be demonstrated later { spatial
Fourier transforms and other techniques will be used to extract such information).
This observation will also allow us later to look at speckle as almost binary (either
bright or dark spots on a CCD array) with very similar results to the grey-scale case
[27, 26].
More Speckle Statistics
An observed objective speckle pattern is shown below 1-5.
Figure 1-5: Objective speckle pattern from a diuse object (in this case a rough plane)
It may be noted that each speckle has associated with it an average size. Indeed,
if one imagines two observation points, in the speckle plane shown, say P
o1
and P
o2
,
are very close together spatially, it is clear that if the points are close enough, the
intensity values of the irradiance function at those two points is correlated. This
gives us ample reason to look at the second-order statistics of the speckle pattern,
in particularly the autocorrelation function. Again, using Jones and Wykes [33]
symbology, we can look at the autocorrelation function R(r
1
; r
2
) = hI(r
1
)I(r
2
)i. As
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r1
  r
2
becomes large, the speckles become uncorrelated. An extensive treatment of
this can be found in Goodman's Statistical Optics [26]. Instead of belaboring the
point, I will jump straight to the results (which have been studied in extensive detail
in many, many journals and books which may be found in the Bibliography). The
important fact that we arrive at is that there exists a useful, average-size cross-section
of a speckle (note: in a 2-slit experiment, this would be a single spatial wavelength 
of the far-eld intensity distribution near the axis orthogonal to the slits, and bisecting
them). In speckle however, this characteristic 'speckle size' can be approximated by
when the rst null of the sinc function occurs. It should be noted that the exact
same result can be found using geometric arguments discussed by Lyle Shirley and
Gregory Hallerman [60]. Once the speckle statistics have been shown, I will employ
their methods [60] to describe the backscattered eld, due to its simplicity and yet
robust explanative ability.
It has been shown that the autocorrelation function of the backscattered intensity
(from a plane-wave illumination) of a rectangular surface of dimensions D
x
D
y
is
R(d
x
; d
y
) = I
2
[1 + sinc
2
(
D
x
d
x
z
)sinc
2
(
D
y
d
y
z
)] (1.5)
where d
x
and d
y
represent the average speckle size in both the x and y direction
respectively. See Fig. 1-6 below for the geometry of the problem.
It can be seen clearly form this that we can get a closed-form solution for the
average speckle size given that the statistics we have assumed are valid.
We get that the average speckle size d
x
in the x direction is takes the form
d
x
=
z
D
x
(1.6)
and similarly for the y component. As the area of illumination decreases, the relative
speckle size increases (a good sign that there is a spatial Fourier-transform relationship
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Figure 1-6: Shown here is a geometric representation of the speckle statistics d
?
(d
x
)
and d
k
(d
z
)
hidden within the statistics). It can also be shown [60] that the average length of a
speckle lobe, d
z
(since speckle not only varies in transverse, but longitudinal space)
obeys, within the Fresnel zone, the statistics
d
z
=
4z
2
D
x;y
2
(1.7)
The importance of these two equations is immense, and will help us later de-
scribe both the requirements for a full-size LADAR simulator and the computational
simulation of speckle patterns to aid in three-dimensional imaging applications.
Subjective Speckle
While the previous conversation on speckle dealt with objective speckle, we must
now turn to subjective speckle. Subjective speckle is extremely important whenever
we introduce a lens or other focusing element into an imaging system. The speckle
statistics as described before change dramatically due to the lens's ability to simulate
the far-eld (when the lens is used in a non-imaging setup) as well as the lenses ability
to image the object directly.
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As before, we can derive an autocorrelation function, but this time to describe the
laser speckle in the imaging plane [33]
R(d
s
) = I
2
[1 + 2J
2
1
(
ad
s
u
)=(
ad
s
u
)
2
] (1.8)
where u is the lens-to-image-plane distance, J
1
is the rst order Bessel function, and
a is the transverse size extent of the lens used (the aperture size).
From this, we get that the average speckle size will be
d
s
=
2:4u
a
(1.9)
given that we take the rst null of the Bessel function to represent the average speckle
size.
If one continues this analysis further, we nd out that d
s
follows the following
relation
d
s
 1:22(1 +M)
f
aM
(1.10)
where M is the magnication of the lens. It should be noted that subjective speckle,
as described above, is the technique used in most metrology systems [9].
Speckle Interference
When talking about speckle, it is extremely useful to know what happens when other
elds interfere with an already present speckle eld distribution. Such statistics can
be found in an excellent book by Gary Cloud of Michigan State University [9]. It will
be helpful, in developing computational models of speckle (as well as in looking at
heterodyne techniques for LADAR) to look at the interference eects of an external
eld upon the speckle eld. Below is given the probability distribution of speckle.
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P (I) = (
2
I
)e
 (1+2
I
I
)
J
0
[2(2
I
I
)
1
2
] (1.11)
J
0
is the Bessel function of rst kind. When plotted against the statistics for a
non-interfered speckle pattern (see Fig. 1-7) one sees that there is little signicant
dierence between the two. Again, we see that dark speckles will be signicantly
more numerous than bright ones.
Additionally, although not as important, we can look at the statistics of the in-
terference of two speckle patterns. The probability distribution of speckle intensity
is
P (I) = 4(
I
I
2
)e
 2
I
I
(1.12)
notice that in this instance (refer to Fig. 1-7) you can see that there is no probability
that there will be a completely dark spot. Intuitively, this makes sense, since two
superimposed speckle patterns will have no probability of two complete nulls perfectly
co-located (at least using an analytical, large signal analysis) .
Although all the statistics discussed thus far were performed with a single polar-
ization, we can still use them to describe generalized backscattered speckle patterns.
By using phase-plates (in the observation system), or using circularly-polarized light
to illuminate the object-under-test we can neglect the polarization-dependence of
diuse objects.
We have already discussed the correlation problem of individual speckles, however
there still exists additional correlation issues. These correlation eects can be viewed
in terms of out-of-plane translation, in-plane translation, out-of-plane rotation and
in-plane rotation. A thorough geometric discussion of such issues has been discussed
in Optical Methods of Engineering Analysis [9]. Cloud provides insight into the
rotations and translations necessary to maintain correlation between speckle patterns
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Figure 1-7: Comparison of interfered (2 speckle elds - dashed line, 1 speckle eld
and 1 plane wave - dotted line) and non-interfered (solid line) speckle statistics
(given a detector size). Cloud shows that the decorrelation from 'memory loss' { the
loss of an imaged speckle pattern from the viewing frame of a typical CCD or piece
of lm { is much more critical than the decorrelation caused by in-plane and out-of-
plane translation. However, rotation does cause speckle decorrelation much quicker
than memory loss if your detector is very large.
Wavelength Dependence of Speckle
The wavelength dependence of speckle is at the heart of the newer methods for three-
dimensional metrology that will be discussed in this paper. To describe the frequency
dependence of speckle, it is helpful to show how phase () information can be recov-
ered from a change in laser frequency (). A phase delay, due to a step of height d is
given by
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 = 2
d

: (1.13)
In addition, we can show that a relative change in  can be accomplished with a
relative shift in .
 = 4
2d
c
 (1.14)
This equation is valid for round-trip propagation with one plane with respect to
another parallel plane. If viewed in phasor form [58] a 2 rotation in phase will lead
to decorrelation of the speckle pattern. We dene a frequency change, 
D
to be
the decorrelation frequency required for a target of longitudinal length extent of D,
where

D
=
c
2D
: (1.15)
This provides us with a bandwidth over which a laser source must be scanned such
that we can decorrelate the speckle caused by the backscatter of the end of the object
and the backscatter from the front of the object. To ensure that we can decorrelate
the speckle caused by the backscatter from the front and back of the object, we must
look to the Nyquist sampling theorem (we must sample at least twice the highest
frequency oscillation). This gives us the relation

step

c
4D
(1.16)
Additional information pertaining to the sampling requirements as well as their
relation to aliasing and resolution of scattering cells on the scattering object will be
discussed later in this paper (as well as sampling regions for far-eld considerations).
They will be important in the development of reconstruction models that will help
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validate the backscattering models also developed later in this paper. Shown below
(Fig. 1-8) is the eect on speckle of two-dierent colors backscattered from the same
object.
Figure 1-8: Shown are two dierent objective speckle patterns from the same target,
an inclined plane, caused by a frequency shift of 90 GHz by a tunable laser. Notice
how the images are correlated (as indicated by the white boxes, which denote the
same point in the speckle pattern, shifted down and to the right)
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Chapter 2
Backscattering Models and
Modeling Methods
Since it is often diÆcult or impossible to setup and test a physical backscattering
scenario (due to monetary or temporal limitations), it is necessary to develop accu-
rate models for the backscatter of coherent light from objects of interest. Objects,
such as missile warheads, are very diÆcult to observe experimentally, in an illumina-
tion scenario (such as the test of a LADAR system). The immense cost of elding
such optical systems (such as the AMOR LADAR range), and the immense cost of
testing such systems in realistic scenarios (such as with a warhead several kilometers
away), leads us to more theoretical routes in both the design and simulated test of
such systems. By creating accurate backscattering models and simulations we can
demonstrate proof-of-principle theoretically and also build such systems with a much
higher degree of certainty as to their eÆcacy.
There are three steps to proof-of-principle. The rst is theoretical modeling; in this
step we look at the known physical parameters, make appropriate approximations,
and then look at our results. The second, more accurate method of proof-of-principle,
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Method 1 Purely theoretical modeling
Method 2 Theoretical modeling using real-world data to supplement and hone theory
Method 3 Full, experimental investigation of theory
Table 2.1: Three methods to proof-of-principle, in order of increasing certainty of
outcome results
is the construction of accurate numerical models of the system under consideration;
these models, rened through experiment, are then used to interpolate the results to
a larger scale. This second method of proof-of-principle is what we will be looking
at in this chapter. Of course, the third method to demonstrate proof-of-principle is
to carry-out the actual experiment. While the most accurate, this method is very
expensive, often prohibitively so. Therefore, due to cost/time/development consider-
ations, the second option is most often the best. Once the second option has been
thoroughly explored, we are given impetus to spend the time and money required by
the fully experimental option.
2.1 Requirements and Tradeos
As for the modeling specic to this thesis, there are two main goals. The rst is to
create a series of models, using methods that will be described later in this chapter,
that will simulate the far-eld pattern of backscattered light from a source-target-
receiver system. The second will be to create models that will be used to increase
the accuracy of computer models that have already been written, to account for laser
speckle.
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2.1.1 Application Requirements
The rst set of models needs to be far more accurate than the second. It is hoped
that the rst set of models (and possibly some combined form) will be able to ac-
curately reproduce results that have already been shown experimentally (the third
step of proof-of-principle development from above), thereby giving us motivation to
interpolate the results to similar problems. From the second set of models, we do not
hope for nearly as much. Indeed, in this case, the purpose of adding speckle is not to
`reproduce' reality, but to mimic it. Our goal for the second set is to create simulated
speckle. This simulated speckle will act as a lter for an otherwise perfect image pro-
duced by a computer simulation package. This will allow us to mimic reality better,
as to aide in the development of detection algorithms, which use the computer-based
simulation package to simulate the reality of the source-target-receiver system.
2.1.2 Tradeos (Time vs Accuracy)
Besides the accuracy concerns (the reader should examine the dierence between the
numerical methods' ability to mimic vs. simulate nature), we also have time-concerns.
An example is needed:
There are many forensic applications that could benet from accurate speckle
modeling. For instance, imagine that a new optical imaging technique has been
proposed, which could image the cartridge casing of a bullet, in three dimensions, with
a very high degree of accuracy. Until this point, such a method is just theoretical,
so the inventor of the theory would like to get funding to build a prototype of such
a system. The government, which would be the primary funding source for such a
system, would like to see results before funding such an expensive proof-of-concept
system. There is deadlock: the funding body (in this example, the government)
wants proof-of-principle hardware to ensure that their money will be spent well, and
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the inventor needs money to build such a device. The two parties can work out their
dierences as long as there is enough proof that the concept will work. So, in a
situation like this, the modeling needs to be very accurate, and at least mostly based
on physical observation instead of pure theory. Also, since such systems are diÆcult
to design and build, simulation becomes a crucial step in development.
However, some applications do not require such a high degree of accuracy. Instead,
they need to be done quickly, and just `mimic' nature. Such a system has been
described with a software-based tool, which aides in (in our specic case) LADAR
object-detection algorithm development. As long as the 'mimic' is good enough, the
algorithms used to detect objects in the image produced will react in the same way
as if it had been a highly-accurate simulation (in this case, speckle is viewed as noise,
instead of a usable signal).
2.2 Solving Maxwell's Equations { Exact and Nu-
merical Evaluation
In order to have the greatest accuracy possible, we need to solve Maxwell's equations,
imposing the proper boundary conditions to the problem. However, this can be too
time-consuming and diÆcult a process. Firstly, there is no feasible way for us to
know enough about the target to impose the correct boundary conditions. Indeed,
all of the surfaces that we are interested in, have surface-height variations greater
than the wavelength of incident light. Secondly, solving Maxwell's equations, using
any current form of nite dierence methods, for the geometries at hind, would be
nearly impossible in a computational sense. The surface expanse, and depth of the
object that we are interested in, is much, much, much greater than the wavelength of
light (the objects of interest are anywhere from several thousand wavelengths long,
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Figure 2-1: Shown here is the relative scale dierences between accurate computation
of backscattering solutions using nite dierence techniques and the relative scales of
interest to us. If this were the real size of the plane, we would be interested in objects
20 times the length of the 1-mile long MIT campus.
to several trillion and can have cross-sections that are even larger. See the graphical
illustration below for the scale dierences involved with accurate exact numerical
methods vs. scales for the methods that we must employ. For illustrative purposes,
we show the size comparison as if we were modeling a object with respect to the
dierence in wavelengths used (nite dierence techniques for backscatter are often
concerned with the microwave radar backscatter from aircraft, so we scale our problem
by the appropriate ratio

microwave

light
=
610
9
1
, assuming 500nm light and 0.3m microwave
radiation). In other words, if we were to `image' an airplane of actual size with
microwave radar, the methods developed here would be applicable to an object the
size of the east-west expanse of Asia ( 6600 km).
2.3 Approximating Maxwell in the Optical Regime
Of course, we can not dismiss Maxwell's equations just because they are too diÆcult to
solve for our specic problems. Instead, we must rely on approximations to Maxwell'g
equations, made under the assumption of the geometries in question.
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2.3.1 Accuracy
As far as accuracy, we can model the backscatter of light very accurately. The tradeo,
of course, is that we will spend considerably more time solving our problem, the higher
the accuracy requirements get. It is understandable that there is a point when our
desire for accuracy, and our limited time reach parity. The models presented represent
the result of this tradeo.
2.3.2 Speed
Onmost of our applications, we would like to come to our results as quickly as possible.
A quick simulation would allow us to test, re-test, and rene our proof-of-principle
models much more than would a slow simulation. However, we still need to meet
certain, application-specic accuracy requirements (my requirement is that I nish
the design and test of these models as quickly as possible, so that I may advance in
my graduate education { however, since I am dealing with models that may one day
be used to help in the defense of our nation (whether industrial or military), I must
still ensure that they are accurate in accordance to their applications). This tradeo
also occurs due to the technology used to create these models. Indeed, since the I
would like to test the models extensively, I need to use software that allows me to edit
and change the simulations easily (and with the minimum of hassle). Alternatively,
since I need to run these simulations quickly (in some special cases), I must also use
faster, less user-friendly software tools to develop these speckle models.
2.4 Laser Speckle and Backscattering Models
The models described here are fairly straight forward, and make only basic assump-
tions about the simulated systems under consideration. Although a thoroughly com-
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Method 2 A perturbed, transformed circular-aperture series solution
Method 2 A transverse eld-matrix solution
Method 3 A statistical model for speckle mimickry
Table 2.2: Three methods for the simulation of laser speckle
prehensive evaluation of these models was not performed, I do include several encour-
aging results (as to the eÆcacy of the models). For the rst model, I show how it
accurately depicts the speckle pattern from various objects as viewed by experiment.
For the second model, I show its eÆcacy by starting with the reconstruction of an
object, using a wavelength diversity, Fourier transform technique which is known to
work, and then testing the code on a proposed technique. For the third method, I
show its ability to accurately mimic speckle statistically in a LADAR regime.
2.5 Model #1
The rst model uses a sample object, dened by its surface prole. In the experiments
run, this model was either a cone, half-sphere (since the back side is shielded from
view in our monostatic setups), a half-cylinder and a simple/tilted plane. These
objects were used since their speckle properties are well known [58]. See the diagram
below for a graphical representation of the technique (see Fig. 2-18).
First, in order to understand the assumptions and the implementation of this
model, one must rst become acquainted with the mathematical models used to
describe the backscattering problem.
Firstly, it is known from Fourier optics (and can be extended easily to Fraunhofer-
regime optics) that a random set of scattering objects, all of the same shape, with
random orientation over a nite area, will produce an Airy pattern. Therefore, we
may in theory, approximate a random surface with random rotational orientation of
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Figure 2-2: Graphical interpretation of method #1 for a cylinder. The cylinder is
spotted with perturbed circular reectors.
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identical scatterers as a circular reecting aperture with statistical noise (the shape
that produces the Airy pattern in the far-eld). We can then extend this to say
that there are many discrete areas on an object, separated by a typical distance
d
0
. The distance d
0
can be found by looking at the correlation function for the
speckle, and determining what the typical speckle size (d
?
) should be for an object's
backscattering prole. Once the typical speckle size is determined, it is a simple
matter of back-calculation to determine the scattering circle distribution.
While this technique may be used for at objects, certainly one must change the
theory for objects with depth extent (and therefore slope).
It follows from the above discussion that the Airy pattern from a circular scatterer
is
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where x
ff
is the x-component of the far-eld coordinate plane, and y
ff
is the y-
component. I
0
is the relative intensity of the eld,M
1
is the rst-order Bessel function,
a is the radius of the circular reector, k is the wave-number k =
2

. However, this
is not yet adequate for looking at our problem. We must also include a spacing term
x
t
, and y
t
. Both of these variables can be evenly spaced, or randomly spaced. Their
values are determined depending on the desired speckle size and the desired eect
of the speckle pattern (even spacing will lead to a perfect-result scenario, random
spacing will give a more accurate mimic of an actual speckle pattern). We now have
that
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However, while this model may be adequate for describing a 2-dimensional scat-
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tering surface, it is not adequate for describing objects with curvature.
We now look at what a circular aperture looks like on a slope. By rotating the
circular aperture about an angle  , we can look at its crossectional area with respect
to the original circle. The crossectional radius of the non-rotated circle is a. It follows
through simple trigonometry that the corresponding cross-sectional radius along the
orthogonal axis to the axis of tilt becomes
a
0
= a cos (2.3)
on the surface of the scattering object, at point x
t
, y
t
, there is a corresponding slope
f
0
s
(x
t
; y
t
) = tan (2.4)
where f
s
is the surface prole of the scattering object, and f
0
s
is its rst derivative
(instantaneous slope). We can now solve for the ratio
a
0
a
= cos(arctan(f
0
s
)) = : (2.5)
It turns out that this ratio,  is very important. As has been demonstrated by
Born and Wolf [6], as an aperture becomes larger by a multiple , the corresponding
far-eld diraction pattern contracts by
1

. Therefore, we may further improve our
scattering model by adding such a term.
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Now we can get a term for our entire summed eld of point scatterers.
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Figure 2-3: Cross-section appearance due to slope
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This provides the basis for our rst simulation tool for laser speckle. While not
intended to aid in the design of 3-dimensional imaging technologies, this does provide
a tool to mimic the speckle pattern from various objects. Comparison with real-world
speckle patterns is presented below.
2.5.1 Results and Comparisons for Model #1
Although the results shown here are only for thirty-six scatterers (NS = 6), you can
see how as the number of scatterers increase, and their distribution becomes random
(the ones shown are regularly spaced)the realization of the speckle eld begins to
reect the qualitative statistics of the real speckle patterns associated with the targets.
Target Models
The target models used were those for a half-sphere, a half-cylinder and a plane (at
various tilt angles). Their graphical representations are shown in Fig. 2-4.
Speckle Motion { Verication of Speckle Simulation Results
Shown here (in Fig. 2-5 are three slabs, illuminated with the same source. The
rst slab is at, and shows a far-eld distribution that would be expected (it is the
same as if there were a 6 6 array of circular apertures, and we were observing the
diraction pattern in the fan-eld). The second and third slabs have progressively
greater degrees of tilt, as indicated by the y-axis ordinates. Note that as we look
on the right and left hand side of the diraction pattern for each slab, the speckle
48
-2
-1
0
1
2 -2
-1
0
1
2
0.2
0.4
0.6
0.8
1
-2
-1
0
1
2 -2
-1
0
1
2
-0.2
-0.1
0
0.1
0.2
-2
-1
0
1
2 -2
-1
0
1
2
0
0.5
1
1.5
2
-2
-1
0
1
2
-2
0
2
0.6
0.8
1
-2
-1
0
1
2 -2
-1
0
1
2
-0.4
-0.2
0
0.2
0.4
Sphereoid Cylinder
Slab (no tilt) Slab (slight tilt) Slab (larger tilt)
Figure 2-4: Target surface proles of a sphere, cylinder, at plane, and tilted planes
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Direction of Speckle Shift
Simulated Speckle Pattern from 
a Slab (no tilt), λ = 633nm
Simulated Speckle Pattern from 
a Slab (slight tilt), λ = 633nm
Simulated Speckle Pattern from 
a Slab (large tilt), λ = 633nm
Figure 2-5: Far-eld speckle patterns for slabs 1, 2 and 3, each increasing in slope
from the previous; note the speckle pattern shift.
pattern appears to shift. This is expected, and has been demonstrated in theory and
observed in the laboratory.
Note, as you change wavelength on the same slab (the second slab) you also see
a speckle shift (see Fig. 2-6){ this has also been shown in theory and laboratory
demonstration [60].
Next, we can zoom in on a specic portion of the far-eld speckle pattern, to show
the principles described before. Notice in Fig. 2-5 case (1) we have a speckle shift
caused by slab tilt, and in Fig. 2-6 case (2) we have speckle shift due to a shift in the
incident laser-frequency, .
This model therefore exhibits many of the speckle shift properties expected due
to laser-frequency diversity and object tilt. It also shows how an increase in slab tilt
causes a larger range of speckle movement due to the same frequency shift, which has
also been demonstrated in the laboratory [60]
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Simulated Speckle Pattern from a 
Slab (large tilt), λ = 633nm
Simulated Speckle Pattern from a
Slab (large tilt), λ = 637nm
Direction of Speckle Shift
Figure 2-6: Speckle pattern shift due to frequency shift in incident light
Speckle Patterns { Verication of Speckle Simulation Results
This simulation method gives good results for the qualitative matching of theoretical
to actual speckle patterns. Although results would be much better if random scatter-
ing (instead of regularly-spaced) points were used, it is evident that even without a
high number of scattering points, NS, we get fairly representative simulated far-eld
patterns.
Shown below are the simulated speckle patterns from 3 dierent types of objects,
along with the actual far-eld speckle pattern from such objects. Notice the elongation
of speckle present in the speckle pattern from the cylinder as compared to that of
the sphere. Again, with a higher value of NS, as well as a random placement of
the scattering regions, we would get more highly correlated results { it should be
obvious that there is a good correlation between the theoretical and observed speckle
patterns.
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Speckle Shift from a Slab (large tilt) Given a Simulated 4nm Shift in Wavelenght, λ
Speckle Shift from a Slab (slight tilt) Given a Simulated 4nm Shift in Wavelenght, λ
Direction of Speckle Shift
Direction of Speckle Shift
Figure 2-7: As the laser frequency changes for both slabs, notice that for the slab of
greater tilt, the speckle moves a greater distance
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Simulated Speckle from a Sphere Actual Speckle from a Sphere
Figure 2-8: Speckle patterns from a sphere: (a) actual speckle pattern (b) modeled
speckle pattern
Simulated Speckle from a Cylinder Actual Speckle from a Cylinder
Figure 2-9: Speckle patterns from a cylinder: (a) actual speckle pattern (b) modeled
speckle pattern
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2.6 Model #2
The second model is used solely to provide imaged (subjective speckle) simulation
in order to mimic speckle so that detection algorithms may be tested. Subjective
speckle, as described in the rst chapter, has a average speckle size of
d
s
= 1:22(1 +M)
f
aM
(2.8)
where a is the aperture size of the imaging system, M is the magnication, and f is
the focal length. It turns out that most imaging systems we deal with have speckle size
on the order of the size of the pixels themselves (anywhere from 10 to 200 microns).
In fact, most imaging systems tailor their aperture size to give speckle sizes that are
on the order of a pixel size. If many speckles fall upon a single pixel, then speckle
averaging occurs, and the speckle pattern eects will not be seen in readout.
Additionally, speckle intensity has associated with it circular Gaussian random
variable statistics. These statistics are given here
p
I
(I) =
3
PI
 
e
 2I
(1+P)I
e
 2I
(1 P)I
!
(2.9)
where P is the degree of polarization, and I is the average speckle intensity. It
should be noted that this reduces to the result from Chapter 1, when there is only
one polarization.
We would now like to use these statistics to form a Monte Carlo simulation of the
speckle pattern (intensity distribution) over a detector. To do this, we must take the
cumulative probability over p
I
(I). We get that
F
I
() =
1
PI
Z

0
dI(e
 2I
(1+P)I
  e
 2I
(1 P)I
): (2.10)
We solve and get that
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DIscretized Speckle Pattern on a 16x16 CCD Array
Speckle Patterns Overlaid on a 16x16 Array
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2-10: Eects of speckle averaging due to discretized (CCD) readout. (a),(e)
speckle size larger than pixels; (b),(f) speckle size much smaller than pixel size; (c),(g)
speckle size on the same order as pixel size; (d),(f) speckle size much larger than pixel
size
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FI
() = 2  (e
 2I
(1+P)I
+ e
 2I
(1 P)I
): (2.11)
Now, we set F
I
() = x and solve the equation for  in terms of x. Unfortunately,
there is not algebraic solution to this; however, there is an algebraic solution to the
case that there is P = 1. This is the case that we look at only a single linear
polarization of light. Using simple algebra, we get that
 =  I ln(1  x) (2.12)
Now, given that x is a random variable (produced with a random number gener-
ator), we get an intensity  associated with points at a spacing d
s
across the eld-of-
view for the detector. It is also interesting to note that

I
=
s
1 + P
2
I (2.13)

2
I
being standard deviation for the circular Gaussian random variable.
Additionally, we may also look at the phase distribution of the incident backscat-
tered light. Since our assumption is that the surface is truly random with respect to
the wavelength of light, we can simply look at the phase variation as random between
 and  . This gives us the random phase at any point is
 = (2x  1): (2.14)
We now have a tool to mimic the speckle on an image that is produced by a
`perfect' simulation. For each pixel, such that the pixels are approximately the same
size as the average speckle size d
s
, we have a value, taken from a Monte Carlo sim-
ulation of the laser speckle. Since this simulation has the same statistics of speckle
as we would see in a real-world scenario (or at least very close), detection algorithms
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Figure 2-11: Simulated image of a biconic against the background of space
that work with real-world speckle noise, should work with this as well. To integrate
such speckle noise into a system of previously-written software, this simulated speckle
eld needs to be multiplied pixel-wise by the incident backscattered eld in order to
produce a reasonable output to a detector model.
2.6.1 Results and Comparisons for Model #2
Using the methodology described above, below we have a simulated image of a biconic
both with and without speckle eects. Notice that as the aperture size for the imaging
system changes, so does speckle size as well. As the aperture decreases in size, the
object becomes darker overall, but has more dened speckle. As the aperture becomes
larger, the speckle pattern (seen as noise on the model re-entry vehicle) becomes less
like noise and more like an image of the object. As the magnication changes, and the
aperture size and focal distance of the imaging system remain the same, the speckle
statistics remain consistent with theory and observation.
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Figure 2-12: Simulated imaged RV with speckle caused by imaging aperture of 2 cm
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Figure 2-13: Simulated imaged RV with speckle caused by imaging aperture of 0.2
cm, notice how the speckle-eect becomes more evident
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Additionally, we have a zoomed, and un-zoomed RV image. Notice how the
Speckle pattern changes due to increased magnication, M . Also shown is how to
keep speckle size constant as you increase magnication and decrease aperture size,
a.
2.7 Model #3
In this model, we are primarily concerned with the phase of the Fourier-transformed
eld from a scattering object. Since most of our imaging techniques are derived
and based on this concept, certainly this leads to a self-consistent system (techniques
based on this principle must work, since its only assumptions are those of the proposed
technique). However, in order to add speckle 'noise', we use the lter from Model #2
in order to more accurately model the response and accuracy of the three-dimensional
imaging techniques in question.
It should be recognized that Model #2 only adds noise, it does not in any way
depict the amplitude modulation of the backscattered speckle pattern (seen as scin-
tillation in the speckle pattern) caused by tuning of laser frequency.
In this model, we use the power of the Fourier transform in order to convolve the
point spread function related to the surface scattering properties of the object over
the surface of the object. It should be noted early that this technique is used over a
pixelized-space, whereas previous techniques were done over continuous space. This
gives us a tremendous speed advantage, while at the same time sacricing precision
in the actual modeling of the backscattered light. However, since the real-world often
employs digital reconstruction and imaging techniques, this technique can be very
accurate in simulating real-world imaging problems.
To start o, this model starts with anM N grid of data. This grid will stay this
size throughout the simulation process. Next, for each grid point (m
i
; n
j
) we give a
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Figure 2-14: Simulated imaged RV with speckle, this time with a focal length, f =
10cm. The eect of lowering f has the same eect of lowering the value of a.
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Figure 2-15: Simulated, imaged, zoomed RV with speckle
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Figure 2-16: Zoomed simulated image of RV with change in aperture size, a, to keep
the same speckle size as the un-zoomed, imaged RV
eld-value. So, we start with an input-eld grid as shown below.
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(2.15)
Note that each element of the arrayA
MN
has associated with it its own phase 
m;n
and amplitude A
m;n
. To create a 'starting' eld, a eld array that we can begin to
propagate through the system, we need to give each 
m;n
its own initialization value,
a random number between such that 
m;n
2 [ ; ] as is needed by the calculations
for the random, Monte Carlo-derived, speckle-phase statitical distribution determined
in the previous section.
We may also now incorporate the phase and therefore the frequency dependence of
the backscattered speckle pattern. By multiplying the target height distribution (as
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demonstrated in Fig. 2-17, with color corresponding to height) by a phase-frequency
dependence term, we may get the phase shift of the eld-array caused by the backscat-
ter of incident radiation. We also multiply the reectance of each point of the eld
with the amplitude of the associated point in the reference eld.
We get that the phase shift due to a frequency shift in the incident light amounts
to

m;n
= h
m;n
4()
c
(2.16)
where c is the speed of incident light,  is the frequency shift in incident light
and h
m;n
is the pixel-wise height prole of the object .
It is now evident, that the random eld-amplitude components of A
MN
remain
unchanged, while the original phase components 
m;n
become 
m;n
+
m;n
.
It should also now be evident as to how we can go about creating not only
frequency-shifted backscattered beams, but phase-shifted reference beams in order
to have interference eects. Simply put, we just add to the phase of a reference beam
any multiple of 2 that we want, in order to perform the appropriate phase shift. For
example, to modulate the reference beam by
1
4
,

2
radians, we can just add j

2
to
the entire phase term.
We now have the tools at our disposal to interfere phase-shifted light, with a
frequency-shifted backscattered beam, in a very economical fashion (programs like
Matlab are written for doing calculations in this form).
However, one problem still remains. There is still no `speckle.' While we have
simulated the phase-dependence of speckle, we have not in any way solved for the
amplitude dependence of speckle. To do this we have to look at the `resolution cells'
of the target's surface (in our case, these are the same as the individual pixels of
the object array). While we could use Model #2 to simulate the speckle intensity,
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Figure 2-17: Example height prole of an object in pixel-space
65
on a array-element basis, this would still not account for the amplitude modulation
of the speckle pattern due to frequency shifts in the backscattered beam, nor phase
shifts with a reference beam. We must use something dierent to simulate speckle in
this case. Simply put, we must convolve an appropriate point-spread-function (PSF)
across the entire scattering surface.
To perform such a convolution numerically is taxing, so instead we must be smarter
in how we perform the PSF convolution. If the model we currently have, without
convolution of the appropriate PSF, is viewed as exactly M  N scattering regions,
we are actually already performing a convolution of the backscattered beam with a
discrete spatial Æ-function. Of course, if the real world scattering points scattered as
spatial Æ-functions, we would not have speckle to start with. So, instead we should
convolve the signal with a rst-order Bessel function PSF, much as we did in Model
#1. However, in this case, we will use the power of the discrete Fourier transform to
our advantage.
First, we create an array of data which has the values of J
1;x
=x. We center the
rst-order Bessel function at the array-element (
M
2
;
N
2
). Since we will be working
with imaging systems in which the speckle size roughly corresponds to the size of the
detector, we will set the rst null of the squared Bessel function, (J
1;x
=x)
2
to be at
the intersection of the array elements adjoint to array element (
M
2
;
N
2
).
In order to create the total scattered eld, minus the interference elds, we must
perform the following calculation
C
MN
= F
 1
2
(F
2
(J
1
)F
2
(B
MN
)) (2.17)
where C
MN
is the total resultant eld, F
2
is the two-dimensional discrete Fourier
transform of the values in the eld arrayB
MN
and likewise the values of the rst-order
Bessel array J
1
. F
 1
2
denotes the inverse two-dimensional discrete Fourier transform.
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Note that the multiplication performed is not a matrix multiplication, but an element,
by element multiplication { we are viewing it in matrix form as a convenience, not
for the benets of operator algebra.
2.7.1 Results and Comparisons for Model #3
In order to describe the results of the simulation, we must rst look at the SPS
technique, and our ability to describe it using Model #3. Then, we can look at
the 2COPS technique for optical metrology using the same model, and ascertain its
relative accuracy.
2.7.2 Model Verication by Using Speckle Pattern Sampling
Method for 3-Dimensional Optical Metrology
I have used Speckle Pattern Sampling (SPS) (a three-dimensional metrology tech-
nique that is known to work) as my rst simulation to verify the eectiveness of the
modeling code. Before we compare the results of actual SPS experiments, we must
rst understand conceptually and mathematically SPS (at least in an abbreviated
form).
SPS was rst developed at Lincoln Laboratory by Dr. Lyle Shirley and other
members of the Laser Speckle Lab. SPS uses laser frequency diversity to reconstruct
the three-dimensional surface structure of objects-under-test.
SPS, simply put, is a way extract depth information from the speckle pattern of
an object. To do this, we must take successive frames (images produced from a CCD,
without an imaging lens) at dierent laser-frequencies (very small color separations),
and then take their three-dimensional Fourier transform (using a computer, which
can perform FFTs).
Let me rst give the subscript designation that I will use for this section. A
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Object Typical PSF (Point Spread Function)
2-D Fourier Transforms
2-D Pixel-Wise Multiplication 
in Fourier Domain
2-D Inverse Fourier Transform
3-D View of Reconstructed ObjectTop-Down View of Reconstructed Object
Figure 2-18: Graphical interpretation of Method #3
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Figure 2-19: Geometry of SPS metrology problem
subscript `h,' will mean the scattering point on an object, a subscript `s' will mean
the source point, and a subscript `d' will mean a point on the detector. Thus, R
sh
would mean the distance from P
s
(point at `s') to P
h
(point at `h'), and so on.
A simple scattering model for SPS
First, we need to develop a simple scattering model for SPS.
Let the function g(x
h
; y
h
; z
h
) be the complex scattering function over a surface. We
get from this, accounting for phase added by a wave traveling a distance R
sh
(distance
from source to scattering point) and phase from R
hd
(distance from scattering point
to detector), V
h
.
V
h
(x
d
; y
d
; z
d
; ) = g(x
h
; y
h
; z
h
)  e
 i2(R
sh
+R
hd
)=
(2.18)
We may now integrate over the object to get
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V (x
d
; y
d
; z
d
; ) =
Z Z Z
dx
h
dy
h
dz
h
n
g(x
h
; y
h
; z
h
)  e
 i2(R
sh
+R
hd
)=
o
(2.19)
One must take note that R
sh
and R
sd
have x
h
, x
h
, and x
h
imbedded within them,
so they must be accounted for when taking the integration.
We then may model the `height prole' of a scattering object with h(x; y) such
that g(x; y; z) = AÆ(z h(x; y)), where A is some amplitude, which depends on x and
y, but for which we will not consider since it is an unimportant scale-factor in the
calculations. Our goal, in this process will be to recover h(x; y) (the height prole, or
the inverse transform of the system function for the object).
Next, I will add a reference point (a reective point on the object to be measured)
V
r
where
V
r
(x
d
; y
d
; z
d
; ) = g
r
 e
 i2(R
sr
+R
rd
)=
(2.20)
From this, it results that the intensity prole I equals to
I(x
d
; y
d
; z
d
; ) = jV r + V j
2
(2.21)
This gives us an equation of the form
I(x
d
; y
d
; z
d
; ) = jg
r
j
2
+ jV (x
d
; y
d
; z
d
; )j
2
+
g

r
e
i2(R
sr
+R
rd
)=
V (x
d
; y
d
; z
d
; ) +
g
r
e
 i2(R
sr
+R
rd
)=
V

(x
d
; y
d
; z
d
; ) (2.22)
Note, the last term is the conjugate of the third. We have now developed a
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scattering model for our imaging system. For the rest of this exercise, I will use
the far-eld approximation (the Fresnel approximation is a bit trickier, and in the
laboratory we work in close approximation to the far-eld).
Creating a three-dimensional image
Taking R
sh
and R
hd
to be in the far-eld, we may now make an approximation as
shown below.
R
hd
= R
d
  (x
h
x
d
+ y
h
y
d
+ z
h
z
d
)=R
d
(2.23)
and let
R
sh
= R
s
  (x
h
x
s
+ y
h
y
s
+ z
h
z
s
)=R
s
(2.24)
(Note we are using the far-eld condition, which holds if R
d
> 2R
2
h
=.)
By using the far-eld approximation, we may now nd V (x
d
; y
d
; z
d
; )
V (x
d
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d
; z
d
; ) = e
 i2(R
r
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d
)=
Z Z Z
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h
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)
e
 i2[x
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(x
s
=R
s
+x
d
=R
d
)+y
h
(y
s
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s
+y
d
=R
d
)+z
h
(z
s
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s
+z
d
=R
d
)]=
g (2.25)
The three-dimensional Fourier transform may be written in the form
~g(f
x
; f
y
; f
z
) =
Z Z Z
dxdydz
n
g(x; y; z)e
 i2(f
x
x+f
y
y+f
z
z)
o
(2.26)
With this simple observation, the previous equation becomes greatly simplied,
and we get that
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In order for this to be any use to us, we must rst dene what we mean by
f
x
; f
y
; f
z
, which are spatial frequencies. Thus we get that
f
x
=  (x
s
=R
s
+ x
d
=R
d
)= (2.28)
f
y
=  (y
s
=R
s
+ y
d
=R
d
)= (2.29)
f
z
=  (z
s
=R
s
+ z
d
=R
d
)= (2.30)
Also, we see that (x
2
s
+ y
2
s
+ z
2
s
)=R
2
s
= 1, and that (x
2
d
+ y
2
d
+ z
2
d
)=R
2
d
= 1 so
knowledge of two coordinates determine the last one (with a sign ambiguity).
We may now rewrite the intensity equation from before,
I(x
d
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d
; z
d
; ) = jg
r
j
2
+ j~g(f
x
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y
; f
z
)j
2
+
g
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r
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y
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z
) + g
r
~g

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x
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y
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z
) (2.31)
By taking the inverse three-dimensional Fourier transform of the third term in the
equation above, we get the complex conjugate of the intensity of the reected beam
from the reference point multiplied by the scattering function
g(x; y; z) =
Z Z Z
df
x
df
y
df
z
n
~g(f
x
; f
y
; f
z
)e
i2(f
x
x+f
y
y+f
z
z)
o
(2.32)
The desired image is g(x; y; z)g

r
and appears separated from the other terms in the
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Figure 2-20: Graphical interpretation of reconstructed range vs. crossection image
lower right hand corner of the cross-range vs. range plane. (In advanced techniques
we would add phase-dierence (phase-shifting) terms in order to cancel out all the
other images optically, instead of using computational-based ltering).
It is good to note that the fourth term in the intensity equation exists in the upper
left of the same plane, since it is the complex conjugate of the third term. The other
terms appear as spots of light along the center of the plane (above right).
Once we isolate the third term, we must sample it in Fourier-space. We will do
this by changing wavelength of the source, .
It turns out, through some simple algebra that I will not go into here, that for a
given shift in frequency (), we get a corresponding shift in spatial frequency (f). So,
by using linearization and approximation, we wind up with
X
d
=  
0
f
x
z
d
(2.33)
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Yd
=  
0
f
y
z
d
(2.34)
and
 =  c=2 f
z
(2.35)
It is important to note that until now, one did not have to worry about sampling
the Fourier domain, instead, we assumed that we were taking an innite number of
samples. However, since we are working in the real world, as the real world uses
CCDs to capture images, we must now look at how such devices eect resolution,
how they aect aliasing, and how we must x aberrations.
Resolution is determined by the relation that
x = 1=F
x
= 
0
z
d
=(width x of pixel array) (2.36)
likewise
y = 1=F
y
= 
0
z
d
=(length y of pixel array) (2.37)
which correspond with the rst troughs (nulls) in the sinc pattern.
Also, we get a
z = 1=F
z
= c=s
scanning length of the laser
(2.38)
It can also be shown that to prevent aliasing, we must adhere to the condition
that 
step
 c=(4L), where L is the depth of the object to be measured.
Geometric aberrations, wavelength aberrations and distortion brought about by
the detector can all be accounted for and removed using a variety of algorithms and
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non-trivial transformations.
Test setup and procedures for SPS
The ability to create accurate three-dimensional maps of objects has been demon-
strated thoroughly in research conducted at Lincoln Lab by members of my former
group and myself. Various objects of varying sizes and shapes have been measured
and compared to `known' dimensions as determined by CMM (Coordinate Measure-
ment Machine). In order to image an object, using this technique, one needs the
following instruments: 1. A frequency tunable laser with a frequency step range as
determined by the equation above. This laser must also have a coherence length
longer than the total depth of the object to be measured. 2. A scientic grade CCD
with the following pixel size parameters (in order to avoid aliasing, and maximize
the nal object measurement resolutions). D
x
and D
y
in the following equations are
the cross-range extent of the object to be measured. P
x
and P
y
are the maximum
dimensions of a pixel on the CCD array, such that we will avoid aliasing problems.
R
d
and  are as described before.
P
x
 
0
R
d
0:5=D
x
; p
y
 
0
R
d
0:5=D
y
(2.39)
3. One also needs an optical system that can ood- illuminate the object under test
with a collimated beam. This can be achieved through simple beam expansion for
smaller objects, or through large, o axis parabolic mirrors as was used in our original
laboratory setup. 4. Also, it is necessary to point out that light must be picked-o
from the line of the illumination beam. To do this, one must use a pick-o mirror, at
the focus of the rst small axis parabolic mirror, direct the reected light through a
lens, and focus it on the CCD.
Because this system uses three-dimensional Fourier transforms, computation and
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Figure 2-21: Diagram of setup used for Speckle Pattern Sampling
time-of-measurement also become an issue. In order to minimize time, one must
take reasonable automation steps. For instance, if one were using a 1kx1k pixel
CCD, one would also need to take 1k frames of data at appropriate frequency steps.
The calculation, and time involved in this process can be daunting. For instance,
in previous setups, we have used 256x256 pixel CCDs and 256 frequency steps to
transform into three-dimensional depth data. This process takes a relatively long
time on modern computers. However, with the ever-increasing speed, and decreasing
cost of supercomputers, and massively parallel processing, it is possible, that these
calculations could soon take less than a second. Conservatively, even the best tunable
lasers, with the fastest CCDs would take several minutes to capture such a data set.
Of course, with costly specialized hardware, this too could be reduced to under a
minute.
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Figure 2-22: Graphical interpretation of the SPS reconstruction technique
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Figure 2-23: 9-Step target used in SPS target reconstruction
Results of SPS Modeling
In the following gures we see the reconstruction from an actual SPS experimental
run on a 9-step object. Notice that in the simulation, two of the steps were painted
with black paint. Likewise, in the simulation, I lowered the reectance from those
simulated steps. Looking to the reconstruction, one can see that the low-reectance
steps disappear in reconstruction (As they do in real-life). Additionally, you can see
the same structure to the reconstructed (simulated image) as to the actual recon-
struction. These results are very encouraging, and demonstrate a level of simulation
accuracy that we did not have before.
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Figure 2-24: 2D side view of cross-range / cross-range reconstruction
Figure 2-25: 3D reconstruction of step target from 3D range / cross-range / cross-
range data, notice the nice correlation between the simulated reconstruction and the
actual reconstruction.
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Figure 2-26: Simulated 9-step object with point reference. The point reference is vital
for separating the various images in the range-range picture for SPS reconstruction.
Figure 2-27: 2D simulated side view of cross-range / range reconstruction, notice the
separation of the various levels of the reconstructed 9-step object.
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Figure 2-28: 2D top view of cross-range / cross-range reconstruction, notice the
dropout of the `darkened' squares on the 9-step object.
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Figure 2-29: 3D view range / cross-range / cross-range with full object reconstruction
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Figure 2-30: 2COPS generic setup
2.7.3 Validation of 2COPS Method for 3-Dimensional Opti-
cal Metrology
2COPS uses two optical frequencies, spaced by  apart. As well, it uses interference
from a reference wave, phase-shifted to three dierent phases f =2; 0; =2g, or in
wave notation f =4; 0; =4g. This technique utilizes progressive-fringe-division to
recreate the object-under-test.
In the lab, this technique (as shown in the diagram below) consists of a tunable
laser, a reference plane (which can be phase shifted) and the object-under-test. The
interference of the plane wave from the reference at and the backscattered beam
from the object is recorded on a CCD camera. A total of 6 images must be taken to
reconstruct an the object.
We must create 2 cyclemaps from the 6 images. The rst cyclemap is created
from the interfered speckle pattern as imaged on the detector from the three dierent
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phases at one particular wavelength, . We must then do the same for another
wavelength such that
 =
c
2  depth of the object
(2.40)
and each cycle map is given by
Cyclemap() =
1

arctan
 
I(=4)  I( =4)
2  I(0)  I(=4)  I( =4)
!
(2.41)
though we can create arbitrary, easily-calculable cyclemaps from arbitrary phase
shifts. In our case, we use easily-attainable phase-shifted values. We see by this
that the DC magnitude of the intensity prole cancels out and leaves only small-
signal intensity variations. By subtracting Cyclemap(
1
) from Cyclemap(
2
), we can
get a phase-unwrapped image, with three-dimensional data (intensity variation cor-
responding to height) of the original object. This technique is much simpler techni-
cally, and much more economical temporaly than the SPS technique. Additionally,
this technique could be accomplished with two lasers (the elds which produce the
two cyclemaps need not be mutually coherent), or an inexpensive laser with simple
tuning capabilities. The SPS technique requires a widely tunable, highly stable laser
such as a eschlon-grating tunable diode laser, or a tunable Ti:Saph laser.
Results of 2COPS Modeling
By using the same simulation code used to model SPS accurately, we are able to
simulate the possible eÆcacy of the 2COPS technique. The following gure gives a
graphical explanation for the technique. In my simulations, the 2COPS technique is
very eective in reconstructing the three-dimensional shape of simulated test objects
(such as the slope / step object). Also, the technique shows good accuracy (in a
metrological sense) on faceted surfaces, while having poor accuracy (much like SPS)
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in regions of ambiguity (such as the edges of steps). However, with minimal signal-
processing, we can reconstruct the test-object in a very convincing manner (a simple
low pass lter will get rid of the ambient high-frequency noise and leave a useful
reconstructed object, nearly identical to the original).
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Figure 2-31: 3D view of step target with side slope, Point spread function of the
imaging system and object,Cyclemaps of object taken with an appropriate  to
unwrap the reconstructed object,Object reconstruction by mutual subtraction of the
two cyclemaps
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Chapter 3
Design and Implementation
Considerations for a LADAR
Simulator
In this chapter, we look at speckle phenomena in relation to the problem of LADAR
backscatter in an exo-atmospheric environment. We apply these observations to the
possible design and implementation of a lab-based LADAR simulator.
3.1 System Specications
The following calculations have been made in order to ascertain the feasibility of
a LADAR simulator. In particular these calculations help describe the phenomena
of optical backscatter { in particular, speckle and the presence of a far-eld speckle
pattern as well as the imaged far-eld speckle pattern. In order to determine the re-
quirements for a LADAR system in the exo-atmospheric environment, we must rst
determine if laser speckle will either 1) degrade the ability of a possible LADAR sen-
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Space-Based 
LADAR SystemLaser Beam
Warhead
Figure 3-1: Exo-atmospheric environment
sor package to detect the backscattered LADAR signature 2) cause distance related
anomalies (as the far-eld laser speckle pattern becomes a near-eld pattern). Addi-
tionally, we would like to know the eects of laser speckle on a hardware-in-the-loop
indoor LADAR simulation range, especially as those eects relate to the simulation
of the far-eld (Fraunhofer regime), while still in the near-eld (Fresnel regime) or
ambiguous region.
First, we must dene the regions of interest for the problem. Assuming a trans-
mission aperture of very high quality (so that specular eects in the forward prop-
agating path can be avoided) and the lack of atmosphere (and therefore a lack of
turbulence that may also lead to a perturbed speckle pattern), we can model the
forward-propagating transmission beam as nearly Gaussian (in shape prole, nothing
is assumed about its temporal prole).
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Additionally, for the time-being, we will assume that the targets of interest are
Lambertian surfaces (not the best assumption, but inaccuracies due to the Lambertian
surface model will only lead to minor dierences in backscattered eld amplitude,
which we do not care about at this time), to prole a worse-case scenario for optical
backscatter. We also assume that the target or target complex has surface height
variation much larger than the wavelength of incident light. The Lambertian surface,
as it is dened, scatters light to 4 steradians. Of course, for a possible LADAR
system, we must rst determine if we can resolve a target object. Since we will be
assuming 5cm optics for these calculations, we get that we can resolve an object in
terms of the angle it scribes in our eld-of-view.
For distance, just for the sake of rough calculation, we should look at targets on
the order of 30km away from the monostatic, co-located source and detector.
Imaging Aperture
Radius of a
Laser Beam, of
Wavelength λ
Warhead
Subtended Angle, Ψ
Figure 3-2: Geometry of monostatic LADAR-target complex
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3.1.1 Resolution Requirements
Here we give  , the minimum resolvable angle (the same as Rayleigh's approximation
for the minimum angle of separation such that two stars may be resolved, but in this
case with coherent light and quadrature) as
 = 2sin
 1
(1:22

a
) (3.1)
Where  is our wavelength of 532nm and a is our input aperture size of 5cm.
Through this formula, we quickly nd that the angular resolution of the system is
0.00148 degrees
So, we can resolve a target of 1m projected linear cross-section (such as a possible
warhead) at a distance R given by
R
resolvable
=
L
tan	
(3.2)
which, using the given values above, will lead to a resolvable distance of 39 kilo-
meters.
Since we can resolve the object at a distance of about 39 km, we can analyze the
sampled speckle pattern on the imaging detector of a LADAR system as a subjective
pattern well within our approximation (for 10cm optics, we would nd that we can
resolve at 77km), so we may continue to be certain that the speckle eects will be a
primary concern in detecting the `resolveable' object.
3.1.2 Objective Speckle Statistics
From the Fresnel diraction formula,we can obtain the following speckle statistics.
The average speckle size in the longitudinal direction is dened as:
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1 meter cross-section of warhead
Figure 3-3: Simulated linear crossection of a three-dimensional biconic
d
k
= 4
R
2
L
2
(3.3)
Likewise, the transverse average speckle size is found to be:
d
?
=
R
L
(3.4)
where L is the extent of the viewable cross-section of the object under illumination and
R is the distance from the scattering target to the receiver. Therefore, at a distance
of R = 30km , we can calculate the values as follows (assuming  = 532nm light and
the L = 1m linear projected crossection of the object) We can see that the transverse
speckle size will have a characteristic longitudinal speckle size of approximately 1.9
kilometers (meaning that the expected speckle pattern will not change signicantly
in amplitude over that distance, if the sensor (placed perpendicular to the speckle
longitudinal speckle pattern change) package moves in a direction coincident with the
longitudinal speckle. Likewise, the sensor will see a null for the same distance if it
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maintains such a trajectory).
The more interesting statistic is the transverse speckle size. As shown above, it
is calculated to be about 0.016 meters (16 centimeters). Therefore, as the speckle
pattern `moves' past the sensor, it will need to move 0.032 meters at a distance of 30
kilometers in order for a sensor to guarantee proper signal integration.
Now we must calculate the time-rate of change of the speckle pattern over the
detector. For this, we will consider a detector of dimensions much smaller than the
scene under investigation. We must calculate the maximum spin-rate or precession
rate of a target such that speckle will eect the imaging of the target (thus we will
nd the minimum spin rate which will enable us to neglect speckle eects). We will
do this by nding the average speckle size in the plane of the detector, and thus
determine, given an arbitrary integration time for said detector, the rate at which
both a speckle null and speckle intensity maxima will sweep past the detector (thus
eliminating the possibility of non-detection of the signal due to a speckle [a common
phenomena of dropout seen in coherent LADAR systems]).
3.1.3 Target Dynamics and Speckle Decorrelation
We now must dene an integration time (t) for a detector at distance R from the
target. Using a small angle approximation, a rotation of the backscattering target
looks like a translation of the speckle pattern in the far-eld. First we need the angle
 cut out by an intensity null and maxima of the far-eld speckle intensity pattern
falling on the detector. Since the detector is small with respect to the distances
involved, we do not need to explicitly include this in the calculation.
 = tan
 1
(2
d
?
R
) (3.5)
From the above, we can now nd the angular frequency ! of the rotating target.
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! =

t
(3.6)
Which leads us to the rotational period (T ) of the target.
T =
2t

(3.7)
Given the target and receiver characteristics stated above (with an integration
time t of 500ps { the time of the laser pulse generated by the LADAR system ), we get
that the target must be spinning with a period of at least T (to create a decorrelation
of the speckle pattern { eectively blurring the input, and thus improving any target-
detection algorithms)
Using the equations above, we get that T = 1.47 milliseconds per revolution. Of
course, this assumes an orthogonal approach angle to the axis of rotation of the target.
Intermediate steps may be calculated. However, since the integration time is so fast,
we can see that a tremendous spin rate of the object would be required to '`streak'
the speckle pattern. Because of this, we can assume that indeed speckle will be seen
(and remain correlated on the detector { due to the very short pulse of the LADAR
system), and indeed hinder our detection eort. Of course, with repetition of the
measurement (as would be the most likely case) one can integrate over the previous
and subsequent speckle patterns, thereby `cleaning' up the image, and giving a cleaner
view of the target-space. However, this is a subject for another study. Our objective
is to produce an accurate design to simulate speckle in a hardware LADAR simulator
(much as we did it with software earlier).
93
Speckle Lobes
Scattering Object
Detectors
a
b
Figure 3-4: Demonstration of speckle blinding due to objective speckle
3.2 Subjective Speckle: LADAR Imaging
Of course, now that we have looked at objective speckle in our problem, we must
now look at how (when we are within a short enough distance - between target and
receiver - to resolve the object) subjective speckle will eect our measurements. We
are not particularly interested, in this case, as to how we can use speckle to help
reconstruct the target motion or the target's three-dimensional structure. Instead,
we are interested at looking at how to simulate speckle for a LADAR simulator.
3.2.1 Subjective Speckle Statistics
Using the distance from the zero-order maximum to the rst minimum of the of
the typical point spread function associated with a scattering point on an object,
being imaged through a single lens to an imaging plane, we can use an Airy disk
approximation to determine the typical speckle size on a detector array.
d
?subjective
= 1:22(1 +M)
f
a
(3.8)
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where M is the magnication of the lens (or system of lenses, since this is a linear
system), f is the focal length of the system, and a is the aperture size of the lens.
Additionally, we can determine the `speckle size' for the object itself. In other words,
we can also determine the smallest resolvable cell size on the object from this (giving
us the eective resolution of our system).
d
?subjectivetarget
= 1:22(1 +M)
f
aM
(3.9)
In a typical LADAR system, we can assume an eective aperture size of about
a = 5cm, and a focal length, f = 5 cm. Also, assuming that we are using a zoom-
optics system of lenses, our total system magnication will be a design maximum of
M = 100.
We can now determine the probable speckle size for a typical target-LADAR-
seeker scenario. We will use this information in order to create the appropriate
speckle size at the detector in a hardware LADAR simulator range. (Additionally, we
can use this information to make a statistical lter for creating speckle from standard
detector-plane outputs on a software LADAR simulation code).
One sees from the above calculation, that the typical speckle size will be 56 microns
at the detector plane. Depending on the detector size, speckle may or may not eect
the system, in a pixel-wise fashion. If the detector array has pixel size of similar
size to the speckle, then each pixel will have a probability (found by the probability
distribution curve for a non-interferometric scatterer) of illumination. It happens
that if viewed as a binary pixel array, there will be slightly more dark pixels than
bright pixels. However, if the detector array has pixels of greater size than the typical
speckle size, the speckles may average out over the detector, thus nullifying the eect
of individual speckles, and their ability to make the detected signal to appear `grainy.'
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Figure 3-5: Example of subjective speckle imaging in a LADAR receiver
3.2.2 LADAR Imaging: Fresnel or Fraunhofer
For the actual design of a LADAR simulation range, we rst need to look at the
far-eld assumptions that have been made in the past.
R
ff
=
2L

(3.10)
Using the simple far-eld approximation above (the minimum distance R
ff
from
the scatterer such that we can assume that we are in the far-eld) we can see that,
with the geometry stated before, indeed we see that we are not in the far-eld at 30
km. In fact, not only are we not in the far eld, we are an order of magnitude from
it { of course, with a smaller spot size, the object will have an associated smaller
linear projection, and thus the far-eld approximation may indeed move to closer
than 30km. We should now look to see if at least we are in the region of the Fresnel
approximation
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Rfr
=
3
s
L
4
2
(3.11)
It can be shown from this, that if we are at least 100 meters away, we are indeed in
the Fresnel zone for an object of linear size extent of 1 meter, such as our hypothesized
biconic.
Additionally, this brings us to another conclusion. Many hardware LADAR sim-
ulation systems use a collimated source to illuminate a real-sized target. They also
use the same optics to image the target, thus, by placing the detector in the Fourier-
plane of the collimating optics, create a simulated far-eld. However, we can see from
this simple calculation, that a such a simple telescoping system, with collimator, will
not work to accurately simulate the LADAR signature pattern we are interested in.
Although the forward propagation of the source beam toward the target may be ac-
curately modeled with a collimated beam, we would do just as well as to illuminate
the target with a slightly divergent beam, thereby simulating more exactly the mid-
to-near eld backscatter regime (by using slightly divergent beam for illumination,
we in essence spread the backscattered radiation over a larger range of angles { in the
monostatic conguration, this has little to no eect).
3.2.3 Suggested Optics
The next problem arises, as to how to make the target appear to move toward the
detector (over a range of several kilometers), when it is in fact not moving toward
the detector, and is only a few meters away. One possible answer is very simple. A
simple zoom optics system, with an aperture much larger than the eective aperture
of the receiving optics under test (so as to not exclude spatial frequencies that would
otherwise be captured by the receiving optics of a LADAR system). By using a zoom
optics system, along with compensating optics for spatial aberration, such as coma,
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we can create the appearance of the target moving closer to the receiver. The zoom
optics will not be imaging optics, instead, they will be used in conjunction with the
receiver optics to zoom in on the target (zooming is a bit of a misnomer; the optics
will need to start `zoomed' extremely far from the target, and then progress closer,
while never going past a zoom ratio of 1:1 { they would be more accurately termed
inverse zoom optics). Of course, for time-of-ight considerations, this will have no
eect. Such considerations (eg. detector reset time, detector blinding, and timing)
are outside of the current design considerations. Again, we are just concerned with
speckle eects of such a system at this time.
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Figure 3-6: Eect on imaging system average transverse speckle size (d
?
) by the
eective aperture size (a) and system magnication (M) of a zoom optics imaging
system
To accurately simulate the subjective speckle, there are two primary things we
can do. The rst, if we look at equation 3.9, we see that we can adjust the parameter
f , the focal length of the system (which does change as the system goes from zoomed-
out to zoomed-in). Or, we can compensate by adjusting the aperture size. Adjusting
the aperture size is the easiest option. As long as our zoom-lens assembly collects a
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larger range of spatial frequencies than does the LADAR receiver optics, we can use
a simple iris to change the total eective aperture size of the system. Since we are
dealing with subjective speckle, it is simple to change the speckle pattern to adjust
for the dierences in f (focal length of just the LADAR receiver) that we would see in
the real-world and the f (focal length of LADAR optics coupled with the zoom-optics
system) that we would see in the simulator. Additionally, since the simulator will be
moving through a rather large eective magnication range, we will also be able to
adjust for M { a term that will not appear in the real world (since the zoom optics
of the LADAR system will not interact with the inverse-zoom optics of the simulator
in the real world, we need to nd a way to negate the eect that this apparatus has
on the subjective speckle pattern). The best way to do all of this, is to adjust the
parameter a. As stated before, a simple iris can do this quite well.
Laser Pulse Generator /
Target Illuminator
Adjustable Iris
Telescope 
(<1 Magnification)
Zoom Optics Image
Target Object on 
Multi-Axis Stage
Figure 3-7: Possible setup for LADAR simulation range
3.2.4 Simple Demonstration of Principle
A useful experiment, utilizing an aperture created by your hand and the lens in your
eye follows: 1) setup a HeNe laser in a dark room, 2) send the laser beam through a
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low-power microscope objective to fall incident on a wall a 3-4 yards away, 3) stand
opposite the wall, and look at the wall (since your lens is imaging the wall on your
retina, you are seeing the subjective speckle), 4) curl your index nger under your
thumb (the `okay' sign), 5) look at the wall through hole at the center of your curled
index nger, 6) now collapse the size of the hole until it almost disappears. What
you should have seen (although some people have a very diÆcult time imaging laser
speckle) is that the speckles get larger as the hole gets smaller (thereby decreasing a,
the eective aperture size). Next, keep the hole the same size, and walk toward the
speckle pattern, thereby changing f (and eectively changing M { since the shape of
your lens changes), you will notice a similar, and opposite change (the speckles get
smaller as you get closer). The same principles work for the more-complex system
described before.
Figure 3-8: Example subjective speckle pattern due to dierent aperture sizes and
dierent focal lengths. The apparent `graininess' correlates well with the simulation
of speckle seen in Chapter 2.
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Chapter 4
Conclusion
The backscattering models developed clearly accomplish the goals set out at the
beginning of this document. It is important to remark once again on the dierences
between the various approaches. The rst approach used a nearly full-eld solution,
although how we came about that solution was not through a thorough understanding
of the specic boundary conditions for the objects-under-test, but instead the general
qualities of point scatterers on those objects. The second method used our knowledge
of the statistical properties of speckle in order to mimic speckle (to look at speckle as
noise, rather than a signal used for the purpose of object-surface reconstruction). The
third method used a relatively straightforward propagation technique that looked at
the average amplitude and phase components of a eld transverse to the direction of
propagation. This technique allowed us to accurately model an already veried three-
dimensional imaging technique, and further allowed us to expand of the theory of
object reconstruction through laser-frequency diversity to a phase-shifting technique.
Through the use of an appropriate PSF for the third method, it is probable that
this model can be tailored to almost any imaging system or application. We also
looked at the speckle statistics associated with a possible LADAR simulator, which
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lead to the simple solution of aperture-size adjustment to compensate for subjective
speckle eects due to size and length dierences of a simulator and those of the
exo-atmospheric environment.
4.1 Where to go from here...
Unfortunately, due to the dissolution of the Laser Speckle Lab, the funding for build-
ing a 2COPS metrology tool did not materialize. However, this author rmly believes
that the 2COPS technique will work, and should be tested experimentally when the
funding and resources becomes available. The possible applications in forensics, mil-
itary science and industry are numerous and should be explored.
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