ABSTRACT Since the existence of fuzziness in the real world, uncertainty could be always present in the reasoning results. Therefore, how to tackle with the hesitation existing in the process of reasoning is a meaningful issue for the construction of the inference system. In this paper, a novel interval type-2 intuitionistic fuzzy neural network based on long-short term mechanism is proposed (LSTM-IT2IFNN). By means of interval type-2 intuitionistic set, the hesitation of reasoning is described and involved to determine fuzzy rules in inference system, by which the chosen of fuzzy rules not only considers the membership value but also non-membership degree. In order to handle the regression problems with long-term time dependency, long-short term mechanism is introduced into fuzzy neural networks, which can effectively improve the memory ability of long-term knowledge. Furthermore, by means of intuitionistic sets, an extended metacognitive learning mechanism is proposed for the adaptively online learning of network structure, where it achieves when, what, and how to learn from the sequential data. The performance of the LSTM-IT2IFNN is evaluated on different regression problems, including synthetic and real-world data. By comparing to existing algorithms, the experimental results show the efficiency and accuracy of the proposed scheme.
I. INTRODUCTION
In the real world, fuzziness and uncertainty always exist, such as uncertainty caused by human expert knowledge or external disturbance, which will eventually lead to the ambiguity of knowledge acquisition. In 1965, L.A.Zadeh put forward fuzzy sets [1] , which laid a foundation for dealing with information with uncertainty, fuzziness and inaccuracy. Since then, fuzzy theory has been widely applied in many fields, such as fuzzy logic [2] , fuzzy inference [3] and fuzzy control [4] . Subsequently, in order to further express the uncertainty in the membership value, Zadeh [5] proposed the concept of type-2 fuzzy sets. By defining the membership degree with fuzzification, type-2 fuzzy sets can express more complex semantics [6] . However, because of the high knowledge representation. Moreover, on the basis of neural networks structure, it has self-learning ability and strong parallel processing ability. Especially with the development and maturity of interval type-2 fuzzy sets, the research on the interval type-2 fuzzy neural networks (IT2FNNs) have been widely proposed [12] , [13] . As to the inference models, the learning and optimization methods [14] - [17] would be important for the performance of classification and regression. In 2008, Lin et al. [18] proposed an efficient selfevolving evolutionary algorithm, which used an elite-based structure strategy and a hybrid evolutionary algorithm to structural and parameter learning, respectively. Subsequently, Juang et al. [19] proposed an effective rule and fuzzy set generation algorithm for structural learning and a differentiated cost function for parameter learning [20] . In 2016, Gonzalez et al. [21] used interval type-2 fuzzy logic in edge detection methods to deal with the uncertainty of image processing in the real world, and the cuckoo search and the genetic algorithm were applied to optimize the fuzzy reasoning system. In 2017, based on the reduction of fuzzy logic and pseudo-distance interval type-2 fuzzy systems, Qin et al. [22] proposed an extended novel fuzzy method to solve the MCGDM problem in IT2FSs environment. In 2018, based on the interval type-2 fuzzy approach, Zhang et al. researched on the diverging reliable fuzzy filter design for a category of uncertain nonlinear discrete-time systems [23] .
Although the above algorithms effectively improved the learning efficiency of the inference models, they usually processed the raw data, which would reduce the response time of the model and increase the cost of calculation. With the development of artificial intelligence, human characteristics such as metacognition are applied into fuzzy inference system. And, some studies have shown the validation and effectiveness. In 2012, Savitha et al. [24] proposed a metacognitive learning framework to control the learning process of the network and achieved good results. Subramanian et al. [25] , [26] , and Das et al. [27] combined the metacognitive sequential learning algorithm with the neurofuzzy inference system to complete the classification task. In 2015, Das further improved the metacognitive learning algorithm by proposing a fully sequential metacognitive learning algorithm [28] . In 2017, based on metacognition theory, Pratama et al. [29] proposed a novel tool condition monitoring method and achieved the promising accuracy. Based on the line, in this paper, metacognitive learning algorithm is used to effectively decide what kind of learning, when and how to learn from self-adaption by deleting redundant samples, adding new rules and updating network parameters according to the existing knowledge in the samples.
Although the traditional fuzzy sets can express the fuzziness, however, since the existence of uncertainty, there is always hesitancy for the results of fuzzification. In 1986, on the basis of the concept of fuzzy sets, Atanassov first proposed non-membership function, which extended the fuzzy set to intuitionstic fuzzy sets (IFSs) [30] . It deals with uncertainty by taking the membership and non-membership of elements into account, where an additional uncertainty (hesitation) is considered. And, in 1989, Atanassov and Gargov [31] proposed the concept of interval-valued intuitionistic fuzzy sets, where they pointed out that interval-valued ones were equivalent to intuitionistic fuzzy sets. By means of the modeling ability to realistic uncertainty, IFSs have attracted wide attentions and been applied in various fields, such as medical diagnosis [32] , pattern recognitions [33] , decisionmaking [34] and image processing [35] . As an extension of IFSs, Eyoh et al. [36] combined the concept of intuitionistic fuzzy sets with the interval type-2 fuzzy logic, and proposed a novel prediction method. Subsequently, in [37] , an interval type-2 intuitionistic fuzzy logic system of Takagi-SugenoKang (IT2IFLS-TSK) was proposed to achieve time series prediction, which utilized more parameters than the classic type-2 fuzzy model. Furthermore, the decoupling extended Kalman filter (DEKF) was also used to optimize the parameters of IT2IFLS-TSK [38] . By introducing non-membership functions and intuitionistic fuzzy indexes, the functionality of fuzzy logic systems can be improved. Experiments have shown that intuitionistic mechanism has good effect on semantic expression and inferential capability. However, all the above works were mainly based on the fuzzy rule inference mechanism. As to long-term dependency problems, such as long-term time series prediction, fuzzy rules based would be unsuitable.
Time series widely exist in the social production and life, so the research on analysis of time series has great significance [39] . However, since the noises [40] and long-term dependency [41] in time series, the traditional learning and inference models would be affected. In 1997, long short-term memory (LSTM) mechanism was jointly proposed by Hochreiter and Schmidhuber, which was a method that used memory function to enhance neural ability [42] . As a special RNN structure, LSTM enhances the original network structure into finer structure, and changes the weight of self-loop by adding input gate, forget gate and output gate. In this way, when the model parameters are fixed, the integral scales changes dynamically at different moments, thus solving the long-term dependence caused by gradient disappearance and gradient explosion. In 2013, Graves used the deep bi-directional LSTM recursive neural network for TIMIT voice database and achieved good processing effect [43] . Subsequently, Graves studied the application of DBLSTM as an acoustic model in the standard neural network-HMM hybrid system [44] . In 2015, Shi et al. [45] proposed the convolutional LSTM by extending the fully connected LSTM to have convolution structures in the input-to-state and state-tostate transitions, and constructed an end-to-end precipitation prediction model . In 2016, by using convolutional and LSTM recurrent units, Ordónez et al. [46] proposed a general depth framework to implement public activity identification.
In this paper, we propose a novel interval type-2 intuitionistic fuzzy logic inference system based on LSTM-neural network learning ability (LSTM-IT2IFNN). In the process of scaling and adjusting the membership and non-membership functions of the fuzzy sets, the hesitation is discussed, by which a synergistic ability to process the imprecise and fuzzy information is obtained. Based on long short term memory mechanism, a local feedback structure is implemented to achieve a recurrent ability in time dimension, by which it is more effective in dealing with temporal problems. The learning process is adjusted online based on BP algorithm. Metacognitive learning algorithms guide the learning process of LSTM-IT2IFNN, where a completely sequential learning algorithm is achieved that each sample only learned once before being discarded. The use of metacognitive learning algorithms improves the ability of inference system to capture the underlying data distribution and avoid overfitting. Compared with the existing works, the performance of LSTM-IT2IFNN is validated using both human and real-world data sets.
The main contributions of this paper include: 1) By introducing LSTM into the intuitionistic fuzzy neural network, the connection between fuzzy data in temporal dimension is established, by which the inference ability for time dependence problems is effectively improved; 2) based on the intuitionistic fuzzy, the completely sequential metacognitive learning algorithm is improved, where the influence of hesitation is taken into account in the process of obtaining the fuzzy rules; 3) The dynamic structural evolution of the intuitionistic fuzzy neural network is firstly achieved, where the network structures including the membership and non-membership adaptively adjusts online according to the input samples, which can quickly adjust the reasoning system to improve learning efficiency.
The rest of this article is organized as follows. In the second part, the basic concept of intuitionistic fuzzy sets is introduced. In the third part, the proposed model is constructed. In the fourth part, the learning of structure and parameter is present. In the fifth part, a performance review of LSTM-IT2IFNN is provided. In the sixth part, a conclusion and the future direction are discussed.
II. PRELIMINARIES A. INTUITIONISTIC FUZZY SETS (IFS)
Intuitionistic fuzzy sets are defined as follows:
Definition 1 [30] : Let X be the domain of determinism, then an intuitionistic fuzzy set A on X is: 
The intuitionistic fuzzy set A can be simply written as A =< x, µ A (x), γ A (x) >, and clearly each general fuzzy subset corresponds to the intuitionistic fuzzy set
For every intuitionistic ambiguity in X , we call π A (x) = 1 − µ A (x) − γ A (x) the intuition index of X in A, which is a measure of X 's Hesitation degree to A. Obviously, for every x ∈ X , 0 ≤ π A (x) ≤ 1, and for every general fuzzy subset of
B. TYPE-2 INTUITIONISTIC FUZZY SETS (T2IFS)
Definition 2 [35] : For type-2 intuitionistic fuzzy sets, the characteristic is the boundary function of membership degree and the boundary function of non-membership degree, which are defined asμÃ * (x), µÃ * (x),νÃ * (x) and νÃ * (x). All elements meet the constraints: 0 ≤μÃ * (x) + µÃ * (x) ≤ 1 and 0 ≤ νÃ * (x) + νÃ * (x) ≤ 1.
For each x ∈ X , there exists a third-party tuple π A (x) called as IF-index or hesitation, which is related to membership degrees and non-membership degrees.
The two IF-indexes used in this study are the IF-index of center and the IF-index of variance [47] defined as:
where
III. MODEL
The LSTM-IT2IFNN proposed in this paper implements the TSK fuzzy inference mechanism and adopts metacognitive sequential learning algorithm, where the main goal is to find the function relation between the input feature and the output. In this section, the network structure of the proposed scheme is described. It is assumed that there is a total of T samples for learning, the current samples are denoted as t, each sample contains n inputs and m outputs, the current input is denoted as i, and the current output is denoted as j. The total number of rules in the inference system is denoted as K and the serial number of a particular rule is denoted as k. Before the sample t enters the network, the number K of rules already exist in the network, and a new rule would be numbered K +1. As shown in figure 1, LSTM-IT2IFNN consists of five layers, including input layer, fuzzification layer, spatial firing layer, time firing layer and output layer. In the fuzzification layer, Gaussian membership function is used to calculate the degree of membership and non-membership. The spatial firing layer is used to reduce the dimensions of membership and non-membership obtained by the fuzzy layer. The time firing layer establishes relationships at the time level for the data. The nodes in the output layer use center-based defuzzification to obtain the output.
The inference mechanism to present the sample x(t) of samplet is as follows:
Layer 1 (Input Layer): This layer consists of n nodes, each of which represents an input function. The function of the input layer is to pass the input directly to the fuzzification layer. The output of the ith input node is: 
Layer 2 (Fuzzification Layer):
For each clear input x i (t), the corresponding node in each rule will be fuzzed. Therefore, in this layer, there will be nK fuzzy nodes. The input of each node is fuzzy by using interval type-2 intuitionistic fuzzy sets, and the value of membership degree and non-membership degree is obtained. When the ith input passes through the corresponding node of rule k, the node is shown in figure 2 . The current node can be expressed as:
Here, the intervals [µ ik ,μ ik ] and [ν ik ,ν ik ] formed byμ ik , µ ik , ν ik and ν ik are used to describe the intensity of membership and non-membership. Although there are various membership functions, such as triangular and trapezoid function, on the strength of continuously differentiable characteristics, Gaussian function is more applicable for the adaptive self-learning problem. Therefore, Gaussian function has been the most commonly used membership function in the research field of the fuzzneural system based on interval type-2 sets. In this study, Gaussian membership function with uncertain standard deviations are used to express membership function (4), (5) and non-membership function (6), (7), which are defined as follows:
Layer 3 (Spatial Firing Layer): This layer consists of K nodes, each of which represents the firing strength of the current rule. The firing strength of a rule is calculated by using the fuzzy multiplication of the algebraic product of the membership functions under the same rule. The formula can be expressed as:
Here, F kμ , F kµ , F kν and F kν respectively represent the intensity of the upper membership function, the lower membership function, the upper non-membership function and the lower non-membership function.
F kν =ν 1k * ν 2k * · · · * ν nk (10)
Layer 4 (Time Firing Layer):
This layer is composed of K nodes. Each node in this layer is a cyclic rule node, forming an internal feedback loop. When sample enter at time t, the output of cyclic rule node depends not only on the current time firing intensity F k , but also on the intensity F k (t − 1). The cyclic process uses the LSTM, whose main mechanism is to control the long-term state C through three gates. At time t, it has three input values: the input value F k (t) of the network at the current time, the output value h k (t − 1) of LSTM at the last time, and the cell state c k (t − 1) at the last time. It has two output values: the current time LSTM output value h k (t) and the current time cell state c k (t). The specific calculation process is as follows:
e z +e −z . And, f k (t) is the forget gate of LSTM, which determines the unit state c k (t − 1), i.e. the previous moment remains; i k (t) is the input gate, which determines the input F k (t) of the network at the current time; ct k (t) is used to describe the current input; o k (t) is the output gate, which controls the output of the cell state c k (t) to the current output value h k (t).
Layer 5 (Output Layer): This layer uses weighted average de-fuzzy technology to calculate the output of the inference system. The network prediction output after defuzzification is:
where, β, w µk , and w νk are all weight parameters. w µk and w νk are used to defuzzification. The parameter β ∈ [0, 1] are used to assign the proportion of membership and nonmembership. Obviously, if β = 0, the system output is calculated using only membership functions, and when β = 1, only non-membership functions contributes to the system output.
IV. LEARNING ALGORITHM
In this section, we will introduce the sequential learning algorithm of the inference system for both parameters and structure in detail. The goal of the learning algorithm is to find the suitable rules so that the functional relationship between input and output can be approximated effectively.
In the sequential learning algorithm, the training samples are presented to the network only once, and the network adjusts the structure and parameters according to the obtained knowledge from the samples. In this paper, we use the prediction error and spherical potential generated after the sample t to adjust the proposed inference system. The conditional thresholds include adding threshold E a , deleting threshold E b and membership threshold E s .
According to the description in Section Model, data can be expressed as {(x(1),ŷ(1)), (x(2),ŷ(2)), · · · , (x(t),ŷ(t))}, where x(t) = [x 1 (t), x 2 (t), · · · , x i (t), · · · , x n (t)] is the n-dimensional input vector at the time t, andŷ(t) is the m-dimensional output vector at the time t, expressed asŷ(t) = [ŷ 1 (t),ŷ 2 (t), · · · ,ŷ m (t)]. Assume that there is a functional relationship between input and output (x →ŷ):
The goal of LSTM-IT2IFNN is to find the relationship between input and output by building a system to approximatef [x(t)]. For a given input x(t), the predicted output is expressed as:
where θ represents the set of all parameters in the system. The error e(t) = [e 1 (t), e 2 (t), · · · , e m (t)] at time t is defined as the difference between the actual output and the predicted output.
In order to measure the difference, we adopt two methods: prediction error and spherical potential. The prediction error is defined as the distance between the actual output and the predicted output of the current sample:
The spherical potential is a direct measure of novelty in the current sample. In interval type-2 fuzzy neural network, it is usually defined as the average distance between the current samples and the significant contribution rule in high-dimensional feature space [28] . Due to the uncertainty caused by the fuzzy function itself and the lack of information when generating the firing strength of the rule, the spherical potential calculated by using the traditional method cannot fully measure the novelty of the current sample. Therefore, on the basis of the intuitionistic fuzzy sets theory, we further measure the firing strength of each rule to a sample through non-membership degree. The calculation of the spherical potential is extended to
where N F represents the number of significant contribution rules in the network. A significant contribution rule is defined when the membership of a rule F kµ (t) > 0.1, and the nonmembership of the rule F kν (t) < 0.05. Here, F kµ (t) is the mean of upper bound of membership function F kμ (t) and lower bound of membership function F kµ (t), and F kν (t) is the upper bound of non-membership function. In this paper, the network would be updated from three aspects: sample deletion, rule addition and parameter update. The relation between them and conditional threshold is shown in Figure 3 , where regions A, B, C represent the conditions satisfying the strategies of Sample Deletion, Rule Addition, Parameter Update, respectively.
A. SAMPLE DELETION
When the prediction error of the current sample is less than the deleting threshold E b , the knowledge existing in the inference system can summarize the knowledge of the sample. Therefore, the sample does not need to be learned and be removed from the sample group. A lower deleting threshold (close to zero) results in no samples to be deleted and reduces the efficiency of the inference system. And, a higher threshold results in frequent pruning of the samples and leads to poor approximation ability. 
B. RULE ADDITION
If the prediction error generated by the sample is high and the spherical potential obtained in the network calculation is low, then a new rule is added to the network. The rule addition condition is given as follows:
E(t) > E a and ψ(t) < E s
The adding threshold E a and membership threshold E s are adaptive thresholds added by control rules. A low E s value and a high E a value indicate the higher resistance to the rule addition. When the new rule is added to the network, E a and E s would be adaptively adjusted as follows:
where α E is the slope parameter that determines the increase of the slope of E a , and α ψ is the slope parameter that determines the decrease of the slope of E s . By adaptive adjustment of the threshold, the inference system can reach the optimal state with fewer rules and covers more knowledge.
In the LSTM-IT2IFNN, when the prediction error and spherical potential at time t meet the requirements of rule addition, rule K + 1 is added to the network, and the initial values of parameters in rule K + 1 is specified as follows:
The rule center is initialized to the center of the sample at time t, that is:
The rule width and LSTM internal parameters are randomly initialized.
In [25] , it has shown that the initialization values of output weights should make full use of the positioning property of Gaussian membership function. Generally, in the sequential learning algorithm, the output weights are initialized to the error of the current sample [48] . However, after initializing the weight w k+1 , the predicted output y(t) with rule K + 1 should be the same as the actual outputŷ(t). Therefore, we initialize the weights of the output by considering the contribution of the new rule, which is given as follows:
The parameters in the proposed system are updated based on samples when sample deletion and rule addition are not involved. Rule center, width, LSTM internal parameters and output weights are updated based on gradient descent. At the same time, when the network parameters are updated, the deleting threshold and membership threshold are adaptive adjusted according to the following equations:
where E b is the deleting threshold.
The parameters update is divided into three parts. The first part is the update of weight parameters in Layer 5. The second part is to update LSTM internal parameters in Layer 4. The third part is the update of the intuitionistic fuzzy function in Layer 2.
Taking the single output as an example:
whereŷ t and y t represent the predicted output and real value, respectively. After learning the structure, the actual outputŷ t is calculated based on the newly evolved network structure.
In the LSTM-IT2IFNN, the error of each layer is calculated reversely and all parameters of the network are adjusted by gradient descent algorithm. The parameter updating rules are given as follows: (25) According to formula (18) , the gradient of w µk and w νk in Layer 5 is:
When calculating the gradient of parameters in LSTM node in the fourth layer network, there are two situations: 1) the error term is reverse transferred along time; 2) error term is transmitted along the network layers. At time t, according VOLUME 7, 2019 to formula (17) , the output value of Layer 4 is h (t). Firstly, the error term δ t at time t is defined, and the error of four weighted inputs of net f ,t , net i,t , net ct,t , net o,t is defined as
where w k represents w kµ or w kν , and it can be chosen by the actual calculation process.
Here
The error term is reversely transferred along time to obtain the error term δ t−1 at time t − 1, which can be obtained by equation (29):
From the above formula, we can obtain the formula to transfer the error term:
The gradient of each weight is obtained from the above formula. Since W fh , W ih , W cth , W oh , b f , b i , b ct , and b o have transmissions on the time axis, their weight gradient is the sum of the gradients at each moment, so their gradients are:
For W fx , W ox , W ix , W ctx does not need to be transmitted on the timeline, only related to the output of the previous layer, so its weight gradient can be directly calculated according to the corresponding error term, as follows:
The error term is obtained by reverse transfer of Layer 4
For different F k , δ t takes different values. So, for example, when we get
The error term of reverse transfer in Layer 3 is:
The error term finally transmitted to Layer 2 is expressed as:
In Layer 2, the gradient of center and width is calculated as follows:
In the same way: 
V. EXPERIMENTS
In this section, we evaluate the performance of LSTM-IT2IFNN by using artificial and real-world datasets. RootMean-Squared Error (RMSE) is mainly used to evaluate the performance, which is defined as follows:
where T is the number of samples,ŷ(t) and y(t) represent the actual output and the predicted output of samples at time t, respectively.
A. DYNAMIC SYSTEM IDENTIFICATION 1
First, we examine the performance of LSTM-IT2IFNN through a nonlinear dynamic system, which is widely used for the evaluation of neural networks:
u(t) is defined as formula (61). Since LSTM-IT2IFNN has the recurrent property, only the current state y p (t) and control input u(t) are fed as the inputs. The other past values are not used because their impact on output is remembered by the feedback structure. During the training process, LSTM-IT2IFNN use only 10 epochs and there are 900 time steps in each epoch. The input is a uniform sequence of about half of the 900 time steps and a sinusoid given for the remaining time.
After training, 4 rules are created and RMSE of the training data is 0.0341. 
Through the formula, we can get a corresponding relation between the input u and the output y in this experiment, which is shown as figure 4: Figure 5 shows the test results of LSTM-IT2IFNN, which shows the relationship between the actual outputs and the predicted outputs. The prediction accuracy can be observed from figure 6, which shows the error values between the actual outputs and the predicted outputs in this experiment.
In order to illustrate the effectiveness of the system, Table 1 shows the test results obtained by different existing models, including HO-RNFS [49] , DFNN [50] , RSON-FIN [51] , RIFNN [52] , RFNN [53] and RSEFNN-LF [19] . Both structure and parameter learning algorithm were used FIGURE 6. Differences between the real outputs and the LSTM-IT2IFNN outputs in example A. VOLUME 7, 2019 in the HO-RNFS and the RSONFIN. The DFNN was trained based on the concept of constraint optimization and the RIFNN proposed a recurrent loops structure, which could deal with the high-noise data. The RFNN expanded the ability to cope with temporal problems by adding time feedback connections. As a more mature system, the RSEFNN-LF generates fuzzy rules on-line via an efficient rule and fuzzy set generation algorithm. From Table 1 , one can obtain that, compared with the HO-RNFS and the DFNN, the LSTM-IT2IFNN can effectively approach system identification. Compared with the RSONFIN and the RIFNN, the LSTM-IT2IFNN applies the same rules to reduce more errors. Compared with the RFNN, the LSTM-IT2IFNN achieves a lower generalization error with fewer rules. In comparison with the two variants of the RSEFNN-LF, the proposed scheme also obtains the better performance. 
B. DYNAMIC SYSTEM IDENTIFICATION 2
Consider the other dynamic plant with longer input delays:
The current output of the plant depends on two previous outputs and four previous inputs. To test the identified result, the test signal used in example A is adopted. The corresponding relationship between function u and y p can be obtained through the formula, which is shown as figure 7 . During the operation, the training data and time step are the same as those used in example A, and only two external input values are fed to the input of LSTM-IT2IFNN. Three rules were generated after training, and RMSE of the training data is 0.0241. The prediction accuracy can be observed from Figure 8 , which shows the error values of the actual output and the predicted output in this experiment. Figure 9 shows the error value between the actual output and the predicted output in this experiment.
Next, we compare the performance of LSTM-IT2IFNN with the algorithms proposed in the literature. Table 2 shows the number of rules, training RMSE, and testing RMSE used by all the algorithms considered in this experiment. Besides some existing methods applied in the previous experiments, TRFN-S [54] and WRFNN [55] would also be utilized. TRFN-S is a kind of TSK-type recurrent fuzzy network with supervised learning, which divides the precondition part flexibility. As to WRFNN, it is wavelet-based recurrent fuzzy neural network based on the non-orthogonal and compactly supported functions. Since the feedback connection is added to form temporal relations, WRFNN can reduce the adjusted parameters. From the Table 2 , one can obtain that, compared with the existing methods, the LSTM-IT2IFNN achieves lower generalization errors with fewer rules.
C. MILES-PER-GALLON PROBLEM
This experiment uses real-world MPG dataset. The aim of the problem is to estimate the city-cycle fuel consumption in MPG. Data sets collected from the UCI machine learning library consists of 398 samples. LSTM-IT2IFNN randomly selects data for training and testing. As shown in figure 10(a) , among the six features, weight, acceleration and model year are taken as inputs to estimate fuel consumption in the MPG. As can be seen from the figure 10(b), LSTM-IT2IFNN achieved good predictive results.
In this experiment, the existing methods, including McIT2FIS [28] , the SEIT2FNN [13] and the RIT2NFS-WB [20] , are used. The McIT2FIS is a kind of evolving interval type-2 neuro-fuzzy inference system with metacognitive learning mechanism. The SEIT2FNN can avoid generate highly overlapping fuzzy sets by using an efficient fuzzy set reduction method. The RIT2NFS-WB incorporates the highly overlapped interval type-2 fuzzy sets, which can simplify the type reduction operation effectively. Table 3 shows the number of rules, training, and testing RMSE used by all the algorithms considered in this experiment. As can be seen from Table 3 , LSTM-IT2IFNN achieves a lower error with fewer rules.
D. STOCK AND FUTURE PREDICTION
Considering the high noises and concept drift, the price fluctuations of financial time series is difficult to be predicted. In the following two experiments, the proposed scheme will be verified by real-world financial data including stock and future time series, respectively. Firstly, the data set used is from the Shanghai Composite Index (SHCI). In this experiment, we selected the minute-level data as the original samples.
From July 1st to September 30th, 2016, the fluctuation of price is volatile as shown in Fig.11 . In this experiment, LSTM-IT2IFNN is applied to learn valuable information about stock movements to achieve the prediction. Here, the price values in the past three time points, i.e. [x(t − 5), x(t −3), x(t)] are utilized to predict the stock price in the sixth time point x(t + 6). In the stock price data sample, the data was processed, and 15360 data was compressed to 1590. The first 1509 data are used as the training set, and the last 81 data are used as the test set. When all samples are to be learned, a total of 3 rules are generated, and the final predicted mean square error is RMSE = 5.61773.
Furthermore, the LSTM-IT2IFNN is also implemented in the prediction of future market, where the data (Plumbum) in 30-minute level of the third quarter of July to September, 2017 as the samples. In the prediction process, the data at time t, t − 1, t − 2, and t − 3 are used as inputs, and the data at time t + 1 is predicted. A total of 5 rules were generated during the experiment, and the test results are shown in figure 12 , where the real data represented in blue and the predicted output in red. Figure 12(a) shows the relationship between the actual output and the predicted output, for a clearer view, figure 12(b) shows outputs for one month. Comparing the predicted output with the real data, RMSE=31.10233 can be calculated.
VI. CONCLUSION
This paper proposes an interval type-2 intuitionistic fuzzy LSTM-neural network, which is implemented in the regression problems. The intuitionistic fuzzy system is applied to tackle with the input data, by using which both membership and non-membership degree are utilized in the construction of inference systems. Since the involvement of non-membership degree, hesitation in the reasoning process can be present. Long short term mechanism can effectively improve the memory ability of learning model, which is incorporated into the proposed fuzzy inference system for the regression problem with long-term time dependency. Moreover, the metacognitive strategy is adopted to achieve the online learning of structure and parameters, including sample deletion, rule addition and rule update, to improve the adaptability and effectiveness of the proposed system, so as to achieve a concise network and better generalization performance. The validation of the proposed LSTM-IT2IFNN is evaluated using synthetic and real-world dataset including nonlinear dynamics, Miles-Per-Gallon problem and the financial time series. The experiment results show the proposed scheme produces a compact structure with good generalization performance.
