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Анотація. У статті розглянуто проблематику конфігурації грід-ресурсів для виконання приклад-
них обчислювальних задач у грід-середовищі. Запропоновано технологію автоматизованого нала-
штування оточення для виконання завдань у грід-середовищі з використанням технології віртуалі-
зації. Представлена архітектура побудови віртуального оточення для грід-застосувань. 
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Аннотация. В статье рассмотрена проблематика конфигурирования грид-ресурсов для выполне-
ния прикладных вычислительных задач в грид-среде. Предложена технология автоматизирован-
ной настройки окружения для выполнения задач в грид-среде с использованием технологии вирту-
ализации. Представлена архитектура построения виртуального окружения для грид-применений. 
Ключевые слова: грид-вычисления, виртуализация, архитектура. 
 
Abstract. The article considers the problems of configuring of grid resources to perform computational 
tasks in grid environment. Moreover it is suggested the technology of automated configuration environ-
ment to perform tasks in grid environment using virtualization technology. The architecture of a virtual 
environment for grid applications is introduced in the article. 
Keywords: grid computations, virtualization, architecture. 
 
1. Вступ 
Грід-обчислення представляють собою форму розподілених обчислень, в якій віртуальний 
суперкомп'ютер представлений у вигляді слабкозв’язаних гетерогенних обчислювальних 
ресурсів, з'єднаних за допомогою глобальної мережі і використовуваних для вирішення 
обчислювальних задач великої розмірності. Використання потужностей розподілених ре-
сурсів замість нарощування потужності локального ресурсу є економічно вигідним рішен-
ням. 
Грід-технології швидко розвиваються і широко використовуються для досліджень у 
різних галузях науки [1, 2]. Однак складність підготовки обчислювальних задач і конфігу-
рації середовища для виконання задачі на віддаленому комп'ютері залишається актуаль-
ною проблемою. Під середовищем розуміємо вимоги до програмного забезпечення (ПЗ), 
яке буде встановлено на обчислювальний ресурс для виконання задач. 
Поточні проблеми використання розподіленого грід-середовища полягають у: 
– складності адміністрування обчислювальних ресурсів грід-середовища; 
– проблемі розгортання ліцензійного програмного забезпечення на віддалених грід-
ресурсах та використанні відповідного ПЗ для виконання задач; 
– несумісності версій операційної системи (ОС), під управлінням якої працює обчи-
слювальний грід-ресурс, і операційної системи, необхідної для виконання прикладної об-
числювальної задачі користувачів грід-середовища. 
Платформи проміжного ПЗ EMI [3] не підтримують автоматизованої конфігурації 
середовища для виконання задачі. Існує проблема несумісності версії ОС з апаратними 
характеристиками грід-ресурсів. Необхідність виконувати обчислювальні задачі, викорис-
товуючи програмне забезпечення під ОС Microsoft Windows, у той час як проміжне ПЗ грід 
використовує ОС Linux. Виконання обчислювальних задач у грід-середовищі з викорис-
танням ліцензійного ПЗ та виконання задач з правами адміністратора сьогодні не є можли-
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вим у грід-середовищі. Це накладає суттєві обмеження на використання ресурсів грід-
середовища та зменшує їх доступність. 
Використання технології віртуальної машини дозволить сформувати віртуальний 
образ (VI) з налаштуваннями і використовувати його при запуску обчислювальних задач 
на грід-ресурсах, що також є вирішенням проблеми використання ліцензованого ПЗ при 
вирішенні задач у грід-середовищі. Важливим аспектом широкого впровадження грід-
технологій є забезпечення необхідного рівня якості обслуговування користувача, що для 
некомерційного середовища найчастіше визначається гарантованим часом успішного заве-
ршення обчислень. Також важливим аспектом є забезпечення ефективного розміщення 
сховищ образів віртуальних машин та алгоритмів планування, спрямованих на мінімізацію 
комунікаційних витрат. 
Метою статті є розробка технології розгортання віртуальних середовищ у грід ін-
фраструктури та архітектури побудови середовища автоматизованого обчислювального 
вузла, що зробить процес підготовки задачі більш гнучким і збільшить доступність ресур-
сів та послуг, які використовуються у грід-середовищі. 
 
2. Аналіз технологій використання віртуальних середовищ у грід-інфраструктурі 
Авторами було проведено дослідження існуючих технологій для використання віртуаль-
них середовищ у грід-інфраструктурі, а саме: Nimbus [5], skifGrid [6], Rainbow [7] та пакет 
програмного забезпечення "Віртуальний контейнер" [8]. Існуючі технології не дають пов-
ного вирішення проблеми, оскільки не забезпечують такі можливості: 
– завантаження віртуального образу на віддалений ресурс; 
– збереження VI в розподіленому репозиторії, включаючи засоби реплікації; 
– вибрати віртуальне середовище для виконання задачі; 
– виконання обчислювальних задач різних типів [9] та різних прикладних галузей; 
– оптимізація планування з урахуванням особливостей використання віртуалізації у 
розподіленому середовищі; 
– високорівневий інтерфейс користувача; 
– розширюваність. 
Нами було розглянуто проблему налаштування середовища для виконання обчис-
лювальних задач у грід-середовищі [4]. Запропоновано технологію автоматизованої конфі-
гурації грід-середовища на основі віртуалізації. Реалізація розробляється на основі фрейм-
ворку для розробки високорівневих грід-застосувань, що забезпечує API для виконання 
базових грід-операцій [4]. 
 
3. Сервіси фреймворку для розробки грід-застосувань 
Використання технології віртуальної машини дозволить сформувати віртуальний образ з 
налаштуваннями і використовувати його для запуску обчислювальних задач на грід-
ресурсах, що також є рішенням проблеми використання ліцензованого ПЗ при вирішенні 
завдань у грід-середовищі.  
Практична реалізація виконується на базі існуючого фреймворку для розробки грід-
додатків [10] з використанням технології, що розробляється. Користувачам грід-
середовища мають надаватися такі сервіси (рис. 1). 
Перегляд доступних ресурсів означає можливість перегляду та фільтрування спис-
ків елементів зберігання (SE), обчислювальних елементів (CE) та послуг віртуальної орга-
нізації (VO). 
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Рис. 1. Сервіси фреймворку для розробки грід-застосувань 
 
Фреймворк забезпечує можливість відправлення задачі для виконання у грід-
середовище. Сервіс для відправлення задачі включає в себе можливості повторного запус-
ку задачі на інший СЕ та зупинки виконання задачі. Перед відправленням користувачеві 
необхідно визначити набір параметрів задачі, а саме: 
– вибрати виконуваний файл задачі. Виконуваний файл задачі – виконуваний файл, 
який буде проводити розрахункову роботу на грід-ресурсі; 
– вказати назву файла результатів обчислення задачі. Результати виконання грід-
задачі автоматизовано завантажуються у вигляді файла з назвою, яку вказав користувач; 
– вказати адресу грід-ресурсу – адрес грід-ресурсу, на якому буде виконуватись за-
дача; 
– вказати назву задачі;  
– визначити тип задачі. Користувачу надається вибір програмних додатків, які мож-
на буде використати при виконанні задачі на відповідних грід-ресурсах; 
– визначити вимоги до CE. 
При необхідності користувач може детально вказати параметри середовища (архі-
тектуру середовища, ОС, RAM, HDD, CPU time). У випадку виконання грід-задачі з вико-
ристанням віртуального середовища на СЕ ресурсах повинен бути завантажений VI, якщо 
до цього він не був завантажений при виконанні попередніх задач. Параметри задачі у вну-
трішньому форматі специфікації відправляються до метапланувальника грід.  
Грід-фреймворком надається можливість відслідковувати статус задачі на всіх ета-
пах її виконання. 
Автоматизоване виконання грід-задач з використанням віртуального середовища на 
СЕ ресурсі забезпечується грід-сервісами. Реєстрацією грід-сервісів на СE ресурсах займа-
ється розробник грід-сервісів. 
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4. Технологія використання віртуалізації у грід-середовищі 
Нижче представлена технологія використання віртуалізації у грід-середовищі (рис. 2). 
 
Рис. 2. Технологія використання віртуалізації у грід-середовищі 
 
Під Grid-user мається на увазі користувач грід-порталу, який може використовувати 
різні операційні системи та браузери для доступу. Grid-user можуть бути користувачами, 
які мають права на використання грід-ресурсів організації. MyProxy server – онлайн репо-
зиторій для зберігання сертифікатів та видачі проксі-сертифікатів. Сервер Grid-framework 
– web-сервер, на якому розміщений портал. 
Проксі-сертифікат для запуску завдання створюється на стороні сервера засобами 
сервісів MyProxy [11]. Для використання довгострокових проксі-сертифікатів, що необхід-
но при запуску завдань зі значним терміном виконання, використовуються також сервіси 
MyProxy. 
 ISSN 1028-9763. Математичні машини і системи, 2017, № 3                                                                                 69 
Грід-фреймворком надається повноцінна підтримка грід-задач різного типу. Напри-
клад, ARC Nordugrid [12] і gLite [13], які включені як одні з основних постачальників про-
міжного ПЗ грід в EMI. В українській національній грід-інфраструктурі широко викорис-
товуються такі формати специфікації грід-задач: JSDL [14], ХRSL [15] та JDL [16]. 
Запити HTTPS від Grid-user включають ряд параметрів у форматі JSON [17]. Осно-
вні з них такі:  
– Name – назва грід-задачі; 
– Description – короткий опис грід-задачі; 
– Executable – параметр, який передає виконуваний файл задачі; 
– Server – параметр, який містить посилання на CE; 
– VirtualImage – параметр, потрібний для вибору та передачі віртуального образу до 
CE та SE ресурсів. 
Клієнтська сторона системи дозволяє користувачам грід-порталу використовувати 
різні платформи, включаючи мобільні пристрої. При використанні параметра VirtualImage 
до грід-задачі прикріплюється віртуальний образ, якщо вибраний VI завантажується впер-
ше, а також Dockerfile [18]. 
Подібно віртуальній машині докер запускає свої процеси у власній, заздалегідь на-
лаштованій операційній системі. Але при цьому всі процеси Docker працюють на фізично-
му грід-сервері, ділячи всі процесори і всю доступну пам'ять з усіма іншими процесами, 
запущеними фреймворком. Підхід, який використовується Docker, називається контейне-
ризацією.  
Docker machine – інструмент, що дозволяє встановлювати та управляти docker 
container на грід-ресурсах. 
Dockerfile містить набір інструкцій з аргументами. Dockerfile використовує звичай-
ний DSL [19] з інструкціями для побудови образів docker. Після цього виконується коман-
да docker build для побудови нового docker image з інструкціями dockerfile. Інструкції об-
робляються зверху вниз. Кожна інструкція додає новий шар в образ і фіксує зміни.  
Docker image – образ, збудований на основі ОС, з якого створюється контейнер. 
Кожен docker image складається з набору рівнів. Docker використовує Union File System 
для поєднання цих рівнів в один образ.  
Union File System або UnionFS – це файлова система, яка працює, створюючи рівні, 
що робить її дуже легкою і швидкою [20]. Docker використовує UnionFS для створення 
блоків, з яких будується контейнер. Docker може використовувати декілька варіантів 
UnionFS, включаючи AUFS [21], btrfs [22], vfs [23] і DeviceMapper [24]. 
Union file system складається з шарів (layers), накладених один на одного. Деякі ша-
ри захищені від запису. Наприклад, усі наші контейнери використовують загальні, захи-
щені від запису, шари, в яких знаходяться незмінні файли операційної системи. 
Для змінюваних файлів кожен із контейнерів буде мати власний шар. Docker вико-
ристовує такий підхід не тільки для ОС, але і для будь-яких загальних частин контейнерів, 
створених на основі загальних «предків» їх образів. 
Під час виконання грід-задачі, на основі вибраного VI, у docker контейнері створю-
ється віддалена ОС з потрібними для користувача налаштуваннями та додатками. Резуль-
тати виконання задачі будуть завантажені автоматично на клієнтську частину користувача. 
Grid-service developer має RDP [25] доступ до віддаленої ОС для розробки грід-сервісів. 
Під грід-сервісами розуміється сценарій автоматизованого виконання задачі в середині ОС 
docker контейнера. 
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5. Розширена архітектура фреймворку для створення грід-додатків 
На рис. 3 представлена архітектура фреймворку для створення грід-додатків із підтримкою 
сучасного проміжного ПЗ грід [3], яка була розширена такими модулями: модуль розмі-
щення образу та модуль планування з урахуванням використання VI. А також був розши-
рений модуль формування і зчитування формату специфікації. 
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Рис. 3. Архітектура побудови віртуального оточення для грід-застосувань 
 
Модуль розміщення образу визначає обчислювальний ресурс SЕ [4] для зберігання 
віртуального образу. Використовується при проектуванні схеми реплікації VI. 
Сервіси модуля планування з урахуванням використання VI реалізують автоматич-
ний пошук потрібного VI і вибір обчислювального ресурсу CE [4] для розгортання образу і 
виконання задачі. 
Підсистема моніторингу стану docker images відслідковує стан грід-задач, які були 
виконані на вибраному CE ресурсі. Механізм реалізації процесу розгортання на віддалених 
обчислювальних ресурсах реалізується за допомогою програмної платформи Docker. 
На рис. 4 представлено інтерфейс користувача фреймворку для розробки високорі-
вневих грід-застосувань. 
Реалізація серверної частини фреймворку виконувалась мовою програмування Java. 
Клієнтська частина реалізована з використанням JavaScript. Як веб-сервер використовуєть-
ся nginx [26]. 
Для оцінки ефективності підходу була розроблена модель процесу виконання за-
вдань у грід-середовищі з використанням технології віртуалізації на базі симулятора 
GridSim [27]. 
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Рис. 4. Інтерфейс користувача фреймворку для розробки високорівневих грід-застосувань 
 
Експерименти по оцінці часу на пересилку VI і даних про задачу з віртуальної ма-
шини на грід-ресурс проводилися в реальному середовищі за допомогою кросплатформної 
консольної клієнт-серверної утиліти iperf [28]. 
За отриманими результатами можна сказати, що часові витрати на виконання задачі 
у грід-середовищі з використанням віртуалізації (з встановленим VI на віддаленому ресур-
сі) не перевищують 5% у порівнянні з витратами на виконання задачі без використання 
віртуалізації у грід-середовищі. Однак відношення між часом виконання задачі у грід-
середовищі без використання технології віртуалізації і з використанням, але без встанов-
леного VI на віддалений обчислювальний ресурс, значно більше [4]. Витрати на пересилку 
VI можуть бути компенсовані за допомогою розробки схеми реплікації сховищ віртуаль-
них образів, а також алгоритму планування у грід-середовищі з урахуванням використання 
засобів віртуалізації. 
 
6. Висновок 
У статті запропоновано підхід для забезпечення доступності грід-ресурсів та сервісів через 
використання технології віртуалізації. Запропоноване рішення дозволяє грід-користувачам 
налаштувати необхідне середовище для виконання задач. Такий підхід підвищує рівень 
доступності грід-середовища. 
Технологія автоматизованої побудови віртуального оточення на розподілених від-
далених обчислювальних вузлах реалізується засобами інструментарію Docker [29]. Висо-
корівневий інтерфейс користувача для підготовки, відправлення та формування необхідно-
го середовища для виконання грід-задачі реалізується як розширення попередньо розроб-
леного фреймворку для виконання базових грід-операцій [10]. 
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Ефективна архітектура для розподільного зберігання віртуальних образів та алгори-
тми планування виконання грід-задачі з використанням віртуального оточення потребує 
подальшого дослідження. Ефективність запропонованої технології була оцінена шляхом 
проведення експериментів на основі імітаційної моделі, а також у реальному грід-
середовищі [4]. 
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