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ODE TRAJECTORIES AS ABNORMAL CURVES IN
CARNOT GROUPS
EERO HAKAVUORI
Abstract. We prove that for every polynomial ODE there exists
a Carnot group where the trajectories of the ODE lift to abnormal
curves. The proof defines an explicit construction to determine a
covector for the resulting abnormal curves. Using this method
we give new examples of abnormal curves in Carnot groups of
high step. As a byproduct of the argument, we also prove that
concatenations of abnormal curves have abnormal lifts.
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ODE TRAJECTORIES AS ABNORMALS 2
1. Introduction
A Carnot group is a simply connected nilpotent Lie group G whose
Lie algebra g admits a stratification g = g[1]⊕· · ·⊕g[s], i.e., a decompo-
sition such that [g[1], g[i]] = g[i+1] for all i = 1, . . . , s, where g[s+1] = {0}.
The dimension r = dim g[1] is called the rank of the Carnot group G
and the largest integer s such that g[s] 6= {0} is called the step. Let
End: L2([0, 1]; g[1])→ G, u 7→ γu(1)
be the endpoint map, where γu : [0, 1] → G is the horizontal curve
starting from the identity element e ∈ G with control u, i.e., the unique
absolutely continuous curve such that
d
dt
γu(t) = (Lγ(t))∗u(t) and γu(0) = e.
Here Lγ(t) : G→ G is the left translation Lγ(t)(g) = γ(t) · g.
The abnormal curves are the trajectories γu for critical points u ∈
L2([0, 1]; g[1]) of the endpoint map. Their significance arises from the
Pontryagin Maximum Principle, which separates potentially length-
minimizing curves in sub-Riemannian manifolds into two types: the
normal and the abnormal extremals, see e.g. [ABB20, Section 3.4] for
details. The normal extremals are well behaved, but the abnormal ones
are the subject of two important open problems of sub-Riemannian
geometry: the regularity of length minimizers and the Sard Conjecture,
see [Mon02, Section 10].
The regularity problem asks what is the minimal regularity of sub-
Riemannian length-minimizing curves. The issue is the existence of
strictly abnormal minimizers, see [Mon94], [LS95], [GK95] for some
examples. The abnormal curves in general have no regularity beyond
being Lipschitz, but nonetheless all known examples of abnormal length
minimizers are C∞-smooth. Many partial regularity results for length
minimizers exist, such as C∞-regularity in generic sub-Riemannian
structures of rank at least 3 [CJT06], analyticity on an open dense
subset of each minimizer [Sus14], nonexistence of corner type singular-
ities [HLD16], and C1-regularity in dimension 3 [BdSFPR18].
The Sard Conjecture is that the set of critical values of the endpoint
map should have zero measure, i.e., most points should not be reachable
from a fixed initial point with an abnormal curve. The set of critical
values is known as the abnormal set. A more restricted variant is the
Minimizing Sard Conjecture, where the abnormal curves are in addi-
tion required to be length minimizers. As with the regularity problem,
several partial results exist. For instance, the minimizing abnormal set
is contained in a closed nowhere dense set [Agr09], the abnormal set
is a proper algebraic or analytic subvariety in Carnot groups and po-
larized groups of particular types [LDMO+16], and in dimension 3 the
abnormal set is a countable union of semianalytic curves [BdSFPR18].
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Recently, both the regularity and Sard problems have seen progress
through the study of abnormal curves from a dynamical systems view-
point. A class of potentially minimizing abnormal curves in rank 2
sub-Riemannian structures was proved to have at least C1-regularity
[BCJ+20], and the Sard Conjecture was proved in Carnot groups of
rank 2 step 4 and rank 3 step 3 [BV20]. The idea common to both
articles is that differentiating the identities defining abnormal curves
leads to an ODE system that some reparametrization of the control of
the abnormal curve will satisfy. Then using normal forms for the re-
sulting ODEs, the authors of [BCJ+20] and [BV20] were able to prove
their respective claims by studying trajectories of finitely many explicit
ODE systems.
One reason for the success of the previous two articles was that
the dynamical systems were not completely arbitrary, but had some
properties that helped simplify the systems, such as the linear part
being a traceless matrix. The goal of this paper is to study the scope
of these dynamical systems within the setting of Carnot groups. The
underlying questions motivating this research are:
• Which dynamical systems can arise as the ODE systems of ab-
normal curves in Carnot groups?
• Which curves in Rr are the horizontal projections of abnormal
curves in Carnot groups of rank r?
The main result of this paper is that without fixing a specific Carnot
group to study, there are essentially no restrictions on the possible
dynamics of abnormal trajectories.
Theorem 1.1. Let P : G → TG be a polynomial vector field in a
Carnot group G of rank r. Then there exists a Carnot group F of
rank r and a surjective Carnot group homomorphism F → G such that
horizontal trajectories of the ODE x˙ = P (x) lift to abnormal curves in
F .
The Carnot group F in Theorem 1.1 may be taken to be a free Carnot
group whose step depends only on the degrees of the polynomials of
the ODE P , see Theorem 4.1 for the more precise version. Applying
Theorem 1.1 to the simplest possible Carnot groups G = Rr shows that
all trajectories of polynomial ODEs in Rr are the horizontal projections
of abnormal curves of Carnot groups of rank r. Several examples of
this type will be presented in Section 5. Theorem 1.1 can also be
viewed as an algebraic complexity counterpart to the metric complexity
result of [LDZ19] that arbitrary curves in Rr are well approximated by
horizontal projections of length minimizing curves of rank r Carnot
groups.
The ingredients used to prove Theorem 1.1 also produce an auxiliary
result that finite concatenations of abnormal curves have abnormal lifts.
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Theorem 1.2. Let G be a Carnot group of rank r. Then there exists
a Carnot group F of rank r and a surjective Carnot group homomor-
phism F → G such that for all abnormal curves α and β in G the
concatenation α ? β lifts to an abnormal curve in F .
A potentially useful feature of the method of Theorem 1.1 and The-
orem 1.2 is that the abnormal lifts satisfy the Goh condition, see e.g.
[ABB20, Section 12.3] for the definition. Moreover the groups F can
be chosen such that the abnormal lifts also satisfy even higher order
abnormality conditions such as the third order condition of [BMP19].
1.1. Structure of the paper. Section 2 lays the foundations needed
to prove the main results. The characterization of abnormal curves in
terms of abnormal polynomials is covered in Subsection 2.1. Subsec-
tion 2.2 recalls the Hall basis construction for free Lie algebras and fixes
the particular basis to be used in the rest of the paper. Subsection 2.3
describes how to use the fixed Hall basis to transfer abnormal poly-
nomials between Carnot groups of different step by treating them as
polynomials in a free Lie algebra. An important construction is the ac-
tion of a free Lie algebra as derivations on its polynomial ring. Finally,
Subsection 2.4 recalls the definition of a Poincaré series to facilitate
counting the number of monomials of given degrees.
The core of the proofs of the main theorems is covered in Section 3.
Subsection 3.1 reduces abnormality of a trajectory of an ODE to the
existence of a common factor in abnormal polynomials. Subsection 3.2
defines a quotient Lie algebra that eliminates irrelevant variables from
the abnormal polynomials. The key argument is in Subsection 3.3,
which rephrases finding a common factor as an eventually underdeter-
mined linear system. The proofs of the main theorems are concluded
in Section 4.
The final part of the paper in Section 5 is dedicated to constructing
examples of abnormal curves. The proof of Theorem 1.1 is condensed
into an algorithm and several examples are computed, showcasing some
possibilities and limitations of the algorithm.
2. Abnormal polynomials
2.1. Abnormal curves and polynomials. In addition to the char-
acterization as singular points of the endpoint map, abnormal curves
can also be defined as characteristic curves of the canonical symplectic
form on the cotangent bundle [Hsu92], see also [ABB20, Section 4.3.2].
In the setting of Carnot groups, right-trivialization of the cotangent
bundle transfers this characterization from the cotangent bundle to
the following description in terms of the Lie algebra, see [LDMO+16,
Section 2.3].
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Definition 2.1. Let G be a Carnot group and g its Lie algebra. Let
X ∈ g be a vector and λ ∈ g∗ a covector. The polynomial
P λX : G→ R, P λX(g) = λ(AdgX)
is called an abnormal polynomial. Here Adg ∈ GL(g) is the adjoint
map, i.e. the differential of the conjugation map G→ G, h 7→ ghg−1.
The abnormal polynomials were introduced with a different presen-
tation in [LDLMV13] and [LDLMV18] under the name “extremal poly-
nomial” for the purpose of characterizing abnormal curves. The pre-
sentation using the adjoint map was introduced in [LDMO+16]. The
characterization in [LDLMV13, Theorem 1.1] and [LDMO+16, Corol-
lary 2.14] is the following.
Lemma 2.2. A horizontal curve γ is abnormal if and only if there
exists a nonzero λ ∈ g∗ such that P λX ◦ γ ≡ 0 for all horizontal vectors
X ∈ g[1].
An important notion for curves in Carnot groups is the horizontal
lift. This allows transferring curves between different Carnot groups of
equal rank.
Definition 2.3. Let G and F be two Carnot groups and g and f their
Lie algebras. A Lie group homomorphism pi : F → G is a Carnot group
homomorphism if pi∗(f[1]) ⊂ g[1].
Definition 2.4. Let G and F be Carnot groups and let pi : F → G
be a Carnot group homomorphism. Let γ : (a, b) → G be a horizontal
curve in G. A curve γ˜ : (a, b)→ F is called a horizontal lift of the curve
γ, if γ˜ is horizontal in F and pi ◦ γ˜ = γ.
An important fact is that the horizontal lifts of abnormal curves are
themselves also abnormal curves, see [LDMO+16, Proposition 2.27].
The proof of the main result Theorem 1.1 will involve manipulating
the abstract abnormal polynomials P λX(g) = λ(AdgX) in coordinates
as concrete multivariate polynomials of a polynomial ring R[x1, . . . , xn].
Since the adjoint map Ad : G→ GL(g) is a Lie group homomorphism,
a convenient system of coordinates is given by exponential coordinates
of the second kind. For a basis X1, . . . , Xn of the Lie algebra g, the
exponential coordinates of the second kind are
Rn → G, (x1, . . . , xn) 7→ exp(xnXn) · · · exp(x1X1).
Lemma 2.5. In exponential coordinates of the second kind with respect
to the basis X1, . . . , Xn, the abnormal polynomial P λX has the formula
P λX(x1, . . . , xn) =
∑
i1,...,in
1
i1! · · · in!λ
(
adinXn · · · adi1X1 X
)
xi11 . . . x
in
n
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Proof. The claim follows directly by applying the two formulas
Adexp(Xi) exp(Xj) = Adexp(Xi) Adexp(Xj)
and
Adexp(xjXj) = e
adxjXj =
∑
i
1
i!
xij ad
i
Xj
to expand the expression P λX(x1, . . . , xn) = λ(Adexp(xnXn)··· exp(x1X1)X).

2.2. Hall sets. The coordinate formula of Lemma 2.5 for the abnor-
mal polynomials depends on the choice of the basis X1, . . . , Xn of the
Lie algebra. In the case of free Lie algebras, possible bases are well un-
derstood in terms of Hall sets, see the original construction in [Hal50].
The following definition is the one in [Reu93, Section 4.1], but with the
trees structured as in [Bou89, Ch II, §2.10].
Definition 2.6. Let A be a finite set and letM(A) be the free magma
on A, i.e., the set of all binary trees with leaves in A. For h1, h2 ∈
M(A), denote by (h1, h2) ∈ M(A) the binary tree whose left subtree
is h1 and right subtree is h2.
A Hall set on A is a totally ordered setH ⊂M(A) with the following
properties:
(i) All elements a ∈ A are in H.
(ii) Every tree h = (h1, h2) ∈ H satisfies h1, h2 ∈ H and h1 < h2
and h1 < h.
(iii) Every tree (h1, (h21, h22)) ∈ H satisfies h21 ≤ h1.
(iv) Every tree h ∈ M(A) with the properties of (ii) and (iii) is
contained in H.
The elements of H are called Hall trees. The degree deg(h) of a tree h
is its number of leaves.
Remark 2.7. The order constraint h1 < h in (ii) is sometimes imposed
in the stronger form that deg(h′) < deg(h) implies that h′ < h for
all h, h′ ∈ H. This stronger condition is used in much of the older
literature, such as the original construction of [Hal50] and in [Bou89].
See the discussion in [Reu93, Section 4.5] for the history and reasons
behind these different conditions.
Viewing the elements A as the generators of a free Lie algebra, each
Hall tree specifies some iterated Lie bracket of the generators and hence
an element of the free Lie algebra. By [Reu93, Theorem 4.9], any Hall
set on A defines a basis of the free Lie algebra on A.
Fixing a total order on the free magma M(A), a Hall set can be
defined by a recursively enumerating the trees satisfying the conditions
of Definition 2.6, see [Reu93, Proposition 4.1]. The only requirement
on the total order on the free magma is that h1 < h for any tree
h = (h1, h2). For the purposes of this article, the order will also need
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to be compatible with the degree. The following recursively defined
order will be used in the rest of the paper.
Definition 2.8. Let (A, <) be a totally ordered set and let M(A) be
the set of binary trees with leaves in A. The deg-left-right order on
M(A) is the total order extending < such that h < h′ for h, h′ ∈M(A)
if any of the following hold:
(i) deg(h) < deg(h′),
(ii) deg(h) = deg(h′) and h1 < h′1, or
(iii) deg(h) = deg(h′) and h1 = h′1 and h2 < h′2,
where
h =
{
(h1, h2), if deg(h) ≥ 2
h1, if deg(h) = 1
and h′1, h′2 are similarly the left and right subtrees for h′.
The deg-left-right Hall set for the free Lie algebra of rank r is the
Hall set constructed with the deg-left-right order on M({1, 2, . . . , r}),
where 1 < 2 < · · · < r is ordered in the standard way.
Each Hall tree h ∈ H ⊂M(A) has a corresponding Hall word w(h),
which is a word with letters in A. The Hall words are defined recur-
sively for h = (h1, h2) by concatenations w(h) = w(h1)w(h2) starting
from w(a) = a for each a ∈ A. The Hall words are in one to one
correspondence with Hall trees, see [Reu93, Corollary 4.5]. This cor-
respondence defines the deg-left-right order on the deg-left-right Hall
words.
Lemma 2.9. Let H be any Hall set such that the order is compatible
with the degree, i.e., such that deg(h) < deg(h′) implies h < h′. Then
the Hall words of degree ≥ 2 are exactly the words that factor as
(wk)
ik(wk−1)ik−1 · · · (w1)i1w,
where
(i) i1, . . . , ik ∈ Z+ are arbitrary exponents, and
(ii) w1 < w2 < · · · < wk < w are Hall words of lower degree.
(iii) either deg(w) = 1 or there are Hall words w′, w′′ such that
w = w′w′′, w′ < w′′ and w1 ≥ w′.
Moreover, the Hall tree for the Hall word (wk)ik(wk−1)ik−1 · · · (w1)i1w
describes the Lie bracket
adikXwk
· · · adi1Xw1 Xw.
Proof. The claim that the Hall words factor as in the statement is
straightforward. If h = (h1, h2) is a Hall tree of degree ≥ 2, then by
Definition 2.6 h1 < h2 and if h2 = (h21, h22), then h1 ≥ h21. Then w(h)
admits the factorization w(h) = w(h1)w(h2) and adXw(h1) Xw(h2) is the
corresponding Lie bracket.
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For the converse claim, let h be the binary tree described by a Lie
bracket adikXwk · · · ad
i1
Xw1
Xw with the words w1, . . . , wk, and w satisfying
the conditions (i)–(iii). Write the ad-sequence without exponents as
adikXwk
· · · adi1Xw1 Xw = adYn · · · adY1 Xw,
where n = i1 + · · · + ik, Y1 = . . . = Yi1 = Xw1 and so on. For each
i = 1, . . . , k, let hi be the Hall tree corresponding to the Lie algebra
element Yi and let h0 be the Hall tree for the element Xw, so that
h = (hn, (hn−1, (. . . , (h1, h0) . . .))). The claim that h is a Hall tree will
follow by induction showing that every tree h¯i := (hi, (. . . (h1, h0) . . .))
is a Hall tree. The case i = 0 holds by the choice of h0 = h¯0.
In the case i = 1, assumption (ii) implies that h1 < h0. If deg(w) > 1,
let h′ and h′′ be the Hall trees corresponding to the Hall words w′
and w′′, so that h0 = (h′, h′′). Then assumption (iii) implies that
h1 ≥ h′. By assumption the order is compatible with the degree, so
h1 < (h1, h0) = h¯1. Hence the tree h¯1 = (h1, h0) satisfies all the order
constraints of Definition 2.6 and is a Hall tree.
Suppose the claim holds up to some i ≥ 1. The tree h¯i+1 = (hi+1, (hi, h¯i−1))
then consists of Hall trees. The degree first comparison guarantees that
hi+1 < h¯i < h¯i+1. Combined with assumption (ii), this guarantees that
all of the order constraints hi+1 < (hi, h¯i−1), hi+1 < h¯i+1, and hi ≤ hi+1
are satisfied, so h¯i+1 is a Hall tree. By induction it follows that the tree
h = h¯n is a Hall tree, proving the claim. 
Example 2.10. In rank 2, the deg-left-right Hall words up to degree
6 are
1 < 2 < 12 < 112 < 212 < 1112 < 2112 < 2212
< 11112 < 21112 < 22112 < 22212 < 12112 < 12212
< 111112 < 211112 < 221112 < 222112 < 222212
< 121112 < 122112 < 122212 < 112212.
For the words of degree 6, the longest possible factorizations in the
form of Lemma 2.9 are
111112 = (1)5(2) 222112 = (2)3(1)(12) 122112 = (12)(2)(112)
211112 = (2)(1)3(12) 222212 = (2)4(12) 122212 = (12)(2)(212)
221112 = (2)2(1)2(12) 121112 = (12)(1)(112) 112212 = (112)(212).
2.3. Polynomials in free Lie algebras. In the proof of Theorem 1.1
it will be convenient to consider abnormal polynomials not as polynomi-
als in a single Carnot group G, but as abstract multivariate polynomi-
als that admit realizations as abnormal polynomials in several Carnot
groups. Fixing a basis X1, . . . , Xn of the Lie algebra g, the coordinate
formula of Lemma 2.5 realizes the identification of abnormal polyno-
mials as multivariate polynomials P ∈ R[x1, . . . , xn]. Fixing a Hall
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set H = {w1, w2, . . .} for the free Lie algebra fr of rank r then allows
viewing multivariate polynomials P ∈ R[xw1 , xw2 , . . .] as polynomials
in several Carnot groups of rank r at once, as will be described next.
Definition 2.11. Let H be a Hall set for the free Lie algebra fr of rank
r. Let G be a Carnot group of rank r, so its Lie algebra is the quotient
g = fr/I of the free Lie algebra fr by some ideal I ⊂ fr. The Carnot
group G is said to be compatible with the Hall set H, if the ideal I has
a basis consisting of elements of the Hall set.
Definition 2.12. Let H be a Hall set for a free Lie algebra fr and let
G be a Carnot group of rank r that is compatible with the Hall set H.
Let w1, . . . , wn be the complementary Hall words to the ideal defining
g, so that g = span{Xw1 , . . . , Xwn}. The exponential coordinates of
the second kind
Rn → G, (x1, . . . , xn) 7→ exp(xnXwn) · · · exp(x1Xw1)
are said to be adapted to the Hall set if wn > . . . > w1.
Definition 2.13. Let H = {w1, w2, . . .} be a Hall set for a free Lie
algebra fr. Let R[H] := R[xw1 , xw2 , . . .] be the weighted polynomial
ring with a countable number of generators, where the weight of the
variable xwi is the degree of the Hall word wi.
The above definitions allow identifying each polynomial in a Carnot
group compatible with a Hall set H with a unique polynomial in R[H].
Abnormal polynomials are not completely arbitrary polynomials how-
ever, so it will be relevant that the coordinate form of abnormal poly-
nomials is preserved by lifting to higher step groups.
Lemma 2.14. Let f be a stratified Lie algebra with a basis X1, . . . , Xn.
Let g be a stratified Lie algebra defined as a quotient of f by an ideal
I = span{Xm+1, . . . , Xn}. Let F and G be Carnot groups with Lie
algebras f and g respectively. Then for every vector X ∈ g and covector
λ ∈ g∗ there exist lifts X˜ ∈ f and λ˜ ∈ f∗ such that the abnormal
polynomials P λX in G and P λ˜X˜ in F have identical coordinate expressions
in exponential coordinates of the second kind with respect to the bases
X1, . . . , Xn and pi(X1), . . . , pi(Xm).
Proof. The lift of the covector is the pullback λ˜ := pi∗λ. The vector
X is lifted by setting the coefficients of the elements Xm+1, . . . , Xn to
zero. That is, if X =
∑m
i=1 xipi(Xi), then the lift is X˜ =
∑m
i=1 xiXi.
The projection pi : f → g is a Lie algebra homomorphism, so the
definitions of the lifts imply that
λ˜
(
adinXn · · · adi1X1 X˜
)
= λ
(
adinpi(Xn) · · · adi1pi(X1)X
)
.
Since pi(Xn) = . . . = pi(Xm+1) = 0, the formula of Lemma 2.5 implies
that the abnormal polynomial P λ˜
X˜
in G only contains monomials with
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variables x1, . . . , xm. Moreover by the same formula, the coefficient
of each monomial containing only variables x1, . . . , xm is exactly the
coefficient of the same monomial in the abnormal polynomial P λX in
H. 
In a Carnot group G, there is a natural action gy C∞(G) of the Lie
algebra g on the space of smooth functions G→ R, defined by extend-
ing a vector X ∈ g to a left-invariant vector field X˜(g) = (Lg)∗X and
using the action of vector fields as derivations on the space of smooth
functions. In coordinates this defines an action g y R[x1, . . . , xn] by
derivations also on the space of polynomials.
Definition 2.15. Let H be a Hall set for a free Lie algebra fr. Define
an action D : fr y R[H] via derivations by extending all the actions
gy R[x1, . . . , xn] as follows:
Let X ∈ fr be a vector and P ∈ R[H] a polynomial. Let xw1 , . . . , xwk
be all the variables of P and let G be any Carnot group compatible
with the Hall set H such that none of the basis elements Xw1 , . . . , Xwk
are quotiented away. Fix exponential coordinates Rn → G adapted to
the Hall set H, and let ι : R[x1, . . . , xn] ↪→ R[H] be the identification of
polynomials in G in coordinates with polynomials in R[H]. The action
D : fr y R[H] is defined by
D : fr × R[H]→ R[H], D(X,P ) := ι
(
pi(X)ι−1(P )
)
,
where pi : fr → g is the quotient projection, and pi(X)ι−1(P ) is defined
by the action gy C∞(G).
The well-posedness of Definition 2.15 critically relies on the assump-
tion that all the coordinates on the Carnot groups involved are adapted
to a single fixed Hall set. Without this assumption, the coordinate ex-
pressions of the actions g y R[x1, . . . , xn] are in general incompatible
with each other.
An extremely useful feature of the abnormal polynomials is how their
behavior under the action gy R[x1, . . . , xn] is linked with the structure
of the Lie algebra g. The following result is a rephrasing of [LDLMV18,
Theorem 1.1] and [LDMO+16, Proposition 2.22] using the linearity of
the abnormal polynomials P λY in the vector Y .
Lemma 2.16. Let G be a Carnot group and g its Lie algebra. Then
for every covector λ ∈ g∗ and all vectors X, Y ∈ g, the X-derivative of
the abnormal polynomial P λY is the abnormal polynomial XP λY = P λ[X,Y ].
In the proof of Theorem 1.1 it will be necessary to further simplify
the monomial coefficients of abnormal polynomials given by the for-
mula of Lemma 2.5. The following lemma is a criterion for when these
coefficients are as simple as possible for the deg-left-right Hall set.
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Lemma 2.17. Let w be a deg-left-right Hall word with factorization
w = w′w′′ and let xI = xi1v1 . . . x
i`
v`
be a monomial in R[H] such that
v1 < . . . < v` < w and v1 ≥ w′. Then vw := (v`)i` · · · (v1)i1w is a
deg-left-right Hall word and in exponential coordinates adapted to the
deg-left-right order the coefficient of the monomial xI in the abnormal
polynomial P λw is
1
i1!···i`!λvw.
Proof. By the explicit formula of Lemma 2.5 the coefficient of the mono-
mial xI in the abnormal polynomial P λw is
1
i1! · · · i`!λ
(
adi`Xv`
· · · adi1Xv1 Xw
)
.
By Lemma 2.9, the assumption that v1 < . . . < v` < w and v1 ≥ w′
guarantees that vw is a deg-left-right Hall word. The second part of the
lemma states the bracket adi`Xv` · · · ad
i1
Xv1
Xw is exactly the Hall basis
element Xvw, so
λ
(
adi`Xv`
· · · adi1Xv1 Xw
)
= λ(Xvw) = λvw. 
2.4. Poincaré series. The proof of Theorem 1.1 involves counting the
number of monomials of a given degree depending on some subset of the
variables xw in R[H]. A convenient form to manipulate these quantities
will be in terms of generating functions, i.e., in terms of Poincaré series.
Definition 2.18. Let W =
⊕∞
i=0Wi be a graded vector space with all
components Wi finite dimensional. The Poincaré series of the graded
vector space W is the formal power series
P (t) =
∞∑
k=0
(dimWk)t
k.
The Poincaré series of a weighted polynomial ring has a rather simple
expression as a rational function depending on the weights.
Lemma 2.19. Let r ∈ N and d ∈ N. Let w1 < . . . < wn be all the
Hall words of degree up to d in the free Lie algebra fr of rank r, and let
dk := deg(wk). The Poincaré series for the weighted polynomial ring
R[xw1 , . . . , xwn ] with weights d1, . . . , dn is given by the rational function
P (t) = 1/
n∏
k=1
(1− tdk) = 1/
d∏
k=1
(1− tk)dim f[k]r .
Proof. By [Bou68, Ch. V, §5.1, Proposition 1], the Poincaré series
for the weighted polynomial ring is given by the first formula P (t) =
1/
∏n
k=1(1− tdk). Since there are exactly dim f[k]r Hall words of degree
k, the second formula follows by grouping terms. 
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3. Common factors of abnormal polynomials
3.1. Link between ODEs and polynomial factors. The charac-
terization of abnormal curves in Carnot groups as curves contained in
the abnormal varieties leads to a strategy to prove Theorem 1.1 about
abnormality of ODE trajectories by searching for common factors in
abnormal polynomials. The first part is Lemma 3.1, which states that
given an arbitrary set of polynomials Q1, . . . , Qr, there exists some
polynomial Q in high enough step whose horizontal derivatives are
XiQ = Qi. This gives a method to construct a polynomial first inte-
gral Q for any polynomial ODE.
The second part is Lemma 3.2, which states that for an arbitrary
layer m < s, annihilating all abnormal polynomials P λX with X ∈ g[m]
is a sufficient criterion for abnormality. Hence if all the abnormal poly-
nomials of a given layer have a common factor Q, then all trajectories
within the variety Q = 0 are abnormal.
Lemma 3.1. Let H be a Hall set for the free Lie algebra fr of rank r
and let X1, . . . , Xr be the generators of fr. Then for every collection
of polynomials Q1, . . . , Qr ∈ R[H] there exists a polynomial Q ∈ R[H]
such that XiQ = Qi for all i = 1, . . . , r.
Proof. Define a linear map ϕ : fr → R[H] recursively by
ϕ(Xi) = Qi, i = 1, . . . , r
ϕ([X, Y ]) = Xϕ(Y )− Y ϕ(X),(1)
where Xϕ(Y ) and Y ϕ(X) are determined by the derivation action
fr y R[H] as defined in Definition 2.15. A routine computation with
the recursion formula (1) shows that ϕ([X, Y ]) = −ϕ([Y,X]) and
ϕ([X, [Y, Z]]) + ϕ([Y, [Z,X]]) + ϕ([Z, [X, Y ]]) = 0.
Since there are no relations in the free Lie algebra except for anticom-
mutativity and the Jacobi identity, it follows that the map ϕ is well
defined.
The action fr y R[H] is by derivations, so polynomials Xϕ(Y ) are of
lower (weighted) degree than polynomials ϕ(Y ). In particular, ϕ(f[k]r ) =
0 for all k > maxi deg(Qi) + 1. Let s ≥ 1 be the minimal index such
that ϕ(f[k]r ) = 0 for all k > s.
By the choice of the step s, the map ϕ induces a well defined linear
map fr,s → R[xw1 , . . . , xwn ], where fr,s is the free nilpotent Lie algebra
of rank r and step s, and w1, . . . , wn is the complete list of Hall words
of degrees 1, . . . , s. For ease of notation, the restricted map will also
be denoted by ϕ.
In the free Carnot group Fr,s of rank r and step s, consider the
differential one-form ω such that for any left-invariant vector field
X˜(g) = (Lg)∗X, the function g 7→ ω(X˜(g)) is exactly the function
ϕ(X) when computed in exponential coordinates adapted to the Hall
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set. That is, in these coordinates the one-form is defined for any vector
X ∈ TxFr,s by
ωx(X) := ϕ((Lx−1)∗X)(x).
For vector fields X˜, Y˜ : Fr,s → TFr,s, the classical formula for the
differential of a one-form states that
dω(X˜, Y˜ ) = X˜ω(Y˜ )− Y˜ ω(X˜)− ω([X˜, Y˜ ]).
For left-invariant vector fields X˜(x) = (Lx)∗X and Y˜ (x) = (Lx)∗Y the
above simplifies to
dω(X˜, Y˜ ) = Xϕ(Y )− Y ϕ(X)− ϕ([X, Y ]).
By the recursive definition (1) of the map ϕ, it follows that dω = 0,
i.e., the form ω is closed. Since Fr,s is simply connected as a Carnot
group, the closed form ω is exact, so there exists a smooth function
Q : Fr,s → R such that dQ = ω. The coefficients of the one-form ω are
all polynomial, so the smooth function Q is a polynomial. Moreover,
the polynomial Q has the desired property
XiQ = dQ(X˜i) = ω(X˜i) = ϕ(Xi) = Qi. 
Lemma 3.2. Let G be a Carnot group of step s and let 1 ≤ m < s.
Let γ : (a, b) → G be a horizontal curve whose closure γ((a, b)) ⊂ G
contains the identity e of the group G. If there exists a covector λ ∈ g∗
such that P λX ◦ γ ≡ 0 for all X ∈ g[m] and at least one of the abnormal
polynomials P λX is nonzero, then the curve γ is abnormal.
Proof. The claim will be proved by induction on the layer m. The
base case m = 1 follows from the characterization of abnormality by
abnormal polynomials. Suppose that the claim holds up to some layer
m < s− 1 and suppose that
(2) P λX ◦ γ ≡ 0
for every X ∈ g[m+1], and that at least one of the polynomials P λX is
nonzero.
By the explicit formula of Lemma 2.5, the abnormal polynomials P λX
for X ∈ g[m+1] do not depend on the components of degree less than
m + 1 of the covector λ. Hence without loss of generality it will be
assumed that λ(g[m]) = 0.
Fix an arbitrary Y ∈ g[m]. By Lemma 2.16, the horizontal derivatives
for X ∈ g[1] of the abnormal polynomial P λY are abnormal polynomials
P λ[X,Y ]. Since [X, Y ] ∈ g[m+1], assumption (2) implies that the abnormal
polynomial P λY is constant along the horizontal curve γ.
The property λ(g[m]) = 0 implies that P λY (e) = 0. Moreover, by
assumption e ∈ γ((a, b)), so by continuity of the polynomial P λY , it
follows that P λY ◦ γ ≡ 0. Since Y ∈ g[m] was arbitrary, the inductive
step is complete, and the claim follows. 
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Remark 3.3. The condition in Lemma 3.2 that at least one of the
abnormal polynomials P λX for X ∈ g[m] is nonzero can be equivalently
rephrased as the requirement that λ(g[≥m]) 6= 0, where g[≥m] = g[m] ⊕
· · · ⊕ g[s] is the m:th term of the lower central series of g.
3.2. A quotient eliminating higher degree variables. Not all
monomials appear in every abnormal polynomial even in arbitrarily
high step. For instance, the coefficient of the monomial x1 in P λX1 is al-
ways λ(adX1 X1) = 0. For a vector X in layer m of a free Carnot group
of step s, every monomial of degree at most s − m containing only
variables of degrees 1, . . . ,m − 1 appears in the abnormal polynomial
P λX for some covector λ. For monomials involving variables of degree m
and above there is no such guarantee. For this reason, the variables of
degree m and above will not be useful for the search of common factors
in abnormal polynomials, and it will be more convenient to eliminate
them completely.
Lemma 3.4. Let fr,s be the free nilpotent Lie algebra of rank r and
step s. Let m ∈ N and let g be the stratified Lie algebra defined by
quotienting fr,s by the ideal [f
[≥m]
r,s , f
[≥m]
r,s ], where f[≥m]r,s = f[m]r,s ⊕ f[m+1]r,s ⊕
· · · f[s]r,s is the m:th term of the lower central series of fr,s. Then in the
Carnot group G with Lie algebra g, every abnormal polynomial P λX with
X ∈ g[m] depends only on the variables of degrees 1, . . . ,m− 1.
Proof. By the formula of Lemma 2.5, if some abnormal polynomial
P λX contains a monomial xI = x
i1
1 · · ·xinn , then there exists a nonzero
bracket
adinXn · · · adi1X1 X 6= 0
in the Lie algebra g.
Let xI be any monomial that contains a variable xj of degree deg(xj) ≥
m, so ij > 0. By assumption Xj ∈ g[≥m] and X ∈ g[m], so
adXj ad
ij−1
Xj−1 · · · adi1X1 X = [Xj, ad
ij−1
Xj−1 · · · adi1X1 X] ∈ [g[≥m], g[≥m]].
By the construction of the Lie algebra g, the above bracket must
vanish. But then the longer bracket adinXn · · · adi1X1 X is also zero, so
the monomial xI cannot appear in any abnormal polynomial P λX with
X ∈ g[m]. 
3.3. The linear system for abnormal polynomial factors. For a
fixed polynomial Q and layer m ∈ N, the existence of a covector λ ∈ g∗
such that Q is a common factor for all the abnormal polynomials P λX ,
X ∈ g[m], defines a linear system as will be described in the proof of
Proposition 3.6. The linear system can be reduced to a form where the
number of equations grows slower than the number of variables when
increasing the step. Hence for a large enough step, the resulting linear
system is underdetermined and has nontrivial solutions.
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One reason for the slower increase of the number of equations is the
following lemma showing that at least one of the abnormal polynomials
in each layer can be freely chosen.
Lemma 3.5. Let m ≥ 2 be a fixed layer and s ∈ N a fixed step. Let
w be the minimal deg-left-right Hall word of degree m, i.e., the Hall
word w = 1m−12. Let G be the Carnot group whose Lie algebra is
the quotient g = fr,s/[f
[≥m]
r,s , f
[≥m]
r,s ] eliminating variables of degree m and
higher. Then for every polynomial P : G→ R of degree at most s−m
involving only variables of degrees 1, . . . ,m− 1, there exists a covector
λ ∈ g∗ such that P λw = P .
Proof. For each monomial xI , let xi1v1 · · · xi`v` = xI be the decomposition
such that v1 < · · · < v`. Denote by v(I) := (v`)i` · · · (v1)i1 the resulting
word. The factorization of the minimal Hall word w = 1m−12 into two
Hall words is w = (1)(1m−22). Since 1 is the minimal deg-left-right
Hall word, every monomial xI satisfies the condition in Lemma 2.17.
Therefore for every monomial xI , the word v(I)w is a Hall word, and
the abnormal polynomial P λw has the particularly simple form
P λw(x) =
∑
I
1
I!
λv(I)wx
I ,
where I! = i1! · · · i`! for each tuple I = (i1, . . . , i`). Since the coefficients
λv(I)w are all distinct, the required covector is defined by the monomial
coefficients of the target polynomial P . 
Proposition 3.6. Let H be the deg-left-right Hall set on the free Lie
algebra of rank r. Let Q ∈ R[H] be a nonzero polynomial containing
only variables of degrees at most m−1. Then there exists a step s ≥ m
and a covector λ ∈ f∗r,s such that Q is a common factor of all abnormal
polynomials P λX for X ∈ f[m]r,s , and at least one of these abnormal poly-
nomials is nonzero. Moreover, the step s only depends on the rank r,
the integer m, and the degree of Q, but not on the polynomial Q itself.
Proof. Fix a step s ≥ m, which will be specified more precisely later.
Consider the Carnot group of step s whose Lie algebra is the quotient
g = fr,s/[f
[≥m]
r,s , f
[≥m]
r,s ] eliminating variables of degreem and higher. Then
by Lemma 3.4, all abnormal polynomials P λX for X ∈ g[m] in G only
depend on the monomials with terms xw of degree at most deg(w) ≤ m.
Moreover, by Lemma 2.14, if the claim of the proposition holds in the
quotient Carnot group G, then the claim also holds in the free Carnot
group of rank r and step s.
Denote d := dim g[m] and let w1 < . . . < wd be all the deg-left-right
Hall words of degree m. Denote q := deg(Q) and define for each Hall
word wi a generic polynomial
Sνi :=
∑
|I|≤s−m−q
νi,Ix
I
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of (weighted) degree s − m − q with indeterminate coefficients νi,I .
Consider the homogeneous linear system
P λwi = S
νiQ, i = 1, . . . , d
in the variables λ, ν.
By Lemma 3.5, the abnormal polynomial P λw1 for the minimal deg-
left-right Hall word w1 = 1m−12 can be freely chosen. This defines
some of the unknowns λw in terms of the indeterminates ν1,I . Adding
in an arbitrary substitution of the rest of the λw variables from other
equations of the system gives a substitution λ = λ(ν) such that at least
the identity P λ(ν)w1 = Sν1Q becomes trivial. Hence the substitution leads
to a reduced system in the variables ν and the equations
(3) P λ(ν)wi = S
νiQ, i = 2, . . . , d.
Since the system is homogeneous, it always has the zero solution.
The existence of a nontrivial solution in a large enough step s will be
proved by counting the number equations and variables. For each i =
2, . . . , d, every monomial xI appearing in the polynomial P λ(ν)wi − SνiQ
contributes one constraint on the variables ν. Hence the number of
equations is at most d−1 times the number of monomials of degree up
to deg(P λ(ν)wi − SνiQ) ≤ s − m. The number of variables is instead d
times the number of monomials of degree up to deg(Sνi) = s−m− q.
By Lemma 2.19, the Poincaré series for the number of monomials in
the variables of degrees 1, . . . ,m− 1 is
P (t) = 1/
m−1∏
k=1
(1− tk)dim f[k]r =:
∑
k=0
Nkt
k.
In terms of the series coefficients Nk, the number of equations is at
most
Es := (d− 1)
s−m∑
k=0
Nk =
s∑
k=m
(d− 1)Nk−m
and the number of variables is
Vs := d
s−m−q∑
k=0
Nk =
s∑
k=m+q
dNk−m−q.
A telescoping argument gives the identities
(d− 1)tmP (t) =
∞∑
k=m
(d− 1)Nk−mtk =
∞∑
k=0
(Ek − Ek−1)tk
and
dtm+qP (t) =
∞∑
k=m+q
dNk−m−qtk =
∞∑
k=0
(Vk − Vk−1)tk.
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That is, the difference Vs −Es is the partial sum
∑s
k=0Ck of the coef-
ficients of the series
∆(t) =
∞∑
k=0
Ckt
k := dtm+qP (t)− (d− 1)tmP (t)
= tmP (t)− dtm(1− tq)P (t).
The rational function P (t) has a pole at t = 1 with limt→1− P (t) =
∞. Since (1 − tq)P (t) ' (1 − t)P (t) is of higher order than P (t) at
t = 1, it follows that ∆(t) ' P (t) near t = 1. In particular
∞∑
k=0
Ck = lim
t→1−
∆(t) =∞.
That is, the partial sums Vs − Es =
∑s
k=0Ck tend to infinity, so there
exists some large enough s ∈ N for which the number of variables Vs is
strictly bigger than the upper bound Es for the number of equations.
For such a step s, the linear system (3) is underdetermined and has a
nontrivial solution ν 6= 0, defining a solution covector λ(ν) ∈ g∗. Since
ν 6= 0, at least one of the polynomials Sνi is nonzero. By assumption Q
is nonzero, so it follows that at least one abnormal polynomial P λ(ν)wi =
SνiQ is nonzero.
The final claim on the dependence of s follows from the construction
of the coefficients Ck through the generating function ∆. The rational
function ∆ was determined by the integers r, m, q = deg(Q), and the
dimensions of the layers f[1]r , . . . , f[m]r of the free Lie algebra of rank r.
The dimensions of the layers are completely determined by r, so the
claim follows. 
4. Proofs of the main theorems
4.1. Abnormality of ODE trajectories. In Theorem 1.1 the Carnot
group F is only concerned with the degree of the polynomial ODE and
not the particular ODE itself. Making this dependency explicit leads
to the following stronger statement.
Theorem 4.1. For every r ≥ 2 and d ∈ N there exists s ∈ N such that
the following holds:
Let P : G→ TG be a polynomial vector field in a Carnot group G of
rank r and let P =
∑n
i=1 PiX˜i be its expansion in a left-invariant frame
X˜i of vector fields adapted to the stratification on G. Suppose that the
polynomials Pi : G→ R for the horizontal components i = 1, . . . , r have
bounded degree deg(Pi) ≤ d. Then all the horizontal trajectories of the
ODE x˙ = P (x) lift to abnormal curves in the free Carnot group Fr,s of
rank r and step s.
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Proof. By the expansion of the vector field P in the left-invariant frame,
if x : (a, b) → G is a horizontal trajectory of the vector field P , then
the derivative of the trajectory is
(4)
d
dt
x(t) = P (x(t)) =
r∑
i=1
Pi(x(t))X˜i(x(t)).
Since the statement of the theorem only concerns horizontal trajecto-
ries there is no loss of generality in assuming that the other coefficients
Pr+1, . . . , Pn are all zero. Then the vector field P has a well defined lift
from G to a horizontal vector field P˜ in the free Carnot group of rank
r and step equal to the step of G, and all horizontal trajectories of P
lift to trajectories of the vector field P˜ . Hence the claim holds if and
only if the claim holds when G is a free Carnot group. In particular,
there is no loss of generality in assuming that G is a Carnot group
that is compatible with the deg-left-right Hall set H. By considering
coordinates adapted to the Hall set H, the polynomials P1, . . . , Pr are
identified with elements of R[H].
Let Q1, . . . , Qr ∈ R[H] be polynomials such that not all Qi are zero,∑
PiQi = 0, and maxi deg(Qi) ≤ maxi deg(Pi) ≤ d. By Lemma 3.1,
there exists a polynomial Q ∈ R[H] such that XiQ = Qi. Let x(t)
be a horizontal trajectory of P whose closure contains the identity.
Since
∑
Pi(XiQ) = 0, the identity (4) implies that the polynomial Q
is constant along the horizontal trajectory x(t). Adding in a constant
if necessary, there is no loss of generality in assuming that Q(x(t)) ≡ 0.
From the construction of Lemma 3.1, it follows that the polynomialQ
only contains variables of degrees at most maxi deg(Qi)+1 ≤ d+1 and
the degree deg(Q) is bounded by the same quantity. Let m := d + 2.
By Proposition 3.6, there exists some high enough step s ≥ m and
a covector λ ∈ f∗r,s such that the polynomial Q is a common factor
for all abnormal polynomials P λX for X ∈ f[m]r,s . Since the closure of the
trajectory x(t) by assumption contains the identity, Lemma 3.2 implies
that the trajectory x(t) has an abnormal lift in the free Carnot group
Fr,s.
For an arbitrary horizontal trajectory x(t) of the vector field P in
G, let z ∈ G be any point in the closure of the trajectory, and let
y(t) := Lz−1x(t) be the left translation of the trajectory x(t). The
derivative of the translated trajectory is
d
dt
y(t) =
r∑
i=1
Pi(x(t))
(
(Lz−1)∗X˜i(x(t))
)
=
r∑
i=1
Pi(Lzy(t))X˜i(y(t)).
Since left translations preserve the degrees of polynomials, the earlier
argument implies that there exists a polynomial Qz ∈ R[H] such that
Qz(y(t)) ≡ 0 and the degree of Qz and maximum degree of variables of
Qz is again strictly less than m. Repeating the rest of the argument,
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Proposition 3.6 implies that the trajectory y(t) also has an abnormal
lift in the free Carnot group Fr,s for the same step s ≥ m as before.
Since abnormality is preserved under left translation, it follows that
the original horizontal trajectory x(t) of P : Fr,s → TFr,s lifts to an
abnormal curve in F , proving the claim. 
An explicit value for the abnormality step s of Theorem 4.1 can
be computed from the rank r and degree bound d as described in
Algorithm 5.1. The resulting values of s for some of the smallest values
of r and d are collected in Figure 1.
4.2. Concatenation of abnormals.
Proof of Theorem 1.2. Let r be the rank of G and let s be the nilpo-
tency step of G. Since the abnormal curves in G lift to the free Carnot
group Fr,s of rank r and step s, replacing G with Fr,s if necessary,
there is no loss of generality in assuming that G is compatible with the
deg-left-right Hall set H.
Let α : [a, b] → G and β : [c, d] → G be two abnormal curves. The
concatenation α ? β : [a, b − c + d] → G in the group G is defined by
translating β(c) to α(b) and then concatenating curves in the usual way.
Since abnormality is preserved by left translation and reparametriza-
tion, it suffices to consider the case [a, b] = [−1, 0], [c, d] = [0, 1], and
α(0) = β(0) = e. Then the concatenation α?β : [−1, 1]→ G is defined
by
α ? β(t) =
{
α(t), t ≤ 0
β(t), t ≥ 0, .
By the characterization of Lemma 2.2, abnormality means that there
exist nonzero covectors λα, λβ ∈ g∗ such that P λαX ◦α ≡ 0 and P λβX ◦β ≡
0 for all horizontal vectors X ∈ g[1].
Let X, Y ∈ g[1] be such that the abnormal polynomials P λαX and
P
λβ
Y are nonzero, and let Q := P
λα
X P
λβ
Y be the product of the two.
By Proposition 3.6 there exists a step s2 ≥ s and a covector η ∈ f∗r,s2
such that Q is a common factor of all the abnormal polynomials P ηZ for
Z ∈ f[s]r,s2 . By construction Q ◦ (α ? β) ≡ 0, so Lemma 3.2 then implies
that the concatenation α ? β has an abnormal lift in the free Carnot
group F = Fr,s2 .
By Proposition 3.6 the step s2 depends only on the variables and
degree of Q ∈ R[H]. Since the step of the Carnot group G is s, the
polynomials P λαX and P
λβ
X have (weighted) degree at most s − 1 and
hence Q has degree at most 2s−2 regardless of the specific covectors λα
and λβ. Since the variables are necessarily some subset of the variables
of the group G, it follows that the step s2 has an upper bound that
depends only on the group G, and not on the individual curves α and
β. 
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5. Examples
The proof of Theorem 4.1 of abnormality of ODE trajectories gives a
constructive method to find any polynomial ODE trajectory as an ab-
normal curve. This section covers the method more concretely, showing
how the correct Carnot group and covector is found for some specific
examples. The practical version of the proof of Theorem 4.1 is the
following algorithm.
Algorithm 5.1. Input: a polynomial ODE x˙ = P (x) as a vector of
polynomials (P1, . . . , Pr). Output: a step s and a covector λ such that
trajectories of the ODE through the identity are abnormal with covector
λ in the free Carnot group Fr,s of rank r and step s.
1. Choose a nonzero vector of polynomials (Q1, . . . , Qr) orthogonal
to (P1, . . . , Pr). Let Q ∈ R[H] be an (abstract) polynomial such
that XiQ = Qi.
2. Compute all nonzero higher order derivatives XwiQ for deg-left-
right Hall words wi of degree ≥ 2.
3. Solve the resulting PDE for the polynomial Q by sequentially
integrating in each variable xwi in decreasing deg-left-right Hall
order. Let m ≥ 2 be such that Q only contains variables xw of
degrees at most m− 1.
4. Find a step s ≥ m such that ∑sk=0Ck ≥ 1, where the integers
Ck are determined by the generating function
∆(t) =
∞∑
k=0
Ckt
k =
(
1− (dim f[m]r )(1− tdeg(Q))
)
tm∏m−1
k=1 (1− tk)dim f
[k]
r
.
5. Compute the polynomials Ri := P λwi − SνiQ, where• w1, . . . , wdim f[m]r are all the deg-left-right Hall words of de-
gree m,
• λ ∈ g∗ is a covector in the dual of the quotient g = fr,s/[f[≥m]r,s , f[≥m]r,s ]
with indeterminate coefficients λw, and
• Sνi are generic polynomials of degree s−m−deg(Q) whose
coefficients are indeterminates νi,I .
6. Solve the linear system Ri = 0, i = 1, . . . , dim f
[m]
r in the vari-
ables λ, ν. The λ component of any solution is a covector for
which trajectories reaching zero of the ODE x˙ = P (x) lift to
abnormals in the free Carnot group Fr,s.
An implementation of Algorithm 5.1 using the SageMath computer
algebra system [Sag20] is available in [Hak20].
Remark 5.2. The naive upper bound computed in step 4. of Algo-
rithm 5.1 for the nilpotency step s as a function of the rank and degree
of the polynomials is in general horribly inefficient, see the explosive
growth already for the smallest ranks r and degrees d listed in Figure 1.
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In practice, solutions are found in much smaller nilpotency steps, see
Subsection 5.4 for a particularly egregious example where the a priori
upper bound is s = 724, but the system has nontrivial solutions already
for s = 13. For practical computations it is more efficient to form the
linear system in smaller steps s′ ≤ s and increase s′ one by one until a
nontrivial solution is found.
In fact, computations suggest that there exists a much more refined
bound s = s(d) independent from the rank r. Linear ODEs with
randomly chosen coefficients in ranks 2, 3, and 4 always had solutions
in step s = 7, despite the a priori bounds for s being 11, 89, and
386 respectively. Similarly the quadratic ODEs of Subsection 5.3 and
Subsection 5.4 in ranks 2 and 3 both have solutions in step s = 13
despite the increase of the a priori bound from s = 38 to s = 724.
r\d 1 2 3 4 5
2 11 38 172 577 2372
3 89 724 6034 46036 365813
4 386 5322 73109 983505 13529000
Figure 1. Some values for s = s(r, d) of Theorem 4.1.
Figure 2. The logarithmic spiral e−t/4(cos t, sin t)
5.1. A logarithmic spiral (r2s7). The logarithmic spiral
γ : [0,∞)→ R2, γ(t) = e−t(cos t, sin t)
is a trajectory of the linear ODE
x˙1 = P1(x) = −x1 − x2
x˙2 = P2(x) = x1 − x2
with lim
t→∞
γ(t) = 0. The construction of Algorithm 5.1 will show that
the logarithmic spiral γ lifts to an abnormal curve in the free Carnot
group of rank 2 and step 7.
Step 1. Define polynomials Q1 := x1 − x2 and Q2 := x1 + x2 so that
(Q1, Q2) is orthogonal to the ODE vector (P1, P2).
Step 2. Suppose Q ∈ R[H] is a polynomial such that X1Q = Q1 and
X2Q = Q2 and compute the higher order derivatives. The restricted
action f2 y R[x1, x2] is defined by X1 = ∂1 and X2 = ∂2, as can
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be seen by considering the coordinate expressions of the left-invariant
horizontal vector fields in any rank 2 Carnot group. Since deg(X1Q) =
deg(X2Q) = 1, the only nontrivial derivative is
X12Q = [X1, X2]Q = X1(X2Q)−X2(X1Q) = 2,
and all the higher order derivatives are zero.
Step 3. In the action f2 y R[H], each Hall basis element acts by
Xw = ∂w + ρw, with ρw some derivation whose kernel contains all
polynomials in the variables of degree equal or lower than w. Hence the
nonzero partial derivatives determine the variables of the polynomial
Q, which in this case means that Q ∈ R[x1, x2, x12]. The action f2 y
R[x1, x2, x12] is then determined by exponential coordinates adapted to
the deg-left-right Hall set on any rank 2 Carnot group of step at least 2,
the prototypical example being the Heisenberg group. Explicitly, the
derivations are
X1 = ∂1 X2 = ∂2 + x1∂12 X12 = ∂12.
Integrating in the maximal variable x12 gives
Q = 2x12 +Q
(2)
for some polynomial Q(2) ∈ R[x1, x2]. The remainder Q(2) satisfies the
PDE
∂1Q
(2) = X1(Q− 2x12) = X1Q = x1 − x2
∂2Q
(2) = X2(Q− 2x12) = X2Q− 2x1 = −x1 + x2.
Integrating in the variables x2, x1, a solution is Q(2) = 12x
2
1−x1x2+ 12x22,
so the full solution is
(5) Q =
1
2
x21 − x1x2 +
1
2
x22 + 2x12.
Step 4. The polynomial Q contains variables of degrees 1 and 2,
so m = 3. The dimensions of the layers 1, 2, 3 of the free Lie algebra
of rank 2 are 2, 1, 2, respectively. To determine a sufficient nilpotency
step, the generating function to consider is
∆(t) =
(1− 2(1− t2))t3
(1− t)2(1− t2) .
The first few terms of its series expansion are
∆(t) = −t3 − 2t4 − 2t5 − 2t6 − t7 + 2t9 + 4t10 + 7t11 + · · · .
Since −1 − 2 − 2 − 2 − 1 + 2 + 4 + 7 = 5 ≥ 1, the logarithmic spiral
will have an abnormal lift at least in step 11.
Step 5. Let g = f2,11/[f
[≥3]
2,11, f
[≥3]
2,11] be the quotient eliminating variables
of degree ≥ 3 from the abnormal polynomials P λ112 and P λ212, which in
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nilpotency step 11 are polynomials of degree 8. By Lemma 3.5, the
abnormal polynomial P λ112 has the simple expression
(6) P λ112(x1, x2, x12) =
∑
a+b+2c≤8
λ(12)c(2)b(1)a+22
a!b!c!
xa1x
b
2x
c
12.
The abnormal polynomial P λ212 is not as simple, since the Lie bracket
adcX12 ad
b
X2
adaX1 X212 is a deg-left-right Hall tree only when a = 0 by
the characterization of Lemma 2.9. For a > 0, a normal form may be
computed by considering the restricted adjoint representation ad : g→
gl(g[≥3]). By the construction of the quotient g, the only nontrivial
commutator in gl(g[≥3]) is [adX1 , adX2 ] = adX12 . That is, a normal
form may be computed using only the relation
adX1 adX2 = adX2 adX1 + adX12 .
Applying the above a times, the resulting normal form for a > 0 is
adcX12 ad
b
X2
adaX1 X212 = ad
c
X12
adbX2 ad
a
X1
adX2 X12
= adcX12 ad
b+1
X2
adaX1 X12 + (a− 1) adc+1X12 adbX2 ada−1X1 X12.
Lemma 2.5 then gives the explicit expression
P λ212(x1, x2, x12) =
∑
b+2c≤8
λ(12)c(2)b+112
b!c!
xb2x
c
12(7)
+
∑
a+b+2c≤8
a≥1
λ(12)c(2)b+1(1)a+12 + (a− 1)λ(12)c+1(2)b(1)a2
a!b!c!
xa1x
b
2x
c
12.
For i = 1, 2, define polynomials
(8) Sνi(x1, x2, x12) :=
∑
a+b+2c≤6
νi,a,b,cx
a
1x
b
2x
c
12
and compute for w1 = 112 and w2 = 212 the difference polynomials
(9) Ri =
∑
a+b+2c≤8
Ri,a,b,c(λ, νi)x
a
1x
b
2x
c
12 := P
λ
wi
− SνiQ
using the explicit expressions (5)–(8).
Step 6. Consider the linear system
Ri,a,b,c(λ, νi) = 0, i = 1, 2, a+ b+ 2c ≤ 8.
In the full set of (λ, ν) variables, there are 190 equations and 220 vari-
ables: 120 variables λ112, λ212, . . . and 100 variables νi,a,b,c. Reducing
to a system in only the ν variables as in the proof of Proposition 3.6
leaves a system of 95 equations and 100 variables. The solution space
is however much bigger than the difference: there is a 38 dimensional
space of solutions (λ, ν), all with a nonzero ν component.
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One of the simplest solutions gives a degree 7 covector
λ = 3λ1111112 − 3λ2211112 + 6λ2221112 − 9λ2222112 + 18λ2222212
+ 2λ1211112 − 2λ1222112 + 8λ1222212 + 4λ1212112 + 8λ1212212
Substituting the above solution λ into the formulas (6) and (7) and
factoring gives the abnormal polynomials
P λ112 =
1
4
(x21 + 2x1x2 − 3x22 + 4x12)Q
P λ212 =
1
2
(x21 + 3x
2
2 + 4x12)Q
The conclusion is that the logarithmic spiral γ(t) = e−t(cos t, sin t) lifts
to an abnormal curve in the free Carnot group of rank 2 and step 7.
Figure 3. Some trajectories of planar linear ODEs
5.2. Planar linear ODEs (r2s7). The technique of Algorithm 5.1
can be applied to ODEs depending on free parameters α1, . . . , αk ∈ R
by replacing all the considerations over the field R with the polynomial
ring R[α1, . . . , αk] or the fraction field R(α1, . . . , αk) where necessary.
Solving the linear system in step 6. is where the only difference ap-
pears. The difference is that solving a linear system with coefficients
in R(α1, . . . , αk) does not yield a universal solution, since the resulting
nonzero covector may vanish for specific choices of parameters. Ac-
counting for the vanishing leads to a semialgebraic description of the
covector with finitely many different expressions depending on the pa-
rameters α1, . . . , αk.
Consider a generic homogeneous planar linear ODE
x˙1 = α11x1 + α12x2(10)
x˙2 = α21x1 + α22x2
with parameters α11, α12, α21, α22 ∈ R. As in Subsection 5.1 for a log-
arithmic spiral, following Algorithm 5.1 will show that for any such
ODE all trajectories whose closures meet the origin lift to abnormals
in the free Carnot group of rank 2 and step 7.
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Step 1. Let R(α) := R(α11, α12, α21, α22) be the fraction field with
the parameters as indeterminates. Suppose Q ∈ R(α)[H] is a polyno-
mial with coefficients in the fraction field such thatX1Q = α21x1+α22x2
and X2Q = −α11x1 − α12x2.
Steps 2.–5. proceed exactly as in Subsection 5.1, since the ac-
tion f2 y R[H], the Poincaré series, and the abnormal polynomials
are all essentially uneffected by the field extension R ↪→ R(α), and
deg(X1Q) = deg(X2Q) = 1 as before. The solution of the PDE for Q
is
Q =
1
2
α21x
2
1 + α22x1x2 −
1
2
α12x
2
2 − (α11 + α22)x12.
The abnormal polynomials P λ112, P λ212 are exactly the same as in (6) and
(7), and the difference polynomial coefficients Ri,a,b,c(λ, νi) are again
defined by (9).
Step 6. The solution space in the Lie algebra f2,11/[f
[≥3]
2,11, f
[≥3]
2,11] of
nilpotency step 11 is a 31 dimensional space over R(α). The simplest
solutions are found already in step s′ = 7. In f2,7/[f
[≥3]
2,7 , f
[≥3]
2,7 ], the
solution space is 2 dimensional and an example solution has the nonzero
coefficients
λ(1)4(112) = 3α
2
21(6α
2
11 − 5α12α21 + 13α11α22 + 2α222)
λ(2)(1)3(112) = 3α21(α11α12α21 + 5α
2
11α22 − 3α12α21α22 + 11α11α222 + 2α322)
λ(2)2(1)2(112) = −4α211α12α21 + 3α212α221 − 3α11α12α21α22
+ 8α211α
2
22 − 2α12α21α222 + 18α11α322 + 4α422
λ(2)3(1)(112) = −3α12(α11α12α21 + 3α211α22 − α12α21α22 + 5α11α222)
λ(2)4(112) = −3α212(−2α211 + α12α21 − α11α22 + 2α222)
λ(12)(1)2(112) = α21(α11 + α22)(−4α211 + 3α12α21 − 9α11α22 − 2α222)
λ(12)(2)(1)(112) = −(α11 + α22)(α11α12α21 + 3α211α22 − α12α21α22 + 7α11α222 + 2α322)
λ(12)(2)2(112) = α12(α11 + α22)(2α
2
11 − α12α21 + 3α11α22)
λ(12)2(112) = −(α11 + α22)2(−2α211 + α12α21 − 5α11α22 − 2α222)
λ(2)4(212) = 12(α11 + α22)α
3
12
λ(12)(2)2(212) = 2α
2
12(α11 + α22)
2
For some specializations α ∈ R4 such as α11 = −2, α12 = α21 = 0,
α21 = 1, the above covector vanishes and hence is not a valid abnormal
covector. Nonetheless the existence of a generic solution implies that
solutions exist also for every other choice of the parameters by the
following brief argument:
Lemma 5.3. If a matrix with coefficients in a polynomial ring R[a1, . . . , αk]
has a nontrivial kernel over the fraction field R(α1, . . . , αk), then it has
a nontrivial kernel for any specialization of α1, . . . , αk in R.
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Proof. The kernel of a matrix A is nontrivial if and only if the matrix
ATA has zero determinant. Let A be a matrix with coefficients in
R[α1, . . . , αk]. If A has a nontrivial kernel over R(α1, . . . , αk), then
det(ATA) = 0 ∈ R[α1, . . . , αk].
Consequently for any specialization α ∈ Rk
det(A(α)TA(α)) = det(ATA)(α) = 0 ∈ R,
so the specialized matrix A(α) also has a nontrivial kernel. 
The above shows that for any choice of parameters α11, α12, α21, α22 ∈
R, all trajectories to the origin for the linear ODE (10) lift to abnormals
in the free Carnot group of rank 2 and step 7.
Finding an explicit covector also in the cases where the generic one
vanishes would require a more careful look at the computation to solve
the linear system over the fraction field R(α). In the standard Gauss-
Jordan algorithm, each attempted division by a nonconstant polyno-
mial P splits the consideration into two cases: the points within the
variety P = 0 and those outside. Inside the variety, the polynomial is
replaced by zero and the Gauss-Jordan procedure continues. Outside
the variety, the polynomial P can freely be used as a denominator.
Expanding away the denominators in the end leads to finitely many
different reduced echelon forms in distinct semialgebraic varieties, with
each echelon form consisting of coefficients in the polynomial ring R[α].
Nontrivial elements of the solution space can then be read off from the
echelon form, again splitting into cases based on the vanishing of the
coefficients. This procedure defines an admissible abnormal covector λ
as a semialgebraic function λ(α).
However even in the relatively simple case of the linear ODE (10),
solving the resulting 44 × 45 system in nilpotency step 7 as described
above leads to a rather cumbersome expression, and this will not be
pursued here.
Figure 4. The Hawaiian earring
5.3. The Hawaiian earring (r2s13). The Hawaiian earring is a count-
able union E =
⋃
n∈NEn of circles En = S
1((0, 1/n), 1/n) all with a
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common tangency point at 0. The punctured circles En \ {(0, 0)} have
parametrizations that are trajectories of the complex ODE z˙ = z2, i.e.,
the planar quadratic ODE
x˙1 = x
2
1 − x22,
x˙2 = 2x1x2.
Since all the punctured circles are trajectories of the same ODE and
have a common point in their closure, the construction of Algorithm 5.1
implies they all have the same covector. The concatenation resulting
in the full Hawaiian earring will be shown to lift to an abnormal curve
in the free Carnot group of rank 2 and step 13.
Step 1. Set X1Q := 2x1x2 and X2Q := −x21 + x22.
Step 2. The nonzero commutators are
X12Q = [X1, X2]Q = X1(X2Q)−X2(X1Q) = −4x1
X112Q = [X1, X12]Q = X1(X12Q)−X12(X1Q) = −4.
Step 3. The action f2 y R[x1, x2, x12, x112] is
X1 = ∂1, X2 = ∂2 + x1∂12 +
1
2
x21∂112, X12 = ∂12 + x1∂112, X112 = ∂112.
Integrating in x112 and then x2 and x1 gives the solution
Q = x21x2 +
1
3
x32 − 4x112.
Step 4. Set m = 4. The dimensions of the first four layers f[k]r are
2, 1, 2, 3. The generating function determining the step upper bound is
∆(t) =
(1− 3(1− t3))t3
(1− t)2(1− t2)(1− t3)2
= −2t4 − · · · − 20t30 + 45t31 + · · ·+ 930t38 + · · · .
This series has the partial sums
∑37
k=0Ck = −205 and
∑38
k=0Ck = 725,
so the naive upper bound for the abnormality step is s = 38.
Step 5. Since the upper bound s = 38 is so large, it is more practical
to solve the system in step s′ < s and keep increasing s′ until a non-
trivial solution is found. Let g be the quotient g = f2,s′/[f
[≥4]
2,s′ , f
[≥4]
2,s′ ]. As
before, the abnormal polynomials are computed by computing normal
forms for the brackets
adeX212 ad
d
X112
adcX12 ad
b
X2
adaX1 Xwi , i = 1, 2, 3,
where w1 = 1112, w2 = 2112 and w3 = 2212 are the deg-left-right
Hall words of degree 4. The normal forms are computed using the
represention ad : g→ gl(g[≥4]), where the only nontrivial commutators
come from [X1, X2] = X12, [X1, X12] = X112 and [X2, X12] = X212.
Step 6. The first nontrivial solution is found in step s′ = 13. The
result is that the Hawaiian earring has an abnormal lift in the free
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Carnot group of rank 2 and step 13 with the covector λ whose nonzero
components are
λ(2)4(1)5(1112) = 210 λ(112)2(2)2(1)(1112) = 2
λ(2)6(1)3(1112) = 150 λ(2)9(2112) = 280
λ(2)8(1)(1112) = 140 λ(112)(2)6(2112) = −15
λ(112)(2)3(1)3(1112) = −15 λ(112)2(2)3(2112) = 2
λ(112)(2)5(1)(1112) = −10 λ(112)3(2112) = −2.
The resulting abnormal polynomials have the factorizations
P λ1112 = −
1
96
x1x
2
2(−7x21x2 − x32 + 12x112)Q
P λ2112 =
1
432
(−x32 + 3x112)(−15x21x2 − x32 + 12x112)Q
P λ2212 = −
1
288
x1(3x
4
1x2 − x21x32 − 6x52 − 24x21x112 + 36x22x112)Q.
Figure 5. The trajectory of the Lorenz system starting
from (1, 0, 0) on the time interval [0, T ] for T = 10, T =
30, and T = 100.
5.4. The Lorenz butterfly (r3s13). The Lorenz system
x˙1 = 10(x2 − x1)
x˙2 = 28x1 − x2 − x1x3
x˙3 = x1x2 − 8
3
x3
is a classical example of a polynomial ODE system that exhibits chaotic
behavior. Consider the trajectory starting from the point (x1, x2, x3) =
(1, 0, 0), see Figure 5 for a visualization. Following Algorithm 5.1 will
show that this trajectory lifts to an abnormal curve in the free Carnot
group of rank 3 and step 13. Translating the initial point of the tra-
jectory to the origin means that the ODE to study is
x˙1 = −10x1 + 10x2 + 10
x˙2 = −x1x3 + 28x1 − x2 + x3 − 28
x˙3 = x1x2 − x2 − 8
3
x3.
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Step 1. In rank bigger than 2 there is more freedom to find a poly-
nomial Q ∈ R[H] whose horizontal gradient is orthogonal to the ODE.
One possible choice is
X1Q := −x1x3 + 28x1 − x2 + x3 − 28
X2Q := 10x1 − 10x2 − 10
X3Q := 0.
Step 2. The action f3 y R[x1, x2, x3] on the horizontal variables is
again X1 = ∂1, X2 = ∂2, X3 = ∂3, and all other elements give the zero
derivation. The nonzero higher order derivatives of Q are
X12Q = X1(X2Q)−X2(X1Q) = 11
X13Q = X1(X3Q)−X3(X1Q) = x1 − 1
X113Q = [X1, X13]Q = X1(X13Q)−X13(X1Q) = 1.
Step 3. The action f3 y R[x1, x2, x12, x13, x113] is
X1 = ∂1 X12 = ∂12
X2 = ∂2 + x1∂12 X13 = ∂13 + x1∂113
X3 = ∂3 + x1∂13 +
1
2
x21∂113 X113 = ∂113.
Integrating the variables in the order x113, x13, x12, x3, x2, x1 gives the
solution
Q = −1
2
x21x3+x113+14x
2
1−x1x2−5x22+x1x3+11x12−x13−28x1−10x2.
Step 4. The dimensions of the first four layers of the free Lie algebra
f3 are 3, 3, 8, 18. The generating function
∆(t) =
(1− 18(1− t3))t4
(1− t)3(1− t2)3(1− t3)8
gives the a priori bound of step s = 724 for when a lift becomes abnor-
mal.
Step 5. With the unreasonably large nilpotency step s = 724, it is
better to solve the system in step s′ < s and keep increasing s′ until
a nontrivial solution is found. In the quotient g = f3,s′/[f
[≥4]
3,s′ , f
[≥4]
3,s′ ],
the abnormal polynomials can be computed via normal forms for Lie
brackets using the smaller family of commutation rules of the restricted
adjoint representation ad : g→ gl(g[≥4]) as in the previous examples.
Step 6. The first solution exists in step s = 13, so the trajectory
starting from (1, 0, 0) of the Lorenz system is abnormal in the free
Carnot group of rank 3 and step 13. In rank 3 and step 13 the lin-
ear system consists of 81360 equations in 34465 variables λ and 9918
variables ν. The solutions are however relatively sparse, with an exam-
ple solution having 476 nonzero coefficients out of the possible 34465,
ODE TRAJECTORIES AS ABNORMALS 30
suggesting that further simplifications using more refined quotient Lie
algebras could be possible.
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