The subgradient projector is of considerable importance in convex optimization because it plays the key role in Polyak's seminal work -and the many papers it spawned -on subgradient projection algorithms for solving convex feasibility problems.
Introduction
Throughout this paper, we assume that (1) X is a real Hilbert space with inner product ·, · and induced norm · . We also assume that (2) f : X → R is convex and continuous, and C = x ∈ X f (x) ≤ 0 = ∅.
(When X is finite-dimensional, we do not need to explicitly impose continuity on f .) Unless stated otherwise, we assume that s : X → X is a selection of ∂ f , i.e., (3) (∀x ∈ X) s(x) ∈ ∂ f (x) and that G : X → X is the associated subgradient projector defined by
otherwise.
Observe this is well defined because C = ∅ and thus 0 / ∈ ∂ f (X C).
When we need to exhibit the underlying function f or subgradient selection s, we shall write s f , C f and G f = G f ,s instead of s, C and G, respectively.
The subgradient projector is the key ingredient in Polyak's seminal work [19] on subgradient projection algorithms 1 , which have since found many applications; see, e.g., [1] , [4] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [20] , [21] , [23] , [24] , [25] , [26] , and the references therein.
The aim of this paper is to provide a systematic study of the subgradient operator. We review known properties, present basic calculus rules, obtain characterization of strong-to-strong and strong-to-weak continuity, analyze nonexpansiveness, monotonicity, and the decreasing property, and discuss the relationship to the Yamagishi-Yamada operator. Numerous examples illustrate our results.
The paper is organized as follows. Basic properties are reviewed in Section 2, and basic calculus rules are derived in Section 3. Section 4 is a collection of examples. The relationship between strong-to-strong (resp. strong-to-weak) continuity of G and Fréchet (resp. Gâteaux) differentiability of f is clarified in Section 5 (resp. Section 6). The case when f arises from a quadratic form is investigated in Section 7. Nonexpansiveness and the decreasing property are studied in Section 8 and 9, respectively. These properties are illustrated with in Section 10. In the final Section 11, we provide a sufficient condition for the Yamagishi-Yamada operator to be itself a subgradient projector.
Notation and terminology are standard and follow largely [3] to which we refer the reader if needed. We do write P f = (Id +∂ f ) −1 for the proximity operator (proximal mapping) of f .
Preliminary results
Let us record some basic results on subgradient projectors, which are essentially contained already in [19] and the proofs of which we provide for completeness.
Fact 2.1 Let x ∈ X, and set
Then the following hold:
(ii) Fix G = C ⊆ H.
1 See also [15] for a historical account. 
∈ C, and that there exists
This follows directly from the definition of G.
(ii): The equality is clear from the definition of G.
(iv): In view of (iii), we have (∀h ∈ H) h − Gx, x − Gx ≤ 0. Now invoke (ii).
(v): This is equivalent to (iv).
(vi): Assume first that x ∈ C. Then f (x) ≤ 0, i.e., f + (x) = 0, and x = Gx by (ii). Hence the identity is true. Now assume that x / ∈ C. (ix): The chain rule implies that ∇g(
and therefore, using (vii), we obtain
. Now take the minimum over c ∈ C.
(xi): Using (vii), we have
The proof is complete.
Calculus
We now turn to basic calculus rules. When the proof is a straight-forward verification, we will omit it. It is convenient to introduce the operator G : X ⇒ X, defined by (9) (
When G is Gâteaux differentiable outside C, then we will identify G with G. 
(viii) (Moreau envelope) Suppose that min f (X) = 0 and that g = f (1/2) · 2 is the Moreau envelope of f . Then C g = C f and
Proof. Let x ∈ X. We shall only prove one inclusion for the subgradient projector as the remaining one is proved similarly. 
Examples
In this section, we present several illustrative examples. 
Example 4.2 Suppose that
Then G = 1 2 P ball(0;1) and G is firmly nonexpansive.
is the Moreau envelope of the norm. Hence it follows from Proposition 3.1(viii) that
provided that x = 0, and
Now P ball(0;1) is firmly nonexpansive, and hence so is Id −P ball(0;1) . It follows that 2G − Id = −(Id −P ball(0;1) ) is nonexpansive, and therefore that G is firmly nonexpansive.
Proposition 4.3 Let (C i ) i∈I be a finite family of closed convex subsets of X such that
, and set Q(x) = conv{P C i x} i∈I (x) . Then
Proof. This follows from Proposition 3.1(vi) and the fact that ∇d
Proposition 4.4 Let (C i ) i∈I be a finite family of nonempty closed convex subsets of X such that
and if p = 2, we rewrite this as
x, otherwise.
Proof. Let x ∈ X, and let
Hence (18) ∇d
The result follows.
Example 4.5 Let p ≥ 1 and suppose that
Proof. This follows from Proposition 4.4 when I is a singleton.
Example 4.6
Suppose that u ∈ X satisfies u = 1, and let β ∈ R. Then the following hold:
Proof. ( 
Remark 4.7 Using Example 4.5, we see that G is linear and that
, where p ≥ 1 and C is a subspace. The converse is true as well but this lies beyond the scope of this paper.
We now give two examples in which G is positively homogenenous but not necessarily linear.
Example 4.8 Suppose that f is a norm on X, with duality mapping
Example 4.9 Let K be a nonempty closed convex cone with polar cone K ⊖ , and suppose that
The formula then follows.
A direct verification yields the following result which is well known when p = 2. 
Continuity of G vs Fréchet differentiability of f
We start with a technical result.
Lemma 5.1 Let (x n ) n∈N be a sequence in X converging weakly tox and such that x n − Gx n → 0. Suppose that one of the following holds:
(ii) f is bounded on every bounded subset of X.
Proof. Because of either [3, Proposition 16.14] or [3, Proposition 16.17] there exists ρ > 0 such that σ := sup ∂ f (ball(x; ρ)) < +∞. We thus can and do assume that
Since f + is weakly lower semicontinuous, we deduce from Fact 2.1(vi) that 
Proposition 5.3 G is continuous at every point in C.
Proof. Letx ∈ C, and let (x n ) n∈N be a sequence in X converging tox. The result is clear if (x n ) n∈N lies in C, so we can and do assume that (
The continuity of G outside C is more delicate. Proof. There exists a sequence (x n ) n∈N in X C such that x n →x, Gx n ⇀ Gx yet Gx n → Gx. It follows that (22) x n − Gx n ⇀x − Gx and x n − Gx n →x − Gx.
By Kadec-Klee, x n − G n → x − Gx . Since · is weakly lower semicontinuous, we assume (after passing to a subsequence and relabeling if necessary) that
Using Fact 2.1(viii), it follows that
Thus, s is not strong-to-weak continuous atx. It follows now from Fact 5.4(ii) that f is not Gâteaux differentiable atx.
Theorem 5.6
Letx ∈ X C. Then the following are equivalent:
(ii) G is (strong-to-strong) continuous atx. Example 5.8 Suppose that X = R and that (∀x ∈ R) f (x) = max{−x, x, 2x − 1}. Then C = {0} and f is not differentiable at 1; consequently, by Corollary 5.7, G is not continuous at 1. 
Continuity of G vs Gâteaux differentiability of f
In view of Fact 5.4 and Corollary 5.7, it is now tempting to conjecture that G is strong-to-weak continuous if and only if f is Gâteaux differentiable on X C. Perhaps somewhat surprisingly, this turns out to be wrong. The counterexample is based on an ingenious construction by Borwein and Fabian [6] . (ii) b is Fréchet differentiable on X {0}.
(iii) b is Gâteaux differentiable at 0, and ∇b(0) = 0.
(iv) b is not Fréchet differentiable at 0.
Example 6.2 (lack of strong-to-weak continuity)
Let b be as in Example 6.1. Then there exists y ∈ X such that ∇b(y) = 0. Suppose that (25) (∀x
Then the following hold:
(i) f is Gâteaux differentiable (but not Fréchet differentiable) at 0, and G is not strong-to-weak continuous at 0.
(ii) f is Fréchet differentiable on X {0}, and G is continuous on X {0}.
Proof. By Example 6.1(iii), 0 ∈ ran ∇b. If {0} = ran ∇b, then we would deduce that b is constant and therefore Fréchet differentiable; in turn, this would contradict Example 6.1(iv). Hence {0} ran ∇b and there exists y ∈ X such that 
(i): On the one hand, since b is not Fréchet differentiable at 0 (Example 6.1(iv)), neither is f . On the other hand, since b is Gâteaux differentiable at 0 (Example 6.1(iii)), so is f . Altogether, f is Gâteaux differentiable, but not Fréchet differentiable, at 0. Therefore, by Theorem 5.6, G is not strong-to-weak continuous at 0.
(ii): Since b is Fréchet differentiable on X {0} (Example 6.1(ii)), so is f . Now apply Theorem 5.6.
G as an "accelerated mapping"
In this section, we consider the case when f is a power of a quadratic form. 
Then G is continuous everywhere and
Proof. Use Proposition 7.1 with M = Id −A and p = 1.
Remark 7.3 (accelerated mapping)
Let A : X → X be linear, nonexpansive, and self-adjoint. In [5] , the authors study the accelerated mapping 3 of A, i.e., (33)
In view of the Example 7.2, the accelerated mapping of A is precisely the subgradient projector G of the function x → x, x − Ax . Now suppose that X = ℓ 2 (N), let (e n ) n∈N be the standard orthonormal basis of X, and suppose that (34)
Then G is continuous (Example 7.2) ; however, G is neither linear nor uniformly continuous (see the [5, Remark following Lemma 3.8]).
Nonexpansiveness
We now discuss when G is (firmly) nonexpansive or monotone.
Proposition 8.1 Suppose that f is Gâteaux differentiable on X C and that G f is firmly nonexpansive. Then G g is likewise in each of the following situations:
(i) α > 0, and g = f • α Id is convex.
(ii) f ≥ 0, α ≥ 1, and g = f α is convex. (iv) z ∈ X and g : x → f (x − z).
The analogous statement holds when G f is assumed to be nonexpansive.
Proof. This follows from the corresponding items in Proposition 3.1, which do preserve (firm) nonexpansiveness.
On the real line, we obtain a simpler test.
Proposition 8.2 Suppose that X = R and that f is twice differentiable on X C. Then G is monotone. Moreover, G is (firmly) nonexpansive if and only if
Proof. By Corollary 5.7, G is continuous.
It follows that G is increasing on X C and hence on R. Furthermore, G is (firmly) nonexpansive if and only if G ′ (x) ≤ 1, which gives the remaining characterization.
Example 8.3
Suppose that X = R, let α > 0, and suppose that (∀x ∈ R) f (x) = x n − α, where n ∈ {2, 4, 6, 8, . . .}. Then G is firmly nonexpansive. 
Example 8.4
Suppose that X = R and that f :
Example 8.5 Suppose that X = R and that f :
, which strictly negative when |x| > 1.2. Now apply Proposition 8.2.
Proposition 8.6 Suppose that X = R and that f is twice differentiable, that min
Proof. We start by observing a couple of facts. First,
) and thus
.
In view of Proposition 8.2 and because g(
Again writing
and so see that (38) is equivalent to
However, (39) holds by our assumption on f .
We conclude this section with a result on the range of Id −G.
Proposition 8.7 We have ran(Id
Proof. Let y * ∈ ∂ f (y), let c ∈ C, and let x ∈ rec C. Then (c + nx) n∈N lies in C.
The decreasing property
We say that f has the decreasing property if
To verify this, it suffices to consider points outside C.
, then f has the decreasing property.
Proof. Suppose first that z < x. If y > x, then (z − y)(x − y) > 0 because it is the product of two strictly negative numbers. Similarly, if y < z,
Analogously, when x < z, we obtain that y ∈ [x, z]. In either case, y ∈ conv{x, z}.
Corollary 9.3
Suppose that X = R. Then f has the decreasing property.
Proof. Let x ∈ R C. Then x = P C x and, by Fact 2.1(iv), (P C x − Gx)(x − Gx) ≤ 0. Lemma 9.2 thus yields Gx ∈ conv{x, P C x}. Hence Gx ∈ conv({x} ∪ C), and we are done by Proposition 9.1.
The next example shows that the decreasing property is not automatic.
Example 9.4 Suppose that
Then f does not have the decreasing property.
Proof. Set x = (2, 1). Then, using Proposition 4.3, we obtain that Gx = (2, 0) and
We now illustrate that the sufficient condition of Proposition 9.1 is not necessary:
Example 9.5 Suppose that X = R 2 and that (∀x = (
∈ conv{(0, 0), x} for almost every x ∈ R 2 . Furthermore, G is not monotone. (ii) If α ≥ 1, then ( f + ) α has the decreasing property.
The following result is complementary to the decreasing property.
Proposition 9.9
Suppose that f is strictly convex at x ∈ X and f (x) > 0. Then f (Gx) > 0. 
Remark 9.10 Suppose that f is strictly convex. Then Proposition 9.9 shows that iterating G starting at a point outside C will never reach C in finitely many steps. This is clearly illustrated by Example 4.5, which shows that the function d C , even though it is neither strictly convex nor differentiable everywhere, performs best because G = P C yields a solution after just one step.
The subgradient projector of
The following result complements Example 9.5. 
and the following hold:
Proof. The formula (44) is a direct verification, and (i)&(ii) hold when x 1 = 0 or x 2 = 0. We thus assume that x 1 = 0 and x 2 = 0.
(i): Note that
If i ∈ {1, 2} and m ∈ {1, 2} is such that 
Jx is nonexpansive, where Jx is the Jacobian of N at x ⇔ (Jx) * Jx Id ⇔ Id −(Jx) * Jx is positive semidefinite, which is checked using again Sturm's Theorem.
G and the Yamagishi-Yamada operator
In this last section we study the accelerated version of G proposed by Yamagishi and Yamada in [27] . For fixed L > 0 and r > 0, we assume in addition that (56) f is Fréchet differentiable and ∇ f is Lipschitz continuous with constant L, and that (57) f is bounded below with inf f (X) ≥ −ρ, and we set We now prove that if X = R, then Z is itself a subgradient projector.
Theorem 11.1 Suppose that X = R and that f is also twice differentiable. Then for every x ∈ R, (61) can be rewritten as
Because x − Zx = ( f (x) + z 2 (x))/ f ′ (x) is continuous, it is clear that there is an antiderivative q on I such that
Calculus and (67) now result in 
Hence y is convex on I. As x ∈ I approaches d, we deduce (because d / ∈ C, i.e., f (d) > 0) that 
