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Потреба људи да створе животни амбиjент коjи ће пружати адекватниjе и повољниjе
услове за њихов опстанак одувек jе водила процес развоjа људских сазнања о природи
ствари коjе их окружуjу. У основи ових настоjања jе и човекова унутрашња жеља
да покуша да одговори на питања сопственог порекла, многоброjних избора коjи се
пред њега постављаjу и карактера исхода одговараjућих одлука коjима може да се
нада. Разумевање процеса људског мишљења, његових особености и потенциjалних
ограничења jесте неизоставан корак у давању потпуниjих одговора на поменута питања.
Суштинско разумевање ових поjава омогућило би да се одреде потенциjални недостаци
сазнаjног процеса и на таj начин обезбеди опстанак и даљи напредак човечанства, а са
друге стране да се проникне у природу односа коjи ствараjу свет у коме човек егзистира
као његов саставни елемент.
Превазилажење сазнаjних ограничења коjа проистичу из несавршености човекових
чула људима jе одавно омогућило да донекле управљаjу природним процесима и са
собом донело разноврсне вештине садржане у броjним техничким достигнућима савре-
меног доба. Оно што им jе заjедничко jесте способност обликовања и управљања ствар-
ношћу кроз коришћење информациjа коjе произилазе из скривених закона природних
поjава. Та способност, коjу можда можемо назвати интелигенциjом, jесте своjствена
свим живим бићима и показала се успешном у превазилажењу многих изазова на коjе
свакодневно наилазе.
Техничке системе коjи поседуjу неке од ових карактеристика често означавамо као
вештачкa интелигенциja. Идеал стварања нечега са карактеристикама за коjе се веруjе
да су своjствене само човеку, као што jе самосвест, представљало би прекретницу у
разумевању људског мишљења, чиме би вероватно био отворен пут ка потпуном разу-
мевању природних поjава кроз самоизградњу интелигентних система. Да ли jе овакав
футуристички след догађаjа остварив и колики би био његов значаj за човека jесу отво-
рена питања на коjе ће време понудити одговараjуће одговоре.
Препознавање облика, као jедна од дисциплина коjе су усмерене на решавање поме-
нутих изазова, има за циљ да понуди одређена обjашњења за неке од начина на коjе се
прикупљене информациjе о различитим манифестациjама природних поjава преводе у
ужи скуп информациjа дискриминативног карактера, а коjе су у зависности од усвоjе-
ног критериjума од посебног интереса за разумевање и управљање одређеном поjавом.
У мери у коjоj jе то могуће, оваква решења налазе разноврсне примене, од оних коjе
су сличне процесима препознавања присутним у живим бићима, до примена коjе су
присутне у потпуно новим доменима коjи су искључиво резултат људске делатности.
Њихова успешност у одређеним аспектима врло често превазилази човекове способ-
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ности, што их без сумње чини одличним алатима и све присутниjим у различитим
областима. Међутим, у броjним случаjевима овакви системи заостаjу за природним
решењима у односу на различите критериjуме, а пре свега у погледу тачности и сложе-
ности. Главни изазов чиjем решавању системи за препознавање теже jесте оптимално
одлучивање на основу прикупљених опсервациjа. При томе се намеће питање зашто се
приликом препознавања у општем случаjу не бисмо ослонили само на природне законе
коjи засигурно пружаjу адекватно разjашњење у свим поменутим случаjевима, односно
одакле потреба за посебним приступом коjи се заснива на разматрању прикупљених
опсервациjа и формирању наменских модела за препознавање или одлучивање. Одго-
вор jе jедноставан и састоjи се у непознавању или недовољном познавању скривених
закона коjи управљаjу природним процесима, а под коjима подразумевамо и међусобне
релациjе и односе различитих ентитета коjи не мораjу бити физичког, већ такође и сим-
боличког или апстрактног карактера. Описани приступ jе сличан начину на коjи човек
усваjа нова сазнања, учећи из опсервациjа и примера.
Као техничка дисциплина, препознавање облика има за циљ да понуди разноврстан
скуп алата за конструкциjу техничких система намењених доношењу, у одређеном сми-
слу, оптималних одлука, при чему процес одлучивања може бити у већоj или мањоj
мери аутоматизован. Кључни елементи за конструкциjу таквих система су способност
ефикасног прикупљања адекватних информациjа о одређеним поjавама и њиховог пре-
вођења у корисно сазнање о некоj поjави или облику од интереса. Физичка ограни-
чења коjа важе у свим доменима људског деловања постављаjу услове изводљивости
и оваквих система, намећући принцип минималног утрошка енергиjе као неопходни
критериjум изводљивости, а коjи се манифестуjе на различите начине кроз ефикасност
препознавања и поставља као императив у конструкциjи интелигентних система.
1.1 Предмет истраживања
Имаjући у виду универзални карактер поjма облика, као начина за описивање ин-
формационог садржаjа коjи jе према неком усвоjеном критериjуму од нарочитог инте-
реса за разумевање одређене поjаве, област препознавања облика обухвата широк спек-
тар уско специjализованих подобласти. Услед разноврсне природе разматраних облика,
коjи проистичу из мноштва занимљивих поjава, проучавање принципа на коjима се за-
сниваjу системи за препознавање врло често jе повезано и са другим дисциплинама
коjе се засебно баве одређеним феноменима. Са аспекта обраде и преноса сигнала, пре-
познавање облика подразумева карактеризациjу сигнала коjи се jављаjу у различитим
системима за пренос и обраду информациjа, аутоматизациjу, али и системима за пре-
нос електричне енергиjе. У данашње време постоjи потреба и за препознавањем облика
коjи проистичу из међусобне интеракциjе корисника наведених техничких система, али
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и интеракциjе човека са машинама или самих машина између себе. С обзиром да ова-
кви технички системи проналазе примену у броjним људским делатностима, мноштво
облика коjи могу постати предмет интересовања система за препознавање jе значаjано.
Препознавање облика у дигиталним сигналима говора и слике jесте део истражи-
вања обухваћених садржаjем ове дисертациjе. Иако ће у раду бити разматрана кон-
струкциjа различитих система за препознавање, показаће се да поседуjу заjедничка
своjства као последица универзалних принципа на коjима почиваjу системи за анализу
и пренос информациjа.
У ужем смислу, истраживања спроведена у оквиру овог рада обухватаjу одређене
специфичне аспекте конструкциjе система за препознавање облика коjи се засниваjу
на примени статистичких модела на бази смеша и развоj нових поступака и метода у
датом контексту.
У складу са тим, у раду ће бити разматрани и анализирани општи принципи про-
jектовања система за препознавање облика, као и вишеструке улоге ковариjансних
мартица у: проблемима оптималне процене параметара, моделовању структуре ста-
тистичких класификатора, описивању информационих растоjања између расподела и
конструкциjи структуираних обележjа у облику ковариjансних дескриптора. Наjзна-
чаjниjи допринос дисертациjе представљаће проширивање постоjећих модела за ста-
тистичко препознавање облика новим моделом за ефикасну апроксимациjу параметара
Гаусових смеша, а коjи се заснива на реткоj репрезентациjи матрица прецизности, одно-
сно инверзних ковариjансних матрица коjима се карактеришу поjединачне компоненте
смеше. Поред прегледа решења класификатора заснованих на примени ковариjансних
дескриптора, у оквиру рада ће бити предложена и нова примена на домен даљинске
детекциjе.
Истраживање поступака за обраду и анализу сигнала обухватиће питање оптималне
репрезентациjе класе сигнала коjа jе врло честа у природи, а коjоj се приписуjе своjство
ретке репрезентациjе.
У раду ће посебно бити разматрана улога ковариjансних матрица као особених ма-
тематичких структура присутних у различитим проблемима детекциjе сигнала и пре-
познавања облика, али присутних и као кључних елемената у конструктивним реше-
њима различитих класификатора. Под тиме се подразумева њихова двоjака улога у
опсивању (моделовању) карактеристика одговараjућих категориjа или облика, у сми-
слу карактеризациjе расподела обележjа, али и на нивоу агрегациjе обележjа у своjству
дескриптора. У контексту прве примене посебно ће бити истакнута улога ковариjан-
сних матрица у Гаусовим смешама, као представницима фамилиjе статистичких модела
за препознавање облика заснованим на идеjи о апроксимативном моделовању условних
расподела вероватноћа са коначним смешама. Са друге стране, улога ковариjансних
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матрица као структуираних обележjа облика биће разматрана кроз анализу модела
класификатора заснованих на коришћењу ковариjансних дескриптора и информацио-
них растоjања коjа почиваjу на матричним метрикама и дивергенцама. У случаjу кова-
риjансних дескриптора, посебна пажња ће бити посвећена методама намењеним ретком
кодовању ковариjансних матрица и њиховоj вези са методом за ретку репрезентациjу
инверзних ковариjансних матрица предложеним у овом раду.
Као основни резултат истраживања биће приказан нови метод за ретку репрезен-
тациjу инверзних ковариjансних матрица или матрица прецизности. Метод се заснива
на принципу ретке репрезентациjе сигнала и представља проширење постоjеће фами-
лиjе модела за ефикасну апроксимациjу инверзних ковариjансних матрица у Гаусовим
смешама, а коjе се заснива на представи матрица прецизности у конструисаном вектор-
ском потпростору. Насупрот томе, предложени метод оптималну ретку репрезентациjу
тражи у наученом речнику симетричних матрица, а бољу ефикасност апроксимациjе
у Гаусовим смешама са великим броjем компоненти постиже захваљуjући предностима
ретке репрезентациjе сигнала, за коjу може да се каже да апроксимациjу формира на
нивоу униjе потпростора, чиме се исти квалитет апроксимациjе постиже са мањим бро-
jем градивних компоненти.
Описани метод омогућава представу инверзних ковариjансних матрица коjе фигу-
ришу у систему за препознавање коришћењем малог броjа тежинских коефициjената
различитих од нуле и коначног скупа симетричних матрица, коjи се означава као реч-
ник. Елементи редундантног речника се заjедно са тежинским коефициjентима сваке
матрице одређуjу приликом обуке система, да би се касниjе, приликом рада система,
користили за ефикасниjа израчунавања уместо оригиналних матрица прецизности Га-
усове смеше, као њихове ретке апроксимациjе. Истраживање обухвата и анализу по-
тенциjалних уштеда коjе се могу постићи применом предложене ретке репрезентациjе,
у смислу рачунске и мемориjске сложености у системима за статистичко препознавање
облика заснованим на Гаусовим смешама са великим броjем стања, и поређење са тре-
нутно актуелним приступима у датоj области. Међу раниjе предложеним приступима
за апроксимациjу матрица прецизности Гаусових смеша, са истом мотивациjом као и
метод предложен у овом раду, као што jе већ наглашено издваjаjу се методе засно-
ване на конструкциjи адекватних матричних потпростора, а коjе одговараjуће ефекте
уштеде постижу кроз подесно смањење димензиjе потпростора у коме се конструише
апроксимациjа у односу на простор оригиналних матрица.
Развоj предложеног модела за ретку апроксимациjу Гаусове смеше подразумева и
формулациjу посебних процедура за адекватно нумеричко решавање одговараjућих не-
глатких конвексних оптимизационих проблема са ограничењима и њихово експеримен-
тално тестирање. Анализе спроведене у оквиру рада обухватаjу и разматрање убрза-
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вања предложених оптимизационих процедура, а кроз њихову ефикасну имплемента-
циjу на посебним рачунарским платформама, као што су вишепроцесорски системи са
дистрибуираним израчунавањем и графичке картице опште намене.
Истраживање обухвата и покушаj проширивања поља примене развиjеног метода
на ретку репрезентациjу ковариjансних дескриптора, а са циљем креирања дискрими-
нативне векторске репрезентациjе ковариjансних дескриптора пиксела и њеног кори-
шћења у стандардним класификаторима.
У статистичком препознавању облика одавно jе уочена потреба и могућност да се
рачунска и мемориjска ефикасност статистичких класификатора заснованих на Гау-
совим смешама побољша кроз додатно моделовање поjединачних параметара коjи се
налазе у усвоjеноj структури модела за препознавање. Под параметрима модела пр-
венствено се подразумеваjу ковариjансне матрице, чиjа димензионалност зависи од
усвоjеног простора обележjа, а чиjе вредности одређуjу облик расподела коришћених
обележjа. Додатно моделовање подразумева коришћење неке врсте апроксимациjе ори-
гиналних ковариjансних матрица коjе фигуришу у систему након завршеног процеса
обуке класификатора. Усвоjене апроксимациjе би требало да буду таквог карактера да
очуваjу оригинални инфромациони садржаj, а са друге стране да омогуће ефикасниjе
израчунавање израза за условне вероватноће стања у коjима ове матрице учествуjу,
кроз смањење броjа неопходних рачунских операциjа.
У литератури jе такође уочено да ковариjансне матрице, као математичке струк-
туре, односно тензори другог реда, могу да представљаjу и jедан од начина за агре-
гациjу вектора обележjа у неком локалном просторном или временском домену. Као
такве, потенциjално нуде нов начин за формирање матричних дескриптора односно
структуираних обележjа коjа ће имати способност да обухвате зависности између ком-
поненти већег броjа вектора обележjа у неком локалном домену и тиме обезбеде бољи
квалитет препознавања, без потребе за сложениjим моделовањем међусобних интерак-
циjа вектора обележjа унутар посматраног домена. Са друге стране, питање ефикасне
агрегациjа вектора обележjа заузима значаjно место у визуелном препознавању облика.
Тако се у случаjу локалних дескриптора слике, уместо jедноставне конкатенациjе
вектора обележjа, односно jеднодимензионалних тензора придружених поjединачним
позициjама у сцени или свим пикселима у неком њеном делу, врло често прибегава не-
ком од стандардних приступа за агрегациjу вектора обележjа коjи се крећу од конструк-
циjе специфичних хистограма са унапред дефинисаним броjем квантизационих нивоа
добиjених скаларном или векторском квантизациjом, векторских статистика поретка,
па све до вероватносних модела заснованих на случаjним пољима. Оваква пракса прои-
зилази из потребе да се избегне настављање поjединачних вектора обележjа коjе би кроз
значаjно повећање укупне димензионалности простора обележjа значило и вишеструко
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повећање сложености полазног проблема препознавања, а што jе непожељно. Примена
ковариjансних дескриптора као начина за агрегациjу вектора обележjа jе управо из
наведеног разлога широко прихваћена у областима праћења покретних обjеката у ви-
деу и класификациjи текстура. У датом контексту, у раду jе у домену препознавања
коjи се односи на даљинску детекциjу предложена нова формулациjа ковариjансних
дескриптора на нивоу поjединачних пиксела у временским сериjама мултиспектралних
сателитских снимака.
1.2 Преглед садржаjа дисертациjе
У дисертациjи jе прво анализиран општи проблем моделовања неодређености у пре-
познавању облика, Поглавље 2. Дат jе осврт на принципе коjи су представљали главне
смернице истраживања. Разматрани су општи начини за карактеризациjу различитих
приступа или модела за препознавање и њихов избор. Као кључни елемент успешног
препознавања посебно jе истакнут општи принцип минимума дискриминативне инфор-
мациjе, представљен у светлу KL дивергенце и важности информационих критериjума
за формулациjу проблема процене и препознавања. Процес издваjања обележjа посма-
тран jе у контексту минимизациjе теориjске границе ризика одлучивања система за
препознавање. Указано jе на потребу за стабилношћу алгоритама, као и на потребу за
учењем репрезентациjа. На краjу другог поглавља сумирани су и погледи неких аутора
на општа дешавања у области.
Затим jе у светлу Баjесове теориjе одлучивања, у Поглављу 3 обjашњена улога ко-
вариjансних матрица у статистичком препознавању облика, детекциjи и процени па-
раметара сигнала, принцип рада квадратних и линеарних класификатора, потреба за
нелинеарним границама одлучивања и на краjу модели засновани на Гаусовим смешама.
Ковариjансна матрица као статистичка структура сагледана jе кроз значаj нормалне
расподеле за апроксимациjу других расподела, проблем оптималне линеарне предикциjе
на основу различитих критериjума, трансформациjе коjе омогућаваjу промену базе и
редукциjу димензионалности, и квадратне класификаторе. Линеарне дискриминанте и
репродукуjући кернели посматрани су из угла конструкциjе дискриминативних модела
за препознавање. Истакнути су елементи коjи утичу на сложеност Гаусових модела
и на краjу описани општи принципи статистичких модела на бази коначних смеша и
начини оптималне процене њихових параметара кроз процес наизменичне итеративне
оптимизациjе.
У Поглављу 4 представљен jе поjам ковариjансних дескриптора, чиме jе указано
на двоjаку улогу ковариjансних матрица у препознавању облика: као елемената ста-
тистичких класификатора и као ефикасног начина агрегациjе вектора обележjа. Aк-
ценат jе стављен на значаj ковариjансних матрица као засебних структура (позитивно
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дефинитних матрица) коjе дефинишу различите расподеле, али такође поседуjу и гео-
метриjску интерпретациjу, у смислу да jе могуће дефинисати геодезиjских растоjања
између различитих облика коjе ковариjансе описуjу. Полазећи од Риманове метрике,
у коjоj за разлику од касниjе приказаних мера постоjи еквиваленциjа растоjања из-
међу пара ковариjансних матрица и пара њихових инверзиjа (матрица прецизности),
анализирани су и другачиjи начини конструкциjе мера растоjања између ковариjан-
сних матрица. Међу приказаним мерама доминираjу информациона растоjања изве-
дена као специjални случаjеви Брегманове дивергенце. Такође jе представљена и KL
дивергенца нормалних расподела, коjа се у специjалном случаjу своди на Бургову ма-
тричну дивергенцу између ковариjансних матрица коjе дефинишу облик Гаусових рас-
подела. Наведена еквиваленциjа jесте од великог значаjа за касниjа поглавља у коjима
jе KL дивергенца нормалних расподела коришћена као информациони критериjум за
дефинисање различитих проблема оптималне процене параметара. Иако су многа од
изведених информационих растоjања несиметрична, анализирани су и начини за њи-
хову симетризациjу. Геометриjа коjа проистиче из начина мерења растоjања, и одређуjе
формулациjу и начин решавања одговараjућих оптимизационих проблема, дискутована
jе кроз пример поjма информационог радиjуса, као уопштења формулациjе проблема
векторске квантизациjе. На краjу Поглавља 4.5 указано jе на различите начине на
коjе се долази до формулациjа оптимизационих проблема заснованих на Бурговоj ма-
тричноj дивергенци у Поглављу 4.6.1, насупрот Поглављима 6.2 и 6.3. Последњи део
четврог поглавља односи се на методе за ретко кодовање ковариjансних дескриптора,
као алтернативне приступе методу за ретку репрезентациjу матрица прецизности коjи
jе предложен у овом раду. Логаритам детерминанте, као кључни елемент несиметричне
Бургове матричне дивергенце, представља функциjу коjа jе од посебног интереса како
за приступ у Поглављу 4.6.1, тако и за ретке апроксимациjе у Поглављу 6.3. У том
контексту, као пример на краjу четвртог поглавља разматрана jе и геометриjска интер-
претациjа проблема максимизациjе детерминанте.
Поглавље 5 доноси преглед мотива и принципа на коjима се заснива ретка репре-
зентациjа сигнала и њихова ретка реконструкциjа. Показано jе да се у основи свих
формулациjа налази потреба да се у наученоj репрезентациjи обjедине jедноставност
представе сигнала и истовремено очува оригинални информациони садржаj. С обзиром
на противречност наведених захтева, разматране су различите оптимизационе методе
коjе омогућаваjу постизање неопходног компромиса, коме у пренесеном значењу одго-
вара минимум енергиjе система. Процес ретке репрезентациjе наjчешће подразумева и
одређивање оптималног генераторног скупа прилагођеног карактеристикама сигнала,
па jе разматран и пример методе за учење речника, коjа jе касниjе коришћена за ини-
циjализациjу процедуре у Поглављу 6.3.2. Како би се боље истакли одређени елементи
предложене процедуре за ретку апроксимациjу матрица прецизности, анализирани су
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и различити итеративни приступи решавању проблема ретког кодовања. Дискутовани
су принципи градиjентних метода заснованих на поjму оператора блискости, коме у
случаjу основне конвексне формулациjе са ℓ1 нормом одговара оператор сажимања-
одсецања првобитно коришћен у проблемима уклањања шума. Такође, разматране су
и методе претраге речника засноване на принципу активног скупа. На краjу погла-
вља дат jе осврт на питање еквиваленциjе различитих формулациjа проблема ретке
репрезентациjе.
Поглавље 6 представља наjбитниjи део рада у коме су упоредно представљена два
модела за апроксимациjу Гаусових компоненти у системима за препознавање заснова-
ним на Гаусовим смешама. Оба модела апроксимациjу Гаусових компоненти засниваjу
на апроксимациjи њихових инверзних ковариjансних матрица (матрица прецизности),
кроз оптимизациjу информационог критериjума заснованог на KL дивергенци нормал-
них расподела, односно LogDet или Бурговоj матричноj дивергенци.
Мотивациjа за апроксимациjу матрица прецизности у облику линеарне комбинациjе
симетричних матрица из унапред дефинисаног скупа, потиче од могућности да се на
такав начин обезбеди убрзање рада система за препознавање, тако што се део израчуна-
вања коjе jе потребно за класификациjу неког упита не понавља приликом евалуациjе
сваке од Гаусових компоненти, већ се за сваки нови упит одређени део унапред изра-
чуна на улазу у систем, независно од Гаусових компоненти. Са друге стране, применом
апроксимациjа уместо оригиналних матрица додатно убрзање се постиже и кроз редук-
циjу неопходних израчунавања по свакоj од компоненти.
Структура коjа омогућава такав добитак jесте апроксимациjа у облику линеарне
комбинациjе симетричних матрица са коjом се замењуjе свака од оригиналних инвер-
зних ковариjансних матрица у систему. Разлика између анализираних модела у Погла-
вљу 6 jесте начин на коjи се конструише поменута линеарна комбинациjа.
У случаjу референтног модела, апроксимациjа се тражи у бази векторског потпро-
стора унутар простора симетричних матрица коме припадаjу ковариjансне матрице
Гаусових компоненти, при чему се као резултат апроксимациjе генерише вектор те-
жинских коефициjената са већином компоненти коjе су различите од нуле. Како jе
апроксимациjа конструисана у потпростору, вектор има редуковану димензиjу у од-
носу на оригинални простор, што значаjно доприноси смањењу сложености неопходних
израчунавања ако jе укупан броj Гаусових компоненти велики.
Са друге стране, предложени модел за ретку репрезентациjу апроксимациjе кон-
струише у редундантном речнику симетричних матрица, уз услов да генерисани вектор
тежинских коефициjената линеарне комбинациjе буде такав да садржи релативно мали
броj компоненти различитих од нуле, односно да решење буде ретко, чему одговара на-
метнути услов jедноставности представе у општоj формулациjи ретке репрезентациjе.
1.2 Преглед садржаjа дисертациjе 9
Предности предложеног модела коjи генерише тежинске векторе са ретком структу-
том, односно у пренесеном значењу ретке апроксимациjе оригиналних матрица преци-
зности, долазе до изражаjа када jе броj Гаусових компоненти у систему за препознавање
значаjно већи од димензиjе простора симетричних матрица коме припадаjу посматране
ковариjансе. У том случаjу предност jесте већи добитак коjи доноси ретка репрезента-
циjа уз исти квалитет апроксимациjе као и референтни модел.
Поред теориjског модела, у Поглављу 6 jе представљена и наменски конструисана
оптимизациона процедура за ретку репрезентациjу и учење речника. Полазне претпо-
ставке коjе су указивале на већу учинковитост предложеног модела потврђене су и ек-
спериментално на две групе експеримената, у коjима су коришћени подаци о Гаусовим
компонентама из система за препознавање говора, као и скупови вештачи генериса-
них ковариjансних матрица са посебно дизаjнираним своjствима како би се симулирале
предности и мане предложеног модела.
Такође, поред главног тока излагања у Поглављу 6, у Прилогу 3 указано jе и на jедан
од начина на коjи може да се интерпретира формулациjа оптимизационих проблема
анализираних модела за апроксимациjу матрица прецизности, док су у Прилозима 2
и 4 представљени неки додатни принципи и елементи одговараjућих оптимизационих
процедура.
У Поглављу 7 предложена jе формулациjа временских ковариjансних дескриптора
за класификациjу пиксела у временским сериjама мултиспектралних сателитских сни-
мака. Као начин примене дескриптора у даљинскоj детекциjи предложена jе конструк-
циjа дискриминативне ретке репрезентациjе поjединачних дескриптора, мотивисана
применама ретког кодовања ковариjансних дескриптора описаним у Поглављу 4.6.1.
Као оптимизациона процедура коришћена jе проширена вариjанта процедуре за ретку
репрезентациjу матрица прецизности у Поглављу 6. Резултати прелиминарних експери-
мената дискутовани су у контексту резултата сличних студиjа приказаних у Прилогу 6.
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2 Моделовање неодређености у препознавању облика
Свако мерење неке величине са собом носи могућност грешке, систематског или
случаjног карактера. У метрологиjи такве поjаве се описуjу поjмом мерне несигурно-
сти, коjа даjе одговараjући квалитет мерењима, а кориснику пружа одређени степен
сигурности. Међутим, врло често ниjе наjjасниjе на коjи начин jе могуће измерити
неке карактеристике посматраног феномена од интереса, односно ниjе jасно дефини-
сана величина или скуп величина коjе су релевантне у датом случаjу. Са друге стране,
чак и када jе на неки начин познато коjе су утицаjне величине, врло често jе тешко
доћи до адекватних и поузданих процена, услед несавршености мерног поступка или
променљивог карактера величине.
Описани проблеми су присутни у свим областима технике и предмет су посебног
изучавања различитих дисциплина, попут метрологиjе и теориjе естимациjе. Успешно
препознавање облика подразумева разрешење ова два кључна питања, али на начин
коjи експлицитно не мора да разазнаjе поменута два корака као одвоjена, као и на
начин коjи се у неком другом контексту и ситуациjи чак понекад не би сматрао аде-
кватним у смислу квалитета мерења, али за коjи се показуjе да jе ипак довољно добар
за успешну дискриминациjу или препознавање категориjа од интереса. Оно што се уо-
чава као кључна карактеристика поменутих проблема jе поjава коjу можемо означити
поjмом неодређеност. Када бисмо са потпуном сигурношћу познавали шта jе оптимална
величина коjу треба мерити и њену стварну вредност, неодређености не би било. При
томе ако би та поjава била jединствена и непроменљива, односно у потпуности детерми-
нистичка, након прве опсервациjе информациони садржаj накнадних мерења не би био
од претераног значаjа за потенциjалног корисника. Са друге стране, информациjе до-
биjене квалитетним мерењима, али без дискриминативног карактера такође не би биле
од користи за посматрани проблем препознавања. Стога jе приликом препознавања
облика, као и у случаjу било какве анализе, потребно усвоjити неку врсту модела коjим
се на адекватан начин описуjе присутна неодређеност, а задатак препознавања, као и у
општем случаjу мерења, jесте да ту неодређеност на адекватан начин елиминише и на
таj начин постигне жељени циљ, успешну дискриминациjу између различитих катего-
риjа од интереса.
Основни и наjзаступљениjи алат за описивање неодређености jе теориjа вероват-
ноће, коjа пружа могућност квантификовања уверења у одређене ставове. Стога се
може рећи да jе препознавање облика, као засебна инжењерска дисциплина, потекло
из статистичке теориjе одлучивања, а као резултат потребе да се почетком четрдесетих
година прошлог века усаврше технички уређаjи као што су радар или сонар. Истовре-
мено, развоj теориjе информациjа и обраде сигнала поставио jе основе за даљи напредак
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(а) (б)
Слика 2.1: Поjам здружене расподеле вероватноћа - фреквенциjа поjављивања догађаjа,
преузето из [247]. (а) Галтонова студиjа везе између висине родитеља и одрасле деце
из 1886. год. (б) Приказ расподеле артиљериjских гађања, Исидор Дидион, 1858. год.
ове дисциплине. У наставку ће бити указано на неке занимљиве детаље у вези са на-
чинима моделовања неодређености, неке пожељне карактеристике очекиваних решења,
опште прихваћене критериjуме и приступе за оцену решења, а такође ће бити указано и
на ставове одређених аутора о тренутном стању неких подобласти препознавања облика
и стању науке уопште.
Кључни поjам за вероватноћу jесте поjам расподеле. У недавно одржаном преда-
вању, [247], jасно jе истакнут значаj и касниjи утицаj дефинисања условне расподеле као
засебног поjма у описивању случаjних поjава. Према датом извору, као прекретница
се узима рад Франсиса Галтона, рођака Чарлса Дарвина, коjи jе уочиo немогућност
коришћења до тада универзално коришћеног правила директне пропорционалности из-
међу две величине од интереса, Слика 2.1(а), и увео поjам условне расподеле. Такође
jе истакнуто да су постоjали и раниjи примери здруженог посматрања различитих ка-
рактеристика неке случаjне поjаве, као што jе расипање погодака на Слици 2.1(б), или
аналитички изрази за вишедимензионалну Гаусову расподелу Лагранжа и Лапласа,
али да им тада ниjе придавана описана интерпретациjа, у смислу условних вероват-
ноћа, [247]. Даљи рад Пирсона, Колмогорова и многих других теориjу вероватноће jе
учинио незаменљивом у описивању неодређености.
Са друге стране, показало се да jе неодређеност могуће описивати и на другачиjе
начине коjи не мораjу обавезно бити вероватносног карактера. Jедан пример jе фази
логика, [284], коjа полазећи од неодређеног поjма скупа, [157], омогућава конструисање
апарата за закључивање и доношење одлука коjи jе у многим ситуациjама подjеднако
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успешан и богат могућностима за моделовање као и алати засновани на теориjи веро-
ватноће, [179].
Као што jе већ раниjе истакнуто, jедан од кључних проблема препознавања jесте
проналажење или дефинисање величина од интереса за карактеризациjу посматраног
феномена. Могућности рачунара и обиље података коjи се у данашње време свакоднвно
генеришу довело jе до развоjа посебних дисциплина са сличним мотивима, коjе се мо-
жда могу сматрати и подобластима препознавања облика. Тако се поред препознавања
облика (енгл. pattern recognition) у употреби налазе и посебни термини као што су „руда-
рење података” (енгл. data mining) или „откривање знања” (енгл. knowledge discovery).
Са друге стране, у зависности од историjата развоjа и специфичности окружења из кога
потичу, постоjе и друге (под)дисциплине коjе попут препознавања облика покушаваjу
да конструишу системе намењене аутоматизованом одлучивању, а означаваjу се терми-
нима као што су компjутерска визиjа (енгл. computer vision), машинско учење (енгл.
machine learning) или меко рачунање (енгл. soft computing). У последњих неколико
година описано гранање jе додатно убрзано, па су се тако из многих фамилиjа ме-
тода као засебне издвоjиле одређене дисциплине, као што jе „дубоко учење” (енгл. deep
learning), као савремена вариjанта класе метода под називом неуронске мреже, за коjе jе
рецимо jош раниjе утврђено да представљаjу универзалне апроксиматоре функциjа над
коначно димензионалним просторима, [130]. Са друге стране, овакав след догађаjа не
би био могућ без помака у другим повезаним областима, а коjе су омогућиле ефикасну
аквизициjу, обраду, складиштење, визуелизациjу и размену података. Овде би посебно
требало истаћи теориjу информациjа и помаке постигнуте у областима кодовања и ком-
пресиjе сигнала, коjе имаjу доста заjедничког са два кључна проблема препознавања,
првенствено у смислу циља конструкциjе оптималних кодека за пренос информациjа.
Под тиме се подразумева аналогиjа између векторске квантизациjе, односно конструк-
циjе одговараjућег кода за дати извор информациjа и комуникациони канал, са jедне
стране и груписања, односно кластеризациjе података у вишедимензионалном простору
обележjа са друге стране, као што jе рецимо случаj у [52]. Такође, уочава се и анало-
гиjа између процеса декодовања порука и процеса одлучивања класификатора са више
класа или категориjа.
Свим описаним дисциплинама jе заjедничка потреба за анализом података [80, 256], a
коjи настаjу посматрањем различитих поjава. Отуда и мотивациjа неких аутора, [81], да
за обjедињено означавање ових дисциплина користе посебан термин „наука о подацима”
(енгл. data science). С обзиром да се у датом термину користи поjам наука, поставља
се питање по чему jе дата наука специфична, односно коjи начини за верификациjу
или оповргавање одговраjућих тврђења се, у конкретном случаjу, сматраjу погодним и
опште прихватљивим.
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Неку врсту одговора на постављено питање може да пружи расправа [36], Леа Браj-
мана [194], у коjоj jе указано на фундаментално питање начина извођења закључака
на основу анализе података. Према њему, постоjе „две културе” коjе са различитим
полазним претпоставкама приступаjу анализи података. Првима jе своjствено да по-
лазе од претпоставке да опсервиране податке генерише неки унапред претпостављени
(усвоjени) модел случаjног карактера, што jе у прошлости, нарочито пре значаjниjег
утицаjа рачунарске технике, био jедини могући приступ, док друга групациjа (или кул-
тура) анализи прилази тако што механизам настанка података сматра непознатим, а до
одговараjућих закључака долази коришћењем различитих алгоритамских модела, без
унапред дефинисане структуре, као што jе рецимо ситуациjа код стабала одлучивања.
Потврда исправности модела се у првом случаjу заснива на поређењу карактери-
стика података са гаранциjама коjе произилазе из унапред познате структуре параме-
тризованог модела, односно њиховом поклапању, а у другом случаjу на емпириjском
мерењу тачности предикциjе алгоритамског модела. При томе такав алгоритамски мо-
дел не мора имати могућност jасне интерпретациjе, у смислу jасног уочавања утицаjних
величина и начина њиховог деjства на краjњи резултат предвиђања. Тако се у другом
случаjу може рећи да jе акценат на тачним информациjама коjе модел пружа, а не на
могућностима његове интерпретациjе.
Што се тиче самог поступка верификациjе алгоритамског модела, као погодан ме-
тод за емпириjску проверу тачности усваjа се тачност предикциjе на довољно великом
скупу опсервациjа, где jе реч „довољно” понекад тешко дефинисати jер зависи од сложе-
ности и адекватности модела, као и сложености конкретног проблема, док се под самом
провером подразумева статистички поступак унакрсне провере (енгл. cross-validation)
процењених радних карактеристика.
Иако релевантна, процењена тачност не мора увек у потпуности да одговара ствар-
ном квалитету алгоритамског модела, што свакако jесте краjњи циљ извршене про-
вере. Разлог за потенциjално одступање може бити управо раниjе поменута тешкоћа
у дефинисању довољно великог скупа узорака, jер као што ће бити анализирано у По-
глављима 2.3.1 и 2.3.2, повећање сложености модела омогућава његово боље поклапање
са прикупљеним подацима, али истовремено значи и слабиjу могућност генерализациjе
научених способности на подацима са карактеристикама коjе нису биле доступне током
обуке модела.
Наведено представља jедну од основних тешкоћа у практичноj примени алгоритам-
ских модела, jер успешна примена подразумева постоjање релевантног скупа за обуку, a
што обично подразумева велики броj опсервациjа. Међутим, свакодневно генерисање
нових података од стране корисника, односно разноврсност и распрострањеност нових
генерациjа сензора коjи су данас у употреби, допринели су да алгоритамски модели
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заузму значаjно место у савременим системима за препознавање облика, али и другим
блиским областима, као што jе и било наговештено у [36], или jош далеко раниjе у [256].
Циљ конструкциjе система за препознавање jесте минимизациjа ризика одлучивања,
као очекиване цене погрешног, али и исправног закључивања. Поставља се питање коjи
су домети таквих система и какви резултати се у наjбољем случаjу могу очекивати.
У општем случаjу, ако jе скуп мерених величина коjима се одговараjући облик ка-
рактерише унапред дефинисан и непроменљив, а уколико jе при томе могуће и тачно
познавање расподела њихових вредности, што често одговара краjње идеализованоj си-
туациjи, адекватан одговор увек пружа Баjесова или Беjзова теориjа одлучивања и
теориjске карактеристике тако дефинисаног класификатора, а коjи у смислу потенци-
jалног ризика представља наjбољи могући избор у датом случаjу.
Поред чињенице да постоjи могућност да и такве, наjбоље могуће перформансе не
мораjу бити довољно добре у неком конкретном случаjу, а као последица малог инфор-
мационог садржаjа коришћених мерења (лошег избора обележjа), односно недискрими-
нативности њихових расподела, додатна тешкоћа лежи и у врло честоj немогућности
тачног познавања ових расподела, а услед чињенице да квалитет процене непознатих
расподела монотоно опада са смањењем броjа узорака или са повећањем димензионал-
ности коришћеног простора обележjа. Међутим, такође jе добро познато да у случаjу
коначног броjа узорака, повећање броjа коришћених обележjа до неког оптималног
нивоа у просеку води ка побољшању квалитета препознавања, а након достизања наве-
деног оптималног нивоа даље повећање димензионалности води ка његовом смањењу.
Описани феномен демонстриран jе у [132], где jе под одређеним претпоставкама, на
начин за коjи ће се касниjе испоставити да jе доста упрошћен, разматрано просечно по-
нашање различитих система за статистичко препознавање облика при истом укупном
броjу коришћених обележjа и броjу узорака. Циљ студиjе jе био да се без обзира на
природу проблема препознавања, односно без обзира на специфичне карактеристике
условних расподела вероватноћа коjе описуjу различите проблеме препознавања и чиjе
карактеристике (облик расподела) у складу са тим варираjу од проблема до проблема
у зависности од избора одговараjућих обележjа, ипак дође до одређених гаранциjа у
смислу тачности препознавања у зависности од односа између сложености мерења
(димензионалности обележjа) и броjа узорака. Закључак jе био да стратегиjа повећања
броjа обележjа до одређеног тренутка има позитивно деjство, али да при коначном
броjу узорака даље повећање димензионалности има негативан утицаj. У истоj студиjи
такође jе показано и да слично своjство важи и у асимптотском случаjу неограниченог
броjа узорака, где jе „просечна” тачност препознавања (посматрано такође по ансамблу
свих могућих реализациjа система за статистичко препознавање облика са истим броjем
обележjа, као и у раниjе поменутом коначном случаjу), увек са горње стране ограни-
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чена кривом, коjа под усвоjеним претпоставкама анализе у [132] улази у сатурациjу са
повећањем димензионалности простора обележjа. При томе значаjан утицаj на краjњи
положаj ове горње границе, коjа у претпостављеном општем случаjу дефинише асимп-
тотски квалитет неког просечног система за препознавање са датим броjем обележjа,
има моделовање неодређености коjе се тичу полазних поставки проблема препознавања,
односно у случаjу вероватносних модела могућност што тачниjег одређивања и позна-
вања априорних вероватноћа посматраних догађаjа.
Слична анализа, у проширеном облику, спроведена jе нешто касниjе и у раду [85],
где jе потврђено да повећање сложености модела мора бити праћено повећањем броjа
узорака, а како не би дошло до деградациjе квалитета препознавања услед повећања
запремине простора обележjа и повећања броjа „ћелиjа хистограма” за коjе jе потребно
одредити (проценити) вероватноћу на основу релативне фреквенциjе поjављивања од-
говараjућих узорака. Међутим, накнадно jе такође указивано на неке недоследности
анализе у [132], а коjе су се огледале у томе да при усвоjеним претпоставкама повећање
броjа обележjа не мора да гарантуjе повећање тачности препознавања, [259], што jе у
супротности са чињеницом да више информациjа увек обезбеђуjе боље одлучивање. Да
би оваква, логична претпоставка важила, показуjе се да jе потребно додатно дефини-
сати шта се тачно подразумева под сложеношћу мерења, односно да се под повећањем
димензионалности подразумева „повећање или рафинациjа информациjа коjе су наме-
њене одлучивању”, [259], а што jе могуће постићи увођењем одговараjућих релациjа
поретка између скупова обележjа. Тако jе показано да под условима анализе усвоjеним
у [132] такву релациjу ниjе могуће успоставити и да у том смислу нема контрадикциjе
између резултата у [132], коjи се према [259] засниваjу на субоптималном одлучивању, и
горе поменутог тврђења о побољшању препознавања на основу више доступних инфор-
мациjа, до коjих се долази кроз адекватно искоришћавање повећане димензионалности
обележjа.
У суштини, повећање димензионалности има позитиван карактер уколико смо у
стању да постигнемо довољан квалитет процене неопходних тест статистика, или уко-
лико након повећања броjа обележjа можемо да конструишемо неки делотворниjи по-
ступак препознавања, коjи уопште не мора почивати на статистичкоj формулациjи, већ
на мерењу разлика или сличности, односно растоjања, између наменски формираних
структура или ентитета коjима описуjемо реализациjе посматраних категориjа, али коjи
зато успешно користи присуство додатних информациjа похрањених у новим обележ-
jима узорака.
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2.1 Потреба за смањењем неодређености
Наjвећоj неодређености одговара ситуациjа у коjоj не можемо ништа унапред да ка-
жемо о учестаности поjављивања посматраних величина или поjава, а коjа се у складу
са тим обично моделуjе униформном расподелом априорних вероватноћа. Овакав избор
потиче од усвоjеног критериjума максималне ентропиjе коjим се описуjе максимална не-
одређеност у информационом смислу, [142], а коjи у зависности од додатних ограничења
као резултат постављеног вариjационог проблема може дати и друге врсте расподела
осим униформне. Међутим, апсолутни максимум ентропиjе достиже се само за уни-
формну расподелу, [157]. У дискретном вишедимензионалном простору обележjа, са
„познатом” средњом вредношћу и ковариjансном матрицом обележjа, принцип макси-
малне ентропиjе се своди на избор вишедимензионалне Гаусове расподеле, [60].
Према [142], поjмови неодређености и ентропиjе могу се сматрати синонимима, па
се описани процес увођења додатних ограничења, као нових сазнања о посматраноj
поjави, приликом примене принципа максималне ентропиjе, може посматрати и као
процес смањења неодређености. Његов краjњи циљ се огледа у утврђивању стварних
облика одговараjућих априорних расподела, уместо полазне, у информационом смислу
непристрасне, претпоставке о униформноj расподели. Наведено такође jесте и краjњи
циљ препознавања, [273], барем када jе у питању поглед на дати проблем из угла ста-
тистичког препознавање облика, jер циљ обуке система за препознавање jесте управо
одређивање тачног изгледа одговараjућих условних расподела коjе фигуришу у систему,
а чиме се постижу теориjске границе минималног Баjесовог ризика за дати избор обе-
лежjа.
Наравно, конструкциjа система за препознавање подразумева и избор обележjа и
њихових трансформациjа, тако да идеална обука или тачно одређивање одговараjућих
расподела не мора бити довољан услов за конструкциjу система са задовољаваjућим
радним карактеристикама, а врло често не мора бити ни потребан, о чему ће бити речи
нешто касниjе.
Принцип смањења неодређености кроз процес проналажења прикладног облика од-
говараjуће расподеле jе очекивано присутан и у теориjи естимациjе, где процена неког
параметра од интереса на основу начињених опсервациjа у недостатку додатних доказа
полази од претпоставке о униформноj априорноj расподели датог параметра, [63], а у
зависности од додатних ограничења (као што jе цена погрешне процене) и опсервациjа
долази до краjње вредности параметра у форми: Баjесовог естиматора, максималне
апостериорне процене, или процене максималне веродостоjности (у складу са одговара-
jућом вариjантом полазних претпоставки). При томе jе конкретан облик одговараjуће
параметарске или непараметарске процене у било ком од наведених случаjева директно
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одређен обликом условне расподеле коjа описуjе расипање мерења (вредности обележjа)
у зависности од непознате вредности параметра, тачниjе веродостоjношћу вредности
параметра у односу на прикупљене опсервациjе, [98], али и усвоjеном претпоставком о
облику априорне расподеле непознатог параметра.
Тако се за облик веродостоjности p(x|τ ) коjи одговара Гаусовоj расподели, а при
усвоjеноj претпоставци о униформноj априорноj расподели p(τ ) непознатог параметра
τ , показуjе да jе максимална апостериорна процена p(τ |x) (коjа у том случаjу предста-
вља мод одговараjуће апостериорне расподеле коjа jе такође Гаусова) jеднака процени
маскималне веродостоjности p(x|τ ), jедначина (2.1), али истовремено еквивалентна и
Баjесовом естиматору τˆ , коjи као функциjу цене погрешне процене τˆ користи ква-
дратну грешку, C(τˆ , τ ) = (τˆ − τ )2. Другим речима, показуjе се да jе добиjена процена
τˆ jеднака средњоj или очекиваноj вредности апостериорне расподеле непознатог па-
раметра, а коjа се у случаjу Гаусове расподеле увек поклапа са њеним модом (као и
медиjаном):
τˆ =
∫
{τ}
τ p(τ |x) dτ = mod( p(τ |x) ) = max
τ
p(x|τ ) p(τ )
p(x)
= max
τ
p(x|τ ). (2.1)
Разлог за еквиваленциjу (2.1) са Баjесовим естиматором, [275], лежи у чињеници
да се након усваjања квадратне цене грешке полазна минимизациjа ризика естима-
тора τˆ своди на очекивану вредност апостериорне расподеле непознатог параметра,
израз (2.1), а као последица линеарности првог извода квадратне функциjе. Усваjање
другачиjе функциjе цене и претпоставке о облику условне расподеле довело би до дру-
гачиjег облика процене. Тако на пример, без обзира на облик усвоjене расподеле, у
зависности од тога да ли jе усвоjена функциjа цене у облику квадратне, апсолутне или
тзв. нула-jедан грешке, оптимална Баjесова процена би представљала условно оче-
кивање, медиjану или мод одговараjуће апостериорне расподеле, у датом редоследу.
Међутим, као што jе дискутовано, у случаjу Гаусове расподеле као последица изра-
жене симетриjе три наведене процене са различитим интерпретациjама поjма грешке
се поклапаjу.
Приказана еквиваленциjа различитих процена у случаjу смањења неодређености
разматраном у (2.1) такође jе занимљива jер показуjе суштинску везу између критери-
jума минималне средње квадратне грешке и критериjума максималне веродостоjности, а
коjа у Баjесовом моделу постоjи под претпоставком о униформноj априорноj расподели
непознате величине и Гаусовоj расподели измерених вредности. Слична еквиваленциjа
постоjи и приликом класичне процене, у коjоj се непозната величина (параметар) насу-
прот Баjесовоj процени не би сматрала случаjном, а што би значило да нема потребе
за моделовањем њене априорне расподеле. Наиме, усваjањем претпоставке о линеар-
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ноj зависности између опсервираних вредности и непознате величине, као и претпо-
ставке о некорелисаности и истоветноj Гаусовоj природи грешака процене, показуjе се
да jе оптимална процена максималне веродостоjности еквивалентна процени на бази
методе наjмањих квадрата, коjа минимизуjе суму квадрата грешака процене. Тачниjе,
према теореми Гаус-Маркова, [154], оптимална линеарна процена τ̂ jе у класичном сми-
слу одређена усвоjеним обликом линеарне зависности (опсервационом матрицом A) и
структуром ковариjансне матрице C грешака процене, али не и обликом саме расподеле
грешака процене. Међутим, ако се уведе додатна претпоставка о некорелисаности гре-
шака w, односно опсервациjа x (имаjући у виду да се непозната величина τ третира као
детерминистичка), а при чему се подразумева да су поjединачне грешке w, компоненте
w, концентрисане у околини нуле и имаjу исту Гаусову расподелу N , процена макси-
малне веродостоjности се као последица независности узорака своди на псеудоинверзно
решење τ̂ преодређеног система линеарних jедначина, коришћењем метода наjмањих
квадрата:
x = A τ +w, w ∼ N (0, σ2 I) , C = σ2 I,
τ̂ =
(
ATC−1A
)−1ATC−1 x = (ATA)−1AT x . (2.2)
Наравно, домен важности усвоjених претпоставки одређуjе оптималност постигнуте ли-
неарне процене, коjа као таква не представља универзално решење, али такође унапред
ни не искључуjе њену практичну употребљивост као ефикасног субоптималног решења
коjе може бити довољно добро у одређеним случаjевима. Са друге стране, иако средња
квадратна грешка jесте веома привлачна мера квалитета процене, из угла њене фи-
зичке интерпретациjе коjа одговара енергиjи сигнала, као и у контексту формулациjе
различитих оптимизационих проблема и њеног историjског значаjа jош од поjаве Га-
усовог метода наjмањих квадрата, показуjе се да ниjе увек оптимална и да у случаjу
неких структуираних сигнала не представља увек наjбољи избор, [271].
Као правац у коме треба тражити решење у [271] jе на примеру сигнала слике на-
значено да jе приликом конструкциjе мере квалитета пожељно да се у обзир узму и
информациjе о особинама приjемника коjи користи сигнал, као и врста оштећења то-
ком његовог преноса. Такође jе истакнуто и да би у случаjу чула вида мере квалитета
коjе имаjу значаjно поклапање са човековом перцепциjом могле да имаjу утицаj на
даљи напредак система за визуелно препознавање облика и да би их као такве тре-
бало користити као критериjуме оптималности приликом конструкциjе одговараjућих
алгоритама и система за обраду сигнала.
Полазећи од оваквих, релативно jедноставних модела, могуће jе формирати и сло-
жениjе вероватносне структуре засноване на сличним принципама, [172, 211, 222], али
и одговараjуће алате за њихову ефикасну конструкциjу, под чиме се подразумева обука
или „учење” модела.
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Као последица сложениjе структуре, коjа не мора увек да буде и квалитативно сло-
жениjа (као на примеру коначних смеша коjе се показуjу као погодан начин за параме-
тризациjу сложених расподела коjе карактеришу неку поjаву), поменуте вероватносне
структуре омогућаваjу успешниjе моделовање међузависности између већег броjа про-
менљивих коjе могу представљати стварне или директно мерљиве величине, али и од-
говараjуће „скривене” параметре или индиректно мерљиве величине коjе описуjу стање
неког система.
Према томе, препознавање облика се може интерпретирати и као препознавање наj-
вероватниjег или равнотежног стања датог система или модела, а што може бити краjњи
циљ препознавања или само jедан од корака у укупноj анализи коjа омогућава препо-
знавање неког облика.
2.2 Капацитет модела за препознавање
Ако посматрамо проблем преноса информациjа и конструкциjе комуникационих си-
стема, принцип смањења неодређености jе такође уочен као кључан критериjум за до-
лажење до исправних процена и одлука. Тако jе у познатом раду [232], показано да
маскимална брзина преноса информациjа, односно капацитет комуникационог канала,
као горња граница за пренету количину информациjа у jединици времена, зависи од
количине неодређености коjу за дати приjемник и извор са собом у просеку носи при-
мљена порука. Тачниjе, да се капацитет канала израчунава као екстремна вредност
(максимизована по свим могућим изворима информациjа) израза коjи се добиjа када се
од просечне послате количине информациjа, односно ентропиjе или брзине извора, оду-
зме неодређеност коjу приjемник има о томе шта jе стварно послато, а чему одговара
условна ентропиjа извора након приjема поруке коjа jе прошла кроз комуникациони
канал (прва од три интерпретациjе капацитета канала коришћењем поjма здружене ен-
тропиjе у [232]). Поменута неодређеност jе последица сметњи и слабљења коjи делуjу на
сигнал у каналу током преноса и доводе до његовог оштећења, па би у случаjу идеалног
канала неодређеност изостала. Узимаjући у обзир да су у стварности приликом преноса
сигнала недостаци увек присутни, позитивна околност jесте да према фундаменталноj
теореми о кодовању, [232], барем теориjски ипак постоjи одговараjућа коднa шемa са
коjом се постиже пренос сигнала са произвољно малом неодређеношћу, али под условом
да брзина преноса информациjа ниjе већа од теориjске вредности капацитета канала.
Очекивано, капацитет канала зависи од физичких карактеристика сигнала и карактера
сметњи, односно у основи од релативног односа снаге сигнала и снаге шума. Међутим,
како jе у [232] истакнуто, за посматрани комуникациони канал у случаjу прекорачења
брзине: „природа наплаћуjе таксу и захтева присуство тачно толико неодређености да
укупно гледано исправно не можемо да пренесемо ништа више од капацитета”.
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Узрок за присуство неодређености о томе шта jе послато, а коjе спречаваjу дости-
зање капацитета канала, поред недостатака сигнала треба тражити и у несавршено-
стима приjемника, за коjи се у пренесеном значењу може рећи да „чуjе” и оно што
не треба, а чему одговараjу ситуациjе у коjима се услед физичких процеса шум гене-
рише у приjемнику, [275], или недовољно добра конструктивна решења приjемника и
предаjника за дати проблем, [5].
Узимаjући у обзир наведено, може се рећи да jе у контексту модела комуникационог
канала и преноса сигнала, циљ препознавања да приjемник или систем за препознавње
буде што неосетљивиjи на сметње, односно да не чуjе шум, а да послата информациjа
(чиjа представа зависи од избора „обележjа”, односно кодне шеме или таласних облика)
буде довољно дискриминативна (корисна) за препознавање, тако да у идеалном случаjу
(оптималног приjемника за дати канал) омогући постизање брзине преноса информа-
циjа коjа тежи капацитету канала.
Иако jе већ истакнута веза између проблема оптималног преноса информациjа и
препознавања облика, а кроз наведени пример детекциjе сигнала и потребе за кон-
струкциjом оптималних приjемника, у наставку ће бити размотрени jош неки аспекти
овог односа.
Наиме, за проблем преноса информациjа jе барем уопштено гледано карактери-
стично да не прави разлику између информациjа коjе се преносе кроз комуникациони
канал, односно у начелу не разматра значење одређених информациjа за пошиљаоца
и примаоца поруке. Наравно, овакав приступ се све чешће доводи у питање, а као
последица потреба да се корисницима комуникационих система пруже одређене гаран-
циjе у смислу квалитета преноса одређених садржаjа, односно типова информациjа,
а у складу са њиховом важношћу за одређене групе корисника коjе деле заjедничке
ресурсе комуникационе инфраструктуре, [268]. Тако се све чешће jавља потреба за
анализом садржаjа порука током преноса сигнала, а на основу коjе се рад система при-
лагођава променама карактеристика комуникационог канала и захтевима корисника, а
према неким унапред или у датом тренутку усвоjеним критериjумима. Потреба за ова-
квим адаптивним приступом jе одавно уочена, као у [18, 233], и детаљно разматрана у
оквирима теориja коje се бавe квантизациjом и компресиjом сигнала, а коjе почиваjу
на анализи компромиса коjе jе у неком конкретном случаjу потребно направити између
маскималне брзине преноса информациjа (ограниченог капацитета канала) и просечног
степена перципираног оштећења (дисторзиjе) квалитета сигнала, а са краjњим циљем
да се постигне наjбољи могући пренос информациjа у датоj ситуациjи.
Са друге стране, за препознавање облика jе кључно да направи разлику између
корисних или дискриминативних информациjа и непотребних или „збуњуjућих” инфор-
мациjа. При томе сама количина информациjа ниjе од толиког интереса, као у случаjу
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преноса информациjа где се тежи максимизациjи протока информациjа, већ њена при-
кладност за решавање одређеног проблема препознавања.
Као у случаjу теориjе коjа разматра компромис између брзине преноса и оштећења,
а коjи jе увек неопходан у случаjу аналогних извора информациjа код коjих jе пре
било какве анализе у дигиталном домену потребно превођење у приближан запис са
коначним броjем симбола, тако jе и у случаjу препознавања неопходан прави компро-
мис између: а) способности изабраног модела да опише и елиминише неодређеност и
б) избора обележjа (селекциjе информациjа од интереса из података коjи су на рас-
полагању о посматраноj поjави), како би се постигло што ефикасниjе препознавање.
Наравно, у неким случаjевима где jе процес избора или конструкциjе обележjа ауто-
матизован тешко jе направити дистинкциjу између претходна два корака, али jе jасно
да већа количина информациjа омогућава боље разумевање одређене поjаве, па би као
таква, очекивано, требало да створи и већи скуп потенциjалних решења, док сложениjи
модели углавном могу ефикасниjе да искористе обележjа слабиjег квалитета. У оквиру
таквог компромиса jе онда можда могуће лакше пронаћи наjадекватниjе решење за
препознавање, под чиме се подразумева решење коjе поред тачности препознавања, као
наjзначаjниjег параметра за оцену успешности препознавања, наjбоље одговара и неким
додатним критериjумима коjи се намећу као резултат начина његове будуће примене.
Међутим, у зависности од капацитета модела или алгоритма за препознавање
(„учење облика”), односно способности одређене фамилиjе модела да опише неодре-
ђеност, а што се огледа у:
(i) Сложености проблема коjе на задовољаваjући начин дати модели могу да реше;
(ii) Сложености процеса учења или обуке модела;
(iii) Сложености, али и ризика имплементациjе и коришћења креираних модела,
„велика” количина доступних информациjа може представљати и потешкоћу.
Иако оваква ситуациjа на први поглед делуjе неочекивано, барем ако се има у виду
раниjе истакнута потреба за што већом количином информациjа како би се побољшао
квалитет препознавања, она jе могућа. Постоjе два различита начина на коjе описана
ситуациjа може да се испољи.
У првом случаjу, а коjи карактерише релативно мали броj узорака у односу на усво-
jену димензионалност простора обележjа, дешава се да иако укупна количина инфор-
мациjа по свакоj од опсервациjа може бити веома велика, капацитет модела може бити
такав да не може да се носи са великом броjношћу (не)дискриминативних обележjа,
односно модел без помоћи са стране (селекциjе или редукциjе обележjа) не може да по-
стигне задовољаваjућу тачност. У смислу статистичког препознавања облика под тиме
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се првенствено подразумева да ниjе могућа задовољаваjућа процена одговараjућих рас-
подела коjе фигуришу у тест статистикама, али у општем случаjу такође и да модел сам
ниjе у стању да пронађе боља обележjа кроз селекциjу или трансформациjу постоjећих
обележjа и формирање одговараjућих структура намењених препознавању. Описани
сценарио у литератури се обично означава као „проклетство димензионалности”, према
термину коjи jе уведен у [16], али се при томе углавном мисли на ситуациjу коjу каракте-
рише недовољна укупна количина информациjа, а за коjу се као кључни узрочник везуjе
недовољан броj опсервациjа (коjе могу, али не мораjу бити високодимензионалне, при
чему квантитативно значење овог атрибута углавном зависи од конкретног контекста
препознавања). Наравно, такав термин jе у потпуности оправдан, имаjући у виду да би
повећање броjа високодимензионалних узорака, под условом да jе изводљиво, донекле
решило проблем. Међутим, као што jе истакнуто, треба имати у виду и поменуте ситуа-
циjе у коjима jе количина информациjа садржаних у поjединачним узорцима значаjна,
односно имати у виду да jе дати проблем могуће посматрати и из угла недостатака
коришћених метода за препознавање, а коjи се у таквим ситуациjама могу испољити
услед њиховог ограниченог капацитета, а не као последица недовољног информационог
садржаjа поjединачних узорака.
У другом случаjу, а коjи карактерише релативно велики броj узорака, ако jе про-
цес обуке неповољно условљен броjем узорака сложеност обуке у случаjу неких фами-
лиjа модела може да превазиђе рачунарске ресурсе коjи су на располагању. Тада се
углавном, како би се дати проблем велке количине информациjа разрешио, прибегава
неким модификациjама стандардних формулациjа модела, а што може да подразумева
конструкциjу неког специфичног начина за издваjање или агрегациjу обележjа, али
и директно ангажовање човека као активног учитеља, коришћењем полунадгледаних
метода учења. У случаjу великог броjа узорака, jедно од решења за смањење сложе-
ности jе и примена неке од метода случаjног подузорковања и стохастичких вариjанти
стандардних поступака, коjе наjчешће, асимптотски гледано, постижу исти или бољи
резултат, а при томе су изводљиве.
Много чешће ограничаваjући фактор за квалитет препознавања лежи у другоj краj-
ности коjоj одговара недовољна количина информациjа. Проблем се манифестуjе како
у случаjу малог броjа узорака, а што jе често када jе сложеност или цена поjединач-
них експеримената висока, што проблем препознавања чини лоше условљеним, тако и у
случаjу малог броjа обележjа или њиховог малог информационог садржаjа, а као после-
дице немогућности мерења одређених дискриминативних величина услед ограничења
коjа намећу карактеристике расположивих мерних инструмената. Ова ограничења се
углавном огледаjу у недовољноj тачности, прецизности, али и цени мерења неке специ-
фичне величине, где под ценом не мораjу да се подразумеваjу само директни трошкови,
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већ и околности и контекст у коjима jе потребно извршити мерење.
Дакле, процес конструкциjе модела за препознавање састоjи се од успешног ре-
шавања сва три раниjе поменута питања коjа се тичу способности или капацитета
изабраног модела за препознавање да опише неодређеност у конкретном случаjу. У
идеализованоj ситуациjи, коjа не би одговарала инжењерском приступу, нека од по-
менутих питања или карактеристика модела не би имала значаjан утицаj на коначну
оцену модела, али имаjући у виду потребу да се реализуjу ефикасни технички системи,
намењени људима и њиховим потребама, сва наведена питања заслужуjу подjеднаку
пажњу.
2.3 Капацитет модела у ужем смислу
Као капацитет модела у ужем смислу можемо да означимо степен успешности са
коjим одговараjући модел решава реалне проблеме различите сложености, или опсег
сложености реалних проблема за коjе дати поступак може да пружи довољно добро
решење. Под поjмом реални подразумева се да jе количина примера на коjима модел
има прилику да истражи особености проблема ограничен, као и да су примери такви
да у већоj или мањоj мери одступаjу од стварности. У том случаjу, кључно питање коjе
одређуjе капацитет различитих модела jесте на коjи начин, тj. колико успешно, jе у
датом окружењу разрешена „дилема” између пристрасности модела ка одређеноj врсти
решења и вариjансе тако постигнутих решења у односу на оптимум, односно вариjансе
решења коjа одговараjу различитим реализациjама усвоjеног модела у променљивим
околностима његове обуке.
С обзиром да се проблем препознавања може посматрати и као проблем предикциjе,
однос пристрасности и вариjансе модела може се разматрати и кроз анализу структуре
просечног квадратног одступања различитих решења (предиктора) коjе модел гене-
рише по ансамблу реализациjа скупова за обуку са истим броjем елемената (примера),
а из коjих модел коришћењем одговараjућег алгоритма учи непознате односе између
примера придружених различитим категориjама.
Тако се, полазећи од формулациjе регресиjе, приказане на пример у [109], коjа се
заснива на усваjању минималне средње квадратне грешке као критериjума оптимално-
сти Баjесове процене, а што води ка оптималном решењу предиктора у облику условног
очекивања непознате (случаjне) величине, [154], може показати да се просечна цена или
ризик предикциjе коришћењем одређеног модела (коjи у општем случаjу не мора бити
оптималан избор за неки посматрани проблем) увек састоjи од два члана или сабирка.
Први члан директно зависи од конструкциjе предиктора (резултата обуке модела) и
предвиђеног домена његове примене (вредности мерених величина или обележjа за коjе
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се очекуjе да ће се поjављивати приликом рада система као улазне величине), док jе
други члан независан од модела и као такав несводљив на мању вредност и зависи
исључиво од урођене променљивости проблема или поjаве коjу модел описуjе.
Ако се са f означи конструисани предиктор y, а са E[y|x] ≡ Ey|x[y|x] условно оче-
кивање вредности y у односу на расподелу p(y|x), коjе представља оптимални Ба-
jесов предиктор када се као критериjум оптималности усвоjи минимална средња ква-
дратна грешке предикциjе, тада се просечна грешка предикциjе у односу на све могуће
реализациjе y за неки фиксни радни режим или опсервирану вредност x, означена
са E
[(
y − f(x))2∣∣∣x], може исказати и као E [((y − E[y|x])+ (E[y|x]− f(x)))2 ∣∣∣∣x],
чему након упросечавања датог квадрата бинома са p(y|x) и имаjући у виду да jе
2
(
E[y|x]− f(x)) · E[ y − E[y|x] |x] = 0, одговара израз:
E
[(
y − f(x))2∣∣∣x] = E [(y − E[y|x])2 ∣∣∣x]+ (E[y|x]− f(x))2 . (2.3)
Уочава се да први сабирак у jедначини (2.3) не зависи од начина конструкциjе мо-
дела, већ искључиво од карактеристика посматраног проблема предикциjе у случаjу
конкретног мерења и усвоjеног критериjума оптималности коjи дефинише облик опти-
малног предиктора. У посматраном примеру, где jе усвоjени критериjум управо такав
да jе условно очекивање оптимално решење проблема предикциjе, резултат jесте да
први сабирак у (2.3) представља вариjансу y за дато x. Стога се у литератури први
сабирак у (2.3) врло често означава као шум, [24, 104], коjи jе нераскидиво повезан са
односом коjи постоjи између коришћених података и непознате величине и као такав
представља минималну просечну грешку предикциjе за неку фиксну вредност мерења, а
коjа jе достижна само у случаjу када jе конструисани предиктор f оптималан у раниjе
описаном смислу. У таквоj (идеалноj) ситуациjи, други сабирак у (2.3) би био нула.
Међутим, овакав сценарио jе врло често неизводљив пошто jе оптимални предиктор
тешко добити без увођења додатних претпоставки коjима се олакшава његова конструк-
циjа, како у смислу формулациjе у затвореном облику, тако и у смислу могућности па-
раметризациjе коjом се коришћењем исте количине података често постиже ефикасниjа
обука у односу на непараметарске моделе. Односно, у општем случаjу егзистенциjа оп-
тималног предиктора jесте отворено питање.
Са друге стране, ако додатно уведене претпоставке не важе, примена наизглед опти-
малног модела коjи почива на њима ће представљати само наjбољу апроксимациjу пра-
вог оптималног решења унутар дате, специфичне фамилиjе граница одлучивања, [109].
Ипак, оваква неоптимална решења могу бити корисна. Наиме, мала количина података
може значити већу осетљивост непараметарског модела на карактеристике коришћеног
скупа за обуку, коjи представља само jедну од могућих реализациjа скупова са истим
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броjем узорака, па се у таквоj ситуациjи параметарски модел коjи почива на непоузда-
ним претпоставкама може показати и као боље решење, [109]. Поред тога, немогућност
директне формулациjе оптималног решења доводи до потребе за конструкциjом алгори-
тамских поступака од коjих се очекуjе конзистентност, у смислу да се њихова решења
поправљаjу са повећањем броjа узорака, [249], а у наjпожељниjем случаjу и оптимал-
ност у асимптотском смислу. При томе се често као неопходно поставља питање брзине
конвергенциjе, што опет у случаjу ограниченог броjа примера може значити предност
метода са асимптотски гледано слабиjим карактеристикама.
Колика jе осетљивост решења на избор података коришћених за обуку модела jе
други део одговора на питање колики jе капацитет модела у ужем смислу. Као што ће
бити показано, вредност другог сабирка у (2.3), коjа говори колико jе решење добиjено
коришћењем усвоjеног модела далеко од оптималног, jесте променљива и зависи од тога
колико jе обука модела у просеку осетљива на случаjни избор jедне од реализациjа из
ансамбла могућих скупова за обуку са истим броjем елемената. Употребом сличне но-
тациjе као у [249], ако се са D означи скуп коjи jе коришћен приликом обуке модела, а са
f(x;D) назначи да реализациjа скупа за обуку има утицаjа на карактеристике решења,
просечна вредност грешке коjу представља други сабирак у (2.3), по свим реализациjам
скупа за обуку, за неко фиксно x, означена са ED
[ (
E [y|x]− f(x;D))2], jеднака jе:
(
E [y|x]− ED [f(x;D)]
)2
+ ED
[ (
ED [f(x;D)]− f(x;D)
)2]
. (2.4)
Приликом извођења (2.4) коришћена jе слична особина као код (2.3), а на основу коjе
након интеграциjе по могућим реализациjама скупа за обуку мешовити члан одговара-
jућег квадрата бинома нестаjе из коначног израза.
Први члан (2.4) говори колико jе у просеку решење добиjено применом конструиса-
ног модела далеко од оптималног (у овом случаjу регресиjе) и означава се као степен
пристрасности модела ка одређеноj врсти решења коjа се не може сматрати оптимал-
ном према усвоjеном критериjуму, док други члан показуjе колико jе нека од реали-
зациjа такве врсте решења осетљива на избор скупа за обуку и означава се као вари-
jанса. Оба члана здружено доприносе укупноj ефикасности алгоритма за препознавање
и укупноj грешци процене у jедначини (2.3). Поред тога, грешка у (2.3) jесте условљена
избором конкретног x, тако да се укупна просечна грешка по свим реализациjама x и y
добиjа тек након додатног упросечавања (2.3) по свим вредностима обележjа. Као што
ће бити истакнуто у наредном Поглављу 2.4, та чињеница може да буде корисна при-
ликом конструкциjе система за препознавање и може да омогући коришћење и модела
за коjе се у неким релативно ретким ситуациjама током рада система показуjе да имаjу
велику грешку, али jе при томе такве ситуациjе могуће ефикасно избећи одређеним
допунским конструктивним решењима.
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Са друге стране, као што jе предложено у [109] и [111], у мери у коjоj смо у мо-
гућности да се одрекнемо универзалне применљивости одређеног модела и у некоj мери
прихватимо његову пристрасност, утолико ће бити лакше да се умањи вариjанса у (2.4),
а решење ће представљати бољу апроксимациjу оптималног предиктора. Иако jе у кон-
тексту претходног излагања проблем препознавања разматран кроз проблем предик-
циjе, изведени закључци о значаjу односа приказаних у (2.4) и (2.3) се суштински не
би променили уколико би уместо средње квадратне грешке предикциjе била коришћена
другачиjа формулациjа коjа би разматрала вероватноћу грешке или ризик одлучивања,
што би у случаjу класификациjе свакако био пожељниjи избор.
2.3.1 Димензиjа модела
Фамилиjа или класа метода коjоj припада модел и степен сложености модела одре-
ђуjу колико ће добиjено решење бити успешно и под коjим условима (обуке) ће моћи да
се пронађе унутар скупа функциjа коjе дата фамилиjа садржи. При томе, сам начин
дефинисања сложености модела унутар одређене фамилиjе зависи од усвоjене методо-
логиjе.
Међутим, без обзира на начин дефинисања сложености модела и избор одговараjуће
величине коjом се оваква своjства описуjу, краjњи циљ jе увек исти и тиче се карак-
теризациjе дескриптивних своjстава модела коjи чине одређени подскуп посматране
фамилиjе метода или класификатора. Величина коjа описуjе ова своjства се обично
означава као „димензиjа” модела и има значаjан утицаj на капацитет модела у ужем
смислу. Шта више, између различитих приступа за описивање димензиjе модела, услед
различитих претпоставки и мотива на коjима почиваjу, не мора да постоjи еквивален-
циjа, па се тако за неку меру димензиjе коjа би одговарала броjу непознатих параметара
модела коjе jе потребно проценити током процеса обуке показуjе да не мора да одговара
способностима одређеног модела у контексту препознавања, односно да према датом
критериjуму наизглед jедноставниjи модели (са релативно мањим броjем параметара)
могу поседовати велики дескриптивни капацитет и обрнуто, као што jе илустровано на
неколико примера у [56]. Код препознавања оваj дескриптивни капацитет модела се
карактерише богатством простора хипотеза коjе модели одређене димензиjе могу да
генеришу, где хипотезе дефинишу изводљиве регионе и границе одлучивања у неком
простору обележjа у коме се налазе прикупљене опсервациjе.
Jедна од мера димензионалности модела у описаном смислу jе и Вапник-Червоненкис
(VC) димензиjа скупа хипотеза, [28, 57, 265], коjа се дефинише као максималан броj, h,
различитих узорака из посматраног простора обележjа коjи може бити исправно кла-
сификован помоћу неке од функциjа дате класе, за све могуће вариjациjе додељивања
класних лабела или ознака узорцима. Односно, то значи да за дату VC димензиjу или
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броj различитих узорака h унутар одређене класе функциjа постоjи хипотеза коjа се
у потпуности слаже са произвољно уведеним ознакама узорака, [56], при чему у оп-
штем случаjу то не значи да jе за сваки скуп h узорака или тачака могуће пронаћи
овакву хипотезу унутар дате класе, [43] (пример могу бити линеарни класификатори и
колинеарне тачке). Ова мера представља своjство скупа функциjа и обично се разма-
тра на проблему бинарне класификациjе или детекциjе. Тако jе у [43] демонстрирано
да jе VC димензиjа ориjентисаних хиперравни у Rd jеднака d + 1, jер jе у било коjоj
тачки простора могуће конструисати базу са наjвише d линеарно независних вектора,
а према тврђењу одговараjуће теореме коjа jе показана у [43] то jе потребан и довољан
услов да се тих d неколинеарних тачака може раздвоjити класификаторима у облику
ориjентисаних хиперравни.
Смисао квантификациjе дескриптивног капацитета модела коришћењем неке од ве-
личина као што jе VC димензиjа jесте да се на основу такве мере пружи теориjски
оквир у коме jе могуће проценити капацитет модела за препознавање у поменутом
ужем смислу. Ако jе у одређеноj ситуациjи однос између пристрасности и вариjансе
модела, jедначина (2.4), разрешен на квалитетниjи начин, то ће значити боље пер-
формансе система за препознавање у реалном раду, а као последица боље способности
уопштавања или генерализациjе конструисаног правила одлучивања. Коришћење су-
више богатог простора хипотеза за тражење погодног правила одлучивања коjим ће се
представити коначни скуп података може довести до претераног прилагођавања скупу
за обуку, што се обично негативно одражава на квалитет препознавања током рада си-
стема, кроз лошу способност генерализациjе. Како VC димензиjа управо представља
меру димензиjе простора хипотеза коjи генерише одређена фамилиjа метода у одређе-
ном простору обележjа, циљ конструкциjе модела за препознавање при коначном броjу
узорака за обуку jесте постизање што бољег квалитета препознавања коришћењем мо-
дела што мање димензиjе. VC димензиjа се може тумачити и као мера оповргљивости
усвоjене хипотезе, [56]. Поређење квалитета теориjа према спремности да ризикуjу
оповргавање jе у основи теориjе Карла Попера коjа разматра логику научног открића,
међутим показуjе се да поjам димензиjе теориjе коjи се дефинише у том контексту ниjе
у потпуности исти као поjам VC димензиjе. Као суштинску разлику аутори [56] виде
разумевање односа између поjмова jедноставности (сложености) теориjе и њене димен-
зиjе. Као што jе већ истакнуто, броj параметара модела не мора бити сразмеран VC
димензиjи, односно jедноставниjи модели у смислу броjа параметара не мораjу имати
већу способност генерализациjе. Са друге стране, према Поперу већа општост теориjе
и већи домен њеног важења пружа више могућности за њено оповргавање, чинећи jе
квалитетниjом у односу на алтернативе уколико издржи потребне тестове, док већа VC
димензиjа подразумева повећање домена скупа функциjа међу коjима се тражи кла-
сификатор и на таj начин пружа више могућности за проналажење хипотезе коjа ће
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без грешке обjаснити неки скуп означених узорака, чинећи дати скуп функциjа мање
оповргљивим у односу на скуп функциjа мање VC димензиjе. Ово jе друга кључна ра-
злика коjа jе истакнута у [56] између схватања димензиjе теориjе у Поперовом смислу
и димензиjе модела у контексту препознавања.
Статистичка теориjа учења, [265], на основу VC димензиjе модела пружа одређене
гаранциjе о очекиваноj способности уопштавања након обуке система, под претпостав-
ком да ће будуће опсервациjе бити независни узорци посматране поjаве са истом рас-
поделом. Тачниjе, даjу се гаранциjе у пробабилистичком смислу да ће са вероватноћом
p класификатор бити тачан у барем q % будућих опсервациjа, где q не зависи само од
p, већ и од постигнуте грешке на тренинг скупу приликом обуке класификатора, вели-
чине скупа за обуку и VC димензиjе коришћеног модела. Како jе ризик одлучивања
основна мера перформанси конструисаног решења, ова гаранциjа се обично изражава
у облику израза за горњу границу укупног ризика усвоjеног правила одлучивања. У
општем случаjу функциjе цене C, укупни ризик поjединачних предикциjа или одлука
коришћењем правила f у jедначини (2.3) по свим реализациjама означених узорака са
обележjима x и ознаком категориjе y постаjе:
R [f ] =
∫
C (f(x), y)P (x, y) dx dy
C≡∥·∥22= E
[(
y − f(x))2] . (2.5)
Пошто здружена расподела вероватноћа у (2.5) углавном ниjе позната, ризик наjчешће
ниjе могуће одредити директно, па се прибегава различитим проценама. Ако скуп за
обуку D сачињава n уређених парова (x, y), ризик се може апроксимирати емпириjским
ризиком Remp, одређеним над скупом за обуку, као на разматраном примеру средње
квадратне грешке:
Remp [f ] = 1
n
n∑
i=1
(yi − f(x;D))2 . (2.6)
На основу закона великих броjева, уколико броj узорака у D тежи бесконачности, ем-
пириjски ризик ће конвергирати стварном ризику у (2.5). Али то не гарантуjе да ће
решење f добиjено минимизациjом (2.6) сигурно одговарати функциjи коjа миними-
зуjе (2.5). Према [155] ово ће важити уколико постоjи униформна конвергенциjа у
вероватноћи:
lim
n→∞
P
{
sup
f
∣∣R [f ]−Remp [f ]∣∣ > ε} = 0, ∀ε > 0 . (2.7)
Услов (2.7) одговара наjгорем случаjу, избору правила одлучивања f са наjвећом гре-
шком између емпириjског и очекиваног ризика и уз остатак VC теориjе омогућава
дефинисање горње границе грешке приликом уопштавања конструисаног класифика-
тора (естиматора) на узорке ван скупа за обуку. Тако се долази до следеће неjеднако-
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сти, [265]:
R [f ] ≤ Remp [f ] + Ω(n, h, η) , (2.8)
где други сабирак Ω представља интервал поверења у коме се са вероватноћом 1 − η,
0 ≤ η < 1 налази грешка генерализациjе класификатора из скупа функциjа са VC
димензиjом h, коjа заjедно са емпириjским ризиком чини границу ризика уопштавања.
Ширина интервала зависи од фамилиjе модела коjоj конкретни класификатор припада
и величине скупа за обуку, n, односно могућности његове успешне обуке.
У зависности од усвоjених претпоставки анализе, облик израза коjи дефинише Ω jе
донекле променљив, али jе у свим случаjевима присутан исти члан E , за коjи се у случаjу
модела са коначном VC димензиjом, што jе према [265] довољан услов да граница (2.8)
не зависи од расподеле P (x, y), и бинарне класификациjе са одзивом дискриминантних
функциjа ограниченим на опсег [A,B] = [0, 1], показуjе да jе E директно сразмеран
Ω, [155, 265]:
Ω(n, h, η) =
B − A
2
√
E =
√
h (ln(2n/h) + 1)− ln(η/4)
n
, (2.9)
при чему jе jедна од претпоставки и да скуп функциjа, тj. различитих класификатора
са истом VC димензиjом h међу коjима се тражи наjбоље решење ниjе коначан. Када
би израз (2.9) обухватао и зависност од расподеле P (x, y) одговараjућа граница би била
боља, али jе у [265] констатовано да ниjе пронађен адекватан начин да се дође до
конструктивних граница овог типа коjе би биле засноване на сличноj величини као што
jе VC димензиjа, коjа омогућава формулациjу у (2.9).
На основу структуре израза у (2.9), горња граница R коjа важи са великом веро-
ватноћом (1− η), чему одговара шири интервал поверења, ће бити виша или лошиjа од
границе коjа важи у мањем броjу случаjева, што jе такође случаj и са границом коjа
одговара моделу веће димензиjе у односу на модел мање димензиjе, при истом броjу
узорака за обуку. Да било какав класификатор конструисан на основу коначног скупа
за обуку барем у теориjи може имати произвољно високу или ниску тачност потврђуjе
екстремни случаj када η→0, у коме горња граница у (2.8) тежи бесконачности. Што jе
однос h/n мањи, разлика између стварног и емпириjског ризика ће бити мања, тако да
већи скуп за обуку увек обезбеђуjе бољу способност генерализациjе. Тачниjе, ако jе скуп
за обуку „довољно” велики, минимизациjа емпириjског ризика ће значити и минимиза-
циjу ризика конструисаног правила одлучивања и задатак коjи jе на алгоритму коjим се
уче параметри изабраног модела jе jедноставниjи. Међутим, ризик или у специjалном
случаjу вероватноћа грешке на тренинг скупу, Remp, такође зависи од избора конкретне
функциjе f , при чему интервал поверења у (2.9) зависи од f , али и од димензиjе (струк-
туре) читавог скупа функциjа коме припада f . Да би се минимизовала грешка у раду
система, потребна jе минимизациjа оба сабирка за дати скуп D. Другим речима, прави
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Слика 2.2: Утицаj димензиjе модела за препознавање на могућност генерализациjе.
Десно, илустрациjа VC димензиjе ориjентисаних правих у равни, h = 3.
се компромис између квалитета апроксимациjе прикупљених података и дескриптивног
капацитета (сложености у смислу димензиjе) апроксимираjућих функциjа.
Када скуп за обуку ниjе довољно велики, што у великоj мери зависи и од тежине
посматраног проблема препознавања, као потребан услов за успешно препознавање се
намеће минимизациjа (2.9), као структурног ризика коjи потиче од димензиjе модела.
Тражење решења се састоjи од избора неког скупа функциjа, његове поделе на уг-
њеждене подскупове функциjа са неопадаjућом VC димензиjом, претрагом у сваком
подскупу коjа минимизуjе емпириjски ризик и избор неког од тако добиjених решења
коjе има наjмањи укупни ризик, Слика 2.2. Коначно решење не мора имати наjмањи
емпириjски ризик, али и не мора обавезно бити боље од неког другог решења са већом
укупном границом ризика, jер jе ниво поверења у границу (2.8) одређен са (1 − η) и
гаранциjа будућег понашања има вероватносни карактер.
У случаjу метода чиjа димензиjа може адаптивно да се прилагођава, као што су
нпр. непараметарски модели, jедан од начина за постизање конзистенциjе jе постепено
уклањање преостале пристрасности или систематске грешке модела, кроз постепено по-
већање сложености модела, али уз обезбеђивање да вариjанса не доведе до повећања
укупне грешке, као последица претераног прилагођавања модела коришћеном скупу
података коjи не мора у потпуности да буде репрезентативан. Контролу jе могуће по-
стићи одговараjућом поправком или регуларизациjом стандардне формулациjе модела,
коjом се спречава претерано прилагођавање скупу за обуку, а до коjег би дошло са
пребрзим повећањем дескриптивних своjстава модела.
Илустративни примери адаптивног прилагођавања димензиjе модела су решења у
облику стабала одлучивања намењена класификациjи и регресиjи (енгл. CART), [38].
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Хиjерархиjска структура стабла пружа значаjну флексибилност у формулисању и те-
стирању великог броjа питања коjа се током процеса изградње стабла конструишу тако
да омогуће издваjање корисних информациjа из одговараjуће структуре података. Као
што jе истакнуто у [38], приликом изградње стабла уочаваjу се две кључне фазе, што
боље прилагођавање структуре стабла скупу за обуку и након тога додатна поправка
стабла кроз процедуру поткресивања од листова ка корену. У првоj фази тежи се за-
довољавању критериjума оптималности коjи се не односе на стабло у целости, већ само
на поjединачне елементе стабла и тичу се наjбоље поделе узорака из скупа за обуку
унутар сваког од чворова. Процес гранања jе потребно зауставити у правом тренутку,
међутим дефинисање обjективних критериjума за заустављање даљег гранања се ис-
поставља као тежак задатак. Стога се прибегава стратегиjи у коjоj се свесно допушта
предимензионисање стабла, чиме се постиже претерено прилагођавање решења скупу
за обуку, а што се огледа у чињеници да процена грешке класификациjе коришћењем
скупа за обуку са сваким наставком започетог гранања тежи нули.
С обзиром да jе реална грешка таквог стабла увек знатно већа од емпириjске на
скупу за обуку, потребна jе поправка коjом ће се смањити зависност добиjеног решења
од избора скупа за обуку, на коjи углавном не може значаjниjе да се утиче. Проце-
дура поткресивања стабла формира секвенцу подстабала предимензионисаног стабла
коjа садржи елементе са опадаjућим степеном сложености, од коjих сваки представља
наjбоље подстабло од свих подстабала одређеног нивоа сложености. Процедуром се
управља на такав начин да се приближавањем корену захтевани ниво сложености поjе-
диначних подстабала постепено смањуjе, а у складу са тим и дескриптивни капацитет
или димензиjа таквих модела. Тако се формира простор потенциjалних хипотеза, коjе
у зависности од конкретне имплементациjе описане процедуре и уведене мере сложе-
ности могу бити међусобно угњеждене или у некоj другоj релациjи, а међу коjима се
у наредном кораку тражи наjпогодниjе решење. У циљу избора што бољег модела,
као критериjум селекциjе користи се процена грешке добиjена коришћењем скупа за
проверу, тест скупа или неком од статистичких метода унакрсне провере.
Избором хипотеза мање сложености, димензиjе, пристрасност модела постепено ра-
сте, али jе обично праћена смањењем укупне грешке или ризика, коjи услед смањења
вариjансе постепено опада све до одређеног тренутка када даље смањивање димензиjе
стабла доводи до превеликог смањења дескриптивног капацитета модела и повећања
укупне грешке. За овакав приступ се не може рећи да jе оптималан, као што би била
претрага великог броjа могућих партициjа скупа за обуку коjе би одговарале стаблу са
истом дубином и броjем листова, али jе за разлику од њих изводљив. Такође jе уочено
да избор критериjума оптималности према коме се врши подела и гранање у неком
од чворова стабла изненађуjуће има мањи утицаj на коначне карактеристике стабла у
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односу на избор критериjума коjи се користи за његово поткресивање након изградње
предимензионисаног решења, [38]. Дефинисање ових елемената у суштини одређуjе
врсту модела из описане фамилиjе коjа ће бити коришћена у конкретном проблему
препознавања и на таj начин обликуjе капацитет модела у ужем смислу.
Jедан од наjстариjих и наjпознатиjих модела, метод наjближег суседа, у асимптот-
ском случаjу великог броjа узорака у наjгорем случаjу има двоструко већу вероватноћу
грешке од Баjесовог класификатора за исте расподеле вероватноћа вредности усвоjе-
них обележjа, [59]. Слично, у [38] jе показано да горња граница грешке коjа потиче од
пристрасности стабла са порастом димензиjе стабла тежи нули, а да jе у екстремном
случаjу, где jе броj листова стабла jеднак броjу узорака из скупа за обуку, чему одговара
метод наjближег суседа, члан коjи има исто значење као вариjанса у (2.4) ограничен
са горње стране на такав начин да jе укупна вероватноћа грешке мања од двоструке
Баjесове.
Ако се разматра питање корисности анализе у (2.4), у смислу долажења до одређе-
них гаранциjа за конкретни проблем од интереса, постоjе две основне потешкоће. Прва
jе што се у датом изразу поjављуjе упросечавање по ансамблу скупова за обуку, што
jе у пракси обично тешко изводљиво. Чак и тада боље решење jе да се сви скупови
користе истовремено за обуку како би се смањила могућност грешке. Друга тешкоћа
се тиче погодне формулациjе коjа би омогућила укључивање додатних величина коjе
описуjу сложеност модела и скуп функциjа у коме се тражи решење. Стога jе за ме-
тоде коjе се баве анализом (2.4) карактеристично да проблем пристрасности и вари-
jансе разматраjу индиректно кроз проблем селекциjе модела, као што jе то на пример
случаj у [24, 174], или на основу асимптотске анализе понашања граница грешке у про-
стору функциjа, [265]. Иако гаранциjе, у смислу неопходног броjа узорака за достизање
одређеног нивоа квалитета коjе такви приступи могу да пруже, понекад jесу нереално
песимистичне, [109], а као последица избегавања додатних претпоставки коjима би се
анализа ограничила само на специфичну врсту модела, њихови закључци су универ-
залног карактера.
2.3.2 Селекциjа модела
Селекциjа модела или хипотеза кроз примену Баjесове теориjе подразумева увођење
расподела коjе описуjу могућност да jе опсервирани скуп за обуку D генерисала jедна
од потенциjалних хипотеза Hi. С обзиром да простор хипотеза коjе дефинишу могуће
регионе одлучивања чине модели за препознавање различитих димензиjа, шансе да jе
податке генерисао неки од потенциjалних модела зависиће од сложености и разноврсно-
сти података коjе дати модел може да генерише. Тако ће податке са мање разноврсном
структуром извесниjе генерисати релативно гледано jедноставниjи модел, односно мо-
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Слика 2.3: Селекциjа оптималног модела. (а) Веродостоjности модела различите ди-
мензиjе, у зависности од разноврсности реализациjа скупова за обуку коjе такви модели
(хипотезе) могу да генеришу. Оптимална селекциjа подразумева избор наjверодостоj-
ниjег модела за опсервирани скуп података, под условом да jе поjављивање свих модела
подjеднако вероватно. (б) Редукциjа неодређености о конфигурациjи модела (вредности
параметра) коjа jе генерисала податке.
дел мањег дескриптивног капацитета или димензиjе, Слика 2.3(а), jер модел веће ди-
мензиjе може да опише већу разноврсност опсервациjа, што значи да jе селективност
његове расподеле p(D˜|Hi) мања у односу на могуће реализациjе D˜ скупа за обуку, плава
крива на Слици 2.3(а). Наведена условна расподела се jош означава и терминима као
што су доказ или веродостоjност хипотезе и фигурише у изразу на основу кога се
врши избор наjвероватниjег модела:
p (Hi| D) = p (D|Hi) p (Hi)∑
k
p (D|Hk) p (Hk) . (2.10)
Дакле, Баjесова селекциjа фаворизуjе моделе коjи су jедноставиjи, у смислу раниjе
уведеног поjма димензиjе. Разлог jе што су такви модели отпорниjи на претерано при-
лагођавање некоj од реализациjа скупа за обуку, jер унапред имаjу пристрасност ка
одређеноj врсти решења коjа ниjе универзална, већ jе у стању да генерише само огра-
ничен опсег реализациjа скупа за обуку. Наравно, то не значи да сложениjе моделе, у
смислу димензиjе, а не броjа параметара, треба избегавати, већ да jе њихова обука наj-
чешће захтевниjа. Њихова предност jе што могу да обухвате више утицаjних величина.
Уочава се да априорне шансе поjављивања поjединачних хипотеза, p (Hi), такође
утичу на одговараjући избор у (2.10), при чему се у контексту Баjесове теориjе тер-
мин избор или селекциjа понекад избегава имаjући у виду да оптималне предикциjе
у Баjесовом смислу, строго гледано, подразумеваjу упросечавање алтернативних хипо-
теза коришћењем априорних вероватноћа, а не њихов избор. У том смислу оптимални
предиктор коjи би у обзир узео све хипотезе, а коjи би био формулисан у облику одго-
вараjућег условног очекивања, био би одређен следећом расподелом или смешом:
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p (y|x,D) =
∑
k
p (y|x,D,Hk) p (Hk| D) . (2.11)
Подразумевана претпоставка оваквог приступа jесте да се међу хипотезама сигурно
налази моделH∗ коjи jе наjвероватниjе генерисао скуп за обукуD, Слика 2.3(а). Такође,
наjчешће нема основа да се некоj од хипотеза унапред да предност и у том случаjу се
избор на основу вредности (2.10) своди на избор хипотезе максималне веродостоjности.
Доказ p (D|Hk), да jе модел Hk генерисао опсервациjе, наjвише зависи од тога ко-
лико успешно jе могуће одредити његове параметре θk ≡ θ:
p (D|Hk) =
∫
p (D|Hk, θ) p (θ|Hk) dθ . (2.12)
Ако се има у виду да (2.12) представља нормализациони фактор апостериорне рас-
поделе непознатог параметра модела, или у општем случаjу одговараjућег скупа пара-
метара, коjа jе дефинисана са:
p (θ | D,Hk) = p (D|Hk, θ) p (θ|Hk)
p (D|Hk) , (2.13)
онда jе интегранд у (2.12) сразмеран вредности ненормализоване апостериорне распо-
деле. То значи да уколико jе апостериорна расподела (2.13) таква да њен интеграл
може на неки начин да се процени или апроксимира, на сличан начин би могла да се
апроксимира и непозната вредност интеграла у (2.12), што би омогућило селекциjу мо-
дела. Управо на оваквом принципу jе под одређеним условима коjи се тичу квалитета
процене непознатог параметра, односно облика расподеле (2.13), могуће асимптотски
апроксимирати веродостоjност хипотезе, [153].
Наиме, под претпоставком да jе апостериорна процена θ веома добра, односно да
jе на основу прикупљених података неодређеност о вредности параметра θ коjа jе ге-
нерисала податке могуће свести на релативно малу меру, а чему одговара селективна
расподела p (θ | D,Hk), са jедним израженим модом, Слика 2.3(б), интеграл (2.12) се
може апроксимирати Лапласовим методом.
Основна идеjа овакве апроксимациjе jесте да интеграл довољно стрме расподеле
зависи само од понашања расподеле у околини наjвероватниjе вредности, односно да
се таква расподела може апроксимирати Гаусовом функциjом, чиме се олакшава њена
касниjа интеграциjа. Тачниjе, Лапласов метод се у општем случаjу односи на апрок-
симативно израчунавање одређеног интеграла експоненциjалних функциjа, али се уз
одговараjуће претпоставке и мало прилагођавање применом прикладне формулациjе
коjа се заснива на логаритму вероватноће, [251], може користити и у случаjу апоксима-
циjе расподела и њихових карактеристика, као што ће бити показано у наставку.
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Развоj логаритма расподеле у Теjлоров ред у околини наjвероватниjе вредности jе
одређен изразом:
ϕ(θ) = ln p (θ | D,Hk) ≈ ϕ(θ0) +✟✟✟
✟✯0
ϕ′(θ0) · (θ − θ0)+
+ 1/2 · ϕ′′(θ0) · (θ − θ0)2 + . . . ,
(2.14)
где линеарни члан развоjа нестаjе као последица монотоности логаритамске функциjе
и чињенице да jе θ0 стационарна тачка сложене функциjе ϕ(θ):
θ0 = argmax
θ
p (θ | D,Hk) . (2.15)
Разлог за увођење помоћног пресликавања ϕ jесте што eϕ(θ) у случаjу ϕ(θ) дефинисаног
као у (2.14) одговара полазноj расподели p. Наведено важи и у случаjу ненормализоване
апостериорне расподеле, коjа се као интегранд поjављуjе у изразу (2.12) за веродостоj-
ност посматране хипотезе.
Ако расподела у околини наjвероватниjе вредности личи на Гаусову функциjу, за-
кривљеност логаритма расподеле може се апроксимирати закривљеношћу логаритма
конкавне Гаусове функциjе. Тако се показуjе да jе под датом претпоставком други
извод коjи стоjи уз квадратни члан у (2.14), а коjи иначе описуjе закривљеност неке
функциjе, у случаjу када jе расподела p стварно Гаусова обрнуто пропорционалан вари-
jанси. Односно да jе у општем случаjу апостериорне расподеле непознатог параметра θ,
jедначина (2.13), коjа се само апроксимира Гаусовом функциjом у околини наjвероват-
ниjе вредности θ0, други извод у (2.14) обрнуто пропорционалан вариjанси коjа описуjе
квалитет процене коjа има маскималну апостериорну вероватноћу, Слика 2.3(б):
ϕ′′(θ0) =
∂2
∂θ2
ln p (θ| D,Hk)
∣∣∣∣
θ=θ0
≈ −σ−2θ0|D . (2.16)
Што jе расподела сличниjа Гаусовоj, описана квадратна апроксимациjа на бази (2.16) ће
бити тачниjа. У општем случаjу када jе параметар векторска величина, уместо другог
извода у развоjу (2.14) би фигурисала одговараjућа Хесова матрица парциjалних других
извода, док би при наведеноj апроксимациjи са Гаусовом расподелом матрица других
извода приближно одговарала инверзноj ковариjансноj матрици коjа описуjе прецизност
процене у простору параметара.
Имаjући у виду наведено и увођењем помоћне константе η коjа ће бити коришћена за
регулисање нагиба подинтегралне експоненциjалне функциjе, Лапласова апроксимациjа
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интеграла апостериорне расподеле (2.13) може се дефинисати на следећи начин:
b∫
a
eη·ϕ(θ)dθ =
b∫
a
exp [η · ln p (θ| D,Hk)] dθ
(2.14)≈ p (θ0| D,Hk)η
b∫
a
exp
[−1/2 η · |ϕ′′(θ0)| · (θ − θ0)2] dθ
η→∞≈ p (θ0| D,Hk)η ·
√
2π η−
1
2 · |ϕ′′(θ0)|−
1
2
(2.16)≈ p (θ0| D,Hk)η ·
√
2π η−
1
2 · σ θ0|D .
(2.17)
Приликом извођења у (2.17), прва трансформациjа полазног израза се добиjа применом
квадратне апроскимациjе (2.14), где jе кроз апсолутну вредност и промену знака ек-
спонента узето у обзир да jе закривљеност у околини мода расподеле негативна. Затим
jе искоришћено да се у граничном случаjу, када помоћна константа η → ∞, захва-
љуjући брзом опадању вредности подинтегралне функциjе у (2.17), одређени интеграл
приближно трансформише у интеграл Гаусове расподеле са средњом вредношћу θ0 и
вариjансом η−
1
2 · |ϕ′′(θ0)|−
1
2 по читавом домену. Пошто jе такав интеграл jеднак jеди-
ници, одатле проистичу додатно уведене нормализационе константе. На краjу, уколико
jе облик условне расподеле сличан Гаусовоj, закривљеност се апроксимативно може
описати са (2.16), чиме се долази до коначне апроксимациjе у (2.17).
Међутим ако jе при последњоj апроксимациjи у (2.17) по усвоjеноj претпоставци
расподела слична Гаусовоj и ако jе при томе таква да доста брзо опада, што jесте испу-
њено у случаjу добре процене непознатог параметра θ, онда нема потребе за увођењем
помоћне константе η коjа обезбеђуjе довољно брзо опадање у општем случаjу. Као ре-
зултат, уместо опште формулациjе Лапласовог метода, приказане у (2.17), добиjа се
апроксимациjа коjа се односи на саму расподелу, односно интеграл
∫
eϕ(θ)dθ, а према
коjоj jе:
p (θ | D,Hk)≃ p (θ0| D,Hk) · exp
[−(θ − θ0)2/(2 σ2θ0|D)] . (2.18)
Приказани принцип апроксимациjе интеграла експоненциjалне функциjе jесте при-
менљив и у случаjу када би p у (2.17) представљало ненормализовану густину расподеле
дефинисане у (2.13), односно броjилац датог израза, p˜. У том случаjу, под истим прет-
поставкама као и у претходном излагању, η = 1, први члан апроксимациjе интеграла p˜
помоћу резултата представљеног у (2.17) би одговарао вршноj вредности ненормализо-
ване расподеле (2.13), коjа ће бити означена са p˜ (θ0| D,Hk), док би
√
2π · σ θ0|D у (2.17)
приближно одговарало ефективноj ширини исте функциjе p˜.
С обзиром да jе почетни циљ била апроксимациjа израза (2.12) за веродостоjност
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посматране хипотезе Hk за коjу се веруjе да jе генерисала опсервиране податке D;
под претпоставком да су све вредности параметара подjеднако вероватне, односно да
jе априорна вероватноћа p (θ|Hk) униформна, и имаjући у виду раниjу дискусиjу у
коjоj jе указано да су подинтегрална функциjа p (D|Hk, θ) и апостериорна расподела
p (θ| D,Hk) пропорционални; на основу приказаног Лапласовог метода за апроксима-
циjу интеграла расподеле, израз (2.17) и одговараjуће Гаусове апроксимациjе саме рас-
поделе коjа проистиче из њега, израз (2.18), добиjа се да jе апроксимациjа интеграла
у (2.12) сразмерна са вршном вредношћу ненормализоване вариjанте p˜ апостериорне
расподеле (2.13):
p (D|Hk) ≃ p (D|Hk, θ0) · p (θ0|Hk) · σ θ0|D ≃ p (D|Hk, θ0) ·
σ θ0|D
σθ
, (2.19)
где jе са σθ означен опсег могућих вредности непознатог параметра, чему одговара
уведена претпоставка о униформноj расподели p (θ|Hk) над неким доменом ширине
σθ, а са σ θ0|D jе означена ефективна ширина опсега у коме се налази наjвероватниjа
апостериорна процена θ0, до коjе се долази решавањем оптимизационог проблема (2.15).
Анализа структуре изведене апроксимациjе (2.19) за веродостоjност хипотезе пружа
увид у питање утицаjа димензиjе модела на компромис између пристрасности и вари-
jансе решења добиjених његовом применом, односно почетно питање капацитета модела
у ужем смислу. У том смислу, важна претпоставка jесте да параметри имаjу униформну
априорну расподелу, односно да важи последња апроксимациjа у (2.19).
Ако jе модел предимензионисан, опсег могућих вредности парамет(а)ра, σθ, коjи де-
финишу различите конфигурациjе модела из одређене фамилиjе ће бити велики, тако
да ће количник у (2.19) бити релативно мали, а што ће утицати на мање вероватан
избор дате хипотезе (модела). Сличан негативни ефекат ће имати и мала вредност
броjиоца у поменутом количнику коjа ће умањивати шансе за избор модела или хипо-
теза код коjих jе потребно фино подешавање параметара, односно висока прецизност
процене. Са друге стране, колико решења одређеног модела добро описуjу опсервиране
податке D зависи од првог фактора у (2.19) коjи представља веродостоjност хипотезе
при вредностима параметара коjе наjбоље одговараjу подацима, а где постоjи потреба
за што порецизниjим одређивањем θ0. Што jе модел већег дескриптивног капацитета
или димензиjе оваj фактор ће обично бити ближе jединици, али ће преостали количник
коjи представља други фактор у (2.19) бити мањи. Дакле, укупна шанса да jе одре-
ђена хипотеза генерисала податке зависи од тога какав jе однос поменутих чинилаца
у (2.19), од коjих први на неки начин описуjе степен непристрасности решења, а други
(у облику количника) цену коjа се плаћа за такав приступ, што на неки начин одговара
уведеном поjму вариjансе решења. Иако jе разматран пример са jедним параметром,
слична анализа би била могућа и у случаjу модела са више параметара, чему би од-
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говарало повећања сложености модела у стандардном или уобичаjеном смислу. Тако
се под претпоставком да у моделу постоjи M параметара са истим карактеристикама,
апроксимациjа логаритма веродостоjности (2.12) своди на:
ln p (D|Hk) ≃ ln p (D|Hk, θ0) +M · ln
(
σ θ0|D
σθ
)
, (2.20)
при чему jе циљ селекциjе као и у (2.19) максимизациjа (2.20) у простору хипотеза.
Други сабирак у (2.20) не зависи само од броjа параметара већ и од априорних ве-
роватноћа коjе им модел придружуjе, а коjе ће у случаjу модела мање димензиjе бити
веће услед мањег броjа могућих конфигурациjа модела. Количник у суштини описуjе
колико се након обуке модела домен дозвољених вредности параметара смањуjе у од-
носу на полазни домен, односно колико се смањуjе његова неодређеност као последица
информациjа присутних у доступноj реализациjи скупа за обуку D, док се негативни
логаритам истог количника може интерпретирати и као количина информациjа о па-
раметрима модела коjу пружаjу опсервирани подаци.
Модели веће димензиjе коjи по природи фаворизуjу непристрасна решења ће све
информациjе црпсти из података, што ће утицати на повећање њихове осетљивости на
избор скупа за обуку, односно вариjансе. Са друге стране, модели мање димензиjе ће
при решавању истог проблема показати већу пристрасност, и мању вариjансу, кроз сма-
њење количника (избор решења код коjих jе захтевана прецизност параметара мања,
као почетна неодређеност модела). Тако ће при приближно истоj вредности p (D|Hk, θ0)
модел мање димензиjе представљати пожељниjи избор. Основни разлог jе мања осетљи-
вост на коришћену реализациjу скупа за обуку, односно већа способност уопштавања
или генерализациjе на примерима коjе систем за препознавање ниjе имао прилике да
користи током процеса обуке.
Када не би било опасности од губитка способности уопштавања, прави избор би
увек био на страни модела са већом димензиjом (претпоставка jе да остала питања
коjа се тичу коришћења и имплементациjе модела у овом контексту нису од пресудног
интереса). Међутим, као што jе показано, капацитет модела у ужем смислу зависи и
од успешности (осетљивости) његове обуке.
2.3.3 Побољшање модела
Поред већ описаног примера обуке CART модела, коjа подразумева постепено по-
већање дескриптивног капацитета или димензиjе, постоjе и другачиjи приступи коjи
кроз увођење различитих поправки оригиналне формулациjе предимензионисаних мо-
дела омогућаваjу њихову успешну примену. Избор решења коjа имаjу своjство ретке
репрезентациjе и коjа су на таj начин пристрасна jе jедан од примера од посебног ин-
40 Моделовање неодређености у препознавању облика
тереса за неке од проблема разматране у овом раду, а о коjима ће више речи бити у
наредним поглављима. Приступи сличне намене коjи се такође посебно истичу су се-
лекциjа обележjа, [184], где се показуjе да се наjбољи компромис између пристрасности
и вариjансе решења коjе модел генерише постиже коришћењем наjбољег скупа обележjа
до кога се долази процесом селекциjе, као и методе коjе су усмерене на искоришћавање
потенциjалних предности коjе доноси диверзитет предиктора конструисаних вишестру-
ким пертурбациjама скупа за обуку, [34]. За разлику од селекциjе обележjа, коjа кроз
одбацивање мање релевантних обележjа и тако постигнуту редукциjу димензионално-
сти смањуjе вариjансу, водећи при томе рачуна да одбацивање неког од релевантних
обележjа може довести до повећања пристрасности, методе за редукциjу вариjансе као
што су bagging (енгл. bootstrap aggregating), [33], или boosting, [225], теже ка адекват-
ном комбиновању вишеструких решења истог проблема, [102], одакле и назив arcing
(енгл. adaptively resample and combine) класификатори, [37]. При томе се подразу-
мева да таква поjединачна (међу)решења, иако по правилу слабиjа од коначног или
здруженог, имаjу диверсификоване перформансе, коjе се постижу случаjним подузор-
ковањем полазног скупа, [33], или неком другом стратегиjом подузорковања, [101, 103],
и коришћењем тако генерисаних реплика оригиналног скупа за обуку за формирање
ансамбла, [83]. Краjњи циљ jе решавање проблема повећања (тачности) хипотезе (енгл.
hypothesis boosting problem), [225, 226], коjом се након обуке обjашњава опсервирани
скуп реализациjа одређене поjаве. Поменуте методе су на неки начин блиске принци-
пима на коjима бежични комуникациони системи у условима вишеструке пропагациjе
сигнала користе предности просторног диверзитета примљених сигнала, коjи су по при-
роди услед простирања по различитим путањама изложени различитим нивоима оште-
ћења, што коришћењем вишеантенских система и адаптивне обраде сигнала омогућава
повећање укупне поузданости или брзине преноса података.
Уношење случаjности у процес доношења одлука током обуке модела jе jош jедан
од начина за стварање диверзитета међу инстанцама одређеног модела генерисаним на
основу полазног скупа за обуку. Jедан од првих примера jе предложен у раду у коме
jе оригинални C4.5 алгоритам за обуку стабала одлучивања, [209], коjи почива на ко-
ришћењу информационог растоjања између расподела као критериjума за раздваjање
узорака унутар чвора стабла, модификован управо на такав начин да се од неколико до-
брих подела коjе jе могуће дефинисати унутар чвора, сваки пут, случаjно на униформан
начин одабере jедна, [78]. Иако jе истакнуто да jе овакво уношење случаjности доста
груба техника, [78], показуjе се као ефективна и подjеднако добра као и [33] за форми-
рање ансамбала стабала одлучивања, док разлике у перформансама наjвише зависе од
нивоа присутног шума у скупу за обуку.
Обjедињавање добрих особина претходно описаних техника (стабала одлучивања,
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ансамбалских метода, случаjне диверсификациjе инстанци модела и селекциjе обележjа)
постигнуто jе у фамилиjи метода коjе се означаваjу као случаjне шуме (енгл. Random
Forests, RF). У раду у коме jе предложен RF, [35], такође jе изнета и хипотеза да би
наjпознатиjи boosting алгоритам, AdaBoost, [102], могао да представља специjалну ва-
риjанту случаjне шуме и ово питање jе и даље отворено. Док AdaBoost алгоритам ите-
ративно повећава тежине узорака коjи су се у претходном кораку показали као тешки
за предикциjу, при чему ће погрешно означени узорци у скупу за обуку, коjи предста-
вљаjу шум, и у наредном кораку вероватно бити поново погрешно класификовани, а
алгоритам ће и даље наставити да им додељуjе све веће тежине, RF не концентрише те-
жине ни на jедан подскуп узорака и утицаj шума присутног у прикупљеним подацима,
а коjи се манифестуjе повећањем грешке, jе значаjно мањи, [35]. Такође jе показано да
нижоj вредности очекиване горње границе вероватноће грешке RF класификатора не
доприносе само побољшања поjединачних елемената ансамбла, већ и што мања коре-
лисаност између њих, односно што мања просечна корелациjа између грешака правила
одлучивања коjе независно генеришу поjединачни елементи ансамбла. Кратак преглед
неких новиjих вариjанти RF може се пронаћи у [62].
Основни принципи и смернице за изградњу случаjних шума са довољним диверзите-
том стабала, предложене у [35], имаjу исти циљ као и раниjе представљене методе попут
селекциjе обележjа или оптималног избора хипотеза, а то jе редукциjа сабирака коjи
описуjу различите врсте грешака приликом примене одговараjућег модела, израз (2.4).
Честа пракса jе да се поjединачна стабла RF предимензионишу и да се приликом њихове
обуке изоставља фаза поткресивања, чему одговара изградња стабла без заустављања,
све док броj узорака по листовима не буде веома мали. Изградњом овако дубоких ста-
бала се, као што jе и раниjе истакнуто, постиже да поjединачно гледано стабла имаjу
релативно малу пристрасност, [104], први сабирак у (2.4). Наравно, претерано прилаго-
ђавање у општем случаjу доводи до повећања вариjансе, али код RF постоjи механизам
коjи ипак омогућава успешно коришћење предимензионисаних стабала. Као што jе
истакнуто у [35], демонстрирана тачност RF указуjе да овакви модели делуjу тако да
редукуjу пристрасност, али механизам коjим се ово постиже ниjе очигледан, [35]. Стога
jе кључна предност RF у односу на сличне ансамбалске методе, [33], додатно убацивање
праве врсте случаjности коjа их чини тачним, [35].
Конструкциjа RF подразумева избор: методе за поделу чворова, критериjума за
одређивање класе коjоj припадаjу формирани листови и као наjзначаjниjи елемент у
контексту претходног излагања, начин уношења случаjности у процес изградње ста-
бла, [74]. Под последње наведеним се првенствено подразумева случаjни избор обе-
лежjа на основу коjих се врши подела приликом сваког гранања, али такође и случаjно
подузорковање скупа за обуку, коришћено и у раниjим методама као што jе [33]. Начин
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генерисања случаjног подскупа обележjа приликом гранања унутар сваког чвора може
бити разнолик. Основни приступ jе да се на случаj изабере унапред дефинисани броj
обележjа, за коjи се обично узима квадратни корен или бинарни логаритам димензиjе
простора обележjа, а издвоjене карактеристике се затим користе поjединачно или у
комбинациjама за избор наjбоље поделе чвора према усвоjеном критериjуму оптимал-
ности. Овакав приступ даjе доста добре резултате чак и у екстремним ситуациjама
када се на случаjан начин бира само jедно обележjе, [35]. Такође су могуће и вариjанте
у коjима се пре поделе унутар сваког чвора генерише унапред дефинисани броj случаj-
них линеарних комбинациjа задатог броjа оригиналних обележjа и међу тако случаjно
изведеним обележjима врши селекциjа за оптималну поделу чвора.
Управо оваква врста унете случаjности омогућава стаблима одлучивања унутар RF
ансамбла да не буду корелисана, под чиме се тачниjе подразумева да грешке њихових
правила одлучивања или предикциjа у просеку нису корелисане (како у случаjу фор-
мулациjе коjа се односи на класификациjу, тако и у случаjу регресиjе). Стога jе могуће
да упркос великоj дубини стабала, односно великоj прилагођености скупу за обуку, RF
модели кроз успешну редукциjу вариjансе, [104], коjа jе неопходна, постижу добру кла-
сификациjу или регресиjу. Ова редукциjа jе последица упросечавања по ансамблу, али
такође и смањења описане корелациjе унутар ансамбла. Мала корелациjа не значи да
су предикциjе или одлуке елемената ансамбла међусобно независне, jер решаваjу исти
проблем, већ да између њих постоjи нелинеарна зависност коjа jе последица случаjног
карактера стабала.
У претходноj анализи jе имплицитно претпостављено, [35], да су поjединачна ста-
бла унутар jедног ансамбла коjи представља случаjну шуму у потпуности одређена
реализациjама неког случаjног вектора Θ, коjе су међусобно независне и имаjу исту
расподелу pΘ, где облик ове расподеле директно зависи од алгоритма коjим се уноси
случаjност у процес изградње стабла (претпоставка jе да се стабла унутар ансамбла ге-
неришу случаjним подузорковањем скупа за обуку и случаjном селекциjом обележjа за
поделу чвора). Поред тога, показуjе се да просечна вредност предикциjа поjединачних
стабала у случаjноj шуми, z¯, са порастом броjа стабала асимптотски тежи предикциjи
коjу би за исту опсервациjу дало неко просечно стабло zΘ, a коjе би као очекивано ре-
шење генерисала претходно дефинисана расподела pΘ, када би била позната. При томе,
укупна грешка RF, коjа се означава и као грешка генерализациjе случаjне шуме, ERF ,
представља квадратну грешку предикциjе поjединачног стабла, упросечену по свим ре-
ализациjама стабала коjа проистичу из pΘ и по свим реализациjама узорака, док jе у
случаjу класификациjе могуће дефинисати аналогну вероватноћу грешке, [35].
Показуjе се да jе грешка генерализациjе RF са горње стране ограничена грешком
генерализациjе поjединачних стабала, E∗z = EΘ
[
EX,Y [Y − z(X,Θ)]2
]
, али и просечном
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корелациjом ρ¯ између грешака поjединачних стабала, где се под упросечавањем подра-
зумева очекивана корелациjа грешака у односу на pΘ, [35]:
ERF = EX,Y
[
EΘ [Y − z(X,Θ)]2
] ≤ ρ¯ E∗h . (2.21)
У случаjу формулациjе коjа се односи на класификациjу добиjа се неjеднакост са
сличним значењем, у коjоj уместо грешке предикциjе фигурише горња граница веро-
ватноће грешке, а до коjе се долази на основу неjеднакости Чебишева, [35]. Дакле,
случаjност приликом изградње стабла треба да обезбеди што мању корелисаност гре-
шака парова стабала унутар ансамбла, али jош важниjе што мању просечну вредност
ове корелациjе у односу на могуће реализациjе стабала одређене расподелом pΘ.
Што jе броj случаjно изабраних обележjа на основу коjих се дефинише подела унутар
чвора већи, генерисана стабла ће имати тенденциjу да имаjу сличниjу структуру и
кореалциjа ће бити већа, [104]. Односно, ако jе мања шанса да стабла користе иста
обележjа за поделу унутар чворова, њихове предикциjе ће бити мање корелисане и то
jе главни механизам коjим се постиже потребни диверзитет унутар RF модела, а тиме
и добра способност генерализациjе.
На краjу, питање формирања релевантног скупа за обуку, било по питању броjа узо-
рака или њихове разноврсности, очекивано има значаjан утицаj на коначни резултат.
Тако jе у [253] разматрано да ли међу наменски креираним базама слика намењеним
поређењу модела за детекциjу и препознавања обjеката у сликама постоjи пристрасност,
да ли се могу идентификовати неки од механизама њеног настанка и колики jе утицаj
пристрасности прикупљених опсервациjа на способност генерализациjе модела. У свим
случаjевима одговор jе био потврдан. Постављено jе и питање да ли овакви скупови
података за обуку и тестирање метода мере праву ствар (перформансе у реалном раду).
Ово jе нарочито истакнуто у контексту компjутерске визиjе, где скупови података коjи
теже примени у неконтролисаним условима рада одговараjу само представи стварности,
за разлику од неких других области препознавања где скупови података „ jесу jедина
стварност о некоj поjави” (ово питање ће донекле бити разматрано и у Поглављу 2.6).
У [253] jе уочен и проблем да модели током времена постану сувише прилагођени скупу
на коме се пореде, меморишући све његове специфичности и на таj начин губећи способ-
ност генерализациjе. Такође jе уочено да иако између различитих метода препознавања
коjе се у неком тренутку сматраjу тренутним стањем технике може да постоjи мала ра-
злика у перформансама, та разлика врло често не мора бити статистички значаjна.
Неколико година касниjе ова питања су и даље актуелна, али су помаци постигнути у
међувремену, [227], показали да jе учињено доста на превазилажењу уочених недоста-
така. Сличан тренд jе присутан и у другим областима препознавања облика.
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2.4 Принцип минимума дискриминативне информациjе или
минимума различитости информациjа
С обзиром да jе за препознавање битан поjам дискриминативне информациjе, у
[161, 162] jе предложен принцип минимума дискриминативне информациjе, као опти-
малног начина за правилан избор jедне од потенциjалних хипотеза. Према речима ау-
тора, постављени циљ у [161] jе била унификациjа приступа за тестирање статистичких
хипотеза кроз конзистентну примену концепата теориjе информациjа.
У том смислу, предложено jе да се процес одлучивања посматра кроз проблем дис-
криминациjе на основу мерења минималног „растоjања” или „дивергенце” између стати-
стичких популациjа, а коришћењем посебне информационе мере између две расподеле,
односно величине коjа се означава и као релативна ентропиjа, [60], а коjа jе након [162]
постала позната под називом Kullback-Leibler (KL) дивергенца:
DKL(P∥Q) ,
∫ ∞
−∞
p(x) log
p(x)
q(x)
dx, (2.22)
где су p(x) и q(x) функциjе густинe расподелa вероватноћа P и Q, у непрекидном до-
мену, а наведени израз представља одступање Q у односу на P . Тумачење ове не-
негативне, али у случаjу независних случаjних догађаjа такође и адитивне величине,
[162], зависи од конкретног контекста и начина интерпретациjе одговараjућих распо-
дела. Међутим за све интерпретациjе jе заjедничко да наведена мера разлике између
две расподеле ниjе симетрична, односно да се може говорити о тзв. „првоj” и „другоj”
расподели (p и q, респективно).
Тачниjе, у оригиналном раду, [162], KL дивергенца jе означавана са I1:2(E) или
I(1 : 2) и интерпретирана као уопштење логаритамске мере за количину информациjа
предложене у [232], за случаj непрекидних расподела, при чему jе под самим поjмом
дивергенце подразумевана њена симетризована верзиjа, односно збир I1:2(X) + I2:1(X).
На сличан начин, за означавање KL дивергенце у [161] jе коришћен поjам „усмерене”
дивергенце, како би се додатно истакла несиметрична природа релативне ентропиjе.
Оптимално одлучивање у случаjу тестирања композитних хипотеза за разлику од
обичних или „jедноставних” хипотеза обjедињуjе: а) параметарско моделовање веродо-
стоjности и других величина од интереса коjе учествуjу у формулациjи ризика одлу-
чивања, односно процес естимациjе вредности случаjних параметара и б) сам процес
одлучивања, а кроз конструкциjу оптималних правила одлучивања у коjима поред обе-
лежjа и тест статистика фигуришу и расподеле параметара, [122].
У [161] jе разматрано управо такво одлучивање и при томе jе показано да се под
оптималним може подразумевати оно одлучивање коjе се заснива на избору хипотезе
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Hj помоћу тест статистике коjоj одговара минимална вредност усмерене дивергенце
I(⋆ : j;On), тj. минимум различитости информациjа: узорачке популациjе On са
генерализованом расподелом p⋆(x) (прве расподеле) и популациjе са генерализованом
расподелом pj(x) (друге расподеле), [161], где jе са pj(x) означена расподела коjа од
свих могућих расподела усвоjеног обележjа x наjбоље одсликава вредности обележjа
коjе описуjу неку посматрану хипотезу или категориjу j. Односно, да исправна одлука
произилази из наjбољег поклапања процењеног облика параметризоване расподеле ве-
родостоjности p⋆(x) са jедном од научених („тачних”) расподела вредности обележjа,
коjе су унапред придружене могућим хипотезама или категориjама Hi, при чему се не-
познати параметри расподеле p⋆(x) одређуjу коришћењем конструисане статистике, а
на основу прикупљених опсервациjа On погодно изабраног или у датом тренутку jедино
доступног вишедимензионалног обележjа x.
Дакле, коришћењем минимума дискриминативне информациjе или минималне KL
дивергенце, као критериjума за конструкциjу оптималних правила одлучивања, по-
казано jе, [161], да се могу конструисати одговараjућа правила одлучивања коjа су
еквивалентна правилима коjа произилазе из специjалних случаjева минимизациjе Ба-
jесовог или Беjзовог ризика у статистичком тестирању хипотеза, [122, 275], као што
су правила одлучивања у форми количника веродостоjности, [148, 260, 276], заснована
на критериjуму максималне веродостоjности [98, 99] или Neyman-Pearson критериjуму
[186].
У контексту раниjег излагања у вези са преносом информациjа, описани принцип
минималне KL дивергенце би одговарао конструкциjи кода q чиjа очекивана дужина по-
руке у битима по симболу, односно вредност међуентропиjе H(p, q), тежи и у идеалном
случаjу достиже вредност ентропиjе извора H(p), jедначина (2.23). Односно, приказани
принцип оптималног одлучивања, избора j, може се означити и као принцип минималне
међуентропиjе расподеле p⋆(x) и неке од расподела pj(x).
H(p, q) = Ep[− log q] = H(p) +DKL(p∥q). (2.23)
Наведени резултат jе значаjан jер теориjски указуjе на пресудан значаj коjи коли-
чина дискриминативне информациjе између вредности обележjа придружених разли-
читим категориjама (њихових расподела), односно максимизациjа присутних разлика
између узорака, увек има у реализациjи успешних система за препознавање облика.
Међутим, такође се уочава да за успешно препознавање и постизање минималног
ризика одлучивања ниjе битна само идеална процена (учење) одговараjућих расподела
коjе описуjу различите категориjе, односно конструкциjа квалитетних статистика за
што бољу процену њихових параметара, већ jе од кључног значаjа и начин на коjи се
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врши избор величина или обележjа коjима се те категориjе описуjу, а што директно
утиче на њихов облик.
Ово се наjбоље види на примеру израза за просечну цену (погрешног) одлучивања
неког система за препознавање облика, jедначина (2.24), у коме краjња вредност ризика
одлучивања R директно зависи од облика расподеле (вероватноће поjављивања) вред-
ности одговараjућих обележjа x, као усвоjених величина на основу коjих се постиже
дискриминациjа између различитих категориjа, а коришћењем конструисаног правила
одлучивања F коjе дефинише одговараjуће границе и регионе одлучивања у посматра-
ном простору обележjа:
R =
∫
x
R [F(x)|x ] p(x) dx. (2.24)
Према томе, краjњи циљ проjектовања система за препознавање облика jесте сма-
њење условног ризика R [F(x)|x ], али не обавезно у случаjу сваког поjединачног x, већ
пре свега у оним ситуациjама за коjе се очекуjе да ће се наjчешће поjављивати у будућем
раду система, док jе у ретко присутним случаjевима првенствено потребно обезбедити
да одговараjући исход понашања система не буде са катастрофалним последицама.
То значи, да jе на проjектанту система задатак да на основу свих доступних инфор-
мациjа ручно или аутоматизовано направи прави избор обележjа коjа ће бити довољно
дискриминативна, али истовремено и да на наjбољи могући начин предвиди могуће сце-
нариjе коришћења система и на таj начин директно утиче на вероватноћу поjављивања
различитих ситуациjа коjе би могле да представљаjу велики ризик за рад посматраног
система, коjи се заснива на конструисаном правилу одлучивања.
То може да подразумева обезбеђивање контролисаних услова рада система, као што
jе чест пример у производним процесима, али и проjектовање модуларних експертских
система коjи ће у себе укључити различите целине или модуле коjи веома успешно реша-
ваjу одређене проблеме препознавања, али само у неком ограниченом домену примене.
Са друге стране, проблем правог избора дискриминативних обележjа не мора бити
експлицитно формулисан, већ може бити имплицитно садржан у коришћеном поступку
за конструкциjу правила одлучивања и самим тим често директно повезан са раниjе
дефинисаним капацитетом одговараjућег модела коjи се у датом случаjу користи за
препознавање или учење облика.
Дакле, под раниjе дефинисаним капацитетом модела, у смислу успешности препо-
знавања, може да се подразумева успешност конструкциjе оптималног правила одлу-
чивања за дати скуп обележjа коjима се описуjу облици, али истовремено и успешност
проналажења дискриминативних информациjа из доступних опсервациjа кроз избор
(селекциjу) или трансформациjу полазних обележjа (мерења).
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На краjу, да jе усмерена дивергенца кључна величина и у случаjу преноса информа-
циjа, као основног проблема детекциjе или препознавања облика, на нешто другачиjи
начин у односу на претходно излагање потврђуjе и раниjе поменути пример капацитета
комуникационог канала, коjи зависи од екстремне вредности разлике ентропиjе извора
H(X) и условне ентропиjе извора након приjема поруке:
R = H(X)−H(X|Y ) = I(X;Y ) = DKL (p(x, y) ∥ pX(x) pY (y)) . (2.25)
Неповољан случаj статистички независних расподела послатих и примљених порука,
коjи би одговарао минималноj вредности (2.25), избегава се конструкциjом оптималних
приjемника коjи теже максимизациjи просечног одступања стварне расподеле порука
коjе емитуjе извор, pX(x), од расподеле коjа описуjе квалитет процене послате поруке
на приjему, а до коjе долази приjемник у виду расподеле p(x|y):
R =
∫
Y
∫
X
p(x|y)pY (y) log p(x|y)
pX(x)
dx dy = EY {DKL (p(x|y) ∥ pX(x))}. (2.26)
Имаjући у виду примљену поруку y, неки замишљени, идеални приjемник по дефи-
нициjи не би имао тешкоћу да у свакоj прилици у потпуности уклони неодређеност или
несигурност у вези са одлуком коjа порука x jе стварно послата, што би значило да би
његова процена условне расподеле p(x|y) у свакоj од ситуациjа одговарала jединичноj
импулсноj функциjи позиционираноj на месту стварног x. За такву расподелу се, у
смислу уведене информационе дивергенце, може рећи да jе увек значаjно различита од
било коjе расподеле извора, чиме се у идеалном случаjу максимизуjе (2.26). Са друге
стране, раниjе описани принцип одлучивања на основу минимума дискриминативне ин-
формациjе, између научене расподеле обележjа pj неког облика j и расподеле обележjа
p⋆ процењене на основу вишеструких опсервациjа истог облика, у посматраном идеа-
лизованом случаjу би се огледао у различитим позициjама одговараjућих импулсних
функциjа p(x|y) придружених различитим хипотезама (послатим порукама).
KL дивергенца има значаjну улогу и у теориjи естимациjе, као основа за констру-
исање информационих критериjума, [159, 173]. Наjпознатиjи пример jе Akaike-ов кри-
териjум, [2], коjи представља проширење стандардног приступа процени параметара
модела коришћењем критериjума максималне веродостоjности. Тачниjе, полазећи од
дефинициjе (2.22), односно од израза (2.23), минимизациjа информационог растоjања
између стварне расподеле и њене апроксимациjе постиже се максимизациjом израза
коjи представља просечни логаритам веродостоjности усвоjеног параметра Θ:∫
p(x) log q(x|Θ)dx . (2.27)
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Иако jе стварна расподела p у суштини непозната, у [2] jе показано да се дати
критериjум асимптотски са повећањем броjа узорака своди на критериjум максималне
веродостоjности, максимизациjе log q(x|Θ), под условом да вaжи претпоставка да jе
дату расподелу могуће апроксимирати довољо сложеним моделом из фамилиjе q, где се
подразумева да сложеност директно зависи од димензиjе простора непознатих параме-
тара Θ. Као последица, предложена циљна функциjа или информациони критериjум
(AIC) укључуjе и додатну поправку, регуларизатор у виду додатног сабирка коjи jе jед-
нак броjу параметара, а коjи поред успешне естимациjе треба да обезбеди и истовремену
селекциjу модела:
Θˆ = argmin
Θ
AIC(Θ) , AIC(Θ) = (−2) log q(x|Θ) + 2 dim(Θ) , (2.28)
по чему се наведени приступ у тренутку када jе предложен издвоjио у односу на раниjе
методе. Ограничавањем броjа параметара поправка спречава претерано прилагођавање
скупу за обуку. Информациони критериjум са сличном структуром ће бити усвоjен
и у овом раду, приликом формулациjе проблема коjи води ка реткоj репрезентациjи
ковариjансних матрица.
2.5 Улога учитеља
Модели коjи припадаjу различитим фамилиjама метода за описивање неодређености
имаjу другачиjе приступе обликовању одговараjуће расподеле обележjа p(x) у jедначини
(2.24), наравно у мери у коjоj jе то могуће узимаjући у обзир начин аквизициjе података
и карактер поjаве коjа се посматра, али такође имаjу и другачиjе приступе начину
конструкциjе оптималног правила одлучивања F(x) за дати скуп обележjа, односно
ономе што би могло да се подразумева као обука у ужем смислу.
У идеалном случаjу ова два процеса се одвиjаjу здружено, што jе обично присутно
код сложених модела са високим капацитетом за учење, али врло често и потпуно
одвоjено, као у ситуациjама када су из неког разлога важниjи неки други аспекти ка-
пацитета, као што jе сложеност процеса учења или сложеност имплементациjе, односно
када се прибегава одвоjеном разматрању избора обележjа и обуке модела, а што jе чест
случаj код система за препознавање коjи се састоjе од више целина коjе наменски оба-
вљаjу само неку од наведених функциjа (избор обележjа или обуку) на различитим
позициjама у систему.
Наравно, за већину система jе барем донедавно било карактеристично да се након
завршене обуке процес учења завршава, тако да се у том случаjу након обуке могло
говорити само о структури модела коjа jе произашла из датог процеса, а коjа се такође
може састоjати од више целина. Међутим све заступљениjи су системи код коjих су
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примена модела и само одлучивање праћени сталним ажурирањем знања о изгледу
облика коjи су похрањени у систему, као и додавањем нових категориjа од интереса, а
у складу са потребама коjе произилазе из намене система.
Поставља се питање коме jе поверена и каква jе улога „учитеља” коjи треба да
обезбеди добру обуку изабраног модела. У зависности од расположивих ресурса на
проjектанту jе да конструише или изабере неки од постоjећих алгоритама за обуку
модела, где одговараjући поступци могу да произилазе директно из саме формулациjе
модела и усвоjеног критериjума одлучивања, али могу бити и независно конструисани
као решења неких других проблема са сличном формулациjом у неком другом домену
коjи поседуjе значаjан степен аналогиjе са датим проблемом препознавања.
Тако се може рећи да jе улога учитеља на алгоритму коjи може да припада групи
надгледаних, полунадгледаних или ненадгледаних метода, а у зависности од начина на
коjи се врши верификациjа понашања система за препознавање, односно квалитет по-
стигнуте обуке модела. Сама верификациjа углавном подразумева учешће човека, али
у општем случаjу не мора и налази се у надлежности ентитета коjи са већим степеном
сигурности у односу на сам систем може да разликуjе посматране категориjе или нека
њихова своjства. Таj ентитет може бити и сам систем за препознавање, као на примеру
неких система за детекциjу и визуелно праћење обjеката у слици, [149, 150], коjи након
успешне инициjализациjе самостално настављаjу са даљим учењем коришћењем опсер-
вациjа за коjе са већом сигурношћу могу да тврде да представљаjу примере исправно
или погрешно донетих одлука.
Када се разматра каква jе улога учитеља, треба имати у виду ограничења коjа се
у стварности постављаjу пред процес учења. Наиме, услед коначног времена обуке,
ограничених ресурса коjи су на располагању, али и недостатака коjи се односе на вери-
фикациjу и надгледање процеса учења, треба имати у виду да одређени алгоритам или
поступак за обуку модела може само у већоj или мањоj мери да се приближи идеалном
учитељу коjи би био у стању да уклони све наведене недостатке и постигне наjбољи
квалитет обуке.
Кључна особина коjа у наjвећоj мери одређуjе да ли jе процес обуке био довољно
успешан jесте способност уопштавања или генерализациjе модела за препознавање на-
кон завршене обуке. Под тиме се подразумева да jе модел током обуке на адекватан
начин успео да искористи коначан или врло често мали броj примера коjи покриваjу
одређен броj релевантних сценариjа и на основу њих створио ширу слику о томе како
изгледаjу облици одређене категориjе, а помоћу коjе ће касниjе бити у стању да донесе
исправне одлуке и у наjвећем броjу оних сценариjа на коjима ниjе имао прилику да учи
на основу сопственог или искуства учитеља.
У раниjем излагању, у вези са проблемом оптималне процене параметара у систему
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Слика 2.4: Осетљивост полазног проблема f и алгоритма f˜ намењеног његовом реша-
вању на променљив карактер улазних величина x. Однос између условљености про-
блема и стабилности алгоритма jе детаљниjе размотрен у тексту.
за препознавање облика кроз примену принципа смањења неодређености, истакнуто
jе да идеално одређивање тачне вредности параметара ниjе главни циљ, већ како да
усвоjена процена омогући довољан квалитет препознавања. Овакав став произилази из
потребе да систем поседуjе довољну способност генерализациjе, с обзиром да конкрет-
ним примерима ниjе могуће „покрити” све разноврсне ситуациjе у коjима се од система
очекуjе правилно одлучивање. Односно, у наученоj структури система мора постоjати
довољно „простора” за прихватање одређене врсте пертурбациjа примера на коjима jе
систем учио изглед одговараjућих облика.
У зависности од природе проблема, односно његове тежине у смислу могућности
(не)линеарног раздваjања узорака коjи припадаjу различитим категориjама у простору
обележjа, опасност од губитка генерализациjе може бити више или мање изражена.
Модели са већим капацитетом углавном имаjу тенденциjу да се у већоj мери при-
лагоде скупу за обуку, па jе често потребно увести неку врсту регуларизациjе или
поправке полазне формулациjе. Са друге стране, губитак генерализациjе приликом
решавања проблема препознавања може се посматрати и кроз општи пример конструк-
циjе алгоритама и нумеричких процедура за решавање математичких проблема, где jе
успешност (тачност) решења одређена: осетљивошћу (условљеношћу) самог проблема
f на пертурбациjе δx улазних величина, као и одговараjућом осетљивошћу (стабилно-
шћу) конструисаног нумеричког поступка или алгоритма f˜ коjи се користи за његово
решавање, Слика 2.4.
Пожељним околностима се сматра добро условљен проблем и могућност пронала-
жења стабилног алгоритма, међутим чак и у случаjу лоше условљеног проблема ста-
билност алгоритма може да обезбеди исправну процену релативне грешке постигнутог
решења, чиjа величина директно зависи од степена нестабилности посматраног про-
блема.
Тачниjе, коришћењем ознака уведених на Слици 2.4, релативна тачност алгоритма,
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коjа се дефинише помоћу ∥ε∥, одређена jе осетљивошћу полазног проблема коjа зависи
од ∥δf∥. Стога jе у случаjу стабилног алгоритма, а што подразумева да за свако x
од интереса постоjи неко релативно мало ∥δx∥ за коjе jе ∥δy∥ ≈ 0, Слика 2.4, процену
релативне грешке предложеног поступка или алгоритма, ∥ε∥/∥f(x)∥, могуће одредити
индиректно на основу процене релативне грешке (променљивости) улазних величина
∥δx∥ и осетљивости полазног проблема, односно релативне вредности ∥δf∥/∥f(x˜)∥, [97,
254], Слика 2.4.
Из наведеног разлога, описано своjство стабилности се сматра пожељним приликом
конструкциjе нумеричких алгоритама, jер се на њему може заснивати анализа њихове
тачности и оцена прихватљивости добиjених решења, [95].
Тако се проблем препознавања, у случаjу учења директно на основу узорака, одно-
сно дефинисања оптималног правила одлучивања f на основу коначног броjа узорака
окарактерисаних са вредностима обележjа x, може посматрати као проблем конструк-
циjе наjпогодниjег поступка f˜ коjи ће обезбедити апроксимативно правило одлучивања,
врло слично f . При томе, стабилност таквог поступка, односно додатна регуларизациjа
и правилна обука модела треба да омогуће да алгоритам постигне квалитет одлучивања
коjи jе у наjбољем случаjу врло близак оном идеалном коjе би имао f .
Односно, према [128], у наjбољем случаjу: „од нашег алгоритма не можемо очеки-
вати да постигне више него сам проблем”, и „стога смо срећни ако jе његова грешка ε
унутар разумних граница грешке δf коjа jе последица улазне грешке”, δx. Диjаграм на
Слици 2.4 у сличном облику првобитно jе предложен у [125].
Према [254], стабилност f˜ може да се интерпретира на начин да такав алгоритам или
поступак пружа „приближно тачне одговоре на приближно тачна питања”. Може се
рећи да се ради постизања стабилности одговараjућег поступка често не тежи тачном
решавању оригиналног или референтног проблема ϕ, коjи jе врло често тежак или
нерешив, већ тачном решавању неког погодниjег проблема ϕˆ коjи веома добро опонаша
оригинални проблем у оквиру неког довољно широког домена улазних величинa.
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На Слици 2.5 jе скициран процес моделовања неодређености коjи се увек одвиjа
уз поступно усклађивање полазних уверења и нових сазнања формираних на основу
искуствене провере.
Интересантно питање истакнуто у [29] jесте како су на разне начине несавршени
модели тако успешни, а што се показуjе тек њиховим коришћењем. Jедан од одговора jе
понуђен у [96], где jе моделовање приказано и као разматрање стратегиjа за управљање
информациjама, полазећи од претпоставке да у модел треба да буду укључене само
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информациjе од суштинске важности за одређени феномен, док сувишне информациjе
треба изоставити из даљег разматрања.
Кључни изазов у разумевању овог процеса, фактора коjи доприносе успешности
модела, представља утврђивање услова под коjима се математичке репрезентациjе могу
сматрати добрим, [96].
Модел се сматра добром репрезентациjом посматраног система (поjаве) ако jе се-
лективно тачан, [29, 96], а што се наjбоље постиже „економичним описом природног
феномена”, [29]. Дакле, као и код израза (2.24), тежи се конструкциjи модела коjи ће
бити прилагођен потребама корисника, а чиме ће бити избегнути неповољни случаjеви
коjи нису од интереса.
Иако математика поседуjе готово неограничене могућности изражавања, [96], успе-
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Слика 2.5: Процес конструкциjе модела у контексту препознавања облика, по узору
на [29]. Издваjање обележjа, односно „прозор” кроз коjи се посматра поjава, зависи од
усвоjене хипотезе моделовања и по потреби се коригуjе заjедно са коришћеним моделом
за анализу (препознавање), а на основу повратне спреге коjа почива на оцени квалитета
препознавања (резултата анализе).
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шност моделовања не почива само на овоj чињеници, већ и на могућностима да се
утврди ваљаност закључака коjи почиваjу на несавршеним претпоставкама.
Према [17], успешност алгоритама за препознавање облика зависи од коришћене
репрезентациjе података (информациjа), али пре свега од чињенице да различите пред-
ставе (репрезентациjе) сигнала у већоj или мањоj мери могу да обухвате или сакриjу
различите факторе или утицаjне величине коjе леже у основи променљивости прику-
пљених података.
Управо оваj аспект jе посебно истицан приликом раниjег разматрања израза (2.24),
где jе указивано на значаj коjи издваjање обележjа на Слици 2.5 има на обликовање
расподеле обележjа, при чему, као што jе такође речено, дато обликовање у општем
случаjу ниjе независно од процеса препознавања, односно саме анализе података.
У том случаjу можемо да говоримо о учењу репрезентациjе, [17], при чему циљ учења
може имати вишеструки карактер, у зависности од врсте анализе или препознавања.
То може бити постизање ефикасниjе обуке, рада система, бољег препознавања кроз дис-
криминативниjу репрезентациjу, али и одређивање унутрашње структуре процеса коjи
утичу на изглед прикупљених опсервациjа (нпр. расподела и своjстава скривених про-
менљивих), што понекад ствара тешкоћу приликом дефинисања погодног критериjума
за учење репрезентациjе на основу података.
У књизи [197], наука jе представљена као „класификациjа и анализа садржаjа ума”, а
научни метод као начин поређења и закључивања на основу похрањених утисака о
раниjим искуственим импресиjама и концепата заснованих на њима. Првенствено jе
наглашен задатак науке као тумача концепата, а не само као истраживача природних
закона коjи управљаjу материjалним светом, [197].
Учење репрезентациjа полази од концепата коjи су резултат директног искуства и
усвоjених претпоставки, а коjи су као такви увек у одређеноj мери упитни. У складу са
тим, за садржаj овог рада од посебног интереса jе разматрање ретких и редундантних
репрезентациjа сигнала, [88] и претпоставки на коjима оне почиваjу. Jедна од прет-
поставки jесте да се структура сложених поjава може одредити директно на основу
анализе података, а не само на основу независно формираног математичког описа. На-
равно, такав приступ не искључуjе употребљивост и сврсисходност многоброjних успе-
шних примера метода коjе се засниваjу на скупу априорних аналитичких претпоставки
о природи сигнала, а чиjи циљ наjчешће jесте поjедностављивање задатка коjи се по-
ставља пред одговараjућу математичку формулациjу коjа ће бити коришћена за, под
датим условима, оптимално описивање одређене класе сигнала. Сврха описа не мора
увек да буде што верниjа представа измерених вредности, већ што адекватниjи запис
информациjа коjе су од интереса за успешан исход одређене анализе.
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2.7 Могуће промене
У уводном излагању jе поменуто да ће бити указано и на неке занимљиве ставове
одређених аутора о тренутном стању у препознавању облика и науци као целини. На-
име, у недавно обjављеном мишљењу, [108], аутори су изнели своjе виђење актуелних
дешавања и при томе истакли да данашње препознавање облика, као и методе вештачке
интелигенциjе из даље прошлости коjе су насупрот данашњим биле детерминистичког
карактера и засноване на логичким системима, не пружаjу адекватне одговоре на пи-
тања коjа се тичу открића или формулациjа механизама на коjима се заснива препо-
знавање облика у случаjу живих бића, а што „упркос свему, ниjе исто што и детекциjа
облика, чак и у случаjу неограничене количине података”, [108]. Такође jе указано да су
данашњи приступи препознавању укорењени у броjним методама из раниjег периода,
за чиjе здружено означавање jе употребљен поjам анализа података, [81], а о чему jе
већ било речи у претходном излагању, [36, 80, 256].
Исти аутори, [108], сматраjу да jе присутан парадокс коjи се огледа у томе да бр-
зина фундаменталних иновациjа успорава у односу на раниjи период, упркос већим
средствима коjа се улажу у истраживања и да jе такав тренд присутан у многим обла-
стима. Овакав став би ипак, упркос предоченим чињеницама, требало прихватити са
одређеном резервом, иако jе неоспорно да су многа од изнетих запажања тачна. Развоj
jе увек праћен променама текуће парадигме, тако да би се нека од назначених деша-
вања у [108] можда могла обjаснити само променама коjе се тренутно на дати начин
испољаваjу у различитим областима, [163].
Међутим овакви ставови нису усамљени, о чему на сличан начин говори и недавни
осврт у [178], али су такође били присутни и у прошлости [118], при чему jе евидентан
напредак коjи jе у међувремену постигнут на тим пољима. Са друге стране, у [178] jе
jасно истакнута потреба за променом парадигме, али на начин да се „истраживања не
удаљаваjу од стварно изазовних проблема”. У међувремену су уочени значаjни помаци
у разним областима препознавања, [227], укључуjући аутоматско препознавање говора
[282], аутономна возила [27], али и даље недостаjу адекватна тумачења постигнутих
резултата у контексту истакнутом у [178]. Покушаj да се стекне потпуниjа слика о тре-
нутном стању у области препознавања облика свакако превазилази оквире и предмет
интересовања овог рада, али jе барем њена назнака корисна како би се проблеми коjи
ће бити разматрани у наставку сместили у одговараjући тематски оквир. Наjзначаj-
ниjу тешкоћу у сагледавању свих праваца у коjима се тренутно одвиjа развоj на пољу
препознавања облика представља убрзан раст знања и разноврсних поља примене, а
што jе био тренд коjи jе постоjао од самих почетака, [151].
Иако неки од претходно поменутих ставова указуjу на многа неистражена поља од
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суштинске важности за будућност, њихов садржаj ипак не умањуjе употребну вредност
и значаj актуелних техничких решења, коjа на прави начин представљаjу тренутно
стање технике у овоj области. Такође jе сигурно да постоjе стални напори ка разу-
мевању механизама препознавања у оквиру процеса мишљења, о чему сведоче броjна
истраживања на пољу когнитивних наука, као што су примери разноврсних студиjа у
монографиjи [26], где су на свеобухватан и хронолошки начин из личног угла сагле-
дани резултати раниjих истраживања и указано на заjедничке везе са развоjем на пољу
рачунарских наука и технике уопште. Велики броj таквих студиjа jе био ориjентисан
на разумевање чула вида и успостављање релациjа са резултатима у домену визуелног
препознавања облика, о коме ће додатно бити речи у jедном од наредних поглавља.
Неки од првих примера поменутих студиjа могу се пронаћи у [145, 166], а њихови ре-
зултати су били мотив за касниjе исправке [146, 210, 220], али исто тако и нове концепте
[117, 205, 283].
Избор и структуирање модела коjи ће бити коришћен зависе од домена проблема,
као и од захтева коjе поставља потреба за техничком реализациjом система за препозна-
вање, а што зависи од особина производа или процеса (сервиса) у коjима jе планирана
његова имплементациjа. У случаjу сложениjих система наведено питање захтева детљ-
ниjе разматрање и примену неке од методологиjа за управљање различитим врстама
ризика. Сама дефинициjа ризика условљена jе одговараjућим контекстом (нпр. про-
сечна цена одлуке), али се у случаjу развоjа нових, иновативних производа, ризиком
може означити „било коjи догађаj коjи изазива нежељене ефекате у процесу, а што на
краjу доводи до економских губитака за компаниjу”, [240]. При томе, „вишак неодре-
ђености” може постоjати без ризика, док постоjање ризика увек имплицира присуство
неодређености, [240]. У датом случаjу, кључ за проналажење правих решења могу бити
неке од општих техника описане у [224], [113] или [111].
Врло jе извесно да ће многи од будућих праваца развоjа бити усмерени на даље
решавање исте врсте проблема, разумевања улоге информациjа у машинама и живим
бићима, коjа jе jош давно у наjширем смислу назначена у [278], где jе посебно истицано
да неистражене области коjе се налазе на границама домена различитих научних ди-
сциплина представљаjу наjбоље прилике за њен даљи напредак, а за шта jе потребан
обjедињен приступ различитих специjалности, [278]. Неке футуристичке назнаке коjе
су истакнуте на самом почетку уводног поглавља своjе порекло дугуjу дискусиjи о спо-
собности машина да уче и ствараjу себе, а коjа jе изложена у деветоj глави [278]. На
сличан начин, став предочен у [277], да jе управљање неодређеношћу или ентропиjом
(кроз механизам повратне спреге) основа за функционисање интелигентних система,
била jе основна мотивациjа за претходно разматрање моделовања неодређености у кон-
тексту препознавању облика.
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Карактеризациjа случаjних процеса полази од описивања глобалних своjстава по-
jаве као што су стационарност и ергодичност у неком домену од интереса. Случаjне
променљиве као временски или просторни засеци таквих процеса са собом носе кључне
информациjе о карактеристикама процеса, а коjе су садржане у њиховим поjединачним
особинама, али и начину међусобне интеракциjе. Као што jе поменуто у претходном
поглављу, одређивање поjединачних и здружених расподела мерених величина jе наj-
чешћи оквир у коме се одвиjа описивање непознате поjаве са случаjним карактером.
Спектралне карактеристике расподеле, у облику одговараjуће карактеристичне функ-
циjе [195], као и у случаjу сваког сигнала садрже корисне информациjе о његовим своj-
ствима и структури. Са друге стране, познавање аналитичког облика расподеле ниjе
чест случаj и подразумева усваjање различитих претпоставки о природи посматраног
феномена током анализе. Параметарске или непараметарске процене одговараjућих
расподела представљаjу могућа решења, а као што jе раниjе указано у случаjевима
када се препознавање врши директно на основу података, у коjима су одговараjуће
расподеле имплицитно садржане, поменуте процене нису увек и неопходне.
Међутим, врло често jе карактер неке поjаве могуће описати само на основу вредно-
сти одређених статистика коjе проистичу из облика одговараjућих расподела. Карак-
теристична функциjа, односно генераторска функциjа момената као њен еквивалент
у форми Лапласове, а не Фуриjеове трансформациjе расподеле, представљаjу основу
за формулациjу основних статистика првог, другог и вишег реда коjима се процењуjу
величине коjе означавамо као моменти расподеле:
µn = E [Xn] =
∫ ∞
−∞
xn p(x) dx . (3.1)
Значаj момената за описивање расподела наjбоље се може уочити на специфичним
примерима развоjа расподела у ред, а у коjима коефициjенти развоjа често директно
зависе од вредности момената. Наjупечатљивиjи пример jе сама генераторска (карак-
теристична) функциjа ΦX(s), коjа у суштини представља очекивану вредност експонен-
циjалне функциjе случаjне променљиве, а чиjи развоj у Маклоренов ред има следећи
облик:
ΦX(s) = E
[
esX
]
= 1 + sE [X] +
s2E [X2]
2!
+
s3E [X3]
3!
+ · · ·+ s
nE [Xn]
n!
+ · · · . (3.2)
Уочава се да моменти расподеле различитог реда представљаjу вредности вишеструких
извода (одговараjућег реда) карактеристичне или генераторске функциjе у нули.
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Слични примери, а коjи су посебно занимљиви у контексту улоге коjу Гаусова распо-
дела према централноj граничноj теореми има у теориjи вероватноће, укључуjу развоj
у Gram-Charlier ред, [61, 86], као и вариjанту истог развоjа у облику Edgeworth-овог
реда, [173, 275].
Основна идеjа наведених метода jесте да се расподела апроксимира коначним броjем
сабирака бесконачне суме, jедначина (3.3). При томе jе први сабирак апроксимациjе Га-
усова расподела φ чиjи параметри зависе од вредности момента првог реда и вариjансе
обележjа (централног момента другог реда), док преостали сабирци представљаjу ум-
ношке виших извода исте Гаусове функциjе. Тежински коефициjенти cn придружени
изводима Гаусове функциjе зависе од преосталих момената расподеле, односно у да-
тоj формулациjи (3.3) представљаjу вредности израза у коjима фигуришу кумуланти
расподеле (инвариjанте расподеле сличне моментима коjе се израчунаваjу на основу
вредности више момената, а коjе се дефинишу као вредности поjединачних вишестру-
ких извода логаритма генераторске функциjе момената у нули).
p(x) =
1
σ
[
φ
(
x− µ1
σ
)
+
∞∑
n=3
(−1)ncn
σn
φ(n)
(
x− µ1
σ
)]
, φ(t) =
1√
2π
e−t
2/2 . (3.3)
Овакве апроксимациjе поред процене вредности расподеле налазе примену и у слу-
чаjевима када развоj у ред може да олакша израчунавање неког аналитичког израза у
коме фигурише расподела. Иако jе приказани развоj jеднодимензионалан, представља
кључну мотивациjу за коришћење Гаусове функциjе као основе за апроксимациjу сло-
жених расподела, а са друге стране облик првог сабирка потврђуjе централну граничну
теорему. Наравно, изводљивост оваквог развоjа зависи од тога да ли су у случаjу неке
расподеле све неопходне величине у (3.3) добро дефинисане, што не мора бити у општем
случаjу. Уместо израза (3.3), коjи представља Gram-Charlier ред, чешће се користе фор-
мулациjе са нормализованом случаjном променљивом и узастопним изводима Гаусове
функциjе у облику производа φ(t) и Ермитових полинома одговараjућег степена, а коjе
постижу тачниjу апроксимациjу, као што jе Edgeworth-ов ред.
3.1 Ковариjансна матрица
Интеракциjу између случаjних променљивих могуће jе описати коришћењем здру-
жених момената. Наjпознатиjи пример jе здружени централни момент другог реда,
односно ковариjансна функциjа:
cov(X, Y ) = σx,y = E [ (X − E[X]) (Y − E[Y ]) ] = ρx,y σx σy . (3.4)
Врло често се користи и нормализована ковариjанса, односно коефициjент корела-
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циjе ρX,Y . Особине ковариjансне функциjе, као што су симетричност, позитивна се-
мидефинитност, билинеарност и чињеница да вариjанса, var(X) = σx2 = cov(X,X),
представља снагу сигнала, чине ову величину веома погодном за описивање међузави-
сности. Тачниjе, ковариjанса кроз коефициjент корелациjе дефинише меру линеарне
зависности између два обележjа, као што се види из наредне jедначине:
Yˆ = E[Y ] +
cov(X, Y )
σx2
(X − E[X]) , (3.5)
коjа у складу са критериjумом минималне средње квадратне грешке, формулисаним
у (3.6), омогућава наjбољу линеарну предикциjу jедне случаjне променљиве на основу
вредности друге. При томе jедначина (3.5) jесте jедина права коjа истовремено задово-
љава услов да jе E[Yˆ ] = E[Y ] и cov(X, Yˆ ) = cov(X, Y ).
min E
[
(Yˆ − Y )2
]
= argmin
a,b
E
[
(aX + b− Y )2] . (3.6)
Да (3.5) у просеку гледано jесте наjбоља линеарна процена, произилази из чињенице
да се приликом усваjања линеарног модела за Yˆ у (3.6) под математичким очекивањем
подразумева да jе непозната величина Y такође променљивог карактера, односно да jе:∫∫
(Yˆ − y)2 p(x, y) dx dy =
∫ [∫
(Yˆ − y)2p(y|x) dy
]
p(x) dx , (3.7)
што одговара Баjесовом приступу, насупрот класичноj процени коjоj би одговарало
очекивање само у односу на p(x). Другим речима, (3.6) представља просечну меру
квалитета процене по свим реализациjама случаjних величина X и Y .
Да ли ће такво линеарно Yˆ бити и наjбоље од свих могућих решења према крите-
риjуму (3.7), а што би значило да jе Yˆ оно решење коjе минимизуjе (3.7), односно да jе
Yˆ = E [Y |X], [154], зависи од усвоjене претпоставке о здруженоj расподели у (3.7), коjа
директно зависи од априорних претпоставки о стварноj вредности Y , исказаних кроз
расподелу p(y), и вредности прикупљених података коjи утичу на облик веродостоjно-
сти p(x| y), имаjући у виду да jе p(y|x) ≃ p(x| y) p(y).
Наравно, условно очекивање у општем случаjу не мора да има линеарну структуру
и може да представља регресиону функциjу произвољне сложености. Као што се види
из леве стране jеднакости (3.7), облик E [Y |X] у општем случаjу зависи од усвоjених
претпоставки о здруженоj расподели посматраних величина.
Тако се, као што ће у наставку бити показано, оптимум (3.5), уместо решавањем
оптимизационог проблема (3.6) са непознатим параметрима a и b, може добити и ди-
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ректно, без увођења претпоставке о облику Yˆ , упросечавањем y:
Yˆ =
∫
y p(y|x) dy , (3.8)
на основу прикупљених података, ако jе испуњено да условна расподела у (3.8) има
облик нормалне или Гаусове расподеле N (µ, σ) са параметрима:
Y |X ∼ N
(
µy + ρ
σy
σx
(x− µx), σ2x(1− ρ2)
)
, N : 1√
2πσ2
exp
[
− 1
2σ2
(t− µ)2
]
, (3.9)
где су са µx, µy и σx, σy означене очекиване вредности и стандардна одступања X и
Y , а ρ = ρx,y. Како jе линеарна трансформациjа Гаусове случаjне променљиве такође
Гаусова случаjна променљива, [122, 195], на основу:[
1 0
0 0
]
·
[
X
Y
]
, или
[
0 0
0 1
]
·
[
X
Y
]
, (3.10)
следи да су при усвоjеноj претпоставци маргиналне расподеле X и Y такође Гаусове.
До условне расподеле (3.9) може се доћи и директно, проценом веродостоjности
p(x| y) под претпоставком да су поjединачни узорци статистички независни са истом
Гаусовом расподелом и да jе априорна расподела непознате променљиве N (µy, σ2y).
Условна расподела (3.9), проистиче из полазне претпоставке да се веза између две
величине може описати здруженом Гаусовом расподелом, а коjа у општем случаjу d ди-
мензионалног простора обележjа има следећи облик (са x и µ у наставку су означене
вектор колоне):
p(x) =
1
(2π)d/2|Σ|1/2
exp
[
−(x− µ)
TΣ−1(x− µ)
2
]
, (3.11)
где jе Σ симетрична, позитивно дефинитна матрица чиjи елементи Σij су дефинисани
као вредности ковариjансних функциjа парова обележjа xi i xj, односно ковариjансна
матрица:
Σ =

E[(x1 − µ1)(x1 − µ1)] E[(x1 − µ1)(x2 − µ2)] · · · E[(x1 − µ1)(xd − µd)]
E[(x2 − µ2)(x1 − µ1)] E[(x2 − µ2)(x2 − µ2)] · · · E[(x2 − µ2)(xd − µd)]
...
... . . .
...
E[(xd − µd)(x1 − µ1)] E[(xd − µd)(x2 − µ2)] · · · E[(xd − µd)(xd − µd)]
 . (3.12)
На основу (3.4) могућа jе декомпозициjа (3.12) на корелациону матрицу R = [ρij], коjа
садржи информациjе о међузависности обележjа xi, i = 1..d, и матрицу Γ = (diag(Σ))−
1
2 ,
коjа садржи информациjе о њиховоj размери, а што указуjе на карактер ковариjансне
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матрице, коjа у општем случаjу описуjе расипање узорака у простору обележjа:
Σ =

σ1 · · · 0
... . . .
...
0 · · · σd
 ·

1 · · · ρ1d
... . . .
...
ρ1d · · · 1
 ·

σ1 · · · 0
... . . .
...
0 · · · σd
 = Γ · R · Γ . (3.13)
Тачниjе, сопствени вектори (3.12) представљаjу главне правце расподеле (3.11) у про-
стору обележjа, а одговараjуће сопствене вредности су вариjансе узорака дуж њих.
Као последица, уопштење Еуклидског растоjања коjе дефинише геометриjско место та-
чака са истом вероватноћом поjављивања, Махаланобисово растоjање [120], такође се
дефинише преко квадратне форме ковариjансне матрице (ковариjансе):
∥x− µ∥2Σ−1 = (x− µ)TΣ−1(x− µ) . (3.14)
Инверзна ковариjанса у (3.14), где jе приказан квадрат растоjања узорка од тежишта
расподеле µ, означава се jош и као матрица прецизности, [24], с обзиром да реципрочна
вредност вариjансе у контексту мерења представља прецизност.
3.1.1 Трансформациjе сличности и промене базе
Са друге стране, матрица Σ се трансформациjом сличности Q−1ΣQ, подгрупом
еквивалентних трансформациjа матрице коjа очувава карактеристичне вредности, [4],
може трансформисати у диjагоналну матрицу сопствених вредности, Λ = Q−1ΣQ, а
коjа одговара ковариjансноj матрици у новом простору декорелисаних обележjа x˜:
x y
x˜ y˜
Σ
Q−1 Q−1
Q−1ΣQ
(3.15)
Mножење вектора са ортогоналном матрицом Q−1 представља линеарну трансфор-
мациjу коjа одговара операциjи промене базе, а чиjи резултат jе поравнавање оса ко-
ординатног система са главним правцима расипања тачака у простору обележjа. Ови
правци се поклапаjу са правцима коjе дефинишу колоне ортогоналне матрице Q, а
коjе као резултат декомпозициjе Σ на сопствене вредности Λ садрже карактеристичне
векторе матрице Σ:
Σ = QΛQ−1 = (QΛ
1
2 ) · (QΛ 12 )T = ATA = G , QTQ = I . (3.16)
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A jе матрица чиjа Грамова матрица G представља ковариjансну матрицу Σ.
Линеарна трансформациjа са коjом се постиже истовремена декорелациjа обележjа
и њихова нормализациjа, а коjа се означава и као избељивање узорака или шума, де-
финише се управо преко матрице A:
B = A−T = Λ−
1
2Q−1 , (3.17)
при чему Грамова матрица за матрицу B представља раниjе поменуту матрицу преци-
зности:
BTB = (QΛ−
1
2 ) · (Λ− 12 QT ) = Σ−1 = G−1 , QTQ = I , (3.18)
коjа у истом облику фигурише и у (3.11) приликом израчунавања вишедимензионалне
Гаусове расподеле.
Према томе, множење са Σ−1 у квадратноj форми (3.11) или (3.14) може да се ин-
терпретира и као: истовремена проjекциjа узорака на правце карактеристичних век-
тора и скалирање њихове размере у зависности од степена расипања дуж поменутих
главних праваца, чему одговара x˜ = Bx, а што за последицу има да ковариjансна
матрица трансформисаних узорака, дефинисана са Σ˜ = E[ (x˜ − E[x˜]) (x˜ − E[x˜]) T ] =
E[ B (x− E[x]) · (B (x− E[x]))T ], jесте jединична матрица:
Σ˜ = B · E[(x− E[x])(x− E[x])T ] · BT = BΣBT
= B (BBT )−1 BT = B (BTB)−1 BT = I ,
(3.19)
имаjући у виду да jе Грамова матрица (3.18) увек симетрична. Отуда квадратни корен
израза (3.14) у општем случаjу представља нормализовано растоjање парова тачака у
простору обележjа, након ротациjе са матрицом Q и скалирања са Λ−
1
2 , чиме се постиже
просторно зависна мера растоjања.
Декомпозициjа Грамове матрице у општем случаjу ниjе jединствена, па тако постоjе
и вариjанте у коjима jе матрица прецизности растављена на производ горње и доње
троугаоне матрице:
Σ−1 = LT L , (3.20)
као и вариjанта у облику коjи се добиjа полазећи од декомпозициjе (3.13):
Σ−1 = (R−
1
2Γ)T · (R− 12Γ) , (3.21)
где jе са R−
1
2 означена операциjа кореновања матрице, R−
1
2 = VD−
1
2VT . Ова операциjа
се дефинише на основу декомпозициjе R = VDVT симетричне матрице R на сопствене
вредности садржане у диjагоналноj матрици D, [254], где jе VTV = I. За (3.20) jе могуће
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користити и Σ−
1
2 Q˜, где jе Q˜ произвољна ортогонална матрица.
Коjе решење ће бити коришћено за описану операциjу избељивања зависи од додат-
них критериjума коjи се тичу међусобног односа оригиналних мерења x и трансформи-
саних узорака x˜, али и и потреба за реализациjом система са одређеним карактеристи-
кама, као што jе рад у реалном времену коjи подразумева принцип каузалности, а за
шта се рецимо троугаона структура трансформационе матрице B испоставља као ве-
ома погодна, [275]. Нумерички поступци за постизање неке од наведених факторизациjа
углавном се засниваjу на некоj од техника трансформациjе матрице описаним у [254]
или [4], као што су Гаусова елиминациjа, Cholesky факторизациjа, свођење на троугаони
облик ортогоналном трансформациjом или декомпозициjа на сингуларне вредности.
3.1.2 Регресиjа и оптималност линеарних модела
Као што jе показано, ковариjанса има важну улогу у описивању вишедимензионалне
Гаусове расподеле, али се такође истиче и у описивању Гаусових случаjних процеса, коjи
се у случаjу коначног скупа индекса своде на (3.11). Основна особина таквих процеса
jесте да произвољан коначан скуп засека има Гаусову расподелу. Односно, поjединачни
узорци у простору обележjа могу се посматрати и као скупови засека Гаусовог процеса.
Домен у коме се врши узорковање процеса може бити jеднодимензионалан, али такође
и са више степени слободе, када се говори о Гаусовим случаjним пољима. Међутим, сам
процес jе дефинисан функциjама коjе описуjу средњу вредност и ковариjансу процеса
над одговараjућим доменом и коjе су аналогне раниjе уведеним величинама:
µ(t) = E[X(t)] ,
RX(t1, t2) = E [ (X(t1)− E[X(t1)]) (X(t2)− E[X(t2)]) ] .
(3.22)
Наведене величине фигуришу у опису процеса без обзира на његова своjства као
што су стационарност или изотропност, коjа могу отежати или олакшати поменути за-
датак, и као такве поjављуjу се у моделима коjи се користе у различитим областима у
коjима постоjи потреба за регресиjом или класификациjом одређених величина од ин-
тереса. Са аспекта улоге ковариjансних матрица у моделовању неодређености, кључна
карактеристика у оваквим Гаусовим моделима jесте да су све информациjе од интереса
за описивање интеракциjе мерења у различитим деловима домена садржане искључиво
у ковариjансноj матрици. Стога се поред аутоковариjансне функциjе RX(t1, t2) дефи-
нише и међуковариjансна функциjа RXY (t1, t2), коjа се користи да опише спрегу између
случаjних процеса за коjе се веруjе да су повезани, на сличан начин као што jе (3.4)
коришћена за поjединачне променљиве. Тачниjе, ако се посматра коначан скуп засека
два Гаусова процеса, z = [xT yT ]T , где су x и y вектори обележjа, ковариjансна матрица
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z може се записати као блок матрица сачињена од ковариjансних матрица коjе имаjу
улогу аутоковариjансних функциjа поjединачних процеса и ковариjансне матрице коjа
описуjе њихову међукорелациjу:
Rz = E
{[
x− E[x]
y − E[y]
]
·
[
xT − E[x]T yT − E[y]T
]}
=
 Rx Rxy
RxyT Ry
 . (3.23)
Под претпоставком да jе и здружена расподела x и y Гаусова, матрица прецизности
здружене расподеле, Rz−1, израчунава се као инверзиjа блок матрице (3.23): (Rx − Rxy Ry−1RxyT )−1 −(Rx − Rxy Ry−1RxyT )−1Rxy Ry−1
−(Ry − RxyT Rx−1Rxy )−1RxyT Rx−1 (Ry − RxyT Rx−1Rxy )−1
 . (3.24)
Извођење (3.24) почива на полазноj претпоставци да Rx и Ry нису сингуларне и
свођењу матрице Rz на горњи и доњи троугаони облик кроз метод блок елиминациjе.
Тачниjе, почива на две декомпозициjе Rz, првоj коjа подразумева разлагање на производ
доње троугаоне, диjагоналне и горње троугаоне блок матрице, и другоj коjоj одговара
производ горње троугаоне, диjагоналне и доње троугаоне блок матрице, а чиме се након
инверзиjе изведених jеднакости долази до два еквивалентна израза за инверзиjу блок
матрице Rz. Изjедначавањем одговараjућих елемената у изведеним еквивалентним из-
разима за инверзиjу блок матрице долази се до матричног идентитета коjи дефинише
формулу за инверзиjу збира матрица, коjи jе ради поjедностављивања израза кори-
шћен на више места у коначноj верзиjи инверзиjе приказаноj у (3.24), а у литератури
jе познатиjи као Woodbury-Sherman–Morrison формула, [123]:
(Ry − RxyT Rx−1Rxy )−1 = Ry−1 + Ry−1RxyT (Rx − Rxy Ry−1RTxy )−1Rxy Ry−1 , (3.25)
(Rx − Rxy Ry−1RxyT )−1 = Rx−1 + Rx−1Rxy (Ry − RxyT Rx−1Rxy )−1RxyT Rx−1 , (3.26)
Формула тврди да jе инверзиjа Шуровог комплемента од Rx у Rz, [70], одређена jедна-
чином (3.25), [45], односно да jе инверзна матрица Шуровог комплемента од Ry у Rz
дефинисана jедначином (3.26).
С обзиром да се у општем изразу (3.11) за вишедимензионалну Гаусову расподелу
поjављуjе и детерминанта ковариjансе, свођењем ковариjансне матрице (3.23) на троу-
гаони облик, приказаном линеарном трансформациjом:[
Rx Rxy
RxyT Ry
]
·
[
Rx−1 −Rx−1Rxy
0 I
]
=
[
I 0
RxyT Rx−1 Ry − RxyT Rx−1Rxy
]
, (3.27)
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добиjа се да jе детерминанта ковариjансе Rz jеднака:
det(Rz) = |Rz| = |Rx| ·
∣∣Ry − RxyT Rx−1Rxy∣∣ , (3.28)
одакле на основу структуре израза (3.11) проистиче да jе условна расподела p(y|x):
p(y|x) = p(z)
p(x)
=
(2π)dx/2 |Rx|1/2 exp
[
−1
2
(z − µz)TRz−1(z − µz)
]
(2π)(dx+dy)/2 |Rz|1/2 exp
[
−1
2
(x− µx)TRx−1(x− µx)
]
=
1
(2π)dy/2
∣∣Ry − RxyT Rx−1Rxy∣∣1/2 exp
[
−1
2
(
z˜T Rz−1 z˜ − x˜T Rx−1 x˜
)]
,
(3.29)
где су са z˜ и x˜ означене центриране променљиве. Имаjући у виду да jе (3.24) симе-
трична, ако се прва подматрица у (3.24) замени са jеднакошћу (3.26) и уведе смена:
C = Ry − RxyT Rx−1Rxy , (3.30)
матрица прецизности се може записати као:
Rz−1 =
[
Rx−1 + Rx−1Rxy C−1RxyT Rx−1 −Rx−1Rxy C−1
−C−1RxyT Rx−1 C−1
]
, (3.31)
односно као производ:
Rz−1 =
[
I −Rx−1Rxy
0 I
]
·
[
Rx−1 0
0 C−1
]
·
[
I 0
−RxyT Rx−1 I
]
. (3.32)
Одакле следи да се квадратна форма z˜T Rz−1 z˜ своди на:[
x˜
y˜
]T
· Rz−1 ·
[
x˜
y˜
]
=
[
x˜
y˜ − RxyTRx−1 x˜
]T
·
[
Rx−1 0
0 C−1
]
·
[
x˜
y˜ − RxyTRx−1 x˜
]
. (3.33)
Како се у (3.33) издваjаjу два квадратна члана од коjих jе jедан сабирак x˜T Rx−1 x˜,
коjи се такође поjављуjе и у изразу за условну расподелу (3.29), следи да се након замене
квадратне форме (3.33) у (3.29), тачниjе елиминациjом z˜ и након сређивања израза у
експоненту (где су са знаком ˜ означене центриране променљиве) добиjа да jе:
p(y|x) = 1
(2π)dy/2 |C|1/2
exp
[
−1
2
(
(y − E[y|x])T C−1 (y − E[y|x])
)]
, (3.34)
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вишедимензионална Гаусова расподела са очекиваном вредношћу:
E[y|x] = µy |x = yˆ = E[y] + RxyTRx−1 (x− E[x]) , (3.35)
коjа представља регресиjу вектора y на основу x у форми линеарног модела yˆ. При
томе jе ковариjансна матрица случаjног вектора y након непоузданих опсервациjа ажу-
рирана у односу на полазну Ry и jеднака:
cov(y |x) = Σy |x = Ex,y
[
(y − E[y|x]) (y − E[y|x]) T
]
. (3.36)
односно у разматраном случаjу када jе здружена расподела x и y Гаусова:
cov(y |x) = Σy |x = C = Ry − RxyT Rx−1Rxy . (3.37)
Jедначине (3.35) и (3.37) представљаjу уопштење параметара jеднодимензионалне
условне расподеле N (µ, σ) у (3.9) и оптималног линеарног предиктора Yˆ дефинисаног
у (3.5), а коjи jе био оптималан у складу са (3.6), односно оптималан и у складу са
општиjим критериjумом (3.7): а) ако се класа функциjа међу коjима се тражи решење
предиктора ограничи само на линеарне моделе, или б) ако важи уведена претпоставка
о Гаусовоj расподели, без потребе за ограничавањем простора претраге.
На таj начин се потврђуjе улога ковариjансне матрице као кључне структуре за
формирање модела коjи се засниваjу на претпоставци о линеарности. Иако у (3.35)
кроз ковариjансе фигуришу статистике другог реда, веза између непознатих и мерених
величина се заснива на линеарноj, односно афиноj трансформациjи, коjа проистиче из
претпоставке о Гаусовоj природи случаjних величина.
Дакле, под претпоставком о Гаусовоj природи случаjних величина, оптималност
приказаног линеарног модела (3.35) се поклапа са оптималношћу у Баjесовом смислу
процене дефинисане у (3.8), а коjа jе наjбоље решење под претпоставком да jе усвоjени
критериjум оптималности просечно квадратно одступање дефинисано у jедначини (3.7).
При томе, диjагонални елементи Cii ковариjансне матрице (3.37) садрже процену
средње квадратне грешке предикциjа поjединачних компоненти y[i] непознате величине
y, што се види ако се Yˆ у (3.7) замени са E[y[i]|x] чиме се добиjа Cii. Односно, под-
разумева се да jе усвоjени критериjум оптималности формиран на основу минималне
просечне квадратне норме вектора грешке, E[ ∥yˆ − y∥2], што се у смислу геометриjске
интерпретациjе у случаjу линеарних модела своди на принцип ортогоналности вектора
грешке и конструисаног векторског потпростора у коме лежи изводљиво решење, а
што подразумева некорелисаност поjединачних опсервациjа, компоненти x и грешака
процене, ε = yˆ − y.
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Приликом одређивања (3.35) ниjе експлицитно моделована зависност између x и
y, ако се изузме усвоjена претпоставка о здруженоj Гаусовоj расподели коjа jе довела
до линеарног облика (3.37). Mеђутим, показуjе се да се до исте формулациjе решења
долази и без потребе за дефинисањем карактера здружене расподеле p(x, y), ако се као
полазна претпоставка експлицитно усвоjи да су процене поjединачних компоненти y,
односно yˆ[i], линеарно зависне у односу на поjединачне компоненте x[k] опсервациjе x:
yˆ[i] =
dx∑
k=1
tik x[k] + t
i
dx+1 , i = 1..dy , (3.38)
а при томе се непознати тежински коефициjенти tij одговараjућих афиних функциjа
одреде на такав начин да (3.38) ∀i представља решење оптимизационог проблема:
argmin
ti1..t
i
dx
Ex,y
[
(yˆ[i]− y[i])2] , (3.39)
коjи одговара уопштењу (3.6), а у коме уместо два фигурише dx+1 непознатих коефи-
циjената. Слободни члан у (3.38) има за циљ да обухвати утицаj очекиваних вредно-
сти опсервациjа и непознатог параметра на (3.39), на сличан начин као слободни члан
у (3.5). Резултат jе процена yˆ дефинисана у (3.35), чиjа просечна грешка jе:
E [ε] = Ex,y [yˆ − y] = Ex
[
yˆ − Ey|x [y|x]
]
= 0, (3.40)
и коjа jе према критериjуму (3.39) наjбоља од свих линеарних процена y. Под условом
да jе здружена расподела p(x, y) истовремено и Гаусова, важи да jе (3.35) такође и
наjбоља од свих могућих процена према усвоjеном критериjуму. У том случаjу и сама
грешка процене, вектор ε, као линеарна комбинациjа Гаусових случаjних променљивих,
jе такође Гаусова случаjна променљива, са ковариjансном матрицом E
[
ε εT
]
коjа jе по
дефинициjи jеднака ковариjанси (3.37), одакле на основу (3.40) следи да jе ε ∼ N (0, C).
У ситуациjама у коjима непозната величина и опсервациjе jесу међусобно зависне,
али нису корелисане, приказана процена услед ограниченог капацитета линеарног мо-
дела ниjе наjбоље решење. Слично, у општем случаjу у коме не важи уведена прет-
поставка о Гаусовоj расподели такође jе пожељно пронаћи боље, нелинеарне процене.
Jедан од начина jе коришћење неке погодне нелинеарне трансформациjе полазних обе-
лежjа, у функционалном или алгоритамском смислу, и конструкциjе линеарних мо-
дела у новом, трансформационом домену. Тиме се постиже да jе процена нелинеарна
функциjа опсервациjа, при чему се обично говори о скупу трансформациjа или базних
функциjа, [24, 249], коjе се истовремено користе у уопштеном линеарном моделу. Пи-
тање избора пресликавања и њиховог броjа jе отворено и зависи од тежине проблема.
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Међутим, уколико jе проблем изразито нелинеаран као боља решења се показуjу методе
коjе на другачиjи начин уносе нелинеарност у процес одлучивања, при чему одговара-
jућа трансформациjа не мора бити експлицитна већ садржана у структури модела, као
код неуронских мрежа (NN) или метода заснованих на бесконачно димензионалним пре-
сликавањима, односно Хилбертовим просторима са репродукуjићим кернелима, [230],
као што су машине са векторима носачима (SVM), [73, 246]. У оба случаjа каракте-
ристике пресликавања се уче из података. Алтернативни приступ представља и учење
репрезентациjа, [17], коjима се кроз унету структуру превазилазе ограничења коjа ства-
раjу високодимензионални простори обележjа, а у коjима подаци наjчешће не заузимаjу
читав простор већ се групишу на карактеристичан начин у потпросторима или на мно-
гострукостима, [24, 88], чиjа структура зависи од природе разматраног проблема.
Линеарни модел (3.35) се врло често поjављуjе и у нешто другачиjоj формулациjи
карактеристичноj за обраду сигнала, а у коjоj се полази од претпоставке да прикупљене
опсервациjе сигнала, вектор s, генерише непознати вектор стања система θ:
s = Aθ + w , (3.41)
где jе A опсервациона матрица, коjа представља оператор коjим се анализира стање
система, а w адитивни шум. Оно по чему се (3.41) разликуjе од класичног модела (2.2)
jесте посматрање вектора стања као случаjне променљиве чиjа непозната реализациjа
се процењуjе. Уз претпоставку да jе карактер шума такав да jе E [w] = 0, ковариjансна
матрица шума Cw и шум некорелисан са тренутним стањем система, показуjе се да су
ковариjансна матрица сигнала Cs и међуковариjансна матрица Cθs одређене са:
Cs = ACθAT + Cw и Cθs = CθAT , (3.42)
где jе Cθ ковариjансна матрица вектора стања. Под усвоjеним претпоставкама, без
обзира на карактер здружене расподеле p(w, θ), према теореми Гаус-Маркова оптимална
линеарна процена у Баjесовом смислу (3.7) jе суштински иста као (3.35) и полазећи од
формулациjе у (3.41) jеднака:
θˆ = E[θ] + CθsC−1s (s− E[s]) = E[θ] + CθAT
(
ACθAT + Cw
)−1
(s− AE[θ]) . (3.43)
Грешка процене ε = θˆ − θ jе таква да jе (3.43) центрирана, а ковариjансa ε jе:
Cε = Es,θ
[
ε εT
]
= Cθ − CθAT (ACθAT + Cw)−1ACθ . (3.44)
Коришћењем идентитета (3.25) уз одговараjуће смене: Ry ↔ C−1θ , Rx ↔ −Cw, Rxy ↔ A,
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израз (3.44) може се записати и као:
Cε =
(
C−1θ + A
TC−1w A
)−1
, (3.45)
односно, на основу (3.44), (3.45), (3.25) и уведених смена, показуjе се да jе (3.43) екви-
валентно са:
θˆ = E[θ] +
(
C−1θ + A
TC−1w A
)−1ATC−1w (s− AE[θ]) . (3.46)
Израз (3.46) минимизуjе просечну квадратну грешку по компонентама θˆ, одређену са
диjагоналиним елементима (3.44), и оптималан jе уколико jе оптимална Баjесова про-
цена дефинисана критериjумом (3.7), и означена као E[y|x], линеарна функциjа, а што
jесте случаj ако jе расподела p(w, θ) Гаусова.
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Статистичко препознавање облика, [106], обично полази од дефинициjе функционал-
ног облика класно зависних расподела коjе ће бити коришћене у процесу статистичког
тестирања хипотеза и поделе простора обележjа на оптималне регионе одлучивања. У
случаjу параметарских модела структуру расподела jе могуће дефинисати у потпуно-
сти унапред, или са друге стране постепено, кроз процес обуке система. У оба случаjа
обука подразумева процену вредности параметара и прилагођавање модела опсерва-
циjама. Насупрот дискриминативним или геометриjским моделима, коjи директно из
података уче границе одлучивања, генеративни модели до граница одлучивања долазе
индиректно, моделовањем расподела поjединачних категориjа, на основу коjих се потом
изводе оптималне границе одлучивања. Као мото дискриминативних модела може се
означити препорука истакнута у [265], а према коjоj приликом решавања неког проблема
на основу ограничене количине информациjа, треба избегавати решавање општиjег про-
блема као међукорака ка коначном решењу. Насупрот томе, генеративни статистички
модели засновани на вишедимензионалноj Гаусовоj расподели или њихова уопштења
као што су модели засновани на Гаусовим смешама (енгл. Gaussian Mixture Models,
GMM) теже максимизациjи веродостоjности усвоjених вредности параметара модела и
пружаjу могућност опонашања процеса коjи jе генерисао податке, што их чини општи-
jим решењима, под условом да су изводљива. Наведни модели у коjима претпоставка
о Гаусовоj природи обележjа заузима значаjно место у дефинисању њихове унутрашње
структуре су од нарочитог интереса у контексту овог рада, имаjући у виду улогу коjу
у тим случаjевима имаjу ковариjансне матрице, као кључне структуре у обликовању
апроксимациjа одговараjућих расподела. Питање компактности или величине и рачун-
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ске ефикасности или брзине поменутих модела jе такође jедна од тема коjа ће бити
разматрана у наставку рада.
У идеализованом случаjу категориjа са нормалном или Гаусвом расподелом обележjа
Баjесови класификатори минимизациjу ризика (2.24) постижу претрагом простора хи-
потеза коjи чине квадратне дискриминантне функциjе, а коjе у усвоjеном вишедимен-
зионалном простору обележjа формираjу границе одлучивања у облику кривих дру-
гог реда. Заjеднички назив за овакву групу модела jе квадратни класификатори, а
у зависности од специфичности проблема границе одлучивања могу бити хиперравни,
хиперелипсе или хиперпараболоиди.
Оптимална правила одлучивања имаjу особину да минимизуjу или максимизуjу неку
меру. Тако се у случаjу минимизациjе Баjесовог ризика, (2.24), тражи правило одлу-
чивања коjе за сваку опсервациjу x бира акциjу F коjа минимизуjе условни ризик
R [F(x)|x ]. Ако се са N означи броj алтернативних хипотеза или категориjа Hi коjе
су могле да генеришу опсервациjу, а са Cij означи ценa одлуке Fi да се опсервациjа
придружи хипотези Hi ако jе опсервациjу стварно генерисала хипотеза Hj, просечна
цена одлуке Fi, условљена са x jесте:
Ri ∆= R [Fi|x ] =
N∑
j=1
Cij P (Hj|x) ≃
N∑
j=1
Cij p (x|Hj)P (Hj) . (3.47)
Према (3.47) тестирање вишеструких хипотеза подразумева избор хипотезе са наjмањим
условним ризиком. Ако су све грешке подjеднако битне, минимизациjа (2.24) се своди
на критериjум минималне вероватноће грешке, а коjи води ка правилу одлучивања коjе
увек даjе предност хипотезама са максималном апостериорном вероватноћом. Тачниjе,
у том случаjу Ri се може представити као:
Ri =
N∑
j=1
j ̸=i
p (x|Hj)P (Hj) = p (x)− p (x|Hi)P (Hi) = p (x)
(
1− P (Hi|x)
)
,∀i . (3.48)
За неку опсервациjу x, избор Hk са минималним ризиком Rk подразумева да важи
неjеднакост:
Ri −Rk > 0, ∀i, i ̸= k, ⇔ F(x) = Fk ⇔ x ∈ Rk , (3.49)
где jе са Rk означен оптимални регион одлучивања придружен хипотези Hk, а коме
одговара оптимално правило одлучивања F за коjе важи приказана неjеднакост. На
основу (3.48) и чињенице да облик маргиналне расподеле опсервациjа, p (x), не зависи
од хипотезе већ само од начина анализе посматране поjаве (што не значи да мотивациjа
за усвоjени начин издваjања обележjа не укључуjе карактеристике уочених категориjа),
из наведене неjеднакости условних ризика (3.49) следи да jе одлука да се нека опсер-
3.2 Квадратни класификатори и сложеност Гаусових модела 71
вациjа x придружи хипотези Hk оптимална ако jе апостериорна вероватноћа P (Hk|x)
максимална. У датом случаjу одатле следи и алтернативна формулациjа оптималног
правила одлучивања у облику одговараjуће неjеднакости:
Λ(x) =
pk(x)
pi(x)
Hk
>
<
Hi
P (Hi)
P (Hk)
= η , (3.50)
са тест статистиком Λ коjа се састоjи из количника веродостоjности хипотезе Hk и ал-
тернативне хипотезе Hi, означених са pk(x) и pi(x), респективно. Количник Λ(x) се
означава и као „Radon-Nikodym” извод dPk/dPi реалне мере Pk = pk(x) dx у односу на
позитивну меру Pi = pi(x) dx, [3], при чему су и саме веродостоjности, као функциjе
густине расподела вероватноћа обележjа узорака коjи припадаjу различитим категори-
jама, по дефинициjи „Radon-Nikodym” изводи одговараjућих вероватноћа или мера. У
општем случаjу дискриминациjе између две категориjе или хипотезе у коме функциjе
цене нису jединичне, као што jе био случаj у (3.48), вредност прага η са коjим се пореди
количник веродостоjности у (3.50) одређена jе изразом:
η =
P (Hi)(Cki − Cii)
P (Hk)(Cik − Ckk) , (3.51)
до кога се долази минимизациjом укупног ризика детекциjе или бинарне класификациjе:
R =
∫
x
1∑
i=0
Ri p(x) dx =
1∑
i=0
( ∫
x∈Ri
1∑
j=0
Cij p (x|Hj)P (Hj)dx
)
=
(
C00 − C10
)
P (H0)
∫
R0
p0(x)dx+ C10P (H0) +
(
C01 − C11
)
P (H1)
∫
R0
p1(x)dx+ C11P (H1)
= const.+
∫
R0
{
P (H1)(C01 − C11)p1(x)− P (H0)(C10 − C00)p0(x)
}
dx .
(3.52)
Оптимални регион одлучивања R0 одговара делу домена у коме jе подинтегрална функ-
циjа у последњем изразу негативна, одакле следи (3.51) и уопштење неjеднакости (3.50).
Међутим, не треба изгубити из вида да су у случаjу више од две категориjе оптимални
региони одлучивања првенствено одређени скупом неjеднакости (3.49) у коjима фигу-
ришу поjединачни условни ризици (3.47) избора сваке од понуђених хипотеза. У том
случаjу конструкциjа више бинарних класификатора може да представа алтернативан
начин за дефинисање правила одлучивања, али не и оптималан. Jедан од начина да се
конструишу границе одлучивања полазећи од бинарних класификатора jесте да се за
сваки пар категориjа одреди по jедан класификатор и као резултат формира скуп од
наjвише N(N−1)/2 класификатора. Друга могућност jесте да се проблем сведе на одре-
ђивање N − 1 бинарних класификатора, од коjих сваки дефинише границу одлучивања
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између неке од категориjа и простора свих осталих. Потенциjални недостатак оба наве-
дена приступа jесте да се могу поjавити делови простора за коjе се не може jеднозначно
утврдити ком региону одлучивања припадаjу. Стога jе погодниjи начин када се свакоj
категориjи придружи по jедна од функциjа (3.47), а класификациjа заснива на избору
хипотезе са наjмањим условним ризиком. Као што jе показано, под претпоставком о
подjеднакоj цени погрешних одлука поменуте функциjе могу имати еквивалентну фор-
мулациjу, у смислу краjњег исхода одлучивања, у облику апостериорних вероватноћа и
критериjума одлучивања коjи се заснива на њиховоj максимизациjи, jедначина (3.48).
Наведени принцип представља основу за увођење поjма дискриминантних функциjа
gi(x), као пресликавања придружених поjединачним хипотезама Hi, а чиjе познавање
омогућава дефинисање оптималних правила одлучивања F у коjима се непознати облик
придружуjе категориjи са наjвећом вредношћу дискриминанте:
gk(x) > gi(x),∀i, i ̸= k, ⇔ F(x) = Fk ⇔ x ∈ Rk . (3.53)
Предност дискриминантних функциjа jесте што оне нису jединствене и могу имати
произвољан облик све док обезбеђуjу довољно добро правило одлучивања. Применом
трансформациjа коjе очуваваjу релациjу поретка између дискриминанти могу се добити
функциjе коjе имаjу jедноставниjи аналитички облик, што значи да облик дискрими-
нантне функциjе не мора бити директно одређен обликом расподеле. Тиме се ствара
могућност да се дискриминантна функциjа параметарски моделуjе, а да се вредности
параметара одреде кроз обуку модела.
Детекциjа на основу поређења количника веродостоjности са дефинисаном вредно-
шћу прага одговара одређивању знака разлике дискриминантних функциjа придруже-
них бинарним категориjама, где облик дискриминанти као и у случаjу количника (3.50)
зависи од врсте доступних информациjа и у складу са тим усвоjеног критериjума оп-
тималности, попут Баjесовог, минимакс или Neyman-Pearson критериjума.
Занимљиво jе да се без обзира на сложеност полазног проблема детекциjе краjња
одлука увек своди на детекциjу jеднодимензионалног сигнала, што представља основу
за геометриjску интерпретациjу различитих проблема оптималне детекциjе. Тако се
показуjе да се количник веродостоjности као оптимални приjемник зашумљених де-
терминистичких сигнала заснива на проjекциjи примљеног сигнала на скуп познатих
сигнала, односно конструисаноj мери сличности са дефинисаним прототиповима, а да
иста интерпретациjа важи и код много шире и корисниjе групе случаjних сигнала, уз
суштинску разлику да облик оригиналног сигнала очекивано ниjе унапред познат или
jе у већини случаjева познат само његов параметарски модел, па jе приликом детекциjе
пре саме проjекциjе или истовремено са њом потребно извршити и процену непознатог
сигнала или облика у складу са усвоjеним критериjумом оптималности. У контексту
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теориjе детекциjе сигнала овакав систем за препознавање се означава и као приjемник
естиматор-корелатор, а као мера сличности у ту сврху се врло често дефинишу посебне
врсте скаларних производа коjе зависе од спектралних карактеристика сигнала, [148],
односно шума.
3.2.1 Линеарне дискриминанте и проширења
Сличан принцип jе присутан и код дискриминативних модела у коjима jе облик
дискриминантне функциjе у основи линеаран:
g(x) = wˆTx+ wˆ0 , wˆ ∈ Rd , (3.54)
као што jе SVM, али код коjих у структури модела, услед присуства скаларних прои-
звода између узорака коjи припадаjу скупу за обуку или представљаjу опсервациjе коjе
jе потребно класификовати, постоjи потреба за мером сличности коjа ће бити прилаго-
ђена карактеристикама података у посматраном простору обележjа. Наиме, максими-
зациjа маргине, [43], као кључне особине линеарне дискриминанте, чиме се према [265]
истовремено постиже и смањење димензиjе модела, а тиме и његовог структурног ри-
зика, код модела као што jе SVM подразумева решавање квадратног оптимизационог
проблема са ограничењима, [73]. У наведеном случаjу, полазни или примарни конвек-
сни проблем минимизациjе норме тежинског вектора w, односно максимизациjе маргине
линеарне дискриминанте (3.54), са ограничењима у облику скупа линеарних неjедна-
кости, [73], трансформирше се у дуални квадратни оптимизациони проблем максими-
зациjе циљне функциjе у коjоj фигурише скаларни производ n означених узорака xi из
скупа за обуку, са ознакама yi ∈ {−1,+1}:
argmax
α
JSVM(α) = argmax
α
n∑
i=1
αi − 1
2
n∑
i=1
n∑
j=1
yi yj αi αj x
T
i xj , αi ≥ 0 ∧ yTα = 0 , (3.55)
при чему наведена ограничења по α у (3.55) проистичу из услова оптималности примар-
ног проблема, као и сама трансформациjа wˆ =
n∑
i=1
αi yi xi коjом се долази до приказане
формулациjе дуалног проблема (3.55), али и jеднакост αi
(
yi(wˆTxi + wˆ0)− 1
)
= 0 на
основу коjе се одређуjе wˆ0. Иако (3.55) представља основну формулациjу SVM под
претпоставком о линеарноj раздвоjивости посматраних категориjа, структура приказа-
ног оптимизационог проблема jе суштински иста и код општиjих формулациjа познатих
под називом SVM меке маргине.
Замена стандардног скаларног производа у (3.55) неком адекватниjом мером слич-
ности пружа могућност за повећање капацитета посматране линеарне дискриминанте
(3.54). У основи оваквог прилаза налази се идеjа да jе у оригиналном простору обележjа
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могуће имплицитно или ређе експлицитно дефинисати пресликавање φ : Rd → Rdˆ ко-
jим се нелинеарни класификациони проблем трансформише у нови проблем у простору
веће димензиjе, а коjи jе за разлику од полазног проблема могуће ефикасно решити
линеарном дискриминантном функциjом максималне маргине.
Тачниjе, вредности скаларног производа: ⟨xi, xj⟩ = xTi xj, би након пресликавања од-
говарала вредност φ(xi)
Tφ(xj), али недостатак овако дефинисане трансформациjе може
бити значаjно већа рачунска сложеност директног израчунавања скаларног производа
φ(xi)
Tφ(xj) у односу на xTi xj у полазном простору обележjа. Много значаjни недостатак
jесте што потребна димензионалност dˆ, новог простора у коjи се врши пресликавање,
брзо расте са степеном сложености класификационог проблема у полазном простору
обележjа. Међутим, експлицитно израчунавање скаларног производа у новом простору
обележjа, па и само дефинисање пресликавања коjе би му претходило, могуће jе избећи
увођењем репродукуjућих кернел функциjа, [6], за коjе важи jеднакост:
K(xi, xj) = ⟨φ(xi), φ(xj)⟩ = φ(xi)Tφ(xj) . (3.56)
Додатна предност (3.56) jесте што нелинеарна кернел функциjа K може да одговара
пресликавању у бесконачно димензионални простор, као нпр. код експоненциjалне Га-
усове функциjе, што би као такво могло да представља и проблем, али пошто при
израчунавању (3.56) ниjе потребно експлицитно пресликавање узорака у нови простор,
примена оваквог (имплицитно дефинисаног) скаларног производа у (3.55) jе могућа и
врло пожељна за конструкциjу нелинеарних класификатора, као нпр. у [41].
3.2.2 Репродукуjући кернели
Потребне и довољне услове да би нека непрекидна симетрична функциjа у полазном
простору обележjа била кернел даjе Мерсерова теорема, [180], према коjоj функциjа
K(s, t) позитивне врсте jесте она за коjу jе:∫ b
a
∫ b
a
K (s, t) θ (s) θ (t) ds dt ≥ 0 , ∀θ ∈ C([a, b]) , (3.57)
односно она чиjе карактеристичне или сопствене функциjе ψi имаjу све сопствене вред-
ности λi позитивне. Да позитивно дефинитни оператори (3.57) jесу кернели, у сми-
слу (3.56), показано jе у [6]. Са друге стране, карактеристичне функциjе реалног
симетричног кернела представљаjу решења Фредхолмове интегралне jедначине прве
врсте, [180]:
ψi (s) = λi
∫ b
a
K (s, t) ψi (t) dt , (3.58)
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и формираjу скуп ортогоналних реалних функциjа, [122]. У том смислу, скуп каракте-
ристичних функциjа неког кернела jе врло сличан скупу сопствених вектора ковариjан-
сне матрице, као што jе нарочито истакнуто у [110], и представља основу за дефинисање
Karhunen-Loeve развоjа у ред непрекидних функциjа, а коjи се постиже проjекциjом на
ортогоналну базу коjу формираjу карактеристичне функциjе, [275]. Тачниjе, по при-
роди ортогоналне карактеристичне функциjе ковариjансне функциjе неког случаjног
процеса обезбеђуjу развоj у ред његових реализациjа, q (t), али прилагођен каракте-
ристикама самог процеса, при чему тежински коефициjенти развоjа нису статистички
корелисани, а њихова вариjанса jе сразмерна одговараjућоj сопственоj вредности:
q (t) =
∞∑
i=1
qi ψi (t) , qi =
∫ b
a
ψi (t) q (t) dt . (3.59)
Сама кернел функциjа се такође, на основу ψi дефинисаних у (3.58), може развити у
ред:
K (s, t) =
∞∑
i=1
λi ψi (s)ψi (t) , (3.60)
чиjа конвергенциjа jе показана у [180], под условом (3.57) да jе кернел позитивно де-
финитан. Такође, као последица (3.57), матрица скаларних производа φ(xi)
Tφ(xj) про-
извољног скупа узорака jе увек позитивно дефинитна Грамова матрица G = [Gij] =
[⟨φ(xi), φ(xj⟩] (не)трансформисаних узорака и назива се кернел матрица.
Усвоjени назив кернел или jезгро за функциjу (3.56) или поменуту матрицу коjа
описуjе сличност узорака у трансформисаном (полазном) простору обележjа, потиче
од тога што се са:
[AK f ](s) = q (s) =
∫ b
a
K (s, t) f (t) dt ,
∫ b
a
|K (s, t) |dt ≤ D , ∀s ∈ [a, b] , (3.61)
у општем случаjу означава ограничени линеарни оператор AK коjи пресликава простор
ограничених функциjа у самог себе, q = AK ·f , а функциjаK (s, t), мерљива на квадрату
[a, b], jе његово jезгро, [3]. Да нека функциjа K са позитивно дефинитном квадратном
формом (3.57) на jединствен начин дефинише одређени Хилбертов простор функциjа
H(K) са придруженим скаларним производом ⟨· , ·⟩H(K) и нормом ∥ · ∥2H(K) = ⟨· , ·⟩H(K)
показуjе дефинициjа поjма репродукуjући кернел, а коjа према [6] подразумева да:
K(·, t) ∈ H(K) , ∀t ∈ [a, b] , (3.62)
и да као таква, функциjа Kt(·) = K(·, t) репродукуjе елементе (функциjе) H(K) када се
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примени на њих у облику линеарног оператора, [Kt f ]:
∀f(·) ∈ H(K) ⇔ ⟨f(·), K(·, t)⟩H(K) = f(t) , ∀t ∈ [a, b] . (3.63)
Пошто jе по дефинициjи репродукуjућег кернела:
⟨K(·, s), K(·, t)⟩H(K) = K(t, s) . (3.64)
на основу особина скаларног производа следи да jеK(t, s) симетрична, K(t, s) = K(s, t),
а одатле на основу (3.64) и особина норме индуковане са скаларним производом (3.63):
∥[Kt f ]∥2H(K) =⟨[Kt f ], [Kt f ]⟩ = ⟨
∫ b
a
K (s1, t) f (s1) ds1,
∫ b
a
K (s2, t) f (s2) ds2⟩ =∫ b
a
∫ b
a
K (s1, s2) f (s1) f (s2) ds1ds2 ,
(3.65)
што значи да jе репродукуjући кернел и позитивно дефинитна функциjа, у смислу
(3.57). Да важи и обрнуто показано jе у [6]. Иако jе у (3.57) стриктно гледано дефини-
сана позитивно семи-дефинитна функциjа, приликом излагања jе за означавање истог
коришћен термин позитивно дефинитна, с обзиром да jе претпостављено да су све соп-
ствене вредности кернела стриктно позитивне, па се jеднакост у (3.57) постиже само у
тривиjалном случаjу. Боља дефинициjа би била она коjа би неjеднакост ограничила на
квадратне форме ненултих функциjа, али jе задржана оригинална формулациjа из [180].
Коришћењем истог идентитета као у (3.64) и свођењем на контрадикциjу, може се пока-
зати, [230], да посматрани простор H(K) на jединствен начин дефинише репродукуjући
кернел K.
Хилбертов простор квадратно интеграбилних функциjа, L2 :
∫ b
a
θ(s)2ds <∞, у це-
лини посматрано ниjе простор са репродукуjућим кернелом, пошто импулсна или Ди-
ракова делта функциjа, коjа има репродукуjуће своjство (3.63), f(t) =
∫ b
a
δ(t− s) f(s)ds,
не задовољава услов квадратне интеграбилности и као таква не припада посматраном
простору L2. Са друге стране за потпростор L2 коjи чине функциjе ограничене у спек-
тру постоjи репродукуjући кернел у облику функциjе KL2(s, t) =
sin(B(t−s))
π(t−s) , коjа пред-
ставља аутоковариjансну функциjу белог Гаусовог шума након филтрирања са идеал-
ним нископропусним филтром ширине B [rad/s], [122, 255]. Карактеристичне функциjе
KL2(s, t) и њихове примене су детаљно описане у [239] и касниjоj сериjи чланака истих
аутора, а занимљива особина ових функциjа jесте да иако jесу ограничене у спектру, оне
су ортогоналне на читавом временском домену (∞,−∞), али истовремено и на сваком
његовом симетричном подинтервалу коначног траjања.
Ако се резултат трансформациjе обележjа у изразу (3.56), односно пресликавање
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φ : X → Rdˆ поjединачних узорака xi ∈ X , X ≡ Rd, посматра као елемент v = φ(x)
у неком векторском простору V димензиjе dˆ, тада jе могуће дефинисати алгебарски
дуални простор V ∗ коjи чине линеарни функционали ϕ : Rdˆ → R над векторским про-
стором Rdˆ, а чиjи резултат jе скалар у пољу R. Упаривањем функционала ϕ и вектора
v може се дефинисати билинеарно пресликавање или форма: ⟨·, ·⟩b : V ∗ × V → R,
коjим се постиже: ⟨ϕ, v⟩b = ⟨ϕ, φ(x)⟩b = ϕ(x). Показуjе се, [230], да сваки позитивно
дефинитни кернел K(·, ·) коjи природно дефинише пресликавање из простора узорака
X у простор функциjа H := {f : X → R}, као мапирање Kx : x → K(·, x), истовре-
мено дефинише и скаларни производ ⟨·, ·⟩H у простору функциjа H. Као последица у
специjалном случаjу f = Kxi и g = Kxj , важи да jе ⟨f, g⟩H = ⟨Kxi , Kxj⟩H = K(xi, xj).
Како скаларни производ представља стриктно позитивно дефинитну билинеарну функ-
циjу, а што може бити и форма ⟨·, ·⟩b, сваки кернел K имплицитно дефинише раниjе
приказано пресликавање φ полазног простора обележjа, односно важи репродукуjуће
своjство: ⟨f,Kx⟩ = f(x). Са друге стране, важи и обрнуто, када год постоjи преслика-
вање φ(x) у Хилбертов простор, одговараjући позитивно дефинитни кернел K(xi, xj) се
добиjа по дефинициjи (3.56), [230].
Примена репродукуjућих кернела подразумева формулациjу проблема у коjоj фи-
гурише скаларни производ или кернел функциjа, као у (3.55), [229], или у случаjу оп-
тималног приjемника, [148], а са циљем да избор погодног кернела кроз адекватно
повећање димензиjе модела омогући боље препознавање. Битна карактеристика jе да
пресликавање Kx : x → K(·, x), сваком узорку уместо оригиналне представе придру-
жуjе меру сличности са свим другим тачкама у полазном домену. Са друге стране, на
сличан начин као што непараметарске методе за процену расподеле вероватноће засно-
ване на прозорским функциjама и уопштењу хистограма, [120], до очекиване вредности
расподеле у некоj тачки долазе процедуром коjа у jедном од корака подразумева кон-
волуциjу прикупљених узорака и усвоjене прозорске функциjе (коjа се у такође често
означава као кернел, [249]), тако и увођење репродукуjућег кернела K омогућава апрок-
симациjу функциjа у датом Хилбертовом простору на основу конволуциjе узорака и кер-
нела. Неку функциjу f ∈ H je могуће представити као линеарну комбинациjу функциjа
Kxi : f(x) =
n∑
i=1
αiK(x, xi), коjе дефинишу поjединачни узорци, а скаларни производ на
основу (3.64) као:
⟨f, f⟩ =
n∑
i=1
n∑
j=1
αi αj K(xi, xj) , (3.66)
Приказани принцип jе присутан и у коначном решењу класификатора максималне мар-
гине, [229], где облик дискриминантне функциjе директно зависи од положаjа узорака
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и њихове конволуциjе са усвоjеном кернел функциjом:
g(x) =
n∑
i=1
αi yi︸ ︷︷ ︸
vi
K(x, xi) + wˆ0 , (3.67)
док тежински коефициjенти vi, коjе формираjу оптималне вредности Лагранжевих мно-
житеља αi и ознаке узорака yi из (3.55), одређуjу утицаj поjединачних узорака на поло-
жаj и облик границе одлучивања. Наравно, као последица оптимизациjе само релативно
мали броj узорака има утицаj на (3.67), и означаваjу се као носећи вектори, док су вред-
ности тежинских коефициjента придруженх преосталим узорцима нула. Иако (3.67)
одговара основноj формулациjи, исти принципи су присутни и код сложениjих модела.
Одређивање границе одлучивања директно на основу података jе карактеристика и дру-
гих фамилиjа модела, као што су неуронске мреже или вишеслоjни перцептрони, код
коjих такође постоjи нелинеарно пресликавање полазног простора обележjа и чиjе дис-
криминанте након завршене обуке, уопштено гледано, такође имаjу облик тежинских
сума кернел функциjа, [155]. Пример jе излазни слоj трослоjне NN код коjе скривени
слоj има улогу нелинеарног пресликавања полазног простора. Са друге стране, NN са
више слоjева имаjу хиjерархиjску структуру, коjу може опонашати каскада класифи-
катора максималне маргине. У суштини обе фамилиjе су универзални апроксиматори,
али се разликуjу у начину учења. Док NN обично користе пропагациjу грешке уназад
и неку вариjанту метода опадања градиjента, класификатор максималне маргине учи
решавањем постављеног оптимизационог проблема чиjи циљ jе минимизациjу структур-
ног, а не емпириjског ризика, [155], имаjући у виду да jе, као што jе показано у [265],
VC димензиjа хиперравни са задатом маргином, за ралику од обичне хиперравни, са
горње стране ограничена реципрочном вредношћу квадрата маргине. Наравно, велико
богатство примера у скупу за обуку и адекватно управљање процесом обуке могу на-
доместити недостатке формулациjе модела чиjа обука првенствено почива на смањењу
емпириjског ризика.
3.2.3 Квадратне дискриминанте
За разлику од линеарне дискриминанте (3.54), квадратне дискриминанте у своjоj
структури поседуjу jош jедан додатни члан у облику квадратне форме вектора обе-
лежjа. На таj начин, без потребе за додатним проширењима кроз трансформациjу
полазног простора обележjа коришћењем репродукуjућих кернела (3.56), донекле може
да се повећа капацитет линеарног модела и директно, у полазном простору обележjа,
формираjу нелинеарне границе одлучивања. Генеративни модели коjи по своjоj при-
роди дефинишу квадратне дискриминанте у општем случаjу могу да буду статистички
класификатори коjи теже минимизациjи ризика (3.47), а код коjих се веродостоjности
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хипотеза описуjу условним вишедимензионалним Гаусовом расподелама, чиjа форма
jе дефинисана у (3.11). Нелинеарност коjу у наведеном случаjу у процес одлучивања
уноси квадратна форма диктира структура одговараjуће ковариjансне матрице у (3.11).
Тако, при критериjуму минималне вероватноће грешке одлучивања, коjи проистиче
из (3.49), дискриминантна функциjа придружена одређеноj категориjи поприма облик
апостериорне вероватноће одговараjуће хипотезе, односно након монотоне трансформа-
циjе вероватноће P (Hi|x) кроз операциjу логаритмовања, а коjа за циљ има линеариза-
циjу експоненциjалног облика Гаусове функциjе (3.11), добиjа се, [274], да jе квадратна
дискриминанта придружена хипотези Hi jеднака:
gi(x) = −1
2
(x− µi)TΣi−1(x− µi)− 1
2
ln |Σi|+ lnP (Hi) . (3.68)
Приликом извођења (3.68) одбачени су сабирци коjи представљаjу константе независне
од опсервациjа и врсте хипотезе, а коjи као такви немаjу утицаj на положаj оптималне
границе одлучивања. Сама граница одлучувања jе геометриjско место тачака коjе имаjу
исту вредност дискриминантне функциjе, односно у општем случаjу са више од две хи-
потезе зависи од облика оптималног региона одлучивања придруженог одговараjућоj
хипотези, а коjи jе код сваке дискриминанте одређен тачкама у коjима функциjа (3.68)
на основу своjе вредности дискриминише одговараjућу хипотезу Hi у односу на све ал-
тернативе. Као што jе истакнуто на почетку овог поглавља, описана дискриминациjа
обично почива на максимизациjи дискриминанте, а коjа се у наjопштиjем смислу може
тумачити као принцип екстремума на коме, према чувеном математичару L. Euler-у,
као што jе дискутовано у [156] у поглављу под називом „Математизациjа науке”, почи-
ваjу све поjаве у универзуму. Засебним груписањем чланова коjи су линеарне и ква-
дратне функциjе обележjа, квадратна дискриминанта (3.68) се може трансформисати
у:
gi(x) = x
T Wi x + wi
T x + w0i , (3.69)
где су са Wi означени параметри модела у облику симетричне квадратне матрице ди-
мензиjе d × d, коjа дефинише одговараjућу квадратну форму, а са wi и w0i параметри
афине функциjе Rd → R. У случаjу бинарне класификациjе потребна тест статистика
се добиjа као разлика одговараjућих дискриминанти g1(x) и g0(x), са структуром дефи-
нисаном у (3.69), односно у форми нове дискриминантне функциjе g(x) коjа има исту
структуру као и (3.69), а чиjи знак одређуjе избор оптималне хипотезе.
Међутим, какав ће заправо бити облик поjединачних дискриминантних функциjа и
оптималних региона одлучивања, као и поменуте тест статистике g(x) и одговараjуће
границе одлучивања у случаjу проблема детекциjе, првенствено зависи од структуре
и вредности параметара у (3.69), односно од накнадно усвоjених претпоставки моде-
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Табела 3.1: Структура дискриминантних функциjа за категориjе моделоване са Гаусо-
вом расподелом обележjа при усвоjеном критериjуму одлучивања у облику минималне
вероватноће грешке.
ков. мат. gi(x) Wi wi w0i
Σi ̸= Σj (3.68), (3.69) −12Σi−1 Σi−1µi −12µiTΣi−1µi−12 ln |Σi|+ lnP (Hi)
Σi = Σ µi
TΣ−1x− 1
2
µi
TΣ−1µi+ lnP (Hi) - Σ−1µi −12µiTΣ−1µi+lnP (Hi)
Σi = Σdiag
d∑
k=1
(
µikxk
σ2k
− µik2
2σ2k
)
+ lnP (Hi) - Σ−1µi −12
d∑
k=1
µik
2
σ2k
+ lnP (Hi)
Σi = σ
2I 1
σ2
µi
Tx− 1
2σ2
µi
Tµi+ lnP (Hi) - µi/σ2 −12σ−2µiTµi+ lnP (Hi)
ловања коjе дефинишу специjалне вариjанте квадратних дискриминанти. Ове прет-
поставке се тичу структуре ковариjансних матрица Σi придружених поjединачним ка-
тегориjама и њихових међусобних односа у одговараjућем d(d + 1)/2 димензионалном
простору параметара. При томе треба обратити пажњу да било коjи скуп d(d + 1)/2
параметара не представља ковариjансну матрицу имаjући у виду ограничење да симе-
трична матрица Σ мора бити позитивно дефинитна.
Што се тиче функционалне зависности квадратне дискриминанте од ковариjансне
матрице обележjа узорака придружених одговараjућоj категориjи, уочава се да у (3.68)
доминира квадратна форма и логаритам детерминанте, па се у зависности од поступка
њиховог ефикасног израчунавања, коjи наjчешће укључуjе неку врсту декомпозициjе
ковариjансне матрице, додатно и по том критериjуму могу издвоjити различите ва-
риjанте квадратних дискриминанти. Преглед наjзначаjниjих облика квадратних дис-
криминанти (3.69) у зависности од усвоjених претпоставки о структури ковариjансних
матрица и могућем дељењу истих матрица између различитих категориjа приказан jе
у Табели 3.1.
Свака од врста у табели одговара облику дискриминанте gi(x) коjи се добиjа као по-
следица одговараjуће претпоставке о ковариjанси у првоj колони табеле. У случаjевима
када jе оправдана поjедностављуjућа претпоставка да се расипање узорака придруже-
них различитим категориjама може описати истом ковариjансним матрицом, квадратна
дискриминанта се своди на линеарну, али чиjу структуру кроз вредности параметара wi
и w0i и даље у значаjноj мери одређуjу вредности дате ковариjансне матрице, односно
њене инверзиjе. Ако су при томе и априорне вероватноће хипотеза jеднаке, линеарна
дискриминанта сваке од хипотеза постаjе класификатор на бази минималног Махала-
нобисовог растоjања од тежишта одговараjућег хиперелипсоида коjи описуjе расипање
узорака одређене категориjе, jедначина (3.14). Додатно, за ковариjансе коjе су у наве-
деном случаjу исти скаларни умножак jединичне матрице добиjа се класификатор на
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бази минималног Еуклидског растоjања, а код кога су границе одлучивања хиперравни
нормалне на правац коjи спаjа тежишта хиперсфера придружених двема класама.
Класификатор коjи свакоj од категориjа придружуjе по jедну линеарну дискрими-
нанту се jош означава и као линеарна машина. У приказаном случаjу линеарних дис-
криминанти дефинисаних у Табели 3.1, граница одлучивања између класе i и j линеарне
машине одређена jе jедначином хиперравни:
wT (x− x0) = 0 ⇔ wTx+ w0 = 0, − w0 = wTx0 , (3.70)
чиjе параметре, у облику одговараjуће нормале w и тачке x0 коjа лежи у равни, де-
финишу решења система линеарних jедначина gi(x) = gj(x), Σi = Σj = Σ . Тако се
показуjе да су вредности параметара хиперравни линеарне машине одређене са:
w = Σ−1(µi − µj) , x0 = 1
2
(µi+µj)− ln (P (Hi)/P (Hj))
(µi − µj)TΣ−1(µi − µj)
(µi − µj) , (3.71)
што потврђуjе утицаj ковариjансне матрице на облик границе одлучивања и у случаjу
линеарних модела.
3.2.4 Сложеност Гаусових модела
Потреба за израчунавањем логаритма веродостоjности хипотезе описане са Гаусо-
вом расподелом, као статистичким моделом коjи jе у основи израза (3.68) за дискри-
минантну функциjу квадратног класификатора, поставља питање ефикасности такве
операциjе и њене применљивости са повећањем димензионалности простора обележjа
и броjа алтернативних хипотеза или категориjа у систему за препознавање. Под тиме
се подразумева рачунска и мемориjска сложеност оваквих Гаусових модела и њихова
импликациjа на могућа уопштења заснована на коначним смешама Гаусових расподела.
У структури (3.68) се уочава да jе део израза коjи не обухвата квадратну форму
потребно израчунати само jеданпут, након завршене обуке системе коjа подразумева
процену ковариjансне матрице и очекиване вредности узорака посматране категориjе,
док jе приликом рада система за сваки узорак потребно израчунати вредност квадратне
форме. Израчунавање логаритма веродостоjности се може посматрати и кроз екви-
валентну формулациjу (3.69), где се као кандидат за израчунавање унапред, као део
припреме система, издваjа слободни члан чиjа структура jе дефинисана у Табели 3.1, а
коjи поред логаритма детерминанте и логаритма априорне вероватноће садржи и ква-
дратну форму тежишта узорака. У том случаjу, поред слободног члана w0i, припрема
система обухвата и израчунавање вектора wi, Табела 3.1. Међутим, без обзира да ли се
за анализу потребног броjа рачунских операциjа, у смислу потребног броjа множења,
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користи формулациjа (3.68) или (3.69), показуjе се да сложеност израчунавања лога-
ритма веродостоjности одговараjуће хипотезе, за неку опсервациjу, поседуjе квадратну
зависност у односу на димензионалност усвоjеног простора обележjа.
Како jе инверзна матрица симетричне матрице такође симетрична, [4], aко се инвер-
зна ковариjансна матрица у (3.68) декомпонуjе на производ доње троугаоне матрице
L и горње троугаоне матрице LT , тачниjе: 2Σi−1 = LLT , а за шта приликом припреме
система може да се користи ефикасан нумерички поступак Cholesky-jеве факториза-
циjе, [70], израчунавање (3.68) се своди на израчунавање производа горње троугаоне
матрице LT и центрираног вектора x и након тога квадрата норме трансфoрмисаног
вектора:
gi(x) = νi − αTα , ∥α∥22 = αTα , α , LT δ , δ = x− µi , (3.72)
где jе са νi означена вредност коjа не зависи од вредности обележjа текућег узорка, а
коjа jе одређена са:
νi =
1
2
ln
∣∣Σi−1∣∣+ lnP (Hi) . (3.73)
Дакле, сложеност израчунавања (3.68) приликом рада система jе одређена са d(d+
1)/2 множења, неопходних за израчунавање α и d додатних множења неопходних за
израчунавање скаларног производа у (3.72). Са друге стране, може се рећи да jе мемо-
риjска сложеност поjединачне дискриминанте одређена са броjем параметара придру-
жених хипотези Hi коjе потребно чувати приликом рада система, а чему у посматраном
случаjу одговара d(d+ 1)/2 елемената доње троугаоне матрице L, d елемената центро-
ида µi и вредност унапред израчунатог скалара νi. Одатле следи да су и рачунска и
мемориjска сложеност (3.68) реда величине O (d 2), а чему одговара нелинеарни раст
сложености, [7], са повећањем димензионалности простора обележjа. У случаjу система
за препознавање коjи имаjу велики броj дискриминанти или се уместо поjединачних Га-
усових расподела приликом израчунавања веродостоjности користи већи броj Гаусових
функциjа или гаусиjана, наведено ограничење може значаjно утицати на количину по-
требних ресурса. Стога jе уочено да постоjи потреба за додатним моделовањем описа-
них израчунавања у приказаноj фамилиjи модела за статистичко препознавање облика,
односно да се додатним разматрањем структуре ковариjансних матрица, као кључних
елемената, могу постићи одређене уштеде, а коjе ће омогућити повећање ефикасности
система у погледу њихове сложености. Решавање назначеног проблема jесте тема jед-
ног од наредних поглавља у коме ће бити предложена нова метода за апроксимациjу
описаних израчунавања у нешто уопштениjем контексту, а коjа представља jедан од
оригиналних резултата истраживања спроведених у оквиру овог рада.
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3.3 Модели на бази смеша
Коначне смеше или мешавине се могу посматрати из два угла, као начин за описи-
вање ситуациjа у коjима jе посматрани узорак, окарактерисан усвоjеним обележjима,
са неком вероватноћом генерисао jедан из скупа потенциjалних извора; и из угла фа-
милиjе статистичких модела коjа jе у стању да опише и представи густине расподела
вероватноћа произвољне сложености. У складу са тим, коначне смеше проналазе своjе
место у системима за препознавање облика са ненадгледаном и надгледаном обуком, а
чиjи циљ може бити класификациjа или векторска квантизациjа. Коначна смеша са M
елементарних функциjа или компоненти може се дефинисати као:
S(x) =
M∑
j=1
πj pj(x) =
M∑
j=1
πj p(x| θj) , (3.74)
где су πj тежински коефициjенти придружени поjединачним компонентама у смеши:
M∑
j=1
πj = 1 , πj ∈ [0, 1] , (3.75)
док компоненте обично представљаjу густину расподеле вероватноће неке фамилиjе
расподела, одређену са скупом параметара θ. Компоненте се могу интерпретирати и
као карактеристике или веродостоjности различитих извора коjи наизменично генеришу
опсервациjе са учестаностима πj. Врло честу фамилиjу коначних смеша представљаjу
модели Гаусових смеша (GMM):
G(x) =
M∑
j=1
πj Gj(x) =
M∑
j=1
πj N (x ;µj,Σj) , (3.76)
коjи се због функционалног облика компоненти коjи подразумева експонент показуjу
као врло погодни за анализу. Међутим, jедан од разлога jе и прилагодљивост Гаусове
расподеле (3.11) коjа, као што jе и раниjе истакнуто, кроз параметре ковариjансне ма-
трице Σj пружа различите могућност за моделовање. Историjски гледано, према [252],
jедан од првих примера Гаусових смеша jе предложен у [198], где jе несиметрична рас-
подела прикупљених података апроксимирана као линеарна комбинациjа две различите
Гаусове компоненте или гаусиjана. Концепт Гаусових смеша и примене оваквих модела
у статистичком препознавању облика jе илустрован на Слици 3.1. У случаjу одлучи-
вања заснованог на критериjуму минималне вероватноће грешке, (3.49), одлучивање се
своди на избор хипотезе са максималном веродостоjношћу, чему у приказаном случаjу,
Слика 3.1 (б), одговара максимална вредност расподеле апроксимиране Гаусовом ме-
шавином. Наравно, као вредност дискриминанте jе могуће користити и одговараjућу
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монотону трансформациjу (3.76), коjа се углавном своди на:
L(x; Θ) = ln
[
M∑
j=1
πj N (x ;µj,Σj)
]
= ln
[
M∑
j=1
expLj(x ; θj)
]
, (3.77)
где jе логаритам веродостоjност поjединачних компоненти смеше дефинисан са:
Lj(x ; θj) = ln πj + lnN (x ;µj,Σj) . (3.78)
С обзиром да jе логаритам монотона функциjа и такође имаjући у виду широк опсег
вредности коjе може да има логаритам веродостоjности поjединачних компоненти, ве-
родостоjност смеше, односно њен логаритам (3.77), може да се апроксимира само са
наjвећим чланом суме у (3.77), а коме одговара max
j
Lj. Тиме се добиjа да jе изра-
чунавање веродостоjности смеше приближно наjмање M пута рачунски захтевниjе од
израчунавања дискриминанте коjа користи само jедну компоненту. Постоjе и другачиjи
приступи за апроксимациjу (3.77) коjи се засниваjу на сортирању вредности Гаусових
компоненти у тачки од интереса и додатним трансформациjама полазног израза, али
jе одговараjуће повећање и даље приметно у системима са великим броjем компоненти.
При томе се питање израчунавања поjединачних (3.78) може разматрати као засебан
проблем, коjи jе и мотивисао апроксимативни метод предложен у оквиру овог рада.
Основни проблеми коjи се jављаjу приликом обуке коначних смеша jесу како проце-
нити вредности параметара коjи одређуjу дефинисану структуру и са друге стране како
одредити броj компоненти у конструисаноj смеши. У другом случаjу критериjум мак-
симизациjе веродостоjности смеше се не може користити за процену броjа компоненти
у смеши с обзиром да jе веродостоjност, коjа се користи као функциjа циља приликом
процене параметара, неопадаjућа функциjа броjа компоненти. Свако повећања броjа
компоненти води ка веродостоjниjем решењу, али jе боља апроксимациjа оригиналне
расподеле могућа само под условом да процес процене параметара смеше при датом
броjу компоненти може да постигне потребан квалитет, имаjући у виду коначан броj
примера у скупу за обуку. Како jе наведено повећање квалитета апроксимациjе кроз
повећање броjа компоненти могуће само до одређеног тренутка, приликом дефинисања
структуре смеше, односно одговараjућег алгоритма за конструкциjу смеша, неопходан
jе компромис између усвоjене сложености смеше и могућности њене процене.
Што се тиче Гаусове расподеле (3.11), оптимална процена ковариjансне матрице и
очекиване вредности случаjног вектора, у смислу минималне средње квадратне грешке,
своди се на критериjум максималне веродостоjности, jедначина (2.1), чему под претпо-
ставком о статистичкоj независности n узорака xi у скупу за обуку одговара решавање
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Слика 3.1: Статистички модели на бази коначних смеша. Илустрациjа класификатора
са моделима Гаусових смеша у две димензиjе. (а) Гаусова смеша са неколико компо-
ненти. (б) Региони одлучивања у простору обележjа, исти домен као под (а).
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одговараjућег система линеарних jедначина коjе води ка проценама у облику:
µˆ =
1
n
n∑
i=1
xi , Σˆ =
1
n
n∑
i=1
(xi − µˆ) (xi − µˆ)T . (3.79)
Иако узорачка ковариjанса (3.79) као решење делуjе врло примамљиво, оваква процена
jе лоше условљена у случаjевима када jе однос броjа узорака у скупу за обуку и димензи-
оналности простора обележjа релативно мали, [126, 248]. Стога се често основна форму-
лациjа проблема процене елемената ковариjансне матрице или њене инверзиjе (матрице
прецизности) прошируjе различитим поправкама или регуларизациjама, [164, 245], коjе
на разне начине, [136], покушаваjу да отклоне поменути недостатак. Метод за процену
матрице прецизности предстаљен у [245] jе веома занимљив са аспекта овог рада, с об-
зиром да jе у поставци проблема као полазна формулациjа коришћена регуларизациjа
коjа води ка ретком решењу оптимизационог проблема. Међутим у поређењу са поступ-
ком коjи ће бити изложен у jедном од наредних поглавља, контекст и детаљи решења
приказаног у [245] су доста другачиjи. Циљ [245] jе двострук и обухвата регресиjу не-
достаjућих обележjа опсервациjа, као и што квалитетниjу процену елемената матрице
прецизности, при чему jе претпоставка анализе да су у разматраном случаjу од инте-
реса матрице прецизности такве да jе велики броj елемената ван главне диjагонале и
њене наjближе околине близак нули, односно да су матрице прецизности по природи
ретке матрице, одакле и мотивациjа за коришћење поменутог регуларизатора. У слу-
чаjу декорелисаних обележjа оваква претпоставка jе оправдана и као таква jе често
присутна у различитим вероватносним моделима. Међутим, у методу коjи ће бити
предложен у оквиру овог рада, матрице прецизности не мораjу бити ретке матрице, у
претходно описаном смислу, већ ретке у смислу представе или репрезентациjе сигнала
са малим броjем градивних елемената, односно мотив за формулациjу проблема коjи
води ка реткоj репрезентациjи матрице прецизности или саме ковариjансне матрице jе
апроксимативна представа одговараjућих процена у циљу смањења рачунских захтева
приликом њихове примене у моделима за статистичко препознавање облика. Као мера
успешности метода у поређењу са познатим оригиналом у оба случаjа jе коришћена KL
дивергенца (2.22), као информациона мера сличности између одговараjућих расподела.
Што се тиче процене параметара коначних смеша, стандардни поступак jе итера-
тивни алгоритам познат под називом очекивањe-максимизациjа (енгл. Expectation-
Maximization, EM), [22, 177]. Назив се приписуjе [71] и потиче од врсте операциjа у
два кључна корака од коjих се састоjи итеративна процедура, а коjи се наизменично
понављаjу. Пре него што jе предложен EM алгоритам, процена параметара смеша jе
често била разматрана кроз систем jедначина коjи дефинише метод момената, [25, 147],
али углавном ограничена на смеше са малим броjем компоненти, [53].
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Постоjе две основне примене EM, [22]. Када услед ограничења или проблема са
аквизициjом недостаjу нека мерења у поjединачним узорцима и за податке кажемо да
нису потпуни, [71], али при томе између недостаjућих мерења и опсервациjа постоjи
зависност. Друга примена jе повезана са проблемом нумеричке апроксимациjе процена
параметара статистичких модела на бази смеша, [216], где се прибегава упрошћавању
полазне формулациjе увођењем претпоставке о скривеним или недостаjућим параме-
трима, с обзиром да jе оптимизациjа оригиналне веродостоjности параметара модела,
као циљне функциjе, аналитички тешко изводљива, [22].
У том смислу одређивање параметара GMM на основу непотпуних података (скупа
за обуку) може да се посматра као наизменична процена параметара извора (гаусиjана
у смеши и вероватноћа њихових поjављивања) коjи су генерисали опсервациjе, а ко-
jоj претходи процена скривених параметара или обележjа придружених поjединачним
узорцима (индикаторских променљивих коjе дефинишу коjи од извора jе генерисао дати
узорак). Како jе скривена променљива придружена сваком узорку дискретна случаjна
величина чиjа вредност означава неку од M компоненти у смеши, сваком узорку се
као краjњи резултат EM придружуjе расподела вероватноћа да га jе генерисао неки од
гаусиjана у смеши, а на основу чега jе могуће одредити вероватноће πj поjављивања
гаусиjана и упростити полазни израз за веродостоjност параметара смеше пре наредног
корака коjи подразумева његову максимизациjу и процену преосталих параметара.
EM алгоритам може да се посматра као поступак за одређивање параметара рас-
поделе обележjа на основу делимичних опсервациjа поjединачних узорака, а под чиме
се подразумева, [169]: а) замена недостаjућих мерења њиховим проценама; б) процена
параметара модела узимаjући у обзир процене недостаjућих вредности из претходног
корака; в) поновна процена недостаjућих мерења под претпоставком да су нове процене
параметара модела боље од претходних; г) поновна процену параметара модела; и тако
итеративно све до конвергенциjе. Као што jе истакнуто у [183], EM алгоритам подсећа
на тестирање композитних хипотеза у теориjи детекциjе сигнала, где се пре детекциjе,
односно максимизациjе, у случаjу постоjања случаjних параметара коjи утичу на вред-
ност тест статистике, статистика се упросечава или интеграли у односу на расподелу
случаjног параметра, а што одговара израчунавању њене очекиване вредности.
Поjам непотпуни подаци у општем случаjу подразумева, [71], два простора узорака
и пресликавање из jедног у други, z → x(z), коjе ниjе биjекциjа и где се више потпуних
података z ∈ χ пресликава у исти непотпуни податак x, при чему jе познато само да
се z налази у подскупу χ коjи дефинише jедначина x = x(z), а коjи означавамо као
χ(x). Основна идеjа jесте да се претпостави фамилиjа густина f(z|φ) коjе зависе од
параметара φ и изведе фамилиjа густина g(x|φ), при чему jе g(x|φ) = ∫
χ(x)
f(z|φ) dz.
С обзиром да jе циљ одређивање параметара φ, а да максимизациjа f(z|φ) ниjе могућа
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jер су доступне само непотпуне опсервациjе x, прибегава се максимизациjи очекиване
вредности f(z|φ) коришћењем x и тренутне процене φ, [183].
Нека X означава скуп опсервираних узорака (непотпуних података), Y скуп по-
датака коjи допуњуjу непотпуне опсервациjе, односно скуп скривених променљивих
придружених узорцима у X , а Z скуп потпуних података. Према [169], логаритам
веродостоjности скупа параметара Θ, као функциjа истих, jесте:
L(Θ) = L(Θ ;Z) = L(Θ ;X ,Y) = ln p(X ,Y|Θ) = ln p(Y|X ,Θ) + ln p(X|Θ) . (3.80)
У складу са раниjим излагањем, на основу очекиване вредности L(Θ ;Z) у односу на
расподелу скривених променљивих p(Y|X ,Θ(t)), коjа зависи од опсервациjа X и тре-
нутне процене Θ(t) параметара Θ у итерациjи t EM алгоритма, оригинална веродостоj-
ност параметара смеше се може исказати као:
Ep(Y|X ,Θ(t))
[
ln p(X|Θ) ] = Ep(Y|X ,Θ(t))[ ln p(X ,Y|Θ)− ln p(Y|X ,Θ) ] , (3.81)
при чему jе лева страна jеднакости (3.81) jеднака ln p(X|Θ), а на десноj страни се
издваjаjу два сабирка:
ln p(X|Θ) = Q (Θ|Θ(t))+H (Θ|Θ(t)) . (3.82)
Други сабирак (3.82) представља израз коjи по функционалном облику одговара међу-
ентропиjи (2.23) између условне расподеле коjа користи тренутну процену параметара
Θ(t) и расподеле коjа користи нову процену параметара Θ = Θ(t+1):
H
(
Θ|Θ(t)) = −∑
Y
p(Y|X ,Θ(t)) · ln p(Y|X ,Θ) . (3.83)
Први сабирак (3.82) представља помоћну функциjу EM алгоритма коjа се максимизуjе
у другом, M−кораку алгоритма, након што се израчуна вредност очекивања (3.80) у
односу на расподелу p(Y|X ,Θ(t)), у коjоj фигурише тренутна процена параметара Θ(t),
а што одговара првом или E−кораку EM алгоритма, коjи jе одређен са:
Q
(
Θ|Θ(t)) = Ep(Y|X ,Θ(t))[ ln p(X ,Y|Θ) ] = Ep(Y|X ,Θ(t))[ L(Θ ;X ,Y) ] . (3.84)
С обзиром да jе циљ нове процене Θ што већа вредност ln p(X|Θ), поставља се питање
да ли максимизациjа
Θ(t+1) = argmax
Θ
Q
(
Θ|Θ(t)) , (3.85)
коjа представљаM−корак EM алгоритма, обезбеђуjе бољу процену параметара у односу
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на претходну итерациjу алгоритма. Показуjе се да описана итеративна процедура у
коjоj се наизменично смењуjу (3.84) и (3.85) гарантуjе неопадаjућу секвенцу вредности
ln p(X|Θ(t)), као што се види из:
∆ = ln p(X|Θ) − ln p(X|Θ(t)) =
Q
(
Θ|Θ(t))−Q (Θ(t)∣∣Θ(t)) + H (Θ|Θ(t))−H (Θ(t)∣∣Θ(t)) , (3.86)
пошто последња два сабирка у (3.86) представљаjу ненегативну KL дивергенцу (2.22):
H
(
Θ|Θ(t))−H (Θ(t)∣∣Θ(t)) = DKL( p(Y|X ,Θ) ∥ p(Y|X ,Θ(t)) ) ≥ 0 , (3.87)
jер међуентропиjа (3.83) за Θ = Θ(t) постаjе ентропиjа условне расподеле скривених
променљивих, па као последица (3.87) свако решење (3.85) гарантуjе ∆ ≥ 0.
За скуп параметара Θ = (π1, ..., πM , θ1, ..., θM) коjи дефинишу Гаусову смешу (3.76),
под претпоставком да су n узорака у скупу за обуку X статистички независни, израз
за веродостоjност Θ jе сличан (3.77), у коме се поjављуjе логаритам суме, што L(Θ ;X )
чини веома неповољним за оптимизациjу. Отуда потреба да се коришћењем EM алго-
ритма, увођењем скривених променљивих yi ∈ {1, ...,M}, Y = {yi}ni=1, за коjе се такође
усваjа претпоставка о статистичкоj независнисти, полазни проблем трансформише у
проблем оптимизациjе суме логаритама са ограничењем (3.75), а чиjа формулациjа се
добиjа на основу помоћне функциjе (3.84), упросечавањем као у (3.84) по свим реали-
зациjама дискретне расподеле: p(y| X ,Θ(t)) = p(y1, ..., yn| X ,Θ(t)) =
∏n
i=1 p(yi|xi,Θ(t)).
Mоже се показати, [22], да се у случаjу Гаусове расподеле компоненти, нове процене
параметара смеше у свакоj итерациjи EM алгоритма добиjаjу на основу вредности:
γj,i = p(yi = j|xi,Θ(t)) =
π
(t)
j N
(
xi ;µj
(t),Σj
(t)
)
∑M
k=1 πk
(t)N
(
xi ;µk(t),Σk
(t)
) = π(t)j N
(
xi ;µj
(t),Σj
(t)
)
G(xi) , (3.88)
коjе одређуjу вероватноћу да jе j-та компонента смеше (3.76) генерисала узорак xi и
чему одговара E−корак алгоритма, а одакле следи да jе ажурирана вредност πj:
πj =
1
n
n∑
i=1
γj,i , (3.89)
при чему се лако може проверити да важи полазни услов (3.76). Одатле се, након макси-
мизациjе (3.85) по преосталим параметрима смеше, чему одговараM−корак алгоритма,
оптимизоване вредности параметара поjединачних гаусиjана израчунаваjу као:
µj =
∑n
i=1 γj,i xi∑n
i=1 γj,i
=
1
nπj
n∑
i=1
γj,i xi , (3.90)
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Σj =
∑n
i=1 γj,i (xi − µj) (xi − µj)T∑n
i=1 γj,i
=
1
nπj
n∑
i=1
γj,i xi x
T
i − µj µTj , (3.91)
где се уочава велика сличност са изразима за узорачку средњу вредности и узорачку
ковариjансну матрицу у (3.79), као проценама параметара Гаусове расподеле са макси-
малном веродостоjношћу.
Може се такође уочити да се у случаjу процене параметара Гаусове смеше, али
и поjединачне Гаусове расподеле, коришћењем поменутог критериjума оптималности,
довољне статистике своде на: а) тежинску суму узорака у (3.90), б) тежинску суму
њихових спољашњих производа у (3.91) и в) суму вероватноћа (3.88) у (3.89), а коjе опи-
суjу уверење да jе нека од компоненти смеше генерисала сваки од узорака. Вероватноће
γj,i истовремено представљаjу и одговараjуће тежинске факторе у (3.90) и (3.91), тач-
ниjе пошто вероватноће γj,i по дефинициjи (3.88) представљаjу веродостоjности, да би
њихова сума по индексу i била jеднака jединици неопходна jе додатна нормализациjа
са њиховом укупном сумом, чиме се добиjаjу описани тежински коефициjенти у (3.90)
и (3.91). У случаjу поjединачне Гаусове расподеле, под претпоставком да су узорци
статистички независни одговараjуће вероватноће γj,i, а тиме и тежине, су jеднаке jеди-
ници, чиме се изрази (3.90) и (3.91) своде на (3.79). Међутим, ако се неки узорци чешће
поjављуjу могуће им jе придружити већу тежину, чиме се добиjаjу исти изрази као и у
случаjу смеше.
Вероватноће (3.88) се могу интерпретирати и као начин за меко груписање узорака,
а коjе подразумева да сваки од узорака истовремено припада свим компонентама или
скуповима у смеши, али са различитим степеном припадности, [157]. Тачниjе, EM ал-
горитам се може посматрати и као уопштена вариjанта K-means алгоритма, [121], за
векторску квантизациjу, [171], у коjоj се уместо тврдих одлука приликом придружи-
вања узорка одређеном кластеру или групи, а коjе подразумеваjу стандардну дефини-
циjу припадности елемента скупу, користи релаксирана дефинициjа према коjоj исти
елемент истовремено може имати утицаj на положаj тежишта, односно центроида ра-
зличитих група у посматраном простору обележjа. Описани алгоритам jе познатиjи под
називом Fuzzy c-means, [20, 105], и представља само jедну од многоброjних вариjанти
оригиналног K-means алгоритма, [137]. Међутим оно по чему се генерално сви наведени
и њима слични алгоритми разликуjу jесте начин моделовања група или компоненти у
смеши. Под тиме се подразумева да резултат K-means алгоритма зависи од мере слич-
ности или растоjања између центроида и узорака, односно критериjумске функциjе коjа
у општем случаjу не мора представљати средње квадратно одступање узорака од те-
жишта и може садржати и додатне елементе коjи подстичу боље груписање узорака
унутар кластера. Са друге стране, модели на бази смеша омогућаваjу параметарско
моделовање и статистичку карактеризациjу процеса груписања. При томе jе jасно уоч-
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љива сличност између итеративне природе свих алгоритама, у коjима се издваjаjу два
кључна корака, израчунавање очекиване вредности скривеног параметра и оптимиза-
циjа одговараjуће циљне функциjе у коjоj таj параметар фигурише. Заjеднички проблем
за све jе како извршити инициjализациjу итеративне процедуре, односно како проце-
нити почетне вредности непознатих параметара, а пре свега броj група или компоненти
у смеши. Приступи на бази EM алгоритма често избор броjа компоненти врше кроз
избор међу моделима са различитим броjем компоненти, а на основу неке циљне функ-
циjе коjа поред квалитета апроксимациjе укључуjе и додатни члан коjим се ограничава
сложеност смеше. При томе се добрим избором углавном сматра оно решење коjе се
показуjе као стабилно у односу на случаjне пертурбациjе, у смислу структуре парти-
циjе ка коjоj конвергира итеративни поступак. Значаjан утицаj на облик и квалитет
решења има дискриминативност коришћених обележjа, коjа утиче на могућност групи-
сања узорака и издваjања мањег броjа утицаjних компоненти или извора у смеши коjи
генеришу податке. Стога су по потреби пожељне и одређене трансформациjе обележjа
како би се постигла боља раздвоjивост између узорака, о чему говори и теорема о лине-
арноj раздвоjивости у [58], према коjоj повећање димензионалности простора олакшава
раздваjање узорака jер се повећава броj функциjа коjе могу да дефинишу дихотомиjе
(потенциjална решења), а што jесте jедна од основних мотивациjа кернел метода. Да
ли ће неко од таквих решења бити и употребљиво, зависи од његових карактеристика у
стварном раду, на примерима коjи нису били доступни приликом његове конструкциjе.
Поставља се питање да ли су описана итеративна решења оптимална и у ком сми-
слу. Решње коjе пружа EM алгоритам представља решење апроксимациjе полазног
проблема и као и остали алгоритми за груписање представља локални оптимум ка коме
итеративна процедура сигурно конвергира. Наравно, могуће jе поставити и питање да
ли jе полазна формулациjа максимизациjе веродостоjности довољно добар избор кри-
териjума оптималности. Не постоjи jединствен одговор, али су се обе методе, и EM и
K-means, и њихове вариjанте показале као веома успешни приступи, [281]. Оно што
jесте сигурно jе да су принципи описаног итеративног поступка универзални и да су
применљиви на различите структуре података.
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4 Ковариjансни дескриптори
У претходном излагању jе показано да ковариjансна матрица обележjа има врло
значаjну улогу у карактеризациjи случаjних поjава и представља полазну основу за
конструкциjу различитих статистичких модела у системима за препознавање облика.
Међутим, сама ковариjанса, као статистика другог реда, може се посматрати као веома
ефикасан начин за агрегациjу вектора обележjа у неком домену од интереса и врста
структуираног обележjа коjе пружа здружену карактеризациjу опсервираног случаj-
ног процеса коjим се описуjу случаjне реализациjе облика унутар неке категориjе од
интереса за препознавање.
У складу са тим, у [257] су под називом: ковариjанса региона, први пут предложени
ковариjансни дескриптори, као брзи дескриптори слике намењени детекциjи обjеката
и класификациjи текстура у слици. Идеjа оваквих дескриптора jесте да се помоћу
ковариjансе измери колико су нека два обележjа слике, одређена на нивоу поjединач-
них пиксела, статистички гледано повезана на нивоу неког локалног региона, наjчешће
правоугаоног облика, односно каква jе њихова здружена промена или корелациjа на
нивоу датог региона слике. Претпоставка jе да процена особености интеракциjа између
парова обележjа, за коjе се веруjе да могу допринети карактеризациjи посматраног ре-
гиона, може представљати изведено обележjе коjе ће пружити информациjе о њиховим
поjединачним статистикама, али и просторноj зависности на нивоу региона.
Алтернативни приступи су раниjе уведене методе на бази хистограма, где се за ло-
кални регион од интереса формираjу хистограми одговараjућих обележjа, jедан или
наjчешће више просторно локализованих хистограма истог типа. Међутим, као њихов
недостатак се поjављуjе проблем дискретизациjе хистограма, коjа у случаjу величина
коjе немаjу jасну геометриjску или физичку интерпретациjу, а коjа би условила мали
броj акумулаторских ћелиjа, доводи до потребе за хистограмима са великим броjем
елемената, што jе неповољна особина са аспекта система за препознавање, с обзиром
на високу димензионалност тако конструисаних обележjа. Са друге стране, уколико
на нивоу региона за неко обележjе постоjи дефинисано више просторно локализованих
хистограма, до истог проблема велике димензионалности доводи и потреба за њихо-
вим обjедињавањем, а коjа се углавном своди на спаjање поjединачних хистограма.
Треба напоменути да у неким случаjевима ово обjедињавање може бити и ефикасно,
као код метода познатих под називом вреће речи, [66], где се као коначна обележjа не
користе оригинални хистограми, већ хистограми поjављивања кодних речи коjе се до-
биjаjу векторском квантизациjом полазних просторно локализованих хистограма коjе
jе потребно обjединити на нивоу региона. Наравно, могући су и другачиjи приступи
агрегациjи вектора обележjа поjединачних пиксела унутар дефинисаног региона слике,
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кроз конструкциjу другачиjих структура, као што би били графови, али се ковариjан-
сни дескриптори поред статистичке интепретациjе издваjаjу и по jош jедноj корисноj
особини, а то jе да димензионалност ковариjансног дескриптора не зависи од броjа пи-
скела унутар региона, већ искључиво од броjа обележjа коjим се описуjе сваки пиксел.
Стога се у контексту ковариjансних дескриптора често говори о мапама обележjа, од-
носно сликама изведеним из оригиналне слике, а чиjим спаjањем у тродимензионалну
вишеканалну матрицу се добиjа тензорска структура чиjу карактеризациjу на нивоу од-
говараjућег региона или прозора врши ковариjансна матрица. Могуће jе отићи и корак
даље, а то jе да се уместо оригиналних ковариjансних дескриптора користе хистограми
ковариjансних дескриптора, по узору на поменуте методе са речником кодних речи.
Додатне предности ковариjансних дескриптора jесу што се потенциjално присутни
адитивни шум у обележjима поjединачних пиксела приликом израчунавања дескрип-
тора заснованом на узорачкоj ковариjансноj матрици или неком другом естиматору
наjчешће елиминише одговараjућим упросечавањем узорака, док jе димензионалност
дескриптора услед симетриjе ковариjансе одређена са димензиjом одговараjућег про-
стора симетричних матрица. Тако jе за карактеризациjу региона са n узорака описа-
них са по d обележjа, насупрот оригиналних n · d вредности, при чему jе често n ≫ d,
потребно d(d + 1)/2 вредности, док би за конструкциjу хистограма региона са по a
акумулаторских ћелиjа за свако обележjе на нивоу истог региона било потребно ad
вредности. Jедна од особености ковариjансе као дескриптора jесте и што у случаjу да
обележjа поjединачних узорака не садрже информациjу о ориjентациjи ивица, односно
градиjената, или сличних обележjа коjа садрже информациjу о просторноj зависности
узорака, овакви дескриптори могу бити инвариjантни у односу на ротациjу и скалирање
садржаjа.
Када jе речено да су ковариjансе региона брзи дескриптори слике, под тиме jе подра-
зумевано да се узорачке ковариjансе обележjа могу израчунавати коришћењем метода
интегралне слике. Сваки пиксел интегралне слике, [266], представља суму вредности
свих пиксела оригиналне слике коjи се налазе унутар правоугаоника ограниченог са
горњим левим ћошком слике и пикселом од интереса. Израчунавање интегралне слике,
као припрема за издваjање обележjа, било jе предложено у [266] као део jедног од сво-
jевремено наjпознатиjих алгоритама за детекциjу обjеката у слици, [267]. Коришћењем
овакве, помоћне репрезентациjе, сума вредности било ког правоугаоног региона ориги-
налне слике се може израчунати у константном времену на основу вредности интегралне
слике у четири граничне тачке коjе дефинишу регион од интереса. За брзо израчу-
навање узорачке ковариjансе, као статистике другог реда у коjоj фигурише просечна
вредност производа парова обележjа пиксела унутар датог региона и производ њихо-
вих просечних вредности, потребно jе унапред израчунати d стандардних интегралних
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слика (за свако од d обележjа) и додатно d(d+ 1)/2 интегралних слика производа обе-
лежjа (за сваки пар), након чега се ковариjанса било ког региона израчунава на сличан
начин као и сума елемената унутар правоугаоног региона слике коришћењем стандардне
интегралне слике. Тиме се постиже да jе сложеност израчунавања ковариjансе било ког
правоугаоног региона реда величине O (d 2), а описано решење jе према [257] настало по
узору на метод за брзо израчунавање хистограма, [202], код кога се користи интегрална
слика хистограма. Наравно, у случаjу када се ковариjансни дескриптор не израчунава
на различитим просторним позициjама у слици описано убрзање ниjе употребљиво.
За конструкциjу ковариjансног дескриптора неког дела слике, као стандардна обе-
лежjа пиксела наjчешће се користе интензитет слике I(x, y), коjи не мора да представља
оригиналну слику, већ и неку од раниjе помињаних слика (мапа) обележjа, први и други
извод интензитета, као и координате пиксела, x и y:
F(x, y) =
[
x, y, I(x, y),
∣∣∣∣∂I(x, y)∂x
∣∣∣∣ , ∣∣∣∣∂I(x, y)∂y
∣∣∣∣ , ∣∣∣∣∂2I(x, y)∂x2
∣∣∣∣ , ∣∣∣∣∂2I(x, y)∂y2
∣∣∣∣
]T
, (4.1)
али су у зависности од примене могуће и другачиjа обележjа на нивоу поjединачних
пиксела, са векторима F(x, y) веће димензиjе. За исту категориjу могуће jе констру-
исати више слика интензитета, или мапа обележjа, и добиjене вредности обjединити
унутар (4.1), како би се добила што боља карактеризациjа.
Важан елемент у примени оваквих дескриптора jесте како се дескриптори користе у
системима за препознавање, односно коjе су мере сличности између ковариjанси региона
слике. Након сериjализациjе горње или доње троугаоне подматрице, ковариjансе се
могу посматрати као вектори у одговараjућем еуклидском простору, што би значило да
се могу директно користити у стандардним класификаторима. Међутим, показуjе се да
такав приступ ниjе добар, пошто ковариjансе као позитивно дефинитне матрице не леже
у еуклидском векторском простору. Разлог jесте што простор ковариjанси ниjе затворен
у односу на операциjу множења са негативним скаларом, коjа би довела до губитка
позитивне дефинитности матрице. Стога се као мере растоjања између ковариjанси
углавном уводе различите врсте геодезиjских или информационих растоjања између
матрица или расподела коjе такве позитивно дефинитне матрице дефинишу. Наjчешћи
недостатак ових приступа jесте што такве мере растоjања често укључуjу рачунски
захтевне операциjе над матрицама, што ако се има у виду потреба за формулациjом
итеративно решивих оптимизационих проблема или са друге стране потреба за великим
броjем израчунавања карактеристичним за анализу читаве слике, може представљати
аспект коjи захтева посебно разматрање. Из наведеног разлога се често прибегава
класификаторима коjи користе само меру растоjања, као што jе k-наjближих суседа
(kNN) са великим броjем што разноврсниjих примера у скупу за обуку.
96 Ковариjансни дескриптори
4.1 Риманова метрика и примене
Jедна од првобитно коришћених метрика за ковариjансне дескрипторе jесте Рима-
нова метрика предложена у [100], али у нешто другачиjем контексту израчунавања
геодезиjских растоjања. Суштина jе да спектралне карактеристике матрица, коjе де-
финишу њихову структуру, утичу на међусобна растоjања, па их jе потребно обухватити
одговараjућом мером, али при томе саме сопствене вредности нису довољно добар из-
бор. Тако jе у [100], на основу диференциjалне геометриjе Риманове многострукости,
као метрика у простору ковариjанси предложена сума квадрата логаритама уопштених
сопствених вредности симетричних позитивно дефинитних матрица A и B:
d(A,B) =
( d∑
i=1
log2 λi(A,B)
) 1
2
, (4.2)
где су λi(A,B) решења уопштене карактеристичне jедначине |λA − B)| = 0, односно
показано jе да су λi(A,B) сопствене вредности матрице
√
A−1B
√
A−1, где jе
√
A−1 опе-
рациjа кореновања матрице. С обзиром да су ковариjансе као симетрично позитивно
дефинитне матрице елементи нелинеарне многострукости, може се рећи да се у основи
метрике (4.2) налази теориjа Лиjевих група, [204]. Саму многострукостM у наjопшти-
jем случаjу неформално дефинишемо као тополошки простор коjи се локално посма-
трано понаша исто као и еуклидски или коначно димензионални векторски простор Rd.
То значи да између околине неке тачке, коjа заjедно са околином припада многостру-
кости M, и Rd постоjи диференциjабилни изоморфизам, односно да у случаjу глатке
Риманове многострукостиM, околина сваког елемента A ∈ Sym++d , A ∈M, може да се
опише тангентним векторским простором димензиjе d, [204], коjи означавамо са TA(M).
Наведено jе последица дефинициjе Риманове многострукости, коjа подразумева да
у сваком тангентном простору придруженом некоj изабраноj матрици A ∈ M може да
се дефинише одговараjући скаларни производ коjи индукуjе норму у датом тангент-
ном простору. Скаларни производ представља Риманову метрику коjа карактерише
инфинитезималну околину изабране тачке A ∈M и у општем случаjу се дефинише као
глатко пресликавање ⟨·, ·⟩A : TA(M)× TA(M) → R, коjе свакоj тачки A ∈ M придру-
жуjе симетричну, билинеарну, позитивно дефинитну форму над тангентним векторским
простором TA(M), такву да jе ∀v1, v2 ∈ TA(M), скаларни производ тангентних вектора
одређен са ⟨v1, v2⟩A. Иако многострукост наjчешће jесте нелинеарна, простор TA(M) jе
увек линеаран и исте димензиjе као и M, при чему M може бити уроњен у векторски
простор веће димензиjе.
Како jе крива наjмање дужине коjа повезуjе две тачке на многострукости геодезиjа
(терминолошки се понекад прави разлика у односу на минималну геодезиjу, коjа jе
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глобални минимум растоjања), решење за конструкциjу растоjања између ковариjанси
jесте да се дужина ове криве некако апроксимира. Jедан од начина, коjи у случаjу мно-
гострукости ковариjансних матрица води ка решењу геодезиjског растоjања у облику
Риманове метрике између симетричних позитивно дефинитних матрица, израз (4.2),
jесте да се искористи особина да сваком тангентном вектору v ∈ TA(M) на jеднозначан
начин може да се придружи геодезиjска путања коjа се исцртава по многострукостиM)
када се у тангентноj равни (еуклидском простору) замишљена тачка креће по наjкраћоj
путањи из A у правцу v, да би на краjу геодезиjа наM споjила полазну тачку A и неку
другу наjближу тачку на M, видети [167, 258].
Може се рећи да се на претходно описани начин дефинише специjално експоненци-
jално пресликавање, expA : TA(M) → M, између вектора Лиjеве алгебре и елемената
Лиjеве групе, [204], а коjе на основу одговараjућег инверзног пресликавања, означеног
као специjално логаритамско пресликавање, logA :M→ TA(M), омогућава да се неки
елемент B ∈M преслика у одговараjући вектор v′ ∈ TA(M), чиме се отвара могућност
да се геодезиjско растоjање d(A,B) одреди индиректно преко вредности скаларног прои-
звода у TA(M), а чиjи облик, као и облик поменутих пресликавања, одређуjе структура
ковариjансне матрице A. Тачниjе, важи да jе: d 2(A, expA(v′)) = ∥v′∥2A = ⟨v′, v′⟩A.
Према [199], скаларни производ jесте: ⟨v′, v′⟩A = tr
(
A−
1
2 v′A−1 v′A−
1
2
)
, односно у
општем случаjу: ⟨V, W ⟩A = ⟨A− 12 V A− 12 , A− 12 W A− 12 ⟩, одакле након замене v′ са вред-
ношћу logA(B) = A
1
2 log
(
A−
1
2BA−
1
2
)
A
1
2 , [258], следи да jе:
d 2(A, expA(v
′)) = tr
(
log2
(
A−
1
2 BA−
1
2
))
= ∥ log (A− 12 BA− 12 )∥F , (4.3)
где jе са log означен матрични логаритам неке недефектне матрице H, чему одговара ло-
гаритмовање сопствених вредности диjагоналне матрице Λ коjа jе слична са H и до коjе
се долази приликом декомпозициjе H на сопствене вредности: lnH = R ln ΛR−1, одго-
вараjућом трансформациjом сличности, R−1HR. Kao jедан од међурезултата излагања
у Прилогу 1 показано jе да jе квадратни корен вредности израза (4.3) еквивалентан са
полазном метриком (4.2). Добар и сажет приказ проблема конструкциjе геодезиjских
растоjања у случаjу диференциjабилних многострукости, укључуjући и многострукости
чиjи елементи су структуре у облику ковариjансних матрица, може се пронаћи у [167],
где jе такође на примеру сфере изложена и одговараjућа геометриjска интерпретациjа
претходно дефинисаних експоненциjалних и логаритамских пресликавања између тан-
гентне равни конструисане у некоj од тачака многострукости и преосталих тачака на
истоj многострукости. Таква пресликавања се у уопштеном смислу могу означити као
природне ретракциjе на Римановоj многострукости.
Начин мерења растоjања, дефинициjа d(·, ·), утиче и на начин израчунавања тежи-
шта групе ковариjансних матрица. Стога би стандардно упросечавање узорака (кова-
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риjансних дескриптора), карактеристично за еуклидски простор, било неадекватно. Са
друге стране, потреба за израчунавањем центроида природно се намеће у алгоритмима
у коjима jе потребно одредити прототипове ковариjансних дескриптора коjи припадаjу
истим категориjама или групама. Стога се прибегава општоj дефинициjи тежишта, а
према коjоj jе центроид групе од N ковариjанси одређен као решење оптимизационог
проблема коjи укључуjе одговараjућу метрику:
µ = argmin
A∈M
N∑
i=1
d 2(Ai,A) . (4.4)
Израчунавање (4.4) на основу (4.2) jе детаљно описано у [258], али и у патенту [203],
у коме су као предмет заштите приjављени поступци за детекциjу обjеката и класифи-
кациjу текстура коjи користе ковариjансне дескрипторе, као и метод за конструкциjу
ковариjансних матрица из обележjа података. Патент сличне садржине jесте и [158], где
jе посебно истакнута примена дескриптора за детекциjу регистарских таблица возила.
Примене ковариjансних дескриптора у домену праћења покретних обjеката такође
заузимаjу значаjно место, [204, 219]. Како jе циљ праћења првенствено утврђивање
позициjе посматраног обjекта у текућоj слици, приликом конструкциjе обележjа на
основу коjих се генерише ковариjансни дескриптор просторне координате пискела се
такође узимаjу у обзир. Међутим, с обзиром да вариjанса обележjа коjа садрже вред-
ности координата зависи од димензиjе посматраног региона, уколико jе димензиjа про-
менљива неопходна jе додатна нормализациjа вредности ковариjансе, [257]. Пошто jе
метод у [204] предвиђен за праћење покретних обjеката коjи не мораjу бити крути и
непроменљиви, односно на узастопним сликама из било ког разлога може доћи до про-
мене облика, величине и изгледа посматраног обjекта, у алгоритму jе уведен посебан
корак коjим се обезбеђуjе робустност детекциjе, а коjи подразумева да се током праћења
креира и ажурира скуп ковариjанси коjе су биле проглешене за детекциjе у прошлости.
Оваj скуп матрица се затим користи за израчунавање референтне ковариjансне матрице
коjом се репрезентуjе модел обjекта коjи се прати, а за шта се користи (4.4). Иако jе
ово израчунавање могуће извршити и директно на основу прикупљених узорака коjи
се налазе у регионима коjи одговараjу обjекту у узастопним фреjмовима, овоме се не
прибегава из два разлога. Први jесте што таква формулациjа подразумева да се вели-
чина региона коjи одговара праћеном обjекту ниjе мењала из слике у слику, односно да
jе обjекат остао на истоj просторноj скали и да су сви региони из прошлих фреjмова
подjеднако значаjни, а други разлог jесте што jе такав приступ мемориjски и рачунски
сложениjи, захтева чување великог броjа вектора обележjа и више операциjа у односу
на агрегациjу већ израчунатих ковариjансних дескриптора издвоjених из поjединачних
фреjмова у блискоj прошлости.
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Да мапе обележjа из коjих се генеришу ковариjансни дескриптори могу бити разно-
врсне, показуjе и пример [219], где jе стандардни дескриптор текстуре у форми локал-
них бинарних облика (LBP), [190], модификован тако да израчунавање ковариjансне
матрице кодова придружених поjединачним пикселима има смисла, jер директно саби-
рање децималних вредности коjе одговараjу бинарним LBP кодовима нема адекватну
интерпретациjу. Наиме, у [219] jе предложено да се уместо оригиналних кодова ко-
ристе углови коjе дефинишу униформни LBP кодови. Главно своjство униформних
кодова jесте да немаjу више од два прелаза између нуле и jединице у секвенци бита
коjа дефинише бинарни код на нивоу пиксела и као такви у наjвећоj мери карактеришу
текстуре на природним сликама (за детаљниjу дефинициjу униформности по потреби
видети [190]). Тако се у [219], уместо децималне вредности униформних кодова, за
конструкциjу ковариjансних дескриптора као делови вектора обележjа користе четири
вредности коjе дефинишу позициjе наjвише до два присутна прелаза унутар унифор-
мног кода у поларном координатном систему jединичне кружнице.
4.2 Log-еуклидска метрика и симетризована KL дивергенца
Поред поменуте Риманове метрике (4.2), log-еуклидска метрика, предложена у [8],
такође се користи као мера сличности на Sym++d :
d(A,B) = ∥ log (A)− log (B)∥F = ( tr( {log (A)− log (B)}2 ) ) 12 . (4.5)
Растоjање (4.5) jе изведено на основу своjстава посебно конструисаних функциjа коjе
дефинишу логаритамско множење ковариjанси из Sym++d и њихово логаритамско мно-
жење скаларом, чиме се над простором оваквих матрица дефинишу специфичне опе-
рациjе множења елемената и множења елемента скаларом, тако да се над Sym++d фор-
мира структура специjалног векторског простора, али не коришћењем стандардног са-
бирања матрица и множења матрица скаларом, већ коришћењем поменутих операциjа,
чиjа дефинициjа jе дата у [8]. Стога се понекад оваква метрика интерпретира и као
векторизациjа многострукости. Практична предност (4.5) у односу на (4.2), огледа се у
раздваjању матрица приликом рачунања растоjања, тако што се избегава израчунавање
уопштених сопствених вредности посматраних матрица, а што омогућава израчунавање
логаритма поjединачних матрица пре самог израчунавања растоjања, насупрот (4.3) где
то ниjе било могуће. Наравно, само израчунавање логаритма матрице jе рачунски за-
хтевна операциjа, што представља jедан од генералних недостатака ових метода. У
том смислу jедно од ограничења стандардне формулациjе ковариjансних дескриптора
jесте потреба да се димензиjе матрице, односно димензионалност вектора обележjа,
прилагоди рачунским могућностима одговараjуће платформе, а услед потребе за спек-
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тралном декомпозициjом великог броjа матрица. Поред тога, коришћење векторизоване
метрике (4.5) често доводи до мање тачности приликом рачунања растоjања, односно
може се показати да (4.5) представља доњу границу (4.3).
Како ковариjансе представљаjу карактеристике одговараjућих Гаусових расподела,
мере растоjања jе могуће дефинисати и коришћењем информационих растоjања између
одговараjућих расподела. KL дивергенца (2.22), о коjоj jе више речи било у jедном од
претходних поглавља, jесте jедна од основних мера коjу jе могуће користити у ту сврху.
Недостатак овакве мере jесте асиметричност или усмереност KL дивергенце између две
расподеле pA(x) и pB(x), у овом конкретном случаjу Гаусове:
DKL
(NA ∥NB) = 1
2
[
ln
(
detΣB
detΣA
)
− d+ tr (Σ−1B ΣA)+ (µB − µA)T Σ−1B (µB − µA)] . (4.6)
Приликом извођења (4.6), по дефинициjи (2.22), a на основу (3.11), коришћен jе ма-
трични идентитет:
E pA(x)
[
(x− µB)T Σ−1B (x− µB)
]
= (µA − µB)T Σ−1B (µA − µB) + tr
(
Σ−1B ΣA
)
, (4.7)
одакле проистиче и слободни члан d у (4.6), d = tr
(
Σ−1A ΣA
)
. Међутим, да би се постигла
симетричност чешће се користи симетризована KL дивергенца, [162], коjа jе у контексту
различитих примена изнова предлагана у литератури, [272]. Основна особина симетри-
зоване верзиjе (4.6), коjа се добиjа као збир DKL
(NA ∥NB) и DKL(NB ∥NA), jесте да не
укључуjе израчунавање логаритма детерминанте:
J (A,B) ≡ DKL (A,B) = 1
2
tr
(
Σ−1A ΣB + Σ
−1
B ΣA − 2 I
)
, (4.8)
као ни сопствених вредности или логаритма матрице, али захтева инверзиjу одговара-
jућих ковариjансних матрица, коjе понекад могу бити блиске сингуларним. Са друге
стране, може се показати да (4.8) представља горњу границу (4.3). У (4.8) jе прет-
постављено да се Гаусове расподела разликуjу само по облику ковариjанси, али не и
средњих вредности. Растоjање DKL(A,B) се такође често означава и као Jeffreys-ова
матрична дивергенца, односно као J(A,B), пошто jе у оригиналном раду [162] указано
да jе исту симетризовану дивергенцу пре аутора [162], по коjима jе добила префикс KL,
у нешто другачиjем контексту разматрао и поменути Џефрис, коjи jе симетричну KL
дивергенцу дефинисао као jедну од могућих инвариjанти Im коjе описуjу одступање из-
међу два „закона шанси” (расподела p и q), тачниjе: I0 =
∫
[p(x)− q(x)] ln(p(x)/q(x))dx,
за m = 0, док jе у осталим случаjевима инвариjанте дефинисао као вариjационо ра-
стоjање: Im =
∫ | [p(x)]1/m − [q(x)]1/m |mdx, за m > 0, [143]. Такође, као специjални
случаjеви Џефрисових инвариjанти, за m = 1 се добиjа квадрат растоjања Колмого-
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рова, а за m = 2 квадрат Хелингеровог растоjања. Међутим (4.8) и даље не задовољава
неjеднакост троугла, тако да ниjе метрика.
4.3 Брегманове дивергенце и информациjа
Поред претходно приказаних симетричних мера растоjања између ковариjанси, по-
стоjе и другачиjе симетричне мере коjе се изводе из фамилиjе дивергенци коjе се означа-
ваjу као Брегманове дивергенце. Назив потиче од функциjе растоjања тачака у вектор-
ском простору коjа jе дефинисана као део оптимизационе процедуре предложене у [31].
У већини случаjева ниjе метрика, али се може уопштити на простор симетричних по-
зитивно дефинитних матрица и у неким случаjевима након симетризациjе и додатних
проширења користити и као метрика. У наставку ће бити изведене наjзначаjниjе век-
торске и матричне Брегманове дивергенце, приказане њихове међусобне аналогиjе и
кроз разматрање проблема векторске квантизациjе указано на везу са другачиjим фа-
милиjама дивергенци коjе одговараjу информационим растоjањима.
Ако jе ϕ : Rd → R, диференциjабилна функциjа над конвексним скупом, Брегманова
векторска дивергенца се дефинише као грешка апроксимациjе ϕ(x) коришћењем првог
члана Теjлоровог развоjа у ред функциjе ϕ у тачки y:
Dϕ(x, y) = ϕ(x)−
(
ϕ(y) + (x− y)T ∇ϕ(y) ) . (4.9)
Ако се скаларни производ између матрица дефинише као ⟨A,B⟩ = tr (ATB), а градиjент
скаларне функциjе матрице као ∇ϕ(A), Брегманова матрична дивергенца jе:
Dϕ(A,B) = ϕ(A)− ϕ(B)− tr
(
(A− B)T ∇ϕ(B)
)
, (4.10)
одакле се погодним избором функциjе ϕ, као специjални случаjеви, добиjаjу различите
дивергенце. Тако избор квадрата Фробениjусове или еуклидске матричне норме, као
конвексне функциjе ϕ(·) = ∥·∥2F , приликом израчунавања градиjента услед линеарности
извода квадратне функциjе доводи до комплетирања квадрата бинома у (4.10), чиме се
добиjа да jе одговараjућа матрична дивергенца:
DF(A,B) = ∥A− B∥2F . (4.11)
На сличан начин се показуjе и да jе квадрат еуклидске метрике такође симетрична, али
векторска Брегманова дивергенца.
Aко се конвексна функциjа ϕ вектора x = (x1, ..., xd)T у случаjу векторске Брегма-
нове дивергенце (4.9) дефинише као ϕ(x) =
∑
i (xi lnxi − xi), a што одговара изразу
за ненормализовану негативну ентропиjу дискретне расподеле, након израчунавања
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градиjента ∇ϕ(y), односно парциjалних извода ∂ϕ(y)/∂yi = ln yi и сређивања израза
у (4.9), добиjа се да jе векторска дивергенца: Dϕ(x, y) =
∑d
i=1
(
xi ln
xi
yi
− xi + yi
)
. Уко-
лико би вектор x био нормализован тако да елементи нормализованог вектора x˜ де-
финишу дискретну расподелу, односно да x˜ припада симплексу у Rd,
∑d
i=1 x˜i = 1,
конвексна функциjа ϕ(x˜) би представљала негативну ентропиjу дискретне расподеле x˜.
Тиме се постиже да након нормализациjе вектора x и y, Брегманова векторска дивер-
генца Dϕ заправо jесте KL дивергенца између дискретних расподела x˜ и y˜: Dϕ(x˜, y˜) =∑
i x˜i ln(x˜i/y˜i) = DKL(x˜ ∥ y˜), чиме се показуjе да релативна ентропиjа (2.22) у основи jе-
сте jедна врста Брегманове дивергенце коjу генерише негативна Шенонова ентропиjска
функциjа, дефинисана у [232].
Махаланобисово растоjање (3.14) такође jесте векторска Брегманова дивергенца,
коjа се користећи ознаке уведене у (3.14) изводи из ϕ(x) = xTΣ−1x. У [13] jе утврђено
да се итеративни алгоритми по узору на K-means коjи користе различите врсте ра-
стоjања могу подвести под општи модел векторске квантизациjе на основу векторских
Брегманових дивергенци, односно да представљаjу решења општиjег оптимизационог
проблема коjи минимизуjе циљну фунцкиjу у облику очекиване вредности Брегманове
дивергенце. Минимална вредност описане циљне функциjе се означава као Брегманова
информациjа случаjне променљиве, концепт дефинисан у [13], и мери минималну оче-
кивану цену представљања скупа узорака случаjне променљиве изабраним прототипом
или тежиштем, под условом да се цена квантизациjе, односно дисторзиjа или оштећење,
мери усвоjеном Брегмановом дивергенцом. Аналогно, центроид или тежиште скупа ко-
вариjансних дескриптора се такође може тражити као тачка коjоj одговара минимална
Брегманова информациjа скупа ковариjанси.
4.4 Информациони радиjус - мотивациjа за JS дивергенцу
Под претпоставком да случаjна променљива X са вероватноћама pi узима дискретне
вредности из скупа коjи чини n тачака xi ∈ Rd коjе припадаjу домену над коjим jе де-
финисана одговараjућа векторска Брегманова дивергенца Dϕ, при чему и очекивана
вредност посматраних тачака xi у односу на придружену дискретну расподелу p при-
пада унутрашњости истог домена, величина коjа се означава као Брегманова информа-
циjа Iϕ (X) представља очекивану вредност Ep
[
Dϕ (X, c)
]
при коjоj се достиже минимум
оптимизационог проблема:
Iϕ (X) = min
c
Ep
[
Dϕ (X, c)
]
= min
c
n∑
i=1
piDϕ (xi, c) . (4.12)
Израчунавањем разлике вредности циљне фунцкиjе из (4.12) у произвољноj тачки c
и тачки коjа одговара очекиваноj вредности X, може се показати да пошто поменута
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разлика под усвоjеним претпоставкама никада ниjе негативна, прототип или центроид
са коjим се теориjски достиже вредност Брегманове информациjе случаjне променљиве
уопште не зависи од конкретног избора Брегманове дивергенце, а да jе оптимални
прототип управо jеднак очекиваноj вредности случаjне променљиве, односно да (4.12)
увек има решење коjе се постиже за jединствено c∗ = Ep [X] =
∑n
i=1 πi xi.
Занимљиво jе да уведени поjам Брегманове информациjе природно одговара раз-
лици леве и десне стране Jенсенове неjеднакости за конвексну функциjу ϕ коjа фи-
гурише у дефинициjи Брегманове векторске дивергенце (4.9). Према датоj неjеднако-
сти, очекивана вредност конвексне функциjе случаjне променљиве никада ниjе мања
од вредности исте конвексне функциjе у тачки коjа одговара очекиваноj вредности
случаjне променљиве, [60], чему ако jе X случаjна променљива одговара неjеднакост
E
[
ϕ (X)
]−ϕ (E[X]) ≥ 0. Одатле, на основу чињенице да jе очекивање линеарни опера-
тор, што значи да jе E
[ ⟨X−E [X] , ∇ϕ (E [X]) ⟩ ] = 0, следи да се лева страна претходне
неjеднакости може проширити и еквивалентно записати као:
E
[
ϕ (X)
]− ϕ (E[X]) = E [ϕ (X)− ϕ (E[X])− ⟨X − E [X] , ∇ϕ (E [X]) ⟩ ] , (4.13)
што jесте очекивана вредност векторске Брегманове дивергенце у тачки за коjу се
постиже решење оптимизационог проблема (4.12), и као таква вредност (4.13) озна-
чава просечно одступање реализациjа случаjног вектора од њихове очекиване вредно-
сти. Тачниjе, ненегативна величина E [Dϕ(X,E [X])], одређена jедначином (4.13), jесте
управо Брегманова информациjа Iϕ (X).
С обзиром да за одређену констелациjу тачака у простору обележjа грешка кван-
тизациjе никада ниjе нула, Брегманова информациjа Iϕ (X) jе наjвећа доња граница
очекиване вредности поменуте грешке. При томе, као што jе већ истакнуто, избор опти-
маланог тежишта или центроида коjи води ка минималноj грешци не зависи од избора
дивергенце. Међутим, када очекивана вредност променљиве, као оптимално решење
проблема квантизациjе, ниjе унапред позната, већ представља ствар процене, поставља
се питање коjи од поступака при датим ограничењима, као што су броj и разноврсност
узорака, постиже решење коjе jе наjближе оптимуму. Тада ипак до изражаjа долази
избор дивергенце, чиjа структура одређуjе формулациjу и начин решавања одговараjу-
ћег оптимизационог проблема. Са друге стране, у неком идеализованом асимптотском
случаjу средња вредност, као добра статистика очекивања, би била довољно решење.
Управо оваква формулациjа проблема тражења оптималног центроида c∗ коjи води
ка вредности Брегманове информациjе као решењу (4.12), приказана jе у [188], где jе
као циљна функциjа оптимизационог проблема усвоjена средња вредност поjединач-
них Брегманових дивергенци тачака скупа у односу на непознати центроид. Тако jе,
на већ раниjе описани начин преко знака разлике вредности циљне функциjе у ра-
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зличитим тачкама, у [188] показано да се под претпоставком о униформноj расподели
поjављивања тачака у скупу, минимум (4.12) постиже управо избором тачке коjа jе-
сте средња вредност поjединачних тачака, а коjа се у случаjу формулациjе дивергенци
у (4.12) означава као десни Брегманов центроид посматраног скупа тачака. Назив де-
сни и леви центроид потиче од усмерене природе одговараjућих дивергенци, а њихова
геометриjска интерпретациjа и веза између одговараjућих центроида jе такође детаљно
разматрана у истом раду.
Међутим, занимљиво jе да без обзира да ли усвоjена Брегманова дивергенца од-
говара усмереноj вариjанти коjа се означава као лева или десна, или се пак користи
одговараjућа симетризована верзиjа, а што jесте наjчешћи избор у контексту примене
ковариjансних дескриптора, за све три вариjанте jе карактеристично да jе решење (4.12)
исто и представља несводљиви део одговараjуће циљне функциjе, коме одговара вред-
ност Брегманове информациjе. Мотивациjа за означавање описане грешке квантизациjе
као информациjе потиче од интерпретациjе минималног просечног растоjања од цен-
троида када скуп тачака представља скуп расподела коjе описуjу неку поjаву. Као
таква ова величина се поjављивала и пре [13] под различитим именима, а у зависности
од контекста разматраних проблема и усвоjених мера растоjања.
Тако jе у [235] уведен поjам информационог радиjуса, чиjе значење у контексту про-
стора расподела у основи jесте исто као и значење (4.12). Полазећи од уопштења KL ди-
вергенце у облику усмерене Рениjеве дивергенце реда α, предложене у [217], у [235] jе за
информациони радиjус реда α скупа M расподела r1, ..., rM коjе описуjу опсервациjе M
различитих догађаjа са вероватноћама поjављивања π1, . . . , πM , дефинисана вредност
коjа представља наjвећу доњу границу скупа коjи чине средње вредности поjединачних
Рениjевих дивергенци тих M расподела у односу на непознати центроид. Главна ра-
злика у односу на оптимизациони проблем (4.12) jесте у коришћењу другачиjе фамилиjе
дивергенци, али и нешто општиjоj формулациjи одговараjућег проблема у [235], а коjа
jе последица чињенице да средња вредност може да се дефинише и на општиjе начине
од стандардног приступа у форми аритметичке средине, [217], што и jесте основна идеjа
на основу коjе jе формулисана Рениjева ентропиjска функциjа и дивергенца. Наиме,
у [217] jе Колмогоров-Нагумо функциjа g(x) = exp [(α− 1)x] , α ̸= 1, α > 0 искоришћена
да се дефинише уопштена аритметичка средина n тачака са вероватноћама поjављи-
вања pi, као x¯ = g−1
[∑n
i=1 pi g(xi)
]
, а пошто стандардна ентропиjска функциjа jесте
просечна количина информациjа, ако се xi у претходном изразу за x¯ замени са ln pi
добиjа се израз за Рениjеву ентропиjу расподеле p. На сличан начин, у [235] jе пре-
дложено да се у наjопштиjем случаjу циљна функциjа оптимизационог проблема чиjе
решење jе информациони радиjус дефинише као уопштена средња вредност Рениjевих
дивергенци реда α поjединачних расподела ri у односу на непознати центроид s. Ове
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дивергенце описуjу информациjу реда α коjа се добиjа ако се расподела s замени рас-
поделом rj коjа боље описуjе неки догађаj, [217], и у случаjу дискретних расподела rj
и s се дефинишу као:
Iα (rj∥s) = 1
α− 1 ln
(
d∑
i=1
r αji
sα−1i
)
. (4.14)
Одатле и одговараjући суфикс у називу поменутог информационог радиjуса. Пошто
jе у општем случаjу Рениjеве дивергенце функциjа g преко коjе се дефинише уоп-
штена средња вредност нелинеарна, формулациjа и решење поменутог оптимизацио-
ног проблема су другачиjег облика у односу на (4.12). Међутим, у специjалном, тач-
ниjе граничном случаjу α = 1, коме одговара Рениjева дивергенца првог реда, односно
KL дивергенца, пошто jе Рениjева ентропиjа првог реда еквивалентна стандардноj ен-
тропиjскоj функциjи, добиjа се формулациjа идентична (4.12), у коjоj се минимум по-
стиже за очекивану вредност скупа тачака, чему у контексту расподела одговара смеша
s∗ =
∑M
j=1 πj rj. Вредност минимума или информационог радиjуса у датом случаjу jе
одређена линеарном комбинациjом или очекиваном вредношћу KL дивергенци поjеди-
начних компоненти смеше у односу на смешу, односно величином коjа се означава као
Jенсен-Шенонова дивергенца скупа расподела (JS) и о коjоj ће бити речи у наставку.
Поред информационог радиjуса, у [65] jе у истом смислу предложена величина под
називом f−информативност опсервационог канала коjи чини коначан скуп расподела
вероватноћа са придруженим априорним вероватноћама поjављивања расподела, при
чему су као поjединачне дивергенце у оптимизационом проблему коjи jе исти као и (4.12)
коришћене f−дивергенце:
If (p∥q) =
d∑
i=1
qi f
(
pi
qi
)
. (4.15)
За избор функциjе: f(x) = x lnx, (4.15) постаjе KL дивергенца, а дефинисана KL-
информативност скупа расподела jе jеднака вредности одговараjуће JS дивергенце.
4.5 Брегманове матричне дивергенце, симетризациjе и проши-
рења
На сличан начин као и у векторскоj поставци, полазећи од конвексне функциjе
ϕ коjа дефинише ненормализовану негативну ентропиjу сопствених вредности симе-
тричне матрице A, ϕ(A) =
∑
i (λi lnλi − λi), може се извести одговараjућа матрична
верзиjа претходно приказане векторске Брегманове дивергенце Dϕ(x˜, y˜) дискретних
расподела x˜ и y˜, коjа jе одговарала KL дивергенци. Пошто jе дата функциjа ϕ(A)
такође jеднака ϕ(A) = tr (A lnA− A); што следи из дефинициjе логаритма симетричне
матрице: lnA = Q lnΛQT , где jе са QΛQT означена диjагонална квадратна форма
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на коjу се декомпонуjе симетрична матрица, а коjа jе састављена од ортогоналне ма-
трице Q и диjагоналне матрице ln Λ чиjи елементи су логаритми сопствених вредности
матрице A, a имаjући у виду да jе траг матрице jеднак суми сопствених вредности,
односно особине линеарности трага и трага производа, из коjих у случаjу симетрич-
них матрица следи да jе tr (A) = tr
(
QΛQT
)
= tr
(
ΛQQT
)
= tr (Λ) =
∑
i λi, тако да jе
tr (A lnA− A) = tr (Q (Λ lnΛ− Λ) QT ) = ϕ(A); добиjа се да jе матрична Брегманова
дивергенца за усвоjено A одређена са:
DN (A,B) = tr
(
A lnA− A lnB− A+ B
)
. (4.16)
Приказана усмерена мера блискости ковариjанси означава се jош и као Neumann-ова
дивергенца, [77], одакле одговараjућа словна ознака у индексу DN(A,B). С обзиром
на сличност конвексне функциjе ϕ са ентропиjом, коjа jе у векторском случаjу довела
до еквиваленциjе између векторске Брегманове дивергенце и релативне ентропиjе, ма-
трична дивергенца (4.16) jош се означава и као квантна релативна ентропиjа.
Имаjући у виду везу између детерминанте матрице и производа сопствених вред-
ности, detA =
∏d
i=1 λi, ако се одговараjућа функциjа ϕ замени сумом логаритама соп-
ствених вредности матрице, ϕ(A) = −∑di=1 lnλi = − ln detA = −tr lnA, коjа се jош
означава и као Burg-ова ентропиjа сопствених вредности, [160], добиjа се Брегманова
дивергенца:
DB (A,B) = tr
(
AB−1
)− ln det (AB−1)− d . (4.17)
коjа се чешће означава као LogDet или Бургова дивергенца, [160]. До израза (4.17) се
долази по дефиницjи, на основу (4.10), при чему други члан у (4.17) одговара збиру
прва два члана у (4.10), а преостала два члана (4.17) се израчунаваjу на основу осо-
бине симетричних матрица да jе AT = A и особине да jе парциjални извод негативног
логаритма детерминанте: ∂ϕ(A)/∂Aij = (A−1)ji, коjа ће детаљниjе бити разматрана
у jедном од наредних поглавља. Да приказана LogDet дивергенца као усмерена мера
сличности укључуjе информациjе о структури ковариjансне матрице и спектралним
карактеристикама случаjног процеса коjи такав дескриптор описуjе, показуjе нешто
другачиjа представа (4.17) на основу сопствених вектора поjединачних ковариjансних
матрица. Ако се матрице A и B декомпонуjу на сопствене вредности: QΛQT и VΨVT ,
при чему важи да jе Q−1 = QT и V−1 = VT , LogDet дивергенца се може записати и као:
DB (A,B) =
d∑
i=1
d∑
i=1
λi
ψj
(
qTi vj
)2 − d∑
i=1
ln
λi
ψi
− d . (4.18)
што у случаjу да jе поступак декомпозициjе такав да су Q и V ортонормиране значи да
вредност дивергенце зависи од углова коjи заклапаjу парови сопствених вектора две ма-
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трице и међусобног односа њихових сопствених вредности. У случаjу две исте матрице,
двострука сума у првом члану би се свела само на суму d jединичних сабирака, док би
вредност логаритама у другоj суми била нула, чиме би растоjање између дескриптора
такође било нула.
Векторски пандан матричне Бургове дивергенце (4.17) jесте Itakura–Saito растоjање
или дивергенца, [51], коjе се по аналогиjи са (4.17) за векторе p и q из Rd, коjи као
елементи симплекса у Rd дефинишу две дискретне расподеле са по d тачака, израчунава
као: DIS(p, q) = Dϕ(p, q) =
∑d
i=1
(
pi/qi− ln(pi/qi)
)−d, а може да се генерише и полазећи
од функциjе ϕ(q) = −∑di=1 ln qi, коjа се означава као Бургова ентропиjа, [77].
Иста функциjа jе коришћена и приликом конструкциjе матричне Бургове дивер-
генце, DB(A,B) у (4.17), а jедина разлика jесте врста сабирака, логаритам сопствених
вредности матрице у ϕ(A) насупрот логаритму вероватноће у ϕ(q). Управо ова чиње-
ница, да исти функционални облик конвексне функциjе ϕ генерише векторске и ма-
тричне Брегманове дивергенце исте врсте, а што потврђуjе и раниjе приказани пример
дивергенце DN(A,B) у (4.16), коjа следи из израза за негативну ненормализовану ен-
тропиjу, у [51] jе искоришћена да се предложе нове дивергенце кроз модификациjу и
уопштавање параметаризованих верзиjа Бургове или LogDet дивергенце под називом
алфа-бета и гама LogDet дивергенце, [51].
Додатно, у изразу за LogDet дивергенцу (4.17), у оба сабирка у коjима се поjављуjу
матрице њихово присуство jе исказано кроз производ AB−1. Пошто су ковариjансе A
и B и њихове инверзиjе позитивно дефинитне матрице, њихове сопствене вредности су
позитивне. На основу тога може се показати, [51], да су и сопствене вредности прои-
звода матрица AB−1 коjи се поjављуjе у дефинициjи LogDet дивергенце такође пози-
тивне, а што значи да се дивергенца (4.17) може у потпуности дефинисати сопственим
вредностима производа AB−1. Односно, ако се количници pi/qi у изразу за векторску
верзиjу Бургове дивергенце, познатиjу као Itakura–Saito растоjање DIS(p, q), замене са
сопственим вредностима производа AB−1, добиjа се управо израз за матричну Бургову
дивергенцу DB(A,B). Разлог jесте што AB−1 може да се декомпонуjе на сопствене
вредности υi, а за траг производа више матрица важи да jе непроменљив у односу на
цикличке пермутациjе чинилаца у производу, док jе детерминанта производа jеднака
производу детерминанти, чиме се добиjа да jе LogDet дивергенца такође одређена и са
изразом:
DB (A,B) =
d∑
i=1
(
υi − ln υi
)− d , (4.19)
у коме дивергенца зависи од сопствених вредности одговараjуће матрице AB−1. При-
казани принцип важи и за неке од раниjе разматраних дивергенци, па се тако за си-
метризовану KL дивергенцу J(A,B) у (4.8), коjа истовремено зависи од оба производа
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AB−1 и BA−1, добиjа да се иста може исказати и као:
J (A,B) ≡ DKL (A,B) = 1
2
d∑
i=1
(√
υi − 1√
υi
)2
, (4.20)
где jе искоришћено да су сопствене вредности υi симетричне матрице AB−1 jеднаке
реципрочним вредностима сопствених вредности матрице BA−1 = (AB−1)−1. Са друге
стране, такође се уочава да се Џефрисова дивергенца J(A,B), дефинисана у (4.8) као
симетризована KL дивергенца вишедимензионалних Гаусових расподела са истим сред-
њим вредностима, добиjа и симетризациjом Бургове или LogDet дивергенце (4.19), од-
носно као:
J (A,B) =
1
2
DB (A,B) +
1
2
DB (B,A) =
1
2
d∑
i=1
(
υi − ln υi − d+ 1
υi
+ ln υi − d
)
=
1
2
d∑
i=1
(
υi +
1
υi
)
− d = 1
2
tr
(
AB−1
)
+
1
2
tr
(
BA−1
)− d . (4.21)
Поред тога, између усмерене Бургове дивергенце (4.17) и KL дивергенце Гаусових распо-
дела (4.6) постоjи и директна еквиваленциjа, што jе детаљно разматрано у [68]. Услов
jе да су средње вредности расподела коjе се пореде исте, а услед чега jе последњи
члан (4.6), у облику квадратне форме, jеднак нули, чиме се добиjа израз (4.17).
Другачиjи начин за симетризациjу LogDet дивергенце, коjи ће бити приказан у на-
ставку, jесте коришћењем Jенсен-Шенонове (JS) дивергенце, предложене у [168], коjа у
општем случаjу представља линеарну комбинациjу, тачниjе смешу више поjединачних
KL дивергенци између неке од расподела из посматраног скупа расподела и смеше коjу
формираjу све расподеле из датог скупа коришћењем истих тежинских коефициjената
поменуте линеарне комбинациjе. У наjjедноставниjем случаjу коме одговара смеша у
облику средње вредности две дискретне расподеле p и q коjе припадаjу симплексу у Rd,
усмерена векторска JS дивергенцa jе одређена изразом:
KJS (p, q) =
d∑
i=1
pi ln
pi
1
2
pi +
1
2
qi
= DKL (p ∥ (p+ q) /2) , (4.22)
Како jе (4.22) у основи KL дивергенца, симетрична JS дивергенцa се може дефинисати
на сличан начин као и симетрична KL дивергенца, као DJS (p, q) = KJS (p, q)+KJS (q, p).
У општем случаjу смеше M расподела r1, ..., rM , где jе s =
∑M
j=1 πj rj, а удели ком-
поненти у смеши такви да jе
∑M
j=1 πj = 1, JS дивергенца компоненти у смеши се дефи-
нише као уопштење DJS (p, q) у облику DJS (r1, ..., rM) =
∑M
j=1 πj DKL (rj∥s), и као таква
4.5 Брегманове матричне дивергенце, симетризациjе и проширења 109
се може представити и у облику:
DJS (r1, ..., rM) = H (s)−
M∑
j=1
πj H (rj) , (4.23)
где jе са H означена ентропиjска функциjа: −∑ pi ln pi. Формулациjа коришћењем ен-
тропиjске функциjе у (4.23) следи директно из дефинициjе KL дивергенце и одговара
оригиналноj формулациjи уопштене JS дивергенце у [168]. Иста величина jе такође
била предложена и у [42], где jе била означена као уопштена Jенсенова разлика између
расподела у смеши. На основу дефиниционог израза такође се уочава да начин на коjи
jе дефинисана JS дивергенца у случаjу сложене расподеле представљене смешом, као
очекивана вредност дивергенци поjединачних расподела коjе формираjу смешу, и чи-
њеница да jе смеша по дефинициjи очекивана вредност скупа расподела, показуjу да jе
усваjањем KL дивергенце одговараjући информациони радиjус скупа расподела, мини-
мум (4.12), еквивалентан са вредношћу њихове JS дивергенце и представља просечно
одступање расподела поjединачних извора коjи генеришу опсервациjе од одговараjуће
расподеле у облику њихове смеше.
Имаjући у виду да вредност ентропиjске функциjе представља очекивану вредност
количине информациjа и да jе негативна ентропиjа стриктно конвексна функциjа, ако
се упореде разлика (4.13) коjа дефинише Jенсенову неjеднакост и израз DJS (r1, ..., rM)
за уопштену JS дивергенцу у (4.23), уочава се да су наведена тврђења еквивалентна,
у смислу да jе у оба израза присутна разлика очекиване вредности суме и суме оче-
киваних вредности конвексних функциjа, што су у случаjу (4.23) разлика очекиване
вредности негативних ентропиjа поjединачних расподела −H (rj) и негативне ентро-
пиjе очекиване вредности поjединачних расподела, односно негативне ентропиjе смеше,
−H (s). Такође, ако се има у виду да jе ентропиjа мера разноврсности популациjе
описане одговараjућом расподелом, [214], уопштена JS дивергенца или информациони
радиjус скупа расподела (када jе усвоjена мера растоjања KL дивергенца), може се озна-
чити и као величина коjа представља разлику укупног диверзитета или разноврсности
популациjе (сачињене од поjединачних субпопулациjа или извора коjе на здружени на-
чин описуjе смеша) и просечне разноврсности унутар самих субпопулациjа, [215], што
jе интерпретациjа коjа проистиче из тумачења стандардне ентропиjске функциjе као
мере униформности расподеле, [214]. У том смислу индекс разноврсности се може
дефинисати као количник: DJS (r1, ..., rM) /H (s), [214, 215] и одговара релативном ин-
формационом радиjусу скупа расподела у односу на центроид коjи представља њихова
смеша. Другачиjе мере растоjања ће дати другачиjе индексе разноврсности.
Ако се принцип усредњавања расподела на основу кога jе у (4.22) преко KL дивер-
генце дефинисана усмерена JS дивергенца примени и на LogDet или Бургову дивер-
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генцу у (4.17), коjа jе такође усмерена, а затим као и код симетризациjе JS дивергенце
у (4.22) симетризована верзиjа такве проширене Бургове дивергенце дефинише као
средња вредност десне и леве вариjанте усмерене дивергенце, добиjа се нова дивер-
генца коjа представља уопштење Џефрисове или симетризоване матричне KL дивер-
генце (4.8). Њен назив jе матрична Jенсен-Брегманова LogDet дивергенца, DJBL:
S (A,B) ≡ DJBL (p, q) = 1
2
DB
(
A,
A + B
2
)
+
1
2
DB
(
B,
A+ B
2
)
. (4.24)
Ова мера jе у матричном облику првобитно предложена у [49], као просечна вредност
поjединачних Бургових дивергенци ковариjанси A и B у односу на њихову просечну
вредност (A + B) /2. Међутим, могућа jе и другачиjа интерпретациjа. Раниjе jе ука-
зано да под условом да су средње вредности нормалних расподела NA и NB jеднаке,
µA = µB = µ, постоjи еквиваленциjа између њихове KL дивергенце, DKL
(NA ∥NB)
дефинисане у (4.6), и усмерене матричне Бургове дивергенце њихових ковариjансних
матрица, DB (A,B) дефинисане у (4.17). Додатно, с обзиром да према усвоjеноj прет-
поставци Гаусове расподеле имаjу исте средње вредности, њихова Гаусова смеша G,
у облику аритметичке средине NA и NB, под датим условима такође jесте Гаусова
расподела са истом средњом вредношћу као и NA и NB и ковариjансном матрицом:
(A + B) /2, што наравно у општем случаjу без уведене претпоставке не важи. Ода-
тле следи да захваљуjући усвоjеноj претпоставци, коjа обезбеђуjе еквиваленциjу KL и
Бургове дивергенце са jедне стране, и Гаусов облик смеше са друге стране, дивергенца
DJBL, дефинисана у (4.24), представља средњу вредност KL дивергенци поjединачних
расподела NA и NB у односу на њихову смешу G. То jе и основна идеjа JS дивергенце
и као таква вредност DJBL jесте информациони радиjус скупа подjеднако вероватних
Гаусових расподела NA и NB, одређених са ковариjансним матрицама A и B. За означа-
вање DJBL je неко време био коришћен и назив симетрична Stein-ова дивергенца, [243],
али се касниjе усталио назив S-дивергенца, [242, 244], одакле и уведена ознака S (A,B)
у (4.24).
Мотивациjа за назив симетрична Штаjнова дивергенца потиче од облика циљне
функциjе проблема оптималне процене ковариjансне матрице вишедимензионалне Га-
усове расподеле коjи jе као пример разматран у [139], где су поред наведеног примера
претежно разматрана општа своjства статистичких процена коjе се добиjаjу миними-
зациjом функциjа ризика дефинисаних у облику квадратних форми вектора грешке.
Тачниjе, у [139] jе као функциjа цене ризика процене ковариjансне матрице предложена
Бургова дивергенца (4.17), коjа jе у суштини специjални случаj KL дивергенце (4.6),
али се по Штаjновом естиматору ковариjансне матрице, [75], коjи jе изведен као решење
поменутог проблема у [139], понекад означава и као Штаjнова цена или дивергенца.
Отуда и мотивациjа да се (4.24) у [243] првобитно назове симетрична Штаjнова дивер-
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генца, с обзиром да jе Jенсен-Брегманова LogDet дивергенца (4.24) симетризована вер-
зиjа проширене Бургове дивергенце. Занимљиво jе да jе на истом скупу где jе излаган
рад [139], представљен и рад [217] у коме jе предложена Раниjева ентропиjска функциjа.
Иначе, сам рад [139] jе познатиjи по James-Stein естиматору, оригинално анализираном
на проблему процене средње вредности вишедимензионалне Гаусове расподеле, за коjи
jе показано да ако се као цена предикциjе усвоjи квадратна грешка процене читавог
вектора параметара, односно норма вектора грешке предикциjе, увек постоjи здружена
процена свих непознатих параметара коjа има мањи ризик или просечну квадратну
грешку процене у односу на одвоjене процене поjединачних параметара, под условом
да jе броj непознатих параметара већи од два, [139]. При томе то не значи да ће таква
здружена процена, у смислу просечне квадратне грешке, по компоненатама увек бити
боља од одвоjених процена параметара, већ да jе укупно гледано средња квадратна гре-
шка здружене процене мања, што да би било од користи подразумева да jе величина
од интереса ризик здружене процене параметара, а не ризици процене поjединачних
параметара, али и да су параметри здружено гледано целина.
Коришћењем (4.17) и сопствених вредности производа ковариjанси AB−1, означених
са υi, дивергенца (4.24) се може изразити и као:
S (A,B) = ln det
(
A+ B
2
)
− 1
2
ln det (AB) = ln
det
(
A+B
2
)√
det (A) det (B)
= ln det
[(
AB−1 + I
) (
AB−1
)−1/2]
=
d∑
i=1
ln
(
υi + 1
2
√
υi
)
.
(4.25)
Иако Брегманове дивергенце показуjу броjна корисна своjства, њихова асиметрична
природа представља одређени недостатак, што jе било основа за конструкциjу прика-
заних симетричних дивергенци. Међутим, симетричност не значи да формиране мере
растоjања представљаjу и метрике. Jедан од изузетака jе Jенсен-Брегманова LogDet ди-
вергенца у (4.25) и (4.24), за коjу jе недавно у [242, 243, 244] показано да квадратни ко-
рен (4.25) jесте метрика. Треба поменути да jе независно од матричне дивергенце (4.24),
предложене у [49], у [187] такође предложена и векторска Jенсен-Брегманова LogDet ди-
вергенца (или S-дивергенца), као специjални случаj општих дивергенци предложених
у [187] и означених као Burbea-Rao дивергенце, а коjе прошируjу концепт JS дивергенце
(коришћењем шире класе Брегманових дивергенци у улози коjу има KL дивергенца у
оригиналноj JS дивергенци). Међутим, дивергенца (4.24) одговара и величини коjа jе
у [106] у нешто проширеном облику (са додатним сабирком коjи постоjи када Гаусове
расподеле између коjих се реачуна дивергенца немаjу исту средњу вредност) предло-
жена под називом Bhattacharyya растоjање, по мери растоjања између две расподеле
предложеноj у [21], а коjа се заснива на косинусу угла између тачака коjе дефинишу
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расподеле. У [106] такође jе показано да се одговараjући израз (4.24) изводи и као
специjални случаj Chernoff-овог растоjања, названог по дивергенци предложеноj у [50].
Иако су у [187] првенствено разматрана уопштења (4.24) у контексту растоjања из-
међу расподела и уопштења векторских Брегманових дивергенци, као jедан од примера
jе приказана и примена матричног растоjања (4.24), али у проширеном облику коме
одговара Bhattacharyya растоjање [106], на проблем векторске квантизациjе Гаусових
расподела унутар Гаусове смеше, са циљем смањења сложености полазног модела кроз
смањење укупног броjа компоненти у смеши. Стога се може рећи да су прве при-
мене (4.24) описане у [49] и [187], али у различитим контекстима: класификациjе и
квантизациjе.
Као што jе већ истакнуто, Бургова дивергенца (4.17) jе поред конструкциjе S-
дивергенце (4.24) коришћена и приликом конструкциjе побољшаног метода за процену
ковариjансних матрица у [139], у улозиШтаjнове функциjе цене грешке предикциjе, [75].
Такође jе показано да иако jе (4.17) по природи матрична Брегманова дивергенца, ис-
товремено представља и специjални случаj KL дивергенце нормалних расподела.
Управо у том смислу, (4.17) ће бити коришћена и као мера успешности решења
коjе генерише метод предложен у овом раду, намењен реткоj репрезентациjи инверзних
ковариjансних матрица (познатиjих као матрице прецизности), а у контексту ретке
апроксимациjе Гаусових смеша у Поглављу 6.
Иако су Бургова дивергенца и њена уопштења често експлицитно присутна у форму-
лациjама различитих класификатора заснованих на кодовању ковариjансних дескрип-
тора, као што ће бити показано у наставку излагања, приликом конструкциjе метода
за ретку репрезентациjу матрица прецизности у Поглављу 6, Бургова дивергенца неће
бити коришћена на директан начин у формулациjи оптимизационог проблема коjи води
ка ректим апроксимациjама матрица прецизности, већ индиректно. Под тиме се под-
разумева да ће одговараjући оптимизациони проблем бити формулисан кроз максими-
зациjу циљне функциjе коjа има облик суме логаритама веродостоjности параметара
нормалних расподела. С обзиром да jе у Прилогу 3 показано да процене засноване на
максимизациjи суме логаритама веродостоjности, или минимизациjи суме негативних
логаритама веродостоjности, у асимптотском случаjу теже минимизациjи KL дивер-
генце између оригиналне расподеле и расподеле засноване на процењеним параметрима
максималне веродостоjности, а што су у посматраном случаjу расподеле са оригинал-
ним ковариjансним матрицама и расподеле са ковариjансним матрицама за чиjе инвер-
зиjе (матрице прецизности) се тражи оптимална ретка апроксимациjа, може се рећи
да се Бургова дивергенца ипак на индиректан начин налази и у основи формулациjе
поменутог оптимизационог проблема за ретку репрезентациjу матрица прецизности у
Поглављу 6.
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4.6 Класификатори засновани на кодовању ковариjансних де-
скриптора
Кроз неколико наредних тема биће размотрени неки сложениjи и ефикасниjи начини
за коришћење ковариjансних дескриптора у конструкциjи система за препознавање
облика, а поред већ раниjе приказаних, стандардних приступа, у коjима се одлучивање
састоjало од директног израчунавања растоjања између дескриптора, коришћењем неке
од мера растоjања и метрика представљених у претходном поглављу. Треба имати у
виду да несиметрична растоjања у зависности од усвоjене вариjанте могу да генеришу
различите оптимизационе проблеме и у складу са тим различита решења.
Препознавање коришћењем ознаке категориjе jедног или више наjближих суседа jе-
сте основни приступ класификациjи ковариjансних дескриптора. Од квалитета мере
растоjања зависи колико ће информациjа о вариjациjама у структури ковариjанси при-
дружених различитим категориjама бити садржано у израчунатим вредностима расто-
jања, односно колика ће бити њихова дискриминативност. Са друге стране, jедна од
пожељних карактеристика jесте и брзина израчунавања поjединачних растоjања, коjа
значаjно утиче на применљивост оваквих метода заснованих на одређивању наjближих
суседа у скупу означених узорака намењених обуци класификатора. Тако jе као jедна
од главних мотивациjа за примену метрике (4.24) у [49] истицана остварена уштеда од
приближно два реда величине у потребном времену израчунавања извода предложеног
растоjања у односу на метрику (4.2). Међутим, jедан од начина за убрзавање kNN кла-
сификатора ковариjансних дескриптора jесте и конструкциjа помоћних структура коjе
ће убрзати категоризациjу неозначених узорака. Под тиме могу да се подразумеваjу
структуре у облику стабала са двоструким гранањем, у коjима се полазни простор узо-
рака полови на основу сличности узорака унутар посматраног чвора. Узорци у скупу
за обуку се групишу тако да jе на краjу сваки подскуп коначне партициjе описан те-
жиштем или центроидом узорака унутар подскупа и његовим радиjусом. Непознати
узорак се на основу сличности са центроидима чворова пропагира кроз стабло све до
листа када се унутар листа тражи наjближи узорак, а затим пре доношења коначне
одлуке по потреби, ако jе одлука непоуздана, разматра и удаљеност од узорака у су-
седним листовима. Кључни корак jе изградња стабла коjа подразумева израчунавање
центроида коришћењем дивергенци, док другу тешкоћу представља одређивање позда-
ности одлуке, пошто jе на ефикасан начин потребно упоредити узорак са садржаjем
суседних листова, за шта jе у [49] предложена итеративна проjекциjа на лопту коjу
дефинише суседни лист у стаблу. Ограничаваjући фактори оваквих приступа су ква-
литет скупа за обуку, његова величина и изабрана дубина стабла, коjи заjедно утичу
на учинковитост и сложеност поступка.
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Нешто другачиjи приступ kNN класификациjи ковариjансних дескриптора у односу
на начин убрзавања израчунавања приказан у [49] jесте предложен у [167]. Идеjа jе-
сте да се на ковариjансе приликом класификациjе у комбинациjи са израчунавањем
растоjања на основу Риманове метрике (4.2) примени и принцип претраге заснован
на случаjно генерисаним хеш (енгл. hash) функциjама, чиме се кроз мањи броj изра-
чунавања (4.2) или неке друге метрике постиже значаjна уштеда у укупном времену
потребном за класификациjу неког узорка. Уместо детерминистичке претраге свих
ковариjанси у скупу за обуку, процес класификациjе започиње коришћењем апрокси-
мативне претраге засноване на секвенцама бинарних кодова или хеш вредности унапред
придружених ковариjансама, коjа jе као таква рачунски мање захтевна, да би се на-
кон сужавања избора потенциjално наjближих суседа ковариjансе коjа се препознаjе
прешло на израчунавања поjединачних растоjања између матрица коришћењем (4.2).
Случаjност у процес претраге уноси начин генерисања хеш функциjа коjима се сваки
дескриптор приликом обуке система или новог упита преводи у одговараjући бинарни
код фиксне дужине. У ту сврху на многострукости се током обуке система одређуjе
пол или центроид узорака из скупа за обуку. Затим се у тангентноj равни придруженоj
полу генерише унапред дефинисан броj случаjно изабраних тачака или прототипова.
Свака од овако генерисаних тачака дефинише по jедну бинарну хеш функциjу са коjима
се нека ковариjанса преводи у бинарни симбол, а чиjим спаjањем се добиjа бинарна хеш
вредност. Поступак се понавља неколико пута како би се генерисало неколико хеш та-
бела помоћу коjих ће се приликом рада система сваки пут ефикасно генерисати подскуп
узорака из скупа за обуку коjи су наjсличиниjи текућем упиту. Описане хеш функциjе
се засниваjу на случаjним проjекциjама ковариjансних дескриптора на изабране про-
тотипове у равни пола, али да би таква операциjа била изводљива пре саме проjекциjе
коjа зависи од скаларног производа у тангентном векторском простору пола, неопходно
jе неку ковариjансу превести у тангентну раван дефинисаног пола, а за шта се користи
логаритамско пресликавање описано у поглављу 4.1. Иако рачунски захтеван, описани
процес конструкциjе хеш табела се одвиjа током обуке система и не утиче на касниjу
брзину израчунавања. Међутим, у зависности од жељеног компромиса између броjа
рачунских операциjа и тачности препознавања, броj хеш табела и дужина хеш кодова
(броj случаjно генерисаних хеш функциjа) индиректно утичу на броj операциjа у коjима
се израчунаваjу геодезиjска растоjања (4.2) између ковариjансних матрица приликом
класификациjе.
Насупрот описаним методама, приступи коjи се понекад показуjу као успешниjи
(тачниjи) начини за примену ковариjансних дескриптора полазе од претпоставке да се
ковариjансе могу посматрати као и друге врсте структуираних сигнала и да jе у складу
са тим пожељно пронаћи адекватниjе представе или репрезентациjе таквих сигнала, а
коjе ће бити бoље прилагођене проблему препознавања у смислу веће дискриминатив-
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ности сигнала након дефинисане трансформациjе. Под тиме се подразумева да jе пре
саме класификациjе потребно прикладно кодовање ковариjанси коjе ће очувати њихов
дискриминативни садржаj, али истовремено омогућити и њихово уклапање у оквире
постоjећих модела за препознавање облика коjи су већином конструисани за примену у
коначно димензионалним векторским просторима. Ковариjансе као симетричне пози-
тивно дефинитне матрице, елементи Sym++d , по природи описуjу Риманове многостру-
кости, односно могу да дефинишу позитивно дефинитне метричке тензоре другог реда
у околини тачака на некоj диференциjабилноj многострукости, чинећи ту многостру-
кост метричким простором са геодезиjским растоjањима. Међутим, као дескриптори
облика саме ковариjансе у простору Sym++d коjи представља конвексни конус форми-
раjу Риманове многострукости посматраних облика, [199]. Стога jе приликом кодовања
дескриптора потребно очувати позитивну дефинитност решења и информациjе о облику
коjе су похрањене у структури метричког простора.
Природни сигнали коjима се описуjе неки облик обично имаjу своjство да не за-
узимаjу читав простор обележjа, већ наjчешће припадаjу униjи његових потпростора
мале димензиjе, односно бораве на одговараjућим многострукостима коjе се локално
могу апроксимирати ниско димензионалним векторским просторима, као што jе рецимо
на примеру слика лица показано у [165]. Стога пожељан начин за описивање њихове
структуре jесте коришћењем модела коjима се сигнал описуjе као линеарна комбина-
циjа мањег броjа градивних компоненти или атома, односно представама прилагођеним
карактеристикама самих сигнала, а коjе се означаваjу као ретке репрезентациjе, [89],
и о коjима ће више речи бити у наредном поглављу. Под ретком репрезентациjом се
подразумева да jе релативно мали броj тежинских коефициjената у линеарноj комбина-
циjи различит од нуле. Поред редукциjе димензионалности и дискриминативности нове
представе, [93], предност оваквих приступа jе и уклањање шума, [92], коjе се постиже
изостављањем градивних компоненти чиjе учешће у структури анализираног сигнала
ниjе значаjно. Сличан ефекат постижу и неке стандардне трансформациjе сигнала,
али се показуjе да анализа коjа jе боље прилагођена структури сигнала, похрањеноj
у прикупљеним опсервациjама, омогућава успешниjе решавање различитих задатака,
укључуjући и проблем препознавања, [279]. Вођен том идеjом, значаjан броj метода за
кодовање ковариjансних дескриптора тежи реткоj репрезентациjи ковариjанси у неком
наученом скупу прототипова или речнику, кроз решавање погодно конструисаног опти-
мизационог проблема у коме фигуришу мере растоjања између ковариjанси дефинисане
у претходном поглављу. Са друге стране, поред ретких репрезентациjа ковариjансних
дескриптора, коjе се означаваjу и као ретко кодовање тензора, [236], предлагане су и
другачиjе методе кодовања коjе за циљ имаjу што бољу апроксимациjу структуре мно-
гострукости на коjоj се налазе ковариjансни дескриптори неког облика, при чему се
таква апроксимациjа постиже са више погодно изабраних тангентних потпростора, као
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у [223], по узору на тангентну апроскимациjу предложену у [258].
За потребе класификациjе, ретко кодовање ковариjансних дескриптора се углав-
ном користи тако што се свакоj од категориjа или класа придружи по jедан речник
састављен од случаjно одабраних или научених прототипова те класе, а затим се сви
поjединачни речници обjедине у jедан заjеднички генераторни скуп у коме се тражи
ретка репрезентациjа ковариjансе придружене неком тест узорку. У том смислу, реч-
ници на нивоу поjединачних категориjа се као подскупови обjедињеног речника често
означаваjу и термином подречници, а процес одлучивања се заснива на анализи одзива
градивиних сигнала коjима jе одређено ретко решење. Jедно од честих решења jесте да
се узорак придружи класи коjоj одговара подречник у коме ретко кодована ковариjанса,
засебно посматрано, има наjмању грешку реконструкциjе, или класи чиjи прототипови
доминираjу у конструисаноj апроксимациjи. Међутим, могући су и другачиjи приступи
у коjима се ретко кодовање посматра само као процес нелинеарне трансформациjе обе-
лежjа и припрема за касниjе препознавање.
Ако се за препознавање као дескриптори уместо ковариjансних матрица користе
њихове инверзиjе, матрице прецизности, поставља се питање да ли ће се резултат
класификациjе коришћењем таквог дескриптора разликовати и под коjим условима.
Захваљуjући особини коjа обезбеђуjе симетричност Риманове метрике (4.2), односно
d(A,B) = d(B,A), на сличан начин се такође може показати да важи и jеднакост:
d(A−1,B−1) = d(A,B). То значи да замена ковариjанси са матрицама прецизности неће
утицати на класификаторе коjи се по своjоj конструкциjи приликом одлучивања на ди-
ректан или индиректан начин ослањаjу на израчунавање вредности Риманове метрике.
Са друге стране, код модела коjи користе другачиjе мере растоjања постоjање гаранциjа
исте врсте jе у општем случаjу отворено питање. Описана еквиваленциjа ковариjансних
дескриптора и матрица прецизности у случаjу метрике (4.2) доказана jе у Прилогу 1.
4.6.1 Ретко кодовање ковариjансних дескриптора
Ретко кодовање тензора у [236] подразумева да се као речник користи подскуп слу-
чаjно одабраних узорака (ковариjанси) из скупа за обуку. У општем случаjу углавном
се полази од тога да jе ретко решење jедноставниjе пронаћи уколико jе посматрани
скуп прототипова генераторан или редундантан у односу на димензионалност полазног
простора узорака, [88], па jе кардиналност речника обично неколико пута већа од димен-
зиjе простора симетричних матрица, али то не мора да буде правило. Само кодовање
или репрезентациjа дескриптора подразумева тражење вектора са малим броjем ненул-
тих компоненти, као решења оптимизационог проблема коjи минимизуjе неку просечну
цену апроксимативне представе оригиналне ковариjансе коришћењем малог броjа про-
тотипова или речи из унапред дефинисаног речника, али уз наметнута ограничења коjа
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подразумеваjу да решење мора да обезбеди позитивну дефинитност апроскимациjе, при
чему сами елементи речника у општем случаjу не мораjу да задовољаваjу исти услов.
Пре [236] су се поjављивали и хибридни приступи, као у [116], где jе уместо разлагања
ковариjанси одређивана ретка репрезентциjа вектора формираних векторизациjом ма-
трица, коjе су израчунаване као логаритам полазних ковариjансних матрица, што jе
тада у [116] на примеру препознавања понашања у видеу довело до побољшања, али ће
се такви приступи касниjе у неким поређењима показати као слабиjа решења, [119].
Формално, проблем ретког кодовања ковариjансних дескриптора се према првобит-
ноj формулациjи предложеноj у [236] може исказати на следећи начин. Ако се са Sym++d
означи скуп позитивно дефинитних матрица димензиjе d× d, што ће бити означено са
A ≻ 0, са Sym+d скуп позитивно семи-дефинитних матрица, A ≽ 0, са A ≻ B означи
да jе (A − B) ≻ 0 и слично за A ≽ B да jе (A − B) ≽ 0, речник коjи се састоjи од K
случаjно изабраних ковариjанси из скупа за обуку као A = [A1, . . .AK ], са S = {Sj}Nj=1
скуп дескриптора коjи се кроз кодовање апроскимира са малим броjем елемената из
речника A, при чему Ai ∈ Sym++d ∀i и Sj ∈ Sym++d ∀j, а апроксимациjа дескриптора
Sj означи са Sˆj =
∑K
i=1 xij Ai, где су xij скаларни тежински коефициjенти линеарне
комбинациjе, такви да њихов вектор xj увек садржи компоненте xij ∈ R+0 , што ће бити
означавано са xj ≥ 0, и ради прегледности нотациjе уведе посебна ознака ⊗ за линеарну
комбинациjу коjом се дефинишу поjединачне апроксимациjе Sˆj, тако да jе Sˆj = xj ⊗A,
проблем ретког кодовања ковариjансних дескриптора за неко S и x се дефинише као:
min
x≥0
DB (x⊗A , S) + µ∥x∥1
п.о. 0 ≼ x⊗A ≼ S
(4.26)
где jе µ ≥ 0 параметар коjи одређуjе утицаj регуларизатора на циљну функциjу, односно
компромис између степена реткости решења и одступања апроксимациjе коjа jе описана
вредношћу Бургове дивергенце (4.17). Могуће су и нешто другачиjе формулациjе (4.26)
у коjима се регуларизатор не уводи експлицитно као додатни сабирак у оквиру циљне
функциjе већ кроз додатно ограничење у облику одговараjуће неjеднакости. О интер-
претациjи формулациjе засноване на ℓ1 норми као конвексноj апроксимациjи ℓ0 биће
више речи у поглављу посвећеном ретким репрезентациjама. С обзиром да су у прика-
заном приступу коjи jе коришћен у [236, 237, 285] елементи речника позитивно дефнитне
матрице, без обзира да ли jе у питању речник састављен од самих узорака или научени
речник, прво ограничење коjе jе уведено у (4.17) jесте да су решења таква да jе x ≥ 0,
пошто jе ненегативна линеарна комбинациjа матрица из Sym++d такође елемент Sym
++
d
(претпоставка jе да сви тежински коефициjенти неће бити нула). Иако такав услов
обезбеђуjе позитивну дефинитност апроксимациjе Sˆ потребни су и додатни услови. По-
што ће грешка апроксимациjе у облику матрице ∆ = S − Sˆ у наjбољем случаjу бити
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позитивно семи-дефинитна матрица или у идеалном случаjу нула матрица, у таквим
ситуациjама потребно jе спречити да даље повећање неког од коефициjената у Sˆ до-
веде до додатног одузимања неке позитивно дефинитне матрице од постоjећег ∆ што
би ∆ учинило индефинитном, односно Sˆ ≼ S, тако да jе потребно увести додатни услов
да jе Sˆ≼ S, што уз основни услов да jе у општем случаjу апроксимациjа Sˆ ≽ 0, даjе
ограничења у (4.26). У [236] jе такође истакнут и jедан практични аспект решавања
оптимизационих проблема коjи укључуjу ковариjансе, а то jе губитак симетриjе међу-
резултата током итеративног поступка услед нумеричке грешке.
Сам поступак решавања (4.26) jе условљен функционалним обликом Бургове ди-
вергенце (4.17) у коjоj доминира негативни логаритам детерминанте. Треба уочити
да jе проблем ретког кодовања (4.26) формулисан на такав начин да се оптимизуjе
променљива садржана у изразу коjи представља први аргумент несиметричне Бургове
дивергенце DB
(
Sˆ, S
)
у (4.26). Имаjући у виду еквиваленциjу Бургове дивергенце (4.17)
са KL дивергенцом између нормалних расподела, а коjа важи у посматраном случаjу у
коме се не разматраjу средње вредности расподела, [68], уочава се да наведеном изразу
DB
(
Sˆ, S
)
у (4.26) одговара KL дивергенца DKL
(
Sˆ ∥ S), што jе другачиjи оптимизациони
проблем у односу на проблем коjи би као део циљне функциjе садржао DKL
(
S ∥ Sˆ).
С обзиром да се у изразу (4.17) за DB
(
Sˆ, S
)
у оба сабирка поjављуjе производ
Sˆ S−1, а траг и детерминанта су непроменљиви у односу на трансформациjе слично-
сти, аргументе трага и детерминанте jе могуће трансформисати на следећи начин:
S−1/2
(
Sˆ S−1
)
S1/2, где jе квадратни корен S као симетричне матрице за коjу важи (3.16)
одређен са S1/2 = QΛ
1
2Q−1. Тако се, уводећи смену A˜i = S−1/2Ai S−1/2 смањуjе осетљи-
вост на губитак симетриjе, а са друге стране омогућава да се оптимизациони проблем и
уведена ограничења формулишу у облику ненегативне афине комбинациjе симетричних
матрица. Имаjући у виду усвоjено ограничење да су тежински коефициjенти линеарне
комбинациjе са коjом се апроксимуjе ковариjансни дескриптор позитивни, регулариза-
циона функциjа се може записати као: µ∥x∥1 = µ
∑K
i=1 xi, што заjедно са претходно
уведеном сменом омогућава да се полазни проблем (4.26) еквивалентно представи са:
min
x
K∑
i=1
xi
(
tr A˜i + µ
)
− ln det
(
K∑
i=1
xi A˜i
)
п.о. x ≥ 0 ,
K∑
i=1
xi A˜i ≽ 0 , I−
K∑
i=1
xi A˜i ≽ 0 .
(4.27)
Израз (4.27) се означава и као проблем максимизациjе детерминанте, jер у општем
случаjу први сабирак циљне функциjе коjи одговара скаларном производу често ниjе
присутан, [263]. Код приказаног ретког кодовања ковариjанси, први сабирак jесте ска-
ларни производ вектора коефициjената x и вектора c ∈ RK , чиjе компоненте су одређене
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са (tr A˜i+µ). У стандардноj формулациjи проблема максимизациjе детерминанте, [263],
други сабирак циљне функциjе подразумевано се поjављуjе са позитивним предзнаком:
min
x
cT x + ln detG (x)−1
п.о. G (x) ≻ 0 , F (x) ≽ 0 .
(4.28)
Линеарне матричне неjеднакости променљиве x коjе се поjављуjу као ограничења у
(4.28) дефинишу се као афине функциjе у облику: G (x) = G0 + x1G1 + · · · + xKGK , и
исто тако за F (x), где су Gi и Fi симетричне матрице. Приказани проблем jе конвексан,
како у погледу циљне функциjе над доменом x у коме jе G (x) ≻ 0, тако и у погледу
ограничења и еквивалентан jе са (4.27).
Кључна претпоставка коjа омогућава формулациjу проблема ретког кодовања кова-
риjанси у приказаном облику (4.28) jесте начин на коjи се конструишу апроксимациjе,
где се полази од претпоставке да су елементи речника из Sym++d , а да су коефици-
jенти репрезентациjе ненегативни, чиме се избегава директна оптимизациjа недифе-
ренциjабилног дела циљне функциjе у (4.26). Решавање класе проблема коjоj при-
пада (4.28) описано jе детаљно у [262]. У основи, максимизациjа детерминанте се може
посматрати као проширење метода семи-дефинитног програмирања у коjима се опти-
мизуjе вредност линеарне функциjе под ограничењем да jе афина комбинациjа симе-
тричних матрица позитивно семи-дефинитна, при чему су коефициjенти комбинациjе
одређени компонентама непознате променљиве. У том смислу, ограничења у (4.27)
могу се преформулисати на такав начин да се формира jедна jединствена матрица
ограничења, а што се постиже коришћењем своjстава Шуровог комплемента позитивно
семи-дефинитних матрица и особина дефинитности диjагоналних матрица, [261].
Како би се додатно истакла мотивациjа за коришћење Бургове дивергенце (4.17),
као основе за формулациjу проблема (4.26) ретког кодовања ковариjансних дескрип-
тора, у [238] jе изведена апроксимативна веза између Риманове метрике (4.2) и LogDet
дивергенце (4.17) под условом да важе усвоjена ограничења дефинисана у (4.26), а коjа
обезбеђуjу да jе Sˆ≼ S. Анализа у [238] се заснива на трансформациjи другог сабирка
− ln υi унутар суме у изразу (4.19), у коме jе Бургове дивергенца исказана коришће-
њем сопствених вредности производа AB−1. Тачниjе, Бургова дивергенца jе одређена
са изразом (4.17) у коме фигурише производ AB−1, али захваљуjући особинама трага и
детерминанте израз (4.17) jе еквивалентан изразу у коме би уместо AB−1 био производ
B−1A. Са друге стране, за сопствене вредности производа B−1A у Прилогу 1 jе пока-
зано да на еквивалентан начин као и сопствене вредности A−1B дефинишу Риманову
метрику у (4.2), односно (4.3).
У [238] jе сугерисано да jе ретка апроскимациjа Sˆ ковариjансе S, коjу генерише (4.26),
таква да jе Риманова метрика између апроксимациjе и оригинала са своjе доње стране
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ограничена вредношћу њихове LogDet (Бурогве) дивергенце, а са горње стране вред-
ношћу другог сабирка у изразу (4.17) за Бургову дивергенцу. Поменути други сабирак
из (4.17) jесте α = − ln det (AB−1), коjи jе такође jеднак α = − ln det (B−1A), а чему
у контексту ретке апроксимациjе одговара израз α = − ln det (SˆS−1) = − ln det (S−1Sˆ),
при чему jе у општем случаjу: S−1Sˆ ̸= SˆS−1. У Прилогу 1 jе показано да производ AB−1
и B−1A имаjу исте сопствене вредности. То значи да ако се α искаже на исти начин као
одговараjући сабирак у (4.19), коришћењем сопствених вредности λi производа S−1Sˆ,
чиjи вектор jе означен са λ, као последица ограничења оптимизационог проблема рет-
ког кодовања (4.26), важи да jе, [238]: α = ∥ ln ( 1
λ
) ∥1, што представља ℓ1 норму вектора
реципрочних вредности λi, скраћено означеног са 1λ .
Jеднакост α = ∥ ln ( 1
λ
) ∥1 произилази из: α = − ln det (S−1Sˆ) = tr( ln (S−1Sˆ)−1) =∑d
i=1 ln
(
1
λi
)
, као последица ограничења (4.26) коjа намећу да за сопствене вредности
производа S−1Sˆ важи да jе λi ≤ 1, чему одговара услов S−1Sˆ≼ I у (4.26), одакле следи
да су сви сабирци приказане суме (као логаритми вредности 1/λi ≥ 1) позитивни, па je
тиме и показано да jе:
∑d
i=1 ln
(
1
λi
)
=
∑d
i=1 | ln
(
1
λi
)| = ∥ ln ( 1
λ
) ∥1. У претходном извођењу
као кључна особина jе коришћена веза између трага логаритма матрице и логаритма
детерминанте.
Са друге стране, Риманова метрика (4.2) између ретке апроксимациjе Sˆ и оригиналне
ковариjансе S одређена jе са истим сопственим вредностима, изразом: d(Sˆ, S) = ∥ lnλ∥2,
као што jе у општем случаjу показано у Прилогу 1, одакле захваљуjући квадратноj
норми истовремено важи да jе: d(Sˆ, S) = ∥ ln ( 1
λ
) ∥2.
Интерпретациjа приказаног резултата jесте да решавање оптимизационог проблема
ретког кодовања ковариjансних дескриптора, (4.26), кроз минимизациjу Бургове дивер-
генце између ретке апроскимациjе и оригиналне ковариjансе тежи да што већи броj соп-
ствених вредности производа SˆS−1 буде jеднак jединици, како би дата ℓ1 норма ∥ ln
(
1
λ
) ∥1
имала што мању вредност, а чему одговара што већа сличност између SˆS−1 и jединичне
матрице. Дакле, ретко кодовање (4.26) и само по себи, на основу ограничења 0 ≼ Sˆ ≼ S,
без додатног регуларизатора коjи намеће ретко решење у смислу ∥x∥1, тежи ретком
решењу у смислу броjа нула у вектору ln
(
1
λ
)
, коjи се састоjи од логаритмованих реци-
прочних вредности сопствених вредности SˆS−1 (производа апроксимациjе ковариjансне
матрице и њоj придружене оригиналне матрице прецизности).
4.6.2 Геометриjска интерпретациjа максимизациjе детерминанте
Као засебан проблем, без првог сабирка у (4.28), максимизациjа детерминанте G (x)
у (4.28), односно минимизациjа логаритма детерминанте G (x)−1, може да се интер-
претира и као проблем одређивања елипсоида минималне запремине када функциjа
G (x)−1 представља ковариjансну матрицу грешака процене параметара линеарне ре-
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гресиjе, као што ће бити показано у наставку. Наиме, ковариjансна матрица грешака
процене вектора стања линеарног система коjи генерише сигнал у општем случаjу ади-
тивног модела сигнала и шума (3.41), дефинисана jе са изразом (3.45) или (3.44). Под
претпоставком да jе адитивни шум у (3.41) бели Гаусов шум са jединичном ковариjан-
сном матрицом Cw у (3.45), и додатном претпоставком да непознати параметри модела
нису случаjног карактера, као што jе усвоjено у (3.41) и изведеном линеарном Баjесовом
естиматору (3.46), већ детерминистички, естимациjа стања система се под датим усло-
вима своди на класичну процену методом наjмањих квадрата коjа jе приказана у (2.2).
То значи да jе процена θˆ центрирана и одређена проjекционом матрицом у облику псе-
удоинверзиjе A† =
(
ATA
)−1AT , као θˆ = A†s, а израз за ковариjансну матрицу грешака
процене се донекле поjедностављуjе и уместо (3.45) jеднак jе Cε = Es
[
ε εT
]
=
(
ATA
)−1,
где jе матрица A матрица коефициjената преодређеног система линеарних jедначина
у (3.41) коjи дефинише проблем процене.
Врсте матрице A у (3.41) могу се посматрати и као пробни или тест вектори са ко-
jима се тестира одзив непознатог система. Ако се претпостави да тест вектори могу да
се бираjу из неког унапред дефинисаног коначног скупа вектора, може се конструисати
оптимизациони проблем коjи за циљ има да се улазни тест сигнали изаберу на такав
начин да вероватноћа њиховог поjављивања у матрици A буде подешена тако да ковари-
jансна матрица грешке процене, Cε, буде што мања, где се под поjмом мања подразумева
да jе њена спектрална норма (наjвећа сопствена вредност) што мања или да jе њена за-
премина што мања, а чему одговара минимизациjа њене детерминанте. Други проблем
jесте управо оптимизациони проблем (4.28) у случаjу када jе први сабирак нула, при
чему се одговараjућа ограничења формираjу у облику скупа неjеднакости, коjе су дефи-
нисане учестаностима поjављивања дозвољених тест вектора у матрици A, и jеднакости
коjе обезбеђуjу да су поменуте учестаности нормализоване као вероватноће. Описани
проблем се означава и као проблем D-оптималног планирања експеримента, [30], а због
облика циљне функциjе коjа садржи детерминанту. Међутим, зашто се исти означава
и као проблем одређивања елипсоида минималне запремине биће jасниjе у наставку.
Ако се вероватноће поjављивања неког од K могућих тест вектора vi коjи чине врсте
матрице A = [a1 . . . aq], ai ∈ {vi}Ki=1, A ∈ Rp×q, означе са ξi, а њихов вектор са ξ ∈ RK ,
проблем оптималног избора тест сигнала се може формулисати као:
min
ξ
ln det
(
K∑
i=1
ξi vi v
T
i
)−1
п.о. ξi ≥ 0 , i = 1, . . . , K ; ξT [1]K×1 = 1 .
(4.29)
Аргумент циљне функциjе у (4.29) jесте апроксимациjа ковариjансне матрице гре-
шака процене, Cε =
(
ATA
)−1, остварена коришћењем тежинске суме симетричних ма-
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трица ранга jедан, а коjе формираjу спољашњи производи дозвољених тест сигнала из
унапред дефинисаног скупа са K елемената. С обзиром да су за ограничења посма-
траног проблема испуњени Слатерови услови, [286], и да jе проблем конвексан, решење
дуалне формулациjе проблема (4.29), одређено Karush-Kuhn-Tucker условима оптимал-
ности, поклапа се са решењем примарног проблема (4.29). Полазећи од дуалне форму-
лациjе општиjег проблема (4.28), дуални проблем за (4.29) jесте:
max
W,η
ln detW + p− η
п.о. W ≻ 0 , vTi W vi ≤ η, i = 1, . . . , K .
(4.30)
Циљна функциjа у (4.30) се изводи као вредност Лагранжове функциjе примарног
проблема (4.29) када су испуњени услови оптималности. Наиме, ако се уместо функ-
циjе G (x) у (4.28) уведе смена X = G (ξ) и на таj начин конструише нешто другачиjи
примарни проблем у коме се G (ξ) поjављуjе као додатно ограничење, а X уводи као
нова матрична непозната, Лагранжова функциjа примарног проблема (4.29), као спе-
циjалног случаjа опште формулациjе (4.28), одређена jе са:
L (ξ,W, ρ, η) = ln detX−1 − ( ρT ξ + η (ξT [1]K×1 − 1) )+ tr (W (X−G (ξ)))
= ln detX−1 + tr (WX)−
K∑
i=1
ξi
(
vTi W vi + ρi − η
)− η , (4.31)
где су W, ρ и η, одговараjући Лагранжеви множитељи. Дефинисањем L (ξ,W, ρ, η)
примарни проблем (4.29) jе трансформисан у оптимизациони проблем без ограничења
у односу на непознате променљиве примарног проблема ξ и X. Стога, како би се добила
доња граница израза (4.31) и на таj начин дефинисала циљна функциjа одговараjућег
дуалног оптимизационог проблема, чиjом максимизациjом ће се тражити заjеднички
оптимум, потребно jе одредити минимум (4.31) у односу на ξ и X. Њихова решења се
могу добити из услова оптималности примарног проблема решавањем система jедна-
чина коjи се формира тражењем стационарних тачака функциjе (4.31), изjедначавањем
векторског ∇xL и матричног ∇XL градиjента Лагранжове функциjе са нулом. Решење
првог система jе идентитет: ρi = η−vTi W vi, за i = 1, . . . , K, док се минимум L у односу
на X достиже за: XZ = I, односно за: X−1 =W, одакле следи и да jе матрица Лагран-
жевих множитеља W ≻ 0. Имаjући у виду да W ∈ Rp×p, што значи да jе tr (WX) = p,
као и да су Лагранжеви множитељи придружени преосталим ограничењима (4.28) коjа
нису обухваћена са функциjом G (ξ) ≻ 0 по дефинициjи ненегативни, jер одговараjу
линеарним неjеднакостима F (ξ) ≽ 0, а што значи да jе ρi ≥ 0,∀i, односно да за сваки
тест вектор важи да jе: η − vTi W vi ≥ 0, долази се до дуалне формулациjе примарног
проблема (4.29), коjа jе била приказана у (4.30) на почетку извођења.
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Како би се у (4.31) као циљна функциjа уместо постоjећег израза добила функциjа
коjи зависи само од вредности детерминанте, али не и од скаларне променљиве η, што се
може тумачити као одређена врста нормализациjе, дефинише се помоћни скалар t > 0.
Тако се увођењем смене tW уместо W и t η уместо η у (4.31) добиjа да jе вредност доње
границе Лагранжове функциjе (4.31) одређена са: L (W, η) , t) = ln detW+ ln tp + p− t η.
Овако дефинисана функциjа максимум у односу на t достиже за ∂L (W, η) , t)/∂t = 0,
чему одговара t∗ = p/η, одакле се, након замене t∗ у: (vTi (t∗W) vi) ≤ t∗ η, и увођења
ознаке W˜ = t∗W, добиjа да jе уместо (4.30) еквивалентан проблем максимизациjе одре-
ђен са:
max
W˜
ln det W˜
п.о. W˜ ≻ 0 , vTi W˜ vi ≤ p, i = 1, . . . , K .
(4.32)
Изведени дуални проблем се означава као проблем израчунавања елипсоида минималне
запремине, центрираног у координатном почетку, коjи се састоjи од тачака на Маха-
ланобисовом растоjању (3.14) мањем или jеднаком од димензиjе простора, E = {x ∈
Rp|xT W˜x ≤ p}, а коjи при томе обухвата све тачке из унапред дефинисаног скупа,
[263]. Пошто се решења примарног и приказаног дуалног проблема поклапаjу, оти-
мално решење проблема jе такво да je: W˜ =
(∑K
i=1 ξi vi v
T
i
)−1
, што значи да скупу
активних ограничења у оптималном решењу ξ∗ примарног проблема, одговараjу уна-
пред дефинисани тест вектори (тачке) vi коjи се налазе на самоj граници елипсоида
минималне запремине и њихови тежински коефициjенти су ξi > 0, док векторима vi
унутар елипсоида одговараjу тежински коефициjенти ξi = 0 и као такви немаjу утицаj
на планирање експеримента.
Решење говори да jе под усвоjеним претпоставкама оптимални експеримент, коjи
са датим броjем тест сигнала постиже наjвише у смислу минимизациjе величине ко-
вариjансне матрице грешака процене, онаj коjи бира екстремне тест сигнале са обода
елипсоида минималне запремине, чиме се повећава укупна информативност узорака, а
што за резултат има смањење укупне грешке линеарне процене засноване на њима.
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5 Учење речника и ретка репрезентациjа сигнала
Под учењем речника у наjопштиjем случаjу се подразумева прилагођавање начина
анализе сигнала њиховим своjствима, коjа се уче или сазнаjу на основу довољног броjа
релевантних опсервациjа. Опште методе хармониjске анализе представљаjу веома кори-
стан скуп алата са сличном наменом и као такве су универзално применљиве у анализи
сигнала, али се за значаjан броj природних сигнала показуjе да jе њихова структура
таква да се приликом анализе не мораjу обавезно разматрати као сигнали општег ка-
рактера, већ се могу анализирати и коришћењем прилагођених представа или репрезен-
тациjа коjе се уче на основу података. Као такве, прилагођене представе могу да пруже
могућности за ефикасниjе решавање различитих врста проблема, као што jе уклањање
шума, процена недостаjућих делова сигнала, интерполациjа, или издваjање обележjа
у процесу препознавања. Циљ поступака коjима се формираjу прилагођене представе
одређене класе сигнала jесте откривање њихове унутрашње структуре и коришћење
предности компактниjе и ефикасниjе представе коjа поседуjе жељене особине.
Jедан од приступа коjи ниjе опште применљив, али jесте учинковит у великом броjу
случаjева када сигнали имаjу ретку структуру, jесте ретка репрезентациjа или кодовање
сигнала у генераторном скупу базних функциjа. Под ретком структуром или своjством
реткости подразумева се постоjање представе у коjоj свака реализациjа исте врсте сиг-
нала може успешно да се апроксимира као линеарна суперпозициjа релативно малог
броjа градивних компоненти или базних функциjа из унапред дефинисаног скупа, где
се под малим подразумева да jе броj компоненти значаjно мањи од димензиjе простора
у коме су сигнали дефинисани. Иако се обично тежи што изражениjоj реткоj репрезен-
тациjи, у зависности од краjњег циља обраде то не мора увек да буде императив. Када
се скуп базних функциjа не зна унапред, насупрот примера ретког кодовања у (4.26)
када jе скуп базних функциjа био сачињен од случаjно изабраних опсервациjа, постоjи
потреба да се дефинише критериjум оптималности на основу кога ће се пронаћи скуп
базних функциjа коjи приликом анализе сигнала на оптималан начин води ка ретком
решењу, односно реткоj представи или репрезентациjи сигнала.
Наjпознатиjи пример класе сигнала са наведеним своjством ретке структуре jесу
делови природних слика. Усваjањем критериjума оптималности коjи максимизуjе суму
два сабирка, од коjих први описуjе колико информациjа из оригиналног сигнала jе очу-
вано у његовоj реткоj репрезентациjи и другог коjи описуjе колико jе ретко постигнуто
решење, у [192] jе показано да се за делове природних слика као решење постављеног
оптимизационог проблема добиjа скуп или речник базних функциjа коjе су прилаго-
ђене њиховоj реткоj представи и коjе подсећаjу на карактеристике неких биолошких
рецептора чула вида. Међутим, како jе претпоставка да оптималне конфигурациjе
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природних система у равнотежном стању обично теже минимуму енергиjе садржане у
систему, претходно описани проблем конструкциjе речника намењеног постизању ретке
репрезентациjе сигнала се наjчешће формулише као проблем минимизациjе. У ту сврху,
оптимизациони проблем проналажења оптималне ретке репрезентациjе сигнала може
да се формулише коришћењем комплементарних величина у односу на претходно опи-
сане сабирке. Ако се комплемент исказа означи са знаком ¬, а са коефициjентом µ > 0
утицаj другог сабирка, тражење ретке репрезентациjе се уопштено може исказати као
минимизациjа укупне енергиjе система изражене са:
E = {¬ очувани информациони садржаj }+ µ {¬ jедноставност представе } . (5.1)
Пошто решење минимизациjе (5.1) често ниjе могуће формулисати у затвореном облику,
до оптималног речника и оптималне ретке репрезентациjе полазног скупа сигнала се
долази на основу итеративне процедуре, [192, 193], коjа се састоjи од циклуса наизме-
ничног:
а) прилагођавања генераторног скупа базних функциjа што бољоj представи
скупа сигнала, коришћењем тренутних вредности њихових ретких кодова
(синтезе речника) и
б) ретког кодовања оригиналних сигнала за обуку у генерисаном речнику
(анализе сигнала).
Основна интерпретациjа описаног поступка за конструкциjу речника, према [193], jесте
да оптимизациjа репрезентациjе сваког сигнала у текућем речнику на неjеднак начин
умањуjе значаj поjединачних градивних компоненти у реконструкциjи сигнала (у пот-
пуности уклањаjући утицаj компоненти са малим доприносом очувању информационог
садржаjа), што расподелу вероватноћа вредности одговараjућих тежинских коефициjе-
ната придружених градивним компонентама по облику чини сличном Лапласовоj распо-
дели са веома израженим модом у околини нуле. Док са друге стране, процес синтезе
речника има задатак да кроз оптимизациjу елемената умањи грешку апроксимациjе
коjу производи наметање ретке репрезентациjе као решења кодовања сигнала у прет-
ходном кораку, а чиме се долази до скупа базних функциjа коjе уз усвоjена ограничења
на наjбољи начин могу да толеришу захтевану ретку структуру решења кодовања.
Минимизациjа енергиjског функционала (5.1) се постиже избором елемената реч-
ника или атома коjи на наjефикасниjи начин описуjу структуру сигнала. Под поjмом
ефикасности се подразумева да jе дужина описа што мања, чему одговара што већи
броj тежинских коефициjената ретке репрезентациjе сигнала коjи су jеднаки нули, док
jе са друге стране ефикасност и у томе да изабрани атоми на наjбољи начин доприносе
очувању информационог садржаjа. Како би се обезбедио што бољи компромис између
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претходна два захтева, речник се обично формира на такав начин да базне функциjе не
мораjу да буду ортогоналне, већ jе пожељно да буду редундантне, односно да између
елемената речника постоjи одређен степен преклапања како би се приликом кодовања
створила већа могућност избора за проналажење компромисног решења, што такође
значи да укупан броj атома, као елемената генераторног скупа, мора да превазилази
димензионалност простора сигнала.
Особеност описаног проблема оптимизациjе речника jесте и потреба да се уведе
ограничење да величина поjединачних атома у речнику, у складу са усвоjеном мером
њихове величине, током процеса минимизациjе (5.1) не прелази неку унапред дефи-
нисану границу. Разлог jесте онемогућавање ситуациjе да се као оптимална решења
усваjаjу ретке репрезентациjе сигнала у коjима су сви тежински коефициjенти веома
блиски нули, укључуjући и оне коjи означаваjу елементе речника коjи доприносе очу-
вању информационог садржаjа унутар конструисане ретке апроксимациjе, а као после-
дица несразмерно великих атома у одговараjућоj линеарноj суперпозициjи. Стога jе у
сваком од циклуса оптимизациjе потребно да се током фазе синтезе речника смањење
енергиjе система не остваруjе на рачун скалирања постоjеће конфигурациjе атома, већ
кроз стварно побољшање и проналажење боље прилагођене конфигурациjе. Jедно од
решења jесте да се поjединачни атоми на краjу сваке синтезе нормализуjу на погодно
изабрани ниво одговараjуће норме. То може да буде нормализациjа коjа одговара про-
jекциjи атома на jединичну сферу, или нека другачиjа врста нормализациjе коjа узима
у обзир статистике тежинских коефициjената.
Илустративни пример ретке представе сигнала jесте трансформационо кодовање
природних слика коришћењем декомпозициjе на таласиће, Слика 5.1. Као што jе по-
казано, илустрациjа мултирезолуционе анализе сигнала на Слици 5.1(б) потврђуjе да
jе на поjединачним илустрациjама коjе представљаjу тежинске коефициjенте хоризон-
талних, вертикалних и диjагоналних детаља оригиналне природне Слике 5.1(а) велики
броj коефициjената по апсолутноj вредности близак нули. Са друге стране, маргиналне
статистике коефициjената детаља поjединачних илустрациjа на Слици 5.1(б) изразито
су концентрисане у околини нуле, као што jе и приказано на примеру хистограма кое-
фициjената хоризонталних детаља на Слици 5.1(ђ). За анализу jе коришћена филтар
банка формирана на основу Daubechies-4 ортогоналног скупа функциjа, [212], изведеног
из скалираjуће функциjе приказане у горњем левом делу Слике 5.1(в), чиjа jеднодимен-
зионална вариjанта jе такође приказана на Слици 5.1(г). Оваква своjства природних
слика су добро потврђена у литератури, о чему говори и jедна од првих свеобухватни-
jих студиjа [269], где jе показано да се расподеле тежинских коефициjената природних
слика приликом декомпозициjе на скуп сигнала у редундантном мултирезолуционом
речнику могу аналитички моделовати фамилиjом функциjа густине расподеле вероват-
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(а) Слика са природном сценом. (б) Приказ одзива различитих од нуле.
(в) Коришћени 2D филтри, горе: функциjа скалирања и филтар хори-
зонталних детаља, доле: филтар вертикалних и диjагоналних детаља.
(г) Функциjа скалирања db4. (д) Таласић db4 - 1D. (ђ) хист. коеф. хор. детаља
Слика 5.1: Декомпозициjа природне слике на таласиће у ортогоналноj Daubechies-4
бази. Мали броj ненултих коефициjената указуjе на ретку структуру сигнала.
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ноће коjе се дефинишу уопштавањем коначних Гаусових смеша. Специjална инстанца
наведене фамилиjе функциjа jесте и уопштена Лапласова расподела, коjа би одговарала
раниjе поменутом хистограму на Слици 5.1(ђ). Међутим, такође се показуjе да између
коефициjената оваквих ретких репрезентациjа постоjе и унутрашње статистичке међу-
зависности коjе се могу додатно моделовати, чиме се отвара могућност за уопштења
ретких репрезентациjа коjа се означаваjу као структуиране ретке репрезентациjе, [12].
Jедан од примера директног моделовања међузависности коефициjената jесте и про-
блем ретке реконструкциjе сигнала у [46], коjи спада у нешто ширу класу инверзних
проблема описаних у [14].
5.1 Конструкциjа речника намењених реткоj репрезентациjи сиг-
нала у векторском простору
Ако се са xi ∈ Rm означи jедан од сигнала или узорака из скупа за обуку X = {xi}ni=1,
коjи такође може да се запише и у матричном облику као X = [x1 . . . xn], са D означи
матрица димензиjа Rm×p, коjа представља речник намењен реткоj репрезентациjи сиг-
нала и чиjе колоне dj су елементи редундантног генераторног скупа са укупно p атома,
при чему jе p > m, а са Γ ∈ Rp×n, матрица чиjе колоне представљаjу тежинске ко-
ефициjенте ретке репрезентациjе поjединачних узорака из скупа за обуку X , односно
Γ = [γ1 . . . γn], проблем учења речника у еуклидском простору, кроз одређивање опти-
малне ретке репрезентациjе прикупљених опсервациjа из скупа за обуку, може да се
дефинише као:
(D∗,Γ∗) = arg min
D∈D, Γ
n∑
i=1
1
2
∥xi −D γi ∥22 + µ ∥ γi ∥1 , (5.2)
где jе као и у (5.1), µ > 0, при чему се због раниjе описане потребе да се вели-
чина атома ограничи, наjчешће усваjа додатна претпоставка да се елементи речника
траже унутар jединичне сфере, односно да постоjи додатно ограничење да jе: D ,
{D ∈ Rp×n : ∀j ∥dj∥2 ≤ 1}. Оптимизациони проблем (5.2) представља само jедну од
могућих формулациjа (5.1). Иако теже истом циљу, различите формулациjе (5.1) не
мораjу да имаjу иста решења као последица различитих начина решавања оптимиза-
ционог проблема, на чиjи избор утиче усвоjена формулациjа, као и услед различитих
мотива коjи одређуjу функционални облик сабирака у (5.1). Тако се оптимизациони
проблем (5.2), у нешто општиjем смислу, дефинише и као:
(D∗,Γ∗) = arg min
D∈D, Γ
n∑
i=1
1
2
∥xi −D γi ∥22 + µ B (γi) , (5.3)
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што одговара формулациjи мотивисаноj проблемом уклањања шума, где функциjа B
представља поправку или регуларизациjу коjа обезбеђуjе да реконструисани сигнал има
ретку репрезентациjу у конструисаном речнику D. Као што jе истакнуто у [12], облик
регуларизационе функциjе B варира у зависности од додатних карактеристика коjе jе
потребно унети у облик ретког решења. Регуларизатор се такође бира у складу са ала-
том коjи ће бити коришћен за решавање оптимизационог проблема, пошто од облика
функциjе зависи и касниjи начин реформулациjе проблема. Наjпознатиjи примери не-
структуираних регуларизационих функциjа су различите врсте норми коjе у контексту
минимизациjе циљне функциjе подстичу решења са великим броjем елемената блиских
нули, као што су ℓ0 векторска норма, коjа (5.3) трансформише у проблем комбинаторне
оптимизациjе, или ℓ1 норма коjом се (5.3) претвара у проблем неглатке конвексне оп-
тимизациjе. Међутим, могуће су и поправке у облику неконвексних функциjа, кaо што
jе: B(γi) =
∑p
j=1 ln(1 + γ
2
ij), коjа jе коришћена у [193].
5.2 KSVD алгоритам као уопштење K-means векторске кванти-
зациjе
Jедан од наjпознатиjих примера успешне примене (5.3) jесте уклањање шума из
слике у [91], где су проширени раниjи приступи ретком кодовању у коjима су кори-
шћени унапред дефинисани речници, као што су временско-фреквенциjски речници
Габорових функциjа у [176], или таласића, [196]. Формулациjа (5.3) у [91] се заснива
на ℓ0 норми, а за решавање тако дефинисаног проблема ретког кодовања предложен
jе исти метод као и у [196], коjи спада у апроксимативне итеративне алгоритме ретког
кодовања и jедноставниjи jе у поређењу са неким напредниjим и касниjе предлаганим
оптимизационим методама заснованим на ℓ1 формулациjи, као што су на пример ме-
тоде са коjима jе упоређиван у [48]. Насупрот описаном ретком кодовању, у [91] jе као
новина приказана jедна од првих демонстрациjа KSVD алгоритма, предложеног у [1],
као успешног метода за синтезу редундантних речника намењених ретком кодовању
сигнала.
KSVD алгоритам приликом сваког циклуса синтезе речника поjединачно ажурира
сваки од атома. Процес се састоjи од мерења доприноса посматраног атома dj у рекон-
струкциjи сваког од сигнала за обуку у коме дати атом активно учествуjе (у коjима jе
тежински коефициjент dj у ретком коду различит од нуле). Мерење доприноса се за
сваки од таквих K сигнала из скупа за обуку реализуjе на основу вредности резиду-
ала између: 1) оригиналне вредности сигнала и 2) реконструкциjе сигнала добиjене на
основу генерисаног ретког кода у коме не учествуjе посматрани атом коjи се ажурира.
На основу измерених доприноса затим се формира матрица чиjе вектор колоне су из-
рачунати резидуали. Узимаjући у обзир ознаке уведене у (5.2), матрица резидуала Rdj ,
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димензиjе p×K, се анализира коришћењем разлагања на сопствене вредности, чиме се
у случаjу пуне SVD декомпозициjе, [254], факторише на производ унитарнe матрице U
димензиjе p×p, матрице нула S ∈ Rp×K , са сингуларним вредностима на главноj диjаго-
нали, и унитарне матрице V димензиjе K×K, односно Rdj = USVT . Као нова вредност
атома dj узима се наjзначаjниjи леви сингуларни вектор матрице остатака Rdj , одређен
првом колоном матрице U, коjи у геометриjскоj интепретациjи сингуларних вектора
матрице резидуала одговара правцу наjвећег истезања замишљене jединичне хипер-
сфере коjу матрица резидуала пресликава у хиперелипсоид, при чему jе интензитет
истезања одређен наjвећом сингуларном вредношћу, садржаном у првом елементу S.
Са друге стране, описани поступак може да се интерпретира и као тражење наjбоље
апроксимациjе ранга-1 матрице резидуала Rdj , у смислу минималне квадратне грешке
или Фробениjусове норме грешке апроксимациjе матрице Rdj са матрицом ранга-1, а
чему одговара производ прве колоне матрице U и прве врсте матрице VT скалиран са
наjвећом сингуларном вредношћу Rdj , односно: Rdj ≈ u1 σ1 vT1 . У складу са тим, тежин-
ски коефициjент придружен вредности dj у ретким кодовима K сигнала из скупа за
обуку у коjима jе атом dj био активан, замењуjе се са производом сингуларне вредности
σ1 и одговараjуће компоненте прве колоне vj матрице V, односно са новим тежинским
коефициjентима: γkj = σ1 · v1k, k ∈ {ni}Ki=1, где су са ni означени оригинални индекси K
сигнала из скупа за обуку у коjима jе dj био активан. На таj начин се након ажурирања
очувава почетни распоред нула у ретком коду сваког одK анализираних сигнала, а коjи
jе резултат претходног ретког кодовања са старом верзиjом речника. Претпоставка jе
да ће матрица K резидуала придружених посматраном атому dj након ажурирања свих
атома у наредном циклусу или приликом коначне реконструкциjе бити мања, у смислу
спектралне норме S, чиме се компензуjе раниjи недостатак старог dj испољен приликом
реконструкциjе сигнала. Пошто jе за ажурирање свих атома потребноK декомпозициjа
на сопствене вредности, одатле и назив алгоритма. У [1] jе посебно указано на аналогиjу
KSVD алгоритма са векторском квантизациjом у облику K-means алгоритма, у смислу
да у сваком циклусу KSVD, процес ретког кодовања и селекциjе сигнала у коjима jе
одговараjући атом речника активан одговара придруживању узорака тренутним тежи-
штима група у K-means, а ажурирање вредности атома у речнику израчунавању нових
вредности центроида или кодних речи векторског квантизера. При томе jе кључна
особина да су приликом учења речника процес ретког кодовања и ажурирања атома
повезани, док код K-means груписање не утиче на репрезентациjу узорака у стандардноj
бази векторског простора, за разлику од ретке репрезентациjе коjа зависи од речника.
Стога оваква здружена формулациjа, у коjоj се у свакоj итерациjи побољшања речника
дозвољава и промена распореда нула у реткоj репрезентациjи сигнала, при чему су и
ретко кодовање и синтеза речника такви да не повећаваjу грешку реконструкциjе, услед
диверзитета коjи уносе промене ретких кодова, на одређен начин омогућава избегавање
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решења коjа одговараjу локалним минимумима полазног оптимизационог проблема.
5.3 Ретко кодовање сигнала засновано на сажимању-одсецању
вредности тежинских коефициjената репрезентациjе
Уклањање шума jе и пре [91] у домену обраде сигнала мотивисало примене ретке
репрезентациjе. Пример су методе засноване на трансформационом кодовању сигнала и
специjалноj квантизациjи тежинских коефициjената у трансформационом домену, [79].
У таквим случаjевима успешна реконструкциjа сигнала може да се постигне и на ди-
ректан начин, анулирањем тежинских коефициjената представе сигнала коjи су блиски
нули у трансформационом домену, а коjи се израчунаваjу приликом декомпозициjе сиг-
нала на таласиће. Показуjе се да процена сигнала добиjена реконструкциjом на основу
овако измењених вредности коефициjената у одређеном смислу, описаном у [79, 82],
може да буде оптимална ако се приликом квантизациjе, односно накнадне промене те-
жинских коефициjената представе сигнала у трансформационом домену, користи одлу-
чивање засновано на скаларноj функциjи ητ (ξ), са погодно изабраним прагом τ > 0, [82]:
ητ = sgn (ξ) ·max (|ξ| − τ, 0) = sgn (ξ) · (|ξ| − τ)+ , (5.4)
где jе са (z)+ означен позитивни део вредности z, при чему се подразумева да се (5.4)
у наjосновниjоj вариjанти оваквих метода примењуjе независно на поjединачне компо-
нентe сигнала у трансформационом домену. Функциjа (5.4) се означава и као оператор
меког одсецања (енгл. soft-thresholding), а њен ефекат jесте да вредности коефициjената
ξ репрезентациjе сигнала помера ка нули, али на неjеднак начин. Тако се компоненте
сигнала са вредностима коефициjената |ξ| ≤ τ пресликаваjу у нулу, одакле и термин
одсецање, док се вредности тежинских коефициjената за коjе jе |ξ| ≥ τ сажимаjу и
помераjу ка нули. Под условом да jе структура анализираног сигнала изложеног деj-
ству шума по своjоj природи ретка, као што jе случаj са деловима природних слика,
описаном трансформациjом (5.4), коjа се састоjи од сажимања-одсецања вредности те-
жинских коефициjената представе зашумљеног сигнала у некоj погодноj ортогоналноj
бази (као што су таласићи), истовремено се постижу и ефекат уклањања шума и ретке
репрезентациjе сигнала. Оператор сажимања-одсецања у проширеном запису може да
се изрази као сложено, по деловима афино пресликавање поjединачних компоненти
неког вектора, описано са:
ητ =

ξ − τ , ξ > τ
0 , |ξ| ≤ τ
ξ + τ , ξ < −τ
(5.5)
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Насупрот меког одсецања (5.5), оператор грубог или оштрог одсецања би такође
пресликао у нулу вредности коефициjената коjе се налазе унутар лопте |γ| ≤ τ , али би
изостало сажимање коефициjената коjи се налазе изван наведеног опсега, па се (5.5)
показуjе као боље решење, [82].
Може се показати, [11], да описано ретко кодовање коришћењем правила одлучи-
вања заснованог на функциjи (5.4), одговара решавању оптимизационог проблема (5.2),
у делу коjи се односи на оптимизациjу тежинских коефициjената у матрици Γ. Тачниjе,
неке класе итеративних градиjентних метода намењених решавању недиференциjабил-
них, конвексних оптимизационих проблема, у шта спада и (5.2), jер градиjент ℓ1 норме
ниjе дефинисан у нули, превазилажење проблема оптимизациjе неглатких функциjа
засниваjу на дефинисању оператора блискости, [54, 55], а у коjе такође спада и прика-
зана скаларна функциjа ητ (ξ), дефинисана у (5.4) на нивоу поjединачних компоненти
одговараjућег вектора. Оператор блискости као поjам, служи да се означи функциjа
коjа, на пример, неки вектор xi из (5.3) на jединствен начин пресликава у неко γi коjе
представља решење следећег оптимизационог проблема:
argmin
γi∈Rp
1
2
∥xi −D γi ∥22 + µB (γi) . (5.6)
Међутим, решење проблема (5.6) не представља стандардну формулациjу оператора
блискости и као такав резултат израза (5.6) у општем случаjу не мора да буде оператор
блискости, осим под условом да jе матрица D ортогонална, што наjчешће jесте случаj
код различитих фамилиjа ортогоналних функциjа, с обзиром да jе тада ∥xi −D γi ∥22 =
∥DT xi − γi ∥22, одакле се сменом: zi = DT xi, у (5.6) долази до стандардне формулациjе
оператора блискости за конвексну функциjу B (γi):
argmin
γi∈Rp
1
2
∥ zi − γi ∥22 + µB (γi) . (5.7)
У неким еквивалентним формулациjама (5.7), о коjима ће бити речи касниjе, производ
µB (γi) се понекад, када нема потребе за наглашавањем присуства параметра µ, заме-
њуjе jедном jединственом конвексном функциjом. Како се приликом ретког кодовања
сигнала коришћењем ове класе оптимизационих метода као први корак у суштини из-
рачунава zi, у контексту приказане трансформациjе проблема (5.6) у (5.7), поставља се
питање шта се дешава када речник D ниjе ортогоналан. У основи одговора jе анализа
карактеристика полазне циљне функциjе (5.3), односно независних потпроблема (5.6)
на коjе се (5.3) разлаже и услова њихове оптималности.
Ако се оператор блискости, као решење (5.6) под условом да jе D ортогоналан,
означи са:
ProxµB (zi) = ProxµB
(
DT xi
)
, (5.8)
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вредност оператора jесте γ∗i коjе jе у смислу минимума (5.6) наjближе вектору D
T xi.
Када би поправка B (γi) представљала само индикаторску функциjу неког конвексног
скупа унутар кога се тражи оптимално решење, односно функциjу следећег облика:
indC(γi) =
0 ако γi ∈ C+∞ ако γi /∈ C , (5.9)
решење (5.6) би била нека тачка γ∗i конвексног скупа C коjа jе у еуклидском смислу наj-
ближа вектору DT xi. У таквоj ситуациjи, оператор блискости, као решење (5.6), био би
еквивалентан проjекциjи DT xi на скуп C, скраћено означеноj са Proj C
(
DT xi
)
. Међутим,
приказана особина да се оператор блискости индикаторске функциjе затвореног конвек-
сног скупа своди на оператор проjекциjе, jесте општиjег карактера и њено уопштење се
користи као основа за одређивање вредности оператора блискости конвексне функциjе
B на основу оператора блискости њеног конвексног коњугата B∗, [55], коjи предста-
вља оператор проjекциjе у дуалном простору и коме одговара дуални оптимизациони
проблем максимизациjе, [11]. У том смислу, индикаторска функциjа (5.9) представља
конвексни коњугат функциjе indC∗ : y → sup
γi∈C
⟨γi, y⟩ − 0, где jе ⟨γi, y⟩ = γTi y, [30].
Оператор блискости у суштини представља уопштење оператора проjекциjе и jедан
од формализама коjима се може разматрати оптимизациони проблем ретког кодовања
сигнала. Као такав, оператор се увек експлицитно поjављуjе у последњем кораку рет-
ког кодовања генерисаног са ℓ1 нормом, a у облику одговараjуће функциjе сажимања-
одсецања, дефинисане у (5.4) или (5.5), без обзира на структуру речника.
Са друге стране, у специjалном случаjу: ортогоналног речника D и избора регула-
ризационе функциjе проблема (5.6) у облику B (γi) = ∥ γi ∥1, оптимална ретка репре-
зентациjа γ∗i , коjу као повратну вредност враћа оператор (5.8), односно еквивалентни
оператор (5.4) дефинисан над поjединачним компонентама вектора zi у (5.8), увек jе
одређена са остатком или резидуалом проjекциjе вектора zi = DT xi (коjи означава
уделе поjединачних ортогоналних атома dj из речника D у полазном сигналу xi) на
конвексну лопту Lµ = {γi, ∥ γi ∥∞ ≤ µ}, одређену са регуларизационим параметром
µ, [11]. Разлог jе раниjе поменута веза између оператора блискости конвексне функциjе
и дуалног оператора блискости у дуалном простору њеног конвексног коњугата, а на
основу коjе у посматраном случаjу ℓ1 регуларизациjе важи да jе, [11, 55]:
Proxµ ∥·∥1 = I − Proj {∥·∥∞≤µ} , (5.10)
где jе ℓ∞ или ∥ · ∥max норма, дуална норма ℓ1, под чиме се по дефинициjи подразумева
да jе: ℓ∗∞ = sup
b
{aT b | ∥b∥∞ ≤ 1} =
∑
i |ai| = ∥a∥1, док jе са I означено идентичко
пресликавање коме одговара jединична матрица.
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Наведени резултат (5.10) важи и у ситуациjама када jе поправка B произвољна
норма, а при томе има одговараjућу дуалну норму B∗, али jе такође и општег карак-
тера, у смислу да важи и у случаjевима када речник D ниjе ортогоналан. Међутим,
тада се решење не добиjа на основу остатка проjекциjе DT xi, већ остатка проjекциjе
одговараjуће величине коjа се израчунава на основу услова оптималности (5.6), као што
ће бити показано у наредном поглављу. Таквом општем (5.6) са неортогоналним реч-
ником, у случаjу ℓ1 поправке циљне функциjе би одговарала формулациjа стандардног
оператора блискости у следећем облику:
Proxµ ∥·∥1 (u) = argmin
w∈Rp
1
2
∥u− w ∥22 + µ ∥w∥1 , (5.11)
док би одговараjући проjекциони оператор из (5.10), дефинисан по компонентама ду-
алног вектора u, означеним са ui, био одређен са изразом дуалног оператора, [11]:
[
Proj {∥·∥∞≤µ} (ui)
]
i
= min
(
1,
µ
|ui|
)
ui . (5.12)
На основу (5.10) и (5.12), следи да jе одговараjуће решење (5.11), односно w∗ коje пред-
ставља ретку репрезентациjу полазног сигнала, али не и дуалног вектора u коjи jе део
међурезултата, одређено са оператором блискости конвексне ℓ1 норме у тачки u, и по
компонентама вектора индексираним са i израчунава се као:
w∗i =
[
Proxµ ∥·∥1 (ui)
]
i
= 1−min
(
1,
µ
|ui|
)
ui = max
(
0, 1− µ|ui|
)
ui
=
(
1− µ|ui|
)
+
ui = (|ui| − µ)+ · sgn (ui) .
(5.13)
Израз (5.13) je по облику исти као и функциjа меког одсецања ητ у (5.4) и представља
њено уопштење када скуп базних сигнала у коме се тражи ретка репрезентациjа ниjе
ортогоналан. Чињеница да jе оператор (5.13) дефинисан на нивоу поjединачних ком-
поненти међурезултата u, jесте последица своjства сепарабилности или раздвоjивости
ℓ1 норме, коjа се може записати као сума апсолутних вредности поjединачних компо-
ненти вектора, чиме се одговараjући оптимизациони проблем на основу на одговараjући
начин дефинисаних услова оптималности своди на jеднодимензионалне оптимизационе
проблеме по компонентама, а чиjе решење jе управо оператор сажимања-одсецања ητ .
Додатно, у специjалном случаjу ортогоналног речника D, на основу израза (5.13)
и раниjе показане чињенице да се стандардна формулациjа оператора блискости за ℓ1
норму, дефинисана у (5.11), добиjа на основу смене u = zi = DT xi у изразу (5.6), следи
да се проблем ретког кодовања γi, дефинисан са (5.2), након избора (или фиксирања)
ортогоналног речника, на оптималан начин решава меким одсецањем поjединачних те-
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жинских коефициjената проjекциjе сигнала xi на одговараjуће атоме речника D, одно-
сно резултата проjекциjе садржаних у DT xi, а за шта се користи скаларна функциjа ητ ,
под условом да jе ητ у (5.4) дефинисана тако да jе τ = µ. Захваљуjући ортогоналности
речника, до истог резултата jе уместо коришћењем (5.13) било могуће доћи и директно
на основу адекватних услова оптималности ретког кодовања у (5.2), диференцирањем
неглатког проблема (5.2), односно n поjединачних оптимизационих проблема (5.6) на
коjе се своди (5.2). Предуслов jесте да се уведе одговараjућа релаксациjа поjма гради-
jента, у облику величине коjа се означава као субградиjент ℓ1 норме, односно субдифе-
рециjал функциjе апсолутне вредности у тачки нула.
5.4 Мотивациjа за конструкциjу итеративних градиjентних ме-
тода намењених решавању неглатких конвексних оптимиза-
ционих проблема ретког кодовања сигнала
Пример итеративног градиjентног оптимизационог алгоритма за решавање проблема
(5.2), ретког кодовања сигнала у еуклидском простору, а коjи почива на одређивању
вредности оператора (5.10), односно у случаjу конвексног ℓ1 проблема ретког кодовања
подразумева израчунавање вредности (5.13), jесте FISTA алгоритам, [15]. Алгоритам
за постизање ретке репрезентациjе, као што наговештаваjу поjединачна слова наве-
дене скраћенице, користи брзо, итеративно сажимање-одсецање тежинских коефици-
jената или компоненти вектора означеног са u у (5.13). Алгоритам може да се сврста
у ширу фамилиjу сличних итеративних метода, намењених решавању линеарних ин-
верзних проблема, као што су [55] или [67], а у коjима се решавање ретког кодовања
у (5.2), односно (5.6) заснива на алгоритму коjи у свакоj итерациjи поjединачне сабирке
у изразу (5.6) користи одвоjено у две узастопне фазе сваког итеративног циклуса.
Поменута два сабирка (5.6) обично су таква да диференциjабилни део (5.6) одго-
вара првом сабирку у енергиjском функционалу (5.1), а недиференциjабилна функциjа
другом сабирку (5.1). У складу са тим, главни део сваке итерациjе састоjи се од израчу-
навања градиjента сабирка (5.6) коjи одговара диференциjабилноj функциjи, а што се
означава као експлицитни корак или корак унапред, и наредног корака коjи се означава
као имплицитни корак или корак уназад.
У имплицитном кораку се користи други сабирак (5.6), коjи одговара недиферен-
циjабилноj функциjи и дефинише оператор блискости са коjим се врши сажимање-
одсецање ажурираних вредности коефициjената репрезентациjе, израчунатих у прет-
ходном кораку. Као што ће бити показано, имплицитни корак зависи од имплицитно
дефинисаних услова оптималности одговараjућег оптимизационог проблема, па одатле
и назив, док први корак одговара експлицитноj промени текућег решења у смеру опти-
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малног.
У основи успешне примене описане итеративне шеме jесте могућност одређивања
оператора блискости за одговараjућу недиференциjабилну функциjу B у (5.6), а за шта
се користи раниjе приказана идеjа о декомпозициjи оператора блискости у изразу (5.10).
Наиме, збир Proxµ ∥·∥1 и Proj {∥·∥∞≤µ}, коjи jе jеднак идентичком пресликавању или
jединичноj матрици, jедначина (5.10), представља уопштење чињенице да енергиjа сиг-
нала може да се разложи на два сабирка, од коjих jедан представља енергиjу проjекциjе
сигнала на неки изабрани векторски потпростор, а други сабирак одговара енергиjи са-
држаноj у компоненти сигнала коjа се налази у ортогоналном комплементу поменутог
потпростора.
Могућност да се ℓ1-оптимална ретка репрезентациjа сигнала у свакоj итерациjи гра-
диjентног алгоритма, као што jе на пример FISTA, одреди израчунавањем вредности
оператора сажимања-одсецања у одређеноj тачки u на основу (5.11) или (5.13), jесте
резултат услова оптималности неглатких конвексних функциjа, коjи се изражаваjу
коришћењем поjма субдиференциjала неглатке непрекидне функциjе.
Доказ да описана двостепена итеративна шема, састављена из ажурирања тренут-
них вредности тежинских коефициjената у правцу негативног градиjента глатког дела
циљне функциjе (5.6) и накнадног сажимања-одсецања израчунатих вредности, сигурно
доприноси минимизациjи и даљем побољшању решења у свакоj итерациjи градиjентног
алгоритма, понуђен jе у раду [15], где jе у ту сврху коришћен директан приступ. Под
тиме се подразумева да jе полазећи од израза коjи дефинише начин израчунавања новог
решења у свакоj итерациjи алгоритма доказано да циљна функциjе након замене старог
решења са новим има негативан прираштаj, при чему jе у доказу одговараjуће неjед-
накости као кључни алат коришћена додатна, помоћна неjеднакост коjа произилази из
непрекидне диференциjабилности у Липшицовом смислу глатког дела полазне циљне
функциjе (5.6), као и jеднакост коjа произилази из услова оптималности субградиjента,
односно субдиференциjала циљне функциjе (тачниjе њеног неглатког дела). Међутим,
иако директан описани доказ ниjе конструктивног карактера, с обзиром да не уводи
поjам оператора блискости и не разматра начин на коjи jе могуће одредити оптималну
вредност оптимизационог проблема у (5.11), већ решење одговараjућег оптимизационог
проблема ретког кодовања коришћењем описаног двостепеног итеративног алгоритма
посматра као познато. Тиме jе приликом доказа избегнута потреба да се у разматрање
уводи одговараjући оператор сажимања-одсецања, а коjи фигурише као други кључни
корак унутар сваке итерациjе градиjентног алгоритма.
Са друге стране, у [55] jе приказан другачиjи доказ оптималности описане двосте-
пене итеративне шеме, коjи jе конструктивног карактера и у коме се до решења коjе
има форму (5.13) долази директно на основу услова оптималности субградиjента циљне
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функциjе у (5.6), коришћењем неколико узастопних трансформациjа полазног исказа и
на краjу применом помоћног тврђења о диференцирању сложеног пресликавања наста-
лог слагањем неглатке конвексне функциjе и ограниченог линеарног оператора. Како
се тако конструисано решење оптимизационог проблема (5.6) природно уклапа у моти-
вациjу за конструкциjу и коришећње итеративних градиjентних алгоритама намењених
ретком кодовању сигнала, а у коjе у одређеноj мери спада и метод за ретку репрезента-
циjу матрица прецизности предложен у оквиру овог рада, ова тема ће бити детаљниjе
анализирана. У наставку ће такође бити размотрено и како се у случаjу неортогонал-
ног речника применом итеративних градиjентних метода долази до адекватног израза
за оптималну ретку репрезентациjу (5.13), односно вредности одговараjућег вектора u
у (5.13), а што jе било изостављено приликом одговараjућег излагања у претходном
поглављу.
Наиме, субдиференциjал или субградиjент конвексне скаларне функциjе ϕ(x) де-
финисане над Хилбертовим векторским простором H, опскрбљеним са одговараjућим
скаларним производом ⟨·, ·⟩, дефинише се као оператор чиjа вредност jе скуп ∂ϕ(x)
састављен од свих елемената z из H таквих да jе:
∂ϕ(x) = {z ∈ H | (∀y ∈ H) ⟨y − x, z⟩+ ϕ(x) ≤ ϕ(y)} . (5.14)
Услов оптималности за коjи се достиже екстремна вредност, односно минимум функциjе
ϕ(x), одређен jе следећим тврђењем коjе укључуjе дефинициjу (5.14):
(∀x ∈ H) ϕ(x) = inf ϕ(H) ⇔ 0 ∈ ∂ϕ(x) . (5.15)
У геометриjскоj интерпретациjи субдиференциjала, скупу (5.14) одговара скуп свих
„тангенти“ у тачки x коjе задовољаваjу услов да линеарна тангентна апроксимациjа
вредности конвексне функциjе ϕ у тачки y на основу вредности ϕ(x) ниjе већа од
стварне вредности функциjе ϕ(y). Како jе функциjа ϕ конвексна, тангента коjа има
нагиб нула ће бити елемент субдиференциjала (5.14) само под условом да jе вредност
субдиференциjала израчуната у тачки коjа одговара минимуму функциjе ϕ(x), а што и
jесте тврђење (5.15) према коме субдиференциjал конвексне функциjе у стационарноj
тачки садржи нулу, а субградиjент нула вектор. Додатно, ако би функциjа ϕ у тачки
x ∈ H била диференциjабилна, у смислу да постоjи градиjент ∇ϕ(x) и усмерени изводи
дуж произвољних праваца у околини посматране тачке, чему одговара да jе функциjа
ϕ дефинисана над елементима H диференциjабилна у Gaˆteaux-овом смислу, тада jе
субдиференциjал функциjе ϕ дефинисан као скуп: ∂ϕ(x) = {∇ϕ(x)}.
Ако се раниjе приказана формулациjа циљне функциjе оператора блискости, пред-
стављена у (5.11), додатно уопшти и прилагоди ознакама уведеним у (5.14), добиjа
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се нова непрекидна конвексна функциjа под називом Moreau-ова анвелопа индекса α
конвексне функциjе ϕ(x):
αϕµ : H → R : x → inf
y∈H
1
2α
∥x− y∥2 + µ ϕ(y) , (5.16)
као пресликавање коjа дефинише вредности минимума циљне функциjе у дефинициjи
оператора блискости конвексне функциjе ϕ(x), коjе се достижу при вредностима опе-
ратора блискости у различитим тачкама x. Како раниjе уведена дефинициjа опера-
тора блискости ниjе промењена, jер се под изреченим уопштавањем циљне функциjе
подразумева само замена ℓ1 норме у (5.11) са произвољном добро дефинисаном кон-
вексном функциjом ϕ(x), док се поменуто прилагођавање односи на увођење додатног
константног фактора 1/α уз одговараjући квадратни члан у (5.16), 0 < α < ∞, то
значи да вредностима функциjе (5.16), за различите вредности x одговараjу вредности
оператора блискости одређене са:
Proxµαϕ (x) = argmin
y∈Rp
1
2
∥x− y ∥2 + µα ϕ(y) . (5.17)
При томе, раниjе уведени фактор µ преузет из (5.11) може да постане део ϕ(x) у (5.17),
чему би одговарала нотациjа Proxαϕ (x) где jе скалар µ > 0 део саме функциjе ϕ, али
такође и да остане као експлицитни тежински фактор. У наставку ће по потреби бити
коришћене обе вариjанте оператора, са и без µ, означене са Proxµαϕ (x) и Proxαϕ (x).
С обзиром да за субградиjент (5.14) важи да jе у тачки у коjоj непрекидна неглатка
конвексна функциjа достиже минимум испуњен услов оптималности (5.15), а што значи
да у тривиjалном случаjу постоjи неко x = y∗, такво да jе: ϕ(x) = ϕ(y∗) = inf ϕ(H) ⇒
0 ∈ ∂ϕ(y∗), то значи да и за вектор x − y∗ = 0, важи да jе: x − y∗ ∈ ∂ϕ(y∗). Имаjући
у виду (5.17), ако jе за неко произвољно x: y∗ = Proxαϕ (x), на сличан начин као и у
претходном примеру важи да jе: (x− y∗) ∈ α ∂ϕ(y∗), односно:
x− Proxαϕ (x) ∈ α ∂ϕ (Proxαϕ (x)) . (5.18)
Приказана особина субградиjента може да се искористи за конструкциjу решења пола-
зног проблема (5.6) или решења следећег оптимизационог проблема коjи представља
његово уопштење:
argmin
x∈H
{F (x) ≡ f(x) + g(x) | x ∈ H} , (5.19)
где су пресликавања f : H → R и g : H → (−∞,+∞], таква да jе f глатка конвексна
функциjа, непрекидно диференциjабилна у Липшицовим смислу, под чиме се подразу-
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мева да за градиjент ∇f постоjи Липшицова константа L(f) > 0, таква да jе:
∥∇f(y)−∇f(x)∥ ≤ L(f) ∥ y − x ∥ , ∀x, y ∈ H , (5.20)
док jе функциjа g тaкође конвексна непрекидна функциjа, али не обавезно и глатка.
Може да се покаже да (5.19) поседуjе барем jедно решење ако jе збир F (x) = f(x)+g(x)
коерцитивна функциjа, с обзиром да су f и g конвексне, а да се под коерцитивношћу
подразумева да jе: lim
∥x∥→+∞
F (x) = +∞. Такође, ако jе збир F (x) строго конвексна
функциjа, (5.19) поседуjе наjвише jедно решење.
Ако се скуп решења проблема (5.19) означи са X, а субдиференциjал F са ∂F , на
основу (5.15), (5.18) и додатне теореме о субдиференциjалу сложеног пресликавања
функциjе g и ограниченог линеарног оператора Φ, помоћу коjе се као што ће бити
показано долази до одговараjућег идентитета у (5.23), важе следеће еквиваленциjе:
x ∈ X ⇐⇒ 0 ∈ ∂F (x) = ∂f(x) + ∂g(x) = {∇f(x)} + ∂g(x)
(5.15)⇐⇒ −∇f(x) ∈ ∂g(x) ⇐⇒ −α∇f(x) + x− x ∈ α ∂g(x)
⇐⇒ (x− α∇f(x))− x ∈ α ∂g(x)
(5.18)⇐⇒
(5.23)
x = Proxαg (x− α∇f(x)) .
(5.21)
Дакле, као што се види на основу (5.21), оптимално решење проблема (5.19), а тиме и
оригиналног проблема ретког кодовања (5.6), као и ретке репрезентациjе сигнала током
процеса учења речника у (5.2), у специjалном случаjу када се као начин решавања
оптимизационог проблема изабере итеративна метода опадања градиjента, заснива се
на два кључна корака коjи се наслућуjу у последњем изразу (5.21), а то су:
1. Ажурирање тренутног решења у правцу опадања градиjента глатког дела конвек-
сне циљне функциjе (5.19) - корак унапред,
2. Проjекциjа ажуриране вредности коришћењем оператора блискости неглатког дела
конвексне функциjе - корак уназад.
С обзиром да jе у (5.21) полазна претпоставка да посматрана тачка x ∈ X већ jесте
решење коjе испуњава услове оптималности за (5.19), последњи израз у (5.21) говори да
оптимално решење одговара фиксноj тачки описане функциjе коjа реализуjе претходна
два корака, одакле и мотивациjа да се итеративно решавање (5.19) реализуjе кроз
итерациjе фиксне тачке у форми:
x(k+1) = Proxαg
(
x(k) − α∇f (x(k)) ) , (5.22)
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где су са индексом (k) и (k+1) означене стара и нова вредност решења током итератив-
ног процеса оптимизациjе у k-тоj итерациjи алгоритма, а са α > 0, погодно изабрана
вредност корака са коjим се старо решење помера ка минимуму конвексне функциjе дуж
правца коjи дефинише градиjент диференциjабилне функциjе f , а његова корекциjа се
врши проjекциjом на конвексни скуп коjи дефинише неглатка конвексна функциjа g,
коjа у случаjу проблема ретког кодовања има улогу регуларизатора и индукуjе ретку
репрезентациjу сигнала у одговараjућем речнику.
У претходном излагању остало jе недоречено како се долази до последње еквива-
ленциjе приказане у (5.21). Одговараjући израз следи из раниjе приказане особине
субградиjента (5.18) и тврђења следеће теореме. Нека jе g конвексна функциjа дефи-
нисана у (5.19) и нека jе Φ ограничени линеарни оператор над H, тада за композициjу
функциjа Ψ = g ◦ Φ важи да jе: ∂Ψ = ∂ (g ◦ Φ) = Φ−1 ◦ (∂g) ◦ Φ, одакле на основу
особине (5.18) субградиjента конвексне функциjе следи да jе:
x− ProxΨ (x) ∈ ∂Ψ(ProxΨ (x)) ⇐⇒ x− y∗ ∈ ∂Ψ(y∗) , y∗ = ProxΨ (x)
⇐⇒ x− y∗ ∈ Φ−1 ( ∂g (Φ y∗) )
⇐⇒ Φx− Φ y∗ ∈ ΦΦ−1 ( ∂g (Φ y∗) )
(5.18)⇐⇒ Φ y∗ = Proxg (Φx) .
(5.23)
На основу (5.23), ако се линеарни оператор Φ замени са идентичким пресликавањем I,
добиjа се идентитет:
Φ = I (5.23)=⇒ y∗ = Proxg (x) , (5.24)
из кога, уз увођење константе α у дефинициjи Ψ = αg ◦Φ, директно следи одговараjуће
тврђење у последњем изразу (5.21), тако што jе на основу (5.24) последња еквиваленциjа
у (5.21) исте природе као и последња еквиваленциjа у (5.23).
Приликом реализациjе алгоритама коjи се засниваjу на идеjи (5.22), обично се уводи
променљив корак линиjске претраге, αk > 0, коjи се мења кроз итерациjе заjедно са
променом индекса k како би се побољшала конвергенциjа. Иако jе остављена као мо-
гућност избора, вредност корака ипак не би требало да буде произвољна, jер као што
ће у наставку бити показано под усвоjеним претпоставкама анализе и погодно изабрана
константна вредност корака обезбеђуjе побољшање решења у (5.22). Такође, када jе
неглатки део (5.19) функциjа g(x) коjа у себе укључуjе и додатни параметар µ, као у
случаjу (5.6), односно (5.17), одговараjући оператор блискости у (5.22) постаjе Proxµαg
и зависи од вредности µ коjу jе такође потребно одредити, а по потреби и мењати кроз
итерациjе заjедно са променом k.
Кроз анализу основног примера ретког кодовања, заснованог на коришћењу ℓ1 норме
у формулациjи (5.19), а чиjе решење jе оператор блискости за ℓ1 норму у облику функ-
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циjе сажимања-одсецања (5.13), jасно се уочава директни утицаj избора вредности µ у
свакоj од итерациjа градиjентног алгоритма, jер µ одређуjе положаj границе приликом
одсецања тежинских коефициjената са малим значаjем за реконструкциjу сигнала, (5.5).
Наведени утицаj jе jош изражениjи у вариjанти алгоритма коjа се заснива на функциjи
оштрог одсецања, где насупрот меком одсецању у (5.13) или (5.4), нема сажимања вред-
ности коефициjената коjе су ван µ-околине нуле. У том случаjу наjчешћа стратегиjа за
избор прага одсецања µ jесте апсолутна вредност тежинског коефициjента представе
сигнала у одговараjућоj бази или речнику коjи jе по своjоj величини S-ти наjвећи у
поретку по апсолутноj вредности, где S обично означава жељену реткост сигнала, под
чиме се подразумева броj коефициjената репрезентациjе коjи смеjу да буду различити
од нуле након кодовања. Дефинисању вредности S унапред одговара алтернативна
формулациjа проблема ретког кодовања (5.2), у форми оптимизационог проблема са
ограничењем у облику неjеднакости са ℓ0 нормом, а коjа ће бити приказана нешто ка-
сниjе. На сличном принципу, да би се постигло ретко решење са жељеним броjем нула,
у методу за ретку репрезентациjу матрица прецизности предложеном у овом раду, коjи
се заснива на селекциjи тежинских коефициjената коришћењем активног скупа коjи се
попуњава коефициjентима током оптимизациjе, вредност прага µ по потреби се инкре-
ментално умањуjе кроз итерациjе како би се ако jе неопходно повећао утицаj компоненти
са мањим тежинским коефициjентима, пошто са постепеним проширивањем активног
скупа (коjим се постиже све боља реконструкциjа полазног сигнала) може да се до-
годи да са постоjећом вредношћу прага у неком тренутку више ниjе могуће извршити
селекциjу нових компоненти за придруживање активном скупу.
Што се тиче избора величине корака αk > 0, уведена претпоставка о непрекидноj
диференциjабилности у Липшицовом смислу функциjе f(x) у (5.19) омогућава да се
вредност корака коjа обезбеђуjе конвергенциjу у случаjу проблема ретког кодовања
одреди као αk ∈
(
0, 1/
∣∣DTD∣∣), где jе са ∥DTD∥ означена спектрална норма или наjвећа
сопствена вредност Грамове матрице речника D. Наиме, за конвексну функциjу f коjа
испуњава услов (5.20), важи да Липшицова константа L(f) > 0, за одговараjући избор
константе L ≥ L(f), омогућава да се у свакоj тачки x дефинише помоћна функциjа
са коjом се вредност оригиналне конвексне функциjе f у свим суседним тачкама y
ограничава са горње стране. Описаном одговара следећа неjеднакост, коjа се означава
и као квадратна апроксимациjа f са горње стране:
f(y) ≤ f(x) + ∇f(x)T (y − x) + L
2
∥ y − x ∥2 , ∀x, y ∈ H . (5.25)
Са друге стране, функциjа за коjу би важило да постоjи и слична квадратна апрок-
симациjа, али конструисана са доње стране f и за другачиjу константу, представљала
би истовремено и изражено или строго конвексну функциjу, коjа би као таква такође
5.4 Ретка репрезентациjа сигнала у векторском простору 143
била и стриктно конвексна. Горња граница (5.25) може да се искористи и за конструк-
циjу горње границе неглатке функциjе F (x) у (5.19). У том смислу, ако се описана
квадратна апроксимациjа постави у контекст алгоритма за итеративну оптимизациjу
циљне функциjе: F (x) = f(x)+µ∥x∥1, када jе као неглатка функциjа g у (5.19) усвоjена
ℓ1 норма са фактором µ, где jе непозната вредност у тренутноj или текућоj итерациjи k
означена са x, a вредност решења из претходне итерациjе са x(k−1), итеративно решење
проблема (5.19), под усвоjеним претпоставкама, у свакоj итерациjи еквивалентно може
да се запише као:
x(k) = argmin
x
{
f(x(k−1)) +
〈∇f(x(k−1)), x− x(k−1)〉+ L
2
∥∥x− x(k−1) ∥∥2 + g(x)} . (5.26)
Занемаруjући константне чланове циљне функциjе у (5.26), коjи не зависе од непознате
x, и допуњавањем до одговараjућег квадрата бинома, решење (5.26) jе еквивалентно са:
x(k) = argmin
x
{
L
2
∥∥∥∥x− (x(k−1) − 1L∇f(x(k−1))
)∥∥∥∥2 + g(x)
}
. (5.27)
Захваљуjући неjеднакости (5.25) и условима оптималности решења (5.27), у [15] jе де-
монстрирано да сигурно неће бити повећања вредности F у оригиналном проблему
минимизациjе (5.19) када се као његово решење користи резултат (5.27), са погодно
изабраном константом L, а коjи одговара минимизациjи горње границе циљне функ-
циjе F дефинисане у (5.19). Овакав поступак минимизациjе неке функциjе кроз мини-
мизациjу њене горње границе означава се и као принцип минимизациjе маjоризациjе.
Поменути услови оптималности (5.27) проистичу директно из (5.15) након израчуна-
вања субдиференциjала конструисане квадратне апроксимациjе и своде се на тврђење
да субдиференциjал конвексне функциjе g при оптималноj вредности (5.27) мора да
садржи:
−∇f(x(k−1))− L (x(k) − x(k−1)) ∈ ∂g(x(k)) . (5.28)
Када у (5.27), коме одговара функциjа f са особином (5.20), не би било функциjе g,
односно када би се решавање заснивало на итеративном алгоритму коjи у свакоj итера-
циjи користи правило x(k) = x(k−1)−αk∇f
(
x(k−1)
)
, без накнадне проjекциjе коjа постоjи
у (5.22), оптималном решењу (5.27) би одговарала вредност корака αk коjа представља
решење следећег оптимизационог проблема, добиjеног уврштавањем (5.22) у (5.26):
αk = argmin
α
{
−α ∥∥∇f(x(k−1))∥∥2 + α2 L
2
∥∥∇f(x(k−1))∥∥2} , (5.29)
чему након диференцирања на основу услова оптималности одговара константна вред-
ност корака αk = 1L . Наведено се уочава и директно на основу еквивалентне форму-
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лациjе (5.26) у (5.27), где jе фактор уз ∇f управо константа 1/L. Ако jе при томе
функциjа f изабрана као у проблему ретког кодовња (5.6), односно (5.2), а чему одго-
вара: f(γ) = 1
2
∥x − D γ ∥22, где jе за разлику од досадашњег излагања са x означена
позната вредност сигнала, а са γ непозната, док D представља унапред одређен речник,
тада се одговараjућа Липшицова константа L˜ може извести конструкциjом квадратне
горње границе глатке конвексне функциjе f по узору на (5.26), тачниjе:
f(γ) =
1
2
∥x−Dγ +Dβ −Dβ ∥22 =
1
2
∥x−Dβ −D (γ − β) ∥22
=
1
2
∥x−Dβ ∥22 − (γ − β)T DT (x−Dβ) +
1
2
∥D (γ − β) ∥22
≤ 1
2
∥x−Dβ ∥22 − (γ − β)T DT (x−Dβ) + λmax
(
DTD
) 1
2
∥ γ − β ∥22
= const. +
L˜
2
∥∥∥∥ γ − (β + 1L˜ DT (x−Dβ)
)∥∥∥∥2 , L˜ = λmax (DTD) ,
(5.30)
где jе са L˜ означена наjвећа сопствена вредност или спектрална норма матрице DTD.
На основу изведене горње границе f у (5.30), коjа jе по облику иста као и глатки
део циљне функциjе у (5.27), долази се и до оптималног правила ажурирања итератив-
ног градиjентног алгоритма у облику (5.22) за специjални случаj решавања полазног
проблема ретког кодовања са ℓ1 нормом и неортогоналним речником D, израз (5.6).
Ако се уместо ознаке β у (5.30) замени тренутна вредност ретког кода γ(k)i , а са γ
(k+1)
i
уместо ознаке γ нова вредност, при чему jе градиjент глатког дела циљне функциjе
у (5.6) одређен са: ∇f(γ(k)i ) = −DT (x − Dγ(k)i ), а за оптималну вредност корака на
сличан начин као у (5.29) усвоjи вредност L˜ из (5.30), добиjа се оптимизациони проблем
еквивалентан са (5.27), чиjе итеративно решење на основу (5.22) и (5.17), односно (5.13),
jесте:
γ
(k+1)
i = Prox (µ/L˜) ∥·∥1
(
γ
(k)
i +
1
L˜
DT
(
x−Dγ(k)i
))
. (5.31)
Тиме jе показано да на облик ретке репрезентациjе добиjен итеративним гради-
jентним алгоритмом, кроз праг оператора (5.13), заjедно утичу и избор константе µ
и карактеристике коришћеног речника, односно Грамове или кернел матрице DTD. У
случаjу проблема реконструкциjе сигнала, на месту речника налази се матрица коjа
означава линеарни оператор са коjим се врши аквизициjа сигнала, а коjи у зависности
од врсте инверзног проблема може бити лоше условљен, што успорава конвергенциjу.
Са друге стране, када су димензиjе речника превелике и ниjе могуће ефикасно одредити
наjвећу сопствену вредност DTD, одговараjућа константа коjа одговара оптималном ко-
раку градиjентног алгоритма се у свакоj итерациjи може одредити линиjском претра-
гом интервала на основу неjеднакости коjу дефинише горња граница (5.25), [15]. FISTA
алгоритам прошируjе описани итеративни поступак кроз коришћење нешто другачиjе
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почетне тачке приликом сваке итерациjе градиjентног алгоритма, чиме се постиже зна-
чаjно убрзање конвергенциjе. Тачниjе, за полазну вредност коjа се ажурира у (5.22)
узима се специфична линеарна комбинациjа претходне две тачке кроз коjе jе алгоритам
прошао, [15]. Методе сличног карактера за решавање полазног оптимизационог про-
блема (5.6) обухватаjу [23, 280] и поступке чиjе експериментално поређење jе приказано
у [94]. Наведени приступи се у већини случаjева односе на проблем ретке реконструк-
циjе сигнала, а као делимична препрека њиховоj примени у домену ретког кодовања
у контексту препознавања истиче се потреба за сталним подешавањем барем jедног
параметра, [175]. Алтернатива могу да буду оптимизационе методе засноване на не-
што другачиjоj формулациjи полазног оптимизационог проблема ретког кодовања, [84].
Нека општиjа разматрања градиjентних метода за решавање групе проблема коjоj као
специjални случаj припада и (5.6) могу се пронаћи у [185].
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У домену ретке реконструкциjе сигнала као и ретког кодовања, одређене гаранциjе
успешности решавања одговараjућег проблема ретке репрезентациjе (5.6), изражаваjу
се условима коjе би Грамова матрица DTD требало да задовољава, као нпр. у [14].
Основна претпоставка jесте да jе сигнал димензиjе m, чиjа ретка репрезентациjа се
тражи у (5.2), по природи редак у некоj адекватно изабраноj бази димензиjе p, у сми-
слу да jе броj коефициjената различитих од нуле, означен са S, значаjно мањи од
броjа атома у речнику, док jе димензионалност полазног сигнала m > S. При томе
jе у случаjу ортогоналног речника m = p, док jе много чешће m < p, што одгова-
раjући проблем чини неодређеним и лоше условљеним. У обрнутом случаjу, када би
броj мерења био већи од броjа параметара сигнала, m > p, у питању би био класичан
проблем процене параметара сигнала. Потребан услов за што бољи квалитет решења
jесте што мања корелисаност између атома у речнику, односно кернел матрица DTD
што сличниjа диjагоналноj, што jе испуњено код ортогоналних речника, али jе разно-
врсност поjединачних атома таквог речника мања, што отежава конструкциjу ретке
репрезентациjе. Описана особина речника се понекад изражава и као некохерентност,
што подразумева да неки од атома не би требало да може да се представи као ретка
репрезентациjа преосталих. Уопштење овог принципа су речници у коjима међу ато-
мима постоjе групе атома или подречници коjи одговараjу различитим класама облика
коjе описуjе посматрани сигнал, [213]. Некохерентност атома речника jе пожељна осо-
бина без обзира на врсту оптимизационог метода коjи се користи за решавање проблема
ретке репрезентациjе, али такође и без обзира на циљ ретке репрезентациjе: постизање
ненадгледане векторске квантизациjе или надгледане класификациjе у случаjу ретког
кодовања, или ретке реконструкциjе сигнала приликом решавања линеарних инверзних
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проблема. Неки од општих критериjума за успешно проналажење ретке репрезентациjе
у различитим сценариjима и применама сумирани су у [175], при чему jе истакнуто да
теориjске гаранциjе изведене за некохерентне, случаjне речнике намењене реткоj рекон-
струкциjи сигнала обично нису задовољене у случаjу научених речника. Такође, ретки
кодови израчунати на основу научених речника у општем случаjу не представљаjу jе-
динствене представе сигнала.
Формулациjа проблема ретког кодовања на основу изабраног речника у суштини
ниjе jединствена и у зависности од циља и начина решавања оптимизационог проблема
може да поприми неколико различитих облика. Облик коjи потиче из статистике и
потребе за селекциjом модела, [250], а коjи jе већ био представљен у (5.2) и (5.6) са
регуларизационом функциjом у облику ℓ1 норме вектора коjи одговара решењу опти-
мизационог проблема, jесте:
argmin
γ∈Rp
1
2
∥x−D γ ∥22 + µ ∥γ∥1 . (5.32)
Формулациjа коjа има исти смисао као и (5.1), односно претходно приказани исказ (5.32),
jесте оптимизациони проблем са ограничењем:
argmin
γ∈Rp
∥γ∥1 п.о. 1
2
∥x−D γ ∥22 ≤ ε , (5.33)
док такође постоjи и вариjанта исказа са ограничењем у облику:
argmin
γ∈Rp
1
2
∥x−D γ ∥22 п.о. ∥γ∥1 ≤ τ . (5.34)
Поред (5.32), (5.33), или (5.34), по узору на (5.1) постоjе и сличне формулациjе оптими-
зационих проблема ретке репрезентациjе засноване на коришћењу ℓ0 уместо ℓ1 норме,
али се због предности коjе у односу ℓ0 норму пружа конвексна ℓ1 релаксациjа често
користе приказани облици. Са друге стране, алгоритми за конструкциjу ретке репре-
зентациjе сигнала као што су [176, 196], или оригинална формулациjа KSVD алгоритма
за учење речника у [1] засниваjу се на основноj ℓ0 формулациjи оптимизационог про-
блема (5.33):
argmin
γ∈Rp
∥γ∥0 п.о. 1
2
∥x−D γ ∥22 ≤ ε , (5.35)
односно:
argmin
γ∈Rp
1
2
∥x−D γ ∥22 п.о. ∥γ∥0 ≤ S . (5.36)
Иако изражаваjу исту идеjу, описану у (5.1), да би постоjала еквиваленциjа између при-
казаних формулациjа неопходно jе на погодан начин изабрати вредности одговарjућих
константи, али опште пресликавање такве врсте не постоjи.
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Процес учења или обуке речника, као што jе описано на самом почетку Погла-
вља 5, подразумева да се ретко кодовање узорака у скупу за обуку одвиjа у сваком
циклусу побољшања речника. При томе, показуjе се да приказана формулациjа (5.32),
коjа се поjављуjе као део проблема ретког кодовања у оригиналном проблему учења
речника (5.2), може да се изведе и коришћењем следећег вероватносног модела. Под
претпоставком да jе речник D одређен, нека jе условна расподела сигнала:
p (x ;D | γ) ≃ e− 12 ∥x−D γ ∥22 . (5.37)
Ако се претпостави да jе априорна вероватноћа коефициjената ретке репрезентациjе
сигнала одређена са: p (γ) ≃ e−µ ∥γ∥1 , имаjући у виду да jе: p (γ ;D |x) ≃ p (x ;D | γ) p (γ),
следи да jе максимална апостериорна процена коефициjената ретке репрезентациjе
одређена са вредностима за коjе се постиже минимум следеће функциjе:
− ln p (γ ;D |x) = − ln p (x ;D | γ)− ln p (γ) , (5.38)
одакле се као решење директно добиjа полазна ℓ1 формулациjа ретког кодовања у (5.32).
Иако jе у литератури дуго времена владао став да jе управо приказани вероватносни
модел jедан од разлога за успех метода ретке репрезентаациjе заснованих на ℓ1 регулари-
зациjи, у недавноj студиjи, [114], показано jе да jе полазна претпоставка да компоненте
γ у случаjу успешне ретке репрезентациjе увек имаjу Лапласову расподелу погрешна,
у смислу да су синтетички генерисани сигнали са таквим коефициjентима чак мање
погодни за успешно решавање проблема ретке реконструкциjе, односно да успешност
коришћења ℓ1 норме ниjе директна последица Лапласовог модела тежинских коефи-
циjената и процене максималне апостериорне вероватноће. На основу експеримената
изведених у [114], утврђено jе да jе у случаjу реконструкциjе вектора чиjи елементи
односно тежински коефициjенти имаjу Лапласову расподелу, а његова димензиjа p jе
изразито висока у односу на броj мерења m, у смислу да jе m < p и да jе количник
p/m < 0.15, његова процена на основу метода наjмањих квадрата, у смислу средње ква-
дратне грешке, увек боља од било коjе ретке процене коjа захтева минималну вредност
ℓ1 норме реконструисаног вектора. Jедан од закључака [114] jесте да иако формулациjе
оптимизационих функциjа коjе произилазе из уведеног вероватносног модела (5.38) jесу
корисне за конструкциjу метода ретке репрезентациjе, саме претпоставке о облику апри-
орне расподеле на коjима почива еквиваленциjа између (5.38) и (5.32), или неког сло-
жениjег структуираног модела намењеног реткоj репрезентациjи сигнала, не мораjу да
важе, а усвоjене расподеле иако корисне за формулациjу не мораjу обавезно да предста-
вљаjу релевантне генеративне моделе тежинских коефициjената ретке репрезентациjе
сигнала.
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Алтернативна формулациjа полазног проблема (5.2) jесте и:
(D∗,Γ∗) = arg min
D, Γ
1
2
∥X−DΓ ∥2F п.о. ∥ γi ∥0 ≤ S ∀i , (5.39)
на коjоj се поред анализе KSVD алгоритма заснива и конструкциjа неколико алтерна-
тивних метода за учење речника описаних у [221]. Матрична формулациjа по узору
на (5.39), сличниjа (5.2), jесте:
(D∗,Γ∗) = argmin
D, Γ
1
2
∥X−DΓ ∥2F + µ
n∑
i=1
∥ γi ∥1 . (5.40)
У Поглављу 2.4 jе већ било указано на проблем селекциjе модела приликом процене
параметара расподела, а кроз анализу AIC критериjума (2.28) коjи фаворизуjе моделе
са мањим броjем параметара, у складу са раниjе дискутованим проблемом капацитета
модела за препознавање. Наведени принцип jе општег карактера, [218], а основна идеjа
jесте да ће се jедноставниjи модели са прихватљивим карактеристикама показати као
боља решења у минимизациjи структурног ризика у односу на моделе коjи су се прили-
ком обуке можда показали и као незнатно бољи, али чиjа сложеност jе значаjно већа.
У том смислу, ретка репрезентациjа или реконструкциjа сигнала може да се посматра и
као проблем конструкциjе модела коjи тежи избору што jедноставниjих решења наме-
њених апроксимациjи оригиналног сигнала. У домену статистике, ретка репрезентациjа
се поjавила у контексту селекциjе подскупа параметара регресионих модела, а чему од-
говара проблем селекциjе обележjа у домену препознавања облика. Jедна од првих
студиjа коjа jе показала учинковитост регуларизациjе линеарних модела засноване на
коришћењу ℓ1 норме регресионих коефициjената jесте [250].
Увођење ℓ1 регуларизатора као додатног ограничења у [250] доводи до раниjе опи-
саног ефекта сажимања и одсецања вредности регресионих коефициjената, као у (5.4),
чиме се смањењем сложености модела, односно повећањем његовог капацитета, кроз
смањење вариjансе постиже повећање тачности предикциjе, [250], а захваљуjући зна-
чаjном броjу коефициjената коjи су jеднаки нули и нису активни парамтери констру-
исаног модела такође добиjа и могућност његове интерпретациjе. Међутим пре [250],
jедна од студиjа коjа jе мотивисала [250] и у коjоj jе описана идеjа реализована на нешто
другачиjи начин била jе [32], коjа jе упркос називу са лошим асоциjациjама показала
успешност у селекциjи подскупа независних променљивих, односно регресионих обе-
лежjа. Разлика [32] у односу на [250] се поред формулациjе, коjа подразумева увођење
посебних коефициjената коjима се множе оригинални регресиони коефициjенти, огле-
дала и у услову да уведени додатни коефициjенти (коjима се ствара ефекат сажимања
и одсецања регресионих коефициjената) не буду негативни.
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За описани поступак селекциjе обележjа, коме одговара оптимизациони проблем
(5.34), у [250] jе за разлику од сличног поступка у [32] предложен лепши назив, LASSO.
Према [250] и [287], где jе предложена адаптивна вариjанта основног поступка, LASSO
представља технику регуларизациjе за истовремену процену и селекциjу параметара
коjа реализуjе два основна циља у статистичком учењу, што бољу тачност предикциjе
и откривање релевантних обележjа.
Што се тиче начина решавања оптимизационог проблема (5.32), поред већ диску-
тованих поступака у претходним поглављима, међу коjима се издваjа Поглавље 5.4,
приступи коjи су од интереса за мотивациjу оптимизационе процедуре предложене у
оквиру овог рада, у домену ретке репрезентациjе матрица прецизности, jесу и поступци
засновани на концепту скупа активних променљивих, описани у Прилогу 2, коjи се
могу означити као алгоритми потраге или селекциjе параметара модела, у коjе спада
и процедура предложена у оригиналноj статистичкоj формулациjи LASSO проблема
у [250].
Као што jе показано у Прилогу 2, услов оптималности одређуjе коjе променљиве или
тежински коефициjенти у свакоj итерациjи оптимизационе процедуре наjвише наруша-
ваjу квалитет апроксимациjе коjа се постиже са ретком представом сигнала у датом
речнику, што их кандидуjе за чланове скупа активних променљивих, или активног
скупа, у коме се налазе индекси променљивих чиjе вредности се оптимизуjу у датоj
итерациjи алгоритма, док су вредности свих преосталих коефициjената jеднаке нули.
Тако се кроз итерациjе повећава броj елемената активног скупа, односно тежинских
коефициjената ретке апроксимациjе полазног сигнала чиjа вредност ниjе нула и коjи су
у том смислу активни елементи конструисане апроксимациjе, при чему свако додавање
нових чланова доприноси даљем смањењу укупне грешке апроксимациjе. Када броj
елемената активног скупа достигне унапред дефинисану вредност, или jе грешка мања
од дефинисаног прага, процедура се прекида.
Са друге стране, у основноj вариjанти итеративне LASSO процедуре описане у [250],
занемаруjући значаjне разлике у начину оптимизациjе у односу на OMP алгоритам,
[196], представљен у Прилогу 2, такође постоjи концепт активног скупа коjи се по-
степено допуњава, а коjи садржи индексе линеарних неjеднакости коjе поjединачна
решења из претходних итерациjа нису задовољавала, па jе било потребно да се након
сваке итерациjе укључе у даљу оптимизациjу као скуп додатних ограничења оптими-
зационог проблема у облику линеарних неjеднакости. Како у таквоj итеративноj шеми
броj елемената активног скупа стално расте, после неког времена се поjављуjе решење
коjе више не нарушава услов оптималности, исказан кроз максималну дозвољену вред-
ност ℓ1 норме решења, што ће у случаjу да ретко решење постоjи бити пре него што
активни скуп буде садржао све могуће неjеднакости, видети [250]. Међутим, као jедна
150 Осврт на неке аспекте ретке репрезентациjе сигнала
од вариjанти основне процедуре у [250], предложен jе и поступак у коме jе остављена
могућност да нека од неjеднакости напусти активни скуп ако након оптимизациjе у по-
сматраноj итерациjи више ниjе близу да наруши услов оптималности дефинисан у [250].
Истакнуто jе да таква хеуристика доприноси ефикасности дате процедуре у [250].
LARS алгоритам, предложен у [87], такође решава LASSO проблем селекциjе параме-
тара модела коjи наjбоље доприносе предикциjи, али на начин сличан OMP алгоритму,
кроз итеративну селекциjу атома речника коjи су наjсличниjи сигналу, односно у стати-
стичкоj терминологиjи, кроз избор предиктора коjи имаjу наjвећу корелациjу са измере-
ним одзивом. Неки елементи LARS алгоритма су детаљниjе дискутовани у Прилогу 2,
али jедан од главних резултата [87] jесте да су процедура предложена за решавање
LASSO у [250] и неортогонална вариjанта OMP, описана у [87] као jедан од основних
начина за селекциjу модела, само специjални случаjеви LARS алгоритма, [87]. Аспект
LARS алгоритма коjи jе нарочито занимљив у контексту овог рада jесте коришћење
идеjе активног скупа, при чему за разлику од OMP постоjи могућност да елементи
уколико jе потребно напусте скуп, видети Прилог 2.
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6 Ретка репрезентациjа матрица прецизности у моде-
лима за статистичко препознавање облика заснова-
ним на Гаусовим смешама
У раду [40] конструисан jе нови метод за апроксимациjу инверзних ковариjансних
матрица обележjа у моделима за статистичко препознавање облика заснованим на Га-
усовим смешама (скраћено GMM). Ове матрице се у датом контексту, као што jе већ
истакнуто у Поглављу 3.3 и 3.1.2, означаваjу и као матрице прецизности, а њихова
структура и своjства описуjу облик Гаусових функциjа (3.11), односно компоненти коjе
чине одговраjуће Гаусове смеше (3.76). Смешама се апроксимираjу условне расподеле
(веродостоjности) коjе су присутне у систему за препознавање, израз (3.77), а коjе мо-
делуjу различите категориjе или стања од интереса.
Предложени метод у [40] заснива се на концепту ретке репрезентациjе сигнала и
подразумева да се за арпоксимативну представу поjединачних матрица прецизности
у оригиналним Гаусовим смешама користи њихова ретка репрезентациjа у наученом
матричном речнику. У квалитативном смислу представља проширење раниjе уведене
фамилиjе модела за апроксимациjу инверзних ковариjансних матрица Гаусових смеша,
а чиjа одлика jесте да се у сврху апроксимациjа поjединачних компоненти Гаусових
смеша конструишу наменски векторски потпростори. Насупрот таквим приступима,
предложени метод се заснива на моделу ретке репрезентациjе матрица прецизности у
наученом редундантном речнику. Елементи речника су симетричне матрице коjе не мо-
раjу да буду дефинитне и представљаjу генераторни скуп, али не и базу одговараjућег
векторског простора у коме се налазе све симетричне матрице исте димензиjе. Кое-
фициjенти апроксимативне репрезентациjе или представе сваке инверзне ковариjансе,
односно матрице прецизности, као и пратећи речник матрица, односно редундантни
или генераторни скуп матрица у коме се тражи оптимална ретка представа поjеди-
начних матрица прецизности, оптимизуjу се или уче кроз минимизациjу одговараjућег
функционала. Прва компонента одговараjуће критериjумске функциjе jесте информа-
ционо растоjање између оригиналних Гаусових смеша (придружених различитим кате-
гориjама у систему за препознавање) и њихових апроксимациjа, док друга компонента
циљне функциjе представља регуларизатор или поправку у облику функциjе коjа под-
стиче мали броj тежинских коефициjената различитих од нуле приликом апроксимациjе
сваке од оригиналних матрица прецизности, односно подстиче ретку репрезентациjу
инверзних ковариjансних матрица у наученом речнику састављеном од симетричних
матрица. Тиме се, кроз конструисани критериjум оптималности, истовремено постижу
оба циља дефинисана минимизациjом енергиjског функционала (5.1).
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У општем случаjу jедан од главних мотива за разматрање апроксимациjа GMM-ова
jесте редукциjа сложености система за статистичко препознавање облика коjи за моде-
ловање неодређености користе смеше, али циљ апроксимациjе може да буде и редукциjа
броjа параметара коjе jе потребно одредити приликом обуке модела, односно смеше,
чиме се при истоj количини опсервациjа обезбеђуjе бољи квалитет њихове процене. Без
обзира на начин апроксимациjе, као основни мотив за апроксимациjу Гаусових смеша
у наставку излагања биће разматрана редукциjа сложености, а под претпоставком да
jе обука оригиналних смеша у систему за препознавање унапред завршена, што под-
разумева одређивање оптималног броjа компоненти придружених свакоj од смеша и
процену њихових параметара.
Иако референтни SPAM и предложени SPTM модел представљаjу моделе за апрок-
симациjу компоненти Гаусових смеша у системима за препознавање облика заснованом
на GMM, технички гледано оба модела као резултат генеришу апроксимациjе инвер-
зних ковариjансних матрица или матрица прецизности коjе описуjу облик поjединач-
них Гаусових компоненти. Стога ће приликом излагања често бити коришћен термин:
апроксимациjа или репрезентациjа матрица прецизности, под чиме се подразумева
да су улазни подаци модела за апроксимациjу оригиналне ковариjансне матрице Гаусо-
вих компоненти, а краjњи резултат тежински вектори коjи представљаjу апроксимациjе
њихових инверзиjа у наученоj бази или речнику.
Разлог за избор ретке репрезентациjе као начина за апроксимациjу матрица преци-
зности Гаусових смеша, уместо алтернативног приступа коjи би се заснивао на апрок-
симативноj представи матрица прецизности у наученом потпростору симетричних ма-
трица, jесте мања сложеност приликом коришћења ретких апроксимациjа конструи-
саних у наученом речнику у поређењу са апроксимациjама коjе нису ретке, а констру-
исане су у наученом потпростору. Како би описани различити начини апроксимациjе
били упоредиви, подразумева се да приликом поређења оба приступа постижу прибли-
жно исти квалитет апроксимациjе поjединачних компоненти GMM-ова коjи постоjе у
посматраном систему за препознавање. Такође, како би мања сложеност ретке репре-
зентациjе дошла до изражаjа, неопходна полазна претпоставка jесте и да jе у систему
присутан велики броj Гаусових компоненти, чему наjчешће одговараjу проблеми препо-
знавања са великим броjем стања.
У том смислу, под наведеним претпоставкама, модел за ретку апроксимациjу Гау-
сових смеша предложен у [40] постиже бољи компромис између укупне грешке апрок-
симациjе Гаусових компоненти и рачунске, односно мемориjске сложености коришћења
таквих апроксимациjа уместо оригиналних Гаусових смеша. Под тиме се подразумева
поређење са постоjећим приступима за апроксимациjу GMM-ова у системима за ста-
тистичко препознавање облика, као што су методе засноване на репрезентациjи или
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представи матрица прецизности у оптимално конструисаном потпростору симетричних
матрица.
Потребно jе такође истаћи да jе ретку апроксимациjу матрица прецизности у систе-
мима за препознавање заснованим на GMM могуће постићи само под претпоставком
да jе природа разматраног проблема препознавања таква да обележjа коjа се кори-
сте за конструкциjу система за препознавање поседуjу ретку структуру или „своjство
реткости”, описано у Поглављу 5, а што омогућава ретку репрезентациjу матрица пре-
цизности коjе дефинишу облик компоненти Гаусових смеша, односно примену апрок-
симативног модела предложеног у [40]. Описана могућност ретке репрезентациjе или
представе свих матрица прецизности коjе фигуришу у систему за препознавање подра-
зумева одређивање ретких тежинских вектора (придружених поjединачним матрицама
прецизности) на такав начин да се умањи информациони губитак коjи са собом доноси
процес апроксимациjе коришћењем заjедничког речника, односно на такав начин да се
минимизуjе информационо растоjање апроксимациjа у односу на оригиналне Гаусове
компоненте. Ретки вектори са коjима се апроксимираjу оригиналне матрице преци-
зности поседуjу значаjно мањи броj тежинских коефициjената коjи су различити од
нуле у поређењу са векторима модела коjи постиже исти квалитет апроксимациjе, али
jе заснован на апроксимациjи у векторском потпростору. Међутим, димензиjа ретких
вектора може бити већа од димензиjе поменутог потпростора, а као последица редун-
дантне природе речника коjи се користи за оптималну ретку репрезентациjу матрица.
Као што jе већ истицано, додатни предуслов коjи обезбеђуjе већу учинковитост ретке
репрезентациjе у односу на моделе за апроксимациjу у потпростору jесте претпоставка
о великом укупном броjу Гаусових компоненти коjе постоjе у посматраном систему за
препознавање, а коjе jе потребно користити приликом израчунавања вероватноћа стања
при евалуациjи сваког новог упита.
Предложени модел за ретку репрезентациjу и одговараjући метод за његову кон-
струкциjу су експериментално упоређивани са решењима заснованим на SPAM (енгл.
Subspace Precision and Mean) моделу. SPAM представља релевантну инстанцу тренутно
актуелних модела за апроксимациjу GMM заснованих на учењу потпростора, односно
апроксимативноj репрезентациjи или разлагању матрица прецизности GMM на мањи
броj градивних компоненти у потпростору чиjа димензиjа jе мања у односу на пола-
зни простор симетричних матрица у коме се налазе оригиналне матрице прецизности.
Димензиjа оригиналног простора jе условљена димензионалношћу одговараjућих ко-
вариjансних матрица, односно димензиjом одговараjућег простора обележjа. Поређење
перформанси модела и упоредна анализа метода за њихову конструкциjу jе реализована
коришћењем матрица прецизности коjе фигуришу као параметри GMM у систему за
аутоматско препознавање говора (ASR), као и групом нумеричких експеримената са по-
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себно конструисаним скупoвима вештачки, односно синтетичких генерисаних података
са конструктивно обезбеђеним карактеристикама коjе погодуjу реткоj репрезентациjи,
како би се у датом случаjу када разматрани проблем препознавња сигурно задовољава
раниjе поменуте претпоставке додатно истакла предност апроксимациjе GMM засно-
ване на реткоj репрезентациjи матрица у редундантном речнику.
6.1 Мотивациjа за ретку апроксимациjу матрица прецизности
Многи системи за статистичко препознавање облика користе GMM како би описали
присутну неодређеност у неком проблему препознавања. Иако практичнне имплемен-
тациjе таквих система често користе GMM са диjагоналним ковариjансама, односно
матрицама прецизности, у последњем периоду постоjе броjна побољшања у правцу сло-
жениjег моделовања ковариjанси и њихових инверзиjа, а са циљем да корелациjе између
обележjа остану очуване у већоj мери у односу на случаj диjагоналних матрица. Ово по-
менуте приступе моделовању чини ефикасниjим у очувању информационог садржаjа у
односу на диjагоналне апроксимациjе, али истовремено и бољим у односу на стандардни
приступ са пуним ковариjансним матрицама - у смислу мање рачунске и мемориjске
сложености у раду система, али и могућности робусниjе процене параметара модела
приликом обуке система.
Већина побољшања у моделовању GMM jе произашла из потребе за повећањем ефи-
касности система за препознавање говора, [9, 76, 140]. Међутим, постоjе и друге области
препознавања облика као што су препознавање писаног текста [19, 47, 115], или препо-
знавање сцена у слици [131, 134], у коjима се такође користе GMM са великим броjем
компоненти са пуним ковариjансним матрицама, што поставља питање ефиксасноти
одговараjућих израчунавања приликом њиховог коришћења. Стога су апроксимациjе
коjе могу да утиче на смањење рачунске или мемориjске сложености GMM система, уз
очување информационог садржаjа матрица прецизности, корисне.
Некe од првих приступа смањењу сложености GMM представљаjу MLLT модели
у [112] и полу-везане (енгл. semi-tied) ковариjансе у [107], код коjих jе постигнуто да
смањење сложености за разлику од диjагоналних модела не утиче толико на коначну
грешку апроксимациjе између GMM са пуним ковариjансама и апроксимативног мо-
дела, а тиме и на тачност препознавања. У MLLT моделима, [112], пре формирања
GMM сачињеног од диjагоналних ковариjанси, подаци се трансформишу помоћу не-
сингуларне матрице A, коjа се добиjа као процена максималне веродостоjности. На
сличан начин jе предложен и EMLLT модел у [191].
Идеjа EMLLT jесте да се матрице прецизности Pj свих Гаусових компоненти у не-
ком GMM ситему за препознавање налазе у матричном потпростору коjи разапиње
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K симетричних матрица ранга 1, где jе d ≤ K << N , при чему jе d димензиjа про-
стора обележjа, а N = d(d+ 1)/2 димензиjа простора d-димензионалних симетричних
матрица, односно Pj =
∑K
k=1 λ
j
k ak a
T
k , где jе j индекс одговараjуће матрице. Тежин-
ски коефициjенти λjk не мораjу да буду позитивни као код MLLT модела, [191], а jедино
ограничење за λjk и базу
{
aka
T
k
}K
k=1
са елементима ранга 1 jесте да су за свако j инверзне
ковариjансне матрице Pj позитивно дефинитне, односно да jе Pj ≻ 0.
Првобитно предложени MLLT модел може да се посматра и као специjалан случаj
EMLLT модела када jе K = d и када су тежински коефициjенти λjk искључиво пози-
тивни, пошто jе Pj = ATΛA, A ∈ RK×d, где jе са ak означена k-та колона матрице AT ,
при чему важи да jе ковариjансна матрица узорака након MLLT трансформациjе са ма-
трицом A одређена са: Σˆj = AΣ¯AT . EMLLT jе даље уопштаван, чиме jе добиjена група
модела коjи се означаваjу скраћеницом SPAM (енгл. Subspace Precision and Mean), а
коjа jе нашла примену у препознавању говора [10, 264], као и у on-line препознавању
кинеских писаних карактера у [270] (словни карактери се пишу електронском оловком,
тако да се као улазни податак за препознавање добиjа бинарна слика, а не скенирани
текст, чему бу одговарао режим off-line препознавања). Идеjа SPAM модела jесте да се
K димензионални векторски простор у коме леже све матрице прецизности Pj разапне
са симетричним матрицама Sk димензиjе d, тако да jе Pj =
∑D
k=1 λ
j
kSk, где jе ограничење
коjе се поставља приликом одређивања оптималних вредности λjk ∈ R и {Sk}Dk=1, да су
апроксимациjе инверзних ковариjансних матрица позитивно дефинитне, односно да jе
Pj ≻ 0, за свако j. Такође jе могуће уочити да EMLLT представља специjалан случаj
SPAM модела код кога jе Sk = ak aTk .
Циљна функциjа коjа се формира приликом конструкциjе SPAM модела jе као и
у случаjу EMLLT модела у основи KL дивергенца између оригиналних или полазних
GMM (без апроксимациjа параметара поjединачних компоненти) и њихових апрокси-
мациjа или циљаних модела коjи уводе апроксимативну представу параметара GMM.
С обзиром да стварна KL дивергенца између смеша ниjе аналитички изводљива, [124],
за формулациjе оптимизационих процедура намењених процени параметара модела за
апроксимациjу GMM, као и одговараjућа поређења различитих метода, користе се
апроксимациjе израза за KL дивергенцу између расподела коjе описуjу оригинални
GMM-ови и конструисане апроксимациjе истих. Тако ће током излагања бити пока-
зано да се код формулациjа процедура за процену параметара модела коjе полазе од
максимизациjе веродостоjности непознатих параметара, са повећањем броjа узорака
формулисани проблеми процене асимптотски своде на минимизациjу одговараjућих KL
дивергенци између прве расподеле коjа jе дефинисана оптималним вредностима па-
раметара и друге расподеле коjу дефинишу њихове тренутне процене, Прилог 3. Са
друге стране, саме KL дивергенце између поjединачних Гаусових смеша и њихових
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апроксимациjа биће апроксимиране као суме поjединачних KL дивергенци између па-
рова одговараjућих Гаусових компоненти коjе припадаjу оригиналним смешама и њи-
ховим апроксимациjама. Дакле, као што ће детаљниjе бити дискутовано и у наставку,
еквивалентне процедуре обуке jе могуће конструисати на различите начине. Полазећи
директно од формулациjа коjе теже минимизациjи одговараjућих информационих ра-
стоjања (суме KL дивергенци Гаусових компоненти смеша коjе фигуришу у систему
за препознавање, одређених изразом (4.6), или еквивалентно суме одговараjућих Бур-
гових матричних дивергенци (4.17)), али и индиректно полазећи од критериjума коjи
максимизуjе веродостоjност процена, односно као што jе истакнуто у [191] полазећи од
максимизациjе помоћне функциjе (3.84) коjа jе део M−корака општег EM алгоритма.
У [10] jе показано да SPAM модел у поређењу са дотадашњим приступима за апрок-
симациjу GMM постиже мању грешку апроксимациjе при истоj сложености. Из на-
веденог разлога, као и због начина конструктивног решења апроксимациjа матрица
прецизности у SPAM моделу, у сврху поређења са моделом коjи jе предложен у оквиру
овог радa, односно у [40], изабрана jе jедна од новиjих вариjанти SPAM модела, пред-
стављена у [270], а коjа почива на основноj SPAM формулациjи предложеноj у [10].
Стога ће се у наставку излагања са скраћеницом SPAM означавати вариjанта модела
описана у [270].
Нови модел за апроксимациjу GMM коjи jе предложен у [40] и означен са скраће-
ницом SPTM (енгл. Sparse Precision Tying Model), чиме jе кроз назив модела истакнут
начин „везивања” матрица прецизности приликом апроксимациjе GMM, а по узору на
одговараjући термин уведен у [107], за циљ има да се постигне ретка репрезентациjа
инверзних ковариjансних матрица у GMM систему за препознавање, а како би се ис-
користиле предности коjе нуди представа матрица прецизности са мањим броjем гра-
дивних елемената у односу на моделе за апроксимациjу засноване на конструкциjи пот-
простора, као што jе SPAM. Ретко кодовање или репрезентациjа матрица прецизности
коjе дефинишу смеше jе могуће само у случаjевима када jе испуњена претпоставка да
скуп инверзних ковариjанси {Pj | j = 1, . . . ,M} коjе се користе у GMM систему поседуjе
ретку структуру или „своjство реткости”. У том случаjу, у поређењу са алтернативним
SPAM моделом, а под условом да jе броj матрица или Гаусових компоненти M коjе
постоjе у систему за препознавање релативно велики, применом новог модела могуће
je постићи бољи компромис између што мање грешке апроксимациjе смеша са jедне
стране, и што мањих рачунских и мемориjских захтева приликом коришћења констру-
исаних апроксимациjа са друге стране, при чему се одговараjуће грешке апроксимациjе
изражаваjу као KL дивергенце између оригиналних модела са пуним ковариjансама и
њихових апроксимациjа. У том смислу основна мотивациjа за разматрање ретке репре-
зентациjе матрица прецизности Гаусових смеша jесте потенциjални добитак коjи при
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великом броjу Гаусових компоненти у систему за препознавање са собом носи ретка
апроксимациjа, а коjи се у зависности од потребе огледа у бољм квалитету апроксима-
циjа или насупрот томе редукциjи сложености.
Могућа интерпретациjа претпоставке о „реткости” сигнала подразумева да све ма-
трице прецизности Pj припадаjу некоj врсти многострукости димензиjе s уроњене у
векторски простор RN , где jе са N = d(d+ 1)/2 означена димензионалност векторског
простора одговараjућих симетричних матрица, а s jе броj значаjно мањи од N .
Упоредо са новим моделом у [40] jе формулисана и одговараjућа оптимизациона
процедура коjа води ка реткоj апроксимациjи матрица прецизности. Сврха оптими-
зациjе jе да се научи редундантни генераторни (енгл. overcomplete) речник {Sk}Dk=1,
[88, 92], односно процене вредности параметара коjи дефинишу његове елементе или
атоме, како би се коришћењем речника постигла оптимална ретка репрезентациjа сваке
од матрица прецизности из скупа {Pj}Mj=1, а што подразумева да се одреде оптималне
вредности тежинских коефициjената λjk. Речник и избор коефициjената за сваку од
матрица Pj треба да буде такав да ретка репрезентациjа омогући минимизациjу раниjе
описаног енергиjског функционала (5.1). У случаjу када jе броj матрица Pj у GMM
систему велики, постигнута ретка представа нуди одређене предности у погледу ефика-
сности евалуациjе нових упита приликом рада система за препознавање, а што jе била
и наjчешћа мотивациjа за конструкциjу раниjе предлаганих модела за апроксимациjу
GMM.
Скуп {Sk}Dk=1 представља генераторни речник ако његови елементи генеришу еле-
менте RN , али нису линеарно независни. Основна претпоставка, да матрице {Pj}Mj=1
поседуjу поменуто своjство реткости у неком скупу {Sk}Dk=1, подразумева да за свако j
међу одговараjућим тежинским коефициjенатима λjk постоjи релативно мали броj оних
коjи нису нула. Како би се постигла ефикасна ретка репрезентациjа, такође се подра-
зумева да jе речник редундантан, односно да jе D и до неколико пута веће од N .
Критериjум коjи се оптимизуjе приликом конструкциjе предложеног SPTM модела
jе настао проширивањем формулациjе коjа jе оригинално коришћена као циљна функ-
циjа приликом конструкциjе SPAM модела. Додавањем члана у облику регуларизаци-
оне функциjе коjа индукуjе ретку структуру тежинских коефициjената решења, као и
заменом базе векторског простора (у коме се тражи оптимална представа) са наученим
редундантним речником, добиjа се нова циљна функциjа за предложени SPTM модел.
Оваква формулациjа фаворизуjе мали броj тежинских коефициjената различитих од
нуле у репрезентациjи сваке инверзне ковариjансне матрице, али истовремено задржава
и довољно мало растоjање (у информационом смислу) између оригиналних смеша коjе
користе оригиналне матрице и резултуjуће апроксимациjе са матрицама израженим у
облику ретке линеарне комбинациjе атома наученог речника.
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Коришћењем ℓ1 уместо ℓ0 норме као регуларизатора тежинских коефициjената (∥x∥0
представља броj коефициjената различитих од нуле у вектору x ∈ Rn, док ∥x∥1 одговара
конвексноj релаксациjи ℓ0), а под претпоставком да одговараjући речник већ постоjи,
односно да jе у одређеноj мери научен и у том смислу у датом тренутку непроменљив,
биће обезбеђено да jе оптимизациони проблем ретког кодовања матрица прецизности
у датом речнику, а коjи одговара предложеном SPTM моделу, конвексан у односу на
Λj коjе означаваjу тежинске коефициjенте ретке репрезентациjе сваке од M матрица
прецизности, Λ = {Λj| j = 1, . . . ,M}, чиме се долази до оптималног решења Λ∗.
У складу са стандардним приступом учењу речника описаним у Поглављу 5, у [40]
jе конструисана одговараjућа процедура за обуку SPTM модела, коjа се као и у (5.1)
састоjи од два наизменична корака коjа се циклично понављаjу:
а) одређивање оптималног речника {Sˆk}Dk=1 на основу почетног {Sˆ
0
k}
D
k=1,
сматраjући тренутно Λ непроменљивим
б) одређивање оптималног Λ∗, сматраjући тренутну верзиjу речника
непроменљивом.
Иако се у описаном поступку долази до оптималних вредности у сваком од наизменич-
них корака, поjединачна решења заjедно посматрано не представљаjу глобални оптимум
полазног проблема учења речника и ретке репрезентациjе матрица прецизности, па се
у том контексту читава процедура може окарактерисати као субоптимална у општем
смислу.
У случаjу система за препознавање заснованог на GMM код кога jе количник M/d,
између укупног броjа Гаусових компоненти у систему, означеног са M , и димензиjе
простора обележjа, вредности d, довољно велики, предложени SPTM модел (под усло-
вом да ретка репрезентациjа постоjи) омогућава постизање ефикасниjег везивања (енгл.
tying) параметара Гаусових компоненти у односу на SPAM модел, [40], у смислу раниjе
описаног компромиса између квалитета апроксимативне представе или репрезентациjе
(коjи директно одговара тачности препознавања) и сложености израчунавања.
Поред скупа ASR података на коме ће у Поглављу 6.5.1 бити упоређивани SPTM
и SPAM модели, у Поглављу 6.5.2 ће такође бити представљени и резултати нумерич-
ких експеримената са посебно конструисаним вештачким или синтетичким подацима у
коjима jе симулирано поменуто „своjство реткости”, како би се додатно истакле могућ-
ности предложене ретке апроксимациjе матрица прецизности у GMM систему. У обе
групе експеримената када jе количник M/d био довољно велики, примена предложеног
SPTM модела jе дала боље резултате у односу на SPAM.
Недавно су обjављене jош неке студиjе, видети [206, 207, 208], [44], у коjима jе разма-
трана примена модела за апроксимациjу GMM заснованих на репрезентациjи или пред-
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стави параметара Гаусових компоненти у заjедничком или дељеном векторском пот-
простору. Међутим циљ наведених студиjа jе делом био другачиjи и шири од анализе
могућег компромиса између квалитета репрезентациjе и рачунске сложености апрок-
симациjа Гаусових смеша. Наиме, основни циљ jе било побољшање GMM система за
препознавање говора кроз редукциjу укупног броjа параметара модела коjе jе потребно
проценити приликом почетне обуке система, а разматрани су и проблеми препознавања
говорника и адаптациjе система за препознавање говора коришћењем већ обучених си-
стема за друге jезике. Главна разлика у односу на претпоставке упоредне анализе коjа
jе спроведена између SPTM и SPAM модела у овом раду, а коjа полази од претпоставке
да су параметари GMM већ унапред одређени током процеса обуке, jесте што jе мо-
деловањем или увођењем апроксимациjа у наведеним студиjама покушано да се пре
обуке полазног или почетног GMM у старту редукуjе броj параметара у систему за
препознавање, а чиме се са истом количином података за обуку омогућава формирање
сложениjих модела. Тако jе у [206] предложен SGMM модел у коме се условне распо-
деле (под)стања моделуjу као GMM са дељеним Гаусовим компонентама, а одговараjући
параметри коjи дефинишу сваку од (под)смеша представљени су у заjедничком вектор-
ском потпростору знатно мање димензиjе. На оваj начин, приликом инициjалне процене
дељених параметара могуће jе користити и додатне тзв. out-of-domain податаке из дру-
гих jезика, што омогућава ефикасно вишеjезично препознавање говора и адаптациjу.
Наведено jе могуће пошто дељени параметри у SGMM нису претерано зависни од спе-
цифичног jезика, [44], већ одговараjу ограничењима коjе приликом изговора поставља
људски вокални тракт.
Идеjа о реткоj репрезентациjи матрица прецизности као начину за убрзавање си-
стема за препознавање облика заснованих на Гаусовим смешама ниjе у потпуности нова.
У недавноj студиjи, [138], предложен jе модел за ретку апроксимациjу матрица преци-
зности у GMM системима за препознавање говора. Међутим, за разлику од модела
предложеног у овом раду, метод у [138] апроксимациjе конструише на другачиjи начин,
кроз ретку репрезентациjу сопствених вектора матрица прецизности, односно оригинал-
них ковариjансних матрица коjе као последица симетриjе имаjу исте сопствене векторе.
У том случаjу апроксимациjе представљаjу ретку линеарну комбинациjу марица ранга
jедан, а не ретке линарне комбинациjе симетричних матрица из наученог скупа, а што
по узору на SPAM jесте принцип конструкциjе апроксимациjа у предложеном SPTM.
Додатно, дељени параметри у [138] су вектори, а у [40] матрице, али у оба случаjа
информациони критериjум почива на принципу минимума дискриминативне информа-
циjе, оличеног у критериjуму коjи минимизуjе KL дивергенцу нормалних расподела.
Остатак Поглавља 6 организован jе на следећи начин: у Поглављу 6.2 представљен
jе SPAM модел, у Поглављу 6.3 SPTM модел, а резултати експеримената и упоредне
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анализе изложени су у Поглављима 6.4 и 6.5.
Што се тиче нотациjе у наставку Поглавља 6, ако другачиjе ниjе наглашено, са
знаком ˆ изнад одговраjућег симбола биће означене процене или апроксимациjе одго-
вараjућих величина, а са знаком ¯ изнад симбола (само у случаjевима када jе знак
присутан) њихове оригиналне вредности (односно за означавање оригиналних вредно-
сти ће понекад бити коришћени и симболи без ¯). Додатно, одговараjући броjеви или
словни симболи у индексу или изложиоцу (са или без коришћења малих заграда) озна-
чаваjу индексе, а не операциjу степеновања или диференцирања, ако другачиjе ниjе
посебно наглашено.
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6.2 Референтни SPAM модел
Код SPAM модела [10, 264, 270], инверзне ковариjансе P(j)l димензиjа d× d за свако
j = 1, . . . , Q, сачињаваjу одговараjући GMM са l = 1, . . . ,Mj компоненти и предста-
вљене су са скупом симетричних матрица ΨK = {Sk| k = 1, . . . , K}, коjи разапиње
векторски потпростор димензиjе K простора RN , d × d симетричних матрица, где jе
N = d(d+ 1)/2. Вредност Q представља броj класа или категориjа у систему, а Mj
укупан броj компоненти у одређеноj Гаусовоj смеши индексираноj са j, где су Σ(j)l одго-
вараjуће ковариjансне матрице смеше j, а P(j)l = (Σ
(j)
l )
−1 њихове инверзиjе, поjединачно
индексиране са l. Полазна претпоставка SPAM модела jесте да су елементи Sk базе ΨK
симетричне матрице, али ниjе неопходно и да буду позитивно дефинитне.
У сврху jедноставниjег излагања, индексирање матрица у скупу {P(j)l | j = 1, . . . , Q;
l = 1, . . . ,Mj} биће промењено у {Pj| j = 1, . . . ,M}, тако да важи да jе M =
∑Q
j=1Mj.
Након промене начина индексирања, свака инверзна ковариjансна матрица Pj може
да се представи, односно да се апроксимира са елементима скупаΨK коришћењем SPAM
модела као:
Pˆj =
K∑
k=1
λjk Sk , (6.1)
где су Λj =
(
λj1, . . . , λ
j
K
)T ∈ RK тежински коефициjенти придружени апроксимациjи Pˆj
матрице прецизности Σ¯−1j са индексом j.
Као што jе већ поменуто у уводу, за матрице Pˆj jе неопходно да буду позитивно
дефинитне, односно да задовољаваjу услов Pˆj ≻ 0.
Узимаjући у обзир усвоjену SPAM апроксимациjу матрице прецизности, одређену из-
разом (6.1), као и раниjе изведени облик квадратне дискриминантне функциjе у (3.68)
и (3.69), односно први случаj квадратне дискриминантне функциjе разматран у Та-
бели 3.1, уочава се да се приликом рада система за статистичко препознавање облика
(заснованог на описивању класно зависних условних расподела обележjа коришћењем
модела на бази смеша у облику GMM) као кључни корак пре класификациjе сваког
новог узорка x израчунаваjу вредности следећих израза у облику квадратних дискри-
минанти (3.69) за свако j ∈ {1, . . . ,M}, односно за сваку Гаусову компоненту у систему:
ln p˜(x| θˆj) = bj + xT lj +
K∑
k=1
λjk fk , (6.2)
где су, на основу одговараjућих израза за поjединачне компоненте квадратне дискри-
минанте у првоj врсти Табеле 3.1, уведене величине у (6.2) одређене са:
bj = ln πˆj +
1
2
ln det Pˆj − 1
2
µˆTj Pˆj µˆj, lj = Pˆj µˆj , и fk = −
1
2
xT Sk x.
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У jедначини (6.2) симбол θˆj се користи да означи параметре Λj и ΨK одговараjућег
SPAM модела коje jе потребно проценити (научити) током обуке (тренинга) кроз оп-
тимизациjу усвоjеног критериjума оптималности, а µˆj и πˆj означаваjу процене средње
вредности одговараjуће Гаусове компоненте са индексом j и њеног удела у одговараjу-
ћоj Гаусовоj смеши коjоj компонента ексклузивно припада на начин приказан у (3.76),
при чему jе дата смеша придружена некоj од раниjе поменутих Q класа коjе постоjе
у систему за препознавање и описуjе могуће вредности обележjа узорака посматране
категориjе. Иако jе израз (6.2) намерно записан у форми логаритма веродостоjности
параметара Гаусове компоненте, односно као ln p˜(x| θˆj), вредност (6.2) стриктно гледано
то ниjе, jер на вредност израза поред веродостоjности параметара посматране компо-
ненте утиче и њен удео у одговараjућоj смеши, одакле и потреба да се приликом записа
користи знак .˜ Међутим, тумачење израза (6.2) као логаритма веродостоjности ће бити
од користи приликом формулациjе одговараjућег оптимизационог проблема за процену
параметара SPAM модела коjим се апроксимираjу Гаусове смеше.
Чланови bj и lj у (6.2) могу да се израчунаjу унапред и чуваjу у мемориjи за свако
j како би се по потреби изнова користили, с обзиром да не зависе од вредности но-
вог упита x ∈ Rd коjи jе потребно препознати, док jе израчунавање члана fk, где jе
k = 1, . . . , K, потребно само jеданпут за сваку нову опсервациjу у облику вектора x,
пошто се вредности fk деле између свих Гаусових компоненти j за неко одређено x,
односно исте вредности fk се користе приликом израчунавања вредности сваке од лога-
ритмованих „веродостоjности” ln p˜(x| θˆj), коjе одговараjу различитим Гаусовим смешама
и категориjама.
Рачунска сложеност препознавања коришћењем квадратних дискриминантних функ-
циjа и GMM jе кратко дискутована у Поглављу 3.2.4. Сложеност апроксимациjе GMM
у облику референтног SPAM модела може да се процени на основу укупног броjа опе-
рациjа множења у изразу (6.2). Оваj броj представља збир два независна дела:
1) сабирка коjи одговара трошку почетног израчунавања fk, само jеданпут за
сваки нови упит x ∈ Rd; и
2) сабирка коjи описуjе трошак израчунавања по свакоj Гаусовоj компоненти, а
коjи се односи на преостало израчунавање у изразу (6.2).
Методологиjа коjа се користи за процену сложености jе описана у [9] и делимично се
разликуjе од методологиjе коришћене у [270]. Наиме, у студиjи [270], коjа jе у овом раду
усвоjена као референтна за конструкциjу SPAM апроксимациjе, прављена jе дистинк-
циjа између скаларног производа и скаларног множења, а такође jе разматран и броj
скаларних и векторских сабирања. Међутим, приликом дефинисања процене сложено-
сти дата jе предност методу из [9], с обзиром да омогућава jедноставниjе, али подjеднако
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ефикасно поређење предложеног SPTM модела са референтним SPAM моделом. Као
резултат, укупна рачунска сложеност SPAM апроксимациjе у функциjи параметера d,
M и K израчунава се као:
NSPAM = K d (d+ 1) /2 + M (d + K) , (6.3)
док jе процена одговараjуће мемориjске сложености одређена са:
MSPAM = K d (d+ 1) /2 + M (d + 1 + K) . (6.4)
6.2.1 Формулациjа проблема процене параметара модела за апроксимациjу
Гаусових смеша као процеса минимизациjе информационог растоjања
Поступак обуке или тренинга, коjи се користи за одређивање параметара SPAM
модела, може да се сажето опише на следећи начин. Функциjа циља оптимизационог
проблема чиjе решење би требало да представљаjу оптималне вредности Θˆ параметара
SPAM модела за апроксимациjу GMM, означена са L(Θˆ), дефинише се као логаритам
веродостоjности параметара смеша придружених класама за коjе се зна да су генери-
сале прикупљене опсервациjе у скупу за обуку X , при чему важи да jе L(Θˆ) = L(Θˆ| X ).
Коришћењем раниjе уведеног обjедињеног индексирања поjединачних Q класа коjе фи-
гуришу у систему за препознавање, односно за M =
∑Q
j=1Mj, где вредности Mj озна-
чаваjу укупан броj Гаусових компоненти у одређеноj Гаусовоj смеши, сума логаритама
веродстоjности параметара коjи дефинишу поjединачне Гаусове компоненете у систему
за препознавање одређена jе са:
L
(
Θˆ| X ) = M∑
j=1
nj∑
i=1
ln p˜
(
xji| θˆj
)
, (6.5)
где су са xji означени узорци из X коjи припадаjу некоj класи коjоj jе придружена
Гаусова смеша коjа садржи Гаусову компоненту са индексом j, док таквих узорака у
скупу за обуку X има nj. У референтноj имплементациjи SPAM модела, предложеноj
у [270], усвоjено jе (касниjе ће бити показано како) да jе вредност израза (6.5) jеднака:
L
(
Θˆ| X ) = M∑
j=1
nj
{
ln det Pˆj − tr
(
Σ¯jPˆj
)− (µˆj − µ¯j)T Pˆj (µˆj − µ¯j)} , (6.6)
где су са Pˆj означене процене или апроксимациjе матрица прецизности дефинисане у
(6.1), коjе задовољаваjу ограничење: Pˆj ≻ 0, ∀j, а са µˆj процене средњих вредности
одговараjућих Гаусових компоненти, док су са Σ¯j означене оригиналне ковариjансне
матрице Гаусових компоненти коjима су придружене оригиналне матрице прецизности
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Σ¯−1j и средње вредности µ¯j. Под термином оригиналне или стварне вредности подра-
зумеваjу се параметри Гаусових расподела за коjе се веруjе да су стварно генерисале
одговараjуће узорке, међутим пошто такве расподеле обично нису познате, под ори-
гиналним или стварним (енгл. ground-truth) вредностима параметара поjединачних
Гаусових компоненти у наставку излагања ће се сматрати њихове квалитетне процене,
унапред добиjене коришћењем релевантног скупа података са неком од стандардних
метода за процену параметара Гаусових смеша, као што jе нпр. EM алгоритам описан
у Поглављу 3.3. Отуда се за ове величине користи уведена нотациjа са цртом изнад
симбола, како би се асоцирало на узорачку средњу вредност и узорачку ковариjансну
матрицу. С обзиром да директан предмет разматрања у овом раду ниjе квалитет про-
цене GMM система, већ начин апроксимациjе већ обучених GMM система коришћењем
различитих модела за њихову апроксимациjу, сматраће се да су оригиналне вредности
параметара система одређене унапред, на адекватан начин, и да им одговараjу познате
Гаусове смеше са пуним ковариjансним матрицама без апроксимациjа.
Оно што jе занимљиво jесте облик израза (6.6), коjи jе усвоjен у [270], али и у
одговараjућем патенту [133] у коме jе описано исто техничко решење, а такође и у фор-
мулациjи раниjе поменутог EMLLT модела у [191]. Наиме, вредност израза (6.6) коjа
се максимизуjе током обуке SPAM модела одговара негативноj суми KL дивергенци
између вишедимензионалних Гаусових расподела, односно негативноj вредности суме
информационих растоjања или дивергенци дефинисаних у Поглављу 4.2, израз (4.6).
Тачниjе, поjединачне KL дивергенце у (6.6) одговараjу растоjањима између: Гаусових
расподела коjе представљаjу оригиналне компоненте Гаусових смеша (оригиналне у ра-
ниjе описаном смислу да су смеше инициjално обучаване без апроксимациjа) и Гаусових
расподела одређених конструисаним апроксимациjима тих истих Гаусових компоненти.
Вредности растоjања су додатно помножене тежинским коефициjентима nj како би се
дао већи значаj компонентама коjе се чешће поjављуjу у изразу (6.5), а као последица ве-
ћег броjа узорака у скупу за обуку придружених одговараjућоj класи чиjа расподела са
моделуjе са GMM коме припада посматрана Гаусова компонента са индексом j. Поред
тога, поjединачни сабирци унутар заграда у (6.6) нису у потпуности jеднаки негативноj
вредности KL дивергенце у (4.6), с обзиром да jе из сваког од сабирака у изразу (6.6)
изостављен додатни члан коjи одговара логаритму детерминанте стварне (оригиналне)
ковариjансне матрице, односно члан коjи jе у (4.6) означаван са − ln detΣA. Разлог jе-
сте што наведени члан не зависи од врсте процене, односно у контексту SPAM и SPTM
модела од начина апроксимациjе матрице прецизности, па као такав нема утицаjа на
ток оптимизациjе у коjоj би се израз (6.6) користио као циљна функциjа, а што важи
и за члан d из (4.6), коjи и иначе представља константу, али jе такође константа и у
описаном ширем смислу.
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Имаjући у виду речено, израз (6.6) уопштено гледано може да се посматра као сума
несиметричних растоjања облика DKL
(NA ∥NB), где су оригиналне расподеле NA одре-
ђене са параметрима Σ¯j и µ¯j, док се коришћењем SPAM модела апроксимираjу инверзне
ковариjансне матрице Σ¯−1j , што се означава са Pˆj = Σˆ
−1
j , а чему одговараjу апрокси-
мациjе оригиналних расподела или NA са конструисаним расподелама или NB, коjе су
дефинисане са ковариjансним матрицама Σˆj и средњим вредностима µˆj. С обзиром да
jе информационо растоjање несиметрично, битно jе уочити да модел за апроксимациjу
компоненти Гаусових смеша као што jе SPAM, а и касниjе предложени SPTM, одго-
вараjућа решења конструише кроз апроксимациjу инверзних ковариjансних матрица,
чему одговара апроксимациjа „друге расподеле” или NB у одговараjућем изразу за KL
дивергенцу. Насупрот томе, метод за ретко кодовање ковариjансних дескриптора у
Поглављу 4.6.1 одговараjућу апроксимациjу ковариjансне матрице такође конструише
минимизациjом несиметричног информационог растоjања коjе представља специjалан
случаj KL дивергенце, али кроз апроксимациjу „прве расподеле” или NA у одговараjу-
ћем несиметричном изразу (4.6). Са друге стране, у оба случаjа апроксимациjа подра-
зумева представу jедне од матрица у (4.6), ΣA или Σ−1B као линеарне комбинациjе еле-
мената из погодно изабраног скупа, наравно занемаруjући све друге значаjне разлике.
Упркос великим сличностима на концептуалном нивоу, поменути приступи апрокси-
мациjи на бази минимизациjе информационог растоjања се ипак (услед несиметричне
природе KL дивергенце) не могу сматрати формулациjама коjе почиваjу на потпуно
истим основама.
Наиме, на основу општег израза за KL дивергенцу (2.22), апроксимациjа „прве рас-
поделе” или NA кроз минимизациjу растоjања DKL
(NA ∥NB) се може тумачити као
тражење расподеле коjа значаjну „масу” или вероватноћу има на свим местима на ко-
jима и „друга расподела” или NB има значаjну масу, чему одговара поклапање глав-
них модова расподела, а избегаваjу се ситуациjе коjима би одговарао неодређени израз
log p(x)
q(x)
= log ϖ
0
→ ∞, када би значаjан део масе апроксимациjе био расподељен на
местима на коjима jе друга расподела блиска нули. Преостале ситуациjе у коjима су
неки од мањих модова оригиналне расподеле q већи од апроксимациjе p нису толико
проблематичне jер не повећаваjу растоjање, тако да jе у посматраном случаjу циљ
апроксимациjе поклапање главних модова апроксимациjе и оригинала. Насупрот томе,
апроксимациjа „друге расподеле” или NB може да се тумачи или интерпретира као тра-
жење расподеле коjа масу распоређуjе тако да свугде где „прва расподела” или NA ниjе
нула, ни њена апроксимациjа илиNB не сме бити нула, a чему одговара поклапање сред-
њих вредности оригиналне расподеле и њене апроксимациjе, како би се као и у првоj
разматраноj вариjанти поново избегла велика вредност количника log p(x)
q(x)
у (2.22). На-
равно у случаjу симетричних расподела, као што jе Гаусова, мод и средња вредност се
поклапаjу, али jе чињеница да се обе раниjе описане формулациjе коjе почиваjу на истом
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принципу минимизациjе KL дивергенце (а намењене су апроксимациjи ковариjансних
матрица коришћењем ретког кодовања и апроксимациjи матрица прецизности кори-
шћењем SPAM модела) ипак од почетка разликуjу као последица „различитих циљева”
приликом минимизациjе несиметричног растоjања (без обзира на друге разлике коjе су
резултат особености самих модела, мотива њихове конструкциjе и начина решавања),
и као такве (у складу са претходном дискусиjом) имаjу другачиjе путање ка решењу,
односно одговараjућим апроксимациjама матрица Σ¯j или Σ¯−1j . Односно, у посматрана
два примера, врста минимизациjе DKL
(NA ∥NB) одређуjе да ли ће конструисана апрок-
симациjа Гаусове расподеле подразумевати разлагање ковариjансне матрице или њене
инверзиjе (при чему се мисли на начин минимизациjе растоjања између расподела кроз
апроксимациjу „прве расподеле” или алтернативно „друге расподеле”, а не на случаj
где се нпр. ковариjансна матрица пре разлагања замени са своjом инверзиjом чиме се
може добити апроксимациjа инверзиjе, али не директно као код SPAM модела, већ на
посредан начин кроз оптимизациjу „прве расподеле” у KL дивергенци).
Међутим, наjзанимљивиjи део израза (6.6) jесте начин како се полазећи од (6.5) до-
биjа (6.6), jер у изразу за квадратну дискриминанту (3.69), односно изразу (6.2), између
осталог нема ни члана коjи би одговарао скаларном производу tr
(
Σ¯jPˆj
)
, а коjи се поjа-
вљуjе у изразу (4.6) за KL дивергенцу између Гаусових расподела, па и у изразу (6.6).
Са друге стране у изразу (6.6) се нигде експлицитно не поjављуjе x коjе jе присутно
у (6.2) кроз члан fk, док у (6.2) такође нигде не фигуришу чланови коjи садрже Σ¯j и
µ¯j, коjи су присутни у (6.6). Одговор jе у чињеници да jе израз (6.5) дефинисан као
сума великог броjа логаритама веродостоjности одређених са (6.2).
У Прилогу 3 показано jе да процена параметара на основу критериjума максималне
веродостоjности, чему би одговарао и оптимизациони проблем процене параметара (6.2)
у коме би израз (6.5) представљао циљну функциjу, асимптотски конвергира ка процени
коjа минимизуjе информационо растоjање између расподеле са стварним вредностима
параметара („прве расподеле”) и расподеле коjоj одговараjу процене параметара изве-
дене на основу максимизациjе њихове веродостоjности („друге расподеле”), а што се
у посматрном случаjу своди минимизациjу њихове KL дивергенце. У складу са тим,
при довољно великом и квалитетном скупу за обуку, израз (6.6) jесте гранична вред-
ност израза (6.5), при чему ће утицаj KL дивергенци оних компоненти коjе се чешће
поjављуjу бити сразмерно већи у коначноj вредности (6.6). Поред описане интерпре-
тациjе, могућа jе успоставити и нешто директниjу везу између (6.5) и (6.6). Ако се
претпостави да jе процена средње вредности µˆj неке Гаусове компоненте веома до-
бра и приближно jеднака стварноj вредности, односно да jе у асимптотском случаjу
великог броjа узорака приближно jеднака узорачкоj средњоj вредности µ¯j коjа се по-
дудара са стварном вредношћу, µˆj ≈ µ¯j, тада се на основу (6.2), полазећи од збира:
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µˆTj Pˆj µˆj и квадратне форме −12 xT Pˆj x, може написати да jе квадратна форма:
(x− µˆj)T Pˆj (x− µˆj) = (x− µ¯j)T Pˆj (x− µ¯j), а пошто наведени израз представља скалар,
такође важи да jе: tr
(
(x− µ¯j)T Pˆj (x− µ¯j)
)
= tr
(
(x− µ¯j)T (x− µ¯j) Pˆj
)
, одакле узимаjући
у обзир да у (6.5) постоjи сума великог броjа оваквих чланова, а да jе траг линеарна
операциjа и да с обзиром да jе x вектор колона коjа формира одговараjући спољашњи
производ први део производа унутар претходног израза личи на дефинициони израз за
узорачку ковариjансну матрицу, следи да jе:
nj∑
i=1
nj tr
(
1
nj
(xij − µ¯j)T (xij − µ¯j) Pˆj
)
≈ nj tr
(
Σ¯j Pˆj
)
. (6.7)
То значи да вредност (6.7) у асимптотском случаjу великог броjа узорака одговара са-
бирку коjи се поjављуjе у изразу (6.6), пошто узорачка ковариjансна матрица у (6.7) у
том случаjу тежи стварноj ковариjанси посматране Гаусове компоненте, док са друге
стране (6.7) jесте и део KL дивергенце између стварне Гаусове расподеле и њене апрок-
симациjе у (6.6). Тиме се додатно потврђуjе већ дискутована асимптотска веза из-
међу (6.5) и (6.6), коjа jе на нешто другачиjи начин разматрана и у [76, 191].
Као што jе већ било поменуто у закључном коментару на краjу излагања у Погла-
вљу 4.5, под претпоставком да jе у контексту конструкциjе оптимизационог проблема
намењеног процени параметара модела за апроксимациjу GMM у асимптотском слу-
чаjу µˆj ≈ µ¯j, (негативна) сума KL дивергенци у (6.6) може да се посматра и као (не-
гативна) сума Бургових матричних дивергенци DB
(
Σ¯j, Σˆj
)
, дефинисаних у (4.17), где
jе Σˆ−1j = Pˆj. У том смислу предложени SPTM модел за ретку репрезентациjу матрица
прецизности, коjи ће бити представљен у Поглављу 6.3 и коjи прошируjе формулациjу
SPAM модела чиjа обука се заснива на (негативноj) вредности израза (6.6), одређивање
оптималне ретке апроксимациjе матрица прецизности такође заснива на минимизациjи
суме Бургових дивергенци DB
(
Σ¯j, Σˆj
)
. Такође, као што jе већ дискутовано, ретко ко-
довање ковариjансних дескриптора у Поглављу 4.6.1 се исто заснива на минимизациjи
Бургових дивергенци, али кроз оптимизациjу првог аргумента (4.17), чему би одговарао
израз DB
(
Σˆj, Σ¯j
)
и конструкциjа апроксимациjе Σˆj, а не конструкциjа апроксимациjе
матрице прецизности, односно Pˆj = Σˆ−1j , као у SPAM и SPTM моделу.
Међу параметрима SPAM модела, означеним са Θˆ, коjе jе потребно одредити оп-
тимизациjом вредности функциjе L(Θˆ), дефинисане са (6.6), уочаваjу се две значаjне
групе, Θˆ = (Θˆtied, Θˆuntied),
Параметри Θˆtied = ΨK су тзв. везани (енгл. tied) параметри, односно параме-
три коjе деле све Гаусове компоненте у систему за препознавање, док су Θˆuntied ={
µˆj, Λˆj| j = 1, . . . ,M
}
, невезани или тзв. слободни параметри, коjи се разликуjу од
компоненте до компоненте, дефинишући на таj начин њихову представу у скупу заjед-
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ничких или везаних параметара ΨK .
У наставку излагања ће бити разматрана поставка са уравнотеженим скупом узо-
рака за обуку X , под чиме се подразумева да jе укупан броj узорака сваке од класа
или категориjа исти, односно да су вредности броjача nj придружене поjединачним
компонентама различитих Гаусових смеша исте.
Као што jе дискутовано, оптимизациjа параметара коjа би била формулисана као
максимизациjа веродостоjности, односно максимизациjа (6.6), jесте еквивалентна ми-
нимизациjи комплементарног критериjума:
L˜(Θˆ) =
M∑
j=1
DKL
(G¯j ∥ Gˆj) , (6.8)
где jе са DKL
(G¯j ∥ Gˆj) означена Kullback-Leibler дивергенца између оригиналне Гаусове
компоненте G¯j = N (x| µ¯j, Σ¯j) и њене апроксимациjе Gˆj = N (x| µˆj, Σˆj). Према томе,
оптимизациони проблем обуке SPAM модела коjи очувава информациони садржаj ори-
гиналних GMM у систему за статистичко препознавање облика за коjи се конструише
SPAM апроксимациjа, може да се искаже као:
Θ∗ = argmax
Θˆ
L(Θˆ) п.о. Pˆj ≻ 0, j = 1, . . . ,M . (6.9)
Сматраjући да jе у разматраном асимптотском случаjу процена средњих вредности
поjединачних Гаусових компоненти увек веома добра, што значи да jе µˆj ≈ µ¯j, ∀j, на
основу структуре израза (6.6) максимизациjа (6.9) jе еквивалентна следећем оптимиза-
ционом проблему, [10, 133, 264, 270]:
(Λ∗,Ψ∗) = argmax
(Λ,Ψ)
L (Λ,Ψ) п.о. Pˆj ≻ 0, j = 1, . . . ,M , (6.10)
где jе
L (Λ,Ψ) =
M∑
j=1
nj
{
ln det Pˆj − tr
(
Σ¯j Pˆj
)}
,
глатка функциjа у односу на аргументе (Λ,Ψ), а Λ = {Λj| j = 1, . . . ,M}, и Ψ = ΨK .
Како ниjе могуће истовремено оптимизовати L (Λ,Ψ) у односу на обе групе пара-
метара садржане у (Λ,Ψ), означене као слободне и везане параметре SPAM модела,
циљна функциjа се оптимизуjе независно по групама координата, односно наизменично
се оптимизуjу тежински коефициjенти Λ, репрезентациjе или представе свих Гаусових
компоненти у бази Ψ векторског потпростора димензиjе K, а затим у наредном кораку
сваког оптимизационог циклуса се побољшава и конструкциjа базе Ψ, што jе стандардни
приступ коришћен и у [10, 264, 270], али и у општем прилазу учењу речника за анализу
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сигнала прилагођену њиховом садржаjу, описаном у Поглављу 5. Приликом импле-
ментациjе SPAM модела коришћене у овом раду, поступак наизменичне оптимизациjе
слободних и везаних параметара модела jе инициjализован на начин описан у [133, 270],
али су такође могући и другачиjи приступи, као у [10, 264].
Оптимизациjа елемената базе Ψ jе могућа на такав начин да се сви елементи базе,
Ψ = {Sk| k = 1, . . . , K}, истовремено коригуjу у правцу оптималног решења коришће-
њем неког од метода за линиjску претрагу (енгл. line search), као у [133, 270], када се у
свакоj итерациjи достиже локални оптимум циљне функциjе L (Λ = const.,Ψ) из (6.10).
Са друге стране, могуће jе усвоjити и приступ оптимизациjе по координатама, као нпр.
у [10, 264]. Имплементациjа референтног SPAM модела у овом раду пратиће приступ
предложен у [133, 270]. На краjу, итеративна процедура коjа се користи за процену
параметара SPAM, али такође и SPTM модела, може сажето да се опише у два корака:
а) Оптимизациjа тежинских коефициjената представе сваке од матрица у бази:
Λ(t+1) = argmax
Λ
L (Λ,Ψ(t)) п.о. Pˆj ≻ 0 , (6.11)
б) Оптимизациjа базе векторског потпростора:
Ψ(t+1) = argmax
Ψ
L (Λ(t+1),Ψ) п.о. Pˆj ≻ 0 . (6.12)
6.2.2 Оптимизациjа тежинских коефициjената представе матрица преци-
зности у бази конструисаног векторског потпростора
Оптимизациjа тежинских коефициjената Λ = {Λj| j = 1, . . . ,M} у оквиру SPAM
апроксимациjе M Гаусових компоненти у GMM систему за препознавање, дефинисана
у (6.11), полази од претпоставке да су градивни елементи базе Ψ у датом тренутку не-
променљиви. Задатак (6.11) jе еквивалентан решавању M независних оптимизационих
потпроблема, j = 1, . . . ,M , придружених свакоj од M Гаусових компоненти:
Λ∗j = argmax
Λj
Lj (Λj) п.о. Pˆj ≻ 0 , (6.13)
Lj (Λj) = ln det Pˆj − tr
(
Σ¯jPˆj
)
, Λj =
(
λj1, . . . , λ
j
K
)T
,
где jе облик одговараjуће SPAM апроксимациjе Pˆj матрице прецизности Σ¯−1j дефинисан
са (6.1). На овом месту ће такође бити указано на jедан детаљ за коjи су аутори [40]
сматрали да ниjе био довољно размотрен у референци [270] коjа jе изабрана као основа
за имплементациjу референтног SPAM модела.
Пошто jе функциjа ln det(·) конкавна и tr(·) линеарна операциjа, а уз услов да jе
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Pˆj ≻ 0, показуjе се да jе Хесова матрица скаларне циљне функциjе Lj (Λj) векторске
променљиве Λj (или Хесиjан, како се jош назива, иако се поjам са истим именом кори-
сти и за детерминанту Хесове матрице) увек негативно дефинитна матрица, што говори
да jе циљна функциjа у (6.13) конкавна. Она jе такође непрекидна и коерцитивна у
односу на Λj, што значи да при непроменљивоj вредности базе Ψ у свакоj итерациjи
постоjи максимум (6.13). Међутим, ако jе {Pˆ(k)j } нека секвенца k узастопних апрок-
симациjа исте Гаусове компоненте индексиране са j, формирана процесом итеративне
оптимизациjе (6.13), како скуп позитивно дефинитних матрица ниjе затворен (његово
затворење jе скуп позитивно семи-дефинитних матрица), у граничном случаjу може да
се догоди да када k → ∞, резултуjућа Pˆ∗ у граничном случаjу „напусти” дозвољени
скуп Pˆj ≻ 0 дефинисан у (6.13) и постане позитивно семи-дефинитна. Без обзира на
то, проширени проблем: Λ∗j = argmaxΛj Lj (Λj) п.о. Pˆj ≽ 0, ипак има jединствено
решење. Са друге стране, пошто jе скуп позитивно дефинитних матрица густ у скупу
позитивно семи-дефинитних матрица, приликом практичне реализациjе оптимизационе
процедуре, у коначном броjу корака K могуће jе прићи произвољно близу jединственом
решењу проширеног проблема, а да при томе и даље буде испуњен услов Pˆ
(K)
j ≻ 0.
По узору на [270], за нумеричко решавање (6.13) биће коришћен Њутнов метод
линиjске претраге (видети и [264], где jе такође коришћен Њутнов метод, али и [10, 76],
где се на сличан начин оптимизациона процедура формира у контексту уопштеног EM
алгоритма). Кључни део Њутновог алгоритма jесте одређивање оптималног правца
претраге, коjи се у случаjу (6.13) израчунава као:
∆Λj =
(
∆λj1, . . . ,∆λ
j
K
)T
= −H−1j
(
Λj
)∇Lj(Λj) , (6.14)
где jе Hj
(
Λj
)
Хесова матрица или Jакобиjан градиjента скаларне функциjе Lj
(
Λj
)
коjа
jе добро дефинисана и ограничена, а Λj jе векторска променљива, док jе са ∇Lj
(
Λj
)
означен градиjент Lj
(
Λj
)
у именилац или вектор-колона нотациjи, односно Λj ∈ RK ,
Hj
(
Λj
) ∈ RK×K , ∇Lj(Λj) ∈ RK . Након одређивања оптималног правца претраге, у
наставку се као део линиjске претраге дуж правца ∆Λj ∈ RK , независно за свако j,
решава проблем оптимизациjе помоћне скаларне функциjе φj, скаларне променљиве α:
α∗ = argmax
α
φj (α) п.о. Pˆj ≻ 0 ,
φj (α) = Lj (Λj + α∆Λj)− Lj (Λj) .
(6.15)
Максимизациjа у изразу (6.15) представља jедан одM оптимизационих потпроблема
на коjе се декомпонуjе полазни проблем (6.11) са ограничењима Pˆj ≻ 0, ∀j. Смисао
конструкциjе помоћне функциjе φj (α), дефинисане у (6.15), а за коjу се показуjе да jе
jеднака (6.17), jесте трансформациjа почетне формулациjе (6.13), коjа произилази из
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(6.11), у проблем линиjске претраге интервала, у коме се оптимално решење проналази
при оптималноj вредности корака α∗. Оваква трансформациjа (6.13) у (6.15) могућа jе
захваљуjући раниjе истакнутим особинама циљне функциjе у (6.13). Међутим, као што
jе показано у [270] (у оквиру Тврђења 1/[270], коjе проистиче из тврђења сличног ка-
рактера у [10, 76]), конструисана функциjа φj (α) такође поседуjе погодне особине коjе
омогућаваjу да се оптимизациони проблем са ограничењима, приказан у (6.15), транс-
формише у оптимизациони проблем линиjске претраге без ограничења, али уз услов
да се потрага за оптималним кораком α∗ одвиjа на унапред дефинисаном отвореном
интервалу. Тако се, према [133, 270], за свако α∗j , коjе за неко j представља jединствено
решење (6.15), може пронаћи неко α(j)max, у наставку скраћено αmax, за коjе важи да
jе α∗j < αmax, где jе αmax > 0 дефинисано као наjвећа могућа вредност α ∈ R, за коjу
важи да jе матрица прецизности након ажурирања, Pˆj ← Pˆj + αRj, и даље позитивно
дефинитна матрица за неку претходно одређену вредност основног прираштаjа:
Rj =
K∑
k=1
∆λjk Sk , (6.16)
коjи представља „правац” дуж кога се ажурира тренутна апроксимациjа Pˆj матрице
прецизности Pj. Наjмања горња граница оптималне вредности корака линиjске пре-
траге у (6.15) одређена jе са αmax = supBRj , где jе BRj =
{
α ∈ R | Pˆj + αRj ≻ 0
}
, а
ако скуп BRj ниjе ограничен са горње стране, горња граница корака претраге, уз малу
злоупотребу нотациjе, може да се означи са αmax = +∞.
То значи да при тражењу α∗, за било коjе j, ограничење Pˆj ≻ 0 неће бити нарушено
ако jе при томе задовољена одговараjућа неjеднакост α∗ < αmax, односно да се захваљу-
jући наведеноj неjеднакости полазни проблем (6.15) трансформише у оптимизациони
проблем без ограничења, чиjе решење jе одређено оптималном вредношћу корака доби-
jеног линиjском претрагом дуж правца одређеног са ∆Λj, под условом да α∗ ∈ [0, αmax).
Овде ће додатно бити поменуто и да се у доказу Тврђења 1/[270] (видети такође и
Прилог A у [270]), као полазна тачка користи следећи општеважећи идентитет из [10]:
f (α) = ln
det
(
Pˆ + αR
)
det Pˆ
− α tr (ΣR) =
d∑
p=1
ln (1 + αwp) − α tr (ΣR) , (6.17)
где jе R произвољна симетрична матрица, Pˆ ≻ 0 jе тренутна апроксимациjа одгова-
раjуће матрице прецизности, Σ ≻ 0 jе оригинална ковариjансна матрица одговараjуће
Гаусове компоненте, при чему након ажурирања такође важи да jе Pˆ + αR ≻ 0, а
wp jе p-та по вредности сопствена вредност матрице: Pˆ
−1/2
RPˆ
−1/2
. Извођење иденти-
тета (6.17) биће приказано у оквиру Прилога 4, али треба имати у виду да jе f (α)
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у (6.17) исто што и φj (α) у (6.15), само записано у нотациjи без индекса j. Имплицитни
услов садржан у идентитету (6.17), а коjи проистиче из дефинициjе логаритма и према
коме jе: 1 + αwp > 0, ∀p = 1..d, обезбеђуjе да ће након ажурирања вредности матрице
Pˆ ≻ 0 са симетричном матрицом R при усвоjеном кораку α, без обзира на дефинитност
R, и даље бити очувана дефинитност нове матрице Pˆ + αR ≻ 0. Наведена неjедна-
кост, заснована на сопственим вредностима wp, омогућава да се одреди наjмања горња
граница за вредност оптималног корака у процесу линиjске претраге у (6.15), а коjа
обезбеђуjе позитивну дефинитност ажурираног решења у новоj тачки и одређена jе са:
αmax =

+∞ , R < 0
min
p
{−1/wp| wp < 0} , R 4 0 или R ниjе дефинитна .
(6.18)
Приказани израз се донекле разликуjе од израза коришћеног за одређивање αmax у
доказу егзистенциjе и jединствености α∗ у оквиру Тврђења 1/[270] и процедури предло-
женоj у [133, 270], где када jе барем jедна од сопствених вредности wp негативна одго-
вараjућа горња граница ниjе стриктна као у (6.18), већ jе одређена са: max
p
−1/wp =
−min
p
{1/wp| wp < 0}. Као доња граница интервала у коме се тражи оптимална вредност
корака у [133, 270] jе усвоjена нула, односно усвоjена jе претпоставка да се маскимум
конкавне функциjе у (6.15) налази десно од нуле, чему одговара полазна претпоставка
Тврђења 1/[270] да jе f ′ (0) > 0, док jе за леву граничну вредност f ′ (αmax) показано да
важи да jе lim
α→αmax−
f ′ (α) < 0.
За разлику од имплементациjе у [133, 270], коjа стационарну тачку φj (α) у (6.15), од-
носно корен α∗, f ′ (α∗) = 0, одређуjе итеративним Њутн-Рапсоновим методом на основу
аналитичких израза за први и други извод φj (α), у овом раду jе за нумеричко реша-
вање постављеног проблема, линиjске претраге над позитивним интервалом одређеним
са (6.18), коришћен итеративни алгоритам бинарне претраге са половљењем интервала
и ажурирањем граница претраге на основу вредности знака f ′ (α), израз (6.19). Ра-
злог за овакав избор jесте што jе приликом обуке SPTM модела, код кога одговараjућа
функциjа ниjе диференциjабилна као код SPAM, коришћен поступак линиjске претраге
без израчунавања другог извода, па jе одлучено да се приликом тражења оптималног
корака за ажурирање тежинских коефициjената у оба случаjа, и SPAM иSPTM, кори-
сти исти нумерички поступак, што захваљуjући одговараjућим гаранциjама решења не
утиче битно на квалитет резултата. Претпоставка [133, 270], да jе f ′ (0) > 0, чему на
основу (6.17) и (6.19) одговара: f ′ (0) =
∑d
p=1wp − tr (ΣR) > 0, иако врло вероватнa у
случаjу када jе већина сопствених вредности wp довољно позитивна, занемаруjе могућ-
ност да максимум одговараjуће функциjе може бити и лево од нуле, односно да основна
неjеднакост 1 + αwp > 0, ∀p у случаjу позитивних wp може да буде задовољена и за
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α < 0, чему би у случаjу неког позитивног wp коjе jе значаjно веће од нуле свакако
могло да одговара и неко негативно α веома блиско нули. У том смислу, доња граница
оптималног корака коjа jе усвоjена у [133, 270], али и у референтноj имплементациjи
у овом раду, а коjа jе jеднака нули, такође ниjе стриктна, али jе за разлику од горње
границе у [133, 270] померена ка унутрашњности одговараjућег интервала. Са друге
стране, у одговараjућоj процедури коjа ће бити конструисана за предложени SPTM
модел, горња и доња граница одговараjуће линиjске претраге коjа води ка α∗ ће бити
стриктне и изведене по аналогиjи са (6.18), као функциjе дефинитности матрице R.
Конкавност f (α) у (6.17) се показуjе као кључна особина у доказу егзистенциjе и jе-
динственост решења (6.15), с обзиром да je на основу (6.19): f ′′ (α) = −∑dp=1 ( wp1+αwp)2.
Наиме, f (α) припада скупу C2(I) диференциjабилних функциjа над интервалом I, при
чему jе f ′′ (α) < 0 за свако α ∈ I, где се у складу са претходном дискусиjом под ин-
тервалом I подразумева домен [0, αmax) у коме се тражи оптимално α∗, а у коме jе
захваљуjући граничноj вредности αmax увек обезбеђено да jе ажурирање у скаду са
ограничењем: Pˆ+αR ≻ 0. Оптималне вредности α у (6.15), као што jе показано у [270]
и претходном излагању, проистичу из анализе знака f ′ (α) над интервалом [0, αmax) у
различитим сценариjима коjе дефинише дефинитност симетричне матрице R, а коjа
зависи од вредности (6.14).
Међутим када jе на нивоу (6.14) испуњен услов оптималности (6.13), а што подра-
зумева да jе норма градиjента ∇Lj
(
Λj
)
блиска нули, потреба за даљим итеративним
ажурирањем постоjеће апроксимациjе Pˆj матрице прецизности Σ¯−1j престаjе, односно
итеративно ажурирање тежинских коефициjената Λj репрезентациjе или представе од-
говараjуће Гаусове компоненте са индексом j у конструисаном векторском потпростору
са базом Ψ коришћењем Њутновог метода долази до оптимума (6.13). Занимљиво jе
приметити да поред услова оптималности ∥∆Λj∥ ≈ 0, коjи утиче на вредност матрице R,
потреба за ажурирањем Λj престаjе и када jе оптимални корак α∗ ≈ 0. Наиме, имаjући
у виду да су wp сопствене вредности матрице Pˆ
−1/2
RPˆ
−1/2
и да jе на основу особина
трага квадратне матрице: tr
(
Pˆ
−1/2
RPˆ
−1/2)
=
∑d
p=1wp = tr
(
Pˆ
−1
R
)
, на основу (6.19)
услову оптималности α∗ ≈ 0 одговара: f ′ (0) = ∑dp=1wp − tr (ΣR) ≈ 0, одакле следи
да jе tr
(
Pˆ
−1
R
) ≈ tr (ΣR), а што значи да jе апроксимациjа матрице прецизности по-
стигнута у претходноj итерациjи, односно њена инверзиjа Pˆ
−1
веома блиска стварноj
ковариjансноj матрици Σ. Алтернативно, оптимизациjа (6.13) престаjе након унапред
дефинисаног максималног броjа итерациjа, коjи jе у [133, 270] означаван са симболом
Nuntied. Слично, услов за конвергенциjу тачне линиjске претраге у сваком од M неза-
висних потпроблема (6.15) jесте редукциjа апсолутне вредности f ′ (α), па се као услов
терминациjе итеративне пoтраге за оптималним кораком након t итерациjа користи
|f ′ (αt)| ≈ 0, или унапред дефинисан максимални броj итерациjа. Вредност f ′ (αt) се у
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свакоj итерациjи решавања (6.15) израчунава на основу израза коjи следи из (6.17), а
према коме jе:
f ′ (α) =
d∑
p=1
wp
1 + αwp
− tr (ΣR) . (6.19)
Као што jе већ истакнуто, гаранциjе коjе захваљуjући своjствима одговараjућег опти-
мизационог проблема, односно уведене критериjумске функциjе, постоjе за оптималну
вредност корака у (6.15), приликом одређивања репрезентациjе сваке од M матрица
прецизности у бази Ψ, у сваком од M независних случаjева, омогућаваjу трансформа-
циjу полазних проблема оптимизациjе K тежинских коефициjената са ограничењима у
проблеме без ограничења над дефинисаним интервалима претраге. Иако у случаjу пре-
дложеног SPTM модела, коjи ће бити формулисан нешто касниjе у наставку излагања,
полазни проблем оптимизациjе вредности тежинских коефициjената ретке репрезента-
циjе матрица прецизности неће бити гладак или диференциjабилан над читавим доме-
ном, биће доказано слично тврђење као и у описаном диференциjабилном случаjу коме
одговара (6.15), а што ће такође омогућити трансформациjу полазних проблема са огра-
ничењима у облику дефинитности тражене апроксимациjе (засноване на ажурираним
вредностима коефициjената) у оптимизационе проблеме без ограничења над дефиниса-
ним затвореним интервалом. Међутим, доказ егзистенциjе и jединствености оптималне
вредности корака, α∗, биће изведен на нешто другачиjи начин у односу на (6.15), кори-
шћењем само конвексности, непрекидности и коерцитивности над одговараjућим доме-
ном циљне функциjе, без ослањања на знак првог извода, као што jе био случаj у [270].
Горња и доња граница α∗ биће изведене у функциjи дефинитности матрице R коjа де-
финише правац ажурирања апроксимациjе матрице прецизности, али ће као последица
разлике у структури SPTM и SPAM модела матрица R бити одређена на другачиjи
начин у односу на (6.16), као последица коришћења неглатког ℓ1 регуларизатора коjи
индукуjе ретко решење, а што се рефлектуjе на израчунавање ∆Λj у (6.14), као основне
компоненте Rj у (6.16). Из истог разлога, приликом линиjске претраге биће коришћена
jедноставниjа техника у односу на нумерички поступак у [270], коjи почива на првом и
другом изводу (6.17), односно бинарна претрага дефинисаног интервала коjа не захтева
израчунавање другог извода одговараjуће функциjе.
6.2.3 Конструкциjа базе векторског потпростора за апроксимациjу Гаусових
компоненти (матрица прецизности)
У случаjу оптимизациjе базе векторског потпростора коjи се користи за апроксима-
циjу матрица прецизности у SPAM моделу, а што подразумева решавање (6.12), оптими-
зациjа се изводи истовремено над свим елемeнтима Sk базе Ψ, при чему се подразумева
да су вредности тежинских коефициjената Λ, репрезентациjе или представе свих инвер-
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зних ковариjанси {Pj}Mj=1 у бази Ψ = {Sk}Kk=1, при томе фиксиране и унапред одређене
на начин описан у Поглављу 6.2.2.
Пошто jе задатак да се пронађе локални оптимум полазног оптимизационог про-
блема (6.10), a коjи се решава кроз наизменично решавање (6.11) и (6.12), као први
корак jе кључно да се у првоj глобалноj итерациjи оптимизационе процедуре формира
добра почетна база Ψ(0), што jе нпр. могуће постићи на начин предложен у [270]. Под
поjмом глобална итерациjа или циклус подразумева се jедан циклус наизменичне оп-
тимизациjе (6.11) и (6.12). У касниjим итерациjама, како током почетног циклуса коjи
jе укључивао инициjализациjу базе, тако и у оквиру наредних циклуса наизменичне
оптимизациjе (6.11) и (6.12), за оптимизациjу базе Ψ у оквиру (6.12) користи се итера-
тивни градиjентни метод коjи се заснива на процедури линиjске претраге дефинисаног
интервала. По узору на [270], у ту сврху jе одабрана вариjанта градиjентног метода коjа
jе у литератури позната под називом Polak-Ribie`re нелинеарни коњуговани градиjент,
или скраћено PRCG, [189, 234]. Приликом сваког решавања (6.12), као дела помену-
тих глобалних циклуса коjи воде ка решењу (6.10), одговараjућа итеративна PRCG
процедура за оптимизациjу базе векторског потпростора у SPAM моделу састоjи се од
следећег. У свакоj итерациjи PRCG процедуре, након одређивања правца претраге по-
зива се модул за линиjску претрагу, како би се пронашла оптимална величина корака
α∗ у претходно дефинисаном правцу дуж кога се врши ажурирање вредности аргумента
циљне функциjе. Иако jе за означавање глобалних итерациjа или циклуса наизменичне
оптимизациjе у (6.11) и (6.12) коришћен симбол t, у наставку овог потпоглавља исти ће
бити коришћен за означавање итерациjа PRCG у (6.12). Оптимална вредност корака
добиjа се решавањем следећег проблема:
α∗t = argmax
α
L (Λ,Ψ(t) + α∆Ψ(t))− L (Λ,Ψ(t)) п.о. Pˆj ≻ 0, ∀j , (6.20)
где jе L одговараjућа функциjа дефинисана у (6.10), а Λ = const. и одређено у (6.11).
Треба нагласити да се симетричне матрице Sk, коjе представљаjу елементе базе Ψ,
приликом сваке итерациjе решавања (6.12), ажурираjу здружено, односно да се одго-
вараjућа PRCG процедура, описана у [133, 270], заснива на векторизациjи матрица Sk
помоћу оператора vec(·), коjим се горња или доња троугаона подматрица сваке симе-
тричне матрице Sk трансформише у вектор колону одговараjуће димензиjе. То значи,
да се израчунавање правца∆Ψ(t), дуж кога се на основу оптималне вредности корака α∗t ,
одређене у (6.20), у итерациjи t истовремено ажурираjу сви елеменати базе Ψ(t), односно
израчунавање Ψ(t) + α∗t∆Ψ(t), заснива на одређивању градиjента функциjе L
(
Λ,Ψ(t)
)
у односу на променљиве коjе формираjу елементе Ψ(t), а чему одговара одређивање
вектора g = ∇ΨL (Λ,Ψ) ,
(
(∇S1L)T , . . . , (∇SKL)T
)T , коjи се састоjи од поjединачних
градиjената ∇SkL, чиjе извођење jе приказано у Прилогу 4. Правац претраге ∆Ψ(t)
176 Aпроксимациjа Гаусових компоненти у конструисаном потпростору
у одговараjућоj PRCG процедури описаноj у [133, 270] одређен jе на нешто другачиjи
начин у односу на стандардни начин ажурирања PRCG правца претраге, описан у [189,
стр. 122] и [234, стр. 43]. Међутим у референтноj имплементациjи SPAM модела кори-
шћеноj у овом раду усвоjено jе исто правило ажурирања ∆Ψ(t) као и у [189, 234], а
коjе се у случаjу проблема максимизациjе L (Λ,Ψ(t)) у (6.12), заснива на правилу:
∆Ψ(t) = gt − βt∆Ψ(t−1), а не на правилу: ∆Ψ(t) = gt − βtgt−1, коришћеном у [133, 270],
где jе βt одговараjућа константа, одређена на исти начин као и у [133, 189, 234, 270].
На сличан начин као што jе у (6.15) показано да постоje jединствени оптимални ко-
раци α∗j , коjи су решења проблема линиjске претраге приликом оптимизациjе тежинских
коефициjената представе сваке од j = 1, . . . ,M матрица прецизности у одговараjућоj
бази Ψ = {Sk}Kk=1, тако jе и у случаjу (6.20) показано слично своjство, [270], а коjе омо-
гућава да се полазни проблем (6.20) са ограничењима у облику услова дефинитности
апроксимациjа Pˆj, трансформише у оптимизациони проблем без ограничења. Тако се
формира проблем линиjске претраге над интервалом α∗t ∈ [0, αmax), где jе αmax одређено
са:
αmax =

+∞, wjp > 0 ,∀p, j
min
p,j
{−1/wjp| wjp < 0} , иначе , (6.21)
при чему су wjp, као и у случаjу (6.18), одговараjуће сопствене вредности матрица
W = Pˆ
−1/2
j RjPˆ
−1/2
j , са главном разликом да jе израз (6.16) за Rj, замењен са:
Rj =
K∑
k=1
λjk∆Sk , (6.22)
док су λjk, тежински коефициjенти апроксимациjе Pˆj, садржани у вектору Λj, ∀j. Као и
у (6.16), матрица Rj може да се интерпретира као „правац” дуж кога се у свакоj итера-
циjи PRCG процедуре ажурира апроксимациjа матрице прецизности, након ажурирања
елемената базе Ψ(t), при чему су одговараjући прираштаjи ∆Sk одређени са врeдношћу
Ψ(t)+α∗t∆Ψ
(t), где jе t ознака тренутне итерациjе PRCG процедуре, при чему t не може
бити већи од унапред дефинисаног броjа коjи jе у [133, 270] означаван са симболом Ntied.
Горња граница интервала претраге у (6.21) зависи истовремено од вредности свих
M матрица (6.22), за разлику од (6.18), где су границе одређиване независно за свако j.
Међутим и даље jе могуће независно израчунавање сопствених вредности wjp сваке од
матрица Pˆ
−1/2
j RjPˆ
−1/2
j , што може значаjно да олакша практичну имплементациjу одго-
вараjуће процедуре. Такође, приликом одређивања вредности границе (6.21) усвоjен jе
исти приступ као и у (6.18), а коjи полази од неjеднакости 1 + αwp > 0, имплицитно
садржане у одговараjућем идентитету (6.17). Додатно, константа βt, коjа се користи
приликом одређивања правца претраге ∆Ψ(t), током итеративне оптимизациjе по по-
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треби се ресетуjе (замењуjе са нулом), како би се приликом уласка текућег решења у
део домена у коме се циљна функциjа може апроксимирати квадратном функциjом ал-
горитам ресетовао (заборавио претходне правце претраге) и постигао бржу конверген-
циjу. За ресетовање се користи стратегиjа да правци градиjената из текуће и претходне
итерациjе, односно gt и gt−1, jесу међусобно ортогонални ако jе функциjа коjа се опти-
мизуjе квадратна, [189], па се у случаjу да jе услов нарушен правац претраге ресетуjе
на вредност градиjента, ∆Ψ(t) = gt, чему одговара βt = 0.
С обзиром да ће и у случаjу SPTM модела циљна функциjа у оквиру одговараjуће
линиjске претраге приликом оптимизациjе елемената речника (уместо елемената базе
векторског потпростора као код SPAM модела) бити двоструко диференциjабилна као и
циљна функциjа у (6.20), решавање самог проблема линиjске претраге у (6.20) jе реали-
зовано на исти начин као и у [133, 270], коришћењем итеративног Њутн-Рапсоновог ме-
тода (метода тангенте) на основу израза за први и други извод циљне функциjе у (6.20),
чему одговараjу изводи функциjе φψ (α), коjа jе на основу (6.10) и (6.17) дефинисана
као:
φψ (α) =
M∑
j=1
d∑
p=1
ln
(
1 + αwjp
)− α tr (Σj Rj) , (6.23)
где jе Rj одређено са (6.22), док се на основу (6.19) одговараjући изводи израчунаваjу
као:
φ′ψ (α) =
M∑
j=1
d∑
p=1
wjp
1 + αwjp
− tr (Σj Rj) , φ′′ψ (α) = −
M∑
j=1
d∑
p=1
(
wjp
1 + αwjp
)2
. (6.24)
Итеративним поступком претраге на дефинисаном интервалу [0, αmax), проналази се
корен функциjе φ′ψ (α), односно стационарна тачка циљне функциjе (6.23). Услов за
терминациjу претраге jесте |φ′ψ (α∗) | ≈ 0 или унапред дефинисан максимални броj ите-
рациjа за тражење корена φ′ψ (α).
6.3 Предложени SPTM модел
У овом поглављу ће бити представљен предложени SPTM (енгл. Sparse Precision
Tying Model) модел, коjи се заснива на примени концепта ретке репрезентациjе сигнала
у моделовању апроксимациjа инверзних ковариjансних матрица или матрица прецизно-
сти у GMM системима за препознавање облика коjи након основне обуке или процене
параметара смеша садрже пуне ковариjансне матрице без апроксимациjа. Као што и
само име каже, у питању jе метод са коjим се врши везивање (енгл. tying) параме-
тара GMM, тако што се кроз конструкциjу заjедничког речника симетричних матрица
одређуjе или учи ретка репрезентациjа или представа одговараjућих матрица преци-
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зности коjе дефинишу поjединачне компоненте одговараjућих Гаусових смеша коjима
се описуjу условне густине расподеле вероватноће у GMM системима за статистичко
препознавање облика. У том смислу, елементи оптималног речника за њихову ретку
репрезентациjу или апроксимациjу здружено се означаваjу као скуп дељених или веза-
них параметара конструисаног SPTM, а одговараjући тежински коефициjенти са коjима
се замењуjе оригинална представа поjединачних матрица прецизности коjе фигуришу
у систему за препознавање, као скуп слободних или невезаних параметара конструиса-
ног модела за апроксимациjу Гаусових компоненти. Поjам везивање се односи на начин
коришћења и процене параметара коjи дефинишу елементе или атоме одговараjућег
речника састављеног од симетричних матрица (у наставку матричног речника), а код
кога су приликом тражења оптималне представе сваке од матрица прецизности у да-
том речнику увек на располагању сви елементи речника, док се њихови параметари,
односно вредности одговараjућих атома (симетричних матрица коjе чине речник) оп-
тимизуjу здружено, коришћењем заjедничког критериjума. Са друге стране, у случаjу
оптимизациjе вредности одговараjућих тежинских коефициjената коjи треба да обез-
беде ретку представу сваке од матрица прецизности, а под чиме се подразумева апрок-
симациjа оригиналних матрица прецизности са векторима са релативно малим броjем
компоненти различитих од нуле, оптимизациjа одговараjућих тежинских коефициjената
представе сваке од матрица у заjедничком матричном речнику одвиjа се независно за
сваку од матрица прецизности присутних у систему за препознавање и пронађена оп-
тимална представа jедне матрице у заjедничком речнику не утиче на апроксимациjу
преосталих.
Под претпоставком да инверзне ковариjансне матрице поседуjу „своjство реткости”
у неком редундантном и генераторном речнику Ψ (коjи jе такође потребно на адекватан
начин проценити или научити на основу доступних података), формулисањем одговара-
jуће циљне функциjе може се постићи да свака инверзна ковариjанса или матрица пре-
цизности Σ¯−1j буде представљена са што мањим броjем тежинских коефициjената разли-
читих од нуле у одговараjућем вектору Λj, а да истовремено укупна KL дивергенца свих
апроксимациjа, слично као у раниjе приказаном изразу (6.8), буде што мања. Под укуп-
ном дивергенцом подразумева се укупно информационо растоjање између оригиналних
компоненти Гаусових смеша (коjе су представљене пуним, оригиналним ковариjансним
матрицама) и њихових ретких апроксимациjа (ретких у смислу да су апроксимациjе
инверзиjа оригиналних ковариjансних матрица формиране линеарном комбинациjом
малог броjа симетричних матрица или атома из одговараjућег матричног речника Ψ,
при чему сами атоми не мораjу да буду и наjчешће нису ретке матрице). Компромис
између захтеваног степена „реткости” коjи ће бити постигнут таквом ретком репрезен-
тациjом, тj. просечног броjа коефициjената различитих од нуле у сваком од вектора
Λj коjи представљаjу апроксимациjе оригиналних инверзних ковариjанси Pj, и грешке
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репрезентациjе коjоj одговара укупна KL дивергенца свих компоненти, биће регули-
сан коришћењем Лагранжевог множитеља µ > 0, по узору на основни принцип учења
речника намењеног реткоj репрезентациjи сигнала, исказан у (5.1). Стога jе полазећи
од основног критериjума (6.10), коjи тежи очувању информационог садржаjа апрокси-
мациjе одређене Гаусове компоненте, у [40] предложен нови критериjум коjи додатно
подстиче и jедноставност представе, односно следећи оптимизациони проблем:
(Λ∗,Ψ∗) = argmin
(Λ,Ψ)
L (Λ,Ψ) п.о. Pˆj ≻ 0, j = 1, . . . ,M , (6.25)
где jе
L (Λ,Ψ) =
M∑
j=1
nj
{
tr
(
Σ¯jPˆj
)− ln det Pˆj} + µ M∑
j=1
∥Λj∥1 , (6.26)
Pˆj =
D∑
k=1
λjk Sk , Λj =
(
λj1, . . . , λ
j
D
)T
, Ψ = {S1, . . . , SD} , Λ = {Λ1, . . . ,ΛM} , (6.27)
док jе са D означена величина генераторног и редундантног матричног речника Ψ у
коме се постиже ретка репрезентациjа или представа апроксимациjе Pˆj матрице пре-
цизности Σ¯−1j , одређена са тежинским коефициjенатима Λj ∈ RD, док jе ℓ1 норма Λj
дефинисана са ∥Λj∥1 =
∑D
k=1|λjk|. Као регуларизациона функциjа коjа индукуjе ретко
решење изабрана jе ℓ1 норма уместо ℓ0 норме, коjа би стварно одговарала броjу тежин-
ских коефициjената различитих од нуле у сваком од ретких вектора Λj, али би водила
ка формулациjи комбинаторног оптимизационог проблема, док ℓ1 функциjа може да
се тумачи као конвексна анвелопа ℓ0 норме. Применом ℓ1 поправке постиже се да jе
формулисани оптимизациони проблем конвексан, што (као што ће бити показано) ипак
омогућава проналажење задовољаваjућег, односно „довољно ретког” решења. Као што
jе већ раниjе истакнуто у Поглављу 6.1, потреба за ретком апроксимациjом матрица пре-
цизности произилази из предности коjе таква апроксимациjа има у односу на SPAM, у
смислу да ако су задовољени потребни предуслови постиже мању грешку апроксимациjе
при истоj сложености. Вредност nj у (6.26) биће сматрана истом ∀j.
Постоjи и вероватносна интерпретациjа оптимизационог проблема формулисаног
у (6.25), а према коjоj, полазећи од Баjесове или Беjзове теореме, решење Λ∗j пред-
ставља процену максималне апостериорне вероватноће вредности параметара Λj, под
a priori претпоставком да тежински коефициjенти Λj, ретке репрезентациjе Pj = Σ¯−1j ,
имаjу Лапласову расподелу са параметром µ. На таj начин здружена расподела вред-
ности (Λj,Ψ) дефинише се као производ одговараjуће условне расподеле и поменуте
Лапласове расподеле, а што након логаритмовања даjе два сабирка коjи се поjављуjу
у (6.26). Управо оваква интерпретациjа била jе дискутована и у Поглављу 5.5, у оквиру
израза (5.38), али jе при томе такође било истакнуто и да усвоjена претпоставка о при-
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роди априорне расподеле вредности тежинских коефициjената, иако корисна у сврху
формулациjе одговараjућег оптимизационог проблема, као што jе и (6.25), не мора да
важи, [114].
Први део циљне функциjе L у (6.26) jесте негативна вредност циљне функциjе
из (6.10), а коjа на основу поменуте интерпретациjе (5.38) одговара логаритму веро-
достоjности података, први сабирак у (5.38). Као и у Поглављу 6.2.1, подразумева
се да су одговараjуће процене средњих вредности поjединачних Гаусових компоненти
веома добре, µˆj ≈ µ¯j, ∀j, а што значи да се до (6.10), односно првог сабирка (суме)
у (6.26), долази на основу израза (6.6). Такође, као што jе показано у истом поглављу,
прва сума у (6.26) одговара суми KL дивергенци DKL
(G¯j ∥ Gˆj) између вишедимензио-
налних Гаусових расподела коjе представљаjу оригиналне компоненте Гаусових смеша
и расподела коjе представљаjу њихове ретке апроксимациjе, са ретком репрезентациjом
матрица прецизности, израз (6.8).
Враћаjући се на интерпретациjу формулациjе (6.26) кроз израз (5.38), елементи прве
суме у (6.26) добиjаjу се под претпоставком да одређеноj опсервациjи x ∈ X одговара
веродостоjност параметара p˜(x|θˆj), израз (6.2), где се под параметрима θˆj подразумеваjу
Ψ и Λj, односно по узору на нотациjу у (5.37) веродостоjност p˜ (x ; Ψ|Λj). С обзиром да
jе негативни логаритам апостериорне вероватноће p (Λj ; Ψ |x) у (5.38) дефинисан као
сума: − ln p˜ (x ; Ψ|Λj) и − ln p (Λj), елементи друге суме у (6.26) добиjаjу се под претпо-
ставком да jе a priori расподела тежинских коефициjената Λj одређена са Лапласовом
расподелом p (Λj) = exp(−µ∥Λj∥1).
Разлог за формулациjу (6.25) као проблема минимизациjе, односно рачунање не-
гативне вредности логаритма апостериорне вероватноће у (5.38), jесте минимизациjа
енергиjског функционала у (6.10), а чему одговара потреба за смањењем информацио-
ног растоjања ретких апроксимациjа у односу на оригиналне компоненте смеше. У том
контексту, оптимизациони проблеми коjи воде ка реткоj репрезентациjи сигнала углав-
ном се формулишу као проблеми минимизациjе, чиjа циљна фунцкиjа као додатни члан
садржи поправку коjа треба да обезбеди додатне особине (jедноставност) решења.
Као и у случаjу (6.10) у Поглављу 6.2, ниjе изводљиво да се (6.25) истовремено мини-
мизуjе по обе групе аргумената, (Λ,Ψ), тако да се поново прибегава итеративноj наизме-
ничноj оптимизациjи коjа подразумева минимизациjу (6.25) у односу на вредности Λ,
при фиксираним вредностима Ψ, а затим оптимизациjу елемената Ψ при фиксираним,
претходно израчунатим вредностима Λ.
Иако jе оптимизациони проблем формулисан тако да постоjе ограничења исказана
условом да су конструисане апроксимациjе Pˆj ≻ 0, ∀j, у наставку ће бити показано да jе,
као и у случаjу референтног SPAM модела, могуће преформулисати полазни проблем са
ограничењима тако да се добиjе редуковани оптимизациони проблем без ограничења.
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Заправо, у наредном поглављу ће бити показано да за свако j = 1, . . . ,M , постоjи
jединствено α∗, коjе се добиjа као оптимум у кораку коjи укључуjе линиjску претрагу
током процедуре за оптимизациjу (учење) коефициjената сваког од вектора Λj, а коjе
при томе задовољава услов да jе: αmin < α∗ < αmax. Ради jедноставности излагања у
претходноj неjеднакости су изостављени индекси j коjи означаваjу да се α(j)max, α(j)min и α∗j
односе на одговараjућу матрицу, што ће бити пракса и у наставку излагања. На сличан
начин као и у Поглављу 6.2.2 биће показано да jе члан αmax дефинисан са (6.18), док ће
за αmin бити показано да jе αmin = −∞ ако jе Rj 4 0, или αmin = max
p
{−1/wp| wp > 0}
ако jе: а) Rj < 0; или б) Rj недефинитна матрица, где je матрица Rj дефинисана на
исти као у (6.16):
Rj =
D∑
k=1
∆λjk Sk , (6.28)
али уз другачиjе вредности ∆λjk, a као последица другачиjе структуре SPTM и SPAM
модела. Коришћењем наведене неjеднакости биће осигурано да су апроксимациjе ма-
трица прецизности након ажурирања Pˆj ← Pˆj + α∗Rj сигурно позитивно дефинитне,
под условом да важи да jе вредност корака α∗ ∈ (αmin, αmax), за свако j.
Приликом оптимизациjе речника у Поглављу 6.3.2, исти аргументи као и у Погла-
вљу 6.2.3 на сличан начин ће показати да jе могуће израчунати jединствено α∗ коjе ће
задовољавати услов да jе α∗ < αmax, где jе αmax дефинисано са (6.21).
6.3.1 Оптимизациjа тежинских коефициjената ретке репрезентациjе матрица
прецизности
Пратећи исти ток излагања као и у Поглављу 6.2.2, задатак одређивања оптималних
елемената скупа Λ у (6.25) може се разложити на M независних потпроблема у коjима
се одређуjу поjединачни вектори:
Λ∗j = argmin
Λj
Lj (Λj) п.о. Pˆj ≻ 0 , j = 1, . . . ,M , (6.29)
где jе Lj одређено са (6.30), а генераторни и редундантни матрични речник Ψ се сматра
познатим:
Lj (Λj) =
{
tr
(
Σ¯j Pˆj
)− ln det Pˆj} + µ ∥Λj∥1 . (6.30)
С обзиром да циљна функциjа Lj (Λj) у основи представља ненегативну KL дивер-
генцу (4.6), односно Бургову или LogDet матричну дивергенцу (4.17), проширену са ℓ1
нормом, а да jе Lj за апроксимациjе Pˆj коjе испуњаваjу услов позитивне дефинитно-
сти, Pˆj ≻ 0, конвексна и коерцитивна у односу на аргумент Λj и ограничена са доње
стране, ако се обезбеди да jе {Pˆ(k)j } нека минимизуjућа секвенца формирана процесом
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итеративне оптимизациjе (6.29), коjу чини k узастопних апроксимациjа исте Гаусове
компоненте индексиране са j, тада ће захваљуjући особинама Lj постоjати jединствено
решење проширеног проблема Λ∗j = argminΛj Lj (Λj) п.о. Pˆj ≽ 0. У граничном случаjу
описаног сценариjа, могуће jе да неко Pˆ∗ = limk→∞ Pˆ
(k)
j напустити скуп дозвољених
решења, одређен са условом Pˆj ≻ 0, и постане „само” позитивно семи-дефинитно, али
као што jе већ речено у Поглављу 6.2.2, у коначном броjу корака K могуће jе прићи
произвољно близу Pˆ
∗
j , а да и даље важи да jе Pˆ
(K)
j ≻ 0.
Са друге стране, функциjа Lj (Λj) ниjе глатка (диференциjабилна) у случаjу када
вектор Λj садржи компоненте или тежинске коефициjенте коjи су jеднаки нули, а као
последица недиференциjабилности апсолутне вредности у нули, тако да методе за ну-
меричку оптимизациjу коjе су погодне за решавање глатких проблема нису директно
применљиве у случаjу (6.29). Из тог разлога одлучено jе да се за решавање (6.29) кон-
струише итеративни поступак коjи се заснива на субдиференциjала или субградиjенту
(енгл. subgradient), као начину за уопштење поjма извода у случаjу неглатких функ-
циjа. Субдиференциjал као поjам био jе представљен у оквиру разматрања сличне
природе у Поглављу 5.4, израз (5.14). Тада jе показано да у складу са одговараjућом
дефинициjом у форми скупа, субградиjенту одговара услов оптималности (5.15).
Поступак итеративне оптимизациjе (6.29) коришћењем субградиjента (6.30), коjи
ће бити приказан, почива на идеjи активног скупа (енгл. active set), коjа jе у нешто
другачиjем контексту такође била изложена и у оквиру Поглавља 5.5, кроз приказ ме-
тода за ретку репрезентациjу сигнала у Прилогу 2. Основна идеjа jесте да се кроз
процес оптимизациjе постепено бираjу променљиве, односно компоненте или тежински
коефициjенти вектора Λj, чиjом оптимизациjом (подешавањем вредности) се тренутно
решење што више приближава дефинисаном услову оптималности. Вредности преоста-
лих компоненти Λj коjе су у тоj итерациjи ван активног скупа при томе се не мењаjу
и остаjу jеднаке почетноj вредности нула. Отуда потиче и назив активни скуп, jер се
у свакоj итерациjи оптимизуjе само унапред дефинисан, ограничен броj променљивих
коjе у том тренутку у наjвећоj мери нарушаваjу услов оптималности. Пошто jе циљ
постизање ретког решења, чему одговара вектор Λj са релативно малим броjем тежин-
ских коефициjената различитих од нуле, поред додавања нових компоненти у активни
скуп све до тренутка док се не постигне тражени ниво реткости, биће дозвољено и да
неке од раниjе укључених компоненти, а чиjе вредности током итеративног процеса
поново постану блиске нули, приликом сваког ажурирања садржаjа скупа могу да на-
пусте постоjећи активни скуп. Усвоjена терминологиjа за означавање активног скупа
делимично одступа од стандардних конвенциjа у литератури коjа се бави оптимизаци-
jом, у смислу да под активним скупом не би требало да се подразумеваjу променљиве
чиjе вредности се оптимизуjу, већ променљиве или компоненте вектора коjе су jеднаке
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нули, односно ван скупа. Кратак коментар у вези са тим питањем дат jе на краjу При-
лога 2. Међутим у овом раду усвоjена jе конвенциjа да се под елементима активног
скупа подразумеваjу компоненте вектора коjе активно доприносе реткоj апроксима-
циjи или реконструкциjи сигнала, а што значи да су њихове вредности различите од
нуле. Са друге стране, активни скуп ће такође бити означаван и као радни скуп, што
jесте термин коjи би више одговарао стандардноj конвенциjи.
Описана итеративна процедура биће формулисана по узору на GRAFTING метод за
селекциjу обележjа, оригинално предложен у [200, 201], чиjи назив представља скраће-
ницу од енгл. „gradient feature testing”. Метод jе изабран пошто се показао као погодан
за решавање проблема минимизациjе емпириjског ризика уопштених линеарних модела
формулисаних уз коришћење неглатког регуларизатара у облику ℓ1 норме вектора те-
жинских коефициjената, [200, 201, 228]. У [200] повучена jе и паралела између boosting
алгоритама, такође помињаних и у Поглављу 2.3.3, и вариjанте GRAFTING процедуре
коjа подразумева ажурирање вредности само последње додате променљиве или коефи-
циjента у радни скуп, а коjа jе интерпретирана као jедноставна форма boosting-а.
С обзиром да ће итеративна процедура бити конструисана тако да обезбеди ретку
репрезентациjу матрица прецизности кроз одређивање ретке репрезентациjе поjединач-
них вектора тежинских коефициjената придружених матрицама, може да се уочи да
поред сличности описане идеjе са методама активног скупа представљеним у Прилогу 2,
постоjи и значаjна сличност са градиjентним методама описаним у Поглављу 5.4.
Методе у Поглављу 5.4 почиваjу на два кључна корака сажето описана у изразу (5.31),
односно у општем случаjу у (5.22): ажурирању текућег решења у правцу градиjента
глатког дела циљне функциjе и након тога сажимању-одсецању ажурираних вредности
тежинских коефициjената коришћењем одговараjућег оператора блискости коjи дефи-
нише ℓ1 норма. Насупрот томе, поред коришћења активног скупа, разлика конструи-
сане процедуре у односу на поменуте методе коjе карактерише израз (5.31) биће и начин
на коjи се унутар конструисане процедуре поjављуjе оператор блискости (5.17), а коме
у случаjу ℓ1 норме одговара оператор сажимања-одсецања дефинисан изразима (5.4)
или (5.5) у Поглављу 5.3. Са друге стране, у односу на методе за ретку репрезентациjу
на бази активног скупа, описане у Прилогу 2, предложена процедура такође ће се разли-
ковати и по начину избора атома речника, односно компоненте (тежинског вектора Λj)
коjа се придружуjе активном скупу, у смислу коришћеног критериjума оптималности
коjи ће бити другачиjи у односу на услов исказан jедначином (п.2.3).
Наиме, придруживање елемената (променљивих) активном скупу почиваће на стра-
тегиjи да се скупу постепено додаjе по jедна променљива коjа наjвише нарушава услов
оптималности субградиjента функциjе (6.30), у општем случаjу одређен условом (5.15).
При томе ће раниjе поменути оператор сажимања-одсецања (5.5) бити део самог израчу-
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навања субградиjента функциjе (6.30) (приликом израчунавања субдиференциjала (6.30)
по компонентама тежинског вектора Λj чиjа вредност jе у том тренутку нула, односно
по компонентама коjе се налазе ван активног скупа). Такође, како у свакоj итерациjи по-
стоjи потреба за поновним дефинисањем садржаjа активног скупа, селекциjа подскупа
компоненти коjе ће бити различите од нуле и представљати основу (енгл. support)
ретког решења ниjе истовремена као у (5.31), већ постепена, елемент по итерациjи.
Додатну разлику ће представљати и то што ће вредности елемената активног скупа
(након избора компоненти) бити ажуриране коришћењем методе другог реда засноване
на претходно израчунатим вредностима субградиjента циљне функциjе по променљи-
вама (елеменатима) активног скупа, а не методом првог реда заснованом на гради-
jенту глатког дела циљне функциjе по свим променљивама као у (5.22), односно (5.31).
Међутим, додатну сличност са итеративним методама као што jе (5.31) представљаће
особина предложене процедуре да се приликом израчунавања вредности субградиjента
користи оператор сажимања-одсецања. Додатно, за методе као што jе (5.31), коjима
у општем случаjу одговара решавање проблема (5.6), у Поглављу 5.4, такође jе пока-
зано да се до одговараjућег решења у општем облику (5.22) долази директно на основу
услова оптималности субградиjента, извођење (5.21). Наведено у одређеном смислу
представља jош jедну сличност са процедуром коjа ће бити предложена, пошто ће као
што jе већ речено оптималност субградиjента функциjе (6.30) бити коришћена као кри-
териjум за избор елемената активног скупа. Специjалан случаj (5.21), од интереса за
поређење са процедуром коjа ће бити предложена за решавање (6.29), добиjа се када
се уместо функциjе g(x) у (5.19) замени ℓ1 норма, а коjоj одговара поменути оператор
сажимања-одсецања (5.5).
Друго важно питање у вези са решавањем (6.29) и (6.25), jесте полазна формулациjа
у облику проблема са ограничењима. Као што jе већ речено, могућа jе трансформациjа
полазног проблема у проблем без ограничења, али коjи подразумева линиjску претрагу
над интервалом са унапред дефинисаним границама дуж дефинисаног правца ∆Λj.
Поменута трансформациjа (6.29) подразумева дефинисање еквивалентног проблема:
α∗ = argmin
α
φj (α) , п.о. Pˆj ≻ 0,
φj (α) = Lj (Λj + α∆Λj)− Lj (Λj) ,
(6.31)
чиjим решавањем се одређуjе оптимална вредност корака α∗. Структура помоћне функ-
циjе φj (α) дефинисана jе изразом (6.30), Прилог 4. Оптимизациjа скаларне променљиве
α у (6.31) одвиjа се над дефинисаним интервалом (αmin, αmax) коjи ће бити одређен
на сличан начин као и у случаjу (6.15), али на основу Тврђења 1 коjе ће бити изве-
дено у наставку. Уз услов да α∗ ∈ (αmin, αmax) ажуриране верзиjе ретких апрокси-
мациjа инверзних ковариjансних матрица биће и даље позитивно дефинитне, односно
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Pˆj+α∗Rj ≻ 0,∀j, где jе Rj =
∑D
k=1∆λ
j
k Sk. У доказу наредног тврђења биће коришћена
следећа чињеница, показана у [129]:
Чињеница 1 Важе оба: A,B < 0⇒ ABA < 0 и његов дуал A,B 4 0⇒ ABA 4 0.
Имаjући у виду наведено, тврдимо следеће:
Тврђење 1 Нека jе f (α) = − ln (det (P + αR)/ det (P)) + α tr (ΣR) + µ ∥a+ α b∥ℓ1,
α ∈ R, где jе R ̸= 0 симетрична матрица, R ∈ Rd×d, а P и Σ су такође симетричне
матрице истих димензиjа, али су за разлику од R и позитивно дефинитне, P ≻ 0,
Σ ≻ 0. Такође, нека су a, b ∈ RD фиксирани (унапред одређени параметри), при усво-
jеноj вредности D ∈ N, где jе ℓ1 норма дефинисана као ∥x∥ℓ1 =
∑D
k=1|xk|, за x ∈ RD, и
нека jе µ > 0 и узима неку фиксну вредност. Тада, ако jе αmin наjмања, а αmax наjвећа
вредност α ∈ R, коjа осигурава да jе матрица: P + αR, позитивно семи-дефинитна,
тада постоjи jединствена вредност корака α∗, таква да jе: α∗ = argmin
α∈(αmin, αmax)
f (α).
Доказ Означимо са αmin = inf
α∈R
{P + αR < 0}, а са αmax = sup
α∈R
{P + αR < 0}. Тада на
основу извођења у Прилогу 4, jедначина (п.4.2), или [30, 270], важи следећи матрични
идентитет:
ln
det (P+ αR)
det (P)
=
d∑
p=1
ln (1 + αwp) , (6.32)
где jе са wp означена p-та сопствена вредност матрице W = P−1/2RP−1/2. Како jе:
P+ αR = P1/2
(
I+ αP−1/2RP−1/2
)
P1/2 ,
сопствене вредности матрице: I+αP−1/2RP−1/2 = I+αW, одређене су са 1 + αwp > 0.
Да би неjеднакост коjа проистиче из (6.32) остала очувана, вредност α jе условљена
спектром матрице W. Одатле следи да jе P + αR  0 акко 1 + αwp ≤ 0 за неко
p ∈ {1, . . . , d}. Користећи (6.32) и дефинициjу ∥·∥ℓ1 , полазни израз f (α) може да се
запише као:
f (α) = g (α) + µ
D∑
k=1
|ak + α bk| ,
g (α) = −
d∑
p=1
ln (1 + αwp) + α tr (ΣR) .
(6.33)
Пошто jе други извод g (α) одређен са: g′′ (α) =
∑d
p=1
( wp
1+αwp
)2
> 0, важи да jе g
стриктно конвексна над своjим доменом D (g). Како jе h (α) = µ ∑Dk=1|ak + α bk| та-
кође дефинисано и конвексно за α ∈ R, важи да jе f = g + h стриктно конвексна над
своjим доменом D (f) = D (g), што следи директно из дефинициjе конвексности. То
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значи да ако jе α∗ локални минимум, а као последица стриктне конвексности и гло-
бални минимум функциjе f (α) над D (f), тада jе α∗ и jединствени глобални минимум.
Његова егзистенциjа се разматра у наставку.
Увек важи да jе jедан од наредна три услова задовољен: или jе матрица R позитивно
семи-дефинитна, тj. R < 0, или jе R негативно семи-дефинитна, тj. R 4 0, или jе R
недефинитна, тj. R ̸< 0 и R ̸4 0.
Нека jе у првом случаjу R < 0. С обзиром да jе P−1/2 < 0, тада на основу Чиње-
нице 1 важи да су wp ≥ 0, ∀p ∈ {1, . . . , d}, пошто су wp сопствене вредности матрице
W = P−1/2RP−1/2. То значи да jе αmax = +∞, а пошто jе функциjа g (као и f) непре-
кидна над R+, на основу (6.32) и (6.33) следи да jе f (αmax) = lim
α→+∞
f (α) = +∞. Такође,
полазна претпоставка да jе матрица R ̸= 0 указуjе да постоjи барем jедно p, такво да
jе wp > 0, што опет указуjе да jе A ≠ ∅, где jе са A означен скуп A = {−1/wp| wp > 0}.
Одатле следи да jе αmin = max
p
A > −∞, а како логаритамска функциjа дивергира у
нули са десне стране, важи и да jе lim
α→αmin+
f (α) = +∞. Шта више, f jе непрекидна над
D (f) = (αmin, αmax).
У другом случаjу нека jе R 4 0. Тада на основу Чињенице 1 важи да су wp ≤ 0,
∀p ∈ {1, . . . , d}, одакле следи да jе αmin = −∞, а како jе g (као и f) непрекидна функциjа
над R−, на основу (6.32) и (6.33) важи да jе f (αmin) = lim
α→−∞
f (α) = +∞. Такође,
полазна претпоставка да jе матрица R ̸= 0 указуjе да постоjи барем jедно p за коjе важи
да jе wp < 0, одакле следи да jе скуп B ̸= ∅, где jе са B означен скуп B = {−1/wp| wp < 0}.
Одатле следи да jе αmax = min
p
B < +∞, а како логаритамска функциjа дивергира у
нули са десне стране, важи и да jе lim
α→αmax−
f (α) = +∞. Шта више, f jе непрекидна над
D (f) = (αmin, αmax).
Коначно, размотримо и преостали случаj: R ̸< 0 и R ̸4 0. Како jе према полазноj
претпоставци матрица R ̸= 0, наведено имплицира да постоjе p, q ∈ {1, . . . , d}, такви
да су са индексом p означене сопствене вредности wp > 0, а са индексом q сопствене
вредности wq < 0, одакле следи да за раниjе дефинисане скупове A и B сопствених
вредности матрице W важи да jе: A ≠ ∅ и B ̸= ∅. С обзиром да позитивне сопствене
вредности одређуjу доњу границу корака α, произилази да jе αmin = max
p
A > −∞ и
lim
α→αmin+
f (α) = +∞, а на сличан начин за негативне сопствене вредности важи да jе
αmax = min
p
B < +∞ и lim
α→αmax−
f (α) = +∞, док jе f непрекидна над D (f) = (αmin, αmax).
На краjу, пошто у свим разматраним случаjевима важи да jе: функциjа f непре-
кидна над D (f) = (αmin, αmax), и да jе гранична вредност функциjе на границама по-
сматраног отвореног интервала одређена са lim
α→αmax+
f (α) = +∞ и lim
α→αmax−
f (α) = +∞,
следи да jе f коерцитивна над D (f). Додатно, како jе f ограничена са горње стране
над D (f), следи да постоjи α∗ = argmin
α∈(αmin, αmax)
f (α), док из претходних закључака о
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стриктноj конвексности f , произилази да jе минимум коjи се достиже са α∗ такође и
jединствен. 
Тврђење 1 независно за свако j = 1, . . . ,M , осигурава егзистенциjу и jединстве-
ност одговараjућег корака α∗j коjи jесте оптимално решење проблема (6.31) у коjи се
трансформише сваки од почетних M проблема (6.29) са ограничењима Pˆj ≻ 0.
Како би се дошло до нумеричког решења Λ∗j сваког од независних потпроблема озна-
чених са индексом j у (6.29), а не само до вредности оптималног корака α∗j у помоћном
оптимизационом проблему коjи се конструише у (6.31) приликом сваке итерациjе реша-
вања (6.29), као што jе већ речено биће коришћен метод по узору GRAFTING процедуру
за селекциjу обележjа представљену у [200, 201], и сумирану у [228].
Као што jе већ дискутовано на почетку овог поглавља, предложени метод за ну-
меричко решавање (6.29) припада класи субградиjентних метода коjе користе технику
активног скупа. За ажурирање текућег решења метод користи субградиjент ориги-
налне циљне функциjе Lj (Λj) полазног оптимизационог проблема са ограничењима
у (6.29), али се субградиjент намењен ажурирању решења израчунава само над делом
изабраних променљивих. Под променљивама се подразумеваjу поjединачни аргументи
циљне функциjе (6.30), коjи представљаjу поjединачне компоненте траженог вектора
Λj. Међутим, у свакоj итерациjи субградиjент се прво израчунава за све компоненте Λj,
приликом избора елемената активног скупа, како би се постоjећим елементима актив-
ног скупа по потреби придружила нова променљива коjа евентуално jош ниjе у скупу,
а коjа у тоj итерациjи наjвише нарушава услов оптималности субградиjента.
Циљ формирања активног или радног скупа jесте да се оптимизациjом ограниче-
ног броjа променљивих (свих елемената коjи припадаjу скупу) вредност критериjума
у датоj итерациjи што више приближи оптимуму, а да се при томе вредности преоста-
лих променљивих коjе су ван скупа задрже на нули, како би се на краjу добило ретко
решење. Активни скуп се у том случаjу означава и као радни скуп, пошто се у сва-
коj итерациjи мењаjу само вредности компоненти или променљивих коjе се налазе у
њему. На таj начин, у свакоj итерациjи током процедуре решавања (6.29), за било коjе
j, на основу субградиjента компоненти из активног скупа дефинише се вектор ∆Λj коjи
представља нови правац у коме се у тоj итерациjи ажурира тренутна вредност вектора
тежинских коефициjената, Λj. Дефинисани правац ∆Λj представља основу за транс-
формациjу полазног проблема (6.29) у проблем линиjске претраге (6.31), коjим се ите-
ративном претрагом интервала (αmin, αmax), дефинисаног коришћењем Тврђења 1, дуж
правца ∆Λj долази до оптималне вредности корака α∗j . Треба нагласити да jе поменута
процедура формирања активног или радног скупа у свакоj итерациjи решавања (6.29)
(пре израчунавања ∆Λj), заправо та коjа осигурава избор, односно селекциjу промен-
љивих или компоненти вектора Λj коjе ће имати вредност различиту од нуле у коначноj
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реткоj репрезентациjи сваке од инверзних ковариjансних матрица на краjу предложене
итеративне оптимизационе процедуре, чиjи резултат jе Λ∗j .
Критериjум за избор елемената радног скупа произилази из GRAFTING методе
коjом се тестираjу компоненте субградиjента, а са циљем проналажења што мањег под-
скупа променљивих или компоненти вектора коjе ће формирати радни скуп променљи-
вих коjе су у датом тренутку наjутицаjниjе и као такве се оптимизуjу, чиме се ако jе то
краj процедуре одређуjе распоред нула у структури коначног (ретког) решења.
У наставку ће бити описан избор компоненти Λj приликом ажурирања активног
скупа на основу GRAFTING критериjума. Потребан и довољан услов оптималности у
случаjу конвексне оптимизациjе неглатке (недиференциjабилне) функциjе f : RD → R
може да се искаже као: 0 ∈ ∂f(x), где jе са ∂f(x) означен субградиjент1 функциjе f
у некоj тачки x ∈ RD. Ако скаларна функциjа f има специjалан облик (коjи одговара
облику циљне функциjе у SPTM моделу): f(x) = L(x) + µ ∥x∥ℓ1 , тада jе субградиjент f
по компонентама (координатама) аргумента x дефинисан следећим изразом:
∂if(x) =
∇iL(x) + µ sgn(xi), |xi| > 0∇iL(x) + µ [−1, 1], xi = 0 , (6.34)
где jе са [−1, 1] означена било коjа реална вредност из датог симетричног интервала, а
симбол ∇iL(x) означава i-ту компоненту градиjента глатког дела функциjе f . Другим
речима, за свако i = 1, . . . , D, ако jе вредност компоненте или координате xi = 0, субди-
ференциjал: ∂if(x) = ∂f(x)/∂xi, у (6.34), представља скуп вредности коjима може да
се замени (уопшти) парциjални извод функциjе: f(x) = L(x) + µ
∑D
i=1|xi|, у односу на
координату xi, а коjи иначе не постоjи у тачки xi = 0 пошто функциjа |xi| ниjе глатка у
нули. То значи да овако уведен субградиjент функциjе f jош увек ниjе jеднозначно де-
финисан. Из наведеног разлога, основну дефинициjу вредности субградиjента потребно
jе додатно допунити, за шта се приликом примене GRAFTING методе користи управо
општи услов оптималности субградиjента: 0 ∈ ∂f(x), пошто се и сам избор елемената
активног скупа на основу GRAFTING критериjума заснива на анализи истог услова.
Исказан по компонентама или координатама вектора x, услов оптималности субгради-
jента своди се на следећи скуп услова индексираних са i (видети такође и [228]):
0 ∈ ∂if(x) ⇐⇒
∇iL(x) + µ sgn(xi) = 0, |xi| > 0|∇iL(x)| ≤ µ, xi = 0 . (6.35)
1субградиjент ∂f(x) конвексне функциjе f : D ⊂ RD → R у некоj тачки x ∈ D дефинише се као
скуп свих вредности a ∈ RD, таквих да важи да jе: f(y)− f(x) ≥ ⟨a|x− y⟩RD , где jе са ⟨·|·⟩RD означен
одговараjући скаларни производ у RD.
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Правац и смер наjбржег опадања функциjе f одређен jе негативном вредношћу субгра-
диjента, коjи jе по компонентама дефинисан са ∂if(x) у (6.34), али не на jеднозначан
начин. Међутим, ако се субградиjент додатно дефинише помоћу критериjума коjи тежи
постизању услова оптималности (6.35), пошто ће степен испуњености истог услова ка-
сниjе бити коришћен и за селекциjу елемената радног скупа на основу вредности субгра-
диjента, а за означавање тако дефинисаног субградиjента усвоjи симбол ∇s, где слово
s указуjе да jе у питању уопштење градиjента, тада вектор ∇sf(x) по компонентама
или координатама може да се дефинише на jеднозначан начин као:
∇sif(x) =

∇iL(x) + µ sgn(xi), |xi| > 0
∇iL(x) + µ, xi = 0 ,∇iL(x) < −µ
∇iL(x)− µ, xi = 0 ,∇iL(x) > µ
0, xi = 0 , |∇iL(x)| < µ .
(6.36)
Значење приказаних избора начињених приликом дефинисања (6.36) може да се ту-
мачи на следећи начин. У случаjу када jе одговараjућа компонента вектора x jеднака
нули, xi = 0, односно када jе потребно начинити одлуку коjу вредност ζ из интервала
[−µ, µ] треба узети да би одговараjући субдиференциjал ∂if(x) у (6.34) био jеднозначно
дефинисан, пошто jе субдиференциjал ∂i∥x∥ℓ1 у тачки xi = 0 неодређен унутар скупа
[−1, 1], усваjа се следећи критериjум коjи тежи постизању услова оптималности (6.35).
За xi = 0, изабрана вредност из скупа [−µ, µ] треба да буде таква да обезбеди што
брже померање вредности ∂if(x) ка нули, а чему одговара што брже померање вред-
ности ∇iL(x) ка интервалу [−µ, µ]. Када се ∇iL(x) нађе у интервалу [−µ, µ], чему
одговара |∇iL(x)| ≤ µ, избором одговараjуће вредности ζ ∈ [−µ, µ], постиже се да jе
∇iL(x) + ζ = 0, чиме се осигурава да компонента xi = 0 не доприноси нарушавању
услова оптималности и као такву jе не треба мењати.
Могуће jе уочити да се у правилу (6.36) три разматрана случаjа када jе xi = 0,
поклапаjу са дефинициjом оператора блискости (5.17) за ℓ1 норму, коjи jе дефинисан са
функциjом или оператором сажимања-одсецања у (5.5). Еквиваленциjа се добиjа када
се у (5.5) или компактниjе записаном изразу у (5.4), уведе смена: ξ = ∇iL(x) и τ = µ.
У случаjу субградиjентних метода заснованих на техници активног скупа, само
оне променљиве коjе припадаjу дефинисаном активном или радном скупу, коjи ћемо
у складу са називом означавати са симболом W , ажурираjу се у датоj итерациjи. Броj
итерациjе процедуре за решавање полазног проблема (6.29) у наставку ће бити означа-
ван са вредношћу индекса k. Као и у претходном излагању у вези са начином jедно-
значног дефинисања субградиjента, тако ће и у наредноj дискусиjи у циљу општости
излагања привремено бити коришћена jедноставниjа нотациjа у односу на (6.29), а коjоj
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такође одговара већ приказани запис циљне функциjе у облику:
f(x) = L(x) + µ ∥x∥ℓ1 , µ > 0 , (6.37)
где jе са вектором x ∈ RD означен вектор тежинских коефициjената ретке репрезента-
циjе, коме jе у (6.29) одговарао симбол Λj ∈ RD, са коjим jе означавана ретка репре-
зентациjа матрице прецизности Pˆj коjа представља ретку апроксимациjу оригиналне
инверзне ковариjансне матрице Σ¯−1j .
Промена вредности тренутног решења x(k) ∈ RD дуж дефинисаног правца ∆x(k),
односно положаjа тачке коjа представља тренутно решење оптимизационог проблема,
jесте таква да се не мењаjу све компоненте x(k) већ само компоненте вектора за коjе jе
утврђено да наjвише нарушаваjу раниjе дискутовани услов оптималности и као такве
припадаjу активном или радном скупу W . У складу са тим, вектор сачињен од ком-
поненти x(k) коjе су индексиране у скупу W биће означаван са x(k)W ∈ R|W|. Промена
текућег решења у правцу коjи осигурава минимизациjу вредности полазног критериjума
може да се дефинише у стилу стандардног Њутновог метода, као и у Поглављу 6.2.2,
али овога пута коришћењем правца ажурирања коjи jе дефинисан само над променљи-
вама у активном скупуW , а не над свим компонентама тежинског вектора као у (6.14).
Тачниjе, правило итеративног ажурирања вредности тежинских коефициjената ретке
репрезентациjе матрица прецизности коjе обезбеђуjе минимизациjу (6.29) дефинише се
као:
x
(k+1)
W = x
(k)
W − β H−1W ∇sWf
(
x
(k)
W
)
, (6.38)
где jе са∇sWf представљен вектор сачињен од компоненти субградиjента коjе припадаjу
радном скупу W , док jе сам субградиjент по компонентама или координатама ∇sif већ
дефинисан у (6.36). Са H−1W означена jе инверзиjа Хесове матрице функционала L коjи
представља глатки део циљне фунцкиjе f , док jе сама Хесова матрица дефинисана као
Jакобиjева матрица градиjента функциjе L, односно као: HW = ∇2WL
(
x
(k)
W
)
, где jе као и
код субградиjента фунцкиjе f , Хесова матрица такође формирана само над подскупом
променљивих или компоненти тежинског вектора x(k) коjе припадаjу активном скупу
W . Осим наведене разлике коjа се тиче избора компоненти, уочава се да jе израчу-
навање Хесове матрице у (6.38) суштински исто као и у Поглављу 6.2.2, с обзиром да
jе први или глатки део циљне функциjе (6.30) готово исти као и негативна вредност
циљне функциjе у (6.13). Одговараjући изрази за израчунавање ∇iL, i ∈ W , приликом
одређивања вредности субградиjента ∇sWf , као и изрази за израчунавње поjединачних
елемената матрице HW ∈ R|W|×|W|, биће дати нешто касниjе у наставку излагања након
приказа Алгоритма 1, а њихова извођења могу се пронаћи у Прилогу 4.
Оптимална вредност корака β у (6.38) одређуjе се решавањем посебног, помоћног
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оптимизационог проблема (6.31), где jе α у (6.31) само друга ознака за β у (6.38), док jе
правац промене тежинских коефициjената ретке репрезентациjе коjи припадаjу радном
скупу W , коме би у нотациjи (6.31) одговарао симбол ∆ΛWj , у (6.38) дефинисан са:
∆x
(k)
W = −H−1W ∇sWf
(
x
(k)
W
)
. (6.39)
Као што jе већ раниjе речено, оптимална вредност корака α∗ ∈ (αmin, αmax) своjом
вредношћу гарантуjе минимизациjу оригиналне циљне функциjе (6.30) приликом ко-
ришћења правила (6.38) за ажурирање вредности тежинских коефициjената ретке ре-
презентациjе у свакоj итерациjи решавања (6.29), али такође гарантуjе и да ће упркос
промени (6.38) бити очувана и потребна дефинитност тако формиране ретке апрокси-
мациjе матрице прецизности у речнику Ψ.
Aктивни или радни скуп W формира се изнова на почетку сваке нове итерациjе
оптимизационе процедуре, тако што се на основу правила GRAFTING методe за се-
лекциjу обележjа, [200, 201], на почетку сваке итерациjе почетном активном скупу Win
додаjе или придружуjе компонента или променљива ℓ ∈ {1, . . . , D} за коjу постоjи
наjвеће нарушавање услова оптималности дефинисаног у (6.35), jер jе претпоставка да
се ће се таквим избором и касниjим подешавањем вредности компоненти индексираних
у активном скупу наjбрже стићи до наjбољег могућег решења са ограниченим броjем
тежинских коефициjената коjи су активни (различити од нуле). Треба уочити да такав
критериjум избора не подразумева да се у свакоj итерациjи радном скупу придружуjе
нека нова компонента. Скуп Win, коjи се дефинише као почетни радни скуп, формира
се пре почетка сваке итерациjе тако што се преузме радни скуп из претходне итерациjе
и затим из датог скупа, коjи се састоjи од индекса свих компоненти или променљивих
тренутног решења x(k) за коjе важи да jе x(k)i ̸= 0, по потреби елиминишу вредности
индекса за коjе текуће вредности компоненти x(k)i нису веће од неког малог, унапред
задатог прага tW . На таj начин се на почетку сваке итерациjе омогућава да неке од ра-
ниjе придружених компоненти по потреби напусте радни скуп и престану да активно
доприносе реткоj реконструкциjи сигнала.
Итеративна процедура (6.38) завршава се у неком тренутку k = K ако jе испуњен
услов оптималности субградиjента дефинисан у (6.35), или ако jе уместо тога достиг-
нут унапред дефинисан максимални броj итерациjа nΛ. Ако се ради jедноставности
у запису изоставе индекси k коjи означаваjу броj итерациjе, први услов терминациjе
алгоритма своди се на то да jе |∇iL(x)| ≤ µ, за све компоненте градиjента ∇L(x) ин-
дексиране са i ∈ WC , и за коjе самим тим важи да jе xi = 0, а пре свега на главни
услов да jе ∥∇sf(x)∥2 ≈ 0. Описани услов терминациjе обезбеђуjе да у општем случаjу
након K < nΛ итерациjа процедура може да се прекине и пре него што jе достигнут
тражени ниво реткости S, коjи означава унапред задати, жељени броj компоненти те-
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жинског вектора коjе ће бити различите од нуле. У том случаjу, коме одговара |W| < S,
ако се квалитет апроскимациjе (у смислу очуваног информационог садржаjа) не сма-
тра довољно добрим, такође постоjи могућност за наставком итеративне процедуре,
али са промењеном (смањеном) вредношћу регуларизационог параметра µ. Наведено
ће бити jасниjе у наставку излагања када на обjедињен начин буду приказани сви ко-
раци алгоритма предложене оптимизационе процедуре, али треба имати у виду да jе
циљ такве стратегиjе да се избегну неповољни локални минимуми ка коjима процедура
може да тежи. Поред тога, треба уочити да иако у свакоj итерациjи (6.38) приликом
решавања помоћног оптимизационог проблема (6.31) постоjе гаранциjе коjе обезбеђуjу
jединственост оптималног корака α∗, као глобалног минимума (6.31), такве jасне га-
ранциjе не постоjе у погледу квалитета решења добиjеног описаном итеративном про-
цедуром (6.38), осим да промена решења са кораком β∗ = α∗ неће довести до пораста
вредности оригиналне критериjумске функциjе у (6.29), што значи да постигнута ретка
апроксимациjа не мора да представља глобални, већ само локални минимум поставље-
ног проблема (6.29). Међутим, овакво решење jе прихватљиво имаjући у виду да се и
у основном проблему (6.25) наизменична оптимизациjа елемената речника Ψ и скупа
тежинских вектора Λ заснива на одређивњу локалних минимума функциjе (6.26).
У складу са претходном дискусиjом, пошто jе ажурирање постоjећег решења у (6.38)
само дуж променљивих коjе се у том тренутку налазе у радном скупу W , а не по
свим компонентама од коjих зависи вредност циљне функциjе, не постоjи гаранциjа
да jе израчунати правац промене ∆x(k)W , дефинисан са (6.39), управо и правац опадања
циљне функциjе, тако да у општем случаjу може чак да се догоди да не постоjи ни jедна
вредност корака β коjа би била таква да jе β > 0, а да при томе доводи до побољшања
циљне функциjе f . Међутим, као што jе такође већ наглашено, вредност корака ће увек
бити одређена на такав начин да не доведе до повећања вредности f(x(k+1)) у односу
на f(x(k)).
Имаjући у виду све што jе речено, на овом месту ће поново бити истакнуто да по
повратку на оригинално коришћену нотациjу из (6.29) уместо привремено коришћене
нотациjе из (6.37), важи еквиваленциjа између следећих ознака: x↔ Λj, L (Λj)↔ L (x),
и f (x)↔ Lj (Λj), где jе:
L (Λj) = tr
(
Σ¯j Pˆj
)− ln det Pˆj , (6.40)
док µ > 0 означава исти множитељ као у (6.30).
Како Тврђење 1 гарантуjе да jе (6.29) оптимизациони проблем без ограничења, следи
да за одређивање правца претраге ∆Λj може да се примени представљени метод (6.39)
коjи се са jедне стране заснива на jеднозначном дефинисању субградиjента на начин
приказан у (6.36) (где су одговараjући изрази формулисани са циљем приближавања
услову оптималности (6.35), а са друге стране почива на стратегиjи избора елемената
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активног скупa W по узору на GRAFTING, чему одговара анализа испуњености ис-
тих услова (6.35) у случаjу (6.36). Иако по дефинициjи правац претраге ∆Λj, као и
тежински вектор Λj има D компоненти, односно ∆Λj =
(
∆λj1, . . . ,∆λ
j
D
)T , приликом
ажурирања решења мењаjу се само тежински коефициjенти компоненти коjе се налазе,
односно коjе су индексиране у скупу W , док преостале компоненте са индексима у WC
неће утицати на израчунавања пошто њихова вредност остаjе нула. Стога ће у наред-
ном изразу приликом записа ∆Λj бити усвоjена конвенциjа да знак ← означава доделу
вредности компонентама ∆Λj индексираним у W , док се преостали коефициjенати по-
стављаjу на нулу. Одатле следи да jе независно за сваки од M проблема индексираних
са j у (6.29):
∆Λj ← ∆ΛWj = −H−1W ∇sWLj
(
ΛWj
)
. (6.41)
Као што jе већ истакнуто, у општем случаjу не постоjи гаранциjа да jе израчунати
правац ∆Λj истовремено и жељени правац опадања функциjе, али се тада избором
вредности корака α∗j помоћу Тврђења 1, таквог да jе α∗j ≤ 0 може избећи неповољна
ситуациjа (у наjгорем случаjу долази до осциловања око положаjа коjи одговара локал-
ном оптимуму). Резултат jе да чак и у описаноj ситуациjи и даље постоjи могућност
смањења вредности (6.29), jер jе већ у наредноj итерациjи могућа промена променљи-
вих индексираних уW чиме се кроз итерациjе формира секвенца решења коjа на краjу
као што показуjу нумерички експерименти конвергира ка жељеном „ретком” решењу са
Smin < S < Smax коефициjената различитих од нуле. Читава оптимизациона процедура
за одређивање тежинских коефициjената ретке репрезентациjе матрица прецизности у
конструисаном речнику симетричних матрица сумирана jе у наредном алгоритму.
Алгоритам 1 За сваку вредност индекса j, односно за сваку инверзну ковариjансну
матрицу Σ¯−1j , истовремено (у паралели) уради следеће:
♯ 1: Ажурирање радног или активног скупа W . Формираj почетни радни скуп Win
тако што ћеш изабрати индексе свих променљивих λji , односно тежинских коефи-
циjената или компоненти вектора Λj =
(
λj1, . . . , λ
j
D
)T
, коjи су тренутно такви да
jе: λji ̸= 0 и |λji | > tW , где jе tW унапред дефинисан праг коjи одређуjе шта значи
да jе λji ≈ 0. Затим коришћењем оптималних правила за израчунавање субгради-
jента функциjе (6.30), дефинисаних у (6.36), израчунаj вредности субградиjента
∇sLj
(
Λj
)
по свим компонентама/променљивама (укључуjући и оне за коjе тре-
нутно важи да jе λji = 0 и коjе су индексиране у WinC). Након тога, скупу Win
додатно придружи и променљиву/компоненту са индексом ℓ коjа у наjвећоj мери
нарушава услов оптималности (6.35), ℓ = argmax i |∇siLj
(
Λj
)|. Ако jе λjℓ ̸= 0, ин-
декс ℓ je већ уWin, што значи да у односу на претходну итерациjу нема додавања
нових променљивих уWin, али такође постоjи шанса да jе нека стара променљива
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већ приликом формирањаWin напустила скуп. Услов оптималности у том случаjу
jе нарушен за вредност: |∇sℓLj(Λj)| = |∇ℓL(Λj) + µ sgn(λjℓ)| > 0. У супротном, од-
носно ако jе λjℓ = 0, индекс ℓ се придружуjеWin, а услов оптималности jе нарушен
за вредност одређену са (6.36). Прогласи W ←Win.
♯ 2: Одређивање нових вредности тежинских коефициjената. За коефициjенте чиjи
индекси припадаjу активном или радном скупуW израчунаj ΛWj ← ΛWj + α∗j ∆ΛWj ,
а преостале коефициjенте индексиране у скупуWC постави на 0. Као правац про-
мене користи вектор ∆ΛWj = −H−1W ∇sWLj
(
ΛWj
)
, дефинисан у (6.41). Оптималну
вредност корака α∗j одреди решавањем помоћног оптимизационог проблема (6.31),
коришћењем бинарне претраге са половљењем граница интервала (αmin, αmax). По-
четне границе интервала претраге дефинисане су резултатима Тврђења 1 и зависе
од дефинитности матрице Rj, израз (6.28), са коjом се ажурира тренутна апрок-
симациjа матрице прецизности, Pˆ
ново
j ← Pˆj + αRj. Тачниjе, почетне границе
интервала одреди анализом сопствених вредности wjp матрице W = Pˆ
−1/2
j RjPˆ
−1/2
j ,
где jе са Pˆj означена апроксимациjа матрице прецизности из претходне итера-
циjе. Пошто се помоћна функциjа φj (α) у (6.31) своди на израз (п.4.3), а ре-
ултати Тврђења 1 гарантуjу егзистенциjу и jединственост решења разматраног
проблема минимизациjе конвексне функциjе φj (α) над (αmin, αmax), приликом по-
траге за оптималним кораком α∗j у свакоj итерациjи датог нумеричког поступка:
одреди средину полазног интервала, αново = (αmin + αmax)/2, и на основу знака
вредности субдиференциjала ∂sφj (α), дефинисаног изразом (п.4.4) у тачки αново,
φ′j (α) , ∂sφj (α), ажурираj постоjеће границе интервала. Итеративну претрагу
настави до тренутка када |φ′j (α∗) | ≈ 0 или док се не достигне унапред дефини-
сан максимални броj итерациjа nΛα . За одређивање услова оптималности кори-
сти праг ϵα. С обзиром да израз (п.4.4) ниjе одређен на оптималан начин, као
нпр. (6.36), приликом претраге води белешке о вредностима функциjе (п.4.3) у
тачкама коjе си посетио и по потреби изабери тачку, вредност корака, коjа jе
наjбоља од свих, иако све минимизуjу (п.4.3). Променљиве из W након промене
вредности у правцу ΛWj могу да постану блиске нули, што значи да ће под условом
да jе |λji | < tW у наредноj итерациjи током креирања Win напустити радни скуп.
♯ 3: Понављаj кораке ♯ 1−♯ 2 све док се не достигне неки од критериjума за термина-
циjу, максимални броj итерациjа nΛ или ∥∇sLj (Λj)∥2 ≈ 0, са прагом ϵΛG .
♯ 4: Провери ниво „реткости” постигнутог решења, означен са S, тако што ћеш утвр-
дити броj тежинских коефициjената за коjе jе λji ̸= 0, i = 1, . . . , D. Ако jе:
(a) S < Smin, или (b) Smin < S < Smax, али jе при томе вредност глатког дела
циљне функциjе Lj у (6.30), коjи jе означаван са L (Λj), израз (6.40) и одговара
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KL дивергенци између оригиналне Гаусове компоненте и конструисане апрокси-
мациjе, и даље већа од tΛKL , не прекидаj процес оптимизациjе, него настави где си
стао и понови кораке ♯ 1−♯ 3, али са новом вредношћу Лагранжевог множитеља
µ > 0, коjу израчунаj као µnew = µ · µinitial, где jе µinitial < 1. У супротном, ако jе
L (Λj) < tΛKL пређи на наредни корак. Другим речима, ако jе постигнута задово-
љаваjућа „реткост” решења, али jе грешка репрезентациjе (ретке апроксимациjе
оригиналне матрице) и даље превелика, у смислу информационог растоjања из-
међу оригиналне Гаусове расподеле и њене арпоксимациjе засноване на тренутним
вредностима Λj, покушаj поново и при томе дозволи да се S ако jе могуће и повећа
тако што ћеш смањити утицаj регуларизатора смањивањем µ. Наведену страте-
гиjу понављаj све док се не достигне максималан броj понављања nS (пролазака
кроз корак ♯ 4) у текућоj, глобалноj итерациjи индексираноj са t, или док не буде
S ≥ Smax. Под поjмом глобална итерациjа, или глобални оптимизациони циклус,
подразумева се jедан циклус наизменичне оптимизациjе генераторног речника и
затим оптимизациjе коефициjената репрезентациjе свих матрица у (6.12) и (6.11),
респективно.
♯ 5: На краjу, jош jедном оптимизуj S активних коефициjената у Λj, чиjи индекси
се налазе у W и при томе задржи тренутни распоред нула у ретком решењу (не
ажурираj радни скуп). Додатно, пошто jе познат распоред активних коефициjе-
ната, приликом израчунавања уклони утицаj ℓ1 регуларизатора у функциjи (6.30)
тако што ћеш усвоjити да jе µ = 0. Наведено реализуj као ΛWj ← ΛWj − α∗j∆ΛWj ,
понављаjући само кораке ♯ 2−♯ 3, уз усвоjене измене. 
За детаље израчунавање величина коjе се поjављуjу у: дефинициjи ∆Λj ∈ RD у (6.41)
и дефинициjи ∇sLj
(
Λj
) ∈ RD на основу (6.36) и (6.30), видети одговараjућа извођења
у Прилогу 4. У наставку ће бити наведени само краjњи изрази.
Хесова матрица HW ∈ R|W|×|W| у кораку ♯ 2, Алгоритма 1, израчунава се само за про-
менљиве коjе се у том тренутку налазе у радном скупуW , али такође и само на основу
глатког дела оригиналне циљне фунцкиjе Lj, означеног са L, тако што се израчуна
градиjент ∇WL
(
ΛWj
) ∈ R|W|, а затим његова Jакобиjева матрица над променљивама
индексираним у истом скупу W . Овакав приступ jе условљен чињеницом да иако за
Lj у (6.30) може да се дефинише субградиjент, не постоjе виши изводи, тако да се за
итеративно правило ажурирања (6.38), у стилу метода другог реда, користи матрица
парциjалних извода другог реда функциjе L у односу на променљиве из скупаW . Функ-
циjа L jе дефинисана у (6.40) као глатки део оригиналне функциjе Lj. С обзиром да jе
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на основу (6.27) ретка апроксимациjа конструисана као:
Pˆj =
D∑
i=1
λji Si ,
детерминанта као део функциjе L у (6.40), jесте сложена функциjа коефициjената λji ,
па се за сваку од M ковариjансних матрица индексираних са j, вредност градиjента
∇L (Λj) по поjединачним координатама λji одређуjе применом Jакобиjеве формуле за
извод детерминанте, као:
∇iL (Λj) , ∂L (Λj) /∂λji = tr
( (
Σ¯j − Pˆj−1
)
Si
)
, (6.42)
при чему се као што jе већ наглашено компоненте градиjента ∇WL
(
ΛWj
)
израчунаваjу
само за променљиве λji коjе припадаjу активном скупу, односно за коjе jе i ∈ W . С об-
зиром да се тражена матрица HW састоjи од парциjалних извода израза (6.42) по свим
променљивама из активног скупа W , приликом дефинисања коначног израза за HW
уводи се нова нотациjа у коjоj се сваком од елемената активног скупа придружуjе ново
индексирање iW коjе важи унутар скупа W . Тако се након одређивања потребних из-
вода инверзне матрице Pˆ
−1
j , добиjа да jе елемент на позициjи (p, q) у Хесовоj матрици
HW jеднак:
HW(p, q) = tr
(
Pˆ−1j Sp Pˆ
−1
j Sq
)
= HW(q, p) , (6.43)
при чему треба имати у виду да индекси p и q у (6.43) одговараjу интерним индек-
сима елемената у активном скупу W , а не оригиналним индексима коефициjената λji у
тежинском вектору Λj.
6.3.2 Конструкциjа речника за ретку апроксимациjу Гаусових компоненти
(матрица прецизности)
Основа за ретку апроксимациjу матрица прецизности са SPTM моделом jесте гене-
раторни и редундантни (енгл. overcomplete) скуп или речник матрица, означен са Ψ,
коjи се такође као и скуп тежинских коефициjената Λ побољшава кроз сваку (глобалну)
итерациjу полазног оптимизационог проблема (6.25). Као што jе дискутовано у Погла-
вљу 5.1, ретка репрезентациjа сигнала обично подразумева и конструкциjу наменског
скупа атома или прототипова чиjом комбинациоjм jе могуће постићи ефикасниjу апрок-
симациjу информационог садржаjа оригиналног сигнала, у смислу да jе потребан мањи
броj градивних елемената, али што такође наjчешће подразумева да конструисани скуп
градивних сигнала треба да буде довољно разноврстан и да поjединачни елементи буду
што различитиjи, односно међусобно некохерентни.
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Након што се за сваку од оригиналних инверзних ковариjансних матрица P¯j, кроз
процедуру описану у Поглављу 6.3.1, одреде оптимални тежински коефициjенти коjи
формираjу вектор Λj са релативно малим броjем компоненти различитих од нуле,
следи нова оптимизациjа или побољшање постоjећег речника Ψ(t). Речник Ψ(t) jесте
резултат претходне глобалне итерациjе или циклуса (6.25) и у том смислу израчу-
нате вредности Λj представљаjу оптималну ретку апроксимациjу матрица P¯j, у облику:
Pˆj =
∑D
k=1 λ
j
k Sk. Конструкциjа новог речника коjа ће бити описана у наставку подразу-
меваће и касниjу потребу за поновном проценом коефициjената ретке репрезентациjе.
Наведени задатак jе готово исти као онаj коjи jе већ описан у Поглављу 6.2.3 (видети
такође и [270]), са главном разликом да Ψ сада представља речник уместо базе вектор-
ског потпростора, и додатно да се елементи речника, коjи се у литератури обично нази-
ваjу атоми, нормализуjу на краjу сваке итерациjе. Ова нормализациjа донекле може
да се интерпретира и као услов да одговараjућа норма симетричних матрица (атома
речника) има приближно константну вредност, односно ако се атоми посматраjу као
тачке у простору, да постоjи услов да тачке мораjу да леже на површини сфере, што
у неким методама jесте пракса. Технички разлог за овакву стратегиjу jесте да се не
дозволи да атоми као градивни елементи буду несразмерно велики, што би са друге
стране за последицу имало да вредности њима придружених тежинских коефициjената
буду несразмерно мале и блиске реду величине нумеричке грешке.
Атоми формираjу генераторни скуп или речник са D елемената у векторском про-
стору у коме након векторизациjе на jеднозначан начин могу да се представе симетричне
матрице димензиjе d×d. Насупрот описаноj стратегиjи, симетричне матрице истих ди-
мензиjа у Поглављу 6.2.3 формирале су базу векторског простора са K елемената, али
jе димензиjа речника D неколико пута већа од димензиjе базе K.
За разлику од нумеричке процедуре (6.29) где су тежински вектори коjи одговараjу
различитим матрицама прецизности оптимизовани независно jедан од другог, а као по-
следица структуре критериjума (6.26), у случаjу речника сви атоми речника оптимизуjу
се здружено, као последица чињенице да елементи речника: Sk, k = 1, . . . , D, у (6.26)
представљаjу дељене параметре SPTM модела коjи не могу да се разматраjу изоловано.
Подразумева се да ће вредности свих тежинских коефициjената у скупу Λ током опти-
мизациjе речника бити сматране непроменљивим и за тренутак оптималним. Полазећи
од (6.26), одговараjући проблем може да се искаже у облику:
Ψ∗ = argmin
Ψ
L (Ψ) п.о. Pˆj ≻ 0, j = 1, . . . ,M , (6.44)
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са L (Ψ) коjе jе дефинисано као:
L (Ψ) ≡ L (Λ = const.,Ψ) =
M∑
j=1
{
tr
(
Σ¯j Pˆj
)− ln det Pˆj} . (6.45)
Процес инциjализациjе итеративне процедуре наизменичне оптимизациjе скупова
параметара Λ и Ψ у (6.25) подразумева да се у глобалноj итерациjи коjоj одговара ин-
декс t = 0 дефинише почетни речник Ψ(0). Елементи инициjалног речника конструишу
се полазећи од M оригиналних матрица прецизности P¯j, коришћењем раниjе описа-
ног KSVD алгоритма, оригинално предложеног у [1] и укратко дискутованог у оквиру
Поглавља 5.2. Након израчунавања Ψ(0), такође jе потребно инициjализовати и поjеди-
начне ретке апроксимациjе сваке од матрица прецизности у таквом, полазном речнику.
Иако би у ту сврху било могуће користити и неку од метода као што jе OMP, описан
у Прилогу 2, са заустављањем процедуре итеративне потраге након избора неколико
наjзначаjниjих атома, уместо таквог приступа усвоjена jе jедноставниjа стратегиjа да
се свака почетна ретка апроксимациjа оригиналних матрица P¯j састоjи од само jедног
атома из речника, коjи ће бити изабран на такав начин да представља наjпозитивниjи
атом (у смислу дефинитности) из Ψ(0). Тиме се осигурава да ће свака апроксимациjа Pˆj
на самом почетку сигурно задовољавати постављена ограничења из (6.44) и у складу
са тим бити позитивно дефинитна. Треба нагласити да jе ово важан услов за примену
Тврђења 1 при решавању проблема (6.31), а да атоми Sk у општем случаjу не мораjу да
задовољаваjу услов позитивне дефинитности коjи постоjи за Pˆj. У ретким случаjевима
ако би се догодило да у Ψ(0) не постоjи Sk ≻ 0, неки од атома почетног речника може
се заменити jединичном матрицом.
Минимизациjа (6.45), уз услов да су параметри Λ непроменљиви, може да се реали-
зуjе на скоро исти начин као и у Поглављу 6.2.3, коришћењем градиjентне процедуре
засноване на PRCG методу линиjске претраге. Иако jе у претходном излагању у оквиру
овог поглавља индекс t коришћен за означавање глобалне итерациjе оптимизационог по-
ступка коjи се односи на полазни проблем (6.25), у наставку ће се индекс t користити
за означавање поjединачних (локалних) итерациjа приликом решавања (6.45). Слична
конвенциjа била jе усвоjена и у Поглављу 6.2.3.
Правило коjим се у свакоj итерациjи на здружен начин инкрементално поправља
свих D елемената речника, одређено jе са:
Ψ(t+1) = Ψ(r) + α∗t∆Ψ
(t) , (6.46)
где jе ∆Ψ(t) оптимални правац дуж кога се мењаjу вредности свих атома, а α∗t опти-
мална вредност корака. Главне разлике у односу на раниjе описану процедуру у По-
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глављу 6.2.3 потичу од другачиjих циљних функциjа оптимизационих проблема (6.44)
и (6.10), коjе се разликуjу само у негативном предзнаку. У том смислу сви раниjе опи-
сани кораци и одговараjуће величине су исти, али jе потребно водити рачуна о промени
њиховог знака. Као и у Поглављу 6.2.3, оптимални корак α∗t израчунава се решава-
њем помоћног оптимизационог проблема линиjске претраге. С обзиром да jе у питању
проблем са ограничењима, такође важи и иста дискусиjа коjа се тиче граница интер-
вала претраге коjи гарантуjу позитивну дефинитност свих апроксимациjа, ако се са
новим вредностима атома буду користиле раниjе одређене вредности тежинских кое-
фициjената, пошто се коефициjенти приликом конструкциjе речника не мењаjу. Услови
терминациjе итеративне процедуре за оптимизациjу (6.44) су исти као у Поглављу 6.2.3
Након што се одреди решење (6.44), на краjу сваке глобалне итерациjе или циклуса
решавања (6.25), као последњи корак предложене процедуре наизменичне оптимиза-
циjе слободних и дељених параметара, Λ и Ψ, елементи новоформираног речника до-
датно се нормализуjу у складу са раниjе истакнутим мотивима. Атоми се нормализуjу
тако што се поjединачни елементи сваког атома (матрице) Sk поделе са Фробениjусовом
нормом ∥Sk∥F , док се одговараjући тежински коефициjенти са истим индексом k, од-
носно λjk, придружени свакоj од M апроксимациjа Pˆj, множе са истом вредношћу како
би вредности апроксимациjа упркос нормализациjи атома остале непромењене. Корак
са нормализациjом jе другачиjи од сличног поступка за оптимизациjу у референтном
SPAM моделу и усвоjен jе по узору на [88, 221].
Усвоjени приступ да се оптимизациjа речника и коефициjената врши наизменично
jе чест у литератури, како оноj коjа се бави препознавањем облика, [9, 191, 264, 270],
тако и у методама за учење ретке репрезентациjе, [1, 92, 280]. У том смислу, пре-
дложена процедура за оптимизациjу Ψ, Λ одговара стандардном приступу решавању
таквих проблема. Међутим, иако jе заснована на вариjантама стандардних градиjент-
них алгоритама, садржи одређене специфичне елементе коjи се тичу односа између
наметнутих ограничења и потребе да се дође до ретких апроксимациjа матрица преци-
зности. С обзиром да jе SPTM апроксимациjа по структури захтевниjа, оптимизациона
процедура jе очекивано сложениjа у односу на SPAM апроксимациjе, али у потенциjал-
ним применама jе предвиђено да обе процедуре раде „off-line” тако да се не очекуjе да
поменута разлика значаjниjе утиче на могућност њихове примене, у до сада разматра-
ном контексту апроксимациjа поjединачних Гаусових компоненти у GMM системима
за статистичко препознавање облика. У неком другачиjем сценариjу примене наведени
аспект би могао да има већи утицаj на коначни избор врсте апроксимациjе у односу на
критериjум коjи анализира однос између сложености и очуваног информационог садр-
жаjа. Без обзира на то, било би корисно да се процедура у случаjу SPTM некако убрза,
за шта се може користити паралелизациjа, коjа директно следи из тренутне формула-
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циjе, или укључивањем метода стохастичке оптимизациjе [241] у неке од сегмената. У
том смислу, тамо где jе природно постоjала могућност за паралелно извршавање импле-
ментациjа процедура намењених обуци SPTM модела реализована jе на рачунарском
кластеру, а у плану jе и реализациjа намењена извршавању на графичким процесорима
опште намене.
6.4 Поређење учинковитости SPTM и SPAM модела за апро-
ксимациjу GMM
Као што jе дискутовано у Поглављу 6.1, мотивациjа за увођење апроксимациjа па-
раметара у систему заснованом на GMM потиче првенствено од потребе да се у слу-
чаjу система са великим броjем стања, односно великим броjем Гаусових компоненти,
кроз апроксимациjе оригиналних параметара умањи сложеност израчунавања прили-
ком рада система, током кога jе неопходна евалуациjа великог броjа дискриминантних
функциjа статистичког класификатора. Стога ће упоредна анализа сложености SPTM
и SPAM бити у контексту коришћења конструисаних апроксимациjа, а не у смислу пре-
дложених оптимизационих процедура за обуку модела коjе су разматране у претходних
неколико поглавља. Методологиjа за описивање сложености SPAM модела у назначе-
ном контексту коjи jе од интереса за поређење са предложеном методом за ретку апрок-
симациjу, представљена je у [9], али такође и у Поглављу 6.2, где jе рачунска сложеност
била исказана изразом (6.3), а мемориjска сложеност на сличан начин са (6.4). Одго-
вараjућа сложеност SPTM апроксимациjе биће изражена на сличан начин, узимаjући у
обзир сличну формулациjу апроксимациjа матрица прецизности код поменутих модела.
Показаће се да наjвећи утицаj на сложеност SPTM има величина коjа дефинише циљани
или жељени броj тежинских коефициjената коjи ће бити различити од нуле приликом
ретке апроксимациjе сваке од матрица, односно раниjе дефинисани степен „реткости”
у Алгоритму 1, означен са S. Апроксимативна представа или репрезентациjа сваке од
матрица прецизности биће ретка у мери у коjоj jе то дефинисано наведеним управљач-
ким параметром.
По узору на израз (6.2), узимаjући у обзир да jе ретка апроксимациjа дефинисана
као: Pˆj =
∑D
k=1 λ
j
k Sk, што jе у функционалном смислу исти израз као и (6.1), заменом
величине означаване са K, коjа jе представљала димензиjу векторског потпростoра у
коме jе конструисана SPAM апроксимациjа, са величином D коjа означава димензиjу
речника у коме jе конструисана ретка апроксиамциjа, добиjа се да су рачунска и мемо-
риjска сложеност SPTM модела одређене са:
NSPTM = Dd (d+ 1) /2 + M (d+ S) , (6.47)
MSPTM = Dd (d+ 1) /2 + M (d+ 1 + S) , (6.48)
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респективно. Симбол M означава укупан броj Гаусових компоненти, односно матрица
прецизности, а d jе димензиjа одговараjућег простора обележjа.
Како би се упоредила сложеност SPTM и SPAM, могуће jе анализирати понашање
количника одговараjућих израза: (6.3) и (6.4) са jедне стране и (6.47) и (6.48) са друге.
За рачунску сложеност добиjа се да jе међусобни однос величина коjе одговараjу укуп-
ном броjу скаларних множења приликом коришћења апроксимациjа заснованих на пре-
дложеном и референтном моделу (у броjиоцу и имениоцу, респективно) одређен са:
NSPTM
NSPAM
=
D/K · d(d+1)
2
+ M d/K + M · S/K
1 · d(d+1)
2
+ M d/K +M · 1 , (6.49)
а за мемориjску сложеност на сличан начин:
MSPTM
MSPAM
=
D/K · d(d+1)
2
+ M (d+ 1)/K + M · S/K
1 · d(d+1)
2
+ M (d+ 1)/K +M · 1 , (6.50)
што указуjе да међусобни односи неколико кључних управљачких параметара оба мо-
дела, означених са K, D и S, и карактеристика система представљених са параметрима
M и d, имаjу наjвећи утицаj на степен у коме предложени SPTM модел може да буде
ефикасниjе решење за апроксимациjу у поређењу са референтним SPAM. У датом кон-
тексту под ефикасношћу се подразумева мања сложеност приликом примене таквог
модела апроксимациjе, али уз задржавање истог квалитета постигнутих апроксимациjа
као и у референтном случаjу. Наведено може да се означи и као већа ефикасност у по-
стизању компромиса између рачунске и мемориjске сложености примене модела са jедне
стране и укупне грешке представе или репрезентациjе оригиналног информационог са-
држаjа Гаусових смеша, коjа кроз смањење количине дискриминативне информациjе
може да утиче на тачности препознавања. Наравно, тачност препознавања jе пре свега
условљена избором коришћених обележjа за конструкциjу статистичких класифика-
тора, тако да квалитет апроксимациjе параметара система за препознавање не може да
утиче на теориjске границе ризика одлучивања коjе своjим обликом одређуjу расподеле
коришћених обележjа. Међутим, ако би се модели за апроксимациjу Гаусових компо-
нетни користили и приликом саме почетне обуке система за препознавање заснованог на
Гаусовим смешама, као у [138], а не само за апроксимациjу већ обучених GMM у циљу
смањења сложености њихове имплементациjе, тада би постоjала и додатна могућност да
структура изабраног модела за апроксимативну представу Гаусових компоненти утиче
на квалитет обуке систеама, а тиме и на оригиналне карактеристике таквог система
пре саме апроксимациjе. Као што ће експерименти у наредном поглављу показати,
под одређим претпоставкама коjе се тичу и особине разматраног проблема да матрице
поседуjу структуру коjа се може описати ретком апроксимациjом, предложени модел
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постиже већу ефикасност у односу на реферненти модел и у том смислу представља
боље решење за апроксимациjу.
Исправност полазне претпоставке да подаци (матрице прецизности) у датом слу-
чаjу поседуjу своjство „реткости”, директно условљава могућност примене предложе-
ног модела. Међутим, могућност примене, у смислу оправданости замене референтног
модела са предложеном апроксимациjом, индиректно условљаваjу и резултати анализе
израза (6.49) и (6.50). Тако се показуjе да описана већа ефикасност предложеног мо-
дела у односу на референтни SPAM модел долази до изражаjа само ако: а) количник
D/K ниjе много већи од 1 и ако jе истовремено б) количник S/K довољно мањи од 1.
Значење квалификациjа „ниjе много” и „довољно мањи” зависи од тога колики jе броj
категориjа у систему за препознавање и са коликом сложеношћу су моделоване рас-
поделе у Гаусовим смешама, с обзиром да наведене величине утичу на укупан броj
Гаусових компоненти у систему, односно броj M са коjим се у (6.49) и (6.50) множе
поменути количници. Ако jе по полазноj претпоставци систем такав да поседуjе велики
броj Гаусових компоненти, односно да jе M релативно велико у односу на d, тачниjе
димензиjу векторског простора симетричних d × d матрица коjа jе jеднака d(d+ 1)/2,
и ако су при томе испуњени наведени додатни услови коjи се тичу количника: D/K и
S/K, следи да при довољно великим вредностима M ≫ d готово увек важи да jе:
D/K · d(d+ 1)
2
+ M · S/K ≪ d(d+ 1)
2
+ M , (6.51)
пошто jе по претпоставци M ≫ d(d+1)
2
и S/K ≪ 1, па иако jе D/K > 1 одговараjући
сабирак D/K · d(d+1)
2
нема пресудан утицаj на знак неjеднакости (6.51), што на краjу
значи да су одговараjући количници у (6.49) и (6.50) мањи од 1. Да би се предложени
модел у датом случаjу могао сматрати ефикасниjим у односу на референтни, неопходно
jе jош показати и да jе очувани информациони садржаj ретких апроксимациjа постиг-
нутих са S атома наученог речника у датом случаjу у просеку већи или jеднак ономе
коjи остваруjе референтна SPAM апроксимациjа коjа користи свих K компоненти базе
конструисаног потпростора, при чему jе S ≪ K. Управо оваj други аспект упоредне
анализе два модела био je полазна основа за формулациjу нумеричких експеримената у
наредном поглављу, у коjима jе у различитим сценариjима испитиван квалитет апрок-
симациjе оба модела. Као што ће бити показано, утврђено jе да се применом ретке
апроксимациjе мање сложености (у смислу вредности количника (6.49) и (6.50)) мини-
мално или нимало не повећава грешка репрезентациjе коjу иначе постиже референтни
SPAM модел. Такође важи и обрнуто, да у случаjу исте сложености, предложена ретка
репрезентациjа матрица прецизности у просеку осигурава мање информационо расто-
jање између оригиналних расподела и конструисаних апроксимациjа.
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Модели су поређени кроз анализу односа између квалитета њихових апроксимациjа
и сложености дефинисане у Поглављу 6.4. Квалитет апроксимациjе Гаусових компо-
ненти коjу постиже модел процењиван jе на основу приближних израза за вредности
KL дивергенцe између оригиналних Гаусових смеша (модела коjи користи пуне ковари-
jансне матрице без увођења апроксимациjа) и jедног од разматраних модела за апрок-
симациjу: предложеног SPTM или референтног SPAM. Мера сложености сваког од
модела изражава se кроз рачунску и мемориjску сложеност њихове примене у систему
за препознавање заснованом на GMM. Као што jе већ више пута помињано, циљ пред-
стављених модела за апроксимациjу GMM jесте да се постигне што бољи компромис
између квалитета апроксимативне представе или репрезентациjе оригиналних параме-
тара система (коjи одговара тачности препознавања) и сложености приликом примене
модела за апроксимациjу (коjа одговара брзини препознавања). Такође, на краjу Погла-
вља 6.3 било jе истакнуто да иако постоjи значаjна разлика у тежини оптимизационих
проблема коjи се решаваjу приликом апроксимациjа матрица прецизности са SPAM
и SPTM моделом, пре свега у сегменту коjи се тицао одређивања тежинских коефи-
циjената, анализа сложености се не односи на предложене оптимизационе процедуре и
поступке намењене обуци параметара ова два модела, већ на потребне ресурсе приликом
примене тако конструисаних апроксимациjа, као што jе дискутовано у Поглављу 6.4,
што jе прихватљиво с обзиром да jе полазна претпоставка да се апроксимациjа матрица
прецизности одвиjа у нерадном режиму, током обуке GMM система.
Процене наведених величина намењених поређењу модела одређиване су експери-
ментално, коришћењем две различите врсте улазних података и две различите врсте
експеримената. Први тип експеримената односио се на стварна мерења (обележjа) коjа
се користе у системима намењеним препознавању говора (ASR). Друга вариjанта ек-
сперимената били су огледи засновани на скуповима специjално конструисаних синте-
тичких или вештачи генерисаних података са жељеним структурним своjствима коjима
су симулиране изразито повољне околности за примену предложеног модела у односу
на референтни модел. Под таквим околностима подразумевани су услови коjи погодуjу
тачности израза (6.51), као и скупови матрица за коjе се са сигурношћу зна да поседуjу
своjство „реткости”, пошто су генерисане посебним поступком коjи jе за потребе огледа
наменски осмишљен тако да погодуjе реткоj апроксимациjи. Овом групом огледа поку-
шано jе да се испита учинковитост предложеног модела у општем случаjу, а такође и
да се укаже да би модел поред примене у апроксимациjи Гаусових компоненти ASR си-
стема могао да буде примењен и у другим областима препознавања у коjима се систем
заснива на примени GMM, као у [47, 115, 170], категоризациjи сцена [131], или анализи
видеа [134].
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6.5.1 ASR пример
У првоj групи експеримената карактеристике модела за апроксимациjу GMM испи-
тиване су коришћењем параметара компоненти Гаусових смеша из система за препо-
знавање говора (ASR). Параметри система коришћени су као улазни подаци за експе-
рименте реализоване у овом раду, али аутор ниjе учествовао у изради самог система за
препознавање говора чиjе карактеристике ће укратко бити описане у наставку.
Приликом обуке Гаусових смеша за свако од акустичких стања у систему за пре-
познавање коришћен jе EM алгоритам, описан у Поглављу 3.3, при чему jе везивање
параметара вршено са енгл. Tree Based Clustering алгоритмом, [152], што jе омогућило
дељење параметара између фонетских модела. Подаци потичу из система коjи користи
26 обележjа, од коjих 24 описуjу спектралну анвелопу: 12 статичких и 12 динамичких
MFCC коефициjената, а преостала два описуjу нормализовану енергиjу и њен први из-
вод по времену. Кратак преглед основних принципа на коjима се заснива издваjање
обележjа у препознавању говора дат jе у Прилогу 5. Димензиjа коришћеног простора
обележjа била jе d = 26, а димензиjа векторског простора симетричних матрица димен-
зиjе d × d, у коjе спадаjу и ковариjансне матрице сваке од Гаусових компоненти, била
jе N = d(d+1)
2
= 351. Систем за српски jезик коjи користи описана обележjа и Гаусове
смеше био jе заснован на HMM са 2712 акустичких стања и купно M = 11865 ∼ 104 Га-
усових компоненти. Параметри поjединачних компоненти и вредности коjе дефинишу
њихове уделе у одговараjућим смешама представљаjу скуп параметара GMM система
коjи jе у досадашњем излагању означаван као оригинални модел без увођења апрок-
симациjа. Броj Гаусових компоненти по сваком од акустичких стања у систему био jе
одређен кроз селекциjу модела, [274]. Говорна база коjа jе коришћена за обуку GMM
била jе снимљена на Факултету техничких наука у Новом Саду у оквиру групе за
развоj говорних технологиjа при Катедри за телекомуникациjе и обраду сигнала. Ко-
ришћена база говорних сигнала jе садржала гласове око 1000 различитих говорника са
приближно подjеднаком заступљеношћу оба пола, а снимана jе у квалитету телефон-
ског сигнала са A-законом компресиjе и фреквенциjом узорковања од 8 kHz. Такође,
приликом обуке оригиналног модела процењене ковариjансне матрице су по потреби
кориговане како би се обезбедило да не буду блиске сингуларним, односно лоше усло-
вљене. Условни броj симетричне матрице представља количник апсолутних вредности
максималне и минималне сопствене вредности матрице. Стога су по потреби наjмање
сопствене вредности оригиналних ковариjансних мартица кориговане на такав начин
да условни броj ни jедне матрице не буде већи од η = 105.
Имплементирана вариjанта референтног SPAM модела прати излагање из Погла-
вља 6.2 коjе се у значаjноj мери поклапа са препорукама из [270]. Управљачки или
улазни параметри SPAM модела коjи дефинишу структуру модела и траjање обуке у
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експериментима били су: димензиjа векторског потпростора (означена са K) и уку-
пан/маскимални броj циклуса (глобалних итерациjа) наизменичне оптимизациjе (6.11)
и (6.12), коjи jе означаван са TB. Симбол у индексу TB означава да jе у питању пара-
метар референтног модела, код кога се апроксимациjе конструишу у бази векторског
потпростора.
У случаjу предложеног SPTM модела, управљачки или улазни параметри коjи дефи-
нишу структуру модела и траjање обуке у експериментима jесу: величина речника D,
броj компоненти различитих од нуле у тежинским векторима са коjима ће бити констру-
исане ретке апроксимациjе матрица прецизности, означен са S, и укупан (максимални)
броj циклуса (глобалних итерациjа) наизменичне оптимизациjе скупа тежинских кое-
фициjената Λ и речника Ψ, означен са TS .
Поред претходно наведених, главних управљачких параметара предложене оптими-
зационе процедуре за конструкциjу SPTM апроксимациjа, у сваком од експеримената
коришћени су и помоћни управљачки параметарри наведени у наставку:
а) параметри коjи се односе на оптимизациjу вектора тежинских коефициjената
Λj: tW = 10−7, ϵα = 10−15, nΛα = 100, ϵΛG = 10−6, nΛ = 2000, tΛKL = 1.2,
µinitial = 0.8, nS = 10, Smin = 12 и Smax = S;
б) параметри коjи се односе на оптимизациjу елемената речника Ψ: nΨα = 80,
nΨ = 30.
Њихово значење jе раниjе описано у Поглављу 6.3.1, претежно у оквиру Алгоритма 1,
као и у Поглављима 6.3.2 и 6.2.3, коjа комплементарно описуjу процедуру за учење реч-
ника. Све наведене вредности изузев nΨα и nΨ, користе се у паралелним процедурама
за одређивање коефициjената ретке репрезентациjе сваке од инверзних ковариjансних
матрица, Поглавље 6.3.1, док поменута два параметра представљаjу броj итерациjа
унутар дела коjи се односи на учење речника и представљаjу:
nΨ - укупан броj итерациjа PRCG процедуре током учења речника у jедном
глобалном циклусу наизменичне оптимизациjе слободних параметара Λ и де-
љених параметара Ψ;
nΨα - максималан броj итерациjа током решавања помоћног оптимизационог
проблема одређивња оптималног корака лииjске претраге у оквиру сваке ите-
рациjе PRCG процедуре.
Као критериjум за позитивну дефинитност матрица у свим имплементациjама кори-
шћена jе вредност ϵpdef = 10−5, коjом jе дефинисано да сопствене вредности матрица
коjе се сматраjу позитивно дефинитним мораjу да буду веће од ϵpdef . Такође, треба
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уочити да jе параметар Smax = S, што значи да ће оптимизациона процедура за ретко
кодовање матрица прецизности у Алгоритму 1 бити конфигурисана тако да тежи да
све матрице буду представљене са векторима коjи у просеку имаjу Smax елемената ра-
зличитих од нуле.
Грешка репрезентациjе, односно апроксимациjе коришћењем SPTM или SPAM мо-
дела, процењивана jе као сума KL дивергенци између оригиналних Гаусових компо-
ненти и њихових апроксимациjа, пошто у складу са дискусиjом из Поглавља 6.1 ниjе
било могуће директно израчунавање информационог растоjања између самих Гаусових
смеша. Елементи суме пондерисани су са тежинама коjе одговараjу уделима компо-
ненти у одговараjућим Гаусовим смешама коjе су придружене поjединачним стањима,
односно као:
D¯KL =
∑
ω∈Ω
∑
j∈Gω πˆ
(ω)
j DKL
(G¯j∥Gˆj)∑
j∈Gω πˆ
(ω)
j
, (6.52)
где jе Ω скуп свих акустичких стања у ASR систему, Gω Гаусова смеша придружена
поjединачном стању ω ∈ Ω, а πˆ(ω)j удео j-те Гаусове компоненте у смеши Gω, док симбол
DKL
(G¯j∥Gˆj) означава KL дивергенцу између оригиналне Гаусове компоненте G¯j и њене
апроксимациjе Gˆj коjа jе конструисана коришћењем SPTM или SPAM модела:
DKL
(G¯j∥Gˆj) = 1
2
{
tr
(
Σ¯j Pˆj
) − ln det Pˆj + ln det Σ¯−1j − d} (6.53)
Израз (6.53) делимично се разликуjе у односу на оригиналну дефинициjу KL дивергенце
нормалних расподела, jедначина (4.6), с обзиром да jе као полазна тачка разматраних
арпоксимациjа усвоjена претпоставка да су процене средњих вредности Гаусових ком-
поненти довољно квалитетне и у том смислу се сматраjу приближно jеднаким стварним
средњим вредностима, што за последицу има да jе трећи сабирак у (4.6) jеднак нули,
чиме се (4.6) своди на приказани израз (6.53) за DKL
(G¯j∥Gˆj).
Израз (6.52) представља добру апроксимациjу тачне KL дивергенце, [124], између
оригиналног GMM и апроксимациjе смеше, пошто стварну KL дивергенцу, као што jе
већ истакнуто, ниjе могуће исказати у затвореном облику за тако велики броj Гаусо-
вих компоненти. Како вредност (6.53) описуjе у коjоj мери jе апроксимациjа очувала
оригинални информациони садржаj, делови израза (6.53) коjи зависе од начина кон-
струкциjе апроксимациjа матрица прецизности, односно сабирци коjи садрже члан Pˆj,
коришћени су за формулациjу оптимизационих проблема за обуку SPAM, као и SPTM
модела, код кога jе минимизован информациони критериjум у форми (5.1). Ако jе
скуп података на основу кога се експериментално израчунава (6.52) довољно велик и
релевантан, дефинисана мера директно одговара тачности система за препознавање.
Нумерички резултати поjединачних експеримената представљени су у Табели 6.1 и
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Табели 6.2. Резултате различитих експеримената могуће jе поредити на основу парова
вредности сачињених од две величине:
а) експериментално израчунате вредности D¯KL, коjа представља просечну ди-
вергенцу свих оригиналних Гаусових компоненти у односу на конструисане
апроксимациjе, а коjа jе одређена: 1) на почетку оптимизационе процедуре, и
2) након унапред дефинисаног броjа оптимизационих циклуса или глобалних
итерациjа наизменичне оптимизациjе скупа Λ и скупа Ψ;
б) теориjске вредности означене са NSPTM или NSPAM , коjа описуjе нумеричку
сложеност израчунавања дискриминантних функциjа у систему за препозна-
вање приликом примене конструисаних апроксимациjа матрица прецизности.
У зависности од изабраног модела за апроксимациjу Гаусових компоненти,
вредност NSPTM или NSPAM израчунава се на основу (6.47) или (6.3), узи-
маjући у обзир: 1) конкретне вредности параметара коjи описуjу структуру
Гаусових смеша у посматраном систему за препознавање, и 2) вредности упра-
вљачких параметара SPAM или SPTM модела коjима се утиче на структуру
конструисане апроксимациjе.
Поред коначних вредности D¯KL коjима одговара завршен процес формирања SPAM
или SPTM апроксимациjа свих M матрица прецизности, такође jе анализирана и про-
мена просечних KL дивергенци, D¯KL, кроз глобалне итерациjе (циклусе) оптимизаци-
оних процедура коjе генеришу апроксимациjе оригиналних матрица прецизности. Од-
говараjући резултати у случаjу ретке репрезентациjе у наученом речнику приказани су
на Слици 6.1, док jе ток оптимизациjе у случаjу различитих SPAM модела илустрован
диjаграмима на Слици 6.2.
Диjаграми приказуjу процес оптимизациjе током учења параметара модела, али по-
сматрани изоловано не пружаjу адекватан увид у квалитативну разлику коjа постоjи
између апроксимациjа постигнутих коришћењем референтног SPAM и предложеног
SPTM модела, а коjа се тиче раниjе дефинисаног поjма ефикасности апроксимациjе у
Поглављу 6.4. У том смислу, укупна мера квалитета апроксимациjе треба да обухвати
успешност компромиса између грешке репрезентациjе коришћењем изабраног модела са
jедне стране (чему одговара последња вредност на сваком од диjаграма на Сликама 6.1
и 6.2), и сложености приликом примене конструисане апроксимациjе са друге стране,
Табелa 6.1 и Табелa 6.2.
У свим SPTM експериментима обука модела jе траjала укупно TS = 100 глобалних
итерациjа, према оптимизационом поступку описном у Поглављима 6.3.1 и 6.3.2, док
jе у случаjу свих SPAM експеримената обука модела укључивала TB = 20 глобалних
итерациjа оптимизационе процедуре описане у Поглављима 6.2.2 и 6.2.3.
208 Ретка репрезентациjа матрица прецизности у Гаусовим смешама
Табела 6.1: Перформансе SPTM са различитим вредностима параметара на примеру
Гаусових компоненти из ASR. Модели се разликуjу по величини речника, D = |Ψ|, и по
броjу S, тежинских коефициjената коjи су различити од нуле приликом ретке репре-
зентациjе матрица. Обука сваког модела jе траjала TS = 100 (глобалних) итерациjа.
d = 26 Речник D = 700 Речник D = 900
„реткост” S 30 40 50 60 30 40 50 60
почетна D¯KL 1.3308 1.1901 1.1570 1.1518 1.3126 1.1526 1.0780 1.0620
краjња D¯KL 0.9801 0.9332 0.8740 0.8372 0.9405 0.8496 0.8111 0.7563
NSPTM×106 0.91 1.03 1.15 1.27 0.98 1.10 1.22 1.34
Табела 6.2: Референтни SPAM са различитим вредностима параметара на примеру Га-
усових компоненти из ASR. Модели се разликуjу по димензиjи векторског потпростора
K = |Ψ|. Обука сваког модела jе траjала TB = 20 (глобалних) итерациjа.
димензиjа потпростора K 50 100 150 200 300
почетна D¯KL 3.6808 3.3163 2.9778 2.6200 1.8377
краjња D¯KL 1.2669 0.9307 0.7019 0.5029 0.1844
NSPAM×106 0.92 1.53 2.14 2.75 3.97
Као што може да се види са диjаграма на Слици 6.1 и Слици 6.2, обука SPAM
модела показуjе бржу конвергенциjу ка минимуму грешке репрезентациjе у односу на
обуку SPTM модела (ако се за меру узме укупан броj итерациjа до тренутка када се
достиже сатурациjа и након кога се даљом оптимизациjом не постиже значаjниjе побољ-
шање). Ова чињеница jе била разлог за избор мањег броjа итерациjа приликом обуке
SPAM модела у поређењу са укупним броjем итерациjа у SPTM моделима. Други битан
аспект jесте да су оптимизациони поступци SPAM и SPTM модела суштински разли-
чити, а при томе решаваjу и проблеме различите тежине. Стога, пошто су на овом
месту од примарног интереса побољшања рачунске ефикасности GMM система коjа
могу проистећи из примене описаних модела за апроксимациjу матрица прецизности,
наведена чинњеница да jе обука SPTM захтевниjа у односу на SPAM, а коjа jе и експе-
риментално потврђена на Сликама 6.1 и 6.2, нема примарну улогу у њиховоj упоредноj
анализи, пошто се обука SPAM и SPTM, односно одређивање апроксимациjа оригинал-
них матрица прецизности, не одвиjа током радног режима система за препознавање,
већ off-line. Са друге стране, ако би предложени метод за ретку репрезентациjу био
коришћен за сличне примене као и методе намењене ретком кодовању ковариjансних
дескриптора у Поглављу 4.6.1, наведено питање би имало већи значаj.
Што се тиче ретких апроксимациjа са SPTM, може да се закључи да повећање броjа
елемената у речнику повећава и тежину оптимизационог проблема коjи се решава, што
jе и очекивано jер се повећаваjу и могућности за избор атома, чиме се коришћењем
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(а) (б)
Слика 6.1: Ток обуке модела за ретку апроксимациjу матрица прецизности. Диjаграми
приказуjу промену просечне KL дивергенце између M Гаусових компоненти преузетих
из система за препознавање говора и њихових ретких апроксимациjа конструисаних са
различитим вариjантама SPTM модела, кроз итерациjе. Модели се разликуjу по ве-
личини D наученог редундантног речника Ψ коjи чине симетричне матрице, и броjу
активних атома у конструисаноj реткоj апроксимациjи оригиналних матрица прецизно-
сти, чему одговара броj тежинских коефициjената коjи су различити од нуле у сваком
од тежинских вектора Λj, означен са S. d = 26, M ∼ 104. (а) D = 700. (б) D = 900.
исте процедуре ствара потреба за више итеративних корака и дужим укупним време-
ном обуке. Међутим, при истом броjу итерациjа и броjу коефициjената коjи треба да
буду различити од нуле (вредности S), коришћењем модела са већим речником грешка
апроксимациjе jе мања. Ово се види на Слици 6.1, где након истог броjа итерациjа
одговараjући диjаграми на Слици 6.1(б) имаjу мање вредности D¯KL, изгледаjу стрмиjе
и нису у истом степену сатурациjе као диjаграми на Слици 6.1(а).
Табеле 6.1 и 6.2 показуjу да у оним случаjевима када SPTM и SPAM модели постижу
међусобно блиске вредности грешке репрезентациjе, тj. D¯KL, SPTM има значаjно мању
рачунску сложеност у односу на SPAM. На пример, у случаjу SPTM са D = 900 и
S = 60, и референтним SPAM моделом са K = 150, предложени SPTM модел постиже
∼ 38 % мању рачунску сложеност у односу на референтни SPAM модел. Такође, за
SPTM са параметрима D = 700, S = 40, у поређењу са SPAM дефинисаним са K = 100,
рачунска сложеност jе ∼ 33 % нижа. Са друге стране, инстанце SPTM са рачунском
сложеношћу сличном оноj код одговараjућих SPAM модела постижу бољу репрезента-
циjу - мање вредности D¯KL. Скоро иста ствар би могла да се каже и за мемориjску
сложеност анализираних модела, пошто су ове вредности веома блиске одговараjућим
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Слика 6.2: Ток обуке референтног модела за апроксимациjу матрица прецизности у
векторском потпростору. Диjаграми приказуjу промену просечне KL дивергенце из-
међу Гаусових компоненти преузетих из система за препознавање говора и њихових
апроксимациjа конструисаних коришћењем различитих вариjанти референтног SPAM
модела, кроз итерациjе. Димензиjа K векторског потпростора симетричних матрица
у коме се тражи апроксимациjа матрица прецизности одређена jе са базом Ψ коjа де-
финише димензиjу тежинских вектора Λj, j = 1, . . . ,M , коjима се представља свака
од M оригиналних матрица прецизности. Различитим вариjантама модела одговараjу
различите вредности K = |Ψ|. d = 26, M ∼ 104.
рачунским сложеностима (видети изразе (6.3) - 6.4, и (6.47)- (6.48)) па су њихове вред-
ности изостављене из приказа резултата у Табелама 6.1 и 6.2.
Када jе у питању веза између D, S и K, може се приметити да повећање D и K,
из очигледних разлога, доводи до мање грешке репрезентациjе. Повећање S, броjа
атома коjи се користе у реткоj репрезентациjи сваке матрица, такође има исти утицаj.
Са друге стране, када jе K већ познато, из перспективе постизања веће ефикасности
SPTM у односу на SPAM дискусиjа вредности количника D/K и S/K у Поглављу 6.4
може да буде корисна приликом избора вредности D и S. Описаном одговара ситуациjа
када треба изабрати ретку апроксимациjу коjа ће имати исти квалитет као и SPAM, али
мању сложеност. Наравно, треба увек имати у виду да примена SPTM ниjе увек могућа
и зависи од тога да ли ратматрани проблем поседуjе особине коjе га чине погодним за
ретку репрезентациjу.
6.5.2 Синтетички пример
Како би се додатно анализирале карактеристике предложеног модела, реализована
jе и група експеримената у коjима су коришћени скупови вештачки генерисаних (син-
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тетичких ) података. Сваки од ових скупова састоjи се од вештачки генерисаних ма-
трица коjе симулираjу ковариjансне матрице у неком хипотетичком систему за препо-
знавање облика заснованом на Гаусовим смешама. Главна одлика ових матрица jесте
да оне са сигурношћу поседуjу тражено своjство „реткости” коjе jе основни преду-
слов за формирање ретких апроксимациjа, односно да су тако конструисане да у већоj
или мањоj мери буду погодне за ретку репрезентациjу коjа подразумева апроксимациjу
матрица прецизности оригиналних Гаусових компонетни коришћењем малог броjа еле-
мената неког наученог речника. У наставку поглавља прво ће бити описан поступак са
коjим су генерисани поменути скупови синтетичких ковариjансних матрица, а потом
ће бити приказани резултати експеримената заснованих на њиховом коришћењу.
Tехнички гледано и SPAM и предложени SPTM модел као резултат генеришу апрок-
симациjе инверзних ковариjансних матрица или матрица прецизности коjе описуjу
облик поjединачних Гаусових компоненти, али као улазне податке користе оригиналне
ковариjансне матрице поjединачних Гаусових компоненти GMM система. Такође, из-
раз (6.52) за просечну KL дивергенцу између оригиналних Гаусових компоненти и кон-
струисаних апроксимациjа дефинисан jе као информационо растоjање између Гаусових
компоненти, али се технички своди на израз (6.53) у коме фигуришу оригиналне ко-
вариjансне матрице и конструисане апроксимациjе њихових инверзиjа (матрица пре-
цизности). Из наведених разлога синтетички скупови ће бити генерисани као скупови
ковариjансних матрица, али ће приликом излагања бити коришћена и терминологиjа
у коjоj се оригиналне матрице прецизности коjе одговараjу инверзиjама оригиналних
ковариjансних матрица апроксимираjу матрицама прецизности коjе на краjу обуке ге-
неришу SPAM и SPTM модели.
Приликом генерисања скупа ковариjансних матрица за коjе се унапред зна да су
погодне за ретку репрезентациjу, први корак jесте формирање генераторног и редун-
дантног или енгл. оvercomplete речника симетричних позитивно дефинитних матрица.
Идеjа jесте да се конструише речник, али тако да простор d× d позитивно дефинитних
симетричних матрица буде покривен његовим елементима на што униформниjи начин.
Тиме ће са великом извесношћу бити обезбеђено да симулирани скупови ковариjан-
сних матрица са различитим структурним карактеристикама, коjе jе потребно вештачки
створити комбиновањем елемената описаног речника, не леже ни у jедном специфичном
нискодимензионалном потпростору датог простора димензиjе N = d(d+ 1)/2.
Матрице у сваком од синтетичких скупова генеришу се као линеарне комбинациjе
атома из претходно описаног, такође вештачки конструисаног, редундантног речника.
Циљ формирања различитих вештачки генерисаних скупова матрица jесте да се варира-
њем броjа атома коjи се користе приликом генерисања синтетичких матрица (елемената
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различитих скупова) постигне да неки скупови имаjу изразито „ретке” елементе (коjи
су погодни за ретку репрезентациjу), а да насупрот њима неки други скупови имаjу
елементе коjи нису толико погодни за ретку репрезентациjу и у циљу постизања истог
нивоа грешке захтеваjу ретке апроксимациjе са већим броjем чланова. Ова особина ће
бити „уграђена” у симулиране ковариjансне матрице тако што ће исте бити креиране
као линеарне комбинациjе већег или мањег броjа градивних симетричних позитивно
дефинитних матрица или атома из поменутог наменски конструисаног речника за ге-
нерисање синтетичких података.
Тако, ако су синтетичке матрице генерисане са мањим броjем атома, претпоставка
jе да ће имати ефикасниjу апроксимациjу са SPTM уместо са SPAM моделом, као и
обрнуто. Ова претпоставка ће бити и експериментално потврђена. Да би се осигурала и
позитивна дефинитност вештачки генерисаних матрица, коефициjенти коjима се множе
позитивно дефинитни атоми у претходно поменутим линеарним комбинациjама имаће
ограничење да мораjу да буду ненегативни.
Речник коjи jе коришћен за генерисање матрица у овом експерименталном примеру
састоjи се из симетричних позитивно дефинитних матрица P, од коjих jе свака генери-
сана на случаjан начин:
а) случаjним избором d сопствених вредности, и
б) случаjним избором jедне ортогоналне матрице Q из на случаjан начин генери-
саног циркуларног ортогоналног ансамбла случаjних матрица (COE).
На основу декомпозициjе на сопствене вредности, овако дефинисана симулациjа кова-
риjансне матрице P може да се израчуна као P = QΛQT , где jе Λ диjагонална матрица
чиjи елемeнти су сопствене вредности, а колоне Q сопствени вектори матрице P.
Према [181], COE матрице конструишу се тако што се израчуна QR декомпозициjа
матрица чиjи елементи се генеришу као независне случаjне реализациjе стандардне нор-
малне расподеле N (0, 1). Случаjне матрице оваквог типа, чиjа QR декомпозициjа се
затим рачуна, припадаjу тзв. Ginibre ансамблу случаjних матрица и имаjу расподелу
у складу са Haar-овом мером, дефинисаном у [181], коjа одговара униформном узорко-
вању простора матрица. Како QR декомпозициjа ниjе jеднозначна, [254], а у циљу очу-
вања своjства униформности коjе проистиче из Haar-ове мере, након QR декомпозициjе
уводи се додатно ограничење у погледу вредности диjагоналних елемената у троугаоноj
матрици R коjа представља jедан од фактора на коjе се разлаже матрица са N (0, 1)
елементима. Ограничење захтева да диjагонални елементи буду строго позитивни, без
обзира на вариjанту имплементациjе QR декомпозициjе коjа jе коришћена, чиме се по-
стиже jеднозначност декомпозициjе и добиjа потребна матрица Q. Сопствене вредности
P генеришу се као апсолутне вредности реализациjа нормалне расподеле N (0, σ), при
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некоj унапред дефинисаноj вредности σ > 0.
Након конструкциjе претходно описаног „синтетичког речника” , синтетички гене-
рисане ковариjансне матрице формираjу се као „ретке линеарне комбинациjе” матрица
у синтетичком речнику, а што подразумева линеарну комбинациjу са малим броjем
сабирака у односу на димензиjу одговараjућег простора симетричних матрица.
Приликом генерисања синтетичких ковариjанси, индекси тежинских коефициjената
коjи ће имати вредност различиту од нуле у ретким линеарним комбинациjама бираjу
се на случаjан начин са униформном расподелом. Њихове вредности такође се бираjу
са униформном расподелом, означеном са U(a, b), где jе 0 < a < b.
На таj начин, скупови вештачки генерисаних података намењени различитим експе-
риментима у овом примеру, у свим разматраним случаjевима могу да се дефинишу и
генеришу задавањем вредности неколико следећих величина: димензиjе симулираног
простора обележjа, d, чиме jе одређена и димензиjа простора d × d симетричних ма-
трица, означена са N ; величине генераторног скупа или речника позитивно дефинитних
матрица, Ng; броjа тежинских коефициjената различитих од нуле у случаjним линеар-
ним комбинациjама атома речника, Sg; параметара претходно дефинисаних расподела
N (0, σ) и U(a, b), означених са σ, a, b; и укупног броj симулираних матрица M .
У свим експериментима приликом генерисања синтетичких улазних података кори-
шћене су исте вредности следећих параметара: Ng = 4N , где jе N = d(d+ 1)/2, a = 0.1
и b = 1. Наведени параметри утичу на начин генерисања синтетичког речника са коjим
се креираjу симулиране матрице.
Синтетичке ковариjансе потенциjално могу да буду лоше условљене, односно да
имаjу велику апсолутну вредност количника наjвеће и наjмање сопствене вреднсоти.Стога
jе слично као и у претходном поглављу, по потреби, као део предобраде улазних пода-
така, коригована наjмања соптвена вредност како би се условни броj матрице ограни-
чио. Као горња граница условног броjа коришћена jе вредност η = 105.
Неколико различитих инстанци референтног SPAM модела, коjе су анализиране у
експериментима са синтетичким подацима, дефинисано jе избором различитих вредно-
сти K димензиjе потпростора у коме се тражи апроксимациjа (за више детаља видети
Поглавље 6.2), а инстанце предложеног SPTM модела коjе су поређене са њима, дефи-
нисане су задавањем димензиjе речника D и укупног броjа S тежинских коефициjената
ретке апроксимациjе коjи су различити од нуле (за више детаља видети Поглавље 6.3).
Вредности управљачких параметара коjе се користе у процедурама за одређивање
оптималних SPTM и SPAM апроксимациjа матрица прецизности биле су исте као и
вредности коришћене у експериментима у Поглављу 6.5.1, са jедним изузетком у виду
управљачког параметра Smin коjи се користи у оквиру Алгоритма 1 SPTM оптимизаци-
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Табела 6.3: Поређење перформанси неколико SPTM и референтних SPAM модела на
различитим скуповима вештачки генерисаних улазних података дефинисаних са паре-
метрима: d = 10, N = 55, M = 104, σ и Sg су у табели.
D = 140 Sg = 5, σ = 1 Sg = 10, σ = 1
K 20 30 40 25 35 45
D¯KL ×10−1 1.34 0.76 0.35 0.53 0.28 0.11
NSPAM×105 3.01 4.02 5.02 3.51 4.52 5.52
S 10 15 20 15 20 25
D¯KL ×10−1 0.49 0.49 0.49 0.15 0.16 0.13
NSPTM×105 2.08 2.58 3.08 2.58 3.08 3.58
* * *
D = 140 Sg = 10, σ = 10 Sg = 15, σ = 1
K 25 35 45 30 40 50
D¯KL ×10−1 0.54 0.28 0.11 0.25 0.12 0.03
NSPAM×105 3.51 4.52 5.52 4.02 5.02 6.03
S 15 20 25 20 25 30
D¯KL ×10−1 0.28 0.21 0.13 0.26 0.26 0.26
NSPTM×105 2.58 3.08 3.58 3.08 3.58 4.08
оне процедуре, а коjи jе у експериментима са синтетичким подацима био постављен на
вредност Smin = 10 у свим експериментима осим у случаjу експеримента са подацима
коjи су генерисани са вредношћу параметра Sg = 5, када jе усвоjено да jе Smin = 5.
Експерименти су реализовани тако што су избором вредности одговараjућих пара-
метара, коjима се дефинишу особине улазних података, креирани скупови вештачки
генерисаних ковариjансних матрица са различитим своjствима, а затим су упоредно
анализиране карактеристике неколико предложених SPTM и референтних SPAM мо-
дела на сваком од генерисаних скупова синтетичких података. За оцену и поређење
различитих модела коришћен jе исти приступ као и у Поглављу 6.5.1, а коjи се заснива
на оцени ефикасности апроксимациjе, у смислу односа између измереног нивоа грешке
и теориjски изведене сложености коришћења такве апроксимациjе.
Резултати за четири различита синтетичка скупа здружено су приказани у Та-
бели 6.3. Eксперименти у коjима су коришћени скупови матрица са истим каракте-
ристикама груписани су у различитим колонама дефинисаним са вредностима параме-
тара σ и Sg, коjи одређуjу: 1) колика ће бити вариjанса расподеле N (0, σ), са коjом се
генеришу случаjне сопствене вредности позитивно дефинитних атома у конструисаном
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речнику коjи служи за касниjе намешавање синтетичких ковариjанси, и 2) колики ће
бити броj Sg случаjно изабраних атома из истог речника коjи ће случаjном линеарном
комбинациjом са униформном расподелом тежинских коефициjената формирати симу-
лиране матрице. Сврха параметра Sg jесте да дефинише стварни степен „реткости”
података у одређеном скупу.
Као мера квалитета модела, у сваком од сценариjа коришћен jе исти пар вредности
као и у Поглављу 6.5.1, састављен од:
а) просечне KL дивергенце, означене са D¯KL, између оригиналних Гаусових ком-
поненти коjима одговараjу синтетичке мартице прецизности (односно синте-
тичке ковариjансне матрице) и њихових SPAM и SPTM апроксимациjа; Kори-
шћена информациона мера дефинисана jе у (6.52).
б) рачунске сложености коришћења конструисане апроксимациjе, означене саNSPAM
или NSPTM ; Дефинициjе наведених величина дате су у Поглављу 6.4
Сваки од скупова синтетичких података коришћених у овом примеру садржиM = 104
на случаjан начин генерисаних ковариjансних матрица из d = 10 димензионалног про-
стора обележjа, а коje се налазе у простору d× d симетричних матрица димензиjе
N = 55. Скупови су конструисани помоћу претходно методе описане у петходном
излагању. Параметри свих анализираних модела приказани су у Табели 6.3, где прва
врста сваке од колона садржи вредности коjе дефинишу вештачки генерисане улазне
податке, друга врста представља резултате коjи одговараjу перформансама референт-
них SPAM модела са различитим вредностима K, а последња врста резултатима коjи
илуструjу карактеристике предложеног SPTM модела са различитим вредностима S.
Анализиране вариjанте ретке апроксимациjе са различитим броjем S имаjу на распо-
лагању различит броj атома речника коjе могу да комбинуjу приликом апроксимациjе.
Међутим, у свим експериментима димензиjа редундантног речника Ψ jе била jеднака,
а за шта jе коришћена вредност D = 140, коjа jе неколико пута већа од димензиjе
полазног простора симетричних матрица, чиjа димензиjа jе N = 55. Речник се учи
током одређивања ретке репрезентациjе свих M = 104 матрица прецизности, кроз оп-
тимизациону процедуру коjа jе у свим експериментима користила исти броj (глобалних)
итерациjа. У вези са тим, имаjући у виду дискусиjу у Поглављу 6.5.1, за референтне
SPAM моделе коришћено jе TB = 20 итерациjа, а у случаjу SPTM модела TS = 40.
Узимаjући у обзир различите нивое „реткости” улазних података (скупова симулира-
них матрица коjе су генерисане са различитим вредностима параметра Sg), постигнуте
вредности D¯KL, приказане у Табели 6.3, показуjу да у случаjу симулираних матрица
са изражено ретком структуром, тj. малим вредностима Sg (сегменти Табеле 6.3 где су
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Sg = 5 и Sg = 10) SPTM постиже бољи квалитет репрезентациjе и при томе истовре-
мено има и мању сложеност у односу на одговараjуће референтне SPAM моделе, што
jе резултат бољег искоришћавања урођене „реткости” синтетичких улазних података.
Међутим, када симулиране матрице немаjу толико изражену ретку структуру, одно-
сно при већим вредностима Sg, нпр. 15, референтни SPAM модел преузима вођство,
постижући мању грешку репрезентациjе. У тоj ситуациjи, овакав исход jе очекиван,
jер инверзне ковариjансе више нису толико погодне за ретку репрезентациjу, а вредно-
сти параметра K коjи одговара димензиjи векторског потпростора у коме се у случаjу
SPAM тражи апроксимациjа су управо веома близу димензионалности одговараjућег
простора симетричних матрица (нпр. K = 50, а димензиjа простора матрица преци-
зности jе N = 55), па пошто SPAM метод за циљ има учење потпростора jасно jе да ће
бити у стању да веома добро представи матрице коjе су распоређене посвуда у неком
матричном простору, а не само на некоj врсти нискодимензионалне многострукости у
том простору - што би одговарало геометриjскоj интерпретациjи распореда података
коjи jе погодан за коришћење ретке репрезентациjе, када подаци могу ефикасно да се
апроксимираjу са релативно мало градивних компоненти коjе описуjу њихову локалну
геометриjу.
Иако у посматраноj ситуациjи када jе Sg = 15, Табела 6.3, SPAM даjе бољу апрок-
симациjу у свим случаjевима приликом упоредне анализе, SPTM модели и даље имаjу
мању сложеност у односу на SPAM у 8 од 9 могућих случаjева, што jе последица велике
вредности количника M/d. Оваj количник зависи од система за препознавање, тако да
се може констатовати да jе за успешну примену SPTM модела, насупрот алтернативама
у виду SPAM модела, у сценариjу неког генералног система за препознавање облика
заснованог на Гаусовим смешама, истинитост полазне претпоставке о своjству „ретко-
сти” коjе поседуjу подаци (матрице) подjеднако важна као и релативно велика вредност
укупног броjа Гаусових компоненти у систему у поређењу са димензиjом одговараjућег
простора обележjа, тj. велика вредност количника M/d. Више детаља о односу између
сложености SPTM и SPAM модела може се пронаћи у Поглављу 6.4.
Тако се у конкретном случаjу коjи jе дискутован, група експеримената са Sg = 15
у Табели 6.3, добиjа да jе: M ≫ d(d+1)
2
, односно 104 ≫ 55, док су вредности количника
D/K у три различита SPAM експеримента са базом димензиjе K ← 30; 40; 50, jеднаке:
D/K ← 4.6; 3.5; 2.8, респективно, а количници S/K, за S ← 20; 25; 30, крећу се у опсегу
од 0.4 до 1. Имаjући у виду раниjе дефинисан услов под коjим SPTM апроксимациjа
има значаjно мању сложеност у односу на SPAM, израз (6.51):
D/K · d(d+ 1)
2
+ M · S/K ≪ d(d+ 1)
2
+ M ,
следи да jе у посматраном случаjу Sg = 15, NSPTM > NSPAM само када jе: S = 30 и
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K = 30, чему одговараjу вредности: NSPTM = 4.08 и NSPAM = 4.02, док су просечне
вредности грешака апроксимациjе: 0.26 и 0.25, респективно. У преосталих 8 случаjева
важи да jе NSPTM < NSPAM , али грешке апроксимациjе нису увек блиске, осим када jе
K минимално, K = 30, а што jе у складу са раниjом дискусиjом и очекивано, пошто jе
димензиjа векторског простора симетричних матрица N = 55. Са друге стране, пошто
jе вредност Sg = 15, ретке апроксимациjе са вредностима S ← 20; 25; 30, генеришу
апроксимациjе са истом просечном грешком, пошто jе у сва три случаjа вредност S
мања од K ← 30; 40; 50, а SPAM jе побољшање апроксимациjе, смањење D¯KL, постизао
тек за K > 30.
Интересантно jе да за сва четири креирана скупа повећање S у реткоj апроксима-
циjи не доводи увек до значаjниjег смањења вредности D¯KL, а што би било очекивано
на основу резултата експеримената са ASR подацима у Поглављу 6.5.1, где постоjи
обрнути тренд, видети Табелу 6.1. Очекивано понашање може да се уочи код групе ек-
сперимената са Sg = 10, σ = 10, Табелa 6.3, где ретке апроксимациjе имаjу већу грешку
са смањењем S. Описани феномен би могао да се припише начину на коjи су креирани
синтетички улазни подаци, и постоjању неке врсте граничне вредности параметра S
након коjе даље повећање S више нема утицаj на способност апроксимациjе одређеног
ретког модела све до неке наредне вредности коjа би била значаjно већа. Нешто слично
такође може да се уочи и анализом експеримената са ASR подацима, где размак између
вредности D¯KL ретких апроксимациjа коjе користе речнике Ψ истих димензиjа D опада
са повећањем S. Ово je лакше уочљиво на Слици 6.1(а), где у било коjоj итерациjи то-
ком обуке различитих модела са речником димензиjе D, како се повећаваjу вредности
S коjима су дефинисани различити модели за ретку апроксимациjу тако jе вертикална
маргина између суседних диjаграма све мања.
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7 Просторнo-временски ковариjансни дескриптори
за даљинску детекциjу
У раду [39] формулисан jе и представљен метод за класификациjу Земљиног по-
кривача коjи се заснива на реткоj репрезентациjи структуираних обележjа под називом
временски ковариjансни дескриптори. Као што и само име указуjе, суштина предложе-
ног метода за класификациjу пиксела на мултиспектралним сателитским сликама jесте
коришћење ковариjансних дескриптора описаних у Поглављу 4 као ефикасног начина
за агрегациjу обележjа пиксела на нивоу вишедимензионалне временске сериjе коjа опи-
суjе изглед исте просторне позициjе током дужег временског интервала коjи одговара
вишеструким прелетима сателита. Иако се одговараjућа временска сериjа придружена
сваком од пиксела формира на основу независних мерења спектралних карактеристика
њихове површине, такође jе могуће разматрати и њихове просторне зависности када мо-
жемо да говоримо о просторним ковариjансним дескрипторима, коjи су по дефинициjи
сличниjи оригиналноj формулациjи дескриптора у Поглављу 4. Са друге стране, вре-
менска сериjа спектралних карактеристика сваког пиксела представља промену више
величина у времену, тако да jе узимаjући у обзир и просторне зависности суседних
пиксела могуће говорити и о просторно-временским дескрипторима коjи описуjу тро-
димензионални квадар у коме се налазе одговараjућа мерења коjима се карактерише
одређени процес од интереса за конструкциjу система за препознавање врсте земљи-
ног покривача, његове намене или неке друге карактеристике. У наставку ће бити
представљен jедан од описаних начина за агрегациjу обележjа на мултиспектралним
сателитским сликама, са посебним освртом на проблем препознавања пољопривредних
култура коришћењем сателитске даљинске детекциjе.
Метод у временскоj формулациjи коjа jе описана у [39], подразумева коришћење
временске сериjе мултиспектралних сателитских слика.
Као улазне информациjе у систем коjи доноси одлуке о врсти пољопривредне кул-
туре коjа се налази на позициjи сваког гео-референцираног пиксела у сателитскоj слици,
користе се мултиспектрална мерења истог подручjа у различитим временским трену-
цима током посматраног интервала, односно групе вишедимензионалних вредности ре-
флектансе истог просторног пиксела коjе одговараjу различитим сликама у временскоj
сериjи. Ови подаци (скуп вектора коjи одговараjу истом пикселу) користе се за кон-
струкциjу одговараjућих узорачких ковариjансних матрица по сваком од пиксела, а
интерпретираjу се као временски дескриптори сваког од просторних пиксела у скупу
мултиспектралних сателитских слика коjе покриваjу исто подручjе током посматра-
ног интервала. Пошто такве ковариjансне матрице садрже информациjе о корелаци-
jама коjе постоjе између спектралних мерења истог подручjа на различитим таласним
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дужинама током траjања временске сериjе, почетна претпоставка коjа jе мотивисала
избор оваквих спектралних дескриптора jесте да су они у стању да боље опишу при-
родне разлике у фенолошком развоjу различитих пољопривредних култура у поређењу
са другим методама за конструкциjу спектралних обележjа коjе приликом формирања
дескриптора не узимаjу у обзир везе или корелациjе између различитих делова елек-
тромагнетског спектра, тj. спектралних потписа исте површине, током посматраног
периода од интереса.
Како би се у контексту разматраног проблема надгледане класификациjе пољопри-
вредних култура што боље искористиле додатне информациjе коjе су садржане у еле-
ментима ван главне диjагонале описаних ковариjансних матрица, а такође омогућило
и коришћење стандардних класификатора са векторском формулациjом, сваки од ко-
вариjансних дескриптора се кодуjе као вектор, коришћењем вариjанте предложеног
поступка за ретку репрезентациjу матрица прецизности у Гаусовим смешама, описаног
у Поглављу 6. Основни циљ поступка за ретку репрезентациjу матричних дескриптора
jесте да се добиjу коефициjенти ретке репрезентациjе сваке од ковариjансних матрица
у наученом генераторном скупу симетричних матрица, и на таj начин, применом тако
добиjених „ретких” вектора или кодних речи, омогући обука класификатора.
Постоjи тренд да ће временске сериjе мултиспектралних сателитских слика бити
све доступниjе, а у ближоj будућности ће то вероватно важити и за хиперспектралне
податке, тако да ће све више бити у интересу да се ове додатне информациjе, садр-
жане унутар временске компоненте, боље искористе. То jе, као што jе већ истакнуто,
главни разлог за разматрање карактеристика предложених временских ковариjансних
дескриптора. Са тим циљем изведени су и одређени експерименти класификациjе.
Метод за израчунавање кодова коjи одговараjу оваквим матричним дескрипторима
представља проширење оптимизационих процедура предложених у [40], коjе су међу-
тим коришћене у потпуно другачиjем контексту, смањења рачунске и мемориjске сло-
жености система за статистичко препознавање облика коjи се засниваjу на моделима
Гаусових смеша, а не директног повећања тачности класификациjе или конструкциjе
новог класификатора. Поред тога, ретка репрезентациjа инверзних ковариjансних ма-
трица у [40], односи се на ковариjансне матрице коjе представљаjу параметре обученог
модела за препознавање, а не дескрипторе, чиjе ретко кодовање jе на пример било опи-
сано у Поглављу 4.6.1. У том смислу, оптимизациона процедура за конструкциjу ретких
апроксимациjа матрица прецизности у Поглављу 6 била jе предвиђена за нерадни или
off-line режим, приликом конструкциjе система за препознавање, али не и за режим коjи
одговара раду система. Нови радни режим подразумева да раниjе занемарени аспект
оптимизационе процедуре коjи се тиче брзине jесте од интереса у случаjу оптимиза-
ционих проблема великих размера са више милиона пиксела описаних ковариjансним
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дескрипторима. Наведено представља други значаjан аспект у коме се процедура за
ретку репрезентациjу коjа ће бити изложена у овом поглављу разликуjе од оне прика-
зане у Поглављу 6.
Концепт ретке репрезентациjе или ретког кодовања, као начина за конструкциjу
класификатора у препознавању облика, као и његове броjне примене у различитим си-
стемима за препознавање облика, нису нови и детаљно су разматрани у литератури.
Оно што jе ново у [39] на првом месту jе примена ковариjансних матрица као времен-
ских дескриптора мултиспектралних мерења у временскоj сериjи, а на другом месту
предложена оптимизациона процедура за учење одговараjућег речника и одређивање
оптималне репрезентациjе сваког од матричних дескриптора у њему, према унапред де-
финисаном критериjуму оптималности. Додатно, према тадашњим сазнањима аутора
овакав тип матричних спектралних дескриптора до тада ниjе био коришћен у области
даљинске детекциjе.
Саме ковариjансне матрице као просторни дескриптори садржаjа у слици нису нови
и предложени су релативно скоро у [158, 203, 257]. Такође, недавно jе предложено и
ретко кодовање оваквих матричних дескриптора [144, 285], коjе се заснива на нешто
раниjим радовима [236, 237], a за циљ има добиjање векторске представе матричних
дескриптора са малим броjем коефициjената различитих од нуле.
Оптимизационе процедуре коjе се користе у [144, 285] имаjу наизглед сличну фор-
мулациjу као и оптимизациона процедура у [40], али jе контекст другачиjи и постоjе
значаjне разлике у ограничењима коjа се уводе приликом формулациjе оптимизационих
проблема, што за последицу има да су оптимизационе процедуре значаjно другачиjе.
Наиме, када jе у питању контекст, разлика jе слична оноj коjа jе већ поменута у
дискусиjи на почетку овог поглавља, где jе указано на разлике између метода за ретку
репрезентациjу матрица прецизности у [40] и временских ковариjансних дескриптора у
[39]. Слични закључци важе и када су у питању поменуте методе за ретку репрезента-
циjу просторних дескриптора у [144, 285], у односу на [40].
Што се тиче разлике у формулациjи одговараjућих оптимизационих проблема, услов
коjи се поставља приликом учења дискриминативног речника у [144, 285] jесте да еле-
менти речника мораjу да буду позитивно дефинитне матрице, а као последица и тежин-
ски коефициjенти ретке репрезентациjе, док са друге стране елементи или атоми редун-
дантног речника у [40] мораjу да буду само симетрични, а за тежинске коефициjенте
не постоjи додатни услов. Друга значаjна разлика jе да услед различитог контекста,
главна критериjумска функциjа у [144, 285] има два члана, сабирка коjи не постоjе у
[40], а коjима се према [144, 285] постиже дискриминативност елемената у речнику и
боља прилагођеност израчунатих ретких кодова касниjоj примени (коришћењу као обе-
лежjа у класификациjи). Приликом формулациjе проблема у [40], аутор ниjе имао увид
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у [236, 237], тако да jе оптимизациони проблем формулисан под утицаjем [10, 264, 270],
што jе и разлог зашто jе одлучено да елементи генераторног речника буду симетричне
матрице.
Додатно, оптимизациони метод у [285] формулисан jе по узору на процедуру пре-
дложену у [236], коjа jе описана у Поглављу 4.6.1, a код коjе се ретко кодовање од-
носи на ковариjансне матрице и реализуjе се уклапањем датог проблема у методе семи-
дефинитног програмирања описане у [261]. Такође, таква формулациjа проблема ретког
кодовања, коjоj одговара минимизациjа под ограничењима исказана у (4.26), конструк-
циjу одговараjуће циљне функциjе заснива на вариjанти KL дивергенце (4.6), тачниjе
Бурговоj матричноj дивергенци (4.17), коjа као што jе дискутовано у Поглављу 4.5 ниjе
симетрична информациона мера:
DB (A,B) = tr
(
AB−1
)− ln det (AB−1)− d .
То значи да се у [285] апроксимациjа конструише за први аргумент приказаног израза,
чему коришћењем нотациjе из (4.26) одговара израз: DB (x⊗A , S).
Другим речима, у случаjу (4.26), ретко кодовање за циљ има да формира линеарну
комбинациjу коjа ће у информационом смислу апроксимирати расподелу описану са
матрицом A у изразу DB (A,B), на основу расподеле коjу описуjе други аргумент B.
Насупрот томе, ретка репрезентациjа у (6.30) за циљ има да формира линеарну ком-
бинациjу коjа ће апроксимирати инверзиjу другог аргумента DB (A,B), односно B−1,
кроз минимизациjу растоjања у односу на расподелу коjу описуjе први аргумент A.
Тако, иако за LogDet или Бургову дивергенцу важи да jе: DB (A,B) = DB(B−1,A−1),
ако би за одређивање ретке репрезентациjе матрица прецизности B−1 био коришћен
оптимизациони метод ретког кодовања (4.26), резултат би био другачиjи због друга-
чиjег начина решавања оптимизационог проблема у односу на (6.29). Поред тога, као
што jе дискутовано на краjу Поглавља 4.5 и у оквиру Поглавља 6.2.1, начин на коjи се
формулише (6.30) ниjе директан као у [236, 285], већ представља асимптотски случаj
формулациjе засноване на критериjуму максималне веродостоjности, Прилог 3.
Међутим, имаjући у виду [144, 285], приликом формулациjе процедуре за ретко
кодовање временских ковариjансних дескриптора са процедуром из [40], оригинална
формулациjа циљне функциjе из Поглавља 6.3 додатно jе проширена по узору на дис-
криминативни приступ у [285] са jош jедним чланом коjи описуjе тачност привременог
или помоћног класификатора приликом учења генераторног речника.
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7.1 Модел спектралног класификатора
Модел предложеног спектралног класификатора приказан jе на Слици 7.1. Су-
штина jе да се за сваки просторни пиксел, како у референтном скупу коjи служи за
обуку и тестирање класификатора (скуп сачињен од мерења придружених сваком од
пиксела за коjе се поуздано зна коjоj категориjи припадаjу), тако и у неозначеном делу
података за коjе jе тек након обуке класификатора његовом применом потребно одре-
дити ознаку класе, као дескриптор израчуна узорачка ковариjансна матрица на основу
вишедимензионалних узорака прикупљених у посматраном временском интервалу. Ди-
мензиjе матрице су jеднаке спектралноj резолуциjи мерног уређаjа коjи се користи, а
отежаваjуће околности могу да представљаjу недовољна временска резолуциjа са ко-
jом се опсервира одређени процес, односно релативно мали броj временских узорака у
односу на спектралну резолуциjу мерења, као и питање стационарности процеса коjи
генерише опсервациjе. Након формирања ковариjансних дескриптора, наредни корак
jе израчунавање његове ретке репрезентациjе у наученом генераторном речнику. С об-
зиром да се за ретко кодовање користи предложени поступак за ретку репрезентациjу
матрица прецизности, добиjени вектор тежинских коефициjената неће представљати
ретку апроксимациjу оригиналног ковариjансног дескриптора, већ његове инверзиjе.
Овако формирани вектори обележjа, за сваки од пиксела у референтном скупу,
затим се користе за: а) обуку и тестирање главног спектралног класификатора на
Слици 7.1, ако су пиксели означени и потичу из референтног скупа, или у случаjу
пиксела коjи тек треба да се класификуjу, б) као улазни подаци у блок на Слици 7.1
коjи означава предикциjу ознака класа применом поменутог „главног” класификатора.
Када jе у питању процес обуке спектралног класификатора, као што jе већ дели-
мично и обjашњено, предвиђено jе да постоjе две одвоjене фазе. Jедна коjа се односи на
учење ретке репрезентациjе ковариjансних дескриптора и друга коjа се односи на обуку
главног класификатора (уколико за тим постоjи потреба). Две горње гране функци-
оналног блок диjаграма на Слици 7.1 илуструjу обе наведене фазе. При томе учење
оптималне репрезентациjе (блок под називом „обука модела за ретку репрезентациjу”)
подразумева учење одговараjућег генераторног речника.
Међутим, прилком учења речника применом наизменичне процедуре из Поглавља 6.3,
потребна jе и оптимизациjа одговараjућих тежинских коефициjената, тако да наведени
блок у себи садржи исту процедуру за ретко кодовање коjа се касниjе (након што jе
одговараjући генераторни речник научен) користи и у блоковима под називом „ретка
репрезентациjа”. Стога jе почетни референтни скуп потребно поделити на два дела,
како би се jедан користио за учење речника (обуку модела за ретку репрезентациjу), а
остатак за касниjу обуку главног класификатора коришћењем ретких вектора.
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Слика 7.1: Функционална блок шема могуће даљинске детекциjу на основу ретке ре-
презентациjе предложених временских ковариjансних дескриптора придружених поjе-
диначним пикселима у слици. Ковариjансни дескриптор се израчунава на нивоу сваког
пиксела, тако што се користи неколико мултиспектралних сателитских слика истог по-
дручjа, начињених у различитим тренуцима.
По узору на [285], а у циљу постизања ретке репрезентациjе коjа ће имати боља
своjства приликом класификациjе, у критериjумску функциjу коjа jе коришћена у [40]
додат jе сабирак ∥hj −WΛj∥22 коjи представља грешку jедноставног линеарног класи-
фикатора W коjи се упоредо обучава у свакоj итерациjи оптимизационе процедуре за
учење генераторног речника Ψ. Другим речима, оптимизациони проблем коjи се ре-
шава приликом „обуке модела за ретку репр.” временских ковариjансних дескриптора
формулисан jе као минимизациjа по сваком од скупова параметара Λ,Ψ и W, критери-
jумске функциjе L (Λ,Ψ,W), односно као:
(Λ∗,Ψ∗,W∗) = argmin
(Λ,Ψ,W)
L (Λ,Ψ,W) п.о. Cˆj ≻ 0, (7.1)
где jе:
L (Λ,Ψ,W) =
M∑
j=1
{
tr(Σ¯jCˆj)− ln det Cˆj
}
+ µ
M∑
j=1
∥Λj∥1 + η ∥hj −WΛj∥22 , (7.2)
и важи да jе ∥hj∥0 = ∥hj∥1 = 1, ∀j. Речник Ψ = (S1, . . . , SD), састављен jе од симетрич-
них матрица Si, тежински вектори свих ковариjансних дескриптора коjи се користе
за надгледано учење речника Ψ означени су са Λ = (Λ1, . . . ,ΛM), Λj = (λj1, . . . , λ
j
D),
j = 1, . . . ,M , а са Cˆj =
∑D
k=1 λ
j
kSk, означене су апроксимациjе инверзиjа оригиналних
ковариjансних дескриптора Σ¯j. Са D jе означена величина речника, а M представља
укупан броj узорака у делу означеног референтног скупа коjи се користи за надгледано
учење речника.
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Циљ додавања новог сабирка у (7.2) jесте да се кроз информациjу о грешци ли-
неарног класификатора W на датом делу референтног скупа (M узорака) утиче на
начин репрезентациjе како би се дата грешка умањила, а тиме по претпоставци из [285]
постигла и репрезентациjа коjа jе боље прилагођена датоj намени (класификациjи).
Грешка линеарног класификатора W приликом покушаjа предикциjе стварне ознаке
пиксела j, представљеног апроксимованим матричним дескриптором Cˆ, изражава се у
виду сабирка коjи представља суму квадрата грешака и коjи jе пондерисан са тежин-
ским фактором η. Поменути вектор грешке добиjа се тако што се стварна нумеричка
ознака категориjе коjоj припада пиксел j запише у виду вектора са само jедном компо-
нентом различитом од нуле, вектор hj, и таj вектор се одузме од вектора WΛj коjи за
дати пиксел садржи предикциjе степена његове припадности свакоj од могућих класа.
Тако се у току сваке итерациjе оптимизационе процедуре коjом се решава (7.1), наи-
зменично оптимизуjу речник, тежински коефициjенти ретке репрезентациjе означених
тренинг узорака из референтног скупа, и помоћни линеарни класификатор. Сама про-
цедура jе већином већ описана у Поглављу 2, главна разлика jе jедино у функционал-
ном облику одговараjућих израза и додатноj оптимизациjи линеарног класификатора.
Стога ће наведени изрази овом приликом бити изостављени из даљег излагања.
Након учења модела (речника), израчунате ретке репрезентациjе неозначених узо-
рака могу да се користе као вектори обележjа, самостално или у комбинациjи са дру-
гим врстама спектралних дескриптора израчунатих на нивоу поjединачних пиксела. Са
друге стране, део означених узорака коjи ниjе коришћен и коjи jе преостао након учења
речника, могуће jе користити за надгледану обуку главног класификатора коjи ће као
векторе обележjа користити поменуте ретке векторе коjима су у наученом речнику
представљени оригинални ковариjансни дескриптори.
Такође, могућа jе и вариjанта у коjоj нема потребе за обуком главног класифика-
тора. Под тиме се подразумеваjу две могуће ситуациjе. Да су добиjени вектори обе-
лежjа довољно дискриминативни тако да у другоj фази нема потребе за коришћењем
сложениjих класификатора, односно да jе могуће користити неки од класификатора
у облику правила наjближег суседуа. Или да jе приликом препознавања довољно ко-
ристити само формирани помоћни линеарни класификатор W, чиjа надгледана обука
jе завршена током процеса учења речника. У том случаjу нема потребе за почетном
поделом оригиналног референтног скупа и сви расположиви узорци са придруженим
ознакама категориjа могу се користити приликом учења речника. Наравно, овакав при-
ступ ниjе препоручљив у случаjу да се планира касниjа обука главног класификатора,
пошто може да доведе до смањења способности генерализациjе тако добиjеног главног
класификатора.
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7.2 Резултати експеримената
У циљу провере могућности предложених спектралних дескриптора и одговараjу-
ћег класификатора, изведени су одређени инициjални експерименти, чиjи резултати су
приказани у [39]. Ови експерименти нису довољно свобухватни и потребно jе спровести
додатна истраживања како би се дала коначна оцена предложеног метода. У сваком
случаjу, у наставку ће бити приказани резултати до коjих се дошло.
Табела 7.1: Резултати класификациjе пиксела на основу ретке репрезентациjе времен-
ских ковариjансних дескриптора. Коришћен jе линеарни класификатор W из (7.2).
Упоредити са резултатима у Прилогу 6.
Класа Одзив Лажни позитиви Прецизност Тачност F-мера
Кукуруз 0.73 0.36 0.64 0.84 0.68
Пшеница 0.79 0.23 0.77 0.90 0.77
Соjа 0.43 0.46 0.54 0.87 0.46
Остало 0.79 0.21 0.79 0.79 0.79
Како би се оценила дискриминативна способност постигнуте ретке репрезентациjе,
одлучено jе да се на делу података описаних у студиjи [64] изведу експерименти у
коjима ће се користити само помоћни линеарни класификатор, односно у коjима неће
бити накнадне обуке главног класификатора. Поменути улазни подаци односе се на
временску сериjу сателитских слика Landsat-8 сателита просторне резолуциjе 30 m, са
укупно 5 сателитских снимака, дуж путање са редним броjем 186 (за више детаља о
проблему даљинске детекциjе и коришћеним подацима видети [64], а неки од резултата
илустровани су и у Прилогу 6).
Резултати приказани у Табели 7.1 добиjени су унакрсном провером на партициjи ре-
ферентног скупа са 5 подскупова. Класификатор се имплицитно обучава током надгле-
даног учења речника у сваком циклусу унакрсне провере. Предикциjе класификатора
се добиjаjу множењем ретких вектора Λj (коjи представљаjу матричне дескрипторе) са
матрицом W.
Може се рећи да резултати приказани у Табели 7.1 нису довољно добри у поређењу
са резултатима спектралних класификатора у [64], али овакав резултат jе донекле био
и очекиван пошто jе за класификациjу коришћен помоћни класификатор коjи се им-
плицитно обучава током учења речника. Поред тога, циљ jе био да се испита могућност
примене предложених дескриптора и утврди да ли услед специфичног начина конструк-
циjе овакви дескриптори садрже комплементарне информациjе у односу на оне садр-
жане у стандардним обележjима. При томе jе претпостављено да ће дискриминативност
таквих информациjа, уколико постоjе, више доћи до изражаjа уколико се користи jед-
ноставниjи класификатор. У том смислу оваj проблем и даље остаjе отворен. Током
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анализе, поред недостатака резултата уочене су и одређене мане предложеног метода.
Оне се односе на начин формирања временских ковариjансних дескриптора. Основни
проблем jе потреба за довољним броjем временских узорака, што jе у посматраном
примеру примене на проблеме даљинске детекциjе релативно тешко оствариво. Наиме,
да би се избегла сингуларност формиране узорачке ковариjансне матрице, неопходно
jе да броj узорака буде већи од димезионалности простора обележjа, чему одговара
спектрална резолуциjа у сателитским сликама. Оваj проблем би нарочито био изражен
у случаjу потенциjалне примене на хиперспектралне слике. Дати проблем jе уочен и
раниjе у области даљинске детекциjе, [127], и понуђена су нека решења [135]. Поправка
коjа jе коришћена у приказаном примеру било jе додавање малог умношка jединичне
диjагоналне матрице на израчунате дескрипторе. На оваj начин jе донекле очувана
тражена корисна информациjа садржана у вандиjагоналним елементима. Такође jе
пробана и поправка дескриптора са вештачким повећањем сопствених вредности ма-
трица коjе су блиске нули, али се такав приступ на посматраном примеру ниjе показао
бољим.
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У GMM системима за статистичко препознавање облика са великим броjем компо-
ненти постоjи потреба за редукциjом броjа рачунских операциjа неопходних приликом
евалуациjе сваког новог упита. У том смислу, у раду jе понуђено ново решење за апрок-
симациjу поjединачних Гаусових компоненти, са коjим се као што jе експериментално
потврђено постиже већа учинковитост у односу на постоjеће моделе за апроксимациjу
коjи своjа решења базираjу на истоj линеарноj структури конструисаних апроксимациjа.
Под апроксимациjама Гаусових компонетни подразумеваjу се апроксимациjе инвер-
зних ковариjансних матрица или матрица прецизности коjе описуjу облике поjединач-
них Гаусових компоненти у систему за препознавање. Апроксимациjе су структуиране
као линеарне комбинациjе симетричних матрица из посебно конструисаног скупа оп-
тималних прототипова. Предност оваквог приступа jесте да се део израчунавања коjи
jе потребан за класификациjу неког упита не понавља приликом евалуациjе сваке од
Гаусових компоненти коjе дефинишу одговараjуће дискриминантне функциjе, већ jе за-
хваљуjући линеарности апроксимациjе могуће да се део потребних рачунских операциjа
израчуна унапред приликом уласка сваког новог упита у систем, независно од Гаусових
компоненти.
Постоjеће или референтне методе за апроксимациjу, решење конструишу у бази век-
торског потпростора унутар оригиналног простора симетричних матрица коме припа-
даjу ковариjансне матрице Гаусових компоненти, при чему се добитак апроксимациjе
постиже кроз редукциjу димензионалности, пошто генерисани тежински вектори, са
коjима jе описана апроксимациjа сваке матрице прецизности у наученоj бази потпро-
стора, имаjу мању димензиjу у односу на оригинални простор. При томе jе већина
компоненти генерисаног тежинског вектора различита од нуле.
Насупрот томе, модел предложен у овом раду апроксимациjе генерише у облику
тежинских вектора са ретком структуром, чему одговара релативно мали броj ком-
поненти или тежинских коефициjената коjи су различити од нуле, а што у претходно
наведеном контексту значи да би таква ретка апроксимациjа матрица прецизности по-
тенциjално могла да обезбеди jош већи добитак у односу на стандардне апроксимациjе,
а коjе се са истим циљем конструишу у потпростору. Елементи линеарне комбинациjе
ретке апроксимациjе jесу атоми или симетричне матрице из посебно конструисаног ре-
дундантног речника, у складу са основним принципима ретке репрезентациjе сигнала,
а према коjима jедноставност могуће представе сигнала расте са димензиjом скупа про-
тотипова коjи се користе за апроксимациjу.
Да би предложени модел за апроксимациjу пружио већи добитак од референтних
модела, основна претпоставка jесте да jе укупан броj Гаусових компоненти у систему
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за препознавање велики. На таj начин мали броj активних тежинских коефициjената
у конструисаним ретким апроксимациjама може да обезбеди значаjно смањење неоп-
ходног броjа рачунских операциjа, а да при томе и компензуjе одређено повећање броjа
рачунских операциjа коjе постоjи као последица чињенице да jе речник редундантан,
под чиме се подразумева да jе његова димензиjа и до неколико пута већа од димензиjе
оригиналног простора симетричних матрица. За више детаља видети Поглавље 6.4 и
количник (6.49). Поред тога, проблем препознавања мора да буде такав да информа-
циони садржаj матрица прецизности може да се очува са ретким апроксимациjама, а
што значи да су погодне за ретку репрезентациjу. Под датим претпоставкама предло-
жени модел теориjски гледано поседуjе повољниjе карактеристике, односно даjе већи
добитак, што jе у раду означавано са термином мања сложеност.
Наведене теориjске претпоставке потврђене су и експериментално, на две групе
огледа у коjима су коришћене ковариjансне матрице из система за препознавање говора,
као и скупови вештачки генерисаних ковариjансних матрица са уграђеним своjствима
коjима би се симулирале предности и мане предложеног модела у односу на релевантну
инстанцу референтних модела.
Анализа експерименталних резултата потврдила jе очекивања да када су испуњене
теориjске претпоставке коjе фаворизуjу коришћење ретког решења, у смислу мање сло-
жености приликом коришћења тако конструисаних ретких апроксимациjа, предложени
модел генерише решења коjа при истом квалитету апроксимациjе информационог са-
држаjа Гаусових компоненти имаjу значаjно мању сложеност (у претходно описаном
смислу), док при истом нивоу сложености, односно истом добитку коjи се генерише
применом апроксимациjе, предложени модел генерише квалитетниjе апроксимациjе, са
мањим губитком информационог садржаjа.
У раду jе предложена и наменски осмишљена оптимизациона процедура за ретку
репрезентациjу матрица прецизности, а коjа се састоjи од учења речника и ретког ко-
довања матрица прецизности.
Мане предложеног модела jесу поменуте претпоставке, коjе не мораjу увек да буду
задовољене. Такође, предложени оптимизациони проблем за ретку репрезентациjу ма-
трица прецизности jесте захтевниjи за решавање, међутим у описаном сценариjу при-
мене таj аспект нема толику улогу пошто се конструкциjа апроксимациjа одвиjа ван
радног режима система за препознавање.
С обзиром на значаj KL дивергенце нормалних расподела као информационог кри-
териjума за формулациjу проблема апроксимациjе Гаусових компоненти, у раду су на
више места били разматрани односи између принципа минимума дискриминативне ин-
формациjе, процене параметара на основу критериjума максималне веродостоjности,
информационих растоjања у облику матричних дивергенци, ретког кодовања ковари-
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jансних дескриптора и предложене методе за ретку репрезентациjу матрица прецизно-
сти.
На краjу, у раду jе предложена и нова примена ковариjансних дескриптора у домену
даљинске детекциjе, при чему jе детаљниjе била разматрана само примена временских
ковариjансних дескриптора поjединачних пиксела у временским сериjама мултиспек-
тралних сателитских снимака. Описани резултати су били прелиминарног карактера,
а као део примене таквих ковариjансних дескриптора предложена jе и оптимизациона
процедура коjа се заснива на претходно дискутованом методу за ретку репрезентациjу
матрица прецизности, при чему jе оригинална формулациjа била додатно проширена по
узору на методе за класификациjу коjе се засниваjу на дискриминативном ретком кодо-
вању ковариjансних дескриптора. У том контексту, раниjе занемарено питање брзине
предложене процедуре за ретку репрезентациjу матрица прецизности постаjе актуелно,
пошто се у новом контексту ретки вектори не генеришу ван радног режима система
за препознавање, већ током рада система. У том смислу од користи би могли да буду
назначени правци за паралелну имплементациjу поjединачних делова оптимизационе
процедуре, као и разматрање нових начина за њену апроксимациjу.
Предности паралелне имплементациjе предложене оптимизационе процедуре за ретку
репрезентациjу матрица прецизности експериментално су потврђене током реализациjе
раниjе описаних експеримената, где су на основу погодних своjстава усвоjене форму-
лациjе одређени елементи процедуре били паралелизовани коришћењем рачунарског
кластера.
Такође, jедан од закључака рада jесте и да стандардне методе за ретко кодовање ко-
вариjансних дескриптора почиваjу на оптимизационим процедурама семи-дефинитног
програмирања, а коjе условљаваjу да атоми у апроксимациjи мораjу да буду позитивно
дефинитне матрице, док тежински коефициjенти линеарних комбинациjа атома мораjу
да буду позитивни. Са друге стране, иако процедура предложена у овом раду води ка
реткоj репрезентациjи инверзних ковариjансних матрица у jедном потпуно другачиjем
контексту у односу на дискутовано ретко кодовање ковариjансних дескриптора, апрок-
симациjе матрица прецизности конструисане са предложеном методом базираjу се на
атомима од коjих се захтева само симетричност, а тежински коефициjенти не мораjу да
буду позитивни. У том смислу, поставља се питање да ли би на такав начин генерисане
ретке апроксимациjе инверзиjа ковариjансних дескриптора, у неким применама коjе су
изван анализираног домена апроксимациjе компоненти Гаусових смеша у системима за
статистичко препознавање облика, на неки начин биле боље у односу на апроксима-
циjе са стандардним методама за ретко кодовање ковариjансних дескриптора, имаjући
у виду да jе броj ограничења коjа се постављаjу пред градивне елементе предложеног
метода за апроксимациjу матрица прецизности мањи.
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У сваком случаjу, конструкциjа ретких апроксимациjа представља природан иско-
рак у правцу бољег моделовања матрица прецизности коришћењем ретких репрезен-
тациjа, у односу на SPAM, и слична jе преласку са PCA, коjи у основи jесте анализа
jедне Гаусове функциjе, на униjу потпростора, како обично замишљамо моделовање
коришћењем ретких репрезентациjа, [90].
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Прилози
Прилог 1 Растоjање између ковариjансних матрица и растоjање
одговараjућих матрица прецизности - еквиваленциjа
у Римановоj метрици (Поглавље 4)
Полазећи од дефинициjе Риманове метрике у (4.3), односно (4.2), биће показано да
jе d(A,B) = d(B,A), а затим да важи и jеднакост d(A−1,B−1) = d(A,B), коjа обезбеђуjе
еквиваленциjу растоjања између ковариjансних матрица (дескриптора), са jедне стране,
и растоjања између њихових инверзиjа (матрица прецизности), са друге стране.
Нека jе декомпозициjа ковариjансних матрица A и B на сопствене вредности озна-
чена са: A = PΛPT и B = QΨQT , респективно, где су Λ и Ψ диjагоналне матрице њихо-
вих сопствених вредности, а Q и P ортогоналне матрице чиjе колоне формираjу скуп ор-
тонормираних вектора у Rd, тачниjе PTP = I и QTQ = I, односно P−1 = PT и Q−1 = QT .
Под квадратним кковариjансе A ће се подразумевати операциjа: A1/2 = PΛ
1
2 P−1, где
jе са Λ
1
2 означена диjагонална матрица састављена од квадратних корена сопствених
вредности. На сличан начин, логаритам ковариjансе коjа jе елемент Sym++d ће бити
означаван са ln(A) = lnA = P ln(Λ)PT , чему одговара логаритмовање сопствених вред-
ности у диjагоналноj матрици одговараjуће квадратне форме на коjу се симетрична
матрица декомпонуjе, ln(Λ) = lnΛ. Са ln2(A) = ln2A ће скраћено бити означаван
производ ln(A) ln(A). Такође: A−T = (AT )−1. Операциjе матричног кореновања и лога-
ритомовања на сличан начин могу да се дефинишу и за матрице коjе нису симетричне,
али имаjу позитивне сопствене вредности и могу да се трансформациjом сличности
сведу на диjагоналну матрицу.
Према (4.3), d 2(A,B) = tr
(
ln2
(√
A−1 B
√
A−1
))
, одакле ће бити показано да вредност
метрике зависи од сопствених вредности матрице A−1B, као и да се еквивалентно може
дефинисати и преко сопствених вредности производа AB−1, чиме ће се добити потребна
еквиваленциjа између d(A,B) и d(B,A).
С обзиром да jе у општем случаjу за симетричну матрицу A из Sym++d :
tr
(
ln2A
)
= tr
(
ln2
(
PΛPT
))
= tr
((
P ln ΛPT
) (
P ln ΛPT
))
=
= tr
(
P−1P ln ΛP−1P ln Λ
)
= tr
(
ln2 Λ
)
=
d∑
i=1
ln2 λi ,
(п.1.1)
као последица неосетљивости трага производа матрица на цикличке пермутациjе чини-
лаца, односно особине: tr
(
PΛP−1
)
= tr
(
P−1 PΛ
)
= trΛ, то значи и да jе вредност (4.3)
234
одређена сопственим вредностима матрице:
M(A,B) =
√
A−1 B
√
A−1 , (п.1.2)
где су A и B одговараjуће ковариjансне матрице. Први разлог jе то што jе M(A,B)
у (п.1.2) такође симетрична матрица:
M(A,B)T =
(√
A−1 B
√
A−1
)T
= A−
T
2 BT A−
T
2 = M(A,B) , (п.1.3)
пошто jе BT = B и AT = A, односно
(√
A−1
)T
=
√
A−1:
A−
T
2 =
(
AT
)− 1
2 =
((
PΛPT
)T)− 12
=
(
PΛPT
)− 1
2 = A−
1
2 . (п.1.4)
Други разлог jе позитивна дефинитност матрице M(A,B) у (п.1.2), а коjа произилази
из особине да за сваке две симетричне матрице: X ≽ 0 и Y ≽ 0, важи да jе производ
XYX ≽ 0, видети [129]. Пошто кореновање у (п.1.2) не утиче на позитивну дефи-
нитност, из претходно наведеног следи да jе M(A,B) такође позитивно дефинитна и
као таква може да се сведе на диjагонални облик трансформациjом сличности (деком-
позициjом на сопствене вредности) коjу дефинишe погодно конструисана ортогонална
матрица Q. Тиме се полазећи од (п.1.2) добиjа диjагонална матрица:
Υ = QT M(A,B)Q , (п.1.5)
коjа се састоjи од сопствених вредности M(A,B), а одакле на основу jеднакости (п.1.1)
следи да jе:
d 2(A,B) = tr
(
ln2M(A,B)
)
= tr
(Q lnΥ QTQ lnΥQT ) = tr ln2Υ . (п.1.6)
Имаjући у виду да су A и B матрице из Sym++d и да jе кореновање добро дефинисана
операциjа, карактеристична jедначина матрице (п.1.2) jесте:
det
(√
A−1 B
√
A−1 − υ I
)
= 0 ⇔ det
(√
A
(√
A−1 B
√
A−1
)√
A− υA
)
= 0 , (п.1.7)
односно еквивалентна jе са карактеристичном jедначином: det
(
B − υA) = 0. Такође
важи и да jе:
det
(
B− υA) = 0 ⇔ det (A−1(B− υA)) = 0 ⇔ det (A−1B− υ I) = 0 , (п.1.8)
што значи да jе вредност (4.3) или (п.1.6) дефинисана са сопственим вредностима
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M(A,B), садржаним у диjагоналноj матрици (п.1.5), али коjе су идентичне као и соп-
ствене вредности матрице A−1B, дефинисане решењима карактеристичне jедначине
(п.1.8). Тачниjе, вредност квадрата метрике у (4.3) одређена je сумом квадрата лога-
ритама сопствених вредности производа A−1B, што се понекад, као што jе нпр. случаj
у (4.2) узима и као основа за дефинициjу метрике.
При томе, производ A−1B не мора да буде симетрична матрица, иако су поjединачно
A−1 и B симетричне, jер jе у општем случаjу: (A−1B)T = BTA−T = BA−1, а не A−1B,
али A−1B jесте симетричан ако су ковариjансе комутативне у односу на множење, чему
би одговарао специjалан случаj A−1B = BA−1. Међутим, производ A−1B, као производ
елемената из Sym++d , такође има све позитивне сопствене вредности као и поjединачне
матрице A−1 и B, а што се види на основу следеће jеднакости:
A−1B = A−1 B
1
2 B
1
2 = B−
1
2
(
B
1
2 A−1 B
1
2
)
B
1
2 , (п.1.9)
Jеднакост (п.1.9) дефинише трансформациjу сличности матрице B
1
2 A−1 B
1
2 . На основу
раниjе наведене особине, да jе: X ≽ 0,Y ≽ 0 ⇒ XYX ≽ 0, [129], следи да jе B 12 A−1 B 12
позитивно дефинитна матрица, а што значи да jе и A−1B из (п.1.8) позитивно дефи-
нитна, jер трансформациjе сличности, као што jе (п.1.9), очуваваjу вредност детерми-
нанте. Додатно, производ A−1B има исте сопствене вредности као и производ BA−1,
jер су решења карактеристичне jедначине (п.1.8) еквивалентна са решењима jедначине:
det
(
A−1B− υ I) = det (B) det (A−1B− υ I) det (B−1) = det (BA−1 − υ I) = 0.
Како за логаритам квадратне матрице коjа ниjе сингуларна и има само позитивне
сопствене вредности, што значи да сигурно може да се сведе на позитивно дефинитну
диjагоналну форму, важи да jе: ln Z = V ln ΓV−1, то значи да може да се дефинише и
логаритам A−1B, односно захваљуjући особини логаритма: ln z−1 = − ln z, следи да jе:
ln2
(
A−1B
)
= (−1)2 (ln (A−1B))2 = (ln((A−1B)−1))2 = ln2 (B−1A) . (п.1.10)
Са друге стране, узимаjући у обзир да постоjи декомпозициjа: ln
(
A−1B
)
= V ln ΓV−1, а
да су (4.3) и (п.1.6) дефинисани на основу сопствених вредности (п.1.2), коjе су као што
jе показано исте као и сопствене вредности производа A−1B, односно елементи поменуте
диjагоналне матрице Γ, важи да jе:
tr
(
ln2
(
A−1B
))
= tr
(
V ln ΓV−1V ln ΓV−1
)
= tr
(
V−1V ln2 Γ
)
= d 2(A,B) , (п.1.11)
одакле, на основу jеднакости (п.1.10) коначно следи и да jе d(A,B) = d(B,A). На-
име, изразу d(B,A), на основу дефинициjе (4.3) и (п.1.2), одговара матрица M(B,A) =√
B−1A
√
B−1, коjоj по аналогиjи са (п.1.7) одговара jедначина det
(
B−1A − υ I) = 0, а
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њена решења су управо сопствене вредности матрице B−1A, коjа се поjављуjе са десне
стране jеднакости у (п.1.10) и коjа има исте особине као и дискутовани производ A−1B,
а што значи да jе сума tr
(
ln2
(
A−1B
))
иста као и d 2(A,B), одакле и симетричност:
d(A,B) = d(B,A).
Полазећи од израза d 2(A−1,B−1), у коме се уместо ковариjансних матрица поjављуjу
њихове инверзиjе, односно матрице прецизности, може се показати да важи jеднакост:
d 2(A−1,B−1) = d(A,B). Наиме, ако се по дефинициjи (4.3), узимаjући у обзир претходно
показану симетричност Римановог растоjања и раниjе изведене идентитете за матрице
из Sym++d , у шта спадаjу и матрице прецизности, израчуна квадрат растоjања између
матрица A−1 и B−1, добиjа се да jе:
d 2(A−1,B−1) = d 2(B−1,A−1) = ∥ ln (B 12 A−1 B 12 )∥F = ∥ ln (B− 12 AB− 12 )−1∥F
= tr
((
ln
(√
B−1A
√
B−1
)−1) (
ln
(√
B−1A
√
B−1
)−1)T)
= (−1)2 tr
((
ln
(√
B−1A
√
B−1
)) (
ln
(√
B−1A
√
B−1
))T)
= d 2(B,A) = d 2(A,B) ,
(п.1.12)
што jе и требало показати 
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Прилог 2 Принцип активног скупа у OMP и LARS методама за
ретку репрезентациjу сигнала (Поглавље 5)
С обзиром да се ретка репрезентациjа матрица прецизности коришћењем оптимиза-
ционог метода предложеног у оквиру овог рада заснива на изградњи скупа активних
тежинских коефициjената ретке представе сваке матрице у наученом речнику, односно
на оптимизациjи променљивих коjе чине скуп активних параметара ретке репрезента-
циjе сваке матрице, а коjи се означава и као активни скуп, у наставку ће бити прика-
зана два алгоритма за ретку репрезентациjу сигнала у векторском домену у коjима су
оригинално биле примењене идеjе коjе су у одређеноj мери мотивисале и конструкциjу
поменуте оптимизационе процедуре намењене реткоj репрезентациjи матрица прецизно-
сти, предложене у оквиру овог рада. У питању су поступци ретког кодовања сигнала
под претпоставком да jе познат речник у коме се тражи оптимална репрезентациjа коjи
се у литератури означаваjу као OMP алгортам, оригинално предложен у [196], и LARS
алгоритам, описан у [87].
OMP представља алгоритам претраге елемената речника са циљем постизања што
бољег поклапања између сигнала и његове ретке апроскимациjе. Међутим, конструи-
сано решење у датом речнику треба да буде такво да задовољава услов ортогоналности
између грешке апроксимациjе и изабраних елемената речника (активних атома) коjи
учествуjу у апроксимациjи полазног сигнала. Идеjа jесте да се у свакоj итерациjи
алгоритма као нови члан активног скупа изабере атом коjи наjвише доприноси сма-
њењу тренутне грешке апроксимациjе или резидуала између стварне вредности и ретке
апроксимациjе, а да се након проширивања активног скупа, како би остао испуњен
услов ортогоналности, нове вредности одговараjућих тежинских коефициjената одреде
ортогоналном проjекциjом на потпростор елемената активног скупа. Оптимизациони
проблем ретког кодовања коjи решава OMP алгоритам одговара некоj од формулациjа
у (5.35) или (5.36), а код коjих се ретка структура решења постиже наметањем огра-
ничења коjе изражаваjу вредности константи: ε у (5.35), или S у (5.36). У зависности
од имплементациjе поjединачних корака алгоритма постоjе различите вариjанте коjе
постижу убрзање кроз нумерички ефикасниjе реформулациjе основног алгоритма, [88],
међутим у наставку ће у сврху илустрациjе бити приказана jедна од основних форму-
лациjа алгоритма у коjоj се jасно уочава идеjа активног скупа.
Нека jе сигнал x ∈ Rm у (5.35) или (5.36), где jе са D ∈ Rm×p означен речник са
укупно p атома, m < p, а γ ∈ Rm непознати вектор тежинских коефициjената чиjа ретка
репрезентациjа се тражи у речнику D, при чему су критериjуми заустављања итера-
тивног OMP алгоритма одређени са константама ε у случаjу проблема ретког кодовања
дефинисаног у (5.35), или са S у (5.36), док ће саW бити означаван активни или радни
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скуп индекса коjи означаваjу компоненте сигнала коjе активно (са тежинским коефици-
jентима различитим од нуле) учествуjу у реконструкциjи сигнала, тада се поjединачни
кораци оптимизационе OMP процедуре коjа води ка ретком апроксимативном решењу
састоjе од следећих корака:
♯ 1: Инициjализациjа скупа активних индекса и полазног решења оптимизационог
проблема: W = ∅, γ ← 0, где jе WC = {1, . . . , p}
♯ 2: Све док jе задовољен услов да jе кардиналност активног скупа |W| < S, ако
се решава проблем (5.36), односно да jе грешка конструисане апроксимациjе
1
2
∥x−D γ ∥22 > ε, ако се решава проблем (5.35), ради следеће (кораци ♯ 3-4):
♯ 3: Пронађи атом са индексом ˆ у речнику D коjи наjвише доприноси побољшању
тренутне апроскимациjе са атомима индексираним у активном скупу W , од-
носно пронађи решење следећег оптимизационог проблема у редукованом реч-
нику DW∪{j} коjи формираjу колоне матрице D индексиране са скупомW∪{j}:
arg min
j ∈WC, α∈R|W|+1
1
2
∥x−DW∪{j} α ∥22 (п.2.1)
♯ 4: На основу оптималних вредности израчунатих у ♯ 3: индекса ˆ и тежинских
коефициjената αˆ ∈ R|W|+1, ажурираj активни скуп W и тренутно решење γ:
W ← W ∪ {ˆ} , γW ← αˆ , γWC ← 0 .
На сличан начин као што jе код итеративних градиjентних метода, попут (5.31),
у оквиру сваке итерациjе ретког кодовања решаван jедан мањи оптимизациони про-
блем коjи jе дефинисао оператор блискости (5.6), тако и код приказане методe коja
нуди апроксимативно решење (5.35) или (5.36), као ♯3 корак се поjављуjе jедан мањи
оптимизациони проблем (п.2.1), коjи jе потребно решити за све индексе у скупу WC
како би се одредио наjбољи атом за укључивање у активни скуп. Иако jе директно
псеудоинверзно решење (п.2.1) одређено изразом:
αˆ =
(
DTW∪{ˆ}DW∪{ˆ}
)−1DTW∪{ˆ} x , (п.2.2)
израчунавање инверзне матрице приликом повере свих потенциjалних кандидата за
укључивање у активни скуп може бити захтевно, тако да се прибегава другачиjим фор-
мулациjама коjе вредност резидуала у (п.2.1) не израчунаваjу сваки пут експлицитно.
Из услова оптималности коначног решења одређеног са атомима D индексираним у
скупу W :
DTW (DW γW − x) = −DTW rW(x) = 0 , (п.2.3)
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следи да су, као последица ортогоналне проjекциjе (п.2.2), атоми у DW увек ортогонални
у односу на грешку апроксимациjе rW(x), односно да приликом разматрања нових чла-
нова активног скупа у (п.2.1) током сваке итерациjе алгоритма, такви атоми чак и када
би били кандидати за избор у W , не би могли да буду поново изабрани пошто не могу
да допринесу даљем смањењу грешке коjа jе увек у ортогоналном потпростору у односу
на њих. Са друге стране из угла разлагања или представе текуће вредности вектора
грешке rW(x) у потпростору коjи формираjу атоми речника D индексирани са WC,
члан активног скупа W у текућоj итерациjи алгоритма постаjе онаj атом из DWC коjи
наjбоље апроксимира вектор грешке, односно онаj атом за коjи може да се каже да при
датоj апроксимациjи поjединачно у наjвећоj мери нарушава услов оптималности (п.2.3)
тиме што ниjе део апроксимациjе.
Описани принцип jе коришћен и приликом конструкциjе активног скупа у оптими-
зационоj процедури коjа jе предложена за ретку репрезентациjу матрица прецизности
у овом раду, али уз другачиjи услов оптималности и додатну могућност да у наредноj
итерациjи алгоритма, након ажурирања вредности компоненти решења коjе припадаjу
активном скупу W , односно ажурирања вредности γW градиjентном методом другог
реда, нека од компоненти активног скупа може и да напусти чланство у њему уколико
више не нарушава услов оптималности одређен апсолутном вредношћу субдиференци-
jала неглатке конвексне функциjе.
LARS алгоритам, [87], као што и сугеришу речи из коjих jе изведена одговараjућа
скраћеница, апроксимациjу сигнала заснива на тражењу елемената активног скупа коjи
ће бити такви да jе наjмањи заjеднички угао одговарjућих вектора, односно атома ин-
дексираних у активном скупу, такав да представља правац дуж кога ће бити конструи-
сана одговараjућа апроксимациjа, или (у статистичком контексту) регресиjа. У почетку
jе активни скуп празан, а затим се постепено изграђуjе додавањем поjединачних елеме-
ната (индекса атома или тежинских коефициjената) коjи имаjу наjвећу корелациjу са
текућим остатком или резидуалом између тренутне апроксимациjе и стварне вредности
сигнала. Оно што jе наjзначаjниjа разлика у односу на претходно анализирани OMP
алгоритам jесте начин конструкциjе нове апроксимациjе након проширивања активног
скупа. Тачниjе, након избора правца у коме се побољшава тренутна апроксимациjа,
а коjи представља посебно конструисану линеарну комбинациjу постоjећих елемената
активног скупа, корак са коjим се текуће решење ажурира у датом правцу дефинише се
на основу наjмање позитивне вредности коjа одређуjе када неки од атома ван активног
скупа као последица ажурирања решења са усвоjеним кораком постаjе подjеднако коре-
лисан са грешком апроксимациjе као и атоми коjи су већ унутар активног скупа, чиме
постаjе његов нови члан. Такође, с обзиром да описана процедура, као што jе показано у
[87], доводи до смањења апсолутне вредности корелациjе између грешке апроксимациjе
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и атома активног скупа, у неком тренутку са даљим повећавањем вредности корака
поменута корелациjа ће у поjединим случаjевима тежити нули. Даље повећање корака
водило би ка промени знака корелациjе, међутим да би се решење LARS алгоритма по
знаку тежинских коефициjената слагало са решењем LASSO процедуре у [250], у [87]
jе показано да jе неопходан услов да се спречи описана промена знака корелациjе, од-
носно да jе атоме активног скупа чиjа корелациjа са грешком апроксимациjе jе блиска
нули потребно уклонити из активног скупа. Управо ова особина LARS алгоритма jесте
кључна разлика у концепциjи активног скупа у односу на OMP алгоритам, jер jе еле-
ментима активног скупа коjи не нарушаваjу услов оптималности (што мања апсолутна
вредност корелациjе одговараjућег атома у речнику са грешком апроксимациjе) дозво-
љено да у неком тренутку у складу са побољшањем апроксимациjе током итеративног
поступка напусте активни скуп.
С обзиром да се у литератури коjа се бави оптимизациjом поjам активног скупа
користи на нешто другачиjи начин, у смислу да се за неко усвоjено решење xt, ограни-
чења у облику неjеднакости gi(x) ≥ 0 за коjа важи да jе gi(xt) = 0 називаjу активна, а
она за коjа важи да jе gi(xt) > 0 неактивна, променљиве коjе су наjмање нарушавале
услов оптималности и коjе су приликом сваке итерациjе биле нула или остале нула до
краjа оптимизациjе jе у складу са датим тумачењем требало означавати као елементе
активног скупа, а скуп променљивих коjи jе постепено формиран током оптимизациjе
као скуп радних променљивих или радни скуп, пошто су њихове вредности оптими-
зоване, односно подешаване у односу на почетну вредност коjа jе била нула. Стога,
иако описана стандардна конвенциjа у означавању ниjе коришћена приликом излагања
у овом раду, већ обрнута терминологиjа према коjоj су активне оне променљиве коjе
активно доприносе реконструкциjи сигнала, односно оне променљиве или коефициjенти
чиjа вредност након оптимизациjе ниjе нула, приликом записа активног скупа jе ипак
коришћен симбол W , како би се ипак указало да се ради о радном (енгл. working)
скупу, у коме се налазе променљиве чиjе вредности се подешаваjу.
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Прилог 3 Процена параметара заснована на критериjуму мак-
сималне веродостоjности као минимизациjа KL дивер-
генце - асимптотска конвергенциjа (Поглавље 6)
О критериjуму максималне веродостоjности као начину за смањење неодређености у
препознавању облика било je речи у поглављу 2.1, где jе показано да се у случаjу Гаусове
расподеле непознате величине њена оптимална процена, у смислу смањења укупног ри-
зика у случаjу квадратне цене грешке, односно процена у облику регресиjе, поклапа са
максималном апостериорном проценом, али такође и са проценом параметара коjа ге-
нерише вредности са максималном веродостоjношћу, под претпоставком да jе априорна
вероватноћа непознатих униформна. С обзиром да критериjум максималне веродостоj-
ности има значаjну улогу и у полазноj формулациjи проблема процене чиjе решење води
ка реткоj репрезентациjи матрица прецизности у системима за препознавање облика
заснованим на Гаусовим смешама, а коjи jе предложен у оквиру овог рада, постоjи по-
треба да се наведени приступ конструкциjи проблема процене додатно размотри и из
угла његове везе са информационим критериjумом представљеним у поглављу 2.4, коjи
се заснива на KL дивергенци, а коjи jе приликом препознавања облика често у улози
минимума дискриминативне информациjе на коjоj почива процес одлучивања.
Нека jе са Θ означен простор параметара у коме се тражи оптимална процена θˆ, при
чему су на располагању прикупљене опсервациjе случаjне величине, а за саму величину
се веруjе да се њене реализациjе могу описати расподелом вероватноћа p∗θ дефинисаном
стварним вредностима параметара θ∗. Тачниjе, ако скуп састављен од n поjединачних
опсервациjа Xi случаjне величине X означимо као {Xi, i = 1, . . . , n}, а скуп њихових
реализациjа са X = {xi}ni=1, при чему jе полазна претпоставка да су поjединачне опсер-
вациjе случаjне променљиве статистички независне и да их jе генерисала у потпуности
иста расподела pθ∗(x), тада се здружена расподела прикупљених опсервациjа може опи-
сати као производ расподела поjединачних опсервациjа Xi ∼ pθ∗(xi) = p(xi|θ∗), односно:
pθ(x1, x2, . . . , xn) = p(x1|θ)p(x2|θ) · · · p(xn|θ) . (п.3.1)
Процена θˆ маскималне веродостоjности дефинише се као решење оптимизационог про-
блема:
θˆ = argmax
θ∈Θ
n∏
i=1
pθ(xi) , (п.3.2)
чиjа структура зависи од модела коришћеног за описивање p(xi|θ), док jе независна
оцена оптималности израчунате процене θˆ у односу на стварно θ∗, без обзира на ква-
литет решења постигнутог оптимизациjом у (п.3.2), условљена врстом усвоjеног кри-
териjума оптималности и његовим пратећим претпоставкама, видети (2.1). Међутим,
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формулациjа (п.3.2) се ипак често користи и показуjе као нарочито погодна уколико
pθ(xi) припада фамилиjи експоненциjалних расподела, пошто се у том случаjу захва-
љуjући особини монотоно растуће логаритамске функциjе, да jе логаритам производа
jеднак суми логаритама, проблем (п.3.1) на jедноставан начин може заменити еквива-
лентним проблемом:
θˆ = argmax
θ∈Θ
n∑
i=1
ln pθ(xi) , (п.3.3)
односно са:
θˆ = argmin
θ∈Θ
L(θ;X )
= argmin
θ∈Θ
1
n
n∑
i=1
− ln pθ(xi) .
(п.3.4)
Минимизациjа негативног логаритма веродостоjности, односно минимизациjа функциjе
L(θ;X ) избором оптималних вредности параметара, у (п.3.4) jе додатно проширена
константним фактором 1/n како би се облик циљне функциjе приближио стандардноj
статистици, у облику узорачке средње вредности, коjа се користи за процену очекиване
вредности случаjне променљиве. Према закону великих броjева теориjе вероватноће,
просечна вредност независних случаjних променљивих Xi са идентичним расподелама,
дефинисана са: X¯n = 1n
∑n
i=1Xi, у асимптотском случаjу готово сигурно (г.с.) кон-
вергира њиховоj очекиваноj вредности µ, па jе вероватноћа да jе X¯n = µ, када броj
опсервациjа тежи бесконачности:
P
(
lim
n→∞
X¯n = µ
)
= 1 ⇔ X¯n г.с.−−→ µ = E[Xi] , n→∞ . (п.3.5)
Иако се описана строга законитост у зависности од усвоjених претпоставки моделовања
поjављуjе у различитим облицима, као Бернулиjева теорема, закон Чебишева или закон
Хинчина, тврђење представља фундаментални резултат теориjе вероватноће у смислу
да се вероватноћа неког догађаjа може израчунати произвољно тачно на основу рела-
тивне учестаности његовог поjављивања у довољно великом броjу опсервациjа. С обзи-
ром да jе као циљна функциjа у (п.3.4) присутна средња вредност негативног логаритма
веродостоjности параметара, упросечена по свим опсервациjама, односно реализациjама
случаjних променљивих Xi, на основу закона великих броjева минимизациjа у (п.3.4)
у асимптотском случаjу када n → ∞ у општем случаjу може да се посматра и као
проблем минимизациjе очекиване вредности логаритма веродостоjности параметара.
Према (п.3.5), где jе pθ∗ расподела коjа jе генерисалa опсервациjе, следи да jе:
1
n
n∑
i=1
− ln pθ(Xi) г.с.−−→ Epθ∗ [− ln pθ(X) ] , n→∞ . (п.3.6)
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Са друге стране, ако се (п.3.5) посматра у еквивалентноj формулациjи коjа одговара
максимизациjи логаритма веродостоjности, као у (п.3.3), максимум циљне функциjе би
требало да се достигне за избор параметара коме би одговарала идеална процена, од-
носно стварна вредност параметара θ∗ коjа jе генерисала опсервациjе. Како, узимаjући
у обзир (п.3.6), описани максимум у асимптотском случаjу представља вредност оче-
кивања E [ ln pθ∗(X) ], може се рећи да процес оптимизациjе θ, односно процене пара-
метара, одговара минимизациjи разлике: ∆ = E [ ln pθ∗(X) ] − E [ ln pθ(X) ], одакле на
основу линеарности оператора очекивања, особина логаритма и jедначине (2.22), следи
да jе очекивана вредност дефинисане разлике:
∆ = E [ ln pθ∗(X) − ln pθ(X) ] = E
[
ln pθ∗(X)
ln pθ(X)
]
=
∫ ∞
−∞
pθ∗(x) ln
ln pθ∗(x)
ln pθ(x)
dx . (п.3.7)
На основу (п.3.4) види се да вредност ∆ представља KL дивергенцу (2.22) између
стварне расподеле pθ∗ коjа генерише поjединачне опсервациjе и расподеле pθ коjоj одго-
вара нека текућа вредност параметара θ у току процеса оптимизациjе чиjи резултат ће
бити процена θˆ.
То значи да процена максималне веродостоjности у асимптотском случаjу тежи ми-
нимизациjи ненегативне KL дивергенце DKL(pθ∗∥pθ), као информационог растоjања из-
међу стварне расподеле и њене тренутне процене. Односно, исто се еквивалентно може
показати и полазећи од узорачке процене разлике∆, за коjу ће бити показано да конвер-
гира вредностиDKL(pθ∗∥pθˆn), када jе броj опсервациjаXi, коjе учествуjу у израчунавању
процене θˆn максималне веродостоjности у (п.3.4), довољно велики, n→∞. Нека jе:
n∑
i=1
ln pθ∗(Xi)− ln pθˆn(Xi) ≤ 0⇐⇒
1
n
n∑
i=1
ln pθ∗(Xi)
ln pθˆn(Xi)
+ DKL(pθ∗∥pθˆn) ≤ DKL(pθ∗∥pθˆn)
⇐⇒ DKL(pθ∗∥pθˆn) ≤
∣∣∣∣∣ 1n
n∑
i=1
ln pθ∗(Xi)
ln pθˆn(Xi)
− DKL(pθ∗∥pθˆn)
∣∣∣∣∣ .
(п.3.8)
одакле, узимаjући у обзир да на основу (п.3.6) и (п.3.7) KL дивергенца DKL(pθ∗∥pθ)
представља очекивану вредност количника ln pθ∗ (X)
ln pθ(X)
, ка коjоj за n→∞ конвергира сума
количника: 1
n
∑n
i=1
ln pθ∗ (Xi)
ln pθ(Xi)
, на основу закона великих броjева из (п.3.8) следи да je:
∣∣∣∣∣ 1n
n∑
i=1
ln pθ∗(Xi)
ln pθˆn(Xi)
− DKL(pθ∗∥pθˆn)
∣∣∣∣∣ г.с.−−→ 0 , n→∞ . (п.3.9)
Одатле, имаjући у виду неjеднакост (п.3.8), следи да KL дивергенца DKL(pθ∗∥pθˆn),
као ненегативно информационо растоjање, приликом процене параметара коришћењем
критериjума максималне веродостоjности готово сигурно ковергира нули када n→∞,
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што такође значи и да pθˆn
n→∞−−−→ pθ∗ , a да асимптотска процена максималне веродостоj-
ности θˆn
n→∞−−−→ θ∗, што jе и требало показати 
Приказано jе основа за одлучивање засновано на принципу минимума дискрими-
нативне информациjе, код кога се приликом препознавња облика оптимална одлука
доноси на основу наjвеће сличности између: процене постигнуте на основу тренутно
прикупљених опсервациjа током рада система, и неке од унапред одређених поjединач-
них процена придружених одговараjућим категориjама током обуке система.
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Прилог 4 Елементи предложене процедуре за ретку
апроксимациjу/репрезентациjу (Поглавље 6)
Приликом оптимизациjе тежинских коефициjената SPAM и SPTM апроксимациjа у
Поглављима 6.2.2 и 6.3.1, за трансформациjу полазних проблема коришћене су помоћне
функциjе означаване са φj (α), чиме су формирани одговараjући проблеми линиjске пре-
траге у (6.15) и (6.31), респективно. Иако се циљне функциjе одговараjућих полазних
проблема у (6.13) и (6.29) разликуjу, а самим тим и из њих изведене помоћне функциjе
φj (α), за оба случаjа jе карактеристично да се као део φj (α) поjављуjе израз (6.17),
коjи jе у случаjу SPAM идентичан са одговараjућом функциjом φj (α), као што jе и
истакнуто у Поглављу 6.2.2, али се исти израз (6.17) такође поjављуjе и као први са-
бирак помоћне функциjе φj (α) коjа одговара SPTM апроксимациjи у Поглављу 6.3.1,
међутим са предзнаком минус, као што ће и бити показано у наставку.
Нека jе Pˆ
ново
j нова апроксимациjа матрице прецизности Σ¯
−1
j , формирана у текућоj
итерациjи решавања проблема (6.31), након ажурирања претходне апроксимациjе Pˆj у
правцу новог прираштаjа Rj, дефинисаног изразом (6.28), односно Pˆ
ново
j ← Pˆj + αRj.
Ако се одговараjуће величине означе на исти начин као у (6.27), при чему jе вредност
Rj одређена са ∆Λj ∈ RD, ∆Λj =
(
∆λj1, . . . ,∆λ
j
D
)T , према (6.30) и (6.31) следи да jе:
φj (α) = Lj (Λj + α∆Λj)− Lj (Λj)
= tr
(
Σ¯jPˆ
ново
j
)− ln det Pˆновоj +µ ∥Λj + α∆Λj∥1 − tr(Σ¯jPˆj)+ ln det Pˆj−µ ∥Λj∥1
= tr
(
Σ¯j
(
Pˆ
ново
j − Pˆj
))− ln det Pˆновоj
det Pˆj
+ µ ∥Λj + α∆Λj∥1 − µ ∥Λj∥1
= α tr
(
Σ¯jRj
)− ln det(Pˆj + αRj)
det Pˆj
+ µ ∥Λj + α∆Λj∥1 + const.
(п.4.1)
Чланови (п.4.1) коjи не зависе од вредности скалара α не утичу на минимизациjу (6.31)
и у том смислу се могу сматрати константним и изоставити из даљег разматрања, што
jе и назначено. Међутим, такође се уочава и да члан: ln det Pˆj, иако независан од α,
ниjе означен као константа, већ jе придружен одговараjућем разломку коjи представља
аргумент логаритма. Разлог jесте што на таj начин прва два сабирка (п.4.1) форми-
раjу израз коjи jе jеднак негативноj вредности израза (6.17), за коjи важи одговараjући
матрични идентитет приказан у (6.17). Дакле, за вредност помоћне функциjа φj (α) у
случаjу (6.31) у оквиру SPTM модела биће усвоjена прва три сабирка (п.4.1), док се по-
моћна функциjа φj (α) у (6.15) за SPAM модел добиjа на основу прва два сабирка (п.4.1),
без ℓ1 поправке, али са предзнаком минус, као што jе и приказано у (6.17).
С обзиром да jе идентитет (6.17) од кључног интереса за дефинисање граница ин-
тервала у коме се тражи решење (6.31), биће приказано како се добиjа веза између
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новог прираштаjа Rj, апроксимациjе из претходне итерациjе Pˆj и вредности корака α
коjа обезбеђуjе ажурирање постоjеће апроксимациjе у правцу Rj тако да услов пози-
тивне дефинитности буде очуван. У вези са тим видети и Тврђење 1 у Поглављу 6.3.1.
Ради поjедностављивања коришћене нотациjе у наставку излагања биће изостављени
индекси j и симболиˆи .¯
Нека jе матрица W = P−1/2RP−1/2. Пошто jе R дефинисана као линеарна комбина-
циjа симетричних матрица из скупа Ψ, израз (6.28), R jе симетрична. Са друге стране
P jе тренутна апроксимациjа оригиналне матрице прецизности Σ−1, што jе чини симе-
тричном, као и њену инверзиjу, с обзиром да jе квадратни корен симетричне матрице
дефинисан као у (3.21) и подразумева кореновање сопствених вредности полазне ма-
трице након декомпозициjе на сопствене вредности. Како jе квадратна форма ATBA
симетричних матрица A и B такође симетрична, jер jе
(
AT BA
)T
= AT BT A = AT BA,
следи да jе матрица W симетрична. То значи да за матрицу W ∈ Rd×d постоjи декомпо-
зициjа на сопствене вредности QΛWQ−1, таква да jе Q ортогонална матрица, Q−1 = QT ,
а ΛW диjагонална матрица са d сопствених вредности wp матрице W. Полазећи од из-
раза: P+ αR = P1/2
(
I+ αP−1/2RP−1/2
)
P1/2, следи да jе:
ln
det (P+ αR)
det (P)
= ln
det
(
P1/2
(
I+ αW
)
P1/2
)
det (P)
= ln det
(
I+ αW
)
= ln det
(
QQT + αQΛWQT
)
= ln det
(
Q
(
I+ αΛW
)
QT
)
= ln det
(
I+ αΛW
)
= ln
d∏
p=1
(1 + αwp) =
d∑
p=1
ln (1 + αwp) .
(п.4.2)
С обзиром да jе вредност детерминанте матрице jеднака производу сопствених вред-
ности, услов да jе ажурирана апроксимациjа P+ αR ≻ 0, своди се на услов да jе
1+αwp > 0, ∀p, што значи да избор корака α зависи од дефинитности матрице W. Уз-
имаjући у обзир да jе помоћна функциjа φj (α) у (6.15) и (6.31) дефинисана на основу
елемената (п.4.1), заменом (п.4.2) у (п.4.1) у случаjу SPAM модела добиjа се (6.17),
односно у случаjу SPTM модела помоћна функциjа:
φj (α) = α tr
(
Σ¯jRj
)− d∑
p=1
ln
(
1 + αwjp
)
+ µ ∥Λj + α∆Λj∥1 . (п.4.3)
Израз (п.4.3) jе полазна основа Тврђења 1, али се користи и директно приликом
минимизациjе (6.31), као део линиjске претраге интервала (αmin, αmax), приликом из-
рачунавања корена φ′j (α), oдносно стационарнe тачкe φj (α) у (6.31). Иако помоћна
функциjа (п.4.3) ниjе глатка, што значи да би уместо симбола φ′j (α) за означавање
извода требало да се користи симбол ∂φj (α) коjи означава скуп, избор вредности суб-
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градиjента унутар ∂φj (α) нема толику улогу као код одређивања правца ∆Λj у (6.41),
где jе за jеднозначно дефинисање субградиjента коришћено правило (6.36), коjе прои-
стиче из критериjума (за избор вредности субградиjента) коjи тежи постизању услова
оптималности (6.35). Такође, захваљуjући конвексности функциjе и гаранциjама да
постоjи вредност корака коjа представља jединствени глобални минимум над дефини-
саним интервалом, оптималнa вредност корака у (6.31) могла би да се тражи и без
коришћења извода. Имаjући у виду раниjе приказани израз (6.19), коjи одговара пр-
вом изводу функциjе (6.17), и начин дефинисања субградиjента функциjе апсолутне
вредности, извод помоћне функциjе (п.4.3) може да се дефинише као:
φ′j (α) , ∂sφj (α) = tr
(
Σ¯jRj
)− d∑
p=1
wjp
1 + αwjp
+ µ
D∑
k=1
∆λjk sgn
(
λjk + α∆λ
j
k
)
. (п.4.4)
Као и у (6.36), симбол s у ∂sφj (α) означава да jе у питању jедна од вредности коjа jе
изабрана из полазног скупа ∂φj (α). Одговараjући нумерички поступак за минимиза-
циjу (6.31) заснива се на алгоритму бинарне претраге, коjи у свакоj итерациjи полови
интервал претраге, а границе претраге ажурира у складу са вредношћу знака φ′j (α),
док као услов терминациjе користи |φ′j (α∗) | ≈ 0 или унапред дефинисан броj итерациjа.
*** Извођење израза (6.42) ***
∇iL (Λj) , ∂L (Λj) /∂λji = tr
( (
Σ¯j − Pˆj−1
)
Si
)
, (п.4.5)
Имаjући у виду да jе функциjа L дефинисана у (6.40) као глатки део оригиналне
циљне фунцкиjе Lj из (6.30), извођење коjе ће бити приказано у потпуности важи и за
израчунавање компоненти градиjента циљне функциjе SPAM модела у (6.13). Jедина
разлика у односу на краjњи израз (6.42) би био негативни предзнак, као последица
разлике у знаку између израза (6.13) и (6.40). Полазећи од дефинициjе парциjалног
извода скаларне функциjе L векторске променљиве Λj ∈ RD, при чему jе ретка апрок-
симациjа на основу (6.27) одређена са: Pˆj =
∑D
i=1 λ
j
i Si, где су λ
j
i ∈ R, Si ∈ Rd×d, а
оригинална ковариjансна матрица са Σ¯j, следи да jе:
∂
∂λji
L
(
λj1, . . . , λ
j
D
)
=
∂
∂λji
(
tr
(
Σ¯j Pˆj
)− ln det Pˆj) (п.4.6)
На основу особине линеарности извода и трага матрице, као и чињенице да jе извод
константне функциjе jеднак нули, следи да jе први сабирак у (п.4.6) jеднак:
∂
∂λji
tr
(
Σ¯j
D∑
k=1
λjk Sk
)
= tr
(
D∑
k=1
∂
∂λji
(
λjk Σ¯j Sk
))
= tr
(
Σ¯j Si
)
. (п.4.7)
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Други сабирак у (п.4.6) представља парциjални извод сложене функциjе у облику ло-
гаритма детерминанте тежинске суме матрица по тежинском коефициjенту λji :
∂
∂λji
(
− ln det Pˆj
)
= − 1
det Pˆj
∂
∂λji
(
det
( D∑
k=1
λjk Sk
))
. (п.4.8)
Извод детерминанте по скаларноj променљивоj од коjе зависи вредност матрице може
да се израчуна коришћењем Jакобиjеве формуле, према коjоj jе:
∂
∂t
det
(
A(t)
)
= tr
(
adj
(
A(t)
) · ∂
∂t
A(t)
)
, (п.4.9)
где jе са A(t) означено пресликавање R → d × d, односно одговараjућа матрица, а са
adj
(
A(t)
)
jе означена адjунгована матрица матрице A(t), коjа се добиjа транспонова-
њем матрице кофактора A(t), односно A−1 = (detA)−1adj
(
A
)
. Други чинилац у (п.4.9)
такође представља матрицу, коjа се састоjи од парциjалних извода поjединачних еле-
мената матрице A по датоj променљивоj t. Међутим, пошто у случаjу (п.4.8) аргумент
детерминанте представља линеарну комбинациjу матрица, а парциjални извод се од-
носи само на тежински коефициjент са индексом i, на основу линеарности извода следи
да jе:
∂
∂λji
(
− ln det Pˆj
)
= − 1
det Pˆj
tr
(
adj
(
Pˆj
) · (0 + · · ·+ ∂
∂λji
(
λji Si
)
+ · · ·+ 0
))
, (п.4.10)
одакле се, имаjући у виду да jе траг линеарна операциjа и дефинициjу инверзне ма-
трице, добиjа да jе:
∂
∂λji
(
− ln det Pˆj
)
= − tr(Pˆ−1j Si) . (п.4.11)
На основу (п.4.6), добиjа се да jе збир (п.4.7) и (п.4.11) jеднак полазном изразу (п.4.5),
што jе и требало показати 
*** Извођење израза (6.43) ***
HW(p, q) = tr
(
Pˆ−1j Sp Pˆ
−1
j Sq
)
= HW(q, p) , (п.4.12)
Приказани израз (п.4.12) дефинише начин израчунавања елемената Хесове матрице
коjа се користи за дефинисање правца (6.41) у коме се тражи ново решење у свакоj ите-
рациjи минимизациjе (6.29). Индекси (p, q) означаваjу одговараjућу врсту и колону, а
симбол W указуjе да се матрица парциjалних извода другог реда формира само на ни-
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воу променљивих коjе су индексиране у радном скупуW , што значи да вредности (p, q)
не представљаjу вредности оригиналних индекса λji у Λj, већ интерне индексе унутар
W . Међутим, конструкциjа Хесове матрице тежинских коефициjената у случаjу SPTM
модела, у (6.41), и Хесове матрице у случаjу SPAM модела, у (6.14), ако се занемаре
разлике у начину индексирања коjе су последица увођења активног скупаW , jесте пот-
пуно иста до на знак, у смислу да се у оба случаjа као полазна основа за израчунавање
Хесове матрице користи градиjент исте скаларне функциjе L, дефинисане у (6.40). Као
што jе већ речено, функциjа L представља глатки део циљне фунцкциjе SPTM модела
у (6.29), док исти облик само са негативним предзнаком има и циљна функциjа SPAM
модела у (6.13). Разлог зашто се и код SPTM као основа за извођење Хесове матрице
користи у суштини иста скаларна функциjа као и у случаjу SPAM модела, jесте суб-
градиjент ∇sWLj
(
ΛWj
)
функциjе Lj у SPTM моделу, а за коjи ниjе било могуће да се
додатно дефинише парциjални извод по свакоj од променљивих λji , i ∈ W .
Општи облик Хесове матрице почива на квадратноj апроксимациjи скаларне функ-
циjе више променљивих. Ако се са f(x) означи пресликавање Rn → R, и ако jе позната
вредност функциjе у тачки xk, тада под условом да jе f двоструко диференциjабилна,
вредност функциjе у некоj блискоj тачки x може да се апроксимира на основу развоjа
функциjе у Теjлоров ред у околини xk, као:
f(x) ≈ f(xk) + (x− xk)T ∇f(xk) + 1/2 (x− xk)T H(xk) (x− xk) . (п.4.13)
Градиjент f у тачки xk означен jе са ∇f(xk) ∈ Rn, а матрица парциjалних извода другог
реда f у тачки xk са H(xk). Ако су мешовити парциjални изводи другог реда функциjе
f и сами непрекидне функциjе у околини посматране тачке, редослед диференцирања
не утиче на резултат и као последица Хесова матрица jе симетрична. Стационарне
тачке вишедимензионалне функциjе f одређене су условом оптималности градиjента,
∇f(x) = 0. Под претпоставком да jе приказана апроксимациjа другог реда у (п.4.13)
довољно добра, што свакако jесте испуњено у случаjу квадратне функциjе и функциjа
коjе се локално могу описати квадратном апроксимациjом, из услова оптималности
следи да jе:
∇f(x) = 0 ⇔ ∇f(x) ≈ 0 + ∇f(xk) + H(xk) (x− xk) = 0
⇔ x = xk − H−1(xk)∇f(xk) ⇒ ∆x = −H−1∇f ,
(п.4.14)
где jе приликом израчунавања ∇f на основу (п.4.13) коришћен израз за градиjент ква-
дратне форме, према коме jе:
∇
(
1
2
(x− xk)T H(xk) (x− xk)
)
=
1
2
H(xk) (x− xk) + 1
2
HT (xk) (x− xk) , (п.4.15)
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одакле имаjући у виду да jе по претпоставци Хесова матрица симетрична следи (п.4.14).
Краjњи израз у (п.4.14) представља основу на коjоj почива итеративно правило у (6.38)
и мотивациjу за коришћење Хесове матрице приликом минимизациjе (6.29). Прили-
ком записа градиjента коришћена jе вектор-колона или именилац нотациjа. У складу
са тим, Хесова матрица у (п.4.15) може да се интерпретира и као Jакобиjева матрица
градиjента скаларне функциjе више променљивих, односно као матрица парциjалних
извода векторског пресликавања F : Rn → Rm, наравно у датом случаjу m = n. Тач-
ниjе, у општем случаjу за векторску фунцкиjу F векторске променљиве x ∈ Rn, при
чему jе F (x) ∈ Rm дефинисано са поjединачним компонентама fi(x), i = 1, . . . ,m, коjе
представљаjу скаларне функциjе векторске променљиве x, fi : Rn → R, ∀i, уз усвоjену
вектор-колона нотациjу за вектор x, Jакобиjева матрица функциjе F дефинише се као:
JF (x) =

∂f1
∂x1
· · · ∂f1
∂xn
... . . .
...
∂fm
∂x1
· · · ∂fm
∂xn

T
, x =

x1
...
xn
 . (п.4.16)
У (п.4.16) матрица JF (x) ∈ Rn×m jе дефинисана у вектор-врста или именилац нота-
циjи, што значи да су парциjални изводи компоненти f1, . . . , fm по истоj променљивоj
xi смештени у i-ту врсту матрице, а по различитим променљивама/индексима у колоне
матрице (уочити транспоновање као саставни део дефинициjе). Именилац нотациjа
подразумева да величине коjи се поjављуjу у оквиру именилаца поjединачних елеме-
ната матрице формираjу вектор колоне по вредностима индекса, а броjилац нотациjа
би подразумевала обрнуто. Поред тога, градиjент раниjе приказане скаларне функциjе
f векторске променљиве x такође може да се интерпретира као специjалан случаj Jа-
кобиjеве матрице Jf (x) са димензиjама n × 1, чему одговара услов m = 1 у (п.4.16).
У том смислу и раниjе приказана квадратна апроксимациjа (п.4.13) коришћењем вели-
чине (п.4.16) може да се запише у еквивалентном облику са чланом: ((x−xk)T Jf (xk))T ,
уместо (x−xk)T ∇f(xk). Иако jе: (x−xk)T Jf (xk) = ((x−xk)T Jf (xk))T , намерно jе кори-
шћен приказани запис како би се указало да J Tf (xk) означава градиjент у вектор-врста
или броjилац нотациjи. Са друге стране, Хесова матрица H(x) функциjе f у тачки x
одговара вредности (п.4.16) за m = n:
J∇f (x) = H(x) =

∂∇1f
∂x1
· · · ∂∇1f
∂xn
... . . .
...
∂∇nf
∂x1
· · · ∂∇nf
∂xn

T
, ∇f(x) =

∇1f(x)
...
∇nf(x)
 . (п.4.17)
Матрица H(x) у (п.4.17) jе записана у вектор-колона нотациjи. То значи да Хесова
матрица функциjе L (Λj) из (6.40), Λj ∈ RD, чиjи градиjент по компонентама jе дефи-
нисан са ∇iL(Λj) , ∂L/∂λji , израз (п.4.6), а израчунава се помоћу израза (п.4.5), у истоj
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вектор-колона нотациjи може да се дефинише као:
J∇L(Λj) = H(Λj) =

∂∇1L
∂λj1
· · · ∂∇1L
∂λjD... . . .
...
∂∇DL
∂λj1
· · · ∂∇DL
∂λjD

T
=

∂2L
∂λj1
2 · · · ∂2L
∂λj1 ∂λ
j
D
... . . .
...
∂2L
∂λjD ∂λ
j
1
· · · ∂2L
∂λjD
2
 . (п.4.18)
Како jе на основу (п.4.5):
∇L(Λj) =
(
tr
(
(Σ¯j − Pˆ−1j ) S1
)
, . . . , tr
(
(Σ¯j − Pˆ−1j ) SD
))T
, (п.4.19)
и имаjући у виду да jе ретка апроксимациjа конструисана као: Pˆj =
∑D
i=1 λ
j
i Si, а еле-
менти речника Ψ, означени са Si ∈ Rd×d, не зависе од компоненти Λj, следи да су
мешовити парциjални изводи другог реда коjи се поjављуjу у (п.4.18), за неки елемент
(p, q) из врсте p и колоне q матрице H(Λj)↔ Hj, одређени са:
Hjp,q =
∂2
∂λjp ∂λ
j
q
L(Λj) =
∂
∂λjp
(
tr
(
(Σ¯j − Pˆ−1j ) Sq
))
= (−1) · ∂
∂λjp
(
tr
(
Pˆ−1j Sq
))
= (−1) · tr
(
∂
∂λjp
(
Pˆ−1j Sq
))
= (−1) · tr
(
∂Pˆ−1j
∂λjp
Sq
)
.
(п.4.20)
Да би се (п.4.20) израчунао до краjа неопходно jе одредити извод инверзне матрице по
задатом скаларном параметру, а за шта ће бити искоришћено тврђење следеће теореме.
Ако jе A несингуларна матрица коjа зависи од t ∈ R, тада jе:
dA−1
dt
= (−1) · A−1 · dA
dt
· A−1 . (п.4.21)
Тврђење (п.4.21) следи директно из особине да jе: A · A−1 = I и линеарности из-
вода. Нека се матрица A ∈ Rd×d састоjи од елемената aik(t), а њена инверзиjа A−1 =
[a˜kj(t)]d×d од вредности означених са a˜kj(t), где индекси i, j, k дефинишу одговара-
jуће позициjе у смислу (врста, колона). Тада на основу A · A−1 = I, следи да jе:
∀t, ∑dk=1 aik(t) · a˜kj(t) = δji , где jе са δji означена Кронекерова делта функциjа, коjа дефи-
нише производ врста и колона коjе генеришу елементе на диjагонали jединичне матрице.
Диференцирањем претходно наведеног идентитета, на основу особине извода производа
и извода константе, следи да jе:
∑d
k=1
d
dt
aik(t) · a˜kj(t) = (−1) ·
∑d
k=1 aik(t) · ddt a˜kj(t), чему
у матричном запису одговара идентитет:
dA
dt
· A−1 = (−1) · A · dA
−1
dt
,
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одакле потиче и (п.4.21). Ако се наведно примени у случаjу (п.4.20), добиjа се да jе:
Hjp,q = (−1) · tr
(
(−1) · Pˆ−1j ·
∂Pˆj
∂λjp
· Pˆ−1j · Sq
)
= tr
(
Pˆ−1j ·
∂
∂λjp
(
D∑
k=1
λjk Sk
)
· Pˆ−1j · Sq
)
= tr
(
Pˆ−1j · Sp · Pˆ−1j · Sq
)
= tr
(
Sq · Pˆ−1j · Sp · Pˆ−1j
)
= Hjq,p .
(п.4.22)
Наведени израз важи и када се израчунавање ограничи само на променљиве λji са ин-
дексом i ∈ W , одакле следи (п.4.12), што jе и требало показати 
*** Извођење израза за матрични градиjент функциjе (6.45) ***
Поступак коjи ће бити приказан односи се на SPTM модел, (6.26), код кога jе циљна
функциjа приликом учења речника Ψ = {S1, . . . , SD} одређена са (6.45):
L (Ψ) ≡ L (Λ = const.,Ψ) =
M∑
j=1
{
tr
(
Σ¯j Pˆj
)− ln det Pˆj}
али исти поступак важи и за SPAM модел, разлика jе само у знаку циљне функциjе
и ознаци K уместо D у изразу за линеарну комбинациjу са коjим се дефинише апрок-
симациjа: Pˆj =
∑D
i=1 λ
j
i Si, где су λ
j
i ∈ R, Λj =
(
λj1, . . . , λ
j
D
)T , Λ = {Λ1, . . . ,ΛM}, и
Si ∈ Rd×d. Имаjући у виду да су поjединачне променљиве од коjих зависи L (Ψ) атоми
или елементи речника Ψ, користећи раниjе уведену нотациjу за поjединачне компоненте
градиjента скаларне функциjе, следи да jе: ∇iL (Ψ) , ∂L/∂Si.
Пошто jе Si матрица, парциjални извод скаларне функциjе L (Ψ) по матрици Si
представља матрицу парциjалних извода L (Ψ) по поjединачним елементима Si, одно-
сно ∇iL (Ψ) ∈ Rd×d. To значи да jе приликом одређивања поjединачних елемената
матрице ∇iL (Ψ), коjима одговараjу парциjални изводи ∂L/∂Sip,q ∈ R, функциjе L по
променљивоj на позициjи (p, q) у матрици Si, Si ≡ Si, потребно применити ланчано пра-
вило, пошто у изразу (6.45) за L (Ψ) матрица Si ∈ Ψ не фигурише експлицитно, већ као
део апроксимациjе Pˆj ∈ Rd×d.
Стога ће, на кратко, бити направљена дигресиjа у вези са израчунавањем парциjал-
ног извода сложене функциjе више променљивих у неком општем случаjу. Приликом
излагања биће коришћена jедноставниjа нотациjа по узору на (п.4.16).
Нека jе сложено пресликавање дефинисано са f ◦ g, где jе: z = f(x) = f(x1, . . . , xn),
x ∈ Rn, z ∈ R, при чему jе xi ∈ R, одређено са xi = gi(t1, . . . , tm), t ∈ Rm. Тада градиjент
скаларне функциjе f у односу на m променљивих у t, jесте вектор колона састављена
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од парциjалних извода ∂f/∂ti:
∂z
∂t
=

∂z
∂t1
...
∂z
∂tm
 = ∂x∂t · ∂z∂x =

∂x1
∂t1
· · · ∂xn
∂t1
... . . .
...
∂x1
∂tm
· · · ∂xn
∂tm
 ·

∂z
∂x1
...
∂z
∂xn
 (п.4.23)
Матрица ∂x/∂t парциjалних извода у (п.4.23) представља Jакобиjеву матрицу JG(t)
векторске функциjе G = (g1, . . . , gn)T . Општи израз за J био jе дефинисан током
раниjег излагања у (п.4.16), али су коришћене другачиjе ознаке у односу на JG(t).
На сличан начин као у (п.4.23), ако функциjа f не би била скаларна функциjа више
променљивих, већ векторска, коjоj би одговарала вредност z = f(x), z ∈ Rp, тада ∂z/∂t
више не би означавао градиjент функциjе f , већ Jакобиjеву матрицу JF (t), векторске
функциjе F = (f1, . . . , fp)T , F : Rn → Rp, чему у раниjоj нотациjи за сложену функциjу
у коjоj jе f ≡ F , одговара пресликавање f ◦ g : Rm → Rp. Одатле, на основу (п.4.23),
следи да jе:
∂z
∂t
=
∂
∂t
(f ◦ g) = JF (t) = ∂x
∂t
· ∂z
∂x
=

∂x1
∂t1
· · · ∂xn
∂t1
... . . .
...
∂x1
∂tm
· · · ∂xn
∂tm
 ·

∂z1
∂x1
· · · ∂zp
∂x1
... . . .
...
∂z1
∂xn
· · · ∂zp
∂xn
 (п.4.24)
Ако се поjединачни елементи z означе са zi, следи да jе елемент матрице JF (t) у (п.4.24),
на позициjи (i, j), одређен са:
∂zi
∂tj
=
n∑
k=1
∂zi
∂xk
· ∂xk
∂tj
. (п.4.25)
Када би вектор означен са t у (п.4.24), односно (п.4.23), представљао матрицу nk×nl
индексирану са (k, l), а вектор x матрицу np × nq индексирану са (p, q), по чиjим еле-
ментима tp,q се израчунаваjу парциjални изводи (п.4.25), тада би jедноставниjем случаjy
градиjента скаларне функциjе, одређеном са (п.4.23), одговарао парциjални извод:
∂z
∂tp,q
=
nk∑
k
nl∑
l
∂z
∂xk,l
· ∂xk,l
∂tp,q
. (п.4.26)
Приказано ланчано правило (п.4.26) потребно jе применити и приликом израчунавања
∂L/∂Sip,q, коjи се тражи и представаља елемент ∇iL (Ψ) ∈ Rd×d.
Дакле, полазећи од почетног израза за L (Ψ) у (6.45), следи да jе:
∇iL (Ψ) =
M∑
j=1
∂
∂Si
tr
(
Σ¯j Pˆj
) − ∂
∂Si
ln det Pˆj . (п.4.27)
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Оба сабирка унутар суме (п.4.27) представљаjу матрице. У наставку ће бити приказано
чему су jеднаки њихови елементи на позициjи (p, q). Уз нотациjу Si = [Sip,q]d×d , другом
сабирку у (п.4.27), за неко фиксно j = 1, . . . ,M , одговара:
− ∂
∂Sip,q
ln det Pˆj = − 1
det Pˆj
∂
∂Sip,q
det Pˆj
(п.4.9)
= − 1
det Pˆj
tr
((
cof Pˆj
)T · ∂
∂Sip,q
Pˆj
)
= tr
(
Pˆ
−1
j ·
D∑
k=1
λjk ·
∂
∂Sip,q
Sk
)
= λji · tr
(
Pˆ
−1
j · I (p,q)
)
= λji · Pˆ
−1
j (q,p) = λ
j
i · Pˆ
−1
j .
(п.4.28)
Приликом извођења претходног израза коришћена jе Jакобиjева формула (п.4.9) за из-
вод детерминанте по скалару од кога зависи матрица за коjу се рачуна детерминанта,
али jе уместо записа са адjунгованом матрицом adj
(
Pˆj
)
коришћен еквивалентан за-
пис у облику транспоноване матрице кофактора симетричне матрице Pˆj, означене са(
cof Pˆj
)T , како би се у наредном кораку на основу чињенице да jе:
Pˆ
−1
j det Pˆj = adj
(
Pˆj
)
=
(
cof Pˆj
)T
, (п.4.29)
формирала инверзиjа. Са симболом I (p,q), означавана jе матрица одговараjућих димен-
зиjа са нулама на свим местима осим на назначеноj позициjи (p, q), jер се на основу
претходног корака у извођењу I (p,q) израчунава као извод матрице по скалару коjи jе
елемент исте те матрице. На краjу, услед множења са I (p,q), резултат jе елемент матрице
Pˆ
−1
j на позициjи (q, p), помножен са тежинским коефициjентом придруженим атому i у
апроксимациjи j.
Поставља се питање где jе у извођењу (п.4.28) примењено раниjе приказано ланчано
правило (п.4.26), коjе jе имало индексирање прилагођено матрицама. Одговор лежи у
извођењу Jакобиjеве формуле (п.4.9), а у коме се извод скаларне функциjе више про-
менљивих (детерминанте матрице А) по елементу tp,q своди на (п.4.28), при чему члан
∂ detA/∂Ak,l представља кофактор матрице A на позициjи (k, l). Са друге стране од
исказа у облику двоструке суме, као у (п.4.26), до исказа у облику трага, као у (п.4.28),
долази се на основу особине коjа се често користи и за запис Фробениjусове норме
матрице, а према коjоj jе: tr(AAT ) = tr(ATA) = ∥A∥2F .
За први сабирак унутар суме (п.4.27), уз исту нотациjу као и у претходном случаjу,
за неко фиксно j = 1, . . . ,M , на сличан начин следи да jе:
∂
∂Sip,q
tr
(
Σ¯j Pˆj
)
= λji · tr
(
Σ¯−1j · I (p,q)
)
= λji · Σ¯−1j (q,p) = λji · Σ¯−1j . (п.4.30)
Пошто су све матрице симетричне, приликом имплементациjе на рачунару коришћени
су векторизовани изрази одговараjућих троугаоних подматрица.
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Прилог 5 Стандардна обележjа у ASR (Поглавље 6)
Статистичке методе за аутоматско препознавање говора (ASR) засноване на скриве-
ним Марковљевим моделима (HMM), [211, 282], углавном полазе од претпоставке да се
временски променљива своjства говорних сигнала могу добро описати прелазима уну-
тар Марковљевог диjаграма стања, а да се статистичким моделима на бази Гаусових
смеша успешно могу окарактерисати њихове спектралне карактеристике. Током по-
следњих неколико година ове технике моделовања су изгубиле предност као наjбоља и
наjприхватљивиjа решења за препознавање говора, [282] и уступиле су примат методама
заснованим на неуронским мрежама, [72]. Међутим, пошто jе у Поглављу 6.5 коришћен
скуп ковариjансних матрица обележjа из jедног таквог система, у наставку ће укратко
бити описани основни принципи на коjима се заснива издваjање стандардних обележjа
намењених препознавању говора.
Глас као физичка реализациjа фонема, односно наjмањег карактеристичног дела
речи коjи носи jезичко значење, просечног траjања између 50 и 100 ms, може се опи-
сати различитим врстама обележjа. У зависности од врсте карактеризациjе временски
променљивог говорног сигнала коjу обележjа треба да обезбеде, траjање временског
интервала или прозора за анализу сигнала и издваjање обележjа се креће од 20-30, па
до више десетина милисекунди.
Краткотраjна спектрална обележjа описуjу облик спектралне обвоjнице говорног
сигнала током кратког временског интервала и почиваjу на претпоставци о локалноj
стационарности говорног сигнала у траjању од 20-30 ms. Облик анвелопе садржи ин-
формациjе о побуђеним резонантним фреквенциjама вокалног тракта и боjи звука, у
коjима jе садржан наjвећи део информациjа од интереса за карактеризациjу гласа, од-
носно препознавање речи.
Траjање поjединачног сегмента говорног сигнала коjи се анализира приликом издва-
jања обележjа jе последица компромиса коjи jе неопходан како би ширина прозорске
функциjе у времену била довољно мала да се сигнал може сматрати стационарним,
али и довољно велика да се постигне добра фреквенциjска резолуциjа. Питање ам-
плитудске резолуциjе са коjом се дигитализуjе говорни сигнал jе повезано са његовим
динамичким опсегом и расподелом вредности интензитета сигнала. Врло чест избор jе
квантизациона резолуциjа од 8 или 16 бита по узорку и А-закон компресиjе, [255], коjим
се постиже редукциjа динамичког опсега и бољи компромис између квалитета сигнала
и квантизационих оштећења у поређењу са линеарном дискретизациjом амплитуде при
истом броjу симбола. Као део припреме говорног сигнала за препознавање понекад
постоjи и додатно претпоjачање коjе има за циљ да компензуjе слабљење од 6 dB по ок-
тави коjе постоjи са порастом фреквенциjе на вишим фреквенциjама говорног сигнала.
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У зависности од брзине и траjања аквизициjе, броj узорака у посматраном временском
интервалу може значаjно да варира, нпр. при фреквенциjи узорковања од 8 kHz током
20-30 ms добиjа се 160-240 узорака. При томе, мање узорака значи слабиjу фреквен-
циjску резолуциjу, али би дужи интервал са више узорака значио губитак временске
резолуциjе и карактеризациjу збирног спектра више узастопних гласова. Приликом
анализе такође jе потребно водити рачуна о избору облика временске прозорске функ-
циjе како би се умањио ефекат цурења спектра коjи постоjи услед ограничавања анализе
на интервал коначног траjања, а коjи се манифестуjе кроз конволуциjу спектра сигнала
и спектралне карактеристике прозорске функциjе, [182]. У том смислу, врло чест избор
jе Хемингова прозорска функциjа, [231].
Израчунати амплитудски спектар посматраног сегмента сигнала наjчешће се добиjа
коришћењем брзе имплементациjе дискретне Фуриjеове трансформациjе (FFT). Спек-
тар се затим дели на преклапаjуће подопсеге коjи имаjу улогу филтар банке састављене
од еквидистантних филтара пропусника опсега променљиве ширине, али се при томе за
њихово дефинисање уместо стандардне фреквенциjске скале користи нелинеарна мел-
фреквенциjска (мелодиjска) скала, чему ефективно одговара променљива густина фил-
тара дуж фреквенциjске осе. У суштини, веза између стандардне и мел-фреквенциjске
скале jесте линеарна испод 1 kHz, а преко ове учестаности логаритамска.
Разлог за увођење нелинеарне скале jесте што њен логаритамски карактер боље
одговара особинама аудиторног система човека, коjи на веома ефикасан и успешан на-
чин издваjа обележjа приликом свакодневне конверзациjе. Тако се са конструисаном
банком филтара обвоjница спектра на нижим фреквенциjама апроксимира на финиjи
начин, са гушћим распоредом филтара са ужим спектралним карактеристикама, док
jе на вишим фреквенциjама густина филтара све мања, а њихове спектралне карак-
теристике све шире, [69]. Селективни филтри описуjу расподелу енергиjе сигнала на
различитим учестаностима, али су услед преклапања подопсега њихови одзиви такође
значаjно корелисани. Колико енергиjе jе садржано у одређеном подопсегу зависи од
спектралне карактеристике филтра и спектра сигнала. Као резултат, за сваки од фил-
тара добиjа се специфична вредност коjа описуjе енергиjу сигнала у датом подопсегу.
Процењена енергиjа сигнала у сваком од подопсега затим се логаритмуjе, након чега се
израчунава дискретна косинусна трансформациjа (DCT) добиjених вредности. Као ко-
начна краткотраjна спектрална обележjа посматраног сегмента говорног сигнала углав-
ном се задржаваjу првих 12-15 израчунатих трансформационих DCT коефициjената
коjи се називаjу мел-фреквенциjски кепстрални коефициjенти (MFCC). Реч кепструм
(енгл. cepstrum) означава описани поступак фреквенциjске анализе, тачниjе логари-
тамску трансформациjу спектралне карактеристике сигнала, а сам назив jе кованица
произашла пермутациjом неколико првих слова енгл. речи spectrum.
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Основу за нешто другачиjи начин издваjања спектралних обележjа говорног сигнала
представља модел у коме се утицаj вокалног тракта (коjим се постиже уобличавање
говорног сигнала) апроксимира преносном функциjом временски променљивог линеар-
ног дигиталног филтра. Претпоставка jе да се импулсни одзив филтра не мења током
кратког траjања анализираног сегмента, односно да jе сигнал статистички гледано ло-
кално стационаран у времену. Према усвоjеном моделу, захваљуjући подесно изабраноj
спектралноj карактеристици, филтар на основу низа улазних импулса на свом излазу
генерише посматрану секвенцу узорака говорног сигнала, адекватно обликуjући обвоj-
ницу говорног сигнала кроз процес конволуциjе. Ако jе преносна функциjа поменутог
филтра таква да успешно опонаша спектралне карактеристике анализираног говорног
сегмента, процењене вредности обвоjнице спектра jе могуће користити за генерисање
потребних краткотраjних спектралних обележjа. Овакав приступ се означава и као
линеарно предиктивно кодовање (LPC) говорног сигнала, а до фреквенциjске каракте-
ристике филтра се долази индиректно, решавањем система линеарних jедначина коjим
се одређуjу коефициjенти одговараjућег линеарног предиктора или ауторегресивног мо-
дела говорног сигнала коjи апроксимира измерени говорни сигнал. Предиктор пред-
ставља пандан непознатом филтру коjи моделуjе генерисање говорног сигнала током
траjања анализе (полови преносне карактеристике филтра или модела представљаjу
нуле линеарног предиктора), док у одговараjућем систему jедначина углавном фигу-
ришу вредности статистика делова сигнала на нивоу посматраног прозора, као што jе
вредност аутокорелационе функциjе. Оваква апроксимациjа спектралне обвоjнице го-
ворног сигнала тим jе боља што jе мања просечна разлика између логаритма спектра
анализираног сегмента говорног сигнала и логаритма фреквенциjске карактеристике
филтра коjи предвиђа сигнал.
Мотивациjу за раниjе описану логаритамску или кепстралну трансформациjу коjа се
користи приликом израчунавања MFCC обележjа на основу FFT, представља смањење
динамичког опсега вредности у амплитудском спектру. Међутим, додатни мотив jе мо-
гуће пронаћи и у особини да логаритам производа представља збир логаритама. Наиме,
у општем случаjу у основи било ког хомоморфног филтрирања, као нелинеарне транс-
формациjе сигнала са специфичним циљем, jесте да се нелинеарном пресликавањем
сигнала коjи jе настао као резултат конволуциjе у оригиналном (временском) домену до-
биjе нови (трансформисани) сигнал чиjи спектар jе такав да може да се запише као збир
функциjа спектара сигнала коjи су конволуциjом дали оригинални сигнал у временском
домену. Резултат jедне такве трансформациjе jе управо сигнал чиjи логаритам ампли-
тудског спектра представља збир логаритама амплитудксих спектара побудног сигнала
и замишљеног филтра коjи jе на свом излазу генерисао измерени сегмент говорног
сигнала. Са друге стране, ако се претпостави да jе измерени говорни сигнал резул-
тат пропагациjе оригиналног сигнала кроз комуникациони канал коjи уноси линеарна
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оштећења, поменути збир логаритама спектара може да представља логаритам спек-
тра сигнала коjи jе резултат конволуциjе оригиналног говорног сигнала и импулсног
одзива канала. У оба случаjа, описана могућност раздваjања амплитудског спектра на
два дела коjи представљаjу говор и канал jе позитивна и преноси се и на временски до-
мен. Разлог jе што се упросечавањем ових сабирака на нивоу више узастопних прозора,
може добити процена просечне кепстралне карактеристике канала коjа наjчешће нема
дискриминативни значаj за препознавање, као и просечна спектрална карактеристика
говорног сигнала, коjа такође не доприноси препознавању, а коjе се у складу са тим
могу одузети од говорног сигнала пре коначног издваjања обележjа. Описани поступак
се означава и као нормализациjа средњом вредношћу кепстрала.
Поред тренутног облика спектралне обвоjнице кључна карактеристика говорног сиг-
нала jе такође и његова динамика, коjа се описуjе динамичким обележjима. Основни
начин jе процена првог извода спектралне обвоjнице спектра или кепстралних коефи-
циjената у времену.
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Прилог 6 Спектрални класификатори у даљинскоj детекциjи
(Поглавље 7)
Слика п.6.1: Илустрациjа дигиталног модела висине терена намењеног топографскоj
корекциjи, коришћена мерења генерисана су пасивним сателитским осматрањем од
стране [141].
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Слика п.6.2: Илустрациjа мапе засеjаних усева на подручjу Воjводине за 2013. годину
коjа jе израчуната коришћењем [64] на основу Landsat-8 и RapidEye мултиспектралних
сателитских снимака. Боjе на сликама имаjу следећу интерпретациjу: зелено - кукуруз,
наранџасто - пшеница, жуто - соjа, љубичасто - шећерна репа, светло плаво - сунцокрет.
Колор композит у позадини представља класу „остало”.
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Табела п.6.1: Даљинска детекциjа усева на нивоу пиксела у сателитскоj слици, измерене
карактеристике RF класификатора са 30 m Landsat-8 временском сериjом, за више
детаља видети [64].
стварни \ клас. Кукуруз Пшеница Соjа Шећ. репа Сунцокрет Остало Прецизност
Кукуруз 13583 41 1315 21 310 401 0.87
Пшеница 79 17551 2 0 25 2903 0.85
Соjа 199 1 8765 4 40 198 0.95
Шећ. репа 7 0 21 8451 49 23 0.99
Сунцокрет 34 1 25 125 5091 75 0.95
Остало 221 1211 92 6 85 17204 0.91
Одзив 0.96 0.93 0.86 0.98 0.91 0.83
Тачност = 0.90 путања 186 Капа коеф. = 0.88
* * *
стварни \ клас. Кукуруз Пшеница Соjа Шећ. репа Сунцокрет Остало Прецизност
Кукуруз 28304 261 1771 54 1932 1042 0.85
Пшеница 228 18902 64 3 100 8208 0.69
Соjа 620 13 14656 499 32 182 0.92
Шећ. репа 26 2 207 12692 28 63 0.97
Сунцокрет 329 141 112 118 7376 257 0.89
Остало 403 4340 173 52 576 27149 0.83
Одзив 0.95 0.80 0.86 0.95 0.73 0.74
Тачност = 0.83 путања 187 Капа коеф. = 0.79
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