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Abstract. A generalized language quation X = F(X) is an equation in a variable X over an 
alphabet A where the language function F is expressible in terms of arbitrary set operations 
(including complementation) a d concatenation from the left by a constant (i.e., a language). 
In previous work, these equations were studied provided an easily verifiable condition was met. 
In this case, solutions always exist and are always unique. In the present paper, the condition is 
dropped. As a consequence, our equations may have zero, one, or more (up to uncountably 
infinitely many) solutions. We give a representation theorem for these equations and use it to 
classify them. For equations inone variable, acomplete classification is given, including parametric 
representations of all solutions. For systems of m equations inm variables, the notion of 1-reducible 
substitution graph is introduced and employed to reduce the problem of existence of solutions 
of the entire system to the same problem for a single equation. The paper concludes with a 
discussion of the implications if one assumes that all constants are regular languages, and poses 
some open problems. 
1. Introduction 
A system of generalized language quations (or just system of language quations) 
in the variables X , , . . . ,  Xm over the alphabet A is defined as follows: 
X,=as  fo r i= l , . . . ,m,  
where the ai are L-expressions in the variables X~, . . . ,  Xm over ,4. The class of 
L-expressions in the variables X,, . . . ,  X,, over the alphabet A is defined as follows: 
(1) Any language L over A will be considered an L-expression. The variable X~ 
is an L-expression, i = 1 , . . . ,  m. 
(2) If a and/3 are L-expressions, then so are the union (x ~/3, the complement 
~, and the concatenation from the left L. tz with a language L over A. 
Since union and complement permit o express any set operation, operations uch 
~s intersection will be permitted in L-expressions as well. Note that in an etiort to 
keep the notation simple we will not distinguish between a language and its 
~orresponding L-expression. 
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Example 1.1. The following are L-expressions in X over A = {0, 1}: 
'Yl = O'X2 u 1"~'3, 
3,2 = (OOu 11)*(3(1 c~ 100~). 
It follows that L-expressions are precisely those extended regular expressions (in 
the variables X1, . . . ,  X,~, over an alphabet A) where only left-concatenation is 
allowed, i.e., for a./3 to be permissible, a must be a language over A. Examples of 
equations are 
X1 = Yl, X: = Y2, X3 = X1 u X2. 
In the following sections we shall give methods allowing us to determine whether 
this system has any solutions, and if so, how many. We shall see that there is 
precisely one solution of this system, given by XI = X2 = { } (the empty language) 
and X3 = A*. 
The L in L-expressions stands for 'left'. R-expressions can be defined analogously; 
in this case, the L-expression L. a is to be changed into the R-expression a. L in 
the definition (with everything else unchanged). 
Language quations of this type were first studied in [3]; some restricted equations 
which permit complementation were discussed in connection with boolean automata 
(in [2]). L-expressions are also studied in [5]. In all these papers the following 
assumption is made: 
(A) None of the languages L used in defining the equations contains the empty 
word A. 
Under this assumption it was shown in [3] that, for arbitrary languages (i.e., 
regardless whether the languages are regular, context-free, recursive, or r.e.), every 
system of language quations possesses a solution and moreover that this solution 
is always unique. This is a major generalization ofthe corresponding result concern- 
ing derivative quations [1]. [3] also shows that this unique solution is a regular 
language provided all (constant) languages used in defining the generalized language 
equation are regular. The main tool used in deriving this result are boolean automata, 
defined in [2]. 
In the present paper we study generalized language quations but now we shall 
drop the assumption (A). It is known that dropping (A) yields equations which 
may have 
(a) more than one (possible infinitely many) solutions, or 
(b) no solution at all. 
Claim (a) follows from the classical theory of equations where the operators are 
union and left-concatenation (see, for example, [6]), i.e., equations are of the form 
x=L1.XuL2, LI,I.,2c_A*. 
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If the empty word A is in LI, then there are infinitely many solutions in general; a
parametrized representation f all solutions is given by 
L*. (L2 u T) for T ranging over all languages over A. 
Since this class of equations is a proper subclass of the class studied here, claim 
(a) follows. We note that although there are uncountably many different languages 
T over A, this does not necessarily imply that there are infinitely many different 
solutions. One can only conclude that at least one solution exists. An example where 
precisely one solution exists is given by the equation over A = {0, 1}, 
X=(Ou1uA) .XuA,  
which has the unique solution A* since A*. (T u A)= A* for all languages T. 
A proof of claim (b) is contained in [3]. Briefly, an equation in the variable X 
X = L1.X u L2.R 
where/-2 contains the empty word A does not have a solution if A is not contained 
in L~. Thus, a generalized language quation may have between zero and infinitely 
many solutions. The goal of the present paper is to give a classification of these 
equations. 
In the rest of the paper we shall define (in Section 2) a property of L-expressions 
which is a generalization of (A). In Section 3, we shall present a representation 
theorem for language quations. In Section 4, we shall outline our classification for 
equations in one variable and in Section 5 we shall discuss the situation for systems 
of equations in several variables. In Section 6, we shall relate this to solving 
inequalities (inclusions) between languages. In Section 7, we shall treat the special 
case where all languages used in defining the equations are regular, and in Section 
8, we shall apply the results of the paper to equations where complementation is 
replaced by intersection. In the conclusion we shall comment on the differences 
between solving traditional equations and those studied here. 
2. The A-property 
The A-property for L-expressions (in X I , . . . ,  Xm, over A) is defined as follows: 
(a) The L-expression L (Lc__ A*) always has the A-property (by definition); the 
L-expression X~ does not have the A-property (by definition), i = 1, . . . ,  m. 
(b) Let a and/3 be L-expressions: 
(i) a u/3 has the A-property iff both a and/3 have the A-property; 
(ii) c~ has the A-property iff a has the A-property; 
(iii) L. a has the A-property iff a has the A-property or L does not ¢~ontain A.
Intuitively, an L-expression a has the A-property if taking (generalized) eriva- 
tives (see [4]) of the equation X = a will not yield a circular definition. Consider, 
for example, the equation 
X = 0*X u I*X. 
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The derivative Xo of X with respect o 0 is determined as 
Xo = O* X u Xo u-Xoo or Xo = O* X u Xo 
and therefore, in this equation, the quantity to be defined, namely Xo, occurs in its 
definition, namely on the right side of the equation for Xo. The following remarks 
are easily verified. 
Remark 2.1. Taking generalized derivatives of language quations yields a circular 
definition of at least one derivative itt not all L-expressions in the system possess 
the )t-property. 
Remark 2.2. If taking generalized derivatives of language quations yields a circular 
definition of a derivative, itwill yield a circular definition of a derivative with respect 
to a word of length 1. 
In other words, one will detect very early that the process of taking generalized 
derivatives will not result in a proper definition. 
Satisfaction of the assumption (A) implies that the corresponding L-expressions 
possess the A-property. The converse, however, does not hold, as the following 
example demonstrates. Consider the equation in X over {0, 1}: 
X = 0*(1X u 0T~'-X). 
Two of the four languages used in defining the equation (i.e., 0", 1, 0, and 1") do 
contain A; therefore, the equation does not satisfy (A). However, it does possess 
the A-property: as the language 1 has the )t-property, so do the L-expression IX 
and its complement 1---X. Although the L-expressions I*X and ~ do not possess 
the )t-property, the language 0 does not contain a; therefore, the L-expression 0~-X 
possesses the A-property. Thus, IX u 0~'X also possesses the )t-property, and this 
implies that the original L-expression has the )t-property as well. In fact, it can be 
seen that this equation has the unique solution 
X =( l l )*(0A* u )t). 
3. The representation theorem 
Any L-expression a in the variables X1, . . . ,  Xm can be viewed as a function F,, 
mapping languages to languages: 
F~ : (2A*) m - ,  2 A'. 
The value of the function Fo for the languages L1, . . . ,  Lm is defined as that language 
which results from substituting Li for every occurrence of Xi in a for i = 1, . . . ,  m 
and evaluating the resulting L-expression. In the following we denote by 
F<,(X~, . . . ,X , , )  the function representing the L-expression a in the variables 
X~, . . . ,  Xm (over the alphabet A), In terms of functions then, a solution of the 
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system of equations Xi = ai, i = 1 , . . . ,  m, is simply a fix-point of the corresponding 
functions F~,. In order to simplify our language we shall say that a function F~ 
possesses the A-property iff a possesses it. Also, we use 0 for denoting both the 
empty expression and its corresponding function (Fo). 
Now we can state our representation theorem. 
Theorem 3.1. Let a be an L-expression in the single variable X. Then a can be written 
as 
such that al,  a2, and a3 all possess the A-property and 
F~, (X) -  F,~,(X)L2 (X  n F,~:(X)) u (..Y ~ F,~,(X)). 
Proof. The proof follows by structural induction on a. 
Basis step: (1) If a is a language L, then a has the A-property and therefore, 
al = L, a2 = a3 = 0 (where 0 denotes the empty expression). 
(2) If a is X, then a does not have the A-property; but a2, defined by a2 = A*, 
does have it, and so do al  and ot 3 defined by al = a3 = 0. 
Induction step: (1) Let a =/3 u y. By the induction hypothesis we have 
thu(Xnfl )u(Y;c th), .r,,.., (x  n u (g  
such that fl~,/32, f13, Yl, ~/2, and Y3 all possess the A-property. Then let 
c~i =/3i u Yi for i = 1, 2, 3, 
and the claim follows. 
(2) Let a =/3. Again, by the induction hypothesis,/3 has a representation 
(x  ¢ /32)u 
such that i l l ,/32, and 33 all possess the A-property. Then let 
~1 = J~l k...) 32  k.A' ~[~3, Or2 "~-/31 k...) J[~2, C1~3 - - /31U/33  
and the claim follows. 
(3) Let a = L./3. Again, by the induction hypothesis,/3 has a representation 
/31 u (x  c /32) u (g  c /33) 
such that/31,/32, and/33 all possess the A-property. Now, if ~ is not in L, then a 
has the A-property, i.e., al  = a ,  a2  = a3 = 0. If A e L ,  then we have 
a = L./3 = L.131u L . (Xc~f2)  u L.(gc~/33) 
= L./3, u (X  n/32) ',.o (L -{A  }) . (X  n ,B~,) u (,,~ n/33) u (L -{A  }). (.,,~ n ,83) 
and the claim follows by letting a 2 ~-f12, Or3----f13, and 
a l=L . f l ,  L2 (L -{A}) . (Xn /3 : )u (L -{A}) . (Xn /33) .  [] 
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In the following, given F(X)  (=F~(X)  for some L-expression a) in a single 
variable, we denote by (/:1, F2, F3) the standard representation 
F= Fl u (X  n F2)u  (X  n F3) 
indicated by the representation theorem. 
The representation theorem can be generalized to m variables X I , . . . ,  Xm, m >>- 1. 
In this case, all possible combinations of complemented and uncomplemented 
variables may occur. Thus there are 3" terms in the representation f a, as every 
X, may either not occur in a term, or may occur uncomplemented, or may occur 
complemented. Note that in this calculation we use the fact that terms where the 
same variable Xj occurs complemented and uncomplemented need not be con- 
sidered. Let Em be the set of all such combinations intersected together. We shall 
call them intersection terms. In this general case, the representation theorem is as 
follows. 
Theorem 3.2. l f  a is an L-expression in the variables X I ,  . . . , X,,,, then the representa- 
tion o f  a is as follows: 
U 
where all the a s have the A-property and 
Fa(X1,...,Xm) = U F~(Xl,...,Xm)nFa~(X,,...,Xm). 
As an illustration let us apply the theorem to the two L-expressions 3"1 and 3'2 of 
the Introduction. For 3'1, replacing O* by A u 00" and 1" by A u 11", one obtains 
(after suitable simplification) the following L-expressions: 
a t = O0*X2 u 11"X3 
O~ = ~1~ 2 
o~- -  0 
for f=X2, 
for f=  X2nX3,  
for all other ~: • ~"3- 
Similarly, one obtains the following expressions for 3'2: 
a ,  = (OOu l l )(OOu 11)*(X~ n IOOX'~), 
ax,  = lOOX1, 
a t = 0 for all other ~ • ~.%. 
Finally, the expressions for ~/3 = X1 u X2 are as follows: a t = 1 for ~ = X1 n X2 and 
a t = 0 for all other ~ e $3. 
In the following section we shall concentrate on the case m = 1; the variable Will 
be denoted by X. In the subsequent section we shall outline what we know for the 
case where m is arbitrary. 
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4. Classifying language equations in one variable 
For the following we assume the standard representation (F1, F2, F3) of our 
equation X = a in the single variable X over the alphabet A. No properties of the 
Fi's other than the A-property are used; that the F{s possess the A-property is a 
consequence of the representation theorem. In particular, nothing is assumed about 
the languages used to define a, such as whether they belong to a certain class of 
languages (regular, context-free, context sensitive, recursive, r.e.). 
Theorem 4.1. Let X = a be a language quation in X over A and let 
F (X) = F , (X)u , (X  n F (X))u Y,: n F3(X)) 
be the standard representation f F~( X).  
(a) / fF2(X) = F3(X) = 0, then there exists precisely one solution. 
(b) If FI(X) = F2(X) = O, then there exists no solution. 
(c) I f  F3(X) = 0, then there exists at least one solution. The class of all solutions 
is given by 
{ L c A* ] L is the unique solution of the equation X = FI( X) u ( T c~ F2(X)) 
and T ranges over all languages over A}. 
(d) I f  F2(X)= 0, then there exists at most one solution. I f  a solution exists, it is 
given by the unique solution of the equation X = FI(X). 
(e) I f  F~ = O, then the equation may have between zero and infinitely many solutions. 
The set of all solutions (which may be empty) is given by 
{Lc  A*[F3(L)c_ Lc  F2(L)}. 
Another epresentation f this set is 
{L~_A*[L is the solution of X= Tc~F2(X) and F3(L)___ L, 
with T ranging over all languages over A}. 
(f) I f  all three functions FI, F2, and F3 are different from the zero function 0, the 
equation may have between zero and infinitely many solutions. The set of all solutions 
(which may be empty) is given by 
{Lc  A*IF~(L)u F3(L) ___ Lc  El(L) u FE(L)}. 
Another epresentation f this set is 
{L__q A*] L solves X = FI ( X ) u ( T c~ F2(X)) and Fa(L) _ L, 
with T ranging over all languages over A}. 
Proof. (a) For the equation X -- F~(X), both existence and uniqueness of a solution 
are shown in [3]. 
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(b) Equations of the form X = X n F3(X) never have a solution. For assume that 
L is a solution, i.e., L = Ln  F3(L); therefore, in particular, Ec_ L. This, however, is 
only possible if/.~= { }, i.e., L = A*. However, A* is not a solution of this equation, 
as one can verify by substituting A* for X and evaluating the resulting equation. 
Hence, no solution exists. 
(c) Equations of the form X = Fl(x) u X n F2(X)) always have a solution, namely 
the unique solution of the equation X = F~(X) u FE(X). The parametric representa- 
tion of the set of all solutions follows immediately from this claim: L is a solution 
of X=F~(X)u(Xc~F2(X))  iff L is a solution of X=FI (X)w(TnF2(X) )  for 
some T. 
If L is a solution of X = FI(X) w (T n F2(X)), then L = FI(L) u ( T n F2(L)) and 
thus, L= FI(L) u (Ln  Tn  F2(L)), hence, L= F~(X) u (Ln  F2(L)). Conversely, if 
L= FI(L) w (Lc~ F2(L)), then L -  FI(L) u (Tn  F2(L)) where T= L, hence, L is a 
solution of X = F~(X) u (Tc~ F2(X)) for some language T. 
Note that each of the equations in the representation has a unique solution, i.e., 
for each choice of T, there is a unique solution. 
Note that this case includes the case where FI(X) = Fa(X) = 0. 
(d) The equation X = F~(X) u (,Y c~ F3(X)) has either a unique solution or none 
at all. Assume a solution L exists, i.e., L = F1(L) u/.~n F3(L). In particular, FI(L) c_ L 
and /7c~ Fa(L)c_ L. Since /~c~ Fs(L)c_ L is possible only i f /~n  F3(L) is empty, it 
follows that L must be a solution of the equation X- -F~(X) .  The converse is, 
however, not necessarily true, i.e., the solution of X = F~(X) need not be a solution 
of the given equation: the unique solution L of X = F~(X) is a solution of the 
equation X = FI (X)  • (2  n F2(X) )  iff [ ,n  F3(L)  = { } iff F3(L ) c_ L. For example, 
it follows for A = {0, 1} that the equation X = 0,~ w X n IX  has no solution, whereas 
the equation X = 0,~ u (X n 00X) has the unique solution X = 0(00)*(h w 1A*). 
(e) Equations of the form X = (X  n F2(X)) u (.Y n Fa(X)) may have between 
zero and infinitely many solutions. In general, a language L is a solution iff 
Fa(L) c_ L~ FE(L). This follows since L = (Ln  FE(L)) u (/~n F3(L)) implies that 
L_  F2(L), and that /Zn  F3(L) = { } or F3(L) _c L. Conversely, if F3(L) _ L_  F2(L), 
then Ln  F2(L) = L and F3(L) c~/7= { }, and therefore, L is a solution. Equivalently, 
L is a solution iff L is a solution of the equation X = T n F2(X) for some language 
T and F~(L)c_ L. This follows in the same way as in (c). For a situation where no 
solution exists, choose (over the alphabet {0, 1}) 
F2(X) = OX and F3(X) = OX. 
Taking the derivative X~ of X with respect o 1 yields after simplification 
X1= X~. 
This is clearly impossible. (In terms of [4], this example does not permit a locally 
consistent A-assignment, and thus, no globally consistent A-assignment either.) 
Another way to see that this equation of type (e) has no solution uses the observation 
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that there does not exist a language L which satisfes 0L ~ L_c 0L and, in particular, 
c_ 0L since this would imply that 0L = { } or 0L = A*. 
For a situation where exactly one solution exists, let F2(X)= F3(X)= 0X (with 
A = {0, 1}). Below we give the generalized erivative quations: 
X=(XnOX)u(X ,c~OX)  or X=(Xwf f )nOX or X=0-L. 
This equation is, however, of type (a) and has therefore a unique solution, given 
by (00)*(A u 1A*). Alternatively, we can see that this equation has exactly one 
solution by observing that the general condition for L to be a solution (i.e., 
F3(L) c_ L_  F2(L)) reduces in this case to the requirement that L satisfy the identity 
L=OL. 
Finally, for an equation with infinitely many solutions, we choose the following 
functions (over A = {0, 1}): 
F2(X)=~, F3(X) =00". 
It can be verified (by direct substitution) that 0(0" u T) is a solution for any language 
T over A. Since there are uncountably many such languages, there are also uncount- 
ably many different solutions of this equation. 
(f) Equations of the form X = F~(X) u (X n F2(X)) u (.X n F3(X)) may have 
between zero and infinitely many solutions. In general, L is a solution lit F1(L)u 
F3(L) ~ Lc_ F1(L)w F2(L). Equivalently, L is a solution ill L is a solution of the 
equation X = FI(X) w (T c~ F2(X)) for some language T and F3(L) c_ L. This follows 
in the same way as all previous claims. We shall give an example of an equation 
which does not have any solutions; the other eases follow in a way similar to the 
treatment of equtions of type (f). Choose 
F1(X)=IX, F2(X)=OX, Fs=0X overA={0,1}. 
The generalized erivative X1 of X with respect o the letter 1 is X~ = X u X~ (see 
[4]); this in turn necessarily implies that X~ = { } or X1 = A*. Therefore, X must 
be A* in order for this equation to hold. However, substituting A* for X immediately 
reveals that A* is not a solution since the right-hand side of the alleged identity 
does not contain A whereas the left-hand side (which is A*) does. Therefore, this 
equation does not have a solution at all. Equivalently, one can use that L is a 
solution iff 1L u 0L ~ L ~ 1L u 0L. The second inclusion L ~ 0L u 1L implies that 
L = { }. However, since ~ = A* is not contained in { }, no solution exists. [] 
The results of Theorem 4.1 are summarized in Table 1. We place an asterisk (*) 
in column i if Fi is not identical to 0. The fourth column states the number of 
solutions an equation of the corresponding type may have. These results should be 
compared with the classical results for the equation 
X=L.XuM,  
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Type i 
Tab le  1. 
Number  o f  so lu t ions  
1 2 3 
1 * Exact ly  one  
2 * At  least  one  
3 * Zero  
4 * * At  least  one  
5 * * At  most  one  
6 * * Zero  to inf in i te ly  many 
7 * * * Zero  to inf in i te ly  many 
where A s L. In both cases, the solution space has a one-parametric representation, 
the parameter being the language T. In the representation of the classical equation, 
namely L*(M u T), every choice for T will provide a solution. For our equations 
of type (c), the situation is identical: every choice for T provides a solution. (For 
equations of type (e) and (f), not all choices of T will provide a solution, but 
whenever T satisfies the additional requirement, a solution is obtained.) Further- 
more, one should note that, for arbitrary languages L, M, and T, the expression 
L*(M u T) obtained in the classical case does not provide any constructive mech- 
anism for determining the language represented by this expression. A completely 
analogous ituation occurs in our case. However, in the last section we shall show 
that in the case that T and all the constant languages are regular, the unique solution 
of each of the equations is also regular. Therefore, in this case, the solution is 
constructive. Also, the additional requirements in the cases (e) and (f) can be 
constructively tested. 
Let us derive some properties of solutions of equations in one variable. First we 
define some notation. For a language L over A and an integer n, we define 
Ll.={w LIIwl=n}. 
Also, LI. .  denotes te set of all words in L of length no more than n. Furthermore, 
we use the abbreviation/77 for A*[,~ - L. Then we can state the following proposition. 
Proposition 4.2. Let F be a language function, F = F~ for some L-expression a. 
F(M) I .  = 
Furthermore, if Fpossesses the A-property, then 
F(M)I .  = F( 
Proof. The proposition is proved by structural induction on a. Clearly, for every 
language L, w ~ L implies w ~ LI -i- Also, w ~ L, u implies w ~ L1 )wl u L2[iwl- Fur- 
thermore, if w ~ LI./-.2, then w ~ ([..Jl~=l o Lll i. Finally, w ~/~ implies w ~/]wl 
which in turn implies w ~ Lllwl Iwl _ L[i,i. Additionally, if F has the A-property, the 
expression for concatenation is changed such that, for every variable X occurring 
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in a, there is a language L not containing A concatenated to either it or to an 
L-expression ot possessing the A-property which contains that occurrence of X. 
Then, if A is not in L, the union goes from i = 1 to i= Iwl, which concludes the 
proof of the claim. [] 
Proposition 4.3. Let F be a language function vPith the A-property, F = F~ for some 
L-expression a. Then F( LI~,,_I)[, ~_ F( L) for every n >1 1. 
Proof. w ~ F(LI<,)[~ implies lw[ = n. Assume that w is not in F(L). Then w is not 
in F(L)I.. This implies that w is not in F(L[<.)I=. [] 
Now we can make a statement about he structure of the solutions of our language 
equations. 
Theorem 4.4. Let F and G be functions with the A-property. Let L be a solution of the 
equation X = F(X)  u G(X)  and let M be a solution of the equation X = F(X) .  Then 
M~L.  
Proof. Assume the contrary, i.e., there exists a w ~ M-  L such that I w[ is minimal. 
Since w ~ M, w ~ F( M). We distinguish two cases: 
(a) w ~ Nz~A* F(Z) :  Then, in particular, w ~ F(L) and therefore, w cannot be 
in M-L .  
(b) Iw[ 1> 1: Then w ~ F(M)[n. Since F has the A-property, Proposition 4.3 yields 
F(M) I ,  = F(MI<,)[ , .  However, L[<~= Ml<, since w is shortest with respect o 
being in M-L .  Therefore, we obtain e(Ml<.) l .  = e(Ll<.) l .  Therefore, w 
cannot be in F(M) -F (L ) ,  and this is a contradiction to the assumption we 
M-L .  [] 
Theorem 4.5. Every language quation with at least one solution has a minimal solution 
Lmi, contained in every solution of the equation and a maximal solution Lm~,, containing 
every solution of the equation. 
Proof. This is a direct consequence of the representation of all the solutions (see 
Theorem 4.1) and of Theorem 4.4. [] 
Corollary 4.6. I f  the minimal solution Lmi~ is equal to the maximal solution Lm~,, 
then the equation has a unique solution. 
5. On systems of language quations 
Let Xi = ai, i - -1 , . . . ,  m, be a system of language equations in the variables 
X~, . . . ,  Xm over the alphabet A. Let its standard representation be given by 
Xi = U ~c~a~ i= l , . . . ,m.  
Define the substitution graph SG associated with this system as follows: SG = ( V, E), 
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where the set of vertices V is the set of variables of the system, i.e., V = {X~,.. . ,  Xm}, 
and (X, Xi) e E if in the equation for X~ there exists an a~ different from 0 and 
Xj occurs in s r (complemented or uncomplemented). 
Example 5.1. Consider the system 
X,  = ~ u (X,  n X2 ~ a2) u (X3 n ~,,), 
X 3 : X 1 (~ O~7, 
X~= (X, n×~n ~)  u (X~ n ~,), 
(1) 
where all the a~'s are different from 0 and possess the A-property. This system 
gives rise to the substitution graph G = (V, E) with 
v = { x ,  , x~ , x~},  
E = {(X,, X0,  (X, ,  X~), (X, ,  X~), (X~, X0 ,  (X~, X~), (X~, X0}. 
In the following we shall be interested in substitution graphs which allow us to 
reduce the question whether a system of equations has a solution to the question 
whether a single equation in one unknown has a solution. A substitution graph 
which enables one to do this will be called a 1-reducible substitution graph. How 
this reduction an be achieved will be illustrated with the system in Example 5.1. 
This will also indicate why it is the property of the substitution graph and not 
directly one of the system which gives rise to the substitution graph. 
Formally, a substitution graph is called 1-reducible if it can be transformed into 
the graph Go = ({v}, Eo) where E0 is either empty or {(v, v)}, using the following 
operations: 
(a) A node with outdegree 0 can be removed together with all its incident edges. 
(b) If (w, w) is not in E for a node w and if (w, v) E E, then w can be removed. 
In this case all edges (u, w) must be replaced by edges (u, v). 
The first operation consists of removing a vertex which does not lead anywhere in 
the graph. In terms of equations, this means that the corresponding variable X has 
an equation where the right-hand side has the A-property. The second operation 
corresponds to replacing the variable X corresponding to w by the right-hand side 
of X's equation, in all equations (i.e., for all variables corresponding to the u's). 
In the system of Example 5.1, we observe the following: if there exists a solution 
(i.e., if there exist languages L1,/,2, and/,3 such that substituting Li for Xi in the 
system, for i = 1, 2, 3, will result in three identities between languages), then we can 
replace very occurrence of X3 by the right-hand side of the equation for 3(3, thereby 
obtaining 
x ,  = ~, u (~,  n x~ n ,~) u (~ n ~7 n ,,,), 
x~ = (~ n ~)  ,_, ( x ,  n ,, ,) u (~  n ,,7 n a~). (2) 
Now we observe that we can repeat his process for 3/2, which yields 
X, = ~ u [X, n ((a7 n (as u ~6) n a~) u ~7))]. (3) 
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Using Theorem 4.1 we can deduce whether or not there exists a solution of (3): 
either the unique solution of the equation X~ = a~ is a solution, or no solution exists. 
Assume that a solution of the equation exists. Then (2) can be used to derive the 
existence and uniqueness of a solution in X2 and, finally, (1) will do the same for 
X3. It is important o note that the ai's in this case may very well depend on all 
variables X~, X2, and X3. If no solution of (3) exists, then none exists for any of 
the X{s. 
Not all substitution graphs are 1-reducible. For example, the graph given below 
by its set of edges is not 1-reducible: 
{(xl, x2), (x2, xl), (x2, x3), (x3, x4), (x4, x3)}. 
This naturally leads to the question of characterizing 1-reducible substitution graphs. 
We define a cycle to be a path which starts and ends in the same vertex. Then we 
have the following theorem. 
Theorem 5.2. A substitution graph is 1-reducible iff there exists a vertex v which is 
contained in every cycle in the graph. 
Proof (/f): First, we observe that all vertices which do not lie on any cycle can be 
removed from the graph together with all edges leading to them. This follows from 
repeated applications of operation (a) in the definition of 1-reducibility. The resulting 
graph has now the following property: there exists at least one vertex Z with exactly 
one outgoing edge and that edge is (Z, v). To see this, consider all vertices w such 
that (w, v) is an edge in the substitution graph. If, for all such w's, there exists at 
least one more edge to another vertex, then the vertex v would not lie on every 
cycle in the graph. This vertex Z can now be removed by operation (b). This 
operation corresponds to replacing the variable Z in ~: by the right-hand side of 
the equation corresponding to Z. In this substitution, only the variable v will be 
involved. Since the operation of removing a vertex results in a new graph where v 
is still on every cycle, the argument can be repeated until the final graph consists 
only of the vertex v. Thus, every graph with a vertex v on every cycle is 1-reducible. 
(Only/f) :  Conversely, assume that a graph is 1-reducible. Let v be the variable 
which occurs in the Cs of the final equation. We claim that this vertex v lies on 
every cycle in the substitution graph. So assume that there is a cycle in the graph, 
say Yo, Y l , . . . ,  Yn, where yo = Yn and n I> 1, such that v is not in it. This, however, 
implies that none of the yi's can be expressed in terms of v since each of them 
depends on another yj. Therefore v must lie on every cycle. [] 
Note that the substitution graph in Example 5.1 satisfies Theorem 5.2, i.e., X1 is 
on every cycle in the graph. 
The following theorem etablishes why the notion of 1-reducibility is useful in the 
context of solving systems of language quations. 
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Theorem 5.3. Let 
Xi=f~,(Xl,...,Xm), i= l , . . . ,m,  (*) 
be a system of  equations, and assume the substitution graph associated with its standard 
representation is 1-reducible. Then the given system can be transformed into a system 
X~=G~(X~, . . . ,Xm) ,  i= l , . . . ,m,  (**) 
i such that i fA~_m ~ n a¢ is the representation o f  G~for i = 1 , . . . ,  m, then a~= O for 
all ~ ~ ~m which contain variables other than X1 ( i= 1), a~= O for all ~ ~ ~'.~m which 
contain variables other than 
X1, . . . , X i - I  for all i = 2, . . . , m, 
and (**) has a solution in X~, . . . ,  X I  iff (*) has one. 
Proof. We first give the construction of (**); then we show that (*) has a solution 
iff (**) has one in X~, . . . ,  Xm. 
Define Aj to be a system of equations in the variables X~ through Xm, in the 
standard representation; Aj.~ denotes the ith equation, i.e., the equation for Xi, of 
the system Aj. To simplify the presentation we assume that he variables are numbered 
such that they are topologically sorted with respect o the partial order obtained 
from the substitution graph by removing all edges from any vertex to vertex 1, the 
distinguished vertex of the substitution graph. (It is easily verified that this graph 
is acyclic, hence, defines a partial ordering on its vertices, and therefore can be 
topologically sorted.) 
Construction (1) Let Am be (*). 
(2) for j :-- m downto 2 do 
for i:=1 to j -1  do 
replace every occurrence of Xj in every intersection term ~ ~ ~m of Aj, i by 
the right-hand side of Aj, j and bringing the resulting equations again into 
standard form. 
It is easily seen that the first postulated property of (**) is satisfied (by construc- 
tion). Now we show that (*) has a solution iff (**) has a solution in X~, . . ,  Xm. 
Assume that (*) has a solution. Then (**) is obtained by manipulating language 
identities. Therefore, (**) must also have a solution. The converse follows in the 
same way. [] 
The advantage of (**) over (*) is that it allows us to deal with one equation, 
namely X~ = G~(X1, . . . ,  Xm), and to use the theory of the last section to determine 
whether a solution exists. It is true that GI (X1 , . . . ,  Xm) depends also on the other 
variables, but since the i, a t s in the standard representation f all the Gi's possess 
the A-property, the theory in [3] can be applied. Now, according to Section 4, this 
equation can be represented in the following form: 
XI = H I (X~,  . . . , Xrn)  L.3 (X  1 ¢'~ H2(X1,  . . . , Xm))L1)  (X l  ¢'~ S3(X l ,  . . . , Xm))  
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and from this it follows that every solution of the equation for X~ (if one exists) 
can be given as the unique solution of the equation 
X, = H, (X~, . . . ,  X,,,) u (T n H2(X , , . . . ,  X,)) 
for T some language over A. Thus, X~ can be replaced in all intersection terms 
of the other equations by H~ u ( T n H2). In particular, the equation for X2 will now 
have a unique solution in X2 (unique for this choice of T, that is) because it has in 
its s~'s only X~. This solution in X2 is now substituted into all s~'s of all other 
equations and the argument can be iterated until all equations are solved. Conversely, 
if the equation for X~ in (**) does not have a solution, e.g., if it is of type (c), then 
the system (**) does not have a solution. By Theorem 5.3, this implies that (.) will 
not have a solution either. 
Below follow several comments on extensions and limits of the theorem. 
We observe that it is possible that solutions exist for some Xi, but not for all, as 
the following example demonstrates. 
Example 5.4. Consider the system of equations given in its standard form: 
Xl  = .X1 ("~ O~1 , X2-~.XlF"~X3Aot2, X3 = X4N 0~3, X4= X3 N a4, 
where a3 and a4 are L-expressions inX3 and X4 only, but al and a2 are L-expressions 
in X~, X:, X3, X4. It is easily verified that the substitution graph associated with 
this system is 1-reducible. Now consider the system 
X3 -- X4  n a3 , X4  -- X3  n a~. 
It can be transformed into the following equation 
X3=X~n c~n a~ 
and now we can derive that the unique solution of 
X 3=a 3~O~4, X 4=Or 3Ntlt 4 
is also a solution of the original system for X3 and X4. Now the first two equations 
(for X~ and X2) could be transformed into the following system: 
X1 = X1 t'~ a l ,  X2 m Xl  t'~ rl'3 t"~ 0~4 t"~ or2, 
but since the first equation is known not to have a solution, the second equation 
has none either as it depends on X1. Thus, it is possible that solutions exist only 
for some variables but not for all. 
Another observation we note is the following: if the substitution graph of a given 
system contains as a subgraph a 1-reducible graph but it is not itself 1-reducible, 
we can deter~aine whether there exist solutions for the variables in that subgraph 
(but not for all variables) provided the L-expressions (with It-property) for those 
variables do not depend on variables outside of the 1-reducible subgraph. This is 
illustrated in our next example. 
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Example 5.5. Consider the following system of equations given in its standard form: 
X1 -= XI n or1, X2-~Xlf"~X2NX31~ol2, 
X3=X4na3,  X,  = X3 n ~4, 
where a3 and a4 are L-expressions in X3 and X4 only, but al and a 2 are L-expressions 
in X~, X2, X3, X4. It is easily verified that the substitution graph associated with 
this system is not 1-reducible. Thus, this example is different from Example 5.4. 
However, the system for X3 and X4 is identical to the one in Example 5.4 and 
therefore has a solution. Although there are solutions in Xa and X4, say L3 and L4,  
the system 
XI  = X1 ~ Cgl, X2 -- X1 ~ X2 ~ L3 n a 2 
does not have a reducible substitution graph and therefore we cannot use our theory 
to make a statement about existence of solutions in XI and X2. 
Finally, we note that the converse of Theorem 5.3 does not hold in general. In 
other words, it is possible to find systems of equations which do not give rise to 
1-reducible substitution graphs but permit a decision about existence and uniqueness 
of solutions using the theory presented here. This is illustrated in the following 
example. 
Example 5.6. Consider the following system of equations in X~, X2, X3: 
X~=X2n ~,,  X~=(X~nX3n~)u(X ,  na3),  X3= (X~n ~4)u a~. 
Substituting X3 into the equation for X 2 yields 
X2 = (X2 n X2 n a4 n ~)  u (Xl n a3) = X~ n a3 
and now one can substitute this into the equation for XI: 
X~ = X1 n a3 n a~. 
Now we can replace this equation by X~ = a~ n aa and substitute it back into the 
other equations. This yields the following system of equations: 
X,=~n~3,  x2=~,na~n~3,  x3 = ( (~u ~2u ~)  n - , )  u ~.  
By [3], this system of equations has a unique solution. Note that we could have 
chosen a different solution for X1, for example, { } or the unique solution of the 
equation 
X1 = Tna lna3  
in which case the solution of the original system may be different. The reason why 
we can determine xistence and uniqueness of solutions in this case despite the fact 
that the substitution graph is not 1-reducible is that this system of equations is such 
that the 'offending' variable, namely X2 in the equation for X2 cancels out since 
X n 3f = { } for any language and any variable X. 
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6. Solving inclusions 
So far, we have dealt with solving language quations. Now we turn our attention 
to the problem of solving language inclusions. More specifically, we want to find 
all solutions in X of the inclusions X c_ F(X) as well as the inclusions F(X)  c_ X, 
where F possesses the A-property. It turns out that the theory in the previous ections 
allows us to answer these questions. 
Theorem 6.1. The set of aU solutions of the inclusion X c_ F(X) for a function F with 
the A-property isgiven by 
{ Lc_ A*I L is the solution of the equation X = Tn  F(X) 
for T some language over A}. 
Proof. This immediately follows from Theorem 4.1(c) since L is a solution of the 
inclusion X c_ F(X) iff X = X n F(X). [] 
Theorem 6.2. The set of all solutions of the inclusion F(X)c_ X for a function F with 
the A-property is given by 
{L c_ A*JL is the solution of the equation X = F(X) u T 
for an arbitrary language}. 
The proof is obvious. 
Systems of inclusions can be handled in a way analogous to that of systems of 
equations where the functions do not all possess the A-property. 
7. Regular equations: regularity of solutions 
A regular generalized language quation is an equation where all languages used 
to define it are regular. An interesting question for regular equations concerns the 
regularity of solutions. Therefore, all equations considered in this section are 
assumed to be regular. Furthermore, we say a function G is regular iff G = Fv for 
some L-expression y and all languages used in defining y regular. (In this section 
we shall implicitly refer to the representation f solutions outlined in Theorem 4.1.) 
For equations of type (a), this question is completely solved in [3]: the unique 
solution is always regular. 
For equations of type (b), no solutions exist, hence, no regular solutions can exist 
either. 
From Section 4 of the present paper, we can conclude that equations of type (c) 
always have a regular solution; in fact, both trivial solutions mentioned there are 
guaranteed to be regular in this case. Other solutions may or may not be regular. 
As any language L is a solution iff Lc_FI(L)uF2(L), it is clear that there are 
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equations of this type where languages are solutions which are not even r.e. However, 
if T is a regular language, the (unique) solution of the equation X = F~(X)u  
(Tn  F2(X)) is guaranteed to be regular. 
If an equation of type (d) has any solution, this solution is guaranteed tobe regular. 
For equations of types (e) and (f), some solutions may not be regular (in fact, 
as the example in the previous section shows for an equation of type (e), some 
solutions may even be non-r.e.). We strongly conjecture (but have not been able to 
prove) that any regular equation which has some solution, must also have a regular 
solution. 
All the constructions in [3] are effective (using boolean automata,  generalization 
of nondeterministic finite automata which allow us to incorporate complementation); 
therefore, regular solutions can be effectively constructed. 
8. Systems of equations with union, intersection, and concatenation from the left 
Let us consider generalized language quations where complementation is not 
permitted, but intersection is. For these equations we would like to answer the same 
questions which we have posed for general language quations. 
We first observe that the representation theorem still holds, except all intersection 
terms will lack complemented variables. (Obviously, all the functions with the 
A-property will lack them as well, but this is not relevant here.) Then Theorem 
4.1(c) states that these equations, and consequently also systems composed of such 
equations, will always have solutions (not necessarily unique). Furthermore, if all 
constant languages involved in the equations are regular, at least one of the solutions 
is guaranteed tobe regular. Finally, this regular solution can be effectively construc- 
ted using techniques from [3]; this applies to single equations as well as to systems. 
9. Conclusion 
We have defined generalized language quations which have zero, one, or more 
solutions and have derived standard representations for these equations. For 
equations in one variable, we have given an effective characterization in terms of 
the number of solutions. For systems of m equations in m variables, the notion of 
1-reducible substitution graph allows us to reduce the problem of deteit~ining 
solutions of the entire system to that problem for one equation. This theory can 
also be used to solve inequalities between languages, i.e., inclusions. However, not 
all substitution graphs are 1-reducible. Thus there are various open questions. 
Foremost among them is the problem of solving systems of equations where the 
substitution graph is not 1-reducible. It should be noted that in the classical case, 
namely where the operations are union and left-concatenation, the operations 
possess the substitution property. It says that if or is a substitution, i.e., o-: A-,  A*, 
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then, for all languages L and M over A, 
cr (L)ucr (M)=~(Lu M) and cr(L).cr(M)=cr(L.M). 
This property greatly simplifies the solving of systems ince the rule to solve one 
equation in one unknown suffices to solve any system of equations. For example, 
consider the equations in the variables X and Y 
X=C.XuD.  YuE ,  Y=F.XuG.  YuH.  
Because of the substitution property, we can write X = C*.(D. Yw E) and then 
we get 
Y= F.C*.D. Yu  F .C* .Eu  G. Yu  H, 
which in turn can be solved as 
Y=(F .C* .Du G)*.(F.C*.E w H). 
For generalized language quations, such an approach is impossible since com- 
plementation does not possess the substitution property. This can be seen by the 
following example. Define tr(a) = a* over {a}. Then t~ = {A, aa, aaa, aaaa,...} and 
tr(a) = a*. But o~(a) = a* and ~ = { }. A similar situation holds for intersection: 
consider the expression {a} c~ {b} (over the alphabet {a, b}) which denotes the empty 
language, and let or be the substitution defined by tr(a)= (00)*, tr(b)=(000)*. 
Clearly, cr({a} c~ {b}) is empty, but tr(a) n tr(b) = (00)* c~ (000)* = (000000)*, which 
is not empty. 
This demonstrates that the substitution property which plays such a crucial role 
for solving systems of classical anguage equations, cannot be used in solving 
generalized language quations. 
There is another way of illustrating the difficulty with generalized language 
equations, namely by considering the notion of convergence toward a solution. 
When given a classical language quation in X, i.e., X = LX u M, where L and M 
are constant languages, the following approach can be used: Define a sequence of 
successive approximations Xo, X~, X2, as follows: 
Xo={ }, Xi+I=LXiuM for i=O, 1, . . . .  
It follows that this sequence converges toward the solution, namely L*M. This 
mechanism does not work for generalized language quations. To see this, consider 
the equation in X over the alphabet A = {a, b} Z = aX which has the unique solution 
SOL= a(aa)*(A u bA*). When starting with Xo={ } and computing X1, X2, . . . ,  
it follows that X3 = a u (aaa u ab)A* and this language isnot even contained in SOL. 
However, it appears that this iterative process when applied to equations involving 
only intersection (plus union and concatenation from the left; see Section 8) does 
result in successive approximations to the actual solution. 
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