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In this paper, we present a generalization of the HartmanWintner theorem
about the asymptotic behavior of the solutions of linear ordinary differential equa-
tions to functional differential equations.  1999 Academic Press.
1. MAIN RESULT
Let Rn denote the n-dimensional space of real column vectors with any
convenient norm | } |. For r0, let C=C ([&r, 0], Rn) denote the Banach
space of continuous functions from [&r, 0] into Rn with the supremum
norm, &,&=sup&r%0 |,(%)| for , # C.
We shall study some of the relationships between the solutions of the
linear autonomous functional differential equation
x* (t)=L(xt) (1.1)
and the solutions of the perturbed equation
x* (t)=L(xt)+M(t, xt), (1.2)
where L: C  Rn is linear and continuous, M: [0, )_C  Rn is con-
tinuous, for every t0, M(t, } ): C  Rn is linear, moreover,
|M(t, ,)|#(t) &,&, t0, , # C, (1.3)
where # is a nonnegative continuous function on [0, ) subjected to some
smallness condition at infinity. As usual, xt # C is defined by xt(%)=x(t+%)
for % # [&r, 0].
Article ID jdeq.1998.3573, available online at http:www.idealibrary.com on
1
0022-039699 30.00
Copyright  1999 by Academic Press
All rights of reproduction in any form reserved.
* Research supported in part by Hungarian National Foundation for Scientific Research
Grants F 023772 and T 019846.
Equation (1.2) includes as a special case the ordinary differential equation
x* =[A0+A(t)] x, (1.4)
where A0 is a constant n_n matrix and A is a continuous n_n matrix
function on [0, ). A variety of asymptotic results for (1.4) is available
(see, e.g., [9, Chap. IV; 11, Chap. 1]). The following result of Hartman and
Wintner (cf. [19, Part III, Sect. 18, Theorem (i)]) which we present in the
form given by Coppel [9] is of particular importance. (For other variants
and proofs of the HartmanWintner theorem, we refer to [7, 11, 18].)
Theorem 1 [9, Chap. IV, Theorems 6$ and 8]. Let + be a simple eigen-
value of A0 and suppose that no other eigenvalue of A0 has the same real part
as +. If
|

0
|A({)| 2 d{<, (1.5)
then, for t0 large enough, Eq. (1.4) has a solution x on [t0 , ) such that
x(t)=exp _+(t&t0)+|
t
t0
$({) d{&[c+o(1)] as t  , (1.6)
where c is an eigenvector of A0 belonging to the eigenvalue + and $ is the
scalar function defined by
P0A(t) c=$(t) c,
P0A(t) c being the projection of A(t) c onto the one-dimensional space
spanned by vector c.
In the present paper, this result will be extended to Eq. (1.2). Before we
formulate our main result, we recall some facts from the theory of linear
autonomous functional differential equations (cf. [17, Chap. 7]).
Under the above assumptions, there exists an n_n matrix function ’(%),
&r%0, whose elements are of bounded variation, such that
L(,)=|
0
&r
d[’(%)] ,(%), , # C.
The transpose of System (1.1) has the form
y* (t)=&|
0
&r
y(t&%) d[’(%)], (1.7)
where y is an n-dimensional row vector.
2 MIHA LY PITUK
Let C$=C([0, r], Rn*), where Rn* denotes the n-dimensional space of
real row vectors. For  # C$, , # C, we define
(, ,)=(0) ,(0)&|
0
&r
|
%
0
(%&{) d[’({)] , (%) d%. (1.8)
The characteristic roots of Eq. (1.1) are the solutions of the characteristic
equation
det 2(*)=0, 2(*)=*I&|
0
&r
e*% d[’(%)] (I is the unit matrix). (1.9)
If + is a simple characteristic root of (1.1), then there exist an n-dimen-
sional column vector c and an n-dimensional row vector d such that
c exp [+t] and d exp [&+t], &<t<, are solutions of (1.1) and the
transposed equation (1.7), respectively.
Let
,+(%)=c exp[+%], &r%0,
+(‘)=d exp[&+‘], 0‘r, (1.10)
:=(+ , ,+)&1,
where (+ , ,+) is defined in (1.8). Since + is a simple characteristic value,
(+ , ,+){0 (cf. [17, Chap. 7, Lemma 5.2]), so : is well-defined.
We are now in a position to state our main theorem.
Theorem 2. Let + be a simple characteristic root of Eq. (1.1) and sup-
pose that no other characteristic root of (1.1) has the same real part as +. Let
,+ , : be the symbols defined by (1.10) and let
$(t)=: dM(t, ,+), s(t, _)=|
t
_
$({) d{. (1.11)
If # in Inequality (1.3) satisfies
|

0
# p({) d{< for some p # [1, 2], (1.12)
then, for _ large enough, Eq. (1.2) has a solution x on [_, ) such that
x(t)=exp[+(t&_)+s(t, _)][c+o(1)] as t  . (1.13)
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A much-studied particular case of (1.2) is the system with one single
delay
x* (t)=[A0+A(t)] x(t)+[B0+B(t)] x(t&r), (1.14)
where r is a nonnegative real number, A0 , B0 are constant n_n matrices,
and A, B are continuous n_n matrix functions on [0, ). In this case the
above symbols are
L(,)=A0,(0)+B0,(&r),
M(t, ,)=A(t) ,(0)+B(t) ,(&r),
(, ,)=(0) ,(0)+|
0
&r
(r+%) B0,(%) d%,
2(*)=*I&A0&e&*rB0 ,
,+(%)=e+%c, &r%0,
+(‘)=e&+‘d, 0‘r,
:&1=(+ , ,+)=d[I+re&+rB0] c,
$(t)=:d[A(t)+e&+rB(t)] c,
#(t)=|A(t)|+|B(t)|.
Thus, Theorem 2 applies to System (1.14) if
|

0
|A({)| p d{<, |

0
|B({)| p d{< (1.15)
for some p # [1, 2].
Remark 1. Formula (1.13) was first established by Hale (see [15,
Theorem 1; 16, Chap. 9, Theorem 5.2]) who proved the theorem for p=1
and in some other cases (see Hypothesis II of [15, Theorem 1] or [16,
Hypothesis (5.10), p. 220].) Note that the assumption of [15, Theorem 1]
about the characteristic values of Eq. (1.1) is weaker in the sense that
Eq. (1.9) may have some other roots with the same real part as + provided
that all these roots are simple. Consequently, for p=1 the theorem is true
under weaker assumptions about the characteristic values of Eq. (1.1).
However, if 1<p2, then the conclusion of the theorem is no longer valid
if there exists another characteristic root with the same real part as +, even
though + is a simple root. This can be shown by the following example due
to Wintner.
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Consider the second order ordinary differential equation
x +(1+at&1 sin t) x=0, a{0, (1.16)
a special case of System (1.14). The characteristic roots of the correspond-
ing autonomous equation are i and &i. Since the function at&1 sin t,
0t<, is conditionally integrable on [0, ), the validity of the theorem
for Eq. (1.16) would imply the existence of two linearly independent solu-
tions which are bounded for t  . Consequently, all solutions of
Eq. (1.16) should be bounded. But, as it is shown in [9, p. 67], Eq. (1.16)
has an unbounded solution which is a contradiction. Therefore, the
assumption about the characteristic roots of Eq. (1.1) cannot be weakened.
Remark 2. Since L is a real vector-valued functional, the characteristic
roots of Eq. (1.1) appear in conjugate pairs. Therefore + in the theorem is
automatically real.
Remark 3. The theorem remains valid in the same form if L and M are
complex vector-valued functionals. Of course, in that case + can be a com-
plex root and the components of the matrix function ’ from the representa-
tion of L are also complex functions.
Remark 4. As a consequence of Theorem 2 for Eq. (1.4), we obtain
that the function $ in the asymptotic relation (1.6) can be given explicitly
by $(t)=(dc)&1 dA(t) c, where d is an n-dimensional nonzero row vector
such that dA0=+d, moreover, (1.5) is replaced by the weaker assumption
0 |A({)|
p d{< for some p # [1, 2].
We conclude this section by comparing Theorem 2 to some previous
results in the literature. Let us briefly mention some results available
for (1.14).
The first asymptotic result of the indicated type was obtained by Bellman
and Cooke [4]. They considered Eq. (1.14) in the scalar case and proved
the conclusion of Theorem 2 under a variety of additional assumptions
on A and B (cf. [4, Theorem 4; 5, Theorem 9.2]). The results of Bellman
and Cooke were extended to System (1.2) by Hale in his already mentioned
work [15] under assumptions which in the scalar case reduce to the condi-
tions of Bellman and Cooke. Recently, Gyo ri and the author have shown
(cf. [13, Theorem 1]) that if n=1 and + is a principal characteristic root
(a simple root with greatest real part) of the autonomous equation, then
some of the conditions of Bellman and Cooke can be eliminated.
The case when the unperturbed equation is ordinary (B0=0) and
diagonal with pairwise distinct coefficients on the diagonal has been
studied in several recent papers (cf. [1, 2, 6, 10, 14]). In this case, assum-
ing (1.15) with p=2, Ai [1] has shown not only the existence of special
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solutions associated with each eigenvalue of the corresponding autono-
mous equation (described in Theorem 2), but, moreover, he has proved
that any solution of the perturbed system is asymptotic to some special
solution as t  . An extension to the range p>2 has been given by
Cassel and Hou [6] and Deng et al. [10]. In [3] Arino et al. have
obtained both types of results for the case when the unperturbed equation
is a delay differential equation (B0 {0, A0 , B0 are diagonal) assum-
ing (1.15) with p=2 and some further conditions on A, B and the size of
the delay. (For similar qualitative results for differential equations with
state-dependent delay, see [8, 12, 20] and the references therein.)
We can observe two aspects of the problem discussed in the previous
papers. First, one must establish the existence of the special solutions
of the perturbed system associated with the characteristic values of the
autonomous equation. Second, one must show that every solution is
asymptotic to some linear combination of the special ones so that we know
the asymptotic behavior of all solutions. The present paper deals solely
with the existence of special solutions and offers an extension of the first
type of results. Previous results on this subject either concentrated on a
specific form of the unperturbed equation (it was ordinary and diagonal)
or contained a variety of additional restrictions on the perturbations.
The proof of Theorem 2 will be presented in Section 3. In the proof we
use some of the ideas of Hale [15]. The solution of the perturbed equation
with the given asymptotic behavior will be found as a fixed point of an
integral operator which is obtained from the decomposition in the varia-
tion-of-constants formula. The main difference between Hale’s proof and
ours is that we use a different function space in the definition of the corre-
sponding integral operator. The key of our proof is the use of a new
weighted supremum-norm which depends on the spectral decomposition of
the state space.
2. PRELIMINARIES
In this section, we summarize some facts from the theory of linear func-
tional differential equations which will be used in the proof of our main
theorem. For more details and proofs, see Hale and Verduyn Lunel [17].
For , # C, let x( } ; ,) denote the solution of Eq. (1.1) with initial value ,
at zero. The solution operator T(t): C  C, t0, of Eq. (1.1) is defined by
T(t) ,=xt( } ; ,), t0, , # C.
In [17, Chap. 7] it is shown that if 4 is a finite set of characteristic
values of (1.1), then C can be decomposed into a direct sum C=P4 Q4 ,
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where P4 is the generalized eigenspace of (1.1) associated with 4 and Q4 is
the complementary space. Thus, every , # C can be written uniquely as
,=,P4+,Q4, ,P4 # P4 , ,Q4 # Q4 . (2.1)
Furthermore, if 84 is a basis for P4 and 94 is a basis for the generalized
eigenspace of the transposed equation (1.7) associated with 4 such that
(94 , 84)=I, then
,P4=84(94 , ,), ,Q4=,&,P4.
The fundamental matrix solution X of Eq. (1.1) is defined to be the
(unique) matrix solution of (1.1) with initial value X0 at zero, where X0 is
the n_n matrix function on [&r, 0] defined by X0(%)=0 for &r%<0
and X0(0)=I.
The variation-of-constants formula for Eq. (1.2) can be stated as follows:
for any , # C, _0, the solution x of (1.2) with initial value , at _ has the
integral representation
xt=T(t&_) ,+|
t
_
d[K(t, s)] M(s, xs), t_, (2.2)
where the kernel K(t, } ): [_, t]  C is given by
K(t, s)(%)=|
s
_
X(t+%&:) d:, &r%0.
If we make the decomposition (2.1) in the variation-of-constants
formula (2.2), we obtain the equivalent system
xP4t =T(t&_) ,
P4+|
t
_
T (t&s) X P40 M(s, xs) ds,
xQ4t =T(t&_) ,
Q4+|
t
_
d[K(t, s)Q4] M(s, xs), (2.3)
xt=xP4t +x
Q4
t , t_,
where X P40 =84 94(0) and K(t, s)
Q4=K(t, s)&84(94 , K(t, s)).
It is known (cf. [17, Chap. 7, Theorem 2.1]) that there exists a square
matrix B4 whose eigenvalues coincide with 4 and such that
T(t) 84=84 exp[B4t]. Consequently, if xP4t =84 y(t), it follows that
(2.3) is equivalent to
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xt=84y(t)+xQ4t , t_,
y* (t)=B4 y(t)+94(0) M(t, xt), y(_)=(94 , ,), (2.4)
xQ4t =T(t&_) ,
Q4+|
t
_
d[K(t, s)Q4] M(s, xs).
Also, if 4=[* | Re *>#, det 2(*)=0], where # is a given real number,
then for any ;>0 there exists a constant N=N(;)>0 such that
|T(t) ,Q4|Ne(#+;) t |,Q4|, t0,
|K(t, s)Q4|Ne(#+;) t, ts,
Var[_, t]K(t, } )Q4Ne(#+;) t, t_
(cf. [17, Chap. 7, Theorem 9.1]). If it is necessary, the subspace P4 of C
can be further decomposed into smaller subspaces which are determined by
considering the generalized eigenspace of a subset of 4.
3. PROOF OF THE THEOREM
Before we present the proof of the theorem, we establish some lemmas
regarding Lp -functions.
Let &a<b. For 1p<, the function space Lp(a, b) consists
of the Lebesgue measurable functions f : (a, b)  R such that ba | f (t)|
p dt<
. With respect to the norm
& f &Lp(a, b)=\|
b
a
| f (t)| p dt+
1p
, f # Lp(a, b),
Lp(a, b) is a Banach space. For p=, the space Lp(a, b)=L(a, b)
consists of the Lebesgue measurable functions f : (a, b)  R such that the
essential least upper bound of f is finite.
Lemma 1 [21, Exercise 30.18, p. 216]. Let 1p and let the num-
ber q be defined by 1p+1q=1.1 If f # Lp(&, ) and g # Lq(&, ),
then the convolution
( f V g)(t)=
def
|

&
f (t&{) g({) d{
is a continuous function of t on (&, ).
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1 q= for p =1 and q=1 for p=.
Lemma 2 [21, Exercise 30.19, p. 216]. Let 1p. If f # L1(&, )
and g # Lp(&, ), then the convolution f V g also belongs to Lp(&, ).
Lemma 3. Let =>0, _0 # R, and # # Lp(_0 , ) for some p, 1p<.
Define
.(t)=|
t
_0
e&=(t&{)#({) d{, (t)=|

t
e=(t&{)#({) d{
for t_0 . Then the following statements are valid.
(i) . and  are continuous on [_0 , ),
(ii) . and  belong to Lp(_0 , ),
(iii) .(t)  0 and (t)  0 as t  .
Proof. Let
g(t)={#(t),0,
t_0
t<_0
f1(t)={e
&=t,
0,
t0
t<0
f2(t)={0,e=t,
t0
t<0.
Clearly, .(t)=( f1 V g)(t) and (t)=( f2 V g)(t) for t_0 . Consequently,
statements (i) and (ii) are immediate consequences of Lemmas 1 and 2.
The only thing we have to prove is that .(t)  0 as t  .
We have
|.(t)|e&=t2 |
t2
_0
|#({)| d{+|
t
t2
e&=(t&{) |#({)| d{.
From this, by virtue of the Ho lder inequality, we obtain
|.(t)|e&=t2(t2&_0)1q \|

_0
|#({)| p d{+
1p
+(=q)&1q \|

t2
|#({)| p d{+
1p
,
where 1p+1q=1. Letting t   in the latter inequality, we conclude
that .(t)  0 as t   and the proof is complete.
The following lemma will play an important role in the proof of the
theorem.
Lemma 4. Let =>0 and let # # Lp(0, ), 1p<, be a positive
function. Then for every ’>0 there exist _00 and a positive continuous
function h on [_0 , ) with the following properties:
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(i) h(t)  0 as t  ,
(ii) h # Lp(_0 , ),
(iii) for all t_0 , we have
|
t
_0
e&=(t&{)#({)[1+h({)] d{+|

t
e=(t&{)#({)[1+h({)] d{=’h(t).
Proof. Let X be the linear space of those functions h which are con-
tinuous and bounded on [_0 , ). With the norm,
&h&=sup
t_0
|h(t)|, h # X,
X is a Banach space.
For h # X and t_0 , define
Th(t)=’&1 _|
t
_0
e&=(t&{)#({)[1+h({)] d{+|

t
e=(t&{)#({)[1+h({)] d{& .
By Lemma 3, Th is continuous on [_0 , ), Th(t)  0 as t  , and
Th # Lp(_0 , ). Specially, Th # X. Consequently, the proof will be com-
plete if we show that _00 can be chosen such that operator T: X  X
has a fixed point h which is positive on [_0 , ).
For h1 , h2 # X and t_0 , we have
|Th1(t)&Th2(t)|’&1&h1&h2& _|
t
_0
e&=(t&{)#({) d{+|

t
e=(t&{)#({) d{& .
From this, according to the Ho lder inequality, we get
|Th1(t)&Th2(t)|’&1&h1&h2& 2(=q)&1q \|

_0
# p({) d{+
1p
, t_0
where 1p+1q=1. Consequently, if _0 is so large that
\|

_0
# p({) d{+
1p
< 12’(=q)
1q,
then T: X  X is a contraction mapping and it has a unique fixed point h
in X. It remains to show that h is positive on [_0 , ). It is known that the
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fixed point h of T can be written as a limit (in X) of successive approxima-
tions. That is,
h= lim
&  
h& uniformly on [_0 ,),
where h0 # X is arbitrary and h&+1=Th& for &=0, 1, ... . Taking h0 #0, it
follows by easy induction that
h&(t)’&1 _|
t
_0
e&=(t&{)#({) d{+|

t
e=(t&{)#({) d{&
for all t_0 , &=1, 2, ... . Letting &  , we see that the same inequality
holds for h which completes the proof.
Proof of Theorem 2. Let
4=[ * | Re *+, det 2(*)=0 ],2
and suppose C is decomposed by 4, C=PQ, where (using the notation
from Section 2) P=P4 , Q=Q4 . Then Eq. (1.2) is equivalent to the
integral equations (2.4). The space P can be further decomposed as
P=P0 P1 , where P0=span[ ,+ ] and P1 corresponds to the charac-
teristic values 41=4"[ + ]. From the definition of subspaces P1 and Q, it
follows that there exist constants ;>0, N>0 such that
|T(t) X P10 |Ne
(++;) t, t0,
|T(t) ,Q|Ne(+&;) t |,Q|, t0,
(3.1)
|K(t, s)Q|Ne(+&;) t, ts,
Var[_, t] K(t, } )QNe(+&;) t, t_.
Instead of (2.4), we consider the following special set of equations:
xt= y(t) ,++xP1t +x
Q
t , y(t)=:(+ , xt),
y* (t)=+y(t)+: dM(t, xt),
(3.2)
xP1t =&|

t
T(t&{) X P10 M({, x{) d{,
xQt =|
t
_
d[K(t, {)Q] M({, x{)
for t_.
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2 We know from Remark 2 that + is real. In the case when L and M are complex vector
valued functionals, + in the definition of 4 should be replaced with Re +.
Introduce the transformation
xt=wt exp[+(t&_)+s(t, _)], t_. (3.3)
Then Eqs. (3.2) are equivalent to the system
wt=z(t) ,++wP1t +w
Q
t ,
z* (t)=: dM(t, wP1t +w
Q
t ),
(3.4)
wP1t =&|

t
T(t&{) X P10 e
&+(t&{)&s(t, {)M({, w{) d{,
wQt =|
t
_
d[K(t, {)Q] e&+(t&{)&s(t, {)M({, w{)
for t_. We shall show that System (3.4) has a solution w such that
&wt&,+&  0 as t  . Then x given by (3.3) will yield a solution of
System (3.2) and thus of Eq. (1.2) with the asymptotic behavior stated in
the theorem.
Let B denote the linear space of continuous functions w: [_, )  C
such that
&w&B =
def
sup
t_
&wP0t &+sup
t_ _
1
h(t)
&wP1t +w
Q
t &&<,3 (3.5)
where h is a positive continuous function which will be specified later. It is
easily seen that & }&B is a norm on B and (B, & }&B) is a Banach space.
For w # B and t_, define
(Kw)t=_1&|

t
: dM({, wP1{ +w
Q
{ ) d{&,+
&|

t
T(t&{) X P10 e
&+(t&{)&s(t, {)M({, w{) d{
+|
t
_
d[K(t, {)Q] e&+(t&{)&s(t, {)M({, w{).
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3 We write wt instead of w(t). As in Section 2, wP0t , w
P1
t , and w
Q
t denote the projections of
wt onto the subspaces P0 , P1, and Q, respectively.
The projections of (Kw)t onto subspaces P0 , P1, and Q are given by
(Kw)P0t =_1&|

t
: dM({, wP1{ +w
Q
{ ) d{&,+ , (3.6a)
(Kw)P1t =&|

t
T(t&{) X P10 e
&+(t&{)&s(t, {)M({, w{) d{, (3.6b)
(Kw)Qt =|
t
_
d[K(t, {)Q] e&+(t&{)&s(t, {)M({, w{) (3.6c)
for t_.
By the definition of the norm & }&B , we have, for w # B and t_,
&wP0t &&w&B , (3.7a)
&wP1t +w
Q
t &h(t)&w&B , (3.7b)
&wt &[1+h(t)]&w&B . (3.7c)
(Estimate (3.7c) is a consequence of (3.7a) and (3.7b), since, according to
the triangle inequality, &wt&=&wP0t +w
P1
t +w
Q
t &&w
P0
t &+&w
P1
t +w
Q
t &.)
Further, for t, { # [0, ), we have
|s(t, {)||:| |d | &,+& } |
t
{
#(u) du }
which, according to the Ho lder inequality, implies
|s(t, {)|$ |t&{|1q, t, { # [0, ) (3.8)
where $=|:| |d | &,+& &#&Lp(0, ) and 1p+1q=1. Choose ;* # (0, ;).
Since q>1, there exists a positive constant D such that exp[$x1q]De;* x
for all x0. This, together with (3.8), yields
e |s(t, {)|De;* |t&{|, t, { # [0, ). (3.9)
By virtue of (3.1), (3.6b) and (3.6c), we have
&(Kw)P1t &|

t
Ne(++;)(t&{) |e&+(t&{)&s(t, {)| |M({, w{)| d{,
&(Kw)Qt &|
t
_
Ne(+&;)(t&{) |e&+(t&{)&s(t, {)| |M({, w{)| d{, t_.
Taking into account that |e(+\;)(t&{)&s(t, {)|e(+\;)(t&{)+|s(t, {)| for t,
{ # [0, ), and (3.9), the latter estimates imply
&(Kw)P1t &|

t
NDe=(t&{) |M({, w{)| d{
&(Kw)Qt &|
t
_
NDe&=(t&{) |M({, w{)| d{, t_,
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where ==;&;
*
>0. From this, by virtue of (1.3) and (3.7c), we obtain
&(Kw)P1t +(Kw)
Q
t &
ND &w&B _|
t
_
e&=(t&{)#({)[1+h({)] d{+|

t
e=(t&{)#({)[1+h({)] d{&
(3.10)
for t_.
By Lemma 4, there exist _00 and a positive continuous function h on
[_0 , ) such that
h(t)  0 as t  , (3.11)
h # Lp(_0 ,), (3.12)
and
|
t
_0
e&=(t&{)#({)[1+h({)] d{+|

t
e=(t&{)#({)[1+h({)] d{=
1
3ND
h(t) (3.13)
for all t_0 . From (3.10) and (3.13), it follows
sup
t_ _
1
h(t)
&(Kw)P1t +(Kw)Qt &&13 &w&B (3.14)
provided __0 .
By virtue of (1.3), (3.6a), and (3.7b), we have
&(Kw)P0t &_1+|

t
|:| |d | #({) h({)&w&B d{&&,+& (3.15)
for w # B and t_. At this point we use the hypothesis 1p2 to say that
pq, which, in view of (3.11) and (3.12), implies that h # Lq(_0 , ). Con-
sequently, the right-hand side of (3.15) can be estimated by the Ho lder
inequality and we obtain
sup
t_
&(Kw)P0t &[1+|:| |d | &#&Lp(_, )&h&Lq(_, )&w&B ]&,+&. (3.16)
Estimates (3.14) and (3.16) show that if _0 and h are chosen as above
and __0 , then operator K is well-defined and maps B into itself.
If w1 , w2 # B, then by similar estimates as in the proofs of (3.14)
and (3.16), we obtain
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sup
t_ _
1
h(t)
&(Kw1&Kw2)P1t +(Kw1&Kw2)
Q
t &&13 &w1&w2&B (3.17)
and
sup
t_
&(Kw1&Kw2)P0t &|:| |d | &#&Lp(_, )&h&Lq(_0 , )&,+& &w1&w2&B
(3.18)
provided __0 . From (3.17) and (3.18), we see that if _(_0) is so large
that
&#&Lp(_, )
1
3 ( |:| |d | &h&Lq(_0 , )&,+&)
&1,
then &Kw1&Kw2 &B 23 &w1&w2&B for all w1 , w2 # B. Thus, K: B  B is
a contraction and by Banach’s fixed point theorem it has a unique fixed
point w in B. Clearly, w is a solution of System (3.4) such that z(t)  1
and &wP1t +wQt &  0 as t   (cf. (3.7b) and (3.11)). Consequently,
&wt&,+&  0 as t  . As we have already pointed out, x given by (3.3)
yields a solution of Eq. (1.2) with the desired asymptotic behavior. The
proof of the theorem is complete.
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