Mainly encouraged by the increasing application of ion beams for cancer treatment (hadron-therapy) including carbon beams, the use of heavy ion facilities for radiobiology is expanding rapidly today. As an alternative to dedicated centers for treatment and medical research, accelerators like GANIL offer the possibility to undertake such experiments.
Introduction
The spectacular development of radiobiology during the last decades is largely due to advances in hadron-therapy and therapeutic hopes it raises in the treatment of cancers. Hadron-therapy is indeed an innovative technique based on the use of heavy ion beams or protons for tumor treatment in either replacement of or addition to widely practiced X-rays treatments.
Unlike X-rays, the energy deposition of the hadrons can reach a maximum and be very well localized in-depth. This ballistic exploitation and the resulting accuracy of the well known Bragg curve gives strength to this method, as it seems more appropriate to treat internal localized tumors in the vicinity to radiationsensitive organs which would be considerably affected by the radiation field of less localized energy deposition by X-rays [1] .
Although the idea of using proton beams for radiotherapy has been suggested very early in the 1940s by Robert Wilson [2] , the first real clinical treatment centers (exclusively for clinical applications) were born in 1990 (LLUMC, Loma Linda University Medical Center). Their number is now increasing rapidly and expected to exceed 50 in 2015 [3] with a result of 110,000 patients treated worldwide (85% in protons).
Heavy ions present both higher dose deposition capacities and better ballistic properties and in particular, carbon ions appear to have some significant clinical benefits [4] . Until a few years ago, carbon treatment centers were not numerous and mostly localized in two countries (HIMAC, HIBTM, NIRS in Japan and GSI in Germany).
But with the advent of new generations of low cost turnkey accelerators, dedicated to industrial use, treatment center projects are multiplying (CNAO, HIT, MEDAUSTRON, ARCHADE, only to mention Europe) [5] . Pending the construction of these new centers, the demands of beam time for research purposes are increasingly important, which mainly explains the use of structures originally designed for other applications. Thus, at GANIL (Grand Accélérateur National d'Ions Lourds, Caen, France) a quota of beam time is intended for interdisciplinary (i.e. non nuclear) research, including radiobiology. The laboratory CIMAP ( the interdisciplinary research at GANIL and manages, through its so called CIRIL 1 platform and together with the biology laboratory LARIA (Laboratoire d'Accueil et de Recherche avec les Ions Accél-érés, CEA), the hosting of experiments in radiobiology [6] . The GANIL accelerator can provide various beams, from carbon to uranium, at maximum energies ranging from 95 MeV /A for light ions down to 24 MeV/A for uranium. This diversity allows expanding the activities to space radiation biology studies and the study of fundamental processes. On the other hand, cyclotrons supply only a fixed energy 2 , but which can be reduced afterward by beam degraders. In Part 2 we describe the beam line and instruments that have been developed for radiobiology experiments. This adaptation of a physics machine to biological context with its specific constraints is reinforced by the presence of LARIA since 2003. Part 3 is dedicated to the monitoring of low beam intensities and the description of dosimetry carried out for each experiment. The proposed method aims to be not only compatible with the specificities of a large nuclear physics facility, but also to guarantee a good repeatability which is of a great interest for experiments sometimes spaced by more than a year. An evaluation of standard uncertainties will be given.
Beam line and equipments

Beam line
The radiobiology experiments take place in the D1 cave on the so called IRRABAT beam line, which is also the name of the diagnostic and experiment vacuum chamber used in a standard way for high energy irradiations. At the end of the line, after crossing a stainless steel window of 25 mm thickness, an automated sample holder of 24 positions is installed. It allows handling and processing in a single irradiation run a set of 4 lines with 6 flasks each, in order to limit the number of time consuming access into the cave. Vertical and horizontal motions are controlled by two step-motors allowing a precise positioning of the samples in front of the beam.
The optics of the line was adapted to focus the beam behind IRRABAT, just on the position of the flasks. The standard characteristics of the beam are the following ones 3 : a spotlight on the target of 13 Â 13 mm 2 size, a deflection angle (semi angle with the medium beam axis) of 10 mrad in horizontal direction and 15 mrad in vertical direction, an emittance of 5 Â 5 π.mm.mrad and a resolution in energy ΔW/w of 0.007 (see Figs. 1A and 2).
With the help of two fast scanning magnets, the beam is swept horizontally at a frequency of 425.8 Hz and vertically at a frequency of 4.4 Hz. Both frequencies are chosen to avoid that one is a multiple of the other. In this way, no spatial structure (like Lissajous figure) is artificially created, which would damage the homogeneity of the dose deposition. The maximum reachable scanning surface is 60 Â 60 mm 2 , allowing a maximal irradiation field large enough for a 25 cm 2 flask. A couple of horizontal and vertical slits delimit accurately the irradiation field area. This data is used in the calculation of the fluence. Upstream of the line, a thin Ta foil can be inserted into the beam path in order to smooth and homogenize the beam spot, if needed. At the beginning of each experiment the radiation field defined by both the amplitude of scanning and the position of the slits (Fig. 1B) , is visually controlled by irradiating (with a dose of usually around 8 Gy) a Gafchromic EBT2 type film, placed on a flask in the sample holder.
Until now, these films were only used for checking the size and position of the radiation field, but it might be possible in the future to use them for an additional dosimetry by exploiting the optical density variations of the film. Some teams are working on this topic [7] [8] [9] .
The precise beam spot position depends on each upstream beam tuning, so the zero beam position has to be adjusted by use of set of horizontal and vertical steerers. This zero position is placed out of the irradiation area (that is "in the slits"), where the scanning amplitude is zero. This allows, on the one hand, setting the reversal point of the sweeping out of the area to be irradiated, so as not to impair the homogeneity of the dose deposition, and, on the other hand, protecting the sample in case of failure of the scanning magnets.
Biological side: LARIA facility
The radiation-biology research laboratory LARIA embedded at GANIL hosts experiments in biology thanks to a partnership with CIMAP. The biology platform operated by LARIA includes a comprehensive tissues culture room, a molecular biology laboratory and a proteomic laboratory allowing hosted teams to perform various canonical assays in the radiation biology field. Furthermore, the platform may be adapted for special requirements if needed. The automatic biological sample holder may be used with 12.5 and 25 cm 2 flasks, tubes (0.5; 1.5; 2 and 15 ml), lab-tek™ chamber slide, 8 cm 2 culture dishes, 96-well plates (36 wells irradiated).
Fields of interest of platform users are either radiation protection of space travelers (healthy tissues) or cancer treatment (tumors and surrounding healthy tissues). During the late 15 years, multiple ions were used with an emphasis on carbon ions. To date, 20 peer-reviewed articles of radiation biology were published with data obtained at GANIL on the IRRABAT beam line, as summarized in the table of Annex 1.
Dosimetry
Method and main results
The typical dose rates used during a radiobiology experiment are of the order of few Gy/min (equivalent in water), this implies, for a This intensity is far too low to be correctly measured and monitored by the standard methods applied at GANIL for non-biological samples. The latter are based on current measurements for monitoring the beam intensity via Faraday cups, and the secondary electron emission of a thin metallic foil [10] . The alternative method developed in the laboratory is based on the measurement of the emitted K-shell X-rays when the beam passes through a thin metallic foil. Dosimetry, or calibration of this X-ray detector, is divided into two stages:
1. Calculation of the expected X-ray count rate. This step may be optional, since it does not belong to the calibration process itself, but it saves a considerable amount of time by adjusting immediately the different parameters of the detector to the right range of fluence. cimap.ensicaen.fr. 2 The tuning of the cyclotrons to a new energy takes time on the experiment. It is generally an option which is not retained by the experimenters. 3 These values might slightly change from an experiment to another from the ambient atmosphere in which the irradiated samples are placed. The K-shell ionization of the target atoms by the ion beam creates X-ray photons. The configuration is optimized to collect the Kα photons. The photon energy spectrum is measured with a scintillator and Photo Multiplier (PM) set, placed 90°to the beam axis. The position of the detector can be varied and a diaphragm of variable diameter is placed in front of the scintillator window: in this way, the solid angle of X-ray detection can be adjusted. The scintillator is a classic NaI (Tl) crystal, 1 mm thick. Although developed in the 1940s [11] , this type of inorganic scintillators is still widely used nowadays. NaI(Tl) scintillators offer a good compromise between a high light yield ( about 4 Á 10 4 photons/MeV) and a decay time of 230 ns compatible with count rates for standard ion beam intensities used in radiobiology. The low energy resolution (6.5% at 660 keV [12] ) does not present a major drawback in simple counting operations. A charge preamplifier is placed close to the detector behind the PM. The signal is then transferred to the control/acquisition room.
Acquisition chain
From the charge preamplifier, the signal is injected into a shaper amplifier and then "windowed" by a Single Channel Analyzer (SCA) (Fig. 4) . The upper and lower levels of the SCA are controlled by displaying the energy spectrum of the signal by means of a Multiple Channel Analyzer (MCA). This level adjustment allows suppressing the electronic noise on the one hand and the tail-end of energy distribution that may not correspond to the expected K-lines, on the other.
The counting noise can be estimated straight after irradiation in the range of 5-10 counts/s -for a standard irradiation at 6 Á 10 5 ions/ (s Á cm 2 ). These values take into account both the electronic noise of the acquisition and the activation of the line, whose radioactive decay is fast. The upper limit of the counting rate is limited to about 6000 counts/s, since beyond this level, some signal pile-up starts to be observed. Therefore, the best working conditions are usually found close to about 3000 counts/s.
The irradiation procedure is fully conducted via dedicated computer software. Input parameters, provided by the user are the beam parameters, the irradiated surface and the set point fluence Φ:
where k is the inverse of the ion charge (in C 1 ), N x is the X-ray counting, C x is the calibration constant (C/X) and S irr the irradiation surface (in cm²) calculated knowing the position of the slits.
Flux monitoring is done by measuring the fluence change, ΔΦ, at fixed time intervals, Δt:
It should be noticed that the measurement chain is calibrated in fluence. From the biological side, according to the recommendations of the SI, the clinical requirements and established practices, dose results should be reported in Gray [13] . The dose deposited on a given layer of material of density ρ can be calculated from the fluence as follows: where dE/dx is the mean linear energy loss of the ion in the layer and can be assimilated to the linear energy transfer LET, which is the energy received by the material [14] . The passage from "dose" to "fluence" requires knowing the LET. The information provided by the accelerator to the users is the ion beam energy at the entrance of the biological system. With this information and depending on the nature of their samples, users can calculate the appropriate LET. Without further information on the studied biological system, a LET value based on a water model and extracted from a SRIM calculation [15] is provided for information purpose. However, this value is not required for the calibration procedure.
As an example, Annex 1 illustrates the target fluence to be reached for a desired dose, with liquid water hypothesis (ρ¼ 1 g/cm 3 ).
3.1.3. CR39 Calibration CR39, Polyallyl diglycol carbonate, C 12 H 18 O 7 , is a rigid polymer with excellent surface qualities, even after etching, and is widely used as a track detector [16] [17] [18] . Above a threshold in LET, around 5 keV/microns [19] [20] [21] , a charged particle that passes through the sheet forms a latent track in the polymer. The individual counting of each track becomes possible after a controlled chemical etching process that progressively enlarges the tracks from nanometers up to micrometers. In the present case, we use a 12N KOH solution in which the material is immersed for about 12 min at 80°C. These very severe conditions, compared to the ones generally used for track etching in polymers, are the result of a compromise concerning the devoted time: the need of obtaining a good track quality for an optimal counting versus minimizing time for dosimetry. This fast etching is acceptable as long as no further analysis such as influence of LET or fine particle discrimination is carried out.
The X-ray chain is calibrated for each new experiment, or every time the X-ray production yield may change (different projectile and/or energy). For each calibration, three CR39 films are irradiated at target fluences Φ t of 10 6 , 2 Á 10 6 , and 3 Á 10 6 ions/cm 2 . These target fluences are measured by the X-ray chain using a theoretical calibration constant, C xtheo , calculated as explained below. The comparison between the target fluences and the corresponding fluences Φ CR39 measured on the CR39 plates allows correcting the calibration constant by a factor f c . f c ¼ Φ CR39 =Φ t with Φ CR39 ¼ N CR39 =S micro and Φ t ¼ kC xtheo N x =S irr hence, the calibrated fluence can be expressed as:
The track counting is performed with a 1000 Â magnification optical microscope (10 Â camera focus and Â 100 oil immersed objective), in a precisely calibrated field, thereby allowing direct determination of fluence. The choice of these fluences also results in a compromise: With a 1000 Â magnification the appropriate size of tracks is E 2 mm; below 10 6 ions/cm 2 the tracks are too rare and thus the statistical uncertainties are high. At the opposite, above 3 10 6 ions/cm 2 , the track overlapping begins to be noticeable and affects the accuracy of the counting.
The main drawback of our approach (X-ray monitoring and CR39 calibration) is a relatively limited dynamics in terms of dose rate. For ensuring an acceptable homogeneity of the field, the minimum exposure time is E30 s which corresponds to a couple of hundred vertical passages of the beam on the frame. The maximum flux for the CR39 calibration is then 1 10 5 cm À 2 s À 1 (3 10 6 cm À 2 in 30 s), hence for C beams at 75 MeV/A, the maximum dose rate useful for calibration is E0.2 Gy min À 1 .
During an experiment, because of the limited counting dynamics of the X-ray chain (50o N x o 6000 counts/s), the ratio between maximum and minimum dose rate achievable is in the same proportion i.e. φ max /φ min E120. The solid angle for the X-ray detection is tuned for each calibration in order to adapt the counting rate at the expected mean dose rate. Thus, taking the higher calibration points as the lower limit of the dose rate range leads to an upper limit of E 10 Gy min À 1 . Obviously, the higher the LET, the higher the maximum dose rate. Applying our approach to higher dose rates, would imply increasing the calibration range by increasing the fluence on the CR39 plates and hence observing much smaller tracks. This would require different analyzing capacities much more powerful than a simple optical microscope (AFM type for instance), which are hardly compatible with quick routine calibration procedures, as needed here [22] . The pros of this method are: simplicity, relatively low cost and possibility of performing an absolute dosimetry by means of both an exhaustive counting and a selective one:
-The track geometry (with completely different angles, for instance) allows to exclude the particles not linked to the beam [23] . -Under 100 MeV/A for a carbon beam, and considering the thin layer of crossed material (1.5 mm) we assume the fragmentation of the projectile to be negligible. This is probably not the case with a degraded beam and it would be interesting to probe to what extend this discrimination is possible in these conditions [24] [25] [26] . -In any case, a SRIM calculation shows that light particles like protons or α particles should not be recorded in CR-39 as their stopping power (E1 keV/mm) is lower than the polycarbonate threshold.
Results and measurement uncertainties
The calibration method described above allows to eliminate numerous systematic errors which could be caused by the electronic gain of the chain, solid angles, irradiation surface and theoretical constant C x . The precision of this correction depends on the fluence measurement accuracy with the CR39. The first important remaining error therefore stems from the estimation of the surface of the CR39 picture provided by the microscope, since the direct calculation of fluence by track counting strongly depends on this parameter. A precise measurement of this observation field reduces this error down to 1% per dimension.
The second, and principal, source of error can be attributed to the statistical uncertainty on track counts. The corresponding counting value for each fluence to be calibrated is the average of the number of counts on a statistical sample of 10 pictures randomly distributed over the entire CR39 film. This number of ten pictures has been arbitrary chosen in order to reduce the standard deviation on the mean counting values and minimize the duration of the calibration step. Considering a posteriori a very large collection of pictures sample, we can estimate a confidence interval at 2, 4 or 6 sigmas of the average of the counting of 10 images, as illustrated in Table 1 . The results of about 5% for 2-sigma uncertainties do not reach the precision of primary standards like calorimeters (which are complicated to implement), but they are consistent and compatible with the results published in recent years for fluence based methods and standards for flat ionization chambers designed for scanned heavy ion beams [27, 28] .
Another irradiation of CR39 performed at the end of experiments for control purposes does not show a deviation larger than 3% from the initial calibration. It thus allows saying that no significant drift of the X-ray acquisition chain is observed during the run.
Regarding random uncertainties, Eq. (4) shows in turn that the uncertainties in the measurement of fluence depend on the X-ray counting N x . The noise on the counting rate as mentioned before is at most 10 cts/s, leading to a ratio of 0.5% for a standard functioning of the acquisition chain around 2000-3000 cps/s. It can be noted, however, that part of this mean value of the counting noise is already taken into account in the CR 39 calibration at low flux.
Further details in description and analysis
Estimation of X-count-rate
The theoretical constant C xtheo depends on the solid angle of detection Ω and the number of X-rays created per incident ion, n xi :
For simplifying the estimation of C xtheo , the solid angle is crudely estimated assuming a equivalent X-ray source in the center of the radiation field. Thus, the number of X-rays created during the passage of an ion through a metallic sheet of thickness d tilted at the angle θ ¼ π 2 À φ from the beam axis is given by:
with:
being the product of the K-shell ionization cross section, σ i , and the fluorescence yield Y fluo for the K α lines [29] . T and T Be are the transmission coefficients for the kapton TM and beryllium windows (see on ) is the attenuation coefficient of the target. At the energies provided by the accelerator, the energy loss in the ion-matter interaction process is dominated by inelastic collisions with the target electrons, see for example [30] .
A simple model for the calculation of the K-shell ionization cross section is given by the Binary Encounter Approximation (BEA) [31] [32] [33] . The BEA hypothesis assumes that ionization is fully due to a classical binary interaction between the charged projectile and the target electron via an electric coulomb potential. The target nucleus and the remaining electrons are supposed to play no other role than just providing the initial momentum distribution and the binding energy I k of the ejected electron. In this context, Gryzinski suggested a formula for the K-shell ionization cross-section given by Eq. (8) [34] :
The scaling law G(V) is a function of a dimensionless value V ¼ v i ve , the ratio between the velocity of the ion and the orbital velocity of the electron. It allows calculating the ionization cross section for charged projectiles of any energy. The electronic velocity can be calculated with the assumption that the kinetic energy is equal to the binding energy of the electron in the orbit k. For V4 0.2 the G function takes the form of Eq. (9):
With u ¼ ð4xð1 þ xÞÞ
G reaches a maximum when x¼ 1, i.e. when the ion and electron velocities are similar. At lower velocities, xo 0.2, the influence of the average field of the targets atom cannot be neglected anymore, and Eq. (8) does not fit the data [35] .
The effective charge Z Ã p takes into account the interplay of the projectile ionization and capture processes. It must be considered, especially at low velocities, and can be described by the empirical relation [36] :
where Z p is the particle charge and β¼v/c is the relativistic velocity factor. The success of the method lies in its simplicity of implementation (simple calculations), in its wide generality and the fact that it gives, at least at high velocities, the same results as other models like Plane Wave Born Approximation (PWBA) or perturbed stationary state theory with energy loss, Coulomb correction and relativistic effects (ECPSSR). Fig. 5 shows the differences between the calculated constant and the CR39 measured during the last 8 years, for various beams and energies. It is remarkable that despite the many approximations made, this simple model nevertheless correctly estimates the X production rate to less than 15% errors on average.
Dose distribution
As mentioned above, part of the dose distribution uncertainty stems directly from the statistical dose deposition process itself. Although the flux monitoring by X-rays does not allow to obtain geometric information on the homogeneity of the projectile distribution, it is nevertheless possible to analyze "a posteriori" the CR39 films used for the dosimetry, in a restricted range of fluence.
In localized areas of the film, taking into account a collection of small surfaces of the order of few mm 2 , an excellent agreement with a Poisson distribution is observed, as illustrated in Fig. 6 . On the basis of the results shown in Fig. 6 , assuming a Poisson distribution, it is then possible to evaluate the probability that a cell's nucleus is effectively hit by an ion, or not hit at all -which is even more interesting in the statistical process of the experiment, as the bias induced by a non irradiated cell is bigger. These calculations are summarized in Table 2 for different nucleus diameters. It can be observed that in standard conditions of fluence at 5.10 7 ions/cm 2 (of the order of 1 to 2 Gy for LET typical of high energy C beams), one can consider with a quasi certainty that all cells are affected, whatever the supposed size of the nuclei. It is also interesting to observe that this local impact distribution is fully confirmed at larger scale over the whole surface of the CR39 film. As shown in fig. 7 for a 13 C beam, a mono-modality and normal distribution are very well fitted to the data, their parameters being consistent with the local Poisson distribution.
We can also seek to extract a possible deterministic behavior overlaid on the supposed random distribution. To this purpose, a set of longitudinal cross-sections of CR39 films has been made, with a picture taken in steps of 0.5 mm. We thus obtain a random signal over the entire length of the CR39 film.
The results of auto correlation and its Fourier transform, the power spectral density can then be compared to a Gaussian white noise equivalent (GWNE), generated by the Scilab software [37] , of the same energy as the signal. As presented in Fig. 8 , with a 13 C Table 1 Typical uncertainties on the mean value of a set of 10 shots. The randon variable X is the number of impacts counted in a picture. Standard deviation σ, Mean value E and confidence interval C.I r.v. X sample: Average of 10 shots fluence: 3 Á 10 6 ions/cm² beam, both signal and GWNE are very similar. The amplitude of the frequency peaks are of the same order of magnitude and no particular peak, signature of a deterministic signal, can be isolated in the spectrum. If there is any additional signal, it is not of sufficient energy to be extracted from our Gaussian white noise signal.
Conclusion
While waiting for the construction of new treatment and research centers in carbon hadron-therapy, the GANIL accelerator and the CIMAP and LARIA laboratories offer the possibility for the radio biology community to perform experiments. The facility has been presented: beams, irradiation procedures and available experimental devices and set up. The method of low flux beam monitoring based on X-ray measurements, and its calibration by track etched CR39 detectors has been described. Total typical errors and uncertainties are given to be less than 8% at 2σ. A description of the theoretical flux calculation has been given. Finally, a CR39 analysis shows that in standard irradiation conditions, the scanned beam behaves like an excellent Gaussian white noise.
Annex 1
See Table A1 
