We present a search for gravitational waves from 222 pulsars with rotation frequencies 10 Hz. We use advanced LIGO data from its first and second observing runs spanning 2015-2017, which provides the highest sensitivity gravitational-wave data so far obtained. In this search we target emission from both the l = m = 2 mass quadrupole mode, with a frequency at twice that of the pulsar's rotation, and from the l = 2, m = 1 mode, with a frequency at the pulsar rotation frequency. The search finds no evidence for gravitational-wave emission from any pulsar at either frequency. For the l = m = 2 mode search, we provide updated upper limits on the gravitational-wave amplitude, mass quadrupole moment, and fiducial ellipticity for 167 pulsars, and the first such limits for a further 55. For 20 young pulsars these results give limits that surpass those inferred from the pulsars' spin-down. For the Crab and Vela pulsars our results constrain gravitational-wave emission to account for less than 0.017% and 0.18% of the spin-down luminosity, respectively. For the recycled millisecond pulsar J0711−6830 our limits are only a factor of 1.3 above the spin-down limit, assuming the canonical value of 10 38 kg m 2 for the star's moment of inertia, and imply a gravitational-wave derived upper limit on the star's ellipticity of 1.2 × 10 −8 . We also place new limits on the emission amplitude at the rotation frequency of the pulsars.
INTRODUCTION
There have been several previous searches for persistent (or continuous) quasi-monochromatic gravitational waves emitted by a selection of known pulsars using data from the LIGO, Virgo, and GEO600 gravitationalwave detectors (Abbott et al. 2004 (Abbott et al. , 2005 (Abbott et al. , 2007 (Abbott et al. , 2008 (Abbott et al. , 2010 Abadie et al. 2011; Aasi et al. 2014; Abbott et al. 2017a ). In the majority of these, the signals that have been searched for are those that would be expected from stars with a non-zero l = m = 2 mass quadrupole moment Q 22 and with polarization content consistent with the expectations of General Relativity (see, e.g., Zimmermann & Szedenits 1979; Bonazzola & Gourgoulhon * Deceased, February 2018.
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1996; Jaranowski et al. 1998) . Such signals would be produced at twice the stellar rotation frequencies, and searches have generally assumed that the rotation frequency derived from electromagnetic observations of the pulsars is phase locked to the star's rotation and thus the gravitational-wave signal. Some searches have been performed where the assumption of the phase locking to the observed electromagnetic signal has been slightly relaxed, allowing the signal to be potentially offset over a small range of frequencies (∼ 10−100 mHz) and first frequency derivatives (Abbott et al. 2008; Aasi et al. 2015a; Abbott et al. 2017b) . A search including the prospect of the signal's polarization content deviating from the purely tensorial modes predicted by General Relativity has also been performed in Abbott et al. (2018a) . None of these searches have detected a gravitational-wave signal from any of the pulsars that were targeted. Thus, stringent upper limits of the gravitational-wave amplitude, mass quadrupole moment, and ellipticity have been set. Emission of gravitational waves at a pulsar's rotation frequency from the l = 2, m = 1 harmonic mode, in addition to emission at twice the rotation frequency from the l = m = 2 mode, has long been theorized (Zimmermann & Szedenits 1979; Zimmermann 1980; Jones & Andersson 2002) . The fiducial emission mechanism would be from a biaxial, or triaxial star, undergoing free precession. In the case of a precessing biaxial star, or a precessing triaxial star with a small "wobble angle", the electromagnetic pulsar emission frequency would be modulated slightly, with the gravitational-wave emission being emitted at frequencies close to once and twice the time-averaged rotation frequency. There is only weak observational evidence for any pulsar showing precession (see the discussions in, e.g., Jones 2012; Durant et al. 2013 , and references therein), and free precession would be quickly damped, but as shown in Jones (2010) the existence of a superfluid interior gives rise to the possibility for gravitational-wave emission at the rotation frequency even for a non-precessing star. A search for emission at both once and twice the rotation frequency for 43 pulsars using data from LIGO's fifth science run has been performed in Pitkin et al. (2015) . That analysis saw no evidence for signals at the rotation frequency and was consistent with the search conducted for signals purely from the l = m = 2 mode (Abbott et al. 2010) .
The searches implemented in this work are specifically designed for the case where the signal's phase evolution is very well known over the course of full gravitationalwave detector observing runs. Therefore, here we will only focus on the assumption that emission occurs at precisely once and twice the observed rotation frequency, as given by the model in Jones (2010) , so we do not account for the possibility of any of the sources undergoing free precession.
Previous searches, combining the results given in Aasi et al. (2014) and Abbott et al. (2017a) , have included a total of 271 pulsars. The most stringent upper limit on gravitational-wave amplitude from the l = m = 2 mode was set for PSR J1918−0642 at 1.6 × 10 −26 , and the most stringent upper limit on the fiducial ellipticity (see Appendix A, Equations (A2) and (A4)) was set for PSR J0636+5129 at 1.3 × 10 −8 (Abbott et al. 2017a) . However, for these particular pulsars, both of which are millisecond pulsars (MSPs), the gravitationalwave amplitude limits are above the fiducial spin-down limit (see Appendix A and Equation (A7)). The observational limits in Abbott et al. (2017a) showed 8 pulsars for which the fiducial spin-down limit was surpassed, with the upper limits on emission from the Crab pulsar (PSR J0534+2200) and Vela pulsar (PSR J0835−4510) being factors of more than 20 and 9 below their respective spin-down limits.
Concurrently with this work, a search has been performed for 33 pulsars using advanced LIGO data from the second observing run in which the assumption of phase locking between the electromagnetically-observed signal and gravitational-wave signal is relaxed by allowing the signal model to vary freely over a narrow band of frequencies and frequency derivatives (Abbott et al. 2019) . Even with the slight sensitivity decrease compared to the analysis presented here, due to the wider parameter space, that analysis surpasses the spin-down limit for 13 of the pulsars.
Signal model
Using the formalism shown in Jones (2015) ; Pitkin et al. (2015) the gravitational-wave waveform from the l = 2, m = 1 harmonic mode can be written as 
and that from the l = m = 2 mode can be written as 
Here, C 21 and C 22 represent the amplitudes of the components, Φ C 21 and Φ C 22 represent initial phases at a particular epoch, Φ(t) is the rotational phase of the source, and ι is the inclination of the source's rotation axis with respect to the line-of-sight.
1 The detected amplitude is modulated by the detector response functions for the two polarizations of the signal ('+' and '×'), F D + (α, δ, ψ; t) and F D × (α, δ, ψ; t), which depend on the location and orientation of detector D, the location of the source on the sky, defined by the right ascension α and declination δ, and the polarization angle of the source ψ.
As shown in Jones (2015) , the waveforms given in Equations (1) and (2) describe a generic signal, but the amplitudes (C 21 and C 22 ) and phases (Φ C 21 and Φ C 22 ) can be related to intrinsic physical parameters describing a variety of source models, e.g., a triaxial star spinning about a principal axis (Abbott et al. 2004 ), a biaxial precessing star (Jones & Andersson 2002) , or a triaxial star not spinning about a principal axis (Jones 2010) . In the standard case adopted for previous gravitationalwave searches of a triaxial star spinning about a principal axis, there is only emission at twice the rotation frequency from the l = m = 2 mode, so only Equation (2) is non-zero. In this case the C 22 amplitude can be simply related to the standard gravitational-wave strain amplitude h 0 via h 0 = 2C 22 .
2 We can simply define the phase Φ C 22 as relating to the initial rotational phase φ 0 via Φ C 22 = 2φ 0 , noting that φ 0 actually incorporates the sum of two phase parameters (an initial gravitationalwave phase and another phase offset) that are entirely degenerate and therefore not separately distinguishable (Jones 2015) .
Despite Equations (1) and (2) not providing the intrinsic parameters of the source they do break strong degeneracies between them, which are otherwise impossible to disentangle (see Pitkin et al. 2015 , showing this for the case of a triaxial source not rotating about a principal axis).
In this work we adopt two analyses. The first assumes the standard picture of a triaxial star rotating around a principal axis from which we can simply relate the waveform amplitude C 22 to the gravitationalwave amplitude. In this case we can then compare this to the standard spin-down limit, and can calculate each source's mass quadrupole Q 22 and fiducial ellipticity upper limits (see Appendix A for definitions of these standard quantities.) The second assumes the model of a triaxial star not spinning about a principal axis, for which there could be emission at both once or twice the rotation frequency. In this case we do not attempt to relate the signal amplitudes to any physical parameter of the source.
Signal strength
2 To maintain the sign convention between Equation (2) and the equivalent equation in, e.g., Jaranowski et al. (1998) , the transform between h 0 and C 22 should more strictly be h 0 = −2C 22 .
For the l = m = 2 quadrupole mode the strength of the emission is defined by the size of the mass quadrupole moment Q 22 (see Equations (A1) and (A3)), which is proportional to the ellipticity of the star, and to the star's moment of inertia, and will therefore depend upon the star's mass, and also upon the equation-ofstate of neutron star matter (see, e.g., Ushomirsky et al. 2000; Owen 2005; Johnson-McDaniel & Owen 2013) . This ellipticity could be provided by some physical distortion of the star's crust or irregularities in the density profile of the star. For our purposes the mechanism providing the distortion must be sustained over long periods, e.g., the crust must be strong enough for any (submillimetre high) mountain to be maintained (see Owen 2005; Johnson-McDaniel & Owen 2013 , for discussions of the maximum sustainable ellipticities for various neutron star equations of state), or there must be a persistent strong internal magnetic field (e.g., Bonazzola & Gourgoulhon 1996; Cutler 2002 ). Johnson-McDaniel & Owen (2013) suggest that, assuming a standard set of neutron star equations of state, maximum fiducial ellipticities of a few 10 −6 could be sustained. Constraints on the neutron star equation-of-state are now starting to be probed using gravitational-wave observations from the binary neutron star coalescence observed as GW170817 (Abbott et al. 2017c (Abbott et al. , 2018b . These constraints suggest that softer equations of state are favored over stiffer ones, which would imply smaller maximum crustal quadrupoles. An additional caveat to this is that the maximum crustal deformation is also dependent on the star's mass, and less massive stars would allow larger deformations (Horowitz 2010; Johnson-McDaniel & Owen 2013) , so there is still a wide range of uncertainty. Recent work on the strength of neutron star crusts consisting of nuclear pasta suggests that these could have larger breaking strains and thus support larger ellipticities (Caplan et al. 2018) .
It has recently been suggested by Woan et al. (2018) that the distribution of MSPs in the period-period derivative plane provides some observational evidence that they may all have a limiting minimum ellipticity of ∼ 10 −9 . This could be due to some common process that takes place during the recycling accretion stage that spins the pulsar up to millisecond periods. For example, there could be external magnetic field burial (see, e.g., Melatos & Phinney 2001; Payne & Melatos 2004) for which the size of the buried field is roughly the same across all stars, or similar levels of spin-up leading to crust breaking (e.g., Fattoyev et al. 2018) . If this is true it provides a compelling reason to look for emission from these objects.
For the model emitting at both l = 2, m = 1, 2 modes, and assuming no precession, the signal amplitudes are related to combinations of moment of inertia asymmetries and orientation angles between the crust and core of the star (Jones 2010) . These are related in a complex way to the C 21 and C 22 amplitudes given in Equations (1) and (2) (see Jones 2015) . In general, if the Q 21 and Q 22 mass moments are equal then the gravitationalwave strain from the l = 2, m = 1 mode would be roughly four times smaller due to the fact that it is related to the square of the frequency and that mode is at half the frequency of the l = m = 2 mode. However, we do not have good estimates of what the actual relative mass moments might be.
Search methods
As with the previous searches for gravitational waves from known pulsars described in Aasi et al. (2014) and Abbott et al. (2017a) , we make use of three semiindependent search methods. We will not describe these methods in detail here, but refer the reader to Aasi et al. (2014) for more information. Briefly, the three methods are: a search using narrow-banded time-domain data to perform Bayesian parameter estimation for the unknown signal parameters, and marginal likelihood evaluation, for each pulsar (Dupuis & Woan 2005; Pitkin et al. 2017 ); a search using the same narrow-banded time series, but Fourier-transformed into the frequency domain, to calculate the F-statistic (Jaranowski et al. 1998 ) (or equivalent G-statistic for constrained orientations Jaranowski & Królak 2010), with a frequentistbased amplitude upper limit estimation procedure (Feldman & Cousins 1998) ; and, a search in the frequency domain that makes use of splitting of any astrophysical signal into five frequency harmonics through the sidereal amplitude modulation given by the detector responses (Astone et al. 2010 (Astone et al. , 2012 . We call these approaches the Bayesian, F-/G-statistic, and 5n-vector methods, respectively. The first of these methods has been applied to all the pulsars in the sample (see Section 2.2), and again following Aasi et al. (2014) ; Abbott et al. (2017a) at least two of the above methods have been applied to a selection of 34 high-value targets at which the spin-down limit is surpassed or closely approached. The results of the 5n-vector analysis only use data from the LIGO O2 run (see Section 2.1).
All these methods have been adapted to deal with the potential for signals at both once and twice the rotation frequency. For the Bayesian method, when searching for such a signal the narrow-banded time series from both frequencies are included in a coherent manner, with common polarization angles ψ and orientations ι. For the 5n-vector and F-/G-statistic methods a simpler approach is taken, and signals at the two frequencies are searched for independently. The F/G-statistic approach for such a signal is described in more detail in Bejger & Królak (2014) . As a consequence, given that C 21 = 0 (see Equation (1)) corresponds to the case of a triaxial star rotating around one of its principal axes of inertia, results for the amplitude C 22 (Equation (2)) from the 5n-vector method are not given as they are equivalent to those for the standard amplitude h 0 .
In the case of a pulsar being observed to glitch during the run (see Section 2.2) the methods take different approaches. For the Bayesian method it is assumed that any glitch may produce an unknown offset between the electromagnetically observed rotational phase and the gravitational-wave phase. Therefore, an additional phase offset is added to the signal model at the time of the glitch and this is included as a parameter to be estimated, while the gravitational-wave amplitude and orientation angles of the source (inclination and polarization) are assumed to remain fixed over the glitch. This is consistent with the analysis in Abbott et al. (2010) , although differs from the more recent analyses in Aasi et al. (2014) ; Abbott et al. (2017a) in which each inter-glitch period was treated semi-independently, i.e., independent phases and polarization angles were assumed for each inter-glitch period, but two-dimensional marginalized posterior distributions on the gravitational-wave amplitude and cosine of the inclination angle from data before a glitch was used as a prior on those parameters when analyzing data after the glitch. For both the F/G-statistic and 5n-vector methods, as already done in Aasi et al. (2014) ; Abbott et al. (2017a) , each inter-glitch period is analyzed independently, i.e., no parameters are assumed to be coherent over the glitch, and the resulting statistics are incoherently combined.
The prior probability distributions for the unknown signal parameters, as used for the Bayesian and 5n-vector methods, are described in Appendix B.
The 5n-vector method uses a description of the gravitational-wave signal based on the concept of polarization ellipse. The relation of the amplitude parameter H 0 used by the 5n-vector method with both the standard strain amplitude h 0 and the C 21 amplitude given in Equation (1) is described in Appendix E.
DATA
In this section we briefly detail both the gravitationalwave data that has been used in the searches, and the electromagnetic ephemerides for the selection of pulsars that have been included.
Gravitational-wave data
The data analyzed in this paper consists of that obtained by the two LIGO detectors (the LIGO Hanford Observatory, commonly abbreviated to LHO or H1, and the LIGO Livingston Observatory, abbreviated to LLO or L1) taken during their first (Abbott et al. 2016 ) and second observing runs (O1 & O2 respectively) in their advanced detector configurations (Aasi et al. 2015b ).
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Data from O1 between 2015 September 11 (with start times of 01:25:03 UTC and 18:29:03 UTC for LHO and LLO, respectively) and 2016 January 19 at 17:07:59 UTC has been used. The calibration of this data, and the frequency-dependent uncertainties on amplitude and phase over the run, is described in detail in Cahillane et al. (2017) . Over the course of the O1 run the calibration amplitude uncertainty was no larger than 5% and 10%, and the phase uncertainty was no larger than 3
• and 4
• , for LHO and LLO, respectively, over the frequency range ∼ 10 − 2000 Hz (these are derived from the 68% confidence levels given in Figure 11 of Cahillane et al. 2017) . All data flagged as in "science mode", i.e., when the detectors were operating in a stable state, and for which the calibration was behaving as expected, has been used. This gave a total of 79 d and 66 d observing time for LHO and LLO, respectively, equivalent to duty factors of 60% and 51%.
Data from O2 between 2016 November 30 at 16:00:00 UTC and 2017 August 25 at 22:00:00 UTC, for both LHO and LLO, have been used. An earlier version of the calibrated data for this observing run, and the uncertainty budget associated with it, is again described in Cahillane et al. (2017) . However, data with an updated calibration has been produced and used in this analysis, with this having an improved uncertainty budget (Cahillane et al. 2018) . Over the course of the O2 run the calibration amplitude uncertainty was no larger than 3% and 8%, and the phase uncertainty was no larger than 3
• , for LHO and LLO, respectively, over the frequency range of ∼ 10 − 2000 Hz. The data used in this analysis was post-processed to remove spurious jitter noise that affected detector sensitivity across a broad range of frequencies, particularly for data from LHO, and to remove some instrumental spectral lines (Davis et al. 2018; Driggers et al. 2018) .
The Virgo gravitational-wave detector (Acernese et al. 2015) was operating during the last 25 days of O2 (Abbott et al. 2017d ); however, due to its higher noise levels as compared to the LIGO detectors and the shorter observing time, Virgo data was not included in this analysis.
Pulsars
For this analysis we have gathered ephemerides for 222 pulsars based on radio, X-ray, and γ-ray observations. The observations have used the 42 ft telescope and Lovell telescope at Jodrell Bank (UK), the Mount Pleasant Observatory 26 m telescope (Australia), the Parkes radio telescope (Australia), the Nançay Decimetric Radio Telescope (France), the Molonglo Observatory Synthesis Telescope (Australia), the Arecibo Observatory (Puerto Rico), the Fermi Large Area Telescope (LAT), and the Neutron Star Interior Composition Explorer (NICER). As with the search in Abbott et al. (2017a) , the criteria for our selection of pulsars was that they have rotation frequencies greater than 10 Hz, so that they are within the frequency band of greatest sensitivity of the LIGO instruments, and for which the calibration is well characterized. There are in fact three pulsars with rotation frequencies just below 10 Hz that we include (PSRs J0117+5914, J1826−1256, and J2129+1210A), for two of these the spin-down limit was potentially within reach using our data.
The ephemerides have been created using pulse timeof-arrival observations that mainly overlapped with all, or some fraction of, the O1 and O2 observing periods (see Section 2.1), so the timing solutions should provide coherent phase models over and between the two runs. Of the 222, we have 168 for which the electromagnetic timings fully overlapped with the full O1 and O2 runs. There are 12 pulsars for which there is no overlap between electromagnetic observations and the O2 run. These include two pulsars, J1412+7922 (known as Calvera) and J1849−0001, for which we only have Xray timing observations from after O2 (Bogdanov et al. 2019) . For these we have made the reasonable assumption that timing models are coherent for our analysis and that no timing irregularities, such as glitches, are present.
In all previous searches a total of 271 pulsars had been searched for, with 167 of these being timed for this search. For the others sources ephemerides were not available to us for our current analysis. In particular, we do not have up-to-date ephemerides for many of the pulsars in the globular clusters 47 Tucanae and Terzan 5, or the interesting young X-ray pulsar J0537−6910.
Glitches
During the course of the O2 period five pulsars exhibited timing glitches. The Vela pulsar (J0835−4510) glitched on 2016 December 12 at 11:36 UTC (Palfreyman 2016; Palfreyman et al. 2018 ) and the Crab pulsar (J0534+2200) showed a small glitch on 2017 March 27 at around 22:04 UTC (Espinoza et al. 2011 ).
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PSR J1028−5819 glitched some time around 2017 May 29, with a best fit glitch time of 01:36 UTC. PSR J1718−3825 experienced a small glitch around 2017 July 2. PSR J0205+6449 experienced four glitches over the period between the start of O1 and end of O2, with glitch epochs of 2015 November 19, 2016 July 1, 2016 October 19, and 2017 May 27. Two of these glitches occurred in the period between O1 and O2, and as such any effect of the glitches on discrepancies between the electromagnetic and gravitational-wave phase would not be independently distinguishable, meaning effectively only three glitches need to be accounted for.
Distances and period derivatives
When calculating results of the searches in terms of the Q 22 mass quadrupole, fiducial ellipticity, or spindown limits (see Appendix A) we require the distances to the pulsars. For the majority of pulsars we use "best estimate" distances given in the ATNF Pulsar Catalogue (Manchester et al. 2005) .
5 In the majority of cases these are distances based on the observed dispersion measure and calculated using the Galactic electron density distribution model of Yao et al. (2017) , although others are based on parallax measurements, or inferred from associations with other objects or flux measurements. The distances used for each pulsar, and the reference for the value used, are given in Tables 1 and 2 .
The spin-down limits that we compare our results to (see Appendix A) require a value for the first period derivativeṖ , or equivalently frequency derivativeḟ , of the pulsar. The observed spin-down does not necessarily reflect the intrinsic spin-down of the pulsar as it can be contaminated by the relative motion of the pulsar with respect to the observer. This is particularly prevalent for MSPs, which have intrinsically small spin-downs that can be strongly effected, particularly if they are in the core of a globular cluster where significant intra-cluster accelerations can occur, or if they have a large transverse velocity with respect to the Solar System and/or are close (the "Shklovskii effect"; Shklovskii 1970 .) The spin-down can also be contaminated by the differential motion of the Solar System and pulsar due to their orbits around the Galaxy. For the non-globular cluster pulsars, if their proper motions and distances are well enough measured, then these effects can be corrected for to give the intrinsic period derivative (see, e.g., Damour & Taylor 1991) . For pulsars where the intrinsic period derivative is given in the literature we have used those values (see Tables 1 and 2 for the values and associated references). For further non-globular cluster pulsars for which a transverse velocity and distance is given in the ATNF Pulsar Catalogue, we correct the observed period derivative using the method in Damour & Taylor (1991) . In some cases the corrections lead to negative period derivative values, indicating that the true values are actually too small to be confidently constrained. For these cases Table 2 does not give a period derivative value or associated spin-down limit.
As was previously done in Abbott et al. (2017a) , for two globular cluster pulsars, J1823−3021A and J1824−2452A, we assume that the observed spin-down is not significantly contaminated by cluster effects following the discussions in Freire et al. (2011) and , respectively, so these values are used without any correction. For the other globular cluster pulsars, we again take the approach of Aasi et al. (2014) and Abbott et al. (2017a) and create proxy period derivative values by assuming the stars have characteristic ages of 10 9 years and braking indices of n = 5 (i.e., they are braked purely by gravitational radiation from the l = m = 2 mode). 
Orientation constraints
In Ng & Romani (2004) and Ng & Romani (2008) models are fitted to a selection of X-ray observations of pulsar wind nebulae, which are used to provide the orientations of the nebulae. In previous gravitationalwave searches (Abbott et al. 2008 (Abbott et al. , 2010 Aasi et al. 2014; Abbott et al. 2017a ) the assumption has been made that the orientation of the wind nebula is consistent with the orientation of its pulsar. In this work we will also follow this assumption and use the fits in (Ng & Romani 2008) as prior constraints on orientation (inclination angle ι and polarization angle ψ) for PSRs J0205+6449, J0534+2200, J0835−4510, J1952+3252, and J2229+6114. This is discussed in more detail in Appendix B. We refer to results based on these constraints as using restricted priors.
For each pulsar the results presented here are from analyses coherently combining the data from both the LIGO detectors. As described below, we see no strong evidence for a gravitational-wave signal from any pulsar, so we therefore cast our results in terms of upper limits on the gravitational-wave amplitude. These limits are subject to the uncertainties from the detector calibration as described in Section 2.1, as well as statistical uncertainties that are dependent on the particular analysis method used. For the Bayesian analysis, statistical uncertainties on the 95% credible upper limits are on the order of 1% (see Figure 12 of Pitkin et al. 2017) . For the 5n-vector method the statistical uncertainty on the upper limits is of the order of 1-5%, depending on the pulsar.
For all pulsars, we present the results of our analyses in terms of several quantities. For the searches including data at both once and twice the rotation frequency and searching for a signal from both the l = 2, m = 1, 2 modes we present the inferred limits on the C 21 and C 22 amplitude parameters given in Equations (1) and (2). For the searches looking only for emission from the l = m = 2 mode we present limits on the signal's gravitational-wave strain h 0 . For the Bayesian search these limits are 95% credible upper bounds derived from the posterior probability distributions. For the 5n-vector pipeline the upper limits are obtained with an hybrid frequentist/Bayesian approach, described in Appendix D, consisting in evaluating the posterior probability distribution of the signal amplitude H 0 , conditioned to the measured value of a detection statistic, and converting it to a 95% credible upper limit on h 0 or C 21 (see Section 1.3, Appendix E and Aasi et al. (2014) for more details.) Upper limits have been computed assuming both flat and, when information from electromagnetic observation is available, restricted priors on the polarization parameters, as detailed in Section 2.2.3 and Appendix B.
For the purely l = m = 2 mode search, we are able to convert these limits into equivalent limits on several derived quantities. In cases where we have an estimate for the pulsar distance (see Section 2.2 and Tables 1 and 2) h 0 can be converted directly into a limit on the Q 22 mass quadrupole (see Equation (A3)). Under the assumption of a fiducial principal moment of inertia of I fid zz = 10 38 kg m 2 this can also place a limit on the fiducial ellipticity ε. When we also have a reliable estimate of the intrinsic period derivative, the spin-down limit h sd 0 can be calculated (see Equation (A7)) and the ratio of the observed limits on h 0 to this value, h 95% 0 /h sd 0 , is shown (the square of this value gives the ratio of the limit on the gravitational-wave luminosity to the spindown luminosity of the pulsar).
For the Bayesian method, an odds value giving a ratio of probabilities is also calculated (the base-10 logarithm of which we denote as O, which is equivalent to log 10 O S/I from Abbott et al. 2017a) , where the numerator is the probability of the data being consistent with a coherent signal model in both detectors, and the denominator is the probability of an incoherent signal present in both detectors or Gaussian noise in one detector and a signal in the other or Gaussian noise being present in both detectors (see Appendix A.3 in Abbott et al. 2017a or Section 2.6 of Pitkin et al. 2017 for more details). These odds can be used to assess when the coherent signal model is favored by the data. The values of O for each pulsar are shown in Tables 1 and 2 , but in all cases the values are negative indicating no pulsars for which the coherent signal model is favored. Also, examination of the posteriors probability distributions for the amplitude parameters shows that none are significantly disjoint from the probability of the amplitude being zero.
In the 5n-vector search the significance of each analysis is expressed through a p-value, which is a measure of how compatible the data are with pure noise. It is obtained by empirically computing the noise-only distribution of the detection statistic, over an off-source region, and comparing it to the value of the detection statistic found in the actual analysis. Conventionally, a threshold of 0.01 on the p-value is used to identify potentially interesting candidates: pulsars for which the analysis provides a p-value smaller than the threshold would deserve a deeper study (see also Aasi et al. 2014; Abbott et al. 2017a ). The computed p-values are reported in Table 1 . For all the analyzed pulsars they are well above the threshold, suggesting that the data are fully compatible with noise.
For the F-/G-statistic method false alarm probabilities of obtaining the observed statistic values are calculated. They are derived assuming that for the F-statistic the 2F value has a χ 2 distribution with 4 degrees-offreedom (Jaranowski et al. 1998 ) and for the G-statistic the 2G value has a χ 2 distribution with 2 degrees-offreedom (Jaranowski & Królak 2010) . The false alarm probabilities reported in Table 1 are all close to unity and show no strong indication that the statistics deviate from their expected distributions.
The results for the 34 high-value targets are shown in Table 1 and the results for all the other pulsars are shown in Table 2 . The 95% credible upper limits on C 21 and C 22 for all 222 pulsars from the Bayesian analysis are shown as a function of the gravitational-wave emis-sion frequency in Figure 1 . Also shown are estimates of the expected sensitivity of the search given representative noise amplitude spectral densities from the O1 and O2 observing runs (see Appendix C for descriptions of how these were produced.) The 95% credible upper limits on h 0 for all 222 pulsars from the search purely for emission from the l = m = 2 mode are shown in Figure 2 . Figure 2 also shows spin-down limits on the emission as dark triangles, and in the cases where our observed upper limits surpass these the result is highlighted with a circular marker, and is linked to its associated spin-down limit with a vertical line. Figure 3 shows a histogram of the ratio h 95% 0 /h sd 0 from the Bayesian analysis for the l = m = 2 mode search, for pulsars where it was possible to calculate a spin-down limit. This shows 20 pulsars for which our results surpass the spin-down limit, and 53 for which the results are between one to ten times greater than h sd 0 . If we just look at MSPs then 41 are within a factor of ten of the spin-down limit.
7 The spin-down limits and the Q 22 and ε values assume a particular distance, intrinsic period derivative, and fiducial moment of inertia of 10 38 kg m 2 , but there can be considerable uncertainties on these values. For example, distances calculated using the Galactic electron density model of Yao et al. (2017) . We do not incorporate these uncertainties into the results we present here, but they should be kept in mind when interpreting the limits. 8 In the case of pulsar distances the references provided in Tables 1 and 2 should be consulted to provide an estimate of the associated uncertainty. These uncertainties dominate the few percent uncertainties arising from the calibration of the gravitational-wave detectors described in Section 2.1.
The h 95% 0
results from the Bayesian analysis, recast as limits on Q 22 and the fiducial ellipticity and assum-7 Based on our sample of pulsars with rotation frequencies greater than 10 Hz there is a clear distinction between the MSP and young (or normal) population based on a cut inṖ of 10 −17 s s −1 , i.e., we assume any pulsar with aṖ smaller than this is an MSP.
8 From Equations (A2), (A3), and (A7) it can be seen that fractional uncertainties on distance will scale directly into the uncertainties on ε, Q 22 and h sd 0 . Increasing the value of I fid zz will proportionally decrease the inferred ε value, and increase the inferred spin-down limit by a factor given by the square root of the fractional increase compared to the canonical moment of inertia.
ing the distances given in Tables 1 and 2 , are shown in Figure 4 .
Results highlights
For decades, two of the most intriguing targets in searches for gravitational waves from pulsars have been the Crab and Vela pulsars (J0534+2200 and J0835−4510, respectively), due to their large spin-down luminosities. The spin-down limit on gravitational-wave amplitude for these two pulsars, assuming emission from the l = m = 2 mode and with the phase precisely locked to the observed rotational phase, was surpassed using the initial LIGO and Virgo detectors in Abbott et al. (2008) and Abadie et al. (2011) , respectively. Using data from the O1 run, the spin-down limit has also been surpassed for these two pulsars in searches where the strict phase locking of the observed rotational phase and gravitational-wave phase was relaxed (Abbott et al. 2017b ).
9
For the Crab pulsar, this analysis finds an observed 95% limit of h for the F-statistic and 5n-vector analyses, respectively). This is 0.013 times the spin-down ratio, or, equivalently means that less than 0.017% of the available spindown luminosity is emitted via gravitational waves (see Equation (A5)). These limits are also well below less naïve spin-down limits that can be calculated by taking into account the power radiated electromagnetically or through particle acceleration (Ostriker & Gunn 1969; Palomba 2000) . As shown in Table 1 , slightly tighter constraints are possible if one assumes that the orientation of the pulsar matches that derived from the observed orientation of its pulsar wind nebula (see Section 2.2.3). The above h 0 upper limit corresponds to limits on Q 22 of 7.7×10 32 kg m 2 and an equivalent fiducial ellipticity of 1.0 × 10 −5 . This mass quadrupole is almost in the range of maximum allowable quadrupoles for standard neutron star equations of state (see discussion in Section 1.2 and Johnson-McDaniel & Owen 2013) .
Similarly, for the Vela pulsar, this analysis finds an observed 95% limit of h and 2.3 × 10 −25 for the F-statistic and 5n-vector analyses, respectively). This is 0.042 times the spin-down ratio, or, equivalently, means that less than 0.18% of the available spin-down luminosity is emitted via gravitational waves. The above h 0 upper limit corresponds to limits on Q 22 of 5.9 × 10 33 kg m 2 and an equivalent fiducial ellipticity of 7.6×10
−5 . Of all the pulsars in the analysis the one with the smallest upper limit on h 0 is PSR J1623−2631 (with a rotational frequency of 90.3 Hz and distance of 1.8 kpc), with h 95% 0 = 8.9×10
−27 . The pulsar with the smallest limit on the Q 22 mass quadrupole is PSR J0636+5129 (with a rotational frequency of 348.6 Hz and distance of 0.21 kpc), with Q 95% 22 of 4.5×10 29 , and an equivalent fiducial ellipticity limit of 5.8 × 10 −9 . These limits are only a factor of 3.4 above the pulsar's spin-down limit. Of the MSPs in our search (which, as above, we take as any pulsar withṖ < 10 −17 s/s), the one for which our limit is closest to the spin-down limit is J0711−6830 (with a rotational frequency of 182.1 Hz and distance of 0.11 kpc). It is within a factor of 1.3 of the spindown limit, with an observed upper limit of h 95% 0 = 1.5×10
−26 and derived limits on Q 22 and ellipticity of 9.3×10 29 kg m 2 and 1.2×10 −8 , respectively. 10 The upper bound on possible neutron star moments of inertia is roughly 3×10 38 kg m 2 , for which the fiducial spin-down limit could be increased a factor of √ 3 ≈ 1.7, which would be surpassed by our upper limit.
10 It is interesting to note that in Abbott et al. (2017a) PSR J0437−4715 was the MSP with an observed upper limit closest to its spin-down limit, being only a factor of 1.4 above that value, while J0711−6830 had a limit that was a factor of ∼ 20 above its spin-down limit. For J0437−4715, despite now having an improved upper limit on the gravitational-wave amplitude, the correction of the observed period derivative to the intrinsic period derivative has lowered the spin-down limit by roughly a factor of two. For J0711−6830 the distance estimated using the YMW16 Galactic electron density model (Yao et al. 2017 ) is about a factor of 9 closer than that estimated with the previously used NE2001 model (Cordes & Lazio 2002) . Similarly to Abbott et al. (2017a) , our most stringent limits on ellipticity for MSPs still imply limits on the internal toroidal magnetic field strength of 10 9 T (or 10 13 G) (applying Equation (2.4) of Cutler 2002, and assuming a superconducting core). The method in Mastrano & Melatos (2012) could also be applied to these results to constrain the ratio of the poloidal magnetic field energy to the total field energy.
For the searches that include the l = 2, m = 1 mode, the smallest upper limit on the C 21 amplitude is for PSR J1744−7619 (with a rotational frequency of 213.3 Hz), at C Tables 1 and 2 . Triangles show the limits based derived from each pulsar's observed spin-down. The diagonal lines show contours of equal characteristic age τ assuming braking is entirely through gravitational-wave emission. The distributions of these limits are also show in histogram form to the right of the figure, with the filled and unfilled histograms showing our observed limits and the spin-down limits, respectively. Table 2 . Values in parentheses are those produced using the restricted orientation priors described in Section 2.2.3. 1 The observedṖ has been corrected to account for the relative motion between the pulsar and observer.
2 For the Bayesian method this column show the base-10 logarithm of the Bayesian odds comparing a coherent signal model at both the l = 2, m = 1, 2 modes to incoherent signal models. For the F -/G-statistic method this column shows the false alarm probability for a signal just at the l = 2, m = 1 mode, assuming that the 2F value has a χ 2 distribution with 4 degrees-of-freedom and the 2G value has a χ 2 distribution with 2 degrees-of-freedom. For the 5n-vector method this column show the p-value for a search for a signal at just the l = 2, m = 1 mode, where the null hypothesis being tested is that the data is consistent with pure Gaussian noise. 3 This is the same a in 2 , but for all the methods the assumed signal model is from the l = m = 2 mode. 
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-3.0 -1.5 Table 2 continued Table 2 continued Table 2 continued References-The following is a list of references for pulsar distances and intrinsic period derivatives, and they should be consulted for information on the associated uncertainties on these quantities: (a) Arzoumanian et al. (2018) , ( 
1
The observedṖ has been corrected to account for the relative motion between the pulsar and observer.
2
The corrected pulsarṖ value is negative, so no value is given and no spin-down limit has been calculated.
3 This is a globular cluster pulsar for which a proxy period derivative has been derived assuming a characteristic age of 10 9
years and a braking index of n = 5.
DISCUSSION
In this paper we have used data from the first two observation runs of Advanced LIGO (O1 and O2) to update the upper limits on the gravitational-wave amplitude h 0 for emission from the l = m = 2 mass quadrupole for 167 pulsars. This compares to 271 results presented previously in Aasi et al. (2014) (using data from the initial runs of the LIGO (Abbott et al. 2009 ) and Virgo (Accadia et al. 2012) detectors, S1-6 and VSR1-4) and Abbott et al. (2017a) (using data from the first observing run, O1, of the advanced LIGO detectors Aasi et al. 2015b; Abbott et al. 2016) . New upper limits on h 0 have been set for a further 55 pulsars. Other than the results in Pitkin et al. (2015) , we have also presented the first comprehensive set of results for searches that also include the possibility of emission from the l = 2, m = 1 mode at the pulsar's rotation frequency. These are expressed as upper limits on two amplitude parameters C 21 and C 22 defined in Jones (2015) . We find no strong evidence for gravitational-wave emission from any pulsar in the searches purely for the l = m = 2 mode, or both the l = 2, m = 1, 2 modes.
Further analyses of this dataset are possible. For example, we have not presented any updated results regarding potential emission from non-tensorial polarization modes as performed in Abbott et al. (2018a) . In addition to this, the results from all pulsars could be combined in a way, such as that described in Pitkin et al. (2018) , to constrain the underlying pulsar ellipticity distribution and determine if the ensemble of all pulsar provides evidence for any gravitational-wave signal.
With the MSPs PSR J0636+5129 and J0711−6830 within a factor of ∼ 3 of their respective spin-down limits, the imminent third observing run of the advanced LIGO and Virgo detectors (O3) could allow us to surpass the spin-down limit for an MSP for the first time. This offers the intriguing possibility for signal detection from these extremely smooth objects, with spin-down derived ellipticities of a few 10 −9 . The O3 sensitivity could also bring the limits for the Crab pulsar into the range of mass quadrupoles allowed by reasonably standard neutron star equations of state.
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Software: Much of the analysis described in the paper was performed using the publicly available LALSuite library (LIGO Scientific Collaboration 2018). Production of many of the pulsar timing ephemerides used in this analysis were performed with Tempo 11 and Tempo2 (Hobbs et al. 2006) . Figures in this publication have be produced using Matplotlib (Hunter 2007 
where it is interesting to note that these are independent of the distance to the pulsar. For a triaxial source not rotating about a principal axis, and emitting via both the l = 2, m = 1 and the l = m = 2 quadrupole modes, the relations between the waveform amplitudes and phases given in Equations (1) and (2) and the source moment of inertia tensor components and Euler orientation angle θ are described in Section 3.1 of Jones (2015) . We will not repeat the relationships here, but note that how to convert between the two definitions is described in detail in the Appendix of Pitkin et al. (2015) .
B. PRIORS
In this section we will detail the prior probability distributions used on parameters by the Bayesian and 5n-vector analysis methods. The use of these priors for the Bayesian search is discussed in Pitkin et al. (2017) and the motivation behind some of the prior limits used are discussed in Jones (2015) and Pitkin et al. (2015) . For the 5n-vector pipeline, priors are set on signal initial phase φ 0 and polarization parameters, ψ, cos ι, in the computation of upper limits.
For the gravitational-wave specific orientation parameters for searches purely from the l = m = 2 mode, the following priors have been used.
12 The initial rotational phase of the pulsar at a given epoch φ 0 , the polarization angle ψ, and the cosine of the inclination angle cos ι have uniform priors 13 given by
For the Bayesian search, the prior on the gravitational-wave amplitude h 0 is given by a Fermi-Dirac-type probability distribution (see, e.g., that used in Middleton et al. 2016 ) described in Pitkin et al. (2017) , which has a flat region followed by an exponential decay region, but is non-zero for all positive values. This is parametrized by µ, which gives the value at which the distribution decays to 50% of its maximum value, and σ, which controls the width of the band over which the bulk of the decay happens. The band around µ over which the probability density falls from 97.5% to 2.5% of its peak value is given by µ ± 7.33µ/2r, where r = µ/σ. In our case we specify that this fall-off happens over a range that is 40% of the value of µ, so that r = 7.33/(2 × 0.4) = 9.1625. The value of µ is set by finding the value that produces a specific bound within which 95% of the probability is constrained (bounded by zero at the lower end) given the previous value of r. The specific bound is that based on the sensitivity for each pulsar (i.e., the 95% upper limits on h 0 , see Appendix C) that would have been expected if using data from the sixth LIGO science run, and fourth Virgo science run, scaled up by a factor of 25 to be conservative and make sure that the likelihood is well within the flat part of the prior distribution, while disfavoring arbitrarily large values.
14 For the searches that include both the l = 2, m = 1, 2 modes the phase and orientation angle priors have been given by
12 In the notation used here ∼ stands for "has the probability distribution of", and U (a, b) is a continuous uniform distribution with a constant probability 1/(b − a) for x ∈ [a, b].
13 The polarization angle ψ, and orientation angle ι, have a joint prior that is uniform over a sphere, with degeneracies when thinking purely in terms of the gravitational-wave waveforms described in Jones (2015) , but these can be re-parametrized to independent uniform priors if in terms of cos ι.
14 A discussion about a choice between a uniform prior and a uniform in logarithm prior, for the amplitude parameter is given in Appendix B of Isi et al. (2017) .
As discussed above, in the Bayesian method the priors on the amplitude parameters C 21 and C 22 have used FermiDirac probability distributions for which the parameters have been set in the same way as done for h 0 . However, in this case the sensitivity estimate used for h 0 is assumed to be valid for C 21 and C 22 , while in reality there are factors of a few differences. These differences are allowable given the scaling factor used, and the sensitivity improvements over S6.
In our searches we make use of the pulsar rotational phase parameters (frequency, frequency derivatives, sky location, proper motion, and Keplerian and relativistic binary system orbital parameters if relevant) derived from electromagnetic observation of pulse times-of-arrival. These parameters are obtained by fitting the phase model to the times-of-arrival using software such as Tempo2 Hobbs et al. (2006) to produce ephemeris files, and these fits include uncertainty estimates. In most cases, and where it is computationally feasible, for any combination of parameters in the ephemeris files that have been re-fit (i.e., a new estimate has been performed using data that matched the requirements of our search, such as being concurrent with the LIGO observing runs) we include a multivariate Gaussian prior in our analysis, for which the diagonal of the covariance matrix is derived from the uncertainties in the ephemeris file and taking them to be one standard deviation values. In the prior covariance matrix we assume no correlations between parameters except in two pairs of cases for pulsars in binary systems; for very low eccentricity systems (e < 0.001) with re-fitted uncertainties on both the time and angle of periastron, or with re-fitted values on the period and time derivative of the angle of periastron, the covariance matrix is set such as to make these pairs fully correlated.
As described in Abbott et al. (2010) ; Aasi et al. (2014) ; Abbott et al. (2017a) , there are some pulsars for which we can place tighter constraints on their orientation. In particular the inclination angle and polarization angle can be assumed to be measured by modelling X-ray observations of their surrounding pulsar wind nebulae (Ng & Romani 2004 . In this analysis, for PSRs J0205+6449, J0534+2200, J0835−4510, J1952+3252, and J2229+6114, in addition to a search using the above priors, we also perform parameter estimation using the restricted priors given in Table 3 of Abbott et al. (2017a) , based on values taken from Ng & Romani (2008) . In these cases the priors are on the inclination angle ι rather than its cosine. The prior probability distribution on ψ is a unimodal Gaussian, but that on ι is given by the sum of a pair of Gaussian distributions with different means, which is required to account for the fact that rotation direction of the stars are unknown (Jones 2015) .
C. SENSITIVITY ESTIMATES
Here we will describe the expected sensitivity of the Bayesian analysis in searches for signals purely from the l = m = 2 mode, and for coherent searches for signals at both the l = 2, m = 1, 2 modes. We define the expected sensitivity based on the observation time (T obs ) weighted noise power spectral density S n (f ) as a function of frequency f , such that for a single detector
where in our case h(f ) is the expected 95% credible upper limit on amplitude and D is an empirically derived scaling factor (similar to the sensitivity depth defined in Behnke et al. 2015) . When combining data from multiple detectors and observing runs, for which the power spectral densities will be different, we take the harmonic mean of the time weighted power spectral densities. For example, for a set of different noise power spectral densities S ni (f ) associated with observation times T obsi we would have
For a search for emission from the l = m = 2 mode, where the limit is on the gravitational-wave amplitude h 0 (see Equation (A1)) it was shown in Dupuis & Woan (2005) that D ≈ 10.8 ± 0.2, based on the simulations containing purely Gaussian noise with variance drawn from a known power spectral density, marginalised over orientations and averaged over the sky. If we instead take the median rather than the mean over a similar set of simulations, to suppress any outlier values, we find D ≈ 10.4 (see left-most panel of Figure 5 ), which is used here in producing the sensitivity curve in Figure 2 .
To estimate the sensitivity to the C 21 and C 22 amplitude parameters for a l = 2, m = 1, 2 mode search we have performed similar simulations to those described above. A search including both modes is not completely independent Figure 6 . The D scale factor for the C21 and C22 upper limits as a function of the power spectral density ratio between the data at equivalents of the rotation frequency and twice the rotation frequency.
for each mode as there are common orientation parameters. So, we also wanted to investigate whether the sensitivity at either amplitude is affected by the noise level at the other amplitude. We generated simulations consisting of independent Gaussian noise in two data streams; one equivalent to the data at the rotation frequency and another equivalent to the data at twice the rotation frequency. For the data stream at twice the rotation frequency the noise was always drawn from a Gaussian distribution with the same variance defined by a power spectral density of 10 −48 Hz −1/2 . For the data stream at the rotation frequency we created multiple sets of 500 instantiations where the noise was drawn from a Gaussian distribution with a variance defined by a power spectral density of 10 −48 x Hz −1/2 , where for each set of 500 x was a different factor between 0.1 and 10. The D scale factor from Equation (C10) for both the C 21 and C 22 amplitude upper limit for each set of 500 simulations and as a function of x is shown in Figure 6 . It can be seen that there is no obvious correlation between the power spectral density ratio x and the value of D, which suggests that the upper limits on the two amplitudes are actually largely independent.
We see from Figures 5 and 6 that the value of D used to estimate the sensitivity for C 21 is 19.9, and the value of D used to estimate the sensitivity for C 22 is 5.0. These values have been used when producing the sensitivity curves in Figure 1 .
D. MIXED BAYESIAN-FREQUENTIST UPPER LIMIT COMPUTATION FOR THE 5N -VECTOR METHOD
Given a measured value S * of a detection statistic S, the frequentist upper limit at a given confidence level α is defined as that value of signal amplitude h ul such that a signal with amplitude h 0 > h ul produces a value of the detection statistic bigger than S * in a fraction α of a large number of repeated experiments: P (S > S * |h 0 > h ul ) = α. Typically, the upper limit is computed using Neymans rule for the construction of confidence intervals (Neyman 1937 ). This classical frequentist upper limit has the following well-known and unpleasant feature: if the value of the detection statistic S * falls in the first 1-α quantile of its noise-only distribution the resulting upper limit is exactly zero. This behavior, although legitimate in the frequentist framework, poses a problem for instance when upper limits obtained in the analysis of datasets with different sensitivity are compared. It may happen that, due to a noise fluctuation, the upper limit set for the more noisy data is lower than that computed for the less noisy one. This kind of problem may happen also for Bayesian upper limits but it is exacerbated in the classical frequentist case.
The unwanted features of the classical Neymans construction have been overcome in the Feldman-Cousins unified approach where, using the freedom inherent in Neymans construction, a method to obtain a unified set of classical confidence intervals for computing both upper limits and two-sided confidence intervals has been obtained (Feldman & Cousins 1998) . The Feldman-Cousins approach sometimes is difficult to implement, and, similarly to the Neyman's approach, does not allow accounting for non-uniform prior distributions for nuisance parameters.
We have developed an alternative method for setting upper limits on signal amplitude which keeps the advantages of the frequentist approach, like the ease of implementation and computational speed while avoiding its problems. The basic idea is that of computing the posterior distribution of the signal amplitude conditioned to the measured value of the detection statistic. The main steps of the procedure can be summarized as follows.
We consider a set of possible signal amplitudes H 0 . For each amplitude we generate several signals with polarization parameters distributed according to given prior distributions and for each signal we compute the corresponding value of the detection statistic. Hence the probability distribution of the detection statistic, for the different signal amplitudes, can be built, see Figure 7 . For each distribution we determine the value corresponding to the measured detection statistic p(S * |H 0 ). By multiplying each value by the prior probability density of the signal amplitude, p(H 0 ) and normalizing we obtain the posterior probability distribution for the signal amplitude: p(H 0 |S * ) ∝ p(S * |H 0 )p(H 0 ), see Figure 8 .
We then calculate the cumulative probability distribution and obtain the amplitude value corresponding to a given probability, e.g. 0.95, see Figure 9 . This is the 95% credible upper limit.
E. AMPLITUDE CONVERSION FACTORS FOR THE 5N -VECTOR METHOD
The 5n-vector method uses a non-standard formalism to describe the gravitational-wave signal, based on the concept of polarization ellipse (Astone et al. 2010; Abadie et al. 2011; Aasi et al. 2014) . In this formalism the signal strain is given by the real part of h(t) = H 0 (H + e + + H × e × )e ı(ω0(t)t+Φ0) where ω 0 (t) is the signal angular frequency, e +/× are the two basis polarization tensors, Φ 0 the signal phase at the time t = 0, and the two complex amplitudes H + , H × are given by H + = cos 2ψ − ıη sin 2ψ 1 + η 2 , H × = sin 2ψ + ıη cos 2ψ
in which η ∈ [−1, 1] is the ratio of the polarization ellipse semi-minor to semi-major axis and the polarization angle ψ defines, as usual, the direction of the major axis with respect to the celestial parallel of the source (measured counterclockwise). The signal described by Equation (E12) is general, i.e., does not assume any specific emission mechanism by a spinning neutron star. Assuming a triaxial star spinning about a principal axis of inertia, the overall amplitude H 0 is related to the standard h 0 by h 0 = 2H 0 √ 1 + 6 cos 2 ι + cos 4 ι .
For the emission at the star's rotational frequency of the l = 2, m = 1 harmonic mode (see Equation (1)), the relation between H 0 and the amplitude C 21 is given by
