We propose new smoothed median and the Wilcoxon's rank sum test. As is pointed out by Maesono et al. [1] , some nonparametric discrete tests have a problem with their significance probability. Because of this problem, the selection of the median and the Wilcoxon's test can be biased too, however, we show new smoothed tests are free from the problem. Significance probabilities and local asymptotic powers of the new tests are studied, and we show that they inherit good properties of the discrete tests.
1 The median and the Wilcoxon's rank sum test
The median and the Wilcoxon's rank sum test
In this section, we introduce the median and the Wilcoxon's rank sum test statistic and their properties. Some numerical experiments on their power are studied and the problem about their p-values is brought up here.
Let us define that ψ(x) = 1 (x ≥ 0), = 0 (x < 0) and
There are various forms of the median test statistic, and here we define
where X = (X 1 , X 2 , · · · , X m )
T and Z denotes the sample median of {Z 1 , Z 2 , · · · , Z N }. We put Z = Z ((N +1)/2) if N is odd and Z = (Z (N/2) + Z ((N/2)+1) )/2 else where Z (1) < · · · < Z (N ) are the order statistics. The Wilcoxon's rank sum test statistic is given by
For observed values x = (x 1 , x 2 , · · · , x m )
T and y = (y 1 , y 2 , · · · , y n ) T , we put m = m(x, y) and w 2 = w 2 (x, y) which are the realized values of M and W 2 . If the p-value P 0 (M ≥ m) or P 0 (W 2 ≥ w 2 )
is small enough, we reject the null hypothesis H 0 . Here P 0 (·) denotes a probability under the null hypothesis H 0 .
As we can see easily, the median test only needs the number of the lower values than the combined median, and we can finish the observation when the median is obtained. If the data size is large or the tail of the distribution is heavy, it is possible to save much cost and time. However, not many statisticians take the great merit into account. We show the smoothed median test inherits the superiority in Section 3.1.
Local power
The median and the Wilcoxon's rank sum test are one of linear rank tests which are defined as follows The last term
is led as locally most powerful rank test in logistic case, and W 2 is equivalent to the test statistic U (Hájek et al. [2] ). The median test statistic is obtained by a m,n (u) = ψ(u − 1 2 (m + n + 1)), and so
M is asymptotically equivalent to the locally most powerful rank test statistic when the underlying distribution is the double exponential. Table 1 shows Pitman's asymptotic relative efficiencies (A.R.E.) of the combinations of the two-sample t-test T 2 , the median and the Wilcoxon's test. Pitman's A.R.E.s are given by a ratio of the values related to asymptotic local power of the two tests. We confirm that T 2 is the most powerful in normal case, M is in double exponential case and so on. Note that ARE(M |W 2 ) = 1.33 in the double exponential case. Nevertheless, the numerical weakness of the median test's power was reported. Freidlin & Gastwirth [3] shows the empirical local power of some twosample linear rank tests, and in their tables, the median test is inferior to the Wilcoxon's test even in the double exponential case.
We investigate their powers both theoretically and numerically in heavy tailed case. Table 2 shows Pitman's ARE(M |W 2 ) of T (2) (T distribution with 2 degrees of freedom), T (1) (Cauchy distribution) and T (1/2). Distribution's tail gets heavy in accordance with decrease in the degree, and we can prove the monotonic increase of ARE(M |W 2 ). Table 3 and 4 are the numerical results of the ratio of their empirical local power in the t distributions. We find that the power of the median test is rather stronger especially in T (1/2). If to obtain complete data needs much cost and time in such case, the median test has great superiority. 
Significance probability
We will show that the median test and the Wilcoxon's rank sum test have a problem with their significance probabilities. Maesono et al. [1] reports that the sign and the Wilcoxon's signed rank test can make 'distorted' statistical results, and this problem comes from their p-values' discreteness. The median and the Wilcoxon's test are also discrete, and we study their significance probabilities. Table 5 shows the ratio of frequency of exact p-value of W 2 smaller than that of M in the following tale area Ω α
where v 1−α is a (1 − α)th quantile of the standard normal distribution N (0, 1), and E 0 (·) and V 0 (·) stand for an expectation and a variance under H 0 , respectively. We count samples that an exact p-value of the test is smaller than the other in Ω α , and calculate the ratio of the frequency.
Because the values in Table 5 are larger than 1, we find that W 2 tends to have smaller p-value than M , and they can let us to use W 2 if we wants the small p-value. This comes from that the possible p-values of M are more sparse than W 2 like the sign and Wilcoxon's signed rank test as is discussed by Maesono et al. [1] .
In order to conquer the problem, we propose the smoothed median test M and the Wilcoxon's test W 2 . The discrete tests are distribution-free, but the smoothed tests are not. However, we can confirm that they are asymptotically distribution-free and their Pitman's efficiencies of them are the same.
1 U * m and U * n are random numbers from the discrete uniform distribution U * (5, 40) Hereafter, we assume that N is odd for the brevity, and we consider to make M smooth appropriately. A possible way is to define them as kernel type statistics, and we introduce a kernel distribution estimator first. The empirical distribution function of a population distribution function F is given by
Let k(u) be a kernel function which satisfies
and K(t) is an integral of k(t) s.t.
In this paper, we assume that the kernel k is a symmetric function around the origin. The kernel distribution estimator of F is given by
where h is a bandwidth which satisfies h → 0 (n → ∞).
The median test statistic is given by
where ψ * (x) = 1 (x > 0), = 0 (x ≤ 0), and we put M † as the second term. Applying the kernel smoothing to M † , we define the following smoothed test statistic
where K * is an integral of the kernel k * (t) which satisfies
and h is a bandwidth. In addition, we assume that A * 1,1 = 0 where
As we see easily from the definition, the smoothed median test does not need the values of the data larger than the combined median.
Remark 1
The above condition of k * is not tough, and we can easily construct the following simple polynomial type one k * (t) = (−6t + 4) I(0 < u < 1).
We can easily construct a kernel function which satisfies A * 1,1 = A * 2,1 = 0 too. It is not a problem that k * may take negative value, because M is test statistic.
Asymptotic properties
The median test statistic M † exactly follows the hypergeometric distribution HG(N, m, (N − 1)/2) under H 0 , and so we easily find that
Using the following joint distribution of Z and U (∈ {1, · · · , r}) which is the number of
under H 1 , Mood [4] obtains the following asymptotic expectation
where z θ,N stands for the median of the distribution G θ,N defined as
Then we find the following Pitman efficiency is given by
where z 0 is the median of the population distribution of F . Now, we clarify the difference of the asymptotics between the odd and even. If N is odd, the exact distribution of Z is given by
where β(·, ·) is the beta function. For an even number, the exact distribution is (Desu & Rodine [5] )
From the above, we have the following lemma.
Proof. The direct computation gives the result. See Appendices. Hereafter, we denote the l-th derivative of f by f (l) . About the Pitman's efficiency, we obtain the following result.
Theorem 1 Let us assume that f
(1) exists and is continuous at a neighborhood of both z 0 and z θ,N , and both f (z 0 ) and f (z θ,N ) are positive. In addition, we assume that
Proof. See Appendices.
Since the main term of M is a two-sample U statistic, it is easy to prove the following asymptotic normality.
Theorem 2 Let us assume that f
(1) exists and is continuous at a neighborhood of z 0 , and
where
Φ is the standard normal distribution function and ǫ is any positive number.
Proof. The evaluation of the difference between M and M † is the main, and the detail is in Appendices.
Note that the main terms of the asymptotic expectation and variance of M do not depend on F under H 0 .
Next, we study the local power of M , and obtain the following result.
Theorem 3 Under the same assumptions of Theorem 2.3 and that
is also the same.
Proof. See Appendices. 
The following moments of the Wilcoxon's test statistic W 2 are easy to obtain
and then we find the following Pitman efficiency
Using variable changes and the Taylor expansion, we obtain the following asymptotic expectation of W 2
Hereafter, we assume that h = o(N −1/2 ) or that A 1,1 = · · · = A 3,1 = 0 and h = o(N −1/4 ) in order to ignore the residual term. It is easy to obtain such kernels using Jones & Signorini [6] .
Further, it is easy to see that
Combining the above results, we can obtain the following result.
Theorem 4 Let us assume that f
(1) exists and is continuous at a neighborhood of both 0 and θ. Then, we have
Using the asymptotic results of two-sample U -statistics, we can obtain the following error bound of the normal approximation. 
Proof. We need the theory of edgeworth expansion of the two-sample Ustatistics. See Appendices.
In the same manner as the local power of M , we can obtain the power of W 2 , and find the following result.
Theorem 6
Under the assumptions of Theorem 3.1, we have
Simulation study
In this section, we compare the significance probabilities of M and W 2 by simulation because the distributions of them depend on F . For 100,000 times random samples from the standard normal distribution, we estimate the significance probabilities in the tale area
Similarly as Table 5 , Table 6 shows the ratio of the samples that the significance probability of W 2 is smaller than M . Here we use the exponential type kernel as introduced in Remark 2.6 in M , and the Epanechnikov kernel in W 2 . The both bandwidths are same, and h = N −1/4 / log N as we will explain later. Comparing Table 5 and 6, we can see that the differences of the p-values of M and W 2 is smaller than those of M and W 2 . Next we will compare the powers of the smoothed sign, the smoothed Wilcoxon's and the two-sample T -test. The Pitman's efficiency of the T -test is given by
2 U * m and U * n are random numbers from the discrete uniform distribution U * (5, 40)
In Table 7 and Table 8 , we also use the exponential type kernel, the Epanechnikov kernel and h = N −1/4 / log N which attains almost maximum order under the assumptions, to focus on the first orders of their local power. We simulate their power when θ = 0.1, 0.5 and the significance level α = 0.01, 0.05, based on 100,000 repetitions. In order to check the size condition, we also simulate the case θ = 0 in Table 9 . When the underlying distribution F is the heavytailed T -distributions, the simulation results show that the smoothed median test is superior than the other tests. When the underlying distribution F is the logistic, the simulation results show that the smoothed Wilcoxon's test is best. The student t-test is superior than others, when F is normal. These simulation studies coincide with the Pitman's A.R.E.s, and justify the continuation of the ordinal tests. Also all of the empirical sizes of the proposed smoothed tests is close to those of the significance levels, and we can conclude they are asymptotically nonparametric.
Remark 3
One possible way of choosing their bandwidths is to reduce the errors of the approximations. It is especially important to 'fix' the type I error in statistical testing, however there are no tradeoffs about the bandwidths in their normal approximations. Although the best h is as small as possible from the asymptotic result, 'smoothed' bootstrap method can give a numerical solution. Under the assumptions, there are no same values, and the appropriately smoothed resampling never returns 'ties' similarly. If we choose the squared loss at the significance level α, using L repetition, the best bandwidth of M is given by
⋆ is the lth test statistic given by {X
⋆,m+n is i.i.d. sample from smooth F estimated by the original {X 1 , · · · , X m }. The minimizer is not decided uniquely because the function is discrete, so we choose the middle. If L is enough large, the effect of choosing the middle is negligible.
As we confirmed in Table 9 , the normal approximation of p-values of W 2 is good enough, but that of M is not. To see improvement of the size condition of M , we do the numerical study, lastly. Using the standard normal density as the kernel function and cross-validated bandwidth, we obtain the resampled data, numerically optimal bandwidth and the results in Table 10 based on 100,000 repetitions. The bandwidth is calculated every time, using 1,000 resampled data sets. As we can see, the size conditions are improved and the numerical powers are also the same in these cases.
The kernel function does not affect much both theoretical and numerical result as same as the kernel density estimation under the assumption. The better choice of the bandwidths should be discussed more, but we postpone it for future work. [12] García-Soidán PH, González-Manteiga W, Prada-Sánchez J. Edgeworth expansions for nonparametric distribution estimation with applications. Journal of statistical planning and inference. 1997;65(2):213-231.
Appendices
Proof of Lemma 2.2 By the direct computation, we can find
we can obtain , to ignore the residual term. We utilize the following Bahadur representation (Bahadur [7] ) of the combined median Z under H 0
where z 0 is the median of F , F (N ) stands for the empirical distribution function of {Z 1 , · · · , Z N } and R N is the residual which satisfies R N = o P (N −3/4 log N ). By the following moment evaluation of the residual term of Z (Reiss [8] )
and
where κ l is the l-th moment of the standard normal distribution and B stands for the beta distribution Beta(N/2, N/2), we find
and E[R Using the stochastic expansion and the above results, we have
From the Bahadur representation, we can obtain where V
