Abstract. The l th partial barycentric subdivision is defined for a (d − 1)-dimensional simplicial complex ∆ and studied along with its combinatorial, geometric and algebraic aspects. We analyze the behavior of the f -and h-vector under the l th partial barycentric subdivision extending previous work of Brenti and Welker on the standard barycentric subdivision -the case l = 1. We discuss and provide properties of the transformation matrices sending the f -and h-vector of ∆ to the f -and h-vector of its l th partial barycentric subdivision. We conclude with open problems.
Introduction
For a (d − 1)-dimensional simplicial complex ∆ on the ground set V the barycentric subdivision sd(∆) of ∆ is the simplicial complex on the ground set V \ {∅} with simplices the flags A 0 ⊂ A 1 ⊂ · · · ⊂ A i of elements A j ∈ ∆ \ {∅}, 0 ≤ j ≤ i. For 1 ≤ l ≤ d, we define the l th partial barycentric subdivision of ∆. This is a geometric subdivision, in the sense of [8] , such that sd l−1 (∆) is a refinement of sd l (∆), sd d (∆) = ∆ and sd 1 (∆) = sd(∆). Roughly speaking, the l th partial barycentric subdivision arises when only the simplices of dimension ≥ l are barycentrically subdivided. In the paper, we provide a detailed analysis of the effect of the l th barycentric subdivision operation on the f -and h-vector of a simplicial complex. Most enumerative results will be related to refinements of permutation statistics for the symmetric group. Our results extend the results from [3] for the case l = 1. We refer the reader also to [4] and [7] for more detailed information in that case.
The paper is organized as follows. We start in Section 2 with geometric and combinatorial descriptions of the l th partial barycentric subdivision and its implications on the generators of the Stanley-Reisner ideal of the complex. In Section 3 we study the enumerative combinatorics of the l th partial barycentric subdivision. In particular, we relate in Lemma 3.1 and Theorem 3.4 the effect of the l th barycentric subdivision on the f -and h-vector of the simplicial complex ∆ to a permutation statistics refining the descent statistics. In Section 4 we analyze the transformation matrices sending the f -and h-vector of the simplicial complex ∆ to the corresponding vector for the l th barycentric subdivision. We show that both maps are diagonizable and provide the eigenvalue structure. Note that by general facts the two matrices are similar. The main result of this section, Theorem 4.10, shows that the eigenvector corresponding to the highest eigenvalue of the h-vector transformation can be chosen such that it is of the form (0, b 1 , . . . , b d−1 , 0) for strictly positive numbers b i , 1 ≤ i ≤ d − 1. In Section 5 we present some open problems. We ask for explicit descriptions of the eigenvectors and then shift the focus to the local h-vector which has been introduced by Stanley [8] . The local h-vector is a measure for the local effect of a subdivision operation. In particular, general results by Stanley, predict that the local h-vector for the l th partial barycentric subdivision is non-negative. For l = 1 the local h-vector was computed by Stanley in terms of the excedance statistics on derangements. We exhibit some computations and possible approaches to the local h-vector for the l th barycentric subdivision in general.
2. The l th partial barycentric subdivision 2.1. Geometric definition. We first give a geometric definition of the l th partial barycentric subdivision. For that we recall some basic facts about the reflection arrangement of the symmetric group
Hence the number of regions of B d is d!. We write R w,+ for the intersection of R w with R d ≥0 . It is easily seen that geometrically the closure of R w,+ is a simplicial cone. The intersection of the closures of the cones R w,+ , w ∈ S d , and the standard (d−1)-
This decomposition is called the barycentric subdivision of ∆ d−1 and is denoted by sd(∆ d−1 ). We are interested in a sequence sd
, of simplicial subdivisions of the simplex, which have the property that sd
Clearly R l w is a cone. We write R . Obviously, we have that sd
th partial barycentric subdivision is the complex sd l (∆) which is the subdivision of ∆ obtained by replacing each simplex by its l th partial subdivision. Roughly speaking this means that we cone all (k − 1)-faces of ∆ over their barycenters for all l ≤ k.
By construction the number of cones
Next, we want to get a better understanding of the facial structure of sd
We have already seen that the (d − 1)-dimensional faces are in bijection with the permutations in S l d . We turn this description into a description by combinatorial objects that are more suitable for studying all faces of sd l (∆ d−1 ). We identify a permutation w ∈ S Using this chain description, a 2-dim face of sd l (∆ 2 ) corresponding to w = 1 2 3 is either {1, 2, 3} for l = 3 or {1, 2} ⊂ {1, 2, 3} for l = 2 or {1} ⊂ {1, 2} ⊂ {1, 2, 3} for l = 1.
More generally, the (i − 1)-faces of sd l (∆) are indexed by chains
At the beginning of Section 3 we will further reformulate this description in terms of yet another combinatorial objects.
Geometrically, the face of sd
(ii) We have λ i > λ j if i ∈ A s and j ∈ A t for some 0 ≤ s < t ≤ r. 
and N is a minimal non-face of ∆ or |N | = 2.
Proof. If N ⊂ [n] and a minimal non-face of ∆, then we are done. Since two vertices of ∆ are connected by an edge in sd l (∆) if and only if they are connected by an edge in ∆ it follows that any subset of [n] that is a minimal non-face of sd l (∆) must be a minimal non-face of ∆. Now, suppose there exists at least one vertex b ∈ N \ [n] and |N | = 2. If |N | = 1 then N = {b} but b is a vertex and hence a face. This leads to a contradiction and we are left with the case |N | ≥ 2. Let F ∈ sd l (∆) be a facet such that b ∈ F . Then there exists at least one vertex v ∈ N \F , otherwise N is no more a non-face. But by construction the edge {b, v} is not an edge in sd l (∆). Thus {b j , v} ⊂ N from which {b j , v} = N follows. Now we have the following Proposition:
is generated by square free monomial ideals of degree at most l + 1.
Proof. Suppose there exists some generator u ∈ I sd l (∆) with degree strictly larger than l + 1. Then there exists a minimal non-face N ⊂ sd l (∆) such that |N | > l + 1. Thus by Lemma 2.1 it follows that N ⊂ [n]. But in sd l (∆), we have coned all faces F ⊆ [n] of dimension ≥ l over their barycenters. Thus there does not exist any non-face of dimension greater than l. Therefore, |N | ≤ l + 1, a contradiction.
f -vector and h-vector transformation
In this section we study the transformation maps sending the f -and h-vector of a simplicial complex ∆ to the f -and h-vector of the l th partial barycentric subdivision of ∆.
We consider set systems B = |B 0 |B 1 |...|B r | such that B 1 , . . . , B r = ∅ and B s ∩B t = ∅ for 0 ≤ s < t ≤ r. Despite the fact that B 0 can be empty we call such a system an ordered set partition. We write R(j, i, l) for the number of such ordered set partitions B = |B 0 |B 1 |...|B r | for which
and call R(j, i, l) the restricted Stirling number for the parameters j,i,l. For l = 0 by #(B 0 ∪ B 1 ) ≥ l + 1 = 1 it follows from B 1 = ∅ that B 0 = ∅. Hence r = i and |B 1 | · · · |B i | is a usual ordered set partition of the j-element set B 1 ∪ · · · ∪ B i into i (non-empty) blocks. Thus R(j, i, 0) = i!S(j, i), where S(i, j + 1) is the Stirling number of second kind.
Recall that the f -vector f
is the vector with its i
th entry f ∆ i counting the i-dimensional faces of ∆. Using this notation, we have the following lemma.
Then by (C2) we have i = #A 0 + r. We set j = #A r and assume without loss of generality that
Thus for any (
Next we study the transformation of the h-vector. Recall that the h-vector of a
, where x is some indeterminate. For a permutation σ ∈ S d we denoted by
its decent set and write des(σ) := # D(σ) for its number of descents. Following [3] for d ≥ 1 and integers i and j we denote by A(d, i, j) the number of permutations σ ∈ S d such that σ(1) = j and des(σ) = i. In particular,
In the sequel, we define a refinement of the preceding statistics suitable for the study of our h-vector transformation. By definition of S l d we have the following strictly increasing chain of subgroups:
, if i satisfies one of the following two conditions.
(
We write des l (σ) = |D l (σ)| for the number of l-descents of a permutation σ ∈ S 
The following is our first main result. The case l = 1 was treated in [3, Thm. 1].
with s 1 < · · · < s k its descent set. We define p σ be 0 if there is no s pσ ∈ [l] for which σ(s pσ ) > σ(l + 1) and to be the maximal number p σ ∈ [k] for which s pσ ∈ [l] and σ(s pσ ) > σ(l+1). Thus by definition of an l-descent any set S that can arise as the descent set of a permutation σ ∈ S l d is of the form S = {1, . . . , p, s p+1 , . . . , s k } for some 0 ≤ p σ < l ≤ s p + 1. We want to count
First, we count the possibilities to choose σ(s p+1 + 1), . . . , σ(d + 1). In this range a descent is just a usual descent and we have
Having done this we are left with s p+1 elements that we have to arrange accordingly. Let U be this set of elements. Let us consider the options for σ(l + 1). In order to create no descent in the range of l + 1 and s p+1 − 1 there have to be at least s p+1 − (l + 1) elements larger than σ(l + 1). Hence there can be at most l elements smaller than σ(l + 1). In order to create no descent between σ(i) and σ(l + 1) for some p < i < l + 1 there must be at least l − p elements smaller than σ(l + 1). Hence σ(l + 1) can only range from the (l + 1 − p) th element of U to the (l + 1) st element of U. Let l + 1 − p ≤ i ≤ l + 1 and assume σ(l + 1) is the i th element of U. Then in order to fix the permutation σ we have to fix s p+1 − (l + 1) element larger than σ(l + 1) that will become the images of σ(l + 2), . . . , σ(s p+1 ) in increasing order. For that we have
possibilities. Using l + 1 ≤ s p+1 we obtain:
For a fixed sequence s 1 < · · · < s k = j for which s 1 = 1, . . . , s p = p and s p+1 ≥ l+1 we set B 0 = [s p ] for p ≥ 1 and B 0 = ∅ for p = 0. Also, we set
For notational convenience we set s 0 = 0. So for r = k − p,
counts the number of B = |B 0 |B 1 |...|B r | of [j] satisfying (P1) -(P3). Therefore (1) equals R(j, k, l).
Using this result we have,
This completes the proof.
We note that since for a (d − 1)-dimensional simplicial complex ∆ and l ≤ d − 1 the subdivision operation sd l (•) is non-trivial in top-dimension it follows from Theorem 5.5. from [4] that iterated application of sd l (•) will lead to a convergence phenomenon for the f -vector. More precisely, for a (
one root of f (n) (t) will go to −∞ and the others converge to complex numbers independent of ∆. This phenomenon was fist observed in [3, Thm. 4.2] for the special case of classical barycentric subdivision sd 1 (•). In addition, in [3, Thm. 3.1] it is shown that for l = 1 the polynomial f (1) (t) has only real roots. Simple examples show that this is not the case for general l.
The Transformation Matrices
For a (d−1)-dimensional simplicial complex ∆ we denote by
the matrix of the linear transformation that sends the h-vector of ∆ to the h-vector of sd(∆) and 
and the sum of all entries of each column is given by:
The next simple lemma gives an explicit formula for H 
and hence
Proof. We will prove it by describing the entries of an arbitrary column. Let 
Proof. Let us denote by
Since σ (1) Therefore, the number of l-descents of ϕ(σ) is d − i. This completes the proof since ϕ is clearly a bijection.
Proof. For the sake of short notation, within the proof we say descent for corresponding l-descent and "ˆ" means that the entry is missing in the permutation. We define a map i.e we change the position of σ(p + 1) from p + 1 to l + 1. It is easy to see that ψ(σ) is a permutation for which p is the number of descents in the first l position and i − p descents in the remaining position with ψ(σ)
For the proof of the strict inequality in (2) it suffices to find at least one element σ ∈ S As a consequence of Theorem 3.4 and Proposition 4.4 we can deduce a result on the growth of the h-vector under l th partial barycentric subdivision. Proof.
• Since the transformation sending the f -vector of a simplicial complex to the h-vector of a simplicial complex is an invertible linear transformation, the first assertion follows.
Open Problems
In this section we discuss some of the open problems related to the above work. we were able to deduce its non-negativity in Theorem 4.10 (4) but were not able to give more structural results or even provide an explicit description. By [4] when applying l th partial barycentric subdivision iteratively the limiting behavior of the h-vector is determined by this eigenvector, in a sense specified in [4] . Hence some information can be read off from [4] nevertheless complete information about that eigenvector would be desirable. 
