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Résumé
Nous déterminons « l’ensemble basique canonique » B pour les algèbres de Hecke de type Dn.
Cet ensemble, défini par Geck et Rouquier dans [Modular Representation Theory of Finite Groups
(Charlottesville, VA, 1998), de Gruyter, Berlin, 2001, pp. 211–221] à l’aide de la a-fonction de
Lusztig, fournit une paramétrisation des modules simples pour les algèbres de Hecke à paramètres
égaux dans le cas modulaire.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Soit W un groupe de Weyl fini (ou, plus généralement, un groupe de Weyl étendu). Soit
H l’algèbre de Iwahori–Hecke correspondante, définie sur l’anneau A := Z[v, v−1] où v
est une indéterminée et u= v2.
Soit K , le corps des fractions de A et soit HK := K ⊗A H . Suivant [15], c’est une
algèbre semi-simple déployée. On considère maintenant une spécialisation θ :A→ k où k
est un corps et q := θ(u) est une racine de l’unité d’ordre e telle que Hk := k ⊗A H n’est
plus semi-simple. On a alors une « matrice de décomposition » Dθ . Dans [11] (pour le cas
des groupes de Weyl) et dans [12] (pour le cas des groupes de Weyl étendus), M. Geck
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Où on rappelle que les lignes (respectivement les colonnes) de Dθ sont indexées par
Irr(HK) (respectivement Irr(Hk)).
Dans [14], en utilisant la base de Kazhdan–Lusztig de H et des propriétés de la
a-fonction introduite par Lusztig, M. Geck et R. Rouquier ont montré qu’il existe une
partie « canonique » B ⊂ Irr(HK) en bijection avec Irr(Hk) et telle que la sous-matrice de
Dθ formée sur les lignes de B soit unitriangulaire. Cet ensemble B nous fournit ainsi une
paramétrisation de Irr(Hk).
Il serait très intéressant de déterminer l’ensemble B pour tout groupe de Weyl W et pour
toute spécialisation θ .
Le seul cas entièrement résolu est celui où W est de type An−1 ; voir [11, Exemple 3.5]
(la démonstration utilise des résultats de Dipper et James [7]). Pour le cas où W est de
type Dn, M. Geck a montré que le problème se réduit à l’étude d’une algèbre de Iwahori–
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où u= v2. C’est une algèbre avec générateurs {Ts | s ∈ S} où S = {σ, s1, s2, . . . , sn−1} et
relations :
(Tσ − 1)(Tσ + 1)= 0, (Tsi − u)(Tsi + 1)= 0 (i  1),
Tσ Ts1TσTs1 = Ts1TσTs1Tσ , Tsi Tsj = Tsj Tsi (j  i + 2),
Tsi Tsi−1Tsi = Tsi−1Tsi Tsi−1 (2 i  n− 1).
(Cette algèbre peut être vue comme une algèbre étendue de type Dn, voir [12].)
En spécialisant cette algèbre par θ(u) = q , racine de l’unité d’ordre e, on obtient une
algèbre non semi-simple en général. S. Ariki et A. Mathas [3] et S. Ariki [1] ont obtenu
une paramétrisation de l’ensemble Irr(Hk) par certaines bipartitions appelées bipartitions
Kleshchev et, pour le cas e impair, M. Geck a montré que cette paramétrisation correspond
à celle de B. Lorsque e est pair, comme noté dans [12, Example 6.7], ce résultat ne peut
pas se généraliser.
Le résultat principal de cet article, le Théorème 4.5, donne une description explicite
de l’ensemble B associé à H lorsque e est pair. Ceci implique une certaine classe de
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dans [10].1
Comme conséquence, ce résultat nous permettra de déterminer B pour le type Dn
(Corollaire 5.2) et ainsi de donner une paramétrisation des modules simples pour les
algèbres de Hecke de type Dn non semi-simple à un paramètre.
Dans la deuxième partie, nous rappellerons brièvement les résultats obtenus par Dipper–
James, Ariki–Mathas, Geck–Rouquier et Foda–Leclerc–Okado–Thibon–Welsh concernant
les représentations irréductibles des algèbres de Hecke de type Bn avec diagramme
comme ci-dessus. Nous donnerons ensuite quelques propriétés sur les a-fonctions de
Lusztig ainsi que sur les classes de bipartitions impliquées dans B. La quatrième partie
contient le théorème principal de cet article. Dans la cinquième partie, nous expliquerons
les conséquences de ce résultat sur la classification des représentations modulaires des
algèbres de Hecke de type Dn.
2. Préliminaires
Nous donnons ici les résultats et les définitions nécessaires à la démonstration du
théorème principal.
2.1. Nombres de décomposition
Dans cette sous-section, nous énonçons quelques résultats concernant la matrice de
décomposition d’une algèbre de Iwahori–Hecke H quelconque. On garde ici les notations
adoptées dans l’introduction.
Soient R(HK) et R(Hk) les groupes de Grothendieck des modules de type fini sur HK
et Hk . On a une application de décomposition bien définie de R(HK) vers R(Hk) par :




Suivant M. Geck et R. Rouquier [14], notons {Cw}w∈W la base de Kazhdan–Lusztig de
H et a :W →N∗ la a-fonction de Lusztig, on peut associer à chaque module simple M de
Hk ou de HK des a-fonctions de Lusztig définies par :
aM :=max
{
i  0 | CwM = 0 pour un w ∈W avec a(w)= i
}
.
Et on a la propriété suivante (voir [11, Théorème 3.3]) :
dV,M = 0 ⇒ aM  aV .
SoitO ⊂K , un anneau de valuation de corps résiduel k convenablement choisi (voir [14]).
On définit la partie B ⊂ Irr(HK) en bijection avec Irr(Hk) grâce au théorème suivant :
1 Nous remercions B. Leclerc et H. Miyachi pour avoir porté notre attention sur cet article.
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indécomposable qui est une couverture projective de M (voir [5, Section 6C]). Alors il
existe un unique HK -module simple VM tel que aM = aVM et tel que :[
P(M)K




L’application M → VM est injective et donc la partie B := {VM |M ∈ Irr(Hk)} est en
bijection avec Irr(Hk).
Ce résultat prouve que la matrice de décomposition de H a une forme unitriangulaire.
Nous utiliserons cette caractérisation de B dans la cinquième partie.
2.2. Modules simples des algèbres de Hecke de type Bn à paramètres {1, u}
Dans la suite de l’article, on se place dans le cas où (W,S) est un groupe de Coxeter de
type Bn avec S = {σ, s1, s2, . . . , sn−1}. Soit H l’algèbre de Iwahori–Hecke correspondante
avec paramètres spécifiés dans l’introduction.
Soit K := C(v) et HK :=K ⊗A H . C’est une algèbre de Hecke semi-simple déployée
(voir [15] et [13, Section 7.4]) et ses modules irréductibles ont une paramétrisation




∣∣ (λ,µ) ∈Λ, |λ| + |µ| = n}.
De plus, pour (λ,µ) ∈Λ, Dipper, James et Murphy ont construit un module de Specht
S(λ,µ), défini sur l’anneau A et vérifiant S(λ,µ)K  V (λ,µ) (voir [9]).
Considérons maintenant une spécialisation θ :A→ C tel que θ(u) = q est une racine
de l’unité d’ordre e. Soit HC l’algèbre de Hecke correspondante, elle peut être vue comme
une algèbre cyclotomique de type G(2,1, n) à paramètre {q,1,−1}. Nous donnons ici
les différentes paramétrisations de Irr(HC) obtenues par Ariki–Mathas et Foda–Leclerc–
Okado–Thibon–Welsh.
Chaque module de Specht S(λ,µ)
C
possède une HC-forme bilinéaire naturelle et un
radical associé noté rad(S(λ,µ)
C





forment l’ensemble des modules simples de HC.
S. Ariki et A. Mathas (voir [1,3]) ont montré que les modules D(λ,µ) non nuls sont
indexés par une certaine classe de bipartitions appelée bipartitions Kleshchev.




∣∣ (λ,µ) ∈Λ0, |λ| + |µ| = n}.
Si e est impair, les bipartitions Kleshchev correspondent à l’ensemble des bipartitions
(λ,µ) où λ et µ sont des partitions e-réguli (voir [8]).
Si e est pair, la définition est plus compliquée et donnée de façon récursive (voir [1]
pour plus de détails). Dans ce cas, Foda–Leclerc–Okado–Thibon–Welsh ont donné une
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de définir ces bipartitions, introduisons quelques définitions :
Soit λ = (λ(1), λ(2)) une bipartition de n avec λ(1) = (λ(1)1 , . . . , λ(1)p ) et λ(2) =
(λ
(2)
1 , . . . , λ
(2)
p ) (où λ(1)1  λ(1)2  · · · λ(1)p et λ(2)1  λ(2)2  · · · λ(2)p ). Soit Tλ le tableau
de Young associé à cette bipartition. Soit η une boîte de Tλ, on notera η = (a, b, c) si η se
trouve sur la bième colonne de λ(c)a .







On a ici η= (1,3,2).
Soit η= (a, b, c) une boîte de Tλ, on définit le résidu de η par :
res(η)= b− a (mod e) si c= 1,
res(η)= b− a + e
2
(mod e) si c= 2.
Exemple. Pour (λ,µ)= (4.2,3.1) et e= 4
T(λ,µ) =
(






On définit alors la classe de bipartition suivante :
Définition 2.2 (Foda–Leclerc–Okado–Thibon–Welsh [10]). Soit (α,β) une bipartition de
n avec α = (α1, . . . , αm) et β = (β1, . . . , βm) et αm = 0 ou βm = 0. On dit que (α,β) est
une a-bipartition si et seulement si :
(1) (α,β) est cylindrique c’est à dire : αi  βi+e/2 et βi  αi+e/2 pour tout i > 0.
(2) Pour tout k > 0, l’ensemble des résidus des boîtes de la forme (a, k, c) avec λ(c)a = k
est strictement inclus dans {0,1, . . . , e− 1}.
On notera Λ1 l’ensemble des a-bipartitions.
Exemple. Soit (λ,µ) = (1.1.1,2.1) et e = 4, alors la condition (1) de a-bipartition est








612 N. Jacon / Journal of Algebra 274 (2004) 607–628Si on considère les boîtes (a,1, c) avec λ(c)a = 1, on voit que l’ensemble de leurs résidus
est {0,1,2,3}. Donc la condition (2) n’est pas vérifiée et (λ,µ) n’est pas une a-bipartition.
Dans le cas e pair, Foda–Leclerc–Okado–Thibon–Welsh ont montré que ces bipartitions
sont en bijection avec les bipartitions Kleshchev. Notons (˜λ,µ) ∈Λ0 l’image de (λ,µ) ∈




∣∣ (λ,µ) ∈Λ1, |λ| + |µ| = n}.
Ce sont ces bipartitions qui vont paramétrer l’ensemble B pour le type Bn avec le
diagramme de l’introduction. Pour la démonstration de cette propriété, nous nous servirons
seulement du fait que le nombre de bipartitions Kleshchev de degré n est égale au nombre
de a-bipartitions de degré n.
Exemple. Pour e= 4 et n= 3, on a :
Λ0 =
{
(2,1), (3,∅), (1,2), (1,1.1), (2.1,∅), (∅,2.1), (1.1,1), (1.1.1,∅)},
Λ1 =
{
(3,∅), (∅,3), (1,2), (2,1), (2.1,∅), (∅,2.1), (1.1,1), (1,1.1)}.
2.3. Espace de Fock
Considérons l’espace de Fock Fe avec e pair, c’est un Q-espace vectoriel avec base
donnée par l’ensemble Λ des bipartitions. Chaque bipartition (λ,µ) de Fe s’identifie à un
module de Specht S(λ,µ).
Soit G(A(1)e−1) l’algèbre de Kac–Moody de type A(1)e−1 générée par les éléments ei , fi , hi
et d pour i ∈ {0,1, . . . , e− 1}. Alors Fe possède une structure de G(A(1)e−1)-module (voir









où W0 est le nombre de 0-boîtes et Ni est le nombre de i-boîtes supprimables.
Les opérateurs fi et ei correspondent aux opérateurs de i-induction et de i-restriction.
Date–Jimbo–Kuniba–Miwa–Okado ont montré que le G(A(1)e−1)-moduleU engendré par
(∅,∅) est un G(A(1)e−1) module irréductible de plus haut poids (voir [6]). De plus, une base





où µ ∈Λ0, où les dλ,µ sont les nombres de décomposition de l’algèbre de Hecke de type
Bn et ◗ l’ordre de dominance usuel (voir [3]).
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projectifs indécomposables.
Pour le cas e pair, nous allons par la suite définir un ensemble {A(λ) | λ ∈Λ1} formant
une base de U et ramener le problème de trouver les bipartitions de a-fonction minimale
dans le développement des G(µ) à celui de trouver les bipartitions de a-fonction minimale
dans le développement des A(λ¯) pour λ ∈Λ1.
3. a-fonction de Lusztig
Dans la suite de l’article, on posera e pair.
Dans cette partie, nous introduisons quelques notations et donnons la définition de la
a-fonction pour le type Bn avec diagramme spécifié dans l’introduction.
3.1. Définitions et propriétés
La a-fonction pour le type Bn à paramètre {1, u} (avec diagramme donné dans
l’introduction) se définit sur les bipartitions de n. Nous allons ici étendre cette définition
aux bicompositions de n.
On suit ici [13, Section 6.4]. Soit donc (α,β) une bicomposition de n avec αm = 0 ou
βm = 0. On considère la collection d’éléments (αi+m− i)i=1,...,m et (βj +m− j)j=1,...,m
que l’on écrit dans l’ordre décroissant :
γ1  γ2  · · · γ2m,
avec la convention suivante : si γi1 = γi2 et i1 < i2 alors la part de (α,β) associée à γi2 est
plus petite ou égale à celle associée à γi1 .











La partition γ := (γ1, γ2, . . . , γ2m) sera appelée a-collection associée à (α,β). Notons
que, quitte à prendre m suffisamment grand, on pourra toujours supposer que deux
bicompositions de même degré ont des a-collections de même degré.
Si (α,β) est une bicomposition de n, on a un tableau associé. On peut donc étendre la
notion de résidus sur ces bicompositions grâce à la même définition (voir Section 2.2). Les
boîtes ηj = (j,αj ,1) pour j = 1, . . . ,m et αj = 0 et η′i = (i, βi,2) pour i = 1, . . . ,m et
βi = 0 seront appelées les boîtes de la frontière de (α,β).
Exemple. Pour (α,β)= (2.3.1,5.3) et e= 4
T(α,β) =
 0 13 0 1
2
,
2 3 0 1 2
1 2 3
 .
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Remarquons maintenant que la définition de la a-collection permet de définir un ordre
sur les éléments de la frontière de (α,β) :
Soient ξ1 et ξ2, deux éléments de la frontière de (α,β), γi1 et γi2 les deux éléments de
la a-collection associée aux deux parts où se trouvent ξ1 et ξ2. On dira que ξ1 est au-dessus
de ξ2 si γi1 > γi2 ou si γi1 = γi2 et que la part sur laquelle se trouve ξ1 est strictement plus
grande que la part sur laquelle se trouve ξ2.
Remarquons que cet ordre est différent de celui donné dans [1] pour définir les
bipartitions Kleshchev.
Exemple. Pour (α,β)= (2.3.1,5.3) et e= 4
 ξ1 ξ2 ,
 .
ξ2 est ici au dessus de ξ1.
Rappelons maintenant l’ordre de dominance sur les partitions de l ∈N :
Soient λ= (λ1, . . . , λr ) et µ= (µ1, . . . ,µr) des bipartitions de l, on dit que µ domine







On a maintenant la proposition suivante :
Proposition 3.1. Soient (α,β) et (α′, β ′) des bicompositions de n, γ et γ ′ les a-collections
associées de même degré. Si γ ◗ γ ′, alors a(α,β) a(α′, β ′), avec égalité si et seulement
si γ = γ ′.









































D’où a(α,β) < a(α′, β ′). ✷
Nous allons maintenant donner quelques propriétés combinatoires concernant les
a-bipartitions.
3.2. a-suites de résidus
Introduisons tout d’abord quelques définitions :
Soit (λ,µ) une bipartition de n et soit T(λ,µ) le tableau de Young associé. Si T(λ,µ) =
T(λ′,µ′) ∪ {γ } et si res(γ ) = i , on dit que γ est une i-boîte supprimable de (λ,µ) ou une
i-boîte ajoutable de (λ′,µ′).
Les lemmes suivants vont nous permettre de définir des suites de résidus associées
aux a-bipartitions. Ceci va nous permettre de prouver que les a-bipartitions indexent les
éléments de B pour le type Bn à paramètres {1, u}.
Lemme 3.2. Soit (α(1), α(2)) une a-bipartition et soit γ sa a-collection. On considère ξ1
la plus haute boîte supprimable de (α(1), α(2)) selon l’ordre induit par γ (en fait, on a
a priori deux choix possibles pour ξ1).
On suppose que ξ1 est sur une part α(i1)j1 et que son résidu est k1. Alors, si ξ2 est une




+m− j1 − 1 > α(i2)j2 +m− j2.
Preuve. Si i1 = i2. Comme α(i1) est e-régulière et ξ1 est supprimable, il n’y a pas de boîtes
de résidu k1 − 1 sur la frontière d’une part α(i1)k , avec α(i1)k = α(i1)j1 . Comme ξ1 est la plus








+m− j1 − 1 > α(i2)j2 +m− j2.
Si i1 = i2. Notons ξ3 la plus haute boîte supprimable de α(i2), associée à une part α(i2)j3 .




+m− j1  α(i2)j3 +m− j3. (1)




+m− j1 − 1 α(i2)j2 +m− j2. (2)




− j1︸ ︷︷ ︸
k1 (mod e)













Par (2), on a t  0.
Remarquons que l’on a nécessairement α(i2)j2 = α
(i2)
j3
. En effet, comme ξ3 est suppri-
mable et comme α(i1)j1 − j1  α
(i2)
j3
− j3, on a α(i2)j2  α
(i2)
j3
et comme ξ3 est la plus haute




Considérons maintenant deux cas :




− j2 − e2 − e α
(i2)
j2
− j2 − e2 + te α
(i2)
j3
− j3 − 1.
Comme α(i2)j2 = α
(i2)
j3
, il suit :
j3 − j2  3e2 − 1 e.
Mais alors α(i2) n’est pas e-régulière ce qui est absurde.
• Si t = 0, on a, par (3), α(i1) − j1 − 1 = α(i2) − j2 − e/2, alors :j1 j2
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(i2)
j2
, on obtient j1 − j2 = e/2− 1. Considérons les résidus associés aux
boîtes de la frontière des parts de longueur α(i1)j1 :




pour α(i2)j2 : k1 − 1, k1 − 2, . . . , k1 − 1−
e
2
+ 1= k1 + e2 (mod e).
Ceci contredit la condition (2) des a-bipartitions.












On obtient α(i1)j1 > α
(i2)
1 avec j1  e/2+ 1 ce qui contredit la condition (1) des
a-bipartitions.
◦ Si α(i1)j1 < α
(i2)
j2




− j2 − e2  α
(i2)
j3
− j3 − 1.
D’où j3 − j2  e/2− 1 et comme α(i2)j3 > α
(i1)
1 , la condition (1) des a-bipartitions




− j1 + (j3 − j2)= α(i2)j2 − j2.




− j1 = α(i2)j3 − j3.
Alors, selon l’ordre induit par la a-collection, comme α(i2)j3 > α
(i1)
j1
, ξ3 est plus haute
que ξ1. Comme ξ3 est supprimable, c’est une contradiction. ✷
Lemme 3.3. Soit (α(1), α(2)) une a-bipartition et soit γ sa a-collection. On considère ξ1
la plus haute boîte supprimable de (α(1), α(2)) selon l’ordre induit par γ comme dans le
lemme précédent.
Soient ξ1, ξ2, . . . , ξr les k1-boîtes supprimables de la frontière de (α(1), α(2)), associées
aux éléments de γ : γi1 , γi2 ,. . . , γir .
On considère ηs la plus haute (k1 −1)-boîte de la frontière de (α(1), α(2)) (supprimable
ou non supprimable) associée à γs .
Soient (α′(1), α′(2)) la bipartition obtenue en supprimant les boîtes ξj vérifiant γij >
γs+1. Alors (α′(1), α′(2)) est une a-bipartition de degré strictement inférieur à (α(1), α(2)).
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γi1 − 1 > γs.
Donc le degré de (α′(1), α′(2)) est bien strictement inférieur à celui de (α(1), α(2)).
Vérifions maintenant les 2 propriétés des a-bipartitions pour (α′(1), α′(2)) :
(1) Il suffit de vérifier que si α(1)i = α(2)i+e/2 et que l’on enlève une boîte à α(1)i pour obtenir
(α′(1), α′(2)), on enlève une boîte à α(2)i+e/2.
Soit ξp la boîte sur la frontière de α(1)i de résidu k1. On suppose que ξp est supprimable
et que si η est une (k1 − 1)-boîte sur la frontière d’une part α(l)j , on a :
α
(1)
i − i − 1> α(l)j − j.
Supposons donc α(1)i = α(2)i+e/2. Notons ξp′ la boîte sur la frontière de α(2)i+e/2. Cette boîte
a pour résidu :







= α(1)i − i = k1 (mod e).
De plus, ξp′ est une boîte supprimable, sinon, on a α(1)i+1 < α
(2)
i+e/2+1 qui contredit la
condition (1) de a-bipartition.








− 1> α(l)j − j.
On raisonne par l’absurde en supposant donc :
α
(1)




Distinguons deux cas :
• Si l = 1, on a :
α
(1)
i − i = k1 (mod e) et α(1)j − j = k1 − 1 (mod e).
Donc il existe t ∈ Z tel que :
α
(1)
i − i − 1 = α(1)j − j + te.
Par (1), on a t > 0. D’où : (
α
(1) − i)− (α(1) − j)> e.i j













j − j +
e
2
 α(1)j − j + 1.
D’où la contradiction avec (1).
• Si l = 2, il existe t ∈ Z tel que :
α
(1)












− (α(2)j − j) 1.














L’égalité est impossible car ξp′ est supprimable donc α(2)i+e/2 > α
(2)
j et i + e/2< j . On
obtient finalement une contradiction avec (1).
Donc la condition (1) reste vérifiée.
(2) Le seul problème est lorsque l’on enlève une boîte ξp de résidu k1 sur une part α(1)i et
que si l’on considère les parts de longueurs α(1)i − 1 sur (α(1), α(2)), on a les résidus
sur la frontière :
{0,1, . . . , e− 1} \ {k1 − 1}.
Considérons les boîtes de résidus k1 associées aux parts de longueur α(1)i − 1. Ce sont
nécessairement des boîtes supprimables ; sinon, on aurait une boîte de résidu k1 − 1 sur la
frontière d’une part de longueur α(1)i − 1.
Soit η une (k1 − 1)-boîte sur la frontière d’une part α(l)j , comme la boîte ξp est
supprimée, on a :
α
(1)
i − i − 1> α(l)j − j.
On a alors les propriétés suivantes :
• Si on a une k1-boîte sur la frontière d’une part α(1)j1 = α
(1)
i − 1, il existe m 0 tel que :
α
(1) − j1 = α(1) − i +me.j1 i




− j1 + e= α(1)i − i.
• Si on a une k1-boîte sur la frontière d’une part α(2)j2 = α
(1)
i − 1, il existe m 0 tel que :
α
(1)




Supposons m 2, alors, comme α(2)j2 = α
(1)
i − 1, on a :
j2 − i  5e2 − 1.
Considérons alors u= i+e, α(1) étant e-régulière, on a α(1)u < α(2)j2 avec j2 − u e/2,
ce qui contredit la condition (1) de a-bipartition.
On a donc :
α
(1)
i − i = α(2)j2 − j2 +
e
2
+me avec m= 0 ou 1.
Considérons maintenant 2 cas :





)− (α(1)j − j) e+ 1.
• Si on a une k1-boîte sur la frontière d’une part α(1)j1 = α
(1)
i − 1, on a vu α(1)j1 − j1 + e=
α
(1)
i − i d’où (α(1)j1 − j1)− (α
(1)
j − j) 1. L’égalité est impossible car α(1)j1 > α
(1)
j (la






)− (α(1)j − j)> 1.
• Si on a une k1-boîte sur la frontière d’une part α(2)j2 = α
(1)
i − 1, on considère 2 cas :
◦ Soit α(1)i − i = α(2)j2 − j2 + e/2 alors (α
(2)
j2
− j2)− (α(1)j − j) > 1.
◦ Soit α(1)i − i = α(2)j2 − j2 + 3e/2 alors j2 − i = 3e/2− 1.
Par la condition (1) de a-bipartition, on a α(1)i+e−1  α(2)i+e−1+e/2 = α(2)j2 , on obtient
donc α(1)i+e−1 = α(2)j2 avec α
(1)
i+e−1 − (i + e − 1)= k1 (mod e). On se retrouve donc
dans le premier cas qui implique :
α
(1) − (i + e− 1)− (α(1) − j) e+ 1.i+e−1 j





)− (α(1)j − j)= α(1)i+e−1 − (i + e− 1)− (α(1)j − j)− e2 > 1.
Si l = 2. Il existe m 0 tel que :
α
(1)




Si m 1, alors :
• Si on a une k1-boîte sur la frontière d’une part α(1)j1 = α
(1)
i − 1, on a α(1)j1 − j1 =
α
(1)





)− (α(2)j − j)> 1.
• Si on a une k1-boîte sur la frontière d’une part α(2)j2 = α
(1)
i − 1, on a (α(2)j2 − j2) −
(α
(2)
j − j) 1 et l’égalité est impossible car α(2)j2 > α
(2)
j .
Si m= 0, on a α(1)i − i = α(2)j − j + e/2+ 1, alors :
• Si on a une k1-boîte sur la frontière d’une part α(1)j1 = α
(1)




− j1 + e, d’où α(2)j − j + 1 = α(1)j1 − j1 + e/2.
◦ Soit α(1)j1 > α
(2)
j , alors j1 − j = α(1)j1 − α
(2)









Ce qui est en contradiction avec la condition (1) de a-bipartition.
◦ Soit α(1)j1 < α
(2)





avec j − (i + 1) e/2 en contradiction avec la condition (1) de a-bipartition.
◦ α(1)j1 = α
(2)
j est impossible car on n’a pas de boîte de résidu k1 − 1 sur la frontière
d’une part de longueur α(1)j1 .
• Si on a une k1-boîte sur la frontière d’une part α(2)j2 = α
(1)
i − 1 :
◦ Soit α(1)i − i = α(2)j2 − j2 + e/2 alors (α
(2)
j2
− j2) − (α(2)j − j) = 1 ce qui est
impossible car α(2)j = α(2)j2 .
◦ Soit α(1)i − i = α(2)j2 − j2 + 3e/2 alors j2 − i = 3e/2− 1 et par la condition (1) de
a-bipartition α(1)i+e−1  α
(2)
j2
, il suit α(1)i+e−1 = α(2)j2 . On obtient donc :
α
(1) − (i + e− 1)= k1 (mod e).i+e−1
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(1)
i − 1, on a vu que c’est
absurde.
Suivant la procédure du lemme, les k1-boîtes sur α(1)j1 et α
(2)
j2
doivent se supprimer. Les
résidus associés aux boîtes de la frontière des parts de longueur α(1)i − 1 de (α′(1), α′(2))
sont donc dans :
{0,1, . . . , e− 1} \ {k1}.
La condition (2) de a-bipartition reste donc vérifiée. ✷
Grâce à ce lemme, nous pouvons définir une suite de résidus associée à ces
a-bipartitions :
Définition 3.4. Soit (α(1), α(2)) une a-bipartition. On considère ξ1 la plus haute boîte
supprimable et soit k1 son résidu (si on a deux choix possibles pour ξ1, on pourra prendre
la boîte de α(1) pour que la a-suite de (α(1), α(2)) soit unique).
Soit (α′(1), α′(2)) la a-bipartition obtenue en supprimant les a1 boîtes supprimables
suivant la procédure du Lemme 3.3. Alors on définit récursivement la a-suite de résidus de




)= a-suite(α′ (1), α′ (2)), k1, . . . , k1︸ ︷︷ ︸
a1
.
Exemple. Pour (α,β)= (3.2.1,1.1.1) et e= 4
T(α,β) =







La a-collection de (α,β), pour m= 6, est donnée par γ = (8,6,6,5,4,4).
La plus haute boîte supprimable de (α,β) est de résidu 2, ensuite on a une autre 2-boîte
supprimable mais il existe une 1-boîte sur la frontière de (α,β) avec part de la a-collection
associée plus grande que celle associée à la 2-boîte.
On obtient donc :
a-suite(α,β)= a-suite(2.2.1,1.1.1),2.
Remarquons que (2.2.1,1.1.1) est bien une a-bipartition. On applique la procédure à cette
bipartition. Finalement, on trouve :
a-suite(α,β)= 0,3,2,2,1,1,0,0,2.
Nous allons maintenant pouvoir donner une caractérisation de l’ensemble B dans la cas
où H est une algèbre de Hecke de type Bn avec diagramme donné dans l’introduction.
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En effectuant des calculs sur GAP, M. Geck a pu remarquer que pour e = 2, les
bipartitions indexant les éléments de B pour le type Bn à paramètre {1, u} semblaient
coïncider avec les bipartitions (α,β) (avec α = (α1, . . . , αm), β = (β1, . . . , βm) et αm = 0
ou βm = 0) possédant les propriétés suivantes :
• (α,β) est 2-régulière,
• pour tout i ∈ {1, . . . ,m}, αi = βi ,
• pour tout i ∈ {1, . . . ,m}, min{αi,βi}max{αi+1, βi+1}.
Dans [4], C. Bessenrodt a pu montrer que la fonction génératrice de cette classe de
bipartition coïncidait avec celle donnée par les bipartitions Kleshchev dans [3].
En fait, ces bipartitions sont exactement celles données par les a-bipartitions pour le
cas e = 2. Ce sont ces remarques qui ont permis de commencer le travail exposé ici :
nous généralisons ici la conjecture ci-dessus en montrant que les bipartitions indexant les
éléments de B sont donnés par les a-bipartitions.
Afin de démontrer ce résultat, introduisons tout d’abord quelques notations : soit (λ,µ)
et (λ′,µ′) des bicompositions de n et n+ 1 et soit i un résidu. On note :
• (λ,µ) i−−−→
(j,p)
(λ′,µ′) si (λ′,µ′) est obtenue à partir de (λ,µ) en rajoutant une i-boîte
sur la j ième part de la pième composition de (λ,µ),
• (λ,µ) opt(i)−−−→
(j,p)
(λ′,µ′) si (λ′,µ′) est obtenue à partir de (λ,µ) en rajoutant une i-boîte
sur la j ième part de la pième composition de (λ,µ), la plus haute part possible selon
l’ordre induit par la a-collection de (λ,µ).
Remarque 4.1. Soit (λ,µ) une a-bipartition et soit (λ′,µ′) la a-bipartition obtenue en
supprimant les a1 boîtes supprimables de résidu k1 selon la procédure du Lemme 3.3. On
a alors une suite :
(λ′,µ′) opt(k1)−−−−→
(j1,p1)
· · · opt(k1)−−−−−→
(ja1 ,pa1 )
(λ,µ).
En fait, selon l’ordre induit par la a-collection, cette suite n’est formée que de a-biparti-
tions.
On a maintenant la proposition suivante :
Proposition 4.2. Soit (λ(n),µ(n)) une a-bipartition de n, s1, s2, . . . , sn sa a-suite de
résidus. Par construction (Lemme 3.3), on a une suite formée de a-bipartitions :
(∅,∅) opt(s1)−−−−→ (λ(1),µ(1)) opt(s2)−−−−→ (λ(2),µ(2)) opt(s3)−−−−→ · · · opt(sn)−−−−→ (λ(n),µ(n)).
(j1,p1) (j2,p2) (j3,p3) (jn,pn)

















On a a(λ(n),µ(n)) a(λ′(n),µ′(n)) et si a(λ(n),µ(n))= a(λ′(n),µ′(n)), on a (λ(n),µ(n))=
(λ′(n),µ′(n)).




























On a a(λ(n),µ(n)) a(λ′(n),µ′(n)) et si a(λ(n),µ(n))= a(λ′(n),µ′(n)) alors (λ(n),µ(n))=
(λ′(n),µ′(n)).
Si n − r = 0. Supposons (λ(n),µ(n)) = (λ′(n),µ′(n)) et considérons la a-collection
γ (n−1) associée à (λ(n−1),µ(n−1)), soient γ (n−1)u et γ (n−1)u′ les parts de γ
(n−1) associées
à (jn,pn) et (j ′n,p′n). D’après le Lemme 3.3, on a :
γ (n−1)u  γ
(n−1)
u′ + 1.
Considérons alors les a-collections γ (n) et γ ′(n) associées à (λ(n),µ(n)) et (λ′(n),µ′(n)),
on a :
γ (n) ✄ γ ′(n) et γ (n) = γ ′(n).










Si n − r > 0. Soit k minimal tel que (j ′k,p′k) = (jr,pr) (si il n’existe pas de k tel que














Où la suite de couples (j ′′t , p′′t ) est donnée par :
• pour t < k :
◦ si (j ′t , p′t )= (j ′r ,p′r ), on pose (j ′′t , p′′t )= (jr,pr),
◦ si (j ′t , p′t ) = (j ′r ,p′r ), on pose (j ′′t , p′′t )= (j ′t , p′t ) ;
• pour t  k :
◦ si (j ′t , p′t )= (j ′r ,p′r ) ou (j ′t , p′t )= (jr,pr), on pose (j ′′t , p′′t )= (jr ,pr) si le résidu
associée à (jr,pr) est compatible avec la suite, sinon on pose (j ′′t , p′′t )= (j ′r ,p′r ),
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La suite (3) est formé de bicompositions et la bicomposition (λ′′(n),µ′′(n)) ne diffère de
(λ′(n),µ′(n)) que de 2 parts associées à (jr,pr) et (j ′r ,p′r ).
• Si (jr,pr)= (j ′r ,p′r ), on peut directement conclure par récurrence.
• Si (jr ,pr) = (j ′r ,p′r ), supposons (λ′(n),µ′(n)) = (λ(n),µ(n)), alors, si on note γ ′(n) et
γ ′′(n) les a-collections associées à (λ′(n),µ′(n)) et (λ′′(n),µ′′(n)), on a :
γ ′′ (n) ✄ γ ′ (n) et γ ′′(n) = γ ′(n).




















Si a(λ(n),µ(n))= a(λ′(n),µ′(n)) alors, par récurrence (λ(n),µ(n)) = (λ′′(n),µ′′(n)) et
(λ′′(n),µ′′(n))= (λ′(n),µ′(n)) d’où :(
λ(n),µ(n)
)= (λ′(n),µ′(n)). ✷
On utilise maintenant les notations adoptées dans la Section 2.3 :
Définition 4.3. Pour chaque λ ∈Λ1 de degré n avec
i1, . . . , i1︸ ︷︷ ︸
a1
, . . . , il, . . . , il︸ ︷︷ ︸
al
comme a-suite de résidus, on note :




Considérons maintenant l’espace Fne Q-espace vectoriel avec base donnée par l’en-
semble des bipartitions de degré n. Soit U  G(A(1)e−1)(∅,∅) module de plus haut poids






∣∣∣ µ ∈Λ0 de degré n}.
On en déduit donc :
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Preuve. L’ensemble est libre : d’après la Proposition 4.2 ; pour λ ∈Λ1, µ ∈Λ de degré n,





On a donc une décomposition triangulaire d’où le résultat.
On conclut ensuite par cardinalité : suivant la Section 2.2, les a-bipartitions de degré n
indexent les modules simples de HC, on a donc :∣∣{G(µ) | µ ∈Λ0 de degré n}∣∣= ∣∣{A(λ) | λ ∈Λ1 de degré n}∣∣.
L’ensemble {A(λ) | λ ∈Λ1 de degré n} est donc une base de Un. ✷
On peut maintenant démontrer le résultat principal :
Théorème 4.5. Avec les notations adoptées dans la Section 2.1, on a :
B = {V λ | λ ∈Λ1 de degré n}.
Où l’ensemble Λ1 est donné par la Définition 2.2.
Preuve. On va utiliser la caractérisation de B donnée dans la Section 2.1 : pour tout








Ainsi, les éléments de B sont les modules simples V λ indexés par des bipartitions de a
minimale dans la décomposition des G(µ) pour µ ∈Λ0.





Or, d’après la Proposition 4.2, les A(λ) possèdent une décomposition « triangulaire » selon
a dans Fne , il suit que la bipartition de a minimal dans G(µ) l’est également dans un A(λ)
et est donc une a-bipartition. ✷
Nous avons donc une caractérisation de l’ensemble B en bijection avec Irr(HC) pour e
pair, le cas e impair a déjà été traité par M. Geck dans [12]. Nous allons maintenant nous
intéresser aux conséquences de ce résultat pour les algèbres de Hecke de type Dn.
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Comme conséquence, le Théorème 4.5 nous permet d’obtenir une paramétrisation des
modules simples de l’algèbre de Hecke de type Dn dans le cas modulaire :
Avec les notations de l’introduction, posons Ts ′1 = TσTs1Tσ et considérons la sous-
algèbre H1 de H engendrée par {Ts ′1, Ts1, Ts2, . . . , Tsn−1}. On a les relations suivantes :
(Ts ′1 − u)(Ts ′1 + 1)= 0, (Tsi − u)(Tsi + 1)= 0 pour i  1,
Ts ′1Ts1 = Ts1Ts ′1, Ts ′1Ts2Ts ′1 = Ts2Ts ′1Ts2, Ts ′1Tsi = Tsi Ts ′1 pour i  3,
Tsi Tsj = Tsj Tsi si |i − j | 2, Tsi Tsi+1Tsi = Tsi+1Tsi Tsi+1 pour i  1.






     
Considérons l’algèbre H1,K , c’est une algèbre de Hecke semi-simple scindée. Notons
Res1 l’opération de restriction des modules de H à H1, on a une paramétrisation des
modules simples de H1,K à partir de la paramétrisation classique de HK : Pour V (λ,µ) ∈
Irr(HK), on a :
• Si λ = µ alors Res1(V (λ,µ))= Res1(V (µ,λ)) est un H1,K -module simple que l’on note
V [λ,µ].
• Si λ = µ alors Res1(V (λ,µ)) se décompose en deux H1,K -modules simples notés
V [λ,+] et V [λ,−].
De plus, chaque H1,K -module simple s’obtient par ce procédé (voir par exemple [13]).
Soit θ :A→ C tel que θ(u)= q racine de l’unité d’ordre e où e est pair, on se trouve
alors sous les hypothèses du Théorème 4.5, on a donc :
B = {V (λ,µ) | (λ,µ) ∈Λ1}.
Notons B1 la partie de Irr(H1,K) définie de la même façon que pour B (Section 2.1), B1
est en bijection avec Irr(H1,C). Il est montré dans [12] le théorème suivant :
Théorème 5.1 (M. Geck). V1 ∈ B1 ⊂ Irr(H1,K) si et seulement si il existe V ∈ B tel que
V1 ⊂ Res1(V ).
Soit (λ,µ) ∈ Λ1 tel que λ = µ, alors, par la condition (2) de a-bipartitions, λ doit
être e/2-régulière. Réciproquement toute bipartition (λ,λ) avec λ e/2-régulière est une
a-bipartition. On en déduit donc une caractérisation de l’ensemble B1 :
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∣∣∣ λ e2 -régulière, 2|λ| = n
}
.
Où Λ1 désigne l’ensemble des a-bipartitions (Définition 2.2) .
Ce corollaire nous donne donc une paramétrisation des modules simples de H1,C.
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