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Annex A. Procés de Formació de la Imatge
En moltes aplicacions de la visió per ordinador, s'està interessat en deduir propietats
dels objectes que es troben a l'espai tridimensional, com ara la seva posició o
dimensions, a partir de la informació present a la imatge bidimensional. Amb aquest
propòsit existeixen diferents formes de modelitzar el procés de formació de la imatge.
El més fidel, i utilitzat de forma general, és l'anomenat de projecció perspectiva o
"pinhole camera".
A.1. Model de Projecció Perspectiva
La figura A. 1 mostra el procés de formació de la imatge en el model de transformació
perspectiva. Definim el sistema de coordenades de la camera (x,y,z) de forma que el
pla imatge coincideixi amb el pla xy i l'eix òptic (definit pel centre de la lent de la
camera) estigui situat sobre l'eix z. Per tant, el centre de la imatge esta situat en
l'origen del sistema (x,y,z) i el centre òptic de la lent en la coordenada (0,0,A,). Si la
camera està enfocant objectes distants, A, és la distància focal de la lent. Inicialment,
s'assumeix que el sistema de coordenades del món (X,Y,Z) està alineat amb el sistema




Figura A.l. Model bàsic del procés deformació
de la imatge utilitzant la projecció perspectiva.
Sigui (Xp,YpZP) les coordenades del punt P de l'escena 3D en el sistema de
coordenades del món, tal com es mostra a la figura A.l. Les coordenades (xp,yp) del
punt imatge queden definides pel punt d'intersecció entre el pla imatge i la recta que
passa pels punts (XP,YP ZP) i el centre òptic (0,0, X) de la camera. La relació entre la
coordenada (xp,yp) al pla imatge i el punt (XP,YP ZP) ve definida per la relació entre els
triangles similars, i queda expressada en les següents equacions:
x, XP








Els signe menys que apareixen en les equacions A.l i A.2, indiquen que els punts
apareixen invertits en la imatge, com es pot veure en la figura A. 1. Per evitar aquesta
inversió cal utilitzar el model de projecció, que és equivalent, mostrat en la figura A.2,
en el qual es situa el centre òptic de la camera darrera del pla imatge en el punt (0,0,-
Pla Imatge
P=(Xp,Yp,Zp)
Figura A.2. Modificació de la posició del centre òptic
de la camera per evitar la inversió de la imatge.
Un punt de l'escena es projecta sobre un únic punt del pla imatge. Donat un punt de
l'escena i la descripció de la lent, mitjançant les equacions A.l i A.2 es pot determinar
les coordenades del punt associat al pla imatge. Per contra, un punt de la imatge
correspon a un conjunt de punts 3D coliniars que es troben sobre la recta que passa
pels punts (xp,yp,0) i (0,0,A,). Aquest procés és anomenat projecció inversa. Per a
determinar de forma unívoca la posició del punt (Xp,YpZp) associat al punt de la
imatge (xp,yp), és necessari una altra informació, com la distància a la que es troba
l'objecte, o una altra recta que intersecta en el mateix punt de l'escena (com és el cas
de l'estèreo visió). Les equacions que defineixen la projecció inversa són:
(A.3)
(A.4)
Si es coneixen les coordenades (xp,yp), la distància focal de la lent i una de les
coordenades del punt P, utilitzant les equacions A.3 i A.4, podem obtenir les altres
dues coordenades que indiquen la posició del punt P a l'espai tridimensional.
En el cas general, els sistemes de coordenades de la camera i del món no tenen per que
coincidir. La figura A.3 mostra aquesta situació, on el sistema de coordenades del món
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(X,Y,Z) s'utilitza per situar la camera i el punts de l'escena. La camera es troba en el
punt (XO,YO Z0) i el sistema de coordenades de la camera està rotat un angle 0
respecta l'eix X i un angle <(> respecte l'eix Y. En aquestes condicions, les equacions




—(X: — X0 )sin§sinQ + (Y — Y0) cosQsinfy — (Z — Za ) cos<|) + X
-(X - X0)sinQ cos(|) + (Y - 70)cos0 cos<|> + (Z - ZJsinfy






Figura A. 3. Model genèric del procés deformació
de la imatge utilitzant la projecció perspectiva.
De la mateixa forma que en el cas anterior, si es coneix la coordenada (xp,yp) del punt
del pla imatge i el valor d'una de les coordenades del punt P, es pot deduir les dues
altres aplicant la parella d'equacions adequada.
Si es coneix el valor de ZP cal utilitzar les equacions A.6 i A.7.
= Xn H — (XP cos0 + ypSinfysinQ + X cos<j>sm0) (A.6)
(A.7)




" ' " • • • • " • - -ànQ) (A.8)
+ ypsinfy cos0 + X cos(|> cos0)
—XpSinQ + y, cosQsinfy + X, cos9 cos(|) P cos0 +
Z, = Z. + •
X, cos0 cos<|) (y P cos(|) - (A.9)
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Si es coneix el valor de XP cal utilitzar les equacions A. 10 i A.I 1.
Y— X
YP = Y0+- -  (-win® +>«>«j>cos9 +A,cos<))cos9)y£infysirtâ +A,cos<jxs'z>z6
Z, = Z0+ - > * - (yrcosty -teinfy) (A.ll)
''
Fins ara, s'està considerant el pla imatge com a continu i de mida il·limitada. Aquesta
situació no és real ja que la mida de l'element sensible d'una camera està limitada i en
el mateix element sensible o en la posterior adquisició, el pla imatge és discretitzat.
Cada un dels elements de la imatge digital és anomenat pixel (de l'anglès picture
element).
Per determinar a quin pixel de la imatge digital està associat un punt del pla imatge cal
aplicar les següents equacions:
. xf + (CCD_x)/2 ,A 10,l — \J\. 1L )
DIM_x
= y, + (CCD_y)l2
DIM_y
on CCD_x i CCD_y són les dimensions del pla imatge i DIM_x i DIM_y són les
dimensions d'un pixel de la imatge. Les equacions A. 12 i A. 13 situen l'origen de la
imatge digital -pixel (0,0)- en l'extrem superior esquerra de la imatge.
El model de projecció perspectiva és una aproximació al fenomen real que té lloc quan
una camera capta una escena, ja que no contempla aspectes tant importants com la
distorsió de la imatge generada per la lent.
Així doncs, si es coneixen els paràmetres intrínsecs (propis de la camera) com són la
mida del CCD i la del pixel, la distància focal (X.) i la distorsió de l'òptica de la
camera; i els paràmetres extrínsecs (els que depenen de la disposició de la camera)
com són el desplaçament i rotació relativa entre el sistema de coordenades de
referència i els sistema de coordenades de la camera -(X0, Y0, Z0) i (<)),9)
respectivament-, s'està en condicions de deduir informació dels objectes
tridimensionals de l'escena, com ara la seva posició i dimensions, a partir de la
informació present en la imatge bidimebsional.
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Per determinar d'una forma exacta el valor dels paràmetres intrínsecs i extrínsecs, cal
realitzar el procés de calibració del sistema d'adquisició d'imatges [Tsai 89] [Zhang
91], pas previ a la utilització d'un sistema de visió per ordinador per a la mesura de
distàncies físiques,...., però aquest és un altre problema.
El camp de visió de la camera i la resolució espacial són dos paràmetres a tenir en
compte quan s'utilitza la visió per ordinador com sensor en un sistema de navegació
autònoma.
El camp de visió, zona de l'entorn captada en una imatge, queda determinat per la
distància focal (X) i la disposició de la camera respecte el sistema de coordenades del
món (X0,Y0,Z0, (j) i 9). El camp de visió determina l'amplada (Xmin i Xmax) i la
profunditat (Ymjtl i Ymax) de la zona del món que es observada en una imatge.
La resolució espacial amb la que es observat l'entorn, depèn del nombre de pixels
de la imatge i de la distància focal. Aquest paràmetre resulta important, ja que ens
fixarà l'error que es comet quan es vol conèixer les coordenades del punt de
l'entorn a partir del seu punt imatge (utilitzant les equacions A.6 a A. 11).
Les figures A.4.a i A.4.b ens mostren l'error màxim i mig, en el càlcul de la
coordenada Y (distància mòbil-punt a l'espai 3D), d'un punt que s'assumeix que es
troba a nivell del terra -Z=0-, utilitzant les equacions A.6 i A.7. Es pot observar que
l'error en l'estimació de la posició del punt de l'entorn, decreix ràpidament amb la
distància, així com amb l'augment del nombre de pixels de la imatge digital. Això és
degut a l'augment de la resolució espacial (relació àrea al món que es projecta en un
pixel de la imatge) a mesura que la distància objecte-caméra disminueix o que
augmenten el nombre de pixels en la imatge. L'error màxim, en una imatge de
512x512 pixels, està al voltant de 12 centímetres (a 10 metres de distància) i l'error en
l'estimació de la distància a menys de 4 metres, és inferior a 3 centímetres -l'error mig
a aquestes dues distàncies és 10 i 4 centímetres respectivament-. En tot cas l'error
relatiu en l'estimació de la distància relativa càmera-objecte, és sempre inferior al
1.3%. Com es pot observar en la figura A.4.b, per imatges de resolució 256x256
pixels, l'error és aproximadament el doble.
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Figura A.4.Error màxim i mig en el posicionament d'un pixel a l'espai 3D en funció de la
seva distància a la camera. (S'assumeix Z=0). a) En una imatge de resolució 512x512 pixels.
b) En una imatge de resolució 256x256 pixels.
A.2. Estimació de la Distància Càmera-Objecte a partir de l'Anàlisi d'una
Seqüència d'Imatges
En aquesta secció es resumeix el treball realitzat per V. Graefe i J. Huber de la
Universitat Federal de les Forces Armades de Munic, i que ha estat publicats a [Graefe
91] [Huber 90] i [Huber 94]. Aquests treballs presenten un mètode basat en la tècnica
de "Stereo motion" per mesurar la distància a la que es troben els objectes del vehicle
sobre el que s'ha disposat la camera. El mètode només requereix d'una sola camera no
calibrada, i no es veu afectat per les possibles oscil·lacions de la camera degudes al
moviment del vehicle.
Aquest mètode es pot formular de la següent forma:
Sigui (x,y) el sistema de coordenades associat al pla imatge, que té el seu origen
de coordenades en la cantonada superior esquerra del pla imatge. Sigui (X,Y,Z)
el sistema de coordenades del món, que té el seu origen al punt C, que és el
centre de projecció o centre òptic de la camera. Els eixos X i Y estan alineats
amb els x i y, i l'eix Z és ortogonal al pla imatge i l'intersecta en el punt
c=(xc,yc), el punt central del pla imatge.
Siguin P, i P2 dos punts amb coordenades (X^Y^Zj) i (X2,Y2,Z2)
respectivament. S'assumeix que Z,=Z2=Z, és a dir, els dos punts es troben a la
mateixa distància de la camera. Les projeccions dels punts P, i P2 al pla imatge
són:
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Sigui B=|XrX2| la distància horitzontal entre els dos punts P! i P2 (l'amplada de
l'objecte), i b=xrx2| la distància horitzontal entre els punts imatge p! i p2. Per
tant, a partir de l'equació A.l es dedueix que b=A/B/Z.
Assumint que la camera es desplaça a una velocitat relativa (dX/dt, dY/dt,
dZ/dt) respecte els punts P] i P2, mentre A, i B es mantenen constants. En general
b canviarà de la següent forma:
db_
 = db_dZ_^_M^dZ^=-b_dZ_
dt ~ dZ dt ~ Z2 dt ~ Z dt
Si la velocitat a la que es mou el vehicle es coneguda, es pot calcular la distància
(Z) a la que es troben els punts Pj i P2 de la camera de la següent forma:
dbldt db/dZ
Com es pot veure, per calcular Z amb l'equació A. 15, no és necessari conèixer
cap paràmetre de la camera.
En els diferents experiments realitzats pels autors en entorns exteriors, s'ha obtingut
un error relatiu en la estimació de la distància del 10% en les primeres imatges de la
seqüència (quan l'objecte es troba a més de 75 metres), però l'error decreix ràpidament
(fins al 1.5%) després d'un desplaçament curt (7.5 m) de la camera. L'error és inferior
al 1% quan la distància càmera-objecte és inferior a 30 metres.
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Annex B. Implementació de la Metodologia Presentada
En aquest annex es presenta en detall la implementació de les diferents etapes que
formen la metodologia presentada en aquesta memòria. Com punt de sortida, en la
primera secció, s'indica quin és el procediment per determinar les característiques del
sistema de visió, fixades una condicions d'operació del sistema de navegació autònom.
B.1. Determinació de les Característiques del Sistema de Visió
Si es fixa com objectiu del sistema de navegació autònom, el circular a una velocitat
màxima de 40 Km/h (11.1 m/s) i es considera un temps de reacció de 0.3 segons, la
distància d'aturada (equació 3.1) serà de 16.5 metres. Com en la metodologia
proposada es necessita analitzar dues imatges consecutives de la seqüència per
detectar un obstacle, és necessari un abast màxim de 20 metres de distància. Si es fixa
el temps de cicle (temps entre l'adquisició i l'anàlisi de dues imatges consecutives)
igual al temps de reacció (0.3 s), el marge de mesura mínim del sensor (equació 3.2 i
figura 3.3) ha de ser de 3.3 metres, i per tant en cada nova imatge es captaria l'entorn
situat a una distància entre 16.7 i 20 metres. Com es vol detectar els possibles canvis
de l'entorn més proper al vehicle, i completar i refinar la informació disponible de
l'entorn analitzant varies vegades -en moments de temps i des de posicions diferents-
la mateixa àrea de l'entorn, s'utilitza un sistema de visió amb un marge de mesura de
17 metres (i per tant d'un abast mínim de 3 metres).
Fixat el marge de mesura i l'abast del sensor, ens queda per definir la resolució de la
imatge i la distància focal de la camera en funció de amb quina resolució és vol
observar l'entorn. L'ús d'una camera amb distància focal de 20 mm i una digitalització
2de la imatge en 256x256 pixels, proporciona una resolució de 1.7, 5.2 i 14 cm a 5, 10
i 20 metres, respectivament, de distància relativa càmera-empremta.
Per obtenir el marge de mesura de mesures desitjat, s'ha disposat la camera a una
alçada de 0.835 centímetres respecte el terra (alçada del vehicle autònom Eixerit -
figura 2.2- del que disposem a la Universitat Politècnica de Catalunya) i inclinat
menys 6 graus respecte el terra (figura B.l). En aquesta configuració l'abast mínim del
sensor és de 3.05 metres. Tot i que l'abast del sistema de visió es pot considerar
infinit, l'abast màxim útil queda limitat per la resolució espacial mínima desitjada.
Fixant un abast màxim de 20 metres -el que suposa un marge de mesura de 16.95






Figura B.l. Abast i marge del sistema d'adquisició d'imatges triat.
Un altre aspecte a tenir en compte quan s'utilitza una camera per captar informació de
l'entorn, és el fet que la part superior de la imatge correspon a la projecció de la zona
de l'entorn (cel, part superior dels elements -arbres, matolls, etc.- que formen el marge
del camí) que no aporta cap tipus d'informació per la tasca que hem de resoldre (veure
imatges de la figura 1.2). Així doncs, l'anàlisi de la part superior de la imatge és
irrellevant en el nostre cas, i per tant no es realitzarà amb l'objectiu de reduir el temps
de procés per a l'anàlisi de les imatges. Fixades les característiques del sistema
d'adquisició d'imatges seleccionat i el marge de mesura necessari, es pot calcular
utilitzant l'equació A.4 i assumint que el pendent del terra és constant, quina és la part
de la imatge que cal analitzar i quina no cal analitzar (ja que en ella no es projecta la
zona del camí que ens interessa).
En el sistema de visió descrit anteriorment, l'àrea de l'entorn que s'ha d'analitzar, abast
mínim 3 metres i màxim 20 metres, es projecta entre les files 79 i 256 de la imatge. En
el cas que un obstacle de 0.2 metres d'alçada es trobés a 20 metres de la camera,
aquest es projectaria entre les files 71 i 79 de la imatge. Per tant l'anàlisi de les 184
files inferior de la imatge en la configuració del sistema de visió proposada, ens ha de
permetre localitzar la posició del camí i la presència d'obstacles en un marge de 20
metres.
Una major inclinació de la camera porta a una disminució de l'abast mínim (Ymjn) -i
per tant un augment del marge de mesura-, i un augment de la mida de la zona on es
projecta el camí a la imatge -i per tant un increment del temps necessari per analitzar
la imatge-. Tenint en compte que l'àrea del camí més propera al vehicle, delimitada
per Ymin, ja ha estat observada i analitzada en anteriors imatges de la seqüència i que
encara que es detecti a la imatge un obstacle a distància inferior a la distància de
reacció -equació 3.1- ja no s'està a temps de prendre una acció per evitar-lo, no hi ha
cap raó que justifiqui la disminució de l'abast mínim del sensor per sota de la distància
de reacció.
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B.2. Implementació de la Transformació RGB a H/I.
Existeixen dues alternatives per a la implementació de la transformació RGB a H/I:
a) Mitjançant programari, on per cada pixel de la imatge de valor (R,G,B) es
calcula quin es el valor H/I associat.
b) Incorporant dintre de la placa d'adquisició d'imatges un mòdul dedicat a la
transformacions dels valors dels pixels, de forma que sigui el hardware
d'adquisició el que subministri directament la imatge H/I.
La implementació mitjançant programari requereix per a cada pixel (ij) de la imatge:
1. Accedir a les posicions de memòria on es troben els valors RGB del pixel
(U)
2. Determinar si el valor del Hue és estable
El Hue és inestable si I=(R+G+B)/3<15 o |R-G|<10 o |R-B|<10 o |G-B|<10
3. Si el Hue és inestable llavors
H/I= 128+0/4)
Si el Hue és estable llavors
[aux si G>B
= \2n - aux si G < B
on aux = arceos!
- G)2 +(R- B)(G - B)
4. Deixar en la posició (i,j) de la imatge de sortida el valor H/I del pixel
analitzat
En el pitjor cas, quan el valor H/I està associat amb el Hue, per a cada pixel de la
imatge cal accedir a la zona de memòria on estan els tres valors RGB del pixel i on cal
deixar el valor H/I calculat, realitzar 4 assignacions, 6 comparacions, 5 sumes, 3
productes, 2 divisions, 1 operació de arcosinus i 1 operació d'arrel quadrada, és a dir,
un total de 24 operacions màquina simples i 2 operacions complexes. Com es pot
veure, la realització d'aquesta transformació requereix d'un nombre de càlculs
apreciables, fent que el temps total per realitzar la transformació sigui considerable
quan es treballa amb imatges d'una certa resolució. La taula C.l indica el temps
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necessari per realitzar la conversió RGB a H/I de les imatges de la figura 1.2 -256x256
























Taula B.l. Temps de procés per realitzar la conversió RGB a H/I
de les imatges de la figura 1.2 mitjançant programari.
Una alternativa a la implementació amb programari presentada anteriorment, on el
valor H/I de cada pixel s'obté mitjançant l'execució d'un conjunt d'operacions
aritmètiques i lògiques, és l'avaluació de la transformació per tots els possibles valors
(R,G,B) i la seva memorització en una taula, on s'indica per cada valor (R,G,B) el
valor H/I associat. Ja que no es treballa amb una resolució cromàtica molt elevada, es
poden representar els valors R, G i B amb 6 bits. En aquestes condicions, és necessari
256 Kbytes de memòria per a memoritzar la transformació. La necessitat de 256
Kbytes de memòria més a l'ordinador, pot quedar compensada per la disminució del
temps necessari per realitzar la transformació. En aquesta cas, la transformació RGB a
H/I queda reduïda a l'accés a la taula, i requereix per a cada pixel (i,j) de la imatge fer
únicament 5 accessos a memòria -per obtenir els valors R, G i B, consultar la taula i
deixar el valor H/I obtingut en la posició corresponen de la imatge de sortida-, i 2
productes i 2 sumes -per calcular a quina posició de la taula cal accedir-, és a dir, 9
operacions màquina simples, i per tant un temps d'execució d'aproximadament una
tercera part del que apareixen a la taula B.l.
La implementació de la transformació mitjançant un hardware dedicat resulta molt
més ràpida. Com en el cas anterior, la transformació es realitza mitjançant una taula a
la que s'accedeix a partir del valor RGB generat per l'etapa de digitalització de la
imatge -els valors R, G i B subministrats pels conversors analògic/digital adrecen
directament la memòria-, i on en cada una de les seves posicions, es memoritza el
valor H/I associat al valor RGB. El temps necessari per realitzar la transformació d'un
pixel, és el temps d'accés a una RAM, que es pot considerar inclòs dintre del temps
d'adquisició de la imatge. Un altre avantatge d'aquesta implementació és la no
necessitat de memoritzar la imatge RGB. Existeixen al mercat plaques d'adquisició
d'imatges color d'aquestes característiques [Batlle 92].
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S.3. Implementació de la Segmentació.
Tot i que la tècnica de creixement de regions és relativament ràpida, s'ha d'efectuar un
esforç considerable per minimitzar el temps de processament, ja que les operacions
que es defineixin s'han de realitzar per tots els pixels de la imatge. A més de la
partició de la imatge, cal per a cada regió calcular un conjunt de paràmetres (com són
el color, la posició a la imatge o la mida de la regió), que seran utilitzats en etapes
posteriors, així com la determinació dels colors-camí. Amb aquest objectiu s'ha de
dissenyar amb molta cura l'estructura de dades que s'utilitzarà, ja que aquesta
condicionarà el temps de processament.
L'algorisme implementat per a la realització de la segmentació, en pseudo-codi, és el
següent:
Obtenir els colors-camí a partir de l'histograma H/I de la zona central inferior i
la posició del pixel amb color-camí més freqüent que s'utilitzarà com element
inicial de la primera regió
Per tots els pixels p de la imatge recorreguts en sentit esquerra-dreta, inferior
superior fer
Obtenir l'identificador de les regions Ra i Rb a les que han estat assignat els
pixels veïns esquerra i inferior.
Avaluar la relació existent entre p, Ra i Rb
Cas 1. Color de p similar al color de Ra
Afegir p a Ra
Cas 2. Color de p similar al color de Rb
Afegir p a Rb
Cas 3. Color de p similar als colors de Ra i Rb
Unir Ra i Rb (fusionen dues regions)
Alliberar Rb
Afegir p a Ra
Cas 4. Color de p diferent als colors de Ra i Rb
Si el color de p és similar al color de pixel veí dret o superior
llavors Crear nova regió amb el pixel p
sinó Afegir p a la regió Ra o Rb de color més proper
Fi si
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Si p està dintre de la zona central inferior




Un pixel p té un color similar a la regió R (tenint en compte la resolució coloromètrica
de l'espai H/I i les característiques de la camera color utilitzada) si la diferència entre
el valor H/I de p i la mitjana dels valors H/I dels pixels que formen R és inferior a 4.5.
Així mateix, es considera que donades dues regions Ra i Rb, amb mitja i variància dels
valors H/I dels pixels associats a les regions (m ( i ,G a ) i (rn^aj respectivament, tal
que la mida en pixels de Ra és igual o més gran a la mida de Rb, tenen un color similar
si el valor mh està inclòs en l'interval (ma - 0.95 • a a ,ma + 0.95 • a J.
Aquests valors, que ens indica quina és la variació del valor H/I d'un
objecte/estructura que perceptivament es considera de color homogeni, s'ha calculat
analitzant la variació del valor H/I en imatges captades amb il·luminació natural, de
cartes de color i en camins feblement estructurats, i un sistema de visió donat. En tot
cas, aquest llindar s'ha d'adaptat tenint en compte les característiques del sistema de
visió (camera i placa d'adquisició) utilitzat, i la resolució (nombre de colors
considerats) en l'espai H/I, seguint un procediment semblant al que es presenta a la
secció 4.1.3.
Com ja s'ha comentat prèviament, encara que el nombre d'objectes a l'entorn és gran i
la seva il·luminació heterogènia, el nombre d'elements d'interès de l'escena, en el
nostre cas, és reduït (camí, obstacles -si n'hi ha- i marges del camí). Per localitzar
aquests elements no és necessari generar un gran nombre de regions en la imatge
segmentada. Per aquesta raó i amb l'objectiu de simplificar el procés de segmentació,
es fixa un nombre màxim de regions que existiran durant la segmentació. Aquest
nombre ha de tenir en compte quina és la complexitat de la imatge. En el nostre cas,
s'ha fixat un valor de 256 regions -màxim nombre de valors representables amb 1
byte-.
Les accions més costoses en temps, a realitzar durant el procés de segmentació, són la
unió de dues regions -cal assignar a tots els pixels de la regió que s'elimina el valor de
l'índex de la regió amb la que es fusiona, i que per tant els contindrà a partir d'ara- i la
búsqueda d'una regió lliure per crear una nova regió -ja que el nombre total de regions
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està limitat a un màxim de 256-. L'estructura de dades utilitzades està orientada a
simplificar aquests processos. Els elements bàsics de l'estructura de dades són:
• Una matriu de N elements que indica per a cada un dels segments creats a la
imatge a quina de les 256 possibles regions està associat. Cada nova regió
creada durant la segmentació té un identificador propi, independentment de si
és fusionada o absorbida posteriorment. La dimensió N d'aquesta matriu
depèn de la complexitat de la imatge, i indica el màxim nombre de regions
que es poden crear durant tot el procés de segmentació. El seu valor depèn,
bàsicament, de la complexitat de la imatge (nombre d'objectes de l'escena i
com estan il·luminats), de la resolució de la imatge i del criteri de creixement
utilitzat. Per a la segmentació de les imatges de la figura 4.18, s'ha utilitzat un
valor per N de 4200.
• Una matriu de 256 elements amb els paràmetres de les regions existents a la
imatge en un moment donat. Per a cada regió s'indica, el seu color -mitjana
del valor H/I-, la desviació estàndard dels valors H/I dels pixels que formen
la regió, la mida en pixels de la regió, la posició de la regió a la imatge i si
alguna de les regions veïnes té un color proper al seu.
• Una matriu de 256 x 256 elements que indica les relacions de veïnatge entre
les regions.
• Una llista de regions lliures. Llista on s'indica quines regions, de les 256,
estan disponibles per ser utilitzades. Inicialment hi ha les 256 regions. Cada
vegada que es crea una regió l'algorisme obté de la llista l'índex d'una regió
buida. Cada vegada que s'uneixen dues regions, una de elles queda lliure i
passa a formar part d'aquesta llista.
• Una llista de regions absorbibles. Llista on s'indica quines regions, de les
com a màxim 256 considerades, corresponen a regions actuals de la imatge
amb una mida en pixels inferior a un valor prefixat. Aquestes regions són
candidates a ser unides a una altra regió veïna encara que no tingui un color
similar (en aquest cas direm que la regió és absorbida) si durant la
segmentació es necessita crear una nova regió i la llista de regions lliure està
buida. Inicialment aquesta llista està buida. Quan es crea una regió, i per tant
la seva mida és 1, s'afegeix a la llista de regions absorbibles. Quan degut al
seu creixement, una regió sobrepassa la mida del valor prefixat, aquesta és
extreta de la llista de regions absorbibles i passa a la de regions finals. El
nombre de pixels mínim que ha de tenir una regió per ser considerada
rellevant, i per tant ja no podrà ser absorbida, depèn de la grandària a la
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imatge de l'objecte més petit que es vol representar a la descripció de l'entorn.
Com s'ha introduït a la secció 3.1, la mida en pixels de la regió associada a un
objecte depèn bàsicament de la distància focal de l'objectiu, de la resolució de
la imatge digital, i de la distància càmera-objecte. En la implementació
realitzada, el nombre de pixels minim per a que una regió no sigui absorbida,
s'ha fixat al nombre total de pixels de la imatge dividit per 1024 (64 pixels
per imatges de 256x256 pixels). Això suposa que tota regió de grandària
superior al 1°/00 de la mida de la imatge és considerada rellevant en la
segmentació. Una regió de 64 pixels situada a 5, 10 i 15 metres correspon a
un objecte pla (alçada nul·la) d'àrea 0.01, 0.12 i 0.38 metres quadrats
respectivament, o a un objecte d'alçada 0.1 metres que en el pitjor cas té una
amplada de 0.035, 0.12 i 0.25 metres respectivament . Per tant, les regions
absorbides estan associades a objectes petits que es troben a prop del vehicle
o a objectes que, encara que les seves dimensions siguin rellevants en la tasca
que es realitza, es troben lluny del vehicle i per tant seran analitzats en
imatges posteriors a distàncies més properes. Les regions que al final del
procés de segmentació estan encara en aquesta llista, formen part del resultat
final de la segmentació.
• Una llista de regions finals. Llista on s'indica quines de les regions creades
tenen una mida superior al valor prefixat, i per tant es consideren rellevants.
Aquestes regions, ja formen part del resultat final de la segmentació, excepte
si són unides a un altre regió veïna de color similar. Inicialment aquesta llista
està buida, i al finalitzar la segmentació totes les regions que hi ha a la llista
formen part de la segmentació.
Com la segmentació d'imatges resulta un procés molt costos en temps, sempre s'ha
tingut present la necessitat d'utilitzar un sistema multiprocessador. Malgrat l'esforç
realitzat per reduir el temps de procés necessari per segmentar la imatge, aquest
resulta elevat quan la tasca ha de ser realitzada per un únic processador (veure taula
B.2, on s'indica el temps necessari per realitzar la segmentació de les imatges de la
figura 1.2 -184x256 pixels-, utilitzant un ordinador PC equipat amb un processador
Pentium a 200 Mhz de freqüència de rellotge.). Per satisfer els requeriments de temps
que imposa un sistema de navegació autònom, és necessari una implementació
multiprocessador.
1
 Utilitzant un sistema d'adquisicions d'imatges de les característiques descrites a la secció B. 1.
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L'algorisme de segmentació presentat és paral·lelizable, ja que per determinar a quina
regió s'assigna un pixel, només s'analitza informació local (el color de les regions i els
pixels veïns). Per tant, es pot partir la imatge en subimatges, per que cada subimatge
sigui segmentada per un processador diferent. Posteriorment, cal veure si en la
frontera de dues subimatges contigües, hi ha regions que són veïnes en la imatge i
tenen un color similar, per tal de fusionar-les en una única regió. Una implementació
MIMD ha de permetre realitzar la segmentació en l'interval de temps necessari, fixada

































































Taula B. 2. Temps de procés durant la segmentació de les imatges de la figura 4.18.
B.4. Implementació de la Classificació de les Regions
La realització de la classificació de les regions en camí, camí ampliat, obstacle
potencial o marge requereix de la matriu de regions, de les llistes de regions finals i
regions absorbibles (veure secció B.3) generades durant el procés de segmentació a
baix nivell de la imatge, que ens indiquen les regions presents a la imatge i les seves
característiques. Així mateix, per realitzar la classificació es necessita la descripció de
l'entorn que s'ha generat amb l'anàlisi de les anteriors imatges de la seqüència, que ens
indica la posició i direcció esperada del camí a la imatge per definir les 7 zones en la
que es divideix la imatge.
L'algorisme implementat per a la classificació de les regions, en pseudo-codi, és el
següent:
Definir a partir de la descripció actual de l'entorn les 7 zones de la imatge
Per tota regió R inclosa total o parcialment en les zones 1, 2, 3 o 4 i amb color
igual a un color-camí fer
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Si R està total o parcialment dintre de les zones 1 i 2 i el color de R és igual a
un color-camí llavors Classificar R com camí
sinó
Si R està totalment dintre de les zones 1 i 2 i el color de R és similar a
un color-camí llavors Classificar R com camí
sinó
Si R està fora de les zones 5, 6 i 7 i el color de R és similar a un




Per tota regió R encara no classificada fer
Si R està dintre de 1, 2, 3 o 4 llavors
Si R està envoltada per regions classificades com camí o camí ampliat
llavors Classificar R com obstacle potencial
sinó Classificar R com marge
Fi si
sinó Classificar R com marge
Fi si
Fi Per
El procés de classificació resulta bastant ràpid ja que en ell s'ha de manipular un
nombre petit de dades, la llista de regions que formen la segmentació de la imatge.
La mida de les zones 3 i 4 en la que es divideix la imatge depèn del valor de a
utilitzat. Com ja s'ha comentat el valor de a determina quin és el màxim error
assumible per la metodologia entre la direcció/posició esperada i la direcció/posició
real de camí, i influencia en la possibilitat que àrees del marge de color similar a un
dels colors camí sigui classificada com camí, i en el temps de procés de la
segmentació i classificació de la imatge. En la implementació actual, el valor de la
màxima variació de direcció considerada és de a=15°, que resulta un compromís entre
els tres efectes d'aquest paràmetre. Per triar aquest valor s'ha considerat que l'error
màxim en l'orientació del vehicles és de 15° i les característiques dels camins
feblement estructurats, especialment el fet que la vegetació que forma els marges
acostuma a ocultar el camí quan aquest canvia de direcció, i per tant encara que hi
hagi una variació important en la direcció del camí, l'àrea del camí posterior al canvi
de direcció queda oculta pels elements que formen el marge. Si a més es té en compte
l'interès per reduir el temps de procés (taula 4.1) i de no permetre que una àrea
important del marge sigui considerada com camí si el seu color és similar al colors del
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camí, són les raons que ens han fet triar el valor oc=15°. De totes maneres a és un
paràmetre que pot ser variat en funció de si es vol reduir el temps de procés o es volen
considerar errors en el control i/o moviment del vehicle superiors. Així mateix, el
valor de a podria ser variar de forma dinàmica en funció de les característiques de
l'entorn (per exemple quan es coneix que el vehicle arriba a una bifurcació).
El temps necessari per obtenir la classificació de les imatges mostrades a la figura
4.20 (imatges de 256x184 pixels, utilitzant un ordinador PC amb processador P-200),






















Taula B. 3. Temps de procés per a la classificació
de les regions de les imatges de la figura 4.20.
B.5. Implementació de la Tècnica de Hipòtesi i Test
Dintre de l'algorisme que implementa el mètode proposat per a la determinació de
l'alçada dels objectes, hi ha dues parts diferenciades: la que genera les hipòtesis i la
que verifica quina de les hipòtesis s'ajusta més a la realitat.
Cada A imatges de la seqüència, es calculen les característiques (alçada i profunditat)
dels N objectes-hipotètics considerats. D'aquesta forma, s'aprofita l'augment de la
resolució amb la que s'observa els objectes conforme disminueix la distància càmera-
objecte, per definir amés precisió les característiques dels objectes-hipotètics.
A partir de la segona imatge de la seqüència, ja s'està en condicions de verificar les
hipòtesis definides. En aquest pas, es calcula la diferència d'alçada entre la regió
considerada i cada una de les regions-hipotètiques. Aquests errors es van acumulant
durant la seqüència. La implementació del mètode presentat, en pseudo-codi és la
següent:
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Per cada imatge j de la seqüència fer
Per totes les regions R marcades com obstacles potencials a la imatge j fer
Calcular l'alçada de la regió R
Obtenir els pixels (xm,y¡) i (xm,ys) de la regió R
Estimar la posició al món del punt associat al pixel inferior (xm,y¡) de R mitjançant les
equacions A.6 i A.7, i assumint que el punt associat al pixel es troba a nivell de terra.
D'aquest càlcul s'obté una estimació de la posició (Xj,Yi,0.0) de la part inferior de
l'objecte de l'entorn associat a la regió R.
Si j>0 llavors (Verificació de les hipòtesis. Amb dues imatges ja podem estimar
l'alçada)
Per cada objecte-hipotètic k fer
Calcular en quin pixel de la imatge es projectaria el punt superior de l'objecte-
hipotètic k, tenint en compte que el punt inferior està a la posició (Xj,Y],0.0).
D'aquest pas obtenim la coordenada (xmk,ysk) del pixel superior de la regió-
hipotètica k.
Calcular l'error entre la posició del pixel superior (x'm,y's) de la regió homologa
RJ i el pixel superior (xmk,ysk) de la regió-hipotètica k.
Error, = x' -x'
mk y,-y,
Actualitzar l'error acumulat de l'objecte-hipotètick amb el valor normalitzat de
l'error obtingut en el pas anterior
Err or
 u
Error = Error -\ -- - 
Alçada del objecte associat a (Rj)= mínim(Errork) (L'alçada estimada de la




Classificar RJ com obstacle
Estimar la posició de RJ a l'entorn
Incorporar l'obstacle a la descripció de l'entorn
sinó
Si RJ està envoltada de regions classificades com a camí llavors
Classificar (Rj) com camí





SÍ (j mòdul A = 0) llavors (Veure figura B.2)
(Generació de les hipòtesis. Cada A imatges s'actualitza el conjunt d'objectes hipotètics)
Definir la recta r0 que passa pel centre òptic de la camera
-punt (X0, Y0-À,*cosinus(<|)), Z0+A,*sinus(<|)) )- i el punt (XS,YS,ZS).
Per k de O a N-1 fer (N és el nombre d'alçades hipotètiques considerades)
Definir el pla pk que passa pel punt (0,0,hk) i que és coplanar al
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Campus More
Calcular el punt superior (Xsk,YSk,ZSk) de l'objecte-hipotètic k
associat a la regió R com la intersecció de la recta r0 i el pla pk
Memoritzar la dimensió de l'objecte- hipotètic k com les

















Figura B. 2. Determinació de les dimensions dels N objectes-hipotètics.
En la taula B.4 s'indiquen els temps necessaris per estimar l'alçada de 6 regions
classificades com obstacle potencial (figura 5.4). El temps s'han obtingut amb
l'execució del programa en un ordinador PC equipat amb un processador P-200.
En el mètode presentat, cal considerar dos casos: donada una imatge j de la seqüència
només cal verificar les hipòtesis, o cal verificar les hipòtesis i generar unes noves
hipòtesis. Cal tenir present que el temps necessari per determinar l'alçada de la regió
està lligat amb la seva mida en pixels a la imatge. Per tant, com més gran sigui la regió





















Taula B.4. Temps d'execució de l'estimació de l'alçada en la seqüència de la figura 5.4.
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S.6. Implementació de l'Etapa de Descripció de l'Entorn
Com ja s'ha descrit, l'obtenció de la descripció de l'entorn es realitza en tres passos
(generació de la descripció de la imatge, integració de la informació de la seqüència i
imposició de les restriccions d'amplada i direcció localment constants -figura 5.13-) a
partir de les imatges subministrades per l'etapa de classificació i els obstacles
detectats. La generació de la descripció de la imatge resulta un procés relativament
lent, ja que l'element bàsic sobre el que es realitza el processament és el pixel i no la
regió com en etapes anteriors. El temps de procés necessari per integrar la informació
de la seqüència generant així la descripció de l'entorn és proporcional al nombre de
caselles que formen la descripció, és a dir, a la mida de l'àrea del món que es vol
representar internament i a la resolució amb la que es fa la representació (Resolució_X
i Resolució_Y).
Les dues estructures de dades bàsiques que s'utilitzen són:
• La descripció de la imatge (Mt). Matriu bidimensional de NjxM! caselles on
cada casella està associada a una àrea de mida Resolució_X*Resolució_Y
centímetres del món i a una zona de la imatge de mida variable en funció de
la distància camera-area del món. Per tant, en la descripció de la imatge, es
representa una àrea del món de N1*Resolució_X centímetres d'ample i
M1*Resolució_Y centímetres de profunditat. La mida i resolució de l'àrea del
món que cal analitzar en una imatge està lligada bàsicament a la velocitat del
vehicle i a les característiques del sistema de visió (veure secció 3.1).
Cada casella de la descripció de la imatge en té associats 3 comptadors, en els
que s'indiquen el nombre de pixel de la zona de la imatge associats a la
casella que han estat classificats com a camí, marge o obstacle potencial, i
una variable on s'indica la classificació -característica- de la casella.
• La descripció de l'entorn (ME). Matriu bidimensional de N¿xM2 caselles on
cada casella està associada al conjunt de caselles de la seqüència de
descripcions de la imatge que han representat la mateixa àrea de
Resolució_X*Resolució_Y centímetres del món. En cada casella de la
descripció de l'entorn es memoritzen els M. S (memòria del sistema) valors
amb que s'han classificat les caselles associades de les descripcions de les
imatges de la seqüència. Si el nombre de categories possibles és inferior o
igual a quatre (tal com és el nostre cas: camí, marge, obstacle potencial i
desconegut) i la memòria del sistema és igualment inferior o igual a quatre,
aquesta informació es pot representar utilitzant un byte per casella. En el cas
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general, el nombre de bits necessaris per representar la informació associada
a cada casella de ME és igual a Iog2 (nombre de categories)*M.S. Així
mateix, en cada casella de ME s'indica la classificació -característica- de la
casella que s'ha fet en funció dels valors de les 4 sumes ponderades.
Amb l'objectiu de reduir el temps de procés, es té memoritzat en una taula (T) la
casella de la descripció a la que està associada cada pixel de la imatge. D'aquesta
forma l'avaluació de les equacions A.6, A.7, 5.1 i 5.2 necessàries per a determinar a
quina casella (i,j) de la descripció està associat el pixel (x,y) de la imatge, queda
substituïda per una consulta a la taula.
La implementació, en pseudo-codi, del procés que generar la descripció de l'entorn és:
Per cada imatge j de la seqüència fer
( Generació de la descripció de la imatge)
Determinar la fila inferior (ymax) i la fila superior (ymin) de la zona d'interès
a la imatge utilitzant l'equació A. 5.
Per tota fila y tal que ymax>=y>=ymin fer
Determinar la columna esquerra (xmin) i la columna dreta (xmax) de la zona
d'interès a la fila y, utilitzant l'equació A.4.
Per tot pixel (x,y) tal que xmax>=x>=xmin fer
Consultar la taula T on s'indica la casella (i,j) a la que està associat el
pixel (x,y).
Incrementar el valor del comptador v de MT(i j), on v és la categoria
que ha estat assignada al pixel (x,y) en l'etapa de classificació.
Fi Per
Fi Per
(Integració de la informació de la seqüència i generació de la descripció de l'entorn)
Per tota casella (i,j) de M, fer
Classificar Mj(i,j) com camí, marge, obstacle o desconegut en funció dels
valors dels comptadors i els percentatges V] i V2.
ME(i,j)=ME(i+Ai,j+Aj)+classificacióMI(i,j).
(/^i-Desp_X/Resolució_X, A/= Desp_Y/Resolució_Y desplaçament en la
descripció degut al desplaçament del vehicle des de l'última descripció de
l'entorn generada. En ME(%¿) es té memoritzat com s'ha classificat les caselles
associades de les últimes M.S descripcions de la imatge. En 'M^(i,j,t)
memoritzem la classificació de l'última M], en M-^ij.t-l) es memoritza la
classificació de la penúltima MI i així successivament.,)
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cam= mar= obs= 0;
Si ME(i,j,t) és camí llavors cam= P0 Fi si
Si ME(i,j,t) és marge llavors mar= P0 Fi si
Si ME(i,j,t) és obstacle potencial llavors obs= P0 Fi si
Si ME(i,j,t-l) és camí llavors cam= cam+P! Fi si
Si ME(ij,t-l) és marge llavors mar= mar+ P, Fi si
Si ME(i,j,t-l) és obstacle potencial llavors obs= obs+ P] Fi_si
Si ME(ij,t-2) és camí llavors cam= cam+P2 Fi si
Si ME(i,j,t-2) és marge llavors mar= mar+ P2 Fi si
Si ME(i,j,t-2) és obstacle potencial llavors obs= obs+ P2 Fi si
Si ME(i,j,t-M.S-l) és camí llavors cam= cam+PM s_] Fi si
Si ME(i,j,t- M.S-1) és marge llavors mar= mar+PM s.j Fi si
Si ME(i,j,t- M.S-1) és obstacle potencial llavors obs= obs+PM s.t Fi si
m= màxim (cam,mar,obs)
Si m=0 llavors ME(i j) es classifica com desconeguda
sinó Si m=obs llavors ME(i,j) es classifica com obstacle potencial
sinó Si m=mar llavors ME(i,j) es classifica com marge






(Incorporació de la informació del mòdul de detecció d'obstacles)
Per tota regió obstacle potencial R de la imatge classificada fer
Si Alçada estimada de l'objecte O associat a R > H llavors
Reclassificar totes les caselles de ME associades al objecte com Obstacle
Si R està dintre del camí llavors
Reclassificar totes les caselles de ME associades a l'ombra de
l'obstacle com camí
sinó Reclassificar totes les caselles de ME associades a l'ombra de
l'obstacle com marge
Fi si
sinó Si R està dintre del camí llavors
Reclassificar totes les caselles de ME associades a R com camí





(Imposició de les restriccions d'amplada i direcció localment constants)
Per tota fila j de ME fer
Trobar la posició de l'inici del camí i¡j a la fila j
Trobar la posició del final del camí if] a la fila j
Amplada camij= if] - i¡j
Si (| Amplada camij-Amplada camij.^A) i (i^ - ijj>A) llavors
SÍ|iij-ii-ij-il>|i<]-iiH llavors
Nova posició del cami a la fila j és i¡j= \r¡ - Amplada camij.i i ifj
sinó Nova posició del cami a la fila j és i¡j i \f= i¡j + Amplada camij.,
Fi si
Fi per
El valor dels paràmetres triats per l'obtenció de les descripcions de les figures 5.13 i
5.14 són: memòria del sistema 6, V{ i V2 igual a 20%, P0=4, Pt=3, P2=2, P3=2, P4=l i
En la implementació actual de la metodologia, tenint en compte que el marge de
mesura i el desplaçament del vehicle entre la captació d'imatge consecutives (veure
secció 3.1), el valor màxim de la memòria del sistema és 11. Utilitzant un valor de
M.S=6, la descripció de l'entorn es genera utilitzant la informació obtinguda durant els
últims 9 metres de recorregut i donat els valors de Pk els canvis de l'entorn
s'incorporen a la descripció desprès de ser observat en dues imatges consecutives.
Així mateix, les caselles de la descripció de la imatge que tenen més del 30% dels
pixels associats de tipus marge, són classificades com marge. La classificació de les
caselles de tipus obstacle es fa directament a partir de la informació provinent del
mòdul de detecció d'obstacles, que indica en quines caselles es situa, a la descripció de
la imatge, els obstacles detectats. L'ombra generada per l'obstacle (part de l'entorn no
visible des de la camera per ser ocultada per l'obstacle) es classificada en M¡ en funció
del valor de les caselles veïnes (com camí si l'obstacle es troba al mig del camí o com
marge si l'obstacle es troba contigu al marge).
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Els valors de Pk utilitzats presenten les característiques que una mal classificació en
una descripció de la imatge no es reflecteix en la descripció de l'entorn, i que per que
un canvi de l'entorn aparegui en ME, cal observar-lo en les dues últimes imatges
captades.
En la taula B.5 s'indiquen el temps necessari per generar la descripció de l'entorn en
les seqüències de les figures 5.19 i 5.20. El temps s'han obtingut amb l'execució del























Taula B. 5. Temps d'execució per la generació de la descripció
de l'entorn per la seqüències de les figures 5.19 i 5.20.
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Annex C. Direccions Internet d'Interès
Robots Mòbils o Autònoms
ALVINN Project Home Page
"http://www-cgi.es.cmu.edu/afs/cs/project/alv/member/www/
proj ects/ALVINN.html"




National Automated Highway System Consortium
"http://nahsc.volpe.dot.gov/"
Serveur WWW du LAAS
"http://www.laas.fr/laas.html"










Christopher M. Brown's Home Page
"http://www.cs.rochester.edu/users/faculty/brown/home.html"
Euro-Robots: Mobile Robots Archive
"http://hpl.essex.ac.uk/Eurobots/"
ITO Sponsored Research
"http://www.ito.darpa.mil/ResearchAreas.html"
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