Abstract. We consider a non-stationary Cox-Ingersoll-Ross process. We establish a sharp large deviation principle for the maximum likelihood estimator of its drift parameter.
Introduction
The Cox-Ingersoll-Ross (CIR) process is the strong solution of the following stochastic differential equation (1.1) dX t = (δ + b X t ) dt + 2 X t dB t where δ is a positive constant, (B t ) t is a standard brownian motion, b is an unknown parameter to be estimated and the starting point X 0 = 0. The behavior of the process strongly depends on the values of parameter δ and b. In this paper, we focus our attention on the supercritical case where b > 0 and the CIR process explodes exponentially fast with rate b as T goes to infinity. We suppose that we observe a single trajectory of the process over the time-interval [0, T ]. In the explosive case, theorem 2(iv) of [9] shows that there exists no consitent estimator for the dimensional parameter δ. For this reason, we consider δ to be fixed and known and we only estimate the drift parameter b. In order to do this, we consider the maximum likelihood estimator (MLE) given by
The asymptotic behavior of MLE for the parameter of a CIR process has been studied by Overbeck [9] and more recently by Ben Alaya and Kebaier [1] , [2] . This estimator is strongly consistent: for T large enough,
s. The aim of this paper is to further investigate the asymptotic behavior of this estimator with large deviation results. Let us first recall some basic definitions of large deviation theory. We refer to the book of Dembo and Zeitouni [6] for further details. A sequence (Z T ) T of real random variables is said to satisfy a large deviation principle (LDP) with speed T and rate function I : R → [0, +∞] if I is lower semi-continuous and such that (Z T ) T satisfies the If furthermore the level sets of I are compact, I is called a good rate function. Heuristically, if I has a unique minimum reached at point m, the function I gives the exponential rate in the asymptotic behavior of P (Z T ≥ c) for any c > m (resp. P (Z T ≤ c) for c < m). Additionnaly, we say that the sequence (Z T ) T satisfies a sharp large deviation principle (SLDP) if, for any real c, we are able to compute the asymptotic expansions in powers of T −1 of e T I(c) P (Z T ≥ c) or e T I(c) P (Z T ≤ c). In the sub-critical and critical cases where b < 0 and b = 0 respectively, sharp large deviations for b δ T are obtained by Zani in [10] . In the more general case were both parameters are estimated simultaneously, an LDP for the MLE of the couple (δ, b) was previously obtained in [7] . The results of Zani [10] rely on the sharp large deviation principle (SLDP) derived by Bercu and Rouault [5] for the drift parameter of the Ornstein-Uhlenbeck (OU) process. Indeed, if we consider the OU process (Y t ) t satisfying:
with Y 0 = 0. In the particular case where δ = 1, (X t ) t has the same law than (Y 2 t ) t . Additionally, the MLE b T of b based on the observation of (Y t ) t≤T is given by
By making use of this relation together with a well-known semi-group property, Zani extends to the CIR process the SLDP proven for the OU process. Our purpose is to extend the results of Zani to the explosive case where b > 0 using the SLDP for the non-stable OU process established by Bercu, Coutin and Savy [3] . We notice here that this work follows a suggestion made at the end of the introduction of [3] . For more details on the large deviation theory, we refer to the book of Dembo and Zeitouni [6] .
The paper is organised as follows, Section 2 displays our main results and Section 3 is devoted to their proofs while technical parts are given in Section 4.
Main results
We consider the CIR process given in Equation 1.1 where the drift parameter b is supposed to be strictly positive. The MLE of b given by Equation 1.2 satisfies the following large deviation results. 
where I is the good rate function obtained in Lemma 3.1 of [3] with their parameter θ being equal to b/2. Though, for any d ∈ R and any δ > 0,
Remark 2.1. We wish to mention here that Theorem 2.1 could also be directly obtained using the new method introduced by Bercu and Richou [4] . By shrewd combinations of the Gärtner-Ellis theorem and the contraction principle, they derive the LDP for the MLE of the drift parameter of a non-stable OU process without many of the tedious calculations of [3] . 
, where
(ii) For any d > b, there exists a sequence (e d,k ) such that, for any p > 0 and T large enough
where
(iii) For any |d| < b, = 0, there exists a sequence (f d,k ) such that, for any p > 0 and T large enough
(iv) For d = −b, there exists a sequence (g k ) such that, for any p > 0 and T large enough
where for any k ∈ {1, . . . p},
Proof of the main result
The sketch of the proof will be very similar to the one of Bercu et al. [3] , which is strongly related to the case δ = 1. We will emphasize the role played here by the additionnal parameter δ. For the sake of simplicity, we will try to use the same notations.
3.1.
Normalized cumulant generating function. For any d ∈ R and any T > 0, we will use that P( b
For the following proofs, we will need to compute the normalized cumulant generating func-
where we changed parameter b to a new parameter β = − √ b 2 + 8dλ, using the following change of probability measure
As the CIR process satisfies the following semi-group property
2) leads to
Let (Y t ) t be the OU process solution of (1) and denote by E b/2 the expectation associated with its law. Using the fact that for δ = 1, (X t ) t has the same law than (Y 2 t ) t and replacing it into (3.4), we obtain that
We are now able to apply the results of Appendix A in [3] . Using the same notations, we obtain that,
where the functions L, H and R T are respectively given by Equations (2.2), (2.3) and (2.4) of [3] , taking θ = b/2, a = 2λ and ϕ(a) = β/2. This leads to the following Lemma.
Lemma 3.1. Let ∆ d be the effective domain of the pointwise limit of L T given by (3.1) and
and
Remark 3.1. The remainder R T (2λ) goes exponentially fast to zero as
The general idea that we will use in the remaining of the paper is the following. Let a d be the point at which the function L reaches its minimum. For some choosen sequence λ T which belongs to the interior of ∆ d and converges to a d /2 for T going to infinity, we denote by E T the expectation associated with the new probability dP T obtained via the usual change
We have
where A T and B T are respectively given by
Then the proofs will be divided into two parts, establishing the asymptotic expansion of A T and B T respectively.
Proof of Theorem 2.2(i).
We start the proof of the SLDP with the easiest case where d < −b. In this case, the effective domain becomes
. Thus, we take λ d = a d /2 which belongs to the interior of ∆ d and we use the following change of probability dP
We obtain that P b
Using (3.6) together with Remark 3.1, we easily obtain that
Before being able to conclude, we need to investigate the expansion for B T . It takes the exact same form than Lemma 4.3 of [3] .
where the sequence (c d,k ) only depends on the derivatives of L and H evaluated at point a d . For instance, we have
Proof. See Section 4.
Equation ( Bercu et al. [3] show that there exists a unique sequence (a T ) such that a T /2 belongs to the interior of ∆ d and which converges to a d and is solution of the implicit equation
Consequently, this time, we need to investigate the expansion for T going to infinity of both A T and B T given by
Using the very definition of L T , we can rewrite A T as follows
Thus, we have to derive the asymptotic expansion of each term involved in A T . As our sequence (a T ) is the same than the one of [3] , we can use the asymptotic expansion they obtain for a T and for ϕ(a T ) = − 1 2 √ b 2 + 4a T d, replacing θ by b/2 and c by d/2. Thus, one can find two sequences (a k ) and (ϕ k ) such that, for p > 0 and T large enough,
where the first terms for k = 0, 1, 2 are explicitely calculated in Appendix B.1 of [3] .
.
Remark 3.2. The sequence ( γ k ) can be explicitly computed using the values of (a k ) together with the derivatives of L and H at point a d . In particular,
Proof. We first consider exp (δT L(a T )). Formula (B.7) of Bercu et al. [3] gives the Taylor expansion of L around point a d . Multiplicating it by δ and taking the exponential, we obtain that
where the second factor in the right-hand term comes from the expansion of the exponential at the neighbourhood of zero. Thus, the sequence α k only depends on the derivatives of L at point a d and the values of the sequence (a k ). And, for example, we easily have
We now focus our attention on the term exp (δH(a T )), which rewrites as
Using the expansion formula of the power δ/2, we obtain that there exists a sequence ( β k ) such that
d − b and the β k can be explicitely computed using the sequence (a k ) and the derivatives of H, in particular
The factor exp (δR T (a T )) is negligeable in comparison with T −(p+1) as R T (a T ) goes exponentially fast to zero, which is proven by equation (B.9) of [3] . Thus, combining (3.10) and (3.11), we obtain the announced expansion for A T . In addition, we have γ 1 = α 1 + β 1 .
We also need the expansion of B T . 
where the sequence (c k ) only depends on the derivatives of L and H at point a d together with the values of the sequence (a k ).
Proof. The proof is given in Section 4.
Combining Lemma 3.3 and Lemma 3.4, we obtain the results announced by the part (ii) of Theorem 2.2.
Proof of Theorem 2.2(iii).
The case where |d| < b with d = 0 can be treated in the exact same way that the previous case (ii). The effective domain ∆ d depends on the value of d as follows:
This time, the function L reaches its minimum at point a d = 0. The announced result follows by the combination of the two next lemmas, which give the expansions of A T and B T defined by (3.7).
Lemma 3.5. For any |d| < b, d = 0, there exists a sequence ( γ k ) such that, for any p > 0 and T large enough,
Proof. The proof follows the same lines than the one of Lemma 3.3. The only difference is in the values of the sequences (a k ) and (ϕ k ), which are computed in Appendix B.2 of [3] . In particular, 2ϕ 0 /(
, which gives the value of P (d).
Remark 3.3. The sequence ( γ k ) can be explicitely computed from the values a k and the derivatives of L and H at point zero. In particular, we have
Lemma 3.6. For any |d| < b, d = 0, there exists a sequence (c k ), such that, for any p > 0 and T large enough,
where the sequence (c k ) only depends on the derivatives of L and H at point zero together with the values of the sequence (a k ).
Proof of Theorem 2.2(iv).
We consider the case where d = −b. This time, the effective domain is ∆ d = ]−∞, 0[ and the function L reaches its infimum at the border point a d = 0. This case differs from the previous ones in the way that we have a new regime in all the asymptotic expansions. Namely, the first Step of the Appendix B.3 in [3] proves the existence of two sequences (a k ) and (ϕ k ) such that, for any p > 0 and T large enough
Consequently, the Taylor expansion of L at point a T given by (B.14) of [3] is also written as a sum of powers of T −1/2 . This combined with the expansion of the exponential fonction at the neighbourhood of zero implies that there exists a sequence ( α k ) such that for any p > 0 and T large enough,
The sequence ( α k ) can be computed with the help of (a k ) together with the derivatives of L at the origin. For instance, we have
By making use the asymptotic expansion of the power δ/2, we show that
Thus, using the fact that
, we obtain a new asymptotic regime for A T given by the following Lemma.
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Lemma 3.7. There exists a sequence ( γ k ) such that for any p > 0 and T large enough,
Remark 3.4. The sequence ( γ k ) can be explicitely computed using the sequence (a k ) and the derivatives of L and H at the origin. For example, γ 1 = 3δ/(2 √ b).
Proof. Equation (B.16) of [3] shows that the remainder R T (a T ) goes exponentially fast to zero. Thus, the result follows by the combination of (3.13) and (3.14). Besides, we easily deduce that
Lemma 3.8. There exists a sequence (c k ) such that for any p > 0 and T large enough,
and which only depends on (a k ) together with the derivatives of L and H at the origin. We have, for example,
Combining Lemma 3.7 and Lemma 3.8, we obtain the part (iv) of Theorem 2.2.
Proof of Theorem 2.2(v).
Finally, we take d = 0. As, for any T > 0, X T ≥ 0, we easily have that
. This last proof does not follow the same lines than the other ones. The idea is to use the law of X T to compute straightforwardly the expansion for T large enough. Let Z T be the random variable given by
We know, see for example [8] , that Z T has a Gamma distribution Γ (δ/2, 1/2). Denote by
where γ is the lower incomplete gamma function defined for any u ∈ R + as
We rewrite (3.15) as follows
where d T = δT /L T and F Z T is given by (3.16) . For u at the neighbourhood of zero, we derive from (3.17) the following expansion
For T large enough, d T rewrites as d T = δbT e −bT 1 + O(e −bT ) , which, combined with (3.16), (3.18) and (3.19) leads to the announced result.
Proof of technical Lemmas
This section is devoted to the proofs of the asymptotic expansion of B T , which are more technical than the remaining of the paper. The case where δ = 1 is covered by Appendixes C and D of Bercu et al. [3] . Our proofs will strongly rely on those results and we will emphasize the role played by a more general δ.
The general idea is to rewrite B T as an integral involving the characteristic function of some right chosen variable. We then split the integral into two parts to integrate over large and small values respectively. The first one will turn out to be negligeable in such a way that the asymptotic expansion of the second one will give us the expansion for B T .
We take the unified notation of Appendix C.1 in [3] . We denote
In each case, B T rewrites as
Let Φ δ T be the characteristic function of V T under P T . We easily obtain that for any u ∈ R
Using the decomposition (3.6) of L T together with the results of Appendix D in [3] , we obtain that for T large enough, Φ δ T ∈ L 2 (R) and, more precisely,
. Thus, applying Parseval formula, we obtain that
In each remaining proof, we will choose some positive value s T and split B T as follows,
Lemma 4.1. If one can find two positive constants C and ν < 1 such that
given by (4.4), goes exponentially fast to zero: there exists two positive constants d and D such that
Proof. This proof follows the steps of the proof of Lemma C.1 in [3] . We will take similar notation as well. By Cauchy-Schwarz inequality and the majoration (C.8) in [3] , we have that
As there exists a positive constant
T and δ T = γ T s T . We easily deduce that (4.6)
where g and h are two functions introduced in [3] which are respectively given on R + by
(1 + v 2 ) 3/4 . Bercu et al. [3] show that, under the assumption of this lemma,
To conclude, we need to show that the right-hand side integral in (4.6) is as small as one wishes. Let e T = T ϕ T h(δ T )/16. We easily have that e T goes to −∞ as T tends to infinity, which implies that for T large enough, e T − 1 < 0. Thus, for T large enough,
which tends to zero. Combining the majorations (4.5), (4.6), (4.7) and (4.8), we obtain the announced exponential convergence for D T . δ , where Φ 1 T (u) is given as a function of L, H and R in formula (C.16) of [3] , so that the asymptotic expansion can be easily deduced from formula (C.17) and (C.18). We notice that, for the first one, each term in the exponential just has to be multiplied by a factor δ, while the second one rewrites at power δ. This leads to the following pointwise convergence:
where γ = (3d − b)/(2b − 4d). And, using the Taylor expansion of the exponential and of the power δ/2, we obtain that, for any p > 0, there exist integers q(p), r(p), s(p) and a sequence ( ϕ k,l,m ) independent of p, such that for T large enough We denote by f α the density of the gamma distribution with parameters α and 1/2, which is equal to zero over R − and given for any x > 0 by f α (x) = exp (−x/2) x α−1 2 α Γ(α) .
Its characteristic function is f α (u) = (1 − 2iu) −α . We change the variable u to v = γu in the integral I α,β . We obtain that I α,β = − 1 γ β+1
