This paper addresses the problem of feedback linearization of nonlinear differential algebraic control systems (NDACSs) via state and feedback transformations. Necessary and sufficient conditions were provided by C. Chen. However, finding the feedback linearizing coordinates is subject to solving a system of partial differential equations. We will provide in this paper a complete solution to the problem by defining an algorithm that allows to compute explicitly the linearizing state coordinates and feedback for index one nonlinear differential algebraic control systems. Each algorithm is performed using a maximum of 1 n − steps ( n being the dimension of the system).
Introduction
Linearization is one of the most effective and fundamental techniques in the field of nonlinear control systems ( , ) x f x u = (1.1)
where n x ∈ » is the vector of state variables, m u ∈ » is the vector of control variables and :
» is smooth vector field. This technique is widely used for actual nonlinear systems and plays an important role in nonlinear control systems theory [1] [2] . Linearization problems are methods to transform a nonlinear system into a fully and partly linear one via nonlinear change of coordinates only (state linearization problem) or by nonlinear feedback and change of coordinates (feedback linearization problem) so that the linear control techniques can be applied. The state linearization problem is to find a change coordinates (local diffeomorphism) transforming the nonlinear system into a linear. This problem was proposed and completely solved by Krener (1973) [1] , who gave necessary and sufficient conditions for state linearization problem. However, the feedback linearization problem is to find a change of coordinates (local diffeomorphism) and a feedback control ( ) ( ) u x x α β υ = + with m m × matrix ( ) x β transforming the nonlinear system into a linear system. This problem was proposed and partially solved by Brockett (1978) [3] in the single-input case ( 1) m = with constant β of state feedback form
of feedback linearization problem has been solved independently by Jakubczyk and Respondek (1980) [4] , Hunt (1981) [5] and Su (1982) [6] , who gave the necessary and sufficient conditions for feedback linearization problem. The two problems are subject to solving systems of partial differential equations and remained open 30 years later. I. A. Tall (2010) [7] [8] [9] provided a solution to the state linearization problem and feedback linearization problem by defining algorithms allowing to compute explicitly the linearizing state and feedback coordinates for affine nonlinear control system without solving the partial differential equations. Each algorithm is performed using a maximum of 1 n − steps ( n being the dimension of the system).
For index one single-input nonlinear differential algebraic control systems (NDACS):
where n x ∈ » is the vector of state variables, p z ∈ » is an algebraic variable and m u ∈ » is the vector of control variables. Also,
:
» are smooth vector fields. The linearization problem of NDACS is an important one and has been studied sparsely [10] . The design of a feedback control law for control system described by a class of nonlinear differential algebraic system is considered by McClamroch et al. (1990) [11] and also by Kaprielian et al. (1991) [12, 13] . Their approaches consist of finding a local transformation to obtain a state realization (state space representation) based on differential geometry tools. S. Kawaji and E. Z. Taha (1994) [14] , extend the feedback linearization technique to a special class of NDACS. While, J. Wang and C. Chen (2001) [15] , gave some new definitions of M derivative and M bracket and then used it to solve the problem of exact feedback linearization for index one NDAS. In particular Z. Jaindong and C.
Zhaolin (2002) [16] , have defined
where ( n I is an n n × identity matrix) and deal with the index one DAE locally as the following nonlinear control system
to study the exact feedback linearization for this class of NDAS. The objective of this paper is to provide an algorithm giving linearizing coordinates for index one single-input nonlinear differential algebraic control systems without solving the partial differential equations.
Nonlinear Differential Algebraic Control Systems Defintion 2.1: [17]
The minimum number of times that all or part of the constraint equation must be differentiated with respect to time in order to solve for z as a continuous function of x and z is the index of the nonlinear differential algebraic system (1.2). For the index one NDACS the implicit function theorem plays a main role for dealing with such systems because it is possible to find a unique function ( )
For the index one NDACS the implicit function theorem plays a main role for dealing with such systems because it is possible to find a unique function ( )
In this case, the system given by equation (2.5.1) is locally equivalent to ( )
» be a smooth vector field and :
Lemma 2.5: [16]
For the index one single-input NDACS (1.2) and the nonlinear control system (1.4) the following are holds (a)
be a smooth vector field on
defined by:
given by its components
is the inverse ( ) x ρ ϕ = .
Main Result
For index one single-input nonlinear differential algebraic control system, the problem of finding a local feedback transformation 
where k = K .
Theorem 3.2: [15]
Given a differential algebraic system (1.2) for ( , )
Then the given differential algebraic system can be transform into a linear controllable system.
Theorem 3.3:
If the index one single-input NDACS (1.2) is locally feedback equivalent to a linear controllable system then it is state equivalent to the feedback form 
The proof is omitted for lack of space and can be found in [16] 
Claim 3.4:
For the index one single-input system (1.2), if the following distributions ( , ) ( , , , ) ( , , , ) ( , , , ) ( , , , ) 1
The proof is omitted for lack of space and can be found in [16] ( 
Moreover, the diffeomorphism ( ) ψ ξ , where :
where , . , , . , 2
, there exists a unique function ( ) :
By differentiate (3.6) with respect to x one can get
The solution of the system (3.8) is given by the formula of diffeomorphism in the theorem (2.9). 
So, we have On the other hand, the diffeomorphism ( ) ψ ξ , where :
is the inverse of the diffeomorphism ( , ) x z ϕ . that gives rise to a sequence of ( )
X the system (1.2) takes the feedback form (FB). The proof of Theorem (3.6) follows from the algorithm below.
Algorithm 3.7:
Consider the system (1.2) and assume it is feedback linearization. The algorithm consists of 1 n − steps.
Step 0.Set Remark that this first step is independent of whether Σ is feedback linearizable or not. It depends only on the fact that the vector field g is nonsingular, and hence, can be rectified.
Step n -k . Assume that the a sequence of explicit coordinates changes , , 
