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A domain deomposition method for solvingthe three-dimensional time-harmoni Maxwell equationsdisretized bydisontinuous Galerkin methodsAbstrat: We present here a domain deomposition method for solving the three-dimen-sional time-harmoni Maxwell equations disretized by a disontinuous Galerkin method. Inorder to allow the treatment of irregularly shaped geometries, the disontinuous Galerkinmethod is formulated on unstrutured tetrahedral meshes. The domain deomposition strat-egy takes the form of a Shwarz-type algorithm where a rst-order absorbing ondition isimposed at the interfaes between neighboring subdomains. A multifrontal sparse diretsolver is used at the subdomain level. The resulting domain deomposition strategy anbe viewed as a hybrid iterative/diret solution method for the large, sparse and omplexoeients algebrai system resulting from the disretization of the time-harmoni Maxwellequations by a disontinuous Galerkin method.Key-words: omputational eletromagnetism, time-harmoni Maxwell's equations, dis-ontinuous Galerkin method, unstrutured meshes, domain deomposition method, Shwarzalgorithm.
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4 V. Dolean, S. Lanteri and R. Perrussel1 IntrodutionThis work aims at developing a high-performane numerial methodology for the ompu-ter simulation of time-harmoni eletromagneti wave propagation problems in irregularlyshaped domains and heterogeneous media. In this ontext, we are naturally led to onsidervolume disretization methods (i.e. nite dierene, nite volume or nite element methods)as opposed to surfae disretization methods (i.e. boundary element method). Most of therelated existing works deal with the seond-order form of the time-harmoni Maxwell equa-tions disretized by a onforming nite element method [30℄. More reently, disontinuousGalerkin methods [24℄ have also been onsidered for this purpose. Here, we onentrate onthe rst-order form of the time-harmoni Maxwell equations disretized by disontinuousGalerkin methods on unstrutured tetrahedral meshes.Theoretial results onerning disontinuous Galerkin methods applied to the time-harmoni Maxwell equations have been obtained by several authors. Most of these worksuse a mixed formulation [31, 25℄ but disontinuous Galerkin methods on the non-mixed for-mulation have also been proved to onverge (interior penalty tehniques [24, 7℄ and loaldisontinuous Galerkin methods [7℄). However, to our knowledge, a diret onvergene ana-lysis of disontinuous Galerkin methods applied to the rst-order time-harmoni Maxwellsystem has not been onduted so far. Our ontribution in [12℄ is a numerial study of theonvergene of disontinuous Galerkin methods based on entered and upwind uxes andnodal polynomial interpolation applied to the rst-order time-harmoni Maxwell system inthe two-dimensional ase. These methods have previously been shown to onverge in thetime-domain ase [23, 17℄.In this paper, we are onerned with the appliation of suh disontinuous Galerkin me-thods to the disretization of the three-dimensional time-harmoni Maxwell equations takenin the form of a rst-order system of partial dierential equations. Our eorts are towardsthe design of a parallel solution strategy for the resulting large, sparse and omplex oe-ients algebrai systems. Indeed, as far as non-trivial propagation problems are onsidered,the assoiated matrix operators are in most ases solved with diulty by lassial iterativemethods. The preonditioning issues for highly indenite and non-symmetri matries is forinstane disussed by Benzi et al. in [3℄ in the ontext of inomplete fatorization and sparseapproximate inverse preonditioners. If a robust and eient solver is sought then a sparsediret method is the most pratial hoie. Over the last deade, signiant progress hasbeen made in developing parallel diret methods for solving sparse linear systems, due inpartiular to advanes made in both the ombinatorial analysis of Gaussian elimination pro-ess, and on the design of parallel blok solvers optimized for high-performane omputers[2, 22℄. However, diret methods will still fail to solve very large three-dimensional problems,due to the potentially huge memory requirements for these ases. Iterative methods an beused to overome this memory problem. However, a better solution an be found, ombiningadvantages of both iterative and diret methods. For example, a popular approah is domaindeomposition where one splits the omputational domain into smaller subdomains and then
INRIA
DD method for the 3D time-harmoni Maxwell equations 5uses a diret solver inside eah subdomain oupled with an iterative solver on the interfaes(artiial boundaries) between subdomains. This approah is adopted in this work.Domain deomposition methods are exible and powerful tehniques for the parallel nu-merial solution of systems of partial dierential equations. Conerning their appliation totime-harmoni wave propagation problems, the simplest algorithm was proposed by Des-prés [10℄ for solving the Helmholtz equation and then extended and generalized for thetime-harmoni Maxwell equations in [11, 9, 1℄. The analysis of a larger lass of Shwarzalgorithms has been performed reently in [13℄. Our ultimate objetive is the design andappliation of optimized Shwarz algorithms in onjuntion with disontinuous Galerkinmethods. The rst step in this diretion is understanding and analyzing lassial overlap-ping and non-overlapping Shwarz algorithms in the disrete framework of these methods. Toour knowledge, exept in Helluy [20℄, where suh an algorithm is applied to a disretizationof the rst-order time-harmoni Maxwell equations by an upwind nite volume method, noother attempts for higher order disontinuous Galerkin methods or dierent kind of uxesan be found in the literature. A lassial domain deomposition strategy is adopted inthis study whih takes the form of a Shwarz-type algorithm where Després onditions [11℄are imposed at the interfaes between neighboring subdomains. A multifrontal sparse diretsolver is used at the subdomain level. The resulting domain deomposition strategy anbe viewed as a hybrid iterative/diret solution method for the large, sparse and omplexoeients algebrai system resulting from the disretization of the time-harmoni Maxwellequations by a disontinuous Galerkin method.The rest of this paper is organized as follows. In setion 2, we formulate the ontinuousboundary value problem to be solved. Then, in setion 3, the adopted Shwarz-type domaindeomposition method is introdued. Setion 4 is devoted to the disretization of the globaland domain deomposed boundary value problems. A well-posedness result for a perturbeddisrete problem whih generalizes the idea of [6℄ to higher order disontinuous Galerkinmethods is established. Finally, in setion 5, numerial strategies for solving loal problemsas well as parallel omputing aspets are disussed and experimental results are presented.Beside lassial sattering test problems, we also onsider a more hallenging situation whihonsists in the propagation of a plane wave in a realisti geometri model of human headtissues.2 Formulation of the ontinuous problemThe system of non-dimensioned time-harmoni Maxwell's equations an be written underthe following form :
{
iωεrE − curlH = −J ,
iωµrH + curl E = 0,
(1)where E and H are the unknown eletri and magneti elds and J is a known urrentsoure. The parameters εr and µr are respetively the omplex-valued relative dieletripermittivity (integrating the eletri ondutivity) and the relative magneti permeability ;RR n° 6220






iωG0W + Gx∂xW + Gy∂yW + Gz∂zW = 0 in Ω,
(MΓm −Gn)W = 0 on Γm,
(MΓa −Gn)(W −W
inc) = 0 on Γa. (3)where W = (E
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) where for a vetor v = vxvy
vz
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) and MΓa = |Gn|.3 A lassial domain deomposition methodWe onsider now the problem (3). In order to ease the presentation we deompose thedomain Ω into two overlapping or non-overlapping subdomains Ω1 and Ω2 but the extensionof the formulation of the method to any number of subdomains is straightforward. We dene
Γ12 = ∂Ω1 ∩Ω2 and Γ21 = ∂Ω2 ∩Ω1. In the following we denote by nij the outward normal1If TΛT−1 is the eigenfatorization of Gn then G±n = TΛ±T−1 where Λ+ (resp. Λ−) only gathers thepositive (resp. negative) eigenvalues. INRIA












1,n+1 = 0 in Ω1,
G−n12W
1,n+1 = G−n12W











2,n+1 = 0 in Ω2,
G−n21W
2,n+1 = G−n21W
1,n on Γ21,+ Boundary onditions on ∂Ω2 ∩ ∂Ω, (4)where subsripts denote omponents, and supersripts denote the subdomain number andthe iteration ount.This algorithm has been analyzed in [13℄ and its onvergene rate has been omputed inthe ase of an innite domain Ω = R3.4 DisretizationThe subproblems of the Shwarz algorithm (4) are disretized using a disontinuousGalerkin formulation. In this setion, we rst introdue this disretization method in theone-domain ase. Then, we state a well-posedness result for a perturbed disrete problem.Finally, we establish the disretization of the interfae ondition of algorithm (4) with respetto the adopted disontinuous Galerkin formulation.Let Ωh denote a disretization of the domain Ω into a union of onforming tetrahedralelements Ωh = ⋃
K∈Th
K. We look for the approximate solution W h = (EhHh) of (3) in Vh×Vhwhere the funtional spae Vh is dened by :
Vh =
{
U ∈ [L2(Ω)]3 / ∀K ∈ Th, U |K ∈ Pp(K)
}
. (5)where Pp(K) denotes a spae of vetors with polynomial omponents of degree at most pover the element K.
RR n° 6220




























































































(MF,K − IFKGnF )W
inc
)t
V ds, ∀V ∈ Vh × Vh,
(6)







0 if the fae F does not belong to element K,
1 if F ∈ K and their orientations math,
−1 if F ∈ K and their orientations do not math.We also dene respetively the jump and the average of a vetor V of Vh × Vh on a fae Fshared by two elements K and K̃ :
JV K = IFKV |K + IFK̃V |K̃ and {V } = 12 (V |K + V |K̃) .Finally, the matrix SF , whih is hermitian positive, allows to penalize the jump of a eld orof some omponents of this eld on the fae F and the matrix MF,K , to be dened later,insures the asymptoti onsisteny with the boundary onditions of the ontinuous problem.Problem (6) is often interpreted in terms of loal problems in eah element K of Thoupled by the introdution of an element boundary term alled numerial ux (see also[15℄).
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) if F ∈ Γm,
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and Y F = Y K + Y K̃
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. (11)In order to simplify the presentation in the following setions, we only retain the formu-lation adapted to homogeneous materials.RR n° 6220
10 V. Dolean, S. Lanteri and R. Perrussel4.2 Comments on the disretizationA few works have onsidered the disretization of the time-harmoni Maxwell equationsby a disontinuous Galerkin formulation ombined to the numerial uxes (7) and (8).Conerning the onvergene properties of suh disontinuous Galerkin formulations, thestate-of-art is the following : when the disontinuous Galerkin method is ombined to the upwind ux (8), onver-gene results have been obtained by Helluy and Dayma in [21℄ for a perturbed problem,i.e. replaing iω by iω+ν with ν a stritly positive parameter. Their result states that,if the solution is suiently regular and if a polynomial approximation of order p isused in eah element K, the L2-norm error of the eletromagneti elds behaves as
hp+1/2 where h is the mesh parameter. the disontinuous Galerkin method ombined to the entered ux (7) has been studiedby Fezoui et al. in [17℄ for the time-domain Maxwell equations. In this ase, the L2-norm error of the eletromagneti elds behaves as hp. This result should extend tothe time-harmoni ase however no onvergene proofs are available so far.The onvergene of the disontinuous Galerkin methods onsidered here is studied nume-rially in the ontext of the two-dimensional time-harmoni Maxwell equations disretizedon triangular meshes in [12℄.Beside, we an study the solvability of the disrete problem in the ase of a perturbedproblem (we replae iω by iω + ν with ν > 0). We reall here the pro already presented in[12℄. In this setting and assuming homogeneous boundary onditions, the problem at handan be simply written as :
{Find W h in Vh × Vh suh that :
a(W h, V ) + b(W h, V ) = 0, ∀V ∈ Vh × Vh,
(12)with, ∀U , V ∈ Vh × Vh :











































































), one has :





































Then, we rewrite using the orresponding Green identity an equivalent expression of thesesquilinear form b :









































{V }ds, ∀U , V ∈ Vh × Vh.
(16)
By notiing that on a fae F ∈ Γ0 separating two elements K and K̃ :
(GnF {U})
tJV K + (GnF JUK)
t{V } = (IFKGnF U |K)
tV |K
+ (IFK̃GnF U |K̃)
tV |K̃ ,
RR n° 6220
12 V. Dolean, S. Lanteri and R. Perrusselwhih is in part due to the fat that GnF is hermitian, one dedues :































JV Kds, ∀U , V ∈ Vh × Vh.
(17)
Thus, it is now straightforward to see that b is anti-hermitian and onsequently :



































W hds,From (12), ℜ(a(W h, W h) + b(W h, W h)) is also equal to zero. As νℜ(G0) − ωℑ(G0) ispositive denite and |GnF |, SF and H(MF,K) are positive, the vetor eld W h is zero.4.3 Disretization of the domain deomposition algorithm4.3.1 Disontinuous Galerkin formulation of the multi-domain problemLet us now assume that the domain Ω is deomposed into Ns subdomains Ω = Ns⋃
i=1





h ) = 0 for all F belonging to Γij ,where W i,n+1h denotes the approximation of W i,n+1 for i = 1, 2. Thus, the disontinuousGalerkin disretization of a loal problem of algorithm (4) an be written using (6), as theINRIA













































































































































































LW 1,n+1 = f1, in Ω1,
B1(W




LW 2,n+1 = f2, in Ω2,
B2(W





1,n+1) on Γ21, (20)where L is a linear dierential operator, f1,2 denotes right hand sides assoiated to Ω1,2 and,







1(λ1,n, f1)),RR n° 6220
14 V. Dolean, S. Lanteri and R. Perrusselwhere W j = W j(λj , f j) are the solution of the loal problems. By linearity of the operatorsinvolved, an iteration of the Shwarz algorithm is equivalent to :
λn+1 = (Id− T )λn + d,whih is a xed point iteration to solve the interfae system :





A1 0 R1 0
0 A2 0 R2
0 −B2 I 0







1 R1 I  and gh = B2A−12 F 2B1A−11 F 1 ,where Th and gh are the disretization of T and d. This system is further solved by a Krylovsubspae method as disussed in the following setion.5 Numerial and performane results5.1 Implemented formulations and experimental testbedFor this study, the implementation of the disontinuous Galerkin formulations desribedin setion (4.1) has been limited to a P0 approximation with the entered ux (7) (whih isequivalent to a nite volume method whih will be referred as DG-P0- in the sequel) anda P1 approximation (i.e. a linear disontinuous Galerkin method) with either the enteredux (7) or the upwind ux (8) and nodal polynomial basis funtions (respetively referredas DG-P1- and DG-P1-u in the sequel).Unless otherwise indiated, omputations have been performed in 64 bit arithmeti. Theexperimental testbed is a luster of AMD Opteron 2 GHz dual nodes with 2 GB of RAMmemory, interonneted by a Gigabit Ethernet swith. The omputer odes for the DG-P0and DG-P1 methods have been programmed in Fortran and the parallelization relies on theMPI (Message Passing Interfae). The implementation of the domain deomposition solverrequires a partitioning of the underlying tetrahedral mesh whih is obtained using the MeTiSgraph partitioning tool [26℄. INRIA
DD method for the 3D time-harmoni Maxwell equations 155.2 Solution strategiesAn unpreonditioned BiCGstab(ℓ) Krylov subspae method [35℄ is used for the solutionof the interfae system (21). After dierent tests for assessing the onvergene of the methodand the assoiated omputation time, the parameter ℓ has been set to 6. This method isadapted to linear systems involving non-symmetri matries with omplex spetrum. Theonvergene of the iterative solution of the interfae system is evaluated in terms of theeulidian norm of the residual normalized to the norm of the right-hand side vetor. Theorresponding linear threshold has been set to εi = 10−6. Eah iteration of this Krylovsubspae method requires a ertain number of matrix-vetor produts with the interfaematrix of system (21). Within the domain deomposition framework of algorithm (4), suha matrix-vetor produt translates into the solution of the subdomain disrete problems(18). For this purpose, several strategies have been onsidered : a preonditioned restarted GMRES(m) [34℄ (with m = 10) or a preonditionedBiCGstab(ℓ) (with ℓ = 1) method where the preonditioner is taken to be a LUfatorization omputed and stored in single preision arithmeti using the MUMPSmultifrontal sparse diret solver [2℄, while the Krylov subspae method works on doublepreision arithmeti vetors. In both ases, the linear threshold has been set to εi =
10−6. These solution strategies will be referred respetively as DD-gmres and DD-bigl. a LU fatorization where the L and U fators are omputed and stored in single pre-ision (32 bits) arithmeti and an iterative renement proedure is applied to reoverdouble preision arithmeti (64 bits). More preisely, assuming that the linear systemis Ax = b, the iterative renement proedure is as follows :
x← 0REPEAT
r ← b−Ax % residual evaluation step.Solve Ly = rSolve Uz = y
x← x + z % updating step.UNTIL ‖ r ‖< εlwhere the triangular solves Ly = r and Uz = y are performed using single preisionarithmeti while the residual evaluation and updating step are omputed in doublepreision arithmeti. In pratie, we set εl = 10−10 and a maximum of ve iterations ofthe above proedure. In the sequel, this solution strategy will be referred as DD-itref.These strategies have been seleted with the aim to redue the memory requirements forstoring the L and U fators and thus allowing to takle large problems. We note that suhmixed-preision strategies have reently been onsidered in the linear algebra ommunityessentially for performane issues [27, 28℄ on modern high-performane proessors. In theseworks, the mixing of single and double preision omputations is performed in the ontextof an iterative renement proedure. Here, the single preision L and U fators yield a veryRR n° 6220
16 V. Dolean, S. Lanteri and R. Perrusselaurate preonditioner and onsequently, a few iterations of the preonditioned Krylovsubspae methods are suient for solving the subdomain problems. In pratie we use oneiteration of BiCGstab and two iterations of GMRES.In the following tables and gures : Lmin, Lmax and Lavg respetively denote the minimum, maximum and average lengthof an edge in a given tetrahedral mesh, Ns is the number of subdomains whih is also the number of proesses involved in aparallel simulation, 'CPU' is the CPU time whih is evaluated on eah proess of a parallel simulationand, for this reason, we give both the minimum and maximum values of this quantity, 'REAL' is the real (or elapsed) time of a parallel simulation, 'RAM' is the memory requirement for storing the L and U fators whih is evaluatedon eah proess of a parallel simulation and, as for the 'CPU' quantity, we give boththe minimum and maximum values of this quantity.5.3 Diration of a plane wave by a PEC sphereThe rst test problem that we onsider is the diration of a plane wave by a perfetlyonduting sphere with radius R = 1 m entered at the origin. The artiial boundaryon whih the rst-order absorbing ondition (2) applies is dened by a sphere with radius
Ra = 1.5 m entered at the origin. The medium is onsidered homogeneous with εr and µrequal to one. The frequeny of the inident plane wave is F = 600 MHz and ω = 2πF/F0with F0 = 300 MHz. Its polarization is suh that :
k = (0, 0,−kz)
t , E = (Ex, 0, 0)
t and H = (0, Hy, 0)t.Four tetrahedral meshes of inreased resolution have been used and their harateristisare summarized in Table 1. Views of the triangulations in the plane Z=0.0 m are given onFigure 1. Note that the mesh with the nest resolution is suh that Lavg=λ/11 while thisratio is equal to 6 for the mesh with the oarsest resolution. Numerial solutions are shownMesh # verties # tetrahedra Lmin (m) Lmax (m) Lavg (m)M1 32,418 172,800 0.051990 0.152832 0.086657M2 70,422 384,000 0.039267 0.118029 0.066279M3 151,452 843,648 0.030206 0.091805 0.051038M4 244,834 1,382,400 0.025665 0.078819 0.043431Tab. 1  Diration of a plane wave by a PEC sphere, F=600 MHz.Charateristis of the tetrahedral meshes ('#' refers to 'the number of').on Figures 2 and 3 in the form of the ontour lines in the plane Z=0.0 m of the Ex and Eyomponents. Figures 2(a) and 2(b) orrespond to the analytial solution for this problem,expressed using Debye potentials [14℄. Clearly, the solutions obtained on mesh M4 using the
INRIA




























(b) mesh M3.Fig. 1  Diration of a plane wave by a PEC sphere, F=600 MHz.Triangulation in the plane Z=0.0 m.DG-P0- method, and on mesh M1 using the DG-P1-/DG-P1-u methods are in very goodagreement with the referene result.
RR n° 6220
18 V. Dolean, S. Lanteri and R. PerrusselMesh Method Strategy Ns # it CPU (min/max) REALM1 DG-P1- DD-bigl 32 10 441 se/772 se 929 se- - DD-gmres - 10 227 se/271 se 442 se- - DD-itref - 9 197 se/300 se 480 seM1 DG-P1-u DD-bigl 32 10 544 se/616 se 842 se- - DD-gmres - 9 259 se/284 se 464 se- - DD-itref - 9 170 se/200 se 344 seM2 DG-P0- DD-bigl 16 8 215 se/379 se 390 se- - - 32 9 98 se/132 se 143 se- - DD-gmres 16 8 110 se/139 se 143 se- - - 32 9 46 se/ 58 se 68 se- - DD-itref 16 8 215 se/379 se 390 se- - - 32 9 101 se/159 se 172 seM3 DG-P0- DD-bigl 32 8 244 se/352 se 456 se- - - 64 9 116 se/178 se 184 se- - DD-gmres 32 8 121 se/164 se 249 se- - - 64 9 56 se/ 87 se 98 se- - DD-itref 32 8 116 se/197 se 256 se- - - 64 9 53 se/ 98 se 111 seM4 DG-P0- DD-bigl 64 9 197 se/432 se 460 se- - DD-gmres - 10 109 se/173 se 211 se- - DD-itref - 9 101 se/193 se 233 seTab. 2  Diration of a plane wave by a PEC sphere, F=600 MHz.Computation times (solution phase).Mesh Method Ns CPU (min/max) RAM (min/max)M1 DG-P1- 32 198 se/301 se 1217 MB/1457 MBM1 DG-P1-u 32 211 se/329 se 1257 MB/1512 MBM2 DG-P0- 8 220 se/359 se 1365 MB/1679 MB- - 16 56 se/121 se 492 MB/ 733 MB- - 32 11 se/ 26 se 156 MB/ 249 MBM3 - 32 69 se/185 se 586 MB/ 959 MB- - 64 17 se/ 52 se 210 MB/ 370 MBM4 - 64 43 se/135 se 425 MB/ 737 MBTab. 3  Diration of a plane wave in vauum by a PEC sphere, F=600 MHz.Computation times and memory requirement for storing the L and U fators.
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-0.66(f) Method DG-P0-, mesh M3, Ey.Fig. 2  Diration of a plane wave by a PEC sphere, F=600 MHz.Contour lines of Ex and Ey in the plane Z=0.0 m.RR n° 6220


































































































































































































































-0.56(f) Method DG-P1-u, mesh M1, Ey.Fig. 3  Diration of a plane wave by a PEC sphere, F=600 MHz.Contour lines of Ex and Ey in the plane Z=0.0 m. INRIA
DD method for the 3D time-harmoni Maxwell equations 215.4 Diration of a plane wave by a PEC ubeThe test problem onsidered here onsists in the diration of a plane wave by a perfetlyonduting ube of side length C = 1/3 m entered at the origin. The artiial boundary onwhih the rst-order absorbing ondition (2) applies is dened by a unitary ube enteredat the origin. The frequeny of the inident plane wave is F=900 MHz and its polarizationis suh that :
k = (kx, 0, 0)
t , E = (0, Ey, 0)


























(b) Cube oated by a dieletri material.Fig. 4  Diration of a plane wave by a PEC ube, F=900 MHz.Mesh M2 : triangulation in the plane Z=0.5 m.
RR n° 6220
22 V. Dolean, S. Lanteri and R. Perrussel5.4.1 Propagation in vauumNumerial solutions are shown on Figures 5 and 6 in the form of the ontour lines inthe plane Z=0.5 m of the Ex and Ey omponents. One an note that the solution resultingfrom the DG-P1- method applied on mesh M1 is very similar to the one obtained using theDG-P0- method with mesh M4. Moreover, the former solution exhibits a better symmetrywith regards to the distribution of the Ey omponent. Timing measures are given in Table 5(solution phase) and 6 (fatorization phase).Mesh Method Strategy Ns # it CPU (min/max) REALM1 DG-P1- DD-bigl 8 6 202 se/352 se 355 se- - DD-gmres - 6 106 se/118 se 124 se- - DD-itref - 6 102 se/130 se 136 seM2 DG-P1- DD-bigl 32 9 253 se/440 se 506 se- - - 64 10 105 se/202 se 236 se- - DD-gmres 32 9 115 se/151 se 207 se- - - 64 10 60 se/ 82 se 117 se- - DD-itref 32 9 108 se/152 se 168 se- - - 64 10 47 se/ 72 se 91 seM2 DG-P1-u DD-bigl 32 9 343 se/389 se 430 se- - - 64 10 161 se/207 se 234 se- - DD-gmres 32 9 170 se/204 se 258 se- - - 64 11 90 se/116 se 137 se- - DD-itref 32 9 114 se/131 se 174 se- - - 64 10 51 se/ 69 se 94 seM2 DG-P0- DD-bigl 16 6 48 se/ 61 se 64 se- - DD-gmres - 6 26 se/ 32 se 35 se- - DD-itref - 6 20 se/ 27 se 31 seM3 DG-P0- DD-bigl 16 7 150 se/184 se 199 se- - - 32 8 81 se/101 se 122 seM4 DG-P0- DD-bigl 16 7 345 se/395 se 452 se- - - 32 8 161 se/224 se 238 se- - - 64 9 87 se/108 se 120 seTab. 5  Diration of a plane wave in vauum by a PEC ube, F=900 MHz.Computation times (solution phase).5.4.2 Coated PEC ubeNumerial solutions are shown on Figure 7 in the form of the ontour lines in the planeZ=0.5 m of the Ex and Ey omponents. This time, we only report on results obtained usingthe DG-P0- method applied to mesh M5 and the DG-P1-/DG-P1-u methods applied to
INRIA



































































































































































































































-0.91(f) Method DG-P0-, mesh M4, Ey.Fig. 5  Diration of a plane wave in vauum by a PEC ube, F=900 MHz.Contour lines of Ex and Ey in the plane Z=0.5 m.RR n° 6220






























































































































































































































-0.92(f) Method DG-P1-u, mesh M2, Ey.Fig. 6  Diration of a plane wave in vauum by a PEC ube, F=900 MHz.Contour lines of Ex and Ey in the plane Z=0.5 m. INRIA
DD method for the 3D time-harmoni Maxwell equations 25Mesh Method Ns CPU (min/max) RAM (min/max)M1 DG-P1- 8 82 se/129 se 735 MB/905 MBM2 DG-P1- 32 71 se/105 se 614 MB/728 MB- - 64 17 se/ 32 se 217 MB/295 MBM2 DG-P1-u 32 88 se/143 se 710 MB/874 MB- - 64 20 se/ 36 se 243 MB/329 MBM2 DG-P0- 16 5 se/ 8 se 82 MB/105 MBM3 - 16 23 se/ 36 se 285 MB/359 MB- - 32 7 se/ 10 se 104 MB/134 MBM4 - 16 76 se/114 se 732 MB/884 MB- - 32 21 se/ 37 se 265 MB/359 MB- - 64 6 se/ 10 se 96 MB/129 MBTab. 6  Diration of a plane wave in vauum by a PEC ube, F=900 MHz.Computation times and memory requirement for storing the L and U fators.mesh M2. One an note that the solution resulting from the DG-P0- method does not exhibitall the peuliarities of the underlying wave propagation problem. This is made partiularlylear on the distributions of the Ex omponent whih suggest that the DG-P0- might requirea disretization mesh with an inreased resolution. Timing measures are given in Tables 7(solution phase) and 8 (fatorization phase).Mesh Method Strategy Ns # it CPU (min/max) REALM2 DG-P1- DD-bigl 32 14 375 se/643 se 678 se- - DD-gmres - 14 198 se/236 se 256 se- - DD-itref - 14 173 se/247 se 271 seM2 DG-P1-u DD-bigl 32 13 471 se/562 se 630 se- - DD-gmres - 13 245 se/290 se 317 se- - DD-itref - 13 156 se/184 se 215 seM5 DG-P0- DD-bigl 64 14 247 se/310 se 339 se- - DD-gmres - 14 130 se/164 se 185 se- - DD-itref - 14 98 se/133 se 157 seTab. 7  Diration of a plane wave by a oated PEC ube, F=900 MHz.Computation times (solution phase).5.5 Disussion of the numerial and parallel performanesA rst notieable behaviour that an be emphasized is that the onvergene of the pro-posed domain deomposition solver for a given approximation method is weakly dependenton the number of system unknowns and the granularity of the deomposition (i.e. the num-
RR n° 6220











































































































































































































































-1.1 (f) Method DG-P1-u, mesh M2, Ey.Fig. 7  Diration of a plane wave by a oated PEC ube, F=900 MHz.Contour lines of Ex and Ey in the plane Z=0.5 m. INRIA
DD method for the 3D time-harmoni Maxwell equations 27Mesh Method Ns CPU (min/max) RAM (min/max)M2 DG-P1- 32 71 se/102 se 614 MB/728 MBM2 DG-P1-u 32 87 se/143 se 710 MB/874 MBM5 DG-P0- 64 16 se/ 29 se 213 MB/299 MBTab. 8  Diration of a plane wave by a oated PEC ube, F=900 MHz.Computation times and memory requirement for storing the L and U fators.ber of subdomains). For instane, in the ase of the diration of a plane wave by a PECsphere, when swithing from mesh M2 to mesh M4 (see Table 1), the number of unknownsof the algebrai system assoiated to the DG-P0- approximation method inreases from
6 × 384, 000 = 2, 304, 000 to 6 × 1, 382, 400 = 8, 294, 400 while the number of iterations ofthe domain deomposition solver ranges from 8 to 10 for a number of subdomains Ns in theset {16, 32, 64}. Similarly, for the diration of a plane wave by a PEC ube, when swithingfrom mesh M2 to mesh M4 (see Table 4), the number of unknowns of the algebrai systemassoiated to the DG-P0- approximation method inreases from 6× 156, 000 = 936, 000 to
6× 725, 424 = 4, 352, 544 while the number of iterations of the domain deomposition solverranges from 6 to 9 for a number of subdomains Ns in the set {16, 32, 64}.Moreover, for a given mesh, the number of iterations inreases when swithing betweenthe DG-P0 and DG-P1 approximation methods. This is mainly related to the fat that atthe same time the number of system unknowns inreases notieably. For instane, whensimulating the diration of a plane wave by a PEC ube using mesh M2 (see Table 4), thenumber of system unknowns is equal to 6×156, 000 = 936, 000 and 24×156, 000 = 3, 744, 000respetively for the DG-P0 and DG-P1 approximation methods. In the former ase, thenumber of iterations is equal to 6 for Ns = 16 while in the latter ase, it is equal to 9(respetively 10) for Ns = 32 (respetively 64).It is also worthwhile to note that : the onvergene of the domain deomposition solver when ombined to the DG-P1approximation method seems insensitive to the type of sheme (i.e. entered or upwind)used for the evaluation of the numerial ux through internal faes. as expeted, when the propagation media is more omplex than a simple uniform (i.e.homogeneous) material, the onvergene of the domain deomposition solver requiresmore iterations. Indeed, omparing the performanes of the domain deompositionsolver ombined to the DG-P1 approximation method for the simply PEC and oatedPEC ubes and using mesh M2, the number of iterations inreases from 9 to 14. Notethat for mesh M5 and the DG-P0- approximation method, the number of systemunknowns is equal to 6 × 1, 248, 000 = 7, 488, 000 whih is exatly twie the numberobtained for the DG-P1 approximation method using mesh M2. Despite this largeinrease of the number of system unknowns and the dierene in the number of sub-domains (respetively Ns = 32 and Ns = 64), the solution of the underlying algebraisystems requires essentially the same number of iterations.RR n° 6220
28 V. Dolean, S. Lanteri and R. PerrusselWe evaluate the parallel performanes of the proposed domain deomposition solver usingtwo metris : the ratio of the maximum of the per proess CPU times to the REAL timewhih is referred as '%CPU' in the sequel and, the relative parallel speedup SNs2Ns1 evaluatedas the ratio of the elapsed time for Ns1 subdomains to the elapsed time for Ns2 subdomains.We mainly disuss the performane results of Table 2 but similar onlusions an be drawnbased on the solution times given in Tables 5 and 7. First, we remark that, in the ase of thediration of a plane wave by a PEC sphere, %CPU ranges from 58% to 97%. The lowestvalues of this metri are essentially obtained for the omputations onduted with meshM1 (see Table 1) whih is due to the fat that the underlying mesh is too oarse and theommuniation ost indued by the BiCGstab(ℓ) method, whih is applied to the solutionof the interfae system (21), prevails. Apart from this partiular situation, one an notethat super-linear parallel speedups are often obtained, For instane, for the same test aseand omputations based on mesh M2 (respetively M3), the S3216 ∈ [2.1 , 2.7] (respetively
S6432 ∈ [2.3 , 2.5]). This behaviour essentially stems from the super-linear redution of theost of the loal solves when inreasing the number or subdomains for a onstant globalproblem size.On the other hand, it is equally important to observe that although the MeTiS partitio-ning tool almost always yields well balaned partitions (in the present ase, the load balaneis evaluated in terms of the loal number of tetrahedra), there is a notieable disparity inthe required amount of RAM for storing the subdomain L and U fators, espeially for largevalues of the number of subdomains Ns. As a matter of fat, the ll-in of the L and Ufators is inuened by several fators among whih, the presene in the original matrix ofdiagonal bloks related to physial boundaries (metalli wall, absorbing boundary) whihin turn has eets on the numerial pivoting strategy. But, above all, the partitioning of amesh (in pratie, the adjaeny graph assoiated to the mesh) using a tool suh as MeTiS,is ditated by two main riteria, namely the minimization of the subdomains separator andthe ahievement of a well balaned omputational load, while a balane of the ll-in is rarelyan objetive. In the present ase, the main onsequene of this load unbalane in the ll-inof the loal L and U fators is a potentially large gap between the minimum and maximumCPU times for the subdomain triangular solves, whih results in non-negligible idle timesaross proesses between eah iteration of the interfae system solver.5.6 A bioeletromagnetis appliationWe onlude this setion of results with the appliation of the proposed numerial me-thodology to the simulation of a time-harmoni eletromagneti wave propagation problemin an irregularly shaped and heterogeneous medium. The problem under onsideration isonerned with the propagation of a plane wave in realisti geometrial models of headtissues. It is a rst step towards the development of a omputational framework for thenumerial dosimetry of eletromagneti elds radiated by mobile phones. Starting from MRimages of the Visible Human 2.0 projet [33℄, head tissues are segmented and the interfaesof a seleted number of tissues (namely, the skin, the skull and the brain) are triangulated.
INRIA
DD method for the 3D time-harmoni Maxwell equations 29Dierent strategies an be used in order to obtain a smooth and aurate segmentation ofhead tissues and interfae triangulations as well. A rst strategy onsists in using a marhingube algorithm [29℄ whih leads to huge triangulations of interfaes between segmented sub-domains. These triangulations an then be regularized, rened and deimated in order toobtain reasonable surfae meshes, for example using the YAMS [18℄ re-meshing tool. Anotherstrategy onsists in using a variant of Chew's algorithm [8℄, based on Delaunay triangulationrestrited to the interfae, whih allows to ontrol the size and aspet ratio of interfaialtriangles [5℄. Surfae meshes of inreased resolution resulting from suh a proedure arepresented on Figure 8. Then, these triangulated surfaes together with a triangulation ofthe artiial boundary (absorbing boundary) of the overall omputational domain, whih istaken here to be a sphere, are used as inputs for the generation of volume meshes. In thisstudy, the GHS3D tetrahedral mesh generator [19℄ is used to mesh volume domains bet-ween the various interfaes. Two tetrahedral meshes have been used whose harateristisare summarized in Table 9. The frequeny of the inident plane wave is F=1800 MHz andits polarization is suh that :
k = (kx, 0, 0)
t , E = (0, 0, Ez)
t and H = (0, Hy, 0)t.Albeit this propagation problem learly involves irregularly shaped domains and non-uniformtetrahedral meshes, it is yet a simplied onguration with regards to the simulations usuallyused in numerial dosimetry studies of human exposition to mobile phone radiation [4℄, fortwo reasons : a mobile phone geometrial model has not been taken into aount in thepresent simulation setting and, the eletromagneti parameters of the materials are setto artiial values for the purpose of exemplifying the harateristis of the propagationof the plane wave in the head tissues (null ondutivity, εr = 4.0 for the brain, εr =
6.5 for the erebrospinal uid, εr = 1.5 for the skull and εr = 4.0 for the skin). For theomputations reported here, the methods DG-P1- and DG-P1-u are used in onjuntionwith mesh M1 while method DG-P0- is used with mesh M2. Moreover, this problem hasalso been simulated using a DGTD-P1- (Disontinuous Galerkin Time-Domain) method [17℄and the orresponding result will be onsidered here as the referene solution. The ontourlines of Ez in various ongurations are visualized on Figures 10 to 13. As an be seen onthese gures, on one hand, there is a good agreement between the results of the time-domainand time-harmoni omputations and, on the other hand, the DG-P1 methods used with theoarsest mesh yield solutions whih are loser to the referene omputation than the oneresulting from the DG-P0- method applied on the nest geometrial model.Performane results are given in Tables 10 and 11. In addition, the onvergene urvesfor the iterative solution of the interfae system (21) using the BiCGstab(ℓ) method areshown on Figure 9. Firstly, we note that the iterative solution requires 3 to 4 times moreiterations than the numbers observed for the previous test ases, whih is the onsequene ofthe inreased omplexity in both the underlying disretization and the propagation medium.Seondly, the parallel eieny, evaluated using the %CPU ratio, ranges from 65% to 75%.Here again, the load unbalane in the ll-in of the loal L and U fators is the main reasonfor this parallel performane drop.RR n° 6220


































































(f) Skull, frontal view, mesh M2.Fig. 8  Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.Triangulations of the skin and the skull. INRIA
DD method for the 3D time-harmoni Maxwell equations 31Mesh # verties # tetrahedra Lmin (m) Lmax (m) Lavg (m)M1 60,590 361,848 0.00185 0.04537 0.01165M2 309,599 1,853,832 0.00158 0.02476 0.00693Tab. 9  Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.Charateristis of the tetrahedral meshes.Mesh Method Strategy Ns # it CPU (min/max) REALM1 DG-P1- DD-itref 96 47 346 se/466 se 714 se- DG-P1-u DD-itref 96 46 347 se/547 se 765 seM2 DG-P0- DD-itref 96 33 228 se/322 se 428 seTab. 10  Propagation of a plane wave in an heterogeneous medium, F=1800 MHz.Computation times (solution phase).Mesh Method Ns CPU (min/max) RAM (min/max) # dofM1 DG-P1- 96 64 se/125 se 640 MB/852 MB 8,684,352- DG-P1-u 96 80 se/134 se 633 MB/866 MB 8,684,352M2 DG-P0- 96 53 se/ 98 se 519 MB/684 MB 11,122,992Tab. 11  Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.Computation times and memory requirement for storing the L and U fators.5.7 ConlusionWe have presented a hybrid iterative/diret solution method for the large, sparse andomplex oeients algebrai systems resulting from the disretization of the time-harmoniMaxwell equations by disontinuous Galerkin methods. The disretization in spae relies onan unstrutured tetrahedral mesh and as a result, the proposed numerial methodologyis partiularly well suited to the simulation of wave propagation problems in irregularlyshaped media. Moreover, the loal nature of a disontinuous Galerkin formulation allows fora natural treatment of heterogeneous media. Numerial and performane results reportedhere, albeit promising, have also raised a weakness in the urrent implementation of thedomain deomposition method in the fat that the ll-in of the loal L and U fators isgenerally not well balaned exept for relatively simple problems (simply shaped domain,uniform mesh and homogeneous media). We believe that this drawbak should be reurrentto almost all similar implementations of domain deomposition algorithms (i.e. based onexat fatorization methods for the subdomain solves). This problem ould be gure out byresorting to onstrained level of ll-in subdomain solvers or/and by improving the qualityof the mesh partitions (with regards to the resulting ll-in unbalane). In addition to thesediretions, our future works will be towards the improvement of the numerial eieny ofRR n° 6220















Fig. 9  Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.Iterative solution of the interfae system.the Shwarz-type algorithm adopted in this study thanks to the design of disrete optimizedinterfae onditions [13℄ in the framework of our disontinuous Galerkin formulations ontetrahedral meshes.
INRIA
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-1.6(f) method DG-P0-, time-harmoni, view in theplane Y=0.0 m, mesh M2.Fig. 10  Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.Contour lines of Ez .RR n° 6220
34 V. Dolean, S. Lanteri and R. Perrussel






















































































































































































































-1.75(f) method DG-P1-u, time-harmoni, view inthe plane Y=0.0 m, mesh M1.Fig. 11  Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.Contour lines of Ez . INRIA
DD method for the 3D time-harmoni Maxwell equations 35





































































-1.35(b) method DG-P1-, time-domain, skull, rightside, mesh M1.


































































-1.35(d) method DG-P1-, time-harmoni, skull,right side, mesh M1.


































































-1.35(f) method DG-P1-u, time-harmoni, skull,right side, mesh M1.Fig. 12  Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.Contour lines of Ez .RR n° 6220
36 V. Dolean, S. Lanteri and R. Perrussel






























































-1.25 (b) Skull, right side.Fig. 13  Propagation of a plane wave in a heterogeneous medium, F=1800 MHz.Contour lines of Ez : method DG-P0- with mesh M2.
INRIA
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