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Abstract
Let q  0, p  0, T ∞, D = (0, a), D¯ = [0, a], Ω = D × (0, T ), and Lu = xqut − uxx . This article considers the following
degenerate semilinear parabolic initial-boundary value problem,
Lu = xpf (u) in Ω,
u(x,0) = 0 on D¯,
ux(0, t) = 0 = ux(a, t) for t > 0,
where f (0) > 0, f ′ > 0, f ′′  0, and limu→c− f (u) = ∞ for some positive constant c. Existence of a unique classical solution is
proved. It is shown that if p > q, then quenching occurs only at the boundary point x = a while if p < q, then the only quenching
point is x = 0. If p = q, then the quenching set is D¯.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let q  0, p  0, T ∞, D = (0, a), D¯ = [0, a], Ω = D × (0, T ), and Lu = xqut − uxx . We consider the
following degenerate semilinear parabolic initial-boundary value problem,{
Lu = xpf (u) in Ω,
u(x,0) ≡ 0 on D¯,
ux(0, t) = 0 = ux(a, t) for t > 0,
(1.1)
where f > 0, f ′ > 0, f ′′  0, and limu→c− f (u) = ∞ for some positive constant c. The solution u is said to quench if
limt→T − max0xa u(x, t) = c. In [1], Chan and Liu showed that when p = 0 and q > 0, solution of the problem (1.1)
quenches only at the boundary point x = 0.
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Section 3, we show that if p > q , then quenching occurs only at the boundary point x = a while if p < q , then the
only quenching point is x = 0. In Section 4, we prove that if p = q , then the quenching set is D¯.
2. Existence and uniqueness
Let us denote Dε = (ε, a), D¯ε = [ε, a], Ωε = Dε × (0, T ), where 0 ε < min( 12 , a). We notice that if ε = 0, then
Dε = D. We modify Theorem 1 of [1, p. 122] to prove the following comparison lemma.
Lemma 2.1. For any fixed t¯ ∈ (0, T ), and any bounded and nontrivial function B(x, t) on D¯ε × [0, t¯ ], if⎧⎨
⎩
(L − xpB)u 0 in Dε × (0, t¯ ],
u0(x) 0, x ∈ D¯ε,
ux(ε, t) 0, ux(a, t) 0, t ∈ [0, t¯ ],
then u 0 on D¯ε × [0, t¯ ].
Proof. Let m = maxD¯ε×[0,t¯ ]{ap|B(x, t)|, |B(x, t)|} and δ < min( a−ε2 , 12 ) be a positive number such that 0 < α =
−(m/2)δ2 − δ + 1 < 1. Let
g(x) =
⎧⎨
⎩
−m2 (x − ε)2 − (x − ε) + 1, ε  x < ε + δ,
h(x), ε + δ  x  a − δ,
−m2 (a − x)2 − (a − x) + 1, a − δ < x  a,
where h(x) is a positive C∞ function chosen such that g(x) is in C2(D¯ε). Let η be a positive constant, and
V (x, t) = u(x, t) + ηg(x)eβt ,
where β is a positive constant to be determined. We have in Dε:(
L − xpB)V  (L − xpB)[ηg(x)eβt ]= ηeβt [(βxq − xpB)g − g′′].
For ε < x < ε + δ we have(
L − xpB)V  ηeβt [(βxq − xpB)g − g′′]
 ηeβt
[
−(ε + δ)p max
D¯ε×[0,t¯]
∣∣B(x, t)∣∣+ m]
 ηeβt
[−(ε + δ)pm + m]> 0,
since ε + δ < 1. For a − δ < x < a we have(
L − xpB)V  ηeβt [(βxq − xpB)g − g′′] ηeβt [β(a − δ)qα − m + m]> 0.
Let us choose
β >
(a − δ)pm(maxD¯ε h) + maxD¯ε |h′′(x)|
(ε + δ)q(minD¯ε h)
.
Then, for ε + δ < x < a − δ,(
L − xpB)V  ηeβt [(βxq − xpB)g − g′′]
 ηeβt
[
(ε + δ)qβ
(
min
D¯ε
h
)
− (a − δ)p
(
max
D¯ε×[0,t¯]
∣∣B(x, t)∣∣)(max
D¯ε
h
)
− max
D¯ε
∣∣h′′(x)∣∣]
 ηeβt
[
(ε + δ)qβ
(
min
D¯ε
h
)
− (a − δ)pm
(
max
D¯ε
h
)
− max
D¯ε
∣∣h′′(x)∣∣]
> 0.
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L − xpB)V > 0 on Dε × (0, t¯].
Also, V (x,0) = u(x,0) + ηg(x) > 0 on D¯ε ,
Vx(ε, t)
[(−m(x − ε) − 1)ηeβt ]
x=ε = −ηeβt < 0,
Vx(a, t)
[(
m(a − x) + 1)ηeβt ]
x=a = ηeβt > 0.
Suppose V  0 on D¯ε × (0, t¯]. Then, the set{
t : V (x0, t) 0 for some x0 ∈ [ε, a]
}
is nonempty. Let t1 denote its infimum. Since V (x,0) > 0, we have 0 < t1  t¯ . Thus, there exists some x1 ∈ [ε, a]
such that V (x1, t1) = 0 and Vt(x1, t1) 0. If x1 = ε, then
0 > Vx(ε, t1) = lim
x→ε+
V (x, t1) − V (ε, t1)
x − ε  0.
This contradiction shows that x1 = ε. Also, if x1 = a, then
0 < Vx(a, t1) = lim
a−x→0+
V (a, t1) − V (x, t1)
a − x  0.
Therefore, x1 ∈ (ε, a). Since V attains its local minimum at (x1, t1), we have Vxx(x1, t1) 0. Thus,
0 xq1 Vt(x1, t1)
(
L − xp1 B
)
V (x1, t1) > 0.
This contradiction shows that V > 0 on D¯ε × [0, t¯ ]. As η → 0+, we have u(x, t) 0 on D¯ε × [0, t¯ ]. 
Following the idea in the proof of Lemma 1 in Chan and Kaper [3], we have the following result.
Lemma 2.2. The problem (1.1) has at most one solution u. This solution has the following properties:
(i) u > 0 in D¯ × (0, T );
(ii) u is a strictly increasing function of t for all x ∈ D¯.
Proof. Let u1 and u2 be two distinct solutions of the problem (1.1) and let y = u1 −u2. Then y satisfies the following
problem:⎧⎨
⎩
xqyt = yxx + xpf ′(ξ)y in Ω,
y(x,0) = 0 on D¯,
yx(0, t) = 0 = yx(a, t), 0 < t < T,
for some ξ between u1 and u2. Since f ′(ξ) is bounded, uniqueness of u follows from Lemma 2.1.
(i) Let y = u − 0. Because f (0) > 0 and xpf (0) > 0 for any x ∈ D, we have:⎧⎨
⎩
xqut − uxx − xpf (u) + xpf (0) = xqyt − yxx − xpf ′(η)y > 0 in Ω,
y(x,0) = 0 on D¯,
yx(0, t) = 0 = yx(a, t), 0 < t < T,
for some η between u and 0. By Lemma 2.1, y  0. By the strong maximum principle [5, p. 39], if y = 0 at some
point (x2, t2) ∈ (0, a) × (0, T ), then y = 0 in (0, a) × (0, t2]. This contradicts to
0 = xqyt − yxx − xpf ′(η)y > 0 in (0, a) × (0, t2].
Therefore, y > 0 at any point in (0, a). Suppose y attains its minimum value zero at x = 0 or x = a. By the parabolic
version of Hopf’s Lemma [5, p. 49], yx(0, t) > 0 and yx(a, t) < 0. This contradiction shows that u > 0 on D¯.
(ii) For any h ∈ (0, T ), let uh be defined in Ωh = (0, a)× (0, T − h) by uh(x, t) = u(x, t + h) and let y = uh − u.
Then,
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⎧⎨
⎩
xqyt − yxx − xpf ′(ς)y = 0 in Ωh,
y(x,0) > 0 on D¯,
yx(0, t) = 0 = yx(a, t), 0 < t < T − h,
for some ς between uh and u. By Lemma 2.1, y  0. If y = 0 at some interior point (x3, t3) ∈ (0, a) × (0, T − h),
then by the strong maximum principle y = 0 in (0, a) × (0, t3]. This contradicts the initial condition y(x,0) > 0
on D¯. Therefore, y > 0 at any point in (0, a). If y = 0 at some point, say (0, t), then by the parabolic version of
Hopf’s Lemma, yx(0, t) > 0. Similarly, if y = 0 at some point (a, t), then yx(a, t) < 0. These contradict yx(0, t) =
0 = yx(a, t), respectively. Thus, u is a strictly increasing function of t for x ∈ D¯. 
Let us choose positive constants mˆ, 0 < γ < min( a2 ,
1
2 ), and K > mˆ so that
f
(
mˆ
(
ap
(
1 + f (0))))< [1 + f (0)], 0 < −(1
2
)
γ 2 − γ + mˆ < mˆ,
f
(
Kap
(
1 + f (0)))> (1 + f (0)), Kap(1 + f (0))< c. (2.1)
Let 0 < ε < γ . We modify the proof of Lemma 2 of Chan and Liu [2] to prove the following result.
Lemma 2.3. There exist some positive constants t0 ( T ) and c¯ ∈ (0, c) such that the problem (1.1) has an upper
solution μ(x, t) ∈ C2,1([0, a] × [0, t0]), μ(x, t) ∈ (0, c¯] and μ depends on f , a, p, and q .
Proof. We consider the problem,⎧⎨
⎩
Luε = xpf (uε) in Dε × (0, t0],
uε(x,0) = 0 on D¯ε,
uεx (ε, t) = 0 = uεx (a, t) for 0 < t  t0.
(2.2)
Let us construct an upper solution μ(x, t) ∈ C2,1(D¯ × [0, t0]) for all uε , where ε < γ and γ is defined in (2.1). Let
θ(x) =
⎧⎪⎨
⎪⎩
− 12x2 − x + mˆ, 0 x  γ,
hˆ(x), γ < x < a − γ,
− 12 (a − x)2 − (a − x) + mˆ, a − γ  x  a,
where hˆ(x) is a positive C∞ function chosen such that θ(x) is in C2(D¯) and maxγxa−γ hˆ(x) mˆ.
We note that θ ′(x) < 0 for 0  x  γ and θ ′(0) = −1 < 0, θ ′(γ ) = −γ − 1 < 0 and θ ′(a) = 1 > 0. Also,
max0xγ θ(x) = mˆ and min0xγ θ(x) = −( 12 )γ 2 − γ + mˆ. Since f is continuous, there exists some t1 such that
the initial-value problem,
τ ′(t) = (1 + maxγxa |θ
′′|)apf (Kτ)
γ q(minγxa θ)
, τ (0) = ap(1 + f (0)),
has a unique solution for 0 t  t1. Let us choose some constant t0 in (0, t1] such that
f
(
mˆτ (t0)
)
 1 + f (0),
τ (t0) apf
(
Kap
(
1 + f (0))) apf (Kτ).
Let μ(x, t) = θ(x)τ (t). For any x ∈ [0, γ ] and t ∈ (0, t0], xqθτ ′  0 and θ ′′(x) = −1 < 0. Therefore,
Lμ − xpf (μ) = xqμt − μxx − xpf (μ)
= xqθτ ′ − τθ ′′ − xpf (θτ)
 τ(0) − apf (θ(0)τ (t0))
 ap
(
1 + f (0))− apf (mˆτ (t0))
= ap[(1 + f (0))− f (mˆτ (t0))]
 0.
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Lμ − xpf (μ) γ q
(
min
γxa
θ
)
τ ′(t) − τ(t0)
(
max
γxa
|θ ′′|
)
− apf (θτ)
 γ q
(
min
γxa
θ
)
τ ′(t) − τ(t0)
(
max
γxa
|θ ′′|
)
− apf (mˆτ )
 γ q
(
min
γxa
θ
)
τ ′(t) − ap
(
max
γxa
|θ ′′|
)
f (Kτ) − apf (Kτ)
 γ q
(
min
γxa
θ
)(
τ ′(t) − (1 + maxγxa |θ
′′|)apf (Kτ)
γ q(minγxa θ)
)
= 0.
From construction, μ(x,0) = a2(1 + f (0))θ(x)  u0(x) = 0, μx(0, t) = θx(0)τ (t) < 0, μx(a, t) = θx(a)τ (t) > 0
and μ(x, t) ∈ C2,1(D¯ × [0, t0]). Function y = μ − uε satisfies⎧⎨
⎩
Ly − xpf ′(ϑ)y  0 in Dε × (0, t0],
y(0) > 0, x ∈ D¯ε,
yx(ε, t) < 0, yx(a, t) > 0, t ∈ [0, t0],
where ϑ is between μ and uε for all ε < γ . By Lemma 2.1, function y = μ − uε  0. We also observe that by
construction μ(x, t) depends only on f , a, p, and q . 
The following result is similar to that of Lemma 2.1 in Floater [4].
Lemma 2.4. Let 0 < ε1 < ε2 < γ and suppose that uε1 and uε2 are solutions of the problem (2.2) on (0, t0). If p < q ,
then uεx < 0 and uε1 > uε2 in Ωε2 . If p > q , then uεx > 0 and uε1 < uε2 in Ωε2 .
Proof. Let 0 < ε < min{γ, a2 }, and γ is defined in (2.1). A solution uε of the regular problem⎧⎨
⎩
Luε = xpf (uε), (x, t) ∈ Ωε,
uε(x,0) = 0 on D¯ε,
uεx (ε, t) = 0 = uεx (a, t), 0 < t < T,
is positive in D¯ε × (0, T ) according to Lemma 2.2. Differentiating with respect to x, we obtain(
L − xpf ′(uε)
)
uεx = pxp−1f (uε) − qxq−1uεt , (x, t) ∈ Dε × (0, T ).
Substitution of uεt = x−quεxx + xp−qf (uε) gives the following:(
L − xpf ′(uε)
)
uεx = pxp−1f (uε) − qxq−1uεt
= pxp−1f (uε) − qxq−1
(
x−quεxx + xp−qf (uε)
)
= pxp−1f (uε) − qx−1uεxx − qxp−1f (uε).
Therefore,⎧⎪⎪⎨
⎪⎪⎩
(
L + q
x
∂
∂x
− xpf ′(uε)
)
uεx = (p − q)xp−1f (uε), (x, t) ∈ Dε × (0, T ),
uεx (x,0) = 0 on [ε, a],
uεxx (ε, t) = 0 = uεxx (a, t), 0 < t < T .
(2.3)
The problem (2.3) is a regular problem and xpf ′(uε) is bounded on D¯ε . If p > q , then (p − q)xp−1f (uε) > 0, and
hence by the strong maximum principle, uεx > 0 for (x, t) ∈ D¯ε × (0, T ). Similarly, if p < q , uεx < 0 for (x, t) ∈
D¯ε × (0, T ).
Let 0 < ε1 < ε2 < γ and p > q . Then function y = uε1 − uε2 satisfies⎧⎨
⎩
xqyt − yxx − xpf ′(θ1)y = 0 in Ωε2,
y(x,0) = 0 for x ∈ [ε2, a],
y (ε , t) = u > 0, y (a, t) = 0 for 0 < t < T,x 2 ε1x x
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then by the strong maximum principle y = 0 in (ε2, a) × (0, t4]. This contradicts the condition yx(ε2, t) = uε1x > 0
for 0 < t < T . Therefore, if p > q , then uε1 < uε2 in Ωε2 .
Similarly, if p < q , then uε1 > uε2 in Ωε2 . 
The proof of the following result is a modification of that of Lemma 2 of Chan and Liu [2].
Theorem 2.5. The problem (1.1) has a classical solution u(x, t) ∈ C(D¯) ∩ C2,1((0, a] × [0, t0]).
Proof. We note that problem (2.2) has a solution uε ∈ C2+α,1+α/2([ε, a]×[0, t0]) by Theorem 3.1 of Wang [7, p. 130].
From Lemma 2.4, for 0 < ε1 < ε2 < γ , if p < q , then uε1 > uε2 in Ωε2 while if p > q , then uε1 < uε2 in Ωε2 .
Therefore, limε→0 uε(x, t) exists for all (x, t) ∈ Ω¯ . Let us show that u(x, t) = limε→0 uε(x, t) is a classical solution
of problem (1.1).
For any point (x6, t6) ∈ (0, a) × (0, t0), there is a set Q = [b1, b2] × [0, t7] D¯ × [0, t0] such that 0 < b1 < x6 <
b2  a and 0 < t6 < t7 < t0. Since uε  μ in Q and μ is finite, we have for any constant q˜ > 1,
(i) ‖uε‖Lq˜(Q)  ‖μ‖Lq˜(Q)  k1,
(ii) ‖xp−qf (uε)‖Lq˜ (Q)  bp−q1 ‖μ‖Lq˜(Q) if p < q ,
(iii) ‖xp−qf (uε)‖Lq˜ (Q)  bp−q2 ‖μ‖Lq˜(Q) if p > q .
By Ladyženskaja, Solonnikov and Ural’ceva [6, pp. 341–342 and 351], uε ∈ W 2,1q˜ (Q). By the embedding theorem
there [6, pp. 61 and 80], W 2,1
q˜
(Q) ↪→ Hα,α/2(Q) if we choose q˜ > max{3;2/(1 − α)}. Then ‖uε‖Hα,α/2(Q)  k2 for
some positive constant k2. If p < q ,
∥∥xp−qf (uε)∥∥Hα,α/2(Q)  bp−q1 ∥∥f (μ)∥∥∞ + sup
(x,t),(xˇ,t)∈Q
xp−q |f (uε(x, t)) − f (uε(xˇ, t))|
|x − xˇ|α
+ sup
(x,t),(xˇ,t)∈Q
|f (uε(xˇ, t))||xp−q − (xˇ)p−q |
|x − xˇ|α
+ sup
(x,t),(x,tˇ)∈Q
xp−q |f (uε(x, t)) − f (uε(x, tˇ))|
|t − tˇ |α/2 .
Using the mean-value theorem, we have∥∥xp−qf (uε)∥∥Hα,α/2(Q)  bp−q1 ∥∥f (μ)∥∥∞ + bp−q1 ∥∥f ′(μ)∥∥∞‖uε‖Hα,α/2(Q) + ∥∥f (μ)∥∥∞∥∥xp−q∥∥Hα,α/2(Q)  k3,
for some positive constant k3 which is independent of ε.
If p > q , then
∥∥xp−qf (uε)∥∥Hα,α/2(Q)  bp−q2 ∥∥f (μ)∥∥∞ + sup
(x,t),(xˇ,t)∈Q
xp−q |f (uε(x, t)) − f (uε(xˇ, t))|
|x − xˇ|α
+ sup
(x,t),(xˇ,t)∈Q
|f (uε(xˇ, t))||xp−q − (xˇ)p−q |
|x − xˇ|α
+ sup
(x,t),(x,tˇ)∈Q
xp−q |f (uε(x, t)) − f (uε(x, tˇ))|
|t − tˇ |α/2 .
Using the mean-value theorem, we have∥∥xp−qf (uε)∥∥Hα,α/2(Q)  bp−q2 ∥∥f (μ)∥∥∞ + bp−q2 ∥∥f ′(μ)∥∥∞‖uε‖Hα,α/2(Q) + ∥∥f (μ)∥∥∞∥∥xp−q∥∥Hα,α/2(Q)  kˇ3,
for some positive constant kˇ3 which is independent of ε.
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for some constant k4 which is independent of ε. This implies that uε , (uε)t , (uε)x , and (uε)xx are equicontinuous
in Q. By the Ascoli–Arzela theorem, we have ‖u‖H 2+α,1+α/2(Q)  k4, and the partial derivatives of u are the limits of
the corresponding derivatives of uε . Thus, u(x, t) ∈ C(D¯) ∩ C2,1((0, a] × [0, t0]). 
Let T be the supremum over t0 for which the problem (1.1) has a unique solution u(x, t) ∈ C(D¯) ∩ C2,1((0, a] ×
[0, t0]) so that u < c. Then, there is a unique solution u(x, t) ∈ C(D¯ × [0, T )) ∩ C2,1((0, a] × [0, T )), where u < c.
The following result follows from a proof similar to Theorem 2.5 of Floater [4].
Theorem 2.6. If T < ∞, then f (u) is unbounded in Ω .
Proof. Let us suppose that f (u) is bounded above by some positive constant M in Ω . This implies that there exists
some positive constant 0 < c∗ < c such that u c∗ < c. We would like to show that f (u) can be continued into a time
interval [0, T + t˜0] for some positive t˜0. Let positive constant K∗ be such that f (0.5(c + c∗)ap) < K∗ and positive
constant γ˜ is such that −K∗2 γ˜ 2 − γ˜ + c+c
∗
2 > c
∗
.
θ˜1(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−K
∗
2
x2 − x + c + c
∗
2
, 0 x  γ˜ ,
h˜(x), γ˜ < x < a − γ˜ ,
−K
∗
2
(a − x)2 − (a − x) + c + c
∗
2
, a − γ˜  x  a,
where h˜(x) is a positive C∞ function chosen such that θ(x) is in C2(D¯) and c∗ < h(x)  c+c∗2 . By construction,
θ˜1(x) > c∗  u(x, t) for any t  T . Also, we notice that θ˜1(x) u0(x) = 0, θ˜1x (0) < 0 = ux(0, t), and θ˜ ′1(a) > 0 =
ux(a, t) for t > 0.
With θ˜1(x) as the initial function at T , we are to construct an upper solution μ˜(x, t) of u(x, t) on D¯ × [T ,T + t˜0]
for some positive t˜0. There exists some t˜2 such that the initial-value problem,
τ˜ ′1 =
apf (0.5(c + c∗)τ˜1(t − T ))
γ˜ q(minγ˜xa θ˜1)
, τ˜1(t − T ) = ap,
has a unique solution τ˜1(t −T ) for T  t  T + t˜2. Let μ˜(x, t) = θ˜1(x)τ˜1(t −T ), and t˜0 be chosen such that 0 < t˜0  t˜2
and
f
(
0.5
(
c + c∗)τ˜1(t˜0))K∗.
Since xq θ˜1τ˜ ′1(t) 0, and θ˜ ′′1 (x) = −K∗, we obtain for any x ∈ (0, γ˜ ] and t ∈ [T ,T + t˜0],
Lμ˜ − apf (μ˜)K∗τ˜1 − apf (θ˜1τ˜1) ap
(
K∗ − f (0.5(c + c∗)τ˜1(t˜0))) 0.
It follows from θ˜ ′′1 (x) = −K∗, τ˜1(t − T )  ap for t ∈ [T ,T + t˜0], and θ˜1(x)  0.5(c + c∗) that for x ∈ (γ˜ , a] and
t ∈ [T ,T + t˜0],
Lμ˜ − a2f (μ˜) γ˜ q min
γ˜xa
θ˜1τ˜
′
1(t − T ) − apf
(
θ˜1τ˜1(t − T )
)
 γ˜ q
(
min
γ˜xa
θ˜1
)(
τ˜ ′1(t − T ) −
apf (0.5(c + c∗)τ˜1(t − T ))
γ˜ q(minγ˜xa θ˜1)
)
= 0.
By Lemma 2.1, μ˜(x, t) is an upper solution of u on D¯ ×[T ,T + t˜0]. As in Lemma 2.4 and Theorem 2.5, we can show
that the problem (1.1) has a unique solution u(x, t) ∈ C(D¯ ×[0, T + t˜0])∩C2,1((0, a]× [0, T + t˜0]). This contradicts
the definition of T , and hence the theorem is proved. 
Lemma 2.7. For any (x, t) ∈ (0, a) × (0, T ), if p > q , then ux(x, t) > 0 while if p < q, then ux(x, t) < 0.
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Lemma 2.4, a solution of the problem (1.1) is u = limε→0 uε . Therefore, when p > q , ux  0 and when p < q ,
ux  0 in Ωε .
We have in D × (0, T ):(
L − xpf ′(u))ux = pxp−1f (u) − qxq−1ut
= pxp−1f (u) − qxq−1(x−quxx + xp−qf (u))
= pxp−1f (u) − qx−1uxx − qxp−1f (u),
from which we obtain⎧⎪⎨
⎪⎩
(
L + q
x
∂
∂x
− xpf ′(u)
)
ux = (p − q)xp−1f (u), (x, t) ∈ D × (0, T ),
ux(x,0) = 0 on [0, a],
uxx(0, t) = 0 = uxx(a, t), 0 < t < T .
As in the proof of Lemma 2.4, we obtain ux > 0 if p > q while ux < 0 if p < q . 
3. Quenching at the boundaries
Lemma 3.1. The following holds:
(i) Let p > q and the positive number T0 < T be such that ux(x, t) > 0 in (x¯1, x¯2) × (T0, T ). Then there is no
quenching point in (x¯1, x¯2);
(ii) Let p < q and the positive number T0 < T be such that ux(x, t) < 0 in (xˇ1, xˇ2) × (T0, T ). Then there is no
quenching point in (xˇ1, xˇ2).
Proof. (i) Suppose that there exists some x0 ∈ (x¯1, x¯2) such that u quenches at x = x0. By Lemma 2.2, ut  0. From
Lemma 2.7, limt→T u(x, t) = c for x0 < x < x¯2. For any x¯3 and x¯4 in (x0, x¯2) with x¯3 < x¯4, let
z(x, t) = ux(x, t) − εh¯(x) in (x¯3, x¯4) × (T0, T ),
where h¯(x) = sin((x − x¯3)π/(x¯4 − x¯3)) + 1, and ε is a positive constant to be determined. We have,
h¯′ = π
(x¯4 − x¯3) cos
(
(x − x¯3)π
(x¯4 − x¯3)
)
,
h¯′′ = −
(
π
(x¯4 − x¯3)
)2
sin
(
(x − x¯3)π
(x¯4 − x¯3)
)
.
Then, we have
Lz = xpf ′ux − qx−1uxx + (p − q)xp−1f + εh¯′′.
Therefore, since p > q and h¯ 1,(
L + q
x
∂
∂x
− xpf ′
)
z = −qx−1εh¯′ + xpf ′εh¯ + (p − q)xp−1f (u) + εh¯′′
−qx¯−13 εh¯′ + x¯p3 f ′ε + (p − q)xp−1f (u) − ε
(
π
(x¯4 − x¯3)
)2
sin
(
(x − x¯3)π
(x¯4 − x¯3)
)
− qx¯
−1
3 επ
(x¯4 − x¯3) + x¯
p
3 f
′ε − ε
(
π
(x¯4 − x¯3)
)2
= ε
[
x¯
p
3 f
′ − qπ
x¯3(x¯4 − x¯3) −
(
π
x¯4 − x¯3
)2]
.
Since u → c as t → T in (x¯3, x¯2), there exists some T1  T0 such that
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x¯
p
3
[
qπ
x¯3(x¯4 − x¯3) +
(
π
x¯4 − x¯3
)2]
for t > T1.
Since ux > 0, we can choose ε so small that z(x,T1) > 0 for x ∈ [x¯3, x¯4]. At x = x¯3 and x = x¯4, z > 0. By the
maximum principle, z > 0 in [x¯3, x¯4] × [T1, T ). Thus,
ux(x, t) > εh¯(x) = ε sin
(
(x − x¯3)π
(x¯4 − x¯3)
)
+ ε in [x¯3, x¯4] × [T1, T ).
Integrating the above inequality from x¯3 to x¯4, we have
u(x¯4, t) − u(x¯3, t) >
(
2
π
+ 1
)
ε(x¯4 − x¯3).
As t → T , the left-hand side tends to zero while the right-hand side remains positive. This contradiction shows that
there is no quenching point in (x¯1, x¯2).
(ii) The proof is similar to that in (i). 
Theorem 3.2. Suppose u quenches.
(i) If p > q , x = a is the only quenching point.
(ii) If p < q , x = 0 is the only quenching point.
Proof. (i) By Lemma 2.7, ux > 0 in Ω . Therefore, x = a is a quenching point. By Lemma 3.1, there is no quenching
point in D. This implies that x = 0 is not a quenching point. Thus, x = a is the only quenching point.
(ii) The proof is similar to that in (i). 
4. Complete quenching
Theorem 4.1. Let p = q . If u quenches, then the quenching set for the solution of (1.1) is D¯.
Proof. A solution of the initial value problem{
vt = f (v) in (0, t¯ ),
v(0) = 0 (4.1)
satisfies vx(t) = 0, vxx(t) = 0, xqvt = vxx + xqf (v) and therefore is the unique solution of (1.1). Quenching of (4.1)
occurs since limv→c− f (v) = ∞ for some positive constant c. Since function v does not depend on x the quenching
set is D¯. 
Example. Function u(t) = 1 − √1 − 2t is the solution of the initial value problem{
ut = 11 − u,
u(0) = 0.
On the other hand, u(t) formally satisfies the following problem:⎧⎪⎨
⎪⎩
xqut = uxx + x
q
1 − u in (0, a) × (0,0.5),
u(0, x) = 0 for any 0 x  a,
ux(0, t) = 0 = ux(a, t) for 0 < t < 0.5,
(4.2)
since ux(t) = 0, uxx(t) = 0, and xqut = uxx + xq1−u . When t = 0.5, u(0.5) = 1 and ut = 11−u becomes unbounded(blows up). Therefore, solution u(t) of (4.2) quenches in finite time t = 0.5 and the quenching set is [0, a]. 
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