Normalization constant in the eigenstate appearing in the eigenvalue problem of the su(1, 1)-algebra is discussed. This normalization constant is expressed in terms of the Gauss' hypergeometric series which is not absolutely convergent. It is proved that this series is obtained as a certain limit of an absolutely convergent series, which was conjectured in the previous paper.
In the previous paper, hereafter referred to as (A), 1) we investigated the eigenvalue problem for the su(1, 1)-algebra. Concerning this problem, we encountered a certain trouble for the normalization constant of the eigenstate. This normalization constant is expressed in terms of the Gauss' hypergeometric series which is not absolutely convergent. Therefore, it is impossible to fix the normalization constant. In (A), in order to escape from this trouble, we gave a conjecture. The main aim of this paper is to clarify this conjecture in the framework which is more extensive than that in (A).
First, we introduce the following operator :
T 0 (θ) * =T 0 (θ) .
The set (T ±,0 ) obeys the su(1, 1)-algebra and its properties are listed in the relations (A·2·1) and (A·2·2). If θ = 0 and ±π/2,T 0 (θ) is reduced tô
In (A), also in Ref.
2), the eigenvalue problem of the su(1, 1)-algebra was investigated for the operators (T 2 ,T 0 ) and (T 2 , (1/2)(T + +T − )). Here,T 2 denotes the Casimir operator defined in the relation (A·2·3). Therefore,T 0 (θ) is in the intermediate position of the above three cases. In associating withT 0 (θ), we introduce the following operators :
In (A), the three cases were treated :
We require that A ± (θ), B ± (θ) and C ± (θ) should be determined as functions of θ under the condition
Here, λ 0 (θ) and λ ± (θ) should also be determined as functions of θ. The definition (4) gives us
By substituting the forms (1) and (3) into the relation (5), we have
The relations (7a) and (7b) give us the following results :
In the framework (5), it is impossible to determine γ ± (θ) and to fix the sign of λ(θ)
. This trouble may be solved by adopting an idea in which the results obtained in (A) are reproduced at θ = 0 and ±π/2. This means the following conditions :
We note the form of λ(θ) 2 shown in the relation (8a). In the region |θ| ≤ π/4, λ(θ) 2 ≥ 0 and we get λ(θ) = ± √ cos 2 θ − sin 2 θ which are real. However, since λ(0) = 1, we adopt the part of plus sign of λ(θ), i.e., λ(θ) = √ cos 2 θ − sin 2 θ. In the region π/4 < |θ| ≤ π/2, λ(θ) 2 < 0 and we have λ(θ) = ±i √ sin 2 θ − cos 2 θ which are pure imaginary. However, λ(+π/2) = i and λ(−π/2) = −i, and then, we adopt λ(θ) = i √ sin 2 θ − cos 2 θ for π/4 < θ ≤ π/2 and
The above consideration is summarized as follows :
Here, s(θ) is the step function defined as
Further, the relations (8) and (9) give us
A possible choice of γ ± (θ) satisfying the relation (12) is as follows :
Thus, as a possible choice, we obtain the results
Our next and the most important concern is to investigate the eigenvalue problem of the present system. It is governed by the su(1, 1)-algebra, and then, first, we set up the following relations :T
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Here, we omit the extra quantum number. The relation (16) supports that |t(θ) can be expanded in terms of the orthogonal set defined in the relation (A·2·9). We search |t(θ) in the form
Here, N t(θ) denotes normalization constant which will be discussed later. For obtaining |t(θ) explicitly, the following formula is useful :
The definition ofT − (θ) shown in the relation (3a) and the use of the formula (21) lead us to
The relation (22) gives us
We can show that the form (24) automatically satisfies the relation (23). With the use of the result (24) and the formula (21), we can show that the state (19) with (24) satisfies the relation (17) and t(θ) is given as
The relation (25) denotes the eigenvalue ofT 0 (θ) connecting to t at θ = 0. We can learn that in the region −π/4 ≤ θ < π/4, it is real and at the regions −π/2 ≤ θ < −π/4 and π/4 < θ ≤ π/2, it is pure imaginary. The behavior is shown in Fig.1 , which tells us that at the points θ = ±π/4, the phase change occurs. In order to determine the normalization constant N t(θ) shown in the ket state (19), we must define the bra state t(θ)| which is conjugate to the ket state |t(θ) . The following conditions for the bra state are required :
We can prove that the bra state t(θ)| satisfying the conditions (26)∼(28) is given in the form
For the derivation of the form (29), the following formula is useful :
Then, we define the normalization constant N t(θ) as follows :
The series (31) is identical with the Gauss' hypergeometric series and it is absolutely con-
Of course, the series (31) is divergent when |w(θ) 2 | > 1. Under the condition (33), N t(θ) is expressed in the form
The behavior of w(θ) 2 is divided into three groups : Therefore, in the region 0 ≤ |θ| < π/4, the form (34) is available. However, the form (34) cannot be used in the region π/4 ≤ |θ| ≤ π/2. Then, as a conjecture, we suppose that the form (34) is available even if in the region π/4 ≤ |θ| ≤ π/2. This is in the same situation as that conjectured in (A). Later, we will give a reasonable interpretation for the conjecture.
The behavior of (1 − w(θ) 2 ) −1 is shown in Fig.2 , in which we observe that except |θ| = π/4, the state |t(θ) can exist and at the point |θ| = π/4, the state |t(±π/4) cannot be defined.
With the use of the relations (5) and (16)∼(18), we can construct the ket state |t(θ), t 0 (θ) satisfyingT 2 |t(θ), t 0 (θ) = t(t − 1)|t(θ), t 0 (θ) ,
T 0 (θ)|t(θ), t 0 (θ) = t 0 (θ)|t(θ), t 0 (θ) .
The state |t(θ), t 0 (θ) is easily obtained in the form |t(θ), t 0 (θ) = N t(θ),t 0 (θ)
