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Abstract
We shall extend logarithmic trace inequalities shown by Bebiano et al. [N. Bebiano, R.
Lemos, J. da Providencia, Inequalities for quantum relative entropy, preprint] and also by Hiai
and Petz [The Golden–Thompson trace inequality is complemented, Linear Algebra Appl.
181 (1993) 153–185], by applying log majorization equivalent to an order preserving operator
inequality. We shall generalize the Lie–Trotter formulae, which extend the original Lie–Trotter
formula, and the α-mean variant of the original Lie–Trotter formula in Hiai–Petz [Linear
Algebra Appl. 181 (1993) 153–185]. By using this generalized Lie–Trotter formulae, we shall
consider the convergence of certain logarithmic trace inequalities, as some extensions of Bebi-
ano et al. [N. Bebiano, R. Lemos, J. da Providencia, Inequalities for quantum relative entropy,
preprint] and Hiai–Petz [The Golden–Thompson trace inequality is complemented, Linear
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1. Introduction
In this paper a capital letter means n × n matrix. Following Ando and Hiai [1], let
us define the log majorization for positive semidefinite matrices A,B  0, denoted
by A 
(log)
B if
k∏
i=1
λi(A) 
k∏
i=1
λi(B), k = 1, 2, . . . , n − 1,
and
n∏
i=1
λi(A) =
n∏
i=1
λi(B), i.e., det A = det B,
where λ1(A)  λ2(A)  · · ·  λn(A) and λ1(B)  λ2(B)  · · ·  λn(B) are the
eigenvalues of A and B, respectively, arranged in decreasing order. When 0  α  1,
the α-power mean of positive invertible matrices A,B > 0 is defined by
A#αB = A 12
(
A
−1
2 BA
−1
2
)α
A
1
2 .
Further, A#αB for A,B  0 is defined by A#αB = lim↓0(A + I)#α(B + I).
For the sake of convenience for symbolic expression, we define AsB, for any real
number s  0 and for A > 0 and B  0, by the following
AsB = A 12
(
A
−1
2 BA
−1
2
)s
A
1
2 .
AαB in the case 0  α  1 just coincides with the usual α-power mean.
The following excellent and useful log majorization is shown in Ando and Hiai
[1–Theorem 2.1].
Theorem A. For every A,B  0 and 0  α  1,
(A#αB)r 
(log)
Ar#αBr for r  1. (1.1)
Also, (1.1) can be transformed into the following matrix inequality (1.2) of Theorem
B in Ando and Hiai [1, Theorem 3.5]:
Theorem B. If A  B  0 with A > 0, then
Ar 
{
A
r
2
(
A
−1
2 BpA
−1
2
)r
A
r
2
} 1
p for r, p  1. (1.2)
We obtained the following extension of Theorem A in Furuta [11–Therorem 2.1]
applying the method in Ando and Hiai [1] to Theorem G (see Section 3).
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Theorem C. For every A > 0, B  0, 0  α  1 and for each t ∈ [0, 1],
(A#αB)h 
(log)
A1−t+r#β(A1−t sB)
holds for s  1, and r  t  0, where β = α(1−t+r)
(1−αt)s+αr and h = (1−t+r)s(1−αt)s+αr .
Next, we state the following result which is shown in Hiai and Petz [13–Theorem
3.5] and, recently, a new proof is given in Bebiano et al. [2–Theorem 2.2].
Theorem D. If A,B  0, then for every p  0
1
p
Tr
[
A log
(
A
p
2 BpA
p
2
)]
 Tr[A(log A + log B)] (1.3)
holds and the left hand side of (1.3) converges to the right hand side as p ↓ 0.
Theorem E. If A  0, B > 0, 0  α  1 and p > 0, then
1
p
Tr[A log(ApαBp)] + α
p
Tr
[
A log
(
A
p
2 B−pA
p
2
)]
 Tr[A log A] (1.4)
holds and the left hand side of (1.4) converges to the right hand side as p ↓ 0.
The inequality (1.4) is shown in Ando and Hiai [1–Theorem 5.3], and the conver-
gence of (1.4) is shown in Bebiano et al. [2–Corollary 2.2].
We shall extend Theorems D and E by applying the trace inequality derived from
log majorization equivalent to an order preserving inequality, and also by applying
the generalized Lie–Trotter formulae of Lemma 6.1 in Section 6 and Lemma 7.1 in
Section 7.
2. Log majorization equivalent to an order preserving operator inequality
We shall show a log majorization equivalent to an order preserving operator
inequality.
Theorem 2.1. The following (i) and (ii) hold and are equivalent:
(i) If A,B  0, then for each t ∈ [0, 1] and r  t
A
1
2
(
A
r−t
2 BpA
r−t
2
) q
p
A
1
2

(log)
A
(p−tq)s+rq
2ps
{
B
p
2
(
B
p
2 ArB
p
2
)s−1
B
p
2
} q
ps
A
(p−tq)s+rq
2ps
holds for any s  1 and p  q > 0.
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(ii) If A  B  0 with A > 0, then for each t ∈ [0, 1] and r  t
A
(p−tq)s+rq
ps 
{
A
r
2
(
A
−t
2 B
p
q A
−t
2
)s
A
r
2
} q
ps
.
holds for any s  1 and p  q > 0.
Corollary 2.2. The following (i) and (ii) hold and are equivalent:
(i) If A,B  0, then for each r  0
A
1
2
(
A
r
2 BpA
r
2
) q
p
A
1
2 
(log)
A
1
2
(
1+ r
p
q
)
BqA
1
2 (1+ rp q)
holds for any p  q > 0.
(ii) If A  B  0, then for each r  0
A
1+ r
p
q 
(
A
r
2 B
p
q A
r
2
) q
p
holds for any p  q > 0.
Corollary 2.3. The following (i) and (ii) hold and are equivalent:
(i) If A,B  0, then for each r  1
A
1
2
(
A
r−1
2 BA
r−1
2
)q
A
1
2 
(log)
A
1
2
{
B
1
2
(
B
1
2 ArB
1
2
)r−1
B
1
2
} q
r
A
1
2
holds for any 1  q > 0.
(ii) If A  B  0 with A > 0, then for each r  1
A 
{
A
r
2
(
A
−1
2 B
1
q A
−1
2
)r
A
r
2
} q
r
.
holds for any 1  q > 0.
3. Results needed to give proofs of the results in Section 2
Throughout this section, a capital letter means a bounded linear operator on a
complex Hilbert space H . An operator T is said to be positive (denoted by T  0) if
(T x, x) for all x ∈ H . Also, an operator T is strictly positive (denoted by T > 0) if T
is positive and invertible. We state the following celebrated Löwner–Heinz inequality
in operator theory.
Theorem L–H (Löwner–Heinz inequality). If A  B  0, then Aα  Bα for any
α ∈ [0, 1].
Lemma A [11, Lemma 1]. Let A > 0 and also let B be an invertible operator. Then
(BAB∗)λ = BA 12
(
A
1
2 B∗BA
1
2
)λ−1
A
1
2 B∗
holds for any real number λ.
T. Furuta / Linear Algebra and its Applications 396 (2005) 353–372 357
Fig. 1.
Theorem F (Furuta inequality). If A  B  0, then for each r  0,
(i) (B
r
2 ApB
r
2 )
1
q  (B r2 BpB r2 )
1
q
and
(ii)
(
A
r
2 ApA
r
2
) 1
q 
(
A
r
2 BpA
r
2
) 1
q
hold for p  0 and q  1 with (1 + r)q  p + r.
It is shown in Tanahashi [16], that the domain drawn for p, q and r in Fig. 1 is
the best possible one for Theorem F. Theorem F yields Löwner–Heinz inequality
asserting that A  B  0 ensures Aα  Bα for any α ∈ [0, 1], when we put r = 0
in (i) or (ii) of Theorem F. The original proof is in Furuta [9], alternative proofs can
be found in Fujii [4], Kamei [14] and one page proof in Furuta [10].
As an extension of Theorem F, we obtain the following Theorem G which inter-
polates Theorems F and B. Theorem G is used to prove Theorem C.
Theorem G. If A  B  0 with A > 0, then for each t ∈ [0, 1] and p  1
A1−t+r =
{
A
r
2
(
A
−t
2 ApA
−t
2
)s
A
r
2
} 1−t+r
(p−t)s+r

{
A
r
2
(
A
−t
2 BpA
−t
2
)s
A
r
2
} 1−t+r
(p−t)s+r
for any s  1 and r  t.
The original proof of Theorem G is in Furuta [11, Theorem 1.1], alternative
proofs can be found in Fujii and Kamei [5] and one page proof in Furuta [12]. The
original proof of the best possible exponent 1−t+r
(p−t)s+r in Theorem G is obtained in
Tanahashi [17], and alternative proofs can be found in M.Fujii, Matsumoto and
Nakamoto [6], and also in Yamazaki [19].
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4. Proofs of the results in Section 2
Proof of Theorem 2.1. Proof of (ii). Applying Theorem G, if A  B  0 with A >
0, then, for t ∈ [0, 1] and p1  1,
A1−t+r 
{
A
r
2
(
A
−t
2 Bp1A
−t
2
)s
A
r
2
} 1−t+r
(p1−t)s+r for s  1 and r  t. (4.1)
Putting p1 = pq  1 in (4.1), then
A1−t+r 
{
A
r
2
(
A
−t
2 B
p
q A
−t
2
)s
A
r
2
} q(1−t+r)
(p−tq)s+rq for s  1 and r  t. (4.2)
Raising each side of (4.2) to the power
(p − tq)s + rq
(1 − t + r)ps =
ps + q(r − ts)
ps + p(rs − ts) ∈ [0, 1],
since t ∈ [0, 1], r  t , s  1 and p  q > 0, by the Löwner–Heinz theorem (4.2)
yields
A
(p−tq)s+rq
ps 
{
A
r
2
(
A
−t
2 B
p
q A
−t
2
)s
A
r
2
} q
ps
,
and the proof of (ii) is complete.
(ii) ⇒ (i). Let A1  B1  0 with A1 > 0. Then, (ii) implies that I  A
−1
2
1 B1A
−1
2
1
ensures
I  A
−(p−tq)s−rq
2ps
1
{
A
r
2
1
(
A
−t
2
1 B
p
q
1 A
−t
2
1
)s
A
r
2
1
} q
ps
A
−(p−tq)s−rq
2ps
1 . (4.3)
Arranging the order of homogeneity and using similar arguments to those in the
proof of [1–Theorem 2.1]
A
−1
2
1 B1A
−1
2
1 
(log)
A
−(p−tq)s−rq
2ps
1
{
A
r
2
1
(
A
−t
2
1 B
p
q
1 A
−t
2
1
)s
A
r
2
1
} q
ps
A
−(p−tq)s−rq
2ps
1 (4.4)
Assume that A−1 exists and considering A1 = A−1 and B1 = (A r−t2 BpAr−t2 )
q
p
in (4.4), we have
A
1
2
(
A
r−t
2 BpA
r−t
2
) q
p
A
1
2

(log)
A
(p−tq)s+rq
2ps
{
A
−r
2
[
A
t
2
(
A
r−t
2 BpA
r−t
2
) q
p
p
q
A
t
2
]s
A
−r
2
} q
ps
A
(p−tq)s+rq
2ps
= A(p−tq)s+rq2ps
{
A
−r
2
(
A
r
2 BpA
r
2
)s
A
−r
2
} q
ps
A
(p−tq)s+rq
2ps
= A(p−tq)s+rq2ps
{
B
p
2
(
B
p
2 ArB
p
2
)s−1
B
p
2
} q
2ps
A
(p−tq)s+rq
ps (by Lemma A),
and the proof of (ii) ⇒ (i) is complete.
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(i) ⇒ (ii). Following analogous steps to those in the proof of Theorem 3.5 in
Ando Hiai [1], (i) implies that, if A1 > 0 and B1  0, then
A−11 
(
A
r−t
2
1 B
p
1 A
r−t
2
1
) q
p
(4.5)
ensures
A
−(p−tq)s−rq
ps
1 
{
A
−r
2
1
(
A
r
2
1 B
p
1 A
r
2
1
)s
A
−r
2
1
} q
ps
. (4.6)
Put A1 = A−1 and B1 = (A r−t2 B
p
q A
r−t
2 )
1
p in (4.5). Then, (4.5) becomes A  B  0,
and (4.6) becomes
A
(p−tq)s+rq
ps 
{
A
r
2
[
A
−r
2 A
r−t
2 B
p
q A
r−t
2 A
−r
2
]s
A
r
2
} q
ps
=
{
A
r
2
(
A
−t
2 B
p
q A
−t
2
)s
A
r
2
} q
ps
,
and the proof of (i) ⇒ (ii) is complete.
The proof of Theorem 2.1 follows. 
Proof of Corollary 2.2. We have only to put t = 0 and s = 1 in Theorem 2.1. 
Proof of Corollary 2.3. We have only to put p = t = 1 and r = s in Theorem
2.1. 
5. Logarithmic trace inequalities as an application of Theorem 2.1
For A,B > 0, the relative operator entropy Sˆ(A|B) is defined by
Sˆ(A|B) = A 12 log
(
A
−1
2 BA
−1
2
)
A
1
2
in Fujii and Kamei [3], and Sˆ(A|I ) = −A log A is the usual operator entropy, (see
[15]). The Umegaki operator entropy S(A,B) is defined by
S(A,B) = Tr[A(log A − log B)]
(see [18]). For A,B > 0, let (A|B) are defined by
(A|B) = −Tr[Sˆ(A|B)] − S(A,B).
We shall discuss the lower bound of (A|B) in terms of the trace of A and B and a
parameter, and this result implies the well known inequality (A|B)  0 (for exam-
ple, [13,2]).
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Theorem 5.1. If A,B  0, then, for every t ∈ [0, 1] and p  0,
Tr
[
A log
(
A
r−t
2 BpA
r−t
2
)s]
 (r − ts)Tr[A log A] + Tr
[
A log
{
B
p
2
(
B
p
2 ArB
p
2
)s−1
B
p
2
}]
(5.1)
holds for any r  t and s  1.
Corollary 5.2. If A,B  0, then, for every p  0 and r  0,
Tr
[
A log
(
A
r
2 BpA
r
2
)s]
 Tr[A log Ar ] + Tr
[
A log
{
B
p
2
(
B
p
2 ArB
p
2
)s−1
B
p
2
}]
(5.2)
holds for any s  1. In particular,
Tr
[
A log
(
A
r
2 BpA
r
2
)]
 Tr[A log Ar + A log Bp] (5.3)
and
Tr
[
A log
(
A
r
2 BpA
r
2
)2]
 Tr[A log Ar ] + Tr[A log(BpArBp)]. (5.4)
The inequality (5.3) of Corollary 5.2 may be considered as the two variable ver-
sion of (1.3) in Theorem D. In fact, (5.3) of Corollary 5.2 is equivalent to (1.3) in
Theorem D (see Remark 5.1).
Corollary 5.3. If A,B  0, then
Tr
[
A log
(
A
r−1
2 BA
r−1
2
)r]
 Tr
[
A log
{
B
1
2
(
B
1
2 ArB
1
2
)r−1
B
1
2
}]
(5.5)
holds for every real number r  1. In particular,
Tr
[
A log
(
A
1
2 BA
1
2
)2]
 Tr[A log(BA2B)]. (5.6)
Corollary 5.4. If A,B > 0, then
(A|B)  Tr[A log B] − 2(s − 1)
s
Tr[A log A]
+1
s
Tr[A log{A−1(AB−1A)sA−1}] (5.7)
holds for every real number s  1. In particular, (A|B)  0 holds.
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We remark that the right hand side of (5.7) is zero when s = 1, or when A com-
mutes with B.
Proof of Theorem 5.1. Since log majorization yields weak majorization, (i) of The-
orem 2.1 ensures the following
Tr
[
A
(
A
r−t
2 BpA
r−t
2
) q
p
]
 Tr
[
A
(p−tq)s+rq
ps
{
B
p
2
(
B
p
2 ArB
p
2
)s−1
B
p
2
} q
ps
]
. (5.8)
for t ∈ [0, 1], r  t , s  1 and p  q > 0. Since both sides of (5.8) are equal to
Tr[A] when q = 0, we get
d
dq
Tr
[
A
(
A
r−t
2 BpA
r−t
2
) q
p
]∣∣∣∣
q=0
 d
dq
Tr
[
A
(p−tq)s+rq
ps
{
B
p
2
(
B
p
2 ArB
p
2
)s−1
B
p
2
} q
ps
]∣∣∣∣∣
q=0
,
and the desired inequality (5.1) follows by the simple calculation of both q deriva-
tives. 
Proof of Corollary 5.2. We have only to put t = 0 in Theorem 5.1 to prove (5.2).
Considering s = 1 and s = 2, respectively, in (5.2), (5.3) and (5.4) follow. 
Proof of Corollary 5.3. Put p = t = 1 and s = r in Theorem 5.1. 
Proof of Corollary 5.4. Put r = 2, t = 1, p = 1 and replace B by B−1 in Theorem
5.1. Then by Lemma A we have (5.7). In particular, making s = 1 in (5.4), we have
(A,B)  0. 
We state the following obvious result.
Remark 5.1 (Equivalent property). Let A,B  0 and p, r > 0. Then, the following
(i)–(iii) hold and are equivalent:
(i) Tr[A log(A r2 BpAr2 )]  Tr[A(log Ar + log Bp)].
(ii) 1
p
Tr[A log(Ap2 BpAp2 )]  Tr[A(log A + log B)].
(iii) Tr[Ap log(A 12 BA 12 )]  Tr[Ap(log A + log B)].
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In fact, the implication (i) ⇒ (ii) is trivial. In (ii), replace A by A 1p , B by B 1p ,
and so, (ii) ⇒ (iii). In (iii), replace A by Ar , B by Bp, and so, (iii) ⇒ (i).
The inequality in (ii) is (3.9) in Hiai–Petz [13], and the inequality in (iii) is (3.11)
in Hiai–Petz [13].
6. Generalized Lie–Trotter formulae, I
We adopt the usual convention X0 = I for X > 0. We obtain a convenient gen-
eralization of the Lie–Trotter formulae to prove the results in Section 8. The famous
Lie–Trotter formula states
eA+B = lim
p↓0
(
e
pA
2 epBe
pA
2
) 1
p for any Hermitian A and B.
The following lemma is an α-mean variant of the Lie–Trotter formula.
Lemma H [13, Lemma 3.3]. If A and B are Hermitian and α ∈ [0, 1], then
e(1−α)A+αB = lim
p↓0(e
pAαe
pB)
1
p .
We remark that the Lie–Trotter formula and the α-mean variant of the Lie–Trotter
formula are both quite useful in operator theory.
By retracing the proof of Lemma H, we shall obtain the following lemma.
Lemma 6.1. If A,B,C and D are Hermitian, then, for any positive numbers α
and β
eA+αB+αβ(C+D) = lim
p↓0
{
e
pA
2
(
e
pB
2
(
e
pC
2 epDe
pC
2
)β
e
pB
2
)α
e
pA
2
} 1
p
, (6.1)
in particular,
eA+α(B+C) = lim
p↓0
{
e
pA
2
(
e
pB
2 epCe
pB
2
)α
e
pA
2
} 1
p
. (6.2)
Proof. We may consider 0 < p < 1 since p ↓ 0.
Let
X(p) = e pA2
(
e
pB
2
(
e
pC
2 epDe
pC
2
)β
e
pB
2
)α
e
pA
2 ,
Y (p) = ep[A+αB+αβ(C+D)], and 1
p
= m + s, where m = m(p) ∈ N and s = s(p) ∈
[0, 1). It is easily checked that
Max{‖X(p)‖, ‖Y (p)‖}  ep[‖A‖+α‖B‖+αβ(‖C‖+‖D‖)].
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Since, as p ↓ 0,
‖X(p) 1p − X(p)m‖‖X(p)‖m‖X(p)s − I‖
e[‖A‖+α‖B‖+αβ(‖C‖+‖D‖)]‖X(p)s − I‖ −→ 0, (6.3)
and we also have
‖Y (p) 1p − Y (p)m‖‖Y (p)‖m‖Y (p)s − I‖
e[‖A‖+α‖B‖+αβ(‖C‖+‖D‖)]‖Y (p)s − I‖ −→ 0 (6.4)
Next we show that ‖X(p)m − Y (p)m‖ −→ 0. With the convention o(p)/p → 0
as p ↓ 0, we successively have
X(p) = e pA2

e pB2
[ ∞∑
k=0
1
k!
(
pC
2
)k ∞∑
k=0
(pD)k
k!
∞∑
k=0
1
k!
(
pC
2
)k]β
e
pB
2


α
e
pA
2
= e pA2
{
e
pB
2 (I + p(C + D) + o(p))βe pB2
}α
e
pA
2
= e pA2
{
e
pB
2 (I + βp(C + D) + o(p))e pB2
}α
e
pA
2
= e pA2
{(
I + pB
2
+ o(p)
)
(I + βp(C + D) + o(p))
×
(
I + pB
2
+ o(p)
)}α
e
pA
2
= e pA2 (I + pB + βp(C + D) + o(p))αe pA2
= e pA2 (I + αpB + αβp(C + D) + o(p))e pA2
=
(
I + pA
2
+ o(p)
)
(I + αpB + αβp(C + D) + o(p))
×
(
I + pA
2
+ o(p)
)
= I + p[A + αB + αβ(C + D)] + o(p).
Thus, X(p) − Y (p) = o(p) since Y (p) = I + p[A + αB + αβ(C + D)] + o(p)
holds. Hence, we have, as p ↓ 0,
‖X(p)m − Y (p)m‖m‖X(p) − Y (p)‖(max{‖X(p)‖, ‖Y (p)‖})m−1
 1
p
‖X(p) − Y (p)‖e‖A‖+α‖A‖+αβ(‖C‖+‖D‖) −→ 0.
(6.5)
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Whence, we have, as p ↓ 0,∥∥∥∥∥
{
e
pA
2
(
e
pB
2
(
e
pC
2 epDe
pC
2
)β
e
pB
2
)α
e
pA
2
} 1
p
− eA+αB+αβ(C+D)
∥∥∥∥∥
=
∥∥∥X(p) 1p − Y (p) 1p ∥∥∥

∥∥∥X(p) 1p − X(p)m∥∥∥+ ∥∥∥X(p)m − Y (p)m‖ + ‖Y (p)m − Y (p) 1p ∥∥∥ −→ 0
(6.6)
by (6.3), (6.4) and (6.5). So the desired result (6.1) follows from (6.6). In particular,
when D = 0 and β = 1, (6.1) implies (6.2). Whence the proof is complete. 
To prove the results in Section 8, we rewrite Lemma 6.1 in the following conve-
nient form.
Lemma 6.1′. If A,B,C and D are positive, then, for any positive numbers α
and β,
log A + α log B + αβ(log C + log D)
= lim
p↓0 log
{
A
p
2
(
B
p
2 (C
p
2 DpC
p
2 )βB
p
2
)α
A
p
2
} 1
p
. (6.1′)
In particular,
log A + α(log B + log C) = lim
p↓0 log
{
A
p
2
(
B
p
2 CpB
p
2
)α
A
p
2
} 1
p
. (6.2′)
Remark 6.1. In fact, when C = 0 and α = 1, (6.2) implies the Lie–Trotter formula.
Also, when B = −A, C = B and α ∈ [0, 1], (6.2) implies the α-mean variant of the
Lie–Trotter formula in Lemma H.
Remark 6.2. If A1, A2, . . . , An,An+1 and An+2 are Hermitian, then, for any pos-
itive numbers α1, α2, . . ., and αn
eA1+α1A2+α1α2A3+α1α2α3A4.....+α1α2...αn(An+1+An+2),
= lim
p↓0
{
e
pA1
2
(
e
pA2
2 . . .
(
. . . e
pAn
2
(
e
pAn+1
2 epAn+2e
pAn+1
2
)αn
e
pAn
2
)αn−1
. . .
)
. . . e
pA2
2
)α1
e
pA1
2
} 1
p
. (6.7)
Following analogous steps to those in the proof of Lemma 6.1, we can easily prove
(6.7).
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7. Generalized Lie–Trotter formula, II
In this section, we present generalizations of the Lie–Trotter formulae different
from those in Lemma 6.1 in Section 6 in order to prove the results in Section 8.
Lemma 7.1. If A, B and C are Hermitian, then, for any α ∈ [0, 1] and r  0,
er(1−α)A+rαB+C = lim
p↓0
(
e
pC
2 ((1 − α)epA + αepB)re pC2
) 1
p
. (7.1)
In particular,
e(1−α)A+αB = lim
p↓0((1 − α)e
pA + αepB) 1p . (7.2)
Proof. We may consider 0 < p < 1, since p ↓ 0. Let X(p) = e pC2 ((1 − α)epA+
αepB)re
pC
2 , Y (p) = ep[r(1−α)A+rαB+C], and 1
p
= m + s, where m = m(p) ∈ N and
s = s(p) ∈ [0, 1).
It is easily checked that
‖X(p)‖  ep‖C‖((1 − α)ep‖A‖ + αep‖B‖)r , (7.3)
and
‖Y (p)‖  ep[r(1−α)‖A‖+rα‖B‖+‖C‖]. (7.4)
Since ex is a convex function, (1 − α)ep‖A‖ + αep‖B‖  ep[(1−α)‖A‖+α‖B‖], so by
(7.3) and (7.4) we have the following
Max{‖X(p)‖, ‖Y (p)‖}  ep‖C‖((1 − α)ep‖A‖ + αep‖B‖)r . (7.5)
Since limp↓0((1 − α)ap + αbp)
1
p = a1−αbα for a, b > 0 and α ∈ [0, 1], we have
lim
p↓0
(
(1 − α)ep‖A‖ + αep‖B‖) 1p = e(1−α)‖A‖+α‖B‖. (7.6)
As p ↓ 0, X(p)s −→ I and
‖X(p) 1p − X(p)m‖
 ‖X(p)‖m‖X(p)s − I‖
 ‖X(p)‖ 1p ‖X(p)s − I‖
 e‖C‖((1 − α)ep‖A‖ + αep‖B‖) rp ‖X(p)s − I‖ −→ 0 (7.7)
by (7.3) and (7.6). Also, Y (p)s −→ I and
‖Y (p) 1p − Y (p)m‖
 ‖Y (p)‖m‖Y (p)s − I‖
 ‖Y (p)‖ 1p ‖Y (p)s − I‖
 e[r(1−α)‖A‖+rα‖B‖+‖C‖]‖Y (p)s − I‖ −→ 0 (by (7.4)). (7.8)
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With the convention o(p)/p → 0 as p ↓ 0, we have
X(p) = e pC2 ((1 − α)epA + αepB)re pC2
= e pC2 ((1 − α)(I + pA + o(p)) + α(I + pB + o(p)))re pC2
= e pC2 (I + p[(1 − α)A + αB] + o(p))re pC2
= e pC2 (I + p[r(1 − α)A + rαB] + o(p))e pC2
=
(
I + p
2
C + o(p)
)
(I + p[r(1 − α)A + rαB] + o(p))
×
(
I + p
2
C + o(p)
)
= I + p[r(1 − α)A + rαB + C] + o(p).
Thus we have,
X(p) − Y (p) = o(p) (7.9)
because Y (p) = I + p[r(1 − α)A + rαB + C] + o(p), and, hence, we have suc-
cessively as p ↓ 0
‖X(p)m − Y (p)m‖
 m‖X(p) − Y (p)‖(Max{‖X(p)‖, ‖Y (p)‖})m−1
 1
p
‖X(p) − Y (p)‖(Max{‖X(p)‖, ‖Y (p)‖}) 1p
 1
p
‖X(p) − Y (p)‖e‖C‖((1 − α)ep‖A‖ + αep‖B‖) rp (by (7.5))
−→ 0 (by (7.6) and (7.9)). (7.10)
Whence, we have as p ↓ 0∥∥∥ (e pC2 ((1 − α)epA + αepB)re pC2 ) 1p − er(1−α)A+rαB+C∥∥∥
=
∥∥∥X(p) 1p − Y (p) 1p ∥∥∥

∥∥∥X(p) 1p − X(p)m∥∥∥+ ∥∥∥X(p)m − Y (p)m∥∥∥+ ∥∥∥Y (p)m − Y (p) 1p ∥∥∥ −→ 0
(7.11)
by (7.7), (7.8) and (7.10). So we have the desired result (7.1) by (7.11). Put C = 0
and r = 1 in (7.1), then we have (7.2). Whence the proof is complete. 
Remark 7.1. Put α = 1, r = 1 and C = A in (7.1). Then, (7.1) yields the Lie–
Trotter formula eA+B = limp↓0(e pA2 epBe pA2 )
1
p
.
Lemma 7.1 can be rewritten as follows.
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Lemma 7.1′. If A, B and C are positive definite, then, for any α ∈ [0, 1] and r  0,
er(1−α) log A+rα log B+log C = lim
p↓0
(
C
p
2 ((1 − α)Ap + αBp)rC p2
) 1
p
. (7.1′)
In particular,
e(1−α) log A+α log B = lim
p↓0((1 − α)A
p + αBp) 1p . (7.2′)
Next, we shall state an application of Lemma 7.1′. Fujii and Nakamoto [7] defined
the chaotically α-geometric mean A♦αB which is different from the usual α-geo-
metric mean AαB :
A♦αB = e(1−α) log A+α log B, for A,B > 0 and α ∈ [0, 1].
Among others, Fujii and Nakamoto [7] proved the following result.
Theorem I. If A and B are strictly positive operators on a Hilbert space and α ∈
[0, 1], then (Ap∇αBp)
1
p , (ApαB
p)
1
p and (Ap!αBp)
1
p strongly converge to the cha-
otically α-geometric mean A♦αB as p ↓ 0, where S∇αT = (1 − α)S + αT and
S!αT = ((1 − α)S−1 + αT −1)−1 for strictly positive operators S and T .
Two proofs to Theorem I are given in [7–Theorem 4] and [8–Section 4]. We shall
extend Theorem I as an application of Lemma 7.1, that is, we shall show that:
The chaotically α-geometric mean A♦αB is the uniform limit of (Ap∇αBp)
1
p
.
Proposition 7.2. If A and B are Hermitian and α ∈ [0, 1], then (epA∇αepB)
1
p ,
(epAαe
pB)
1
p and (epA!αepB)
1
p uniformly converge to eA♦αeB as p ↓ 0.
Proof. We have limp↓0(epA∇αepB)
1
p = eA♦αeB by (7.2) in Lemma 7.1.
The limit limp↓0(epAαepB)
1
p = eA♦αeB is in Lemma H in Section 6. The third
limit follows from the first one, as follows:
lim
p↓0(e
pA!αepB)
1
p = lim
p↓0(e
−pA∇αe−pB)
−1
p
=eA♦αeB. 
Proposition 7.2 can be rewritten as follows.
Proposition 7.2′. If A and B are positive definite and α ∈ [0, 1], then (Ap∇αBp)
1
p ,
(ApαB
p)
1
p and (Ap!αBp)
1
p uniformly converge to the chaotically α-geometric
mean A♦αB as p ↓ 0.
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We remark that Proposition 7.2′ remains valid for Hilbert space operators because
Lemma 6.1 still remains valid for operators, so that Proposition 7.2′ may be consid-
ered to be a strong version of Theorem I.
8. Convergence of logarithmic trace inequalities via generalized Lie–Trotter
formulae
In this section, We shall discuss the convergence of the logarithmic trace inequal-
ities obtained in Section 5 by applying generalized Lie–Trotter formulae of Lemma
6.1′ in Section 6 and the Lemma 7.1′ in Section 7.
Theorem 8.1. If A,B  0, then, for every p  0,
s
p
Tr
[
A log
(
A
p
2 BpA
p
2
)]
− 1
p
Tr
[
A log
{
B
p
2
(
B
p
2 ApB
p
2
)s−1
B
p
2
}]
 Tr[A log A] (8.1)
holds for any p  0 and s  1, and the left hand side converges to the right hand
side as p ↓ 0.
Theorem 8.1 yields the following Corollary 8.2.
Corollary 8.2. (i) If A,B  0, then, for every p  0,
1
p
Tr
[
A log
(
A
p
2 BpA
p
2
)]
 Tr[A log A + A log B] (8.2)
holds and the left hand side converges to the right hand side as p ↓ 0.
(ii) If A,B  0, then, for every p  0,
2
p
Tr
[
A log
(
A
p
2 BpA
p
2
)]
− 1
p
Tr[A log(BpApBp)]  Tr[A log A] (8.3)
holds and the left hand side converges to the right hand side as p ↓ 0.
We remark that (i) of Corollary 8.2 is Theorem D.
Theorem 8.3. If A > 0 and B  0, then, for every positive number β,
s
p
Tr[A log(ApβBp)] − 1
p
Tr
[
A log
{
A
−p
2 (ApβB
p)sA
−p
2
}]
 Tr[A log A] (8.4)
holds for any p  0, s  1, and the left hand side converges to the right hand side
as p ↓ 0.
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Theorem 8.3 implies the following Corollary 8.4.
Corollary 8.4. (i) If A,B > 0, then, for every positive number β,
1
p
Tr[A log(ApβBp)] + β
p
Tr
[
A log
(
A
p
2 B−pA
p
2
)]
 Tr[A log A] (8.5)
holds for any p  0, and the left hand side converges to the right hand side as p ↓ 0.
(ii) If A,B > 0, then, for every positive number β,
2
p
Tr[A log(ApβBp)] − 1
p
Tr
[
A log
(
A
−p
2 BpA
−p
2
)β
Ap
(
A
−p
2 BpA
−p
2
)β]
 Tr[A log A] (8.6)
holds for any p  0 and the left hand side converges to the right hand side as p ↓ 0.
We remark that, when A  0, B > 0 and β ∈ [0, 1], (i) of Corollary 8.4 becomes
Theorem E.
Theorem 8.5. If A > 0 and B  0, then for every α ∈ [0, 1]
s
p
Tr[A log(Ap∇αBp)] − 1
p
Tr
[
A log
{
A
−p
2 (Ap∇αBp)sA−p2
}]
 Tr[A log A] (8.7)
holds for any p  0, s  1, and the left hand side converges to the right hand side
as p ↓ 0.
Theorem 8.5 implies the following Corollary 8.6.
Corollary 8.6. If A > 0 and B  0, then
1
p
Tr[A log((1 − α)Ap + αBp)] − 1
p
Tr
[
A log
{
(1 − α)I + A−p2 BpA−p2
}]
 Tr[A log A] (8.8)
holds for any p  0, α ∈ [0, 1], and the left hand side converges to the right hand
side as p ↓ 0. Moreover,
s
p
Tr
[
A log
Ap + Bp
2
]
− 1
p
Tr
[
A log
{
A
−p
2
(
Ap + Bp
2
)s
A
−p
2
}]
 Tr[A log A] (8.9)
holds for any p  0, s  1, and the left hand side converges to the right hand side
as p ↓ 0.
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9. Proofs of the results in Section 8
Proof of Theorem 8.1. Consider t = 0 and r = p  0 in Theorem 5.1. Then, we
have (8.1) and to prove the convergence we proceed as follows:
lim
p↓0 log
(
A
p
2 BpA
p
2
) 1
p = log A + log B (by Lie–Trotter formula), (9.1)
and
lim
p↓0 log
{
B
p
2
(
B
p
2 ApB
p
2
)s−1
B
p
2
} 1
p
= log B + (s − 1)(log B + log A) (by (6.2′) in Lemma 6.1′). (9.2)
Consequently, we have
lim
p↓0
s
p
Tr
[
A log
(
A
p
2 BpA
p
2
)]
− lim
p↓0
1
p
Tr
[
A log
{
B
p
2 (B
p
2 ApB
p
2 )s−1B
p
2
}]
= sTr[A(log A + log B)]
−Tr[A( log B + (s − 1)(log B + log A))] (by (9.1) and (9.2))
= Tr[A log A]. 
Proof of Corollary 8.2. Take s = 1 and s = 2, respectively, in Theorem 8.1. 
Proof of Theorem 8.3. Consider in Theorem 5.1, t = 0, r = p and replace Bp by
A
−p
2 (ApβB
p)A
−p
2 for β > 0 in Theorem 5.1, then, we have (8.4) by using Lemma
A and to prove the convergence we proceed as follows:
lim
p↓0 log(A
pβB
p)
1
p = log A + β(log A−1 + log B)
(by (6.2′) of Lemma 6.1′), (9.3)
and
lim
p↓0 log
(
A
−p
2 (ApβB
p)sA
−p
2
) 1
p
= log A−1 + s log A + sβ(log A−1 + log B)
(by (6.1′) of Lemma 6.1′), (9.4)
and we have
lim
p↓0
(
s
p
Tr[A log(ApβBp)] − 1
p
Tr
[
A log
{
A
−p
2 (ApβB
p)sA
−p
2
}])
= sTr[A(log A + β(log A−1 + log B))]
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−Tr[A(log A−1+s log A+sβ(log A−1+log B))] (by (9.3) and (9.4))
= Tr[A log A].
Thus the proof is complete. 
Proof of Corollary 8.4. It is enough to put s = 1 and s = 2, respectively, in Theo-
rem 8.3. 
Proof of Theorem 8.5. Let t = 0, r = p and replace Bp by A−p2 (Ap∇αBp)A−p2 ,
for α ∈ [0, 1] in Theorem 5.1. Then, we have (8.7) by using Lemma A. To prove the
convergence of the latter half, we proceed as follows:
lim
p↓0 log(A
p∇αBp)
1
p = (1 − α) log A + α(log B)
(by (7.2′) of Lemma 7.1′), (9.5)
and
lim
p↓0 log
(
A
−p
2 (Ap∇αBp)sA
−p
2
) 1
p
= s(1 − α) log A + sα log B + log A−1 (by (7.1′) of Lemma 7.1′).
(9.6)
Hence we have
lim
p↓0
(
s
p
Tr[A log(Ap∇αBp)] − 1
p
Tr
[
A log
{
A
−p
2 (Ap∇αBp)sA
−p
2
}])
= sTr[A((1 − α) log A + α log B))]
−Tr[A(s(1 − α) log A + sα log B − log A))] (by (9.5) and (9.6))
= Tr[A log A].
Thus the proof is complete. 
Proof of Corollary 8.6. It is enough to put s = 1 and α = 12 in Theorem 8.5. 
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