Some examples of quantum groups in higher genus by Enriquez, B. & Rubtsov, V.
ar
X
iv
:m
at
h/
98
01
03
7v
2 
 [m
ath
.Q
A]
  1
4 M
ay
 19
98 SOME EXAMPLES OF QUANTUM GROUPS IN HIGHERGENUS
B. ENRIQUEZ AND V. RUBTSOV
Abstract. This is a survey of our construction of current algebras, associated
with complex curves and rational differentials. We also study in detail two
classes of examples. The first is the case of a rational curve with differentials
zndz; these algebras are “building blocks” for the quantum current algebras
introduced in our earlier work. The second is the case of a genus > 1 curve X ,
endowed with a regular differential having only double zeroes.
In our papers [10, 11], we introduced a family of quasi-Hopf algebras, associated
with complex curves and rational differentials. These algebras are the quantiza-
tions of quasi-Lie bialgebra structures that had been defined by V. Drinfeld in
[6].
Our purpose here is to first present (sect. 1) a survey of the constructions of
[10, 11]. After this, we present some examples.
Let us first recall the construction of the quasi-Lie bialgebras of [6]. We fix a
semisimple Lie algebra g¯, a rational curve X and a nonzero rational form ω on
it. We denote by S a set of points of X , containing all poles and zeroes of ω, and
by KS the direct sum of local fields of X at the points of S. We define R as the
subring of KS formed by the Laurent expansions at the points of S of the regular
functions on X − S. Then KS is endowed with a scalar product defined by ω,
and R is then a maximal isotropic subspace of KS. We fix a maximal isotropic
supplementary Λ to R in KS. The Lie algebra g¯ ⊗ KS being endowed with a
product pairing, we then have a direct sum decomposition
g¯⊗KS = (g¯⊗ R)⊕ (g¯⊗ Λ)
in isotropic subspaces, whose first summand is a Lie subalgebra. This defines
quasi-Lie bialgebra structures on g¯ ⊗ KS and g¯ ⊗ R: we have maps δKS and δR
from g¯ ⊗ KS and g¯ ⊗ R to their second exterior power, and an element φ of
∧3(g¯ ⊗ R), satisfying some compatibility contitions (see [6]). The problem of
their quantization is to construct quasi-Hopf algebras U~(g¯ ⊗ KS) and U~(g¯ ⊗
R) deforming their enveloping algebras, coproducts on these algebras deforming
extensions of δKS and of δR, and elements of the tensor cubes of these algebras,
satisfying the quasi-Hopf algebra axioms.
In [10], we solved this problem for double extensions of these quasi-Lie bialgebra
structures (these extensions are defined by the usual cocycle on current algebras,
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and by a derivation), in the special case when g¯ = sl2. For this, we defined
semi-infinite twists of these structures, in the spirit of Drinfeld’s new realizations,
and quantized them (see [5, 10]). These quantizations, (U~g,∆) and (U~g, ∆¯),
are related by some twist operation. In [11], we constructed in U~g, a subalgebra
U~gR deforming UgR. Using the coideal properties of this algebra with respect
to ∆ and ∆¯, we reduced the problem of finding a quasi-Hopf structure on U~g,
preserving U~gR, to some decomposition problem on the twist F ; this problem
was solved using some results on Hopf duality. We close the section by a result
(Prop. 1.12 and Cor. 1.1) characterizing the zeroes and poles of the structure
function q(z, w) defining U~g.
In section 2, we come back on the quantization problem for the non-extended
quasi-Lie bialgebra structures. We remark that there, due to the absence of
derivation, much more relations are possible for the algebra U~g. We describe
these relations, and how the construction of quasi-Hopf algebras described above
can be generalized in that situation.
Let us say here some words on the applications of the constructions of sect. 1
in genera 0 and 1. In genus zero, and with ω = dz, this construction agrees with
the quantum currents presentation of double Yangians; in [8], we derived another
expression of Khoroshkin-Tolstoy twists ([17]) relating Drinfeld’s coproduct for
the double Yangians with the usual (L-operator) one.
In the elliptic case, with ω regular, these algebras were related with Felder’s
elliptic quantum groups ([7]). In both situations, the problem was to suitably
refine the decomposition of F , using additional conditions provided by algebras
“opposite” the the regular one.
Our goal in the next sections is to present some other examples of the con-
struction of sects. 1, 2.
In sect. 3, we treat the case of a rational curve with differential zndz. The
corresponding algebra is denoted Uzndzg. We compute its structure coefficients
q(z, w) in Prop. 3.1. We also study some properties of Uzndzg: making use of the
Zn+1-symmetry of the situation, we give a presentation of the vertex relations
of Uzndzg not involving the n + 1-st roots as in the expression of q(z, w), which
allows to make sense of this algebra of vertex relations for complex values of the
deformation parameter, without any completion procedure. We then show that,
like what happens for the Yangian algebra, the quantum algebras of this family
are isomorphic for all nonzero values of the quantum parameter.
In Thm. 3.1, we show that the algebras Uzndzg are “building blocks” for the
quantum current algebras U~g constructed in sect. 1 – that is, each algebra U~g
is isomorphic to a tensor product of algebras Uzndzg with their centers identified.
In sect. 4, we turn to the case of a curve X of genus > 1, with a differential
ω regular and having only double zeroes. The existence of such a form is a well-
known fact from Riemann surface theory (see e.g. [20, 12]), and is equivalent to
the existence of odd theta-characteristics.
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In this situation, we first construct isotropic supplementaries in local fields,
using functions on X , which are multivalued along the b-cycles (sect. 4.1.1). We
then compute the Green kernel of this decomposition (sect. 4.1.2). Applying
results of sect. 2, we then present relations for quantizations of the centerless
versions of these algebras (sect. 4.2). We remark that after a finite twist, the
above decomposition has a part consisting of the regular functions on X minus
some points. We derive from this the construction of a regular subalgebra in the
quantum currents algebra (sect. 4.2.3). We show (Rem. 14) how these results
may be extended for doubly extended quasi-Lie bialgebra structures.
The zero-level relations might have special interest for the shift parameter ~h
(which belongs to the Jacobian of X) nonformal and torsion, like what happens
for elliptic quantum groups with torsion parameter ([16]).
In both algebras, we also construct deformations of the enveloping algebra of
g¯ ⊗ (Kδ ⊕ OS′) – here δ is the set of zeroes of ω, S
′ are other marked points on
X , and Kδ and OS′ are the sums of local fields and rings at these points. This
might be useful for constructing induced modules.
Let us now discuss possible prolongations of the present work. We did not
examine degenerations of our constructions; of special interest should be rational
or elliptic curves with points identified. In particular, in the latter case, and
with ω = dz, the two types of algebras studied here (which are defined either
by applying q∂ to variables in the structure relations, or by some shifts in theta-
functions) should coincide.
We also hope that Cor. 1.1 will help to treat quantum conformal blocks in
higher genus as it was done by B. Feigin and A. Stoyanovsky in [15] in the case
of the affine Kac-Moody algebra sˆl2, and in [3] in the quantum affine case.
Finally, we also would like to mention the papers [14, 13], which should be
closely connected with some problems left open in [11]: identification of the twists
of twists of [8] with those of Khoroshkin-Tolstoy in [17]; and construction of
quantum Serre relations in higher genus.
We would like to thank J. Ding, B. Feigin, G. Felder, K. Gawedzki, K. Hasegawa,
M. Jimbo, Y. Kosmann-Schwarzbach, H. Konno and J. Shiraishi for discussions
related to the subject of this paper. B.E. would like to thank T. Miwa for invita-
tion to RIMS, where some part of this work was carried out in a very stimulating
atmosphere. V.R. would also like to thank M. Audin and M. Rosso for their in-
vitation to ULP Strasbourg-1 university; he also acknowledges support of grants
RFFI-97-01-01101 and INTAS-96-196.
1. Review of quantum current and quasi-Hopf algebras in higher
genus
1.1. Manin pairs, triples and classical twists. Let X be a smooth, con-
nected, compact complex curve, and ω be a nonzero meromorphic differential on
X . Let S be a finite set of points of X , containing the set S0 of its zeros and
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poles. For each s ∈ S, let Ks be the local field at s and
K = ⊕s∈SKs.
Let R be the ring of meromorphic functions on X , regular outside S; R can be
viewed as a subring of K. R is endowed with the discrete topology and K with
its usual (formal series) topology. Let us define on K the bilinear form
〈f, g〉K =
∑
s∈S
ress(fgω),
and the derivation
∂f = df/ω.
We will use the notation x(A) = x ⊗ A, for any ring A over C and complex Lie
algebra x.
Let g¯ = sl2(C). Define on g¯(K) the bilinear form 〈, 〉g¯(K) by
〈x⊗ ǫ, y ⊗ η〉g¯(K) = 〈x, y〉g¯〈ǫ, η〉K
for x, y ∈ g¯, ǫ, η ∈ K, 〈, 〉g¯ being the Killing form of g¯, the derivation ∂g¯(K) by
∂g¯(K)(x⊗ ǫ) = x⊗ ∂ǫ, for x ∈ g¯, ǫ ∈ K, and the cocycle
c(ξ, η) = 〈ξ, ∂g¯(K)η〉g¯(K).
Let gˆ be the central extension of g¯(K) by this cocycle. We then have
gˆ = g¯(K)⊕ CK,
with bracket such that K is central, and [ξ, η] = ([ξ¯, η¯], c(ξ¯, η¯)K), for any ξ, η ∈ gˆ
with first components ξ¯, η¯.
Let us denote by ∂gˆ the derivation of gˆ defined by ∂gˆ(ξ, 0) = (∂g¯(K)ξ, 0) and
∂gˆ(K) = 0.
Let g be the skew product of gˆ with ∂gˆ. We have
g = gˆ⊕ CD,
with bracket such that gˆ → g, ξ 7→ (ξ, 0) is a Lie algebra morphism, and
[D, (ξ, 0)] = (∂gˆ(ξ), 0) for ξ ∈ gˆ.
View g¯(K) as a subspace of g = gˆ⊕ CD = g¯(K)⊕ CK ⊕ CD, by ξ 7→ (ξ, 0, 0).
Define on g the pairing 〈, 〉g by 〈K,D〉g = 1, 〈K, g¯(K)〉g = 〈D, g¯(K)〉g = 0,
〈ξ, η〉g = 〈ξ, η〉g¯(K) for ξ, η ∈ g¯(K).
Endow g¯(K) with 〈, 〉g¯(K). The subspace g¯(R) ⊂ g¯(K) is a maximal isotropic
subalgebra of g¯(K). Drinfeld’s Manin pair is (g¯(K), g¯(R)) (see [6]). In [10], we
introduced the following extension of this pair. Let gR = g¯(R)⊕ CD; gR ⊂ g is
a maximal isotropic subalgebra of g. The extended Drinfeld’s Manin pair of [10]
is then (g, gR).
In [10], we also introduced the following Manin triple. Let Λ be a Lagrangian
complement to R in K, commensurable with ⊕s∈SOs (where Os is the completed
local ring at s). Let n+ = Ce, n− = Cf , h = Ch. Let
g+ = h(R)⊕ n+(K)⊕ CD, g− = (h⊗ Λ)⊕ n−(K)⊕ CK,
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then g = g+ ⊕ g−, and both g+ and g− are maximal isotropic subalgebras of g.
The Manin triple is then (g, g+, g−).
We will also consider the following Manin triple, that we may consider as being
obtained from the previous one by the action of the nontrivial element of the Weyl
group of g¯. Let
g¯+ = h(R)⊕ n−(K)⊕ CD, g¯− = (h⊗ Λ)⊕ n+(K)⊕ CK,
then (g, g¯+, g¯−) again forms a Manin triple.
According to [4], to each of the Manin triples (g, g+, g−) and (g, g¯+, g¯−) is asso-
ciated a Lie bialgebra structure on g; denote by δ, δ¯ : g→ g⊗ˆg the corresponding
cocycle maps.
Let gΛ = (g¯ ⊗ Λ) ⊕ CK ⊂ g; gΛ is a Lagrangian complement of gR in g. It
induces a Lie quasi-bialgebra structure on gR, and from [1] follows also that there
is a Lie quasi-bialgebra structure on g, associated to the Manin pair (g, gR) and
to gΛ; we denote by δR : g→ g⊗ˆg the corresponding cocycle map.
These Lie (quasi-)bialgebra structures on g are related by the following classical
twist operations.
Let (ei)i∈N, (ei)i∈N be dual bases of R and Λ; we choose them is such a way
that ei tends to 0 when i tends to ∞. Let ǫ
i, ǫi, i ∈ Z be dual bases of K, defined
by ǫi = ei, ǫ
i = ei, i ≥ 0, ǫi = e
−i−1, ǫi = e−i−1, i < 0.
Lemma 1.1. (see [11]) Let f =
∑
i∈Z e[ǫ
i]⊗ f [ǫi]; f = f1 + f2, with
f1 =
∑
i∈N
e[ei]⊗ f [e
i],
and
f2 =
∑
i∈N
e[ei]⊗ f [ei].
For ξ ∈ g, we have
δR(ξ) = δ(ξ) + [f1, ξ ⊗ 1 + 1⊗ ξ], δ¯(ξ) = δR(ξ) + [f2, ξ ⊗ 1 + 1⊗ ξ].
1.2. Results on Green kernels.
Notation . For a = a(z, w) a function of two variables z, w, we denote by a(21)
the function a(21)(z, w) = a(w, z).
Let us fix dual bases (ei)i∈N, (ei)i∈N of R and Λ. Let G ∈ R⊗ˆΛ be the series
G =
∑
i
ei ⊗ ei;
it is called the Green kernel of (X,ω, S,Λ) Note that R⊗ˆk is an algebra, to which
G belongs. Let
γ = (∂ ⊗ 1)G−G2;
then
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Lemma 1.2. (see [10]) γ belongs to R⊗ R.
Let ~ be a formal variable and let T : k[[~]]→ k[[~]] be the operator equal to
T =
sh(~∂)
~∂
.
We will use the notation q = e~.
Let (γi)i≥0 be a set of free variables, and φ, ψ ∈ ~C[γi][[~]] be the solutions of
∂ψ
∂~
= Dψ − 1− γ0ψ
2,
∂φ
∂~
= Dφ− γ0ψ,
where D =
∑
i≥0 γi+1
∂
∂γi
; then
Proposition 1.1. (see [10], Prop. 3)∑
i∈N
q∂ − 1
∂
ei ⊗ ei = φ(~, (∂
i ⊗ 1)γ)− ln(1 +Gψ(~, (∂i ⊗ 1)γ)).
From this Prop. follows:
Proposition 1.2. (see [10]) For certain elements φ ∈ (R ⊗ R)[[~]], ψ+, ψ− ∈
~(R⊗R)[[~]], we have the following identities in (R⊗ˆK)[[~]]∑
i
Tei ⊗ ei = φ+
1
2~
ln
1 +Gψ−
1 +Gψ+
,
∑
i
ei ⊗ Tei = −φ
(21) +
1
2~
ln
1−Gψ
(21)
+
1−Gψ
(21)
−
.
Lemma 1.3. (see [10]) The expression
∑
i Te
i⊗ei−e
i⊗Tei belongs to S
2(R)[[~]].
We will denote by τ any element of (R⊗ R)[[~]], such that
τ + τ (21) =
∑
i
Tei ⊗ ei − e
i ⊗ Tei. (1)
Note that
∑
i Te
i ⊗ ei is well-defined in (R⊗ˆK)[[~]], because ei tends to zero
as i tends to infinity. Since ∂ is a continuous map from K to itself, the same
is true for the sequence ∂kei. So
∑
i e
i ⊗ Tei is well-defined in the same space;∑
i∈Z Tǫ
i ⊗ ǫi − ǫ
i ⊗ Tǫi is well-defined in (K⊗¯K)[[~]] for the same reasons.
Define
q(z, w) = q2(τ−φ)
1 + ψ+G
1 + ψ−G
(z, w). (2)
1.3. Hopf algebras (U~g,∆), (U~g, ∆¯) and the twist connecting them. In
[10], we introduced a Hopf algebra (U~g,∆) quantizing (g, δ).
It is the quotient of T (g)ˆ[[~]] by the following relations. Let e, f, h be the
Chevalley basis of sl2(C). Denote in T (g)ˆ[[~]], the element x ⊗ ǫ ∈ g¯(K) ⊂ g of
g by x[ǫ] and let for r ∈ R, h+[r] = h[r], h−[λ] = h[λ]. Introduce the generating
series
e(z) =
∑
i∈Z
e[ǫi]ǫ
i(z), f(z) =
∑
i∈Z
f [ǫi]ǫ
i(z),
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h+(z) =
∑
i∈N
h+[ei]ei(z), h
−(z) =
∑
i∈N
h−[ei]e
i(z).
The Cartan fields are arranged in the series
K+(z) = e((T+U)h
+)(z), K−(z) = e−~h
−(z);
here U is the linear operator from Λ to R[[~]] defined by U(λ) = 〈τ, 1⊗ λ〉. The
relations for U~g are the coefficients of
[K+(z), K+(w)] = 0, (K+(z), K−(w)) =
q(z, w)
q(z, q−K∂(w))
, (3)
(K−(z), K−(w)) =
q(q−K∂(z), q−K∂(w))
q(z, w)
, (4)
(K+(z), e(w)) = q(z, w), (K−(z), e(w)) = q(w, q−K∂(z)), (5)
(K+(z), f(w)) = q(w, z), (K−(z), f(w)) = q(z, w), (6)
(zs − ws)(1 + ψ+G)(z, w)e(z)e(w) = (zs − ws)e
2(τ−φ)(z,w)(1 + ψ−G)(z, w)e(w)e(z),
(7)
(zs − ws)e
2(τ−φ)(z,w)(1 + ψ−G)(z, w)f(z)f(w),= (zs − ws)(1 + ψ+G)(z, w)f(w)f(z)
(8)
[e(z), f(w)] = δ(z, w)K+(z)− δ(z, q−K∂(w))K−(w)−1; (9)
[D, x±(z)] = −(∂x±)(z) + ~(Ah+)(z)x±(z), (10)
[D,K±(z)] = −(∂K±)(z) + ~(B±h+)(z)K±(z), (11)
K is central. We used the standard notation (a, b) for the group commutator
aba−1b−1; we also set δ(z, w) = G(z, w)+G(21)(z, w). Here A andB± are operators
from Λ to R[[~]]; A is defined by A(λ) = T ((∂λ)R)+∂(Uλ)−U((∂λ)Λ); formulas
for B± can be extracted from [10].
The formulas
∆(K) = K ⊗ 1 + 1⊗K (12)
∆(h+[r]) = h+[r]⊗ 1 + 1⊗ h+[r], ∆(h−(z)) = h−(z)⊗ 1 + 1⊗ (q−K1∂h−)(z),
(13)
∆(e(z)) = e(z)⊗K+(z) + 1⊗ e(z), (14)
∆(f(z)) = f(z)⊗ 1 +K−(z)−1 ⊗ (q−K1∂f)(z), (15)
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∆(D) = D ⊗ 1 + 1⊗D +
∑
i∈N
~
4
h+[ei]⊗ h+[Aei], (16)
r ∈ R, for the coproduct,
ε(h+[r]) = ε(h−[λ]) = ε(x[ǫ]) = ε(D) = ε(K) = 0, (17)
x = e, f , r ∈ R, λ ∈ Λ, ǫ ∈ K, for the counit, define a topological (with respect
to the completion introduced above) Hopf algebra structure on U~g.
The coalgebra structure of U~g¯ is defined by the coproduct
∆¯(K) = K ⊗ 1 + 1⊗K, (18)
∆¯(h+[r]) = h+[r]⊗ 1 + 1⊗ h+[r], ∆¯(h¯−(z)) = h−(z)⊗ 1 + 1⊗ (q¯−K1∂h−)(z),
(19)
∆¯(e(z)) = (qK¯2∂(e⊗K−))(z) + 1⊗ e(z), (20)
∆¯(f(z)) = f(z)⊗ 1 +K+(z)⊗ f(z), (21)
∆¯(D¯) = D¯ ⊗ 1 + 1⊗ D¯ +
∑
i∈N
~
4
h+[ei]⊗ h+[Aei], (22)
r ∈ R, the counit
ε¯(h+[r]) = ε¯(h−[λ]) = ε¯(x[ǫ]) = ε¯(D) = ε¯(K) = 0, (23)
x = e, f , r ∈ R, λ ∈ Λ, ǫ ∈ K,
Theorem 1.1. The pairs (U~g,∆) and (U~g, ∆¯) defined by the above relations
are Hopf algebras quantizing the Lie bialgebras (g, δ) and (g, δ¯).
This result means in particular that U~g is a flat deformation of the enveloping
algebra Ug. This follows from the following Poincare´-Birkhoff-Witt-type (PBW)
result:
Proposition 1.3. (see [11], Prop. 4.1). Let A be an algebra with generators
xn, x ∈ Z, generating series x(z) =
∑
n∈Z xnz
−n, and relations defined by the
modes of
(z − w +
∑
i≥1
~
iai(z, w))x(z)x(w) = (z − w +
∑
i≥1
~
ibi(z, w))x(w)x(z),
for ai and bi series of C[[z, w]][z
−1, w−1]. Set a(z, w) = z − w +
∑
i≥1 ~
iai(z, w),
b(z, w) = z−w+
∑
i≥1 ~
ibi(z, w). Then if the series ai and bi satisfy a(z, w)a(w, z) =
b(z, w)b(w, z), A is a flat deformation of the symmetric algebra in the variables
xn, n ∈ Z.
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Thm. 1.1 follows from a double construction. More precisely, define U~hR and
U~hΛ as the subalgebras of U~g generated by D and the h
+[r], r ∈ R, resp. K and
the h[λ], λ ∈ Λ; and define U~n+ and U~n− as the subalgebras of U~g generated
by the e[ǫ], ǫ ∈ K, resp. the f [ǫ], ǫ ∈ K. Set
U~g+ = U~hRU~n+, U~g− = U~hΛU~n−,
and
U~g¯+ = U~hRU~n−, U~g¯− = U~hΛU~n+.
Then:
Proposition 1.4. (see [10]) U~g± and U~g¯± are subalgebras of U~g. (U~g±,∆)
and (U~g¯±, ∆¯) are Hopf subalgebras of (U~g,∆) and (U~g, ∆¯). Moreover, (U~g+,∆)
and (U~g−,∆
′) are Hopf dual, as well as (U~g¯+, ∆¯) and (U~g¯−, ∆¯
′) and (U~g,∆)
and (U~g, ∆¯) are the corresponding Drinfeld doubles.
We then have:
Lemma 1.4. The restriction to U~n+×U~n− of the Hopf pairing between (U~g+,∆)
and (U~g−,∆
′) agrees up to permutation of factors with the restriction to U~n−×
U~n+ of the Hopf pairing between (U~g¯+, ∆¯) and (U~g¯−, ∆¯
′).
Let us define the completion U~g⊗¯U~g as follows. Let IN ⊂ U~g be the left
ideal generated by the x[ǫ], ǫ ∈
∏
s∈S z
N
s C[[zs]]. Define U~g⊗¯U~g as the inverse
limit of the U~g
⊗2/IN ⊗U~g+U~g⊗ IN (where the tensor products are ~-adically
completed). U~g⊗¯U~g is clearly a completion of U~g
⊗ˆ2.
Proposition 1.5. Let (αi), (αi) be bases of U~n+ and U~n−, dual for the pairing
of Lemma 1.4. Set
F =
∑
i
αi ⊗ αi; (24)
F belongs to U~g⊗¯U~g, and is a twist tranforming U~g into U~g¯. More precisely,
Ad(F )(∆(x)) = ∆¯(x), (25)
for each x ∈ U~g.
1.4. Universal R-matrices and Hopf algebra pairings. Let U~g± be the
subalgebras of U~g generated by g±. These are Hopf subalgebras of U~g¯, dual to
each other if U~g− is endowed with the coproduct opposite to ∆. Then U~g+ and
U~g− are dual to each other, and U~g is the corresponding double algebra.
The pairing 〈, 〉U~g between U~g+ and U~g− is defined by
〈h+[r], h−[λ]〉U~g =
2
~
〈r, λ〉k, 〈e[ǫ], f [η]〉U~g =
1
~
〈ǫ, η〉k,
for ǫ, η ∈ k, r ∈ R, λ ∈ Λ,
〈D,K〉U~g = 1, 〈D, g¯(K)〉U~g = 〈K, g¯(K)〉U~g = 0,
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and to be a Hopf algebra pairing, U~g− being endowed the coproduct opposite to
the one given by its embedding in U~g.
Let U~g¯± be the subalgebras of U~g¯ generated by g¯±. These are Hopf subal-
gebras of U~g¯, dual to each other if U~g¯+ is given the coproduct opposite to ∆¯.
The pairing 〈, 〉U~g¯ between U~g¯− and U~g¯+ is defined by the formulas
〈h−[λ], h+[r]〉U~ g¯ =
2
~
〈r, λ〉k, 〈e[ǫ], f [η]〉U~ g¯ =
1
~
〈ǫ, η〉k,
for ǫ, η ∈ k, r ∈ R, λ ∈ Λ,
〈D,K〉U~ g¯ = 1, 〈D, g¯(K)〉U~ g¯ = 〈K, g¯(K)〉U~ g¯ = 0.
Proposition 1.6. (see [11], Prop. 6.1) The Hopf algebras U~g and U~g¯ are quasi-
triangular, with respective universal R-matrices
R = qD⊗Kq
1
2
∑
i∈N h
+[ei]⊗h−[ei]F, (26)
R¯ = F 21qD⊗Kq
1
2
∑
i∈N h
+[ei]⊗h−[ei].
In fact, R and R¯ represent the identity for the pairings 〈, 〉U~gand 〈, 〉U~ g¯.
Note that
R¯ = F 21RF−1 = e~
∑
i∈Z f [ǫ
i]⊗e[ǫi]e
~
2
D⊗Ke
~
2
∑
i∈N h
+[ei]⊗h−[ei].
1.5. Regular subalgebra U~gR. Let U~gR be the subalgebra of U~g generated
by the x[r], x = e, f, h, r ∈ R. Then:
Proposition 1.7. (see [11], sect. 5.2) The inclusion of U~gR in U~gb is a flat
deformation of that of UgR in Ug.
Moreover, U~gR has the following coideal properties with respect to ∆ and ∆¯:
∆(U~gR) ⊂ U~g⊗ U~gR, ∆¯(U~gR) ⊂ U~gR ⊗ U~g. (27)
(see [11], Prop. 5.4).
1.6. Decomposition of F . Now we would like to decompose F defined in (24)
as a product
F2F1, with F1 ∈ U~g⊗ˆU~gR, F2 ∈ U~gR⊗ˆU~g. (28)
The interest of this decomposition lies in the following proposition:
Proposition 1.8. For any decomposition (28), the map Ad(F1)◦∆ defines an al-
gebra morphism from U~gR to U~gR⊗ˆU~gR (where the tensor product is completed
over C[[~]]).
This follows at once from the coideal properties (27).
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Let us now try to decompose F according to (28). Let (mi), resp. (m
′
i) be a
basis of U~g as a left, resp. right U~gR-module. Assume m0 = m
′
0 = 1. Due to
the form of F1 and F2, we have decompositions
F2 =
∑
i
(1⊗m′j)F
(j)
2 , F1 =
∑
i
F
(i)
1 (mi ⊗ 1), F
(i)
1 , F
(j)
2 ∈ U~g
⊗ˆ2
R .
It follows that we have
F =
∑
i
F2F
(i)
1 (mi ⊗ 1) =
∑
j
(1⊗m′j)F
(j)
2 F1. (29)
Let now Π, resp. Π′ be the left, resp. right U~gR-module morphisms from U~g
to U~gR, such that Π(mi) = 0 for i 6= 0, Π(1) = 1, and Π
′(m′i) = 0 for i 6= 0,
Π′(1) = 1.
From (29) follows that we should have
F2F
(0)
1 = (Π⊗ 1)F, F
(0)
2 F1 = (1⊗ Π
′)F. (30)
Equation (30) determines the possible values of F1 and F2, up to right, resp.
left multiplication by elements of U~g
⊗ˆ2
R .
Proposition 1.9. (see [11], Prop. 7.2) Let FΠ,Π′ = [(Π⊗ 1)F ]
−1F [(1⊗Π′)F ]−1;
then
FΠ,Π′ ∈ U~g
⊗ˆ2
R . (31)
This is the key point of the construction of [11]; the proof uses Hopf duality
arguments. We prove that F−1[(Π ⊗ 1)F ] belongs to U~g ⊗ U~gR, and that
[(1 ⊗ Π′)F ]F−1 belongs to U~gR ⊗ U~g. For that, the idea is to compute the
annihilators of the nilpotent parts of U~gR for the pairings 〈, 〉U~g and 〈, 〉U~g¯;
these annihilators are left and right ideals. Then we pair the second factor of
F−1[(Π ⊗ 1)F ], and the first factor of [(1 ⊗ Π′)F ]F−1 with this annihilator, and
use the Hopf algebra pairing rules, as well as the algebraic properties of Π and
Π′, to show that these pairings give zero.
From the above Prop. follows the solution of the decomposition problem (28):
Proposition 1.10. Any decomposition of F according to (28) is of the form
F2 = [(Π⊗ 1)F ]b, F1 = a[(1⊗ Π
′)F ],
with a, b ∈ U~g
⊗ˆ2
R , such that ab = FΠ,Π′.
1.7. Quasi-Hopf structures on U~g and U~gR. Let us choose a solution (F1, F2)
of (28). Consider the algebra morphism ∆R : U~g→ U~g
⊗ˆ2, defined as
∆R = Ad(F1) ◦∆ = Ad(F
−1
2 ) ◦ ∆¯; (32)
define
Φ = F 231 (1⊗∆)(F1)[F
12
1 (∆⊗ 1)(F1)]
−1. (33)
12 B. ENRIQUEZ AND V. RUBTSOV
Proposition 1.11. Φ belongs to U~g
⊗ˆ3
R
Let
uR = m(1⊗ S)(F1), (34)
where m the multiplication of U~g, and S is the antipode of (U~g,∆).
Theorem 1.2. The algebra U~g, endowed with the coproduct ∆R, associator Φ,
counit ε, antipode SR = Ad(uR)◦S, respectively defined in (32), (33), (17), (34),
and R-matrix
RR = [a
21(Π′ ⊗ 1)(F 21)]qD⊗Kq
1
2
∑
i∈N h
+[ei]⊗h−[ei][(Π⊗ 1)(F )FΠ,Π′a
−1],
is a quasi-triangular quasi-Hopf algebra. U~gR is a sub-quasi-Hopf algebra of it.
1.8. Properties of q(z, w). In this section, we determine the location of zeroes
and poles of the function q(z, w), that are at the vicinity of the diagonal.
First recall that for f ∈ K, the product (f⊗1−1⊗f)G belongs to⊕s,t∈SC((zs, wt)).
Here zs is a local coordinate at s ∈ S, and C((zs, wt)) = C[[zs, wt]][z
−1
s , w
−1
t ].
Proposition 1.12. Let z be the element of K defined as (zs)s∈S. Then for some
i ∈ 1 + ~⊕s,t∈S C((zs, wt))[[~]], we have
z − q−∂w = i · [z − w + (z − w)Gψ(~, (∂i ⊗ 1)γ)].
Proof. Let α = (z−w)G; α belongs to ⊕s,t∈SC((zs, wt)). Let us first show that
if we replace z by q−∂w, the expression z −w+ α(z, w)ψ(~, (∂izγ(z, w)) vanishes.
The result of this substitution is a formal series u(w, ~) ∈ K[[~]]. It satisfies
the equation
∂u
∂~
(~, w) = [−∂z + (−∂zα(z, w))ψ(~, z, w) (35)
− α(z, w)∂zψ(~, z, w) + α(z, w)
∂ψ
∂~
(~, z, w)]|z=q−∂w.
Since
∂zα(z, w) = (z − w)γ(z, w) + [(∂z) + α(z, w)]G,
we have m(α) + ∂z = 0 (m being the multiplication map of K); it follows that
the equation (z −w)ξ = ∂z + α(z, w) has a solution in ⊕s,t∈SC((zs, wt)), that we
denote by
∂z + α(z, w)
z − w
.
The l.h.s. of (35) is now equal to
(−(∂z + α(z, w))(1 +Gψ)(z, w)− (z − w + (αψ)(~, z, w))(γψ)(~, z, w))|z=q−∂w ,
that is
−
(
(γψ)(~, z, w) +
∂z + α(z, w)
z − w
)
|z=q−∂w
u(~, w).
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It follows that the series u(~, w) satisfies the equation
∂u
∂~
(~, w) = v(~, w)u(~, w), (36)
where v is equal to −
(
(γψ)(~, z, w) + ∂z+α(z,w)
z−w
)
|z=q−∂w
, and so belongs to K[[~]].
Since we have u(0, w) = 0, (36) implies that u is identically zero.
Let us now recall Lemma 4.2 of [11]:
Lemma 1.5. Let z − w + E belong to z − w + ~C((z, w))[[~]], then there exist
unique e ∈ ~C((w))[[~]] and κE ∈ 1 + ~C((z, w))[[~]], such that
z − w + E = κE(z − w + e) (37)
Consider the case where z − w + E = z − w + α(z, w)ψ(~, z, w); the fact that
u = 0 implies that e should be such that z − w + e(w) = z − q−∂w; Lemma 1.5
then proves the proposition.
From Prop. 1.12 follows:
Corollary 1.1. The function q(z, w) defined by (2) vansishes for z = q−∂w, and
its inverse vanishes for z = q∂w.
2. Quantum currents and quasi-Hopf algebras at level zero
In this section, we will show how one may define a large family of algebras
quantizing the “non-doubly extended” (i.e., original) quasi-Lie bialgebra struc-
tures. These algebras are defined by relations similar to those of Thm. 1.1, using
functions q(z, w) not necessarily having the zeroes and poles structure described
by Cor. 1.1.
Let again K = R⊕ Λ be some decomposition of K in isotropic subspaces, and
G =
∑
i≥0 e
i⊗ ei, e
i, ei dual bases of R and Λ. We will also set ǫi = ei, ǫ−i−1 = e
i
for i ≥ 0.
Let a(z, w) and b(z, w) belong to 1+~(R⊗R)[[~]] and ~(R⊗R)[[~]], and define
the algebra Ua,bg as the algebra generated by the e[ǫi], f [ǫi], h[ǫi], with generating
series
e(z) =
∑
i∈Z
e[ǫi]ǫ−i−1(z), f(z) =
∑
i∈Z
f [ǫi]ǫ−i−1(z),
h+(z) =
∑
i≥0
h[ei]ei(z), h
−(z) =
∑
i≥0
h[ei]e
i(z),
and the relations
[h[ǫi], h[ǫj ]] = 0, (38)
for any i, j,
K+(z)e(w)K+(z)−1 =
a + bG(21)
a(21) − b(21)G(21)
(z, w)e(w), (39)
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K−(z)e(w)K−(z)−1 =
a(21) + b(21)G
a− bG
(z, w)e(w), (40)
K+(z)f(w)K+(z)−1 =
a(21) − b(21)G(21)
a+ bG(21)
(z, w)f(w), (41)
K−(z)f(w)K−(z)−1 =
a− bG
a(21) + b(21)G
(z, w)f(w), (42)
(α(z)− α(w))(a(w, z) + b(w, z)G(z, w))e(z)e(w) (43)
= (α(z)− α(w))(a(z, w)− b(z, w)G(z, w))e(w)e(z),
(α(z)− α(w))(a(z, w)− b(z, w)G(z, w))f(z)f(w) (44)
= (α(z)− α(w))(a(w, z) + b(w, z)G(z, w))f(w)f(z),
for any element α of K,
[e(z), f(w)] = δ(z, w)
(
K+(z)−K−(z)−1
)
, (45)
where δ(z, w) = G(z, w) +G(w, z), and
K+(z) = exp(
∑
i
h[ei](1 + V )ei(z)), K
−(z) = exp(
∑
i
h[ei]e
i(z)),
and V is the linear operator from Λ to R defined as follows: let B the linear map
from Λ to K defined by
B(λ) = 〈log
a+ bG(21)
a(21) − b(21)G(21)
, id⊗ λ〉,
and set B = BR + BΛ, where BR and BΛ are the compositions of B with the
projections on R and Λ. Then we have BΛ = ~idΛ + o(~), BR = O(~), so that
BΛ is invertible, and we set V = BR ◦B
−1
Λ . In other words, if we set
log
a + bG(21)
a(21) − b(21)G(21)
=
∑
i
Ai ⊗ e
i,
we have
V ((Aj)Λ) = (Aj)R.
Therefore the relations (39), (41) have correct functional properties with respect
to z and can be written as
[h[ei], e(z)] = BΛ(e
i)(z)e(z), [h[ei], f(z)] = −BΛ(e
i)(z)f(z),
for r ∈ R.
The algebra Ua,bg has coproducts ∆a,b and ∆¯a,b defined by
∆a,b(h[ǫi]) = h[ǫi]⊗ 1 + 1⊗ h[ǫi], (46)
∆a,b(e(z)) = e(z)⊗K
+(z) + 1⊗ e(z),∆a,b(f(z)) = f(z)⊗ 1 +K
−(z)−1 ⊗ f(z),
(47)
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and
∆¯a,b(h[ǫi]) = h[ǫi]⊗ 1 + 1⊗ h[ǫi], (48)
∆¯a,b(e(z)) = e(z)⊗ 1 +K
−(z)−1 ⊗ e(z), ∆¯a,b(f(z)) = f(z)⊗K
+(z) + 1⊗ f(z).
(49)
The algebra Ua,bg shares all the properties of U~g that were used in [11] for
constructing a quasi-Hopf structure on a subalgebra if it:
Theorem 2.1. (Ua,bg,∆a,b) is a Hopf algebra; it is a flat deformation of the
enveloping algebra of g. It is the double of its subalgebras Ua,bg±, generated by
the modes of K+(z), e(z), respectively K−(z), f(z). the Hopf pairing between these
algebras is defined by
〈h[ei], h[e−j−1]〉 = 〈e
i, BΛei〉K, i, j ≥ 0, 〈e[ǫi], f [ǫj ]〉 = δi,−j−1i, j ∈ Z,
and the universal R-matrix of (Ua,bg,∆a,b) is then equal to
R = exp
(
1
2
∑
i≥0
h[ei]⊗ h[BΛei]
)
Fa,b,
where Fa,b =
∑
i α
i⊗αi, (α
i), (αi) dual bases of the subalgebras Ua,bn+ and Ua,bn−
of Ua,bg+ and Ua,bg−, respectively generated by the e[ǫ], ǫ ∈ K and the f [ǫ], ǫ ∈ K.
The same statements hold with ∆a,b replaced by ∆¯a,b. The subalgebras are then
generated by the modes of K−(z), e(z), respectively K+(z), f(z). The Hopf pairing
is defined by the same formulas as above, and the universal R-matrix is equal to
R¯ = F 21a,b exp
(
1
2
∑
i≥0
h[ei]⊗ h[BΛei]
)
.
Moreover, ∆¯a,b is obtained from ∆a,b by the twist ∆¯a,b = Fa,b∆a,bF
−1
a,b .
The subalgebra Ua,bgR spanned by the x[e
i], x = e, f, h, i ≥ 0 is a flat deforma-
tion of the enveloping algebra of gR = g¯⊗R. It satisfies
∆a,b(Ua,bgR) ⊂ Ua,bg⊗ Ua,bgR, ∆¯a,b(Ua,bgR) ⊂ Ua,bgR ⊗ Ua,bg.
The procedure of [11] can then be followed to obtain a decomposition of F ,
which will serve to define a quasi-Hopf algebra structure on Ua,bgR.
Remark 1. Dependence of Ua,bg in (a, b). Clearly, Ua,bg depends on (a, b) only
through
qa,b(z, w) =
(
a + bG(21)
a(21) − b(21)G(21)
)
(z, w);
in particular, we have qa,b = qsa,sb, if s ∈ (R⊗R)[[~]] is invertible and symmetric
in (z, w), and also qa,b = qa−cG,b+c, if c is a function of R ⊗ R vanishing on the
diagonal of X .
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On the other hand, if we have qa,b = λqa′,b′ for some invertible λ in (R ⊗
R)[[~]], there is an isomorphism between the algebras Ua,bg and Ua′,b′g, defined
by multiplying the fields e(z) and f(z) by suitable combinations of K+(z) and
K−(z).
Remark 2. The condition that Ua,bg can be embedded in some algebra “with
derivation and central extension” quantizing its double extension seems to impose
severe constraints to a and b. Indeed, a natural way to achieve this is to use the
relations of [11], sect. 8. These relations imply in particular that we have
K+(z)K−(w)K+(z)−1K−(w)−1 =
qa,b(z, w)
qa,b(z, qK∂w)
,
[D,K+(z)] = −∂zK
+(z) + (Ah+)(z)K+(z),
[D,K−(z)] = −∂zK
−(z) + (Bh+)(z)K−(z),
where A and B are some finite rank operators from Λ to R, and K is the central
generator; this implies in particular that the set of zeroes and poles of q(z, w) is
stable by the diagonal action of ∂ on X × X . In the case studied in [11], these
sets are {(x, q∂x), x ∈ X} and the diagonal of X ×X .
3. Examples on a rational curve
3.1. Manin pairs. In this section, we will consider the following situation. Let
us fix an integer N ≥ 2. Let us set K = C((z)), ω = zN−1dz.
3.1.1. If N is odd, write N = 2n + 1, with n an integer ≥ 0. Let us set
R = z−n−1C[z−1], Λ = z−nC[[z]]. Then R is a maximal isotropic subring of K for
the pairing induced by ω, and Λ is a maximal isotropic supplementary.
Dual bases of R and Λ are ei = z−n−i−1, ei = z
i−n for i ≥ 0. We then have
G =
∑
i≥0
z−n−i−1 ⊗ zi−n =
(zw)−n
z − w
,
expanded for w near 0.
We construct then a Manin pair as follows: we define g as the Lie algebra
(g¯ ⊗ K) ⊕ CK ⊕ CD, where the central and cocentral extensions are defined
as in sect. 1.1, endowed the usual scalar product. The Lie subalgebra gR =
(g¯ ⊗ R) ⊕ CK is then maximal isotropic for this scalar product. This defines a
Manin pair. Quasi-Lie bialgebra structures are then defined on g and on gR by
the choice of the isotropic complement gΛ = (g¯⊗ Λ)⊕ CD of gR.
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3.1.2. Suppose N is even. Write N = 2(n+ 1), with n an integer ≥ 0.
Let g˜ be the semidirect product g˜ = g ⊕ Ch˜, where g ⊂ g˜ is a Lie algebras
embedding, and the action of h˜ on g is such that h˜− h⊗ z−n is central. Extend
the scalar product 〈, 〉g of g to a scalar product 〈, 〉g˜ on g˜ by the rules 〈h˜, g〉g˜ = 0,
〈h˜, h˜〉g˜+ 〈h⊗ z
−n, h⊗ z−n〉g˜ = 0.
A quasi-Lie bialgebra structure on g˜ is then defined as follows: let g
(0)
R and g
(0)
Λ
be the subspaces of g equal to (g¯⊗z−n−1C[z−1])⊕CK and (g¯⊗z1−nC[[z]])⊕CD,
and define g˜R and g˜Λ as the direct sums of C(h˜−h⊗z
−n) and C(h˜+h⊗z−n) with
the images of g
(0)
R and g
(0)
Λ in g˜. Then g˜R is a maximal isotropic Lie subalgebra of
g˜ and g˜Λ is an isotropic complement. This defines Lie quasi-bialgebra structures
on g˜ and g˜R.
By the natural projection of g˜ to g, these structures define quasi-Lie bialgebra
structures on g and on gR = (g¯ ⊗ z
−nC[z−1]) ⊕ CK; the structure on g is not a
double one.
Notation . Here and later, we will use the notation zλ = (z
N + λN~)1/N . We
have zλ = q
λ∂(z), where ∂ is the derivation defined by ω.
3.2. The functions q(z, w). Define the series φ(z, w) of C[[z−1]]((w))[[~]] as
the expansion of log z1−w
z−w
. Set φ(z, w) =
∑
p,q∈Z apqz
pwq, and φw>−n(z, w) =∑
q>−n,p∈Z apqz
pwq. It is easy to check that φw>−n(z, w) belongs to
z−nw−1C[[z−1, w−1, ~]].
Proposition 3.1. 1) Let the notation be as in 3.1.1. Set N = 2n + 1. There
exists some linear operator U : Λ→ ~R[[~]] such that
(1⊗ (
q∂ − q−∂
∂
+ U))G = log
z1 − w
z − w1
+ φz>−n(z, w)− φw>−n(w, z).
(50)
2) Let the notation be as in 3.1.2. Let N = 2n + 2. For some linear operator
U : z−nC[[z]]→ z−nC[z−1][[~]], (50) holds.
Proof. Let us prove 1). Let us first show that
D~ = G− (q
−∂ ⊗ q−∂)G (51)
belongs to (R⊗R)[[~]].
We have
(∂ ⊗ 1 + 1⊗ ∂)G ∈ R⊗ R (52)
This follows from Lemma 1.2. To show (52), we may also compute explicitly
(∂ ⊗ 1)G = −G2 + γ,
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with γ = −z−2nw−n 1
z−w
[ z
−n−w−n
z−w
+ nz−n−1], which belongs to R⊗R because the
term in brackets vanishes for z = w, and
(1⊗ ∂)G = G2 − γ(21),
so that (∂ ⊗ 1 + 1⊗ ∂)G = γ − γ(21) belongs to R⊗ R.
Now R is stable under ∂, so that D~ = [(q
−∂ ⊗ q−∂)− 1]G = q
−(∂⊗1+1⊗∂)−1
∂⊗1+1⊗∂
(∂ ⊗
1 + 1⊗ ∂)G also belongs to R ⊗R.
Therefore (q∂ ⊗ 1)(D~) also belongs to (R ⊗ R)[[~]]. It follows that for some
linear operator V+ : Λ→ R[[~]], we have
(q∂ ⊗ 1)(D~) = (1⊗ V+)(G).
Therefore
(1⊗ (q−∂ + V+))G = (q
∂ ⊗ 1)
(
z−nw−n
z − w
)
=
z1−N1
z1 − w
−
(
z1−N1
z1 − w
)
w>−n
;
let U+ be the unique linear operator from Λ to ~R[[~]], such that ∂~U+ = V+.
Integrating in ~, we obtain
(1⊗
1− q−∂
∂
+ U+))G = log
z1 − w
z − w
− φw>−n(z, w). (53)
We may construct in the same way a linear operator U− from Λ to ~R[[~]],
such that
(1⊗ (
q∂ − 1
∂
+ U−))G = log
z − w
z − w1
+ φz>−n(w, z). (54)
To obtain the statement of the proposition, we then set U = U+ + U−.
The proof of 2) is similar.
Let us choose U like in Prop. 3.1. We then find
q(z, w) = exp(φz>−n(z, w)− φw>−n(w, z))
(zN + ~N)1/N − w
z − (wN + ~N)1/N
. (55)
3.3. The algebra U~,zN−1dzg. We denote by U~,zN−1dzg the Hopf algebra resulting
from the construction of Thm. 1.1. It contains a regular subalgebra, generated
by the xi, i ≤ −n.
In what follows, we will set
U~,z−n−2dzg = U~,zndzg
for n ≥ 0, and U~,z−1dzg equal to the quantum affine algebra attached to g.
One interest of the algebras U~,zN−1dzg lies in the following
Theorem 3.1. Let U~g be the algebra of Thm. 1.1, attached to the data (X,ω, S)
and let U~g
′ be its subalgebra with the same generators except D. Let for each
point s of S, ns be the order of the zero or pole of ω at s. Then U~g
′ is isomorphic
to the quotient ⊗s∈SU~,znsdzg
′/(K(s) −K(t)), where K(s) is the central generator
of the sth factor.
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Proof. The argument is similar to that of [9], introd.: fix at each point s a
coordinate zs such that ω is locally expressed by z
ns
s dzs. Then for each s, we
have a specialization morphism evs from U~g
′ to U~,znsdzg
′, sending each x[ǫt] to
δstx[ǫt] if ǫt ∈ Kt and K to K. Fix a coproduct ∆R for U~g
′ as in sect. 1.7.
We have then an algebra morphism ∆
(cardS)
R from U~g
′ to (U~g
′)⊗ cardS, defined
by ∆
(cardS)
R = (∆R ⊗ id
⊗ cardS−1) ◦ · · · ◦ ∆R. Choose an order of the points of S
and compose ∆
(cardS)
R with ⊗s∈S evs. The resulting map is an algebra morphism
from U~g
′ to ⊗s∈SU~,znsdzg
′. That it gives an isomorphism after composition with
projection to the quotient by the ideal generated by the K(s) −K(t) follows from
inspection of its classical limit.
The algebras U~,zN−1dzg have also the property that for any nonzero complex λ,
Uλ~,zN−1dzg is isomorphic with U~,zN−1dzg; this follows from the fact that (writing
the formal parameter in indices) qαN~(αz, αw) = q~(z, w). This generalizes the
properties of Yangians of being isomorphic for all nonzero values of the deforma-
tion parameter.
Remark 3. In the framework of the preceding sections, one should consider the
curve X = CP 1 with differential ω and marked points 0 and ∞. The resulting
algebra would be nothing but the tensor square of U~,zN−1dzg.
Remark 4. If we complete U~,zN−1dzg with respect to the ideals generated by the
x[z−i], i ≥ n, x = e, f, h, the relations defining it make sense for complex values
of ~.
3.4. Another presentation of the vertex relations of U~,zN−1dzg. It is easy
to see that after we multiply the generating series e(z) by a suitable Cartan fields,
they satisfy
((zN +N~)1/N − w)e˜(z)e˜(w) = (z − (wN +N~)1/N )e˜(w)e˜(z).
We will show how this relation can be written avoiding the use of Nth roots.
Let us denote by ZN the group Z/NZ and by µN the group of Nth roots of
unity in C. Let us decompose the field e˜(z) as
e˜(z) =
∑
α∈ZN
e(α)(z), with e(α)(ζz) = ζαe(α)(z), (56)
for ζ ∈ µN . We also set e
(α)(z) = zαE(α)(zn), where we denote by α¯ the repre-
sentative in [0, N − 1] of the element α of ZN , and we abuse notations by writing
zα = zα¯.
Define for a, b ∈ ZN , r(a, b) as the number (equal to 0 or 1) such that a¯ + b¯ =
a + b+ r(a, b)N ; this is the carry over for the addition of a¯ and b¯ mod. N .
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Proposition 3.2. The relation (56) is equivalent to the system of relations
(Z −W +N~)
∑
α∈ZN
Zr(N−p−α,α)(W +N~)r(p+α−1,q−α)E(α)(Z)E(q−α)(W )
(57)
= (Z −W −N~)
∑
α∈ZN
(Z +N~)r(N−p−α,α)W r(p+α−1,q−α)E(q−α)(W )E(α)(Z).
Proof. Write the relation (56) as
e˜(z)e˜(w)
z − w1
=
e˜(w)e˜(z)
z1 − w
.
It implies that for p ∈ ZN ,∑
ζ∈µN
ζpe˜(ζz)e˜(w)
ζz − w1
=
∑
ζ∈µN
ζpe˜(w)e˜(ζz)
ζz1 − w
.
Since we have ∑
ζ∈µN
ζp
ζz − w
=
nwp−1zN−p
zN − wN
,
it follows that∑
ζ∈µN
ζpe˜(ζz)
ζz − w
=
N
zN − wN
(∑
α∈ZN
zN−p−αwp+α−1e(α)(z)
)
.
Therefore
N
zN − wN1
(∑
α∈ZN
zN−p−αwp+α−11 e
(α)(z)
) ∑
β∈ZN
e(β)(w)
=
N
zN1 − w
N
(∑
β∈ZN
e(β)(w)
)(∑
α∈ZN
zN−p−α1 w
p+α−1e(α)(z)
)
.
Separating isotypic components for the action of ZN in the variable w, we get for
each q ∈ ZN
N
zN − wN −N~
∑
α∈ZN
zN−p−αwp+α−11 e
(α)(z)e(q−α)(w)
=
N
zN − wN +N~
∑
α∈ZN
zN−p−α1 w
p+α−1e(q−α)(w)e(α)(z),
so that in terms of fields X(α) we obtain
N
zN − wN −N~
∑
α∈ZN
zN−p−αzαwp+α−11 w
q−α
1 E
(α)(zN )E(q−α)(wN)
=
N
zN − wN +N~
∑
α∈ZN
zN−p−α1 z
α
1w
p+α−1wq−αE(q−α)(wN)E(α)(zN ),
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so that we obtain, with Z = zN ,W = wN ,
N
Z −W −N~
∑
α∈ZN
Zr(N−p−α,α)(W +N~)r(p+α−1,q−α)E(α)(Z)E(q−α)(W )
=
N
Z −W +N~
∑
α∈ZN
(Z +N~)r(n−p−α,α)W r(p+α−1,q−α)E(q−α)(W )E(α)(Z),
that is (57).
The above arguments can easily be reversed to show the proposition.
Remark 5. We may construct an algebra A~,zN−1dz with generators E
(α)
i , i ∈ Z,
arranged in series
E(α)(Z) =
∑
i∈Z
E
(α)
i Z
−i,
subject to the above relations (57). As we have seen, for ~ a formal parameter,
it is isomorphic with the part of U~,zN−1dz generated by the field e˜(z). This is
also true in the case when ~ is complex, after we complete U~,zN−1dz as in Rem.
4. However, since ~ appears polynomially in the defining relations of A~,zN−1dz,
they make sense without completing the algebra, even when ~ is complex.
Remark 6. The algebra A~,zN−1dz has an obvious morphism to the upper nilpotent
subalgebra of the double Yangian DY (sl2), defined by E
(α)(Z) 7→ δα0e(Z).
Remark 7. Prop. 3.2 can easily be extended to the case of mixed vertex relations
(zλ − w)x(z)y(w) = (z − wλ)y(w)x(z).
4. Genus > 1 examples associated to odd theta-characteristics
Let X be a smooth curve of genus > 1. Let ω be a regular form on X all whose
zeroes are double. The existence of such a form follows from that of a nonsingular
odd theta-characteristic – that is, from the existence of an effective divisor with
double equivalent to the canonical divisor (see e.g. [20], Lemma 1, p. 3.208 – or
[12]). Let δ =
∑g−1
i=1 δi be this effective divisor; we then have div(ω) = 2δ. Let Lδ
be the line bundle associated with δ. Then we have L⊗2δ = K and h
0(Lδ) = 1.
Let us also recall the properties of the vector of Riemann constants ([12, 20]).
Let Jacn(X) be the degree n component of the Jacobian of X . View the basic
theta-function θ as a quasi-periodic function on a cover of Jac0(X). We denote
the same way points of X and their image in Jac1(X). Then for some vector ∆
of Jacg−1(X), we have
θ(−∆+
g−1∑
i=1
yi) = 0, (58)
for any collection of g − 1 points yi of X . Moreover, the zero set of θ is equal to
{−∆+
∑g−1
i=1 yi, yi ∈ X}.
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4.1. Quasi-Lie bialgebras. Here we will consider some Manin pairs, where the
Lie subalgebra will be formed by the currents regular at some points, as it was
done in [7] in genus 1.
More precisely, let S ′ be a set of points of X not containing any δi, and let us
define
K = ⊕s∈S′Ks, O = ⊕s∈S′Os,
and the pairing 〈, 〉K on K by
〈f, g〉K =
∑
s∈S′
ress(fgω).
O is clearly an isotropic subalgebra of K.
4.1.1. Isotropic subspaces. We define some isotropic subspace L of K as follows.
Fix a system (ai, bi)i=1,··· ,g of a- and b- cycles on X . Let us denote by X˜ the
universal cover of X , and by γai and γbi the deck transformations associated to
ai and bi. Let X
(a) be the quotient of X˜ by the equivalences z ∼ γaiz. Let us
fix lifts ai of the a-cycles in X
(a), that we also denote by ai, and let X0 be the
fundamental domain in X(a), bounded by the ai and the γbi(ai). We identify local
fields at points of S ′ with the local fields at their lifts in X0, and denote by S˜
′
the lift of S ′ to the fundamental domain.
Define L as the set of expansions at the points of S˜ ′ of the functions f such
that
f(γaiz) = f(z), f(γbiz) = f(z) + ci(f),
f is regular except at the points of S˜ ′, has simple poles at most at the lifts of the
δi, and is such that ∫
ai
fω = −ci(f)/2
∫
ai
ω.
We can generalize this construction of isotropic subspaces ofK as follows. Let V
be a vector subspace of Cg. Define LV as the set of expansions at the points of S˜
′
of the functions f defined onX(a), such that f(γaiz) = f(z), (f(γbiz)−f(z))i=1,··· ,g
belongs to V , and the periods condition∑
i
αij
(∫
ai
fω +
∫
γbi (ai)
fω
)
= 0, j = 1, · · · , s, (59)
where (αij)i=1,··· ,g, j = 1, · · · , s are the coordinates of a basis of V .
We then have:
Lemma 4.1. For each subspace V of Cg, LV is isotropic for 〈, 〉K
Proof. Let f, g belong to LV . By the residues theorem, 〈f, g〉K is equal to
−
g−1∑
i=1
resδi(fgω)−
g∑
i=1
(∫
ai
fgω −
∫
γbi (ai)
fgω
)
; (60)
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by the simple poles conditions on f and g, the first sum in (60) vanishes. On the
other hand, set
f(γbiz)− f(z) =
s∑
j=1
λij(f)αij, g(γbiz)− g(z) =
s∑
j=1
λij(g)αij; (61)
we then have
g∑
i=1
αij
(
2
∫
ai
fω +
s∑
j=1
λij(f)αij
∫
γbi (ai)
ω
)
= 0, (62)
g∑
i=1
αij
(
2
∫
ai
gω +
s∑
j=1
λij(g)αij
∫
γbi (ai)
ω
)
= 0, (63)
j = 1, · · · , s. It follows from (61) that the second sum of (60) is equal to
g∑
i=1
∫
ai
(f +
s∑
j=1
λij(f)αij)(g +
s∑
j=1
λij(g)αij)ω −
∫
ai
fgω; (64)
multiplying (62) by λij(g) and (63) by λij(f) and summing up both sets of equa-
tions, we find that (64) vanishes. Therefore (60) vanishes.
The spaces LV differ from L only by finite-dimensional pieces (that is, their
projection to L parallel to O has finite kernel and cokernel). For V = Cg, we
have LV = L.
Remark 8. Lagrangian supplementaries associated with bundles. Fix a family
(gi)i=1,··· ,g of elements of G. We may consider the subspace L(gi) of g⊗K formed
by the expansions at the points of S ′ of the functions f from X˜ to g, such that
f has simple poles at δ,
f(γaiz) = f(z), f(γbiz) = Ad(gi)(f(z)) + xi(f),
and
∫
ai
fω = −1
2
Ad(g−1i )xi(f)
∫
ai
ω. The sum of the residues of f at the points of
δ is then
∑
i(1−Ad(g
−1
i ))(xi(f)) (which needs not be zero). L(gi) is an isotropic
subspace of g⊗K.
In the case of sums of line bundles, we obtain the analogues of the spaces Lλ
of [7].
It would be interesting to understand if the r-matrix associated with these
supplementaries satisfies some variant of the dynamical Yang-Baxter equation.
4.1.2. Green kernels. In this section, we will consider the case when V is one-
dimensional; set V = Ch, h ∈ Cg.
Let us set for z, w in X(a),
Gh(z, w) =
∂hθ(z − w + δ −∆)
θ(z − w + δ −∆)
.
This function has the following properties:
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Proposition 4.1. Gh(z, w) is antisymmetric in z and w. It has poles for the
projections on X of z or w equal, or equal to some δi. We have for any z, w,
Gh(γbiz, w) = Gh(z, w)− hi. (65)
Near the diagonal z = w, Gh(z, w) has the expansions
Gh(z, w) =
C(h)∫ w
z
ω
+O(1), (66)
for some constant C(h), which is non-zero iff h does not belong to the linear span
of the Vδi; for any point x of X, we denote by Vx some tangent vector at x of the
embedding of X in its Jacobian.
Proof. The function defined on Cg by z 7→ θ(−∆ + δ + z) is odd, so that
z 7→ ∂hθ/θ(−∆+ δ + z) is also odd; it follows that Gh(z, w) is antisymmetric.
Recall that
θ(z+ Ai) = const · θ(z), θ(z+Bi) = const · e
−ziθ(z),
where z = (zi)1≤i≤g, Ai are the basis vectors of C
g and Bi the vector (
∫
bi
ω1, · · · ,∫
bi
ωg), and the ωi are the holomorphic differentials such that
∫
ai
ωj = δij. Taking
logarithmic derivative, we find that
(∂hθ/θ)(z+ Ai) = (∂hθ/θ)(z), (∂hθ/θ)(z+Bi) = (∂hθ/θ)(z)− hi.
if h has components (h1, · · · , hg). (65) follows from these identities.
Finally, to prove (66), we need the following result:
Lemma 4.2. The expression α(z)dz = dzθ(z − w + δ − ∆)|z=w is a 1-form on
X(a), defined as the restriction on the diagonal of (X(a))2 of dzθ(z − w + δ −∆)
(which is a 1-form in z and a function in w).
This 1-form is proportional to the lift to X(a) of ω: we have
α(z)dz = κω,
with κ 6= 0.
Proof. Let us study the transformation properties of α(z)dz when z is trans-
formed to γbi(z). We have
θ(γbi(z)− γbi(w) + δ −∆) = e
∫ w
z
ωiθ(z − w + δ −∆),
therefore
dzθ(γbi(z)−γbi(w)+δ−∆) = e
∫ w
z
ωidzθ(z−w+δ−∆)+dz(e
∫ w
z
ωi)θ(z−w+δ−∆);
since θ(z − w + δ −∆) vanishes for z = w and e
∫ w
z
ωi is equal to 1 for z = w, we
obtain
dzθ(γbi(z)− γbi(w) + δ −∆)|z=w = dzθ(z − w + δ −∆)|z=w,
so that α(z)dz is invariant under all γbi , and is therefore the lift of some 1-form
α˜(z)dz defined on X .
SOME EXAMPLES OF QUANTUM GROUPS IN HIGHER GENUS 25
Let us now determine this 1-form. α˜(z)dz is obviously regular on X . On the
other hand, we have the following expansion of θ(z − w + δ −∆) for z and w at
the vicinity of some δi (see [20, 12]):
θ(z − w + δ −∆) = ziwi(zi − wi)a(zi, wi),
where zi, wi are the coordinates of z and w at δi and a(z, w) is regular and non-
zero at (0, 0). We then have
dzθ(z − w + δ −∆) = ziwia(zi, wi)dzi + (zi − wi) (ziwiazi(zi, wi) + wia(zi, wi)) ,
so that
dzθ(z − w + δ −∆)|z=w = z
2
i a(zi, zi)dzi,
and α(z)dz has a double pole at δi. It follows that α˜(z)dz also has a double pole
at δi, and is therefore proportional to ω.
Since the function (z, w) 7→ θ(z − w + δ −∆) vanishes on the diagonal z = w,
it follows from this Lemma that θ(z − w + δ − ∆) is equivalent to κ
∫ w
z
ω near
z = w. When ∂hθ(δ − ∆) is not equal to zero, Gh(z, w) is then equivalent to
∂hθ(δ −∆)/(κ
∫ w
z
ω), whence (66), with C(h) = κ−1∂hθ(δ −∆).
Before we study the vanishing of C(h), we show the following lemma:
Lemma 4.3. The Vδi, i = 1, · · · , g − 1, are independent vectors of C
g; for x a
generic point of X, Vx does not belong to ⊕
g−1
i=1CVδi.
Proof. Consider the map σ : X(g) → Jacg(X), defined by σ((yi)) =
∑
i yi. By
[12], p. 6, and [19, 18], this map has rank g at the point (yi) iff h
1(
∑
i yi) = 0.
This is the case for the point
∑
i δi + x, for x a generic point of X . Indeed,
h1(
∑
i δi + x) is then equal, by Serre duality, to h
0(
∑
i δi − x), which is zero for
x generic (because we have h0(
∑
i δi) is equal to 1). The tangent space to the
image of σ at this point is the span of Vx and the Vδi . It follows that these vectors
are independent, for x generic.
Let us now study the vanishing of C(h). C(h) vanishes for h equal to some Vδi,
because we have ∂Vδiθ(δ −∆) = (d/dt)θ(
∑
j 6=i δj + δi(t)−∆)|t=0, where t 7→ δi(t)
is some coordinate map from the vicinity of 0 to that of δi; on the other hand,
θ(
∑
j 6=i δj + δi(t)−∆) vanishes identically, because of (58).
On the other hand, C(h) does not vanish for h = VQ, Q some point ofX distinct
from the δi. Indeed, we have ∂VQθ(δ−∆) = (d/dt)θ(Q(t)−Q+ δ−∆)|t=0, where
t 7→ Q(t) is some coordinate map from the vicinity of 0 to that of Q; from Lemma
4.2 now follows that ∂VQθ(δ −∆) is equal to ωQ/dt and is therefore not zero.
In view of the first part of Lemma 4.3, it follows that the linear form C(h)
vanishes iff h belongs to ⊕g−1i=1CVδi, whence the last part of the proposition.
26 B. ENRIQUEZ AND V. RUBTSOV
Remark 9. It follows from the proof above that the second statement of Lemma
4.3 can be precised: for Q a point of X , distinct from the δi, i = 1, · · · , g− 1, VQ
does not belong to ⊕g−1i=1CVδi.
This statement can be translated as follows: let for any point x of X , zx be
some local coordinate at x. The adeles ring A of X is the restricted product of
the formal series fields C((zx)). The function field C(X) of X is embedded in
A by taking Laurent expansions of a function at each point of X . We denote
by OA the subring of A of integral adeles, from by the restricted product of the
formal series rings C[[zx]]. the first cohomology ring H
1(X,OX) is defined by
H1(X,OX) = A/C(X) +OA; it is a vector space of dimension g. For x in X , let
us denote by z−1x the element of A with x-component z
−1
x and other components
zero.
Then the classes of the elements z−1δi and z
−1
x form a basis of H
1(X,OX).
Our aim is now to first prove that for h not in the span of the Vδi , LCh and O
are supplementary, and then that Gh is the corresponding Green function.
Let us expand Gh(z, w) for w near S
′. We obtain some element Gh of O ⊗
(LCh + C1). This element satisfies
Gh +G
(21)
h = κC(h)
∑
i
ǫi ⊗ ǫi,
for ǫi, ǫi dual bases of K associated with ω; indeed, we have Gh + G
(21)
h =
C(h)[(
∫ w
z
ω)−1 + (
∫ z
w
ω)−1] = C(h)κα(z)−1δ(z − w); on the other hand, recall
that ω = κ−1α(z)dz, so that
∑
i ǫ
i ⊗ ǫi = α(z)
−1δ(z − w).
This implies that LCh +O = K. Now, since both LCh and O are isotropic and
since the scalar product on K is non-degenerate, their intersection is reduced to
zero; therefore we have shown that LCh and O are supplementary.
Let us denote by G¯h the Green function associated with this decomposition.
Gh is an element of O ⊗ LCh, and it satisfies
G¯h + G¯
(21)
h =
∑
i
ǫi ⊗ ǫi.
Then the difference between Gh − κC(h)G¯h is antisymmetric, and it belongs to
(LCh + C1) ⊗ O. Since the intersection of LCh + C1 and O is reduced to the
constants, this difference is equal to zero.
Therefore:
Theorem 4.1. For h /∈ ⊕iCVδi, LCh and O are supplementary. The Green
function associated with the Lagrangian decomposition K = O ⊕ LCh is
G¯h(z, w) = (κC(h))
−1(∂hθ/θ)(z − w + δ −∆).
Remark 10. In the case when V = 0, LV consists of the rational functions on X ,
regular outside S ′∪δ and with simple poles at the δi. We then have L0∩O = C1.
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Indeed, this intersection consists of the rational functions on X with at most
simple poles at δ. This space is exactly H0(X,Lδ), which is 1-dimensional, and
therefore consists of the constants.
4.2. Quantum algebras at level zero.
4.2.1. Quasi-Hopf algebra U~,hgS′. Let for any s of S
′, zs be a local coordinate
at s and ∂zs be the derivation d/dzs. In what follows, we will denote by (zs) the
point of X with coordinate zs.
Let us set, for s in S ′, i ≥ 0, l
(s)
i (w) =
1
i!
∂izs(∂hθ/θ)(z − w + δ −∆)z=s. Then
Thm. 4.1 implies that (l
(s)
i )i≥0,s∈S′ is a basis of LCh dual to the basis (z
i
s)i≥0,s∈S′
of O′S.
Proposition 4.2. Let U~,hgS′ be the algebra with generators x[z
i
s], x[l
(s)
i ], s ∈
S ′, i ≥ 0, x = e, f, h, generating series
x(s)(zs) =
∑
i≥0
x[l
(s)
i ]z
i
s +
∑
i≥0,t∈S′
x[zit ]l
(t)
i ((zs)), x = e, f,
h+(z) =
∑
i≥0
h[zis]l
(s)
i (z), h
−(s)(zs) =
∑
i≥0
h[l
(s)
i ]z
i
s,
and relations
[h[α], h[β]] = 0, (67)
for any α, β,
K+(z)e(s)(ws)K
+(z)−1 =
θ(z − (ws)− ~h+ δ −∆)
θ(z − (ws) + ~h+ δ −∆)
e(s)(ws), (68)
K−(s)(zs)e
(t)(wt)K
−(s)(zs)
−1 =
θ((zs)− (wt) + ~h+ δ −∆)
θ((zs)− (wt)− ~h+ δ −∆)
e(t)(wt),
(69)
K+(z)f (s)(ws)K
+(z)−1 =
θ(z − (ws) + ~h+ δ −∆)
θ(z − (ws)− ~h+ δ −∆)
f (s)(ws), (70)
K−(s)(zs)f
(t)(wt)K
−(s)(zs)
−1 =
θ((zs)− (wt)− ~h+ δ −∆)
θ((zs)− (wt) + ~h+ δ −∆)
f (t)(wt),
(71)
θ((zs)− (wt) + ~h+ δ −∆)e
(s)(zs)e
(t)(wt) (72)
= θ((zs)− (wt)− ~h+ δ −∆)e
(t)(wt)e
(s)(zs),
θ((zs)− (wt)− ~h + δ −∆)f
(s)(zs)f
(t)(wt) (73)
= θ((zs)− (wt) + ~h+ δ −∆)f
(t)(wt)f
(s)(zs),
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and
[e(s)(zs), f
(t)(wt)] = δstδ(zs − wt)
(
K+((zs))−K
−(s)(zs)
−1
)
, (74)
with K+(z), K−(s)(zs) defined as in sect. 2, coproduct ∆S′,δ defined by (46), (47),
is a quantization of the double Lie bialgebra structure on g¯ ⊗ KS′ defined by the
decomposition
g¯⊗KS′ = (h¯⊗OS ⊕ n¯+ ⊗KS′)⊕ (h¯⊗ LCh ⊕ n¯− ⊗KS′).
Thm. 2.1 can be applied to it to define a quantization of the double quasi-Lie
bialgebra structure on g¯⊗KS′ defined by the decomposition
g¯⊗KS′ = (g¯⊗OS′)⊕ (g¯⊗ LCh).
Proof. This follows from Thm. 4.1, the expansion
θ(z − w + ~h+ δ −∆)
θ(z − w + δ −∆)
= a(z, w) + ~
∂hθ
θ
(z − w + δ −∆)b(z, w),
where a(z, w) and b(z, w) belong to O⊗ˆO[[~]], and Thm. 2.1.
4.2.2. Algebra U~,hgS′,δ. Let L
S′,δ
Ch be the space of functions f defined on X˜ , reg-
ular outside the lifts of S ′ and δ (here and later, we will also denote by δ the
support {δi} of δ), such that the differences f(γbiz)− f(z) are constant and form
a vector proportional to h = (hi)1≤i≤g, and such that
g∑
i=1
hi
(∫
ai
fω +
∫
γbi (ai)
fω
)
= 0.
On the other hand, let O˜S′,δ be the direct sum OS′ ⊕ (⊕
g−1
i=1 z
−1
δi
Oδi).
Proposition 4.3. Endow KS′,δ with the scalar product defined by 〈φ, ψ〉KS′,δ =∑
α∈S′∪δ resα(φψω). The spaces L
S′,δ
Ch and O˜S′,δ are isotropic supplementaries in
KS′,δ. The Green function associated to this decomposition is given by the collec-
tion of expansions, for w near each point of S ′ ∪ δ, of
G˜h(z, w) =
∂hθ
θ
(z − w + δ −∆).
Proof. The argument showing that LS
′,δ
Ch is isotropic is similar to the argument
used for LCh. On the other hand, since ω is regular on S
′ and has double poles
at the δi, O˜S′,δ is also isotropic. From Rem. 9 also follows that the direct sum of
these spaces is O˜S′,δ. This proves the first part of the proposition.
To prove its second part, let us expand G˜h(z, w) for w near each point of S
′∪δ.
Since for fixed z, the function w 7→ θ(z − w + δ − ∆) either vanishes to first
order (for w near δi) or is non-zero (for w near S
′), this expansion will be a series∑
la
fλ ⊗ oλ, with oλ in O˜S′,δ. On the other hand, as a function of z, G˜h(z, w) is
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regular for z outside δ and w, and has the functional properties (65), so that the
fλ belong to L
S′,δ
Ch ⊕ C1.
Let us compare now the resulting expansion of G˜h(z, w) with the Green function
GS′,δ of the decomposition L
S′,δ
Ch ⊕ O˜S′,δ. As is Prop. 4.3, we can check that the
sums G˜h + G˜
(21)
h and GS′,δ + G
(21)
S′,δ coincide with the same delta-functions. We
conclude from there that the difference G˜h − GS′,δ is antisymmetric. Since it
belongs to the tensor square of the intersection of O˜S′,δ and L
S′,δ
Ch ⊕ C1, which is
C1, this difference is zero.
Let us define now (U~,hgS′,δ,∆) as the algebra defined by the generators and
relations of Prop. 4.2, with S ′ replaced by S ′ ∪ δ, LCh,OS′ by L
S′,δ
Ch and O˜S′,δ.
Lemma 4.4. U~,hgS′,δ is a flat deformation of the enveloping algebra of gS′,δ =
g¯⊗KS′,δ.
Proof. We first prove:
Lemma 4.5. The subalgebra of U~,hgS′,δ generated by the e[φ], φ ∈ KS′,δ is a flat
deformation of the corresponding classical subalgebra.
Proof. Let us first consider the subalgebras Aα generated by the e[φ], φ ∈
Kα, α ∈ S
′ ∪ δ. The function (z, w) 7→ θ(z − w + δ − ∆) has the following
behavior: for z, w near some δi, we have
θ(z − w + δ −∆) = ziwi(zi − wi)φi(zi, wi),
with φi(zi, wi) invertible in C[[zi, wi]][[~]]; for z, w near some s ∈ S
′, we have
θ(z − w + δ −∆) = (zs − ws)φs(zs, ws),
with φs(zs, ws) invertible in C[[zs, ws]][[~]]. After we divide them by ziwiφ(zi, wi)
in the first case, and by φ(zs, ws) in the second case, the relations between the
fields e(α)(zα) have the form of the vertex relations of Prop. 1.3. It follows that
each algebra Aα is a flat deformation of the corresponding classical subalgebra.
Let us now study the relations between the various e[φα], φα ∈ Kα. Recall that
the function (z, w) 7→ θ(z −w+ δ−∆) has simple zeroes for w equal to z, or for
z or w equal to one of the δi. It follows that, after we divide the relation between
e(α)(zα) and e
(β)(zβ), by zα if α belongs to δ, and by zβ if β belongs to δ, we
obtain a relation of the form
e(α)(zα)e
(β)(wβ) = fαβ(zα, wβ)e
(β)(wβ)e
(α)(zα),
with fαβ(zα, wβ) invertible in C[[zα, wβ]][[~]]. It follows that monomials in the
e[φα], φα ∈ Kα, can be expressed as sums of monomials with the α occurring in a
prescribed order.
Therefore the subalgebra of U~,hgS′,δ generated by the e[α], α ∈ KS′,δ is a flat
deformation of the corresponding classical subalgebra. One may then obtain the
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analogous result for the subalgebra generated by the fields f [α]. The result then
follows from the triangular decomposition of U~,hgS′,δ.
The Hopf algebra (U~,hgS′,δ,∆) is then the quantization of the double structure
on g¯⊗KS′,δ given by the decomposition
g¯⊗KS′,δ = (h¯⊗ L
S′,δ
Ch ⊕ n¯+ ⊗KS′,δ)⊕ (h¯⊗ O˜S′,δ ⊕ n¯− ⊗KS′,δ).
Since O˜S′,δ is not a subring of KS′,δ, we cannot expect find a corresponding
subalgebra of U~,hgS′,δ. However, we have:
Proposition 4.4. The subalgebra of U~,hgS′,δ generated by the x[φi], φi ∈ Kδi,
and the x[os], os ∈ Os, x = e, f, h, is a flat deformation of the enveloping algebra
of g¯⊗ (Kδ ⊕OS′).
Proof. Let us first prove that the similar statement is true for the subalgebra
N+ of U~,hgS′,δ generated by the e[φi], φi ∈ Kδi, and the e[os], os ∈ Os. The
commutation relations between the e[φα], φα ∈ Kα, and the e[φβ], φβ ∈ Kβ, for
α 6= β, are of the form
e[znα]e[z
m
β ] =
∑
n′,m′∈Z
a(α, β)n
′m′
nm e[z
m′
β ]e[z
n′
α ],
and the summation is on n′ ≥ 0 (resp. m′ ≥ 0) if α is in δ an n ≥ 0 (resp. β is in δ
andm ≥ 0). It follows that a basis of U~,hgS′,δ is given by the products of bases for
its subalgebras generated by the e[zns ], n ∈ Z, s ∈ S
′, and the e[zni ], n ≥ 0. These
subalgebras are flat deformations of their classical analogues: this is because the
e[zns ], n ∈ Z are subject to vertex relations, and because we have Yangian-type
commutation relations between the e[os], os ∈ Os.
Let us now prove that the algebra N+ is stable by the adjoint action of the
h[φi], φi ∈ Kδi , and of the h[os], os ∈ Os. From the identity (68) follows that
[(1 + V )h+(z), e(α)(zα)] = log
θ(z − (zα) + ~h+ δ −∆)
θ(z − (zα)− ~h+ δ −∆)
e(α)(zα), (75)
for α in S ′ or δ. We then check:
1) the adjoint action of any h[φ], φ ∈ Os preserves the linear space spanned by
the e[φi], φi ∈ Kδi and the e[z
n
t ], n ≥ 0, t in S
′. This is because (75) yields, for α
is S ′ or δ,
[h+[zns ], e
(α)(zα)] = reszs=0
(
log
θ((zs)− (zα) + ~h+ δ −∆)
θ((zs)− (zα)− ~h+ δ −∆)
zns dzs
)
e(α)(zα),
and the function in the right side is regular for zα = 0 if α is in S
′.
2) the adjoint action of any h[φ], φ ∈ Kδi preserves the linear space spanned
by the e[φj], φj ∈ Kδj and the e[os], os ∈ Os. The first statement is clear. To
show the second one, we first prove in a way analogous to point 1) above that
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the adjoint action of any h[φ], φ ∈ z−1i Oi preserves the linear space formed of the
e[os], os ∈ Os. After that, (69) implies that
[h−(i)(zi), e
(s)(zs)] = log
θ((zi)− (zs) + ~h+ δ −∆)
θ((zi)− (zs)− ~h+ δ −∆)
e(s)(zs).
Let then (r
(k)
i , r
(k)
s )k≥0 be the dual basis in L
S′,δ
Ch to (z
k−1
i , z
k
s )k≥0. Each r
k
i is then
multivalued on X , it has poles of order −k − 2 at δi, of order 1 at most as each
s, and is regular at the other points. We have
[h[r
(k)
i ], e
(s)(zs)] = reszi=0 z
2
i dzir
(k)
i (zi) log
θ((zi)− (zs) + ~h+ δ −∆)
θ((zi)− (zs)− ~h+ δ −∆)
e(s)(zs),
and since the function in the right side is regular for zs = 0, the adjoint action of
h[r
(k)
i ] preserves {e[os], os ∈ Os}. Since any element Ki can be obtained by linear
combination of the h[r
(k)
i ] and of the h[λ], λ ∈ (⊕iz
−1
δi
Oδi)⊕ (⊕s∈S′Os), the same
result is true for any h[λ], λ ∈ Kδi.
After that, we prove that the subalgebra N+ of U~,hgS′,δ generated by the f [φ],
φ in Os and in Kδi , is a flat deformation of its classical analogue, using the same
reasoning as for N+. Finally, any commutator [e[φ], f [ψ]], φ, ψ in the sums of Os
and Kδi , is expressed as products of h[φ], φ in Os or Kδi .
Remark 11. Following the proof of Thm. 3.1, one can show that the algebra
U~,hgS′,δ is isomorphic to a quotient (with central elements identified) of the ten-
sor product DY (sl2)
′⊗cardS′
0 ⊗U~,hgS′, where U~,hgS′ is the algebra corresponding
to an empty S ′, and DY (sl2)
′
0 is the double Yangian algebra (without deriva-
tion nor central element). The subalgebra of Prop. 4.4 could then be identified
with Y (sl2)
⊗ cardS′ ⊗U~,hgS′, where Y (sl2) is the Yangian subalgebra of DY (sl2)
′
0
generated by the nonnegative modes generators.
4.2.3. Regular subalgebra in U~,hgS′,δ. Let us define, for ǫ in KS′,δ, h¯[ǫ] as the
Cartan element of U~,hgS′,δ such that
[h¯[ǫ], eα(zα)] = 2ǫ
(α)(zα)e
α(zα),
for any α in S ′ ∪ δ. For φ a regular function on X˜ − S˜ ′, let us set h¯[φ] =∑
α∈S′∪δ h¯[φ
(α)], where φ(α) is the image in KS′,δ of the element of Kα given by
expansion of φ near α˜
Let P be a point of S ′. Let set
x(z) = exp
(
1
4
log
θ(z − P + ~h+ δ −∆)
θ(z − P − ~h+∆+ δ)
h¯[1]−
1
4
h¯[log
θ(· − P + ~h+ δ −∆)
θ(· − P − ~h+ δ −∆)
]
)
,
and
e¯(α)(zα) = e
(α)(zα)x(zα), f¯
(α)(zα) = f
(α)(zα)x(zα), (76)
K¯+(z) = K+(z)x(z)2, K¯−(α)(zα) = K
−(α)(zα)x((zα))
2. (77)
32 B. ENRIQUEZ AND V. RUBTSOV
Lemma 4.6. Let us set
q0(z, w) =
θ(z − w + ~h+ δ −∆)
θ(z − w − ~h+ δ −∆)
, q±(z, w) = θ(z − w ± ~h+ δ −∆),
and
q(z, w) =
q0(z, w)
q0(z, P )q0(P,w)
, q˜±(z, w) =
q±(z, w)
q±(z, P )q±(P,w)
;
then e¯(α)(zα), f¯
(α)(zα), K¯
+(z) and K¯−(α)(zα) satisfy the relations
K¯+(z)e¯(α)(wα)K¯
+(z)−1 = q(z, (wα))e¯
(α)(wα)
K¯+(z)f¯ (α)(wα)K¯
+(z)−1 = q(z, (wα))
−1f¯ (α)(wα)
K¯−(α)(zα)e¯
(β)(wβ)K¯
−(β)(zβ)
−1 = q((zα), (wβ))
−1e¯(β)(wβ)
K¯−(α)(zα)f¯
(β)(wβ)K¯
−(β)(zβ)
−1 = q((zα), (wβ))f¯
(β)(wβ)
[e¯(α)(zα), f¯
(β)(wβ)] = δαβδ(zα − wβ)
(
K¯+((zα))− K¯
−(α)(zα)
)
,
q˜+((zα), (wβ))e¯
(α)(zα)e¯
(β)(wβ) = q˜−((zα), (wβ))e¯
(β)(wβ)e¯
(α)(zα),
q˜−((zα), (wβ))f¯
(α)(zα)f¯
(β)(wβ) = q˜+((zα), (wβ))f¯
(β)(wβ)f¯
(α)(zα).
Proof. This follows from the identities
x(z)e(α)(wα)x(z)
−1 =(
θ(z − P + ~h+ δ −∆)
θ(z − P − ~h + δ −∆)
:
θ((wα)− P + ~h+ δ −∆)
θ((wα)− P − ~h+ δ −∆)
)1/2
e(α)(wα),
x(z)f (α)(wα)x(z)
−1 =(
θ(z − P − ~h+ δ −∆)
θ(z − P + ~h+ δ −∆)
:
θ((wα)− P − ~h+ δ −∆)
θ((wα)− P + ~h + δ −∆)
)1/2
f (α)(wα).
Let RS′,δ be the algebra of functions on X , regular outside S
′ ∪ δ. Then the
intersection of RS′,δ and L
S′,δ
Ch has codimension 1 in each of these spaces. A
supplementary of this intersection in LS
′,δ
Ch is spanned by e0(z) = (∂hθ/θ)(z−P +
δ −∆) + c, with c a certain constant.
Let us define Σ as the direct sum of Ce0 and the orthogonal of e0 in O˜S′,δ.
Then:
Lemma 4.7. The spaces RS′,δ and Σ are isotropic supplementaries in KS′,δ. The
corresponding Green kernel is proportional to the collection of expansions, for w
near the points of S ′ ∪ δ, of
GR(z, w) =
∂hθ
θ
(z − w + δ −∆)−
∂hθ
θ
(z − P + δ −∆) +
∂hθ
θ
(w − P + δ −∆).
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Proof. Let us set e−1 = 1; then the pairing 〈e0, e−1〉KS′,δ is nonzero (otherwise
RS′,δ+L
S′,δ
Ch would be isotropic). Let us complete e0 and e−1 to dual bases (ei)i≥0
and (e−i−1)i≥0 of RS′,δ and L
S′,δ
Ch . Then bases for RS′,δ and Σ are (e−1, ei)i>0 and
(e0, e−i−1)i>0, so that both spaces are supplementary. The difference between the
Green function for this decomposition and KS′,δ = L
S′,δ
Ch ⊕ O˜S′,δ is just e0⊗ e−1−
e−1 ⊗ e0.
We can therefore construct an other double quasi-Lie bialgebra structure on
g¯⊗KS′,δ, based on this decomposition:
g¯⊗KS′,δ = (g¯⊗ RS′,δ)⊕ (g¯⊗ O˜S′,δ)
and its usual infinite twist
g¯⊗KS′,δ = (h¯⊗ RS′,δ ⊕ n¯+ ⊗KS′,δ)⊕ (h¯⊗ O˜S′,δ ⊕ n¯− ⊗KS′,δ). (78)
Set q0+(z, w) =
θ(z−w−~h+δ−∆)
θ(z−w+δ−∆)
. We have then
q0+(γaiz, w) = q0+(z, γaiw) = q0+(z, w), (79)
q0+(γbiz, w) = e
−hiq0+(z, w), q0+(z, γbiw) = e
hiq0+(z, w), (80)
so that the function (z, w) 7→ q0+(z,w)
q0+(z,P )q0+(P,w)
is single-valued on the complement
of the diagonal of X − (P ∪ δ).
We then have:
Lemma 4.8. Set q0+(z, w) =
θ(z−w−~h+δ−∆)
θ(z−w+δ−∆)
. Then for some a, b in R⊗2S′,δ[[~]], we
have
q0+(z, w)
q0+(z, P )q0+(P,w)
= a(z, w) + b(z, w)GR(z, w).
Proof. For z close to w, we have the expansions GP (z, w) = C(h)/
∫ w
z
ω+O(1),
and
q0+(z, w)
q0+(z, P )q0+(P,w)
=
1
q0+(z, P )q0+(P, z)
θ(~h)
κ
∫ w
z
ω
+O(1),
by the remark following Lemma 4.2.
Set then
b(z, w) =
θ(~h)/(C(h)κ)
q0+(z, P )q0+(P, z)
;
by (79) and (80), this function is single-valued on X ; as its only poles are at P
and δ, this is a series in ~ with coefficients in R⊗2S′,δ. Set then
a(z, w) =
q0+(z, w)
q0+(z, P )q0+(P,w)
− b(z, w)GR(z, w);
this is again a single-valued function on the complement of the diagonal of (X −
(δ ∪ P ))2, which is also regular on the diagonal.
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According to Thm. 2.1, we can then define a quantization (U~,hg˜S′,δ, ∆˜S′,δ) of
the quasi-Lie bialgebra structure on g¯⊗KS′,δ defined by the decomposition (78),
using the functions a and b of Lemma 4.8. Denote by e˜(α)(zα), f˜
(α)(zα), K˜
+(z) and
K˜−(α)(zα) the generating fields of this algebra, analogues to the fields e(z), f(z),
K−(z) and K+(z) of sect. 2 (note the inversion of indices of fields K).
Proposition 4.5. The map i assigning to the fields e¯(α)(zα), f¯
(α)(zα), K¯
+(z) and
K¯−(α)(zα) defined by (76) and (77), the fields e˜
(α)(zα), f˜
(α)(zα), K˜
+(z) and K˜−(α)(zα)
respectively, defines an algebra isomorphism from U~,hgS′,δ to U~,hg˜S′,δ. The co-
products ∆S′,δ and ∆˜S′,δ are then connected by a twist transformation
∆˜S′,δ(i(x)) = F0(i⊗ i)(∆S′,δ(x))F
−1
0 ,
for any x in U~,hgS′,δ, where
F0 = exp[
1
8
(h¯[log
θ(· − P + ~h + δ −∆)
θ(· − P − ~h+ δ −∆)
]⊗ h¯[1]
− h¯[1]⊗ h¯[log
θ(· − P + ~h+ δ −∆)
θ(· − P − ~h+ δ −∆)
])].
Proof. Let us first check that the relations defining i are consistent. For ǫ in
KS′,δ, let h˜[ǫ] be the Cartan element of U~,hg˜S′,δ, such that
[h˜[ǫ], e˜α(zα)] = ǫ
(α)(zα)e˜
α(zα).
For some functions λ(z, wβ), λ
(α)(zα, wβ), we have
[log K¯+(z), e(β)(wβ)] = λ(z, wβ)e
(β)(wβ),
[log K¯−(α)(zα), e
(β)(wβ)] = λ
(α)(zα, wβ)e
(β)(wβ),
as well as
[log K˜+(z), e˜(β)(wβ)] = λ(z, wβ)e˜
(β)(wβ),
[log K˜−(α)(zα), e˜
(β)(wβ)] = λ
(α)(zα, wβ)e˜
(β)(wβ).
Expand λ(z, wβ) =
∑
i ai(z)bi(wβ), λ
(α)(zα, wβ) =
∑
i a
(α)
i (zα)b
(α)
i (wβ); we have
then
log K¯+(z) =
∑
i
h¯[bi]ai(z), log K¯
−(α)(zα) =
∑
i
h¯[b
(α)
i ]a
(α)
i (zα),
and
log K˜+(z) =
∑
i
h˜[bi]ai(z), log K˜
−(α)(zα) =
∑
i
h˜[b
(α)
i ]a
(α)
i (zα).
It follows that the generating formulas for i(K¯+(z)), i(K¯−(α)(zα)) are consistent
and yield i(h¯[ǫ]) = h˜[ǫ], for any ǫ in KS′,δ.
The relations of Lemma 4.6 then imply that i is an algebra morphism. The
conjugation identity is checked directly.
Set for x = e¯, f¯ , h¯, and φ ∈ KS′,δ, x[φ] =
∑
α∈S′∪δ resα(x(z)φ(z)ω). Then:
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Corollary 4.1. The subalgebra of U~,hgS′,δ generated by the e¯[r], f¯ [r] and K¯
+[r],
for r in RS′,δ, is a flat deformation of the enveloping algebra of g¯⊗ RS′,δ.
Proof. After we apply i, this is follows from the PBW result of Thm. 2.1 on
regular subalgebras of the algebras Ua,bg.
Remark 12. The field K+(z) satisfies the functional equations
K+(γaiz) = K
+(z), K+(γbiz) = K
+(z)h¯[1]−~hi,
analogous to relation (44) of [7].
Remark 13. It is easy to specialize Prop. 4.5 to obtain an isomorphism between
the centerless versions of the elliptic algebras of [10] and [7].
Remark 14. By analogy with [7], one may construct a “centrally extended” ver-
sion U~,hgˆS′,δ, of the algebra U~,hgS′,δ, with additional central generator K and
relations (67), (74) and (70) replaced by
[K+(z), K+(z′)] = [K−(α)(z), K−(β)(z′)] = 0,
K+(z)K−(α)(zα)K
+(z)−1K−(α)(zα)
−1
=
θ(z − (zα) + ~h+ δ −∆)
θ(z − (zα)− ~h + δ −∆)
θ(z − (zα) + ~h(K − 1) + δ −∆)
θ(z − (zα) + ~h(K + 1) + δ −∆)
,
[e(α)(zα), f
(β)(wβ)] = δαβ
(
δ(z, (wβ))K
+((zα))− δ(z, (wβ);K)K
−(β)((wβ))
−1
)
,
K−(α)(zα)e
(β)(wβ)K
−(α)(zα)
−1 =
θ((zα)− wβ − ~(K + 1)h+ δ −∆)
θ(zα − wβ − ~(K − 1)h)
e(β)(wβ),
where
δ(z, w) =
∂hθ
θ
(z − w + δ −∆) +
∂hθ
θ
(w − z + δ −∆),
δ(z, w;K) =
∂hθ
θ
(z − w + ~Kh+ δ −∆) +
∂hθ
θ
(w − z + ~Kh+ δ −∆).
The construction of Prop. 4.5 and Cor. 4.1 of a deformation of the enveloping
algebra of g¯⊗ RS′,δ in U~,hgS′,δ may be extended to U~,hgˆS′,δ.
However, it seems difficult to construct a coproduct on U~,hgˆS′,δ because the
maps z 7→ zK , where zK is the solution “close to z” of θ(zK−z+~Kh+δ−∆) = 0,
do not satisfy (zK1)K2 = zK1+K2.
Remark 15. Quantization of double extensions. A Hopf algebra U~g˜S′,δ quantiz-
ing the doubly extended quasi-Lie bialgebra
[(h¯⊗ LChS′,δ)⊕ (n¯+ ⊗KS′,δ)⊕ CD]⊕ [(h¯⊗ O˜S′,δ)⊕ (n¯− ⊗KS′,δ)⊕ CK]
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may be obtained by replacing in the defining relations of the above Rem., q(z, w)
by
q∂(z, w) =
θ(q∂z − w + δ −∆)
θ(z − q∂w + δ −∆)
and the shifts by ~Kh by actions of qK∂ on the variables. One may then extend
the construction of a subalgebra deforming the enveloping algebra of g¯⊗ (OS′ ⊕
Kδ)⊕CK to this situation. One may also construct an twist this Hopf structure
obtain a quantization of
[(h¯⊗RChS′,δ)⊕ (n¯+ ⊗KS′,δ)⊕ CD]⊕ [(h¯⊗ Σ)⊕ (n¯− ⊗KS′,δ)⊕ CK],
which will be isomorphic to the one defined in sect. 1. This is because the
structure coefficient
q˜δ(z, w) =
q∂(z, w)
q∂(z, P )q∂(P,w)
has the properties that it vanishes for z = q∂w, is single-valued for z, w on X and
has its poles only for z = w or z, w in δ ∪ {P}.
One may then construct in U~g˜S′,δ, a deformation of the enveloping algebra
of RS′,δ is the usual way. Thm. 3.1 then implies that U~g
′
S′,δ is isomorphic to
the quotient U~,z2dzg
′⊗(g−1) ⊗ DY (sl2)
′⊗cardS′ by the identification of the central
generators.
Remark 16. If one replaces δ by an arbitrary effective divisor
∑
i xi in the defini-
tion of U~,hgS′,δ, the resulting algebra is no longer a flat deformation of ŝl2. For
example, if one replaces the vertex relations by
θ(
g−1∑
i=1
xi + (zα)− (wβ) + ~h−∆)e
(α)(zα)e
(β)(wβ)
= −θ(
g−1∑
i=1
xi + (wβ)− (zα) + ~h−∆)e
(β)(wβ)e
(α)(zα),
one finds for α = β = xi,
(wi(zi − wi) + ~ · · · )e
(i)(zi)e
(i)(wi) = (zi(zi − wi) + ~ · · · )e
(i)(wi)e
(i)(zi),
which are relations for a flat deformation of the affinization of the Lie superalgebra
osp(2|1) (we owe this remark to B. Feigin).
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