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Öz —Günümüzde, çevrimiçi rezervasyon sistemleri sunduk-
ları sayısız imkanlarla acentaların yerini almaktadır ve birçok
insan gezi planlarını çevrimiçi rezervasyon sistemleri üzerinden
yapmaktadır. Ancak insanlar ne zaman, nereyi ziyaret ede-
ceg˘ine karar vermek için çok fazla zaman harcamak zorunda
kalmaktadır. Ayrıca, çevrimiçi sistemlerdeki bu sayısız olasılık-
lar, kullanıcıların dig˘erlerinden daha ilginç teklifleri ayırt et-
melerini zorlas¸tırmakta ve daha cazip teklifler farkedilmeden
gidebilmektedir. Bu bag˘lamda öneri sistemleri, insanların karar
verme sürecini kolaylas¸tırabilecek en iyi sistemlerdir. Geleneksel
olarak öneri sistemleri içerik tabanlı ve is¸birlikçi filtreleme yak-
las¸ımları kullanarak kullanıcıların en uygun ürün ve hizmetleri
bulmalarına yardımcı olur. Bu her iki yöntemin dezavantajları
olsa da, her ikisinin birles¸tirilmesiyle olus¸turulacak yeni bir
melez sistemle öneri sisteminin kalitesi artırılabilir. Bu çalıs¸-
mada, müs¸terilerin gereksinimi olan oteli en uygun s¸ekilde
öneren ve onları zaman kaybından kurtaran içerik tabanlı ve
is¸birlikçi filtreleme yaklas¸ımlarının birles¸tirilmesiyle yeni bir
melez otel öneri sistemi gelis¸tirilmis¸tir.
Anahtar Sözcükler—öneri sistemleri, otel önerileri, melez
model, is¸birlikçi filtreleme, içerik filtreleme.
Abstract—Nowadays, people start to use online reservation
systems to plan their vacations since they have vast amount of
choices available. Selecting when and where to go from this
large-scale options is getting harder. In addition, sometimes
consumers can miss the better options due to the wealth of
information to be found on the online reservation systems. In this
sense, personalized services such as recommender systems play a
crucial role in decision making. Two traditional recommendation
techniques are content-based and collaborative filtering. While
both methods have their advantages, they also have certain
disadvantages, some of which can be solved by combining
both techniques to improve the quality of the recommendation.
The resulting system is known as a hybrid recommender
system. This paper presents a new hybrid hotel recommendation
system that has been developed by combining content-based and
collaborative filtering approaches that recommends customer
the hotel they need and save them from time loss.
Keywords—recommendation systems, hotel recommendation,
hybrid model, collaborative filtering, content filtering.
I. G I˙RI˙S¸ VE ÖNCEKI˙ ÇALIS¸MALAR
Teknolojideki gelis¸melerle birlikte dünya çapındaki sayısız
ürün, restoran, haber, kitap, film, müzik ve oteller artık
çevrimiçi sistemler aracılıg˘ıyla ulas¸ılabilir hale gelmis¸tir.
Ancak tüm bu çes¸itlilik beraberinde bu seçenekleri gözden
geçirerek aradan en uygun olanı seçme zorlug˘unu da ken-
disiyle getirmis¸ ve bu durum sonucunda kis¸iselles¸tirilmis¸
sistemlere dig˘er bir adıyla öneri sistemlerine ihtiyaç artmıs¸tır.
Öneri sistemlerinde amaç kullanıcıların tercihlerini ög˘renmek
ve onlara ihtiyaçları dog˘rultusunda önerilerde bulunmaktır.
Genel olarak bahsetmek gerekirse, bir öneri sistemi, belirli bir
alandaki ög˘eler (ürünler veya eylemler) hakkında belirli bir
aktif kullanıcının ilgisini çekebileceg˘i düs¸ünülen özel öneriler
sunmaktadır. Öneri sistemleri, makine ög˘renmesi, yaklas¸ım
teorisi ve çes¸itli sezgisel yöntemler gibi birçok farklı yaklas¸ım
kullanılarak gelis¸tirilebilir. Kullanılan teknikten bag˘ımsız ve
önerilerin nasıl yapıldıg˘ına bag˘lı olarak, öneri sistemleri
genellikle [1] as¸ag˘ıdaki kategorilere ayrılmaktadır: (1) is¸bir-
likçi filtrelemeye dayalı sistemler; kullanıcının zevkine benzer
zevkleri olan insan gruplarını belirlemeye çalıs¸an ve ortak
beg˘enilen ög˘eleri öneren, (2) içerik tabanlı öneri sistemleri;
daha önce kullanıcı tarafından tercih edilenlere benzer ög˘eler
önermek için içerik bilgisini kullanan sistemler olmak üzere
iki s¸ekilde sınıflandırılabilir.
Genel olarak, is¸birlikçi filtrelemeye dayalı öneri sistemleri
içerik tabanlı sistemlerden daha iyi performans göstermekte-
dir, ancak bas¸arıları yeterli sayıda ürün deg˘erlendirmesi var-
lıg˘ına dayanmaktadır [2]. Bu tür sistemlerde sog˘uk bas¸latma
olarak adlandırılan yani yeni bir ürün geldig˘inde bu ürün
için herhangi bir kayıt bulunmadıg˘ından bu ürünü önerememe
problemi olus¸maktadır. Bu gibi sorunların çıkma sebebi benz-
erlik analizinin dog˘ru bir s¸ekilde yapılamamasıdır [3]. Bu du-
rumlarda içerig˘e dayalı bir yaklas¸ımın kullanılması alternatif
olarak ortaya çıkmaktadır [4]. Ancak bu sistemlerin de kendi
içerisinde sınırlamaları vardır. Örneg˘in, ög˘elerin içerig˘ini
temsil etmek için kullanılan öznitelikler ürünü temsil etmek
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S¸ekil 1: Genel sistem mimarisi
için yeterli olmayabilir. Ayrıca, içerik tabanlı yaklas¸ımlarda
çok az deg˘erlendirmesi bulunan kullanıcılara dog˘ru ve çes¸itli
önerilerde bulunmak zorlas¸maktadır.
Yukarıda saydıg˘ımız problemleri çözecek ortak bir yak-
las¸ım is¸birlikçi filtreleme (I˙F) ve içerik tabanlı filtreleme
(I˙TF) sistemleri bir araya getirilerek yeni bir melez sistem
olus¸turulmasıdır [5]. I˙ki farklı öneri sistemi birles¸tirilirken
ag˘ırlıklı kriter kullanımı (farklı öneri sistemlerinden çıkan
skorlar sayısal olarak birles¸tirilir), anahtarlama mekaniz-
masının kullanımı (sistem herhangi bir öneri sisteminden
önerilecek ürünü/hizmeti seçer ve önerir) s¸eklinde farklı
melezleme teknikleri kullanılarak yapılabilmektedir. Hatta iki
öneri sistemi aynı anda kullanılabilmektedir, bunun nasıl
olacag˘ının seçimi tamamen öneri sistemini gelis¸tiren kis¸iye
bag˘lıdır. Melez bir sistemin nasıl olus¸turulacag˘ı ve bununla
ilgili kriterlerin belirlenmesi melezleme sırasında çözülmesi
gereken yaygın sorunlardan biridir.
Öneri sistemleri üzerine literatürde bolca çalıs¸ma bulmak
mümkündür. Bu çalıs¸maların nispeten büyük çog˘unlug˘u da
müzik [6], [7], film [8]–[10] ve e-ticaret ürünlerinin [11]–
[13] kullanıcı etkiles¸imleri ile öneri olus¸turma üzerinedir. Bu
sistemleri Spotify, Netflix, Amazon gibi firmalar aktif olarak
kullanmakta ve kullanıcıları için önemli ölçüde faydalar
sag˘lamaktadırlar.
Ayrıca, öneri sistemleri için literatür taraması sunan çalıs¸-
malar bulunmaktadır. Ricci ve dig˘erleri, çalıs¸malarında [14]
öneri sistemlerini genel olarak ele almıs¸ ve bu alandaki
gerekli tanımlama, sınıflandırma, kullanım alanları gibi bil-
gileri sunmus¸lardır. Benzer s¸ekilde ve nispeten yakın za-
manda Mu ve dig˘erleri, derin ög˘renme tabanlı öneri sistem-
lerinin literatür taramasını sunan bir çalıs¸ma [15] gerçekles¸tir-
mis¸lerdir. Bu çalıs¸mada, otomatik kodlayıcı, kısıtlı Boltz-
mann makineleri, özyinelemeli sinirsel ag˘lar, çekis¸meli üretici
ag˘lar gibi sinir ag˘ları yapıları ile mümkün kılınan tekil ve
melez öneri sistemleri ele alınmıs¸tır. Bir bas¸ka çalıs¸mada
[16] Chen ve dig˘erleri, is¸birlikçi filtreleme yöntemi özelinde
öneri sistemlerinin literatür taramasını sunmus¸tur. Bu konuda
kullanılan geleneksel yöntemler kısıtları ile birlikte verilmis¸
ve güncel çözüm yöntemlerinden bahsedilmis¸tir.
Turizm alanında ise rota, etkinlik, otel gibi önerilerin
yapıldıg˘ı bir takım çalıs¸malar mevcuttur. Örneg˘in, Fang-
Ming ve dig˘erleri çalıs¸malarında [17], Bayes ag˘ları kullanarak
ilgili lokasyonlarda kis¸iye özel turistik etkinlikler önerileri
olus¸turmus¸lar ve Google haritalar ile entegre etmis¸lerdir.
Benzer s¸ekilde, kullanıcının kısıtlarını ve isteklerini de göz
önünde bulundurarak zaman ve masraf açısından en uygun
rotayı öneren çalıs¸malar da mevcuttur [18].
Otel öneri sistemlerinde genel olarak deg˘inilen bir problem
de etkiles¸im verisinin azlıg˘ı ve dolayısıyla etkiles¸im ma-
trisinin oldukça seyrek bir yapıda olmasıdır. Bu durum liter-
atürdeki çog˘u çalıs¸mada adreslenmis¸ ve çözüme yönelik yön-
temler önerilmis¸tir. Saga ve dig˘erleri, otel önerisi problemini
kullanıcıların yalnızca otel tercihleri verisine dayandırarak
geçis¸ ag˘ları ile modellemis¸tir [19]. Otel tercihlerinin yanı sıra
veri temsilini zenginles¸tirmek adına ve seyreklik problemine
çözüm olarak misafir görüs¸lerini de ele alan çalıs¸malar mev-
cuttur
[20], [21]. Benzer bir amaç ve sog˘uk bas¸latma problemine
yönelik olarak Qi ve dig˘erleri, uçus¸ tercihleri ile otel tercihleri
arasında dönüs¸üm matrisi kullanarak kullanıcı karakterini
zenginles¸tirdiklerini ifade etmis¸lerdir [22]. Zhang ve dig˘er-
leri ise, çalıs¸malarında [23] kullanıcının önceki tercihleri ve
geçerli zamandaki niyetlerini kullanarak melez bir sistem
olus¸turmus¸lardır.
Bu çalıs¸mada otel öneri sisteminin gerçek hayattaki per-
formansını arttırmak için içerik tabanlı ve is¸birlikçi filtrele-
meye dayalı iki öneri sistemi bir araya getirilerek melez
bir öneri sistemi gelis¸tirilmis¸tir. Literatürdeki benzer çalıs¸-
malardan farklı olarak bu çalıs¸ma, içerik tabanlı yöntemde
zengin bir otel öznitelik listesinden faydalanmakta ve is¸bir-
likçi filtreleme kısmında etkiles¸im matrisini misafirlerin ter-
cih miktarları ile olus¸turarak kullanıcı-ürün skor matrisine
benzetmektedir. Son olarak anahtarlama yöntemi ile iki ayrı
sistemi melezleyerek çıktı olus¸turmaktadır.
Yapılan çalıs¸manın detaylarını sunmak için bu makale
as¸ag˘ıdaki s¸ekilde yapılandırılmıs¸tır. Bir sonraki bölüm,
gelis¸tirilen otel öneri sistemi ve bu sistem kurulurken kul-
lanılan yaklas¸ımları detaylı bir s¸ekilde tanıtmaktadır. Önerilen
modelin performansı Bölüm III’te deg˘erlendirilmis¸tir. Son
olarak, Bölüm IV sonuçlarımızı genel hatlarıyla özetlemek-
tedir.
II. OTEL ÖNERI˙ S I˙STEMI˙
Öneri sistemleri olus¸turmak için bir çok yöntem
bulunmaktadır. Fakat hepsinin esas amacı her kullanıcı
için ürün kümesindeki elemanlara kars¸ılık gelen
skor/deg˘erlendirme deg˘erlerini üretmektir. Bu çıktıları
üretirken kullanıcıların daha önceden belli ürünler
için sag˘lamıs¸ oldug˘u skor/deg˘erlendirme deg˘erleri
kullanılmaktadır. Kullanıcıya özel öneri listesi olus¸turulurken
ise bu ürünler liste dıs¸ında tutulmaktadır. Buradaki
amaç müs¸terinin daha önce etkiles¸imde bulunmadıg˘ı
ürünlerden birini önerebilmektir. Sonuç olarak, hesaplanan
skor/deg˘erlendirme sonuçları sıralanarak liste bas¸ından belli
sayıda ürün seçilmekte ve müs¸teriye sunulmaktadır.
Otel öneri sistemimizde benzer yöntemler takip edilerek
iki ayrı koldan iki farklı öneri listesi olus¸turularak melez
bir öneri listesi elde edilmektedir. S¸ekil 1’de sistemin genel
mimarisi verilmis¸tir. Burada, üst kolda I˙TF tabanlı yöntem
akıs¸ı bulunurken alt kolda ise I˙F tabanlı yöntem akıs¸ı bulun-
maktadır ve son olarak tekil çıktılar birles¸tirilerek melez çıktı
elde edilmektedir. Takip eden bas¸lıklarda ilgili alt sistem ve
basamakların detayları verilmis¸tir.
A. I˙çerik Tabanlı Filtreleme Yöntemi
I˙TF yönteminde kullanıcılar temel olarak sahip oldukları
veya etkiles¸ime geçtikleri ürünlerin özellikleri ile temsil
edilmektedirler. Bu durum kitap satın alan müs¸teriler için
satın alınan kitabın türü, ücreti, sayfa sayısı gibi özellikler
olurken film izleyen kullanıcılar için film ile ilgili özellikler
olmaktadır. Kullanıcıları kullandıkları ya da satın aldıkları
ürünlerin özellikleri ile temsil etmek aslında onların profil-
lerini çıkartmaktır. S¸ekil 2’de görülen kullanıcı daha önce
A ve B ürünleri ile ilis¸kilendirilmis¸ ve bu iki ürün kul-
lanıcının profilinin olus¸masını sag˘lamıs¸tır. Olus¸turulan bu
profil ıs¸ıg˘ında, kullanıcının C ürünü ile etkiles¸iminin olasılıg˘ı
sorgulanabilmektedir. Bu çalıs¸mada da kullanıcıların profil-
lerini çıkartmak için daha önce gittikleri otellerin özellikleri
esas alınmıs¸tır.
Örneg˘in Tablo I’de kullanıcı 1, A ve B otellerine gitmis¸
olsun. Kullanıcı 1’in gittig˘i otellerin kapasiteleri sırasıyla 500
ve 700 kis¸ilik, denize olan uzaklıkları 150 ve 50 metre ve bu
iki otelde de kahvaltı hizmeti olsun. Dolayısı ile Kullanıcı
1’in profili hesaplanırken bu içerik bilgilerinden yararlanılır
ve Tablo I’deki ilgili satırların ortalama deg˘erleri alınır. Bu
durumda Kullanıcı 1’in gittig˘i otellerin kapasitesi ortalama
olarak 600 kis¸ilik, denize uzaklıkları ise 100 metredir. Ayrıca
Kullanıcı 1 gittig˘i otellerde kahvaltı hizmeti de aramaktadır.
Dig˘er taraftan Kullanıcı 2 daha az kapasiteli otelleri ve denize
daha uzak otelleri seçerek daha farklı bir profil sergilemis¸tir.
Sonuç olarak bu kullanıcıların profilleri Tablo II’deki gibi
olur.
Tablo I: Kullanıcı-Otel Bilgileri Örneg˘i
Kullanıcı Otel Kapasite DenizeOlanUzaklık Kahvaltı
1 A 500 150 1
1 B 700 50 1
2 C 200 500 0
2 D 300 1000 0
2 E 100 1500 1
Kullanıcıların profilleri ile sistemde var olan fakat kul-
lanıcının gitmedig˘i oteller arasında benzerlik hesaplanarak
kullanıcıların profiline en yakın N tane otel önerilmis¸tir. Otel
listesi veri ön is¸leme adımlarından geçirilerek temizlenmis¸tir.
Bu ön is¸leme adımları, eksik verileri düzeltme (Ör: Otel isim-
leri), tutarsız verileri kaldırma (Ör: Oda sayısı) gibi is¸lemler-
den olus¸maktadır. Daha sonra otellerin en önemli 11 özellig˘i
Temel Biles¸enler Analizi (TBA) yöntemi kullanılarak 220
tane özellik arasından seçilmis¸tir. Bu özelliklerin hepsi burada
listelenemeyeceg˘i için birkaç tanesinden bahsedilmis¸tir. Bun-
lar: otelin fiyatı, otelin s¸ehir merkezine olan uzaklıg˘ı, otelde
otopark olup olmaması vb. TBA yöntemi kullanılarak veri
boyutunun azaltılması sayesinde profiller ile oteller arasında
benzerlik hesaplaması yapılırken çalıs¸ma süresinin kısalması
sag˘lanmıs¸tır.
Tablo II: I˙TF ile kullanıcıların temsil edilmesi
Kullanıcı Kapasite DenizeOlanUzaklık Kahvaltı
1 600 100 1
2 200 1000 0,33
B. I˙s¸birlikçi Filtreleme Yöntemi
I˙s¸birlikçi filtreleme kis¸iselles¸tirilmis¸ öneri sistemlerinde
kullanılan en önemli yaklas¸ımlardan birisidir. Kullanıcılar
A
B
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C
S¸ekil 2: I˙çerik tabanlı filtreleme yöntemi
için izole profiller olus¸turmak ve bunları ürünler ile il-
is¸kilendirmenin ötesinde kullanıcılar arasında etkiles¸im de
sag˘lanmaktadır. Bu etkiles¸im, kullanıcıların seçimlerinde
veya oylamalarında birbirine benzerlikleri olarak açıklan-
abilir. Bir bas¸ka deyis¸le, kullanıcıların tercih benzerlikleri
öneri olus¸turmak için kullanılmaktadır. Örneg˘in, S¸ekil 3’te
görüldüg˘ü üzere bir grup kullanıcı (solda) daha önce ürün A
ve B ile ilis¸kilendirilmis¸ ve sorgu altındaki kullanıcı (sag˘da)
daha önce sadece A ürünü ile ilis¸kilendirilmis¸tir. Bu durumda
sorgu altındaki kullanıcı için B ürünü ile ilis¸ki ihtimali
sorgulanabilir ve yüksek olması beklenmektedir.
I˙F için birçok teknik bulunmaktadır [24]. Bunlardan birisi
de Netflix Price [25] ile öneri sistemleri üzerinde büyük
etki yaratmıs¸ Matris Ayrıs¸tırma yöntemidir. Bu yöntem,
bir dog˘rusal cebir konusu olarak herhangi bir matrisin iki
dikdörtgen matrise ayrıs¸tırılması esasına dayanır ve teknik
detayları bir sonraki bölümde verilmis¸tir.
1) Matris Ayrıs¸tırma: Öneri sistemlerinde eg˘itim için
toplanılan kullanıcı deg˘erlendirme skorları ile bir matris
olus¸turulur ve bu matris problemin dog˘ası gereg˘i oldukça
seyrektir. Matris Ayrıs¸tırma teknig˘i Tekli Deg˘er Ayrıs¸ımı
(TDA) teknig˘ine oldukça benzemekle beraber, TDA’nın sahip
olmadıg˘ı eksik matris girdisi toleransına sahip bir alternatiftir.
Denklem 1’de görüldüg˘ü üzere olus¸turulan büyük ve seyrek
matris (rmu) daha küçük ve yog˘un iki matrisin (pm, qu)
çarpımı s¸eklinde ifade edilmektedir [26].
rmu = pm ∗ qu,
rˆmu = pˆm ∗ qˆu,
(1)
Burada rmu müs¸teri ve ürün ikililerinin deg˘erlendirme sko-
rlarını barındıran matrisi, pm müs¸terilerin gizli uzay (latent
space) temsil matrisini, qu ise ürünlerin gizli uzay temsil
matrisini ifade etmektedir. Ayrıs¸tırılmıs¸ matrisler (pm, qu) bir
sistem parametresi olan gizli uzay boyutunu (k) paylas¸mak-
tadırlar. Matris boyutları, r, p, q için sırasıyla m∗u,m∗k, k∗u
s¸eklinde tanımlanmaktadır.
Denklem 1’de ifade edilen p, q matrisleri Gradyan I˙nis¸i,
Deg˘is¸imli En Küçük Kareler (DEKK) yöntemi gibi teknikler
ile çözülebilmektedir. Çog˘u öneri sistemi problemlerinde
m ∗ u sonucunun göreceli olarak büyük çıkmasından dolayı
En Küçük Kareler yöntemi tercih edilmektedir [26], [27]. I˙ki
matrisin kestirimi dıs¸bükey olmayan bir problem oldug˘u için
DEKK yöntemi kullanılmaktadır. Deg˘is¸imli kelimesi, p ve
q matrislerinin deg˘is¸meli olarak birinin sabit tutulmasını ve
dig˘erine en küçük kareler yönteminin uygulanmasını ifade
etmektedir.
AB
S¸ekil 3: I˙s¸birlikçi filtreleme yöntemi
DEKK yönteminin bilinen maliyet fonksiyonuna ek olarak
düzenliles¸tirme parametresi eklenmektedir. Buradaki amaç
as¸ırı uyumlama probleminden kaçınarak daha genel bir
uyumlama ile rˆmu matrisini olus¸turmaktır. Denklem 1’de
görüldüg˘ü üzere rˆmu matrisi, kestirilen pˆm ve qˆu matris-
lerinin çarpımı ile elde edilmektedir. Böylelikle rmu ma-
trisinde bulunan eksik girdiler doldurularak yog˘un rˆmu ma-
trisi elde edilmektedir. Doldurulan girdiler müs¸teriler için
henüz deg˘erlendirilmemis¸/kullanılmamıs¸ ürünlerin önerisini
olus¸turmaktadır.
C. Melez Model Olus¸turma Teknig˘i
Tekil öneri sistemlerinin çıktıları melez bir öneri sistemi
olus¸turmak için kullanılmaktadır. Çıktıların birles¸tirilmesi
için skor ile sıralanmıs¸ listeler alınmakta ve aynı sıra indisli
ürünler arka arkaya gelecek s¸ekilde yeni bir melez liste
olus¸turulmaktadır.
MN = AN/2 ∪BN/2
AN/2 ∪BN/2 = [A1, B1, A2, B2, ...AN/2, BN/2],
(2)
Denklem 2’de melez listenin olus¸turulma biçimi göster-
ilmis¸tir. Burada, tekil sistemler A ve B olarak tanımlanmıs¸,
melez sistem ise M olarak tanımlanmıs¸tır. Alt indisler sis-
temlerin sıralı liste elemanı indislerini belirtirken üst indisler
listenin kendisini uzug˘unlug˘uyla beraber ifade etmektedir.
Örneg˘in, A ve B sistem listelerinin ilk 5’er elemanları (A5,
B5) alınarak M10 listesi (melez sistemin I˙lk10’u) olus¸turul-
maktadır.
III. DENEYLER
A. Veri Seti
Otel öneri sistemi için turizm sektöründen bir s¸irketin
yaklas¸ık 7 yıl süreli rezervasyon kayıtları kullanılmıs¸tır. Bu
kayıtlar anonim olarak olus¸turulmus¸ müs¸teri kimlik sözcüg˘ü,
otel kodu ve tarih olmak üzere 3 kolondan olus¸maktadır. Her
bir kayıt bir müs¸terinin hangi tarihte ve hangi otelde kon-
akladıg˘ı bilgisini içermektedir. Kayıt sayısı yaklas¸ık olarak
4,5 milyondur.
Müs¸teri bazında akıllı tekilles¸tirme uygulanmıs¸ [28] veri
setindeki es¸siz müs¸teri sayısı yaklas¸ık olarak 1,5 milyon, es¸siz
otel sayısı ise 10 bin civarındadır. Her müs¸terinin en az 2
rezervasyonu ve dolayısıyla 2 kaydı bulunmaktadır. Müs¸ter-
iler tamamen anonimize edilmis¸ ve müs¸teriye ait hiç bir ek
bilgi kullanılmamıs¸tır. Bunun yanında, otellerin öznitelikleri
kullanılmıs¸tır. Basitçe, bu öznitelikler otellerin müs¸teriler-
ine sundukları imkanları kapsamaktadır. Müs¸terilerin otelleri
seçmesinde rol oynayan bu özniteliklerden bazıları s¸u s¸ekilde
sıralanabilir: açık havuz, spa, evcil hayvan kabul etme.
1) Eg˘itim-Test Senaryoları: Veri seti, eg˘itim ve test
kümelerine ayırılarak deneyler gerçekles¸tirilmis¸tir. Sunulan
tekil ve melez sistemlerin farklı eg˘itim-test kümeleri üz-
erindeki performanslarını kars¸ılas¸tırabilmek için 5 senaryoda
eg˘itim-test bölümlendirmesi yapılmıs¸tır.
Tablo III: Senaryoların olus¸turulma biçimi
Senaryo Rez. Sayısı Aralıg˘ı Test Kümesi
1 3-10 Her müs¸terinin son rezervasyonu
2 2-10 Her müs¸terinin son rezervasyonu
3 2-10 Senaryo 1’in test kümesi
4 3-5 Her müs¸terinin son rezervasyonu
5 8-10 Her müs¸terinin son rezervasyonu
Tablo III’te senaryoların hangi filtrelerden geçirildig˘i ve
test kümesinin hangi kural ile ayrıldıg˘ı verilmis¸tir. Rezer-
vasyon sayısının farklı oldug˘u senaryolarda farklı performans
ölçümleri alınması beklenmis¸tir. Test kümesi 3. senaryo hariç
benzer s¸ekilde her müs¸terinin son rezervasyonu seçilerek
ayrılmıs¸tır. Örneg˘in, senaryo 1’de, rezervasyon sayısı 3 ile
10 olan müs¸terilerin verisi alınmıs¸ ve her müs¸terinin son rez-
ervasyonu test kümesine atılmıs¸tır. Dolayısıyla test kümesin-
deki kayıt sayısı ile es¸siz müs¸teri sayısı es¸ittir. Tablo IV’te
her senaryo için eg˘itim ve test kümelerinin sahip oldug˘u veri
boyutları ile ilgili detaylı bilgi verilmis¸tir. Es¸siz otel sayısı
eg˘itim ve test kümeleri için aynıdır.
Tasarlanan bu senaryolar ile performans kars¸ılas¸tırmaları
yapılarak bir takım vargılara ulas¸ılması planlanmıs¸tır. Senaryo
1-2 kars¸ılas¸tırması ile 2 rezervasyonlu müs¸terilerin etkisi
(minimum rezervasyonlu sayıca büyük grup), senaryo 1-
3 kars¸ılas¸tırması ile yalnızca eg˘itim kümesine katılan 2
rezervasyonlu müs¸terilerin etkisi incelenmis¸tir. Senaryo 4-
5 kars¸ılas¸tırması sayesinde de düs¸ük rezervasyonlu grup ile
yüksek rezervasyonlu grubun performans farkı incelenmis¸tir.
Tablo IV: Senaryolara ait veri boyutları
Eg˘itim Test
Senaryo Otel Say. Kayıt Say. Müs¸teri Say. Kayıt Say.
1 8.785 2.326.623 693.547 693.547
2 9.216 3.055.646 1.422.570 1.422.570
3 9,927 3.784.669 1.422.570 693,547
4 8.066 1.440.985 552.303 552.303
5 5.647 405.355 52.116 52.116
B. Öneri Sistemlerinin Otel Rezervasyon Verisine Uygulan-
ması
I˙TF yönteminde kullanıcı profilleri ile oteller arasında
benzerlik hesaplanırken iki farklı yöntem kullanılmıs¸tır. I˙lk
yöntemde profiller ile tüm oteller kars¸ılas¸tırılarak öneri
kümesi olus¸turulmus¸tur. I˙kinci yöntemde ise daha önce [29]
çalıs¸masında da kullanılan kümeleme yöntemi kullanılmıs¸tır.
Bu yöntemde, profiller ile önceden k-ortalama algoritması
ile kümelenmis¸ oteller kümesinden en yakın merkezdeki
oteller arasında benzerlik hesaplaması yapılmıs¸tır. Öncelikle
oteller k-ortalama algoritması ile kümelenmis¸ ve her küme
içinde barındırdıg˘ı otellerin özelliklerinin ortalama deg˘erleri
ile temsil edilmis¸lerdir.. Daha sonra kullanıcı profilleri ile bu
kümelerin merkezleri kars¸ılas¸tırılmıs¸tır, son olarak en yakın
kümede kullanıcıya en yakın N tane otel önerilmis¸tir. Benz-
erlik hesaplaması yapılırken öklid uzaklıg˘ı kullanılmıs¸tır.
I˙F yönteminde müs¸terilerin otellere gitme sayıları otellere
verilen skor olarak kabul edilmis¸ ve her senaryo için Den-
klem 1’deki rmu matrisi olus¸turulmus¸tur. Bu matrislere
Bölüm II-B1’de anlatıldıg˘ı üzere Matris Ayrıs¸tırma yön-
temi uygulanmıs¸tır. Gizli uzay boyutu (k) olarak 20,
düzenliles¸tirme parametresi için ise 0.1 seçilmis¸tir. Elde
edilen rˆum matrisinde müs¸teri (satır) bazında düzgeles¸tirme
ve sıralama yapılmıs¸tır. Böylelikle her müs¸teri için önerilen
sıralı otel listesi elde edilmis¸tir.
C. Tekil ve Melez Modellerin Bas¸arımı
I˙TF ve I˙F yöntemleri kullanılarak otel rezervasyon verisi ile
yapılan deneyler sonucu tekil sistemlerin ve melez sistemin
bas¸arımları sırasıyla Tablo V, VI, VII’de verilmis¸tir. Bas¸arım
kriteri olarak duyarlılık seçilmis¸ ve tablolarda yüzdelik olarak
raporlanmıs¸tır.
Duyarlılık =
N’lik listedeki ilgili eleman sayısı
toplam ilgili eleman sayısı
(3)
Duyarlılık, öneri sistemleri için Denklem 3’teki gibi tanım-
lanmaktadır. Kısaca duyarlılık ölçüsü, test kayıtlarının hangi
oranda öneri listeleri tarafından içerdig˘i s¸eklinde hesaplan-
maktadır. Bas¸arımlar I˙lk5, I˙lk10, I˙lk100 olarak tanımlanmıs¸
farklı uzunluktaki öneri listeleri üzerinden elde edilmis¸tir.
Beklenildig˘i üzere öneri listesi uzunlug˘u arttıkça duyarlılık
oranı da artacak ya da sabit kalacaktır.
Tablo V: I˙çerik Tabanlı Filtreleme bas¸arım tablosu
Kümeleme
Tabanlı Veri Tüm Veri
Senaryo I˙lk5 I˙lk10 I˙lk100 I˙lk5 I˙lk10 I˙lk100
1 8,17 10,61 27,45 9,62 12,19 29,39
2 11,05 12,92 26,78 14,10 16,11 29,50
3 8,17 10,61 27,45 9,62 12,19 29,39
4 8,42 10,83 27,18 9,76 12,32 29,26
5 6,83 9,35 27,67 10,89 13,34 31,25
Tablo V’te I˙TF sonuçları kümelenmis¸ veriler kullanılarak
alınan ve tüm veri kullanarak alınan performansları ayrı ayrı
göstermektedir. Tüm veri ile elde edilen sonuçlardaki bas¸arım
görece yüksek olmasına rag˘men is¸lem yükü olarak oldukça
pahalıdır. Dig˘er yandan, kümeleme kullanımı beklenildig˘i
üzere bas¸arım kaybına sebep olurken is¸lem yükü tasarrufu
sag˘lamaktadır.
Tablo VI: I˙s¸birlikçi Filtreleme bas¸arım tablosu
Senaryo I˙lk5 I˙lk10 I˙lk100
1 7.42 11.22 34.10
2 7.70 11.42 34.17
3 7.57 11.50 34.93
4 7.60 11.42 34.38
5 6.21 9.63 30.79
Tablo VI’da I˙F sisteminin sonuçları verilmis¸tir. I˙TF
sonuçları ile kars¸ılas¸tırıldıg˘ında I˙TF sistemin kısa listede
(I˙lk5) daha bas¸arılı oldug˘u fakat uzun listede (I˙lk100) I˙F
yönteminin öne geçtig˘i gözlemlenmis¸tir.
Senaryolar kars¸ılas¸tırıldıg˘ında, I˙TF yönteminin senaryo
2’deki görece yüksek performansı 2 rezervasyonlu grubu
bas¸arılı bir s¸ekilde tahmin ettig˘ini göstermektedir. Bu grubun
sadece eg˘itime katıldıg˘ı 3. senaryoda ise I˙F sisteminde önemli
bir artıs¸ görülmemis¸tir. I˙TF’de eg˘itim kümesine eklenen ver-
iler herhangi bir etkide bulunmadıg˘ı için senaryo 1 ve 3
performansları Tablo V’te aynıdır. Öte yandan, senaryo 4
ve 5 kars¸ılas¸tırıldıg˘ında, her iki tekil sistemde de yüksek
rezervasyonlu müs¸teri verisinde (senaryo 5) nispeten daha
düs¸ük performans alındıg˘ı gözlemlenmis¸tir.
I˙ki yöntemde de senaryo 5’in performansının dig˘er senary-
olara göre nispeten düs¸ük olmasının sebebi bu senaryoya ait
veri setinin küçük olması olarak gösterilebilir. Kullanıcılara
ait rezervasyon miktarı veri zenginlig˘ini arttırmaktadır fakat
yüksek rezervasyonlu müs¸teri sayısı oldukça düs¸üktür. Veri
seti büyüklüg˘ünün önemi senaryo 2’nin göstermis¸ oldug˘u
performans artıs¸ı ile de ortaya çıkmaktadır. Özellikle I˙TF yön-
teminde dramatik bir artıs¸ gösteren senaryo 2, I˙F yönteminde
aynı etkiyi gösterememis¸tir. Bunun sebebi olarak da Matris
Ayrıs¸tırma yönteminin az ürün/skor deg˘erlendirme sayılı ver-
iler ile nispeten daha kötü çalıs¸ması olarak gösterilebilir.
Tablo VII: Melez Filtreleme bas¸arım tablosu
Kümeleme
Tabanlı Tüm Veri
Senaryo I˙lk5 I˙lk10 I˙lk100 I˙lk5 I˙lk10 I˙lk100
1 10.62 15.25 41.81 12.01 16.73 44.09
2 14.07 18.31 42.21 17.16 21.46 45.72
3 10.69 15.42 42.43 12.07 16.92 44.70
4 11.09 15.69 41.88 12.25 17.05 44.20
5 8.43 12.88 39.21 12.77 17.18 43.36
Tablo VII’de performansları verilen melez öneri listeleri
Bölüm II-C’de belirtilen s¸ekilde olus¸turulmus¸tur. I˙lk5 listesi
olus¸turulurken 5. ürün önerisi olarak I˙lk5 listesinde daha
bas¸arılı olan I˙TF sistemi kullanılmıs¸tır. Melez sistem bas¸arım-
ları dig˘er tekil sistemlerin bas¸arımlarına göre önemli bir artıs¸
göstermis¸tir.
IV. VARGILAR
Öneri sistemleri arasında birbirinden farklı iki önemli
yöntem olan I˙TF ve I˙F yöntemleri turizm sektöründe otel
rezervasyon verisi kullanılarak uygulanmıs¸tır. Yöntemler, per-
formansların kars¸ılas¸tırılabileceg˘i farklı senaryolar ile test
edilmis¸ ve elde edilen gözlemler raporlanmıs¸tır.
Sıralı liste birles¸imi sayesinde olus¸turulan melez öneri
sistemi sayesinde öneri performansı tekil sistemlere göre
önemli derecede yükseltilmis¸tir. Müs¸terilere sunulmak üzere
makul uzunlukta olan I˙lk10 öneri listeleri ele alındıg˘ında
ve eg˘itim-test kümesi için tüm verilerin kullanıldıg˘ı Senaryo
2’de duyarlılık %21.46’dır.
I˙lerleyen dönemlerde öneri sisteminin devreye alınması ve
müs¸terilere önerilerin bildirilmesi veya gösterilmesi planlan-
maktadır. Bu sayede öneri sisteminin daha gerçekçi duyarlılık
deg˘erleri alınmıs¸ olacaktır. Sunulan öneriler müs¸teri ilgisini
çekerek listeden bir ürün ile etkiles¸imin gerçekles¸me ihtima-
linin de artması beklenmektedir.
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