Fields of type V.
We begin by recalling some definitions. In a topological ring A we call a set B right bounded if for any neighborhood U of 0 there exists a neighborhood F of 0 such that B VQ U. Left boundedness is analogously defined and a set is bounded if it is both right and left bounded. We denote by A n the w-dimensional vector space over A (Cartesian product topology), and a subset of A n is bounded if it is bounded coordinate-wise. Any compact set is bounded, and in many arguments such as the following, bounded sets behave somewhat like compact ones. LEMMA 
Letf, g be f unctions defined on a subset S of A n and taking values in A. Suppose ƒ, g are bounded and uniformly continuous on S. Thenf+g and f g are bounded and uniformly continuous on S.
The proof is obvious except perhaps for the uniform continuity of fg> which depends upon iterated use of the identity
By repeated application of Lemma 1, we obtain, the following corollary. LEMMA 
A polynomial in n variables is bounded and uniformly continuous on a bounded subset of A n .
We shall say that a topological division ring F is of type V if whenever a set B^F is bounded away from 0 (that is, disjoint from a neighborhood of 0), then B~x is bounded. 2 Except for the omission of any countability restriction, this is the definition given in [ó] . Most of the results of [ô] are valid without the countability assumption. 3 In particular [6, Lemma 5] : the completion of a division ring of type F is a division ring of type V.
It is easy to verify that the following constitute examples of rings of type V: (a) discrete division rings, (b) division rings with a valuation, (c) ordered division rings in their order topology. It is to be observed that in (a) all sets are bounded, while in (b) and (c) boundedness coincides with its ordinary meaning. Any non-completable division ring is necessarily not of type V: for example, the rationals in the 6-adic topology.
In the sequel we shall require Theorem 11 of [ó] . Restated in the Cartan-Bourbaki language of filters, 4 it reads as follows. (We have simplified by using a fixed polynomial instead of a variable one ; only this special case is needed in the present paper.) LEMMA A real closed field in its order topology is algebraically closed in its completion since, as is well known, the completion is again formally real (and even real closed). The necessity of some such condition is shown by an example like x 2 -2 over the rationals. One can make a partial extension of Theorem 1 to rational functions. THEOREM 4. Several variables. Let f(x, y) be a polynomial with coefficients in F. We consider the mapping (x, y)-*f(x, y) of ^2 into F. If F is locally compact, the mapping sends bounded closed ( = compact) sets into closed sets. But it would seem that nothing short of local compactness will suffice to get this result. EXAMPLE 1. Completeness does not suffice. Let F be the field of formal power series in a variable / over a field containing infinitely many elements a^ We topologize F in the usual way, making t l approach 0. Then the set (a,-+/*, -a»-) is bounded and closed, but is mapped by x+y into the nonclosed set {/*}. EXAMPLE 2. It does not help if the completion of F is locally compact. In the field of real algebraic numbers, pick null sequences a», bi such that ai+bi9*0, and ir+a iy -r+bi are rational. Then x+y maps the closed bounded set (x+a*, -w+bi) into a nonclosed set.
Let F be a topological field of type V algebraically closed in its completion, and S a bounded closed subset of F. Then for any rational f unction f {x) with coefficients in F,f(S) is closed.* Iff5* oo on S, f(S) is also bounded.
These examples indicate that for ƒ(S) to be bounded away from 0 it does not suffice to have S closed and disjoint from the manifold Z(f) consisting of all points where ƒ = 0. A stronger condition is that 5 be disjoint from a uniform neighborhood of £(ƒ), by which we mean that there exists a neighborhood U of 0 such that S is disjoint from ^(ƒ) + U. For two variables over an algebraically closed field this does suffice, and moreover 5 need not be bounded. is not in Z(f), then there is a neighborhood of it in which ƒ is bounded from 0. In either event we thus reduce the problem to a portion of 5, say 5i, disjoint from a neighborhood of the points (j8y, ai). We may decompose 5i into a portion 52 where y -ai is bounded from 0 and a portion S3 where x-j8y is bounded from 0 (the sets £2, S3 may of course overlap). It will suffice to prove that ƒ is bounded from 0 on S 2 . By Theorem 1, or by a direct application of Lemma 4, a(y) is bounded from 0 on <S 2 . Now for any fixed y write
where z u • • • , z m are the roots of f(x, 30=0, so that (z iy y)ÇzZ(f). For (#, 3O in 5 it follows from our hypothesis that x-Zi is bounded from 0. By Lemma 4, ƒ is bounded from 0 on S 2 . REMARK 3. I have not determined whether Theorem 3 holds for three or more variables. Algebraic closure however is necessary: take f=x 2 +(xy -l) 2 over the reals. Here Z(f) is void, yet ƒ-»0. One may explain this failure by the necessity of considering the whole complex manifold ƒ = 0. However if we assume that 5 is bounded and F real closed, then a result can be obtained just by consideration of the real manifold, and we prove it for any number of variables. The proof is independent of the preceding results. THEOREM 
Let F be a topological real closed field such that F(i), in its Cartesian product topology, is of type F. 6 Let f(xu • • • , x n ) be a polynomial with coefficients in F, and Z(f)QF n the manifold f' = 0. Let S be a bounded set in F n> disjoint from a uniform neighborhood of Z(f). Then f (S) is bounded away from

After multiplication by suitable powers of a(y) these become polynomials Gi(y) (i = l, • • • , M).
We choose the numbering so that G\ corresponds to the product, GM to the sum of the roots. Let Zj denote the manifold G\ = G% = • • • = Gj = 0, and Z 0 the entire space. We may embed S in a sequence of sets 5 = 5 0 C«S'iC • • • QSM such that each Si contains a uniform neighborhood of S;_i, and we may suppose that SM is still bounded and uniformly bounded from Z(/), while a(y) is still bounded from 0 on SM (the latter is possible by Lemma 2). Set Ti = Sir\Zi. We shall prove: (1) ƒ is bounded from 0 on T M , (2) if ƒ is bounded from 0 on Ti+i, it is likewise bounded from 0 on TV Since To = So = S, this will prove the desired result.
(1) On Z M , all the Zi are equal and hence real. It follows from hypothesis that on TM, x -Zi is bounded from 0. By Lemma 4 so is f(x, y), which is given by (1) . (2) We suppose ƒ bounded from 0 on T i+ i and select a neighborhood F of 0 small enough so that ƒ is still bounded from 0 on T i+1 + V. Thus it remains to prove that ƒ is bounded from 0 on Ti with Tir\(Ti+i+V) deleted; call this diminished set 7\*. We assert that T* is disjoint from a uniform neighborhood of Z* + i. For by construction T? is disjoint from a uniform neighborhood of the complement of Ti+i; and within T i+ i we have in the formation of Tf deleted all points within V of Zi+i. Now Z i+ i is the zero manifold of G\-\-• • * +G? +1 . By an induction on n (the number of variables) we can assert that on T?, G\+ • • • +G?+i is bounded from 0. Since G\ to G% vanish on T? f we have that Gi is bounded from 0. Now Gi+i is (except for a power of a(y) which does not affect the argument) precisely the product of all non vanishing terms among (Zi-Zj) 2 . For this to be bounded from 0, all these nonvanishing Zi-Zj must likewise be bounded from 0 (one needs here the fact that the s's are bounded, an easy consequence of the boundedness of the coefficients of ƒ, together with the fact that the leading coefficient is bounded from 0). In particular the imaginary parts of the complex roots, if there are any, must be bounded from 0, since these occur in conjugate pairs. Now we observe that in (1), x-Zi is bounded from 0 for real s< by hypothesis, while for complex Zi, the imaginary part of x-Zi is already bounded from 0. Hence ƒ is bounded from 0.
We now treat the general case where it is not assumed that a(y) is bounded from 0. Changing notation we write ƒ(*, y) = a 0 (y)x m + ai^x™-
hi(y) = a 0 + a x + • • • + ai. We note that Z(h m ) QZ(f), and so S is disjoint from a uniform neighborhood of Z(h m ). Since h m is independent of x, we have by induction on n that h m is bounded from 0 on 5. Consider now the following proposition which we shall designate as P»: if for a set TCS, hi(T) is known to be bounded from 0, then ƒ(T) is bounded from 0. We know the truth of P 0 from the first part of the proof. On the other hand P m is the theorem we are trying to prove, for we have seen that h m (S) is bounded from 0. Hence it will suffice to prove that P» implies P»+i. So we suppose P» known and hi+i(T) bounded from 0, and have to prove ƒ (P) bounded from 0. Now there is a neighborhood F of 0 such that aj + i£ V implies that hi(T) is bounded from 0. We delete from T the portion where a i+ iGF, for there we know from Pi that ƒ is bounded from 0, and study the remaining part, say Ji. We write
Evidently Z(k)QZ(f) and hence S is disjoint from a uniform neighborhood of Z(k). Moreover in 7\ the leading coefficient of k is bounded from 0. By the first part of the proof, k(Ti) is bounded from 0. Now by choosing hi small enough we can make
arbitrarily small in 5 (this is because 5 is bounded). Hence there exists a neighborhood W of 0 such that hiÇ^W implies that k, r, ƒ are all bounded from 0 on T\. In that portion of T% where hi is not in W we have again by Pi that ƒ is bounded from 0. This shows that ƒ is bounded from 0 throughout T and proves P»+i. This completes the proof of Theorem 4.
THEOREM 5 (HABICHT). Let F be a real closed field in its order topology, and R the region a*^#^&* (i=l, • • • , n). Then for any rational function f (xu
The deduction of Theorem 5 from Theorem 4 is identical with Habicht's but we give it for completeness. We suppose ƒ is a polynomial; the device used in the proof of Theorem 2 carries out the extension to a rational function. We may suppose ƒ 5*0 on R and are to prove f(R) bounded from 0. By induction on n we have f(R') bounded from 0, where R' is the boundary of R. This implies that R' is disjoint from a uniform neighborhood of Z(J). Then R is likewise disjoint from a uniform neighborhood of Z(J) (at this point we are using very strongly the special properties of an order topology). Quotation of Theorem 4 completes the proof. REMARK 4. This method of proof will work for more general regions, for example, regions defined inductively by the property that the boundary lies on a finite number of hyperplanes. On the other hand our examples above have shown that we cannot take an arbitrary bounded closed set for R. One might hazard the conjecture that a bounded region defined by a finite number of polynomial inequalities will do. 5. A correction. Professor Jacobson has pointed out an error in [ó] which I take this opportunity to correct. The proof of Lemma 9 is inconclusive since the possibility that L is commutative is not excluded, and in fact the validity of Lemma 9 as stated appears to be an open question. Lemma 9 should be deleted, and part (a) of the proof of Theorem 9 should be replaced by the following remark: if D is a central algebraic division algebra over a field F, with the property that all separable subfields of D are finite-dimensional, then D is finite-dimensional. (This is a slight generalization of [5, Theorem 7] .)
To prove this we take (Zorn's lemma) a maximal separable subfield K and let L be its centralizer. By hypothesis K is finite-dimensional and hence [2, Theorem 13 
