More than two decades ago, Peter Freyd introduced essentially algebraic specifications, a well-behaved generalization of algebraic specifications, allowing for equational partiality. These essentially algebraic specifications turn out to have a number of very interesting applications in computer science. In this paper, we present a deduction system for essentially algebraic specifications that is very suitable as the underlying deduction system of an automated theorem prover. Using the well-known fact that theories of sketches can be constructed as initial algebras of essentially algebraic specifications, we describe a semi-automatic procedure for proving the equivalence of the theories of two sketches. Next, we demonstrate that sketches are a very suitable formalism for making semantic data specifications, as used in database design and software engineering. Two such data specifications are semantically equivalent iff their model categories in FinSet are equivalent. Equivalence of theories is a sufficient condition for semantical equivalence, and hence the procedure to prove the equivalence of the theories of sketches can be used as a powerful tool to prove semantical equivalence of data specifications. Proving semantical equivalence of data specifications is an important component of the view integration process, i.e. the process of integrating a number of partly overlapping data specifications into one large data specification.
The structure of this paper is as follows. In section 1, we consider essentially algebraic specifications. We develop a restricted equational deduction system for these specifications, and prove its soundness and completeness. We show how finitely complete and finitely cocomplete categories can be specified in an essentially algebraic way. In section 2, we define finitary sketches, and we show how their theories can be constructed as initial algebras of an essentially algebraic specification. The essentially algebraic specifications of finitely complete and finitely cocomplete categories, and the construction of the theory of a sketch as an initial algebra of an essentially algebraic specification are of course well-known in the category theory community. Nevertheless, we thought it worthwhile to give a detailed account of these constructions in this paper, because many computer scientists are not familiar with them.
In section 3, we develop a semi-automatic procedure for proving the equivalence of the theories of two sketches, using the deduction system for essentially algebraic specifications from section 1.
In section 4, we show that sketches are a very suitable formalism for making semantic data specifications. Semantic data specifications are specifications of a mathematical model of that part of the real world that is reflected in a database or application program. One of the most challenging problems that has been studied in the literature on data specifications is the view integration problem, i.e. the problem of integrating a number of partly overlapping data specifications into one large specification. We discuss the view integration problem in section 5, and show that the procedure for proving the equivalence of the theories of sketches can be used as a powerful tool to solve an important subproblem of the view integration problem.
Essentially Algebraic Specifications
Essentially algebraic specifications are algebraic specifications with partial operations where the domain of definition of every operation symbol is defined by a set of equations built on operation symbols that are lower in some ordering on the set of operation symbols. They appear in various guises in the literature: the original idea goes back to Freyd ([Fre72] ), and they are equivalent to hep-specifications ( [Rei87] ), left exact logic ( [McL86] ), lim-theories ( [Cos79] ) and to finite limit sketches ( [BW90] , see also section 2). Typical structures that can be specified by essentially algebraic specifications are: categories, partially ordered sets and all kinds of structured categories (finitely complete or finitely cocomplete categories, cartesian closed categories, toposes 1 , etc. . .). Essentially algebraic specifications are interesting for computer scientists, not only because they are a well-behaved generalization of ordinary algebraic specifications, but mainly because theories of many kinds of specification formalisms are in fact initial algebras for some essentially algebraic specification. For instance, we will show in the next section that theories of sketches can be constructed as initial algebras of essentially algebraic specifications.
Hence, if we have a theorem prover for essentially algebraic specifications, it can also serve as a theorem prover for all kinds of sketches. Recently, a number of proof systems for finite limit sketches (and hence, for essentially algebraic specifications) have been introduced ( [BW94, Mak93] ). Proof systems for hep-specifications ( [Rei87] ), left exact logic ( [McL86] ) and lim-theories ( [Cos79] ) have been known for many years. However, these proof systems do not seem very suitable for automated theorem proving. Since essentially algebraic specifications have a distinct algebraic flavour, one might hope for the existence of a proof system similar to equational deduction. In this section, we develop such a proof system. Since the technology of equational deduction is well-understood, this proof system is very suitable as the underlying deduction system of an automatic theorem prover.
Definition and first properties
Recall that an ordering on a set X is well-founded iff every strictly decreasing chain of elements of X must be finite. For example, the usual ordering on the natural numbers is well-founded, while the usual ordering on the integers is not.
Definition 1 A (multi-sorted) essentially algebraic specification (S, Ω, E), consists of:
1. A set of sorts S.
2. A set Ω of operation symbols, with a well-founded ordering on Ω.
A set E of equations built on the operation symbols in Ω.
Every operation symbol ω ∈ Ω has an arity (which is a list of sorts), a result-sort and a set Def(ω) of equations with the same arity as ω, called the set of domain conditions. The equations in Def(ω) may only use operation symbols that are smaller than ω in the ordering of Ω.
We denote an operation symbol ω with arity S 1 S 2 · · · S n and result-sort S r as ω : S 1 × · · · × S n → S r . The arity of a term t(x 1 , . . . , x n ) on variables x 1 , . . . , x n (where the sort of x i is S i ) is the list of sorts S 1 , . . . , S n . For convenience, we will assume that the lefthandside and the righthandside of an equation always have the same arity (this is no restriction, since a term t(x 1 , . . . , x n ) does not have to use each of the variables x i ). This arity is also called the arity of the equation. The result of simultaneously substituting the variables x i in a term t(x 1 , . . . , x n ) by the terms u i will be denoted:
can also be applied to an equation: this means that the substitution must be applied to both sides of the equation. Finally, a substitution can also be applied to a set of equations E, denoted E[x i ← u i ], which means: apply the substitution to all equations in the set. It is always assumed that the u i have the correct sort.
When giving examples of essentially algebraic specifications, we will assume that ω 1 < ω 2 in Ω implies that ω 1 is declared before ω 2 . Hence, the domain conditions of an operation symbol may only use already declared operation symbols. In this paper, we will only consider specifications with a finite set of sorts, a finite set of operators and a finite set of equations. Moreover, we assume that the sets Def(ω) are all finite too. Example. The prototypical example of an essentially algebraic specification, is the specification of small categories. In this specification, you have two sorts (Objects and Arrows) and four operations: the id-operator associates with each object the identity arrow at the object, the source and target operators associate with every arrow respectively the source-object and target-object of the arrow, and the composition operator(•) associates with two consecutive arrows their composition. We denote this specification as follows:
Specification 1 Categories.
sorts
Objects, Arrows oprns id : Objects −> Arrows source : Arrows −> Objects target : Arrows −> Objects o :
In this example, only • is a partial operator: composition is only defined on consecutive arrows f and g, i.e. if the source of f equals the target of g. The domain condition on an operator appears directly after its declaration. The ordering on the operators is here: source < o and target < o, since source and target are used in the domain definition of o. The rest of this specification should be self-explanatory. Definition 2 A model of an essentially algebraic specification (S, Ω, E) is an Sindexed set A, together with, for every operation symbol ω : S 1 × · · · × S n → S r a partial function ω A : A S1 × · · · × A Sn → A Sr such that all equations in E are satisfied. Moreover, ω A is defined on an n-tuple (x 1 , . . . , x n ) iff for this n-tuple all equations in Def(ω) are defined and satisfied. If Def(ω) is empty, ω A must be defined everywhere.
Interpretation of terms in a model is defined in the usual way. Satisfaction of equations is defined as: if both sides of the equation are defined, then they are equal. A model of a specification Π will also be called a Π-algebra or an algebra of the specification Π. Models of the specification given above are exactly small categories.
We extend the definition of domain condition to terms. Let t be a term. We define Def(t) to be a set of equations of the same arity as t in the following recursive way:
Using the fact that Def(ω) is finite, it is easy to see that this recursion terminates with a finite set of equations.
Lemma 1 A term t on variables (x 1 , . . . , x n ) is defined at a valuation (v 1 , . . . , v n ) iff all equations in Def(t) are defined at and satisfied by the valuation (v 1 , . . . , v n ).
The proof is trivial.
Lemma 2 There exists no infinite chain: s 0 , s 1 , s 2 , . . . of terms s i , such that for each i, s i+1 occurs as the lefthandside or righthandside of an equation in Def(s i ).
Proof: To prove this, we use the Recursive Path Ordening (RPO), described in [Der82] , which is a well-founded ordering on terms. It is easy to prove that every term occurring in the domain condition of ω is RPO-smaller than the term ω(x 1 , . . . , x n ), if we use the ordering on Ω as the precedence relation on the function symbols. Since RPO is stable under substitution, and is a simplification ordering (a subterm of a term is smaller than the term itself), one can conclude that each s i+1 must be RPO-smaller than s i . Since RPO is a well-founded ordering, this proves the lemma. 2 Definition 3 A homomorphism of models h : A → B is an S-indexed family of functions h, with h Si : A Si → B Si such that for each ω : S 1 × · · · × S n → S r ∈ Ω and whenever ω A (x 1 , . . . , x n ) is defined,then
(It is easy to see that the righthandside is defined too)
Homomorphisms of models of the specification of categories (specification 1) are exactly functors between the corresponding categories.
Let Π = (S, Ω, E) be an essentially algebraic specification. The category of models of Π is denoted as Π-Alg. It is well-known that Π-Alg is complete and cocomplete, and that the underlying functor from Π-Alg to Set S has a left adjoint. We do not prove these properties here. A proof can be found in [AR94] . However, we will give a construction of the left adjoint of the underlying functor in the following section.
is an arbitrary term b e 1 (x 1 , . . . , xn) = e 2 (x 1 , . . . , xn) is an axiom in E 1.2 Equational deduction
Ordinary equational deduction is unsound
The fact that terms may not be defined everywhere can cause ordinary equational deduction to be unsound. Consider for instance the following deduction on variables x and y of sort Objects:
We deduce that id(x) = id(y) which is clearly not valid in all categories. The problem is that the intermediate term id(x) o id(y) may be undefined. To solve this problem of possibly undefined terms in deductions, we will change the rules of equational deduction to ensure that we will only work with terms that are defined everywhere. We will give an inference system, which is a restricted equational deduction system, that can deduce all equalities between terms that are defined everywhere.
Inference rules for restricted equational deduction
Let Π = (S, Ω, E) be an essentially algebraic specification, and let X be an Sindexed set of variables. The rules of the inference system INF(Π, X) are listed in table 1. If Def(t) is empty for all terms t (which is the case when there are no domain conditions), these rules are just the rules for equational deduction on a fixed set of variables X. Hence, in the presence of domain conditions, the inference system is a restricted form of equational deduction: more premisses have to be proved before you may draw a conclusion. We will show that this inference system is sound and complete for terms that are defined everywhere in all algebras.
Lemma 4 s = t is derivable only if Def(s) and Def(t) are derivable.
Proved by induction on the number of inference steps necessary to infer s = t, and using lemma 3.
Lemma 5 t = t is derivable iff Def(t) is derivable.
Follows from rule (REFL) and previous lemma.
Lemma 6 Suppose t i = u i is derivable for i = 1, . . . , n, with t i and u i of sort S i , and suppose s is a term of arity S 1 × · · · × S n . Then the following statements are equivalent:
Proof: That 3 implies 1 and 2 follows from lemma 4. That 1 and 2 together imply 3 follows from rule (SUBTERM). It remains to prove that 1 and 2 are equivalent. This is proved by induction: suppose the lemma is true for all terms occurring in Def(s), we show that this implies that the lemma is true for s. By lemma 2, this proves the result. So, assume the lemma is true for l and r with l = r ∈ Def(s). The fact that
But since the lemma is true for l and r, it follows that l[
Combined with lemma 3, this proves that 1 implies 2, and by symmetry, that 2 implies 1.
2
Theorem 1
The inference system INF(Π, X) defines a Π-algebra, and this Π-algebra is the free Π-algebra on X.
Proof: First we show that INF(Π, X) defines a Π-algebra, which we will call F (X). Consider the S-indexed set T , where T Si contains the terms t of sort S i for which Def(t) is derivable. The equality relation defined by the inference system defines an equivalence relation on each T Si (it is easy to see that only equalities of terms of the same sort are derivable). The carrier of F (X) will be T / =, the quotient of T by the equivalence relation =. The equivalence class of a term t will be denoted as [t] . Now, suppose ω : S 1 × · · · × S n → S r is an operation symbol. By lemma 6, we have that, t i = u i implies that ω(t i ) = ω(u i ) if these last two terms belong to T . Hence, we can define the interpretation of the operation symbol ω as:
Hence, it is easy to see that ω is defined on a tuple of terms t i iff the domain conditions for ω are defined and satisfied.
Finally, by rule (INST), all axioms are satisfied, and hence INF(Π, X) defines a Π-algebra.
It remains to prove that F (X) is the free Π-algebra on X. We have to prove that any valuation h : X → U (A) of the variables X in the underlying S-indexed set of a Π-algebra A extends uniquely to a Π-homomorphismĥ : F (X) → A. First note that all variables in X belong to T , since Def(x) for a variable x is empty. Defineĥ in the following way:
Clearly this is the only possible definition forĥ, but we must prove that it is welldefined. We must show that [t 1 ] = [t 2 ] implies thatĥ(t 1 ) =ĥ(t 2 ) for any algebra A. This can be proved by induction on the number of steps necessary to derive t 1 = t 2 . 2
As corollaries of theorem 1, we obtain:
Corollary 1 (Soundness) If t 1 = t 2 is derivable by INF(Π, X), then t 1 and t 2 are defined everywhere and their values are equal for all possible valuations in all possible Π-algebras.
Proof: Since t 1 and t 2 are elements of the free Π-algebra on X, any valuation of the variables in any algebra, extends to a value for t 1 and t 2 . Hence, they are defined everywhere in every algebra. Moreover, since the interpretations of t 1 and t 2 in the free Π-algebra are equal, they must necessarily be equal for any valuation in any algebra. 2
Corollary 2 (Completeness) Suppose t 1 and t 2 are two terms on variables X that are defined everywhere in every Π-algebra, then Def(t 1 ) and Def(t 2 ) are derivable by INF(Π, X). Moreover, if the values of t 1 and t 2 are equal for all possible valuations in all possible Π-algebras, then t 1 = t 2 is derivable.
Proof: Since t 1 and t 2 are defined everywhere in every algebra, they are certainly defined at the tuple ([
in the free Π-algebra on X, where the x i 's are the elements of X. Hence, Def(t 1 ) and Def(t 2 ) are derivable.
Since their values at ([
] and hence that t 1 = t 2 is derivable. 2
Automatic theorem proving in essentially algebraic theories
An automatic theorem prover is more than just a deduction system. One also needs a controlling algorithm (a proof procedure) to decide in which order the inference rules will be applied. In this section, we argue that techniques from equational deduction (like rewriting and completion) and techniques from deduction in Horn clause theories (like paramodulation and resolution) can be used to build such an algorithm. However, further research is necessary to optimize these techniques for the deduction system in table 1.
Lemma 7 Suppose l = r is provable by the deduction system in table 1. Then there exists an ordinary equational deduction:
such that each of the terms t i is defined everywhere.
With an ordinary equational deduction, we mean a sequence of terms t 0 = t 1 = · · · = t n , such that t i is obtained from t i−1 by replacing a subterm s by another term s , where s = s is an instantiation of one of the axioms. The proof of this lemma is trivial. In other words, we do a conditional equational deduction, where we may apply a particular instantiation of an axiom, only if both sides of this instantiation are defined everywhere. With a specification Π = (S, Ω, E), one can associate a set of conditional equations in the following way: for each equation l = r ∈ E, you have a conditional equation with premisses Def(l) ∪ Def(r) and conclusion l = r. By the previous lemma, proving the equality of two terms l and r that are defined everywhere by means of a conditional equational deduction with this set of conditional equations corresponds to a proof l = r by means of the deduction system in table 1.
For conditional equational deduction, good proof procedures exist. Conditional rewriting, originally studied by Kaplan ([Kap84] ), combined with conditional equational completion ([Gan91]) can be used as an efficient means to prove theorems by conditional equational deduction. Since the proof procedures described in [Gan91] are rather technical, we refrain from discussing them here.
In summary, a proof procedure to prove theorems with the deduction system in table 1 might proceed as follows. To prove a given equation l = r:
1. First prove (recursively) the equations in Def(l) and Def(r). Because of lemma 2, the recursion terminates.
2. If Def(l) and Def(r) are provable, then prove the equation l = r by means of the proof procedure for conditional equational deduction described in [Gan91] .
Note however that, although this proof procedure can efficiently prove many simple equations, it can also diverge (run forever). Since deciding the validity of equations in an essentially algebraic theory is only semi-decidable, this can not be avoided.
A set of conditional equational axioms is also a simple case of a Horn clause theory with equality. The technology of deduction in these theories is also wellunderstood, and hence, a theorem prover for essentially algebraic specifications could also be based on resolution, paramodulation and narrowing. We refer the reader to the monograph by Padawitz ([Pad88] ) for a detailed description of these techniques.
Specifying structured categories
In this section, we will give essentially algebraic specifications for various kinds of structured categories. We start from the specification of categories (specification 1), and we will extend this specification with new operations and axioms to specify the existence of a terminal object, binary products, equalizers, and their duals.
That such structured categories can be specified in an essentially algebraic way has been known for a long time in the category theory community ( [LS86] ). But since we will need these specifications to construct theories of sketches in the next section, we have chosen to present them in full detail anyway.
Categories with finite products
To specify the existence of a terminal object, we need a constant 1 of sort Objects (the terminal object), and operations and axioms expressing the existence and the uniqueness part of the universal property of the terminal object. To express the existence part of the universal property, we introduce a new operator <> of sort Objects − > Arrows, which gives for each object the unique arrow from that object to 1. Then, axioms are added to ensure the uniqueness part of the universal property.
Specification 2 Terminal object.
We prove that 1 is indeed terminal. Let a be an element of sort Arrows in any algebra, with source X and target 1.
Models of specification 1, extended with the operations and axioms in specification 2 are exactly small categories with a chosen terminal object. Homomorphisms are functors preserving the terminal object on the nose.
Existence of chosen binary products is specified as follows:
Specification 3 Chosen binary products.
oprns : Objects x Objects −> Objects p1 : Objects x Objects −> Arrows p2 : Objects x Objects −> Arrows
It is easy to prove that the axioms do characterize (X * Y, p 1 (X, Y ), p 2 (X, Y )) as a product cone over X and Y : Let (f : Z → X, g : Z → Y ) be a cone over two arbitrary objects X and Y in any algebra. The existence part of the universal property is satisfied by the arrow < f, g >. Now, let h be any arrow such that
and hence, the uniqueness part of the universal property is also satisfied. If we extend the specification of categories (specification 1) with the operations and axioms specifying the existence of a terminal object and binary products (specifications 2 and 3), we obtain a specification with as models categories with chosen terminal object and chosen binary products. As a consequence, the models are small categories with finite products, and any small category with finite products can be turned into a model of this specification by choosing a distinguished terminal object and distinguished binary products.
Equalizers
The existence of equalizers can also be specified in an essentially algebraic way, by means of the following operations and axioms.
Specification 4 Equalizers.
The operation ker gives the equalizer of two parallel arrows. The universal property of the equalizer is encoded in the operation fac. fac(f, g, h) is only defined if f • h = g • h, and in that case, it gives the factorization of h through the equalizer. This is summarized in the following diagram:
Again, it is easy to verify that ker(f, g) is indeed an equalizer of f and g: existence part of the universal property is ensured by the operation fac, and suppose i is an arbitrary factorization of h through the equalizer of f and g, then we prove that:
Specification 1, extended with the operations and axioms in specifications 2, 3 and 4 has as models small categories with chosen terminal object, binary products and equalizers. As a consequence, the models are small, finitely complete categories, and any small finitely complete category can be turned into a model of this specification by choosing a distinguished terminal object, distinguished binary products and distinguished equalizers.
Colimits
The existence of an initial object, binary coproducts and coequalizers can also be specified. The specifications are just the duals of the specifications of a terminal object, binary products and equalizers.
Sketches and their theories
Sketches can be defined in a number of different but equivalent ways. Our definition follows closely the definition given by Barr and Wells([BW90] ). It is important to note that we allow only finite limit cones and finite colimit cocones in our definitions (hence, we define finitary sketches).
That the theory of a sketch can be constructed as the initial algebra of an essentially algebraic specification is well-known in the category theory community. Wells ([Wel90, BW94]) explains in detail how to construct theories as initial algebras of Finite Limit sketches, and Finite Limit sketches are well-known to be equivalent to essentially algebraic specifications ( [AR94] ).
However, since we know of no paper giving the details of the construction of the theory of a sketch as an initial algebra in the essentially algebraic framework, we decided to include a detailed construction in this paper. We give the construction for the finite limit part. Finite colimits are handled in a dual way.
Finite Limit sketches
Definition 4 A finite limit sketch is a tuple (G, D, L) , where G is a small graph, D a set of finite diagrams in G and L a set of finite cones in G.
Definition 5 A model of a finite limit sketch (G, D, L) in a finitely complete category C is a graph homomorphism M :
In this paper, we will usually consider models in Set or in FinSet.
Definition 6 A homomorphism of models M 1 and M 2 of a finite limit sketch is a natural transformation from M 1 to M 2 .
Models and homomorphisms of models form a category, which will be denoted Mod(S, C). Example. As an example, we will specify thin graphs, which are graphs with at most one arrow between any two nodes. The sketch is given in figure 1 . The category C is called the theory of the sketch, and it is determined up to equivalence. The model M is called the universal model. A proof of this proposition can be found in standard textbooks on category theory ( [BW85, Bor93] ). A construction of the theory will be given in the next section. Interesting consequences of this proposition are that model categories of finite limit sketches in Set are complete and cocomplete, and that Mod(S, Set) is equivalent to a reflective subcategory of Fun(C, Set), where C is a small, finitely complete category.
The theory of a finite limit sketch
The theory and the universal model of a finite limit sketch can be constructed as an initial algebra of an essentially algebraic specification. Given a finite limit sketch (G, D, L), we construct a corresponding essentially algebraic specification in the following way:
1. Start from the essentially algebraic specification of finitely complete categories. I.e. specification 1, enhanced with the operations and axioms specifying existence of a terminal object, binary products and equalizers (specifications 2, 3 and 4).
2. For each object X of G, we add a constant of sort Objects, and for each arrow f , we add a constant of sort Arrows.
3. For each arrow f : X → Y of G, we add two axioms:
Every path in D corresponds to a term in the essentially algebraic specification that we are constructing: The empty path at X, corresponds to id(X), and a path (f 1 , f 2 , . . . , f n ) corresponds to f 1 o f 2 o ... o f n (because of the associativity axiom, it does not matter how we bracket this term). For each diagram D in D, and for each pair of different paths between the same two nodes in D, we add an axiom stating the equality of the two terms corresponding to the two paths.
For each cone Π : L → D in L:
(a) Construct the limit of D by means of the chosen terminal object, the chosen binary products, and the chosen equalizers.
(b) Construct the factorization of the cone Π : L → D through this limit. This factorization is given by a term t of sort Arrows. If Π : L → D cannot be proved to be a commutative cone by means of the diagrams in D, then t will be undefined. Therefor:
(c) Add all equations in Def(t) as axioms, thus stating that the factorization through the limit exists. (Equivalently, one could add the axioms stating the commutativity of the cone Π : L → D.) (d) State that the factorization is an isomorphism by adding a new constant of sort Arrows, and adding axioms stating that this new arrow is the inverse of t.
An algebra for this specification consists of a finitely complete category (with chosen terminal object, binary products and equalizers), together with an interpretation of the objects and arrows of the graph of the sketch as objects and arrows of this finitely complete category. Moreover, this interpretation is a model of the sketch: all diagrams are taken to commutative diagrams, and all cones are taken to cones that are isomorphic to the canonical limit cones. Homomorphisms between algebras M : S → C and M : S → C are functors F : C → C preserving finite limits on the nose and such that F • M = M . The initial algebra of the essentially algebraic specification corresponds to a model M of the sketch such that any other model in any other (small) finitely complete category with chosen terminal object, binary products and equalizers factors uniquely through M .
Given that we know that the theory exists, and that it is actually a small category, we conclude that the initial algebra defines the theory and the universal model.
Note that the initial algebra is determined up to isomorphism, whereas the theory of a finite limit sketch is only determined up to equivalence. The reason for this is that the essentially algebraic specification actually specifies categories with chosen limits, and homomorphisms must preserve the limits on the nose. In such a framework, the theory is indeed defined up to isomorphism. Example. Consider the finite limit sketch in figure 1. The corresponding essentially algebraic specification is given as specification 5. Axioms 1 to 26 are the axioms that specify finitely complete categories. Axioms 27-33 are added in steps 3 and 4 of the construction. In step 5, we construct the limit of the one cone in L as the equalizer of the following diagram:
Hence, the factorization of the given cone through this limit is given by the term:
All the equations in Def(t) can be proved from axioms 1-33, and hence it is not necessary to add them as axioms.
Finally, to state that t is an isomorphism, a new constant (iso) is added, and axioms 34-37 ensure that iso is the inverse of t.
Specification 5
The essentially algebraic specification corresponding to the sketch in figure 1. Again, we will use the notation Mod(S, C) for the category of models of S in C. Example. We specify connected graphs, which are graphs that can not be decomposed into a sum of two non-empty disjoint subgraphs. In other words, the smallest equivalence relation on the set of objects, generated by the arrows, must relate any object to any other object. Or: the coequalizer of the source and target functions must be the terminal set. This is specified in the sketch in figure 2. The formal 
The theory of a general sketch
The theory of a general sketch can also be constructed as the initial algebra of an essentially algebraic specification. Diagrams and limits are handled as explained in section 2.2. Colimits are handled in a way dual to the way limits are handled.
Proving the equivalence of theories
Two syntactically different sketches can generate the same theory (up to equivalence), indicating that they are two different specifications of the same class of
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2 2 e e e e e e e e To facilitate comparing the two sketches, we have used different names in sketch 3: we have used P for the set of points (nodes) and E for the set of edges (arrows). In sketch 3, thin graphs are specified by saying that the set of edges must be a subset of the cartesian square of the set of points. Although sketches 1 and 3 are syntactically different, it should be obvious that they specify the same mathematical structure, i.e. thin graphs. This is reflected by the fact that their theories are equivalent.
In this section, we want to outline a procedure to prove the equivalence of the theories of two given sketches.
An equivalence between two categories induces an isomorphism between their skeletons. Since isomorphisms are easier to work with from a computational point of view, we work with skeletal theories. Recall that theories can be constructed as initial algebras of essentially algebraic specifications. To construct the skeletal theory, it suffices to add the following operators and axioms to the specification: Specification 6 Skeletal categories.
The operation skel is only defined on pairs of arrows that are inverse isomorphisms, and the axioms state that these isomorphisms must have the same source and target. As a consequence, the category must be skeletal. For example, to construct the skeletal theory of the sketch in figure 1, add these operators and axioms to specification 5, and construct the initial algebra of the resulting specification. Now, given a sketch S, and its universal model in its skeletal theory M : S → T , composition with M induces an isomorphism between models of S in an arbitrary skeletal category C (with the necessary structure) and functors from T to C preserving the structure. Let H be an arbitrary model, then we denote the functor corresponding to H under this isomorphism as H. If F is an arbitrary functor preserving the necessary structure, we denote by F the corresponding model. Proposition 3 Given two sketches S 1 and S 2 and their universal models M 1 : S 1 → T 1 and M 2 : S 2 → T 2 in their skeletal theories. T 1 and T 2 are isomorphic iff there exist models i 1 : S 1 → T 2 and i 2 :
Proof: First, suppose that T 1 and T 2 are isomorphic. This means that there exist functors I 1 : T 1 → T 2 and I 2 : T 2 → T 1 such that I 1 • I 2 and I 2 • I 1 are identities. Consider the following diagram:
We prove that M 1 = I 2 • I 1 :
and hence M 1 = I 2 • I 1 . In a similar way, one can show that M 2 = I 1 • I 2 . Setting i 1 = I 1 and i 2 = I 2 , this proves one direction of the proposition. Secondly, suppose models i 1 and i 2 exist such that M 1 = i 2 • i 1 and M 2 = i 1 • i 2 . It is straightforward to verify that i 1 and i 2 are inverse isomorphisms between T 1 and T 2 .
2 Hence, the following procedure can be used to prove the equivalence of two theories:
1. Find graph homomorphisms i 1 and i 2 from the underlying graphs of each of the two sketches to the skeletal theory of the other sketch.
2. Prove that these graph homomorphisms constitute models.
3. Compute i 1 • i 2 and i 2 • i 1 .
Prove that
If we construct the skeletal theories of the sketches as initial algebras of an essentially algebraic specification, steps 2 and 4 can be performed automatically by means of the proof procedure described in section 1.2.3. Since i is just the homomorphic extension of i, step 3 is trivial. Only step 1 is very hard to automate: we do not know of any algorithms to find suitable graph homomorphisms. The only possibility is to try them all in an exhaustive way. Since this is hopelessly inefficient, we will require user assistance for step 1. In the applications further in this paper, we will always assume that suitable graph homomorphisms are given by the user. If you suspect two sketches to be equivalent, you probably have a translation from one sketch to the other in mind. This translation is exactly the graph homomorphism that is needed in step 1. Hence, we see that we can subdivide the proof of equivalence of the theories of two sketches in two parts: a part that requires insight and understanding of the sketches (namely, giving the translation from each of the sketches to the other), and a tedious but mechanisable verification part.
Let us prove the equivalence of the sketches in figures 1 and 3. The skeletal theories are constructed as initial algebras of an essentially algebraic specification. Hence the objects and arrows of the theories are equivalence classes of terms. The graph homomorphisms i 1 and i 2 are:
Verifying that these are indeed graph homomorphisms requires already verifying the validity of the following equations: (N,N) 
Finally, verifying that i 1 • i 2 = M 2 and i 2 • i 1 = M 1 requires verifying the following equations: s = p1(N,N) o <s,t> t = p2(N,N) o <s,t> P2 = P*P i = <q1 o i, q2 o i> q1 = p1(P,P) q2 = p2(P,P)
All these equations are easily verified by an automatic theorem prover based on the inference system in table 1.
Semantic data specifications
Semantic data specifications, like Chen's Entity-Relationship diagrams( [Che76] ) have been used for many years in the early stages of database design, and more recently, they have become key ingredients of object-oriented software development methodologies ([CY90, VBLSVR91, SLD + 95]). The goal of a semantic data specification is to build a mathematical abstraction of a small part of the real world. This small part of the real world is usually called the universe of discourse (UoD) in the database literature. The models of the data specification are possible states of the UoD, and will be the structures stored in the database, or operated upon by the computer program that is to be designed.
A semantic data specification consists of two parts. The first part specifies the structure and the interdependencies of the various entities in the real world about which we want to store information. The second part indicates what kind of information we want to store about each type of entity. In this paper, we only consider the first part: we will show that sketches are a convenient formalism for this part of the data specification. In the sequel of this paper, if we talk of a data specification, we actually mean this first part, specifying the structure of the entities in the UoD. For more details of the second part (the attribute part) of the data specifications, we refer the reader to [PS95, Pie96] .
Sketches for semantic data specifications
A database stores information about entities in the real world. Usually, this set of entities is a highly structured set, and one of the goals of a semantic data specification is to describe this structure in a precise and unambiguous way. We indicate by means of an extended example how this can be done using sketches.
The graph of a specification
A first observation one can make is that the set of entities is usually a typed set: the entities are classified according to their type. For example, when specifying a library system, possible entity types are: persons, libraries, members, books,. . . We say that a dependency exists between two entity types T 1 and T 2 if an entity of type T 1 can only exist if it is associated with an entity of type T 2 . For example: in a library system there is a dependency between the member-type and the persontype. Every member is always associated to a person. In a similar way, there exists a dependency between member and library: every member is also associated to a library.
Entity types and dependencies are specified by means of a graph: the entity types are the nodes of the graph and dependencies between T 1 and T 2 are arrows from T 1 to T 2 . For example, the following graph:
specifies the entity types and dependencies that we have discussed in the previous paragraph. Possible states of the UoD, or equivalently possible instances of the database correspond to graph homomorphisms into FinSet: at any time, the database will contain a finite number of entities of each type (hence, every entity type is associated with a finite set), and for every dependency d : T 1 → T 2 there must be given a function between the set of entities of type T 1 and the set of entities of type T 2 . The graph above specifies only a very small part of a library system. A more complete graph is given in figure 4 . We discuss the various entity types and dependencies in this graph. We have already explained entity types PERSON, MEMBER and LIBRARY. Of course libraries own books, and this is specified by introducing entity where l is a library and b is a book. We must distinguish between two meanings of the word 'book': physical books (as in "The book that is lying on my desk") are entities of type BOOK, and abstract books (as in "The book [BW90] by Barr and Wells") are entities of type ABSTRACT-BOOK. Of course, there is a dependency between books and abstract books: every physical book must be associated to an abstract book, i.e. BOOK is a multiset over ABSTRACT-BOOK.
Entities of type BORROW are borrows of books. Every borrow must be done by a member (dependency from BORROW to MEMBER) and every borrow is actually a borrow of a book possessed by a library (dependency from BORROW to POSSESSION).
Finally, entity types MAN and WOMAN and their dependencies should be selfexplicatory.
Constraints
As we have already indicated, states of the UoD correspond to graph homomorphisms from the graph of the specification to the underlying graph of FinSet. At a given moment in time, there will exist a finite number of entities of each type, and dependencies between entity types will define functions between the finite sets of entities of these types. However, not every graph homomorphism from the graph of the specification corresponds to a possible state of the UoD. Hence, we want to single out those graph homomorphisms which do correspond to possible states of the UoD by stating constraints. In this section, we want to argue that the kind of constraints that one can state in a sketch are sufficient. Of course, it is not possible to prove this claim, since the kind of structures we are specifying are not a priori given mathematical structures, but real-world structures.
Let us call the graph of the specification G. A commutativity constraint is given by a diagram D in G. A graph homomorphism M : G → FinSet satisfies the commutativity constraint iff M (D) is a commutative diagram in FinSet.
For example, since a member can only borrow books that are owned by the library that he is a member of, the following commutativity constraint must be stated in our specification: An entity of this type is a part in a movie, which is of course always played by an actor. Hence we have dependencies from PART to MOVIE and ACTOR. We assume that it is possible for one actor to play more than one part in a given movie.
Semantical equivalence of data specifications
In this section, we show that the proof procedure for proving the equivalence of the theories of two sketches has interesting applications when one uses sketches to make semantic data specifications.
Introduction: The view integration problem
The specification and design of a large database is usually done by a team, and not by one single person. Every member of the team specifies a part of the UoD, and then all these parts are integrated into one large specification. Unfortunately, the different parts are usually not completely disjoint, and moreover, many different specifications of the same part of the UoD are possible. Hence, it is very likely that the overlapping parts are specified in a number of syntactically different ways. Hence, the process of integrating the different parts is more complex than one might think at first sight. The same problem of integrating different, partly overlapping specifications, is also very important for distributed databases: given the specifications of each of the component databases, we want to integrate them into one large specification of the distributed database. This problem is known in the database literature as the view integration problem, and it has been studied very intensively. A survey of the different methodologies for attacking the view integration problem can be found in [BLN86] or in [SP91] . An important goal of the research on the view integration problem is to automate the integration process as much as possible. The usual approaches are of a very heuristic nature: heuristic algorithms are designed, that try to detect similarities in the different specifications. The view integration process can be subdivided in a number of steps:
1. Determine which parts are overlapping.
2. Check whether these overlapping parts are indeed specified in a semantically equivalent way.
4. Convert the semantically equivalent parts to the same syntactic form. This may require translating models of the specification to equivalent models of the chosen equivalent specification, if we are integrating existing databases.
5. Now that all overlapping parts are specified in the same syntactical way, it is easy to integrate the various specifications.
Step 1 is usually performed by a heuristic algorithm which looks for similarities (for example entity types with the same or synonymous names). There is no guarantee that such algorithms are complete or correct, and the final decision is left to the database designer. Steps 2, 3 and 4 are usually not automated, because they require knowledge of the meaning of the specifications, and this meaning is usually not formal. If we want to automate steps 2, 3 and 4 of the view integration process, we need a formal definition of semantical equivalence of data specifications. Finally, step 5 is a simple syntactic operation which can easily be automated.
A formal approach to view-integration of sketch-like data specifications has been developed by Diskin and Cadish ([Dis95, CD95] ). They emphasize steps 4 and 5 of the integration process. Essentially, their approach requires the database designer to state a number of correspondence equations. These correspondence equations describe in a precise way the overlappings between the specifications that have to be integrated. Given these correspondence equations, the integrated specification is computed as a colimit of a diagram of sketches. However, they do not discuss how to verify whether the overlapping parts are indeed specified in semantically equivalent ways, and no formal definition of semantical equivalence is given.
In the remainder of this paper, we propose a possible definition of semantical equivalence, and we show that the proof procedure for proving the equivalence of the theories of two sketches can be used to prove semantical equivalence.
Definition of semantical equivalence
Step 2 of the view integration process, requires us to check whether two given specifications are semantically equivalent. Let us say that two data specifications are semantically equivalent (or just equivalent) if they are both specifications of the same UoD. This criterium of "specifying the same UoD" is only an informal criterium. A suitable formalization of this criterium is ( [Pie96] ): Definition 10 Two data specifications are semantically equivalent or equivalent iff their model categories in FinSet are equivalent as categories.
Hence, equivalence of the theories of the data specifications is a sufficient condition for semantical equivalence. However, it is not necessary. In section 5.3, we will see an example of two data specifications describing the same UoD that have the same model category in FinSet but that do not have equivalent theories.
Proving semantical equivalence
The problem of determining whether two given data specifications are semantically equivalent is called the equivalence problem. The equivalence problem in general is undecidable. This follows from the fact that the finite satisfiability problem for firstorder theories can be reduced to the equivalence problem. Finite satisfiability of a finite set of first-order logic sentences is well-known to be undecidable ( [AHV95] ).
However the procedure described in section 3 to prove the equivalence of the theories of two sketches can be used as an incomplete but powerful method for proving semantical equivalence. First note that equivalence of the theories of the data specifications implies semantical equivalence. Even if their theories are only equivalent modulo a number of extra axioms that are valid in FinSet(like the universality of colimits, the disjointness of sums, the fact that every epi is regular, etc. . .), this is still a sufficient condition for semantical equivalence. In fact, from the conceptual completeness theorem ( [MR77] ), it follows that a map between theories will induce an equivalence of model categories (in Set) iff the theories are equivalent modulo the axioms for a pretopos.
Proving the equivalence of theories modulo a number of essentially algebraic axioms that are valid in FinSet can be done using the proof procedure described in section 3. Example. Consider the following data specifications: 
Instead of introducing one entity type for persons, and decomposing it into a disjoint sum of man and women, one can also introduce separate entity types for men and women and for male members and female members: 
These two specifications are semantically equivalent. Yet their theories are not equivalent. However their theories are equivalent modulo the universality of sums (i.e. the pullback of a sum is again a sum). Since sums are universal in FinSet and since universality of sums can be stated as an essentially algebraic axiom, the proof procedure of section 3 can be used to prove semantical equivalence of specifications 1 and 2.
Conclusion
We have presented a deduction system for essentially algebraic specifications that is very suitable as the underlying deduction system of an automated theorem prover. Using the fact that theories of sketches can be constructed as initial algebras of an essentially algebraic specification, we were able to develop a semi-automatic proof procedure to prove the equivalence of the theories of two sketches. Since sketches are a suitable formalism for making semantic data specifications, and since equivalence of theories (if necessary modulo a number of axioms valid in FinSet) is a sufficient condition for semantical equivalence of data specifications, this proof procedure is an incomplete but powerful tool to prove semantical equivalence.
