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一种用于阿尔茨海默病分类的二阶段多任务
特征选择算法
杨晨晖＊，侯超群
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摘要：阿尔茨海默病（Ａｌｚｈｅｉｍｅｒ′ｓ　ｄｉｓｅａｓｅ，ＡＤ）具有数据量少、多模态以及高维度等特点．为了对ＡＤ进行有效的预测，
首先提出一个基于类内方差最小化的多任务特征选择（ｍｉｎｉｍｕｍ　ｉｎｔｒａ－ｃｌａｓｓ　ｖａｒｉａｎｃｅ－ｂａｓｅｄ　ｍｕｌｔｉｔａｓｋ　ｆｅａｔｕｒｅ　ｓｅｌｅｃｔｉｏｎ，
ＭＩＶＭＴＦＳ）算法，然后结合基于有效距离的拉普拉斯分数特征选择（ｅｆｆｅｃｔｉｖｅ　ｄｉｓｔａｎｃｅ－ｂａｓｅｄ　ｌａｐｌａｃｉａｎ　ｓｃｏｒｅ　ｆｅａｔｕｒｅ　ｓｅ－
ｌｅｃｔｉｏｎ，ＥＤＬＳＦＳ）算法和 ＭＩＶＭＴＦＳ算法，提出一种二阶段多任务特征选择（ｔｗｏ－ｓｔａｇｅ　ｍｕｌｔｉ－ｔａｓｋ　ｆｅａｔｕｒｅ　ｓｅｌｅｃｔｉｏｎ，
ＴＳＭＴＦＳ）算法．ＴＳＭＴＦＳ算法先利用ＥＤＬＳＦＳ算法在保持特征局部结构的情况下对原始样本特征进行无监督预降维，
再利用 ＭＩＶＭＴＦＳ算法对降维后的特征进行有监督地再降维，最终获得一个精简特征子集．实验部分主要包括ＡＤ的２
个二分类任务，并分别对单模态数据和多模态数据进行实验．实验结果验证了ＴＳＭＴＦＳ算法在ＡＤ领域能够缓解单模
态特征选择的信息不够充分、样本量少以及特征维度高等不足．
关键词：阿尔茨海默病；类内方差；有效距离；多任务特征选择；拉普拉斯分数
中图分类号：ＴＰ　３９１　　　　　　文献标志码：Ａ　　　　　文章编号：０４３８－０４７９（２０１８）０５－０７０８－０７
收稿日期：２０１８－０１－０４　　录用日期：２０１８－０６－２０
＊通信作者：ｃｈｙａｎｇ＠ｘｍｕ．ｅｄｕ．ｃｎ
引文格式：杨晨晖，侯超群．一种用于阿尔茨海默病分类的二阶段多任务特征选择算法［Ｊ］．厦门大学学报（自然科学版），２０１８，
５７（５）：７０８－７１４．
　Ｃｉｔａｔｉｏｎ：ＹＡＮＧ　Ｃ　Ｈ，ＨＯＵ　Ｃ　Ｑ．Ａ　ｔｗｏ－ｓｔａｇｅ　ｍｕｌｔｉ－ｔａｓｋ　ｆｅａｔｕｒｅ　ｓｅｌｅｃｔｉｏｎ　ａｌｇｏｒｉｔｈｍ　ｆｏｒ　ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ｏｆ　Ａｌｚｈｅｉｍｅｒ′ｓ　ｄｉｓｅａｓｅ［Ｊ］．
Ｊ　Ｘｉａｍｅｎ　Ｕｎｉｖ　Ｎａｔ　Ｓｃｉ，２０１８，５７（５）：７０８－７１４．（ｉｎ　Ｃｈｉｎｅｓｅ）
　　阿尔茨海默病（Ａｌｚｈｅｉｍｅｒ′ｓ　ｄｉｓｅａｓｅ，ＡＤ）是一种
不可逆的神经退行性疾病，会导致患者神经细胞的死
亡和脑组织的损失，临床表现为记忆下降和认知功能
损害．据预测，在２０５０年每８５人中将有１个人是ＡＤ
患者［１］．随着问题的严重性日益突出，越来越多的国
家和科研机构投入了大量资金和人力致力于对ＡＤ的
研究工作，同时也有越来越多关于 ＡＤ的公开数据集
面向研究者．比如，ＡＤ神经影像学（ＡＤＮＩ，ｈｔｔｐｓ：∥
ｉｄａ．ｌｏｎｉ．ｕｓｃ．ｅｄｕ／ｌｏｇｉｎ．ｊｓｐ）数据库提供了磁共振成
像（ＭＲＩ）、正电子发射型计算机断层显像（ＰＥＴ）和脑
脊液（ＣＳＦ）等模态的数据；华盛顿大学 ＡＤ研究中心
创建了开放式系列图像研究［２］（ＯＡＳＩＳ，ｈｔｔｐ：∥
ｗｗｗ．ｏａｓｉｓｂｒａｉｎｓ．ｏｒｇ）数据集，主要收集 ＭＲＩ模态的
数据，包括４１６名年龄介于１８岁到９６岁之间的受试
者．然而，ＡＤ领域的数据集具有样本量少、多模态、维
度高等特点，如何有效地选择特征具有重要的研究意
义．Ｋｌｏｐｐｅｌ等［３］证实了在某些情况下，传统机器学习
算法对ＡＤ的预测比临床医生更准确，该证明对研究
计算机辅助诊断ＡＤ具有重要的意义．
特征选择通过移除样本的原始特征中一些不相
关或者冗余的特征，找到一种具有良好泛化能力并能
够紧凑表达的原始特征，进而达到降低数据维度、提
升模型准确度、降低模型时间复杂度等目的．有效的
选择特征对进一步处理数据和使用数据具有重要的
意义．无监督特征选择方法作为特征选择的重要分支
发挥着重要作用．Ｌｉｕ等［４］利用稀疏表达计算有效距
离以衡量２个样本之间相似度进行特征选择．Ｚｈｕ
等［５］提出基于正则化自表达的无监督特征选择算法，
不仅能够对特征进行选择，还可以根据模型重构度对
样本进行选择．Ｔａｎｇ等［６］提出一种无监督的拉普拉
斯分数特征选择方法，可选择最能保持数据集局部拓
扑结构的特征．此外，近几年来ＡＤ领域不断涌现的模
态数据类型为多模态特征选择提供了重要的数据基
础．单模态数据不能充分挖掘样本的隐藏信息，而不
同模态数据从不同视角提供互补信息，整合多种模态
数据能够挖掘样本更多的隐含信息．Ｌｉｕ等［７］提出了
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模态内关系受限的多任务特征选择方法来保留互补
的模态间信息，并通过增加模态间关系约束项进而保
护不同模态中同类样本的相对距离；Ｌｉｕ等［７］把每个
模态中的特征选择过程作为一个单独任务，并根据稀
疏性限制所选特征以保持模态间关系，对 ＡＤ进行有
效地预测．
此外，随着计算能力和标注数据的增加，深度学
习算法在很多领域取得显著的效果．针对 ＡＤ的分类
问题，Ｌｉｕ等［８］先使用堆栈式的自编码进行特征提取，
紧接着使用ｓｏｆｔｍａｘ［９］作为分类层有效地对ＡＤ进行
分类；Ｇｕｐｔａ等［１０］结合稀疏自编码和２Ｄ卷积神经网
络有效地提高了分类精度；Ｐａｙａｎ等［１１］使用３Ｄ卷积
神经网络改进了Ｇｕｐｔａ的方法，提升了０．６５％的准确
率．复杂的深层卷积神经网络方法［８，１０－１１］将特征选择
和分类器整合到一个网络结构并取得显著的效果，但
目前该方法仍缺乏理论支撑．
本研究提出一种结合基于有效距离的拉普拉斯
分 数 特 征 选 择 （ｅｆｆｅｃｔｉｖｅ　ｄｉｓｔａｎｃｅ－ｂａｓｅｄ　ｌａｐｌａｃｉａｎ
ｓｃｏｒｅ　ｆｅａｔｕｒｅ　ｓｅｌｅｃｔｉｏｎ，ＥＤＬＳＦＳ）算法和基于类内方
差最小化的多任务特征选择（ｍｉｎｉｍｕｍ　ｉｎｔｒａ－ｃｌａｓｓ　ｖａ－
ｒｉａｎｃｅ－ｂａｓｅｄ　ｍｕｌｔｉｔａｓｋ　ｆｅａｔｕｒｅ　ｓｅｌｅｃｔｉｏｎ，ＭＩＶＭＴＦＳ）
算法的二阶段多任务特征选择（ｔｗｏ－ｓｔａｇｅ　ｍｕｌｔｉ－ｔａｓｋ
ｆｅａｔｕｒｅ　ｓｅｌｅｃｔｉｏｎ，ＴＳＭＴＦＳ）算法；并分别讨论 ＭＩＶＭＴＦＳ
算法和 ＴＳＭＴＦＳ算法对 ＡＤ进行分类的分类准确
率，还将ＴＳＭＴＦＳ算法与相似的基于传统特征工程
的算法和主流的深度学习算法进行比较．
１　ＭＩＶＭＴＦＳ算法
Ｂｅｌｈｕｍｅｕｒ等［１２］于１９９６年将线性判别分析（ｌｉｎ－
ｅａｒ　ｄｉｓｃｒｉｍｉｎａｎｔ　ａｎａｌｙｓｉｓ，ＬＤＡ）算法引入人工智能领
域，ＬＤＡ利用样本的标签作为先验知识将高维模式的
数据投影到最佳鉴别矢量空间，投影后的新特征具有
最大类间离散度和最小类内离散度等特点．主成分分
析［１３］（ｐｒｉｎｃｉｐａｌ　ｃｏｍｐｏｎｅｎｔ　ａｎａｌｙｓｉｓ，ＰＣＡ）使用无监
督的方式在样本中选择对应方差大的前ｋ维作为新
特征．Ｈｕａｎｇ等［１４］使用组合的ＬＤＡ算法在多模态数
据中共同确定与病理关联的大脑区域特征．Ｚｈａｎｇ
等［１５］针对ＡＤ的分类问题，提出了一种基于多模态多
任务学习的算法（ＭＴＦＳ）联合选择特征．但是在多任
务特征学习中，如果对每个任务只考虑样本和样本标
签之间的关系而忽略样本间的相互依赖关系，可能会
导致相似的样本映射后的映射点间隔较大．Ｊｉｅ等［１６］
对 ＭＴＦＳ算法进行改进，提出一个基于流形正则化项
的多任务特征学习算法（Ｍ２ＴＦＳ），主要思想是距离相
近的样本通过线性映射之后的映射点同样接近，并将
该思想嵌入到模型的损失函数中，实现特征的有效联
合选择．
本研究受文献［１６］以及传统降维方法思想的启
发提出ＭＩＶＭＴＦＳ算法．ＭＩＶＭＴＦＳ算法对映射函数
加以限制，使得同模态同类样本映射后的映射点具有
聚集的特点，选择出来的特征将更有利于分类器的分
类效果．ＭＩＶＭＴＦＳ算法引入了同类样本全局方差最
小的思想，通过让类内方差尽可能小来优化目标函
数．本研究构建的类内方差最小化项如式（１）所示（推
导过程详见附录ｈｔｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ／ｕｐｌｏａｄ／
ｈｔｍｌ／２０１８０５１９．ｈｔｍｌ）：
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ｍ
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（Ｘｍｗｍ）ＴＬ（Ｘｍｗｍ）， （１）
其中：Ｍ 为模态个数；Ｎｍ 为模态ｍ 包含的样本数；Ｋ
为类别总数；Ｗ表示由Ｍ 个ｗ组成的矩阵；ｆ（ｘｍｉ）为线
性映射函数；ｘｍｉ 是一个列向量，表示第ｍ个模态的第ｉ
个样本；μ
ｍ
ｋ ＝∑ｘｍｉ ∈Ｃｋｆ（ｘ
ｍ
ｉ）／ｎｕｍｋ 表示第ｍ 个模态
的第ｋ类所有样本映射点均值，ｎｕｍｋ 表示属于类别ｋ
的样本个数；类属矩阵ｓ的元素ｓｉｋ 取决于ｘｍｉ，当ｘｍｉ ∈
Ｃｋ时为１，否则为０；Ｌ＝Ｅ－２ｓｓ１＋ｓＴ１Ｑｓ１，Ｌ∈ＲＮｍ×Ｎｍ
为拉普拉斯算子矩阵，Ｅ为一个ｎ 阶单位矩阵，ｓ１ 是
Ｋ×Ｎｍ 阶的矩阵，ｓ１（ｋ，：）＝ｓ（：，ｋ）／ｎｕｍｋ，Ｑ为一个
对角矩阵，其对角元素定义为Ｑｉ ＝１／ｎｕｍｉ；Ｘｍ 为第
ｍ 个模态的所有样本构成的矩阵；ｗｍ表示第ｍ 个模态
的特征向量．
类内方差最小化损失项的解释如下：如果样本ｘｍｉ
来自第ｋ类，即ｘｍｉ ∈Ｃｋ，则映射点ｆ（ｘｍｉ）与第ｋ类所
有样本映射点均值间的差应尽可能小．此惩罚项旨在
映射过程中保护同一类数据的全局邻近结构．基于类
内方差最小化损失项的规范化，ＭＩＶＭＴＦＳ算法结合
多任务特征学习模型和类内方差最小化的投影映射
思想，需要优化如式（２）所示的目标损失函数
ｍｉｎ
Ｗ
１
２∑
Ｍ
ｉ＝１
‖Ｙ－Ｘｍｗｍ‖２２＋β‖Ｗ‖２，１＋
　　γ∑
Ｍ
ｍ＝１
（Ｘｍｗｍ）ＴＬ（Ｘｍｗｍ）， （２）
其中：Ｙ是表示样本的类标的列向量；β和γ是２个取
值范围为（０，１］的常量，它们的比值反映稀疏化正则
项和类内方差最小化损失项对目标损失函数最小的
贡献比重，可以通过训练数据集内部交叉验证得到．
本研究提出的 ＭＩＶＭＴＦＳ算法中，Ｌ２，１ 正则化项
β‖Ｗ‖２，１ 能够确保只有少量的特征从多模态数据中
·９０７·
厦门大学学报（自然科学版） ２０１８年
ｈｔｔｐ：∥ｊｘｍｕ．ｘｍｕ．ｅｄｕ．ｃｎ
共同选择；而类内方差最小化项（式（２）中第３项）通
过对同类数据映射点类内离散程度的控制保留了单
模态数据中最具有分类能力的信息，从而可能诱导更
有分类能力的特征．在下文的实验部分中，本研究将
ＭＩＶＭＴＦＳ算法与 ＭＴＦＳ和 Ｍ２ＴＦＳ算法进行比较，
验证 ＭＩＶＭＦＴＳ算法的有效性．
２　ＥＤＬＳＦＳ算法
拉普拉斯分数（Ｌａｐｌａｃｉａｎ　ｓｃｏｒｅ，ＬＳ）是基于拉普
拉斯特征图［１７］和局部性保持投影［１８］理论产生的．拉
普拉斯分数的基本思想是评估特征项对数据集拓扑
结构的局部保持能力，根据评估结果来决定是否保留
此维度特征．Ｃｈｕｎｇ等［１９］提出ＬＳ被认为是关于特征
的瑞利熵．基于相似度保护的特征选择算法已经被广
泛使用在相关研究［２０－２３］中，能够选择出最佳保护原始
数据局部结构的特征．此外，基于相似度保护的特征
选择准则有一个统一的模式［２４］，ＬＳ及其扩展方法［２５］
是典型的基于相似度保护的无监督特征选择方法．ＬＳ
基于图模型，采用特征拥有的分类能力衡量其重要程
度．例如Ｃａｉ等［１９］提出多集群结构保护方法（ＭＣＦＣ）
用于特征选择，ＭＣＦＣ基于数据的谱分析和Ｌ１正则化
回归模型引导特征选择过程．Ｚｈａｏ等［２２］提出基于流
形的最大间隔方法用于无监督特征选择．
有效距离基于概率学思想的距离测度，可以反映数
据的动态结构［２６］．相比于欧几里德距离，有效距离通过
考虑数据的动态结构信息，可以帮助揭示数据隐藏的几
何模式．因此在特征学习任务中，采用有效距离代替欧
几里德距离可引入动态结构信息，进而提升学习性
能．忽略网络结构的潜在复杂性，有效距离的核心思
想是：一些可能路径子集可以控制数据的动态结构．
给定样本关联矩阵Ｐ，记Ｐａｂ（０≤Ｐａｂ≤１）为从节点ａ
到节点ｂ的转移概率，则节点ａ与节点ｂ的有效距离
Ｄａｂ ＝ （１－ｌｏｇＰａｂ） （３）
由式（３）可知，从节点ａ到节点ｂ的转移概率越小，表
明节点ａ与节点ｂ间的距离越大；反之，两个节点间的
距离越小．由于关联矩阵Ｐ是非对称的，所以有效距离
矩阵Ｄ＝ （Ｄｉｊ）也是非对称的．相比于传统的几何距
离，有效距离可以揭示数据的隐藏几何模式、捕捉到
数据的动态结构信息，因此在特征选择方法中使用有
效距离可以找到数据中最具有分类能力的特征．
基于给定的有效距离矩阵Ｄ，本研究计算每一对
样本间的相似度，记样本的相似度矩阵Ｓ＝ （Ｓｉｊ），
Ｓｉｊ ＝ｅ－
Ｄ
２
ｉｊ
λ ， （４）
其中，常量λ表示高斯函数的宽度．矩阵元素Ｓｉｊ 定义
了样本ｘｉ与样本ｘｊ间的相似性．在ＬＳ进行特征选择
过程中，样本第ｒ维特征的拉普拉斯分数Ｑｒ的计算公
式如式（５）所示：
Ｑｒ ＝∑
Ｎ
ｉ＝１∑
Ｎ
ｊ＝１
Ｓｉｊ（ｆｒｉ－ｆｒｊ）２
∑
Ｎ
ｉ＝１
Ｄｉ（ｆｒｉ－μｒ）
２
＝
２ｆＴｒ （Ｄｒ－Ｓｒ）ｆｒ
ＦＴｒＡｒ
， （５）
其中：Ｄｒ是一个对角矩阵，对角元素是相似矩阵Ｓｒ对
应行元素之和，即Ｄｉ ＝∑
Ｎ
ｊ＝１
Ｓｉｊ；μｒ是所有样本在第
ｒ维特征上的均值；Ａｒ 是一个矩阵，元素为矩阵Ｄｒ 的
对角元素的列向量；ｆｒ为所有样本在第ｒ维上的特征
值构成的列向量；Ｆｒ 是一个列向量，第ｉ个元素值为
Ｆｒｉ ＝（ｆｒｉ－μｒ）
２．
ＥＤＬＳＦＳ算法的步骤如下所示：
输入：样本集Ｘ＝ ［ｘｍ１，ｘｍ２，…，ｘｍＮｍ］∈Ｒ
ｄ×Ｎｍ，其
中ｍ表示模态数．
初始化高斯函数宽度参数λ．
１）基于稀疏表达构造重构Ｐ，并归一化Ｐ的每
一列；
２）根据Ｐ和式（３）计算有效距离矩阵Ｄ；
３）根据式（４）构造基于有效距离的相似矩阵Ｓ；
４）根据相似矩阵Ｓ和式（５）得出各特征维度的拉
普拉斯分数Ｑ；
５）根据拉普拉斯分数Ｑ 对各个特征维度进行
排名；
６）根据设定阈值，选取排名靠前的特征作为降维
后的新特征．
输出：各个特征维度根据拉普拉斯分数排名后的
数组．
３　ＴＳＭＴＦＳ算法
ＥＤＬＳＦＳ算法和 ＭＩＶＭＴＦＳ算法在特征选择上
具有互补性．ＥＤＬＳＦＳ算法可以捕捉到数据间的动态
结构信息，从而选择出最优区分能力的特征且保持了
原有特征空间的局部信息．同时ＥＤＬＳＦＳ算法也存在
不足之处：１）有效距离的计算利用样本间的相互线性
表达，而实际应用中许多样本之间是非线性相关的；
２）特征排名的阈值很难确定，较小的阈值使得剔除的
特征偏多、信息丢失，较大的阈值剔除的特征偏少导
致仍存在较多的冗余特征．ＭＩＶＭＴＦＳ算法利用类标
与数据分布信息来选择特征，由于引入了类标信息并
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改造了目标函数，使其在多模态数据中能够选取出更
具有分类能力的特征，但在特征维度比较高、样本数
比较少的情况下，容易陷入参数优化不收敛情况．
本研究结合ＥＤＬＳＦＳ算法和 ＭＩＶＭＴＦＳ算法实
现特征有效选择．主要是先使用ＥＤＬＳＦＳ算法对数据
原始特征做初步降维，降维后的特征作为有监督特征
选择 ＭＩＶＭＴＦＳ算法的输入，实现特征的进一步选
择．在实验过程中把无监督特征选择过程和有监督特
征选择过程结合起来，利用１０折交叉验证和网格化
搜索策略实现最优参数设置．ＴＳＭＴＦＳ算法流程框架
如图１所示，输入是多模态影像的原始特征，依次使
用无监督和有监督的特征选择方法并使用１０折交叉
验证法寻找最优参数获取精简特征集，以此特征作为
分类器（本研究使用多核支持向量机）的输入进行训
练，得到最终的分类结果．
图１　ＴＳＭＴＦＳ算法的流程图
Ｆｉｇ．１ Ｔｈｅ　ｆｌｏｗ　ｄｉａｇｒａｍ　ｏｆ　ＴＳＭＴＦＳ　ａｌｇｏｒｉｔｈｍ
４　实　验
４．１　实验数据集
本研究的实验部分使用２３８个来自ＡＤ神经影像
学数据库的样本，包括磁共振成像（ＭＲＩ）和正电子发
射型计算机断层显像（ＰＥＴ）２种模态的医学影像数
据，具体参数如表１所示．本研究参考文献［２７］的方
法获取 ＭＲＩ和ＰＥＴ数据以及数据处理流程，相关的
实验过程在 ＭＡＴＬＡＢ平台上实现．
表１　２３８个样本的基本信息
Ｔａｂ．１　Ｂａｓｉｃ　ｉｎｆｏｒｍａｔｉｏｎ　ｏｆ　２３８ｓｕｂｊｅｃｔｓ
样本类别（数量） 性别（Ｆ／Ｍ） 年龄／岁 ＣＤＲ
ＡＤ（Ｎ＝６６） ２９／３７　 ７５．３±１３．３　 １或２
ＭＣＩ（Ｎ＝１０３） ４５／５８　 ７４．１±１５．４ ［０，１］
ＮＣ（Ｎ＝７１） ４８／２３　 ７５．６±１４．１　 ０
　　注：ＭＣＩ表示轻度认知功能障碍；ＮＣ表示正常受试者；
ＣＤＲ表示临床痴呆评定量表，取值范围为［０，３］，数值越大表
示痴呆程度越严重；Ｎ 表示样本数量．
４．２　ＭＩＶＭＴＦＳ实验分析
ＭＩＶＭＴＦＳ算法使用由２３８个样本组成的多模
态（ＰＥＴ＋ＭＲＩ）数据，分别对ＡＤ　ｖｓ　ＮＣ、ＭＣＩ　ｖｓ　ＮＣ
两个分类任务与 ＭＴＦＳ［１５］和 Ｍ２ＴＦＳ［１６］算法进行比
较，实验结果如表２所示．ＭＩＶＭＴＦＳ算法通过将式
（１）作为惩罚项加入式（２）的目标函数进行优化，使得
类内方差尽可能小进而提升了分类效果．在 ＡＤ　ｖｓ
ＮＣ的分类任务中通过１０折交叉验证，ＭＩＶＭＴＦＳ算
法达到９３．０９％的平均准确率（ＡＣＣ），其他指标也是
最优；在 ＭＣＩ　ｖｓ　ＮＣ的分类任务中通过１０折交叉验
证，ＭＩＶＭＴＦＳ算法达到７６．８３％的 ＡＣＣ，引入流形
正则化项的 Ｍ２ＴＦＳ 算法在各项指标达到最优．
ＭＩＶＭＴＦＳ算法通过对同类数据映射点类内离散程
度的控制保留了单模态数据中最具有分类能力的信
息，但缺乏捕捉数据间的动态结构信息的能力，因此
选择的特征丢失了原有特征空间的局部信息．
此外，本研究使用 ＭＩＶＭＴＦＳ算法分别在 ＭＲＩ
和ＰＥＴ　２个单模态数据集上进行实验，分析被选中的
表２　多模态数据下 ＭＩＶＭＴＦＳ算法与 ＭＴＦＳ和 Ｍ２ＴＦＳ算法的比较
Ｔａｂ．２　Ｃｏｍｐａｒｉｓｏｎ　ｐｅｒｆｏｒｍａｎｃｅ　ｏｆ　ＭＩＶＭＴＦＳ，ＭＴＦＳ　ａｎｄ　Ｍ２ＴＦＳ　ｗｉｔｈ　ｍｕｌｔｉ－ｍｏｄａｌ　ｄａｔａ ％
算法名称
ＡＤ　ｖｓ　ＮＣ　 ＭＣＩ　ｖｓ　ＮＣ
ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ　 ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ
ＭＴＦＳ［１５］ ９１．０５　 ８６．６７　 ９３．２６　 ９６．００　 ６７．５０　 ６６．６７　 ７５．５６　 ７１．００
Ｍ２ＴＦＳ［１６］ ９２．６７　 ９１．２１　 ９３．８４　 ９６．００　 ７７．８０　 ７７．４２　 ８６．３５　 ７２．００
ＭＩＶＭＴＦＳ　 ９３．０９　 ９３．１８　 ９３．８９　 ９６．５９　 ７６．８３　 ７７．３０　 ７８．００　 ７１．００
　　注：ＳＥＮ表示敏感度；ＳＰＥ表示特异性；ＡＵＣ表示ＲＯＣ曲线下的面积．
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脑区个数．其中，ＭＲＩ模态的最优特征个数为１９，ＰＥＴ
模态的最优特征个数为２０；同时使用 ＭＲＩ＋ＰＥＴ模
态的最优特征个数为５６，包括单独使用 ＭＲＩ模态和
ＰＥＴ模态时选中的特征．实验结果进一步说明了
ＭＩＶＭＴＦＳ算法能够实现多模态数据的有效特征选
择，标记出对疾病敏感的脑区域，为脑疾病的辅助诊
断提供实验依据．
４．３　ＴＳＭＴＦＳ实验分析
ＴＳＭＴＦＳ实验部分对２３８个样本进行组合得到
３种模态数据类型，即 ＭＲＩ、ＰＥＴ、ＭＲＩ＋ＰＥＴ，然后分
别对这３种模态数据进行实验．通过１０折交叉验证
ＴＳＭＴＦＳ算法在ＡＤ　ｖｓ　ＮＣ分类任务中，ＭＲＩ、ＰＥＴ、
ＭＲＩ＋ＰＥＴ 的准确率对应的方差分别为 ０．１７４，
０．２２０，０．１０２；在 ＭＣＩ　ｖｓ　ＮＣ 分类任务中分别为
０．０９１，０．０４３，０．２７０．实验结果如表３所示，ＴＳＭＴＦＳ
算法结合了ＥＤＬＳＦＳ算法和 ＭＩＶＭＴＦＳ算法，其多
模态数据上的分类性能更优于单模态数据上的分类
性能．针对多模态（ＭＲＩ＋ＰＥＴ）数据：在ＡＤ　ｖｓ　ＮＣ的
分类任务中，ＴＳＭＴＦＳ算法的ＡＣＣ比 ＭＩＶＭＴＦＳ算
法提升了０．１７个百分点；在 ＭＣＩ　ｖｓ　ＮＣ的分类任务
中ＴＳＭＴＦＳ算法的 ＡＣＣ比 ＭＩＶＭＴＦＳ算法提升了
５．８６个百分点，同时也优于 Ｍ２ＴＦＳ算法．
本研究的数据中，１０３名ＭＣＩ受试者还可进一步划
分为４７名 ＭＣＩ－Ｃ和５６名 ＭＣＩ－ＮＣ，分别表示在随访中
转化为ＡＤ和未转化为ＡＤ的受试者．本研究使用多模
态数据（ＭＲＩ＋ＰＥＴ）分别采用３种算法进行 ＭＣＩ－Ｃ　ｖｓ
ＭＣＩ－ＮＣ分类，ＴＳＭＴＦＳ算法的各项指标都优于 ＭＴＦＳ
算法和 Ｍ２ＴＦＳ算法，结果如表４所示．
表３　ＴＳＭＴＦＳ算法在不同模态的分类结果
Ｔａｂ．３　Ｔｈｅ　ｐｅｒｆｏｒｍａｎｃｅ　ｏｆ　ＴＳＭＴＦＳ　ａｌｇｏｒｉｔｈｍ　ｉｎ　ｄｉｆｆｅｒｅｎｔ　ｍｏｄａｌ ％
数据模态
ＡＤ　ｖｓ　ＮＣ　 ＭＣＩ　ｖｓ　ＮＣ
ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ　 ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ
ＭＲＩ　 ８７．９３　 ９２．１１　 ８３．２８　 ９２．３９　 ６８．９２　 ７５．９７　 ６３．５３　 ６７．７１
ＰＥＴ　 ８２．５２　 ８７．４６　 ７７．０３　 ８８．７４　 ６９．８２　 ７４．４８　 ６０．４１　 ６８．２４
ＭＲＩ＋ＰＥＴ　 ９３．２６　 ９４．９３　 ９１．４１　 ９４．２７　 ８２．６９　 ８６．５０　 ７６．５６　 ８０．７８
表４　多模态数据下ＴＳＭＴＦＳ算法与 ＭＴＦＳ和
Ｍ２ＴＦＳ算法的比较
Ｔａｂ．４　Ｃｏｍｐａｒｉｓｏｎ　ｐｅｒｆｏｒｍａｎｃｅ　ｏｆ　ＴＳＭＴＦＳ，
ＭＴＦＳ　ａｎｄ　Ｍ２ＴＦＳ　ｉｎ　ｍｕｌｔｉ－ｍｏｄａｌ ％
算法名称
ＭＣＩ－Ｃ　ｖｓ　ＭＣＩ－ＮＣ
ＡＣＣ　 ＳＥＮ　 ＳＰＥ　 ＡＵＣ
ＭＴＦＳ［１５］ ６１．０３　 ５６．９２　 ６４．８６　 ６１．３４
Ｍ２ＴＦＳ［１６］ ６７．８２　 ６３．５４　 ７０．６３　 ６９．１５
ＴＳＭＴＦＳ　 ７３．２１　 ６９．６１　 ７５．１５　 ７３．０２
上述实验结果中，表３首先验证了 ＴＳＭＴＦＳ算
法在多模态数据上的效果优于单模态数据，同时也进
一步说明结合了 ＭＩＶＭＴＦＳ 和 ＥＤＬＳＦＳ 算法的
ＴＳＭＴＦＳ算法能够进一步挖掘多模态数据之间的有
效特征．表４针对 ＭＣＩ－Ｃ　ｖｓ　ＭＣＩ－ＮＣ的分类任务，以
多模态数据为数据集分别对 ＭＴＦＳ、Ｍ２ＴＦＳ 和
ＴＳＭＴＦＳ算法进行比较，实验结果表明ＴＳＭＴＦＳ算
法取得最优的效果．
此外，本研究还选择了３种当前主流的基于深度
学习算法［８，１０－１１］与ＴＳＭＴＦＳ算法进行比较，文献［８，
１０－１１］中使用深度卷积神经将特征选择和分类器整
合到一个网络结构并取得显著的效果．如表５所示，
在ＡＤ　ｖｓ　ＮＣ的分类任务中，Ｌｉｕ等［８］取得了８７．７６％
的ＡＣＣ；Ｇｕｐｔａ等［１０］结合了稀疏自编码和２Ｄ卷积神
经网络进行特征提取，取得了９４．７４％的ＡＣＣ；Ｐａｙａｎ
等［１１］使用３Ｄ卷积神经网络改进了Ｇｕｐｔａ的方法，提
升了０．６５％的ＡＣＣ．本研究提出的ＴＳＭＴＦＳ算法取
得了９３．２６％的 ＡＣＣ，与基于深度学习的算法［８，１０－１１］
得到的结果相差不大．实验结果再次验证了ＴＳＭＴＦＳ
表５　ＴＳＭＴＦＳ算法与一些深度学习算法的ＡＣＣ比较
Ｔａｂ．５　Ｃｏｍｐａｒｉｓｏｎ　ｗｉｔｈ　ｓｏｍｅ　ｄｅｅｐ　ｌｅａｎｉｎｇ－
ｂａｓｅｄ　ａｌｇｏｒｉｔｈｍｓ　ｏｆ　ＡＣＣ
模型（算法） ＡＣＣ／％
Ｓｔａｃｋｅｄ　ａｕｔｏｅｎｃｏｄｅｒｓ［８］ ８７．７６
Ｓｐａｒｓｅ　ａｕｔｏｅｎｃｏｄｅｒ＋２ＤＣｏｎｖ［１０］ ９４．７４
３ＤＣｏｎｖ［１１］ ９５．３９
ＴＳＭＴＦＳ　 ９３．２６
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算法选择的特征能够有效地对 ＡＤ进行预测，由于文
献［８，１０－１１］使用卷积神经网络提取图像的特征并进
行分类，特征模块和分类器都是基于反向传播更新参
数的方式进行训练，目前仍缺乏对模型决策做出明确
解释的理论支撑，而 ＴＳＭＴＦＳ算法提取的特征则相
对更具有可解释性．
５　结　论
本研究受文献［１６］中算法以及传统降维思想的
启发提出了 ＭＩＶＭＴＦＳ算法，并将 ＭＩＶＭＴＦＳ算法
与ＥＤＬＳＦＳ算法结合进一步提出了 ＴＳＭＴＦＳ算法．
ＴＳＭＴＦＳ算法首先利用ＥＤＬＳＦＳ算法在无监督情况
下筛选出较为优质的特征作为一个数据子集．然后利
用 ＭＩＶＭＴＦＳ算法在有监督情况下进一步选择更具
有分类能力的特征子集．ＴＳＭＴＦＳ算法最大的优点是
在选择特征数量较多且样本数量较少的情况下不易
陷入次优解，能够更好地选择出具有最优分类能力的
特征；缺点是时间复杂度较高，主要由于无监督特征
选择部分需要花费更多的时间．本研究在第一阶段过
滤掉部分特征，限制了整体性能的进一步提升．但在
无监督过程采用了基于有效距离的相似性测度保留
了具有分类能力的特征，筛选出有效的精简特征子
集，提升分类器的性能．本研究的实验数据来源于
ＡＤＮＩ，实验部分主要包括３部分：１）以多模态数据对
ＭＩＶＭＴＦＳ算法进行实验，并与 ＭＴＦＳ和 Ｍ２ＴＦＳ算
法做比较，验证了 ＭＩＶＭＴＦＳ算法的有效性和鲁棒
性；２）分别以单模态和多模态数据对ＴＳＭＴＦＳ算法
进行实验，验证了 ＴＳＭＴＦＳ算法在多模态数据上能
够更加有效地预测 ＡＤ；３）以多模态为数据集，对
ＭＣＩ－Ｃ　ｖｓ　ＭＣＩ－ＮＣ分类任务进行实验，ＴＳＭＴＦＳ算
法相对于 ＭＴＦＳ和 Ｍ２ＴＦＳ算法取得最优性能，ＡＣＣ
只有７３．２１％，还有很大的提升空间．此外，实验进一
步将 ＴＳＭＴＦＳ 算 法 与 当 前 主 流 的 深 度 学 习 算
法［８，１０－１１］作比较．虽然使用深度学习算法［８，１０－１１］的
ＡＣＣ更高，但深度学习算法目前仍缺少理论支撑，可
解释性不强，而本研究方法可以标记出对疾病敏感的
脑区域．在下一步的研究工作中，将围绕两方面继续
研究：１）深度学习算法及其在特定领域的解释性；２）将
深度学习算法提取的特征与传统特征选择算法进一
步结合，获取更有效的特征子集．
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