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 ملخص الرسالة                                
 حممد متيم اخلضري  الكاملاالسم 
ة ملصفوفة واملستغل للرتكيبة النمطي االستشعار املضغوط املبين على نظرية بايزنعنوان الرسالة
لتقنية التصوير الراديوي من خالل احلائط  األساس
اهلندسة الكهربائيةالتخصص
مايو المناقشةتاريخ 
صور عالية تزويد لالتكنولوجيا اليت تستخدم املوجات الكهرومغناطيسية  بأنهعرب اجلدار  ويالتصوير الراديف يُعر  
ديد من للتغلب على العاملضغوط ستشعار تقنية االمؤخرا  تح. اقرتُ حواجز معتمةالدقة لألجسام من وراء 
ة لتدهور أداء األسباب اجلذريعن وحتل تبحث هذه األطروحة إن . التصوير الراديوييف تطبيقات  التحديات
االستشعار املضغوطخوارزميات يف الصور بناء 
يؤدي إىل  امم ا  نائيب ظهر منطا  تُ التصوير الراديوي األساس إلشارات يف إطار إعادة البناء املتناثر، فإن مصفوفة 
الصورة جودة ع م تناسب عكسيا  وهذه املشكلة ت بني أعمدة املصفوفة.الرتابط املتبادل تدعى ارتفاع مشكلة 
. البناء اء يف عمليةالضوضخوارزمية البناء ضد بناؤها. كما أن ارتفاع الرتابط املتبادل يضعف مناعة سيتم اليت 
ودة الصورة حيافظ على جمنخفض مما ترابط متبادل لبناء مصفوفة أساس ذات  وارزميةخيقرتح إن هذا العمل 
نسبة اإلشارة إىل الضوضاء منخفضةعندما تكون الناجتة ويعزز األداء 
رتكيبة النمطية باستغالل ال. بناء الصورعقيد عملية هو تاالستشعار املضغوط خوارزميات يف إن من التحديات 
سهلة تتميز بأهنا و  مبنية على نظرية بايزن خوارزميةهذا العمل ، يقرتح التصوير الراديوييف ساس األصفوفة مل
ا يؤدي إىل املوجودة يف إشارات الرادار مم اإلحصائيةالبيانات تستفيد من املقرتحة اخلوارزمية إن . غري معقدةو 
وذلك  لراداردمة يف اات املستخاهلوائي بني العالقةاملقرتحة من  اخلوارزميةستفيد وت. خطأ ممكن لبناء صورة بأق
من  اتوائياملعلومات اإلحصائية بني اهلتبادل كن اخلوارزمية من م  ـ. عالوة على ذلك، تُ بناء الصورةلتعزيز أداء 
احمليطة باملشهد اجلدرانعن والناتج أجل القضاء على تأثري تعدد املسريات 
التصوير الراديوي ة يف احلقيقهاز معظم اثآثار هذا اجليتضمن و  ،لتقييم اخلوارزمية املقرتحة، مت تطوير جهاز حماكاة
نطاق ذات وائيات عملي جمهز هبتصوير راديوي باإلضافة إىل ذلك، مت بناء نظام . األحباث احلديثةعلى واملبنية 
تبني النتائج من  لاملقرتحة يف هذ العم اخلوارزمياتعريض جدا. ويستخدم النظام لتوفري بيانات واقعية لتقييم 
تتفوق على حة املقرت أن اخلوارزميات املبنية على احملاكاة والبيانات املستخرجة من اجلهاز العملي البيانات 
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𝚿 𝛙𝑙 𝚿𝒮 𝚿
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Figure 3-2  Normalized Gramian matrix 𝜳𝑙
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𝑖|) ln(1 − 𝓅).
(4-13) 














|𝓢𝑙| = 𝐺 𝐺
p(|𝓢𝑙| > 𝐼) ≤ 𝛽 𝛽


















𝒜 ← {1,2, … ,𝑁} ℬ ← 𝒜 𝑖 = 1  𝓢𝑙 = 𝜙
?̂?𝑙
0 = 𝜙, 𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑠 = 𝜙 𝐸𝑥𝑝𝑒𝑐𝑡𝑎𝑡𝑖𝑜𝑛𝑠 = 𝜙
𝑖 ≤ 𝐺
𝓒 ← {?̂?𝑙
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{𝜈(𝒮𝑙
𝑖) ∀𝑗, |𝒮𝑙
𝑖 ∈ 𝓒} )
?̂?𝑙
𝑖 ∈ 𝓒 𝜈(?̂?𝑙





𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑠 ← {𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑠, 𝑝(?̂?𝑙
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𝒮 = 𝒮\𝓈𝑖 = {𝓈1, 𝓈2, … , 𝓈𝑖−1} 𝚿𝒮 𝚿






























ρ𝓈𝑖(𝐫) = 𝛙𝓈𝑖 
H 𝐫





H 𝐫 𝓈1 ∈
{1,2, …𝑁}.
𝛆𝒮(𝛙𝓈𝑖) 𝛆𝒮(𝛙𝓈𝑖+1)  






























H𝛙𝑘   𝑗, 𝑘 =
1, … , 𝑁 𝚿
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𝛙𝑗
H𝛙𝑘 = ∑exp(𝒿2𝜋𝑓𝑞𝜏𝑗) exp(−𝒿2𝜋𝑓𝑞𝜏𝑘)
𝑄
𝑞=1






  for 𝜏𝑗 ≠ 𝜏𝑘  
= 𝑓1/Δ𝑓 = 𝑓𝑄/Δ𝑓 𝑧 = exp (𝒿2𝜋Δ𝑓(𝜏𝑗 − 𝜏𝑘))
𝚿





𝚿 𝒞 = {𝓈1, 𝓈2, … , 𝓈𝐼}


















𝑑 ← 𝑑𝓈1 = 1 − 𝐜
H𝐛
𝑖 = 2: 𝐼 − 1 
𝒮 ← {𝓈1, 𝓈2, … , 𝓈𝑖}
𝚿𝒮
𝐛 ← 𝛆𝒮(𝛙𝓈𝑖+1) 𝐛, 𝐜, 𝑑
𝐜 ← 𝛒𝓈𝑖(𝚿𝒮)
𝑒 ← ρ𝓈𝑖(𝐫)
𝑑 ← 𝑑𝒮 𝐛, 𝐜
𝐚 ← 𝛆𝒮(𝐫) 𝐚, 𝐛, 𝐜, 𝑑
𝐚

















SNR = 10 dB




0.18m ×  0.45m × 0.45m
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𝑤 𝑄 × 𝑁
















𝚽𝑙 𝑀 ×𝑁 𝑀 < 𝑁
𝐫𝑙 𝑙
𝐲𝑙 = 𝚽𝑙𝚿𝑙𝛂𝑙 +𝐰𝑙
= 𝑽𝑙𝛂𝑙 +𝐰𝑙




2 𝐈𝑀) 𝛂𝑙  ∀ 𝑙
𝛂





























B(𝑛) = 𝑗) = {
𝓅𝑙,𝑛
1 − 𝓅𝑙,𝑛












?̂?𝑙 ≜ 𝔼[𝛂𝑙|𝐲𝑙] = ∑ p(𝒮𝑙|𝐲𝑙)𝔼[𝛂l|𝐲𝑙 , 𝒮𝑙]
𝒮𝑙∈𝓢𝑙
where 𝒮𝑙 is a set of supports “indices” of possible nonzero elements of 𝛂𝑙, i.e., 𝒮𝑙 =
{𝓈𝑙1, 𝓈𝑙2, … , 𝓈𝑙𝑎}, 𝓈𝑙𝑖 ∈ {1,… ,𝑁}. 𝔼[𝛂𝑙|𝐲𝑙 , 𝒮𝑙] and 𝑝(𝒮𝑙|𝐲𝑙) are respectively, the conditional 
expectation and the posterior of 𝒮𝑙 given 𝐲𝑙. The bold set notation 𝓢𝑙 is a set of all possible 
combination sets, of the supports in the vector 𝛂𝑙. Typically, the above summation







𝐲𝑙 = 𝐕𝑙,𝒮𝑙𝛂𝑙,𝒮𝑙 +𝐰𝑙
𝛂𝑙,𝒮𝑙 𝛂𝑙 𝐕𝑙,𝒮𝑙
𝐕𝑙  𝒮𝑙 𝔼[𝛂𝑙|𝐲𝑙, 𝒮𝑙]
𝛂𝑙
































⊥ 𝐲 = 𝐕𝑙,𝒮
⊥ 𝐰𝑙
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𝐂 = 𝔼 [(𝐕𝑙,𝒮𝑙

































 𝒮𝑙 𝑝(𝒮𝑙|𝐲𝑙). That is, 𝕾𝑙 ,  contains sets of the 
supports with significantly high value of 𝑝(𝒮𝑙|𝐲𝑙). Hence, the MMSE in  will be 
approximated as 
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In order to build the set 𝕾𝑙, we define “support selection metric” as the logarithmic 
posterior  








+ ∑ ln(1 − 𝓅𝑙,𝑗)
𝑗∈{1,…,𝑁}\𝒮𝑙
.
𝕾𝑙  𝜈(𝒮𝑙 , 𝐲𝑙), is 
computed for a single nonzero element, i.e., 𝒮𝑙 = {1}, {2}, … , {𝑁}. Then we choose the 
support corresponding to the largest value of  𝜈(𝒮𝑙 , 𝐲𝑙) as the first element of 𝕾𝑙. 
A 𝜈(𝒮𝑙 , 𝐲𝑙) 𝒮𝑙
𝜈(𝒮𝑙, 𝐲𝑙) 𝕾𝑙 𝜈(𝒮𝑙 , 𝐲𝑙)
𝒮𝑙
 𝑁 = 7 𝐾 = 4
𝕾𝑙
















𝓟𝑙 = {𝓅𝑙,1, 𝓅𝑙,2, … , 𝓅𝑙,𝑁}
𝑝(𝒮𝑙|𝐲𝑙) 𝓟𝑙
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𝜈(𝒮𝑙 , 𝐲𝑙) 𝑝(𝒮𝑙|𝐲𝑙)
𝒮𝑙 𝜈(𝒮𝑙 , 𝐲𝑙)
 𝑝(𝒮𝑙|𝐲𝑙)
𝛂𝑙
𝑝(𝛼𝑖|𝐲𝑙) = 𝓅𝑙,𝑖 = ∑ 𝑝(𝑆𝑗|𝐲𝑙)
𝛼𝑖∩𝒮𝑗≠𝜙












2 = var(𝐲𝑙−1 −𝚽𝑙?̂?𝑙−1).





𝒜 ← {1,2, … , 𝑁} ℬ ← 𝒜 𝑖 = 1
𝒮⋆ = 𝜙  𝓢d = 𝜙
𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑠 = 𝜙 𝐸𝑥𝑝𝑒𝑐𝑡𝑎𝑡𝑖𝑜𝑛𝑠 = 𝜙
𝓒 ← {𝒮⋆ ∪ {𝓈1}, 𝒮⋆ ∪ {𝓈2}, … , 𝒮⋆ ∪ {𝓈|ℬ|}|𝓈𝑗 ∈ ℬ}
{𝜈(𝒮𝑗) ∀𝑗, |𝒮𝑗 ∈ 𝓒}
𝒮⋆ ∈ 𝓒 𝜈(𝒮⋆) ≥ max 𝜈(𝒮𝑗) ∀𝑗
 𝑝(𝒮⋆|𝐲)
𝔼[𝛂|𝐲, 𝒮⋆]
𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑠 ← {𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑠, 𝑝(𝒮⋆|𝐲)}
𝐸𝑥𝑝𝑒𝑐𝑡𝑎𝑡𝑖𝑜𝑛𝑠 ← {𝐸𝑥𝑝𝑒𝑐𝑡𝑎𝑡𝑖𝑜𝑛𝑠, 𝔼[𝛂|𝐲, 𝒮⋆]}
𝕾𝑙 . ← {𝕾𝑙 . , 𝒮⋆}
ℬ ← {𝒜\𝒮⋆}  




𝒑(?̂?𝒊|𝐲𝑙)    ∀𝑖
?̂?AMMSE  ?̂?
2  𝒑(?̂?𝒊|𝐲)    ∀𝑖
 
Chapter 5 5.4 Sharing Information between Antennas 
 
 









































Chapter 5 5.5 Results and Discussion 
 
𝑆𝑁𝑅 = −5𝑑𝐵
































































Chapter 6 6.1 Introduction to TWRI-Simulation and Implementation 
 
Chapter 6 6.1 Introduction to TWRI-Simulation and Implementation 
 
Chapter 6 6.2 Indoor TWRI Simulator 
 
 
Chapter 6 6.2 Indoor TWRI Simulator 
 

















Type of signal Stepped frequency continuous wave 
Start frequency 1 GHz 
Stop frequency 4 GHz 
Number of frequencies 801 
Transmitted power 3 dBm 
Radar location -  0.45 m to 0.45 m 
Number of locations 31 
Antenna type and Model  Horn, A-INFOMW JXTXLB-10180 
VNA model  Agilent Fielfox N9918A 
𝐺
𝑛th 𝑚th











































Chapter 6 6.5 Experiments 
 
 







Chapter 6 6.5 Experiments 
 
 




0.1 m 1.5 m
0.47m ×  0.75 m  3 m
Chapter 6 6.5 Experiments 
 





 0.18m ×  0.45 m
0.47m ×  0.75 m
0.3 m 
Chapter 6 6.5 Experiments 
 
 
Type of signal Stepped frequency continuous wave 
Start frequency 1 GHz 
Stop frequency 10 GHz 
Number of frequencies 1001 
Transmitted power 3 dBm 
Radar location −  𝟎. 𝟔 𝐦 𝒕𝒐 𝟎. 𝟔 𝐦 
Number of locations 41 
Antenna type and Model  Horn, A-INFOMW JXTXLB-10180 
VNA model  Agilent Fielfox N9918A 
Chapter 6 6.5 Experiments 
 
Target 1 Target 3 
Target 4 
Target 2 




Target 1 Target 3 
Target 4 












Chapter 7 7.1 Summary of Conclusions 
 
 
SNR = 0dB  
 
 







Chapter 7 7.2 Future Work 
 
 







𝐴−1 + 𝐴−1𝑈(𝐶 − 𝑉𝐴−1𝑈)−1𝑉𝐴−1 −𝐴−1𝑈(𝐶 − 𝑉𝐴−1𝑈)−1
−(𝐶 − 𝑉𝐴−1𝑈)−1𝑉𝐴−1 (𝐶 − 𝑉𝐴−1𝑈)−1
] (A-0-1) 
  
𝐴 → 𝑛 × 𝑛 : 𝐴 Non-singular (Invertable)   
𝑈 → 𝑛 × 1  
𝐶 → 1 × 1  
𝑉 → 1 × 𝑛  





























































H𝚿𝒮   
𝑈 = 𝚿𝒮
H𝛙𝓈𝑖    
𝑉 = 𝛙
𝓈𝑖 
H 𝚿𝒮   
𝐶 = 𝛙
𝓈𝑖 
H 𝛙𝓈𝑖    





H𝛙𝓈𝑖    
  
 





































































































































































































































































𝛆𝒮 (𝛙𝓈𝑖 )𝛒𝓈𝑖(𝚿𝒮)𝛆𝒮(𝐫) −
1
𝑑𝒮








































H𝛙𝓈𝑖  (A-0-10) 
𝛒𝓈𝑖(𝚿𝒮) = 𝛙𝓈𝑖 
H 𝚿𝒮  (A-0-11) 
ρ𝓈𝑖(𝐫) = 𝛙𝓈𝑖 
H 𝐫 (A-0-12) 
  




















































































H𝛙𝓈𝑖   
Now we substiture 𝚱−1 in (A-0-1) 


















































































































𝜺𝒮 (𝛙𝓈𝑖 ) 𝛒𝓈𝑖(𝚿𝒮)𝛆𝒮(𝛙𝓈𝑖+1) −
1
𝑑𝒮












Appendix II: Derivation of Equation (4-21) 























H𝛙𝓈𝑖+1  (A-0-7) 




H𝛙𝓈𝑖  (A-0-8) 
𝛒𝓈𝑖(𝚿𝒮) = 𝛙𝓈𝑖 
H 𝚿𝒮  (A-0-9) 
ρ𝓈𝑖(𝛙𝓈𝑖+1) = 𝛙𝓈𝑖 
H 𝛙𝓈𝑖+1  (A-0-10) 
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