Abstract. In Crypto 97, a public key cryptosystem based on the closest vector problem was suggested by Goldreich, Goldwasser and Halevi [4] . In this paper, we propose a public key cryptosystem applying representations of polynomials to the GGH encryption scheme. Its key size is much smaller than the GGH system so that it is a quite practical and efficient lattice based cryptosystem.
Introduction
In Crypto 97, Goldreich, Goldwasser and Halevi proposed a cryptosystem (GGH) using the closest vector problem (CVP) [4] . It is one of the most notable cryptosystem based on the complexity of lattices. The authors of the GGH published 5 numerical challenges for the security parameter n = 200, 250, 300, 350, 400, of which the public key sizes range from 330KBytes to 2MBytes. Nguyen solved all the GGH challenge except n = 400 [9] . For n = 400, the GGH is not practical since the key size is too large. It uses n × n-matrices as a public key and a private key. Thus its key sizes are very large, so it is considered not to be practical. Almost every lattice based public key cryptosystem except for NTRU has an impractical key size. Micciancio suggested to express the public matrix as Hermitian normal form (HNF), whose key sizes are much smaller than those of the GGH system [8] .
However, the GGH system has some advantages. For example, it seems to be asymptotically more efficient than RSA and ElGamal encryption schemes using modular exponentiations. Furthermore, it has a natural signature scheme. Currently, NTRU cryptosystem is the most efficient cryptosystem among lattice based PKC's. But in view of security, the GGH encryption scheme has an advantage. Attackers can find out only the message by known lattice attacks, i.e. the secret key of the GGH cannot be obtained by solving the shortest vector problem (or CVP) [9] . But in NTRU, the secret key of NTRU can be obtained by finding the shortest vector of NTRU-lattice.
In this paper, we propose a public key cryptosystem applying polynomial representations to the GGH scheme whose key size is practical. In section 2, we shortly review the GGH system and explain the security related to the choice of a secret parameter T . In section 3, we study various representations of polynomials by n × n-matrices and their direct applications to the GGH system. In section 4, we suggest a public key cryptosystem using the representations in section 3. Also we study its parameter selection, security analysis and key sizes. Its key sizes are much smaller than HNF expression and comparable with NTRU. In Appendix A, we introduce a scheme whose key size is smaller than that of the scheme proposed in section 4.
Description of the GGH System

The GGH System
In this section, we describe the GGH cryptosystem briefly. First, recall the definitions related to lattice: The GGH uses the closest vector problem (CVP). It is well known that CVP is an NP-hard problem. The GGH system is as follows:
Private key The private key is an n × n-matrix R with a low dual-orthogonalitydefect. It can be generated by R + kI, where R = (R ij ) satisfies that |R ij | ≤ l and k ≈ √ nl for some constant l.
Public key
The public key is an n × n-matrix B such that B generates the same lattice as R with a high dual-orthogonality-defect. Then B = RT −1 for some T ∈ GL(n, Z).
Encryption
The message v is an element of Z n . The ciphertext is obtained as follows:
for an error vector e = (δ 1 σ, · · · , δ n σ), where δ i = −1 or 1 and σ is a small constant, e.g. 4.
Decryption The deciphertext is obtained as follows:
where v denotes the vector in Z n which is obtained by rounding each entry in v to the nearest integer.
Since T −1 is an integer matrix, we have
If R −1 e = 0, then decryption works. We denote the maximum of L ∞ -norm of the rows in
for some small real number > 0, then the probability of decryption error is bounded by , where
Why Is |det(T )| = 1 Needed?
Let L R and L B be the lattices generated by columns of R and B = RT −1 , respectively. In the GGH, L R and L B are the same lattices so that T is unimodular. Even if L B is a sublattice of L R (i.e. T −1 is an integer matrix and |det(T −1 )| ≥ 1), the decryption works. But in this case, its security can be weakened. In this section, we discuss the reason why we should use R and
. Then CVP for L B is changed to the shortest vector problem (SVP) forL B [4] , [9] .
Recall the definition of the gap of the lattice. The larger the lattice gap is, the easier it becomes to find the shortest vector [9] . ForL B , (e, 1) will be the shortest vector with high probability and the second successive minima will be similar to the norm of the column vector of R if |det(T −1 )| = 1. Hence, in the case of the GGH, the gap ofL B could be estimated.
In the case that |det(
is a sublattice of L R , such an estimate is invalid. Instead, we can consider the security analysis used in NTRU. Gaussian heuristics says that the expected size of the smallest vector in a random lattice of dimension n + 1 lies between
n + 1 2πe
and
Let λ 1 (L B ) be the length of the shortest vector inL B . Since the second successive minima is expected to be larger than s 1 , if we can find a vector b 1 such that
, it will be the shortest vector. Hence the larger s1 λ1 (LB) is, the easier it is to find the shortest vector.
By LLL-algorithm, we can find a vector
. BKZ algorithm with block size β finds a vector of length at most [10] . Hence the larger β is, the higher the probability to find the shortest vector is. On the other hand, the run time of BKZ algorithm is exponential in the block size.
The authors of NTRU guessed the following conjecture based on experiments [5] : 
Lattice Generated by Representations of Polynomial Rings
Representation of a Polynomial Ring
We introduce a representation of a polynomial ring as follows: We iden-
is a polynomial of degree n. Then we have the following representation of Z[x]/ r(x) into the set of n × n matrices with integer entries:
Depending on the choice of r(x), we can find various representations.
n − 1, then we have a circulant matrix
Direct Applications of Polynomial Representations
From representations of polynomials, we can obtain various lattices as we see in the above example. We can apply these representations to the GGH scheme directly as follows: Let r(x) be x n − 1. Then we obtain a circulant matrix as
nl and other coefficients are contained in [−l, l], then the dual-orthogonaldefect of R = Φ(f ) would be low. In order to apply R = Φ(f ) to the GGH system, it is necessary to find g such that T −1 = Φ(g) and |det(T −1 )| is small (especially 1). But it is difficult to find a sufficiently large class of g such that
Cryptosystem : Scheme I
In this section, we propose cryptosystems using a representation of polynomials.
Key Generation
We will take the private and public key in polynomial rings. Let n be a prime number and p be a positive integer. Experimentally, we can verify that sufficiently many elements of
n − 1 has its inverse, where φ is Euler phi function. Even if p is not a prime number, Z p has sufficiently many invertible elements, so sufficiently many elements of
n − 1 have their inverses. First, we generate 4 polynomials
for the private key, which have the following properties:
for some i 0 , j 0 and the other coefficients are contained in [−l, l] (l will be set to be 1).
-The coefficients of h 1 and h 2 are contained in [−l, l].
We make the private matrix R as follows:
Since the diagonal entries of Φ(f 1 ), Φ(f 2 ) are about √ 2nl and other entries are contained in [−l, l], the dual-orthogonality-defect of R would be low by the same reason as the GGH.
In order to generate the public key, we choose g ∈ Z[x]/ x n − 1 such that the coefficients of g are contained in (−p/2, p/2]. Then g can be considered as an element of a ring
n − 1 as follows: 5) which are expressed as
Then we have the following private key and public key:
-Private key :
Encryption and Decryption
for an error vector e = (e 1 , e 2 ), where e i ∈ {−σ, σ} n (σ will be set to be 1/2).
Decryption Let T be a matrix defined as follows:
Then we decrypt as follows:
Why decryption works?
As we see in the above, 2n × 2n-matrix R has also a low-dual-orthogonality defect. Furthermore, we have the following lemma:
Proof. Since
we obtain that
which implies that det(T −1 ) = 1.
Also we can easily verify that
The decryption works by the same reason as the GGH scheme. Assume that p is not a secret parameter. ¿From the equation (4.5), we have 4n equations with 5n unknown variables. For any subsets of equations of (4.5), the number of unknown variables ≥ the number of equations + n. Hence if n is sufficiently large, we cannot obtain secret keys by solving equations algebraically.
Also note for each equation in (4.5), the lattice attack in NTRU is not applicable.
Gap of an Embedded Lattice and Selections of σ and l Nguyen attacked the GGH by the embedding attack [9] . To our knowledge, the embedding attack seems to be the most efficient attack to the GGH. So we select the parameter σ and l under the consideration of the embedding attack.
By the attack to the GGH system used in [9] , the security of the system is not so closely related to the size of σ. Precisely, the linear equation c = Bm + e can be reduced toc 6) where m 2σ is the solution of
So the error vectorē = e/2σ is an element of {±1/2} n . Hence the choice of a large σ is not so essential condition for the security of the GGH scheme if σ ≥ 1/2. Hence we take σ to be 1/2.
The embedding technique builds the latticeL B such that . By experiments, the smaller the lattice gap is, the larger block size for BKZ algorithm we need in finding the shortest vector (Table 7) . For a lattice whose gap size is about 10, Nguyen found the shortest vector by BKZ algorithm with block size 20 in 300-dimensional lattice reduced by (4.6) [9] . InL B , the second successive minimum is smaller than the minimal norm of column vectors of R, which is smaller than 2 √ nl. If σ = 1/2, then we have
So the smaller l is, the harder it is to find the shortest vector inL B . Hence, we take l to be 1. Experimentally, if l = 1, then the probability of decryption error is sufficiently small if n ≥ 30 and GL B ≤ 2.4 which is much smaller than the gap of the reduced lattice of the GGH system. Since the gap of our lattice is smaller than 2.4, BKZ algorithm with block size 20 cannot find the shortest vector in 158 = 79 × 2-dimensional lattice in many cases (Table 5 , Table 7 ). Note that the run time of BKZ algorithm is exponential in the block size. Assuming that k ≈ O(n/GL)-block size is needed for BKZ algorithm in finding the shortest vector (Table 7) , we have the following natural conjecture:
Conjecture 2. The run time to solve the shortest vector inL by a lattice reduction algorithm is about exp(O(n/GL)).
Also note that the reduction of our lattice is not easier than non reduced GGH lattice as we see experimental results for low dimensions (Table 6 ). (We used the implementation of the GGH in http://theory.lcs.mit.edu/~cis/lattice/lattice.html.) Selection of p In order to estimate the public key size, the bit size of p should be determined. If p ≥ 2 80 , then it can be regarded as a private parameter. But if p takes 10 bits, then p cannot be considered as a private parameter. If p is larger than 2 80 and it is kept secret, then we have the following advantages in the security. First, even if an attacker obtains g, he cannot obtain g p and Q. Second, the reduction time for 80-bit p is longer than that for 10-bit p. The run time of lattice reduction algorithm for 10-bit p is shorter than 1/6 of that for 80-bit p (Table 5 ). It is a natural result since the run time of BKZ algorithm is proportional to log B where B is the maximal norm of input basis [10] .
However, the bit size of p does not seem to be a critical point for the security. Instead, if we use small p, then the efficiency increase significantly. If we use a 10-bit p, then the key size is comparable to NTRU and its efficiency can be significantly increased.
By our limited and non-optimized experiments, the run time to find the shortest vector inL B with 10-bit number p is longer than e 0.1n -seconds with Pentium III 866 MHz. (see Table 5 .) Based on these experiments, we estimate the security for 10-bit number p as Table 1 .
Remark 1.
If we use a 10-bit integer p, then p cannot be considered as a secret key. Even if p is not a secret key, it would be better to keep p secret for increasing the security.
Key Sizes
Let p be about 10-bit number. The coefficients of P i will take about 18 bits for 514-dimensional lattice (n = 257). Then public key takes 2.3 KBytes.
Let p be about an 80-bit number. The coefficients of P i will take 88 bits for 514-dimensional lattice (n = 257), the public key takes 11.3 KBytes, which is much smaller than the key sizes of both 200-dimensional GGH and 200-dimensional GGH using HNF expression [8] .
Other Representations
. Hence every non zero element has its inverse [7] . Let
n − x − 1 be defined by the same method except that |α 0 |, |β 0 | ≈ √ 8n instead of |α i0 |, |β j0 | ≈ √ 2n for some i 0 , j 0 . Then Φ(f i ) has a low dual-orthogonality-defect. The gap of the embedded lattice is smaller than 6. Our experiments say that the gap is about 4, which is larger than the gap for r(x) = x n − 1. The larger the gap size is, the larger the dimension we need for the security is. As we see in Table 8 , if we use x n − x − 1 as r(x), the shortest vector for n = 79 is found by BKZ algorithm with block size 10. When we use x n − 1 as r(x), we cannot find the shortest vector for n = 79 with block size 20. For the similar complexity of lattice generated by x 211 − 1, we need n ≈ 400 based on Conjecture 2, the public key size is about 18KBytes, which is also much smaller than the key sizes of both 200-dimensional GGH and 200-dimensional GGH using HNF expression but it is two times larger than the scheme with r(x) = x 211 − 1. When we use this representation, we have the following advantages: First, Φ(f i ) is more complicated. Second, if p is a prime number, then every non zero g is invertible in Z p [x]/ r(x) . But since it seems that there are no special lattice reduction algorithm for r(x) = x n − 1, the scheme with r(x) = x n − 1 is more efficient than that with r(x) = x n − x − 1.
Conclusion
We proposed a lattice based public key cryptosystem using polynomial representations. The proposed cryptosystem is an improvement of the GGH system. Our scheme has the advantages of the GGH system written in the introduction. Furthermore, our scheme is practical in key sizes compared with the GGH. It has not been proved that the security of our scheme is equivalent to that of the GGH scheme since our schemes use specific lattices generated by polynomial representations. Although the further research on the security of the proposed schemes is required, any serious weakness has not been found yet.
As we see in Section 3, 4 and Appendix A, we can make various lattices with representations of polynomials. By studying various representations and size of coefficients of polynomials, the key size might be decreased and the efficiency could be increased. Furthermore, the security of the cryptosystem is closely related to the choice of representations. (See Section 4.4.)
The secret data are {f 1 , f 2 , f 3 , h 1 , h 3 , h 5 }. We make the private matrix R as follows:
(5.8)
Every coefficient of P 31 and P 32 is contained in (−q/2, q/2]. We define T 1 , T 2 as follows:
Then we obtain
Then we have the public matrix B as follows:
Consequently, we have the following private key and public key:
-Public key : P 11 , P 12 , P 21 , P 22 , P 31 , P 32 (i.e. B) Decryption The deciphertext is
Encryption and Decryption
(5.12)
We can easily check that B = RT −1 . By the same reason as the GGH and Scheme I, the decryption works.
We can prove that |det(T )| = 1.
Remark 2. In (5.12), if g 1 g 2 g 3 −1 = pQ generally, we obtain an invertible matrix
In order to reduce the public key size, we replace g 3 by 1 and make modular reduction.
Security and Key Size
In algebraic view, we can use the similar arguments on the security as Scheme I.
By our experiments, if we use an 80-bit number as p, the run time to find the shortest vector inL B in Scheme II is about half of the run time for Scheme I. We guess that such results are obtained since the entries of B are smaller than that of Scheme I. If p is a 10-bit number, then the run time is shorter than 1/7 similarly as Scheme I. Our limited experiments say that the run time of BKZ algorithm for the embedded latticeL is longer than exp(0.14n)-seconds with Pentium III 866 MHz.
Based on our experiments (Table 5) , we obtain the security for 10-bit number p as Table 3 . By modular operations, coefficients of P 13 , P 23 , P 31 , P 32 , P 33 are smaller than q, which are relatively small numbers. If n = 167, the dimension of the lattice is 501, and the public key size is about 1.7 KBytes for 10-bit p and about 7.6KBytes for 80-bit p. Table 1 and Table 3 will be decreased. (2) Even if the key size of Scheme II is slightly smaller than that of Scheme I, Scheme I seems to be more secure than Scheme II when we use 10-bit p. 
