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Abstract
Chaundy and Jolliffe [4] proved that if {an} is a non-increasing (mono-
tonic) real sequence with lim
n→∞
an = 0, then a necessary and sufficient condi-
tion for the uniform convergence of the series
∑∞
n=1 an sin nx is limn→∞
nan = 0.
We generalize (or weaken) the monotonic condition on the coefficient se-
quence {an} in this classical result to the so-called mean value bounded vari-
ation condition and prove that the generalized condition cannot be weakened
further. We also establish an analogue to the generalized Chaundy and Jol-
liffe theorem in the complex space.
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1 Introduction and results
Let {an} be a nonnegative sequence, write
∞∑
n=1
an sinnx (1)
as a sine series. Denote by C2pi the space of all continuous functions of period
2pi equipped with the norm
‖f‖ = max
0≤x≤2pi
|f(x)|.
In 1916, Chaundy and Jolliffe [4] proved that if {an} is a non-increasing
(monotonic) real sequence (in symbol, {an} ∈ MS, i.e. Monotonic Sequence)
with lim
n→∞
an = 0, then a necessary and sufficient condition for the uniform
convergence of series (1) is lim
n→∞
nan = 0. This classical result, together
with other convergence results of series (1), such as L1-convergence, Lp-
convergence, and best approximation, have had many applications in analysis
and attracted lots of attentions.
In order to weaken the monotonic condition on the sequence {an} for
series (1) to be uniformly convergent, several groups, led by Leindler ([8]-
[11]), Stanojevic ([15]-[17]) ), Telyakovskii ([18]-[21]), S. P. Zhou ([7],[23]-
[25]), Belov ([2]), as well as Tikhonov ([22]), etc., have been working on
this problem in various ways for decades and trying to find the best way to
weaken the monotonic condition of the sequence {an} for the sine series to
be uniformly convergent.
One way is to generalize the monotonic condition to the quasimonotone
conditions. The classical definition for a sequence {an} to be quasimono-
tone (in symbol, {an} ∈ CQMS, i.e. Classical Quasi-Montone Sequence) is
that if there is an α ≥ 0 such that an/nα is decreasing for all n > 0 (see
[14],[1],[5],[6],[13] ). The general definition for quasimonotone is the so-called
O-regularly varying quasimonotone condition. Let R(n) be an increasing se-
quence with R(2n)/R(n) bounded for all n > 0. A sequence {an} is said
to be O-regularly varying quasimonotone sequence ({an} ∈ RVQMS) if for
some R(n) with the above properties, an/R(n) is decreasing for all n > 0. It is
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proved that the monotonic condition, {an} ∈ MS, in the classical Chaundy-
Jollif Theorem, can be generalized to {an} ∈ CQMS, or more generally,
{an} ∈ RVQMS. There are numerous works related to this topic, for exam-
ple, see [3], [12],[15]-[24].
Although the RVQMS seems very general, it is almost impossible for one
to prove that a sequence {an} (without missing any terms) is not a RVQMS.
The reason is that one has to prove that the sequence {an/R(n)} is not de-
creasing for any R(n) with R(2n)/R(n) bounded! This may also be one of
the main reasons that analysts gradually lose their interests towards RVQMS.
People then move to another direction to establish a new way of gen-
eralizing the monotonic condition by using the so-called bounded variation
concept. Leindler [8] first raised the rest bounded variation condition. A
nonnegative sequence A = {an} with lim
n→∞
an = 0 is said to be a rest bounded
variation sequence ({an} ∈ RBVS) if
∞∑
k=n
|ak − ak+1| ≤ C(A)an
holds for all n = 1, 2, · · · and some constant C(A) depending only upon
the sequence A. The Chaundy-Jollif Theorem is again proved to be true in
[8] if we replace the monotonic condition by the RBV condition. However,
Leindler himself proved that CQMS and RBVS are not comparable in [9].
Very recently, Le and Zhou [7] introduced a condition which generalizes
both CQMS and RBVS. A nonnegative sequence A = {an} is said to be a
group bounded variation sequence ({an} ∈ GBVS) if for some given N0 ≥ 1,
2n∑
k=n
|ak − ak+1| ≤ C(A) max
n≤k≤n+N0
ak
holds for some constant C(A) and all n = 1, 2, · · · . The monotonic condition
in the Chaundy-Jollif Theorem is then extended to {an} ∈ GBVS. Later,
Yu and Zhou [25] introduced further the non-onesided bounded variation
condition. A nonnegative sequence A = {an} is said to be a non-onesided
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bounded variation sequence ({an} ∈ NBVS) if
2n∑
k=n
|ak − ak+1| ≤ C(A)(an + a2n)
holds for some constant C(A) and all n = 1, 2, · · · . Again the monotonic con-
dition in the Chaundy-Jollif Theorem is extended further to {an} ∈ NBVS.
Another recent temptation of generalization is to the so-called almost
monotonic sequence. A nonnegative sequence b = {b
n
} is said to be an
almost monotonic sequence ({bn} ∈ AMS) if there is a positive constant
C(b) such that
bk ≤ C(b)bn for all k ≥ n.
An AMS looks easy to manage. Indeed, AMS contains RVQMS ∪ RBVS,
but it is not comparable with GBVS, NBVS or MVBVS (see[10],[11],[25] for
more discussion on this). We prove in this paper that AMS is not an option
to generalize the Chaundy-Jollif Theorem:
Theorem 1 There exists a sequence {bn} ∈ AMS with lim
n→∞
nbn = 0
such that the series
∑∞
n=1 bn sin nx is not uniformly convergent.
Our main objective of this paper is to generalize the monotonic condition
in the Chaundy-Jollif Theorem to the so-called mean value bounded variation
condition and prove that the generalization achieved in this paper is final.
Definition 2 A nonnegative sequence A = {an}∞n=0 is said to be a
mean value bounded variation sequence ({an} ∈ MVBVS) if there is a λ ≥ 2
such that
2n∑
k=n
|ak − ak+1| ≤ C(A)
n
[λn]∑
k=[λ−1n]
ak
holds for all n = 1, 2, · · · and some constant C(A) depending only upon the
sequence A.
From the definition, we can see that a MVBVS can either be non-increasing
almost everywhere, or non-decreasing almost everywhere, and converge to its
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limit. We show that the class of MVBVS contains all known classes of se-
quences mentioned earlier, except for the AMS, as following propositions:
Proposition 3 If A = {an} ∈ GBVS in general sense, i.e., {an}
satisfies
2n∑
k=n
|ak − ak+1| ≤ C(A) max
n≤k<n+N0
ak (2)
for some given N0 ≥ 1, then {an} ∈ MVBVS. But the reverse is not true,
i.e. there are sequences in MVBVS not satisfying (2).
Proposition 4 If A = {an} ∈ NBVS, then {an} ∈ MVBVS. But
the reverse is not true, i.e. there are sequences in MVBVS which are not in
NBVS.
Our first main result is that the monotonic condition in the Chaundy-
Jollif Theorem can be weakened to {an} ∈ MVBVS:
Theorem 5 If A = {an} ∈ MVBVS, then a necessary and sufficient
condition either for the uniform convergence of series (1), or for the conti-
nuity of its sum function f , is that lim
n→∞
nan = 0.
We also prove that the MVBV condition cannot be weakened any further
to guarantee the uniform convergence of the sine series (1), and therefore
{an} ∈ MVBVS is the ultimate generalization to the monotonic condition in
Chaundy-Jollif Theorem:
Theorem 6 Let {Mn} be a given nonnegative increasing sequence tend-
ing to infinity. Then there exists a sine series of the form (1) with limn→∞ nan =
0 such that for any given λ ≥ 2
lim
n→∞
∑2n
k=n |∆ak|
Mn
n
[λn]∑
k=[λ−1n]
ak
= 0,
however, the series is not uniformly convergent.
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We prove the above propositions and theorems in next section and estab-
lish an analogue of Theorem 5 in the complex space in the last section. We
will also investigate other important classic results in Fourier analysis under
the MVBV condition in separate papers as continuations to this paper.
Finally in this section, we summary the generalization of the monotone
conditions in the following two figures. Figure 1 shows the development
of the generalization successively, while Figure 2 shows the relations of the
different generalized classes of monotonic sequences. Here in Figure 2, for
convenience, GBVS is when N0 = 1 of the general class of GBVS.
MS
✏✏✮✏✏
RBVS
PPqPP
CQMS
✏✏✏✏✏✮✏✏✏✏
AMS
❄
STOP
❄❵❵❵
❄
RVQMS❳❳
❳❳❳
❳❳②❳
❳❳❳
❳❳❳
  ✠
 
 
GBVS
❆
❆
❆
❆
❆❆❯
❆
❆
❆
❆
❆❆
❄
NBVS
❄
MVBVS
Fig.1
6
✫✪
✬✩
MS
RBVS
CQMS
GBVS
NBVS
MVBVS
AMS AMS
Fig.2
7
2 Proofs
Throughout this paper, we always use C (x) to denote a positive constant
depending only upon x, where x can be numbers or sequences, and use C to
denote an absolute positive constant. C (x) or C may have different values
in different occurrences.
PROOF. [Proof of Theorem 1] Let n1 = 1, n2 = 10, nj+1 = n
2
j for
j = 2, 3, . . . , and let
bk = 1, 1 ≤ k ≤ 40.
For j ≥ 2 and k = 1, 2, . . . , nj − 1, let
bm =
1√
lognj
1
m
, 4knj ≤ m < (4k + 2)nj ,
bm =
1
8
√
log nj
1
m
, (4k + 2)nj ≤ m < 4(k + 1)nj.
Then nbn → 0, n → ∞, and bk ≤ 8bn for all k > n (this means that {bn} is
an almost monotonic sequence). Therefore the series
∑∞
n=1 bn sinnx is well
defined. Denote by Sn(x) the nth partial sum of the series, i.e.
Sn(x) :=
n∑
k=1
bk sin kx,
and choose tj = pi/(2nj), we have for k = 1, 2, . . . , nj − 1 that
(4k+2)nj−1∑
m=4knj
bm sinmtj ≥
∑
nj/2≤m≤3nj/2
b4knj+m sin(4knj +m)
pi
2nj
≥
√
2
2
∑
nj/2≤m≤3nj/2
b4knj+m
≥
√
2
2
1√
lognj
nj
(4k + 3/2)nj
=
√
2
1√
lognj
1
8k + 3
.
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On the other hand,∣∣∣∣∣∣
4(k+1)nj−1∑
m=(4k+2)nj
bm sinmx
∣∣∣∣∣∣ ≤
4(k+1)nj−1∑
m=(4k+2)nj
bm ≤ 1
8
√
lognj
2nj
(4k + 2)nj
≤ 1
2
√
log nj
1
8k + 4
.
Therefore
Snj+1(tj)− Snj(tj) ≥
nj−1∑
k=1

(4k+2)nj−1∑
m=4knj
bm sinmtj −
∣∣∣∣∣∣
4(k+1)nj−1∑
m=(4k+2)nj
bm sinmx
∣∣∣∣∣∣


≥ 1
2
1√
lognj
nj−1∑
k=1
1
8k + 4
≥ C√
log nj
log nj
≥ C
√
log nj,
and the sine series is not uniformly convergent accordingly since
√
log nj →
∞ as j →∞.
PROOF. [Proof of Proposition 3] If {an} ∈ GBVS, then for any suffi-
ciently large n, we have
2n∑
k=n
|∆ak| : =
2n∑
k=n
|ak − ak+1| ≤ C(A) max
n≤k<n+N0
ak =: C(A)akn ,
n ≤ kn < n+N0 ≤ 2n.
For any kn/2 ≤ j ≤ kn,
akn =
2j∑
i=kn
∆ai + a2j+1 ≤
2j∑
i=j
|∆ai|+ a2j+1 ≤ C(A)akj + a2j+1,
thus
akn ≤
C (A)
kn
∑
kn/2≤j≤kn
(akj + a2j+1).
Since n ≤ kn < n+N0, j ≤ kj < j+N0, and kj can repeat at most N0 times
for kn/2 ≤ j ≤ kn, with the above estimate, we have
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akn ≤
C (A)N0
n
4n+1∑
j=[n/2]
aj ,
which gives us a λ = 5 such that
2n∑
k=n
|∆ak| ≤ C (A) akn ≤
C (A)
n
λn∑
j=[λ−1n]
aj.
On the other hand, let nk = 2
k, k = 0, 1, · · ·, set
an =


0, nk ≤ n < nk + k,
bn, nk + k ≤ n < nk+1 − k,
0, nk+1 − k ≤ n < nk+1,
where b1, · · · , bnk−k, bnk+k, bnk+k+1, · · · , bnk+1−k−1, bnk+1+k+1, · · · is any decreas-
ing nonnegative sequence, we can easily check that {an} does not satisfy (2)
(not in NBVS either), but it certainly belongs to MVBVS.
The proof of Proposition 4 is similar to the proof of Proposition 3. Now
we divide the proof of Theorem 5 into the following three lemmas. For a
given series
∞∑
k=1
ak sin kx = lim
n→∞
n∑
k=1
ak sin kx,
we write
f (x) =
∞∑
k=1
ak sin kx
for those points x where the series converges and let Sn (f, x) be the nth
partial sum of f at x. As the sequence {an} under consideration in the sine
series starts with a1, we assume, without loss of generality, that a0 = 0.
Lemma 7 Let {an} be a nonnegative sequence and let f (x) = ∑∞n=1 an sinnx ∈
C2pi. Then
lim
n→∞
||f − Sn (f)|| = 0.
This lemma is a direct corollary of Lemma 3 in [7].
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Lemma 8 Let {an} ∈ MVBVS. Then either the uniform convergence
of series (1), or the continuity of its sum function f , implies that lim
n→∞
nan = 0.
PROOF. Either the uniform convergence of series (1), or the continuity
of its sum function, implies that (by Lemma 7)
lim
n→∞
‖S[λn] (f)− S[ n
2λ
]−1 (f) ‖ = 0
holds for any given λ ≥ 2. Since {an} ∈ MVBVS, there exists a λ ≥ 2 such
that for any integer n > 0,
2n∑
k=n
|∆ak| ≤ C(A)
n
[λn]∑
k=[λ−1n]
ak.
So for j = n+ 1, . . . 2n, we have
an ≤
j−1∑
k=n
|∆ak|+ aj
≤
2[ j2 ]∑
k=[ j2 ]
|∆ak|+ aj
≤ C(A)
n
[λj/2]∑
k=[ j2λ ]
ak + aj
≤ C(A)
n
[λn]∑
k=[ n2λ ]
ak + aj .
(3)
Taking the sum of the n inequalities of (3) for j runs from n + 1 to 2n,
we have
nan ≤ C (A)
[λn]∑
k=[ n2λ ]
ak +
2n∑
j=n+1
aj ≤ C (A)
[λn]∑
k=[ n2λ ]
ak. (4)
Please note that C (A) may have different values in different occurrences.
Now let tn = pi/(2λn). Then we have
S[λn](f, tn)− S[ n
2λ
]−1(f, tn) ≥ C (A)
[λn]∑
k=[ n
2λ
]
ak ≥ C (A)nan
and the required result follows.
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Lemma 9 Let {an} ∈ MVBVS. Then lim
n→∞
nan = 0 implies that
lim
n→∞
‖f − Sn (f) ‖ = 0.
Proof. We need only to show that
lim
n→∞
‖I(x)‖ := lim
n→∞
∥∥∥∥∥
∞∑
k=n
ak sin kx
∥∥∥∥∥ = 0. (5)
In view of I(0) = I(pi) = 0, we may restrict x within (0, pi). From the
condition, for any given ε > 0, there is a n0 > 0 such for all n ≥ n0 that
nan < ε. Let n ≥ λn0, where λ ≥ 2 is the number obtained from the given
sequence {an} ∈ MVBVS, by the definition for MVBVS. Take N = [1/x]
and set
I(x) =
N−1∑
k=n
ak sin kx+
∞∑
k=N
ak sin kx =: I1(x) + I2(x),
where, without loss of generality, we assume that N > n, if N ≤ n, the same
argument as in estimating I2 can be applied to deal with
∑∞
k=n ak sin kx
directly. Obviously,
|I1(x)| ≤ x
N−1∑
k=n
kak ≤ x(N − 1)ε ≤ ε.
By the well-known estimate
|Dn(x)| =
∣∣∣∣∣
n∑
k=1
sin kx
∣∣∣∣∣ ≤ pix,
and by Abel’s transformation and that {an} ∈ MVBVS,
|I2(x)| =
∣∣∣∣∣
∞∑
k=N
ak sin kx
∣∣∣∣∣
≤
∞∑
k=N
|∆ak||Dk(x)| + aN |DN−1(x)|
≤ Cx−1
(
∞∑
k=N
|∆ak|+ aN
)
≤ CN
∞∑
k=N
|∆ak|+ ε.
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We check that
∞∑
k=N
|∆ak| =
∞∑
j=0
∑
2jN≤k<2j+1N
|∆ak|
≤ C (A)
∞∑
j=0
1
2jN
[λ2jN ]∑
k=[λ−12jN ]
ak
≤ C (A)N−1ε
∞∑
j=0
2−j
[λ2jN ]∑
k=[λ−12jN ]
k−1
≤ C (A, λ)N−1ε
∞∑
j=0
2−j
≤ C (A, λ)N−1ε,
since {an} ∈ MVBVS. Combining all the above estimates, we have the re-
quired result.
PROOF. [Proof of Theorem 6] The construction is to be processed in a
similar but more delicate way to the proof of Theorem 1. Without loss of
generality, we can assume that M1 ≥ 10, therefore Mj ≥ 10 for all j ≥ 1. Set
n1 = 1, n2 = 10, and nj+1 = 2[M
1/2
4nj ]nj for j = 2, 3, .... Let
ak = 1, 1 ≤ k < 40.
For j ≥ 2 and k = 1, 2, · · · , 2[M1/24nj ]− 1, let
am =
1√
logM4nj
1
m
, if4knj ≤ m < (4k + 2)nj,
am =
1
8
√
logM4nj
1
m
, if(4k + 2)nj ≤ m < 4(k + 1)nj.
Define accordingly a sine series
∞∑
m=1
am sinmx, we will show that this series
is exact what required to prove Theorem 6. For any given n, there exists a
j ≥ 2 and a k, 1 ≤ k ≤ 2[M1/24nj ]− 1, such that 4knj ≤ n < 4(k + 1)nj , then
8knj ≤ 2n < 8(k + 1)nj. Divide the argument into two cases.
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Case 1. 1 ≤ k ≤ [M1/24nj ]− 1. Then
2n ≤ 8[M1/24nj ]nj = 4nj+1.
We check that
2n∑
m=n
|∆am| ≤ C
2(k+1)∑
m=k
a4mnj
≤ C√
logM4nj
2(k+1)∑
m=k
1
4mnj
≤ C√
logM4nj
k+3
4knj
≤ C√
logM4nj
1
nj
.
(6)
At the same time,
2n∑
m=n
am ≥ 18√logM4nj
8knj∑
m=4(k+1)nj
1
m
≥ 1
8
√
logM4nj
(4k−3)nj
8knj
≥ 1
64
√
logM4nj
.
(7)
Thus, by noting that 4nj ≤ 4knj ≤ n ≤ (4k + 1)nj , k ≤ [M1/24nj ]− 1, for any
λ ≥ 2, with (6) and (7), we have
∑2n
m=n |∆am|
Mn
n
∑[λn]
m=[λ−1n] am
≤
∑2n
m=n |∆am|
Mn
n
∑2n
m=n am
≤ C knj
Mnnj
≤ CM
1/2
4nj
Mn
≤ CM−1/2n ,
and the last quantity in the above inequalities obviously tends to zero as
n→∞.
Case 2. [M
1/2
4nj ] ≤ k < 2[M1/24nj ]. Similarly, we calculate for this case that
(note that 2n ≤ 16[M1/24nj ]nj < 8nj+1)
2n∑
m=n
|∆am| ≤ C√
logM4nj
2[M
1/2
4nj
]−1∑
m=k
1
4mnj
+
C√
logM4nj+1
1
4nj+1
≤ C√
logM4nj
n−1j .
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On the other hand, by noting that [n/2] ≤ 2(k+1)nj ≤ 4[M1/24nj ]nj we achieve
that
2n∑
m=[n/2]
am ≥ 1
8
√
logM4nj
8[M
1/2
4nj
]nj−1∑
m=4[M
1/2
4nj
]nj
1
m
≥ C√
logM4nj
.
Therefore, for any λ ≥ 2, it follows that
∑2n
m=n |∆am|
Mn
n
∑[λn]
m=[λ−1n] am
≤
∑2n
m=n |∆am|
Mn
n
∑2n
m=[n/2] am
≤ C [M
1/2
4nj ]nj
Mnnj
≤ CM
1/2
4nj
Mn
≤ CM−1/2n .
Combining these two cases, in any circumstance, for given λ ≥ 2 we have
proved
lim
n→∞
∑2n
k=n |∆ak|
Mn
n
∑[λn]
k=[λ−1n] ak
= 0.
In a similar argument to the proof of Theorem 1, by taking tj = pi/(2nj), we
can prove that
Snj+1(f, tj)− Snj (f, tj) ≥
C√
logM4nj
[M
1/2
4nj
]∑
k=1
1
8k + 4
≥ C
√
logM4nj ,
with an observation that nan → 0 as n → ∞, which closely depends on
Mn → ∞ as n → ∞. So we conclude that the series constructed is not
uniformly convergent although nan → 0 as n→∞.
3 Results in Complex Space
Given a trigonometric series
∑∞
k=−∞ cke
ikx := lim
n→∞
∑n
k=−n cke
ikx, write
f(x) =
∞∑
k=−∞
cke
ikx
for those points x where the series converges. Denote its nth partial sum∑n
k=−n cke
ikx again by Sn(f, x). Define the set
K(θ0) := {z : | arg z| ≤ θ0, θ0 ∈ [0, pi/2)}.
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It is of great interest to establish an analogue to the Chaundy and Jolliffe
theorem in complex spaces since this will include sine and cosine series as two
particular cases. Previous results concerning the generalization of Chaundy-
Jollif Theorem to complex space can be found in [7], [23], and [25], etc. In
this section we establish the following
Theorem 10 Let C = {cn} be a complex sequence satisfying
cn ∈ K(θ0)andcn + c−n ∈ K(θ0), n = 1, 2, ... (8)
for some θ0 ∈ [0, pi/2). If there is a λ ≥ 2 such that
2n∑
k=n
|ck − ck+1| ≤ C (C)
n
[λn]∑
k=[λ−1n]
|ck| (9)
holds for all n = 1, 2, · · ·, then the necessary and sufficient conditions for
f ∈ C2pi and lim
n→∞
‖f − Sn (f) ‖ = 0 are that
lim
n→∞
ncn = 0 (10)
and
∞∑
n=1
|cn + c−n| <∞. (11)
Note that the condition (8) in Theorem 10 is weaker than the analogue
condition (6) of Theorem 1 in Le and Zhou [7]. The proof of Theorem 10 is
the result of following four lemmas.
Lemma 11 (Xie and Zhou [23], Lemma 2). If a complex sequence
C = {cn} satisfies (8) for some θ0 ∈ [0, pi/2), then f ∈ C2pi implies (11).
Lemma 12 If a complex sequence {cn} satisfies (8) for some θ0 ∈
[0, pi/2), then there is a constant C (θ0) > 0 depending only on θ0, such that
Recn ≤ |cn| ≤ C (θ0)Recn, n = 0, 1, 2, . . . .
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The proof of this lemma is very straightforward.
Lemma 13 If a complex sequence {cn} satisfies (8) for some θ0 ∈
[0, pi/2) and (9), then lim
n→∞
‖f − Sn (f) ‖ = 0 implies (10).
PROOF. As
S[λn](f, x)− S[ n
2λ
]−1(f, x) =
[λn]∑
k=[ n
2λ
]
(
cke
ikx + c−ke
−kx
)
=
[λn]∑
k=[ n
2λ
]
ck
(
eikx − e−ikx
)
+
[λn]∑
k=[ n
2λ
]
(ck + c−k) e
−ikx,
so∣∣∣∣∣∣
[λn]∑
k=[ n
2λ
]
ck
(
eikx − e−ikx
)∣∣∣∣∣∣ ≤
∥∥∥S[λn] (f)− S[ n
2λ
]−1 (f)
∥∥∥+ [λn]∑
k=[ n
2λ
]
|ck + c−k| . (12)
On the other hand, if we let x = x0 = pi/(2λn),∣∣∣∣∣∣
[λn]∑
k=[ n
2λ
]
ck
(
eikx0 − e−ikx0
)∣∣∣∣∣∣ ≥
∣∣∣∣∣∣
[λn]∑
k=[ n
2λ
]
Reck
(
eikx0 − e−ikx0
)∣∣∣∣∣∣
= 2
[λn]∑
k=[ n
2λ
]
Reck sin kx0
≥ C
[λn]∑
k=[ n
2λ
]
Reck.
(13)
Now by Lemma 12 and a similar calculation to (3) in the proof of Lemma 8,
for j = n + 1, . . . , 2n,
|cn| ≤ C (C)
n
[λn]∑
k=[ n
2λ
]
|ck|+ |cj | ≤ C (C, λ, θ0)

1
n
[λn]∑
k=[ n
2λ
]
Reck +Recj

 ,
and with (13), (12), and a similar calculation to (4) in the proof of Lemma
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8,
n |cn| ≤ C (C, λ, θ0)

 [λn]∑
k=[ n
2λ
]
Reck +
2n∑
j=n+1
Recj


≤ C (C, λ, θ0)
∣∣∣∣∣∣
[λn]∑
k=[ n
2λ
]
ck
(
eikx0 − e−ikx0
)∣∣∣∣∣∣
≤ C (C, λ, θ0)

∥∥∥S[λn] (f)− S[ n
2λ
]−1 (f)
∥∥∥ + [λn]∑
k=[ n
2λ
]
|ck + c−k|

 ,
then this and Lemma 11 imply (10) if lim
n→∞
‖f − Sn (f) ‖ = 0.
Lemma 14 If a complex sequence {cn} satisfies the conditions (8) (for
some θ0 ∈ [0, pi/2)) to (11), then
lim
n→∞
‖f − Sn (f) ‖ = 0.
PROOF. Similar to the proof of the following identity (14) under the
conditions of (10) and (11), we can easily see that the sequence {Sn (f, x)}
is a Cauchy sequence for each x and therefore it converges at each x. So we
only need to show that
lim
n→∞
∥∥∥∥∥
∞∑
k=n
(
cke
ikx + c−ke
−ikx
)∥∥∥∥∥ = 0. (14)
For any given ε > 0, from the conditions of (10) and (11), there exists a
n0 > 0, such that for all n ≥ n0, we have
n |cn| < ε (15)
and
∞∑
k=n
|ck + c−k| < ε. (16)
For n ≥ n0, write
∞∑
k=n
(
cke
ikx + c−ke
−ikx
)
=
∞∑
k=n
(ck + c−k) e
ikx + 2i
∞∑
k=n
ck sin kx
= : I1 (x) + 2iI2 (x) .
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From (16), we have
|I1 (x)| < ε.
Follow the same steps in the proof of (5) for Lemma 9, and using (15) and
Lemma 12 instead, we have
|I2 (x)| < ε.
This complete the proof of Lemma 14.
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