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ABSTRACT 
We describe an approach to information aggregation based on the RAGE method, In 
this method, when faced with the problem of selecting a value representative of a 
collection of values, Aggr(a 1, a 2 . . . . .  an), we perform a single random experiment on 
the space of aggregates. Implicit in the use of this method is the availability of some 
underlying probability distribution over the ai's. As opposed to the use of the expected 
value, which is often used in these kinds of situations, the RAGE approach always 
returns one of the arguments of the aggregation as its value. An advantage of this 
approach is that it allows us to perform aggregations when the aggregates are not 
numeric values. We apply this new methodology tothree situations where aggregation is
used. The situations tudied are neutral networks, OWA operators, and decision making 
under uncertainty. In each of these cases we describe in detail the process for obtaining 
the necessary underlying probability distribution. In applying this technique to the neural 
network domain we introduce a new class of neurons called RAGE neurons. In these 
neurons the branch weights are used to provide the probability distribution while the 
inputs provide the aggregates. 
KEYWORDS: aggregation, probability, decision making, neural networks 
1. INTRODUCTION 
Aggregat ion problems appear  in many areas. Decision making situations 
are rife with processes that require aggregation. The determinat ion of 
output  at the nodes in a neural  network involves an aggregation step [1, 2]. 
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The selection of a representative element from a fuzzy set can be viewed 
as an aggregation problem. The closely related problem of defuzzification 
in fuzzy logic control [3-5] is based upon the use of an aggregation step. In 
this work we investigate a new technique for aggregation, called the R_~E 
method. A central feature of this method is the use of a single random 
experiment to select he representative, aggregated value of a collection of 
values. Implicit in the use of this method is the requirement of an 
underlying probability distribution to guide the random process. A key 
feature of this approach is that no arithmetic operations are done on the 
arguments o be aggregated: this property allows us to implement aggrega- 
tions in environments where the arguments of the aggregation are nonnu- 
meric objects. A second feature of this approach is that the output of the 
RAGE aggregation is always one of the inputs. This property is very useful 
in situations in which the output space of the aggregation process is 
constrained to be a discrete space. The original application [6, 7] of this 
technique to the problem of constrained efuzzification took explicit 
advantage of this characteristic. 
The process of RAGE aggregation can be viewed as an extension of the 
process of using the expected value to obtain a representative alue of a 
set of possible outcomes with associated probabilities. In using the ex- 
pected value we are essentially obtaining the average value of a large 
(infinite) number of performances of a random experiment. When using 
the RAGE method we are just using the output of a single performance of a 
random experiment to determine the representative alue. 
In one application discussed in this work, we apply this technique to the 
aggregation step used at the nodes in a neural network. In particular we 
show how the weighted summation process used at the nodes can be 
viewed as the determination f an expected value with the weights deter- 
mining the probabilities. We then suggest replacing this step by the 
performance of a single random experiment, RAGE aggregation. In making 
this replacement we are essentially introducing a new class of neurons, 
which we call RAGE neurons. 
The use of weighting methods uch as those used in neural networks and 
fuzzy logic control [3, 4, 8-13] can be seen as the construction of problem 
solutions based upon the combination of solutions to closely related 
problems. They essentially form new solutions by taking parts of other 
solutions. We can call these methods blending type methods. In some 
environments the use of a blending method to adjudicate between individ- 
ually acceptable solutions may result in a combination that is considerably 
worse than either of the ingredients. For example, if a house has two 
doors, one in the front and one in the back, trying to blend these two 
solutions may lead us to try to climb into a window on the side of the 
house. In introducing the RAGE method we are attempting to extend the 
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applicability of blending approaches, uch as neural networks and fuzzy 
systems modeling, by providing a facility for combining individual solutions 
which doesn't blend the individual solutions. Another approach in this 
spirit was discussed by Yager in [14]. Viewed in this spirit, the RAGE 
aggregation technique can be considered to belong to a class of aggrega- 
tion techniques we shall call ce l ibate  methods. Celibate methods can be 
seen to be also generally useful in contexts in which solutions can be 
divided into "equivalence" classes where objects in one class can be 
blended while those in different classes can't be blended. 
In addition to the application of the RAGE method to neural networks, 
we apply this method to the OWA aggregation technique [15]. The use of 
this approach in this framework allows us to develop a class of RAGE-OWA 
operators. In the final application we apply this technique to the problem 
of decision making under uncertainty. 
2. NEURAL WEIGHTS AS PROBABILITIES 
Let us consider a typical neuron as shown in Figure 1. The typical 
procedure used to calculate the output y of the neuron is defined as [1] 
y = f(rl),  
where rl = ET= lWiXi . 
One can look at this as a two step process. The first step, the calculation 
of ~7, can be considered as a kind of aggregation process. The second step, 
the calculation of f(r/), can be considered as a type of transformation. 
Thus the calculation of y is composed of the following steps (see Figure 2): 
(1) aggregation, 
(2) transformation. 
Y 
Wl Wn 
Xl n 
Figure 1. Typical neuron. 
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Transformation I 
I 
/1" ,  
Figure 2. Structure of node evaluation. 
The aggregation process can be considered more generally of the form 
~7 = Agg((wi, xi)) (I) 
One class in this more general form of aggregation operations at the 
neuron that we will consider will be a special case of the form 
n 
n = ~ G(wi)"xi. (II) 
i=1  
We shall consider the special class of neurons where G(w i) = wi/~,,w j. In 
this case 
1 W i 
n = y Ew~xi = E yx~, 
l 1 
where T = Ejwj. 
It should be noted that we could also consider this as 
where 
?~ = EWiX i~ 
f (n )  = -~n. 
In the formulation just introduced we can view the coefficient G(w i) as 
the probability of selecting the element xi. In this view the aggregation 
process taking place at the neuron an be then seen as a taking of the 
expected value of the inputs where the weights associated with each 
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branch are probabilities. As is well known in the literature, the expected 
value is effectively the value that gives the minimum mean squared error. 
Thus we can consider the aggregation step of the neuron in the following 
way. We have a collection of values x i with probability Pi --- wi /F - ,w j .  Find 
the value u that gives us the least mean squared error, 
Min ~ (xj 2 -u )  p i. 
J 
It is well known that the solution to the above problem is the expected 
value, 
1 
u = rl = Y ' ,p ix i  = -~ ~_ ,w ix i .  
i i 
Thus a view of the aggregation process at the neuron can be put forward 
as a kind of minimization of some error function with probabilities 
generated from the weights. 
Let us consider another formulation of the aggregation of the neuron of 
the form given in II: 
1 
71 = - -~ ~_ ,w i~x i ,  
i 
where T~, = Y',j.w 7. We can again consider this as a kind of expected value, 
where 
w7 
pi[ a ] - 
L 
is a type of probability. Following the ideas introduced in [16], we shall, call 
these BADD-additive neurons. 
Let us look at some special cases of this. When a = 1 we get the 
situation we originally introduced. When a = 0 we get 
1 
p!~] = _ 
n 
and 
1 
: - -EX i .  
n i 
In this case, when a = O, we are completely discounting the weights in the 
formulation of 77. 
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In the case where a ~ ~, we see that if there exists a unique maximal 
weight, 
pi[o~l = [ 1 if W i = maxj wj, 
0 otherwise. 
In this case, since 
7 7 = Ep[a]x i ,  
i 
we receive as our aggregated value the input corresponding to the largest 
weight. This type of aggregation can be viewed as corresponding to 
selecting the input that has the highest probability. We note that if there 
are m weights tied at the maximal value, then 
p!,~l = [ 1 /m if w i = maxj wj, 
t 0 otherwise. 
It is interesting to note that the selection of the element with the highest 
probability can be viewed as optimizing the expected value with a different 
loss function. In the standard situation our loss function is defined as 
Lj = ( yj - g):, 
where y~ is the outcome of the jth experiment and g is our guess. 
Consider now the loss function 
0_ if y j=g,  
L j=  1 if y j~g.  
Using this loss function, if we consider 
n 
L= ~L j ,  
j=a  
the value of g that minimizes L is x k where Pk = max i Pi. 
In the preceding we have concentrated on the aggregation step of the 
neural processing procedure. We have shown that this can be viewed as a 
kind of expected value of the inputs guided by the probabilities of the 
weights. We can consider the dual of that situations. In this case we would 
use the firing levels to generate the probability and view the aggregation of
the neuron as 
77 = Ee~lw i ,  
i 
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where the Pi are defined as 
x i 13 
J 
In this case, when a ~ ~ we end up selecting as our output the weight 
of branch that has the largest input. If more than one input is tied for the 
maximum, we select the average of the weights. When a = 1 we get 
~,WiX i 1 
7"] -- EWiX i ,  
E jx j  S 
where S = S, j x j .  In this case we can view the action as the usual process 
with a transformation based on 1/S .  When u = 0 we get 
1 
rl = - -  2., wi .  
n 
3. MAXIMAL SELECTION NEURONS 
It is interesting to consider the application of the BADD transformation 
to both the inputs and the weights. In this case 
x~wi ~ 
i E jxT"E jw j~"  
Let us now consider a special case of the above type aggregation where 
a ~ o: and /3 ~ ~. In this special case, if we let 
Xma x= maxxi ,  i 
then 
Wma x= maxwi, i 
( X~a-~/x ) c~ ( W~x )/3 
j xXmax z j~" ~ Wmax/ 
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In this situation, as a ~ % 
for w =.ax, 
for W i < Wma x. 
Similarly, as /3 ~ % 
( xi )~ { 1 f°r = 
Xma x / 0 for  x i < Xma x. 
Let M 1 be the set of indices for which x i attains the maximal value, and 
let M 2 be the set of indices for which w i attains the maximal value. Let 
M= M 1 ¢q M 2 
be the set of indices for which x i and w i simultaneously attain the maximal 
values. In this situation then 
card M 
card M 1 card M 2 " 
In particular we see that if M = Q, no branches have both maximal 
weight and input, card M = 0 and 77 = 0. Thus this type of aggregation can 
be used to fire when both the weights and inputs are the maximal. 
More specifically 
~/= 0 if no branch has both maxima, 
77 > 0 if at least one branch has both maxima. 
4. RANDOM GENERATION (RAGE) NEURONS 
In the previous ection we introduced a probabilistic view of the aggre- 
gation process at a neuron. In particular we suggested that one can induce 
from the weights associated with the branches of a neuron a probability 
distribution. We can then see that the aggregation process at the neuron 
involves electing the output value based upon the probabilities associated 
with the input values. In the typical neuron, the aggregation process that is 
used to calculate the output is then to find the expected value. Viewing the 
output of the neuron as being determined by some probabilistic process 
inspires us to consider some other probabilistic mechanisms for determin- 
ing the output of the aggregation step in the neural node structure. In the 
following we shall introduce a new class of neurons, which we call RAndom 
GEneration (RAGE) neurons .  As we shall subsequently see, these neurons 
are based on an aggregate process which can be seen as the performance 
of a random experiment guided by the induced probabilities. 
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Consider a neuron with weights w1, w 2 . . . . .  w n and inputs xl, x2,. . .  , x n. 
Assume that we consider the weights induce a probability distribution, 
obtained by a simple normalization, 
W i 
p~ = E iw i "  
In the RAGE neuron the aggregation process, rather than being based upon 
the construction of the expected value (minimization of error), is based 
upon the performance of a random experiment using these probabilities. 
We denote this aggregation as r/RAo~ .. Let 
where 
S i = [ai, bil, 
a 1 = 0, bl - Pl, 
ai = b i -1 ,  bi -~ai  +p i  for i>  1. 
The RAGE neuron performs its aggregation as follows: 
(1) Generate a random number R ~ [0, 1]. 
(2) rhAoE =X i if R ~ Si. 
If desired, the output can now be put through a transformation (see 
Figure 3). However, for the following we shall assume no transformation; 
thus the output of the neuron is x i. 
~ Y 
Trans format ion  
Wl  w n 
Xl  n 
Figure 3. A RAGE neuron. 
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The RAGE neuron has a number of interesting properties that can be 
useful in some situations. We first note that in reality the selection of the 
output of the RAGE aggregation is independent of the inputs and just 
depends on the weights. In essence the RAGE aggregation, thAnE, selects a 
index i such that R ~ S i. The determination of Si is just dependent upon 
the weights and not on the xi's. The x i is selected after the determination 
of i from the random experiment. Thus the RAGE aggregation determines 
which branch shall be used to give the output z. 
A second notable feature of the RA6E aggregation is that the output, 
before the transformation, is always one of the inputs. That is, RAGE ~ (set 
of inputs). This feature is useful in at least two situations. One situation is 
where we desire no composition amongst the inputs: we must select one of 
the inputs as the output. In [6, 7] Yager and Filev used this idea to handle 
constraint defuzzification problems. A second situation where RAGE aggre- 
gation is useful is where we have nonnumeric inputs to the neurons. 
Because the selection process is independent of the inputs we can use 
nonnumeric inputs. 
EXAMPLE Consider the situation shown in Figure 4. Since ~W i ~- 10, then 
W i 
hence Pl = .4, P2 = .2, p3 = .3, P4 = .1, and therefore 
S 1 = [0, 4], 
$2 = [.4, .6],  
S 3 = [.6,.9], 
S 4 = [.9, 1]. 
If R = 0.8, then the r/RA~E index is 3 and the output is yellow. 
4 1 
B1 Green 
Figure 4. Color example. 
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Another important property of RAGE aggregation is nondeterminism. 
That is, the same weights and same inputs do not necessarily give the same 
result. Thus in situations in which we desire to model systems which 
exhibit a nondeterministic component we can use RAGE neurons. 
We recall that, given a probabilistic setting with outcome space X = 
{xl, x e . . . . .  x n} and probability distribution P = {Pl,P2 . . . . .  Pn}, the ex- 
pected value u = F.iPiX i is the same as the average value for an infinite 
number of random performances of the experiment. In this framework the 
RAGE aggregation can be viewed as the expected value obtained with a 
sample size of one, of just one performance of the experiment. This is 
particularly useful in environments when our space X does not allow 
arithmetic operations; then we can't obtain average outcomes and must 
use typical outcomes uch as that obtained by one performance of the 
experiment. 
In the above we have introduced a new class of neurons, RAGE neurons, 
which provide their outcome on the bases of a random experiment. 
Physiologically we can envision these neurons as shown in Figure 5. In this 
figure we view the Pi's, as obtained from the weights, as determining the 
probability that switch i will be the first to close. Once a switch closes, it 
lets the input on that line pass upward. In addition the closing of one 
switch precludes the closing of any other switch. Viewed in this spirit, the 
RAGE neurons have a competitive aspect to them and so can be used to 
implement competitiv~ phenomena in neural networks. In one possible 
application of this competitive process we can allow the P~'s to be them- 
selves determined by the values of the inputs on each line: 
X i 
- E ix j .  
(? 
x| R 2 x n 
Figure 5. Switch view of neuron. 
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More generally we use a BADD transform a > 0, to obtain the probabilities 
a 
Xi 
pi[ '~ ] = Ejx 7 
In this framework, with the xi's being the output from a collection of 
neurons, we would be using this RAGE neuron to select one of these 
outputs for further processing or as the output of the network. In the 
special case when a approaches ~ we effectively select the largest xi. The  
use of the RAGE neuron in this mode can be seen as an alternative to the 
feedback kinds of mechanisms typically used to implement competitive 
operations in neural networks [17]. 
Naturally we can consider neural networks which contain the ordinary 
type of neuron as well as the RAGE type. In the construction of complex 
neural networks a central issue is the learning of the weights on the 
branches. We shall now consider the problem of learning the weights 
associated with the RAGE neuron. As we indicated earlier, we shall assume 
no transformation occurs; thus the output of the RAGE neuron is the value 
calculated by the aggregation operator r/RAt E . Two situations can be 
identified. In one situation, typified by, but not restricted to, nonnumeric 
inputs, the inputs are distinct with no measure of closeness or similarlity 
available. In the second situation some measure of similarity exists be- 
tween the inputs. 
Assume the weights of the branches of the neuron are wj and the inputs 
are xj. Let n be the number of branches. For a given observation assume 
that xi is the output of the neuron and 33 is the desired output of the 
neuron. 
We shall first consider the case where no closeness measure xists. A 
process of learning the weights is described by the following algorithm: 
I. 33 = xi (the correct output is produced): 
W; = Wi -'}- Ol E Wk, 
k:kq. i  
w~ = wj - aw j ,  j q: i. 
II. 33 4: x~ (the wrong output is produced): 
W~ = W e -- [3Wi, 
/3w 
p ~_ - - W i "  w) wj + E wk 
k :k~i  
a and /3 ~ [0, 1] are learning rate parameters. 
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To learn the weights of the interior branches we proceed as follows. We 
just consider the interior node connected to branch i, the one that gave us 
the output x i. Let vj be the weights associated with this node, and z i the 
inputs of this node. Let • be the branch whose value was the output of 
this node. Then we have 
I :  )3 = X i = Z , ,  
Vr, = U ,  + Ot Z 
k:k, / :*  
U~ = U j - -  OtUj, 
II: )3 = z , ,  
UI, = U ,  -- ~U, ,  
~vjw,  
U k , 
j 4 : * ;  
Z U k " 
k :k~:*  
We now consider the case where the inputs and outputs are numeric. 
Let )3 be the desired output. In this situation we modify our weights as 
follows: Let 
and let 
m = m~lxy  - )31  
J 
then 
Ixj -)31 
t j  = 1 - - -  
m 
w~ = wj + ott~. 
We can see that tj is in essence a measure of similarity between the actual 
output and the input to branch j. 
One can consider a more generalized version of the RAGE neuron. In 
this situation the probabilities are derived from a 8ADD transformation [16] 
on the weights. In particular 
W i ~t 
p i  [ ~ ] = 
Zw 7 " 
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It is interesting to note that in this situation, when a ---> 0o we get that 
1 if w i = maxjwj ,  
Pits] = 0 i f  w i ~ maxy wj. 
One can see that this mechanism is essentially selecting the input that has 
the highest probability. 
5. RAGE-OWA AGGREGATION 
In [15] Yager introduced a class of aggregation operators which he 
called OWA operators. 
DEFINITION An OWA operator F of  dimension  is a mapping 
F :R  n ---~ R.  
It has associated with it a weighting vector 
W= w2 
n 
such that 
(1) Ewi = 1, 
(2) W i E [0, 1], 
where 
F(a i , . . . ,a  . )  = Y'~bjwj, 
J 
where bj is the jth largest of the a i. 
Thus an OWA operator does an ordering of the inputs (arguments) 
before doing the aggregation. 
EXAMPLE 
W = 
F(7, 9, 2, 6) = (.2)(9) + (.3)(7) + (.4)(6) + (.1)(2) = 6.5. 
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A number of special cases of these operators can be pointed out. If 
w 1 = 1, we see that 
We denote this as W*. 
If w~ = 1, we get 
F (a l , . . . ,a~)  = maxa . 
l 
F(a  1 . . . . .  a n) = mina . 
l 
We denote this class as W..  
If w~ = 1/n for all i, we get 
1 
F(a l , . . . ,  a n) = _ Ea i ,  
tl i "  
the averaging operator. 
If we denote by F*(al  . . . . .  an) the aggregation obtained by letting 
W = W* and F , (a  I . . . . .  a n) as the aggregation obtained by letting W = 
W.,  it can be shown [15] that 
F ,  (a l , . . . ,a  . )  < F (a  I . . . . .  a~) <_ F* (a l , . . . ,a~) .  
Furthermore it can be shown that the OWA aggregation is idempotent: 
F(a  . . . . .  a) = a. 
If we restrict a i = [0, 1], the OWA aggregation can be considered as a 
general class of logical connectives lying between the "and" and the "or" 
[151. 
In [18] Yager introduced a probabifistic semantics associated with these 
OWA operators. He suggested that the w/s can be viewed as a kind of 
probability distribution. In this setting it was suggested that w~ can be 
viewed as the probability that the i th best value will be the outcome of the 
expertment. Consider a probabilistic environment with outcome space X = 
{Xl,...,x~}. In the usual situation one has a probability distribution 
P = [P1,- . . ,  Pn], where Pi is the probability that the outcome of the 
experiment will be xp In the OWA environment our probability distribu- 
tion is W= [w I . . . . .  wn], where wi, rather than being associated with a 
specific outcome, a fixed element in X, is associated the ith best outcome, 
whichever element it is. Using this semantics, one can view the OWA 
aggregation as a kind of expected value, 
E(a 1 . . . .  ,a n) = ~-2bjwj. 
J 
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This type of probabilistic semantics i  particularly useful in situations in 
which the outcome space is changing for each performance of the experi- 
ment. 
Consider a person who plays a lottery which has five different payoffs. 
However, the payoffs are not fixed but change each time the lottery is 
played. Our subject has observed this lottery on a number of occasions, q
times. On the kth performance of this lottery the relevant information is 
that the outcome space is A k = [Ak l ,  Ak2,  Ak3, Ak4,  Aks] and the payoff 
is d k E A k. Our subject is now faced with a new lottery where A = 
[al, a2, a3, a4, as] , and he is interested in determining the expected payoff. 
The following procedure can be used to determine the expected payoff. 
For each of the previous versions, k, of the lottery which he observed, he 
can order the elements in Ak. He can then calculate the ordered position 
of the payoff in that lottery; we denote this as v~. We note that v k E 
{1, 2, 3, 4, 5}. He can then calculate 
qi 
1~ i ~ - - ,  
q 
where qi is the number of times that the ith ordered payoff occurred. 
Using these probabilities, he can calculate the expected payoff of the new 
lottery as 
IVi bi, 
where b i is the ith best element in A. 
In [15, 18] Yager suggested the calculation of a measure of optimism, 
a ~ [0, 1], associated with these kinds of OWA probability distributions. In 
particular he suggested using 
1 n 
Ot = - -  E w i (n  - -  i ) .  
n- l i=  1 
In the case where w 1 = 1 (we are certain the best thing will happen), we 
get a = 1. In the case where w n --- 1 (we are certain that the worst thing 
will happen), we get a = 0. More generally, when w k = 1 we get a = (n 
- k) / (n  - 1). In the situation when w i = 1 /n  for all i, we get a = .5. 
In [15, 18] Yager also associated a measure of entropy with an OWA 
probability distribution defined as 
H(w)  = - EWi  In w i. 
i 
In [19] O'Hagan suggested an approach to obtaining the OWA probabil- 
ities starting with a measure of optimism. His approach involved solving 
the following mathematical programming problem: 
Max - ~ ,w i ln w i 
i 
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such that 
1 
(1) a , - ,  -~wi(n - -  i ) ,  
n -1  
(2) EWi  = 1, 
i 
(3) W i ~ [0, 11. 
O'Hagan called these maximum entropy (ME-OWA) weights. 
As we have noted, using this probabilistic semantics we can view the 
OWA aggregation as a type of expected value: 
E(a  1 . . . . .  a n) = ~_,bjwj. 
J 
Thus the OWA aggregation selects as its outputs the value that minimizes 
the mean squared error under the assumption that wj is the probability 
that the jth best thing will happen. Based upon our previous work with 
RAGE neurons, one can be inspired to think of a RAGE-OWA operator 
aggregation. 
Consider a set of values a 1 . . . .  , an; let the reordering of these elements 
be b l , . . . ,  b n. Assume our OWA weights are w 1 . . . . .  w n. We introduce a 
RAGE-OWA aggregation of the ai's, denoted FRA~E(a 1 . . . . .  an), which se- 
lects its outcome as follows: 
(1) Let 
S i = w i , • 
I_k=l 
(We understand y,0= lw i = 0.) 
(2) Let R be a random number, R ~ [0, 1]. 
(3) If R ~ S i then we select b i. 
Thus the RAGE-OWA operator always selects one of its inputs as its 
output. It can also be seen to be nondeterministic: applying it to two 
situations with the same arguments may give different answers. 
It should be pointed out that the application of the RAGE-OWA opera- 
tor just requires an ordering operation on the arguments, the ai's. This 
implies that the inputs can be nonnumeric data which can be ordered. 
6. ON THE PROBLEM OF PROBABILITY ASSESSMENT 
In this section we shall make a slight digression from_our main theme of 
~GE aggregation and look at a problem of probability assessment which 
we shall call the menu prob lem.  
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Let us first look at the typical process of assessing probability from data. 
Assume we have some experiment with outcome space X = {x 1, x 2 . . . . .  Xq}. 
Consider that we have the performance of r random experiments on this 
space, generating the data given by D = {d 1 . . . . .  dr}. We note that each 
d i c X .  The typical method for generating the probabilities is to let r i 
equal the number of times x i appears in D and then calculate 
F i 
Pi  ~-  . 
r 
Let us now consider a modified class of problems in which we are 
interested in assessing the probabilities. We shall use the following exam- 
ple to illustrate this situation. The setting of the example suggests the 
name "menu problem" for this class. 
Consider a restaurant that can make ten different dishes. However, each 
day it only makes four of these dishes, which appear on the menu. We are 
not concerned with how these four dishes are decided. There exists a 
customer who frequents this restaurant every day and orders one of the 
four dishes from the menu. We have observed this customer's elections 
over a period of time and are interested in modeling the process he uses to 
make his choice. Figure 6 illustrates the situation. 
Let us first describe this problem formally. Let X be the total experi- 
ment space. It corresponds to the restaurant's ten dishes. Let V k be a 
subset of X of cardinality n. We shall denote 
Vk = [Yk l 'Yk2 , ' ' ' , Ykn]"  
Thus Yki is the ith element on the list V k. We note that Yki ~ X ,  and that 
V k corresponds to the menu on day V k. We perform the collection of 
experiments. In the kth experiment we use V k as our operative outcome 
space. Again we are not concerned with how V k was chosen. We then use 
some choice mechanism, CHOOSE, to select a element from V~; let us 
denote this as d k. Thus again in this environment we generate a bag 
D ={d l , . . . ,  d,} of elements from X as our observations. A major differ- 
ence between this case and the original situation is that the operative 
solution space is not fixed, but is different for each performance of the 
experiment. 
Menu =[ Choice [ 
v I Mechanism I 
Figure 6. Menu choice problem. 
Dish 
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We are now interested in using the data D to generate some probability 
distribution to best account for the choice process used. In this environ- 
ment we can't use the simple machinery of the classical problem. It 
appears that in order to obtain the probabilities in the probability distribu- 
tion we must conjecture some mechanism for the operation CHOOSE. 
Having conjectured a mechanism, we can then assess the probability 
values. 
In the following we shall suggest some possible mechanisms; there are 
most certainly others. 
I. Fixed Positions. One simple mechanism that might be used by our 
client is to make a choice based upon position on the menu. We can 
see this case is more generally representative of an environment in
which we have n agents (variables, subsystems, etc.), which we 
denote as U~. In this case agent U/ presents the possible value Y~i. 
Again we are not concerned with how agent U/ got its value. Thus 
the set V k represents the collection of values presented by the 
agents. In the fixed position model we are essentially selecting 
agent i with probability Pi and then reporting as the outcome of the 
experiment the value presented by that agent. In this fixed position 
choice mechanism we are then interested in determining the proba- 
bility that agent i is selected. In this framework we determine the 
probability of selecting the ith agent, P/, as follows: 
m i 
P i -  , i=1  . . . . .  n, 
m 
II. 
where m i is the number of times that the ith agent's value has been 
selected and m is the number of performances of the experiment. 
Ordered value selection. Under this conjecture of choice mecha- 
nism we suggest that the selector orders the elements in V k accord- 
ing to some critria and then uses some probability mechanism ~ to 
make the selection. For example, in the menu environment our 
client may be concerned with his caloric intake. In this situation, 
given a menu V k, he first orders the elements according to how 
fattening they are. However, rather than always selecting the least 
fattening, he has some underlying regimen (probability distribution) 
which he uses to select the object from the menu. For example, ~ 
is the probability that he will select the ith most caloric dish. We 
note that this distribution is independent of which subset of the n 
dishes is presented. Assuming the use of this mechanism, we obtain 
a set D of observations and are faced with the problem of obtaining 
the P/'s. A procedure for obtaining the ~'s is as follows. For each 
performance of the experiment we have an outcome dk and a set of 
194 
III. 
Ronald R. Yager 
allowable outcomes Vk. We now order the elements in V, according 
to our ordering scheme. We now convert d, into an integer C, 
indicating the ordered position of d, amongst the elements in V,. 
Thus if d, is the first in the order, C, = 1, if d, is second, C, = 2. 
This process gives us a bag C of integers drawn from the space 
(1,2, *. . , n}. We then calculate 
where & is the number of times the value i appears in C, and r is 
the number of performances of the experiment. In this case Fi is 
the probability that the ith reordered object is selected. 
Fixed probabilities. InAthis environment we assume that each xi in 
X has a probability Pi of being selected, and we are using these 
probabilities as our basis of choosing the element dj. It should be 
noted that this framework is essentially based upon the assumption 
of a fixed ratio between the probabilities, that is, 
ii 
;- 
= constant. 
In this framework we are considering the following mechanism 
being used to determine the selection. For a given outcome space 
vk, 
(0 
if xi g I$) 
P&i) = @i I if xjEVk, 
where Pk(xi) is the probability that xi is selected from the outcome 
space vk. The calculation of the basic probabilities, the eii)s, is 
difficult in this environment. The following mechanism can be 
conje$ured as a possible approach to calculation of the probabili- 
ties Pi. LA 
ni 
ti=bi’ 
where ni is the number of times that xi appears as the outcome 
(the number of appearances of Xi in D), and bi is the number of 
operative outcome spaces that contain xi. We then let 
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In the preceding we have described three possible mechanisms to 
account for the choice process used by our subject. We must now decide 
which of these mechanisms best models the process used. One way of 
doing so is to use the entropy measure. We calculate 
where 
H= - E Pi ln Pi, 
H= - In Pi, 
/ t=  - In Pi, 
g i= , x iEV  k • 
We then select for a given situation the model which has the minimal 
entropy. In this way we are essentially selecting the model that has the 
least uncertainty. 
It should be pointed out that it is possible to conjecture other mecha- 
nisms to account for the selection process. The optimal entropy is a 
decreasing function of the number of models we investigate. Thus by 
selecting more models we can improve our knowledge of the choice 
process. 
7. RAGE DECISION MAKING UNDER UNCERTAINTY 
In this section we shall look at the application of the RAGE aggregation 
technique to a problem in decision making under uncertainty. We shall 
show how this new technique can be used to address the problem of 
decision making when the payoffs are nonnumeric. 
The classic problem in decision making under uncertainty [20,21] is 
captured by the following matrix: 
TI 
Zl C11 
A2 
A3 
A., 
2 "'" L 
C12 
Cij 
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In the above matrix each A i is an alternative and each Tj is a state of 
nature. Furthermore, the value Cii is the payoff obtained if alternative A i 
is selected when the state of nature is Tj. In the decision making under 
uncertainty environment, for each state of nature we have a probability 
distribution Pj indicating the probability that the state of nature is Tj. The 
problem that faces us is to select the best alternative in this environment. 
The typical approach used to select the best alternative in this environ- 
ment is the use of the maximal expected value. Under this approach, for 
each alternative A i we calculate its expected value E(A  i) as  
E(Ai) = ESCi j .  
J 
We then select the alternative which has the largest expected value. 
We shall now suggest, based upon the use of the RAGE aggregation, an 
alternative method for making this selection. In this approach we shall, in 
a manner to be subsequently described, associate with each alternative A~ 
a probability Pi of its being the best alternative. Having obtained these 
probabilities, we can then use the RAGE method to select the alternative. 
Thus with these probabilities we proceed as follows: 
(1) Let S~ = [ai, bi], where 
a 1=0 and b1=/;1,  
a~ = b i_ 1 and b~ = a i + ei i = 2 . . . . .  m.  
(2) Generate a random number R ~ [0, i]. 
(3) Select A i if R ~ S i. 
The question now becomes how we get the probability that h i is the 
best solution (the /~i's). The following is the procedure we suggest for 
obtaining these probabilities. Let A k be the alternative that has the 
highest payoff or the first state of nature. We can see that if we know that 
the state of nature is T1, then A k is the best solution. Since P1 is the 
probability that T 1 occurs, then 7"1 contributes a probability P1 to the fact 
that A k is the best solution. If two or more alternatives are tied as the best 
value under 7"1, we equally divide the probability amongst hese alterna- 
tives. In a similar manner we allocate the other probabilities associated 
with the states of nature to the alternatives. In this manner we obtain the 
probabilities /~. 
EXAMPLE 
A 1 
A2 
A3 
rl r, 
6 2 7 2 
3 9 7 7 
1 5 4 8 
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Assume that the probabilities associated with the states of nature are 
P1 = .3, 
P2 = .1, 
P3 = .4, 
P4 = .2. 
Since, under TI, A x is the best choice, its value .3 is assigned to A r 
Under T 2 the best alternative is A2; thus A 2 gets its probability .1. Under 
/'3, we have A 1 and A 2 tied; thus its value .4 is equally divided between 
these two. Finally, under T 4 the best alternative is A3, so it gets the 
contribution .2. Using this allocation process, we see then that 
Pl = .3 + .2 = .5, 
P2= .1 + .2= .3, 
P3 = .2. 
In this situation S 1 = [0, .5], S 2 = [.5, .8], and S 3 = [.8, 1]. If the random 
value R = .6, we see that we would choose alternative S2. 
Summarizing this approach, we see that 
/;,-- E Pj , (1) 
j~Bi mj 
where B i is the set of states of nature where alternative i is the best, and 
rnj is the number of alternatives which prove the maximal payoff for this 
state of nature. 
In the case where the payoffs (the Ci~) are numeric, the new RAGE 
approach provides an alternative to the classical method. Subsequently we 
shall compare the two approaches; however, we shall now describe some 
situations in which only the RAGE technique can be used. 
First, it is important to note that in using the RAGE technique the 
payoffs come into play only in the process used to determine the allocation 
of the state of nature probabilities to the probabilities associated with the 
alternatives. Furthermore, in this process the payoffs are only used to 
determine which of the alternatives i best under a given state of nature. 
In particular, we really only require an ordering amongst he payoffs. This 
less stringent requirement allows us to use the RAGE technique in situa- 
tions when we have less information then numeric values describing our 
payoffs; in particular, we need only a linear ordering. In the following we 
shall discuss two situations in which we can use the RAGE approach where 
we are unable to use the expected value method. 
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Consider the case where the payoffs are expressed in terms of linguistic 
values such as high, medium, low, etc. In this case as long as these 
linguistic values can be ordered, we can use the RAGE approach. The 
following problem illustrates the application of the RAGE approach to this 
environment. 
EXAMPLE 
T1 T3 T, 
A 1 high low high low 
A 2 low very high high high 
A 3 very low medium medium very high 
Assume that the probabilities associated with the states of nature are as 
follows: 
P1 = .4, 
P2 = .2, 
/ °3=.3 ,  
P4 = .1. 
We note in this case that we can't use the expected value and must use the 
RAGE method. 
Since A 1 has the highest payoff for state of nature T 1, we assign its 
probability to A r Since A 2 has the highest payoff for state of nature T2, 
we assign its probability to A 2. Under state of nature T 3 we see that A 1 
and A 2 are tied for the best; thus we divide the probability assigned T 2 
equally between A 1 and A 3. Finally, for the fourth state of nature we 
assign its probability to A 3. This allocation procedure gives us the follow- 
ing probabilities for the alternative: 
/~1 = .4 + .15 = .55, 
/~2 = .2 + .15 = .35, 
/~3 = .1. 
Having these probabilities, we can now apply the RAGE method. 
Formally, we see that the application of the RAOE approach in the above 
situation just requires that the payoffs be drawn from a scale V = 
{Vl ,  V 2 . . . . .  Vn} , where vi > vj if i > j. 
We shall now describe a second situation in which only the RAGE 
approach can be used. In this case we require even less information about 
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the payoffs. Consider the payoff matrix given at the beginning of this 
section. Assume that instead of having payoff values, numeric or nonnu- 
meric, we have a linear ordering of the alternatives under each state of 
nature. Thus in this situation we have, for each state of nature Tj., an 
ordering indicating the preference of the alternatives. For example, 
would indicate that A 3 is the preferred alternative under the state of 
nature Tj. We can use the new proposed methodology to make a selection 
in this case. Here we would simply assign the probability ~ associated with 
the state of nature Tj to the alternative that is most preferred under ~, 
namely  Z 3. We can do this for all the states of nature and obtain the 
associated alternative probabilities, the/~i's. Having these probabilities, we 
can now use the RAGE aggregation technique to select the appropriate 
alternative. 
Let us now return to the case in which we have numeric payoffs. Under 
the ~GE method introduced at the beginning of this section, we assign the 
complete probability associated with a state of nature to the alternative 
with the highest payoff under that state of nature. Consider now the 
original example given in this section. Assume that the payoff of Z 3 under 
T 4 is 7.99 instead of 7. We would still give all the probability contribution 
of r 4 to Z 3. This becomes particularly disconcerting if we are not 
absolutely certain of the validity of the payoff values. For we note that a 
slight change of value of A 3 to 8 would equally divide the probability 
between A 3 and A 2. Furthermore, a change of 7.99 to 8.01 would give all 
the probability of T 4 to A 2 instead of Z 3. We see that this process is 
extremely nonlinear and very sensitive to our payoffs. In the following we 
shall describe an alternative allocation process that ameliorates this lack of 
robustness. 
For each state of nature T, we calculate a proportional allocation as 
follows. Let 
l~j CijPJ 
E?= lCij " 
In the above, l;ij is the proportion of the probability associated with Tj 
that is assigned to the alternative A i. Thus Pij is an allocation based upon 
a normalization of the costs in the jth column. We then calculate 
j= l  
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Thus 
j= 1 ~,im 1Cij (2) 
With the aid of  the BADD transformation introduced by Filev and Yager 
[16] we can provide a unification of  the two allocation approaches. 
Let 
^ 8 ,  play'] = Em=lci~ 
and let 
/=1 
(3) 
where a ~ [0, oo]. We can see that if a = 1 we obtain the simple propor- 
tional allocation of  state probabilities to the alternatives expressed in (2). 
Consider a = o0. In this case it can be shown that 
= ]P i /q  if Cij = max k Ckj , 
if Ciy # max k Ckj , 
where q is the number of elements in the j th column which are tied at 
maximal value. Thus we see that our first allocation procedure, described 
by Equation (2), is obtained when a = ~. 
It is interesting to consider the case when a = 0. In this case assuming 
m alternatives we get 
^ C ° 1 
e,J r mlC o PJ = mPJ' 
" 1 1 
P, = E t~ij = - Eg  = - 
m m" j=l 
Thus in this case the probabilities assigned to the alternatives are all the 
same. We can now conjecture a semantics that could be associated with 
the choice of a. The quantity a can be seen as a measure of our 
confidence in the information about the payoffs. In the case when a = 0 
we have no confidence in the information contained in the payoff and we 
are essentially discounting the information. When a = oo we have absolute 
confidence in the payoff information and are using it in its extreme to 
allocate the probabilities. The selection of  a = 1 indicates some medium 
value regarding our confidence. 
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It should be noted that for each state of nature, we can use a different 
value of a for determining the allocation of its associated probability to 
the alternatives. Thus for a state of nature for which we are very confident 
in the knowledge of the payoffs we can use a high value for a, and for one 
where our confidence is less we can use a lower value of a. 
Let us look at the properties of this generalized BADD-RAGE procedure. 
For a given alternative, if its payoff increases for some state of nature, all 
other payoffs remaining the same, then its effective probability can't 
decrease. Thus we have a positive association between payoffs and proba- 
bilities that an alternative is best. 
A very important concept associated with decision making is the prop- 
erty of Pareto optimality associated with a decision procedure. This prop- 
erty says that if Ag and A k are  two alternatives such that alternative A i 
has a higher payoff for all states of nature than A k, we should never select 
alternative A k. It is obvious that the expected value approach satisfies this 
criterion, since E(A i) will always be greater than E(Ak). Let us look at 
this criterion in the RAGE approach. 
We first consider the RAGE method when a = ~. In this case assuming 
A/ is preferred to A k in all states of nature, A k will never get any 
probability assigned to it and thus /~k = 0. Therefore we see that in this 
case we shall never select A k, and the criterion of Pareto optimality is 
satisfied. 
Consider the situation where a < o0. In this case, for any state of nature, 
^ 
Pkj ~_,im= 1Cij . 
However, we can't be guaranteed that /~ij = 0, and therefore it is possible 
for/~k ~ 0. Thus we see that only in the case of a = ~ is the condition of 
Pareto optimality guaranteed. However, this result is not antiintuitive. For 
we recall that the use of a ~ oo is suggested in cases where we are not 
completely certain of the validity of the payoffs, so the proposition that Ak 
is completely dominated by Ai is not completely valid, and therefore the 
basic premise (A i is preferred to A~ in all states of nature) under which 
Pareto optimality must hold is not completely valid. 
We can obtain a weaker version of the Pareto optimality condition 
which holds for all a when using (3) to assign the probabilities to the 
alternatives. If C~/>__ C~y for all j, then we easily show that /~['~1 >/~'~1 for 
all a. Thus A~ dominating Ag means that the probability of selecting A i 
is always greater than that of selecting A k. 
Let us look at the performance of the RAGE approach and the expected 
value approach in situations in which we must make one decision. One 
reasonable criterion is to consider the probability of selecting the best 
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alternative, P(best), in this case. Initially we shall use the a = ~ allocation 
technique. 
Consider first the use of the expected value method. We proceed as 
follows: 
n 
e(best) = E P(bestlTj).ej. 
j= l  
In this formula we already have the Pj's and therefore we need only 
calculate the P(best IT j). However, we have already indicated that our 
selection procedure is to use the alternative with the highest expected 
value. Let us denote by A e the alternative with the highest expected value. 
Thus we see that P (best lT j )=  1 if A e is the best under Tj, and 
P(best IT j) = 0 if A e is not the best under Tj. From this we see that 
P(best) is equal to the sum of the probabilities for which A e is the best: 
P(best) = E Pj, 
j~De 
where D e is the set of states of nature for which A e is the best. We note 
that if A e is never the best under any state of nature then P(best) = 0. 
Consider now the RAGE method with a = ~. In this case 
n 
P(best) = E P(best I Tj) .Pj. 
J '= l  
We must now calculate P(best I Tj). However, we know that the process we 
use for selecting the alternative under the RAGE method is to select each ^ 
A i with probability Pi. Let Bj be the alternative that is best under state of 
nature Tj. In this environment we see that 
In this case 
P(best I T j )=  ff(Bj). 
n 
P(best) = ~ I~(B j )  . Pj. 
j= l  
Furthermore we can see that 
thus 
t;(Bj) _> g; 
P(best) >_ ~ PT" 
./=1 
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8. CONCLUSION 
We have introduced an approach to information aggregation based on 
the RAGE method. In this method, when faced with the problem of 
selecting a value representative of a collection of values, 
Aggr(a 1, a 2 . . . .  , an), we perform a single random experiment on the space 
of aggregates. Implicit in the use of this method is the availability of some 
underlying probability distribution over the ai's. As opposed to the use of 
the expected value, which is often used in these kinds of situations, the 
RAGE approach always returns one of the arguments of the aggregation as 
its value. An advantage of this approach is that it allows us to perform 
aggregations when the aggregates are not numeric values. 
We have applied this new methodology to three situations where aggre- 
gation is used. The situations tudied were neural networks, OWA opera- 
tors, and decision making under uncertainty. In each of these cases we 
have discussed in detail the process of obtaining the necessary underlying 
probability distribution. In applying this technique to the neural network 
domain we have introduced a new class of neurons called RAGE neurons. 
In these neurons the branch weights are used to provide the probability 
distribution, while the inputs provide the aggregates. 
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