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Abstract
The paper is devoted to the shape optimization of microstructures gener-
ating porous locally periodic materials saturated by viscous fluids. At the
macroscopic level, the porous material is described by the Biot model defined
in terms of the effective medium coefficients, involving the drained skeleton
elasticity, the Biot stress coupling, the Biot compressibility coefficients, and
by the hydraulic permeability of the Darcy flow model. By virtue of the ho-
mogenization, these coefficients are computed using characteristic responses
of the representative unit cell consisting of an elastic solid skeleton and a
viscous pore fluid. For the purpose of optimization, the sensitivity analysis
on the continuous level of the problem is derived. We provide sensitivities of
objective functions constituted by the Biot model coefficients with respect
to the underlying pore shape described by a B-spline box which embeds
the whole representative cell. We consider material design problems in the
framework of which the layout of a single representative cell is optimized.
Then we propose a sequential linearization approach to the two-scale prob-
lem in which local microstructures are optimized with respect to macroscopic
design criteria. Numerical experiments are reported which include stiffness
maximization with constraints allowing for a sufficient permeability, and vice
versa. Issues of the design anisotropy, the spline box parametrization are
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discussed. In order to avoid remeshing a geometric regularization technique
based on injectivity constraints is applied.
Keywords: porous media, shape optimization, material optimization,
homogenization, Biot model, sensitivity analysis, two-scale modelling
1. Introduction
The paper deals with shape optimization of microstructures generating
porous locally periodic materials saturated by viscous fluids. This topic is
challenging in the context of new material design with obvious applications
in many fields of engineering. The aim is to design optimal microstructures
according to criteria related to the effective material properties. Potentially
this enables to design optimal structures with nonuniform material proper-
ties at the macroscopic level, such that a desired functionality of the whole
structure is achieved.
A comprehensive overview of shape optimization with the homogeniza-
tion method is provided by Allaire in [1]. For a general summary of the
homogenization method we refer to the first part of the review paper of Has-
sani and Hinton [14] and references therein. Shape optimization for periodic
problems has been conducted also by Barbarosie and Toader [4]. The au-
thors deduce the topological and, using the perturbation of identity method,
also the shape derivative for elliptic problems in unbounded domains subject
to periodicity conditions. This allows them to apply gradient-based meth-
ods to design problems involving homogenized material properties. In [5]
this work is extended to design problems on two scales with locally periodic
microstructures in linear elasticity.
In the context of fluid-saturated media, the problem of the material de-
sign is typically treated by the topology optimization methods [12, 25, 2]. To
solve the inverse homogenization problem providing optimized microstruc-
tures featured by desired effective material properties relevant to the macro-
scopic scale, in [12] the fluid-structure interaction problem is considered as
decomposed into two problems solved independently in the solid and fluid
parts. This enables to employ the SIMP method of [6] as the tool for the
topology optimization with a two-criteria objective function based on the
compliance and permeability. The same approach based on the “design ma-
terial density” related to the two phases was pursued in [25], where the seep-
age constitutes the constraint for the maximum stiffness design. Therein the
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sensitivity analysis was derived which enabled to use the method of moving
asymptotes in the numerical optimization. A fairly two-scale optimization
problem was reported by Andreasen and Sigmund in [2], where the homog-
enization approach to the topology optimization was employed to solve the
fluid-structure interaction at the pore-level of the Biot type medium [7] filling
a given domain. It is noted that in [2] neither the shape nor the topology of
the base cell is optimized. Instead, a given layout is homogenized for differ-
ent porosity values on a fixed grid and then macroscopic Biot coefficients are
calculated by interpolation.
In this article, following a number of works dealing with homogenization
of the quasistatic fluid-structure interaction in the microstructure, see e.g.
[3, 9, 16, 18, 23, 24], the porous material is described as the Biot continuum
derived by the homogenization of two decoupled problems: 1) deformation of
a porous solid saturated by a slightly compressible static fluid and 2) Stokes
flow through the rigid porous structure. The effective medium properties
are given by the drained skeleton elasticity, the Biot stress coupling, the
Biot compressibility coefficients, and by the hydraulic permeability of the
Darcy flow model. These are computed using characteristic responses of the
representative unit cell constituted by an elastic skeleton and by the fluid
channel. We consider two different kinds of optimal design problems: The
first one is related to material design whereby two criteria of optimal poroe-
lastic material are considered. First, the objective is to maximize stiffness of
the drained porous material and allow for a sufficient permeability and vice
versa. In both cases, anisotropy can be enforced according chosen preferen-
tial directions. The second one involves all the Biot model coefficients: the
objective is to minimize the undrained material compliance. The second kind
of the optimum design is related to a given macroscopic domain occupied by
the Biot type porous medium. As the optimality criterion we consider the
structure stiffness under a constraint associated with a prescribed seepage
through the domain. Although we do not solve numerically the whole two-
scale problem, we present a methodology and give numerical illustrations.
As mentioned above, a similar kind of the two-scale optimization problems
were considered within the topology optimization framework in [2] and [25].
Here, using a spline parametrization of the representative periodic cell,
we introduce design variables which describe the pore shape of the locally
periodic microstructures considered in both the kinds of optimum design
problems. Thus, as a difference with the above works dealing with topology
optimization, we apply shape optimization to design the base cell and use
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the shape sensitivity technique based on the material derivative approach
[13, 15]. In particular, we present shape derivatives of the homogenized
coefficients obtained by the velocity or also speed method [11]. Although
the modeling as well as the sensitivity analysis is carried out completely
on the continuous level, see [21], the topology of the computational grid
used in the discretized version of the problems is fixed. A clear advantage
of this classic technique (see, e.g. [13]) is that remeshing is avoided and
that gradients can be computed consistently on the discretized level of the
problem. On the other hand shape variations have to be limited in order to
prevent degeneration of the finite element mesh, which often results in rather
conservative designs. As a compromise we suggest a spline box approach, in
the framework of which the design freedom (i.e. the admissible positions of
the control points of the spline) is not limited in an absolute manner. Rather
than this, a technique from Xu et. al. [26] is adapted guaranteeing that for all
feasible choices of control points the deformation of the base cell is described
by a one-to-one map. It is shown that sufficient conditions can be expressed
by linear functions of the design variables. This is a clear advantage, as
linear constraints can be strictly satisfied during all optimization iterations
avoiding break-down of the optimization process due to numerical reasons.
The remainder of the article is structured as follows: we first introduce
the homogenized Biot-Darcy model in its weak formulation and state the
coupled model of poroelastic media in Section 2. Next, in Section 4 we derive
shape sensitivities of the homogenized coefficients. In Section 3 we give the
optimization problem with a detailed description of the parametrization and
some regularity preserving constraints to avoid remeshing. This is followed by
some numerical examples in Section 6. Then, in Section 3.2 we investigate a
two-scale problem and optimize the microscopic topology at some exemplary
macroscopic locations for a given macroscopic state. Finally we summarize
our findings and give an outlook in Section 7.
2. Linear homogenized Biot continuum
It is well known that within the small strain theory, behavior of the fluid-
saturated porous materials is governed by the Biot model [7]. The poroelastic
coefficients obtained by M.A. Biot hold also for quasistatic situations, see [9].
Assuming slow flows through a slightly deforming porous structure under-
going quasistatic loading of the solid phase by external forces, whereby the
inertia forces can be neglected, the upscaled medium is described by the Biot-
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Darcy coupled system of equations which was derived by the homogenization
of two decoupled problems: 1) deformation of a porous solid saturated by a
slightly compressible static fluid and 2) Stokes flow through the rigid porous
structure, cf. [19, 24, 21]. In a more general setting, homogenization of the
viscous flow in deforming media was considered in [17].
2.1. The homogenized Biot – Darcy model
Here we summarize the homogenized model of the porous elastic medium.
The model incorporates local problems for characteristic responses which are
employed to compute the effective material coefficients of the Biot model.
The local problems (specified below) related to the homogenized model
are defined at the representative unit microscopic cell Y = Π3i=1]0, `i[⊂ R3
which splits into the solid part occupying domain Ym and the complementary
channel part Yc, thus
Y = Ym ∪ Yc ∪ ΓY , Yc = Y \ Ym , ΓY = Ym ∩ Yc , (1)
where by Yd we denote the closure of the open bounded domain Yd.
We shall employ the following notation. By ∼
∫
Yd
= |Y |−1 ∫
Yd
with Yd ⊂ Y
we denote the local average, although |Y | = 1 can always be chosen. The
usual elasticity bilinear form is
amY (w , v) =∼
∫
Ym
(IDey(w)) : ey(v) , (2)
where ID = (Dijkl) is the elasticity tensor satisfying the usual symmetries,
Dijkl = Dklij = Djikl, and ey(v) =
1
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(∇yv + (∇yv)T ) is the linear strain
tensor associated with the displacement field v . The Lebesgue spaces of 2nd-
power integrable functions on an open bounded domain D ⊂ R3 is denoted
by L2(D), the Sobolev space W 1,2(D) of the square integrable vector-valued
functions on D including the 1st order generalized derivative, is abbreviated
by H1(D). Further H1#(Ym) is the Sobolev space of vector-valued Y-periodic
functions (the subscript #). Below we employ also Πij = (Πijk ), i, j, k =
1, 2, 3 with components Πijk = yjδik.
If the structure is perfectly periodic, the decomposition of the microstruc-
ture and the microstructure parameters are independent of the macroscopic
position x ∈ Ω. Otherwise the local problems must be considered at any
macroscopic position, i.e. for almost any x ∈ Ω, cf. [8].
The local microstructural response is obtained by solving the following
decoupled problems:
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• Find ωij ∈ H1#(Ym) for any i, j = 1, 2, 3 satisfying
amY
(
ωij + Πij, v
)
= 0 , ∀v ∈ H1#(Ym) . (3)
• Find ωP ∈ H1#(Ym) satisfying
amY
(
ωP , v
)
=∼
∫
ΓY
v · n [m] dSy , ∀v ∈ H1#(Ym) . (4)
• Find (ψi, pii) ∈ H1#(Yc)× L2(Yc) for i = 1, 2, 3 such that∫
Yc
∇yψk : ∇yv −
∫
Yc
pik∇ · v =
∫
Yc
vk ∀v ∈ H1#(Yc) ,∫
Yc
q∇y ·ψk = 0 ∀q ∈ L2(Yc) .
(5)
Using the characteristic responses (3)–(5) obtained at the microscopic
scale the homogenized coefficients, describing the effective properties of the
deformable porous medium, are given by the following expressions:
Aijkl = a
m
Y
(
ωij + Πij, ωkl + Πkl
)
, Cij = − ∼
∫
Ym
divyω
ij = amY
(
ωP , Πij
)
,
N = amY
(
ωP , ωP
)
=∼
∫
ΓY
ωP · n dSy , Kij =∼
∫
Yc
ψji =∼
∫
Yc
∇yψi : ∇yψi .
(6)
Obviously, the tensors A = (Aijkl), C = (Cij) and K = (Kij) are symmetric,
A adheres all the symmetries of ID; moreover A is positive definite and
N > 0. The hydraulic permeability K is positive semi-definite in general,
although it is positive definite whenever the channels intersect all faces of
∂Y and Yc is connected.
2.2. Coupled flow deformation problem
The Biot–Darcy model of poroelastic media for quasistatic problems im-
posed in Ω is constituted by the following equations involving the homoge-
nized coefficients:
−∇ · σ = f s , σ = Ae(u)−Bp ,
−∇ ·w = B : e(u˙) +Mp˙ , w = −K
η¯
(∇p− f f) , (7)
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where
B := C + φI ,
M := N + φγ .
(8)
Above γ is the fluid compressibility and φ = |Yc|/|Y | is the volume fraction.
The volume effective forces in (7) acting in the solid and fluid phases are
denoted by f s and f f , respectively.
2.3. Some poroelastic properties
Poroelastic properties of porous media can be measured by experiments
which consider an interplay between macroscopic quantities: stress σ, strain
e , fluid pressure p and pore fluid increase ζ, whereby ζ = ∇ · w . Besides
the relationship between (σ, ζ) and (e , p), as defined in (7), the following
equations establish the inverse mapping,
e = Cσ + Sζ ,
p = −S : σ +Kζ , (9)
where the coefficients C, S and K can be expressed in terms of A , B and
M , as follows:
undrained compliance C = K(II−B ⊗B)A−1 ,
Skempton coefficients S = KA−1B ,
a bulk modulus K = (M +B ⊗B : A−1)−1 .
(10)
Coefficient C can be measured during the undrained test, i.e. ζ = 0. Coef-
ficients S and K can be measured during the jacketed test, by controlling
amount of the pore fluid volume ζ while the specimen is unloaded, i.e. σ = 0.
Remark 1. To derive expressions for C , S, and K in (10), we start with the
mass conservation which now reads B : e + Mp = ζ, i.e. , the pore fluid
volume increase ζ leads to the pressure increase p and to the macroscopic
deformation e. Using the constitutive law for the total stress σ, see (7), the
straightforward manipulations yield
e = A−1(σ +Bp) ,
Mp = ζ −B : A−1(σ +Bp) ,
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hence
p = (ζ −B : A−1σ)/(M +B : A−1B) ,
e =
(
A−1 − (B⊗B)A−1/(M +B : A−1B))σ
+ ζA−1B/(M +B : A−1B) ,
(11)
thus, (9) holds with the coefficients defined in (10). Note the symmetry B :
A−1σ = σ : A−1B.
3. Optimization problems
We distinguish between the material optimization (MO) and the two-scale
optimization (2SO). In both MO and 2SO we use the shape optimization
approach to provide globally, or locally desired microstructures. In the latter
case, the optimality of the material is achieved locally for a macroscopic
problem with a given domain and specific boundary conditions.
3.1. Material Optimization
In this study we consider drained or undrained porous medium with pe-
riodic structure. The criteria of optimal poroelastic material are related to
the stiffness and permeability; the following problems are considered:
• Stiffness maximization with a sufficient permeability guaranteed. The
stiffness is maximized with respect to preferred strain modes. We re-
quire that the permeability K is sufficiently large compared to a given
threshold, whereby anisotropy can be enforced according chosen pref-
erential directions. In the following text, these problems are referred
to by abbreviations S/P, S/P-bis and S/PX ;
• Permeability maximization with a sufficient stiffness guaranteed. These
optimization problems which are referred to by abbreviations P/S, P/S-
bis, are reciprocal to the above formulations S/P.
• Compliance minimization of the undrained medium with limited drained
stiffness. This problem, which is abbreviated by C/S, involves all the
Biot model coefficients, but the permeability is disregarded: the objec-
tive is to minimize the undrained material compliance C for a loading
such that there is no fluid redistribution.
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Below we define problems S/P, P/S and C/S, where the following func-
tions are involved as the objective, or the constraint functions. Let ek = (ekij)
be given strain modes and gk = (gki ) given directions, k = 1, 2, 3. We define:
Φke(A ) = e
k : Aek , Ψk(K ) = gk ·Kgk ,
Φe(A ) =
∑
k
γkΦke(A ) , Ψ(K ) =
∑
k
βkΨk(K ) , (12)
where tensors ek = (ekij) and vectors g
k = (gki ) are linearly independent, i.e.∑
k γ
kek 6= 0 for ∑k |γk| 6= 0, and |g1 · (g2 × g3)| > 0. The weights γk and
βk are to be given.
3.1.1. Formulation — problems S/P, S/P-bis and S/PX
The aim is to maximize stiffness of the drained porous material and al-
low for a sufficient permeability. These two properties characterizing the
homogenized medium are related to tensors A and K . The state problem
(6) constitutes the constraint in the following design problem:
max
α∈A×R
Φe(A )
s.t. α→ (A ,K ) by eqs. (6)
κ0 ≤ Ψk(K ) , k = 1, 2, 3 ,
κ1 ≤ Ψ(K ) ,
r(|Yc| − V 0c ) = 0 ,
|Y | = 1 ,
(13)
where r = 1 in the S/P-bis problem, otherwise r = 0, and by V 0c we denote
the “initial” volume of Yc. By choosing κ0 and κ1 we distinguish between
two alternative formulations of the optimization problem:
• S/P or S/P-bis problem: if κ0 > 0 and κ1 → −∞, then a sufficient
permeability is guaranteed in all preferred directions.
• S/PX problem: if κ1 > 0 and κ0 → −∞, then only a weighted sum of
the permeabilities is guaranteed.
We additionally apply periodic boundary conditions on the homologous
control points (62) and injectivity constraints (77), as discussed in Section 5.
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3.1.2. Formulation — problem P/S, P/S-bis and P/SX
As a modification of the previously defined problem, now the role of the
stiffness and permeability commutes. The aim is to maximize permeability of
the drained porous material whereby a sufficient stiffness must be achieved.
The design problem reads:
max
(α,κ)∈A×R
Ψ(K )
s.t. α→ (A ,K ) by eqs. (6)
s0 ≤ Φke(A ) , k = 1, 2, 3 ,
s1 ≤ Φe(A ) ,
r(|Yc| − V 0c ) = 0 ,
|Y | = 1 ,
(14)
where r = 1 for the P/S-bis problem, otherwise r = 0. Similar to the previous
problems we distinguish between different formulations:
• P/S or P/S-bis problem: if s0 > 0 and s1 → −∞, then a sufficient
stiffness is guaranteed in all preferred directions.
• P/SX problem: if s1 > 0 and s0 → −∞, then only a weighted sum of
the directional stiffnesses is guaranteed.
• P/SX’ problem: if s0 > 0 and s1 > 0, then stiffness in all preferred
directions as well as a weighted sum of the stiffnesses is guaranteed.
3.1.3. Formulation — problem C/S
This optimization problem merits minimization of the undrained material
compliance C, while the drained compliance A is kept above a given thresh-
old. Thus, all effective medium material parameters are involved in the
formulation, see (10). Let σ = (σij) be a given stress mode and g
k = (gki )
be given directions, as above. We now define
Φσ(C) = σ : Cσ . (15)
The optimal shape problem reads as follows,
min
α∈A
Φσ(C)
s.t. α→ (A ,B ,M) by eqs. (6)
Φke(A ) ≤ s0 , k = 1, 2, 3
|Y | = 1 .
(16)
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We recall that C is defined in (10), thus C = K(II − B ⊗ B)A−1 with
K = (M +B ⊗B : A−1)−1.
3.2. Towards 2-scale optimization
In contrast with the preceding section, where we considered the design
of an optimal material, now we are looking for an optimal distribution of
microstructures with slowly varying properties in a domain of interest with
a specific loads and a desired flow regime. Let Ω ⊂ R3 be an open bounded
domain. Its boundary splits, as follows: ∂Ω = ΓD∪ΓN and also ∂Ω = Γp∪Γw,
where ΓD ∩ ΓN = ∅ and Γp ∩ Γw = ∅.
We consider the steady state problem for the linear Biot continuum
and give a formulation of the optimization problem of local microstructures
M(x), x ∈ Ω, for which the homogenized coefficients of the Biot continuum
are computed. By u we denote the macroscopic displacement field, whereas
by P we refer to the macroscopic pressure.
Assuming the local microstructuresM(x) are given and the HC are com-
puted, we consider the macroscopic state problem: find u and P which
satisfy
−∇ · (Ae(u)− PB) = 0 in Ω ,
u = 0 in ΓD ,
(Ae(u)− PB) · n = g in ΓN ,
(17)
and
−∇ ·K∇P = 0 in Ω ,
P = p¯k on Γkp , k = 1, 2 ,
n ·K∇P = 0 on Γw ,
(18)
where g are the traction surface forces and p¯k are given pressures on bound-
aries Γkp, whereby Γp consists of two disconnected, non-overlapping parts,
Γp = Γ
1
p ∪ Γ2p. It is obvious that (17) splits into two parts: first, (18) can be
solved for P , then (17) is solved for u .
Further, we consider an extension of p¯k from boundary Γkp to the whole
domain Ω, such that p¯k = 0 on Γlp (in the sense of traces) for l 6= k . Then
P = p +
∑
k p¯
k in Ω, such that p = 0 on Γp. For the sake of the notation
simplicity, we introduce p¯ =
∑
k p¯
k. By virtue of the Dirichlet boundary
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conditions for u and p, we introduce the following spaces:
V0 = {v ∈ H1(Ω) | v = 0 on ΓD} ,
Q0 = {q ∈ H1(Ω) | q = 0 on Γp} .
(19)
We shall employ the bilinear forms and the linear functional g,
aΩ (u , v) =
∫
Ω
(Ae(u)) : e(v) ,
bΩ (p, v) =
∫
Ω
pB : e(v) ,
cΩ (p, q) =
∫
Ω
∇q ·K∇p ,
g(v) =
∫
ΓN
g · v .
(20)
The weak formulation reads, as follows: find u ∈ V0 and p ∈ Q0, such that
aΩ (u , v)− bΩ (p, v) = g(v) + bΩ (p¯, v) , ∀v ∈ V0 ,
cΩ (p, q) = −cΩ (p¯, q) , q ∈ Q0 .
(21)
Since the two fields are decoupled, first p is solved from (21)2, then u is
solved from (21)1, where p is already known.
By α(x) we denote an abstract optimization variable which determines
the homogenized coefficients for any position x ∈ Ω. The objective function
Φα(u) and the constraint function Ψα(p) are defined, as follows:
Φα(u) = g(u) ,
Ψα(p) = −
∫
Γ2p
K∇(p+ p¯) · n . (22)
The constraint function Ψα(p) expresses the fluid flow through surface Γ
2
p
due to the pressure difference p¯1 − p¯2, see the boundary condition (18)2.
Let A be a set of admissible designs α(x) 7→ M(x). Now the macroscopic
abstract optimization problem reads:
min
α∈A
Φα(u)
s.t. Ψα(p) = Ψ0 ,
(u , p) satisfies (21) .
(23)
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This optimization problem is associated with the following inf-sup problem,
min
α∈A
inf
(u ,p)∈V0×Q0
sup
Λ∈R,(v˜ ,q˜)∈V0×Q0
L(α, (u , p),Λ, (v˜ , q˜)) , (24)
with the Lagrangian function,
L(α, (u , p),Λ, (v˜ , q˜)) = Φα(u) + Λ(Ψα(p)−Ψ0) + aΩ (u , v˜)− bΩ (p+ p¯, v˜)
− g(v˜) + cΩ (p+ p¯, q˜) ,
(25)
where Λ ∈ R and (v˜ , q˜) ∈ V0 × Q0 are the Lagrange multipliers associated
with the constraints of the problem (23).
For a while, let us consider the effective parameters IH = (A ,B ,K ) as
the optimization variables which can be parameterized by α ∈ A, and assume
a given value Λ ∈ R; note that Λ can be positive or negative depending on
the desired flow augmentation, or reduction. Now the optimization problem
(23) can be rephrased as the two-criteria minimization problem,
min
IH(α)
α ∈ A
F(IH(α), z ) , F(IH, z ) = Φ(IH,u) + ΛΨ(IH, p) ,
s.t. z = (u , p) satisfies (21) .
(26)
For any admissible state z = (u , p) such that IH 7→ z (IH), it holds that
L(IH, z ,Λ, z˜ ) = F(IH, z ); in the notation employed here we use the primary
dependence of the bilinear forms (20) on IH.
To solve (23), we can proceed by linearization of F(IH, z (IH)) with re-
spect to IH, whereby the state variables z are related to IH by the state
problem constraint. Therefore, we introduce the total differential δtotIH , such
that δtotIH F ◦δIH = (δIHF+δzF ◦δIHz )◦δIH with δIHz expressing the sensitivity
of the state with respect to the effective parameters.
Further we shall label quantities related to a reference parameter IH0
by subscript 0. The linearization of F(IH, z (IH)) at the reference layout
represented by IH0 yields the following approximation F˜ of the objective
function,
F˜(IH) = L˜(IH) = L0 + δtotIH L0 ◦ (IH− IH0)
= F(IH0) + δtotIH F(IH0) ,
(27)
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where L0 := L(IH0, z 0,Λ, z˜ 0) = Φ(IH0,u0) + ΛΨ(IH0, p0) because of the state
z 0 consistency with IH0, i.e. IH0 7→ z 0 by virtue of (21). The sensitivity
δtotIH L0 is derived below using the adjoint state method; we obtain
δtotIH L0 = δIHΦ(u0) + ΛδIHΨ(p0)
+ δIHaΩ (u0, v˜ 0)− δIHbΩ (p0 + p¯, v˜ 0) + δIHcΩ (p0 + p¯, q˜0) ,
(28)
where z˜ 0 = (v˜ 0, q˜0) is the adjoint state. Hence, using the definitions (20),
we obtain (note that P0 = p0 + p¯),
δtotIH L0 ◦ (IH− IH0) =
∫
Ω
(A − A 0)e(u0) : e(v˜ 0)−
∫
Ω
P0(B −B0) : e(v˜ 0)
+
∫
Ω
∇q˜0 · (K −K 0)∇P0 − Λ
∫
Ω
∇p˜ · (K −K 0)∇P0 ,
δtotIH L0 ◦ IH0 = L0 = Φ(u0) + ΛΨ(P0) ,
(29)
where p˜ is a given function independent of IH, see (35). The expression (29)1
is the straightforward consequence of (28) and (39), whereas (29)2 holds due
to the consistency z 0 = z (IH0) and linearity of L with respect to IH. Since
δtotIH F(IH0) = δtotIH L0, from (27) and using (29) we obtain
F˜(IH) = ΛΨ0 + δtotIH F(IH0) ◦ IH
= ΛΨ0 +
∫
Ω
Ae(u0) : e(v˜ 0)−
∫
Ω
P0B : e(v˜ 0)
+
∫
Ω
∇q˜0 ·K∇P0 − Λ
∫
Ω
∇p˜ ·K∇P0 .
(30)
The homogenized effective medium parameters IH can be defined point-
wise in Ω, assuming their moderate variation with respect to the position.
However, by virtue of the local periodicity assumption and also for prac-
tical reasons related to the numerical solutions, we consider a decomposi-
tion of Ω into a finite number of non-overlapping subdomains Ωe in which
the design of microstructures and, thereby, the effective medium parame-
ters IH are constant, i.e. α(x) = αe for x ∈ Ωe. We recall that parameters
IH(x) = IHe = IH(αe) are defined by implicit functions of αe by virtue of the
homogenization problem.
From the linearized objective functional F˜(IH), see (30), the following lo-
cal nonlinear optimization problems associated with the macroscopic element
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Ωe can be deduced:
min
α∈A
Fe(α)
where Fe :=
∫
Ωe
[A (α) :: (e(u)⊗ e(v˜))− PB(α) : e(v˜)
−ΛK (α) : (∇P ⊗∇p˜) +K (α) : (∇P ⊗∇q˜)] ,
(31)
where p˜ is defined in the context of (35); we recall P = p + p¯ is the total
pressure inolved in the original state problem formulation (17). Obviously,
the state variables (u , p) as well as the adjoint state variables (v˜ , q˜) are given
by the macroscopic optimization step. Thus, the local microstructures can be
optimized for the computed macroscopic response which provides the tensors
e(u)⊗ e(v˜), ∇P ⊗∇q˜ , ∇P ⊗∇p˜ and Pe(v˜) . (32)
3.3. Adjoint responses and the sensitivity analysis
In this section we provide details concerning the sensitivity analysis em-
ployed in the preceding section. We consider α to represent a general opti-
mization variable which is related to the effective medium parameters IH. It
is worth to note that one may also consider α ≡ IH in the context of the free
material optimization (FMO).
To obtain the adjoint equation, we consider the optimality condition for
(u , p), thus, from (24) it follows that
δ(u ,p)L(α, (u , p),Λ, (v˜ , q˜)) ◦ (v , q) = δuΦα(u ; v) + ΛδpΨα(p; q)
+ aΩ (v , v˜)− bΩ (q, v˜) + cΩ (q, q˜) ,
(33)
where
δuΦα(u ; v) = g(v) , and δpΨα(p; q) = −
∫
Γ2p
K∇q · n . (34)
To avoid computing of the gradient ∇q on Γ2p ⊂ ∂Ω, we consider p˜ ∈ H1(Ω)
such that p˜ = 0 on Γ \ Γ2p, while p˜ = 1 on Γ2p, then it is easy to see that
−Ψα(p) = r(p) := cΩ (p+ p¯, p˜) ,
−δpΨα(p; q) = δpr(p; q) = cΩ (q, p˜) .
(35)
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The optimality conditions (33) related to the state admissibility yield the
adjoint state (v˜ , q˜) which satisfies the following identities:
v˜ ∈ V0 : aΩ (v , v˜) = −δuΦα(u ; v) ∀v ∈ V0 ,
q˜ ∈ Q0 : cΩ (q, q˜) = bΩ (q, v˜)− ΛδpΨα(p; q), ∀q ∈ Q0 .
(36)
These equations can be rewritten using (34) and (35), as follows
v˜ ∈ V0 : aΩ (v , v˜) = −g(v) ∀v ∈ V0 ,
q˜ ∈ Q0 : cΩ (q, q˜) = bΩ (q, v˜) + ΛcΩ (q, p˜) , ∀q ∈ Q0 .
(37)
We can compute the total variation of the Lagrangian,
δtotα L = δug(u ; δαu)− Λδpr(p; δαp) + δαg(u)− Λδαr(p)
+ aΩ (δαu , v˜)− bΩ (δαp, v˜) + cΩ (δαp, q˜)
+ δαaΩ (u , v˜)− δαbΩ (p+ p¯, v˜) + δαcΩ (p+ p¯, q˜) .
(38)
If the pair (u , p) solves the state problem and (v˜ , q˜) is its adjoint state, (38)
is equivalent to the following expression,
δtotα L = δαg(u)− Λδαr(p)
+ δαaΩ (u , v˜)− δαbΩ (p+ p¯, v˜) + δαcΩ (p+ p¯, q˜) .
(39)
Above the shape derivatives δα of the bilinear forms can be rewritten in
terms of the sensitivity of the homogenized coefficients. Besides the obviously
vanishing derivative δαg(u) = 0, it holds that
δαaΩ (u , v˜) ◦ δαA =
∑
e
∫
Ωe
δαAe(u) : e(v˜) ,
δαbΩ (p+ p¯, v˜) ◦ δαB =
∑
e
∫
Ωe
(p+ p¯)δαB : e(v˜) ,
δαcΩ (p+ p¯, q˜) ◦ δαK =
∑
e
∫
Ωe
∇q˜ · δαK∇(p+ p¯) ,
δαcΩ (p+ p¯, p˜) ◦ δαK =
∑
e
∫
Ωe
∇p˜ · δαK∇(p+ p¯) .
(40)
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4. Shape sensitivity of the homogenized coefficients
We use the shape sensitivity technique and the material derivative ap-
proach (see e.g. [13, 15]) to obtain the sensitivity of homogenized coefficients
(6) involved in the Biot continuum (7) with respect to the configuration trans-
formation corresponding to the Y-periodic vector field ~V(y), y ∈ Y so that
for y ∈ Γ it describes the convection of points on the interface. Although we
pursue the general approach reported e.g. in [20, 21], below we shall discuss
further details. Using ~V : Y −→ R3 defined in Y , we can parameterized the
“material point” position in Y by zi(y, τ) = yi + τVi(y), y ∈ Y , i = 1, 2, 3,
where τ is the “time-like” variable. Throughout the text below we shall use
the notion of the following derivatives: δ(·) is the total (material) derivative,
δτ (·) is the partial (local) derivative w.r.t. τ . These derivatives are computed
as the directional derivatives in the direction of ~V(y), y ∈ Y .
Let us consider a general functional Φ(φ) =
∫
Yd
F (φ), where φ(y) cor-
responds to a microscopic state function, Yd ⊂ Y , and F is a sufficiently
regular operator. Using the chain rule differentiation, the total sensitivity of
Φ is given as
δΦ(φ) = δφΦ(φ) ◦ δφ+ δτΦ(φ) = δφΦ(φ) ◦ δφ+
∫
Yd
F (φ)div~V +
∫
Yd
δτF (φ) ,
(41)
where δτF (φ) is the shape derivative of F (φ) for a fixed argument φ. It is
desirable to eliminate the sensitivity δφ from the sensitivity formula; for this
the microscopic state problem are used without need for solving any adjoint
problem.
4.1. Shape sensitivity analysis of the permeability
We are interested in the influence of variation of the shape of the interface
Γ on the homogenized permeability Kij defined in (6). Thus, according to
(41) with F ≡ I, the differentiation of Kij yields
δKij = δτ ∼
∫
Yc
ψij+ ∼
∫
Yc
δψij . (42)
To eliminate the dependence on δψij in the last integral of the above expres-
sion, we differentiate (5)1 which yields
∼
∫
Yc
∇yδψi : ∇yv− ∼
∫
Yc
δpii∇ · v + δτ
(
∼
∫
Yc
∇yψi : ∇yv− ∼
∫
Yc
pii∇ · v
)
= δτ ∼
∫
Yc
vi .
(43)
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We proceed by substitution v = ψj in (43) and use the incompressibility
constraint (5)2. Then, from (5)1 evaluated for k = j and substituting there
v = δψi we get
∼
∫
Yc
δψij =∼
∫
Yc
∇yδψi : ∇yψj− ∼
∫
Yc
pij∇y · δψi
= δτ
(
∼
∫
Yc
ψji− ∼
∫
Yc
∇yψi : ∇yψj+ ∼
∫
Yc
pii∇y ·ψj
)
+ δτ ∼
∫
Yc
pij∇y ·ψi ,
(44)
where we employed differentiated (5)2 with q = pi
j afterwards and used (43).
Now we can substitute into (42) which yields
δKij = δτ ∼
∫
Yc
(
ψji + ψ
i
j −∇yψi : ∇yψj
)
+ δτ ∼
∫
Yc
(
pii∇y ·ψj + pij∇y ·ψi
)
.
(45)
To compute the shape derivative δτ , we shall employ the following expres-
sions:
δτ ∼
∫
Yc
ψji =∼
∫
Yc
ψji
(
∇y · ~V− ∼
∫
Y
∇y · ~V
)
,
δτ ∼
∫
Yc
∇yψj : ∇yψi =∼
∫
Yc
(
∇yψj : ∇yψi∇y · ~V − ∂yl Vr∂yrψik∂yl ψjk − ∂yl Vr∂yrψjk∂yl ψik
)
− ∼
∫
Yc
∇yψj : ∇yψi ∼
∫
Y
∇y · ~V ,
δτ ∼
∫
Yc
∇y ·ψj =∼
∫
Yc
∇y ·ψj(∇y · ~V− ∼
∫
Y
∇y · ~V)− ∼
∫
Yc
∂ykVr∂yrψjk .
(46)
Finally, using (45) and (46) we get the following expression
δKij =∼
∫
Yc
(
ψji + ψ
i
j −∇yψi : ∇yψj + pii∇y ·ψj + pij∇y ·ψi
)(∇y · ~V− ∼∫
Y
∇y · ~V
)
+ ∼
∫
Yc
(
∂yl Vr∂yrψik∂yl ψjk + ∂yl Vr∂yrψjk∂yl ψik − pii∂ykVr∂yrψjk − pij∂ykVr∂yrψik
)
.
(47)
Although δKij depends formally on ~V , this field can be constructed arbitrar-
ily in the interior of Yc without any influence on δKij.
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4.2. Deformation sensitivity analysis of the poroelasticity coefficients
In contrast with the sensitivity of the permeability coefficients which de-
pend on the shape of ∂Yc only, the poroelasticity may depend on the strain
associated with ~V(y), y ∈ Ym.
By virtue of the shape sensitivity based on the domain parametrization
[13, 15], the following formulae hold,
δτa
m
Y (u , v) =∼
∫
Ym
Dirks
(
δrjδsl∇y · ~V − δjr∂ysVl − δls∂yrVj
)
eykl(u)e
y
ij(v)
− amY (u , v) ∼
∫
Y
∇y · ~V ,
(48)
δτ ∼
∫
Ym
∇y · v =∼
∫
Ym
(
∇y · ~V∇y · v − ∂yi Vk∂ykv i
)
− ∼
∫
Ym
∇y · v ∼
∫
Y
∇y · ~V .
(49)
To differentiate (3), we also employ δτΠ
ij
k = Vjδik. We shall need the sensi-
tivity identity obtained by differentiation in (4) which yields
amY
(
δωP , v
)
= δτ
(
∼
∫
Ym
∇y · v − amY
(
ωP , v
))
. (50)
We can now differentiate the expressions for the homogenized coefficients
given in (6). First we obtain the sensitivity of Aijkl, whereby (3) is employed:
δAijkl = δτa
m
Y
(
ωij + Πij, ωkl + Πkl
)
+ amY
(
δτΠ
ij, ωkl + Πkl
)
+ amY
(
ωij + Πij, δτΠ
kl
)
.
(51)
The sensitivity of Cij is obtained, as follows:
δCij = a
m
Y
(
δωP , Πij
)
+ δτa
m
Y
(
ωP , Πij
)
+ amY
(
ωP , δτΠ
ij
)
= δτa
m
Y
(
ωP , ωij
)− δτ ∼∫
Ym
∇y · ωij + δτamY
(
ωP , Πij
)
+ amY
(
ωP , δτΠ
ij
)
,
(52)
where we used (50) with v substituted by ωij and the first r.h.s. integral in
(52)1 was rewritten using (3).
The sensitivity of N is derived using (50) with v substituted by ωP ; thus,
we obtain
δN = 2amY
(
δωP , ωP
)
+ δτa
m
Y
(
ωP , ωP
)
= 2δτ ∼
∫
Ym
∇y · ωP − δτamY
(
ωP , ωP
)
.
(53)
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Finally, the sensitivity of the volume fraction is
δφ =∼
∫
Yc
∇y · ~V − φ ∼
∫
Y
∇y · ~V . (54)
To summarize, the sensitivity formulae (51)-(53) can be evaluated using
expressions (48) and (49). Using (52), (53) and (54) we obtain the sensitivi-
ties of B and M , i.e.
δB = δC + δφI , δM = δN + γδφ . (55)
Remark 2. By virtue of (10), the sensitivities of C , S and K can be expressed
in terms of δA , δB, and δM . The following relationships are straightforward:
δC = δK(II−B⊗B)A−1 −K(δB⊗B+B⊗ δB)A−1
−K(II−B⊗B)A−1(δA)A−1 , (56)
where
δK = −K2δ(1/K) ,
δ(1/K) = δM + (δB⊗B+B⊗ δB) : A−1 −B⊗B : A−1(δA)A−1 . (57)
We used δ(A−1) = −A−1(δA)A−1.
5. Design parametrization
The design is parameterized by control points {P i} of a spline box with
a multi-index i = (i1, i2, i3). The box is expressed in terms of spline basis
functions
Bi : R3 → R , Bi (t) = Bi1(t1)Bi2(t2)Bi3(t3) (58)
with t = (t1, t2, t3) ∈ [0, 1]3 and hence is a tensor product volume. The
functions Bik are B-spline basis functions, which are defined with respect to
clamped knot vectors. Thus, we define
x (t ,α) =
∑
i
P i (αi )Bi (t) , P i (αi ) = Pˆ i +αi , (59)
where Pˆ i are the initial control points and αi are parameter which serve as
design variables in all the optimization problems described in sections 3 and
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modify the control points of the spline. For better readability we will omit
the argument αi of P i below.
A reference cubic spline box is defined by a lattice of the control points
Pˆ i with ij ∈ {1, . . . ,mj}, where mj is given by the spline order and the
number of segments in the j-th direction (see figure 1). The initial control
points are placed at the Greville abscissae possibly resulting in a nonregular
lattice.
Lattice periodicity is considered for all control points at the boundary
of the spline box. We call an index i = (i1, i2, i3) with ik = 1 for at least
one k ∈ {1, 2, 3} a master index labeled by iM and an index with ik = mk
for at least one k ∈ {1, 2, 3} a slave index labeled by iS. Simply choosing
αi
S
= αi
M
would only permit for deformations where the eight outermost
vertices still define a cube. To account for more flexible designs we add
additional design variables βk ∈ R3, k = 1, 2, 3, and define
βik =
{
βk if ik = mk ,
0 else ,
(60)
and
αi = α˜i +
3∑
k=1
βik . (61)
Thus, each βk translates one (slave) face of the lattice without deforming it
allowing for sheared boxes as well. The lattice periodicity is then established
by
P i
S
= P#P iM , (62)
where P# ensures α˜iS = α˜iM .
For the two-scale setting we also want to allow for rotation of the micro-
scopic unit cell. We introduce additional parameters θ ∈ [0; pi
2
]3 for rotation
around the three coordinate axes. However, we do not rotate the spline box
directly but rather the homogenized coefficients by
IHr = R(θ) IH R(θ)
>, (63)
where R is a corresponding rotation matrix.
5.1. Regularity preserving injectivity conditions
As already mentioned in the introduction, we do not want to remesh
or refine the initial finite element mesh in our numerical examples. Thus,
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Pˆ(1,1,2)
Pˆ(m1,m2,2)
Pˆ(1,1,3)
Pˆ(m1,1,2)
Pˆ(1,1,m3)
Pˆ(1,m2,m3) Pˆ(m1,m2,m3)
Pˆ(2,1,1) Pˆ(3,1,1)
Pˆ(1,1,1) Pˆ(m1,1,1)
Pˆ(m1,m2,1)
Figure 1: A spline box for mj = 4, j = 1, 2, 3, resulting in 64 control points.
we have to prevent the mesh from degeneration due to design changes and
hence, we have to ensure injectivity of the mapping defined in (59). For
this some notations as well as a few geometrical concepts are introduced.
Let i+k = i + ek and i
−
k = i − ek, k = 1, 2, 3, where e1 = (1, 0, 0), e2 =
(0, 1, 0), e3 = (0, 0, 1). For k ∈ {1, 2, 3} we define the index set
I(k) = {i | ij = 1, . . . ,mj for j 6= k and ik = 1, . . . ,mk − 1} . (64)
Following the approach in [26] we define for i ∈ I(k) the finite differences
∆ik = P
i+k −P i (65)
of two adjacent control points. Then the first derivative of x in (59) with
respect to tk may be expressed as
δtkx =
∑
i∈I(k)
ωi∆ikBi
−
k (t) , (66)
where ωi is a positive factor independent of the control points.
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Definition 5.1. Let the convex hull of a subset X of a vector space V be
defined by
convX =
{
n∑
i=1
λixi
∣∣ xi ∈ X,n ∈ N, n∑
i=1
λi = 1, λi ≥ 0
}
. (67)
The conical hull of a subset X of a vector space V is given by
coniX =
{
n∑
i=1
λixi
∣∣ xi ∈ X,n ∈ N, λi ≥ 0} . (68)
A subset X of a vector space V is called cone, if
x ∈ X,λ ∈ R, λ ≥ 0⇒ λx ∈ X . (69)
Finally we denote by X∗ the blunt cone X \ {0}.
Note that by this definition each cone or conical hull contains the point
of origin and a conical hull is always a convex cone.
Definition 5.2. Two cones C1, C2 are said to be transverse if C1 ∪ −C1
and C2 ∪ −C2 intersect only at {0}. Three cones C1, C2, C3 are said to be
cotransverse if the origin is a vertex of the convex hull of C1, C2, C3 and
the cone Ci and the convex hull of the cones Cj, Ck are transverse for all
{i, j, k} = {1, 2, 3}.
We now define cones generated by the forward finite differences of adja-
cent control points in each direction k by
Ck = coni{∆ik | i ∈ I(k)} . (70)
Using the previous definitions we are able to claim the following statement.
Proposition 5.3. Let the mapping (59) be at least C1 and the boundary
surfaces for fixed α not intersect and have no self-intersection point. Let
further
(A1) ∆ik 6= 0 for all i, k and
(A2) the cones C1, C2, C3 be cotransverse.
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Then the mapping is injective on [0, 1]3.
Proof. See [26, Proposition 3.4].
Next we want to derive sufficient conditions for (A1) and (A2). As a
consequence of (A2) the blunt cones C∗k(k = 1, 2, 3) are pairwise disjoint. As
the cones Ck are also convex, we can conclude by the hyperplane separation
theorem that there exist three planes separating the blunt cones C∗k from each
other. By the same argument we deduce the existence of planes separating
one blunt cone from the convex hull of the other two. This also holds for the
mirrored cones −C∗k with the same planes as the separated sets just switch
sides or signs in the formula, respectively.
To obtain sufficient conditions we first define four planes
H1(x ) = x1 − x2 − x3 , H2(x ) = x1 − x2 + x3 ,
H3(x ) = x1 + x2 − x3 , H4(x ) = x1 + x2 + x3 ,
(71)
and cones
C01 =
{
x ∈ R3 : H1(x ) > 0, H2(x ) > 0, H3(x ) > 0, H4(x ) > 0
} ∪ {0} ,
C02 =
{
x ∈ R3 : H1(x ) < 0, H2(x ) < 0, H3(x ) > 0, H4(x ) > 0
} ∪ {0} ,
C03 =
{
x ∈ R3 : H1(x ) < 0, H2(x ) > 0, H3(x ) < 0, H4(x ) > 0
} ∪ {0} , (72)
see also figure 2.
Lemma 5.4. The cones C01 , C
0
2 , C
0
3 are cotransverse.
Proof. It is easy to see that the origin is a vertex of the convex hull of the
cones
conv{C01 , C02 , C03} ={
x ∈ R3 : H1(x ) 6= 0, H2(x ) 6= 0, H3(x ) 6= 0, H4(x ) > 0
} ∪ {0} .
Now, without loss of generality let i = 1. Let further
S := conv{C02 , C03}
=
{
x ∈ R3 : H1(x ) < 0, H2(x ) 6= 0, H3(x ) 6= 0, H4(x ) > 0
} ∪ {0} .
Then (C01 ∪ −C01) ∩ (S ∪ −S) = {0} and thus C01 and S are transverse. For
i ∈ {2, 3} we get a similar result and hence C01 , C02 , C03 are cotransverse.
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x3
x2
x1
/
x3
x2
x1
Figure 2: left: the cotransverse cones C01 (blue), C
0
2 (red) and C
0
3 (green). right: the
regularized cones with parameter δ.
Then obviously the cones C1, C2, C3 defined by (72) are cotransverse if
Ck ⊂ C0k , k = 1, 2, 3 . (73)
Lemma 5.5. C1, C2, C3 are cotransverse if
conv{∆ik | i ∈ I(k)} ⊂ C0k , k = 1, 2, 3 . (74)
Proof. For i ∈ I(k) and k ∈ {1, 2, 3} we have
Ck = coni{∆ik | i ∈ I(k)} = coni conv{∆ik | i ∈ I(k)} ⊂ coniC0k = C0k ,
i. e. (73) holds.
We note that conditions (73) are sufficient but not necessary for (A2) to
hold. For example they forbid rotations of the initial spline box whereas the
cones still would be cotransverse. However they can be realized by linear
inequalities which we will see later on. The latter are not only easy to handle
in an optimization algorithm but also there exist algorithms assuring strict
feasibility during the optimization procedure up to a certain tolerance. But
still the constraint (74) cannot be treated by standard optimization software
directly as the cones C0k (k = 1, 2, 3) are not closed. As a remedy we introduce
a regularization parameter δ > 0 and define
Cδ1 =
{
x ∈ R3 : H1(x ) ≥ δ,H2(x ) ≥ δ,H3(x ) ≥ δ,H4(x ) ≥ δ
}
,
Cδ2 =
{
x ∈ R3 : H1(x ) ≤ −δ,H2(x ) ≤ −δ,H3(x ) ≥ δ,H4(x ) ≥ δ
}
,
Cδ3 =
{
x ∈ R3 : H1(x ) ≤ −δ,H2(x ) ≥ δ,H3(x ) ≤ −δ,H4(x ) ≥ δ
}
.
(75)
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Corollary 5.6. If conv{∆ik | i ∈ I(k)} ⊆ Cδk, k = 1, 2, 3, then (A1) and
(A2) hold.
This follows easily from Cδk ⊂ C0k and 0 /∈ Cδk . The relaxation parameter
δ shifts the cones C01 , C
0
2 , C
0
3 away from the point of origin (see figure 2).
Remark 3. Due to the performed numerical experiments, we observe that
during the optimization process, the finite element mesh is less prone to its
degeneration with increasing δ. It can be shown that δ gives direct control over
the minimal distance of two adjacent control points. Owing to the continuity
of the map from the control points onto the finite element nodes (59), there
is also a control over the maximal deformation of a finite element. However,
a quantitative result remains to be shown.
Now we state the linear constraints derived from (73). For ∆ik ∈ Ck with
k = 1, 2, 3 and i ∈ I(k) we have four inequalities of type
µs,kHs(∆
i
k) ≥ δ , (76)
where µs,k ∈ {−1; 1} is chosen appropriatly to match the inequality to one
of those in the definition of Cδk (75). Recalling definition (65) and (59)2
∆ik = P
i+k −P i ,
P i (αi ) = Pˆ i +αi
and exploiting the linearity of Hs we finally get linear constraints for the
design variables α of form
− µs,kHs(αi+k − αi ) ≤ µs,kHs(Pˆ i
+
k − Pˆ i )− δ . (77)
These conditions are sufficient for injectivity of (59) for all deformations α.
Hence applying them in the optimization problems described in the following
sections we are able to prevent degeneration of the unit cell Y in each iteration
of the optimization algorithm.
Remark 4. We note that the choice of the planes Hs may strongly influence
optimal solutions. Thus it might be better to choose them in a more problem
specific way, for example widen cones and narrow others in exchange.
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problem fig. r κ0 κ1 s0 s1 #iter. objective rel. gain
S/P 4 0 2e-5 −∞ - - 101 1.149 7.3%
S/P-bis 5 1 2e-5 −∞ - - 35 1.082 1.0%
S/PX 7 0 −∞ 2e-5 - - 159 1.192 11%
P/SX’ 8 0 - - 0.9 0.95 114 12.43e-5 330%
C/S 9 0 - - Φe(A 0) - 41 4.298 2.2%
Table 1: The numerical examples for material optimization. For the problem definitions
including explanations for the parameters r, κ0, κ1, s0, s1 see section 3.1.
6. Numerical results
In this section, we present numerical examples illustrating the two kinds
of optimization problems introduced in Sections 3.1 and 3.2. For both we
consider the same initial design on the porous microstructure. With reference
to the representative cell Y split according to (1), the pore Yc consists of 3
perpendicular cylindrical channels Y ic , i = 1, 2, 3 forming a rectangular cross.
At the intersection the channel axes, a sphere Y 4c is placed, so that the
periodic porosity is generated by Yc =
⋃
i=1,...,4 Y
i
c .
We apply a cubic spline box with three segments of degree three in each
direction resulting in 216 control points (cf. figure 3) to parameterize the
shape of Yc, noting that also the shape of Y can be modified within the
periodicity constraints, as discussed in Section 5. Thus, after elimination of
degrees of freedom by periodic boundary conditions, the free coordinates of
the control points {αi} yield 375 design variables.
6.1. Material optimization
For k = 1, 2, 3 we choose gk = ek unit vectors and e
k and σk such that
for the initial design Φke(A ) = A kkkk and Φ
k
σ(C) = C kkkk. The stiffness of
the initial design is Φke(A ) = 1.071 or Φ
k
σ(C) = 4.206, respectively, and the
permeability is Ψk(K ) = 4.3 · 10−5 in each direction k = 1, 2, 3.
For the optimization we set the bounds for the directional permeabilities
κ0 = 2 · 10−5, and also the geometry regularization parameter introduced
in (77), δ = 0.02. We solve the optimization problems using the sparse
nonlinear optimizer SNOPT. In contrast to Fig. 3, we omit visualization of
the control polygon in all forthcoming figures.
For problems S/P, S/P-bis, S/PX we choose γk = 1
3
, k = 1, 2, 3. The
achieved solution of problem S/P is shown in Fig. 4. The optimized design
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Figure 3: Left: The initial setup: a solid cube (blue) with three channels (red) intersecting
at a hollow sphere (red). The spline box has three segments of degree three in each
direction resulting in 216 control points with the control polygon shown in white. right:
3x3x3 repeated channel part
follows our intuition how to maximize the stiffness; diamteres of the chan-
nels in all the three directions and the sphere are made as small as possible,
thus, allowing for increasing the skeleton stiffness. The channels still form
a rectangular cross, since no direction is preferred. The achieved stiffness is
Φe(A ) = 1.149, i.e. improvement by 7.3%, whereby the permeability con-
straints are all active at their lower bounds.
For problem S/P-bis, the resulting optimized microstructure is displayed
in Fig. 5. In consequence of the considered volume preservation of Yc, the
channels get wider near to the boundary of the unit cell. In fact the diameter
of the channels is approximately equal to the diameter of the deformed sphere.
Also in this case the optimized redistribution of the solid material has a
rather intuitive explanation – since the channel junction is the weakest area
in the cell Y , therefore, the pore volume is reduced as much as possible (by
virtue of the channels diameters) within the other design constraints. The
stiffness of the optimized microstructure improved by 1.0% only, attaining
Φe(A ) = 1.082, The permeability constraint for k = 3, and the volume
constraint are active, however, permeability constraints Ψk(K ) = 2.9 · 10−5
for k = 1, 2 are nonactive, which corresponds to the nonsymmetric design.
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Figure 4: Left: The optimized unit cell geometry regarding Problem S/P. The objective
was improved by 7.3%. right: 3x3x3 repeated channel part
It should be noted at this point, that the deformation of the boundary of
the unit cell is due to numerical reasons but only has little influence on the
resulting design, as the cell is considered to be repeated periodically.
In all the previous examples the bounds on the permeability constraints
along the principal axes gk as well as the weights γk in the objective function
Φe were chosen completely symmetric enforcing almost isotropic designs. For
problem S/PX, see (13), we set β1 = β2 = 4
9
, β3 = 1
9
and κ1 = 2 · 10−5. Due
to the different weights of the directional permeabilities, the optimization
results in a remarkably anisotropic design, as can be seen in Fig. 7. The
permeability in the first direction is more important than the one in the third
direction, thus the channel in the first direction is much wider than the one
in the third direction. Also a wider channel would be needed to increase the
permeability in the second direction. However, this is not possible because
of to the chosen design parametrization.
An optimization result of problem P/SX’, see (14), is shown in Fig. 8.
We choose βk = 1
3
, k = 1, 2, 3 as weights for the permeability sum, s0 = 0.9
and s1 = 0.95 together with the weights for the stiffness sum γ
1 = 8
13
, γ2 =
4
13
, γ3 = 1
13
. The choice s0 ≈ s1 leads to almost symmetric design of the
microstructure, although the stiffnesses in the preferred directions reflect
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Figure 5: The optimization result of problem S/P-bis. The stiffness was improved by 1.0%.
Note the widening of the channels at the boundaries due to the forced volume preservation
of the channel part.
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Figure 6: Convergence plots for problems S/P-bis (left) and P/SX (right)
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Figure 7: The optimized geometry for problem S/PX. The stiffness was improved by 11%.
the decreasing sequence of γk, k = 1, 2, 3, namely Φ1e(A ) = 0.96,Φ
2
e(A ) =
0.94,Φ3e(A ) = 0.90. Also in this case, to increase the stiffness in direction e
1,
the sphere in the middle is stretched in this direction. The achieved objective
function value is Ψ(K ) = 12.4 · 10−5 gives rise to an improvement by 328%
with respect to the initial design.
To solve the minimization problem C/S, see (16), we set s0 = Φe(A 0),
where A 0 is the stiffness tensor of the drained initial design again with γ
k =
1
3
, k = 1, 2, 3. In this case, since the porous material permeability is irrelevant,
the undrained stiffness maximization induces redistribution of the solid phase
so that the sphere in the middle of the cell Y is blown up whilst the channels
are getting rather smaller near to the (periodic) boundary ∂Y , see Fig. 9.
This shape modification reflects the trend to create one spherical inclusion;
note that the drained stiffnesses (as measured in directions k = 1, 2, 3) is
bounded due to the imposed constraints. Compared to the initial layout, the
undrained compliance, i.e. the objective, decreased merely by 2.1%.
6.2. Numerical illustrations for the 2-scale optimization
Next we present numerical solutions of problem (31) at a location of in-
terest defined in a given macroscopic domain. First we solve the macroscopic
problems (17) and (18) on a cuboid domain discretized by 15x10x2 finite
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Figure 8: The optimization result of problem P/SX’. The permeability was improved by
328%.
Figure 9: The optimized geometry for problem C/S. The objective (the undrained stiffness)
was improved by 2.1%.
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Figure 10: Left: The setup of the macroscopic domain for the 2-scale examples. On a
portion of boundary ΓN marked by “f”, the body is loaded by traction forces. Right: The
solution of the state problem (front view). The color encodes magnitude of pressure p and
the arrows show directions and magnitudes of the fluid velocity.
elements, see Fig. 10, where the geometry of the macroscopic specimen (do-
main Ω) and the boundary conditions are depicted. On a part of ΓN , surface
stresses are applied, while the body is fixed at ΓD. We prescribe pressure at
Γ1p by p¯
1 = 1 and at Γ2p by p¯
2 = 0.5. Problem (31) also involves the Lagrange
multiplier Λ which is a priori unknown. Thus, we consider different values
of Λ for which the adjoint system (37) must be solved. From the definition
of the macroscopic problem in (23), it is readily seen that a positive Λ > 0
means too much fluid flows through Γ2p, while a negative Λ < 0 means the
opposite, the flow is insufficient. The solution of the state problems is dis-
played in Fig. 10, while solutions of the adjoint system for Λ = −1 and Λ = 1
can be seen in Fig. 11.
We select one finite element A located next to Γ1p for which the locally
periodic microstructure is optimized by virtue of the local nonlinear opti-
mization problem (31). The same initial structure for the microscopic cell
Y is considered as in section 6, whereby the design variables are associated
with the control points of a cubic spline box with three segments in each
direction. In addition, by virtue of (63), we allow for a reorientation of the
cell Y due to the rotation around the third axis.
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Figure 11: Left: The adjoint solution for Λ = −1. Right: The adjoint solution for Λ = 1.
The color encodes magnitude of q˜ and the arrows show direction and magnitude of v˜. Note
the opposite flow direction in the highlighted area next to Γ2p which is a consequence of
the sign of the multiplier Λ.
For the selected finite element, the macroscopic tensors (32) are com-
puted as the average evaluated using the values at the Gauss points. The
main eigenvector of (∇P ⊗∇q˜)− Λ(∇P ⊗∇p˜) corresponds to the fluid ve-
locity vector and points into direction w = [0.22,−0.97, 0]. If we interpret
(e(u) ⊗ e(v˜)) as a fourth-order stiffness tensor, then the direction of the
main stiffness points approximately into direction s = [1, 0, 0]. Thus, we
expect the microscopic result to have the highest permeability in direction
w and highest stiffness in direction s . However, if we look at the conver-
gence plot in Fig. 13 we observe that the first term clearly dominates the
objective function values. As a result, the terms involving the permeability
are neglected by the optimizer which focuses on increasing the stiffness of
the microscopic structure in direction s . This leads to a minimization of the
channel part lumen in each cross section of Y perpendicular to s (cf. fig. 12).
If we choose Λ = −100, still the stiffness term has most influence on the
objective function, as can be seen in Fig. 15. However, the importance of
the permeability terms increases. The optimized structure seen in Fig. 14 is
featured by a wide channel in vertical direction rotated by 6 degrees, which is
half the angle between w and the second axis. This time the stiffness tensor
is almost isotropic, with only 3% difference between the largest and smallest
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Figure 12: The optimized unit cell geometry for Λ = −1. The structure is rotated by
α = 0.022◦ around the third axis.
directional stiffness. Owing to this, the rotation of the unit cell has negligible
influence on the first term of the objective. Thus a rotation is chosen which
increases the permeability in direction w and hence the overall objective.
As displayed in Fig. 16, the impact of the terms involving the permeability
increases with decreasing Λ. However, the optimized structure for Λ = −1000
is quite similar the one obtained forΛ = −100, moreover, also the rotations
are similar.
7. Conclusion and outlook
In this study we described a methodology to optimize porous material
microstructures using the shape optimization approach. The optimality cri-
teria are based on the effective poroelastic material coefficients. By virtue
of homogenization, these coefficients are evaluated using the characteristic
responses of the representative periodic cell Y . Sensitivities with respect to
Biot coefficients as well as shape parameters were provided. The shape of the
fluid-filled pores was parameterized using B-spline boxes combined with only
mildly restrictive regularity constraints. As an advantage of the chosen spline
parametrization, it provides automatically the so-called design velocity fields
used in the sensitivity computations which are based on the material deriva-
tive approach. We considered optimization of the stiffness maximization
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Figure 13: Convergence plot for the 2-scale problem in finite element A with Λ = −1.
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Figure 14: The optimized geometry for Λ = −100. The structure is rotated by α = 6.3◦
around the third axis.
subject to constraints related to the permeability and vice versa. While in a
fully symmetric setup, only moderate improvements of the chosen cost func-
tions were possible, in an anisotropic setup significant improvements could
be obtained fully exploiting the given design freedom. These anisotropic lay-
outs appear very naturally, when local microstructures are used to optimize
some global macroscopic criterion of interest.
Following this idea, we considered a two-scale optimization problem re-
lated to the structure compliance minimization with constraints on the fluid
transport. Using the sensitivity analysis described above, a local optimiza-
tion problem was derived, which is essentially a linearization of the macro-
scopic problem with respect to the poroelastic coefficients involved in the Biot
model. By virtue of the homogenization process, these coefficients themselves
are parameterized by the underlying microstructure layout; in this study, the
shape of the pores is described by the spline box, cf. [2] where the topology
optimization approach was treated. Due to its separable character, this lin-
earized problem of the locally optimal design can be solved cell by cell. As
an example illustrating our approach, we discussed optimization results for
particular areas of interest in the macroscopic domain. Our study should be
considered as the first step towards a full two-scale optimization approach
in the framework of which sequential linearizations of the given type may be
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Figure 15: Convergence plot for the 2-scale problem in finite element A with Λ = −100.
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Figure 16: Convergence plot for Λ = −1000
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used to solve the entire two-scale optimization problem. To develop a robust
two-scale optimization tool providing optimized microstructure designs in a
macroscopic domain, yet some technical issues will have to be treated, such
as connectivity of the pores on the boundary between subdomains of locally
optimized periodic designs.
There are several extensions of the present work which are of interest
in the context of smart structures and the material design. In particular,
including the piezoelectric components in the microstructure will enable to
control and optimize the fluid redistribution in the porous structure by the
electric field; in this context, homogenization of the poro-piezoelectric ma-
terials reported in [22] can serve a suitable framework. Another important
extension of the present study is by including the inertia effects in the micro-
model. This will allow for optimization of dynamic response of the porous
structures to control the acoustic wave propagation and the wave dispersion.
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