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ABSTRACT
Resource allocation to the activities in a PERT network 
is a significant problem in economic analysis. Several at­
tempts to solve this problem have resulted in models that 
provide approximate solutions. The objective of the research 
is the development of an efficient model that produces the 
most accurate solution to this resource allocation problem.
Previous models are inadequate for several reasons.
Some approaches provide optimum solutions for linear approx­
imations to the cost-time functions of the activities. Other 
models, which use realistic cost-time functions, cannot dis­
tinguish between local and global optima. Models that meet 
these shortcomings are so complex that their use is restricted 
to relatively small networks.
Assumptions of the model involve the cost-time relation­
ships of the activities and the network diagramming procedure. 
All of the resource allocation models assume a relationship 
between the time and the cost necessary to complete an activity. 
This relationship is generally assumed to be inverse— a re­
duction in time is made possible with the allocation of addi­
tional resources. It is assumed that the amount allocated 
to an activity is used as efficiently as possible. Even
viii
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though the most efficient allocation is made/ the activity 
time for each level of resources results in a probability 
distribution. Even though a true optimum cannot be found/ an 
approach to it is made by using the expected value of the ac­
tivity time for each level of resources. The assumption is 
made that the cost-time function for each activity is mono­
tonic; therefore, an inverse function exists and either cost 
or time may be used as the independent variable. The final 
assumption regarding the cost-time function is that the com­
position of the resources allocated to each activity is un­
restricted .
Traditional network analysis utilizes a diagramming pro­
cedure that is awkward when applied to the resource allocation 
problem. Precedence diagramming uses an "activity-on-the- 
node" approach. This procedure is preferable since dummy ac­
tivities are eliminated and all paths through the network are 
clearly identified.
The resource allocation model uses a dynamic-programming 
approach to obtain the project cost curve. One formulation 
of the model uses cost as the independent variable. The ob­
jective is to minimize the length of the critical path sub­
ject to a cost constraint.
Even though there is only one constraint, several types 
of networks require the solution of a function of more than 
one variable. For the more complex structures reversing the
cost-time relationship results in the problem of cost minimi­
zation subject to a time constraint. Even though such (non­
trivial) problems are at least two-dimensional, a reduction in 
dimensionality can be made in some cases. The structure of 
each network as well as the complexity of the cost-time func­
tions determines which approach is more efficient.
Regardless of the approach used in a given network, it 
is desirable to utilize the principle of network decomposi­
tion. Small subnetworks exist within a project network. The 
allocation to the activities in a subnetwork can be made inde­
pendent of the allocation to the activities in other subnet­
works. Decomposing the network and solving each part sepa­
rately reduces the effort necessary to determine the project 
cost curve.
The use of the dynamic-programming formulation results 
in an efficient model for the computation of the project cost 
curve. The usefulness of the model depends on the shape of 
the activity functions in each project and the need for an 
accurate project cost curve.
CHAPTER I
INTRODUCTION
Statement of the Problem
The most important problem of economic analysis at the 
level of the firm is the optimum allocation of scarce re­
sources among competing, alternative activities. During 
recent years much attention has been focused on this problem. 
As a result, a variety of techniques is available to deal 
with the allocation problem in many well-defined situations. 
Interest here is in allocation problems for projects com­
prising many interrelated activities.
Large scale projects composed of many related activities 
require the use of special allocation models--notably Project 
Evaluation Review Technique (PERT) and Critical Path Method 
(CPM). The objective of these techniques is to reduce to 
manageable proportions large-scale projects composed of sep­
arate, but dependent, activities. The activities are depen­
dent to the extent of the time sequence with which they may 
be performed. The development of these models (PERT) stressed 
the aspects of planning and control of the activities. An­
other benefit of the analysis (CPM) is the reduction in time
of the project by allocating additional resources to certain 
critical activities. The allocation process is based on the 
assumption that there is a relationship between the time and 
cost of an activity. Although not specifically stated, the 
relationship appears to be inverse— additional resources re­
sult in a reduction in the time necessary to complete the ac­
tivity .
A limited amount of research has been performed in this 
area of allocation of resources (capital equipment and labor) 
to the activities in a project network. The existing algo­
rithms assume that in order to shorten (crash) the time of 
an activity, additional resources must be used. However, 
most of the models assume that an initial, minimum allocation 
of resources is made to all activities. The objective of the 
techniques is the construction of a project cost curve in 
which the relationship between total project time and the 
minimum cost necessary to meet the given time is revealed.
The construction of this relationship involves allocating 
additional resources to the activities. Generally, the pro­
cedure operates in the following manner. The minimum amount 
of resources is allocated to each activity of the project 
and the longest time-sequence of activities is identified 
(the critical path). In order to shorten the time of the 
project, resources are allocated to the operations which 
make up the critical path(s). The calculations continue
until all activities are crashed— the time necessary to com­
plete each activity is as short as possible.
These algorithms, at best, provide only an acceptable 
means of allocating resources. They are not optimum tech­
niques . Major fallacies in these procedures result from the 
assumptions necessary for the models. Some of the models 
would result in optimum allocations if the restrictive assump­
tions necessary for their applicability were met. The weak­
ness of the models using realistic assumptions is that the 
optimum solution might not be found. That is, the allocation 
resulting in the shortest project time might be overlooked. 
These models use an incremental search procedure which can 
identify only local optima with no guarantee that the global 
optimum will be found.
Objective of the Research
The objective of this research is the development of an . 
efficient model for allocating resources to the activities in 
a PERT network such that the critical path (with respect to 
project time) is minimized, i.e., the time necessary to com­
plete the project is as short as possible given the resources 
available for the allocation. This objective is achieved by 
a technique that accurately calculates the total cost curve 
for the project. The project cost curve is the relationship 
between the various amounts of resources to be allocated and
the shortest project time attainable with each amount. The 
resulting algorithm provides a better scheme for utilizing 
resources in a large-scale project. The model developed in 
this thesis is better than existing techniques as a result of 
the approach used to allocate the resources. The dynamic 
programming aspect of the model makes it possible to calcu­
late accurately and efficiently the project cost curve. Also, 
the use of approximations is based on choice rather than on 
necessity as with the other models.
An additional benefit of this research is that the allo­
cation process is promoted to the same level of importance 
as the planning function of PERT. While planning alone is 
quite useful in these projects, the most effective use of 
available technology is not realized unless the best alloca­
tion scheme is incorporated into the network analysis.
Research Design
A dynamic programming approach is used in this study to 
develop the allocation model. The previously developed al­
gorithms require excessive simplifying assumptions. The 
dynamic programming techniques are sufficiently versatile to 
eliminate the necessity for restrictive assumptions. The 
development of the algorithm is based on a previously estab­
lished assumption of a cost-time relationship for the activi­
ties. However, as a result of the power of dynamic
5
programming, the specific shape of the cost-time functions 
need not be assumed in order to make the model valid or useful.
Assumptions and Limitations of the Model
Unfortunately, no resource allocation model can be suf­
ficiently general to apply to all conceivable applications. 
There are two major limitations of the model developed in 
this thesis. First, it will be assumed that the activities 
in the PERT network are arranged as efficiently as possible. 
Many sources of information of PERT/CPM stress the need for 
proper sequencing of activities and the possible savings in 
project time by scheduling alone. In this model project time 
will be reduced only by the allocation of resources. Second, 
the existing models can be divided into three separate groups 
depending on the nature of the resources to be allocated.
The resource allocation model developed here requires the as­
sumption that resources are available in unrestricted amounts. 
There are no fixed amounts of capital resources that must be 
scheduled for several different activities. Thus, the only 
problem in the allocation of resources is a trade-off between 
cost and time. Additional assumptions regarding the general 




In order to fully develop and evaluate the resource al­
location model, it is necessary to examine previous contribu­
tions as well as the fundamentals of the techniques used. 
Chapter II contains a review of the literature on PERT/CPM 
models and a brief examination of pertinent developments in 
dynamic programming techniques. The basic concepts of net­
work analysis and the cost-time functions necessary for the 
development of the model are presented in Chapter III. For­
mal development of the allocation model appears in Chapter IV. 
Chapter V contains an example project illustrating the appli­
cation of the model. Finally, the evaluation and implications 
of the model appear in Chapter VI.
CHAPTER II
REVIEW OF THE LITERATURE
An important part of the development of a resource allo­
cation technique for a PERT/CPM planning model is the exami­
nation of previous contributions in this area. This survey 
is necessary in order to establish the state of the art and 
avoid a duplication of effort in the field. Also, the 
strengths and weaknesses of existing models provide a basis 
for comparison with newly developed models.
The results of research on PERT/CPM planning models is 
voluminous. Application of the techniques vary from con­
struction projects to new-product planning.^- In comparison, 
however, there is scant research available on the resource 
allocation problem in project network models. The major 
purpose of this chapter is to examine the contributions rel­
evant to the resource allocation problem. The survey is di­
vided into two main parts. The first part contains techniques 
developed specifically for allocation in PERT/CPM models.
The second part covers contributions in the area of dynamic
lj. E. Kelley, Jr., "Critical Path Scheduling: Mathe­
matical Basis," Operations Research, Vol. IX No. 3 (May-June
1961), p. 297.
programming relevant to the development of the model.
Resource Allocation Techniques
The problem of resource allocation in PERT/CPM models 
is not new. It has been recognized that one of the major ad­
vantages of project planning is the probable reduction of 
project time by allocating additional resources to certain 
key activities. However, the manner in which the allocation 
is made is not an easy task.
One of the reasons for this difficulty is that there 
are three distinct variations of the resource allocation prob
ylem. First, if the composition of resources is unrestricted 
then the problem is one of a trade-off between cost and time. 
Second, if a fixed amount of resources is available the major 
concern might be to employ the resources at as constant a 
rate as possible. And, third, constraints may be imposed on 
certain types of resources with respect to their use. For 
example, a group of activities may be completed only with, 
say, a certain machine or labor group. The allocation pro­
cedure for this case involves scheduling the use of these 
fixed resources so as to minimize project time.
These three assumptions may all be valid within a given 
network. However, regardless of the assumptions, the method
2E. W. Davis, "Resource Allocation in Project Network 
Models— A Survey," Journal of Industrial Engineering, Vol. 
XVII No. 4 (April 1966), pp. 177-178.
of allocating resources is difficult because of the complex 
structure possible in large networks. This complexity re­
sults in a variety of different approaches to the problem of 
resource allocation. However, in order to reduce the survey 
to workable size, only the allocation models assuming unre­
stricted resources will be examined in this chapter. This is 
justified on the grounds that this is the type of problem to 
which the method developed here applies.
Significant Models
The basic objective of all the resource allocation mod­
els which assume unrestricted resources is the computation of 
a cost curve, which expresses a relationship between direct 
cost and project time. The establishment of this relation­
ship simplifies the resource allocation problem in that it 
will show the project time attainable for a certain expendi­
ture. In most instances the assumption is made that cost is 
the dependent variable and time the independent variable. In 
constructing the project-cost curve an attempt is made to 
allocate resources so that the various project times can be 
met at a minimum cost. Therefore, the manner in which the 
curve is constructed reveals the "best" allocation of re­
sources .
The significant resource allocation models can be 
grouped according tb the types of assumptions made about the
10
nature of the cost-time functions. As with most economic 
models, rigid assumptions result in simpler models. The lar­
gest group of models use the following rather strict assump­
tions . ̂
1. The cost-time relationships of the activities are 
continuous functions, convex from below.
2. The activity functions are independent.
3. Accurate linear or piece-wise linear approximations 
to the functions are possible.
The earliest resource allocation model, developed by
Kelley and independently by Fulkerson, involves a parametric
4 5linear programming approach. ' With the above assumptions, 
they adapt the Ford-Fulkerson network-flow algorithm into a 
model which makes possible the construction of the project- 
cost curve. The convex time-cost curves are approximated by 
linear functions connecting the "crash" point (minimum time, 
maximum cost) and the "normal" point (maximum time, minimum 
cost of each activity. For a set of feasible activity dura­
tions (between the normal and crash times) the total cost of 
the project is given by the summation of the linear time-cost
^Ibid., p. 178.
^Kelley, op. cit., pp. 296-319.
~*D. R. Fulkerson, "A Network Flow Computation for 
Project Cost-Curves," Management Science, Vol. VII No. 2 
(Jan. 1961), pp. 167-178.
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curves. The objective of the model is to minimize the total 
cost, subject to constraints on the activity durations and 
the project length. The network flow algorithm is adapted 
for the dual of this linear programming problem. The pro­
cedure begins with an "all-normal-cost" schedule. For each 
activity it is assumed that the normal cost-time point is in 
reality that of minimum cost and maximum time. The maximum 
time of an activity is such that if it takes longer to com­
plete the activity, penalty costs are incurred and the total 
direct cost increases. The results of the model may be sum­
marized as follows. The allocation of resources is made to 
activities along the critical path. The allocation is guided 
by the rule that resources are allocated to the activity that 
will result in a specified reduction in project time for the 
least cost. As the network is collapsed in time, different 
critical paths develop. The procedure is continued until the 
minimum duration project schedule is obtained, in which re­
sources are allocated to all activities so that their minimum 
duration is attained (the crash point).
While the approach of Kelley and Fulkerson is efficient, 
it does have a drawback. The network flow algorithm requires 
linear cost functions. Since this requirement is met only 
rarely, use of the technique can be made only at the expense 
of accuracy in the project cost curve. The use of linear 
approximations to convex functions does produce a conservative
12
estimate of the project function. However, there are in­
stances in which the assumption of convexity does not hold 
or a more accurate solution is desired. In these instances 
this technique is inadequate.
A necessary condition for this technique is the assump­
tion of linear cost functions for the activities. Clark de­
veloped a different algorithm for the same general assump-
frtions. The algorithm begins with an all-normal allocation. 
The project cost curve is constructed by allocating additional 
resources to activities along the critical path. The rule 
for allocating resources is to buy time where it is cheapest, 
i.e., allocate to the activity with the smallest cost slope 
(time is the dependent variable). However, the resulting 
technique is the same as that of Kelley and Fulkerson and 
allocates resources in a similar manner.
The limitation of Clark's model is the same as that of 
Kelley's and Fulkerson's techniques. The use of linear ap­
proximations may result in solutions that lack sufficient 
accuracy. Clark adds an additional feature in that he as­
sumes no bounds on the cost functions and then shows that 
there is a single zero-slack schedule that minimizes project 
cost.
^C. E. Clark, "The Optimum Allocation of Resources Among 
the Activities of a Network," Journal of industrial Engi­
neering, Vol. XII No. 1 (Jan.-Feb. 19617, pp. 11-17.
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Both Berman and Jewell have developed approaches that
differ from those of Kelley, Fulkerson, and Clark, although
7 8the same general assumptions are used. ' Berman's algorithm 
is slightly more complicated than those of Kelley, Fulkerson, 
and Clark. The concept of a cost slope is utilized in Ber­
man's model. The cost slope is merely the slope of the cost­
time function (the cost increase per unit of time decrease), 
and is used to accomplish what Berman calls balancing the 
network. For each event in the network, balance is attained 
if the sum of the cost slopes of activities leading to the 
event is the same as the sum of the cost slopes of activities 
leading away from the event. He shows that any reallocation 
to activities to bring about balance lowers the project cost. 
Berman then defines a balanced network as one in which all 
events are balanced.
Berman provides an iterative scheme for balancing a net­
work. The technique of balancing is performed for different 
values of project time. These times together with the costs 
from the resulting balanced network form the project cost 
curve. The use of this model requires linear approximations 
of the cost functions, which result in a loss of accuracy for
7W. S. Jewell, "Risk-Taking in Critical Path Analysis," 
Management Science, Vol. XI No. 3 (Jan. 1965), pp. 438-443.
^E. B. Berman, "Resource Allocation in a PERT Network 
Under Continuous Time-Cost Functions," Management Science, 
Vol. X No. 4 (July 1964), pp. 734-745.
the final solution.
In the model proposed by Jewell, a project schedule is 
established even though activity durations become known only 
after the project is begun. Resources are then allocated to 
make up the difference between the estimated and actual times 
The objective of the allocation procedure is to minimize the 
amount of additional resources necessary to complete the pro­
ject within the established time schedule.
Each of the above models assumes continuous, convex, 
and independent time-cost functions that can be estimated by 
linear equations. In many cases these assumptions can by 
met in only the loosest sense. Less restrictive assumptions 
have been used in the development of other models.
A relaxation of the previous assumptions is made by 
Meyer and Schaffer in the development of their model.^ They 
utilize an integer linear programming technique to determine 
the project cost curve. Piece-wise linear cost functions of 
activity times are assumed in the initial formulation, al­
though they illustrate the techniques for handling discrete 
time-cost points and combinations of points and line segments 
The piece-wise linear time-cost functions are handled by the 
integer constraints used in the formulation. Dependent
^W. L. Meyer and L. R. Shaffer, "Extensions of the Crit­
ical Path Method Through the Application of Integer Pro­
gramming," Department of Civil Engineering, University of 
Illinois, July 1963.
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activities may also be included by the use of appropriate con­
straints. A major drawback of the technique is that it re­
quires considerably more computational effort than the 
approach of Kelley and Fulkerson. The number of constraints 
used limits the technique to approximately fifty activities.
Moder and Phillips relax the assumptions further and as­
sume only discrete cost-time points for the activities.-*-® In 
certain respects the technique is similar to the first group 
of models. The allocation of resources is made to those ac­
tivities which result in the greatest reduction in project 
time. The procedure begins by allocating to activities on 
the critical path. When more than one critical path develops, 
additional steps are taken. The activities are divided into 
three groups. The first group contains those activities on 
all critical paths, the second contains those on one or the 
other of the critical paths, and the third group contains 
those activities on neither critical path. The additional 
steps involve allocation to the activities within each group. 
As a result of the complexities of most networks and the 
manner in which the model works, the absolute minimum cost 
for each value of time might not be found. Also, not all 
possible minimum-cost reductions are revealed as in the net- 
work-flow solutions.
"^J. J. Moder and C. R. Phillips, Project Management with 
CPM and PERT, (.New York: Reinhold Corp., 1964), pp. 107-134.
Implications of the Models
Each of the models developed provides only an approxi­
mate solution to the resource allocation problem. The first 
group of models provides an optimum solution if the assump­
tions are valid. One drawback of these models is that only 
rarely will resources be infinitely divisible and the line­
arity or convexity assumptions hold. The model of Meyer and 
Schaffer is so complex that it can only be used for, at most, 
small networks and then only with some difficulty. The as­
sumptions used by Moder and Phillips, while more realistic, 
result in an algorithm which is very difficult to apply and 
which might well yield a local rather than a global minimum. 
For projects in which the cost-time functions for the activity 
are non-linear and discontinuous, the existing models have 
limited application. At best they provide rough approxima­
tions to the project cost function and the optimum allocation.
Contributions in Dynamic Programming
Dynamic programming is a mathematical technique that is 
amenable to a wide variety of optimization problems. Most 
straight forward problems to which dynamic programming applies 
have a serial structure, while the complex network problems 
are non-serial. Developments in recent years, however, have 
made the procedure applicable to non-serial network-type pro­
blems. The purpose of this section is to discuss briefly
17
developments in dynamic programming that are applicable to 
the resource allocation problem in a PERT/CPM network.
Bellman illustrates a technique for determining the 
shortest route through a network as the solution to a dynamic 
programming problem. Each arc or subroute in the network 
is of fixed length and the structure permits a flow in both 
directions in some instances. A slight revision of the 
techniques plus the restrictions on labeling of activities in 
the PERT network, results in an algorithm that permits the 
calculation of the critical path as the solution to a dynamic 
programming problem. However, this algorithm requires a pre­
determined allocation of resources and, therefore, provides 
little assistance in determining the most efficient alloca­
tion.
Nemhauser presents an approach for the solution of non­
serial allocation problems by the use of dynamic program-
12ming. While the presentation is made in general terms, 
previous articles indicate that the procedure was developed 
for chemical process applications. Wagner extends the
^R. E. Bellman and S. E. Dreyfus, Applied Dynamic 
Programming, (Princeton, N. J.: Princeton University Press,
1962), pp. 229-231.
12G. L. Nemhauser, Introduction to Dynamic Programming, 
(New York: John Wiley and Sons, Inc., 1967), ppT 184-209.
18
procedure to other applications.13 These applications all 
concern the maximization of the total return from all stages 
in a non-serial structure. The problem of resource alloca­
tion in PERT/CPM-type problems has not been explored. These 
last two approaches, however, establish the methodology nec­
essary to apply dynamic programming to the allocation prob­
lem.
One of the attractive features of dynamic programming 
is the great variety of applications for which it can be 
used. Existing models approach the network-type problems but 
do not extend to management-planning models. Exanples of 
these problems include the routing problem (minimum time be­
tween two geographic points), optimal trajectories (of air­
craft and missiles), as well as the traditional transporta­
tion problem.
Implications of Existing Research
While a variety of models exist for the resource alloca­
tion problem in PERT/CPM the problem is far from having a 
final solution. The weakness of the existing techniques are 
contained in the assumptions about the cost-time relation­
ships of the activities. The algorithms using the most gen­
eral assumptions provide only approximate techniques as a
TOH . Wagner, Introduction to Operations Research, 
(Englewood Cliffs, N. J.; Prentice-Hally Tnc., 1969) 
pp. 253-279.
result of the possible complexities of networks.
The techniques of dynamic programming are sufficiently 
general to handle exceedingly complex allocation problems. 
Since management planning problems have the potential of ex­
treme complexity, it seems that a dynamic programming 
approach has the greatest potential of any existing methodol­
ogy for providing a solution.
CHAPTER III
PRELIMINARY CONCEPTS OF THE MODEL
The assumptions of the model developed in this thesis 
differ from those used in existing models. The purpose of 
this chapter is to establish the assumptions and define the 
notation of the model. Some preliminary techniques are also 
examined so that the allocation model can be developed with 
a minimum of difficulty. The basic assumption of the model 
• involves the relationship between the direct cost of an ac­
tivity and the time necessary to complete it. Then the tech­
nique of precedence diagramming is presented and its desira­
bility established.
The Time-Cost Relationship
The most important assumption of the resource allocation 
model for a project-planning network is the relationship be­
tween the time necessary to complete the activity and the 
resulting direct cost. The strengths and weaknesses of pre­
viously developed models depend upon the nature of the rela­
tionships assumed. The purpose of this section is to examine 
the relationship and present the assumptions necessary for 
the model developed here.
20
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As previously mentioned, with the development of PERT/
CPM models and their application, the desirability of having 
resource allocation techniques was recognized. One  of the 
advantages of project planning is the possible reduction in 
the total time necessary for completion of the project by 
the allocation of additional resources. Using this reasoning, 
the general nature of the relationship has been assumed to be 
inverse. That is, a reduction in project time is associated 
with additional cost. All of the resource allocation models 
in existence assume this general relationship.
In spite of the differences in the assumptions about 
the nature of the cost-time relationships used by the existing 
models, there seems to be one thing that these models have in 
common. The relationship between cost and time is presented 
as though cost were the dependent and time the independent 
v a r i a b l e s .  ̂ with this assumption the models attempt to mini­
mize the project cost given a particular duration. The re­
sult of the procedures is the calculation of a function rela­
ting values of project duration with the minimum cost attain­
able .
There is another reason for assuming that cost is the 
dependent and time the independent variable. There is a
1-E. W. Davis, "Resource Allocation in Project Network 
Models— A Survey," Journal of Industrial Engineering, Vol XVII 
No. 4 (April 1966), p. ITT.
^Ibid., p. 178.
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minimum time necessary to complete a particular activity. It 
is assumed that for most operations no amount of resources 
can reduce this minimum time. The cost associated with this 
minimum time is large relative to the cost.for other values 
of the activity's duration, as a result of the effort nec­
essary to complete the activity in so short a time. Thus, 
some models assume that the maximum cost of an activity is 
associated with this minimum time. For activity durations 
longer than the minimum time* the associated cost is less.
In some cases this reduction results from the elimination of 
the use of overtime or costly, inefficient equipment. The 
cost reduction continues to occur up to a point. Again most 
models assume that there is a maximum time associated with 
any activity. Since most PERT/CPM applications involve oper­
ations that are contracted, the maximum time is associated 
with the activity time beyond which penalty costs are in­
curred. In a few instances, it is assumed that the minimum 
cost of the activity is associated with the maximum time. 
Also, this point of maximum time and minimum cost is in most 
instances called the normal time and cost point. For pro­
ject durations longer than the normal time, the penalty costs 
incurred cause total direct costs to increase. Thus, for 
each activity there are two project times associated with 
each value of cost— one between the minimum and maximum times 
and one beyond the maximum time. Of course, for allocation
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purposes, only the values of time between the minimum and 
maximum and their associated costs are relevant.
An assumption concerning the nature of the cost-time 
relationship removes mathematical difficulties involved in 
reversing the dependent and independent variables. The as­
sumption is made that the cost-time fucntions are monotonic 
in the domain considered relevant for allocation purposes. 
This assumption is justified since in order to shorten the 
time of an activity additional resources are required. Thus, 
for every value of project cost, in the relevant section of 
the function, there is only one value of time in which the 
project can be completed. With this assumption, the cost­
time function has an inverse. And the activity cost can be 
considered as the independent variable with time as the de­
pendent variable. The question of which is actually the 
independent variable is moot. A case can be made for both 
time and cost.
The actual construction of the cost-time functions re­
quires some guidelines. For the traditional models it is 
recognized that for any particular value of activity time 
there are many associated direct costs. The minimum cost 
for each value of the activity time is the relevant cost and 
is used for the time-cost functions. Thus, the solution of 
the allocation model will produce a relationship between pro­
ject time and cost such that the minimum total direct cost is
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associated with each value of total project time. This re­
sult is possible only if, for each activity, the minimum di­
rect cost is associated with each value of activity time.
Then, reversing the relationship, for each value of direct 
cost of an activity, there are many values of time in which 
the activity could be completed. In this case, the correct 
value of time is the minimum possible time associated with 
each cost. The other values of time are associated with less 
efficient allocations of resources. The solution to the 
model would reveal the minimum project time associated with 
each value of total direct cost. The ability to reverse the 
relationship is very important. The solution, then, may be 
approached as either cost minimizing with a time constraint 
or time minimizing with a cost constraint.
An additional assumption used by most of the resource 
allocation models in this area is unrealistic. This assump­
tion is that the relationship between cost and time is con­
tinuous. The assumption is required by the simplistic nature 
of the existing models. However, in many cases in reality 
the relationship is not continuous as a result of the "lumpi­
ness" of resources. It may be reasonable to assume the divis­
ibility of labor (i.e., a part-time worker), but capital equip­
ment is not as easily divisible. While it is entirely pos­
sible that over certain ranges of values the cost-time curve 
is continuous, the assumption of continuity is not necessary 
for the model developed in this thesis.
The resource allocation model developed in this thesis, 
however, requires some assumptions about the relationship 
between activity cost and time. These are (1) the cost-time 
relationships are expressed as discontinuous functions (pos­
sibly continuous over certain ranges but also possibly with 
one or more distinct breaks resulting from indivisibilities 
of capital equipment), (2 ) there is a point of minimum time
(maximum cost) and a point of maximum time (minimum cost)—  
only the time-cost points between these two are relevant for 
the model, (3) the functions are monotonic, but not neces­
sarily convex. The implication of the function being mono­
tonic is that an inverse relationship will exist, i.e., 
either cost or time can be considered to be the independent 
variable. The complex nature of most PERT networks makes 
this feature of the relationship desirable.
The assumptions concerning the cost-time functions are 
the only ones necessary for the development of the model. 
However, there are several concepts and techniques discussed 
next that make the model easier to develop and to understand.
Precedence Diagramming
The major identifying feature of PERT/CPM is the net­
work diagram of the relationship among the activities in the 
project. The major advantage of such a diagram is the ease 
with which the time dependent relationships are presented.
The diagramming procedure used in the model developed here 
is based on a concept different from that traditionally used 
in the literature, although there are some examples of the 
procedure used here.
In the literature on PERT/CPM the diagramming technique 
can be best described as "activity-on-the-arrow, event-on- 
the-node." For purposes of illustration, consider the set 
of hypothetical activities and the accompanying time-depen­
dent restrictions in Table 1.
Activity Is Proceeded By Is Followed By
1 —  2 and 3
2 1 4 and 5
3 1 4
4 2 and 3 6
5 2 6
6 4 and 5
TABLE 1 
HYPOTHETICAL PROJECT
The traditional activity-on-the-arrow diagram for this 
project is illustrated in Figure 1. The dotted line between 
events B and C is a dummy activity necessary to preserve the 
time-dependent relation between activities 2 and 4. With 
this type of diagram the use of dummy activities is quite 
prevalent. A major disadvantage of activity-on-the-arrow 





By contrast, the precedence diagram may be best des­
cribed by the phrase "activity-on-the-node." Figure 2 
depicts the precedence diagram for the activities in the 
project of Table 1.
FIGURE 2
PRECEDENCE NETWORK
In this type of diagram the activities are represented by the 
circles or nodes, while the arrows indicate the precedence 
relations given in Table 1. Note that no dummy activities 
are necessary to preserve the time-dependent relations. One 
of the advantages of the precedence diagram is the complete 
elimination of dummy activities. Another advantage of this 
type of diagram is that all routes through the network are
28
clearly illustrated. The ability to detect and identify all 
routes is both necessary and desirable for the development of 
the resource allocation models.
In order to effectively use precedence diagramming in 
the development of the model, it is necessary to establish 
the formal relationships among the activities. Therefore, 
let A = (a^|i=l,...,k} be a set of activities (operations) 
a^ which must be performed in the completion of a project. 
There are two.types of relationships possible among the 
activities in a project: (1 ) precedence (denoted b y @  ) and
(2) concurrence (denoted by »). If for two activities the
relation a ^ Q  aj holds, then activity a^ must be completed 
before aj can begin; i.e., a^ preceeds aj. On the other hand, 
if the relation a^«aj holds, then activities a^ and aj can be 
performed simultaneously.
There are certain important properties of the relations 
(>) and * which must be noted. First, if a^»aj then aj«a^. 
That is to say, if a^ can be performed simultaneously with 
aj, then the reverse is also true. Second, for any two ac­
tivities a- and a-, either a- must preceed a-, a- must pre-J- J J J
ceed a^, or they may occur at the same time. The precedence 
and concurrence relations are transitive. For example, if 
ai © aj an<̂  aj @ ak' t*1011 ai ©  ak* set activities A,
and the precedence and concurrence relations define the net­
work. For convenience, a restriction is placed on the
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labeling of the activities in a network. If a^ (>) aj, then 
i<j. And finally, all networks have a starting activity 
which preceeds all other activities in the network and an 
ending activity which all the other activities preceed.
These activities do not require any cost or time for comple­
tion and are included to satisfy certain requirements of the 
model.
In the development of the resource allocation model it 
is necessary to determine the time of the pro.ject as well as 
its cost. This information is found by relating the cost and 
time of each activity with the aid of the network diagram.
For every activity, a^, in the network there is a relation­
ship between the resources (cost), denoted as x^, and the time, 
denoted as y^, necessary to complete the activity. This rela­
tionship is expressed as
^ i ^ i ^ i ) *  (1>
It is assumed that each function of this type is discontinu­
ous and monotonic within a minimum and maximum value of x^. 
Conforming with previous models, the minimum value of x^ is 
called the normal cost and maximum value of x^ is called the 
crash cost. Since this function is monotonic then the inverse 
function also exists. This relationship is expressed as
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In realistic applications the cost-time functions are, 
most likely, probabilistic. For each value of cost there is 
a probability distribution of the possible minimum lengths of 
time within which the activity can be completed. And converse­
ly, for each value of time there is a probability distribution 
of the possible minimum costs for completing the activity in 
that length of time. In such instances there is no single, 
best solution, and the concept of the optimum solution takes 
on a new meaning. It is generally agreed that the use of 
some type of average value for the probabilistic variable is 
used. The expected value is the most commonly used type of 
average.3 Therefore, the y^ value in (1) is the expected 
value of the conditional distribution of y^'s. And converse­
ly, the x^ value in (2 ) is the expected value of the condi­
tional distribution of the x^'s.
In order to explicitly state the objective of the allo­
cation procedure, it is necessary to define a path (or route) 
through the network. Using the terminology of precedence 
diagramming, let the ith path through the network be defined 
as a subset, A^, of A. The subset A^ has the following pro­
perties .
1. The activities a-̂  and â . are in A^. Each route 
through the network starts with the first operation and ends
3G . L. Nemhauser, Introduction to Dynamic Programming,
(New York: John Wiley and Sons, Inc., 1967), pp. 150-152.
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with the last operation of the project.
2. For every activity, a j, (except a-̂  and â .) in A^
there exists activities a- and am such that1 m
ai ®  aj ®
3. There exist no activities a^ and aj in such 
that a^~aj.
Finally, for notational convenience, let be the set of 
indexes of the activities in A^. With this notation, let the 
time necessary to complete the activities in the ith route 
be denoted by and calculated as
Ri = X gj(xjKleLi
One advantage of precedence diagramming results from the 
transitive property. Consider the activities with the time- 
dependent restrictions listed in Table 2.
Activity Is Preceeded By Is Followed By





A precedence diagram for these activities is illustrated in 
Figure 3. Note that the direct route from activity 1 to 
activity 3 is not necessary to indicate that 1 preceeds 3. 
Activity 1 must preceed 2 and 2 preceeds 3; therefore, by




Thus, the precedence diagram in Figure 4 adequately illus­
trates the precedence relations in Table 2.
Start - X D — X D — X D — * End
FIGURE 4
PRECEDENCE DIAGRAM
Aside from simplifying the diagramming procedure, the 
transitive property has another desirable benefit. In 
Figure 3 the direct route from activity 1 to activity 3 is 
redundant, since the route from 1 to 2 to 3 is necessarily 
longer. Project activities have non-negative durations (for 
practical purposes the durations are positive). The direct 
route from activity 1 to activity 3 will always be non- 
critical and for this reason can be eliminated from consid­
eration in the problem.
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Importance of the Preliminary Concepts
The preliminary concepts and techniques presented in 
this chapter are directly related to the resource allocation 
model developed later. As a result of the dynamic program­
ming approach, the exact form of the cost-time functions need 
not be assumed. The assumption that the functions are mono­
tonic is useful, however, since two different approaches to 
the problem result. The advantage of precedence diagramming 
is that all routes through the network are clearly illus­
trated. Also all need for dummy activities is eliminated.
CHAPTER IV
THE RESOURCE ALLOCATION MODEL
The resource allocation model for PERT/CPM planning 
models developed in this chapter is based on a dynamic pro­
gramming approach for the calculation of the project cost 
curve. The techniques are based on assumptions concerning 
the cost functions, precedence diagramming, and the calcula­
tion of the length of a time path through the network as a 
function of cost (or the cost of the activities in a path 
as a function of time). In order to develop the model, the 
basic objective of the algorithm is formally stated. After 
the model is presented, the most efficient approach to ap­
plication of the technique is examined.
Basic Qbjective of the Model
The basic objective of the model developed in this 
thesis must be established as a foundation for the devel­
opment of the model. As with previous models, the alloca­
tion technique developed in this thesis is designed to
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optimize the project cost curve.^ Since it is assumed that 
resources allocated to the activities determine the project 
time, the cost of the project is assumed to be the indepen­
dent variable, while the project time is assumed to be the 
dependent variable.
In the application of the model, the project cost func­
tion is quite useful. With the information provided by the 
function, the decision-making group in charge of the project 
can accurately determine the returns, stated as shortened 
project time, that results from the most efficient alloca­
tion of resources. Thus, resources can be allocated up to 
the point at which the decision-making group feels that ad­
ditional expenditures would not be justified in terms of the 
time saved.
Given the assumptions concerning the cost-time functions, 
there are two possible approaches to a solution— one using 
the activity functions with cost as the independent variable 
and the other using the inverse functions with time as the 
independent variable. Using the inverse functions will not 
result in theoretical difficulties, since the functions are 
assumed to be monotonic and consist of pairs of values (time 
and cost). With the pairs of values, it is as easy to call
■̂ E. W. Davis, "Resource Allocation in Project Network 
Models— A Survey," Journal of Industrial Engineering, Vol.
XVII No. 4 (April, 1966), p. 178.
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time the independent variable as it is to use cost as the in­
dependent variable.
The two approaches to computing the project cost curve 
are closely related. The first approach is to allocate re­
sources so that the critical path is minimized subject to a 
cost constraint. The alternative approach is to minimize 
project cost, subject to a constraint on the length of the 
critical path. Traditional allocation models use the second
approach as a result of the simplicity with which the objec-
2txve function is expressed.
Formulation of the Model
The two approaches used to calculate the project cost 
curve differ considerably with regard to the computational 
effort required for particular networks. The similarity of 
the formulations results from using the constraint(s) in one 
approach as the objective function in the other and vice 
versa. For large networks either or both approaches can be 
used.
The approach involving the minimization of the critical 
path subject to a cost constraint requires the identification 
of all routes through the network. In general there are n 
routes, A^,...,A . Thus, the objective function is





I x i =  c,i=l
and
Xj_ _> 0 , i = 1 ,. . . ,k. 
In the objective function (1)
Ri — I Sf j(xj)• j eLi
As an example of this approach, consider the network 
illustrated in Figure 5.
1)--- H2)--- ft 5)--- $Y)--- $Start End
FIGURE 5
SAMPLE NETWORK
In this network there are three routes,
A^ — (aj_, a 2 7 a3' a4 ' a 8 ̂ 7
A 2 “ (al/a2'a5'a8)'
and a3 ~ (ai,a6 ,a7 ,a8)
The objective function is
f(c) = min[max(g1+g2+g3+g4+g8' gi+g2+^5+g8; Sl+Se+gv+g^]7 *2)x ■
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subject to
8I X s =  <=,i=l 1
and
x ^ > ^ 0 , i = 1 ,...8 .
In accordance with techniques of dyanmic programming, the 
objective function (2 ) can be decomposed in the following 
manner. First,
f (c) = min[g1+g8+max(g2+g3+g4; <32+g5 7 96+g?)]/
xx
then
f (c) = min{g1+g8+max[g2+rnax(g3+g4; g5);g6+g7]}. (3)
xi
The solution to (3) using the functional equation technique 
of dynamic programming takes the following form, 
f2 (c) = g4 (c)
f 2 (c) = min [g3 (x3) + f-^c-x-j)]
0 <x3£c
f^ (c) = min {maxtg, (Xj.) ; f0 (c-X[.)]} 
°<x5_<c
f4 (c) = min [g2 (x2) + f 3 ̂ c_x2 ^CKx 2<c
f5 (c) = min [g6 (xg) + g 7 (c-Xg)]
0 <x_<c 
—  6—
f6 (c) = min {max[f4 (c4); f5 (c-c4)]} 
0 <c4£c
f? (c) = min [g8 (x8) + fg (c-xg)]
0 <xg<c
f Q (c) = min [g, (x,) + f n (c-x1) ] 
°lxllc 7 1
Note that f is the function resulting from an optimum allo­
cation between f^ and f^. These functions represent groups 
of activities rather than individual activities. The struc­
ture of the network in Figure 3 permits an easy decomposi­
tion and subsequent solution to (2). For such a decomposa­
ble function, the final solution, fQ (c) in the above exam-O
pie, is the project cost-time function, with cost as the 
independent variable. There are some network structures that 
result in objective functions that are not decomposable as 
is (2). The second approach to the allocation problem can 
be helpful in these instances.
The second approach to the problem involves the mini- 
zation of project cost subject to a constraint on the length 
of the critical path. For this approach it is necessary to 
define the cost of an activity as a function of its time.
These functions are denoted as
x± = h± (y±),
where x^ is the cost and y^ is the time of activity i. With 
this approach it is also necessary to define all routes through 
the network. And the length of time necessary for each path 
must be specified. If there are n paths, A^,. . . ,A;n, then let 
the length of each path be denoted as T^, where
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Thus, the objective for this approach is to
k
min I h.(y.), (4)
i=l 1 1
subject to
<_ t, i = 1 ,...n.
With respect to the constraints, the function (4) is solved 
for different values of t. Since the project time is lim­
ited to t, it is necessary to let all paths assume any time 
up to the value of t. The objective function (4) must, in 
fact, be solved as a function of n variables, one for each 
constraint. As a result, this approach can be very diffi­
cult in terms of the computational requirements. Bellman 
and Dreyfus mention a technique of affecting a change of 
variable in the constraints which results in solving prob­
lems similar to (4) as a function of one variable."^ How­
ever, the success of this technique depends upon the require­
ment that the y^'s vary continuously. And since in this 
thesis the assumption is made that the functions are discon­
tinuous then this change of variable cannot be made.
In particular applications, it is possible that a group 
of activities have continuous cost-time functions. In such 
cases the cost-minimization approach can be used without the
■̂ R. Bellman and S. Dreyfus, Applied Dynamic Programming, 
(Princeton, N. J.: Princeton University Press, 1962), p. 41.
computational difficulties discussed above. However, for 
discontinuous and discrete time functions there is another 
technique that is useful in reducing the dimensions of the 
problem in some cases.
This technique involves the use of Lagrangian multi­
pliers. Bellman and Dreyfus present the application of the 
Lagrangian technique to multidimensional problems of which 
(4) is a special case.^ The objective function (4) is 
changed to the problem of finding
This new problem involves solving the sequence of functions 
of n-j variables, with a search over j-dimensional A-space. 
In applications of the technique, the choice of the value of 
j depends upon the nature of the functions h^(y^) together 
with the memory requirements of computers on which the prob­
lem is solved.
As an example consider the network illustrated in 
Figure 6 .
k









In this example there are three paths through the network,
A1 = (al'a2'a5'a6)'
A 2 ( / ^ 2 >a^ 1ag f̂
and A 3 = (alfa3 ,a4 ,ag).
The objective function is
6
min I hĵ  (yi) , (6 )
i=l
subject to
Yl + y2 + y5 + y6 1 t,
Yl + Y2 + Y4 + Y 6 1 t'
yi + y3 + y4 + y6 < t,
and Yi II 0 / i = l,...,6 .
Since (6 ) is a special form of the multidimensional problem 
the choice of the number of Lagrangian multipliers to use in
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this example requires additional considerations. It is de­
sirable in most cases to select j = n-1. This choice results 
in repeatedly solving a sequence of functions of one variable, 
which is considerably easier than a problem involving func­
tions of more variables. However, in this instance the use 
of the multipliers results in the problem of finding
6
min I h ^ y ^  - ^(y-L +y2 +y4 +y6) , (7)
i=l
subject to
Y± + y2 + Y 5 + Ye - tf
Yi + Y3 + Y4 + Ye 1 t ' 
and y^ 0 , i=l,...,6 .
The reason for using two constraints is that each activity 
must be represented in the constraints. If only one con­
straint were used there would be no restrictions on the range 
of the variables not included in the constraint.
If there were no restrictions on some of the variables 
then the objective function (6 ) would be minimized by using 
the largest values of the unconstrained y^'s. Using the lar­
gest values results from the assumption of a monotone func­
tion h^(y^). In this case the solution to the Lagrangian 
problem is the optimum solution to the original problem only 
if the optimum solution requires the longest times, y^'s, of
44
those unconstrained activities in the approach using the 
multipliers.
The solution to (7) proceeds in the following manner.
An arbitrary value is assigned to The optimum values of
the y^'s, obtained in the solution, are tested to see if the 
constraints of (6 ) are satisfied. If not, the value of 
is adjusted and the problem is solved again. The process 
is repeated until the constraints are satisfied. The search 
procedure for the proper A-value is aided by the fact that 
the optimum y-values decrease monotonically with increases 
in ^2.*̂
The final solution to (4) together with the values of 
t constitute the project cost-time function. This function 
can be used in a similar manner as the function obtained 
from the solution to the time-path minimization problem.
The success of using the dynamic programming approach to 
solve the allocation problem depends upon which formulation 
is used. The structure of the network determines which for­
mulation is the more efficient. For a given project a com­
bination of approaches can be used by employing the principle 
of decomposition. In order to illustrate the versatility of 
the two formulations, it is necessary to present the decompo­
sition principle and examine the advantages and disadvantages 
of each approach.
^Ibid., pp. 54-55
Application to Large Networks
The advantage of either formulation depends upon the 
computational ease with which it can be applied in a given 
network. The technique of decomposition of large networks 
simplifies the application of both approaches and is pre­
sented in this section with the advantages and disadvantages 
of each method.
Decomposition Principle
In order to apply the techniques of decomposition, it 
is necessary to present and examine the characteristics of 
a network that render it decomposable. Parikh and Jewell 
developed a resource allocation approach that incorporates 
techniques for decomposing project networks. The principles 
of decomposition make the application of most allocation 
models much easier.^
Let a subnetwork be defined as a set, N^, of activities 
with the following properties.
1. The subnetwork is a subset of the network.
2. There is an activity,a^, in N^ such that for every 
other activity, a^, in N^
3. There is an activity, a^, in N^ such that for every
S. C. Parikh and W. S. Jewell, "Decomposition of 
Project Networks," Management Science, Vol. XI No. 3 (Jan. 
1965), pp. 444-459.
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other activity, a^, in
ai © ak*
4. Let N! = N. - a-, - a, . For every activity, a. ,JL 1 -L X J-
that is in and any other activity, a^, that is not in
a j ©  a^ only if a j ©  a-̂ , or
ai ©  a j only if aR ©  a ̂ .
A subnetwork is, therefore, a separate network within 
a network. If the following line of reasoning is used, it 
is evident that a subnetwork may be replaced by a single ac­
tivity with no effect on the remaining protion of the net­
work, provided that the cost-time function for the subnet­
work is used for the function of the activity that replaces 
it. The objective of the optimization procedure is to allo­
cate resources to the various activities in the network so 
that the time is minimized for a given cost or vice versa. 
However, each activity within a network is composed of many
interrelated operations. The cost-time function of each ac­
tivity is the result of an allocation or resources to the 
operations so that the activity's time (cost) is minimized 
subject to a cost (time) constraint. The resource alloca­
tion model for the project is an application of this objec­
tive to a larger activity— the project. The end result is a 
cost-time function for the entire project. It is evident 
that the network could be replaced by a single activity with 
the total cost-time function of the project as that of the
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activity that replaces it. And, if the project were a small 
portion of an even larger project, then the network could be 
represented in the larger project as a single activity, with 
the project cost-curve used as the time-cost function for 
the additional steps of allocation.
It should be realized at this point that there is, gen­
erally, an inverse relationship between the accuracy of the 
solution and the computational difficulty of the model's 
application. As the project is separated into more and more 
activities, the resulting project cost function increases in 
accuracy at the expense of the computational effort. However, 
aside from this point, the allocation to the activities in a 
subnetwork may be handled independently of the allocation to 
the other activities in the network.
This process of allocating independently to the subnet­
works forms the basis of decomposing the network. Before 
this principle is examined further, it is necessary to define 
a special type of subnetwork. A subpath is a subnetwork 
consisting of only one path. In a subpath there are no ac­
tivities that can be performed concurrently. A subpath is 
the simplest form of subnetwork. The allocation to the ac­
tivities in a subpath involves a straight-forward application 
of dynamic programming in which the objective is to minimize 
the time (cost) of the path subject to a constraint on its 
cost (time).
The process of decomposition involves condensing the 
subnetworks, by replacing them with single activities with 
the appropriate cost-time function, until the project cost­
time function for the entire network is constructed. The 
decomposition procedure is summarized as follows.
1. Condense each subpath into a single activity with 
one cost-time function.
2. Identify all subnetworks and arrange them in as­
cending order according to the number of activities.
3. Condense each subnetwork into a single activity with 
one cost-time function, starting with the subnetwork with the 
fewest activities.
4. Repeat steps 1 through 3 if, in condensing the net­
work, a subpath appears.
The reason for starting with the smallest subnetwork is that 
a particular subnetwork may be a subset of another subnet­
work. Solving the smallest first facilitates solving the 
larger one by reducing the number of activities in the lar­
ger one. The two approaches to the allocation problem dis­
cussed above are used to condense the subnetworks. The 
structure of the subnetwork determines which approach is 
more efficient. It is impractical to examine every possible 
subnetwork for the effect on the efficiency of the alloca­
tion methods. But it is possible to present in very broad 
terms the types of subnetworks that are efficiently solved
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by each method.
Advantages of Each Approach
The approach involving the minimization of the critical 
time-path subject to a cost constraint has the advantage of 
a computationally simple solution for certain types of sub­
networks. The key to the efficiency of the method is based 
on the decomposition of the objective function. While the 
general structure cannot be defined, there is a method use­
ful in determining if a given subnetwork can be solved ef­
ficiently by the time-path minimization approach. In decom­
posing a large network the steps involved for condensing a 
subpath are different from those necessary for more com­
plicated subnetworks. In condensing a subpath the cost-time 
function of the activity replacing the subpath is
k




I xi = C/ i=l 1
and
x^ ^ 0 , i = 1 ,. . . ,k.
Once all the subpaths are condensed the remaining activities 
in the subnetwork are related in a non-serial structure. The 
simplest form of a non-serial subnetwork has two paths and
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The objective for this subnetwork is




y x. = c, 
i=i 1
and
i = 1,. . . , 4 .
An extension of this simple subnetwork is made if additional 
activities are included in the network, each on a separate 
path between activities 1 and 4. The only change in the ob- 
jective function is the inclusion of additional g^'s in the 
maximization part of (9). The solution to such a subnetwork 
is as computationally simple as that of (8 ), except that (9) 
involves minimizing the maximum of two functions rather than 
minimizing the sum of two functions. Any subnetwork that 
consists of subpaths and other subnetworks similar to that 
in Figure 7 has an objective function for the path minimization
approach that can be decomposed. This condition is suffi­
cient but not necessary for the decomposition of the objec­
tive function in the model that minimizes the critical path 
subject to the cost constraint.
The time minimization approach should be used for any 
subnetwork if the objective function for that network can be 
decomposed to permit a solution in terms of a sequence of 
functions of one variable. The reason for a preference for 
this approach is that functions of more than one variable 
result in a disproportionate increase in computational dif­
ficulty. Some network structures result in objective func­
tions that are not decomposable. For these subnetworks ad­
ditional computational effort is required. In this instance 
a choice must be made between using the time minimization 
approach with a function of more than one variable and the 
cost minimization approach with the solution involving a 
function of more than one variable.
An example will serve to illustrate the difficulty of 
the decision. With the subnetwork illustrated in Figure 7, 
the time-path minimization approach results in the objective 
f(c) = min[gx + gg + max(g2+g5; g2+g4? g3+g4 )J- (10)
The maximization part of this function cannot be further de­
composed. If this approach is to be used it is preferable 
to solve
fx (c) = min[max(g2+g5; g2+g4; g3+g4)]
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as a separate function. This function may be solved as a 
function of two variables in the following manner. Fix the 
value of X£, which in turn fixes g2- Thus,
F(x^,c) = minlmax(g^+g5 ;g^+g4 ;g3+g4 )J.
With the value of g2 fixed the function may then be decomposed 
and solved using the dynamic programming procedures. The so­
lution of fp(c) is found by allowing x2 to vary. Or,
f^(c) = minF(x2 ,c).
An alternative approach to this solution is the cost \
minimization approach as presented in (7). However, it seems '
that the time minimization approach is preferable for this 
subnetwork since it requires less effort. The solution to 
(10) involves solving one function of two variables. The 
solution to (7) requires solving a function of two variables 
for each value of Ap. Thus, (7) might have to be solved 
several times before the optimum solution is found. There 
are instances in which the cost minimization approach can be 
more efficient. Consider the subnetwork illustrated in 
Figure 8 .
The time minimization approach to this subnetwork has 
the objective function
f(c) = minlg1+gg+max(g2+g5+g8;g2+g5+g7;g2+g4+g6+g7;g3+g4+g6+g7) ̂ * 
The maximization part of this function may be solved in a 









resulting function involves three variables--X2 /X^, and c. 
This approach involves considerably more computational effort 
than (10). On the other hand, the cost minimization approach 
involves the objective function
subject to
min I hi (yi), 
i=l
T 1 = y1+Y2+Y5+Y8+Y9 1  t
T2 = Y1+Y2+Y5+Y7+Y9 1  t
T 3 = Y1+Y2+Y4+Y6+Y7+Y9 1
and
T 4 = yl+y3+y4+y6+y7+y9 1
y^>^0, i = l,...,9.
The Lagrangian can take the form




tx = yi+y2+y5+Y8+y9 1
T 4 = yi+Y3+y4+y6+Y7+Y9 1  t, 
and Yi ll 0 ' i =
Thus the allocation can be handled by solving a set of func­
tions of two variables with a search over two-dimensional 
A-space. The computational effort involved in solving the 
functions of two variables may be considerably less than that 
involved in solving a function of three variables, even if 
the functions have to be solved several times for different 
values of A^ and 12 -̂  The preference of the cost minimization 
approach over the time minimization approach results from 
the fact thal all the activities in the subnetwork of Figure 
8 appear on two routes. And the Lagrangian function can be 
solved using the two routes in the original problem as con­
straints. Thus, it is apparent that the cost minimization 
approach is more efficient for problems in which a relatively 
small fraction of the constraints contains all the activities 
in the subnetwork. In the application of the model, the de­
cision about the approach to use must be made for each sub­
network .
^Bellman and Dreyfus, 0£. cit., p. 53.
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Implications of the Model
The model presented in this chapter provides a very 
powerful means of allocating resources to the activities in 
a PERT/CPM network. The use of the dynamic programming ap­
proach requires fewer assumptions than other resource alio-
gcation models. Given the correct cost-time functions the 
dynamic allocation model permits computation of the correct 
cost-time function for the project rather than an approxima­
tion to this curve.
While either approach to the allocation model provides 
the same optimum solution, the efficiency of each varies 
with different subnetworks. It is important in the appli­
cation of the technique to select the more efficient approach 
for each subnetwork. Finally, the actual solution to the 
allocation problem in a large network is aided by the prin­
ciple of decomposition.
gDavis, 0£. cit., pp. 178-183.
CHAPTER V
APPLICATION OF THE MODEL
The development of any new model is incomplete until an 
example is presented illustrating the application of the 
model as well as some of the important computational consid­
erations . The problem examined in this chapter is intended 
to illustrate the decomposition principle, the dynamic-pro­
gramming formulation of the objective function, and the ef­
fect of the cost-time functions on the approaches used to 
compute the project cost curve.
Example Project
The project used as an example consists of twenty-seven 
separate activities. The precedence diagram of the project 
is illustrated in Figure 9. Once these activities have been 
identified, the next step is the construction of the cost­
time functions for the activities. While it is possible 
that any of these functions is continuous over part of its 
domain, each function is represented as being discrete.
These discrete functions illustrate the computational prop­
erties of dynamic programming better than continuous functions.










of pairs of values— x^, the cost in dollars allocated to 
activity i and, g^, the resulting time in days required for 
the completion of activity i.
The diversity of these functions is illustrated in 
Figure 10, which contains graphs of a selected group of the
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ACTIVITY FUNCTIONS
3 10 X 27 3 7 0
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gl X 1 g 2 X 2 g3 X 3 g4 X 4 g5 X 5 9 6 X 6 g7 X 7
20 300 7 40 10 70 30 200 20 100 10 20 20 105 310 4 50 8 80 28 210 15 110 6 30 19 204 320 3 60 4 90 24 220 14 120 3 40 5 303 330 2 70 2 100 18 230 13 130 1 50 2 40
2 340 1 80 1 110 10 240 4 140 .5 60 1 50
1 350 .5 90 4 250 3 150
1 260 2 160
g 8 X 8 g9 X9 gio 10 gll. X 11 gi2 X 12 . gl3 X13 gi4 X14
15 70 20 100 6 50 12 60 20 120 15 10 30 20014 80 19 110 5 60 11 70 18 130 14 20 29 21013 90 10 120 4 70 8 80 15 140 12 30 20 220
8 100 9 130 3 80 7 90 11 150 9 40 10 2304 110 2 140 2 90 6 100 7 160 5 50 9 240
1 120 1 150 1 100 4 110 5 170 1 60 8 250
1 120 4 180
g!5i X15 gi6 X16 g 17 X17 gi8 X18 gi9 X19 g 20 x„ „ 20 g 21. X 21
25 130 8 100 20 520 30 430 10 50 15 270 20 340
20 140 7 110 18 530 25 440 4 60 14 280 18 350
10 150 6 120 15 540 21 450 3 70 13 290 14 3609 160 5 130 10 550 9 460 2 80 5 300 8 370
5 170 3 140 5 560 8 470 1.5 90 2 310 7 380
1 150 4 570 7 480 1 100 6 390
3 580 .5 110 5 400
g 22 X 22 g23 X23 g24 X24 g25 X25 g 26 X 26 g27 X27
10 300 8 80 15 150 30 550 .10 200 18 310
9 310 7 90 8 160 29 560 9 210 9 3207 320 6 100 4 170 27 570 5 220 8 3304 330 5 110 3 180 24 580 4 230 7 340
2 340 4 120 2 190 20 590 2 240 3 350
1 350 3 130 1 200 15 600 1 250 2 360




cost-time relations. While the example project is not as 
complex as could be imagined, existing resource allocation 
models could not be applied with success to this problem as 
a result of the shape of the activity functions. Those func­
tions illustrated are neither linear nor convex. And linear 
approximations to these functions result in only an approxi­
mate solution to the allocation problem. Application of the 
model developed in this thesis provides a correct solution 
insofar as the individual cost-time functions are correct.
Solution of the Problem
The actual solution to the allocation process requires 
several steps. First, the network illustrated in Figure 9 
is decomposed into all possible subnetworks. Second, the 
objective functions for these subnetworks are defined and 
the steps necessary for the solutions determined. Third, 
the solution to each subnetwork is computed. And, finally, 
the optimum allocation among the subnetworks is determined.
For this project there are four subnetworks which con­
sist of (1) activities 1, 2, 3, 4, 5, and 6 ; (2) activities
7, 8 , 9, 10, 11, and 12; (3) activities 13, 14, 15, 16, 17,
18, 19, 20, and 21; (4) activities 22, 23, 24, 25, 26, and
27. The activities within each subnetwork are condensed into 
a single activity. The ability to allocate to the activities 
in a subnetwork independent of the allocation to other
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subnetworks is the main advantage of the principle of decom­
position.
The solution to each subnetwork is handled as a separate 
problem. After the cost-time functions for the four subnet­
works are constructed, the problem remains of allocating 
among the subnetworks.
Solution of the First Subnetwork
The first subnetwork is illustrated in Figure 11 and 
consists of three paths. These paths are
A^ — (a-̂ , a2 ,3-̂ , ag) ,
a2 = (al'a2'a5'a6^' 
and A^ = (aj,a3,a^,ag).
FIGURE 11
SUBNETWORK I
The objective function of this subnetwork is





This function can be reduced to
f-,- (c) = minlg-j^+gg + raax (g2+g4 ;g2+g5 ;g3 +g5)] , (1 1 )
and cannot be further simplified. The solution is obtained 
by solving the maximizing portion of (1 1 ) as a function of 
two variables. This part of the function is decomposable 
only if the value of x 2 (or x^) is fixed. If x 2 is fixed 
then the value of g2 can be treated as a constant.
The steps involved in the solution (from last to first) 
are as follows, with the last as
fj(c) = min[g1 (x1) + fgic-x^^)], (1 2 )
X 1
where the minimization is performed over the interval 
max (min x^, c-max C5 ) _< xj_ £ min(max x^, c-min C5 ) . The 
range of c is from the sum of the minimum allocations to ac­
tivities 1 through 6 to the sum of the maximum allocations 
to these activities, or from 730 (=300+40+70+200+100+20) to 
1030(=350+90+110+260+160+60). With the minimum and maximum 
allocations on each of the activities, the search for the 
optimum involves examining a smaller range of values than 
would otherwise be the case.
The function f5 (c) is computed as
f5 (c) =min[g 6 (x6) + f 4 (c-xg)J. 
x6
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A similar consideration restricts the value of x„ to6
max (min xg/ c-max c^) £ xg £ min (max c-̂ , c-min c^) . The 
function f^ is the maximization portion of (1 1 ) and is com­
puted from a function of two variables. This computation 
is developed in the following manner.
f4 (c) = miuF4 (x*,c),
X2
F4 (x^c) =F|(x^,c4)/ (13)
where c = c. + x*.4 2
And
F 4 X̂ 2 ,C4 ) = m i n ^m a x fF J^x 2 #ci ^ ;F3 X̂ 2 'C 4~C 1 )^ *' (14)
C 1
F*(x*,c3) =min[g 5 (x5) + F*(x*,c3~x5)], (15)
X5
F*(x*,c2) = max[g*;g3 (x3)], (16)
F1 (X2,C1) = g2 + g4 (x4)r (17) 
where x^ = c-̂ .
For each value of c^ for these functions, the optimum 
value of the variable being maximized is also recorded. The 
functions (14) through (17) are computed as indicated above.
F! (x2 'C1 )
40 50 60 70 80 90 Cl= :
37 34 33 32 31 30.5 20035 32 31 30 29 28.5 21031 28 27 26 25 24.5 220
25 22 21 20 19 18.5 230
17 14 13 12 11 10.5 240
11 8 7 6 5 4.5 250
8 5 4 3 2 1.5 260
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x2= 40 50 60
F* (x*,cJ 2 2 2
70 80 90 c2~ x3
10 10 10 10 10 10 70
8 8 8 8 8 8 80
7 4 4 4 4 4 90
7 4 3 2 2 2 100
7 4 3 2 1 1 110











30 100 30 100 30 100 30 100 30 100 30 100 17025 110 25 110 25 110 25 110 25 110 25 110 180
23 110 23 110 23 110 23 110 23 110 23 110 190
22 110 19 110 19 110 19 110 19 110 19 110 200
14 140 14 140 14 140 14 140 14 140 14 140 210
12 140 12 140 12 140 12 140 12 140 12 140 220
11 140 8 140 8 140 8 140 8 140 8 140 230
10 150 7 150 7 140 6 140 6 140 6 140 240
9 160 6 160 6 150 5 150 5 140 5 140 250
9 160 6 160 5 160 4 160 4 150 4 150 260
9 160 6 160 5 160 4 160 3 160 3 160 270
F * (x *,c 4 )
X 9 ==40 50 60 70 80 902
C 1 C 1 C 1 C 1 C 1 C 1
37 200 34 200 33 200 32 200 31 200 30.5 200 370
35 210 32 210 31 210 30 210 30 210 30 210 380
31 220 30 220 30 220 30 210 29 210 28.5 210 390
30 230 28 220 27 220 26 220 25 220 25 220 400
25 230 25 230 25 230 25 230 25 220 24.5 220 410
25 230 23 230 23 230 23 230 23 230 23 230 420
23 240 22 230 21 230 20 230 19 230 19 230 430
22 240 19 240 19 240 19 240 19 230 18.5 230 440
17 240 14 240 14 240 14 240 14 240 14 240 450
14 250 14 240 13 240 12 240 12 240 12 240 460
12 250 12 250 12 250 12 240 11 240 10.5 240 470
11 250 8 250 8 250 8 250 8 250 8 250 480
11 250 8 250 7 260 6 250 6 250 6 250 490
10 260 7 260 7 260 6 250 5 250 5 250 500
9 260 6 260 6 260 5 260 5 250 4.5 250 510
9 260 6 260 5 260 4 260 4 260 4 260 520
9 260 6 260 5 260 4 260 3 260 3 260 530
The steps involved in computing F* and F| are more compli­
cated than is indicated above. Consider the computation of 
F* for an allocation of $220 and for x = 40. The solution•J Z
to
F*(40,220) = min{g (x ) + F*(40,220-x_)],J o o z 55
must be found, where x^ is allowed to assume any integer
multiple of $1 0 in the interval
max(min Xg,c~max c2) ^ x^ £ min(max x^,220-min c2),
max(100,220-110) £ x^ £ min(160,220-70),
110 < xc < 150.— 5 —
Thus the five values of F* must be computed to determine the
value of Xg that yields the minimum time. These steps are
carried out for all values of c^ and x2- The function F|
is constructed in a similar manner. The only uncomplicated
part of the procedure is that each value of F* is determined
by an addition and each value of F* is determined by finding
the maximum of two values.
The next step is to add x2j to the c^-value of F|. From
this step the value of f^(c) and the optimum value of x2 is
determined. The final stage of the allocation process for
this subnetwork is to combine f . with f_ and fT. The result4 5 1
of this process is given as follows.
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40 50 60 70 80 90 Hi o' c X2
37 37 410 4035 34 34 420 5031 32 33 31 430 40
30 30 31 32 30 440 4025 28 30 30 31 25 450 4025 25 27 30 30 30.5 25 460 4023 23 25 26 29 30 23 470 4022 22 23 25 25 28.5 22 480 4017 19 21 23 25 25 17 490 40
14 14 19 20 23 24.5 14 500 4012 14 14 19 19 23 12 510 4011 12 13 14 19 19 11 520 4011 8 12 12 14 18.5 8 530 5010 8 8 12 12 14 8 540 509 7 7 8 11 12 7 550 50
9 6 7 6 8 10.5 6 560 50
9 6 6 6 6 8 6 570 506 5 5 5 6 5 580 60
5 4 5 5 4 590 70
4 4 4.5 4 600 70
3 4 3 610 80
3 3 620 80
f5 (c) c X6 f 5 (c) c X6 fI (c) c X1 fx (c) c X1
47 430 20 13 560 50 67 730 300 14 890 310
43 440 30 11 570 40 52 740 310 13 900 32040 450 30 9 580 50 48 750 310 12 910 330
37 460 30 8.5 590 60 45 760 310 11 920 340
34 470 40 8 600 50 42 770 310 10 930 350
31 480 30 7 610 50 39 780 310 9.5 940 350
28 490 40 6.5 620 60 36 790 310 9 950 350
26 500 50 6 630 50 33 800 310 8 960 35025.5 510 60 5 640 50 31 810 310 7.5 970 350
23 520 30 4.5 650 60 30 820 310 7 980 340
20 530 30 4 660 50 28 830 310 6 990 350
17 540 40 3.5 670 60 25 840 310 5.5 1000 35015 550 40 3.5 680 60 22 850 310 5 1010 350
20 860 310 4.5 1020 350
18 870 310 4.5 1030 350
16 880 310
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The function f represents the minimum time necessary to 
complete the activities in subnetwork I given the amount of 
resources to be allocated to these activities. The optimum 
allocation is found by tracing back through the optimum al­
locations for the functions f , fj., f^, F^, F*, F*, and F*. 
This process is illutrated after the solution to the entire 
project is determined. However/ at this point one of the ad­
vantages of the dynamic programming approach is evident. In 
the calculation of f alternate optimum solutions are avail­
able. For instance, for c = 440, both = 40 and x^ = 50 
result in a time of 30 days. For most problems there are 
several different allocations that result in the minimum so­
lution. By recording the alternate optimum solutions at each 
stage, all alternative solutions to the entire problem are 
available with the completion of the last stage. In this 
example problem, only the smallest of the alternate optimum 
allocations at each stage is recorded. In real applications 
of the model, the cost of recording the alternative solutions
is small relative to the benefits derived from this informa­
tion.
Solution of the Second Subnetwork
The solution to the second subnetwork is similar to that
of the first, except that the objective function is complete­
ly separable and does not require the determination of a
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function of two variables. The precedence diagram of the 





four paths in this subnetwork, which are
(a 7 'a g'a -L2 'a i2  ̂r
A 2 " (a7,a9'ai0/ai2)'
A 3 *
and A 4 *a7'a8'a10'a12^ *
The objective function is




I xA = c. 
x=7
The function (18) reduces to
(18)
fI];(c) = min[g?+g12+ max(g1 1 ;g10) + max(gg;g8) ] .
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The steps in the construction of f (from first to last) 
is
f 6 = g8 '
where 70 £ c £ 120;
f 7 (c) = min{max[g9 (x9);fg(c-x9)J}, 
where 170 £ c £ 270 and max(100,c-120) £ x g £ min(150,c-70);
f8 Cc) = gi0(c)/ 
where 5 0 £ c £ l 0 0 ;
f9 (c) = min {max[g1 1 (x11) ;fg(c-x11)] }, 
where 1 1 0 £ c £ 220 and max(60,c-100) £ x ^  £ min (1 2 0 , c-50) ;
f 1 0 (c) = min[f9 (c9) + f7 (c-c9 )J,
where 280 £ c £ 490 and max(110,c-270) £ cg £ min(220,0-170);
f H  (c) = min[g12(x12) + f10 (c-x12)],
where 400 £ c £ 670 and max(120,c-490) £Xj2 £ min(180,c-280);
and fn ^ c) = minIg7(^7) + f1;L(c-x )Jf
where 410 £ c £ 720 and max(10,c-670) £ x 7 £ min(50,c-410).
The computation of these functions result in the following 
values.
£6 c=x8 f7 c X 9 f 8 ° X10 f 9 c xi:
15 70 20 170 100 6 50 12 110 60
14 80 19 180 110 5 60 11 120 70
13 90 15 190 120 4 70 8 130 80
8 100 14 200 120 3 80 7 140 90
4 110 13 210 120 2 90 6 150 100
1 120 10 220 120 1 100 6 160 100
9 230 130 5 170 110
8 240 140 4 180 110
4 250 140 4 190 110
2 260 140 3 200 120
1 270 150 2 210 120
1 220 120
f 10 c C9 f 10 c C9 f10. c C9 f1.0 c C9
32 280 110 22 330 110 12 380 130 6 440 170
31 290 110 21 340 110 10 390 130 5 450 180
27 300 110 18 350 130 9 400 130 5 460 190
26 310 110 16 360 11 0 8 410 140 4 470 200
23 320 130 14 370 110 7 420 150 3 480 210
7 430 160 2 490 220




H H c X7
52 400 1 20 15 560 170 72 410 10 23 570 40
50 410 130 14 570 170 70 420 10 21 580 40
47 420 140 13 580 170 57 430 30 19 590 40
43 430 150 12 590 170 54 440 40 17 600 40
39 440 160 11 600 180 52 450 30 16 610 40
37 450 170 11 610 170 48 460 30 15 620 40
34 460 160 10 620 170 44 470 30 14 630 40
32 470 170 9 630 180 41 480 40 13 640 40
30 480 160 9 640 170 39 490 30 12 650 50
28 490 170 8 650 170 36 500 40 12 660 40
27 500 170 7 660 170 34 510 40 11 670 40
25 510 160 6 670 180 32 520 40 10 680 50
23 520 160 30 530 40 10 690 40
21 530 160 29 540 40 9 700 40
19 540 160 27 550 40 8 710 40
17 550 160 25 560 40 7 720 50
The function is the relationship between the cost and
the minimum time necessary to complete the activities in 
subnetwork II.
Solution of the Third Subnetwork
The third subnetwork is illustrated by the precedence 
diagram in Figure 13. The structure of the subnetwork is 
more complex than the other subnetworks even though there are
FIGURE 13
SUBNETWORK III
only four paths. These paths are
A1 (al3,ai4,ai6,ai7'a20,a21)'
A = (a ,a ,a ,a ,a ,a ),2 13 14' 15 17 20 21 '
A3 = â13,a14'a15/a18/a20,a21^' 
and A 4 = (a13,a14'a15'a18'a19'a21^*
The objective function is




y x = c. 
i=13 1
The function fjjj reduces to
f (c) = min[g +g +g +max(g +g +g ;g +g +g ;
11 1 13 14 21 16 17 20 15 17 20
g +g +g ;g +g +g )]. (19)15 18 20 15 18 19
The solution to (19) requires the determination of the
maximization part as a function of three variables. An
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alternative approach involves using time as the independent
variable and minimizing total cost using the Lagrangian
Multiplier technique. The resulting function, illustrated in
Chapter IV, is a multistage function of two variables and
requires repeated solutions until the correct values of the
multipliers are found. The effort necessary for this approach
depends Upon the efficiency of the search for the correct
multipliers. However, in this instance, the characteristics
of the functions in the maximizing part of (19) and their
limited domain makes the solution of the function of three
variables uncomplicated.
By fixing the values of xnr and x_. (19) reduces toZO
fTTT(c> = min(g +g +g + max[g* +g + max(g ;g* );III 13 14 21 15 18 19 20
g20+g17 + max (9 ^5 ? gi e ^ * (20)
The solution of f is obtained in the following mannerIII
(from the last step to the first).
f (c) = minfg,„ (x ) + f (c-x )],III v 13 13 20 1313
f20 (c) =»inlg14<*14> + f19<c-x14>],
14
fl9 (c) min[g21(x21) + f ( c - x 21>J.
X 21
The function f (c) is the maximization portion of (20) and 18
is obtained from a function of three variables. That is,
f-ĵg (c) — min F-ĵg (x-£e-,X2 q/C) ,
X15'X20
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F18 (̂ 5 ' X20'C)
where c = c + x* + x* .18 15 20
F18(X15'X20,C18)'
And
F18 ̂X15'X20'C18* mm{maxlF* 6 (xi5'X 20'C16^ ;
F17 ̂X15/X20/C18"C16^ * 7
p* (x* ,x* , c17 15 20' 17





14 15' 17 15
13va20'^13) + F12(X15,C16_C13)-1 '
g20(X20) + g17(c15}' 
m ax[g*5 (x * 5 ) ; g 1 6 ( c 1 4 ) ] ,
F13 ̂x 20 7 c13 ̂ = maxt9i9 (C13) '920 ̂x20^ 7
F12 ̂X15 7C12^ = g15^X15^ + g18^C12^*
The ranges of the c, c^, and x^ values are determined using
the same considerations of the minimum and maximum values
of the domains as was done in subnetworks I and II.
The values of F* , F* , F* and F* are given as follows,12 13 14 15 a
‘15
p*
12 ( X* 'C 12 ) p*13 (X2 0 'C13)
.30 140 150 160 170 C 12 x* 0= 270 280 290 300 310 C13
55 50 40 39 35 430 15 14 13 10 10 50
50 45 35 34 30 440 15 14 13 5 4 60
46 41 31 30 26 450 15 14 13 5 3 70
34 29 19 18 14 460 15 14 13 5 2 80
33 28 18 17 13 470 15 14 13 5 2 90


















25 20 10 9 8 100 35 34 33 25 22 52025 20 10 9 7 110 33 32 31 23 20 53025 20 10 9 6 120 30 29 28 20 17 540
25 20 10 9 5 130 25 24 23 15 12 55025 20 10 9 5 140 20 19 18 10 7 560
25 20 10 9 5 150 19 18 17 9 6 570
18 17 16 8 5 580
fixed values of x,_ and x„„±D Z U
Since there are five values for each of the functions g15 and 
g 2Q, then f^Q is determined from twenty-five functions with
Effort is saved by recording 
only the optimum values of x ^  and and disregarding
the optimum values of x , x , x. , and X- . With f and16 i/ lo iy io
the optimum values of x. and x_rt, it is a simple matter to15 20
determine the optimum values of the remaining variables by
recomputing only a portion of the functions F17' anĉ
F*g. This point is illustrated later in tracing an optimum
allocation to the entire project. The function f and the18
optimum values of x , a n d  x_„ are as follows.15 20
f 18 c oCMx X15 f 18, c X 20 x15 f 18, c X 20 X15
70 1500 270 130 30 1600 300 150 14 1700 310 170
65 1510 270 130 29 1610 270 170 14 1710 310 17055 1520 270 150 25 1620 300 150 14 1720 310 17050 1530 270 150 23 1630 310 150 14 1730 310 170
46 1540 270 150 22 1640 310 150 14 1740 310 17045 1550 270 150 19 1650 300 170 14 1750 310 170
43 1560 270 150 18 1660 300 170 14 1760 310 170
40 1570 270 150 17 1670 310 170 14 1770 310 17035 1580 270 150 16 1680 310 170 14 1780 310 170
32 1590 310 150 15 1690 310 170 14 1790 310 170
14 1800 310 170
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The values and optimum allocations of the functions f , f ,19 20
and fjjj are given as follows.
x x x x19 21 20 14 III 13 III 13
90 1840 340 120 2040 200 135 2050 io 28 2470 6085 1850 340 115 2050 200 130 2060 10 28 2490 6075 1860 340 105 2060 2 0 0 120 2070 10 28 2500 6070 1870 340 10 0 2070 2 0 0 115 2080 10 28 2510 60
66 1880 340 95 2080 220 110 2090 1063 1890 370 85 2090 230 100 2 1 0 0 1058 1900 370 80 2 1 0 0 230 95 2 110 1054 1910 370 76 211 0 230 91 2 1 2 0 1053 1920 370 73 2 1 2 0 230 88 2130 1051 1930 370 68 2130 230 83 2140 1048 1940 370 64 2140 230 79 2150 1043 1950 370 63 2150 230 78 2160 10
40 1960 370 61 2160 230 76 2170 1038 1970 370 58 2170 230 73 2180 1037 1980 370 53 2180 230 68 2190 1033 1990 370 50 2190 230 65 2 200 1031 200 0 370 48 2 2 0 0 230 63 2 210 1030 2 0 1 0 370 47 2 2 1 0 230 62 2220 10
27 2 0 2 0 370 43 2 2 2 0 230 58 2230 1026 2030 370 41 2230 230 54 2240 6025 2040 370 40 2240 230 51 2250 60
24 2050 370 37 2250 230 49 2260 6023 2060 370 36 2260 230 48 2270 50
22 2070 380 35 2270 230 44 2280 60
21 2080 390 34 2280 230 42 2290 60
20 2090 400 33 2290 230 41 2300 60
20 2 1 0 0 390 32 2300 230 38 2310 60
19 2 1 1 0 400 31 2310 230 37 2320 60
19 2 1 2 0 400 30 2320 230 36 2330 6019 2130 400 29 2330 240 35 2340 6019 2140 400 28 2340 250 34 2350 6019 2150 400 28 2350 250 33 2360 6019 2160 400 27 2360 250 32 2370 6019 2170 400 27 2370 250 31 2380 6019 2180 400 27 2380 250 30 2390 60
19 2190 400 27 2390 250 29 2400 6019 2 2 0 0 400 27 2400 250 29 2410 60
27 2410 250 28 2420 60
27 2420 250 28 2430 60
27 2430 250 28 2440 60
27 2440 250 28 2450 60
27 2450 250 28 2460 60
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The function f is the cost-time function of subnetwork IIIIII
and represents the minimum time attainable for each value of 
resources allocated to the subnetwork.
Solution of the Fourth Subnetwork
The fourth subnetwork is relatively uncomplicated as 




A1 (a22'a23,a26'a27̂  
A 2 = â22,a24/a26'a27^
and
The objective function is
fIV(c) = min[max(g2 2+g2 3+g2 6+g2 7 ;g2 2+g2 4+g2 6+g27;




The function (21) reduces to
flv(c) = mln{922+9 27 + max[g25;g26 + 1"a3e<ff23f 924>] }
The solution from the last step to the first is
f T(c) = minlg0 0 (x0.) + f ( c ~ x 00)J ,IV '22 ' 22 25 22 '
f25 (c) = min[g0>7 (x0>7) + f riA (c-x0 )̂ J ,
x '27 ' 27 24 2727
f24 (c) = min{max[goc(xoc) ; f ( c - x oc)]},
x 25 ' 25'25
f0_(c) = minfg + f'23 x 26 26' 22
23' 25‘
(°-X 26)]'26






23 23 21 23
The ranges of the c and x. values are determined using the 
same considerations as in the other three subnetworks.
The values of the functions are given as follows.
f on c!=X„ . f c x_ f „ c f „ c x „21 24 23 26 24 25 24 25
15 150 25 430 200 30 980 550 9 ll6 o 610
8 160 18 440 200 29 990 560 9 1170 610
4 170 17 450 210 27 1 0 0 0 570 9 1180 6103 180 13 460 220 25 1 0 1 0 580 9 1190 610













f 22 c X23 9 500 240 17 1050 6008 510 240 15 1060 600
15 230 80 7 520 240 13 1070 610
8 240 80 6 530 240 12 1080 610
8 250 80 5 540 250 10 1090 610
7 260 90 5 550 240 9 1 1 0 0 610
6 270 100 4 560 250 9 1 1 1 0 610
5 280 110 4 570 240 9 1 1 2 0 610
4 290 120 3 580 250 9 1130 610
4 300 120 3 590 250 9 1140 610





f 25 c x27 f25 c x27 >H c X 22 >H c X 22
48 1290 310 11 1460 360 58 1590 300 18 1760 340
39 1300 320 10 1470 370 49 1600 300 17 1770 330
38 1310 320 10 1480 370 48 1610 300 15 1780 340
36 1320 320 10 1490 370 46 1620 300 14 1790 340
33 1330 350 10 1500 370 43 1630 300 13 1800 34032 1340 350 10 1510 370 41 1640 340 12 1810 340
29 1350 320 10 1520 370 40 1650 320 11 1820 350
27 1360 320 10 1530 370 37 1660 300 11 1830 350
26 1370 320 10 1540 370 35 1670 340 11 1840 350
23 1380 350 10 1550 370 33 1680 300 11 1850 350
21 1390 350 10 1560 370 31 1690 300 11 1860 350
20 1400 350 10 1570 300 29 1700 340 11 1870 350
18 1410 350 27 1710 330 11 1880 350
16 1420 350 25 1720 330 11 1890 350
15 1430 350 23 1730 340 11 1900 350
13 1440 350 22 1740 330 11 1910 350
12 1450 350 20 1750 330 11 1920 350
The function fIV is the cost--time function of subnetwork •
>H
At this point the remaining portion of the problem involves
determining the optimum allocation among the subnetworks.
Allocation Among the Subnetworks
After the subnetworks have been condensed into single 
activities, the precedence diagram for the project is as il­
lustrated in Figure 15. Each of the four activities represents 






those computed for the subnetworks. There are only two paths 
which are
Al = (V aii'aiv)'
A2 = ‘V i i x ' V  '
The objective function is
f2 8 (c) = minfrnaxl^+f +f ;f +f +f ] }, (2 2 )
subject to
IV
I ci = c. 
i=I
The objective function reduces from (22) to
f 28^  = m i n t f I + f IV + m a x ( f I I ; f I I I ) ] .
The steps in the solution are
f2 6 (c) = mintmaxffjjfcjj);fXII(c-Cjj)]}, 
cII
f 27 (c) = min[fIV(cIV) + f26(c-cIV)3, 
civ
and f2 8 (c) = min[fI (cI) + f27 (c-Cj)3.
CI
The range of the values considered is determined in the 
same manner as in the subnetworks. The values of the func­
tions are given as follows.
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c CI f 28 c CI COCN c CI
4780 730 1 0 1 5250 850 48 5720 9604790 740 99 5260 850 47 5730 9904800 740 97 5270 860 46.5 5740 1 0 0 04810 740 95 5280 870 46 5750 990
4820 740 93 5290 880 45.5 5760 1 0 0 04830 740 91 5300 890 45 5770 1 0 1 04840 740 90 5310 870 44.5 5780 1 0 2 0
4850 740 88 5320 880 44.5 5790 1 0004860 740 86 5330 890 44 5800 1 0104870 740 85 5340 880 43.5 5810 1 0 2 0
4880 750 83 5350 880 43.5 5820 102 0
4890 740 82 5360 890 43.5 5830 1 0 2 04900 740 81 5370 880 43.5 5840 102 0
4910 750 79 5380 890 43.5 5850 10 2 0
4920 760 78 5390 880 43.5 5860 10 2 04930 770 76 5400 890 43.5 5870 1 0 2 04940 780 75 5410 880 43.5 5880 1 0 2 0
4950 790 73 5420 890 43.5 5890 1 0204960 800 72 5430 890 43.5 5900 1 0 2 04970 810 71 5440 890 43.5 5910 1 020
4980 790 70 5450 890 43.5 5920 1 020
4990 800 69 5460 890 43.5 5930 10 2 05000 800 68 5470 890 43.5 5940 1020
5010 850 67 5480 890 43.5 5950 1 0205020 860 66 5490 890 43.5 5960 10205030 870 65 5500 890 43.5 5970 1 0 2 0
5040 850 64 5510 890 43.5 5980 10 2 05050 850 63 5520 890 43.5 5990 10205060 800 62 5530 890 43.5 6000 10 2 0
5070 810 61 5540 890 43.5 6010 10 2 0
5080 800 60 5550 900 43.5 6020 1 0 2 0
5090 800 59 5560 910 43.5 6030 10 2 05100 800 58 5570 920 43.5 6040 1020
5110 850 57 5580 930 43.5 6050 1 0 2 05120 860 56. 5 5590 940 43.5 6060 1 0 2 05130 850 56 5600 920 43.5 6070 1 0 2 0
5140 850 55 5610 930 43.5 6080 102 0
5150 850 54. 5 5620 940 43.5 6090 1 0 2 05160 850 54 5630 920 43.5 6100 102 0
5170 850 53 5640 930 43.5 6110 1 0 2 0
5180 850 52. 5 5650 940 43.5 6120 1 0 2 0
5190 850 52 5660 920 43.5 6130 1 0 2 05200 850 51 5670 930 43.5 6140 1 0 2 0
5210 850 50. 5 5680 940 43.5 6150 1 0 2 0
5220 850 50 5690 930 43.5 6160 1 0 2 05230 850 49 5700 960 43.5 6170 1 0 2 0
5240 850 48. 5 5710 970 43.5 6180 1030
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The values of f reflect the cost-time relationship for the28
entire project and represent the minimization of the criti­
cal path for each value of resources allocated. The deter­
mination of the allocation to each activity which minimizes 
the project time is made by tracing through the solution 
from £2 % Sack to f-̂  noting the optimizing value of the vari­
ables .
Optimum Allocation
The function f2g reveals the return in terms of project
time resulting from each level of resources to be allocated.
Additional resources can be allocated until the additional
savings are not worth the cost. Note that in f any alloca-2 8
tion over $5810 does not reduce project time. At this point 
the critical path is as short as possible. Any amount above 
$5810 is allocated to non-critical activities and results in 
no reduction in project time. A decision must be made con­
cerning the amount of resources to be allocated to the project.
Suppose it is decided that the maximum allocation is 
$5690. From f2g it is found that this amount of resource re­
sults in a project time of 50 days. The determination of the 
allocation made to the subnetworks is performed by tracing the 
optimum value of the variables in f2g/ f27' and f26* This 
procedure is as follows. From f2 g/ c28 = ^690,
thus Cj = 930;
from f ^ , c2 7 = 5690-930 = 4760,
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thus, c = 1820;IV
from f2g, c26 = 4760 - 1820 = 2940,
thus, cI:j. = 540; 
and cIi:][ = c26 - Cj = 2940 - 540 = 2400.
With the allocation for each subnetwork determined, the next
step is to find the allocation to the activities within each
subnetwork. This step is accomplished with the function fj,
f f fII' III' IV'
Subnetwork I
The allocation to subnetwork I is $930. Then from f , 
C-j. = 930,
thus, x^ = 350; 
from fj., Cp. = 930 - 350 = 580,
thus, x^ = 50;D
from f4, c4 = 580 - 50 = 530,
thus, x 2 = 50; 
for (50, C4 ) , C4 = 530 - 50 = 480,
thus, c^ = 250 and c^ = 480 - 250 = 230; 
from f-̂ , if c-̂  = 250,
then X 4 = c^ = 250; 
from f^/ c 3 = 230,
thus X 5 = 140; 
and from f2, c2 = 230 - 140 = 90,
thus c2 = x3 = 90.
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Thus the allocation to the activities in subnetwork I is 
x-̂  = 350 = 9 0  X5 = 140
x2 = 5 0  x4 = 250 Xg = 50.
Subnetwork II
The allocation to subnetwork II is $540. Then from fj-j-r 
cix = 540,
thus, x 7 = 40; 
from c-l-j. “ 540 - 50 = 500,
thus, x12 = 170;
from f10' cio = 50 0 “ 1 7 0 = 33°/
thus, Cg = 110 and c^ = c^q - Cg = 330-110=220. 
From fg, Cg = 110,
thus, x^2 = 60; 
from fg, Cg = 110 - 60 =50,
and eg = x^o = 50.
From f7, Cj = 220,
thus, Xg = 120;
from f_, n = 2 2 0 - 1 2 0 = 1 0 0 , b b
and Cg = Xg = 1 0 0 .
Thus the allocation to the activities in subnetwork II is 
x 7 = 4 0  Xg = 120 x^ 1 = 60
Xg = 100 x-ĵq = 50 x -̂ 2 = 170.
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Subnetwork III
The allocation to subnetwork III is $2400. Then from
fIII' CIII = 2400,
thus, x ^  = 60; 
from f2 q, c20 = 2400 - 60 = 2340,
thus, = 250;
from c19 = 2340 - 250 = 2090,
thus, = 400;
from f^8 ' c = 2090 - 400 = 1690,
thus, x ^5 = 170 and X 20 - 310.
At this point the function must be recomputed for x^^=170
and x = 310 to determine the optimum values of x.., x._,16 17
xlg, and x19. The functions F|g, F£7, and F|g are given as 
follows.
F*16 c C13 F*17 c C15 F*18 c c16 F*18 c VO 1—1 
o
45 480 50 30 620 520 45 1 1 0 0 480 15 122 0 550
39 490 60 28 630 530 39 1 1 1 0 490 14 1230 560
34 500 60 25 640 540 34 1 1 2 0 500 14 1240 56024 510 50 20 650 550 30 1130 510 14 1250 560
18 520 60 15 660 560 28 1140 510 14 1260 560
17 530 60 14 670 560 25 1150 510 14 1270 560
16 540 60 13 680 560 24 1160 510 14 1280 560
15 550 70 12 690 560 20 1170 520 14 1290 560
14 560 80 11 700 570 18 1180 520 14 1300 560
14 570 80 10 710 580 17 1190 530 14 1310 56014 580 80 10 720 580 16 1 2 0 0 540 14 1320 560
14 590 80 10 730 580 15 1 2 1 0 550
Then from F* , c_ = 1690 - 170 - 310 = 1210,io -LO
thus clc = 550 and c._ = 1210 - 550 = 660. 16 17
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From F*g, c^g = 550; then
c13 = anĉ  c 12 ~ ^50 - 70 = 480. 
However, = x^g = 70 and c^ 2 = x-̂ g = 480.
From F|7, c^7 = 660; then
C15 = 560 ,









from f25, c25 = 1820
from f24, c24 = 1470
from f23, c23 = 11 0 0
from f22, c22 = 490
and from f2^ > C 21 =
'14
:14 X 16 100
x16 = 100 x19 = 70
x17 = 560 IIoCN
X 310
00HX = 480 X 21 “ 400
'IV1
thus, x 22 = 350;
thus, x 37 = 370;
thus, x2£ = 610;
thus, x2g = 250;
thus, x 22 = 80;
but c2^ = x2£ = 160.
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Thus the allocation to the activities in subnetwork IV is
x22 = 3 5 0 *24 = 1 6 0 X26 = 250
x23 ~ 80 'x25 ~ 6 10 x 27 = 870
With this allocation to the activities in the subnetwork, the
time, in days, necessary for their completion is given as
follows.
Activity Activity
1 xi *i l Xi Si
1 350 1 15 170 5
2 50 4 16 100 8
3 90 4 17 560 5
4 250 4 18 480 7
5 140 4 19 70 3
6 50 1 20 310 2
7 40 2 21 400 5
8 100 8 22 350 1
9 120 10 23 80 8
10 50 6 24 160 8
11 60 12 25 610 9
12 170 5 26 250 1
13 60 1 27 370 1
14 250 8
Figure 16 illustrates the project network with the 
various activity times. The value below each node is the 
time necessary for the completion of the activity, while 
the number above the node is the maximum time from the start 
of the project through the completion of the activity. And 






Conclusions of the Application
The example problem presented in this chapter is inten­
ded to illustrate some of the features of the resource allo­
cation model developed in Chapter IV. The most significant 
aspect of the model is that it makes possible the computation 
of the correct cost-time relation for an entire project re­
gardless of the nature of the cost-time relationships. The 
existing models require approximations to the activity func­
tions or risk not finding the best allocation in all cases. 
Evaluation of the desirability of the model developed in this 
thesis over other models must be based on the assumed shape 
of the cost-time functions in a given project. The dynamic 
programming approach does require considerable effort. 
However, placing minimum and maximum limits on the allocation 
to any activity restricts the range of the search for the 
optimum values of the variables.
CHAPTER VI
EVALUATION AND IMPLICATION OF THE MODEL
The resource allocation model developed in this study 
provides a significant addition to PERT/CPM analysis. There 
is, however, room for additional research and improvement of 
the technique. The purpose of this chapter is to state the 
contribution of the research, evaluate the allocation model, 
and examine areas for further research.
Contribution of the Research
The contribution of the research presented in this 
study is the development of an efficient model for the allo­
cation of resources to the activities in a PERT/CPM network. 
This model is based on a dynamic-programming approach to the 
problem and provides a powerful means of allocating resources.
The activities in a PERT network are usually arranged in 
a non-serial manner. Traditional dynamic programming prob­
lems have a serial structure. However, the methodology nec­
essary to apply this technique to non-serial problems has 
been firmly established by Nemhauser, Bellman, Dreyfus, and 
Wagner. None of the techniques developed by these
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individuals approaches the problem of allocating resources 
to the activities so that the longest route through the net­
work is minimized. The time-path minimization approach de­
veloped in Chapter IV accomplishes this objective. Using 
the cost-minimization approach, also developed in Chapter 
IV, the solution to certain types of networks can be found 
more efficiently than with the time-minimization method. 
Although the cost-minimization tehcnique has an objective 
which is similar to those of existing models, the method of 
solution is different. The assumptions usually made regar­
ding the nature of the cost-time functions do not permit sim 
plifications that make finding the solution easier. The 
cost-minimization approach does have the advantage of an 
easier solution for certain types of network structures than 
the time minimization method.
In order to fully establish the importance of the model 
developed in this thesis, it is necessary to evaluate the ef 
ficiency of the technique as compared to the general effi­
ciency of the existing models developed for this purpose. 
This evaluation then results in suggestions for further re­
search.
Evaluation of the Model
The dynamic programming approach to the resource allo­
cation problem results in a very powerful model. There are 
numerous advantages that arise from this approach as well as
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some disadvantages. This section contains these advantages 
and disadvantages.
Advantages
The advantages of the model arise from the assumptions 
concerning the cost-time functions and from precedence dia­
gramming as well as from the procedures of dynamic program­
ming. These advantages together with the decomposition prin­
ciple make it possible to apply the model with various levels 
of difficulty and accuracy.
The major advantage of the resource allocation model 
developed in this thesis results from the limited assumptions 
necessary for use of the technique. The basic assumption is 
that the relationship between the duration of an activity 
and its direct cost can be determined. Moreover, these func­
tions are assumed to be discontinuous. The versatility of 
dynamic programming permits handling discontinuous as well 
as continuous functions. Discontinuous functions can be used 
in other optimization techniques only with difficulty. Thus, 
for instances in which the cost-time functions are non-linear 
and/or discontinuous, the model developed in this thesis can 
be used to obtain a solution that is more accurate than the 
solution obtained by the other existing resource allocation 
models. Also, these functions need not be approximations, 
as approximations usually result from the requirements of
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continuity. Theoretically, the only way an approximation 
arises is as a result of a lack of knowledge and not from 
necessity.
The monotone assumption of the activity cost-time func­
tions makes possible two approaches to the resource alloca­
tion problem— time minimization with a cost constraint and 
cost minimization with a time constraint. This assumption 
is useful for complex subnetworks. In some instances it is 
easier to solve the cost-minimization approach. The monotone 
assumption makes this efficiency possible. If in a particu­
lar application this assumption is not valid, then the effi­
ciency resulting from the use of both approaches must be 
sacrificed.
Precedence diagramming, while not actually necessary 
for the allocation model, provides an aid in applying the 
tehcnique. An advantage of precedence diagramming is that 
dummy activities are not needed to indicate the time-depen­
dent relationships. As a result, the diagramming procedure 
is less complicated. However, the major benefit is that all 
routes through the network are clearly indicated. Since both 
approaches require the identification of all paths, then the 
ability to make this identification is important. Also, 
since the routes are clearly indicated, the subnetworks are 
easy to find. Moreover, the decomposition of the network is 
facilitated by the identification of the subnetworks.
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Dynamic programming is a very powerful means of solving 
multistage optimization problems by representing them as a 
sequence of single stage problems. As a result, the solution 
to the problem is an approximation only in the sense that the 
original objective function is an approximation. It was in­
dicated in Chapter IV that there are many levels of approx­
imations that can be used for the network problem. In the 
traditional problems a project is broken down into related 
activities. The objective of the allocation procedure is to 
use the cost-time functions of the activities to construct 
a cost curve for the entire project. However, each activity 
is a small project composed of separate operations. So, in 
reality, the cost function assumed to be given for each ac­
tivity is actually similar to the cost curve computed for 
the entire project. Therefore, in order to construct an 
accurate cost curve for the project, it is necessary to break 
the project down into activities composed of the very sim­
plest operations. However, as the project is broken down 
into smaller operations, the allocation model becomes more 
difficult to solve because of additional stages and the pos­
sibility of encountering complex subnetworks. Thus, there is 
a relation between the difficulty of the solution and the 
accuracy of the final cost curve. In every application of 
the model, a decision concerning the trade-off between the 
accuracy of the solution and the level of difficulty must be
made. The degree of difficulty can be chosen for each case 
based on the accuracy necessary for the resulting function.
These advantages result in a model that provides a very 
powerful means of allocating resources in a PERT network. 
However, there are some disadvantages to the model.
Disadvantages
The disadvantages of the resource allocation model re­
sult from the dynamic programming approach to the problem.
The use of dynamic programming to solve complex multistage 
optimization problems results in a conceptually simple tech­
nique. Nevertheless, for realistic networks the availability 
of a computer is required for the implementation of the re­
source allocation model. This point is not a serious draw­
back, however. Even if the allocation procedure were not 
used, the techniques of PERT/CPM require computer application 
for meaningful problems.
A much more serious disadvantage results from the struc­
tures of the subnetworks that are possible in various prob­
lems. There are some structures that result in objective 
functions for the path minimization approach that are not 
decomposable. As a result, these problems must be handled 
with multidimensional functions. The use of the cost mini­
mization approach is helpful in some instances in reducing 
the dimensionality of the functions. However, for such cases
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the best that can be obtained is a two dimensional function.
(A one dimensional cost minimization problem implies that the 
subnetwork is actually a subpath.) Moreover, it is possible 
that, in an application of the model, there exist complex 
subnetworks that could be solved only as large multidimen­
sional problems. As a result, the efficiency of the tech­
nique is impaired. While this disadvantage is important, 
existing models that produce an accurate solution also face 
this problem. The allocation to these complex networks can 
be handled only by making restrictive assumptions concerning 
the cost-time functions and sacrificing the accuracy of the 
solution. However, this disadvantage does indicate a direc­
tion and need for further research.
Areas for Further Research
The nature of the dyriamic programming approach results 
in a very powerful means of solving optimization problems. 
However, not all of these problems can be handled efficiently 
by the method. For PERT/CPM networks there are some struc­
tures that are handled only with difficulty. It would seem 
that an efficient means of solving these problems could be 
found. The efficiency of the method presented in this thesis 
could be improved by new techniques for handling these multi­
dimensional problems.
Finally, in the study of dynamic programming, an
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optimization problem is not completely understood until the 
structure of the optimum solution is known. For this struc­
ture to be determined, stringent assumptions about the na­
ture of the objective function must be made. One of the ad­
vantages of knowing the structure of the solution is that 
the optimization routine need not be repeated for problems 
in which the assumptions hold. For particular applications 
the assumptions could be made and the structure could be 
determined, resulting in a considerable saving in computa­
tional effort.
Conclusion
The resource allocation model presented in this thesis 
is a very powerful method of solving the optimization problem 
in PERT/CPM networks. The advantage of the method results 
from the ability to find the project cost curve efficiently. 
Models that may be more efficient than the one developed in 
this thesis require more restrictive assumptions. The models 
that use more realistic assumptions are less efficient than 
the time- and cost-minimization approaches presented in Chap­
ter IV. In addition, the dynamic programming formulation of 
the model has a mathematical structure that can be easily 
coded for computer application. There are, however, some 
network combinations for which the solution is not easily ob­
tained. Further research into this area on complex network
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structures as well as application of the model to real prob­
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