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Введение 
Проблема поиска решений задач глобальной оптимизации (ГО) является одной 
из актуальных и широко востребованных задач вычислительной математики. В связи с 
развитием информационных технологий, вычислительной техники и параллельных 
вычисленных систем, разработка эффективных численных методов, адаптивных к 
изменению целевой функции (ЦФ), особенно актуальна. Поскольку в прикладных 
задачах, ЦФ, как правило, имеет большое количество переменных, не задана в 
аналитической форме, а вычисляется как некоторая интегральная характеристика 
сложного динамического процесса. В работах [1-13] рассмотрены основные 
оригинальные подходы и обзоры численных методов для решения задач ГО, в работах 
[14-20] представлены модификации методов ГО на основе нечеткой логики, 
искусственных нейронных сетей, варианты параллельных вычисленных алгоритмов и 
использования технологии мультиагентных систем. 
В последнее время для решения различных «сложных» задач все чаще 
используются способы, которые основаны на применении методов искусственного 
интеллекта [21-23]. Особенно продуктивными оказываются алгоритмы, идеи которых 
заимствованы в природе и лежат в основе самоорганизации природных систем, 
кооперативного поведения простейших и сложных организмом без внешнего 
управления, объединяемых понятием коллективного интеллекта, в частности роевой 
интеллект. 
 
Модификация метода роя частиц 
В предлагаемой модификации базового метода PSO (Particle Swarm Optimization) 
[10] в определенной степени удалось уменьшить число вычислений ЦФ за счет 
использования памяти о сделанных вычислениях на предыдущих итерационных шагах 
смещений роя частиц путем введения мультиагентной системы в виде модели Q-
слойной виртуальной системы частиц-агентов; а также повысить адаптивные свойства 
метода за счет расширенного обмена информацией между частицами-агентами полной 
виртуальной системы и искусственной интеллектуализации при выборе 
перспективного базового роя частиц на основе нечеткого логического вывода и 
нейронных сетей.  
В работе рассмотрен вариант трехслойной системы виртуальных частиц, при 
этом положение роя частиц, которое соответствует текущему моменту времени, будем 
обозначать P3 и рассматривать как базовый рой частиц, который совершает дальнейшее 
поисковое движение; P2 и P1 – виртуальные слои частиц, соответствующие 
предыдущим итерационным шагам. Логика выбора базового слоя P3 проводится по 
максимальной величине вычисляемого параметра изменяемости каждого из слоев, и 
новая нумерация слоев виртуальных частиц P2 и P1 проводится в соответствие с 
уменьшением параметра изменяемости. В данной работе параметр изменяемости роя 
характеризуется максимальной величиной локальных оценок константы Липшица для 
каждой частицы роя. 
Вычислительный процесс предлагаемого метода основан на итерационных 
вычислениях новых координат частиц 
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усредненных координат 
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параметры алгоритма.  
 
Результаты вычислительных экспериментов 
Для наглядного представления работы предлагаемого модифицированного 
метода роя частиц в графической форме приведены результаты вычислительного 
процесса многоэкстремальной тестовой функции.  
 
Рис.1 – Процесс поиск глобального минимума гибридным методом (110 частиц) 
и с введением виртуальных слоев (30 частиц) 
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На Рис. 1 представлены результаты процесса минимизации функции двух 
переменных следующего вида 2
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сплошной ломаной линией с маркерами показаны положения точек на карте изолиний 
функции для последовательно уточняемых значений усредненных координат полной 
системы виртуальных частиц, пунктирные линии соответствуют движению частиц. 
Сопоставление результатов расчета ГО гибридным методом (Рис.1 – левый график) и 
методом с введением виртуальных частиц (Рис.1 – правый график) иллюстрирует 
преимущество предложенной модификации. Сопоставимые результаты по точности 
оптимальных параметров и значения ЦФ в первом случае были получены при 
использовании стартовых координат частиц, заданных в узлах регулярной сетки 10x11 
расчетной области, а во втором варианте было использовано значительно меньшее 
число частиц, стартовое положение которых соответствует узлам регулярной сетки 6х5.  
 
Выводы 
Представлен модифицированный метод роя частиц ГО с введением в 
мультиагентную систему частиц-агентов дополнительных слоёв виртуальных частиц, 
которые позволяют проводить более ёмкий обмен информацией между частицами-
агентами. Гибридизация метода роя частиц с методом усреднения координат 
обеспечила усиление этих методов. Повышение роевого интеллекта и адаптивных 
свойств, предложенного метода ГО, проведено за счет введения автономного 
экспертно-эвристического выбора наиболее перспективного слоя частиц среди трех 
виртуальных слоёв для дальнейшего целенаправленного поиского движения базового 
роя частиц. Эффективность предложенного метода ГО при этом возросла без 
относительного увеличения количества вычислений ЦФ.  
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