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ABSTRACT 
 
 
Automatic speech recognition (ASR) is achieved through 
various models among which, Hidden Markov Model (HMM) gives 
optimum probabilities for speech extraction. The power of the 
HMM lies in dividing the signal probability function into smaller 
divisions (thus overcoming the condition of stationarity). Also the 
recursive nature of the model gives better convergence, therefore 
more accurate results.     
 
This thesis focuses on use of HMM for automatic speech 
recognition. Towards this purpose MATLAB was used to simulate 
the HMM behaviour. The features codebook was build from the 
speech files of the isolated words YES, NO, CAT were recorded for 
many times from the same person and recognized the 10 (YES, NO, 
CAT) words spoken by the same person as hidden Markov model’s 
output. 
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  اﻟﻤﺴﺘﺨﻠﺺ
  
  
ﻬﺎ ﻣﺨﻔﻲ ﻨ ﻋﺪة ﻧﻤﺎذج ﻣﻳﻤﻜﻦ اﻟﺤﺼﻮل ﻋﻠﻴﻪ ﺧﻼل ﻋﻠﻲ اﻟﺤﺪﻳﺚ ﻲاﻟﺘﻌﺮف اﻟﺘﻠﻘﺎﺋ
ﻣﺨﻔﻲ ﻧﻤﻮذج ﻓﻌﺎﻟﻴﺔ .ﻣﺜﻞ اﻻﺣﺘﻤﺎﻻت ﻻﺳﺘﺨﻼص اﻟﺤﺪﻳﺚواﻟﺬي ﻳﻌﻄﻲ أﻧﻤﻮذج ﻣﺎرآﻮف 
 و ﺑﺎﻟﺘﺎﻟﻲ ﻳﺤﻘﻖ ﺧﺎﺻﻴﺔ) ﺻﻐﻴﺮﻩ اﻟﻲ ﺟﺰﻳﺌﺎتﻩ اﻻﺷﺎر داﻟﺔ اﺣﺘﻤﺎلﻴﻤﻪﺗﻘﺴﻓﻲ ﻣﺎرآﻮف 
اﻳﻀﺎ ﺧﺎﺻﻴﺔ اﻻﺳﺘﺮﺟﺎع ﻓﻲ اﻟﻨﻤﻮذج ﺗﺠﻌﻞ ﻧﺘﺎﺋﺠﻪ اآﺜﺮ . ( ت اﻟﺨﺼﺎﺋﺺ اﻻﺣﺼﺎﺋﻴﻪﺎﺛﺒ
 .دﻗﻪ ﻣﻊ اﻟﺘﺤﺪﻳﺐ
   
 ﺮآﺰ ﻋﻠﻲ اﺳﺘﺨﺪام ﻣﺨﻔﻲ ﻧﻤﻮذج ﻣﺎرآﻮف ﻟﻠﺘﻌﺮف اﻟﺘﻠﻘﺎﺋﻲ ﻋﻠﻲﺗهﺬﻩ اﻻﻃﺮوﺣﻪ 
  .ﻟﻤﺤﺎآﺎة ﻧﻤﻮذج ﻣﺎرآﻮفاﻟﻤﺎﺗﻼب   ﺔ اﺳﺘﺨﺪﻣﺖ ﻟﻐﺗﺠﺎﻩ هﺬا اﻟﻬﺪف. اﻟﺤﺪﻳﺚ
ﻗﻂ ، ﻻ، ﻧﻌﻢ ﻣﻦ ﻣﻠﻔﺎت اﻟﺤﺪﻳﺚ  ﻟﻠﻜﻠﻤﺎت اﻟﻤﻌﺰوﻟﻪﻜﻠﻤﻪ ﺑﻨﻲ ﻣﺮﺟﻊ ﺧﺼﺎﺋﺺ اﻟ
 ﻟﻔﻈﺖ ﻣﻦ ﻪآﻠﻤ( ﻧﻌﻢ ﻻ ﻗﻂ )01ﺳﺠﻠﺖ ﻋﺪة ﻣﺮات ﻣﻦ ﻧﻔﺲ اﻟﺸﺨﺺ و ﺗﻢ اﻟﺘﻌﺮف ﻋﻠﻰ 
   .فﻮ آﺨﺮج ﻟﻤﺨﻔﻲ ﻧﻤﻮزج ﻣﺎرآ هﺬا اﻟﺘﻌﺮفﻧﻔﺲ اﻟﺸﺨﺺ
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CHAPTER ONE 
GENERAL INTRODUCTION 
1.1 Introduction  
Hidden Markov Model (HMM) is one of the most successful models in speech 
recognition systems. This success is attributed to the model’s analytical strength and 
illustrated empirical tests. However, there are some disadvantages in HMM systems which 
limit the performance of the HMM recognition system. In order to overcome these 
limitations, the HMM objectives are discussed briefly.  
The first statistical modeling technique that may come to a mind is estimating a pdf 
to statistically describe the feature vectors of an utterance. But using a non conditional pdf 
for feature vectors is based on the stationarity assumption, which is not apparently 
applicable to speech. HMM solves this problem by estimating a pdf for each partially 
stationary segment of a lingual unit. In other words, the nonstationary sequence of vectors 
is modeled with a sequence of stationary segments [1]. 
1.2 Objective 
The objective of this research was to construct a process by which a computer 
identifies the spoken isolated words “yes, no, cat”. Basically, it means talking to the 
computer, And have it is correct recognition for what was said. 
1.3Methodology 
Hardware (microphone + audio card) was used to insert the isolated words “yes, no, 
cat" to the PC and software (signal analysis + recognizer) MATLAB functions were used to 
recognize the isolated words.  
1.4 Literature Survey 
This section reflects on and illustrates particular researches on automatic speech 
recognition (ASR) techniques. 
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Lernout & Hauspie [2] presents a research on integrating context-dependent 
durational knowledge into HMM-based speech recognition. The first part of the paper 
presents work on obtaining relations between the parameters of the context-free HMMs and 
their durational behaviour, in preparation for the context-dependent durational modelling 
presented in the second part. Duration integration is realised via rescoring in the post-
processing step of the N-best monophone recogniser. The the multi-speaker TIMIT 
database was used for analyses Lernout & Hauspie [2]. 
Authors of Van Compernolle [3] investigated the use of Multi-Layer Perceptrons 
(MLP's) as labelers for discrete parameter HMM's for several years,. The basic approach 
used was as follows; an MLP is trained for a phonetic frame classification. Once trained, 
the MLP weights are fixed. The training set is processed by these weights. Each frame of 
the training set is assigned a label corresponding to the highest scoring MLP output. This 
implies that there would be as many possible labels as there are phonemes in the database. 
These labels are then used as observation variables for a standard discrete parameter HMM 
system. This approach gives better results than Euclidean labeling methods. Currently, 
however, the most popular way in the literature to combine MLP's with HMM's is to use 
MLP's as probability generators for HMM's. The idea is to use an MLP, trained to classify 
frames into phonemes, as a probability estimator for being in the corresponding phonetic 
HMM state. The MLP thus provides the local probabilities, the time alignment is provided 
by the HMM's.  
In order to compare these two approaches, a number of experiments were conducted 
on a realistic, small vocabulary, telephone quality speech recognition task. The results 
showed that the labeling approach yields better results than the probabilistic approach. This 
is explained since besides the training of the MLP, there is a second training (the training of 
the discrete parameter HMM parameters) which seems intrinsically more powerful than an 
MLP alone. The cost for the better recognition results is a small overhead in terms of 
parameters. The other advantage of the labeling approach is that it allows for easily 
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switching between different types of models, e.g. word models and phonetic models, 
without a time consuming MLP retraining Van Compernolle [3]. 
 
Katrin Weber[4] summarizes that the state-of-the-art Automatic Speech 
Recognition (ASR) techniques are typically based on HMM's for the modeling of temporal 
sequences of feature vectors extracted from the speech signal. At the level of each HMM 
state, Gaussian Mixture Models (GMMs) or artificial neural networks (ANNs) are 
commonly used in order to model the state emission probabilities. However, both GMMs 
and ANNs are rather rigid, as they are incapable of adapting to variations inherent in the 
speech signal, such as inter- and intra-speaker variations. Moreover, performance 
degradations of these systems are severe in the case of unmatched conditions such as in the 
presence of environmental noise. A lot of research efforts are currently being devoted to 
overcoming these problems. The principal objective is to explore new approaches towards 
a more robust and adaptive modeling of speech. To this purpose, different aspects of the 
modeling of speech data with HMMs and GMMs are investigated. Particular attention is 
given to the modeling of correlation. While correlation between different feature vectors 
(corresponding to temporal correlation) is typically modeled by the HMM, correlation 
between feature vector components (e.g., correlation in frequency) is modeled by the GMM 
part of the model Katrin Weber [4].  
 
David Chow and Waleed H. Abdulla [5] presents a new feature for speaker 
identification called Perceptual Log Area Ratio (PLAR). PLAR is closely related to the log 
area ratio (LAR) feature. PLAR is derived from the perceptual linear prediction (PLP) 
rather than the linear predictive coding (LPC). The PLAR feature derived from PLP is 
more robust to noise than the LAR feature. In this paper, PLAR, LAR and MFCC features 
were tested in a Gaussian mixture model (GMM) based speaker identification system. The 
F-ratio feature analysis showed that the lower order PLAR and LAR coefficients are 
superior in classification performance to their MFCC counterparts. The text-independent, 
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closed-set speaker identification accuracies, the down-sampled version of TIMIT databases 
were 98.81%, 85.29%, 97.045% using PLAR, 97.92%, 61.76%, 94.76% using LAR and 
96.73%, 84.31%, 96.48% using MFCC. Those results showed that PLAR is better than 
LAR and MFCC in both clean and noisy environments. 
Feature extraction is the key to the front-end process in speaker identification 
systems. The performance of a speaker identification system is highly dependent on the 
quality of the selected speech feature. Most of the current proposed speaker identification 
systems use mel frequency cepstral coefficients (MFCC) and linear predictive cepstral 
coefficients (LPCC) as feature vectors. Currently, researches are focusing on improving 
these two cepstral features or appending new features on them. Although MFCC and LPCC 
were proved to be two very good features in speech recognition, they are not necessarily 
being as good in speaker identification. In fact, it is generally believed that the spectrum 
smoothing done by MFCC and LPCC has some sort of speaker normalization effect. For a 
speech feature used in speaker identification to be effective, it should reflect the unique 
properties of the speaker’s vocal apparatus and contains little or no information about the 
linguistic content of the speech. Linear predictive coding (LPC) coefficients contain rich 
speaker’s information and its derivative, Log area ratio (LAR), has the same characteristic 
too. LAR feature is better than LPC in speaker identification because it has a linear spectral 
sensitivity and it is more robust to quantization noise .Apart from this, the GSM coded 
speech is transmitted using LAR feature. Therefore, LAR is more compatible to GSM 
coded speech than MFCC. However, LPC is very susceptible to noise which makes its 
derivative, LAR, also sensitive to noise. In this paper authors overcome this problem by 
deriving the LAR coefficients from PLP instead of LPC. The new feature is called 
perceptual log area ratio (PLAR). PLP is very similar to LPC except that it takes the human 
perceptual behavior into account. It has been shown that PLP is robust to noise. Thus, it is 
believed that PLAR will also be robust to noise. In 1995, Reynolds demonstrated that a 
Gaussian mixture model (GMM) based classifier works well in text-independent speaker 
identification even with speech feature that contains rich linguistic information like MFCC. 
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With the above results, the authors of Ref [5] believed that using PLAR based features as 
feature vectors in the GMM-based speaker identification system will yield a very good 
identification result. In this paper, the performance of the PLAR feature is investigated 
thoroughly with the aid of the F-ratio analysis. A series of experiments about the 
performance of PLAR feature on a speaker identification system are reported David Chow 
and Waleed H. Abdulla [5]. 
Claudio Becchetti and Lucio Prina Ricotti [6] has particularly demonstrated a new 
feature for the PLAR speaker identification system. Using 20 PLAR coefficients an 
identification rate of 98.81% has been achieved in comparison to 96.73% obtained by the 
commonly used MFCC feature using the noise free speech database (TIMIT, 53dB SNR) 
and bandwidth of 4KHz. LAR performs the second in this experiment by achieving an 
identification rate of 97.97%. Moreover, PLAR feature outperforms LAR and MFCC 
features when used in high noise speech database, and moderate noise speech database. 
These experiments confirm that PLAR feature is robust to noise.The F-ratio analysis 
showed that the lower order PLAR coefficients are more efficient than the lower order 
MFCC coefficients in capturing the speaker’s related information. The PLAR like LAR is 
more compatible to GSM coded speech than the MFCC which means the PLAR has 
potential to be used in mobile speaker identification system Claudio Becchetti and Lucio 
Prina Ricotti [6]. 
1.5 Thesis Layout  
This chapter introduced the basic topic. The remainder of the thesis is organized as follows: 
Chapter Two treats the evaluation and analysis of Speech Recognition Application (SRA) 
in human vocal mechanism, types of Phonemes, how to represent the speech signal, 
removing noise, Features extraction how to “train” a VQ system (generate a codebook), 
elements of a Markov model, probability distribution and Gaussian Mixture Models 
(GMM), and the recognition process . 
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Chapter Three includes a simulation program software - hardware co-design of the speech 
recognition system,  algorithms, program functions, common functions in read sound files 
(".wav"), split signals up into (overlapping) frames, Filter banks, a Gaussian mixture pdf to 
a set of data observations(vectors) and generate sequences of outcomes according to certain 
probabilities. 
Chapter Four includes results, experimental values of the ASR parameters, framing 
options, Mel cepstral coefficients, mean and maximum number of frames for each 
phoneme, how to calculate the sequence with the maximum probability.   
Chapter Five Conclusion and Recommendations to guide the coming researchers and the 
last section of the thesis is the References.  
Finally the Appendix contain the ASR MATLAB files.  
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CHAPTER TWO  
EVALUATION AND ANALYSIS OF SPEECH 
RECOGNITION USING HIDDEN MARKOV MODEL 
2.1 Sources of Sound 
 The movement of human vocal tract parts figure (2.1) generates the sound signals. 
 
Figure (2.1) Human vocal tract parts 
Speech generation and categorization are based on generation mechanism that will be 
distributed to five types as follow.  
1. Vocal cord vibration 
Voiced speech (/aa/, /iy/, /m/, /oy/) 
2.  Narrow constriction in mouth 
 Fricatives (/s/, /f/) 
3. Airflow with no vocal-cord vibration, no constriction 
 Aspiration (/h/) 
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4. Release of built-up pressure 
 Plosives (/p/, /t/, /k/) 
5. Combination of sources 
 Voiced fricatives (/z/, /v/), affricates (/ch/, /jh/) 
2.2 Types of Phonemes 
Phonemes are distributed to six types based on average duration, spectral slope, resonant 
frequencies and formant frequencies, as in figure (3.2).   
1. Vowels 
• /aa/, /uw/, /eh/, etc. 
• Voiced speech 
• Average duration: 70 msec 
• Spectral slope: higher frequencies have lower energy (usually) 
• Resonant frequencies (formants) at well-defined locations 
• Formant frequencies determine the type of vowel 
2. Diphthongs 
•  /ay/, /oy/, etc. 
•  Combination of two vowels 
•  Average duration: about 140 msec 
•  Slow change in resonant frequencies from beginning to end 
3. Nasals  
•  /m/, /n/, /ng/ 
•  Voiced speech 
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•  Spectral slope: higher frequencies have lower energy (usually) 
•  Resonant frequencies often close together 
•  Spectral anti-resonances (zeros) 
4. Fricatives  
•  /s/, /z/, /f/, /v/, etc. 
•  Voiced and unvoiced speech (/z/ vs. /s/) 
•  Resonant frequencies not as well modeled as with vowels  
5. Plosives 
•  /p/, /t/, /k/, /b/, /d/, /g/ 
•  Sequence of events: silence, burst, frication, aspiration 
•  Average duration:  about 40 msec (5 to 120 msec) 
6. Affricates 
•  /ch/, /jh/ 
•  Plosive followed immediately by fricative 
2.3 Issues in Developing ASR Systems 
The following issues are taken in to consideration for the development of ASR system 
2.3.1 Speaking Rate 
Speaking rate vary from each person to another, even the same speaker may vary the rate of 
speech and the formant dynamics change with different speaking rates, so ASR 
performance is best when tested on same rate of speech as training data and Training on a 
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wide variation in speaking rate results in lower performance than could be obtained with 
duration-specific models. 
 Most ASR systems require a fixed window of input speech. 
2.3.2 Speaker Characteristics 
Because of differences in vocal tract length, male, female, and children’s speech are 
different also regional accents are expressed as differences in resonant frequencies, 
durations and pitch, but Individuals have resonant frequency patterns and duration patterns 
that are unique (allowing us to identify speaker) for that Training on data from one type of 
speaker automatically “learns” that group or person’s characteristics, makes recognition of 
other speaker types much worse and training on data from all types of speakers results in 
lower performance than could be obtained with speaker-specific models. 
2.3.3 Noise 
There are two types of noise: additive and convolutional, the additive noise is random 
values added to waveform like the white noise and the convolutional is additive values in 
log spectrum 
One of the techniques for removing noise is Cepstral Mean Subtraction (CMS), it is 
impossible to remove all noise while preserving all speech (impossible to separate speech 
from noise). 
For these reasons stochastic training “learns” noise as well as speech; if   noise changes, 
performance degrade. 
Cepstral Mean Subtraction (CMS) 
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Removes mean value from cepstral parameters to reduce convolutional noise, in the 
cepstral domain CMS assumes that there is enough of a signal that the mean is not 
significantly influenced by the speech component of the signal. 
Two types of noise additive noise values added to time-domain signal and convolutional:  
noise values added to log-domain spectrum. The time trajectory of the log power spectrum 
(or cepstral coefficients) is filtered with a band-pass filter. The high-pass portion of the 
filter alleviates channel characteristics; the low-pass portion smoothes small frame-to-
frame changes. If, instead of log  compression, a linear-log compression is done (linear for 
small spectral values), both additive and convolutional noise can be suppressed. 
2.3.4 Vocabulary 
Vocabulary must be specified in advance (can’t recognize new words). Pronunciation of 
each word must be specified exactly (phonetic substitutions may degrade performance). 
Phonetic recognition so poor that confidence in each recognized phoneme usually very low 
and another problem with ASR is humans often speak ungrammatically or disfluently [14]. 
2.4 Evaluation and Analysis of Speech Recognition Using HMM 
This thesis aims at using a Limited Vocabulary One Word Recognition System adopting 
the Hidden Markov Model to statistically model the word (database containing one, 
speakers) recognition is the second step. The work involves the following modules. 
2.4.1 Feature Extraction   
This is the front end processor for the speech recognizer. This module extracts the key 
features from speech. Feature extraction involves the following.  
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 2.4.2 Word Boundary Detection  
This is a key part of the feature extraction block. The word utterance has to be isolated 
from the starting and trailing noise. This would be achieved by using energy threshold 
comparison method.  As the energy in a frame of speech exceeds a certain threshold, this 
marks this point as the start of speech. The same process can be repeated at the end of 
speech sample to detect the end of speech [9]. 
2.4.3 Pre Emphasis  
The digitized (sampled) speech signal s(n) would be put through a low order digital system 
to spectrally flatten the signal. The first order filter (Finite Impulse Response FIR) is to 
have a transfer function [10].   
 ( ) 11 −−=Η azz                                                                                                      2.1 
             Where a = 0.95  
2.4.4 Frame Blocking  
The pre emphasized speech would subsequently be grouped into frames by using Hamming 
windows. The Hamming windows are to have a length of 512 samples. To have a smooth 
estimate there is need for more windows. Therefore, an overlap of 32 samples is to be 
incorporated [9].  
In many cases, the math assumes that the signal is periodic. However, when a rectangular 
window is taken, there will be discontinuities in the signal at the ends.  So windowing is 
applied to the signal with other shapes that makes the signal closer to zero at the ends 
The hamming window is thus:  
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( ) )1/2cos(46.054.0 −−= NnnW π                                                                                   2.2             
Where n = 1, 2, 3….N 
N = Number of Samples 
2.4.5 Cepstral Coefficients Extraction  
This is the crux of the feature extraction block. Cepstral coefficients can be used as 
features. Cepstral coefficients are the coefficients of the Fourier transform representation of 
the log magnitude spectrum. [10]. 
Mel-Frequency Cepstral Coefficients (MFCC) 
Mel-Frequency Cepstral Coefficients (MFCC) is composed of Hamming window equation 
(2.3), power spectrum (not dB scale) and Mel scale filter banks (triangular filters) equation 
(2.4). 
)12cos(46.054.0)( −−= Nnnh π        2.3  
)
700
1(2595)( 10
fLogfMel +=        2.4 
The MFCC features as shown above, analyzes speech signal at one time frame.   
Parameter Weighting  
Low order cepstral coefficients are sensitive to overall spectral slope and higher order 
spectral coefficients are sensitive to noise. Therefore, it has become a standard technique to 
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weight the cepstral coefficients by a tapered window so as to minimize the sensitivities 
[11].  
( ) CmWC ×=^                                                                                                2.5  
Qm
Q
mQmW ≤≤+= 1),sin(
2
1)( π                                                                          2.6                               
Where: 
 ^C = The Weighted cepstral coefficient 
 C = The cepstral coefficient 
             Q = Total number of cepstral coefficients.  
W (m) =tapered window   
2.4.6 Temporal Cepstral Derivatives  
The cepstral coefficients present a good depiction of the local spectral properties of a 
framed speech. Also, it is established that a large amount of information inhabit the 
transitions from one segment of speech to another. An improved depiction of the speech 
can be obtained by extending the cepstral coefficients analysis to include information about 
the temporal cepstral derivative. 
Since C (t) is a discrete time representation, the use of a first order or second order 
difference equation would not be a good approximation to the derivative ( as it is very 
noisy). Hence, to produce a reasonable compromise, the approximate of the cepstral 
derivative is obtained by using a polynomial fit over a finite length window [11]. 
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This result is normalized by a small positive constant K such that, 2K + 1 is the number of 
frames over which the computation is performed Based on the computations described 
above. For each frame there will be cepstral vectors and delta cepstral vectors. Then, every 
word will now be represented by a set of dimensional vectors [12]. 
However, speech changes over time. To capture dynamics of speech, use “delta” features. 
Using this formula:   
1,,, −−= tntntn ccd           2.7 
Equation (2.7) is very noisy so equation (2.8) was used. 
∑
∑
=
=
−+ −
= θ
θ
θ
θ
θθ
θ
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1
2
1
,,
,
2
).( tntn
tn
cc
d         2.8 
Θ = window size , n samples  
The “acceleration” or “delta-delta” coefficients may also be used, and computed by 
applying the same formula to the delta features. 
2.4.7 Probability Distribution 
Discrete Vector Quantization (VQ) or continuous Gaussian Mixture Models (GMM) can be 
use to generate HMM parameters from the spectral properties of the speech signal.   
Vector Quantization 
The feature extraction will generate a series of vector-characteristics of the time-varying 
spectral properties of the speech signal. These vectors are dimensional and continuous and 
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can be mapped to discrete vectors by quantizing them, which implies Vector Quantization 
(VQ) is used. VQ is potentially an extremely efficient representation of spectral 
information in the speech signal. The key advantages of VQ are described below [12].  
• Reduced storage for spectral analysis information 
Minimizing the size of data base storage memory is one of most characteristics in design.    
• Reduced computation for determining similarity of 
spectral analysis vectors 
In speech recognition, the determination of spectral similarity between a pair of vectors is a 
major component of the computation. Based on the VQ representation this is usually 
reduced to a table lookup of similarities between pairs of codebook vectors.  
• Discrete representation of speech sounds  
 
Figure (2.2) Block Diagram of the basic VQ Training and classification structure [13]. 
Clustering Algorithms:  
It is assumed that for a set of L training vectors and a codebook of size M, the 
procedure that does the clustering is the K-Means clustering algorithm.  
Training Set 
of Vectors 
Clustering 
Algorithm 
 
Codebook 
Quantizer 
Input Speech Vector 
Codebook 
Indices 
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1. Initialization: Arbitrarily M vectors are chosen (these can be chosen from the 
training set) as the initial set of code words in the codebook. 
2. Nearest-Neighbor Search: For each training vector, the codeword in the current 
codebook that is closest in terms of spectral distance is located and assigned to the 
corresponding cell. 
3. Centroid Update: The code word is updated in each cell using the centroid of the 
training vectors assigned to that cell. 
4. Iteration: Steps 2 and 3 are repeated until the average distance (Distortion) falls 
below a preset threshold. 
 
Figure (2.3) Partitioned vector spaced [13] 
X = Centorid of region 
The disadvantage of this method lies in that it has to get a very good initial estimate of the 
codebook vectors. It is probable that the random initial selection is clustered in one area of 
the vector space, which, if happened leads to the final codebook being not be global. This 
would in effect be a serious predicament.  
The alternative procedure is the Binary Split algorithm as described below .  
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• Design a 1-vector codebook  
 This is the centroid of the entire set of training vectors. 
• The size of the codebook is doubled by splitting each current codebook.   
• The K-Means iterative algorithm is used to obtain the best set of centroids for the 
split codebook.   
• Steps 2 and 3 are iterated until the required size of codebook is reached  
In this work, a separate codebook for every word in the vocabulary was used. 
Consequently, when a new word is used as input for recognition, its features are quantized 
by using all the codebooks and then the codebook which gives the least distortion is 
chosen. 
• Gaussian Mixture Models 
This Gaussian Mixture Model (GMM) is characterized by: 
   (a) the number of component, mean and standard deviation of each component, 
   (b) the weight (height) of each component 
Typical HMMs for speech are continuous-density HMMs Use Gaussian Mixture Models 
(GMMs) to estimate probability of “emitting” each observation given the speech category 
(state). The GMM has the same dimension as the feature space (M mfcc coefficients = M-
dimensional GMM; N formant frequencies = N-dimensional GMM 
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Equations for GMMs: 
),;()(
1
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2)( −−=       2.10 
 
Where: 
N= the dimension of feature vector. 
Features   
Features2                               Figure (2.4) Probability Distribution 
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µ= means vector. 
σ  becomes covariance matrix∑ .  
∑−== −− −∑∑
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oeoN µµ
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µ    2.11 
Where: 
T =   transpose not end time. 
Assume∑  is diagonal matrix. 
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To simplify calculations, diagonal matrix for Σ was assumed this assumes lack of 
correlation among the features, not true for speech!!  (but makes the math easier.) 
Mean of the ith dimension in multi-dimensional feature array: 
N
C
N
n
i
i
∑
== 1µ           2.14  
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Covariance of the ith dimension in multi-dimensional feature array: 
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2.5 The Hidden Markov Model 
"A Hidden Markov Model is a Finite State Machine having a fixed number of states. It is a 
statistical method of characterizing the spectral properties of the frames of a pattern. The 
underlying assumption of the HMM is that the speech can be well characterized as a 
parametric random process and that the parameters of the stochastic process can be 
estimated in a well defined manner. HMM is a doubly embedded stochastic process with an 
underlying stochastic process that is not directly observable, but can be observed only 
through another set of stochastic processes that produce the sequence of observations" [13].  
Another method that compares to HMM is the template method for speech recognition. 
This method however, suffers from the time alignment problem. Dynamic Time Warping 
(DTW) solves this problem by using Dynamic Programming. Yet, the template approach 
can not be considered a pure statistical signal modeling technique, the statistical signal 
characterization inherent in the template representation is only implicit and often 
inadequate. Therefore the template approach is rather a non-parametric method. HMM 
presents a more robust way of quantifying speech patterns [9]. 
2.5.1 HMMs and Speech Recognition 
A HMM is characterized by 3 matrices viz., A, B and PI.  
A - Transition Probability matrix (N x N)  
B - Observation symbol Probability Distribution matrix (N x M)  
PI - Initial State Distribution matrix (N x 1) 
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Where N = Number of states in the HMM  
          M = Number of Observation symbols  
   
In order to apply HMMs for speech recognition, three problems should be addressed [13]. 
Problem 1:  
Given the observation sequence O = {o1, o2, o3, o4 ...} and the model L = (A, B, PI), how to 
compute the P (O|L), the probability of the observation sequence, given the model?  
Solution:  
Recursive procedures like Forward and Backward Procedures exist which can compute 
P(O|L).  
• Forward Procedure 
 Initialization 
)()( 11 obi iiπα =  Ni ≤≤1        2.16 
Induction 
),()()( 1
1
1 +
=
+ ⎥⎦
⎤⎢⎣
⎡= ∑ tjN
i
ijtt obaij αα  NjTt ≤≤−≤≤ 1,11     2.17 
Termination 
∑
=
=
N
i
T iop
1
)()/( αλ          2.18 
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  Forward variable α=p (o1, o2, o3 ... I/L) that is the probability of the partial observation 
sequence until time (t) and state (i). given the model L.  
• Backward Procedure  
1)( =iTβ  Ni ≤≤1         2.19 
Induction 
∑
−
++=
N
j
ttjijT jobai
1
11 ),()()( ββ   NitT ≤≤≤≤− 1,11     2.20 
• Problem 2:  
Finding the optimal sequence associated with a given observation. Viterbi Algorithm finds 
the single best sequence q for the given observation sequence O. The following equations 
are presented which is the Viterbi algorithm.  
Solution:  
Initialization  
)()( 11 obi iiπδ =  Ni ≤≤1        2.21 
0)(1 =iψ           2.22 
Recursion 
[ ] )()(max)( 11 tjijtNit obaij −≤≤≤= δδ    Tt ≤≤2     2.23 
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      Nj ≤≤1  
[ ]ijtNit aij )(maxarg)( 11 −≤≤= δψ        2.24 
  
Termination 
[ ])(max1* ip TNi δ≤≤=          2.25 
[ ])(maxarg 1* iq TNi δ≤≤=         2.26 
Path backtracking 
)( * 11
*
++= tt qq ψ  1,...4,3,2,1 −−−−= TTTTt     2.27 
Problem 3:  
This is the problem of parameter estimation. This by far is the toughest problem in HMM. 
There is no way to analytically solve for the model parameters set that maximizes the 
probability of the observation sequence in a closed form. 
Solution:  
The nearest solution is however, to choose L = (A,B,PI) such that the probability, P(O|L) is 
locally maximized using an iterative procedure such as Baum - Welch method. But, the 
Baum-Welch re-estimation procedure suffers from the following problems. Has numerical 
problems and hence hard to implement  
• Needs special scaling  
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• Needs multiple observation sequences.   
There exists one more method which can be used to train a HMM. 
 This is the Segmental K- Means Method.  
Segmental K-Means uses the solution to problem 2 to modify the model parameters. This 
method can be used for both Discrete and Continuous Observation sequences. The method 
is computationally less intensive than Baum-Welch for the case of Discrete Observation 
Sequences.  
A brief outline of the algorithm is presented here based on reference [10] and [9]. These 
give an excellent treatment of the algorithm. 
The parameters are:  
M is the codebook size. 
A  is the transition Probability matrix (N x N).  
B   is the observation symbol Probability Distribution matrix (N x M).  
PI  is the initial State Distribution matrix (N x 1).                                                                I 
is the optimal state sequence for the observation O. 
P(O|L), the probability of the observation sequence, given the model.                                    
O = {o1,o2,o3,o4,....} the observation sequence. 
The method takes from Lk to Lk+1 such that P( O,I*|Lk  ) <  P( O,I*|Lk+1  ), where I* 
is the optimal state sequence for the observation O (according to the Viterbi solution).  
 It is assumed here that there are W observation sequences. Number of symbols/sequence 
need not be the same as the words can be different duration. 
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N observation symbols are randomly chosen (one for every state) and then all the symbols 
of all the observation sequences are clustered. PI is then calculated as  
 
Calculate the Transition probability matrix A as  
 
The B matrix is calculated as follows: For all states j = 1 to N and for all symbols k = 1 to 
M  
bj(k) = number of symbols with cluster index k in state j divided by the number of symbols 
in state j [11]. 
Next the I* is computed for each observation sequence by the Viterbi method and symbols 
are reassigned based on the new states. This procedure is repeated until original assignment 
is the same as the optimal assignment [12]. 
2.6 Speech Recognition 
In this work the number of states used was 5. A fully connected State Model was assumed. 
Recognition process is depicted in the figure below [13]  
2.28 
2.29 
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Figure (2.3) the recognition process [13]. 
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CHAPTER THREE 
SIMULATION PROGRAM 
3.1General approach  
This work utilizes the MATLAB as a simulation platform. MATLAB is characterized with 
a rich library for processing the speech signal, extracting the features and building database 
subsequently used to recognize the coming speech signal. Figure (3.1) ASR general block 
diagram. 
3.2 The simulation algorithm 
The overall work implemented as described in following algorithm. 
3.2.1 Sound Recorder 
The computer is equipped with a microphone. 6*5/58+2dB, impedance 32 Ohm sensitivity 
105dB/mW, frequency response 8~22,000Hz Cord length Approx. 2~3M Wight Approx. 
200g (without cord) Recorded sounds (10 files each file with length (11000/22050) ms 
contain the word "YES",(10 files each file with length (11000/22050) ms contain the word 
"NO", (10 files each file with length (30000/22050) ms contain the word "CAT" all files 
recorded by the same person) and saved as waveform (.wav) files .Another file was used 
contain the word "YES" 10 times in one sound file. 
3.2.2 Read sound files (".wav")  
Read Microsoft waave(".wav") sound file. Y=WAVREAD (FILE) reads a WAVE file 
specified by the string FILE, returning the sampled data in Y. The ".wav" extension is 
appended if no extension is given.  Amplitude values are in the range [-1, +1]. 
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3.2.3 Framing  
Signals (y1….y10), (y in case of one sound file) were splited up into (overlapping) frames: 
one per row.  Each frame is of length 512and occupies one row of the output matrix. The 
last few frames of (y1….y10), (y in case of one sound file) will be ignored if its length is 
not divisible by 512 It is an error if (y1….y10), (y in case of one sound file) is shorter than 
480(the increment). 
3.2.4 Filters Bank 
Mel cepstrum with 12 coefficients were calculated, one frame per row, include log energy, 
0th cepstral coefficients, delta and delta-delta coefficients. A set of 24 filters is generally 
used since it simulates human ear processing. Filters are usually non-uniformly spaced 
along the frequency axis. As a rule, the part of the spectrum which is below 1 kHz is 
processed by more filter-banks since it contains more information on the vocal tract such as 
the first fomant. 
3.2.5 Vector Quantization 
Vector quantization using K-means algorithm indicates which centre each data vector 
belongs to, and build the n-HMM parameters (the codebook), the equations and process as 
discussed in chapter two. 
3.2.6 Hidden Markov model (HMM)  
Processes that generate sequences of outcomes according to certain probabilities (the 
initial, transition and emission matrices) figure (3.2) and (3.3). 
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HERDWARE: microphone + audio card  Software: signal analysis + recognizer 
A/D  
Converter 
Feature  
Extraction 
Automatic  
Recognizer 
Sampler 
Figure (3.1) the overall work the hard and soft parts.  
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s eh y sil 
a11 a22 a33 a44 a55
a12 a23 a34 a45 
Figure (3.2) HMM model for the word "YES" 
sil 
ow sil n sil 
Figure (3.3) HMM model for the word "NO" 
a11 a22 a33 a44
a12 a23 a34 
sil k ae t sil 
Figure (3.4) HMM model for the word "CAT" 
a55a44a33a22a11
a45 a34 a23 a12 
 35
 
 
 
 
 
 
 
 
 
               Sil                           y                           eh                            s                         sil         
                                Figure (3.5) HMM model for the word "yes" 
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Figure (3.6) ASR for the word "yes"  
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Figure (3.7) ASR, HMM Block Diagram 
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Figure (3.8) Training procedure   
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Start  
Compute the length of the 
input vector=length 
Hamming window with 
win=LEN   
Count=0 
Part of the vector =n INC Count = =  
End 
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((n-1)INC) by win 
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Figure (3.9) Framing Mel filters bank  
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Figure (3.10) Vector quantization algorithm 
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CHAPTER FOUR 
Results 
4.1 Experimental Parameters 
Experimental values of the ASR parameters in training and recognition steps for the three 
isolated words YES, NO, CAT are the same as illustrated in the table below.  
Table (4.1) Experimental values of the ASR parameters. 
 Parameter Value 
1 Pre-emphasis 0.95 
2 Window length 512 samples 
3 Window overlap  32 samples 
4 Parameter type 12MFCC»1E+∆+∆∆=39 
5 Emission densities Diagonal united Gaussian 
mix  
6 Number of mixture  10 
7 Model topology  Left-to-right skipping 
4.2 The Recorded and Recognized Files 
Microphone 6*5/58+2dB,impedance 32 Ohm sensitivity 105dB/mW ,frequency response 
8~22 ,000Hz Cord length Approx. 2~3M Wight Approx. 200g(without cord). Recorded 
sounds(10 files each file with length (11000/22050)ms contain the word "YES",(10 files 
each file with length (11000/22050) ms contain the word "NO"and (10 files each file with 
length (30000/22050) ms contain the word "CAT" all files recorded by the same person 
(for training and recognition steps ) and saved as waveform (.wav) files . 
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Figure (4.1) Three sound files from the files used in the training process each contain the 
word "YES" with length (11000/22050) 500ms  
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Figure (4.2) Three sound files from the files used in the training process each contain the 
word "NO" with length (11000/22050) 500ms  
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Figure (4.3) Three sound files from the files used in the training process each contain the 
word "CAT" with length (30000/22050) 1360ms  
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Figure (4.4) one sound file (yes 10 times) with length (260000/22050) ms. 
4.3 Frame Length 
Signals (y1….y10), (y in case of one sound file) were distributed up into (overlapping) 
frames: one per row.  Each frame is of length 512and occupies one row of the output 
matrix. The last few frames of (y1….y10), (y in case of one sound file)  will be ignored if 
its length is not divisible by 512 It is an error if (y1….y10), (y in case of one sound file)  is 
shorter than 480(the increment). 
 
Figure (4.5) one sound file segmented to frames each with length (nsamples/22050) sec. 
………frames
Frame =n samples 
=n/22ms 
Number of 
frames<=1200/n 
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Table (4.2) Overlapped frames applied to the 10 separated sound files before reconstruction 
step 
 Numberof samples samples in frame Overlapped 
samples 
Frame length #of frames 
1 12000 samples 1024 samples 32 samples 46 ms(refused) 11 
2 12000 samples 512 samples 32 samples 23 ms 23 
3 12000 samples 480 samples 16 samples  21 ms 25 
4 12000 samples 256 samples 8  samples 11 ms(refused) 46 
Table (4.3) Overlapped frames applied to the one sound file no need for reconstruction 
step. 
 Number of samples samples in frame Overlapped 
samples 
Frame length #of frames 
1 281163 samples 512 samples 32samples 23 ms 549 
1 281163 samples 480 samples 16 samples  21 ms 585 
Table (4.2) show two refused cases, case one (1024 samples per frame) generate no 
stationary frame, which means that it did not performed the main condition in the ASR 
(stationary). 
In case four the extracted features from the frame were very close to each other which 
make the recognition phase very difficult. 
4.4 Mel cepstral coefficients 
Mel cepstral with 12 coefficients, one frame per row were calculated. Include log energy, 
0th cepstral coefficients, delta and delta-delta coefficients. In table (4.2)1&4 cases are 
refused because they generated a refused Mel spectrum.  
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Figure (4.6) The 36 MFCC coefficients of the three "YES" sound files ( 12 coefficients log 
energy, 12 coefficients delta and 12 coefficients delta delta.)   
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Figure (4.7) The 36 MFCC coefficients of the three "NO" sound files ( 12 coefficients log 
energy, 12 coefficients delta and 12 coefficients delta delta.)   
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Figure (4.8) The 36 MFCC coefficients of the three "CAT" sound files ( 12 coefficients log 
energy, 12 coefficients delta and 12 coefficients delta delta.)    
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Figure (4.9) MFCC of the one long file(YES). 
Table (4.4) Number of frame for each phoneme in the word "YES"  
 Phoneme Number of frame Length of time 
1 Sil 5 0-113.5ms 
2 Y 2 113.5-158.9ms 
3 Eh 3 158.9-226.96ms 
4 S 7 226.96-385.96ms 
5 Sil 6 385.9-500ms 
Table (4.5) Number of frame for each phoneme in the word "NO"  
 Phoneme Number of frame Length of time 
1 Sil 5 0-113.6ms 
2 N 4 113.6-204.5ms 
3 OW 8 204.5-386.3ms 
4 Sil 5 386.3-500ms 
Table (4.6) Number of frame for each phoneme in the word "CAT"  
 Phoneme Number of frame Length of time 
1 Sil 22 0-482.5ms 
2 K 6 482.5-614.19ms 
3 AE 22 614.19-1096.7ms 
4 T 8 1096.7-1272.25ms 
5 Sil 4 1272.25-1360ms 
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4.5 Transition probabilities matrix for the three isolated words 
Ayes   
0.10.00.00.00.0
2.08.00.00.00.0
0.05.05.00.00.0
0.00.07.03.00.0
0.00.00.04.06.0
                    (4.1)  
Ano   
0.10.00.00.0
2.08.00.00.0
0.07.03.00.0
0.00.03.07.0
                            (4.2) 
                      Acat   
0.10.00.00.00.0
7.03.00.00.00.0
0.01.09.00.00.0
0.00.05.05.00.0
0.00.00.05.05.0
                              (4.3)                 
4.6The probability of state (n) in time (n). 
State one  emits event one (sil) 
State two emits event two (y)  
State three emits event three (eh) 
State two emits event two (y)  
State five emits event five (sil) 
The probability of any sequence at any time N= 1, 2 … 5 depend on four parameters the 
initial probability where it is equal to one (left to right hidden Markov model), time, 
transitions probabilities, and observation probabilities. 
=Π  1  
Obs.  = {sil, y, eh, s, sil} 
State  = {S1, S2, S3, S4, S5}  
time   = {1, 2, 3, 4, 5} 
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The training step generate nHMM and the recognition step run the observation matrix of 
the new speech file over the n-hidden Markov models using Vetrbi algorithm to get the 
sequence with the maximum probabilities as illustrated in table (4.5). 
Table (4.7) the probability of state (n) in time (n) for the word "YES". 
 T1 T2 T3 T4 T5 
P1(sil) 1.0 0.6 0.36 0.216 0.1296 
P2(y) 0.0 0.4 0.36 0.252 0.162 
P3(eh) 0.0 0.0 0.28 0.392 0.3724 
P4(s) 0.0 0.0 0.0 0.14 0.308 
P5(sil) 0.0 0.0 0.0 0.0 0.028 
Table (4.8) the probability of state (n) in time (n) for the word "NO". 
 T1 T2 T3 T4 
P1(sil) 1.0 0.7 0.49 0.343 
P2(n) 0.0 0.3 0.3 0.237 
P3(ow) 0.0 0.0 0.21 0.378 
P4(sil) 0.0 0.0 0.0 0.042 
Table (4.9) the probability of state (n) in time (m) for the word "CAT" 
 T1 T2 T3 T4 T5 
P1(sil) 1.0 0.5 0.25 0.215 0.0625 
P2(k) 0.0 0.5 0.5 0.375 0.25 
P3(ae) 0.0 0.0 0.25 0.475 0.615 
P4(t) 0.0 0.0 0.00 0.025 0.055 
P5(sil) 0.0 0.0 0.00 0.00 0.0175 
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4.7 Recognition for the isolated words YES, NO, CAT. 
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Figure (4.10) recognition for ten separated words (YES). 
Table(4.10) the recognition of the word yes (40%) as illustrated in figure (4.10). 
 SIL Y EH S SIY 
YES_1 1 1 1 1 1 
YES_2 1 1 1 1 1 
YES_3 1 2 - 1 1 
YES_4 1 1 1 1 1 
YES_5 2 2 1 - - 
YES_6 1 3 - 1 - 
YES_7 1 2 2 - - 
YES_8 1 1 2 1 - 
YES_9 1 1 1 1 1 
YES_10 1 2 - 1 1 
 
Word and phoneme recognitions are illustrated in table (4.10), from word recognition 
aspect, the system recognized the words YES1, YES2, YES4 and YES9. Which means all 
states were recognized by the transition probability  am,n  where m=1,2…5, n=1,2…5, m>n 
and m≠n. As result the word recognition ratio is 40%.   
From the phoneme recognition aspect:- 
State one (SIL) recognition ratio is 100%.  
State two (phoneme Y) recognition ratio is 100%.   
State three (phoneme EH) recognition ratio is 70%.   
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State four (phoneme S) recognition ratio is 80%.   
State five (SIL) recognition ratio is 60%.   
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Figure (4.11) recognition for ten separated words (NO). 
Table(4.11) the recognition of the word no (30%) as illustrated in figure (4.11). 
 SIL N OW SIL 
NO_1 2 1 1 - 
NO_2 1 1 1 1 
NO_3 1 1 1 1 
NO_4 1 1 2 - 
NO_5 1 1 1 1 
NO_6 1 1 2 - 
NO_7 1 1 2 - 
NO_8 2 1 1 - 
NO_9 1 1 2 - 
NO_10 1 1 2 - 
 
Word and phoneme recognitions are illustrated in table (4.11), from word recognition 
aspect; the system recognized the words NO2, NO3, and NO5. Which means all states were 
recognized by the transition probability am,n  where m=1,2…4, n=1,2…4, m>n and m≠n. As 
result the word recognition ratio is 30%.   
From the phoneme recognition aspect:- 
State one (SIL) recognition ratio is 100%.  
State two (phoneme N) recognition ratio is 100%.   
State three (phoneme OW) recognition ratio is 100%.   
State four (SIL) recognition ratio is 30%.   
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Figure (4.12) recognition for ten separated words (CAT). 
Table(4.12) the recognition of the word cat (10%) as illustrated in figure (4.12). 
 SIL K AE T SIL 
CAT-1 2 1 2 - - 
CAT-2 1 1 3 - - 
CAT-3 2 1 1 1 - 
CAT-4 - - - - - 
CAT-5 - - - - - 
CAT-6 1 1 3 - - 
CAT-7 1 1 1 1 1 
CAT-8 2 1 2 - - 
CAT-9  1 1 3 - - 
CAT-10 - - - - - 
 
 
 
Word and phoneme recognitions are illustrated in table (4.12), from word recognition 
aspect, the system recognized the words CAT7. Which means all states were recognized by 
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the transition probability am,n  where m=1,2…5, n=1,2…5, m>n and m≠n. As result the 
word recognition ratio is 10%.   
From the phoneme recognition aspect:- 
State one (SIL) recognition ratio is 70%.  
State two (phoneme K) recognition ratio is 70%.   
State three (phoneme AE) recognition ratio is 70%.   
State four (phoneme T) recognition ratio is 20%.   
State five (SIL) recognition ratio is 10%.   
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CHAPTER FIVE 
CONCLUSION AND RECOMMENDATIONS 
5.1Conclusion 
• HMMs are usually trained according to the Maximum Likelihood estimation (MLE) 
procedure whose optimality, in the sense of providing the lowest possible error rate, 
is based on assumptions which are never satisfied in practice. Discriminative training 
techniques remove the need for these assumptions and attempt to optimise an 
information-theoretic criterion which is related to the performance of the recogniser. 
Unfortunately, discriminative methods require substantially more computation than 
MLE and many previous implementations of such techniques have been based on the 
somewhat unreliable steepest-descent procedure.  
• In the HMM framework, the acoustic observations are assumed to be independent of 
each other, hence, speech dynamics cannot be modelled directly. Such information is 
typically provided in ``canned'' form by extending the feature vectors to 
accommodate differential components which reflect the changes in the standard 
coefficients. Although this approach results in improved recognition performance, it 
entails an increased number of model parameters and consequently longer training 
and recognition times. Another problem with differential coefficients is the 
assumption that the parameter slope/curvature are the only useful features.  
• In vector quantization the first centeriod value of the vector has no stander procedure, 
so it is the biggest problem in the ASR. 
• In recognition step the speed of speaking has a big effect in the process.     
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• Data base from multiple speakers is difficult to extract the feature but easy to 
recognize the word from any speaker of them or speaker out of them. 
• Data base from one (the same) speaker is easy to extract the feature but difficult to 
recognize the word from another speaker. 
• From the two above points, any person has an specific phoneme or sub phoneme 
feature  
• Microphone noise uncontrollable problem, so it is better to record the database and 
the target word using the same microphone. 
• HMM follow the steps with the mind do to understand the sounds. 
• MFCC extracted based on standard process but the ear band bass filters of the same 
person adjust at every unit of speech input. 
• The vocal tract is different from person to another, so the MFCC feature is related 
only for persons who build the database. 
5.2 Recommendations 
• Vocabulary must be specified in advance    (can’t recognize new words) 
• (Nearly) impossible to remove all noise while preserving    all speech (nearly 
impossible to separate speech from noise). 
•  Stochastic training “learns” noise as well as speech; if   noise changes, performance 
degrades. 
• IT is recommended to find noiseless data to get the best result and recognize the 
word from any person. 
• Microphone with high resolution must be use. 
• Automatic ON/OF recording to get the best features. 
• To use the program it is better to build the database and target using the same 
microphone and the same person. 
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