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sistency weight matrix is determined according to the noise level presented in the considered images.
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studies are made to test the validity of the proposed algorithm. The results obtained ensure the
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Biometrics refers to automatic identiﬁcation of a person on a
basis of his or her unique physiological or behavioral character-
istics. Behavioral biometrics include signatures, voice recogni-6277922.
ans.edu.eg (H.A. Ali),
i@hotmail.com (N.B. Abdel-
y. Production and hosting by
Shams University.
lseviertion, gait measurement, and even keystroke recognition.
Physiological biometrics include facial recognition, ﬁngerprint-
ing, hand proﬁling, iris recognition, retinal scanning, and DNA
testing. Behavioral methods tend to be less reliable because they
are easier to duplicate. Biometric methods based on physiolog-
ical attributes are more trusted. Among those method, iris rec-
ognition is gaining much attention as an accurate and reliable
one.
To improve accuracy, most of the biometric authentication
systems store multiple templates per user to account for varia-
tions in biometric data. Therefore, these systems suffer from
storage space and computational overheads. In order to address
these issues, there is need to optimize the computational and
storage complexities by creating a reliable specimen iris template
per user rather than maintaining multiple templates.
This paper presents a new approach to enhance the perfor-
mance of iris recognition systems. The base feature templates
formed for each image scan of a given eye are fused to generate
one ﬁnal template. In the fusion process, we weight each bit
134 A.I. Desoky et al.according to its reliability at enrollment time. Bit reliability is
utilized during the matching process through a proposed Ham-
ming distance formula. The result is a simple and efﬁcient
scheme that works with any iris template generation method.
The rest of this paper is organized as follows; Section 2
brieﬂy reviews the previous work on iris recognition techniques
and multiple images enrollment, Section 3 highlights the iris
recognition main steps, Section 4 introduces the proposed tem-
plate fusion process and Section 5 covers the template match-
ing process with emphasizes on the modiﬁed Hamming
distance formula. Section 6 presents the experimental work,
Section 7 introduces results and Section 8 gives the conclusion.Image 
acquisition
Iris 
segmentation
Iris 
normalization
Feature 
encodingMatching
Figure 1 Typical main steps of an iris recognition system.2. Previous work
Human iris possesses genetic independence and contains extre-
mely information-rich physical structure and unique texture
pattern which makes it highly complex enough to be used as
a biometric signature. Statistical analysis reveals that the iris
is the most mathematically unique feature of the human body
because of the hundreds of degrees of freedom it gives with the
ability to accurately measure its texture [1].
Reliable biometric veriﬁcation and identiﬁcation techniques
based upon iris patterns have been presented by Johnston [2],
Daugman [3,4], Wildes et al. [5–7], Boles [8,9].
Other known iris recognition systems have been introduced
by Zhu et al. [10], Lim et al. [11], Noh et al. [12], Tisse et al. [13]
and Ma et al. [14]. Motivated by these works, several research-
ers worked on enhancing the performance of iris recognition
systems. Some researches focus on improving the image acqui-
sition systems [15,16], some deals with enhancing the segmen-
tation algorithms [17,18], others are devoted to improving the
features extraction and encoding process [19,20].
In biometrics in general, it has been found that using multi-
ple images for enrollment and comparing the probe to multiple
gallery samples will result in improved performance [21–23].
Several papers show that this is also true for iris recognition.
Du [24] performed experiments using one, two, and three
images to enroll a given iris. The resulting recognition rates
are 98.5%, 99.5%, and 99.8%, respectively. Liu and Xie [25]
presented an algorithm that uses direct linear discriminant
analysis. Their results using 1200 images showed that recogni-
tion performance increases dramatically in going from two
images per iris to four images, and then incrementally from
4 to 8, and 8 to 10.
Algorithms that use multiple training samples to enroll an
image must decide how to combine the scores from multiple
comparisons.Ma et al. [26] suggested analyzing multiple images
and keeping the best-quality image. The same authors [27],
reported that the average of a three scores is taken as the ﬁnal
matching distance when matching an input feature vector with
three templates of a class. Krichen et al. [28] represent each class
in the gallery with three images, so that for each person and for
each test image, they kept the minimum value of its similarity
measure to the three images. The use of themin operation to fuse
a set of similarity scores is generally more appropriate. Consid-
eringmultiple scans of an iris, Schmid et al. [29] used the average
Hamming distance of multi-sample matching. This is compared
to using a log-likelihood ratio, and it is found that, in many
cases, the log-likelihood ratio outperforms the average
Hamming distance. Hollingsworth et al. [30] acquire multipleiris codes from the same eye and evaluate which bits are themost
consistent bits in the iris code. They suggest masking the
inconsistent bits in the iris code to improve performance.
3. Iris recognition system
The iris recognition process consists of ﬁve major steps. The
ﬁrst step is the image acquisition of a person’s eye at enroll-
ment time or check time. The second step is to segment the iris
out of the image containing the eye and part of the face, which
localizes the iris pattern. Step three is the normalization; here
the iris pattern will be extracted and scaled to a predeﬁned size.
Step four is the template generation; here the details of the iris
are ﬁltered, extracted and represented in an iris code. The last
step is the matching phase, where two iris codes will be com-
pared and a similarity score is computed. These steps are
shown schematically in Fig. 1.
In order to generate the base templates, we use Masek and
Kovesi’s algorithm [31,32] with appropriate modiﬁcations to
handle images from MMU1 database. The algorithm is based
primarily on the methods given by Daugman [3] and is out-
lined in the next subsections.
3.1. Segmentation
A good segmentation algorithm should involve two proce-
dures: iris localization and noise reduction. The iris localiza-
tion process takes the acquired image and ﬁnd both the
boundary between the pupil and iris, and the boundary
between the iris and the sclera. The noise reduction process re-
fers to localizing the iris from the noise (non-iris parts) in the
image. These noises include the pupil, sclera, eyelids, eyelashes,
and artifacts. Fig. 2 depicts the iris segmentation step.
Typical iris segmentation methods include Daugman’s inte-
gro-differential operator [3] and edge detection using the circu-
lar Hough transform [7]. Daugman’s method, which is used in
this work, assumes the pupillary and limbic boundaries of the
eye as circles and an integro-differential operator is utilized to
detect the iris boundary by searching the parameter space. The
circular boundary is detected when the integro-differential
operator attains its maximum. The iris boundary was de-
scribed with three parameters: the radius r, and the coordinates
of the center of the circle, x0 and y0. More recently, Daugman
[33] proposed alternative segmentation techniques to better
model the iris boundaries taking into account that the pupil-
lary and limbic boundaries are often not perfectly circular
and the eyelids or eyelashes occlusion.
3.2. Normalization
Different iris images may not be all of the same size, either due
to the change in distance from the camera or due to the
Figure 3 Normalized iris.
(a) Iris pattern
(b) Noise mask 
Figure 4 Feature encoding.
Iris localization Occlusion effect Noise reduction
Figure 2 Iris segmentation.
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contract. To compensate for the different size of each iris input
image, Daugman [34] resampled the segmented iris region to
the ﬁxed-size rectangular image by mapping the extracted iris
region into a normalized coordinate system. To accomplish
this normalization, every location on the iris image was deﬁned
by two coordinates (r, h), where 0 < r 6 1 and 0 6 h360
regardless of the overall size of the image. This normalization
assumes that the iris stretches linearly when the pupil dilates
and contracts. Although this approximation is good, it does
not perfectly match the actual deformation of an iris [35].
Fig. 3 shows the normalized iris segmented above.
3.3. Feature encoding
In the feature encoding step, a template representing iris pat-
tern information is created using a Gabor ﬁlter [34], log-Gabor
ﬁlter [36], or zero-crossing of the wavelet transform [9]. The
differences in lighting between two different images causes er-
ror when directly comparing the pixel intensity of two different
iris images. To alleviate this difﬁculty, Duagman [37] extracted
the features from the normalized iris image by using convolu-
tion with 2-D Gabor ﬁlters. In that system, the ﬁlters are mul-
tiplied by the raw image pixel data and integrated over their
domain of support to generate coefﬁcients which describe, ex-
tract, and encode image texture information. A noise mask
associated with the feature template is generated to mark the
corrupted bits in the template, Fig. 4.
3.4. Matching
The goal of matching is to evaluate the similarity of two iris
representations. Created templates are compared using the
Hamming distance [34] or Euclidean distance [38]. The nor-
malized Hamming distance used by Daugman measures the
fraction of bits for which two iris codes disagree. A low nor-
malized Hamming distance implies strong similarity of the iris
codes. If parts of the irises are occluded, the normalized Ham-
ming distance is the fraction of bits that disagree in the areas
that are not occluded on either image.
To account for rotation, comparison between a pair of
images involves computing the normalized Hamming distance
for several different orientations that correspond to circular
permutations of the code in the angular coordinate. The min-
imum computed normalized Hamming distance is assumed to
correspond to the correct alignment of the two images.
4. Template fusion
The idea of image fusion is used in pattern recognition and is
generally applied in two different ways. The ﬁrst involves seg-
menting the image then the segmented feature objects and theoriginal image are fused to improve the rate of object recog-
nition (the work presented in [38] is an example). The second
segments input image into different regions, then determines
the fusion weight according to the values of salience and vis-
ibility of each region, which reﬂect its clarity [39]. Decompos-
ing source image into blocks and reconstructing a ﬁnal fused
image by selecting the image blocks from the source images
based on the comparison of the outputs is also considered
[40].
The fusion strategy adapted here uses the majority rule in a
plain voting system [41] to combine different base templates.
Let T= {T1, . . . , TL} be a set of L base templates. Each
template Ti (i= 1, . . . , L) assigns an input feature vector
T e Rn to one of the possible C person classes. The output of
a fusion process is also a feature vector TfðtÞ 2 Rn containing
the decisions result of fusing individual base templates.
Fusion assumes that all templates in the set T are compet-
itive, instead of complementary. For this reason, each compo-
nent takes part in the decision of classifying an input vector T.
In the simple voting (by majority), the ﬁnal decision is taken
according to the number of votes given by the individual tem-
plates to each of the C classes, thus assigning a ﬁnal template
TfðtÞ 2 Rn to each class.
Simple voting is a simple combination method operating on
binary inputs (1 or 0). It works on feature templates as their
outputs can always be mapped to the binary representation.
Given a set of L base templates T= {T1, . . . , TL}, let t
l
ij,
i= 1, . . . , n and j= 1, . . . , m denote the entry at the ith row
and the jth column of the base template Tl and l= 1, . . . , L.
We deﬁne a voting index, /Tij , as
/Tij ¼
1
L
XL
l¼1
tlij ð1Þ
The entries of the ﬁnal template resulted from the fusion of the
L base templates are generated by
tfij ¼
1; /Tij > 0:5
0; /Tij 6 0:5
(
ð2Þ
In order to reﬂect the reliability of the bit values determined in
the voting count during the generation of the ﬁnal template, we
generate a weight template which may be regarded as a mea-
sure of conﬁdence of the features data loaded into the database
for a given class. The entries of weight template are associated
with the corresponding entries of the ﬁnal template and are
estimated as follows
1 0 1
1 1 0
0 1 0
1 0 0 1 0 1 1 1 0.6
0 1 1 0 1 1 0.6 1 0.6
1 1 0 1 1 0 0.6 1 1
1 0 1
0 1 1
1 1 0
(a)
Base Templates
(b)
Final template
(c)
Weight mask
Figure 5 Fusion of three assumed templates.
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/Tij ; /
T
ij > 0:5
1 /Tij /Tij 6 0:5
(
ð3Þ
The fusion process is illustrated in Fig. 5 using three assumed
templates. Given three features templates produced from three
images of the same eye, the assumed templates are shown in
Fig. 5a. The three templates are fused into one ﬁnal template,
Fig. 5b, by electing the major bit value at each entry. The reli-
ability of the elected bit value at each entry is determined by a
weight x, where 0:5 6 x 6 1, based on the number of the
majority value at that entry. The feature weight template pro-
duced is displayed in Fig. 5c for this illustration.
To account for the corrupted bits in the ﬁnal template due
to occlusion and/or illumination, the set of masks correspond-
ing to a given set of base templates are also fused into a ﬁnal
mask Mf and a mask weight Wm is generated. Eqs. (1)–(3)
are modiﬁed to be
/Mij ¼
1
L
XL
l¼1
mlij ð4Þ
mfij ¼
1; /Mij > 0:5
0; /Mij 6 0:5
(
ð5Þ
and
xMij ¼
/Mij ; /
M
ij > 0:5
1 /Mij ; /Mij 6 0:5
(
ð6Þ
When working with data sets that contain even number of tem-
plates, it is very frequent to obtain ties among some entries in
the ﬁnal decision. To solve this problem, several criteria can be
considered [42,43]. The details of this situation is beyond the
scope of this work. However, without any loss of generality,
we assume odd L.5. Template matching
The matching process is carried out using the Hamming dis-
tance as a metric for iris recognition. The Hamming distance
gives a measure of how many bits are the same between two
bit patterns. In comparing the bit patterns T and P, the Ham-
ming distance, HD, is deﬁned as the sum of disagreeing bits(sum of the exclusive-OR between T and P) over N, the total
number of bits in the bit pattern.
HD ¼ 1
N
XN
i
Ti  Pi ð7Þ
To account for corrupted bits due to noise, the Hamming dis-
tance is modiﬁed to incorporate noise masking. The modiﬁed
Hamming distance becomes [16]
HD ¼
PN
i ðTi  PiÞ \MTi \MPi
NPNi MTi \MPi ð8Þ
where  represents the exclusive OR, \ represents the logical
AND,¨ the logical OR andN is the number of bits represented
by each template and T and P are the two template to be com-
pared andMT andMP are the corresponding noise masks.
A modiﬁcation of Eq. (8) is proposed in [44] which is based
on a majority voting techniques and takes the form
HD ¼
PN
i ððTi  PiÞ \MTi \MPi Þ  xiPN
i ðMTi \MPi Þ  xi
ð9Þ
Bit-wise shifting is used to account for misalignments in the
normalized iris pattern caused by rotational differences during
imaging. One template is shifted and a number of Hamming
distance values are calculated from successive shifts. The low-
est value is taken as to indicate the best match between two
templates.
When comparing an iris template to a ﬁnal template in the
database we incorporate the weight template Wf as well as the
combined mask Mf. The Hamming distance formula proposed
then takes the form
HD ¼
P
i
P
jððTfij  TPij \Mij \MfijÞxfij  ðMij \MfijÞðI xmij ÞÞP
i
P
jðIMij \MfijÞxfij þ
P
i
P
jðMij \MfijÞxmij
ð10Þ
where Tfij and T
P
ij are the entries of the ﬁnal and presented tem-
plates, Mfij and Mij are the entries of ﬁnal mask and the pre-
sented mask; xfij and x
m
ij are the entries of the ﬁnal weight
and mask weight and, I is an array of ones. Eq. (10) differs
from Eq. (9) in that a compensation of the non-conﬁdence of
the corrupted bits evaluated in the weight mask are taken into
account.
6. Experimental work
6.1. Final template generation
Images form MMU1 database are used in this study. MMU1
iris database contributes a total number of 450 iris images col-
lected from 45 persons (class) each of them contributed ﬁve iris
images for each eye. Part of Libor Masek iris recognition code
[31] is used for iris segmentation, normalization and, feature
encoding. Minor adjustments to the localization algorithm is
introduced in order to properly locate the iris–pupil and the
iris–sclera boundaries for images from, MMU1.
The generation of the ﬁnal templates is achieved in two
phases. In the ﬁrst, a feature template, we call it base template,
is generated for each eye image. A noise mask associated with
each template is also generated. Thus we generate ﬁve base
templates and ﬁve masks for each eye for each person with a
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Enhancing iris recognition system performance using templates fusion 137total of 450 templates and 450 masks. In the other phase, the
ﬁve base templates of a given eye are fused to generate one ﬁ-
nal template for that eye. A weight template associated with
the ﬁnal template is generated as described in Section 3 above.
This phase results in 90 ﬁnal templates and 90 weight tem-
plates. Figs. 6 and 7 depict this process schematically.
Likewise, the ﬁve masks of each eye are fused into a ﬁnal
mask and an associate mask weight resulting in a 90 ﬁnal mask
and a 90 weight mask for 45 persons considered.
The weight templates and weight masks are utilized in the
matching process to reﬂect the conﬁdence in the ﬁnal template
and ﬁnal mask entries.
6.2. Template comparison
At the presentation time, the acquired image is processed and a
feature template and an associate noise mask are generated.
This template is compared with all the enrolled ﬁnal templates
and a Hamming distance (HD) is estimated. A comparison
points to a match between the presented eye image and the
enrolled person whose ﬁnal templates gives the minimum value
of HD within a predeﬁned threshold value.
We remark that according to Libor Masek algorithm 16
shifts are performed for each template comparison. Thus, for
the 450 base templates one would perform 7200 shift operation
to ﬁnd the minimum HD value. Whereas for the proposed
method only 1440 shifting operation are performed to come
to a decision.
7. Results
7.1. Storage size
We created two independent databases, one to enroll the tem-
plates generated using the Daugman’s (conventional) method
and the other to enroll the ﬁnal templates generated using
the proposed method. In the conventional approach two tem-
plates are stored for each image. In the proposed approach,
ﬁve base templates (of ﬁve images) are fused into a generalBase 
feature 
templates
Figure 6 Final feature template.
Base 
noise 
masks
Figure 7 Final noise mask.feature template and ﬁve base mask templates are fused into
a general mask template; along with two weight templates,
one associated with the feature and the other associated with0
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Figure 9 The ﬁve right eye images of person no. 32 compared to
fused general templates.
Table 1 Comparison of methods’ correct recognition rate.
Methods Correct classiﬁcation rate
Daugman’s 100%
Wildes Not applicable (veriﬁcation only)
Zhu et al. 93.2%
Ma et al. 99.85%
Our proposal 99.7%
138 A.I. Desoky et al.the mask. Thus, 10 templates and 10 images are stored for each
eye in the conventional approach; whereas only four templates
and two images are stored in the proposed template fusion
approach. The saving in databases size is nearly 78%. Fig. 8
depicts the size growth of both databases, in kB, during the
enrollment phase. The ﬁgure shows that the difference, which
represents the saving, between the size of both databases
increases as the number of enrolled persons increase.
7.2. Matching speed
As for veriﬁcation time, an improvement in the speed of the
matching process was noticeable. This is justiﬁed by the fact
that instead of comparing an introduced image template with
450 base templates, we compare the given template with only
90 ﬁnal templates. The improvement in computational speed
is also asserted by the fact that 20% of computation time
in the shifting process is only required in the proposed algo-
rithm. One should point out that an over head execution time
is required in the template fusion process during the enroll-5R1
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Figure 10 Templates of right eye images of person no. 5
compared to each other and to their fused template.ment phase. Yet, a great deal of computation time saving is
achieved.
7.3. Matching performance
The proposed template fusion approach presented here is tested
by using the 450 original eye images used in creating the fused
templates database. A threshold value of 0.3 is chosen as an
upper value of HD for an accepted match. The lowest value
of HD obtained in each run that satisﬁes the threshold is re-
garded as a true match. A sample of the results is shown in
Fig. 9, which displays the Hamming distance values obtained
from comparing each of the ﬁve right eye images of person num-
ber 32 to all the 90 fused templates. The identiﬁcation process
results in true match (TM) for the ﬁve introduced samples, as
displayed in the plots. The minimum values in the ﬁgures points
to class no. 64, which refers to the correct right eye template.
7.4. Performance of proposed and conventional techniques
The effectiveness of the proposed technique is demonstrated by
performing a comparison between the matching result of the
proposedmethod and the conventional method. Each of the ﬁve
images of an eye is matched with the other images (of the same
eye including the image itself) andwith the fused template of that
eye. A sample of the results is plotted in Fig. 10, where a Ham-
ming distance value of 0 is obtained, as expected, when an image
is matched with itself. However, the Hamming distance ob-
tained when an image is matched with each of the other four
images of the same eye is always higher than the Hamming dis-
tance obtained when matching the image with the fused tem-
plate. This observation implies that the performance of an iris
recognition system based on the proposed fusion strategy is bet-
ter than the performance of the conventional strategy whenever
the introduced image of an eye is different than the image en-
rolled previously in the database.
A comparative study of the proposed method against the
methods proposed by Daugman [20], Boles and Boashash [9]
and Ma et al. [26] which are the best known among existing
schemes for iris recognition are displayed in Table 1.8. Conclusion
As multiple images of the same eye may be required to improve
the performance of an image recognition system, this work pre-
sents an algorithm by which a given set of base templates are
fused to generate one ﬁnal template for the set. An experimen-
tal work using 450 images for 45 persons fromMMU1 database
reveals a reduction in database size by nearly an 78% and an
increase of veriﬁcation speed of about 80% is achieved while
maintaining about 99.7% accuracy of matching.
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