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Straipsnis skiriamas euristiniø optimizavimo algoritmø, kurie jau kelis deðimtmeèius traukia
kompiuteriø mokslo specialistø dëmesá, klasifikavimo klausimø aptarèiai. Jame apibrëþiami eu-
ristiniø algoritmø tikslai, paskirtis, jø principiniai skiriamieji faktoriai, savybës. Apþvelgiamos
svarbesniø euristiniø optimizavimo algoritmø (tokiø kaip atkaitinimo modeliavimas, tabu paieðka,
genetiniai algoritmai ir pan.) klasifikavimo schemos (metodikos). Nagrinëjamas universalios al-
goritmø sudedamøjø komponentø matricos – substanciniø konceptø sistemos – naudojimas kla-
sifikuojant euristinius algoritmus. Pabaigoje pateikiamos apibendrinamosios iðvados.
Reikðminiai þodþiai: algoritmai, algoritmø klasës, euristiniai ir metaeuristiniai algoritmai, algo-
ritmø klasifikavimas.
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Viena svarbių informatikos krypčių yra op-
timizavimo algoritmai, metodai ir jų tyrimas.
Didelę optimizavimo algoritmų klasę suda-
ro euristiniai algoritmai (EA) (angl. heuris-
tic algorithms), kurie pastaraisiais metais yra
labai išpopuliarėję ir tapę daugelio moksli-
ninkų kolektyvų tyrimų objektu (Du, Parda-
los, 1998; Floudas, Pardalos, 2001; Parda-
los, Resende, 2002; Hoos, Stützle, 2004;
Schneider, Kirkpatrick, 2006; Lee, El-Shar-
kawi, 2008; Siarry, Michalewicz, 2008;
Yang, 2008; EU/ME European Chapter on
Metaheuristics, 2009; Metaheuristics Net-
work, 2009). Reikšmingas EA plėtotės sti-
mulas yra intensyvėjanti tiek praktinė eks-
perimentinė, tiek mokslinė tiriamoji veikla
kartu su šioje veikloje iškylančiais sudėtin-
gais uždaviniais, kurie savo prigimtimi nere-
tai yra kombinatorinio (diskretinio) pobūdžio.
Formaliai tokius uždavinius galima aprašyti
pora (S, f); čia S yra diskretinių sprendinių
aibė, f – tikslo funkcija, kurios apibrėžimo
sritis yra aibė S, o reikšmių aibė – realieji
skaičiai. Tuomet išspręsti uždavinį (S, f) reiš-
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Terminas „euristinis algoritmas“ („euristika“)
optimizavimo uždavinių sprendimo konteks-
te buvo pasiūlytas G. Polya dar XX amžiaus
5-ajame dešimtmetyje (Polya, 1945), tačiau
ir šiuo metu ši sąvoka vis dar gana įvairiai trak-
tuojama. Įdomumo dėlei vienas optimizavimo
specialistų H. Streimas – tiesa, daugiau kaip
prieš 30 metų – buvo nurodęs 11 euristinių al-
goritmų apibrėžimų. Visgi daugelis tyrinėtojų
sutaria, kad euristiniai algoritmai yra tokios in-
telektualios optimizavimo uždavinių sprendi-
mo priemonės, kuriomis siekiama rasti aukštos
kokybės (bet nebūtinai optimalius) sprendinius
per priimtiną laiką (Michalewicz, Fogel, 2000).
EA negarantuoja, kad rasti sprendiniai bus op-
timalūs. Toks tikslas nekeliamas. Optimalumas
paaukojamas paieškos laiko labui. Tuo EA ski-
riasi nuo tiksliųjų algoritmų, užtikrinančių op-
timalaus sprendinio radimą; deja, šiuo atveju
laikas, reikalingas optimumui pasiekti,
dažniausiai yra susietas su uždavinio apimti-
mi eksponentine priklausomybe.
Svarbų vaidmenį euristiniuose optimiza-
vimo algoritmuose atlieka aplinkos funkcija
Θ: S → 2S. Ją naudojant bet kuriam sprendi-
niui s iš S galima priskirti poaibį Θ(s) ⊆ S –
sprendinio s aplinką (sprendinių kaimynų ai-
bę) (1 pav.). Aplinkų visuma nusako spren-
dinių erdvės topologiją. Sprendinys s• yra lo-
kaliai optimalus (lokalusis optimumas) ap-
linkos Θ atžvilgiu, jeigu kiekvienam spren-
diniui s′ iš aplinkos Θ(s•) galioja f(s•) ≤ f(s′).
Lokaliai optimalių sprendinių sąvoka yra
viena fundamentalių euristinių optimizavimo
algoritmų sąvokų. Ja iš esmės yra charakteri-
1 pav. Sprendinio s aplinkos Θ(s) iliustracija
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zuojama euristinių algoritmų – kaip lokalio-
sios paieškos (LP) algoritmų – prigimtis ir pa-
skirtis. Iš tiesų, EA veikimą galima su nedide-
lėmis išimtimis interpretuoti kaip tam tikrą
efektyvų sprendinių erdvės nagrinėjimo pro-
cesą (perėjimų iš vienų sprendinių aplinkų į




Nagrinėjant euristinius algoritmus, susiduria-
ma su sunkiai aprėpiamu jų daugialypiškumu
ir įvairove. Gali būti suskaičiuota iki kelioli-
kos stambių EA grupių ir mažiausiai kelių šim-
tų atskirų algoritmų. Euristiniai algoritmai ap-
ima išties labai didelę optimizavimo būdų įvai-
rovę: nuo paprastų konstrukcinių iki sudėtin-
gų metaeuristinių algoritmų (angl. metaheu-
ristics); nuo klasikinių vienetinių lokalių
sprendinių paieškos algoritmų iki savireguliuo-
jančių, apsimokančių sistemų modeliavimo
metodų; nuo mus supančio pasaulio proce-
sų imitacinių algoritmų (tokių kaip atkaiti-
nimo modeliavimas, genetiniai (evoliuci-
niai) algoritmai, skruzdėlių kolonijų elgse-
nos imitavimo algoritmai ir pan.) iki labai
jau dirbtinių, „sintetintų“ metodų (tokių kaip
tabu paieška, godžiosios randomizuotos
adaptyvios paieškos (GRAP) procedūros ir
kt.) (Glover, Kochenberger, 2002) (3 pav.).
Euristinius algoritmus galime klasifikuoti
atsižvelgdami į įvairius aspektus, pavyzdžiui,
pagal tai, kokie procesai ir kokiu abstrahavimo
lygiu imituojami (modeliuojami), koks algorit-
mo sudėtingumo (intelektualizavimo) laipsnis,
kiek ir kokių yra algoritmo struktūrinių dalių,
komponentų ir pan. (Blum, Roli, 2003; Caléga-
ri ir kt., 1999; Hertz, Kobler, 2000; Laguna,
2002; Osman, Laporte, 1996; Talbi, 2002; Va-
essens ir kt., 1998; Voß, 2001).
Ch. Blumo ir A. Roli veikale (2003) išski-
riamos tokios pagrindinės euristinių algorit-
mų kategorijos1:
2 pav. Paieškos proceso trajektorijų grafinis interpretavimas
Sprendinio s aplinkos sprendinys Sprendinys interpretuojamas tiesiog
kaip taškas plokštumoje
Paieškos trajektorija
1 Reikia nepamiršti, kad, būdami santykinai viena-
lyčiai, euristiniai algoritmai gali būti tarpusavyje jungia-
mi, derinami įvairiausiais būdais ir gaunami hibridiniai
algoritmai. Natūralu, kad sudėtingesnės struktūros hibri-
dinių algoritmų klasifikavimas tampa dar komplikuotes-
nis ir rafinuotesnis (Talbi, 2002).
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• imituojantys gamtos procesus ir jų ne-
imituojantys (angl. nature-inspired
and non-nature inspired);
• naudojantys sprendinių rinkinius (po-
puliacijas) ir jų nenaudojantys (angl.
population-based and single solution-
based);
• su statinėmis ir dinaminėmis tikslo
funkcijomis (angl. static and dynamic
objective function);
• pagrįsti viena ir keliomis (skirtingomis)
aplinkos funkcijomis (angl. one and va-
rious neighbourhood structures);
• su atmintimi ir be atminties (angl. me-
mory and memory-less algorithms).
Pateikti klasifikavimo pjūviai nėra vie-
nodai reikšmingi, tikslūs ir griežti. Štai pir-
mojo nurodyto klasifikavimo pjūvio atveju
ne taip lengva nuspręsti, ar, pavyzdžiui, mo-
dernieji sudėtiniai (hibridiniai) metodai yra
dar mus supančio pasaulio procesų imitavi-
mo algoritmai, ar tai jau dirbtinės, „atitolu-
sios nuo gamtos“ euristinės procedūros. Ne-
gana to, atrodo, jog kai kurie algoritmai ne-
tenkina nė vieno tų klasių kriterijaus. Čia
minėtina, pavyzdžiui, „Bolcmano mašinos“
(angl. Boltzmann machines) (Hinton, Sej-
nowski, 1987), „elastingieji tinklai“ (angl.
elastic nets) (Durbin, Willshow, 1987), „hi-
pereuristikos“ (angl. hyper-heuristics) (Bur-
ke ir kt., 2002), modifikuotų aplinkų nau-
dojimas (Glover, 1992), nemonotoninė pa-
ieška (angl. non-monotonic search) (Hajek,
Sasaki, 1989) ir kt.
Antrojo pjūvio atveju skiriamoji riba yra
kur kas aiškesnė: čia klasifikavimo kriteri-
3 pav. Pagrindinių euristinių algoritmų grupių diagrama





Skruzdėlių kolonijų imitavimo algoritmai 





Klasikiniai LP algoritmai 
(local search algorithms) 
Konstrukciniai algoritmai 
(constructive algorithms) 
Iteratyvioji lokalioji paieška 
(iterated local search) 
Paieška kintamose aplinkose 
(variable neighbourhood search) 
Dalelių spiečių algoritmai 
(particle swarm optimization) 
„Išsklaidyta paieška“ 
(scatter search) 
Algoritmai, naudojantys neuroninius tinklus 
(artificial neural networks) 
Lygiagretieji algoritmai 
Pasiskirstymo įvertinimo algoritmai 
(estimation of distribution algorithms) 
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jus yra algoritmo naudojamų vienu metu
sprendinių skaičius. Klasikiniai euristiniai
algoritmai paprastai operuoja su vienu spren-
diniu. Tačiau nemažai moderniųjų metodų
(pvz., genetiniai algoritmai) yra grindžiami
naudojamais sprendinių rinkiniais. Čia op-
timizavimo procesas asocijuojamas su indi-
vidų poaibių, t. y. populiacijų (ar populiaci-
jų „archipelagų“), tam tikru evoliucionavi-
mu, o ne pavienių sprendinių kaip taškų ju-
dėjimu.
Kai dėl tikslo funkcijos, dažniausiai euris-
tiniai algoritmai paieškos proceso metu išsau-
go fiksuotą (pradinę) tikslo funkcijos formą.
Tai nėra privaloma. Sprendžiant kai kuriuos
optimizavimo uždavinius, pasiekta gerų rezul-
tatų panaudojus specialiu būdu valdomos lo-
kaliosios paieškos (angl. guided local search)
metodiką, kurios esmė yra atitinkamos tikslo
funkcijos korekcijos. Trumpai tariant, užuot
transformavus sprendinius, koreguojama tikslo
funkcija (Voudouris, Tsang, 2002). Kitas at-
vejis yra uždavinio duomenų korekcijos, t. y.
tam tikrų triukšmų inkorporavimas į duome-
nis (angl. noising methods).
Didesnei daliai algoritmų būdingas vie-
nos fiksuotos aplinkos funkcijos naudojimas.
Būdinga išimtis yra paieška kintamose ap-
linkose (angl. variable neighbourhood se-
arch). (Tiesa, ir iteratyviojoje lokaliojoje
paieškoje (angl. iterated local search) gali-
mi perėjimai iš vienų aplinkų į kitas.)
Klasifikuoti algoritmus galima ir atsižvel-
giant į tai, ar yra naudojama atmintis, ar ne.
Nenaudojančius atminties algoritmus galima
suvokti kaip Markovo procesus, kuriuose, kaip
žinoma, tolesnę paieškos proceso kryptį lemia
tik tam tikru momentu esanti būsena (tipinis
pavyzdys yra atkaitinimo modeliavimo algo-
ritmai). Priešingybė Markovo procesams yra
tam tikrą atmintį naudojantys algoritmai (pa-
vyzdys – tabu paieškos procedūros). Labai
svarbi yra vadinamoji adaptyvioji atmintis
(angl. adaptive memory), kurios paskirtis –
akumuliuoti svarbius paieškos proceso para-
metrus, kad pagal juos būtų galima lanksčiai
reguliuoti paieškos pobūdį.
M. Laguna (2002) pasiūlė paprastesnę
klasifikavimo schemą – x/y/z-klasifikavimą.
Tai klasifikavimas savotiškoje trimatėje al-
goritmų sudaromųjų (komponentų) erdvėje.
Sudaromoji x skirta nurodyti, ar algoritmas
disponuoja adaptyviąja atmintimi (paieškos
proceso istorija), ar ne. Sudaromoji y apibrė-
žia paieškos proceso prigimtį (pvz., ar tai yra
sistemiška paieška, naudojant fiksuotą spren-
dinių aplinkų struktūrą ir apibrėžtą aplinkos
funkciją, ar tai grynai stochastinio (atsitikti-
nio) pobūdžio paieškos procesas). Pagaliau
z charakterizuoja sprendinių bazės matišku-
mą, kuris gali kisti nuo 1 (tai reiškia, jog
manipuliuojama su vienu sprendiniu) iki ku-
rio nors baigtinio sveikojo skaičiaus k (šiuo
atveju operuojama su sprendinių populiaci-
ja, sudaryta iš k sprendinių). Pavyzdžiui, kla-
sikinės lokaliosios paieškos algoritmas ga-
lėtų būti identifikuotas taip: „be adaptyvios
atminties“/„determinuota paieška sprendi-
nių aplinkose“/„1“.
P. Calégari ir kt. (1999) savo straipsnyje
yra pateikę klasifikavimo metodiką, orien-
tuotą atskirai į euristinių algoritmų katego-
riją – evoliucinius algoritmus. Evoliuciniai
algoritmai klasifikuojami naudojant vadina-
mąją evoliucinių algoritmų lentelę (angl. tab-
le of evolutionary algorithms – TEA). Tokią
lentelę sudaro aštuoni stulpeliai ir viena ei-
lutė. Stulpelius atitinka pagrindiniai struk-
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tūriniai algoritmų komponentai (ingredien-
tai), o eilutėje nurodomos tam tikros kom-
ponentų reikšmės. Siūlomi tokie klasifika-
vimo ingredientai (taip pat žr. 4 pav.): 1) po-
puliacijos, t. y. sprendinių (individų) rinki-
nio dydis; 2) populiacijos struktūruotumas;
3) paveldėjimo informacija, t. y. individų pa-
veldimų savybių šaltinis; 4) populiacijos at-
naujinimo pobūdis; 5) galimybė operuoti su
neleistinais sprendiniais; 6) individo istori-
ja (informacija, gauta evoliucionuojant pro-
cesui); 7) atsitiktinumai (mutacijos,
triukšmai); 8) pagerinimo algoritmas, t. y.
procedūra naujai gaunamiems sprendiniams
optimizuoti.
Atskiros evoliucinio algoritmo lentelės
su atitinkamomis algoritmo komponentų
reikšmėmis pavyzdys pateikiamas 5 pav.
Universalizuoto klasifikavimo
paradigma
Pirmiau aptarta evoliucinių algoritmų kla-
sifikavimo schema galėtų būti pritaikyta ir
platesnei euristinių algoritmų visumai. Siū-
loma mintis, kad galbūt yra galimà hipoteti-
nė euristinių (ir ne tik) algoritmų matrica,
savotiškas universumas – nelyginant Men-
delejevo periodinė cheminių elementų len-
telė (jei tik toks sugretinimas čia tinkamas).
Tai ir yra pamatinė universalizuoto klasifi-
kavimo paradigmos idėja. Universaliajai al-
goritmų matricai būtinas fundamentalių al-
goritmų sudedamųjų (substancinių) elemen-
tų (komponentų) – tam tikrų konceptų – ra-
dimas. Tai nėra paprastas dalykas. Visų pir-
ma, išlieka svarbus atviras klausimas dėl to-












































































































        
 































































































































 informacija paveldima iš 2 sprendinių („tėvų“); 
 
‡
 visiškas pakeitimas (visų populiacijos narių atnaujinimas) 
 
5 pav. Standartinio genetinio algoritmo komponentų lentelė
p lnasi
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sistemos, baigtinumo. Antra, net ir tos mat-
ricos baigtinumo prielaidos atveju anaiptol
nėra aišku, kiek ir kokių tų substancinių
komponentų gali potencialiai egzistuoti.
Šiaip ar taip, sudaryti baigtinę substancinių
konceptų matricą yra neįmanoma be siste-
minių, integruotų teorinių analitinių ir em-
pirinių praktinių tyrimų.
Pateiktoje paradigmoje – skirtingai ne-
gu A. Misevičiaus (2003) ir E. Talbi (2002)
darbuose, kuriuose daugiau dėmesio telkia-
ma į algoritmų realizavimo, funkcionavimo
būdus, – mes pabrėžiame struktūrinius algo-
ritmų komponentus, taip sakant, algoritmų
„projekciją“ substancinių konceptų lauke.
Yra siūloma tokia prototipinė pagrindi-
nių algoritmų substancinių konceptų aibė2 :
♦ sprendinio konstravimas (trumpai žy-
mėsime S);
♦ paieškos proceso valdymo taisyklės
(T)∗;
♦ sprendinių transformacijos (ST)∗∗;
♦ aplinkos funkcija (F);
♦ adaptyvioji atmintis (A);
♦ grįžtamasis ryšys (GR)∗∗∗;
♦ triukšmai (Tr)∗∗∗∗.
∗ Valdymo taisyklės galėtų apimti spren-
dimus apie sprendinių priėmimą / atmetimą,
baigimo sąlygų (pvz., paieškos iteracijų skai-
čiaus) apibrėžimą ir t. t. (Savo ruožtu spren-
dimai gali būti priimami determinuotai ar
naudojant tikimybines funkcijas.)   ∗∗ Gali-
mi skirtingi sprendinių transformacijų va-
riantai, pavyzdžiui: perėjimas iš vieno spren-
dinio į kitą sprendinį (trumpai „vienas-vie-
nas“ (S → S)); sprendinio sudarymas naudo-
jant porą ar daugiau sprendinių („du-vienas“
(S × S → S), „daugelis-vienas“ (2S → S));
operacijos su sprendinių populiacijomis
(„daugelis-daugelis“ (2S → 2S)).   ∗∗∗ Grįžta-
masis ryšys leidžia reikiamu būdu veikti pa-
ieškos procesą, suintensyvinant jį vienose
ar kitose sprendinių erdvės srityse, atsižvel-
giant į aposteriorinę informaciją, sukauptą
iki tol vykusio proceso metu.   ∗∗∗∗ Termi-
nu „triukšmai“ norima įvardyti uždavinio
sprendinių (duomenų) ar tikslo funkcijos
reikšmių įvairios prigimties deformacijas.
Prototipinių substancinių konceptų rin-
kinį formaliai aprašykime kaip aibę Ψ, t. y.
Ψ = {S, T, ST, F, A, GR, Tr}. Tuomet hipo-
tetinė algoritmų (klasių) erdvė galėtų būti
apibrėžta aibe Ω = 2Ψ; čia Ω žymi aibę, su-
darytą iš visų galimų aibės Ψ narių poaibių,
t. y. Ω = {{S}, {T}, {ST}, ..., {Tr}, {S, T},
{S, ST}, ..., {S, Tr}, {T, ST}, ..., {GR, Tr},
{S, T, ST}, {S, T, F}, ..., {S, T, Tr},
{T, ST, F}, ..., {A, GR, Tr}, {S, T, ST, F}, ...,
{F, A, Gr, Tr}, ..., {S, T, ST, F, A, GR, Tr}}.
Atskiros algoritmų klasės gali būti identifi-
kuojamos taip: <skaičius><koncepto iden-
tifikatorius> [,<koncepto identifikatorius>]
[, ...]; čia <koncepto identifikatorius> ::
= S | T | ST | F | A | GR | Tr, o skaičius nuro-
do, kiek algoritmų klasė turi ją apibrėžian-
čių substancinių konceptų, pavyzdžiui, 1S,
2S, T; 3S, T, F ir pan.
Algoritmų su vienu sprendinio konstra-
vimo konceptu klasei (1S) priklausytų kon-
strukciniai algoritmai, iš jų ir algoritmai, ge-
neruojantys vieną sprendinį randomizuotu
būdu. (Kiti konceptai čia nėra aktualūs, nes
formuojamas tik vienas pradinis sprendinys,
toliau jo neoptimizuojant.) Daugiakarčio
2 Naujų konceptų analizės ir išplėsto (ar galimo pil-
no) substancinių konceptų rinkinio formavimo klausimai
galėtų būti atskiro darbo tema.
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sprendinių generavimo (angl. multi-start) at-
veju (2S, T) yra jau aktualu ir sprendinių pri-
ėmimo / atmetimo taisyklės (taip pat baigi-
mo sąlyga). Lokaliosios paieškos algoritmų
grupėje (3S, T, F), be to, turi būti apibrėžta
aplinkos funkcija (kitaip tariant, sprendinių
aplinkų struktūra – topologija). Genetinių
(evoliucinių) algoritmų šeimoje (3S, T, ST)
svarbų vaidmenį atlieka sprendinių transfor-
macijos (šiuo atveju evoliuciniai operatoriai,
tokie kaip atrinkimas (selekcija), kryžmini-
mas, mutavimas). Tabu paieškos algoritmuo-
se (4S, T, F, A) papildomai naudojama adap-
tyvioji atmintis. Hibridiniuose algoritmuo-
se (4S, T, ST, F; 5S, T, ST, F, A) derinama
lokalioji ir/arba tabu paieška bei sprendinių
transformacijos. Panašiai galėtume identifi-
kuoti ir kitas algoritmų klases.
Taip kaip cheminiai elementai yra suri-
kiuoti periodinėje lentelėje pagal elementa-
riųjų dalelių (elektronų) atomuose skaičių –
taip ir algoritmų klasės galėtų būti rikiuoja-
mos atsižvelgiant į substancinių konceptų
skaičių (savotišką valentiškumo skaičiaus
analogą). Taigi, algoritmų grupė 〈 1S, 1T,
1ST, ... 〉  priklausytų „vienvalenčių“ algo-
ritmų klasei, 〈 2S, T; 2S, ST; 2S, F; ... 〉  –
„dvivalenčių“ algoritmų klasei ir t. t. Atski-
ri konceptai surikiuotose algoritmų grupėse
periodiškai atsikartotų.
Algoritmų klasių su tuo pačiu valentiš-
kumo (t. y. konceptų) skaičiumi panašumas
gali būti kiekybiškai apibrėžiamas kaip ati-
















ℑ  ir 
2
ℑ  konceptų aibes).
Algoritmų su didesniu konceptų (valen-
tiškumo) skaičiumi klasės paveldi atitinka-
mas algoritmų su mažesniu konceptų
skaičiumi klasių savybes, jeigu egzistuoja
kokia nors netuščia tas klases charakteri-
zuojančių konceptų poaibių sankirta. Pa-
vyzdžiui, klasė 3S, ST, F paveldi klasės 2S, F
savybes ({S, ST, F} ∩ {S, F} ≠ ∅) (6 pav.).
6 pav. Algoritmų klasių „genealoginio medžio“
fragmentas
Naujoji paradigma leidžia lengvai forma-
lizuoti naujų išvestinių, hibridinių algorit-
mų3  klasių aprašymą naudojant aibių teori-
jos sąjungos operaciją. Pavyzdžiui, kombi-
nuotų genetinės lokaliosios paieškos algo-
ritmų klasė gali būti apibrėžta tiesiog kaip
genetinių algoritmų klasės ir lokaliosios pa-
ieškos klasės konceptų aibių sąjunga, t. y.
{S, T, ST} ∪ {S, T, F}.
Išvados
Šiame straipsnyje išnagrinėti kai kurie klau-
simai, susiję su euristinių optimizavimo al-
goritmų klasifikavimu. Apžvelgtos svarbes-
nių euristinių algoritmų (EA) klasifikavimo
schemos (metodikos), išskiriant esminius
skiriamuosius algoritmų faktorius. Šie fak-
3 Išvestinių, hibridinių algoritmų sudarymas yra eks-
plikatyvus (nepraplečia konceptų aibės), skirtingai nuo
implikatyvaus algoritmų aibės išplėtimo įterpiant naujus
fundamentalius algoritmų sudedamuosius komponentus,
t. y. konceptus.
 1S 
2S,F 2S,T 2S,ST 2S,A 
3S,F,A 3S,T,F 3S,ST,F 3S,F,GR 
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ON THE CLASSIFICATION OF HEURISTIC ALGORITHMS
Alfonsas Misevičius, Jonas Blonskis, Vytautas Bukšnaitis
S u m m a r y
(evolutionary) algorithms, ant colony optimiza-
tion, etc. We also analyze the basic aspects of a
universal classification template based on a set of
so-called substantial concepts, i.e. the fundamen-
tal structural components of the algorithms. The
paper is completed with concluding remarks.
Key words: algorithms, heuristic and meta-
heuristic algorithms, classification of algorithms.
