In this paper we will examine the asymptotic behaviour of the iterates of linear maps A : R n → R n that are nonexpansive (contractive) with respect to a classical p-norm on R n . As a main result it will be shown that if 1 p ∞ and p / = 2, there exists an integer q 1 such that the sequence (A kq x) k is convergent for each x ∈ R n . Moreover the integer q is the order, or twice the order, of a permutation on n letters.
Introduction
It is known that the theory of Perron and Frobenius concerning the distribution of eigenvalues of nonnegative matrices can be used to predict the asymptotic behaviour of the iterates of nonnegative linear maps A : R n → R n (see [11, 13] ). For instance, if A is a column stochastic matrix one can use it to show that there exists an integer q 1 such that the sequence (A kq x) k is convergent for each x ∈ R n , and q is the order of a permutation on n letters. Situations like this frequently appear in the study of Markov chains (see [13] ).
To apply the Perron-Frobenius theory, the condition that A is nonnegative is crucial and there seems no way to deal with other matrices via reduction to nonnegative ones.
We will present a different method, which relies only on the nonexpansiveness and is independent of Perron-Frobenius. It is based on the intuitive idea that the iterates behave asymptotically like a projection composed with an isometry on the range of the projection. The ensuing projections turn out to be nonexpansive and then results by Douglas [5] and Ando [2] yield that their ranges are isometrically isomorphic to p-normed spaces of lower dimension. The isometries are identified by a theorem by Banach [3] , which says: 
Main theorem
Before we state the main theorem we shall recall several definitions. For 1 p < ∞ the p-norm on R n is defined by
and the ∞-norm or sup-norm is given by
. . , x n ).
A map F : R m → R n is called nonexpansive with respect to a norm · on R m and · on R n if
F (x) − F (y)
x − y for every x, y ∈ R m .
If equality holds in (1) for each x, y ∈ R m , then F is called an isometry. In case both norms are p-norms (1 p ∞) we simply say p-nonexpansive and p-isometry.
A point x ∈ R n is called a periodic point of F : R n → R n if F q (x) = x for some integer q > 0 and q is called a period of x. The smallest such q is the minimal period of x.
On R n we define a partial ordering by x y if x i y i for i = 1, . . . , n. Further, for each x, y ∈ R n we let x ∨ y denote the least upper bound of x and y, so (x ∨ y) i = max{x i , y i } for i = 1, . . . , n. Similarly, x ∧ y denotes the greatest lower bound of x and y, so (x ∧ y) i = min{x i , y i } for i = 1, . . . , n.
A linear map A : R n → R n is called nonnegative if Ax 0 for all x 0. Observe that a linear map A : R n → R n is nonnegative if and only if each entry in the matrix A is nonnegative.
We can now state the main theorem as follows. We should mention that some similar results exist for the iterates of nonlinear p-nonexpansive maps. In fact, the assertions (i) and (ii) in Theorem 2.1 are true for arbitrary maps F : R n → R n with F (0) = 0 that are nonexpansive with respect to the 1-norm or the sup-norm (see [1, 8, 15] ). However, at the present time there is no characterization as in (iii) of Theorem 2.1 of the possible periods of such maps (see [8, 10] ). In [14] the result of Theorem 2.1 is claimed for 1 < p < ∞, but the proof given there is not complete. It is explained in [8] that the paper contains gaps and unjustified assertions. We feel that a complete and clean proof of Theorem 2.1 is in order. Indeed, we are particularly interested in the case p = 1 and the interplay of the geometric arguments that are at the core of the result. Furthermore, we want to make a connection with the observations made by Nussbaum [9] and Scheutzow [12] concerning the relation between lower lattice homomorphisms and the possible periods of some nonlinear nonexpansive maps.
Let us now outline the paper. The remaining part is divided into three sections. In the first two we will prove some preliminary results concerning nonexpansive projections and the ranges of p-nonexpansive projections. In Section 5 we will use these results to prove Theorem 2.1. As a corollary we will conclude that if 1 p ∞ and p / = 2, the eigenvalues of every linear p-nonexpansive map A : R n → R n on the unit circle are roots of unity.
Projections ensuing from iterations
A linear map P : R n → R n is called a projection if P 2 x = P x for every x ∈ R n . Nonexpansive projections appear naturally in the study of the iterates of linear nonexpansive maps, as the following lemma shows. 
We will denote by L the vector space of all linear maps from R n to R n , equipped with the norm induced by · . Note that every bounded sequence in L has a convergent subsequence. Because A is nonexpansive, we have A k 1 for all k 1. We now prove the following claim.
To prove the claim note that for each m ∈ N we have that We use Claim 1 to prove that To prove the other assertions we need the following claim.
Claim 2. If the sequence (k i ) i in N with
To prove this claim note that A [B] ⊂ D follows from Claim 1. For y ∈ D there exists a sequence (x l ) l in B with y = A l x l for all l ∈ N. The sequence (x k i ) i has a convergent subsequence given by (i j ) j , with limit u ∈ B and then
Let us now construct the projection P . Recall that every sequence of (A k ) k has a subsequence that converges in L. Choose a sequence
It is immediate that P is linear and nonexpansive with respect to · . By Claim 2 (and the special choice of (k i ) i ), P [B] = D, and by linearity we obtain that P [R n ] = R. To establish that P is a projection we first show that P x = x for all x ∈ D. Recall that (A k i ) i is convergent; denote its limit by A and let x ∈ D. According to Claim 2, there exists u ∈ B with A u = x. Consider the equality
for j = 1, 2, . . . The left-hand side converges to A u and the right-hand side to P (A u). Therefore A u = P A u, and x = P x. By linearity of P it follows that P x = x for all x ∈ R and since also P [R n ] = R, P is a projection. Finally we prove that A is an isometry on R. From the definition of P and the nonexpansiveness of A it follows that for each x ∈ D one has x = P x Ax and Ax x . Therefore Ax = x for all x ∈ R.
At this stage, it is interesting to know which subspaces of R n can be the range of a p-nonexpansive projection. In the next section we will address this problem.
The ranges of p-nonexpansive projections
The subspaces that are the ranges of nonexpansive projections have been characterized for a large class of L 1 -spaces in a remarkable paper [5] by Douglas. These results were subsequently used by Ando in [2] to characterize the ranges of nonexpansive projections on L p -spaces.
In this section we will discuss, within our setting, a particular result from these papers. In fact, we will show that if p = 1 or 2 < p < ∞ and R is the range of a pnonexpansive projection P : R n → R n , then there exist an integer m with 0 m n and a linear p-isometry T from R m onto R. To prove this result we will first show several technical lemmas. These lemmas allow us to prove a theorem from which the result is derived as a corollary. We emphasize that many ideas in this section can be found in [2, 5] .
Throughout this section it is convenient to think of R n as the space of functions x : {1, . . . , n} → R, where x(i) is denoted by x i . In this way it is natural to define for x, y ∈ R n the product xy ∈ R n by (xy) i = x i y i for i = 1, . . . , n. Furthermore, for x ∈ R n the absolute value |x| ∈ R n is defined by
. Using these definitions we can state the first technical lemma as follows. Proof. Let x ∈ R and y ∈ R n be such that S(y) ⊂ S(x), and write
where α i ∈ R and e i denotes the ith unit vector. There exists µ 0 such that for each i ∈ S(x) we have 0 e i |µx|. Since P is 1-nonexpansive and x ∈ R we obtain
so that P 0 − P µx 1 = P 0 − P e i 1 + P e i − P µx 1 . This equality implies that 0 |P e i | |P µx| and hence 0 |P e i | |µx|.
Using these inequalities we find that S(P e i ) ⊂ S(x) for each i ∈ S(x). Combining this with S(y) ⊂ S(x) yields
which proves the lemma.
This lemma will be used to prove the following result.
Lemma 4.2.
If P : R n → R n is a 1-nonexpansive projection with range R, then for each x, y ∈ R we have that χ S(x) y ∈ R and there exists z ∈ R with S(z) = S(x) ∩ S(y).
Proof. To prove the first assertion let x, y ∈ R and remark that
Now note that
This implies that χ S(x) c P χ S(x) c y = P χ S(x) c y.
Using (2) we now obtain P χ S(x) c y = χ S(x) c y and hence χ S(x) c y ∈ R. As R is a subspace y − χ S(x) c y = χ S(x) y is in R. To complete the proof put z = χ S(x) y and observe that S(z) = S(x) ∩ S(y).
By using the ideas of Ando [2] one can extend this lemma to the ranges of pnonexpansive projections with 2 < p < ∞. A detailed proof of the version below can be found in [7, Lemma 2.a.5, p. 55].
Lemma 4.3. Let
2 < p < ∞. If P : R n → R n
is a p-nonexpansive projection with range R, then for each x, y ∈ R we have that χ S(x) y ∈ R and there exists z ∈ R such that S(z) = S(x) ∩ S(y).
A subspace R that has the property that for any x, y ∈ R the restriction of y to the support of x is in R is spanned by vectors with disjoint supports. 
From Step 2 it follows that for each equivalence class [k] in S(R) there exists z ∈ R with S(z) = [k]
. Number these points z 1 , . . . , z m . Here m is the number of distinct equivalence classes.
Step 
Hence there are i, j in S(z k ) with i ∈ S(z k − µy) and j / ∈ S(z k − µy). As R is a subspace, z k − µy ∈ R. This however implies that i and j are not in the same equivalence class, which contradicts the choice of z k . This completes the proof.
A combination of the lemmas in this section amounts to the following theorem. Proof. The first assertion in the theorem follows immediately from a combination of the Lemmas 4.2 and 4.3 with Lemma 4.4. To prove the second assertion we will first show that if P is nonnegative and x ∈ R, then x ∨ 0 ∈ R. Let x ∈ R and P be nonnegative. Remark that x ∨ 0 − x 0. Therefore P (x ∨ 0) − P x 0 and hence P (x ∨ 0) x ∨ 0 0. As the p-norm is strictly increasing for 1 p < ∞ and P (x ∨ 0) p x ∨ 0 p we find that P (x ∨ 0) = x ∨ 0 and hence x ∨ 0 ∈ R. Similarly if x ∈ R, then −x ∈ R and hence (−x) ∨ 0 ∈ R. So, we find that |x| = x ∨ 0 + (−x) ∨ 0 is in R. Now it follows that we may replace z k by |z k | for k = 1, . . . , m.
Conversely, if 1 p < ∞ and z 1 , . . . , z m ∈ R n have mutually disjoint supports, then one can find a p-nonexpansive projection P : R n → R n with range span {z 1 , . . . , z m }. Indeed, provided that z k p = 1, 1 k m, one can define
Here sgn(z k ) i = sgn(z k i ) for i = 1, . . . , n. Furthermore, we observe that if the nonexpansive projection P in the theorem is nonnegative, then its range R is a linear sublattice.
From the theorem we now deduce the following corollary. 
If P is nonnegative we can assume by Theorem 4.5 that z k 0 for every 1 k m, so that T and T −1 are nonnegative.
Proof of the main theorem
With the aid of the results from the previous sections we can now prove the main theorem.
Proof of Theorem 2.1. We will begin by proving the theorem for p = 1 and 2 < p < ∞. Subsequently, we will use duality to extend the theorem to 1 p ∞ with p / = 2. Suppose that p = 1 or 2 < p < ∞. Let P : R n → R n be the p-nonexpansive projection and let R be the range of P as in Lemma 3.1.
Claim 1.
There exists q ∈ N such that A q x = x for each x ∈ R, and q = |π| or q = 2|π| for some permutation π on n letters.
As R is the range of a p-nonexpansive projection there exist by Corollary 4.6 an integer m n and a linear p-isometry T :
Since A restricted to R is a p-isometry, the map B is a p-isometry. Using Banach's result, Theorem 1.1, we conclude that B is a signed permutation matrix. Hence there exists q ∈ N such that B q z = z for all z ∈ R m , and q = |π| or q = 2|π| for some permutation π on n letters. Remark that A q x = T B q T −1 x = x, and from this the claim follows.
To continue the proof we show the following claim.
Claim 2.
If q ∈ N is as in Claim 1, then for each x ∈ R n the sequence (A kq x) k is convergent.
Consider the sequence (A k x) k . As A k x 1 x 1 for all k 1, the sequence has a convergent subsequence (A k i x) i say with limit η. By Lemma 4.1 we have that d(A k x, R) → 0 for k → ∞, and hence η ∈ R. From Claim 1 it follows that A q η = η.
Remark that there exists an integer j with 0 j < q such that the set {i : k i ≡ j mod q} has infinitely many elements. Hence there exists a sequence (m l ) l with m l → ∞, such that (A j +m l q x) l converges to η. As A is continuous we obtain
Put ξ = A q−j η. From
it follows that ( A kq x − ξ p ) k is a decreasing sequence. Using (3) we see that ( A kq x − ξ p ) k has a convergent subsequence with limit zero. Therefore, the sequence (A kq x) k converges to ξ .
The assertions (i) and (iii) follow directly from the Claims 1 and 2. In order to obtain (ii) we remark that if (A kq x) k converges to ξ , then A q ξ = ξ and hence ξ is a periodic point of minimal period r where r divides q. To prove the last assertion of the theorem we remark that if A is nonnegative, then we can by Corollary 4.6 take T and T −1 to be nonnegative. It now follows from Banach's theorem that B is actually a permutation matrix. Therefore each x ∈ R is a periodic point of A, and the minimal period of x is the order of a permutation on n letters. Now let 1 < p < 2 or p = ∞ and assume that A : R n → R n is a linear p -nonexpansive map. By duality the transpose A T of A is p-nonexpansive, where 1/p + 1/p = 1 if 1 < p < 2, and p = 1 if p = ∞. As 2 < p < ∞ or p = 1, we know that there exists q ∈ N such that ((A T ) qk x) k is convergent for each x ∈ R n , and q is the order, or twice the order, of a permutation on n letters. By taking for x the unit vectors e i (i = 1, . . . , n) we see that the sequence of matrices ((A T ) qk ) k is convergent. Therefore the same is true for A and from that the assertions (i)-(iii) of the theorem follow. If A is nonnegative, then so is A T , yielding also the last statement of the theorem.
The theorem has several consequences. To begin, it follows from (i) that the sequence (A kq ) k is convergent. This can be seen by taking for x the unit vectors e i (i = 1, . . . , n). From Lemma 3.1 it follows that its limit can be written as T BT −1 P , where P is a nonexpansive projection, T is the linear isometry from Corollary 4.6, and B is a signed permutation matrix.
Secondly, we can give a complete characterization of the set of possible minimal periods of periodic points of linear p-nonexpansive maps in terms of arithmetical and combinatorial constraints. Indeed, let L(n, p) denote the set of integers r 1 such that there exists a linear p-nonexpansive map A : R n → R n that has a periodic point of minimal period r. Likewise, let M(n, p) denote the set of possible minimal periods of periodic points of nonnegative linear p-nonexpansive maps A : R n → R n . For 1 p ∞ with p / = 2 the theorem implies that L(n, p) = {r 1 : r = |π| or r = 2|π| for a π ∈ S n } and M(n, p) = {r 1 : r = |π| for a π ∈ S n }, where S n denotes the set of permutations on n letters. Another consequence of the theorem concerns the eigenvalues of modulus one of linear p-nonexpansive maps.
Corollary 5.1. Let 1 p ∞ and p / = 2. If A : R n → R n is a linear p-nonexpansive map, then there exists q ∈ N with q ∈ {r 1 : r = |π| or r = 2|π| with π ∈ S n } such that for each eigenvalue λ ∈ C of A with |λ| = 1 one has that λ q = 1.
Proof. Take q ∈ N from Theorem 2.1. Let λ ∈ C be an eigenvalue of A with |λ| = 1. Hence there exists x ∈ C n with x / = 0 such that Ax = λx. Then q = |π| or q = 2|π| for some permutation π on n letters and
with ξ 1 , ξ 2 ∈ R n . On the other hand A kq x = λ kq x for all k 1 and since x / = 0 this yields that the sequence (λ kq ) k is convergent. Let µ ∈ C be its limit. Now it follows that λ q µ = µ. Since |λ| = 1 we know that µ / = 0 and hence λ q = 1.
This corollary adds to the Frobenius theorem [6] stating that for a nonnegative matrix with spectral radius one, the eigenvalues on the unit circle are roots of unity.
Let us now discuss the relation between our results and some observations by Scheutzow [12] and Nussbaum [9] . They have shown for certain nonlinear nonnegative nonexpansive maps that the set of periodic points forms a lower semilattice, that is to say that the set is closed under the operation ∧. Moreover they proved that the considered nonexpansive map restricted to the set of periodic points preserves the ∧ operation. In our case the set of periodic points forms a linear sublattice in R n and the linear nonnegative p-nonexpansive map restricted to this linear sublattice can be written as T BT −1 , where T is the linear isometry from Corollary 4.6 and B is a permutation matrix. As T , T −1 , and B all preserve the operations ∧ and ∨ the map restricted to the linear sublattice is a lattice isomorphism.
Finally we would like to remark that Theorem 1.1 can be generalized for n / = 2, 4 to symmetric norms on R n that are not equal to the 2-norm (see [4] ). In the light of our results it would be interesting to know for which spaces with a symmetric norm, the range of each nonexpansive projection is isometric isomorphic with a symmetric normed space.
