Abstract. Following the methods of [13] , we introduce an extended version of von Neumann dimension for representations of a discrete, measure-preserving, sofic equivalence relation. Similar to [13] , this dimension is decreasing under equivariant maps with dense image, and in particular is an isomorphism invariant. We compute dimensions of L p (R, µ) ⊕n for 1 ≤ p ≤ 2. We also define an analogue of the first l 2 -Betti number for l p -cohomology of equivalence relations, provided the equivalence relations satisfies a certain "finite presentation" assumption. This analogue of l 2 -Betti numbers may shed some light on the conjecture that cost (as defined by Levitt in [17] ) is one more than l 2 -Betti number (as defined by Gaboriau in [9]) of equivalence relations. First let us introduce some preliminary definitions. Definition 1.1. A discrete measure preserving equivalence relation is a triple (R, X, µ) where (X, µ) is a standard probability space. And R ⊆ X × X, is a subset satisfying the following properties:
Introduction
First let us introduce some preliminary definitions. Definition 1.1. A discrete measure preserving equivalence relation is a triple (R, X, µ) where (X, µ) is a standard probability space. And R ⊆ X × X, is a subset satisfying the following properties: Property 1: for almost ever x ∈ X, we have (x, x) ∈ R : Property 2: for almost every x ∈ X, and for every y, z ∈ X such that (x, y), (y, z) ∈ R we have (x, z) ∈ R, Property 3: for almost every x ∈ X, and for every y ∈ X such that (x, y) ∈ R we have (y, x) ∈ R, Property 4: for almost every x ∈ X, {y ∈ X : (x, y) ∈ R} is countable, Date: March 28, 2013.
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Property 5: for every B ⊆ R so that x → |{y : (x, y) ∈ B}| is measurable we have y → |{x : (x, y) ∈ B}| is measurable, we shall call such sets measurable subsets of R, Property 6: for every B ⊆ R measurable we have X |{y : (x, y) ∈ B}|, dµ(x) = X |{y : (y, x) ∈ B}| dµ(x),
We define the measure µ on R by µ(B) = X |{y : (x, y) ∈ B}| dµ(x). Definition 1.2. Let (R, X, µ) be a discrete measure preserving equivalence relation. A partial R-morphism is a bimeasurable bijection φ : A → B where A, B are measurable subsets of X, and such that (φ(x), x) ∈ R for almost every x. We will denote φ −1 to be the partial morphism ψ : B → A which is the inverse of φ. It follows from our definitions that φ is necessarily measure-preserving. We will set A = dom(φ), B = ran(φ). If C ⊆ X is measurable, we let Id C : C → C be the partial morphism which is the identity on C. We will let [[R] ] denote the set of all partial R-morphisms, we let [R] = {ψ ∈ [[R]] : µ(dom(φ)) = 1}, we will identify elements in [[R] ] when the set on which they differ is null. If A ⊆ X is measurable and µ(A) > 0, we let R A be the equivalence relation over (A, We let τ : L(R) → C, be defined by
where D = {(x, x) : x ∈ R}. It is known that τ (xy) = τ (yx),
τ (x * x) ≥ 0, with equality if and only if x = 0.
For x ∈ L(R), we let x 2 = τ (x * x) 1/2 . If M is a von Neumann algebra with a faithful normal tracial state τ, we shall use |x| = (x * x) 1/2 and x p = τ (|x| p ) for 1 ≤ p < ∞, and x ∞ for the operator norm of x. In particular this applies to M = M n (C) and the trace given by tr =
We extend this notion of dimension for a certain class of equivalence relations, called sofic equivalence relations. The ideas are the same as in [13] . The basic idea is that "dimension is entropy." For example, if R comes from a free, measurepreserving action of a countable discrete group Γ (X, µ), then L 2 (R, µ) can be viewed as the direct integral of l 2 (Γ) over (X, µ). Further this identification describes the action of R as coming from the left regular representation of Γ on l 2 (Γ). Tautologically, l 2 (Γ) is a subset of C Γ , and this left-translation action can be seen as a restricted Bernoulli action. So one should be able to follow the theory of entropy for Bernoulli actions on compact metric spaces or standard probability spaces. This idea was used by Voiculescu in [24] to express von Neumann dimension by a formula analogous to topological entropy in the case of amenable groups. Further, Gornay in [10] used the idea of von Neumann dimension as a type of entropy to generalize von Neumann dimension to the case of an amenable group acting by left-translation on l p (Γ) ⊕n (it is in fact defined for Γ-invariant subspaces of l p (Γ) ⊕n . We will thus define a upper and lower notions of l p -dimension for sofic equivalence relations, denoted dim Σ,l p (V, R), dim Σ,l p (V, R) (here Σ is a sofic approximation, a notion to be defined later) satisfying the following properties. Property 1: dim Σ,l p (W, R) ≤ dim Σ,l p (V, R) if there is a R-equivariant bounded map W → V with dense image and the same for dim, Property 2: µ(A) dim Σ,l p (Id A V, R A ) = dim Σ,l p (V, R)and the same for dim Property 3: dim Σ,l p (V, R) ≤ dim Σ,l p (W, R) + dim Σ,l p (V /W, R), if W ⊆ V is a closed R-invariant subspace. Property 4: dim Σ,l p (V, R) ≤ dim Σ,l p (W, R) + dim Σ,l p (V /W, R), if W ⊆ V is a closed R-invariant subspace. Property 5: dim Σ,l p (V, R) ≤ dim Σ,l p (W, R) + dim Σ,l p (V /W, R), if W ⊆ V is a closed R-invariant subspace. Property 6: dim Σ,l 2 (H, R) = dim Σ,l 2 
Also, in Section 7, if R is a sofic equivalence relation with sofic approximation, which satisfies a certain "finite presentation" assumption, we define a number c (p) 1,Σ (R), which is an l p -analogue of β
1 (R) + 1. This number has the property that c σ i (x + y) − σ i (x) − σ i (y) 2 → 0 for all x, y ∈ A σ i (λx) − λσ i (x) 2 → 0 for all x ∈ A, λ ∈ C See [5] for more about sofic equivalence relations. One can actually relax the condition that σ i is everywhere defined by using the following proposition. Proposition 2.2. Let Φ be a graphing of R, and let P ⊆ Proj(L ∞ (X, µ) be such that W * ({v φ pv * φ : p ∈ P, φ ∈ Φ}) = L ∞ (X, µ). Let A = * − Alg(P, Φ). Suppose that there exists φ i : A → M di (C) such that
Proof. It is easy to see that for all p ∈ Proj(
Define
It is easy to see that φ i satisfies the same hypotheses as φ i . Hence, replacing φ i with φ i we may as well assume that
, and
For a given x ∈ L(R) invoke the Kaplansky Density Theorem to find x n ∈ A such that
Again we may force y n,i ∈ Proj(l
and define
Note that if m ≥ n, and i m ≤ i < i m+1 , then
And since sup i σ i (x) ∞ < ∞, it then becomes a simple exercise to verify that σ i has the desired properties.
We now proceed to state the definition of our extended von Neumann dimension, again the ideas are parallel to [13] . Definition 2.3. Let V be a separable Banach space with a uniformly bounded action of R, and let q : W → V be a bounded linear surjective map where Y has the bounded approximation property. Let Φ ⊆ L(R). For F ⊆ Φ finite, we define
Definition 2.4. For C > 0, a Banach space W is said to have the C-bounded approximation property if there is a net θ α : W → W of finite rank maps such that θ α ≤ C, and θ α → Id in the strong operator topology. We say that W has the bounded approximation property if it has the C-bounded approximation property for some C > 0. Definition 2.5. A quotient dimension tuple is a tuple ((X, µ), R, Φ, V, W, q, Σ) where (X, µ) is a standard probability space, R is a discrete measure-preserving equivalence relation on (X, µ), Φ ⊆ L(R) is of the form Φ = Φ 0 ∪P, where
is a graphing, and 1 ∈ P ⊆ Proj(L ∞ (X, µ)) has W * ({v φ pv * φ : φ ∈ Φ 0 , p ∈ P) = L ∞ (X, µ), V is a uniformly bounded representation of R, W is a separable Banach space with the bounded approximation property, q : W → V is a bounded linear surjective map, and Σ = (σ i :
The intuition for the preceding definition is as follows.
were an honest equivariant map, then by composing with the quotient map we find a map
and j ∈ N. So Hom R,l p (· · · ) may be thought of as a space of almost equivariant maps. In this case, we must cut down by the set A, in order to pass from one graphing of R to another.
Definition 2.7. Let (R, X, µ) be a discrete measure-preserving equivalence relation with a uniformly bounded representation on a Banach space V. A dynamically generating sequence is a bounded sequence
] with Φ 0 a graphing and P a set of projections so that W * ({v * φ pv φ : p ∈ P}) = L ∞ (X, µ), then the tuple ((X, µ), R, Φ, V, S, Σ) will be called a dimension tuple.
Definition 2.8. Let V be a Banach space and n ∈ N. Let ρ be a pseudonorm on
there is an S ∈ B, with S ≤ M and C ⊆ {1, · · · , n} with |C| ≥ (1 − ε)n, so that ρ(m χC (T − S)) < ε. Similarly, if ρ is a pseudonorm on l ∞ (N, l p (n)) and A, B ⊆ l ∞ (N, l p (n)) we say that A is ε-contained in B if for every f ∈ A there is a g ∈ B and C ⊆ {1, · · · , n} with |C| ≥ (1 − ε)n so that ρ(χ C (f − g)) < ε. We shall use d ε (A, ρ), (respectively d ε,M (A, ρ)) for the smallest dimension of a linear subspace which ε-contains (respectively (ε, M )-contains) A.
Note the difference between ε-containment as stated here and in [13] , this difference is why we have difficulty proving any sort of relation between extended von Neumann dimension for groups and for equivalence relations. Definition 2.9. Let ((X, µ), R, Φ, V, W, q, Σ) be a quotient dimension tuple, and F a q-dynamical filtration. For a sequence of pseduonorms ρ = (
We also define opdim Σ,M,l p (F , Φ, ρ) in the same way except using a limit infimum instead of a limit supremum. For later use, we note that if ρ is a norm on l ∞ (N) and F is as above, we use ρ
Definition 2.10. Let ((X, µ), R, Φ, V, W, q, Σ) be a quotient dimension tuple, and
We shall define f. dim Σ,l p (S, Φ, ρ) for the same thing, except replacing all the limit supremums with limit infimums. Definition 2.12. A product norm on l ∞ (N) is a norm ρ such that ρ(f ) ≤ ρ(g) if |f | ≤ |g|, and such that ρ induces the topology of pointwise convergence on {f :
We will show that
if S, S ′ are two dynamically generating sequences, Φ, Φ ′ are two graphings and ρ, ρ ′ are two product norms. Thus we can define dim Σ,l p (V, R) to be either of these common numbers. Here is a rough outline of the proof. We first show that
when F , F ′ are two q-dynamical filtrations and ρ is a prodduct norm. Thus we can define opdim Σ,∞,l p (q, Φ, ρ) to be these common numbers. After that, we will show that
where Φ, Φ ′ are two graphings. We can then call this number
We then show that
where ρ, ρ ′ are two product norms. Putting all of this together implies that
do not depend on q, S, Φ or ρ. We thus define dim Σ,l p (V, R) to be any of these common numbers. The proof of all these facts will follow quite parallel to the proofs in [13] .
Proof of Invariance
Our first Lemma is taken directly from [13] , Proposition 3.1 and will be used frequently without comment. The next Lemma will be crucially used in passing between opdim and dim .
Let G ⊆ W be a finitedimensional linear subspace and κ > 0. Let ρ be a product norm and λ > 0 so that W has the λ-bounded approximation property. Fix M > λ. Then there is a F ⊆ Φ finite, m ∈ N, δ, ε > 0 and linear maps
Proof. Note that there is a E ⊆ Φ finite, l ∈ N, so that
Thus, we may assume that G = W E,l for some E ⊆ Φ finite, l ∈ N. Fix η > 0 to be determined later. Let θ F,k : W → W F,k be such that
Choose F, m sufficiently large so that
We claim that if δ, ε > 0 are small enough, then for
Thus if x = v + ψ,r λ ψ,r b ψ,r , and
and set C = B ∩ A. Then by (1) we have
so it suffices to choose δ, ε > 0 sufficiently small so that
,
and if g ∈ l ∞ (N) has ρ(g) < ε then
Now suppose that δ, ε > 0 are so chosen and set
, then if T, f, C are as above and w ∈ W E,l , then
so it suffices to choose η so that
Our next lemma allows us to switch between two different pseudonorms.
filtration, ρ a monotone product norm, and let C > 0 so that W has the C-bounded approximation property.
(
Since ρ induces a topology weaker than the norm topology, we can find a ε
be as in the proceeding lemma for this M, κ, and the finite-dimensional subspace W {Id},k .
Suppose
and since ε ′ was arbitrary, we are done. (b) This follows from compactness of · ∞ unit ball in the product topology.
We now proceed to show equality when we switching graphings, it is enough to handle the case of simply increasing the graphing.
Proof. Let C > 0 be such that for every v ∈ V, there is a w ∈ W so that q(w) = v, and
For the opposite inequality, first note that for any subset
Let η > 0 to be determined later. By our above observation, we can find a finite subset
We use W(Φ) for all finite products of elements in Φ∪Φ * ∪Id, and we use
Thus we can find a finite subset E ⊆ F ⊆ W(Φ), and an m ∈ N and w φ ′
We may assume that F, m are sufficiently large so that
′ in a manner to be determined later.
Fix T ∈ Hom R,l p (F , F, m, δ, σ i ) and suppose A is such that
If η is sufficiently small, then for all large i,
Thus if δ is sufficiently small, we may ensure that
We now show that opdim Σ,∞ (F , Φ, ρ F ,i ) only depends upon Φ and the quotient map q. Because of Lemmas 3.2,3.3,3.4 for any other (q, Φ)-dynamical filtration
so the only difficulty is in switching ρ F ,i to ρ F ′ ,i . To do this, we will have to investigate how much our definition of dimension depends on the choice of pseudonorm.
Definition 3.5. Let ((X, µ), R, Φ, V, W, q, Σ) be a quotient dimension tuple and
and linear maps
). Let C > 0 be such that W has the C-bounded approximation property, and
Corollary 3.7. Fix 1 ≤ p < ∞. Let ((X, µ), R, Φ, V, W, q, Σ) be a quotient dimension tuple, and F a (q, Φ)-dynamical filtration. If F ′ is another (q, Φ)-dynamical filtration, and ρ, ρ ′ are two product norms, then
Proof. If we combine Lemmas 3.3-3.6 we obtain
the result follows by symmetry.
Because of the above corollary, we may define
where F , ρ are as in the statement of the corollary.
Lemma 3.8. Let ((X, µ), R, Φ, V, Σ) be a dimension tuple, and let ρ be a product norm. Let S be a dynamically generating sequence in V. Then
Proof. Let S = (a j ) ∞ j=1 , and C > 0 so that a j ≤ C for all j. Fix ε > 0, and choose k ∈ N so that ρ(f ) < ε if f ∞ ≤ 1 and f is supported on {n : n ≥ k}. Fix F ⊆ Φ finite, a natural number m ≥ k and δ > 0. Then if F ′ ⊇ F is a finite subset of Φ, m ′ ≥ m is a natural number and 0 < δ
This implies that
Since F, m, were arbitrarily large, δ > 0 was arbitrarily small we see that
and taking the supremum over ε > 0 completes the proof.
Lemma 3.9. Let ((X, µ), R, Φ, V, W, q, Σ) be a quotient dimension tuple. Let S be a dynamically generating sequence in V. Then for any product norm ρ we have
for every v ∈ V, there is a w ∈ W such that q(w) = v, and w ≤ C v , W has the C-bounded approximation property.
We first show that
Fix ε > 0, and choose k ∈ N, so that ρ(f ) < ε if f ∞ ≤ 1 and f is supported on {n : n ≥ k}.
Fix E ⊆ F ⊆ Φ finite l ≤ m ∈ N, and δ > 0. We claim that we can find a F ′ ⊆ Φ finite, and m ′ ∈ N and δ ′ > 0 so that
For w ∈ ker(q) ∩ W F,m we have
so it suffices to choose δ ′ < δ and then
since F ′ , m ′ were arbitrarily large and δ ′ arbitrarily small we have
taking the limit supremum over (F, m, δ) and then the supremum over ε > 0 we find that
. For the opposite inequality, let 1 > ε > 0, and let k, E, l, κ be as in the first half of the proof. Fix E ⊆ F ⊆ Φ finite, m ≥ max(k, l) and 0 < δ < κ.
By Lemma 3.8 in [13] , choose a 0 < δ
then there is a linear map A : V F,m → E with A ≤ 2C and
so taking a limit infimum over (F, m, δ) and then a supremum over ε completes the proof.
Putting together all our Lemmas imply that we can set
, and this is independent of our choice of S, Φ, ρ.
Properties of Extended von Neumann Dimension
The following inequality is frequently useful, and will be used to great extent in Section 7.
be a dynamically generating sequence in V, then for any sofic approximation Σ, and
Proof. Let A j = supp a j . Fix ε > 0, let F ⊆ Φ be finite, m ∈ N, δ > 0, if F is sufficiently large, then there is a B j ⊆ X measurable with Id Bj ∈ F m so that Id Bj a j − a j < ε, µ(B j ∆A j ) < δ. Thus for all large i, and for all T ∈ Hom R,l p (S, F, m, δ, σ i ) we can find a set
So if δ is sufficiently small (depending only upon ε, m) we have shown that
so for all large i,
since the above is true for all F, m, sufficiently large and δ sufficiently small (depending only on ε) the proof is complete. 
Proof. If if S is a dynamically generating sequence in W, then T •S is a dynamically generating for
We also handle how dimension behaves under compressions. This implies in particular that dimension is in fact invariant under weak isomorphism.
Proof. We will handle the case of dim only. Let S A = (a j ) ∞ j=1 be a dynamically generating sequence for Set A j = ψ j (A). Let S be an enumeration of (ψ k a j ) j,k .
We will first prove that dim
It is easy to see that
. Fix ε ′ > 0, and let ε > 0 depend upon ε ′ in a manner to be determined later. RELATIONS 19 we find that
] finite r ∈ N, δ > 0. Fix κ > 0 which will depend upon δ in a manner to be determined. Let
′ ∈ N, δ ′ > 0 which will depend upon r, δ in a manner to be determined shortly.
where M > 0 is some constant.
It is easy to see that if F ′ , r ′ are sufficently large and δ ′ is sufficently small, then
We have
if i is sufficiently large, then we can find a set
Note that this implies
is not rational, let A n ⊆ A ⊆ B n with A n increasing, B n decreasing µ(A n ), µ(B n ) are rational and µ(A n ), µ(B n ) → µ(A). Then by considering compressions
let n → ∞ to complete the proof.
We now show that dimension is subadditive under exact sequences. Unfortunately, we cannot handle superadditivity even in the case of direct sums, not even in the case of Hilbert spaces. Unfortunately, the proof for superadditivity given in [13] , Theorem 4.7 does not carry over to our setting. The difficulty is in getting a bound analogous to [13] Lemma 4.3 for our different version of approximate dimension.
Theorem 4.5. Let ((X, µ), R, Φ, V, Σ) be a dimensional tuple, and let W ⊆ V be a closed R-invariant subspace. Then for every 1 ≤ p < ∞, we have the following inequalities:
Proof. Let S 2 = (w j ) ∞ j=1 be a dynamically generating sequence for W, and (a j )
∞ j=1 a dynamically generating sequence for V /W. Let v j ∈ V be such that v j + W = a j , and v j ≤ 2 a j . Let S be the sequence
we shall use S and the pseudonorms
to do our calculation. Let ε > 0, and choose m ∈ N such that 2 −m < ε. Let e ∈ F 1 ⊆ Φ be finite, m ≤ m 1 ∈ N and δ 1 > 0 to be determined later. By Lemma 3.8 in [13] Choose 0 < δ < δ 1 , and F 1 ⊆ E ⊆ Φ finite and m 1 ≤ k ∈ N so that if G is a Banach space and T : V E,2k → G has T ≤ 2, and
then there is a A : (V /W ) F1,m1 → G with A ≤ 3, and
. By finite-dimensionality, we can find a F ′ ⊇ E, m ′ ≥ 2k, and 0 < δ ′ < δ 1 so that if G is a Banach space and T :
Thus our assumption implies that we can find a A :
The rest is easy.
Preliminary Results On Direct Integrals
Definition 5.1. Let (X, µ) be a standard measure space, and V = (V x ) x∈X a family of Banach spaces. We say that V is measurable if there are sequences (v
x ∈ V * x satisfying the following properties
x∈X is measurable for all j, k Property 2: Span · {v (j)
x : j ∈ N} = V x for almost every x Property 3: Span
is measurable for all f ∈ c c (N)
It is a fact that if we are given properties 1 − 3, then property 4 is actually equivalent to property 5.
We define the set of measurable vector fields, Meas(X, V ) , to be all fields (v x ) x∈X of vectors in X such that v x ∈ V x for all x and x → v x , φ (j) x is measurable for all j ∈ N. Note that our axioms imply that
so that the norm of a measurable vector fields is a measurable function. We also define Meas(X, V * ) to be all fields of vectors (φ x ) x such that φ x ∈ V * x for all x ∈ X and x → v (j)
x , φ x is measurable for all j ∈ N. As above φ x is measurable. We leave it as an exercise to verify that if v ∈ Meas(X, V ), φ ∈ Meas(X, V * ) then
to be all v ∈ Meas(X, V ) so that
Hölder's inequality shows that ⊕p X V x dµ(x) is a vector space.
Proposition 5.2. Let (X, µ) be a standard measure space and V a measurable field of Banach spaces over X. Then for 1 ≤ p < ∞,
is a separable Banach space. Further a sequence (w
x be as in the definition of measurable vector field. We first prove completeness.
Suppose that
is norm convergent in V x . It is easy to see by taking limits that w ∈ Meas(X, V ). By the same inequalities as above we also see that
as N → ∞, and this proves completeness.
For the second fact, first suppose that
x : j ∈ N} is dense in V x for almost every x ∈ X > Let v ∈ ⊕p X V x dµ(x) and ε > 0. then up to sets of measure zero,
Thus by the usual arguments we can find a measurable f : X → c c (N, Q[i]) such that for almost every x ∈ X, we have
Let F n be finite subsets of Q[i] which increase to Q[i], and so that 0 ∈ F n for all n. For n ∈ N, set X n = {x ∈ X : f (x)(j) = 0 for j ≥ n, f (x)(j) ∈ F n for all j}.
If n is sufficiently large then,
and it is easy to see that
is a finite linear combination of elements of the form χ A w (j)
x . This proves one implication.
Conversely, suppose that χ A w (j)
x does not densely span V x } has positive measure. Then there is a v ∈ Meas(A, V ) so that
for all x ∈ A. But we can find
Replacing A j with A ∩ A j we may assume A j ⊆ A. This clear implies that there is some x ∈ A so that
and this is a contradiction.
Direct integrals arise naturally in the context of representations of equivalence relations.
Definition 5.3. Let (R, X, µ) be a discrete measure preserving equivalence relation, and let x → V x be measurable field of Banach spaces over X. A representation π of R on V consists of bounded linear maps π(x, y) : V y → V x so that π(z, x)π(x, y) = π(z, y) for x ∼ y ∼ z, π(x, x) = Id, and for each v ∈ Meas(X, V ), φ ∈ Meas(X, V * ) we have that (x, y) → π(x, y)v y , φ x is a measurable map R → C. We say that π is uniformly bounded if there is a C > 0 so that
Note that if π is uniformly bounded, then for every 1 ≤ p < ∞, we get a uniformly bounded action of R on
Our work in this section has the following corollary which will allow us to work fiberwise in the case of representations on measurable fields. This will be used quite heavily in Section 7.
Corollary 5.4. Let (R, X, µ) be a discrete measure-preserving equivalence relation, with a representation π on a measurable field of Banach spaces
is dynamically generating if and only if for almost every x,
Here we prove that
We must take a different approach than that in [13] , as the operators defined there will not fill up enough space if we use our different version of ε-dimension. Instead, we shall take a more probabilistic approach.
, be measurable, where ν n is the uniform measure, and suppose that
Then there is a κ(α, ε, p) with
Proof. If the claim is false, then there is a κ < 1, so that for every ε > 0,
Then for all large n, we can find a subspace W ⊆ l p (n) with dim(W ) ≤ κn, and A ⊆ ε W. This implies that A ⊆ B⊆{1,··· ,n}, |B|≤εn
Since χ B c (W ) has dimension at most κn, we can find a ε-dense subset of (1 + ε) Ball(χ B c (W )) of cardinality at most 2+4ε ε 2κn . Thus (l p (n, ν n ) ) .
We have that the above sum is
where
By Stirling's Formula we see that
where C(p) is a constant which depends only on p.
Further if n is sufficiently large and ε < 1/2, then by Stirling's Formula
Putting this altogether, we have that
Since κ < 1, the right-hand side tends to zero as ε → 0 so we have a contradiction. Theorem 6.2. Let R be a sofic discrete measure-preserving equivalence relation on a standard probability space (X, µ). For all 1 ≤ p ≤ 2, we have
Proof. We shall present the proof when n = 1. Since our approach is probabilistic, it is not hard to generalize the proof for general n. Let Σ be a sofic approximation of R, and let Id ∈ Φ = Φ 0 ∪ P, where Φ 0 is a graphing of R, and P is generating family of projections in
so it suffices to show that
and let χ B1 , · · · , χ Br be the minimal projections in C. Let {A 1 , · · · , A q } be a partition refining {B 1 , · · · , B r }, which we will assume to be sufficiently fine in a manner
to be determined later. We may assume that Σ is eventually a homomorphism on
and that
q . We may also assume that for every ψ ∈ E j and for all large i, we have that
Note that if f ∈ L p (R, µ), then we can uniquely write
where f ψ ∈ L p (dom(ψ), µ) and the sum converges in · p . Fix η > 0, and let F j ⊆ E j be finite and so that for all ψ ∈ F m ,
where for a measurable A ⊆ X, and f ∈ L 1 (A, µ) we use
Finally set
We claim that if {A 1 , · · · , A q } is sufficiently fine, and i is sufficiently large, then
By interpolation it suffices to show that
Let us first do the l 2 case. We have that
it follows by concentration of measure that P( T
For the l 1 -case, simply note that
So, again by concentration of measure
where c j,ψ ∈ {0, 1}, further
and for most ξ this is at most 2η, again by concentration of measure. Thus we have shown that
and since
we are done by the proceeding Lemma.
We can prove a nice fact in the case of the action of R on L 2 (R, µ) but we will need a generalization of our previous volume packing Lemma. for all α which has the following property. Let d i be a sequence of integers going to infinity, and let
, and let p i be a projection on
Proof. If the claim is false, then we can find κ < 1, sets A i as in the proposition, and
Let S B be a maximal ε-separated subset of
.
so by Striling's Formula there is a constant C > 0 so that
Letting ε → 0, we obtain a contradiction.
Theorem 6.4. Let R be a discrete-measure preserving sofic equivalence relation on (X, µ). Let H be a separable unitary representation of R such that the action of R on H extends to the von Neumann algebra L(R). For any sofic approximation Σ of R, we have
Proof. We first show that
Our hypothesis implies that as a representation of R,
with q j ∈ Proj(L(R)). As in Theorem 6.2 we shall deal with the case that H = L 2 (R, µ)q for some q ∈ Proj(L(R)), it is easy to see that our proof generalizes.
Thus H is unitarily equivalent to a subrepresentation of L 2 (R, µ) so we may as well assume that it is a subrepresentation of L 2 (R, µ). Let p be the projection onto H, we use p = pχ ∆ to do our calculation. Fix a graphing Φ of R, and
a sofic approximation. Let A = * − Alg(Φ, p), we may find an extension to a sofic approximation σ i : A → M di (C), by perturbing elements slightly, we may assume that p i = σ i (p) is a projection for all i. Let T ξ be the operator constructed in the proof of Theorem 6.2. Fix F ⊆ Φ finite, m ∈ N, δ > 0.
We know that for every
and that T ξ (χ ∆ ) is close to ξ.
It is easy to see that if F ′ , m ′ , δ ′ are chosen wisely then
and that T ξ ( p) is close to p i . Thus the preceding proposition proves the lower bound.
For the upper bound, let
it is easy to see that if F is large, and δ > 0 is small enough then
, the desired upperbound is proved.
We close this section with a complete computation in the case of direct integrals of finite-dimensional representations.
Proposition 6.5. Let (R, X, µ) be a discrete, measure-preserving equivalnce relation. Suppose that for some n ∈ N, |O x | = n for almost for every x ∈ X. Let V x be a measure-field of finite dimensional vector spaces and π a representation of R on V x . Then for all 1 ≤ p < ∞, and for every sofic approximation Σ of R,
Proof. We shall only handle the case when dim(V x ) is almost surely constant, say equal to k. The general case will follow by more or less the same proof. Without loss of generality V x = C k with the Euclidean norm and π(x, y) is a unitary for almost every (x, y) ∈ R. Let α ∈ [R] be n-peroidic and so that up to sets of measure zero,
Thus we may assume that π(x, y) = Id for all (x, y) ∈ R. Find A ⊆ X so that up to sets of measure zero,
so that there is a sequence P n of partitions of A in P so that P n → Id . Without loss of generality, we may assume that for each n, σ i is eventually a * -homomorphism on W * (P n , α) with tr(σ i (Id)) → 1. Let
Fix ε > 0, and N ∈ N. Suppose F ⊆ Φ is finite, and contains {Id, α, α
Simple estimates prove that
For all large i,
we have
Corollary 6.6. Let (X, µ, R) be a discrete measure-preserving equivalence relation. Suppose that O x is infinite for almost every x. Let V be a measureable field of finitedimensional vector spaces with an action of R. Then for 1 ≤ p < ∞, we have
Proof. This is simple from the preceding propositionsince for every n ∈ N, there is a subequivalence relation R n ⊆ R, where R n has orbits of size n for almost every x ∈ X.
l p -Cohomology of Equivalence Relations
Let G be a locally finite graph. We let E(G) be the set of oriented edges of G, and E(G) the set of unoriented edges of G, also we let V (G) be the set of vertices of G. If x, y ∈ V (G), we let (x, y) be the oriented edge from x to y, and [x, y] be the unoriented edge between x and y. We shall abuse notation and use C E(G) for all functions f : E(G) → C such that f (x, y) = −f (y, x) for all (x, y) ∈ E(G). We let l p (E(G)) be the the functions in C E(G)) so that
|f ( For f : E(G) → C and γ a path as above, we define
For a general graph G, define δ :
Then δ and ∂ are dual in the following sense: if f ∈ c c (E(G)), and g ∈ C
If f ∈ Z 1 (G) and v, w are vertices in G, and γ : {0, · · · , k} → V (G) is a path from v to w, then γ f depends only on v and w since f integrates to zero along all loops. We will use v→Gw f, for this number. Note that
, and G j are the connected components, then for fixed
Define the space of l p -cocycles by
We let B (p)
by extending by zero. This allows us to make sense of all the function spaces above for G ′ as subsets of C E(G) .
Definition 7.1. Let (R, X, µ) be a discrete measure-preserving equivalence relation. A measurable field of graphs fibered over R is a field {Φ x } x∈X of graphs having vertex set O x , such that Φ x = Φ y for almost every (x, y) ∈ R, and x∈X E(Φ x ) is a measurable subset of R which intersects the diagonal in a set of measure zero.
We set E(Φ) = x∈X E(Φ x ). If Φ is a measurable field of graphs fibered over R, we define the cost of Φ by (see [17] , [8] for important properties of cost)
where deg(x) is the degree of the vertex x. This is also 1 2 µ(Φ).
For any graphing Φ = (φ j ) j∈J , and for each x ∈ X, we define a graph whose vertices are O x and whose oriented edges are {(u, v) : u ∼ x, v = φ ±1 (u), for some φ ∈ Φ}. If Φ x denotes the corresponding graph note that
This is simply the cost of the graphing Φ as previously defined. It is also straightforward to check that any measurable field of graphs over X comes from a graphing of a subequivalence relation.
If x → Φ x is a measurable field of graphs over X, let
given by π(x, y) = Id for all (x, y) ∈ R. We will show that if R has finite cost and satisfies a "finite presentation" as-
1 (E(Φ)), R) does not depend on the choice of finite cost graph Φ. Definition 7.2. Let (R, X, µ) be a discrete measure-preserving equivalence relation. Let Φ = (φ j ) j∈J be a graphing of R. We say that Φ is finitely presented if there are measurable fields of loops (L (j) ) ∞ j=1 such that for almost every x ∈ X,
We say that R is finitely presented if it has a finitely presented graphing. For example, if R is a induced by a free action of a finitely presented group, then R is finitely presented.
We will proceed to show that if R is finitely presented, then in fact every graphing is finitely presented. It may be useful to consider the group analouge first. Suppose Γ = s 1 , · · · , s n |r 1 , r 2 , · · · , r m is a finitely presented group. And suppose that t 1 , · · · , t k also generate Γ. Choose words w i in t 1 , · · · , t k so that
and choose words v i in s 1 , · · · , s n so that
then one can show that
k . Graphically, choosing words w i , v i as above corresponds to finding a path in Cay(Γ, {t 1 , · · · , t k }) from e to s i and vice versa. So we will simply express the above proof in the language of graphs and this will allow us to generalize to the case of equivalence relations. Lemma 7.3. Let G, G ′ be two connected locally finite graphs with the same vertex set. Choose paths {σ y,z } (y,z)∈E(G) in G ′ from y to z such that σ yz = −σ zy . Similarly, choose paths {γ v,w } (v,w)∈E(G ′ ) in G from v to w such that γ vw = −γ wv . Suppose that {L j : j ∈ J} is a family of loops in G so that
give c c (E(G)) the direct limit topology with respect to this filtration. That is, if f n ∈ c c (E(G)) then f n → f ∈ c c (E(G)) if and only if there is a finite subset F ⊆ E(G) so that supp{f n } ⊆ F and f n → f pointwise. It is easy to see that every subspace of c c (E(G)) is closed in this topology, and that c c (E(G)) * = C E(G) with respect to the pairing
(the above sum being independent of the orientation of edges).
Let g ∈ C E(G ′ ) be such
g.
Note that
is given by
for all j. This implies that there is a h :
Therefore,
This implies that g ∈ Z 1 (G ′ ). The Hahn-Banach Theorem now completes the proof. Lemma 7.4. Let (R, X, µ) be a discrete measure-preserving equivalence relation, if R is finitely presented then every finite cost graphing of R is finitely presented.
Proof. Let Φ be finitely presented and let L (j) be as in the definition of finitely presented. Let (E k ) k∈K be a countable family of partially defined measurable functions from X to X with the following properties:
1:
x be a measurable family of paths in Ψ so that for almost every x, σ (k)
x is a path form x to E k (x). Define T x : c c (E(Φ x )) → c c (E(Ψ x ))
by
y .
Then T x = T y if y ∼ x. Let (D α ) α∈A be a countable family of partially defined measurable functions from X to X in Ψ following properties:
be a measurable family of paths in Φ so that for almost x, γ (α) x is a path from x to D α (x). From the preceding lemma, it then follows that (T x L (j)
is a measurable family of loops in Ψ x whose R-translates span B 1 (Ψ x ). Further,
µ(supp L (j) ) < ∞, α µ(supp(T (γ (α) ) − E (·,Dα(·)) ) ≤ c(Ψ) < ∞.
We now proceed to prove that dim Σ,l p (L p (E(Φ))/B (p) 1 (Φ), R) does not depend upon the choice of finite cost graphing when R is finitely presented. Our methods are similar to Gaboriau's in [9] . We must be more careful, however, since we do not have monotonicity of our dimension. We will need the following "Continuity Lemma." Lemma 7.5. Fix 1 ≤ p, q < ∞. Let (R, X, µ) be as before, with R finitely presented. If Φ is a finite cost graphing of R, and Φ (n) is an increasing sequence of subgraphs of R so that
1 (Φ), R), dim Σ,l q (B − −−− → 0, we find that
So it suffices to prove the second limiting statement. For this, since R is finitely presented we can find measurable fields of loops (L (j )) ∞ j=1 which generate B x is not supported in Φ (n)
x }) ≤ µ(supp L (j) ), Definition 7.7. Let (X, µ, R) be a discrete measure-preserving equivalence relation, with R finitely presented and of finite cost, and let Σ be a sofic approximation of R. By the above Theorem, the number c It is easy to see that c
1 (R) ≤ c(R). By Theorem 6.4, if R has infinite orbits we then β
1 (R) + 1 = c
1,Σ (R) = c
1,Σ (R) ≤ c(R), and a well-known conjecture would imply that this inequality is an equality. 
1 (Ψ), also it is easy to see that B Proof. If Φ is the graphing provided by the canonical generating set of F n , then
and the proof of the first statement is thus complete. By [13] , Proposition 8.5, we know that H
1 (Φ) can be generated by n − 1 elements, and this proves the upperbound.
The last statement follows from the standard fact that a hyperfinite equivalence relation with infinite orbits is induced by a free action of Z.
Proposition 7.15. Let (R, X, µ) be a discrete measure-preserving equivalence relation such that O x is infinite for almost every x ∈ X. Then c Proof. By the ergodic decomposition, we can find R-invariant measurable subsets A, B of X so that µ(A ∩ B) = 0, with R A amenable, and R B has no amenable compression. Let α ∈ [R A ] generate R A . Let Φ 0 be any countable graphing of R B , and set Φ = {α} ∪ Φ 0 . Then as R-modules:
, and by the Discrete Hodge decomposition we have a surjective R-equivariant map
has an R-equivariant surjection onto L p (R, µ) and this completes the proof.
