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Abstract
This paper revisits the celebrated temporal difference (TD) learning algorithm for the policy
evaluation in reinforcement learning. Typically, the performance of the plain-vanilla TD algorithm
is sensitive to the choice of stepsizes. Oftentimes, TD suffers from slow convergence. Motivated by
the tight connection between the TD learning algorithm and the stochastic gradient methods, we
develop the first adaptive variant of the TD learning algorithm with linear function approximation
that we term AdaTD. In contrast to the original TD, AdaTD is robust or less sensitive to the choice
of stepsizes. Analytically, we establish that to reach an  accuracy, the number of iterations needed
is O˜(2 ln4 1

/ ln4 1
ρ
), where ρ represents the speed of the underlying Markov chain converges to the
stationary distribution. This implies that the iteration complexity of AdaTD is no worse than that
of TD in the worst case. Going beyond TD, we further develop an adaptive variant of TD(λ), which
is referred to as AdaTD(λ). We evaluate the empirical performance of AdaTD and AdaTD(λ) on
several standard reinforcement learning tasks in OpenAI Gym on both linear and nonlinear function
approximation, which demonstrate the effectiveness of our new approaches over existing ones.
1 Introduction
Reinforcement learning (RL) involves a sequential decision-making procedure, where an agent takes
(possibly randomized) actions in a stochastic environment over a sequence of time steps, and aims to
maximize the long-term cumulative rewards received from the interacting environment [29]. Owning to
its generality, RL has been widely studied in many areas, such as control theory, game theory, operations
research, multi-agent systems [36, 17].
Temporal Difference (TD) learning is one of the most commonly used algorithms for policy evaluation
in RL [28]. TD learning provides an iterative procedure to estimate the value function with respect to
a given policy based on samples from a Markov chain. The classical TD algorithm adopts a tabular
representation for the value function, which stores value estimates on a per state basis. In large-scale
settings, the tabular-based TD learning algorithm can become intractable due to the increase number
of states, and thus function approximation techniques are often combined with TD for better scalability
and efficiency [1, 32].
The idea of TD learning with function approximation is essentially to parameterize the value function
with a linear or nonlinear combination of fixed basis functions induced by the states that are termed
feature vectors, and estimates the combination parameters in the same spirit of the tabular TD learning.
Similar to all other parametric stochastic optimization algorithms, however, the performance of the TD
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learning algorithm with function approximation is very sensitive to the choice of stepsizes. Oftentimes, it
suffers from slow convergence [11]. Ad-hoc adaptive modification of TD with function approximation has
been often used empirically, but their convergence behavior and the rate of convergence have not been
fully understood. In this context, a natural question to consider is
Can we develop a provably convergent adaptive algorithm to accelerate the plain-vanilla TD algorithm?
This paper presents an affirmative answer to this question. The key difficulty here is that the update
used in the original TD does not follow the (stochastic) gradient direction of any objective function in an
optimization problem, which prevents the use of the popular gradient-based optimization machinery. And
the Markovian sampling protocol naturally involved in the TD update further complicates the analysis
of adaptive and accelerated optimization algorithms.
1.1 Related works
We briefly review related works in the areas of TD learning and adaptive stochastic gradient methods.
Temporal difference learning. The great empirical success of TD [28] motivated active studies
on the theoretical foundation of TD. The first convergence analysis of TD is given by [14], which estab-
lished the convergence by leveraging stochastic approximation techniques. In [32], the characterization
of limit points inTD has been studied, which also gives new intuition about the dynamics of TD learn-
ing. The ODE-based method (e.g., [3]) has greatly inspired the subsequent development of research on
asymptotic convergence of TD. Early convergence results of TD learning were mostly asymptotic, e.g.,
[30], because the TD update does not follow the (stochastic) gradient direction of any objective function.
Non-asymptotic analysis for the gradient TD — a variant of the original TD has been first studied in
[20]. The finite-time analysis of TD with i.i.d observation has been studied in [6]. The Markov sampling
convergence analysis is presented in [2]. In a concurrent line of research, TD has been considered in the
view of stochastic linear system, whose improved results are given by [16]. The finite time analysis for
stochastic linear system under the Markov sampling is established by [27, 13]. The finite time analysis of
multi-agent TD is proved by [8]. However, all the aforementioned work leverages the original TD update.
Adaptive and accelerated variants of TD have been studied in [7, 12], but only asymptotic analysis is
provided in [7], and the learning rate selection is used in [12].
Adaptive stochastic gradient descent. In machine learning areas different but related to RL,
adaptive stochastic gradient descent methods have been actively studied. The first adaptive gradient
(AdaGrad) is proposed by [10, 22], and the algorithm demonstrated impressive numerical results when
the gradients are sparse. While the original AdaGrad has performance guarantee only in the convex case,
the nonconvex AdaGrad has been studied by [19]. Besides the convex results, sharp analysis for convex
AdaGrad has been also investigated in [34]. Variants of AdaGrad have been developed in [31, 35], which
use alternative updating scheme (the exponential moving average schemes) rather than the average of the
square about past iterates. The momentum technique applied to the adaptive stochastic algorithms gives
birth to Adam and Nadam [15, 9]. However, in [25], the authors demonstrate that Adam may diverge
under certain circumstances, and provide a new convergent Adam algorithm called AMSGrad. Another
fixable method given by [37] is the use of decreasing factors for moving average of the square of the past
iterates. In [5], a convergence framework for generic Adam-type algorithms has been proposed, which
contains various adaptive methods.
1.2 Our contributions
Complementary to existing theoretical RL efforts, we the first adaptive variant of the TD learning
algorithm with linear function approximation that has the finite-time convergence guarantees. For com-
pleteness of our analytical results, we investigate both the original TD algorithm as well as the the TD(λ)
algorithm. In a nutshell, our contributions are summarized as follows.
c1) We develop the adaptive variants of the TD and TD(λ) algorithms with linear function approxima-
tion. The new AdaTD and AdaTD(λ) are (almost) as simple as the original TD and TD(λ) algorithms.
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c2) We establish the finite-time convergence guarantees of AdaTD and AdaTD(λ), and they are not
worse than those of the original TD and TD(λ) algorithms in the worst case.
c3) We test our AdaTD and AdaTD(λ) on several standard RL benchmarks, and they have favorable
empirical results relative to TD, TD(λ) and the existing alternative.
2 Preliminaries
This section introduces the notation, basic concepts and properties for RL and TD.
Notation: The coordinate j of a vector x is denoted by xj and x
> is transpose of x. We use E[·] to
denote the expectation with respect to the underlying probability space, and ‖ · ‖ for `2 norm. Given a
positive constant R > 0 and y ∈ Rd, PR(y) denotes the projection of y to the ball {x ∈ Rd | ‖x‖ ≤ R}.
For a matrix A ∈ RS×d, PA(y) denotes the projection to space {Ax | x ∈ Rd}.
2.1 Markov Decision Process
Consider a Markov decision process (MDP) described as a tuple (S,A,P,R, γ), where S denotes the
state space, A denotes the action space, P represents the transition matrix, R is the reward function,
and 0 < γ < 1 is the discount factor. In this case, let P(s′|s) denote the transition probability from state
s to state s′. The corresponding transition reward is R(s, s′). We consider the finite-state case, i.e., S
consists of S elements, and a deterministic or stochastic policy µ : S → A or S×A → ∆(S) that specifies
an action or a probability density of all actions given the current state s.
We use the following two assumptions on the stationary distribution and transition reward.
Assumption 1. The rewards are uniformly bounded, that is, |R(s, s′)| ≤ B, ∀ s, s′ ∈ S with B > 0.
Assumption 1 can be replaced with non-uniform boundedness. The uniform boundedness is assumed
for simplicity.
Assumption 2. For any two states s, s′ ∈ S, it holds that
pi(s′) = lim
t→∞P(st = s
′|s0 = s) > 0, ∀s′ ∈ S.
There exist constants κ¯ > 0 and 0 ≤ ρ < 1 such that
sup
s∈S
|P(st | s0 = s)− pi(s)| ≤ κ¯ρt.
Assumption 2 is standard under the Markovian Property. For irreducible and aperiodic Markov
chains, Assumption 2 can always holds [18]. In fact, the constant ρ actually represents the speed of
the Markov chain accessing to the stationary distribution pi. When the states are finite, the Markovian
transition kernel is then a matrix P, and ρ is identical to the second largest eigenvalue of P. An
important notion in Markov chain is the mixing time, which measures the time a Markov chain needs
for its current state distribution roughly matches the stationary one pi. Given an  > 0, the mixing time
τ() = mint∈Z+{κ¯ρt ≤ }. With Assumption 2, we can see τ() = O(ln 1 /ln 1ρ ). That means if ρ is small,
the mixing time is small.
2.2 TD versus stochastic approximation
This paper is concerned about evaluating the quality of a given policy µ. And we consider the on policy
setting, where both the target policy and the behavior policy are µ. For a given policy µ, since the actions
or the distribution of actions will be uniquely determined, we thus eliminate the dependence on the action
in the rest of paper. We denote the expected reward at a given state s by R(s) := ∑s′∈S P(s′|s)R(s, s′).
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The value function Vµ : S → R associated with a policy µ is the expected cumulative discounted reward
from a given state s, that is
Vµ(s) = E
[ ∞∑
t=0
γtR(st)
∣∣∣ s0 = s] (2.1)
where the expectation is taken over the trajectory of states generated under P and µ. The restriction on
discount 0 < γ < 1 can guarantee the the boundedness of Vµ(s). The Markovian property of MDP yields
the well-known Bellman equation
TµVµ = Vµ (2.2)
where the operator Tµ on a value function V can be presented as
(TµV )(s) = R(s) + γ
∑
s′∈S
P(s′|s)V (s′), s ∈ S. (2.3)
Solving the (linear) Bellman equation allows us to find the value function V induced by a given policy
µ. However, in practice, S is usually very large and it is hard to solve Bellman equation directly. And
an alternative method is to leverage the linear [29] or non-linear approximations (e.g., kernels and neural
networks [23]). We focus on the linear case here, that is
Vµ(s) ≈ Vθ(s) := φ(s)>θ (2.4)
where φ(s) ∈ Rd is the feature vector for state s, and θ ∈ Rd is a parameter vector. To reduce difficulty
caused by the dimension, d is set smaller than S. It is worth mentioning that d can be unequal to S.
With the linear approximator, the vector Vθ ∈ RS becomes Vθ = Φθ, where the feature matrix is defined
as
Φ :=
φ1(s1) φk(s1) φd(s1)... ... ...
φ1(sS) φk(sS) φd(sS)
 ∈ RS×d (2.5)
with φi(s) being the ith entry of φ(s).
Assumption 3. For any state s ∈ S, we assume the feature vector is uniformly bounded such that
‖φ(s)‖ ≤ 1., and the feature matrix Φ is full column-rank.
It is not hard to guarantee Assumption 3 since the feature map φ is chosen by the users and S > d.
With Assumptions 2 and 3, we can see that the matrix Φ>Diag(pi)Φ is positive define, and we denote its
minimal eigenvalue as follows
ω := λmin
(
Φ>Diag(pi)Φ
)
> 0. (2.6)
With the linear approximation of value function, the task then is tantamount to finding θ ∈ Rd that
obeys the Bellman equation given by
Φθ = TµΦθ. (2.7)
However, θ that satisfies (2.7) may not exist if V /∈ {Φθ | θ ∈ Rd}. Instead, there always exists a
unique solution θ∗ for the projected Bellman equation [32], given by
Φθ∗ = PΦTµΦθ∗ (2.8)
where PΦ is the projection to the space of Φ.
With (sk)k≥0 denoting a trajectory from the Markov chain, the traditional TD with linear function
approximation performs SGD-like update as (with the stepsize η > 0)
θk+1 = θk + ηg(θk; sk, sk+1) (2.9)
where the stochastic gradient is defined as
g(θ; sk, sk+1) := r(sk+1, sk)φ(sk) + γφ(sk+1)
>θφ(sk)− φ(sk)>θφ(sk). (2.10)
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The rationale behind TD update is that the update direction g(θ; sk, sk+1) is a good one since it is
asymptotically close to the direction whose limit point is θ∗. This is akin to the celebrated stochastic
approximation [26]. Specifically, it has been established that [32]
lim
k→∞
Eg(θ; sk, sk+1) = g(θ) (2.11)
where g(θ) is defined as
g(θ) := Φ>Diag(pi)(TµΦθ − Φθ). (2.12)
We term g(θ) as the limiting update direction, which ensures that g(θ∗) = 0. Note that while g(θ; sk, sk+1)
is an unbiased estimate under the stationary pi, it is not for a finite k due to the Markovian property of
sk.
Nevertheless, an important property of the limiting update direction g(θ) is that: for any θ ∈ Rd, it
holds that
〈θ∗ − θ,g(θ)〉 ≥ (1− γ)ω‖θ∗ − θ‖2. (2.13)
Two important observations follow from (2.13) readily. One is that only one θ∗ satisfies g(θ¯) = 0. If
there exists another θ¯ such that g(θ¯) = 0, we have 0 = 〈θ∗ − θ¯,g(θ¯)〉 ≥ (1− γ)ω‖θ∗ − θ¯‖2, which again
means θ∗ = θ¯. Second is that ∇g  −(1− γ)ωI. This also explains why addition instead of subtraction
appears in the TD update (2.9).
To ensure the boundedness of θk and simplify the convergence analysis, a projected version of TD is
usually used (see e.g., [2]), that is
θk+1 = PR(θk + ηg(θk; sk, sk+1)). (2.14)
If R ≥ 2B√
ω(1−γ) 32
, the projected TD does not exclude all the limit points of the vanilla one [2].
3 Adaptive Temporal Difference Learning
In this section, we formally develop AdaTD, provide its intuitions, and then present the main results.
3.1 Algorithm development
We briefly review the schemes of the adaptive stochastic gradient descent to minimize f(θ) :=
Eξ∼P [F (θ; ξ)], where ξ is a random variable from an unknown distribution P. In addition to adjusting the
parameter using stochastic gradient, the adaptive stochastic gradient descent method incorporates two
important variables: momentum variables (mk)k≥0 and weights (vk)k≥0. The update of the momentum
follows that
mk+1 = βmk + (1− β)∇F (θk; ξk) (3.1)
where 0 ≤ β < 1 is a parameter, θk is the current iterate and ξk is the current sample. And the update
of (vk)k≥0 includes the recursive summation of gradient norm square [10], the geometric summation of
gradient norm square [31], and the square maximum [25]. We consider the the recursive summation of
gradient norm square in this paper, and leave the general schemes to future work.
As presented in last section, g(θ; sk, sk+1) is a stochastic estimate of g¯(θ). Based on this observa-
tion, we consider the adaptive scheme for TD. Replacing the ∇F (xk; ξk) with −g(θ; sk, sk+1) for their
similarity, we propose the following scheme
mk = βmk−1 + (1− β)gk
vk = vk−1 + ‖gk‖2
θk+1 = PR(θk + ηmk/(vk + δ)
1
2 )
(3.2)
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Algorithm 1 Adaptive TD Learning - AdaTD
Require: parameters η, δ, β, γ, R ≥ 2B√
ω(1−γ) 32
Initialization: g0 = 0, m0 = 0, v0 = 0
for k = 1, 2, . . .
1. sample the trajectory s0, s1, . . . from MDP
2. calculate gk = g(θk; sk, sk+1) in (2.10)
3. update the parameter θk as (3.2)
end for
where gk := g(θk; sk, sk+1). In second step, we use θ
k+1 = PR(θk + ηmk/(vk + δ)
1
2 ) rather than
θk+1 = PR(θk − ηmk/(vk + δ) 12 ), which coincides with the vanilla TD and projected TD. The positive
parameter δ is used for the numerical stability. The projection used in the scheme can directly yields
several bounds for the variables even with randomness. Like TD, AdaTD does not use the gradient for
any objective function in an optimization problem.
For that, the main results depend on constants related to the bounds. We present them in Lemma 1.
Lemma 1. For (θk)k≥0, the following bounds hold
‖θk − θ∗‖ ≤ 2R, ‖gk‖ ≤ G, ‖mk‖ ≤ G (3.3)
where the constant is defined as G := 2R+B.
Lemma 1 follows readily, but the bounds presented in Lemma 1 are critical for the subsequent analysis.
3.2 Finite time analysis
The convergence of AdaTD is different from both the TD and adaptive stochastic gradient descent.
Even under the i.i.d sampling, gk fails to be the true gradient of any function, let alone the samplings
are drawn from Markov chain trajectory. The first task is to bound the difference between Egk and g.
However, it seems that we directly present the bound due to that Egk is related to sk, sk+1 which may
miss visiting several states, i.e., choosing some states with probability 0. Hence, Egk and g are uniformly
bounded by constants that cannot be controlled in final convergence result. To solve this technical issue,
we consider E(g(θk−T ; sk, sk+1 | σk) and g(θk−T ). This because although sk is biased, P(sk|sk−T = s)
is sufficiently closed to pi(s) when T is large. Using such a technique, we can prove the following lemma.
Lemma 2. Assume (θk)k≥0 is generated by AdaTD. Given an integer T ∈ Z+, we have∥∥∥E [g(θk−T ; sk, sk+1)]− g(θk−T )∥∥∥ ≤ κρT (3.4)
where the constant is defined as κ := Sκ¯(B +Rγ +R).
Sketch of the proofs: Now, we present the sketch of the proofs for the main result. Because AdaTD
does not have any objective function to optimize, we consider sequence (‖θk − θ∗‖2)k≥0. With direct
calculations, we have
‖θ∗ − θk+1‖2 ≤ ‖θ∗ − θk‖2 + 2η〈mk,θk − θ∗〉/(vk + δ) 12 + η2‖mk‖2/(vk + δ).
The main proof consists of three steps:
s1) In the first one, we bound
∑
k ‖mk‖2/(vk + δ). Due to that vk is a composition of (‖gk‖)k≥0, we
expand ‖mk‖2 by (‖gk‖)k≥0 and use a provable result on the nonnegative sequence. (Lemmas 5 and 7
in the Appendix)
s2) In the third step, we consider how to bound E〈θk−θ∗,gk〉/(vk−1+δ) 12 with E〈θk−θ∗,g(θk)〉/(vk−1+
δ)
1
2 (Lemma 8 in the Appendix).
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s3) In the second step, we exploit the relation between E〈θk − θ∗,gk〉/(vk−1 + δ) 12 and E〈mk,θk −
θ∗〉/(vk + δ) 12 . (Lemma 9 in the Appendix)
With these steps, we then can bound
∑
k〈θ∗− θk,g(θk)〉/(vk + δ)
1
2 . Once with (2.13), we can derive
the main convergence result.
Theorem 1. Suppose (θk)k≥0 is generated by AdaTD with
R ≥ 2B√
ω(1− γ) 32 (3.5)
under the Markovian observation. Given the integer T ∈ Z+ and η > 0, δ > 0, 0 ≤ β < 1, for K ≥
9
4 (T + 1), we have
min
T≤k≤K
E‖θ∗ − θk‖2 ≤ C1 ln(
δ+KG2
δ
) + C2√
K
+ C3ρ
T
√
K
where C1, and C2, and C3 are positive constants that are independent of the number of iterations K. The
expressions of C1, C2 and C3 are given in the supplementary materials.
With Theorem 1, to achieve -accuracy for E‖θ∗ − θk‖2, we need the following to hold
C3ρ
T
√
K ≤ 
2
,
C1 ln(
δ+KG2
δ ) + C2√
K
≤ 
2
. (3.6)
With the setting K ≥ 94 (T + 1), it follows C3ρT
√
K ≥ 32C3ρT
√
T + 1. Thus we can see T = O˜
(
ln 1
ln 1ρ
)
.
Recalling (3.6), we obtain that to achieve a solution whose square distance to θ∗ is , the number of
iterations needed is
O˜
(
ln4 1
2 ln4 1ρ
)
. (3.7)
When ρ is not very closed to 1, the term
ln 1
ln 1ρ
keeps at a relatively small level. Recall that the most
recent convergence result of TD given in [2] is O˜(
ln2 1
2 ln2 1ρ
), the speed of AdaTD is quite closed to TD.
We do not present a faster speed for technical reasons. In fact, such a phenomenon also exists for the
adaptive stochastic gradient descent. Specifically, although numerical results demonstrate the advantage
of adaptive methods, the worst-case convergence rate of adaptive methods is still similar to that of the
stochastic gradient descent method.
4 Extension to Adaptive TD(λ)
This section contains the adaptive TD(λ) algorithm and its finite-time convergence analysis.
4.1 Algorithm development
We first review the scheme of TD(λ) [29, 32]. If Vµ solves the Bellman equation (2.2), it also solves
T (m)µ Vµ = Vµ, m ∈ Z+ (4.1)
where T (m)µ denoting the mth power of Tµ. In this case, we can represent Vµ also as
Vµ(s) = E
[
m∑
t=0
γtR(st) + γm+1Vµ(sm+1)
∣∣∣ s0 = s] .
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Algorithm 2 Adaptive TD(λ) Learning - AdaTD(λ)
Require: parameters η, β, γ, δ, λ, R ≥ 2B√
ω(1−γ)
√
1− γ(1−λ)1−γλ
Initialization: g0 = 0, z0 = 0, m0 = 0, v0 = 0
for k = 1, 2, . . .
1. sample a trajectory s0, s1, . . . from MDP
2. update zk = (γλ)zk−1 + φ(sk)
3. calculate gk = gˆ(θk; sk, sk+1, z
k) (cf. (4.4))
4. update the parameter θ as (3.2)
end for
Given λ ∈ (0, 1) and Vµ(s) = (1 − λ)
∑∞
m=0 λ
mVµ(s), ∀s ∈ S, the λ-averaged Bellman operator is given
by
(T λµ V )(s) = (1− λ)
∞∑
m=0
λm × E
[
m∑
t=0
γtR(st) + γm+1V (sm+1)
∣∣∣ s0 = s] . (4.2)
Comparing (2.3) and (4.2), it is clear that T 0µ = Tµ. Thus, the vanilla TD is also referred as TD(0).
Although it is known that TD(λ) can generate a sequence almost surely convergent to the solution of
Φθ = PΦT λµ Φθ, the finite time analysis is developed by [2] recently. We denote
gλ(θ) = Φ>Diag(pi)(TλµΦθ − Φθ). (4.3)
In TD(λ), an alternative sampling operator is
gˆ(θ; sk, sk+1, z
k) := r(sk+1, sk)z
k + γφ(sk+1)
>θzk − φ(sk)>θzk ∈ Rd (4.4)
where zk is recursively updated by
zk = (γλ)zk−1 + φ(sk). (4.5)
Similar to TD, it has been established in [32] and [33] that
lim
k→+∞
Egˆ(θ; sk, sk+1, zk) = gλ(θ). (4.6)
Like the limiting update direction g(θ) in TD, a critical property of the update direction in TD(λ) is
given by
〈θ∗ − θ,gλ(θ)〉 ≥ (1− α)ω‖θ − θ∗‖2 (4.7)
where α := γ(1−λ)1−γλ for any θ ∈ Rd. By denoting z∞ :=
∑+∞
t=0 (γλ)
tsˆt, where (sˆ1, sˆ2, . . .) is the stationary
sequence. Then, it also holds
Egˆ(θ; sˆk, sˆk+1, z∞) = gλ(θ). (4.8)
We are now ready to present AdaTD(λ). As summarized in Algorithm 2, AdaTD(λ) is similar to
AdaTD except for a different sampling protocol. In each iteration, we sample gk = gˆ(θk; sk, sk+1, z
k)
with zk = (γλ)zk−1 + φ(sk). Assumption 1 indicates that ‖zk‖ ≤ 11−γλ . Hence, for any k, we can
uniformly bound
‖gk‖ ≤ G
1− γλ, ‖m
k‖ ≤ G
1− γλ, ‖z
k‖ ≤ 1
1− γλ.
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4.2 Finite time analysis
The analysis of TD(λ) is more complicated than the that for TD due to the existence of zk. To this
end, we need to bound the sequence (Ezk)k≥0 in the next lemma.
Lemma 3. Assume (Ezk)k≥0 is generated by AdaTD(λ). It then holds that
‖Ezk − Ez∞‖ ≤ kζ
k
1− γλ and ‖z
∞‖ ≤ 1
1− γλ. (4.9)
With Lemma 3, similar to Lemma 2, we consider the “delayed” expectation. For a fixed T , we consider
the following error decomposition
Egˆ(θk−T ; sk, sk+1, zk) = Egˆ(θk−T ; sk, sk+1, z∞)
+ Egˆ(θk−T ; sk, sk+1, zk)− Egˆ(θk−T ; sk, sk+1, z∞).
Therefore, our problem becomes bounding the difference between Egˆ(θk−T ; sk, sk+1, z∞) and gλ, where
the proof is similar to that of Lemma 2. We can also establish the following result.
Lemma 4. Assume (θk)k≥0 is generated by AdaTD(λ). Given integer T ∈ Z+, we then get∥∥∥E(gˆ(θk−T ; sk, sk+1, zk)− gλ(θk−T )∥∥∥ ≤ κ
1− γλρ
T +
Gˆ
1− γλζk
where ζk :=
∑k
t=1(γλ)
k−tρt.
If λ = 0, it then holds ζk ≡ 0.1, and thus Lemma 4 degrades to Lemma 2. It is also easy to see
ζk ≤ k(max{γλ, ρ})k. But we do not want to use k(max{γλ, ρ})k to replace ζk in Lemma 4 due to the
bound will not diminish when λ = 0. Direct computing gives
∞∑
k=1
ζk ≤ max{γλ, ρ}
(1−max{γλ, ρ})2 . (4.10)
Now we are ready to present the convergence of AdaTD(λ).
Theorem 2. Suppose (θk)k≥0 is generated by AdaTD(λ) with
R ≥ 2B√
ω(1− γ)
√
1− γ(1−λ)1−γλ
(4.11)
under the Markovian observation. Given any integer T ∈ Z+ and η > 0, δ > 0, 0 ≤ β < 1, 0 ≤ λ < 1, for
K ≥ 94 (T + 1), we have
min
T≤k≤K
E‖θ† − θk‖2 ≤ C
λ
1 ln(
δ+KG2
δ ) + C
λ
2√
K
+ Cλ3 ρ
T
√
K
where Cλ1 , C
λ
2 , and C
λ
3 are positive constants that are independent of the number of iterations K. The
expressions of Cλ1 , C
λ
2 and C
λ
3 are given in the supplementary materials.
When λ = 0, Theorem 2 reduces to Theorem 1. Recall the fact (4.10), Cλ2 ≤ 4R
2
η +
4RGˆη
δ
1
2 (1−β)
+
2R√
δ(1−γλ)
max{γλ,ρ}
(1−max{γλ,ρ})2 . Hence, to achieve  accuracy for E‖θ† − θk‖2, the number of iterations K needs
to be O˜(
ln4 1
2 ln4 1ρ
), the same as AdaTD.
1For convenience, we follow the convention 00 = 0.
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Figure 1: Runtime mean squared Bellman error (RMSBE) versus episode in ‘Mountain Car’ when λ = 0,
0.3, 0.5 and 0.7.
Figure 2: RMSBE versus episode in ‘Acrobot’ when λ = 0, 0.3, 0.5 and 0.7.
5 Numerical simulations
To validate the theoretical analysis and show the effectiveness of our algorithms, we tested AdaTD
and AdaTD(λ) on several commonly used RL tasks. As briefly highlighted below, the first three tasks
are from the popular OpenAI Gym [4], and the fourth task is a single-agent version of the Navigation
task in [21].
Mountain Car : The goal is to control a car at the valley of a mountain to reach the top. The car
needs to drive back and forth to build up momentum, and gets larger accumulated reward if it uses fewer
steps to achieve the goal.
Acrobot : An agent can actuate the joint between two links. The goal is to swing the links to a certain
height. The agent will get negative reward before it reaches the goal.
CartPole: A pendulum is attached to a cart with an un-actuated joint. The agent can apply a bi-
directional force to the cart to keep the pendulum upright while avoiding the cart out of boundary. The
agent gets a +1 reward every step when pendulum does not fall and the cart stays in boundary.
Navigation: The goal is for an agent to reach a landmark based on its observation. The agent’s action
space is a discrete set {stay, left, right, up, down}. The agent is rewarded greater if the distance between
it and its landmark is shorter.
We compared our algorithms with other policy evaluation methods using the runtime mean squared
Bellman error (RMSBE). In each test, policy is same for all the algorithms when value parameter is
updating separately. In the first two tasks, the value function is approximated using linear functions.
In the last two tasks, the value function is parameterized by a neural network. In the linear tasks, for
different values of λ, we compared AdaTD(λ) algorithm, the plain-vanilla TD(λ) and ALRR algorithm
in [12]. For consistency, we changed the update step in the original ALRR algorithm to single time scale
TD(λ) update. In the non-linear tasks, we extended our algorithm to non-linear cases and compared
it with TD(λ). Since ALRR was not designed for the neural network-parameterized cases, we did not
include it in the non-linear TD tests.
In Figure 1, for different λ, we compared our AdaTD(λ) method with TD(λ) and ALRR method in
the Mountain Car task. The common parameters for all three algorithms are set as max episode = 300,
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Figure 3: RMSBE versus episode in ‘CartPole’ when λ = 0, 0.3, 0.5 and 0.7.
Figure 4: RMSBE versus episode in ‘Navigation’ when λ = 0, 0.3, 0.5 and 0.7.
batch size = 16. For AdaTD(λ), we use β = 0.3, δ = 0.01 and the initial step size η0 = 3.0. For ALRR
method, we use σ = 0.001,  = 1.2 and η0 = 1.0. For TD(λ), the step size is set as η = 0.7. In this test,
the performance of all three methods is close, while AdaTD(λ) still has a small advantage over other two
when λ is small.
In Figure 2, for different λ, we compared our AdaTD(λ) with TD(λ) and ALRR in the Acrobot task.
In this test, max episode = 1000, batch size = 48. For AdaTD(λ), we used β = 0.5 (λ = 0 and 0.3)
or 0.9 (λ = 0.5 and 0.7), δ = 1 and initial step size η0 = 9. The initial step size is relatively large for
AdaTD(λ) which will cause the gradient update to explode, but AdaTD(λ) is able to quickly adapt the
large initial step size and guarantee afterwards convergence. For ALRR method, σ = 0.001,  = 1.2 and
η0 = 0.001. For TD(λ), we used the constant step size η = 0.04 (λ = 0.3, 0.5, 0.7) or 0.05 (λ = 0). Note
there is a major fluctuation in average loss around episode 30. TD(λ) has constant step size, and thus
it is more vulnerable to the fluctuation than AdaTD(λ). As a result, our algorithm demonstrates better
overall convergence speed over TD(λ). In addition, our method also has better stability over two other
methods in this test, which is indicated by the small shaded areas.
In Figure 3, we compared AdaTD(λ) with TD(λ) in the CartPole task. The value function is pa-
rameterized by a network with two hidden layers each with 128 neurons. We used ReLU as activation
functions for hidden layers. In this test, max episode = 500, batch size = 32. For AdaTD(λ), we used
β = 0.2, δ = 0.01 and initial step size η0 = 1.5. For TD(λ), the step size is η = 0.02. To achieve stable
convergence, the step size of TD(λ) cannot be large. Thus, it is outperformed by AdaTD(λ) in terms
of convergence speed. In fact, when λ is large, a small step size of η = 0.02 still cannot guarantee the
stability of TD(λ). It can be observed in Figure 3 that when λ gets larger, i.e. the gradient is larger,
original TD(λ) becomes less stable. In comparison, AdaTD(λ) has exhibited robustness to the choice of
λ and large initial step size in this test.
In Figure 4, we compared AdaTD(λ) with TD(λ) in the Navigation task. The value function is
parameterized by a neural network with two hidden layers each with 64 neurons. The activation function
for hidden layers is ReLU. In this test, max episode = 200, batch size = 20. For AdaTD(λ), we used
β = 0.2, δ = 0.01 and initial step size η0 = 0.7. For TD(λ), the step size is η = 0.2. It can be observed
from Figure 4 that AdaTD(λ) strongly outperforms TD(λ) in terms of stability and convergence speed.
Also, it is worth noticing that when λ is large, original TD(λ) again has stability issues when converging.
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6 Conclusions
We focused on developing an improved variant of the celebrated temporal difference (TD) learning
algorithm in this paper. Motivated by the tight link between TD and stochastic gradient-based methods,
we developed adaptive TD and TD(λ) algorithms. The finite-time convergence analysis of the novel
adaptive TD and TD(λ) algorithms has been established under the Markovian observation model. While
the theoretical (worst-case) convergence rates of Adaptive TD and TD(λ) are similar to those of the
original TD and TD(λ), extensive tests on several standard benchmark tasks demonstrate the effectiveness
of our new approaches.
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Appendix
A Technical Lemmas
Lemma 5 ([5, 19]). For 0 ≤ ai ≤ a¯, we have
T∑
t=1
at
δ +
∑t
i=1 ai
≤ ln(δ + T a¯)− ln δ.
Lemma 6 ([2]). For any θ ∈ Rd, it follows
〈θ∗ − θ,g(θ)〉 ≥ (1− γ)ω‖θ∗ − θ‖2. (A.1)
In the proofs, we use three shorthand notation for simplifications. Those three notation are all related
to the iteration k. Assume (mk)k≥0, (θk)k≥0, (vk)k≥0 are all generated by AdaTD. We denote
Ξk := E‖mk‖2/(vk + δ),
Υk := E
(
〈θk − θ∗,mk〉/(vk + δ) 12
)
,
<k := 8T (1−β)δ1/2(1−γ)ω
∑1
d=T Ξk−d + ηβΞk + 2RG(1− β)dδ · ‖g
k‖2
vk+δ
+ 2R(1−β)κρ
T
√
δ
.
(A.2)
The left technical lemmas all describe the notation given above.
Lemma 7. With (Ξk)k≥0 defined in (A.2), we have
K∑
k=1
Ξk ≤ 1 + β
1− β
K−1∑
j=1
E‖gj |2/(vj + δ).
Further, with the boundedness of (‖gk‖)k≥0, we then get
K∑
k=1
Ξk ≤ 1 + β
1− β ln(
δ + (K − 1)G2
δ
).
Lemma 8. Given T ∈ Z+, we have
E〈θk − θ∗,gk〉/(vk−1 + δ) 12
≤ 1
2
E〈θk − θ∗,g(θk)〉/(vk−1 + δ) 12 + 2Rκρ
T
√
δ
+
8T
δ1/2(1− γ)ω
1∑
h=T
E‖mk−h‖2/(vk−h + δ) 12 . (A.3)
Lemma 9. With (Υk)k≥0 and (<k)k≥0 defined in (A.2), the following result holds for AdaTD
Υk +
(1− β)
2
E〈θ∗ − θk,g(θk)〉/(vk−1 + δ) 12 ≤ βΥk−1 + <k. (A.4)
On the other hand, we can bound Υk as
|Υk| ≤ η 2RG
δ
1
2
.
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B Proofs of Technical Lemmas
B.1 Proof of Lemma 2
Given an integer T , with Assumptions 1 and 2, we have
E(g(θk−T ; sk, sk+1) | σk−T )
=
∑
s,s′∈S
pi(s)P(s′|s)
(
R(s, s′) + γφ(s′)>θk−T − φ(s)>θk−T
)
φ(s)
+
∑
s,s′∈S
(P(sk | sk−T = s)− pi(s))P(s′|s)
(
R(s, s′) + γφ(s′)>θk−T − φ(s)>θk−T
)
φ(s). (B.1)
Notice that the following holds∑
s,s′∈S
pi(s)P(s′|s)
(
R(s, s′) + γφ(s′)>θk−T − φ(s)>θk−T
)
φ(s) = g(θk−T ).
With Assumption 2, the second term in right side of (B.1) can be bounded by Sκ¯(B + Rγ + R)ρT . By
setting κ := Sκ¯(B +Rγ +R) and using E(E(· | σ)) = E(·), we then proved the result.
B.2 Proof of Lemma 7
Recall mk = (1− β)∑k−1j=1 βk−1−jgj . We then have
‖mk‖2/(vk + δ) ≤ (1− β)2‖
k−1∑
j=1
βk−1−jgj/(vk + δ)
1
2 ‖2
a)
≤ (1− β)2(
k−1∑
j=1
βk−1−j) ·
k−1∑
j=1
βk−1−j‖gj‖2/(vk + δ)
≤ (1− β)2 · 1
1− β ·
k−1∑
j=1
βk−1−j‖gj‖2/(vk + δ)
= (1 + β) ·
k−1∑
j=1
βk−1−j‖gj‖2/(vk + δ)
b)
= (1 + β) ·
k−1∑
j=1
βk−1−j‖gj‖2/(vj + δ)
where a) uses the fact that
∑d
i=1(
∑k−1
j=1 ajbi,j)
2 ≤∑di=1∑k−1j=1 a2j∑k−1j=1 b2i,j with aj = β k−1−j2 and bi,j =
β
k−1−j
2 gji /(v
k + δ)
1
2 for any i ∈ {1, 2, . . . , d}, and b) is due to vj ≤ vk when j ≤ k− 1. Then, we then get
K∑
k=1
k−1∑
j=1
βk−1−j‖gj‖2/(vj + δ) =
K−1∑
j=1
K−1∑
k=j
βk−j‖gj‖2/(vj + δ)
=
K−1∑
j=1
K−1∑
k=j
βk−j‖gj‖2/(vj + δ)
≤ 1
1− β
K−1∑
j=1
‖gj‖2/(vj + δ).
Combining the inequalities above, we get the result. Directly using Lemma 5, we get the second bound.
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B.3 Proof of Lemma 8
With direct computations, it follows
E〈θk − θ∗,gk〉/(vk−1 + δ) 12
= E〈θk − θ∗,
[
g(θk) + gk − g(θk−T ; sk, sk+1) + g(θk−T ; sk, sk+1)− g(θk−T ) + g(θk−T )− g(θk)
]
〉/(vk−1 + δ) 12
= E〈θk − θ∗,g(θk)〉/(vk−1 + δ) 12 + E | 〈θk − θ∗,
[
gk − g(θk−T ; sk, sk+1)
]
〉 | /(vk−1 + δ) 12︸ ︷︷ ︸
I
+ E | 〈θk − θ∗,
[
g(θk−T ; sk, sk+1)− g(θk−T )
]
〉 | /(vk−1 + δ) 12︸ ︷︷ ︸
II
+ E | 〈θk − θ∗,
[
g(θk−T )− g(θk)
]
〉 | /(vk−1 + δ) 12︸ ︷︷ ︸
III
. (B.2)
Now, we bound I, II and III by
I ≤ 2E‖θk − θ∗‖ · ‖θk − θk−T ‖/(vk−1 + δ) 12 , III ≤ 2E‖θk − θ∗‖ · ‖θk − θk−T ‖/(vk−1 + δ) 12 ,
and with Lemma 2, it follows
II ≤ 2Rκρ
T
√
δ
.
Thus, we get
I + II + III ≤ 4
1∑
h=T
E‖θk − θ∗‖ · ‖θk+1−h − θk−h‖/(vk−1 + δ) 12 + 2Rκρ
T
√
δ
≤ 4
1∑
h=T
E‖θk − θ∗‖ · ‖mk−h‖/((vk−1 + δ) 12 · (vk−h + δ) 12 ) + 2Rκρ
T
√
δ
. (B.3)
On the other hand, with Cauchy-Schwarz inequality, we have
1∑
h=T
E
(
‖θk − θ∗‖ · ‖mk−h‖/((vk−1 + δ) 12 · (vk−h + δ) 12 ) | σk
)
≤ 1
δ1/4
1∑
h=T
‖θk − θ∗‖/(vk−1 + δ)1/4 · ‖mk−h‖/(vk−h + δ)1/2
≤ 1
2δ1/4
1∑
h=T
(
δ1/4(1− γ)ω
4T
‖θk − θ∗‖2/(vk−1 + δ)1/2 + 4T
δ1/4(1− γ)ω ‖m
k−h‖2/(vk−h + δ))
=
(1− γ)ω
8
‖θk − θ∗‖2/(vk−1 + δ)1/2 + 2T
δ1/2(1− γ)ω
1∑
h=T
‖mk−h‖2/(vk−h + δ)
≤ 1
8
〈θ∗ − θk,g(θk)〉/(vk−1 + δ)1/2 + 2T
δ1/2(1− γ)ω
1∑
h=T
‖mk−h‖2/(vk−h + δ). (B.4)
Combining (B.2) and (B.4), we then get the result.
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B.4 Proof of Lemma 9
With direct computations, we have
E
(
〈θk − θ∗,mk〉/(vk + δ) 12 | σk
)
= E
(
〈θk − θ∗,mk〉/(vk−1 + δ) 12 | σk
)
︸ ︷︷ ︸
I
+ E
(
〈θk − θ∗,mk〉/(vk + δ) 12 − 〈θk − θ∗,mk〉/(vk−1 + δ) 12 〉 | σk
)
︸ ︷︷ ︸
II
Now, we bound I and II. The Cauchy’s inequality then gives us
II ≤ ‖θk − θ∗‖ · ‖mk‖ · (1/(vk−1 + δ) 12 − 1/(vk + δ) 12 )
≤ 2RG ‖g
k‖2
(vk + δ)
1
2 (vk−1 + δ)
1
2 ((vk + δ)
1
2 + (vk−1 + δ)
1
2 )
=
2RG
δ
· ‖g
k‖2
vk + δ
.
With scheme of the algorithm, we use a shorthand notation Λ := E(〈θk − θ∗,gk〉/(vk−1 + δ) 12 | σk) and
then get
I = E
(
〈θk − θ∗, βmk−1 + (1− β)gk〉/(vk−1 + δ) 12 | σk
)
= (1− β) · Λ + β〈θk − θ∗,mk−1〉/(vk−1 + δ) 12
= (1− β) · Λ + β〈θk−1 − θ∗,mk−1〉/(vk−1 + δ) 12 + β〈θk − θk−1,mk−1〉/(vk−1 + δ) 12
a)
≤ (1− β) · Λ + β〈θk−1 − θ∗,mk−1〉/(vk−1 + δ) 12 + β‖θk−1 − θk‖ · ‖mk−1‖/(vk−1 + δ) 12
b)
≤ (1− β) · Λ + β〈θk−1 − θ∗,mk−1/(vk−1 + δ) 12 〉
+ ηβ‖mk−1‖2/(vk−1 + δ)
where a) uses the Cauchy’s inequality, b) depends on the scheme of AdaTD, c) is due to the bound (3.3).
Taking total expectations on both sides of I and using E(E(· | σk)) = E(·), we get
EI ≤ (1− β)E〈θk − θ∗,gk〉/(vk−1 + δ) 12 + βΥk−1 + ηβ‖mk−1‖2/(vk−1 + δ).
Combination of the inequalities I, II and Lemma 8 gives the final result.
The bound for Υk a direct result from the bound of m
k and gk.
C Proof of Theorem 1
Given K ∈ Z+, Lemma 9 implies
ΥK +
1− β
2
E〈θ∗ − θK ,g(θK)〉/(vK−1 + δ) 12 ≤ βΥK−1 + <K
ΥK−1 +
1− β
2
E〈θ∗ − θK−1,g(θK−1)〉/(vK−2 + δ) 12 ≤ βΥK−2 + <K−1
ΥK−2 +
1− β
2
E〈θ∗ − θK−2,g(θK−2)〉/(vK−3 + δ) 12 ≤ βΥK−3 + <K−2
...
ΥT+1 +
1− β
2
E〈θ∗ − θT+1,g(θT+1)〉/(vT + δ) 12 ≤ βΥT + <T+1
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Summing together, we then get
(1− β)
2
K∑
k=T+1
〈θ∗ − θk,g(θk)〉/(vk−1 + δ) 12 ≤ −ΥK + (1− β)
K−1∑
k=T
(−Υk) +
K∑
k=T+1
<k
≤ (1− β)
K−1∑
k=T
(−Υk) +
K∑
k=T+1
<k + η 2RG
δ
1
2
. (C.1)
With direct calculations, we get
‖θ∗ − θk+1‖2 ≤ ‖θ∗ − θk − ηmk/(vk + δ) 12 ‖2
≤ ‖θ∗ − θk‖2 + 2η〈mk,θk − θ∗〉/(vk + δ) 12 + η2‖mk‖2/(vk + δ).
Taking total condition expectation gives us
E‖θ∗ − θk+1‖2 ≤ E‖θ∗ − θk‖2 + 2ηΥk + η2Ξk.
That is also
K−1∑
k=T
−Υk ≤ E‖θ
∗ − θT ‖2
2η
+
η
2
K−1∑
k=T
Ξk.
Combining (C.1), we are then led to
K∑
k=T+1
〈θk − θ∗,g(θk)〉/(vk−1 + δ) 12 ≤ 2
K−1∑
k=T
(−Υk) + 2
1− β
K∑
k=T+1
<k + 4RGη
δ
1
2 (1− β)
≤ E‖θ
∗ − θT ‖2
η
+ η
K−1∑
k=T
Ξk +
2
1− β
K∑
k=T+1
<k + 4RGη
δ
1
2 (1− β)
≤ 4R
2
η
+ η
K−1∑
k=T
Ξk +
2
1− β
K∑
k=T+1
<k + 4RGη
δ
1
2 (1− β) . (C.2)
With Lemma 5 and Lemma 7, it follows that
η
K−1∑
k=T
Ξk +
2
1− β
K∑
k=T+1
<k
≤ η
K−1∑
k=T
Ξk +
16T
δ1/2(1− γ)ω
K∑
k=T+1
1∑
d=T
Ξk−d +
2ηβ
1− β
K∑
k=T+1
Ξk +
4RG
δ
K∑
k=T+1
‖gk‖2
vk + δ
+
4RκρT√
δ
(K − T )
≤ η
K−1∑
k=T
Ξk +
(
16T 2
δ1/2(1− γ)ω +
2ηβ
1− β
) K∑
k=T+1
Ξk +
4RG
δ
K∑
k=T+1
‖gk‖2
vk + δ
+
4RκρT√
δ
(K − T )
≤
(
η +
16T 2
δ1/2(1− γ)ω +
2ηβ
1− β
) K∑
k=1
Ξk +
4RG
δ
K∑
k=1
‖gk‖2
vk + δ
+
4RκρT√
δ
(K − T )
≤
(
16T 2(1 + β)
δ1/2(1− γ)(1− β)ω +
2η(1 + β)2
(1− β)2 +
2η(1 + β)
1− β
)
ln(
δ + (K − 1)G2
δ
) +
4RG
δ
ln(
δ +KG2
δ
) +
4RκρT√
δ
(K − T )
(C.3)
where we used the inequality
∑K
k=1
‖gk‖2
vk+δ
≤ ln( δ+KG2δ ).
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On the other hand, we can get
K∑
k=T
E〈θ∗ − θk,g(θk)〉/(vk−1 + δ) 12 ≥
K∑
k=T
(1− γ)ωE‖θ∗ − θk‖2
[(k − 1)G2 + δ] 12
≥ 2(
√
(K − 1)G2 + δ −
√
(T − 1)G2 + δ) · max
T≤k≤K
E‖θ∗ − θk‖2
≥
√
KG · max
T≤k≤K
E‖θ∗ − θk‖2 (C.4)
where we used K ≥ 94 (T + 1) to get 2(
√
(K − 1)G2 + δ −√(T − 1)G2 + δ) ≥ √KG. In this case, we
then derive
min
T≤k≤K
E‖θ∗ − θk‖2
≤
(
16T 2(1 + β)
Gδ1/2(1− γ)(1− β)ω +
2η(1 + β)2
G(1− β)2 +
2η(1 + β)
G(1− β) +
4R
δ
)
ln(
δ +KG2
δ
)
1√
K
4R2
η +
4RGη
δ
1
2 (1−β)√
K
+
4RκρT
G
√
δ
√
K
Letting
C1 :=
16T 2(1 + β)
G
√
δ(1− γ)(1− β)ω +
2η(1 + β)2
G(1− β)2 +
2η(1 + β)
G(1− β) +
4R
δ
,
C2 :=
4R2
η
+
4RGη
δ
1
2 (1− β) ,
C3 :=
4RSκ¯(B +Rγ +R)
G
√
δ
,
we then proved the results.
Proofs for AdaTD(λ)
D Technical Lemmas
Although (mk)k≥0 and (vk)k≥0 are generated as the AdaTD, the difference scheme of updating (gk)k≥0
makes they different. Thus, we use different notation here. Like previous proofs, we denote three items
for AdaTD(λ) as follows
Ξˆk := E‖mk‖2/(vk + δ),
Υˆk := E
(
〈θk − θ∗,mk〉/(vk + δ) 12
)
,
<ˆk := 8T (1−β)δ1/2(1−γ)ω(1−γλ)
∑1
d=T Ξk−d + ηβΞk + 2RGˆ(1− β)dδ · ‖g
k‖2
vk+δ
+ 2R(1−β)κρ
T
√
δ(1−γλ) +
2R(1−β)Gˆ√
δ(1−γλ) ζk.
(D.1)
Lemma 10. Assume (mk)k≥0 and (vk)k≥0 are given by (D.1). We have
K∑
k=1
Ξˆk ≤ 1 + β
1− β
K−1∑
j=1
E‖gj‖2/(vj + δ).
Further, with the boundedness of (‖gk‖)k≥0, we then get
K∑
k=1
Ξˆk ≤ 1 + β
1− β ln(
δ + (K − 1)Gˆ2
δ
).
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Lemma 11. Assume (θk)k≥0 is generated by AdaTD(λ). Given T ∈ Z+, we have
E〈θk − θ∗,gk〉/(vk−1 + δ) 12
≤ 1
2
E〈θk − θ∗,g(θk)〉/(vk−1 + δ) 12 + 2R√
δ
(
κ
1− γλρ
T +
Gˆ
1− γλζk)
+
8T
δ1/2(1− γ)ω(1− γλ)
1∑
h=T
E‖mk−h‖2/(vk−h + δ) 12 . (D.2)
Lemma 12. Assume Ξˆk, Υˆk are denoted by (D.1), we then have the following result
Υˆk +
(1− β)
2
E〈θ∗ − θk,g(θk)〉/(vk−1 + δ) 12 ≤ βΥˆk−1 + <ˆk. (D.3)
On the other hand, we have another bound for Υˆk as
|Υˆk| ≤ η 2RGˆ
δ
1
2
.
E Proofs of Technical Lemmas
E.1 Proof of Lemma 3
With the scheme of updating zk, it follows Ezk =
∑k
t=1(γλ)
k−tEφ(st). Assume pi0 is the initial
probability of s0, then Eφ(st) = Φ>Ptpi0 which yields
Ezk =
k∑
t=1
(γλ)k−tΦ>Ptpi0.
From [24], there exists orthogonal matrix U such that
P = U>

1
λ2
. . .
λS
U
with λ2 ≥ . . . ≥ λS ≥ 0 and λ2 ≤ ρ. Without loss of generation, we assume γλ > ρ and then derive
Ezk = Φ>U>

∑k
t=1(γλ)
k−t ∑k
t=1(γλ)
k−tλt2
. . . ∑k
t=1(γλ)
k−tλtS
Upi0
We also see
Ez∞ = Φ>U>

1
1−γλ
0
. . .
0
Upi0
And hence, it follows
Ezk − Ez∞ = Φ>U>

−(γλ)k
1−γλ ∑k
t=1(γλ)
k−tλt2
. . . ∑k
t=1(γλ)
k−tλtS
Upi0
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For i ∈ {2, 3, . . . , S}, ∑kt=1(γλ)k−tλtS ≤∑kt=1(γλ)k−tρt. It is easy to see
ζk :=
k∑
t=1
(γλ)k−tρt ≤
k∑
t=1
(max{γλ, ρ})k−t(max{γλ, ρ})t = k(max{γλ, ρ})k.
E.2 Proof of Lemma 4
With the boundedness, we are led to
‖Egˆ(θk−T ; sk, sk+1, zk)− Egλ(θk−T ; sk, sk+1, z∞)‖ ≤ Gˆ
1− γλkζ
k.
With direct computation, we have
E(gˆ(θk−T ; sk, sk+1, z∞) | σ(σk−T , z∞))
=
∑
s,s′∈S
pi(s)P(s′|s)
(
R(s, s′) + γφ(s′)>θk−T − φ(s)>θk−T
)
z∞
+
∑
s,s′∈S
(P(sk | sk−T = s)− pi(s))P(s′|s)
(
R(s, s′) + γφ(s′)>θk−T − φ(s)>θk−T
)
z∞. (E.1)
Noticing that∑
s,s′∈S
pi(s)P(s′|s)
(
R(s, s′) + γφ(s′)>θk−T − φ(s)>θk−T
)
z∞ = E(gλ(θk−T ; sk, sk+1, z∞) | σ(σk−T , z∞)).
With Egˆ(θ; sˆk, sˆk+1, z∞) = gλ(θ) and Assumption 2,∥∥∥∥∥∥
∑
s,s′∈S
(P(sk | sk−T = s)− pi(s))P(s′|s)
(
R(s, s′) + γφ(s′)>θk−T − φ(s)>θk−T
)
z∞
∥∥∥∥∥∥ ≤ κρ
T
1− γλ.
E.3 Proof of Lemma 10
This proof is identical to the one of Lemma 7 and will not be reproduced.
E.4 Proof of Lemma 11
Noting
Egˆ(θ; sˆk, sˆk+1, z∞) = gλ(θ),
where (sˆ1, sˆ2, . . .) is the stationary sequence. Then for any θ
1,θ2 ∈ Rd,
‖gλ(θ1)− gλ(θ2)‖ = ‖Egˆ(θ1; sˆk, sˆk+1, z∞)− Egˆ(θ2; sˆk, sˆk+1, z∞)‖ ≤ 2‖θ
1 − θ2‖
1− γλ .
22
We can have
E〈θk − θ∗,gk〉/(vk−1 + δ) 12
= E〈θk − θ∗,
[
gλ(θk) + gk − gˆ(θk−T ; sk, sk+1, zk) + gˆ(θk−T ; sk, sk+1, zk)− gλ(θk−T ) + gλ(θk−T )− gλ(θk)
]
〉/(vk−1 + δ) 12
= E〈θk − θ∗,gλ(θk)〉/(vk−1 + δ) 12 + E | 〈θk − θ∗,
[
gk − gˆ(θk−T ; sk, sk+1, zk)
]
〉 | /(vk−1 + δ) 12︸ ︷︷ ︸
I
+ E | 〈θk − θ∗,
[
gˆ(θk−T ; sk, sk+1, zk)− gλ(θk−T )
]
〉 | /(vk−1 + δ) 12︸ ︷︷ ︸
II
+ E | 〈θk − θ∗,
[
gλ(θk−T )− gλ(θk)
]
〉 | /(vk−1 + δ) 12︸ ︷︷ ︸
III
. (E.2)
We then bound I, II and III as follow
I ≤ 2
1− γλE‖θ
k − θ∗‖ · ‖θk − θk−T ‖/(vk−1 + δ) 12 , III ≤ 2
1− γλE‖θ
k − θ∗‖ · ‖θk − θk−T ‖/(vk−1 + δ) 12 ,
and with Lemma 4
II ≤ 2R√
δ
(
κ
1− γλρ
T +
Gˆ
1− γλζk).
Hence, we are then led to
I + II + III ≤ 4
1− γλ
1∑
h=T
E‖θk − θ∗‖ · ‖θk+1−h − θk−h‖/(vk−1 + δ) 12 + 2R√
δ
(
κ
1− γλρ
T +
Gˆ
1− γλζk)
≤ 4
1− γλ
1∑
h=T
E‖θk − θ∗‖ · ‖mk−h‖/((vk−1 + δ) 12 · (vk−h + δ) 12 ) + 2R√
δ
(
κ
1− γλρ
T +
Gˆ
1− γλζk).
(E.3)
On the other hand, with the Cauchy-Schwarz inequality, we derive
1∑
h=T
E
(
‖θk − θ∗‖ · ‖mk−h‖/((vk−1 + δ) 12 · (vk−h + δ) 12 ) | σk
)
≤ 1
δ1/4
1∑
h=T
‖θk − θ∗‖/(vk−1 + δ)1/4 · ‖mk−h‖/(vk−h + δ)1/2
≤ 1
2δ1/4
1∑
h=T
(
δ1/4(1− α)ω(1− γλ)
4T
‖θk − θ∗‖2/(vk−1 + δ)1/2 + 4T
δ1/4(1− α)ω(1− γλ)‖m
k−h‖2/(vk−h + δ))
=
(1− α)ω(1− γλ)
8
‖θk − θ∗‖2/(vk−1 + δ)1/2 + 2T
δ1/2(1− α)ω(1− γλ)
1∑
h=T
‖mk−h‖2/(vk−h + δ)
≤ (1− γλ)
8
〈θ∗ − θk,g(θk)〉/(vk−1 + δ)1/2 + 2T
δ1/2(1− α)ω(1− γλ)
1∑
h=T
‖mk−h‖2/(vk−h + δ). (E.4)
Combining (E.2) and (E.4), we then get the result.
E.5 Proof of Lemma 12
The proof is identical to Lemma 9 and will not be repeated.
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E.6 Proof of Theorem 2
Similar to (C.2), we can derive
K∑
k=T+1
〈θk − θ∗,gλ(θk)〉/(vk−1 + δ) 12 ≤ E‖θ
∗ − θT ‖2
η
+ η
K−1∑
k=T
Ξˆk +
2
1− β
K∑
k=T+1
<ˆk + 4RGˆη
δ
1
2 (1− β) .
Lemma 5 and Lemma 10 give us
η
K−1∑
k=T
Ξˆk +
2
1− β
K∑
k=T+1
<ˆk ≤ η
K−1∑
k=T
Ξk +
16T
δ1/2(1− γ)ω(1− γλ)
K∑
k=T+1
1∑
d=T
Ξk−d +
2ηβ
1− β
K∑
k=T+1
Ξk
+
4RGˆ
δ
K∑
k=T+1
‖gk‖2
vk + δ
+
4RκρT
(1− γλ)√δ (K − T ) +
K−1∑
k=T
2RGˆ√
δ(1− γλ)ζk
≤ η
K−1∑
k=T
Ξk +
(
16T 2
δ1/2(1− γ)ω +
2ηβ
1− β
) K∑
k=T+1
Ξk
+
4RGˆ
δ
K∑
k=T+1
‖gk‖2
vk + δ
+
4RκρT
(1− γλ)√δ (K − T ) +
K−1∑
k=T
2RGˆ√
δ(1− γλ)ζk
≤
(
η +
16T 2
δ1/2(1− γ)ω(1− γλ) +
2ηβ
1− β
) K∑
k=1
Ξk
+
4RGˆ
δ
K∑
k=1
‖gk‖2
vk + δ
+
4RκρT
(1− γλ)√δ (K − T ) +
K−1∑
k=T
2RGˆ√
δ(1− γλ)ζk
≤
(
16T 2(1 + β)
δ1/2(1− γ)(1− β)ω(1− γλ) +
2η(1 + β)2
(1− β)2 +
2η(1 + β)
1− β
)
ln(
δ + (K − 1)Gˆ2
δ
)
+
4RGˆ
δ
ln(
δ +KGˆ2
δ
) +
4RκρT√
δ(1− γλ) (K − T ) +
2RGˆ√
δ(1− γλ)
+∞∑
k=1
ζk.
The rest of the proof is almost identical to the one of Theorem 1. If we define
Cλ1 :=
16T 2(1 + β)
δ1/2(1− γ)(1− β)ω(1− γλ) +
2η(1 + β)2
(1− β)2 +
2η(1 + β)
1− β +
4RGˆ
δ
,
Cλ2 :=
4R2
η
+
4RGˆη
δ
1
2 (1− β) +
2R√
δ(1− γλ)
+∞∑
k=1
ζk,
Cλ3 :=
4RSκ¯(B +Rγ +R)
(1− γλ)Gˆ√δ ,
we then arrive at the results.
F Experiment Settings
F.1 Mountain Car
We used a linear function to approximate the value function, i.e. the value of a particular state is
the linear combination of the elements in the state feature vector. Algorithms were tested when λ = 0,
0.3, 0.5 and 0.7. For Vanilla TD(λ), we set max episode = 300, batch size (horizon) = 16, η = 0.7. For
ALRR-TD(λ), we set max episode = 300, batch size = 16, η0 = 1.0, σ = 0.001,  = 1.2. For AdaTD(λ),
we set max episode = 300, batch size = 16, η0 = 3.0, δ = 0.01, β = 0.3.
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F.2 Acrobot
We used a linear function to approximate the value function. Algorithms were tested when λ = 0,
0.3, 0.5 and 0.7. For Vanilla TD(λ), we set max episode = 1000, batch size = 48. When λ = 0, η = 0.05,
otherwise η = 0.04. For ALRR-TD(λ), we set max episode = 1000, batch size = 48, η0 = 0.001, σ =
0.001,  = 1.2. For AdaTD(λ), we set max episode = 1000, batch size = 48, η0 = 9, δ = 1. When λ = 0
and 0.3, β = 0.5, otherwise β = 0.9.
F.3 CartPole
We used a neural network to approximate the value function. The neural network has two hidden
layers each with 128 neurons and the ReLU activation function. Input to the network is the state features
and the output is the estimated value. Algorithms were tested when λ = 0, 0.3, 0.5 and 0.7. For Vanilla
TD(λ), we set max episode = 500, batch size = 32. η = 0.02. For AdaTD(λ), we set max episode = 500,
batch size = 32, η0 = 1.5, δ = 0.01, β = 0.2.
F.4 Navigation
We used a neural network to approximate the value function. The neural network has two hidden
layers each with 64 neurons and ReLU activation function. Input to the network is the state features and
the output is the estimated value. The network was trained end-to-end. Algorithms were tested when
λ = 0, 0.3, 0.5 and 0.7. For Vanilla TD(λ), we set max episode = 200, batch size = 20, η = 0.2. For
AdaTD(λ), we set max episode = 200, batch size = 20, η0 = 0.7, δ = 0.01, β = 0.2.
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