A persistent challenge for small-scale air quality modeling is the assessment of health impact and population exposure studies. Despite progress in computation and in the quality of model input (i.e., highresolution information on land use and emission patterns), the uncertainty associated with input parameters cannot be eliminated. The aim of this paper is to study different sources of uncertainty that affect model results as the resolution increases. Mesoscale chemistry transport simulations at different resolutions are used and modeled 0 3 concentrations are compared with surface measurements. The case study consists of CHIMERE model simulations over the city of Paris. It is shown that the principal source of noise in model results is the resolution of the input emission fluxes. The O 3 concentrations modeled with simulations forced by several horizontal resolutions of input emission data (from ⌬x ϭ 48 km to ⌬x ϭ 6 km) indicate that model results do not improve monotonously with resolution, but that after a certain point discrepancies become larger. Based on this result and as an alternative to the deterministic downscaling that resolves explicitly the finer scale (beyond the 1-km range), the authors propose a subgrid-scale approach that uses a statistical description of spatial scales finer than model resolution. As an example, the subgrid variability of modeled O 3 concentration has been quantified, when modeled dry deposition processes occur over subgrid surfaces (land use fractions). The implementation of this modified calculation gives access to subgrid fluxes and subgrid surface concentrations instead of the mean values provided by the commonly used model calculation.
Introduction
A current trend in small-scale air quality modeling is to quantify the health impact of exposure to atmospheric pollution (WHO 2000) . The associated health risk can be evaluated if the output of air quality models is linked to information on citizen activities (Ott 1985; Kousa et al. 2002; Kruize et al. 2003; Baklanov et al. 2007) . Such a numerical approach requires high temporal and spatial resolution in air quality models to better represent the heterogeneity of the urban environment. The variability of pollutants inside cities is mainly due to (i) the temporal evolution and spatial distribution of emission sources and (ii) the dispersion of pollutants inside street canyons.
Several modeling tools exist to describe the evolution of meteorological properties at a finescale. Large eddy simulation (LES) models resolve finescale turbulent structures, such as small eddies, by adapting highermoments closure to the formulation of atmospheric turbulence (Moeng and Wyngaard 1989) . Street canyon models (Vardoulakis et al. 2003) calculate explicitly the flow within a designated city structure [building height to street width ratio must be provided (Rotach 1993a,b) ]. The horizontal resolution of such models ranges from a few meters up to a hundred meters.
In some cases, meteorological models have integrated more complex parameterizations (Masson 2000; Mestayer et al. 2005 ) that assess the impact of street canyons on the mean flow by statistical representations. In this approach an a priori knowledge of city features, linked to the modeled mean meteorological flow, can provide an estimate of subgrid-scale effects. On the other hand, mesoscale chemistry transport models (CTMs) commonly use a K-diffusion theory to account for the turbulent mixing inside model cells. Such parameterizations lead to enhanced mixing at high model resolution (especially close to high emissions sources) and model results can turn out to be significantly biased as discussed in Brücher et al. (2000) .
When chemical processes are taken into account, the challenge of small-scale modeling becomes rather different. Surface emissions are characterized by heterogeneous spatial patterns and highly fluctuating temporal profiles associated with transport. The inherent variability of surface emissions has a nonlinear impact on the chemical transformation of pollutants (Galmarini et al. 2007 ) and consequently, any increase in the resolution of meteorology and/or emissions might lead to more uncertainty of modeled concentrations. Mass et al. (2002) discuss similar effects on mesoscale meteorological modeling, but at least to our knowledge, this uncertainty has never been quantified for chemistry transport models. Nevertheless, the uncertainty can become significant for secondary pollutants such as ozone, because all errors related to meteorology, emissions, chemistry, and transport are accumulated into the final modeled concentration (Hanna et al. 1998 (Hanna et al. , 2001 ). In addition, the validation of high-resolution CTM is not a trivial task since validation data, mainly surface measurements, are not always representative of model grid cells (Vardoulakis et al. 2005) .
Another important statement concerns the sensitivity of model results to the chemical boundary conditions. The simulation domain needs to be large enough around local sources so that species background concentrations would be represented correctly (Menut 2003) . This condition is not satisfied in LES and highresolution mesoscale modeling (i.e., horizontal resolution finer than 1 km).
Thus, in the present study we begin by addressing the impact of the horizontal resolution of a CTM on modeled ozone concentrations. The case study consists of simulations of the Paris urban plume during a photooxidant episode modeled with the CHIMERE model (section 2). The chosen event represents a typical summer smog event allowing for a certain generalization of the concluding remarks. Different horizontal resolutions are used, while the vertical resolution is identical in all cases. We compare model results at two different resolutions to surface measurements (section 3). Surprisingly, ozone concentrations modeled with the coarse resolution showed, globally, the greatest agreement with observations. Previous studies (van Loon et al. 2007; Vautard et al. 2007 ) have shown that the CHIMERE model discrepancies are mainly due to uncertainties related to input emissions and meteorological data, and not to systematic bias. Based on this observation, we argue that even if the finer resolution gives large errors when it is directly compared with measurements, its results can provide a reliable statistical representation of the subgrid variability inside the coarse-resolution cells. Model results at a high resolution were averaged over the coarse mesh grid cells and the standard deviation was used to represent O 3 spatial variability. We show that this statistical representation of model results at the finescale is more realistic (smaller bias) than the deterministic mean output concentrations.
It is possible to identify the different sources of noise affecting model calculation as the resolution increases and, eventually, to quantify their impact. We assess the question by using different resolutions of meteorological input and emissions data. We study the model's response as the resolution increases (section 4), and show that surface ozone was most affected by changes in the emission inventory resolution and that this impact is highly nonlinear. We gradually increased the resolution of input emission fluxes by averaging the values over larger areas around the "standard" fineresolution cells. Modeled ozone concentrations are compared to measurements with the intention of studying how the resolution of primary species emission affects model results with regard to a secondary species (O 3 ). In practice, simulations forced by 10 different horizontal resolutions of input emission fluxes, starting at 48 km ϫ 54 km and down to 6 km ϫ 6 km, showed that model results do not improve linearly with the resolution. On the contrary, model discrepancies become larger when the resolution becomes too high, suggesting that there exists an optimal point where the equilibrium between model resolution and input errors is inversed.
Based on this result, we suggest that CTM simulations at high spatial resolution can lead to unrealistic pollutants concentrations. An alternative way to represent the unresolved scale is to describe statistically the heterogeneity at subgrid space and model the corresponding variability of species concentrations. We present a first study toward this approach that focuses on the ozone dry deposition process (section 5). Ozone dry deposition variability over model grid cells is used to generate concentration fluctuations during each model time step. Mean dry deposition velocity of gaseous species is usually calculated in CTMs as the weighted average of the different velocities parameterized over different subgrid fractions of the grid cell (fractional land use). For the same case study, we change the model to address the subgrid variability of the dry deposition process to the final modeled ozone concentrations. Thus, instead of averaging the different subgrid dry deposition velocities to a single mean flux, we allowed each different component to affect the mean model concentration in an independent way. At the end of each model time step, the resulting concentrations are weighted with land use data and the subgrid variability of ozone concentration per time step is represented by the standard deviation around the mean value.
Case study a. Synoptic situation
A persistent anticyclone over western Europe during the first half of August 2003 resulted in exceptionally high temperatures over the continent. The stagnation of a polluted air mass over urban areas favored photochemical activity and ozone production inside urban plumes downwind of intense sources of O 3 precursors. A complete analysis of this event is presented in Vautard et al. (2005) .
b. Model setup
The episode is modeled with the CTM CHIMERE (see online at euler.lmd.polytechnique.fr/chimere). The domain covers Ile de France (IdF) (48°-49.5°N, 1.25°-3.6°E), an area of about 180 km ϫ 180 km centered around Paris (Fig. 1) . The highly urbanized center of the domain represents an intense source of polluted air mass principally related to traffic. Urbanization gradually decreases with the increasing distance from the city center. The isocontours of Fig. 1 correspond to the emitted mass of total NO x (NO ϩ NO 2 ) at 0800 UTC 1 August 2003. The model is used at two different resolutions: (i) the fine resolution with ⌬x ϭ ⌬y ϭ 6 km (FINE), and (ii) the coarse resolution with ⌬ ϭ ⌬ ϭ 0.5°(COARSE). The simulation results are compared over the IdF domain, which consists of 900 FINE and 20 COARSE grid cells (the actual domain of COARSE covers western Europe from 10°W to 22°E and from 35°to 57°N). Vertically, the two model configurations are identical: eight vertical layers with the top of the first layer at 995 hPa (Ϸ50 m above surface) and up to 500 hPa, which, as discussed in Vautard et al. (2005) , is high enough to include the boundary layer during the period of the simulation. The modeled boundary layer height, during the 5 simulated days, reached a maximum height of 1850 m. Hourly meteorological data are interpolated every 10 min at the FINE configuration whereas the integration over the chemical mechanism uses a 1.5-min time step. COARSE runs use a (Dudhia 1993 ) at a vertical resolution of 32 vertical layers (from the surface to 200 hPa) and a diagnostic preprocessing is applied to provide turbulence-related parameters for the CHIMERE model [friction velocity, boundary layer height, deep convective fluxes, and turbulent diffusivity (K z )]. This processing of meteorological parameters is described and validated in previous studies (Schmidt et al. 2001; Vautard et al. 2001) . All other parameters are described in Bessagnet et al. (2005) . In the standard configuration of the model the surface emission fluxes used in FINE simulation are taken from the inventory developed by the AIRPARIF local association [discussed and validated in Vautard et al. (2003a) ]. Emissions for COARSE (a configuration designed to apply to continental-scale simulations) are provided by the European Monitoring and Evaluation Programme (EMEP) inventory (www.emep.int). In section 4, where we no longer discuss model scores versus measurements but focus on pure modeling features and model intercomparisons, we scaled the AIRPARIF input emission fluxes to obtain consistency between the total emitted mass diagnosed by the different inventories. Thus, we conserved spatially the emitted mass for each species and each time step over the surface of COARSE cells.
Chemical boundary conditions for the coarse-resolution simulation (continental domain) are driven by GOCART model monthly climatologies (Ginoux et al. 2001) for aerosol species, while boundary conditions for gas-phase species are driven by the LMDz-INCA (Interaction with Chemistry and Aerosol model) global chemical weather forecast system. The LMDz-INCA model refers to the coupling between the Laboratoire de Meteorologie Dynamique general circulation model (Van Leer 1979; Tiedtke 1989; Hourdin and Armengaud 1999) and INCA (Hauglustaine et al. 2004 ). The fine-resolution simulation was nested inside the domain of the coarse-resolution simulation and thus it used COARSE output concentrations as boundary conditions.
Simulation results are discussed for 1, 2, and 3 August 2003, when the model ozone plume is clearly distinguishable from background values. Model concentrations at different resolutions are compared with each other and against measurements of the AIRPARIF air quality network [as described in Vautard et al. (2003b) ]. Surface stations are divided in three groups characterized as urban, periurban, and rural according to their location in the domain and the emission activity that best describes the vicinity of each station (and thus their spatial representativeness).
Direct comparison of simulations with measurements
In this section, we compare the different standard model configurations FINE and COARSE directly to each other, as well as against measurements. In addition, we estimate FINE mean ozone concentration spatially averaged over COARSE. This configuration (hereafter called AVER) does not represent a simulation by itself, but it allows us to intercompare model results and estimate the differences due to model resolution.
Surface ozone concentration maps illustrate the behavior of ozone plumes depending on model configuration. We compare model performance with regard to [O 3 ] at each configuration and evaluate the gain associated with the use of a finer resolution (i.e., additional features of ozone chemistry and transport being captured). A zoom to selected sites is then done and we study the temporal evolution of model results at different resolutions. We also discuss how each model configuration triggers air pollution alarms.
a. Surface maps of ozone concentration
As the grid size decreases, the model's spatial and temporal resolution approaches the scales of the physical and chemical processes driving O 3 formation and thus more detailed spatial patterns become evident (Fig. 2 ). For the 3 days, FINE predicts more O 3 at the center of the plume while the total area covered by high [O 3 ] values is larger in COARSE. Differences in modeled [O 3 ] can go up to 40 ppb, for both the excess in the center of the FINE plume and its deficit at background levels.
These differences are due not only to spatial averaging over concentrations as shown in the maps by AVER, but they also reflect the impact of emissions resolution (e.g., NO x ) on the modeled O 3 . This relates specifically to the sources due to vehicular traffic (localized but intense). By using COARSE surface emission fluxes, the respective roles of "ozone titration" (close to the sources) and "ozone precursor" (far from the sources) are smoothed and may disappear.
With FINE, O 3 depletion is pronounced inside Paris where NO is emitted at high rates by traffic, leading to an underestimation of O 3 concentration. For 1 August, for example, surface ozone concentrations ranged from 80 to 115 ppb at 1700 UTC in the cells representing Paris. On the other hand, COARSE results at the same area and time give a homogenous surface ozone concentration of 90 ppb.
The O 3 is continually produced downwind with FINE where the most intense plumes are formed far from the sources. FINE is able to predict surface ozone peaks up to 30 ppb more than COARSE inside such plumes. This shows the inability of COARSE to correctly represent O 3 production away from the city (more than 40 km for such stagnant conditions).
The integration time step had to be decreased with the increase in model spatial resolution, so that the Courant-Friedrichs-Lewy (CFL) condition (u ϫ ⌬t/ ⌬x Ͻ c) would be satisfied. The use of a small time step may also be an explanation for the enhanced O 3 titration modeled with FINE because it lets the model better represent the fast reaction between O 3 and NO, which is not as well captured by the COARSE time step. On 2 and 3 August 2003, the impact of resolution is also reflected on the location of high O 3 concentrations. FINE gives relatively low, background [O 3 ] levels in areas where COARSE crosses the pollution alert threshold.
Finally, when the modeled O 3 concentrations of FINE are averaged over the coarse grid (AVER configuration), a great difference between AVER and COARSE is found (middle columns of Fig. 2 ). This gives an idea of the nonlinear effects related to O 3 chemistry and transport. 
b. Ozone daily maxima
Measured daily ozone maxima are compared to corresponding model simulations for all stations available in the Paris area (22 stations: 7 urban, 8 suburban, and 7 rural, shown in Fig. 1 ). Surface stations are split into three categories: urban, periurban, and rural (following the European classification); for each site type, we report the difference between modeled and measured ozone concentrations for the three model configurations, FINE, COARSE, and AVER. The results corresponding to each day of the simulation are superimposed on the same column (Fig. 3) .
These scores give the spread of each model configuration around the observed values. Logically, the largest spread corresponds to COARSE: because of its low resolution, the model fails to capture finescale features driving air quality in the vicinity of surface stations (especially rural). Differences with measurements reach the same extreme values for FINE and COARSE configurations (i.e., higher than 30%). At the urban stations, the discrepancies of FINE can be greater than those of COARSE. The large spread of FINE highlights the model sensitivity to accumulated errors: a higher resolution ensures a greater variability of model results, but at the same time acts as a source of uncertainty often leading to larger errors when we compare to point sites. This argument is reinforced by the fact that AVER gives the smallest spread.
A concluding remark would be that even if the spread of COARSE around measurements is larger, the mean value of the discrepancies is well centered around zero. On the contrary, FINE has a net tendency to underestimate measured values. This aspect reflects model deficiency in correctly predicting O 3 titration close to high NO x emissions. The part of the FINE error that is "corrected" with the use of AVER configuration has been attributed to input data errors (especially emissions) being smoothed by the averaging. Nevertheless, the underestimation of ozone concentration remains at the AVER configuration, suggesting different sources of model error. Ozone underestimation might also be due to enhanced mixing of emissions leading to a more efficient ozone depletion by NO. At high model resolution and in particular at areas with sharp horizontal emission gradients, the instantaneous mixing of emitted species at model cells leads to large discrepancies (Stockwell 1995; Vinuesa and de Arellano 2005; Ebel et al. 2007 ). Even though FINE results represent realistic features of the variability of ozone concentration, an averaging approach can be a more accurate tool, from a forecasting point of view.
c. Temporal evolution of ozone concentration
The impact of the horizontal resolution on model results can be better understood when we focus on individual stations and compare the temporal evolution of the model's behavior at different configurations with surface observations (Fig. 4) . To illustrate this impact, we selected three stations: Paris 01, Les Ulis, and Tremblay (see also Fig. 1 for locations) . Paris 01 is at the center of Paris; Les Ulis and Tremblay are small cities 20 km southwest and northeast of Paris, respectively. During 30 and 31 July, ozone concentrations remained lower than 60-70 ppb for all stations; this is reasonably estimated by the model for FINE, COARSE, and AVER configurations. During the first 3 days of August 2003, the "official alert threshold" for ozone concentration (90 ppb) was exceeded for a large number of stations in the Paris area. Recorded ozone concentrations crossed the 90-ppb threshold at different stations, on one, two, or all three days of the simulation (e.g., Paris station), depending on the wind direction.
In downtown Paris, FINE always estimated values lower than the measured ones. Using AVER instead of FINE and adding the modeled variability (standard deviation), we see, however, that for 2 days out of 3 the measured crossing of the alert threshold value is included in the model's result. COARSE estimated higher concentrations than FINE and is closest to the measurements. It should also be noted that AVER is the only configuration able to simulate realistic nighttime ozone values (i.e., nonzero values).
Measured values southwest of Paris, in Les Ulis, on 1 August showed moderate ozone values (below the alert threshold). All model configurations showed an equal underestimation and gave concentration peaks of 60 ppb when 85 ppb was observed: this is associated with a very low subgrid variability (shown with AVER), suggesting that the model underestimates the real ozone values for a large spatial area around the station and explains the fact that FINE and COARSE results are very close to one another.
For the same day, the Tremblay station is found in the ozone plume. The ozone peak is well retrieved, especially with FINE.
For the 3 days when measured ozone exceeded the alert threshold (1, 2, and 3 August 2003) and for the three sites of Fig. 4 , the general remarks are mainly that (i) COARSE or AVER Ϯ ⌬AVER are able to model properly ozone's diurnal cycle in downtown Paris (⌬AVER ϭ , with 2 standing for the standard deviation); (ii) at periurban stations, depending on whether the station is located inside the plume or not, FINE can give very realistic results (e.g., Tremblay) while the low resolution of COARSE is unable to distinguish the urban center from the remote plume (this led to false alerts such as in Tremblay for 3 August); and (iii) the use of FINE averaged over COARSE (AVER configuration) allows one to diagnose correctly most of the ozone peaks for the 3 days. This latter configuration benefits from a high resolution of emissions inventory and meteorological fields, and by averaging the results to a lower resolution, the impact of the potential errors is smoothed.
d. Alarm threshold triggers
Using the same kind of information as in the previous sections, we focus on daily peaks that cross the alert threshold (i.e., cases where recorded values exceed 90 ppb). Up to now it was shown that the performance of COARSE is better when model results are directly compared to measurements. It is, however, certain that a finer-scale modeling can better reproduce concentration variability that is, if not precise, at least realistic. It is thus important to evaluate the supplementary information delivered by FINE compared to COARSE. The standard deviation around AVER is considered as the ozone variability that FINE can model at COARSE subgrid scale. Figure 5 presents the cases where the measured daily peak exceeded 90 ppb and the corresponding modeled daily peak is reported for FINE, COARSE, and AVER.
• COARSE: 28 peaks modeled out of 34. This result, however, should be tempered by the fact that there is more than one station inside the same COARSE grid cell and thus if modeled ozone concentration reaches the threshold a single time, the model will be considered to have successfully triggered the alarm for all the included stations.
• FINE: 12 peaks modeled out of 34. Depending on the day (and the meteorology), the results show no clear tendency to underestimate or overestimate the observed ozone concentrations. It should be noted that observed high values (e.g., above 120 ppb) were reproduced by FINE, although at the wrong place, but were totally missed by COARSE (i.e., COARSE did not exceed 110 ppb in any case). In general, COARSE is able to model peaks when measurements remain close to the threshold. The low resolution "sacrifices" the high-resolution variability of model output ozone concentrations but on the other hand, by using input already averaged over large areas, the accumulation of model errors is limited. When FINE results are spatially averaged (AVER) the aforementioned errors are also averaged but the variability of the concentration can be represented statistically using the standard deviation. When we use AVER Ϯ ⌬AVER, much better forecast scores are obtained. The question is whether we are able to find the critical point where the uncertainty inherent to input resolution overcomes the benefits of model resolution increase.
In the following we assess this question by using different resolutions of input datasets as forcings for the standard FINE resolution simulation and we study the impact on modeled O 3 concentrations.
The impact of resolution of emissions inventory and meteorological input on modeled surface ozone
Up to this point, we have illustrated that the resolution increase introduces high uncertainty to the model and thus the information gained on the variability of ozone concentration by refinement of the scale becomes of little help because different sources of noise interfere. Furthermore, it was shown that if modeled variability is used in a statistical way (⌬AVER) rather than a deterministic one (direct comparison with measurements), the resulting image becomes much more realistic. The problem is that the variability that one can retrieve from model outputs cannot be easily linked to the variability of the input parameters and all other sources of noise, since their interaction is highly nonlinear. Ching et al. (2006) carried out statistical analyses of the subgrid distribution of model results in fine cells inside coarser cells. Apart from a certain tendency of inhibited O 3 production in cases of high NO concentrations, this study concluded that parameters are too variable in space and time across the modeling domain to derive any conclusion of a prognostic character.
a. Qualitative analysis
We set up a modeling experiment that allowed us to make a qualitative evaluation of the parameters that most affect model results as the resolution increases. The model is used with a constant spatial resolution of ⌬x ϭ 6 km and we change the resolutions of the entire dataset of meteorological inputs and emissions from COARSE to finescale.
Different model configurations are defined:
• Surface emissions: COARSE used the EMEP dataset projected to the CHIMERE coarse grid (0.5°hori-zontal resolution). This configuration is denoted EMIc. FINE used high-resolution emissions taken from the AIRPARIF emissions inventory (1-km horizontal resolution). Emission fluxes are summed over the CHIMERE fine grid (6-km horizontal resolution). This simulation is denoted EMIf. So as not to take into account the difference in the total emitted mass of the EMEP and the AIRPARIF inventories, the AIRPARIF emissions were adjusted to match exactly those of COARSE. For each hour of the simulation, we forced the sum of all FINE-resolution emission fluxes included in the same COARSE cell to equal the corresponding COARSE emission flux. With this approach, we ensure that the high-resolution information on the spatial distribution of the emitting sources is not lost, but the EMLc total mass and hourly profiles are conserved. Therefore, a more objective comparison of model results is carried out and the impact of the emissions resolution can be clearly highlighted.
• Meteorology: for COARSE it is calculated with the mesoscale model MM5 at 0.5°horizontal resolution. This configuration is denoted MM5c. For FINE it is calculated with MM5 model at a 5-km horizontal resolution. This configuration is denoted with MM5f. A lot of parameters are thus perturbed at the same time (e.g., wind speed, temperature, friction velocity, etc.).
The impact of the resolution of meteorological data on modeled [O 3 ] can be seen by comparing Figs. 6a,b . Figure 6a shows model results when all input is given at COARSE resolution (EMIc ϩ MM5c) while Fig. 6b gives the results when the meteorological parameters are given at finescale (EMIc ϩ MM5f). The impact on surface ozone concentrations is relatively low. This stems from the fact that the two setups of the model are not so different: the ozone plumes are very dispersed in both cases [compared to the references configuration (Fig. 6d ) EMIc ϩ MM5f]. Apart from a certain lowozone variability found at the center of the plumes, the two model configurations share the same horizontal patterns. The aspect of enhanced O 3 depletion pointed out when FINE results are compared with measurements is still present in this model configuration.
On the contrary, when the model is forced by highresolution emissions (EMIc ϩ MM5c), a great difference is observed on model results (Figs. 6a,c) . The ozone plume is much less dispersed horizontally with EMIf. In EMIc configuration the strong horizontal gradients of NO x emissions are not represented in the model because of resolution insufficiency. This leads to (i) surface O 3 being less titrated over urban areas, especially on 2 and 3 August (longer residence over the city) and (ii) more O 3 being formed much farther from the center compared to EMIf. Both aspects can give an explanation for the better results of COARSE when the different model resolutions are compared with measurements.
It should be noted that the difference between Fig. 6d and the first column of Fig. 2 stems from the fact that AIRPARIF emission fluxes were modified to match the EMEP totals. Figure 7 , where the model response on variable input data resolution is directly compared to measurements, gives a more quantitative picture of simulation results. When only meteorological inputs are used in a fine resolution (EMIc ϩ MM5f), model error remains close to the COARSE simulation. On the contrary, when only emissions are used in their fine configuration (EMIf ϩ MM5c), model results become much more similar to the FINE simulation. At the same time it is clear that the model is more sensitive to changes in the resolution of emissions than in meteorological input.
For the present case study, the resolution of meteorological data affected model results to a much lesser extent compared to emissions. Even if wind direction was variable during the days of the simulation, the spatial variability of wind fields was very low. In general, over the Paris area, emissions exhibit very strong horizontal gradients: the landscape changes from a highly urbanized city center to rural areas over a very short distance (20-30 km). On the contrary, meteorological fields may be relatively homogeneous, as was indeed the case during the specific episode.
b. Quantification of the impact of emissions resolution
Having shown the great impact of the resolution of emissions on modeled surface ozone concentrations, and at the same time that the reliability of model results does not necessarily improve with resolution, one should logically wonder whether a critical point can be found beyond which further resolving the emission patterns becomes pointless. The nonlinear response of model error to horizontal resolution stems from the fact that at a certain scale, input errors overcome model resolution. In this section we attempt to define this point for the particular model and the presented case study. The high-resolution emission set denoted above as EMIf (modified AIRPARIF input fluxes) was averaged spatially over gradually increasing surfaces, thus decreasing its resolution. Ten different resolutions of the emission dataset are used, starting from the initial AIRPARIF set used for FINE simulations (6 km ϫ 6 km) and up to 48 km ϫ 48 km. Simulations are run over FIG. 7. Differences (%) between modeled and measured daily ozone maxima at different types of stations (7 urban, 8 periurban, and 7 rural sites) for four different run configurations: COARSE (square), EMIc ϩ MM5f (emissions input are used at coarse resolution and meteorological data are used at fine resolution: triangle down), EMIf ϩ MM5c (emissions input are used at fine resolution and meteorological data are used at coarse resolution: triangle up), and FINE (circle).
the FINE CHIMERE grid so that model spatial and temporal resolutions are identical for all cases. Model differences with surface measurements are evaluated for each simulation when observed ozone daily peak crosses the 90-ppb threshold. The result is given in Fig.  8 for O 3 concentration, where it is shown that globally, model results improve almost linearly with resolution from 48 km ϫ 48 km to 12 km ϫ 12 km and then discrepancies begin to increase.
Observed O 3 concentration crosses the alarm whether at urban or at periurban sites (the same cases shown in Fig. 5 ) where spatial O 3 variability is large. Error increase with resolution at such stations is due to the fact that measurements represent the actual O 3 concentration only at a small spatial scale (around 1 km). Errors in the emission inventory and wind direction are also accumulated, leading to larger model discrepancies at higher resolution.
An additional explanation is related to the design of the emission inventory and the way mesoscale models parameterize the mixing of the emitted species. Mesoscale models suppose an instantaneous dilution of emissions to the model cell. Since inventory validation is based on these models, an inherent correction accounting for the false dilution effect characterizes emission input data. This assumption makes emission inventories resolution-dependent and is a possible explanation for the worse results found in the FINE resolution simulation.
A statistical representation of model subgrid-scale variability: An example based on ozone dry deposition
It was shown that there exists an upper limit in the increase of model resolution in mesoscale simulations of photo-oxidant pollution events. The exact value of this critical point depends also on model design (physical parameterizations, chemical mechanism, quality of input data, etc.) and on the studied event. The order of magnitude of the critical resolution resulting from the present case study can be generalized since (i) a typical case of summer smog was simulated, (ii) a previously validated model was used, and (iii) one cannot imagine unbiased input emission data at high resolution. In this context, we propose an alternative way to gain information on the unresolved scale by using a statistical representation of the subgrid space.
In the present study we showed the fundamental role of emission resolution on modeled [O 3 ]; thus it would be logical to go ahead with this argument with an example based on a statistical representation of subgridscale emissions into the model. It is, however, a complicated task and a large quantity of data is needed to proceed to a correct statistical representation of emissions. For this reason we present here an application of the suggested methodology on the dry deposition process. The choice is justified by the fact that dry deposition is a major sink for O 3 (Michou et al. 2005) and also because common model dry deposition parameterizations are already based on statistical representations of the subgrid scale.
Ozone deposition flux depends strongly (if not primarily) on the type of underlying surface (Tetzlaff et al. 2002) . Models often use statistical information providing the percentage of the grid-cell surface occupied by different surface types. These land-use fractions account for the surface heterogeneity at subgrid scale and provide a more realistic mean dry deposition flux. In the present study, ozone dry deposition velocity is calculated over each subgrid surface according to the parameterization of Wesely (1989) . Nine types of surfaces are used in the model. At each model time step, different subgrid velocities are calculated (colored lines in Fig. 9 ). Ozone deposes faster over "grassland" or "forest" surface types (0.8-1 cm s
Ϫ1
) and slower over crops (0.3 cm s
). In addition, ozone dry deposition velocity may show a marked diurnal cycle over a certain type of surface (e.g., grassland type) or retain a constant behavior throughout the day (e.g., urban surface or over water). Similarly, the impact of meteorological variations (from one day to another or between different grid cells) on modeled ozone dry deposition is a func- tion of the surface type, as is also shown in Fig. 9 . However, the different dry deposition velocities are instantly ponderated by the land use fractions to a single mean value. For example, the grid cell where the Paris site is situated has zero spatial variability since 100% of the corresponding cell surface is characterized as urban and the mean ozone dry deposition velocity coincides with the one modeled for the urban type of surface. The largest variability for the three sites depicted in Fig. 9 is logically modeled over Tremblay since land use fractions represent the most marked surface heterogeneity. The mean value of the normalized standard deviation of ozone dry deposition velocity at the corresponding cell is 39%.
At the moment of averaging of the subgrid velocities, the statistical information (land use fractions) is lost and ozone concentration at each time step is finally affected only by the mean dry deposition flux. Nevertheless, the dependence of dry deposition on land use is too high for the mean deposition velocity to sufficiently represent the process, as already discussed in Miao et al. (2006) . The present study goes a step further than Miao et al. (2006) , because it transfers the variability of O 3 dry deposition velocity to the finally modeled ozone concentration (bottom right panel in Fig. 9 ).
In practice, at each model time step and for all model cells, instead of averaging dry deposition velocities in the single mean deposition flux, we kept the different components until the end of model calculation (during each time step). The mean model concentration of all species was affected by a different dry deposition flux, each one corresponding to a subgrid land use fraction. In this way the dry deposition variability due to the heterogeneity of the grid is used to generate concentration fluctuations. The result of this calculation at the end of the time step is a number of concentrations (equal to the number of land uses encountered in the cell) corresponding to deposition over hypothetical cells entirely covered with each different land use. Weighting this set of concentrations with the land use fractions we obtain a mean concentration to be used at the next time step. By calculating the standard deviation of these concentrations we gain access to the corresponding part of ozone subgrid variability.
The described method was applied over the Ile de France domain for FINE (⌬x ϭ 6 km) model resolution. Land use data were taken from the EMEP database (see section 2). The maximum variability modeled on 3 August 2003 is 0.28 ppb per time step, around a mean concentration of 90 ppb. This corresponds to a variability of 0.3% (left panel of Fig. 9 ). The low values of O 3 variability can be explained to a large extent by the fact that the provided land use data were not sufficiently detailed to allow higher variability to emerge. A sensitivity analysis (not shown) was carried out over grid cells occupied by a great number of random combinations of land uses. This study sorted out particular combinations of surface types that lead to high O 3 concentration variability when coexisting in the same grid cell. The maximum variability was found for combinations of water (inland or oceanic) with grassland, and for urban surface with grassland. Even though such combinations are realistic for the domain of the study (e.g., parks, rivers, streets, and buildings), they were not represented in the land use data used by the model.
Conclusions
We used a validated mesoscale chemistry transport model at two different resolutions, and showed that even if the refinement of the scale evidently gives a more realistic representation of ozone evolution inside an urban plume, the accumulation of errors related to emission and meteorological input makes the final result more biased when it is directly compared with measurements. We used an alternative approach, where model results at fine resolution account for a statistical ozone variability at the unresolved scale of a coarser resolution. This representation brought model results closer to reality.
Modeled surface ozone was found to be especially sensitive to the resolution at which input emissions are given. The increase of emission resolution was found to improve model results only up to a certain point, beyond which the induced noise became large. In the present study, we attributed this model sensitivity to the double role of NO x emissions that can alternatively produce or titrate O 3 . Previous studies over the same area also showed that ozone formation inside the Paris urban plume is often very close to the transition between two different photochemical regimes (Sillman et al. 2003) . Modeled O 3 production may be more sensitive to either NO x or volatile organic compounds (VOC) emission depending on the chemical regime. A net trend of underestimation of [O 3 ] in the finerresolution simulation is probably due to the enhanced mixing of NO x emission, leading to "artificially" efficient O 3 titration.
Parameterizations used in mesoscale models impose a limit to the downscaling, beyond which model results become too sensitive to input errors and uncertainties of input data overcome model resolution. It was shown that an optimum model resolution can be defined even though the actual value quantified in the present study (6 km Ͻ ⌬x Ͻ 12 km) does not provide a universal value. Since air quality modeling in an urban environment needs to assess health impact issues and thus reach spatial and temporal scales inaccessible to explicit mesoscale calculations, we explored the alternative of statistically representing the subgrid scale.
We applied this approach to the ozone dry deposition process, and we modeled ozone concentration subgrid variability by taking into account a division of the gridcell space to subsurfaces. The quantified variability was very low, probably because of a poor representation of the subsurfaces by the land use data, but the interest of the study lies in the fact that it is possible to use statistical information to represent concentration variability at a subgrid space without explicitly resolving the finer scale.
