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ПРЕДИСЛОВИЕ
Многочисленные теоретические и прикладные задачи науки, тех-
ники и производства приводят (см.,напр.,монографии [9, 34, 35, 44,
49, 52, 54, 59, 67, 69, 70], докторские диссертации [46, 80], работы об-
зорного характера [56, 72, 73, 81] и библиографию в них) к необходи-
мости решения различных классов слабосингулярных интегральных
уравнений I-рода с разностными разрывными ядрами в главных ча-
стях интегральных операторов.Такие уравнения относятся к классу
некорректно поставленных задач [53, 58, 65, 76] и, как правило, точ-
но не решаются. Поэтому для их решения разработаны и применяются
различные приближенные методы (см.,напр.,монографии [9, 34, 35, 44,
49, 52, 54, 67, 69], диссертации [2, 8, 46, 50, 68, 74, 80], а также библио-
графию в них).
В данном учебном пособии излагаются результаты по аппрокси-
мативным (в первую очередь, по прямым и проекционным) методам
решения указанных выше уравнений. Книга состоит из двух глав, в ко-
торых излагаются соответственно полиномиальные и сплайновые ме-
тоды решения слабосингулярных интегральных уравнений I-рода. Из-
ложение ведется в основном по работам автора, в первую очередь по
его монографиям [25, 34, 35].
В обеих главах основное внимание уделено: 1) корректной поста-
новке задачи решения слабосингулярных интегральных уравнений I-
го рода путем подходящего подбора пространств искомых элементов в
зависимости от пространств правых частей, а следовательно, в зави-
симости от исходных данных; 2) теоретическому обоснованию прибли-
женных методов решения таких уравнений, под которым понимается
следующий круг задач (см. гл.14 [55] и гл.1 [25]): а) доказательство
теорем существования и единственности решения аппроксимирующих
уравнений; б) установление эффективных оценок погрешности при-
ближенного решения в зависимости от структурных свойств исход-
ных данных; в) доказательство сходимости приближенных решений к
точному решению при наличии последовательности аппроксимирую-
щих уравнений и установление скорости сходимости; г) исследование
устойчивости и обусловленности приближенных методов.
Книга предназначена для студентов старших курсов и аспиран-
тов, специализирующихся в области теории функций и приближений,
интегральных и интегродифференциальных уравнений.
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ГЛАВА I
ПОЛИНОМИАЛЬНЫЕ МЕТОДЫ
РЕШЕНИЯ СЛАБОСИНГУЛЯРНЫХ
ИНТЕГРАЛЬНЫХ УРАВНЕНИЙ I-РОДА
Данная глава посвящена полиномиальным приближенным ме-
тодам решения слабосингулярных интегральных уравнений (кратко:
слабо с.и.у.) вида
− 1
2pi
2pi∫
0
ln
∣∣∣∣sin s− σ2
∣∣∣∣x(σ)dσ + 12pi
2pi∫
0
h(s, σ)x(σ)dσ = y(s), (0.1)
1
pi
+1∫
−1
ln
1
|t− τ |
ϕ(τ)√
1− τ 2dτ +
1
pi
+1∫
−1
g(t, τ)
ϕ(τ)√
1− τ 2dτ = f(t), |t| 6 1, (0.2)
1
2pi
2pi∫
0
∣∣∣∣ctgs− σ2
∣∣∣∣γ x(σ)dσ + 12pi
2pi∫
0
h(s, σ)x(σ)dσ = y(s) (0.3)
и некоторых их обобщений; здесь h(s, σ), y(s), g(t, τ), f(t) – извест-
ные непрерывные функции в своих областях определения, x(s), ϕ(t)
– искомые функции, 0 < γ = const < 1, причем h, y и x являются
2pi-периодическими функциями, а слабо сингулярные интегралы по-
нимаются как несобственные.1)
§1. Уравнения с логарифмическими
ядрами. Периодический случай
1.1. Корректность и некорректность задачи. Построение
приближенных методов решения с.и.у. (0.1) (как и с.и.у. (0.2) и (0.3))
не представляет особых трудностей. Однако большие трудности пред-
ставляет теоретическое обоснование указанных методов. Это связа-
но с некорректностью задачи решения с.и.у. (0.1), что, в свою оче-
редь, связано с полной непрерывностью слабо сингулярного оператора
S : X −→ X,
1) В каждой из глав принята автономная двойная нумерация теорем, лемм, фор-
мул и т. п.; напр., формула (2.3) и теорема 1.4 гл. I (соответственно гл. II) означают
формулу 3 § 2 и теорему 4 § 1 соответствующей главы.
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Sx ≡ − 1
2pi
2pi∫
0
ln
∣∣∣∣sin s− σ2
∣∣∣∣x(σ) dσ, x ∈ X, (1.1)
и вытекающей отсюда полной непрерывностью оператора
A : X −→ X,
Ax ≡ Sx+Rx, Rx ≡ 1
2pi
2pi∫
0
h(s, σ)x(σ) dσ, (1.2)
в известных функциональных пространствах X.
Пусть ниже Lp = Lp [0, 2pi], C2pi = C˜, Hβ = Hβ[0, 2pi] – про-
странства соответственно суммируемых со степенью p (1 6 p < ∞),
непрерывных и удовлетворяющих условию Гe¨льдера (Hβ ≡ Hβ) с по-
казателем β (0 < β 6 1) 2pi–периодических функций с нормами
‖x‖
Lp
=
 1
2pi
2pi∫
0
|x(s)|p ds

1
p
≡ ‖x‖
p
, x ∈ Lp ;
‖x‖
C2pi
= max
s
|x(s)| ≡ ‖x‖∞ = ‖x‖C˜ , x ∈ C2pi;
‖x‖
Hβ
= ‖x‖∞ +H(x; β) ≡ ‖x‖β , x ∈ Hβ ≡ Hβ,
где
H(x; β) = sup{|x(s′)− x(s′′)| · |s′ − s′′|−β : s′ 6= s′′}.
Лемма 1.1. Пусть X – любое из пространств: Lp (1 6 p <∞),
C2pi, Hβ (0 < β 6 1). Тогда оператор S : X −→ X вполне непрерывен.
Следствие. Пусть в случае X = Hβ функция h(s, σ) по пе-
ременной s дополнительно удовлетворяет условиям: h(s, σ) ∈ Hα
(0 < β < α 6 1) при β < 1 и h′s(s, σ) ∈ Hδ (δ > 0) при β = 1 равномер-
но относительно σ. Тогда в условиях леммы оператор A : X −→ X
вполне непрерывен, а обратный оператор A−1 : X −→ X, в случае
его существования, неограничен.
Доказательство леммы проводится с учетом соотношения
g(σ) ≡ − ln
∣∣∣sin σ
2
∣∣∣ = O (|σ|−ε) , σ → 0 (1.3)
(здесь ε – любое сколь угодно малое положительное число), и при
X = C2pi и X = Lp (1 6 p < ∞) оно ничем не отличается от до-
казательства теоремы 1 (и ее следствия 2) работы [38].
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Пусть X = Hβ. Тогда в силу известной теоремы И.И.Привалова
[4, 66] для любой функции x(s) ∈ Hβ функция ψ(s) = S(x; s) удовле-
творяет условиям: ψ′(s) ∈ Hβ при 0 < β < 1 и ψ′(s) ∈ Z при β = 1;
здесь Z = Z[0, 2pi] означает класс непрерывных 2pi–периодических
функций, удовлетворяющих условию Зигмунда, т.е. ω2(ϕ; δ) = O (δ),
0 < δ 6 pi, где ω2(ϕ; δ) – второй модуль непрерывности (модуль глад-
кости) функции ϕ(s) ∈ C2pi. Из последнего неравенства следует, как
известно, оценка ω(ψ′; δ) = O{δ(1 + | ln δ|)}, где ω(ϕ; δ) = ω(ϕ; δ)∞ =
= ω(ϕ; δ)C – обычный модуль непрерывности функции ϕ ∈ C2pi. Тогда
для завершения доказательства леммы остается воспользоваться кри-
терием компактности в пространстве гe¨льдеровых функций. В силу
сказанного утверждение следствия становится очевидным.
Заметим, что утверждение, аналогичное лемме, имеет место так-
же при другом способе выбора функциональных пространств X. По-
этому, если мы хотим решать с.и.у. (0.1) в пространстве X , считая
A : X −→ X, то должны использовать теорию некорректно постав-
ленных задач (см., напр., [53, 58, 65, 76]) для операторных уравнений
I-рода, в частности, хорошо развитые методы регуляризации и квази-
решений, со всеми вытекающими отсюда трудностями.
Однако для с.и.у. (0.1)–(0.3) и им подобных существует также
другой подход, основанный на соответствующем выборе пространств
правых частей (обозначим его Y ) и искомых элементов X . Другими
словами, теперь операторы S и A будем рассматривать как операторы
из X в Y , где X 6= Y . Тогда при подходящем выборе пространства
X(Y ) в зависимости от данного пространства Y (X) ( или же наобо-
рот) и условий решаемой задачи с.и.у. (0.1) – (0.3) становятся урав-
нениями, приводящимися к уравнениям II-рода (здесь мы пользуемся
терминологией [55]), а тогда задача решения с.и.у. (0.1) – (0.3) будет
поставлена корректно.
Следует отметить, что лемма 1.1 допускает различные обобщения;
здесь приведем (без доказательства) лишь следующее
Добавление к лемме 1.1. а) Оператор S : C2pi −→ Hβ вполне
непрерывен при любых β ∈ (0, 1), а при β = 1 неограничен; б) опе-
ратор S : Lp −→ Hβ, где p ∈ (1,∞) дано, вполне непрерывен при
любых β ∈
(
0, 1− 1p
)
; в) оператор S : Lp −→ Hβ, где β ∈ (0, 1) дано,
вполне непрерывен при любых p ∈ (1, 11−β ).
С учетом сказанного и исходя из пространства X, введем про-
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странства 2pi–периодических функций
X(r) = {ϕ(s) ∈ X : ∃ϕ(r)(s) ∈ X} ≡ Xr, r + 1 ∈ N, X(◦) ≡ X,
с нормой
‖ϕ‖
Xr
=
r∑
i=0
‖ϕ(i)(s)‖
X
, ϕ(◦)(s) ≡ ϕ(s).
В случае X = Lp (1 6 p < ∞) будем пользоваться стандартным
обозначением Xr ≡ W rp , а также ‖ϕ‖Wrp = ‖ϕ‖r;p (ϕ ∈ W rp ).
В пространстве Lp рассмотрим оператор Гильберта
Iϕ = I(ϕ; s) =
1
2pi
∫ 2pi
0
ctg
σ − s
2
ϕ(σ) dσ, ϕ ∈ Lp, 1 < p <∞, (1.4)
где сингулярный интеграл понимается в смысле главного значения по
Коши – Лебегу [45, 61, 66]. Ниже всюду через
ck(ϕ) =
1
2pi
∫ 2pi
0
ϕ(σ)e−ikσ dσ, ϕ ∈ L1, k = 0,±1, . . .
будем обозначать комплексные коэффициенты Фурье функции
ϕ ∈ L1 ≡ L. Кроме того, регулярные ядра и правые части с.и.у. (0.1)
– (0.3) без ограничения общности будем считать вещественными 1).
Лемма 1.2. Пусть X = Lp (1 < p < ∞) или Hβ (0 < β < 1),
а Y = X1. Тогда оператор S : X −→ Y непрерывно обратим и
обратный оператор S−1 : Y −→ X определяется по любой из формул
S−1(y; s) = −2 I(y′; s) + 1
2pi ln 2
∫ 2pi
0
y(s) ds, y ∈ Y, (1.5)
S−1(y; s) =
c0(y)
ln 2
+ 2 i
∞∑
k=−∞
|k| ck(y) eiks =
=
c0(y)
ln 2
− 2 i
∞∑
k=−∞
sgn k · ck(y′)eiks, y ∈ Y (1.6)
где sgn a = {+1 при a > 0; 0 при a = 0; −1 при a < 0}.
Следствие 1. При X = L2, Y = W 12 для обратного оператора
S−1 справедлива формула
‖S−1‖ = 2, S−1 : W 12 −→ L2. (1.7)
1) Несмотря на это, ради упрощения выкладок мы иногда пользуемся рядами
Фурье в комплексной форме.
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Следствие 2. Пусть ядро h(s, σ) таково, что оператор
R : X −→ Y вполне непрерывен. Если однородное уравнение, соот-
ветствующее с.и.у. (0.1), имеет только нулевое решение, то опера-
тор A ≡ S +R : X −→ Y непрерывно обратим.
Доказательство. Формулы (1.5) и (1.6) по существу известны
(см., напр., [45, 77]), поэтому их доказательства приводятся лишь ради
полноты изложения. Рассмотрим уравнение Sx = y (x ∈ X, y ∈ Y ),
где оператор S определен в (1.1). Дифференцируя и интегрируя его,
получим уравнения
I(x; s) = 2 y′(s) (x ∈ X, y ∈ Y ), (1.8)
ln 2 ·
2pi∫
0
x(s) ds =
2pi∫
0
y(s) ds (x ∈ X, y ∈ Y ). (1.9)
Известно [45, 66], что уравнение (1.8) разрешимо и его общее решение
имеет вид x(s) = −2 I(y′; s)+const. Отсюда, определяя const с помо-
щью (1.9), получаем представление (1.5).
Докажем представление (1.6). В условиях леммы функции x ∈ X
и y ∈ Y можно разложить в ряды Фурье
x(s) =
∞∑
k=−∞
ck(x)e
iks, y(s) =
∞∑
k=−∞
ck(y)e
iks. (1.10)
Тогда в силу (1.1) и (1.3) имеем
Sx = − 1
2pi
2pi∫
0
ln
∣∣∣sin σ
2
∣∣∣ x(s− σ) dσ = ∞∑
k=−∞
ck(x)ck(g)e
iks. (1.11)
Отсюда, с учетом линейной независимости системы функций {eijs},
находим ck(x) = ck(y)/ck(g) ≡ ck(x∗), где,
ck(g) = {ln 2 при k = 0; 1
2|k| при k 6= 0}, g(σ) = − ln
∣∣∣sin σ
2
∣∣∣ . (1.12)
Тогда
x∗(s) =
∞∑
k=−∞
ck(x
∗)eiks =
∞∑
k=−∞
ck(y)
ck(g)
eiks =
=
c0(y)
ln 2
− 2 i
∞∑
|k|=1
sgn k · ck(y′)eiks ≡ S−1y.
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Легко показать, что в условиях леммы только что построенная функ-
ция x∗(s) является единственным решением уравнения Sx = y (x ∈
X, y ∈ Y ).
Далее, разлагая y′(s) ∈ L2 в ряд Фурье
y′(s) =
∞∑
|k|=1
ck(y
′)eiks, ck(y′) =
1
2pi
2pi∫
0
y′(s)e−iks ds, y ∈ Y, (1.13)
и пользуясь известными формулами
I(cos kσ; s) = − sin ks, k+1 ∈ N; I(sin kσ; s) = cos ks, k ∈ N, (1.14)
имеем
I(y′; s) = i
∞∑
k=−∞
sgn k · ck(y′)eiks = −
∞∑
k=−∞
|k| ck(y) eiks. (1.15)
Тогда, как легко видеть, из (1.6) и (1.15) следует представление (1.5).
В свою очередь, с учетом (1.10) и (1.15) из (1.5) следует представление
(1.6). Другими словами, представления (1.5) и (1.6) являются эквива-
лентными, что, очевидно, естественно.
Из (1.6), (1.13) с учетом равенства Парсеваля находим
‖S−1y‖2
2
= |c0(y)|2/ ln2 2 + 4
∞∑
|k|=1
|ck(y′)|2 6
6 ‖y‖2
2
/ ln2 2 + 4‖y′‖2
2
6 4‖y‖2
1;2
, y ∈ W 12 .
Отсюда (равно как и из (1.5)) следует неравенство ‖S−1‖ 6 2,
S−1 : W 12 −→ L2. Обычным способом легко доказывается также обрат-
ное неравенство.
Лемма 1.2 и ее следствие 1 доказаны, а тогда следствие 2 стано-
вится очевидным в силу известных результатов (см., напр., [55]) для
операторных уравнений, приводящихся к уравнениям II рода в B –
пространствах.
Добавление к лемме 1.2. Операторы S : C2pi −→ C12pi
и S−1 : C12pi −→ C2pi неограничены, где C12pi – пространство непре-
рывно дифференцируемых 2pi-периодических функций с обычной нор-
мой
‖x‖ = ‖x‖∞ + ‖x′‖∞.
Это утверждение следует из леммы 1.2 и известного результата
Н.Н.Лузина о сопряженных функциях (см., напр., в [4]).
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Лемма 1.3. Оператор S : L2 −→ L2 симметричен и положи-
телен, а его собственные значения λk (k = 0,±1, · · ·) и соответству-
ющие собственные функции ϕk(s) определяются по формулам
λk = ck(g) = {ln 2, k = 0; 1
2|k| , k = ±1,±2, . . .}, ϕk(s) = e
iks. (1.16)
Следствие. ‖S‖ = ln 2, S : L2 −→ L2 , и однородное уравнение
Sx = 0 имеет в L2 лишь тривиальное решение x∗ = 0.
Доказательство. Симметричность оператора S очевидна, до-
кажем его положительность. С помощью (1.10) – (1.12) для любого
x ∈ L2 (x 6= 0) находим
(Sx, x)2 =
( ∞∑
k=−∞
ck(x)ck(g)e
iks,
∞∑
j=−∞
cj(x)e
ijs
)
L2
=
=
∞∑
k=−∞
|ck(x)|2 ck(g) = |c0(x)|2 ln 2 +
∞∑
k=1
|ck(x)|2
k
> 0, (1.17)
где (ϕ, φ)2 – скалярное произведение функций ϕ, φ ∈ L2, причем
(1, 1)2 ≡ 1. Ясно, что из (1.17) следует [62] положительность оператора
S : L2 −→ L2 . В силу сказанного выше, формула (1.16) становится
очевидной. Тогда первое утверждение следствия выводится из (1.16),
а второе – из (1.17).
Далее, с.и.у. (0.1) запишем в операторном виде
Ax ≡ Sx+Rx = y (x ∈ X, y ∈ Y ), (1.18)
где X = Lp (1 < p < ∞) или Hβ (0 < β < 1), а Y = X1. Тогда в
силу леммы 1.2 это уравнение эквивалентно любому из интегральных
уравнений II-рода
x+ S−1Rx = S−1y (x, S−1y ∈ X), (1.18′)
ϕ+RS−1ϕ = y (ϕ = Sx, y ∈ Y ), (1.18′′)
рассматриваемых соответственно в пространствах X и Y . Другими
словами, при соответствующих условиях с.и.у. (0.1) становится, как
уже отмечалось, уравнением, приводящимся к уравнениям Фредголь-
ма II-рода, где при некоторых естественных условиях на регулярное
ядро h(s, σ) операторы S−1R : X −→ X и RS−1 : Y −→ Y являются
вполне непрерывными в пространствах X и Y = X1 соответственно.
Указанная процедура регуляризации с.и.у. (0.1), т.е. приведение
его к эквивалентным уравнениям (1.18′) и (1.18′′), может быть поло-
жена в основу построения численных методов его решения (см., напр.,
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[77]); в этом случае обоснование численных методов не представляет
особых трудностей, т.к. уравнения (1.18′) и (1.18′′) являются обычны-
ми интегральными уравнениями Фредгольма II-рода. Тем не менее
для многих приближенных методов, особенно для методов проекци-
онного типа, непосредственное численное решение с.и.у. (0.1), т.е. не
приводя его к уравнению II -рода, является более эффективным со
многих точек зрения. Ниже мы именно так и будем поступать как от-
носительно с.и.у. (0.1), так и относительно других с.и.у. Однако в этом
случае обоснование численных методов будет представлять существен-
ную трудность, которая в ряде случаев до сих пор не преодолена.
Этот раздел закончим доказательством устойчивости решений сла-
бо с.и.у. Наряду с (0.1) рассмотрим также с.и.у. вида
Aεxε ≡ − 1
2pi
2pi∫
0
ln
∣∣∣∣sin s− σ2
∣∣∣∣xε(σ) dσ + 12pi
2pi∫
0
hε(s, σ)xε(σ) dσ = yε(s),
(1.19)
где непрерывные функции hε и yε в определенном смысле аппрокси-
мируют функции соответственно h(s, σ) и y(s) из с.и.у. (0.1), а ε –
положительный параметр. Имеет место следующая
Лемма 1.4.Пусть с.и.у. (0.1) имеет единственное решение x∗(s) ∈
X при любой правой части y(s) ∈ Y и выполнены условия:
а) при X = L2, Y = W 12
1∑
i=0
∥∥∥y(i) − y(i)ε ∥∥∥
L2[0,2pi]
< ε,
1∑
i=0
‖h(i)s − h(i)εs ‖L2[0,2pi]2 < ε;
б) при X = Hβ, Y = X1 = H1+β (0 < β < 1)
1∑
i=0
∥∥∥y(i) − y(i)ε ∥∥∥
β
< ε,
1∑
i=0
‖h(i)s − h(i)εs ‖Hβ⊗C2pi < ε,
где
‖ϕ(s, σ)‖
L2[0,2pi]
2 =
 14pi2
2pi∫
0
2pi∫
0
|ϕ(s, σ)|2 ds dσ

1
2
,
‖ϕ(s, σ)‖
Hβ⊗C2pi
= max
s,σ
|ϕ(s, σ)|+ sup
s′,s′′,σ
s′ 6=s′′
|ϕ(s′, σ)− ϕ(s′′, σ)|
|s′ − s′′|β .
Тогда существует такое ε
0
> 0, что для всех ε ∈ (0, ε
0
) с.и.у.
(1.19) также имеет единственное решение x∗ε(s) ∈ X, которое при
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ε→ 0 сходится к x∗(s) со скоростью
‖x∗ − x∗ε‖X = O (ε).
Доказательство почти очевидно. Действительно, из условий
леммы следует, что
‖A− Aε‖X→Y = O (ε), ‖y − yε‖Y < ε.
Отсюда и из известной теоремы функционального анализа об обрати-
мости операторов, близких к обратимому оператору (см., напр., [55]),
в силу леммы 1.2 получаем требуемое утверждение.
С учетом сказанного выше всюду в дальнейшем, если нет других
условий, будем считать, что
y(s) ∈ W 12 , h(s, σ) ∈ C2pi ⊗ L2,
d
ds
R(x; s) ∈ L2 (x ∈ L2), (1.20)
где ϕ(s, σ) ∈ C2pi ⊗L2 означает, что ϕ(s, σ) ∈ C2pi по s почти для всех
σ и ϕ(s, σ) ∈ L2[0, 2pi] по σ равномерно относительно s.
1.2. Общий прямой и проекционный методы. Приближен-
ное решение с.и.у. (0.1) будем искать в виде тригонометрического по-
линома
xn(s) =
n∑
k=−n
αke
iks, αk = α−k, n ∈ N, (1.21)
коэффициенты которого определим исходя из минимальности невязки
1)
rn ≡ y − Axn ≡ Φ(s; {αk}n−n) = rn(s) (1.22)
в том или ином смысле. В зависимости от смысла минимизации бу-
дем получать тот или иной проекционный метод решения с.и.у. (0.1).
Например, если коэффициенты {αk} определяются из условия
‖Φ(s; {αk}n−n)‖U =⇒ min, U = X или Y, (1.23)
то будем иметь метод наименьших квадратов. Если
2pi∫
0
Φ(s; {αk}n−n)e−ijs ds = 0, j = −n, n, (1.24)
то получим метод Галеркина (редукции) по тригонометрической си-
стеме функций. Если
Φ(sj; {αk}n−n) = 0, j = 0, 2n, (1.25)
1) Здесь и далее α – комплексно сопряженная с α величина.
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где {sj} – некоторая система попарно неэквивалентных узлов, то по-
лучим метод коллокации (совпадения). Если же коэффициенты {αk}
определяются из условий
sj+1∫
sj
Φ(s; {αk}n−n) ds = 0, j = 0, 2n, (1.26)
где {sj} – некоторая система узлов, то получим метод подобластей.
Заметим, что каждое из условий (1.23) – (1.26) приводит к системе
линейных алгебраических уравнений (далее кратко: СЛАУ) порядка
N = 2n + 1. Если указанная система имеет решение {α∗k}n−n, то за
приближенное решение с.и.у. (0.1) будем принимать полином
x∗n(s) =
n∑
k=−n
α∗ke
iks, αk
∗ = α∗−k, (1.21
∗)
причем свой для каждого конкретного приближенного метода.
К построению приближенного решения с.и.у. (0.1) – (0.3) мож-
но подойти также с других и, как нам представляется, более общих
позиций. Обьясним суть дела снова на примере с.и.у. (0.1).
Обозначим (здесь и далее) через IHTn множество всех тригономет-
рических полиномов порядка не выше n. ЧерезXn ⊂ X и Yn ⊂ Y будем
обозначать множество IHTn , наделенное нормами пространств соответ-
ственно X и Y . Обозначим через Pn некоторый аддитивный и одно-
родный оператор, отображающий пространство Y в подпространство
Yn, где 2n + 1 ∈ N. Теперь приближенное решение x∗n(s) с.и.у. (0.1)
будем определять как точное решение одного из следующих оператор-
ных уравнений:
Anxn ≡ Snxn +Rnxn = yn (xn ∈ Xn, yn ∈ Yn), (1.27)
Anxn ≡ PnSxn + PnRxn = Pny (xn ∈ Xn, Pny ∈ Yn), (1.28)
где операторы Sn, Rn : Xn −→ Yn и элементы yn ∈ Yn суть некоторые
аппроксимации соответственно операторов S, R : X −→ Y и правой
части y ∈ Y уравнения (1.18).
Отметим, что каждое из уравнений (1.27), (1.28) эквивалентно
СЛАУ относительно коэффициентов полинома (1.21). Поскольку этот
полином можно представить в виде
xn(s) =
2
2n+ 1
2n∑
k=0
xn(sk)Dn(s− sk) =
n∑
k=−n
ck(xn)e
iks, (1.29)
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где
Dn(ϕ) =
sin(n+ 1/2)ϕ
2 sin(ϕ/2)
=
1
2
+
n∑
m=1
cosmϕ, sk =
2kpi
2n+ 1
, (1.30)
— ядро Дирихле n-го порядка, то каждое из уравнений (1.27), (1.28)
эквивалентно СЛАУ относительно xn(sk) – приближенных значений
искомой функции x(s) в узлах sk, k = 0, 2n, или же относительно ко-
эффициентов Фурье ck(xn), k = −n, n, приближенного решения xn(s).
Отметим, что если Snxn = PnSxn и Rnxn = PnRxn для xn ∈ Xn,
а операторы Pn : Y −→ Yn являются проекционными, т.е. P 2n = Pn, то
уравнения (1.27) и (1.28) являются эквивалентными; однако в общем
случае эти уравнения указанным свойством не обладают. Отсюда ясно,
что наиболее общим из них является уравнение (1.27), представляю-
щее собой приближенное уравнение общего полиномиального прямого
метода решения с.и.у. (0.1), a (1.28) является приближенным урав-
нением общего проекционного метода решения с.и.у. (0.1). Поэтому
при соответствующем выборе операторов Pn, Sn, Rn и элементов yn из
(1.27), (1.28) можно получить СЛАУ многих известных прямых и про-
екционных методов решения с.и.у. (0.1), в том числе указанных выше
методов Галеркина, коллокации, подобластей и механических квадра-
тур.
Для уравнений (0.1) и (1.27) справедлива следующая общая
Теорема 1.1. Пусть выполнены условия:
a) с.и.у. (0.1) однозначно разрешимо в X при любой правой ча-
сти y ∈ Y = X1;
б) εn ≡ ‖A− An‖ → 0, n→∞; A− An : Xn −→ Y. (1.31)
Тогда при всех n ∈ N таких, что
qn ≡ ‖A−1‖ εn < 1, A−1 : Y −→ X, (1.32)
приближенные уравнения (1.27) также однозначно разрешимы. Ес-
ли, кроме того, выполнено условие
в) δn ≡ ‖y − yn‖Y → 0, n→∞, (1.33)
то приближенные решения (1.21∗), определяемые из уравнения (1.27),
сходятся к точному решению x∗ с.и.у. (0.1) в пространстве X и
‖x∗ − x∗n‖X 6
‖A−1‖
1− qn [ ‖y − yn‖Y + qn‖y‖Y ] = O (εn + δn) . (1.34)
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Следствие. В условиях теоремы операторы An : Xn −→ Yn ли-
нейно обратимы и обратные операторы A−1n : Yn −→ Xn ограничены
по норме в совокупности:
‖A−1n ‖ 6 ‖A−1‖(1− qn)−1 = O (1) , n→∞. (1.35)
Доказательство этой теоремы с учетом сказанного в разделе 1.1
следует из теоремы 7 гл. I монографии [25] (см. также ниже §5).
Очевидно, что для уравнения (1.28) теорема 1.1 и ее следствие
остаются в силе. Однако в этом случае из теорем 6 и 14 гл. I моногра-
фии [25] и леммы 1.2 следует более общий результат:
Теорема 1.2. Справедливы утверждения: а) если оператор
A = S +R : X −→ Y линейно обратим, то при n таких, что
rn ≡ ‖A−1‖ ‖R− PnR‖ < 1, R− PnR : Xn −→ Y, (1.36)
операторы An = S + PnR : Xn −→ Yn также линейно обратимы и
‖x∗ − x∗n‖X 6
‖A−1‖
1− rn [ ‖y − Pny‖Y + rn‖y‖Y ] , (1.31
′)
‖x∗ − x∗n‖X 6 ‖E − A−1n PnA‖X→X ‖x∗ − x˜n‖X , ∀ x˜n ∈ Xn, (1.37)
где x∗ = A−1y, x∗n = A−1n Pny, а E – единичный оператор; б) если с.и.у.
(0.1) имеет решение x∗ при данной правой части y ∈ Y и операторы
An = S + PnR : Xn −→ Yn линейно обратимы (напр., в условиях
пункта а) ), то при P 2n = Pn для погрешности приближенного реше-
ния справедливы соотношения
‖x∗ − x∗n‖X = ‖(E − A−1n PnR)(x∗ − S−1PnSx∗)‖X 6
6 ‖E − A−1n PnR‖X→X · ‖S−1‖Y→X · ‖Sx∗ − PnSx∗‖Y ; (1.38)
‖x∗ − x∗n‖X 6 ‖E − A−1n PnR‖X→X · ‖x∗ − Pnx∗‖X при S−1PnS = Pn.
(1.38′)
Следствие. Если оператор A = S + R : X −→ Y линейно
обратим и
ε′n ≡ ‖R−PnR‖ → 0, n→∞, R−PnR : X −→ Y, P 2n = Pn, (1.39)
то при n таких, что q′n ≡ ‖A−1‖ε′n < 1, каждый из операторов An =
= S+PnR : X −→ Y и An = S+PnR : Xn −→ Yn линейно обратим и
для погрешности приближенного решения справедливы соотношения
‖x∗ − x∗n‖X =
∥∥(S + PnR)−1(Sx∗ − PnSx∗)∥∥
X
6
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6
∥∥(S + PnR)−1∥∥
Y→X
· ‖Sx∗ − PnSx∗‖Y = O{‖Sx∗− PnSx∗‖Y }. (1.40)
В силу сказанного выше остается заметить, что соотношения (1.40)
следуют из (1.38) и очевидных тождеств
E − A−1n PnR = E − (S + PnR)−1PnR = (S + PnR)−1S,
где оператор An = S + PnR : Xn −→ Yn определен в (1.28).
В следующих пунктах приводятся вычислительные схемы ряда
прямых и проекционных методов решения с.и.у. (0.1) и с помощью те-
орем 1.1 и 1.2 дается их теоретическое обоснование. При этом всюду
в пределах этого параграфа, если нет других условий, будем считать,
что с.и.у. (0.1) однозначно разрешимо в пространствеX = L2[0, 2pi] при
любой правой части y ∈ Y = W 12 [0, 2pi]. Всюду через ETn (ϕ)2 будем
обозначать наилучшее среднеквадратическое приближение функции
ϕ ∈ L2 элементами из IHTn ; аналогично, через ETsn (ψ)2 будем обозна-
чать частное наилучшее среднеквадратическое приближение функции
ψ(s, σ) ∈ L2[0, 2pi]2 по переменной s.
1.3. Метод Галеркина (кратко: м.Г.). В силу (1.11) для эле-
ментов (1.21) имеем
S(xn; s) =
n∑
k=−n
αkck(g)e
iks, α−k = αk. (1.41)
Поэтому условия (1.24) эквивалентны СЛАУ
αjcj(g) +
n∑
k=−n
hjkαk = cj(y), j = −n, n, (1.42)
где cj(g) определены в (1.12), hjk = cj(ϕk), ϕk(s) = R(eikσ; s), а cj(ϕ)
– как и выше, коэффициенты Фурье функции ϕ(s) ∈ L1[0, 2pi].
Сходимость м.Г. (0.1), (1.21), (1.42) и оценку погрешности ус-
танавливает следующая
Теорема 1.3. Пусть ядро h(s, σ) таково, что регулярный опе-
ратор R : L2 −→ W 12 вполне непрерывен. Тогда при всех n > n0 ( n0
определяется свойствами h(s, σ)) СЛАУ (1.42) имеет единственное
решение α∗k, k = −n, n. Приближенные решения (1.21∗) сходятся к
точному решению с.и.у. (0.1) со скоростью
‖x∗ − x∗n‖2 = O
{
ETn (x
∗)2
}
= O
{
ETn ((Sx
∗)′)2
}
. (1.43)
Следствие. В условиях теоремы справедливы оценки
‖x∗ − x∗n‖2 = O
{
ETn (
d
ds
y)2 + E
T
n (
d
ds
Rx∗)2
}
, (1.44)
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‖x∗−x∗n‖2 6 ETn (x∗)2
∥∥E − A−1n ΦnR∥∥ , E−A−1n ΦnR : L2 −→ L2, (1.45)
‖x∗ − x∗n‖2 6 2ETn (x∗)2
∥∥(S + ΦnR)−1∥∥ , S + ΦnR : L2 −→W 12 . (1.46)
Если, кроме того, существует h′s(s, σ) ∈ L2[0, 2pi]2, то
‖x∗ − x∗n‖2 = O
{
ETn (y
′)2 + ETsn (h
′
s)2
}
, (1.44′)
где Φn – оператор Фурье n–го порядка:
Φn(ϕ; s) =
n∑
k=−n
ck(ϕ)e
iks, ϕ ∈ L2. (1.47)
Доказательство. Пусть Xn = IHTn ⊂ X = L2 и Yn = IHTn ⊂
Y = W 12 . Тогда СЛАУ (1.42) эквивалентна линейному операторному
уравнению
Anxn ≡ ΦnAxn = Φny (xn ∈ Xn, Φny ∈ Yn).
Ясно, что Φ2n = Φn и Φn : W 12 −→ Yn. Поэтому ΦnSxn = Sxn для
любого xn ∈ Xn и СЛАУ (1.42) эквивалентна операторному уравнению
Anxn ≡ Sxn + ΦnRxn = Φny (xn ∈ Xn, Φny ∈ Yn), (1.48)
т.е. уравнению (1.28) при Pn = Φn, X = L2, Y = W 12 .
Из уравнений (1.18) и (1.48) для любого xn ∈ Xn находим
‖Axn − Anxn‖Y = ‖Rxn − ΦnRxn‖Y = ‖Rzn − ΦnRzn‖ · ‖xn‖X 6
6 ‖xn‖X {sup ‖ϕ− Φnϕ‖Y : ϕ ∈ RШ } , zn =
xn
‖xn‖ , (1.49)
где Ш = Ш(0, 1) – единичный шар пространства L2[0, 2pi].
Для любого ψ ∈ W 12 справедливо тождество
d
ds
Φn(ψ(σ); s) = Φn
(
dψ(σ)
dσ
; s
)
. (1.50)
Тогда для ψ ∈ W 12 с учетом ‖Φn‖ = 1, Φn : L2 −→ L2, находим 1)
‖Φnψ‖1;2 = ‖Φnψ‖2 + ‖
d
ds
Φnψ‖2 6 ‖ψ‖2 + ‖ψ′‖2 = ‖ψ‖1;2,
т.е. ‖Φn‖ 6 1, Φn : W 12 −→ W 12 . А так как Φ2n = Φn, то и
‖Φn‖ = 1, Φn : W 12 −→ W 12 , n+ 1 ∈ N. (1.51)
1) Напомним, что везде ‖ · ‖1;2 означает норму в W 12 [0, 2pi].
17
Кроме того, для любой ψ ∈ W 12 аналогично находим
‖ψ−Φnψ‖1;2 = ‖ψ−Φnψ‖2+‖ψ′−(Φnψ)′‖2 = ETn (ψ)2+ETn (ψ′)2. (1.52)
Так как
ETn (ψ)2 6 ETn (ψ′)2/(n+ 1), ψ ∈ W 12 , n+ 1 ∈ N, (1.53)
то из (1.52) для любой ψ ∈ W 12 получаем соотношения
ETn (ψ
′)2 ∼ ‖ψ − Φnψ‖1;2 6 2ETn (ψ′)2 → 0, n→∞. (1.54)
Поскольку оператор R : L2 −→ W 12 вполне непрерывен, то мно-
жество RШ(0, 1) компактно в пространстве W 12 . Поэтому из (1.54) в
силу одного результата И.М. Гельфанда относительно равномерной и
сильной сходимости последовательности линейных операторов в B–
пространствах (см., напр., [55], с. 274 – 276) следует, что
ε′n ≡ sup{‖ϕ− Φnϕ‖1;2 : ϕ ∈ RШ(0, 1)} → 0, n→∞. (1.55)
Отсюда и из (1.49) получаем оценку
εn ≡ ‖A− An‖Xn→Y 6 ‖R− ΦnR‖X→Y 6 ε′n → 0, n→∞, (1.56)
где ε′n = 0 при R = 0 ( напр., при h(s, σ) ≡ 0 или h(s, σ) = h(s− σ)).
В силу (1.54) для правых частей уравнений (1.18) и (1.48) спра-
ведлива оценка
δn ≡ ‖y − Φny‖1;2 6 2ETn (y′)2 → 0, n→∞. (1.57)
В условиях теоремы в силу сделанного выше предположения о
разрешимости с.и.у. (0.1) оператор A : L2 −→ W 12 непрерывно обра-
тим. Таким образом, в силу (1.55) – (1.57) для уравнений (1.18) и (1.48)
выполнены все условия теорем 1.1 и 1.2. Другими словами, сходимость
м.Г. (0.1), (1.21), (1.42) доказана. Первая часть оценки (1.43) следует
из неравенства (1.37) при x˜n = Φnx∗. Вторую часть оценки (1.43) по-
лучаем из (1.38) с учетом (1.7), (1.35), (1.51) и (1.52):
‖x∗ − x∗n‖2 = O
(‖Sx∗ − ΦnSx∗‖1;2) = O {ETn( ddsSx∗)2
}
.
Отсюда и из тождества Sx∗ ≡ y −Rx∗ находим оценку (1.44). Оценка
(1.44′) выводится из (1.44) и легко доказываемого неравенства
ETn
(dRx∗
ds
)
2
6 ETsn
(∂h(s, σ)
∂s
)
2
· ‖x∗‖
2
, x∗ = A−1y.
Неравенство (1.46) выводится из (1.38′) и следующих интересных фор-
мул
S−1ΦnS = E в L2, SΦnS−1 = E в W 12 .
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Наконец, оценка (1.45) следует из (1.40) и (1.54) при ψ = Sx∗ с учетом
того факта, что ETn (Ix)2 = ETn (x)2, x ∈ L2.
Теорема 1.3 и ее следствие полностью доказаны.
Замечание 1.1. Для полной непрерывности оператора
R : L2 −→ W 12 достаточно, напр., чтобы h(s, σ) имела производную
по s, удовлетворяющую при σ − s→ 0 условию
∂h(s, σ)
∂s
= O
(
lnm |s− σ|
|σ − s|α
)
, 0 6 α < 1, m+ 1 ∈ N, m+ α > 0.
1.4. Метод коллокации. Пользуясь (1.25), сначала приведем
две вычислительные схемы метода коллокации (кратко: м.к.). Если
приближенное решение ищется в виде полинома (1.21), то соотношения
(1.25) и (2.41) приводят к СЛАУ
n∑
k=−n
{ck(g)eiksj + hjk}αk = y(sj), j = −n, n, (1.58)
где {sj} – любая система из 2n + 1 попарно неэквивалентных узлов,
ck(g) определены в (1.12), а hjk = R(eikσ; sj). В дальнейшем в качестве
узлов будем использовать
sj = 2jpi/(2n+ 1), j = −n, n; (1.59)
это связано, с одной стороны, с получением наиболее простых вычисли-
тельных схем, а с другой – с получением наиболее точных результатов
для рассматриваемых методов.
Для вывода второй вычислительной схемы м.к. воспользуемся
формулами (1.21), (1.23), (1.30):
xn(s) =
n∑
k=−n
αk e
iks =
2
2n+ 1
n∑
k=−n
xn(sk)Dn(s− sk). (1.60)
Тогда соотношения (1.25) приводят к СЛАУ
2
2n+ 1
n∑
k=−n
xn(sk)
{
S(Dn(σ − sk); sj) + 1
2pi
2pi∫
0
h(sj, σ)Dn(σ − sk) dσ
}
=
= y(sj), j = −n, n. (1.61)
Интегралы S(Dn(σ − sk); sj) вычисляются точно, т.к. в силу (1.1),
(1.30), (1.11) и (1.12) имеем (см. также с.45 [69])
S(Dn(σ − sk); sj) = − 1
2pi
2pi∫
0
ln
∣∣∣sin σ
2
∣∣∣ ·Dn(sj − sk − σ) dσ =
19
=
1
2
{
ln 2 +
n∑
m=1
1
m
cosm(sj − sk)
}
, j = −n, n. (1.61′)
Поэтому СЛАУ (1.61) принимает вид
1
2n+ 1
n∑
k=−n
xn(sk)
{
ln 2 +
n∑
m=1
cosm(sj − sk) + 2h˜jk
}
=
= y(sj), j = −n, n, (1.62)
h˜jk =
1
2pi
2pi∫
0
h(sj, σ)Dn(σ − sk) dσ = 1
2pi
2pi∫
0
h(sj, sk − σ)Dn(σ) dσ.
Введем важные для дальнейшего изложения обозначения:
ETn (x)∞ = E
T
n (x)C2pi = E
T
n (x)C˜ – наилучшее равномерное прибли-
жение функции x ∈ C2pi тригонометрическими полиномами порядка
не выше n;
аналогично, ETsn (ϕ)∞ и ETσn (ϕ)∞ – частные наилучшие равномер-
ные приближения функции ϕ(s, σ) ∈ C[0, 2pi]2 по переменным s и σ
соответственно;
Ln – оператор Лагранжа, определяемый по формуле
Ln(ψ; s) = 2
2n+ 1
n∑
k=−n
ψ(sk)Dn(s− sk), ψ ∈ C2pi ≡ C˜. (1.63)
Сходимость и оценку погрешности м.к. устанавливает
Теорема 1.4. Пусть существует y′(s) ∈ C2pi, а ядро h(s, σ)
таково, что оператор R : L2 −→ C12pi вполне непрерывен. Тогда при
всех n > n0(n0 определяется свойствами h(s, σ)) системы (1.58) и
(1.62) имеют единственные решения соответственно α∗k и x
∗
n(sk),
k = −n, n. Приближенные решения x∗n(s) (т.е. (1.60) при αk = α∗k,
xn(sk) = x
∗
n(sk)) сходятся в среднем к точному решению x∗(s) со
скоростью
‖x∗ − x∗n‖2 = O
{
ETn
(
d
ds
Sx∗
)
∞
}
= O
{
ETn (x
∗)∞
}
, (1.64)
‖x∗ − x∗n‖2 = O
{
ETn
(
dy
ds
)
∞
+ ETn
(
d
ds
Rx∗
)
∞
}
. (1.65)
Следствие. В условиях теоремы справедлива оценка
‖x∗ − x∗n‖2 6 (1 + pi)ETn (x∗)∞ · ‖(S + LnR)−1‖, S + LnR : L2 −→W 12 .
(1.66)
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Если, кроме того, существует h′s(s, σ) ∈ C[0, 2pi]2, то
‖x∗ − x∗n‖2 = O
{
ETn (y
′)∞ + ETsn (h
′
s)∞
}
. (1.67)
Доказательство. Для оператора Лагранжа (1.63) справедливы
(см., напр., в гл.3 [25]) соотношения:
‖ψ − Lnψ‖2 6 2ETn (ψ)∞, ψ ∈ C2pi, n ∈ N, (1.68)
‖Ln‖2 =∞, ‖Ln‖∞→2 = 1, n ∈ N, (1.69)
‖Ln‖∞ =
2
pi
lnn+O (1) 6 4
pi
+
2
pi
ln
2(2n+ 1)
pi
, (1.70)
где здесь (и далее) ‖A‖
p→q ( ‖A‖p→p ≡ ‖A‖p ) означает норму оператора
A : Lp −→ Lq при всех 1 6 p, q 6∞, причем формально полагается,
что C = L∞.
Теперь рассмотрим Ln как оператор из W 12 в W 12 . Тогда в силу
(1.69) имеем ‖Ln‖ 6 ∞. Однако покажем, что для любой ψ ∈ C12pi
справедлива оценка
‖ψ − Lnψ‖1;2 6 (1 + pi)ETn (ψ′)∞, n ∈ N, (1.71)
а тогда ‖Ln‖ 6 2 + pi, Ln : C12pi −→ W 12 .
Действительно, для любой ψ ∈ C12pi с помощью (1.68), (1.50) и
указанных выше свойств оператора Фурье (1.47) и Лагранжа (1.63)
последовательно находим
‖ψ − Lnψ‖1;2 = ‖ψ − Lnψ‖2 + ‖(ψ − Lnψ)′‖2 6 2ETn (ψ)∞+
+‖(ψ − Φnψ)′‖2 + ‖(Φnψ − Lnψ)′‖2 6 2ETn (ψ)∞ + ‖ψ′ − Φn(ψ′)‖2+
+n‖Φn(ψ − Lnψ)‖2 6 2ETn (ψ)∞ + ETn (ψ′)2 + 2nETn (ψ)∞ 6
6 piETn (ψ′)∞ + ETn (ψ′)2 6 (1 + pi)ETn (ψ′)∞.
Заметим, что здесь использованы также известные неравенства (см.,
напр., [48], с.54, 56; [75], с.230)
ETn (ψ)∞ 6
pi
2(n+ 1)
ETn (ψ
′)∞, ψ ∈ C12pi; (1.72)
‖Q′n‖2 6 n ‖Qn‖2, Qn ∈ IHTn . (1.73)
Далее, в силу соотношений (1.41), (1.63) и L2n = Ln каждая из
СЛАУ (1.58), (1.62) эквивалентна операторному уравнению
Anxn ≡ LnAxn = Sxn + LnRxn = Lny (xn ∈ Xn, Lny ∈ Yn), (1.74)
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где Xn = IHTn ⊂ X = L2, Yn = IHTn ⊂ Y = W 12 . Теперь из (1.18), (1.74)
и (1.71) для любого xn ∈ Xn находим
‖Axn − Anxn‖Y = ‖Rxn − LnRxn‖Y 6 ‖xn‖X · ‖Rzn − LnRzn‖Y 6
6 ‖xn‖X · (1 + pi)ETn (
d
ds
Rzn)C˜ , zn =
xn
‖xn‖ .
Отсюда, используя первую теорему Джексона в тригонометрическом
случае (см., напр., [75], с.305):
ETn (ψ)∞ < 3ω
(
ψ;
1
n
)
∞
, ψ ∈ C2pi,
для любого xn ∈ Xn получаем
‖Axn − Anxn‖Y 6 3(1 + pi) ‖xn‖X · sup
ϕ∈RШ(0,1)
ω
(
ϕ′;
1
n
)
∞
≡ ε′n · ‖xn‖X .
Поскольку оператор R : L2 −→ C12pi вполне непрерывен, то множество
функций {ϕ′(s)} ⊂ C2pi, где ϕ ∈ RШ(0, 1), компактно в C2pi. Поэтому
в силу теоремы 3.1 книги [75] имеем
εn ≡ ‖A− An‖Xn→Y 6 ‖R− LnR‖X→Y 6 ε′n → 0, n→∞.
С другой стороны, в силу (1.71) для правых частей уравнений
(1.18) и (1.74) имеем
δn ≡ ‖y − Lny‖1;2 6 (1 + pi)ETn (y′)∞, n ∈ N.
Таким образом, для уравнений (1.18) и (1.74) выполнены все усло-
вия теорем 1.1 и 1.2, откуда и следует сходимость в среднем м.к. По-
кажем справедливость оценок (1.64) - (1.67). Из (1.38), (1.40), (1.35) и
(1.70) при Pn = Ln находим
‖x∗ − x∗n‖2 = O
{‖Sx∗ − LnSx∗‖1;2} = O {ETn ( ddsSx∗)∞
}
=
= O
{
ETn (Ix
∗)∞
}
= O
{
ETn (x
∗)∞
}
,
т.е. оценки (1.64) доказаны. Здесь необходимо отметить, что в услови-
ях теоремы решение с.и.у. (0.1) удовлетворяет условиям: x∗(s) ∈ C2pi,
I(x∗; s) ∈ C2pi. Из первой части оценки (1.64) с учетом тождества
(Sx∗)′s ≡ y′(s)− (R(x∗; s))′s ∈ C2pi следует оценка (1.65), а из нее обыч-
ным способом выводится оценка (1.67). Оценка (1.66) следует из (1.40)
и (1.71) при ψ = Sx∗.
Теорема 1.4 и ее следствие полностью доказаны.
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Замечание 1.2. Для полной непрерывности регулярного опе-
ратора R : L2 −→ C12pi достаточно, если, напр., производная
h′s(s, σ) ∈ C[0, 2pi]2 или, более общо, допускает представление
∂h(s, σ)
∂s
= h0(s, σ) lnm
∣∣∣∣sin σ − s2
∣∣∣∣ · ∣∣∣∣ctgσ − s2
∣∣∣∣γ ,
где m+ 1 ∈ N, 0 6 γ < 12 , m+ γ > 0, h0 ∈ C[0, 2pi]2.
Это утверждение следует из [38, 40] и известного критерия ком-
пактности в пространстве непрерывных функций.
1.5. Метод механических квадратур. В этом и следующем
пунктах рассматривается приближенное решение слабо с.и.у. (0.1) ме-
тодом механических квадратур (кратко: м.м.к.).
Возьмем две системы равноотстоящих узлов
sl = sl0 =
2lpi
2n+ 1
, l = 0, 2n, (1.75)
skω = sk +
ω
2n+ 1
, k = 0, 2n, 0 6 ω = const 6 pi. (1.76)
Приближенное решение с.и.у. (0.1) будем искать в виде полинома
x∗n(s) =
n∑
k=−n
α∗ke
iks =
2
2n+ 1
2n∑
l=0
x∗n(sl)Dn(s− sl), (1.77)
Неизвестные коэффициенты α∗k, k = −n, n, и x∗n(sl), l = 0, 2n, будем
определять как решения СЛАУ соответственно
n∑
k=−n
αk
{
ck(g)e
iksjω +
1
2n+ 1
n∑
l=−n
h(sjω, sl)e
iksl
}
= y(sjω), j = 0, 2n,
(1.78)
1
2n+ 1
2n∑
l=0
xn(sl)
{
ln 2 +
n∑
m=1
cosm(sjω − sl)
m
+ h(sjω, sl)
}
=
= y(sjω), j = 0, 2n. (1.79)
Отметим, что для получения СЛАУ (1.78) и (1.79) обе части с.и.у.
(0.1) приравниваем в узлах (1.76), вместо x(σ) подставляем xn(σ) из
(1.60), после чего интегралы S(xn; sjω) вычисляем точно по формулам
соответственно (1.41) и (1.61′), а интегралы R(xn; sjω) вычисляем при-
ближенно по квадратурной формуле левых прямоугольников с узлами
(1.75). Отметим также, что с помощью легко доказываемой формулы
αk =
1
2pi
2pi∫
0
xn(σ)e
−ikσ dσ =
1
2n+ 1
2n∑
m=0
xn(sm)e
−iksm, k = −n, n, (1.80)
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СЛАУ (1.78) выводится из СЛАУ (1.79) и наоборот.
Ясно, что при ω = 0 обе системы несколько упрощаются, в част-
ности, из (1.79) можно получить СЛАУ (I.126) из книги [69]. В то же
время при ω = pi из (1.79), (1.75) – (1.77) получим одну из вычисли-
тельных схем метода дискретных вихрей (пользуемся терминологией
[6, 59]); этот метод рассматривается в следующем пункте.
Сходимость м.м.к. в L2 и оценку погрешности устанавливает
Теорема 1.5. Пусть функции y(s) и h(s, σ) таковы, что
y′ ∈ C[0, 2pi], h′s ∈ C[0, 2pi]2. Тогда при всех n > n0 (число n0 определя-
ется свойствами ядра h(s, σ)) каждая из СЛАУ (1.78) и (1.79) имеет
единственное решение соответственно α∗k, k = −n, n, и x∗n(sl), l =
= 0, 2n. Приближенные решения (1.77) сходятся к точному решению
x∗(s) в среднем со скоростью
‖x∗ − x∗n‖2 = O
{
ETn (y
′)∞ + ETsn (hs
′)∞ + ETσn (h)∞ + E
Tσ
n (h
′
s)∞
}
.
(1.81)
Если, кроме того, существует hσ ′ ∈ C[0, 2pi]2, то справедлива оценка
‖x∗ − x∗n‖2 = O
{
ETn (y
′)∞ + ETsn (h
′
s)∞ + E
Tσ
n (h
′
σ)∞
}
. (1.82)
Доказательство. Будем пользоваться результатами и обозначе-
ниями раздела 1.4. Кроме того, обозначим через Ln,ω тригонометриче-
ский оператор Лагранжа
Ln,ω(ϕ; s) = 2
2n+ 1
2n∑
k=0
ϕ(skω)Dn(s− skω), ϕ ∈ C2pi, Ln,ω2 = Ln,ω,
гдеDn(t) – ядро Дирихле n–го порядка. Тогда каждая из СЛАУ (1.78),
(1.79) эквивалентна операторному уравнению
Anxn ≡ Snxn +Rnxn = yn (xn ∈ Xn, yn ∈ Yn), (1.83)
где
Snxn = Ln,ωSxn = Sxn, yn = Ln,ωy,
(1.84)
Rnxn = Ln,ω{ρLσn(hxn)}, ρϕ =
1
2pi
2pi∫
0
ϕ(σ) dσ,
а Lσn означает, что оператор Ln = Ln,0 применен по переменной σ.
Поскольку квадратурная формула прямоугольников с узлами (1.75)
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имеет наивысшую тригонометрическую степень точности, равную 2n,
то
Rnxn = Ln,ωρLσn(hxn) = Ln,ωρ(Lσnh)xn, xn ∈ Xn. (1.84′)
Поэтому уравнение (1.83) с учетом (Ln,ω)2 = Ln,ω сводится к
Anxn ≡ Sxn + Ln,ωρ(Lσnh)xn = Lnωy (xn ∈ Xn, Lnωy ∈ Yn). (1.85)
Аналогично, с учетом (1.84) с.и.у. (0.1) запишем в виде
Ax ≡ Sx+ ρhx = y (x ∈ X, y ∈ Y ), (1.86)
где X = L2, Y = W 12 . Дальше существенную роль играет следующая
известная (см., напр., гл. III [25], а также оценку (1.71))
Лемма 1.5. Для любых n ∈ N справедливы соотношения
(а) ‖Ln,ω‖2 =∞, ‖Ln,ω‖∞→2 = 1, ‖Ln,ω‖∞ = O (lnn) ;
(б) ‖ϕ− Ln,ωϕ‖2 6 2ETn (ϕ)∞, ϕ ∈ C2pi;
(в) ‖ϕ−Ln,ωϕ‖∞ 6 2 ‖Ln,ω‖∞·ETn (ϕ)∞ = O
(
ETn (ϕ)∞ lnn
)
, ϕ ∈ C2pi,
(г) ‖ϕ− Ln,ωϕ‖1;2 6 (1 + pi)ETn (ϕ′)∞, ϕ ∈ C12pi.
Оценки (а) – (г) справедливы также в случае узлов
s˜kω =
kpi
n
+
ω
2n
, k = 0, 2n− 1, 0 6 ω = const 6 pi, (1.76′)
при этом в оценках (б), (в) и (г) величины ETn (ϕ)∞ и ETn (ϕ′)∞ следует
заменить на ETn−1(ϕ)∞ и ETn−1(ϕ′)∞ соответственно.
Теперь для уравнений (1.85), (1.86) в силу леммы 1.5 для любого
xn ∈ Xn находим
‖Axn − Anxn‖1;2 = ‖Rxn −Rnxn‖1;2 6 ‖Rxn − Ln,ωRxn‖1;2+
+‖Ln,ωρhxn − Ln,ωρ(Lσnh)xn‖1;2 6 (1 + pi)ETn (ρh′sxn)∞+
+‖Ln,ωρ(h− Lσnh)xn‖1;2 6 (1 + pi)ETsn (h′s)∞ · ‖xn‖2+
+‖ψ − Ln,ωψ‖1;2, ψ ≡ ρ(h− Lσnh)xn. (1.87)
С помощью неравенства Гe¨льдера и леммы 1.5 находим оценки:
‖ψ‖
1;2
= ‖ψ‖
2
+ ‖ψ′‖
2
= ‖ρ(h− Lnσh)xn‖2 + ‖ρ(h′s − Lσnh′s)xn‖2 6
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6 2 ‖xn‖2{ETσn (h)∞ + ETσn (h′s)∞}, xn ∈ Xn; (1.88)
‖ψ − Ln,ωψ‖1;2 6 (1 + pi)ETn (ψ′)∞ 6 (1 + pi) ‖ψ′‖∞ =
= (1 + pi) ‖ρ(h′s − Lσnh′s)xn‖∞ 6 2 (1 + pi)ETσn (h′s)∞‖xn‖2.
Из неравенств (1.86) – (1.88) находим оценки
‖Axn − Anxn‖1;2 6 {(1 + pi)ETsn (h′s)∞ + 2ETσn (h)∞ + 2ETσn (h′s)∞+
+2 (1 + pi)ETσn (h
′
s)∞}‖xn‖2 ≡ ε′n‖xn‖2, xn ∈ Xn; (1.89)
εn ≡ ‖A− An‖ 6 ε′n = O
{
ETsn (h
′
s)∞ + E
Tσ
n (h)∞ + E
Tσ
n (h
′
s)∞
}
, (1.90)
где A − An : Xn −→ Y . С другой стороны, в силу леммы 1.5 для
правых частей уравнений (1.85) и (1.86) имеем
δn ≡ ‖y − Ln,ωy‖1;2 = O
{
ETn (y
′)∞
}
. (1.91)
Таким образом, все условия теоремы 1.1 выполнены, откуда с уче-
том неравенств (1.90) и (1.91) следует утверждение доказываемой те-
оремы, в том числе оценка (1.81).
Докажем оценку (1.82). С этой целью вместо (1.87) рассмотрим
неравенства
‖Axn − Anxn‖1;2 6 ‖Rxn − Ln,ωRxn‖1;2 + ‖Ln,ωρ(h− Lσnh)xn‖1;2 6
6 (1 + pi)ETsn (h′s)∞‖xn‖2 + ‖Ln,ωρ(h− Lσnh)xn‖2+
+‖[Ln,ωρ(h− Lσnh)xn]′‖2, xn ∈ Xn, n ∈ N. (1.92)
С помощью леммы 1.5, неравенства Гe¨льдера и неравенства Бернштей-
на (1.73) последовательно находим оценки
‖Ln,ωρ(h− Lσnh)xn‖2 6 ‖ρ(h− Lσnh)xn‖∞ 6 2ETσn (h)∞‖xn‖2;
(1.93)∥∥∥∥ dds [Ln,ωρ(h− Lσnh)xn]
∥∥∥∥
2
6 2ETσn (h)∞‖xn‖2.
Из (1.72) и (1.93) для любого xn ∈ Xn получаем
‖Ln,ωρ(h− Lσnh)xn‖1;2 6 (2 + 2n)ETσn (h)∞‖xn‖2 6 piETσn (h′σ)∞‖xn‖2.
(1.94)
Из неравенств (1.92) и (1.94) следует оценка
εn ≡ ‖A− An‖Xn→Y 6 (1 + pi)ETsn (h′s)∞ + pi ETσn (h′σ)∞ ≡
≡ ε′′n = O
{
ETsn (h
′
s)∞ + E
Tσ
n (h
′
σ)∞
}
. (1.95)
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Теперь с учетом неравенств (1.91) и (1.95) из теоремы 1.1 следует оцен-
ка (1.82).
Теорема 1.5 доказана полностью.
Из сравнения доказательств теорем 1.4 и 1.5 следует
Теорема 1.6. В условиях теоремы 1.5 погрешность приближен-
ного решения (1.77), построенного методом механических квадра-
тур, может быть оценена любым из неравенств
‖x∗ − x∗n‖2 = O
{
ETn (x
∗)∞ + ETσn (h)∞ + E
Tσ
n (h
′
s)∞
}
, (1.96)
‖x∗ − x∗n‖2 = O
{
ETn (y
′)∞ + ETn ((Rx
∗)′)∞ + ETσn (h)∞ + E
Tσ
n (h
′
s)∞
}
;
(1.97)
если, кроме того, h′σ(s, σ) ∈ C[0, 2pi]2, то и неравенствами
‖x∗ − x∗n‖2 = O
{
ETn (x
∗)∞ + ETsn (h
′
s)∞ + E
Tσ
n (h
′
σ)∞
}
. (1.98)
Замечание 1.3. Выше при исследовании м.м.к. было использова-
но нечетное число узлов. Совершенно аналогично может быть исследо-
ван м.м.к., основанный на сетке из четного числа узлов (необходимые
для этого сведения см., напр., в [14, 25], а также в лемме 1.5). Здесь
приближенное решение уместно представить в виде
xn(s) =
a0
2
+
n−1∑
k=1
ak cos ks+ bk sin ks+
an
2
cosns (1.99)
и удобно пользоваться простой формулой
S(xn; s) =
a0 ln 2
2
+
n−1∑
k=1
ak cos ks+ bk sin ks
2k
+
an cosns
4n
(1.99′)
и приведенными в лемме 1.5 сведениями.
Далее, аналогично приведенному выше может быть исследована
также следующая вычислительная схема метода квадратур.
Возьмем сетку из N равноотстоящих узлов
sk =
2kpi
N
, k = 1, N, N ∈ N, (1.100)
и с.и.у. (0.1) представим в виде
x(s) ln 2− 1
2pi
2pi∫
0
ln
∣∣∣∣sin σ − s2
∣∣∣∣·[x(σ)−x(s)] dσ+ 12pi
2pi∫
0
h(s, σ)x(σ) dσ = y(s);
(1.101)
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тогда, применив к интегралам в (1.101) квадратурную формулу левых
прямоугольников с узлами (1.100), приходим к СЛАУ
βj ln 2− 1
N
N∑
k=1
k 6=j
ln
∣∣∣∣sin sk − sj2
∣∣∣∣ · (βk − βj) + 1N
N∑
k=1
h(sj, sk)βk =
= y(sj), j = 1, N, (1.102)
где βj ≈ x(sj). Пусть β∗1 , β∗2 , . . . , β∗N – решение СЛАУ (1.102). Тогда за
приближенное решение с.и.у. (0.1) будем принимать полином
x∗n(s) =
2
N
N∑
k=1
∆n(s− sk)βk, n =
[N
2
]
, (1.103)
где [[ t ]] – целая часть числа t > 0, а
∆n(ϕ) =
1
2
sin(n+
1
2
)ϕ · cosecϕ
2
, N = 2n+ 1, (1.103′)
– обычное ядро Дирихле n-го порядка,
∆n(ϕ) =
1
2
sinnϕ · ctg ϕ
2
, N = 2n, (1.103′′)
– т.н. модифицированное ядро Дирихле того же порядка.
Совершенно аналогично, но путем исключения малой окрестно-
сти особой точки σ = s в с.и.у. (0.1) может быть получена и исследо-
вана следующая СЛАУ м.м.к.:
− 1
N
N∑
k=1
k 6=j
ln
∣∣∣∣sin sj − sk2
∣∣∣∣ · βk + 1N
N∑
k=1
h(sj, sk)βk =
= y(sj), j = 1, N. (1.104)
1.6. Метод дискретных вихрей. Теперь рассмотрим некото-
рую модификацию м.м.к., часто используемую в ряде приложений.
Возьмем две сетки из N ∈ N равноотстоящих узлов
σk =
2(k − 1)pi
N
, k = 1, N, (1.105)
sj =
(2j − 1)pi
N
, j = 1, N, (1.106)
и приближенные значения γk, k = 1, N , искомой функции x(σ) в
узлах (1.105) будем определять из следующей СЛАУ:
− 1
N
N∑
k=1
ln
∣∣∣∣sin sj − σk2
∣∣∣∣ γk + 1N
N∑
k=1
h(sj, σk)γk = y(sj), j = 1, N.
(1.107)
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Пользуясь известной терминологией (см. монографии [6, 59]), эту си-
стему будем называть СЛАУ метода дискретных вихрей (м.д.в.).
Если γ∗k, k = 1, N , – решение СЛАУ (1.107), то решение с.и.у.
(0.1) приближенно может быть восстановлено по формуле
x∗(s) ≈ x∗
N
(s) =
N∑
k=1
γ∗kϕk(s), n =
[N
2
]
, (1.108)
где {ϕk(s)} – система фундаментальных полиномов степени n = [[N2 ]]
или сплайнов степени m (m + 1 ∈ N ) на сетке узлов (1.105); в част-
ности, можно принять ϕk(s) = ϕk,n(s) = 2∆n(s − σk)/N , где ∆n(ϕ)
определено в (1.103′) или (1.103′′).
Пусть теперь
Lσn(ϕ; σ) =
2
N
N∑
k=1
∆n(σ − σk)ϕ(σk), Lsn(ψ; s) =
2
N
N∑
j=1
∆n(s− sj)ψ(sj),
где узлы σk и sj определены соответственно в (1.105) и (1.106), а ∆n(ϕ)
– в (1.103′), (1.103′′). Далее, пусть Xn ⊂ X = L2 и Yn ⊂ Y = W 12 при
N = 2n+ 1 те же, что и выше, а при N = 2n Xn и Yn суть множества
элементов вида (1.99) с нормами соответственно пространств X и Y .
Тогда СЛАУ (1.107) эквивалентна операторному уравнению
Anxn ≡ LsnSxn + LsnρLσn(hxn) = Lsny (xn ∈ Xn, Lsny ∈ Yn). (1.109)
В силу этого для вычислительной схемы м.д.в. (0.1), (1.105) – (1.107),
(2.108), ϕk(s) = 2∆n(s− σk)/N , справедливы утверждения, аналогич-
ные теоремам 1.5 и 1.6. При доказательстве этого факта существенным
образом использованы результаты глав 1 и 3 монографии [25], а также
вышеприведенные теоремы 1.1, 1.2 и лемма 1.5.
1.7. Метод вырожденных ядер. Ядро h(s, σ) с.и.у. (0.1) заме-
ним вырожденным аппроксимирующим ядром
hN(s, σ) =
N∑
k=1
ak(s)bk(σ), N ∈ N, (1.110)
где {ak}N1 ⊂ W 12 и {bk}N1 ⊂ L2 – некоторые системы 2pi–периодичес-
ких функций, хотя бы одна из которых линейно независима. Тогда
получим уравнение метода вырожденных ядер (м.в.я.)
ANx ≡ Sx+RNx = y, RNx ≡ rhNx (x ∈ X, y ∈ Y ). (1.111)
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Решение этого уравнения, в случае его существования, будем опреде-
лять по формуле
x∗N(s) = S
−1(y; s)−
N∑
k=1
α∗k S
−1(ak; s), (1.112)
где {α∗k} – решение СЛАУ
αj +
N∑
k=1
ajk αk = yj, j = 1, N, (1.113)
оператор S−1 : W 12 −→ L2 определен в лемме 1.2, а
yj =
2pi∫
0
y(s)bj(s) ds, ajk =
2pi∫
0
S−1(ak; s)bj(s) ds.
Сходимость этой схемы устанавливает следующая простая
Теорема 1.7. Пусть выполнены условия:
а) y′(s) ∈ L2[0, 2pi], h′s(s, σ) ∈ L2[0, 2pi]2, a′k(s) ∈ L2[0, 2pi], k = 1, N ;
б) εN ≡ ‖h− hN‖L2[0,2pi]2 + ‖h
′
s − hN ′s‖L2[0,2pi]2 → 0, N →∞. (1.114)
Тогда при всех N, хотя бы достаточно больших, СЛАУ (1.113) име-
ет единственное решение {α∗k} и приближенные решения (1.112) схо-
дятся к точному решению x∗(s) в среднем со скоростью
‖x∗ − x∗N‖2 = O (εN) . (1.115)
Доказательство. Следуя разделу 1.1, уравнения (0.1) и (1.111)
будем рассматривать как операторные уравнения, приводящиеся к урав-
нениям второго рода, где A : X −→ Y и AN : X −→ Y , а X = L2,
Y = W 12 . Тогда для любого x ∈ Xс помощью неравенства Гe¨льдера и
условий теоремы находим
‖Ax− ANx‖1;2 = ‖Rx−RNx‖1;2 = ‖r(h− hN)x‖1;2 6 εN‖x‖2,
где ε
N
определено в (1.114). Таким образом, имеем
‖A− AN‖ 6 εN , A− AN : X −→ Y. (1.116)
В силу (1.114) и (1.116) остальное следует из леммы 1.4 при X = L2,
Y = W 12 .
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1.8. Метод наименьших квадратов (м.н.к.). Введем в про-
странстве Y = W 12 скалярное произведение
(ϕ, ψ)1;2 = (ϕ, ψ)2 + (ϕ
′, ψ′)2 (ϕ, ψ ∈ W 12 ). (1.117)
Тогда условия (1.23) при U = Y приводят к СЛАУ
n∑
k=−n
αk(Ae
ikσ, Aeijσ)1;2 = (y,Ae
ijσ)1;2, j = −n, n. (1.118)
Теорема 1.8. Пусть y(s) ∈ W 12 , а ядро h(s, σ) таково, что
оператор R : L2 −→ W 12 вполне непрерывен. Если с.и.у. (0.1) од-
нозначно разрешимо в L2 при любой правой части из W 12 , то при
всех натуральных n СЛАУ (1.118) имеет единственное решение α∗k,
k = −n, n. Приближенные решения x∗n(s) сходятся к точному реше-
нию x∗(s) в среднем со скоростью
‖x∗ − x∗n‖2 6 η(A)ETn (x∗)2, (1.119)
где η(A) = ‖A‖ · ‖A−1‖ — число обусловленности оператора
A : L2 −→ W 12 .
Доказательство.Система функций {eiks}, k = 0,±1, . . . , пол-
на как в L2 , так и вW 12 . В условиях теоремы из результатов раздела 1.1
следует, что операторы A : L2 −→ W 12 и A−1 : W 12 −→ L2 являются
ограниченными. Поэтому система функций {eiks} является также A-
полной [62]. Тогда из результатов С.Г.Михлина [62] по м.н.к. получаем
требуемое утверждение.
Следует отметить, что если м.н.к. применить к с.и.у. (0.1) лишь в
пространстве L2 , то придем к СЛАУ
n∑
k=−n
αk(Ae
ikσ, Aeijσ)2 = (y,Ae
ijσ)2, j = −n, n. (1.120)
Теорема 1.9. Пусть выполнены условия: а) y ∈ L2[0, 2pi] , h
∈ L2[0, 2pi]2; б) с.и.у. (0.1) имеет решение x∗ ∈ L2 при данной правой
части y ∈ L2; в) уравнение Ax = 0 имеет в L2 лишь тривиальное
решение. Тогда при любых n ∈ N СЛАУ (1.120) имеет единственное
решение α˜k, k = −n, n. Приближенные решения
x˜n(s) =
n∑
k=−n
α˜k e
iks (1.121)
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сходятся в том смысле, что невязка rn ≡ y − Ax˜n → 0, n→∞, и
‖rn‖2 6 En(y)2 6 ‖A‖2 · ETn (x∗)2, (1.122)
En(y)2 = ‖y − y0n‖2, y0n =
n∑
j=−n
α˜j Ae
ijs. (1.123)
Доказательство. В силу условия а) теоремы и леммы 1.1 опе-
ратор A : L2 −→ L2 является вполне непрерывным. Поэтому система
{eijs}∞−∞ является также A-полной в L2. С другой стороны, в силу
условия в) теоремы система функций ϕj(s) = A(eijσ; s), j = −∞,∞,
является линейно независимой. Тогда определитель СЛАУ (1.120) сов-
падает с определителем Грамма системы функций {ϕj(s)}, а, следо-
вательно, отличен от нуля при любых n ∈ N. Поэтому СЛАУ (1.120)
имеет единственное решение α˜k, k = = −n, n, при любых n ∈ N и в
силу (1.23) при U = L2 и (1.121) справедлива оценка
‖rn‖2 = ‖y − Ax˜n‖2 6 ‖y − Axn‖2 (1.124)
для любого xn ∈ IHTn . Полагая xn = Φnx∗, из (1.124) в силу условия б)
теоремы находим требуемую оценку:
‖rn‖2 = ‖y − Ax˜n‖2 6 ‖y − AΦnx∗‖2 = ‖A(x∗ − Φnx∗)‖2 6
6 ‖A‖
2
· ‖x∗ − Φnx∗‖2 = ‖A‖2 · ETn (x∗)2.
Следует отметить, что если оператор A : L2 −→ L2 обратим, то
в условиях теоремы 1.9 справедливо соотношение ‖x∗− x∗n‖2 =∞ для
любых n ∈ N, т.е. некорректность задачи в рассматриваемом случае
самым неприятным образом отражается на оценке погрешности м.н.к.
В этом и состоит преимущество теоремы 1.8 перед теоремой 1.9.
1.9. Метод подобластей (м.п.). Условия (2.26) в случае рав-
ноотстоящих узлов приводят к следующей СЛАУ относительно коэф-
фициентов полинома (1.21):
n∑
k=−n
αk{ck(g)eiksjak + bjk} = yj, sj = 2jpi
2n+ 1
, j = 0, 2n, (1.125)
где ck(g) определены в (1.12), а
ak = {(eiks1 − 1)/ik при k 6= 0; 2pi/(2n+ 1) при k = 0};
bjk =
1
2pi
sj+1∫
sj
ds
2pi∫
0
h(s, σ)eikσ dσ, yj =
sj+1∫
sj
y(s) ds.
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Сходимость м.п. и оценку погрешности устанавливает
Теорема 1.10. Пусть y(s) ∈ W 12 , а ядро h(s, σ) таково, что ре-
гулярный оператор R : L2 −→ W 12 вполне непрерывен. Тогда при всех
n > n0(n0 определяется свойствами функции h(s, σ)) СЛАУ (1.125)
имеет единственное решение α∗k, k = −n, n. Приближенные решения
x∗n(s) сходятся к точному решению x∗(s) в среднем со скоростью
‖x∗ − x∗n‖2 = O
{
ETn (x
∗)2
}
= O
{
ETn ((Sx
∗)′)2
}
=
= O
{
ETn (y
′)2 + ETn ((Rx
∗)′)2
}
. (1.126)
Если, кроме того, h′s(s, σ) ∈ L2[0, 2pi]2, то справедлива оценка
‖x∗ − x∗n‖2 = O
{
ETn (y
′)2 + ETsn (h
′
s)2
}
. (1.127)
Доказательство ведем методом работы [41] и §8 гл.2 [51]. Обо-
значим через Πn : L2 → IHTn ⊂ L2 линейный проекционный оператор,
однозначно определяющийся (см., напр., [41]) из условий
sj+1∫
sj
Πn(ϕ; s) ds =
sj+1∫
sj
ϕ(s) ds, sj =
2jpi
2n+ 1
, j = 0, 2n. (1.128)
Известно [41, 51], что
‖ϕ− Πnϕ‖2 6
pi
2
ETn (ϕ)2, ϕ ∈ L2, n ∈ N. (1.129)
Теперь рассмотрим Πn как оператор изW 12 вW 12 . Тогда для любой
ϕ ∈ W 12 справедлива оценка
‖ϕ− Πnϕ‖1;2 6 (1 + pi/2) ETn (ϕ′)2, n ∈ N. (1.130)
Действительно, с помощью (1.129), (1.50), (1.73), (1.53) и свойств опе-
ратора Фурье (1.47) для любой ϕ ∈ W 12 находим
‖ϕ− Πnϕ‖1;2 = ‖ϕ− Πnϕ‖2 + ‖(ϕ− Πnϕ)′‖2 6
6 pi
2
ETn (ϕ)2 + ‖(ϕ− Φnϕ)′‖2 + ‖ [Φn(ϕ− Πnϕ)]′‖2 6
6 pi
2
ETn (ϕ)2 + E
T
n (ϕ
′)2 + n ‖ϕ− Πnϕ‖2 6
6 pi(1 + n)
2
ETn (ϕ)2 + E
T
n (ϕ
′)2 6 (
pi
2
+ 1)ETn (ϕ
′)2.
Пусть Xn = IHTn ⊂ X = L2, Yn = IHTn ⊂ Y = W 12 . Тогда в силу
(1.26), (1.128), (1.41) и свойства Π2n = Πn СЛАУ (1.125) эквивалентна
линейному операторному уравнению
Anxn ≡ ΠnAxn = Sxn +ΠnRxn = Πny (xn ∈ Xn,Πny ∈ Yn). (1.131)
33
Теперь из (1.131) и (1.18) с учетом (1.130) находим
‖Axn − Anxn‖1;2 = ‖Rxn − ΠnRxn‖1;2 6 ε′n‖xn‖2, xn ∈ Xn,
ε′n ≡ sup{‖ψ − Πnψ‖1;2 : ψ ∈ RШ(0, 1)}.
В силу (1.130) операторы Πn → E сильно в W 12 , а в условиях тео-
ремы множество RШ(0, 1) компактно в W 12 . Тогда из использованной
выше (см. раздел 1.1) теоремы И.М.Гельфанда следует, что ε′n → 0
при n→∞. Другими словами, имеем
εn ≡ ‖A− An‖Xn→Y 6 ‖R− ΠnR‖X→Y 6 ε′n → 0, n→∞. (1.132)
Кроме того, в силу (1.130) и теоремы Джексона в L2 для правых частей
уравнений (1.18) и (1.131) имеем
δn ≡ ‖y − Πny‖1;2 = O
{
ETn (y
′)2
}→ 0, n→∞. (1.133)
Таким образом, в силу (1.132) и (1.133) для уравнений (1.18) и
(1.131) выполнены все условия теорем 1.1 и 1.2, из которых с учетом
оценки (1.130) следует требуемое утверждение.
1.10.Скорость сходимости приближенных методов. Рав-
номерная сходимость как следствие сходимости в среднем.
Выше установлены среднеквадратические оценки погрешности при-
ближенных методов решения с.и.у. (0.1), причем это сделано в тер-
минах наилучших среднеквадратических или же наилучших равно-
мерных приближений элементов этого уравнения тригонометрически-
ми полиномами. Поэтому известные теоремы Джексона (см., напр.,
[48, 57, 75]) в пространствах L2 и C2pi позволяют установить скорость
сходимости указанных методов через структурные свойства элементов
с.и.у. (0.1). Для иллюстрации приведем следующие результаты. При
этом будем использовать известные классы функций
W rHα = {x ∈ C2pi : x(r)(s) ∈ Hα }, r + 1 ∈ N, 0 < α 6 1;
W rHα2 = { x ∈ L2 : ‖x(r)(s+δ)−x(r)(s)‖2 = O (δα) }, r > 0, 0 < α 6 1.
Теорема 1.11. Пусть с.и.у. (0.1) таково, что его точное реше-
ние x∗(s) ∈ W rHα2 (r > 0, 0 < α 6 1) 1). Тогда м.Г. в условиях
теоремы 1.3, м.н.к. в условиях теоремы 1.8, м.п. в условиях теоре-
мы 1.10 сходятся в среднем и равномерно (при r + α > 12) со скоро-
стями соответственно
‖x∗ − x∗n‖2 = O
(
n−r−α
)
, (1.134)
1) Для этого достаточно, если, напр., y(s) ∈ W r+1Hα2 , h(s, σ) ∈ W r+1Hα2 по s
равномерно относительно σ, а h(s, σ) ∈ L2[0, 2pi]2.
34
‖x∗ − x∗n‖∞ = O
(
n−r−α+
1
2
)
. (1.135)
Доказательство. В ходе доказательства теорем 1.3, 1.8 и 1.10
установлено, что
‖x∗ − x∗n‖2 = O
{
ETn (x
∗)2
}
. (1.136)
Поскольку здесь x∗ ∈ W rHα2 , то в силу теоремы Джексона в L2 (см.,
напр., [48, 57, 75]) имеем
ETn (x
∗)2 = O
(
n−r−α
)
, r + α > 0. (1.137)
Из (1.136) и (1.137) следует оценка (1.134).
Для доказательства (1.135) воспользуемся приемом, предложен-
ным в гл.14 [55]:
x∗(s)− x∗n(s) =
∞∑
k=1
x∗2kn(s)− x∗2k−1n(s), (1.138)
где ряд сходится в среднем. Ясно, что в силу (1.134)
‖x∗2kn − x∗2k−1n‖2 6 ‖x∗ − x∗2kn‖2 + ‖x∗ − x∗2k−1n‖2 = O
{
(2k−1n)−r−α
}
.
(1.139)
Поскольку (см., напр., [75], с.244)
‖Tn‖∞ 6
√
2n+ 1 ‖Tn‖2, Tn ∈ IHTn , (1.140)
то из (1.138) и (1.139) с учетом x∗m ∈ IHTm находим (1.135).
Теорема 1.12. Пусть y(s) ∈ W r+1Hα и h(s, σ) ∈ W r+1Hα по
переменной s равномерно относительно σ, где r > 0, 0 < α 6 1.
Тогда в условиях теоремы 1.4 м.к. сходится в среднем и равномерно
со скоростями соответственно (1.134) и (1.135). Если, кроме того,
h(s, σ) ∈ W r+1Hα по σ равномерно относительно s, то в условиях
теоремы 1.6 м.м.к. сходится в среднем и равномерно со скоростями
соответственно (1.134) и (1.135).
Доказательство. С помощью теоремы Джексона в C2pi (см., напр.,
[48, 57, 75]) имеем
ETn (y
′)∞ = O
(
n−r−α
)
, ETsn (h
′
s)∞ = O
(
n−r−α
)
. (1.141)
Отсюда и из (1.67) для метода коллокации следует оценка (1.134), а из
нее, как показано выше, следует равномерная оценка (1.135).
Пусть теперь h ∈ W r+1Hα (по σ). Тогда
ETσn (h
′
σ)∞ = O
(
n−r−α
)
. (1.142)
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Из неравенств (1.141), (1.142) и (1.99) для метода механических квад-
ратур следует оценка (1.134), а из нее – (1.135).
Результаты, аналогичные теоремам 1.11 и 1.12, справедливы так-
же для м.в.я. при конкретном выборе аппроксимирующих ядер (1.110).
Например, справедлива следующая
Теорема 1.13. Пусть y(s) ∈ W r+1Hα и h(s, σ) ∈ W r+1Hα по
переменной s равномерно относительно σ, а
hN(s, σ) =
2
N
N∑
k=1
h(sk, σ)∆n(s− sk) = Lsnh(s, σ), sk =
2kpi
N
, (1.143)
где ядра ∆n(ϕ), n = [[N/2]], определены в (1.103′) и (1.103′′). Тогда
м.в.я. (1.111)– (1.113) решения с.и.у. (0.1) сходится в среднем и рав-
номерно (при r + α > 12) со скоростями соответственно
‖x∗ − x∗N‖2 = O
(
N−r−α
)
, (1.144)
‖x∗ − x∗N‖∞ = O
(
N−r−α+
1
2
)
. (1.145)
Доказательство. В рассматриваемом случае в силу леммы 1.5
и теоремы Джексона в C2pi имеем
‖h− hN‖L2[0,2pi]2 6 2E
Ts
m (h)∞ = O (N
−r−α−1),
‖h′s − h′Ns‖L2[0,2pi]2 = O (N
−r−α), m = [[(N − 1)/2]].
Отсюда и из теоремы 1.7 следует оценка (1.144). Для доказательства
оценки (1.145) в уравнениях (1.18) и (1.111) вводим замены соответ-
ственно
Sx∗ = y + z∗; Sx∗N = y + z
∗
N , (1.146)
где z∗ и z∗N – решения уравнений соответственно
z +RS−1z = −RS−1y, (1.147)
zN +RNS
−1zN = −RNS−1y. (1.148)
Ясно, что z∗N ∈ IHTn , где n = [[N2 ]], и
x∗ − x∗N = S−1(z∗ − z∗N) = S−1z∗ − S−1z∗N . (1.149)
Из (1.144) и (1.149) следует оценка
‖x∗ − x∗N‖2 = ‖S−1z∗ − S−1z∗N‖2 = O
(
N−r−α
)
. (1.149′)
Здесь элемент S−1(z∗N ; s), в отличие от элемента x
∗
N(s), является три-
гонометрическим полиномом порядка не выше n = [[N2 ]] ( этот факт
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доказывается с помощью леммы 1.2 и соотношений (1.14)). Теперь,
применяя к элементам S−1z∗ и S−1z∗N метод доказательства оценки
(1.135), из соотношений (1.149′) выводим (1.145).
В теоремах 1.10 – 1.12 равномерная сходимость приближенных
методов решения с.и.у. (0.1) установлена как следствие сходимости в
среднем. Следует отметить, что полученные при этом равномерные
оценки погрешности (1.135) и (1.145) являются несколько грубыми;
это связано, как увидим ниже, с использованным выше методом их
доказательства. Суть дела продемонстрируем для наиболее употреби-
тельного в приложениях, но в то же время для наиболее трудного для
обоснования метода, а именно, для метода механических квадратур.
Имеет место следующая
Теорема 1.14. Пусть выполнены условия: а) функции y(s) ∈
W r+1Hα и h(s, σ) ∈ W r+1Hα ( по каждой из переменных равномерно
относительно другой из них), где r ∈ IR+, 0 < α 6 1; б) с.и.у. (0.1)
однозначно разрешимо в L2 при любой правой части из W 12 . Тогда при
всех n таких, что
qn = e0n
−r−α < 1, (1.150)
СЛАУ (1.78) и (1.79) однозначно разрешимы и приближенные реше-
ния (1.77) сходятся к точному решению x∗(s) с.и.у. (0.1) в среднем
и равномерно со скоростями соответственно
а) ‖x∗ − x∗n‖2 6 e1n−r−α; б) ‖x∗ − x∗n‖∞ 6 e2n−r−α lnn, (1.151)
где ei – положительные постоянные, не зависящие от n.
Следствие. В условиях теоремы для любых k ∈ N таких, что
1 6 k < r + α, справедливы оценки
а) ‖(x∗ − x∗n)(k)‖2 = O (n−r−α+k);
б) ‖(x∗ − x∗n)(k)‖∞ = O (n−r−α+k lnn).
(1.152)
Доказательство. Из теоремы 1.1 и хода доказательства теорем
1.5 и 1.12 следует, что
εn ≡ ‖A− An‖Xn→Y 6 (1 + pi) {ETsn (h′s)∞ + ETσn (h′σ)∞}, (1.153)
где операторы An определены в (1.83), (1.84). Отсюда и из теоремы
1.1 и теоремы Джексона в C2pi (см., напр., [75], с.305) находим (при
n > n0)
qn ≡ 3 (1 + pi) ‖A−1‖
{
Hs
(
∂r+1h
∂sr+1
;α
)
+Hσ
(
∂r+1h
∂σr+1
;α
)}
1
nr+α
< 1,
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где A−1 : W 12 −→ L2, а Hs(ϕ;α) и Hσ(ϕ;α) означают, что оператор
H(·;α) применен к функции ϕ(s, σ) по переменным s и σ соответствен-
но. Поэтому чем лучше функция h(s, σ), тем меньше n0 ∈ N, начиная с
которого СЛАУ (1.78), (1.79) м.м.к. однозначно разрешимы. С другой
стороны, из леммы 1.5 и снова из теоремы Джексона получаем
δn ≡ ‖y − Ln;ω‖W12 6 (1 + pi)E
T
n (y
′)∞ 6
3(1 + pi)H(yr+1;α)
nr+α
. (1.154)
Тогда из теоремы 1.1 с учетом неравенств (1.153) и (1.154) находим
‖x∗ − x∗n‖L2 6
‖A−1‖
1− qn
{
e
0
nr+α
‖y‖
W12
+
3(1 + pi)H(y(r+1);α)
nr+α
}
,
т.е. неравенства (1.150) и (1.151а) установлены с постоянными
e
0
= 3(1 + pi) ‖A−1‖
W12→L2
·
{
Hs
(
∂r+1h
∂sr+1
;α
)
+Hσ
(
∂r+1h
∂σr+1
;α
)}
,
e
1
=
‖A−1‖
1− e
0
n−r−α
{
e0 ‖y‖W12 + 3(1 + pi)H(y
(r+1);α)
}
, A−1 : W 12 −→ L2.
Докажем оценку (1.151б), при этом ввиду излишней громоздкости
выкладок подсчетом постоянной e
2
заниматься не будем.
В силу (0.1) и (1.83), (1.84) имеем тождества
S(x∗; s) ≡ y(s)− (ρhx∗)(s), (1.155)
S(x∗n; s) ≡ Ln,ω(y; s)− Ln,ω(ρ(Lσnh)x∗n; s), (1.156)
откуда получаем
S(x∗ − x∗n) = (y − Ln;ωy)− (ρhx∗ − Ln,ωρhx∗n)−
(1.157)
−ρh(x∗ − x∗n)− Ln,ω{ρ(h− Lσnh)x∗n} ≡ θn(s).
Решим уравнение S(x∗ − x∗n) = θn(s) относительно x∗ − x∗n, считая
временно θn(s) известной функцией. Тогда в силу леммы 1.2 имеем
x∗(s)− x∗n(s) = −2I(θ′n; s) + ρ(θn)/ ln 2, (1.158)
где операторы I и ρ определены в (1.4) и (1.84) соответственно.
Из соотношений (1.157) и (1.158) находим
1
2
‖x∗ − x∗n‖∞ 6 ‖I(y − Ln,ωy)′σ‖∞ + ‖I(ψ − Ln,ωψ)′σ‖∞+
+‖I[ρh(x∗ − x∗n)]′σ‖∞ + ‖I[Ln,ωρ(h− Lσnh)x∗n]′σ‖∞+ (1.159)
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+
1
2 ln 2
|ρS(x∗ − x∗n)| ≡M1 +M2 +M3 +M4 +M5, ψ ≡ ρhx∗n.
Дальше доказательство существенным образом опирается на сле-
дующую лемму (доказательство приводится ниже):
Лемма 1.6.Для любой функции ϕ ∈ WmHα справедливы оценки
‖I(ϕ− Ln,ωϕ)‖∞ 6 d0n−m−α lnn при m+ α > 0; (1.160)
‖I(ϕ− Ln,ωϕ)′σ‖∞ 6 d1n−m−α+1 lnn при m+ α > 1, (1.161)
где di – положительные постоянные, не зависящие от n.
Оценим каждое из слагаемых Mk из (1.159) в отдельности.
Пользуясь (1.161), для слагаемого M1 находим
M1 ≡ ‖I(y − Ln,ωy)′σ‖∞ = O
(
n−r−α lnn
)
. (1.162)
Поскольку ‖x∗n‖2 = O (1) , n → ∞, и h ∈ W r+1Hα (по s), то функция
ψ(s) ≡ (ρhx∗n)(s) ∈ W r+1Hα равномерно относительно n. Поэтому
снова по оценке (1.161) получаем
M2 ≡ ‖I(ψ − Ln,ωψ)′σ‖∞ = O
(
n−r−α lnn
)
. (1.163)
Для M3 из (1.159) имеем
M3 = ‖I[ρh(x∗ − x∗n)]′σ‖∞ = ‖ρh1(x∗ − x∗n)‖∞,
где h1(s, σ) = Iη[h′η(η, σ); s], а сингулярный оператор I = Iη применен
по переменной η. В силу условия а) теоремы и свойств сингулярных
интегральных операторов (см., напр., главы 1 и 2 монографии [66])
функция h1(s, σ) удовлетворяет хотя бы условию Гe¨льдера с некото-
рым положительным показателем. Тогда из неравенства Гe¨льдера и
оценки (1.151а) находим
M3 6 max
s,σ
|h1(s, σ)| · ‖x∗ − x∗n‖2 = O
(
n−r−α
)
. (1.164)
В силу известных результатов (см., напр., [4, 45, 61])
d
ds
I(x; s) = I
(
dx(σ)
dσ
; s
)
, x ∈ W 12 . (1.165)
Известно (см., напр., [75], с.223), что∥∥∥∥ ddsI(Tn; s)
∥∥∥∥
∞
6 n ‖Tn(s)‖∞, Tn ∈ IHTn . (1.166)
Теперь с помощью леммы 1.5 и соотношений (1.165), (1.166) для сла-
гаемого M4 из (1.159) находим
M4 = ‖I(Ln,ωϕ)′σ‖∞ = ‖(ILn,ωϕ)′s‖∞ 6 n ‖Ln,ωϕ‖∞ =
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= O (n lnn) ‖ϕ‖∞, ϕ(s) ≡ (ρ(h− Lσnh)x∗n) (s).
Отсюда с помощью оценок (1.68), (1.151а) находим
|ϕ(s)| 6 ‖x∗n‖2 ·
 1
2pi
2pi∫
0
|h(s, σ)− Lσnh(s, σ)|2 dσ

1
2
6
6 2ETσn (h)∞‖x∗n‖2 = O
{
ETσn (h)∞
}
.
Тогда с учетом теоремы Джексона в C2pi для M4 имеем
M4 = O (n lnn) ·O
(
n−r−1−α
)
= O
(
n−r−α · lnn) . (1.167)
Наконец, для слагаемого M5 из (1.159) с помощью леммы 1.3 и нера-
венства (1.151а) находим
M5 6
1
2 ln 2
‖S(x∗ − x∗n)‖2 6
1
2
‖x∗ − x∗n‖2 = O
(
n−r−α
)
. (1.168)
Теперь из неравенств (1.159), (1.162) – (1.164), (1.167), (1.168) следует
требуемая оценка (1.151б).
Для завершения доказательства теоремы 1.14 остается показать
справедливость формул (1.160) и (1.161). Формула (1.160) известна
(см., напр., теорему 9 гл.3 [25]). Докажем формулу (1.161).
Из леммы 1.5 и теоремы Джексона в C2pi следует, что
‖ϕ− Ln,ωϕ‖∞ 6 d2n−m−α lnn, ϕ ∈ WmHα, (1.169)
где d
2
– положительная постоянная, не зависящая от n. Тогда
‖L2kn,ωϕ− L2k−1n,ωϕ‖∞ 6 2 d2
(
2k−1n
)−m−α
ln(2kn). (1.170)
Теперь из (1.170), (1.165), (1.166) с учетом L2kn,ωϕ ∈ IHT2kn последова-
тельно находим оценку (1.161):
‖I(ϕ− Ln,ωϕ)′σ‖∞ = ‖
∞∑
k=1
[
I(L2kn,ωϕ− L2k−1n,ωϕ)
]′
s
‖∞ 6
6
∞∑
k=1
2kn · ‖L2kn,ωϕ− L2k−1n,ωϕ‖∞ 6
6
∞∑
k=1
(
2kn · 2 d
2
· (2k−1n)−m−α ln(2kn)) =
=
4 d
2
nm+α−1
∞∑
k=1
ln(2kn)
2(k−1)(m+α−1)
6 d1 lnn
nm+α−1
(m+ α > 1).
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Для доказательства следствия воспользуемся рядом
Dk(x∗ − x∗n) =
∞∑
j=1
Dk(x∗2jn − x∗2j−1n), Dk ≡
dk
dsk
,
сходящимся как в L2, так и в C2pi. Отсюда, применяя неравенства
С.Н.Бернштейна (и их следствия) для тригонометрических полиномов
в пространствах U = L2[0, 2pi] и U = C2pi, находим
‖Dk(x∗ − x∗n)‖U 6
∞∑
j=1
(2jn)k‖x∗2jn − x∗2j−1n‖U .
Отсюда при U = L2[0, 2pi] (U = C2pi) и из (1.151а) (соответственно
(1.151б)) находим оценку (1.152а) (соответственно (1.152б)).
Теорема 1.14 и ее следствие доказаны полностью. В силу сказан-
ного выше, утверждение, аналогичное только что доказанной теореме
и ее следствию, справедливо также для других приближенных методов
решения с.и.у. (0.1), рассмотренных в этом параграфе.
Замечание 1.4. В силу добавления к лемме 1.2, равномерные
оценки погрешности (1.135), (1.145), (1.151б) и (1.152б) не могут быть
получены непосредственно, т.е.при выборе X = C2pi, если даже про-
странство Y выбрано в виде Y = X1 = C12pi. Это утверждение отно-
сится также к другим приближенным методам.
1.11. Об устойчивости, обусловленности и оптимально-
сти приближенных методов. При практической численной реали-
зации приближенных методов большое значение имеет доказательство
их устойчивости и обусловленности. Пользуясь приведенными в §5 гл.1
[25] определениями и результатами, докажем следующее утверждение:
Теорема 1.15. а) В условиях теоремы 1.3 м.Г., теоремы 1.4
м.к., теоремы 1.5 м.м.к., теоремы 1.7 м.в.я., теоремы 1.8 м.н.к.,
теоремы 1.10 м.п. устойчивы относительно малых возмущений эле-
ментов соответствующих аппроксимирующих СЛАУ. б) В каждой
из указанных теорем из хорошей обусловленности точного с.и.у. (0.1)
следует хорошая обусловленность соответствующих аппроксимиру-
ющих уравнений Anxn = yn (xn ∈ Xn, yn ∈ Yn, An : Xn −→ Yn)
исследованных методов.
Доказательство проведем лишь для метода квадратур; другие
методы рассматриваются совершенно аналогично.
В ходе доказательства теоремы 1.5 показано, что
εn ≡ ‖A− An‖Xn→Y 6 ε′n = O
{
ETsn (h
′
s)∞ + E
Tσ
n (h
′
s)∞ + E
Tσ
n (h)∞
}
,
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εn ≡ ‖A− An‖Xn→Y 6 ε′′n = O
{
ETsn (h
′
s)∞ + E
Tσ
n (h
′
σ)∞
}
,
‖A−1n ‖ 6 2 ‖A−1‖, An : Xn −→ Yn, A : X −→ Y, n > n1,
где n = n1 определяется из неравенства qn = εn‖A−1‖ < 1/2. В силу
этих неравенств из результатов п.1 §5 гл.1 [25] следует утверждение а)
теоремы 1.15 в случае метода квадратур.
Пусть теперь с.и.у. (0.1) хорошо обусловлено, т.е. число обуслов-
ленности η(A) = ‖A‖ · ‖A−1‖ оператора A = S + R : L2 −→ W 12
не велико. Тогда из только что указанных неравенств следует, что
при всех n > n0, удовлетворяющих неравенству qn ≡ ‖A−1‖εn < 1,
A−1 : W 12 −→ L2, числа обусловленности операторов An : Xn −→ Yn,
определяемых соотношениями (1.83), (1.84), существуют, причем
η(An) = ‖An‖Xn→Yn · ‖A−1n ‖Yn→Xn 6
η(A) + qn
1− qn ≡ γn.
Поскольку γn → η(A) при n → ∞, то из результатов п.2 §5 гл.1 [25]
следует утверждение б) теоремы 1.15.
Замечание 1.5.Доказанные выше теоремы 1.1 – 1.15 позволяют
проводить весьма интересные исследования по устойчивости рассмот-
ренных приближенных методов, что´ может быть сделано с помощью
соответствующих результатов монографии С.Г.Михлина [64]. Однако
ограниченность обьема работы не позволяет нам остановиться на этом
более подробно.
Далее, многие из полученных выше оценок погрешности, как сле-
дует из работ автора [25, 31, 32], являются в определенном смысле
неулучшаемыми. В частности, справедлива следующая
Теорема 1.16. а) Оценки (1.43), (1.45), (1.115), (1.118), (1.116),
полученные соответственно для методов Галеркина, вырожденных
ядер, наименьших квадратов и подобластей, неулучшаемы по поряд-
ку. б) Оценки (1.64), (1.66) из теоремы 1.4, (1.134) из теоремы 1.12
и (1.151), (1.152) из теоремы 1.14 по методам коллокации и квад-
ратур неулучшаемы по порядку для класса уравнений (0.1), множе-
ство решений X∗ = {x∗ ∈ X : Ax∗ ≡ y} которого в пространстве
C2pi удовлетворяет условию ω(x∗; δ) ln δ → 0, δ → +0, равномерно
относительно x∗ ∈ X∗.
Доказательство утверждения а) почти очевидно. Действитель-
но, для м.Г., м.н.к. и м.п. выше показано, что
‖x∗ − x∗n‖2 = O
{
ETn (x
∗)2
}
. (1.171)
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Для этих методов приближенные решения (1.21∗) построены так, что
x∗n(s) ∈ IHTn . Отсюда и из определения наилучших среднеквадратиче-
ских приближений следует, что
‖x∗ − x∗n‖2 > ETn (x∗)2 = ρ(x∗, IHTn )2, (1.172)
где ρ(x∗, F )2 – расстояние от элемента x∗ ∈ X до множества F ⊂
X = L2. Из неравенств (1.171) и (1.172) следует утверждение а) для
м.Г., м.н.к. и м.п. Для м.в.я. доказательство ведется аналогичным об-
разом.
Утверждение б) доказывается с помощью результатов глав II –
IV монографии автора [25] и частично следует из работ [31, 32]. Од-
нако ввиду излишней громоздкости выкладок доказательство здесь не
приводится.
Отметим, что как теорема 1.16, так и аналогичные им более об-
щие результаты следуют также из соответствующих результатов работ
автора [25, 29]. Более того, на основе полученных результатов и с по-
мощью результатов и методов работ [25, 29, 37] может быть решена до-
вольно трудная, но в то же время весьма важная задача оптимизации
прямых и проекционных методов решения с.и.у. (0.1), когда оптималь-
ная оценка погрешности определяется по минимаксному принципу [5,
25]. Некоторое представление о полученных при этом результатах дают
работы автора [21 - 32], а также [1, 36, 39, 43, 87].
1.12. Об итерационных методах. До сих пор речь шла о пря-
мых и проекционных методах решения с.и.у. (0.1). Это уравнение мож-
но решать также различными итерационными методами. В частности,
можно использовать метод простой итерации в следующем виде:
Sxk+1 +Rxk = y (S,R : X −→ Y, k = 0, 1, . . .), (1.173)
где x◦ – произвольный элемент из пространства X, в частности, x◦ =
= S−1y. Тогда леммы 1.2 и 1.3 позволяют доказать сходимость по-
следовательных приближений xk(s) → x∗(s), k → ∞, в пространстве
L2[0, 2pi] с определенной скоростью, если S,R (и A ≡ S+R) рассматри-
вать как линейные операторы из пространства X = L2 в пространство
Y = W 12 ; возможен и другой способ выбора пространств, напр., можно
положить X = Hβ, Y = H1+β ≡ H1β ( 0 < β < 1). К уравнению (0.1)
могут быть применены также другие, в частности, т.н. универсальные
итерационные методы (см., напр., [60]).
Теперь в итерационном процессе (1.173) начальное приближение
выберем специальным образом, а именно, положим x◦ = x∗n, где x∗n –
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приближенное решение с.и.у. (0.1), построенное одним из рассмотрен-
ных выше прямых методов. Следуя нашей работе [16] (п.2 §2), первое
приближение x1n определим по формуле
Sx1n +Rx
∗
n = y (x
∗
n = x
◦; S,R : L2 −→W 12 ). (1.173′)
Отсюда и из точного уравнения находим S(x∗ − x1n) = −R(x∗ − x∗n), а
тогда в силу леммы 1.2 имеем
x∗ − x1n = −S−1R(x∗ − x∗n), x∗n = x◦. (1.173′′)
Как показано в работе [16], погрешность первого приближения x1n не
больше (а в случае метода квадратур и меньше) погрешности нулевого
приближения x◦ = x∗n, т.е. погрешности прямого метода. Например,
пусть ядро h(s, σ) таково, что оператор S−1R является ограниченным
из L2 в C2pi. Тогда из (1.173′′) получаем
‖x∗ − x1n‖∞ 6 ‖S−1R‖2→∞ · ‖x∗ − x∗n‖2. (1.173′′′)
В этом случае прямой метод равномерно может и не сходиться, хоть
и сходится в среднем, а первое приближение x1n сходится равномерно
к точному решению с.и.у. (0.1). Более того, x1n может сходиться к x∗
и в пространствах гладких функций, если оператор S−1R обладает
определенным сглаживающим свойством.
Далее, уравнения, соответствующие рассмотренным выше при-
ближенным методам, запишем в абстрактном виде
Anxn ≡ Sxn +Rnxn = yn (xn ∈ Xn ⊂ X, yn ∈ Yn ⊂ Y ). (1.174)
Как уже указывалось выше, уравнение (1.174) эквивалентно СЛАУ
относительно коэффициентов разложения элемента xn по элементам
базиса подпространства Xn ⊂ X. Это уравнение, а следовательно,
и соответствующая ему СЛАУ, как было доказано выше, однозначно
разрешимы при всех n > n0 , где номер n0 определяется свойствами
функции h(s, σ) ; в частности, имеем: а) n0 = 0 для м.н.к. в общем
случае; б) n0 = 0 для всех методов, если h(s, σ) ≡ 0 ; в) n0 = 0
для всех проекционных методов, если h(s, σ) не зависит от перемен-
ной s ; г) n0 = 0 для всех проекционных методов, если P 2n = Pn и
h(s, σ) = h(s − σ) (см. также §2).
Из доказанных выше теорем в общем случае прослеживается сле-
дующая интересная закономерность: чем лучше структурные свойства
функции h(s, σ), то тем меньше номер n0. Однако в общем случае,
кроме м.н.к., номер n0 в ряде случаев может оказаться достаточно
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большим, а тогда решение с.и.у. (0.1) прямыми и проекционными ме-
тодами может представить значительные практические трудности. В
этом случае уравнение (1.174) можно решать итерационным методом
по схеме
Sxk+1n +Rnx
k
n = yn, x
◦
n = S
−1yn, k = 0, 1, . . . (1.175)
Тогда, следуя §7 гл. II [25], легко доказывается, что последователь-
ность элементов xkn(s), определяемых из (1.175), сходится в среднем к
точному решению x∗(s) с.и.у. (0.1) в смысле
lim
n→∞ limk→∞
xkn = lim
n→∞x
∗
n = x
∗,
причем с определенной скоростью сходимости. Ясно, что (1.175) есть
простейшая схема аппроксимативно-итерационного метода решения
с.и.у. (0.1). Пользуясь результатами §7 гл. II [25] и [60] и вышеприве-
денными результатами, с.и.у. (0.1) можно решать также более общими
методами (в частности, методом уточняющих итераций), основанны-
ми на сочетании как прямых и проекционных, так и универсальных
итерационных методов.
1.13. Сходимость в пространстве гe¨льдеровых функций.
Выше везде речь шла о сходимости в L2, а в ряде случаев и в C2pi.
Следует отметить, что результаты, аналогичные приведенным выше,
можно получить также в пространстве Lp (1 < p < ∞, p 6= 2) и
пространстве гe¨льдеровых функций Hβ(0 < β < 1). Для иллюстрации
приведем лишь один результат для м.м.к.:
Теорема 1.17. Пусть выполнены условия: а) y(s) ∈ W r+1Hα
и h(s, σ) ∈ W r+1Hα (по каждой из переменных равномерно относи-
тельно другой из них), где r ∈ IR+, 0 < α 6 1; б) с.и.у. (0.1) одно-
значно разрешимо в пространстве X = Hβ при любой правой части
из Y = X1 = H1+β, где 0 < β < 1. Тогда при всех n > n0 ( n0 = 0 при
h(s, σ) ≡ 0 или h(s, σ) = h(s− σ)) таких, что
qn = d
′
0
‖A−1‖n−r−α+β lnn < 1, r + α > β, A−1 : X1 −→ X, (1.176)
СЛАУ (1.78) и (1.79) м.м.к. однозначно разрешимы. Приближенные
решения (1.77) сходятся к точному решению x∗(s) с.и.у. (0.1) в про-
странстве Hβ со скоростью
‖x∗ − x∗n‖β 6 d′1n−r−α+β lnn, r + α > β, (1.177)
где d′i – положительные постоянные, не зависящие от n.
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Следствие. В условиях теоремы для любых k таких, что
0 6 k < r + α − δ (k + 1 ∈ N), в пространстве Hδ(0 6 δ 6 1)
справедливы оценки∥∥∥∥dk(x∗ − x∗n)dsk
∥∥∥∥
δ
= O
(
lnn
nr+α−k−δ
)
, r + α > k + δ, 0 6 δ 6 1, (1.178)
где через H◦ формально обозначено пространство C2pi.
Эта теорема доказывается с помощью теорем 1.1, 1.14 и соответ-
ствующих результатов автора по аппроксимации тригонометрически-
ми полиномами в пространствах Гe¨льдера (см., напр., [12, 13, 15, 18,
20, 25, 26]). Аналогичные теоремы справедливы также для других рас-
смотренных выше прямых и проекционных методов.
1.14. Система слабосингулярных уравнений. В приложени-
ях (см., напр., в [82, 84, 86]) нередко встречается система слабо с.и.у.
вида
− 1
2pi
2pi∫
0
ln
∣∣∣∣sin s− σ2
∣∣∣∣x(σ) dσ + 12pi
2pi∫
0
h(s, σ)x(σ) dσ = y(s) + F, (a)
1
2pi
2pi∫
0
x(σ) dσ = D, (б)
где h(s, σ), y(s) – известные функции, x(σ) – искомая функция, F –
искомый, а D – данный параметры. Эта система практически может
быть решена теми же методами, что и с.и.у. (1.1). Для иллюстрации
приведем следующий результат.
Приближенное решение системы (а) – (б) будем искать в виде
вектор-функции ~xn(s) = {xn(s);Fn} с неизвестными компонентами
Fn ∈ IR и
xn(s) =
2
2n+ 1
2n∑
k=0
γkDn(s− sk) ∈ IHTn , sk =
2kpi
2n+ 1
, (в)
где γk – подлежащие определению параметры. Неизвестные коэффи-
циенты Fn, γ0, . . . , γ2n будем определять из СЛАУ
2n∑
k=0
ak(sj) γk +
1
2n+ 1
2n∑
k=0
h(sj, sk) γk = y(sj) + Fn, (г)
1
2n+ 1
2n∑
k=0
γk = D, sj =
2jpi
2n+ 1
, j = 0, 2n, (д)
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где функции ak(s) определяются из различных условий, напр., из усло-
вия, чтобы квадратурная формула
S(x; s) ≈
2n∑
k=0
ak(s)x(sk), x ∈ C2pi, (е)
имела наивысшую тригонометрическую степень точности (таким свой-
ством обладают, напр., формулы, построенные в гл. 1 [69]).
Для вычислительной схемы (а) – (е) справедливы результаты,
аналогичные полученным выше по м.м.к. для с.и.у. (0.1). В частно-
сти, справедлива следующая
Теорема 1.18. Пусть выполнены условия: 1) функция h (по
каждой из переменных в отдельности и равномерно относительно
другой из них) и y ∈ W r+1Hα (r > 0, 0 < α 6 1); 2) точная система
(а) – (б) имеет единственное решение ~x∗(s) = {x∗(s);F ∗} ∈ L2 ⊗ IR
при любой правой части ~y(s) = {y(s);D} ∈ W 12 ⊗ IR; 3) функции ak(s)
определены по формуле (1.79) при ω = 0.
Тогда при всех n > n0 (n0 = 0 при h(s, σ) = const или при
h(s, σ) = = h(s − σ) ) СЛАУ (г) – (е) имеет единственное реше-
ние F ∗n , γ∗0 , . . ., γ∗2n. Приближенные решения ~xn∗(s) = {x∗n(s);F ∗n}, где
x∗n(s) = xn(s) при γk = γ∗k, k = 0, 2n, сходятся к точному решению
системы (а) – (б) со скоростями
‖~x∗ − ~xn∗‖ = ‖x∗ − x∗n‖2 + |F ∗ − F ∗n | = O
(
n−r−α
)
, (ж)
‖x∗ − x∗n‖∞ = O
(
n−r−α lnn
)
, r + α > 0. (з)
Доказательство. Сначала точную систему (а) – (б) запишем в
виде одного операторного уравнения
~K~x ≡ ~S~x+ ~R~x = ~y (~x ∈ ~X, ~y ∈ ~Y ), (и)
где ~X = {~x} – пространство вектор-функций ~x(s) = {x(s);F} с ком-
понентами x(s) ∈ L2, F ∈ IR и нормой ‖~x‖ = ‖x‖2 + |F | (~x ∈ ~X),
а ~Y = {~y} – пространство вектор-функций ~y(s) = {y(s);D} с ком-
понентами y ∈ W 12 , D ∈ IR и с нормой ‖~y‖ = ‖y‖1;2 + |D| (~y ∈ ~Y );
смысл операторов ~S и ~R очевиден. Ясно, что в условиях теоремы ~K –
ограниченный оператор из ~X на ~Y , причем существует непрерывный
обратный K−1 : ~Y −→ ~X .
Обозначим через ~Xn = { ~xn} ⊂ ~X подпространство вектор-функций
~xn(s) = {xn(s);Fn} с компонентами xn ∈ IHTn ⊂ L2, Fn ∈ IR и с нормой
пространства ~X; через ~Yn = {~yn} ⊂ ~Y обозначим подпространство
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вектор-функций ~yn(s) = {yn(s);D} с компонентами yn ∈ IHTn ⊂ W 12 ,
D ∈ IR и с нормой пространства ~Y . Тогда СЛАУ (в) – (е) эквивалентна
одному операторному уравнению вида
~Kn~xn ≡ ~S~xn + ~Rn~xn = ~yn (~xn ∈ ~Xn, ~yn ∈ ~Yn), (к)
где ~Kn – ограниченный оператор из ~Xn в ~Yn при каждом n (2n+1 ∈ N),
а смысл операторов ~Rn очевиден.
Теперь для любого ~xn ∈ ~Xn , как и при доказательстве теоремы
1.6, с помощью уравнений (и), (к) находим
‖ ~K − ~Kn‖ ~Xn→~Y = O
{
ETsn (h
′
s)∞ + E
Tσ
n (h
′
σ)∞
}
,
‖~y − ~yn‖~Y = ‖y − yn‖Y = O
{
ETn (y
′)∞
}
.
В силу условия 1) теоремы из двух последних неравенств получаем
‖ ~K − ~Kn‖ ~Xn→~Y = O
(
n−r−α
)
, ‖~y − ~yn‖~Y = O
(
n−r−α
)
, r + α > 0.
Дальше доказательство завершается по аналогии с доказательством
теорем 1.5 и 1.14.
§2. Уравнения с периодическими ядрами.
Продолжение
В этом параграфе рассматривается приближенное решение
частного случая с.и.у. (0.1), а именно, слабо с.и.у. вида
Bx ≡ − 1
2pi
2pi∫
0
ln
∣∣∣∣sin s− σ2
∣∣∣∣x(σ) dσ + 12pi
2pi∫
0
h(s− σ)x(σ) dσ = y(s),
(2.1)
где искомая функция x(s) ищется в пространстве Lp[0, 2pi], 1 < p < ∞,
а h(s) ∈ W 11 [0, 2pi] и y(s) ∈ W 1p [0, 2pi] – известные 2pi-периодические
функции, причем h(s) является четной. В этих условиях B является
ограниченным оператором из Lp в W 1p , 1 < p <∞. Поэтому для с.и.у.
(2.1) результаты §1 сохраняют силу. Однако в этом случае можно по-
лучить и другие результаты, которые для общего с.и.у. (0.1) не имеют
места.
2.1. Структура обратного оператора. Наличие регулярного
разностного ядра h(s − σ) в (2.1) и лемма 1.2 позволяют определить
явный вид обратного оператора B−1 : W 1p −→ Lp (1 < p <∞).
Лемма 2.1. Если ядро h(s) таково, что
c0(h) 6= − ln 2, 2 |k| ck(h) 6= −1, k = ±1, ±2, . . . , (2.2)
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то оператор B : W 1p −→ Lp (1 < p <∞) имеет обратный и
B−1(y; s) =
c0(y)
c0(h) + ln 2
− 2 i
∞∑
|k|=1
ck(y
′) sgn k
1 + 2 |k| ck(h) e
iks, y ∈ W 1p . (2.3)
Если существует постоянная λ > 0 такая, что 1)
|c0(h) + ln 2| > 1/λ, |1 + 2|k|ck(h)| > 2/λ, k 6= 0, (2.4)
то при p = 2 справедлива оценка
‖B−1‖ 6 λ <∞, B−1 : W 12 −→ L2. (2.5)
Доказательство. Разложим функции x(s), y(s), h(s) и g(s) в
ряды Фурье:
x(s) =
∞∑
k=−∞
ck(x)e
iks, y(s) =
∞∑
k=−∞
ck(y)e
iks,
(2.6)
h(s) =
∞∑
k=−∞
ck(h)e
iks, g(s) =
∞∑
k=−∞
ck(g)e
iks,
где коэффициенты ck(g) определены в (1.12). Поскольку
Bx ≡ − 1
2pi
2pi∫
0
ln
∣∣∣sin σ
2
∣∣∣ · x(s− σ) dσ + 1
2pi
2pi∫
0
h(σ)x(s− σ) dσ = y(s),
(2.7)
то, подставив (2.6) в (2.7), находим
∞∑
k=−∞
ck(x)ck(g)e
iks +
∞∑
k=−∞
ck(x)ck(h)e
iks =
∞∑
k=−∞
ck(y)e
iks. (2.8)
Отсюда с учетом (2.2) получаем ck(x) = ck(y)/{ck(g)+ck(h)} ≡ ck(x∗),
k = 0,±1, . . . Поскольку ck(g) = O (1/k), а h(s) ∈ W 11 , то ck(g)+
+ck(h) ∼ ck(g) и |k| ck(h) = o (1), k →∞; поэтому в силу соотношений
(2.2) и (2.6) последовательно находим (2.3):
x(s) =
∞∑
k=−∞
ck(x) e
iks =
∞∑
k=−∞
ck(y)
ck(g) + ck(h)
eiks =
1)При h(σ) ∈ W 11 вторые из условий (2.2) и (2.4) эквивалентны условиям соот-
ветственно bk(h′) 6= 1 и |1− bk(h′)| > 2/λ, k ∈ N, где bk(h′) – синус-коэффициенты
Фурье функции h′(σ).
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=
c0(y)
c0(g) + c0(h)
+
∞∑
|k|=1
ck(y) e
iks
ck(g) + ck(h)
=
=
c0(y)
c0(g) + ln 2
− 2 i
∞∑
|k|=1
ck(y
′) sgn k
1 + 2 |k| ck(h) e
iks ≡ x∗(s).
Легко показать, что только что построенная функция x∗(s) является
решением с.и.у. (2.1); единственность решения доказывается методом
от противного.
Из формулы (2.3) с помощью равенства Парсеваля и условий (2.4)
для любого y ∈ W 12 находим
‖B−1y‖2
2
=
|c0(y)|2
|c0(h) + ln 2|2 + 4
∞∑
|k|=1
|ck(y′)|2
|1 + 2 |k| ck(h)|2 6
6 λ2{|c0(y)|2 +
∞∑
|k|=1
|ck(y′)|2} 6 λ2
{‖y‖2
2
+ ‖y′‖2
2
}
6 λ2‖y‖2
1;2
.
Отсюда, в свою очередь, следует оценка (2.5).
Замечание 2.1. В условиях (2.4) формула (2.3) остается в силе
и в случае B : Hβ −→ H1β (0 < β < 1). Отметим также, что в частном
случае лемма 2.1 доказана в §8 гл.2 [51].
Лемма 2.2. Если h(s) ∈ L2, то оператор B : L2 −→ L2 явля-
ется симметричным и вполне непрерывным. Если ck(g) + ck(h) > 0
(k = 0,±1, . . .), то оператор B положителен, а однородное уравнение
Bx = 0 имеет в L2 лишь тривиальное решение.
Следствие. В условиях леммы оператор B на конечномерном
подпространстве Xn ⊂ L2[0, 2pi] положительно определен.
Доказательство. Симметричность и полная непрерывность опе-
ратора B очевидны.Из (2.6) и (2.8) для любого x ∈ L2 находим
(Bx, x)2 =
∞∑
k=−∞
{ck(g) + ck(h)}|ck(x)|2, x ∈ L2. (2.9)
Из (2.9) следует положительность оператораB в зависимости от свойств
функций g(s) и h(s). В силу (2.9) уравнение Bx = 0 имеет в L2 лишь
тривиальное решение.
Докажем следствие. Оператор B из (2.1) на конечномерном под-
пространстве Xn ⊂ L2 определяется квадратной симметричной мат-
рицей порядка N = dim Xn. При Xn = IHTn эта матрица является
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особенно простой. Действительно, в этом случае в силу (2.7) и (2.8)
имеем
xn(s) =
n∑
k=−n
αke
iks ∈ IHTn , Bxn =
n∑
k=−n
αk{ck(g) + ck(h)}eiks ∈ IHTn ,
(2.10)
и указанная матрица является диагональной с элементами ck(g)+ ck(h),
−n 6 k 6 n, где ck(g) определены в (2.12), а ck(h) – вещественные
числа. Поскольку симметричная и положительная матрица является
положительно определенной, то из сказанного следует утверждение
следствия. В частности, если h(s) ∈ W 11 , то из формул (2.9) и (2.10)
следует, что
‖B−1‖
2
= O (n) , B−1 : Xn −→ Xn, Xn = IHTn ⊂ L2.
2.2. Полиномиальные проекционные методы. Приближен-
ное решение с.и.у. (2.1) будем искать в виде полинома
xn(s) =
n∑
k=−n
αk e
iks, α−k = αk, (2.11)
который определим как решение операторного уравнения
Bnxn ≡ PnBxn = Pny (xn ∈ Xn, Pny ∈ Yn), (2.12)
где Xn = IHTn ⊂ L2 и Yn = IHTn ⊂ L2 , а Pn : L2 −→ IHTn – аддитивный
и однородный проекционный оператор.
Отметим, что уравнение (2.12) эквивалентно СЛАУ порядка 2n+1
относительно коэффициентов полинома (2.11). В силу соотношений
(2.10) – (2.12) и P 2n = Pn имеем Bnxn ≡ PnBxn = Bxn для любо-
го xn ∈ Xn, и поэтому матрица упомянутой системы является ис-
ключительно простой, а именно, является диагональной с элементами
ck(g) + ck(h), k = −n, n. Этот факт делает рассматриваемый прибли-
женный метод весьма удобным для практических применений.
Теорема 2.1. Если h(s) ∈ W 12 , а с.и.у. (2.1) имеет единствен-
ное решение x∗ ∈ L2 при любой y ∈ W 12 (напр., в условиях леммы
2.1), то при любых n = 0, 1, . . . приближенное уравнение (2.12) так-
же имеет единственное решение
x∗n(s) =
c0(Pny)
c0(h) + ln 2
− 2 i
n∑
|k|=1
ck((Pny)
′) sgn k
1 + 2 |k| ck(h) e
iks. (2.13)
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Если Pny → y вW 12 , то x∗n → x∗ в L2 и погрешность приближенного
решения может быть оценена неравенством
‖x∗ − x∗n‖2 6 ‖B−1‖ · ‖y − Pny‖1;2, B : L2 −→W 12 . (2.14)
В частности, в условиях леммы 2.1 справедлива оценка
‖x∗ − x∗n‖2 6 λ‖y − Pny‖1;2, B : L2 −→W 12 , (2.14′)
где λ определено в (2.4).
Следствие. Если Pn = Φn – оператор Фурье порядка n, то в
условиях леммы 2.1 для погрешности приближенного решения спра-
ведливы соотношения
x∗(s)− x∗n(s) = −2 i
∞∑
|k|=n+1
ck(y
′) sgn k
1 + 2 |k| ck(h) e
iks, (2.15)
‖x∗ − x∗n‖2 6 2ETn (y′)2 / min
k>n+1
|1 + 2 k ck(h)|. (2.16)
Доказательство. В условиях теоремы интегральный оператор
V : L2 −→ W 12 , порождаемый разностным ядром h(s − σ), вполне
непрерывен, а оператор B : L2 −→ W 12 линейно обратим. Как уже
отмечалось, здесь приближенное уравнение (2.12) принимает вид
Bnxn ≡ Bxn = Pny (xn ∈ Xn, Pny ∈ Yn). (2.12′)
Другими словами, для с.и.у. (2.1) оператор Bn приближенного урав-
нения рассматриваемого проекционного метода совпадает с сужением
исходного оператора B на Xn ⊂ X. Поэтому для всех n = 0, 1, . . . су-
ществует приближенное решение x∗n = B−1n Pny = B−1Pny и в силу
(2.3) справедливы представления (2.13) и x∗ − x∗n = B−1(y − Pny).
Отсюда и следуют требуемые утверждения, в том числе оценки (2.14)
и (2.14′).
Если же Pn = Φn, то ck(Pnϕ) = ck(ϕ) (при |k| = 0, n) для любой
ϕ ∈ L2 и ck((Pny)′) = ck(Pn(y′)) = ck(y′) (при |k| = 1, n), ck((Pny)′) = 0
( при |k| > n + 1) для любой y ∈ W 12 . Отсюда и из (2.3) и (2.13) по-
лучаем соотношение (2.15), а из него с помощью равенства Парсеваля
и свойств наилучших среднеквадратических приближений выводится
оценка (2.16).
Теорему 2.1 несколько дополняет следующая
Теорема 2.2. Пусть с.и.у. (2.1) имеет решение x∗ ∈ L2 при дан-
ной правой части y ∈ L2, а ядро h(s) таково, что ck(g) + ck(h) > 0,
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(k = 0,±1, . . .). Тогда приближенное уравнение (2.12) имеет един-
ственное решение x∗n ∈ IHTn при любой правой части Pny ∈ IHTn . Если
Pny → y, n→∞, в L2, то невязка rn ≡ y −Bx∗n → 0, n→∞, и
‖rn‖2 6 ‖y − Pny‖2. (2.17)
Следствие. Если y и Pny таковы, что
‖y − Pny‖2 = O
(
n−r−α−1
)
, r > 0, 0 < α 6 1, (2.18)
то приближенные решения x∗n(s) сходятся к точному решению x∗(s)
в среднем со скоростью
‖x∗ − x∗n‖2 = O
(
n−r−α
)
, r + α > 0. (2.19)
Если, кроме того, y и Pny таковы, что
‖y − Pny‖∞ = O
(
n−r−α−1 lnn
)
, r > 0, 0 < α 6 1, (2.20)
то при h(s) ∈ W 12 приближенные решения сходятся равномерно и
‖x∗ − x∗n‖∞ = O
(
n−r−α lnn
)
, r + α > 0. (2.21)
Доказательство. В силу леммы 2.2 оператор B является сим-
метричным и положительным. Поскольку Bn = PnB = B на Xn , то в
силу следствия леммы 2.2 оператор Bn является положительно опре-
деленным. Поэтому приближенное уравнение (2.12) однозначно раз-
решимо при любой правой части. Тогда для уравнений (2.1) и (2.12)
справедливы тождества rn ≡ y−Bx∗n = B(x∗−x∗n) = y−Pny. Отсюда
видно, что rn → 0, n→∞, в L2 со скоростью (2.17).
Пусть выполнено условие (2.18). Тогда из обратных теорем (см.,
напр., в [48, 75]) конструктивной теории функций в L2 следует, что, по
крайней мере, y ∈ W 12 . Поэтому B можно рассматривать как непре-
рывно обратимый оператор из L2 в W 12 . А тогда
‖x∗−x∗n‖2 = ‖B−1rn‖2 6 ‖B−1‖·‖y−Pny‖1;2, B−1 : W 12 −→ L2. (2.22)
В силу (2.22) и (2.18) для справедливости (2.19) достаточно пока-
зать, что
‖(y − Pny)′‖2 = O
(
n−r−α
)
. (2.23)
Как и в §2, разность y − Pny представим в виде
y − Pny =
∞∑
k=1
P2kn y − P2k−1n y ≡
∞∑
k=1
Qkn(s). (2.24)
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Ясно, что Qkn ∈ IHT2kn и в силу (2.18)
‖Qkn‖2 6 ‖y − P2kny‖2 + ‖y − P2k−1ny‖2 = O
{
(2k−1n)−r−α−1
}
. (2.25)
Используя неравенство Бернштейна (1.73), из (2.24) и (2.25) по-
следовательно находим требуемую оценку:
‖y′(s)− (Pny)′(s)‖ 6
∞∑
k=1
‖Q′kn(s)‖2 6
∞∑
k=1
2kn‖Qkn‖2 =
= O
{ ∞∑
k=1
2kn · (2k−1n)−r−α−1
}
= O
(
n−r−α
)
.
Пусть теперь выполнено условие (2.20). Тогда существует такое
ε > 0, что ‖y − Pny‖∞ = O
(
n−r−α−1+ε
)
, где 0 < α − ε < 1. Отсюда
и из обратных теорем теории приближений (см., напр., [48, 75]) в C2pi
следует, что функция y(s) ∈ W r+1Hα−ε. Поскольку
Bx∗ ≡ Sx∗ + V x∗ ≡ y, Bx∗n ≡ Sx∗n + V x∗n ≡ Pny,
то
S(x∗ − x∗n) = (y − Pny)− V (x∗ − x∗n) ≡ bn(s). (2.26)
Нетрудно показать, что функция bn ∈ W 12 равномерно относи-
тельно n. Поэтому, решая уравнение (2.26) относительно x∗ − x∗n, с
помощью леммы 1.2 находим
x∗(s)− x∗n(s) = −2 I
(
dbn(σ)
dσ
; s
)
+
1
2pi ln 2
2pi∫
0
bn(σ) dσ. (2.27)
Из (2.19) и (2.26) следует, что∣∣∣∣∣∣ 12pi ln 2
2pi∫
0
bn(σ) dσ
∣∣∣∣∣∣ = O {‖S(x∗ − x∗n)‖2} = O
(
1
nr+α
)
. (2.28)
Из (2.26), (2.27) находим
‖I(b′nσ; s)‖∞ 6 ‖I(y − Pny)′σ‖∞+
+‖I[V (x∗ − x∗n)]′σ‖∞ = ‖S1‖∞ + ‖S2‖∞. (2.29)
Для S1(s) с помощью (1.165), (1.166) и (2.18), (2.20), как и при дока-
зательстве леммы 1.6, последовательно находим
‖S1‖∞ 6
∞∑
k=1
‖(IP2kny − IP2k−1ny)′s‖∞ 6
54
6
∞∑
k=1
2kn (‖y − P2kny‖∞ + ‖y − P2k−1ny‖∞) =
= O
{ ∞∑
k=1
2kn · ln(2kn) · (2k−1n)r−α−1
}
= O
(
n−r−α lnn
)
. (2.30)
Для S2(s) с учетом определения операторов I, R, ρ находим
S2(s) = I[V (x
∗ − x∗n)]′ = I[ρh(x∗ − x∗n)]′ = I[ρh′(x∗ − x∗n)] =
= ρϕ(x∗ − x∗n), ϕ(s− σ) ≡
1
2pi
2pi∫
0
h′(t− σ) ctg t− s
2
dt.
Поскольку h′(t) ∈ L2[0, 2pi], то в силу известных результатов функция
ϕ(s) ∈ L2[0, 2pi]. Тогда в силу свойств сверток имеем S2(s) ∈ C2pi,
откуда и из (2.19) находим
‖S2(s)‖∞ = ‖ρϕ(x∗ − x∗n)‖∞ 6 ‖ϕ‖2‖x∗ − x∗n‖2 = O
(
n−r−α
)
. (2.31)
Из соотношений (2.27) – (2.31) следует требуемая оценка (2.21).
Теорема 2.2 доказана полностью.
Завершая этот параграф, отметим, что теоремы 2.1 и 2.2 являют-
ся достаточно общими в том смысле, что принимая в них в качестве Pn
различные полиномиальные операторы, мы получаем сходимость раз-
личных полиномиальных проекционных методов решения с.и.у. (2.1);
в частности, теоремы 2.1 и 2.2 обеспечивают сходимость таких извест-
ных проекционных методов, как методы коллокации, Галеркина и по-
добластей.
§3. Уравнения с логарифмическими
ядрами. Непериодический случай
3.1. Постановка задачи и вспомогательные результаты.
В этом параграфе рассматриваются вопросы приближенного решения
слабо с.и.у. I рода вида
Aϕ ≡ − 1
2pi
+1∫
−1
ln |τ − t| ϕ(τ)dτ√
1− τ 2 +
1
pi
+1∫
−1
g(t, τ)
ϕ(τ)dτ√
1− τ 2 = f(t), |t| 6 1,
(3.1)
где g(t, τ) и f(t) – известные непрерывные функции в областях соот-
ветственно [−1, 1]2 и [−1, 1] , а ϕ(τ) – искомая функция. От правой
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части f(t) и регулярного ядра g(t, τ) будем требовать также, чтобы
они удовлетворяли условиям
+1∫
−1
|f ′(t)|2
√
1− t2 dt <∞,
+1∫
−1
+1∫
−1
∣∣∣∣∂g(t, τ)∂t
∣∣∣∣2
√
1− t2
1− τ 2 dtdτ <∞. (3.2)
Решение с.и.у. (3.1) будем искать в пространстве L2p[−1, 1] квадра-
тично суммируемых на [−1, 1] с весом p(t) = (1 − t2)−1/2 функций с
нормой
‖ϕ‖
L2p
=
1
pi
+1∫
−1
|ϕ(t)|2dt√
1− t2
1/2 ≡ ‖ϕ‖
2p
(ϕ ∈ L2p[−1, 1]). (3.3)
Обозначим через W 12q[−1, 1] пространство абсолютно непрерывных на
[−1, 1] функций f(t), у которых производные квадратично суммируе-
мы на [−1, 1] с весом q(t) = 1/p(t) = (1 − t2)1/2; норму в W 12q введем
соотношением
‖f‖
W12q
=
1
pi
+1∫
−1
|f(t)|2dt√
1− t2
1/2 +
1
pi
+1∫
−1
|f ′(t)|2
√
1− t2 dt
1/2 ≡
≡ ‖f‖
L2p
+ ‖f ′‖
L2q
≡ ‖f‖
1;2q
(f ∈ W 12q[−1, 1]). (3.4)
Для дальнейшего изложения существенное значение имеют следующие
утверждения I – IV .
Утверждение I . Уравнение (3.1) сводится к частному случаю
исследованного в §1 с.и.у. (0.1) при
x(σ) = ϕ(cosσ), y(s) = f(cos s), h(s, σ) = g(cos s, cos σ)− ln 2
2
. (3.5)
Действительно, положим в (3.1)
t = cos s, τ = cos σ, −1 6 t, τ 6 1, 0 6 s, σ 6 pi. (3.6)
Тогда имеем
+1∫
−1
ln |τ − t| ϕ(τ) dτ√
1− τ 2 =
pi∫
0
ln | cos s− cosσ| · ϕ(cos σ) dσ =
= ln 2 ·
pi∫
0
x(σ) dσ+
pi∫
0
ln
∣∣∣∣sin s− σ2
∣∣∣∣ ·x(σ) dσ+
pi∫
0
ln
∣∣∣∣sin s+ σ2
∣∣∣∣ ·x(σ) dσ.
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Заменяя в последнем интеграле σ на−σ и используя четность функции
x(σ) и 2pi-периодичность подынтегральных функций, находим
Sϕ ≡ − 1
2pi
+1∫
−1
ln |τ − t| ϕ(τ)dτ√
1− τ 2 = Sx−
ln 2
2
ρx, (3.7)
где операторы S и ρ определены в §1. С другой стороны, в силу (3.5)
для регулярного интеграла из (3.1) имеем
Rϕ ≡ 1
pi
+1∫
−1
g(t, τ)ϕ(τ) dτ√
1− τ 2 =
1
2pi
2pi∫
0
g(cos s, cos σ)x(σ) dσ ≡ ρ(gx). (3.8)
Из соотношений (3.6) – (3.8) следует требуемое утверждение.
Утверждение II. В силу формул (3.5), (3.6) имеем
‖ϕ‖
L2p[−1,1]
= ‖x‖
L2[0,2pi]
, ‖f‖
W12q [−1,1]
= ‖y‖
W12 [0,2pi]
, (3.9)
т.е. пространства L2p[−1, 1] и W 12q[−1, 1] с нормами (3.3), (3.4) изо-
морфны и изометричны пространствам четных 2pi – периодических
функций L2[0, 2pi] и W 12 [0, 2pi] соответственно с нормами, введенны-
ми в §1.
Утверждение III. В силу утверждений I и II и соответству-
ющих результатов раздела 1.1 оператор A = S+R можно рассмат-
ривать как линейный оператор из пространства L2p[−1, 1] в про-
странство W 12q. При этом ясно, что оператор R является вполне
непрерывным как оператор из L2p в W 12q, а слабо сингулярный опера-
тор S является лишь непрерывным из L2p в W 12q. Кроме того, легко
показать, что оператор S : L2p −→ W 12q линейно обратим и для
обратного оператора S−1 : W 12q −→ L2p справедлива оценка
‖S−1‖ = 2, S−1 : W 12q −→ L2p ( p = 1/
√
1− t2, q =
√
1− t2 ).
(3.10)
Оператор S обладает также многими другими свойствами опера-
тора S, введенного и исследованного в §1.
Таким образом, с.и.у. (3.1) можно рассматривать как операторное
уравнение, приводящееся к уравнению второго рода. Поэтому, если
уравнение (3.1) однозначно разрешимо в L2p [−1, 1] при любой пра-
вой части из W 12q[−1, 1] , то в силу известных результатов по теории
операторных уравнений в B-пространствах (см., напр., [55]) существу-
ет ограниченный обратный A−1 : W 12q −→ L2p Отсюда, в частности,
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следует, что если решение уравнения (3.1) единственно в пространстве
L2p[−1, 1], то оно обязательно разрешимо в этом пространстве при лю-
бой правой части из W 12q[−1, 1].
Утверждение IV. Ниже приближенное решение с.и.у. (3.1)
будем искать в виде многочлена
ϕn(t) =
n∑
i=0
αi Ti(t) ≡
n∑
i=0
βi t
i, Ti(t) = cos i arccos t, (3.11)
коэффициенты которого будем определять исходя из минимально-
сти невязки rn ≡ f − Aϕn в том или ином смысле. Ясно, что в
силу (3.5), (3.6) полином ϕn(t) = ϕn(cos s) ≡ xn(s), являющийся
частным случаем полинома (1.21), будет приближенным решением
частного случая с.и.у. (0.1), эквивалентного уравнению (3.1).
Утверждения I – IV позволяют перенести на с.и.у. (3.1) все ре-
зультаты, полученные в §1 по приближенным методам решения с.и.у.
(0.1). Поэтому дальнейшее изложение будем вести с учетом этого фак-
та, ограничиваясь в основном лишь формулировками ряда результа-
тов.
3.2. Метод наименьших квадратов. Приближенное решение
с.и.у. (3.1) будем искать в виде многочлена (3.11), коэффициенты ко-
торого будем определять по м.н.к. из СЛАУ
n∑
i=0
αi(ATi, ATj )F = ( f, ATj )F , j = 0, n, (3.12)
где
ATi = γi Ti(t) +R(Ti; t), (3.13)
γi =
{
ln 2
2
при i = 0;
1
2 i
при i = 1, 2 . . .
}
, (3.14)
а (u, v)
F
– скалярное произведение в пространстве F = W 12q:
(u, v)F = (u, v)2p + (u
′, v′)2q (u, v ∈ W 12q[−1, 1]). (3.15)
Теорема 3.1. Если с.и.у. (3.1) имеет единственное решение
ϕ ∈ L2p при любой правой части f ∈ W 12q, то при любых n = 0, 1, . . .
СЛАУ (3.12) – (3.14) имеет единственное решение α0, α1, . . . , αn.
Приближенные решения (3.1) сходятся в L2p к точному решению
ϕ(t) с.и.у. (3.1) со скоростью
‖ϕ− ϕn‖2p 6 η(A)En(ϕ)2p, n = 0, 1, . . . , (3.16)
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где η(A) – число обусловленности оператора A : L2p −→ W 12q, а
En(ϕ)2p – наилучшее приближение функции ϕ(t) алгебраическими
многочленами степени не выше n в пространстве L2p [−1, 1].
Теорему 3.1 несколько дополняет следующая
Теорема 3.2. Пусть выполнены условия: а) f(t) ∈ L2p[−1, 1]
и g(t, τ) ∈ L2ρ[−1, 1]2 с ρ(t, τ) = p (t)p (τ); б) с.и.у. (3.1) име-
ет решение ϕ(t) ∈ L2p[−1, 1] при данной правой части f(t) ∈
L2p[−1, 1]; в) уравнение Aϕ = 0 имеет в L2p [−1, 1] лишь триви-
альное решение. Тогда СЛАУ (3.12) – (3.14) при F = L2p имеет един-
ственное решение α˜0, α˜1, . . . , α˜n. Приближенные решения
ϕ˜n(t) =
n∑
i=0
α˜i Ti(t) (3.17)
сходятся в том смысле, что невязка rn ≡ f − A ϕ˜n → 0 при n→∞
в пространстве L2p [−1, 1] со скоростью
‖rn‖2p 6 ‖A‖ · En(ϕ)2p, A : L2p −→ L2p. (3.18)
3.3. Метод ортогональных многочленов. Пусть коэффици-
енты многочлена (3.11) определяются из условий
(rn, Tj)2p = 0, j = 0, n, rn ≡ f − Aϕn. (3.19)
Тогда в силу (3.13), (3.14) получаем СЛАУ
αjγj +
n∑
i=0
ajiαi = yj, j = 0, n, (3.20)
где постоянные γi определены в (3.14), а
yj =
1
pi
+1∫
−1
y(t)Tj(t)√
1− t2 dt, aji =
1
pi2
+1∫
−1
+1∫
−1
g(t, τ)Tj(t)Ti(τ) dtdτ√
(1− t2)(1− τ 2) . (3.21)
Теорема 3.3. Пусть с.и.у. (3.1) однозначно разрешимо в про-
странстве L2p при любой правой части f ∈ W 12q. Тогда при всех n,
начиная с некоторого, СЛАУ (3.19) – (3.21) имеет единственное ре-
шение α0, α1, . . . , αn и приближенные решения (3.11) сходятся к точ-
ному решению ϕ(t) в L2p [−1, 1] со скоростью
‖ϕ− ϕn‖2p = O {En(ϕ)2p} . (3.22)
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Следствие. Если выполнены условия 1)
f(t) ∈ W r+1HαL2q, g(t, τ) ∈ W r+1HαL2q (r > 0, 0 < α 6 1) (3.23)
по переменной t равномерно относительно τ, то метод (3.1), (3.11), (3.19)
– (3.21) сходится в пространстве L2p [−1, 1] со скоростью
‖ϕ− ϕn‖2p = O
(
n−r−α
)
, r + α > 0. (3.24)
Оценка (3.24) остается в силе, если
f(t) ∈ W r+1Hα и g(t, τ) ∈ W r+1Hα (r > 0, 0 < α 6 1) (3.25)
по переменной t равномерно относительно τ.
3.4. Метод коллокации. Пусть коэффициенты приближенного
решения (3.11) определяются по м.к. из условий
rn(tj) = 0, j = 0, n,
где {tj} – некоторая система из (n + 1) – узлов на сегменте [−1, 1].
Тогда в силу (3.13),(3.14) получаем СЛАУ
n∑
i=0
αi{γiTi(tj) +R(Ti; tj)} = f(tj), j = 0, n. (3.26)
Теорема 3.4. Пусть выполнены условия: 1) f ′(t) ∈ C[−1, 1], а
ядро g(t, τ) таково, что оператор R : L2p −→ C1[−1, 1] вполне непре-
рывен (в частности, g′t(t, τ) ∈ C[−1, 1]2); 2) узлы tj определены по
любой из формул
a) tj = cos
2j + 1
2n+ 2
pi; б) tj = cos
j + 1
n+ 2
pi; в) tj = cos
j
n
pi, j = 0, n;
(3.27)
3) с.и.у. (3.1) однозначно разрешимо в L2p [−1, 1] при любой правой ча-
сти изW 12q[−1, 1]. Тогда при всех n, начиная с некоторого, СЛАУ (3.26)
имеет единственное решение. Приближенные решения (3.11) схо-
дятся в пространстве L2p[−1, 1] к точному решению ϕ(t) с.и.у. (3.1)
со скоростью
‖ϕ− ϕn‖2p = O {En(ϕ)∞} , (3.28)
где En(ϕ)∞ – наилучшее равномерное на [−1, 1] приближение функ-
ции ϕ(t) алгебраическими многочленами степени не выше n.
1) Заметим, что W r+1HαL2q = {ϕ ∈ C[−1, 1] : ω(ϕ(r+1); δ)2q = O (δα), 0 < δ 6
6 2}, где ω(ψ; δ)2q – модуль непрерывности ψ(t) в пространстве L2q.
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Следствие. Если выполнены условия (3.25), то метод коллока-
ции (3.1), (3.11), (3.26), (3.27) сходится со скоростью
‖ϕ− ϕn‖2p = O
(
n−r−α
)
, r + α > 0. (3.29)
Запишем СЛАУ (3.26) в несколько другом, но эквивалентном ви-
де. Введем узлы Чебышева I рода
τk = cos
2k + 1
2n+ 2
pi, k = 0, n. (3.30)
Тогда коэффициенты αi многочлена (3.11) можно представить в виде
αi =
2
pi
+1∫
−1
ϕn(t)Tj(t)√
1− t2 dt =
2
n+ 1
n∑
k=0
ϕn(τk)Ti(τk) =
=
2
n+ 1
n∑
k=0
ϕn(cos
2k + 1
2n+ 2
pi) cos
(2k + 1)ipi
2n+ 2
, i = 0, n. (3.31)
В силу (3.31) соотношения (3.11) и (3.26) принимают вид
ϕn(t) =
n∑
k=0
ϕn(τk)lk(t), (3.11
′)
n∑
k=0
xn(τk){S(lk; tj) +R(lk; tj)} = f(tj), j = 0, n, (3.26′)
где lk(t) – фундаментальные многочлены Лагранжа по узлам (3.30).
Известно, что
lk(t) =
n∏
l=0
l 6=k
t− τ l
τk − τ l =
Tn+1(t)
(t− τk)T ′n+1(τk)
=
=
(−1)k+1
n+ 1
· Tn+1(t)
t− τk · sin
2k + 1
2n+ 2
pi =
=
2
n+ 1
{
1
2
+
n∑
m=1
Tm(t)Tm(τk)
}
, k = 0, n, (3.32)
Поэтому интегралы S(lk; tj) вычисляются точно. Действительно, с по-
мощью (3.32) и (3.14) легко находим (см. также с.46 [69])
S(lk; tj) =
2
n+ 1
{
1
2
· S(1; tj) +
n∑
m=1
Tm(τk)S(Tm; tj)
}
=
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=
1
n+ 1
{
ln 2
2
+
n∑
m=1
1
m
Tm(τk)Tm(tj)
}
, (3.33)
где узлы τk и tj определены в формулах соответственно (3.30) и (3.27).
Ясно, что в силу (3.33) СЛАУ (3.26′) несколько конкретизируется.
3.5. Метод механических квадратур. В СЛАУ (3.26′) коэф-
фициенты R(lk; tj) вычислим приближенно по квадратурной форму-
ле Гаусса – Чебышева с узлами (3.30). Тогда в силу соотношений
lk(τ l) = δkl, где δkl – символ Кронекера, имеем
R(lk; tj) =
1
pi
+1∫
−1
g(tj, τ)lk(τ)√
1− τ 2 dτ ≈
1
n+ 1
g(tj, τk), k = 0, n, j = 0, n.
(3.34)
Поэтому вместо (3.26′) получаем следующую СЛАУ относительно
приближенных значений искомой функции в узлах (3.30):
n∑
k=0
ϕn(τk)
{
S(lk; tj) +
1
n+ 1
g(tj, τk)
}
= f(tj), j = 0, n. (3.35)
Тогда в силу (3.33) имеем
1
n+ 1
n∑
k=0
ϕn(τk)
{
ln 2
2
+
n∑
m=1
Tm(τk)Tm(tj)
m
+ g(tj, τk)
}
= f(tj), j = 0, n,
(3.36)
где узлы tj и τk определены в (3.27) и (3.30).
Системы (3.35) и (3.36) представляют собой СЛАУ м.м.к. для
с.и.у. (3.1). Для этого уравнения приведем еще одну СЛАУ метода
квадратур. С этой целью в (3.26) коэффициенты R(Ti; tj) вычислим
по формуле Гаусса – Чебышева с узлами (3.30):
R(Ti; tj) =
1
pi
+1∫
−1
g(tj, τ)Ti(τ)√
1− τ 2 dτ ≈
1
n+ 1
n∑
k=0
g(tj, τk)Ti(τk). (3.37)
Из (3.26) и (3.37) находим требуемую систему
n∑
i=0
αi
{
γiTi(tj) +
1
n+ 1
n∑
k=0
g(tj, τk)Ti(τk)
}
= f(tj), j = 0, n, (3.38)
где αi, γi, tj, τk определены в соотношениях соответственно (3.11), (3.14),
(3.27), (3.30).
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Следует отметить, что системы (3.36) и (3.38) эквивалентны в том
смысле, что они разрешимы (или неразрешимы) одновременно. Кроме
того, если {ϕn(τk)}n0 – решение СЛАУ (3.36), то решение СЛАУ (3.38)
можно определить по формуле (3.31); если же {αi}n0 – решение СЛАУ
(3.38), то решение СЛАУ (3.36) можно определить по формуле
ϕn(τk) =
n∑
i=0
αiTi(τk), k = 0, n.
Такое же замечание справедливо относительно СЛАУ м.к. (3.26) и
(3.26′).
Теорема 3.5.Пусть с.и.у. (3.1) однозначно разрешимо в L2p [−1, 1]
при любой правой части из W 12q[−1, 1]. Если f ′(t) ∈ C[−1, 1], g′t(t, τ)
∈ C[−1, 1]2, то при всех n > n0 (n0 определяется свойствами функ-
ции g(t, τ) , в частности, n0 = 0 при g(t, τ) ≡ 0 ) каждая из СЛАУ (3.38)
и (3.36) однозначно разрешима. Приближенные решения, определяе-
мые формулами соответственно (3.11) и (3.11′), сходятся к точно-
му решению ϕ(t) с.и.у. (3.1) в пространстве L2p [−1, 1] со скоростью
‖ϕ− ϕn‖2p = O
{
En(f
′)∞ + Etn(g
′
t)∞ + E
τ
n(g
′
t)∞ + E
τ
n(g)∞
}
, (3.39)
где Etn(ψ)∞ ( соответственно Eτn(ψ)∞) – наилучшее равномер-
ное приближение функции ψ(t, τ) ∈ C[−1, 1]2 алгебраическими мно-
гочленами степени не выше n по переменной t (по τ ) равномерно
относительно τ (относительно t ).
Следствие. Если f(t) ∈ W r+1Hα[−1, 1] и g(t, τ) ∈ W r+1Hα[−1, 1]
(по каждой из переменных в отдельности равномерно относительно
другой из них), то м.м.к. (3.1), (3.11), (3.11′), (3.36), (3.38) сходит-
ся в пространстве L2p [−1, 1] со скоростью
‖ϕ− ϕn‖2p = O
(
n−r−α
)
, r + α > 0. (3.40)
Теоремы 3.4 и 3.5 могут быт ь доказаны также самостоятельно,
т.е. независимо от результатов §1. Это можно осуществить с помощью
теорем 7 и 14 гл. 1 [25] и следующих лемм.
Лемма 3.1. Пусть Lnϕ = Ln(ϕ, t) – алгебраический интерполя-
ционный многочлен Лагранжа для функции ϕ ∈ C[−1, 1] по любой из
систем узлов (3.27). Тогда для любых n ∈ N справедливы соотноше-
ния
‖Ln‖L2p→L2p =∞, ‖Ln‖C→L2p = 1,
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‖Ln‖W12q→W12q <∞, ‖Ln‖C1→W12q 6 const <∞,
‖ϕ− Lnϕ‖1;2q = ‖ϕ− Lnϕ‖2p + ‖
d
dt
(ϕ− Lnϕ)‖2q 6
6 2En(ϕ)∞ + (pi + 1/
√
2)En−1(ϕ′)∞, ϕ′ ∈ C = C[−1, 1].
Лемма 3.2. Для любого алгебраического многочлена Qn(t) сте-
пени не выше n справедливо неравенство
‖Q′n(t)‖2q 6 n‖Qn(t)‖2p, p(t) = (1− t2)−1/2, q(t) = (1− t2)1/2.
3.6. Еще три схемы метода квадратур. Для с.и.у. (3.1) при-
ведем еще три СЛАУ м.м.к.:
− 1
2(n+ 1)
n∑
k=0
k 6=j
ϕn(τk) ln |τk − τj|+ 1
n+ 1
n∑
k=0
g(τj, τk)ϕn(τk) =
= f(τj), j = 0, n, (3.41)
где узлы коллокации и квадратур совпадают и определены в (3.30);
− 1
2(n+ 1)
n∑
k=0
ϕn(τk) ln |τk − tj|+ 1
n+ 1
n∑
k=0
g(tj, τk)ϕn(τk) =
= f(tj), j = 0, n, (3.42)
где узлы коллокации и квадратур определены соответственно в (3.27)
и (3.30).
Системы (3.41) и (3.42) несколько обобщает следующая СЛАУ
− 1
2(n+ 1)
n∑
k=0
′ϕn(τk) ln |τk − tj|+ 1
n+ 1
n∑
k=0
g(tj, τk)ϕn(τk) =
= f(tj), j = 0, n, (3.43)
где узлы коллокации могут и не совпадать с узлами квадратур τj, а
штрих у знака суммы означает, что соответствующее слагаемое при
|τk − tj| < δ опускается; здесь δ – некоторое положительное число,
выбираемое в зависимости от точности вычислений.
Замечание 3.1. Системами (3.41) – (3.43) удобно пользоваться в
случае, когда функции f(t) и g(t, τ) обладают небольшой гладкостью.
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При этом системы (3.42) и (3.43) при τk 6= tj (k, j = 0, n) можно
рассматривать также как СЛАУ м.д.в. для с.и.у. (3.1).
3.7. Метод подобластей.Пусть коэффициенты многочлена (3.11)
определяются из условий∫ tk
tk−1
rn(t) dt = 0, k = 1, n+ 1, rn(t) ≡ f − Aϕn, (3.44)
где tk – некоторая система узлов из [−1, 1]. Эти условия эквивалентны
СЛАУ
n∑
i=0
αi(γiaik + bik) = fk, k = 1, n+ 1, (3.45)
где γi определены в (3.14), а
aik =
∫ tk
tk−1
Ti(t) dt, bik =
∫ tk
tk−1
R(Ti; t) dt, fk =
∫ tk
tk−1
f(t) dt. (3.46)
Теорема 3.6. Пусть узлы tk определены по любой из формул
(a) tk = cos
2k + 1
2n+ 4
pi; (б) tk = cos
kpi
n+ 1
, k = 0, n+ 1. (3.47)
Тогда в условиях теоремы 3.4 м.п. (3.1), (3.11), (3.44) – (3.47) схо-
дится в пространстве L2p [−1, 1] со скоростью
‖ϕ− ϕn‖2p = O {En(ϕ)∞} . (3.48)
Следствие. Если выполнено условие (3.25), то метод подобла-
стей сходится со скоростью
‖ϕ− ϕn‖2p = O
(
n−r−α
)
, r + α > 0. (3.49)
Отметим, что здесь при доказательстве существенным образом
использована теорема 14 гл.1 [51] об аппроксимативных свойствах опе-
раторов м.п. по узлам (3.47).
3.8. Устойчивость решений и метод вырожденных ядер.
Наряду с с.и.у. (3.1) рассмотрим уравнение вида
Aεϕ ≡ Sϕ+Rεϕ = fε, 0 < ε <∞, (3.50)
где
Rεϕ =
1
pi
+1∫
−1
gε(t, τ) (ϕ(τ)/
√
1− τ 2 ) dτ,
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а fε(t) и gε(t, τ) в некотором смысле аппроксимируют функции f(t) и
g(t, τ) соответственно.
Теорема 3.7. Пусть выполнены условия:
+1∫
−1
|f(t)− fε(t)|2(1− t2)−1/2 dt 6 ε2,
+1∫
−1
|f ′(t)− f ′ε(t)|2(1− t2)1/2 dt 6 ε2;
+1∫
−1
+1∫
−1
|g(t, τ)− gε(t, τ)|2(1− t2)−1/2(1− τ 2)−1/2 dt dτ 6 ε2,
+1∫
−1
+1∫
−1
|g′t(t, τ)− gε′t(t, τ)|2(1− t2)1/2(1− τ 2)−1/2 dt dτ 6 ε2.
Если задача (3.1) поставлена корректно, то существует такое
ε0 > 0, что при всех ε ∈ (0, ε0) задача решения (3.50) поставлена
также корректно; в частности, при ε → +0 для решений ϕ(t) и
ϕε(t) уравнений соответственно (3.1) и (3.50) справедлива оценка
‖ϕ− ϕε‖2p = O (ε) . (3.51)
Пусть теперь
g(t, τ) ≈
N∑
k=1
Ak(t)Bk(τ) ≡ gN (t, τ),
где g
N
(t, τ) – вырожденное аппроксимирующее ядро. Тогда при fε(t) ≡
f(t) и ε = εn → 0, N → ∞, из теоремы 3.7 следует сходимость м.в.я.
для с.и.у. (3.1).
3.9. Равномерная сходимость приближенных методов как
следствие сходимости в среднем. Имеет место следующая
Теорема 3.8. В условиях (3.24), (3.29), (3.40), (3.49) методы со-
ответственно ортогональных многочленов, коллокации, механиче-
ских квадратур и подобластей при r + α > 1/2 сходятся равномерно
со скоростью
‖ϕ− ϕn‖∞ = O
(
n−r−α+1/2
)
. (3.52)
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Это утверждение, как и аналогичное утверждение из §1, является
следствием сходимости в пространстве L2p [−1, 1] ; самостоятельное (от
§1) доказательство (3.52) может быть осуществлено с помощью оценок
(3.24), (3.29), (3.40), (3.49) и легко доказываемого неравенства
‖Qn‖∞ = O
(√
n
) ‖Qn‖2p, Qn(t) ≡ n∑
k=0
akt
k, ak ∈ IR. (3.53)
Однако в ряде случаев можно получить и более сильные резуль-
таты. Приведем лишь один из них:
Теорема 3.9.Пусть с.и.у. (3.1) однозначно разрешимо в L2p [−1, 1]
при любой правой части изW 12q [−1, 1]. Если выполнено условие (3.25),
то методы коллокации и подобластей сходятся равномерно со ско-
ростью
‖ϕ− ϕn‖∞ = O
(
n−r−α lnn
)
, r + α > 0. (3.54)
В условиях следствия теоремы 3.5 с такой же скоростью сходится
и м.м.к.; в условиях (3.24), (3.25) такое утверждение справедливо
также для метода ортогональных многочленов.
3.10. Дополнения. Завершая этот параграф, отметим, что для
с.и.у. (3.1) справедливы утверждения, аналогичные приведенным в
пунктах 1.11 – 1.14 для с.и.у. (0.1). В частности, рассмотренные в этом
параграфе методы являются устойчивыми и хорошо обусловленными,
если корректным и соответственно хорошо обусловленным является
точное уравнение (3.1).
В заключение рассмотрим систему с.и.у. вида
1
2pi
+1∫
−1
ln
1
|τ − t| ·
ϕ(τ) dτ√
1− τ 2 +
1
pi
+1∫
−1
g(t, τ)
ϕ(τ) dτ√
1− τ 2 = f(t) + F, (а)
1
pi
+1∫
−1
ϕ(τ)(1− τ 2)−1/2 dτ = D, (б)
где ϕ – искомая функция, g и f – известные функции, F – неизвест-
ный, а D – известный параметры. Эта система встречается в ряде
прикладных задач (см., напр., [82, 84, 86]).
Для системы (а) – (б) справедливы результаты, вполне аналогич-
ные полученным в предыдущих пунктах этого параграфа для с.и.у.
(3.1). Для иллюстрации приведем лишь следующий результат.
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Приближенное решение системы (а) – (б) будем искать в виде
вектор-функции ~ϕn(t) = {ϕ(t);Fn} с компонентами Fn ∈ IR и
ϕn(τ) =
n∑
k=0
δk
Tn+1(τ)
(τ − τk)T ′n+1(τk)
, τk = cos
2k + 1
2n+ 2
pi, (в)
где δ0, δ1, . . . , δn – неизвестные параметры. Их и приближенное значе-
ние Fn параметра F будем определять из СЛАУ
n∑
k=0
Ak(tj) δk +
1
n+ 1
n∑
k=0
g(tj, tk) δk = f(tj) + Fn, (г)
1
n+ 1
n∑
k=0
δk = D, tj ∈ [−1, 1], j = 0, n, (д )
где Ak(t) – функции, определяемые из условия алгебраической степени
точности квадратурной формулы
+1∫
−1
ln |τ − t| · (1− t2)−1/2ϕ(τ) dτ ≈ −2pi
n∑
k=0
Ak(t)ϕ(tk). (е )
Теорема 3.10.Пусть выполнены условия: 1) функции g (по каж-
дой из переменных в отдельности) и f ∈ W r+1Hα[−1, 1], r > 0,
0 < α 6 1; 2) система интегральных уравнений (а), (б) имеет един-
ственное решение
~ϕ∗(t) = {ϕ∗(t);F ∗}, ϕ∗(t) ∈ L2p[−1, 1], F ∗ ∈ IR,
при любой правой части ~f = {f ;D}, f ∈ W 12q[−1, 1], D ∈ IR ;
3) коэффициенты Ak(tj) = S(lk; tj) определены по формуле (3.33), а
узлы tj определены по любой из формул а), б), в) из (3.27).
Тогда для всех n > n0 (n0 определяется свойствами функ-
ции
g(t, τ)) СЛАУ (г) – (д) имеет единственное решение δ∗0, . . . , δ∗n, F ∗n .
Приближенные решения ~ϕ∗n(t) = {ϕ∗n(t);F ∗n}, где ϕ∗n(t) = ϕn(t) при
δk = δ
∗
k, k = 0, n, сходятся к точному решению в среднем и равно-
мерно со скоростями соответственно
‖~ϕ∗(t)− ~ϕ∗n(t)‖ ≡ ‖ϕ∗(t)− ϕ∗n(t)‖2p + |F ∗ − F ∗n | = O
(
n−r−α
)
,
max
−16t61
|ϕ∗(t)− ϕ∗n(t)| = O
(
n−r−α lnn
)
.
Доказательство ведется по аналогии с доказательством теоре-
мы 1.18, существенно используя при этом теоремы 3.5 и 3.9, а также
лемм 3.1 и 3.2.
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§4. Уравнения с полярными ядрами
4.1. Вспомогательные результаты. В этом параграфе рас-
сматриваются вопросы приближенного решения с.и.у. вида
Cx ≡ Ux+ V x = y (x ∈ X, y ∈ Y ), (4.1)
где
Ux =
1
2pi
2pi∫
0
∣∣∣∣ctg σ − s2
∣∣∣∣γ x(σ) dσ, V x = 12pi
2pi∫
0
h(s, σ)x(σ) dσ, (4.2)
а 0 < γ = const < 1, y(s) и h(s, σ) – известные непрерывные 2pi-
периодические функции, x(s) – искомая функция.
Положим X = M [0, 2pi] с обычной sup-нормой и Y = H1−γ[0, 2pi]
с нормой, введенной в §1. Оператор C будем рассматривать как ли-
нейный оператор из X в Y . Тогда с.и.у. (4.1) можно трактовать как
операторное уравнение, приводящееся к уравнению II рода.
С.и.у. (4.1) удобно рассматривать также в пространствах
Lp[0, 2pi]; в этом случае удается получить также ряд интересных ре-
зультатов. Здесь мы приведем лишь некоторые из них, аналогичные
полученным в §2.
Лемма 4.1.Оператор U : Lp[0, 2pi] −→ Lp[0, 2pi] (1 6 p 6 ∞,
L∞ ≡ C2pi) является вполне непрерывным, а при p = 2 оператор U
является также симметричным и положительным.
Следствие. В условиях леммы на конечномерном подпростран-
стве Xn ⊂ L2 оператор U положительно определен.
Доказательство. Полная непрерывность оператора U в Lp, 1 6
6 p 6 ∞, следует из соответствующих результатов С.Г.Михлина о
свойствах слабо сингулярных интегральных операторов (см., напр.,
[63], а также [38]). Далее, при p = 2 для любого x ∈ X имеем
x(s) =
∞∑
k=−∞
ck(x)e
iks, c−k = ck, (4.3)
причем ряд (4.3) сходится в среднем. Тогда
Ux =
∞∑
k=−∞
ck(x)ck(ρ)e
iks, ρ(σ) =
∣∣∣ctg σ
2
∣∣∣γ , (4.4)
ck(ρ) =
1
2pi
2pi∫
0
ρ(σ)e−ikσ dσ =
2
pi
pi/2∫
0
(ctg σ)γ cos 2kσ dσ. (4.5)
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Из (4.3) – (4.5) и обобщенного равенства Парсеваля находим
(Ux, x)2 =
∞∑
k=−∞
ck(ρ)|ck(x)|2, ρ(σ) =
∣∣∣ctg σ
2
∣∣∣γ . (4.6)
Так как функция ρ(σ) = ρ(−σ) > 0, σ ∈ IR, и является монотонной в
[0, pi] , то с помощью (4.5) нетрудно показать, что ck(ρ) > 0 для всех
k = 0,±1, . . . А тогда из (4.6) для любой x ∈ L2[0, 2pi], x(s) 6≡ 0,
получаем требуемое неравенство (Ux, x)2 > 0. Отсюда следует, что
однородное уравнение Ux = 0 имеет в L2 лишь тривиальное решение.
Утверждение следствия очевидно в силу того, что на Xn опе-
ратор U задается положительной симметричной матрицей порядка
N = dimXn < ∞, а такая матрица является положительно опре-
деленной. Тогда из (4.6), (4.5) следует, что ‖C−1‖
2
= O
(
n1−γ
)
,
C : Xn −→ Xn = IHTn ⊂ L2.
Замечание 4.1. Если h(s, σ) = h(s−σ), где h(s) – четная функ-
ция из C2pi, то лемма 4.1 сохраняется и усиливается; в частности, при
p = 2 для положительности оператора C достаточно, чтобы ck(ρ)+
+ck(h) > 0, 1 + |k| ∈ N.
4.2. Полиномиальные проекционные методы. Приближен-
ное решение с.и.у. (4.1) будем искать в виде полинома
xn(s) =
n∑
k=−n
αke
iks, α−k = αk, n+ 1 ∈ N, (4.7)
который будем определять как решение операторного уравнения
Cnxn ≡ PnCxn = Pny (xn ∈ Xn, Pny ∈ Yn); (4.8)
здесь Xn, Yn – подпространства тригонометрических полиномов с со-
ответствующими нормами, а Pn : L2 −→ IHTn ⊂ L2 – некоторые адди-
тивные и однородные проекционные операторы.
Ясно, что уравнение (4.8) эквивалентно СЛАУ порядка 2n+1 от-
носительно коэффициентов полинома (4.7). Выбирая конкретный по-
линомиальный оператор Pn, из (4.8) получим конкретную СЛАУ, соот-
ветствующую рассматриваемому методу; в частности, из (4.8) можно
получить СЛАУ методов Галеркина, коллокации и подобластей.
Теорема 4.1. Пусть выполнены условия: а) y(s) ∈ W rHα и
h(s, σ) ∈ W rHα (по s равномерно относительно σ), где r > 0, 0 <
< α 6 1; б) с.и.у. (4.1) однозначно разрешимо в M при любой y ∈
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H1−γ; в) Pn есть либо оператор Фурье Φn, либо оператор Лагранжа
Ln по узлам
sk = 2kpi/(2n+ 1), k = 0, 2n, (4.9)
либо оператор подобластей Πn по этим же узлам.
Если r + α > 1 − γ, 0 < γ < 1, то при всех натуральных n >
> n0 уравнение (4.8) имеет единственное решение x∗n(s). При n→∞
приближенные решения x∗n(s) равномерно сходятся со скоростью
‖x∗ − x∗n‖∞ = O
(
n−r−α−γ+1 lnn
)
. (4.10)
Следствие. Если h(s, σ) = h(s − σ), то уравнение (4.8) одно-
значно разрешимо при любых n = 0, 1, . . . и справедлива оценка (4.10).
Доказательство. В силу (4.4) для любого xn ∈ IHTn имеем
Uxn =
n∑
k=−n
αkck(ρ)e
iks ∈ IHTn , ρ(σ) =
∣∣∣ctg σ
2
∣∣∣γ . (4.11)
Положим X = M, Xn = IHTn ⊂ X, Y = H1−γ[0, 2pi], Yn = IHTn ⊂ Y .
Тогда в силу (4.11), (4.1), (4.8) для любого xn ∈ Xn находим
‖Cxn − Cnxn‖∞ = ‖V xn − PnV xn‖∞ 6 2‖Pn‖∞ · ETn (V xn)∞ 6
6 2‖Pn‖∞ · ETsn (h)∞‖xn‖∞ = O
(
n−r−α lnn
) ‖xn‖∞; (4.12)
здесь использованы такие известные факты, как теорема Джексона в
C2pi и неравенства ( см., напр., [41, 51, 75])
‖Φn‖∞ = O (lnn), ‖Ln‖∞ = O (lnn), ‖Πn‖∞ = O (lnn). (4.13)
Из (4.13), (4.12) с помощью результатов по аппроксимации в гe¨льдеровых
пространствах (см., напр., [12, 13, 18, 25]) находим
‖Cxn − Cnxn‖1−γ = O (n−r−α+1−γ lnn) ‖xn‖∞, xn ∈ Xn. (4.14)
Из (4.12) и (4.14) следует оценка
εn ≡ ‖C− Cn‖ = O (n−r−α+1−γ lnn), C− Cn : Xn −→ Y. (4.15)
По аналогии с (4.12), (4.14) для правых частей уравнений (4.1) и
(4.8) с помощью (4.13) находим [12, 18]
‖y − Pny‖1−γ = O (n−r−α+1−γ lnn). (4.16)
Теперь с учетом (4.16) и (4.15) из теоремы 7 гл.I монографии
[25] следует утверждение доказываемой теоремы, в частности, оценка
погрешности (4.11). При этом номер n0 определяется из неравенства
qn ≡ ‖C−1‖εn < 1, C−1 : Y −→ X,
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где εn определены в (4.16). Отсюда следует, что чем лучше ядро h(s, σ),
то тем меньше номер n0 при каждом фиксированном γ.
Докажем следствие. Если h(s, σ) = h(s−σ) , то в силу соотноше-
ний (4.1), (4.11) приближенное уравнение (4.8) принимает вид
Cnxn ≡ Uxn + V xn = Cxn = Pny (xn ∈ Xn, Pny ∈ Yn). (4.8′)
Ясно, что в силу условия б) теоремы уравнение (4.8′) однозначно раз-
решимо при любых n = 0, 1, . . ., а в силу (4.16) для решений уравнений
(4.1) и (4.8′) справедливы оценки
‖x∗ − x∗n‖∞ 6 ‖C−1‖ · ‖y − Pny‖1−γ = O (n−r−α+1−γ lnn). (4.17)
Теорема 4.2. Пусть выполнены условия: а) h(s, σ) = h(s − σ),
где h(s) – четная функция из C2pi; б) положительный оператор (в
частности, выполнено условие ck(ρ) + ck(h) > 0, 1 + |k| ∈ N); в)
с.и.у. (4.1) имеет решение x∗(s) ∈ L2 при данной правой части y(s) ∈
L2. Тогда приближенное уравнение (4.8) имеет единственное реше-
ние x∗n(s) при любой правой части Pny ∈ IHTn и любых n = 0, 1, . . . , а
невязка rn ≡ y − Cx∗n сходится к нулю со скоростью
‖rn‖2 =

O
{
ETn (y)2
}
при Pn = Φn и Πn;
O
{
ETn (y)∞
}
при Pn = Ln.
(4.18)
Доказательство. Из условия а) следует, что C : L2 −→ L2
является симметричным оператором. Если же ck(ρ) + ck(h) > 0,
1 + |k| ∈ N, то, как и при доказательстве леммы 4.1, находим
(Cx, x)2 =
∞∑
k=−∞
[ck(ρ) + ck(h)]|ck(x)|2 > 0, x ∈ L2, x(s) 6≡ 0, (4.19)
т.е. оператор C положителен или по предположению, или по условию
на ядра ρ(s) и h(s). С другой стороны, в силу (4.1), (4.11), (4.8) имеем
Cn = C на Xn. Так как Cn – симметричный положительный оператор
на X = L2, то на Xn ⊂ L2 имеем
(Cnxn, xn)2 > γ2n(xn, xn)2, xn ∈ Xn, (4.20)
где γ2n – положительное число, не зависящее от xn ∈ Xn , но зави-
сящее, вообще говоря, от n (в частности,при h(σ) = α ln | sin(σ/2)|,
∀α ∈ IR, имеем γ2n ³ n−1+γ, 0 < γ < 1). Из (4.20) следует, что однород-
ное уравнение Cnxn = 0 имеет лишь тривиальное решение. А тогда
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уравнение (4.8), в силу его эквивалентности СЛАУ конечного порядка,
будет иметь единственное решение при любой правой части.
Для завершения доказательства остается заметить, что в рас-
сматриваемом случае для невязки справедливы формулы rn = y−
−Cx∗n = y − Pny, и воспользоваться известными результатами по ап-
проксимативным свойствам операторов Фурье Φn, Лагранжа Ln и по-
добластей Πn в пространстве L2[0, 2pi] (см., напр., [75, 41, 51]).
Пусть теперь коэффициенты αk приближенного решения (4.7)
определяются по м.н.к. из СЛАУ
n∑
k=−n
αk(Ceikσ,Ceijσ)2 = (y,Ceijσ)2, j = −n, n. (4.21)
Теорема 4.3. Пусть выполнены условия: а) y ∈ L2[0, 2pi], h
∈ L2[0, 2pi]2; б) с.и.у. (4.1) имеет решение x∗ ∈ L2 при данной правой
части y ∈ L2; в) однородное уравнение Cx = 0 имеет в L2 лишь
тривиальное решение. Тогда при любых n ∈ N СЛАУ (4.21) имеет
единственное решение α∗k, k = −n, n. Приближенные решения x∗n(s)
(т.е. (4.7) при αk = α∗k) сходятся в том смысле, что невязка rn ≡
≡ y − Cx∗n → 0 при n→∞ и
‖rn‖2 6 ‖C‖2 · ETn (x∗)2, n ∈ N. (4.22)
Доказательство. В условиях теоремы оператор C : L2 −→ L2,
определяемый левой частью уравнения (4.1), является вполне непре-
рывным. Отсюда, в частности, следует, что система функций {eiks}∞−∞
является C-полной. С другой стороны, в силу условия в) теоремы
система функций ϕj(s) = N(eijσ; s) является линейно независимой.
Поэтому дальше доказательство завершается как и в теореме 1.9.
Отметим, что в приложениях встречаются также слабо с.и.у. пер-
вого рода вида (см., напр., [78, 80])
1
2pi
2pi∫
0
∣∣∣∣sin s− σ2
∣∣∣∣−γ x(σ) dσ + 12pi
2pi∫
0
h(s, σ)x(σ) dσ = y(s), (4.23)
где 0 < γ < 1, а h(s, σ) – регулярное ядро. Для с.и.у. (4.23) спра-
ведливы многие из полученных выше результатов. Это утверждение
следует из формулы |ctg θ|γ = | sin θ|−γ − h0(θ), где h0(θ) есть чет-
ная непрерывная 2pi-периодическая функция. Кроме того, результаты,
аналогичные приведенным в этом параграфе, можно получить также
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для с.и.у. [79, 80]
1
pi
+1∫
−1
ϕ(τ) dτ
|τ − t|γ+
1
pi
+1∫
−1
g(t, τ)ϕ(τ) dτ = f(t), −1 6 t 6 1, 0 < γ < 1, (4.24)
где f(t) и g(t, τ) – известные непрерывные функции в областях соот-
ветственно [−1, 1] и [−1, 1]2, а ϕ(t) – искомая функция.
§5. Некоторые обобщения и дополнения
5.1. Общий проекционный метод для общего уравнения.
В §§1, 2 и 4 были рассмотрены общие проекционные методы решения
конкретных слабо с.и.у. I -рода и доказана их сходимость. Полученные
при этом результаты допускают существенное обобщение.
Рассмотрим с.и.у. I -рода вида
Ax ≡ Gx+Rx = y (x ∈ X, y ∈ Y ), (5.1)
Gx ≡ 1
2pi
2pi∫
0
g(|s− σ|)x(σ) dσ, Rx ≡ 1
2pi
2pi∫
0
h(s, σ)x(σ) dσ ≡ ρhx.
Здесь g(s) ∈ L1[0, 2pi], h(s, σ) ∈ C[0, 2pi]2, y(s) ∈ Y – данные 2pi-
периодические функции, а x(s) – искомая функция, которая разыс-
кивается в некотором нормированном пространстве 2pi-периодических
функций X . Предположим, что оператор A : X −→ Y непрерывно
обратим, где Y – некоторое нормированное пространство, в частности,
Y ≡ G(X).
Приближенное решение с.и.у. (5.1) будем искать в виде
xn(s) =
n∑
k=−n
αke
iks, αk = α−k. (5.2)
Этот полином будем определять как точное решение операторного
уравнения (см., напр., [19, 22, 23, 25])
Anxn ≡ PnAxn = Pny (xn ∈ IHTn ⊂ X, Pny ∈ IHTn ⊂ Y ), (5.3)
где Pn ∈ Pn ⊂ L(L2, IHTn ). Очевидно, что уравнение (5.3) эквивалент-
но СЛАУ порядка 2n+1 относительно коэффициентов полинома (5.2)
или относительно значений этого полинома в (2n+ 1)– попарно неэк-
вивалентных точках.
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Легко видеть, что для xn(s) из (5.2)
G(xn; s) =
n∑
k=−n
ck(xn)ck(g)e
iks, ck(g) =
1
pi
pi∫
0
g(σ) cos kσ dσ. (5.4)
Другими словами, Gxn ∈ IHTn для любого xn ∈ IHTn . Поэтому, если
P 2n = Pn, то уравнение (5.3) принимает вид
Anxn ≡ Gxn + PnRxn = Pny (xn ∈ Xn, Pny ∈ Yn, Pn ∈ Pn), (5.5)
где подпространства Xn = IHTn и Yn = IH
T
n наделены нормами про-
странств соответственно X и Y .
Соотношения (5.2), (5.3), (5.5) представляют собой схему общего
проекционного метода решения с.и.у. (5.1). В силу сказанного в разделе
1.2 (см. также гл.I [25]), для обоснования рассматриваемого метода
большое значение имеют величины
εn ≡ ‖A− An‖Xn→Y = ‖R− PnR‖Xn→Y , δn ≡ ‖y − Pny‖Y . (5.6)
Если при n→∞ имеем εn → 0 и δn → 0, то сходимость метода следу-
ет из теоремы 7 гл. I [25]. Ясно, что последние условия существенным
образом зависят от выбора операторов проектирования Pn, порождаю-
щих проекционный метод, и от выбора пространств X и Y ; последнее,
очевидно, зависит от исходных данных, в первую очередь, от слабо
сингулярного ядра g(s). В частности, при g(s) = ln | sin(s/2)| полагаем
Y = X1 (если пространство X дано) или X = Y −1 (если простран-
ство Y дано), где Y −1 означает пространство 2pi–периодических пер-
вообразных функций y(s) ∈ Y . При этом необходимо заботиться о
том, чтобы оператор A−1 : Y −→ X был ограниченным.
Сначала отметим следующий простой частный случай: если h(s, σ) =
= h(s− σ), то для любого xn ∈ IHTn имеем
Anxn ≡ Pn(Gxn +Rxn) = Gxn +Rxn = Axn = Pny.
Поэтому в рассматриваемом случае из однозначной разрешимости с.и.у.
(5.1) следует однозначная разрешимость приближенного уравнения
(5.3) при любых n = 0, 1, . . ., причем для невязки rn ≡ y − Ax∗n и по-
грешности θn ≡ x∗ − x∗n метода справедливы формулы rn = y − Pny,
θn = A
−1rn . Тогда доказательство сходимости метода и оценка по-
грешности не представляют никаких принципиальных трудностей. По-
ложение еще более упрощается, если проекционные операторы Pn яв-
ляются инвариантными относительно сдвига, ибо тогда
θn ≡ x∗ − x∗n = A−1rn = x∗ − PnA−1y = x∗ − Pnx∗. (5.7)
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Однако вернемся к общему случаю с наиболее часто встречаемым
на практике слабо сингулярным ядром.
5.2. Теоремы о сходимости общего проекционного мето-
да. Итак, пусть (здесь и в следующем разделе) g(σ) = − ln | sin σ2 |,
а X = L2 = L2[0, 2pi], Y = W 12 = W 12 [0, 2pi]. Обозначим через Pn =
= P (1)n (L2, IHTn ) ⊂ L(L2, L2) множество всех линейных проекционных
(т.е. P 2n = Pn) операторов, отображающих L2 в IH
T
n ⊂ L2 и ограничен-
ных по норме в совокупности.
Теорема 5.1. Пусть Pn ∈ P (1)n и y ∈ W 12 , а регулярное ядро
h(s, σ) таково, что оператор R : L2 → W 12 вполне непрерывен. Если
с.и.у. (5.1) имеет единственное решение x∗ ∈ L2 при любой y ∈ W 12 ,
то при всех n > n0 (номер n0 зависит от свойств ядра h(s, σ), в
частности, n0 = 0 при h(s, σ) ≡ 0 или же h(s, σ) = h(s − σ)),
приближенное уравнение (5.5) также имеет единственное решение
x∗n ∈ IHTn ⊂ L2 при любых Pny ∈ IHTn ⊂ W 12 , Pn ∈ P (1)n . Приближен-
ные решения сходятся в среднем со скоростью
‖x∗ − x∗n‖2 = O
{
ETn
( d
ds
Gx∗
)
2
}
= O
{
ETn (x
∗)2
}
. (5.8)
Следствие 1. В условиях теоремы операторы A−1n = (PnA)−1
(n > n0, Pn ∈ P (1)n ) ограничены по норме в совокупности:
‖A−1n ‖ = O (1), A−1n : Yn → Xn, Yn ⊂ W 12 , Xn ⊂ L2. (5.9)
Следствие 2. Если функции y(s) и R(x∗; s) ∈ W r+1Hα2 , то при-
ближенные решения сходятся в среднем и равномерно (при r + α >
1/2) со скоростями соответственно:
‖x∗ − x∗n‖2 = O (n−r−α); ‖x∗ − x∗n‖∞ = O (n−r−α+1/2). (5.10)
Доказательство. Поскольку P 2n = Pn и ‖Pn‖2 = O (1), то опера-
торы Pn сходятся сильно в L2 и для любых ϕ ∈ L2, Pn ∈ P (1)n
‖ϕ− Pnϕ‖2 6 ‖E − Pn‖2 ETn (ϕ)2 6 2 ‖Pn‖2 ETn (ϕ)2 = O
{
ETn (ϕ)2
}
.
(5.11)
Покажем, что операторы Pn сходятся сильно также в пространстве
W 12 , причем
‖ϕ− Pnϕ‖W12 6
(
1 +
n‖Pn‖2 + ‖E − Pn‖2
n+ 1
)
ETn (ϕ
′)2 6
6 3 ‖Pn‖2 ETn (ϕ′)2 = O {ETn (ϕ′)2}, ϕ ∈ W 12 , Pn ∈ P (1)n . (5.12)
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Действительно, с помощью результатов разделов 1.3 и 1.9 для любых
ϕ ∈ W 12 , Pn ∈ P (1)n последовательно находим
‖ϕ− Pnϕ‖1;2 = ‖ϕ− Pnϕ‖2 + ‖
d
ds
(E − Pn)(ϕ− Φnϕ‖2 6
6 ‖E − Pn‖2ETn (ϕ)2 + ETn (ϕ′)2 + n ‖Pn‖2‖ϕ− Φnϕ‖2 6
6 ‖Pn‖2 [ (2 + n)/(n+ 1) ]ETn (ϕ′)2 + ETn (ϕ′)2 6
6 3 ‖Pn‖2 ETn (ϕ′)2 = O
{
ETn (ϕ
′)2
}
, ϕ ∈ W 12 , Pn ∈ P (1)n . (5.12′)
Из (5.12′), в частности, следует, что операторы Pn : W 12 −→ W 12 огра-
ничены по норме в совокупности, точнее,
‖Pn‖W12→W12 6 1 + 3 ‖Pn‖L2→L2 6 4 ‖Pn‖2 = O (1). (5.13)
Поскольку Pn → E сильно в W 12 , а R : L2 −→ W 12 – вполне
непрерывный оператор, то операторы PnR→ R равномерно, т.е.
εn 6 ε′n ≡ ‖R− PnR‖ → 0, n→∞; R− PnR : L2 −→W 12 , Pn ∈ P (1)n .
(5.14)
Кроме того, в силу (5.12) для правых частей (5.1) и (5.5)
δn ≡ ‖y − Pny‖1;2 = O {ETn (y′)2} → 0, n→∞, Pn ∈ P (1)n . (5.15)
В силу соотношений (5.6), (5.14), (5.15) требуемое утверждение
следует из теорем 7, 6 и 14 гл.I [25] или же из вышеприведенных теорем
1.1, 1.2 и 1.11.
Замечание 5.1. Из теоремы 5.1 и ее следствия 1 следуют схо-
димость, устойчивость и оптимальность по порядку [25] как общего
проекционного метода (5.1) – (5.5) при Pn ∈ P (1)n , так и м.Г., м.п. и
м.н.к., oбоснованных в §1.
Пусть теперь Pn = P (2)n (L2, IHTn ) есть множество линейных
проекционных операторов из L2[0, 2pi] в IHTn ⊂ L2[0, 2pi], причем
Pn : L2 −→ L2 неограничены, а Pn : C2pi −→ L2 ограничены по норме
в совокупности.
Теорема 5.2. Пусть Pn ∈ P (2)n и y ∈ C12pi, а регулярное ядро
h(s, σ) таково, что оператор R : L2 −→ C12pi вполне непрерывен. Ес-
ли уравнение (5.1) имеет единственное решение x∗ ∈ L2 при любой
y ∈ W 12 , то при всех n, начиная с некоторого, уравнение (5.3) также
имеет единственное решение x∗n ∈ IHTn ⊂ L2 при любых Pny ∈ IHTn ⊂
⊂ W 12 , Pn ∈ P (2)n . Приближенные решения сходятся в среднем со ско-
ростью
‖x∗ − x∗n‖2 = O
{
ETn
( d
ds
Gx∗
)
∞
}
= O
{
ETn (x
∗)∞
}
. (5.16)
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Следствие 1. В условиях теоремы операторы A−1n = (PnA)−1
(n > n0, Pn ∈ P (2)n ) ограничены по норме в совокупности:
‖A−1n ‖ = O (1), A−1n : Yn −→ Xn, Yn ⊂W 12 , Xn ⊂ L2.
Следствие 2. Если функции y(s) и R(x∗; s) ∈ W r+1Hα, то при-
ближенные решения сходятся в среднем ( при r + α > 0 ) и равно-
мерно (при r + α > 1/2) со скоростями соответственно
‖x∗ − x∗n‖2 = O (n−r−α); ‖x∗ − x∗n‖∞ = O (n−r−α+
1
2 ).
Доказательство. Поскольку ‖Pn‖ = O (1), Pn : C2pi −→ L2, то
Pn → E˜ сильно, где E˜ – оператор вложения C2pi в L2, причем
‖ψ − Pnψ‖2 6 ‖E˜ − Pn‖∞→2 · ETn (ψ)∞ 6
6 2 ‖Pn‖∞→2 · ETn (ψ)∞ = O
{
ETn (ψ)∞
}
, Pn ∈ P (2)n , ψ ∈ C2pi. (5.17)
Покажем, что при n→∞ операторы Pn → E сильно, где E – оператор
вложения пространства C12pi в W 12 , причем
‖ψ − Pnψ‖1;2 6 (1 + pi ‖Pn‖∞→2)ETn (ψ′)∞ = O
{
ETn (ψ
′)∞
}
, (5.18)
где ψ ∈ C12pi, Pn ∈ P (2)n .
Действительно, с помощью результатов (и обозначений) раздела
1.4 для любых ψ ∈ C12pi и Pn ∈ P (2)n последовательно находим
‖ψ − Pnψ‖1;2 = ‖ψ − Pnψ‖2 +
∥∥∥∥ dds [(ψ − Φnψ) + Φn(ψ − Pnψ)]
∥∥∥∥
2
6
6 ‖ψ−Pnψ‖2+ETn (ψ′)2+n‖ψ−Pnψ‖2 6 (1+n) ‖E˜−Pn‖∞→2 ·ETn (ψ)∞+
+ETn (ψ
′)2 6
pi
2
‖E˜ − Pn‖∞→2 · ETn (ψ′)∞ + ETn (ψ′)∞ 6
6 (1 + pi ‖Pn‖∞→2)ETn (ψ′)∞ = O {ETn (ψ′)∞}. (5.18′)
Из (5.18) следует, что операторы Pn : C12pi −→W 12 ограничены по норме
в совокупности, точнее
‖Pn‖C12pi→W12 6 2 + pi ‖Pn‖C2pi→L2 6 (2 + pi) ‖Pn‖C2pi→L2 = O (1). (5.19)
Поскольку Pn → E сильно, а R : L2 −→ C12pi – вполне непрерыв-
ный оператор, то операторы PnR→ R равномерно, т.е.
εn 6 ε′′n ≡ ‖R−PnR‖ → 0, n→∞; R−PnR : L2 −→W 12 , Pn ∈ P (2)n .
(5.20)
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Кроме того, в силу (5.18′) для правых частей (5.1) и (5.3) имеем
δn ≡ ‖y − Pny‖1;2 = O
{
ETn (y
′)∞
}→ 0, n→∞, Pn ∈ P (2)n . (5.21)
В силу (5.6), (5.20), (5.21) требуемое утверждение следует из теорем
6, 7 и 14 гл.I [25] или же из вышеприведенных теорем 1.1, 1.2 и 1.11.
Замечание 5.2. Из теоремы 5.1 и ее следствия 1 следует сходи-
мость и устойчивость как общего проекционного метода (5.1) – (5.3)
при Pn ∈ P (2)n , так и метода коллокации, обоснованного в разделе 1.4.
5.3. Возмущенный проекционный метод. Теперь в качестве
приближенного уравнения для с.и.у. (5.1) возьмем уравнение вида
Anxn ≡ Gxn + PnρP σn (hxn) = Pny (xn ∈ Xn, Pny ∈ Yn, Pn ∈ Pn),
(5.22)
где Rx ≡ ρhx , а P σn означает оператор Pn , примененный по перемен-
ной σ . Ясно, что уравнение (5.22) эквивалентно СЛАУ порядка
2n + 1 относительно коэффициентов полинома (5.2) или же относи-
тельно xn(sk), k = −n, n, где sk – любая система из 2n + 1 попарно
неэквивалентных узлов.
Рассматриваемый метод естественно называть "возмущенным про-
екционным методом"ввиду того, что, во-первых, он совпадает с про-
екционным методом решения "возмущенного"с.и.у. вида
Ax ≡ Gx+ ρP σn (hx) = y (x ∈ X, y ∈ Y ); (5.1′)
во-вторых, он получается из проекционного метода (5.5) путем возму-
щения регулярного ядра h(s, σ) по переменной σ.
Пусть оператор Pn таков, что
ρ[P σn (hxn)] = ρ[(P
σ
n h)xn], xn ∈ Xn, Pn ∈ Pn (5.23)
(как показано в разделе 1.5, для ряда конкретных операторов это усло-
вие выполняется). Тогда в силу (5.5) и (5.22) имеем
‖Anxn − Anxn‖Y = ‖Pnρ[(h− P σn h)xn]‖Y , xn ∈ Xn, Pn ∈ Pn. (5.24)
А тогда при выполнении дополнительного условия h′s(s, σ) ∈
∈ L2[0, 2pi]2 с помощью теоремы 5.1 находим при Pn ∈ P (1)n :
‖Anxn − Anxn‖Y 6 ‖Pn‖W12→W12 · ‖ρ(h− P
σ
n h)xn‖W12 =
= O
{
‖h− P σn h‖L2[0,2pi]2 + ‖h
′
s − P σn h′s‖L2[0,2pi]2
}
· ‖xn‖L2 =
= ‖xn‖2 ·O
{
ETσN (h)2 + E
Tσ
N (h
′
s)2
}
, xn ∈ Xn;
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поэтому справедлива оценка
‖An − An‖Xn→Yn = O
{
ETσn (h)2 + E
Tσ
n (h
′
s)2
}
, Pn ∈ P (1)n . (5.25)
Если же h′s(s, σ) ∈ C[0, 2pi]2 , то в силу (5.24) с помощью теоремы 5.2
находим аналогичную оценку при Pn ∈ P (2)n :
‖An − An‖Xn→Yn = O
{
ETσn (h)∞ + E
Tσ
n (h
′
s)∞
}
, Pn ∈ P (2)n . (5.26)
С помощью (5.24) – (5.26) из теорем 5.1 и 5.2 выводится
Теорема 5.3. Пусть в условиях теоремы 5.1 (соответствен-
но теоремы 5.2) существует производная h′s(s, σ) ∈ L2[0, 2pi]2 (соот-
ветственно ∃ h′s(s, σ) ∈ C[0, 2pi]2) и выполнено условие (5.23) 1).
Если с.и.у. (5.1) однозначно разрешимо в L2 при любой y ∈ W 12 , то
при всех n, начиная с некоторого, уравнение (5.22) также имеет
единственное решение x¯∗n = A−1n Pny, где Pn ∈ P (1)n (соответственно
Pn ∈ P (2)n ). Приближенные решения сходятся к точному решению
x∗ ∈ L2 в среднем со скоростью
‖x∗ − x¯∗n‖2 = O
{
ETn (x
∗)2 + ETσn (h)2 + E
Tσ
n (h
′
s)2
}
(5.27)
в условиях теоремы 5.1, а в условиях теоремы 5.2 – со скоростью
‖x∗ − x¯∗n‖2 = O
{
ETn (x
∗)∞ + ETσn (h)∞ + E
Tσ
n (h
′
s)∞
}
. (5.28)
Следствие. В условиях теоремы 5.3 обратные операторы A−1n
(n > n1 > n0) ограничены по норме в совокупности:
‖A−1n ‖ = O (1), A−1n : Yn −→ Xn, Yn ⊂ W 12 , Xn ⊂ L2, Pn ∈ P (i)n (i = 1, 2).
Замечание 5.3. Из теоремы 5.3 следует сходимость и устойчи-
вость как метода (5.1), (5.2), (5.22) при Pn ∈ P (i)n (i = 1, 2), так и
метода механических квадратур, обоснованного в разделе 1.5.
Замечание 5.4. Утверждения, аналогичные теоремам 5.1 – 5.3,
справедливы также для системы слабо с.и.у. I -рода, исследованной в
разделе 1.14.
5.4. О равномерной сходимости и насыщаемости мето-
дов. В этой главе, в том числе в теоремах 5.1 – 5.3, погрешность
исследуемых методов установлена в терминах теории приближения
1) При его невыполнении утверждение о сходимости метода сохраняется, однако
вместо оценок (5.27) и (5.28) будут другие оценки; здесь доказательство можно
вести с помощью принципа компактной аппроксимации Г.М.Вайникко (см., напр.,
[7]).
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функций полиномами. Такая характеристика погрешности носит уни-
версальный характер в том смысле, что она автоматически прослежи-
вает структурные свойства исходных данных; другими словами, рас-
смотренные методы являются, по терминологии К.И. Бабенко [3], не
насыщаемыми. Очевидно, что этот факт может иметь большое зна-
чение при численной реализации исследованных выше прямых и про-
екционных методов. Однако при численной реализации равномерные
оценки погрешности являются более предпочтительными, чем средне-
квадратические оценки. Способом, указанным в разделе 1.10, из сред-
неквадратических оценок могут быть выведены равномерные оценки
погрешности, которые также автоматически учитывают структурные
свойства исходных данных. В частности, в условиях теорем 5.1 – 5.3
большое значение имеют аппроксимационные характеристики проек-
ционных операторов Pn в пространстве C2pi , в том числе характер
роста их норм в C2pi. Если
‖Pn‖ = O (lnn), Pn : C2pi −→ C2pi, (5.29)
то для равномерной оценки погрешности методов (5.5) и (5.22) ре-
шения с.и.у. (5.1) справедливы такие же результаты, что и для ме-
тодов Галеркина, коллокации, подобластей и механических квадра-
тур. Здесь уместно отметить, что в силу теоремы Бермана–Зигмунда–
Марцинкевича (см., напр., в гл.7 [55]) для полиномиальных проекци-
онных операторов оценка (5.29) не может быть улучшена по порядку.
Поэтому, если мы хотим иметь прямые методы с более хорошей рав-
номерной оценкой погрешности, чем методы Галеркина, коллокации,
подобластей и квадратур, то необходимо отказаться от проекционно-
сти операторов Pn. Известно (см., напр., гл.IV [25]), что порождаемые
такими операторами некоторые из полиномиальных прямых методов
в пространствах непрерывных функций обладают более хорошими ап-
проксимативными свойствами, чем полиномиальные прямые методы
даже с самыми "хорошими"проекционными операторами. Однако с
сожалением приходится констатировать, что являющиеся более пред-
почтительными при таком сравнении прямые методы с непроекцион-
ными операторами обладают большим недостатком, а именно, в про-
странствах непрерывных функций они являются насыщаемыми.
5.5. Общий проекционный метод решения непериодиче-
ских уравнений. Результаты, аналогичные приведенным в разделах
5.1 – 5.4, справедливы также для непериодических слабо с.и.у. I рода.
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Проиллюстрируем сказанное на примере уравнения
Bϕ ≡ Hϕ+ Tϕ = f (ϕ ∈ L2p, f ∈ W 12q), (5.30)
Hϕ ≡ 1
pi
+1∫
−1
ln
1
|τ − t| ·
ϕ(τ)dτ√
1− τ 2 , Tϕ ≡
1
pi
+1∫
−1
h(t, τ)ϕ(τ)dτ√
1− τ 2 ≡ θ(hϕ);
здесь f(t) и h(t, τ) – известные непрерывные функции, а ϕ(t) – иско-
мая функция, которая разыскивается в пространстве L2p[−1, 1] с весом
p(t) = (1− t2)−1/2 , причем q(t) = (1− t2)1/2.
Приближенное решение с.и.у. (5.30) будем искать в виде
ϕn(t) =
n∑
k=0
αk t
k =
n∑
k=0
βk Tk(t), (5.31)
где αk, βk – неизвестные постоянные. Многочлен (5.31) будем определять
как точное решение уравнения
Bnϕn ≡ PnBϕn = Pnf (ϕn ∈ Xn, Pnf ∈ Yn, Pn ∈ Pn), (5.32)
где Xn и Yn – подпространства IHn алгебраических многочленов сте-
пени не выше n , наделенные нормами пространств соответственно
X = L2p[−1, 1] и Y = W 12q[−1, 1], а Pn ⊂ L(L2q, IHn).
Легко видеть, что уравнение (5.32) эквивалентно СЛАУ порядка
n+ 1 относительно коэффициентов многочлена (5.31).
Как уже отмечено в §3,Hψn ∈ IHn для любого ψn ∈ IHn 1). Поэто-
му, если оператор Pn ∈ Pn является проекционным (т.е. P 2n = Pn), то
приближенное уравнение (5.32) принимает вид
Bnϕn ≡ Hϕn + PnTϕn = Pnf (ϕn ∈ Xn, Pnf ∈ Yn, Pn ∈ Pn). (5.33)
Для рассматриваемого проекционного метода справедливы сле-
дующие утверждения.
Утверждение 1. Пусть Pn = P (1)n = {Pn} – множество всех
линейных проекционных операторов из L2q в IHn ⊂ L2q, ограничен-
ных по норме в совокупности. Тогда для схемы (5.30), (5.31), (5.33)
справедлив результат, аналогичный теореме 5.1.
Утверждение 2.Пусть Pn = P (2)n = {Pn} – множество проек-
ционных операторов из L2q в IHn, таких, что Pn : L2q −→ L2q неогра-
ничены, а Pn : C[−1, 1] −→ L2q ограничены по норме в совокупности.
1) Таким свойством обладает большое число интегральных операторов, в том
числе операторы с т.н. pi–ядрами (см. [71]). Поэтому излагаемый общий проекци-
онный метод применим также к более общим уравнениям, чем слабо с.и.у. (5.30).
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Тогда для схемы (5.30), (5.31), (5.33) имеет место результат, ана-
логичный теореме 5.2.
Утверждение 3. Уравнение (5.33) заменим возмущенным урав-
нением
Bnϕn ≡ Hϕn + PnθP τn (hϕn) = Pnf (ϕn ∈ Xn, Pnf ∈ Yn, Pn ∈ Pn),
(5.34)
где P τn означает, что оператор Pn применен по переменной τ. Для
схемы (5.30), (5.31), (5.34) справедлив результат, аналогичный тео-
реме 5.3.
Заметим, что указанные утверждения могут быть доказаны как
самостоятельно, так и (что еще проще) путем сведения (см. §3) уравне-
ний (5.30), (5.33) и (5.34) к частным случаям уравнений соответствен-
но (5.1), (5.5) и (5.22).
5.6. Общий проекционный метод решения слабосингу-
лярных уравнений II -рода. Результаты, полученные выше для
слабо с.и.у. I -рода (0.1) – (0.3) и их обобщений, легко переносятся на
слабо с.и.у.II -рода и существенно упрощаются и усиливаются. В обо-
значениях разделов 5.1 – 5.3 этот вопрос рассмотрим, хотя бы вкратце,
применительно к слабо с.и.у. II -рода вида
Kx ≡ x(s) + 1
2pi
2pi∫
0
h(s− σ)x(σ) dσ = y(s) (x, y ∈ L2); (5.35)
здесь h(s) ∈ L1[0, 2pi] и y(s) ∈ L2[0, 2pi] – известные 2pi-периодические
функции, а x(s) – искомая функция. Заметим, что в приложениях
нередко встречается ядро вида h(2θ) = |ctg θ|γ lnm | sin θ|, где θ = (s− σ)/2,
0 6 γ < 1, m+ 1 ∈ N, m+ γ > 0.
Приближенное решение уравнения (5.35) снова ищем в виде по-
линома (5.2), который будем определять как решение уравнения
Knxn ≡ xn + PnHxn = Pny (xn, Pny ∈ IHTn , Pn ∈ Pn), (5.36)
Hx ≡ H(x; s) ≡ 1
2pi
∫ 2pi
0
h(s− σ)x(σ) dσ, (5.37)
где Pn = {Pn} ⊂ L(L2, IHTn ) – некоторое множество линейных проек-
ционных (P 2n = Pn) операторов из L2[0, 2pi] в IH
T
n с L2-нормой. Ясно,
что уравнение (6.36) эквивалентно СЛАУ порядка 2n+1 относительно
коэффициентов полинома (5.2).
Для метода (5.35), (5.2), (5.36) справедливы следующие теоремы.
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Теорема 5.4. Пусть Pn ∈ P (1)n , y ∈ L2 и ck(h) 6= −1, k =
0,±1, . . . Тогда как точное уравнение (5.35), так и приближенные
уравнения (5.36) при любых n = 0, 1, . . . однозначно разрешимы в про-
странствах соответственно L2 и IHTn ⊂ L2. Приближенные ре-
шения x∗n = = K−1n Pny сходятся к точному решению x∗ = K−1y в
среднем, причем
min
k=0,±1,...
|1 + ck(h)|−1 6 ‖x∗ − x∗n‖2/‖y − Pny‖2 6 max
k=0,±1,...
|1 + ck(h)|−1,
(5.38)
‖x∗ − x∗n‖2 6 ETn (y)2‖E − Pn‖2/ min
k=0,±1,...
|1 + ck(h)|. (5.39)
Доказательство. Представляя функции x(s) и y(s) ∈ L2[0, 2pi]
через их ряды Фурье и подставляя их в уравнение (5.35), с учетом
полноты тригонометрической системы функций находим
ck(x) = ck(y)/[1 + ck(h)], k = 0,±1, . . . , (5.40)
где ck(ϕ) – комплексные коэффициенты Фурье функции ϕ(σ) ∈
L1[0, 2pi]. Очевидно, что функция
x∗(s) =
∞∑
k=−∞
ck(y)
1 + ck(h)
eiks ≡
∞∑
k=−∞
ck(x
∗) eiks (5.41)
является единственным решением уравнения (5.35).
Из (5.41) находим неравенства
‖x∗‖
2
=‖K−1y‖
2
=
{ ∞∑
k=−∞
∣∣∣∣ ck(y)1 + ck(h)
∣∣∣∣2
}1/2
6
{ ‖y‖2
mink=0,±1,... |1 + ck(h)|
}
,
‖x∗‖
2
= ‖K−1y‖
2
> ‖y‖
2
/ max
k=0,±1,...
|1 + ck(h)|.
Отсюда, в свою очередь, следуют неравенства
‖K−1‖
2
6 max
k=0,±1,...
|1 + ck(h)|−1, ‖K‖2 6 max
k=0,±1,...
|1 + ck(h)|. (5.42)
Заметим, что последнее неравенство легко выводится также из оче-
видной формулы
‖Kx‖2
2
=
∞∑
k=−∞
|ck(x)|2 · |1 + ck(h)|2, x ∈ L2.
Поскольку P 2n = Pn, то для любого xn ∈ IHTn имеем PnHxn = Hxn.
Тогда приближенное уравнение (5.36) принимает очень простой вид
Knxn ≡ xn +Hxn = Pny (xn, Pny ∈ IHTn , Pn ∈ P (1)n ). (5.43)
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Ясно, что в (5.43) оператор Kn является сужением оператора K на
IHTn ⊂ L2. Поэтому приближенное уравнение (6.36) однозначно разре-
шимо в IHTn при любых n = 0, 1, . . ., а x∗n = K−1n Pny = K−1Pny. В силу
этого для невязки и погрешности рассматриваемого приближенного
метода справедливы соотношения
rn ≡ y −Kx∗n = y − Pny, x∗ − x∗n = K−1rn. (5.44)
Из (5.44) легко находим неравенства
‖K‖−1
2
‖y − Pny‖2 6 ‖x∗ − x∗n‖2 6 ‖K−1‖2 ‖y − Pny‖2, (5.45)
‖x∗ − x∗n‖2 6 ‖K−1‖2 · ‖E − Pn‖2 ETn (y)2 = O
{
ETn (y)2
}
. (5.46)
Из (5.45) и (5.46) с учетом неравенств (5.42) следуют требуемые оценки
(5.38) и (5.39), а из них, в свою очередь, следует требуемое утвержде-
ние.
По аналогии с теоремой 5.4 доказывается следующая
Теорема 5.5. Пусть Pn ∈ P (2)n , y ∈ C2pi и ck(h) 6= −1, k =
0,±1, . . . Тогда как точное уравнение (5.35), так и приближенные
уравнения (5.36) при любых n = 0, 1, . . . однозначно разрешимы в про-
странствах соответственно L2 и IHTn ⊂ L2. Приближенные решения
сходятся в среднем, причем справедливы оценки (5.38) и
‖x∗ − x∗n‖2 6 2 ‖Pn‖∞→2 · ETn (y)∞ ·max
k
|1 + ck(h)|−1. (5.47)
Равномерную сходимость метода устанавливает следующая
Теорема 5.6.Пусть правая часть y ∈ C2pi и операторы Pn ∈
P (j)n (j = 1, 2) таковы, что ‖y−Pny‖∞ → 0 при n→∞. Тогда в усло-
виях каждой из теорем 5.4 и 5.5 приближенные решения сходятся
к точному решению равномерно, причем справедливы оценки
|1 + c0(|h|)|−1 6 {‖x∗ − x∗n‖∞/‖y − Pny‖∞} 6 ‖K−1‖∞, (5.48)
‖x∗ − x∗n‖∞ 6 2 ‖Pn‖∞‖K−1‖∞ ETn (y)∞. (5.49)
Если, кроме того, слабо сингулярное ядро h(s) таково, что оператор
H : L2 −→ C2pi ограничен, то справедлива равномерная оценка
‖x∗ − x∗n‖∞ 6
(
1 + ‖K−1‖
2
‖H‖
2→∞
) · ‖y − Pny‖∞. (5.50)
Доказательство проводится по схеме доказательства теоремы
5.4. С учетом очевидных соотношений
‖K‖∞ 6 1 + ‖H‖∞ 6 1 + c0(|h|)
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из (5.44) по аналогии с (5.38) выводим неравенства (5.48). Из (55.48),
в свою очередь, легко выводится оценка (5.49). Пусть теперь H –
ограниченный оператор из L2 в C2pi. Тогда из тождества x∗ − x∗n ≡
≡ y − Pny −H(x∗ − x∗n) находим
‖x∗ − x∗n‖∞ 6 ‖y − Pny‖∞ + ‖H‖2→∞ · ‖x∗ − x∗n‖2.
Отсюда и из правой части неравенств (5.45) получаем оценку
‖x∗ − x∗n‖∞ 6 ‖y − Pny‖∞ + ‖H‖2→∞ · ‖K−1‖2 · ‖y − Pny‖2,
откуда, в свою очередь, следует оценка (5.50).
5.7. О невязках приближенных методов. Более сильные
оценки, чем приведенные выше, имеют место для невязок исследован-
ных выше приближенных методов. Для иллюстрации приведем лишь
два результата.
Теорема 5.7. В условиях теоремы 1.12 методы коллокации и
механических квадратур и в условиях следствия 2 теоремы 5.1 об-
щий проекционный метод решения слабо с.и.у. (1.1) сходятся в том
смысле, что для невязок rn(s) = y(s)−K(x∗n; s) этих методов спра-
ведливы оценки
‖r(k)n (s)‖2 = O (n−r−α−1+k), r + α + 1 > k, k + 1 ∈ N. (5.51)
Доказательство приведем лишь в условиях следствия 2 теоре-
мы 5.1, где для общего проекционного метода при Pn ∈ P (1)n доказано,
что ‖x∗ − x∗n‖2 = O (n−r−α) . Тогда можно показать, что функция
ϕn(s) ≡ S(x∗n; s) ≡ y(s)−R(x∗n; s) ∈ W r+1Hα (5.52)
равномерно относительно n ∈ N . Тогда, как известно, существует по-
лином Qn(x) ∈ IHTn такой, что для k + 1 ∈ N справедливы оценки
‖ϕ(k)n (s)−Q(k)n (s)‖2 6 a n−r−1−α+k, r + 1 + α > k, (5.53)
где a – положительная постоянная, не зависящая от n ∈ N .
Для невязки проекционного метода решения с.и.у. (0.1) при Pn ∈
Pn справедливы тождества
rn = y −Kx∗n = Sx∗n − PnSx∗n = (E − Pn ) (ϕn −Qn ). (5.54)
Поэтому
dk rn(s)
dsk
=
dk [ϕn(s)−Qn(s) ]
dsk
− d
k
dsk
Pn[ (ϕn −Qn ); s]. (5.55)
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Используя неравенство Бернштейна в L2 и оценку (5.53) при k = 0 ,
последовательно находим∥∥∥∥ dkdsk Pn {(ϕn −Qn); s}
∥∥∥∥
2
6 nk ‖Pn(ϕn −Qn)‖2 6
6 nk ‖Pn‖2 ‖ϕn −Qn‖2 = O (nk) ·O (n−r−1−α) = O (n−r−1−α+k). (5.56)
Из соотношений (5.53) – (5.56) следует требуемая оценка (5.51)
для общего проекционного метода (5.2) – (5.5) при Pn ∈ P (1)n .
Аналогично теореме 5.7, но используя элементы теории прибли-
жений в пространствах C2pi и Hβ (см., напр., [48, 51, 75], а также [12,
13, 18, 25]), доказывается следующая
Теорема 5.8. В условиях теоремы 1.14 м.м.к. решения слабо
с.и.у. (0.1) сходится в том смысле, что для его невязки rn(s) спра-
ведливы оценки
‖r(k)n (s)‖β = O (n−r−1−α+k+β lnn), (5.57)
где r + 1 + α > k + β , k + 1 ∈ N , 0 6 β 6 1 , H0 ≡ C2pi .
5.8. Заключительные замечания.
Замечание 5.5. Условия теорем о м.к. и м.м.к могут быть
несколько ослаблены за счет соответствующих результатов глав 1 и
2 книги [35] об апппроксимативных свойствах интерполяционных опе-
раторов Лаграгжа.
Замечание 5.6. Завершая эту главу, отметим, что в ней, как
правило, была использована пара пространств L2, W 12 (с весами или
без них – в зависимости от ситуации). Однако аналогичные результаты
(без существенных изменений как в доказательствах, так и в формули-
ровках) могут быть получены и для пары пространств Lr,p, W 1r,q (при
любых r ∈ (1,∞) ) с весами p(s) ≡ q(s) ≡ 1, −∞ < s < +∞, для
периодических уравнений и p(t) = (1 − t2)−1/2, q(t) = (1 − t2)1/2,
−1 < t < 1, для непериодических уравнений. Кроме того, в случае
проекционных методов решения слабо с.и.у. первого рода вместо ин-
тегральных операторов Фредгольма везде можно брать произвольные
линейные операторы T , вполне непрерывные из L2 вW 12 (из L2p[−1, 1]
в W 12q[−1, 1] ) при Pn ∈ P (1)n и вполне непрерывные из L2 в C12pi (из
L2p[−1, 1] в C1[−1, 1]) при Pn ∈ P (2)n .
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ГЛАВА II
СПЛАЙНОВЫЕ МЕТОДЫ РЕШЕНИЯ
СЛАБОСИНГУЛЯРНЫХ ИНТЕГРАЛЬНЫХ
УРАВНЕНИЙ I-РОДА
Данная глава посвящена сплайн–методам решения слабосингу-
лярных интегральных уравнений (с.и.у. 1) ) первого рода вида
Fϕ ≡
+1∫
−1
h(t− τ)ϕ(τ) dτ = f(t), −1 6 t 6 1, (0.1)
Gx ≡ 1
2pi
pi∫
−pi
g(s− σ)x(σ) dσ = y(s), −∞ < s <∞, (0.2)
и некоторых их обобщений; здесь ϕ(t) и x(s) – искомые функции,
f(t) ∈ C[−1, 1], h(t) ∈ L1[0, 2] и y(s) ∈ C2pi , g(s) ∈ L1[0, 2pi] – данные
функции, причем h(t) и g(s) являются четными, а y(s), g(s) и x(s)
предполагаются 2pi-периодическими. Основное внимание будет уделе-
но теоретическому обоснованию сплайн–методов в смысле гл. 14 [55] и
гл. 1 [25].
Следует отметить, что метод сплайн–коллокации в частных
случаях задания ядер уравнений (0.1) и (0.2), а именно, при
h(t) = − ln |t|, h(t) = |t|−γ, 0 < γ < 1, (0.3)
и
g(s) = − ln
∣∣∣sin s
2
∣∣∣ , g(s) = ∣∣∣sin s
2
∣∣∣−γ , 0 < γ < 1, (0.4)
рассматривался ранее в ряде работ (обзор соответствующих результа-
тов имеется в гл. 4 [34]); ниже нам понадобится также ядро
g(s) =
∣∣∣ctg s
2
∣∣∣γ , 0 < γ < 1. (0.5)
§1. Непериодические уравнения
1.1. Схема метода сплайн–коллокации нулевого порядка.
В этом параграфе рассматриваются сплайновые методы решения урав-
нения (0.1). Сначала приведем вычислительную схему метода сплайн–
коллокации нулевого порядка.
1) В этой главе используются введенные выше обозначения и сокращения.
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На сегменте [−1, 1] введем две системы узлов
tk = tk,n = −1 + 2k
n
, k = 0, n, n ∈ N, (1.1)
tk = tk,n = −1 + 2k − 1
n
, k = 1, n, (1.2)
и обозначим через ψk = ψk,n(t) ∈M [−1, 1] характеристические функ-
ции интервалов (tk−1, tk], k = 1, n , непрерывные справа, а функцию
ψ1(t) будем считать также непрерывной слева; здесь и далее M [−1, 1]
– пространство определенных на [−1, 1] ограниченных функций с обыч-
ной sup–нормой.
Приближенное решение уравнения (0.1) будем искать в виде сплай-
на нулевого порядка
ϕn(t) =
n∑
k=1
αk ψk(t), (1.3)
неизвестные коэффициенты αk которого будем определять из условий
F (ϕn; t¯j) = f(t¯j), j = 1, n. (1.4)
Эти условия эквивалентны СЛАУ вида
n∑
k=1
aj−k αk = fj, j = 1, n, fj = f(t¯j), aj−k = F (ψk; t¯j). (1.5)
Легко видеть, что
aj−k =
tk∫
tk−1
h(t¯j − τ) dτ =
k−j
n +
1
2n∫
k−j
n − 12n
h(τ) dτ =
=
t¯k−j+1∫
t¯k−j
h(τ) dτ =
t¯j−k+1∫
t¯j−k
h(τ) dτ = ak−j. (1.6)
Поэтому матрица An ≡ [aj−k]k=1,nj=1,n системы (1.5) является симметрич-
ной и теплицевой, что´ значительно облегчает исследование рассматри-
ваемого метода. Однако следует отметить, что только что приведенная
вычислительная схема в общем случае, по–видимому, не обоснована; в
ряде частных случаев в работе [79] предложены интересные результа-
ты о свойствах матрицы An (см. также [83, 85]).
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1.2. Некоторые общие результаты. В общем случае уравне-
ния (0.1) предполагаем (в конкретных случаях выполнение этого пред-
положения должно быть доказано), что матрица An является невы-
рожденной хотя бы при n > n0 . Тогда, очевидно, имеем
0 < ‖A−1n ‖i ≡ θn,i <∞ ( i = 1, 2, 3 ), (1.7)
где θn,i означает i–ю норму матрицы A−1n , согласованную с i–й нормой
n –мерного вектора. Здесь и далее будем пользоваться следующими
нормами векторов:
‖σ‖
1
= max
16k6n
|σk|, ‖σ‖2 =
1
n
n∑
k=1
|σk|,
‖σ‖
3
=
(
1
n
n∑
k=1
|σk|2
)1/2
, σ = (σ1, σ2, . . . , σn),
‖σ‖
2
6 ‖σ‖
3
6 ‖σ‖
1
.
Из условия (1.7) следует, что хотя бы при n > n0 определяется
приближенное решение
ϕ∗n(t) =
n∑
k=1
α∗k ψk(t), −1 6 t 6 1, (1.3∗)
где α∗1, α∗2, . . . , α∗n – решение СЛАУ (1.5). Докажем теоремы о его схо-
димости к точному решению ϕ∗(t) и установим оценки погрешности
в зависимости от свойств элементов уравнения (0.1).
Введем вектор погрешности ε = (ε1, ε2, . . . , εn) с компонентами
εk = ϕ
∗(t¯k) − ϕ∗n(t¯k) , и через ω(ϕ; δ) = ω(ϕ; δ)C = ω(ϕ; δ)∞ будем
обозначать, как и выше, модуль непрерывности функции ϕ ∈ C[−1, 1]
с шагом δ ∈ (0, 2] .
Теорема 1.1. Пусть выполнены условия: а)
2∫
0
|h(τ)| dτ ≡ a < ∞ ;
б) хотя бы при n > n0 матрица An невырожденная; в) уравне-
ние (0.1) имеет такое решение ϕ∗ ∈ C[−1, 1], что при n→∞
θn,i ω(ϕ
∗; 1/n)
C
= o (1), i = 1, 3. (1.8)
Тогда приближенные решения (1.3∗) сходятся в следующем смысле:
‖ε‖
i
6 a θn,i ω(ϕ∗; 1/n)C = o (1), i = 1, 3. (1.9)
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Доказательство. Введем оператор Sn=S0n : C[−1, 1]−→M [−1, 1]
по формуле
Snϕ = S
0
n(ϕ; t) =
n∑
k=1
ϕ(t¯k)ψk(t), ϕ ∈ C[−1, 1]. (1.10)
Поскольку F (ϕ∗; t¯j) = f(t¯j) = F (ϕ∗n; t¯j), j = 1, n , то справедливо
тождество
F (ϕ∗n − Snϕ∗; t¯j) = F (ϕ∗ − Snϕ∗; t¯j), j = 1, n. (1.11)
В силу (1.4) – (1.6) это тождество можно представить в виде
n∑
k=1
aj−k [ϕ∗n(t¯k)− ϕ∗(t¯k)] = F (ϕ∗ − Snϕ∗; t¯j), j = 1, n. (1.12)
Запишем (1.12) в векторном виде
An ε = r, (1.12′)
где ε и r суть n –мерные вектора с координатами соответственно εk
и rk = −F (ϕ∗−Snϕ∗; t¯k), k = 1, n . Тогда с учетом условия б) теоремы
имеем
ε = A−1n r, ‖ε‖i 6 θn,i ‖r‖i, i = 1, 3. (1.13)
Ясно, что для вектора r = (r1, r2, . . . , rn) справедливы неравенства
‖r‖
i
6 ‖r‖
1
= max
16k6n
|F (ϕ∗ − Snϕ∗; t¯k)| 6 ‖F (ϕ∗ − Snϕ∗)‖C 6
6 ‖F‖
M→C · ‖ϕ∗ − Snϕ∗‖M , i = 2, 3. (1.14)
Легко показать, что в силу условия а) теоремы имеем
‖F‖
M→C=‖F‖C→C= max−16t61
∫ +1
−1
|h(τ − t)| dτ=
∫ 2
0
|h(τ)| dτ ≡ a <∞.
(1.15)
Из (1.13) – (1.15) находим оценки
‖ε‖
i
6 a θn,i ‖ϕ∗ − Snϕ∗‖M , i = 1, 3. (1.16)
Очевидно, что для любой ϕ ∈ C[−1, 1]
‖ϕ− Snϕ‖M = max16i6n maxti−16t6ti |ϕ(t)− ϕ(t¯i)| 6 ω(ϕ; 1/n)C . (1.17)
Из (1.16), (1.17) получаем оценку (1.9), а из нее с учетом условия (1.8)
следует утверждение теоремы.
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Положим здесь X(1) =M [−1, 1] , X(2) = L1[−1, 1] , X(3) =
= L2[−1, 1] с нормами соответственно
‖ϕ‖
M
= sup
−16t61
|ϕ(t)| ≡ ‖ϕ‖∞, ϕ ∈ X(1),
‖ϕ‖
L1
=
1
2
∫ +1
−1
|ϕ(t)| dt ≡ ‖ϕ‖
1
, ϕ ∈ X(2),
‖ϕ‖
L2
=
(
1
2
∫ +1
−1
|ϕ(t)|2 dt
)1/2
≡ ‖ϕ‖
2
, ϕ ∈ X(3).
Теорема 1.2. В условиях теоремы 1.1 приближенные решения
(1.3∗) сходятся соответственно равномерно (при i = 1 ) в среднем
(при i = 2 ) и в среднем квадратичном (при i = 3 ) со скоростями
соответственно
‖ϕ∗ − ϕ∗n‖X(i) = O
{
θn,i ω (ϕ
∗; 1/n)
C
}
= o (1), i = 1, 3. (1.18)
Доказательство. В силу (1.10), (1.1), (1.2), (1.17) справедливы
неравенства
‖ϕ∗ − ϕ∗n‖X(i) 6 ‖ϕ∗ − Snϕ∗‖X(i) + ‖Sn[ϕ∗ − ϕ∗n]‖X(i), (1.19)
‖ϕ∗ − Snϕ∗‖X(i) 6 ‖ϕ∗ − Snϕ∗‖X(1) 6 ω(ϕ∗; 1/n)C , i = 2, 3. (1.20)
Функции ϕ ∈ C[−1, 1] поставим в соответствие n –мерный вектор
~ϕ = (ϕ(t¯1, . . . , ϕ(t¯n) ). Поскольку Sn(ϕ; t) = ϕ(t¯k) ≡ ϕk для любой
точки t ∈ (tk−1, tk], k = 1, n, то для любой функции ϕ ∈ C[−1, 1]
легко находим
‖Sn(ϕ; t)‖X(1) = max16k6n |ϕk| = ‖~ϕ‖1 6 ‖ϕ‖∞; (1.21)
‖Sn(ϕ; t)‖X(2) =
1
2
∫ +1
−1
|Sn(ϕ; t)| dt 6 1
2
n∑
k=1
|ϕk|
∫ +1
−1
ψk(t) dt =
=
1
n
n∑
k=1
|ϕk| = ‖~ϕ‖2 6 ‖~ϕ‖3 6 ‖~ϕ‖1 6 ‖ϕ‖∞; (1.22)
‖Sn(ϕ; t)‖X(3) =
(
1
2
∫ +1
−1
|Sn(ϕ; t)|2 dt
)1/2
=
=
(
1
2
n∑
k=1
n∑
j=1
ϕk ϕj
∫ +1
−1
ψk(t)ψj(t) dt
)1/2
=
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=(
1
2
n∑
k=1
|ϕk|2
∫ tk
tk−1
ψ2k(t) dt
)1/2
=
(
1
n
n∑
k=1
|ϕk|2
)1/2
=
= ‖~ϕ‖
3
6 ‖~ϕ‖
1
6 ‖ϕ‖∞. (1.23)
Из соотношений (1.19) – (1.23) с учетом аппроксимативных свойств
сплайна Snϕ∗ находим
‖ϕ∗ − ϕ∗n‖X(i) 6 ‖ϕ∗ − Snϕ∗‖X(i) + ‖~ϕ∗ − ~ϕn∗‖i 6
6 ω(ϕ∗; 1/n)∞ + ‖ε‖i, i = 1, 3, (1.24)
где вектор ε = ~ϕ∗ − ~ϕ∗n определен выше. Очевидно, что из формул
(1.24) и (1.9) следует требуемое утверждение.
Теорему 1.2 несколько дополняет следующая
Теорема 1.3. Пусть выполнены условия: а) F : L2[−1, 1] −→
C[−1, 1] – ограниченный оператор; б) существует A−1n (n > n0) и
‖A−1n ‖3 = θn,3 <∞ ; в) уравнение (1.1) разрешимо в L2 хотя бы при
данной правой части f(t) ∈ C[−1, 1] и его решение ϕ∗(t) ∈ L2[−1, 1]
удовлетворяет условию
θn,3 ω(ϕ
∗; 1/n)2 = o (1), n→∞. (1.25)
Тогда приближенные решения ϕ∗n(t) сходятся в L2[−1, 1] со скоро-
стью
‖ϕ∗ − ϕ∗n‖2 = O {θn,3 ω(ϕ∗; 1/n)2}, (1.26)
где ω(ϕ∗; δ)2 – модуль непрерывности функции ϕ
∗(t) с шагом δ ∈
(0, 2] в пространстве L2[−1, 1] .
Доказательство. Пусть L2,n – линейная оболочка, натянутая
на элементы ψ1, ψ2, . . . , ψn . Ясно, что L2,n ⊂ L2 и уравнения (1.1) и
(1.5) эквивалентны операторным уравнениям соответственно
Fϕ = f (ϕ, f ∈ L2), Fnϕn ≡ SnFϕn = Snf (ϕn, Snf ∈ L2,n). (1.27)
Для этих уравнений в силу теоремы 6 гл. I [25] и условия б) теоремы
справедливо тождество
ϕ∗ − ϕ∗n = (E − F−1n SnF ) (ϕ∗ − ϕ0n), n > n0, (1.28)
где ϕ0n – произвольный элемент из L2,n . Положим
ϕ0n(t) =
n
2
n∑
k=1
ψk(t)
∫ tk
tk−1
ϕ∗(t) dt. (1.29)
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Тогда, как известно (см., напр., [57]),
‖ϕ∗ − ϕ0n‖2 6 ω(ϕ∗; 2/n)2 6 2ω(ϕ∗; 1/n)2. (1.30)
Из (1.28) – (1.30) следует оценка
‖ϕ∗ − ϕ∗n‖2 6 2ω(ϕ∗; 1/n)2 · (1 + ‖F−1n ‖2 · ‖SnF‖2), (1.31)
где F−1n : L2,n −→ L2,n ⊂ L2, SnF : L2 −→ L2,n ⊂ L2 .
В силу (1.23) и условия а) теоремы для любого ϕ ∈ L2 имеем
‖SnFϕ‖L2 6 ‖Fϕ‖C 6 ‖F‖L2→C · ‖ϕ‖L2 ≡ a′ ‖ϕ‖L2 . (1.32)
Возьмем сплайн ϕn(t) =
∑n
k=1 ak ψk(t) ∈ L2,n и образуем вектор
~ϕn = (a1, a2, . . . , an) ∈ IRn с компонентами ak = ϕn(t¯k), k = 1, n ;
наоборот, вектору ~ϕn = (a1, a2, . . . , an) ∈ IRn поставим в соответствие
сплайн ϕn(t) =
∑n
k=1 ak ψk(t) ∈ L2,n . Тогда в силу (1.23) имеем
‖ϕn‖L2 =
{
1
2
∫ +1
−1
|ϕn(t)|2 dt
}1/2
=
(
1
n
n∑
k=1
|ak|2
)1/2
= ‖~ϕn‖3, (1.33)
и поэтому пространства L2,n и IRn являются изоморфными и изомет-
ричными. Отсюда и из (1.3) – (1.6), (1.27) находим
‖Fnϕn‖2 = ‖An~ϕn‖3 (ϕn ∈ L2,n, ~ϕn ∈ IRn ). (1.34)
Из (1.34), (1.33) следует, что операторы Fn : L2,n −→ L2,n и матрицы
An : IRn −→ IRn обратимы (или нет) одновременно и
‖Fn‖2 = ‖An‖3; ‖F−1n ‖2 = ‖A−1n ‖3 ≡ θn,3 <∞. (1.35)
Теперь из (1.31), (1.32), (1.35) следует требуемое утверждение:
‖ϕ∗ − ϕ∗n‖2 6 2 (1 + a′ θn,3)ω(ϕ∗; 1/n)2. (1.26′)
Замечание 1.1. Если F – ограниченный оператор в C или из L
в C , то результат, аналогичный теореме 1.3, можно получить также в
пространствах C[−1, 1] и L[−1, 1] ; при этом существенную роль игра-
ют аналоги соотношений (1.34), (1.35) для пар пространств M [−1, 1]
и mn; L1[−1, 1] и ln1 . А тогда теорема 1.1 может быть получена также
только что указанным способом, т.е. с помощью общей теории прибли-
женных методов анализа.
1.3. Приложения к конкретным уравнениям. Ясно, что для
применимости теорем 1.1 – 1.3 необходимо знать некоторые структур-
ные свойства решения ϕ∗(t) уравнения (0.1) и свойства матрицы An .
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Отметим, что свойства ϕ∗(t) для конкретных слабосингулярных раз-
ностных ядер h(t−τ) можно установить с помощью соответствующих
результатов работ [9, 45, 66, 72]. А нужные нам свойства матрицы An
с учетом ее симметричности и теплицевости в ряде случаев легко вы-
вести из известных результатов В.А. Цецохо (см., напр., [78-81]). При-
ведем два из таких результатов в следующей лемме.
Лемма 1.1. а) Если h(t, τ) = |t − τ |−γ, где 0 < γ = const < 1,
то
θn,3 = ‖A−1n ‖3 = O (n1−γ); (1.36)
б) если же h(t− τ) = ln |t− τ |, то
θn,3 = ‖A−1n ‖3 = O (n). (1.37)
Из теорем 1.1 – 1.3 и леммы 1.1 в случае ядер (0.3) следует
Теорема 1.4. В случае ядер (0.3) СЛАУ (1.5) имеет единствен-
ное решение α∗1, α∗2, . . . , α∗n. При этом справедливы утверждения:
а) Если решение уравнения (0.1) с ядром h(τ) = |τ |−γ, 0 < γ < 1,
удовлетворяет условию ϕ∗ ∈ Hα[−1, 1], 0 < α 6 1, то при α+γ > 1
приближенное решение (1.3∗) сходится к точному решению ϕ∗(t) со
скоростью
max(‖ϕ∗ − ϕ∗n‖2, ‖~ϕ∗ − ~ϕ∗n‖3) = H(ϕ∗;α) ·O (n1−α−γ); (1.38)
если же ϕ∗ ∈ Hα2 , а γ < 1/2, то и со скоростью
max(‖ϕ∗ − ϕ∗n‖2, ‖~ϕ∗ − ~ϕ∗n‖3) = H(ϕ∗;α)2 ·O (n1−α−γ). (1.39)
б) Если решение уравнения (0.1) с ядром h(τ) = ln |τ | удовлетво-
ряет условию ϕ∗ ∈ Hα2 [−1, 1], 0 < α 6 1, то справедлива оценка 1)
max(‖ϕ∗ − ϕ∗n‖2, ‖~ϕ∗ − ~ϕ∗n‖3) = H(ϕ∗;α)2 ·O (n1−α), (1.40)
где H(ϕ;α) и H(ψ;α)2 – наименьшие постоянные условий Гe¨льдера
функций ϕ ∈ Hα и ψ ∈ F α2 в пространствах соответственно Hα =
= Lip α и Hα2 = Lip (α, 2) (0 < α 6 1) .
Замечание 1.2. Приведенные выше результаты справедливы лишь
в случае, если точное решение с.и.у. (0.1) удовлетворяет условию ϕ∗ ∈
L2[−1, 1] . Если же решение ϕ∗ /∈ L2[−1, 1] , то согласно теории с.и.у.
(0.1) его, как правило, можно представить в виде
ϕ∗(t) = ψ∗(t) (1− t2)−1/2, (1.41)
1) Здесь, как и выше, ~ϕ∗ − ~ϕ∗n есть n –мерный вектор с координатами ϕ∗(t¯k)−
ϕ∗n(t¯k) = ϕ
∗(t¯k)− α∗k, k = 1, n..
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где ψ∗ ∈ L2[−1, 1] – новая искомая функция, не обращающаяся в
нуль в точках t = ±1 . В этом случае аналоги приведенных выше
результатов можно получить, выбирая в качестве основного простран-
ства X пространство Lp[−1, 1] с показателем p ∈ (1, 2) ; однако в
этом случае проще всего свести с.и.у. (0.1), как это указано в §3 гл. I,
к частному случаю с.и.у. (0.2) относительно новой искомой функции
x(σ) = ψ(cos σ) и пользоваться результатами следующих параграфов.
§2. Периодические уравнения
2.1. Сплайн–методы коллокации и подобластей нулевого
порядка. Рассмотрим слабо с.и.у. I-рода (0.2), записанное в виде
Gx ≡ 1
2pi
∫ 2pi
0
g(|s− σ|)x(σ) dσ = y(s), −∞ < s < +∞, (2.1)
где y(s) ∈ C2pi, g(s) ∈ L1[0, 2pi] – известные функции, а x(s) – ис-
комая функция, которая разыскивается в пространстве 2pi –периоди-
ческих функций L2[0, 2pi] с обычной нормой ‖x‖ = ‖x‖2 .
Сразу отметим, что для уравнения (2.1) справедливы результаты,
вполне аналогичные теоремам 1.1 – 1.4. В частности, для ядер (0.4),
(0.5) имеет место утверждение, аналогичное лемме 1.1 и теореме 1.4.
Здесь узлы сплайна и узлы коллокации определяются формулами со-
ответственно
sk =
2kpi
n
, k = 0, n; s¯j =
2j − 1
n
pi, j = 1, n, n ∈ N, (2.2)
а функции ψk(s) вводятся как и выше. Однако наличие дополни-
тельной информации, т.е. периодичность функций g(σ) и y(s) , поз-
воляет получить и дополнительные результаты. Например, для ядра
g(σ) = − ln|sin(σ/2)| элементы матрицы An = [aj−k]k=1,nj=1,n в рассмат-
риваемом случае можно представить в виде
aj−k =
1
2pi
(j−k+ 12 )δ∫
(j−k− 12 )δ
g(|σ|) dσ =
(k−j+ 12 )δ∫
(k−j− 12 )δ
g(|σ|) dσ = ak−j =
=
ln 2
n
+
1
2pi
∞∑
l=1
sin l(j − k + 12)δ + sin l(k − j + 12)δ
l2
, (2.3)
где δ = 2pi/n . Эта формула позволяет легко доказать, что матрица
An является невырожденной при всех n > 2 и для третьей нормы
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обратной к ней матрицы справедлива оценка
‖A−1n ‖3 = O (n); (2.4)
для остальных ядер из (0.4), (0.5) аналогично доказывается, что
‖A−1n ‖3 = O (n1−γ), 0 < γ < 1 . (2.5)
Заметим, что неравенства (2.4) и (2.5) хорошо согласуются с оцен-
ками соответственно (1.37) и (1.36) для непериодического случая. По-
этому для уравнения (2.1) метод сплайн–коллокации нулевого порядка
приводит к результатам, вполне аналогичным теоремам 1.1 – 1.4. Од-
нако здесь на подробных формулировках останавливаться не будем,
а рассмотрим, хотя бы вкратце, метод сплайн–подобластей нулевого
порядка.
Приближенное решение уравнения (2.1) будем искать в виде сплай-
на
xn(s) =
n∑
k=1
βk ψk(s), −∞ < s <∞, (2.6)
где ψk(s) суть 2pi–периодические характеристические функции ин-
тервалов (sk−1, sk] . Неизвестные коэффициенты будем определять из
условий∫
∆j
G(xn; s) ds =
∫
∆j
y(s) ds , j = 1, n, ∆j = [sj−1, sj] , (2.7)
где узлы sj определены в (2.2). Эти условия эквивалентны СЛАУ
n∑
k=1
αj−k βk = yj, j = 1, n, (2.8)
где
yj =
∫
∆j
y(s) ds, αj−k =
∫
∆j
G(ψk; s) ds, ∆j = [sj−1, sj]. (2.9)
С учетом свойств функции g(σ) легко показать, что
αj−k =
1
2pi
∫
∆j
ds
∫
∆k
g(|s− σ|) dσ = 1
2pi
∫
∆k−j
ds
∫ s+δ
s
g(|σ|) dσ=αk−j.
(2.10)
Таким образом, матрица СЛАУ (2.8) является симметричной и
теплицевой, а это значительно облегчает исследование метода сплайн–
подобластей. Для иллюстрации приведем следующие результаты.
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Теорема 2.1. Пусть ядро g(σ) ∈ L1[0, 2pi] таково, что его коси-
нус–коэффициенты Фурье неотрицательны и уравнение (2.1) имеет
решение x∗(s) ∈ L2[0, 2pi] хотя бы при данной правой части y(s) ∈
L2[0, 2pi]. Тогда решение уравнения (2.1) единственно и для любых
n ∈ N СЛАУ (2.8), (2.9) имеет единственное решение β∗1 , . . . , β∗n
при любых правых частях.
Доказательство. Уравнение (2.1) будем рассматривать как опе-
раторное уравнение вида
Gx = y (x, y ∈ L2[0, 2pi] ), (2.1′)
где G – симметричный оператор. Для любой x ∈ L2 , как и в разделе
1.1 гл. I, имеем
(Gx, x) =
∞∑
k=−∞
|ck(x)|2 ck(g),
где ck(x) и ck(g) – комплексные коэффициенты Фурье функций x(s)
и g(s) . В условиях теоремы легко видеть, что
ck(g) =
1
2pi
∫ 2pi
0
g(σ) e−ikσ dσ =
1
pi
∫ pi
0
g(σ) cosk σ dσ > 0 (2.11)
для любых k = 0, ±1, . . . Поэтому оператор G : L2 −→ L2 явля-
ется положительным. Отсюда заключаем, что уравнение (2.1) имеет
единственное решение при данной правой части y ∈ L2 . Пусть Xn ⊂
L2[0, 2pi] есть подпространство всех 2pi–периодических сплайнов нуле-
вого порядка с узлами sk, k = 0, n , из (2.2). Поскольку dim Xn = n < ∞ ,
то в силу сказанного оператор G на Xn будет положительно опреде-
ленным:
(Gxn, xn) > γ2n (xn, xn), xn ∈ Xn, (2.12)
где γ2n = const > 0 и не зависит от xn ∈ Xn , но, вообще говоря,
зависит от n .
Обозначим через Sn : L2 −→ Xn оператор, определяемый по
формуле
Sn(x; s) =
n
2pi
n∑
k=1
ψk(s)
∫ sk
sk−1
x(σ) dσ, sk =
2kpi
n
, x ∈ L2. (2.13)
Тогда СЛАУ (2.8), (2.9) эквивалентна операторному уравнению
Gnxn ≡ SnGxn = Sny (xn, Sny ∈ Xn ). (2.8′)
Легко показать, что Sn является оператором ортогонального проекти-
рования на подпространство Xn ⊂ L2 . Поэтому для любого xn ∈ Xn
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с учетом (2.12), (2.13) последовательно находим
(Gnxn, xn) = (SnGxn, xn) = (Gxn, Sn
∗xn) =
= (Gxn, Snxn) = (Gxn, xn) > γ2n ‖xn‖22 , (2.14)
где Sn∗ – сопряженный с Sn оператор. Отсюда для любого xn ∈ Xn
получаем неравенство
‖Gnxn‖2 > γ2n ‖xn‖2. (2.15)
Из (2.15) следует, что оператор Gn : Xn −→ Xn ⊂ L2 имеет левый
линейный обратный G−1nl и ‖G−1nl ‖ 6 γ−2n (n ∈ N) . Так как Gn :
Xn −→ Xn с dimXn = n <∞ , то существует также правый линейный
обратный G−1nr и G
−1
nl = G
−1
nr = G
−1
n , причем
‖G−1n ‖2 6 γ−2n (n ∈ N ). (2.16)
Эти соотношения приводят к справедливости теоремы 2.1.
Замечание 2.1. Следует отметить, что γ2n → 0 при n→∞ , что´
хорошо согласуется с неограниченностью оператора G−1 в L2 и тем
легко доказываемым фактом, что Gn = SnG : L2 −→ L2 сходится
(по крайней мере, сильно) к оператору G : L2 −→ L2 ; более того,
поскольку Sn → E сильно в L2 , а оператор G во многих случаях
(напр., для ядер (0.4), (0.5)) является вполне непрерывным, то в ука-
занных случаях Gn → G равномерно в L2 , т.е. ‖Gn − G‖2 → 0 при
n→∞ .
Теорема 2.2. Если в условиях теоремы 2.1 решение x∗ ∈ L2[0, 2pi]
уравнения (2.1) таково, что
ω(x∗; 1/n)2 = o(γ
2
n), (2.17)
то приближенные решения x∗n(s) = G−1n Sny =
∑n
k=1 β
∗
k ψk(s) сходят-
ся в среднем со скоростью
‖x∗ − x∗n‖2 = O {γ−2n ω(x∗; 1/n)2 }. (2.18)
Доказательство. В силу (2.16) для уравнений (2.1′) и (2.8′) из
теоремы 6 гл. I [25] следует оценка
‖x∗ − x∗n‖2 6 (1 + ‖G−1n SnG‖2) ‖x∗ − Snx∗‖2. (2.19)
Поскольку
‖G−1n SnG‖L2→L2 6 ‖G−1n ‖Xn→Xn · ‖Sn‖L2→L2 · ‖G‖L2→L2 , n ∈ N,
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то в силу (2.19) имеем
‖x∗ − x∗n‖2 6 (1 + γ−2n ‖G‖2) ‖x∗ − Snx∗‖2.
Отсюда и из аналога неравенств (1.30) в периодическом случае нахо-
дим
‖x∗ − x∗n‖2 6 (1 + γ−2n ‖G‖2)ω(x∗; 2pi/n)2. (2.20)
Из (2.20) и (2.17) следует требуемое утверждение:
‖x∗ − x∗n‖2 6 (1 + 2 pi) (1 + γ−2n ‖G‖2)ω(x∗; 1/n)2 =
= O {γ−2n ω(x∗; 1/n)2} = o(1). (2.18′)
Теперь применим метод сплайн–подобластей к полному уравне-
нию вида
Ax ≡ Gx+ Tx = y (x, y ∈ L2 ), (2.21)
где оператор G определен в (2.1), а
Tx ≡ 1
2pi
∫ 2pi
0
h(s, σ)x(σ) dσ, h(s, σ) ∈ L2[0, 2pi]2. (2.22)
Приближенное решение уравнения (2.21) ищем в виде сплайна
(2.6), коэффициенты β1, β2, . . . , βn которого определяем из условий∫
∆j
A(xn; s) ds =
∫
∆j
y(s) ds, j = 1, n, ∆j = [sj−1, sj], (2.23)
где узлы определены в (2.2). Ясно, что условия (2.23) эквивалентны,
с одной стороны, СЛАУ порядка n относительно β1, β2, . . ., βn , с
другой стороны, они эквивалентны операторному уравнению вида
Anxn ≡ SnGxn + SnTxn = Sny (xn, Sny ∈ Xn ), (2.24)
заданному в подпространстве Xn = L({ψk(s)}n1 ) ⊂ L2 , где оператор
Sn определен в (2.13).
Для схемы (2.21) – (2.24) справедлива следующая
Теорема 2.3. Пусть функции g(s) ∈ L1[0, 2pi], y(s) ∈ L2[0, 2pi] ,
h(s, σ) ∈ L2[0, 2pi]2 таковы, что выполнены условия теоремы 2.1 и
а) G−1y ∈ L2, σn ≡ ω(G−1y; 1/n)2 = o(γ2n),
б) ρn ≡ sup{ω(G−1Tu; 1/n)2 : u ∈ L2, ‖u‖2 6 1} = o(γ2n),
где γ2n определено в теореме 2.1. Если уравнение (2.21) при y = 0
имеет в L2 лишь тривиальное решение, то при всех n, начиная с
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некоторого, операторы An : Xn −→ Xn линейно обратимы. При-
ближенные решения x∗n = A−1n Sny сходятся к точному решению x∗
уравнения (2.21) со скоростью
‖x∗ − x∗n‖2 = O { (ρn + σn) γ−2n } = o(1). (2.25)
Доказательство. Уравнения (2.21) и (2.24) эквивалентны опе-
раторным уравнениям соответственно
Kx ≡ x+G−1Tx = G−1y (x, G−1y ∈ L2 ), (2.21′)
Knxn ≡ xn +G−1n SnTxn = G−1n Sny (xn, G−1n Sny ∈ Xn ). (2.24′)
В силу условия б) оператор G−1T : L2 −→ L2 является вполне непре-
рывным. Поэтому существует непрерывный обратный K−1 : L2 −→ L2 .
В силу теоремы 2.2 и условия а) имеем
‖G−1y−G−1n Sny‖ = O (γ−2n ω(G−1y; 1/n)2) = O (γ−2n σn) = o(1). (2.26)
Для любого xn ∈ Xn (xn 6= 0) благодаря теореме 2.2 и условию б)
находим
‖Kxn −Knxn‖2 = ‖G−1Txn −G−1n SnTxn‖2 6
6 ‖xn‖2 ‖G−1Tu−G−1n SnTu‖2 6 ‖xn‖2 ·O {γ−2n ω(G−1Tu; 1/n)2} 6
6 ‖xn‖2 ·O (ρn/γ2n ), u = xn/‖xn‖2.
Поэтому
‖K −Kn‖Xn→X = O (ρn/γ2n) = o(1). (2.27)
Применив к уравнениям (2.21′) и (2.24′) теорему 7 гл. I [25], в силу
(2.26) и (2.27) получим требуемое утверждение.
Для применения теорем 2.2 и 2.3 необходимо знать хотя бы оцен-
ку величины γ2n . Такие оценки могут быть установлены либо само-
стоятельно, либо с помощью аналогичных оценок для метода сплайн–
коллокации. Например, справедлива
Лемма 2.1. Если g(σ) = ln| sin(σ/2)| , то γ−2n = O (n) ; если
же g(σ) = | sin(σ/2)|−γ или g(σ) = |ctg (σ/2)|γ, 0 < γ < 1 , то
γ−2n = O (n
1−γ) , причем в обоих случаях СЛАУ (2.8), (2.9) имеет
единственное решение при любых n ∈ N.
Замечание 2.2. а) Лемма 2.1 позволяет конкретизировать те-
оремы 2.1 – 2.3 в случае конкретных ядер; б) результаты по методу
сплайн–подобластей нулевого порядка, аналогичные теоремам 2.1 – 2.3
и лемме 2.1, можно получить также для уравнения (0.1).
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2.2. Схема метода сплайн–коллокации первого порядка.
Для простоты выкладок этот метод будем рассматривать для нечет-
ного числа узлов
sk =
2kpi
2n+ 1
= kδ, δ =
2pi
2n+ 1
, k = −n, n. (2.28)
Обозначим через {ϕk(s)}n−n систему 2pi–периодических фундаменталь-
ных сплайнов первого порядка по системе узлов (2.28). Известно, что
ϕk(s) = ϕ0(s− sk), ϕk(−s) = ϕk(s), ϕk(s+ 2pij) = ϕk(s), k = −n, n,
j = ±1,±2, . . . , ϕ0(s) = {1−|s/δ| при s ∈ [−δ, δ] ; 0 при s /∈ [−δ, δ] }.
Приближенное решение уравнения (0.2) будем искать в виде сплай-
на
xn(s) =
n∑
k=−n
αk ϕk(s), −∞ < s <∞, (2.29)
коэффициенты которого определяются из условий G(xn; sj) = y(sj) ,
j = −n, n . Эти условия эквивалентны СЛАУ
n∑
k=−n
bj−k αk = yj, j = −n, n, yj = y(sj), bj−k = G(ϕk; sj). (2.30)
С учетом четности и периодичности функций g(σ) и ϕk(s) по-
следовательно находим
bj−k = G(ϕk; sj) =
1
2pi
∫ sk+1
sk−1
g(|sj − σ|)ϕ0(σ − sk) dσ =
=
1
2pi
∫ δ
−δ
g(|sj−sk−σ|)ϕ0(σ) dσ = 1
2pi
∫ δ
−δ
g(|sj−sk−σ|) (1−|σ/δ|) dσ =
=
1
2pi
∫ δ
0
{g(|(j−k)δ+σ|)+g(|(k−j)δ+σ|) } (1−σ/δ) dσ = bk−j. (2.31)
Поэтому матрица Bn = [bj−k ]k=−n,nj=−n,n СЛАУ (2.30) является симмет-
ричной и теплицевой. Предположим, что она является невырожденной
хотя бы при n > n0 . Тогда в любой норме, согласованной с нормой
(2n+ 1)–мерного пространства векторов, имеем
0 < ‖B−1n ‖i ≡ τn,i <∞ (n > n0; i = 1, 2, 3 ). (2.32)
А тогда СЛАУ (2.30) имеет единственное решение {α∗k}n−n и прибли-
женные решения x∗n(s) (т.е. (2.29) при αk = α∗k ) существуют при всех
n > n0 . В следующем пункте устанавливаются условия его сходимости
и оценки погрешности в общем случае.
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2.3. Некоторые общие результаты. Здесь нам понадобятся
оператор сплайн–интерполяции первого порядка
Snf = S
1
n(f ; s) =
n∑
k=−n
f(sk)ϕk(s), f ∈ C2pi, (2.33)
и вектор погрешности ε = ~x∗ − ~x∗n с компонентами εk = x∗(sk) −
−x∗n(sk) = x∗(sk)− α∗k, k = −n, n .
Теорема 2.4. Пусть b = 1pi
pi∫
0
|g(σ)| dσ < ∞ и выполнены усло-
вия (2.32). Если уравнение (2.1) имеет такое решение x∗ ∈ C2pi, что
при n→∞
τn,i ‖x∗ − Snx∗‖∞ = o(1), i = 1, 3, (2.34)
то приближенные решения x∗n(s) сходятся к точному решению x∗(s)
со скоростью
‖ε‖
i
= O {τn,i ‖x∗ − Snx∗‖∞ }, i = 1, 3. (2.35)
Доказательство. Поскольку G(x∗; sj) = G(x∗n; sj), j = −n, n ,
то справедливы соотношения
G(x∗n − Snx∗; sj) = G(x∗ − Snx∗; sj), j = −n, n. (2.36)
Ясно, что
G(x∗n − Snx∗; sj) =
n∑
k=−n
[α∗k − x∗(sk)]G(ϕk; sj) , j = −n, n.
Отсюда и из (2.31) следует, что (2.36) можно представить в виде
n∑
k=−n
bj−k εk = rj, j = −n, n, (2.37)
где rj = −G(x∗ − Snx∗; sj) , или же в векторном виде
Bnε = r, ε = {εk}n−n, r = {rj}n−n. (2.37′)
Тогда в силу (2.32) имеем
‖ε‖
i
6 ‖B−1n ‖i ‖r‖i = τn,i ‖r‖i, i = 1, 3. (2.38)
С учетом периодичности функции g(σ) ∈ L1[0, 2pi] легко пока-
зать, что для нормы оператора G в C2pi имеем ‖G‖∞ = b < ∞ .
Поэтому для вектора r в любой из трех используемых здесь норм
имеем
‖r‖
1
= max
−n6j6n
|rj| = max−n6j6n |G(x
∗ − Snx∗; sj)| 6
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6 ‖G(x∗ − Snx∗)‖∞ 6 b ‖x∗ − Snx∗‖∞; (2.39)
‖r‖
2
=
1
2n+ 1
n∑
j=−n
|rj| 6 ‖r‖1 6 b ‖x∗ − Snx∗‖∞; (2.40)
‖r‖
3
=
{
1
2n+ 1
n∑
j=−n
|rj|2
}1/2
6 ‖r‖
1
6 b ‖x∗ − Snx∗‖∞. (2.41)
Из неравенств (2.38) – (2.41) находим оценку
‖ε‖
i
6 b τn,i ‖x∗ − Snx∗‖∞, i = 1, 3, (2.42)
откуда и следует требуемое утверждение.
Теорема 2.5. Если уравнения (2.1) и (2.30) имеют решения
x∗(s) ∈ C2pi и ~xn∗ = {α∗k}n−n ∈ IR2n+1, то для погрешности при-
ближенного решения x∗n(s) в пространствах C2pi и L2[−pi, pi] спра-
ведливы оценки соответственно
‖x∗ − x∗n‖∞ 6 ‖x∗ − Snx∗‖∞ + ‖ε‖1, (2.43)
‖x∗ − x∗n‖2 6 ‖x∗ − Snx∗‖2 + ‖ε‖3, (2.44)
где ε = ~x∗ − ~x∗n – вектор погрешности.
Следствие 1. Если выполнено условие (2.34) при i = 1, то
приближенные решения x∗n(s) сходятся равномерно со скоростью
‖x∗ − x∗n‖∞ = O {τn,1 ‖x∗ − Snx∗‖∞ }. (2.45)
Следствие 2. Если G – ограниченный оператор из L2 в C2pi
и выполнено условие (2.34) при i = 3, то приближенные решения
сходятся в среднем со скоростью
‖x∗ − x∗n‖2 = O {τn,3 ‖x∗ − Snx∗‖2 }. (2.46)
Доказательство. В условиях теоремы справедливы неравенства
‖x∗ − x∗n‖X 6 ‖x∗ − Snx∗‖X + ‖Sn[x∗ − x∗n]‖X , (2.47)
где X = C2pi или L2 , а оператор Sn = S1n определен в (2.33). Известно
(см., напр., в [11]), что
‖Sn(f ; s)‖C 6 max−n6k6n |f(sk)|, f ∈ C2pi. (2.48)
Очевидно, что из (2.47) при X = C2pi и (2.48) при f(s) = x∗(s)−x∗n(s)
следует оценка (2.43). Оценка (2.44) следует из (2.47) при X = L2 и из
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следующей леммы (снова при f(s) = x∗(s) − x∗n(s) ), имеющей также
определенный самостоятельный интерес:
Лемма 2.2. Для любой функции f(s) ∈ C2pi справедливы нера-
венства √
3
3
‖~f ‖
3
6 ‖Snf‖2 6 ‖~f ‖3, n ∈ N, (2.49)
где ~f = (f(s−n), . . . , f(s0), . . . , f(sn)) , а
‖~f ‖
3
=
{
1
2n+ 1
n∑
k=−n
|f(sk)|2
}1/2
, ‖f‖
2
=
{
1
2pi
∫ pi
−pi
|f(s)|2 ds
}1/2
.
Для доказательства (2.49) заметим, что в силу формулы (2.33)
для любой f ∈ C2pi имеем
2pi ‖Sn(f ; s)‖22 =
n∑
k=−n
n∑
j=−n
fk fj
∫ pi
−pi
ϕk(s)ϕj(s) ds =
=
n∑
k=−n
f 2k
∫ pi
−pi
ϕ2k(s) ds+
∑
k 6=j
fk fj
∫ pi
−pi
ϕk(s)ϕj(s) ds, (2.50)
где fl = f(sl), l = −n, n . Используя периодичность и финитность
функций ϕl(s) , последовательно находим∫ pi
−pi
ϕ2k(s) ds =
∫ sk
sk−1
(
s− sk−1
δ
)
2
ds+
∫ sk+1
sk
(
sk+1 − s
δ
)
2
ds =
2
3
δ;
∑
k 6=j
fkfj
∫ pi
−pi
ϕk(s)ϕj(s) ds =
n∑
k=−n
[fk−1fk
∫ pi
−pi
ϕk−1(s)ϕk(s) ds+
+fkfk+1
∫ pi
−pi
ϕk(s)ϕk+1(s) ds ] =
n∑
k=−n
[fk−1fk
∫ sk
sk−1
ϕk−1(s)ϕk(s) ds+
+fkfk+1
∫ sk+1
sk
ϕk(s)ϕk+1(s) ds ] =
δ
2
n∑
k=−n
(fk−1fk + fkfk+1). (2.51)
Из (2.50) – (2.51) следует формула
‖Sn(f ; s)‖22 =
1
2n+ 1
n∑
k=−n
fk · fk−1 + 4fk + fk+1
6
≡ σ. (2.52)
Для вектора ~f = {fk}n−n, fk = f(sk) , в силу (2.52) и неравенства
Буняковского с учетом соотношений fk+N = fk, N = 2n+ 1 , находим
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оценки сверху
σ =
2
3
· 1
2n+ 1
n∑
k=−n
f 2k +
1
6
· 1
2n+ 1
n∑
k=−n
fk (fk−1 + fk+1 ) 6
6 2
3
· 1
2n+ 1
n∑
k=−n
f 2k +
1
6
{
1
2n+ 1
n∑
k=−n
f 2k
}1/2
×
×
{
1
2n+ 1
n∑
k=−n
(fk−1 + fk+1)2
}1/2
6 2
3
‖~f‖2
3
+
1
6
‖~f‖
3
· 2 ‖~f‖
3
= ‖~f‖2
3
.
(2.53)
С другой стороны, из (2.52) аналогично находим оценки снизу
σ > 2
3
‖~f‖2
3
− 1
6
| 1
2n+ 1
n∑
k=−n
fk(fk−1 + fk+1)| >
> 2
3
‖~f‖
3
2 − 1
3
‖~f‖
3
2 =
1
3
‖~f‖
3
2. (2.53′)
Из (2.52), (2.53) и (3.53′) следуют неравенства (3.49).
Из (2.44) и (2.34), (2.35) при i = 1 получаем утверждение след-
ствия 1. Докажем следствие 2. В силу (2.37) и (2.38) последовательно
находим
‖ε‖
3
6 ‖B−1n ‖3 ‖r‖3 6 τn,3 max−n6j6n |G(x
∗ − Snx∗; sj)| 6
6 τn,3 ‖G(x∗ − Snx∗)‖∞ 6 τn,3 ‖G‖2→∞ · ‖x∗ − Snx∗‖2 =
= O {τn,3 ‖x∗ − Snx∗‖2}. (2.54)
Поэтому из (2.47) при X = L2 и (2.49) следует оценка (2.46), откуда
с учетом (2.34) при i = 3 следует утверждение следствия 2.
Теорема 2.5 и ее следствия доказаны полностью.
2.4. Приложения к конкретным уравнениям. Сначала рас-
смотрим два частных случая:
Gx ≡ 1
2pi
pi∫
−pi
∣∣∣∣sin s− σ2
∣∣∣∣−γ x(σ) dσ = y(s), 0 < γ < 1, y ∈ C2pi,
(2.55)
Gx ≡ − 1
2pi
pi∫
−pi
ln
∣∣∣∣sin s− σ2
∣∣∣∣ · x(σ) dσ = y(s), y ∈ C2pi. (2.56)
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Для этих уравнений весьма содержательные результаты по методу
сплайн–коллокации первого порядка получены в работах В.А. Цецохо
и В.В. Воронина (см., напр., [10, 78]). Из их результатов для уравне-
ний (2.55) и (2.56) можно вывести следующие полезные неравенства
соответственно
‖B−1n ‖3 6 d1 n1−γ, 0 < γ < 1, (2.55′)
‖B−1n ‖3 6 d2 n, (2.56′)
где di (i = 1, 7) – положительные постоянные, не зависящие от n .
Отсюда и из полученных выше результатов следует
Теорема 2.6. Справедливы утверждения:
а) Если решение уравнения (2.55) таково, что ‖x∗−Snx∗‖∞ =
= o(nγ−1) , то приближенные решения сходятся со скоростью
max{‖x∗ − x∗n‖2, ‖~x∗ − ~x∗n‖3 } = O {n1−γ ‖x∗ − Snx∗‖∞}; (2.57)
если же x∗(s) ∈ W rHα (r = 0 или 1; 0 < α 6 1), то при r + α + γ > 1
max{‖x∗ − x∗n‖2, ‖~x∗ − ~x∗n‖3 } = H(x∗(r);α) ·O (n1−r−α−γ ). (2.57′)
б) Если решение уравнения (2.56) таково, что ‖x∗−Snx∗‖∞ =
= o(n−1), то приближенные решения сходятся со скоростью
max{‖x∗ − x∗n‖2, ‖~x∗ − ~x∗n‖3 } = O {n ‖x∗ − Snx∗‖∞}; (2.58)
если же x∗(s) ∈ W 1Hα (0 < α 6 1), то
max{‖x∗ − x∗n‖2, ‖~x∗ − ~x∗n‖3 } = H(x∗′;α) ·O (n−α ), (2.58′)
где ~x∗ − ~x∗n = {x∗(sk)− x∗n(sk)}n−n .
Теперь рассмотрим применение метода сплайн–коллокации пер-
вого порядка к полному уравнению вида
Ax ≡ − 1
2pi
pi∫
−pi
ln
∣∣∣∣sin s− σ2
∣∣∣∣ · x(σ) dσ + 12pi
pi∫
−pi
h(s, σ)x(σ) dσ = y(s),
(2.59)
где y и h – известные непрерывные 2pi–периодические функции по
каждой из переменных. Его приближенное решение будем искать в
виде сплайна (2.29), который будем определять из условий A(x∗n; sj) =
y(sj), j = −n, n . Эти условия эквивалентны, очевидно, СЛАУ порядка
2n+ 1 относительно коэффициентов αk, k = −n, n :
n∑
k=−n
bj−k αk +
n∑
k=−n
hjk αk = yj, j = −n, n; (2.60)
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здесь
yj = y(sj), hjk =
1
2pi
∫ sk+1
sk−1
h(sj, σ)ϕk(σ) dσ =
h(sj, ξk)
2n+ 1
, (2.61)
где коэффициенты bj−k определены в (3.30) и (3.31) при g(σ) =
= − ln|sin(σ/2)| , узлы sj, sk — в (3.28), а ξk ∈ [sk−1, sk+1] .
Теорема 2.7. Пусть y(s) ∈ W 2Hα и h(s, σ) ∈ W 2Hα(0 < α 6 1)
по переменной s равномерно относительно σ . Если уравнение (2.59)
однозначно разрешимо в L2 при любой правой части из W 12 , то при
всех n, начиная с некоторого, СЛАУ (2.60), (2.61) имеет единствен-
ное решение {α∗k}n−n. Приближенные решения x∗n(s) (т.е. (2.29) при
αk = α
∗
k ) сходятся в среднем к точному решению x
∗(s) со скоростью
‖x∗ − x∗n‖2 = O (n−α), 0 < α 6 1. (2.62)
Доказательство. В силу результатов §1 гл. I уравнение (2.59)
можно записать в пространстве X = L2[−pi, pi] в виде эквивалентного
операторного уравнения
Kx ≡ x+G−1Tx = G−1y (x, G−1y ∈ L2 ), (2.63)
где операторы G−1 : W 12 −→ L2 и T : L2 −→ W 12 определены в §1
гл. I и соответственно в (2.22). Ясно, что в условиях теоремы оператор
K : L2 −→ L2 непрерывно обратим.
Обозначим через Xn = L({ϕk}n−n ) подпространство 2pi–перио-
дических сплайнов первого порядка с узлами (2.28). Очевидно, что
Xn ⊂ L2 , а СЛАУ (2.60), (2.61) эквивалентна заданному в Xn опера-
торному уравнению
Anxn ≡ Gnxn + SnTxn = Sny (xn, Sny ∈ Xn ), (2.64)
где Gnxn = SnGxn , причем оператор Sn = S1n определен в (2.33).
В силу сказанного выше уравнение (2.64) эквивалентно операторному
уравнению
Knxn ≡ xn +G−1n SnTxn = G−1n Sny (xn, G−1n Sny ∈ Xn ). (2.65)
Поскольку y ∈ W 2Hα (0 < α 6 1) , то в силу леммы 1.2 гл. I
и известных теорем Привалова и Зигмунда о свойствах сопряженных
функций (см., напр., [4, 66]) имеем
d
ds
G−1(y; s) = −2 d
ds
I
(
dy(σ)
dσ
; s
)
=
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= −2 I
(
d2y(σ)
dσ2
; s
)
∈ {Hα при α < 1 ; Z при α = 1 } ,
где I и Z – использованные в §1 гл. I оператор Гильберта и соот-
ветственно класс функций Зигмунда. Поэтому
H
(
d
ds
G−1y;α
)
= 2H(Iy′′;α) 6 d
3
H(y′′;α), α < 1;
Z
(
d
ds
G−1y
)
= 2Z(Iy′′) 6 d
4
Z(y′′) 6 2 d
4
F (y′′;α), α = 1,
где
Z(ϕ) = sup
δ 6=0
|ϕ(s+ σ)− 2ϕ(s) + ϕ(s− σ)|
δ
, ϕ ∈ Z.
Тогда с помощью известных аппроксимативных свойств оператора Sn = S1n
(см., напр., в [57]) имеем
‖G−1y − SnG−1y‖∞ = H(y′′;α) ·O (n−1−α), 0 < α 6 1. (2.66)
А тогда в силу пункта б) теоремы 2.6 имеем
rn ≡ ‖G−1y −G−1n Sny‖2 = O (n) · ‖G−1y − SnG−1y‖∞ =
= H(y′′;α) ·O (n−α), 0 < α 6 1. (2.67)
В условиях теоремы функция T (xn; s) удовлетворяет условиям
T (xn; s) ∈ W 2Hα, H(d2Txn/ds2;α) 6 d5 ‖xn‖2 .
Поэтому, полагая в (2.67) y(s) = T (xn; s) , для любого xn ∈ Xn нахо-
дим
‖G−1Txn −G−1n SnTxn‖2 = H
(
d2Txn
ds2
;α
)
·O
(
1
nα
)
6 d6 ‖xn‖2
nα
,
где d
5
и d
6
не зависят от xn ∈ Xn . Отсюда получаем
ln ≡ ‖K −Kn‖Xn→X=
∥∥G−1T −G−1n SnT∥∥Xn→X=O
(
1
nα
)
, 0 < α 6 1.
(2.68)
Тогда на основании теоремы 7 гл. I [25] при всех n таких, что
qn = ‖K−1‖2 ln 6 d7 n−α < 1 , операторы Kn : Xn −→ Xn линейно
обратимы (а следовательно, СЛАУ (2.60), (2.61) однозначно разреши-
ма) и приближенные решения x∗n = K−1n G−1n Sny = A−1n Sny сходятся
со скоростью ‖x∗ − x∗n‖2 = O (rn + ln) = O (n−α), 0 < α 6 1 . Таким
образом, теорема 2.7 полностью доказана.
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Замечание 2.3. Результаты по методу сплайн–коллокации пер-
вого порядка, аналогичные теоремам 2.4 – 2.7 и лемме 2.2, можно по-
лучить также для уравнения (0.1).
2.5. Метод сплайн–квадратур. Этот метод рассмотрим при-
менительно к уравнению (2.59). Его приближенное решение будем ис-
кать в виде сплайна (2.29), коэффициенты α−n, . . . , αn которого будем
определять из СЛАУ
n∑
k=−n
bj−k αk +
1
2n+ 1
n∑
k=−n
h(sj, sk)αk = y(sj), j = −n, n, (2.69)
где bj−k определены в (2.31) при g(σ) = − ln | sin(σ/2)| , а узлы – в
(2.28).
Для вычислительной схемы метода квадратур (2.59), (2.29), (2.69)
справедлива следующая
Теорема 2.8. Пусть в условиях теоремы 2.7 ∂ih(s, σ)/∂si ∈
Hα (0 < α 6 1; i = 0, 1, 2 ) по переменной σ равномерно относи-
тельно s. Тогда СЛАУ (2.69) имеет единственное решение α∗−n, . . . , α∗n
хотя бы при достаточно больших n. Приближенные решения
x˜∗n(s) =
n∑
k=−n
α∗k ϕk(s), −∞ < s <∞, (2.29∗)
сходятся к точному решению x∗(s) в среднем со скоростью
‖x∗ − x˜∗n‖2 = O (n−α), 0 < α 6 1. (2.70)
Доказательство. В обозначениях предыдущей теоремы СЛАУ
(2.69) эквивалентна заданному в подпространстве Xn ⊂ L2 оператор-
ному уравнению
A˜nxn ≡ Gnxn + Tnxn = Sny (xn, Sny ∈ Xn ) , (2.71)
где
µn = Tnxn, µn(s) =
Sn
2pi
∫ pi
−pi
Sσn [h(s, σ)xn(σ] dσ, (2.72)
оператор Sn = S1n определен в (2.33), а Sσn означает, что оператор Sn
применяется по переменной σ . Как отмечено выше, при всех n > n0
оператор Gn : Xn −→ Xn линейно обратим. Поэтому уравнение (2.71)
эквивалентно операторному уравнению
K˜nxn ≡ xn +G−1n Tnxn = G−1n Sny (xn, G−1n Sny ∈ Xn ). (2.73)
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Из (2.73) и (2.65) для любого xn ∈ Xn находим
Knxn − K˜nxn = G−1n Snνn, νn(s) =
1
2pi
∫ pi
−pi
[hxn − Sσn(hxn) ] dσ. (2.74)
Как показано при доказательстве теоремы 2.7, для любой y ∈ W 2Hα,
(0 < α 6 1) справедлива оценка (2.67). Полагая в ней y(s) = νn(s) ,
для любого xn ∈ Xn находим
‖G−1n Snνn‖2 6 ‖G−1νn‖2 +H(ν ′′n;α) ·O (n−α). (2.75)
Положим
ν(i)n (s) =
1
2pi
∫ pi
−pi
[hixn − Sσn(hixn)] dσ , hi(s, σ) =
∂ih(s, σ)
∂si
, (2.76)
где i = 0, 1, 2 , а h0 ≡ h . В силу леммы 1.2 гл. I и (2.76) имеем
‖G−1νn‖2 6 2 ‖νn‖W12 = 2 (‖νn‖2 + ‖νn
′‖
2
) 6
6
1∑
i=0
1
pi
‖
∫ pi
−pi
[hixn − Sσn(hixn)] dσ‖∞ . (2.77)
Отсюда и из леммы 2.2 с учетом соответствующих результатов [42]
находим
‖G−1νn‖2 6 ‖xn‖2 ·O {ωσ(h; 1/n)∞ + ωσ(h1; 1/n)∞} =
= ‖xn‖2 ·O (n−α), xn ∈ Xn, 0 < α 6 1, (2.78)
где ωσ(ψ; δ)∞ – модуль непрерывности с шагом δ > 0 функции ψ(s, σ) ∈
C[−pi, pi]2 по переменной σ равномерно относительно s . Для ν ′′n(s)
аналогично получаем
‖ν ′′n(s)‖∞ 6 ‖xn‖2 ·O {ωσ(h2; 1/n)∞} = ‖xn‖2 ·O (n−α).
Отсюда по аналогии с соответствующим результатом гл. 3 [25] находим
H(ν ′′n;α) = ‖xn‖2 ·O(1), xn ∈ Xn. (2.79)
Из формул (2.74) – (2.79) следует оценка
‖Knxn − K˜nxn‖2 6 ‖xn‖2 ·O(n−α), xn ∈ Xn. (2.80)
Поэтому в силу (2.68) имеем
l˜n ≡ ‖K˜n −K‖Xn→X 6 ln + ‖Kn − K˜n‖Xn→Xn = O (n−α) . (2.81)
Теперь с учетом (2.80), (2.81) и (2.67) из теоремы 7 гл. I [25] следует
требуемое утверждение.
111
§3. О характере и скорости
сходимости сплайн–методов
3.1. О равномерной сходимости сплайн–методов. Из схо-
димости в среднем, установленной выше для сплайн–методов, можно
вывести также равномерную сходимость с определенной скоростью.
Приведем некоторые из таких результатов.
Теорема 3.1. Если в условиях пункта а) теоремы 1.4 точное
решение ϕ∗ ∈ Hα (0 < α 6 1), то при α+γ > 3/2 приближенные ре-
шения ϕ∗n(t) метода сплайн–коллокации нулевого порядка сходятся
со скоростью
‖ϕ∗ − ϕ∗n‖M = H(ϕ∗;α) ·O (n−α−γ+3/2) ; (3.1)
если же ϕ∗ ∈ F α2 (0 < α 6 1) , а γ < 1/2 , то и со скоростью
‖ϕ∗ − ϕ∗n‖M = H(ϕ∗;α)2 ·O (n−α−γ+3/2) . (3.2)
Доказательство. Сначала докажем оценку (3.2). Как показано
в теореме 1.4, при α + γ > 1 справедлива оценка
‖ϕ∗ − ϕ∗n‖2 = H(ϕ∗;α)2 ·O (n1−α−γ) . (3.3)
Разность ϕ∗(t)− ϕ∗n(t) представим в виде
ϕ∗(t)− ϕ∗n(t) =
∞∑
k=1
[ϕ∗2kn(t)− ϕ∗2k−1n(t)]. (3.4)
Легко видеть, что для любого сплайна un(t) ∈ Xn = L({ψk}n1 ) спра-
ведливо неравенство
‖un‖M [−1,1] 6
√
n ‖un‖L2[−1,1] . (3.5)
В самом деле, полагая un(t) =
∑n
k=1 un(tk)ψk(t) и учитывая соотно-
шения ψ2k(t) = ψk(t) и (1.23), для любой t ∈ [−1, 1] имеем
|un(t)| 6
{
n∑
k=1
|un(tk)|2
}1/2
·
{
n∑
k=1
ψk(t)
}1/2
=
=
√
n
{
1
n
n∑
k=1
|un(tk)|2
}1/2
=
√
n ‖un‖L2[−1,1] .
Поскольку ϕ∗2kn(t) − ϕ∗2k−1n(t) ∈ X2kn , то с помощью (3.4), (3.5)
получаем неравенства
‖ϕ∗(t)− ϕ∗n(t)‖M 6
∞∑
k=1
‖ϕ∗2kn(t)− ϕ∗2k−1n(t)‖M 6
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6
∞∑
k=1
√
2kn · ‖ϕ∗2kn − ϕ∗2k−1n‖2. (3.6)
Так как в силу (3.3)
‖ϕ∗2kn − ϕ∗2k−1n‖2 6 ‖ϕ∗ − ϕ∗2kn‖2 + ‖ϕ∗ − ϕ∗2k−1n‖2 6
6 H(ϕ∗;α)2 ·O {(2kn)1−α−γ + (2k−1n)1−α−γ} =
= H(ϕ∗;α)2 · 2(k−1)(1−α−γ) ·O (n1−α−γ) ,
то из (3.6) следует оценка (3.2).
Оценка (3.1) может быть доказана совершенно аналогично. Одна-
ко здесь укажем другой способ доказательства, который понадобится
также ниже. В рассматриваемом случае, как показано в теореме 1.4,
справедливо неравенство
‖ϕ∗ − ϕ∗n‖2 = H(ϕ∗;α) ·O (n−α−γ+1) . (3.7)
Здесь разность ϕ∗(t)− ϕ∗n(t), t ∈ [−1, 1] , представим в виде
ϕ∗ − ϕ∗n = (ϕ∗ − Snϕ∗) + Sn(ϕ∗ − ϕ∗n), (3.8)
где оператор Sn = S0n определен в (1.10). Полагая un = Sn(ϕ∗ − ϕ∗n) ,
из (3.5) и (1.23) находим
‖Sn(ϕ∗ − ϕ∗n)‖M [−1,1] 6
√
n ‖Sn(ϕ∗ − ϕ∗n)‖L2[−1,1] 6
6
√
n ‖~ϕ∗ − ~ϕ∗n‖3 =
√
n ‖ε‖
3
. (3.9)
Из (3.8), (3.9) и (1.38) последовательно находим требуемую оценку
(3.1):
‖ϕ∗ − ϕ∗n‖M 6 ‖ϕ∗ − Snϕ∗‖M +
√
n ‖ε‖
3
6
6 H(ϕ∗;α)n−α +
√
nH(ϕ∗;α) ·O (n−α−γ+1) =
= H(ϕ∗;α) ·O (n−α + n−α−γ+3/2) = H(ϕ∗;α) ·O (n−α−γ+3/2) .
Аналогичным образом может быть доказана также оценка (3.2).
Для метода сплайн–коллокации первого порядка справедливы сле-
дующие две теоремы.
Теорема 3.2. а) Если r + α + γ > 3/2, то в условиях пункта
а) теоремы 2.6 приближенные решения метода сплайн–коллокации
первого порядка для уравнения (2.55) сходятся равномерно со скоро-
стью
‖x∗ − x∗n‖∞ = O (n−r−α−γ+3/2) ( r = 0, 1; 0 < α 6 1, 0 < γ < 1 );
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б) если α > 1/2, то в условиях пункта б) теоремы 2.6 тот же
метод для уравнения (2.56) сходится равномерно со скоростью
‖x∗ − x∗n‖∞ = O (n−α+1/2), 1/2 < α 6 1.
Теорема 3.3. Если α > 1/2, то в условиях теоремы 2.7 ме-
тод сплайн–коллокации и в условиях теоремы 2.8 метод сплайн–
квадратур решения уравнения (2.59) сходятся равномерно со скоро-
стью
‖x∗ − x∗n‖∞ = O (n−α+1/2), 1/2 < α 6 1.
Теоремы 3.2 и 3.3 доказываются аналогично теореме 3.1.
3.2. О сходимости невязки сплайн–методов. Приведенные
в §§1 и 2 результаты позволяют доказать сходимость невязки прибли-
женного решения. Здесь особый интерес представляет тот случай, ко-
гда сходимости приближенных решений может и не быть даже в L2 ,
а невязка сходится не только в среднем, но и равномерно. Приведем
один из таких результатов.
Теорема 3.4. Если α > 1/2, то в условиях пункта б) те-
оремы 1.4 невязка приближенного решения (1.3∗) метода сплайн–
коллокации нулевого порядка сходится равномерно со скоростью
‖f −Hϕ∗n‖∞ = O {ω(f ; 1/n)∞ + n−α+1/2}, 1/2 < α 6 1. (3.10)
Доказательство. В силу (1.40) имеем
‖ϕ∗ − ϕ∗n‖2 = H(ϕ∗;α)2 ·O (n1−α), 0 < α 6 1.
Поэтому
‖ϕ∗n‖2 6 ‖ϕ∗‖2 +H(ϕ∗;α)2 ·O (n1−α) = O (n1−α). (3.11)
Поскольку SnFϕ∗n ≡ Snf , где Sn = S0n , то
‖f − Fϕ∗n‖C 6 ‖f − Snf‖M + ‖Fϕ∗n − SnFϕ∗n‖M . (3.12)
Нетрудно показать, что функция F (ϕ∗n; t) удовлетворяет условию Гель-
дера с показателем 1/2 и с постоянной a
0
‖ϕ∗n‖2, где a0 – положи-
тельная постоянная, не зависящая от n и ϕ∗n. Тогда из (3.12), (1.17)
и (3.11) последовательно находим
‖f − Fϕ∗n‖∞ 6 ω(f ; 1/n)∞ + a0 ‖ϕ∗n‖2/
√
n = ω(f ; 1/n)∞+
+(a
0
/
√
n) ·O (n1−α) = O {ω(f ; 1/n)∞ + n1/2−α}, 1/2 < α 6 1.
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Теорема 3.5. Если уравнение (2.56) имеет решение x∗ ∈ C2pi
при данной правой части y ∈ C2pi, то для погрешности в L2 метода
сплайн–коллокации I–порядка справедлива оценка
‖x∗ − x∗n‖2 = O (n ‖x∗ − S1nx∗‖2 ). (3.13)
В то же время для невязки справедлива равномерная оценка
‖y −Gx∗n‖∞ = O {‖y − S1ny‖∞ + n−1/2 ‖x∗n‖2 }, (3.14)
где ‖x∗n‖2 6 ‖x∗‖2 + O (n ‖x∗ − S1nx∗‖2 ) , а оператор S1n определен в
(2.33).
Следствие. Если x∗ ∈ W 12 (для этого достаточно, чтобы y ∈
W 22 ), то
‖x∗ − x∗n‖2 = O (1), ‖y −Gx∗n‖∞ = O (n−1/2). (3.15)
Доказательство. Используя способ доказательства теорем 2.5 и
2.4, последовательно находим
‖x∗ − x∗n‖2 6 ‖x∗ − S1nx∗‖2 + ‖S1n[x∗ − x∗n]‖2 6 ‖x∗ − S1nx∗‖2+
+‖ε‖
3
6 ‖x∗ − S1nx∗‖2 + ‖B−1n ‖3 ‖r‖3 6 ‖x∗ − S1nx∗‖2+
+τn,3 ‖r‖1 6 ‖x∗ − S1nx∗‖2 + τn,3 ‖G(x∗ − S1nx∗)‖∞ 6
6 ‖x∗ − S1nx∗‖2 · (1 + τn,3 ‖G‖2→∞), (3.16)
где ‖G‖
2→∞ ≡ ‖G‖L2→C 6 2pi
∫ pi/2
0 ln
2| sinσ| dσ < ∞ . Из (3.16) и (2.56′)
следует оценка (3.13).
Для доказательства (3.14) заметим, что функция Gx∗n ∈ W 12 , а
следовательно, Gx∗n ∈ H1/2(b0 ‖x∗n‖2) , где b0 – положительная посто-
янная, не зависящая от n и x∗n . Тогда с учетом аппроксимативных
свойств оператора S1n имеем
‖y −Gx∗n‖∞ 6 ‖y − S1ny‖∞ + ‖Gx∗n − S1nGx∗n‖∞ 6
6 ‖y − S1ny‖∞ + b0 n−1/2 ‖x∗n‖2,
т.е. оценка (3.14) доказана.
Если x∗ ∈ W 12 , то легко показать, что y ∈ W 22 (и наоборот), а
следовательно, y ∈ W 1H1/2 . Тогда
‖x∗ − S1nx∗‖2 = O (n−1), ‖y − S1ny‖∞ = O (n−3/2),
‖x∗n‖2 6 ‖x∗‖2 +O(1) = O(1).
Отсюда и из (3.13), (3.14) получаем утверждения следствия.
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§4. Некоторые обобщения
4.1. Неулучшаемые оценки погрешности метода сплайн–
коллокации. Приведенные выше результаты позволяют получить неулуч-
шаемые по порядку оценки погрешности для сплайн–методов реше-
ния уравнений (0.1), (0.2) и некоторых их обобщений. Исследования
здесь основаны на доказательстве обратимости слева соответствую-
щих аппроксимирующих операторов сплайн–методов для характери-
стических частей рассматриваемых уравнений и на последующем при-
менении результатов общей теории приближенных методов и теории
приближения сплайнами. Проиллюстрируем сказанное применительно
к методу сплайн–коллокации первого порядка (2.29), (2.59) – (2.61).
Теорема 4.1. Пусть выполнены условия: а) y(s) ∈ W 12 [−pi, pi], а
ядро h(s, σ) таково, что оператор T : L2 −→ W 12 вполне непреры-
вен; б) уравнение (4.59) имеет единственное решение x∗ ∈ L2[−pi, pi]
при любой правой части y ∈ W 12 [−pi, pi]. Тогда при всех n > n0 (n0
определяется свойствами регулярного ядра h(s, σ), в частности,
n0 = 0, если ядро h(s, σ) = 0 или же не зависит хотя бы от первой
переменной) СЛАУ (2.60), (2.61) также имеет единственное реше-
ние α∗k
n
−n. Приближенные решения x
∗
n(s) (т.е. (2.29) при αk = α∗k )
сходятся к точному решению x∗(s) в пространстве L2[−pi, pi] со
скоростью
‖x∗ − x∗n‖2 ³ E1n(x∗)2 , (4.1)
где E1n(x∗)2 = ρ(x∗, Xn)2, Xn = {xn} , а знак ³ есть символ слабой
эквивалентности.
Доказательство. Ввиду излишней громоздкости выкладок при-
ведем в основном лишь схему доказательства.
Положим: X = L2[−pi, pi] ≡ L2 с обычной нормой ‖ · ‖2 и Y =
= W 12 [−pi, pi] ≡ W 12 с нормой ‖y‖Y = ‖y‖∞ + ‖y′‖2 , эквивалентной
введенной в гл. I, и
Xn = L({ϕk}n−n) ∩ L2, Yn = L({ϕk}n−n) ∩W 12 ,
где {ϕk}n−n – фундаментальные сплайны первой степени для системы
узлов (2.28). Тогда уравнение (2.59) и СЛАУ (2.60), (2.61) эквивалент-
ны операторным уравнениям соответственно
Ax ≡ Gx+ Tx = y (x ∈ X, y ∈ Y ), (4.2)
Anxn ≡ Gnxn + S1nTxn = S1ny (xn ∈ Xn, S1ny ∈ Yn ), (4.3)
где Gn = S1nG , а оператор S1n определен в (2.33).
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В силу условий теоремы оператор A : L2 −→ W 12 непрерывно
обратим. Докажем, что операторы An : Xn −→ Yn (n > n0 ) также
непрерывно обратимы, а обратные операторы ограничены по норме в
совокупности 1) :
‖A−1n ‖ 6 e1, A−1n : Yn −→ Xn . (4.4)
С этой целью нам понадобятся следующие леммы.
Лемма 4.1. Операторы S1n : Y −→ Yn ограничены по норме в
совокупности, точнее,
‖S1n‖ = 1 , n = 1, 2, . . . (4.5)
Следствие. Для любой функции y ∈ W 12 сплайн S1ny → y, n→
∞ , в пространстве W 12 и
‖y − S1ny‖Y 6 e2 ρ(y, Yn)Y . (4.6)
Лемма 4.2. Операторы Gn = S1nG : Xn −→ Yn непрерывно
обратимы при любых n ∈ N и
‖G−1n ‖ 6 e3, G−1n : Yn −→ Xn. (4.7)
Лемма 4.3. Операторы G−1n S1n : Y −→ Xn при n→∞ сильно
сходятся к оператору G−1 : Y −→ X , причем для любой y ∈ W 12
имеем
‖G−1y −G−1n S1ny‖2 6 e4 E1n(G−1y)2. (4.8)
Лемма 4.4. Операторы G−1n S1nT : X −→ X при n → ∞ схо-
дятся к оператору G−1T : X −→ X равномерно, причем
‖(G−1 −G−1n S1n)T‖2 6 νn → 0, n→∞, (4.9)
где величина νn определяется мерой компактности (в частности,
сглаживающими свойствами) оператора T : X −→ Y .
Теперь с помощью лемм 4.1 – 4.4 для любого xn ∈ Xn последо-
вательно находим (см. также [47, 33])
‖Anxn‖Y = ‖Gnxn + S1nTxn‖Y > ‖G−1n ‖−1‖G−1Axn−
−(G−1 −G−1n S1n)Txn‖2 > e−13 [‖G−1Axn‖2 − ‖(G−1−
−G−1n S1n)Txn‖2] > e−13 ‖A−1G‖2−1 ‖xn‖2 (1− νn ‖A−1G‖2) >
1) Здесь ek (k = 1, 8) – вполне определенные положительные постоянные, не за-
висящие от n , об эффективности которых нетрудно судить по их происхождению.
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> (e
3
‖A−1‖ · ‖G‖)−1 (1− νn ‖A−1‖ · ‖G‖) ‖xn‖2; (4.10)
здесь операторы G, A : X −→ Y ; G−1, A−1 : Y −→ X; A−1G :
X −→ X , а величина
qn ≡ νn ‖A−1G‖2 → 0, n→∞. (4.11)
Поэтому существует такое n0 ∈ N , что для всех n > n0 имеем
qn 6 1/2 . А тогда операторы An : Xn −→ Yn , как известно (см.,
напр., теорему 1 и ее следствие гл. I [25]), обратимы слева и
‖A−1nl ‖ 6 e3 ‖A−1G‖2 (1− qn)−1 6 2 e3 ‖A−1G‖2 ; (4.4′)
поскольку dim Xn = dim Yn < ∞ , то операторы An : Xn −→ Yn
обратимы также справа, а тогда из (4.4′) следует неравенство (5.4) с
e
1
= 2 e
3
‖A−1G‖
2
.
Теперь, применив к уравнениям (4.2), (4.3) теорему 6 гл. I книги
[25], получаем
‖x∗− x∗n‖2 = ‖A−1y−A−1n S1ny‖2 6 ‖E −A−1n S1nA‖2 · ‖x∗− xn‖2, (4.12)
где xn – произвольный элемент из Xn . Выбирая его так, чтобы ‖x∗−
xn‖2 = E1n(x∗)2 и пользуясь неравенствами (4.4′), (4.6), (4.12), после-
довательно находим
E1n(x
∗)2 6 ‖x∗ − x∗n‖2 6 E1n(x∗)2 {1 + ‖A−1n ‖Yn→Xn ·
·‖S1n‖Y→Yn · ‖A‖X→Y } 6 E1n(x∗)2 (1 + e1 e5 ), (4.13)
где e
5
= ‖A‖
X→Y . Отсюда следует требуемое утверждение.
Из теоремы 4.1 легко выводятся следующие теоремы.
Теорема 4.2. В условиях теоремы 4.1 невязка метода сплайн–
коллокации (2.29), (2.59)–(2.61) сходится в пространствах W 12 и Hβ
(0 < β 6 1/2, H0 ≡ C2pi ) со скоростями соответственно
‖y − Ax∗n‖W12 = O {E
1
n(x
∗)2}, ‖y − Ax∗n‖Hβ = O {E1n(x∗)2}.
Теорема 4.3. Если x∗ ∈ W rHα2 (r > 0, 0 < α 6 1), то в услови-
ях теоремы 4.1 метод сплайн–коллокации первого порядка сходится
в том смысле, что
‖y − Ax∗n‖W12 ³ ‖x
∗ − x∗n‖L2 =

O (n−r−α) при 0 < r + α 6 2,
O (n−2) при r + α > 2;
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если же x∗ ∈ W rHα (r > 0, 0 < α 6 1) , то
‖x∗ − x∗n‖C =

O (n−r−α lnn) при 0 < r + α 6 2,
O (n−2 lnn) при r + α > 2.
4.2. Метод сплайн–квадратур. Для метода сплайн–квадратур
(2.29), (2.59), (2.69) при дополнительных условиях относительно ре-
гулярного ядра h(s, σ) по переменной σ справедливы утверждения,
аналогичные теоремам 4.1 – 4.3. Для иллюстрации приводятся следу-
ющие результаты.
Теорема 4.4. Пусть функции y(s) ∈ W 12 [−pi, pi] и h(s, σ),
h′s(s, σ) ∈ C[−pi, pi]2. Если же уравнение (2.59) однозначно разреши-
мо в L2 при любой правой части из W 12 , то при всех n, начиная с
некоторого, СЛАУ (2.69) также однозначно разрешима. Приближен-
ные решения x˜∗n(s) метода сплайн–квадратур сходятся к точному
решению x∗(s) в среднем со скоростью
‖x∗ − x˜∗n‖2 = O {E1n(x∗)2 + ωσ(h; 1/n)∞ + ωσ(h′s; 1/n)∞}. (4.14)
Доказательство. СЛАУ (2.69) эквивалентна операторному
уравнению
A˜nxn ≡ Gnxn + T˜nxn = S1ny (xn ∈ Xn, S1ny ∈ Yn ), (4.15)
где
T˜nxn ≡ S
1
n
2n+ 1
n∑
k=−n
h(s, sk)xn(sk), xn ∈ Xn ⊂ X. (4.16)
Поскольку в силу (2.29), (2.59) и (2.61)
S1nTxn =
S1n
2n+ 1
n∑
k=−n
h(s, ξk)xn(sk), xn ∈ Xn, (4.17)
где sk−1 < ξk < sk+1 , то из (4.3), (4.17) и (4.15), (4.16) для любого
xn ∈ Xn находим
‖Anxn − A˜nxn‖Y = ‖
S1n
2n+ 1
n∑
k=−n
[h(s, ξk)− h(s, sk)]xn(sk)‖Y .
Отсюда и из леммы 4.1 для любого xn ∈ Xn имеем
‖Anxn − A˜nxn‖Y 6 ‖
1
2n+ 1
n∑
k=−n
[h(s, ξk)− h(s, sk)] xn(sk)‖Y 6
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6
1∑
i=0
1
2n+ 1
‖
n∑
k=−n
[hi(s, ξk)− hi(s, sk)] xn(sk)‖∞ 6
6
[ 1∑
i=0
ωσ
(
hi;
2pi
2n+ 1
)
∞
]
· 1
2n+ 1
n∑
k=−n
|xn(sk)| 6
6 (1 + pi)
1∑
i=0
ωσ(hi;
1
n
)∞ ·
{
1
2n+ 1
n∑
k=−n
|xn(sk)|2
}1/2
, (4.18)
где hi(s, σ) = ∂ih(s, σ)/∂si (i = 0, 1) . Из (4.18) и леммы 2.2 следует,
что
‖An−A˜n‖Xn→Yn 6 (1+pi)
√
3 {ωσ(h; 1/n)∞+ωσ(h′s; 1/n)∞ } ≡ µn. (4.19)
Поскольку µn → 0 монотонно при n→∞ , а в силу теоремы 4.1
операторы An : Xn −→ Yn (n > n0) линейно обратимы, то из (4.4) и
(4.19) следует, что при всех n > n1 таких, что
rn ≡ ‖A−1n ‖µn < 1, (4.20)
операторы A˜n : Xn −→ Yn также линейно обратимы и
‖A˜−1n ‖ 6 ‖A−1n ‖ (1− rn)−1 6 e6, (4.21)
‖A−1n − A˜−1n ‖Yn→Xn 6 e7 ‖An − A˜n‖Xn→Yn 6 e7 µn. (4.22)
Поэтому СЛАУ (2.69) при всех n > max(n0, n1) однозначно разре-
шима и в силу (4.19) – (4.22) и леммы 4.1 имеем
‖x∗n − x˜∗n‖2 = ‖(A−1n − A˜−1n )S1ny‖2 6
6 ‖A−1n − A˜−1n ‖Yn→Xn · ‖S1ny‖Y 6 e7 µn ‖y‖Y = e8 µn. (4.23)
Поскольку
‖x∗ − x˜∗n‖2 = ‖(A−1 − A˜−1n S1n)y‖2 6 ‖x∗n − x˜∗n‖2 + ‖x∗ − x∗n‖2,
где x∗n(s) – приближенное решение, построенное методом сплайн–
коллокации, то из неравенств (4.1), (4.23) и (4.19) следует требуемая
оценка (4.14).
Теорема 4.4 доказана. Из нее для метода сплайн–квадратур мож-
но получить утверждения, аналогичные теоремам 4.2 и 4.3 для метода
сплайн–коллокации; например, справедлива следующая
Теорема 4.5. Пусть выполнены условия: а) y(s) ∈ W r+1Hα2
и h(s, σ) ∈ W r+1Hα2 по переменной s, где r > 0, 0 < α 6 1 ;
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б) функции hi(s, σ) ≡ ∂ih(s, σ)/∂si ∈ W rHα по переменной σ, где
i = 0 и i = 1 ; в) с.и.у. (3.59) однозначно разрешимо в L2 при любой
правой части из W 12 . Тогда приближенные решения x˜∗n(s) метода
сплайн–квадратур и соответствующие невязки сходятся со скоро-
стью
‖x∗ − x˜∗n‖L2 ³ ‖y − Ax˜∗n‖W12 =
= {O (n−r−α) при 0 < r+α 6 2 ; O (n−2) при r+α > 2 }. (4.24)
Доказательство. В силу (4.19) и условия б) имеем при r = 0 и
r = 1 соответственно
µn 6 (1 + pi)
√
3 {Hσ(h;α) +Hσ(h′s;α) }n−α,
(4.25)
µn 6 (1 + pi)
√
3 {‖h′σ‖C[−pi,pi]2 + ‖h′′sσ‖C[−pi,pi]2 }n−1.
Поэтому из теоремы 4.4 следует, что операторы A˜n : Xn −→ Yn
из (4.15) непрерывно обратимы и обратные операторы ограничены по
норме в совокупности:
‖A˜−1n ‖ = O (1), A˜−1n : Yn −→ Xn . (4.26)
Тогда в силу теоремы 6 гл. I [25] имеем
‖x∗− x˜∗n‖2 6 (1+‖A˜−1n S1nA‖2 ) ‖x∗− x˜‖2+‖A˜−1n ‖·‖A˜nx˜−Anx˜‖Y , (4.27)
где x˜ – произвольный элемент из Xn , а операторы A˜n и An опреде-
лены в (4.15) и (2.64). Отсюда и из (4.26), (4.5), (4.15), (2.64) следует
оценка
‖x∗ − x˜∗n‖2 = O {‖x∗ − x˜‖2 + ‖ (T˜n − S1nT ) x˜‖Y }. (4.28)
Из хода доказательства теоремы 4.4 видно, что
‖T˜n − S1nT‖ = O (1) , T˜n − S1nT : X −→ Yn .
Поэтому в силу (4.28) имеем
‖x∗ − x˜∗n‖2 = O {E1n(x∗)2 + ‖ (T˜n − S1nT )x∗‖Y }. (4.29)
Очевидно, что в силу леммы 4.1
‖ (T˜n − S1nT )x∗‖Y 6
1∑
i=0
‖hix∗ − Sσn(hix∗)‖L2⊗L2 . (4.30)
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Из результатов раздела 1.1 гл. I и условий а) – в) теоремы следует,
что решение x∗(s) уравнения (2.59) удовлетворяет условиям
x∗(s) ∈ {W rHα2 при 0 < α < 1 ; W rZ2 при α = 1 }, (4.31)
где Z2 = {ϕ ∈ L2 : ω2(ϕ; δ)2 = O (δ), 0 < δ 6 pi} . Поэтому функция
hi(s, σ)x
∗(σ) ∈ {W rHα2 при 0 < α < 1; W rZ2 при α = 1} по пере-
менной σ равномерно относительно s . Тогда из (4.30) и результатов
по теории приближений сплайнами выводим, что
‖(T˜n − S1nT )x∗‖Y =

O (n−r−α) при 0 < r + α 6 2 ;
O (n−2) при r + α > 2 .
(4.32)
Из соотношений (4.29) – (4.32) следуют оценки (4.24).
4.3. О сплайн–методах высоких порядков. Рассмотрим ин-
тегро–функциональное уравнение вида
Dx ≡ − 1
2pi
∫ 2pi
0
ln
∣∣∣∣sin σ − s2
∣∣∣∣x(σ) dσ + T (x; s) = y(s), (4.33)
где y ∈ W 12 [0, 2pi] , а T : L2[0, 2pi] −→ W 12 [0, 2pi] – некоторый вполне
непрерывный оператор. Решение этого уравнения будем аппроксими-
ровать сплайнами высоких порядков. Обозначим через X
N
⊂ L2[0, 2pi]
подпространство всех 2pi–периодических сплайнов степени 2r − 1 (r ∈ N)
с узлами
sk = 2kpi/N, k = 0, N (N ∈ N ). (4.34)
Приближенное решение уравнения (4.33) будем искать в виде сплай-
на x
N
(s) ∈ X
N
, который будем определять как решение операторного
уравнения
D
N
x
N
≡ S1
N
Gx
N
+ S1
N
Tx
N
= S1
N
y(s) ( x
N
∈ XN , S1Ny ∈ YN ); (4.35)
здесь Y
N
⊂ W 12 [0, 2pi] есть подпространство сплайнов первого порядка
с указанными узлами, S1
N
: W 12 −→ YN – соответствующий оператор
сплайн–интерполяции, а оператор G определен выше. Тогда справед-
лива следующая
Теорема 4.6. Пусть уравнение (4.33) имеет единственное ре-
шение x∗(s) ∈ L2[0, 2pi] при любой правой части y(s) ∈ W 12 [0, 2pi]. То-
гда при всех N ∈ N, начиная с некоторого, уравнение (4.35) также
имеет единственное решение x∗
N
(s), которое при N →∞ сходится
со скоростью
‖x∗ − x∗
N
‖
2
³ ρ(x∗, X
N
)2. (4.36)
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Следствие. Пусть оператор T : L2 −→ W 12 и правая часть
y(s) уравнения (4.33) таковы, что его решение удовлетворяет усло-
вию x∗(s) ∈ WmHα2 (m + 1 ∈ N, 0 < α 6 1 ). Тогда в условиях
теоремы 4.6 метод сплайн–коллокации сходится со скоростью
‖x∗ − x∗
N
‖
2
=

O (N−m−α), если 0 < m+ α 6 2 r;
O (N−2r), если m+ α > 2 r.
(4.36◦)
4.4. Замечания. Завершая эту главу, уместно привести следую-
щие утверждения.
1◦. Результаты, аналогичные приведенным в этом и других па-
раграфах этой главы, справедливы также для систем с.и.у. I -рода со
слабыми особенностями вида (а), (б) раздела 1.14 гл. I. Обоснование
этого утверждения проводится по схеме, предложенной в гл. I при
рассмотрении аналогичного вопроса для полиномиальных методов.
2◦. Результаты §4 по сплайн–методам могут быть применены при
обосновании полиномиальных методов коллокации и квадратур. Для
иллюстрации приведем следующий результат.
Приближенное решение уравнения (4.33) ищем в виде полинома
xn(s) =
n∑
k=−n
αk e
iks, n+ 1 ∈ N, (4.37)
коэффициенты которого будем определять по методу коллокации из
СЛАУ
n∑
k=−n
αkD(e
ikσ; sj) = y(sj), j = −n, n, (4.38)
где узлы определены в (2.28). Для этой схемы справедлива
Теорема 4.7. Пусть: а) T : L2 −→ W 12 есть вполне непре-
рывный оператор; б) с.и.у. (4.33) однозначно разрешимо в X ≡ L2
при любой правой части из Y ≡ W 12 . Тогда при всех n ∈ N, начи-
ная с некоторого, СЛАУ (4.38) также однозначно разрешима. При-
ближенные решения (4.37) сходятся в среднем к точному решению
x∗(s) с.и.у. (4.33) со скоростью
‖x∗ − x∗n‖2 ³ ETn (x∗)2 , ETn (x∗)2 = ρ(x∗, IHTn )L2 . (4.39)
Следствие. Пусть решение уравнения (4.33) удовлетворяет
условию x∗(s) ∈ WmHα2 (m ∈ IR+, 0 < α 6 1). Тогда в условиях тео-
ремы 4.7 полиномиальный метод коллокации (4.33), (4.37), (4.38), (2.28)
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сходится в среднем и равномерно (при m+ α > 1/2 ) со скоростями
соответственно
‖x∗ − x∗n‖2 = O (n−m−α); ‖x∗ − x∗n‖∞ = O (n−m−α+1/2). (4.39◦)
Доказательство. СЛАУ (4.38) запишем в виде эквивалентного
ей операторного уравнения
Dnxn ≡ S1nDxn = S1ny (xn ∈ Xn, S1ny ∈ Yn ), (4.40)
где Xn = IHTn ∩ L2 , а Yn – подпространство всех сплайнов первой
степени по сетке узлов (2.28). Тогда, следуя лемме 4.2, можно показать,
что операторы Gn ≡ S1nG : Xn −→ Yn непрерывно обратимы при
любых n ∈ N и
‖G−1n ‖ = O (1), G−1n : Yn −→ Xn . (4.41)
Поэтому в силу теоремы 6 гл. I [25] для уравнений Gx = y (x ∈ X,
y ∈ Y ) и Gnxn = S1ny (xn ∈ Xn, S1ny ∈ Yn) имеем
‖G−1y −G−1n S1ny‖2 6 (1 + ‖G−1n S1nG‖2) ‖G−1y − x0n‖2, (4.42)
где x0n – произвольный элемент из Xn . Полагая x0n = ΦnG−1y , в силу
леммы 4.1 и соотношений (4.41), (4.42) для любой y ∈ W 12 находим
оценку
‖G−1y −G−1n S1ny‖2 = O {ETn (G−1y)2} . (4.43)
Поэтому, применив к уравнениям (4.33) и (4.40) схему доказательства
теоремы 4.1, находим, что операторы Dn : Xn −→ Yn непрерывно
обратимы хотя бы при n > n0 ∈ N и обратные операторы ограничены
по норме в совокупности:
‖D−1n ‖ = O (1), D−1n : Yn −→ Xn . (4.44)
Теперь к уравнениям (4.33) и (4.40) применим снова теорему 6 гл. I
книги [25]:
‖x∗−x∗n‖2 = ‖D−1y−D−1n S1ny‖2 6 ‖x∗− x˜n‖2 ·(1+‖D−1n S1nD‖2 ), (4.45)
где x˜n – произвольный элемент из Xn = IHTn . Полагая x˜n = Φnx∗
и пользуясь неравенствами (4.45), (4.44) и (4.5), находим требуемую
оценку (4.39). Из нее и прямых теорем теории полиномиальных при-
ближений (см., напр., [48, 57, 75]) следует первая из оценок (4.39◦);
вторая из оценок (4.39◦) доказывается по аналогии с соответствующи-
ми неравенствами гл. I.
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3◦. Оценки теорем 4.1 – 4.3, 4.6, 4.7 являются окончательными по
порядку. Однако некоторые из приведенных в §§3 – 4 оценок погрешно-
стей сплайн–методов могут быть несколько улучшены при улучшении
структурных свойств исходных данных. Вместе с тем для существен-
ного улучшения как этих оценок, так и оценок теорем 4.1 – 4.3, необ-
ходимо использовать сплайн–аппроксимацию более высоких порядков
(см., напр., теорему 4.6), а это приводит, к сожалению, к значительно-
му усложнению вычислительных схем. При этом указанный порядок
должен быть разумно согласован с гладкостью исходных данных и с
желаемым порядком погрешности. В противном случае даже за счет
усложнения вычислительных схем сплайн–методов мы не получим же-
лаемой степени их точности. Другими словами, сплайн–методы реше-
ния слабосингулярных интегральных уравнений обладают свойством
насыщения (по терминологии К.И. Бабенко [3]). Этот факт должен
учитываться в реальной вычислительной практике, ибо его игнориро-
вание приводит к неоправданной затрате труда и времени.
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СПИСОК СОКРАЩЕНИЙ И ОБОЗНАЧЕНИЙ
с.и.у. — сингулярное интегральное уравнение;
м.м.к. — метод механических квадратур;
м.к. — метод коллокации;
м.п. — метод подобластей;
м.Г. — метод Галеркина;
м.н.к. — метод наименьших квадратов;
м.в.я. — метод вырожденных ядер;
N (R ) – множество натуральных (соответственно действитель-
ных) чисел;
[[t]] – целая часть числа t > 0 ;
sgn t = {+1 при t > 0 ; 0 при t = 0 ; −1 при t < 0} ;
‖ · ‖
r
= ‖ · ‖
Lr
и ‖ · ‖
2p
= ‖ · ‖
L2p
— нормы функций в простран-
ствах соответственно Lr(D) ( 1 6 r 6 ∞ ) и L2p = L2p [−1, 1] , где
‖x‖∞ = ‖x‖C для x ∈ C ; D = [0, 2pi] или [−1, 1], а p = p (t)— весовая
функция;
‖x‖
1;2
и ‖ϕ‖
1;2q
— нормы функций в соболевских пространствах
соответственно W 12 ≡ W 12 [0, 2pi] и W 12q ≡ W 12q [−1, 1], где q = q (t) —
весовая функция;
IHn (IHTn ) – множество всех алгебраических (соответственно три-
гонометрических) полиномов степени не выше n ;
Dn(σ) — ядро Дирихле порядка n ;
ck(ϕ)— комплексные коэффициенты Фурье функции ϕ ∈ L[0, 2pi],
где k = 0, ±1, . . . ;
c
T (f)
n (соответственно cUn (f)) — коэффициенты Фурье функции
f ∈ L[−1, 1] по системе полиномов Чебышева I-го рода Tn(t) = cosn arccos t
(соответственно II -го рода Un(t) = (1− t2)−1/2 sin (n+ 1) arccos t ),
где n = 0, 1, . . . ;
En(ϕ)r = inf{‖ϕ−Q‖r : Q ∈ IHn}, ϕ ∈ Lr [−1, 1], 1 6 r 6∞;
En(ϕ)2p = inf{‖ϕ − Q‖2p : Q ∈ IHn}, ϕ ∈ L2p [−1, 1], p (t) ∈
L[−1, 1];
Esn (h)r и Eσn(h)r — частные наилучшие алгебраические прибли-
жения функции h (s, σ) по переменным s и σ соответственно;ETn (ϕ)r,
E Tsn (h)r, E
Tσ
n (h)r — соответствующие тригонометрические прибли-
жения;
I — оператор Гильберта;
E — единичный оператор;
Φn,Ln, Πn — операторы соответственно Фурье, Лагранжа, по-
добластей порядка n.
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тур (23). 1.6. Метод дискретных вихрей (31).
1.7. Метод вырожденных ядер (29). 1.8. Ме-
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среднем (34). 2.11. Об устойчивости, обу-
словленности и оптимальности приближен-
ных методов (41). 1.12. Об итерационных
методах (43). 1.13. Сходимость в простран-
стве ге¨льдеровых функций (45). 1.14. Систе-
ма слабо сингулярных уравнений (46).
§2. Уравнения с периодическими ядрами. Про -
должение (48). 2.1. Структура обратного опе-
ратора (48). 2.2. Полиномиальные проекци-
онные методы (51).
§3. Уравнения с логарифмическими ядрами. Не -
периодический случай (55). 3.1. Постановка
задачи и вспомогательные результаты (55).
3.2. Метод наименьших квадратов (58).
3.3. Метод ортогональных многочленов (59).
3.4. Метод коллокации (60). 3.5. Метод меха-
нических квадратур (62). 3.6. Еще три схемы
метода квадратур (64). 3.7. Метод подобла-
стей (32). 3.8. Устойчивость решений и метод
вырожденных ядер (65). 3.9. Равномерная
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сходимость приближенных методов как след-
ствие сходимости в среднем (66). 3.10. Допол-
нения (67).
§4. Уравнения с полярными ядрами (69).
4.1. Вспомогательные результаты (69).
4.2. Полиномиальные проекционные мето-
ды (70).
§5. Некоторые обобщения и дополнения (74)
5.1. Общий проекционный метод для обще-
го уравнения (74). 5.2. Теоремы о схо-
димости общего проекционного метода (76).
5.3. Возмущенный проекционный метод (79).
5.4. О равномерной сходимости и насыщае-
мости методов (80). 5.5. Общий проекцион-
ный метод решения непериодических урав-
нений (81). 5.6. Общий проекционный метод
решения слабо сингулярных уравнений II ро-
да (83). 5.7. О невязках приближенных мето-
дов (86).5.8. Заключительныезамечания (87).
Глава II
Сплайновые методы решения слабо сингу -
лярных интегральных уравнений I-рода . . . . . . . . . . . . . . . . . . . 88
§1. Непериодические уравнения (88). 1.1. Схема
метода сплайн-коллокации нулевого поряд-
ка (88). 1.2. Некоторые общие результа-
ты (90). 1.3. Приложения к конкретным урав-
нениям (94).
§2. Периодические уравнения (96). 2.1. Сплайн-
методы коллокации и подобластей нулево-
го порядка (96). 2.2. Схема метода сплайн-
коллокации первого порядка (102). 2.3. Неко-
торые общие результаты (103). 2.4. Приложе-
ния к конкретным уравнениям (106). 2.5. Ме-
тод сплайн-квадратур (119).
§3. О характере и скорости сходимости сплайн-
методов (112). 3.1. О равномерной сходимо-
сти сплайн-методов (112). 3.2. О сходимости
невязки сплайн-методов (86).
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§4. Некоторые обобщения (116). 4.1. Неулучша -
емые оценки погрешности метода сплайн–
коллокации (116). 4.2. Метод сплайн-
квадратур (119). 4.3. О сплайн-методах вы-
соких порядков (122). 4.4. Замечания (123).
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