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Temperature in a simple thermodynamical system is not limited from above. It is also widely
believed that it does not make sense talking about temperatures higher than the Planck temperature
in the absence of the full theory of quantum gravity. Here, we demonstrate that there exist a maximal
achievable temperature in a system where particles obey the laws of quantummechanics and classical
gravity before we reach the realm of quantum gravity. Namely, if two particles with a given center
of mass energy come at the distance shorter than the Schwarzschild diameter apart, according to
classical gravity they will form a black hole. It is possible to calculate that a simple thermodynamical
system will be dominated by black holes at a critical temperature which is about three times lower
than the Planck temperature. That represents the maximal achievable temperature in a simple
thermodynamical system.
PACS numbers:
Newtonian mechanics does not impose any fundamen-
tal upper limit on velocities of particles. While special
relativity does limit velocities to the speed of light, there
is still no fundamental upper limit on energies, which can
be infinite. Since the temperature of a thermodynamical
system is a measure of an average kinetic energy of par-
ticles in the system, special relativity does not impose an
upper limit on the temperature either. Once we include
gravity into consideration, situation becomes more com-
plicated. In the absence of the full theory of quantum
gravity, it is widely believed that the maximal temper-
ature that make sense talking about is the Planck tem-
perature [1]. At temperatures higher than that quantum
gravity effects become very important and we simply do
not know what happens in that regime.
In 1960’s, Hagedorn studied the theory of hadron pro-
duction and showed that at some finite temperature an
increase of collision energy will increase the entropy of
the system (i.e. number of states) rather than the tem-
perature. The system will therefore be stuck at that tem-
perature value [2–4]. However, this temperature does not
represent an upper limit, it merely signals a phase tran-
sition where hadrons are effectively converted into a sea
of quarks. But that quark matter can be further heated
up.
In string theory, at high temperatures, the density of
states grows exponentially indicating a phase transition
at which very long strings are copiously produced [5–8].
By tuning the string tension one can make this transition
happening at temperatures lower than the Planck tem-
perature. This Hagedron temperature could represent a
maximal achievable temperature because any increase in
energy of the system would go into creating new stringy
states rather than increasing the temperature (for an al-
ternative point of view see [9]).
In this letter we demonstrate that there is an upper
limit on the temperature in a thermodynamical system
before we enter the realm of quantum gravity, without us-
ing string theory of other quantum gravity approaches.
The calculations are relatively straightforward and as-
sumptions are justified.
We consider a thermodynamical system which consists
of a certain number of particles in a box. The volume
of the box is V . We assume that particles are in a ther-
mal equilibrium with the temperature T . We define the
fundamental constants which we will use throughout the
paper: kB is the Boltzmann constant, c is the speed of
light, h is the Planck constant and G is the Newton’s
gravitational constant. The quantum distribution func-
tion is either Bose-Einstein or Fermi-Dirac, or in the clas-
sical case Boltzmann distribution. We can write all three
of them as
fi(E) =
1
exp
(
E−φi
kBT
)
+ pi
(1)
The parameter pi takes the values pi = 1 or pi = −1 if the
ith particle is a fermion or a boson respectively, and pi =
0 if the ith particle satisfies Boltzmann distribution. E is
the particle energy, and φi is the ith particle’s chemical
potential. The total particle distribution is then
F (E) =
∑
i
fi(E). (2)
As usual, the particle distribution function gives the
probability that a particle occupies a certain state with
a given energy and chemical potential at a given temper-
ature.
To simplify the discussion, we consider that all the
particles in the system are bosons of the same kind. At
2very high temperatures that we expect to find here, we
can safely assume that the particles are massless, so E =
ck, where k is the magnitude of the momentum of the
particle. This also sets the chemical potential φ = 0. We
can calculate energy density ρr for our case of a massless
boson with one degree of freedom as
ρr =
∫
∞
0
F (E)ck
d~k
h3
=
4k4Bπ
5
15c3h3
T 4, (3)
where T is the temperature of radiation in the system,
and d
~k
h3 is the element of the volume in the phase space.
Let’s first review a crude argument based on global
parameters of the system. If the volume, V , occupied
by particles is fixed, then the total mass of the system is
M = ρrV/c
2. The Schwarzschild radius associated with
this total mass is RS =
2GM
c2 . The condition that the
system is not within its own Schwarzschild radius is
2GM/c2 ≤
(
3
4π
V
)1/3
, (4)
where we assumed that the volume is spherically sym-
metric. From here we get the limit that the temperature
must obey
T ≤
(
31/351/4c7/4h3/4
)
(
211/12G1/4kBπ4/3V 1/6
) . (5)
We can maximize this temperature by minimizing the
volume of the system. Since the smallest volume that
makes sense talking about is the Planck volume, VPl =
(4π/3)(1.6× 10−35m)3, this gives
T ≤
(
31/351/4c7/4h3/4
)
(
211/12G1/4kBπ4/3V
1/6
Pl
) = 1.1× 1032K, (6)
which is almost as high as the Planck temperature TPl =
1.42 × 1032K. Interpretation of this result depends on
how one looks at the physics at the Planck scale. It is
true that Eq. (5) allows infinite temperatures, if quan-
tum gravity somehow allows for arbitrarily small vol-
umes. But the corrections due to unknown physics be-
come of the order one at the Planck scale, so one can’t
really extrapolate the Eq. (5) beyond the Planck volume.
Therefore, the maximal temperature will strongly depend
on the scale where one makes the cut-off. In that sense,
this argument is circular.
The above calculations depend on global quantities of
the system like its total volume and mass. However, we
can perform more sophisticated analysis that depends
only on densities, and does not require an explicit in-
put of global quantities. Let’s concentrate on local two-
particle interactions. According to the hoop conjecture
[10], a black hole will form if two particles come to the
distance which is shorter than twice the Schwarzschild
radius corresponding to their center of mass energy (see
Fig. 1). We can again define the Schwarzschild radius as
RS =
2GM
c2
(7)
but now M is the center of mass energy of two particles
[11] (as opposed to the total mass of the whole system like
in the previous example) . Let’s single out one particle
with momentum ~k1. The volume inside the Schwarzschild
diameter of 2RS is VS = (4π/3)(2RS)
3. The number of
particles with momentum ~k2 inside this volume is VS ×
n(~k2), where n(~k) is the number density of particles with
momentum ~k. The number density n(~k2) is obtained
straight from the distribution
dn(~k2) = F (E2)d
3~k2. (8)
The element of the probability for a particle with mo-
mentum ~k1 to meet a particle with momentum ~k2 and
create a black hole is then
dPBH =
4π
3
(2RS)
3F (E2)
d3~k2
h3
(9)
The center of mass energy of these two particles with
2 R
S
2 R
S
FIG. 1: If we single out one particle (black dot), a black hole
will form if any other particle comes at the distance shorter
than twice the Schwarzschild radius corresponding to their
center of mass energy.
momenta ~k1 and ~k2 is
M =
√
m21 +m
2
2 + 2E1E2/c
4 − 2k1k2/c2 cos θ (10)
where θ is the angle between ~k1 and ~k2. E1 and E2 are
the energies of particles with ~k1 and ~k2 respectively
E2 =
√
k22c
2 +m21c
4 (11)
E1 =
√
k21c
2 +m22c
4 (12)
where m1 and m2 are masses of particles with ~k1 and ~k2.
3We can calculate the number density of black holes
from the probability that two particles make a black hole
in collision (given in Eq. (9)), and the particle distribu-
tion functions
nBH =
1
2
∫
4π
3
(2RS)
3F (E2)F (E1)
d3~k1
h3
d3~k2
h3
(13)
We added 2 in the denominator, because ~k1 and ~k2 are
exchangeable. The element of the volume in momentum
space is
d3~k1,2 = k
2
1,2 sin θ1,2dθ1,2dϕ1,2dk1,2. (14)
Integration over ϕ1,2 is trivial, but integration over θ1,2
requires more attention. The integrand in Eq. (13) de-
pends on θ which is the angle between the colliding parti-
cles ~k1 and ~k2. We can always rotate a coordinate system
in which we measure the angle θ to align with the new
z-axis, for which we chose the direction of ~k1. Then, the
angle θ becomes θ2. Integration over θ1 and ϕ1 will give
the usual 4π. Assuming again massless particles, after
substituting Eqs. (1), (7) and (10), we get
nBH =
2048
√
2π3
3h6c9
× (15)
×
∫
∞
k1=0
∫
∞
k2=0
∫ π
θ2=0
k
7/2
1 k
7/2
2 (1− cos θ2)3/2 sin θ2dk1dk2dθ2(
e
ck1
kBT − 1
)(
e
ck2
kBT − 1
)
Integration in Eq. (15) can be performed exactly to
give
nBH =
94080G3k9Bπ
4ζ[9/2]2
c18h6
T 9 (16)
where ζ represents the Riemann zeta function.
We need to compare the number density of black holes
with the number density of particles defined as
n =
∫
∞
0
F (E)
d~k
h3
. (17)
Again, integration in Eq. (17) can be performed exactly
to give
n =
8k3Bπζ[3]
2
c3h3
T 3 (18)
We see that the number density of black holes grows with
temperature much faster than the number density of par-
ticles (T 9 vs. T 3), but there is a huge suppression factor
coming from the weakness of gravity that black holes
have to overcome. At the critical temperature, TC , the
number density of black holes will become greater than
the number density of particles, i.e. nBH ≥ n. This yields
the critical temperature
TC =
c5/2
√
h (ζ[3]/15)
1/6
22/3
√
πGkB (7ζ[9/2])
1/3
= 4.27× 1031K. (19)
For comparison, the Planck temperature is TPl = 1.42×
1032K. In fact, if we use the definition of the Planck
temperature TPl =
√
(hc5/(2πGk2B), our result is
TC =
(ζ[3]/30)
1/6
(7ζ[9/2])1/3
× TPl = 0.30× TPl. (20)
To show more details, we plot the black hole and parti-
cle number density as a function of temperature in Fig. 2.
We see that at T < 4.27× 1031K particles dominate the
system, while at T > 4.27× 1031K black holes dominate
the system. This defines the maximum temperature that
can be achieved in the system above which particles can-
not effectively exist anymore.
FIG. 2: Black hole number density nBH (solid line) and
particle number density n (dashed line ) as a function of tem-
perature in a thermodynamical system. Densities are plotted
in units of meter−3. The black hole number density, nBH, be-
comes dominant at the temperature T ≈ 4.27×1031K, which
is lower than the Planck temperature TPl = 1.42 × 10
32
K.
This temperature represents the maximal achievable temper-
ature in a simple thermodynamic system.
There is one more thing left to check. Once formed,
a black hole will start evaporating. A small black hole
might disappear quickly and get converted back into ra-
diation. So we have to check that this does not happen
above TC . The black hole temperature is
TBH =
hc3
16π2GMkB
, (21)
whereM is the black hole mass (in our case the center of
mass energy of two colliding particles). The rate of mass
loss due to Hawking evaporation is
d(Mc2)
dt
= ABH
π5k4B
15h3c2
T 4BH, (22)
where ABH = 4πR
2
S is the area of the black hole, while
the constant a = 4σ/c where σ =
2π5k4
B
15h3c2 is the Stefan-
Boltzmann constant. Simultaneously with evaporation,
4the black hole will start accreting material from the en-
vironment. At high temperatures most of matter will be
in form of radiation. The rate of accretion will therefore
be
d(Mc2)
dt
=
c
4
ABHρr, (23)
where ρr is the energy density of radiation, and we as-
sumed that the efficiency of accretion is one. The energy
density ρr was calculated in Eq. (3) as
ρr =
4k4Bπ
5
15c3h3
T 4, (24)
where T is the temperature of radiation in the system.
This gives the accretion rate
dM
dt
= ABH
4k4Bπ
5
15c4h3
T 4. (25)
We define the equilibrium temperature of the system,
Teq, when the rate or evaporation in Eq. (22) and the
rate or accretion in Eq. (25) are equal. Therefore
Teq = TBH, (26)
taking into account that σ in Eq. (22) was calculated for
photons which have two degrees of freedom. In fact, this
result is guaranteed by the zeroth law of thermodynam-
ics.
We want to ensure that the black holes in the system
above TC have large enough mass so that their tempera-
ture is below TC (otherwise their evaporation will domi-
nate accretion). So we impose condition
TBH < TC . (27)
The black hole temperature TBH depends on the colli-
sion angle θ through the center of mass energy as M2 =
2k1k2(1−cos θ)/c2. As θ goes from zero to π, the center of
mass energy goes from zero to M2max = 4k1k2/c
2. Obvi-
ously, we want to exclude very light black holes which
have large temperatures. Therefore, the condition in
Eq. (27) will impose the lower limit on θ
θmin = cos
−1
[
1− c
8h2
512G2k1k2k2Bπ
4T 2C
]
(28)
We can now perform numerical integration in Eq. (15)
where the angle θ goes over (θmin, π). One can check
that the plot is practically identical as one in Fig. 2. This
indicates that most of the black holes at T > TC have
temperatures lower than TC , and excluding those with
higher temperatures did not change the result at all.
Here we showed the results only for the Bose-Einstein
distribution function. However, we also explicitly
checked that the results do not visibly change for the
Fermi-Dirac and Boltzmann distributions.
According to what we found so far, the following se-
quence of events happens as the temperature in the sys-
tem increases. We assume that the system at the critical
temperature is not already within its own Schwarzschild
radius. When the temperature of the system is below
critical, T < TC , the number of black holes is small and
particles dominate the system. However, when the tem-
perature of the system is above critical, T > TC , we
have more black holes than particles. In addition, their
temperature is lower than that of the system, so accre-
tion wins and black holes grow in size, which in turn
destroys the initial system of particles. When the whole
system turns into a few or perhaps just one large black
hole, a turning point is reached. Then evaporation will
start wining until the critical temperature is achieved
again, and the whole cycle might be repeated many times.
Thus, for every thermodynamical system, there should be
a maximal temperature that can not be surpassed.
It is important to note that the critical temperature,
TC , we found here is three times lower than the Planck
temperature. This means that our calculations are under
control and quantum gravity corrections will not ruin
the result. We indeed used the process of black hole
production by two particles, but this is purely classical
process as long as the energy densities and temperatures
are below the Planck scale.
If the system has a constant volume V , then one can
find from the condition in Eq. (4) that V must be at
most 102 larger than the Planck volume in order not to be
within its own Schwarzschild radius at T = 4.27×1031K.
However, in a dynamical situation where the volume is
not constant, the condition in Eq. (4) does not hold and
the volume might be much larger. In fact, in the context
of expanding cosmology, the volume V might be as large
as the whole Hubble volume.
One could generalize our calculations in a number of
ways. One can for example consider different types of
particles in the mixture, and also include interactions
between them. One might also perform calculations in
the context of a concrete cosmological model.
To conclude, using only quantum mechanics, classical
gravity and statistical physics we demonstrated that the
maximal achievable temperature in a simple thermody-
namic system is about three times lower than the Planck
temperature. It is important to note that we did not as-
sume any a priori cutoff in our calculations. We started
with fundamental constants G, h, k, and c, and along
the way the Planck temperature naturally factored out
in eqs. (19) and (19). Our calculations are performed
in regime where eventual corrections due to unknown
physics are relatively small.
At the end, we comment on a previous related work.
In [12], the authors considered the black hole nucleation
rate in flat space-time. They showed that the Jeans in-
stability arises as a tachyon in the graviton propagator
when small perturbations about hot flat space are con-
sidered. The vacuum decay rate due to black hole nucle-
ation is given in their equation 5.40. This is in essence
an instanton effect which is quantum in its nature, and is
exponentially suppressed below the Planck scale. This is
an interesting result showing that even a hot flat space-
5time is ultimately unstable to nucleating black holes. In
contrast, our mechanism for black hole production is dif-
ferent. It is a collision of two particles whose center of
mass energy is concentrated in a region smaller than the
corresponding Schwarzschild radius. This process is clas-
sical in its nature and it is not described by instantons.
Another paper [13] deals with the similar question of
black hole production in a thermal system. The authors
considered a system with a fixed volume and energy, and
estimated the probability that a thermal fluctuation will
lead to overdensities which can produce black holes. The
rate of black hole production is given in their Eq. (12).
To calculate the maximal temperature in the system it
is not important how quickly the black holes are formed,
all that is needed is that they do not evaporate once they
are formed and that at certain point dominate the sys-
tem. Thus, one cannot directly compare their Eq. (12)
with our Eq. (15) and Eq. (16). One could say that their
approach is top-down (or global), while ours is bottom-
up (or local). More precisely, we calculate probabilities
to form black holes in different ways. We calculate the
probability from the particle energy distribution func-
tion. Particles are treated individually. We concentrate
on the two-body collisions since they give the dominant
contribution. In contrast, the authors of [13] calculate
the probabilities from thermal dynamics. Their proba-
bility comes from entropy of the system (Eq. (4) in their
paper). Their effect is average, while our effect is local.
However, the above mentioned papers papers are not
making any connection between the black hole nucleation
and the existence of a maximal temperature in a thermo-
dynamically system.
Here, we briefly extend the calculations from [13] in
order to get an analog expression for the maximal tem-
perature in the system. According to [13], the black hole
creation rate per unit volume in an energy band between
E and E + dE, for a low temperature gas is
R(E)dE ≈ 1
kBT
exp(− E
kBT
)l−3p t
−1
p (29)
where lp ≈ 10−33cm and tp ≈ 10−43s (this is Eq. 13 in
[13]). Within the approximations that the authors use,
most of the black holes are created with mass around
Planck mass for temperatures T ≪ Tp. The time scale
for creation of such black holes within some volume V is
t ∼ l
3
p
V
exp(
Mp
kBT
)tp, (30)
whereMp is the Planck mass. A characteristic black hole
evaporation time measured in seconds is
tev =
5120πG2M3
~c4
= 8.67× 10−40M
3
M3p
. (31)
For a black hole to survive in some volume V , the char-
acteristic creation time scale must be shorter than the
characteristic evaporation time scale, i.e. t < tev. From
this condition we get
T >
Mp
kB
1
9.06 + ln(V/l3p)
(32)
Here tev is calculated for M = Mp. Above this temper-
ature, a created black hole will most like survive, so one
might roughly interpret it as the maximal temperature
in the system.
While this result is numerically close to ours, its inter-
pretation is somewhat different. As we mentioned, the
approach in [13] utilizes average properties of the system
like its entropy. Entropy alone cannot give the particle
distribution function. The black hole creation rate gives
the (inverse) characteristic time for creation of a single
black hole in some volume. The black hole in question
may evaporate, leave the volume, and be replaced by a
new black hole. This is different from our approach which
directly uses the particle distribution function. We found
the critical temperature at which there are more black
holes than particles. The rate at which the black holes
are produced is not crucial for this.
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