We consider the problem of locating facilities and allocating servers on a congested network (LASCN). Demands for service that originate from the nodes are assumed to be Poisson distributed and the servers provide a service time that is exponentially distributed. The objective is to minimize the total cost of the system which includes a fixed installation cost, a variable server cost, a cost associated with travel time and a cost associated with the waiting time in the facility for all the customers. The problem is formulated using non-linear programming and subsequently analyzed. Results for exact and approximate solution approaches are reported. We also show that we can modify the approaches to solve the LASCN with constraints limiting both the travel time to the servers and the waiting time of customers.
Introduction
This paper belongs to the family of median-type location models on congested networks with fixed facilities. In median location problems the focus is on the average behavior of the system. Congestion occurs when requests for service are generated in a probabilistic fashion and when the capacity of the service facilities is limited. When facilities are fixed, customers travel to the closest facilities to obtain service. Wang et al. (2002) studied the problem of locating facilities modeled as M/M/1 queuing systems. Their objective was to minimize the total cost of the system that consists of the travel cost and waiting time cost of customers subject to service level constraints on the maximum waiting time in all facilities. Customers were assumed to travel to the closest facility to obtain service. considered a similar model. Their objective was to minimize the total number of facilities and they included an additional constraint on the demand that is lost due to congestion and insufficient coverage.
In a recent paper, Berman and Drezner (2007) introduced a model in which they generalized the type of facilities considered by Wang et al. (2002) by modeling the facilities as * Corresponding author M/M/k (k ≥ 1) queuing systems. Given p homogenous servers, the problem is to find locations for the service facilities and to allocate the p servers among them. It is assumed that there is a finite set of potential locations for the facilities (e.g., nodes) and customers travel to the closest facility to obtain service.
Given p facilities, the objective function in Wang et al. (2002) and in Berman and Drezner (2007) is to minimize the sum of the travel cost and waiting time cost for all customers. In this paper, while the number of servers is also a decision variable, we consider a more realistic objective function which, in addition to travel and waiting time costs, also includes the fixed cost of opening facilities and the variable cost of the servers.
The new objective function introduces more trade-offs. With just the cost of travel and the cost of waiting, the tradeoff is between the effect of pooling servers to reduce waiting time (for a discussion see Drezner (1988) ) and thus having fewer facilities with more servers in each, and the effect of travel which is reduced when locating more facilities in different locations. With the new objective function, there is also a trade-off between the fixed cost of facilities that gets smaller with fewer facilities, which also reduces the waiting time because of pooling and the variable cost of the servers that declines when we use fewer servers and thus more facilities which also reduces the cost of travel time.
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A recent paper by Castillo et al. (2002) considers a similar problem to the one discussed in this paper. The difference is that in Castillo et al. (2002) there is a centralized assignment of customers to facilities and approximations are used for the probability of queuing delay, whereas in this paper customers are assigned to the closest facility and an exact queuing delay formula for the M/M/k is used. As a result the analysis is completely different from that in Castillo et al. (2002) . This paper is different from Berman and Drezner (2007) in that: (i) as mentioned earlier, in this paper the number of facilities is not limited and in the objective function the fixed cost of facilities and the variable cost of servers are also considered; (ii) whereas in Berman and Drezner (2007) the focus in solving the problem is on heuristics, in this paper, following a detailed analysis of the model, we propose an exact solution approach that is shown to be quite efficient in our computational analysis; and (iii) the solution procedures introduced in this paper can be modified to solve an extended model with service level constraints.
Applications of the model introduced in this paper include location of bank branches where the number of teller stations at each branch is an important decision variable and the location of ATM machines where at each location one or more ATMs are built.
Finally, we note that in Aboolian, Berman and Drezner (2006) , a minimax-type model of the same problem as that discussed in Berman and Drezner (2007) is introduced (i.e., the objective is to minimize the maximum sum of the travel cost and waiting time cost to customers).
Related location problems with congestion include: the median problem with mobile servers (see for example, Berman et al. (1990) ); covering-type models (see for example Marianov and Serra (1998) and Marianov and Rios (2000) ); models where demand is a decreasing function of distance and possibly of waiting time (see for example Berman and Drezner (2006) ). This paper is organized as follows. In the next section the problem is formulated. In Section 3 the problem of allocating servers given a facility location is discussed. In Section 4 we discuss solution procedures and in Section 5 computational results are reported. In the last section we conclude with a summary and suggestions for future research.
Problem formulation
Let G = (N, L) be a network with a set of nodes N(|N| = n) and a set of links L. We assume that demand is generated at the nodes at a rate of λ i per unit of time for each i ∈ N. The service rate for all servers is µ customers per unit of time. We also assume that the demand and service rates are both Poisson distributed. Let M ⊂ N (|M| = m) be a set of potential locations for service facilities. We assume that there is no limit on the number of servers that can be allocated to each facility. Let d ij be the shortest distance between i, j ∈ N.
We will use S ⊂ M to denote the set of facilities selected. We assume here that customers do not have any information on waiting times at the facilities and therefore they travel to the closest facility in S. For the time being we assume that there are no ties among closest facilities to a customer point. Later we show that with the exact algorithm we develop we can handle the situation when there are several facilities in S with closest equal distance to a customer point. In that case the demand in that point can be divided equally among the tying facilities. If a facility is located at site j, we call it facility j.
Define λ j (S) to be the arrival rate to facility j ∈ S. Then (for simplicity of presentation we assume that there are no tying distances):
where E j (S) is the set of demand points in N that are closer to facility j than to any other facility in S. The objective function is to minimize the total system cost including the cost of opening a facility (fixed and variable), a customer's travel time, and a customer's waiting time spent at the facilities. The expected waiting time for service at a facility is a function of the arrival rate, service rate and the number of servers at that facility. Let W q (λ, µ, k) be the expected waiting time spent at a facility with k servers each having a service rate of µ, when the arrival rate is λ. We denote by k j (S) the number of servers assigned to facility j ∈ S and by vector K(S) = {k j (S) | j ∈ S}, an assignment of servers to the facilities in S.
Let f j be the fixed cost of installing servers in facility j ∈ S, h be the variable server cost, g be the customer's traveling cost per unit of distance per unit of demand, and v be the customer's waiting cost per unit of time per unit of demand. Then, the problem is:
Consider the following decision variables
1 if a facility is located at j ∈ M, 0 otherwise,
if the demand point i ∈ N is served by facility j ∈ M, 0 otherwise, and k j is an integer variable representing the number of servers in facility j ∈ M.
Note that each facility j ∈ S acts as a M/M/k j (S) queuing system. Let γ j = i∈N λ i y ij be the demand rate at facility j ∈ M, and let W q (γ j , µ, k j ) be the waiting time spent at facility j ∈ M, which can be computed (see e.g., Winston
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Aboolian et al. (1994) ), by the following equation:
where ρ j = γ j /µk j , and P(γ j , µ, k j ) is defined to be the probability that all the k j servers are busy, and is calculated by
An efficient way for calculating W q (γ j , µ, k j ) is given in Pasternack and Drezner (1998) and was applied in Berman and Drezner (2007) and in Aboolian, Berman and Drezner (2006) . Given the above definitions, the problem (LASCN) can be formulated as follows:
Constraints (3) forbid assigning a demand to a nonexistent facility. Constraints (4) guarantee that each demand is assigned to a facility. Constraints (5) are to ensure that a customer will visit the facility with the smallest traveling time. In constraints (5), L is a large-enough positive number (e.g., L = max j∈M,i∈N {d ij }). In constraints (8) we ensure that the expected waiting time cannot be negative (it cannot be infinite because the objective function is a minimization). Note that (LASCN) is a highly non-linear integer program because of its objective function. To solve this problem we develop metaheuristics to find near-optimal solutions and a special purpose algorithm to find the optimal solution. In the next section, we show how to find the optimal assignment vector K * (S) = {k * j (S) | j ∈ S} given S.
Optimal assignment of servers given a set of facilities
Given S, the objective function can be written as
is the minimum number of servers required to serve the demand λ j (S) for every j ∈ S, using
The following property is a direct result of Dyer and Proll (1977) .
Define K * (S) to be the optimal server assignment vector given S and F(K * (S)) to be the minimum total cost of the waiting and server costs. For simplicity, throughout the paper we refer to F(K * (S)) as the server assignment cost and K as the server assignment vector.
We can find K * (S) and F(K * (S)) using the following result. 
Proof. F j (k j ) is a sum of linear and convex functions and is thus convex.
We now introduce the following algorithm which finds an optimal assignment for a given set of server sites S.
Algorithm 1
Step 1. Follow Steps 1.1 through 1.5 ∀ j ∈ S.
1.1. Find E j (S) the set of demand points in N such that facility j ∈ S is the closest in S. Then set λ j (S) = i∈E j (S) λ i .
Find
Step 1.5. 1.4. Set k j = k j + 1 and go to Step 1.3.
Step 2. Stop. K * (S) = {k * j (S)|j ∈ S} is an optimal server assignment and
is the optimal server assignment cost found by Algorithm 1.
Solution approaches
In this section we present several solution approaches, exact and approximate. First we present a special-purpose methodology which finds the optimal solution. This methodology is based on a location-allocation procedure where in each iteration the sum of the fixed cost of locating facilities and travel cost of customers is minimized to provide the location of facilities. Given the location of facilities, Algorithm 1 provides the optimal assignment cost by minimizing the sum of the variable cost of servers and waiting times of customers. We note that this general idea was also used recently in a competitive location problem (Aboolian, Sun and Koehler (2007) ). However, the problem as well as the approaches used to solve the location and allocation problems in our paper and those in Aboolian, Sun and Koehler (2007) are completely different.
An exact solution approach
By ignoring the server assignment cost in the (LASCN), we immediately obtain the classical Uncapacitated Facility Location Problem (UFLP), for which many effective solution approaches are available even when the dimensionality is large (see e.g., Cornuejols et al. (1990) ) and which is formulated as follows:
Note that (UFLP) is a special case of (LASCN) where the server assignment cost is not considered. Consider Problem (UFLP(l)) as follows:
subject to Equations (9)- (12) j∈S * (r )
where S * (r ) is defined to be the optimal set of server sites for (UFLP(r )). Therefore, to solve (UFLP(l)), we need to solve (UFLP(r )) for r = 1, 2, . . . , l − 1. Also we note that (UFLP(1)) does not include constraints (13). Therefore, (UFLP (1)) is the classical (UFLP) by definition. As explained in Theorem 1 below, constraints (13) ensure that none of the optimal solutions for (UFLP(r )) for r = 1, . . . , l − 1 can be obtained. Therefore, the solution derived in problem (UFLP(l)) is the lth best solution of (UFLP).
Consider the following result.
Theorem 1. Define Z * UFLP(l) to be the optimal value for the objective function of (UFLP(l)). Then: (i) Z * (UFLP(l)) is nondecreasing in l; and (ii) problem (UFLP(l)) provides the lth best solution of (UFLP).
Proof. We first prove that the role of constraints (13) in (UFLP(l)) is to avoid solutions S * (1), S * (2), . . . , and S * (l − 1), without forcing any other solution to become infeasible. For any k = 1, 2, .., l − 1; consider the following exhaustive cases:
In this case constraints (13) will result in j∈M−S * (r ) x j ≥ 1, which guarantees that the optimal server site location for (UFLP(l)) will never be S * (r ).
In this case constraints (13) will lead to j∈M−S * (r ) x j ≥ a r , where a r = j∈S * (r ) x j − |S * (r )| + 1 ≤ 0, which guarantees that any solution other than S * (r ) is feasible for (UFLP(l)) and from the condition of the case it is obvious that the optimal server site location for (UFLP(l)) will never be S * (r ).
Therefore, we conclude that for any positive integer values p and q where 1 ≤ p < q, the feasible region of (UFLP(q)) is a subset of the feasible region of (UFLP(p)), and since both of these problems have identical values of the objective function, we obtain Z * UFLP(p) ≤ Z * UFLP(q) and S * (l) is the lth best solution of (UFLP) and Z * UFLP(l) is its value. Hence, the proof is complete.
We note that by Theorem 1, we can define Z * UFLP(l) to be the lth best solution for the (UFLP), which can be found solving (UFLP(l)).
We note that for a given S * (l) (the optimal set of server sites in (UFLP(l))), we can use Algorithm 1 to find
Denote F min to be the minimum server assignment cost, such that F min ≤ F(K * (S)) for any S ⊆ N. To find F min consider the following results.
Proof. From Equation (2) we have:
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Thus, the proof is complete.
Proof. From Lemma 2 we have
Theorem 2. Suppose for a given S, we have
Proof. Let ρ = γ /µK and ρ j = λ j (S)/µk j , ∀j ∈ S. Consider the following exhaustive cases:
This concludes the proof. Theorem 3. Define γ = i∈N λ i , and
Proof. For a given S, we have γ
The first inequality is from Theorem 2, and the second inequality is from the definition of k * * . Hence, the proof is complete.
Notice that F min is the sever assignment cost when S is a singleton. Theorem 4. Denote Z * LASCN to be the optimal total cost for the (LASCN). Then Z * UFLP(1) + F min is a lower bound for
Proof. Z * UFLP(l) is the minimum of the sum of the travel cost and fixed cost, and F min is the minimum of the sum of the waiting cost and variable cost. Therefore, Z * UFLP(l) + F min is a lower bound for the problem. Now we present the exact algorithm.
Algorithm 2
Step 0. Set l = 1, and Z A = ∞. Find F min using Theorem 3.
Step 1. Solve (UFLP(l)) and find S * (l), the optimal set of server sites in problem (UFLP(l)), and set Z *
Step 4. Otherwise, go to Step 2.
Step 2. ∀j ∈ S * (l), find
To find the next best solution for problem (UFLP), set l = l + 1 and go to Step 1.
Step 4. Stop. Output location set is S A , output allocation set is
A }, and the objective function value is Z A .
Intuitively, Algorithm 2 starts solving (UFLP(l)) (for l = 1) to find S * (l), the lth best location for server sites, ignoring the server assignment cost. In
Step 1 it also checks to see if this solution may be possibly improved over the current best solution. If it does not, then it stops the algorithm going to
Step 4. Otherwise, in
Step 2, using Algorithm 1, it finds the optimal server assignment given S * (l). In
Step 3, if the total cost of the new solution (including installation, traveling and server assignment costs) is less than the total cost of the current best solution, then the new solution is assumed to be the current best solution. Next, Algorithm 2 looks for the next best solution for (UFLP) (this is done by solving (UFLP(l + 1)) in Step 1). This continues until Algorithm 2 reaches a solution in Step 1, for which Z A ≤ Z * UFLP(l) + F min . Note that the S * (l) and Z * UFLP(l) found when solving (UFLP(l)) will not change whether or not (UFLP(l)) assigns a customer's demand to a single facility or fractions of it to several facilities with equal distances. Therefore, when there are two or more facilities closest to a demand point we can divide the demand equally among the tying facilities in Step 1.1 of Algorithm 1. Therefore, Algorithm 2 can handle the situation when such ties exist.
The following results proves the exactness of Algorithm 2.
Theorem 5. Let Z
A be the objective function value produced by Algorithm 2. Then Z Algorithm 2 we obtain Z *
In this case by definition ofl and F min , we obtain Z * Proof. Note that given the definition of problem (UFLP(l)), it is easy to verify that ∀S ⊆ M, ∃l integer such that S = S * (l). Now, Theorem 6 follows directly from Theorem 5.
Next we present heuristic algorithms to find approximate solutions for larger problems.
Approximate approaches
The heuristic approaches are based on the observation that once the set S is selected, the number of servers assigned to each node in S can be found by Algorithm 1. Consequently, the problem is converted to finding the best set S. The proposed metaheuristic approaches are similar to those suggested in Berman and Drezner (2007) .
The descent approach
We first define the neighborhood of a set S. Since the cardinality of S is not fixed, we consider in the neighborhood of S: (i) subsets with an additional node; (ii) subsets with one node removed from S; and (iii) adding a node to S and removing another node from S (exchange of nodes). The cardinality of the neighborhood is n + |S|(n − |S|) where |S| is the cardinality of S. Once the neighborhood is well defined, the descent algorithm is straightforward: randomly generate a starting subset S; evaluate the change in the value of the objective function for all the subsets in the neighborhood; if an improved subset exists in the neighborhood, move the search to the best subset in the neighborhood. Repeat the process with the new subset until no improved subset exists in the neighborhood. The last subset is the solution.
Note that adding and removing a node from S can be calculated in two steps, first adding a node and then removing a node. The calculation can be streamlined by evaluating the value of the objective function by adding nodes not in S in order. The value of the objective function for the subset S (including an extra node) is calculated. The subset S is in the neighborhood. As a second phase, a removal of all the nodes in S from S are evaluated. The evaluation of the value of the objective function for subsets with one node from S removed, completes the evaluation of all the subsets in the neighborhood.
Simulated annealing
The simulated annealing approach (Kirkpatrick et al., 1983) simulates the cooling process of melted metals. The variant used in this paper depends on three parameters: the starting temperature T 0 ; the number of iterations iter; and the factor α < 1 by which the temperature is reduced every iteration.
Algorithm 3: Simulated annealing
Step 1. Start with a randomly generated S and calculate F(S). Set the temperature T to T 0 .
Step 2. Select randomly a move in the neighborhood of S.
The move defines S .
Step 3. Calculate F(S ).
Step 4. If F(S ) < F(S) change S to S and go to Step 6.
Step 5. Otherwise, r Calculate δ = (F(S ) − F(S))/T. r Change S to S with probability e −δ .
Step 6. Set T = αT and go to Step 2 unless the predetermined number of iterations is reached.
Step 7. The best encountered solution throughout the process is the resulting solution. For our test problems the following parameters were used following extensive experimentations: T 0 = 1000, iter = 2000n, and α = 1 − (5/iter).
(LASCN) with maximum traveling and waiting time constraints
In practice we may want to limit the customer traveling times to the server sites and the waiting time at a server site. Including the waiting time and traveling time constraints in (LASCN) will result in the following mathematical formulation:
subject to Equations (3)- (8), where α and β are respectively the maximum traveling distance and the maximum waiting time at the server sites. Note that Equation (16) can be presented in an aggregate
In this section we show that all methodologies developed in Section 4 can be simply modified to handle constraints (16) and (17). Because of constraints (17), the value of k min j (the minimum number of servers required to serve the demand λ j (S)) is now computed by
The exact approach for (LASCN) with maximum traveling and waiting time constraints is similar to the one presented in Section 4.1 with the following modifications.
1. In (UFLP(l)) when y ij d ij > α, replace d ij with a very large number to ensure that y * ij = 0 when solving (UFLP(l)). 2. Solving Algorithm 1 to find K * (S * (l)) and
is found using Equation (18).
The approximate approaches for (LASCN) with maximum traveling and waiting time constraints is similar to the approach in Section 4.2 with the following modifications.
1. When searching for a given set of server sites, S, accept only those assignments which are feasible considering constraints (16). 2. Solving Algorithm 1 to find K * (S) and F(K * (S), k min j is found using Equation (18).
Computational results
We tested the algorithms on the set of 40 Beasley problems which are networks designed for the solution of the p-median problems (Beasley, 1990) . The parameters used are: f j = 1000, ∀j; λ i = 1, ∀i; µ = n/p; v = 1; and h = 50. Two values of g were tested g = 1 and g = 3.
The exact algorithm was coded in C ++ and we used CPLEX LP/IP Version 9.0 to solve (UFLP(l)). The program was run on a 2.8 GHz laptop computer with a 256 MB RAM. The descent and simulated annealing algorithms were coded in Fortran, compiled by Intel Fortran 9.0, and run also on a 2.8 GHz laptop computer with a 256 MB RAM.
Experiments with the exact algorithm
The results for the exact algorithm are summarized in Table 1. The third (the seventh) column of the table is the lower bound Z * UFLP(1) + F min for g = 1 (g = 3). The Best Found Solution (BFS), percent of BFS over the lower bound when the BFS is not known to be optimal and the CPU time are given respectively in the fourth, fifth and sixth columns (eighth, ninth and tenth) for g = 1 (g = 3). Recall that each iteration of the algorithm consists of one set of (UFLP) and the server cost assignment associated with it. We limited the time of an iteration to 30 minutes. Therefore, once a completed iteration took more than 30 minutes the test was terminated and the BFS (which is not known to be optimal) is recorded. The following conclusions are drawn from the table.
1. When n ≤ 300 and g = 1(n ≤ 200 and g = 3) the exact algorithm was able to find the optimal solution in a reasonable time for all problems.
2. When n ≥ 700 and g = 1(n ≥ 400 and g = 3) the algorithm failed to find an optimal solution in a reasonable time for all problems. 3. Even when the optimal solution is not found the best solution is very close to the lower bound (results in columns 5 and 9 are less then 1% away from the lower bound).
4. When n = 900 for all problems, CPLEX ran out of memory and even the first iteration could not be computed.
We also performed sensitivity analysis on the parameters of the problem. In Table 2 , for the first Beasley problem with n = 100 and p = 5 we let µ, h, v, g, f j and λ i change respectively in rows 1-4, 5-9, 10-14, 15-19, 20-24 and 25-28. We make the following observations.
1. The computational time is a decreasing function in µ. 2. The computation time is a non-increasing function in f j (looks convex), in fact when f j ≤ 250, the optimal solution is not attainable in a reasonable amount of time. Note that this is for n = 100, the smallest size problem in Beasley's samples. 3. The computational time is a non-decreasing function in v (looks concave). 4. The exact method's computational time is a nondecreasing function (looks convex) in g and λ. In fact when g ≥ 5 or λ i ≥ 4, the optimal solution is not attainable in a reasonable amount of time. 5. The exact method's computational time is independent of h.
Experiments with the heuristic algorithms
The results of the heuristic algorithms are listed in Tables  3 and 4 . The descent algorithm was repeated 1000 times from 1000 randomly generated starting solutions. The simulated annealing was repeated ten times for each instance so as to require a comparable run time. The BFS (including all known optimal solutions) were found by the descent algorithm and simulated annealing for all problems. For g = 1 (Table 3) we draw the following conclusions.
1. The descent algorithm found the BFS at least 165 times out of 1000 replications for each problem. 2. It found the BFS in all 1000 replications for 28 of the 40 problems. 3. It found the BFS in 87.7% of the runs and the average solution was 0.024% over the BFS. 4. The simulated annealing found the BFS at least four times out of ten replications. 5. It found the BFS in all ten runs for 30 of the 40 problems. 6. It found the BFS in 91% of the runs and the average solution was only 0.015% over the BFS.
For g = 3 (Table 4) we draw the following conclusions:
1. The descent algorithm found the BFS at least 137 times out of 1000 replications for each problem. 2. It found the BFS in all 1000 replications for 13 of the 40 problems. 3. It found the BFS in 73.17% of the runs and the average solution was 0.038% over the BFS. 4. The simulated annealing found the BFS at least twice out of ten replications.
5. It found the BFS in all ten runs for 18 of the 40 problems. 6. It found the BFS in 81.5% of the runs and the average solution was only 0.022% over the BFS.
Both heuristic algorithms performed extremely well. The g = 3 problems are somewhat harder to solve by the heuristic algorithms compared to the case when g = 1.
Conclusions and future research
In this paper we discussed the problem of locating facilities and allocating p servers to the facilities where the facilities behave as M/M/k queueing systems. The objective is to minimize the total cost of the system that is comprised of the fixed cost of opening facilities, the variable cost of servers, the travel cost and the waiting cost of customers.
The paper includes an exact algorithm and heuristics to solve the problem. The exact algorithm is a location allocation procedure. Given a set of facilities the problem of minimizing the server assignment costs is easy since it is proved that the server assignment cost for each facility is convex in the number of servers. Ignoring the server assignment cost the problem is a (UFLP). The overall algorithm is to solve in each iteration a (UFLP) that provides the facilities locations and for each set of locations Algorithm 1 is used to minimize the server assignment cost.
Two heuristic approaches are suggested in the paper: the descent approach and simulated annealing. Both heuristics performed very well (better for a small travel cost) in terms of CPU time and solution quality.
The exact algorithm performs well in terms of CPU time for medium (small) sized problems when the cost of travel is not large (large) and therefore not many (relatively many) facilities are required. The solution quality of the exact algorithm when the time for iterations is limited to 30 minutes is very good. Also, the exact algorithm becomes less efficient when the (waiting cost + variable cost) is not a small portion of the total cost. We see this point in Table 2 , where it takes much more time to solve the problem when the fixed cost is small (100 and 250). Therefore, we suggest for future research to develop an exact algorithm to solve the problems more efficiently when the total waiting and variable cost is a significant part of the total cost. We believe that a promising direction is to obtain a tighter lower bound. We know that F min , the lower bound for server assignment cost, is based on the case when |S| = 1. Note that we can get tighter lower bounds based on |S| > 1 but finding those values seems to be quite hard. If we can come up with some theoretically sound lower bounds based on any given |S| (and note that as |S| gets larger, the bounds get tighter), we would be able to avoid a lot of solutions for (UFLP(l)) by enforcing the flowing constraint:
where F min (p) is defined to be the lower bound for server assignment cost when we locate p facilities.
Other suggestions for future research are:
(i) to study the problem discussed in the paper when there are bounds on the number of servers and on the number of facilities; (ii) to study the problem discussed in the paper when locating facilities on the plane; and (iii) to extend the problem to consider also finding optimal pricing for a monopolist when customer demand is a function of price, distance and waiting times.
