Contextualized Code Representation Learning for Commit Message
  Generation by Nie, Lun Yiu et al.
Contextualized Code Representation Learning for Commit Message
Generation
Lun Yiu Nieb, Cuiyun Gaoa,∗, Zhicong Zhongc, Wai Lamb, Yang Liud and Zenglin Xua
aHarbin Institute of Technology, Shenzhen, China
bThe Chinese University of Hong Kong, Hong Kong, China
cSun Yat-Sen University, Guangzhou, China
dNanyang Technological University, Singapore
ART ICLE INFO
Keywords:
Commit Message Generation
Code Representation Learning
Code-to-text Generation
Self-supervised Learning
Contextualized Code Representation
Abstract
Automatic generation of high-quality commit messages for code commits can substantially facilitate
developers’ works and coordination. However, the semantic gap between source code and natural
language poses a major challenge for the task. Several studies have been proposed to alleviate the
challenge but none explicitly involves code contextual information during commit message generation.
Specifically, existing research adopts static embedding for code tokens, which maps a token to the same
vector regardless of its context. In this paper, we propose a novel Contextualized code representation
learning method for commit message Generation (CoreGen). CoreGen first learns contextualized code
representation which exploits the contextual information behind code commit sequences. The learned
representations of code commits built upon Transformer are then transferred for downstream commit
message generation. Experiments on the benchmark dataset demonstrate the superior effectiveness
of our model over the baseline models with an improvement of 28.18% in terms of BLEU-4 score.
Furthermore, we also highlight the future opportunities in training contextualized code representa-
tions on larger code corpus as a solution to low-resource settings and adapting the pretrained code
representations to other downstream code-to-text generation tasks.
1. Introduction
With the demand for software programs increases in peo-
ple’s daily lives and works, massive amount of source code
is being produced every day. As a result, bridging the gap
between source code and natural language has become a prac-
tically useful but challenging task. Mitigating the gap will
enable the semantics of source code being connected to natu-
ral language, which is critical in solving many tasks, such as
code commit message generation. In the life cycle of software
development, the commit messages on version control sys-
tems (e.g., GitHub and GitLab) are essential for developers
to document the abstract code difference in high-level natural
language summaries. One example of code commit messages
is shown in Figure 2, where a line of code has been updated
for more generic exception handling. The line marked with
“+” in green background is the newly added code while the
line in red background marked with “-” indicates code been
deleted, and the corresponding commit message is shown
at the top. High-quality commit messages allow developers
to comprehend the high-level intuition behind the software
evolution without diving into the low-level implementation
details, which can significantly ease the collaboration and
maintenance of large-scale projects [6].
In practice, however, the quality of commit messages is
not always guaranteed. Dyer et al. [10] report in their study
that 14% of the Java projects on SourceForge leave commit
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messages completely blank. Many developers either neglect
the importance of commit messages or intentionally sacrifice
quality due to their lack of time and motivation. Writing
meaningful yet concise commit messages requires develop-
ers to grasp the essential ideas behind the code changes and
explicitly summarize them from a holistic perspective, which
is a skill that relies heavily on individual developer’s devel-
opment experience. Even for the experienced ones, writing
high-quality summaries for massive code commits still poses
considerable extra workload.
Therefore, automatic generation of high-quality commit
messages becomes necessitated and many approaches have
been proposed to address the needs. At the earlier stage, re-
searchers adopt pre-defined templates to generate commit
messages from extracted information [6, 8, 19, 37]. How-
ever, these rule-based methods require human developers to
manually define templates. For the code commits that do not
match any of the pre-defined rules, their approaches may fail
in generating meaningful commit messages. For example, in
Shen et al.’s work [37], their defined rules can only handle
four stereotypical types of code commits as trivial as filling in
the template “Add [added information] at [method name]” for
in-method sentence modifications. To solve this issue, later
works [13, 23] leverage information retrieval techniques to
reuse existing commit messages for incoming code commits.
In spite of the improved flexibility, the quality of retrieved
messages still depends on whether similar code commits can
be searched from the database.
With the advancement of neural machine translation (NMT),
recent researchers treat commit message generation as a code-
to-text natural language generation task and utilize deep neu-
ral networks to model the relationship between code commits
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Figure 1: Workflow of CoreGen with two stages.
……
return new AsynchronousFileByteChannel(
AsynchronousFileChannel.open(Paths.get(path),
StandardOpenOption.READ, StandardOpenOption.WRITE));
}
- catch (NoSuchFileException ex) {
+ catch (FileSystemException ex) {
if (System.nanoTime() - startTime >= TIMEOUT) {
throw ex;
}
……
Commit Message: Catch more generic FileSystemException in NamedPipeSocket
...springframework/boot/buildpack/platform/socket/NamedPipeSocket.java
Figure 2: An example of code commit message.
and commit messages [14, 25, 42, 22], which are claimed to
achieve the state-of-the-art performance on the benchmark.
Despite the comparative successes of deep learning mod-
els in code commit message generation, all of these studies
suffer three critical limitations. First, existing research gener-
ally adopts static embedding methods for code representation,
mapping a code token to an identical vector regardless of its
context. However, code data are essentially different from
textual data considering the semantic gap between source
code and natural language. For example, a single token alone,
if in textual data, can represent partial semantics, but cannot
convey any meaningful information in source code without
a context. Second, prior studies simply take the whole code
commit snippet as input without attending explicitly to the
changed fragments. Third, existing NMT models for commit
message generation are all recurrent-based, which has been
evidenced to suffer from long-term dependency issue [4].
In this paper, we propose a novel two-stage approach for
code commit message generation, named CoreGen, to ad-
dress the above limitations. Inspired by the recent success of
pretrained language models [31, 9, 33, 38], we propose con-
textualized code representation learning tasks, which endow
the same code token with different embeddings based on the
contextual information. Attention is also paid to the changed
code fragments explicitly by training the model to predict
code changes. At Stage II, the learned code representations
are preserved, and further fine-tuned for downstream commit
message generation. Both stages are implemented based on
Transformer. Experiments results on benchmark dataset indi-
cate that CoreGen achieves the new state-of-the-art on code
commit message generation.
The main contributions of our work are summarized as
follows:
• We propose a two-stage commit message generation
approach that exploits contextualized code representa-
tion for more accurate commit message generation.
• We empirically show that our proposed method out-
performs previous state-of-the-art models with at least
28.18% improvement in terms of BLEU-4 score. Our
in-depth ablation study and low-resource study also
demonstrate the promising effectiveness of CoreGen.
• We highlight the opportunities of improving other low-
resource code-to-text generation tasks through con-
textualized code representation learning and will re-
lease our implementation details for usages by future
researchers.
The rest of the paper is structured as follows. Section 2
introduces our proposed two-stage approach. Section 3 and
Section 4 describe the experimental setup and results. Finally,
Section 5 reviews the related works and Section 6 concludes
the paper.
2. Approach
In this section, we introduce our approach, which is named
Contextualized Code Representation Learning for Commit
Message Generation (CoreGen), a two-stage process for com-
mit message generation. CoreGen first learns contextualized
code representation via self-supervised training at Stage I,
and then fine-tunes the whole model for downstream commit
message generation task at Stage II. An overview of CoreGen
is shown in Figure 1.
2.1. Stage I: Contextualized Representation
Learning
To enrich code representations for more accurate com-
mit message generation, we propose to utilize the contextual
information underneath code commits. We first divide code
commits into two categories according to the changes: one
with explicit code changes and another with implicit binary
file changes. Figure 4 illustrates an example for each of the
commit type in (a) and (b), respectively. Then for each com-
mit type, a neural model based on Transformer is trained via
its respective self-supervised learning task to exploit contex-
tualized code representation. The details are elaborated in
the following.
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vectorDrawables.generatedDensities = ['hdpai', 'xhdpi', 'xxhdpi'] 
buildConfigField "boolean", "VISUAL_EDITOR_AVAILABLE", "false"
……
……
vectorDrawables.useSupportLibrary = true 
buildConfigField "boolean", "VISUAL_EDITOR_AVAILABLE", "false" 
……
……
Binary files a / platform / icons / src / <MASK> <MASK> <MASK> <MASK> <MASK> <MASK> 
platform / icons / src / icon . png differ 
……
……
Binary files a / platform / icons / src / icon . png and b / 
platform / icons / src / icon . png differ 
……
a. Explicit Code Changes
b. Implicit Binary File Changes
Randomly Masked Commit Sequence
Predicted Commit Sequence
Predicted Code-After-Change Sequence
Code-Before-Change Sequence
Feed Forward
Self-Attention
Feed Forward
Encoder-Decoder Attention
Self-Attention
Transformer
Figure 3: Overall model architecture. Left part represents the original architecture of Transformer proposed by Vaswani et al. [39].
The right part describes the two self-supervised training tasks proposed for contextualized code representation learning.
... src/com/goide/sdk/GoSdkType.java
……
public class GoSdkType extends SdkType { 
@ Override 
public boolean isValidSdkHome(@ NotNull String path) { 
- return GoEnvironmentUtil.getExecutableForSdk(path).canExecute(); 
+ return GoEnvironmentUtil.getExecutableForSdk(path).canExecute() 
&& getVersionString(path) != null; 
} 
……
Commit Message: Adjust homebrew GoSdk path 
(a) A code commit with explicit code changes
Commit Message: Add PSD for GreenDroid
new file mode 100644 
index 0000000 . . 20ae612 
Binary files /GreenDroid/resources/gd_page_indicator_dot.psd differ 
new file mode 100755 
index 0000000 . . c3888b5 
Binary files /GreenDroid/resources/segmented_bar.psd differ
(b) A code commit with implicit binary file changes
Figure 4: Examples of two code commit categories: one with
explicit code changes (a) and another with implicit binary file
changes (b). For former category, line-by-line code changes
can be easily detected, while for latter category, file content
changes are difficult to be examined in detail.
2.1.1. Code Changes Prediction
The first category of code commits includes explicit code
changes such as line addition, deletion, or modification. Gen-
erally, the lines are marked with special tokens at the begin-
ning, e.g., “+” for addition and “-” for line deletion. These
changed code fragments, comparing to the unchanged part of
source code, play a more crucial role in code commit message
generation, since commit messages, by definition, should be
summarizing the code changes instead of the whole code
snippets. Therefore, code changes prediction is designated as
the self-supervised representation learning task for this type
of code commits for code context modeling.
Specifically, given a source code sequence 푋, we pre-
process and split the source code sequence into code-before-
change and code-after-change subsequences, annotated as
푋before and 푋after respectively. If explicit code changes are
identified, we train a Transformer network to predict the
changes by modeling the relationship between 푋before and
푋after. Transformer [39] is a self-attention-based Encoder-
Decoder architecture that has achieved the state-of-the-art
results in many neural machine translation benchmarks. The
encoder module encodes the input sequence as a sequence
of hidden representations, while the decoder module then
decodes the hidden representations into an output sequence
and generates one token at a time. Specifically, we feed code-
before-changes sequences into the Transformer to predict the
corresponding code-after-change sequences. Log likelihood
is used as the objective function:
퐿1 = −
∑
푋∈퐶1
log푃 (푋after|푋before; 휃) , (1)
where 휃 represents the Transformer model parameters to be
learnt and 퐶1 refers to the commit subcorpora with explicitcode changes, i.e., 푋after ≠ 푋before.
By predicting the code changes from their respective
context, we explicitly force the Transformer to attend to the
proportion of code being changed and build up connections
between the contextual code tokens and changed code tokens,
thus the representations of code changes can be enriched with
their contexts.
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2.1.2. Masked Code Fragment Prediction
Another category of code commits includes implicit bi-
nary file changes where detailed modifications are not visible.
To model the context of file changes, we randomly mask
a fragment of the code commit sequence and conduct self-
supervised representation learning by predicting the masked
tokens from the remaining ones.
Instead of randomly masking only one token as proposed
in BERT [9], we mask a fragment of tokens to force the
network to capture more semantics, considering that one
single token in code snippet is generally meaningless. Given
a source code sequence 푋, we conduct preprocessing by
splitting it into different lines using the special token “<nl>”
and then randomly mask a certain fragment of the longest
line from position 푢 to 푣, denoted as 푋푢∶푣. Then we train the
Transformer to predict the masked code fragment 푋푢∶푣 from
its context 푋⧵푢∶푣, similar to the practice of MASS [38]. Log
likelihood is again used as the objective function:
퐿2 = −
∑
푋∈퐶2
log푃 (푋푢∶푣|푋⧵푢∶푣; 휃) , (2)
where 퐶2 refers to the commit subcorpora with implicit filechanges, i.e., 푋after = 푋before, and the mask length is deter-
mined together by a mask rate 푟 and the length of the longest
code line |푋̂|:
|푋푢∶푣| = 푟 ⋅ |푋̂| . (3)
By predicting the masked code fragments based on their con-
text, contextual information is incorporated into both code
embedding layer and Encoder-Decoder blocks, which alto-
gether produce contextualized code representation.
Finally, the overall objective of the first stage’s training
can be expressed as:
퐿(휃;퐶) = 1|퐶| (퐿1 + 퐿2) , (4)
where 퐶 refers to the entire training corpus that consists of
퐶1 and 퐶2. After the self-supervised representation learningat this stage, the contextualized representation of code com-
mits are captured, and can be transferred to the downstream
commit message generation task for further fine-tuning.
2.2. Stage II: Downstream Commit Message
Generation
At Stage II, we transfer the Transformer model parame-
ters incorporated with code commit representation learned
from Stage I for downstream fine-tuning. The whole model
is optimized throughout the supervised fine-tuning with back-
propagation applied to all layers. Specifically, given a source
code sequence 푋, the model is fine-tuned to predict the cor-
responding commit message sequence 푌 .
퐿(휃;푋) = − 1|퐶| ∑푋∈퐶 log푃 (푌 |푋; 휃). (5)
3. Experimental Setup
In this section, we describe the benchmark dataset, met-
rics, baseline models, and parameter settings used for evalua-
tion.
3.1. Dataset
We conduct evaluation experiments based on the bench-
mark dataset released by Jiang et al. [14]. The dataset con-
tains ∼2M pairs of code commits and corresponding commit
messages. We further cleanse the dataset by tokenizing the
code commit sequences with white space and punctuation
set as tokenizers, removing non-informative tokens (e.g., is-
sue ids and commit ids), and eliminating the poorly-written
commit messages following Liu et al.’s practice [23]. This
preprocessing step leaves us ∼27k pairs of code commit and
commit message, which are further split into training set,
validation set and test set at an approximate ratio of 8:1:1.
3.2. Evaluation Metrics
We verify the effectiveness of CoreGen with automatic
evaluation metrics that are widely used in natural language
generation tasks, including BLEU-4, ROUGE and METEOR.
BLEU-4 measures the 4-gram precision of a candidate to the
reference and penalizes overly short sentences [29]. BLEU-4
is usually calculated at the corpus-level, which is demon-
strated to be more correlated with human judgments than
other evaluation metrics [21]. Thus, we use corpus-level
BLEU-4 as one of our evaluation metrics.
To mitigate BLUE-4’s preference on long-length commit
messages, we also employ ROUGE, a recall-oriented metric
particularly proposed for summarization tasks, to evaluate the
quality of generated commit messages [18]. In this paper, we
compute the ROUGE scores on unigram (ROUGE-1), bigram
(ROUGE-2) and longest common subsequence (ROUGE-L),
respectively. Taking advantages of the weighted F-score
computation and penalty function on misordered tokens, ME-
TEOR is the last natural language generation metric used in
our experiments [17].
3.3. Baseline Models
We compare the proposed CoreGen with the following
baseline models in the experiments.
• NMT. NMT model uses an attentional RNN Encoder-
Decoder architecture to translate code commits into
commitmessages [25, 14]. Specifically, Jiang et al. [14]
implement the NMT model using a TensorFlow built-
in toolkit named Nematus [36].
• NNGen. NNGen is a retrieval-based model that lever-
ages nearest neighbor algorithm to reuse commit mes-
sages [23]. It represents each code commit sequence
as a “bags of words” vector and then calculates the co-
sine similarity distance to retrieve top 푘 code commits
from the training corpus. The commit with the highest
BLEU-4 score to the incoming commit is thereafter
regarded as the nearest neighbor and the corresponding
commit message is then output as the final result.
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Table 1
Comparison of our proposed framework with baseline models using different evaluation
metrics.
Model BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L METEOR
Baselines
NMT 14.17 21.29 12.19 20.85 12.99
NNGen 16.43 25.86 15.52 24.46 14.03
PtrGNCMsg 9.78 23.66 9.61 23.67 11.41
Ours CoreGen II 18.74 30.65 18.06 28.86 15.18CoreGen 21.06 32.87 20.17 30.85 16.53
• PtrGNCMsg. PtrGNCMsg [22] is another RNN-based
Encoder-Decodermodel that adopts a pointer-generator
network to deal with out-of-vocabulary (OOV) issue.
At each prediction time step, the RNN decoder learns
to either copy an existing token from the source se-
quence or generate a word from the fixed vocabulary,
enabling the prediction of context-specific OOV tokens
in commit message generation.
3.4. Parameter Setting
We conducted experiments on different combinations of
hyper-parameters to optimize the end-to-end performance of
the proposed model. Specifically, we feed the code commits
and commit messages into CoreGen with a shared vocabulary
of 55,732 unique tokens. The input dimension of the tokens
is set as 512. For the Transformer, both the encoder and
decoder module are composed of two identical layers while
each layer includes six parallel attention heads.
For training, we use Adam optimizer [16] with batch size
equals to 64 and the learning rate is adjusted dynamically
in line with the original implementation with warm-up step
set to 4000 [39]. The mask rate for Stage I’s Masked Code
Fragment Prediction is set to 0.5. A detailed analysis about
the impact of hyper-parameters on the model performance
can be found in Section 4.3.
4. Experimental Results
4.1. Result Analysis
Table 1 shows the experimental results of our model and
baselines. CoreGen outperforms baseline models across all
evaluation metrics with at least 28.18%, 26.12% and 17.82%
improvement on BLEU-4, ROUGE-L and METEOR scores,
respectively. We attribute this to its ability to capture code
contextual information for representing the most critical seg-
ments of code snippets, i.e., the changed code fragments.
Besides, comparing to PtrGNCMsg that employs a pointer-
generator network to tackle the OOV problem, CoreGen’s
superior performance further supports our claim that exploit-
ing contextualized code representation can achieve more ac-
curate prediction of context-specific tokens on downstream
code commit message generation task, leading to an elegant
solution to OOV issue.
4.2. Ablation Study
To further validate the usefulness of contextualized code
representation, we also compare CoreGen with an ablated
method CoreGen II that performs Stage II’s fine-tuning fromscratch without self-supervised representation learning.
As we can observe from the statistics shown in Table 1,
about half of the performance gain compared to the previous
state-of-the-art comes from the contextualized code repre-
sentation while the rest can be attributed to the advanced
self-attentional model architecture of Transformer. Specifi-
cally, CoreGen II’s substantial improvement compared withthe baselines also demonstrates Transformer’s strengths over
traditional LSTM-based encoder-decoder models for the code
commit message generation task. However, a remarkable per-
formance gap still exists between CoreGen II and CoreGen,which, again, affirms the necessity of contextualized code
representation learning.
4.3. Parameter Sensitivity
We further analyze the impact of three key parameters
on the performance of CoreGen, including mask rate, layer
number and head size. Figure 5 depicts the analysis results.
Figure 5(a) shows that the generation quality improves as
the mask rate increases from 0.1 to 0.5, but deteriorates as the
mask rate keeps increasing. This affirms our hypothesis that
masking a continuous fragment is more appropriate for code
semantics modeling than masking only a single token, while
the adverse impacts of overlarge mask rate can be contrarily
explained by the lack of contextual information. Thus, we set
the mask rate to 0.5 in this work, meaning that 50% tokens
of the longest line are masked for Stage I’s representation
learning. Figure 5(b) and 5(c) implies that while small layer
number or head size reduces performance, excessive number
of layers or heads also do harms to model’s end-to-end per-
formance. Therefore, Transformer’s layer number and head
size are set to 2 and 6 respectively to save computation costs.
4.4. Low-resource Study
In practice, collecting high-quality commitmessage dataset
is difficult because researchers need to put substantial efforts
in differentiating and cleansing poorly-written messages [23].
Therefore, as the last part of our experiments, we validate the
generalization capability of CoreGen under low-resource set-
tings. After using the whole training set for self-supervised
code representation learning, we adjust the amount of commit
message data available for Stage II’s supervised fine-tuning.
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0.1 0.3 0.5 0.7 0.9
BLEU-4 19.08 20.64 21.06 20.91 20.89
ROUGE-L 29.86 30.18 30.85 30.43 30.45
METEOR 15.59 16.18 16.53 16.41 16.42
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(a) Impact of mask rate
1 2 3 4
BLEU-4 19.97 21.06 18.40 17.83
ROUGE-L 29.24 30.85 30.19 28.44
METEOR 15.66 16.53 15.22 14.74
14
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26
30
Sc
or
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Layer Number
BLEU-4
ROUGE-L
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(b) Impact of layer number
2 4 6 8
BLEU-4 17.90 19.09 21.06 18.93
ROUGE-L 27.78 29.07 30.85 30.18
METEOR 14.48 15.37 16.53 15.71
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BLEU-4
ROUGE-L
METEOR
(c) Impact of head size
Figure 5: CoreGen’s performance under different hyper-parameter settings. Best results can be achieved by setting the mask rate,
layer number and head size to 0.5, 2 and 6, respectively.
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Figure 6: CoreGen’s performance under low-resource settings.
Dotted horizontal lines indicate the best performance achieved
by baselines.
As shown in Figure 6, CoreGen outperforms the baseline
models (annotated as dotted lines) by making use of only 50%
of labeled dataset. This inspiring result not only indicates the
strong generalizability of our proposed self-supervised code
representation learning tasks, but also suggests promising fu-
ture research directions, such as training contextualized code
representation on larger code corpus as a general solution
to low-resource tasks, and adapting our code representation
learning tasks to other code-to-text generation task domains.
5. Related Works
This section reviews the most related works and groups
them into three lines: commit message generation, contextu-
alized word representation, and code representation learning.
5.1. Commit Message Generation
Existing literature for commit message generation can be
roughly divided by their methodologies into three categories:
rule-based, retrieval-based and deep-learning-based.
Earliest works in the field attempt to automate the commit
message generation by extracting information from the code
commits and filling in pre-defined templates [6, 8, 19, 37].
Among them, Shen et al. [37] use pre-defined formats to iden-
tify the commit type and generate commit messages based on
corresponding templates. ChangeScribe [19] further takes
the impact set of a commit into account when extracting core
information from the code commits. In spite of the involve-
ment of prior knowledge, these rule-based methods can only
handle the code commits that match certain formats and the
produced commit messages can only cover trivial commits.
Therefore, later works leverage informational retrieval
techniques to allow more flexible commit message genera-
tion [13, 23]. For example, Huang et al. [13] evaluate the
similarity among code commits based on both syntactic and
semantic analysis and reuse the message of the most similar
commit as model output. NNGen [23] generalizes the similar-
ity measurement by calculating the cosine distance between
bag-of-words vectors of the code commits, which extends to
also support binary file changes. However, retrieval-based ap-
proaches are still limited in two aspects: the variable/function
names are not guaranteed consistent in the retrieved message,
and the generation performance relies heavily on the coverage
of the database.
By adopting deep neural networks to translate code com-
mits into messages, deep-learning-based methods have grad-
ually become the mainstream approach in this research field.
Both Loyola et al. [25] and Jiang et al. [14] propose to bridge
the gap between code commits and commit messages with
an attentional encoder-decoder framework. Loyola et al.’s
later work [24] further takes intra-code documentation as a
guiding element to improve the generation quality. Since
deep learning models suffer heavily from context-specific to-
kens, CODISUM [42] and PtrGNCMsg [22] both attempt to
mitigate OOV issue by incorporating the copying mechanism,
while the former one does not support commits with only
binary file changes. In all these methods, code contextual
information is either neglected or built up using an additional
network.
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5.2. Contextualized Word Representation
Our work also relates closely to the contextualized word
representationmethods. Pioneeringword representationmeth-
ods keep the mapping function invariant across different
sentences [27, 30, 5]. For example, Word2vec learns the
word embedding by skip-gram or continuous-bag-of-word
(CBOW) model, which are both based on distributed center-
context word pair information [27]. Comparatively, Glove
producesword embeddings by factorizing theword co-occurrence
matrix to leverage global statistical information contained in
a document [30]. Although these methods can capture both
syntactic and semantic meanings behind the words, the limi-
tation of these static word embedding approaches lies mainly
in two aspects: 1) these approaches do not leverage the infor-
mation of entire sentence and the relationships learned from
the center-context pairs are restricted in fixed window-size,
and 2) these approaches fail to capture polysemy since the
embedding tables are kept invariant across different contexts.
In recent years, contextualized word representation meth-
ods have gained overwhelming dominance. Pretrained from
large unlabeled corpus, contextualized word representations
can capture word sense, syntax, semantic roles and other
information dynamically from the context, achieving state-of-
the-art results on many downstream tasks including question
answering, sentiment analysis, reading comprehension, etc
[31, 32, 33, 9]. Specifically, Peter et al. [31] derive the word
representations from a bi-directional LSTM trained with cou-
pled language model objective on a large corpus. The GPT
model proposed by OpenAI instead uses multi-layer Trans-
former decoders for the language model pretraining [32, 33].
However, the left-to-right architecture of GPT models can
be harmful for many token-level tasks where the contextual
information from both directions are equally essential. There-
fore, to alleviate the unidirectional nature of language models,
Devlin et al. [9] further pretrain a denoising auto-encoder us-
ing a brand new self-supervised learning task named “masked
language model”. By predicting the randomly masked word
tokens from their contexts, contextualized word represen-
tations are embedded into the initialized model parameters
for downstream tasks’ usage. Unlike static word representa-
tion methods that require an extra network for downstream
task processing, these networks can be adapted to various
downstream tasks with simple architecture modifications.
5.3. Code Representation Learning
Among the previous works of code representation learn-
ing, traditional machine learning algorithms used to be the
standard practices. In particular, by treating the code as a se-
quence of tokens, n-gram languagemodel was widely adopted
in modeling the source code for authorship classification [12],
repository mining [3], convention detection [1], etc. SVM is
another common approach of representing the programs that
has been applied for malicious code detection [7] and code
domain categorization [20]. By further taking the syntax
tree structure of code into consideration, Maddison & Tarlow
[26] describe new generative models based on probabilistic
context-free grammars, while Raychev et al. [34] build up
code probabilistic model by learning decision trees out of a
domain-specific language called TGen.
Recent advancement of deep learningmodels also changes
the way researchers representing code semantics. Token-
based techniques process code as textual data and adopt RNN
models to learn the code features together with downstream
tasks [35]. Tree-based techniques transform syntax tree into
vectors that are later formatted as the model input. For ex-
ample, for code defect prediction, Wang et al. [40] leverage
a deep belief network to learn semantic code representation
from abstract syntax tree (AST) nodes, while for code clone
detection, White et al. [41] use a recursive auto-encoder to ex-
ploit code syntactical information from ASTs. TBCNN [28]
includes a tree-based convolution on ASTs to learn program
vector representations. ASTNN [43] decomposes large ASTs
into sequences of small statement trees and finally learns the
code representation from encoded statement vectors. Last
category of graph-based techniques constructs the entire syn-
tax graph as model input. Allamanis et al. [2] leverage a
Gated Graph Neural Network to represent both the syntactic
and semantic structure of source code. Compared with these
methods, our proposed approach focuses on learning contex-
tualized code representation without using external ASTs or
constructed graphs, which can achieve a greater balance be-
tween the performance and usability of downstream commit
message generation.
Inspired by the success of the aforementioned pretrained
language models, SCELMo [15] and CodeBERT [11] pro-
pose to pretrain code representation on large unlabeled corpus.
However, these works directly borrow the pretraining tasks
from original implementations without explicitly taking into
account the semantic gaps between source code and natural
language.
6. Conclusion
Code commit message generation is a necessitated yet
challenging task. In this paper, we proposed CoreGen, a two-
stage approach that takes advantage of contextualized code
representation learning to boost the downstream performance
of commit message generation. Specifically, w.r.t. the two cat-
egories of code commits, we introduced two self-supervised
learning tasks, named Code Changes Prediction and Masked
Code Fragment Prediction, for the exploitation of contextual-
ized code representation. Experimental results showed that
CoreGen significantly outperforms competitive baselines and
achieves state-of-the-art on the benchmark dataset.
We further validated CoreGen’s performance under low-
resource settings, where more accurate commit messages
were generated with only 50% of labeled data used at fine-
tuning. This points out promising future directions including
extending our contextualized code representation learning
method to larger code corpus and other downstream code-to-
text generation tasks, such as code summarization.
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