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Abstract
Aligning two images by point to point correspondence is a hard optimization problem. It
can be solved using τ-Extremal Optimization or with a modification of this method called
Fitness threshold accepting. In this work these two methods are tested and compared to
see wether one of the methods should be prefered for image alignment. Since real image
data is almost always noisy the performance of the methods under conditions like noisy and
outlying data is analysed too.
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1 Introduction
The problem of aligning two or more images occurs in many areas. E.g. in the medical
image analysis it is often necessary to compare images that are taken by different sources,
at diverse times or from various viewpoints. Therefore it is useful to find the transformation
between these images and to align them. So one can detect changes more easily.
Another field of application is biometric data analysis. The image of the face or iris of a
person has to be aligned to the reference image so that it can be recognized by a computer.
Autonomous machines like robots which recognize barriers depend also on image regis-
tration methods. The two images for a stereo view have to be aligned to recognize e.g. the
shape of the barrier.
The aligning of two images can be done by point-to-point correspondence. The points
of interest have to be extracted from the images, e.g. using an algorithm like the combined
corner and edge detector proposed by Harris [?]. Then these points have to be matched in the
correct order which is a combinatorial optimization problem. Especially for large numbers of
points this is a computationally intensive task. To solve this problem in a fast way, Extremal
Optimization (EO) can be used. EO is a powerful stochastic optimization method inspired
by the concept of Self-Organized Criticality [1]. In contrast to other optimization methods
like Simulated Annealing, EO leads very fast to near optimal solutions. As EO is based on
minimizing a cost function it can lead into loacal minima of this function, unable to leaf
them again. To avoid this a variation of EO, called τ-EO was introduced. It improves the
search of the best solution a lot.
1
2 Point correspondence using Extremal
Optimization
2.1 Extremal Optimization
Extremal Optimization [1] is a stochastic optimization method inspired by the Bak-Sneppen
model of Self-Organized Criticality [?]. It searches the space Ω = α which consists of all
possible solutions α in order to find the best solution αbest . The search is based on minimizing
a cost function E(α) which characterizes the quality of the solution, i.e. the optimal solution
is equivalent to the smallest value of E.
Every state α consists of a finite number of degrees of freedom, which each can be as-
signed a fitness λ ∈ [0,1]. The basical form of EO performs a random walk through Ω in
order to find the minimum of the cost function by updating the degree of freedom with the
worst fitness in each step. But this random walk can lead into local minima of the cost
function which can not be left again.
To avoid this sticking τ-EO was introduced. In this algorithm the degrees of freedom are
ranked according to their fitness. The search is improved by not updating the degree of free-
dom with the worst fitness, but by choosing a degree of freedom using a time indipendent
probability distribution P ∝ k−τ over the ranks k. So if τ is very small, near zero, the prob-
ability distribution gets similar to a uniform distribution over all fitness ranks. For τ → ∞
the first rank is chosen always and the other ones never which is equivalent to the basic EO.
Well performing values for τ are shown in chapter 3.1.
Instead of the τ-probability distribution Heilmann, Hoffmann, and Salomon [2] introduced
the Fitness Threshold Accepting distribution. It is an uniform distribution over the fitness
ranks up to a certain threshold. In [3] it was proofed that such a distribution is the best
distribution over EO fitness ranks. But it is only the optimal choice if the right threshold
is chosen in each step of the algorithm. Its performans with fixed, adaptiv or randomly
changing thresholds is shown in chapter 3.2
Figures 2.1 and 2.2 show the τ-EO and the FTA probability distributions over the fitness
ranks. The τ-EO distribution is plotted for τ= 1 and τ= 2 which shows that the probability of
the first ranks changes most and that the higher ranks are hardly affectet by a finite variation
of τ. The uniform distribution for FTA is plotted for the thresholds 4 and 6.
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2.2 ALGORITHM DESCRIPTION
Figure 2.1: τ-EO probability distri-
bution
Figure 2.2: FTA probability distribu-
tion
2.2 Algorithm description
The points of interest have to be extracted from the two images whose transformation should
be computed. This can be obtained by using point extraction methods like e.g. the Harris
detector [?]. The sets P1 and P2 contain the points (y1,y2) ∈ Image 1 and (x1,x2) ∈ Image 2
in the following way.
P1 =

y1(1) y2(1)
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.
.
.
y1( j) y2( j)
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and P2 =

x1(1) x2(1)
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x1(n2) x2(n2)
 (2.1)
There correspondence between these point sets is stored in the match matrix
M =

m(1,1) · · · m(1, j) · · · m(1,n1 +1)
.
.
.
.
.
.
.
.
.
.
.
.
m(i,1) · · · m(i, j) · · · m(i,n1 +1)
.
.
.
.
.
.
.
.
.
.
.
.
m(n2 +1,1) · · · m(n2 +1, j) · · · m(n2 +1,n1 +1)
 (2.2)
which is defined with an extra column and row representing outliers. Outliers are points that
do not have a point match.
The match matrix element m(i, j) equals one if the point Xi ∈ P2 and Yj ∈ P1 are supposed
to correspond. All other elements of M in the jth column and ith row equal zero. If the
point Xi ∈ P2 is an outlier, the element m(i,n1 + 1) equals one and analog if Yj ∈ P1 is an
outlier the element m(n2 +1, j) equals one. It is assured that the assignment is unique by the
condition that the sum of every row and column of the match matrix has to equal one, except
the (n2 +1)th row and the (n1 +1)th column where the outliers are stored.
3
2 POINT CORRESPONDENCE USING EXTREMAL OPTIMIZATION
Out of the matched points an affine transformation between image 1 and image 2 can be
computed using a least of squares method. The transformation A j is of the form
A j = Xi = LYj +T (2.3)
or (
a1( j)
a2( j)
)
=
(
x1(i)
x2(i)
)
=
(
l11 l12
l21 l22
)(
y1( j)
y2( j)
)
+
(
t1
t2
)
(2.4)
where T represents the translation vector and L the transformation matrix including rotation
and expansion or contraction.
Since the computed transformation does not equal the exact transformation as long as the
points are not matched correctly, there can be defined an error vector ε j for each point match
(Xi,Yj). Its norm equals the distance between the point Xi and the transformation A j of the
point Yj. (
ε1( j)
ε2( j)
)
=
(
x1(i)
x2(i)
)
−
(
l11 l12
l21 l22
)(
y1( j)
y2( j)
)
−
(
t1
t2
)
(2.5)
This error vector is used to define a fitness value λ j for each point Yj:
λ j =
{
0 if the point is an outlier
1− |ε j|
max
k
|εk| otherwise
(2.6)
So a point that already has a good match gets a fitness value near one. Points with bad
matches or outliers get fitness values near zero.
Another measure, introduced by Meshoul and Batouche [4] is the closeness measure.
Since they defined the closeness using a term they did not explain completely, I reduced
it to the following term:
closeness(Xi,Yj) = d(Xi,A j) (2.7)
where d is the Euclidean distance and A j is the affine transformation 2.3 of Yj. The close-
ness measure is needed to improve the choice of a new corresponding point for the point Xi
without performing a random walk through the search space. With the help of the closeness
measure points whose transformations are localized near the point Xi are preferred.
The error term is also needed to define the cost function E which characterizes the quality
of the solution:
E(M,ε) =
n1∑
j=1
|ε j|2 +α
(
n2∑
i=1
m(i,n1 +1)+
n1∑
j=1
m(n2 +1, j)
)
(2.8)
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The value of the cost function increases if there are more outliers and if the errors of the
matches are big. The aim of the optimization is to minimize these cost function. That means
solutions with less outliers and small errors are preferred in contrast to solutions with many
outliers and big errors.
As initial guess of the match matrix M I chose the identity matrix and set the element
m(n2 +1,n1 +1) to zero. Starting from this correspondence the algorithm performs the fol-
lowing way:
Input Two sets of points P1 and P2.
Generate the initial match matrix M and compute the initial
transformation A, which add up to the solution α = (M,A).
Set αbest = α.
Repeat
Rank the points of P1 according to their fitness λ j.
Select a point Yj from P1 according to its fitness rank k j using τ-EO
or FTA.
If the selected point is an outlier
Then Rank the points of P2 according to their closeness to the transfor-
mation A j.
Select a point Xi from P2 according to its closeness rank ki using
τ-EO or FTA. If the point Xi already has a corresponding point Yl ,
the point Yl becomes an outlier.
Match the points Xi and Yj by updating the match matrix.
Else The match pair (Xi,Yj) is split into two outliers.
End If
Compute the new transformation A using the updated match ma-
trix. Set α = (M,A).
If E(α)< E(αbest)
Then Set αbest = α.
End If
Until termination criterion is achieved.
Output αbest = (M,A).
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3 Experimental results
To test and compare the performance of the FTA- and the τ-EO-algorithm I used synthetically
created points. That means I generated the points of set P1 randomly and transformed them
using a given transformation A into the points of set P2. Then the points of set P2 were mixed
to avoid a trivial correspondence to the points in P1. An advantage of these synthetically
generated points is that I know the exact transformation between the two sets of points. This
knowledge makes it very easy to figure out exact solutions.
To define a good termination criterion is difficult, because for real images one does not
know the transformation. So the termination criterion cannot be that the right transformation
was found. It is also not possible to to define a certain threshold for the cost function so that
the calculation was stopped if the cost function gets smaller than the threshold. Sometimes
the cost function converges zero for exact solutions but sometimes the right solution is found
although there are still outliers. These outliers cause a higher value of the cost function which
is nevertheless the smallest value in many calculations. So one could not define a certain
value that has to be fallen below. To avoid these problems I set the number of iteration steps
to fixed values which can be seen in Table 3.1. This value depends on the number of points
n in P1. Since the number of combinations in the match matrix M rises with an increasing
number of points the number of iteration steps has to increase too. If the numbers of points
from both images are equal, i.e. n1 = n2 = n, the number of assignments equals n!.
Since the calculation time rises with increasing number of calculation steps and also with
increasing number of points, at least the number of calculation steps has to be limited. Es-
pecially in case of running the algorithm 100 times and in case of high numbers of points, it
has to be done.
number of points (n) number of assignments (n!) number of iteration steps
5 120 100
10 3628800 1000
20 2.43e+18 4000
40 8.16e+47 20000
60 8.32e+81 20000
>60 20000
Table 3.1: Number of possible assignments and number of iteration steps according to the
number of points n
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To compare the performance of the different algorithms I counted the exact or almost
exact solutions which were found by the algorithms during 100 runs, i.e. how often was the
given transformation found as the best transformation. Each of these runs was started with
different random points but the same points were taken for each algorithm. So the same
transformations for the same points had to be found by the different algorithms. Since I
created the points of set P2 by transforming the points of set P1, both sets contain the same
number of points. Thus there were no outliers that had to be considered.
For the testing I defined the following transformations which consist of a translation de-
fined in T and a rotation combined with a scaling in the matrix L. The rotation is defined by
the rotation angle ϕ and the scaling by the scaling factor s. Then the matrix L can be written
as:
L = s
(
cosϕ sinϕ
−sinϕ cosϕ
)
(3.1)
The first transformation A1 is a rotation about 90 degrees combined with an expansion by
2 and a translation:
L1 =
(
0 2
−2 0
)
and T1 =
(
1
2
)
(3.2)
The second transformation A2 is only an expansion by 1.5 without any rotation or transla-
tion:
L2 =
(
1.5 0
0 1.5
)
and T2 =
(
0
0
)
(3.3)
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3 EXPERIMENTAL RESULTS
3.1 Performance of τ-EO depending on τ
The number of exact solutions during 100 runs of the algorithm depends very much on the
value of τ. Meshoul and Batouche [4] recommended a value between 2.0 and 2.5 for τ, but I
found that there is no value of τ that is the best in all cases. The value of τ where the most
solutions are found depends on the number of points given in the images. In figures 3.1 and
3.2 the number of exact solutions during 100 runs is plotted against τ. One can see that on
the one hand for 5 points (figure 3.1) there is no perfect tau. It can vary from 1.7 to 3.0 with
only less influence on the number of exact solutions. On the other hand for 40 points (figure
3.2) the best value for τ is 1.4 which produces about 63 exact solution during 100 runs. Small
variations of this value lead to much less solutions.
Figure 3.1: Number of exact solu-
tions depending on τ for
5 points.
Figure 3.2: Number of exact solu-
tions depending on τ for
40 points.
In table 3.2 you can see which values of τ are the best according to different numbers of
points extracted from the images. The values and the interval of the optimal τ get smaller
with increasing numbers of points. In the third column I added the values of τ that I used for
the following testing of the algorithm.
number of points τbest τ used for testing
5 1.7 ≤ τbest ≤ 3.0 2.3
10 1.6 ≤ τbest ≤ 2.3 1.9
20 1.6 ≤ τbest ≤ 1.8 1.7
40 τbest = 1.4 1.4
60 τbest = 1.4 1.4
80 τbest = 1.7 1.7
Table 3.2: Best values for τ according to the number of points in P1
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3.1 PERFORMANCE OF τ-EO DEPENDING ON τ
Figure 3.3: Number of exact solu-
tions depending on τ for
80 points.
Since Meshoul and Batouche extractet more than 70 points from their images there rec-
ommended values for τ do not correspond to mine. I found that the best values for τ for more
than 40 points lie around 1.5 and not as Meshoul and Batouche found it between 2.0 and 2.5.
For example for 80 points the best τ is 1.7. The number of exact solutions for τ between 2.0
and 2.5 is not much smaller as you can see in figure 3.3 but τ = 1.7 works better.
The number of exact solutions found during 100 runs decreases with increasing number
of points. Since the number of combinations in the match matrix increases very fast with
a growing number of points (table 3.1) it takes more and more calculation steps to find the
exact solution. But more calculation steps cause a growing calculation time. So the number
of calculation steps has to be limited which again leads to less solutions.
In the tables 3.3 and 3.4 one can see the results of the simulations using τ-EO for the
transformations A1 and A2. For each exact solution the best value of the cost function, Ebest ,
and the corresponding calculation step hbest were stored. Then the mean and the standard
deviation for these two variables were calculated.
The average of Ebest increases with increasing number of points. That is the number of
exact solutions containing outliers increases, because the exact transformation can only be
calculated from correct matched points. So the first part of the cost function containing the
errors of the matches approaches zero whereas the second part containing the outliers grows
with increasing number of points.
For less points (n≤ 20) the mean of the calculation steps hbest lies a bit beneath the half of
the steps made (compare table 3.1), i.e. more than a half of the exact solutions were found
in the first half of the calculation. That shows that the number of steps made is big enough
in most cases.
For more than 20 points the mean of hbest lies above the half of the calculation steps made.
So in these cases it would be better to make more steps to find the right solution but this
would also mean that it would take much more time.
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3 EXPERIMENTAL RESULTS
n solutions mean of Ebest std of Ebest mean of hbest std of hbest
5 72 0.3333 1.1133 47.1111 27.2627
10 82 1.4634 3.6925 422.3415 273.2362
20 68 0.8895 3.8988 1.7319e+03 1.1925e+03
40 63 36.3773 9.6537 1.2747e+04 5.7594e+03
60 29 25.4018 7.9454 1.2014e+04 5.2534e+03
Table 3.3: Results of simulations using τ-EO for the transformation A1
n solutions mean of Ebest std of Ebest mean of hbest std of hbest
5 72 0.2778 1.0240 44.6944 29.1811
10 71 0.7019 2.3789 421.2778 279.4088
20 66 1.5830 4.1147 1.9108e+03 1.1308e+03
40 62 36.0845 10.8264 1.2092e+04 5.5663e+03
60 22 27.7720 6.0105 1.2746e+04 4.9529e+03
Table 3.4: Results of simulations using τ-EO for the transformation A2
3.2 Performance of FTA depending on the threshold
The number of exact solutions during 100 runs depends a lot on the threshold used for the
FTA-algorithm. I tested different modifications of this algorithm. The first one was with a
fixed threshold (subsection 3.2.1), i.e. one certain threshold was chosen and it was never
changed during the calculation. Another one was with an adaptive threshold that depends
on the number of outliers in each calculation step (subsection 3.2.2). The third type of
modification was one where the threshold was randomly set to a certain value in each step
(subsection 3.2.3).
3.2.1 FTA with fixed threshold
In the modification with the fixed threshold one certain value can be detected with which
the best results can be achieved. In figures 3.4 and 3.5 the number of exact solutions during
100 runs is plotted against the fixed threshold. The maximum of solutions was found at a
threshold of 2 for 5 points and at a threshold of 5 for 40 points. These best fixed thresholds are
hardly influenced by the type of transformation. The number of solutions found depends on
the transformation but the best thresholds are the same for both of the tested transformations.
As you can see in table 3.5 the optimal fixed threshold depends on the number of points
extracted from the images. For large numbers of points the optimal threshold does not change
10
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Figure 3.4: Number of exact solu-
tions depending on the
threshold for 5 points.
Figure 3.5: Number of exact solu-
tions depending on the
threshold for 40 points.
anymore, it remains 5. This seems to make sense because when τ-EO is used the probability
that one of the first few ranks is chosen is much bigger than for higher ranks where the
probability converges 0.
number of points optimal threshold
5 2
10 3
20 4
40 5
60 5
>60 5
Table 3.5: Best fixed thresholds according to the number of points in P1
In the tables 3.6 and 3.7 one can see the results of the simulations using FTA with a fixed
threshold for the transformations A1 and A2. For these simulations the optimal thresholds
shown in table 3.5 were used. Like for the τ-EO algorithm the mean of the cost function
increases with increasing number of points. That is FTA also finds more exact solutions
containing outliers for higher numbers of points.
The mean of the iteration steps that were needed to find the exact solution lies beneath
one half of the steps made only for 5 points. For more points it lies above the first half of
the steps made. Thus on average it takes more time to find the correct solution with the
algorithm using FTA with fixed threshold than with the algorithm using τ-EO.
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n solutions mean of Ebest std of Ebest mean of hbest std of hbest
5 50 1.2 1.85164 39.1 27.1212
10 51 4.38958 3.97017 550.157 255.06
20 52 10.3242 8.69552 2787.88 948.493
40 28 35.3378 15.4241 12641.1 6044.92
60 14 45.0661 13.6717 12865.5 6857.1
Table 3.6: Results of simulations using FTA with fixed threshold for the transformation A1
n solutions mean of Ebest std of Ebest mean of hbest std of hbest
5 40 0.8 1.62038 36.975 22.0378
10 44 4.78856 3.49364 503.773 310.567
20 55 8.42251 3.86423 2579.89 1090.93
40 25 28.1742 11.2963 15547 4387.47
60 10 34.4067 13.3833 14247.7 4686.71
Table 3.7: Results of simulations using FTA with fixed threshold for the transformation A2
3.2.2 FTA with adaptive threshold
The adaptive threshold was defined as follows.
threshold =
n2∑
i=1
m(i,n1 +1)+1 (3.4)
It represents the number of outliers plus one. Thus almost always one of the outliers is
updated in each calculation step. The performance of the threshold during the calculation is
shown in figures 3.6 and 3.7 for 20 points on the left side and for 60 points on the right side.
One can see that the threshold is much smaller than the number of points. Thus the number
of outliers is small too which confirms that the algorithm prefers solutions with less outliers.
3.2.3 FTA with random threshold
In this modification of FTA the threshold was set to different values randomly. E.g. for 10
points, where 3 is the best fixed threshold, one of the thresholds 2, 3 and 4 was chosen in
each step. Each of these thresholds was selected with a different probability.
12
3.3 COMPARISON OF FTA AND τ-EO
Figure 3.6: Development of adaptive
threshold for 20 points.
Figure 3.7: Development of adaptive
threshold for 60 points.
n solutions mean of Ebest std of Ebest mean of hbest std of hbest
5 37 2.39275 1.97518 52.3784 28.839
10 43 7.78914 5.76548 483.535 311.933
20 38 13.6068 11.2439 2071.21 949.264
40 26 47.8067 20.3588 11456.7 6031.93
60 0 0 0 0 0
Table 3.8: Results of simulations using Fitness Threshold Accepting with adaptive threshold
for the transformation A1
3.3 Comparison of FTA and τ-EO
13
3 EXPERIMENTAL RESULTS
Figure 3.8: Development of the cost
function using τ-EO for 5
points.
Figure 3.9: Development of the cost
function using τ-EO for
40 points.
Figure 3.10: Development of the
cost function using FTA
with fixed threshold for
5 points.
Figure 3.11: Development of the
cost function using FTA
with fixed threshold for
40 points.
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n solutions mean of Ebest std of Ebest mean of hbest std of hbest
5 33 2.06967 2.02124 52.1515 27.3669
10 40 4.59753 4.30046 568.65 300.391
20 43 12.228 10.6618 2319.07 1136.45
40 39 37.1982 18.9434 11281.4 4882.74
60 9 76.7581 15.7181 12644.3 6618.69
Table 3.9: Results of simulations using Fitness Threshold Accepting with adaptive threshold
for the transformation A2
Figure 3.12: Development of the
cost function using FTA
with adaptive threshold
for 5 points.
Figure 3.13: Development of the
cost function using FTA
with adaptive threshold
for 40 points.
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