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Bioinformatika je interdisciplinarna znanost koja primjenjuje matematiku, statistiku i
informatiku u biologiji kako bi se analizirale karakteristike zˇivih bic´a. U podrucˇju genetike
odgovara na pitanja o mutiranju genoma, dok se u strukturalnoj biologiji bavi analizom
DNA, RNA i proteina.
U ovom radu analizirat c´e se proteini i proteomi biljaka kako bi se odgovorilo na pitanje
pripadnosti proteina nekoj od proteinske familije. Jedno od vazˇnijih zadac´a u bioinforma-
tici je odgovoriti na pitanje o porijeklu proteina, to jest njihovim precima. Kako bismo
detaljnije mogli rec´i da li je neki niz u srodnosti s drugim uvodimo pojam vjerojatnosti.
Analiza proteina provodi se usporedivanjem slicˇnosti proteina, odnosno lokalnim poravna-
njem te su razvijeni mnogi algoritmi koji se bave tim pitanjem. U ovom radu bit c´e opisan
jedan takav algoritam, tocˇnije PSSM algoritam. Njime c´emo dobiti niz “score”-ova koje
c´e biti potrebno analizirati.
Rad je podijeljen na pet poglavlja. U prva dva poglavlja opisujemo matematicˇki aparat
koji c´e nam pomoc´i u analiziranju podataka. Od cˇitatelja se pretpostavlja da je upoznat s
osnovnim pojmovima u opc´oj teoriji vjerojatnosti te su stoga u prvom poglavlju navedeni
i definirani samo neki osnovni pojmovi koji c´e se koristiti u radu. Detaljnije analiziranje
i dokazi nekih tvrdnji u prvom poglavlju mogu se pronac´i u [4]. Nakon kratkog uvoda u
teoriju vjerojatnosti uvodimo pojam distribucije ekstremnih vrijednosti cˇija c´e se teorija
pokazati kljucˇnom u analizi “score”-ova. U tom poglavlju uvedeni su pojmovi poput do-
mene atrakcije i Gumbelove distribucije. Detaljno je obradena teorija vezana uz Gumbe-
lovu distribuciju dok se visˇe o samoj teoriji ekstremnih vrijednosti mozˇe vidjeti u [3]. U
trec´em poglavlju definira se lokalno poravnanje i “score” poravnanja proteina te je dana
definicija proteoma i objasˇnjene vazˇnosti “score”-ova u proteomu. Nakon toga detaljno je
opisan PSSM algoritam. U cˇetvrtom poglavlju dana je statisticˇka analiza “score”-ova na
simuliranim podacima. Od cˇitatelja se takoder ocˇekuje razumijevanje osnovnih statisticˇkih
pojmova poput pripadnosti distribuciji i linearne regresije. Iz tog razloga detalji vezani uz
odabir metoda za ispitivanje pripadnosti distribuciji i za odabir regresijskog modela nisu
navedeni. Naposljetku, u zadnjem poglavlju su rezultati dobiveni na simuliranim podacima




Neka je Ω proizvoljan neprazan skup, a F σ -algebra na skupu Ω. Ureden par (Ω, F )
zove se izmjeriv prostor. Funkcija P : F → R je vjerojatnost na F ako vrijedi
(i) P(A) ≥ 0 , A ∈ F ; P(Ω) = 1.
(ii) Ai ∈ F , i ∈ N i Ai ∩ A j = ∅ za i , j⇒ P(⋃∞i=1 Ai) = ∞∑
i=1
P(Ai).
Definicija 1. Uredena trojka (Ω,F ,P), gdje je F σ-algebra na Ω i P vjerojatnost na F ,
zove se vjerojatnosni prostor.
Neka jeB Borelova σ-algebra generirana familijom svih otvorenih skupova na R.
Definicija 2. Funkcija X : Ω→ R je slucˇajna varijabla ako je X−1(B) ∈ F za proizvoljno
B ∈ B
Neka je A ∈ F takav da je P(A) > 0. Definirajmo funkciju
PA(B) = P(B | A) = P(A ∩ B)
P(A)
, B ∈ F .
Lako je provjeriti da je PA vjerojatnost na F i nju zovemo uvjetna vjerojatnost uz uvjet A,
a P(B|A) zovemo vjerojatnost od B uz uvjet A.
1.1 Funkcija distribucije. Matematicˇko ocˇekivanje.
Konvergencija.
Skup Ω na kojem je X definirana mozˇe biti sasvim opc´enit, no ako nas zanima problem
vezanu za odredenu slucˇajnu varijablu, pogodnije je promatrati vjerojatnosni prostor indu-
ciran sa X.
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Za B ∈ B stavimo
PX(B) = P(X−1(B)) = P{ω ∈ Ω; X(ω) ∈ B} = P{X ∈ B} (1.1)
Relacijom (1.1) definirana je vjerojatnosna mjera PX : B → [0, 1] koju zovemo vjerojat-
nosna mjera inducirana sa X, a vjerojatnosni prostor (R,B,PX) zovemo vjerojatnosni pros-
tor induciran sa X. Prema tome, svakoj slucˇajnoj varijabli X preko relacije (1.1) na prirodan
nacˇin se pridruzˇuje vjerojatnosni prostor (R,B,PX) i problemi vezani za slucˇajnu varija-
blu X rjesˇavaju se u okviru tog vjerojatnosnog prostora. Osnovna klasifikacija slucˇajnih
varijabli provodi se na osnovi oblika njihovih funkcija distribucije.
Definicija 3. Neka je X slucˇajna varijabla na Ω. Funkcija distribucije od X je funkcija
FX : R→ [0, 1] definirana sa




= P {ω ∈ Ω; X(ω) ≤ x} = P {X ≤ x} , x ∈ R.
Cˇesto c´emo stavljati FX = F ako je jasno o kojoj se slucˇajnoj varijabli radi.
Vazˇno je znati vjerojatnosti dogadaja vezanih uz X. Nacˇin na koji te vjerojatnosti racˇunamo
ovisi o tipu slucˇajne varijable X. Postoje dva glavna tipa slucˇajnih varijabli: diskretne i
neprekidne.
Definicija 4. Slucˇajna varijabla X je diskretna ako postoji konacˇan ili prebrojiv podskup
D ⊂ R takav da je P{X ∈ D} = 1.
Definicija 5. Kazˇemo da je X apsolutno neprekidna ili, krac´e, neprekidna slucˇajna varija-




f (t) dλ(t), x ∈ R. (1.2)
Za funkciju distribucije oblika (1.2), odnosno za funkciju distribucije FX slucˇajne varijable
X kazˇemo da je apsolutno neprekidna funkcija distribucije. U tom slucˇaju se funkcija f iz
(1.2) zove funkcija gustoc´e vjerojatnosti od X.
Uvedimo pojam matematicˇkog ocˇekivanja slucˇajne varijable X. Neka je X diskretna
slucˇajna varijabla i neka je skup D iz definicije diskretne slucˇajne varijable, D = {x1, x2, . . .}
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Neka je sada X neprekidna slucˇajna varijabla sa funkcijom distribucije FX, ocˇekivanje




















Kako bi uveli i pojam varijance slucˇajne varijable X, za r > 0 definiramo r-ti centralni
moment od X:
Definicija 6. Neka EX postoji. Tada E [(X − EX)r] zovemo r-ti centralni moment od X.







Pozitivan drugi korijen iz varijance zovemo standardna derivacija od X i oznacˇujemo sa
σX.
Neka je (Xn, n ∈ N) niz slucˇajnih varijabli definiran na istom vjerojatnosnom prostoru
(Ω,F ,P).
Definicija 8. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira gotovo sigurno (g.s)
prema slucˇajnoj varijabli X ako je
P
{




To oznacˇujemo sa (g.s.) limn→+∞ Xn = X i takav limes je (g.s.) jedinstven.
Definicija 9. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira po vjerojatnosti
prema slucˇajnoj varijabli X ako za svako  > 0 vrijedi
lim
n→+∞P {|Xn − X| ≥ } = 0.
To oznacˇujemo sa (P) limn→+∞ Xn = X i takav limes je takoder (g.s) jedinstven.
POGLAVLJE 1. SLUCˇAJNE VARIJABLE 5
Definicija 10. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira po distribuciji
prema slucˇajnoj varijabli X ako je
lim
n→+∞ FXn(x) = FX(x), x ∈ C(FX)
gdje je C(FX) skup svih tocˇaka neprekidnosti funkcije FX.
To oznacˇujemo sa (D) limn→+∞ Xn = X ili Xn D−→ X.
Vrijede sljedec´e implikacije:
(g.s) lim
n→+∞ Xn = X ⇒ (P) limn→+∞ Xn = X (1.4)
(P) lim
n→+∞ Xn = X ⇒ (D) limn→+∞ Xn = X (1.5)
1.2 Primjeri slucˇajnih varijabli
U ovom dijelu opisat c´emo neke slucˇajne varijable koje c´e se pokazati vazˇnima za daljna




0, x < 01, x ≥ 0, x ∈ R
Neka je c ∈ R proizvoljna konstanta i F(x) = (x − c), x ∈ R. F je ocˇigledno funkcija dis-
tribucije. Za slucˇajnu varijablu X kojoj je F funkcija distribucije kazˇemo da je degenrirana
u tocˇki c. Vrijedi P{X = c} = 1.
Uniformno distribuirana slucˇajna varijabla
Neprekidna slucˇajna varijabla X ima uniformnu distribuciju na segmentu [a, b], a, b ∈R,




b − a , a ≤ x < b
0, x < [a, b].
(1.6)
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Gama distribucija
Neka je α > 0, β > 0 i Γ(x) =
∫ ∞
0
e−ttx−1dt, x > 0 gama funkcija. Neprekidna slucˇajna







β , x > 0
0, x ≤ 0.








β dx = αβ, VarX = αβ2. (1.7)
Slika 1.1: Funkcije gustoc´e gama distribucije s razlicˇitim parametrima α i β
Logisticˇka distribucija
Neka je µ, β ∈ R , β > 0. Neprekidna slucˇajna varijabla X ima logisticˇku distribuciju s








, x ∈ R.
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Slika 1.2: Funkcije gustoc´e logisticˇke distribucije s razlicˇitim parametrima µ i β
Poglavlje 2
Distribucija ekstremnih vrijednosti
Mjerenjem neke pojave od interesa, odnosno prikupljanjem podataka, dobivamo niz vri-
jednosti koje bismo htjeli analizirati. Osim odredivanja funkcije distribucije kojoj bi ta
slucˇajna varijabla mogla pripadati, u primjeni je vazˇnije znati ponasˇanje njenih ekstremnih
vrijednosti. Kako nam za analizu ponasˇanja ekstremnih vrijednosti nije dovoljno jedno
mjerenje, odredene zakljucˇke nec´emo donositi prema jednoj slucˇajnoj varijabli vec´ prema
nizu (Xn, n ∈ N) jednako distribuiranih slucˇajnih varijabli. Svi rezultati c´e biti iskazani
obzirom na maksimum, jer rezultate za minimum dobijemo lako iz relacije:
−max(−X) = minX.
2.1 Granicˇna distribucija maksimuma i konvergencija
prema tipovima
Definicija 11. Neka su X1, X2, . . . Xn slucˇajne varijable na vjerojatnosnom prostoru (Ω,F ,P).







P {Xi ∈ Bi} .
Neka je (Xn, n ∈ N) niz nezavisnih jednako distribuiranih slucˇajnih varijabli s funkcijom
distribucije F. Oznacˇimo sa Mn = max {X1, X2, . . . Xn}. Ako je g : Rn → R Borelova
funkcija, tada c´e g(X1, X2, . . . Xn) biti slucˇajna varijabla. Ako definiramo funkciju g(x) =
max(x), x ∈ Rn, tada vidimo da je tako definirana funkcija g Borelova funkcija. Stoga je
8
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Mn slucˇajna varijabla. Zanima nas funkcija distribucije od Mn:






P {Xi ≤ x} =
n∏
i=1
F(x) = [F(x)]n , x ∈ R.
Stavimo
x0 = sup {x ∈ R; F(x) < 1} ≤ ∞. (2.1)
Primjetimo da je za x < x0 F(x) < 1 pa vrijedi P {Mn ≤ x} = Fn(x) → 0. Zbog mono-
tonosti vjerojatnosti slijedi (P) limn→+∞ Mn = x0. Zbog cˇinjenice da je {Mn} nerastuc´i niz,
konvergencija po vjerojatnosti povlacˇi konvergenciju gotovo sigurno, to jest vrijedi
(g.s) lim
n→+∞Mn = x0. (2.2)
U primjenama je tesˇko racˇunati sa funkcijom Fn. Zbog toga bismo zˇeljeli nac´i granicˇnu
distribuciju koja c´e dobro aproksimirati Fn. Iz relacije (2.2) je ocˇito da nedegenerirana
granicˇna distribucija nec´e postojati ukoliko ne normaliziramo Mn. Kao i u vec´ini slucˇajeva
u statistici, normalizaciju najcˇesˇc´e provodimo afinim transformacijama.
Definicija 12. Kazˇemo da su dvije funkcije distribucije V(x) i U(x) istog tipa ako za neke
A > 0 i B ∈ R vrijedi V(x) = U(Ax + B), za svaki x.
Sljedec´a propozicija daje eksplicitne formule za granicˇne distribucije koje dobro aproksi-
miraju Fn. Navodimo ju bez dokaza.







= Fn(anx + bn)→ G(x), i to slabo kad n→ ∞,
gdje je G nedegenerirana slucˇajna varijabla. Tada je G funkcija distribucije istog tipa kao
jedna od sljedec´ih funkcija distribucije:
(i) Φα(x) =
0, x < 0exp {−x−α} , x ≥ 0
za neko α > 0;
(ii) Ψα(x) =
exp {−(−x)α} , x < 01, x ≥ 0
za neko α > 0;
(iii) Λ(x) = exp {−e−x}, x ∈ R
Φα,Ψα i Λ zovemo distribucije ekstremnih vrijednosti.
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Neka je G distribucija ekstremnih vrijednosti. Kazˇemo da je F u domeni atrakcije od G
(u oznaci F ∈ D(G)) ako postoje an > 0, bn ∈ R, n ≥ 1 tako da
Fn(anx + bn)→ G(x), n→ +∞, (2.3)
gdje je konvergencija u (2.3) slaba konvergencija.
Funkcije Φα,Ψα i Λ iz Propozicije 1. zvat c´emo redom distribucije Tipa I, Tipa II i Tipa III.
Kako c´e u ovom radu distribucija Tipa III biti od znacˇajnog interesa, slijede neka njezina
osnovna obiljezˇja i karakteristike.
2.2 Domena atrakcije distribucije Tipa III
Definicija 13. Nerastuc´a funkcija U je Γ-varirajuc´a ( u oznaci U ∈ Γ) ako je U definirana
na intervalu (xl, x0), x0 ∈ R, xl ∈ R, xl < x0, limx→x0 U(x) = ∞ i ako postoji pozitivna
funkcija f definirana na (xl, x0) takva da za svaki x vrijedi:
lim
t→x0
U(t + x f (t))
U(t)
= ex.
Funkciju f nazivamo pomoc´nom funkcijom.
Neka je x0 = sup{y : F(y) < 1}.
Definicija 14. Distribucija F# cˇiji je supremum x0 definiran na gornji nacˇin, zovemo von
Misesova funkcija ako postoji z0 takav da je za z0 < x < x0 i c > 0





(1/ f (u)) du
}
(2.4)
gdje je f (u) > 0, z0 < u < x0 i f je apsolutno neprekidna na (z0, x0) sa funkcijom gustoc´e
f ′(u) i limu→x0 f
′(u) = 0. Funkcija f je pomoc´na funkcija..
Propozicija 2.
(a) Ako je F# von Misesova funkcija definirana kao u (2.4), tada je F# ∈ D(Λ). Nizove
(an, n ∈ N) i (bn, n ∈ N) iz Propozicije 1. mozˇemo definirati na sljedec´i nacˇin
bn = (1/(1 − F))−1 (n)
an = f (bn),
a 1/(1 − F#) ∈ Γ sa pomoc´nom funkcijom f .
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(b) Pretpostavimo da je F apsolutno neprekidna i druga derivacija F′′ je negativna za
sve x ∈ (z0, x0). Ako je
lim
x→x0
F′′(x) (1 − F(x)) / (F′(x))2 = −1, (2.5)
tada je F von Misesova funkcija i F ∈ D(Λ). Mozˇemo staviti f = (1 − F)/F′.
Obratno, von Misesova funkcija koja je dva puta diferencijabilna zadovoljava (2.5).
Za dokaz ove tvrdnje bit c´e nam potrebna jedna lema i propozicija koje navodimo bez
dokaza.
Lema 1. Pretpostavimo da je f (u) apsolutno neprekidna pomoc´na funkcija i f ′(u) → 0,
x0 → +∞. Tada vrijedi
(a) ako je x0 = +∞ tada limt→+∞ t−1 f (t) = 0,
(b) ako je x0 < +∞ tada f (x0) = limt→x0 f (t) = 0 i limt→x0(x0 − t)−1 f (t) = 0.
U oba slucˇaja vrijedi
lim
t→x0
(t + x f (t)) = x0, za svex ∈ R.
Propozicija 3. Za funkciju distribucije F stavimo
U := 1/(1 − F)
tako da je U−1 definirana na (1,∞). Sljedec´e dvije tvrdnje su medusobno ekvivalentne:
(a) F ∈ D(Λ)
(b) U ∈ Γ
Dokaz Propozicije 2.
(a) Neka je F# dana sa (2.4), za x ∈ R i dovoljno velik t vrijedi:
1 − F#(t + x f (t))
1 − F#(t) = exp
{
−
∫ t+x f (t)
t







{ f (t)/ f (t + s f (t))} ds
}
,
gdje je s = (u − t)/ f (t).
Lema 1. povlacˇi konvergenciju integranta k 1 uniformno na (0, x) te stoga dobivamo
lim
t→x0
1 − F#(t + x f (t))
1 − F#(t) = e
−x.
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Slijedi da je 1/(1−F#) ∈ Γ. Propozicija 3. povlacˇi F# ∈ D(Λ). Odaberimo (bn, n ∈ N)
tako da (bn, n ∈ N) zadovoljava
1 − F#(bn) = n−1,
to jest,
bn = (1/(1 − F#))−1 (n).
Zbog toga sˇto je 1/(1 − F(bn)) ∼ n slijedi
lim
n→∞ n
(1 − F#(bn + x f (bn))) = e−x
sˇto je ekvivalentno (2.3) nakon logaritmiranja. Stoga vidimo da je za an dobar izbor
f (bn).
(b) Stavimo 1 − F = exp{−R}. Tada c´e za f = 1/R′ i f ′ → 0 (2.4) vrijediti ako i samo
ako (1/R′)′ → 0. No, R = − log(1 − F) pa je R′ = F′/ (1 − F) i 1/R′ = (1 − F) /F′ i
(1/R′)′ =
(
−(F′)2 − (1 − F)F′′
)
/(F′)2 = −1 − ((1 − F)F′′) /(F′)2
sˇto dokazuje tvrdnju. Obrat slijedi trivijalno.

Neka je X ∼ Γ(α, β), F(x) njena funkcija distribucije. Tada je F′(x) njena funkcija







β , x > 0
0, x ≤ 0.
Neka je f definirana kao u prethodnoj propoziciji, odnosno f = (1 − F) /F′. Uz korisˇtenje
L’Hospitalovog pravila imamo
lim




















(α − 1)x−1 − 1
β
= β.
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Ako stavimo β = 1 imamo:
F′′(x) = −F′(x)
(













Dakle, prema Propoziciji 2. slijedi F ∈ D(Λ), za β = 1.
Kako bismo pokazali da se za svaki odabir α > 0 i β > 0 funkcija distribucije gama
distribuirane slucˇajne varijable nalazi u D(Λ) moramo nac´i nizove (an, n ∈ N) i (bn, n ∈ N)
koji c´e normalizirati maksimum od n nezavisnih gama distribuiranih slucˇajnih varijabli.











(bn) = n⇒ 1 − F(bn) = 1n ,









bn − (α − 1) log bn + log Γ(α) = log n. (2.6)






odnosno bn ∼ log n. Ako stavimo rn = o(log n), vrijedi bn = log n + rn. Uvrstimo li taj izraz
za bn u (2.6), imamo
log n + rn − (α − 1) log(log n + rn) + log Γ(α) = log n,
to jest
rn + log Γ(α) = (α − 1) log log n + (α − 1) log(1 + rn/ log n)
⇒ rn = (α − 1) log log n − log Γ(α) + o(1).
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Vrijedi
bn − (log n + (α − 1) log log n − log Γ(α))/an = o(1)/an → 0
te stoga zakljucˇujemo da je
bn = log n + (α − 1) log log n − log Γ(α)
prihvatljiv izbor za normalizaciju.
Dakle, za α, β > 0, F ∈ D(Λ). Odnosno, maksimum n nezavisnih gama distribuiranih
slucˇajnih varijabli ima distribuciju Tipa III.
2.3 Osnovna svojstva funkcije distribucije Tipa III
Funkciju distribucije Tipa III zvat c´emo Gumbelov tip distribucije prema Emilu Gum-
belu (1891 − 1966), njemacˇkom matematicˇaru koji se bavio modeliranjem ekstremnih
dogadaja u podrucˇju strojarstva i meteorologije.
Prema (1.2) vrijedi da je funkcija gustoc´e λ Gumbelove distribucije Λ
λ(x) = exp
{−x − e−x} , x ∈ R.





, µ, σ ∈ R, σ > 0. (2.7)
Vidimo da uzimanjem µ = 0 i σ = 1, dobivamo standardnu Gumbelovu funkciju distribu-
cije kao u Propoziciji 1.
Funkcija gustoc´e tako definirane slucˇajne varijable glasi
λ(x) = σ−1 exp
{
−e−(x−µ)/σ − (x − µ)/σ
}
.
Definirajmo slucˇajnu varijablu Z := e−(X−µ)/σ, gdje je X Gumbel distribuirana slucˇajna
varijabla. Z je eksponencijalno distribuirana slucˇajna varijabla i njena funkcija gustoc´e je









= Γ(1 − t), t < 1, (2.8)
gdje je Γ gama funkcija definirana kao u 1.2 Primjeri slucˇajnih varijabli, Poglavlje 1. Iz





= etµΓ(1 − σt), σ|t| < 1.
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Ψ(t) = µt + log Γ(1 − σt) i Ψ′(0) = µ − σψ(1).
k-ti moment slucˇajne varijable X jednak je k-toj derivaciji funkcije Ψ u t = 0. Stoga vrijedi
E [X] = µ − σψ(1) = µ + σγ,





Slika 2.1: Funkcije gustoc´e Gumbelove distribucije s razlicˇitim parametrima µ i σ
Procjena parametara
Znamo da je funkcija gustoc´e Gumbel distribuirane slucˇajne varijable s parametrima µ i
σ:
λ(x) = σ−1 exp
{
−e−(x−µ)/σ − (x − µ)/σ
}
, x ∈ R.
Neka su X1, X2, . . . Xn nezavisne jednako distribuirane slucˇajne varijable. Metodom mak-
simalne vjerodostojnosti zˇelimo procijeniti parametre µ i σ. Odnosno, zˇelimo provesti
maksimizaciju log-vjerodostojnosti:
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Maksimum za gornji izraz postizˇe se za

















Proteini su makromolekule sastavljene od jednoga ili visˇe lanaca aminokiselina, a unutar
zˇivih organizama obavljaju razlicˇite funkcije. Proteini su osnovne gradevne jedinice zˇivih
bic´a. Sluzˇe za ubrzavanje metabolicˇkih reakcija, transport molekula, umnazˇanje i prepisi-
vanje DNA, odgovaranje na podrazˇaja i brojne druge funkcije. Proteini su sastavljeni od
aminokiselina. Postoji dvadeset standardnih aminokiselina.
Alanin (A) Arginin (R) Asparagin (N) Asparaginska kiselina (D)
Cistein (C) Glutaminska kiselina (E) Glutamin (Q) Glicin (G)
Histidin (H) Izoleucin (I) Leucin (L) Lizin (K)
Metionin (M) Fenilalanin (F) Prolin (P) Serin (S)
Treonin (T) Triptofan (W) Tirozin (Y) Valin (V)
Tablica 3.1: Standardne aminokiseline i njihove kratice
Proteom je skup proteina koje neki organizam proizvodi. Proucˇavanjem proteoma dobi-
vamo detaljne informacije o zˇivim bic´ima.
Geneticˇki materijal zˇivih bic´a se mijenja i tu promjenu nazivamo mutacija. Na prote-
inskom nivou, mutacije se reflektiraju kao supstitucija (zamjena jedne aminokiseline dru-





Prijelaz iz niza 1 u niz 2 primjer je za supstituciju, iz 2 u 3 za deleciju, a iz 3 u 2 za inser-
ciju. Kako bi usporedili dva niza aminokiselina, koristimo se poravnanjem. Mozˇemo rec´i
17
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da je poravnanje rekonstrukcija evolucije. Razlikujemo visˇe vrsta poravnanja. Mozˇemo
poravnavati dva niza ili visˇe nizova odjednom. Takoder, poravnanje mozˇe biti globalno i
lokalno, ovisno o tome poravnavamo li cijele nizove ili neke njihove podnizove.
3.1 Model ocjenjivanja poravnanja
Kako bismo mogli rec´i je li neki niz slicˇan ili razlicˇit od drugog niza, potreban nam je
model ocjenjivanja poravnanja (“score”). Pretpostavimo da su nam dana dva niza jednakih
duljina: ADNA i AANA. Najjednostavniji primjer ocjenjivanja poravnanja tih nizova bio bi:
(broj mjesta gdje se aminokiseline podudaraju )-(broj mjesta gdje se aminokiseline ne
podudaraju ).
U gornjem primjeru “score” bi bio 3 − 1 = 2. Ovako definiran model ocjenjivanja je
indikator slicˇnosti dvaju niza, odnosno usporedujemo li visˇe proteina s nizom ADNA, rec´i
c´emo da je niz najslicˇniji ADNA onaj gdje je ”score” maksimalan.
Kako bismo preciznije mogli ustanoviti slicˇnost dvaju proteina, treba nam malo kom-
pleksniji nacˇin definiranja “score”-ova. Neka je R neki slucˇajni model u kojem nema
pretpostavki na ponasˇanje medu aminokiselinama. Neka su X = x1x2x3 . . . xN1 i Y =
y1y2y3 . . . yN2 dva proteina. Neka je qxi vjerojatnost da se xi pojavi u nizu X, a qyi vje-
rojatnost da se yi pojavi u nizu Y . Pretpostavljamo da je pojava svake aminokiseline u nizu
nezavisna, odnosno pojava jedne aminokiseline ne utjecˇe na vjerojatnost pojavljivanja neke
druge aminokiseline. U tom slucˇaju c´e vjerojatnost da se nizovi X i Y pojave biti jednaka






qy j . (3.1)
Neka je sada M model u kojem se parovi aminokiselina pojavljuju s vjerojatnosˇc´u pxi,yi .
Vjerojatnost pxi,yi mozˇe biti shvac´ena kao vjerojatnost da su se aminokiseline xi i yi ne-
zavisno pojavile iz neke trec´e nepoznate aminokiseline z u procesu mutacije, to jest z je
jednaka xi i/ili yi. Tada je vjerojatnost poravnanja nizova X i Y




Omjer vjerojatnosti u (3.2) i (3.1) naziva se omjer sˇansi (eng. odds ratio) i jednak je:
P(X,Y | M)
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Kako bismo laksˇe mogli analizirati prethodni omjer, htjeli bismo aditivni sistem ocjenjiva-








s(xi, yi) je logaritam omjera vjerojatnosti da se aminokiseline xi i yi pojave kao poravnat
par i vjerojatnosti da xi i yi nisu poravnate.
Pretpostavimo da su duljine nizova X i Y razlicˇite. Oznacˇimo sa N1 duljinu niza X,
a sa N2 duljinu niza Y . Pretpostavimo da je N1 < N2. Neka je X = x1x2x3 . . . xN1 a
Y = y1y2y3 . . . yN2 . Izracˇunamo “score” poravnanja izmedu podniza niza Y i X. Shemu
racˇunanja “score”-ova mozˇemo ilustrativno prikazati na sljedec´i nacˇin.
Y y1 y2 y3 . . . yN1 . . . yN2
X x1 x2 x3 . . . xN1
Y y1 y2 y3 . . . . . . yN1+1 . . . yN2
X x1 x2 x3 . . . xN1
...
Y y1 . . . . . . . . . yN2−N1 . . . . . . yN2−1 yN2
X x1 x2 x3 . . . xN1
Y y1 . . . . . . . . . yN2−N1 yN2−N1+1 . . . . . . yN2−1 yN2
X x1 x2 x3 . . . xN1−1 xN1
Preciznije, za svaku odabranu poziciju i ∈ {1, 2 . . . ,N2 − N1 + 1} u nizu Y , poravnamo
niz yiyi+1 . . . yN1+i−1 sa nizom X. Sveukupno c´emo imati N2 − N1 + 1 moguc´ih poravnanja
i N1 (N2 − N1 + 1) usporedba aminokiselina. Ovaj nacˇin racˇunanja “score”-ova naziva se
klizec´i prozor. Nakon sˇto izracˇunamo N2 − N1 + 1 “score”-ova, uzimamo onaj maksimalan
kao indikator vjerojatnosti da se niz X nalazi u nizu Y .
Strukturalni motivi su kratki segmenti proteinskih struktura te imaju strukturalnu ili
funkcionalnu ulogu. Prisutnost nekog motiva u proteinu ukazuje na njegovu ulogu te se
na taj nacˇin proteini klasificiraju u proteinske familije. Kod racˇunanja “score”-ova taj mo-
tiv nazivat c´emo upitom. Vjerojatnost da se neki motiv pojavljuje u proteinu racˇunati
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c´emo pomoc´u “score”-ova na prethodno opisan nacˇin usporedivanja dvaju nizova proteina
razlicˇite duljine. Zanimat c´e nas distribucija tih “score”-ova te distribucija maksimalnih
“score”-ova u cijelom proteomu.
3.2 Simulacija proteoma
Neka je A = (A,R,N,D,C,Q, E,G,H, I, L,K,M, F, P, S ,T,W,Y,V). Uzmimo da je P =




pi = 1. Neka je s(1) = p(1), a s(i) = s(i − 1) + p(i) za i = 2, . . . , 20. Neka je a
slucˇajan realan broj iz [0, 1) i i ∈ {1, 2, . . . 20} najmanji indeks za kojeg vrijedi a ≤ s(i).
Pretpostavimo da zˇelimo simulirati protein koji sadrzˇi n aminokiselina. Tada c´emo n puta
odabrati slucˇajan broj iz [0, 1) i odabrati i-tu aminokiselinu te je dodati u niz. Proteomi
biljaka imaju nekoliko tisuc´a nizova prosjecˇne duljine nekoliko stotina. Analize koje c´e se
vrsˇiti u daljnem radu bit c´e temeljene na dvije simulacije proteoma:
1) proteom ima 30000 proteina, a svaki niz sadrzˇi tocˇno 1000 aminokiselina,




Neka je R slucˇajan model i Q = (qi), i = 1, . . . , 20, stohasticˇki vektor definiran kao
u (3.1), a parametri modela M definiranog u (3.2) neka su dani u matrici P = (Mi, j),
i = 1, . . .N1, j = 1, . . . , 20 gdje je N1 duljina upita. Kako bismo odredili model M, zˇelimo
nac´i varijante nekog enzima u nekom novom organizmu. Promotrimo nekoliko varijanti,
odnosno varijacija nekog motiva:
A V G S D
F V G S N
A L G S D
F L G S D
Racˇunamo relativne frekvencije pojavljivanja aminokiselina u gornjim varijacijama. Vi-
dimo da se na prvim mjestima aminokiseline A i F pojavljuju jednak broj puta. Stoga c´e
element M1,1 i M1,14 u matrici P biti jednaki
1
2
, a ostali elementi bit c´e jednaki nuli. Na
analogan nacˇin izracˇunamo preostale elemente matrice P. Iz tog razloga ovaj algoritam
nazivamo PSSM (eng. position specific scoring matrix).
Neka je






yk+ j | M j
)
, k = 0, 1, . . . ,N2 − N1.
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Za k ∈ {0, 1, . . . ,N2−N1}, pk je vjerojatnost poravnanja niza yk, yk+1, . . . yk+N1 sa nizom koji
je opisan modelom M. Tada je vjerojatnost da se niz Y poravna prema modelu M jednaka
P (Y | M) = max
k∈{0,1,...,N2−N1}
pk.
Sa qyk+ j oznacˇimo element vektora Q na mjestu i na takav nacˇin da je i indeks aminokiseline
yk+ j u A. Omjer sˇansi da se niz yk, yk+1, . . . yk+N1 poravna s nizom koji je opisan s modelom





yk+ j | M j
)
qyk+ j
, k ∈ {0, 1, . . . ,N2 − N1}.







yk+ j | M j
)
qyk+ j
, k ∈ {0, 1, . . . ,N2 − N1}. (4.1)
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4.1 Distribucija “score”-ova
U simuliranom proteinu duljine 1000 zˇelimo analizirati sve “score”-ove koje dobivamo
poravnanjem s ATWYVRILKLNATWYV. Kako je duljina upita 16, vidimo da c´emo sveukupno
dobiti 1000 − 16 + 1 = 985 “score”-ova izracˇunatih kako je opisano sa (4.1). Distribucija
tih “score”-ova prikazana je na sljedec´oj slici:
Slika 4.1: Histogram “score”-ova
Mozˇemo naslutiti da ovakvi podaci slijede gama razdiobu. No kako je gama distribuirana
slucˇajna varijabla definirana na (0,+∞), “score”-ovima pribrojimo apsolutnu vrijednost
minimuma. Neka je X¯ sredina tih “score”-ova, a S 2 uzoracˇka varijanca. Iz (1.7) slijedi
β¯ = S 2/X¯, a α¯ = X¯/β¯. Dobivamo α¯ = 0.1380328 i β¯ = 1.022282. Na sljedec´oj slici
prikazani su podaci i funkcija gustoc´e Γ(α¯, β¯).
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Slika 4.2: Histogram i funkcija gustoc´e Γ(α¯, β¯)
Usporedimo li kvantile gama distribucije i dane podatke dobivamo sljedec´i Q − Q graf
gdje su na x-osi prikazani kvantili podataka, a na y-osi kvantili teoretske, odnosno gama
distribucije.
Slika 4.3: Q − Q graf
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Vidimo da se se kvantili dobro grupiraju oko pravca y = x, pa mozˇemo rec´i da “score”-ovi
slijede gama distribuciju.
4.2 Distribucija maksimalnih “score”-ova
Proteom jednakih duljina nizova
Simuliramo proteom koji sadrzˇi 30000 nizova duljine 1000. Simulirani proteini su
medusobno nezavisni i “score”-ovi u nizovima dobiveni PSSM-om su gama distribuirani.
Kako bismo mogli rec´i nalazi li se motiv ATWYVRILKLNATWYV u nekom od 985 podnizova
u simuliranom proteinu, pogledamo najvec´i moguc´i “score” u tom nizu na nacˇin kako je
opisano sa (4.2). Naime, od interesa je znati da li se neki odredeni enzim, odnosno mo-
tiv, nalazi u proteomu. Stoga nas zanimaju samo “score”-ovi dobiveni kao maksimalni
“score”-ovi po nizovima koji cˇine proteom. U ovom simuliranom proteomu dobit c´emo
30000 “score”-ova izracˇunatih prema (4.2). Kako “score”-ovi u nizovima dolaze iz gama
distribucije, a gama distribuirana slucˇajna varijabla je u domeni atrakcije Gumbel distri-
buirane slucˇajne varijable, 30000 maksimalnih “score”-ova trebalo bi slijediti Gumbelovu
distribuciju.
Procijenimo parametre µ i σ Gumbelove distribucije iz maksimalnih “score”-ova. Iz
(2.9) slijedi da je µ¯ = 4.324313 i σ¯ = 1.00964. Na sljedec´oj slici prikazan je histogram
maksimalnih “score”-ova i funkcija gustoc´e Gumbel distribuirane slucˇajne varijable s pro-
cijenjenim parametrima µ¯ i σ¯ :
Slika 4.4: Histogram i funkcija gustoc´e Gumbelove slucˇajne varijable
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Usporedimo li kvantile Gumbelove distribucije i dane podatke dobivamo sljedec´i Q − Q
graf gdje su na x-osi prikazani kvantili podataka, a na y-osi kvantili teoretske distribucije.
Slika 4.5: Q − Q graf
Vidimo da se se kvantili dobro grupiraju oko pravca y = µ¯ + σ¯x, pa mozˇemo rec´i da
maksimalni “score”-ovi slijede Gumbelovu distribuciju, kao sˇto se ocˇekivalo.
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Proteom nejednakih duljina nizova
Simuliramo proteom cˇiji proteini imaju duljine koje slijede uniformnu distribuciju U(50, 3000).
Kao i u prosˇlom poglavlju, zanima nas distribucija maksimalnih “score”-ova. Na sljedec´oj
slici prikazan je histogram maksimalnih “score”-ova dobivenih PSSM algoritmom sa istim
upitom ATWYVRILKLNATWYV.
Slika 4.6: Histogram “score”-ova
Vec´ se iz histograma mozˇe naslutiti da maksimalni “score”-ovi u proteomu nejednakih
duljina nizova nec´e biti Gumbel distribuirani. Pokazˇe se da maksimalni “score”-ovi u ovom
slucˇaju imaju logistcˇku razdiobu. Prema (1.2) dobivamo procijenjene parametre logisticˇke





, odnosno α¯ = 4.97146 i β¯ = 1.009597.
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Slika 4.7: Histogram i funkcija gustoc´e logisticˇke razdiobe
Na slici 4.8 prikazan je histogram maksimalnih “score”-ova i funkcija gustoc´e logisticˇke
razdiobe s parametrima α¯ i β¯. Iz sljedec´eg Q − Q grafa mozˇemo vidjeti da ti “score”-ovi
zaista slijede logisticˇku razdiobu.
Slika 4.8: Q − Q graf
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4.3 Korekcije na duljinu
Kako su “score”-ovi u proteomu jednakih duljina nizova Gumbel distribuirani, a u pro-
teomu s nejednakim duljinama nizova slijede logisticˇku distribuciju, mozˇe se zakljucˇiti da
“score”-ovi ovise o duljini niza. Kako bismo tu ovisnost laksˇe uocˇili, simuliramo proteom
koji ima 54700 proteina tako da su prvih 100 nizova duljine 20, drugih 100 nizova duljine
30, itd. Za dani upit izracˇunamo PSSM “score”-ove za istu duljinu niza. Kako rezultati ne
bi ovisili o jednom proteinu, izracˇunamo aritmeticˇku sredinu “score”-ova po duljinama. Na
taj nacˇin dobivamo 547 “score”-ova koji redom pripadaju duljinama 20, 30, 40, . . . , 5480.
Slika 4.9: “score”-ovi u ovisnosti o duljinama
Na slici 4.9 (lijevo) prikazani su prosjecˇni “score”-ovi u ovisnosti o duljinama. Kako smo
“score”-ove racˇunali kao logaritme, za bolji uvid ih eksponenciramo.Tada dobivamo po-
datke prikazane na slici 4.9 (desno). Vec´ se iz graficˇkog prikaza mozˇe vidjeti da c´e se
kod procjene eksponenciranih prosjeka metodom najmanjih kvadrata pojaviti heteroske-
dasticˇnost, odnosno promjena varijance s rastom duljine niza. Iz tog razloga prosjeke,
odnosno podatke podijelimo na dijelove obzirom na duljinu tako da varijabilnost po dije-
lovima bude manja. Jedan nacˇin za podjelu je sljedec´i:
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Slika 4.10: Eksponencirani “score”-ovi
Takvom podjelom dobivamo 9 skupina podataka. Za svaku skupinu metodom najmanjih
kvadrata procijenimo polinom koji najbolje opisuje podatke u ovisnosti o duljini niza iz
koje prosjeci dolaze. Oznacˇimo sa n duljinu niza. Rezultati su sljedec´i:
Duljine Polinom
< 60 −1.161 · 10−4n + 8.211 · 10−6n2
[60, 120) 8.865 · 10−6n2
[120, 200) 1.068 · 10−5n2
[200, 350) 1.138 · 10−5n2
[350, 500) 1.197 · 10−5n2
[500, 900) 9.612 · 10−6n2
[900, 1500) 9.455 · 10−6n2
[1500, 2000) 1.927 · 10−1n − 2.616 · 10−5n2
≥ 2000 3.268 · 10−6n − 1.007 · 10−9n2 + 9.893 · 10−14n3
Tablica 4.1: Parametri regresija
Kako su ove korekcije izracˇunate u ovisnosti o eksponencijalnim prosjecima, “score”-
ovima izracˇunatim PSSM-om moramo oduzeti logaritam vrijednosti korekcija za dane du-
ljine.
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Distribucija “score”-ova uz korekcije
Promotrimo opet simulirani proteom nejednakih duljina proteina. Maksimalni “score”-
ovi u tom proteomu slijede logisticˇku distribuciju (Slika 4.8 ). Nakon korekcija ocˇekujemo
da “score”-ovi slijede Gumbelovu distribuciju. Procijenimo li parametre Gumbelove distri-
bucije dobivamo µ¯ = 1.885298 i σ¯ = 1.084358. Histogram “score”-ova i funkcija gustoc´e
Gumbelove distribucije s parametrima µ¯ i σ¯ prikazana je na sljedec´oj slici.
Slika 4.11: Histogram i funkcija gustoc´e Gumbelove razdiobe
Usporedivanjem kvantila Gumbelove distribucije i podataka dobiva se Q−Q graf prikazan
na slici 4.12. Vidimo da “score”-ovi zaista slijede Gumbelovu razdiobu. Dakle, uvodenjem
korekcija na “score”-ove koji su logisticˇki distribuirani, dobivamo Gumbel distribuirane
“score”-ove.
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Slika 4.12: Q − Q graf
Poglavlje 5
Proteom biljke Arabidopsis thaliana
Arabidopsis thaliana je mala biljka s cvijetovima koja cˇesto sluzˇi kao model za is-
trazˇivanje u biologiji. Pripada familiji Brassicaceae, u koju pripadaju i neke kultivirane
vrste poput kupusa i rotkvice.
Slika 5.1: Arabidopsis thaliana
Iako nije od znacˇajne vazˇnosti za agronomiju, Arabidopsis je pogodna za istrazˇivanja u
genetici i molekularnoj biologiji. Naime, postupkom sekvenciranja aproksimativno je do-
biveno 115Mb proteoma od 125Mb, geneticˇka mapa svih 5 kromosoma je poznata i ima
kratak zˇivotni ciklus od priblizˇno 6 tjedana.
Aproksimativni proteom Arabidopsis thaliana-e na kojem c´emo racˇunati PSSM “score”
-ove ima 35176 nizova cˇije su duljine prikazane na sljedec´oj slici.
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Slika 5.2: Histogram duljina
Distribucija “score”-ova dobivenih PSSM-om kao sˇto je opisano sa (4.1) s upitom ATWYVRILKLNATWYV
u jednom proteinu takoder slijedi gama distribuciju. Na sljedec´im slikama prikazan je his-
togram “score”-ova s funkcijom gustoc´e gama distribucije s procijenjenim parametrima i
Q − Q graf kvantila gama distribucije i podataka.
Slika 5.3: Histogram i gama razdioba
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Slika 5.4: Q − Q graf
Distribucija maksimalnih “score”-ova slijedi logisticˇku distribuciju kao sˇto je bio slucˇaj i u
simuliranom proteomu. (Slika 5.5 i Slika 5.6)
Slika 5.5: Histogram i logisticˇka razdioba
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Slika 5.6: Q − Q graf
Na slici 5.7 prikazani su “score”-ovi nakon korekcija danih u Tablici 4.1 i Gumbelova
funkcija gustoc´e dobivena procjenom parametra iz korigiranih “score”-ova.
Slika 5.7: Histogram i Gumbelova razdioba
Usporedivanjem kvantila na slici 5.8 vidimo da maksimalni “score”-ovi u proteomu biljke
Arabidopsis thaliana-e nakon korekcija zaista dolaze iz Gumbelove distribucije.
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Slika 5.8: Q − Q graf
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Sazˇetak
Primjenjujuc´i PSSM algoritam na jedan protein dobivamo “score”-ove koji su gama dis-
tribuirani. Pokazano je da maksimumi nezavisnih gama distribuiranih slucˇajnih varijabli
slijede Gumbelovu distribuciju. U slucˇaju kad su nizovi u proteomu jednake duljine, dobi-
vamo Gumbelovu distribuciju, no kada su nejednake duljine dobivamo logisticˇku. Uklanja-
njem ovisnosti “score”-ova o duljini, logisticˇki distribuirani “score”-ovi prelaze u Gumbel
distribuirane.
Summary
In this work, we show that sliding window algorithm yields gamma distributed scores
(for a protein of sufficient length). We work through the theoretical background to show
that the maxima of independent and identically distributed gamma random variables are
Gumbel distributed. We then analyze the distribution of scores for sequences of unequal
length, show that it follows logistic distribution, and construct the length-correction, that
should yield Gumbel distributed scores.
Zˇivotopis
Rodena sam 26.06.1990. u Zagrebu. Svoje sˇkolovanje zapocˇela sam u osnovnoj sˇkoli
“Milan Lang” u Bregani te ga nastavila 2005. godine u opc´oj gimnaziji “Antun Gustav
Matosˇ” u Samoboru. Nakon zavrsˇenog srednjosˇkolskog obrazovanja, 2009. upisujem pred-
diplomski studij matematike inzˇenjerskog smjera na Prirodoslovno - matematicˇkom fakul-
tetu u Zagrebu. Zavsˇetkom preddiplomskog studija 2012. godine stjecˇem akademski naziv
sveucˇilisˇne prvostupnice te iste godine upisujem diplomski studij statistike na Prirodos-
lovno - matematicˇkom fakultetu.
