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The Hilbert scheme of 11 points in A3 is
irreducible
Theodosios Douvropoulos, Joachim Jelisiejew, Bernt Ivar Utstøl Nødland, and
Zach Teitler
Abstract We prove that the Hilbert scheme of 11 points on a smooth threefold is
irreducible. In the course of the proof, we present several known and new techniques
for producing curves on the Hilbert scheme.
1 Introduction
Let X be a smooth connected quasi-projective variety. The Hilbert scheme of d
points in X is the scheme parametrizing finite subschemes of X of degree d. There
are ample introductory readings on the Hilbert scheme of points available, includ-
ing [16, 17, 19, 26, 30, 37, 38].
The Hilbert scheme of points is quasi-projective (projective iff X is) and con-
nected [16, 17, 23]. Moreover, Fogarty [17] proved that for dimX ≤ 2 it is smooth of
dimension d ·(dimX). For higher-dimensional X , much less is known. The questions
of irreducibility of the Hilbert scheme of points is especially interesting, because it
ensures that all finite schemes are limits of reduced ones; see [4] for an application.
This question is local and only depends on the dimension of X : the answer for n-
dimensional X will be the same as for An, see [1, p. 4] or [10, Lemma 2.2]. We
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denote the Hilbert scheme of d points in An by Hdn . Our motivating question is the
following:
For which pairs (n,d) is the Hilbert scheme Hdn irreducible?
By Fogarty’s results, all Hd2 are irreducible. Mazzola [36] proved irreducibility of
Hdn for all n and d ≤ 7. Iarrobino [27, 28] showed that for every n ≥ 3 and d ≥ 78
the scheme Hdn is reducible. Emsalem and Iarrobino proved that Hdn is reducible
for d ≥ 8 and n ≥ 4, see [29, Section 2.2, p. 158] and also [8]. Borges dos Santos,
Henni, and Jardim [2] showed that H93 and H103 are irreducible by comparing them
with appropriate spaces of commuting matrices and using the results of ˇSivic [40,
Theorems 26, 32]. Thus, the reducibility of Hdn was unknown only for the values
n = 3 and 11≤ d ≤ 77. Here we improve the lower bound.
Theorem 1.1. The Hilbert scheme of 11 points in a smooth irreducible threefold is
irreducible of dimension 33.
We prove Theorem 1.1 in Section 4. We review background information in Sec-
tion 2. In Section 3 we give an overview of strategy, gather general results that will
be used in the proof of the above theorem, and demonstrate how to use Macaulay2
[21] for some computations.
In Section 5 we discuss a special class of subschemes, which appeared in the
earliest example of reducible Hd3 , due to Iarrobino [27]. Namely, let m be the ideal
of the origin of A3. Fix d and consider the ideals ms ⊂ I ⊂ ms+1 such that V (I)
has degree d; then s is uniquely determined. Call such ideals very compressed and
denote by H max,d their family. Let Rd3 denote the closure in Hd3 of the open set of
smooth subschemes. The component Rd3 is called the smoothable component. It has
dimension 3d. The result of [27] is that for d ≥ 96 we have dimH max,d ≥ 3d and,
thus, a general very compressed ideal does not lie in the smoothable component. We
show that for d ≤ 95 the family H max,d is in fact contained in Rd3 .
Proposition 1.2. The family H d,max of very compressed ideals is contained in the
smoothable component if and only if d ≤ 95.
The key points of the proof are the use of smoothings by degenerating to initial
ideals and a Macaulay2 calculation, see Section 5.
We now explain our approach to the proof of Theorem 1.1. We build upon the
strategy of [8]. As explained there, questions about smoothability of a specified ideal
I are easily reduced to the case where I is local and has full embedding dimension 3.
There are fifteen possible Hilbert functions of I, see Table 1. For each Hilbert func-
tion h, the scheme Hh3 parameterizes local ideals with fixed Hilbert function h and
the standard graded Hilbert scheme H h3 parameterizes homogeneous ideals with
fixed Hilbert function h. We apply three different strategies to show that for each
Hilbert function h in our list, we have Hh3 ⊂ R113 .
First, for some cases the knowledge about the Hilbert function of an ideal I is
enough to produce a deformation (via ray families introduced in [9]) whose special
fiber is I and general fiber is reducible. By Lemma 1.4, such an I is smoothable, see
Section 4.1.
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1. (1,3,1,1,1,1,1,1,1) §4.1 6. (1,3,5,1,1) §4.1 11. (1,3,2,2,2,1) §4.4
2. (1,3,2,1,1,1,1,1) §4.1 7. (1,3,3,4) §4.2 12. (1,3,3,2,2) §4.5
3. (1,3,2,2,1,1,1) §4.1 8. (1,3,4,3) §4.2 13. (1,3,3,3,1) §4.6
4. (1,3,3,1,1,1,1) §4.1 9. (1,3,5,2) §4.2 14. (1,3,3,2,1,1) §4.7
5. (1,3,4,1,1,1) §4.1 10. (1,3,4,2,1) §4.3 15. (1,3,6,1) §4.8
Table 1 Hilbert functions h in H113 and the corresponding sections.
Second, most of the schemes Hh3 contain smooth points of the Hilbert scheme
which lie in the smoothable component R113 . Such points are called smooth and
smoothable points; examples include points corresponding to Gorenstein algebras,
see [10, Corollary 2.6].
Lemma 1.3. If Z ⊆H113 is an irreducible set that contains a smooth and smoothable
point, then we have Z ⊆ R113 .
Proof. The locus of smooth and smoothable points is open and contained in R113 , so
the intersection Z∩R113 contains an open subset of Z. Then, the subset Z∩R113 ⊂ Z
is dense and closed, so it is equal to Z. ⊓⊔
To apply the above lemma, we write Hh3 as a union of irreducible sets Z and show
that each Z contains a smooth and smoothable point. To find the sets Z we may
take advantage of the morphism pih : Hh3 →H h3 taking an ideal I to its initial ideal,
see [8]. We employ the following 3-step strategy:
1. Decompose H h3 into irreducible strata.
2. Using the morphism pih : Hh3 →H h3 , decompose Hh3 into irreducible strata.
3. For each stratum of Hh3 , find a smooth point of the Hilbert scheme which lies in
the smoothable component and conclude that the whole stratum lies there.
In steps 1 and 2, we use Macaulay’s inverse systems, see Section 2. In the sim-
plest cases, we find that there is a bijection between irreducible strata of H h3 and
Hh3 , but this is not always true, see for example Section 4.5.
For step 3 we introduce cleavable ideals. An ideal is said to be cleavable (or
limit-reducible) if it can be deformed to an ideal whose support consists of at least
two points.
Lemma 1.4. A cleavable ideal I ∈ H113 is smoothable.
Proof. Let It be a one-parameter flat family of ideals with I0 = I and for t 6= 0,
It supported at more than one point. Each irreducible component of It has length
strictly less than 11, so it is smoothable. Hence, the ideal I is also smoothable. ⊓⊔
To show that an ideal I is cleavable, we construct a family over Speck[t] whose
general fiber is reducible and check that it is flat, see Section 3.1.
Third, there is a case where both previous methods do not apply. This is the
case h = (1,3,6,1), see Proposition 4.22. The stratum Hh3 does not seem to contain
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smooth points. However, the stratum is irreducible and we can describe what gen-
eral points look like. We build a deformation showing that such general points are
smoothable, hence, by irreducibility, the entire stratum has to be smoothable.
We work over an algebraically closed field k of characteristic zero.
2 Prerequisites
Hilbert schemes and smoothability. The Hilbert scheme Hdn parameterizes sub-
schemes of An of dimension zero and degree d. More formally, Hdn represents the
functor which assigns to each k-scheme X the set of subschemes of An×X which
are flat over X and for which all fibers are finite of degree d, see [26, Chapter 1].
Equivalently, letting T = k[α1,α2, . . . ,αn], the scheme Hdn parameterizes ideals I for
which T/I is a vector space of dimension d. In other words, Hdn also represents the
functor which assigns to each k-algebra A the set of ideals I in T ⊗A such that the
quotients T ⊗A/I are locally free A-modules of rank d.
The Zariski tangent space to Hdn at the point representing I is the T -module
Hom(I,T/I), see [26, Theorem 1.1]. Using Macaulay2 [21], we can compute the
dimension of this tangent space. We stress that a point is smooth if and only if the
point lies on only one irreducible component of the scheme and the dimension of
the tangent space at that point equals the dimension of the component of the scheme
containing the point. The dimension of the tangent space increases at singular points.
On Hdn , there is a distinguished component corresponding to smooth schemes.
Indeed, a slightly perturbed tuple of d closed points in An is just another such tuple.
Thus, the set of tuples of points is open in the Hilbert scheme and their closure
is a component. It is called the smoothable component of Hdn and denoted by Rdn .
Clearly, Rdn is generically smooth of dimension nd. Since Hd2 is smooth, we have
Rd2 = H
d
2 .
A point of Rdn is said to be smoothable. Thus, an ideal I is smoothable if and only
if it can be deformed to an ideal of d distinct points. This means that one can build
a one-parameter flat family of schemes over a discrete valuation ring for which the
general member consists of d distinct points and the special fiber is T/I, see [6, 8]
for details. In particular, a disjoint union of smoothable schemes is smoothable and
a limit of smoothable schemes is smoothable.
Hilbert functions. In analyzing the Hilbert scheme Hdn , it is useful to use work
with an invariant that refines the degree d. There are two closely-related notions of
Hilbert function:
• For a graded T -module M, its Hilbert function is defined by h(i) = dim(Mi). In
particular, given a homogeneous ideal I ⊂ T , we consider the Hilbert function of
the quotient ring T/I.
• For a filtered T -module M with descending filtration M = M0 ⊇M1 ⊇M2 ⊇ ·· · ,
the Hilbert function h is defined by h(i) = dim(Mi/Mi+1). In particular, if the
scheme associated to an ideal I ⊂ T is supported at a point, then T/I is a local
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ring (A,m), and the Hilbert function h with respect to the filtration by powers of
m is defined to be h(i) = dim(mi/mi+1). If I is homogeneous and T/I is local,
the two notions coincide.
We write h as a vector (h(0),h(1), . . . ), trimming it after the last positive entry.
Let A = T/I where T = k[α1,α2, . . . ,αn] is a polynomial ring with its standard
grading and I is a homogeneous ideal. Assume that I contains no linear forms. We
call such an algebra standard graded.
Macaulay’s bound is an upper bound for the growth of Hilbert functions of stan-
dard graded algebras, defined as follows. First, for positive integers h and d, there
exist uniquely determined integers δ ≥ 1 and kd > kd−1 > · · ·> kδ ≥ δ such that
h =
(
kd
d
)
+
(
kd−1
d− 1
)
+ · · ·+
(
kδ
δ
)
.
This expression is called the d-binomial expansion of h and denoted h(d). The
d-binomial expansion of h can be found greedily: let kd be the greatest integer such
that
(kd
d
)
≤ h, then find the (d − 1)-binomial expansion of h−
(kd
d
)
. Now h〈d〉 is
defined as follows. If h(d) =
(kd
d
)
+
(kd−1
d−1
)
+ · · ·+
(kδ
δ
)
then we define
h〈d〉 :=
(
kd + 1
d + 1
)
+ · · ·+
(
kδ + 1
δ + 1
)
.
Example 2.1. We have 5(2) =
(3
2
)
+
(2
1
)
, so 5〈2〉 =
(4
3
)
+
(3
2
)
= 7. Similarly, we have
4(2) =
(3
2
)
+
(1
1
)
, so 4〈2〉 =
(4
3
)
+
(2
2
)
= 5.
Example 2.2. If h≤ d then we have h(d) =
(d
d
)
+
(d−1
d−1
)
+ · · ·+
(d−h+1
d−h+1
)
and h〈d〉 = h.
Theorem 2.3 (Macaulay’s bound, [34] or [3, Theorem 4.2.10]). Let A be a stan-
dard graded k-algebra with Hilbert function h. For every non-negative integer d,
we have h(d+ 1)≤ h(d)〈d〉.
Corollary 2.4. Let A be a standard graded k-algebra with Hilbert function h. If
d ≥ 0 is such that h(d)≤ d, then we have h(d)≥ h(d+ 1)≥ h(d+ 2)≥ ·· · .
Once the Macaulay bound is attained then it will also be attained for all higher
degrees provided that no new generators of the ideal appear:
Theorem 2.5 (Gotzmann’s Persistence Theorem, [20] or [3, Theorem 4.3.3]).
Let A = T/I be a standard graded algebra with Hilbert function h. If d ≥ 0 is an
integer such that h(d+1) = h(d)〈d〉 and I is generated in degrees≤ d, then we have
h(k+ 1) = h(k)〈k〉 for all k ≥ d.
Apolarity and inverse systems. A key tool in the analysis of finite schemes is the
technique of Macaulay’s inverse systems, also known as apolarity. General refer-
ences include [15, 18], [30, Section 1.3, Chapter 5], [39].
Let S = k[x1,x2, . . . ,xn] and T = k[α1,α2, . . . ,αn] be polynomial rings with the
standard grading. When n ≤ 3, we instead use variables x,y,z and α,β ,γ . We write
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S≤d for
⊕d
k=0 Sk, and similarly T≤d . The polynomial ring T acts on S by letting αi
act as partial differentiation by xi. This is called the apolarity action. We denote this
action by , so that αi F = ∂F∂xi for F ∈ S. This gives bilinear maps Td ×Se → Se−d
for all d,e. In particular, for each d the pairing Td×Sd → S0 = k is a perfect pairing.
Definition 2.6. For any subset J ⊂ S the apolar ideal, or annihilating ideal J⊥ ⊂ T
is the ideal of elements Θ ∈ T such that Θ F = 0 for all F ∈ J. For F ∈ S we write
F⊥ for ({F})⊥.
When J is spanned by homogeneous elements, the apolar ideal is homogeneous.
When J consists of a single element F , then the ideal F⊥ is Gorenstein, see [12,
Section 21.2].
Example 2.7. If F = xa11 x
a2
2 · · ·x
an
n , then we claim that F⊥ = (α
a1+1
1 , . . . ,α
an+1
n ). In-
deed, it is easy to see that each αai+1i ∈ F⊥. Conversely, if Θ ∈ T has a term
αb11 α
b2
2 · · ·α
bn
n with each bi ≤ ai, then the apolar pairing of this term with F is a
monomial that determines the bi, meaning that it cannot be cancelled by the other
terms of Θ . Hence, if Θ ∈ F⊥, then each term of Θ must lie in the indicated ideal.
The linear map T → S given by Θ 7→Θ F provides a simple approach to com-
puting F⊥. The apolar ideal F⊥ is the kernel of this map. We can compute J⊥ by
intersecting the ideals F⊥ for F in J. If J is a k-vector space, then it is sufficient to
consider F in a basis for J.
Example 2.8. For F = x3 + yz, we have F⊥ = (α3− 6β γ,αβ ,αγ,β 2,γ2).
Example 2.9. For F = x2y+ y2z, we have F⊥ = (γ2,αγ,α2−β γ,β 3,αβ 2).
Definition 2.10. A Macaulay inverse system, or simply inverse system, is a T -sub-
module of S. That is, an inverse system is a k-vector subspace J ⊆ S which is closed
under differentiation: if F ∈ J, then all of the derivatives α1 F , . . . ,αn F lie in J.
The inverse system generated by a subset f1, . . . , fs of S is 〈 f1, f2, . . . , fs〉 =
T f1 + T f2 + · · ·+ T fs, that is, the vector space spanned by the fi together with
all higher partial derivatives. Clearly, we have 〈 f1, . . . , fs〉⊥ =⋂si=1〈 fi〉⊥ =⋂si=1 f⊥i .
An inverse system is homogeneous if it is generated by homogeneous elements.
Remark 2.11. The mapping J 7→ J⊥ sends finite-dimensional inverse systems to lo-
cal ideals supported at the origin, that is, m-primary ideals where m is the ideal of
the origin. The mapping is one-to-one, since J may be computed from J⊥ similarly
to the discussion above. In fact it is a bijection, as shown by Macaulay [35], or
see for example [15, Corollaire 2]. When I is a local ideal, we will write I⊥ for its
inverse system.
Recall that Hhn and H hn consist of all homogeneous and local ideals, respectively,
with Hilbert function h. On the other hand Hdn , consists of all zero-dimensional
schemes of length d in An, not only local ones or ones supported at the origin.
Proposition 2.12 ([18, Remark after Proposition 2.5]). If J is a homogeneous in-
verse system then, J is isomorphic as a graded k-vector space to T/J⊥.
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Proposition 2.13 ([15, Proposition 2(a)]). For a finite-dimensional inverse system
J, we have dimk J = dimk T/J⊥.
Proof. Let d be large enough so that J ⊆ S≤d . It follows that the map T≤d → T/J⊥ is
surjective. Hence, both of the dimensions are equal to the codimension of J⊥∩T≤d
in T≤d . ⊓⊔
Remark 2.14. For an inverse system J, for each integer k, J≤k denotes the vector
space of polynomials of degree at most k in J. These form an increasing filtration,
J≤0 ⊆ J≤1 ⊆ ·· · . The inverse system J is a filtered T -module, so its Hilbert function
h is given by h(k) = dimJ≤k − dimJ≤k−1 for each k and ∑h(i) = dimk J. If J is
homogeneous, then h(k) = dimJk.
Proposition 2.15 ([30, Lemma 2.12]). Let f ∈ S be a homogeneous form of degree
d. If h is the Hilbert function of the inverse system 〈 f 〉, then h = (h(0), . . . ,h(d)) is
symmetric: h(i) = h(d− i) for all i.
Proposition 2.16 ([7]). Suppose that f ∈ S is a homogeneous form of degree d. Let
h be the Hilbert function of 〈 f 〉. If h(d−1) = k, that is h = (. . . ,k,1), then there are
independent linear functions ℓ1, ℓ2, . . . , ℓk ∈ S1 and a homogeneous form g such that
f = g(ℓ1, ℓ2, . . . , ℓk). Equivalently, there is a linear change of coordinates so that f
depends only on the variables x1, . . . ,xk, not on xk+1, . . . ,xn.
Remark 2.17. Using the above proposition, one can show that if 〈 f 〉 has Hilbert
function (. . . ,1,1), then f = ℓd for some linear function ℓ and 〈 f 〉 has Hilbert func-
tion (1,1, . . . ,1,1). If h(d−2)= h(d−1)= 2, then either f = ℓd +md or f = ℓd−1m
for some independent linear functions ℓ,m∈ S1, and either way 〈 f 〉 has Hilbert func-
tion (1,2,2, . . . ,2,2,1). For proof see for example [30, Theorem 1.44]: in their no-
tation, s = 2, and f⊥ has a quadratic generator, which up to a change of coordinates
is either αβ or β 2.
Dealing with nonhomogeneous inverse systems is much harder than working
with homogeneous ones. Fortunately, each inverse system J has an associated ho-
mogeneous inverse system lead(J).
Definition 2.18. The leading form of a polynomial is its highest degree homoge-
neous part. This may not be a monomial. For an inverse system J ⊂ S, the inverse
system of leading forms of J, denoted lead(J), is the vector subspace of S spanned
by leading forms of all the elements of J.
For example, the inverse system 〈x3 + y2〉= span{x3 + y2,x2,x,y,1} has
lead(〈x3 + y2〉) = span{x3,x2,x,y,1} = 〈x3,y〉.
There is a tight connection between a system J and lead(J).
Proposition 2.19. The Hilbert functions of J and lead(J) are equal.
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Proof (sketch). Let f1, f2, . . . , fs be a vector space basis for lead(J) consisting of
homogeneous elements and let g1,g2, . . . ,gs ∈ J with lead(gi) = fi. One can show
the gi are a basis for J. Expressing the Hilbert functions of J and lead(J) in terms of
the gi and fi gives the result. ⊓⊔
The initial form or lowest degree form of a polynomial gi is its lowest degree ho-
mogeneous part. The initial ideal of an ideal K, denoted in(K), is the ideal generated
by the initial forms of all elements of K.
Proposition 2.20 ([15, Proposition 3]). Let J be a finite-dimensional inverse system
with ideal J⊥ = I. We have lead(J)⊥ = in(I). In other words, T/ lead(J)⊥ is the
associated graded algebra of T/J⊥.
Proof. If Θ ∈ in(I), then Θ = in(Ψ ), for some Ψ ∈ I. To see that Θ ∈ lead(J)⊥, let
F = lead(G) for G ∈ J. It follows that Θ F is the highest degree part of Ψ G = 0,
so it is zero. This shows that in(I)⊆ lead(J)⊥. We have
dimk J = dimk lead(J) = dimk T/ lead(J)⊥
≤ dimk T/ in(I) = dimk T/I = dimk J,
where the first equality is by Proposition 2.19 and the last is by Proposition 2.13.
This completes the proof. ⊓⊔
Remark 2.21. By Proposition 2.19 and Proposition 2.20, the Hilbert function of an
inverse system J is also the Hilbert function of a standard graded algebra, namely
the associated graded algebra of T/J⊥. Hence, Macaulay’s and Gotzmann’s theo-
rems apply to these functions. This enables us to prove that the only possible Hilbert
functions h of local ideals I = J⊥ in H113 with full embedding dimension 3, equiva-
lently h(1) = 3, are the ones listed in Table 1. Since h(2)≤ 6, we need to consider
every possible value for h(2), 1≤ h(2)≤ 6. Also, ∑h(i) = dimk T/I = 11. Finally,
if h(i)≤ 2 for any i≥ 2, then h is nonincreasing from the ith step onward, by Corol-
lary 2.4. It is then easy to list the possible Hilbert functions and to check that all of
them are in Table 1.
Proposition 2.22 ([15, §C.2]). Let F(t) = { f1(t), f2(t), . . . , fs(t)} ⊂ S[[t]] be a col-
lection of polynomials in S[[t]], which we regard as polynomials in S whose coeffi-
cients are continuous functions of a parameter t in a neighborhood of 0. The fam-
ily of apolar ideals {F(t)⊥} satisfies limt→0 F(t)⊥ ⊆ F(0)⊥. If the inverse systems
〈F(t)〉 have the same Hilbert function for all t, then we have limt→0 F(t)⊥ = F(0)⊥
and {F(t)⊥} is a flat family.
Proof. If Θ ∈ limt→0 F(t)⊥, write Θ =Θ(0) = limt→0 Θ(t) where Θ(t)∈ F(t)⊥ for
t 6= 0. For each t 6= 0 we then have that Θ(t) fi(t) = 0, for i= 1, . . . ,s. By continuity,
we also have that Θ(0) fi(0) = 0. This shows Θ ∈ F(0)⊥ and limt→0 F(t)⊥ ⊆
F(0)⊥. The equality of Hilbert functions implies equality of dimensions, so the
ideals are equal. ⊓⊔
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Definition 2.23. When Jt = 〈 f1(t), f2(t), . . . , fs(t)〉 is a parametrized family of in-
verse systems generated by polynomials fi whose coefficients are continuous func-
tions of t, we will say limt→0 Jt = J0 if and only if limt→0 J⊥t = J⊥0 .
Example 2.24. Consider the families W1 = {〈ℓd,md〉 | ℓ,m ∈ S1, independent} and
W2 = {〈ℓd, ℓd−1m〉 | ℓ,m ∈ S1, independent}. Since the limit
lim
t→0
(ℓ+ tm)d− ℓd
dt = ℓ
d−1m,
we have, by Proposition 2.22, that
lim
t→0
〈ℓd ,(ℓ+ tm)d〉= lim
t→0
〈
ℓd ,
(ℓ+ tm)d− ℓd
dt
〉
= 〈ℓd , ℓd−1m〉.
This is because every inverse system in each family has Hilbert function (1,2, . . . ,2).
This implies that W2 is in the closure of W1 in the Zariski topology.
3 The Hilbert scheme of 11 points in 3-space
In this section we, use Macaulay2 to perform some computations that will be needed
later on and gather some general methods applicable to several of the cases.
3.1 Macaulay2 code examples
To check if an ideal I in T = k[a,b,c] is smooth we can run the following code. This
is one of the cases we check in the proof of Proposition 4.16.
i1 : T = QQ[a,b,c]
i2 : I = ideal {b*c,a*b,aˆ2*c,aˆ3-cˆ2,bˆ5}
i3 : (dim I, degree I, degree Hom(I,T/I))
o3 = (0, 11, 33)
These computations show that we have a zero-dimensional scheme of degree 11
with tangent space dimension 33. If we now know that this is in the smoothable
component, then it has to be a smooth point, since we know that the smoothable
component has dimension 3 ·11 = 33. To check that this point is in the smoothable
component, we construct a deformation. We guess a candidate ideal K, then check
that it satisfies the needed conditions.
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i4 : R = T[t]
i5 : K = ideal {b*c,a*b,aˆ2*c,aˆ3-cˆ2,bˆ5+t*bˆ4}
i6 : assert (K:t == K)
i7 : minimalPrimes K
o7 = {ideal (c, a, t + b), ideal (c, b, a)}
Here K is an ideal in k[a,b,c, t] whose special fiber (at t = 0) is I. To check that
this is a flat family over k[t], we appeal to [25, Proposition III.9.7] which implies
that if the ideal (K : t) equals K, then the family is flat in a neighbourhood of 0.
The general fiber is supported at the two points (0,−t,0),(0,0,0). This shows the
special fiber I is cleavable, hence, by Lemma 1.4 I is also smoothable.
3.2 Some general methods
In this section we collect various results which we use in Section 4.
In our analysis of the irreducible components of some standard graded Hilbert
scheme (and the fibers of pih), we will often consider the set of quadric generators
{q1,q2, . . . ,qk} of a homogeneous ideal I ⊂ T . The following lemma describes the
space of cubics 〈q1,q2, · · · ,qk〉 ·T1 in the ideal generated by these quadrics.
Lemma 3.1. Let T = k[α1,α2, . . . ,αn] be the polynomial ring in n variables. Let
q1, . . . ,qk be linearly independent quadrics in T where 2 ≤ k ≤ n, and let I =
(q1, . . . ,qk). Then dim I3 ≥ nk−
(k
2
)
, with equality if and only if the qi share a com-
mon linear factor, that is, qi = ℓℓi for some linear forms ℓ,ℓ1, . . . , ℓk.
Proof. Let h be the Hilbert function of T/I. The 2-binomial expansion of h(2) is
given by h(2) =
(
n+1
2
)
− k =
(
n
2
)
+
(
n−k
1
)
. Thus, h(3) ≤ h(2)〈2〉 =
(
n+1
3
)
+
(
n−k+1
2
)
,
so
dim I3 = dimT3−h(3)≥
(
n+ 2
3
)
−
(
n+ 1
3
)
−
(
n− k+ 1
2
)
= nk−
(
k
2
)
.
Suppose that equality holds. We will show that the qi share a linear factor. By Gotz-
mann’s Persistence Theorem, see Theorem 2.5, the equality h(3) = h(2)〈2〉 implies
that h(t + 1) = h(t)〈t〉 for all t ≥ 2, which gives by induction
h(t) =
(
n+ t− 2
t
)
+
(
n− k+ t− 2
t− 1
)
=
(
n+ t− 2
n− 2
)
+
(
n− k+ t− 2
n− k− 1
)
.
This shows that the projective scheme V ⊂ Pn−1 defined by I has Hilbert polyno-
mial of degree n− 2 with leading coefficient 1/(n− 2)!. By standard properties of
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Hilbert polynomials, see [25, Section I.7, p. 52], the scheme V has codimension 1
and degree 1. This means that V consists of a reduced hyperplane H, possibly along
with some lower-dimensional components. Since each qi vanishes on H, they are all
divisible by the equation ℓ of H. ⊓⊔
The following are generalizations of [8, Proposition 4.3].
Lemma 3.2. Fix h = (1,h(1), . . . ,h(t)) with hi = dimSi for i = 1, . . . , t − 2. The
Hilbert scheme Hhn is a vector bundle of rank h(t)(dimSt−1−h(t − 1)) over H hn .
In particular, the irreducible components of Hhn are exactly the preimages of the
irreducible components of H hn .
Proof. A direct generalization of the proof for t = 3 in [8, Proposition 4.3]. ⊓⊔
Lemma 3.3. Fix h = (1,h(1), . . . ,h(t)) with h(i) = dimTi for i = 1, . . . , t−3. Every
fiber of pih is isomorphic to an affine space; in particular, it is irreducible.
Proof. Let I be a homogeneous ideal in H hn . The fiber pi−1h (I) consists of ideals I′
with in(I′) = I and with Hilbert function h. Requiring that in(I′) = I corresponds
to adding higher degree terms to generators of I. Requiring the Hilbert function of
T/I′ to equal h imposes conditions on the coefficients of these higher degree terms.
Adding terms of degree greater than t has no effect, since these are already con-
tained in I. To any generator of degree t − 2 or t − 1, we can freely add terms of
degree t since they cannot change the Hilbert function. To any degree t − 2 gener-
ator qi, we can add a term ai of degree t − 1, however, now there is something to
check: For any tuple of linear forms ℓ1, ℓ2, . . . , ℓr ∈ T1 such that ℓ1q1+ · · ·+ℓrqr = 0,
we require that ℓ1a1 + · · ·+ ℓrar ∈ I′t = It . These are all linear conditions on the co-
efficients of the ai, hence, the solution space is an affine space. Hence, the fiber at I
is isomorphic to Ak for some k. ⊓⊔
Remark 3.4. If there are only two generators q1 and q2 of degree t − 2, then there
can be at most one (possibly trivial) linear condition on the forms a1 and a2 (as
above). Namely, if there are linear forms ℓ1, ℓ2 such that ℓ1q1 + ℓ2q2 = 0, then these
are uniquely determined up to a common scalar multiple, and the condition ℓ1a1 +
ℓ2a2 ∈ It is sufficient for in(I′) = I.
Going beyond the situation of Lemma 3.2, it is possible that the fibers of pih may
be reducible. To show that they are contained in the main component of the Hilbert
scheme we would have to find a smooth and smoothable point in each component of
the fiber. Unfortunately in general it is difficult to describe the fibers of pih. The fol-
lowing statement allows us in a handful of very special cases to avoid this difficulty.
Lemma 3.5. If I ∈H hn , then I lies in every irreducible component of pi−1h (I).
If the homogeneous ideal I happens to be a smooth and smoothable point, then the
whole fiber is contained in the main component of the Hilbert scheme.
Proof. Let I′ ∈ pi−1h (I), so that I = in(I′). The deformation of [12, Theorem 15.17]
gives a path in pi−1h (I) from I
′ to I, so I lies in the irreducible component that con-
tains I′. ⊓⊔
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3.3 Non-linear changes of coordinates
We recall the technique of non-linear changes of coordinates as in [9, 14] and [31,
Section 2.2]. Assume we have a zero-dimensional quotient A = T/I = k[α,β ,γ]/I
supported at the origin. The algebra A can also be viewed as a quotient of the
power series ring R = k[[α,β ,γ]]. The power series ring has a much larger auto-
morphism group than the polynomial ring. Denote the maximal ideal of R by m.
For any σ1,σ2,σ3 ∈m whose images span m/m2, there is an automorphism φ of R
defined by φ(α) = σ1, φ(β ) = σ2, and φ(γ) = σ3.
Let J = 〈 f1, f2, . . . , fr〉 be the associated inverse system of I. By [31, Section 2.2],
the inverse system of φ−1(I) is generated by φ∨( fi) where φ∨ is defined as follows.
Let Dα = φ(α)−α , Dβ = φ(β )−β , and Dγ = φ(γ)− γ . Then we have
φ∨( f ) = ∑
(k,m,n)∈Z3≥0
xkymzn
k!m!n! ·
(
Dkα D
mβ Dnγ f
)
.
Example 3.6. Let J = 〈 f 〉 for f = x4 + y4 + g where degg ≤ 3. By subtracting mul-
tiples of α f and α2 f from f , we may assume the monomials x3 and x2 do not
appear in g. We will perform a non-linear change of coordinates so that there are no
monomials in g divisible by x2. This will be needed in the proof of Lemma 4.8.
Let B be the coefficient of x2y in g and let C be the coefficient of x2z. Let φ(α) =
α , φ(β ) = β − B12 α2, and φ(γ) = γ − C12 α2. We have Dα = 0, Dβ = − B12 α2, and
Dγ =− C12 α
2
, so
φ∨(x4) = x4 + yDβ (x4)+ zDγ(x4)+ · · ·= x4− yBx2− zCx2 + · · · ,
where we have omitted terms of degree less than 3. Similarly φ∨(y4) = y4 and φ∨(g)
is equal to g, modulo terms of degree less than 3. Also φ∨( f ) will have no terms
divisible by x2.
3.4 An explicit construction of flat families
The section is adapted from [9, Section 5], where more general results were proved
for Gorenstein schemes. Fix a zero-dimensional scheme R. In this section, under
certain mild assumptions on R, we construct a family with special fiber R and general
fiber reducible, so that R becomes cleavable.
Proposition 3.7. Let R⊂ An be a finite scheme supported at the origin. Let C ⊂ An
be a smooth curve passing through the origin. Let H = (x = 0) be a hyperplane
intersecting C transversely. Let r ≥ 1 be such that the ideal of intersection R∩C in
C is (xr) and let Hr−1 = (xr−1 = 0) denote the thick hyperplane. If R⊂C∪Hr−1 as
schemes, then R is cleavable.
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Proof. Since R∩C is cut out of C by xr, we can choose an F ∈ I(R) whose image
in k[C] = k[An]/I(C) is xr. Then we have q := xr −F ∈ I(C). Now the image in
k[C] of any i ∈ I(R) is gxr, for some g. Write i = g(xr − q)+ j, for some j. We see
that j ∈ I(R)∩ I(C) which implies that I(R) = (xr − q)+ I(R∪C), hence, R is cut
out of R∪C by the equation xr − q. There is a deformation of R ⊂ R∪C given by
deforming this equation, namely
V (xr− txr−1− q)⊂ (R∪C)×A1, (1)
with t being the local parameter on A1.
To prove the flatness of the family (1) it is enough to prove that every polynomial
f ∈ k[t] is not a zero-divisor in the coordinate ring of V =V (xr−txr−1−q). Suppose
there is an f ∈ k[t] and a function g on V such that f g is zero. We will show that
g vanishes on V ∩ (C×A1) and on V ∩ (Hr−1×A1). Since R∪C ⊂C∪Hr−1, this
implies that g vanishes on the whole of V , so that it is zero.
First let us restrict to C, i.e. consider the family V ∩ (C× A1). It is given by
the equation xr − txr−1, thus, it is flat. Therefore, f (t) is not a zero-divisor, hence,
g restricts to zero on C×A1. Next let us restrict to Hr−1, i.e. consider the family
V ∩ (Hr−1×A1). It is given by the equation xr−q, which does not involve t. Hence,
this family is constant, thus, flat. Hence, g restricts to zero on Hr−1 ×A1, which
concludes the proof of flatness. The fiber of the family (1) over t 6= 0 is supported
on at least two points: the origin and (t,0, . . . ,0), thus, reducible. Therefore, R is
cleavable. ⊓⊔
Corollary 3.8. Let R ⊂ An be a finite scheme supported at the origin. Let I = I(R)
be its ideal. Choose coordinates α1,α2, . . . ,αn on An. Assume that c is such that
αc1 ·α j ∈ I(R) for all j 6= 1. Assume moreover that αc1 /∈ I+(α2,α3, . . . ,αn). Then R
is cleavable.
Proof. This follows from Proposition 3.7 above if we take C = V (α2,α3, . . . ,αn),
H = (α1). Then r is defined by R∩C = (αr1) and by assumption r > c, so that
R⊂C∪Hr−1. ⊓⊔
Corollary 3.9. Suppose that R ⊂ A3 is a scheme of length 11. Let I ⊂ k[α,β ,γ] be
its ideal and suppose that αβ ,αγ ∈ I. Then the ideal I is smoothable.
Proof. If R is reducible, it is smoothable because all its components are. Suppose R
is irreducible supported at the origin. If any order one element lies in I, then after
a non-linear coordinate change R is contained in an A2 and so is smoothable. If no
order one element lies in I, then Corollary 3.8 applied to c = 1 implies that R is
cleavable. Therefore, it is smoothable by Lemma 1.4. ⊓⊔
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4 Proof of main theorem
In this section, we prove Theorem 1.1 by proving for each possible Hilbert function
that algebras with that Hilbert function are smoothable. For reference, Table 1 shows
in which section each Hilbert function is treated.
In this section we fix n = 3, S = k[x,y,z], and T = k[α,β ,γ].
4.1 Cases with long tails of ones
Proposition 4.1. Let h be one of these Hilbert functions: (1,3,1,1,1,1,1,1,1),
(1,3,2,1,1,1,1,1), (1,3,2,2,1,1,1), (1,3,3,1,1,1,1), (1,3,4,1,1,1), (1,3,5,1,1).
Then we have Hh3 ⊂ R113 .
Proof. Let I ∈Hh3 be an ideal with Hilbert function h. By Proposition 4.2, the ideal
I is cleavable. By Lemma 1.4, the ideal I is smoothable. So I ∈ R113 . ⊓⊔
Proposition 4.2. Let R = SpecA ⊂ An be an irreducible subscheme and h be the
Hilbert function of the local algebra A. Suppose h =(1,h(1), . . . ,h(c),1, . . . ,1) with
at least c trailing ones, that is, letting s be the greatest value such that h(s) 6= 0, we
assume that h(k) = 1 for c+1≤ k ≤ s, and s≥ 2c. Then the scheme R is cleavable.
The proof follows the Gorenstein case of [9, Example 5.15].
Proof. Let I be the ideal of R and let J be the inverse system of I. Consider a mini-
mal generating set of J. It has a unique generator f of degree s. As explained in Sec-
tion 3.3, we can perform a non-linear coordinate change to assume that f = xs1 + g,
for some g such that αc1 g = 0. All other generators of J are of degree at most c.
By subtracting some partials of f , we may assume that they are also annihilated by
αc1 . Thus, αc1α j lies in I for all j 6= 1.
It remains to check that αc1 /∈ I +(α2,α3, . . . ,αn). Take any q ∈ (α2,α3, . . . ,αn).
Then (αc1 −q) f = s!(s−c)! xs−c1 −q g. We claim this is nonzero. Note that s− c≥ c
by assumption on the number of trailing ones. Therefore, αs−c1 annihilates g. So
αs−c1
(
s!
(s− c)!
xs−c1 − q g
)
= s!x01− q (αs−c1 g) = s! 6= 0.
This shows (αc1 − q) f 6= 0, as claimed, so αc1 − q /∈ I. Therefore, αc1 /∈ I +
(α2,α3, . . . ,αn). Thus, by Corollary 3.8 the subscheme R is cleavable. ⊓⊔
4.2 Cases with short Hilbert functions
For the three cases h = (1,3,3,4), h = (1,3,4,3), and h = (1,3,5,2), the analysis of
the irreducible components of their standard graded Hilbert schemes completely de-
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termines the corresponding strata in the (not graded) Hilbert scheme Hh3 . Explicitly,
in each of these cases Hh3 is a vector bundle over H h3 by Lemma 3.2, so the irre-
ducible components of Hh3 are exactly the preimages of the irreducible components
of H h3 .
In each of the three cases, we will first cover H h3 by a collection of irreducible
sets (which are not necessarily components) and produce a smooth and smoothable
ideal for each set. By Lemma 3.2 and Lemma 1.3, this is enough to guarantee that
all algebras in Hh3 are smoothable.
Proposition 4.3. Let h = (1,3,3,4). Then Hh3 ⊂ R113 .
Proof. Let I ⊂ T , I ∈ H h3 be a homogeneous ideal such that A = T/I has Hilbert
function h. Then dim I2 = dimT2 − h(2) = 3. Let I′ = (I2) be the ideal gener-
ated by the quadrics in I. By Lemma 3.1, dim I′3 ≥ 3 · 3−
(3
2
)
= 6, but dim I′3 ≤
dim I3 = dimT3−h(3) = 6. So I3 = I′3, equality holds in the dimension bound, and
by Lemma 3.1, the quadrics in I2 must share a common linear factor ℓ.
Then I2 is spanned by ℓα , ℓβ , ℓγ . That is, the standard graded Hilbert scheme
H h3 is parametrized by the line ℓ. It is, therefore, isomorphic to the Grassmannian
Gr(1,3)∼= P2 and, hence, irreducible. By Lemma 3.2, Hh3 is also irreducible.
It is sufficient to find one smooth and smoothable point in Hh3 . Consider the
ideal L = (αβ ,αγ,α2 + β 3,β 2γ2,β γ3,γ4). It is smoothable by Corollary 3.9 and
we check computationally that L is smooth. ⊓⊔
Proposition 4.4. Let h = (1,3,4,3). Then Hh3 ⊂ R113 .
Proof. The standard graded Hilbert scheme H h3 is a union of two irreducible sets.
We will provide a smooth and smoothable point in each of them.
Let I ⊂ T , I ∈ H h3 be a homogeneous ideal such that A = T/I has Hilbert
function h. Then dim I2 = 2. By Lemma 3.1, the space of cubics generated by the
quadrics in I2 can have dimension either 6 or 5, and the latter occurs exactly when
the quadrics share a linear factor. Let P⊂H h3 be the set of ideals I whose quadrics
generate a 6-dimensional space of cubics and let Q ⊂ H h3 be the set of ideals I
whose quadrics generate a 5-dimensional space of cubics. Then H h3 = P∪Q. We
claim that each of P and Q is irreducible.
The subset P is parametrized by pairs of spaces (K,M), where K is a 2-
dimensional subspace of T2, not of the form span{ℓ · ℓ1, ℓ · ℓ2}, and M is a 7-
dimensional subspace of T3 that contains K · T1, equivalently a line in T3/K · T1.
Thus, P is realized as a projective bundle with fiber P(T3/K ·T1) over an open sub-
set of Gr(2,T2). In particular, P is irreducible.
In the subset Q, the quadrics q1,q2 that span I2 have the form q1 = ℓ ·ℓ1 and q2 =
ℓ · ℓ2 for some lines ℓ,ℓ1, ℓ2. This component is parametrized by a triple (ℓ,L,N),
where ℓ∈ T1 is the common line, L = (ℓ1, ℓ2)⊂ T1 is the space spanned by the other
two lines, and N is a 7-dimensional space of T3 that contains the 5-dimensional space
ℓ ·L ·T1. So Q is isomorphic to a Grassmannian bundle with fiber Gr(7−5,T3/ℓ ·L ·
T1), over a base Gr(1,T1)×Gr(2,T1); it is, therefore, irreducible.
Now Hh3 = pi
−1
h (P)∪ pi
−1
h (Q), and by Lemma 3.2 these are irreducible sets as
well. To complete this case, we provide a smooth and smoothable ideal for each set.
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The ideal I = (α2,β 2,γ3,αβ γ2) lies in P and, hence, also in pi−1h (P). It is monomial,
hence, smoothable by [8, Proposition 4.15] and it is easy to check computationally
that it is a smooth point. For pi−1h (Q) let I = (αβ ,αγ,α3 + γ3,β γ2,β 3γ,β 4). Then
I is smoothable by Corollary 3.9 and once again a smooth point. ⊓⊔
Proposition 4.5. Let h = (1,3,5,2). Then Hh3 ⊂ R113 .
Proof. Let I ⊂ T , I ∈ H h3 be a homogeneous ideal such that A = T/I has Hilbert
function h. Then dim I2 = 1 and dim I3 = dimT3 − h(3) = 8. The standard graded
Hilbert scheme H 3h is parametrized by pairs (L,M), where L is some 1-dimensional
subspace of T2 and M is an 8-dimensional subspace of T3 that contains the 3-
dimensional subspace L ·T1. This parametrization realizes an isomorphism of H h3
to a Grassmannian bundle with base PT2 and fiber Gr(8− 3,T3/L ·T1), proving that
H h3 is irreducible. By Lemma 3.2, Hh3 is irreducible as well.
Now let I = (αβ ,α3,β 3,γ3,αγ2,α2γ +β γ2). One can check that I ∈Hh3 . Since
αβ 2,αγ2 ∈ I and α2 /∈ I+(β ,γ), Corollary 3.8 with c = 2 implies I is smoothable.
Finally one can check computationally that I is a smooth point. ⊓⊔
4.3 Case h = (1,3,4,2,1)
Proposition 4.6. Let h = (1,3,4,2,1). Then Hh3 ⊂ R113 .
Proof. Let I ∈H h3 be a homogeneous ideal with inverse system J. Let f ∈ J4 and let
h f be the Hilbert function of 〈 f 〉. Since 〈 f 〉 ⊂ J we have h f ≤ h. By Proposition 2.15
and Macaulay’s bound (Theorem 2.3), h f must be (1,2,3,2,1), (1,2,2,2,1), or
(1,1,1,1,1).
If h f = (1,2,3,2,1) see Lemma 4.7. If h f = (1,2,2,2,1) then by Remark 2.17
we can choose coordinates so that f = x4+y4 or f = x3y. For f = x4+y4 see Lemma
4.8 and for f = x3y see Lemma 4.9. If h f = (1,1,1,1,1) see Lemma 4.10. ⊓⊔
Lemma 4.7. Let h = (1,3,4,2,1) and let I ∈ H h3 be a homogeneous ideal with
inverse system J. Suppose that the degree 4 generator f of J is such that the Hilbert
function of 〈 f 〉 is (1,2,3,2,1). Then pi−1h (I)⊂ R113 .
Proof. Let I′ ∈ pi−1h (I) with inverse system J′. Let F be the degree 4 generator of
J′, so that f is the leading form of F . We will construct a family J′t so that J′1 = J′
and J′0 is 〈x2y2,z2〉, 〈x2y2,zx〉, or 〈x2y2,z(x+ y)〉. First change coordinates so that
f ∈ k[x,y]. Then x2,xy,y2 ∈ 〈 f 〉2 ⊂ J′, so J′≤2 is spanned by {x2,xy,y2,Q,S≤1} for
a quadratic form Q ∈ k[x,y,z]. Write Q = cxz+ dyz+ ez2. If e 6= 0 then changing
coordinates by replacing z with a suitable linear combination of x,y,z to complete
the square eliminates the xz and yz terms and takes Q to z2 modulo x2,xy,y2. So
either J′ = 〈F,z2〉 or J′ = 〈F,z(cx+ dy)〉.
Write F = f + g, degg ≤ 3. By well-known facts about binary forms (see for
example, [30, Theorem 1.43]), we have f = ℓ41 + ℓ42 + ℓ43 for some nonproportional
linear forms ℓi ∈ k[x,y]. Observe that 18x2y2 = (x + y)4 +ω(x+ωy)4 +ω2(x +
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ω2y)4 where ω is a cube root of unity. We change coordinates in k[x,y] so that
ℓ1 = x+ y and ℓ2 = ω1/4(x+ωy). Let ft = ℓ41 + ℓ42 +(tℓ3 +(1− t)ω1/2(x+ω2y))4,
Ft = ft + tg, and J′t = 〈Ft ,Q〉.
It is easy to check that F1 = F , F0 = 18x2y2, and for all but finitely many
t, 〈 ft 〉 has Hilbert function (1,2,3,2,1) and J′t has Hilbert function (1,3,4,2,1).
Then limJ′t = J′0 = 〈18x2y2,Q〉 = 〈x2y2,Q〉, as in Definition 2.23. Rescaling x and
y and interchanging if necessary, Q is one of z2, zx, or z(x+ y). Now 〈x2y2,z2〉⊥
and 〈x2y2,zx〉⊥ are monomial ideals, hence, smoothable. The family (γ2,αγ −
β γ,β 2γ,β 3,α3 + tα2) shows that 〈x2y2,z(x+ y)〉⊥ = (γ2,αγ −β γ,β 2γ,β 3,α3) is
smoothable. So all three points are smoothable and it is easy to check that each one
is a smooth point. Hence, the irreducible (one-dimensional) family {(J′t )⊥} ⊂ R113 ,
in particular I′ = (J′1)⊥ ∈ R113 . ⊓⊔
Lemma 4.8. Let h = (1,3,4,2,1) and let I ∈ H h3 be a homogeneous ideal with
inverse system J. Suppose that the degree 4 generator of J is of the form ℓ4 +m4 for
some independent linear forms ℓ,m ∈ S1. Then pi−1h (I)⊂ R113 .
Proof. Assume ℓ = x,m = y. Let I′ ∈ pi−1h (I) with inverse system J′. We will ap-
ply Corollary 3.8. Consider the degree four generator F = x4 + y4 + g ∈ J′, where
degg≤ 3. Since x2 ∈ J we can subtract the x2 term out of g. Then the only terms of
g divisible by x2 are possibly x3, x2y, x2z. After a non-linear coordinate change as
in Example 3.6 we may assume that there are no such terms. Then α2 F = 12x2,
so α2 6∈ F⊥+(β ,γ). Moreover α2β and α2γ annihilate F and so its partials, hence,
lie in I′. Therefore, the assumptions of Corollary 3.8 for c = 2 are satisfied and I′ is
cleavable. By Lemma 1.4, it is smoothable. ⊓⊔
Lemma 4.9. Let h = (1,3,4,2,1) and let I ∈ H h3 be a homogeneous ideal with
inverse system J. Suppose that the degree 4 generator of J is of the form ℓ3m for
some independent linear forms ℓ,m ∈ S1. Then pi−1h (I)⊂ R113 .
Proof. Assume ℓ = x, m = y, so that J = 〈x3y,Q1,Q2〉 for some quadratic forms
Q1,Q2. Let I′ ∈ pi−1h (I) with inverse system J′. We will show I′ is smoothable by
writing it as a limit of smoothable points. Note, J′ = 〈x3y+ g3 + g2,Q1,Q2〉 where
gi is a form of degree i for i = 2,3. We introduce a parameter t and let yt = x+ ty.
Observe that limt→0(y4t − x4)/4t = x3y. For general t we will define a form g3(t) so
that J′t = 〈(y4t − x4)/4t + g3(t)+ g2,Q1,Q2〉 → J′ in the sense of Definition 2.23.
To define g3(t), first note that γ g3 ∈ J2 = span{x2,xy,Q1,Q2}. For i = 1,2
let Q♯i =
∫ Qi dz be a homogeneous form of degree 3 so that γ Q♯i = Qi. Write
g3 = ax2z+ bxyz+ cQ♯1 + dQ♯2 + e(x,y) for some scalars a,b,c,d and a 3-form e.
Now we define g3(t) = ax2z+(b/2t)(y2t − x2)z+ cQ♯1 + dQ♯2 + e(x,y).
Now γ g3(t) ∈ span{x2,y2t ,Q1,Q2}, hence, lead(J′t ) = 〈y4t − x4,Q1,Q2〉. Since
dimJ2 = 4 we have xy 6∈ span{x2,Q1,Q2}. Since xy = limt→0(y2t − x2)/(2t) we
also have y2t 6∈ span{x2,Q1,Q2} for general t. For such t the space (lead(J′t ))2
has dimension 4, which means that lead(J′t ) and J′t have Hilbert function h. Also
limt→0 g3(t) = g3. Therefore, limt→0 J′t = J′, as desired. By Lemma 4.8, each (J′t )⊥
with t 6= 0 is smoothable, which implies I′ = lim(J′t )⊥ is smoothable as well.
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Lemma 4.10. Let h = (1,3,4,2,1) and let I ∈ H h3 be a homogeneous ideal with
inverse system J. Suppose that the degree 4 generator f of J is such that the Hilbert
function of 〈 f 〉 is (1,1,1,1,1). Then pi−1h (I)⊂ R113 .
Proof. By Remark 2.17, we can choose coordinates so that f = z4. Let V ⊂H h3 be
the set of ideals I satisfying the hypothesis, that is, V = {I ∈H h3 | I ⊂ (z4)⊥}. For
I ∈V , dim I2 = 2 and dim I3 = 8. By Lemma 3.1, dimT1 ·I2 is either 5 or 6. Let V1⊂V
be the set of I such that dimT1 · I2 = 6, equivalently the quadrics in I2 have no com-
mon factor. Let V2 ⊂V be the set of I such that dimT1 ·I2 = 5 and I2 = span{ℓℓ1, ℓℓ2}
for some linear forms ℓ,ℓ1, ℓ2 such that span{ℓ1, ℓ2} ⊆ z⊥ = span{α,β} (neces-
sarily equality must hold). And let V3 ⊂ V be the remainder, the set of I such
that dimT1 · I2 = 5 and I2 = span{ℓℓ1, ℓℓ2} for some linear forms ℓ,ℓ1, ℓ2 such that
span{ℓ1, ℓ2} 6⊂ z⊥. We will show that each Vi and each pi−1h (Vi) is irreducible, and
give a smooth and smoothable point on each pi−1h (Vi).
First, every ideal I ∈ V is determined by (I2, I3). Suppose I ∈ V1. The subspace
I2 ⊂ (z2)⊥ is parametrized by an open subset of Gr(2,(z2)⊥) = Gr(2,5). And then
I3 ⊂ (z3)⊥ is such that T1 · I2 ⊂ I3. The quotient I3/T1 · I2 is a 2-dimensional subspace
of (z3)⊥/T1 · I2. So for each choice of I2, I3 may be chosen from Gr(8−6,(z3)⊥/T1 ·
I2) = Gr(2,3). This shows V1 is a Grassmannian bundle over an open subset of a
Grassmannian, in particular irreducible. Let I2 = span{q1,q2}. Since I ∈ V1, there
are no lines ℓ1, ℓ2 such that ℓ1q1+ℓ2q2 = 0. By Lemma 3.3 and Remark 3.4, the fiber
pi−1h (I) is a certain product of affine spaces. Explicitly it is T 23 ×T 44 , corresponding
to cubic terms that may be added to the quadric generators of I and quartic terms
that may be added to the quadric and cubic generators of I. This makes pi−1h (V1) a
(trivial!) vector bundle over V1, hence, irreducible. A smooth and smoothable point
in pi−1h (V1) is given by 〈yz,x2y,z4〉⊥ = (αγ,β 2,β γ2,α3,γ5). It is smoothable be-
cause it is a monomial ideal and we check computationally that it is a smooth point.
This shows that pi−1h (V1)⊂ R113 .
If I ∈ V2 then I2 = ℓ · span{α,β} for some linear form ℓ, so I2 is determined
by the choice of [ℓ] ∈ PT1. As before, for each choice of ℓ, I3 may be chosen from
Gr(8−5,(z3)⊥/T1 ·I2) =Gr(3,4). Again this makes V2 a Grassmannian bundle over
an irreducible base, so V2 is irreducible. By Remark 3.4, pi−1h (V2) is a trivial subbun-
dle of a trivial vector bundle over V2, namely pi−1h (V2) ⊂ V2× (T 23 ×T 54 ) is defined
by β a1−αa2 ∈ I4 = (z4)⊥, where a1,a2 are the cubic terms added to the quadric
generators ℓα, ℓβ . Hence, pi−1h (V2) is irreducible. A smooth and smoothable point
in this set is given by the limit of the flat family (αγ,β γ,β 3 + γ4,α3− t ·α2,α2β ).
If I ∈ V3 then, writing I2 = span{ℓℓ1, ℓℓ2}, we must have ℓ z = 0, since for at
least one of i = 1,2 we have ℓi z 6= 0, but ℓℓi z2 = 0. Now ℓ may be chosen from z⊥
and span{ℓ1, ℓ2} may be chosen to be any 2-dimensional subspace of T1 other than
z⊥. So the choice of I2 is parametrized by an open subset of P(z⊥)×Gr(2,T1).
Once again, for each choice of I2, I3 may be chosen from the Grassmannian
Gr(8− 5,(z3)⊥/T1 · I2) = Gr(3,4). Hence, V3 is a Grassmannian bundle over an
irreducible base, in particular irreducible. By Remark 3.4, pi−1h (V3) is a (nontrivial)
subbundle of a trivial vector bundle over V2, namely pi−1h (V3) ⊂ V3× (T 23 ×T 54 ) is
defined by ℓ2a1 − ℓ1a2 ∈ I4 = (z4)⊥ where, as before, a1,a2 are the cubic terms
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added to the quadric generators ℓℓ1, ℓℓ2. Hence, pi−1h (V3) is irreducible. The ideal
(β 2,β γ,α3,α2γ,αγ2,γ5) ∈V3 is smoothable because it is monomial and we check
computationally that it is smooth. ⊓⊔
4.4 Case h = (1,3,2,2,2,1)
Lemma 4.11. Let h = (1,h(1), . . . ,h(k),2, . . . ,2,1) such that h(i) = dimSi for all
i ≤ k, then has at least two 2s and a 1 in the last position. Then the standard
graded Hilbert scheme H hn is irreducible. Each ideal I ∈ H hn is the apolar ideal
J⊥ of an inverse system J of one of the following forms: 〈ℓd +md ,Sk〉, 〈ℓd−1m,Sk〉,
〈ℓd ,md−1,Sk〉, 〈ℓd , ℓd−2m,Sk〉 for some linear forms ℓ,m.
Proof. Say the last 1 is in degree d, let J be a homogeneous inverse system with
Hilbert function h, and let f ∈ J be the d-form that appears. Either 〈 f 〉 has Hilbert
function (. . . ,2,2,1) or (. . . ,1,1,1). In the first case f = ℓd +md or f = ℓd−1m, and
J is generated by f together with Sk. The second type is a limit of the first type,
similarly to Example 2.24.
In the second case f = ℓd and there is a generator g of degree d−1. Note g has at
most 2 first derivatives since 〈g〉d−2 ⊆ Jd−2. So 〈g〉 has Hilbert function (. . . ,2,1,0)
or (. . . ,1,1,0). If it is (. . . ,1,1,0) then g = md−1 for a linear form m independent
from ℓ. If the Hilbert function of g is (. . . ,2,1,0) then ℓd−2 ∈ 〈g〉d−2, so g = ℓd−2m
for a linear form m independent from ℓ.
So either g = ℓd−2m or g = md−1. Correspondingly, either J = 〈ℓd , ℓd−2m,Sk〉
or J = 〈ℓd ,md−1,Sk〉. Both of these can be obtained as limits of inverse sys-
tems of the first two forms in appropriate ways, using Proposition 2.22. Explic-
itly, 〈ℓd , ℓd−2m,Sk〉 = limt→0〈ℓd−1(ℓ+ tm),Sk〉 and 〈ℓd ,md−1,Sk〉 = limt→0〈ℓd +
tmd ,Sk〉. ⊓⊔
Proposition 4.12. Let h = (1,3,2,2,2,1). Then Hh3 ⊂ R113 .
Proof. By Lemma 4.11, every homogeneous ideal in H h3 is the apolar ideal of
an inverse system which is isomorphic to one of the following: J1 = 〈x5 + y5,z〉,
J2 = 〈x4y,z〉, J3 = 〈x5,y4,z〉, or J4 = 〈x5,x3y,z〉. We may dispose of the first two
cases easily. We compute I2 = J⊥2 = (α5,β 2,αγ,β γ,γ2). Then I2 is smoothable
because it is a monomial ideal and one can easily check computationally that it is
a smooth point. By Lemma 3.5, the smooth and smoothable point I2 lies in every
component of the fiber pi−1h (I2), which shows that each irreducible component of
the fiber is contained in R113 .
Similarly, I1 = J⊥1 = (α5 − β 5,αβ ,αγ,β γ,γ2) is smooth and it is smoothable
by Corollary 3.9. Using Lemma 3.5 again, this smooth and smoothable point lies in
each irreducible component of the fiber, so each irreducible component of the fiber
is contained in R113 .
Now we consider the last two cases, where one finds that the homogeneous ideals
J⊥3 , J⊥4 are not smooth points (although they are monomial, hence, smoothable). So
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we need to develop a more detailed description of the fibers in these cases. In Lemma
4.13 we show that the fiber pi−1h (J⊥3 ) is contained in R113 and in Lemma 4.14 we do
the same for J4. ⊓⊔
Lemma 4.13. Let h= (1,3,2,2,2,1) and J = 〈x5,y4,z〉, I = J⊥. Then pi−1h (I)⊂ R113 .
Proof. First we will show that the fiber pi−1h (I) is irreducible, then we will display
a smooth and smoothable point in the fiber. To begin, I is generated by f1 = αβ ,
f2 = αγ , f3 = β γ , f4 = γ2, β 5, α6. Let I′ ∈ pi−1h (I). Then
I′ = (F1,F2,F3,F4,β 5)+ (α,β ,γ)6, (2)
where Fi = fi+gi and each gi involves monomials of degree 3 or greater that are not
in I. Those monomials are α3,β 3,α4,β 4,α5. We can write, for each i = 1,2,3,4,
gi = aiα3 + biβ 3 + ciα4 + diβ 4 + eiα5.
This embeds the fiber pi−1h (I) into A20 with coordinates a1, . . . ,e4. It remains to find
its equations, that is, determine which ideals I′ of the form (2) have initial ideal I.
We claim that pi−1h (I) is defined by the equations
b2 = a3 = a4 = b4 = a1a2 + c3 = a22 + c4 = 0. (3)
Since in(I′) ⊃ I and dimT/ in(I′) = dimT/I′ we have in(I′) = I if and only if
dimT/I = dimT/I′. Consider the elements g˜i = a1α3 + biβ 3 + t · (ciα4 + diβ 4)+
t2 · eiα5 ∈ T [t] and ˜Fi = fi + tg˜i. Define the ideal
˜I′ = ( ˜F1, ˜F2, ˜F3, ˜F4,β 5)+ (α,β ,γ)6. (4)
Clearly, the fiber of ˜I′ over t = 1 is I′ and over t = 0 is I. Also the family is flat over
k[t±1] because of the torus action. Therefore, ˜I′ is flat if and only if all fibers have
the same length, if and only if dimT/I′ = dimT/I. That is, I′ ∈ pi−1h (I) if and only
if ˜I′ is flat. Flatness of ˜I′ is equivalent to the following condition (see, for example,
[1, p. 11] or [22, Corollary 7.4.7]).
Every relation ∑ firi = 0 with ri ∈ T lifts to ∑ ˜FiRi = 0 with Ri ∈ T [t].
That is, there exist R′i ∈ T [t] such that 0 = ∑ ˜Fi(ri + tR′i) = ∑ri fi + t ∑rig˜i+ t ∑R′i ˜Fi,
equivalently ∑ rig˜i =−∑R′i ˜Fi ∈ ˜I′. So ˜I′ is flat if and only if the following holds.
For every relation ∑ firi = 0 with ri ∈ T we have ∑ g˜iri ∈ ˜I′. (5)
The relations between the fi are the syzygies of I. They are generated by four linear
syzygies, two quartic syzygies, and two quintic syzygies (direct check). It is enough
to check (5) for those generators. Since ˜I′ ⊃ (α,β ,γ)6, the property (5) is auto-
matically satisfied for quartic and quintic syzygies. The linear generators are given
by
γ f1 = β f2, β f2 = α f3, γ f2 = α f4, γ f3 = β f4.
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By (5), the fiber is cut out by the conditions
γ g˜1−β g˜2 ∈ ˜I′, β g˜2−α g˜3 ∈ ˜I′, γ g˜2−α g˜4 ∈ ˜I′, γ g˜3−β g˜4 ∈ ˜I′.
We now check that they unfold into (3). Consider an ideal I′ ∈ pi−1h (I). The element
γ g˜1−β g˜2 lies in ˜I′ by (5). Since
γ g˜1−β g˜2 = a1α3γ + b1β 3γ− a2α3β − b2β 4
+ t(c1α
4γ + d1β 4γ − c2α4β − d2β 5)+ t2(e1α5γ − e2α5β )
lies in ˜I′, its initial form lies in I, which implies b2 = 0. Similarly, by considering
the initial forms of γ g˜1−α g˜3 ∈ I′ we deduce that a3 = 0; from γ g˜2−α g˜4 ∈ I′ we
get a4 = 0; from γ g˜3−β g˜4 ∈ I′ we get b4 = 0. Note the following relations:
α3β ≡−a1tα5, α3γ ≡−a2tα5, β 3γ ≡−b3tβ 5 (mod ˜I′).
Using these relations, together with b2 = a3 = a4 = b4 = 0, we check that
β g˜2−α g˜3 ≡−t(a1a2 + c3)α5 (mod ˜I′).
This implies that −t(a1a2 + c3)α5 ∈ ˜I′, so by evaluating at t = 1 we get (a1a2 +
c3)α5 ∈ I′. Hence, the leading form (a1a2 + c3)α5 is in I. Therefore, a1a2 + c3 =
0. Similarly, γ g˜2−α g˜4 ≡ −(a22 + c4)α5 (mod ˜I′) which gives the condition a22 +
c4 = 0, whereas for γ g˜3 − β g˜4 and γ g˜1 − β g˜2 we get trivially zero. Thus, (3) is
satisfied for every I′ in the fiber. Conversely, the above reasoning implies that each
I′ satisfying (3) lies in the fiber. This shows that the fiber is irreducible, in fact
isomorphic to A14 via projection to the coordinates a1, a2, b1, b3, c1, c2, d1, . . . ,e4.
Finally, let I′ = (α6,β 5,αβ ,αγ,β γ +α5,γ2). It is smoothable by Corollary 3.9.
We verify computationally that I′ is a smooth point. ⊓⊔
Lemma 4.14. Let h = (1,3,2,2,2,1) and J = 〈x5,x3y,z〉, I = J⊥. Then pi−1h (I) ⊂
R113 .
Proof. The proof directly follows the argument of Lemma 4.13. The ideal I is gen-
erated by f1 = αγ , f2 = β 2, f3 = β γ , f4 = γ2, α4β , α6. Let I′ ∈ pi−1h (I). Then
I′ = (F1,F2,F3,F4,β 5)+ (α,β ,γ)6, (6)
where Fi = fi + gi and gi = aiα3 + biα2β + ciα4 + diα3β + eiα5. The syzygies
among fi’s are again generated by linear, quartic, and quintic syzygies. The linear
generators are β f1 −α f3, γ f1−α f4, γ f2−β f3, γ f3−β f4. An analysis of the re-
sulting conditions gives the following equations for pi−1h (I):
a1− b3 = a3 = a4 = b4 = a2b1 + c3 = a21 + c4 = 0. (7)
This shows that the fiber pi−1h (I) is irreducible, in fact isomorphic to A14 via pro-jection to the coordinates a1,a2,b1,b2,c1,c2,d1, . . . ,e4. A smooth and smoothable
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point in the fiber is I′ = (α6,α4β ,αγ,β 2,β γ,γ2 +α5). It is smoothable by Corol-
lary 3.9 and is computationally verified to be a smooth point. ⊓⊔
4.5 Case h = (1,3,3,2,2)
Lemma 4.15. Let f ∈ k[x,y] be a homogeneous form of degree d ≥ 3. Either f =
ℓd +md or f = ℓd−1m for some linear forms ℓ and m, or else f is determined up to
scalar multiple by the subspace 〈 f 〉d−1, in the sense that if f 6= ℓd +md, ℓd−1m and
g ∈ k[x,y] is a homogeneous form of degree d such that 〈 f 〉d−1 = 〈g〉d−1, then g is
a scalar multiple of f .
Proof. If f = ℓd for a linear form ℓ then 〈g〉d−1 = 〈 f 〉d−1 = span{ℓd−1}, so g is a
scalar multiple of ℓd . Otherwise let I = f⊥ and J = g⊥. The assumption 〈 f 〉d−1 =
〈g〉d−1 means Id−1 = Jd−1. Assuming f 6= ℓd, ℓd +md, ℓd−1m means that f⊥ has no
generators of degree ≥ d by [5, Proposition 1.6, Theorem 1.7]. So Id is determined
by Id−1 = (〈 f 〉d−1)⊥. Since Jd−1 = Id−1, these generate the same degree d part,
Jd = Id . But Jd is perpendicular to g while Id is perpendicular to f , so g and f are
linearly dependent. ⊓⊔
Proposition 4.16. Let h be (1,3,3,2,2). Then Hh3 ⊂ R113 .
Proof. Let J be a graded inverse system in S = k[x,y,z] with Hilbert function
(1,3,3,2,2). Then dimJ4 = 2, say J4 = span{ f ,g}. Each f ,g has first derivatives
in J3, so each f ,g involves at most two variables. If both 〈 f 〉 and 〈g〉 have Hilbert
function (1,∗,∗,1,1), then f = ℓ4, g = m4 for independent linear forms ℓ,m, and we
change coordinates so ( f ,g) = (x4,y4). Otherwise at least one, say 〈 f 〉, has Hilbert
function (1,∗,∗,2,1). Then by Proposition 2.16 there is a coordinate change so that
f ∈ k[x,y]. We have 〈g〉3 ⊆ J3 = 〈 f 〉3 ⊂ k[x,y]. This shows that α g,β g,γ g
have no terms involving z. This implies g has no terms involving z. So g ∈ k[x,y] as
well.
Now there are various cases, according as f = ℓ4+m4 (which we may take to be
x4+y4 after a change of coordinates), f = ℓ3m (equivalently, x3y), or something else;
and dim〈g〉3 = 1 or 2. In every case one checks that either span{ f ,g}= span{x4,y4}
or span{ f ,g}= span{x4,x3y}, after a change of coordinates.
In either case, J is generated by J4, some quadratic form Q, and possibly lin-
ear forms: J is generated, possibly redundantly, either by {x4,y4,Q,x,y,z} or by
{x4,x3y,Q,x,y,z}, where Q is linearly independent from {x2,y2} in the first case or
{x2,xy} in the second case.
Now we claim that there is an automorphism of S1 = span{x,y,z} that takes
J to one of the following. If J4 is generated by x4,y4 then we claim there is an
automorphism taking J to the inverse system generated by {x4,y4,Q,x,y,z} where
Q∈{z2,z2+xy,z(x+y),zx,xy}. And if J4 is generated by x4,x3y then we claim there
is an automorphism taking J to the inverse system generated by {x4,x3y,Q,x,y,z}
where Q ∈ {z2,z2 + y2,yz,y2 + xz,y2,xz}.
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First suppose J is generated by x4,y4,Q,x,y,z. Write Q = axy+ bxz+ cyz+ dz2,
where we can eliminate x2,y2 terms since x2,y2 ∈ J2. If d 6= 0 then replacing z
with a suitable linear combination of z,x,y allows us to eliminate the xz,yz terms
by completing the square, as well as simultaneously rescaling z to get rid of the
coefficient d. Then Q = a′xy+ z2. If a′ = 0 then Q = z2, and if a′ 6= 0 then rescaling
x,y gives Q = z2 + xy. On the other hand, if d = 0, then rescaling x,y,z allows us
to get rid of the coefficients a,b,c, so we may assume each of them is 0 or 1. This
shows Q∈ {z2,z2+xy,xy+xz+yz,xy+xz,xy+yz,xz+yz,xy,xz,yz}. By symmetry,
interchanging x and y allows us to eliminate the cases xy+ yz,yz since these are
respectively isomorphic to xy+ xz,xz. And replacing z with z− y takes xy+ xz =
x(y+ z) to xz. Similarly, replacing z with z− y takes xy+ xz+ yz to xz+ yz− y2, and
span{x2,y2,xz+ yz− y2} = span{x2,y2,xz+ yz}, so this case is also equivalent to
Q = xz. This finishes the analysis of the case J4 = span{x4,y4}.
The case J4 = span{x4,x3y} is similar. Instead of a symmetry interchanging x and
y, we can replace y with y+ ax, since span{x4,x3y} = span{x4,x3(y+ ax)}. Write
Q = axz+by2+cyz+dz2, after eliminating x2,xy terms. If d 6= 0 then a substitution
for z eliminates xz,yz terms, yielding Q = b′y2+ z2. Rescaling y if necessary, Q = z2
or Q = y2 + z2. If d = 0 then rescaling x,y,z to eliminate the a,b,c coefficients gives
Q ∈ {xz+ y2 + yz,xz+ y2,xz+ yz,y2 + yz,xz,y2,yz}. Appropriate substitutions for y
and z take the cases xz+ y2 + yz,xz+ yz,y2 + yz all to yz.
Now by Lemma 3.3 each fiber over a point in H h3 is irreducible. Thus, it suffices
to find a smooth and smoothable inverse system J′ such that lead(J′) = J for each
of the normal forms J. For the case that J4 is spanned by x4 and y4 see Table 2. For
the case that J4 is spanned by x4 and x3y see Table 3. ⊓⊔
Q J′ deformation of ideal of J′
z2 + xy 〈x4,y4, z2 + xy〉 (β γ ,2αβ − γ2,αγ ,α5,β 5+ tβ 4)
z2 〈x4 + x2y+ x2z+ z3,y4, z2〉 (β γ ,αβ −αγ ,3α2γ − γ3,α3−12αγ ,β 5 + tβ 4)
xy 〈x4 + x2y+ x2z+ xy2,y4,xy, z〉 (γ2,β γ ,αβ 2−α2γ ,α2β −α2γ ,α3−12αγ ,β 5+ tβ 4)
xz 〈x4 + xz2,y4,xz〉 (β γ ,αβ ,α2γ ,α3−12γ2,β 5 + tβ 4)
(x+ y)z 〈x4,y4,xz+ yz〉 (γ2,αγ−β γ ,αβ ,β 5,α5 + tα4)
Table 2 Smooth and smoothable inverse systems J′ with Hilbert function (1,3,3,2,2) and
lead(J′)4 spanned by x4, y4.
4.6 Case h = (1,3,3,3,1)
First we consider separately a special case, where the quadrics in the inverse systems
have a most special form.
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Q J′ deformation of ideal of J′
z2 〈x4,x3y+ x2z+ z3, z2〉 (β γ ,β 2,3α2γ − γ3,α2β −3αγ ,α5+ tα4)
z2 + y2 〈x4,x3y,y2 + z2〉 (β γ ,αγ ,β 2− γ2,α4β ,α5+ tα4)
yz 〈x4,x3y+ x2z,yz〉 (γ2,β 2,αβ γ ,α2β −3αγ ,α3γ ,α5 + tα4)
y2 + xz 〈x4 +2x2z,x3y+ xyz,y2 + xz〉 (γ2 + tγ ,β 2γ ,β 3,αβ 2,α2β −6β γ ,α3−6αγ +3β 2)
y2 〈x4 +2x2z,x3y+ x2z+ xyz,y2, z〉 (γ2,β 2γ ,β 3+ tβ 2,αβ 2,α2β −6β γ ,α3−6αγ +12β γ)
xz 〈x4,x3y+ x2z+ xz2,xz〉 (β γ ,β 2,α2γ −αγ2,α2β −3γ2,α5 + tα4)
Table 3 Smooth and smoothable inverse systems J′ with Hilbert function (1,3,3,2,2) and
lead(J′)4 spanned by x4, x3y.
Proposition 4.17. Let h = (1,3,3,3,1), let I ∈ Hh3 and let J be its inverse system.
Suppose x2,xy,y2 ∈ J. Then I is contained in the smoothable component.
Proof. The inverse system J has a quartic generator and its leading form f is
uniquely determined. Since h(2) = 3 and x2,xy,y2 ∈ lead(J), we see that f ∈ k[x,y].
We consider two cases. In each case we show that the space of possible J is irre-
ducible and find a smooth and smoothable point there.
First suppose f is annihilated by a linear form in k[α,β ]. Then, up to coordinate
change, we have f = x4. Consider the family of tuples (x4 +c+q,c1+q1,c2+q2,x,
y,z), where ci, c are cubics and qi, q are quadrics, with the condition that γ c,β c
lie in span{x2,xy,y2} and also all derivatives of ci lie in span{x2,xy,y2}. The space
of polynomial tuples satisfying these conditions is an affine space. Each inverse
system K generated by a tuple as above has Hilbert function at most (1,3,3,3,1).
Thus, a general one has Hilbert function exactly (1,3,3,3,1). Denote the irreducible
family of such K’s by F . Then F gives a morphism to the Hilbert scheme Hh3
and the image contains J. The image contains also J0 = 〈x4 + x2z,x2y,xy2,x,y,z〉. A
deformation of its ideal is given by (β γ,γ2 + tγ,β 3,α3 − 12αγ,α2β 2). For t 6= 0
this is supported at more than one point, hence, J⊥0 is smoothable. And J⊥0 is smooth
as well, hence, the whole image of F is contained in R113 by Lemma 1.3.
Suppose now f is not annihilated by a linear form in k[α,β ]. Then the proof of
the previous case applies with the difference we consider the family of g+ c+ q,
c1 + q1 where g ∈ k[x,y]4 with the condition that γ c and all derivatives of c1
lie in span{x2,xy,y2}. The smooth and smoothable point is given by the inverse
system 〈x2y2 + xyz,x3,z〉 and a deformation of the corresponding ideal is given by
(γ2,β 2γ,α2γ,β 3,αβ 2− 4β γ,α2β − 4αγ,α4 +α3t). ⊓⊔
Proposition 4.18. Let h = (1,3,3,3,1) and let J be a graded inverse system with
Hilbert function h. Then up to coordinate change J2 is the span of one of the follow-
ing sets:
{x2,xy,y2}, {x2,y2,z2}, {x2,yz,z2}, {xz,yz,z2}, {x2 + yz,xz,z2}.
Let A = T/(J⊥2 ). Then dimA3 = 4 if J2 = span{x2,xy,y2} and dimA3 = 3 otherwise.
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Proof. Let I = (J⊥2 ). By Macaulay’s bound, dimA3 ≤ (dimA2)〈2〉 = 3〈2〉 = 4. If
dimA3 = 4, then by Lemma 3.1 the quadrics in I2 share a common linear factor.
After a change of coordinates, I2 is spanned by {γ2,β γ,αγ}. Then J contains the
quadrics x2,xy,y2.
So we reduce to the case dimA3 = 3, equivalently dim I3 = 7. We start with the
claim that, when I = (I2) is generated by 3 quadrics and dim I3 = 7, then I is the
saturated ideal of a zero-dimensional degree 3 scheme in P2. The space T1⊗ I2 has
dimension 9 and maps by multiplication surjectively to T1⊗ I2 → I3, so the kernel
has dimension 2, which means there are 2 linear syzygies among the quadrics in I2.
The minimal free resolution of A = T/I is equal to
0← T ← T (−2)⊕3 ← T (−3)⊕2⊕T (−4)⊕q⊕F ′← T (−4)⊕p⊕F ′′← 0,
where F ′,F ′′ are sums of T (−i) with i > 4. We will show that p = q = 0. First, if
p = β3,4(I) 6= 0 then I contains the ideal ℓ(α,β ,γ) for some linear form ℓ, by [13,
discussion following Theorem 8.15, p. 162]. But this is the case dimA3 = 4 which
we have already treated. Since we are now assuming dimA3 = 3, then we must have
p = 0. Next, we compute dimA4 by considering the free resolution above:
dimA4 = dimT4− 3dimT2 +(2dimT1 + qdimT0)− 0,
where the final 0 reflects p = 0. This gives dimA4 = 15−3 ·6+2 ·3+q = 3+q. At
the same time, 3+ q = dimA4 ≤ (dimA3)〈3〉 = 3〈3〉 = 3. So q = 0.
Now I is generated in degree 2 and dimA4 = (dimA3)〈3〉 = 3. By Gotzmann’s
Persistence Theorem, dimAk = 3 for all k ≥ 3. This shows Z = ProjA has Hilbert
polynomial 3, so Z = V (I) ⊂ P2 is zero-dimensional and has degree 3. To see that
I is saturated, let I′ be the saturation of I. Since the quadrics in I share no common
linear factor, Z is not contained in any line, so I′ contains no linear forms. Then
dim(T/I′)1 = 3. The Hilbert function of a saturated ideal is nondecreasing, so for
every k ≥ 1, 3 = dim(T/I′)1 ≤ dim(T/I′)k ≤ dim(T/I)k = 3, which shows I′ = I.
This completes the proof of the claim that I is the saturated ideal of a degree 3
zero-dimensional scheme Z in P2.
Since Z is cut out by quadrics, the intersection of Z with any line has degree at
most 2. Then Z is one of the following.
1. Z may be a disjoint union of three non-collinear reduced points. We change coor-
dinates so that Z = {[1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1]}. Then I2 = span{αβ ,αγ,β γ}.
2. Z may be the union of a reduced point with a zero-dimensional scheme of degree
2. We choose coordinates so that the reduced point is [1 : 0 : 0] and the scheme of
degree 2 is supported at [0 : 0 : 1] and is contained in the line spanned by [0 : 0 : 1]
and [0 : 1 : 0]. Then I2 = span{αβ ,αγ,β 2}.
3. Z may be a scheme of degree 3 supported at a point which we may take to be
[0 : 0 : 1]. Then after a change of coordinates either I2 = span{α2,αβ ,β 2} or
I2 = span{α2−β γ,αβ ,β 2}.
To see the last claim, first note that if q = ℓ1ℓ2 ∈ I2 is a reducible quadric then both
components ℓ1, ℓ2 pass through [0 : 0 : 1], because Z is not contained in any single
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line. If every quadric in I2 is reducible then I2 = span{α2,αβ ,β 2} consists of all
the quadrics that are singular at [0 : 0 : 1]. Otherwise, there is a smooth quadric in I2
and we can choose coordinates so that it is q = α2−β γ . A quadric q′ ∈ I2 intersects
q in Z plus one more point. If the extra point is also [0 : 0 : 1] then q′ = β 2 +λ q for
some scalar λ . Otherwise q′ = ℓβ +λ q where ℓ is the line through [0 : 0 : 1] and the
extra point. So I2 is spanned by q, αβ , and β 2. Now, having the normal forms of Z,
we calculate J2 as I⊥2 , obtaining the list above. ⊓⊔
Lemma 4.19. Fix a three dimensional space of quadrics Q and a subspace A ⊂
〈α,β ,γ〉. Suppose that the derivatives of Q span 〈x,y,z〉. Consider the set J (Q,A)
of inverse systems J such that
1. J has Hilbert function (1,3,3,3,1),
2. Q equals J2,
3. A is equal to the space of linear forms annihilating the quartic in lead(J).
Then J (Q,A) is irreducible or empty.
Proof. Suppose J (Q,A) is non-empty. Let I = Q⊥. Let h be the Hilbert function
of T/I. By Proposition 4.18, we have either Q = span{x2,xy,y2} up to coordinate
change or h(3) = 3. The equality Q = span{x2,xy,y2} is impossible, since deriva-
tives of Q span x,y,z. Thus, h(3) = 3. The remaining part of the proof resembles the
proof of Proposition 4.17. Let a = dimA. Consider the set F of tuples of polyno-
mials
f + c+ q, c1 + q1, . . . ,ca + qa ∈ S, (8)
such that
1. f is homogeneous of degree four and annihilated by A (and possibly other linear
forms),
2. all ci and c are homogeneous of degree three,
3. all qi and q are homogeneous of degree two,
4. both f and all ci are annihilated by I,
5. the space A c is contained in Q.
All given conditions are linear in coefficients of polynomials, thus, F is an affine
space. Consider an open (possibly empty) subset F0 ⊂F consisting of tuples where
f is annihilated exactly by A and such that ci are linearly independent and span{ci}
is disjoint from the space of partial derivatives of f . Then F0 is irreducible as an
open set in affine space.
Consider an inverse system J generated by all linear forms and a tuple in F0.
We now prove that its Hilbert function ˜h is at most (1,3,3,3,1) position-wise. By
Proposition 2.19, it is enough to show that the Hilbert function of lead(J) is at
most (1,3,3,3,1). It is clear that ˜h(0) = ˜h(4) = 1 and ˜h(1) ≤ 3. All cubic terms
in lead(J) are leading forms of combinations of ci and partials of f . Thus, they are
annihilated by I. The space of cubics annihilated by I is h(3) = 3-dimensional, thus,
˜h(3) ≤ 3. Consider now the quadrics in lead(J). They are combinations of leading
forms of partials of f , of ci and also of A c. All those forms lie in Q, thus, ˜h(2)≤ 3.
Therefore, ˜h≤ (1,3,3,3,1) position-wise.
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Since (1,3,3,3,1) is the maximal possible value of ˜h, the set Fgen ⊂F0 consist-
ing of systems with Hilbert function (1,3,3,3,1) is open, thus, irreducible. It gives a
map to the Hilbert scheme whose image is J (Q,A), which is, therefore, irreducible
as well. ⊓⊔
Proposition 4.20. Let h be (1,3,3,3,1). Then Hh3 ⊂ R113 .
Proof. Let J be a graded inverse system in S = k[x,y,z] with Hilbert function
h = (1,3,3,3,1). It has a unique degree 4 generator f . We will subdivide the cases
according to the Hilbert function of the inverse system K generated by f . The Hilbert
function is symmetric. Using Macaulay’s bound, we find that there are four dif-
ferent cases for the Hilbert function of K: (1,1,1,1,1), (1,2,2,2,1), (1,2,3,2,1),
(1,3,3,3,1).
Case (1,3,3,3,1): f generates the entire module, hence, J is Gorenstein. And ev-
ery J′ in the fiber pi−1h (J) is also Gorenstein. By [33, Proposition 2.2] or [32, Corol-
lary 4.3], any Gorenstein subscheme of A3 is smoothable, hence, all such points J′
lie in the smoothable component of H113 .
Case (1,2,3,2,1): Since f has two independent first derivatives, we know it de-
pends on only two variables, say x,y. Since it spans a three-dimensional set of sec-
ond derivatives, this will have to be 〈x2,xy,y2〉, so we are done by Proposition 4.17.
Case (1,2,2,2,1): Let Q be the space of quadrics inside J. By Proposition 4.17,
we may assume that Q 6= span{x2,xy,y2} up to coordinate change, so that deriva-
tives of Q span x,y,z. Then by Proposition 4.18 and Lemma 4.19 we see that the
irreducible strata are determined by Q equal to
span{x2,y2,z2}, span{x2,yz,z2}, span{xz,yz,z2}, span{x2 + yz,xz,z2}
(9)
and the linear forms annihilating f (up to simultaneous coordinate change). It re-
mains to check which annihilators are possible for each Q. Let A = T/Q⊥. By
the proof of Proposition 4.18, this is a homogeneous coordinate ring of a zero-
dimensional subscheme of ProjT . Note that if a linear form σ annihilates f , then
the intersection of ProjA with the projective line (σ = 0) has degree at least two.We
directly check that for the four cases in (9) we get the following possible annihila-
tors.
1. α or β or γ for Q = span{x2,y2,z2},
2. α or β for Q = span{x2,yz,z2},
3. λ1α +λ2β with λi ∈ k arbitrary for Q = span{xz,yz,z2},
4. β for Q = span{x2 + yz,xz,z2}.
Note that for first, third and fourth case there is a unique choice up to coordinate
change. Therefore, we have five distinct cases in total. The corresponding smooth
and smoothable points are presented in Table 4.
Case (1,1,1,1,1): the argument is completely analogous to the previous case up
to the point where we determine possible ( f⊥)1 depending on Q. As before, let A =
T/Q⊥. Note that an annihilator (σ1,σ2) is possible if and only if l4 ∈ J, equivalently
[l] ∈ ProjA, where l is the linear form annihilated by (σ1,σ2) and [l] ∈ ProjT is its
class.Based on this observation, the possible annihilators in the four cases in (9) are
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Q ( f⊥)1 J′ deformation of ideal of J′
span{x2,y2, z2} γ 〈x4 + y4, z3〉 (β γ ,αγ ,αβ ,γ4+ tγ3,α4−β 4)
span{x2,yz, z2} α 〈yz3 ,x3〉 monomial ideal, hence, smoothable
span{x2,yz, z2} β 〈x4 + z4,yz2〉 (β 2 + tβ ,αγ ,αβ ,β γ3,α4− γ4)
span{xz,yz, z2} β 〈xz3 ,yz2〉 monomial ideal, hence, smoothable
span{x2 + yz,xz, z2} β 〈xz3 ,x2z+ yz2〉 (β 2,αβ ,α2−β γ ,β γ3,γ4 + tγ3)
Table 4 Smooth and smoothable points J′ with Hilbert function (1,3,3,3,1) such that the inverse
system generated by f ∈ J′4 has Hilbert function (1,2,2,2,1)
1. (α,β ) or (β ,γ) or (α,γ) for Q = span{x2,y2,z2},
2. (α,β ) or (β ,γ) for Q = span{x2,yz,z2},
3. (α,β ) for Q = span{xz,yz,z2},
4. (α,β ) for Q = span{x2 + yz,xz,z2}.
The three possibilities for Q = span{x2,y2,z2} are equivalent, thus, we get five cases
in total. The list of smooth and smoothable points is presented in Table 5. This
completes the proof. ⊓⊔
Q ( f⊥)1 J deformation
{x2 ,y2, z2} (α ,β ) 〈z4 + xz+ xy+ yz,x3 ,y3〉 (αγ −β γ ,αβ−β γ ,α2β ,α4 + tα3,β 4,γ4−24αβ )
{x2 ,yz, z2} (α ,β ) 〈z4,x3 + y2,yz2〉 (αγ ,αβ ,β 2γ ,α3 + tα2−3β 2,β γ3,γ5)
{x2 ,yz, z2} (β ,γ) 〈x4 + y2,yz2, z3〉 (αγ ,αβ ,β 2γ ,β γ3,γ4 + tγ3,αγ3,α4−12β 2)
{xz,yz, z2} (α ,β ) 〈y2z+ z4,yz2,xz2〉 (αβ ,α2− tα ,γ3−12β 2,β 3,β 2γ2)
{x2 + yz,xz, z2} (α ,β ) 〈z4 + y2,yz2 + x2z,xz2〉 (αβ ,α2−β γ ,β 3,αγ3,β γ3,γ4 + tγ3−12β 2)
Table 5 Smooth and smoothable points J′ with Hilbert function (1,3,3,3,1) such that the inverse
system generated by f ∈ J′4 has Hilbert function (1,1,1,1,1).
4.7 Case h = (1,3,3,2,1,1)
Proposition 4.21. Let h = (1,3,3,2,1,1). Then Hh3 ⊂ R113 .
Proof. Consider a local ideal I with Hilbert function h = (1,3,3,2,1,1), let J be
the inverse system of I, choose generators of J, and let f be the generator of J of
degree five. Let h f be the Hilbert function of the algebra T/ f⊥ apolar to f . The
case decomposes into five subcases, depending on h f . Since f⊥ ⊃ I, T/ f⊥ is a
quotient of A = T/I, so that h f ≤ (1,3,3,2,1,1). If h f (3) = 2 then h f (1),h f (2)≥ 2
by Corollary 2.4.
1. h f = (1,a,b,1,1,1). Here we argue exactly as in the proof of Proposition 4.2,
so we omit some details below. After a non-linear change of coordinates as in
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Section 3.3, we may assume f = x5 + g with α2 g = 0. Since J is generated by
f together with elements of degree 3 or less, α3β and α3γ annihilate all of J. If
q ∈ (β ,γ) is such that αc − q annihilates f , then c ≥ 4; hence, α3 /∈ I +(β ,γ).
Now Corollary 3.8 proves that the element is cleavable, hence, smoothable by
Lemma 1.4.
2. h f = (1,3,3,2,1,1). In this case I = f⊥ and so A is Gorenstein, hence, smooth-
able by [33, Proposition 2.2] or [32, Corollary 4.3].
3. h f = (1,2,3,2,1,1). After changing coordinates so that f ∈ k[x,y] we have J =
〈 f ,z〉, so A is smoothable by Corollary 3.9.
4. h f = (1,3,2,2,1,1). In this case after a non-linear change of coordinates we have
f = g+ z2 for g ∈ k[x,y] with Hilbert function (1,2,2,2,1,1), see [9, Proposi-
tion 4.5, Example 4.6]. The set of those g is irreducible by a result of Iarrobino [9,
Proposition 4.8]. Thus, the set of f is also irreducible. J is generated by f and
a quadric q which may be chosen arbitrarily, modulo 〈 f 〉2, thus, the set of pairs
( f ,q) is irreducible. It is now enough to find a smooth, smoothable point. Such
a point is given by the ideal I = 〈x5 + y4 + z2,xz〉⊥ = limt→0(β γ,αβ ,αβ 2,α2β ,
β 4 + tβ 3− 12γ2,α5− 60γ2).
5. h f = (1,2,2,2,1,1). As in the previous case, after a nonlinear change of coor-
dinates we get f ∈ k[x,y] and the set of f ∈ k[x,y] is irreducible by [9, Propo-
sition 4.8]. J is generated by f and a quadric q with no relations. For general q
after adding a multiple of q to f we get fnew with h fnew = (1,3,2,2,1,1) and,
thus, reduce to the previous case. ⊓⊔
4.8 Case h = (1,3,6,1)
Proposition 4.22. Let h = (1,3,6,1). Then Hh3 ⊂ R113 .
This case is in contrast with previous ones. First, it is easy to check that
Hh3 = H h3 , that is, every local ideal with Hilbert function h is homogeneous. And
second, it is also easy to check that H h3 is irreducible, in fact a P9 = Gr(9,10). The
isomorphism is given by sending an ideal to all its cubic equations. However, in this
set there seem to be no smooth points. We argue by showing that general points in
H h3 are smoothable, then by irreducibility so are all points.
Proof. Let I ∈Hh3 with inverse system J. Necessarily I and J are homogeneous. Let
f ∈ J be the cubic generator, which is unique up to scalar. We see that Hh3 = H h3 is
parametrized by the point [ f ] in the projective space of cubics in three variables, a
P
9
, so once again Hh3 is irreducible.
The cubic f is the equation of a plane cubic curve. Assume it is a smooth curve.
Then we may change coordinates so that f is in Hesse normal form, that is f =
x3 + y3 + z3 + 6hxyz for some h, see for example [11, Section 3.1.2].
Now J = 〈 f ,S2〉. We may directly compute
I = J⊥ = (αβ 2,α2β ,αγ2,α2γ,β γ2,β 2γ,α3−β 3,α3− γ3,αβ γ − hγ3).
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Corollary 3.8 with c = 2 implies that I is cleavable, hence, it is smoothable. Thus,
all I corresponding to smooth curves are smoothable. By irreducibility, so are all
I ∈ Hh3 . ⊓⊔
5 Smoothability of very compressed algebras
In this section we prove Proposition 1.2, in other words we show that each element
of H max,d is smoothable. We begin by noting that the scheme is irreducible.
Lemma 5.1. The locus H max,d is irreducible.
Proof. A scheme in H max,d is uniquely determined by choice of I inside ms and
containingms+1. Hence, H max,d is isomorphic to a Grassmannian, thus, irreducible.
⊓⊔
To check smoothability we verify that a general point of the stratum is obtained as
a k∗-limit, a notion which we now explain. The scaling (homothety) action of k∗ on
A
3 extends to an action on P3. Take a set Γ of d points in P3. For every t ∈ k∗ we
may take t ·Γ . The k∗-limit of Γ is Γ ′ = limt→0(t ·Γ ). This is a flat limit, in the
sense of [25, Proposition III.9.8]. It is constructed as follows. Take the graph of the
k
∗
-action, which is a family Z◦Γ ⊂ k∗×P3, whose fiber over t ∈ k∗ is tΓ . This family
is just the union of n lines in k∗×P3 through the points (1, p), where p ∈ Γ . All its
fibers are isomorphic to Γ and it is flat over k∗. Let ZΓ ⊂ k×P3 be the closure of Z◦Γ .
This family is flat over k, see [25, Proposition III.9.8]. Finally let Γ ′ = ZΓ ∩ (t = 0).
By construction, Γ ′ is smoothable (as a limit of Γ ) and k∗-invariant.
A general set Γ of d points imposes independent conditions on forms, hence,
the ideal defining the limit scheme has no small-degree generators. For example,
for d = 11 the algebra Γ ′ has Hilbert function h = (1,3,6,1). After restricting to
general Γ ’s the k∗-limit can be made relative [8, Proof of Lemma 5.4] and we get a
rational map
ϕd : RdP3 99K H max,d , (10)
where RdP3 is the smoothable component of the Hilbert scheme of points of P3.
Lemma 5.2. The map ϕd is dominating for all 8≤ d ≤ 95.
Proof. First, we prove that for every 8 ≤ d ≤ 95 there is a smooth point x ∈ RdP3
such that the tangent map
Tϕd :
(
T RdP3
)
x
→
(
TH max,d
)
ϕd(x)
is surjective. This is verified by a direct computer calculation. See the accompanying
package CombalggeomApprenticeshipsHilbert.m2. Then by [24, Theorem 17.11.1d,
p. 83] the morphism f is smooth at x, thus flat, thus open, and thus the claim. ⊓⊔
Proposition 5.3. For all d ≤ 95 all schemes in H max,d are smoothable.
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Proof. By Lemma 5.1, the locus H max,d is irreducible. For d < 8 all schemes are
smoothable by [8]. Assume d ≥ 8. By Lemma 5.2, the map ϕd from (10) is domi-
nating. Hence, a general element of H max,d is smoothable. But smoothability is a
closed property, thus, all elements of H max,d are smoothable. ⊓⊔
Proof (Proof of Proposition 1.2). When d ≤ 95 the claim follows from Proposi-
tion 5.3. When d ≥ 96 the claim follows by dimension count, as in [27]. ⊓⊔
Remark 5.4 (Comparison with the case of 8 points in A4). From the case d = 96
onwards we do not get a surjective tangent map and, indeed, the dimension of the
family H max,96 =H (1,3,6,10,20,35,21)3 is equal to 3 ·96, thus, a general member of this
family cannot be smoothable for dimensional reasons. (Points in H max,96 define
schemes supported at a single point, so H max,96 would have to be contained in the
boundary of R963 .) This was the original example of [27]. Our methods show that
H max,d is smoothable for all d ≤ 95, hence, the bound d = 96 obtained in [27] is
sharp for this method. Note that in [28] another, only partially related, method was
used to prove that Hd3 is reducible for d ≥ 78. It is currently unclear whether this
other method can yield irreducible components for d ≤ 77.
Even though Tϕd is not surjective for d ≥ 96, we conjecture that the maps
Tϕd are of maximal rank. This is no longer true for A4: in fact Tϕ8A4 has 20-
dimensional image in the 21-dimensional Grassmannian Gr(3,10), which accounts
for the fact that there are nonsmoothable ideals of degree 8 in A4, as proven in [8].
An explicit example of such a scheme in A4 = Speck[α,β ,γ,δ ] is given by the
ideal (α2,αβ ,β 2,αδ +β γ,γ2,γδ ,δ 2) = 〈xz,xw,yz,yw,xy− zw〉⊥ , see [8, Proposi-
tion 5.1]. This scheme gives an answer to [41, Problem 3 on Parameters and Mod-
uli].
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