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A BSTRA CT
This dissertation studies detection-based methods to increase the estimation pre­
cision of single point-source emitters in the field of localization microscopy. Localiza­
tion microscopy is a novel method allowing for the localization of optical point-source 
emitters below the Abbe diffraction limit of optical microscopy. This is accomplished 
by optically controlling the active, or bright, state of individual molecules within a sam­
ple. The use of time-multiplexing of the active state allows for the temporal and spatial 
isolation of single point-source emitters. Isolating individual sources within a sample 
allows for statistical analysis on their emission point-spread function profile, and the 
spatial coordinates of the point-source may be discerned below the optical response of 
the microscope system. Localization microscopy enables the identification of individual 
point-source emitter locations approximately an order of magnitude below standard, 
diffraction-limited optical techniques.
The precision of localization microscopy methods is limited by the statistical uncer­
tainty in which the location of these sources may be estimated. By utilizing a detection- 
based interferometer, an interference pattern may be super-imposed over the emis­
sion signal. Theoretical analysis and Monte-Carlo simulations by means of Fisher infor­
mation theory demonstrate that the incorporation of a modulation structure over the 
emission signal allow for a more precise estimation when compared to conventional 
localization methods for the same number of recorded photons.
These theoretical calculation and simulations are demonstrated through the use of 
two proof-of-concept experiments utilizing a modified Mach-Zehnder interferometer. 
The first methodology improves the localization precision of a single nanoparticle over 
the theoretical limit for an Airy-disk point-spread function by using self-interference to 
spatially modulate the recorded point-spread function. Experimental analysis demon­
strates an improvement factor of « 3 to 5 over conventional localization methods. A 
related method employs the phase induced onto the Fourier domain signal due to path
length differences in the Mach-Zehnder interferometer to improve localization preci­
sion. The localization capability of a modified Fourier domain signal generated by self­
interference is utilized to yield a two-fold improvement in the localization precision for 
a given number of photons compared to a standard Gaussian intensity distribution of 
the corresponding point-spread function.
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CHAPTER 1
IN TRO D U CTIO N  TO O PTICA L M IC R O SC O PY
Perhaps unconventionally, this dissertation will take a longer introductory form than 
commonly employed. My graduate career existed in an intersection between three dif­
ferent labs, one each from physics, biology, and electrical and computer engineering. 
The overall goal of my project was to further expand upon the work in the field of lo­
calization microscopy, and I will attempt to explain this field in the broader context of 
microscopy as a whole. However, microscopy is a multidiscipline endeavor. The instru­
ment itself is designed and operated under the laws of optics and physics, and in today’s 
current forms, relies heavily on computational control and analysis. The interaction of 
the sample, namely the use of markers within the sample tagged to a target, involve 
photo-physics and quantum mechanics in the understanding of their behaviors. The 
fields are very physics and optics intensive.
Moreover, the main goal of microscopy is focused upon investigating the world of the 
very small, and perhaps in its most visual form, in the world of biological research and 
investigation. While microscopy has branched out to other fields of science, its early 
days primarily dealt with the biological world, and led to the discovery of the cellular 
theory of biology, single-celled organisms, and subcellular components. Overall tech­
nological innovations have allowed for microscopes to become more complex and an 
even more integral part of biological research as they become integrated into such fields 
as diagnostic research, studies on cellular dynamics and function, and along with the 
use of fluorescence markers to serve as beacons, determining the spatial distribution of 
proteins in the cellular environment.
Much of the first three chapters deals with the background required to allow the 
reader to see the research presented in the latter chapters in its broader context. This is 
intended not to take away from the content of the latter chapters, but rather to present
2it in its proper contextual framework. Specifically, this dissertation will discuss in detail 
my work investigating the concept of localization microscopy, a new form of optical 
microscopy that offers the ability to probe the location of individual fluorescent emitters 
in spatial detail below the conventional diffraction limit. This is a relatively new form 
of optical microscopy, and even in the short amount of time that is has been a part of 
the field, it has helped usher in a new era of research interest and development in the 
field of optical microscopy. These advancements have in fact spurred a large interest in 
optical microscopy techniques, which is in turn having a large impact mainly within the 
biological community. This chapter will provide an introduction to the field of optical 
microscopy, its context within the larger field of imaging and its various modalities, and 
both its strengths and critical limitations.
1.1 M o tiv atio n
Optical microscopy in its various iterations has been around since the days of Galileo, 
when he fashioned an occhiolino, or compound microscope with simple convex and 
concave lenses [1]. The ability to magnify an object may be achieved with only a single 
lens, a property known for thousands of years. The word microscope stems from the 
Greek, meaning “small” (micro) and “to look” or “see” (scope), as the primary purpose of 
such an instrument is to allow for the visualization of objects or details that are too small 
for the human eye to see unaided. To a large extent, microscopy is a tool for the world of 
biology. While certainly useful in a host of other scientific disciplines, such as material 
science, engineering, and geology to name a few, the biological sciences heavily rely 
on microscopy methods to gain contextual and quantitative information regarding the 
organization and construction of biological systems. Antonie van Leeuwenhoek used 
his self-ground lenses in the late 1600’s to construct a simple microscope and discovered 
bacteria, starting the field of microbiology [2]. In 1838, Matthias Schleiden and Theodor 
Schwann, using newly developed optical microscopes, were able to resolve individual 
cells for the first time, formulating the theory of cell biology [3].
Today, microscopy in its various iterations is a fundamental tool of biology, allowing 
researchers to investigate the fundamental components that make up biological sys­
tems. The scale of investigations runs from whole or partial examinations of plants or
3animals, individual single cellular organisms, subcellular organelles, and finally, down 
to the individual components of the cell. The range of scales is vast as well. Single cells 
are « 10-20 iim  in diameter, while individual organelles inside of a cell can be anywhere 
from tens of nanometers in size to a few microns. The fundamental building blocks of 
the cell, such as proteins, and the genetic information carriers, such as DNA and RNA, 
are macromolecular complexes that can be a few nanometers in size or smaller.
Perhaps the most important of these are the proteins of a cell. Proteins constitute the 
majority of a cell’s mass, and are responsible for such functions in the cell as catalyzing 
metabolic reactions, replicating DNA, transporting molecules from one part of the cell 
to another, responding to stimuli, perform structural functions, cell-to-cell signaling, 
immune responses, and cell replication, to name a few. Due to their myriad number 
of roles, proteins also are a challenge to study. They are ubiquitous in the cell, and the 
ability to isolate and investigate single types of proteins is an extremely powerful tool in 
helping to understanding a particular protein’s functionality within the cellular environ­
ment. The scientific pursuit of the study of cellular systems has led to the development 
of numerous types of microscopy.
1 .2  Types o f  M icro sco p y
In general, the term “microscope” is usually associated with light, since these were 
first to be developed and remain the most common. The simplest optical microscopes, 
compound microscopes, allow for the user to place the object under a series of lenses, 
and the image of the object is magnified. Numerous, more complicated, optical modal­
ities have been developed to allow for the discrimination of internal structures within 
biological samples. For further reading on the various types of optical methods in mi­
croscopy, the reader is referred to reference [4]. Furthermore, there are classes of mi­
croscopes that avoid the use of light altogether. For example, large amounts of imaging 
done within the biological sciences are performed by electron microscopy, where beams 
of electrons are used to image a sample, and avoid the use of light altogether [5]. In 
scanning electron microscopy, a focused beam of electrons is scanned over a sample, 
and the electrons that scatter off of the sample are recorded, building up the image 
pixel by pixel. In transmission electron microscopy, electrons are transmitted through
4an ultrathin sample, and the electrons are focused onto an imaging device to generate an 
image. The electron microscope has proven to be a hugely powerful diagnostic tool, and 
is capable of generating images with extremely high levels of detail regarding the cellular 
structure, as shown in Figure 1.1, with resolution down to a few nanometers. Finally, 
there are scanning probe microscopes [6], which measure an “image” by scanning a 
probe, on the order of tens of nanometers, over the sample. Examples of these include 
atomic force microscopy (AFM) [7] and near-field scanning optical microscopy (NSOM)
[8].
1.2.1 Optical Microscopy
Optical microscopy, as described above, was instrumental in developing the modern 
theoretical and experimental framework of biology. However, cells are colorless and 
transparent, making it impossible to differentiate between the various components of 
a cell. Cells, by weight, are close to 70% water, and there is little in the cell that can nat­
urally absorb large amounts of visible light. Without further techniques to distinguish 
various structures of the cell, optical microscopy lacks the ability to provide any sort of 
contrast that would enable distinct features to be resolved. Like electron microscopy, 
optical microscopy has benefitted as much from various techniques to stain and intro­
duce contrast to the sample as much as it has from improvements in the instruments 
themselves.
A general method for creating contrast within a cell is by the introducing an organic 
dye to the cellular environment, which will have a natural affinity for a particular sub- 
cellular feature. For instance, the dye hematoxylin is attracted to negatively charged 
molecules, and will bind to DNA and RNA, revealing the location of these molecules 
throughout the cellular environment [3]. If a particular dye has a natural affinity for a 
single cellular component, then the distribution of the target component can be visual­
ized easily, since sufficient contrast exists between the target and the remainder of the 
cellular components.
1.2.2 Fluorescence Microscopy
While organic dyes produce contrast within the cellular environment, their ability 
to target and bind to individual components within the cell, or their specificity, is lim-
5Figure 1.1. Example of an electron microscope (micrograph) image, showing a high 
degree of structural resolution. The image shows a small portion of a cross section 
of the nematode worm Caenorhabditis elegans. The reader is able to see structural 
detail linked to internal organelles, membranes, and compartmentalization. What is 
not possible to discern from this image, however, is the distribution of specific proteins 
within the image. Scale bar, 1 ^m. Sample preparation and data collection by the 
Jorgensen Lab, University of Utah.
ited. These techniques generally operate by shining white light onto the sample, and 
recording the image onto a camera. The contrast of the image is a function of the overall 
absorption of incident white light by the organic dye. Fluorescence microscopy offers 
an advantage over these methods both in the level of contrast, and the specificity of the 
technique.
The incorporation of fluorescence molecules as the method of contrast enhance­
ment allows for targeting of specific proteins, or the DNA and RNA [9] within the cell. 
The fluorescent molecules are either introduced into the cellular environment through
6the genetic introduction of fluorescent proteins [10] or through immunofluorescence 
techniques [11]. These techniques are extremely chemically specific, meaning that only 
a certain protein or proteins will be marked with a fluorescent molecule, while the rest 
of the cell or sample remains the unaltered. In this way, only the proteins under investi­
gation are labeled. Fluorescent molecules are extremely powerful markers because they 
will absorb light at one wavelength, and emit light at a longer wavelength (these details 
will be further explained in Chapter 2). This allows for the selective separation of excita­
tion and emission light by the use of wavelength selective mirrors (called dichroics) and 
emission filters. An example of a generic fluorescence microscope is shown in Figure 1.2.
The branch of optical microscopy that incorporates fluorescent markers is called, ap­
propriately, fluorescence microscopy. Fluorescence microscopes are distinct from sim­
pler conventional optical microscopes in that they have a high-power excitation source, 
usually either a number of high-power lasers, LEDs, or a broad-band lamp. The exci­
tation light is directed onto the sample, where fluorescent molecules within the sample 
absorb this light and give off emission of a different wavelength. This emission is col­
lected by the objective, passes through both the dichroic mirror1 and emission filters (to 
remove any residual excitation light), and focused onto a camera or photo-counting de­
vice. Since only the emitted photons from the fluorescent molecules reach the detector, 
even a small number of photons can be imaged to produce a quality image.
An example of the advantages of fluorescence microscopy is shown in Figure 1.3. 
Part (a) of the figure shows a conventional optical microscopy image of the nematode 
worm Caenorhabditis elegans. The general outline of the worm is clearly visible, as well 
as a few internal structures. Part (b) of the figure is a fluorescent image, where only 
certain neurons within the worm have been labeled with the first isolated fluorescent 
protein, Green Fluorescent Protein (GFP). This allows for an easily visualized mapping 
of the neurons in question, and their distribution throughout the organism.
1Dichroic mirrors come in many variants. Some, called long-pass dichroics, are transparent to wave­
lengths above a certain threshold, while reflective to those below. Short-pass dichroics are the opposite. 
Others only pass a very narrow spectral band, while others are called multiband and are reflective and 
transparent to multiple regions of the visible spectrum. Interestingly, many of the best specialized optical 
component companies are located in Rochester, NY, where a little company called Kodak was formed in 
1888.
7Figure 1.2. Basic illustration of the design of a fluorescence microscope. The excitation 
light, shown in blue, is directed onto the sample by the use of a dichroic mirror (see main 
text) and microscope objective. The source can be a laser (or lasers), a high-powered 
LED, broad-band lamp. The emitted fluorescence, shown in green, is collected by the 
same objective. Since dichroic mirrors are wavelength specific, the emission photos will 
pass through the dichroic, separating the excitation from the emission. An emission 
filter will further suppress any remaining excitation light from the optical path, and the 
light is then focused onto some form of detector, such as a camera or photon counting 
device.
While fluorescence microcopy offers a tremendous advantage in terms of chemical 
specificity and the ability to view only the desired target proteins or cellular component 
of interest, it is subject to the resolving power of optical methods. The diffraction-limit 
is the fundamental limit of the resolving power of an optical system, and is given as 
« A/2. Fluorescence microscopy operates in the visible region of the electromagnetic 
spectrum, meaning that the fundamental resolution of fluorescent microscopes is 200­
300 nm. For studies of whole organisms, such as demonstrated in Figure 1.3, where the 
length scale is over hundreds of microns, the resolution limit does not generally limit the 
information content of the image. In studies involving protein localization within the 






Figure 1.3. Composite image showing one of the most utilized biological model organ­
isms, the nematode worm Caenorhabditis elegans (C. elegans). Top section (a) shows a 
transmitted light image of the worm using differential interference contrast. While large 
structural features may be discerned, no further information regarding protein expres­
sions or distributions is available. Publicly available image by Ian D. Chin-Sang, Queen's 
University, Kingston, ON, Canada. Bottom image (b) gives an example of fluorescence 
microscopy, showing the specificity of the technique. In this specimen, only particular 
neurons within the worm (GABA neurons2) were genetically modified to express green 
fluorescent protein (GFP, discussed further in Chapter 2) in the cytoplasm of the cells. As 
a result, the only optical signal from the worm upon excitation are cells expressing GFP, 
showing the neuronal network throughout the organism. Image by Dr. Randi Rawson, 
Jorgensen Lab, University of Utah. Scale bar, 100 ^m.
obstacle. The size of individual proteins is in the 2-5 nm range, meaning that the best 
possible resolution of an optical system is two orders of magnitude larger than the pro­
tein being studied.
1 .3  M icroscop y, Sp ecific ity , an d  R eso lu tio n
Each of the variants of microscopy has its inherent strengths and weaknesses. A 
qualitative illustration of various methods and their relation to chemical specificity and
2GABA neurons are neurons within the worm that make and release the neurotransmitter gamma- 
aminobutyric acid, abbreviated GABA. In the nematode worm C. elegans, the neurotransmitter GABA 
primarily acts at neuromuscular junctions.
9resolving power may be seen in Figure 1.4. Optical microscopes offer a high degree of 
chemical specificity, or the ability to distinguish between specific types of molecules 
and proteins within a biological sample, along with the ability to image live specimens. 
The major downside is their relatively poor resolution. Electron microscopy offers the 
ability to resolve detail on the nanometer scale, yet offers limited chemical specificity, 
and cannot be performed on live samples. Scanning probe methods achieve nearly 
the same resolving power as electron microscopy, yet can only probe the surface of a 
biological structure, and so are inadequate for studies requiring any imaging within the 
interior of a sample.
An ideal instrument would be one that has both a high degree of chemical specificity 
as well as high resolution. Recall that in Figure 1.4, the further to the right an imaging 
modality is placed on the chart, the higher its resolving power. What would be ideal 
for biologists is an optical method that can combine the chemical specificity of optical 
microscopy methods with the high spatial resolution of electron microscopy [12]. A 
first step in this direction can be seen in Figure 1.5, which illustrates how it is possible 
to combine an optical image of a sample with the image of the same sample from an 
electron microscope. However, the dissimilarity between the resolving scales of the 
two methods is abundantly clear in this image. Each method has its own strengths and 
weaknesses, gives a different conceptual understanding of the sample in question, but 
is ultimately hampered by the drastic resolution disparity between the two methods, 
namely due to the diffraction limit of optical systems.
1 .4  S u m m a ry  an d  O u tlin e
The remainder of this dissertation is outlined out as follows. Chapter 2 will give an 
in-depth analysis of some of the main strengths and weakness of optical microscopy. 
The first half of the chapter will focus one of optical microscopy’s main advantages, 
which is the chemical specificity of the method. It will explore the fundamentals of 
fluorescence, how this is utilized in optical microscopy, and the mechanisms in which 
fluorescent molecules are joined to target proteins. The latter half of the chapter will 
cover the physical and mathematical derivation of the diffraction limit of optical systems 












Figure 1.4. A survey of various microscopy techniques, plotted with respect to both 
chemical specificity (vertical axis) and their resolving power (horizontal axis).
tional optical microscopy systems.
The past 15 years of academic research, however, have seen a paradigm shift in opti­
cal microscopy, demonstrating that the resolution limit for far-field microscopy imposed 
by Abbe is not completely absolute.3 The development of various “super-resolution” 
methodologies in the field of optical microscopy have allowed for imaging beyond the 
conventional diffraction limit, and the Nobel Prize in Chemistry for 2014 was awarded 
to three of the pioneers of this field of research. Various iterations of these methods can 
achieve resolution in the tens of nanometers, and have allowed for a rapid expansion in 
the capabilities of optical instruments.
One of these variants is known as localization microscopy. Localization microscopy 
utilizes time-multiplexing (isolating point-emitters in time) to allow for a statistical anal­
ysis on individual point-emitters within a sample. As will be explained in further de­
tail in Chapter 3, this time-multiplexing allows for the spatial isolation of individual 
point-sources, which can then be localized to a high degree of precision, where the
3This statement obviously ignores the whole field of near-field optics, which has long been able to 
resolve features at the nanoscale.
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Figure 1.5. Figure representing an overlay between an optical image of individual pro­
teins (colored features) with the structure of the cell as seen in the electron microscopy 
image underneath. The mage is the same image as seen in Figure 1.1, only now com­
bined with the fluorescent image of the cross-section of a C. elegans whose ryanodine 
receptors are tagged with the fluorescent protein tdEos. The low resolving power of the 
fluorescent image does not allow more than a rough estimate of the protein’s location 
within the larger framework of the host organism. However, the EM image shows fine 
structural detail, yet it is impossible to discern the location of individual proteins. Scale 
bar, 1 ^m. Sample preparation and data collection by the Jorgensen Lab, University of 
Utah. Optical images recorded on a Zeiss Elyra single-molecule localization microscope 
operating in total internal reflection (TIRF) mode. Electron micrograph recorded on an 
FEI novaNano scanning electron microscope.
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uncertainty in the location of the point-source is lower than the classical diffraction 
limit. The localized point-sources are then rendered as a function of the uncertainty 
in their location onto a single image. This technique is the most common of the super­
resolution modalities, and offers an approximate increase in resolution4 to almost an 
order of magnitude. The main focus of this dissertation is on methods to increase the 
precision with which the location of these individual point-sources may be estimated.
Chapter 3 will discuss the field of super-resolution microscopy, localization micros­
copy in particular, and comprehensively study its application. Chapter 4 will describe in 
detail how the detected emission in localization modalities maybe modified to generate 
a higher localization precision through the use of self-interference of the emission. As 
is demonstrated in the chapter, this method allows for approximately three-to-five-fold 
increase in the precision of localization methods. In Chapter 5, a method of using the 
optical transfer function to measure a particle’s position is discussed. This method, 
while differing slightly from conventional localization microscopy, illustrates a concept 
that improves the estimation precision by approximately a factor of two.
Finally, the concluding chapter will discuss future avenues of research, from topics 
discussed in Chapter 4 to returning to the concept illustrated in Figure 1.5. This idea, 
called correlation microscopy, aims to combine optical super-resolution methods with 
electron microscopy. Unlike the diffraction-limited image shown in Figure 1.5, the use 
of super-resolution methods allows for a much higher degree of merging of the two 
methods, due to the elimination of the large disparities in the level of resolution of the 
two methods.
Further, more detailed information is contained within the Appendices, such as the 
full derivation for the spatial distribution of the electric fields within a focus (Appendix A), 
as well as an introduction to Fisher information theory and its implications (Appendix B) 
for modeling a given experimental distribution. Appendices C, D and E give detailed 
information relating to experimental parameters contained within Chapters 4 and 5.
4Resolution in super-resolution microscopy, especially in localization microscopy, becomes a bit of a 
gray area. This is discussed further in Chapter 3.
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CHAPTER 2
TH E TH EO RETIC A L FOUNDATIONS O F OPTICA L 
M IC R O SC O PY
As briefly outlined in Chapter 1, this chapter will give a detailed overview of two 
physical phenomena associated with optical microscopy, namely the principle of flu­
orescence and the diffraction limit. The principle of fluorescence allows for detailed 
studies of specific cellular components, most notably proteins. Due to the wide range 
of available fluorescent markers and their emission spectra, fluorescent microscopy has 
evolved into a robust and integral tool in the cellular and molecular biology research 
fields. The physical mechanism of this process will be discussed in the first half of this 
chapter.
The downside to fluorescent microscopy is the limitation posed by that of the diffrac­
tion limit. The latter half of this chapter is devoted to the physical and mathematical 
derivation of the diffraction limit, and explores the sources of this limit. The derivation 
the limit is first explored through the Heisenberg uncertainty relationship of electro­
magnetic waves, and then further explores the limitation through the mathematical 
framework of the angular spectrum representation. It is through this framework that 
the mathematical form of a diffraction-limited image of a point-source is derived.
2 .1  T h e  P rin c ip le  o f  F lu o re sce n ce
Conventional optical microscopy creates an image by either passing light through a 
transparent sample or reflecting it off of an opaque sample. However, these methods 
do not allow for a high degree of chemical specificity, nor the ability to differentiate the 
specific molecular components of the cell. To achieve this, the principle of fluorescence 
is utilized. Fluorescence is the emission of light by a substance that has undergone 
absorption of light; in most instances the emission light will be of a different color than 
the incident light. An example of this technique can be seen in Figure 2.1, where three
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Figure 2.1. Three-color fluorescence microscopy image of a cell. Each color repre­
sents a distinct protein labeled via immunofluorescence techniques [1]. Red: tubulin 
(protein subunit of microtubule filaments, the cellular “highways” for motor proteins 
and intracellular transport). Green: TOM20 (central protein component of the TOM 
receptor complex present in the outer membrane of mitochondria). Blue: clathrin 
(protein responsible for the formation of coated vesicles within the cell). Scale bar: 
10 ^m. Sample preparation and data collection by the Jorgensen Lab, University of 
Utah. Images recorded on a Zeiss Elyra single-molecule localization microscope in 
epi-fluorescence mode.
distinct proteins within a kidney epithelial cell from an African green monkey (Cercop- 
ithecus aethiops) are labeled with three distinct fluorescent markers, each with a distinct 
emission spectrum. Each color can be imaged separately, using the correct filters, and 
the resultant images combined into a single composite three-color image.
Many substances exhibit fluorescence, usually systems where their molecular struc­
ture consists of ^-orbitals, or delocalized electrons. These delocalized electrons reside 
across many constitute atoms, usually conjugated systems of organic molecules. Sys­
tems of conjugated molecules have proven to be immensely useful because of the simple 
fact that delocalized electrons in the ground state of ^-conjugated systems are able to
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respond to the electric field of visible light.1 The most common forms of these found 
in optical microscopy are either organic dyes or fluorescent proteins. An example of 
the chemical structure of two such dyes, AlexaFluor 568 and Green Fluorescent Protein 
(GFP) may be seen in Figure 2.2. The ring structures are shown as having alternating 
single and double bonds, but these are actually hybridized bonds, and the electrons are 
delocalized over the extent of the ring.
The high chemical specificity of fluorescence when used in imaging biological sam­
ples comes from the fact that both organic dyes and fluorescent proteins can be attached 
to individual proteins within the cell. Organic dyes may be attached to specific pro­
teins by the use of antibody staining techniques [1], while fluorescent proteins can be 
genetically inserted into the genome of the cell, and genetically encoded into the pro­
tein of interest [5]. When the sample is subjected to excitation light of the appropriate 
wavelengths, the fluorescent markers will absorb light and then emit light of a slightly 
different wavelength (color). This emission can be collected and separated spectrally 
from the excitation light, making fluorescence extremely sensitive even to individual 
molecules. It is this feature that makes optical microscopy methods so important to the 
biological sciences — individual protein distributions can be mapped within the cellular 
environment. The downside of optical methods is their relatively low resolving power. 
An ideal instrument for imaging of biological samples is one that is both chemically 
specific and offers high resolution.
2.1.1 Fluorophore Interactions with Light
When a photon interacts with a ^-conjugated molecule, the photon is absorbed 
and an electron in the ground state (this ground state usually contains two electrons) 
is promoted to a higher electronic state. This promotion to a higher electronic state 
gives the electron a new principal quantum number, n . The interaction of the electron 
to the electric field of the photon is extremely fast, and occurs on the order of « 10-15 
s. Upon promotion to the excited state, the system can reside in either a singlet state 
(Sn) or a triplet state (Tn), where the electron spin configuration is either antiparallel
1 For a comprehensive overview of the use of fluorescence in optical imaging, the reader is referred to 
reference [2].
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Figure 2.2. Chemical structure of two of the most common fluorophores used in flu­
orescence microscopy. (a) AlexaFluor 568, a widely used organic dye molecule [3]. 
(b) Chromophore of Green Fluorescent Protein (GFP), the first isolated protein that 
exhibited the property of fluorescence [4, 5].
or parallel, respectively. In a singlet state, the electron in the excited state is still paired 
with the remaining ground-state electron.2 “Paired” in this context means that the two 
electrons have opposite spin, per the Pauli exclusion principal [6]. In the triplet state, 
the two electron spins are no longer paired, and are aligned. Thus, for triplet states, 
transitions back down to the ground state are “forbidden,” since each electron would 
posses the same spin value. Due to the exchange interaction between the two states, 
the triplet state is a lower energy state for principal quantum numbers n > 0. Thus, 
the most common electronic transitions are those that involve a conservation of spin 
configuration (such as S0 ^  Sn) [7]. AJablonski diagram is illustrated in Figure 2.3.
Being molecular systems, fluorophores posses numerous vibrational sublevels at 
each principal electronic energy level, due to the presence of chemical bonds linking 
the constitute atoms. During optical transitions from one principal electronic state 
to another, transitions to higher vibrational levels are allowed, and are explained via 
the Franck-Condon principle (discussed in Section 2.1.2). Electrons that are excited to 
higher vibrational levels within a principal electronic state relax quickly to the ground 
state of the electronic state; this process occurs on the order of « 10-12 -  10-10 s. Elec­
trons can also nonradiatively de-excite to a lower electronic state via a process called in-
2Electrons are fermions, which means that they each must have a unique quantum state. Every 
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Figure 2.3. Jablonski diagram illustrating the principle of fluorescence, and the allowed 
transition states between electronic (black) and vibrational states (dashed blue). Both 
radiative (straight lines) and nonradiative (wavy lines) transitions are shown. IC = Inter­
nal conversion, ISC = Intersystem crossing, S0 = Singlet ground state, Sn = Singlet excited 
state, Tn = Triplet excited state. Adapted from [7].
ternal conversion (IC) that is highly dependent on electron-phonon coupling [8]. In gen­
eral, radiative decay to the ground electronic state occurs from the ground vibrational 
state of an excited electronic state, known as Kasha’s rule [9], as is shown in Figure 2.3. 
Molecular systems may undergo a process known as intersystem crossing (ISC), where 
the spin manifolds of the excited state are exchanged. This process is mediated through 
spin-orbit coupling between the two states. In this way, an excited fluorophore can 
change from a singlet to a triplet; this process is most likely to occur when the vibrational 
levels of the two states overlap. In organic molecules consisting mainly of atoms with 
small atomic mass, the process of spin-orbit coupling is relatively weak. De-excitation 
to the ground state from a singlet state is the most common form of radiative decay, 
and occurs on the order of « 10-9 s. This is known as fluorescence. Transitions from 
the triplet state are known as phosphorescence, and take orders of magnitude longer to 
decay. Most phosphorescent decay paths are on time scales of « 10-6 -  1s. Since the 
lifetimes of the two states are so dissimilar, the triplet state is known as a “dark” state, 




The Franck-Condon principle is the collective name given to the physical explana­
tion describing the probability of transitions in molecules developed by James Franck 
and Edward Condon [10-12] in the 1920’s. It is used to explain the principles behind 
vibronic (electrical plus vibrational) transitions in molecules due to either the absorp­
tion or emission of a photon. The principle rests heavily on the Born-Oppenheimer 
approximation [13], which allows for a decoupling of the motion of the electrons from 
the vibrational motion of the nuclei of the molecule. This approximation is valid due to 
the approximately four orders of magnitude difference in mass between electrons and 
atomic nuclei. As a result, during electronic transitions the positions of the nuclei of the 
molecule remain unchanged, and readjust only when the electrons have adopted their 
final distribution [6]. Another assumption of the principle is that the processes involved 
happen at a low enough temperature. The consequence of this assumption is that in the 
principal electronic state, higher level vibrational energy levels are not occupied, and 
optical transitions occur from the ground vibrational state. This assumption is valid 
for the reason that thermal energy (kT) at room temperature is approximately an order 
of magnitude below the energies required for carbon-carbon double bond stretching 
(remembering that these bonds make up the fluorescing molecule).
Finally, the optical transitions between states, as noted earlier, are extremely fast 
and the nuclei are approximated as stationary during the optical transitions. Due to 
the increasing anharmonicity of the potential the higher the principal quantum num­
ber (electronic state), the potential wells of the excited states in the molecule have a 
lateral shift when represented with respect to nuclear coordinates. Keeping all of these 
considerations in mind, the Franck-Condon principle states that during an electronic 
transition, a change from one vibrational energy level to another will be more likely to 
happen if there is significantly more overlap between two vibrational wave functions. 
These optical transitions are then “vertical” transitions, as shown in Figure 2.4.
Another aspect of the Born-Oppenheimer approximation is that the total wavefunc- 
tion can be factorized in an electronic and vibrational part %n(vn), where the latter 
is the harmonic oscillator function with vibrational quantum number v. To further sim­





Figure 2.4. Optical transitions of a fluorescent molecule according to the Franck-Con- 
don principle. The absorption and emission spectra shown on the bottom is that for 
AlexaFluor 568 (note that while energy increases to the left, wavelength increases to the 
right). Adapted from [14].
and the spin wavefunction is neglected. The harmonic oscillator functions of the ground 
and excited state are defined with respect to different zero-positions of the generalized 
configuration coordinate q . The transition probability Pv0=0,v1 from the ground state 
X0( v0 = 0) to a vibrational level v 1 of the excited state S1 is given by
where M = er is the electric dipole moment vector, which is found by summing over all 
electrons. The first term in Equation 2.1 is the squared electronic dipole matrix element, 
which quantifies the electronic transition intensity of the system. The second term is 
the Franck-Condon factor that distributes this intensity between different vibrational 
states [15].
Following excitation to an excited electronic state, the electron will relax down to 




rophore then occurs from the vibrational ground state v1 = 0 to any vibrational state 
of the ground electronic state, with the transition probabilities the highest in overlap­
ping vibrational states. This feature is analogous to excitation, where the electron can 
be excited to any vibrational state of the excited state. This has the effect of causing 
symmetry between the excitation and emission spectra of the fluorophore, as is shown 
in Figure 2.4. In most cases, the molecule dissipates energy via vibrational relaxation 
or energy transfer, and the emission photon has less energy than the excitation photon. 
This shift in energy between the excitation and emission photons is known as the Stokes 
shift [2]. This spectral shift between excitation and emission photons is what enables 
the physical separation of excitation and emission light in microscope systems, with the 
use of wavelength selective mirrors and filters.
In summary, it is the ability to couple fluorescent molecules to particular proteins of 
interest in biological samples in addition to the high sensitivity enabled by the Stokes 
shift in emission that gives optical microscopy its high degree of chemical specificity. In 
principle, any protein that can be identified can be tagged with a fluorescent marker, and 
its physical distribution within the biological sample (cell, organism) can be investigated 
and studied. However, optical microscopy suffers from a fundamental drawback, one 
that prevents the direct imaging of proteins on physical relevant length scales. This 
drawback is the diffraction limit.
2 .2  R eso lu tio n , th e  P o in t-S p rea d  F u n ctio n , 
an d  th e  D iffra c tio n  L im it
Resolution, in strictest terms, is the ability to resolve detail in an image. For as­
tronomers, this could refer to the ability to distinguish between two stars or galaxies in 
close proximity. For the biologist, this could refer to two structures or two proteins close 
to each other within a sample of interest, or cell. With regard to imaging systems, a clear 
distinction must be made between magnification and resolution. Magnification refers 
to how much the final image is magnified with respect to the initial image. However, 
without a high level of resolution, continual magnification of the image will at some 
point produce no new information nor detail; the image can be further enlarged, but no 
new structural content will become apparent. At best, magnification preserves the initial 
resolution of the image, but can never enhance it. An example of the difference between
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high resolution and low resolution may be seen in Figure 2.5. Other terms must also 
be distinguished from resolution, such as sensitivity and precision. When talking about 
how sensitive an instrument is, this most often (and the case here) refers to the ability to 
detect and image a small number3 of fluorophores from a sample, taking into account 
inherent background signal and noise, but says nothing about the spatial resolution 
of the image itself. Sensitivity most often refers to the ability to detect even extremely 
small numbers of photons. Finally, the term precision means the ability to pinpoint the 
exact spatial location of a given fluorophore, but says nothing about the the ability of the 
system to resolve the overall distribution of fluorophores within a sample. Resolution is 
more about the relationship and spacing between distinct features of a sample, not the 
exact position of a single object or fluorophore [16]. This topic will be further touched 
upon in Chapter 3.
2.2.1 The Diffraction Limit
In optical microscopy, light is collected from the sample through the optical system 
of the microscope where it is imaged onto some form of a photon counting device, such 
as a camera by means of another lens. The most important element of a microscope is 
the objective, which sits right next to the sample.4 The most important parameter of the 
objective is the numerical aperture, which is directly related to light collecting ability of 
the lens. Numerical aperture is function of the index of refraction through which the 
light is collected 5 and is defined as
NA = n sin 8. (2.2)
See Figure 2.6(a) for a schematic illustration. The NA of a microscope is directly linked 
to the value of n , with nair = 1, nwater = 1.33, and noii = 1.51. NA values for modern
3Ideally, even down to a single fluorophore.
4The assumption here is that either an oil or water immersion lens is being used. Air objectives can 
have longer working distances (the distance form the front of the objective to the focal plane), and be 
quite a few millimeters from the source. Still, the objective lens is the most crucial part of a microscope.
5The index of refraction n is a measure of a material’s interaction with light, namely the electric field 
of the photon. It is important in optics because it is correlated with a material’s ability to bend light rays. 
Technically, the index of refraction is a measure of how fast light travels through a medium, (v), compared 
to the speed of light in vacuum, (c). n = c / v.
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Figure 2.5. Resolution target illustration. A representation of a publicly available 
Siemens star, which is commonly used to determine the resolution of a system. The star 
in part (a) of the figure shows a high degree of detail, and has a high resolution. The star 
in part (b) shows a much lower level of detail, and consequently has a lower resolution. 
The structural information in (a) is higher than in (b).
objectives range from « 0.1 to 1.65. High-end microscopes tend to use either water or 
oil objectives to maximize the light collecting ability of their systems. The overall quality 
of the image is fundamentally limited by the diffraction limit.
As is illustrated in Figure 2.6, the ability of an imaging system to resolve fine detail is 
limited by how well light can be focused by a lens. The tighter the focal spot, the higher 
the resolution of the image produced. The actual spatial extent of the focal spot is re­
ferred to by the term point-spread function, or simply the PSF The PSF can be described 
in terms of an excitation PSF (where an incoming light source is focused onto a sample) 
or the emission PSF, which is the image of an optical source on the detector. Unless 
explicitly stated otherwise, the term PSF will refer to the emission PSF.
Classically speaking, light is an electromagnetic wave governed by Maxwell’s equa­
tions. As such, the minimal size of the focal spot produced by a lens is never infinitely 
small. Thus, even when light is emanating from a point-like source, the resultant image 
will have a finite size (hence the name point-spread function). This was first investigated 
by Ernst Abbe, and the limit of a microscope’s resolving power to this day bears his 
name [17, 18]. The term Abbe limit refers to the resolving power of a microscope and 





Figure 2.6. Figure illustrating the parameters of a focal spot. (a) A ray tracing schematic 
for a simple lens. If a collimated beam of light (parallel to the optic axis, dashed line) is 
incident onto the lens, then the ray bundles will converge at a distance f , or the focal 
distance, from the lens. This is the focal point of the lens. The angle 9 denotes the 
maximum angle of rays converging to the focal spot. (b) Each ray bundle carries its own 
wave vector, denoted k . In cylindrical coordinates, k  maybe decomposed to kz and kp. 
Each wave vector carries uncertainty about its absolute value. This will be discussed 
further in Section 2.2.2.
objects. For light of wavelength A, the Abbe limit is mathematically given by
Photons in the visible spectrum have a wavelength from 400 nm (violet) to 800 nm (red). 
As an example, if 500 nm light is imaged through an objective with an NA of 1.49, the 
resolution limit will be « 168 nm. However, this is misleading because this assumes a 
perfect imaging system with no noise or distortions, which is never the case.6 Practically 
speaking, the resolution limit in optical systems is « A/2.
The resolution limit can be further examined using the Heisenberg uncertainty re­
lationship [19, 20]. In quantum mechanics, the uncertainty relationships are invoked 
to understand the constraints on a propagating wave function. Similar relationships 
hold in the case of electromagnetic waves [21], due to the fact that the Fourier-related 
real-space vector x and the momentum-space wave-vector are a pair of conjugated vari­
A A
(2.3)
2.2.2 The Heisenberg Uncertainty Principle
6In wide-field systems, where all of the light is collected and imaged onto the camera, light from either 
above or below the focal plane contributes to noise within the image, degrading the practical resolution.
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ables [19, 22]. The optical analog of the Heisenberg uncertainty relation can then be 
written as [20]
AxApx > h, (2.4)
where Ax and Apx represent the uncertainty in the position (x) and momentum (px) 
in the x coordinate, and h is Planck’s constant. A complete description of the particle 
in terms of both its position and momentum is forbidden due to the uncertainty rela­
tionship. As can be seen from Equation 2.4, knowledge regarding the particle’s position 
may be gained at the expense of knowing the particle’s momentum, or vice versa. Using 
the de Broglie relationship p  = hk , where k is the wavenumber of the particle, k = 2n/A. 
Using these definitions, the uncertainty relationship may be written as
AxAkx > 2n. (2.5)
This relationship is more meaningful, since the wave vector k is directly related to the 
wavelength of light. The wave vectors are shown in the schematic of Figure 2.6. In 
principle, if it were possible to make Akx infinitely large, then the uncertainty in the 
spatial resolution Ax could be infinitely small. In a conventional microscope, however, 
only a small portion of the spread Akx vectors are collected by the objective.7 For a 
microscope objective of a given NA, only the spatial frequencies between |kx| = 0 and 
|kx| = n sin8(w/c), will be collected by the objective.8 If the spread of wavevectors, 
Akx = 2n sin8(w/c) is inserted into Equation 2.5, and the definition of the dispersion 
relationship for photons is used, w /c = (2n/A); Abbe’s formula for the diffraction limit is 
recovered,
A
Ax = ----------. (2.6)
2n sin 8
As stated earlier, as well as in reference [23], only a portion of the possible wavevectors 
reaches the objective. Even if the objective were able to collect the wavevectors over
7A fluorophore can be accurately modeled as a radiating dipole. A radiating dipole produces a complex 
emission field, composed of the near-field (electric field distribution on length scales smaller than A) and 
far-field (electric field distribution on length scales larger than A). A microscope objective can never be 
close enough to collect the near-field distribution, limiting the resolution of the system from the start. 
This will be discussed in Section 2.3, as well as reference [23].
8w is the angular frequency of the photons, and c is the velocity of light.
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the entire range of angle, namely sind ^  1, only the propagating far-field wavevectors 
would be collected. The inability to reconstruct an image in perfect detail (a point- 
source is imaged as a point-source) is a direct consequence of the inability to couple 
the entire spectrum of wavevectors into propagating waves. The branch of nano-optics 
called near-field microscopy was developed for solely this reason — to lower the spa­
tial resolution of a system by collecting a larger component of of the possible number 
of wavevectors from an emitting point source. The mathematical foundation for the 
radiating optical fields of a single point source may be studied via the concept of the 
angular spectrum representation. The angular spectrum representation and its role in 
the diffraction limit is discussed in Section 2.3 , and in references [20, 23].
2 .3  T h e  A n g u lar S p ec tru m  R e p re se n ta tio n
The idea of the Heisenberg uncertainty principle illustrates why it is impossible to 
form a perfectly tight focal spot when focusing an incoming beam of light by a lens. The 
diffraction limit may also be approached from the point of view of the source, and how 
optical fields radiate and propagate from the source to the detector. In such a context, 
it is helpful to view the propagation of light in a medium through the mathematical 
concept of the angular spectrum representation. In this representation, an optical field 
may be described as a superposition of plane and evanescent (exponentially decaying) 
waves, which are each in turn solutions to Maxwell’s equations.
Specifically, the angular spectrum representation means simply a series expansion of 
an arbitrary optical field (coming from some source at some location in space, such as 
a fluorophore) in terms of plane and evanescent waves, each with a variable amplitude 
and propagation direction. If the assumption is made that the electric field E(r) is known 
at any point r = (x,y, z), any arbitrary value along the z-axis may be chosen and the 
electric field can be calculated in that particular plane. The Fourier transform of the 
field E is given by
E |kx, ky; zj = 4n ^ J J  E(x, y, z)e-  [kxX+kyy]dxdy, (2.7)
where x and y  are the Cartesian coordinates and kx and ky are the corresponding spatial 
frequencies. The inverse Fourier transform may be written as
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TO
E (x,y,z) = J J E [kx, ky; zj e l[kxx+kyy]dkxdky. (2.8)
— TO
If the assumption is made that the medium in which the optical fields are propagating 
is homogenous, linear and isotropic, while having no other sources, then the time- 
harmonic optical field with angular frequency w must satisfy the vector Helmholtz equa­
tion (v2 + k2j E(r) = 0, where k is again given by k = (w/c) n . To determine the time- 
dependent solution E(r,t), the general convention of E(r,t) = !R{E(r)e—iwt} is utilized.
Inserting the Fourier representation as described in Equation 2.8 into the Helmholtz 
equation, along with the definition
kz = \j[k2 — k2x — k2j, with 9{kz} > 0 (2.9)
the Fourier spectrum E evolves along the z-axis as [23]
E [kx, ky; z) = E(kx, ky ;0)e ±ikzz. (2.10)
Equation 2.10 illustrates that the Fourier spectrum of E at any arbitrary position along 
the z-axis, for example in the image plane, can be calculated by multiplying the spec­
trum in object plane, at z = 0, with the exponential factor e±ikzz. Inserting this result 
back into Equation 2.8 yields the result for any arbitrary z value [23]
TO
E (x, y, z) = / /  E [kx, ky ;0 j e'[kxx+kyy ±kzz] dx dy (2.11)
—TO
If the optical field is propagating in a dielectric medium where no losses occur, then the 
index of refraction n is a real and positive quantity, which has a direct consequence on 
the wavenumber kz. This wave vector is then either real or imaginary, which in turn 
dictates if the exponential factor e ikzz yields an oscillatory function or an exponentially 
decaying function. Depending on the values of kx and ky, the solutions are either plane 
waves of the form e±ik|z with the restriction k2x + k2 < k2, or evanescent waves of the 
form e~lkz||z 1 with the restriction on k  of k2 + k^ > k2.
2.3.1 Propagating and Evanescent Waves
The angular spectrum is then comprised of a superposition between oscillating plane 
waves, which propagate into the far-field and can be collected, and exponentially decay­
ing evanescent waves. As demonstrated in Figure 2.7, the larger the angle between the
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Figure 2.7. Plane wave representation of the angular spectrum. (a) Coordinate system 
definition of a single plane wave propagating at an angle of 0  with respect to the z -axis. 
(b) Schematic representation of a plane wave. The wave propagates along the vector 
k. The spacing of the wave fronts (black lines) are the wavelength A. (c) Schematic 
illustrating the concept that the transverse (x and y) spatial frequencies of plane waves 
are dependent on their incident angles. The transverse wavenumber (k2 + k2)1/2 is 
dependent on 0  and is limited to the range [0 ••• k ]. Plane waves and their propagation 
direction are depicted outside of the dashed hemisphere, while the projection of the 
plane waves onto the transverse x -axis is shown inside the hemisphere. As the figures 
illustrates, for plane waves traveling parallel to the z-axis, there is no modulation along 
the x -axis. Plane waves traveling parallel to the x -axis exhibit the highest degree of 
modulation along the transverse axis, up to the wave vector value k . (d) Illustration 
depicting the spatial confinement in k -space of wavevectors representing plane waves 
(the interior and boundary of the circle of radius k ). Evanescent waves fill the region of 
space outside the circle. Figure adopted from [23].
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k-vector and the z-axis, the larger the oscillations of wavevectors in the transverse plane. 
Wavevectors propagating along the z-axis have transverse components of k2x + k^ = 0, 
where plane waves propagating at a right angle to the z-axis have transverse compo­
nents of k^ + k2 = k2. Evanescent waves then comprise the remainder of the k -space 
wavevectors. However, these fields are exponentially decaying along the z-axis, and will 
never be collected by the microscope objective [23].
Viewed in this representation, the diffraction limit of light stems from the fact that 
wavevectors only up to magnitude k propagate into the far-field; the rest decay as evanes­
cent waves, or are only accessible through near-field interactions.9 In the language of 
the Fourier transform, a point source in the spatial domain will have infinite extent in 
the Fourier plane. Evanescent waves serve as a low-pass filter in the Fourier domain, 
meaning that the reconstruction of the point source in the image plane can never repro­
duce the original image. Since the Fourier spectrum is incomplete, the reconstructed 
image cannot be confined as tightly in the spatial domain as the source, because the 
highest frequencies, those that contribute most in creating the sharpest features of an 
image, have been lost. This band-width is then further limited by the inability of the 
microscope objective to collect the remaining spatial frequencies. For examples of tech­
niques designed to increase the resolution of optical microscopy systems by increasing 
the spatial bandwidth collection ability, the reader is directed to references [24, 25].
2 .4  T h e  A iry  P ro file  an d  R ayle igh  C rite r io n
The Heisenberg uncertainty relationship and the angular spectrum representation 
establish why the image of a point-source is much larger than its source. However, it 
does not describe the shape and mathematical form that the point-spread function will 
assume. In order to determine the mathematical relationship governing the distribution 
of light in a focus, consider an ideal dipole source10 located at the focal point of an
9This is the motivation behind the numerous methods of near-field microscopy, or near-field optics, 
as briefly outlined in Chapter 1. Generally speaking, these methods interact with the near-field directly at 
the sample, or within a fraction of a wavelength.
10An ideal dipole source is assumed due to the fact that the point-sources used in many microscopy 
experiments, such as organic dyes, behave very much like an ideal dipole. This is due to the fact that 
the transition moment within the fluorophore generally has a well-defined direction due to the internal 
structure of the molecule, as can be seen in Figure 2.2.
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objective lens with a high numerical aperture, denoted NA. The objective lens will 
collimate the collected emission light from the dipole source, which will then propagate 
through space to a second lens, which focuses the light onto the detector surface located 
at the image plane. Such a setup is illustrated in Figure 2.8. The physical parameters of 
the system include the focal length f  of the objective lens, the focal length f  of the 
second lens (which focuses the emission light onto a detector at a position of z = 0), and 
the emission source with an arbitrary dipole moment given by \i.
The framework for determining the electric field distribution within the focal point 
of a lens revolves around determining the transformations of the electric fields gener­
ated by the source dipole as they propagate through the objective and lens system, and 
are focused down to the image plane. To begin, the electric field at the position r of 
an arbitrarily oriented dipole i  located at r0 is given by the dyadic11 Green’s function12 
G (r, d ) [23]
E (r) = -^ - 2 G (r, r0 ) • i  (2.12)
£0c
In this derivation, it is implicitly assumed that the distance from the point source to 
the objective lens is much larger than the wavelength of the emitted light, which is the 
optical configuration of any conventional microscope. Under these assumptions, the 
mathematical framework from Section 2.3 holds.
For such an analysis, the Green’s function must be evaluated. Since the intensity 
is the square of the electric field, calculating the transformations of the electric fields 
from source to detector is required. To simplify the calculation, it is assumed that the 
source is at the origin, namely r0 = 0. The far-field Green’s function G is expressed in 
spherical coordinates, multiplied by the dipole moment vector i  to obtain the electric 
field. The electric field transformation is then calculated as the fields propagate through 
the objective and focal lens. This derivation is lengthy, and is given in full detail in
11A dyadic tensor is a second order tensor, and the term is relatively obsolete today, but it is still often 
used in mechanics and electromagnetism.
12The Green’s function is a mathematical construct rendering the electric field at a point r due to a single 
point source, represented as a vector dipole i  located at a position r0. Since the field at a given location r 
depends on the orientation i ,  the Green’s function must assume the form of a tensor in order to account 
for all possible physical orientations of i .
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Figure 2.8. The optical configuration used in the calculation of the point-spread func­
tion. The dipole source is orientated in an arbitrary position with dipole moment /d. 
The radiation from the dipole is collected by objective lens with focal length f , and 
then focused onto the image plane by a second lens with focal length f' , at the position 
z = 0 [23].
Appendix A. For brevity, the results of the full calculations are given below. The paraxial 
point-spread function in the image plane for a source dipole oriented along the x -axis is 
given by
E (x, y, z = 0) 2  _ n4 dX NA4 
e0nn ' A6 M2




where p = M P , with p = y/x2 + y2. The prefactors to this term are just scaling factors to 
the overall amplitude of the function. The term is square brackets is what determines the 
actual form of the PSF, which is known as an Airy profile, after George Biddell Airy [26]. 
The term J 1 refers to the Bessel function of the first kind. This function is plotted in 
Figure 2.9. Lord Rayleigh used this mathematical representation of the image of a point- 
source in scalar form (where the vector nature of the source is neglected) to derive his 
famous resolution criteria [27]. Lord Rayleigh described two separate point-sources as 
being resolvable if two over-lapping Airy profiles were arranged such that the maximum 
or peak of one profile was over the first minimum of a second profile. Relating this to the 
numerical aperture of a microscope objective, this relation is given by
A A
Ax = 0.61-------- = 0.61-----. (2.14)
n sin 9 NA
The numerical prefactor in the numerator comes from the value of the first minimum 
of the Bessel function. This is just a theoretical limit in terms of the resolving power
(b)(a)
S:
Figure 2.9. Illustration of an Airy profile, representing the image of a point-source in a 
diffraction-limited imaging system. (a) 3D representation of the Airy function. X and 
Y axis are scaled in Airy units, representing the distance from the peak to consecutive 
minima. Height represents intensity. (b) 2D density plot of the square root of the Airy 
function, to highlight the minima of the function.
of a microscope, and in practical applications, the resolving power is a convolution of 
both the resolving optical power of the system, along with noise in the image, optical 
aberrations, and signal to noise ratio [28, 29]. Thus, the above formulation is more 
of a theoretical best-case scenario, and not necessarily a practical representation of a 
microscope’s performance.
The functional form of the Airy profile to describe the diffraction limit may also be 
derived by looking at the diffraction of light as it enters a circular aperture (say that 
of the objective), and the diffraction pattern the light will assume on the image plane. 
The Huygens-Fresnel principle can be applied over the boundary of the circle, and the 
summation of the total interference pattern arising from the interference effect over the 
boundary of the circle yields an Airy profile. Also, the diffraction limit may be viewed 
through the mathematical formulation of Fourier optics, where the diffraction pattern 
in the image plane is the Fourier transform of the scattering boundary in the Fourier 
plane. Taking the Fourier transform of a circular opening again leads to the Airy profile 
in the image plane. It should be noted, however, that these two approaches ignore the 
vector nature of the electric field of the incident beam, and therefore imaging of single 
molecules can lead to deviations from the scalar theory.
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2 .5  S u m m a ry
In conclusion, no microscope, especially an optical microscope, is capable of fully 
reproducing a point-source as an image. The microscope, and objective lens, collect 
only a fraction of the information regarding the position of the point-source, since only 
a subset of the wavevectors have propagated into the far-field. As a consequence, they 
are only able to partially reconstruct a representation of the point source as an image. 
However, the optical microscope is capable of a high degree of chemical specificity, 
particularly when fluorescence is utilized as the optical contrast mechanism, and is able 
to visualize individual proteins [30-32].
As will be further discussed in the following chapters, this fundamental limit on 
the resolving power of an optical instrument may be circumvented, allowing for the 
extraction of spatial features and information below the classical diffraction limit. These 
new methods rely on nontraditional imaging techniques, and are generally much more 
complicated than conventional imaging. What is lost in terms of ease of use is gained in 
the resolving power of such systems.
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CHAPTER 3
CIRCU M VEN TIN G TH E D IFFRA CTIO N  BA R R IER  VIA 
OPTICA L M ETH O D O LO G IES
As was outlined in detail in Chapter 2, fluorescence microscopy offers the biologist 
an imaging modality that is highly specific and targeted in its labeling of cellular com­
ponents. For instance, the technique of fluorescence in situ hybridization can detect 
distinct base-pair sequences on DNA and RNA molecules, while immunofluorescence 
methods and targeted genetic labeling with fluorescent proteins allow for imaging of 
distinct targeted proteins within the cell [1]. The impact that these methods have on 
the research performed in the biological field are extremely evident; most labs use flu­
orescence microscopy in numerous assays as a means of study and characterization. 
The result is that fluorescent images appear in a very large fraction of publications and 
books in biology and its numerous subdisciplines. As was equally evident in Chapter 2, 
however, is that the classical diffraction limit poses significant hurdles on the technique. 
While standard lab practices allow for labeling and detection of individual proteins, the 
disparity between the size of the proteins in question and the diffraction limit of light 
is two orders of magnitude. Proteins and protein complexes are on the order of a few 
nanometers for single monomer or dimer proteins and up to tens of nanometers for 
large complexes [2], while the diffraction limit of light, assuming the best case scenario 
of a high numerical aperture and low wavelength of light, is on the order of 200 nm at 
best theoretically, which is extremely hard to achieve in practice.
When considering linear relationship between the wavelength and resolution limit, 
a natural question that arises is why not use shorter and shorter wavelengths. Going 
to shorter and shorter wavelengths to increase the resolving power in the image means 
going into the ultraviolet end of the spectrum. This poses two problems in the context 
of biological investigations. One is that ultraviolet radiation is lethal for cells, and the
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incident photons carry enough energy to destroy the chemical bonds of molecular com­
ponents of the cell. The second problem is that the index of refraction, n, of materials, is 
a function of wavelength A. At the shorter end of the spectrum, many of the properties 
that a material displays in the visible range drastically change. The lenses of the mi­
croscope become opaque, mirrors lose their reflectivity, and the optical transmission 
becomes extremely limited. Perhaps even more limiting is that the current range of 
fluorophores contains an electronic structure whose band gap energies lie within the 
visible spectrum (which, as outlined in Chapter 2, are comprised mainly of tt-bonds) so 
new fluorescent probes would have to be designed. Consequently, imaging with shorter 
wavelengths is fairly impractical, although there are a number of recent achievements 
in this area [3, 4].
Optical microscopy is an invaluable tool in the study of biological systems due to 
its remarkable level of specificity, regardless of the limitation in the optical resolving 
power of such systems, codified by Abbe and Rayleigh. The past 15 years, however, have 
seen a remarkable advancement in the development of optical imaging methodologies, 
and have seen a sustained and successful effort to push optical microscopy beyond 
the strict resolution limit into what is now collectively known, for better or for worse, 
as “super-resolution microscopy.” The field of super-resolution was in fact the field of 
research awarded the Nobel Prize in Chemistry in 2014, with the award going to Drs. Eric 
Betzig [5], Stefan W. Hell [6], and William E. Moerner [7] for their work to push far-field 
optical methods below the diffraction limit. The next section will give a brief review of 
the research in the field of super-resolution microscopy, but will first start with the first 
method to push past the limit of Rayleigh, that of confocal microscopy.
3 .1  Su p er R e so lu tio n  M icro sco p y  in  its  M an y F o rm s
Confocal microscopy, as an idea, came about in the late 1950’s [8]. In a confocal 
microscope a focused laser beam is scanned through the sample in a predetermined 
path, and the emission light is collected and directed onto a photon counter. The total 
image is then built up pixel by pixel as the laser is scanned through the system. The 
confocal microscope adds two advantages to basic imaging systems. One is the ability 
to do optical sectioning. This is achieved by placing a pinhole in the emission path in
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a conjugate image plane, which blocks out-of-focus light. This improves the contrast 
of the image by rejecting large amounts of background. The second advantage is the 
fact that the excitation volume within the sample is that of a focused laser beam (the 
excitation PSF), and only fluorophores within the excitation volume are excited and give 
off fluorescence. The emission of the sample is then confined to the spatial extent of 
the excitation focal spot, and the total PSF of the image is given by the product of the 
excitation with the emission point-spread functions. The end result is that the final 
point-spread function in the image plane is the square of point-spread function of a 
conventional image. which leads to a tighter confinement of the PSF. Mathematically, 
the prefactor of 0.61 in Equation 2.14 becomes approximately 0.4 as a result. The main 
advantage to the technique, however, is in its optical sectioning capabilities, and while 
the gain in the lateral PSF is marginal (the largest improvement comes in the axial con­
finement, which is related to the optical sectioning capabilities of these instruments), 
it still represents a method to move beyond what is otherwise considering the “con­
ventional” case of the diffraction limit. One of the more common usages for confocal 
microscopy is in two-photon systems, where the confinement of the excitation beam 
is required to generate nonlinear optical responses from the sample [9]. Due to the 
nonlinear nature of this method, this leads to a more tightly confined emission PSF than 
in single-photon systems1
Two other methods that push beyond the classical diffraction limit deserve mention 
as well. These methods are similar in the sense that they increase the effective numerical 
aperture of a system by using a dual-objective configuration, and placing the sample 
between the two. 4Pi microscopy is implemented in a confocal arrangement [10-12], 
as discussed above, while I5 microscopy is a wide-field configuration [13]. The main 
resolution improvement for these systems is in the axial direction due to the collection 
of emission from an opposing objectives on both sides of the sample. Since the effective 
NA of the system is doubled, the overall resolution of the system is lowered to « 100-150 
nm, depending on the sample. These systems are incredibly challenging to build and
1The main confinement of the emission PSF is in the axial direction, since only areas of high intensity
undergo a two-photon absorption process. This confinement is slightly offset though by the fact that the
excitation wavelength is twice that used in single-photon systems.
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maintain in alignment, require the sample to be contained between two objectives, and 
are not commonly used except in specific research settings.
3.1.1 Optical Super-Resolution - Moving Beyond Abbe’s Limit
As stated above, the academic community has seen remarkable advancement in the 
development of far-field optical methods to push further past the conventional diffrac­
tion limit of Abbe and Rayleigh. While the conventional limit of optical image formation 
remains in place, methods to circumvent the diffraction barrier and extract informa­
tion from spatial dimensions below the diffraction limit have become routine, through 
various methodologies. This section will give just a cursory introduction to the methods 
available to optically resolve beyond the classical diffraction limit, and directs the reader 
to references [14-20] for in-depth optical super-resolution reviews. Broadly speaking, 
optical super-resolution methods that have been developed in the past generation may 
be broken down into three categories: structured illumination techniques, point-spread 
function engineering techniques, and localization, or pointillist, techniques.
3.1.2 Structured Illumination
Structured illumination is able to circumvent the diffraction barrier by illuminating 
the sample with an illumination profile that is harmonic in nature — usually the incident 
light is passed through a grating before the sample. This way, an illumination field with a 
distinct frequency in its illumination profile is created. This spatially varying harmonic 
signal is then scanned over the sample, in multiple positions and at multiple angles, and 
the characteristic fluorescence signal as a function of the position and orientation of 
the fringe pattern is recorded. Through the analysis of the signal variation as a function 
of the fringe location and orientation, structural features below the diffraction limit are 
obtained. The basic concept of the technique is that it expands the available spatial 
frequencies that are imaged due to the inherent spatial frequency embedded within the 
excitation profile. A schematic of the illustration in the frequency domain is shown in 
Figure 3.1. Each orientation and position of the periodic illumination profile extends the 
domain of a particular set of spatial frequencies. Multiple positions of the structured 
illumination profile are needed to expand this spatial frequency profile isotropically. 
Further information on this technique maybe found in references [21-24]. Theoretically
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Figure 3.1. Concept of structured illumination. (a) As was seen with the angular spec­
trum representation, the set of observable spatial frequencies that propagate into the 
far-field are given by the illustrated circle with radius k0. (b) In structured illumination, 
the excitation light contains contains spatial frequency k1, and these higher frequencies 
maybe visible as noire fringes, as seen by the hatched circle. This region in the frequency 
domain has the same shape as the conventional case, but is now centered at k1. The 
maximum spatial frequency that can now be observed in the image plane is now given 
by k0 + k1. Figure adapted from [21].
and experimentally, structured illumination enables a two-fold increase in resolving 
power over conventional systems.
3.1.3 STED Microscopy
STED microscopy, which stands for stimulated emission depletion microscopy, is a 
variant on the conventional laser scanning confocal technique. The resolving power of 
confocal microscopy is a function of how tightly the incident laser beam can be focused, 
which is limited by the focusing ability of the lens. The basic idea behind STED systems 
is to scan two beams over the sample. The first beam, labeled “Exc. PSF” in Figure 3.2, is 
a conventional focused spot excitation PSF. The second beam, the STED beam, is passed 
through a variable phase plate (called a vortex phase plate) such that the beam experi­
ences destructive interference at the center of the beam profile (hence the point-spread 
function engineering). The phase plate is constructed such that the phase front of the 
laser beam undergoes a 0-2n [26] modulation in the azimuthal coordinate 0; every por­
tion of the wave front is n radians out-of-phase with the diametrically opposing portion
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Exc. PSF STED PSF Eff. PSF
1 + j =
\ V\  200 nm / \  40 nm /
j m a x
S T E D
Figure 3.2. Concept of STED microscopy. The excitation point-spread function (Exc. 
PSF) is of the proper wavelength to stimulate the fluorophores within the diffrac­
tion-limited PSF from S0 to the first electronic excited state, S1 (see Figure 2.4 for 
reference). The STED PSF, which has a null, or region of zero intensity, at the center, 
is red-shifted such that it will cause the fluorophores within its spatial extent to un­
dergo stimulated emission down to the ground state, before the molecules can fluoresce 
spontaneously. The wavelength is selected such that the transition is from the ground 
vibrational state of S1  to an excited vibrational state of S0 , usually at the lowest energy 
region of the emission spectra. It is also chosen to have no overlap with the excitation 
spectra. The effective PSF (Eff. PSF) is then only composed of fluorophores that were at 
the null of the STED PSF, thereby creating an effective fluorescence region that is smaller 
than the diffraction limit. It is important to note that both the excitation and the STED 
PSF are diffraction-limited. By increasing the value of , the effective PSF can be 
made smaller and smaller. Figure adapted from [25].
of the wavefront, producing a null at the center of the beam.2 The null is maintained as 
the STED beam is focused, and it is aligned to be centered onto the peak of the excitation 
PSF (so they are collinear).
The wavelength of the STED beam must be carefully considered. It is red-shifted 
to match the emission wavelength of the fluorophore used in the sample, but chosen 
such that it has zero overlap with the absorption profile.3 When excited molecules are
2The vortex phase plates are generally made via optical lithography, where the plate becomes progres­
sively thicker in the azimuthal coordinate, effectively increasing the optical path of the beam as a function 
of i.e., e l$. The beam then experiences destructive interference at the center, creating a doughnut 
shaped beam. It should be noted that these types of vortex phase plates are designed for beams that have 
circular polarization.
3Generally, STED beams are of extremely high intensities (in the MW/m2 range and higher). If any 
portion of the absorption spectrum of the fluorophore overlapped with the wavelength of the STED beam, 
this would also cause molecules to transition from  the ground electronic state to the first electronic excited 
state.
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then illuminated by the STED beam, they are forced from the first excited electronic 
state back down to the ground state by the process of stimulated emission. Being stimu­
lated emission, these photons propagate spatially and in phase with the depletion STED 
beam.4 Only molecules at the center of the STED beam, where the intensity distribution 
is zero, are left in the excited state, where they then decay and fluoresce spontaneously, 
creating an “effective PSF.” This is illustrated in Figure 3.2. STED microscopy is merely 
a mechanism to spatially switch off fluorophores, and limit the confinement of active, 
fluorescing molecules.
As an example, the excitation and STED beams can be numerically calculated [27] in 
the sample plane, and the effective PSF calculated as a function of the STED intensity 
ISTED and the saturation intensity I0. This is demonstrated in Figure 3.3. The calcula­
tions for the spatial extent of the focused beams follow a similar derivation as given for a 
single emission dipole as outlined in Appendix A, only instead of the calculating the elec­
tric fields produced by a radiating dipole and determining their transformation through 
the optical system, the electric fields of an incident laser beam are used, which produces 
similar results. The wavelength of the excitation beam is chosen to match the absorption 
profile of the fluorophore, while the STED wavelength is chosen to overlap with the 
emission profile, to generate stimulated emission. This is shown by the difference in 
the colormaps of the excitation PSF and the STED PSF in Figure 3.3. As can be seen from 
the image, while the excitation PSF and the STED PSF are both diffraction-limited, the 
region of allowed fluorescence, Figure 3.3(c), can be sub-diffraction-limit in size.
Functionally, the effective resolution of a STED microscope (the effective PSF) is a 
function of the power of the STED beam as well the saturation intensity of a given fluo­
rophore used in a sample. The saturation intensity is defined as the required intensity of 
the STED beam such that the rate of induced stimulated emission of the fluorophore by 
the STED beam is equal to the rate of spontaneous emission [29]. Conversely, this may 
also be stated at the intensity required such that the probability of fluorescence emission 
from the fluorophore is reduced by a factor of two [30]. At this saturation threshold, the
4Since the STED beams are extremely high power, back-reflections from optical components within the 
system and from the sample must still be filtered out of the emission path with the appropriate emission 
filters. Often times, even two identical emission filters are used to achieve adequate signal-to-noise ratios.
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Figure 3.3. Numerical simulations [27, 28] illustrating the excitation ((a), blue), STED 
((b), red) and effective ((c), green) PSFs in STED microscopy. For these simulations, NA 
= 1.4, n = 1.51, Aex = 635 nm, ASTED = 760 nm, excitation intensity Iex = 1 MW/m2, STED 
intensity ISTED = 10 MW/m2, and the saturation intensity I0 = 1 MW/m2. Scale bar: 200 
nm.
intensity of the STED beam, ISTED, is equal to the saturation intensity, I0.
The effective resolution in a STED system can be written as a modification of Abbe’s 
criterion, taking into consideration the properties of a particular fluorophore and a given 
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where a f is the absorption cross-section of the fluorophore, Tf is the lifetime of the 
excited state, and ISTED the peak power of the STED beam. The product a fTf is inverse of 
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Since the focused beams are still diffraction-limited, the effective area in which mole­
cules are forced down to the ground state becomes larger and larger as the intensity of 
the beam is increased, thereby decreasing the effective size of the null at the center, low­
ering the effective PSF of the system. Theoretically, the resolution of STED microscopy 
can be decreased to zero, and for certain implementations, has been experimentally ver­
ified down to a few nanometers [32].5 Practically however, the resolution is dependent
5The sample in reference [32] was a negatively charged nitrogen vacancy point defect in diamond,
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on the sample in question and the fluorophores used. Typical values are in the 30-50 
nm range for well-aligned systems with the appropriate fluorophores and high-intensity 
laser systems.
As a final example of the dependence on resolution as a function of the ratio of the 
intensity of the STED beam to the saturation intensity of the fluorophore, Figure 3.4 
illustrates the effect of lowering the saturation intensity I 0 , while keeping the STED 
beam intensity the same. The effective PSF of the system, shown in green, decreases as 
the saturation intensity I0 of the fluorophore is lowered by an order of magnitude in each 
panel. Objectively, the same effective PSF could be obtained by increasing the intensity 
of the STED beam by orders of magnitude.6 Further reading on STED microscopy can 
be found in references [6, 33-36].
3 .2  L o ca liz a tio n  M icro sco p y
The key attribute in both structured illumination and STED microscopy is the fact 
that fluorophores are selectively illuminated. The sample is either illuminated with a 
periodic excitation profile in structured illumination, or the region of fluorescence is 
confined by engineered focal fields. This idea of isolating subsets of the entire fluo- 
rophore population may be taken to its logical extreme, namely if there were only one 
fluorophore, or point source, within the sample.
As described in detail in Section 2.4, the mathematical form of the image of a point- 
source is given by an Airy profile. Imaging systems, however, are pixelated detectors with 
finite sampling abilities, and so the actual image of a point-source is a pixelated version 
of the mathematical model. Figure 3.5(a) shows the ideal version of a 2D Airy function, 
while Figure 3.5(b) shows an ideal image of a point-source on a pixelated imaging sys­
tem. Furthermore, an image of a point-source is corrupted by the statistics involved 
with the process of photon counting, which are Poisson distributed (shot noise), as well 
as by read-out noise from the imaging system, which is Gaussian distributed [37, 38].
and the STED beam intensity can be increased to the maximum available power without destroying the 
sample.
6If the aim is to image a biological sample, however, the lower the amount of light going into the 
specimen, the better.
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Figure 3.4. Various profiles along the x -axis of the PSFs in the case of STED microscopy 
for differing values of the saturation intensity, 10. Each plot represented in this figure 
would represent a unique fluorophore, since each fluorophore has a unique saturation 
intensity 10 (dependent on the unique absorption cross-section of each fluorophore and 
its intrinsic lifetime in the excited state). To benchmark the effect of varying saturation 
intensities, the excitation intensity is kept constant for every plot. Excitation PSF: blue. 
STED PSF: red. Effective PSF: green. For all plots, 1ex = 1 MW/m2 and 1STED = 10 MW/m2. 
(a) 10 = 10 MW/m2. (b) 10 = 1 MW/m2. (c) 10 = 0.1 MW/m2. (d) 10 = 0.01 MW/m2. The 
intensities on each plot have all been normalized to 10.
The same image of a single point-source may be imaged on a three-dimensional 
plot as well, to illustrate the notion that the center of the image has the highest inten­
sity, which corresponds to the highest number of photon counts. This can be seen in 
Figure 3.6. While the image of a point-source in the image plane has a much larger 
spatial extent than the actual point-source itself, the point-spread function still has a 
well defined peak. This peak has a direct correlation to the source in the image plane, 
and it is this fact that is the key to localization microscopy.
3.2.1 Information Extraction from the Point-Spread Function
If it is possible to isolate a single particle within a certain region of interest, the center 
of the PSF can be determined to with an uncertainty much smaller the width of the PSF. 
This fact has been exploited and used to great success in numerous particle tracking ex­
periments [39-43]. If a single point-source can be localized, such as in particle-tracking 













Figure 3.5. Illustration of an ideal and pixelated point-spread function (PSF). (a) Illus­
tration of an ideal PSF. Recall that the ideal theoretical point-spread function is given 
by the Airy profile. The first minima of the function may be seen at the outer edges of 
the image. (b) Result when imaged onto a pixelated detector of finite pixel size with 
shot noise and readout noise added. Shot noise stems from the inherent uncertainty 
regarding the photon count and varies by the square root of the number of detected 
photons. Read noise is the inherent noise added to the signal when propagating through 
the camera circuitry between detection and signal to the computer. The images have 
been normalized, with the highest intensity of each image located in the center. The 
pixels sizes in this image correspond to 75 nm in the sample plane. Scale bar: 300 nm.
more than a diffraction-limited distance from their nearest neighbor, then the images 
can be analyzed computationally to determine the location of the source. The process 
is then simply reduced to performing a data-fitting analysis on the image of the point- 
source, and extracting a best-fit estimation for the location of the source.
As was demonstrated in Section 2.4, the profile for the image of a point-source is an 
Airy function. Mathematically, the Airy function can be approximated quite accurately 
by a Gaussian profile, which is computationally a simpler and more tractable function. 
The minor differences in the wings of the two functions are generally insignificant in 
practice, due to image corruption due to noise. Thus, the problem is reduced to de­
termining the peak and the width of the Gaussian distribution. These can be done via 
numerical fitting methods, using fitting algorithms such as nonlinear least squares or 
maximum likelihood estimation.
Mathematically, the Gaussian function, as an approximation of the PSF, can be ex-
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Figure 3.6. 3D Surface illustration of a pixelated PSF, as would be recorded on a camera. 
The height of the surface plot represents intensity; in this case, photon counts. Inset: 
2D image of the same PSF. Scale bar: 300 nm.
pressed in two dimensions as
- (x-xo)2  ^ - (y-yo)2
f  (x) = A • e a  2a2y + B , (3.3)
where A is the amplitude of the PSF, x0 and y0 are the location of the point-source, a x 
and a y are the width of the Gaussian profile (the standard deviation) along the x and y 
axes, respectively, and B is the background. In practice, for a well-aligned microscope 
free of any astigmatism in the imaging optics, o x and a y can be considered equal, and 
just denoted as a.
Data fitting leads to an estimation of the source position x0 and y0, albeit with uncer­
tainty in the estimation. Furthermore, the finite pixel size of the detector, shot-noise in 
the image, and background noise must be considered. The photon shot-noise limiting 
case occurs when the dominant noise in each pixel is due to photons originating from 
the sample. The background limited case is when the dominant noise in the image is
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due to other signal not from the source, such as stray light, readout error in the photon- 
detector, and dark current noise.
In estimating the position of the source for the shot-noise limited case, the best 
estimate of position is given by the average positions of the individually detected pho­
tons. For the one-dimensional case along the x -axis, the uncertainty in the estimation 
is common statistical formula for the standard error in the estimation of the mean [44], 
i.e.,
where Ax is the error in the localization, o  is the standard deviation of the Gaussian 
distribution, and N  is the total number of photons collected from the source. Pixelation 
effects must also be considered, since pixelation results in an uncertainty in the position 
of the photon within a given pixel. This uncertainty is per photon, and can be added in 
quadrature to Equation 3.4. A pixel serves as a top-hat filter, which for a pixel of size a, 
has variance a 2/12. The uncertainty then becomes [45]
Pixelation effectively increases the size of the apparent PSF. Considering background 
noise in the analysis becomes more complicated. An estimation of the effect of back-
actual number of photons within a pixel compared to the expected. Finding the con-
measured position in terms of x as a function of photon counts N . The derivation is 
lengthy, and can be found in reference [45]. The result is an extra background dominant 
term in Equation 3.5, and is given by
where b is the background photon count per pixel. Experimentally, the background may 
be estimated from a frame where no point-sources are present, or from an average value 
of regions within a frame far from active point-sources.
The concept of localization is illustrated in Figure 3.7. The top image is a simulated 
point-spread function viewed on a camera detector. A best-fit Gaussian is drawn below
(3.4)
<|Ax )2>
o 2 + a2/12
N
(3.5)
ground noise can be made through a %2 analysis, through the disparity between the
dition for the minimum of the function d%2/dx  = 0 will yield an equation relating the
<|Ax )2>
o 2 + a2/12 8no4b2
N  + a 2 N2 ’
(3.6)
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Figure 3.7. Schematic of the concept of localizing on a single point source. The top 
image is a diffraction-limited PSF as seen on a detector, such as a pixelated charged-cou­
pled device (CCD). The middle image shows a mesh-image of the best-fit Gaussian (in 
gray) with a width of a . The red Gaussian has a width a  = a  IVN,  where N  is the num ber 
of photons with the PSF. Bottom image shows the uncertainty in the localization of the 
point source in the x y  imaging plane. The greater the num ber of photons, the smaller 
the uncertainty.
as a gray m esh surface plot, with standard deviation a , and an uncertainty in the posi­
tion x0 and y 0 given by a. Superimposed is a second Gaussian with standard deviation a , 
representing the uncertainty in the localization of the point source position. This second 
Gaussian is rendered in the bottom  part of the figure as a two-dimensional projection in 
the x y  plane. This is the concept of localization microscopy — for a single point-source, 
the location of the source may be inferred from the point-spread function to an accuracy 
potentially far below the diffraction limit. Depending on the fluorophores used and 
background values, localization methods for bright probes, which are usually used in 
particle tracking experiments, can yield results in the few nanom eter range [41, 42]. 
Typical values in realistic localization microscopy methods on densely labeled biological
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samples are in the 20-30 nm range. Thus, the precision with which individual fluores­
cent probes can be localized is typically an order of magnitude below the conventional 
diffraction limit.
However, the field of view of microscopes is m uch larger than a single point-spread 
function. Thus, more than one point source may be within the field of view, and if 
the point sources are far enough apart, their point-spread functions will not overlap. 
Thus, the problem becomes not one of having single sources within the field of view, 
but of a sparse sampling set. As long as two point sources are more than a diffraction- 
limited distance away, their PSFs will not overlap in the image plane, and each individual 
fluorophore can be isolated separately. This point is illustrated in Figure 3.8. While 
there are multiple point sources within the image, each point source has a distinct and 
nonoverlapping PSF in the image plane. A small region of interest (ROI) around each 
fluorophore m aybe extracted from the larger data set, the PSF can be localized, and each 
point source’s location can be estimated to an accuracy below the diffraction limit. The 
question then becomes — how are single fluorophores isolated in a biological sample?
3.2.2 Isolating Single Fluorophores
In conventional microscopy techniques, it is impossible to isolate single molecules 
within a sample with densely packed fluorophores. Illuminating the sample with exci­
tation light causes every fluorophore to react to the excitation field and undergo fluo­
rescence. Even in STED microscopy, the effective focal spot will have num erous fluo­
rophores within it, being an order of m agnitude larger than the average size of a protein. 
Certain m ethods use the natural blinking states of quantum  dots to isolate single em it­
ters in a group ensemble, but these methods are highly impractical for conventional 
imaging in biological structures [46]. Even a portion of a cell a few microns in diameter 
can contain thousands and thousands of proteins. W hat is required in localization m i­
croscopy is the ability to control the state of the fluorophores, to be able to turn them 
from a nonfluorescent dark state to a bright active state in a m anner in which only a few 
fluorophores are in an active state at any given time.
The ability to control the activation state of fluorescent proteins successfully came 
through an engineered variant on the original fluorescent workhorse, GFP [7,47]. Termed 




Figure 3.8. Cartoon schematic illustrating the concept of the diffraction-limit of a 
sparsely distributed sample. Single point-sources are represented as stars. As the image 
of the point sources is relayed from the object plane ( ¥ )  to the image plane (^) the 
diffraction-limit prevents imaging the point sources as a true point source. However, if 
either the num ber of samples is low, or the num ber of active “on” samples is low enough 
such that the nearest “on,” or optically active, neighbor is greater than a diffraction-lim­
ited distance away from any given point source, each point source may be localized to a 
precision lower than the diffraction-limit.
when illuminated by a 488 nm laser, the standard excitation wavelength for exciting 
fluorescence in GFP. Upon illumination by ultraviolet light at 400 nm, the protein u n ­
dergoes a conformational change within its chromophore. The conformational change 
involves the elimination of a carboxyl side-chain near the chromophore, allowing for a 
molecular rearrangem ent that allows for fluorescence to occur when excited with 488 
nm light. This can be seen in Figure 3.9. Irradiation by 400 nm light allows for the 
selective activation of well-defined areas containing PA-GFP within the cell [48].
In localization microscopy using PA-GFP or similar protein variants (called photo­
conversion in proteins that undergo changes in emission spectrum [50, 51]), irradiation 
of the sample by ultraviolet light is done at extremely low intensities. The intensity is low 
enough that the probability of an individual fluorophore absorbing an ultraviolet pho-
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Figure 3.9. Chemical structure of photo-activatable green fluorescent protein (PA-GFP). 
Photo-activation is achieved by the conformational reconfiguration due to the rotation 
of T203 (the amino acid threonine) and the decarboxylation of of glutamic acid 222 
(E222) [47,49].
ton and undergoing photo-activation or photo-conversion is extremely low, such that 
at any given time, only a few individual fluorophores within the sample are in an active 
fluorescent state. This low density of active fluorophores (as illustrated in Figure 3.8) 
then allows for the com putational isolation and localization of individual fluorescent 
proteins [5, 52].
As seen in Equation 3.6, the error in the estimation of a particle’s location is given by 
« a l V N  for the shot-noise limited case where background and pixel size are neglected. 
Recall that the variable N  is the num ber of detected photons from the source. The 
higher the value of N, the lower the uncertainty will be. While fluorescent proteins are 
remarkably versatile and flexible in terms of the genetic labeling of a sample, their overall 
photon budgets are very low. Most fluorescent proteins only yield on average « 100 - 
500 photons before degrading [48], which is obviously a limiting factor for localization 
schemes.
Organic dyes, as shown in Figure 2.2(a) for Alexa 568, yield more than an order of 
m agnitude more photons per molecule than fluorescent proteins, with average photon 
yields of « 6000-10,000 [17]. Organic fluorophores can be used to label proteins as 
well through immunofluorescence techniques [53] and other constructs [54, 55]. The 
problem is to optically activate organic fluorophores, such that only a small portion are 
active at any given time within the sample. Fortunately, this can be done by optically 
shelving organic dyes.
Optically shelving of organic dyes relies on the fact that these dyes are photo-reduced
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in the presence of an electron donor. While the singlet state (which is responsible for 
fluorescence) has a short lifetime, the triplet state is energetically stabilized (metastable) 
due to the fact that it is a forbidden transition. Thiols,7 structural homologs to alco­
hols but containing a sulfhydryl group in place of the carboxyl group, will react with 
the triplet state of the fluorophores, producing a radical fluorophore. This radical flu- 
orophore configuration is extremely stable, and can last for minutes to hours. Most 
importantly, the triplet and radical state of the fluorophore are “dark” states, and the 
fluorophore does not fluoresce. Generally, irradiation with ultraviolet light in the pres­
ence of molecular oxygen will oxidize the fluorophore and return it to its ground state, 
recovering fluorescence. This process is outlined in Figure 3.10. Due to the large dis­
parity in the lifetimes of the various states involved, there is a build-up of fluorophores 
in these dark states, leaving only a small, random population in the bright state, which 
allows for the localization steps as outlined above.
3.2.3 The M ethodology of Localization Microscopy
As was first dem onstrated with PA-GFP [7] and various other photo-convertible flu­
orescent proteins [48, 50], the active state of point-sources may be controlled optically. 
This technique was then applied to more conventional organic dyes through photo­
chemistry [56-58], which offer an advantage in their superior photon budget. Both 
methods of optical activation can be controlled through ultraviolet light, enabling exper­
imental control of the activation density of fluorescent point sources in a given region of 
interest. Fluorophores will eventually photo-degrade (known as photo-bleaching) and 
become perm anently dark. This usually involves the chemical degradation of the chro- 
mophore (usually through light-induced reactions with molecular oxygen), providing 
the needed deactivation of the current fluorophore subset to allow for the next round of 
activation. Fluorescent proteins will usually photo-bleach after yielding a few hundred 
photons, while organic dyes will produce upwards of 10,000 before photo-bleaching.
Localization microscopy relies on the binary control of fluorophores to work prop­
erly. By incorporating temporal control over the fluorescent state of the fluorophores
7A thiol is a chemical analog of an alcohol. The chemical composition of alcohols is R — OH where R is 
the organic backbone to the molecule. A thiol’s molecular composition is R — SH, where the side-chain is 
now a sulfur atom bonded to a hydrogen, known as a sulfdydryl group.
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Figure 3.10. Optically shelving an organic dye. The fluorophore, Alexa Fluor 647, 
can either cycle between its ground state, S0  and its excited singlet state S1 , giving off 
fluorescence in the process. The fluorophore can also undergo intersystem crossing, 
with rate k isc, from the singlet state to the triplet state. Once in the triplet state T1 , the 
fluorophore can react with molecular oxygen (O2) to recover the singlet ground state of 
the fluorophore with rate k[sc, along with singlet molecular oxygen. In the presence of 
a thiol in the molecular environment, the triplet state can also react with the thiolate 
at rate kred to produce the radical anion of the fluorophore (R )^ and the corresponding 
thiyl radical (see main text). Once the fluorophore is in its radical anion state, it can 
react with oxygen with rate kox and return back to the singlet ground state S0. Alexa 
647 in its radical form exhibits a pronounced absorption profile at « 400 nm. Radiating 
the sample with 405 nm excitation, for instance, will prom ote recovery back to the S0 . 
Unlike the produced thiyl radicals, the radical form of Alexa 647 is very stable and can 
last seconds, even in the presence of molecular oxygen. The discrepancy in the lifetimes 
of the various energy states leads to a build-up of fluorophores in the T1 and R^  states, 
effectively leaving only a very small population of fluorophores in the active, bright state, 
S0„ 1. By controlling the intensity of 405 nm excitation light, for instance, the population 
of active fluorophores can be coarsely controlled [56].
within the sample, it is possible to gain more detail than is otherwise available con­
ventionally. Numerous iterations are required to image each individual fluorophore 
within the sample. Figure 3.11 illustrates this concept. In short, localization microscopy 
exploits the ability to perform temporal multiplexing of the excitation and recording of 
individual fluorophores which allows for diffraction-limited spatial multiplexing [59].
Localization microscopy as a technique consists of activating a sparse subset of flu­
orophores, recording their diffraction-limited point-spread functions, photo-bleaching
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Figure 3.11. Separating fluorophore active states in time. A schematic illustrating the 
key feature of localization microscopy, namely the time isolation of a small set of active 
fluorophores. Spatial dimensions are represented horizontally (“Image Plane”), while 
increasing time is in the vertical direction (“Time Series”). Each slice in the image 
represents a unique time, in this case the acquisition time of the camera frame. During 
each time event, only a small fraction of the overall num ber of fluorophores present in 
the sample are in an active fluorescent state, with most on average being more than 
a diffraction-limited distance from their nearest fluorescent neighbor. By controlling 
the time and spatial multiplexing conditions within the sample, each individual fluo- 
rophore, and its PSF on the image plane, can be isolated from the larger data set and 
localized.
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the current set of fluorophores, and repeating. After recording the data, the data are 
computationally analyzed where each fluorophore in each frame is isolated, extracted 
as a region of interest within the frame, and localized. The estimation of the position 
of each fluorophore is recorded, as well as the uncertainty in the estimation. A super­
resolution image is then generated by computationally rendering each fluorophore in 
its estimated position. Figure 3.12 shows a cartoon schematic of this experimental pro­
cedure and the necessary steps involved. The image of each fluorophore is usually 
rendered as a Gaussian distribution, with a standard deviation corresponding to the 
individual point source’s uncertainty in estimation [5, 52], although some m ethods in ­
volve plotting the localizations as a density map [60]. Since each localized point-source 
is rendered as a unique “point” within the computationally rendered image, localization 
microscopy is also referred to as pointillism microscopy [46].
As an example, Figure 3.13 is an illustration of the advantage that super-resolution 
can provide over classic fluorescence methods. The simulated image shows a log-spiral 
shape, where the central portion of the image is clearly not resolvable by conventional 
optical microscopy. For this simulation, each fluorophore had a conventional diffraction 
limited value of 200 nm. In the super-resolution image, the uncertainty in the position is 
an order of m agnitude smaller, at 20 nm. While this is still an order of m agnitude larger 
than the size of individual proteins, it is on the scale of protein distributed networks, 
such as actin filaments and microtubule networks [2].
3.2.4 Biological Examples of Localization Microscopy
As an example of localization microscopy in a biological sample, Alexa647 labeled 
microtubules (specifically, the a-tubulin  subunit) from BSC-1 African green monkey 
kidney epithelial cells were imaged after m ethanol fixation and run through a conven­
tional localization data collection and analysis procedure on a commercial localization 
microscope, a Carl Zeiss Elyra. For this system, the optical configuration is well rep­
resented by Figure 1.2. A 63x, 1.4 N A  oil-immersion microscope objective was used, 
and the sample was excited at 647 nm  wavelength excitation with the proper reducing 
agents (^-mercaptoethylamine, abbreviated as MEA) to allow for dark-state population 
build-up of the Alexa647 fluorophore. The small population subset that returns to the
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Figure 3.12. Concept of localization microscopy. (a) The sample is in an inactive initial 
state, and (b) no individual point-sources have been localized at this point in time. In 
Frame 1, the sample is illuminated with ultraviolet light at low intensity (purple light), 
causing a sparse subset of molecules to become active (c) and give off fluorescence, 
allowing for each point-spread function to be localized (black crosses). Once the indi­
vidual molecules from each frame have been isolated and localized, their positions and 
uncertainties are recorded and used to build up a composite super-resolution image, 
(d) and (f). After the initial subset of molecules photo-bleaches, the next sparse subset is 
activated with ultraviolet light, and the process repeats itself through recording, localiza­
tion (g), and photobleaching (i). The localizations are recorded and the super-resolution 
image continues to build, (h) and (i). After num erous cycles of this process (k, m, o, q), 
the super-resolution image begins to show faint structure (l, n). Further recording and 
localization (p, r) allow for further reconstruction of the underlying structure. Finally, 
after a very large num ber of individual molecules have been activated, recorded and 
localized, the super-resolution image (t) shows distinct subdiffraction limit features and 
length scales. These characteristics are not resolvable in the conventional diffraction 
limited image (s). Broken arrows denote skipping num erous frames. All images are 
simulated. Figure adapted from [59].
57
Figure 3.13. Simulation showing fluorophores distributed on a spiral shape. (a) Con­
ventional, diffraction-limited image. As the spiral gets close together, the individual 
fluorophore’s PSFs merge, and it becomes impossible to resolve small spatial details 
within the central portion of the spiral. (b) In the localization image, each individual 
fluorophore has been localized with an uncertainty an order of magnitude smaller than 
the diffraction-limited image. Each fluorophore is then rendered as a Gaussian distribu­
tion with a width (a) an order of m agnitude smaller than shown in (a). As a result, the 
central portion of the spiral is more resolved, and the structure emerges. (c) The “true” 
shape of the spiral. Scale bar: 500 nm.
singlet state is imaged at a high enough laser intensity (« 10 kW /cm2 at the sample) that 
the fluorophore will return to a triplet or radical dark state during a single acquisition 
frame (20 ms), but not before emitting thousands of photons while in the singlet state. 
The peak emission of Alexa647 is at 671 nm, with the emission being separated from the 
excitation path by the use of a wavelength selective mirror (dichroic). The emission is 
imaged with the proper imaging optics onto an electron-multiplying charged-coupled 
device (EMCCD) with a gain factor set at a value of 50.8 The magnification of the system 
is such that the pixel size on the camera corresponds to a sample dimension of 100 nm. 
Each frame is recorded and then fed into the localization algorithm.
The localization algorithm begins with a Gaussian convolution to reduce background 
noise. This is accomplished by a frame-by-frame Fourier transform and multiplication 
of each row and column by a one-dimensional Gaussian function, followed by an inverse 
Fourier transform back to the spatial dom ain.9 Candidate fluorophores are isolated
8The gain factor of EMCCD cameras enhances signal as well as noise, and so care must be taken in 
choosing an appropriate gain value so as not to mask the signal in noise. Typical EMCCD cameras have a 
gain range from 1 to 1000.
9The same mathematical transformation and image analysis could be accomplished by convolving the 
raw frame data with a two-dimensional Gaussian function, since convolution in the spatial domain is
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based upon a threshold pixel intensity above the characteristic background values of the 
frame, and an ROI with a pixel radius of five (for an 11x11 extracted region) is extracted 
from the camera frame. Each ROI is then run through a maximum likelihood estimation 
routine to determ ine the best-fit Gaussian profile for the given fluorophore. The spatial 
locations, point-spread function width, estimation uncertainty, total photon count, and 
background are all recorded for each fluorophore, where they can then be rendered as a 
localization image.
Figure 3.14 shows the result. Panel (a) shows the image rendered as a wide-field 
image, where each fluorophore is rendered as a diffraction-limited Gaussian distribu­
tion, with a standard deviation of 250 nm. Panel (b) shows the improvement afforded by 
localization microscopy. Each point-source is rendered as a Gaussian distribution, with 
a standard deviation equal to the uncertainty in the localization of each fluorophore. 
On average, each fluorophore has an uncertainty of « 20-30 nm. The localization image 
shows m uch more structure and detail that is otherwise lost within the conventional 
diffraction-limited image.
3 .3  L o c a l iz a t io n  v e r s u s  R e s o lu t io n
One distinction that m ust be made in localization microscopy is that of localiza­
tion accuracy (or precision) versus resolution. In principle, STED and localization m i­
croscopy offer diffraction-unlimited imaging. If the power of the STED beam is high 
enough, the effective focal spot can be reduced to a nanom eter scale. In localization 
microscopy, if a fluorophore yields enough photons and the background is low enough, 
it may be localized down to the nanom eter scale as well. However, in the context of 
localization microcopy, this language is concerned with the ability with which a single 
point source’s location may be estimated, and nothing about the ability to distinguish 
features within a sample.
Conventionally, the resolving power of an optical system is related to the fundam en­
tal localization ability of single point sources. Akin to the modified formalism for the 
Rayleigh criterion for STED microscopy, as shown in Equation 3.1, this concept can be
equivalent to multiplication in the Fourier domain. The latter method is used due to its computational 
speed over the former method, which is important when processing tens of thousands of frames of data.
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Figure 3.14. Alexa647 labeled microtubules from BSC-1 African green monkey kidney 
epithelial cells. (a) Diffraction-limited image, after intensive filtering to remove back­
ground noise and spurious data. (b) Localization image of the same data set. Each 
point is rendered as a Gaussian distribution, with a standard deviation equal to the 
uncertainty in the localization error. Image (b) shows more structural detail when 
compared to (a). Scale bar: 5 ^m.
applied to localization microscopy. Rayleigh’s criterion is a resolving metric concerning 
tw o  point sources, and the modification can be extended to include the localization 
accuracies of the two point-sources. The expression for this modification may be written 
as [61]
1 A
Ax = • —  (3.7)
y  4nA0  • [ t -  ^) • r 0 (d )
A is the emission wavelength, N A  is the numerical aperture of the objective, A0 is the 
intensity (rate of photon detection) of the point source, t -  t0  is the acquisition time, 
and r  (d) is an expression related to the estimation ability between two unknown point 
sources, which takes into account both the distance between the two point sources, 
along with the estimation accuracy of each point source. This expression then general­
izes the Rayleigh criterion for a localization microscope, but only for two point sources. 
For a sample with underlying structure, this formalism falls short.
In localization microscopy, num erous factors m ust be considered when determining 
the overall resolution of the image. Factors such as the physical linkage of the fluo-
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rophore to the target protein m ust be considered,10 as well as the underlying spatial 
distribution inherent to the sample. Sample dependent parameters such as the photon 
yields of the fluorophores, as well as am bient background signal from out-of-focus flu­
orescence, or even the sampling density of active fluorophores. Analysis and com puta­
tional considerations m ust be considered as well, such as the quality of the fluorophore 
detection algorithms, candidate selection and the quality of the localization algorithms
[62].
Ultimately, all of the above parameters directly correlate to the local labeling density. 
The ability to resolve structure in a sample is as m uch a function of labeling density 
as well as localization accuracy. In general, the resolution of a unique elem ent within 
a sample should contain at least two data points within a specified resolution, as per 
the Nyquist criterion [63]. For a biological structure, however, a better definition of 
resolution would be that a feature of the specimen is considered to be resolvable when a 
feature can reliably estimated from the data [64]. One m ethod with which to calculate an 
effective resolution over the sample is through the cyro-electron microscopy m ethod of 
Fourier ring correlation (FRC) [65], which analyzes the correlation between two subsets 
of the image data in the Fourier domain. FRC evaluates the degree of correlation of two 
independent reconstructions of the same object in frequency space and determines the 
resolution threshold (the spatial frequency) at which both reconstructions are consis­
tent and considered to be resolved [62, 66].
Realistically, the resolution of a sample depends on both the localization accuracy 
of the individual fluorophores comprising the image, and the labeling density and the 
overall distribution of the fluorophores. Qualitatively, this can be seen in Figure 3.15. 
Each pixel of the image of the Siemens star can be thought of as a point-source. Each 
of the panels in Figure 3.15(b) has an increasing num ber of pixels removed from the
10 For example, immunofluorescence techniques use antibodies to bind to target proteins. These an­
tibodies are known as primary antibodies, which then serve as targets for a second antibody, known as 
a secondary antibody. These secondary antibodies contain a conjugated fluorophore, which is what is 
imaged. However, the linkage of target protein to primary antibody to secondary antibody can result in a 
distance of a 40 nm between the target protein and the fluorophore. In diffraction-limited imaging, this 
distance can be neglected, but cannot be in localization microscopy. When labeling with a fluorescent 
protein, the fluorescent protein is directly attached to the target protein, leaving the fluorescence marker 
within a few nanometers of the target protein. New techniques allow for the attachment of an enzymatic 
protein to the target protein of interest, which will covalently bind an organic fluorophore [54, 55].
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Figure 3.15. Resolution as a function of labeling density. In localization microscopy, the 
ability to resolve structure in a sample depends on the labeling density. (a) The same 
Siemens star that was shown in Figure 2.5, with a close-up of the center. (b) The effect 
of removing an increasing num ber of sampling points or pixels within the image, and 
its effect on the ability to resolve the detail of the structure. While each individual point 
in the image has a high precision in its location, unless the sampling density is high 
enough, there is no discernible underlying structure in the image.
image. This is analogous to a decreasing labeling density within the sample. If the 
labeling density is too sparse, the resolvable detail of the image is greatly diminished, 
regardless of how well the position of each point-source (or pixel) is known.
As an example of this in a biological sample, Figure 3.16 shows a localization m i­
croscopy image of Alexa647 labeled microtubules from BSC-1 African green monkey 
kidney epithelial cells. In panel (a), the image is shown fully reconstructed. Using the 
methodology of Fourier ring correlation, and the techniques outlined in reference [62], 
the effective resolution of the image « 43 nm. If only « 57% of the data set is used in 
the reconstruction of the final image, as shown in panel (b), the effective resolution is 
reduced to « 80 nm [66]. While the localization of each sampled data point in the two 
images is the same (since they are taken from the same data), the resolution between 
the two images is different. Thus, the overall resolution is a function of both localization 
accuracy of each emitter within the sample being imaged, as well as the total num ber of 
samples imaged during data acquisition.
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Figure 3.16. Reconstruction of imaging data from Alexa647 labeled microtubules. Sam­
ple was imaged on a Zeiss Elyra localization microscope, showing the effect of sparse 
labeling and its im pact in image reconstruction. While the localization accuracy for 
each point source in the image is the same, the num ber of localizations in each image 
is different. (a) Image reconstructed using the entirety of the data set. (b) Image 
reconstruction using approximately 57% of the data set [66]. Scale bar: 5 ^m .
3 .4  C o n c lu d in g  R e m a rk s
Within the last decade, the far-field performance limits codified by Abbe and Rayleigh 
have been circumvented by num erous methodologies. Far-field optical super-resolution 
techniques have had a large im pact on the biological and imaging community, allowing 
for direct imaging of biological structures on relevant length scales. Localization m i­
croscopy has allowed for an approximate order-of-magnitude improvement in overall 
resolution of the image, while allowing for the large-scale determ ination of the spatial 
coordinates of each localized fluorophore in the sample. In the context of Figure 1.4, 
this has allowed optical microscopy to move further along the resolution axis, while 
still maintaining all the other benefits of the method, namely its inherently high level 
of chemical specificity. The technique now enables the optical characterization of bio­
logical systems at length scales more appropriate for protein interactions and function, 
while allowing for further statistical analysis on the distribution of proteins in three­
dimensional space.
While a remarkable improvement over conventional methods, localization techniques 
are only able to reliably dem onstrate localization ability in the tens of nanometers. The
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remainder of this thesis is devoted to investigations related to improving the localization 
ability of single point-sources, i.e., determining the spatial position of the fluorophores. 
This has two consequences. One is that for a given num ber of photons, the localiza­
tion precision will be higher, specifically enabling localization estimations within the 
single nanom eter length scale. Secondly, fewer photons will yield the same uncertainty 
as in conventional cases, m eaning that the acquisition rate may be increased. While 
the overall acquisition rate may be of little consequence in imaging fixed (i.e. dead) 
samples, the field of localization microscopy in both research and commercial settings 
is advancing towards live imaging, where acquisition speed is im portant due to the 
dynamic environment of live cells, where speed is important.
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CHAPTER4
M O D IF IC A T IO N  O F  T H E  P O IN T -S P R E A D  F U N C T IO N  
T H R O U G H  S E L F-IN T E R F E R E N C E
As was dem onstrated in Chapter 3, a single point-source may be localized well be­
low the classical diffraction limit. In fact, circumventing the diffraction limit in opti­
cal microscopy has been the focus of extensive research in recent years. Much work 
has been accomplished in the field of single-molecule methods and microscopy [1], 
as well as the pioneering work in localization microscopy m ethods [2-4], which were 
able to achieve subdiffraction resolution by temporally separating adjacent emitters. 
Other single molecule techniques were used for particle tracking [5-7] to characterize 
biological structure dynamics. For the particle tracking techniques, different markers 
were used, such as fluorophores [5, 6, 8], and their semiconductor analogs, quantum  
dots [9-11]. The principle of fluorescence does not have to be used either, and direct 
Rayleigh scattering from metal nanoparticles can be used [12-17]. The image of a single 
emitter by a microscope, regardless of the emission source (fluorophore, quantum  dot, 
metal nanoparticle), has the shape of a point-spread function. At the heart of these 
techniques lies the assumption that this PSF can be well approximated by a Gaussian 
function and the emitter can be localized to a precision well beyond the diffraction 
limit. In the past, m ost efforts have been dedicated to obtaining 3D capability [18-20], 
or improving the com putational performance or localization precision by the choice of 
localization algorithms.
Localization microscopy is a data intensive methodology. Typical data sets con­
tain tens of thousands of raw camera frames, and can contain tens of thousands to 
millions of unique particle localizations. Localization algorithms are im portant with 
regard processing speed, localization accuracy, and robustness. Techniques such as the 
fluoroBancroft algorithm [21, 22], quickPALM [23], radial symmetry methods [24], and
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compressed sensing [25] all perform localization estimations w ithout numerical data 
fitting. While they are inherently faster than conventional data fitting algorithms, they 
sacrifice localization accuracy for increases in com putational speed. With regard to 
data fitting algorithms, traditional nonlinear least-squares is the m ost common algo­
rithm. Methods such as maximum likelihood [26, 27] and K-factor filtering combined 
with traditional least-squares methodologies [28] produce more accurate results than 
traditional least-squares fitting.
Numerous studies and papers have focused on small improvements in localization 
ability for a given algorithm, or improvements in speed by employing graphical pro­
cessor algorithms, or attem pts to fit to multiply over-lapping PSFs [29, 30]. All of these 
methods, however, have one thing in common: the in-plane localization precision is 
limited to a / \ N  in a background free environm ent [31], where a  is the standard devia­
tion of the PSF and N  is the num ber of detected photons. This limit is the best precision 
one can hope to obtain given the PSF distribution and does not depend on choice of 
localization algorithm and instrum entation used.
This chapter will investigate a m ethod to fundamentally improve upon this basic 
limit. It will dem onstrate that a grating interferometer system in the detection path can 
be used to generate self-interference within the PSF in the real image plane, producing 
a modulated PSF in both scanning and wide-field modes. The m odulation leads to 
fundam ental improvement in localization, beyond the a / \ N  theoretical limit for the 
case of a Gaussian-like PSF. This approach is given the name PSF Self Interference, or 
PSI.
4 .1  T h e o r e t ic a l  C o n c e p t
The fundam ental idea is to modify the detection PSF by utilizing self-interference 
within the PSF. instead of a conventional Gaussian distribution, the PSF will be modified 
along the axis of the interferometer. In this conception, the interferometer splits the 
emission along the x -axis. This modulation of the PSF changes the statistical nature of 
the localization procedure, allowing for a more precise localization for a given photon 
distribution when compared to conventional methods, as will be discussed below. A 
detailed look at the grating system in the detection path can be seen in Figure 4.1(a).
69
Light traveling through the first grating will split into two paths and then be reflected by 
the mirrors and combined using the second grating. The result is an interference pattern 
with a period that depends on the angle between the two beam s when they recombine. 
When a point scatterer is imaged onto the second grating, the point-spread function 
(PSF) will self-interfere. When the pattern is imaged onto a camera, the signal profile 
along the horizontal (x) direction is given by [32]
q (x) = PSF(x) • 1 + y cos [wx + 0) (4.1)
Y is the fringe visibility, w is the fringe frequency value, and 0  is the phase value. The 
result is a modulated PSF shown by the green curve in Figure 4.1(b).
To determ ine the improvement in the localization ability, the Cramer-Rao lower- 
bound (CRLB) and the Fisher information matrix can be utilized to calculate the the­
oretical limit for localization precision in the case of PSI. These are discussed below.
4 .2  L o c a l iz a t io n  A b il i ty  a n d  th e  F is h e r  I n f o r m a t io n  M a tr ix
This section will discuss the use of the Fisher Information and its role in estimating 
the precision for which a param eter may be estimated with regard to a given statistical 
distribution. Due to the fact that the emission of photons by a source is stochastic in 
nature, the data collected by the detector are as well. This implies that the coordinates 
of the detected photons on the face of the detector are independent and identically 
distributed according to the density function q (x, y). The estimation of the position of a 
single point-source is determ ined from the experimental data, namely the coordinates 
on the camera in which the signal photons are recorded. Since the process of emission 
and detection is a stochastic process as stated above, the estimation of the source be­
comes a statistical problem. If the underlying density function is known, the localization 
accuracy may be calculated by the use of the Fisher information matrix [33].
In characterizing the fundam ental uncertainty involved with localization microscopy, 
various imaging parameters, such as photon counts, background noise, and camera 
pixel size, m ust be considered. The underlying fundamentals, however, entail localiz­
ing a distribution to extract an uncertainty in the m ean value of the distribution. The 
strength of the technique does not rely on particular localization algorithms or m ethod­
ologies when fitting data to a theoretical model. Calculation of the Fisher information
70
Figure 4.1. Concept of point-spread function self-interference (PSI). (a) PSI interferom ­
eter scheme. The lens focuses the signal onto the second grating. Splitting the beam 
into two and recombining it using the interferometer will impose a fringe pattern on the 
PSF at the second grating (b) Conventional Gaussian PSF (red) and PSI PSF (green). The 
PSI PSF is a result of the interference between the two interferometer arms. The dashed 
blue line shows the Gaussian envelope for PSI PSF.
matrix yields the fundam ental limit of how well a particular distribution can be local­
ized to give inherent information regarding the location of its source. In particular, the 
inverse ofthe Fisher information matrix, I (0), provides a lower bound for the variance of 
an unbiased estimator, 0. More specifically, the Cramer-Rao lower bound, var (0j ^  I -1
[33]. If this fundam ental lower bound can be calculated for a given photon distribution, 
then the localization limit can be derived for a particular distribution. This concept will 
be discussed below.
4.2.1 D erivation of the  Fisher Inform ation Matrix
For a given distribution q (x, y), the Fisher information matrix may be calculated as:




d q (x, y) d q (x, y)
T
d q (x, y) d q (x, y)
dx ’ dy dx ’ dy
dx dy , (4.2)
where N  is the num ber of detected photons. For a full derivation, see Appendix B. If 
the function q (x, y) is symmetric, then the off-diagonal terms of the Fisher information 
matrix are zero. A generalized form of the localization accuracy, Ax, may be written 
as [33, 34]









The num ber of detected photons is the key variance in all single em itter localization 
schemes. When only the intensity is measured, the localization precision is inversely 
proportional to the square root of the num ber of detected photons [31, 33]. This is 
referred to as the Gaussian PSF case.
As can be seen from Equation 4.2, the Fisher information matrix depends on the 
square of the derivative of the function q (x, y). Due to the spatial m odulation in in ­
tensity of the modulated PSF, the value of the Fisher information matrix I is greater 
than for a conventional Gaussian case. Since the localization uncertainty is inversely 
proportional to the value of the Fisher information matrix, increasing the value of I has 
the effect of increasing the precision with which a given distribution may be localized. 
This is the effect of the interference m odulation on the PSF — the PSF now has a larger 
area where there is a steep slope, thereby increasing the value of the Fisher information 
matrix.
The methods and analysis in this dissertation rely on the numerical calculation of 
the Fisher information matrix, which are further corroborated by Monte-Carlo sim ula­
tions. However, a ^ 2 analysis of the uncertainties associated with the fit parameters to a 
model function for a given distribution leads to the same result, that it is the areas of the 
function with the largest gradient that have the greatest contribution to the localization 
accuracy. For a detailed description, the reader is referred to reference [35].
Further information may be found in Appendix B, such as the derivation of the lo­
calization accuracy for the Airy and Gaussian1 distributions, as well as methods for in ­
corporating noise into the analysis.
4 .3  M o n te - C a r lo  S im u la t io n s
For an Airy or Gaussian distribution, Equation 4.2 may be calculated analytically. 
Due to the more complicated nature of the PSF in Equation 4.1, no analytical solution 
exits. However, for the given experimental parameters of j ,  w, and 0, the value of I may 
be numerically calculated. This serves as a theoretical lower-bound for the localization 
precision for given photon distribution in the modified PSF.
1 Performing an analysis of the Fisher information matrix for a Gaussian distribution yields the familiar
Ax = a/ \ f N,  as expected.
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The localization precision as a function of the num ber of detected photons and var­
ious values of N, for given values of y, is shown in Figure 4.2, demonstrating that the 
localization precision in PSI is significantly better than that for conventional Gaussian 
localization. In order to corroborate the CRLB calculations, Monte-Carlo simulations 
were performed and compared to PSI and Gaussian localization analysis algorithms for 
a single em itter (details of the simulations are given in Section 4.3.1).
4.3.1 One-Dim ensional M onte-Carlo Sim ulations
For the first set of simulations, localization error as a function of num ber of pho­
tons, two-dimensional figures were first generated, as shown in Figure 4.3(a), of a single 
emitter in random  positions that were allowed to range within the central pixel on the 
camera. The generated figure for each emitter in the case of conventional imaging took 
a standard Gaussian shape, and for the case of PSI, it was a Gaussian multiplied by sinu­
soidal, corresponding to Equation 4.1. In this case, however, the m odulation of the PSF 
by a sinusoidal function took place in both x and y . To simulate shot noise, measured 
pixel values were obtained by Poisson distribution of the integrated PSF shape over every 
pixel. Two thousand trials were run for each num ber of photons, N, and for the case 
of PSI the values for the fringe visibility were j  = 1  and j  = 0.9 (which corresponds to 
the experimental values obtained in these experiments) and fringe frequency of w = 
0.04 nm -1. For the simulations, a sample plane pixel size of 50 nm and objective NA  
of 1.0 were chosen.2 In order to localize the point sources, a modified version of the 
nonlinear least-squares algorithm was used for the PSI frames, taking into account the 
fringe pattern. For the conventional Gaussian localization images, maximum likelihood 
was used since it performs better under most circumstances. The root-m ean-square 
error, AxRMS = \J <(x0 -  x )2}, was calculated, which for an unbiased estimation is the 
same as the localization precision [22].
The results for the uncertainty in localization accuracy along the x -axis, Ax, are 
shown in Figure 4.2. The localization error in the case of PSI is significantly lower, even 
when the fringe visibility is reduced to j  = 0.9. Comparing the simulation results to the
2This lower NA  was chosen mainly due to the fact that the effective NA  of the system was stopped 
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Figure 4.2. PSI Monte-Carlo simulations for localization precision versus signal pho­
tons. Simulation results for localization error of conventional Gaussian localization (red) 
and PSI (blue for y  =1 and green for y  = 0.9) as a function of photon count. Dashed line: 
CRLB; triangles and circles: simulations.
CRLB curve for Gaussian localization shows that PSI outperforms conventional Gaus­
sian localization regardless of the choice of localization algorithm for Gaussian localiza­
tion, since the PSI Monte-Carlo simulation resulted in localization error that is below 
the theoretical limit of conventional Gaussian localization methods. The CRLB curve 
for PSI also shows that the nonlinear least-squares algorithm is not the optimal choice 
for this case, although it provided better results than a modified version of a maximum 
likelihood algorithm.
As a further step, the localization error as a function of background photons was 
investigated, as shown in Figure 4.4. According to these simulation results, PSI is less 
sensitive to background noise as shown by the smaller slope of the localization error 
versus background photons. In the case of PSI, the performance is barely affected by 
the presence of background photons. Quantitatively, PSI with y  = 1  has localization
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Figure 4.3. Modified PSFs for Monte-Carlo simulations. Example of a PSI PSF (simulated 
data). (a) Two-dimensional fringe pattern. (b) One-dimensional fringe pattern rotated 
at 45°. This rotated form is used in Section 4.3.2.
error that is 2.44 times lower than Gaussian localization with no background photons, 
where in the presence of 10 background photons per pixel, PSI outperforms Gaussian 
localization by a factor of 3.58.
Another im portant factor in PSI is the fringe visibility, which has a strong effect on 
performance. Results for simulations are given in Figure 4.5. The results compare the 
PSI localization error with the theoretical limit for Gaussian localization in the absence 
of background. The results indicate that even with the fringe visibility as low as 0.5, 
PSI gives better performance, up to a background count of 30 photons per pixel. With 
fringe visibility of 0.3, PSI no longer outperforms Gaussian localization, even with no 
background photons.
To simulate the influence of the background photons on localization error the same 
process was repeated, this time keeping the num ber of expected photons N  constant 
(at 1000 signal photons over the PSF) while varying the num ber of background photons 
per pixel. Noise was introduced by sampling a Poisson distribution with an expectation 
value which corresponded to the integrated PSF shape for every pixel, including the 
added background value. To simulate the influence of fringe visibility, Monte-Carlo 












Figure 4.4. PSI Monte-Carlo simulations for localization precision versus background 
photons. Simulation results for localization error for Gaussian localization (red) and PSI 
(blue for j  =1 and green for j  = 0.9 ) as a function of background photons, for N  = 1000 
signal photons.
bility between 0.3 and 1. Noise was introduced by the same m ethod as before. These 
simulations were performed for different background values, and two thousand trials 
were used for each param eter combination.
4.3.2 Effect of Rotating the  Interference Fringes by 45°
To produce localization improvement along both axes in the current configuration, 
the same setup may be used, but by rotating the orientation of the interference fringes 
by 45°. This can be obtained by rotating the first and last grating by 45°, and setting 
the mirrors to corresponding different heights.3 These rotated fringes also improve the 
localization precision over Gaussian localization.
To analyze the performance of a one-dimensional fringe system with rotated fringes, 
similar Monte-Carlo simulations as those discussed above for one-dimensional PSI, but
3The gratings will diffract the emission parallel to the grating axis. Rotating the gratings then rotates 
the diffraction angle with respect to the optical table, since there is now a y  component in the diffraction 





















Figure 4.5. PSI Monte-Carlo simulations for localization precision versus fidelity. The­
oretical limit for Gaussian localization (blue dashed line, no background photons) and 
simulation results for PSI as a function of fringe visibility (blue circle, green asterisk, red 
plus and cyan triangles for background values of 0, 10, 20, 30, respectively), for N  = 3000 
signal photons.
this time with a rotation angle of 45°, were performed. The PSF of this configuration 
can be seen in Figure 4.3(b). The simulation parameters were a photon count of N  = 
1000, j  equal to 0.9 and 1, and various background values. These obtained results were 
compared with 2D PSI and Gaussian localization, as seen in Figure 4.6. While the 2D PSI 
shows better performance, 1D PSI still outperforms conventional Gaussian localization 
and achieves localization precision better than the theoretical limit of a /V N ,  even when 
the fringe visibility was j  = 0.9.
4.3.3 M onte-Carlo Sim ulations of Target Rings
As a final simulation, two target rings were used to generate a test pattern. The rings 
had a separation of 10 nm, and were 10 nm in width. Random positions on the target 
rings were stochastically generated, and convolved with the modified two-dimensional 
PSF shown in Figure 4.3(a). This image PSF was then localized, and the resulting u n ­
certainty rendered as a Gaussian distribution, with standard deviation given by each
1
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Figure 4.6. Monte-Carlo simulations for rotated 1D transmission gratings. Simulation 
results of the tilted fringes: Localization error as a function of num ber of photons, N. 
Dashed line: CRLB for Gaussian PSF. Green triangles and blue circles: Localization error 
for 1D fringes tilted at a 45° angle for y  = 0.9 and y  =1 respectively. Red: Localization 
error for 2D fringes with y  =1.
simulated particle’s localization uncertainty. In these simulations, the photon yield of 
each source was N  = 1000, y  was set to one, and w was 0.04. The results can be seen 
in Figure 4.7. The conventional Gaussian localization is shown in part (b) of the figure, 
while the PSF case is shown in part (c). The ring structure is barely discernible (if at all) 
in the conventional Gaussian localization case, while they are clearly visible in the case 
of a two-dimensional PSI.
4 .4  E x p e r im e n ta l  S e tu p
To test experimentally the predicted improvement of localization precision for PSI, 
a custom microscope was designed. The optical layout used for the experiments can
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Figure 4.7. Monte-Carlo simulation of localization microscopy with a Gaussian PSF and 
PSI, the PSF self-interference. For this simulation, N  = 1000 photons, and j  =1, w = 0.04, 
and 0  = 0. (a) Simulated target. Separation between lines is 10 nm (Outer ring: outer 
radius is 40 nm, inner radius is 30 nm. Inner ring: outer radius is 20 nm, inner radius 
is 10 nm). (b) Simulation of conventional localization microscopy with a Gaussian PSF. 
The ring features are barely visible. (c) Simulation of localization microscopy with 2D 
PSI.
be seen in Figure 4.8. A more in-depth discussion of the optical layout and hardware of 
the microscope can be found in Appendix C. The system is designed in a scan/de-scan 
confocal configuration for fluorescence imaging with a single dual-axis scan mirror. The 
system has two detection paths controlled by a programmable flip mirror. One detection 
path directs the light onto an avalanche photo-diode (APD), and an image can be con­
structed as the scanning mirror directs the beam over the sample. The second detection 
path contains the interferometer, where a lens is positioned before the interferometer 
to form an imaging plane on the second grating. A lens relay system then reforms the 
image on the second grating onto an EMCCD camera, where this image now contains 
the fringe modulation over the emission PSFs. The overall magnification of the system 
is 400. Within the interferometer, custom manufactured transmission gratings were 
utilized, with a grating period of 5.97 ^m , and an efficiency of 81% transmission to the 
± 1 orders. The zero order is blocked, and the +1 and -1 orders self-interfere. The gratings 
are only along the x -axis, and were not rotated. The APD path provided a confocal mode 
image used to locate the nanoparticles. To form a wide field image, a lens was inserted, 
with the focal plane lying on the front surface of the scanning mirror, thus forming a 
focused spot on the back focal plane of the objective lens.
To validate this idea, gold nanoparticles were used as a scattering point source. The
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Figure 4.8. Schematic of experimental setup for modified PSF detection, with dual 
detection paths controlled by a flip mirror. Using the scanning mirror and APD allowed 
for conventional confocal scanning and imaging. The wide-field lens was introduced 
only to capture the wide-field image and was not used in m ost of the experiments. The 
primary image plane is formed on the second grating, which is relayed to the EMCCD. 
The overall magnification of the system is 400. WL = Wide-field lens. SL = Scan lens. TL 
= Tube lens. IL = Imaging lens. RL1>2 = Relay lens 1,2.
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gold nanoparticles will Rayleigh scatter the incident laser light, and a small percentage 
will leak through the dichroic, allowing for direct imaging on either the APD or EMCCD. 
Since the nanoparticles are sub-diffraction-limit in size, their image will appear as a 
diffraction-limited PSF, serving as a point-source. Since Rayleigh scattering is used to 
image, filtering the laser light to decrease background is not possible. In typical imaging 
configuration, the sample will be placed upon a glass coverslip, which is placed between 
the objective and sample. If there is any index of refraction mism atch as the light prop­
agates through the objective into the sample, this will cause reflection governed by the 
Fresnel coefficients. For a glass-air interface, this will lead to a 4% backscatter of the 
incident laser light, which can be orders of m agnitude larger than the emission signal.
Instead, the gold nanoparticles were imaged such that no index of refraction m is­
m atch occurred until millimeters past the focal plane. To do so, a drop of 60 nm gold 
nanoparticles suspended in ethanol was deposited on a glass coverslip and left to dry. 
Immersion oil was then added as the surrounding medium to ensure index matching 
and the coverslip was covered with a glass slide. The top surface of the glass slide was 
painted black. An illustration of this experimental sample preparation is illustrated in 
Figure 4.9. When imaging in wide-field mode the same process was used but with the 
exception of avoided painting the slide in black, since a trans-illumination LED was used 
to find the nanoparticles to image onto the EMCCD.
4 .5  E x p e r im e n ta l  R e s u lts
To characterize the localization improvement, a single gold nanoparticle 60 nm in 
diameter was imaged by focusing the excitation beam on the nanoparticle and recording 
the PSI pattern from the scattered light on the EMCCD. The recorded modified PSF may 
be seen in Figure 4.10(a). The recorded image was then projected onto the x  and y  
axis, by summing of the columns and rows, respectively, where the x  projection showed 
the fringe pattern and the y  projection showed the standard Airy pattern, as seen in 
Figure 4.10(b). This allows for the direct comparison between PSI and Gaussian local­
ization for the exact same conditions and num ber of photons. For all our experiments 
the aperture of the objective was stepped down to effective NA of 0.7 in order to prevent 
clipping of the signal on the gratings.
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Figure 4.9. Gold nanoparticle sample preparation. The 60 nm gold nanoparticles are 
immobilized on a glass coverslip by evaporating the gold nanoparticles suspended in 
ethanol solution onto the glass coverslip. The coverslip is then coated in immersion oil, 
with the index of the immersion oil matching that of the glass coverslip. A glass slide 
is placed on top of the nanoparticles and immersion oil, and the coverslip sealed to 
the coverslip. Since there is no change in the index of refraction, there is no reflection 
of the incident laser due to index of refraction mism atch between optical mediums, 
and the signal received at the optical detector is primarily due to the scattering of the 
incident laser light from the gold nanoparticles. The glass slides are finally coated in 
black paint to further reduce background reflections, due to the index of refraction 
m ismatch between the glass slide and air.
For the m easurem ent of the localization precision of the system, the APD was used 
to first find a gold nanoparticle. The gold nanoparticles were then imaged onto the 
EMCCD camera to capture 100 frames with an integration time of 15 ms per frame. 
Each frame was reduced to x  and y  projections by summing the rows and columns of 
the frame, and the nanoparticle was localized. The localization along the y  axis used a 
nonlinear least-squares localization algorithm for a conventional Gaussian PSF. For the 
PSI PSF, a modified version of the algorithm was employed, altered in this instance to fit 
to the PSI PSF model. To find the initial parameters for the nanoparticle position and 
standard deviation of the modified PSF, a conventional Gaussian fitting of the PSF was 
performed. These values were fed to the modified nonlinear least-squares algorithm 
localization for the modified PSI shape. This procedure then allowed for plotting the 
localized position in both x  and y  versus camera frame number. The results of this may 
be see in Figure 4.11.
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Figure 4.10. Experimentally recorded PSI. (a)The recorded PSI pattern from a single 
gold nanoparticle as seen on an EMCCD camera. As the reader can see, the fringes 
are easily visible. Scale bar: 0.5 ^m . (b) Projection of the fringe pattern on the x -axis 
(black) and the y -axis (red) by summing the columns and rows of the recorded image, 
respectively. Since the m odulation is one dimension only, a single bead gives both a 
conventional Gaussian distribution (along the y -axis) and a modified PSF (along the 
x -axis). This is especially useful when comparing the performance of the modified 
versus the conventional Gaussian cases, since it is the same bead, and hence the same 
signal photons, being compared against itself.
As can be seen from Figure 4.11, drift occurred in x  and y , where the drift in x  was 
oscillatory in nature. This could be due to mechanical vibrations from the equipm ent 
platform above the optical table, which could transfer vibrations to the gratings. These 
grating vibrations would only affect the results in x  since the fringes are only along the x 
axis. To account for drift in the system, these results were fit to a fourth-degree polyno­
mial and this trend line was then subtracted from the results. After this procedure, the 
standard deviation of localization may be calculated. As can be seen in Figure 4.11(a) 
and Figure 4.11(c) the drift correction for the x  coordinate did not entirely account for 
the oscillatory behavior of this drift; therefore only part of the total data set (40 frames) 
was used and applied to the same correction after fitting to a fourth-degree polynomial 
trend line. The results of this procedure may be seen in Figure 4.11 (b) and Figure 4.11 (d).
Figure 4.12(a) and (b) show the histogram of extracted positions for the nanoparticle 
in y  and x, respectively, for the full data set of 100 frames. Using only a subset of 40 
frames, with the same drift correction, yields the results shown in Figure 4.12(c) and (d), 
for y  and x , respectively.
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Figure 4.11. Localization results of a single stationary nanoparticle. Position in x  (blue) 
and y  (red) for (a) each of the 100 frames and (b) 40 frames out of the full data set 
for better fitting and drift correction. Dots: data. Solid line: fourth-degree polynomial 
fitting used for drift correction. (c) 100 frames and (d) 40 frames of just the x  coordinate 
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Figure 4.12. Histogram of positions of Au nanoparticle in y  (a) and x  (b) after drift 
correction. Histogram of positions in y  (c) and x  (d), for drift correction of 40 frames 
out of the full data set.
Figure 4.13 shows the distribution of localizations for both the full data set, (a), and 
the partial data set, (b). Calculating the standard deviation of localization over the full 
data set results in localization precision of 0.52 nm in y  and 0.13 nm in x . By looking 
only at 40 successive frames in the middle of the 100 frames, better drift correction was 
obtained, and hence better localization results. For the partial data set, the calculated 
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Figure 4.13. Distributions of localization results of single Au nanoparticle. (a) Distribu­
tion of fitted positions for the full 100 frames. (b) Distribution of fitted positions for a 
partial data set with improved drift correction.
from the gold nanoparticles, the limiting factor in localization is the signal to back­
ground ratio [31].
Using the APD to validate these finding, the signal photon count and the average 
background photon count were calculated. Calculating the localization precision limit 
in that case of data from a conventional imaging system, as well as the theoretical limit 
for Gaussian localization is «0.35 nm, in agreement with the experimental results. This 
indicates that PSI can suppress this theoretical limit of conventional localization m ethod­
ologies.
To confirm the applicability of the m ethod to particle tracking the scanning mirror 
was used to scan the excitation laser in a predeterm ined pattern around a stationary 
nanoparticle, since the position accuracy of the mirror (6 nm) is better than the stage 
scanning (50 nm). At each position of the mirror, a single image captured on the EM- 
CCD gives PSI pattern of a particular scatterer on the camera, and thus contains all the 
information needed to localize the nanoparticle. The nanoparticle is then localized in 
each frame. The localized position of the nanoparticle with respect to predeterm ined 
positions of the mirror were compared, and and the two obtained shapes were aligned
4.5.1 Particle Tracking and Wide-field Imaging
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using the center of mass of coordinates. The results are shown in Figure 4.14(a), where 
the discrepancy between the expected position (i.e., the position set for the mirror) and 
the estimated position is dom inated by the positioning accuracy of the mirror, which is 
6 nm. In the case of the tracking experiment, it was expected that the position for the 
two vertical lines to be the same for all mirror positions along the vertical line. However, 
there was a slight error causing a diagonal line instead of a straight line. Also observed 
is a slight phase mism atch in the localization results, possibly due to slight sample tilt. 
By using this changing phase values, it was possible to correct the results by shifting the 
extracted position proportionally to the obtained phase value.
In many applications, such as super-resolution and particle tracking, wide-field op­
eration mode, rather than scanning mode, has num erous benefits, including the ability 
to track multiple emitters, ease of finding a single emitter within the field of view, larger 
field of view etc. By inserting a lens which focuses the excitation beam on the back 
focal plane of the objective, and directing the light towards the grating, it is possible to 
obtain the fringe pattern in a wide-field image, as shown in Figure 4.14(b). In this image 
PSI PSFs are shown. One hundred such images were recorded and the nanoparticle was 
localized while applying drift correction as before, after subtracting a background image 
from each captured frame. After this, the standard deviation of localization for the two 
emitters were calculated, resulting in localization precision of 0.12 nm and 0.19 nm in x 
for the left and right nanoparticles, respectively.
4 .6  C o n c lu s io n s
This chapter showed that localization precision of single emitters can go beyond the 
theoretical limit for a Gaussian-like PSF, by a simple system modification. The results 
were obtained for a microscope designed primarily for fluorescence imaging, and al­
though inefficient in gold nanoparticle detection,4 can obtain 0.1 nm or higher local­
ization precision. This m ethod is m ost suited for single nanoparticle localization stud­
ies, for example nanoparticle tracking in biological systems. Recently, a few attempts
4The system is primarily designed for fluorescence imaging, and the detected signal, either on the APD 
or the EMCCD, is low due to the dichroic. For this particular dichroic, less than 1% passes through the 









Figure 4.14. Particle tracking and wide-field image. (a) Particle tracking results. Red 
dots: Programmed scan pattern. Blue crosses: Extracted results. (b) Image of two gold 
nanoparticles in wide-field mode. Both nanoparticles can be seen to have a modified 
PSF. Scale bar: 0.5 ^m .
were made to obtain super-resolution using metal nanoparticles (e.g., by Brownian m o­
tion sampling [36]). Although these ideas did not mature yet to nanoparticle based 
nanoscopy modality, PSI can obtain higher resolution in future implementations.
This m ethod is especially applicable in high background imaging conditions, where 
the background im pact on localization precision is smaller than Gaussian localization. 
This effect is dem onstrated by looking at scattering of nanoparticles in brightfield mode, 
where partial background suppression was obtained by black paint. This shows that 
a special instrum entation is not required in order to obtain subnanom eter localiza­
tion precision, and even fluorescence microscope, while usually not adapted to imaging 
scattering samples, can be used to obtain subnanom eter localization precision.
Another application of this m ethod is drift correction where fluorescence super­
resolution imaging and particle tracking [2-5, 8] are more appropriate. Since nanom eter 
resolution (in certain cases [5], the localization precision is 1.5 nm) is required, drift cor­
rection with precision of 0.5 nm is not suitable, and 0.1 nm precision may be helpful. By 
using the metal nanoparticle as markers, sample drift can be more accurately accounted 
for and higher localization results can be obtained overall.
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CHAPTER 5
IN C R E A SE D  LO C A LIZA TIO N  P R E C IS IO N  BY 
IN T E R F E R E N C E  F R IN G E  ANALYSIS
With the modifications to the imaging system, as introduced in Chapter 4, a sub­
stantial improvement in localization ability can be achieved with a localization-based 
microscope. This chapter will propose another methodology that is able to overcome 
the conventional a / v N  limit of conventional localization schemes. Unlike the imaging 
m ethod presented in Chapter 4, the m ethod presented here is based upon a scanning 
system, and measures not in the image plane, but in the Fourier plane.
5 .1  M o tiv a t io n
Conventional single particle localization [1] uses the Airy disk profile of imaged sparse 
single emitters to find the exact position of optical markers, and has been thoroughly 
discussed throughout this thesis. This chapter demonstrates an alternative to conven­
tional localization approaches, one that involves measuring a relative phase acquired 
by the emitted photons through the detection interferometer, in addition to the count 
rate. While instrum ents have been designed to utilize interference [2, 3] to increase 
localization precision in the axial direction, those methods rely on intensity differences 
between optical channels to record interference effects. Several techniques modified 
the shape of the emitted signal to obtain precise axial position of an emitter. However, 
all these techniques were limited by the same theoretical limit of a / v N  for the in-plane 
localization precision. This technique directly measures the interference fringes of the 
image in the Fourier plane to determ ine the position of a particle in the sample plane.
W hat is also dem onstrated in this chapter is that by using the acquired phase, the 
theoretical limit for localization precision can be fundamentally smaller than a /v N , 
even when viewing the Fourier plane instead of the image plane. This m ethod has the 
advantage of allowing for m uch faster imaging or being able to image dimmer sources
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with the same precision. This also was the case in the last chapter, but this m ethod also 
has the ability to drastically speed up the data acquisition rate of scanning systems by 
reducing the sampling pixels needed to localize a single particle. Theoretical analysis 
through Monte-Carlo simulations were performed to validate these ideas, which were 
subsequently confirmed by experiment. The microscope was slightly modified from 
the layout discussed in both Chapter 4 and Appendix C, but still utilized the interfer­
ometer. The layout change will be discussed below. The design in this chapter is a 
system solely based upon a confocal design, and was used to experimentally localized 
the center of metal nanoparticles with a precision (standard deviation) as small as 3 nm. 
This Fourier-Interference-Localization Microscopy (FILM) principle is readily applied to 
any scanning-beam system, and is particularly useful in particle tracking.
5 .2  T h e o r y  o f  F o u r ie r  I m a g in g
A lens performs an optical Fourier transform between the front and back focal posi­
tions of the lens, as is shown in Figure 5.1. In the language of Fourier relationships, the 
spatial location and the angular propagation of the emission beam in the Fourier plane 
are conjugate pairs. The relationship, in the one-dimensional case along the x -axis, is 
given by F{g(x -  x0)} = G(px)e~2niMxx0, where n x = x / A f , x0 is the spatial location of a 
source in the sample plane, A is the wavelength, f  is the focal length of the lens, and 
F denotes the Fourier transform. The geometrical relationship between the location 
of a source in the sample plane, x 0 , and the focal length of the objective, is given by 
sin fi = x0/ f . These relationships can be inserted into Fourier relationship, and written 
as
F{g (x -  x 0 )} = G (Vx)e~2nl Axfx0 = G Mx )e~kx sin fi. (5.1)
The focal length of the Zeiss objective used in the experiments is « 2.5 mm. For a point- 
source located very close to the optical axis, for instance below the diffraction limit, the 
small angle approximation holds, and sin fi « fi. Thus, a spatial offset in the sample 
plane is converted to an angular inclination to the optical axis in the Fourier plane by 
a lens. This is the principle behind a 4 f  scanning system, as is further discussed in 
Appendix C, Section C.2.1.
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Figure 5.1. Cartoon illustrating how a lens performs a Fourier transform on a signal. 
The spatial plane is denoted as g (x), and the Fourier plane as G(px). The two planes are 
located at the front and back focal planes of the lens, respectively.
5.2.1 Use of Transm ission Gratings in  Fourier Imaging
Consider the schematic of a point-scanning imaging system shown in Figure 5.2. 
Photons that are emitted from a point source exactly on the optical axis will emerge 
propagating parallel to the optical axis after an infinity corrected microscope objective. 
On the other hand, if the point source were positioned off-axis, the photons would 
propagate at an angle to the optical axis, as indicated by the angle f3 from above. The 
propagation angle from the optical axis is proportional to the off-axis displacement of 
the point source, depending on the focal lengths of the lenses used in the imaging sys­
tem. This angular propagation may be taken advantage of by the introduction of the 
transmission grating interferometer into the detection path, as was discussed in Chap­
ter 4. The key difference between this design and that from Chapter 4 is that in this 
instance, the interference occurs at the Fourier plane, and not the image plane. The 
interferometer allows the Fourier signal to self-interfere, leading to an interference pat­
tern on a detector placed directly at the interferometer output. The phase difference 




Figure 5.2. Schematic of the interferometric-based FILM. Two sources are shown in the 
image plane, whose Fourier transform is relayed onto the diffraction grating by the lens. 
Due to the Fourier transform of the lens, a spatial off-set from the optical axis results 
in an angular off-set into the interferometer system. Thus, the off-axis source emits 
photons that acquire a different phase on their individual path to the detector when 
compared to those from an on-axis source. By allowing each photon to interfere in the 
grating-mirror interferometer and capturing the interference patterns on a CCD camera, 
it is possible to extract the relative phase of the photons and therefore and increase the 
localization precision of each emitter through the use of a phase-analysis of the recorded 
signal.
into the interferometer, which directly maps to a lateral position in the sample plane. 
This interference pattern directly relates to the particle’s position in the sample plane, 
as will be dem onstrated below.
The phase gratings (for further information on their design, see Appendix D) are 
manufactured such that light incident along the optical axis diffracts light an angle a . 
Figure 5.3 shows a detailed look at m onochrom atic light incident on the grating, which 
happens to be incident at some angle p  onto the grating, due to the source lying on some 
off-axial point in the sample plane. For light incident at angle p, the light diffracting 
to the bottom  mirror (Path 1) will leave the grating at an angle of a  + p, and for light 
diffracting to the top mirror (Path 2), the angle will be a  -  p.
Looking at Paths 1 and 2, the lengths of H la+p and H^- p, or the distance from the 








Figure 5.3. Schematic of the grating system with one transmission grating. The incom ­
ing angle of the off-axis light is given by p, and the angle that the grating will scatter 
monochromatic light incident on the optic axis is given by a. (a) The optical path for 
light incident on the grating along the optic axis. (b) The path for light incident on the 
grating at an angle p. The various path names are marked on the diagram. The overall 
path lengths of the two paths are different.
where L is the total horizontal path length from the grating to the detector. For H2a+p 
and H2a -p the distance from the mirrors to the detection plane is:
H L  p = ----- (5.4)
L _  , L tan a
tan(a+p)
a+p cos (a  + p)
L tan aL
H i p  = -----r O p T '  (5.5)p cos [a -  p)
The total length that the light travels for Path 1 is given by Pi = H^+p + H ^ p , while 
for Path 2 it is P2 = H la -p + H2- p. The two paths within the system will give rise to an 
interference pattern, even in the case of a single photon event. In the case where the 
photons are incident along the optical axis, the interference pattern at the detector will
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be at a maximum, while if the two path lengths differ by some half-integer wave-number 
value, then there will be a minim um  in the intensity pattern at the detector.
The transmission grating interferometer produces a sinusoidal variation along the 
x -axis due to the wavefront of the two recombined beams not being constant across the 
detection plane of the interferometer; it is the interference of these two wavefronts that 
gives rise to the interference pattern. The resultant is then the interference pattern of 
two (partially) coherent beams, given by [4]:
q (x) = f  (x) 1 + y  cos [wx + 0) (5.6)
where f  (x) is the underlying spatial distribution of the signal prior to the interferometer,
Y is the fringe visibility of the interference pattern, w if the fringe spatial frequency, and 
0  is the phase difference between the two arms of the interferometer for a particular 
incoming angle, P, as shown in Figure 5.2 [4]. Due to the fact the signal is in the Fourier 
domain, f  (x) has the shape of the optical transfer function (OTF) of the system.
Using the terminology from above, g (x) ofaconfocal system is given by g (x) = PSF(x)- 
PSF(x) (see Section 3.1). Using the fact that multiplication in the sample plane is the 
same as convolution in the Fourier plane, G(px) can then be written as G(px) = F{PSF(x)}* 
F {PSF(x)}. Using this, the OTF of the system m aybe written as [5]
f  (x)
2
/ \ ( \ 2
- 1 P P 1 - P— cos - \n
V
Po Po \ oP (5.7)
where p = T f , and p 0 = '2NTA. Here A is the wavelength of the emission, f  is the focal 
length of the objective lens, and N A  is the numerical aperture of the objective. The
relationship between the phase 0  to the path length difference is simply




sin [a + P) + sin [a -  P) (5.9)
The fringe frequency w is related to the angle by
2n
w = T
This modeling of the system was used in the Monte-Carlo simulations only. In analyzing 
the experimental results, a calibration curve was used instead to negate any influence 
alignment affects would have on the experimental analysis.
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5 .3  E x p e r im e n ta l  S e tu p
Experimentally, the system was set up solely as a confocal scanning imaging system 
in the same scan/descan configuration, as shown in Figure 5.4. The scanning mirror, 
along with a scan and tube lens, are arranged in a 4 f  configuration such that the back 
pupil plane of the infinity corrected objective lens is conjugate to the scanning mirror 
plane. Using a flip mirror, light coming from the sample was then either directed to the 
avalanche photo-diode to obtain a conventional confocal image, or to the interferom e­
ter whose output is recorded by the EMCCD camera. The camera records the Fourier im ­
age in this instance, and not an image of the sample plane. A second 4 f  system, this time 
between the scanning mirror and the first transmission grating of the interferometer, is 
used to project a Fourier plane image onto the entrance grating of the interferometer. 
For further information regarding the experimental setup, see Appendix C. Appendix D 
contains further information regarding the design of the gratings. The aperture of the 
objective was stepped down to an effective N A  of 0.7 to prevent clipping of the optical 
signal by the grating area. With knowledge of the objective properties, it is possible to 
numerically convert the input angle into the interferometer, fi, to a displacement of 
the focused spot in the sample plane, as was discussed above. As was the case with 
Chapter 4, these preliminary experiments utilize a m odulation that is one-dimensional 
only. With the appropriate optical design and grating construction, this principle can be 
extended to a two-dimensional system.
5.3.1 Experim ental Results
To prove this point, an exemplary experiment was conducted. As a point source 
in our experiment, a 100 nm Au nanoparticle on a silicon wafer was used. The light 
scattered from the silicon wafer was then measured, where the nanoparticle appears 
as a dark diffraction-limited spot, as shown in Figure 5.5(a), due to the large extinction 
cross-section of the nanoparticle [6]. A m easured interference pattern (CCD image of 
the collected light through the interferometer) is shown in Figure 5.5(b). After using the 
APD to isolate a single nanoparticle, the sample stage was used to position the nano­
particle relative to the center of the focus of the excitation beam. The stage was then 
moved in x  through four 100 nm  steps, thus moving the nanoparticle with respect to
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Figure 5.4. Experimental setup of the FILM system. The interferometer is set up in 4 f  
configuration with the scanning mirror. Thus, the angular deviation in the Fourier plane 
is relayed to the interferometer.
the center of the excitation spot. Each position of the nanoparticle will give a slightly 
different spatial separation between the center of the excitation PSF and the location of 
the nanoparticle, and hence, a unique phase value 0  is m easured on the camera. For 
each position of the stage, 100 camera frames of the interference pattern were recorded. 
Each recorded frame was then projected on to the x -axis by summing the columns and 
fit using Equation 5.6, where for f  (x) a Gaussian distribution was used, since a Gaussian 
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Figure 5.5. PSF versus Fourier plane image of Au nanoparticle (a) Single 100 nm Au 
nanoparticle appearing as a dark spot when imaging using an APD. Scale bar is 200 
nm. (b) The m easured interference pattern recorded on an EMCCD of photons from 
an on-axis beam representing a nanoparticle on the optical axis. Scale bar is 1mm. The 
scale for the APD image indicates photon counts. For the EMCCD image, since this is 
a Fourier image, the background photons cannot be counted separately from the signal 
photons.
To obtain accurate fitting, the initial step consisted of fitting the one-dimensional 
fringe signal to a Gaussian shape to extract initial values for the center of the signal, 
envelope width (standard deviation), amplitude and background. The signal is then 
divided by the fitted Gaussian and least squares fitting is used with a harmonic function 
to find initial values for the fringe frequency, visibility and the phase. Finally, these two 
sets of initial values are used as initial param eters to obtain the nanoparticle position 
by fitting to Equation 5.6. The extracted values of 0  for the entire data set can be seen 
in Figure 5.6. As can be seen in the figure, the phase values for each stage position are 
constant, with a large step in value as soon as the stage is scanned. Due to the fact that 
this m easurem ent is a relative phase m easurement, the phase values can cycle through 
a maximum of 2n, which can be renormalized in the data analysis.
The param eter of w was used to discriminate poor localizations within the data sets. 
In some instances, the localization did not result in small residuals. In both of these 
cases, a small constrained random  perturbation of the initial values was applied several 
times, and the result with lowest residuals was selected. Averaging over each set of 100 
frames for each position of the nanoparticle yields an average value for the fringe spatial
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Frames
Figure 5.6. Phase values as a function of frame number. Phase values (green) and 
unwrapped phase values (blue) for the 400 frames captured (4 positions, 100 frames per 
position). The steps in the phase values correspond to the position of the nanoparticle 
with respect to the optical axis. Each distinct phase jum p corresponds to moving the 
stage to a new position with respect to the optical axis.
frequency of w = 0.18 pixel-1 with fringe visibility of j  = 0.91. A plot of the extracted 
phase, 0, for four different stage positions, each separated by 100 nm steps, is shown in 
Figure 5.7. The standard deviation of m easured values of 0  at each position is « 70 -  90 
mrad, and using the slope of the 0  versus x  curve (which is found by linear fitting), the 
corresponding localization standard deviation was calculated to be between 3 and 5 nm.
Smaller steps during this calibration experiment gave the same experimental results, 
thereby showing that calibration at 100 nm  steps is sufficient. The same calibration is 
shown in Figure 5.8 for 20 nm steps sizes. The phase values show a clear trend line, 
whose slope is nearly identical to the one shown in Figure 5.7. The phase values are a 
bit noisier, and this is due to the fact that the 20 nm step sizes were below the position 
accuracy of the Prior x y -scanning stage used in the experiments.
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Figure 5.7. Phase values as a function of scan position. Phase extracted from the 
interference patterns as a function of emitter position relative to the state position (red) 
and calibration curve obtained by a linear fit (black). The calculated standard deviation 
indicates that displacements as small as 5 nm can be clearly discerned.
The fringe frequency values were also extracted by fitting in the same m anner as the 
phase. The results are shown in Figure 5.9. The standard deviation was calculated by 
extracting the fringe period values for each position, and the largest standard deviation 
was 4.5 • 10-6pixel-1, which corresponds to 13.1 nm  in terms of localization precision. 
Therefore, a precise localization cannot be obtained using this method. However, a 
coarse localization may be extracted from this relationship, allowing for the elimina­
tion of any possible phase ambiguity that may result. When using the fringe frequency 
to obtain localization, one should consider the Nyquist criterion. The highest fringe 
frequency that can be used is determ ined by the pixel size P , i.e., 2n/w > 2P.
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Figure 5.8. Phase values as a function of stage position for 20 nm step size (red) and 
calibration curve obtained by linear fit (black). The slope of this curve is 0.01829 rad/nm , 
versus 0.01816 rad/nm  in the case of 100 nm steps. This deviation between the two 
values corresponds to a localization discrepancy of 2 nm over the full 2 n cycle.
5.3.2 Com parison to Gaussian Localization
To compare the localization precision of FILM to that of localization using a tradi­
tional Gaussian PSF in a confocal setup, 100 frames of a single nanoparticle were ac­
quired using the APD. A standard localization procedure was then applied to the data set 
by fitting these images to a Gaussian; the standard deviation of fitted Gaussian centers 
for these 100 measurem ents was « 10 nm. By measuring the emitted power from the 
sample, a comparison between the total photon flux incident on the APD with that 
incident on the entrance grating of the interferometer can be made. The photon count 
incident on the grating was 12 % higher than that on the APD, which accounts for only 
« 6% of the more than 50% improvement in localization precision.
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Figure 5.9. Fringe frequency values obtained by scanning the sample along the x -axis.
the system can result in phase values between 0 and 2n to eliminate ambiguity. Since 
the light that is incident on the gratings depends on the entrance angle f3, the course 
position of the nanoparticle can also be extracted using the fringe frequency, as is shown 
in Figure 5.9. Combining the less accurate fringe frequency dependence with the fine 
localization obtained using the phase values also eliminates phase ambiguity, which 
allows for coarse-grained scanning without loss of localization precision. Such a cali­
bration curve can be used to localize single nanoparticles given an extracted phase value 
from a Fourier domain interference pattern.
One has to consider the effect of a slight defocus on the obtained results. If the cali­
bration curve and the investigated nanoparticle are obtained on the same plane, a slight 
defocus will have no effect. If, on the other hand, the calibration curve is obtained using 
an emitter, which is in a different plane than the sample, the slight defocus will cause 
a constant phase shift of the fringes, thus resulting in a constant shift in the acquired
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position. If all the emitters have a constant shift in the estimated position, the constant 
shift can be eliminated by choosing an arbitrary particle as the origin and shifting all the 
localized locations accordingly.
5 .4  L o c a l iz a t io n  P r e c is io n  f r o m  I n te r f e r o m e t r i c  
F o u r ie r  Im a g e
As was discussed in Chapter 4, the Fisher information matrix allows for the calcu­
lation of the Cramer-Rao Lower Bound (CRLB). The CRLB gives the uncertainty in the 
location of a single emitter, and is given by VI -1 , defined in Equation 4.2. Analogous 
to the steps outlined in Chapter 4, the localization ability of a the modified OTF may be 
calculated. Again, I may be calculated by inserted the FILM signal in Equation 5.6, for 
q (x, y  ).1
When only the intensity is measured, the localization precision is inversely propor­
tional to the square root of the num ber of detected photons [8, 9]. This is referred to 
as the Gaussian PSF case. In this approach with the modified OTF, the extra phase 
information allows for an enhanced precision in the localization information, due to 
the fact that q (x, y) is a highly varying function. To elucidate this impact, the localization 
precision of the center of a point emitter was calculated, whose results are summarized 
in Figure 5.10.
The conventional Gaussian PSF fitting scenario (blue dashed line) shows the familiar 
1 /v N  dependence. The FILM case with ideal fringe visibility, j  = 1, shows the same 
1/n/N dependence, but with a scaling factor that yields an increase in the localization 
precision, as shown by the red dashed line in Figure 5.10. For the FILM results, an 
interferometer length of 1 m and a grating diffraction angle of 30° were assumed. The 
localization error is reduced by a factor of 2 compared to the conventional PSF Gaussian 
fitting.
Figure 5.11 shows the dependence of the localization ability for this m ethod as a 
function of background photons, when compared to the conventional Gaussian local-
1 While it is general convention to do localization methods in the image plane (since the spatial distri­
butions of the images of the sources are distinct), for single particles it is valid to do the localization in the 
Fourier plane as well [7]. This method only works for a single fluorophore in the field of view, since the 
signals are mixed in the Fourier plane. However, from analyzing the variation of the intensity gradients in 
























Figure 5.10. FILM versus Gaussian localization for signal photons. Theoretical analysis 
and simulation results of localization error of a single em itter as a function of the num ­
ber of photons for the conventional case (blue dashed), FILM with ideal fringe visibility 
(red dashed) and fringe visibility obtained in our experiments (black dashed lines). The 
localization error was calculated using the Cramer-Rao Lower Bound (CRLB). Solid red 
line indicates the localization error obtained in our numerical simulations.
ization methodology. The Gaussian simulation shows a steeper slope than the theoret­
ical CRLB, which is nearly flat. Localization via the FILM technique preserves this flat 
slope, showing the increased robustness with regard to background photons.
5.4.1 M onte-Carlo Sim ulations for FILM
To further test these investigations, one-dimensional Monte-Carlo simulations were 
performed to test the ability of FILM to improve localization precision. In these sim ula­
tions, the same configuration was used for which the CRLB curve had been calculated. 
The first step is the generation of a calibration curve using a noise-free scenario in a 
range of positions from -50 nm to 50 nm. Only one single em itter was simulated at a 
given time, in which the signal f  (x) = OTF(x) is calculated and imposed the interference 
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Figure 5.11. FILM versus Gaussian localization for background photons. Localization 
error obtained by numerical simulations of a single em itter as a function of background 
photons, with constant signal photons N  =1000, for Gaussian PSF, FILM. For com pari­
son, CRLB curve when N  = 1000 is also shown.
Since the Fourier domain signal may be distributed over m any pixels, thus decreasing 
the signal-to-background ratio, the image was demagnified by a factor of 6.8. This kind 
of demagnification can be implem ented using a simple beam expander, or in the 4 f  
system itself.2
The nanoparticle position was randomly selected between -30 nm and 30 nm for 
each iteration, and shot noise was added by sampling a Poisson random process with 
a mean value that corresponded to each individual pixel value. The localization was 
performed in a similar m anner to that of the experimental data. Since Monte-Carlo 
simulations require m any repetitions, accuracy was sacrificed to gain faster fitting by
2 If the demagnification is to be implemented within the 4 f  system, care must be taken to not decrease 
the sensitivity of the system. The angular deviation of the optical beam is reduced by the same ratio as 
the beam diameter, as the 4 f  system is a linear transformation. This is the primary reason a one-to-one 
magnification in the 4 f  system was used in these experiments.
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omitting the random  perturbation to initial parameters when the fitting residuals were 
large. The localization error was calculated as
kxrms = \ J E { (x -  xo)[, (5.10)
where x0 is the real position of the nanoparticle, and x  is the calculated position. The 
expectation E{...} was taken over all ofthe iterations for asingle photon countvalue. The 
results can be seen in Figure 5.10 as the solid red line. As seen in the figure, the local­
ization error in FILM is smaller than the theoretical limit in the case of the conventional 
m ethod of localizing a Gaussian PSF.
Background photons are known contributors to localization error [8]. To test its 
effect on localization precision using FILM background photons were added to each 
pixel and shot noise was introduced by sampling a Poisson random  variable with mean 
that corresponds to the sum signal and background values. For the simulations, a pho­
ton count of N  = 1000 was assumed. The single em itter was then localized using the 
fringe-fitting method, and compared to conventional Gaussian fitting of a single emitter 
in the conventional case. For the conventional Gaussian case, a pixel size of 50 nm. Fig­
ure 5.11 shows that for these simulations, the Fourier plane localization is less sensitive 
to background noise. This is seen by inspecting the slope of the curves. Further, at N  = 
1000, even when the background is 10 photons/pixel, the localization error is lower in 
the case of FILM than the CRLB limit for Gaussian PSF.
5 .5  L o c a liz in g  S in g le  P a r t i c le s
To show that it is possible to localize actual single emitters using the proposed tech­
nique, the next step involved imaging three nanoparticles separated approximately 2 
fxm from each other, as shown in Figure 5.12, top. Using a calibration curve, the position 
of each nanoparticle relative to the illumination center could be determ ined from the 
m easured phase values as the sample was scanned along the axis connecting the three 
nanoparticles. The actual nanoparticle position was then determ ined by x = x0 + mL, 
where x0 is the estimated position relative to the illumination beam (i.e. position within 
the scanning pixel), m  is the scanning pixel index and L is the scanning step. The scan­
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Figure 5.12. Localization of three nanoparticles (yellow spheres, not drawn to scale), at 
positions x0, 2L+ x1, 2L+ x2, where L is the scanning pixel (step) size, using conventional 
Gaussian m ethod (gray) of the nanoparticles from the APD image, and FILM (red). The 
values obtained by conventional fitting of the Gaussian PSF from the APD image are 0, 
2067 nm, and 4160 nm. For the phase fitting using the FILM technique, the values are 0, 
2099 nm, and 4150 nm. The widths of the Gaussian profiles correspond to the expected 
standard deviations of localization using both methods. Top: APD image. Scale bar is 1 
^m .
To calculate the positions of the three nanoparticles, the left nanoparticle was used 
as the reference point, x  = 0. A calibration curve was then used to find the position of 
the middle and right nanoparticles relative to the left nanoparticle. For comparison, 
the three nanoparticles were scanned conventionally in confocal mode (with 40 nm 
step size) and imaged onto the APD. A conventional Gaussian localization algorithm 
was then applied to the image data, again using the position of the left nanoparticle 
as a reference. The results of the two fitting techniques are shown in Figure 5.12 and 
dem onstrate good agreement with each other, indicating that the FILM scheme can be
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used to localize single emitters. Slight discrepancies in values between the two methods 
can be attributed to the position of the scanning stage, which has positioning accuracy 
of 50 nm. Importantly, the phase-sensitive approach yields more precise localization 
even though the sampling density for the scan was very low (1 pm  step size), compared 
to the conventional confocal localization with 40-nm step size. In the case of the APD, 
the scan covered an area of 7 pm  by 2 pm, with a 40 nm scanning pixel size and 1.5 ms 
pixel dwell time, for a total image acquisition time of « 13 s. Measuring the position 
via the phase value of the fringes in the FILM signal, only 7 frames of the EMCCD were 
acquired over the 7 micron scan along the x  direction, as only one data point per single 
nanoparticle is needed to estimate the position. At a 50 ms frame rate, the acquisition 
time was 350 ms, over an order of m agnitude faster than that with the APD.
In the above m easurements, backscattering of the laser from the sample leads to a 
specific fringe pattern, which is altered by the presence of a nanoparticle in the laser 
focus. To determine which scan positions have nanoparticles, the flip mirror was used 
to deflect the collected signal onto an APD to acquire a conventional confocal image 
of the scan area. At scan positions corresponding to nanoparticle locations, the fringe 
pattern image of the scan area exhibits a clear shift in phase relative to the Gaussian 
envelope function that defines the interference zone. For dark-field or fluorescence 
imaging, where the signals are expected to be positive (larger than background) the use 
of an APD would be completely redundant since the fringe pattern would appear on the 
camera only when the scattering nanoparticle is within the laser focus.
5 .6  F o u r ie r  I m a g in g  L o c a l iz a t io n  C o n c lu s io n s
This chapter showcased that localization precision for isolated scatterers/em itters 
could be enhanced by extracting phase information from the scattered/em itted pho­
tons. The phase can be m easured by allowing photons to interfere in a Mach-Zehnder 
interferometer positioned between the microscope objective and detector. By com ­
bining such a phase m easurem ent technique with conventional localization schemes, 
the achievable precision of localization-based techniques can be increased significantly. 
Alternatively, the same localization precision can be achieved with fewer detected pho­
tons, which will allow for fast imaging of low quantum-yield samples. Furthermore, this
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technique allows scanning of the sample with larger scanning steps than conventional 
scanning systems, allowing for faster scanning. For example, the total scanning time 
that was required to generate the APD image in Figure 5.12 was approximately 15 sec­
onds, compared to 350 ms required to scan the same 7 im  range via the FILM method. 
This scanning speed corresponds to 300 /im  for a full 15 s scan time. This technique also 
shows that regardless of scanning pixel size, which was 1 im , nanoparticles or a single 
point source may be localized to extremely high precision. Furthermore, localization 
techniques using phase extraction from Fast Fourier Transform methods of the inter­
ference fringes may allow significantly faster localization estimations w ithout the need 
for computationally intensive numerical fitting routines. For more on this method, see 
Appendix E.
This technique also can be applied for particle tracking of single metal nanoparticles 
(or any m onochrom atic scattering/absorbing point source). Extending the technique 
to super-resolution microscopy requires adapting the proposed m ethod to previously 
suggested nanoscopy methods using metal nanoparticles [10-12]. In addition, applying 
the same principles to noncoherent fluorophore emission by allowing the broad-band 
beams to interfere in the same place by applying optical-path-length correction, which 
may be a subject of future work, which can result in Fourier domain super-resolution 
imaging technique with enhanced resolution of more conventional fluorescent micros­
copy fluorophores. To extend this principle to two-dimensional localization, two-dim en­
sional gratings are required, with two additional mirrors that will reflect the light back 
to interfere on the camera, in the same m anner as in one dimension. One can then find 
the phase shift in x  and y  independently to obtain the x  and y  position of the single 
emitter. Since the localization in x  and y  is done independently (separability of the 
Fourier transform), the theoretical analysis is valid for two-dimensional localization.
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CHAPTER 6
O U T L O O K  A N D  F U T U R E  D IR E C T IO N S
This dissertation has demonstrated, within the field of localization microscopy m eth­
ods, that through the use of an transmission-based interferometer system in the de­
tection path, that it is possible to localize the position of a point-source beyond the 
conventional a / V N  dependence that is standard for conventional Gaussian fitting. Of 
the two methods, the modification of the PSF of point-sources will prove most adaptable 
to conventional localization methods, since most localization-based methodologies are 
wide-field systems that are flexible in their detection configuration. Numerous tech­
niques for improving the localization ability of systems involve complicated optical set­
ups. Systems that aim to increase resolution by increasing the effective numerical aper­
ture of the instrum ent usually do so via two opposing objectives, which makes aligning, 
and maintaing proper alignment, extremely difficult. STED microscopy, which produces 
sub-diffraction-limit confinem ent at the sample, are extremely complicated optically to 
build and maintain. STED systems require high-power lasers, increasing their cost, and 
the alignment of the two beams m ust be carefully maintained.
The systems described here, by contrast, are relatively simple. In the case of the 
PSF self-interference, the grating system is reliable and easy, and with the proper en­
gineering, could easily be attached to a conventional microscope body. As is always 
the case with localization methods, the localization algorithm is an im portant factor. It 
is im portant in both the speed at which data can be processed and also the accuracy 
involved with candidate detection and isolation within individual frames, and the local­
ization accuracy of the algorithm itself. The modification to conventional algorithms to 
incorporate the fringe m odulation in the data fitting process has proven to be more of a 
challenge in terms of speed, but not in its accuracy.
The remainder of this chapter will be focused on two main points. The first are
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improvements to the grating system from its current configuration and design. The 
second is more general in scope, and discusses methods with which to combine opti­
cal super-resolution m ethods with those of electron microscopy, of which preliminary 
results will be presented.
6 .1  Im p r o v in g  th e  T r a n s m is s io n  G r a t in g  I n t e r f e r o m e te r
While Chapters 4 and 5 discussed methods to localize point-sources below the con­
ventional localization limit for Gaussian distribution sources, they were limited by two 
key factors. The first of these is that the current form of the interferometer is purely 
monochromatic. While interferometers offer extremely precise detection capabilities, 
and are used in num erous branches of research and academic settings, they are gener­
ally a monochromatic implementation. In the experimental results highlighted in this 
dissertation, each instance used Rayleigh scattering from gold nanoparticles of X = 561 
nm. The num erous m ethods that have been devised to incorporate fluorescent markers 
into biological systems, and the advantages they offer, become extremely limited if the 
marker is a large, bulky nanoparticle.
The second is the fact that the increase in the localization precision is only along 
the grating axis. In these experiments, the localization improvement occurs only along 
the x -axis, while the y -axis follows conventional Gaussian localization statistics. Monte- 
Carlo simulations showed that while localization accuracy was improved for both x  and 
y  cases when the one-dimensional gratings were rotated at a 45° angle, the improvement 
was not nearly as large for gratings that offered m odulation in both the x  and y  axes. In 
real biological samples, which follow their own internal organizational structure and not 
those imposed by an external axis on a detector, the limited availability of more isotropic 
(i.e., two- or three-dimensional) localization improvement is limited in scope. While the 
types of systems that are suitable for study are limited, one such type would be the study 
of molecular motors in in vitro-type experiments. The reason that these would be useful 
biological systems to study is that molecular motors travel along microtubule filaments 
and follow a quasi-one-dimensional path, which can be oriented along the axis of the 
gratings of the interferometer.
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6.1.1 Broadband Diffraction Grating System
The first of these improvements to the grating system is illustrated in Figure 6.1(a). 
By replacing the mirrors with appropriate gratings, shown as G2 and G3 in the figure, 
the system can be simply modified to become a multiwavelength interferometer. Each 
wavelength will diffract from the first grating, G1, at a unique angle a A. They will then 
diffract at G2 and G3 (see caption for details) and recombine at the last grating in the 
system, G4. Each wavelength will have its own unique optical path length, which is not 
the case in the current configuration. In the current layout of the interferometer, only 
the wavelength of light that the system is aligned to, A0, will recombine at the second 
grating, or image plane. Since the angular deviation of the emission incident on the first 
grating is wavelength dependent, the spatial position of the image plane is wavelength 
dependent as well. As a result, for A < A0, the focal position is before the second grating, 
and for A > A0, after the second grating. This shift in the focal position can be mostly 
filtered out in the lens relay system, thereby increasing the fidelity of the signal. By 
replacing the mirrors with gratings, the focal plane at grating G4 becomes wavelength 
independent. Thus, the grating system can be manufactured to image broadband, fluo­
rescent sources, while still modifying the PSF.
As an example of the ability to use fluorescence to produce a modified PSF, two 
fluorescent samples were imaged through the interferometer. If the spectral bandwidth 
is kept to as narrow a bandpass as possible, the current configuration of the interfer­
ometer system can image fluorescent sources. These modified PSFs can be seen in 
Figure 6.2. In both instances, a spatial filter was placed within the lens relay system 
to block the spectral bandwidth of the emission incident onto the camera .1 Since the 
spectral bandwidth is narrowed to such a small window, the emission signal incident 
onto the camera is greatly reduced. The first such sample was a very dense fluorescent 
dye sample placed upon a coverslip, with the spatial location of the emission coming 
from the confinem ent of the focused excitation beam. The fringes are clearly visible. 
In part (b), a single fluorescent bead, 100 nm in diameter, was imaged. While dim,
1Since the focal position within the interferometer system is wavelength dependent, the out of focus 
light may be blocked by the appropriate use of spatial filters within the lens relay system. One filter was 
placed before the first relay lens, and one placed in the middle of the lens relay. These were adjusted until 
maximum fidelity was observed.
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Figure 6.1. Two methods to improve the grating system. (a) Four grating system to allow 
for the use of broadband sources. The use of a further two gratings (G2 and G3) in place 
of mirrors allows for the use of broadband fluorescent sources. Each wavelength has its 
own unique optical path through the system, and will recombine at the second grating. 
G2 is optimized for the +1 order, while G3 is optimized for the -1 order. (b) Two-dimen­
sional grating system for use in Rayleigh scattering experiments. Here, the first and last 
gratings are two-dimensional gratings to split the signal into x  and y  components. The 
signals recombine at the second grating, producing a modulation in the PSF in both the 
x  and y  directions.
the fringes are still visible. The PSFs of the two images are elongated along the x -axis. 
Again, this is a function of the wavelength dependence of the focal position within the 
interferometer.
6.1.2 Two-Dimensional Grating System
Another improvement for the system can be the generation of gratings that diffract 
the signal not only along the x -axis, but along the y -axis as well. Two-dimensional grat­
ings will offer the advantage of improvement in the localization ability in both the x  and 
y  directions in the sample plane, making the imaging modality m uch more convenient 
and relevant for biological imaging. Such a setup m aybe see in Figure 6.1(b).
Recall that the simulations from Chapter 4 utilized a PSF that was modified along 
both the x  and y  axis. This was shown in Figure 4.7. As shown in Figure 6.1(b), the 
system is constructed with four mirrors, indicating that this iteration is monochromatic. 
This does not have to be the case; the mirrors can be replaced with the appropriate 
gratings, to produce a broadband grating system that is capable of imaging fluorescent
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Figure 6.2. Two examples of interference observed over the PSF within the interferom ­
eter configured in imaging mode (as presented in Chapter 4). (a) EMCCD image of a 
dense fluorescent dye. The fringes are noticeable. Due to the density of the sample, 
the PSF shape originates from the focused excitation beam. (b) EMCCD image of a 
single fluorescent latex bead, 100 nm in diameter. While dim, the fringes are noticeable. 
For both images, the spectral bandwidth was reduced by a spatial filter in the lens relay 
system. This also has the effect of drastically reducing the signal incident on the camera. 
The dense bead sample in (a) provides an incredibly strong signal. The single bead in (b) 
is difficult to image due to the large reduction in the spectral bandwidth of the emission 
reaching the detector. Scale bar: 0.5 im .
markers. Of course, the downside to this is that signal is lost at every grating used, so the 
overall signal will be weaker, but capable of imaging bright fluorescent samples with lo­
calization improvement along both the x  and y  axes. Construction of a two-dimensional 
grating system is basically reduced to an engineering and optimization problem.
6 .2  C o r r e la t io n  F lu o r e s c e n c e  a n d  E le c t r o n  M ic ro s c o p y
Due to the nature of the method, localization microscopy is best suited for imaging 
fixed samples. Since the active state of the fluorophores is extended in time (recall 
Figure 3.11), the acquisition times required for imaging cycles are longer than conven­
tional methods. This limitation makes live-cell imaging more of a challenge. For cells or 
samples that have been fixed and immobilized, and do not move, shift, or change shape
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like a live sample would, the acquisition time required is not significant.2
Another drawback to localization m ethods is that to produce an image with defin­
able resolution and features, the marker proteins m ust form a quasi-continuous struc­
ture. This is why microtubules and actin filaments are so often used as benchmarks 
for localization microscopy images, and as test samples for new methodologies within 
the field. They form well-defined, long structures that easily lend themselves to char­
acterization. If the protein target in question is a protein that is sparsely distributed, or 
localized only around certain structures in the cellular architecture, then the localization 
image will be reduced to an image of distinct areas of marker clusters.
The problem with such images is that they can lack context, and fail to put the target 
proteins within the larger framework of the cellular environment. Since the only sig­
nal is coming from the proteins of interest, the associated structure and environment 
surrounding the protein is left unresolved. As was shown in the opening chapter, elec­
tron microscopy provides an excellent imaging m ethod to view the structure and envi­
ronm ent of the cell. In a sense, electron microscopy and fluorescence microscopy are 
complimentary methods. Electron microscopy offers very little in the ability to tag and 
image specific target proteins, but gives a beautifully detailed image of the components 
of a cell or sample. Optical microscopy is only selective to target proteins, and highlights 
their location, while failing to give the over-arching picture of the host environment.
As a (perhaps) crude analogy, imagine a bird’s eye-view of the campus of the Univer­
sity of Utah. A satellite image of campus would give the location of the buildings, their 
proximity to one another, and their size. Students would be seen walking between build­
ings, and from the image, it would be possible to estimate on the num ber of students on 
campus, or the buildings that receive the heaviest am ount of student traffic. If the goal 
was to isolate the physics or biology majors from the larger group of students, however, 
the satellite image would not offer that ability.
On the other hand, if the physics and biology majors could be m onitored by say a 
GPS locator, their movements and location could be followed. Such an “image” would
2Furthermore, localization microscopy methods use high laser intensities, which cause photo-damage 
and photo-toxicity in live samples. For a fixed sample that is no longer living, this is not as much of an 
issue.
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reveal their location, but not their environmental surroundings. The students could be 
filtered from the larger crowd of University of Utah students as well. W hat is m ost useful, 
however, is the combining of both types of imaging. The satellite imagery gives the 
structure, organization, and layout of the campus. GPS tracking could isolate the physics 
and biology majors, and allow for their location to be pinpointed on the overall image of 
the campus. Localization microscopy offers the ability to tag individual proteins, while 
electronic microscopy gives a detailed image of the structure of the cell. Combining 
the two types of imaging would allow for the direct placem ent of proteins within the 
organizational superstructure of the cell. Combining the two methods is collectively 
known as correlation microscopy.
6.2.1 M ethodology of C orrelation Microscopy
In order to perform correlation microscopy, the same sample m ust be imaged in both 
an optical localization microscope, and on an electron microscope, either a scanning 
or transmission microscope. The actual experimental preparation to allow for imaging 
in both types of instrum ents is complicated, but is possible with the correct sample 
preparation and imaging parameters. [1] For imaging on an electron microscope, the 
sample m ust be dehydrated (since electron microscopy is done in vacuum), em bedded 
in a plastic resin, and coated with either an electrically conducting material (scanning 
electron microscopy) or a electron dense material (transmission electron microscopy). 
For a sample using fluorescent proteins, this step would usually denature the proteins 
within the sample, thus destroying their fluorescence capabilities. Using organic dyes in 
the place of proteins is possible as well, but care m ust be taken since the dyes are added 
to the sample prior to imaging, where they bind to the target protein. Fortunately, the 
resins used to encase the samples for electron microscopy are permeable to the buffer 
solution required for to cause blinking (see Section 3.2.2).
If the sample is imaged optically first, kept partially hydrated, and the final steps 
required for electron microscopy imaging done after optical imaging, localization m i­
croscopy is possible. Since samples for electron microscopy are extremely thin (on the 
orders of tens of nanometers), the optical images from electron micrograph samples
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can be quite good, since there is low background from out-of-focus fluorescence.3 The 
sample can then be prepared for electron microscopy, and imaged.
The problem then becomes — how are the two images registered to each other? The 
field of view of the optical microscope and the electron microscope will not be identical, 
nor will the orientation of the samples within the respective instruments. Also, the final 
steps required for imaging in an electron microscope subtly distort the sample, since it is 
being dehydrated and then coated .4 This issue is overcome by the use of fiducial markers 
that are visible in both the optical and the electron microscopy images, where either 
latex beads or gold nanoparticles may be used as fiducial markers. These are placed 
upon and adhered to the sample before imaging them on a microscope.
6.2.2 Fiducial M arkers and Error Registration
Latex beads or gold nanoparticles5 offer long-lasting, bright sources of fluorescence. 
With the proper selection of beads, or size of gold nanoparticles, their emission fluo­
rescence may be in a spectrally distinct bandpass than the emission signal from the 
sample. For electron microscopy, the latex beads will appear as bright regions within the 
image,6 while gold nanoparticles will appear as dark circles within the image since they 
are electron dense. Since the latex beads and the gold nanoparticles will appear in both 
images, and in the same position, they serve as fiducial markers between the two images. 
If the coordinate transformation to map the fiducial marker locations from the optical 
image to the electron image can be calculated, then the whole optical image can be 
transformed to map to the coordinate system of the electron micrograph image.7 Such
3Using organic dyes is harder, since it is more difficult to remove excess dye from the sample com ­
pletely. If fluorescent proteins are used, this is not a problem. Fluorescent proteins, however, do not have 
the photon yield of organic dyes.
4Scanning electron microscopy coats the sample in a carbon powder film, while transmission electron 
microscopy coats with a thin-layer of a heavy metal.
5With the correct size and the correct excitation wavelength, gold nanoparticles can fluorescence 
through resonant frequency excitation of surface plasmons.
6Latex beads will accumulate charge, and hence repeal any incident electrons.
7The optical image is mapped onto the coordinate system of the electron micrograph because the 
sample undergoes deformations during the sample preparation stage. Also, the optical localization image 
contains much less structure within the image than the electron micrograph, and suffers less as a result
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a procedure will then map the fluorescence from the sample onto the cellular structure 
imaged by electron microscopy.
The transformation algorithm that maps the optical image to the coordinate system 
of the electron micrograph uses an affine transformation. In an affine transformation, 
the x and y  dimensions may be scaled and sheared independently, while also allowing 
for translation. It is a linear transformation, and the mathematical relationship is given 
by
[u, v ] = [x ,y ,1 ] * T -1, (6 .1 )
where the vectors u and v are the transformed, target coordinate system, x and y are 
the base coordinate system, and T is a 3x2 transformation matrix. An example of this 
transformation may be seen in Figure 6.3.
The uncertainty in the calculation of the matrix T is dependent on the num ber of 
fiducial markers in the sample, and their spatial distribution within the sample itself. To 
calculate the uncertainty in the transformation, the error for a given fiducial marker (A - 
E, shown in Figure 6.3) is calculated by removing that particular fiducial marker from the 
image registration algorithm, and running the registration algorithm with the remaining 
fiducial markers in the data set. The difference in location between the two markers is 
then calculated, and the geometric distance between the two is reported. This gives 
an estimation for the local error between the optical and electron micrograph images 
within the region of a given fiducial marker. Figure 6.4 illustrates the error associated 
with each of the fiducial markers shown in Figure 6.3.
Figure 6.5 shows the result of m apping the diffraction-limited optical signal onto 
the low magnification cross section of the C. elegans. Part (a) of the figure is the low 
magnification electron micrograph, while part (b) shows the overlay of the transformed 
diffraction-limited optical signal overlaid on top of the image. The tagged protein is a 
protein associated with the calcium channels of muscle cells, and localizes to the muscle 
tissue shown along the side of the worm, as can be seen in the figure. The fluorophore 
used is tdEos.8
of the transformation.
8Photo-convertible proteins undergo a color conversion in their emission upon excitation by ultravio-
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Figure 6.3. Images of the diffraction-limited fluorescence image from a cross-section 
of a C. elegans nematode. This is the entire diffraction-limited optical signal from the 
sample (of only which a part is shown in Figures 1.5 and 1.3). The signal is coming from 
ryanodine receptors (calcium channels) that are tagged with the fluorescent protein 
tdEos. Fiducial markers within the two images are circles in white, and correspondingly 
labeled A - E. Note the change in the values of the scale bar in the two images. (a) The 
original diffraction-limited optical image. Scale bar: 10 ^m . (b) The same optical image 
as in (a), but now transformed by an affine transformation to map onto the coordinate 
system of the electron micrograph sample specimen, derived from the coordinate trans­
formations of the fiducial markers. As the reader can see, the image is both rotated and 
scaled. Scale bar: 20 ^m . Sample preparation and data collection by the Jorgensen Lab, 
University of Utah.
In the top right of Figure 6.5, three high magnification images were taken, which are 
overlaid onto the low magnification image. Figure 6.6 shows a close-up view of one of 
these high magnification images. Part (a) of the figure shows just the high resolution 
electron micrograph, w ithout any fluorescence overlay. Part (b) shows the diffraction- 
limited optical image super-imposed. Due to the disparity in resolution between the 
two, the underlying electron micrograph is obscured. If the localization microscopy 
image is used instead, as is shown in (c), then the mapping of the optical signal to the 
electron micrograph can be better resolved. A further closeup may then be seen in part 
(d). However, care m ust be taken in the information taken from this image. The area of 
this image is near fiducial marker “C”, from Figures 6.3 and 6.4, which has « 275 nm  of








A B C D E
Fiducial M arker
Figure 6.4. Error in the optical and electron micrograph image registration (in nanom e­
ters) between the optical and electron micrograph registration for each fiducial marker. 
The calculation of the error is described in the main text. As can be seen from the plot, 
the error is quite large, well above the localization uncertainty for the fluorophores in 
the optical image. Since the actual num ber of fiducial markers used in this example was 
only five over « 80 ^m , it can be expected that the error would be large. Further error 
is exacerbated by the fact that the low magnification electron image suffers from lateral 
distortions. This is due to the fact that the scan size that this image required is extremely 
large for a scanning electron microscope, and the field correction for such a large field of 
view is not entirely homogenous. Electron microscopes, since they use electrons instead 
of photons, m ust use electromagnetic “lenses” to steer the electrons, which are harder 
to engineer for a flat field of view than conventional glass lenses for light.
error associated with the optical and electron micrograph images. This large am ount of 
error is associated with the image being near the edge of the low magnification electron 
micrograph, where the distortion effects are the greatest. Due to the low num ber of 
fiducial markers, it is difficult to calculate a proper transformation matrix.
Further work through members of the Jorgensen lab has been done in the area of 
increasing the fiducial marker density within the samples (data not shown). One m ethod 
is to use fiducial markers whose fluorescence signal is outside of the spectral region of 
interest for the sample. That way, the fluorescence signal from the fiducial markers will
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Figure 6.5. Correlation optical and electron microscopy image at the diffraction limit. 
Low magnification images of the cross-section of the C. elegans sample taken on a 
scanning electron microscope. This is a relatively large field of view for a scanning 
electron micrograph. (a) Electron micrograph of the entire cross-section. Three high 
magnification images may be seen in the top right of the cross-section. (b) Same elec­
tron micrograph, with the diffraction-limited optical signal super-imposed on top. Scale 
bar: 20 ^m . Sample preparation and data collection by the Jorgensen Lab, University of 
Utah.
not mask the underlying signal from the sam ple .9 The higher num ber of fiducial markers 
will increase the precision of the alignment registration. Another m ethod is to take 
num erous high magnification images, and to stitch them all together into a composite 
image. The field distortions for each individual image will be greatly reduced, further 
improving image registration.
Figure 6.7 illustrates an example of this technique. Three high magnification images 
(as seen as the region of higher contrast in the top right of the images in Figure 6.5) 
are shown having undergone an autocorrelation routine to superimpose the images 
on top of each other. The data acquisition is as follows. A low magnification image is 
taken to identify a specific region of interest for high magnification imaging. Due to the 
smaller field of view of the high magnification images, multiple images m ust be stitched 
together to form a large field of view that is useable for correlation studies. The high 
magnification images are taken such that there is a slight overlap between the fields of
9The sample shown throughout this chapter suffered from the fiducial fluorescence and the fluorescent 
protein used (tdEos) having similar emission spectrums. If the density of the fiducial markers had been 
too high, then they would mask a large percentage of the region of interest.
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Figure 6 .6 . Correlation optical and electron microscopy image using localization m i­
croscopy Close-up detail of Figures 6.3 and 6.5. (a) Detailed image of a high magnifica­
tion electron micrograph of a section of the C. elegans. (b) Same close-up section with 
the diffraction-limited signal super-imposed. Due to the diffraction limit, the optical 
signal just masks and hides the underlying structure, giving little useful information 
regarding the localization of the fluorescent proteins in relation to the electron micro­
graph sample. (c) Super-resolution image of the signal from (b). The location of the 
proteins may now be better discerned, giving more information regarding the location 
and functionality of the protein in question. (d) Image of the section of the image 
outlined by the white box in part (c). Scale bar: 1 ^m . Sample preparation and data 
collection by the Jorgensen Lab, University of Utah.
view of successive images. Due to the common imaging region, two fields of view may 
be stitched together into a composite image, and further images subsequently added.
The images are registered to each other via a normalized cross-correlation algorithm. 
Generally speaking, a cross-correlation is a comparison between the values of a parent 
image, A(Ma , NA), and a template matrix, B(Mb, NB), where B either partially or com ­
pletely overlaps onto A. It is mathematically com puted as
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Figure 6.7. Composite image of three high magnification electron micrograph images. 
The field distortions are m uch lower when using a scanning electron microscope at high 
magnification, since the range of scan angles is m uch smaller. To compensate for the 
smaller field of view, multiple high magnification images m aybe stitched together. This 
is done through image cross-correlation. Slight contrast differences exist due to regions 
being imaged twice. Since the field distortions are minimized w hen using high m agni­
fication scans, the registration between the optical and election micrograph images will 
be more precise, and the error correspondingly lower. Scale bar: 2 pm.
Ma—1 Na—1
C [ i , j ) = ^  A (m, n) B * (m + i , n + j ), (6 .2)
m=0 n=0
where 0 < i < MA + MB — 1, and 0 < j  < NA + NB — 1. C [i , j )  has its maximum value for 
given indices i and j  when the two matrices are aligned such that they are shaped or 
overlap as m uch as possible. The template B is indexed over the parent image A , and C 
com puted for each value of i and j . Generally speaking, the more structure and features 
present in an image, the greater the correlation values will be. Fortunately, electron 
micrographs images are rich in structure, and well suited to correlation studies.
To account for intensity variations between two images, it is customary to calculate 
the normalized cross-correlation. The normalized cross-correlation may be calculated
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, , Lx,y [ f  (x, y ) -  U A [t (x -  », y  -  v) - t  ] 
r  V ,v ) = ----------------------------------------------------------------1 , (6.3)
(ix ,y  [ f  (x, y ) -  f v v ] 2 Ix ,y  [ t (x -  V  y  -  v) -  t ]2) 2
where f  corresponds to the image in question, t is the m ean of the template, and f , ,v is 
the m ean of f  (x, y) in the region under the template. As is illustrated in Figure 6.7, this 
m ethod works quite well for the high resolution images.
6.2.3 Synaptic Function Studies
The focus of the sample shown in this chapter has been on the localization of a single 
protein within the context of the cellular environment, namely that given by the context 
of an electron micrograph image. A further advantage of localization microscopy is the 
ability to determ ine and quantify the spatial coordinates of two proteins with respect 
to each other. This can be achieved by tagging two distinct proteins with two different 
fluorescent markers that have nonoverlapping emission spectra. The emission signal of 
the two can be spectrally separated, and viewed independently. As an example of this 
ability, consider the example shown in Figures 6.8 and 6.9 of a synaptic junction within 
a C. elegans nematode.
The images shown in Figure 6.8 are those of a chemical synapse, showing a synapse 
formed between a neuron and a muscle cell. The synaptic cleft is the extracellular space 
between a presynaptic terminal (neuron) and postsynaptic cell (muscle), into which 
the chemical cargo from the axon is released. The postsynaptic cell contains chemical 
receptors within its cell m em brane that detect the chemical cargo released from the 
axon. Structures called synaptic vesicles within axons transport these neurotransm itter 
chemicals, and release their cargo upon interaction with the cellular m em brane near 
a structure called the dense projection. The dense projection is located within an area 
of the neuron known as the active zone .10 The typical spacing of the synaptic cleft is « 
20-40 nm, while synaptic vesicles are « 30 nm in size.
as 5
10The active zone is the region of the axon membrane where synaptic vesicles interact with the cellular 
membrane and release their cargo.
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Figure 6 .8 . Electron micrographs of a neurom uscular junction in a C. elegans nematode. 
(a) Electron micrograph with cartoon illustration of key structural components. Synap­
tic vesicles within a synapse fuse with the plasma m em brane proximal to the dense 
projection, releasing their cargo into the synaptic cleft. The chemical cargo is detected 
by receptors on the postsynaptic cell, in this case a muscle cell. (b) Key components of 
the active zone of a synapse. MT: mitochondria. SV: synaptic vesicles. DCV: dense core 
vesicle. DP: dense projection. Scale bar in all images: 100 nm. Sample preparation, data 
collection and images by the Jorgensen Lab, University of Utah.
Synaptic vesicles interact with the plasma m em brane through interactions with syn­
aptic vesicle and plasma m em brane proteins, where they dock and fuse 11 with the plasma 
m em brane and release their cargo. The dense projection appears to be the organizing 
center of the synapse and may be the home of presynaptic calcium channels and the 
major site of synaptic vesicle fusion. This interaction provides a system that can be well 
studied through the use of two-color investigations. Figure 6.9 shows a localization m i­
croscopy image of an interaction between two proteins associated with synaptic vesicles 
and the dense projection. The worm strain used in the images in Figure 6.9 is a strain 
where the native synaptotagm in-1 (snt-1 ) gene has been replaced with a modified vari­
ant of synaptotagmin-1 fused with a SNAP tag (synaptotagmin-1::SNAP) and with the 
orange organic dye TMR-Star (synaptotagmin-1::SNAP::TMR-Star).12 Synaptotagmin is
11 The actual model is still under investigation.
12 Recent techniques, SNAP [2] and HALO [3], use suicide enzymes conjugated to the target protein in 
place of fluorescent proteins. Organic dyes are introduced to the cellular environment, where they bind to 
the suicide enzymes. The dye is then washed from the cell, leaving only dye attached to the target protein.
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Figure 6.9. Localization images of the structure of a synapse in C. elegans. (a) Localiza­
tion microscopy image of two proteins associated with the dense projection and synap­
tic vesicles, synaptotagmin-1 [snt-1] (green circles) and RIM (red circles). Synaptotag- 
min is the calcium sensor protein present in the m em brane of synaptic vesicles. RIM is 
the dense projection protein required for the regulation of synaptic vesicle exocytosis. 
The image is rendered such that each individual localization is scaled as a spherical 
object with radius equal to the uncertainty in localization. The clear spatial distinction 
between the two proteins, within two adjacent and touching biological structures, is 
clearly visible. (b) “Diffraction-limted” image of (a). Unlike part (a), each localization is 
rendered as a 250 nm sphere. The size of each sphere causes them to merge together, 
effectively blurring and lowering the resolution of the image. The boundary between 
the two proteins is no longer discernible. Scale bar in all images: 100 nm. Sample 
preparation and data collection by the Jorgensen Lab, University of Utah.
the calcium sensor for synaptic vesicle and is an integral synaptic vesicle mem brane 
protein. The second modification to the worm strain is an insertion of the dense pro­
jection protein RIM fused with a Halo tag (RIM::Halo). This protein localizes exclusively 
to the dense projection. RIM::Halo is labeled with the dye SiR (RIM::Halo:SiR), a near-IR 
fluorescent dye. Both proteins of interest now have two different color dyes attached, 
and can be individually localized simultaneously in the same specimen.
The image in Figure 6.9(a) shows a single presynapse imaged in an intact C. ele- 
gans labeled with synaptotagmin-1::SNAP::TMR-Star and RIM::Halo::SiR. The localiza­
tion image is rendered such that each individual localization of the fluorophore is dis­
played as a sphere. The green circles are synaptotagmin-1::SNAP::TMR-Star (the synap­
tic vesicle protein) and the red circles are RIM::Halo::SiR (the dense projection protein).
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The spatial boundary between the two proteins can be clearly seen in the figure. Due 
to the extremely close proximity between the two proteins, conventional diffraction- 
limited imaging would not be able to resolve this level of detail and organization of the 
two proteins with respect to each other.
These types of two-color imaging are prime candidates for correlation studies. M ap­
ping the fluorescent images to the spatial map of the electron micrograph image would 
give direct evidence of the spatial location of the docking location of the synaptic vesicle 
at the dense projection. The two color channels can be registered to each other 13 and 
then m apped to the spatial coordinate system of the electron micrograph, showing in 
detail the fluorescence distribution over the cellular structure.
6 .3  S u m m a r y  a n d  F in a l  C o n c lu s io n s
At the beginning of this dissertation, Figure 1.4 illustrated various types of microscopy 
by their respective chemical specificity as a function of their resolving power. While flu­
orescence microscopy is extremely flexible in terms of what sort of target proteins may 
be tagged and imaged, the resolving capabilities of optical microscopy is limited. M eth­
ods to circumvent the diffraction-limit of light 14 have enabled researchers the ability 
to visualize and quantify fluorescent emission below the conventional diffraction-limit 
codified by Abbe and Rayleigh. Collectively known as “nanoscopy,” these m ethods have 
opened up a new era in biological imaging and study.
Figure 6.10 gives an updated variant on Figure 1.4. Replacing “fluorescence m i­
croscopy” with “nanoscopy,” the methods available through optical means move fur­
ther along the resolving axis, while maintaining its high levels of chemical specificity, 
a characteristic that m ade it such a popular medium in the first place. Ultimately, the 
weak-link of optical microscopy has been augmented and circumvented, while allow­
ing the strengths that m ade optical microscopy extremely advantageous to biological
13Multicolor fiducial markers can allow for registration and calibration of the spatial shift, if present, 
between color channels on an optical instrument.
14The field of super-resolution microscopy is full of acronyms for the various differing modalities, which 
have been avoided in this dissertation. As a brief example, there is STED [4], GSDIM [5], PALM [6], FPALM 










Figure 6.10. Updated chart of microscopy methods and their resolving power plotted as 
a function of chemical specificity. Using the collective word “nanoscopy” to denote any 
super-resolution optical technique, these methods move further along the resolution 
axis, while still preserving their high chemical specificity.
research to be preserved.
As was outlined briefly in Chapter 3, the field of super-resolution microscopy encom ­
passes num erous techniques. From a practical standpoint, there are tradeoffs between 
the methods, and depending on the sample or experiment at hand, some are more 
advantageous than others. Multiple color studies generally eliminate STED microscopy 
methods, due to the complexity of the optical configuration and spectral requirements 
of the dyes used; even two-color imaging requires a lot of work in STED. Structured 
illumination and localization microscopy, on the other hand, are able to image three 
or four different colors within a single sample quite easily.
From the point of view of sample preparation, super-resolution methods such as 
structured illumination [10] (Section 3.1.2) require little to no change in the sample 
preparation techniques, while STED [4] microscopy (Section 3.1.3) requires only specific 
fluorescent tags. Localization microscopy requires more complicated and involved sam ­
ple preparation techniques, bu t generally offers the best resolving power of the various
6.3.1 Advantages of Differing Super-Resolution Modalities
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super-resolution techniques.
With the availability of open-source localization microscopy software packages, lo­
calization microscopy offers the easiest im plem entation of super-resolution microscopy, 
even with its more complicated sample preparation. The optical configuration is ex­
tremely simple, and does not require the complexity of STED or structured illumination. 
STED offers “instant” super-resolution, with the acquired raw images needing no post­
processing unlike the heavy data analysis of structured illumination and localization 
microscopy.
6.3.2 Three-D im ensional Super-Resolution
The techniques illustrated in this paper solely discuss two-dimensional imaging. 
Numerous methods have been employed to determine axial positioning of a point-source 
below the diffraction-limit as well. The width of a PSF is generally about twice as large 
in the axial direction as in the lateral dimensions. Methods to encode axial information 
onto the emission PSF include using a cylindrical lens in the emission path to produce 
an asymmetric PSF whose shape depends on the axial location of the point-source [16], 
imaging two focal planes simultaneously within the sample [17], the generation of a 
double-helix-shaped emission PSF whose azimuthal rotation depends on the distance 
from the coverslip [18], and through the use of interference when imaging samples in a 
4Pi configuration (using two opposing objectives, Section 3.1) [8, 19].
6.3.3 F urther Developments in  Optical Microscopy
Optical microscopy is also undergoing other rapid advancements, this time focused 
on drastic improvements in not spatial resolution, bu t temporal resolution. Recent break­
throughs in imaging hardware have allowed for faster and faster temporal resolution due 
to the introduction of scientific-grade CMOS cameras (sCMOS). These new cameras of­
fer drastically larger fields of view and frame rate speeds than electron-multiplying CCD 
cameras, allowing for substantial increases in imaging speed, which is especially suited 
for live-cell imaging. Furthermore, sCMOS cameras offer a higher effective quantum  
yield than EMCCD cameras.15 This is due to the fact that they do not amplify noise
15The signal amplification process of electron multiplying CCD cameras effectively doubles the noise 
level in the signal, since the amplification process affects both signal and noise. This has the combined
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like an EMCCD, and with the correct noise characterization, produce better localization 
results than EMCCD cameras [20].
The focus of these new techniques are on live-cell imaging. Numerous new m eth­
ods aim to combine fast imaging of whole biological specimens (whole cells, embryos, 
and organisms) using these new sCMOS cameras with optical configurations that limit 
the excitation laser intensity within the specimen. Photo-toxicity in live-cell imaging 
can cause biological and chemical damage to the specimen, especially if imaged over 
hours or days. Such methods include imaging samples with light sheets instead of either 
wide-field, where the entire sample is illuminated simultaneously, or confocal, which 
scans a focused, high intensity laser through the sample. Two objectives are used, and 
are placed at a 90° angle with respect to each other. One objective is used to deliver 
the excitation, while the second objective is used to collect the fluorescence emission. 
This allows for rapid imaging with minimal photo-toxicity to the sample. Numerous 
examples of light-sheet microscopy methods are given in references [21-26].
6.3.4 Final Thoughts
Optical microscopy is an extremely flexible tool, and has developed into an essential 
m ethod for num erous biological investigations. A tool as simple as a piece of glass first 
allowed for the direct viewing of samples that were too small for the unaided eye to 
see, and such pieces of glass are still making a profound im pact on biological research. 
While the techniques have become increasingly complex, the sensors better and faster, 
the light sources cheaper, stronger, brighter and more compact, and the analysis more 
computational, optical microscopy at its core is about pieces of glass collecting light and 
forming an image. The various capabilities available through those pieces of glass have 
become more intricate over time, and perhaps even more impactful than they were 400 
years ago.
However, as was outlined in Chapters 2 and 3, there were always scientific questions 
that remained beyond the limits of what optical microscopy could provide. If the direct 
goal was the precise spatial arrangem ent of fluorophores within a sample, the diffraction 
limit of light set a boundary two orders of magnitude larger than the physical size of the
effect of halving the signal-to-noise, which effectively lowers the quantum efficiency in half.
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proteins being studied. With the realization of the de Broglie wave theory of particles, 
scientists in the early part of the 20th century turned to using electrons instead of pho­
tons to push the bounds of resolution. This is the theory behind electron microscopy, 
which in practice is able to resolve structure on the nanom eter scale. Unlike fluores­
cence microscopy, electron microscopy could neither label targets with the specificity of 
optical instruments, nor perform dynamic studies. Its high level of resolution, however, 
ensures that it will remain a staple in the imaging world for a long time to come.
It is hard to think of a single piece of imaging technology that has the ability to give 
the wide-range of investigative tools that fluorescence microscopy can and routinely 
does, even when considering diffraction-limited imaging. The revolution of super-reso­
lution microscopy was to bring optical microscopy down to more appropriate spatial 
scales of the proteins and molecular machinery of the cellular environment, and to 
be able to combine it with the inherent advantages of the technique in general. The 
work presented in this dissertation is my attem pt to push the boundaries of the field 
even further by attem pting to maximize as m uch as possible the information content 
of the recorded signal, and to further push the precision with which the true spatial 
location of the cellular target may be identified. The use of this technique to further 
the incorporation of optical and electron microscopy is perhaps the m ost realistic im ­
plementation, with the intended aim of giving as a realistic interpretation of the spatial 
distribution of proteins within a biological system as possible, and to combine that with 
the ultrastructure given by an electron micrograph image.
It is currently an exciting time of development and research within the microscopy 
world, with many novel techniques and methods to pioneer. It is my hope that this work 
provides a stepping point for perhaps some of those projects to come.
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A P P E N D IX A
M A TH EM A TICA L D E S C R IP T IO N  O F  T H E
P O IN T -S P R E A D  F U N C T IO N
This Appendix will discuss the mathem atical framework associated with focusing 
the emission signal from a radiating source by a lens onto a detector. It will discuss the 
emission properties of the source and their transformations due to the optical elements, 
as well as the full vectorial nature of the focusing fields. This is in constrast to the scalar 
approximations usually given in optical textbooks, such as those given in References [1­
3]. Instead, this Appendix will follow more of the format outlined in References [4-6]. To 
delve further into the problem, one m ust look at the transformations of the electric fields 
due to refraction at the interface of the objective lens with the medium of the dipole 
source. Before that is accomplished, however, another look at the angular spectrum 
representation of the electric field is required.
A .1 T h e  A n g u la r  S p e c t r u m  R e p r e s e n ta t i o n  o f  t h e  F a r-F ie ld
The angular spectrum  representation mathematically describes how a local field dis­
tribution in the plane containing the origin (z = 0) is m apped onto other planes (z = z0), 
and more generally, how the field propagates through space. The inverse of this is what 
is the field distribution if a far-field field is focused onto an image plane. Recall that the 
angular representation is given by [4]
The far-field approximation to the field is what is of interest in this derivation, namely 
what is the behavior at the point r  = rTO. To do so, it is appropriate to use a unit vector s 
that maps in the direction of rTO, given by
TO






where, as usual, r = \Jx2 + y 2 + z2 in the direction of r ro. Calculating the far-field, Ero, 
requires the substitution r r r o .  This result may now be used in Equation A.l. Since it 
is the far-field signal in question, evanescent waves do not contribute to the resultant 
electric field, and can be ignored. This entails looking only at the wavevectors up to k . 
The result is now
ky
Ero f 5x, Sy, sz) = klirr^ j j  E fkx, ky; o) e
fkX + 4  )sk2
k Sx + k sy ± k Sz dkx dky. (A.3)
This result is complicated, and requires an in-depth analysis using the m ethod known 
as stationary phase. For an extended derivation of the result, the reader is directed to 
Reference [7]. The result of may be expressed as [4]
e'kr
I sx, sy , sz I = —2n ik s zE I ksx, ksy ;nf ) - f ) eikr Ero [S , S , S J  -2nikSz  [ , 0 J-----• (A.4)
The qualitative m eaning of this equation is that the far-fields are entirely defined by 
the Fourier spectrum  of the fields E | kx, ky;0) in the object plane, dependent on the 
substitutions kx r  ksx and ky r  ksy. The result of this is that the unit vector s fulfills
the relationship
kx ky kz 
k k k
= sx, sy, sz = (A.5)
The ability to use the concept of geometrical optics stems from the fact that only one 
plane wave with a particular wavevector k of the angular spectrum  at a position z = 0 
contributes to the far-field along a point located in the direction of a unit vector denoted 
by s . All other plane waves are canceled along this vector s due to destructive inter­
ference. The immediate result of this is the fact that the far-field may be represented 
as a collection of individual rays, with each ray characterized by a unique plane wave. 
Combining Equation A.4 and Equation A.5, one obtains
y-ikr
2nkz
Inserting this expression into the Equation A.1, the result is [8]
E [kx, ky;0) = irjn k Ero (kx, k ^ . (A.6)
E (x, y, z) = i r l  f f  Ero fkx, ky) el \kxx+kyy+kzz\ k -  dkx dky. (A.7)
fk2 + k^  )sk2
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A .2  T h e  F o c u s in g  o f  E le c tr ic  F ie ld s
In dealing with the m athematical derivation of the electric fields of an optical beam, 
it is necessary to look at the boundary conditions that exist between the lens focusing 
the light and the incident optical field [9, 10]. In this treatment, the first assumption 
is that the fields near an optical lens are treated as dictated by geometrical optics, and 
that an aplanatic lens is being used in the system. An aplanatic lens obeys both the 
sine condition and the intensity law. The sine condition, as shown in Figure A.1(a), 
states that every optical ray, either emerging from or converging to the focal point of 
an aplanatic system, intersects its conjugate ray at a sphere concentric with the focal 
point with radius f ,  where f  is the focal length of the lens. The term conjugate ray refers 
to a ray that is traveling parallel to the optical axis. If the conjugate ray is diverting at an 
angle of 9, the distance the ray is from the optical axis is h = f  sin 9. In other words, the 
sine condition is merely the refraction of the light rays at the surface of the lens.
The second condition of an aplanatic system is merely another m anner in which to 
write the conservation of energy. The geometrical representation deals with the optical 
field as a collection of light rays, and the energy propagating along each ray through 
the optical system (neglecting losses at each optical element) m ust remain constant. 
Therefore, the energy that is incident on a lens is equal to the energy that leaves the lens. 
As detailed in Figure A.1(b), the fields before and after the lens m ust obey [9]





h =  /  sin 6 d^4i dA2 i
\ d A \ =  d^2 cos 0 \
Figure A.1. Schematic of optical geometry through a focusing lens. For a system obeying 
geometrical optics: (a) Sine condition. (b) Intensity law; the energy content of a single 
ray m ust stay constant. Adapted from [4].
137
frequencies) is equal to one, it can be ignored in further considerations. With all of 
these considerations, the aplanatic system may be represented as shown in Figure A.2. 
Incident rays are refracted at the sphere of radius f , whose intersections are denoted as 
(*c», y<x>, Z»). The focusing lens transforms a system in cylindrical coordinates to one 
into spherical coordinates. The cylindrical system is described through the unit vectors 
n p and n^, while the spherical coordinate system is described through the unit vectors 
and n#. For convenience, the incident field Einc is decomposed into orthogonal 
com ponents eP^ and E ^ , where (s) and [p ) stand for s and p -polarization, respectively. 









These two orthogonal com ponents of E will interact differently at the boundary of the 
lens. The unit vector n^ is not affected by the refraction of the incident field, whereas 
the unit vector n p is m apped to the unit vector n#. The refracted electric field, far from 
the lens, may then be described as [4]
E «  = Einc ' n ^ np + tp Einc ' n p n# cos1/2 e, (A.10)
where, for completeness, the Fresnel coefficients ts and tp have been included.
s
Figure A.2. Geometrical representation and definition of coordinates for an aplanaptic 
lens system. Adapted from [4].
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The unit vectors n p, n^, and n e can now be expressed in terms of their Cartesian 
counterparts n x, n y, and n z. Using the spherical coordinates e  and 0, the result is
np = n x cos 0  + ny sin 0
n^ = - n x sin 0  + n y cos 0
n e = n x cos e  cos 0  + n y cos e  s in0  -  n z sine.
(A.11)
Inserting these into Equation A.10, the field just after the focusing lens becomes [4]
Eto (e, 0 ) = t s (e)
+ t p (e )
Einc (e, 0)
Einc (e, 0 )
-  s in0  
cos0  
0
f  ^  ^cos0  
sin0  
0
< ■ u ^-  sin 0  
cos0  
0
'^■ cos " 2 e
n2
1 cos 0  cos e  A 
sin 0  cos e 
s in e
(A.12)
n 1 cos1/2 e.
Furthermore, ETO may be expressed in terms of the spatial frequencies kx and ky using 
the substitutions kx = k sin e  cos 0, ky = k s in e  sin 0, and kz = k cose. Consequently, the 
far-field can be expressed in a form of ETO and inserted into Equation A.7, meaning that 
the fields at the focus of the lens are entirely due to the far-field components. Due to 
symmetry, it is best to describe the fields in terms of e  and 0 . Using the transform a­
tions x = p cos 0 , y  = p s in0 , and the differential elem ent transformation of p d k xdky = 
k sin eded0 , the angular spectrum  representation of Equation A.7 may be written as [4]
emax 2n_-kf 
E p  P , z) = l-kf2n—  /  I  E“ (^  0) e-
kz cos e ik p sin e cos(0-p) s in e d0 de . (A.13)
0 0
where P represents a point in the focal field, while 0  represents a point on the focusing 
lens. Also, r has been replaced by the focal length of the lens, f ,  and the limits of in te­
gration in e  represent the physical limitations of the lens itself. If the incident electric 
field E is known, along with the physical properties of the lens, such as the numerical 
aperture N A  and focal length f , the focal field may be calculated.
A .3  T h e  P o in t - S p r e a d  F u n c t io n
Now that the means for describing the electric field at a focal point as a result of a far- 
field electric field being transformed by a lens are defined and available, the electric field
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produced by a single point source is needed. To begin, the mathematical framework of 
the Green’s function G can be expressed in spherical coordinates (r, 9 ,0) as [4]
Gro (r , °  -
nikr
4nr
^1 — cos2 0  sin2 oj -  sin 0  cos 0  sin2 9 — cos 0  sin 9 cos 9
— sin 0  cos 0  sin2 9 1^ — sin2 0  sin2 9j — sin 0  sin 9 cos 9
— cos 0  sin 9 cos 9 — sin 0  sin 9 cos 9 sin2 9
(A.14)
To obtain the electric field, G is then multiplied by the dipole m om ent p. To account 
for refraction at the objective of focal length f , and again at the focusing lens with focal 
length f ' ,  the transformations used above in mapping n x and n y to n 9 and n 0 are used. 
If the discussion is limited to a dipole aligned along the x -axis, p  — p xn x, the electric 
field just after the second (focusing) lens becomes
x  ) w u x e 
E £  (9,0 ) ~  Px
ikf
e0c2 8n f
(1 + cos 9 cos 9') — (1 — cos9 cos 9') cos20  
(1 — cos 9 cos 9') sin 20  
-2cos 9 sin 9' cos 9
—
n cos9' 
n ' cos 9 ’
(A.15)
where sin 9' — (f  / f ') sin9, and cos 9' — \J  1 — (f  / f  ')2 sin2 9, due to the sine condition and 
conservation of energy, respectively. While the current derivation is strictly looking at 
a dipole oriented along the x -axis, the principle of the derivation remains the same 
for a dipole oriented in any arbitrary manner. The resultant electric field would be a 
linear combination of the electric field due to dipoles oriented along the x , y , and z  
axes, i.e., E ^  (9,0) — E ^  + E ^  + E ^ . Now that the electric field has been calculated, all 
that remains is to plug the expression for the electric field into the expression given by 
Equation A.13.
To simplify the expression, the assumption f  << f ' is made, which allows one to ig-
( .2 2 ] 1 /nnore the contribution of cos 9', and to make the approximation 1 ± [ f  / f ') sin2 9 « 
1 ± 1 f fj j sin2 9. Armed with this information, the analytic result may be written as
OJ
E (p, v, z) — — 2 Gpsf (p, V, z) • p,
e0c
(A.16)
where the dyadic point-spread function GPSF is given by the expression
(j00 + I02cos2v) J02sin2v 2 i/01cos V
3^2 sin 2^ (I00 — 3^2 cos 2 V  2 ^ 1  sin V
0 0 0







with the integrals J00 -  J02 defined as [4, 6, 10]
9 max





I02 (p , z) = cos1/2 9 sin 9 (1 -  cos 9) J2 (k' f  / f ' p  sin 9) g  (9) d9 (A.20)
0
0  represents the field at the lens element. Furthermore, as in Figure 2.8, the prime 
designation indicates the index of refraction of the m edium at the focal field.
The derivations presented here are the full vectorial solutions. In GPSF, for instance, 
the columns represent the field of a dipole oriented along the x, y, and z axes. In this 
instance, since the assum ption was made that f  << f ' ,  the longitudinal field Ez is zero.
Equations A.18 - A.20 describe the vectorial m apping of the electric field of a source 
emitter to the focal point in the image plane. The final result depends on the numerical 
aperture of the lens, N A  = n sin 9max, since the limits of integration in the identities I00 -  
I02 depend on 9max. The magnification of the system is defined as M  = n  f . Since the 
intensity of an optical field is given by the square of the electric field, and this is what 
an optical detector responds to, the calculation of the pSF will depend on the square 
of the electric field. Again, simplifications may be made to create a first-order analytic 
approximation. Firstly, the assumption may be made that the dipole is parallel to the 
x -axis, and that 9max is small enough to w arrant the approximations of cos9 « 1 and 
sin 9 « 9. Furthermore, in the image plane the exponential terms in Equations A.18 -
A.20 are of order unity, and J2 goes to zero for small values of 9. All that remains is the 
integral for I00, which may be integrated analytically using the identity / xJ0 (x)dx = 
xJ1 (x). With these approximations in hand, the paraxial point-spread function may be 
written as [4]
lim E (x, y, z = 0)
9max< n/2
r 1 2
2 _ n4 ux N A 4 2 J( (2np) 
e20n n ' A6 M 2 (2np)
(A.21)
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where p  is defined as p = M p . Thus, the image of a point source imaged by an objective 
and focusing lens produces a point-spread function whose overall shape is governed by 
the Airy equation. The more conventional scalar form given in optical text books of the 
diffraction of a beam passing through a circular aperture again yields the Airy profile, but 
is purely a scalar result. Furthermore, such a derivation does not take into consideration 
the parameters discussed in this Appendix, such as the emission profile of the point 
source, the propagation of fields from the source to the image plane, and the coordinate 
transformations of the electric field due to the objective and focusing lens. The actual 
function derived here is dependent on the orientation of the dipole, which means that 
the functional form of the focus spot is different for differing oriented dipoles.
A .4  R e fe re n c e s
[1] G. R. Fowles, Introduction to Modern Optics, Courier Dover Publications, New York, 
NY, 2nd edition, 1989.
[2] E. Hecht, Optics, Addison-Wesley, San Francisco, CA, 4th edition, 2002.
[3] A. Lipson, S. G. Lipson, and H. Lipson, Optical Physics, Cambridge University 
Press, Cambridge, 4th edition, 2010.
[4] L. Novotny and B. Hecht, Principles o f  Nano-Optics, Cambridge University Press, 
Cambridge, 1st edition, 2006.
[5] M. Born and E. Wolf, Principles of  Optics: Electromagnetic Theory o f  Propagation, 
Interference and Diffraction o f  Light, Cambridge University Press, Cambridge, 7th 
edition, 1999.
[6] C. J. R. Sheppard and T. Wilson, Proceedings of the Royal Society of London. Series
A. M athematical and Physical Sciences 379, 145 (1982).
[7] L. Mandel and E. Wolf, Optical Coherence and Quantum Optics, Cambridge 
University Press, Cambridge, 1995.
[8] E. Wolf, Proceedings of the Royal Society of London. Series A. Mathematical and 
Physical Sciences 253, 349 (1959).
[9] B. Richards and E. Wolf, Proceedings of the Royal Society of London. Series A. 
Mathematical and Physical Sciences 253, 358 (1959).
[10] J. Enderlein, Optics Letters 25, 634 (2000).
A P P E N D IX  B
F IS H E R  IN FO R M A T IO N  T H E O R Y
This Appendix will discuss the use ofthe Fisher Information and its role in estimating 
the precision for which a param eter may be estimated with regard to a given statistical 
distribution. Due to the fact that the emission of photons by a source is stochastic in 
nature, the data collected by the detector are as well. This implies that the coordinates 
of the detected photons on the face of the detector are independent and identically 
distributed according to the density function f e (r). The estimation of the position of a 
single point-source is determ ined from the experimental data, namely the coordinates 
on the camera in which the signal photons are recorded. Since the process of emission 
and detection is a stochastic process as stated above, the estimation of the source be­
comes a statistical problem. If the underlying density function is known, the localization 
accuracy may be calculated by the use of the Fisher information matrix [1].
In characterizing the fundam ental uncertainty involved with localization microscopy, 
various imaging param eters such as photon counts, background noise, and camera pixel 
size, m ust be considered. The underlying fundamentals, however, entail localizing a 
distribution to extract an uncertainty in the m ean value of the distribution. The strength 
of the technique does not rely on particular localization algorithms or methodologies 
when fitting data to a theoretical model. Calculation of the Fisher information matrix 
yields the fundam ental limit of how well a particular distribution can be localized to 
give inherent information regarding the location of its source. In particular, the inverse 
of the Fisher information matrix, I (e), provides a lower bound for the variance of an 
unbiased estimator, e. More specifically, the Cramer-Rao lower bound, var (0) ^ I - 1  [1]. 
If this fundam ental lower bound can be calculated for a given photon distribution, then 
the localization limit can be derived for a particular distribution. This concept will be 
discussed below.
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B.1 D e r iv a t io n  o f  t h e  F is h e r  I n f o r m a t io n  M a tr ix
For single-molecule microscopy, the counting process is denoted by N (t), t ^  0. For 
every detected photon, the spatial coordinates are independent and identically distribu­
ted random variables, governed by the density function f e (r) = ^1/M2j ( r /M  -  e), where 
r spans all space, f  is the function describing the photon distribution on the detector 
surface, M  is the magnification of the optical system, and e  is the position of the point- 
source in the object plane. The overall optical efficiency of the system at hand is denoted 
by r .
Following the convention of [2-4], the Fisher information matrix is given by the fol­
lowing expression:
I (e ) = E
d L  (e |z 1 , •••,zk)' r d L  (e |z 1 , •••, zk ) '
T~
deV / deV /
(B.1)
where E [•] is the expectation operation with respect to the underlying density function 
f e . The log-likelihood function is then given by
L  (e|zi, •••, zk) = ln p (Ti = ti, •••, Tk  = K  |Z  (t) = K ) ln
K
P { Z  (t) = K) £ l n  fe {rk)
k=1
(B.2)
In the above expression, z1, •••, zk  represent the observed data with the definition z k = 
[rk, tk), where rk = [xk, yk) are the spatial coordinates of the k th detected photon, tk the 
arrival times, 0 < t1 ^  t2 ^  ••• ^  tK, and k = 1,•••,K. Furthermore, Z (•) represents the 
counting process describing the photon counting process [1 ].
Assuming a density function f e satisfies the regularity conditions [2, 3], the Fisher 
information matrix may be written then in the following form:
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(B.3)
M2 ft2
with the assumption that the counting process N  is a Poisson process with rate A. Thus, 
E [ N (t)] = A t . If the distribution at hand is symmetric, then the off-diagonal elements 
go to zero. The expression in Equation B.3 can then be used to derive the fundam ental 





B .2  D e r iv a t io n  o f  A iry  a n d  G a u s s ia n  P ro f i le  L o c a l iz a t io n
E s t im a t io n  V a lu e s
In this section, the Fisher information matrix will be calculated for the Airy and 
Gaussian profiles. These two profiles are significant because the Airy profile describes 
the true m athematical distribution of the PSF in the image plane, while the Gaussian is 
the approximation used in most localization algorithms, due to the increase in com pu­
tational speed.
B.2.1 Airy Profile
For the Airy profile, the PSF is given by
q (x, y )
J 2 [ a ^ x 2 + y 2
(B.4)
n (x2 + y2)
where a  = [2nna) IA.em and Ji denotes the Bessel function of the first kind. The off-axis 
elements of the tensor in Equation B.3 are zero, i.e., [I (0) ]i2 = [I (0) ]2i = 0. The derivative 
then of the PSF function q with respect to the x  coordinate is given by [i]
dq  (x , y ) - 2 a x Ji (a V x 2 + y 2) J 2 [a V x2 + y 2
(B.5)
dx n \ /  x2 + y 2 \ / x 2 + y 2
Using recurrence relations and integral identities of Bessel functions [5], the Fisher in ­
formation along the x  coordinate may be written as, using the definitions x = p cos 0  
and y  = p sin 0 :
i\2
[I (0)]ii = [I (0)]22 = r E  [N ( t ) ] [  - t 1  .
j  q (x ,y )
d q {x, y)
dx
dx dy
rE [N (t)] J
J2
i d Jf [ a ^ x 2 + y 2j
ay/ x2 + y2 dx n (x2 + y 2)
{ )nyj x 2+y 2
dx dy
4 r  A t  a
n /
x








y ”cos2 0 d0  J J 2 (ap ) dp
r  A t  a
2
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Utilizing the fact that the quantity r A t  is simply the num ber of photons, N,  rem em ­
bering that a  = (2n n a) /Aem, and the definition of the uncertainty in localization 8x = 
[I (0)]-1, the result is given by the expression [1]
Xpm Xpm
8x =
2n na\ /  r  A t  2n naV N
(B.7)
B.2.2 Gaussian Profile
The same analysis may also be performed for a Gaussian distribution, which is useful 
since it often serves as an approximation to the PSF. The form of the Gaussian distribu-
tion is given by
q (x, y )
2 n o i
x 2 + y 2)/(2o2) (B.8)
where again the off-diagonal elements are zero, x , y  are elements of the real numbers, 
and o g is the standard deviation of the Gaussian function. The Fisher information m a­
trix is then given by the expression [1 ]
, 2
[I (0)] 11 = [I (0)]22 = rE  [N ( t ) ] [  —( -  .
q x , y
d q [x, y)'
r  A t  
° g  
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2 -y2/(2o2)x e v gl dy (B.9)
o 2
And as before, using the result of the Fisher information matrix, the limit of localization 
accuracy for the Gaussian profile along the x -axis (the same expression holds for the 
y -axis as well) can be defined as the familiar term
o g o g
VN '
(B.10)
B .3 M o d ify in g  th e  I n te n s i ty  D is t r ib u t io n
As seen in the sections above, the actual uncertainty for any given statistical u n ­
certainty is based upon the underlying form in question; an Airy profile has a slightly 
different uncertainty in the m ean than that of a Gaussian. This idea can be taken a step 




photon distribution with a m uch larger structural content and variation in the function. 
Since the calculation of the Fisher information matrix requires analyzing the derivative 
of the function representing the optical signal, a signal with a greater variation in the 
function will lead to a drastically different results.
An interference pattern may be imposed upon a given photon distribution through 
the analysis of partial coherence, and the use of an transmission grating interferometer 
(as presented in Chapters 4 and 5). Since the experimental configuration produces an 
interference pattern solely along the x -axis, the expression for the intensity distribution 
along the x -axis only needs to be calculated. The result m aybe written down as [6]:
q (x) = f  (x) 1 + y  cos [wx + 0) (B.11)
where f  (x) is the intensity distribution of the signal, y  is the fidelity of the inference 
and ranges between 0 and 1 , w is the frequency of the fringe pattern, and 0  is the phase 
shift of the fringe pattern over the intensity distribution. This expression holds for an 
arbitrary signal f  (x).
Before the Fisher information matrix can be calculated, the equation for q (x) in 
Equation B.11 needs to be normalized such that the integral of the distribution is equal 
to one. The Fisher information matrix assumes a priori that the distribution in question 
is normalized to integrate to one, such that the integral over the distribution does not 
have any effect on the sample density factor, in this case N , the num ber of photons 
collected. If the image q (x) did not integrate to one, this would introduce a sampling 
bias into the calculation, effectively weighting the sampling density. Thus, A needs to 
be solved for, such that A /  f  (x) 1 + y  cos [wx + 0) dx = 1 over all space and for all value 
of y, w, and f  (x). To do this, the functional form of f  (x) m ust be determined.
B.3.1 M odification of the  PSF
In Chapter 4, the grating interferometer was used to modify the PSF of the emission 
source, which was gold nanoparticles in this case. Thus, the pSF may be modeled as a 
Gaussian function, and use this for the functional f  (x). Then, the intensity distribution 
q (x) is given by
q (x) = A • e x2/2a2 • 1 + y  cos (wx + 0) (B.12)
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The normalized form of this equation is found to be
e—x 2/2a2
q (x)
1 + y  cos [wx + 0)
(B.13)
V 2na  ^1 + e ff2"2/2cos (w0 )j
The expression for q (x) may then be inserted into the expression for the Fisher inform a­
tion matrix, Equation B.3, and the expression for I (0) m aybe calculated. With this m od­
ified form of the information matrix, a direct comparison against standard Gaussian 
localization accuracies can be calculated. Due to the functional form of q (x), however, 
this expression does not yield an analytical result, and m ust be com puted numerically.
B.3.2 Modification in  the  Fourier D om ain
Chapter 5 utilized the grating interferometer in a different manner, and looked at 
the Fourier domain of the signal. Thus, the model of the signal f  (x) is based upon the 
optical transfer function (OTF) of the microscope [7]
f  (x)
2
/ \ ( \ 2
1 p p 1 - p— cos — \n
V
po po \ ,p0, (B.14)
where p = Xf , and p 0 = 2NXA. Here X is the wavelength of the emission, f  is the focal 
length of the objective lens, and N A  is the numerical aperture of the objective.
Using this normalized approximation of the modified Fourier domain signal, again 
the function q (x) can be written down and inserted into Equation B.3. With this result, 
the ratio of the localization accuracies for the modified Fourier domain signal to the 
standard Gaussian PSF can be calculated. Since an analytical solution to the Fisher 
information matrix for the modified Fourier domain signal is not obtainable, numerical 
approaches again m ust be utilized. This approach will allow for a direct comparison 
between the localization ability of a standard Gaussian PSF and the modified Fourier 
domain signal. Since \J I—1 (0) = Ax, I can be numerically calculated for both models, 
which allows for two separate but related methodologies for computing the localization 
precision of an optical source.
B .4  T h e  E ffe c t o f  P ix e la t io n  a n d  N o ise  i n  t h e  Im a g e
In the world of experiment, however, imaging detectors are not ideal. They have 
finite sampling size (pixels) and have noise associated with the image as well, due to
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the statistical nature of the imaging process (Poisson noise) and readout noise from 
the detector (Gaussian). Assuming that the detector has CK pixels, and treating the 
Poisson and Gaussian noise as additive, the acquired image can be written as 1 , where
the unknown position of the particle in question. Se,K denotes a Poisson distributed 
random  variable with a m ean determ ined by the intensity distribution q (x), i.e., ne (k) = 
Y A t f  qe (x) dx. The two remaining terms deal with the noise of the image. Bk is the shot 
noise factor, which obey Poisson statistics. Namely, Bk has a m ean of bkt , where t is the 
acquisition time of the image. The final term Wk represents the read noise of the system, 
with mean value n k and variance a 2k. The last assumption is that these variables are all 
independent [1 ].
B.4.1 Noise Free Case
The Fisher information matrix can be rewritten (still for a noise-free case) for Poisson 
random  variables [4, 8] as
In dealing with Poisson noise, each pixel is corrupted by noise with a m ean value of 
bk t . The value that each pixel records is then fxe (k) + bk t , for k = 1, •••, K. No assumption 
is made regarding the dependence of noise with regard to its source. Therefore the 
location of the particle should have no influence on the noise statistics. The Fisher 
information matrix may then be written, in the case of Poisson noise, as a simple m odi­
fication to Equation B.15, given by [1]
The final, and m ost complicated, case involves looking at the contributions to the 
Fisher information matrix from both Poisson noise stem ming from photon counting 
statistics, and camera readout noise, which is Gaussian in nature. The derivation is 
lengthy, but can be summarized in a few steps, neglecting interm ediate steps. For this,
1 e,K = Se,K + Bk  + WK. In this definition, K  is the data from the k th pixel and e  denotes
(B.15)
B.4.2 Poisson Noise Case
I (e ) | = ^  t j  =
1 } h j k=1 Ve (k) bkt d e i didj
(B.16)
B.4.3 Poisson and Gaussian Noise Case
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an estimate for the log-likelihood function, L , as is used in Equation B.1, can be found 
for this case in reference [8]. The result for L  is then inserted into Equation B.1. The 
end result of such a process is given by:
I = k  d^° (k) (k)
1 ij h  dOi dej I
-  [ye(k)+bkt];-1 e-(yeW+M 1 e- 1 ^  
t i  (l- 1)! X V2^ake
, a \2
R I -  [ye(,k) + bkt]le-(y°M+M 1 e-^fz-^ '
L  l' X Vtoa; 6




This result is obviously quite complicated, bu t can be handled by numerical techniques
when determining the effects of noise in localization precision in Monte-Carlo sim ula­
tions.
B .5  R e fe re n c e s
[1] R. J. Ober, S. Ram, and E. S. Ward, 86 , 1185 (2004).
[2] R. C. Rao, Linear Statistical Inference and its Applications, Wiley Series in Probability 
and Statistics, Wiley, Hoboken, NJ, 2nd edition, 1973.
[3] S. Zacks, The Theory o f  Statistical Inference, Wiley, New York, NY, 1971.
[4] S. M. Kay, Fundamentals of  Statistical Signal Processing: Estimation Theory, Prentice 
Hall, Upper Saddle River, NJ, 1993.
[5] G. N. Watson, A Treatise on the Theory o f  Bessel Functions, Cambridge University 
Press, Cambridge, 2nd edition, 1966.
[6] B. J. Thompson and E. Wolf, Journal of the Optical Society of America 47, 895 (1957).
[7] J. W Goodman, Introduction to Fourier Optics, McGraw-Hill, New York, NY, 2nd 
edition, 1996.
[8] D. L. Snyder, A. M. Hammoud, and R. L. White, Journal of the Optical Society of 
America A-Optics Image Science and Vision 10, 1014 (1993).
x
A P P E N D IX  C
M IC R O S C O P E  D E S IG N  A N D  LAYOUT
This Appendix will discuss and give an overview of the layout, construction, and 
com ponents of the custom microscope that the experiments in this dissertation were 
carried out on. The system is a custom built microscope built to be a multiwavelength 
system with broad capabilities. It is designed in two parts, with the laser excitation 
sources on one optical table, and the body of the microscope on a second optical table. 
The light is delivered from one table to the other by means of a fiber optic cable, where 
it is delivered to the sample. Emission is collected, and imaged via either a conventional 
m ethod or through an interferometer system. The system is composed of num erous 
pieces of controllable hardware, which are operated through the LabVIEW programming 
environment.
C . 1 L a s e r s  a n d  L a s e r  C o u p l in g
The four laser sources are Coherent solid-state laser diode systems, and are com ­
prised of a 405 nm, 488 nm, 561 nm, and 649 nm lines. The 405 and 649 nm lasers are 
the Coherent Cube model, and the 649 nm as an output of 160 mW, while the 405 nm 
has a power output of 100 mW. The 488 and 561 nm are the Coherent Sapphire model, 
and the 488mW has an output of 150 mW, and the 561 nm  has an output of 200 mW. The 
lasers can be seen in the bottom  part of Figure C.1.
The lasers are directed with mirrors into a common optical path. This can be seen as 
well in Figure C.1, highlighted by the individual color lines. The black boxes at the top of 
the figure were repurposed from a Till Photonics microscope. They contain two mirrors 
to steer the laser beam, and a long-pass dichroic. The dichroic mirrors are wavelength 
selective, depending on the requirements needed for a given optical system. In this 
case, the dichroics are long-pass mirrors, which means that they will pass all wavelength
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Figure C.1. Layout of the laser launch, collimation optics, and mechanical shutter. The 
lasers, from left to right, are 649 nm, 56i nm, 488 nm, and 405 nm. The black box sur­
rounds custom collimation optics repurposed from a Till Photonics microscope. These 
boxes contain dichroic mirrors that are wavelength specific, allowing the lasers, which 
are at distinct wavelengths, to be collinear along a common optical beam path. The 
white box indicates the mechanical shutter, which is cycled on and off during system 
operation via software control.
values above a certain threshold, and reflect wavelengths below that cutoff. In this 
way, multiple lasers of multiple wavelengths may be combined onto a single, common 
optical path. Since the dichroics are long-pass dichroics, the longest wavelength laser is 
on the left, or the 649 nm, and they progress down to the shortest wavelength, the 405 
nm laser. For example, the first black box on the left (for the 56i nm, green) has the red 
649 nm light incident from the left. The 649 nm will pass through the dichroic, while the 
56i nm light is reflected. The two beams are now collinear after this piece in the optical 
pathway. This process repeats for the 488 and 405 nm  lines, until all lasers are combined 
on a common optical path.
Once the lasers are all combined along a single optical path, they pass through a 
mechanical shutter from Till Photonics, outlined by the white box in Figure C.i. This 
shutter is used to block the lasers when the system is not actively scanning or imaging. It 
is operated by a TTL pulse input, which is controlled through the user software interface, 
and has a response time of « 500 ms.
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C.1.1 M odulating Laser In tensity  w ith  an  AOTF
The next com ponent in the optical path is em bedded within the black box (outlined 
by the white rectangle in Figure C.2), and is an acousto-optic tunable filter (abbreviated 
AOTF) from AA Optoelectronics, model AOTFnC-400-650. AOTF’s are electro-optical 
devices that serve as an electronically tunable filter that allow for the simultaneous con­
trol of the transm itted intensity and wavelength of multiple collinear laser lines. The 
construction of an AOTF is based abirefringent crystal, usually Te)2, whose optical trans­
mission properties are altered when the crystal is subjected to a propagating acoustic 
wave.To generate an acoustic wave, a piezo-electric transducer is bonded to the crys­
tal. Application of a radio-frequency electrical signal to the piezo-electric causes oscil­
latory expansion and contraction of the material. The oscillatory movement sends a 
high-frequency acoustic compression wave along the crystal, which generates a peri­
odic m odulation of the index of refraction throughout the crystal structure, along the 
propagation axis of the acoustic wave.
The periodic alteration of the index of refraction of the crystal has the effect of tu rn ­
ing the crystal into a transmission grating, or a mobile phase grating. Incident wave­
lengths of light which m eet the appropriate phase-m atching (conversely, m om entum - 
matching) conditions of the given periodic m odulation within the crystal are diffracted 
into a first-order diffraction beam. For any given acoustic driving frequency, only a lim­
ited band of spectral frequencies will satisfy this phase-m atching condition and become 
diffracted. While similar to a transmission grating, the diffraction of the incident laser 
beam does not occur at a planar interface, but rather over the entire crystal volume. 
Variation in the driving frequency allow for selective tuning of the wavelengths to the 
first-order diffraction beam, and the intensity of the acoustic wave throughout the crys­
tal determines the am ount of light diffracted into the first-order beam. Mathematically, 
the spectral output is given by
An
Xcenter = V ----- , (C.1)V
where V  is the velocity of the acoustic wave, An is the birefringence of the crystal, and 
v is the frequency of the acoustic wave. Thus, an AOTF can modulate the output power 
and wavelength of a multiple wavelength input. The response times of AOTFs are in the
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Figure C.2. AOTF and coupling optics. White box indicates the cover housing the AA 
Optelectronics AOTF (see text for description). Mirrors steer the laser beam into the 
achromatic fiber coupler. There is a weakly focusing lens to help compensate for the 
long beam path (since the laser beams will have slightly diverged). The fiber is an 
achromatic polarization maintaining single-mode fiber.
nanosecond range, and allow for quasi-simultaneous transmission of multiple contin­
uous wave laser sources by rapid switching of the driving frequency. For a well-aligned 
system, transmission into the first-order diffracted beam can reach up to 85%, allowing 
for an efficient and convenient intensity and wavelength selective filter.
C.1.2 Coupling Into a  Single-Mode Fiber
After passing through the AOTF, the undiffracted beam is blocked (by a razor blade, 
and then an aperture to minimize scattered light leakage) while the first-order diffracted 
beam is coupled into the fiber. In practice, the angular separation between the two 
beams is just a few degrees; the beams need to propagate a few centimeters before
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they have diverged enough to block the undiffracted beam. The first-order beam is 
shown leaving the AOTF housing unit in Figure C.2, and being directed towards the fiber 
coupler, a Thorlabs PAFA-X-4-A model achromatic fiber coupler, outlined by the white 
box.
The input beam is steered via mirrors and adjustments on the fiber coupler m ount 
and focused down to the core of the optical fiber, where it is coupled into the fiber 
and propagates to the microscope body. A polarization maintaining fiber is used to 
ensure that the output beam contains a Gaussian intensity profile (i.e., it is a TEM00 
order beam). Larger multimode fibers allow for self-interference within the wave front 
due to higher-order propagating modes, and the output is a nonhom ogenous intensity 
distribution due to this self-interference.
Single-mode polarization maintaining fibers require careful consideration of the in ­
cident beam profile and size to ensure adequate coupling efficiency. The core of a single­
mode fiber (through which the light propagates) is only a few fim in size, which makes 
coupling a challenge. The core of multimode fibers can be hundreds of im  in size in 
comparison. To ensure proper coupling into a single-mode fiber, the beam waist of the 
incident laser beam as it is focused onto the core of the fiber m ust at least m atch the 
core in size, and if possible, be slightly smaller. The size of the waist of a Gaussian beam, 
using the paraxial approximation, can be given by
4X f
D  waist = • (C.2)
n d beam
Dwaist is the waist size of the focused beam, X is the wavelength of a particular laser, f  is 
the focal length of the lens focusing the beam onto the fiber, and dbeam is the diameter 
of the incident laser beam. The larger the diameter of the beam, or the shorter the focal 
length of the focusing lens, the smaller the diameter of the focal spot.
In Equation C.2, the term Dwaist also represents the size of the core of the single mode 
fiber, Dcore . For the achromatic single-mode fiber shown in Figure C.2, that size is 3.3 
im . The focal length for the collimation lens is 4 mm. Thus, the param eter dbeam for 
each laser line should be such that D X « D core. In Figure C.1(a), the 561 and 405 nm 
lasers can be seen to have a beam expansion configuration with the two lens pairs in 
each optical path. This is to ensure that the beam size for those two lasers give an 
optimal value for dbeam, ensuring that DX is the correct value. The beam sizes of the
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649 and the 488 nm lasers did not require any modification. For a well-aligned system 
going into a single-mode fiber, the coupling efficiency can be close to 70%, and is « 65% 
in this setup for the 488, 561, and 649 laser lines. The 405 is near the cut-off transmission 
value for the optical fiber, and its transmission efficiency is reduced by a factor of « 2 .
C .2  E x c i ta t io n  P a th
For the excitation path, the laser light is re-collimated by an achromatic objective, 
where it is directed through a beam lens relay to expand the beam to fill the back aper­
ture of the imaging objective, which is 7.2 mm in diameter. The output diameter of the 
beam is given by D  = 2 f  NA,  where f  is the focal length of the collimation objective, and 
N A  is the effective numerical aperture of the optical fiber, since it is the fiber core size 
which dictates the angular spread of the light coming from the fiber. The focal length 
of the collimation objective is 18.2 mm, and the optical fiber has an effective N A  of
0.12, giving an output beam diameter value of « 4.4 mm. The beam is then expanded 
by a factor of 1.6 in the lens relay to just m atch the diameter of the back aperture of 
the objective. The filling factor of the back aperture of the objective is an im portant 
parameter, since as was seen in Equation C.2, the larger the beam diameter, the smaller 
the focal spot diameter will be. This initial part of the excitation path can be seen in 
Figure C.3.
The beam goes through a beam sampler, which is an angled piece of glass that is 
lacking an antireflection coating on one side.1 Approximately 4% of the beam is then 
directed onto a photodiode, whose voltage output is then proportional to the incident 
am ount of light. This output can be calibrated by measuring the power with an optical 
power meter to give real-time incident power readings. This is im portant for photo- 
bleachable samples, namely any sample that uses fluorescence, instead of Rayleigh scat­
tering as in the case of gold nanoparticles.
After the beam sampler, the light is directed onto a quad-band dichroic mirror, a 
Semrock Di01-R405/488/561/635-25x36. This dichroic mirror will reflect the four laser
1All modern optics use antireflection (AR) coatings, which are dielectric layers deposited on top of 
optical elements to minimize back reflections governed by the Fresnel equations. The dielectric layers are 
designed to be achromatic over a fairly large spectral window. For example, visible-range AR coatings are 
effective from 400 - 750 nm, while near-IR AR coatings are effective from 750 - 1100 nm.
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Figure C.3. Initial portion of the excitation path, indicated by the cyan beam. The laser 
is recollimated from the optical fiber by an achromatic air objective, and sent through 
expansion optics to expand the laser beam to m atch the clear back aperture of the 
objective (objective not shown). The beam goes through a beam sampler for power 
measurements, and is redirected onto the surface of the scanning mirror (red dashed 
box). The lens before the scanning mirror can be taken in and out depending if confocal 
or wide-field mode is needed. The beam is shown entering into the scan lens. The 
emission path is indicated by the green beam. The two paths are split at the wavelength 
sensitive mirror, or dichroic.
lines, yet be transparent to emission from fluorophores excited by any given laser. For 
example, the fluorescent protein GFP has an emission peak of 510 nm when excited by 
488 nm light. The quad-band dichroic will reflect the 488 nm light, but be transparent to 
the 510 nm  peak emission, thereby separating the emission from excitation light within 
the microscope, allowing for the detection of the emission.
For the experiments highlighted in Chapters 4 and 5, scattered light from the gold 
nanoparticles was imaged. The dichroic is not perfectly efficient, and allows « 1% of the 
back-reflected laser light through. For scattering experiments, that am ount of light is 
still incredibly high compared to the fluorescence yield from fluorescent samples. For 
experiments using fluorescence to image, back reflection and leaked laser light m ust be 
further filtered out by the use of emission filters. Emission filters are similar to dichroics, 
but have extremely large (107 or 108) extinction ratios between the targeted transm itted 
and reflected spectral ranges. An emission filter would be used in conduction with a 
dichotic to further filter out any leaked laser leakage through the dichroic.
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C.2.1 4 f  Scanning System
The final part of the excitation path is the scan/descan 4 f  system, comprised of 
the scanning mirror, scan lens, tube lens, and finally the objective. In a scan/descan 
arrangement, the emission light from the sample completely retraces the optical path 
of the excitation, regardless of the position of the scanning mirror. The emission beam 
will leave the scanning mirror along the optical axis of the detection path, since every 
angular position is descanned upon reversal through the system .2 A picture of the phys­
ical system may be seen in Figure C.4, while a cartoon schematic of a 4 f  system may 
be seen in Figure C.5. In Figure C.4, the scan and tube lens are on a rail system to help 
with alignment, and a 45° mirror folds the light vertically into the back aperture of the 
objective. While the objective cannot be seen in Figure C.4, it is directly above the 45° 
mirror. It is on a linear translation stage to coarsely adjust the position of the objective 
at the correct focal height for a given sample. The 45° mirror is adjustable as well, to 
ensure that the light enters the back aperture of the objective orthogonal to the back 
focal plane, allowing for proper alignment of the system.
The scanning mirror used is an Optics in Motion biaxial 100 series (OIM101) scan­
ning mirror. Unlike more conventional scanning systems, which are based upon a gal­
vanom eter design and thus only operate along a single axis,3 the scanning mirror in the 
system is capable of biaxial movement. The face of the scanning mirror can then be 
placed a focal length away from the scan lens, and scanned in any orientation.
The objective used is a Zeiss Plan-Apochromat 63x magnification, 1.40 N A  oil iris 
objective with variable back aperture. With the back aperture stopped down to its m ini­
mum position, as was the case for the experiments in Chapters 4 and 5 to avoid overfill-
2WhiIe scanning systems can be fast, they are orders of magnitude slower than the lifetime of fluores­
cent molecules. Fluorescent lifetimes are on the order of nanoseconds, while the scan time of a single 
pixel of most systems is in the high ys to ms time range. Systems that push the envelope on speed can 
reach low ys pixel dwell times, or for specialized resonant scanning systems, hundreds of nanoseconds. 
This is still well above the lifetime of fluorophore, thereby ensuring that the emission is always returned 
along the same optical path.
3Systems that use galvanometers require care in their construction, due to the fact that scanning the 
angle of the first galvanometer changes the beam position on the second galvanometer. They are either 
manufactured such that the two galvanometers are very close together, minimizing beam walk-off, or in 
a 4 f  configuration of their own, thereby increasing the number of optical elements the excitation, and 
therefore emission, must travel through.
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Figure C.4. Side view of the layout of the 4 f  scanning system. The scan (red dashed box, 
left) and tube lens (red dashed box, right) are m atched lenses, and are one focal length 
away from the scanning mirror and back aperture of the objective, respectively. The two 
lenses are a distance of 2 f  apart from each other. The excitation light (cyan) is folded 
from a horizontal path to a vertical path by a 45° mirror, and enters the back aperture 
of the objective (not shown due to stage blocking the view). The emission light (green) 
retraces the optical path and reflects off of the scanning mirror along the same optical 
path as the excitation light, passes through the dichroic to the detection path.
ing the transmission gratings, the effective N A  is 0.7. The focal length of the objective is 
2.53 mm, and the back focal plane of the objective is located 19.4 mm from the front 
shoulder of the objective body, m eaning that the effective location of the back focal 
plane of the objective is located within the objective itself. This is accounted for in the 
positioning of the objective with respect to the tube lens.
The objective is mooted on a Physik Instrum ente P-725 PIFOC 400 i im  travel range 
objective piezo-scanner for precise positioning of the objective at nanom eter accuracy. 
The objective and PIFOC are placed on Newport 460P-X-05 linear travel stage, which is 
coarsely moved to an in-focus position and locked. This setup allows for flexibility in 
the samples and sample holders that may be imaged on the system. The samples are 
housed on a Prior H117IX3 fast x y  scanning stage, which allows for easy placem ent of
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Figure C.5. Schematic of a 4 f  system. In a 4 f  system, the scanning mirror is one focal 
length away from the scan lens, which is a distance of 2 f  from the tube lens. The tube 
lens is then a distance of one focal length away from the back focal plane of the objective. 
The principle of this setup is to relay the angle of the beam, dictated by the angle of 
the scanning mirror, into the back aperture of the objective, while keeping the spatial 
location of the beam at the back aperture of the objective constant. The scanning mirror 
changes the input angle, a SL, into the scan lens, which changes the focal position in the 
image plane. The tube lens then collimates the light, and due to the spatial offset in 
the image plane, the collimated light comes into the back focal plane of the objective 
at an angle, a TL. If the focal lengths of the scan and tube lens are equal, f SL = f SL, then 
a SL = a TL. If they are not equal, the ratio of the angles is the same as the ratio of the two 
focal lengths of the two lenses. If the light into the objective is at an angle, the light is 
focused at a different spatial position within the sample plane. Thus, the angle of the 
scanning mirror controls the focal position in the sample. As this figure demonstrates, 
regardless of the angle of the scan mirror, the location of the beam at the back focal plane 
of the objective is stationary.
the samples over the objective.
C .3  D e te c t io n  P a th
The system is designed to have two detection paths, controlled by an electronically 
controlled mirror. As seen in Figure C.6, the conventional confocal detection path de­
livers the emission light down the middle of the optical table, while the lower path is for 
the interferometer. A custom transillumination device can also be seen in the top part 
of Figure C.6 . This consists of a 735 nm LED light source, and is used to find a region of 
interest in the sample, be it nanoparticles or cells. This is accomplished through the use 
of a Thorlabs CMOS camera in the initial part of the detection path (not shown). A beam 
pick-off analogous to the one in the excitation path samples the emission, and creates 
an image on the camera, conjugate to the sample plane. This camera is also used to find
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Figure C.6 . Full detection path of microscope system, shown with the emission light 
leaving the objective and going through the 4f  system. The white arrow indicates 
the position of the programmable flip mirror (in the down position in this photo) the 
controls the detection path the emission will take. The emission light can either go to 
the conventional imaging path and onto the APD (not shown, in silver box at the left of 
the photo) or to the interferometer system (shown in the bottom  of the photo).
the focus when positioning the objective and sample together, as the back reflection 
from the laser will create a focal spot on the camera.
The conventional confocal optical path goes into a silver light-tight box behind the 
stage, and is focused onto an avalanche photo diode (APD) from Micro Photon Devices, 
a model PDM with a 50 x 50 ixm square detector surface. This APD has « 45% quantum  
efficiency at 561 nm. The APD is in a conjugate image plane to the sample, and is used 
to measure photon counts for every position of the scanning mirror. The APD detection 
path has an overall magnification of 60, and therefore the detector surface is « 0.8 Airy 
units wide. This allows for an optimal balance for collection of light only within the focal 
position of the objective, rejecting out of focus background light for a higher signal-to- 
noise ratio than a wide-field system.
The bottom  detection path is that of the custom interferometer, and can be seen in 
Figure C.7. The interferometer has two transmission gratings, which are discussed in
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Appendix D. The transmission gratings are highlighted by the white boxes in Figure C.7, 
and are positioned « 45 cm apart along the optical axis. The mirrors recombine the two 
interference beam s at the second grating. The imaging lens can be seen on the right 
edge of Figure C.7. A lens relay is placed between the second transmission grating and 
the camera, as seen on the optical rails. This lens relay reforms the image plane on 
the camera, an Andor electron-multiplying charged coupled device (EMCCD) camera, 
model iXon DV885. The overall magnification on the EMCCD is 400. The EMCCD has 
pixels 8 x 8 ym  in size, and is a 1000x1000 pixel array sensor. The quantum  efficiency for 
this camera is similar to the APD, and is « 50%.
C .4  L abV IE W  S o f tw a re  C o n tr o l
The system is controlled through custom LabVIEW programs, giving electronic con­
trol to the mechanical shutter, the AOTF, the scanning mirror, stage, piezo control, and 
APD. The Andor camera is controlled through software provided by Andor, and will not 
be discussed here. LabVIEW is a graphical programming environment, which allows for 
rapid software/hardware integration.
The AOTF is controlled by a custom LabVIEW routine, shown in Figure C.8(a). Each 
laser has its own on/off ability and intensity control. It also has the capability to open 
and close the mechanical shutter, turn the transillumination LED on and off, and the 
ability to control the electronic flip mirrors. The AOTF, which can handle all four laser 
lines simultaneously, is controlled by sending a string com m and to the electronic driver, 
which interprets the signal and sends the appropriate RF signal at the appropriate am ­
plitude to the AOTF. The objective piezo is controlled by the routine shown in Figure C.8 (b) 
The objective piezo is controlled as well by string commands fed into the electronic 
controller, which feeds a high voltage input to the piezo-electric.
The Prior x y  stage can also be controlled via the LabVIEW routine, as seen in Fig­
ure C.9. The stage has custom controls to move relative or absolute coordinates. The 
stage allows for custom scanning routines as well, which was used in Chapter 5. The 
stage scanning m ethod is a scan/rescan configuration: the stage scans from xmin to 
xmax, with pixel size Ax, and then returns to the xmin position. The stage increments Ay, 
and repeats, scanning from y min to y max. During stage scanning, at each stage position,
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Figure C.7. Detection path through the interferometer (set up as the optical config­
uration as presented in Chapter 4). The two transmission gratings are in the optical 
holders highlighted by the white boxes. The emission is split by the first transmission 
grating, and the mirrors recombine the beam path onto the second grating, which forms 
the primary image plane. The lens relay system then transfers the image plane onto 
the EMCCD. The black tubes on the front of the EMCCD shield the sensor from stray 
am bient light, reducing background.
the stage sends an external TTL trigger to the camera, allowing for stage control over the 
camera frame acquisition.
The scanning and imaging routine is shown Figure C.10. The program routine con­
trols the scanning mirror and reads the output from the APD through an National In­
strum ents data acquisition card. The program has controls for the scan range and scan 
time, as well as the ability to im port custom scan routines, park the laser at a particular 
location, and do multiple scan routines. The scanning configuration is similar to the 
stage scanning technique, which is a scan/rescan method. To form an image, the APD 
sends a TTL output for each photon that is detected, and these are counted by the 
National Instrum ents data acquisition card and binned for every pixel location of the 
scanning mirror. The scan/rescan across the x -axis is averaged, and this line-by-line 
readout is then displayed on the software until a full scan is completed. For imaging a 
single bead through the interferometer, for example, the laser beam can be parked at the
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Figure C.8 . Custom laser and piezo control software. (a) Image of the custom software 
for the laser lines, the flip mirrors within the microscope, and the transillumination 
system. Each laser line has individual control over its intensity, as well as if it passes 
through the AOTF or not. (b) The software control for the piezo is shown, indicating the 
focal position, as well as controls for focal position increments, and position stops to 
prevent the objective from moving into the sample.
center of a bead, as is shown in Figure C.10, and the data collection handled by sending 
TTL trigger signals to the EMCCD through the Prior stage control.
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Figure C.9. Image of the custom software used to control the Prior x y  stage. Indepen­
dent controls of the relative and absolute stage position are shown, as well as the ability 
to scan the stage in a predeterm ined scan pattern (controls on the right).
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A P P E N D IX  D
D E S IG N  O F  BINARY PH A SE  G RATIN G
This Appendix will discuss the mathematical details of the design of the binary grat­
ings that were used for the experiments conducted in this dissertation.
D .1 M a th e m a t ic a l  D e s c r ip t io n  o f  B in a r y  P h a s e  G r a t in g
The current grating system, shown in Figure D.1 is designed around a wavelength 
of A = 520 nm, with a AA = 20 nm from each side.1 The wavelength resolution of the 
system is 5A = 1 nm.
A unit cell of the grating, as shown in Figure D.2, can be described mathematically as
Mcell(x) = rect
x
5 (x + bl2) + rect — * 5 (x -  bl2) e l^
\U )
(D.1)













fx -  J
where the function comb (...) is defined as
TO
comb (y f x) = £  5
m=-TO
The far field can be calculated by using the Fourier transform
u(fx) = sinc (b fx) el2nbfxl2 + s inc (bfx) e~l2nbfxl2e l(f> comb (Afx)
(D.3)
(D.4)
1The wavelength specifications of the gratings were designed for a different wavelength range than 
the primary one used in the experiments presented in this dissertation, namely 520 nm (design) versus 
561 nm (experiment). The only major issue with dealing with a wavelength out of the design range is 
the efficiency of the system, but since Rayleigh scattering from gold nanoparticles was used, this was not 




Figure D.1. The grating system showing an input signal split into the +1 and -1 orders, 
and recombining at the detection plane. Not shown is the central order and correspond­
ing beam block, or higher diffraction orders.
where the constant amplitude coefficients have been neglected, and f x = jx~ . I f  b = A/2 




ginbfx _ e-inbfx comb (2 b fx ) . (D.5)
Using the definition of the comb function in Equation D.3, for comb (2bfx), the expres­
sion then is given by
m'
comb (2 b fx) = £  5 f x
m=- go V 2b>
(D.6)
This function is nonzero at f x = m / 2 b . Substituting these values into Equation D.5, the 
result is
2i sinf nm/2)  . ,
u (fx) = ---------- -------sin( n m / 2),
m /2
(D.7)
which equals zero for the even diffraction orders. For the odd orders, u(fx) = nm, and 
the intensity is I = nm?.  Therefore, for m = 1, an efficiency of 81% is obtained. For a 
limited num ber of periods, N,  the grating function is given by
x (x
rect----- rect —
N A . b ,
5 (x + b / 2) + rect — * 5 (x -  b /2) e 
b
i tp ' x '* comb
<A ,
(D.8)
and the far field is




Figure D.2. Sketch of the grating system. A denotes the length of a full period, and b is 
the length of the step.
Again, if b = A/2 and a phase 0  = n are used, while assuming as before that f x = m/2b, 
the expression is
, , 2i sin (nm/2) . .
U (fx) = sinc (NAfx) * -----n m /2 -----^  ^ m /2). (D.10)
D .2  G r a t in g  D e s ig n
The grating is designed around a wavelength of X = 520 nm, and the center wave­
length will have a diffraction angle of 9 = 5°. Using the diffraction equation, the period 
of the grating equals
mX
A = ---- - = 5.97um,
sin 9
(D.11)
where the diffraction order m  = 1 was selected.
If this system is to be used for a broadband source spectrum, the angular spread of 
the first diffraction order cannot overlap the angular spread of the other orders. Since 
the grating is designed to have odd diffraction orders only for X = 520 nm, care m ust be 
taken to ensure that the first diffraction order not does overlap the second. For the first 















D .3  N u m b e r  o f  P e r io d s  a n d  G r a t in g  S ize
The resolvable angle of the system is determ ined by the first order diffraction spot 
size. This is determ ined by the width of the main lobe of the envelope in Equation D.10,
i.e.,
U (f x) = sinc (N  A fx) = 0 (D.14)
Therefore, N A n j z  = n, and the width of the main lobe is 5x = N a. Since a wavelength 
spacing of 5A = 1 nm is required, the relationship
( . m (A + 5A) 
sin {9 + 59) = — ^ ------ (D.15)
is used, where 5A m aybe calculated, i.e., 5A = 16.83x 10-4. Using the relationship (x + 5x) 
= z  tan (9 + 5 ^ ,  the required spacing in the x  direction is found to be 5x  « 17 n  m. Using 
the relationship 5x = Na  once more, the num ber of periods for the grating are found to 
be N  > 1064. The minimum width of the grating is therefore N A = 6.4 m m .2
2This value is a minimum. New gratings have to be larger than this value so the back aperture of the 
objective can be fully opened.
A P P E N D IX  E
IN C R E A SE D  LO C A LIZA TIO N  P R E C IS IO N  BY 
IN T E R F E R E N C E  F R IN G E  ANALYSIS 
SU P PL E M E N T A L
This appendix will present further analysis and experimental details from Chapter 5.
E. 1 F a s t  E x t r a c t io n  o f  P h a s e  V a lu e
To initially validate the ideas presented in Chapter 5, a custom transmission grat­
ing interferometer was setup as follows. A single-mode Research Electro-Optics, Inc. 
helium -neon laser operating at 543 nm served as the light source, and was imaged onto 
an Andor Clara Interline 1392x1040 pixel CCD, with a pixel size of 6.45 pm. The same 
custom m anufactured transmission gratings were utilized, with a grating period of 5.97 
pm, and an efficiency of 81% transmission to the s1 orders. The zero order was blocked. 
To control the incident angle of the laser onto the grating, a 4 f  scanning configuration 
was constructed, with the grating in the final imaging plane of the system. The Optics 
In Motion biaxial fast scanning mirror served as the scanning control. The 4 f  system 
was constructed using two 50 mm focal lengths lenses from Thorlabs (Part AC254-050- 
A-ML). The 4 f  scanning configuration can be seen in Figure E.i. The interferometer was 
constructed using m atched mirrors from Thorlabs (Part BB1- E02). The mirrors served 
to recombine the +1  and -1 orders from the grating, and the two orders were recombined 
at the surface of the CCD.
To determine the phase values corresponding to different particle locations, the laser 
spot was recorded for a series of small scan angle steps. Each step in scan angle corre­
sponded to a shift in the sample plane of 20 nm, which was calibrated using a custom 
confocal microscope with a scan and tube lens each with a focal length of 150 mm, and 




Figure E.1. Wavefront modification through the interferometer. (a) Schematic of 4 f  
scanning configuration. A 543 nm  HeNe laser was directed onto a scanning mirror, 
whose scanning angle determ ined the angle of incidence onto the grating. The lenses 
used were 50 mm focal length achromatic doublets. (b) Image of the modulation pro­
duced at the output of the interferometer over the wavefront of the laser beam.
AFM grid, with a pitch variation of 5 im . The angular step size corresponding to a 20 
nm step size in the sample plane was 7.67 ira d , which was above the stated accuracy of
2 firad of the Optics In Motion scanning mirror.
In order to extract the phase values of the beam after propagating through the in ­
terferometer, the image was recorded onto an Andor Clara interline CCD and analyzed 
as follows. Since we are only concerned with the movement of the phase front with 
respect to the x -axis, the fringe pattern was collapsed along the y -axis to generate a 
one-dimensional image. This image was then analyzed in a custom MATLAB (The Math- 
works, Natick, MA) routine that found the best-fit parameters for j ,  m, and 0. The same 
image was then also analyzed by Fourier decomposition via the m ethod of Takeda, et 
al. [1] to extract the value of 0.  To do so, note that the m odulation com ponent given in 
Equation 5.6 can be rewritten as an exponential function and simplified down to:
q (x) = f  (x) + f  (x) j  ei 0 + f  (x) j  e- i  0 e ~i Mx (E.1)
Here, j  is the interference fidelity (between 0 and 1), m is the spatial frequency of the 
interference pattern, and 0  is the phase of the fringe pattern. If we take a Fourier trans­
form into the frequency domain, which we can then denote as Q (x), we end up with 
three distinct terms — one related to the underlying signal which can be filtered, and 
two terms solely containing the frequency, and hence phase, information. To find this
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phase value, the central peak of the Fourier domain is filtered, along with the positive 
peak corresponding to the second term of Equation E.1. Only the negative peak, or the 
last term in Equation E.1, is then transformed back to the spatial domain, which we can 
denote now as iQ (x). We exclude the positive peak to ensure that the inverse Fourier 
transform has both real and imaginary components. While either the negative or the 
positive peak may be selected for analysis, we chose the negative peak to ensure that 
the slope of the phase versus position is the same sign as the slope extracted from the 
numerical fitting routine. The underlying phase value can then be extracted from these 
two components as follows:
' ^  [iQ (x)] '
(E.2)
[ iQ(x)]J
This expression for the phase across the image is only a relative value; a global phase 
can be imposed by choosing any arbitrary reference point (in this case the phase from 
a particular pixel) and subtracting that value from the relative phase. These values can 
then be compared to the phase values extracted from the numerical fitting routine; both 
of these are shown in Figure E.2 for the numerical fitting m ethod (top) and the Fourier 
analysis (bottom). While the particular values are different for the phase value at a given 
scan angle, and hence sample position, this is due to the choice of the relative offset 
value chosen in the Fourier analysis. However, the trend is the same between the two 
methods, and hence the sensitivity of the approach. As can be seen readily from the 
plots, the phase value of the image varies extremely rapidly, and can be used to give 
an independent m easurem ent of the central position of the emitting probe. This phase 
value is sensitive to the length of the interferometer and angle in which the two beams 
combine. The angle of the two beams, or the length of the interferometer, can be varied 
to have the phase go through one cycle of 2n across the image.
E .2  R e fe re n c e s









Figure E.2. Plot of extracted phase values from numerical fitting (top) and Fourier 
analysis (bottom). The x -axis of each plot represents the corresponding displacement 
in the sample plane for a given scanning angle. While the absolute values differ, this 
is merely due to the choice of a reference value in the Fourier analysis. The trend, and 
therefore the sensitivity, between the two methods is equal.
