We prove a localized non blow-up theorem of the Beale-Kato-Majda type for the solution of the 3D incompressible Euler equations.
Introduction
We consider the homogeneous incompressible Euler equations [8] describing the fluid flows in R 3 , (1.1)
where v = (v 1 (x, t), v 2 (x, t), v 3 (x, t)) is the velocity of the fluid, and p = p(x, t) represents the pressure. The local in time well-posedness in the Sobolev space W k,p (R 3 ), k > 3/p + 1, 1 < p < +∞, for the Cauchy problem of the system (1.1) is well-known by the result of Kato-Ponce [10] . The question of finite time singularity for such local in time classical solution is still an outstanding open problem(see e.g. [15, 5, 1, 3] for surveys of the problem and the related results). We say a local in time smooth solution v ∈ C([0, T ); W k,p (R 3 )), k > 3/p + 1, 1 < p < +∞, does not blow up (or equivalently regular) at t = T if (1.2) lim sup tրT v(t) W k,p (R 3 ) < +∞.
The celebrated Beale-Kato-Majda criterion [2] shows the local in time well-posedness estimates that (1.2) is guaranteed if
See also [6, 7] for geometric type criterion. In particular in [14] Kozono-Taniuchi improved (1.3), replacing ω(t) L ∞ (R 3 ) in (1.3) by a weaker norm ω(t) BM O(R 3 ) . The aim of the present paper is to deduce a sufficient condition of local regularity, which localizes both of the previous criteria in [2, 14] . For this purpose we use the local BMO space. For r > 0 and x ∈ R n we denote B(x, r) = {y ∈ R n | |x − y| < r}, and B(r) = B(0, r) below. By BMO(B(r)) we denote the space of all u ∈ L 1 (B(r)) such that |u| BM O(B(r)) = sup x∈B(r) 0<ρ≤2r − B(z,ρ)∩B(r) |u − u B(z,ρ)∩B(r) |dy < +∞, where we used the following notation for the average of u over Ω ⊂ R n .
The space BMO(B(r)) will be equipped with the norm u BM O(B(r)) = |u| BM O(B(r)) + r −n u L 1 (B(1)) .
Note that BMO(B(r)) is continuously embedded into L q (B(r)) for all 1 ≤ q < +∞. Indeed, in view of (B.3) in the appendix below it holds u L p (B(r)) ≤ cr n q u BM O(B(r)) .
For simplicity we assume the possible blow-up occurs at the space-time origin (0, 0), and consider the system (1.1) in B(ρ) × (−ρ, 0) throughout the paper. Our aim in this paper is the poof of the following form of local regularity criterion. it generalizes both the original Beale-Kato-Majda criterion [2] and its improved version by Kozono-Taniuchi [14] . Moreover, Theorem 1.1 also provides substantial advantage over the global criterions of [2, 14] in the computational test of the blow-up(see e.g. [11, 12] and references therein) at a specific point in a domain, since we only need to compute the vorticities at points in a small neigborhood of that point, not at whole points in the region.
The contents of the paper is the following. In Section 2 we prove a localized version of the logarithmic Sobolev inequality. This is done by introducing suitable extension operator of functions defined on a ball to the whole domain of R n . In Section 3 we establish several multiplicative inequalities to be used later. These amount to localized version of the Calderón-Zygmund type inequality in R n , which enables us to estimate the gradient of velocity in terms of the vorticity with lower order integral of velocity. In Section 4 we prove a local L ∞ t L p x estimate for the vorticity. In order to do this we first prove a localized version of the Kozono-Taniuchi inequality(see [13] for the original global version). The vorticity estimate deduced in this section, combined with our assumption of local energy bound, implies v ∈ L ∞ t L ∞ x locally, which is an important step for our proof of the main theorem. In Section 5, using the results of previous sections, we complete the proof of Theorem 1.1. This last part of the proof is based on the two new ingredients. One is the transform of the Euler system into new equations, which is similar to the one in our previous paper [4] . The other one is use a new iteration scheme of the Gronwall type. The corresponding iteration lemma is proved in Appendix A.
Local version of logarithmic Sobolev's inequality
Our aim in this section is to prove the following local version of the logarithmic Sobolev inequality.
Lemma 2.1. Let B(r) be a ball in R n with the radius r > 0. For every u ∈ W 1, q (B(r)), n < q < +∞, the following inequality holds true
with a constant c > 0 depending on n and q.
In order to prove the above lemma we construct an extension operator, which is bounded with respect to both the BMO norm and the Sobolev norm.
We define an extension
where T : R n \ {0} → R n \ {0} stands for the reflexion map
In addition, the following estimates hold true
We first prove Lemma 2.1 assuming Lemma 2.2 is true.
Proof of Lemma 2.1: We denote by U the extension introduced in Lemma 2.2. According to Lemma 2.2 we get U ∈ W 1, q (R n ). In view of the logarithmic Sobolev embedding we infer
Estimating the right-hand side of (2.5) by means of (2.3) and (2.4), the assertion follows.
Proof of Lemma 2.2: First let us provide some basic properties of the map T . We compute
Furthermore we get for k, l ∈ {1, . . . , n}
Next, we show that for every x, y ∈ R n \ {0} it holds
Indeed, by an elementary calculus we find
Whence, (2.7). Let B(x 0 , ρ) ⊂ R n , 0 < ρ < r be any ball. We discuss the three cases (i)
c , and (iii) B(x 0 , ρ) ∩ ∂B(r) = ∅ separately.
(ii) The case B(x 0 , ρ) ⊂ B(r) c : By means of triangle inequality and Jensen's inequality we estimate
, and observing (2.6), we obtain with the help of the transformation formula of the Lebesgue integral
In case x 0 ∈ B(4r) c it is readily seen that B(x 0 , ρ) ⊂ B(3r) c , and therefore U ≡ 0 on B(x 0 , ρ). Thus, we may assume x 0 ∈ B(4r). By means of (2.7) we infer for every y ∈ B(x 0 , ρ)
This implies that (2.10)
With the help of triangle inequality we obtain for z = T (y) and y ∈ B(x 0 , ρ)
Now, the right-hand side of (2.9) can be estimated by virtue of (2.10) and (2.11). This gives
. To estimate the second integral we first note that for all z ∈ T (B(x 0 , ρ))
This together with (2.10) shows that
Furthermore, by using a standard iteration, we get
. Inserting the estimates of I and II into the righthand side of (2.12), we obtain from (2.8)
We setx := r |x 0 | x 0 ∈ ∂B(r). Since B(x, ρ) ∩ B(r) = ∅ it must hold |x 0 | < r + ρ, and thereforex ∈ B(x 0 , ρ). In particular, |x 0 −x| < ρ. This shows that
which in turn implies (2.13)
By using triangle inequality, we infer for every y ∈ B(x, ρ)
For y ∈ B(x, ρ) \ B(r), noting thatx = T (x), and using (2.7), we find
Consequently, (2.14)
Using (2.14), we obtain
To estimate II we proceed as in (ii). For y ∈ B(x 0 , ρ) we set z = T (y). Since |x 0 | < 3 2 r and |y − x 0 | < r 2 , we estimate
Arguing as in (ii), using the transformation formula of the Lebesgue integral together with (2.6), (2.15) and (2.14), we infer
Similarly, we also estimate
Therefore, we have
This completes the proof of the lemma.
Multiplicative inequalities
In our discussion below we shall make use of the following multiplicative inequalities involving cut-off functions. where
Applying ∇ to both sides of the above identity, we find that
Using Calderón-Zygmund's inequality, we see that
Estimating the last term on the right-hand side of the above estimate by means of (B.1) with n = 3, and applying Young's inequality, we get (3.1). The second inequality easily follows (B.1) together with (3.1).
Arguing as in the proof of Lemma 3.1, we get the following
Proof: As we have seen in the proof of Lemma 3.1 it holds in R 3 −∆∇(uψ
Using Calderón-Zygmund's inequality [16] , we find that
On the other hand, in view of (B.2) with n = 3, q = 6 and m = 5 we get 6 + c ∇ψ
We estimate the first term on the right-hand side of (3.6) by (3.1) with q = 6 and m = 5. This together with (B.3) gives
6 + c ∇ψ 3 2 ∞ uψ 2 .
≤ cr
Finally, combining (3.5) and (3.7), and applying Young's inequality, we obtain (3.4). (1)) we define the mean
f ηdx.
First we see that
Using (3.9), we estimate for ρ ≥ 1 2
In case ρ ≤ 
By the fundamental theorem of differentiation and integration we calculate
For some ξ i ∈ [x, y], i = 1, 2, 3, and ξ 0 = y. This along with (3.9) yields
By using Hölder's inequality, we find that
Applying the embedding L 6 (B(1)) ֒→ BMO(B (1)) (cf. Lemma B.3), we get
Combining the above inequalities, and applying Young's inequality together with (3.9), we arrive at
Whence, (3.8) follows immediately from (3.10) by using a standard scaling argument.
Combining Lemma 3.2 and Lemma 3.3, we get Remark 3.5. Note that thanks to (3.11) for every v ∈ L ∞ (−ρ, 0; L 2 (B(ρ))), which satisfies the local Beale-Kato-Majda condition (1.4) it holds for all 0 < r < ρ (3.13)
In particular, (3.7) with n = 3 together with (3.13) implies that for all 0 < r < ρ
Lemma 3.6. Let u ∈ W 2, q (B(r)), 2 ≤ q < +∞. Let m, k ∈ R such that 2 ≤ m < +∞ and 0 < k ≤ 2m. Then for every ψ ∈ C 
Proof: Applying integration by parts, and using Hölder's inequality, we get
q , and Young's inequality gives (3.15) .
In case ∇ · u = 0 almost everywhere in B(r) we may apply (3.3) with ∇u in place of u in order to estimate in (3.15) the norm involving the second gradient of u. This together with (3.15) with m = k − 1 gives
Then we apply Young's inequality to obtain (3.16). The estimate (3.17) is now an immediate consequence of (3.15) and (3.16).
Combining Lemma 3.1 and Lemma 3.6, we get the following Corollary 3.7. For all u ∈ W 2, q (B(r)), for all ψ ∈ C ∞ c (B(r)) with 0 ≤ ψ ≤ 1 and for all k > 5 we get
Proof: Let k > q. The estimate (3.17) with m = k and k = 2 reads
Combining this inequality with (3.16), and applying Young's inequality, we obtain (3.18).
Local estimates of the vorticity Theorem 4.1. Under the assumption of Theorem 1.1 it holds for all 0 < r < ρ and for all
1 ≤ q < +∞ ω ∈ L ∞ (−ρ, 0; L q (
B(r))). (4.1)
Proof: Applying curl to both sides of (1.1), we get the vorticity equation
Fix, 2 ≤ q < +∞. Let 0 < r < σ < ρ be arbitrarily chosen. Let 0 < r < r 1 < r 2 < σ, and set r := r 1 +r 2 2
. Let φ ∈ C ∞ c (B( r)) denote a cut off function such that 0 ≤ φ ≤ 1, φ ≡ 1 on B(r), and |∇φ| ≤ c(r 2 − r 1 ) −1 . Next, let −ρ < t 0 < t 1 < 0 be fixed, where t 0 will be taken sufficiently small, specified below. We multiply (4.2) by ω|ω| q−2 φ q , integrate the result over B(r 2 ) × (t 0 , t), t 0 < t < t 1 , and apply integration by parts. This yields
First, by using Hölder's inequality and Lemma B.3, we estimate
q ds ess sup
Using Young's inequality, we obtain
Secondly, we get by the aid of Hölder's inequality
To proceed further we prove the following localization of Kozono-Taniuchi's inequality [13] .
where the constant c > 0 depends on q only.
Proof:
We define the extension
where φ ∈ C ∞ c (B(4r)) denotes a suitable cut off function such that φ ≡ 1 on B(2r). According to Lemma 2.2 it holds f, g ∈ BMO ∩ L q (R 3 ) together with the estimates
Thanks to Kozono-Taniuchi's inequality[13, Lemma 1(i)], combined with (4.6), (4.7) and (4.8) we find that
Whence, by using Jensen's inequality we get (4.5).
Thanks to (4.5) we find
By the aid of Corollary 3.4 we get
Furthermore, by virtue of Lemma 3.1 we see that
where β = 5q − 6 2q .
We now estimate the right-hand side of (4.9) by (4.10) and (4.11). This yields
due to (B.3), we are led to
where we have set
Integrating (4.12) over (t 0 , t), then combining the result with (4.4), and applying Young's inequality, we obtain
We take ε = , and choose t 0 such that
Inserting the estimates of I and II into the right-hand side of (4.3), and taking into account that β ≤ 4, we get ess sup
By using a standard iteration argument, we deduce from (4.13) that ess sup
Since c is independent of t 1 , using the fact ω ∈ L ∞ (−ρ, t 0 ; L q (B(r))) and (3.14), combined with the hypothesis v ∈ L ∞ (−ρ, 0; L 2 (B(ρ))), we get (4.1).
By means of Sobolev's embedding theorem we immediately deduce from (4.1) the following 0) be a solution to the Euler eqautions (1.1). Then for all 0 < r < ρ,
In particular, v ∈ L ∞ (B(r) × (−ρ, 0)) for all 0 < r < ρ.
5 Proof of Theorem 1.1
We are now ready to prove our main theorem.
Proof of Theorem 1.1: We take −ρ < t * < 0 such that
Let t * < t 0 < 0. We consider the following transformation of (v, p) → (V, P ) defined by
which was first introduced by the authors of this paper in [4] . Thanks to Corollary 4.3 we have
. We also define
We claim that
Indeed, according to (5.2) together with (5.1) we estimate
Using the chain rule, we see that (1.1) turns into the following equations, which hold in B(ρ 0 ) × (t 0 , 0).
Then applying ∇× to (5.4), we obtain the following equations
Applying the operator ∂ i (i ∈ {1, 2, 3}) to both sides of (5.5), we get the equations , and define
Clearly,
, and r m ր ρ * . . Next, we multiply both sides of (5.6) by ∂ i Ω|∇Ω| q−2 φ 6q m , where φ m (y) = η m (|y|), integrate the result over B(r m+1 ) × (t 0 , t), t 0 < t < 0, sum over i = 1, 2, 3. Then, applying the integration by parts, we have ∇V (s) :
For notational simplicity we define
We immediately see that
Inserting the estimates of I + II into (5.7), we deduce
Furthermore, in view of (3.18), we see that
Combining (5.10) with (5.9), we find that
By means of the local version of the logarithmic Sobolev embedding inequality (cf. Lemma 2.1) we find for every s ∈ (t 0 , 0) (5.12) where the constant c > 0 depends only on ρ.
We continue our discussion by estimating the term on the right-hand side involving the BMO norm of ∇V . For this purpose let η ∈ C ∞ (R) be a cut off function such that 0 ≤ η ≤ 1 in R, η ≡ 1 on B(ρ * ), η ≡ 0 in (ρ 0 , +∞), and 0 ≤ −η ′ ≤ 2(ρ 0 − ρ * ) −1 = 4(ρ 0 − r) −1 . We set ψ(y) = η(|y|). By means of Jensen's inequality we get for every ball B(x 0 , σ) with x 0 ∈ B(ρ 0 /2) and 0 < σ < ρ 0
This together with (3.11) with r = ρ 0 yields
where we used Corollary 4.3 in the last step. Combining (5.12) and (5.13), we get
Combining (5.11) and (5.14), we arrive at Furthermore let a ∈ L 1 (t 0 , t 1 ) with a(t) ≥ 0 for almost every t ∈ [t 0 , t 1 ]. We assume that the following recursive integral inequality holds true for a constant C > 0 β m (t) ≤ Cm + Combining the last two estimates and applying Young's inequality, we obtain the assertion (B.1).
Lemma B.2. Let u ∈ W 1, q (B(ρ)), n < q < +∞ such that ∇ · u = 0 almost everywhere in B(ρ). Then for every ψ ∈ C Combining the two estimates above, and applying Young's inequality, we obtain the assertion of the lemma. 
