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На нефтеперерабатывающих заводах ведется переработка нефти в бензин, керосин, мазут, 
смазочные масла, сырье для нефтехимии и т.д. Переработка осуществляется в технологиче-
ских установках: для первичной переработки, каталитического риформинга, каталитического 
крекинга и т.д. Основными аппаратами установок являются трубчатые печи, ректификацион-
ные колонны и др. Основу работы этих аппаратов составляют процессы теплообмена, массооб-
мена и гидродинамики взаимодействующих потоков [1]. Анализ процессов и проектирование 
эффективных режимов рассматриваемых объектов химической технологии с целью создания 
автоматизированных систем контроля и управления является важнейшей проблемой совре-
менного производства.
Математические методы и вычислительные средства позволяют осуществить процесс 
моделирования и оптимизации сложных технологических установок, включающих техноло-
гические печи, ректификационные колонны и др. [2-4]. Для описания таких процессов всей 
установки возможна математическая модель всей цепочки. На рис. 1 приведена принципиаль-
ная схема подобной установки. Уже накоплен достаточный опыт исследования отдельных ап-
паратов и возможен подход к исследованию установки в целом. В практике исследуемые объ-
екты химической технологии рассматриваются как объекты с распределенными параметрами, 
для описания которых применяется математический аппарат дифференциальных уравнений в 
частных производных [5]. Для анализа статических и динамических режимов и решения задач 
оптимального управления формулируются соответствующие краевые задачи.
Ректификационная установка состоит из технологической печи и ректификационных ко-
лонн. Трубчатые печи разных конструкций широко распространены в нефтегазоперерабатываю-
щей, нефтехимической и других отраслях промышленности, являются составной частью многих 
установок и применяются в различных технологических процессах (перегонка нефти и мазута, 
пиролиз, каталитический крекинг, очистка масел и др.). В печи сырье нагревается до требуемой 
температуры и подается в среднюю часть колонны для разделения смеси на компоненты.
Постановка задачи для технологических печей
Если учитывать, что сырье выводится из средней части печи, то, исходя из законов меха-
ники сплошных сред, можно получить следующие уравнения нестационарного горения [6-8]:
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Здесь x(l,t) – концентрация горючего вещества, ρ(l,t), и(l,t), Tn(l,t) – 
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Здесь L – длина печи.       
Как и в случае оптимизации процессов разделения, здесь могут быть 
проанализированы различные задачи оптимального управления процессом 




Nikolay D. Demidenko and Lyudmila V. Kulagina. An Optimal Process Control in the Rectification Facilities
Рис. 1. Схема ректификационной установки: а – технологическая печь, б – ректификационная колонна; 
1 – камера радиации (топочная камера); 2 – камера конвекции; 3 – дымовая труба; 4 – конвекционные 




Рис. 1. Схема ректификационной установки: а – технологическая печь, б – 
ректификационная колонна; 1 – камера радиации (топочная камера); 2 – камера 
конвекции; 3 – дымовая труба; 4 – конвекционные трубы; 5 – радиантные 
трубы; 6 – вход сырья; 7 – выход сырья; 8 – дымовые газы 
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Как и в случае оптимизации процессов разделения, здесь могут быть проанализированы 
различные задачи оптимального управления процессом технологических печей. Рассмотрим 
одну такую задачу [1, 3].
Пусть управляемый процесс технологической печи описывается следующей системой 
(1).
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Задача оптимального управления формулируется следующим образом. Найти 
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Для получения необходимых условий оптимальности рассмотрим 
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С учетом (7) система (1) будет иметь вид
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Начальные условия 
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Аналогично проведем преобразования вспомогательного функционала I2 
на границе области. В результате имеем: 
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Из последних равенств следует, что ξi(L, t) = 0, i = 1, 2, 5, 
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Таким образом, мы получили систему (9) с начальными условиями (10) и 
граничными условиями (11)–(14). 
Из (13) следует: если zi ≡ 0, 51,i = , то управления υi(t), 51,i = , принимают 
граничные значения υi min или υi max. 
Левые части конечно-разностных аналогов уравнений (14) представляют 
собой градиенты аппроксимированного функционала качества (6). 
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начальные условия:
x(l,0) = x0(l), у(l,0) = у0(l), 0 < l < 1, (18)
xd(0) = xd0, xk(0) = xk0, 0 ≤ a, Ed ≤ 1. 
F(t) – поток сырья в жидкой фазе, подводимый в колонну и являющийся управлением.
Здесь x(l, t), y(l, t) – концентрации целевого продукта в жидкой и паровой фазах; L(l, t) – 
поток жидкости; V(l, H) – поток пара; Нx, Ну – удерживающие способности в жидкости и паре; 
xd – концентрация целевого продукта в дефлегматоре; xk – концентрация целевого продукта в 
кубе. Возмущающее воздействие по концентрации целевого продукта в сырье xf2 (рис. 2а), у* – 
равновесная концентрация целевого продукта в паровой фазе; D, W – отбор целевого продукта 
вверху и внизу колонны; Ld – орошение.
Величины потоков при этом удовлетворяют условиям
W(t) + D(t) = F(t), D(t)+ Ld (t) = V(1, t),  (19)
W(t) + V(0,t)=L(0,t), Vd(t)=V(1,t). 
Предполагается, что удерживающие способности Нх, Ну постоянны, V не зависит от l.
Анализ условий (19) показывает, что только два из четырех потоков (W, D, L, V) являются 
независимыми. Выбор тех или иных двух независимых потоков в качестве управлений опреде-
ляет соответствующие задачи. Эти задачи рассматриваются как задачи оптимального управле-
ния в классе кусочно-непрерывных управлений с критерием качества.
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удерживающие способности в жидкости и паре; xd – концентрация целевого 
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где θ* – заданное значение концентрации целевого продукта.  
Потоки L, D фиксированы, а V, Vd, Ld исключаются согласно (19). 
Управление F выбирается в классе кусочно-непрерывных функций и 
принимает значение в промежутке 
Fmin < F(t) < Fmax.  
 (20)
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при начальных условиях (20) и ограничениях на управления        
(F – Fmin) (Fmax – F) – u2 = 0                                (23) 
(u – вспомогательное управление). 
Задача состоит в том, чтобы во множестве кусочно-непрерывных 
функций F, удовлетворяющих условию (23), найти такую, что соответствующее 
ей решение задачи (21)-(23), (18) дает минимум интегралу (20). Применяя 
известную процедуру вариационного исчисления, получаем необходимое 
условие оптимальности.  
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где   ξ, η, λ(1)d, λ(2)d ,  λ(3)d , λ(1)k,  λ(2)k – множители Лагранжа. 
Алгоритм решения задачи оптимального управления содержит 
следующие этапы: 
1) задается начальное приближение управляющей функции F°(t); 
2) решается система уравнений (15)–(18) и (24)-(26);  
3) далее полагаем F(n+1) = F(n) – αH; 
4) предельные значения F(n+1) при n  → ∞  дают оптимальные управления. 
На рис. 2 приведены результаты расчетов по оптимальному 
управлению для промышленной колонны К-34 [1] установки 
сернокислотного алкилирования изобутана бутиленами (разделяемая 
многокомпонентная смесь сведена к бинарной). Основные параметры: 
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где ξ, η, λ(1)d, λ(2)d , λ(3)d , λ(1)k, λ(2)k – множители Лагранжа.
Алгоритм решения задачи оптимального управления содержит следующие этапы:
задается начальное приближение управляющей функции 1) F°(t);
решается система уравнений (15)–(18) и (24)-(26); 2) 
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На рис. 2 приведены результаты расчетов по оптимальному управлению для промыш-
ленной колонны К-34 [1] установки сернокислотного алкилирования изобутана бутиле-
нами (разделяемая многокомпонентная смесь сведена к бинарной). Основные параметры: 
D = 27,06 кмоль/ч, W = 76,59 кмоль/ч, Ld = 45,21 кмоль/ч, Hxd=50 кмоль, Нxk=30 кмоль.
Исследование выполнено при финансовой поддержке Российского фонда фундамен-
тальных исследований, Правительства Красноярского края, Красноярского краевого фон-
да поддержки научной и научно-технической деятельности в рамках научного проекта 
№ 16-41-242156 р_офи_м.
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