We study a population consisting of families initialised at random birth times with growth rates given by i.i.d. random variables. Allowing arbitrary dependence between birth times and growth rates enables us to study a wide range of examples including different types of preferential attachment networks with fitness, branching processes with selection and mutation, and random permutations with random cycle weights. Our main result is a versatile Poisson limit theorem which implies convergence of the scaled size of the largest family at large times to a Fréchet distribution and convergence of the standardised birth time of this family to a Gaussian distribution, in the case where the growth rates are sampled from the maximum domain of attraction of the Gumbel distribution.
Introduction

Motivation
In this paper we investigate the asymptotic properties of the largest family in a sequence of growing families, which have different birth times and different exponential growth rates. The growth rates are sampled from an iid sequence F 1 , F 2 , . . . of bounded random variables, while the birth times τ 1 , τ 2 , . . . may be random and can depend in a quite general fashion on the growth processes. In the most interesting cases the birth times are themselves arising from an exponentially growing process so that the largest family at time t arises in competition of the few families born early, which have a longer time to grow, and the many families born late, among which the occurence of a higher birth rate is more probable. The situation we investigate arises for example in various dynamic network models, where the families are nodes and their size is the degree, or in variants of the chinese restaurant process, where the families are tables and their size is the number of occupants. We will give interesting examples below, but first we give a flavour of the problem by a calculation based on the simplest nontrivial scenario.
For this purpose let the birth time of the nth family be τ n = 1 λ log n and its size at time t be Z n (t) = e (t−τn)Fn if τ n < t, 0 otherwise.
Suppose µ is the law of F n on the interval (0, 1] and let 1 ≪ T (t) ≪ t. Then P e −(t−T (t)) max n Z n (t) ≤ e x = P (t − τ n )F n ≤ (t − T (t)) + x ∀n : τ n ≤ t The task is now to choose T (t) such that, as t ↑ ∞, 
Letting T (t) = α λ log t this is equivalent to This result, and further asymptotic results on the birthtime and fitness of the largest family, can be generalised to a framework where
• µ is in the maximum domain of attraction of the Weibull distribution of extreme value theory,
• the growth processes (Z n (τ n + s) : s ≥ 0) are asymptotically independent random processes with growth rates given as γF n , for some γ > 0,
• the birth times τ n are themselves random and may depend on the growth processes.
Generalising the above calculation to such a setup requires, of course, more sophisticated methods. Our approach is to describe the state of a family at time t as a point in the space (−∞, ∞)×(−∞, ∞)× (0, ∞), where the first coordinate corresponds to its birth time, the second to its fitness and the third to its size at time t. Introducing a t-dependent scaling of the three coordinates (so that the focus is on a carefully chosen window) and letting t → ∞ we obtain a limiting point process, see Theorem 1.
In this limiting process the point with the maximal third coordinate identifies the largest family, allowing to read off limit theorems for its size, fitness and birthtime, see Corollary 2. A similar result in a different framework is contained in the paper [6] .
The main results of the present paper provide corresponding results for the case that µ is in the maximum domain of attraction of the Gumbel distribution. This case is considerably more difficult because the technique of [6] cannot be applied. The reason for this is that the window in which one has to search for the largest family is larger, having unbounded width in the first component. Therefore for a limit theorem the first component requires scaling, and hence the scaling of the second component depends not only on t but also on n, the birth rank of the family. Using some additional regularity properties of the fitness distribution µ however allows to make the scaling of the third component independent of n, so that we can still achieve a powerful Poisson limit theorem (Theorem 3) as well as convergence of the scaled family size to a Fréchet distribution and of the standardised birth time to a Gaussian distribution (Corollary 4). Taken together, our results give an essentially complete picture for the behaviour of the largest family for fitness distrbutions µ with bounded support.
Our main examples of competing growth processes originate from the study of dynamic network models. In these models new vertices get born at random times and are connected to existing vertices by certain rules. The degree of a vertex grows over time with a growth rate given by the attractiveness, or fitness, of the vertex. Our theorems deal with the vertex of maximal degree at a large time t and describe its degree, fitness and birthtime as a function of t. Other examples include a branching process with selection and mutation and a disordered chinese restaurant process, for which we derive a surprising result on the relative size of the two largest occupied tables. We will describe these examples and explain their embedding in Section 2.
The paper is structured as follows. In Section 1.2 we give a full definition of our model and assumptions and state the main results. Section 1.3 gives examples of fitness distributions to which our results apply. Section 2 is devoted to a range of interesting examples of growth processes and describes applications of our general results to these examples. The further sections are devoted to the proofs and their structure will be explained at the end of Section 2.
Define M (t) := max{n : τ n ≤ t} and N (t) := M (t) n=1 Z n (t). We view this as a population of immortal individuals and we refer to Z n (t) as the size of the nth family, M (t) the number of families in the system and N (t) the total size of the population respectively, at time t. From this perspective τ n represents the foundation time of the nth family. Furthermore, we see F n as a fitness parameter of the nth family, determining the rate at which new offspring are born into it.
In this paper we aim at proving convergence results for the maximal family in the population. For this we require the following assumptions on the growth processes and fitness distribution.
Assumption (A.1) (Families' foundation times). There exists
where τ * n := 1 λ log n, T is a finite random variable, and ε n → 0 almost surely as n → ∞. Assumption (A.2) (Growth processes). There exist γ > 0 and an
where I(t) is a collection of indices specified below in dependence on the fitness distribution µ.
Assumption (A.3) (Growth rate). There exists an integrable random variable ξ with density
ν defined on [0, ∞), such that e −γt Y 1 (t) −→ ξ, almost surely as t → ∞.
Assumption (A.4) (Concentration of growth).
There exist c 0 , η > 0 such that, for n ∈ N, we have
Beyond these four assumptions on the growth processes we need assumptions on the fitness distribution µ. We discuss two different possible classes of fitness distributions µ. The first class, the main case discussed in this paper, corresponds to µ being in the maximum domain of attraction of the Gumbel distribution. We make the following assumptions.
Assumption (A.5) (µ in the maximum domain of attraction of the Gumbel distribution).
The function m(x) = − log µ(x, 1) is twice differentiable and satisfies
Note. Assumption (A.5) is sufficient for µ to be in the maximum domain of attraction of the Gumbel distribution, and contains the most important cases, but it is not formally necessary. We discuss this further in Section 1.3.
Under Assumption (A.5) we define σ t as the unique solution of
where g(x) = m −1 (x), see Lemma 5 for a proof of existence and uniqueness of σ t . We then define the collection of indices in (A.2) as I(t) := n :
The other class of distributions µ we consider is the maximum domain of attraction of the Weibull distribution class. In this case we will state the results from [17] but not prove them here.
Assumption (B.5) (µ in the maximum domain of attraction of the Weibull distribution). The fitness distribution µ has a regularly varying tail in one, meaning that there exists α > 0 and a slowly varying function ℓ with µ(1 − ε, 1) = ε α ℓ(ε).
We set
and use this to define
⌉ and so log n(t) ∼ α log t. Using this we can write
as t → ∞, by Assumption (A.1).
We now state our results, first in the easier case of µ satisfying Assumption (B.5). For all t ≥ 0, we define the point process
on (−∞, ∞) × (0, ∞) × (0, ∞), where δ(x) is the Dirac mass at x. We will look at the limits of Γ t , strengthening the result considerably by partially compactifying the underlying space.
Theorem 1 (Poisson limit). Under assumptions (A.1) to (A.4) and (B.5) the point process
where ν is as in (A.3) .
Observe that the compactification of the intervals in Theorem 1 ensures that the point with the largest z-component in the Poisson process corresponds asymptotically to the family of maximal size. Theorem 1 therefore implies the following distributional limits (denoted by ⇒) for the size, fitness and the foundation time of the largest family. 
Corollary 2 (Limits of family characteristics). (i) Asymptotically
(ii) Denoting by V (t) the fitness of the family of maximal size at time t, as t → ∞, we have
where V is Gamma distributed with shape parameter α and scale parameter λ.
(iii) Denoting by S(t) the birth time of the family of maximal size at time t, as t → ∞, we have
where U is a real valued random variable.
Theorem 1 and Corollary 2 are proved in the third author's PhD thesis [17] . The proofs are based on similar ideas as the proofs in the present paper, but the execution of these ideas is much simpler. A similar result in a different setup has been shown in [6] using a different approach.
To now state our main results we look at fitness distributions satisfying Assumption (A.5). For all t ≥ 0, we define The technical difference between Theorems 1 and 3 is that in the latter the first (birthtime) coordinate needs to be scaled. As a result the scaling of the second (fitness) component depends on the birth rank n of the family as well as on the observation time t. Therefore we cannot derive a general scaling limit for the fitness of the largest family as in Corollary 2. Results for the birth time and size of this family, however, are still possible.
Corollary 4 (Limits of family characteristics).
(i) Asymptotically as t → ∞,
where W is Fréchet distributed with shape parameter λ /γ and scale parameter s where
(ii) Denoting by S(t) the birth time of the family of maximal size at time t, as t → ∞, we have 
Examples of fitness distributions
The five following functions m(x) = − log µ(x, 1) satisfy Assumption (A.5):
Assumptions (A5.1) and (A5.2) imply that the fitness distribution µ lies in the maximum domain of attraction of the Gumbel distribution, see [8, ch. 3.3.3] . Although most of the natural examples satisfy Assumptions (A5.3) and (A5.4), some probability distributions in the maximum domain of attraction of the Gumbel distribution do not fall into our framework, for example (6) m(x) = log e 1−x log log e 1−x , see [17, 16] for details.
Examples and applications
In this section we present a selection of examples covered by our main results. We emphasise that our framework goes well beyond the setup of reinforced branching processes treated in [6] and also that we pick only a small number of representative results out of a wealth of consequences that we can draw from Theorem 3 and Corollary 4. All proofs are done in Section 5.
Branching processes with selection and mutation
We start with one individual with genetic fitness sampled from µ. Individuals never die and give birth at a rate given by their fitness to an independent random number of offspring. Note that variations in individual fitness lead to a selection effect: an individual born at time t selects its parent from the population alive at time t with a probability proportional to their fitness. At birth each individual independently either inherits the parent's fitness or, with probability 0 < β < 1, is a mutant getting a fitness sampled from µ independently of everything else. Similar to the deterministic Kingman's model [12, 7] at mutation all genetic information from a particle's ancestry is lost. For a discussion of the relevance of these models in the theory of evolution see [11] .
In our framework the non-decreasing sequence of birth times τ 1 
Under this condition there is a unique solution λ > (1 − β)m of the equation
We prove in Section 5.1 that (A.1) to (A.4) are satisfied with γ = (1 − β)m. If p 1 = 1 this is a reinforced branching process as studied in [6] . The generalisation to arbitrary offspring distribution (p ij ) is not difficult, see Section 5.1 for details. As an example of the limit theorems we get we look at the birth time S(t) of the largest family at time t in the case of Gnedenko's distribution (Example
. We find a leading order term for S(t) of
and κ = 2. Corollary 4 therefore gives a central limit theorem of the form
Preferential attachment networks with fitness
Preferential attachment tree of Bianconi and Barabási
This model is a random tree where at each step a new vertex is added and connected to an existing vertex with a probability depending on the fitness of the vertices. The model was introduced by Bianconi and Barabási in [4] . We start with two vertices connected by an edge, and endowed with fitnesses sampled independently from µ. At every step n ≥ 3 a new vertex arrives, gets a fitness sampled from µ independently of everything else, and connects to one existing vertex chosen randomly from the n − 1 existing vertices with a probability proportional to the product of their fitness and their degree.
The preferential attachment tree of Bianconi and Barabási can be embedded in continuous time and then represents a reinforced branching process as in [6] , see Section 5.1 for details. In this embedding τ n is the birthtime of the nth vertex, F n its fitness and Z n (t) its degree at time t. We show in Section 5.1 that under the Malthusian condition We now give an example of our result for the network with fitness distribution
where 0 < ̺ < 1, see Example (1) in Section 1.3. We estimate σ t , as defined in Equation (2) . Using
, which we can rewrite as λt + 1 = ̺(x + 1)
. From this we get
where
. By definition of κ in Assumption (A5.3) we get
As an example we apply Corollary 4(i). Denoting by a 4 := ̺
, we get the following distributional limit for the size of the largest family. Asymptotically as t → ∞,
where W is a Fréchet distributed random variable with shape parameter λ and scale parameter s given by s λ = 2π̺ ̺+1 Γ(λ + 1). To get a result, which is independent of the continuous time embedding we look at the time τ n when the (n + 1)st vertex is introduced. The largest degree at this instance satisfies 2 max
where the implied constants are positive random variables.
Preferential attachment network of Dereich
Dereich in [5] defined an alternative preferential attachment model with fitness that can be studied without a Malthusian condition. In the model a new vertex is connected to each existing vertex independently by a random number of edges, defining a multigraph.
Start with one vertex labelled one, with fitness F 1 drawn from µ and no edges. Denote the graph by G 1 . Given G m with vertex set {1, ..., m} we build G m+1 by introducing the vertex labelled m + 1, giving it fitness F m+1 drawn from µ and connecting it independently to each vertex n ∈ {1, ..., m} by a random number E n,m+1 of directed edges (from vertex m + 1 to n), which is Poisson distributed with rate r n,m :
where 0 < β < 1 is a fixed parameter.
This model can be embedded into continuous space by letting τ n =
i , for λ > 0, be the time when the nth vertex is introduced and defining Z n (τ m ), m ≥ n to be the indegree of vertex n prior to the establisment of vertex m + 1, or in other words the number of edges pointing from vertices n + 1, . . . , m to vertex n. In Section 5.2 we show that this model satisfies assumptions (A.1) to (A.4) without any Malthusian condition for γ = λβ and ν continuous.
As an example we look at the fitness V (t) of the vertex m ∈ {1, . . . , n−1} with largest degree at the time t = 1 λ log n + C + o(1) when the nth vertex is introduced (where C denotes the Euler-Mascheroni constant) again in the case Gnedenko's distribution (Example (3) in Section 1.3). Recall that in this case g(x) = x 1+x and λσ t = √ λt + 1 − 1. We denote by S(t) the time of creation of this vertex; by Corollary 4, we have S(t) = σ t + (W + o(1)) σ t /λ in distribution when t ↑ ∞, where W is a centred Gaussian of variance 1 /2. Theorem 3 gives, in distribution when t ↑ ∞,
, so that there is asymptotic normality for the fitness of the vertex of maximal degree. This is in contrast to the result in Corollary 2 (ii) for the case of µ in the maximum domain of attraction of the Weibull distribution, where t(1 − V (t)) converges to a Gamma distribution.
Random permutations with random cycle weights
Let θ ≥ 0 be a fixed parameter and suppose we are given a permutation σ of the indices {1, . . . , n} and, for each of the k cycles of the permutation, a weight W j , j = 1, . . . , k. Denote the length of the cycles by Z 1 , . . . , Z k . We create a permutation σ ′ of the indices {1, . . . , n + 1} from this as follows
• either pick one of the indices m ∈ {1, . . . , n} from the jth cycle with probability
n+θ and insert the new index into its cycle so that we have
• with the remaining probability 1− k j=1
the new index n+1 is mapped onto itself, creating a new cycle. This cycle is given a weight W k+1 sampled, independently of everything else, from µ.
The resulting process (σ n ) can be seen as a disordered chinese restaurant process. The idea is that the cycles correspond to tables and new customers either join a table with a probability proportional to both the weight and the number of seats on the table, or sit at a new table. In the original chinese restaurant process customers chose to sit on a table with a probability proportional to the number of seats and the probability of introducing a new table is θ n+θ , see [1, p. 92] . This corresponds to all weights being equal to one in our scenario. We briefly mention that this model differs from the model of Betz, Ueltschi and Velenik on random permutations with cycle weights, as in their case the weight of a cycle is not random and instead depends on the size of the cycle, see [3] .
Our analysis applies to this model for arbitrary parameter θ ≥ 0, we give details in Section 5.3. The key argument is again to find a suitable embedding into continuous-time: we find one such that
where T θ is a random variable depending on the parameter θ ≥ 0. The size Z n (t) of the nth cycle at time t is such that (Z n (t + τ n ) : t ≥ 0) are independent Yule processes with parameter F n , so that the key parameters in our assumptions are λ = γ = 1. Our results refer to the largest cycle in the permutation and the smallest index in this cycle. To give an example of a result that follows from our analysis we look at the ratio R(t) of the size of the largest and second largest cycle in the permutation at time t. If µ satisfies the assumptions (A.5), by Theorem 3, we have, for x > 1,
Using that ν(x) = e −x and a 3 = 1 in the first equality (similar as in (27) below) and the change of variable v = f − log y in the second, we get that
where a 5 is a positive constant. Hence, substituting f by f + log x in the final step,
Similarly, if µ satisfies the assumptions (B.5), we have
x z , and hence by Theorem 1,
substituting s by s + log x in the final step. Note that this is in contrast to the case without disorder where the cycles have macroscopic size and the distribution of the asymptotic ratio is given by the ratio of the two largest elements in the Poisson-Dirichlet distribution.
The remainder of the paper is devoted to the proofs of Theorem 3 and Corollary 4 and is structured as follows. In Section 3 we look at the Poisson limit theorem given in Theorem 3, but first in a space without compactifications. After some preparations we prove in Section 3.2 a basic form of the limit theorem, see Proposition 7. This is derived from an approximation which corresponds to a classical Poisson convergence result for extremes in the first two components and an independent third component. In Section 3.3 a further approximation turns the basic form into the original form of the Poisson limit theorem, the crucial difference being that the scaling of the third component becomes independent of the birth rank n of the family. Section 4 is devoted to the compactification of the space, effectively showing that the points supressed by the scalings do not provide the largest families. These points are either born too late (Section 4.1) or not fit enough (Section 4.2). In Section 4.3 we show that there are no points outside our scaling window that are competitive in age and fitness. The proof of Theorem 3 is completed in Section 4.4 and the proof of Corollary 4, which crucially uses the compactification, in Section 4.5. Finally, in the appendix we check that the examples in Section 2 satisfy the conditions of the theorems.
Local convergence of point processes
In this section we prove convergence result for the point processes (Γ t ) and its approximations in a space without compactification. The strengthening of the results by compactification will follow in the next section. We begin by noting some preliminary results on the fitness distribution.
Preliminaries on the fitness distribution
First of all we show the existence and uniqueness of σ t as defined in Equation (2).
Lemma 5. For all t large enough, there exists a unique
.
Furthermore, we have σ t → ∞ and
Hence by continuity of F , there exists x ∈ (0, λt) such that F (x) = 0. Furthermore such x is unique because
x proves existence and uniqueness as required, moreover σ t is increasing in t.
It remains to show that σ t → ∞ as t → ∞. If σ t was bounded, we had 
Lemma 6. We have lim
where κ is defined in Assumption (A5.3), and
λg ′ (λσt) and
. Substituting these into (10) and substituting x = g(λσ t ), we get
by Assumption (A5.4).
Convergence of a simpler point process
In this section we prove the following proposition, which gives a more basic form of the Poisson limit in a space without compactification.
Proposition 7. We have vague convergence in distribution of the point process
to the Poisson point process with intensity
We prove Proposition 7 in two steps:
(1) In Lemma 9 we approximate Ψ t by the point process
where we have replaced the rescaled family sizes e −γFn(t−τn) Z n (t) by their limits, denoted ξ n , and the birth times τ n by the approximate birth times 1 λ log n, using Assumptions (A.3) and (A.1) respectively.
(2) In Lemma 8 we prove that Ψ * t converges to the Poisson point process with intensity ζ * . 
), as t ↑ ∞, and
It suffices to consider nonempty boxes B of the form (s
and considerΨ
Then we have
Recalling that µ(x, 1) = e −m(x) , we get the following
We now evaluate the integrals in the exponent. For i = 0, 1 we have
by the change of variables, with x = e λ(y √ σt+σt) = r(y). By the mean value theorem, for each
Recall that, for x ∈ R, we have m(g(x)) = x and g ′ (x) = 1 m ′ (g(x)) , so the integral simplifies to
as t → ∞. By the dominated convergence theorem, as t → ∞, we get
Therefore, as t → ∞ we get
By assumption, (F n , ξ n ) n≥1 is a sequence of i.i.d. random variables with each F n being independent of ξ n . We have P(ξ n ∈ (z 0 , z 1 )) =
ν(x)dx, which completes the proof of (a).
(b) To calculate the limit of E[Ψ * t (B)] we apply similar asymptotic estimates as in part (a), and get
Lemma 9. For all Lipschitz continuous, compactly supported functions
Proof. Let f be a Lipschitz continuous function supported on
where c L is the Lipschitz constant of the function f , ξ n are i.i.d. copies of ξ (defined in Assumption (A.3)), τ * n = 1 λ log n, andÎ(t) is the random set of indices n ∈ N such that (a)
Assume t is large, so that σ t ≤ t 3 and √ σ t ≤ σ t . For ε ∈ (0, 1/2) we denote by Υ ε (t) the event that
Assumption (A.1) implies that sup n≥m |τ * n − τ n − T | → 0 in probability when m → ∞. Together with Lemma 5 this implies P(Υ ε (t)) → 1, as t → ∞ for all ε > 0. Now let
√ σt ≤ 2a, and
We have thatÎ(t) ⊂Ī(t) on Υ ε (t). Indeed, if (a) and Υ ε (t) hold then
and similarly if (b) hold. We now consider the sum on the right hand side of Equation (12), but taken over all n ∈Ī(t). First note that, for n ∈Ī(t) on Υ ε (t), we have
for t large enough. Since (log g) ′ (log(n √ σ t )) → 0 as t → ∞, and g(log(n √ σ t )) → 1, we have
= g(log(n
, and define
By Assumption (A.3) we have R n (t) → 0 in probability and, for all t large enough, we have
where we have used Equations (13) and (14) . Hence we get that, for sufficiently large t, on Υ ε (t),
By assumption, the random processes (R n ) n≥1 are independent of (F n ) n≥1 and thus also of the random setĪ(t R n t 2 = 0, in probability.
To prove that n∈Ī(t) ∆ n t 2 → 0 in probability as t → ∞ we use Assumption (A.2). We have
Now, given δ > 0 pick K ∈ N such that, for sufficiently large t,
where we use that |Ī(t)| converges in distribution to a Poisson random variable and E|Ī(t)| converges to its parameter. Given K we get
which converges to zero by (A.2) and dominated convergence. This shows that n∈Ī(t) ∆ n t 2 → 0 in probability. Summarising, we get
which converges to zero in probability, as t ↑ ∞. 
Proof of Proposition 7. Let
f : (−∞, ∞) × (−∞, ∞] × [0, ∞] → R
Proof of the local convergence result
Proposition 10. The point process 
To prove this let f be a Lipschitz continuous function with Lipschitz constant c L , supported on
We have
whereĨ(t) is the random set of indices n ∈ N such that |s n | ≤ a and |f n | ≤ b. We now show that the exponents of (15) are asymptotically equivalent, namely
where the o(1)-term does not depend on n. Indeed, combing the definition of s n and Assumption (A.1), we get
where we set T n = T + ε n . Therefore, we have
By the mean value theorem, there exist c 1 , c 2 ∈ [λσ t , λσ t + x n ], such that
Hence, for n ∈Ĩ(t) we can rewrite
Recall that by definition g ′ (λσ t )(t − σ t ) =
g(λσt)
λ , and g(λσ t ) = 1 + o(1) when t → ∞. We get
By definition g(λσ t ) ↑ 1 as t ↑ ∞ and by Lemma 5, we have σ t = o(t) and g ′ (λσ t ) ∼ 1 λt (see Equations (2) and (9)). Furthermore, for n ∈Ĩ(t), Assumption (A.1) implies T n = T + ε n → T , as t → ∞. Combining these with the fact that for all n ∈Ĩ(t), |s n | ≤ a and |f n | ≤ b, we can show that for all n ∈Ĩ(t) as t → ∞, the following terms go to zero:
Therefore we can simplify the expression to
We can write g(λσ t ) = 1 + o(1), when t → ∞ and by Assumption (A.1), T n = T + o(1) in probability, where the o(1)-term is with respect to t → ∞ and does not depend on n ∈Ĩ(t). Therefore we get
To simplify the last two terms in Equation (19), we recall that Lemma 6 implies g ′′ (c i ) ∼ −κ λ 2 σtt for i = 1, 2. Combing this with the fact that σ t → ∞ as t → ∞ (by Lemma 5), we get for n ∈Ĩ(t),
Consider the penultimate term of Equation (19) . By the definition of x n we can rewrite it as follows,
The first summand is the largest term and by Lemma 6 as t → ∞, it simplifies to
The second and third summands go to zero as t → ∞, which can be shown using the same results as cited above (Lemmas 5, 6 and Assumption (A.1)). Indeed,
Therefore, for all n ∈Ĩ(t), we have
Combining (20), (21) and (22), Equation (19) becomes
and thus
where a 1 = γ /2λ, a 2 = γκ /2 and a 3 = γ /λ. Rearranging we get Equation (16) .
Substituting Equation (16) into (15) we get
Z n (t)e −γFn(t−τn) e −a 2 s 2 n +a 3 fn 1 − e o (1) .
Since the o(1)-term does not depend on n ∈Ĩ(t), we can rewrite it as
Furthermore, by definitions of Ψ t • φ −1 andĨ(t),
n∈Ĩ(t)
Z n (t)e −γFn(t−τn) e −a 2 s 2 n +a 3 fn
as t → ∞, by Proposition 7.
Recalling the definition of ζ, and substituting w = ze s 2 a 2 −f a 3 we get 
Compactification and completion of the proofs
To deduce Theorem 3 from Proposition 10, one has to control the contribution of the point process near the closed boundaries of
We prove that the families that are born outside of the main window, namely the ones that are unfit or born late, are too small to contribute in the limit. We first consider families which are born either early or late. We then show the negligibility of families lying under the main window by looking at families with small fitness. 
Contribution of young and old families
Lemma 11 (Contribution of young and old families). For every η > 0 and ε > 0 there exists v > 1 such that, for all sufficiently large t, we have
Proof. Let η, ε > 0. For all n ≥ 1, we define
If there exists t ≥ τ n such that
then we get,
By Assumption (A.1), we have τ n = 1 λ log n + T n , where T n = T + ε n ; therefore (24) is equivalent to
where we have set
Moreover, for any y > 0, we have
Since ε n → 0 almost surely and |T | is finite, we can fix y > 0 large enough, such that P(|T | ≥ y) ≤ η 3
and
By Assumption (A.4), P(A n ≥ u|(F n )) ≤ c 0 e −ηu , so we get
where F is a random variable of law µ. Let x = exp λ(σ t + w √ σ t ) , therefore we can write
and substituting into µ(x, 1) = exp{−m(x)}, we get
We can approximate P (x) by
Lemma 17 (Equation (32)) implies
Recall that m(g(λσ t )) = λσ t and m ′ (g(λσ t )) = 3 as t goes to infinity. Therefore we get
σt(g(λσt))
Hence we get
which goes to 0 as v goes to infinity, uniformly for all t ≥ 1.
Contribution of unfit families
Lemma 12 (Negligibility of families with small fitnesses). For every η > 0 and ε > 0, there exists κ > 0 such that for all sufficiently large t, we have
Proof. Let ε, η > 0 and κ > 0. We analyse the event that there exists a family with fitness at most
and size at least ε exp{γg(λσ t )(t − σ t ) + a 1 g(λσ t ) log σ t − γT }. Similarly to the proof of Lemma 11 we define, for all n ≥ 1,
and as before we define
where y > 0 is large enough, so that
where F is a random variable of law µ.
Denoting byx 0 := 1 + wσ t −1 /2 and
we get
Note that 3 , by Assumption (A5.3). Using Lemma 17, (Equation (33)), and the fact that m ′ (g(x))g ′ (x) = 1 for all x > 0, we get
as t → ∞. This last equality holds in view of Lemma 17, (Equation (34)), since
For E > 0, we need µ(f x , 1) > µ(f w (κ), 1), which holds if and only if
Using the dominated convergence theorem, since g(λσ t ) → 1 as t → ∞, we get
Hence we can rewrite E as 
Contribution of old and fit families
Lemma 13 (Absence of fit families above the "window"). For every ε > 0 and ν > 0, there exists κ > 0 such that for all sufficiently large t, we have
Proof. Let ε, v > 0 and κ > 0. We have
Using the fact that e −µ(x,1) = 1 − µ(x, 1) + o(µ(x, 1)) when x → 1, we get that when t → ∞,
Recall that µ(x, 1) = e −m(x) , which implies that
Using the change of variables with x = e λ(σt+w
By the same technique as in Lemma 15(a), we get that there exists
where we have used that m(g(x)) = x and hence m ′ (g(x))g ′ (x) = 1 for all x > 0. We also used the fact that m ′′ (c 6 )(κg ′ (log(n t (w) √ σ t ))) 2 → 0 as t → ∞, by Assumption (A5.2). Therefore, the integral
Therefore, we get
Proof of Theorem 3
Let η, ε > 0. By Lemma 12 there exists
By Lemma 11 there exists
By Lemma 13 there exists κ 2 = κ 2 (ε, η) such that
Finally, Proposition 10 gives that Γ t converges on (−v, v) × (−κ 1 , κ 2 ) × (ε, ∞] to the Poisson process with intensity measure ζ. Combining these four facts and using that η > 0 is arbitrarily small, we get
As this holds for all ε > 0 the proof is complete.
Proof of Corollary 4
(i) We fix x > 0 and
. By Theorem 3, we get that, as t ↑ ∞,
since B is a compact set. Hence, as t ↑ ∞,
Note that
Recall that a 2 = γκ /2 and a 3 = In summary, for all x > 0, we have
(ii) By Theorem 3 the random variable
converges to a random variable U with density
ζ(s, df, dz).
We recall from above that
We get, substituting u = ze s 2 a 2 −f a 3 ,
Integrating with respect to f and simplifying, gives us
2π λκ e −s 2 λκ 2 ds.
Appendix
Conditions (A.1) to (A.4) for reinforced branching mechanisms
We give a general construction for the reinfoced branching process where at a birth event with probability p ij we create i offspring of the same family and j new families. We denote the first and second marginal by (p (1) i ) and (p (2) j ) and the means by m (1) and m (2) , respectively. We can construct the model on an explicit probability space. Let -if Y is in state k ∈ N the next jump event follows at rate k, -let 0 < t 1 < t 2 < t 3 < . . . be the increasing sequence of times at which jump events happen, -at jump time t n sample a pair (J n , L n ) ∈ N 0 × N 0 independently from (p ij ) and increase (Y (t) : t ≥ 0) by J n (which may be zero).
• given the above let Π = (Π(t) : t ≥ 0) be the jump process which has a jump of height L n (which may be zero) at time t n .
We let (Ω, F, P) be the countable product of the joint law of (F, Y, Π) and denote the coordinate process by (F n , Y n , Π n ), for n ∈ N. The process (Y n (t) : t ≥ 0) describes the creation of new family members, and the process (Π n (t) : t ≥ 0) the creation of new families descending from the nth family (in a standardised time-scale). To construct our original objects on this probability space we let τ 1 = 0 and Z 1 (t) = Y 1 (F 1 t) and given τ 1 , . . . , τ n−1 iteratively define
We let M (t) = max{n : τ n ≤ t} and N (t) =
gives the sizes of the nth family, and (Π n (F n (t − τ n )) : t ≥ τ n ) the times of creation of the new families which descend directly from the nth family. This construction defines a reinforced branching process in a slightly more general way than in [6] .
We now check that reinforced branching processes with, for some η ′ > 0, 
we can apply a strong law of large numbers by Nerman (see [14] ) which shows that under an x log x condition on Π * there exists a positive random variable W , such that
This gives us that log M (t) = log W + λt + o(1) almost surely and plugging t = τ n yields that τ n = 1 λ log n + T + ε n for T = − 1 λ log W and a sequence ε n which converges to 0 almost surely. The Malthusian condition (28) reads as
which has a solution λ > m (1) if and only if (1) .
The x log x condition states that for the random varable X = ∞ 0 e −λs Π * (ds) we have EX log + X < ∞. It is easy to check that under our assumption on the moments of (p ij ) we even have EX 2 < ∞ so that this condition and hence (A.1) holds.
We let Y n (u) = X n (u) so that ∆ n (t) = 0, so the convergence in Assumption (A.2) is trivially satisfied. The process (Y n (t) : t ≥ 0) is a continuous-time Galton-Watson process with offspring distribution (p 
Our examples in Section 2.1 and Section 2.2.1 can be fitted in this framework.
• The branching process with selection and mutation.
With an offspring distribution (p k ) at a birth event and mutation probability β the process becomes a reinforced branching process with offspring distribution (p ij ) given by
• The preferential attachment tree of Bianconi and Barabási.
This process can be embedded into continuous time as a reinforced branching process with p 11 = 1 so that m (1) = m (2) = 1, see [6] for details. Here families correspond to vertices and the family size is the vertex degree. At every birth event a new vertex of degree one (equivalently a new family) is created and by establishing an edge to an existing vertex the degree of this vertex is increased by one (equivalently one existing family is getting a new member). At time τ n the nth vertex is introduced and, for m > n, the degree of this vertex when the mth vertex is introduced is Z n (τ m ).
Conditions (A.1) to (A.4) for Dereich's preferential attachment network
Here we check that Assumptions (A.1) to (A.4) are satisfied for the preferential attachment network of Dereich presented in Section 2.2.2. Assumption (A.1) is straightforward for the deterministic choice
where C is the Euler-Mascheroni constant. To show that Assumption (A.2) is satisfied we introduce a coupling of the indegree processes (Z n (t) : t ≥ 0) to independent Yule processes. Recall that
Proposition 15.
There exists a coupling of the processes (X n (u) : u ≥ 0) and a sequence (Y n (u) : u ≥ 0) of independent Yule processes with parameter γ = βλ such that,
To prove this start with a sequence (Y n (u) : u ≥ 0) of independent Yule processes with parameter γ. For m ≥ n + 1 we take
We need the following lemma.
Lemma 16.
Given n there is a coupling of J n (m) and random variables P n (m), m ≥ n + 1, such that conditionally on F n = f and 
Proof. We abbreviate Y * n (t) = Y n (F n (t−τ n )) and note that (Y * n (t) : t ≥ 0) is a continuous time GaltonWatson process starting with one individual at time τ n and individuals performing binary branching at rate γF n . The coupling is now performed in two steps. 
It is clear that the lemma follows from claims (a) and (b).
We now prove (a). Fix n ∈ I(t) and let m > n. Denote by η = γF n and by W θ an independent random variable, exponentially distributed with parameter θ. Recall that in a Yule process of rate η each particle gives birth to one offspring after an exponentially distributed waiting time with rate η, independently of everything else. Thus the probability that a fixed particle has at least one offspring in the interval [τ m , τ m+1 ) is equal to
Furthermore, the probability of a given particle having at least 2 descendants in [τ m , τ m+1 ) is equal to
where W 2η is the minimum of two independent exponentially distributed waiting times with rate η. Using the law of total probability we can express the probability that at least one particle of (Y * n (t) : t ≥ 0) at time τ m has at least 2 descendants in the interval [τ m , τ m+1 ),
By Lemma 14(a), we have
where we have used the fact that
for m ≥ n and n large. We now look at n such that n ∈ I(t) or, equivalently,
Putting this together with Equations (30) and (31) we get
which goes to zero, as t → ∞. This completes the proof of (a). { ξn /n} ≤ const. sup n∈I(t) ξ n inf(I(t)) .
Note that the cardinal of I(t) is equal to 2κ √ σ t , and the ξ n 's are i.i.d. standard exponential random variables. Thus, by extreme value theory, we get that, in distribution when t ↑ ∞,
ξ n = log |I(t)| + O(1) = log(σ t )/2 + O(1).
By definition of I(t), we also have that inf(I(t)) = σ t − κ √ σ t , thus implying that P J * n (m) = P n (m) for some m ≥ n + 1 → 0 when t ↑ ∞, which concludes the proof.
To complete the proof of Proposition 15 we define X * n (F n (t − τ n )) = m k=n+1 P n (k), for τ m ≤ t < τ m+1 , and note that the so defined processes (X * n (t) : t ≥ 0) have the same distribution as (X n (t) : t ≥ 0). Moreover, P 1 + X n (F n (τ m − τ n )) = Y n (F n (τ m − τ n )) for all m ≥ n + 1 = 1 − P J n (m) = P n (m) for some m ≥ n + 1 because X n (F n (τ m − τ n )) = m k=n+1 P n (k) and Y n (F n (τ m − τ n )) = 1 + m k=n+1 J n (k). Suppose now that τ m ≤ t < τ m+1 and 1 + X n (F n (τ m − τ n )) = Y n (F n (τ m − τ n )). Then, a.a.s. when m ↑ ∞, (1) Finally, to prove Assumption (A.4) we fix the fitnesses (F n ) and work with conditional probabilities. Note that, by definition, the jump of (X n (t) : t ≥ 0) at time t = F n (τ m −τ n ) given X n (F n (τ m−1 −τ n )) = k is Poisson distributed with parameter βF n Hence (a m−n : m ≥ n) is bounded by one if 0 < η < 1 /A. This completes the proof of (A.4).
Conditions (A.1) to (A.4) for random permutations with random cycle weights
Key is again an embedding of the process in continuous time such that T n is the time when the nth customer enters the restaurant. We let T 1 = 0 and define T n+1 , n ∈ N, inductively as follows. At time T n we start n + 1 independent exponential clocks, one clock of parameter one for each of the n customers seated in the restaurant and one additional clock of parameter θ for the creation of additional tables. We let T n+1 be the time when the first of these clocks rings.
• If it is the clock corresponding to customer m sitting at table j we toss a coin with success probability W j .
-If there is a success the (n + 1)st customer joins this table, resp. in the language of random permutations the element n + 1 is inserted in this cycle between elements m and σ n (m),
-if there is no success the (n + 1)st customer seats at a new table which, if it is the (k + 1)st occupied table, gets weight W k+1 .
• If it is the clock for the creation of additional tables, the (n + 1)st customer also sits at a new 
where Z j (T n ) is the number of occupants at the jth table at time T n , and the probability that the (n + 1)st customer joins the jth table is Z j (T n )W j /(n + θ). Looking at the jth table, we let τ j be the time when it is first occupied. If at time t this table is occupied by m customers the rate at which new customers join this table is mW j , independent of the occupancy of other tables. The processes (Z j (t + τ j ) : t ≥ 0) are therefore independent Yule processes with rate W j . Hence Assumptions (A.2)-(A.4) are satisfied for γ = 1 and where X n (u) = Y n (u), u ≥ 0, are given by Z n (t) = X n (W n (t − τ n )).
Finally, to check Assumption (A.1) we note that the process of introduction of new tables is a general branching process with immigration. The immigration process corresponds to the creation of the additional tables, which is a homogeneous Poisson process with rate θ. The point process of creation of tables by unsuccessful coin tossing is a Cox process (Π(t) : t ≥ 0), i.e. a Poisson process with random intensity. Its intensity is given by (1 − W )Y (t) dt where W has distribution µ and given W the process (Y (t) : t ≥ 0) is a Yule process with parameter W . The relevant results for general branching processes can be found in [14] with the case of branching processes with immigration treated in [15] . The crucial assumption is the existence of a Malthuisan parameter α ≥ 0 such that
