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Abstract--Acoustic, electromagnetic and elastic scattering have been described by the T-matrix method 
of Waterman. High-frequency alculations and the description of scattering from general bounded surfaces 
can give rise to large sets of basis states, which in turn necessitate computation of large ill-conditioned 
matrices. Difficulties in handling these matrices place limitations on the T-matrix and null-field methods. 
A number of numerical and theoretical techniques are presented which overcome these difficulties and 
extend the range of applicability of these methods beyond the conventional pproach. 
1. INTRODUCTION 
With the advent of readily accessible large-scale computers, a number of methods for the 
numerical solution of classical scattering problems have begun to appear in the literature with 
applications to realistic targets. Classical scattering problems may be concerned with electro- 
magnetic as well as acoustical and elastic waves with applications in the area of radar, target 
recognition, nondestructive t sting and seismic exploration. Many of the computational tech- 
niques developed are equally applicable for each of the above areas. We will be interested in 
treating acoustical scattering from targets composed of acoustical or elastic materials which are 
submerged in a fluid. The first realistic general treatment of this problem was for spherical 
objects in three dimensions and infinite cylinders in two dimensions by using separation-of- 
variables (normal modes) procedures[I-4]. These methods are said to be exact insofar as one 
is able to express olutions in terms of tabulated special functions. Normal-mode methods are 
applicable for elastic, viscoelastic, sound-soft, rigid and fluid targets for appropriate and fairly 
restricted shapes. The results from a series of calculations, in particular those treating elastic 
objects (most notably by Dragonette and Flax et al.)[5, 6], have been of considerable interest 
for their physical content, especially those regarding resonances for scattering from elastic 
targets. Normal mode methods have the virtue of being applicable in general, whether one is 
at a resonance frequency or not. As will be mentioned below, some of the boundary integral- 
equation methods fail at resonances, and others produce "fictitious" eigenfrequencies. 
Normal-mode methods are based on the ability to use separation of variables, and, therefore, 
if geometries of the acoustical targets are encountered for which the Helmholtz equation does 
not separate (there are 11 for which it will separate)[7], normal-mode theory cannot be used. 
For elastic targets it is required that the elastodynamic equation be separable, and in that case 
only the spherical surface applies[7]. Thus, to describe scattering from targets of arbitrary shape 
over a wide frequency range requires some numerical scheme. There are a number of well- 
developed methods currently being used in the research community with varying degrees of 
success[8]. For example, variational techniques, weighted residual methods, such as that due 
to Galerkin, and a number of integral-equation methods have all been employed to calculate 
scattering processes. The popular finite-element approach as been used in conjunction with 
the above methods with some success; however, each of the above techniques has met with 
difficulty when attempting toapply them to specific ases. Some of the methods cannot describe 
resonances, and others produce spurious results at some frequencies; in particular, when solving 
the Neumann or Dirichlet exterior problem, conventional methods will not yield unique solutions 
at incident wave numbers corresponding to eigenfrequencies for the interior problem[9]. Con- 
ventional finite-element approaches require the number of basis states or elements to grow in 
proportion to frequency, thus taxing computer storage with increasing frequency. A very suc- 
cessful technique was developed by Waterman[ 10] in 1969 for the acoustical problem and has 
since been applied to scattering from elastic solids and shells[l 1-15]. This technique is referred 
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tO as the transition matrix (T-matrix) method and is related to the null-field method used in 
electromagnetics. This method utilizes an expansion approach similar to that of Galerkin. but 
instead of using a weighting function, it uses both the external and internal solutions of the 
boundary integral representation f the field to reduce the problem to systems of linear equations. 
By using both the interior and exterior solutions, uniqueness of the solution is guaranteed. 
provided convergence is obtained[9, 16]. The T-matrix method may thus be viewed as a hybrid 
of the boundary integral methods and expansion procedures, uch as the weighted residual and 
the Rayleigh-Ritz methods. Moreover, in the limit of separable geometries, if the basis states 
are appropriately chosen, it can be shown that solutions by the T-matrix method are identical 
to normal-mode solutions. Therefore, in some sense the T-matrix method is a generalization of
the normal-mode theory. This point will be discussed in more detail below. The purpose of 
this paper is (a) to outline the method with application to scattering from a variety of acoustical 
and elastic targets, (b) to develop a number of possible numerical and theoretical improvements. 
and (c) to present a number of examples emphasizing the broad range of applicability of the 
methods. We will first begin with a development of scattering from acoustical targets, which 
leads to the most common form of the T-matrix. Methods for obtaining the forms for elastic 
targets are similar to the above cases, and only the final forms will be presented along with 
some general principles of scattering which will be needed in order to introduce several im- 
provements. Since there are many difficulties encountered in using the conventional T-matrix 
approach, improvements to this very powerful computational method appropriate for extending 
the range of applicability would be of considerable benefit to researchers wishing to employ 
the techniques. 
2. T-MATRIX FORMULATION 
A T-matrix formulation may be developed by representing both the incident and the scattered 
fields in a partial wave expansion 
U i = ~ A,, Re tO,,, (1) 
U' = ~ F,,to,,, (2) 
where U i and U" are the incident and scattered fields, 4',, is the nth partial wave, and Re +,, 
denotes the real part of to,. The terms A,, and F,, are the expansion coefficients of the respective 
fields. For the exterior problem a reference xternal to the scatterer is used to define the total 
field, U = U ~ and U'. The set of known quantities, A,,, is related to the set of unknown 
quantities, F,,, by the T-matrix such that 
F,, = ~ T,,,,,A,,, (3) 
or, in matrix notation, 
F = T A. (4) 
The basis states, +,,, are arbitrarily chosen to the extent hat they are suitable for the problem 
in question. In general, for problems which are three dimensional, +,, -= Vh,,(r)Y',','(O, +), where 
h, is the Hankel function of the first kind, YI," is the spherical harmonic function, n is the order 
and m is the azimuthal index. This set of basis states corresponds to the exact partial wave 
solution of outgoing waves of the Helmholtz equation in free space (i.e. the plane wave solution). 
The nature of this solution is such that a separation of the angular and radial components for 
each partial wave can be made, and it is generally valid (with appropriate partial wave functions) 
when spherical coordinates are used in both fluid and elastic materials. 
A brief outline of the development of the T-matrix appropriate for discussion of various 
theoretical and numerical improvements is presented next. This development is restricted to the 
physical situation of scattering from submerged acoustic targets. Only the boundary conditions 
for the elastic case along with the consequent forms of the T-matrix will be stated. The Helmholtz 
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equation for a monochromatic point source is[7] 
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~72U(r) + k2U(r) = -~( r ) ,  (5) 
where U is the displacement vector, k is the wave number and ~(r) is the Dirac delta function. 
The Green function for this equation may be obtained from the expression 
V2G(rlro) + k2G(rlro) = -~( r  - ro). (6) 
The identity 
UV2G - GV2U = G~ - U~ (7) 
may be easily obtained from Eqs. (5) and (6). Integration over all space and utilization of Green's 
theorem on the terms involving the gradient operators gives the integral representation for the 
total field U: 
U = U i + [ [U+~'G - G~+U] 'dS  (External Solution), 
0 = U i + [U+fTG - GfT+U] • dS (Internal Solution), 
J (8) 
where U is the total field, dS is a surface element hat is outward normal to the surface of the 
object, and U- and ~_.U are the total field and the field gradient, respectively, in the limit as 
one approaches the surface of the object from the fluid. Green's function may be represented 
by the multipole expansion as 
G(rlro) = ik ~ [Re O.(r<)]O.(r>), (9) 
where r> = max(r, r0) and r< = min(r, r0). Using Eqs (1), (8) and (9) and recognizing that 
U ' = U - U ~, we can equate the partial wave expansions to obtain the relation 
F,,tb,, = ikO,, f ~ 1(~ Re 0n)U+ - (Re O, )~.U]  • dS. (1o) 
At this point, use is made of the fact that the basis states are orthogonal to project out the 
individual partial wave components and arrive at the following expression for F: 
F,, = ik f [~r(Re O,)U+ - (Re O,,)~+U] • dS. (11) 
An expression for A,, can be obtained in a similar manner by using Eqs (2), (8) and (9) for the 
interior region of the object: 
A,, = - i k  f [U÷V+,, - (~_U)~,,] • ck~. (12) 
This expression arises from the so-called extinction theorem. Although it had been well known, 
Waterman[l 1, 17} was one of the first to recognize its utility in obtaining a solution to the 
exterior problem by using it to eliminate the unknown surface quantities. Although Eq. (12) is 
the interior solution and Eq. (11) is the exterior solution, one can extend both to the surface of 
the object by analytical continuation. 
The surface quantities. U_ and V + U. in Eqs (11) and (12) are unknowns and cannot be 
used directly to obtain a solution. Waterman showed, however, that the surface quantities can 
be represented by using a complete set of partial wave basis-state expansions. The question of 
completeness will not be discussed here since it has been adequately treated by a number of 
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authors[ll, 16-18]. The expansions in terms of the known functions Re O,, and unknown 
coefficients C. are 
U+ = ~ C,,Re +., (13) 
(14) 
Using the above expansions in Eqs (11) and (12) subject o the appropriate boundary conditions 
on the surface, we obtain the following two systems of equations in terms of unknowns F 
and C: 
= ik ~ C,. f IV(Re ~, . )~ - (Re ~m)V~o] ' dS, (15) A. 
= -ik ~ C,, f [(V Re ~m) Re ~,, - Re +,.V Re +,,] • dS. (16) F. 
g 
These expressions can be written in more suitable matrix notation as 
A = iQC, (17) 
F = - i  Re QC, (18) 
where the most general expression for the matrix Q is defined as follows (without specified 
boundary conditions): 
Q.,. = k f [(~' Re dJ,.)t~. - Re dJ.,V*.l • dS. (19) 
This set of equations, Eqs (17) and (18), have been referred to as the null-field equations by 
some authors[ 19, 20]. At this point this system of equations can be solved in a variety of ways. 
For example, Eq. (19) can be used to solve for C and then be substituted in Eq. (20). Strategies 
for such an approach will be discussed in Section 3. 
However, C can be formally eliminated from Eq. (17) to arrive at the following expression 
for F in terms of known quantities A and Q. 
F = -Re  QQ-tA, (20) 
and ultimately obtain the expression for the T-matrix, 
T = -Re  QQ-~. (21) 
For a rigid scatterer the Dirichlet boundary condition, U = 0, holds so that Q takes the form 
Q.,. = k f V(Re d),.)+,, • dS. (22) 
Note that the form of Eq. (21) is independent of the incident partial wave coefficient A. 
For the sound-soft scatterer the Neumann boundary condition, h • V U = 0, applies so 
that Q takes the form 
Q .... = -k  f Re t~,.~'+,, - dS. (23) 
For the more general problem of an acoustical target in a fluid, the boundary conditions are 
continuity of pressure and continuity of the normal component of particle velocity. The field 
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interior to the boundary may be expanded as 
U(r') ~ C,, Re "' ' = tb,(k r ), 
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(24) 
where r' is an interior point and k' is the wave number of the fluid target. Then by imposing 
the boundary conditions and appropriate manipulations, Q takes the form 
Q,m = k f (~  Re t~,(kr)VO,,(kr') - V[Re tb,,(kr)l~b,,(kr')} " dS, (25) 
where p and P' are the densities of the fluids in the external fluid and the target. 
For scattering from elastic targets, the derivation of the T-matrix and the resulting forms 
are somewhat more complicated than in the above cases. The forms of the T-matrix for some 
of the interesting cases will merely be stated, and in the subsequent discussion it will be indicated 
how improvements can be made in evaluation of the matrices. 
The boundary conditions are 
f i -U+ = ~" U_, (26) 
h .7+ = h - t _ ,  (27) 
x 7_ = 0, (28) 
where ~ is the surface traction. The principal complication arising from the fluid-elastic interface 
problem is due to the transition from a (fluid) region in which only longitudinal waves are 
present o the elastic (solid) region in which both transverse and longitudinal waves exist. Thus, 
when the partial wave states are projected out, expressions are obtained that involve n equations 
and 3n variables which do not have a solution. To overcome this, two additional constraints 
must be imposed in a suitable manner. This was done originally by Bostrum[ 13] for the elastic 
solid target, with the resulting expression for the T-matrix 
T = -{(Re Q)RP}(QRP)-', (29) 
where Q is an n × 3n matrix, R is areal symmetric 3n × 3n matrix, and P i s  a 3n x n 
matrix. Peterson et al.[15] derived the expression for the elastic shell for either an elastic or 
fluid inclusion or a vacuum. For that case the T-matrix takes the form 
T = - {QRR + QRoT,}M-~P[{QoR + QooT,_}M -'P] -', (30) 
where M = [Re R + RT2 + i~], and T2 corresponds to scattering from the inner shell. These 
expressions are rather complicated, and the reader is referred to the above papers for further 
details. In what follows, methods of computing each of these T-matrices efficiently will be 
discussed together with illustrations. Examples for several of the cases will be supplied. 
3. NUMERICAL AND THEORETICAL IMPROVEMENTS 
In this section a number of improvements of the T-matrix and null-field methods will be 
outlined. Some of the methods involve restructuring of the matrix form by matrix manipulation 
and the imposition of constraints uch as reciprocity and conservation of energy, and others 
involve numerical strategies. One requirement common to all T-matrix calculations involves 
creation of the matrix elements Q, etc. In Section A we outline an efficient method for calculating 
the elements while at the same time guaranteeing that the integration has converged. 
A. Partition method for integration of elements 
We will restrict our argument to the three-dimensional problem where we choose the 
spherical basis states. Therefore, whether we are dealing with the elastic or the acoustical 
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problem, our integrand will always involve products of associated Legendre polynomials and 
Bessel functions. A suitable integration scheme would therefore be the Gauss-Legendre method. 
Note that in that method the number of points necessary for convergence of the integral is 
related to the number of sign changes of the integrand. Therefore, since the order of the matrix 
elements are related to the order of the associated Legendre polynomials, one has a handle on 
how many points are required for each element. (Note that these polynomials have the same 
number of sign changes as their order.) The product of Bessel functions in the integrand will 
also vary in sign--particularly for the higher aspect ratio problem--but in reverse order of the 
Legendre polynomials, and that factor should be taken into account when determir,~ng the 
number of Gaussian points. The most time-consuming part of the T-matrix or null-field cal- 
culations is in making matrix elements, so that it is crucial to limit the number of integration 
points while at the same time ensuring convergence for all elements. Obviously, the number 
of required Gaussian points will vary for each element. In particular, for matrix element Q, the 
number of points will be roughly 2(i + j). An efficient method of obtaining these elements is 
to divide the elements into M x M blocks, as indicated in Fig. 1. Let block I be composed of 
k × k elements, where the number of Gaussian points are chosen to be 4k for all elements of 
the block. We then choose the next two blocks (labeled II in the diagram) such that the largest 
sum of indices of the two blocks is 3k. To integrate these two blocks we divide the range of 
integration i to two equal regions using the same 4k points for each region. This is slight overkill 
since only 3k points for each of these regions are required, but by including the same 4k points, 
the same Gaussian points in this and the subsequent regions are retained. Thus, region three 
(labeled III in the diagram) is chosen such that the largest sum of indices is 4k, and it is also 
divided into two regions, each requiring 4k points. Similarly, the next two pair of regions (IV 
and V) are divided into three parts, each requiring the same 4k points. This procedure iscontinued 
until all the blocks are exhausted. For example, in the diagram we have 5 × 5 blocks in which 
there are nine regions with unique constant index sums. Region I will require only one pass 
with 4k Gaussian points, whereas regions VIII and XI will require five passes, each with 4k 
Gaussian points corresponding to the limit of 20k points for the highest-indexed lements. Note 
that we pair regions in order to maintain the same number of Gaussian points, and we subdivide 
appropriately. For an M x M blocked matrix there will be 2M - 1 regions. The number of 
integration divisions for fixed Gaussian points will vary from 1 for the lowest set to M for the 
highest set. Therefore, in one loop using the same number of Gaussian points, all matrix elements 
can be calculated accurately with little numerical overkill for the lower-indexed elements while 
obtaining convergence for the larger elements. One need only keep track of the index set (region) 
to determine whether it should be included in a pass and the number of subdivisions required 
for each pass. It is easy to see that by using this scheme one can save considerable time in 
v Vl Vll v i i i  IX 
Iv v Vl v i i  v i i i  
Ill IV v Vl Vll 
II I I I  IV V Vl 
I I I  I l l  IV V 
0 I 2 3 4 5 
Fig. I. Schematic ofblock integration method. 
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calculation compared to a method that used the same number of Gaussian points for each 
element. In addition, one guarantees convergence for the higher-indexed elements. For the 
strategy just described, a saving in time of 60% is obtained over what would have been required 
by using thc same number of points for each element. Experience has shown that for very large- 
dimensioned matrices, use of this method is imperative. 
We now examine a method useful for conventional T-matrix calculations that has the virtue 
of conserving computer storage, while at the same time obtaining convergence of the partial 
wave amplitudes F with the minimal-dimensioned matrix. This method is derived from the 
bordering method. 
B. The method of  bordering 
Let us consider a T-matrix of dimension N x N, which we will, for convenience, label 
T(N). Suppose that the solution arrived at with T(N) is insufficiently exact and that the addition 
of one or more basis functions is required in order to arrive at a convergent answer. Then it is 
possible to construct a T-matrix of order (N + I)(N + 1), namely T(N + 1), based on T(N). 
Obviously it is possible to build any order T-matrix by this procedure, since the expanded T- 
matrix T(N + 1) can be used as the next starting point to obtain T(N + 2), and so on. To 
outline this numerical scheme, let us begin with the Q matrix of order N x N, which we 
designate by Q(N). We are interested in obtaining the inverse of Q(N + 1). In terms of Q(N) 
let us write Q(N + I) as 
Q(N) Uu] (31) 
Q(N + 1)= I VN qNu_l' 
where VN is a row, UN is a column and qNN is a number--namely, the (N + 1, N + 1)th 
element of Q(N + 1). Once we find the inverse of Q(N + 1), it is a straightforward procedure 
to obtain T(N + 1). Without going into detail, the resulting expression for T(N + 1) in terms 
of T(N) is 
IT(N)(1 + R) - ReUNR -ReQP - Re Us/a ] 
T(N + 1) = [ _Re  VNQ-t(1 + R) - Re qNNR -Re  VNP - Re qNN/a..]' 
(32) 
where 
P=- -Q- I (N)UN/a ,  R =-V ,Q-W) /a ,  
and 
a = qNN -- RUN = qNN -- VNP. 
The procedure then involves constructing the partial wave scattering amplitudes F, based on 
T(N + 1). By comparison with like-order partial wave coefficients obtained from T(N), we 
can determine whether or not convergence has been achieved. Note that not only will the new 
F,, increase in dimension, but the lower-order components will have correction factors. Clearly, 
convergence is obtained if the following two conditions are met. 
T(N)R - Re UNR ~ O, 
Re VNP - Re qNN/a -~ O. 
(33) 
(34) 
Moreover. due to symmetry, 
Re VxQ-~(1 + R) - ReqNNR = P 'Re  Q' + Re U'N/a. (35) 
If convergence is not obtained, then the inverse of Q(N + 1) is required; this follows trivially 
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from the derivation of Eq. (32) and is 
Q(N + 1) = IQ-L(N)(1 + R) P 1 
a_  I . 
(36) 
Then, by the transformation N + 1 ~ N, we can proceed as before, using Eq. (32) to obtain 
higher dimensions. This process is repeated until finally convergence is reached. Clearly, this 
method enables convergence to be reached in the quickest possible manner while, in addition, 
minimizing computer storage. An added virtue of this procedure is that it appears that the T- 
matrix is conditioned as it is built up, thus relaxing some of the complications associated with 
ill-conditioning, which is sometimes encountered for various targets. It should be mentioned, 
without going into detail, that a related technique that may be explored is the Escalator method. 
due to Morris[21]; it could be used directly to solve for C in Eq. (17), and then. by substituting 
into Eq. (18), F could be obtained. In a manner similar to the bordering method, the next 
higher-order term would then be obtained. 
C. The coupled higher-order T-matrix method 
One of the most promising methods for obtaining a solution of the T-matrix is the recently 
developed coupled higher-order method[22]. Its derivation will not be dealt with in detail here, 
but merely a few comments will be made about it, and a fairly general expression that arises 
from it will be given. It is particularly suited for the high-aspect-ratio problem for which the 
onset of ill-conditioning precludes the use of the methods o far described. In order to understand 
this method, an understanding of the following two points is important. First, the number of 
relevant incident partial wave terms required for convergence of the incident wave expansion 
is limited by the overlap with the target, whereas the surface expansion terms represented by 
Eq. (13) require more terms in the expansion. This results in a Q-matrix of large dimension if 
one employs the conventional pproach. The effect of this is that T-matrix calculations for three- 
dimensional nonspherical objects require large matrices in order for individual elements to 
converge[20, 23], whereas only a smaller upper-left subset of the matrix is required for con- 
vergence of the partial wave scattering coefficients F, which are the only physically relevant 
quantities. The difficulty may be viewed as arising from the condition that each incident partial 
wave couples to all surface terms, and thus, in the conventional pproach, to obtain a square 
matrix (so that the process of inversion is achievable) the number of incident expansions must 
be the same as the number of surface expansions. To obviate this difficulty, it is possible to 
partition the matrices in some suitable form in such a manner that one retains only the relevant 
incident partial waves appropriately coupled to all orders of relevant surface expansion terms. 
The procedure for doing this has been described elsewhere[22]. Thus, some of the results will 
be merely listed. 
Let the Q-matrix be partitioned as 
Q(21) Q(22) 
Q = , (37) 
where Q(ij) is a block matrix, and we reqmre that Q(ii) be diagonal for any i. We may include 
as many blocks as desired[22]. Because only a subset of the larger T-matrix is required so long 
as the coupling requirement is fulfilled, then the appropriate expression for the four-block form 
is 
T = -PG-~ (38) 
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where P and G are 
P = Re Q( I I )  - Re Q(12)Q- ' (22)Q(21) ,  
G = Q( l l )  - Q(12)Q-~(22)Q(21) .  
(39) 
(40) 
Higher-block forms are given in Ref. [22]. Since one can partition into as many blocks as 
required, this method can be successfully used for targets of very high aspect ratios and for the 
high-frequency limit. 
D. A general theorem (the generalized Waterman procedure) 
The proof of a general theorem useful for implementation i  solving several of the T- 
matrix forms will now be outlined. The proof is based on the fact that, due to reciprocity in 
the scattering process, the T-matrix is symmetric and, for the case of nondissipative targets, 
conservation of energy is satisfied. The latter condition mathematically stated is the so-called 
generalized optical theorem for T--namely, 
Re T = -TT ' * ,  (41) 
where the asterisk indicates the complex conjugate operation, and the prime indicates the 
transpose. 
A more useful representation f this theorem results if we transform to the equivalent S- 
matrix representation, which in terms of the T-matrix and the unit matrix 1 is 
S = 1 + 2T. (42) 
The S-matrix relates ingoing with outgoing waves rather than incident with scattered waves. It 
is an easy matter to show that conservation of energy requires that S be unitary. Moreover, 
since T is symmetric, S is also. Assume that T can be represented asthe product of two matrices 
such that 
T = -PG- J ,  (43) 
where no restrictions are made on P and G other than that they are nonsingular and that they 
arise naturally in a T-matrix derivation. This is in fact one of the most general forms encountered 
for the T-matrix, so that what follows is rather general and will be applied later to several cases. 
The S-matrix in terms of Eq. (43) is 
S = 1 - 2PG -1 = (G - 2P)G -I = UG -I ,  (44) 
where U = G - 2P. By using Schmidt's theorem[24], matrices U and G are decomposed into 
products of upper triangular and unitary matrices as follows: 
U = MU, (45) 
G = N(~, (46) 
where the symbol :' indicates that the matrix is unitary. We use the fact that S is symmetric to 
rewrite S as 
S = S' = G ' - IP  '. (47) 
By introducing Eqs. (45) and (46) into (47), we have the following expression for S: 
s = d ' -~LO ', c48) 
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where for convenience we represent N'-~M' by L. It is possible to prove that L is a unitary 
matrix by using the fact that SS '*  = I in the above expression and performing appropriate 
manipulations. 
Thus we have that 
LL ' *  = I (49) 
or 
L -l = L'* (50) 
It then becomes a simple matter of noting that L must be upper triangular and lower triangular 
at the same time and, consequently, diagonal with the absolute value of the elements equal to 
unity. Furthermore, because of the construction of N and M (their diagonal elements are real 
and positive due to the Schmidt orthogonalization process), the elements of L are also real and 
positive, Thus L = I and 
s = ¢'-'0' = OG'*  (51) 
or 
T = (0¢ ' *  - I ) /2 ,  (52) 
where U = G - 2P. This is a generalization of the Waterman procedure[23) which was 
originally applied to a T-matrix of the form of Eq. (21). It has the following advantages over 
the conventional method. Matrix inversion need not be performed since this is replaced by 
unitary transformations which are numerically more stable. Conservation of energy and sym- 
metry is assured, since those conditions were imposed as constraints in the above derivation. 
Most importantly, a convergent answer is arrived at more rapidly with this method[23, 25, 26]. 
Clearly, it is possible to impose this method on all forms of the T-matrix, including the coupled 
higher-order xpression, since each can be expressed in the form - PG-  ~. The only requirement 
to employing unitarity is that the system be one in which energy is conserved. An added 
advantage of this method is that since convergence dictates that L is the unit matrix if convergence 
is obtained, a reconstruction of the diagonal components of L will determine if convergence 
has been achieved. The above theorem will now be applied to each of the T-matrices. 
(i) Sound-soft, rigid and acoustical targets: 
T = -Re  QQ'* (53) 
where Q is a unitary matrix obtained from Q. This form was introduced by Waterman[25). 
(ii) Coupled higher-order T-matrix[22): 
T = (0G'*  - /)/2, (54) 
where 
U=G - 2P (55) 
and P and G are given in Eqs (39) and (40). 
(iii) Elastic solid: 
T = -Re  GG'* (56) 
where G = QRP of Eq. (29). This form was first used by Bostrom[13l. 
(iv) Layered object[23]: 
T = (0¢ ' *  - I ) /2 ,  (57) 
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where 
G = [QoR + QooT2] M-~P, (58) 
U = [QRR + QRoT2] M-1P - 2G, (59) 
T2 = -Re  Q2Q2 , (60) 
and M is defined in Eq. (31). 
In ending this section it is briefly mentioned that the modified Gram-Schmidt process with 
reinforcement worked somewhat better than the conventional method for ill-conditioned mat- 
rices[23, 27]. 
E. An eigenvalue approach for the null-field equation 
Rather than deal with matrix inversion, it is interesting to treat the null-field equations by 
means of an eigenvalue approach. There are a number of potential approaches--one will be 
developed here that is particularly appealing, since it will be concerned with self-adjoint or 
Hermitian matrices, an area that is particularly well developed and easily treated. Initially, 
premultiply both sides of the interior of Eq. (17) by the complex conjugate of the transpose of 
Q, where it will be assumed that Q is of suitably large dimension to obtain a convergent answer. 
Then 
• Q'*A = - iQ ' *QC = - iHC,  (61) 
where for convenience we set H = Q'*Q. It is easy to see that H is self-adjoint or Hermitian. 
Then the eigenfunctions X~ and eigenvalues hi can be determined based on the theory of self- 
adjoint matrices as follows: 
HXi = hiXi, (62) 
where from general principles it is known that the eigenvalues are real and monotonically 
increasing in value and that the eigenvectors are orthogonal and span the space determined by 
the dimension of the matrix. It is desired to express C as a function of the determined eigenvectors 
and eigenvalues. This can be done by expanding C on ×i by using the eigenfunctions a basis 
states as follows: 
C = ~ aj×j, (63) 
where aj is the expansion coefficient. By substituting Eq. (63) into Eq. (61), we obtain 
Q'*A = - i  ~ oLjHxj = - i  ~ a,hjX j. (64) 
Employing orthogonality, we obtain 
• t~ ~ ai = tXj Q A/hj. (65) 
By substitution of the above expression into the second of the null-field equations, we obtain 
F = -~ Re~dXJ ~d AXj (66) 
hj 
It will be interesting to examine completeness and convergence for complicated targets by using 
this method. 
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4, NUMERICAL  EXAMPLES 
In this section a number of numerical examples will be presented. Particular emphasis will 
be placed on some of the new procedures outlined in this paper. The quantities examined will 
be the form function, defined in terms of the T-matrix by 
f~(O) = ~/2  ~ P'' (cos O)T,,,, a,, m m , m,  . 
nn  m 
C67) 
for a fixed 0, the angle of the incident field relative to the axis of symmetry. This represents 
the backscattering from a target and is particularly suited for determining resonances for elastic 
objects as well as for target identification. If 0 is allowed to vary over 360 ° in a polar plot, it 
is referred to as a monostatic angular distribution. Bistatic angular distributions are obtained 
when the incident field remains fixed relative to the targets, but the scattered field is measured 
at all angles. 
In Fig. 2 an illustration of a monostatic angular distribution for scattering from a prolate 
spheroid with ratio of major to minor axes (aspect ratio) of 15 is presented. It is usual in these 
calculations to nondimensionalize frequency and discuss incident frequency in terms of kL/2, 
where k is the wave number and L is the largest dimension of the object. For this case, kL! 
2 = 40. This calculation was performed by using the coupled higher-order T-matrix. None of 
the other methods could obtain these results. The conventional approach was only able to 
describe aspect ratios of 5. The interesting physical feature in this calculation is that the nulls 
in the plot occur due to destructive interference when the path lengths of the reflected waves 
from the outer edges differ by a half-integral wavelength. A simple expression for this feature 
has been derived elsewhere and agrees with the exact T-matrix results. 
The next example, shown in Fig. 3, compares backscattering from a rigid (dashed curve) 
and an elastic (solid curve) solid prolate spheroid, where the incident wave is along the axis of 
symmetry. The solid object is composed of steel and exhibits resonances at kL/2 = 6.9 and 
11.4. Note that otherwise it behaves much like a rigid scatterer as comparisons indicate. The 
900 
180 of 00 
2700 
Fig, 2. Monostatic angular distribution for a spheroid with aspect ratio of 15 and kL/2 = 40. 
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Fig. 3. Form function for an elastic solid spheroid (solid curve) and a rigid spheroid (dashed curve) with an 
aspect ratio of 2. 
quasi-periodic appearance of the form functions (plots of f vs kL/2) are due to a circumferential 
diffraction effect. It is interesting that a systematic study of elastic objects for various materials 
indicates that these elastic solid resonances are circumferential in nature and are characterized 
by the shear velocity of the elastic material. 
Example 3, shown in Fig. 4 and calculated from Eq. (67), is a monostatic angular distri- 
bution obtained from a steel shell of 10% thickness for kL/2 = 5.5. This calculation is 
particularly difficult to perform due to the ill-conditioning of the matrices involved. In fact, 
straight matrix inversion would not work. The physically interesting features in this calculation 
Fig. 4. Monostatic angular distribution for an elastic spheroidal shell of 10% thickness, an aspect ratio of 1.5, 
and kL/2 = 5.5. 
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Fig. 5. Bistatic angular distribution from an elastic solid spheroid with four welded ridges. Aspect ratio is 1.5 
and kL/2 = 6.0. 
are the nulls observed at various angles (i,e. the butterfly pattern). Either with increasing 
frequency or decreasing thickness, they disappear; they arise due to the interference of Rayleigh 
waves and plate modes[28], 
The final example, shown in Fig. 5, involves an angular distribution due to scattering 
along the axis of symmetry of a steel spheroid with four external welded ridges uniformly 
distributed on the outer surface of the object. The ridges are of Gaussian shape protruding a 
distance corresponding to 2% of the semimajor axis with a half-width of about 3% of the axis. 
The spheroid has an aspect ratio of 1.5, and kL/2 is 6. The distribution of welded ridges for 
many numerical procedures particularly complicates the calculation. However, for the T-matrix 
approach, convergence can be obtained by merely increasing the number of partial wave ex- 
pansions and Gaussian integration points. The interesting feature in this calculation is that while 
the ridges push the scattered waves outward from locations on the surface, the overall scattering 
pattern is maintained. For the shorter-wavelength case this effect becomes more pronounced, 
as expected, and both diffraction and resonance ffects begin to disappear. 
5. SUMMARY 
The purpose of this work has been to briefly outline the T-matrix and null-field methods 
and then indicate a number of numerical and theoretical improvements. Space constraints do 
not allow for a detailed comparison of the methods, but it may be stated that, in general, the 
improvements presented here are worthwhile and not difficult to implement. 
REFERENCES 
I. J. J. Faron, Sound scattering by solid cylinders and spheres. J. Acoust. Soc. Am. 23, 405 (1951). 
2. R. H. Morse, Vibration of Sound. McGraw-Hill, New York (19361, 
3. Lord Rayleigh, Theory of Sound. Dover, New York (1945). 
4. R, Hickling, Analysis of echoes from a solid elastic sphere in water. J Acoust. Soc. Am. 34, 1582 (1962). 
T-matrix and null-field approaches to scattering 731 
5. L. R. Dragonette, "Evaluation of the relative importance of circumferential or creeping waves in the acoustic 
scattering from elastic solid cylinders and cylindrical shells." NRL Report 8216, September 22, (1978). 
6. L. Flax, G. C. Gaunaurd and H. Uberall, Theory of resonance scattering, in Physical Acoustics. XV (Edited by 
W. P. Mason and R. N. Thurston), Chap. 3, pp. 191-194. Academic Press, New York (1981). 
7. P. M. Morse and H. Feshhack, Methods of Theoretical Physics. McGraw-Hill, New York (1953). 
8. G. Chertock. Integral equation methods in sound radiation and scattering from arbitrary surfaces. NSRDC Rep. 
3538 (1971). Acoustic, Electromagnetic, and Elastic Wave Scattering (Edited by V. Varadan). Pergamon, New 
York (1980). 
9. R. E. Kleinman and G. F. Roach, Boundary integral equations for the three-dimensional Helmholtz equation. 
SIAM Rev. 16. 214 (1974). 
10. P. C. Waterman, New foundation of acoustic scattering. J. Acoust. Soc. Am. 45, 1417 (1969). 
11. P. C. Waterman, Matrix theory of elastic waves. J. Acoust. Soc. Am. 60, 567 (1976). 
12. Y.-H. Pao and V. Varatharajulu, Huygens" principle, radiation conditions, and integral formula for the scattering 
of elastic waves. J. Acoust. Soc. Am. 60, 1361 (1976). 
13. Anders Bostrom, Scattering of stationary acoustic waves by an elastic obstacle immersed in a fluid. J. Acoust. 
Soc. Am. 67. 390 (1980). 
14. B. Peterson and S. Strom, Matrix formulation of acoustic scattering from multilayered scatterers. J. Acoust. Soc. 
Am. 57, 2 (1975). 
15. Bo Peterson, V. V. Varadan and V. K. Varadan, On the multiple scattering of waves from obstacles with solid- 
fluid interfaces, in Acoustic, Electromagnetic and Elastic Wave Scattering (Edited by V. V. Varadan and V. K. 
Varadan). Pergamon, New York (1980). 
16. P. A. Martin, On the null-field equations for the exterior problems of acoustics. Quart. J. Mech. Appl. Math. 33, 
385 (1980). 
17. P. C. Waterman, Matrix formulation of electromagnetic scattering. Proc. IEEE 53, 802 (1965). 
18. A. G. Ramm. Convergence of the T-matrix approach to scattering theory. J. Math. Phys. 23, 1123 (1982). 
19. R. H. T. Bates and D. J. N. Wall, Null field approach to scalar diffraction. I: General method; ll: Approximate 
methods; III: Inverse methods. Philos. Trans. Roy. Soc. London 45, 287 (1977). 
20. D. J. N. Wall, Method of overcoming numerical instabilities associated with the T-matrix, in Acoustic, Electro- 
magnetic and Elastic Wave Scattering (Edited by V. V. Varadan and V. K. Varadan). Pergamon, New York (1980). 
21. J. Morris, Escalator Method in Engineering Vibration Problems. Wiley, New York (1947). 
22. M. F. Werby, A coupled higher-order T-matrix. J. Acoust. Soc. Am., to appear. 
23. M. F. Werby and L. H. Green, An extended unitary approach for acoustical scattering from elastic shells immersed 
in a fluid. J. Acoust. Soc. Am. 74, 625 (1983). 
24. A. S. Householder, The Theory of Matrices in Numerical Analysis. Blaisdell, New York (1964). 
25. P. C. Waterman. Symmetry, unitarity, and geometry in electromagnetic scattering. Phys. Rev. D 3, 825 (1971). 
26. P. C. Waterman, Survey of the T-matrix methods, in Acoustic, Electromagnetic and Elastic Wave Scattering (Edited 
by V. V. Varadan and V. K. Varadan). Pergamon, New York (t980). 
27. P. J. Davis and P. Rabinowitz, Advances in orthonormalizing computation, in Advances in Computers (Edited by 
F. L, Air), Academic Press, New York {1961). 
28. Sue Numerich. Private communication. 
