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Abstract
We are going to show that
C∞0 (D) = C
∞
c (D)
in W 1,p (D), p ∈ [1,∞), on Lipschitz domain D by showing both sides are
kernel of trace operator
T : W 1,p(D) → Lp(∂D).
In Grisvard’s book [1], Corollary 1.5.1.6 states a much more general result
which covers above. But we cannot find a complete proof in literature.
Fortunately, we apply some change of variables formulas from Evans and
Gariepy’s book (Theorem 3.9 and 3.11, [3]), for Lipschitz coordinate trans-
formation, in to improve the proof of
C∞0 (D) = C
∞
c (D)
in W 1,p (D), p ∈ [1,∞), from C1 (Theorem 2 in §5.5 of Evans’ book [2])
to Lipschitz domain.
Let C∞
c
(D) be the set of smooth functions on D with compact support, and
C∞
0
(D) be the set of smooth functions on D with (extension) zero boundary.
Firstly we review some analysis on Lipschitz domain.
1 Preliminary: Lipschitz Domain
1.1 Lipschitz homeomorphism
Let D ⊂ Rd be a Lipschitz domain. First we state the usual co-
ordinate transformation from Appendix C.1 in [2]. Fix a ∈ ∂D,
1
there exist r > 0 and Lipschitz map γ : Rd−1 → R such that (upon
relabeling and reorienting coordinates axes if necessary)
D ∩ B(a, r) = {x ∈ B(a, r) | xd > γ(x1, . . . , xd−1)} .
Let F : Rd → Rd be Lipschitz coordinate transformation
F (x1, . . . , xd−1, xd) := (x1, . . . , xd−1, xd − γ(x1, . . . , xd−1)),
and obviously it has inverse F−1 as
F−1(y1, . . . , yd−1, yd) = (y1, . . . , yd−1, yd + γ(y1, . . . , yd−1)),
which is also continuous. Hence D is homeomorphic to an open sub-
set of Rd+ :=
{
(y1, . . . , yd−1, yd) ∈ R
d | yd > 0
}
, and obviously ∂D is
homeomorphic to a closed subset of
{
(y1, . . . , yd−1, yd) ∈ R
d | yd = 0
}
.
To calculate functions on (an open subset of) Rd+ instead of D, we
let
{
fi : Ui ⊂ D → R
d
+
}
be an atlas of Lipschitz coordinate maps
on D as above with U i compact, and write {ρi : D → [0, 1]} for a
partition of unity associated to {Ui}i. Then ∀φ ∈ W
1,p (D), we can
map φ as
φ 7→
∑
i
ρiφ ◦ fi ∈ W
1,p
(
R
d
+
)
.
It is not difficult to show that this form is invariant under partitions
of unity. The remaining obstacle to adopt the proof of
C∞0 (D) = C
∞
c (D)
in W 1,p (D), is to integrate under change of variables. Thereby
we need some auxiliary change of variables formulas below. By
Rademacher theorem (see §3.1.2 of [3]), Jacobi matrix DF exists
a.e. and Jacobian JF = 1 a.e.
1.2 Change of variables formulas
We state without proofs two auxiliary change of variables formulas.
They are based on area or co-area formula.
Theorem 1 (Theorem 3.9 in [3]) Let f : Rn → Rm be Lipschitz,
n ≤ m. Then for each g ∈ L1(Rn),
2
∫Rn
g(x) Jf(x) dx =
∫
Rm

 ∑
x∈f−1{w}
g(x)

 dHn(w).
Theorem 2 (Theorem 3.11 in [3]). Let f : Rn → Rm be Lipschitz,
n ≥ m. Then for each g ∈ L1(Rn),
1. For a.e. y ∈ Rm in Lebesgue measure, g ∈ L1(f−1{y}) in (n-m)
dimensional Hausdorff measure Hn−m, and
2. ∫
Rn
g Jf dx =
∫
Rm


∫
f−1{w}
g dHn−m

 dw.
2 Trace Operator
Proof of trace Theorem on Lipschitz domain can be found in §4.3
of [3]. Adopting from §5.5 of [2], we can show the existence of trace
operator on Lipschitz domain via Theorem 1.
2.1 Trace operator on Lipschitz domain
Theorem 3 (Trace Theorem on Lipschitz domain). Let D ⊂ Rd be
a Lipschitz domain. Then there exists a bounded operator
T : W 1,p(D)→ Lp(∂D)
such that
1. Tu = u|∂D if u ∈ W
1,p(D) ∩ C(D); and
2. ‖Tu‖Lp(∂D) ≤ C‖u‖W 1,p(D), where C is independent of u.
Proof: Fix a ∈ ∂D. Then there exist r > 0 and Lipschitz map γ as
in §1.1. Let f(x) = (x, γ(x)), x ∈ Rd−1 and
g(x) = 1f−1(D∩B(a, r
2
))|u(f(x))|
p.
3
Obviously f is injective and Jacobian Jf = 1 a.e. Then
∫
B(a, r
2
)∩∂D
|u|pdHd−1 =
∫
Rd

 ∑
x∈f−1{w}
g(x)

 dHd−1(w).
By Theorem 1,
∫
Rd

 ∑
x∈f−1{w}
g(x)

 dHd−1(w) =
∫
Rd−1
g(x) Jf(x) dx.
Let ζ ∈ C∞c (B(a, r)) with 0 ≤ ζ ≤ 1, ζ = 1 on B(a,
r
2
). Since Rd−1
can be seen as {(x1, . . . , xd) ∈ R
d | xd = 0},∫
Rd−1
g(x) Jf(x) dx ≤ −
∫
B(a,r)∩{xd≥0}
(ζ |u|p)xd dx.
Expand
−
∫
B(a,r)∩{xd≥0}
(ζ |u|p)xd dx = −
∫
B(a,r)∩{xd≥0}
|u|pζxd+p|u|
p−1sgn(u)uxdζ dx.
Since ∂D is compact, for any open cover as above, there exists a
finite sub-cover. For such finite sub-cover, sup |Dζ | is uniformly
bounded on this finite sub-cover. Hence we have∫
∂D
|u|p dHd−1 ≤ C
∫
D
|u|p + |Du|p dx,
where constant C does not depend on u. Write T : W 1,p(D) →
Lp(∂D) as
Tu := u|∂D,
and this is well-defined since it is a continuous linear operator be-
tween Banach spaces.
2.2 Kernel of trace operator on Lipschitz domain
Now we are going to complete the proof by using change of variables
formulas into the proof of Theorem 2 in §5.5 of [2].
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Theorem 4 (Trace-zero function space is the kernel of trace operator).
Let D ⊂ Rd be a Lipschitz domain and u ∈ W 1,p(D). Then u ∈
C∞c (D) if and only if Tu = 0 on ∂D.
Proof: One side is trivial. To show the converse, firstly we estab-
lish a priori estimate.
Let Tu = 0 on ∂D and a ∈ ∂D. Then there exist r > 0, Lipschitz
map γ, F : Rd → Rd, F (x) = y be Lipschitz coordinate transfor-
mation as in §1.1, and um ∈ C
1(D) such that um → u in W
1,p(D)
and Tum → 0 in L
p(∂D) as m → ∞. If y′ ∈ Rd−1, yd > 0, and
(y′, yd) ∈ F (B(a, r) ∩ ∂D), then
|um(y
′, yd)| ≤ |um(y
′, 0)|+
yd∫
0
|∂ydum(y
′, s)| ds. (1)
We use Theorem 2 (or just ordinary change variables) by taking
m = n = d− 1,
g(y′, yd) = |um(y
′, yd)|
p
1F (B(a,r)∩∂D)(y
′),
and f(x′) = y′, thus Jf = 1. Then∫
B(a,r)∩∂D
|um(x
′, xd)|
p dx′ =
∫
F (B(a,r)∩∂D)
|um(y
′, 0)|p dHd−1(y′).
Taking p power on equation (1), we have
|um(y
′, yd)|
p ≤ C(|um(y
′, 0)|p + (
yd∫
0
|∂ydum(y
′, s)| ds)p),
and then
(
yd∫
0
|∂ydum(y
′, s)| ds)p ≤ yp−1d
yd∫
0
|∂ydum(y
′, s)|p ds
by Jensen’s inequality. Then integrate with respect to y′, on B :=
{y′ ∈ Rd−1 | (y′, ·) ∈ F (B(a, r))}
∫
B
|um(y
′, yd)|
p dy′ ≤ C(
∫
B
|um(y
′, 0)|p dy′+yp−1d
yd∫
0
∫
B
|Dum(y
′, s)|p dy′ds).
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Let m→∞, and then we have a priori estimate
∫
B
|u(y′, yd)|
p dy′ ≤ Cyp−1d
yd∫
0
∫
B
|Du(y′, s)|p dy′ds, (2)
for a.e. yd > 0.
Now we are going to approximate u under Lipschitz coordinate
transformation.
Let ζ ∈ C∞c (R+) such that 0 ≤ ζ ≤ 1, ζ |R+\[0,2] = 0, ζ |[0,1] = 1,
ζk(y) := ζ(kyd), ∀y ∈ R
d
+, and wk := u(1 − ζk)→ u in L
p(Rd+) as
k →∞. Note that sup |ζ ′| <∞. The remainder is to estimate
|Dwk −Du|
p = |ζkDu+ kuζ
′|p ≤ C(|ζk|
p|Du|p + kp|ζ ′(kyd)|
p|u|p).
Since suppζk ⊂ [0,
2
k
],
∫
|ζk|
p|Du|p → 0 as k → ∞ by Lebesgue’s
dominated convergence Theorem. Since suppζ ′ ⊂ [0, 2], to integrate
the last term on F−1(B× [0, 2]), we use Theorem 2 again by taking
m = n = d,
g(y′, yd) = |u(y
′, yd)|
p
1B(y
′)1[0,2/k](yd),
and F (x′, xd) = (y
′, yd), thus JF = 1 a.e. And then the priori
estimate (2) shows
Ckp
2/k∫
0
∫
B
|u(y′, yd)|
p dy′dyd ≤ Ck
p(
2/k∫
0
yp−1d dyd)(
2/k∫
0
∫
B
|Du(y′, s)|p dy′ds),
(3)
therefore
(3) ≤
2/k∫
0
∫
B
|Du(y′, s)|p dy′ds→ 0
as k → ∞. By partition of unity as in §1.1 above, we deduce
wk → u in W
1,p(Rd+), and wk = 0 if 0 < yd < 1/k. To conclude,
we can mollify wk to produce uk ∈ C
∞
c (R
d
+) such that uk → u in
W 1,p(Rd+), i.e., u ∈ C
∞
c
(
Rd+
)
. This completes the proof.
3 Concluding Remark
The only difference between the Theorem 2 in §5.5 of [2] and this
Theorem 4 is that we use change of variables formulas for Lipschitz
6
coordinate transformation. Note that we need a topological condi-
tion: boundary of Lipschitz domain ∂D is compact, to make sure
that trace operator is bounded.
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