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CLASSIFICATION OF PSEUDO H-TYPE ALGEBRAS
CHRISTIAN AUTENRIED, KENRO FURUTANI, IRINA MARKINA
1. Introduction
A. Kaplan introduced the Lie groups of Heisenberg type or shortly H-type groups in
1980 [5] and studied in details, for instance in [6, 7]. The H-type Lie algebras of the
H-type Lie groups, constructed in [5], used the presence of an inner product on the Lie
algebra. Later this approach was extended by exploiting an arbitrary indefinite non-
degenerate scalar product in [1, 3] and the introduced Lie algebras received the name
pseudo H-type algebras. This construction is closely related to the existence of a special
scalar product on the representation space of Clifford algebras. Namely the Clifford
algebras Clr,0 generated by a positive definite scalar product space (R
r,0, 〈· , ·〉r,0), which
lead to the H-type Lie algebras nr,0 introduced by A. Kaplan and the Clifford algebras
Clr,s generated by indefinite non-degenerate scalar product spaces (R
r,s, 〈· , ·〉r,s) creating
pseudo H-type Lie algebras nr,s.
In the present work we study the isomorphism properties of the Lie algebras nr,s,
that were constructed as pseudo H-type Lie algebras. Thus, we neglect the presence
of the scalar product 〈· , ·〉r,s on the Lie algebra nr,s and study isomorphisms of Lie
algebras as themselves. The isomorphism of Lie algebras defines the isomorphism of the
corresponding Lie groups. In the present paper we mostly concentrate on the minimal
admissible modules. We showed that the Lie algebras nr,s can not be isomorphic to nu,t
unless r = t and s = u or r = u and s = t. The question of existence of an isomorphism
between nr,s and ns,r is much more complicated. We proved that if s = 0, then the Lie
algebras nr,0 and n0,r are isomorphic if the dimensions of the centers coincide. If r, s 6= 0,
then we present examples of both cases: the isomorphic pairs and non isomorphic pairs,
having equal dimensions. Some of the Lie algebras, that we call of block type, allow
to use the Bott periodicity of underlying Clifford algebras and obtain more isomorphic
pairs, see Theorems 5.9 and 5.10.
We stress an interesting feature, that there are no direct relations between the isomor-
phisms of the underlying Clifford algebras and the isomorphisms of generated pseudo
H-type Lie algebras. In some cases the isomorphic Clifford algebras lead to isomorphic
Lie algebras, in other cases not. For instance, in spite of the isomorphism of the Clifford
algebras Cl8,0, Cl0,8, and Cl4,4, the corresponding Lie algebras n8,0, n0,8 are isomorphic,
but not isomorphic to the Lie algebra n4,4.
The structure of the article is the following. After this Introduction we give all
necessary definitions and notations in Section 2. Furthermore, the relation between
Clifford algebras and pseudo H-type Lie algebras is presented. In Section 3, we discuss
a necessary condition for isomorphisms of pseudo H-type Lie algebras nr,s, which shows
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that the only possible algebra which is isomorphic to nr,s is the pseudo H-type Lie
algebra ns,r. Section 4 is devoted to the complete classification of pseudo H-type Lie
algebras nr,0 and n0,r. Sections 5 and 6 study two different situations revealing that the
Lie algebras nr,s and ns,r can be both isomorphic and non-isomorphic. In Section 7, we
exhibit the strongly bracket generating property of the pseudo H-type Lie algebras nr,0
and n0,s and the non-existence of this property for pseudo H-type algebras nr,s with
r, s 6= 0. Furthermore, we introduce an equivalent definition for pseudo H-type Lie
algebras, that was introduced in [3], and explain the equivalence of these definitions in
details in subsection 7.1. In Section 8, we briefly discuss the isomorphism of pseudo
H-type Lie algebras related to non-equivalent irreducible Clifford modules. Finally
Appendix 9, gives the commutator tables of n8,0, n0,8, n4,4 and a table of permutations
for a basis of n8,0.
2. Preliminaries
2.1. Clifford algebras and their representations. Throughout this paper we as-
sume all scalar products to be non-degenerate besides otherwise stated. We denote
by n a nilpotent 2-step Lie algebra endowed with a scalar product 〈· , ·〉n of signature
(r, s), r, s ∈ N, r+ s = n: that means that there exists a basis {U1, . . . , Un} of n which
satisfies
〈Ui , Uj〉n = ǫi(r, s)δij, where ǫi(r, s) =
{
1, for i = 1, . . . , r,
−1, for i = r + 1, . . . , r + s.
The definition of the index varies in the literature, thus we follow to one which is given
above. Let z be the center of the 2-step nilpotent Lie algebra n and 〈· , ·〉z the restriction
of the scalar product 〈· , ·〉n to z. We assume that 〈· , ·〉z is non-degenerate. Then the
orthogonal complement v := z⊥ is also a non-degenerate scalar product space, where
we use the symbol 〈· , ·〉v to denote the restriction of 〈· , ·〉n on v. Thus n = z⊕⊥ v
is an orthogonal decomposition with respect to the scalar product 〈· , ·〉n = 〈· , ·〉z +
〈· , ·〉v. Since z is the center of n, the commutator is a skew-symmetric bi-linear map
[· , ·] : v× v→ z.
Definition 2.1. Let n = (z⊕⊥ v, [· , ·], 〈· , ·〉n) be a Lie algebra described above. We
define the map J : z→ End(v) by
〈JZv, w〉v = 〈Z, [v, w]〉z, for all v, w ∈ v . (1)
Definition 2.2. [1] We call a 2-step nilpotent Lie algebra n = (z⊕⊥ v, [· , ·], 〈· , ·〉n) with
J : z→ End(v) from Definition 2.1 a pseudo H-type Lie algebra if
〈JZv, JZv〉v = 〈Z ,Z〉z〈v, v〉v for all Z ∈ z and v ∈ v . (2)
We write nr,s to emphasize that 〈 · , · 〉z has signature (r, s).
We call the attention of the reader that the sign in equation (2) differs from the
original work [1] due to the different agreement on the signature. It follows directly
from Definition 2.1 that JZ is skew-adjoint with respect to the scalar product 〈· , ·〉v:
〈JZv, w〉v = −〈v, JZw〉v for all Z ∈ z, v, w ∈ v . (3)
Using polarization in (2) we obtain
〈JZv, JZ′v〉v = 〈Z,Z
′〉z〈v, v〉v, and 〈JZv, JZv
′〉v = 〈Z,Z〉z〈v, v
′〉v. (4)
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Applying the skew-adjoint property (3) one also obtains
JZ ◦ JZ := JZJZ = J
2
Z = −〈Z,Z〉z Idv, or JZ′JZ + JZJZ′ = −2〈Z,Z
′〉z Idv, (5)
for all Z,Z ′ ∈ z. Equality (5) implies that J : z → End(v) defines a representation of
the Clifford algebra Cl(z, 〈· , ·〉z). We recall the definition of a Clifford algebra and its
representations.
Definition 2.3. A Clifford algebra Cl(z, 〈· , ·〉z) generated by a scalar product space
(z, 〈· , ·〉z) is the unital associative algebra generated by z subject to the relations:
Z ⊗ Z = −〈Z,Z〉zICl(z,〈· ,·〉z),
for all Z ∈ z and the unit ICl(z,〈· ,·〉z) of the Clifford algebra.
Thus, z can be considered as a subset of Cl(z, 〈· , ·〉z) and
Z ⊗W +W ⊗ Z = −2〈Z,W 〉zICl(z,〈· ,·〉z) for all Z,W ∈ z.
Proposition 2.4. [4, 9] Let J : z → A be a linear map into an associative algebra A
with an identity element IdA and product ” ·A ”, such that
J(Z) ·A J(Z) = −〈Z ,Z〉z IdA for all Z ∈ z.
Then J extends uniquely to an algebra homomorphism J˜ : Cl(z, 〈· , ·〉z)→ A. Moreover,
Cl(z, 〈· , ·〉z) is the unique associative algebra with this property.
Definition 2.5. A representation of a Clifford algebra Cl(z, 〈· , ·〉z) is an algebra ho-
momorphism J : Cl(z, 〈· , ·〉z) → End(v) into the algebra of linear transformations of a
finite dimensional vector space v. The space v is called a Cl(z, 〈· , ·〉z)-module.
Since J is an algebra homomorphism we obtain that
J2Z := JZ ◦ JZ = JZ⊗Z = J−〈Z,Z〉zICl(z,〈· ,·〉z) = −〈Z,Z〉z Idv .
The scalar product space (z, 〈· , ·〉z) with the signature (r, s) is isomorphic to R
r,s =
(Rr+s, 〈· , ·〉r,s), r + s = n, where the scalar product 〈· , ·〉r,s is defined by 〈Z,W 〉r,s =∑r
i=1 ZiWi −
∑r+s
j=r+1ZjWj for all Z,W ∈ R
r+s. It allows us to use the isomor-
phism of the Clifford algebras Cl(z, 〈· , ·〉z) and Cl(R
r,s, 〈· , ·〉r,s). The Clifford algebra
Cl(Rr,s, 〈· , ·〉r,s) is denoted by Clr,s, and we benote by (Z1, . . . , Zr+s) the orthonormal
basis of Rr,s with 〈Zi, Zj〉r,s = ǫi(r, s)δij.
2.2. Admissible Clifford modules and pseudo H-type Lie algebras. In this
section we explain when a representation space v of a Clifford algebra can be endowed
with a scalar product 〈· , ·〉v such that the representation map J satisfies (3). We call a
positive definite scalar product we an inner product, and in any case we work with only
non-degenerate scalar products.
Proposition 2.6. [4] Let J : Clr,0 → End(v) be a representation. Then there exists an
inner product 〈· , ·〉v on v, such that the following holds:
〈JZw, JZv〉v = 〈w, v〉v for all w, v ∈ v, Z ∈ R
r,0 with 〈Z,Z〉r,0 = 1. (6)
Corollary 2.7. Any representation J : Clr,0 → End(v) satisfies property (3) with re-
spect to an inner product 〈· , ·〉v.
Proof. Corollary 2.7 follows by replacing w by JZw in (6) and applying J
2
Z = − Idv. 
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Thus the Clifford algebras Clr,0 possess always an inner product on v such that JZ is
skew-adjoint for all Z ∈ Rr,0. A. Kaplan used inner products on v for the construction
of H-type algebras, which are based on Clr,0-modules, see [5, 7]. For Clr,s-modules with
s ≥ 1 equation (6) is only true for orthonormal bases and in general not true for an
arbitrary element of Rr,s, see [4].
Definition 2.8. [1] A pair (v, 〈· , ·〉v), where v is a Clr,s-module is said to be an ad-
missible Clr,s-module if the representation operators JZ : v → v are skew-adjoint with
respect to 〈· , ·〉v, i.e. satisfies (3) for all Z ∈ R
r,s.
The following proposition guarantees the existence of admissible Clr,s-modules.
Proposition 2.9. [1] For any given Clr,s-module v the vector space v itself (or v⊕ v )
can be equipped with a scalar product 〈· , ·〉v (or 〈· , ·〉v⊕v ), such that
〈JZw , v〉v = −〈w , JZv〉v, or 〈J
′
Zw , v〉v⊕v = −〈w , J
′
Zv〉v⊕v
for all Z ∈ Rr,s and all w, v ∈ v (or w, v ∈ v ⊕ v, where the operator J ′ : Clr,s →
End(v⊕ v) should be redefined correspondingly ).
The relation between Lie algebras of Definition 2.2 and admissible Clifford modules
is summarized in the following proposition.
Proposition 2.10. [1] Let v be a Clr,s-module. Then n = v⊕R
r,s can be supplied with
the structure of the pseudo H-type algebra if and only if there exists a scalar product
〈· , ·〉v making the Clr,s-module v into an admissible Clifford module (v, 〈· , ·〉v). The
bracket [· , ·] : v× v → Rr,s on n is given by (2.1) and the scalar product is 〈· , ·〉n :=
〈· , ·〉v + 〈· , ·〉r,s. The decomposition n = v⊕R
r,s is orthogonal and Rr,s is the center of
n.
Proposition 2.11. [1] Let n be a pseudo H-type algebra. Then the corresponding
admissible Clr,s-module (v, 〈· , ·〉v) is a neutral scalar product space for s ≥ 1, i.e. the
signature of 〈· , ·〉v is (l, l), with l ∈ N.
2.3. Existence of the integral structure on pseudo H-type Lie algebras. In
this subsection we state some necessary facts about the latest research on pseudo H-
type Lie algebras based on the work [2]. The principal result of [2] states that pseudo
H-type Lie algebras admit a special choice of basis giving integer structure constants.
Theorem 2.12. [2] Let n =
(
v⊕⊥ z, [· , ·], 〈· , ·〉n = 〈· , ·〉v + 〈· , ·〉z
)
be a pseudo H-type
Lie algebra. Then for any orthonormal basis {Z1, . . . , Zn} for z there is an orthonormal
basis {v1, . . . , vm} for v such that [vα , vβ] =
∑n
k=1A
k
αβZk, where A
k
αβ = 0,±1.
Corollary 2.13. [2] There exists an orthonormal basis B = {v1, . . . , vm, Z1, . . . , Zn}
for any pseudo H-type Lie algebra such that [vα , vβ] = ±Zkα,β or [vα , vβ] = 0. In
particular, for every Zk and vα in B there exists exactly one β ∈ {1, . . . , m} such that
[vα , vβ] = ±Zk.
Definition 2.14. We call an orthonormal basis {v1, . . . , vm, Z1, . . . , Zn} of a pseudo
H-type Lie algebra with the form of Corollary 2.13 an integral basis. The corresponding
Clifford module v = span{v1, . . . , vm} from Corollary 2.13 is called an integral module
and if it is of minimal possible dimension we call it minimal integral module.
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Let {v1, . . . , vm, Z1, . . . , Zn} be an orthonormal basis of n. Denote by ǫ
v
α and ǫ
z
k the
indices corresponding to scalar product spaces (v, 〈· , ·〉v) and (z, 〈· , ·〉z). The structure
constants and the coefficients of the representation operator J : z→ End(v) are
[vα , vβ] =
n∑
k=1
AkαβZk and JZkvα =
m∑
β=1
Bkαβvβ. (7)
Then we obtain the relation
ǫvβB
k
αβ = ǫ
z
kA
k
αβ (8)
from 〈JZkvα , vβ〉v = 〈Zk , [vα , vβ]〉z by [2]. Equality (8) allows to relate the structure
constants Akαβ of pseudo H-type Lie algebras and coefficients B
k
αβ of the representation
operator. From now on, we denote the pseudo H-type Lie algebra induced by Clr,s by
nr,s = vr,s⊕ zr,s, where vr,s is the minimal admissible integral module vr,s of Clr,s and
zr,s = R
r,s the generator space of the Clifford algebra Clr,s and the center of the Lie
algebra nr,s.
3. Necessary condition for isomorphisms of pseudo H-type Lie algebras
In the present section we identify the admissible module vr,s, s 6= 0 with R
l,l equipped
with the neutral scalar product 〈x, y〉l,l =
∑l
i=1 xiyi −
∑2l
j=l+1 xjyj for x, y ∈ R
l,l. In
the case vr,0 we use the identification of vr,0 with R
2l endowed with the inner product
〈x, y〉2l =
∑2l
i=1 xiyi for x, y ∈ R
2l. Thus a pseudo H-type Lie algebra nr,s is isometric
to Rl,l ⊕ Rr,s. Let A ∈ GL(R2l). We denote by Aτ the adjoint map with respect to the
neutral scalar product 〈· , ·〉l,l
〈Aw , v〉l,l = 〈w ,A
τv〉l,l.
The same symbol we use to write the adjoint map 〈Aw , v〉2l,0 = 〈w ,A
τv〉l,l with respect
to scalar products 〈· , ·〉2l,0 and 〈· , ·〉l,l.
The adjoint map Cτ for the map C : Rt,u → Rr,s with t + u = r + s with respect to
corresponding scalar products is given by
〈C(Z) , ζ〉r,s = 〈Z ,C
τ (ζ)〉t,u.
Assume that two pseudo H-type Lie algebras nt,u and nr,s are isomorphic and f : nt,u →
nr,s is an isomorphism. Then t+u = r+ s and since the center of nt,u is mapped to the
center of nr,s, the matrix of the map f takes the form
Mf =
(
A 0
B C
)
, A ∈ GL(R2l), C ∈ GL(Rr+s) (9)
and B is a
(
(r+s)×2l
)
-matrix. Checking the commutation relations, we get [Aw,Av] =
C([w, v]) for all w, v ∈ R2l. With this notation we prove our first classification result.
Lemma 3.1. Let f : nt,u → nr,s be a Lie algebra isomorphism represented by (9). Then
the matrices A and C in (9) satisfy
Aτ ◦ JZ ◦ A = JCτ (Z), for all Z ∈ R
r,s. (10)
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Proof. Formula (10) follows from the calculations
〈Aτ ◦ JZ ◦ Aw, v〉l,l = 〈JZAw,Av〉l,l = 〈Z, [Aw ,Av]〉r,s
= 〈Z,C([w, v])〉r,s = 〈C
τ (Z), [w, v]〉t,u = 〈JCτ (Z)w, v〉l,l
for all w, v ∈ R2l, Z ∈ Rr,s with s 6= 0. If s = 0 we use the same arguments applied for
scalar products 〈· , ·〉2l,0 and 〈· , ·〉l,l. 
Theorem 3.2. A pseudo H-type algebra nr,0 can only be isomorphic to n0,r.
Proof. Formula (10) implies that the action JCτ (Z) is singular if and only if JZ is singular
for Z ∈ Rr,s and this happens only if Z is a null vector in Rr,s. Since the space Rr,0
has no null vectors, the isomorphic Lie algebra can only have the center isomorphic to
R0,r. 
Theorem 3.3. A pseudo H-type algebra nr,s can only be isomorphic to ns,r for r, s 6= 0.
Proof. Let Z+, Z− ∈ R
t,u with 〈Z+ , Z+〉t,u > 0 and 〈Z− , Z−〉t,u < 0. We consider the
line segment γ(t) = (1− t)Z++ tZ− for t ∈ [0, 1]. Then there exists t0 ∈ (0, 1) such that
〈γ(t0), γ(t0)〉t,u = 0 by the continuity of the scalar product and as 〈γ(0), γ(0)〉t,u > 0,
〈γ(1), γ(1)〉t,u < 0.
Assume that BRt,u = {Z1, . . . , Zt+u} is an orthonormal basis in R
t,u such that
〈Zi, Zj〉t,u = ǫi(t, u)δij and we denote
ϕij(t) = 〈(1− t)Zi + tZj , (1− t)Zi + tZj〉t,u = (1− t)
2〈Zi, Zi〉t,u + t
2〈Zj, Zj〉t,u,
for i 6= j. Then
ϕij(t) > 0 if i, j = 1, . . . , t, and ϕij(t) < 0 if i, j = t+ 1, . . . , t+ u (11)
for all t ∈ [0, 1].
Let f : nr,s → nt,u be the isomorphism represented by (9). Consider the image
{Cτ (Z1), . . . , C
τ (Zt+u)} ⊂ R
r,s under the map Cτ of the basis BRt,u . First we note
that 〈Cτ (Zi) , C
τ(Zi)〉r,s 6= 0 by Lemma 3.1.
We claim that for basis vectors Zi, i = 1, . . . , t, one gets 〈C
τ (Zi) , C
τ(Zi)〉r,s > 0 or
〈Cτ(Zi) , C
τ (Zi)〉r,s < 0 for all indices i = 1, . . . , t, simultaneously. Indeed, assume that
there are Cτ (Zi) and C
τ (Zj) for i, j = 1, . . . , t such that products 〈C
τ (Zi) , C
τ (Zi)〉r,s
and 〈Cτ (Zj) , C
τ (Zj)〉r,s have opposite sign. Then there exists t0 ∈ (0, 1) such that
〈(1− t0)C
τ (Zi) + t0C
τ (Zj) , (1− t0)C
τ (Zi) + t0C
τ (Zj)〉r,s = 0,
which implies that J(1−t0)Zi+t0Zj is singular by Lemma 3.1, which contradicts (11). The
same arguments are valid for the basis vectors Zi with i = t+1, . . . , t+u. Thus we con-
clude that the scalar product 〈· , ·〉r,s restricted to subspaces span{C
τ (Z1), . . . , C
τ (Zt)}
and span{Cτ (Zt+1), . . . , C
τ (Zt+u)} is sign definite. As {C
τ(Z1), . . . , C
τ (Zt+u)} is a
basis of Rr,s it follows that
r = t and s = u, or r = u and s = t.
This implies, that the only possible isomorphic pseudo H-type algebra for nr,s is ns,r. 
Theorem 3.4. If nr,s and ns,r, r 6= s, are isomorphic, then there exists a Lie alge-
bra isomorphism ϕ : nr,s → ns,r given by the matrix
(
A 0
B C
)
with CCτ = − IdRs,r .
Moreover CτC = − IdRr,s and C, C
τ are anti-isometries.
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Proof. Theorem 3.3 implies that for any Z ∈ Rs,r: 〈Z,Z〉s,r = −λ〈C
τ (Z) , Cτ(Z)〉r,s for
some λ > 0. To determine λ we pick up an arbitrary Z ∈ Rs,r and calculate(
det(AτJZA)
)2
=
(
det(AτA)
)2(
〈Z ,Z〉s,r
)2l
.
On the other hand(
det(AτJZA)
)2
=
(
det(JCτ (Z))
)2
=
(
〈Cτ(Z) , Cτ (Z)〉r,s
)2l
,
which is equivalent to | det(AτA)|1/l〈Z ,Z〉s,r = −〈C
τ (Z) , Cτ(Z)〉r,s = −〈Z ,CC
τ(Z)〉s,r.
It follows that CCτ = −| det(AτA)|
1
l IdRr,s.
If ϕ : nr,s → ns,r is a Lie algebra isomorphism, then ϕ˜ =
(
µA 0
B µ2C
)
for µ 6= 0 is
also a Lie algebra isomorphism as
ϕ˜([w, v]r,s) = (µ
2C)([w, v]r,s) = µ
2(C([w, v]r,s) = µ
2([Aw,Av]s,r)
= [µAw, µAv]s,r = [ϕ˜(w), ϕ˜(v)]s,r
for all w, v ∈ Rl,l. Hence, without loss of generality, we can assume that | det(AτA)| = 1,
which implies that CCτ = − IdRs,r .
To show that C and Cτ are anti-isometries we choose an arbitrary Z ∈ Rs,r and
obtain
〈Cτ (Z) , Cτ(Z)〉r,s = 〈CC
τ (Z) , Z〉s,r = −〈Z ,Z〉s,r.
As Cτ is an isomorphism for any Y ∈ Rr,s there exists a unique ZY ∈ R
s,r such that
Cτ (ZY ) = Y . It follows that for any Y ∈ R
r,s we have the equality 〈Y , Y 〉r,s =
〈Cτ(ZY ) , C
τ(ZY )〉r,s = −〈ZY , ZY 〉s,r. Thus
〈CτC(Y ) , Y 〉r,s = 〈C(Y ) , C(Y )〉s,r = 〈CC
τ (ZY ) , CC
τ(ZY )〉s,r = 〈ZY , ZY 〉s,r
= −〈Y , Y 〉r,s.
Hence CτC = − IdRr,s and C is an anti-isometry. 
Theorem 3.5. For any nr,s, r 6= s there exists a Lie algebra automorphism f : nr,s →
nr,s given by the matrix
(
A 0
B C
)
with CCτ = IdRr,s. Moreover C
τC = IdRr,s and C,
Cτ are isometries.
Proof. The proof follows analogously to the proof of Theorem 3.4 for r 6= s. For r = s
one of the possible automorphisms is the identity map. 
Remark 3.6. If r = s, then there can be cases when there exist two automorphisms:
one with CCτ = IdRr,r and one with CC
τ = − IdRr,r , see for instance Theorem 5.6. But
there exist also cases where there are only automorphisms with CCτ = IdRr,r , see for
instance Theorem 6.6.
4. Classification of nr,0 and n0,r
Note that since the isomorphisms have to preserve the dimensions of Lie algebras
and their centers, we only need to check algebras nr,s and nt,u with r + s = t + u.
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4.1. Classification of nr,0 and n0,r with r = 1, 2, 4, 8.
Definition 4.1. Let {v1, . . . , vm, Z1, . . . , Zn} be an integral basis of a pseudo H-type
Lie algebra n and {v˜1, . . . , v˜m, Z˜1, . . . , Z˜n} an integral basis of a pseudo H-type Lie
algebra n˜. If a Lie algebra isomorphism f : n → n˜ satisfies f(vi) = v˜i and f(Zl) = Z˜l,
then f is called an integral isomorphism and we say that n is integral isomorphic to n˜.
Notation 4.2. For a given orthonormal basis {Z1, . . . , Zr+s} of the center zr,s of the
pseudo H-type algebra nr,s we simplify the notation of the operator JZi : vr,s → vr,s to
JZi := Ji for all Zi ∈ {Z1, . . . , Zr+s}.
Theorem 4.3. The Lie algebras nr,0 and n0,r with r = 1, 2, 4, 8 are integral isomorphic.
Proof. For all the cases we denote by {Z1, . . . , Zr+s} an orthonormal basis of the center
zr,s of the pseudo H-type algebra nr,s with 〈Zk , Zk 〉zr,s = ǫk(r, s). Furthermore, all
admissible modules are assumed to be minimal and all structural constants are obtained
by the use of relation (8). For more details how to obtain integral bases for general
pseudo H-type algebras see [2].
Isomorphism on n1,0 and n0,1. Let (v1,0, 〈· , ·〉v1,0) be an admissible module and w ∈
v1,0 be such that 〈w ,w〉v1,0 = 1. Then the basis w1 = w, w2 = J1w is integral and
〈wi, wi〉v1,0 = 1, i = 1, 2.
Let (v0,1, 〈· , ·〉v0,1) be an admissible module and w˜ ∈ v0,1 such that 〈w˜ , w˜〉v0,1 = 1.
Then the basis w˜1 = w˜, w˜2 = J˜1w˜, is integral and 〈w˜i , w˜i〉v0,1 = ǫi(1, 1), i = 1, 2.
Calculating the commutators with respect to both integral bases, presented in Ta-
ble 1, we conclude that they coincide. It follows that n1,0 is integral isomorphic to n0,1
under the isomorphism ϕ1,0 : n1,0 → n0,1 defined by w1 7→ w˜1, w2 7→ w˜2, Z1 7→ Z˜1.
Table 1. Commutation relations for n1,0 and n0,1
[row , col.] w1 w2
w1 0 Z1
w2 −Z1 0
Isomorphism of n2,0 and n0,2. In the admissible module (v2,0, 〈· , ·〉v2,0) we pick up
w ∈ v2,0 such that 〈w ,w〉v2,0 = 1. Then the basis w1 = w, w2 = J2J1w, w3 = J1w, and
w4 = J2w is integral and 〈wi , wi〉v2,0 = 1, i = 1, . . . , 4.
In the admissible module (v0,2, 〈· , ·〉v0,2) we choose w˜ ∈ v0,2 with 〈w˜ , w˜〉v0,2 = 1 and
construct the integral basis w˜1 = w˜, w˜2 = J1J2w˜, w˜3 = J1w˜, and w˜4 = J2w˜ with
〈w˜i , w˜i〉v0,2 = ǫi(2, 2).
The commutation relations with respect to both bases are equal, see Table 2, and
this leads to the integral isomorphism. ϕ2,0 : n2,0 → n0,2 defined by
w1 7→ w˜1, w2 7→ w˜2 w3 7→ w˜3, w4 7→ w˜4, Z1 7→ Z˜1, Z2 7→ Z˜2.
Isomorphism of n4,0 and n0,4. Let (v4,0, 〈· , ·〉v4,0) be an admissible module with w ∈
v4,0 such that J1J2J3J4w = w and 〈w ,w〉v4,0 = 1. Then the basis
w1 = w, w2 = J1J2w, w3 = J1J3w, w4 = J1J4w,
w5 = J1w, w6 = J2w, w7 = J3w, w8 = J4w,
with 〈wi , wi〉v4,0 = ǫi(8, 0) = 1 is integral, with commutation relations in Table 3.
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Table 2. Commutation relations on n2,0 and n0,2
[row , col.] w1 w2 w3 w4
w1 0 0 Z1 Z2
w2 0 0 −Z2 Z1
w3 −Z1 Z2 0 0
w4 −Z2 −Z1 0 0
Table 3. Commutation relations on n4,0
[row , col.] w1 w2 w3 w4 w5 w6 w7 w8
w1 0 0 0 0 Z1 Z2 Z3 Z4
w2 0 0 0 0 Z2 −Z1 −Z4 Z3
w3 0 0 0 0 Z3 Z4 −Z1 −Z2
w4 0 0 0 0 Z4 −Z3 Z2 −Z1
w5 −Z1 −Z2 −Z3 −Z4 0 0 0 0
w6 −Z2 Z1 −Z4 Z3 0 0 0 0
w7 −Z3 Z4 Z1 −Z2 0 0 0 0
w8 −Z4 −Z3 Z2 Z1 0 0 0 0
Let (v0,4, 〈· , ·〉v0,4) be an admissible module and w ∈ v0,4 be such that J1J2J3J4w = w
and 〈w˜ , w˜〉v0,4 = 1. Then the basis
w˜1 = w˜, w˜2 = J1J2w˜, w˜3 = J1J3w˜, w˜4 = J1J4w˜,
w˜5 = J1w˜, w˜6 = J2w˜, w˜7 = J3w˜, w˜8 = J4w˜,
with 〈w˜i , w˜i〉v0,4 = ǫi(4, 4) is integral with commutation relations listed in Table 4.
Table 4. Commutation relations on n0,4
[row , col.] w˜1 w˜2 w˜3 w˜4 w˜5 w˜6 w˜7 w˜8
w˜1 0 0 0 0 Z˜1 Z˜2 Z˜3 Z˜4
w˜2 0 0 0 0 −Z˜2 Z˜1 Z˜4 −Z˜3
w˜3 0 0 0 0 −Z˜3 −Z˜4 Z˜1 Z˜2
w˜4 0 0 0 0 −Z˜4 Z˜3 −Z˜2 Z˜1
w˜5 −Z˜1 Z˜2 Z˜3 Z˜4 0 0 0 0
w˜6 −Z˜2 −Z˜1 Z˜4 −Z˜3 0 0 0 0
w˜7 −Z˜3 −Z˜4 −Z˜1 Z˜2 0 0 0 0
w˜8 −Z˜4 Z˜3 −Z˜2 −Z˜1 0 0 0 0
We see from Tables 3 and 4 that the linear map ϕ4,0 : n4,0 → n0,4 defined by
wi 7→ w˜i if i = 1, 5, 6, 7, 8,
wi 7→ −w˜i if i = 2, 3, 4,
Zk 7→ Z˜k if k = 1, 2, 3, 4,
is an integral isomorphism.
Isomorphism of n8,0 and n0,8. Let {Z1, . . . , Z8} be an orthonormal basis for R
8,0. Take
a minimal admissible module (v8,0, 〈· , ·〉v8,0) and choose w ∈ v8,0 with 〈w ,w〉v8,0 = 1
such that
J1J2J3J4w = J1J2J5J6w = J2J3J5J7w = J1J2J7J8w = w.
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A method of work [2] shows that the basis
u1 := w, u2 := J1J2w, u3 := J1J3w, u4 := J1J4w,
u5 := J1J5w, u6 := J1J6w, u7 := J1J7w, u8 := J1J8w,
u9 := J1w, u10 := J2w, u11 := J3w, u12 := J4w,
u13 := J5w, u14 := J6w, u15 := J7w, u16 := J8w,
(12)
is orthonormal and satisfies 〈ui , ui〉v8,0 = ǫi(16, 0) = 1. Thus the minimal admissible
module (v8,0, 〈· , ·〉v8,0) receives the integral basis (12).
Let {Z˜1, . . . , Z˜8} be an orthonormal basis for R
0,8. Given a minimal admissible
module (v0,8, 〈· , ·〉v0,8), we choose a vector w
1 ∈ v0,8 with 〈w
1 , w1〉v0,8 = 1 such that
J˜1J˜2J˜3J˜4w
1 = J˜1J˜2J˜5J˜6w
1 = J˜2J˜3J˜5J˜7w
1 = J˜1J˜2J˜7J˜8w
1 = w1.
Then the orthonormal basis
v1 := w
1, v2 := J˜1J˜2w
1, v3 := J˜1J˜3w
1, v4 := J˜1J˜4w
1,
v5 := J˜1J˜5w
1, v6 := J˜1J˜6w
1, v7 := J˜1J˜7w
1, v8 := J˜1J˜8w
1,
v9 := J˜1w
1, v10 := J˜2w
1, v11 := J˜3w
1, v12 := J˜4w
1,
v13 := J˜5w
1, v14 := J˜6w
1, v15 := J˜7w
1, v16 := J˜8w
1,
(13)
with 〈vi , vi〉v0,8 = ǫi(8, 8) is integral, see [2]. Tables 10 and 11 in the Appendix show
the non-vanishing commutation relations on the pseudo H-type Lie algebras n8,0 and
n0,8. It allows us to construct the Lie algebra integral isomorphism
ϕ8,0 :


ui 7→ vi if i = 1, 9, 10, . . . , 16,
ui 7→ −vi if i = 2, . . . , 8,
Zk 7→ Z˜k if k = 1, . . . , 8.
(14)

4.2. Structure constants for nr+8,s and nr,s+8. This subsection is purely technical
and auxiliary for the upcoming classification. A result of [2] gives an integral basis
which satisfies Theorem 2.12 for all admissible Clifford modules vr,s. Furthermore, the
authors proved that it is possible to obtain any minimal admissible integral module vt,u
by taking the tensor product of minimal admissible integral vr,s-modules 0 ≤ r, s ≤ 8
by the minimal admissible integral modules v8,0, v0,8 or v4,4.
Proposition 4.4. [2] Consider two minimal admissible integral modules (vr,s, 〈· , ·〉vr,s)
and (v0,8, 〈· , ·〉v0,8), where the representations JZ¯j : Cl0,8 → End(v0,8) permute the inte-
gral basis of v0,8 up to sign for all orthonormal generators Z¯j ∈ R
0,8. Then the scalar
product space given by the tensor product (vr,s⊗ v0,8, 〈· , ·〉vr,s · 〈· , ·〉v0,8) is a minimal
admissible integral module (vr,s+8, 〈· , ·〉vr,s+8).
Remark 4.5. In Proposition 4.4 one can change the minimal admissible integral module
(v0,8, 〈· , ·〉v0,8) to the minimal admissible integral module (v8,0, 〈· , ·〉v8,0) or (v4,4, 〈· , ·〉v4,4)
and, taking the tensor product, to obtain the modules
(vr+8,s, 〈· , ·〉vr+8,s) = (vr,s⊗ v8,0, 〈· , ·〉vr,s · 〈· , ·〉v8,0)
(vr+4,s+4, 〈· , ·〉vr+4,s+4) = (vr,s⊗ v4,4, 〈· , ·〉vr,s · 〈· , ·〉v4,4)
respectively, which are minimal admissible integral. Details can be found in [2].
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A pseudo H-type Lie algebra nr,s is called extended if its minimal admissible inte-
gral module vr,s was constructed as in Proposition 4.4 or in Remark 4.5. The tensor
products can be taken several times and with different spaces. Before we show how
the structure constants for the Lie algebras nr+8,s, nr+4,s+4 and nr,s+8 depend on the
structure constants of nr,s, n8,0, n0,8 and n4,4, we state the notation that will be used in
the forthcoming sections. We write BV for an integral basis of the space V . Thus
Bzr,s := {Z
r,s
1 , . . . , Z
r,s
r+s}, 〈Z
r,s
k , Z
r,s
m 〉zr,s = ǫk(r, s)δkm,
Bvr,s := {w1, . . . , w2l}, 〈wi , wj〉vr,s =
{
ǫi(l, l)δij for s 6= 0,
δij for s = 0,
and define Bnr,s := Bvr,s ∪Bzr,s .
We fix the letters u, v, and y for the following bases given by (12), and a modification
of (14) and (20)
Bv8,0 = {u1, . . . , u16}, Bv0,8 = {v1, . . . , v16}, Bv4,4 = {y1, . . . , y16},
Bz8,0 = {Z
8,0
1 , . . . , Z
8,0
8 }, Bz0,8 = {Z
0,8
1 , . . . , Z
0,8
8 }, Bz4,4 = {Z
4,4
1 , . . . , Z
4,4
8 }
with
〈ui, uj〉v8,0 = δij , 〈vi, vj〉v0,8 = ǫi(8, 8)δij, 〈yi, yj〉v4,4 = ǫi(8, 8)δij,
〈Z8,0k , Z
8,0
m 〉z8,0 = δkm, 〈Z
0,8
k , Z
0,8
m 〉z0,8 = −δkm, 〈Z
4,4
k , Z
4,4
m 〉z4,4 = ǫk(4, 4)δkm,
such that Bn8,0 and Bn0,8 have the same structural constants by Theorem 4.3, i.e.
ϕ8,0(ui) = vi, for all i = 1, . . . , 16,
ϕ8,0(Z
8,0
k ) = Z
0,8
k , for all k = 1, . . . , 8.
If vt,u is obtained by taking the tensor product of vr,s by one of the v8,0, v0,8 or v4,4,
we write for the basis
Bnt,u = {wi ⊗ αj, Z
t,u
m | i = 1, . . . , 2l, j = 1, . . . , 16, m = 1, . . . , r + s+ 8},
where wi ∈ Bvr,s , the vectors αj are from the corresponding integral bases Bv8,0 ,
Bv0,8 or Bv4,4 , and Z
t,u
m ∈ Bzr+p,s+q = Bzt,u , with (p, q) equal to one of the pairs
(8, 0), (0, 8), (4, 4). For definiteness we preserve the order of the elements in Bzt,u and
we write first those which have positive squares of the scalar product and then those
with negative squares of the scalar product.
Lemma 4.6. Let nr,s = vr,s⊕ zr,s be a pseudo H-type algebra and A
m
ij the structure
constants with respect to the integral basis Bnr,s. Let n8,0 = v8,0⊕ z8,0 has the integral
basis Bn8,0 with the corresponding structure constants A¯
m
ij . Then the Lie algebra nr+8,s =
(vr,s⊗ v8,0)⊕zr+8,s has the following structure constants A˜
m
ij,pq with respect to the integral
basis Bnr+8,s.
If s = 0, then
A˜mij,pq =


−Amip if m = 1, . . . , r and j = q = 1, . . . , 8,
Amip if m = 1, . . . , r and j = q = 9, . . . , 16,
A¯m−rjq if m = r + 1, . . . , r + 8 and i = p = 1, . . . , 2l,
0 otherwise.
(15)
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If s > 0, then
A˜mij,pq =


−Amip if m = 1, . . . , r and j = q = 1, . . . , 8,
−Am−8ip if m = r + 8 + 1, . . . , r + 8 + s and j = q = 1, . . . , 8,
Amip if m = 1, . . . , r and j = q = 9, . . . , 16,
Am−8ip if m = r + 8 + 1, . . . , r + 8 + s and j = q = 9, . . . , 16,
A¯m−rjq if m = r + 1, . . . , r + 8 and i = p = 1, . . . , l,
−A¯m−rjq if m = r + 1, . . . , r + 8 and i = p = l + 1, . . . , 2l,
0 otherwise.
(16)
Proof. We recall that the scalar product 〈· , ·〉vr+8,s of vr+8,s is given by the product
〈· , ·〉vr,s · 〈· , ·〉v8,0 . To shorten the notation we write
JZr,sm = JZm : vr,s → vr,s, JZ8,0m = J¯Z¯m : v8,0 → v8,0, JZr+8,sm = J˜Z˜m : vr+8,s → vr+8,s
and the operator E := J¯Z¯1 · · · J¯Z¯8 : v8,0 → v8,0 with the properties
E2 = Idv8,0 , EJ¯Z¯j = −J¯Z¯jE, j = 1, . . . , 8, 〈Eu, u
∗〉v8,0 = 〈u,Eu
∗〉v8,0 , u, u
∗ ∈ v8,0 .
It leads to the following equalities:
〈J˜Z˜mw˜i,j, w˜p,q〉vr+8,s = 〈JZmwi, wp〉vr,s〈Euj, uq〉v8,0 , m = 1, . . . , r, (17)
〈J˜Z˜mw˜i,j, w˜p,q〉vr+8,s = 〈wi, wp〉vr,s〈J¯Z¯m−ruj, uq〉v8,0 , m = r + 1, . . . , r + 8,
〈J˜Z˜mw˜i,j, w˜p,q〉vr+8,s = 〈JZm−8wi, wp〉vr,s〈Euj, uq〉v8,0 , m = r + 9, . . . , r + s+ 8,
with the integral basis {w˜i,j = wi ⊗ uj, Z˜m|i = 1, . . . , 2l, j = 1, . . . , 16, m = 1, . . . , r +
s+ 8} by [2]. Similar equations for the cases n0,8 and n4,4 can be found in [2].
Let m = 1, . . . , r and note that the mapping E acts on the integral basis Bv8,0 by
Euj = −ujǫj(8, 8), which follows from the permutation Table 13 in the Appendix. That
leads to 〈Euj, uq〉v8,0 = −ǫj(8, 8)δjq. Then the first equation in (17) gives
B˜mij,pqǫ
vr+8,s
pq = −B
m
i,pǫ
vr,s
p ǫj(8, 8)δjq
by (7). Making use of formula (8) we obtain the following equations for structure
constants
A˜mij,pq
(
ǫvr+8,spq
)2
ǫ
zr+8,s
m = −A
m
i,p
(
ǫvr,sp
)2
ǫ
zr,s
m ǫj(8, 8)δjq
that yields to the first two lines in formula (15) and corresponding lines in (16). Arguing
in a similar way for the rest of the formulas in (17) we obtain
ǫ
zr+8,s
m A˜
m
ij,pq = −A
m
i,pǫ
zr,s
m ǫj(8, 8)δjq, m = 1, . . . , r,
ǫ
zr+8,s
m A˜mij,pq = A¯
m−r
jq ǫ
z8,0
m−rǫ
vr,s
i δip, m = r + 1, . . . , r + 8,
ǫ
zr+8,s
m A˜mij,pq = −A
m−8
ip ǫ
zr,s
m−8ǫj(8, 8)δjq, m = r + 9, . . . , r + s+ 8.
This implies (15) and (16). 
Lemma 4.7. Let nr,s = vr,s⊕ zr,s be a pseudo H-type algebra with the structure con-
stants Amij written with respect to Bnr,s and n0,8 = v0,8⊕ z0,8 with the integral basis
Bn0,8, and the corresponding structure constants A¯
m
ij . Then the Lie algebra nr,s+8 =
(vr,s⊗ v0,8)⊕ zr,s+8 has the following structure constants A˜
m
ij,pq with respect to the inte-
gral basis Bnr,s+8.
CLASSIFICATION OF PSEUDO H-TYPE ALGEBRAS 13
If s = 0, then
A˜mij,pq =


−Amip if m = 1, . . . , r and j = q = 1, . . . , 16,
A¯m−rjq if m = r + 1, . . . , r + 8 and i = p = 1, . . . , 2l,
0 otherwise.
(18)
If s > 0, then
A˜mij,pq =


−Amip if m = 1, . . . , r + s and j = q = 1, . . . , 16,
A¯m−r−sjq if m = r + s+ 1, . . . , r + s+ 8 and i = p = 1, . . . , l,
−A¯m−r−sjq if m = r + s+ 1, . . . , r + s+ 8 and i = p = l + 1, . . . , 2l,
0 otherwise.
(19)
The proof of Lemma 4.7 is analogous to the proof of Lemma 4.6.
Before we present the structure constants for the Lie algebra nr+4,s+4 we write the
integral basis for the pseudo H-type Lie algebra n4,4.
y1 = w, y2 = J1w, y3 = J2w, y4 = J3w,
y5 = J4w, y6 = J1J2w, y7 = J1J3w, y8 = J1J4w,
y9 = J5w, y10 = J6w, y11 = J7w, y12 = J8w,
y13 = J1J5w, y14 = J1J6w, y15 = J1J7w, y16 = J1J8w,
(20)
for J1J2J3J4w = J1J2J5J6w = J2J3J5J7w = J1J2J7J8w = w with
〈wi , wi〉v4,4 = ǫi(8, 8), 〈Zk , Zk 〉z4,4 = ǫk(4, 4).
Lemma 4.8. Let nr,s = vr,s⊕ zr,s has the structure constants A
m
ij with respect to Bnr,s
and n4,4 = v4,4⊕ z4,4 has the structure constants A¯
m
ij with respect to the integral basis
Bn4,4. Then the Lie algebra nr+4,s+4 = (vr,s⊗ v4,4)⊕ zr+4,s+4 has the following structure
constants A˜mij,pq with respect to the integral basis Bnr+4,s+4.
If s = 0, then
A˜mij,pq =


Amip if m = 1, . . . , r and j = q = 2, . . . , 5, 13, . . . , 16,
−Amip if m = 1, . . . , r and j = q = 1, 6, . . . , 12,
A¯m−rjq if m = r + 1, . . . , r + 8 and i = p = 1, . . . , 2l,
0 otherwise.
(21)
If s > 0, then
A˜mij,pq =


Amip if m = 1, . . . , r and j = q = 2, . . . , 5, 13, . . . , 16,
−Amip if m = 1, . . . , r and j = q = 1, 6, . . . , 12,
Am−8ip if m = r + 9, . . . , r + s+ 8 and j = q = 2, . . . , 5, 13, . . . , 16,
−Am−8ip if m = r + 5, . . . , r + s+ 4 and j = q = 1, 6, . . . , 12,
A¯m−rjq if m = r + 1, . . . , r + 4 and i = p = 1, . . . , l,
A¯m−rjq if m = r + 5, . . . , r + 8 and i = p = 1, . . . , l,
−A¯m−rjq if m = r + 1, . . . , r + 4 and i = p = l + 1, . . . , 2l,
−A¯m−rjq if m = r + 5, . . . , r + 8 and i = p = l + 1, . . . , 2l,
0 otherwise.
(22)
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The proof of Lemma 4.8 is analogous to the proof of Lemma 4.6.
4.3. Classification of nr,0 and n0,r for r > 8. We observe an interesting property
of some of the H-type Lie algebras nr,0 and n0,r that will be used in the proof of
Theorem 4.11.
Definition 4.9. We say that an orthonormal basis {w1, . . . , w2l, Z1, . . . , Zn} of a pseudo
H-type Lie algebra is of block-type if [wi , wj] = 0 for both indices i, j = 1, . . . , l and
i, j = l + 1, . . . , 2l. We call a pseudo H-type Lie algebra of block-type if it has a
block-type basis.
Lemma 4.10. The pseudo H-type algebras nr,0 with r ∈ {0, 1, 2, 4} mod (8) and n0,s
with s ∈ N are of block-type.
Proof. We prove by induction that nr,0 with r ∈ {0, 1, 2, 4} mod (8) is of block-type.
The base of induction follows from Tables 1, 2, 3, 10 of non-vanishing commutators on
n1,0, n2,0, n4,0 and n8,0. For the induction step we assume that nr,0 with r ∈ {0, 1, 2, 4}
mod (8) has a block-type basis {w1, . . . , w2l, Z
r,0
1 , . . . , Z
r,0
r } with [wi , wj] = 0 when both
indices i, j = 1, . . . , l and i, j = l+1, . . . , 2l. By extension we construct the Lie algebra
nr+8,0 of dimension 32l+r+8 with the basis {w1⊗u1, . . . , w2l⊗u16, Z
r+8,0
1 , . . . , Z
r+8,0
r+8 }.
Equations (17) imply that [wi ⊗ uj , wp ⊗ uq] = 0 for the following cases:
• i = p and both j, q = 1, . . . , 8 and j, q = 9, . . . , 16,
• j = q and both i, p = 1, . . . , l and i, p = l + 1, . . . , 2l,
• i 6= p and j 6= q or i = p and j = q.
We define a decomposition of the basis vectors of vr+8,0 by
A1r,0 := {wi ⊗ uj | i = 1, . . . , l, j = 1, . . . , 8},
A2r,0 := {wi ⊗ uj | i = l + 1, . . . , 2l, j = 9, . . . , 16},
B1r,0 := {wi ⊗ uj | i = 1, . . . , l, j = 9, . . . , 16},
B2r,0 := {wi ⊗ uj | i = l + 1, . . . , 2l, j = 1, . . . , 8},
Ar,0 := A
1
r,0∪A
2
r,0, Br,0 := B
1
r,0 ∪B
2
r,0 .
(23)
It follows that for any w˜, v˜ ∈ Ar,0 and for any x˜, y˜ ∈ Br,0 we obtain that [w˜ , v˜] = 0 =
[x˜ , y˜]. As the cardinality of the basis of vr+8,s is 32l and the cardinality of each of the
sets Ar,0 and Br,0 is 16l we proved that nr,0 with r ∈ {0, 1, 2, 4} mod 8 is of block-type.
Now we consider H-type Lie algebras n0,s. The space v0,s is neutral with an integral
basis {w1, . . . , w2l} satisfying 〈wi , wj〉l,l = ǫi(l, l)δij . Let Bz0,s = {Z
0,s
1 , . . . , Z
0,s
s }. The
map JZ0,s
k
is an anti-isometry and permutes the basis {w1, . . . , w2l} for all k = 1, . . . , s.
It follows that Bkij = 0 for i, j = 1, . . . , l or i, j = l+1, . . . , 2l. Then by ǫ
v
βB
k
αβ = ǫ
z
kA
k
αβ
we obtain that Akij = 0 when both indices i, j = 1, . . . , l or i, j = l + 1, . . . , 2l. Hence
n0,s is a block-type Lie algebra for all s ∈ N. 
Theorem 4.11. The Lie algebras nr,0 and n0,r are integral isomorphic if and only if
r ∈ {0, 1, 2, 4} mod 8.
Proof. The H-type Lie algebras nr,0 are integral isomorphic to n0,r for r = 1, 2, 4, 8 by
Theorem 4.3. The Lie algebras nr,0 and n0,r are non-isomorphic for r = 3, 5, 6, 7 by
Theorem 4.12 due to the different dimensions which are preserved under the exten-
sion process. Thus it remains to show that the Lie algebras nr,0 and n0,r are integral
isomorphic if r ∈ {0, 1, 2, 4} mod 8.
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By induction we assume that nr,0 and n0,r are integral isomorphic for r ∈ {0, 1, 2, 4}
mod 8 with the integral block-type bases
Bnr,0 = {w1, . . . , w2l, Z
r,0
1 , . . . , Z
r,0
r }, Bn0,r = {x1, . . . , x2l, Z
0,r
1 , . . . , Z
0,r
r },
with equal structure constants Amij , i.e. ϕr,0(wi) = xi for all i = 1, . . . , 2l and ϕr,0(Z
r,0
k ) =
Z
0,r
k for all k = 1, . . . , r. Furthermore, we recall that in the integral block-type bases
Bn8,0 and Bn0,8 the structure constants denoted by A¯
m
ij are equal for both Lie algebras,
i.e. ϕ8,0(ui) = vi for all i = 1, . . . , 16 and ϕ8,0(Z
8,0
k ) = Z
0,8
k for all k = 1, . . . , 8.
We exploit Proposition 4.4 and Remark 4.5 and obtain the integral bases
Bnr+8,0 = {wi ⊗ uj, Z
r+8,0
m }, Bn0,r+8 = {xi ⊗ vj , Z
0,r+8
m }.
We define the bijective linear map ϕr+8,0 : nr+8,0 → n0,r+8 by
wi ⊗ uj 7→ xi ⊗ vj if i ∈ {1, . . . , l}, j ∈ {1, . . . , 16},
wi ⊗ uj 7→ xi ⊗ vj if i ∈ {l + 1, . . . , 2l}, j ∈ {1, . . . , 8},
wi ⊗ uj 7→ −xi ⊗ vj if i ∈ {l + 1, . . . , 2l}, j ∈ {9, . . . , 16},
Zr+8,0m 7→ Z
0,r+8
m if m ∈ {1, . . . , r + 8}.
It remains to prove that ϕr+8,0 is a Lie algebra isomorphism, i.e. ϕr+8,0([wi⊗uj , wp⊗
uq]) = [ϕr+8,0(wi ⊗ uj) , ϕr+8,0(wp ⊗ uq)]. We know that the structural constants A˜
m
ij,pq
of [wi ⊗ uj , wp ⊗ uq] are given by formula (15) and that the structural constants C
m
ij,pq
for [xi⊗vj , xp⊗vq] are given by formula (19), where we have to put the index r instead
of r + s. It follows that if i 6= p and j 6= q or i = p and j = q the commutators vanish:
ϕr+8,0([wi ⊗ uj , wp ⊗ uq]) = ϕr+8,0(0) = 0 = ±[xi ⊗ vj , xp ⊗ vq].
Let us consider the case i = p and j 6= q.
• if i = p = 1, . . . , l, then:
ϕr+8,0([wi ⊗ uj , wi ⊗ uq]) = A¯
m−r
jq ϕr+8,0(Z
r+8,0
m ) = A¯
m−r
jq Z
0,r+8
m ,
[ϕr+8,0(wi ⊗ uj) , ϕr+8,0(wi ⊗ uq)] = [xi ⊗ vj , xi ⊗ vq] = A¯
m−r
jq Z
0,r+8
m
with m = r + 1, . . . , r + 8 by formulas (15) and (19).
• if i = p = l + 1, . . . , 2l, then we use Lemma 4.10.
ϕr+8,0([wi ⊗ uj , wi ⊗ uq]) = A¯
m−r
jq ϕr+8,0(Z
r+8,0
m ) = A¯
m−r
jq Z
0,r+8
m ,
[ϕr+8,0(wi ⊗ uj) , ϕr+8,0(wi ⊗ uq)]
=
{
[xi ⊗ vj , xi ⊗ vq] if j, q = 1, . . . , 8 or j, q = 9, . . . , 16,
−[xi ⊗ vj , xi ⊗ vq] otherwise,
=
{
−A¯m−rjq Z
0,r+8
m if j, q = 1, . . . , 8 or j, q = 9, . . . , 16,
A¯m−rjq Z
0,r+8
m otherwise,
with m = r + 1, . . . , r + 8 by formulas (15), (19), and the definition of ϕr+8,0. We
observe that A¯m−rjq = 0 when for both indices j, q simultaneously either j, q = 1, . . . , 8
or j, q = 9, . . . , 16, since the Lie algebras n8,0 and n0,8 are of block type, see Table 10.
We see that the map ϕr+8,0 satisfies the Lie algebra isomorphism properties in this case.
We turn to consider the case i 6= p and j = q
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• if j = q = 1, . . . , 8, then
ϕr+8,0([wi ⊗ uj , wp ⊗ uj ]) = −A
m
ipϕr+8,0(Z
r+8,0
m ) = −A
m
ipZ
0,r+8
m ,
[ϕr+8,0(wi ⊗ uj) , ϕr+8,0(wp ⊗ uj)] = [xi ⊗ vj , xp ⊗ vj] = −A
m
ipZ
0,r+8
m ,
with m = 1, . . . , r by formulas (15) and (19).
• if j = q = 9, . . . , 16, then we use the block form of Lie algebras nr,0 and n0,r. We
calculate as above
ϕr+8,0([wi ⊗ uj, wp ⊗ uj]) = A
m
ipϕr+8,0(Z
r+8,0
m ) = A
m
ipZ
0,r+8
m .
On the other side
[ϕr+8,0(wi ⊗ uj) , ϕr+8,0(wp ⊗ uj)]
=
{
[xi ⊗ vj , xp ⊗ vq] if i, p = 1, . . . , l or i, p = l + 1, . . . , 2l,
−[xi ⊗ vj , xp ⊗ vq] otherwise,
=
{
−AmipZ
0,r+8
m = 0 if i, p = 1, . . . , l or i, p = l + 1, . . . , 2l,
AmipZ
0,r+8
m otherwise,
withm = 1, . . . , r by formulas (15) and (19). This finishes the proof of the theorem. 
Theorem 4.12. The pseudo H-type Lie algebra nr+8t,0 is not isomorphic to n0,r+8t for
r = 3, 5, 6, 7 and a non-negative integer t.
Proof. We prove the theorem by counting the dimensions of the Lie algebras. The
dimensions of the minimal admissible modules are given by
dim(v3+8t,0) = 4 · 16
t 6= 8 · 16t = dim(v0,3+8t),
dim(vr+8t,0) = 8 · 16
t 6= 16 · 16t = dim(v0,r+8t), for r = 5, 6, 7.

5. Isomorphism of Lie algebras nr,s with r, s 6= 0
In this section we show, making use of the ideas developed in the previous section,
that the Bott-periodicity is inherited in isomorphism properties of Lie algebras of block
type.
5.1. Decompositions of bases r, s 6= 0. We recall the notations of the bases Bnr,s
and state the result that extends the notion of the block type algebras.
Lemma 5.1. Let us assume that the integral basis Bvr,s, r, s 6= 0, for the pseudo H-type
Lie algebra nr,s with dim(vr,s) = 2l satisfies the following decomposition
Bvr,s = Ar,s ∪Br,s, card(Ar,s) = card(Br,s) = l,
[Ar,s,Ar,s] = [Br,s,Br,s] = 0,
Ar,s = A
+
r,s ∪A
−
r,s, Br,s = B
+
r,s ∪B
−
r,s, card(A
±
r,s) = card(B
±
r,s) =
l
2
,
where 〈wi, wi 〉vr,s =
{
1 if wi ∈ A
+
r,s ∪B
+
r,s,
−1 if wi ∈ A
−
r,s ∪B
−
r,s .
(24)
Then the extended pseudo H-type Lie algebras nr+8,s, nr,s+8, and nr+4,s+4 admit a de-
composition of type (24).
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Proof. Define the following sets
A8,0 = {u1, . . . , u8}, B8,0 = {u9, . . . , u16}, for ui ∈ Bv8,0
A0,8 = {v1, . . . , v8}, B0,8 = {v9, . . . , v16}, for vi ∈ Bv0,8
(25)
A+4,4 = {y1, y6, y7, y8}, A
−
4,4 = {y13, y14, y15, y16},
B+4,4 = {y2, y3, y4, y5}, B
−
4,4 = {y9, y10, y11, y12}.
(26)
for yi ∈ Bv4,4 given by (20).
Now, making use of Ar,s, Br,s and (25), (26), we define the decompositions for the
bases of the extended algebras.
A+r+8,s = A
+
r,s⊗A8,0∪B
+
r,s⊗B8,0, A
−
r+8,s = A
−
r,s⊗A8,0 ∪B
−
r,s⊗B8,0,
B+r+8,s = A
+
r,s⊗B8,0∪B
+
r,s⊗A8,0, B
−
r+8,s = A
−
r,s⊗B8,0 ∪B
−
r,s⊗A8,0,
A+r,s+8 = A
+
r,s⊗A0,8∪B
−
r,s⊗B0,8, A
−
r,s+8 = A
−
r,s⊗A0,8 ∪B
+
r,s⊗B0,8,
B+r,s+8 = A
−
r,s⊗B0,8∪B
+
r,s⊗A0,8, B
−
r,s+8 = A
+
r,s⊗B0,8∪B
−
r,s⊗A0,8,
A+r+4,s+4 = B
+
r,s⊗B
+
4,4 ∪B
−
r,s⊗B
−
4,4 ∪A
+
r,s⊗A
+
4,4 ∪A
−
r,s⊗A
−
4,4,
A−r+4,s+4 = B
−
r,s⊗B
+
4,4 ∪B
+
r,s⊗B
−
4,4 ∪A
−
r,s⊗A
+
4,4 ∪A
+
r,s⊗A
−
4,4,
B+r+4,s+4 = A
+
r,s⊗B
+
4,4 ∪A
−
r,s⊗B
−
4,4∪B
+
r,s⊗A
+
4,4 ∪B
−
r,s⊗A
−
4,4,
B−r+4,s+4 = A
+
r,s⊗B
−
4,4 ∪A
−
r,s⊗B
+
4,4∪B
−
r,s⊗A
+
4,4 ∪B
+
r,s⊗A
−
4,4 .
All the necessary properties follows directly from the definition of the basis for the
extended Lie algebras and Lemmas 4.6, 4.7, and 4.8. We illustrate only the proof of
the following property [Ar+8,s,Ar+8,s] = 0, considering several cases. To show that
[A+r,s⊗A8,0,A
+
r,s⊗A8,0] = 0 we choose wi, wj ∈ A
+
r,s and up, uq ∈ A8,0 Then
[wi ⊗ up, wj ⊗ uq] =


0 if i 6= j, p 6= q, or i = j, p = q,
[up, uq] = 0 if i = j, p 6= q, since [up, uq] ∈ [A8,0,A8,0] = 0,
−[wi, wj] = 0 if i 6= j, p = q, since [wi, wj] ∈ [A
+
r,s,A
+
r,s] = 0.
Analogously we show
[A±r,s⊗A8,0,A
±
r,s⊗A8,0] = [B
±
r,s⊗B8,0,B
±
r,s⊗B8,0] = 0
for any combinations of + and −. Any term of the type [A±r,s⊗A8,0,B
±
r,s⊗B8,0] van-
ishes since A±r,s ∩B
±
r,s = ∅ and A8,0 ∩B8,0 = ∅ and as if both i 6= j, p 6= q we obtain
that [wi ⊗ up, wj ⊗ uq] = 0 for any wi ∈ A
±
r,s, wj ∈ B
±
r,s, up ∈ A8,0, uq ∈ B8,0. 
In the following lemma we present a list of pseudo H-type Lie algebras nr,s satisfy-
ing (24), which can be used as a base for the successive extensions.
Lemma 5.2. The pseudo H-type Lie algebras nr,8, n8,r, nr+4,4, n4,r+4 for r ∈ {1, 2, 4, 8}
mod 8 and n11, n2,2, n4,4 admit decomposition (24) of their bases.
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Proof. Decompositions for nr,8, n8,r, r ∈ {1, 2, 4, 8} mod 8.
A+r,8 = {wi ⊗ vj | i = 1, . . . , l, j = 1, . . . , 8},
A−r,8 = {wi ⊗ vj | i = l + 1, . . . , 2l, j = 9, . . . , 16},
B−r,8 = {wi ⊗ vj | i = 1, . . . , l, j = 9, . . . , 16},
B+r,8 = {wi ⊗ vj | i = l + 1, . . . , 2l, j = 1, . . . , 8},
for wi ∈ Bvr,0 , vj ∈ Bv0,8 .
A+8,r = {wi ⊗ uj | i = 1, . . . , l, j = 1, . . . , 8},
A−8,r = {wi ⊗ uj | i = l + 1, . . . , 2l, j = 9, . . . , 16},
B+8,r = {wi ⊗ uj | i = 1, . . . , l, j = 9, . . . , 16},
B−8,r = {wi ⊗ uj | i = l + 1, . . . , 2l, j = 1, . . . , 8},
for wi ∈ Bv0,r , uj ∈ Bv8,0 . For the proof we use Tables (1)-(4), Tables (10), (11) and
the block structure of the corresponding algebras.
Decompositions for nr+4,4, n4,r+4 for r ∈ {1, 2, 4, 8} mod 8. Recall decompo-
sitions (23) and (26) and define
A+r+4,4 = Br,0⊗B
+
4,4 ∪Ar,0⊗A
+
4,4, A
−
r+4,4 = Br,0⊗B
−
4,4 ∪Ar,0⊗A
−
4,4,
B+r+4,4 = Br,0⊗A
+
4,4 ∪Ar,0⊗B
+
4,4, B
−
r+4,4 = Br,0⊗A
−
4,4 ∪Ar,0⊗B
−
4,4,
A+4,r+4 = B0,r⊗B
−
4,4 ∪A0,r⊗A
+
4,4, A
−
4,r+4 = B0,r⊗B
+
4,4 ∪A0,r⊗A
−
4,4,
B+4,r+4 = B0,r⊗A
−
4,4 ∪A0,r⊗B
+
4,4, B
−
4,r+4 = B0,r⊗A
+
4,4 ∪A0,r⊗B
−
4,4 .
For the proof we use Tables (1)-(4), Tables (10), (11), (12), the block structure of the
corresponding algebras, and Lemma 4.8.
Decompositions for n1,1, n2,2, and n4,4.
We define an orthonormal basis of n1,1 by
Bv1,1 = {w1 = w, w2 = J1w, w3 = J2w, w4 = J2J1w}, Bz1,1 = {Z1, Z2}, (27)
with 〈wi, wi〉v1,1 = ǫi(2, 2), 〈Zk, Zk 〉z1,1 = ǫk(1, 1). The commutators are in Table 5.
Table 5. Commutation relations on n1,1
[row , col.] w1 w4 w2 w3
w1 0 0 Z1 Z2
w4 0 0 −Z2 −Z1
w2 −Z1 Z2 0 0
w3 −Z2 Z1 0 0
The sets A1,1 and B1,1 are given by
A1,1 = A
+
1,1 ∪A
−
1,1 = {w1} ∪ {w4}, B1,1 = B
+
1,1 ∪B
−
1,1 = {w2} ∪ {w3}.
We define an orthonormal basis of Bz2,2 = {Z1, Z2, Z3, Z4} and
Bv2,2 =
{
w1 = w, w2 = J1w, w3 = J2w, w4 = J1J2w,
w5 = J3w, w6 = J4w, w7 = J1J3w, w8 = J1J4w
}
, (28)
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for J1J2J3J4w = w with 〈wi, wi〉v2,2 = ǫi(4, 4), 〈Zk, Zk 〉z2,2 = ǫk(2, 2). The sets A2,2 and
B2,2 are given by
A2,2 = A
+
2,2 ∪A
−
2,2 = {w1, w4} ∪ {w7, w8}, B2,2 = B
+
2,2 ∪B
−
2,2 = {w2, w3} ∪ {w5, w6}
according to Table 6.
Table 6. Commutation relations on n2,2
[row , col.] w1 w4 w7 w8 w2 w3 w5 w6
w1 0 0 0 0 Z1 Z2 Z3 Z4
w4 0 0 0 0 Z2 −Z1 Z4 −Z3
w7 0 0 0 0 Z3 −Z4 Z1 −Z2
w8 0 0 0 0 Z4 Z3 Z2 Z1
w2 −Z1 −Z2 −Z3 −Z4 0 0 0 0
w3 −Z2 Z1 Z4 −Z3 0 0 0 0
w5 −Z3 −Z4 −Z1 −Z2 0 0 0 0
w6 −Z4 Z3 Z2 −Z1 0 0 0 0
The integral basis Bn4,4 of n4,4 is given in (20) and the decomposition is given in (26)
according to Table 12.

5.2. Inductive construction of isomorphisms of Lie algebras nr,s and ns,r. In
this subsection we prove that if two pseudo H-type algebras possess decomposition (24)
and they are isomorphic under a map satisfying some special conditions, then the
extensions of them are also isomorphic and the corresponding isomorphism map satisfies
the same properties. It allows us to perform an induction proof. Before we state the
base of induction we formulate the properties we require from the isomorphism.
Remark 5.3. Properties of the isomorphism ϕr,s : nr,s → ns,r. Let the integral
bases Bnr,s, Bns,r of the pseudo H-type algebras nr,s, ns,r admit decomposition (24).
Assume there exists a Lie algebra isomorphism ϕr,s : nr,s → ns,r such that
ϕr,s(A
±
r,s) = A
±
s,r and ϕr,s(B
±
r,s) = B
∓
s,r .
Furthermore, the restriction ϕr,s|zr,s is an anti-isometry and is a permutation of the
set {Z1, . . . , Zr+s}, i.e. ϕr,s(Zk) = Zpir,s(k) with the permutation πr,s : {1, . . . , r + s} →
{1, . . . , r+s} such that πr,s({1, . . . , r}) = {s+1, . . . , s+r} and πr,s({r+1, . . . , r+s}) =
{1, . . . , s}.
Theorem 5.4. The Lie algebras nr,8 and n8,r are integral isomorphic if and only if
r ∈ {0, 1, 2, 4} mod 8 and the Lie algebra isomorphism ϕr,8 : nr,8 → n8,r satisfies Re-
mark 5.3 with s = 8.
Proof. The H-type Lie algebras nr,0 are integral isomorphic to n0,r for r ∈ {1, 2, 4, 8}
mod 8 by Theorem 4.11. Recall that we used the following integral block-type bases
Bnr,0 = {w1, . . . , w2l, Z
r,0
1 , . . . , Z
r,0
r }, Bn0,r = {x1, . . . , x2l, Z
0,r
1 , . . . , Z
0,r
r },
with 〈wi, wi〉vr,0 = 1 for i = 1, . . . , 2l, 〈xi, xi〉v0,r = ǫi(l, l), 〈Z
r,0
k , Z
r,0
k 〉zr,0 = 1, and
〈Z0,rk , Z
0,r
k 〉zr,0 = −1 for all k = 1, . . . , r, where ϕr,0(wi) = xi for all i = 1, . . . , 2l and
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ϕr,0(Z
r,0
k ) = Z
0,r
k for all k = 1, . . . , r. The equal structure constants are denoted by A
m
ij .
We write ϕ8,0(ui) = vi, for ui ∈ Bv8,0 , vi ∈ Bv0,8 , i = 1, . . . , 16 and ϕ8,0(Z
8,0
k ) = Z
0,8
k ,
k = 1, . . . , 8. The equal structure constants are denoted by A¯mij for both Lie algebras.
We exploit Proposition 4.4 and Remark 4.5 and obtain the integral bases
{w1 ⊗ v1, . . . , w2l ⊗ v16, Z
r,8
1 , . . . , Z
r,8
r+8} for nr,8,
{x1 ⊗ u1, . . . , x2l ⊗ u16, Z
8,r
1 , . . . , Z
8,r
r+8} for n8,r .
Define the bijective linear map ϕr,8 : nr,8 → n8,r by
wi ⊗ vj 7→ xi ⊗ uj if i ∈ {1, . . . , l}, j ∈ {1, . . . , 16},
wi ⊗ vj 7→ xi ⊗ uj if i ∈ {l + 1, . . . , 2l}, j ∈ {1, . . . , 8},
wi ⊗ vj 7→ −xi ⊗ uj if i ∈ {l + 1, . . . , 2l}, j ∈ {9, . . . , 16},
Zr,8m 7→ Z
8,r
m+8 if m ∈ {1, . . . , r},
Zr,8m 7→ Z
8,r
m−r if m ∈ {r + 1, . . . , r + 8}.
It remains to prove that ϕr,8 is a Lie algebra isomorphism, i.e. ϕr,8([wi ⊗ vj , wp ⊗
vq]) = [ϕr,8(wi ⊗ vj) , ϕr,8(wp ⊗ vq)]. The structure constants A˜
m
ij,pq of the commutators
[wi ⊗ vj, wp ⊗ vq] of nr,8 are given by formula (18), and the structure constants C
m
ij,pq
for [xi ⊗ uj, xp ⊗ uq] of the Lie algebra n8,r are given by formula (16). It follows that if
i 6= p and j 6= q or i = p and j = q the commutators vanish:
ϕr,8([wi ⊗ vj , wp ⊗ vq]) = ϕr,8(0) = 0 = ±[xi ⊗ uj , xp ⊗ uq].
It is left to consider the following two remaining cases.
Case i = p and j 6= q. If, additionally, both indices simultaneously satisfy either
j, q = 1, . . . , 8 or j, q = 9, . . . , 16, then
ϕr,8([wi ⊗ vj , wi ⊗ vq]) = ϕr,8(0) = 0 = ±[xi ⊗ uj , xi ⊗ uq],
because of the block form of the Lie algebras n8,0, n0,8. Thus, we can assume without
limit of generality that j = 1, . . . , 8 and q = 9, . . . , 16.
• if i = p = 1, . . . , l, j = 1, . . . , 8 and q = 9, . . . , 16, then:
ϕr,8([wi ⊗ vj , wi ⊗ vq]) = A¯
m−r
jq ϕr,8(Z
r,8
m ) = A¯
m−r
jq Z
8,r
m−r,
[ϕr,8(wi ⊗ vj) , ϕr,8(wi ⊗ vq)] = [xi ⊗ uj , xi ⊗ uq] = A¯
m−r
jq Z
8,r
m−r
with m = r + 1, . . . , r + 8 by formulas (18) and (16).
• if i = p = l + 1, . . . , 2l, j = 1, . . . , 8 and q = 9, . . . , 16, then
ϕr,8([wi ⊗ vj , wi ⊗ vq]) = A¯
m−r
jq ϕr,8(Z
r,8
m ) = A¯
m−r
jq Z
8,r
m−r,
[ϕr,8(wi ⊗ vj) , ϕr,8(wi ⊗ vq)] = [xi ⊗ uj ,−xi ⊗ uq] = −(−A¯
m−r
jq Z
8,r
m−r)
with m = r+1, . . . , r+8 by formulas (18) and (16). We see that the map ϕr,8 satisfies
the Lie algebra isomorphism properties in this case.
Case i 6= p and j = q. If in addition i, p = 1, . . . , l or i, p = l + 1, . . . , 2l, then the
block form of the Lie algebras nr,0, n0,r implies
ϕr,8([wi ⊗ vj , wp ⊗ vj ]) = ϕr,8(0) = 0 = ±[xi ⊗ uj , xp ⊗ uj],
such that we can assume that i = 1, . . . , l and p = l + 1, . . . , 2l.
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• if j = q = 1, . . . , 8, i = 1, . . . , l and p = l + 1, . . . , 2l, then
ϕr,8([wi ⊗ vj , wp ⊗ vj]) = −A
m
ipϕr,8(Z
r,8
m ) = −A
m
ipZ
8,r
m+8,
[ϕr,8(wi ⊗ vj), ϕr,8(wp ⊗ vj)] = [xi ⊗ uj, xp ⊗ uj] = −A
m
ipZ
8,r
m+8.
• if j = q = 9, . . . , 16, i = 1, . . . , l and p = l + 1, . . . , 2l then
ϕr,8([wi ⊗ vj , wp ⊗ vj ]) = −A
m
ipϕr,8(Z
r,8
m ) = −A
m
ipZ
8,r
m+8,
[ϕr,8(wi ⊗ vj), ϕr,8(wp ⊗ vj)] = [xi ⊗ uj,−xp ⊗ uj] = −A
m
ipZ
8,r
m+8,
with m = 1, . . . , r by formulas (18) and (16). This shows that ϕr,8 is a Lie algebra
isomorphism. The map ϕr,8 satisfies Remark 5.3 by its definition. 
Theorem 5.5. Assume that Lie algebras nr,s and ns,r, r, s 6= 0, satisfy Remark 5.3.
Then there exists a Lie algebra isomorphism ϕr+8,s : nr+8,s → ns,r+8 and two integral
bases Br+8,s and Br,s+8 satisfying Remark 5.3.
Proof. Let ϕr,s : nr,s → ns,r be the assumed Lie algebra isomorphism. By extension we
construct the Lie algebra nr+8,s of dimension 32l+r+s+8 with the basisBr+8,s = {x1⊗
u1, . . . , x2l⊗u16, Z
r+8,s
1 , . . . , Z
r+8,s
r+s+8}. The assumptions imply that [xi⊗uj , xp⊗uq] = 0
for the following cases:
• xi = xp and both uj, uq ∈ A8,0 or uj, uq ∈ B8,0,
• uj = uq and both xi, xp ∈ Ar,s or xi, xp ∈ Br,s,
• xi 6= xp and uj 6= uq or xi = xp and uj = uq,
by formula (16), where A8,0,B8,0 are defined in (25). Then we define the bijective linear
map ϕr+8,s : nr+8,s → ns,r+8 by
xi ⊗ uα 7→ −ϕr,s(xi)⊗ ϕ8,0(uα) if xi ∈ Br,s, and uα ∈ B8,0,
xi ⊗ uα 7→ ϕr,s(xi)⊗ ϕ8,0(uα) if otherwise ,
Zr+8,sm 7→ Z
s,r+8
pir,s(m)
if m ∈ {1, . . . , r},
Zr+8,sm 7→ Z
s,r+8
pi8,0(m−r)+r+s
if m ∈ {r + 1, . . . , r + 8},
Zr+8,sm 7→ Z
s,r+8
pir,s(m−8)
if m ∈ {r + 9, . . . , r + s+ 8},
where ϕ8,0 : n8,0 → n0,8 is the Lie algebra isomorphism given by (14). We see that
the restriction of ϕr+8,s to zr+8,s is an anti-isometry, such that it remains to prove that
ϕr+8,s is a Lie algebra homomorphism.
Before we continue, we draw the attention of the reader to the following. By
Lemma 4.6 we know that [xi ⊗ uj, xi ⊗ uq] = ±[uj, uq]r+8,s ∈ span{Z
r+8,s
k |k = r +
1, . . . , r+8}. Since the index k belongs to the set {r+1, . . . , r+8}, the structure con-
stants [uj, uq] in nr+8,s coincide with the structure constants [uj, uq] in n8,0. Analogously
we write [xi ⊗ uj, xp ⊗ uj] = ±[xi, xp]r+8,s ∈ span{Zk|k = 1, . . . , r, r+ 9, . . . , r+ s+ 8}
and observe that [xi, xp]r+8,s = [xi, xp]r,s. Thus
ϕ8,0([uj , uq]r+8,s) = [ϕ8,0(uj) , ϕ8,0(uq)]r+8,s, ϕr,s([xi , xp]r+8,s) = [ϕr,s(xi) , ϕr,s(xp)]r+8,s
as ϕ8,0 and ϕr,s are Lie algebra isomorphisms. Now, we consider the following cases by
using formulas (16) and (19).
• If xi = xp ∈ B
+
r,s, uj ∈ A8,0 and uq ∈ B8,0, then:
ϕr+8,s([xi ⊗ uj , xi ⊗ uq]) = ϕr+8,s([uj , uq]r+8,s) = ϕ8,0([uj , uq]r+8,s),
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[ϕr+8,s(xi ⊗ uj) , ϕr+8,s(xi ⊗ uq)] = [ϕr,s(xi)⊗ ϕ8,0(uj) ,−ϕr,s(xi)⊗ ϕ8,0(uq)]
= [ϕ8,0(uj) , ϕ8,0(uq)]r+8,s
as ϕr,s(xi) ∈ ±B
−
s,r.
• If xi = xp ∈ B
−
r,s, uj ∈ A8,0 and uq ∈ B8,0, then:
ϕr+8,s([xi ⊗ uj , xi ⊗ uq]) = ϕr+8,s(−[uj , uq]r+8,s) = −ϕ8,0([uj , uq]r+8,s),
[ϕr+8,s(xi ⊗ uj) , ϕr+8,s(xi ⊗ uq)] = [ϕr,s(xi)⊗ ϕ8,0(uj) ,−ϕr,s(xi)⊗ ϕ8,0(uq)]
= −[ϕ8,0(uj) , ϕ8,0(uq)]r+8,s
as ϕr,s(xi) ∈ ±B
+
s,r.
• If xi = xp ∈ A
+
r,s, uj ∈ A8,0 and uq ∈ B8,0, then:
ϕr+8,s([xi ⊗ uj , xi ⊗ uq]) = ϕr+8,s([uj , uq]r+8,s) = ϕ8,0([uj , uq]r+8,s),
[ϕr+8,s(xi ⊗ uj) , ϕr+8,s(xi ⊗ uq)] = [ϕr,s(xi)⊗ ϕ8,0(uj) , ϕr,s(xi)⊗ ϕ8,0(uq)]
= [ϕ8,0(uj) , ϕ8,0(uq)]r+8,s
as ϕr,s(xi) ∈ ±A
+
s,r.
• If xi = xp ∈ A
−
r,s, uj ∈ A8,0 and uq ∈ B8,0, then:
ϕr+8,s([xi ⊗ uj , xi ⊗ uq]) = ϕr+8,s(−[uj , uq]r+8,s) = −ϕ8,0([uj , uq]r+8,s),
[ϕr+8,s(xi ⊗ uj) , ϕr+8,s(xi ⊗ uq)] = [ϕr,s(xi)⊗ ϕ8,0(uj) , ϕr,s(xi)⊗ ϕ8,0(uq)]
= −[ϕ8,0(uj) , ϕ8,0(uq)]r+8,s
as ϕr,s(xi) ∈ ±A
−
s,r.
• If uj = uq ∈ B8,0, xi ∈ Ar,s and xp ∈ Br,s, then:
ϕr+8,s([xi ⊗ uj , xp ⊗ uj]) = ϕr+8,s([xi , xp]r+8,s) = ϕr,s([xi , xp]r+8,s),
[ϕr+8,s(xi ⊗ uj) , ϕr+8,s(xp ⊗ uj)] = [ϕr,s(xi)⊗ ϕ8,0(uj) ,−ϕr,s(xp)⊗ ϕ8,0(uj)]
= [ϕr,s(xi) , ϕr,s(xp)]r+8,s
as ϕ8,0(uj) ∈ ±B0,8.
• If uj = uq ∈ A8,0, xi ∈ Ar,s and xp ∈ Br,s, then:
ϕr+8,s([xi ⊗ uj , xp ⊗ uj ]) = ϕr+8,s(−[xi , xp]r+8,s) = −ϕr,s([xi , xp]r+8,s),
[ϕr+8,s(xi ⊗ uj) , ϕr+8,s(xp ⊗ uj)] = [ϕr,s(xi)⊗ ϕ8,0(uj) , ϕr,s(xp)⊗ ϕ8,0(uj)]
= −[ϕr,s(xi) , ϕr,s(xp)]r+8,s
as ϕ8,0(uj) ∈ ±A0,8.
Hence ϕr+8,s is a Lie algebra isomorphism satisfying Remark 5.3. 
Now we turn to consider the extension obtained by making use of the tensor product
with v4,4.
Theorem 5.6. For any nr,r with r = 1, 2, 4 there exists an automorphism ϕr,r : nr,r →
nr,r and an integral basis Br,r satisfying Remark 5.3.
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Proof. In this proof we explicitly state the automorphisms.
The basis of n1,1 is given in (27) and the commutations in Table 5. The automorphism
ϕ1,1 : n1,1 → n1,1 with anti-isometry on the center is given by
Z
1,1
1 7→ Z
1,1
2 , Z
1,1
2 7→ Z
1,1
1 ,
w1 7→ w1, w2 7→ w3, w3 7→ w2, w4 7→ w4.
(29)
We defined an orthonormal basis of n2,2 in (28) with commutators in Table 6. The
automorphism ϕ2,2 : n2,2 → n2,2 with anti-isometry on the center is given by
Z
2,2
1 7→ Z
2,2
3 , Z
2,2
2 7→ Z
2,2
4 , Z
2,2
3 7→ Z
2,2
1 , Z
2,2
4 7→ Z
2,2
2 ,
w1 7→ w1, w2 7→ w5, w3 7→ w6, w4 7→ w4,
w5 7→ w2, w6 7→ w3, w7 7→ w7, w8 7→ w8.
(30)
Recalling the basis (20) and Table 12 we define the automorphism ϕ4,4 : n4,4 → n4,4
with anti-isometry on the center by
Z
4,4
1 7→ Z
4,4
5 , Z
4,4
2 7→ Z
4,4
6 , Z
4,4
3 7→ Z
4,4
8 , Z
4,4
4 7→ Z
4,4
7 ,
Z
4,4
5 7→ Z
4,4
1 , Z
4,4
6 7→ Z
4,4
2 , Z
4,4
7 7→ Z
4,4
4 , Z
4,4
8 7→ Z
4,4
3 ,
y1 7→ y1, y2 7→ y9, y3 7→ y10, y4 7→ y12,
y5 7→ y11, y6 7→ y6, y7 7→ y7, y8 7→ −y8,
y9 7→ y2, y10 7→ y3, y11 7→ y5, y12 7→ y4,
y13 7→ y13, y14 7→ y14, y15 7→ −y15, y16 7→ y16.
(31)

Theorem 5.7. The Lie algebras nr+4,4 and n4,r+4 are integral isomorphic if and only
if r ∈ {0, 1, 2, 4} mod 8. In the case r ∈ {0, 1, 2, 4} mod 8 there exists a Lie algebra
isomorphism ϕr+4,4 : nr+4,4 → n4,r+4 and two integral bases Br+4,4 and B4,r+4 satisfying
Remark 5.3.
Proof. By extension we construct the Lie algebra nr+4,4 of dimension 32l+r+8 with the
integral basis {x1 ⊗ y1, . . . , x2l ⊗ y16, Z
r+4,4
1 , . . . , Z
r+4,4
r+8 }, where {x1, . . . , x2l} = Bvr,0 .
Lemma 4.8 implies that [xi ⊗ yj , xp ⊗ yq] = 0 for the following cases:
• xi = xp and both yj, yq ∈ A4,4 or yj, yq ∈ B4,4,
• yj = yq and both xi, xp ∈ Ar,0 or xi, xp ∈ Br,0,
• xi 6= xp and yj 6= yq or xi = xp and yj = yq,
where Ar,0,Br,0 are defined in (23) and A4,4,B4,4 are defined in (26). We define the
bijective linear map ϕr+4,4 : nr+4,4 → n4,r+4 by
xi ⊗ yα 7→ −ϕr,0(xi)⊗ ϕ4,4(yα) if xi ∈ Br,0, and yα ∈ B4,4,
xi ⊗ yα 7→ ϕr,0(xi)⊗ ϕ4,4(yα) if otherwise ,
Zr+4,4m 7→ Z
4,r+4
pir,0(m)+8
if m ∈ {1, . . . , r},
Zr+4,4m 7→ Z
4,r+4
pi4,4(m−r)
if m ∈ {r + 1, . . . , r + 8}.
We see that the restriction of ϕr+4,4 to zr+4,4 is an anti-isometry, such that it remains
to prove that ϕr+4,4 is a Lie algebra homomorphism.
As in Theorem 5.5 we make the following observation. By Lemma 4.8 we know
that [xi ⊗ yj, xi ⊗ yq] = ±[yj , yq]r+4,4 ∈ span{Zk|k = r + 1, . . . , r + 8} and therefore
[yj, yq]r+4,4 = [yj, yq]4,4. Analogously, because of [xi ⊗ yj, xp ⊗ yj] = ±[xi, xp]r+4,4 ∈
span{Zk|k = 1, . . . , r} we obtain [xi, xp]r+4,4 = [xi, xp]r,0. Thus ϕ4,4([yj , yq]r+4,4) =
[ϕ4,4(yj), ϕ4,4(yq)]r+4,4 and ϕr,0([xi , xp]r+4,4) = [ϕr,0(xi), ϕr,0(xp)]r+4,4, respectively, as
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ϕ4,4 and ϕr,0 are Lie algebra isomorphisms. We turn to consider several cases, where
we use formulas (21) and (22).
• If xi = xp ∈ Br,0, yj ∈ A4,4 and yq ∈ B4,4, then:
ϕr+4,4([xi ⊗ yj , xi ⊗ yq]) = ϕr+4,4([yj , yq]r+4,4) = ϕ4,4([yj , yq]r+4,4),
[ϕr+4,4(xi ⊗ yj) , ϕr+4,4(xi ⊗ yq)] = [ϕr,0(xi)⊗ ϕ4,4(yj) ,−ϕr,0(xi)⊗ ϕ4,4(yq)]
= [ϕ4,4(yj) , ϕ4,4(yq)]r+4,4
as ϕr,0(xi) ∈ ±B0,r.
• If xi = xp ∈ Ar,0, yj ∈ A4,4 and yq ∈ B4,4, then:
ϕr+4,4([xi ⊗ yj , xi ⊗ yq]) = ϕr+4,4([yj , yq]r+4,s+4) = ϕ4,4([yj , yq]r+4,4),
[ϕr+4,4(xi ⊗ yj) , ϕr+4,4(xi ⊗ yq)] = [ϕr,0(xi)⊗ ϕ4,4(yj) , ϕr,0(xi)⊗ ϕ4,4(yq)]
= [ϕ4,4(yj) , ϕ4,4(yq)]r+4,4
as ϕr,0(xi) ∈ ±A0,r.
• If yj = yq ∈ B
+
4,4, xi ∈ Ar,0 and xp ∈ Br,0, then:
ϕr+4,4([xi ⊗ yj , xp ⊗ yj]) = ϕr+4,4([xi , xp]r+4,4) = ϕr,0([xi , xp]r+4,4),
[ϕr+4,4(xi ⊗ yj) , ϕr+4,4(xp ⊗ yj)] = [ϕr,0(xi)⊗ ϕ4,4(yj) ,−ϕr,0(xp)⊗ ϕ4,4(yj)]
= [ϕr,0(xi) , ϕr,0(xp)]r+4,4
as ϕ4,4(yj) ∈ ±B
−
4,4.
• If yj = yq ∈ B
−
4,4, xi ∈ Ar,0 and xp ∈ Br,0, then:
ϕr+4,4([xi ⊗ yj , xp ⊗ yj]) = ϕr+4,4(−[xi , xp]r+4,4) = −ϕr,0([xi , xp]r+4,4),
[ϕr+4,4(xi ⊗ yj) , ϕr+4,4(xp ⊗ yj)] = [ϕr,0(xi)⊗ ϕ4,4(yj) ,−ϕr,0(xp)⊗ ϕ4,4(yj)]
= −[ϕr,0(xi) , ϕr,0(xp)]r+4,4
as ϕ4,4(yj) ∈ ±B
+
4,4.
• If yj = yq ∈ A
+
4,4, xi ∈ Ar,0 and xp ∈ Br,0, then:
ϕr+4,4([xi ⊗ yj , xp ⊗ yj]) = ϕr+4,4(−[xi , xp]r+4,4) = −ϕr,0([xi , xp]r+4,4),
[ϕr+4,4(xi ⊗ yj) , ϕr+4,4(xp ⊗ yj)] = [ϕr,0(xi)⊗ ϕ4,4(yj) , ϕr,0(xp)⊗ ϕ4,4(yj)]
= −[ϕr,0(xi) , ϕr,0(xp)]r+4,4
as ϕ4,4(yj) ∈ ±A
+
4,4.
• If yj = yq ∈ A
−
4,4, xi ∈ Ar,0 and xp ∈ Br,0, then:
ϕr+4,4([xi ⊗ yj , xp ⊗ yj]) = ϕr+4,4([xi , xp]r+4,4) = ϕr,0([xi , xp]r+4,4),
[ϕr+4,4(xi ⊗ yj) , ϕr+4,4(xp ⊗ yj)] = [ϕr,0(xi)⊗ ϕ4,4(yj) , ϕr,0(xp)⊗ ϕ4,4(yj)]
= [ϕr,0(xi) , ϕr,0(xp)]r+4,s+4
as ϕ4,4(yj) ∈ ±A
−
4,4. Hence ϕr+4,4 is a Lie algebra isomorphism which is an anti-isometry
on its center zr+4,4 satisfying Remark 5.3. 
The generalization of these results is based on the technical Lemma 4.8.
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Theorem 5.8. Assume that the pseudo H-type Lie algebras nr,s and ns,r, r, s 6= 0 satisfy
Remark 5.3. Then there exists a Lie algebra isomorphism ϕr+4,s+4 : nr+4,s+4 → ns+4,r+4
also satisfying Remark 5.3.
Proof. By extension we construct the Lie algebra nr+4,s+4 of dimension 32l+r+s+8 with
the basis {x1 ⊗ y1, . . . , x2l ⊗ y16, Z
r+4,s+4
1 , . . . , Z
r+4,s+4
r+s+8 }, where {x1, . . . , x2l} = Bvr,s.
The assumptions imply that [xi ⊗ yj , xp ⊗ yq] = 0 for the following cases:
• xi = xp and both yj, yq ∈ A4,4 or yj, yq ∈ B4,4,
• yj = yq and both xi, xp ∈ Ar,s or xi, xp ∈ Br,s,
• xi 6= xp and yj 6= yq or xi = xp and yj = yq,
by formula (22). We define the bijective linear map ϕr+4,s+4 : nr+4,s+4 → ns+4,r+4 by
xi ⊗ yα 7→ −ϕr,s(xi)⊗ ϕ4,4(yα) if xi ∈ Br,s, and yα ∈ B4,4,
xi ⊗ yα 7→ ϕr,s(xi)⊗ ϕ4,4(yα) if otherwise ,
Zr+4,s+4m 7→ Z
r+4,s+4
pir,s(m)+8
if m ∈ {1, . . . , r},
Zr+4,s+4m 7→ Z
r+4,s+4
pi4,4(m−r)+s
if m ∈ {r + 1, . . . , r + 8},
Zr+4,s+4m 7→ Z
r+4,s+4
pir,s(m−8)
if m ∈ {r + 9, . . . , r + s+ 8}.
We see that the restriction of ϕr+4,s+4 to zr+4,s+4 is an anti-isometry. Let us show that
ϕr+4,s+4 is a lie algebra homomorphism.
Observe that Lemma 4.8 implies that [xi⊗yj, xi⊗yq] = ±[yj, yq]r+4,s+4 ∈ span{Zk|k =
r + 1, . . . , r + 8} and [xi ⊗ yj, xp ⊗ yj] = ±[xi, xp]r+4,s+4 ∈ span{Zk|k = 1, . . . r, r +
9, . . . , r + s+ 8}. Thus [yj, yq]r+4,s+4 = [yj , yq]4,4 and [xi, xp]r+4,s+4 = [xi, xp]r,s. There-
fore,
ϕ4,4([yj, yq]r+4,s+4) = [ϕ4,4(yj), ϕ4,4(yq)]r+4,s+4,
ϕr,s([xi, xp]r+4,s+4) = [ϕr,s(xi), ϕr,s(xp)]r+4,s+4,
respectively, as ϕ4,4 and ϕr,s are Lie algebra isomorphisms. The remaining cases follow
from formula (22).
• If xi = xp ∈ B
+
r,s, yj ∈ A4,4 and yq ∈ B4,4, then:
ϕr+4,s+4([xi ⊗ yj , xi ⊗ yq]) = ϕr+4,s+4([yj , yq]r+4,s+4) = ϕ4,4([yj , yq]r+4,s+4),
[ϕr+4,s+4(xi ⊗ yj) , ϕr+4,s+4(xi ⊗ yq)] = [ϕr,s(xi)⊗ ϕ4,4(yj) ,−ϕr,s(xi)⊗ ϕ4,4(yq)]
= [ϕ4,4(yj) , ϕ4,4(yq)]r+4,s+4
as ϕr,s(xi) ∈ ±B
−
s,r.
• If xi = xp ∈ B
−
r,s, yj ∈ A4,4 and yq ∈ B4,4, then:
ϕr+4,s+4([xi ⊗ yj , xi ⊗ yq]) = ϕr+4,s+4(−[yj , yq]r+4,s+4) = −ϕ4,4([yj , yq]r+4,s+4),
[ϕr+4,s+4(xi ⊗ yj) , ϕr+4,s+4(xi ⊗ yq)] = [ϕr,s(xi)⊗ ϕ4,4(yj) ,−ϕr,s(xi)⊗ ϕ4,4(yq)]
= −[ϕ4,4(yj) , ϕ4,4(yq)]r+4,s+4
as ϕr,s(xi) ∈ ±B
+
s,r.
• If xi = xp ∈ A
+
r,s, yj ∈ A4,4 and yq ∈ B4,4, then:
ϕr+4,s+4([xi ⊗ yj , xi ⊗ yq]) = ϕr+4,s+4([yj , yq]r+4,s+4) = ϕ4,4([yj , yq]r+4,s+4),
[ϕr+4,s+4(xi ⊗ yj) , ϕr+4,s+4(xi ⊗ yq)] = [ϕr,s(xi)⊗ ϕ4,4(yj) , ϕr,s(xi)⊗ ϕ4,4(yq)]
= [ϕ4,4(yj) , ϕ4,4(yq)]r+4,s+4
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as ϕr,s(xi) ∈ ±A
+
s,r.
• If xi = xp ∈ A
−
r,s, yj ∈ A4,4 and yq ∈ B4,4, then:
ϕr+4,s+4([xi ⊗ yj , xi ⊗ yq]) = ϕr+4,s+4(−[yj , yq]r+4,s+4) = −ϕ4,4([yj , yq]r+4,s+4),
[ϕr+4,s+4(xi ⊗ yj) , ϕr+4,s+4(xi ⊗ yq)] = [ϕr,s(xi)⊗ ϕ4,4(yj) , ϕr,s(xi)⊗ ϕ4,4(yq)]
= −[ϕ4,4(yj) , ϕ4,4(yq)]r+4,s+4
as ϕr,s(xi) ∈ ±A
−
s,r.
• If yj = yq ∈ B
+
4,4, xi ∈ Ar,s and xp ∈ Br,s, then:
ϕr+4,s+4([xi ⊗ yj , xp ⊗ yj]) = ϕr+4,s+4([xi , xp]r+4,s+4) = ϕr,s([xi , xp]r+4,s+4),
[ϕr+4,s+4(xi ⊗ yj) , ϕr+4,s+4(xp ⊗ yj)] = [ϕr,s(xi)⊗ ϕ4,4(yj) ,−ϕr,s(xp)⊗ ϕ4,4(yj)]
= [ϕr,s(xi) , ϕr,s(xp)]r+4,s+4
as ϕ4,4(yj) ∈ ±B
−
4,4.
• If yj = yq ∈ B
−
4,4, xi ∈ Ar,s and xp ∈ Br,s, then:
ϕr+4,s+4([xi ⊗ yj , xp ⊗ yj]) = ϕr+4,s+4(−[xi , xp]r+4,s+4) = −ϕr,s([xi , xp]r+4,s+4),
[ϕr+4,s+4(xi ⊗ yj) , ϕr+4,s+4(xp ⊗ yj)] = [ϕr,s(xi)⊗ ϕ4,4(yj) ,−ϕr,s(xp)⊗ ϕ4,4(yj)]
= −[ϕr,s(xi) , ϕr,s(xp)]r+4,s+4
as ϕ4,4(yj) ∈ ±B
+
4,4.
• If yj = yq ∈ A
+
4,4, xi ∈ Ar,s and xp ∈ Br,s, then:
ϕr+4,s+4([xi ⊗ yj , xp ⊗ yj]) = ϕr+4,s+4([xi , xp]r+4,s+4) = ϕr,s([xi , xp]r+4,s+4),
[ϕr+4,s+4(xi ⊗ yj) , ϕr+4,s+4(xp ⊗ yj)] = [ϕr,s(xi)⊗ ϕ4,4(yj) , ϕr,s(xp)⊗ ϕ4,4(yj)]
= [ϕr,s(xi) , ϕr,s(xp)]r+4,s+4
as ϕ4,4(yj) ∈ ±A
+
4,4.
• If yj = yq ∈ A
−
4,4, xi ∈ Ar,s and xp ∈ Br,s, then:
ϕr+4,s+4([xi ⊗ yj , xp ⊗ yj]) = ϕr+4,s+4(−[xi , xp]r+4,s+4) = −ϕr,s([xi , xp]r+4,s+4),
[ϕr+4,s+4(xi ⊗ yj) , ϕr+4,s+4(xp ⊗ yj)] = [ϕr,s(xi)⊗ ϕ4,4(yj) , ϕr,s(xp)⊗ ϕ4,4(yj)]
= −[ϕr,s(xi) , ϕr,s(xp)]r+4,s+4
as ϕ4,4(yj) ∈ ±A
−
4,4.
Hence ϕr+4,s+4 is a Lie algebra isomorphism which satisfies Remark 5.3. 
5.3. Main results of Section 5.
Theorem 5.9. The H-type Lie algebras nr+4t1+8t2,8t3+4t1 and n8t3+4t1,r+4t1+8t2 are inte-
gral isomorphic for r ∈ {0, 1, 2, 4} mod 8 and t1, t2, t3 ∈ N ∪ {0}.
Proof. We prove by induction. The beginning of the induction is stated in Theorem 5.4
and Theorem 5.7. Then the induction step is given by Theorem 5.5 and Theorem 5.8.

Theorem 5.10. The H-type Lie algebras nr+8t1+4t2,r+8t3+4t2 and nr+8t3+4t2,r+8t1+4t2 are
integral isomorphic for r ∈ {0, 1, 2} mod 4 and t1, t2, t3 ∈ N ∪ {0}.
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Proof. We prove by induction. The beginning of the induction is stated in Theorem 5.6.
Then the induction step is given by Theorem 5.5 and Theorem 5.8. 
6. Some non-isomorphic Lie algebras nr,s and ns,r
The behavior of the Lie algebras of block type, or those that admit the decomposi-
tion (24) are very special and as we saw in the previous section it is preserved under
extension. The situation is much less predictable if the Lie algebra is not of block
type and different situations can occur. In the present section we show one example of
non isomorphic algebras: n2,3 and n3,2. We show also that, in a contrary to algebras
nr,r, r ∈ {1, 2, 4} mod 4 the pseudo H-type Lie algebra n3,3 does not admit an auto-
morphism such that the restriction to the center is an anti-isometry. We also observe
that our method does not allow to show that, for instance, n7,7, with v7,7 = v3,3⊗ v4,4,
admits or does not admit an automorphism such that the restriction to the center is an
anti-isometry.
6.1. Non-isomorphism of n3,2 and n2,3. First we introduce the integral basis of n3,2
and n2,3 which is essential for the proof of Theorem 6.4.
We define an orthonormal basis of n3,2 by Bz3,2 = {Z0, Z1, Z2, Z3, Z4} and
Bv3,2 =
{
w1 = w, w2 = J1w, w3 = J2w, w4 = J1J2w,
w5 = J3w, w6 = J4w, w7 = J1J3w, w8 = J1J4w,
}
for J1J2J3J4w = J0J1J2w = w with 〈wi, wi〉v3,2 = ǫi(4, 4), 〈Zk, Zk 〉z3,2 = ǫk+1(3, 2).
Table 7. Commutation relations on n3,2
[row , col.] w1 w4 w7 w8 w2 w3 w5 w6
w1 0 −Z0 0 0 Z1 Z2 Z3 Z4
w4 Z0 0 0 0 Z2 −Z1 Z4 −Z3
w7 0 0 0 −Z0 Z3 −Z4 Z1 −Z2
w8 0 0 Z0 0 Z4 Z3 Z2 Z1
w2 −Z1 −Z2 −Z3 −Z4 0 −Z0 0 0
w3 −Z2 Z1 Z4 −Z3 Z0 0 0 0
w5 −Z3 −Z4 −Z1 −Z2 0 0 0 Z0
w6 −Z4 Z3 Z2 −Z1 0 0 −Z0 0
We define an orthonormal basis of n2,3 by Bz2,3 = {Z¯1, Z¯2, Z¯3, Z¯4, Z¯5} and
Bv2,3 =
{
w¯1 = w¯, w¯2 = J1w¯, w¯3 = J2w¯, w¯4 = J1J2w¯,
w¯5 = J3w¯, w¯6 = J4w¯, w¯7 = J1J3w¯, w¯8 = J1J4w¯,
}
for J1J2J3J4w¯ = J1J4J5w¯ = w¯ with 〈w¯i, w¯i〉v2,3 = ǫi(4, 4), 〈 Z¯k, Z¯k 〉z2,3 = ǫk(2, 3).
Proposition 6.1. The following is true.
• The linear map adX : v3,2 → z3,2 is surjective if and only if 〈X,X 〉v3,2 6= 0.
• The linear map adX : v2,3 → z2,3 is surjective if and only if 〈X,X 〉v2,3 6= 0.
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Table 8. Commutation relations on n2,3
[row , col.] w¯1 w¯4 w¯7 w¯8 w¯2 w¯3 w¯5 w¯6
w¯1 0 0 0 Z¯5 Z¯1 Z¯2 Z¯3 Z¯4
w¯4 0 0 −Z¯5 0 Z¯2 −Z¯1 Z¯4 −Z¯3
w¯7 0 Z¯5 0 0 Z¯3 −Z¯4 Z¯1 −Z¯2
w¯8 −Z¯5 0 0 0 Z¯4 Z¯3 Z¯2 Z¯1
w¯2 −Z¯1 −Z¯2 −Z¯3 −Z¯4 0 0 0 Z¯5
w¯3 −Z¯2 Z¯1 Z¯4 −Z¯3 0 0 Z¯5 0
w¯5 −Z¯3 −Z¯4 −Z¯1 −Z¯2 0 −Z¯5 0 0
w¯6 −Z¯4 Z¯3 Z¯2 −Z¯1 −Z¯5 0 0 0
Proof. First we note that adX is surjective for all X ∈ vr,s with 〈X,X 〉vr,s 6= 0 by
Definition 7.2, such that it suffices to prove that for 〈X,X 〉v3,2 = 0, 〈X,X 〉v2,3 = 0,
respectively, the map adX is not surjective.
We write X =
∑8
i=1 λiwi for X ∈ v3,2 and define the representation matrix MX of
adX with respect to the orthonormal basis Bn3,2 by
MX =
[
V X1 V
X
4 V
X
7 V
X
8 V
X
2 V
X
3 V
X
5 V
X
6
]
,
where V Xi is the vector representation

µX0i...
µX4i

 of [X,wi] = ∑4k=0 µXkiZk. The matrix
MX for n3,2 is given by


λ4 −λ1 λ8 −λ7 λ3 −λ2 −λ6 λ5
−λ2 λ3 −λ5 −λ6 λ1 −λ4 λ7 λ8
−λ3 −λ2 λ6 −λ5 λ4 λ1 λ8 −λ7
−λ5 λ6 −λ2 −λ3 λ7 λ8 λ1 −λ4
−λ6 −λ5 λ3 −λ2 λ8 −λ7 λ4 λ1

 .
Note thatMX is surjective if and only if det(MXM
T
X) 6= 0 as rank(MXM
T
X) = rank(MX).
The determinant of MXM
T
X is
(λ21 + λ
2
2 + λ
2
3 + λ
2
4 − λ
2
5 − λ
2
6 − λ
2
7 − λ
2
8)
2(λ21 + λ
2
4 + λ
2
7 + λ
2
8 + λ
2
2 + λ
2
3 + λ
2
5 + λ
2
6)
×
[
λ41 + λ
4
4 + λ
4
7 + 2λ
2
7λ
2
8 + λ
4
8 + 2λ
2
7λ
2
2 + 2λ
2
8λ
2
2 + λ
4
2 + 2λ
2
7λ
2
3 + 2λ
2
8λ
2
3 + 2λ
2
2λ
2
3
+ λ43 + 2λ
2
7λ
2
5 + 2λ
2
8λ
2
5 − 2λ
2
2λ
2
5 − 2λ
2
3λ
2
5 + λ
4
5 + 2(λ
2
7 + λ
2
8 − λ
2
2 − λ
2
3 + λ
2
5)λ
2
6
+ λ46 − 8λ1(λ7λ2λ5 + λ8λ3λ5 + λ8λ2λ6 − λ7λ3λ6) + 8λ4(−λ8λ2λ5 + λ7λ3λ5
+ λ7λ2λ6 + λ8λ3λ6) + 2λ
2
4(−λ
2
7 − λ
2
8 + λ
2
2 + λ
2
3 + λ
2
5 + λ
2
6)
+ 2λ21(λ
2
4 − λ
2
7 − λ
2
8 + λ
2
2 + λ
2
3 + λ
2
5 + λ
2
6)
]
.
It follows that for all X ∈ v3,2 with 〈X,X 〉v3,2 = λ
2
1+λ
2
2+λ
2
3+λ
2
4−λ
2
5−λ
2
6−λ
2
7−λ
2
8 = 0
the determinant det(MXM
T
X) vanishes. This finishes the proof for n3,2.
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For n2,3 the matrix MX is given by

−λ2 λ3 −λ5 −λ6 λ1 −λ4 λ7 λ8
−λ3 −λ2 λ6 −λ5 λ4 λ1 λ8 −λ7
−λ5 λ6 −λ2 −λ3 λ7 λ8 λ1 −λ4
−λ6 −λ5 λ3 −λ2 λ8 −λ7 λ4 λ1
−λ8 λ7 −λ4 λ1 −λ6 −λ5 λ3 λ2

 ,
and the determinant of MXM
T
X is given by
(λ21 + λ
2
2 + λ
2
3 + λ
2
4 − λ
2
5 − λ
2
6 − λ
2
7 − λ
2
8)
2(λ21 + λ
2
4 + λ
2
7 + λ
2
8 + λ
2
2 + λ
2
3 + λ
2
5 + λ
2
6)
×
[
λ41 + λ
4
2 + λ
4
3 + 2λ
2
3λ
2
4 + λ
4
4 − 2λ
2
3λ
2
5 + 2λ
2
4λ
2
5 + λ
4
5 − 2λ
2
3λ
2
6 + 2λ
2
4λ
2
6 + 2λ
2
5λ
2
6 + λ
4
6
− 8λ3λ4λ5λ7 + 2λ
2
3λ
2
7 − 2λ
2
4λ
2
7 + 2λ
2
5λ
2
7 + 2λ
2
6λ
2
7 + λ
4
7 + 8λ3λ4λ6λ8 + 2λ
2
3λ
2
8 − 2λ
2
4λ
2
8
+ 2λ25λ
2
8 + 2λ
2
6λ
2
8 + 2λ
2
7λ
2
8 + λ
4
8 − 8λ2λ4(λ6λ7 + λ5λ8)
+ 2λ11(λ
2
2 + λ
2
3 + λ
2
4 + λ
2
5λ
2
6 − λ
2
7 − λ
2
8) + 2λ
2
2(λ
2
3 + λ
2
4 − λ
2
5 − λ
2
6 + λ
2
7 + λ
2
8)
+ 8λ1(λ3(λ6λ7 + λ6λ8) + λ2(−λ5λ7 + λ6λ8))
]
.
Thus if X ∈ v2,3 and 〈X,X 〉v2,3 = λ
2
1 + λ
2
2 + λ
2
3 + λ
2
4 − λ
2
5 − λ
2
6 − λ
2
7 − λ
2
8 = 0, then
det(MXM
T
X) = 0. This finishes the proof for n2,3. 
We stress that the results of Proposition 6.1 and Proposition 6.5 represent quite
exceptional cases. Definition 7.2 does not imply that adX is not surjective for any
X ∈ vr,s with 〈X,X 〉vr,s = 0. In the following we state a couple of lemmas illustrating
this possibility.
Lemma 6.2. For any of the pseudo H-type Lie algebras n11,2, n7,6,n6,7 and n2,11 there
exists X in the corresponding space vr,s such that 〈X,X 〉vr,s = 0 but, nevertheless, the
map adX is surjective.
Proof. Recall that the pseudo H-type Lie algebras n11,2, n7,6,n6,7 and n2,11 are obtained
from n3,2 and n2,3 by extensions. We define X = w1 ⊗ u1 + w7 ⊗ u2 ∈ n11,2 where
w1, w7 ∈ Bv3,2 and u1, u2 ∈ Bv8,0 and note that 〈X,X 〉v11,2 = 0. Then
[X,wi ⊗ u1] = [w1 ⊗ u1, wi ⊗ u1] + [w7 ⊗ u2, wi ⊗ u1]
=
{
−[w1 , wi]n11,2 for i = 1, . . . , 6, 8,
−[w1, wi]n11,2 − [u2, u1]n11,2 for i = 7,
= −[w1, wi]n11,2 , for i = 1, . . . , 8.
Hence span{Z1, Z2, Z3, Z12, Z13} ⊂ Image(adX). Furthermore,
[X,w1 ⊗ uj] = [w1 ⊗ u1, w1 ⊗ uj] + [w7 ⊗ u2, w1 ⊗ uj]
=
{
[u1, uj]n11,2 for j = 1, 3, . . . , 16,
[u1 , uj]n11,2 − [w7, w1]n11,2 for j = 2,
= [u1, uj]n11,2 , for j = 1, . . . , 16.
Hence span{Z4, . . . , Z11} ⊂ Image(adX), i.e. the map adX is surjective.
The proof for n7,6 and n6,7 is obtained analogously by replacing u1 and u2 by y1, y6 ∈
B4,4. For the proof for n2,11 we replace u1, u2 ∈ B8,0 by v1, v2 ∈ B0,8, respectively. 
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Lemma 6.3. For any pseudo H-type Lie algebra nr,s with r, s 6= 0, satisfying (24), there
exists at least one X ∈ vr,s with 〈X,X 〉vr,s = 0 such that the map adX is surjective.
Proof. We choose the basis vectors wi ∈ A
+
r,s and wj ∈ B
−
r,s and define X = wi+wj such
that 〈X,X 〉vr,s = 0. We note that the map adwi : Vwi → zr,s and adwj : Vwj → zr,s are
surjective, where we denote by Vwi the orthogonal complement to the kernel of adwi.
Therefore Vwi ⊂ span{Br,s} and Vwj ⊂ span{Ar,s} as [wi,Ar,s] = 0 and [wj,Br,s] = 0.
It follows that
span{[X,Ar,s]} = span{[wi,Ar,s] + [wj,Ar,s]} = span{[wj,Ar,s]} ⊃ [wj ,Vwj ] = zr,s,
span{[X,Br,s]} = span{[wi,Br,s] + [wj,Br,s]} = span{[wi,Br,s]} ⊃ [wi,Vwi] = zr,s .
Hence the map adX is surjective. 
Theorem 6.4. The H-type Lie algebras n3,2 and n2,3 are not isomorphic.
Proof. We assume that there exists an isomorphism ϕ3,2 : n3,2 → n2,3 where the restric-
tion ϕ3,2|z3,2 : z3,2 → z2,3 is an anti-isometry. The adjoint operator adwi : Vwi → z3,2 is
an isometry or anti-isometry by Definition 7.2 for any wi ∈ Bv3,2 , i.e.
〈 adwi(X), adwi(X) 〉z3,2 = 〈wi, wi 〉v3,2 〈X,X 〉v3,2
for all X ∈ Vwi, where Vwi is the orthogonal complement to the kernel of adwi. As the
map ϕ3,2|z3,2 is an anti-isometry, it follows that the composition ϕ3,2 ◦ adwi : Vwi → z2,3
is an anti-isometry for 〈wi , wi 〉v3,2 = 1 and is an isometry for 〈wi , wi 〉v3,2 = −1, hence
−〈wi , wi 〉v3,2 〈wj , wj 〉v3,2 = 〈ϕ3,2 ◦ adwi(wj) , ϕ3,2 ◦ adwi(wj) 〉z2,3
= 〈[ϕ3,2(wi) , ϕ3,2(wj)] , [ϕ3,2(wi) , ϕ3,2(wj)] 〉z2,3 .
As the map ϕ3,2 ◦ adwi is surjective and
ϕ3,2 ◦ adwi(wj) = [ϕ3,2(wi), ϕ3,2(wj)] = adϕ3,2(wi)(ϕ3,2(wj))
it follows by Proposition 6.1 that 〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3 6= 0 for all i = 1, . . . , 8.
We recall that from Definition 7.2 it follows that for all X ∈ vr,s with 〈X ,X 〉vr,s 6= 0
and Y ∈ VX :
〈 adX(Y ) , adX(Y ) 〉zr,s = 〈X ,X 〉vr,s 〈Y , Y 〉vr,s ,
hence
− 〈wi , wi 〉v3,2 〈wj , wj 〉v3,2 (32)
= 〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3 〈ϕ3,2(wj) , ϕ3,2(wj) 〉v2,3 .
We obtain the following relations for w1 and w4:
sign(〈ϕ3,2(w1) , ϕ3,2(w1) 〉v2,3) = − sign(〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3), for i = 2, 3, 4,
sign(〈ϕ3,2(w1) , ϕ3,2(w1) 〉v2,3) = sign(〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3), for i = 5, 6,
sign(〈ϕ3,2(w4) , ϕ3,2(w4) 〉v2,3) = − sign(〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3), for i = 1, 2, 3,
sign(〈ϕ3,2(w4) , ϕ3,2(w4) 〉v2,3) = sign(〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3), for i = 5, 6.
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It implies that for i = 2, 3
− sign(〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3) = sign(〈ϕ3,2(w1) , ϕ3,2(w1) 〉v2,3)
= − sign(〈ϕ3,2(w4) , ϕ3,2(w4) 〉v2,3)
= sign(〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3).
Hence 〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3 = 0 for i = 2, 3. This contradicts (32):
〈ϕ3,2(wi) , ϕ3,2(wi) 〉v2,3 6= 0 for i = 1, . . . , 8, as the map adϕ3,2(wi) is surjective.
Hence n3,2 is not isomorphic to n2,3. 
6.2. Special features of the Lie algebra n3,3. We introduce an integral basis of n3,3
by Bz3,3 = {Z1, Z2, Z3, Z4, Z5, Z6} and
Bv3,3 =
{
w1 = w, w2 = J1w, w3 = J2w, w4 = J3w,
w5 = J1J6w, w6 = J6w, w7 = J4w, w8 = J5w,
}
,
for J2J3J4J5w = J1J2J5J6w = J1J2J3w = w,
and 〈wi, wi〉v3,3 = ǫi(4, 4), 〈Zk, Zk 〉z3,3 = ǫk(3, 3).
Table 9. Commutation relations on n3,3
[row , col.] w1 w2 w5 w6 w3 w4 w7 w8
w1 0 Z1 0 Z6 Z2 Z3 Z4 Z5
w2 −Z1 0 −Z6 0 −Z3 Z2 −Z5 Z4
w5 0 Z6 0 Z1 Z5 Z4 Z3 Z2
w6 −Z6 0 −Z1 0 Z4 −Z5 Z2 −Z3
w3 −Z2 Z3 −Z5 −Z4 0 −Z1 Z6 0
w4 −Z3 −Z2 −Z4 Z5 Z1 0 0 −Z6
w7 −Z4 Z5 −Z3 −Z2 −Z6 0 0 Z1
w8 −Z5 −Z4 −Z2 Z3 0 Z6 −Z1 0
Proposition 6.5. The linear map adX : v3,3 → z3,3 is surjective if and only if 〈X ,X 〉v3,3 6=
0 for X ∈ v3,3.
Proof. We use similar arguments as in the proof of Proposition 6.1. The matrix MX
that we calculate by using Table 9 is given by

−λ2 λ1 −λ6 λ5 λ4 −λ3 −λ8 λ7
−λ3 −λ4 −λ8 −λ7 λ1 λ2 λ6 λ5
−λ4 λ3 −λ7 λ8 −λ2 λ1 λ5 −λ6
−λ7 −λ8 −λ4 −λ3 λ6 λ5 λ1 λ2
−λ8 λ7 −λ3 λ4 λ5 −λ6 −λ2 λ1
−λ6 λ5 −λ2 λ1 −λ7 λ8 λ3 −λ4

 .
The determinant of MXM
T
X has the form
(λ21 + λ
2
2 + λ
2
3 + λ
2
4 − λ
2
5 − λ
2
6 − λ
2
7 − λ
2
8)
4
× ((λ1 − λ5)
2 + (λ2 − λ6)
2 + (λ4 − λ7)
2 + (λ3 − λ8)
2)
× ((λ1 + λ5)
2 + (λ2 + λ6)
2 + (λ4 + λ7)
2 + (λ3 + λ8)
2).
Thus the map adX is surjective if and only if 〈X,X 〉v3,3 6= 0. 
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Theorem 6.6. There does not exist an automorphism ϕ3,3 of n3,3 such that the restric-
tion to the center ϕ|z3,3 is an anti-isometry.
Proof. By repeating the arguments of the proof of Theorem 6.4, we obtain equation (32).
This implies the relations
sign(〈ϕ3,3(w1) , ϕ3,3(w1) 〉v3,3) = − sign(〈ϕ3,3(wi) , ϕ3,3(wi) 〉v3,3), for i = 2, 3, 4,
sign(〈ϕ3,3(w1) , ϕ3,3(w1) 〉v3,3) = sign(〈ϕ3,3(wi) , ϕ3,3(wi) 〉v3,3), for i = 6, 7, 8,
sign(〈ϕ3,3(w2) , ϕ3,3(w2) 〉v3,3) = − sign(〈ϕ3,3(wi) , ϕ3,3(wi) 〉v3,3), for i = 1, 3, 4,
sign(〈ϕ3,3(w2) , ϕ3,3(w2) 〉v3,3) = sign(〈ϕ3,3(wi) , ϕ3,3(wi) 〉v3,3), for i = 5, 7, 8.
Thus, for i = 3, 4
− sign(〈ϕ3,3(wi) , ϕ3,3(wi) 〉v3,3) = sign(〈ϕ3,3(w1) , ϕ3,3(w1) 〉v3,3)
= − sign(〈ϕ3,3(w2) , ϕ3,3(w2) 〉v3,3)
= sign(〈ϕ3,3(wi) , ϕ3,3(wi) 〉v3,3).
Hence 〈ϕ3,3(wi), ϕ3,3(wi) 〉v3,3 = 0 for i = 3, 4. This contradicts to the fact that
〈ϕ3,3(wi), ϕ3,3(wi) 〉v3,3 6= 0 for i = 1, . . . , 8, as the map adϕ3,3(wi) is surjective.
Hence there does not exist an automorphism ϕ3,3 of n3,3 such that ϕ|z3,3 is an anti-
isometry. 
Proposition 6.7. For the pseudo H-type Lie algebras n11,3, n7,7 and n3,11 there exists
X in respective vr,s such that adX is surjective.
Proof. We replace in the proof of Lemma 6.2 w1, w7 ∈ Bv2,3 by w1, w5 ∈ Bv3,3 . 
7. Strongly bracket generating property
In this section we study the bracket generating property of the pseudo H-type Lie
algebras. For that purpose we state an equivalent definition of the pseudo H-type alge-
bras nr,s, which is related to the definition of the strongly bracket generating property.
Definition 7.1. Let nr,s = vr,s⊕ zr,s be a pseudo H-type Lie algebra. We call a vector
space vr,s strongly bracket generating if for any non-zero v ∈ vr,s the linear map adv =
[v, ·] : vr,s → zr,s is surjective, i.e. span{vr,s, [v, vr,s]} = nr,s for all v ∈ vr,s \{0}. We
say in this case that the pseudo H-type Lie algebra nr,s has strongly bracket generating
property.
Let Nr,s be the Lie group, corresponding to the pseudo H-type Lie algebra nr,s and let
H be the left translation of the vector space vr,s. If vr,s is strongly bracket generating,
then the left invariant distribution H is strongly bracket generating in a sense that
span{H, [X,H]} = TNr,s for any smooth non-zero section X of the distribution H.
Even the strongly bracket generating property seems to be just of interest from a
geometrical point of view, it actually has a close relation to an equivalent definition of
pseudo H-type algebras, which can be seen in the following subsection.
7.1. An equivalent definition of pseudo H-type Lie algebras. In this subsection
we define general H-type algebras [3] and prove that they are equivalent to pseudo
H-type algebras.
Let n =
(
v⊕⊥ z, [· , ·], 〈· , ·〉n = 〈· , ·〉v + 〈· , ·〉z
)
be an arbitrary 2-step nilpotent Lie
algebra with center z and a non-degenerate scalar product 〈· , ·〉n. We write adv : v→ z
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for the linear map given by adv w = [v, w]. We assume that the restriction of the
scalar product 〈· , ·〉v onto the subspace ker(adv) ⊂ v is non-degenerate and denote
its orthogonal complement with respect to 〈· , ·〉v by Vv, which is also non-degenerate.
Thus the restricted map adv : Vv → z is injective.
Definition 7.2. [3] A two-step nilpotent Lie algebra n =
(
v⊕⊥ z, [· , ·], 〈· , ·〉n = 〈· , ·〉v+
〈· , ·〉z
)
is of general H-type if adv : Vv → z is a surjective isometry for all v ∈ v with
〈v, v〉v = 1 and a surjective anti-isometry for all v ∈ v with 〈v, v〉v = −1.
Let (U, 〈· , ·〉U), (V, 〈· , ·〉V ) be two vector spaces with corresponding non-degenerate
quadratic forms, written as bi-linear symmetric forms, or scalar products.
Definition 7.3. A bilinear map µ : U × V → V is called a composition of the scalar
products 〈· , ·〉U of U and 〈· , ·〉V of V if the equality
〈µ(u, v), µ(u, v)〉V = 〈u, u〉U〈v, v〉V (33)
holds for any u ∈ U and v ∈ V .
We assume that there is u0 ∈ U such that 〈u0, u0〉U = 1 and µ(u0, v) = v. This can
always be done by normalization procedure of quadratic forms, see [8]. Let us denote
by Z the orthogonal complement to the non-degenerate space span{u0} and by J the
restriction of µ to Z, thus J : Z × V → V . The map J is skew-adjoint in the sense
that 〈J(Z, v), v′〉V = −〈v, J(Z, v
′)〉V for any Z ∈ Z and v, v
′ ∈ V . Therefore, the map
J can be used to define a Lie algebra structure on n = Z ⊕ V by 〈J(Z, v), v′〉V =
〈Z, [v, v′]〉Z . The obtained Lie algebra is a general H-type algebra, see [3, Theorem 1].
Now, rephrasing Definition 2.2 of a pseudo H-type algebra we can say that a two-step
nilpotent Lie algebra is a pseudo H-type algebra if the map J defined by (2.1) is the
restriction on the center Z = z of a composition of corresponding quadratic forms for
vector spaces V = v, U = span{u0} ⊕⊥ Z.
Theorem 7.4. Definitions 2.2 and 7.2 are equivalent.
Proof. Let us prove that Definition 7.2 implies Definition 2.2. It was shown in [3,
Theorem 1] that any general H-type algebra n =
(
v⊕⊥ z, [· , ·], 〈· , ·〉n = 〈· , ·〉v + 〈· , ·〉z
)
defines a composition of the quadratic form 〈· , ·〉v and another quadratic form whose
restriction on z coincides with 〈· , ·〉z. Particularly, it implies (2) and therefore a general
H-type algebra is a pseudo H-type algebra.
Now we assume that we are given a pseudo H-type algebra n =
(
v⊕⊥ z, [· , ·], 〈· , ·〉n =
〈· , ·〉v+ 〈· , ·〉z
)
with center z. Let us fix v ∈ v with 〈v, v〉v = ±1. We need to show that
adv : v→ z is a surjective (anti-)isometry. The following equation is true
〈Z, adv(JZ′v)〉z = 〈Z, [v, JZ′v]〉z = 〈JZv, JZ′v〉v = 〈Z,Z
′〉z〈v, v〉v = ±〈Z,Z
′〉z,
for all Z,Z ′ ∈ z by formula (4). We use both notations J(Z, v) and JZv. This implies
adv(JZ′v) = ±Z
′ for all Z ′ ∈ z by the non-degenerate property of the scalar product
〈· , ·〉z. Since 〈JZ′v, w〉v = 〈Z
′, [v, w]〉z = 〈Z
′, 0〉z = 0, for all w ∈ ker(adv), it follows that
JZ′v ∈ Vv = (ker(adv))
⊥. We showed that adv is surjective.
To prove that adv is an isometry for 〈v, v〉v = 1 and an anti-isometry for 〈v, v〉v =
−1, we exhibit that the maps adv : Vv → z and J(·)v : z → Vv are inverse and then
equality (2) implies the isometry and anti-isometry properties. Let us assume that
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〈v, v〉v = 1. We proved that adv : Vv → z is bijective, thus the image of J(·)v belongs to
Vv, and adv(J(·)v) = Idz, where Idz is the identity map on z.
We claim that the map J(·)v : z → Vv is bijective. Indeed if we assume that J(·)v is
not surjective, then there is w ∈ Vv that is not in the image of J(·)v. Let adv(w) =
Z ∈ z, then adv(JZv) = Z which implies w = JZv by injectivity of adv and leads to
contradiction.
If we now assume that J(·)v is not injective, then we find Z
′, Z ′′ ∈ z, Z ′ 6= Z ′′, such
that JZ′(v) = JZ′′(v). But in this case Z
′ = adX(JZ′v) = adv(JZ′′v) = Z
′′ by bijectivity
of adv and we again get a contradiction. The proof for 〈v, v〉v = −1 is analogous and
we conclude that adv and J(·)v are inverse maps to each other. Equality (2) becomes
〈JZv, JZv〉v = 〈Z,Z〉z for 〈v, v〉v = 1, and 〈JZv, JZv〉v = −〈Z,Z〉z for 〈v, v〉v = −1,
that shows the (anti-)isometry property of the map J(·)v : z → Vv and its inverse
adv : Vv → z. 
7.2. Bracket generating property of pseudo H-type algebras.
Theorem 7.5. The pseudo H-type Lie algebras nr,s with r = 0 or s = 0 have the
strongly bracket generating property.
Proof. Let s = 0. This implies that 〈v, v〉vr,0 > 0 for all v ∈ vr,0 with v 6= 0. Defini-
tion 7.2 yields that adv is surjective, i.e. vr,0 is strongly bracket generating.
Let now r = 0. Recall that v0,s is a neutral space, i.e. 〈· , ·〉v0,s has index (l, l) and we
can identify v0,s with R
l,l. This implies that there exists elements v ∈ v0,s, v 6= 0, with
〈v, v〉l,l = 0. According to Definition 7.2 we need only to show that adv : vr,s → zr,s
is surjective for vectors with 〈v, v〉l,l = 0, since for all other vectors the adjoint map is
surjective.
We define the orthonormal basis {w1, . . . , w2l} of v0,s with 〈wi , wi 〉v0,s = ǫi(l, l) and
fix an arbitrary v ∈ v0,s with 〈v, v〉l,l = 0 and v =
∑2l
i=1 λiwi. We split v in the form
v = v++v−, with v+ =
∑l
i=1 λiwi, v
− =
∑2l
i=l+1 λiwi and 〈v
+ , v+〉l,l = −〈v
− , v−〉l,l > 0
and 〈v+ , v−〉l,l = 0. We note that [wi , wj] = 0 if i, j = 1, . . . , l or i, j = l + 1, . . . , 2l as
〈[wi , wj] , [wi , wj] 〉z0,s ≥ 0, for i, j = 1, . . . , l, or i, j = l + 1, . . . , 2l.
Hence z0,s = adwi(v0,s) = adwi(span{w1, . . . , wl}) for i = l + 1, . . . , 2l. It follows that
[v , span{w1, . . . , wl}] = [v
− , span{w1, . . . , wl}] = z0,s .
Hence adv is surjective, i.e. the pseudo H-type algebras n0,s = v0,s⊕ z0,s, where s > 0,
have strongly bracket generating property.

Theorem 7.6. The pseudo H-type Lie algebras nr,s with r, s 6= 0 do not have the
strongly bracket generating property.
Proof. We assume that nr,s = vr,s⊕ zr,s with r, s 6= 0 has the strongly bracket generating
property, i.e. for all v ∈ vr,s: [v , vr,s] = zr,s and we show that it contradicts to the
presence of nullvectors in the scalar product space (zr,s, 〈 · , · 〉r,s). The non-degenerate
property of the indefinite scalar-product 〈 · , · 〉r,s implies that for all v ∈ vr,s and for all
Z ∈ zr,s there exists vZ ∈ vr,s such that
〈[v , vZ ] , Z 〉r,s 6= 0
(1)
⇐⇒ 〈 JZ(v) , vZ 〉vr,s 6= 0.
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It follows that JZ(v) 6= 0 for all v ∈ vr,s and for all Z ∈ zr,s, i.e. ker{JZ} = {0} for all
Z ∈ zr,s. But there exist elements Z0 ∈ zr,s such that 〈Z0 , Z0 〉r,s = 0 as r, s 6= 0. This
implies that J2Z0 = 0 which is equivalent to ker{JZ0} 6= {0}. This is a contradiction,
hence the pseudo H-type Lie algebras nr,s with r, s 6= 0 do not have the strongly bracket
generating property. 
8. Non-isomorphism properties for pseudo H-type groups in general
position
In this section we discuss the possible extension of our results to pseudo H-type Lie
algebras, constructed from non-minimal admissible Clifford modules. Here we need
to distinguish two essentially different situations. The first one when the irreducible
module is unique and other one when there are two non-equivalent irreducible modules.
We introduce new notations.
1. Let the Clifford algebras Clr,s admit only one (up to equivalence) irreducible
module and we write vr,s for the minimal admissible module, that could be a direct
sum of two irreducible modules. This situation occurs when r − s 6= 3 mod 4. Any
non-minimal admissible Clr,s-module v is isomorphic (and isometric) to the direct sum
of minimal admissible modules vr,s, see [2, 9]:
v = vr,s(µ) ∼= ⊕
µ vr,s .
Here and further on we use the notation vr,s(µ) for the µ-fold direct sum of minimal
admissible modules vr,s. Thus the argument µ shows how many equivalent (in the sense
of the representation theory) minimal admissible modules contains the sum. The lower
index, as previously, indicates the index of the metric of the generating space for the
Clifford algebra.
2. If r − s = 3 mod 4, then the Clifford algebra Clr,s admits two non-equivalent
Clifford modules. We write v1r,s and v
2
r,s for the minimal admissible modules. Recall,
that in this case each of the admissible modules vlr,s, l = 1, 2 is either irreducible, or
the direct sum of two equivalent irreducible modules, where the representation map
is changed appropriately [1]. We emphasize that a minimal admissible module vlr,s,
l = 1, 2, can not be a direct sum of two non-equivalent irreducible modules. In this case
a non-minimal admissible Clr,s-module v is isomorphic to
v = vr,s(µ, ν) ∼= (⊕
µ v1r,s)
⊕
(⊕ν v2r,s)
for some positive integers µ, ν which show the number of equivalent and non-equivalent
minimal admissible modules contained in the admissible module vr,s(µ, ν). To unify
the notation we always write vr,s(µ, ν), where ν = 0 if r − s 6= 3 mod 4 and ν can be
different from zero in the case r − s = 3 mod 4. According to this new notation we
also write nr,s(µ, ν) for a pseudo H-type Lie algebra in the case if it is isomorphic to
the direct sum vr,s(µ, ν)⊕ zr,s.
Results of [2] imply also that a non-minimal admissible module (vr,s(µ, ν), 〈· , ·〉vr,s(µ,ν))
of the Clifford algebra Clr,s is given as an orthogonal sum of n-dimensional minimal ad-
missible modules vr,s = (vr,s, 〈· , ·〉vr,s), where each scalar product 〈· , ·〉vr,s is the restric-
tion of 〈· , ·〉vr,s(µ,ν) on the corresponding copy of the vector space vr,s. To describe the
Lie bracket on nr,s(µ, ν) we proceed as follows. Let {Z1, . . . , Zm} be an orthonormal ba-
sis of zr,s. We denote a basis of j-term in the sum ⊕
µ vlr,s, l = 1, 2 by {v
l
1j, . . . , v
l
nj} with
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structure constants (Akip)
l
j. For the sum nr,s(µ, ν) =
(
(⊕µj=1(v
1
r,s)j)
⊕
(⊕νq=1(v
2
r,s)q)
)
⊕zr,s
we choose the basis
{v1ij , v
2
pq, Zk
∣∣ i, p = 1, . . . , n, k = 1, . . . , r + s, j = 1, . . . , µ, q = 1, . . . , ν}. (34)
The Lie bracket on nr,s(µ, ν) with respect to this basis is given by
[wl1ij , w
l2
pq] = δl1l2δjq
r+s∑
k=1
(Akip)
lt
j Zk, t = 1, 2. (35)
The bilinear maps J lj : zr,s×(v
l
r,s)j → (v
l
r,s)j, l = 1, 2 are defined by a representation
of Clr,s over (v
l
r,s)j and are extended to J˜ : zr,s× vr,s(µ, ν)→ vr,s(µ, ν) by
J˜ :=


J11 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 J2ν

 .
Then the operator J˜ : zr,s → End(vr,s(µ, ν)) satisfies 〈 J˜Zv, w 〉vr,s(µ,ν) = 〈Z, [v, w] 〉zr,s,
for all Z ∈ zr,s, v, w ∈ vr,s(µ, ν) and can be extended to the representation of Clr,s over
vr,s(µ, ν). We can assume, by a change of coordinates, without loss of generality, that
J11 = . . . = J
1
µ and J
2
1 = . . . = J
2
ν . If a Clifford algebra Clr,s admits only one irreducible
representation, then the notation simplifies due to the absence of upper indices l = 1, 2.
We start from general observations where the first one follows easily from the dimen-
sion argument.
Proposition 8.1. Pseudo H-type Lie algebras nr,s(µ1, 0) and nr,s(µ2, 0) and respectively
nr,s(0, µ1) and nr,s(0, µ2) for r − s 6= 3 mod 4 are isomorphic if and only if µ1 = µ2.
Theorem 8.2. Two H-type Lie algebras nr,s(µ1, ν1) and nr,s(µ2, ν2) for r − s = 3(
mod 4) are isomorphic if and only if µ1 = µ2 and ν1 = ν2 or µ1 = ν2 and ν1 = µ2.
Proof. In the first step we show that nr,s(µ, 0) and nr,s(0, µ) are isomorphic for r−s = 3
mod 4. Let J1 : v1r,s⊕ zr,s → v
1
r,s and J
2 : v2r,s⊕ zr,s → v
2
r,s be two non-equivalent
representations over two minimal admissible modules. Let nr,s(1, 0) = (v
1
r,s⊕ zr,s, [· , ·]
1)
and nr,s(0, 1) = (v
2
r,s⊕ zr,s, [· , ·]
2) be the pseudo H-type Lie algebras, where we used the
maps J1 and J2 to define the corresponding brackets by (2.1). We can assume that
the vector spaces v1r,s and v
2
r,s are isomorphic under an isomorphism A : v
1
r,s → v
2
r,s. We
define a map C : zr,s → zr,s by
J1(v, C(Z)) = Aτ ◦ J2(A(v), Z), for any v ∈ v1r,s, Z ∈ zr,s, (36)
where 〈Av, u〉v2r,s = 〈v, A
τu〉v1r,s. We claim that the map F = A ⊕ C
τ : v1r,s⊕ zr,s →
v2r,s⊕ zr,s is a Lie algebra isomorphism F : nr,s(1, 0)→ nr,s(0, 1), where C
τ is the adjoint
map to C with respect to the scalar product 〈· , ·〉zr,s . Indeed, the chain of equalities
〈Z,Cτ([v, w]1)〉zr,s = 〈C(Z), [v, w]
1〉zr,s = 〈J
1
C(Z)v, w〉v1r,s = 〈A
τ ◦ J2Z(Av), w〉v1r,s
= 〈J2Z(Av), Aw〉v2r,s = 〈Z, [Av,Aw]
2〉zr,s
for any v, w ∈ v1r,s, Z ∈ zr,s shows that F ([v, w]
1) = Cτ ([v, w]1) = [Av,Aw]2 =
[Fv, Fw]2.
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To show that the Lie algebras nr,s(µ, ν) and nr,s(ν, µ) are isomorphic, we choose the
map A : v1r,s → v
2
r,s to be not only the isomorphism of vector spaces, but also an isom-
etry between the admissible modules. It, particularly, implies that Aτ = A−1. The
corresponding map C : zr,s → zr,s will also be an isometry by Theorem 3.5. We fix an
orthonormal basis Z1, . . . , Zr+s of zr,s, then the set C(Z1), . . . , C(Zr+s) also forms an
orthonormal basis. We construct an integral basis v211, . . . , v
2
n1 of v
2
r,s by using the map
J2 : zr,s⊕ v
2
r,s → v
2
r,s and the orthonormal basis Z1, . . . , Zr+s as it was done in [2]. Then,
by making use of the same method, we obtain the integral basis v111, . . . , v
1
n1 constructed
from the orthonormal basis C(Z1), . . . , C(Zr+s) and the map J
1 : zr,s⊕ v
1
r,s → v
1
r,s. By
the choice of the map A we get
∏l
k=1 J
1
C(Zik )
= A−1◦
(∏l
k=1 J
2
Zik
)
◦A for any choice of or-
thonormal generators Zi1 , . . . , Zil in zr,s. It guarantees that there is a vector v ∈ v
1
r,s such
that 〈v, v〉v1r,s = 〈Av,Av〉v2r,s and
∏l
k=1 J
1
C(Zik )
v = v implies
∏l
k=1 J
2
Zik
(Av) = Av. The
method of the construction of the integral basis in [2] implies that v2ij = Av
1
ij . Hence the
structural constants with respect to the basis {v211, . . . , v
2
n1, Z1, . . . , Zr+s} are identical
to the structural constants with respect to the basis {v111, . . . , v
1
1n, C(Z1), . . . , C(Zr+s)}.
More precise, if we write (Akip)
1
1 = (A
k
ip)
2
1 = A
k
ip in the notation (35), then
[v1i1, v
1
p1] =
r+s∑
k=1
AkipC(Zk) and [v
2
i1, v
2
p1] =
r+s∑
k=1
AkipZk.
We can find the exact form of the map C : zr,s → zr,s. Let Z = {Z1, . . . , Zr+s} be an
orthonormal basis for zr,s. Then the volume elements have different actions on their
modules, namely ω1(Z) =
∏r+s
k=1 J
1
Zk
= Id on v1rs and ω
2(Z) =
∏r+s
k=1 J
2
Zk
= − Id on v2rs,
see [9]. Let A : v1r,s → v
2
r,s be an isometry and C : zr,s → zr,s be the mapping induced
by (36). Then
ω1(C(Z))v =
r+s∏
k=1
J1C(Zk)v = A
−1 ◦
r+s∏
k=1
J2Zk ◦ Av = A
−1ω2(Z)Av = A−1(−Av) = −v
for v ∈ v1r,s. Since for r − s = 3 mod 4 we have r + s = 2(s + 2k + 1) + 1, k ∈ Z, we
conclude that r + s is an odd number. Then from
r+s∏
k=1
J1Zk = ω
1(Z) = Idv1r,s = −ω
1(C(Z)) = −
r+s∏
k=1
J1C(Zk) =
r+s∏
k=1
J1−C(Zk)
we can assume that the map C : zr,s → zr,s maps the basis Z = {Z1, . . . , Zr+s} to the
basis −Z = {−Z1, . . . ,−Zr+s}. We write
{v1ij , v
2
iq, Zk|i = 1, . . . , n, j = 1, . . . , µ, q = 1, . . . , ν, k = 1, . . . , r + s}
for an integral basis of nr,s(µ, ν) where v
1
ij is the i-th coordinate in the j-s copy of the
module v1r,s and v
2
iq is the i-th coordinate in the q-s copy of the n-dimensional admissible
module v2r,s. Analogously,
{v2iq, v
1
ij, Zk|i = 1, . . . , n, q = 1, . . . , µ, j = 1, . . . , ν, k = 1, . . . , r + s}
is an integral basis of nr,s(ν, µ). Recall that in both Lie algebras nr,s(µ, ν) and nr,s(ν, µ)
the following relations hold: [v1ij , v
1
pq] = [v
1
ij , v
2
pr] = [v
2
ij , v
2
pq] = 0 for j 6= q and for any
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i, p, r. Moreover
[v1ij , v
1
pj] = [v
1
i1, v
1
p1] = −
r+s∑
k=1
AkipZk, [v
2
ij , v
2
pj] = [v
2
i1, v
2
p1] =
r+s∑
k=1
AkipZk (37)
for the above chosen C : zr,s → zr,s. The bijective linear map f : nr,s(µ, ν)→ nr,s(ν, µ)
defined by
v1ij 7→ v
2
ij = A(v
1
ij), for j = 1, . . . , µ,
v2ip 7→ v
1
ip = A
−1(v2ip), for p = 1, . . . , ν,
Zk 7→ −Zk, for k = 1, . . . , r + s,
and i, p = 1, . . . , n induces a Lie algebra homomorphism. Indeed, by (37)
f([v1ij, v
1
pj]) = f([v
1
i1, v
1
p1]) = f(−
r+s∑
k=1
AkipZk) = −
r+s∑
k=1
Akipf(Zk)
=
r+s∑
k=1
AkipZk = [v
2
ij , v
2
pj] = [A(v
1
ij), A(v
1
pj)] = [f(v
1
ij), f(v
1
pj)].
and, analogously,
f([v2ij , v
2
pj]) = f([v
2
i1, v
2
p1]) = f(
r+s∑
k=1
AkipZk) =
r+s∑
k=1
Akipf(Zk)
= −
r+s∑
k=1
AkipZk = [v
1
ij , v
1
pj] = [A
−1(v2ij), A
−1(v2pj)] = [f(v
2
ij), f(v
2
pj)].
To show the reverse statement we assume that Lie algebras nr,s(µ1, ν1) and nr,s(µ2, ν2)
are isomorphic for some µ1 > µ2 and µ1 > ν2. Then there are bijective maps A12 : v
1
r,s →
v2r,s and A11 : v
1
r,s → v
1
r,s of minimal dimensional modules where the map A12 induces C
by (36) and C induces A11 by (10). Then we obtain J
1
C(Z) = A
τ
12◦J
2
Z◦A12 = A
τ
11◦J
1
Z◦A11,
that contradicts to the assumption that modules v1r,s and v
2
r,s are non equivalent. 
8.1. Open problems on classification of H-type Lie algebras nr,s(µ, ν). The
problem of the isomorphism of the pseudo H-type Lie algebras nr,s(µ, ν) with different
signatures (r, s) turns out to be not so trivial. The increasing of dimension of admissible
modules allows more freedom for action of the representation maps and some isomorphic
Lie algebras can appear. For instance, it is possible to show, in the above notation, that
the Lie algebras n2,1 and n1,2(1, 1) are isomorphic, but the Lie algebras n2,1 and n1,2(2, 0)
are not isomorphic. Thus we leave the full description of classification of pseudo H-type
Lie algebras for forthcoming paper.
8.2. Bracket generating properties.
Theorem 8.3. The pseudo H-type algebras nr,s(µ, ν) possesses the strongly bracket
generating property if only if r = 0 or s = 0.
Proof. First we prove that nr,0(µ, ν) is strongly bracket generating, i.e. [w , vr,0(µ, ν)] =
zr,0 for all w ∈ nr,0(µ, ν), w 6= 0. We recall that vr,0(µ, ν) = ⊕
µ
j=1(v
1
r,0)j ⊕
ν
j=1 (v
2
r,0)j.
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Recall that nr,0 has the strongly bracket generating property for any r ∈ N by The-
orem 7.5. Thus, we obtain that [v , (vlr,0)j ] = zr,0 for all v ∈ (v
l
r,0)j \ {0}, l = 1, 2,
j = 1, . . . , µ+ ν.
Let w ∈ vr,0(µ, ν), w 6= 0. There is an index j ∈ {1, . . . , µ + ν} such that the
orthogonal projection of w to (vlr,0)j =: v, l = 1 or l = 2 is not vanishing. We obtain
zr,0 ⊃ [w, vr,0(µ, ν)] ⊃ [w, v] = zr,0 .
Hence [w, vr,0(µ, ν)] = zr,0, i.e. nr,0(µ, ν) is strongly bracket generating.
The proof for n0,r(µ, ν) follows analogously.
We consider the case r, s 6= 0 and recall that nr,s has not the strongly bracket gener-
ating property by Theorem 7.6, i.e. there is v ∈ v1r,s \{0} such that [v , vr,s] ( zr,s. Then
the vector w := v ⊕ 0⊕ · · · ⊕ 0︸ ︷︷ ︸
µ+ν−1 times
∈ vr,0(µ, ν) satisfies [w, vr,0(µ, ν)] = [v, (v
1
r,s)1] ( zr,s .
Hence nr,0(µ, ν) do not have the strongly bracket generating property. 
9. Appendix
In the tables we indicate by [r, c] that the commutators are calculated as [row, column].
Table 10. Commutation relations on n8,0
[r, c] u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11 u12 u13 u14 u15 u16
u1 0 0 0 0 0 0 0 0 Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8
u2 0 0 0 0 0 0 0 0 Z2 −Z1 −Z4 Z3 −Z6 Z5 −Z8 Z7
u3 0 0 0 0 0 0 0 0 Z3 Z4 −Z1 −Z2 Z8 Z7 −Z6 −Z5
u4 0 0 0 0 0 0 0 0 Z4 −Z3 Z2 −Z1 Z7 −Z8 −Z5 Z6
u5 0 0 0 0 0 0 0 0 Z5 Z6 −Z8 −Z7 −Z1 −Z2 Z4 Z3
u6 0 0 0 0 0 0 0 0 Z6 −Z5 −Z7 Z8 Z2 −Z1 Z3 −Z4
u7 0 0 0 0 0 0 0 0 Z7 Z8 Z6 Z5 −Z4 −Z3 −Z1 −Z2
u8 0 0 0 0 0 0 0 0 Z8 −Z7 Z5 −Z6 −Z3 Z4 Z2 −Z1
u9 −Z1 −Z2 −Z3 −Z4 −Z5 −Z6 −Z7 −Z8 0 0 0 0 0 0 0 0
u10 −Z2 Z1 −Z4 Z3 −Z6 Z5 −Z8 Z7 0 0 0 0 0 0 0 0
u11 −Z3 Z4 Z1 −Z2 Z8 Z7 −Z6 −Z5 0 0 0 0 0 0 0 0
u12 −Z4 −Z3 Z2 Z1 Z7 −Z8 −Z5 Z6 0 0 0 0 0 0 0 0
u13 −Z5 Z6 −Z8 −Z7 Z1 −Z2 Z4 Z3 0 0 0 0 0 0 0 0
u14 −Z6 −Z5 −Z7 Z8 Z2 Z1 Z3 −Z4 0 0 0 0 0 0 0 0
u15 −Z7 Z8 Z6 Z5 −Z4 −Z3 Z1 −Z2 0 0 0 0 0 0 0 0
u16 −Z8 −Z7 Z5 −Z6 −Z3 Z4 Z2 Z1 0 0 0 0 0 0 0 0
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Table 11. Commutation relations on n0,8
[r, c] v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13 v14 v15 v16
v1 0 0 0 0 0 0 0 0 Z˜1 Z˜2 Z˜3 Z˜4 Z˜5 Z˜6 Z˜7 Z˜8
v2 0 0 0 0 0 0 0 0 −Z˜2 Z˜1 Z˜4 −Z˜3 Z˜6 −Z˜5 Z˜8 −Z˜7
v3 0 0 0 0 0 0 0 0 −Z˜3 −Z˜4 Z˜1 Z˜2 −Z˜8 −Z˜7 Z˜6 Z˜5
v4 0 0 0 0 0 0 0 0 −Z˜4 Z˜3 −Z˜2 Z˜1 −Z˜7 Z˜8 Z˜5 −Z˜6
v5 0 0 0 0 0 0 0 0 −Z˜5 −Z˜6 Z˜8 Z˜7 Z˜1 Z˜2 −Z˜4 −Z˜3
v6 0 0 0 0 0 0 0 0 −Z˜6 Z˜5 Z˜7 −Z˜8 −Z˜2 Z˜1 −Z˜3 Z˜4
v7 0 0 0 0 0 0 0 0 −Z˜7 −Z˜8 −Z˜6 −Z˜5 Z˜4 Z˜3 Z˜1 Z˜2
v8 0 0 0 0 0 0 0 0 −Z˜8 Z˜7 −Z˜5 Z˜6 Z˜3 −Z˜4 −Z˜2 Z˜1
v9 −Z˜1 Z˜2 Z˜3 Z˜4 Z˜5 Z˜6 Z˜7 Z˜8 0 0 0 0 0 0 0 0
v10 −Z˜2 −Z˜1 Z˜4 −Z˜3 Z˜6 −Z˜5 Z˜8 −Z˜7 0 0 0 0 0 0 0 0
v11 −Z˜3 −Z˜4 −Z˜1 Z˜2 −Z˜8 −Z˜7 Z˜6 Z˜5 0 0 0 0 0 0 0 0
v12 −Z˜4 Z˜3 −Z˜2 −Z˜1 −Z˜7 Z˜8 Z˜5 −Z˜6 0 0 0 0 0 0 0 0
v13 −Z˜5 −Z˜6 Z˜8 Z˜7 −Z˜1 Z˜2 −Z˜4 −Z˜3 0 0 0 0 0 0 0 0
v14 −Z˜6 Z˜5 Z˜7 −Z˜8 −Z˜2 −Z˜1 −Z˜3 Z˜4 0 0 0 0 0 0 0 0
v15 −Z˜7 −Z˜8 −Z˜6 −Z˜5 Z˜4 Z˜3 −Z˜1 Z˜2 0 0 0 0 0 0 0 0
v16 −Z˜8 Z˜7 −Z˜5 Z˜6 Z˜3 −Z˜4 −Z˜2 −Z˜1 0 0 0 0 0 0 0 0
Table 12. Commutation relations on n4,4
[r, c] y1 y6 y7 y8 y13 y14 y15 y16 y2 y3 y4 y5 y9 y10 y11 y12
y1 0 0 0 0 0 0 0 0 Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8
y6 0 0 0 0 0 0 0 0 Z2 −Z1 −Z4 Z3 Z6 −Z5 Z8 −Z7
y7 0 0 0 0 0 0 0 0 Z3 Z4 −Z1 −Z2 Z8 Z7 −Z6 −Z5
y8 0 0 0 0 0 0 0 0 Z4 −Z3 Z2 −Z1 −Z7 Z8 Z5 −Z6
y13 0 0 0 0 0 0 0 0 Z5 −Z6 −Z8 Z7 Z1 −Z2 Z4 −Z3
y14 0 0 0 0 0 0 0 0 Z6 Z5 −Z7 −Z8 Z2 Z1 −Z3 −Z4
y15 0 0 0 0 0 0 0 0 Z7 −Z8 Z6 −Z5 −Z4 Z3 Z1 −Z2
y16 0 0 0 0 0 0 0 0 Z8 Z7 Z5 Z6 Z3 Z4 Z2 Z1
y2 −Z1 −Z2 −Z3 −Z4 −Z5 −Z6 −Z7 −Z8 0 0 0 0 0 0 0 0
y3 −Z2 Z1 −Z4 Z3 Z6 −Z5 Z8 −Z7 0 0 0 0 0 0 0 0
y4 −Z3 Z4 Z1 −Z2 Z8 Z7 −Z6 −Z5 0 0 0 0 0 0 0 0
y5 −Z4 −Z3 Z2 Z1 −Z7 Z8 Z5 −Z6 0 0 0 0 0 0 0 0
y9 −Z5 −Z6 −Z8 Z7 −Z1 −Z2 Z4 −Z3 0 0 0 0 0 0 0 0
y10 −Z6 Z5 −Z7 −Z8 Z2 −Z1 −Z3 −Z4 0 0 0 0 0 0 0 0
y11 −Z7 −Z8 Z6 −Z5 −Z4 Z3 −Z1 −Z2 0 0 0 0 0 0 0 0
y12 −Z8 Z7 Z5 Z6 Z3 Z4 Z2 −Z1 0 0 0 0 0 0 0 0
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