Abstract. We study the algorithmic thresholds for principal component analysis of Gaussian ktensors with a planted rank-one spike, via Langevin dynamics and gradient descent. In order to efficiently recover the spike from natural initializations, the signal to noise ratio must diverge in the dimension. Our proof shows that the mechanism for the success/failure of recovery is the strength of the "curvature" of the spike on the maximum entropy region of the initial data. To demonstrate this, we study the dynamics on a generalized family of high-dimensional landscapes with planted signals, containing the spiked tensor models as specific instances. We identify thresholds of signalto-noise ratios above which order 1 time recovery succeeds; in the case of the spiked tensor model these match the thresholds conjectured for algorithms such as Approximate Message Passing. Below these thresholds, where the curvature of the signal on the maximal entropy region is weak, we show that recovery from certain natural initializations takes at least stretched exponential time. Our approach combines global regularity estimates for spin glasses with point-wise estimates, to study the recovery problem by a perturbative approach.
Introduction
Optimization in high-dimensional landscapes can be computationally hard. This difficulty is often attributed to the topological complexity of the landscape. We show here that for planted signal recovery problems in high dimensions, there is another key obstruction to local optimization methods. Indeed, we find that a crucial factor in these settings is the competition between the strength of the signal and the entropy of the prior. We focus on a well-known optimization problem from high dimensional statistics which is known to be NP hard [20] , namely maximum likelihood estimation for tensor principal component analysis (PCA) [33] .
Suppose that we are given M i.i.d. observations, Y ℓ , of a k-tensor of rank 1 which has been subject to Gaussian noise. That is,
where v ∈ S N −1 (1) is deterministic, W ℓ are i.i.d. Gaussian k-tensors with W ℓ i 1 ,...,i k ∼ N (0, 1) and λ ≥ 0 is the signal-to-noise ratio. Our goal is to infer the "planted signal" or "spike", v, by maximum likelihood estimation.
Observe that maximum likelihood estimation for this problem boils down to optimizing an empirical risk of the formR
where (·, ·) denotes the usual Euclidean inner product. Note further that in this setting, optimizing this risk is equivalent (in law) to optimizing the same risk for a single observation upon making the change λ → √ M λ. We therefore restrict our analysis to the case M = 1. When k = 2, this is the well-known spiked matrix model [24] . In this setting it is known [30] that there is an order 1 critical signal-to-noise ratio, λ c , such that below λ c , it is information-theoretically impossible to detect the spike, and above λ c , the maximum likelihood estimator is a distinguishing statistic. This transition is commonly referred to as the BBP transition [4] . In this setting the maximum likelihood estimator is the top eigenvector, which can be computed in polynomial time by, e.g., power iteration. Much more detailed information is known about this transition for spiked 1 matrix models, including universality, fluctuations, and large deviations. See, e.g., [28, 12, 10] for a small sample of these works.
When k ≥ 3, this is the spiked tensor model [33] . In this case, there is a regime of signal-to-noise ratios for which it is information theoretically possible to recover the signal but for which there is no known algorithm to efficiently approximate it. This is called a statistical-to-algorithmic gap. In particular, it was shown in [33, 29, 31] that the minimal signal-to-noise ratio above which it is information-theoretically possible to detect the signal-called the information-theoretic thresholdis of order 1. See also [32, 31, 27, 13] for similar results with different priors. On the other hand, the minimal signal-to-noise ratio above which one can efficiently detect the signal-called the algorithmic threshold-has been proved or predicted to scale like λ = N α for some α > 0 for every studied algorithm. (By the correspondence mentioned above, the regime of diverging λ can be translated to the regime of λ of order 1 with a diverging number of observations M = N α/2 , so that this regime is also of practical interest.) In [33] , two local optimization methods, Approximate Message Passing and Tensor Power Iteration were shown to have critical exponents α at most (k − 1)/2 with predicted thresholds at α = (k − 2)/2. Semi-definite relaxation approaches have also been analyzed. Tensor unfolding was shown [33] to have a critical exponent of at most ⌈k/2⌉−1 2 and conjecturally (k − 2)/4. It was also shown that the degree 4 Sum-of-Squares algorithm [22] and a related spectral algorithm [21] (in the case k = 3) have sharp critical thresholds of (k − 2)/4. See also [25] for a similar analysis in the case k = 4. We remark that statistical-to-algorithmic gaps, often diverging in the underlying dimension, have also been observed in myriad other problems of interest [11, 39, 1, 15, 5, 6] .
Let us also discuss the complexity of the landscapeR(x) given by (1.1). The complexity in the absence of a spike (the case where λ = 0) has been extensively studied [3, 2, 37] ; see also [16] for a related line of work. When adding in the signal term so that λ > 0, it was proved [9] that the expected number of critical points ofR(x)-called the annealed complexity-is exponentially large in N and has a topological phase transition as one varies λ on the order 1 scale.
One might wonder why the statistical-to-algorithmic gap is diverging when k ≥ 3. We investigate this issue for algorithms which directly perform maximum likelihood estimation, by analyzing the behavior of a family of "plain vanilla" algorithms, called Langevin dynamics, which contain, e.g., gradient descent. We find that for natural initializations, the statistical-to-algorithmic gap for Langevin dynamics diverges like λ ∼ N α . One may expect that this issue is due to the topological complexity ofR(x). Our proof, however, suggests that this gap is actually due to the weakness of the signal in the region of maximal entropy for the uninformative prior.
To clarify this point, we study Langevin dynamics on a more general family of random landscapes. For convenience, let us rescale our problem to be on S N = S N −1 ( √ N ), the sphere in R N of radius √ N . We consider a function H : S N → R of the form
where φ is a deterministic, non-linear function and H 0 is a noise term. To put ourselves in a general setting, we only assume that H 0 is a mean-zero Gaussian process with a rotationally invariant law that is well-defined in all dimensions. That is, we assume that for every N , H 0 has covariance of the form
Cov(H 0 (x), H 0 (y)) = N ξ (x, y) N , (
for some fixed function ξ, where (·, ·) denotes the Euclidean inner product. 1 For simplicity, we take the function φ(x) to be a function of the inner product of x with some "unknown" vector v ∈ R N .
1 It is classical [35] that the largest class of such ξ is of the form ξ(t) = p a 2 p t p with ξ(1 + ǫ) < ∞ for some ǫ > 0.
As H 0 is isotropic, without loss of generality, we assume that v = e 1 , the first canonical Euclidean basis vector, so that φ(x) is a function of
which we call the correlation. In particular, we take φ of the form 5) where k ≥ 1 is not necessarily integer. The case ξ(t) = t k and integer k ≥ 2, corresponds to the setting of (1.1). The case where ξ(t) = t p corresponds to the (p + k)-spin glass model from [18] , whose topological phase transitions have been precisely analyzed in [34] via a computation of the quenched complexity using a novel replica-Kac-Rice approach.
We analyze here the performance of Langevin dynamics and gradient descent in achieving order 1 correlation as one varies the initialization, the non-linearity of the signal, k, and the signal-to-noise ratio, λ. If k > 2, we find that the critical threshold for algorithmic recovery via Langevin dynamics diverges like λ alg ∼ N α , with α > 0, for a natural class of initializations. On the other hand, we find that if k < 2, this algorithmic threshold is of order 1. In the former regime, the second derivative of the signal is vanishing in the maximum entropy region of the uninformative prior, whereas in the latter it is diverging, matching the mechanism proposed above.
Our analysis has two main thrusts: recovery above critical thresholds and refutation below them. In both of these settings, we find that the obstacle to recovering e 1 via Langevin dynamics is escaping the equator, i.e., the region where m N (x) = O(N −1/2 ), which corresponds to the maximum entropy region of the uninformative prior. In Section 2.2, we provide a hierarchy of sufficient conditions on the initial data that imply that Langevin dynamics with λ = N α will strongly solve the recovery problem down to a hierarchy of thresholds α c (n) in order 1 times; the lowest of these thresholds, α c (∞) = (k − 2)/2, is the threshold below which Langevin dynamics started from a uniformly chosen point would not even solve the recovery problem if given a pure signal, i.e., H 0 (x) = 0. In Section 2.4, we provide examples of initial data that satisfy these conditions at different levels: the case of the volume measure is discussed in depth in Section 2.1. To prove these results, we build on the "bounding flows" strategy of [7] . In particular, we show that on O(1) times, we can compare the evolution of the correlation, m(X t ), to the gradient descent for the problem with no noise H 0 = 0. This follows by a stochastic Taylor expansion upon combining the Sobolev-type G-norm estimates developed in [7] for spin glasses, with estimates on the regularity of the initial data developed here. This is discussed in more detail in Section 2.6.
We conjecture that the threshold α c (∞) is the sharp threshold for recovery initialized from the volume measure, and for efficient recovery more generally. We end the paper by showing that α c (∞) is sharp for a Gibbs class of initial data. To prove the desired refutation theorem below α c (∞), we formalize the notion of free energy wells (see Definition 2.14). We show that their existence imply exponential lower bounds on the exit times of the well from a natural class of initial data. We find that below the critical α c (∞), there is a free energy well at the equator, and use this to deduce hardness of recovery for high-temperature Gibbs-initializations. For more on this, see Section 2.5.
Statements of main results
Our main focus is a canonical class of optimization algorithms called Langevin dynamics with Hamiltonian H. These interpolate between between gradient descent and Brownian motion via a parameter β > 0, usually called the inverse temperature. More precisely, let X t solve the stochastic differential equation (SDE)
where B t is Brownian motion on S N , ∇ denotes the covariant derivative on S N , and H is called the Hamiltonian which is given here by (1.2). The infinitesimal generator of this Markov process is
where ∆ is the Laplacian on S N , and ·, · is the metric tensor. In particular, as H is C 1 , this martingale problem is well-posed so that X t is well-defined [14, 36] . (When k is an integer, H is smooth so that one can solve this in the strong sense as well [23] .) We denote the law of X t started at x by Q x . Although we focus mainly on the case of Langevin dynamics, much of our analysis applies equally to gradient descent (β = ∞). For more on this, see Section 2.3. We aim to determine the minimal λ for which efficient recovery of the signal, √ Ne 1 , is possible via Langevin dynamics, and understand the role that the initialization plays. There are, of course, multiple notions of recovery. The main ones in which we are interested are weak recovery and strong recovery. For fixed ξ, β, k, sequence λ N , and sequence of initial data x N , we say that the Langevin dynamics weakly recovers the signal in order 1 time if it attains order 1 correlation in O(1) time with high probability. On the other hand, we say that Langevin dynamics strongly recovers the signal in order 1 time if it attains 1 − o(1) correlation in O(1) time with high probability.
In the diverging signal-to-noise ratio regime, weak and strong recovery are equivalent (see Lemma 4.1). A more complete discussion of their relationship, is provided in Section 4.
2.1.
Recovery initialized from the volume measure. Perhaps the most natural initialization is a completely uninformative prior, i.e., the (uniform) volume measure on S N . This is particularly motivated from the algorithmic perspective as it is easy to sample from the volume measure on S N in order 1 time (the volume measure has a log-Sobolev inequality with constant uniformly bounded away from 0 [26] .) In order to focus on the key issues and deal with all k in a comprehensive manner, we restrict to the upper hemisphere: {x 1 ≥ 0}. Of course, a point sampled from the volume measure on S N is in the upper hemisphere with probability As a consequence of a general framework developed in Section 2.2, we obtain the following recovery guarantees for Langevin dynamics starting from the volume measure on the upper hemisphere. Let dx be the volume measure on S N and let P denote the law of the noise H 0 . Theorem 2.1. Fix any ξ, β > 0 and k ∈ [1, ∞).
(
and λ is a large enough constant, there exists T 0 such that for all T ≥ T 0 ,
Our proof approach suggests the recovery guarantees above hold down to α > k−2 2 and k < 2. Conjecture 1. Item (1) in Theorem 2.1 holds for all α > k−2 2 and item (2) holds for all k < 2. We first pause to comment on the special case of ξ(t) = t k with k integer, corresponding to maximum likelihood estimation for tensor PCA. The thresholds of Theorem 2.1 improve upon the rigorous known threshold for Approximate Message Passing and Tensor Power Iteration, and the conjectured (k − 2)/2 threshold matches the conjectured threshold for those algorithms.
The thresholds of Conjecture 1 correspond to the signal-to-noise ratios for which the second derivative of N λφ diverges at points of correlation m N (x) = Θ(N −   1 2 ) (the asymptotic support of dx). We predict that these thresholds are sharp for efficient algorithmic recovery of e 1 via local optimization, so that when the second derivative is o(1) at these correlations, efficient recovery is not possible. When H 0 ≡ 0, it is easy to see that for k < 2 and λ order 1, or k > 2 and λ = N α with α < k−2 2 , the Langevin dynamics takes at least stretched-exponential time to correlate with e 1 ; we expect this to persist with the addition of noise. This is discussed more in depth in Section 2.6.
We are able to prove sharpness of the thresholds proposed in Conjecture 1 for a high-temperature Gibbs-type initialization that approximates the volume measure as β → 0. In the next section, we define general conditions, Condition 1 and Condition 2, on the initial data that guarantee recovery above those conjectured thresholds. Then, the obstruction to proving Conjecture 1 becomes a purely static (t = 0) question of obtaining concentration estimates for derivatives, and contractions of derivatives, of H 0 under dx. (As Remark 2.9 notes, we can improve the thresholds of Theorem 2.1 to α > k−2 2 + 1 8 and k < 7 4 , though the proof is omitted for conciseness.) 2.2. General thresholds for recovery. We introduce here the following natural hierarchy of conditions on a choice of initial data which will guarantee recovery of e 1 down to a corresponding threshold in λ. Let M 1 (S N ) denote the space of probability measures on S N . A choice of initial data corresponds to a choice of measure µ N ∈ M 1 (S N ). Our main recovery guarantees apply to any initial data which satisfy the following two natural conditions.
The first condition is on the regularity of the initial data. Let L 0 , defined as
be the generator of Langevin dynamics with respect to H 0 . For every δ > 0, n ≥ 1, and N , let
where we emphasize that there is a dependence on β here that is suppressed in the notation.
Definition 2.2. We say that a sequence of random probability measures µ N ∈ M 1 (S N ) satisfies Condition 1 at level n at inverse temperature β > 0 if for every δ > 0,
Again notice that the dependence of the condition on β is implicit in E n,δ,N , but is important to keep in mind. When the choice of β > 0 is clear, we drop it from the description of Condition 1.
The second condition ensures that the initial correlation is on the typical Θ(N −   1 2 ) scale, so that the drift from gradient descent for the signal is not negligible at time zero.
We emphasize that neither of these conditions involve the parameters k (the non-linearity of the signal) or λ (the signal-to-noise ratio). The conditions can be shown to hold for various natural choices of initial data, such as the volume measure on the upper hemisphere, implying Theorem 2.1, as well as certain "high-temperature" Gibbs measures. For more on this, see Section 2.4.
Let us now turn to our main results. We begin with the supercritical regime, k > 2, where one will need λ to diverge with N to efficiently recover, as the curvature of the signal in the region where m N (x) = Θ(N −1/2 ) is negligible. For every n ≥ 1, let
We then have the following result regarding strong recovery.
Theorem 2.4. Fix any ξ, β > 0, and k > 2. Let λ = N α and consider an initialization µ N ∈ M 1 (S N ) satisfying Condition 1 at level n at inverse temperature β. We then have the following.
(1) If µ N also satisfies Condition 2, then for every α > α c (n) and every ǫ > 0, there exists a T 0 such that for every T > T 0 ,
(2) If µ N satisfies Condition 2', the same convergence holds, instead, in probability.
The above theorem shows that in the regime k > 2, we need λ to diverge for Langevin dynamics to recover the signal in order 1 time. Observe that for such k, the second derivative of N φ in the region m N (x) = O(N −1/2 ) is vanishing as N → ∞. Let us now show conversely, that in the subcritical regime k < 2, i.e., the regime where the second derivative of N φ is diverging when m N (x) = Θ(N −1/2 ), order 1 time weak recovery holds for large but finite signal-to-noise ratios. That is, the statistical-to-algorithmic gap is at most order 1 for k < 2. In this regime, one cannot hope for strong recovery (see Remark 2.13). If we let
then we have the following weak recovery guarantee.
Theorem 2.5. Fix any ξ and β > 0. There exists λ 0 (β, ξ, k) > 0 such that for all λ > λ 0 the following holds. If µ N ∈ M 1 (S N ) satisfies Condition 1 at level n and inverse temperature β and Condition 2, then for every k < k c (n) and every η > 0, there exists ǫ > 0 and
The main ideas behind Theorems 2.4 and 2.5 are essentially the same. We will explain the intuition behind their proofs presently (see Section 2.6 below). We end this section with the following remark on possible relaxations of Condition 1. Remark 2.6. One could not make the set E n,δ,N much smaller, since measures that don't contain information about the planted signal, e.g., the volume measure on S N , have m N (x) = Θ(N −1/2 ).
Gradient descent.
It is also natural to study these recovery problems for gradient descent, which can be seen as the β → ∞ limit of the Langevin dynamics: that is, Y t which solves the ODE,
The above recovery results extend naturally to this setting as well. Even though gradient descent can, in principle, get stuck at the exponentially many critical points near the equator while Langevin dynamics will not, their thresholds for order 1 time recovery seem to match one another. To avoid technical issues regarding the existence of solutions to this equation (when 1 < k < 2, ∇H is only (k − 1)-Hölder), let us focus on the supercritical regime.
In this setting, we let L 0,∞ be the infinitesimal generator of gradient descent on H 0 ,
and we say that some initial data satisfies Condition 1 at level n at β = ∞ if (2.4) holds as before with respect to L 0,∞ . With this in mind, we have the following analogue of Theorem 2.4.
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Theorem 2.7. Fix any ξ and k > 2. Let λ = N α and consider initialization µ N ∈ M 1 (S N ) satisfying Condition 1 at level n and β = ∞. Gradient descent satisfies the following.
(1) If µ N also satisfies Condition 2, then for every α > α c (n) and every ǫ > 0, there exists T 0 such that
(2) If µ N satisfies Condition 2', then the same convergence holds, instead, in probability.
The proof of this result is the same, mutatis mutandis, as that of Theorem 2.4. For an explanation of these changes, see Section 5.4.
Examples of initial data satisfying Condition 1 and Condition 2.
Let us now turn to some examples of initial data that satisfy the conditions of our theorems. When considering initial data for such problems there are a few natural choices.
Let us begin by observing that P-a.s., any initial data which is concentrated on the region m N (x) = Θ(N −1/2 ), for example δ x where m N = Θ(N −1/2 ), satisfies Condition 1 at level 1 for every β ∈ (0, ∞] and Condition 2 tautologically. Let us now turn to higher levels.
Initialization from the volume measure was discussed at length in Section 2.1. Theorem 2.1 is an immediate corollary of Theorems 2.4-2.5 combined with the following theorem.
Theorem 2.8. The normalized volume measure on S N ∩ {x 1 ≥ 0} satisfies Condition 1 at level 3 at every β ∈ (0, ∞) ∪ {∞} and satisfies Condition 2.
As mentioned in Section 2.1, we do not believe that this result is optimal for the volume measure. Instead, we conjecture the following, which would imply Conjecture 1 via Theorems 2.4-2.5.
Conjecture 2.
The normalized volume measure on S N ∩ {x 1 ≥ 0}, satisfies Condition 1 at level n for every n ≥ 1 at every β ∈ (0, ∞) ∪ {∞}.
Remark 2.9. By similar arguments, we can show that the volume measure on S N ∩ {x 1 ≥ 0} satisfies Condition 1 at level 4. However, as the argument becomes unwieldy and we believe the proof at level 3 already suggests the essential difficulty behind proving Conjecture 2, we only include the proof of the level 3 case.
Although we do not prove Conjecture 2 for the volume measure on S N -which would imply efficient recovery from the uninformative prior above α c (∞)-we do find another choice of initial data which is natural and does in fact satisfy Condition 1 at level n for every n.
Let dπ 0,β (x) ∝ exp(−βH 0 (x))dx be the Gibbs measure on S N corresponding only to the noise H 0 at inverse temperature β, and let π + 0,β be π 0,β conditioned on {x 1 ≥ 0}, i.e., π
Theorem 2.10. Let ξ be even. There exists β 0 > 0 such that for all β < β 0 , the measure π
satisfies Condition 1 at level n at inverse temperature β for every n ≥ 1. Moreover, the measure π + 0,β satisfies Condition 2'. As an immediate corollary, we obtain the following.
Corollary 2.11. Let ξ be even and k > 2. If β < β 0 , for every β > 0, if λ = N α with α > α c (∞), the Langevin dynamics starting from π + 0,β strongly recovers the signal in order 1 time in P-prob. Notice, in particular, that like the volume measure, the measure π 0,β is completely independent of the noise φ as well as the signla-to-noise ratio λ. Moreover, as β → 0, the measure π 0,β approximates the volume measure, lending further support to Conjecture 2. We end this section with the following conjecture regarding the measure π 0,β . While this result would imply an almost sure recovery result for k > 2 and α > α c (∞), as well as the matching weak recovery result for k < 2, we also believe that it is of independent interest. 
Motivated by Conjecture 2, and the fact that as β → 0, π + 0,β approximates the volume measure on S N ∩ {x 1 ≥ 0}, we believe that a similar refutation result also holds for initialization from the volume measure whenever α < α c (∞); this would make the thresholds α c (∞) and k c (∞) sharp for initialization from the volume measure.
2.6. Ideas of proofs. We now sketch some of the key ideas underlying the above recovery and refutation results and their proofs.
2.6.1. Ideas of proofs of Theorem 2.4 and Theorem 2.5. We first discuss the intuition behind the proofs of Theorems 2.4-2.5. Our interest is in understanding the transition for signal recovery in short times. It turns out that the subcritical and supercritical problems are essentially the same. To see why, consider, for the moment, the recovery question for Langevin dynamics in the simpler setting where there is only a signal, H = −N λφ and H 0 ≡ 0.
By rotation invariance, the question of escaping the equator for the problem with pure signal is effectively the same as studying the escape from the origin for a 1-dimensional Langevin dynamics with Hamiltonian,
in the small noise regime (noise of order N −1/2 ). Evidently, this amounts to studying the ODE,
where m(t) = m N (X t ). The second term reverts to the origin. To escape, we must then hope that the first term dominates at the initial point. In particular, if m is positive and small and λ is large, one hopes to compare this ODE to the simpler system.
In this setting, one may then apply a standard comparison inequality (see Lemma 5.1), which compares solutions of this ODE to certain power laws. ) would not efficiently recover the signal even in this trivial pure spike problem.
When adding back H 0 , we consider the evolution equation for m given by
where L 0 , given by (2.3), is the infinitesimal generator for Langevin dynamics with respect to H 0 , and M m t is a martingale. We will see that M m t = O( t/N ), so that on short times, this is not far from the situation of (2.11). The remaining discrepancy, evidently, is to ensure that |L 0 m| starts and remains smaller than λm k−1 . To this end, we use the G-norm estimates from [7] to show that provided L 0 m(X 0 ) is suitably localized, i.e., provided Condition 1 holds at level n, then L 0 m(X t ) remains localized on the relevant timescale needed to recover the signal above α c (n) (see Theorem 5.3). The main result then follows by combining this localization with the aforementioned comparison inequality of Lemma 5.1: this is developed in Section 5.
Remark 2.13. (Strong recovery is impossible for finite λ) When λ is order 1, one cannot hope to obtain a strong recovery result. Indeed if we start from any point sufficiently close to the north pole, correlation m N (x) ≥ 1 − ǫ for ǫ > 0 sufficiently small, then m N (t) will decrease in correlation in order 1 time. To see this, we examine the drift in (2.12), and expand L 0 as in (6.5): if ǫ is sufficiently small, then −m will dominate βλkm k−1 ; furthermore the maximum of | ∇H 0 , ∇m N | on the spherical cap {m N (x) ≥ 1 − ǫ} can be shown to scale down to zero as ǫ goes to zero. Putting these together with the types of arguments found in Section 4 would imply the desired.
2.6.2. Ideas of proofs of Theorem 2.12. The underlying idea behind our refutation result is the presence of what we call a free energy well for the correlation, which is defined as follows. Define the Gibbs measure for H by,
which is normalized to be a probability measure, where dx is the normalized volume measure on S N . In the following, for a real number a, we let B ǫ (a) = {x : |x − a| < ǫ}, denote the ball of radius ǫ around a. For any function f : S N → R, we define the entropy:
We can now define free energy wells for Lipschitz functions. 
Such free energy wells are the exit time analog of the of free energy barriers formalized in [8] for spectral gap estimates. We show in Theorem 7.4 that free energy wells confine the dynamics on timescales that are exponential in the height, h, when started from this Gibbs measure π β restricted to the well. We then show that for α < α c (∞), there is a free energy well for the correlation: namely, the function f (x) = (x, e 1 ) has a free energy well of height N ǫ in [−N ǫ , N ǫ ] (see Proposition 7.1). Theorem 2.12 then follows by combining this with the facts that π β and π 0,β are comparable when restricted to this band of correlations, and π 0,β is asymptotically supported in this region.
We conclude with a remark regarding exceptional points which facilitate recovery at order one λ.
Remark 2.15 (Equatorial passes)
. In light of the free energy well for the correlation, one might hope to prove an even stronger refutation theorem. It may be tempting to believe that when k > 2 and λ is order 1, the Langevin dynamics cannot recover the signal in sub-exponential times, uniformly over all initial X 0 with m N (X 0 ) = O(N −   1 2 ). Indeed, this is the case for the simpler "pure signal" problem where H 0 = 0. As a consequence of (2.12) and lower bounds on ∂ 1 H 0 ∞ (see e.g., [2] ), however, this guess does not hold. One can show the following: for every ξ, k and
2 ) and such that Langevin dynamics started from X 0 succeeds at weak recovery.
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Preliminaries: Regularity theory and stochastic analysis in high dimensions
Throughout the paper, we will make frequent use of certain uniform Sobolev-type estimates for H 0 , developed in the context of spin-glass dynamics, as well as properties of solutions to certain Langevin-type stochastic differential equations. We recall these results in this section. In what follows, for functions f, g we say that f g if there is a constant C > 0 such that f ≤ Cg.
3.1. Regularity theory of spin glasses and the G−norm. As is often the case in such problems it will be important to understand the regularity of the related Hamiltonians. It turns out that in high-dimensional analysis problems, one needs to define these Sobolev spaces carefully, as the scaling of the norms in the dimension is often crucial to the problem at hand.
With this in mind, let us recall the G k -norm, which provides a (topologically) equivalent norm on the usual Sobolev space, W k,∞ , but which is better suited to high-dimensional problems, as well as the related G-norm regularity of H 0 , established in [7] , which will be crucial to our analysis.
Here, ∇ k f op (x) denotes the natural operator norm when ∇ k f is viewed as a k-form acting on the k-fold product of the tangent space T x S N . Throughout the paper, unless otherwise specified |∇ k f | will denote this norm.
Remark 3.2. By the equivalence of norms on finite dimensional vector spaces, for fixed N , this space is equivalent to the canonical sobolev space W k,∞ , which is defined using Frobenius norms. We use the operator norm instead for the following reason. For n ≥ 2, we need to bound the operator norms of random tensors. It is well-known that for such random tensors, there is a marked difference in the scaling of the Frobenius and operator norms in the dimension (see, e.g., [38] ).
We let G n (S N ) = G n N (S N ) denote the special case K = N , which is chosen precisely such that the scaling in N of the G n -norm is independent of n. Namely, in [7] , it was shown that for every n, the G n -norm of H 0 /N is order 1 in N . Recall ξ(t) = a p t p from (1.3) and that ξ(1 + ǫ) < ∞ implies that H 0 ∈ C ∞ (S N ).
Theorem 3.3 ([7, Theorem 3.3])
. For every n, there exist K(ξ, n), c(ξ, n) > 0 such that H 0 /N is in G n uniformly in N with high probability: for every r > 0,
Remark 3.4. The result was stated there for H 0 with only one nonzero a p , i.e., the p-spin model, however, as observed in [7, Remark 3.4] it easily extends to this setting by Borell's inequality and the fact that in that case, the corresponding K(p, n) is of at most polynomial growth in p.
As further motivation for the definition of the norm G, specifically with K = N , we note here the following easy observations which are useful in bounding the regularity of observables with respect to Langevin-type operators: we call these the ladder relations for G.
Lemma 3.5 (Ladder relations
In particular, if L = ∆ + ∇g 1 , ∇· and A = ∇g 2 , ∇ for some g i that satisfy g 1 G 2ℓ ≤ c 1 N and
Proof. The first result in (3.2) follows from the fact that traces commute with covariant derivatives. Indeed for f smooth, observe that
To see the second inequality in (3.2), observe that if f ∈ G n , then
so that the inequality follows from Cauchy-Schwarz and repeated differentiation. Eq. (3.3) then follows directly from (3.2).
As a result of the above and explicit calculation, one also sees the following.
Corollary 3.6. For every n, there exist K(ξ, n) and c(ξ, n) > 0 such that for every r > 0,
Finally, an explicit computation also shows that φ = φ k always lives in the space G m for any m. In particular, for every k and every n, there exists K(n, k) > 0 such that , we always let g(t) = g(X t ) denote its evolution under the Langevin dynamics (2.1). We also let M g t denote the martingale part of this evolution,
Observe that M g t is well-defined as the Martingale problem for L given by (2.2) is well-posed. Let us now recall the following elementary estimate. Suppose that f is smooth and f G 1 ≤ K; then by Doob's maximal inequality,
As we will frequently use the following estimate, we note that in the case that m(x) = x 1 / √ N , one has by (3.4), and Doob's maximal inequality, that there is a universal K such that for every γ, T > 0, and every N ,
We also define here the following notation which is used throughout the paper. Let F 1 be given by
4. On Weak and Strong recovery
As mentioned in the introduction, there are two main notions of recovery that we study in this paper: weak and strong recovery. In this section, we discuss the relationship between these. We prove that weak recovery implies strong recovery in the diverging λ regime. We then show that depending on the rate of divergence in λ, there is a certain related radius of correlations, r N , which is o(1), such that one can weakly recover in order 1 time from every initial point with correlation greater than r N . This reduces the difficulty of proving our recovery theorems to showing that the dynamics "escapes the equator". We end the section observing the stability of weak recovery.
4.1.
Weak recovery implies strong recovery. We show that as long as λ is diverging, weak recovery with Langevin dynamics implies strong recovery. In the following, we let D be such that H 0 G 1 ≤ D eventually P-almost surely. Recall that such a D exists by Theorem 3.3. For any θ ∈ [−1, 1], we let τ θ denote the first hitting time for the set {x :
Lemma 4.1. Fix k and β > 0. For every ǫ > 0 and every sequence λ N → ∞, there exists T 0 > 0 such that for all T ≥ T 0 , eventually P-almost surely,
Proof. Fix ǫ > 0 and suppose that λ N is any diverging sequence. Let τ ǫ/2 be the first hitting time of {x 1 = ǫ √ N /2}. We wish to show that there exists T 0 such that uniformly over all m N (X 0 ) ∈ (ǫ, 1 − ǫ/2), we have that τ 1−ǫ/2 ≤ T 0 and for every T , τ ǫ/2 ≥ T with Q x -probability 1 − o(1). For such initial data, for all t ≤ τ ǫ/2 ∧ τ 1−ǫ/2 , eventually P-almost surely, F 1 from (3.7) satisfies
Consequently, for any ǫ, k, β > 0 there is a λ 0 > 0 such that for every λ > λ 0 , F 1 (t) ≥ c λ > 0 for all t ≤ τ ǫ/2 ∧ τ 1−ǫ/2 . Applying (3.6) with γ = √ N ǫ/2, we see that for every T , inf
for some universal K > 0. As a consequence, there exists a T 0 (ǫ, β, λ) > 0 such that τ 1−ǫ/2 ≤ T 0 . By similar reasoning, for every T , inf
The strong Markov property and a union bound over the above two estimates then implies the desired.
4.2.
Weak recovery from microscopic scales. By a similar argument to the preceeding, one can show that in this regime, weak recovery occurs as soon as X t has crossed a certain microscopic correlation. More precisely, we obtain the following. 
The
Proof. Let τ r N /2 be the first hitting time of the set {x 1 = √ N r N /2}. We wish to show that for all X 0 with m N (X 0 ) ∈ (r N , θ), we have τ r N /2 ≥ τ θ and moreover, τ θ ≤ 1. We first claim that τ r N /2 ≥ τ θ ∧ 1. To see this, observe that for t ≤ τ r N /2 ∧ τ θ , we have that F 1 from (3.7) satisfies
eventually P-almost surely. By (3.6), applied with γ = √ N r N /2, it follows that for some universal
Since r N is positive and c γ > θ, we deduce that inf
which implies the desired.
Proof of Theorem 4.2. Let θ > 0 be sufficiently small. We will first show that from any initial data satisfying m N (X 0 ) ∈ (r N , 1 − θ), we have τ 1−θ ≤ T 0 for some T 0 with high Q x -probability. Suppose first that r N ≤ m N (0) < θ. In this case, Lemma 4.3 implies that P-a.s.,
By the strong Markov property for X t , it remains to consider the case that m N (0) ≥ θ for some θ > 0 sufficiently small. By Lemma 4.1, we see that for every θ > 0, there exists T 0 such that for every T ≥ T 0 , P-a.s.,
yielding the result. 4.3. Stability of weak recovery. Lemma 4.1 showed that for λ N diverging and every ǫ > 0, if m(t) ever exceeds 1 − ǫ, then it will remain above 1 − 2ǫ for all sufficiently large (but order 1) times.
Here we show an analogous result in the weak recovery regime when λ is order 1 in N . These results can be used to establish "certificates" for recovery via the Langevin dynamics.
Lemma 4.4. Fix k, β > 0. For every ǫ ∈ (0, 1 2 ), there exists a λ 0 > 0 such that for all λ ≥ λ 0 , and every T , P-almost surely,
Proof. The proof follows by an analogous strategy Lemma 4.1. Fix k, β > 0, ǫ > 0 and any T > 0. Let τ ǫ and τ 1−ǫ be the first hitting times of {x 1 = ǫ √ N } and {x 1 = (1 − ǫ) √ N } respectively and notice that for every x such that m N (x) ∈ (ǫ, 1 − ǫ),
Clearly there exists a λ 0 sufficiently large such that for all λ > λ 0 , the above is positive. Then, by (3.5), there exists K > 0 such that for every s,
Setting s = ǫ/2, and using the fact that Lm(x) = F 1 (x), we see that for every T , we obtain the desired inequality.
Recovery for Langevin dynamics under Conditions 1 and 2
We turn now to the proof of the main results of this paper, namely those from Section 2.2.We first recall an elementary comparison inequality which will be at the heart of our comparison between m N (X t ) and the related gradient flow. We then provide a stochastic Taylor-type bound that allows us to propagate the regularity of the initial data on order 1 time scales. We then end this section with the proofs of the main theorems.
Observe the following elementary comparison inequality.
Lemma 5.1. Let γ > 0 with γ = 1, c > 0, and f ∈ C loc ([0, T )) with f (0) > 0. Suppose there exists T such that f satisfies the integral inequality,
for every t ≤ T and some a > 0. Then for t ≥ 0 satisfying (γ − 1)ca γ−1 t < 1, we have
If the integral inequality holds in reverse, then the corresponding upper bound holds. If γ > 1, then T ≤ t * * , where t * * = [(γ − 1)ca γ−1 ] −1 is called the blow-up time.
Remark 5.2. Observe that the case γ = 1 is excluded. This case is the well-known Gronwall's inequality. In our setting, this corresponds to the critical regime where k = 2.
Proof. We prove the lower bound, as the upper bound is identical. Furthermore, it suffices to take f ∈ C 1 loc ([0, T )), as otherwise it suffices to bound g(t) = f (0) + 
until a blow up time t * given by the solution to (γ − 1)cf (0) γ−1 t * = 1. We use the convention that if t * < 0 then we take t * = ∞, and the solution is global-in-time. Thus, since f (0) ≥ h(0), f satisfies f (t) ≥ h(t) as desired.
5.1.
A growth estimate for Langevin dynamics under gradient type perturbations. In this section, we seek to estimate the growth of well-behaved observables under the evolution of some Markov process whose infinitesimal generator is a perturbation of Langevin dynamics for a sufficiently regular Hamiltonian. For every δ > 0, we let
Theorem 5.3. Let E ⊂ S N , L be the infinitesimal generator of an Ito process X t , f be smooth, and x 0 ∈ E, with exit time τ E c . Suppose that these satisfy the following for some n ≥ 1.
(1) L is a differential operator of the form L = L 0 + a(x)A where: (a) A is of a gradient type:
There is an ǫ ∈ (0, 1) and a t 0 , possibly depending on ǫ, such that for any
Then there exists K > 0 depending only on c i and δ such that for every T 0 ,
Proof. For any function g, let g(t) = g(X t ). We begin by claiming that f has expansion
The proof is by induction. The base case, n = 1, is simply the definition of M f t . Assume that the result holds in the n-th case. Then for the n + 1-st case we may expand the second-to-last term as
by the definition of M L n 0 f and the splitting L = L 0 +a(x)A. Combining the terms yields the desired expression, by induction.
To now obtain (5.1), we bound the absolute values, term-by-term, in (5.2). We first observe that by the second assumption and the ladder relations (3.2),
In particular,
Meanwhile, by the third assumption, we can bound
+δ . Integrating these two inequalities implies that the first line of (5.2) is upper bounded in absolute value by the first sum in (5.1). The second term in (5.1) bounds the integral of L n 0 f (t n ) by the ladder relation (3.2). For the last term in (5.1), note that by Lemma 3.5, AL ℓ 0 f ≤ c for some c > 0; thus the bound follows by applying the fourth assumption to obtain t 0 . . .
5.2.
Proof of Theorem 2.5. Fix n ≥ 1. For a fixed µ N , for every γ > 0,
If we take the limit superior in N , the first term vanishes almost surely by Condition 1 at level n. Furthermore, for any fixed η > 0, it follows by Condition 2 that there is a γ sufficiently small such that the second term is less that η/2. Finally, by the following theorem, for any such choice of γ sufficiently small, there is an ǫ 0 > 0 such that for every ǫ < ǫ 0 , the third term is less that η/2 as well. Thus the process reaches m N (X t ) ≥ 2ǫ in time T 0 with probability at least 1 − η. To conclude the proof, note that by Lemma 4.4, after τ 2ǫ , m N (X t ) remains above ǫ.
Theorem 5.4. Let k < 2. For every β > 0 and n ≥ 1, there exist λ 0 , ǫ 0 , c, K > 0 such that for every λ > λ 0 , every γ ∈ (0, 1), and every sequence µ N ∈ M 1 (S N ), if k < k c (n) and ǫ < ǫ 0 , then
Proof. Let A ′ = A ′ (γ, δ) denote the event that the initial data, x ∼ µ N , is in E n,δ,N ∩ {x 1 ≥ γ}. Let θ = 2 − k, so that by assumption, θ > 1 n . Finally, without loss of generality take ǫ < 1/2. Let T L be the first hitting time of the bad set
On the event A ′ , by continuity of X t , T L > 0. Furthermore, by (3.6), it follows that there is a K 0 such that for every γ and T ,
For T 0 positive, to be chosen later, and let
For the remainder of the proof we restrict our attention to the event A. By definition of
Then, m(t) satisfies the integral inequality,
, uniformly in λ, for some c 1 , c 2 > 0 which depend on β and k. Thus by Lemma 5.1, we have that
As a consequence of this comparison inequality, it suffices to show that T L > T 0 , where we choose T 0 to solve the equation
To this end, let us first check that f (t) = L 0 m(t) satisfies the conditions of Theorem 5.3. Indeed, if we let U = H 0 , ψ(x) = √ N x 1 , and a(x) = βkλm k−1 (x), then the first condition is satisfied eventually P-a.s. for every n ≥ 1 by Theorem 3.3 and (3.4) . The second condition is satisfied by (3.2) combined with (3.4). The third condition follows by assumption on the initial data, namely the event A ′ (γ, δ).
It remains to check the fourth condition. Note that by the integral inequality, (5.3), and the
Observe now that, if we let T 1 = (θλc 2 ) −1 (c 2 /(2c 1 )) −1/θ , then for every t < T 1 , as long as βkλ ≥ 1,
where the second inequality follows from (5.4). Thus, the fourth condition is satisfied for every
As a consequence, applying Theorem 5.3, on the event A, for every δ > 0
with Q x -probability at least 1 − 2K exp(−N 2δ /KT 0 ), for some K > 0, depending only on k, n and δ.
With this in hand, we aim to show the desired lower bound on T L , namely that T L ≥ 2ǫ θ /(θc 2 λ). It suffices to show that for all t ≤ T 0 , each term in (5.6) is bounded above by βkλm k−1 (t)/(4n + 2). Begin by observing that for every 0 ≤ s ≤ n − 1, for large enough N ,
, which certainly holds for all t ≤ T 0 ∧ T 1 provided δ is small enough, since T 0 , T 1 are order 1 in N . Similarly, there exists an ǫ 0 > 0 (depending only on n, θ, K, c 2 , and not λ) such that if λ ≥ 1, then for every ǫ < ǫ 0 , for every t ≤ τ ǫ ,
for some C which depends on β, k, θ, n, and c 2 , provided
since nθ > 1 and m(0) = o(1). Thus if we let t 1 = T 1 ∧ T 2 , we see that on the event that A holds,
For λ sufficiently large, depending only on θ, β, we see that t 1 = T 1 < T 2 and that T 1 = c(θ, β, k)/λ for some such c. Consequently, there is an ǫ 0 (θ, β, k) (independent of λ) such that if ǫ ≤ ǫ 0 and T 0 satisfies (5.5), then T 0 ≤ T 1 and as a result, τ ǫ ≤ T 0 as desired.
Proof of Theorem 2.4.
Fix n ≥ 1. For a fixed µ N , it follows that
We take the limit superior in N on both sides and bound these terms one-by-one. The first term goes to zero P-a.s. by the assumption that Condition 1 holds at level n. If Condition 2 holds, then the second term goes to zero P-a.s. as well. Otherwise, if Condition 2' holds, then it goes to zero in probability. The third term goes to zero P-a.s. by the following theorem. The result will then follow upon applying Theorem 4.2 and the strong Markov property.
Theorem 5.5. Let k > 2, λ = N α . For every sequence µ N ∈ M 1 (S N ), every C, β > 0, and every n ≥ 1, if α > α c (n), there is a T 0 such that for δ sufficiently small,
eventually P-almost surely.
Proof. Let A ′ = A ′ (δ) denote the event that the initial data X 0 is in E n,δ,N ∩ {x 1 ≥ N −δ }. Let T L denote the hitting time of the bad set
and let τ δ denote the hitting time of
By our assumptions and continuity of X t , on A ′ both T L , τ δ > 0. By (3.6), it follows that for every ι > 0 and
Recalling (3.7) and setting ι = 5δ, it follows that on the intersection of this event and A ′ , m N (t) satisfies the integral inequality
for all t < τ δ ∧ N −5δ eventually P − a.s. Let us call the intersection of these events A = A(δ). In the following, we restrict our attention to this event.
By definition of T L , there are c 1 , c 2 positive which depend only on β and k, such that
for t ≤ T L . By (5.8), (5.9), and Lemma 5.1, we then obtain upper and lower bounds on m(t) of the form
, where
Since k > 2, these blow-up times satisfy t 1 * * ≤ t 2 * * < ∞. In particular, it must be that
+θ+δ(k−2) ) and θ < 1 2 , we have that t 2 * * < N −5δ provided δ < δ 0 (k, α) for some δ 0 (k, α). With the above in hand, we aim to show that τ Cr N < T L ∧ τ δ on A. Indeed, if this were the case, then we would have, on N , the desired
⋆⋆ , m(t) is lower bounded by an increasing function so that τ δ > T L ∧ τ Cr N . Suppose therefore, by way of contradiction, that τ Cr N > T L as well. It would suffice to show that
as we would then arrive at a contradiction since, by design, m(t * ) = Cr N .
To this end, let us observe the following. First, there is a δ 0 (k, α) such that on the event A, for every ǫ > 0, δ < δ 0 , and N sufficiently large,
Second, let us observe that f (t) = L 0 m satisfies the conditions of Theorem 5.3. Indeed, if we let U = H 0 , ψ(x) = √ N x 1 , and a(x) = βkλm k−1 (x), then the first condition is satisfied P-e.a.s. for any n ≥ 1 by Theorem 3.3. The second condition for f follows by Theorem 3.3 again P−e.a.s. for any n ≥ 1. The third condition follows by definition, on the event A ′ . To see the fourth condition, observe that by the lower bound in (5.8) and (5.11),
for t ≤ τ δ ∧ T L provided N is sufficiently large, yielding the fourth condition. Thus by Theorem 5.3 (choosing T 0 = 1 ≫ t 2 ⋆⋆ ) there exists K > 0, such that for some c > 0,
. In order to now show that T L > t * , thereby concluding the proof, it suffices to show that every term in the sum (5.12) is less than βkλm k−1 (t)/(4n + 4) for t ≤ T L < τ δ .
To this end, suppose first that for some t ≤ T L , some s ≤ n − 1, and some K > 0,
Because g 2 (t) ≤ m(t) by (5.10), and g 2 is increasing, it would follow that
where we use here that T L ≤ τ δ ∧ N −ι < 1. If we choose δ sufficiently small, this is impossible for N sufficiently large. Suppose instead that for some t ≤ T L and some K > 0,
Since t ≤ T L , the comparisons (5.8) and (5.9) imply that
Thus, for some t ≤ T L , it would have to be that
Applying the comparison inequality, (5.10), again yields that on t ≤ t 2 ⋆⋆ ,
Since g 2 (t) is increasing, this would imply that
As θ < 1 2 , this cannot happen either for δ sufficiently small (depending on α and k). Thus the only remaining way for T L < t * would be that for some t < t * ,
Observe that for N sufficiently large and t ≤ t * ,
where the second inequality follows by an explicit calculation and the fact that θ < 1 2 n−1 n as α > α c (n), as long as δ is sufficiently small. This again yields a contradiction.
Thus as long as δ was sufficiently small and N sufficiently large, then on the event A, t ⋆ ≤ T L and in particular, τ Cr N ≤ T L ≤ 1 with Q x -probability 1 − O(exp(−cN δ ) as desired.
Proof of Theorem 2.7.
In this section we demonstrate that the above proofs go through with the appropriate modifications in the setting of gradient descent instead of Langevin dynamics.
Recall that in this setup we replace the infinitesimal generator L withL = − ∇H, ∇· and replace L 0 with L 0,∞ = − ∇H 0 , ∇· . As a consequence, the drift F 1 for m N (x) is replaced bỹ
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SinceF 1 ≥ F 1 as long as m N (x) ≥ 0, we see that the proofs of Lemma 4.1 and Theorem 4.2 go through (but now with no martingale terms to control), and we have that eventually P-a.s., for every ǫ > 0, if λ, r N are taken as in Theorem 4.2, there exists T 0 > 0 such that 13) for all N large enough. We then notice that the stochastic Taylor expansion in Theorem 5.3 is only simplified if the Ito process X t is replaced by the gradient descent process Y t , where L 0 is replaced by L 0,∞ ; in particular the bound (5.1) holds deterministically for |f (Y t )|. From there it is evident that following the proof of Theorem 5.5, making the appropriate modifications and omitting the L ∞ bounds on M m t , will yield its desired analog for Y t . Combined with (5.13) and the assumptions on µ N satisfying Condition 1 at level n and β = ∞ and Condition 2 (resp., Condition 2') then allows one to conclude the proof of Theorem 2.7.
Checking Conditions 1 and 2: Regularity of initial data
In this section, we provide some natural examples of initial data satisfying Condition 1 at different levels as well as Condition 2 or Condition 2'. Both of these examples are completely independent of the planted signal so they can be viewed as uninformative, while facilitating recovery of the planted signal. The first of these examples, the volume measure on S N , is handled in Section 6.1, for which we conjecture that the recovery threshold is exactly α c (∞) = (k − 2)/2. From there, we proceed to the high-temperature Gibbs measure for H 0 in Section 6.2, for which we are able to show recovery above α c (∞), and which approximates the volume measure as β → 0.
6.1. Regularity of the initial data under the volume measure. In this section, we show Theorem 2.8 holds. Let us begin first by recalling the following result which usually goes by the name of the Poincaré lemma (see e.g., [38] ). This lemma and related concentration and anticoncentration estimates will appear frequently in the following. Their proofs are standard and follow from explicit computation of volumes of spherical caps. We summarize them here.
Lemma 6.1. The normalized volume measure dx or dvol on S N satisfies the following.
• (Poincaré lemma) if X is drawn from dx, then
where Z is a standard Gaussian random variable.
• (Concentration) There exists a universal constant C > 0 such that for every t > 0,
• (Anti-concentration) There exists a universal C > 0 such that for every ǫ > 0,
We now wish to check that the normalized volume measure vol + on S N ∩ {x 1 ≥ 0} satisfies condition 1 at level n = 3. Specifically, we wish to prove the following concentration estimate. Theorem 6.2. For any β > 0, there exists a C > 0 such that for every δ > 0, eventually P-a.s.,
Moreover, the same is holds if we replace L 0 byL 0 = ∇H 0 , ∇· .
Proof of Theorem 2.8. The fact that the normalized volume measure vol on S N ∩ {x 1 ≥ 0} satisfies Condition 2 follows from Lemma 6.1, namely (6.1). For every β ∈ (0, ∞), the fact that the normalized volume measure satisfies Condition 1 at level n = 3 at inverse temperature β follows from Theorem 6.2. Finally, the fact that it satisfies Condition 1 at level n = 3 at inverse temperature β = ∞ follows from replacing L 0 byL 0 .
The proof of Theorem 6.2 largely concerns the fluctuations of derivatives of H 0 at a "typical" point on S N . To this end, let us recall the following observation regarding the law of H 0 and its derivatives from [3] and [2] . First recall from (1.3) and the footnote therein, that the most general class of H 0 we consider is ξ(t) = p a p t p such that ξ(1 + ǫ) < ∞ for some ǫ > 0. In this case, it is easy to see that H 0 can be expressed as a sum of Gaussian processes,
where
and H 0,p is independent of H 0,q for all p = q. In the spin-glass literature, H 0 is a mixed p-spin glass and H 0,p are independent pure p-spin glasses.
Lemma 6.3. Fix a point x ∈ S N , and an orthonormal frame {E i }. For every i 1 , ..., i k the random variable E i 1 · · · E i k H 0 is a centered Gaussian. In particular, for every i, j, k, l,
Furthermore, the joint law of (H 0 , ∇H 0 , ∇ 2 H 0 ) is isotropic and at x we have the independence,
Throughout this section, we will work in the following coordinate system. For a fixed x 1 , we let p(x 1 ) = (x 1 , N − x 2 1 , 0, ..., 0) , and let {E i } be the following orthonormal system for the tangent space at x:
where ∂ i denote the Euclidean derivatives with respect to the standard basis {e i } of R N . It will also be helpful to expand L 0 m N and L 2 0 m N before proving Theorem (6.2). Recall that
By linearity, it will suffice to then consider L 0w wherew = ∇H 0 , ∇m N . We can write
N . In light of this calculation, we need the following concentration estimate for the third term above:
Lemma 6.4. There exists C > 0 such that for every δ > 0, and every x 1 , if p = p(x 1 ),
Proof. By isotropy of the joint law of (∇ 2 H 0 , ∇H 0 ), and their independence at a fixed point p, we can expand
By independence of ∇H 0 , ∇ 2 H 0 , as well as (6.3), standard concentration implies that for every j,
for some universal C > 0, at which point, the fact that E j m N = 1 − With these computations in hand, we will show that each of the terms above are concentrated at the order 1 scale at a fixed point p(x 1 ) = (x 1 , N − x 2 1 , 0, ..., 0), then deduce the result from there using the isotropy of the law of H 0 .
Proof of Theorem 6.2. We will show that for every 0 ≤ ℓ ≤ 2, if |x 1 | ≤ N δ/2 and p = p(x 1 ),
for some C(ξ, β) > 0. This implies Theorem 6.2 by the following argument. Since the law of H 0 is isotropic, and m N is only a function of x 1 , the law of L ℓ 0 m N is isotropic in the co-dimension 1 sphere obtained by fixing the value of x 1 . As a consequence,
By the concentration item in Lemma 6.1, we see that the first term on the right hand side is at most C exp(−N δ /C) for some C > 0. From (6.7), we then deduce for some other C > 0,
By applying Markov's inequality and Borel-Cantelli, we conclude the proof of Theorem 6.2.
Thus it remains to prove (6.7) for each of 0 ≤ ℓ ≤ 2. The case ℓ = 0 is trivial since we are restricting to
To check the case ℓ = 1, it suffices to prove concentration for the two terms in (6.5) separately. Notice that ∇H 0 , ∇m N is given by
By Gaussian concentration and the assumption on the decay of a p , there exists C > 0 such that for every δ > 0,
Putting this and the case ℓ = 0 together via a union bound, we obtain the desired inequality. It remains to check the case ℓ = 2. By linearity and (6.5), we can write
By a union bound and the case ℓ = 1, it suffices to study L 0 ∇H 0 , ∇m N (p). Recalling the expression for L 0w from (6.6), we wish to bound,
uniformly over all p with |x 1 | ≤ N δ/2 . Here c ξ,β is some sufficiently small constant and
By Corollary 3.6, there exists a C > 0 such that for every δ > 0,
, and sup
The same holds for II(p) by the same reasoning as the case ℓ = 1 and the growth restriction on a p . Finally, the desired inequality for III(p) was shown in Lemma 6.4. Combining these four estimates with the union bound above implies the desired estimate for the case ℓ = 2.
Of course for the case where L 0 is replaced byL 0 = ∇H 0 , ∇· , we are left with only a subset of the terms above, and the same proof goes through.
6.2. Regularity of the initial data under the high-temperature Gibbs measure. Recall from the introduction that dπ 0,β (x) ∝ e −βH 0 (x) dx denotes the Gibbs measure corresponding to the pure noise Hamiltonian, H 0 (x), at inverse temperature β > 0, and π + 0,β is the same Gibbs measure conditioned on {x 1 ≥ 0}.
We begin by observing the following consequence of (6.2) and the isotropy of the law of H 0 .
Lemma 6.5. For every ξ, every β > 0 and every δ > 0,
In particular, π + 0,β satisfies Condition 2' for every δ > 0. Proof. By isotropy of the law of H 0 and (6.2), we have
which after an application of Markov's inequality, implies the desired.
We now turn to the main estimate in this section.
Lemma 6.6. For every ξ, there exists a β 0 > 0 such that eventually P-almost surely, for every β < β 0 , the measure π 0,β satisfies Condition 1 at level n at inverse temperature β, for every n. Consequently, if ξ is even, the measure π + 0,β satisfies Condition 1 at level n for every n as well. Proof. We wish to show that there exists K(ξ, β) > 0 such that for every ℓ ≥ 0, eventually P-a.s., 8) as long as β is sufficiently small. Recall that there is an important implicit dependence on β in L 0 = L 0,β . A union bound over the first n such events would then imply π SG satisfies condition 1 at level n. For the case ℓ = 0, it suffices to check
This holds for every β > 0 from the fact that E[π 0,β (A)] = vol(A) and the concentration of (X, e 1 ) under the volume measure dx. This then implies (6.8) with ℓ = 0 by Markov's inequality. We now proceed to the cases ℓ ≥ 1. Recall that for every β, the generator
Furthermore, it was shown in [17] that there exists β 0 > 0 such that for every β < β 0 , the measure π 0,β satisfies a log-Sobolev inequality with constant c(ξ, β) > 0 eventually P-almost surely.
By Herbst's argument [26] , it then follows that for every smooth, 1-Lipschitz function F , we have
where π 0,β [F ] is the expectation of F (x) under π 0,β . Now fix any ℓ ≥ 1 and let
: by essential self-adjointness of L 0,β with respect to π 0,β and smoothness of m N (x), we see that
At the same time, we claim that
for some C ξ,β,ℓ > 0. Recall from (3.4) that m N G k ≤ 1 for all k. On the other hand, by (3.1)-(3.2), for every n and ℓ, there exists C ξ,β,ℓ > 0 such that eventually P-almost surely,
. Combining these, we see that for every ℓ ≥ 1,
eventually P-a.s., which implies the desired concentration estimate when plugging in r = N δ .
Free energy wells and obstructions to recovery
In Section 7.1 we formalize the notion of free energy wells and obtain an elementary exit time lower bound that is exponential in the height of the well, started from the natural Gibbs initialization in the well. Recall from Remark 2.15 that imposing such an initialization is necessary to have such an exit time lower bound.
We then show that the measure dπ ∝ exp(−βH)dx has a free energy well around the equator:
2 ) sufficiently small, eventually P-a.s., the function f (x) = (x, e 1 ) has a (
We end the section by combining this with a crude comparison between π and π 0 near the equator, to deduce Theorem 2.12.
7.1. Free energy wells and hitting time lower bounds. The existence of free energy wells is closely related to the behavior of both equilibrium and off-equilibrium Langevin dynamics. In particular, free energy barriers govern the eigenvalues of the Dirichlet problems on domains and in turn the exit times of sets from their interiors, as well as spectral gaps. Importantly, though, these relationships are, in a sense, with respect to worst possible initial starts or with respect to Gibbs-typical initializations.
For the recovery problem in our setting, what will be relevant are free energy barriers between the equator, or volume-typical latitudes, and the signal.
In this section we will work in full generality of Langevin dynamics on S N with respect to some Hamiltonian V N . Let f : S N → R be some smooth, say C ∞ (S N ), observable. The Langevin dynamics has invariant measure which we denote (abusing notation) dπ(x) ∝ exp(−βV N ). For the purposes of the recovery problem, one should have in mind the example V N = H and f (x) = (x, e 1 ).
For any function f : S N → R, we can define the following "rate function": 
Remark 7.3. It will sometimes be useful to consider one-sided energy wells. To do so, we may take either a = −∞ or b = ∞ in which case, for every ǫ, we would set ) is a submanifold with smooth boundary by the preimage theorem [19] . Therefore, Langevin dynamics reflected at the boundary of A ǫ is welldefined in the sense of the martingale problem [36] . Call this processX t and denote its law byQ x . Recall that it is reversible, with stationary measure,
By definition, X t andX t are equal in law conditionally on t ≤ τ ∂Aǫ . As a result, Q x (τ ∂Aǫ < T )dν(x) = Q x (τ ∂Aǫ < T )dν(x) .
Let us estimate the right-hand side above. Let s 0 be a positive number, to be chosen later, and let t i = (i · s 0 ) ∧ T for each i = 0, . . . , ⌈T /s 0 ⌉. Then AQ x (τ ∂Aǫ < T )dν(x) ≤ AǫQ x ∃i :X t i ∈ B ǫ dν(x) + AQ x τ ∂Aǫ < T,X t i ∧τ ∂Aǫ ∈ A ∀i dν(x) .
Call the first term above I, and the second term II, and bound them separately. By a union bound and reversibility with respect to ν, I ≤ T s 0 ν(B ǫ ) .
On the other hand, by the Markov property, the equality in law of X t∧∂Aǫ andX t∧∂Aǫ , and a union bound, II ≤ AQ x (∃i : t i < τ ∂Aǫ < t i+1 ,X t i ∈ A)dν(x) = A Q x (∃i : t i < τ ∂Aǫ < t i+1 , X t i ∈ A)dν(x)
To bound this last term, observe that for any x 0 ∈ S N , the function g(x) = |x − x 0 | 2 is smooth and, by an explicit calculation,
and
for some universal constant C > 0. In particular,
, we obtain
for some universal K > 0 by Doob's maximal inequality (3.5). If we choose
then by assumption, s 0 satisfies this inequality from which it follows that the righthand side of the preceding display is bounded by K exp(−h).
By the assumption of f having an ǫ-free energy well of height h, we know that ν(B ǫ ) ≤ exp(−h). Combing these estimates yields Q x (τ ∂Aǫ < T )dν 1 + T s 0 exp(−h) which yields the desired bound, after plugging in for s 0 .
7.2. Spin Glass free energies. We now turn to the specific case of an equatorial free energy well for π β . Define the following restricted spin-glass free energy: for a Borel set A ⊂ S N define +ǫ , there exists C > 0 such that eventually P-almost surely,
Proof. We will in fact show the stronger 
for some C(ξ, β, k) > 0. But by the assumption that α < (k − 2)/2, if we choose ǫ > 0 sufficiently small, namely 0 < ǫ < 
We now wish to boost this to an estimate on initialization from π 0 = π 0,β . As before, let ν = π(· | |x 1 | ≤ We begin by bounding the Radon-Nikodym derivative exp − β(
+α+ǫk ≤ max
+α+ǫk but as soon as ǫ is sufficiently small, the power of N is negative since α < α c (∞) and thus, for N sufficiently large, the Radon-Nikodym derivative satisfies 1/2 ≤ dν/dν 0 ∞ ≤ 2. As a result,
Now notice that for some universal C > 0,
this follows as in the ℓ = 0 case of π 0 satisfying Condition 1 at level n, namely by concentration of x 1 under dx, and Markov's inequality. Thus, writing
and plugging in the two inequalities above, we obtain the desired inequality by choosing T = e cN ǫ for c > 0 sufficiently small.
