The density matrix renormalization group (DMRG) method is applied to the interaction round a face (IRF) model. When the transfer matrix is asymmetric, singular-value decomposition of the density matrix is required.
The renormalization group is one of the basic concepts in statistical mechanics. 1, 2) Its real-space expression -the real-space renormalization group 3) -has been applied to various statistical models. Recently White proposed a precise numerical renormalization algorithm, which is known as the density matrix renormalization group (DMRG) method. 4, 5) This method has been widely used for one-dimensional (1D) quantum lattice models 5−7) because of its numerical accuracy and portability.
The DMRG method was originally designed for 1D quantum lattice models. Since d-dimensional quantum systems are closely related to classical systems in d+1 dimensions, 8) the DMRG method is applicable to twodimensional (2D) classical systems. In this paper we apply the DMRG method to the interaction round a face (IRF) model, 9) which contains various 2D statistical models such as the Ising model and the vertex models.
The IRF model is defined by a Boltzmann weight W on each face, which is surrounded by four n-state spins σ. The transfer matrix of the IRF model is given by
where σ i and σ ′ i are n-state spins on adjacent rows with width 2N . (Fig.1(a) 
represent renormalized transfer matrices for the left and the right half of the system, respectively. ( Fig.1(a) ) The block-spin variables ξ L and ξ R correspond to groups of the n-state spins {σ 1 . . . σ N−1 } and {σ N+1 . . . σ 2N }, respectively. We assume that ξ L and ξ R take m different states, where m is much smaller than n N−1 . If there is a mapping from (2) is obtained through successive mapping:
In
The block-spin transformations are given in the following. Since the argument is common to both ξ L and ξ R , we discuss the renormalization for ξ L only.
The matrix dimension ofT (2M ) is (nm) 2 for arbitrary M . If m is small enough, we can numerically solve the eigenvalue problem
and obtain the 'right' eigenvector Ψ that corresponds to the largest eigenvaluẽ λ (2M ) . In the same way, we obtain the 'left' eigenvector Φ that satisfies
is asymmetric, Φ is not the complex conjugate of Ψ. The density matrix 4, 5) is then expressed as a partial product between Ψ and Φ:
Apart from the density matrix for 1D quantum systems, ρ L is not always
Hermitian. Therefore we must perform the singular-value decomposition of
and obtain O and Q that satisfy
We assume the decreasing order of the singular values:
The transformation naturally gives a relation betweeñ
, which is a linear transformatioñ
We also obtain a similar relation betweenT
in the same way.
Now we obtain the renormalization processes in eq.(3).
As one repeats the mapping in eq.(3) with the aid of eqs. (4)- (7), the eigenvectors of the renormalized transfer matrixT (2M ) approach their fixedpoint values. After Φ and Ψ have converged, we can obtain local thermodynamic quantities in the large-N limit. For example, the nearest-neighbor spin correlation is expressed as
when the inner product (Φ, Ψ) is unity. In the same way, we can obtain the internal energy, susceptibilities, and specific heat. Observations of correlation functions and surface tensions are possible with the use of the 'finite chain algorithm' of the DMRG method.
5)
We examine efficiency of the DMRG method. As a reference, we calculate specific heat of the nearest-neighbor Ising model, where the Boltzmann weight is
for σ = ±1. In this case, the renormalized transfer matrixT 
