Abstract. We propose regularization schemes for deformable registration and efficient algorithms for its numerical approximation. We treat image registration as a variational optimal control problem. The deformation map is parametrized by a velocity field. Quadratic Tikhonov regularization ensures well-posedness of the problem. Our scheme augments standard smoothness vectorial operators based on H 1 -and H 2 -seminorms with a constraint on the divergence of the velocity field. Our formulation is motivated from Stokes flows in fluid mechanics. We invert for a stationary velocity field as well as a mass source map. This allows us to explicitly control the compressibility of the deformation map and by that the determinant of the deformation gradient. In addition, we design a novel regularization model that allows us to control shear.
Introduction. Image registration is a key technology in computer vision and imaging sciences.
Applications include surveillance, remote sensing, motion tracking, and medical image analysis. Lucid and concise expositions on image registration can be found in [46, 48, 66] . The problem of image registration can be stated as follows: Given a reference image m R :Ω → R, x → m R (x), and a template image m T :Ω → R, x → m T (x), with compact support on Ω ⊂ R d , d ∈ {2, 3}, we seek a deformation map y :Ω → R d , x → y(x), such that the distance between m R and m T • y is as small as possible;Ω := Ω ∪ ∂Ω denotes the closure of Ω with boundary ∂Ω and the operator • is the function composition. If an L 2 -distance is used to measure the proximity between m R and m T • y, a typical formulation is to solve the optimization problem (1) min
Image registration is an ill-posed, nonlinear and non-convex optimization problem and requires regularization. A variety of regularization schemes have been proposed, for example [10, 11, 14, 16, 15, 18, 21, 22, 23, 29, 30, 42, 44] . The particular choice of the regularization model depends on the application. This is also true for the measure of the proximity between m R and m T • y [46, 48, 66] . A key requirement in many applications, especially in imaging, is to guarantee that y is a diffeomorphism, i.e. smooth and one-to-one [8, 11, 19, 67, 68, 69] . A necessary condition for a (locally) diffeomorphic map y is that det(∇y) > 0 for every x ∈ Ω. In practice, we would like to control the distance of det(∇y) from zero 1 .
The type and weight of regularization are selected to drive the optimizer to diffeomorphic maps y at reasonable computational cost, while enabling good registration between the two images m R and m T . In most cases det(∇y) is controlled implicitly by specifying smoothness requirements [4, 8, 19, 67] . However, this type of smoothness control may result in over-smoothing or might lead to det(∇y) ≈ 0, or even det(∇y) < 0 [4] .
Here, we propose regularization schemes that explicitly control ∇y. We follow up on [42] , where we introduced a numerical scheme for our optimal control framework for large deformation diffeomorphic image registration. In [42] we considered two models-one for "compressible" and one for "incompressible" diffeomorphisms y. For the incompressible case, we hypothesized that fixing the det(∇y) to one (up to numerical accuracy) yields more well-behaved mappings as compared to plain smoothness regularization. We found that, although enforcing incompressibility might be beneficial in certain applications (see e.g. [12, 13, 33, 45, 61, 62] ), it seems to be a too rigid constraint to be applicable across a wide range of registration problems. We also found that enforcing incompressibility can lead to excessive shear.
Our new formulation relaxes this incompressibility constraint. We introduce a "mass source" w :Ω → R, x → w(x), as an additional unknown to our variational optimization problem. Our hypothesis is that the obtained mappings are better behaved (smaller variations of the determinant of the deformation gradient) without compromising registration quality as compared to plain smoothness regularization [4, 5, 6, 8, 19, 31, 67, 68, 69, 70] . Controlling det(∇y) might be of interest in longitudinal studies, in which changes in volume are expected to be localized. Examples include scans of patients diagnosed with neurodegenerative diseases. Other interesting applications include motion compensation in cardiac imaging. In addition to that, we introduce a new regularization model that is motivated from continuum mechanics [54, 56] and allows us to promote or penalize shear.
Outline of the Method.
We introduce a pseudo-time variable t > 0 and solve for a stationary velocity field v ∈ V, V ⊂ L 2 (Ω) d , x → v(x), and a mass source w ∈ W, W ⊂ L 2 (Ω), x → w(x), as follows: 
with periodic boundary conditions on ∂Ω. The state variable m :Ω × [0, 1] → R, (x, t) → v(x, t), in (2b) models the transported intensities of the template image m T :Ω → R, x → m(x), subjected to the velocity field v. The deformation map y is not computed explicitly 2 . Instead, the solution of (2b), i.e. m 1 := m( · , t = 1), m 1 :Ω → R, x → m 1 (x), represents m T • y in (1) . We, likewise to (1) , use an L 2 -distance to measure the proximity between m 1 and m R . The objective in (2a) additionally consists of two regularization models that act on the controls v and w with weights β v and β w . We provide more details on the choice for the associated norms and choices for q > 0 in §2.
We augment the regularization on v by a constraint on the divergence of the control v in (2d). Setting w in (2d) to zero yields a model of incompressible flow [12, 13, 33, 42, 45, 61] . This is equivalent to enforcing det(∇y) = 1 up to numerical errors (see [24, p. 70ff.] ). We relax this incompressibility constraint by introducing an unknown mass source w, which is determined by solving (2) .
In §3 we will see that the optimality system for (2) is a system of space-time non-linear multicomponent PDEs for the transported intensities m, the velocity field v, the mass source w and the adjoint variables for the transport and divergence condition. Solving this system poses significant challenges. We 2 The map y and the deformation gradient ∇y are computed from v (see §D.2).
follow our former work [42] and solve for the first-order optimality conditions using a globalized, matrixfree, preconditioned inexact (Gauss-)Newton-Krylov method for the Schur complement of the velocity v. We first derive the optimality conditions and then discretize using a pseudo-spectral discretization in space with a Fourier basis.
Contributions.
Here, we summarize the key contribution of our work:
• We extend on existing work on continuum mechanical models for incompressible flow [9, 12, 13, 33, 42, 45, 61, 62] by introducing a mass-source w into the variational optimization problem. This results in a formulation that is more flexible in that we do not restrict the det(∇y) to one. • We propose a novel H 1 -regularization scheme that yields a continuum mechanical model with a viscosity that depends on the strain-rate tensor (non-Newtonian fluid). This allows us to explicitly control the resistance of the fluid to shear stress and by that promote (shear thinning fluid) or suppress (shear thickening fluid) large shear in the map y.
• By using Lagrange multipliers to control the divergence, our formulation avoids ill-conditioning issues in case ∇ · v is set to a specified value (for example w = 0). Our numerical discretization (pseudo-spectral) allows us to construct fast solvers for the optimality system.
• We use a globalized, matrix-free, preconditioned Newton-Krylov scheme for numerical optimization. Although second order methods have widely been used in traditional, variational registration approaches (see e.g.
[48]), there has been little work on the use of Newton-type optimization in the framework of large deformation diffeomorphic image registration [4, 31, 42] . Most work in this area is still based on first order numerical optimization strategies [5, 6, 9, 12, 13, 28, 32, 38, 39, 70] .
• We study the effect of incompressibility and smoothness regularization on the overall registration quality as a function of the regularization parameters. We demonstrate that, by introducing a constraint on ∇ · v we can control det(∇y) without compromising registration quality. We show that our model allows us to avoid over-smoothing of the deformation map. We also study the effect of controlling shear.
Limitations and Unresolved Issues.
Here, we summarize the limitations and unresolved issues of our work:
• We introduce an additional regularization parameter. This makes it more difficult to design a black-box solver and more expensive to automatically calibrate the algorithm.
• We assume similar intensity statistics of m R and m T . This is a common assumption in many image registration approaches [8, 12, 23, 28, 32, 38, 49, 70] . For multi-modal registration problems different distance measures have to be considered (see e.g. [46, 66] ).
• We present results only in two dimensions. Nothing in our formulation and numerical approximation is specific to the two dimensional case. Overall, the method is very expensive and a practical 3D implementation requires more work.
• We only report results for stationary velocities (see e.g. also [3, 32, 68] ). However, we have implemented and tested time-varying velocities (in [42] we report results for incompressible y). For a two-image registration problem we found that a velocity that changes in time does not improve the quality of the registration. For tracking problems like optical flow [9, 12, 13, 34, 36, 61] or time series of medical images [43] a non-stationary velocity may be necessary. Nothing changes in our formulation, just the problem size (see [42] ).
Related Work.
There is a vast body of literature on image registration. Here, we restrict the discussion to approaches that are closely related to our work. We refer to [46, 48, 66] for a more general overview.
Our approach shares numerous characteristics with methods that have appeared in the past. Optimal control approaches for image registration have been discussed in [9, 12, 28, 38, 39, 42, 70] . Also, our work is closely related to large deformation diffeomorphic metric mapping [5, 6, 8, 19, 67, 73] . It also shares conceptual ideas with traditional optical flow formulations [34, 36, 61] . We refer to [42] for a more detailed discussion. In this review, we focus on approaches that(i) introduce mass conservation as an additional constraint and (ii) try to recover "discontinuous" motion fields 3 .
One way to explicitly control the det(∇y) is to set it to one. This is equivalent to working with incompressible velocity fields (see [24, p. 77ff.] ). We refer to this model as "linear Stokes regularization". Formulations based on divergence free velocity fields have been described in [9, 12, 33, 42, 45, 61, 62] . None of these considers an inversion for a mass source w. Further, all of these approaches, with the exception of our preceding work [42] , are based on first order information for numerical optimization. Other formulations for controlling det(∇y) can be found in [1, 7, 11, 25, 26, 27, 40, 41, 47, 50, 55, 58, 60, 64, 72] .
We introduce a novel continuum mechanical model that controls shear (either promoting or penalizing it; "non-linear Stokes regularization"). Related approaches based on non-quadratic regularization norms (L 1 -norm or total variation) have been described in [13, 15, 23, 59, 74] . In our formulation the regularization varies locally, controlled by the shear strain rate. In addition, we can explicitly control the smoothness of the mapping at the interface at which the discontinuous motion occurs. If such an explicit control is beneficial in certain applications remains to be seen. We will see that our formulation is in the limit equivalent to total variation regularization [13, 15, 23] . Our model couples the individual components of the regularized vector field as opposed to component wise vectorial total variation regularization [13, 23] . Other approaches for estimating discontinuous motion fields include locally adaptive (i.e. direction dependent and/or intensity-driven) regularization [52, 53, 63] , a decomposition of the body-force [7] or are based on a subdivision of the domain [57, 60, 71] .
The formulations in [15, 16, 23, 59, 63, 52] operate on the deformation map or the displacement field. Our formulation operates on the velocity field instead, and as such falls into the category of large deformation models. The proposed model is, in contrast to [15, 23] , applicable to smooth and nonsmooth registration problems. Further, we can, likewise to the linear Stokes case, control the magnitude of det(∇y). All mentioned approaches for estimating discontinuous motion fields, with the exception of [7, 59, 60] , do not feature such a control. Our formulation does-as opposed to [7, 52, 57, 60, 63, 71] not require any partitioning of the domain (pre-segmentation). All of these approaches consider first order information for numerical optimization. We design a second order approach. Our formulation allows us to control the "sharpness" of the motion field at the interface on the basis of a single, strictly positive parameter. Further, we can can not only promote strong shear but also suppress it.
Organization and Notation.
We provide additional details on the optimal control formulation in §2. The optimality system is summarized in §3. The numerical discretization is described in §4. The approach for numerical optimization is described in §5. We report experiments in §6 and conclude with §7. Additional deviations, algorithmic details and measures of registration performance can be found in the appendix. An overview of the commonly used symbols can be found in Tab. 1. Vectorial quantities and matrices are denoted in boldface. Function spaces, differential operators and functionals are denoted in calligraphy. A superscript h is added to the variables whenever we refer to discretized quantities.
Problem Formulation.
The images to be registered are modeled as compactly supported functions on some domain Ω :
, with boundary ∂Ω and closureΩ := Ω ∪ ∂Ω. We introduce a pseudo-time variable t > 0 and solve for a stationary velocity field v ∈ V, V ⊂ L 2 (Ω) d , and a 
with periodic boundary conditions on ∂Ω. The parameters β v > 0 and β w > 0 control the contribution of the regularization models. The parameter γ ∈ {0, 1} is introduced for clarity. If we set γ = 0 we obtain a formulation that is equivalent to large deformation diffeomorphic image registration [8, 70] (see [28, 42] ). If we set γ to one and w to zero, we obtain a model of incompressible flow, for which we enforce det(F 1 ) = 1 up to numerical accuracy. The tensor field F 1 :Ω → R d×d , x → F 1 (x), represents the deformation gradient at t = 1 computed from v (see §D.1 for details). If the mass-source w is non-zero, we obtain a model of near-incompressible flow. The regularization on w in (3a) acts like a penalty on ∇ · v; we use an H 1 -norm
We use H 1 -and H 2 -seminorms to regularize v; in particular,
respectively. We refer to the (near-)incompressible formulation as "linear Stokes regularization".
Since we observed that a model of incompressible flow may promote large shear, we additionally introduce a nonlinear regularization model that allows us to promote or penalize shear in the deformation field in a problem dependent way. This model is motivated from continuum mechanics 4 and given by (6) v
Here, ν > 0 controls the nonlinearity and
is the strain rate tensor. We will see that we obtain a Stokes-like system with a viscosity that depends on the strain rate (see §3 for details). For ν ∈ (0, 1) we obtain a shear thickening and for ν > 1 a shear-thinning fluid. Note that we obtain a total-variation like regularization model as ν in (6) tends to ∞. Thus, we can explicitly control the shear within the deformation map y via ν. This model, in combination with the incompressibility constraint, yields a deformation map for which det(F 1 ) = 1. This is a fundamental difference to most existing models for estimating discontinuous motion fields (with the exception of [7, 59, 60] ), since these in general do not inherently control the determinant of the deformation gradient. We have also tested a version of this model with a relaxed incompressibility constraint. We refer to this formulation as "nonlinear Stokes regularization".
Optimality Conditions.
We use the method of Lagrange multipliers to solve (3) with multipliers
, for the hyperbolic transport equation (3b) and p :Ω → R, x → p(x), for the constraint (3d). We consider an optimize-then-discretize approach. The resulting optimality conditions is what we discuss next.
First order Optimality System.
A necessary condition for a minimizer of (3) is vanishing first variations of the Lagrangian with respect to control, adjoint and state variables. The associated optimality system reads
subject to periodic boundary conditions on ∂Ω. The parameter γ ∈ {0, 1} enables or disables the constraint on the divergence of v. Further,
is the body force. The operator − ∇ + id (where id is the identity operator) in (7g) is the first variation of the H 1 -norm in (4). The operator A in (7f) is the first variation of the regularization model that acts on v. In particular, we have (8) A
We will arrive at a continuum mechanical reflects models that are commonly used in geosciences [35, 54, 56] .
for the H 1 -and the H 2 -seminorm in (5), respectively 5 . Further, we have
is the effective viscosity, ν > 0 is Glen's flow law exponent and
is the strain rate tensor, if we consider the regularization model in (6) .
In the language of optimal control (7a) is referred to as state equation (with initial condition (7b)), (7c) as adjoint equation (with final condition (7d)) and (7f) and (7g) as control equations, respectively.
Second Order Variations.
We use a globalized, inexact (Gauss-)Newton-Krylov method for numerical optimization (see §5), which requires second variations of the Lagrangian with respect to control, adjoint and state variables. We obtain
with periodic boundary conditions on ∂Ω and incremental body forcẽ
We refer to (10a) (with initial condition (10b)), (10c) (with final condition (10d)), (10f) and (10g) as incremental state, adjoint and control equations, respectively. The incremental variables are denoted with a tilde. The operator B is the second variation of the regularization. It coincides with the first variations in (8) for the regularization models in (5). This also holds for the second variation of the H 1 -norm in (4) (see (10g)). The second variation for the regularization model in (6) does not coincide with its first variation. We obtain (11) B
where ⊗ is the tensor outer product and I is the fourth order identity tensor.
Reduced Systems.
We eliminate the control and adjoint variables w and p and by that the constraint on the divergence of the velocity field v from the optimality system (7). We provide details on the deviation in §A. We arrive at
in Ω, (12e) 5 For A = − ∇ , γ = 1 and w = 0 we obtain a linear Stokes regularization model (incompressible flow; see also [42] ).
with periodic boundary conditions on ∂Ω to replace (7) . The operator A corresponds to the first variation of the regularization models. The operator K projects v onto the space of near-incompressible velocity fields. If we consider the regularization models in (5) we have
where M = β v (β w (− ∇ + id)) −1 + id and id is the identity operator. If we set w = 0 this operator simplifies to M = id. If we consider (6) instead, we have
The system no longer depends on w and p. This allows us to efficiently solve (3) in that we only iterate on the reduced space of the velocity field v.
Computing variations of the weak form of (12) yields the Newton step
with periodic boundary conditions on ∂Ω. Here, g in (14e) corresponds to the reduced gradient in (12e). The operator B is the second variation of the regularization model (see §3). The projection operator L coincides with K in (13) if we consider the seminorms in (5) as a regularization operator. If we consider (6) instead, we have
where the operator M is as defined above and the operator Q is given in (11).
Discretization.
We use an explicit second order Runge-Kutta method for the numerical time integration of the hyperbolic PDEs in (12) and (14), respectively. Due to the conditional stability (CourantFriedrichs-Lewy condition) we have to restrict the time step size h t . Given that we invert for a stationary velocity field v we can modify the number of time steps n t as required.
We use a pseudo-spectral discretization in space. This allows us to efficiently invert the differential operators that appear in the reduced system (see §3.3) and our scheme for preconditioning the reduced Hessian (see §5).
Numerical Optimization.
We use a globalized, inexact [17, 20] , preconditioned, matrix-free, reduced space (Gauss-)Newton-Krylov method. This scheme amounts to a sequential solution of the systems (12) and (14) . Details can be found in the appendix ( §C) and [42] . The Newton step is in general format given by (16) H
where H h k ∈ R n×n , n ∈ N, is a discrete representation of the reduced Hessian in (14e) acting on the incremental control variableṽ h k at (outer) iteration k. The scheme is globalized via a backtracking line
Real world registration problems. We display (from left to right) the reference image m R (fixed image), the template image m T (image to be registered) and a map of the residual differences between m R and m T before registration (for each set of images as indicated by the inset).
search subject to the Armijo condition (we use default parameters; see [51, algorithm 3.1, p. 37]). We iteratively solve (16) on the basis of a preconditioned conjugate gradient method. We refer to the solution of (16) as inner iterations (as opposed to the steps for updating v h k , to which we refer to as outer iterations). We ensure that H h k is positive definite by exploiting a Gauss-Newton approximation to the true Hessian. This corresponds to setting λ in (14) to zero (see also [42] ).
Preconditioning of (16) is essential to provide an efficient solver. We consider a left preconditioner P based on the second variation of the quadratic regularization models that act on v; that is 6 P := A h . Note that the inversion of A h is simply a spectral diagonal scaling.
Since the second variation of (6) can not directly be inverted in Fourier space (due to the complicated structure and the spatially varying viscosity; see (11)) we use the inverse of the vectorial Laplacian as a preconditioner in case (6) is considered.
Numerical Experiments.
We study the performance of the proposed formulation in different application scenarios, accounting for synthetic and real world examples. We normalize the intensities of the images to [0, 1]. All images are registered in full resolution. No grid, scale or parameter continuation is performed.
We limit the first part of this study (see §6.1) to the quadratic regularization norms in (5) . Results for the nonlinear regularization model in (6) are reported in §6.2.
Quadratic Regularization.
Purpose: We study registration quality as a function of the regularization parameters β v (smoothness) and β w (incompressiblity).
Setup: We consider three real world registration problems: a benchmark problem based on "hand images" 7 [2, 46, 48] as well as a multi-subject and a serial 8 (longitudinal) brain image registration problem ("multi-subject brain images" and "serial brain images"). The initial images are displayed in Fig. 1 .
The images have a grid size of 256 × 256. The number of time points is adapted as required by monitoring the CFL condition (initialized with n t = 2 max(n x )). We vary β v and β w in steps of one order of magnitude ranging from 1E−5 to 1E−1, respectively. If we further reduce the regularization parameters the problem becomes computationally prohibitive (due to ill-conditioning) and numerically unstable (i.e. we violate the theoretical smoothness assumptions [12, 19] , which will eventually result in irregular, nondiffeomorphic mappings). Further, smaller values require even finer grids to resolve the problem. We terminate the optimization if the relative change of the ∞ -norm of the reduced gradient is at least three orders of magnitude. We compare the designed framework for near-incompressible registration to plain smoothness regularization and a model of incompressible flow.
Results: Quantitative results are summarized in Tab. 2. Exemplary results for the "hand images", the "multi-subject brain images" and the "serial brain images" are illustrated in Fig. 2, Fig. 3 and Fig. 4 , respectively.
Observations: The most important observations are the following: Augmenting smoothness regularization with a constraint on ∇ · v with a non-zero right hand side w (mass source) allows us to control the magnitude of the determinant of the deformation gradient without comprising registration quality. We avoid over-smoothing of the deformation map y.
Enforcing incompressibility up to the numerical error is not adequate for the considered registration problems. This is also reflected by the residual differences reported in Tab. 2. Using a plain H 1 -seminorm as a regularization model (with no control on ∇ · v) can be delicate: small variations in the regularization parameter β v yield strong variations in the determinant of the deformation gradient. The divergence constraint allows us to better control the mapping. The trend of the values for det(F 1 ) as a function of β v and β w demonstrates that we can precisely control the regularity properties of the mapping y.
We can-as compared to plain smoothness regularization-in some cases significantly reduce the variations of the determinant of the deformation gradient without comprising registration quality. For instance in run 14 in Tab. 2 we set β v to 1E−2 and β w to 1E−3 and obtain an L 2 -distance of 8.29E−2 with det(F 1 ) ∈ [2.98E−1, 5.02] for the "hand images". The maximum and mean distance of the deformation gradient from identity is 2.27 and 3.07E−1, respectively. If we want to obtain a similar residual using plain smoothness regularization on the basis of an H 1 -seminorm, we have to set β v to 1E−2 (run 10 in Tab. 2). This results in a relative change of the L 2 -distance of 5.56E−2. However, the variation of the determinant of the deformation gradient is significant with det(F 1 ) ∈ [9.06E−3, 4.69E1]. Likewise, the maximum distance of the deformation gradient from identity is 1.24E1 with a mean of 5.25E−1 indicating large shear in the deformation field. If we use an H 2 -seminorm we achieve a similar mismatch (relative reduction of the L 2 -distance by 8.41E−2) for β v = 1E−3 (run 17 in Tab. 2). The variation in the determinant of the deformation gradient is slightly larger with det(F 1 ) ∈ [2.12E−1, 7.82] (as compared to the near-incompressible case). We also obtain a larger maximum and mean distance of the deformation gradient from identity (2.67 and 5.84E−1, respectively).
Careful visual inspection of the results in Fig. 2 confirms these findings. The residual differences are very similar for all models. We can also see that if we set β v to 1E−2 or 1E−4 for plain H 1 -and Table 2 Quantitative analysis of registration performance as a function of the regularization parameters β v and β w . The registration problem are the "hand images", the "multi-subject brain images" and the "serial brain images" (see Fig. 1 ). We report results for different regularization schemes (highlighted in varying shades of gray). In particular, we report results for smoothness regularization without a constraint on the divergence of the velocity field (H 1 -and H 2 -regularization on v; γ = 0; highlighted in dark gray), an incompressible flow model (H 1 -regularization on v; γ = 1; highlighted in gray) and the proposed model with local adaptive compression (H 1 -regularization on v and w; γ = 1; highlighted in white). We report values for (i) the number of Hessian matrix vector products (n matvec ), (ii) the number of hyperbolic PDE solves (n PDE ), (iii) the relative reduction of the gradient ( g h k rel ), (iv) the relative reduction of the mismatch ( m h R − m h 1 rel ), (v) min, max and mean values of the determinant of the deformation gradient, and (vi) the max and mean distance of the deformation gradient from identity (indicating the distance from a completely rigid mapping and by that shear). The definitions of these measures can be found in §B in the appendix. Fig. 3 . Exemplary registration results for the "multi-subject brain images" (see Fig. 1 ). We report representative results from Tab. 2. We report results for plain smoothness regularization (top row; H 2 -regularization; γ = 0; β v = 1E−2) and for a model with local adaptive compression (bottom row; H 1 -regularization; γ = 1; β v = 1E−1; β w = 1E−4). We display (from left to right) (i) a map of the residual differences after registration, (ii) a map of the determinant of the deformation gradient (the values are reported in Tab. 2; information about the color map can be found in §D of the appendix), (iii) the deformed template image m 1 with a grid in overlay (to illustrate the deformation map y), and (iv) a close up of the latter for a particular area of interest (as identified by the inset in the images). H 2 -regularization (i.e. without additional constraint on the divergence of v; runs 10 and 18 in Tab. 2), we overfit the data; the mapping becomes ill-behaved. By setting β v to 1E−3 for the H 2 -seminorm or by using a near-incompressible model with β v = 1E−2 a nice diffeomorphism is obtained.
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For the "hand images" we obtain an equivalent performance for the H 1 -and H 2 -regularization models since the mapping between both images is rather smooth. This is different for the "multi-subject brain images" (see Fig. 3 ). The H 2 -seminorm yields a nice diffeomorphic map, but y also appears to be overly smooth. That is, we observe a strong blurring in the map of the determinant of the deformation gradient. Thus, it is not possible to recover fine features in the deformation field. The same behavior can be observed for the "serial brain images". Although the residual differences are very similar for the H 1 -and the H 2 -seminorm, we obtain mappings that are locally very different. If we use an H 1 -regularization we can recover much more localized features in the deformation map. These local changes could be of interest in a subsequent analysis of the local deformation properties (volume changes; deformation based morphometry). Also note that the mean values for the determinant of the deformation gradient are closer to one (i.e. volume is more likely preserved as expected) as compared to plain smoothness regularization.
When switching from H 1 -to an H 2 -regularization model we have to reduce β v by one order of magnitude to obtain a similar mismatch. Note that the computational complexity of our scheme is currently not mesh independent; the rate of convergence deteriorates significantly if we reduce β v as judged by the number of Hessian matrix vector products and hyperbolic PDE solves.
Conclusions: Using an H 2 -regularization model (a common choice in large deformation diffeomorphic registration algorithms) yields well behaved mappings. However, we might loose local features (fine structures) in the deformation map due to over-smoothing (blurring). These features could be of impor- Fig. 4 . Exemplary registration results for the "serial brain images" (see Fig. 1 ). We compare plain smoothness regularization based on an H 2 -seminorm (top row; β v = 1E−3; γ = 0) to the designed model with local adaptive compression (bottom row; H 1 -regularization; β v = 1E−1; β w = 1E−4; γ = 1). We display (from left to right) (i) a map of the residual differences between the reference image m R and the deformed template m 1 , (ii) a map of the determinant of the deformation gradient (the values are reported in Tab. 2; information about the color map can be found in §D of the appendix), (iii) a deformed grid overlaid onto the deformed template image m 1 (to illustrate the deformation map y) and (iv) a close up of the latter for a particular area of interest (as identified by the inset in the images).
tance for a subsequent analysis of the deformation map. Empirically, we observed that we have to reduce β v by one order of magnitude for the H 2 -regularization model as compared to the H 1 -seminorm, to obtain a similar mismatch. If we reduce β v significantly the computational work load for the inversion (with the defined tolerance) becomes prohibitive. If we switch to an H 1 -seminorm as a regularization model we can resolve these features. Introducing a constraint on the divergence of the velocity field with a non-zero mass source w allows us to explicitly control the magnitude of the determinant of the deformation gradient without comprising registration quality. The relaxation of the incompressibility constraint is crucial to make the model applicable across a wide range of registration problems.
Nonlinear Stokes Regularization (Shear Control).
Purpose: We study the effect of controlling the shear in the deformation field in the presence of an expected, discontinuous motion field. We compare results for the nonlinear Stokes regularization model to plain, quadratic smoothness regularization and a linear Stokes regularization model (incompressible flow).
Setup: We consider two synthetic problems for which we expect the deformation to contain large shear (see Fig. 5 ). The images have a grid size of 512 × 512 9 . We compare plain smoothness regularization based on an H 2 -seminorm (γ = 0) to models of incompressible flow (H 1 -regularization; γ = 1). We study the qualitative behavior of the deformation map with respect to changes in the flow law exponent ν for empirically chosen values for β v (β v ∈ {1E−2, 1E−3}). In particular, we study shear-thickening (ν = 1/2) and shear-thinning (ν ∈ {3, 5}). We consider the full set of termination criteria used in [42] for this set 9 We use a higher grid size to be able to resolve the velocity field and avoid aliasing.
Registration problems with discontinuous motion fields (sliding interfaces; top row: "sliding rectangles"; bottom row: "sliding vent"). We display (from left to right) the reference image m R (fixed image), the template image m T (image to be registered) and a map of the residual differences between m R and m T before registration (for each set of images as indicated by the inset).
of experiments with a tolerance of 1E−3. We also report results for a relaxed incompressibility constraint with empirically chosen values for β w (β w ∈ {1E−3, 1E−4}). No grid, scale or parameter continuation is performed.
Results: We report exemplary results for the "sliding rectangles" and the "sliding vent" in Fig. 7 and Fig. 6 , respectively. Here, we enforce incompressibility to numerical accuracy. We provide exemplary results for a model of near-incompressible flow in Fig. 8 .
Observations: The most important observation is that the nonlinear Stokes regularization provides an adaptive control of the shear of the deformation field at the sliding interface. Setting ν to a value in (0, 1) increases the resistance to shear (shear thickening fluid). On the contrary, if we choose ν > 1 we promote shear. The larger ν the sharper the transition at the interface and the more localized the deformation. This confirms the theoretical statement that the model tends to a total variation regularization for ν → ∞. However, we can already recover sharp interfaces for small ν (e.g. for ν = 5; see Fig. 6 and Fig. 7  bottom) . The residual differences between the registered images are insignificant for varying parameters ν. However, the computed mappings are very different. In particular, points close to the sliding interface map to completely different positions. We can model highly nonlinear deformations with a precise control on the determinant of the deformation gradient. Likewise to the linear case, we can also extend this formulation by introducing a mass-source w (see §A.2 in the appendix for details) rendering the flow near-incompressible. This again makes this approach applicable across a wider range of registration scenarios.
Conclusion:
The nonlinear Stokes regularization model allows us to promote or penalize large shear in the deformation field as required. As a consequence, we have-in contrast to traditional vectorial total variation-complete control on the smoothness properties of the deformation map and the determinant of the deformation gradient. Further, we-likewise to total variation regularization-do not have to identify the interfaces where the sliding motion is expected to occur (i.e. we do not require a pre-segmentation of the data).
. Exemplary registration results for the "sliding rectangles" (see Fig. 5 ). We study the effect of shear control (nonlinear Stokes regularization). We compare plain H 2 -regularization (top row; γ = 0; β v = 1E−2) to a linear Stokes regularization model (third row from the top; H 1 -regularization; γ = 1; β v = 1E−3) and a nonlinear Stokes regularization model (second row from the top: ν = 1/2 (shear thickening; β v = 1E−2); first and second row from the bottom: ν ∈ {3, 5} (shear thinning; β v = 1E−3)). We show (from left to right) (i) a map of the residual differences between the reference image m R and the deformed template m 1 , (ii) a map of the determinant of the deformation gradient, (iii) a deformed grid overlaid onto the deformed template image m 1 (to illustrate the deformation map y), (iv) a close up of the latter for a particular area of interest, and (v) a single displacement vector at x = (4.66, 3.25) (the location is indicated as a gray rectangle in the visualization of the deformed grid; the size of the box is 25 × 25 grid points).
Exemplary registration results for the "sliding vent" (see Fig. 5 ). We study the effect of shear control for a highly nonlinear registration problem. We show results for a linear (top row; γ = 1; ν = 1) and a nonlinear (bottom row; γ = 1; ν = 5) Stokes regularization model. We show (from left to right) (i) a map of the residual differences between the reference image m R and the deformed template m 1 , (ii) a map of the determinant of the deformation gradient, (iii) a deformed grid overlaid onto the deformed template image m 1 (to illustrate the deformation map y) and (iv) a close up of the latter for a particular area of interest.
Fig . 8 . Exemplary registration results for the "sliding rectangles" (see Fig. 5 ). We study the effect of introducing a mass source w into the formulation. The flow law exponent is set to ν = 5 for both cases. We report results for β w = 1E−3 (top row) and β w = 1E−4 (bottom row). We display (from left to right) (i) a map of the residual differences between the reference image m R and the deformed template m 1 , (ii) a map of the determinant of the deformation gradient, (iii) a deformed grid overlaid onto the deformed template image m 1 (to illustrate the deformation map y) and (iv) a close up of the latter for a particular area of interest.
Conclusions.
We have introduced novel continuum mechanical models for large deformation diffeomorphic image registration that allow us to locally control the divergence of the velocity and thus the determinant of the deformation gradient (in a problem-dependent way). Our formulation is founded on well established computational models in fluid mechanics (Stokes flow). We achieve a similar reconstruction quality (mismatch) as compared to standard large deformation diffeomorphic registration models whilst maintaining a more precise control over the deformation regularity. Furthermore, many applications do require incompressible or near-incompressible deformations, for example in medical imaging.
Our framework provides such a technology.
It is unclear how to theoretically determine the behavior of the proposed methods. For this reason we conducted experiments to probe their behavior. The basic conclusions from our experiments are the following:
• The H 1 -seminorm without control of the determinant of the deformation gradient is not robust.
Either it produces uninformative maps (large regularization) or highly (perhaps unacceptably so) deformed maps (e.g., Tab. 2, runs 10 vs 14)
• The H 2 -seminorm without control of the determinant of the deformation gradient behaves well but its cost with decreasing regularization increases to regimes that make it not practical.
• Our proposed H 1 -seminorm regularization plus control of det(∇y) performs well. It produces small mismatch values (comparable to the H 2 without controlling det(∇y)) and smooth det(∇y) much faster than the H 2 scheme (e.g., Tab. 2, run 14 vs run 17 and run 23 vs run 26). However, this scheme results in one additional regularization parameter and its calibration is expensive. This cost can be amortized in studies involving multiple images. So, in terms of robustness and speed the new framework seems preferable. Further studies in 3D and on a larger set of images are necessary to confirm this result.
We have also introduced a regularization model that allows us to control explicitly the shear of the deformation field. We can either promote (shear thinning) or penalize (shear thickening) shear. In contrast to existing work on recovering discontinuous motion fields (sliding motion), our framework(i) is applicable to smooth and non-smooth registration problems, (ii) allows us to control the amount of shear with a smooth transition from continuous to discontinuous motion fields, (iii) does not require a pre-segmentation of the data, and (iv) features a control of the determinant of the deformation gradient in a problem dependent way. We demonstrated that this regularization results in dramatically different deformation maps (Fig. 5) .
The next steps will be the extension of our framework to 3D, the design of a more effective preconditioner and the application to problems that have time sequences of images. For such cases, a timedependent velocity field will be necessary.
Appendix A. Variable Elimination: Deviation.
Here, we provide the deviations of the variable elimination. We start with the linear Stokes regularization model (i.e. we consider the regularization operator A = − ∇ and γ = 1 in (7)).
A.1. Linear Stokes Regularization. The variable elimination for the linear, incompressible flow model (i.e. enforcing ∇ · v = 0 up to numerical accuracy) can be found in [42] . Here, we extend on the formulation in [42] by introducing a mass source w into the divergence constraint. We eliminate p and w from the optimality system (7). This will result in an optimality system that allows us to only iterate on the reduced space of the velocity field v.
Applying the divergence to (7f) yields
From the optimality condition ∇ · v = w and the equivalence
p.
Inserting this expression yields
and therefore
Inserting this expression into (7f) yields the control equation
Note, that (20) is independent of the variables w and p. In addition, we have eliminated (7e) and (7g) from (7) . We arrive at the optimality system (12) . Computing second variations of the weak form of (12) yields (14) with the operator K as defined in (20) . If we consider incompressible flow (i.e. set w = 0) the control equation (20) simplifies to [42] −
Note, that it is possible to replace the Laplacian operator with a biharmonic operator (i.e. consider an H 2 -instead of an H 1 -seminorm); the same arguments from above still hold. However, we limit ourselves in this work to an H 1 -seminorm, which results in a linear Stokes regularization model.
A.2. Nonlinear Stokes Regularization.
We discuss the variable elimination techniques for the nonlinear Stokes regularization next. We start with a model of incompressible flow (i.e. we assume that ∇ · v = 0). The same arguments that have been used in the former section apply. However, since the viscosity is no longer a constant but a function of v, we have to decompose η into
to be able to eliminate p. If we insert this decomposition into the control equation for v we obtain
The divergence of the strain rate tensor
By taking advantage of (17) and applying the divergence we obtain
. Inserting this expression into the control equation for v results in
Computing second variations yields the incremental control equation
The operator B is the second variation of (6) given in (11) and
In a next step we consider a non-zero mass source w (i.e. relax the incompressibility constraint to ∇ · v = w). In this case, the divergence of the strain rate tensor
After applying the divergence operator we obtain
By using (18) we can eliminate w. Thus, we have
We have again found an expression for p that not only eliminates p but also the equation for the constraint on ∇ · v, the control variable w and the associated control equation for w. We obtain first order optimality conditions that are very similar to the incompressible case. The only difference is the form of the operator K in (22). In particular,
It immediately follows that the second variation with respect to v result in the operator given in (15) .
Appendix B. Performance Measures.
We report different measures of registration performance. The relative change of the gradient is defined by
where g h 0 is the initial gradient and g h k is the final gradient at iteration k . We also report values for the relative change of the L 2 -distance between the images to be registered. This indicates the quality of the inversion. The measure is defined as We quantitatively assess regularity properties of the deformation map y on basis of measures computed from the deformation gradient (see §D.2). In particular, we report values for the determinant of the deformation gradient. These indicate local volume change and deformation regularity. The deformation is singular at a point if the determinant of the deformation gradient is equal to zero (collapse of a grid cell). For negative values we observe folding. We also report values for the distance of the deformation gradient from identity, which indicates the amount of shear.
Appendix C. Algorithm.
Here we summarize the globalized, inexact, preconditioned, reduced space (Gauss-)Newton-Krylov method to solve the discretized optimization problem (3). The outer iteration, i.e. the steps for updating the control variable v h ∈ R n , n ∈ N, is summarized in Alg. 1. The Newton step, i.e. the iterative solution of the reduced space Karush-Kuhn-Tucker system (16) via a preconditioned conjugate gradient method, is summarized in Alg. 2. We denote the outer iteration index with k and the inner iteration index with l. We refer to the main article for the meaning of the variables. The superscript h is added to indicate that we are dealing with discretized quantities. We report images of the deformation pattern (deformed grid) and maps of the determinant of the deformation gradient in order to illustrate local properties of the deformation map. Here, we provide information on how these were generated and on how to interpret them.
D.1. Deformation Map.
We illustrate regularity and local properties of the deformation map y on the basis of deformed grids. We define y as a perturbation from identity, i.e. y := x − u 1 , where u 1 := u(·, t = 1), u :Ω × [0, 1] → R d , (x, t) → u(x, t), u 1 :Ω → R d , x → u 1 (x), is some displacement field at final time t = 1. The latter can be computed from the velocity field v by solving (24) ∂ t u + (∇u)v = v in Ω × (0, 1], u = 0 in Ω × {0},
with periodic boundary conditions on ∂Ω.
Note that y corresponds to the inverse of the mapping that is applied to the template image m T . This reflects the Eulerian frame of reference of our formulation. The deformed grids consequently display the inverse of the mapping applied to m T . An exemplary visualization of a synthetic deformation is shown in Fig. 9 . Note that the visualization of the grid is based on high-resolution vector graphics, so that zooming in will reveal local properties of y. 
D.2. Deformation Gradient.
We report maps and values for the determinant of the deformation gradient to qualitatively and quantitatively assess regularity of a mapping y. In the framework of continuum mechanics the deformation tensor field F :Ω × [0, 1] → R d×d , (x, t) → F(x, t), can be computed from v by solving (25) ∂ t F + (v · ∇)F = (∇v)F in Ω × (0, 1], F = I in Ω × {0},
with periodic boundary conditions on ∂Ω. Here, I = diag(1, . . . , 1) ∈ R d×d and det(F 1 ) is equivalent to det(∇y), where F 1 := F(·, t = 1), F 1 :Ω → R d×d , x → F 1 (x).
We limit the color map for the display of det(F 1 ) to [0, 2] . In particular, the color map ranges from black (compression: det(F 1 ) ∈ (0, 1); black corresponds to values of 0 or below (due to clipping), which represents a singularity or the loss of mass, respectively) to orange (mass conservation: det(F 1 ) = 1) to white (expansion: det(F 1 ) > 1; white represents values of 2 or greater (due to clipping)). An illustration of this color map can be found in Fig. 9 .
