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ABSTRACT
Personalizing interventions and treatments is a necessity for
optimal medical care. Recent advances in computing, such
as personal electronic devices, have made it easier than ever
to collect and utilize vast amounts of personal data on in-
dividuals. This data could support personalized medicine;
however, there are pitfalls that must be avoided. We discuss
an example, longitudinal medical tracking, in which tradi-
tional methods of evaluating machine learning algorithms
fail and present the opportunity for false conclusions. We
then pose three suggestions for avoiding such opportunities
for misleading results in medical applications, where relia-
bility is essential.
1. INTRODUCTION
The rapid development of computing and explosion in the
amount of data collected has created myriad opportunities
for medicine. These opportunities range from enabling en-
tire fields, such as genomics and medical imaging to facili-
tating tasks, such as diagnosing conditions and monitoring
chronic conditions. For many of these medical applications,
machine learning algorithms are eliciting considerable inter-
est [17, 18, 26, 27]. There is great hope that algorithms and
increased collection of data will increase the personalization
of medicine.
While medical opportunities are exciting in general, this ex-
citement has the potential to lead to false optimism. Novel
data sources and problem formulations that have emerged
from medical applications bring with them the need for novel
evaluation methods and assessment. While traditional meth-
ods of evaluation may be employed, they may be inappropri-
ate for the application and result in false conclusions, which
are at best expensive and at worst dangerous in medical
applications. For example, researchers found that generic
approaches for evaluating machine learning algorithms with
cross-validation methods resulted in biased performance re-
sults [30] and such methods must be carefully applied on
datasets with multiple individuals [23].
To mitigate poor or misleading evaluation of algorithms, in-
terdisciplinary collaboration is needed to develop appropri-
ate evaluation methods for medical applications. However,
such collaboration may be difficult. Difficulty could arise
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from the common problems of insufficient communication
and miscommunication between researchers who come from
different communities.
As an example of how standard evaluation methods may fail
to hold algorithms accountable on applications that emerge
from novel data sources, we consider the case of longitudi-
nal health monitoring from smartphone data. This appli-
cation has been popularly targeted as a candidate for ma-
chine learning algorithms [28]. Health monitoring is essential
for understanding individuals’ conditions and personalizing
treatments [7, 20]. While tracking acute conditions is easier,
long-term tracking of chronic conditions has traditionally
been a tedious practice requiring individuals to repeatedly
manually record their personal state and thus has resulted
in low compliance [21]. However, personal electronic de-
vices have emerged as a novel data source of highly personal
behavioral data that is easy to collect. As a result, many
researchers hope such data may be a key to sustainably, au-
tomatically monitoring mental wellbeing without individuals
constantly having to note their state [4, 6, 15, 32].
A standard evaluation method for an algorithm on any dataset
might be to compare the percent of observations that the
algorithm correctly predicted to the percent of observations
that would have been correctly predicted just by assum-
ing that all observations are the most frequently reported
state. The insufficiency of this approach on the application
of longitudinal health monitoring stems from the simple ob-
servation that individuals frequently report the same state,
which can be different between individuals. Thus a better
baseline for this application is to assume that each individual
is always their personal most frequently reported state. We
elaborate on this distinction between the former“population
baseline” with the latter “personal baseline” below. When
personal baselines are not used for comparison, false conclu-
sions about the utility of an algorithm can be reached, but
we find that personal baselines are not frequently used in a
literature review. We use this example to highlight how mis-
leading results can easily emerge from using non-specialized
evaluation methods on a problem that has emerged from a
new data source.
With our experience working on health tracking in mind, we
discuss efforts that may help improve results on this applica-
tion. In particular, we suggest consideration of the following.
First, studies could be made of failure modes or when health
technologies should not be expected to help individuals. Such
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knowledge may increase the reliability of new technologies
and highlight whether a technology is fairly serving sub-
populations. Efforts to understand failure modes may be
pursued with a data driven approach to identify whether a
method may apply to an individual or with the development
of new algorithms that reveal confidence (or lack thereof) in
their predictions.
Second, a credit scheme could be developed to encourage
and incentivize replicating results on sensitive but related
datasets that cannot be publicly shared. Many personally
identifiable datasets are collected by different institutions
and cannot be shared to protect the participants. However,
an incentive scheme where researchers could garner credit for
reproducing results without gaining a novel research publi-
cation may encourage replication of results and comparison
on different populations.
Third, workshop sessions could be focused on developing
and suggesting standards for evaluation methods and met-
rics for common problems. Novel datasets have enabled new
problem formulations, that should critically be evaluated to
avoid false conclusions. Interdisciplinary efforts are needed
to evaluate methods from one domain applied to another
and workshop sessions are an ideal place to do this.
While we make these suggestions with health monitoring in
mind, their application broadly relates to problems emerging
from new datasets.
2. EXAMPLE OF NEW DATA SOURCE
Personal electronics, such as smartphones, smartwatches and
fitness trackers are capable of collecting vast amounts of
personal data on their users. Data are collected from the
various sensors embedded in the devices that continuously
stream data, e.g., accelerometers. Research has shown that
these streams of sensor data relate to users’ social relation-
ships [2, 13] and that algorithms can be used to infer users’
behaviors, such as sleep [8] and activity [19, 22, 24].
Some of the behaviors that smart devices can measure are
thought to relate to mental wellbeing. As a result, researchers
have begun to explore whether algorithms can also be used
to infer mental wellbeing from behavioral data that are col-
lected by smart devices [25]. In addition to diagnosing dis-
orders, such as depression [31, 29], there is hope that data
from personal electronics can be used to monitor individu-
als’ mental wellbeing, such as depression, stress, or states
of other disorders, over time [4, 6, 15, 32]. While interest
in predicting and consequently monitoring state over time
may not be new, the ready source of personal data from
electronic devices has enabled this approach.
2.1 Difference between population and
personal baselines for evaluation
To evaluate whether an algorithm is any good at predicting
wellbeing, its accuracy is quantified and then compared to
the accuracy of a baseline, which essentially guesses answers
rather than uses data to make predictions [14]. The baseline,
should be tailored to the dataset. For example, the baseline
for problems with rare events is to always guess that the rare
event does not occur, as this is correct most of the time [16,
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Figure 1: Depiction of the difference between a per-
sonal mode, which is participant-specific, and a pop-
ulation mode, which might not represent the per-
sonal mode for any participant. Data are mood lev-
els input on a smartphone app by two participants
in a pilot study.
33]. For longitudinal monitoring, a baseline that guesses
all individuals to always be at the same state, a “popula-
tion baseline”, is misleading because individuals commonly
report a single state, which differs between individuals.
An example of how individuals commonly report a single
state that differs between individuals can be seen in Figure 1.
This figure shows consecutive mood observations that two
individuals reported in a pilot study on nine-point Likert
scales with higher values indicating a better mood. This
data was collected by an app that sent a notification four
times a day to each individual’s smartphone that asked them
what their mood and energy level were. Each individual had
a commonly reported state, a “personal baseline”, but the
states were different between participants. In Figure 1 the
population baseline, which was the most commonly reported
state collected across both individuals’ observations, was not
representative of either individual. A similar observation
holds when all the individuals in the study are considered –
the population baseline is not always representative of each
individual’s personal baseline.
2.2 Hazard and prevalence of using incorrect
baseline
The distinction between a population and personal baseline
is important, as an algorithm must be more accurate than
both baselines, but showing that an algorithm is more accu-
rate than a population baseline does not demonstrate that it
is also better than a personal baseline. This result is because
the population baseline accuracy, the percent of observations
correctly predicted by guessing all individuals are always at
the most commonly reported state in the population, can be
lower than the personal baseline accuracy, the percent of ob-
servations that would be correct by guessing each individual
to be at their personally most common state. The higher
average prediction accuracy of personal baselines is demon-
strated in Figure 2, by looking at personal and population
baseline accuracy for mood input by 73 individuals from the
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Figure 2: Comparison of population and personal
baseline accuracy for 73 participants’ mood level in-
puts from a pilot study. Personal baselines can be
considerably more accurate than population base-
lines. As a result, population baselines underes-
timate the accuracy a machine learning algorithm
must have to be meaningful. Population and per-
sonal baseline accuracy are the percent of observa-
tions correctly predicted by always predicting each
participant to always be the most commonly re-
ported state within the population or within their
own reports, respectively.
above mentioned pilot study who had entered mood states.
The personal baseline accuracy is higher on average across
individuals than the population baseline accuracy, but both
baselines are too simplistic to be meaningful.
Despite the need to show that algorithms are better than
personal baselines, we found with a systematic literature
review in previous work that a majority of studies do not
compare with a personal baseline [11]. This leaves the op-
portunity for studies to imply algorithms are good because
they beat the (population) baseline, but in reality the al-
gorithms may not be any better than always guessing each
individual to be their most frequently reported state.
The lack of comparison with a personal baseline may be the
result of the novelty of the application. There were previ-
ously limited sources of personal data that would make lon-
gitudinal data collection sustainable before smart devices.
As a result, the application of algorithms for classification
and regression to longitudinal wellbeing data is fairly new
and thus the need for a new baseline, such as the personal
baseline, that accounts for repeated measures is needed.
3. SUGGESTIONS FOR PROGRESS ON
HEALTHMONITORING DATASETS
The emergence of novel data sources and methods for pro-
cessing said data, has created great opportunities for suc-
cess, but also opportunities for false conclusions. The above
sections outlined an example of how opportunities for false
conclusions exist in one application, health monitoring. This
opportunity resulted from comparing with a specific base-
line, which was fine for traditional applications, but is insuf-
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Figure 3: Average improvement in prediction accu-
racy when only individuals with a minimum level
of behavioral variance are considered. Improvement
in accuracy is higher for participants with higher
behavioral variance, which may help identify partic-
ipants who can and cannot be monitored by a smart-
phone. Models were constructed with location and
mobility features from GPS logs and accuracy was
from a random forest classifier predicting whether
an individual’s energy level was above average on a
given day.
ficient for application to emergent longitudinal data sources.
Similar opportunities for overly optimistic results have also
been shown to emerge from insufficient care in other stages
of evaluation, namely cross-validation when data on mul-
tiple individuals are considered [30]. However, there are
actions, in addition to research directions, that may help
avoid future opportunities for false positive conclusions and
encourage progress within health monitoring.
3.1 Identifying failure cases for increasing
reliability and applicability
As with many medical applications, it may be unrealistic to
expect one solution for health monitoring to work for ev-
eryone. Various personalities, behaviors, and comfort levels
with technology make mobile health (mHealth) technologies
particularly likely to help some individuals more than oth-
ers. Despite this expectation, there has been less emphasis
in the above mentioned areas of smart device health mon-
itoring, that we are aware of, on evaluating when such a
technology may be applicable to an individual.
Rather than solely focusing on improving algorithms to al-
ways be accurate, reliability may be reached by identify-
ing when the algorithms should not be expected to work.
We have taken a data driven approach and found possible
evidence that improvement in prediction accuracy from us-
ing an algorithm is related to user behavior [12]. In this
work, we used classifiers to predict whether 39 participants
(who had enough data to be included in the analyses) from
the above mentioned pilot study were feeling more energetic
than normal on a given day from previously described fea-
tures quantifying location and mobility from their smart-
phone’s GPS logs [31, 29]. We found that the improvement
in prediction accuracy of simple classifiers over the personal
baseline was positively correlated with behavioral variance,
which was quantified by the log of the sum of variance of
latitude and longitude from GPS logs during the eight-week
study period. This result, while preliminary, indicates that
individuals with less behavioral variance might be harder to
predict. Figure 3 shows how this finding might be used –
as participants are excluded from consideration, based on
having too low behavioral variance, the average prediction
improvement over a personal baseline increases. This might
help identify for whom this technology will be accurate and
for whom it will be too unreliable.
With future work, it might be possible to identify whether
a monitoring approach will be feasible for individuals given
features about them, such as their behavioral variance. Such
analyses are important for increasing reliability, but also for
identifying whether a technology may be unfairly underserv-
ing a population or missing the target population entirely.
For example, if smartphones only sufficiently monitor mental
wellbeing for active individuals, then alternative approaches
may be needed for severely depressed individuals who may
most need monitoring, but are often less active.
In addition to studying when users might be predictable, de-
veloping algorithms that announce their certainty would be
invaluable. These algorithms may take into account exter-
nal data, such as a participant’s age, or only their confidence
based on previous data.
3.2 Database giving credit for reproducing
results on sensitive datasets
A pervasive research problem is the reproducibility of re-
sults, but this issue is even more challenging when collect-
ing sensitive personally identifiable datasets. These sensitive
datasets cannot be made publicly available for the protection
of the study participants. However, as in the case of health
monitoring, many institutions collect similar datasets and
thus could potentially reproduce or compare results on sim-
ilar populations. While there are examples of researchers
attempting to reproduce results on related datasets [3, 30],
reproducing results on different datasets (and thus popula-
tions) is rarely done. This lack of reproduction is in part
due to the lack of incentive scheme.
Creating some centralized database and repository for regis-
tering studies, results, and sharing code, could generate such
a scheme for credit assignment. With such a public system,
junior researchers could garner credit for work they did to
reproduce similar results on their own datatsets, without the
need for the original researchers to collect another dataset
and without the need for the junior researchers to find a
publication venue for not fully unique results.
While centralizing anything is difficult, projects have suc-
cessfully helped researchers to coordinate. Further, many
open-access journals have shown commitment to accessible
and reproducible science and may be a natural shepherd for
such an effort. With support, such venues may be able to
have “challenge areas” or sub-problems for which they cre-
ate mini-repositories and databases where study details and
results can be stored for comparison.
3.3 Workshop sessions focusing on evaluation
and problem formulation
As illustrated with our example of longitudinal health mon-
itoring, evaluation methods are problem specific. Interdis-
ciplinary collaboration is needed to evaluate methods out-
side of their original domain and interdisciplinary workshop
sessions may consider focusing some attention on evalua-
tion methods and problem formulations. While the range of
approaches and problem formulations that researchers take
highlights a breadth of creativity that is necessary to solve
challenging problems, it can also make comparing results
between studies prohibitive.
Leaders should hesitate to stifle the creative solutions that
researchers use. However, having challenge problem formu-
lations and evaluation suggestions that researchers can in-
clude to make their work comparable to other studies, could
be invaluable additions and outcomes from the many work-
shops that have arisen [5, 10, 1]. This approach has been
taken by at least one workshop that has created a “shared
task” [9], but broader suggestions of evaluation metrics could
be envisioned.
4. CONCLUSION
We have discussed an application, health monitoring, where
evaluation methods of of machine learning algorithms have
been insufficiently applied, potentially because the appli-
cation has recently been enlivened by novel data sources.
This application highlights the need for interdisciplinary di-
alogue to define success. In light of our experience with
health monitoring, we have highlighted three opportunities
that may have facilitated developing a better method for
evaluating monitoring solutions. These suggestions include
identifying when and for whom methods fail, establishing a
framework for assigning credit to researchers for reproducing
results on similarly collected sensitive datasets, and focus-
ing application specific workshop sessions on evaluation and
challenge problem formulations for researchers to include as
part of their studies. While these suggestions are targeted
at a single application, health monitoring, they may be more
broadly applicable to encouraging success with data science
methods on novel datasets.
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